Sinusoidal Speech Coding for Low and Very Low Bit Rate Applications. by Villette, Stephane.
Sinusoidal Speech Coding for Low and Very Low Bit 
Rate Applications
Stéphane Villette
Submitted for the Degree of 
Doctor of Philosophy 
from the 
University of Surrey
Centre for Communication Systems Research 
School of Electronics, Computing and Mathematics 
University of Surrey 
Guildford, Surrey GU2 7XH, U.K.
October 2001
©  Stéphane Villette 2001
ProQ uest Number: 27750225
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent on the quality of the copy submitted.
in the unlikely event that the author did not send a complete manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 27750225
Published by ProQuest LLC (2019). Copyright of the Dissertation is held by the Author.
Ail Rights Reserved.
This work is protected against unauthorized copying under Title 17, United States Code
Microform Edition © ProQuest LLC.
ProQuest LLC 
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106 - 1346
Summary
The past decade has seen a very fast growth of the telecommunications industry. Mobile 
telephony has evolved from a specialist application to being commonplace and affordable, 
and is now a mass-market industry. A similar evolution is expected from multimedia commu­
nications, where voice, video and data are all to be integrated into one device. These services 
require a large amount of bandwidth, which is a relatively cheap and expandable resource in 
wire based fixed networks. However it is at a premium in satellite or cellular radio systems. 
In order to cope with the growing demand and the increasing number of subscribers, it is 
necessary to make optimal use of the bandwidth available. This implies using efficient source 
coding technologies, including speech compression algorithms.
Many of the recent cellular radio communication systems have used speech coders based upon 
the Code Excited Linear Prediction (CELP) model. These provide high speech quality at 
bit rates of 8 kb/s and above, however this reduces significantly when the bit rate is lowered. 
Vocoders on the other hand have been used for very low bit rate applications, where they 
provide low quality speech. This usually restricts their use to specialised applications such 
as private radio or military use. The aim of the research presented here is to improve the 
speech quality produced by low bit rate vocoders, ideally bringing it close to tha t of higher 
bit rates CELP coders while retaining a low bit rate. In order to achieve this it has been 
necessary to introduce new and refined parameter estimation and quantisation techniques, 
which were integrated in an improved vocoder model. The resulting coder was then adapted 
to a range of low and very low bit rate applications, and subm itted as candidates to three 
major standardisation efforts.
K ey  w ords: Speech, Sinusoidal Coding, Split-Band LPC Coding
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Chapter 1. Introduction
Chapter 1
Introduction
1.1 Background
Speech is the most important form of communications between humans. However it was 
limited to very near distances until the invention of the telephone by Alexander Graham 
Bell in 1876. It has since been accepted as a primary means of communications worldwide. 
Although image and data communications are continually growing, telephony is still a major 
part of telecommunications.
Since its invention, telephony has seen many improvements, the most significant being the 
move from an analogue system to a digital system. Analogue systems have a major disad­
vantage in that the signal is prone to noise at every stage in the transmission. This noise 
accumulates over the transmission, and effectively limits the maximum communication dis­
tance as well as the quality of the received signal. On the other hand, digital systems sample 
and quantise the signal into a binary bitstream. It can then be regenerated at regular in­
tervals, thereby removing the limitation on the maximum possible transmission distance. 
Moreover the digital signal can be easily manipulated: multiplexing, forward error correc­
tion, encryption and storage are all available. Moreover digital hardware is cheap, reliable, 
and much less sensitive to external factors than analogue systems.
The original Pulse Code Modulation (PCM) required a sampling frequency of 8 kHz and 8 
bits per sample when using logarithmic companding. This set the bit rate of digital speech 
at 64 kb/s, which is in effect far greater than that of the original analogue signal. In the 
1970’s, adaptive quantisation techniques such as ADPCM were introduced, which reduced 
the bit rate to 32 kb/s while maintaining high quality speech. This was acceptable on trunk
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telephone links, where large bandwidths are available.
However since the mid 1980’s there has been great interest in mobile telecommunications 
systems, in particular satellite systems and cellular telephony. Bandwidth is very limited 
in these applications, due to the characteristics of the communication channel used and the 
growing number of users. It is necessary to use speech compression techniques in these ap­
plications to ensure the bandwidth is used optimally. This has led to a lot of research into 
low bit rate speech coders.
Speech coding algorithms have been developed, operating at various bit rates, from very low 
bit rates (below 1 kb/s) producing robotic speech to medium to high bit rates (8-16 kb/s) 
producing toll quality, i.e. speech sounding like the original. The fast growing mobile tele­
phony industry and the emergence of new multimedia products are demanding even lower 
bit rates while retaining high quality speech. Military mobile applications and fixed network 
applications also contribute to that demand.
The work presented in this thesis focuses on the development of speech coding systems able 
to operate in a variety of applications, from very low to low bit rates (1.2 to 6.8 kb/s). These 
applications mainly include mobile telephony, military communications and fixed networks 
applications. However it can also be used in most applications of speech coding, such as 
storage systems, answer phones, multimedia applications, or Internet telephony.
1.2 Outline of Thesis
The research work has focused mainly on new and improved speech parameters determination 
and quantisation techniques. These were used to form an improved version of the basic Split- 
Band LPC coder, and led to several speech coding systems, each geared towards a specific 
application.
Chapter 2 gives a brief overview of speech coding algorithms. The main criteria which influ­
ence the design of speech coders are presented, as these are particularly relevant to low bit 
rate speech coders. The three main types of speech coding techniques are introduced, and 
a brief discussion of each is given. Typical applications of speech coders are also presented, 
with examples of speech coders currently in use. Standard speech coders are also briefly 
presented.
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Chapter 3 presents the basic principles of vocoding and sinusoidal coding. A brief history 
of vocoder development is given, as well as a short discussion of the fundamental differences 
between vocoders and other types of coders. Finally the Split-Band LPC coder which forms 
the basis of the research work presented in this thesis is presented. A number of improve­
ments made to the basic model are also discussed.
Chapter 4 deals with the fundamental aspects of spectral modelling using Linear Prediction 
(LP). It introduced the source-filter model and the basics of LP. LP coefficients extraction 
is presented, as well as their Line Spectral Frequency (LSF) representation. Distortion mea­
sures for LSF are also discussed. Quantisation of the LSF parameters is then investigated, 
including the different Vector Quantisation (VQ) structures and weighting functions avail­
able. Results of experiments aiming at determining the optimal VQ structures and weightings 
are presented. Finally the use of inter-frame correlation to improve quantisation is detailed, 
and optimised prediction schemes are shown. A number of optimised quantisers are proposed 
for various speech coding systems.
Chapter 5 focuses on the other characteristics of the speech signal. The speech production 
model used in vocoders is presented, together with the various parameters vocoders use to 
represent the speech signal. Estimation techniques for these parameters are presented, in­
cluding existing techniques and new or improved techniques developed in the course of this 
research to enhance speech quality. The quantisation of these parameters is then discussed, 
and quantisers are proposed for a variety of speech coder configurations.
Chapter 6 presents several speech coding systems based on the work presented in this thesis. 
The new parameter estimation and quantisation techniques presented in Chapter 4 and 5 
are combined within the Split-Band Coder, resulting in complete systems. These systems 
have been submitted as candidates for standardisation efforts for the following applications: 
a 1.2/2.4 kb/s coder for NATO military applications, a 4 kb /s coder for ITU for general pur­
pose speech coding, and a multi-rate system for CSM Adaptive Multi-Rate digital telephony 
application. These coders have proven highly suitable for these applications, as shown by the 
test results presented.
Chapter 7 is a summary of the results presented in the other chapters. It highlights the most 
significant achievements of this project, and their application in modern telecommunication 
systems. It also contains suggestions for possible future work.
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1.3 Original Contributions
The original contributions included in this thesis are summarised as follows:
• Development of an improved version of the SB-LPC coder, featuring new pitch syn- 
chionous speech synthesis and improved parameter estimation and quantisation tech­
niques.
• Investigation of the quantisation of linear prediction parameters. This includes the 
vector quantisation structures, the distortion measures, and the optimal use of inter­
frame correlation to maximise performance.
• Improvement of an existing pitch prediction algorithm combining time and frequency 
domain techniques, by applying pre-processing and pitch tracking techniques, and mod­
ifying the final decision algorithm.
• Development of a novel voicing determination algorithm dedicated to the Split Band 
hypothesis.
• A novel joint quantisation technique for pitch and voicing for very low bit rate speech 
coding.
• Development of a novel amplitude-picking spectral amplitudes quantisation algorithm.
• Investigation of Index Assignment (lA) techniques for improved error resilience, and 
development of a novel use of lA for improved error concealment of the speech energy 
parameter.
• Design and implementation of three complete speech coding systems, each tailored to 
a specific application. These systems have been submitted to standardisation efforts, 
and have proven to be a high quality solution in each case.
Some of the above work has been published in various international conference proceedings, 
a full list is included in Appendix A.
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2.1 Introduction
Digital Speech Coding consists in converting an analogue speech signal into a digital signal, 
and then using sophisticated signal processing techniques to compress this signal. Speech can 
then be transm itted or stored in this compressed digital format which allows perfect trans­
mission over long distances, provided that the amount of analogue noise present between 
repeaters is kept sufficiently low.
The first example of such a system was the invention of Digital Pulse Coded Modulation 
(PCM) in 1940, which became popular in the early 1960’s when the necessary hardware be­
came widespread. Today almost all of the Public Switch Telephone Network (PSTN) are 
based upon some variant of PCM, much of it using fibre optic technology which is very well 
suited to the transmission of digital data.
The main disadvantage of PCM is that the bandwidth required to transm it the digital data is 
far greater than that of the original analogue signal. This is a problem when communicating 
over links where the bandwidth is limited, such as satellite, radio or trans-oceanic cable links. 
The rapid growth in demand for such communications has led to a considerable research ef­
fort into more efficient means of utilising the available bandwidth. One of the main methods 
to achieve this aim is to use signal processing techniques to compress the source data, i.e. 
the speech signal, by exploiting the natural redundancies contained in within human speech. 
Early efforts were severely limited by the existing technology, but the recent developments in
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Very Large Scale Integration (VLSI) technology have produced new Digital Signal Processing 
(DSP) tools which allowed rapid advancements in speech compression. This has resulted in 
the widespread use and market acceptance of speech compression technology.
2.2 Design Criteria
The design of a speech coder takes into account many parameters, which are generally deter­
mined by the application. These parameters are often conflicting, and improving a coder with 
respect to one parameter often cause degradation with respect to another. Therefore, the 
design of a speech coder is a trade-off between several characteristics, the optimal trade-off 
depending on the specific application of the speech coder [1].
2.2.1 Bit Rate and Quality
Bit Rate and Speech Quality are the two most im portant characteristics of a speech coder, 
and are generally the first considered when selecting a speech coder for a given application. 
They are fundamentally linked, as for a given speech coding algorithm which can operate 
at a various bit rates, the speech quality increases with the bit rate. Each speech coding 
algorithm has a preferred range of bit rates, below which quality degrades rapidly, and above 
which little or no return in quality is observed when increasing the bit rate.
A significant problem arises when a suitable quality measure must be chosen for assessing the 
performance of a given coder. Higher rate waveform coders which aim to produce synthetic 
speech best matching the input can be assessed using a signal to error ratio measure. As 
the bit rate is lowered, speech coding algorithms attem pt to remove more redundancies from 
the input signal, and the synthetic speech does not match the input speech on a sample 
basis anymore. Objective signal to error ratio measures become meaningless, and alternative 
quality measures must be used.
Speech Quality must therefore be measured subjectively for low bit rate coders. A number of 
subjective tests have been devised, which attem pt to measure various aspects of the speech 
quality, such as the intelligibility of the speech, or its overall perceived quality. At very low bit 
rates, understandability is the most important factor, and may be assessed using a Dynamic 
Rhyme Test (DRT) [2]. DRT requires listeners to distinguish between words differing only
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by one phoneme or consonant. The DRT score is then defined as the percentage of correct 
answers. Perceived speech quality can be assessed using the widely used Mean Opinion Score 
(MOS) test [3], where subjects are required to mark speech material on a scale from one to 
five. The MOS score is then given as the average of these marks, generally over a range of 
speech material and a large number of listeners.
2.2.2 Delay
Speech coding algorithms normally operate on blocks of speech data, referred to as frames 
of speech. This causes a certain delay, as the encoder needs to buffer at least one frame of 
input speech before it can operate. Using larger frames generally allows better removal of 
the redundancies in speech, leading to lower bit rates. Some algorithms also use the future of 
the speech signal for this purpose, causing look-ahead delay. The delay caused by the speech 
coder is only one component of the end-to-end delay of a system, which also comprises of the 
channel coding delay, transmission delay, buffering delay and decoding delay.
Delay can cause two types of problems. Firstly, if the end-to-end delay of a system is very 
large, typically over 250 ms, full duplex conversation becomes uncomfortable. Secondly, typ­
ical networks contain switching equipment and telephone hybrid circuits which often have 
impedance mismatches. This causes signal reflections, which combined with the delay of the 
system leads to echo appearing in the system, which are annoying to the user. This requires 
sophisticated echo cancellation systems to be used to control this effect. For this reason, the 
maximum delay allowed on the PSTN in the United Kingdom is 5 ms if no echo cancellation 
system is used [4]. This is far less than most speech coders use, as a typical frame size for a 
speech coder is 20 ms. This, combined with the buffering delay and the look-ahead generally 
used, means a delay of over 50 ms is commonplace when using a speech coder. Delay must 
be kept to a minimum to limit the complexity of the echo cancellation systems.
2.2.3 Implementation Costs
Speech coders are generally implemented on Digital Signal Processors (DSP), which are pro­
cessors optimised for the type of operations signal processing algorithms require. The recent 
advances in DSP technology have allowed many complex algorithms to be implemented in
Chapter 2. Digital Speech Coding
leal time. However, the amount of processing power a particular speech coding algorithm 
requires has a direct impact on the cost and power consumption of the target DSP device. 
This is of prime importance for mass-market applications or when the available power is 
limited. This is especially true for Mobile Telephony, one of the main applications of speech 
coders.
A similar issue is that of memory requirements. Speech coding algorithms require a certain 
amount of storage capacity for both the buffering of speech and their internal processing. 
This memory needs to be fast, and therefore on-chip memory or fast external memory are 
needed. However this type of memory is expensive, which is a problem in mass-market ap­
plications.
Finally, two types of DSP are available: fixed-point and floating-point. Floating point devices 
are easier to use for the developer, but require more transistors to perform the same tasks. 
This translates into higher costs and higher power consumption. As a result most algorithms 
are implemented onto flxed point devices, at the cost of an additional design stage where the 
algorithm is converted to fixed point arithmetic.
2.2.4 Robustness to Channel Errors
Many applications of speech coders involve the transmission of the encoded bitstream  over a 
communication channel. These are subject to channel errors, which can cause large amounts 
of degradation to the output of the speech decoder. Forward Error Correction (FEC) tech­
niques may be employed to reduce the number of bit errors affecting the bitstream. The need 
for FEC depends on several factors:
The characteristics of the communication channel: flxed networks can offer a very low 
Bit Error Rate (BER), which does not require FEC. Mobile and satellite links can 
present a much higher BER which may require a large amount of FEC to ensure proper 
operation of the speech coder. The nature of the channel also influences the repartition 
of these errors, which influences the type and amount of FEC required.
The application itself can dictate the amount of FEC needed. Some applications re­
quire high quality in most environments, whereas quality degradation in bad channel 
conditions is more acceptable in other applications.
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• The speech coder itself can be more or less sensitive to channel errors. For example 
coders using a large amount of prediction, in particular long term prediction, will suffer 
more from a channel error than coders using limited amounts of prediction. This 
greatly influences the amount of FEC required for a given channel and speech quality 
requirement [5].
Finally, the error concealment techniques used at the speech decoder have a great effect in 
the quality of the decoded speech, and therefore also influence the amount of FEC required 
for a given application.
2.2.5 Robustness to Acoustic Noise
Speech coders are designed to operate on speech signals, and therefore usually rely on a 
specific speech production model. They do not necessarily cope well with inputs which do 
not match the model employed. In particular in many practical applications the speech may 
be contaminated by acoustic background noise. The nature of this noise can be very varied, 
from street or vehicle noise for mobile telephony to airplane noise for military applications. 
These may have characteristics completely different to what is expected by the speech coder, 
and result in poor quality output speech. Generally, lower bit rate coders use more specific 
speech production models, and are therefore more sensitive to acoustic noise.
One method gaining popularity for solving this problem is to use noise reduction techniques 
as a front-end to the speech coder. These algorithms use the different statistical properties of 
the speech signal and the acoustic noise to distinguish between them, and reduce the amount 
of noise present in the speech signal, prior to encoding [6]. Large performance improvements 
can be obtained using such techniques, in particular for low bit rate coders operating in heavy 
background noise conditions.
2.2.6 Robustness to Input Signal Variations
Speech coders can encounter various types of input signals, which they must be able to cope 
with. Speech characteristics can vary widely depending on the speaker and the language used. 
Female speech for example is well known to have different properties to male speech, and as
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a result some speech coders favour one type or the other. There can also be variations in the 
speech input level to the coder. Finally some networks require the speech to be encoded and 
decoded several times in a one way transmission. The speech coder must therefore be able 
to operate not only on human speech, but also on the synthetic speech produced by a speech 
decoder.
Finally, PSTN applications require the ability to pass non-human signals, such as the sig­
nalling tones used in the Dual Tone Multi Frequency (DTMF) system, or possibly modem 
tones.
2.3 Speech Coding Techniques
Speech coders can be classified into three categories, according to the way the algorithm uses 
the speech redundancies to reduce the bit rate:
• Waveform Coding
• Parametric Coding
• Hybrid Coding
Each technique has got a preferred region of operation, which is illustrated in Figure 2.1.
2 .3 .1  W a v e fo rm  C o d in g
Waveform Coders attem pt to match the original speech waveform on a sample-per-sample 
basis. It is not speech specific, and can also encode other types of signals. They can provide 
high quality at the expense of high bit rates. For example toll quality speech requires the 
speech to be sampled at 8 kHz with a 13-bit accuracy, resulting in around 100 kb/s. Logarith­
mic companding techniques such as A-law and /i-Law [7] can be used to reduce the number 
of bits allocated to each sample. This has led to the adoption of the well known ITU C.711 
64 kb/s PCM standard [8], which is now widely used in the telecommunications industry.
The high correlation existing between consecutive speech samples can be exploited by using 
some form of prediction, giving further reductions in bit rate. This has led to the adoption of
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Figure 2.1: Q uality versus B it R ate for different Speech C oding Techniques
the ITU G.721 32 kb/s Adaptive Differential Pulse Coded Modulation (ADPCM) standard 
[9]. However the speech quality produced by waveform coders rapidly decreases when the bit 
rate is lowered.
2.3.2 Parametric Coding
Parametric coders do not attem pt to match the original speech waveform. Instead they char­
acterise the speech using a certain number of parameters, which are measured on the speech 
input at regular intervals. These parameters are then quantised and transm itted to the de­
coder, where synthetic speech having the same properties as the original speech is generated. 
The parameters are chosen so that the output speech is perceptually identical to the input 
speech, by way of a speech production model.
By reducing the speech to its fundamental characteristics, very low bit rates can be achieved. 
However the speech quality is limited by the speech production model used, and the accuracy 
of the parameter extraction and quantisation. This usually limits the quality which can be 
achieved, although recent improvements have allowed vocoders to produce natural sounding 
speech at around 2.4 kb/s [10]. Moreover such low bit rate coders require a speech production 
model optimised for human speech only, and as a result parametric coders usually do not
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cope well with non-human sounds, as is the case when speech is contaminated with acoustic 
background noise. Parametric coders usually operate in the region of 800 b it/s  for low quality 
speech to 4.8 kb/s for quite natural sounding speech.
2 .3 .3  H y b r id  C o d in g
Hybrid coders combine the advantages of both parametric coding and waveform coding. As 
a result they are able to offer near toll quality at medium bit rates, and are the most popular 
speech coders at these rates. They basically use a speech production model, as for para­
metric coders, to reduce the correlation between neighbouring speech samples. The resulting 
residual signal is then waveform coded. The transm itted signal therefore comprises of the 
coefficients of the predictors used to remove redundancy, and the waveform coded residual 
signal.
Early schemes used Analysis-and-Synthesis (AaS) models, where the input speech is inverse 
filtered using the speech production model, and the residual is then quantised, using one of 
many techniques. Examples of such coders are the Adaptive Predictive Coder (APC) [11], 
and the Residual Excited Linear Prediction (RELP) coder [12], which mainly differ in the 
technique used for quantisation of the residual. These offer high quality speech at 16 kb/s 
and good quality at 9.6 kb/s respectively.
Increases in the amount of computational power available in modern DSP has allowed the 
emergence of new coders called Analysis-by-Synthesis (AbS) coders. In these coders the 
waveform matching process is performed on the actual output speech rather than the resid­
ual signal from the speech production model. This involves applying the speech production 
model to every candidate block of synthetic excitation, and selecting the excitation according 
to the synthetic output produced. The most notable example of an AbS coder is the Code 
Excited Linear Predictive (CELP) algorithm [13], variants of which are used in many appli­
cations at low to medium bit rates. Such coders are capable of producing near toll quality at 
bit rates from 4.8 to 13 kb/s.
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2.4 Applications of Speech Coders
Digital Speech Coding is used mainly for two types of applications: Voice Storage and 
Telecommunications. Voice Storage systems can be used for archiving, or for answer phones. 
Telecommunication applications can be classified in two categories: Terrestrial Systems and 
Satellite Systems.
2.4.1 Terrestrial Systems
Terrestrial Systems include PSTN, Integrated Services Digital Networks (ISDN), and land 
mobile telephony. PSTN networks require very high speech quality and low delay, as well as 
handling up to 10  ^ random channel errors. As a result very high rate coders were employed 
first, such as the ITU G.711 64 kb/s standard [8]. In order to increase efficiency, this was 
replaced in 1985 by the ITU G.721 ADPCM 32 kb/s standard [9]. These coders are able to 
provide toll quality with a very low delay of less than a millisecond. Further to this, the ITU 
G.728 Low Delay Code Excited Linear Prediction (LD-CELP) at 16 kb/s was introduced in 
1991 [14]. Although much more complex than G.711 and G.721, it has a delay of less than 
2 ms, and still provides near toll quality. ITU G.729 at 8 kb/s was then introduced in 1995 
[15], produding near toll quality although the delay is higher due to a 10 ms frame size. The 
next target for PSTN is to standardise a 4 kb/s algorithm fitting these requirements.
ISDN links appeared in the late 1980’s, and aim at transm itting speech integrated with data. 
Second generation systems offer two 64 kb/s channels for data, voice or video and one 16 
kb/s channel for control. In order to offer very high speech quality the ITU G.722 Sub-Band 
ADPCM 64 kb/s standard was established in 1984 [16]. This coder operates on speech sam­
pled at 16 kHz rather than the usual 8 kHz used by most algorithms, leading to higher speech 
quality.
Cellular telephony has developed extremely quickly over the last ten years, and is now a 
major application for medium rate speech coders. The limited bandwidth available on the 
radio link and the very large number of subscribers make the use of speech coders essential. 
These need to provide good speech quality even though the mobile channel can exhibit a 
very high number of bit errors, and the delay must be kept reasonably low for the reasons 
detailed in section 2.2.2. In Europe, the European Telecommunication Standards Institute 
(ETSl) has set up the GSM standard in 1988. This uses a range of speech coders, starting
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from the original Full Rate GSM (FR) [17] operating at a gross rate of 22.8 kb/s with 13 
kb/s for the speech coder itself, the rest for channel coding. An improved coder, the ETSl 
Enhanced Full Rate (EFR) [18] coder was later introduced to provide higher speech quality 
than the original FR coder, at the same gross bit rate of 22.8 kb/s, of which 12.2 kb/s are 
for the speech coder. These coders offer communication quality speech for FR, and near toll 
quality for EFR, although the delay is quite significant due to a frame size of 20 ms. There 
is also a Half-Rate GSM (HR-GSM) [19] operating at a gross rate of 11.4 kb/s of which
5.6 kb/s are for the speech coder, although it is much less used than FR and EFR. Finally 
these coders are being superseded by the new Adaptive Multi-Rate (AMR) standard [20] op­
erating at a gross rate of either 22.8 or 11.4 kb/s, the concept of which is detailed in Chapter 6 .
2.4.2 Satellite Systems
Satellite systems can be of two types: either geostationary satellites, or low-earth orbit satel­
lite constellations. Satellite systems are used for long distance communications as they have 
a wide coverage area, and allow point-to-point and point-to-multi-point connection. There 
are three main types of satellite services, defined by ITU as:
• Fixed Satellite Service (FSS) which provides television, telephony and data services to 
fixed stations.
• Broadcast Satellite Service (BSS) which broadcast television and radio services to home 
users.
• Mobile Satellite Service (MSS) which provides services to fixed and mobile terminals.
The main difficulties in satellite systems from the speech coding point of view is tha t the 
channel is often erroneous and bursty, and that the delay is inherently long for geostationary 
satellites. FSS and BSS require high quality speech, and therefore provide high bit rate ser­
vices, upwards of 32 kb/s generally. However lower bit rate systems can be useful for MSS 
applications. The Inmarsat-M Improved Multi-Band Excitation (IMBE) [21] coder operating 
at a gross rate of 6.4 kb/s, of which 4.15 kb/s are used for speech coding, is one of the main 
standards for MSS. An improved version of this coder is also used for the Iridium system, a 
constellation of 66 low earth orbit satellites aimed at providing telephony and data services
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from any location on Earth.
2.5 Standards
A large amount of research in the field of speech coding has taken place since the 1960’s. 
This has resulted in a large number of speech coding algorithms being developed. Initially 
many companies produced their own speech coding algorithms for use in their own products 
and their private networks. This resulted in a variety of proprietary speech coding algorithms 
which could not interoperate. The use of speech coders in publicly available telecommunica­
tions service has led to a need for standard speech coders which could interoperate. This also 
allowed equipment manufacturers to combine their research efforts, and made competition 
between them possible, thereby lowering the prices. There are a number of standardisation 
bodies, which set requirements for the next generation systems, and select the speech coder 
fitting best these requirements as their new standard. The major speech coding standards 
adopted in the last 30 years are shown in table 2.1.
2.6 Conclusion
This Chapter has presented the main factors which need to be addressed during the design 
of speech coders. These factors are generally contradictory, and therefore design trade-offs 
must be made when tailoring a speech coder to a given application.
The main applications of speech coding have been presented, as well as the main standards 
used nowadays in the telecommunication industry. The trend emerging from this is the fact 
that research in speech coding is focusing on obtaining high quality at low and very low bit 
rate, i.e. below 4 and 2.4 kb/s respectively. The research work presented here is within this 
area of interest.
The three main types of coding schemes, namely waveform coding, hybrid coding and para­
metric coding by descending preferred bit rate, have been presented. Since the work presented 
here is focused on low bit rate speech coding, parametric coding is further presented in the 
following chapter.
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Bit Rate (kb/s) 
Source (Gross)
Standard Application Coder Type Year
64 ITU G.711 PSTN PCM 1972
32 ITU G.721 PSTN ADPCM 1984
64, 56, 48 ITU G.722 ISDN (Wideband) SB-ADPCM 1984
2.4 US FS-1015 Secure Voice LPC-lOe 1984
16 INMARSAT Standard-B Maritime APC 1985
13 (22.8) ETSl GSM Full-Rate Pan-European Digital Cellular 
Mobile Radio and DCS-1800
RPE-LTP 1988
4.8 US FS-1016 Secure Voice CELP 1989
8.9 (9.6) INMARSAT Skyphone Aeronautical Mobile Standard MPE-LPC 1989
7.95 (13) lS-54 North American Digital 
Cellular Mobile Radio
VSELP 1989
4.8 NASA MSAT-X Mobile Satellite VAPC 1990
16 ITU G.728 PSTN LD-CELP 1991
6.7 (11.2) Full-Rate PDC Japanese Personal Digital 
Cellular Mobile Radio
VSELP 1991
4.15 (6.4) INMARSAT Standard-M Land Mobile Satellite IMBE 1991
4.4 (7.2) APCO North American Police 
Officer Mobile Radio
IMBE 1992
4.53 (7.2) TETRA Trans-European Trunk Radio ACELP 1993
1-4  8 
(2.4 ^  19.2)
lS-95 
Variable Rate
North American CDMA 
Digital Cellular Mobile Radio
QCELP 1993
8 ITU G.729 PSTN ACELP 1995
5.7 (11.4) ETSl GSM Half-Rate Pan-European Digital 
Cellular Mobile Radio
VSELP 1995
3.45 (5.6) Half-Rate PDC Japanese Personal Digital 
Cellular Mobile Radio
PSl-CELP 1995
4.8 INMARSAT Mini-M Land Mobile Satellite AMBE 1995
13 (22.8) ETSl GSM 
Enhanced Full-Rate
Pan-European Digital 
Cellular Mobile Radio
ACELP 1995
13 (22.8) PCS-1900 North American Personal 
Communication Systems
ACELP 1995
5.3 /
6.3
ITU G.723.1 Videoconferencing ACELP /  
MPMLQ CELP
1995
2.4 U.S. Federal Standard 
MELP Vocoder
Commercial and Military 
Communication Systems
MELP 1997
4.75 - 4  12.2
(11.4 /  22.8)
ETSl GSM AMR 
Adaptive Multi-Rate
Pan-European Digital 
Cellular Mobile Radio
ACELP 1998
Table 2.1: M ajor Speech Coding Standards adopted in the last 30 years
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Chapter 3
Sinusoidal Coding
3,1 Introduction
Three types of speech coding techniques have been presented in Chapter 2 : waveform cod­
ing, parametric coding and hybrid coding. Vocoders, i.e. voice coders, are parametric coders 
which operate by modelling the main features of the human speech production mechanism. 
In particular, vocoders make use of three essential elements : the vocal tract characteristics, 
the periodicity of the speech, and the voicing status. These three elements are detailed in 
Chapters 4 and 5.
Sinusoidal coders are coders which treat the speech as a sum of sinewaves [22]. Although in 
principle sinusoidal coders do not have to rely on the three elements described above, their 
use allows the bit rate of sinusoidal coders to be significantly reduced, and makes them a 
practical solution.
In this chapter, the main types of vocoders and sinusoidal coders are presented, and their 
weaknesses and strengths discussed. Finally the Split-Band LPC (SB-LPC) coder which has 
used and improved during the course of this project is presented.
3.2 Vocoder M odelling
3 .2 .1  C h a n n e l V ocod er
The first practical vocoder was demonstrated in 1939 [23]. It models the speech spectrum 
magnitudes using a bank of bandpass filters, while the phase information is discarded. This
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is possible since the human hearing mechanism is considered generally insensitive to phase 
changes in the short-term spectrum. A voicing decision is made to decide whether the speech 
should be reconstructed using random noise or a periodic pulse train  generator, whose period 
is controlled by a determined pitch. Speech quality was limited by the technology available 
at the time, leading to poor pitch and voicing determination. However advances in digital 
processing devices allowed more successful implementations of the channel vocoder. Using 
appropriate parameter estimation and quantisation techniques, channel vocoders can operate 
at rates between 2.4 and 1.2 kb/s [24].
3 .2 .2  F orm an t V oco d er
The Formant Vocoder is a variant of the Channel Vocoder. Rather than using fixed frequency 
bands, the speech formants are identified, and only their frequencies and bandwidth are trans­
mitted [25]. Since human speech generally contains 3 or 4 formants, a large reduction in the 
number of bits needed to represent the spectral envelope of the speech is obtained. Moreover 
the quantised speech spectrum is not limited anymore to a staircase function, and can better 
model the original speech spectrum. As a result the formant vocoder can operate at lower 
bit rates than the channel vocoder, and can often provide better speech quality. However, 
reliable detection and tracking of the formants is a major problem.
3 .2 .3  H o m o m o rp h ic  (C ep stra l) V ocod er
This coder assumes the speech to be the result of the convolution of the speech excitation
by the vocal tract filter response. Therefore the speech spectrum S(cj) is the product of the
excitation spectrum E(cxj) by the vocal tract frequency response Applying a logarithm
function to the speech magnitude spectrum separates the speech spectrum into the sum of 
two functions:
log\S{u)\ = log\E{u)H{u)\ = log\E{u)\ +  log\H{uj)\ (3.1)
An inverse Fourier Transform is then applied reverting the signal into time-domain, conven­
tionally called the quefrency domain. The cepstrum of the speech signal is then obtained:
C{t) = CE(t) + CH(t) = T~\ log \E{u) \ )  +  J^-^{log\H{u)\) (3.2)
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The idea behind this decomposition is that the vocal tract frequency response H{u)  varies 
slowly in time, whereas E{u)) varies fast. Therefore they occupy different positions in the 
quefrency domain: is at the low quefrency end and is at the high quefrency
end. It is then possible to separate the excitation and the source using a simple window in 
quefrency domain. The excitation is then be quantised as a pitch and voicing decision, and 
the cepstrum of the vocal tract filter is also quantised and transmitted.
Cepstral coders can produce good quality at low bit rates [26], but the cepstral deconvolution 
is very sensitive to background noise, which causes severe quality degradation.
3 .2 .4  L P C  V ocod er
Linear Predictive Coding (LPC) vocoders model the vocal tract filter by using a linear predic­
tive filter. An all-pole filter is generally chosen, as algorithms exist to efficiently compute the 
prediction coefficients in this case, and the transfer function of this filter is given by Equation
3.3.
C
H{z) = ------    (3.3)
This LPC modelling of the speech is presented in detail in Chapter 4 .
The main drawback of LPC modelling is that it only caters for poles in the filter and not 
zeros. Therefore it is difficult to represent nasal sounds, which correspond to zeros in the 
filter. In practice, a sufficiently high order of the all-pole filter allows approximation of the 
zeros. LPC modelling allows the speech spectral shape to be accurately represented, and 
efficient quantisation of the parameters is possible. Moreover the computation of the LPC 
coefficients is relatively simple to implement (see Chapter 4). As a result LPC vocoders are 
the most popular, and include the LPC-10 US Federal Standard coder [27], MELP [10], and 
the SB-LPC vocoder presented in section 3 .4 .
3 .2 .5  M B E  V ocod er
The Multi-Band Excitation (MBE) vocoder [28] is a sinusoidal coder in that it considers the 
voiced speech as the sum of a number of sinewaves, rather than a spectrally shaped simple 
pulse excitation. As a result, a voicing decision can be made for each individual sinewave.
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allowing the reconstructed signal to be a mixture of periodic and noise-like signals. This can 
provide higher quality speech than conventional vocoders.
These sinewaves are assumed to be all harmonics of a single fundamental frequency, given 
by the pitch of the input signal. Once the pitch of the signal has been extracted through a 
Synthetic Spectral Matching process (see section 5.2.2.1), the locations of these harmonics in 
frequency domain can be determined. The spectrum is then split into a number of adjacent 
harmonic bands, and the voicing of each band is determined using the algorithm presented in 
5.3.3.1. Harmonic bands are grouped in threes for this to reduce the number of bits required. 
Finally, the amplitude of each harmonic is computed by matching an ideal harmonic shape 
with the content of the harmonic band. This is replaced by a simple energy computation for 
unvoiced bands. One pitch value, and the voicing decision and amplitudes for each harmonic 
are then quantised and transmitted. The original MBE scheme required also transmission of 
the phase information, but it was found this was not necessary and could be replaced by a 
phase generator at the decoder. The Improved Multi-Band Excitation (IMBE) coder [21] is 
very similar to MBE, but does not transm it the phases. A simplified diagram of the IMBE 
decoder is presented in Figure 3.1
Speech
Channel
Refinement
Window
Fourier
Transform
High-Pass
Filter
Low-Pass
Filter
Pitch
Refinement
Amplitudes
Estimation
Initial Pitch 
Estimation
Voicing
Decisions
Figure 3.1: Sim plified Block D iagram  o f th e IM B E  Speech E ncoder
The decoding is performed using a bank of sinusoidal oscillators for the voiced part, and 
spectrally shaped random noise for the unvoiced part. Speech is generated by interpolating 
the set of parameters for the current frame with the previous set for the voiced parts. A
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birth  and death process is used to cater for changes in the voicing when harmonics appear 
or disappear. Finally an overlap-and-add method is used for the unvoiced part generation to 
ensure smooth evolution. A simplified diagram of the IMBE encoder is presented in Figure 
3.2.
3.3 Weaknesses and Strengths of Sinusoidal Coders
At medium to low bit rates, the most common coders are sinusoidal coders and CELP coders. 
Each have a number of advantages and disadvantages due to their basic concept, i.e. one is a 
hybrid coder while the other is a parametric coder. The main differences are presented here.
• Phase modelling: A CELP coder, being a hybrid coder, attem pts to match the original 
speech waveform using its speech production model. As a result, the synthetic speech 
is time aligned with the original, and the phase information of the original speech is 
kept. Although this phase information is not explicitly extracted, it is transm itted and 
therefore a certain amount of bandwidth is used for that purpose. Since the human 
hearing system is generally considered to be insensitive to short-term phase variations, 
this bandwidth is effectively wasted. On the other hand, sinusoidal coders such as IMBE 
do not transm it this phase information, and rely instead on a phase generator at the 
decoder. In practice little improvement is gained by using the original phase information 
rather than the reconstructed phase in a sinusoidal coder. As a result sinusoidal coders 
are more efficient in terms of bandwidth than CELP coders with regards to phase.
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Voicing: CELP coders do not transmit voicing information separately, as their speech 
production model does not cater for the voiced/unvoiced distinction sinusoidal coders 
do. Coders such as IMBE make a voicing decision on groups of three harmonic bands, 
up to a maximum of 12 bits. This represents a large number of bits for medium to low 
bit rate coders. However there are strategies to reduce this to a much smaller number 
without losing quality, as presented in section 3 .4 .1 .5 .
Spectral envelope representation: IMBE transmits the envelope by quantising the spec­
tral amplitudes obtained directly from the speech signal. CELP coders instead make 
use of Linear Prediction, and use an LPC filter to model the vocal tract filter. How­
ever it is possible to use an all-pole filter in a sinusoidal coder, which allows significant 
improvements in bit rate [29].
Limits of the model: Although CELP coders rely on a speech production model, it is 
usually less specific than what is used by sinusoidal coders. Sinusoidal coders generally 
assume all sinewaves in the speech to be harmonically related for voiced speech for 
example. Moreover each harmonic can only be fully voiced or full unvoiced. However 
speech signals do not always respect this: the pitch of a voiced speech signal can 
vary significantly from one pitch cycle to the next, and in case of background noise 
voiced harmonic bands can contain noise as well as the speech harmonic. Single pulses 
in the speech are not considered either. As a result the speech production model 
used in sinusoidal coders does not model perfectly all types of speech inputs. It is 
still possible for the speech production model to generate good quality speech under 
these circumstances, provided the speech parameters are correctly extracted. Correct 
estimation of the speech parameters in such conditions in one of the main difficulties 
in sinusoidal coding. On the other hand, CELP coders attem pt to match the speech 
waveform, and therefore are more resilient to speech input variations. This is especially 
the case in background noise conditions, where both the speech and the background 
noise are generally well represented by CELP coders.
Overall, sinusoidal coders are able to produce better speech quality than CELP coders at 
low bit rates. However, accurate parameter estimation is necessary to ensure high quality 
speech. The Split-Band LPC coder has been developed as a high quality sinusoidal coder, 
and is presented below.
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3.4 Split-Band LPC Coder
The Split-Band Linear Predictive Coding (SB-LPC) vocoder is a sinusoidal coder which has 
been developed by the University of Surrey to provide high quality speech at low bit rates 
[30] [31]. It contains a number of improvements over the classic sinusoidal coders, and is pre­
sented here. It has also been modified during this project to ensure maximum performance.
3.4.1 SB-LPC Encoder
The block diagram of the SB-LPC encoder is shown in figure 3.3.
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Figure 3.3; Block D iagram  of the SB-LPC  Encoder
The SB-LPC encoder operates on narrow-band speech, sampled at 8 KHz with 16 bits pre­
cision. It extracts parameters every 10 or 20 ms depending on the desired bit rate. A 20 ms
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update rate is typically used for an operating bit rate below 4 kb/s, while a 10 ms update 
rate is used for 4 kbps and above versions.
The parameters used to represent the speech are:
• 10*  ^ order LP coefficients
• Pitch Period
• Voicing Cut-Off Frequency
• Spectral Amplitudes
• Speech Energy
Before any processing for the compression of the speech, it is possible to integrate a noise 
pre-processor, whose aim is to reduce the background noise present in the speech. This pre­
processing improves the quality and understandability of the speech in noisy backgrounds, 
and is especially useful in military applications. It is also useful in mobile communications, 
as the speech can be corrupted typically by vehicle or street noise.
The first step of the SB-LPC coding process itself is to apply a high-pass filter to the speech, 
with a cut-off frequency around 100 Hz. The function of this filter is to remove any unwanted 
DC component, which would complicate the processing of the data, and is not perceptually 
important. The speech is then windowed, and the parameters used to represent the speech 
are extracted. They are then quantised, packetised and transm itted.
3.4.1.1 LP Coefficients E xtraction
The SB-LPC extracts 10*^  order LPC parameters using a 200 samples Hamming window. 
Bandwidth expansion is then applied (/3 =  0.994) to avoid problems with highly resonant 
speech [1]. The LPC parameters are then converted to Line Spectral Frequencies (LSF) [32] 
using a root finding method, described in section 4.4. They are then quantised, using either 
a Multi-Stage Vector Quantisation method (MSVQ) , or a Split Vector Quantisation method 
(SVQ), as described in Chapter 4.
The dequantised LSFs are then converted back to LPC parameters, which are used to inverse 
filter the speech to produce the LP residual signal. This residual signal is then used for the 
spectral amplitude calculation.
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3.4.1.2 P itch  D etection  A lgorithm
The SB-LPC coder, as all vocoders, depends heavily on an reliable pitch determination algo­
rithm. The algorithm used here uses both frequency- and time-domain techniques to improve 
robustness. First the speech is passed through a flattening filter based on the LP coefficients. 
It is then windowed by a 239 pts Kaiser window ( /3 =  6.0 ), and passed through a 512 pts 
FFT.
A Sinusoidal Model Matching Pitch Prediction Algorithm (SMM-PDA) is applied to the 
spectrum of the windowed speech. For each possible pitch period, ranging from 15 samples 
to 150 samples, a first metric is computed based on the result of the SMM-PDA. The best 
candidates are then selected, and a time domain metric is then computed for each of them. 
A final decision is then made between the remaining candidates, based on the values of both 
metrics, and the past pitch values. The complete algorithm is presented in detail in section
5.2.3.
3.4.1.3 Variable Length W indowing
The voicing and spectral amplitudes parameters are extracted in the frequency domain, by 
windowing the speech and applying a FFT to the signal. The shape and length of the window 
used is im portant for the following reasons:
• In order for the harmonics of the signal to appear in the spectrum, it is necessary to 
have at least two complete pitch cycles in the analysis window. Since the position of 
the analysis window is fixed in the SB-LPC coder, this means that the window length 
should be at least 2.5 times the pitch of the signal.
• The window should be as small as possible in order to keep a good temporal accuracy 
of the spectral parameters, and avoid unnecessary spreading of the information.
• The window should not be smaller than the frame size in order not to miss out on some 
features of the speech.
It is also necessary to limit the number of windows to a reasonably small value, for memory 
requirements reasons (not only must the window be stored, but also its spectrum as it is 
often used in the SB-LPC speech analysis). Experimental results have shown tha t three to
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Update Rate 10 ms
Pitch Period Window Length Window Parameter
15 30 121 3.5
30 -4 55 161 4.0
55 70 181 4.0
70 150 201 6 .0
Update Rate 20 ms
Pitch Period Window Length Window Parameter
15 55 161 4.0
55 -4^  70 181 4.0
70 -> 150 201 6.0
T ab le  3.1; L en g th  o f A nalysis W indow  versus P itc h  P e r io d  a n d  P a ra m e te rs  U p ­
d a te  R a te
four windows were a good number, giving a good improvement in the speech quality over 
one fixed length window. The windows used are Kaiser windows, and their length and the 
associated pitch range are shown in table 3 .1 .
3 .4 .1 .4  P itc h  R efin em en t A lg o rith m
In order to perform the spectral frequency domain analysis of the speech, the SB-LPC coder 
needs to determine the exact position of the speech harmonics in the spectrum. The original 
pitch estimate is relatively crude for complexity reasons, with an accuracy of only ^ to 1 
sample. Since the location of the harmonic is determined by multiplying the fundamen­
tal frequency by n, high accuracy on the pitch is needed to make sure the high frequency 
harmonics will be correctly located.
The pitch refinement process is based on the SMM-PDA algorithm which is used for the ini­
tial pitch estimate, although it is run only on a small number of pitch candidates. Typically, 
if Pq is the initial pitch estimate, the refinement will be run for the values To -  To -  
To — ^ , . . . ,  pQ +  T  This is detailed in section 5.2.3.6 .
The resulting fractional pitch is then used for the rest of the frequency domain analysis.
26
Chapter 3. Sinusoidal Coding
3.4.1.5 Split Band Voicing
One of the main assumptions made in the SB-LPC coder is the Split-Band Voicing hypoth­
esis, which gives the coder its name. Whereas other coders such as IMBE [21] use a voicing 
decision for every harmonic or group of harmonics (typically 2 or 3 ), the SB-LPC coder as­
sumes all bands to be voiced from DC to a certain cut-off frequency, and unvoiced above 
this cut-off frequency. This has the advantage of requiring only a small number of bits to 
represent the voicing cut-off frequency, 3 bits being usually sufficient. This represents a large 
saving over the IMBE approach for example, which requires up to 12 bits. Moreover, the 
distortion induced by this hypothesis is very small and is not a limiting factor for the final 
speech quality. This Split-Band Voicing hypothesis is illustrated in figure 3.4.
By using careful psychoacoustics and adequate weighting between the harmonic bands, it 
is possible to reduce the distortion induced to the point where the split-band hypothesis is 
not a limiting factor in the final speech quality. For example, in figure 3.4, the unquantised 
voicing show two possible cut-off frequencies, one at around 500 Hz and one around 3200 
Hz. The SB-LPC coder chooses the cut-off frequency by comparing the voicing classification 
errors induced by each choice, biased by the energy of each wrongly classified band. Since 
the unvoiced part between 500 Hz and 2200 Hz is much lower in energy than the voiced part 
between 2200 Hz and 3200 Hz, it is better to wrongly classify this unvoiced part as voiced 
than classify the 500-2200 Hz voiced band as unvoiced. This leads to the choice of 3200 Hz 
as the cut-off frequency, and the distortion induced by declaring the 500-2200 Hz band as 
voiced is negligible.
The voicing decision is made based on various parameters, such as zero-crossing, low- to 
high-frequencies energy ratio, residual energy, etc, as detailed in section 5 .3 .3 .3 .
3.4.1.6 Spectral A m plitudes
Most of the speech spectral characteristics are modelled by the 10*^  order LP filter mentioned 
previously. However this modelling is somehow limited, and is usually not enough to provide 
high quality speech. This is partially caused by the limited order of the filter, and the fact 
that it is assumed to be all-pole. Therefore it is necessary to also transm it the information 
remaining in the LP inverse filtered speech residual to the decoder.
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The spectral amplitudes are determined for each harmonic in the LP residual signal using 
the refined pitch and the voicing decision. In the case of voiced harmonics, a MSE matching 
technique is used, which attem pts to match each harmonic with the variable length window 
in the frequency domain. For unvoiced harmonics, the spectral amplitudes are determined 
using the RMS energy of the considered band. This process is detailed in section 5.6.
3 .4 .1 .7  S peech  E n e rg y  D e te rm in a tio n
There are several ways of computing the energy of the speech. One common way is to derive 
it as the RMS of the spectral amplitudes. However this method has the inconvenience of not
28
Chapter 3. Sinusoidal Coding
being very accurate in time-domain: the window used for the amplitude calculation is up to 
201  samples long, whereas energy parameters can be updated every 80 samples for a 10 ms 
update rate coder.This can lead to problems, at speech onsets in particular: if there is an 
unvoiced/voiced transition, some of the energy of the large voiced section can smear on to 
the preceding unvoiced segment, distorting the output speech.
In the SB-LPC, the energy is therefore computed in time domain, over a length determined 
by the pitch and the voicing of the current frame. As a result the spectral amplitudes can 
be normalised before transmission, which makes their quantisation easier. This is detailed in 
section 5.5.
3.4 .1 .8  Param eters Q uantisation
The bit rate of the SB-LPC coder is determined by both the parameters update rate and the 
number of bits allocated to each parameter. Quantisation techniques are detailed in chapter 
5. Typical bit rate allocations for various bit rates are presented in table 3.2. More examples 
of bit allocations for various applications can be found in Chapter 6 .
Bit Rate 2.4 kb/s 4.0 kb/s
Parameter update rate 20ms 10ms
Frame size 20ms 20ms
LPC 24 36
Pitch 7 12
Voicing 3 6
Energy 5 10
Amplitudes 9 16
Total number of bits 48 80
Table 3.2: E xam ple o f b it allocation  for various b it rates
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3.4.2 SB-LPC Decoder
A block diagram of the decoder of the SB-LPC coder is shown in figure 3 .5 .
S peech  O utput
Bit .stieaiti
P ilch cycle  
D elcn iii nation
Spectral Amplitudes 
D equantisation
V oicing
D equantisation
Perceptual
E nhanecntem
L P F iltering 
and  Scaling
LS F
D equanlisation
Excita tion
G eneration
Energy
D equantisation
Figure 3.5; B lock diagram  o f the decoder
Although the SB-LPC encoder extracts essentially the same parameters as the IMBE coder, 
the decoder uses a different principle. Using a bank of sinusoidal oscillators coupled to a 
noise source as an excitation generator leads to a number of problems:
• It is difficult to control the voiced/unvoiced excitation mixture precisely in the time 
domain. For example, speech onsets are composed of a ramping-up voiced sinusoidal 
excitation, added to a trapezoidal windowed random noise. As a result, the first pitch 
cycles of the onset may contain a larger amount of noise than required. This leads to 
noisy onsets which degrade the overall quality.
• The SB-LPC coder uses a LPC filter to model most of the speech spectral features. 
The residual excitation is also transm itted to compensate for the shortcomings of the 
LPC analysis, in the form of the spectral amplitudes. A IMBE-style speech generation 
requires both spectral amplitudes and LPC filter to be interpolated. This introduces 
gain variations which are difficult to eliminate, unless the gain is controlled on a pitch 
cycle basis.
In order to prevent these problems, the SB-LPC speech synthesis was changed from a si­
nusoidal excitation model to a pitch cycle based model. For each frame, pitch cycles are 
generated using the current and past speech parameters until the output buffer has been
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sufficiently filled, and the eventual extra samples are kept for the following frame.
After decoding of the speech parameters, the boundaries of the pitch cycles are determined, 
and the speech parameters are interpolated based on the position of the current cycle in the 
output frame. Perceptual enhancement is then applied to the spectral amplitudes using the 
LSF parameters and the pitch value. They are used along with the rest of the speech param­
eters to generate the pitch cycle based speech excitation. This excitation is then filtered and 
scaled using the speech energy parameter to ensure each pitch cycle has the desired energy.
3.4.2.1 P itch  C ycles Boundaries D eterm ination
The first step for the speech synthesis is to determine the position of the pitch cycles which 
will be generated for the current frame. The current and last pitch are used to determine the 
interpolated pitch values across the current frame. This interpolation is based on the current 
and previous pitch and voicing parameters. If both frames are voiced, and the pitch variation 
does not exceed a certain threshold (a typical value being 10 % over 20 ms), then the pitch 
is interpolated over the length of the frame. In any other case, there is no interpolation of 
the pitch, each half of the frame using either the previous or current parameters (in case of 
fully unvoiced speech, a pitch value of 80 is used).
Starting from the end of the last pitch cycle generated in the previous frame, a certain num­
ber of pitch values are then interpolated, until there are enough cycles to reach the end of the 
current frame. The rest of the synthesis is then performed using these pitch cycle boundaries.
3.4.2.2 P erceptual Enhancem ent
Many LP based speech coders use perceptual enhancement techniques to improve the speech 
quality by exploiting the characteristics of the human hearing system. It is essentially used to 
compensate for poor LP modelling of spectral valleys, which can cause the speech to be noisy 
between main formants. A solution is to use an adaptive post-filter [33], which lowers the 
energy of the reconstructed speech in the spectral valleys, therefore reducing the unwanted 
noise. However such post-filters have side-effects, such as introducing a spectral tilt and 
amplifying various parts of the speech differently.
Since the SB-LPC coder is frequency based, it is not necessary to use a filter to obtain
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this effect: the spectral amplitudes can be manipulated easily at the decoder to produce 
the desired effect, while not causing any of the side-effects of the classic post-filters. This 
technique, suggested in [34], consists in determining the location of the peaks in the spectrum, 
and using the ratio between the LP envelope and the peak interpolated LP spectral shape to 
bias the spectral amplitudes. This is performed as:
À{i) = A{i) X H{iuo)
P{iujo) (3.4)
where A[i) is the original spectral amplitude, A{i) is the corresponding modified ampli­
tude, H{iuo) and P{iuo) are the LP spectrum and peak interpolated LP spectrum respec­
tively. The suppression 7  is typically between 0.1 and 0.35.
3.4.2.3 E xcitation  G eneration
The SB-LPC coder uses a DPT based speech synthesis. The DPT used has the length of 
the current pitch cycle, and has two input buffers for the real and imaginary parts. The 
interpolated and enhanced spectral amplitudes A(i) are then used together with the voicing 
to fill up these buffers.
Each spectral magnitude A(i) from 1 to LL {LL being the total number of the interpolated 
harmonics) is then assigned a phase (j){i) depending on the interpolated voicing:
• if the harmonic is voiced, then ^(z) is set to zero
• if the harmonic is unvoiced, then (j)(i) is set to a random value uniformly distributed 
between 0 and 27t
These are then put in the DPT input buffers as shown in figure 3.6.
The DPT is then performed, and due to the symmetries in the inputs, a real output is pro­
duced. It is an excitation signal the length of a pitch cycle, which has the required spectral 
characteristics. The randomisation of the phase of the unvoiced part of the spectrum ensures 
correct voicing mixture.
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3.4 .2 .4  LP F iltering and Scaling
The LP filter is then applied to the excitation signal generated by the DFT process. To ensure 
smoothness, interpolation is required. This is achieved by interpolating the LSF coefficients 
on a pitch cycle basis, and generating a LPC filter for each cycle.
Scaling of the speech signal is then performed on this pitch cycle. In order to ensure smooth 
evolution of the signal, the scaling cannot be directly applied to the synthesised speech 
however: this would result in discontinuities in the signal at pitch cycle boundaries. Moreover, 
this would mean that the memories of the LP filter are not correct. In order to ensure correct 
scaling and smoothness of the output speech, the following process is used:
1 . A pre-scaling factor is determined using the spectral amplitudes, the LPC filter and 
the speech energy for the frame. This factor is then applied to the spectral amplitudes 
prior to the excitation generation process, resulting in an excitation signal which is 
pre-scaled.
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2 . This excitation is passed through the LPC filter pitch cycle per pitch cycle, and the 
energy of each pitch cycle of the reconstructed speech is computed.
3. The desired energy of the pitch cycle is computed using the interpolated value of the 
transm itted speech energy. The ratio between this desired energy and the obtained 
energy is computed, and the residual signal is then scaled according to this ratio.
4; The final LPC filtering is then performed on this rescaled residual, ensuring that the 
final speech has the desired energy.
Energy Parameter
Excitation
Scaled Output
LP Filter Energy
Computation
LP Filter
Compute 
Scaling Ratio
Desired Energy 
Interpolation
Figure 3.7: LP F iltering and Scaling Logic
This process, illustrated in Figure 3.7, generates speech with the desired energy, and smooth­
ness of the speech signal is ensured by scaling the excitation rather than the output speech. 
The drawback is the increased complexity caused by the extra LP filtering stage, however this 
is a relatively low complexity operation and the overall decoder complexity is not significantly 
increased.
3.5 Conclusions
This Chapter has presented a brief overview of existing vocoders, from the early vocoders to 
the IMBE coder. Although early vocoders could only produce poor quality speech, advances 
in the speech production model used have allowed IMBE to produce good speech quality of 
a bit rate of 4.15 kb/s. These advances mostly concern the multi-band excitation model, and 
the more robust parameter estimation techniques used.
However further improvements can be obtained through the use of LP modelling to model 
the speech spectral characteristics, and the split-band voicing hypothesis to reduce the bit
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rate. Finally changing the speech decoding logic from a bank of sinusoidal oscillators to a 
pitch cycle based generation allows better control of the speech evolution, and therefore leads 
to better speech quality.
This has led to the design of the Split-Band LPC coder presented here, which is able to 
provide high speech quality at low bit rates. The SB-LPC coder has been improved during 
the course of this project with regards to both the model and the parameters estimation 
and quantisation, as presented in Chapters 4 and 5. Finally it has been adapted to various 
applications, which are presented in Chapter 6 .
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Chapter 4
LP M odelling of Speech
4.1 Introduction
The majority of low-bit rate speech coding algorithms in use at present make use of a speech 
production model, which is based on the human speech production mechanism. This mecha­
nism is split into two main parts, the excitation and the modulation. Excitation can be either 
voiced or unvoiced. Voiced excitation is produced when air is forced from the lungs through 
the vocal cords, which causes them to open at regular time intervals and break the air into 
quasi-periodic pulses. The frequency of these pulses, also called the pitch, is controlled by the 
vocal cords. Unvoiced excitation is caused by turbulent air from the lungs. This excitation 
is then modulated by the vocal tract, which acts as a filter. The shape of tha t filter depends 
on the positions of the tongue, nasal cavity, velum and lips.
A speech production model can be constructed based on this mechanism, and used for coding 
speech at low bit-rates. The most popular model is called the source-filter model. In this 
model, it is assumed that the excitation and modulation are independent, i.e. the modulation 
does not affect the excitation through a feed-back mechanism. Moreover, the filter is assumed 
to be linear. Although these assumptions are not entirely true, they lead to a simple and 
practical model which can be easily implemented. As a result this model has been widely 
adopted for speech coding. Such a model is shown in Figure 4 .1 .
Many coders use such a speech production model, in which model parameters are chosen 
so that the speech generated is perceptually similar to the considered input speech. These 
parameters can then be quantised and transm itted at regular intervals to a speech decoder, 
resulting in synthetic speech with similar characteristics to that of the original. Careful ex-
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traction and quantisation of the model parameters allow very efficient compression ratios to 
be obtained.
However the final speech quality is highly dependent on the accuracy of the extraction and 
quantisation of these parameters. In this chapter, the modulation part of the speech model is 
presented, and methods for the efficient quantisation of the filter parameters are investigated.
4.2 Linear Prediction (LP)
The performance of the source-filter model depends highly on the accuracy of the modelling 
of the modulation filter. Many different techniques exist, such as Cepstral Analysis [35], 
however, by far, the most widely used technique for speech coding is Linear Prediction [36], 
or LP. In Linear Prediction, the filter formed by the vocal tract is represented as a linear 
filter, with a transfer function given by:
= X{z)
M
________ i —1________
N
j= i
(4.1)
(4.2)
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This equation corresponds to a filter with both poles and zeros. Finding the optimal co­
efficients Qj and bi is a difficult task, requiring the use of complex numerical optimisation 
techniques [37]. However, the characteristics of the human speech production mechanism are 
such that an all-pole model is well suited, provided the order of the filter is high enough. Since 
human speech at a 4 kHz bandwidth usually does not contain more than 4 or 5 formants, 
and each formant can be represented using two poles, an order of 10 is usually adequate. 
The transfer function H{z)  of the order all-pole filter is given by:
Tir \ ^  G
where,
p
A{z) =  1 - ^ 0 ; z~^ (4.4)
3=1
Transforming this equation in the sampled domain, we obtain:
s{n) = Gx{n) +  ^  aj s{n -  j )  (4.5)
3=1
which is the well known LPC difference equation, where the output s(n) of the filter is ex­
pressed as a weighted sum of the past outputs s { n - j ) ,  and the current input to the filter x{n).
The problem consists now in determining the values of the LP coefficients aj which will pro­
vide the best modelling of the considered speech signal.
4.3 LPC Extraction
The most common method for determining the optimal LP coefficients is the autocorrelation 
method presented here. Firstly, the signal is assumed to be stationary over a certain period 
of time of N samples. The optimal LP coefficients can then be determined for tha t considered 
time interval. The criterion generally used for this is a Least Mean Square (LMS) criterion, 
in which the LP coefficients are chosen so as to minimise the energy of the prediction error 
given by:
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N  N
B=Y^ e^ {n) =  Y,
n= l  n=l
s { n -  j )
3=1
(4.6)
The set of coefficients aj which minimise the total error E can be found by taking the partial 
derivatives of E with respect to each of the a^, and setting them to zero, as given by:
N
n =l 3=1
N
^3 s { n - j ) s { n  -  k)
n = l
=  0 (4.7)
The previous equation can be rewritten using the autocorrelation given by:
N
Which leads to:
-  j )
n =l
d E  ^
= '^ (0, fc) -  E  “i fc) = 0oak
(4.8)
(4.9)
Therefore the coefficients must be such tha t for each k = 1, ...,p we have:
dj ^) =  0 (0 , k)
3=1
. (4.10)
If a window is applied to the speech signal, so tha t all values outside the interval [l,N]  are 
equal to zero, and the signal is stationary, the autocorrelation given by Equation 4.8
is only a function of |z -  j | ,  and therefore 0(z,i) can be simply noted as R{\i -  j\).
This can be rewritten in a matrix form as:
iî(0 ) R { 1 ) R { p  — 1) a i "  j? (l)  '
R { 1 ) # ( p - 2 ) d2
= # ( 2 )
R { p  — 1) #(0)
.  . _ % ) _
Therefore the optimal coefficients aj can be found by inverting the above matrix. This is not 
very practical, due to complexity and accumulation of errors in the computation. However, 
since all the elements on each diagonal of this symmetrical matrix are equal, i.e. it is a 
Toeplitz matrix, some very efficient algorithms exist to solve the problem. The most widely 
used technique is a recursive algorithm known as the Levinson-Durbin algorithm [38].
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Other methods exist for the derivation of the LP coefficients, but the autocorrelation method 
used in conjonction with the Levinson-Durbin algorithm is the most commonly utilised, and 
provides a good practical solution to the problem of determining the optimal coefficients of 
the LP filter.
4.4 LSF Representation of LP Parameters
The LP coefficients obtained through the Levinson-Durbin algorithm presented above pro­
vide a good representation of the speech spectral envelope. In order to use them in a speech 
coder, it is generally necessary to quantise them, and often to interpolate them. However the 
characteristics of the LP coefficients do not lend themselves well to these types of manipula­
tions. Being the coefficients of an HR filter, they can be very sensitive to small changes in 
their values, such as the noise introduced by the quantisation process. The resulting filter 
may exhibit a completely different frequency response to the originally determined filter, and 
even be unstable, as there is no simple stability check available. Since the relation between 
the coefficients of the filter and its frequency response is so unpredictable, it is also difficult 
to interpolate two sets of LP coefficients, since the filter resulting from the interpolation of 
each individual coefficient will bear no resemblance to the original filters, with no guarantee 
of stability either.
However, there exist lossless reversible transformations of the LP coefficients into other do­
mains, where the transformed coefficients are much easier to manipulate. The most commonly 
used transformations are such that a simple filter stability check is available, tha t the coeffi­
cients are not overly sensitive to small distortions, and interpolation is possible.
4 .4 .1  R e fle c tio n  C oeffic ien ts
One alternative representation often used are the Reflection Coefficients, also known as PAR- 
COR (partial correlation) coefficients. They are computed as intermediate steps during the 
Levinson-Durbin algorithm, and therefore they can be obtained with no extra calculations. 
The filter stability is guaranteed if all reflection coefficients are below 1 in absolute value, 
giving a very simple criterion. However the filter transfer function becomes sensitive to small 
errors on the reflection coefficients if their absolute value approaches unity. This problem can
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be alleviated by using a non-linear representation of the reflection coefficients. Commonly 
used methods are the Log-Area-Ratio (LAR) and Inverse Sine Transform methods, which are 
derived from the reflection coefficients kj as follows:
And:
IST j  = sin ^{kj) (4.12)
Although very simple, these methods do not provide the best possible transformation. In 
particular, the relation between them and the filter frequency response is still not completely 
straightforward, and therefore some useful characteristics of the original speech spectrum do 
not apply to these coefficients. For example, the fact that the speech spectrum exhibits high 
inter-frame correlation cannot be fully exploited when quantising coefficients derived from 
the reflection coefficients.
4 .4 .2  L SF R e p r e se n ta tio n
By far the most popular alternative representation of the LP coefficients is the use of Line 
Spectral Frequency, or LSF [32]. For a given order stable LP filter, there is a unique set 
of p Line Spectral Pair (LSP) coefficients which completely describes this filter. The LSF are 
derived from the LSP coefficients according to the following equation:
LSFO)  =  (4.13)
where T is the sampling period. LSF are therefore expressed in Hz.
The LSP are defined as follows: an all-pole p^^ order filter H{z)  can be derived from the 
linear predictive analysis, as given by:
=  W )  = ,  f
j=i
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Provided p is chosen even, A{z) can be decomposed in its even and odd parts P{z) and Q{z), 
as given by:
P{z) = A{z) +  z A{z (4.15)
Q{z) = A(z)  -  A(z"^) (4.16)
and:
Obviously,
A(z)  =  t  (4.17)
P{z)  and Q(z) can be rewritten as follows:
P{z) = A ( z ) A ( z “ )^ (4.18)
1 -  E % j  +  ^ l - E %• (4.19)
=  1 +  (op -  ai)z~'^ +  . . .  +  (ai -  ap)z~P +  (4.20)
p + i
P(z)  =  z - ( p + i ) p ( z - a ^ .)  (4,21)
j =0
p+1
Qiz) =  '^ { z  -  pj) (4.22)
j=o
The roots of P{z)  and Q{z) lie on the unit circle, and occur in complex conjugate pairs, apart 
from the roots z =  -1  for P (z) and z =  1 for Q(z). Therefore there are p unknowns to find, 
which are the arguments of the aj  and /3j, the roots of P(z) and Q(z). The LSP parameters 
are equal to the cosine of the arguments of these roots, and their knowledge is sufficient to 
fully describe the filter, as the roots are known to be located on the unit circle.
There are several methods to compute these roots. It is possible to use numerical techniques 
to directly compute the solutions of equations 4.15 and 4.16. However this involves finding 
the complex roots of two p^^ order polynomials, and therefore requires a lot of computations. 
Other existing methods include the Real-Root method, the Ratio Filter method [39], the DFT 
method [40], the Chebyshev series method [41] and the Adaptive Sequential LMS method 
[42]. However only the Real Root method has been used in this project, and is described 
here below.
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P{z)  and Q{z) have a root at - 1  and 1 respectively, therefore these can be factored out, 
resulting in the polynomials P'{z) and Q'{z):
P'(z) = / = A q z^ + Ai  zP  ^+  . . .  +  z + Ap (4.23)
Q'{z) = = Po -f B i  +  . . .  +  Bp_i  z~^ +  Bp (4.24)
The coefficients An and can be computed from the coefficients aj and bj using equation 
4.20. Since the roots of P'{z) and Q'{z) lie on the unit circle and exist in conjugate pairs, 
the coefficients of P'{z) and Q'{z) are symmetrical, i.e. An = and =  Bp^n'-
P  {z) — A q z^ +  Ai z^  ^+  . . .  +  Ai  z  ^ +  A q (4.25)
Q'(z) =  Bo +  B i z^-^ +  . . .  +  B i z-^ +  Bo (4.26)
These can be rewritten to group the terms in An and B^:
P  {z) — A q z^ +  Ai z^  ^+  . . .  +  Ai  z  ^+  v4o (4.27)
=  z /^  ^ (Ao (zP/^  +  z-P/^) +  Ai (zP/^-  ^+  ^-(p/2-i)) +  _ .  +  (4.28)
Q '  { z )  =  Bq z^ +  Bi z^  ^ -f-. . .  +  Bi z  ^ +  Bq (4.29)
=  zP/^  (Bo (zP/  ^+  z-P/^) +  Bi (zP/ -^  ^+  z-(P/^-^)) +  . . .  +  Bp/g) (4.30)
Since the roots lie on the unit circle, we can set z =  e-^ ,^ and therefore z^ +  z“  ^ =  2 cos{w). 
By substituting this in the previous equations, we obtain:
P'{z) =  (^ 0  C0S ( | w) + A ,  c o s { ^  w) + . . .  + (4.31)
Q'(z)  =  2<J“’f/2 (b o  c o s ( | w ) +  B i c o s ( ^  «,) +  . . .  +  ^B^/^) (4.32)
It is possible to express all the terms cos{^^^  w) in B '(z) terms of polynomials in cos{w), and 
therefore by making the substitution x = cos(w), a ( f  )^^  order polynomial in x is generated. 
The same can be done for Q'{z). For example, for the most common case p = 10, the following 
polynomial in x is obtained from P'{z):
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P{x) = 16 Ao +  8 Ai x^ +  (4 Ag -  20 Aq) x ^
+(2 Aq - 8  Ai)  +  (5 Ao -  3 Ag +  A 4 ) x  + {Ai -  Aq-L ^Aq)  (4.33)
Since these polynomials have real roots and are of relatively low-order, typically 5 for the 
usual 10*^  order LPC filter, simple numerical root-finding methods can be used to find the 
roots Xi of P{x),  and therefore finding the LSF parameters, given by:
(4,14)
The reverse transformation from LSF back to LPC is much simpler, and is performed by 
substituting the values of the roots aj  and Pj computed from the LSF in equations 4.21 and 
4.22, and using equation 4.17 to generate the corresponding LPC filter.
LSF have very useful properties which makes them very suitable for LP modelling in speech 
coders. Their range is fixed, between zero and 4000 Hz for speech sampled at 8kHz. The 
stability of the corresponding filter is guaranteed provided the LSF are in an increasing order, 
i.e. :
0 < LSFi  < L SF 2 < LSFq <  . . . < LSFiq < 4000 (4.35)
This can be easily checked, which is beneficial during quantisation and interpolation. More­
over, as shown in figure 4.2, they are directly related to the speech spectrum: closely grouped 
LSF indicate a formant, the strength of which depends on their distance. This implies tha t the 
redundancies in the speech spectrum, especially inter-frame correlation, will still be present 
in the corresponding LSF vector, and therefore can be used for efficient quantisation.
Although more complex to use than other alternative representation methods of the LP co­
efficients, and requiring higher complexity, LSF parameters are very suited to quantisation 
and interpolation, and therefore have been used exclusively in the course of this work.
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Figure 4.2: LSF Param eters shown w ith  corresponding LP sp ectru m
4.5 LSF Quantisation
Most modern speech coders use LP modelling of the speech. Although some coders use a 
backward-adaptive LPC filter [14], most speech coders extract the LPC param eters from the 
input speech at regular intervals, transform them into LSF domain, and quantise them  for 
transmission to the decoder.
The quality of the LSF quantisation is essential for the quality of the decoded speech, and the 
number of bits allocated to that purpose is normally a significant proportion of the payload, 
up to over 50 % for very low bit rate speech coders [43]. Therefore the overall success of a 
given speech coding scheme depends greatly on the quality of the LSF quantiser used.
Scalar schemes can be used for that purpose, as they present very low complexity and storage 
requirements.However they cannot make use of the high intra-frame correlation exhibited by 
LSF vectors, which means they are very rarely used due to their poor performance. On the 
other hand. Vector Quantisation (VQ) schemes can be used for this task. They exploit the 
redundancies in the LSF vector well, and can provide high quality quantisation for a relatively 
limited number of bits per frame of speech. As a result, they are very widely used in most
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existing modern speech coders.
The following sections investigate the use of VQ for LSF quantisation, and how to maximise 
the performance of such schemes in several coder configurations.
4.6 Distortion Measures
In order to achieve the best possible quantisation of the LSF parameters, it is necessary to 
have a way of linking the quantisation error to the distortion in perceptual quality. Due 
to the complex relationship that exists between a set of LSF coefficients and the frequency 
response of the corresponding LPC filter, using a Mean-Square Error (MSB) measurement 
will not lead to an optimal performance of the quantiser.
A widely used technique for computing the distortion that exists between the original set of 
LSF and their quantised version is the Log Spectral Distortion measure. Another technique 
is to use a Weighted Mean-Square Error (WMSE) measurement, which can also lead to good 
results if an appropriate weighting function is used.
4 .6 .1  S p ectra l D is to r t io n
The mean square log spectral distortion, which will be referred to as simply Spectral Distor­
tion (SD), is defined as:
S D  = ] j ~  [10 logio S{w) -  10 logio S'{w)]‘^ (4.36)
where S{w) and S'{w) are the power responses of the LPC filter derived from the original 
and quantised LSF respectively.
S{w)  can therefore be defined as:
S{w) = 1/ I A{w) |2 (4.37)
which leads to:
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=  (4.38)
k=l
where ak are the LPC coefficients.
This can be evaluated using a A-point Fourier Transform, giving the following expression:
S D  = \
^ N/2-1
[Wlogw \ A ' ( k ) \ ^ - W l o g w  \ A(k) \-^f (4.39)
' A:=0
Moreover, it is common practice to restrict the computation of the distortion to a limited 
portion of the spectrum, typically the 125-3100 Hz band. The reason is tha t the portions of 
the spectrum below 125 Hz and above 3100 Hz usually have perceptually little impact but 
could significantly affect the computed spectral distortion, due to the use of the log function.
S D  = \ b -  a ,k—a^ [ lO /o f iio  M '(fc) P - 1 0 /ogio \ A ( k ) \ ^ f  (4.40)
For a 256 point FFT, the chosen values of a and h in the following experiments are 4 and 100 
respectively, which corresponds roughly to 125-3100 Hz.
4 .6 .2  A v era g e  S p ec tra l D is to r t io n  an d  O u tliers
The Spectral Distortion (SD) measure gives a good measure of the perceptual difference be­
tween two sets of LSF values. The overall distortion caused by a quantisation scheme can be 
computed by simply averaging the SD obtained over a large sequence of LSF vectors. It is 
commonly accepted tha t an average SD below 1 dB is necessary for a LSF quantiser to be 
transparent, i.e. not to add any audible distortion to the speech [44].
However, the average SD [aveSD] is not sufficient to determine the performance of a quan­
tiser. The human ear is also very sensitive to occasional large quantisation errors. Therefore 
it is also im portant that the number of times the quantiser gives a large distortion is kept to 
the minimum. It is customary to use the percentage of input vectors giving spectral distor­
tions above 2 and 4 dB as a quality measure. These events are referred to as outliers at 2 dB 
and 4 dB respectively.
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The set of requirements usually considered necessary to achieve good quality speech is: [44]
• the average spectral distortion should be less than 1 dB
• less than 2 percent outliers at 2dB
• no outliers at 4 dB
These three parameters need to be considered when evaluating the performance of a LSF 
quantiser. In particular, it may be useful to trade off some performance with regard to one 
parameter in order to improve the overall performance, typically by accepting a larger aver­
age spectral distortion in return for less outliers.
4 .6 .3  M S E  W e ig h tin g  T ech n iq u es
Although spectral distortion is a fairly accurate representation of how quantisation noise in 
the LSF is perceived, its high computational complexity limits its use. In order to compare 
two sets of LSF, two fairly large FFTs need to be computed, and a logarithm must then be 
computed for every bin of each FFT output. This is of course not a problem when estimating 
the performance of a quantiser off-line, but severely limits its use in a real-time coder.
On the other hand, simple Mean Square Error (MSE) techniques have much lower complexity, 
and can be implemented in real-time coders easily. However the basic MSE methods do not 
take into account the different perceptual effect of each of the LSFs, and this will lead to 
poor performance of the quantiser. One simple way to reduce this problem is to introduce an 
appropriate weighting function in the calculation of the MSE, which is then called a Weighted 
MSE (WMSE).
The WMSE between the LSF vector x  and the candidate vector x  is given by :
d{x, x) = {x -  x) '^W{x  -  x) (4.41)
where W is a positive diagonal matrix.
This is equivalent to :
p
d(x, x) = Wn{Xn ~  X n f  (4.42)
n = l
where w is a positive weighting vector.
The weighting vector renders contributions of certain elements more im portant than others
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in the summation process. The weighting vector is usually a function of the original LSF vec­
tor, and therefore needs computing only once per quantisation. A correctly chosen weighting 
function will improve the perceptual quality of the quantisation.
Finding a suitable weighting function is difficult, as it needs to be related to perceptual 
quality. Various weighting functions have been investigated in the literature and the most 
popular ones are presented here:
4.6.3.1 Paliw al-A tal M ethod
This LSF weighting method is based on the frequency response of the original LPC filter [45]. 
The weights are calculated as:
W n =  Cn [P{Xn)Y (4.43)
where P{fn)  is the LPC power spectrum associated to the original set of LSF, Xn being 
the LSF. r  is a constant used to determine the relative importance of the LSF and is 
experimentally set to 0.3.
Finally, the fact that the human ear cannot resolve high frequencies very well is used in 
introducing the factor c„, which reduces the influence of the last two LSF in the summation:
1.0 for 1 < n < 8
Cn= { 0.8 for n =  9 (4.44)
0.4 for n =  10
4.6 .3 .2  E F R  W eighting
This weighting function is used in the GSM Enhanced Full Rate standard (EFR) [18]. The 
weights are calculated as follows:
Wn. —  ^
3 . 3 4 7 f or c( n<450
(4.45)
1.8 — 2Q5Q {dn ~  450) otherwise
where
dn — Xfi^i Xfi—i (4.46)
where Xn is the LSF, zo =  0 and x u  = 4000 .
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4.6.3.3 LSF Inverse D istance
This method is based on the principle that the peaks in the LPC filter are located where 2 
consecutive LSF are close to each other [46].
Wn =
4000 4000
+   ^ (4-47){Xfi X-fi—Y) {Xn+\ Xji)
Where is the LSF, xq =  0 and a;n =  4000 .
4.6 .3 .4  Group D elays
This weighting is based on the group delay of the LPC filter and is defined as: [47]
Wri —
oYax 1-375 < Dn <  Dj
(4.48)
where
1 Xn <  1000
1 — ^^{x^n ~  1000) 1000 < X n  < 4000
(4.49)
Dn is the group delay of the LPC filter at the frequency Xn in milliseconds whilst Dmax is 
the maximum group delay, experimentally found to be around 20 ms.
The group delays of the filter are larger at the formant frequencies, therefore the weighting 
will be higher for these frequencies. The factor u(xn) simply reduces the weights for the 
higher frequencies to take into account the lesser sensitivity of the ear to the spectral distor­
tion above 1000 Hz.
4.6.3.5 Exam ple o f W eightings
The relationship between the position of the LSF and the peaks in the LPC spectrum is il­
lustrated in Figure 4.3. It can be seen that a peak in the LPC spectrum usually corresponds 
to a pair of LSF close to each other, which justifies in particular the LSF inverse distance
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weighting method.
The result of each of the weighting functions described above is also plotted at each LSF 
location, after normalisation. It can be seen that although all have similar overall charac­
teristics close to the peaks, they vary significantly in the importance they put on the LSF 
situated in the valleys and the higher frequencies.
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Figure 4.3: Exam ple o f various w eighting functions
4.7 Codebook Structures
In order to obtain good quality speech with a low bit-rate speech coder, it is necessary for 
the LSF quantiser to fulfil the requirements on the spectral distortion described in Section 
4.6.2. This is usually achieved using a vector quantiser in order to maximise the quantisation 
efficiency, and such a system typically requires 20 to 25 bits to represent a set of 10 LSF 
parameters with the required accuracy.
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Such a large number of bits precludes the use of straightforward vector quantisation of the 
LSF vector, as the complexity and storage requirements of such a system would be far too 
great to be implemented on any reasonably priced device.
Therefore, alternate sub-optimal methods have to be used, which add structure to the code­
book in order to reduce implementation costs. The two most common methods are Split 
Vector Quantisation (SVQ) and Multi-Stage Vector Quantisation (MSVQ).
4 .7 .1  S p lit  V ecto r  Q u a n tisa tio n
Direct quantisation of a set of LSF parameters with a vector quantiser of 25 bits would require 
a codebook with 2^  ^ entries, which is not practical from both the complexity and memory 
point of view.
An alternative method is SVQ, where the 10 element LSF vector is split into a number of 
smaller sub-vectors, each quantised independently using a small number of bits. Since the 
complexity and storage requirements of a full-search vector quantiser are exponential func­
tions of the number of bits used to represent the input vector, SVQ requires only a very small 
fraction of the complexity a normal VQ would need.
In a SVQ system, an input vector x  is represented by a vector x  given by:
^ 2/^( A ^ o ) } , ( 0 ) , ( 4 . 5 0 )
where K  is the number of sub-vectors, each of length , y^(n) is the element of
code-vector from the codebook, and is the codebook index for the sub-vector. Ob­
viously K  and the are chosen so that the sum of the for A: =  0 ,1 ,.., AT -  1 is equal to 
the length of the input LSF vector.
Splitting the 10 elements LSF vector can be performed in various ways and some classic 
configurations are illustrated in Table 4.1. The split usually takes into account some of the 
perceptual properties of the LSF vector, such as the fact that lower frequency LSF are usually 
more sensitive to distortion than higher frequency ones. Therefore, a {4,6} split could be
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preferred to a {5,5} split for instance. The configurations shown here have been chosen so as 
to have all the same bit rate of 24 bits, which is a typical value.
number of sub-vectors elements per sub-vector bit allocation
2 5,5 12,12
3 3,3,4 8,8,8
4 3,2,2,3 6,6,6,6
5 2,2,2,2,2 5,5,5,5,4
Table 4.1: Typical exam ples o f SVQ LSP quantisers (24 b its /fra m e)
The complexity of a full search vector quantiser of vector size N  and a codebook with L
vectors, with L = 2^  with B  the number of bits, is given by:
C = N  L  = N  2 ^  (4.51)
This is expressed in multiply-adds per input vector. The memory requirement is given by:
M  = N  L = N  2 ^  (4.52)
expressed in memory words.
For a SVQ quantiser, the complexity and memory requirements are the sum of the require­
ments of the various sub-vector quantisers, each of which is given by the previous equations. 
Therefore a SVQ splitting the LSF vector into K  sub-vectors of lengths {Ni,  N 2 , N k }  , 
quantised with the bit allocation {Bi,  B 2 , .■> Bj{},  will have the following requirements:
K  K
k=l k=l
(4.53)
Complexity (in multiply-adds) and memory storage (in words) for the typical configurations 
given in Section 4.1 are presented in Table 4.2. It can be seen that although the non-SVQ 
approach is not implementable on a modern DSP, the SVQ configurations are all practical. 
Even the most complex one requires only 40960 multiply-adds per input vector, which trans­
lates to only 2 MIPS if performed at a 20ms update rate.
However, there are several drawbacks to this technique, which relate to the efficiency of the 
quantisation:
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Sub-vectors Split Bits Complexity Memory storage
1 10 24 1.67 10^ 1.67 10^
2 5,5 12,12 40960 40960
3 3,3,4 8,8,8 2560 2560
4 3,2,2,3 6,6,6,6 640 640
5 2,2,2,2,2 5,5,5,5,4 288 288
Table 4.2: C om plexity and m em ory requirem ents for various SVQ schem es
• The correlations between sub-vectors are not exploited. Therefore only a fraction of 
the intra-frame correlation is used. In particular, a pair of LSFs close to a peak in 
the spectrum may be split into two different sub-vectors, even though there is a lot of 
correlation between them. As a result the quantisation efficiency decreases greatly as 
the size of the sub-vectors reduces.
Some combinations of sub-vectors do not respect the ordering of the LSF, or lead to 
neighbouring LSF too close to each other to be realistic. This means tha t certain com­
binations will never be used, which is a waste of bandwidth. This can however be 
alleviated to some extend. For example, once the first sub-vector has been quantised, 
a simple transformation such as an offset can be applied to the vectors in the second 
codebook which would lead to an invalid combination, so as to make them valid. How­
ever this is difficult to include in the training process,and the resulting quantiser may 
not be optimal.
The number of bits allocated to each sub-vector is fixed. The effect of the weighting 
function will therefore be limited to within one sub-vector. If a sub-vector contains only 
LSFs of relatively small importance, they will still use all the bits allocated to this sub­
vector, whereas a classic VQ would effectively shift some of that bandwidth towards the 
really important LSF, through the weighting function. This effectively reduces the use 
of the weighting function to the LSF within a given sub-vector, and lowers the overall 
quantisation efficiency of a SVQ quantiser.
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4 .7 .2  M u lt i-S ta g e  V ector  Q u a n tisa tio n
In a Multi-Stage Vector Quantiser (MSVQ), the input vector is quantised as a sum of vectors 
from a number of codebooks [48]. Each of these codebooks can therefore be of relatively small 
size, making the storage requirements reasonable. That is, an input vector x  is represented 
by a vector x  given by:
£ = + Vi +  ... +  Vk I I  (4.54)
where K  is the number of stages, yl  is the code-vector from the codebook and ik  is 
the CO debook index for the k^^ stage.
The memory requirement of such a MSVQ system is given (in words of memory) by:
M  = N 2 ^k=i^k  (4.55)
It can easily be seen that SVQ systems are a particular type of MSVQ systems, where the 
codebook vectors for a given stage contain non-zero elements only in the locations corre­
sponding to the SVQ sub-vectors. This is illustrated in the following example, where it is 
easily seen that an SVQ codebook can be mapped onto a MSVQ codebook.
Vq^ ~  {?/o°(^) î/o°(l) 0 0   0 0}
Vi =  {0 0 y[^{2 ) y}^(3)   0 0}
! =  {0 0 0 0 : ! 0 0}
=  {0 0 0 0   2/j^:^(p-2) 2 /i^ :^ (p -i)}
This obviously implies that a MSVQ system will have a performance at least equivalent to 
tha t of a SVQ system, and probably a lot higher as the SVQ imposes a strong constraint on 
the structure of the codebook. On the other hand, complexity and memory requirements for 
the MSVQ will be higher: the sparse structure of the SVQ codebook significantly reduces
storage requirement, and a sequential search for each sub-vector is equivalent to an exhaus­
tive search, which is not the case for MSVQ.
Examples of typical bit allocations for MSVQ codebooks are illustrated in Table 4.3, includ­
ing the bit allocation for the 2.4 kbit/s MELP coder [10].
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number of stages bit allocation total number of bits
2 12,12 24
3 8,8,8 24
4 6,6,6,6 24
4 7,6,6,6 25 [10]
5 5,5,5,5,4 24
T ab le  4.3: T yp ica l exam ples o f M SV Q  L SF  q u an tise rs  (24-25 b its /f ra m e )
S earch  s tra te g ie s  for M SV Q  Whereas the usual search strategy for SVQ codebooks is 
obvious and simply consists in a Full Search (FS) for each of the sub-vectors, the structure 
of a MSVQ quantiser allows different types of search strategy depending on the desired 
complexity.
The simplest of the searches is the Sequential Search (SS). In this search, the input vector x  
is first approximated by the vector from the first codebook Yq which minimises:
p
I
n = l
d{x,x)  =  ^  Wn{Xn ~ (4.56)
The index for the first codebook %o is then fixed and the quantisation error x -  7/q° is then 
quantised using the if- vector in the second codebook Yi which minimises:
d(T,æ) =  ^  w»((a;» -  (?/o°)n) -  (z/H»))^
n = l
(4.57)
This process is repeated for each stage in the codebook. The complexity of this search is the 
sum of the complexity of a full search through each codebook, given by:
K
(4.58)
k = l
Where K  is the number of stages, each of bits, N  being the length of the input vector.
This search is however non-optimal: there is no guarantee that the set of codebook vectors 
giving the lowest overall distortion will also give the lowest intermediate distortion. Therefore 
it may be missed by the sequential search, thus lowering the overall quantisation efficiency.
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A way to remove this problem is simply to perform a full search on all codebooks jointly. 
That is, every combination of codebook vectors x  = +  ••• +  is tested against the
original input vector. This guarantees optimal quantisation, but at the cost of a very high 
complexity, given by:
C = N (4.59)
This complexity is equal to that of a direct vector quantisation of the LSF, which is far too 
high for most applications. The only advantage of the full-search MSVQ over such a quantiser 
is the reduced storage requirement.
However, it is possible to obtain most of the advantages of the full search over the sequential 
search, while still maintaining a reasonable complexity, by using a Tree-Search algorithm 
(TS), such as a M-best tree search. A M-best tree search operates by exploring a certain 
number M of paths in the quantiser tree. Starting with the first codebook, the M code-vectors 
giving the lowest distortion when compared with the input are kept, as well as the M quan­
tisation error vectors resulting from these vectors. The second codebook is then searched M 
times, once for each of these error vectors, and the M paths which achieve the lowest overall 
distortion are kept. This procedure is performed for each stage of the codebook. Finally, for 
the last stage, the path giving the lowest overall distortion is selected.
This process is illustrated in Figures 4.4 to 4.7. For this example, M has been set to 2, 
and the codebook consists of 3 stages of 3 bits each. In Figure 4.4, the first codebook VO 
is searched to find the M vectors matching best X .  In Figure 4.5, the second codebook is 
then searched to best match the difference between X  and the selected vector from the first 
codebook. This is performed for each of the M selected vectors in the first codebook. The 
M best paths are selected for the next stage. Figure 4.6 shows the same process repeated for 
the third and final codebook. Finally Figure 4.7 shows the final M best path. Out of these, 
the path with the lowest overall distortion is selected.
Experiments show that such a tree search can give performance close to that of a full-search 
even with a small value of M.
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Figure 4.6: M -best search: step  3
The complexity of this search is given by:
Figure 4.7: M -best search: step  4
K
C  =  N  (2 ^ °  + M  ^ 2 ^ ^ )
k=2
(4.60)
Obviously for M  =  1, this equates to the complexity of the sequential search. It can be seen 
that the M factor does not apply to the complexity of the first codebook search. This can 
be exploited in designing the structure of the codebook: if we have say 3 stages for a total of 
25 bits, it is significantly less complex to have a {9,8,8} structure than a {8,9,8} structure, 
whereas storage is the same, and performance is expected to be similar.
One interesting improvement to the M-best search strategy consists in using a perceptual 
measure in the final stage to select which of the M final paths is best. Since this computation 
only needs to be performed M times, it is possible to use much more complex distortion 
measures than the WMSE normally used. Even a Spectral Distortion can be implemented, 
provided M is kept small enough. It is also possible to only compute this measure on a subset 
of the M best final paths, i.e. the M f  ones which give the lowest WMSE. This procedure 
significantly enhances the performance of the quantiser, partly solving the problem that the 
WMSE is not such a good distortion measure compared to the SD for example.
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4.8 Codebook Training
The performance of a Vector Quantiser (VQ) of any type depends directly on the codebook 
used. The vectors present in the codebook must be chosen so as to minimize the overall quan­
tisation error of the VQ. The codebook is designed using a training database. This database 
consists of a very large number of input vectors, chosen so that as many as possible different 
input conditions are represented, the only limit in size being the computational complexity 
of the codebook design algorithm.
The aim of the codebook training process is to partition the N-dimensional space of the input 
vector X into L  non overlapping cells Q , each cell being associated with a codevector yi [49]. 
The VQ will then represent each input vector x  by the codevector yi corresponding to the 
cell Ci which contains x. This partition must be designed to minimise the total quantisation 
error over the whole training database.
Algorithms for codebook training are presented below.
4 .8 .1  L E G  A lg o r ith m
The LEG (Linde, Buzo, Gray) algorithm [50] is an iterative method designed to minimise 
the WMSE of the quantiser over the training database. It optimises a given initial codebook 
over a training database with respect to the overall quantisation distortion. This initial 
codebook is obtained through a splitting method: an initial codevector is set as the average 
of the entire training database. It is then split in two, and these two codevectors are then 
optimised using the iterative algorithm. These two codevectors are then split in two each and 
optimised, giving a four codevectors codebook. This is repeated until the desired codebook 
size is reached. A description of the algorithm follows:
1. Initialisation: The unique codevector Ci(0) of the first codebook Ci is computed as the 
average of the M  vectors Xm of the training database:
1 M
C'i(0) =  — (4. 61)
m =l
The design stage N  is set to 1.
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2. Splitting: Each vector in the codebook (7jv is split into two vectors to generate the 
initial codebook C^v+i:
CN+i{k) = { l-he )C N (k )  (4.62)
CN+i{2^~^+k)  = (1 -  e) C'at(/c) (4.63)
for /c =  1 , . . . ,  2 ^ “ .^ N  is then incremented by 1.
3. Optimisation: This is a two-step iterative process:
• Partition: The set of training vectors is partitioned in a number of clusters, each 
cluster being associated to a codevector Cj\i{k). Each training vector Xm is al­
located to the cluster corresponding to the codevector Cj\j(k) which minimises 
\\xjn -  Civ(A:)|p (i.e. each training vector is allocated to the codevector which 
represents it best).
• New Centroid calculation: Each codevector is updated as the average of the train­
ing vectors present in the corresponding cluster. This reduces the quantisation 
error in the cluster.
• These two steps are repeated until there is no significant improvement to the 
overall quantisation error
4. Steps 2 and 3 are repeated until the desired size of codebook is obtained.
This algorithm is very popular for determining codebooks for vector quantisers, as it is very 
simple and gives good results for simple cases. However, it is not suited to training complex 
VQ codebooks such as MSVQ codebooks. For these cases, other optimisation techniques are 
required, as described in the following section.
4 .8 .2  M S V Q  C o d eb o o k  T raining
The basic LEG algorithm only caters for single stage codebooks. It is however possible to 
adapt the algorithm for MSVQ codebook training. The most basic technique is called se­
quential optimisation. In this method, the codebook for stage 1 of the MSVQ is first designed 
using a LEG algorithm. The quantisation errors for the training database are then computed, 
and the codebook for stage 2 is trained over them, again with a LEG algorithm. This is then
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repeated for each stage, giving the final set of codebooks.
However sequential optimisation does not provide the best performance, as each codebook is 
optimised as if it was the last stage of the MSVQ quantiser. A better alternative is iterative 
sequential optimisation, where an initial codebook is chosen for each stage. Each codebook is 
then optimised by assuming all the other stages to be fixed and known, i.e. the quantisation 
error using all the other stages except the current one is computed, and an LEG algorithm is 
used to give an updated version of the current codebook. This process can then be iterated 
until the codebooks have converged.
It is also possible to jointly optimize all codevectors of all stages after each iteration, using 
simultaneous joint codehook design. This method gives slightly better results than the previ­
ous methods but is complex and has a high computational cost. It is described in [51] and 
has been used for training of the codebooks in the following.
4.9 MSVQ Experiments
In order to compare the relative performance of various MSVQ set-ups, quantisers have been 
trained using the same training database, which has the following characteristics:
• Various speech material is used, using either MIRS or FLAT filtering, in various lan­
guages
• Only the speech active regions are used for training
• LSF are extracted with an update rate of 20ms, over a 200 samples long Hamming 
window
• A bandwidth expansion factor of 0.994 is applied to the LPC coefficients prior to LSF 
conversion
• The database consists of 50000 sets of LSF coefficients
The speech database used is slightly too small to produce quantisers with good performance 
in real-life applications. Typically, a speech database of over 1000000 LSF vectors is used for 
training codebooks for actual applications. However, for the purpose of comparing perfor­
mances of various quantisation schemes, the smaller speech database is adequate and provides
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iGÜablG iGSults. Additionally, it significantly iGducGS tliG tiniG I'GquirGd to train tliG quantisGrs, 
which is prohibitive for the bigger database (several weeks of computing are usually required 
for a typical codebook training with the larger database).
4 .9 .1  O p tim a l S tru ctu res
SVG codebook 
MSVQ codebook
2 3 4 5
Number of stages
-  SVQ codebook
-  MSVQ codebook
<  1.0
2 3 4 5
Number of stages
  SVQ codebook
 MSVQ codebook
m
(3Î2
I  5,0O
2 3 4 5
Number of stages
Figure 4.8: C om parative perform ance o f various codebook structures
For a given bit rate, MSVQ or SVQ systems can differ in the number of stages and for 
SVQ systems, in the vector split. The actual structure of the quantiser affects complexity 
and memory storage, as discussed earlier, but also affects performance. Typically, the more 
structure is imposed on the codebooks, the lower the complexity and storage, but also the 
lower the performance.
SVQ and MSVQ quantisers have been trained, all using 24 bits, for various number of stages, 
from 2 to 5. The configurations used are shown in Table 4.4. The results are plotted in Figure 
4.8. As expected, the performance is directly linked to the amount of structure present in
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the codebook.
Number of stages MSVQ 
Bit allocation
SVQ
Bit allocation Vector split
2 12,12 12,12 5,5
3 8,8,8 8,8,8
4 6,6,6,6 6,6,6,6 3,2,2,3
5 5,5,5,5,4 5,5,5,5,4 2,2,2,2,2
Table 4.4; M SVQ and SVQ structures for Figure 4.8
4 .9 .2  O p tim a l S earch  T ech n iq u es
Search Type Complexity
SS 3840
TS - M=2 6400
TS - M=4 11520
TS - M=8 21760
TS - M=16 42240
TS - M=32 83200
FS 20971520
Table 4.5: C om plexity o f various search strategies for a {7 ,7 ,7 }  M SV Q  codebook
In order to compare the performance of the various types of searches available for a given 
codebook, a MSVQ codebook of 21 bits, using 3 stages of 7 bits each, has been trained. It 
uses no prediction and the search algorithm used during training was a Sequential Search 
(SS). The performance of this codebook was then measured using SS, FS, and TS with values 
of M from 2 to 32. The WMSE, average SD, and number of outliers at 2 dB have been 
plotted in Figure 4.9. Outliers at 4 dB have not been plotted, as they are zero for all cases.
The advantage of a TS over both SS and FS is evident in these graphs: for M greater or equal 
to 8, the performance of the TS is very close to that of the FS, at a much reduced complexity.
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SS TS2 TS4 TS8 TS16 TS32 FS
<  1.16
SS TS2 TS4 TS8 TS16 TS32 FS
Search strategy Search strategy
3  2.50o
SS TS2 TS4 TS8 TS16 TS32 FS
Search strategy
Figure 4.9: C om parative perform ance o f various search techniques
It is also much better than that of SS, for a relatively small increase in complexity. The 
complexity in multiply-adds per input vector is given in Table 4.5.
It is to be noted that in this experiment, the codebook has been trained using the SS algo­
rithm. Therefore, it is only optimal for a SS strategy. Better performance for the TS and FS 
case can be obtained by using the same search in the training as during the actual operation 
of the quantiser. This is illustrated in Figure 4.10, where WMSE, average SD and outliers 
at 2 dB are plotted for the original codebook and the retrained codebooks, for SS and TS 
with values of M ranging from 2 to 32. Due to the very high complexity of the FS, it was 
not possible to fully retrain the codebook using FS, although the results are expected to be 
similar that of TS with M equal to 32.
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  codebook trained with SS
  codebook retrained with TS
SS TS2 TS4 TS8 TS16 TS32
codebook trained with SS 
codebook retrained with TS
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Figure 4.10; Perform ance w ith  and w ithout codebook reoptim isation  
4 .9 .3  O p tim a l W eig h tin g  T ech n iq u es
Several weighting techniques have been described in Section 4.6.3. A good weighting tech­
nique should give a distortion measure which is well correlated with the Spectral Distortion 
measure, which is our reference here. It is difficult to estimate this correlation, as many fac­
tors come into account. However, since we are interested in the weighting functions only with 
regards to the performance of a MSVQ quantiser, it is possible to simply train  codebooks 
using various weightings and compare their final performance. The quantiser chosen here is 
a 21-bit MSVQ codebook, with 3 stages of 7 bits each. It has been trained with each of five 
weighting methods listed below, and the results are shown in Figure 4.11. Only average SD 
and number of outliers at 2 dB are shown, as WMSE cannot be compared since the weights 
are different, and there are no outliers at 4 dB in any case.
Weighting techniques used, as described in Section 4.6.3:
1. W l; no weighting is used (all weights equal to 1.0)
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2. W2: EFR weighting method
3. W3: LSF inverse distance method
4. W4: Paliwal-Atal method
5. W5: Group delays method
1.35
- Average SD in dB
- Outliers at 2 dB
7.0
1.30 6.0
GO■D
C 5.0
Q
(/) 1.25 4.0
I 3.0
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Ç
CDT3
=3o
Weighting Method
Figure 4.11: Perform ance o f various w eighting functions
Figure 4.11 clearly shows the performance gain given by the use of weighting over the simple 
MSE method: up to 0.15 dB in average SD and a reduction from 7 to 2 % in the number 
of outliers can be obtained with a well chosen weighting method. The figure also shows that 
some weighting method clearly outperform others. The weighting technique used in EFR 
and the LSF inverse distance method give disappointing results, whereas the best results 
are obtained with the Paliwal-Atal method, and best of all the group delay method. The 
main advantage of the group delay method resides in the reduction in number of outliers at 
2 dB, whereas the average SD is virtually identical to that of the Paliwal-Atal method. The 
reduction in outliers is from 3 to 1.8 %, which is quite significant in terms of speech quality. 
This shows that for our purposes, the group delay method should be preferred.
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4.10 Inter-Frame Correlation
When quantising LSF parameters, or any other parameter for that m atter, a good quantisa­
tion scheme must make use of all the redundancies in the parameter to be quantised, in order 
to maximise the efficiency of the quantiser. MSVQ has been shown above to provide better 
performance than SVQ, mostly because it makes better use of the correlations between the 
elements of a LSF vector, i.e. the intra-frame correlations.
However, LSF vectors are extracted on actual speech, at a typical update rate of 20 ms, and 
speech characteristics often remain similar for longer than 20 ms. Therefore successive LSF 
vectors will be somehow correlated and a good quantiser should make use of this to provide 
the best possible quantisation. This intra-frame correlation can be exploited in various ways, 
the most popular ones being the use of a predictor and joint quantisation of several sets of 
LSF.
4 .1 0 .1  L S F  P r e d ic t io n
A popular approach to exploiting the inter-frame correlations of LSF vectors is the use of a 
predictor. Instead of quantising the LSF vector directly, the difference between a predicted 
vector and the actual LSF vector is transmitted. If the predictor is good, then this residual 
signal should be easier to quantise than the original LSF vector.
It is often more convenient not to use the LSF vector directly for quantisation when using 
prediction, but rather use the mean removed LSF vector. Therefore, in all tha t follows, the 
vector Xji to be quantised will be the vector formed of the LSF minus the mean of Xn com­
puted over a large speech database.
Typically, if prediction is used, instead of quantising x, the vector r  to be quantised is given 
by:
(4.64)
where f  „ is the prediction vector.
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The decoded LSF vector is then given by:
— fn Xji (4 .65)
where f  is the quantised value of the vector r.
This obviously implies that the decoder should have knowledge of æ». Therefore, the predic­
tion used should be a function of whatever parameters are available at the decoder, and not 
just at the encoder.
One of the simplest predictors simply assumes that a set of LSF can be predicted using the 
previous quantised set of LSF, weighted by a gain factor:
=  an  (4 .66)
This will be referred to as a LSF differential quantiser (LSF-DQ). The computation of the 
prediction gain is made difficult by the fact that knowledge of the quantiser is necessary to 
compute the prediction. One way around this problem is simply to assume tha t the final 
quantiser will be quite good and therefore can be approximated by x^~^ in the equation 
above.
The optimal factors an can then be determined as maximising the prediction gain over a 
speech database.
The order of the prediction can also be increased: the prediction then becomes a weighted
sum of the LSF vectors for a given number of past frames. This will increase the performance
of the predictor, at the small expanse of slightly higher memory requirements for storing the 
past values.
Unfortunately this scheme contains a major fiaw. For this system to operate properly, the 
decoder must have correct knowledge of the prediction used at the encoder. If a channel 
error occurs and corrupts the bitstream for one given frame, then the decoded LSF will 
be corrupted. Since they are used for prediction, the LSF for the next frame will also be 
corrupted and the error will then propagate indefinitely from a frame to the next. This is 
illustrated by the following equations:
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X.k   , ~kn = (4.67)
X
X (4.69)
L - l
=  Z )  (4.70)
z=o
^k    \  '  f \ l  ^k — I I ^  L j^k— L
This equation illustrates the case where an error has occurred L  frames before the current 
frame k. The decoded LSF are a weighted sum of the L -  1 last received codebook entries 
(r^~^), which are assumed to be correct, plus the badly decoded LSF (x^~^)  weighted by a 
decaying factor (r^~^).
As an is typically between 0.5 and 1, the influence of the corrupted frame will propagate in­
definitely, although its influence will eventually be negligible. As a result, a LSF-DQ scheme 
is only practical when the bit error rate is very small, which is not typical of most applications 
of speech coders.
A better approach consists in generating the prediction from the decoded codebook entries, 
rather than the decoded LSF. That way the predictor does not rely on itself, and errors 
cannot propagate for longer than the order of the predictor. Such quantisers are usually 
called Moving Average (MA) predictors. A first order MA predictor is given by:
X n  =  «n (4.71)
The decoded vector is then given by:
X n = f n  +  «n (4.72)
Therefore if an error occurs, the only frames affected will be the frame where the error occurs, 
plus the N  following frames, where N  is the order of the predictor. For a first order MA pre­
dictor, only one extra frame will be affected compared with a quantiser not using prediction. 
Intuitively, a MA predictor will not be as efficient as a DQ predictor, but its error resilience 
capabilities are much better. This makes the MA a much better choice for the m ajority of 
applications.
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Assuming all û;„ are chosen equal to a constant a , the prediction gains of the DQ and MA 
predictors are plotted against a  in Figure 4.12, for an update rate of 20 ms. Experiments 
show that forcing all to be equal does not significantly reduce the prediction gain over the 
ideal case.
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  MA prediction
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Figure 4.12: P rediction  Gain o f first order M A  vs DQ  P redictors (20 m s update  
rate)
Figure 4.12 shows that a gain of up to 5 dB can be achieved with a value of a  of 0.8 for the 
DQ predictor, whereas 3 dB can be obtained for the MA predictor for a  around 0.65. The 
MA predictor is not as efficient as the DQ predictor, but still provides a useful prediction 
gain, which in turn can help increase the overall performance of the quantiser.
The prediction gains for both DQ and MA predictors depend of course a lot on the update 
rate. A faster update rate will give higher prediction gain, as consecutive sets of LSF are 
then more correlated, and it will usually be achieved for a higher value of tr. For example, 
an update rate of 10 ms gives an optimal a  of around 0.8 for the MA predictor.
In the following sections, only the MA predictor will be considered as the DQ is not suitable 
for a general purpose coder. However it could be used in case where virtually no channel
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error are encountered, such as voice storage applications.
4 .1 0 .2  O rder o f  th e  P re d ic to r
MA prediction has been presented above for the case of a first order predictor. It is also 
possible to have a MA quantiser of a greater order, where the prediction is a weighted sum 
of the quantised residuals received in the N  previous frames. A order predictor would 
exploit correlations between the current frame n  and the frames n -  1, n  -  2, . . . ,  n -  A . As 
a result, its performance is expected to be greater than tha t of a first order MA predictor. 
However, the drawback for that increased performance is greater sensitivity to channel errors: 
an error on one set of parameters will corrupt A  +  1 frames of speech.
The optimal order of a MA predictor is therefore the result of a trade-off between predic­
tion gain and error resilience. In order to estimate the optimal order to be used in most 
applications, where channel errors are expected, the optimal prediction factors have been 
derived for various orders. This was achieved by computing the prediction gain for all pos­
sible combinations of the prediction parameters, in steps of 0.05, over a database of 30000 
LSF, extracted at 20 ms intervals. Silences were removed. The results are shown in Table 4.6.
Order Optimum prediction parameters Prediction gain in dB
1 0.65 2.97
2 0.85,0.43 4.13
3 0.85,0.60,0.35 4.61
4 0.9,0.7,0.45,0.2 4^4
Table 4.6: Prediction  gain vs. M A  predictor order
It can be seen from Table 4.6 that the increase in prediction gain when increasing the order 
of the MA predictor from 1 to 2 or more is not very large, at 1.16 dB. An additional 1.87 
dB can be gained by increasing the order from 1 to 4, whereas the increase from order 0 (no 
prediction) to 1 is nearly 3 dB. Therefore most of the gain brought in by the MA predictor 
comes from the first order prediction, and much less comes from the higher orders.
However, the degradation in speech quality due to channel errors increases dramatically when 
the order becomes higher than 1: the number of frames corrupted per bit error increases with
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the order of the predictor. If the order is 1, 40 ms of speech are corrupted. W ith proper 
error concealment techniques [52], it is usually possible to limit the distortion caused by the 
loss of LPC for 40 ms to an acceptable level. However, for higher prediction orders, 60 ms 
or more are lost. The speech degradation caused by such a loss is usually difficult to recover 
and the overall speech quality is badly affected.
Therefore, for most applications with a 20 ms parameters update rate which involve an er­
roneous channel, it is better to use first order MA prediction rather than higher order MA 
prediction. In case of shorter update rate, or very low bit error conditions, higher order 
prediction can be used to improve the MA prediction. In the following, only first order MA 
prediction will be considered.
4 .1 0 .3  E stim a tio n  o f  th e  P r e d ic t io n  F actors
Figure 4.12 shows that the best prediction gain for a first order MA is obtained for a value of 
the prediction factor a  of 0.65. Therefore it would be reasonable to assume tha t a prediction 
factor of 0.65 will give best performance in a first order MA quantiser. Indeed, such a value 
is used in some speech coders such as EFR [18].
However, this value has been derived using a big assumption: that the original residual 
is close enough to the quantised residual that it can be used instead to obtain the curve 
shown in Figure 4.12. In a real life quantiser, there is no guarantee tha t this assumption 
is true. Therefore the only way to determine the optimal prediction factor is by training 
quantisers with various values of the prediction factor and comparing the performance of the 
complete quantiser.
Various first order MA quantisers have been trained, for values of a  ranging from 0.3 to 0.7 
in 0.05 steps, for a 20 ms update rate. A MSVQ quantiser comprising 3 stages of 8 bits each 
has been selected to quantise the residual, as it provides good performance. The performance 
of these quantisers is plotted in Figure 4.13, together with the performance of the quantiser 
without prediction.
It can be seen that the best overall performance of the quantiser is achieved for a value of 
a  around 0.4, and not 0.65 as could be expected from Figure 4.12. WMSE and average SD
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Figure 4.13: Perform ance o f a M A -M SVQ  Q uantiser vs. P red iction  Factor
are lowest for 0.4, although outliers at 2 dB are slightly lower at 0.3 and 0.35 than  at 0.4. 
This is to be expected: if the predictor does not work well, at speech transitions for example, 
a higher prediction factor will make these LSF harder to quantise. However this is not a 
problem: it is possible to bias the training process towards less outliers easily, and end up 
with the same number of outliers for 0.4 than for say 0.3, while the average SD is still lower 
for 0.4.
Moreover, the performance obtained at 0.4 is significantly better than tha t at 0.65. This 
clearly shows that the “intuitive” way of determining the prediction factor is flawed, and 
training codebooks gives a much better estimation of the optimal prediction factor. The 
drawback resides in the high computation load required to train a large number of codebooks 
to flnd the optimal factor.
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4 .1 0 .4  O vera ll P er fo rm a n ce  E va lu a tio n  o f  th e  M A  P r e d ic t io n
In order to compare the performance of quantisers with and without MA prediction, quan­
tisers have been trained with the optimal prediction factor of 0.4, or without prediction, for 
various bit rates, using a 20 ms update rate. In order to make comparisons with the previous 
graphs easier, the quantisers are 3-stage MSVQ codebooks. The bit rates range from 20 to 
26 bits, and the codebook structures are detailed in Table 4.7. The search algorithm is a tree 
search with a depth of 32.
  No Prediction
 MA Prediction'
  f -----
in
CO — iI
- --------
Number of bits
  No Prediction
 MA Prediction
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<
Number of bits
 MA Prediction
CM
■co
Î2
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Number of bits
Figure 4.14: M A prediction vs. no prediction  at various b it rates
The performance is shown in Figure 4.14. The advantage given by the MA prediction is 
evident on the graphs: similar performance is obtained for the MA-MSVQ with around 3 
bits less than for the MSVQ without prediction. This 3 bits advantage is present for all 
performance measures. Therefore it is possible to achieve a saving of 10 to 15 % in bit rate 
by using MA prediction with a MSVQ quantiser, on top of the bit reduction already obtained
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Number of bits Bit allocation
20 7,7^
21 7,7,7
22 8,7,7
23 8,8,7
24 8,8,8
25 9,8,8
26 9,(^8
T able 4.7: M SV Q  b it a llo ca tio n  for figure 4.14
by using MSVQ instead of SVQ.
The only cost of the MA prediction is a slightly increased sensitivity to channel errors. How­
ever, during testing of coders using such schemes, this extra sensitivity did not tu rn  out to 
be a problem.
4 .1 0 .5  J o in t Q u a n tisa tio n
Prediction is an efficient way of removing correlation from one set of parameters to the fol­
lowing one. However it is only a one way process: information from frame A: -  1 is used to 
quantise frame k, but information from frame k is not used for quantising frame k - 1 .  Indeed 
it is assumed that frame k is not known when quantising frame A: — 1, in order to keep the 
delay to a minimum.
However, in some applications it is worth accepting a slight increase in delay, and use a 
quantisation scheme which makes use of the extra redundancies. A simple way of achieving 
this is to jointly quantise several set of parameters. For example, a 1.2 kb /s version of the 
SB-LPC coder jointly quantises three sets of parameters extracted at 20 ms intervals, giving 
a 60 ms frame size. This enables the coder to quantise the three sets of parameters jointly, 
making best use of the redundancies existing between them. This quantiser will be referred 
to as JQ-MSVQ, and the large frame composed of several speech frames will be referred to 
as a meta-frame.
This is also used in a 4 kb/s version of the SB-LPC, where two sets of LSF extracted every 
10 ms are quantised jointly, forming a 20 ms meta-frame.
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The JQ-MSVQ technique implied using larger tables than the techniques described previ­
ously: each vector is now 30 elements long for three frames quantised jointly for example. 
Moreover, since it uses more bits (typically three times more), there are more codebook 
vectors. This extra memory requirement can be kept to a reasonable level by choosing a 
codebook structure with many stages of few bits. The complexity may also increase due to 
the larger vector size, although it can be balanced by a good choice of codebook structure.
One more main issue with a JQ  quantiser is that of weighting. Various weighting functions 
have been discussed above and they can be used to provide weights for each individual set 
of LSF. However, all sets of LSF are usually not of equal importance. For example, at a 
speech onset, the first set can be in a non-speech region, whereas the other sets can be in a 
speech-active region. Therefore the weight vector should ideally take this into consideration, 
so as to maximise the quantisation efiiciency for the im portant sets, and not waste bits on 
accurately quantising a set of LSF which will have very little influence on the speech quality. 
This can be achieved by including a bias based on the relative energies of the speech for each 
set of LSF and multiplying the weights for the non-speech LSF by a factor smaller than one. 
A value of 0.1 has been found to give good performance. It is risky to use a smaller value, as 
problems could arise from interpolation at the decoder if the “irrelevant” set of LSF is too 
badly quantised.
The gain in performance is illustrated in Table 4.8. The LSF quantiser used in the 1.2 kb/s 
coder, which quantises 3 sets of LSF jointly using 44 bits in a 8 stages JQ-MSVQ quantiser, 
is compared against a classic MA-MSVQ quantiser of similar bit rate and one of similar 
performance. Complexity and memory requirements are also indicated. The LSF in this 
example are extracted every 20 ms. The results clearly show the advantage of JQ-MSVQ 
over MA-MSVQ in terms of performance. JQ-MSVQ has the same performance a t 44 bits 
as MA-MSVQ at 54 bits, and is far superior to the MA-MSVQ at 45 bits. Complexity is 
slightly higher for the JQ-MSVQ, but this could be reduced by lowering slightly the depth of 
the tree search M while still maintaining high performance. Memory requirements are also 
higher for the JQ-MSVQ, but again they can be reduced by adding more structure to the 
codebook (more stages of smaller size) and accepting a slight reduction in performance.
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JQ-MSVQ MA-MSVQ MA-MSVQ
Number of bits 44 15 18
Number of bits per 60 ms 44 45 54
Stages 8 3 3
Bit allocation 6,6,6,6,6,6,6,2 5,5,5 6,6,6
M 32 32 32
Complexity (per 60 ms) 374400 62400 124800
Memory 13560 960 1920
WMSE 1.541 e-04 2.574 e-04 1.594 e-04
Average SD in dB 1.2576 1.6383 1.3053
Outliers at 2dB in % 4.6563 17.2014 4.3119
Outliers at 4dB in % 0.0 0.1159 0.0185
Table 4.8: C om parative perform ance o f JQ -M SV Q  vs. M A -M SV Q
Overall, JQ-MSVQ is very effective for providing reasonable LSF quantisation at very low bit 
rates. At 1.2 kb/s, only 72 bits are available every 60 ms for quantising all speech parameters. 
Assuming gain, pitch and voicing are quantised using 28 bits, only 44 bits are left for the 
spectral parameters. As shown in Table 4.8, a MA-MSVQ quantiser would not work well 
under those circumstances, giving very bad speech quality with over 17% outliers at 2dB. 
However the use of JQ-MSVQ quantisation makes a 1.2 kb/s coder a practical possibility, 
with only 4.6 % outliers at 2dB.
4 .1 0 .6  U se  o f  M A  P r e d ic t io n  in  J o in t Q u a n tisa tio n
When using JQ-MSVQ, the redundancies between the sets of LSF quantised jointly are ex­
ploited. Using MA prediction within the meta-frame is pointless. Indeed, a JQ  codebook 
using MA from one set to the next can be transformed to a JQ codebook using no MA, by 
simply adding the prediction to the predicted set. Therefore, MA prediction is only useful 
if it uses correlation with a previously transm itted set of LSF, i.e. from one meta-frame to 
another. This means that the distance between the sets predicted and the sets used to com­
pute the prediction is usually larger than in a non-JQ case, thereby reducing the efficiency 
of the predictor.
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Moreover, a channel error on JQ-MSVQ quantisers using a first order MA will affect two 
meta-frames, instead of just 2 speech frames for a non-JQ quantiser. For the 1.2 kb/s config­
uration with a 60 ms meta-frame described above, this means an error will affect 120 ms of 
speech instead of 40 ms for a non-JQ quantiser at the same update rate. This means errors 
will have a much greater impact on speech quality, as it is usually possible to limit the effect 
of the loss of 40 ms of speech, but not the loss of 120 ms of speech.
Therefore MA prediction for JQ quantisers is mostly useful when the meta-frames are rela­
tively small. A good example is the 4 kb/s configuration described above, where two sets of 
LSF obtained at a 10 ms update rate are jointly quantised in a 20 ms meta-frame. The 20 
ms meta-frame is small enough that the MA prediction will give good prediction gain, while 
keeping the error propagation down to a manageable level.
For the prediction to be optimal, it is better to predict both sets of LSF in the meta-frame 
with the last set of LSF of the previous meta-frame. This way the time difference between 
predicting and predicted frames is kept to a minimum. As a result, for the 4 kb /s configu­
ration, the second set of LSF of the last meta-frame is used to predict both the first set of 
LSF of the current frame, extracted 10 ms later, and the second set, extracted 20 ms later. 
Therefore the optimal prediction factors for both sets will not be the same: the first set will 
be more correlated with the predicting set than the second set.
Experiments indicated that for this configuration, prediction factors of {0.5,0.4} were suit­
able, i.e. the first set is predicted with a factor of 0.5, and the second set with 0.4.
JQ-MSVQ MA-JQ-MSVQ
Number of bits per 20 ms 36
Number of bits per set 18
Stages 6
Bit allocation 6,6 6,6,6,6
M 32
WMSE 2.227 e-04 1.622 e-04
Average SD in dB 1.0926 0.9335
Outliers at 2dB in % 1.8135 0.5627
Outliers at 4dB in % 0.0052 0.0052
Table 4.9: C om parative perform ance o f JQ -M SV Q  vs. M A -JQ -M SV Q
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Quantisers were trained for the 4 kb/s configuration with and without JQ-MA prediction. 
The quantiser quantises 2 sets extracted every 10 ms jointly, using a 36 bits quantiser. It 
is organised in 6 stages of 6 bits each, using the group delay weighting method and a tree 
search of depth 32. The results are shown in Table 4.9. They show that the MA prediction 
gives large performance gain over the non-MA case, and that using both MA and JQ together 
allows two sets of LSF to be quantised accurately with only 36 bits, i.e. only 18 bits per 
set. The performance gain given by the MA predictor in the JQ case is consistent with that 
observed in the non-JQ case.
4.11 Conclusion
This chapter has presented the fundamental aspects of speech spectral representation via Lin­
ear Prediction. Accurate spectral representation of speech is crucial to the performance of 
low bit rate speech coders, especially sinusoidal coders where the simplified excitation model 
cannot compensate for shortcomings in the LP modelling. Various quantisation techniques 
have been investigated, and have lead to the design of LSF quantisation schemes optimised 
for specific configurations. These schemes have then been used in several applications of the 
SB-LPC coder, as presented in Chapter 6.
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Chapter 5
Pitch, Voicing, Energy and Spectral 
Am plitudes
5.1 Introduction
The speech production model presented in section 4.1 consists of two distinct parts, the ex­
citation source and the filter. Estimation and quantisation of this filter has been described 
in Chapter 4. These techniques allow a good representation of the speech spectral envelope 
to be transm itted to the decoder, where it is used to synthesise output speech.
Indeed, most modern speech coding algorithms use similar techniques to represent the speech 
spectral envelope. Where they differ is in the model used for the excitation source, which is 
fed though the filter. Sinusoidal coders such as the SB-LPC model this excitation as a mix of 
a train  of pulses representing voiced speech, and random noise representing unvoiced speech. 
This excitation is then represented using four parameters: pitch, voicing, energy and spec­
tral amplitudes, chosen so that an excitation signal can be reconstructed, which has similar 
characteristics to that of the LP residual of the original speech. Accurate estimation and 
quantisation of these parameters is crucial to the speech quality, as an error will generally 
result in an unnatural sound in the speech output. However, since the speech production 
model used in vocoders, presented in Chapter 3, is an approximation of the human speech 
production system, the LP residual of the original speech does not always match the model 
used. This makes parameter estimation a difficult problem, especially in the case of pitch 
and voicing.
Efficient quantisation of these parameters is also required to reduce the bandw idth needed
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and maintain the speech quality. In particular the spectral amplitudes, whose role is to com­
pensate the shortcomings of the LP modelling of the speech, require accurate quantisation 
to ensure high quality speech output. Estimation and quantisation techniques for these pa­
rameters are presented in this chapter, together with improved schemes devised during the 
course of this project.
5.2 P itch Estim ation
The excitation model used in source-hlter vocoders relies heavily on correct determination of 
the pitch parameter. Incorrect pitch estimation normally significantly degrades the speech 
quality, and in particular its naturalness, by introducing artifacts in the speech. Moreover, 
voicing and spectral amplitudes estimation in vocoders often rely on accurate pitch deter­
mination, and are badly affected in case of errors. Therefore the reliability of the pitch 
determination algorithm (PDA) used has a dramatic eff'ect on the quality of the synthesised 
speech.
Pitch is defined as the time interval between two consecutive pulses in the excitation. This 
interval can vary form pulse to pulse, however it usually varies slowly for voiced speech, 
and therefore is estimated once per analysis frame. Estimating the pitch is generally easy for 
highly periodic sounds, but all speech segments do not exhibit such characteristics. The pitch 
period can vary from pulse to pulse for example, and the signal may be a mix of voiced and 
unvoiced excitation. Formant interaction can also be a problem as the speech may become 
highly resonant and cause incorrect pitch estimation. Onsets and offsets also cause problems, 
when the voicing of the speech changes. Finally, the amount of background noise present in 
the signal can also complicate the task of the PDA.
Therefore correct determination of the pitch is a difficult task. PDAs are generally classi­
fied in two categories, depending on whether they use time- or frequency-domain techniques. 
Commonly used pitch determination methods are presented below, classified according to 
the domain used. The PDA used in the SB-LPC coder is also detailed as an example of a 
complete pitch determination system.
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5 .2 .1  T im e  D o m a in  T ech n iq u es
Periodic signals exhibit time domain distant similarities, i.e. the signal is very similar to 
itself shifted by the pitch period. The time domain pitch determination methods therefore 
attem pt to match the signal with delayed versions of itself, using the fact tha t lag values giv­
ing good matches will correspond to the pitch period, or integer multiples of the pitch period.
5.2.1.1 A verage M agnitude D ifference Function
A simple way to compare the current speech with a time delayed version of itself is to simply 
compute the Average Magnitude Difference Function (AMDF) [53] given by:
N - l
k W  -  -  T)|
n = 0
(5.1)
where r  is the lag.
This function is computed over a given pre-determined range for r  and the value of r
Lag Values
0 40 80 120 0 40 80 120 0 40 80 120 0 40  80 120
AMDF
Function
Speech Signal
0 160 320 480 640
Time in Samples
Figure 5.1: A M D F  versus Speech Signal. The m inim a o f th e  A M D F  correspond­
ing to th e pitch  value are indicated by a circle.
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minimising A{r)  is selected as the pitch value. The value of N is typically 160 samples, cor­
responding to 20 ms of speech. A plot of the AMDF function versus a speech signal is shown 
in Figure 5.1.
The main advantage of the AMDF function is that it only requires additions and subtrac­
tions, making it very suitable for hardware implementation. However current DSPs normally 
offer a one-cycle multiply-add instruction, therefore making this irrelevant. The performance 
of the AMDF function is relatively poor, and in particular it does not cater for variations in 
the energy of the speech.
5.2.1.2 A utocorrelation
The autocorrelation method consists in computing the normalised autocorrelation of the 
signal for a given lag value r ,  as given by:
N - l
s ( n ) s ( n - T)
R ( t )>= n=0
N - l
A E  -  ’■)ai
\  n=0 \
N - l
n=0
(5.2)
The value of r  maximising R{t ) is selected as the pitch value. R{t ) is a value between - 1  
and 1, a value close to 1 indicating high similarity between the speech and its shifted version. 
A plot of the normalised autocorrelation function versus a speech signal is shown in Figure 
5.2. The computation of R{r)  is more complex than that of the AMDF, however it can be 
simplified, as one of the terms in the denominator is independent from r .  The remaining 
square root can also be eliminated by squaring the function (care must be taken with the 
sign of the autocorrelation however).
The autocorrelation method provides reasonable performance, although it can detect multi­
ples of the pitch instead of the pitch, as for the AMDF function. This can be alleviated by 
a sub-multiple search post-processing. It can also detect sub-multiples of the pitch in case of 
strong formant interaction, this requires pre- or post-processing to solve.
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Lag Values
0 40 80 120 0 40 . 80  120 0 40 80 120 0 40 80 120
Normalised
Autocorrelation
Speech Signal
0 160 320 480 640
Time in Samples
Figure 5.2: N orm alised  A utocorrelation  versus Speech Signal. T he m axim a o f  
th e  N orm alised  A utocorrelation  function corresponding to  th e p itch  value are 
indicated  by a circle.
5 .2 .2  F req u en cy  D o m a in  T ech n iq u es
The main feature in frequency domain of periodic speech signals is the harmonic structure, 
the distance between successive harmonics being the pitch frequency. Frequency domain 
PDAs start by converting the speech signal in frequency domain, generally by applying a 
window on the speech and performing a Discrete Fourier Transform (DFT). It is common 
practice to zero-pad the windowed speech to increase its length to a power of 2, typically 
256 or 512, and implement the DFT by means of of Fast Fourier Transform (FFT), which 
speeds up significantly the operation. The PDA then attem pts to determine the pitch based 
on the spectrum of the speech, using the harmonic structure present in case of periodic signals.
5.2.2.1 Synthetic Spectral M atching
This method assumes the spectrum to be fully voiced, and to be composed only of a number 
of harmonics each located at multiples of the pitch frequency. A synthetic spectrum is
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reconstructed using this assumption for each pitch candidate, and is compared to the original 
spectrum. The pitch value leading to the best matching reconstructed spectrum is then 
selected [28].
The spectrum is assumed to composed of voiced harmonics only, located at multiples of 
the candidate fundamental frequency uq. Therefore the synthetic spectrum 5(m,o;o) is an 
approximation of the convolution of pulses located at multiples of the candidate fundamental 
frequency ojq, by the spectrum W  of the window used on the original speech prior to Fourier 
transformation. The pulses are scaled by a factor A i{uq) so as to provide the best possible 
match with the original spectrum.
The synthetic spectrum 5(m, wq) is defined by:
^o(wo) m)
A\{uq) W m  — Wo)
Ai{uq) W { ^  m  — I w q )
5(m , wq) =  < (5.3)
where N  is the length of the FFT, and A;(wq) is defined as:
27T
S'(m)PF(—  m  — I W q )
m=ai
bi ,27T
(5.4)
m=ai
Ai{uo) is such that the scaled harmonic lobe spectrum A/(wq) W { ^  m  -  I uq) is the best 
possible match to S(m),  using a MSE criterion. The harmonic boundaries ai and bi are 
defined as:
ai =
k  =
'^ ( 1  ^  
TV,, 1,
—  —  1
(5.5)
(5.6)
Finally, the synthetic spectrum 5(m, wq) for candidate fundamental frequency wq is compared 
with the speech spectrum S{m)  through a MSE measure, given by:
N - l
(^wo) = ^  [S{m) -  S{m,Lüo)^ (5.7)
m=0
The value of wq minimising E{uq) is then selected as the pitch frequency. An example of the 
reconstructed synthetic spectrum 5(m,wo) against the original spectrum S{m)  is presented
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in Figure 5.3.
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Figure 5.3: Original Speech Spectrum  (bottom ) versus Synthetic Spectrum  (top)
5.2.2.2 Sinusoidal Speech M odel M atching
The Sinusoidal Speech Model Matching PDA (SSMM-PDA) is a frequency domain pitch 
detection algorithm originally developed by [54], and modified by [55]. The SSMM-PDA 
assumes the speech signal to be composed of a sum of sinusoidal components with no as­
sumption on frequency or phase, given by;
s(n) =  Y ,  
1 = 1
(5.8)
where A/, ui and 0/ respectively represent the spectral amplitude, frequency and phase of 
the sinusoidal component. The SSMM-PDA then attem pts to match the spectrum of the 
original speech signal with the spectrum of a synthetic signal of fundamental frequency wq, 
given by:
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K{uo)
s(n,wo)= ^  (5.9)
1 =  1
where Âi represents the spectral amplitude of the synthetic spectrum for the harmonic. 
The fundamental frequency of the pitch is then obtained by finding the value of uq which 
minimises the MSB between the spectra of s(n) and wo). This is a complex procedure, 
but a number of assumptions can be made to simplify the process [54] :
• Both spectra of s(n) and s(n,uo)  are well resolved. They can be approximated by
“sine” type functions, located at each component frequency and scaled by A/ for s{n), 
and located at each harmonic of the candidate fundamental frequency cjq and scaled by 
the spectral envelop at the harmonic frequency for ê{n,ujo).
• The matching between a sinusoidal component of s{n) and a sinusoidal component of
s(n,cjo) can be computed as the product of their respective spectral amplitudes by a 
distance function E(oji — kcuo)- This function, usually the main lobe of a  sine function, 
can be precomputed and stored in look-up tables for speed.
• Each sinusoidal component of s(n) is represented by only one component of s(n, cjq), 
the one which has the greatest matching (usually the closest).
• Minimising the error Z)£=o[^(^) “  v{k,a,b,c,  ...)]^ over variables a ,b ,c ,.. .is equivalent 
to maximising the function E C o  b, c, ...)[x{k) -  \y{k,  a, b, c , ...)]
As a result, the fundamental frequency can be determined by maximising a metric M { uq) 
over Wo, as defined in the following equation:
K{luq) / 1 \
M{ujo) = [maxi  [A;D(w/ -  / c w q ) ]  -  -A (W o) ) (5.10)
k=i ^ 4 /
where:
2tt
Wo =  ^  is the fundamental frequency corresponding to the pitch candidate P 
ui and Ai are the frequency and amplitude of the peak in the original spectrum. 
A{k(jJo) is the amplitude of the k^^ harmonic in the synthetic spectrum.
K { uq) = is the number of harmonics for the given pitch value.
D{ui -  kuo) is a distance measure defined in the following equation:
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D { u i  —  k c d o )  —  <
with X =  27t^ — x < n
-  (5.11)
0 X >  IT
The amplitudes Â{kuo) of the k^^ harmonic in the synthetic spectrum are approximated by 
the spectral envelope of the original spectrum at the corresponding frequency. This envelope 
can be computed by joining the peaks in the spectrum for example.
The SSMM-PDA offers better performance than the Synthetic Spectral Matching (SSM) pro­
cess, as it ensures that sub-multiples of the fundamental frequency are rejected, whereas the 
SSM may return a good match for a sub-multiple of the actual pitch frequency. As a result, 
the SSMM-PDA forms the base of the PDA used in the SB-LPC coder.
5 .2 .3  S B -L P C  P itc h  D e te c t io n  A lg o r ith m
The SB-LPC coder, as all vocoders, depends heavily on an reliable pitch determination algo­
rithm. The pitch determination techniques presented above do not offer very high reliability 
when used on their own. However, associating several of these techniques can offer much 
higher reliability, as hopefully at most one of them will fail to detect the correct pitch for a 
given input. This has led to the design of the PDA used in the SB-LPC coder, which offers 
good performance under various input conditions, including background noise. This algo­
rithm  uses both frequency- and time-domain techniques as well as pitch tracking to improve 
robustness, and is presented here.
In the PDA used in the SB-LPC coder, the speech is first passed through a flattening filter 
based on the LP coefficients. It is then windowed by a 239 pts Kaiser window (/? =  6.0), and 
a 512 pts FFT  is performed on the windowed signal. A Sinusoidal Model Matching Pitch 
Prediction Algorithm (SSMM-PDA) is applied to the spectrum of the windowed speech. For 
each candidate pitch period, a first metric is computed based on the output of the SSMM- 
PDA. The best candidates are then selected, and a time domain metric is then computed for 
each of them. A final decision is then made between the remaining candidates, based on the 
values of both metrics, and the past pitch values. The block diagram of this PDA is shown 
in Figure 5.4, and the algorithm is described in details below.
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Figure 5.4: B lock diagram of th e pitch algorithm  used in SB -L PC  
5.2.3.1 F latten ing o f the Speech Spectrum
When a very strong formant is present in the speech input and coincides with a multiple 
of the fundamental frequency, the SSMM-PDA might give too much importance to tha t 
harmonic, and detect it wrongly as the fundamental frequency. A possible solution is to use 
the LP residual as an input to the SSMM-PDA, as this will have a much hater spectrum, and 
therefore will not give too much relative importance to formants. However this can also cause 
problems as the harmonic structure of the speech can be distorted by this process. This is 
in particular a problem when the pitch period is short. A better approach is to use only a 
limited amount of LP inverse hltering, using a pole-zero hlter based on the LP coefficients. 
The transfer function is shown in equation 5.12, where A{z) is the LP inverse hlter.
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H(z) = A{z/a) (5.12)
If a  is equal to 1.0 and /? is equal to 0.0, then the flattening filter effectively is a LP inverse 
filter. W ith a  = 0.0 and 0^ =  1.0 it becomes a LP direct filter. A good set of values to obtain 
the desired effect on the speech spectrum is A =  1.0 and ^  around 0.9.
Since this flattening fllter is especially useful for male speech, but is more risky with female 
speech, it is useful to make /3 dependent on the tracked pitch, as shown in figure 5.6. For 
pitches below 30 samples, i.e. female speech, no filtering is applied, while above 60 sam­
ples,i.e. male speech, a factor of 0.8 is used.
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Figure 5.5: Influence o f the spectrum  flatten ing fllter (spectra  show n in log do­
m ain)
The effect of the flattening fllter is shown in figure 5.5. The formants influence has been 
greatly reduced, but not completely, while the harmonic structure is well preserved, which
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1.0 _
Tracked Pitch (in samples)
Figure 5.6: Value o f the flattening factor p versus tracked pitch
will facilitate the task of the SSMM-PDA.
5.2.3.2 SSM M -PD A
The SSMM-PDA, as described in section 5.2.2.2, requires the peaks in the spectrum  of the 
spectrally flattened speech to be identifled. This is performed by a simple peak-picking pro­
cess, and the peaks falling well-below the spectrum envelope are discarded, both to reduce 
complexity and avoid false detection. The metric M ( ujq) is computed for pitch candidates 
values ranging from 15 to 150 samples, in half-sample steps. In order to reduce complexity, 
only integer pitch lags are considered above 90 samples. To reduce complexity further, only 
the portion of the spectrum below 1.5 kHz is taken into account, as this is generally sufficient 
to provide a reliable pitch estimate.
Selecting the pitch based on the highest value of M { ujq) provides a fairly reliable pitch, but 
it can also sometimes lead to pitch doubling or halving. Therefore it is preferable to do a 
more refined search: a number of pitch candidates, typically 5 to 10, are selected as corre­
sponding to the highest peaks in the function M { ujq). The highest peak usually corresponds 
to the pitch period, whereas the other selected pitch candidates tend to represent multiples 
or sub-multiples of the pitch period. A time-domain metric is then computed for each of them.
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5.2.3.3 C om putation  o f the T im e D om ain M etric
In cases where pitch determination in frequency domain poses problem, it is often useful to 
employ a time-domain technique to eliminate the incorrect pitch candidates. The SB-LPC 
coder uses a time-domain PDA described in [30], which checks the variations of the speech 
envelope over a window the length of the candidate pitch period. If the candidate pitch is 
the correct pitch, the speech envelope is expected to vary little when the window is slided 
across the considered speech frame. However if the candidate pitch is not the correct pitch 
nor a multiple of it, then the variations will be large. These variations can be measured by 
high-pass filtering the time-envelope of the speech, and measuring the ratio of the sum of the 
high-pass filtered envelope to that of the envelope itself. This ratio should be close to zero 
for the pitch value or multiples of it. For a given pitch candidate /, the time envelope ei{i), 
the high-pass filtered time envelope hi{i) and the ratio (f{l) are computed as follows:
P
=  ' ^ \ s { i  + k)\ (5.13)
k=Q
hi{i) = 0.95 -  1 ) -t-[e;(i} -  e;(2 -  1)] (5.14)
< (^0 =  ^ --------  (5.15)
j = 0
Although this calculation appears to require a lot of computing power, it can be reduced sig­
nificantly by first precomputing the cumulative sum of the speech envelope. The parameters 
6 i{i) can then be computed as the difference of the cumulative sum at the beginning and at 
the end of the pitch long window used. This reduces significantly the overall complexity. 
This PDA is not well suited as a main PDA, in particular because of the high complexity of 
computing (p{l) for all possible pitch candidates, and its sensitivity to pitch doubling. More­
over, it can only be used for integer values of the pitch, giving low accuracy for female speech. 
However, it is very effective for checking the pitch candidates selected by the SSMM-PDA: 
(p{l) is computed for each of them, and the candidates corresponding to high values of (p{l) can 
be rejected, as they are probably sub-multiples of the correct pitch. This is done by finding 
the minimum value of ip{l) over the selected candidates, and setting a threshold at twice this 
value, plus a fixed offset of 0.1. Candidates for which (p{l) is above this threshold are rejected.
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5.2.3.4 P itc h  T rack ing
The SSMM-PDA combined with the time-domain metric described above provide reliable 
pitch determination under most input conditions. However some speech exhibit irregulari­
ties of the pitch, or can contain a large amount of acoustic background noise, which make 
pitch determination difficult. Low-level voiced speech for example can be swamped by the 
background noise, and reliable determination is then becomes difficult. A classic strategy to 
combat this problem is to use the fact that pitch usually varies little between consecutive 
voiced frames, and use the previous pitches to bias the decision in the current frame. This 
method, known as Pitch Tracking^ can significantly improve the performance of the PDA 
especially under difficult input conditions.
The Pitch Tracking algorithm in the SB-LPC coder operates as follows:
1. The energy of the background is estimated as described in section 5.3.2.5.
2. If the previous frame was classified strongly voiced, i.e. the voicing cut-off frequency 
was above 2000 Hz, and the energy of the current frame of speech is larger than the 
background energy by a fixed factor, the tracked pitch Ft is updated, otherwise its last 
value is kept. Using the current energy rather than the previous energy ensures single 
spikes declared as voiced do not fulfil this criterion.
3. The updated tracked pitch is computed as where p(^~^) is the pitch
for the previous frame. The value of a  varies depending on the ratio between frame 
energy and tracked peak energy (described in section 5.3.2.5), so tha t more updating 
occurs when the speech^is known to be of high energy, and therefore confidence on the 
pitch is higher.
4. During the first few frames of voiced speech, the update rate of the tracked pitch is 
faster to ensure quick adaptation. However this tracked pitch will only be used once 
enough frames with valid pitch have been found.
5. In case of long silences, the tracked pitch cannot be relied upon when voiced speech 
returns. Therefore it is disabled, and re-initialised when enough voiced frames have 
been found.
The tracked pitch Ft is then used to bias the metrics associated to each remaining pitch 
candidate, so as to favour the candidate corresponding to a pitch value close to the value
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of the tracked pitch. The amount of bias applied depends on various factors, including the 
distance between the candidate pitch and the tracked pitch, and the estimated amount of 
background noise present in the speech. The bias is increased in case of heavy background 
noise, as the metrics become less reliable under these conditions, and therefore pitch tracking 
is more useful.
5.2.3.5 F inal D ecision
The candidates selected using the SSMM-PDA have been checked using the time metric cp{l). 
At this stage, there will be a number of candidates remaining, and one of them must be 
selected as the final pitch estimate.
A new metric f {P )  is computed as a function of the result of the SSMM-PDA function M { uq) 
and the time-domain metric (p{l) for each remaining pitch candidate P , as given by:
I" "
where I is equal to P  rounded to the nearest integer, and uq the frequency corresponding to 
P .
This new metric is greater when M { uq) is greater and (p{l) is smaller, and therefore is greatest 
when the pitch candidate P  gives a good match in both frequency- and time-domain. The 
values of (p(I) can be very close to zero for the pitch and its multiples when the signal is very 
periodic, which can cause problems. cp{l) has therefore been clamped to 0.05. This value 
and the factor 0.25 have been determined experimentally and provide good reliability to the 
function / (P ) .
Since sub-multiples of the real pitch value are supposed to have been eliminated from the list 
of candidates by the preceding selection process, only the pitch and multiples of it should 
be present in the list of remaining pitch candidates. The value of P  maximising / ( P )  be­
comes the initial pitch estimate P q , and a sub-multiple search is conducted, where each of 
the remaining candidates P  is checked against this initial pitch candidate. If its pitch value 
P  is close to that of an integer sub-multiple of the initial estimate P q , and the corresponding 
value of / ( P )  is no less than 0.75 times / ( P q ) ,  then it is considered the initial pitch estimate 
P q was a multiple of the real pitch, and P  becomes the new pitch estimate, i.e P q  is set to 
P . This process is repeated for each of the candidates in turn, and the final value of P q is 
assumed to be the correct pitch.
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The association of various pitch determination techniques as presented here leads to an algo­
rithm  which offers good performance even under heavy background noise conditions, and is 
far more reliable than any of these techniques on their own.
5.2.3.6 P itch  R efinem ent
The pitch value obtained from the main PDA is accurate to within half a sample in time- 
domain up to 90 samples, and one sample above that. Moreover, only the lower 1.5 kHz 
of the spectrum have been taken into account in that estimation. As a result, the pitch 
value obtained is not accurate enough for correct determination of the harmonic bands in the 
speech spectrum: the first few spectral bands will probably be located accurately, but bands 
in the higher frequencies will generally not be. Correct determination of the harmonic bands 
is needed in particular for voicing detection and spectral amplitudes calculation, which will 
be badly affected by wrong harmonic location determination.
The pitch estimate given by the main PDA will therefore need to be refined to a greater 
accuracy. The method used in ths SB-LPC consists in using again the SSMM-PDA, simply 
modified to use the full spectral band, and to incorporate a bias giving more importance to 
the higher frequencies. Pitch candidates ranging from Pq -  ^ to Pq +  |  are used, the step 
size being sample. The initial pitch estimated is discarded, and the refined pitch is used 
in the rest of the processing.
5.3 Voicing Estim ation
5.3.1 Introduction
Vocoders traditionally classify the input speech according to the source of the excitation. 
Speech can either be voiced or unvoiced. Voiced speech is produced by the vocal cords and 
generally results in a periodic speech signal, whereas unvoiced speech is produced by a turbu­
lent airflow, resulting in a non-periodic random-like speech signal. Some parts of the speech 
can also be a mixture of both voiced and unvoiced signals. Correct voicing classiflcation of the 
speech frames is crucial for producing good quality synthesised speech. Classifying voiced 
speech as unvoiced leads to rough and less intelligible speech, whereas declaring unvoiced
95
Chapter 5. Pitch, Voicing, Energy and Spectral Amplitudes
speech as voiced makes the speech sound metallic.
Older vocoders used a hard decision voicing to classify speech into either voiced or unvoiced 
frames. More recent systems such as IMBE or MELP use a third class of speech, in which 
both types of excitation coexist in a given frame. Using a mixed excitation class allows better 
speech quality than with a hard decision voicing.
5.3.2 Hard Decision Voicing
As described above, voiced and unvoiced speech differ by the way the excitation is generated. 
As a result, they have well known characteristics which can be used to discriminate between 
them. Some of them are described below.
5.3.2.1 Periodic Sim ilarity
- 1.0  -
Figure 5.7: Original speech file and periodic sim ilarity, show n w ith  possib le voic­
ing threshold  at 0.7 (dashed line)
The main difference between voiced and unvoiced speech is its regularity. The pitch of voiced 
speech is usually well defined, and each pitch cycle is very similar to its neighbours. On the 
other hand, unvoiced speech is of a more random nature, and there is no clear repetition of 
the signal at a given pitch period. Therefore computing the normalised autocorrelation of
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the signal at the pitch period gives a very good indication of the nature of the considered 
speech segment. This factor is given by:
N
R p  =
^ s ( i ) s ( i  -  P) 
.1 = 1
N N (5.17)
i=l i=l
where N is the length over which R p  is computed (typically 160 samples), and P is the pitch. 
R p  is between 0 and 1, 1 corresponding to perfect repetition of the speech, i.e. voiced speech, 
and 0 corresponding to a random-like signal, i.e. unvoiced speech. Time plots of .Rp are 
shown in figure 5.7.
In case of speech with slight pitch variations, it is sometimes preferable to also compute 
R p - 2 , R p - i ,  Rp+i,  Rp+2  ^ and use the maximum of these values for the voicing decision, as 
this gives a more reliable estimate.
5 .3 .2 .2  P eak in ess
F ig u re  5.8: O rig inal speech  file an d  peak inesses {Pk  in  solid  line, P k  in  d o tte d  
line), shoAvn w ith  possib le  voicing th re sh o ld  a t  1.4 (d ash ed  line)
The energy of voiced speech is usually not spread evenly across a pitch cycle: it tends to 
be concentrated around the main pitch pulse, with relatively little energy in the other areas.
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On the other hand, unvoiced speech tends to have its energy evenly spread, as there are no 
pitch pulses in this case. This is more pronounced for the LP residual of the signal, where 
the presence of peaks indicates pulsed excitation, corresponding to voiced speech, whereas 
their absence indicates unvoiced speech.
One way to measure the presence of these peaks is to compute the ratio between the LI and 
L2 norms of the residual signal. If the signal contains large peaks ,i.e. for voiced speech, the 
n  i:^tio will be large, typically higher than 1.5, and less for unvoiced speech. This ratio is 
called peakiness, and is given by:
P k  = \   (5.18)
Where r  is the LP residual, and N the length over which P k  is computed, N being typically 
160 samples.
Although unvoiced speech usually has a low peakiness, lone spikes can exist in the unvoiced 
signal. They can lead to a high value of Pk,  causing a classification error. A simple way 
to solve this problem is to compute a second peakiness measure P k  in the same way as Pk,  
except that a certain number of samples (e.g. 16) situated around the maximum value of r 
are excluded from the sum. In case of voiced speech, or unvoiced speech without spikes, P k  
usually has similar value to Pk.  However, in the case of lone spikes in unvoiced speech, P k  is 
much lower than Pk.  This difference can be used to discriminate efficiently between voiced 
and unvoiced speech. Time plots of P k  and P k  are given in graph 5.8.
5.3.2.3 Zero C rossing R ate
Unvoiced speech being of a random nature, the number of times the signal changes sign, 
i.e. crosses the zero line, is usually high. This zero-crossing rate is normally much lower for 
voiced speech. The zero-crossing rate is given by:
1 ^
^  a^g»[g(z)],ggn[s(z+l)] (5.19)
i=l
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F ig u re  5.9: O rig ina l speech  file (offset for c la rity ) a n d  zero -cro ssing  r a te ,  show n 
w ith  possib le  voicing th re sh o ld  a t  0.6 (dashed  line)
Where sgn[x] is the sign of æ and ôij is the Kronecker symbol, respectively defined as:
sgn[x] = <
And
1 if a; > 0 
0 otherwise
1 if 2 =  j  
0 otherwise
The zero-crossing rate Zc is a value between 0 and 1, a value close to 1 indicating unvoiced 
speech, a value close to zero indicating voiced speech. This rate is dependent on the pitch in 
case of voiced speech, as more pitch pulses will increase the number of crossings in a given 
number of samples. Therefore it can be useful to bias using the pitch value. A time plot 
of is given in graph 5.9.
5.3.2.4 L ow -B and to  F u ll-B and  E n erg y  R a tio
Voiced speech usually has most of its energy in the lower part of the spectrum, whereas un­
voiced speech tends to have a flatter spectrum, and has relatively even energy across the full 
band. Therefore by taking the ratio between the energy of the signal between 0 and 2 kHz
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Figure 5.10: Original speech file and low-band to  full-band energy ratio, shown  
w ith  possible voicing threshold  at 0.6 (dashed line)
and the energy of the original signal, a good indication of the voicing can be obtained. This 
ratio L F  can be computed either by using a low-pass filter on the speech signal, or directly in 
frequency domain. Voiced speech will give a high L F  ratio, close to unity, whereas unvoiced 
speech will give a lower L F  ratio, usually closer to 0.5. A time plot of L F  is given in graph 
5.10.
5.3.2.5 Frame Energy
Voiced speech usually has higher energy than unvoiced speech. This is not always the case, but 
this fact can be used jointly with other characteristics to improve the voicing determination. 
However, it is difficult to use directly the absolute value of the frame considered, as the 
dynamic range of speech can vary a lot. It is better to compare the energy of the current 
frame with the average tracked energy of the past speech-active and non speech-active frames, 
so that the decision thresholds can be adapted to the various input conditions.
The first step is to discriminate between speech-active and non speech-active frames by 
tracking the minimum energy of the speech. This minimum energy corresponds to the energy 
of the background noise. This is estimated by simply tracking the energy of the speech and 
clamping its variations in diff'erent proportions depending on their direction. The estimated
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Figure 5.11: Original speech file and energy to  peak energy ratio, show n w ith  
possible voicing threshold at 0.35 (dashed line)
background energy E^^^ of the current frame is given by:
 ^ 7u if 4 " )  > (5.20)
E^^  otherwise
Typical values for 7  ^ and 7 „ are 0.97 and 1.01 respectively. The factor can then be used 
as an indication of the background noise energy.
Using this information, the maximum energy of the speech can then be tracked. This is 
done through a moving average filter, taking the current frame energy as an input, which has 
different adaptation rates depending on the direction of the adaptation:
e ^ L  = <
+  (1 -  a)El(n)
(5.21)0Emax'^  +  (1 — 0)E^  ^ ; otherwise
where E q is the energy of the current frame and Emax^ is the previous tracked maximum 
energy. Typical factors for a  and /3 are 0.5 and 0.99 respectively. In order to avoid drift of 
Emax to low values over long periods of inactive speech, this adaptation is only performed 
when there is good confidence that the current frame corresponds to a noise active area. This 
is checked by comparing to the adaptation is only performed if > 1.5  F^”^
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Finally, the energy to peak energy ratio can be computed, as:
Erat io  —
2 Fo
E q +  Er, (5.22)
This ratio is such that in steady high energy speech, its value is around unity, and it is close 
to zero in low level speech.
The use of several averaging filters as described here ensures good adaptation of the param ­
eters to the speech conditions, and Eratio is a good indication of the relative energy of the 
current frame of speech. This can then be used to help the voicing decision process. A time 
plot of the various factors involved is presented in graph 5.11.
It is of note tha t the adaptation values given above have been tuned for a 20ms update rate. 
However they also work well for a 10 ms update rate.
5.3.2.6 LP R esidual Energy
Figure 5.12: Original speech file (offset for clarity) and norm alised LP residual 
energy, shown w ith  possible voicing threshold at 0.35 (dashed line)
Voiced speech usually has high correlation between successive samples, as opposed to unvoiced 
speech which is of a more random nature. As a result, LP modelling is more efficient for voiced
1 0 2
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speech, and the prediction gain of the LP filter will be much higher. This prediction gain can 
be computed as follows;
N
G l p  =
i= l
(5.23)
Where 5 is the original speech, and r  is the LP residual. The value of Gpp  is between 0 and 
1, 1 corresponding to a completely random signal, i.e. unvoiced. Its value is much lower for 
voiced speech. A time plot is given in graph 5.12.
5.3 .2 .7  Pre-E m phasis E nergy R atio
Figure 5.13: Original speech file (offset for clarity) and pre-em phasis energy ratio, 
shown w ith  possible voicing threshold at 0.85 (dashed line)
The high correlation present in voiced speech can be exploited through the LP residual energy 
factor, as described above. It can also be exploited through the normalised pre-emphasis 
energy, which makes use only of first-order correlations, rather than the tenth order used by 
the LP filter.
This factor is defined as:
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N
^ | s ( 0  - 5 (2 -  1)1 
P r  =   (5.24)
èis(oi 
2 =  1
The first order normalised correlation of voiced speech is usually high, close to 0.85, whereas 
it is close to zero for unvoiced speech. As a result, P r  is normally close to zero for voiced 
speech, and around 1 for unvoiced speech. A time plot is given in graph 5.13.
5.3.2.8 Influence o f Background N oise
When acoustic background noise is present in the speech, the speech characteristics described 
above can be modified. Some of the parameters will provide less accurate discrimination be­
tween voiced and unvoiced speech, and can cause classification errors. These changes are 
shown in figure 5.14. The original speech file used previously to illustrate the various speech 
characteristics has been mixed with some vehicle background noise, giving a signal-to-noise 
ratio of lOdB. Some of the parameters computed on the noisy speech are then compared to 
tha t obtained on the original speech, together with the threshold values given as example 
previously for clean speech.
This graph clearly shows that all the speech characteristics studied here are affected by the 
background noise to some extent. In particular, while each individual param eter gives a 
reasonably reliable voicing indication in clean background conditions, most of them become 
completely unreliable under background noise conditions. The periodic similarity, peakiness 
and low-band to full-band energy ratio in particular are very affected, and are not usable on 
their own anymore.
The effects of the background noise on the speech characteristics vary a lot depending on 
the level and nature of the background noise. Therefore it is difficult to set thresholds for 
each parameter which will work correctly under any input condition. Therefore it is normally 
necessary to combine them to obtain a reliable voicing estimate.
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(a) Periodic Similarity (b) Peakiness
(c) Zero-Crossing Rate (d) LF Energy Ratio
Figure 5.14: Influence o f background noise on speech characteristics. T he solid  
line corresponds to  the param eters for the original speech, th e dashed line corre­
sponds to  the sam e speech w ith  additive vehicle noise (S N R = 1 0 d B ). T he th resh ­
olds suggested  previously are indicated for each param eter.
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(e) Frame Energy (f) LP Residual Energy
(g) Pre-emphasis energy ratio
Figure 5.14: Influence o f background noise on speech characteristics (con t’d).
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5.3.2.9 D ecision  P rocess
Each of the parameters described above provides a good indication of whether a frame is 
voiced or unvoiced. Although in most cases, all parameters will point to the same decision, 
it is common tha t one or more of the parameters gives the wrong indication. Therefore a 
decision logic has to be designed, taking all these parameters as inputs, and combining them 
to give the final decision.
This usually implies trying to normalise all parameters to a fixed range, typically 0 to 1, and 
setting decision thresholds for each of them. A majority voting, or appropriate weighted sum 
of these parameters can then be used to obtain the final decision.
The determination of the thresholds and weighting factors needs to be done through manual 
tuning, i.e. by listening to the synthesised speech quality and adjusting the values accordingly.
This technique gives good results in clean background speech signals. However, when the 
speech is mixed with background noise, the values of the parameters described above can 
vary a lot. The background noise itself may also be classified wrongly, as the tuning is per­
formed on speech. As a result, the decision thresholds may need re-tuning. Even during 
clean speech, transitional parts can be a mix of both voiced and unvoiced signals, leading to 
a classification error.
5 .3 .3  Soft D e c is io n  V o ic in g
Hard Decision Voicing cannot cope well with noisy background speech and transitions because 
of its assumption that a frame of speech is either fully voiced or fully unvoiced. However, 
speech can be a mix of both types of signals. The most appropriate way to represent this 
is in the frequency domain. The spectrum is then separated in several regions, which are 
either voiced or unvoiced. MBE based coders separate the spectrum in harmonic bands, and 
check the match of each band with a reconstructed all-voiced synthetic spectrum [28]. Good 
matching bands are declared voiced, the rest unvoiced. The MELP coder separates the spec­
trum  into 5 subbands, and determines the voicing of each band using the periodic similarity 
of the signal [10].
107
Chapter 5. Pitch, Voicing, Energy and Spectral Amplitudes
5.3.3.1 M B E  M ixed Voicing
The voicing decision in MBE is made by comparing a reconstructed synthetic fully voiced 
spectrum with the original spectrum. If the match between the synthetic spectrum and the 
original spectrum is good, then the band is declared voiced, if not it is declared unvoiced [28]. 
The construction of the synthetic spectrum is performed during the pitch analysis in MBE, 
and therefore the synthetic spectrum used for voicing decision is the synthetic spectrum corre­
sponding to the selected pitch value. This is described in section 5.2.2.1. Using this spectrum, 
a voicing measure is computed for each band on which the voicing decision is made. These 
bands do not have to be single harmonic bands, they can cover a (preferably integer) number 
of harmonic bands. MBE splits the spectrum in groups of three harmonics, and performs the 
voicing decision on these groups.
The voicing measures for each band are calculated as:
bk
i'S'(m) -  5(m,o;o)P
m=ak
Where S{m)  is the original spectrum, S{m,uo)  is the synthetic spectrum corresponding to 
the selected fundamental frequency ojq and and 6^  are the lower and upper boundaries of 
the decision bands, as defined in section 5.2.2.1.
In order to produce a voicing decision for each band, the voicing measures are compared 
with a threshold function. Each band is declared voiced if its voicing measure is above the 
threshold function, unvoiced otherwise. The threshold function is designed to make use of 
some of the characteristics described above.
This threshold Ak{ujo) is defined as [21]:
^t(w o) = {a + piüo) [1.0 -  e{k -  l)wo] M { E q, E a v ,  Em i n ,  E m a x )  (5.26)
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where a  = 0.35, (3 = 0.557, e = 0.4775 are the factors that give good subjective quality and,
0.5 ; Eav < 200
(Fq +  pEmax){Eo +  Emax) E  ■ < u E■‘-'m m  ^  H'-^r
1.0 otherwise
is the adaptation factor that controls the decision threshold for voicing decisions. A good 
value for p is p = 0.0075. The parameters Eav, Emax and Emin roughly correspond to the 
local average energy, the local maximum energy and the local minimum energy respectively. 
These three parameters are updated every speech frame according to [21],
E m axiP ')  —
EaviP') — O.YEaviTi — 1) +  O.SEq
Q.hEmaxiP' 1) “b 0.5Eo ; i f  E q > Emaxi^ ~  1)
0.99^ 77702; (?% — 1) +  O.OlEo ; otherwise
(5.28)
(5.29)
E m in ip f  —  ^
Q.^EminiP' “  1) 4" O.5F 0 ; i f  E q <  Eminip ~  1)
0.975£'7777j7(n ~  1) T  0.025Fo ; i f  Eminip ~ 1) ^  E q <  2Eminip ~  1) 
1.025^ 777777 (n — 1) ; otherwise
(5.30)
5.3.3.2 M ELP M ixed Voicing
The voicing decision in MELP is performed using time-domain techniques on bandpass filtered 
versions of the original speech. The original speech is separated into 5 sub-bands, using 6*^  
order Butterworth filter, with pass-bands of 0-500, 500-1000, 1000-2000, 2000-3000 and 3000- 
4000 Hz [56].
The normalised autocorrelation is then computed at the pitch value P  for the first band, as 
well as for the range {P-5,P4-5}. The maximum of these correlations is then used as the 
bandpass voicing strength for the first band, and the corresponding lag is saved for use in 
the computation of the bandpass voicing for the remaining bands.
The bandpass voicing strength for the other bands is computed again using the normalised 
autocorrelation at the lag chosen for the first band on the bandpass filtered signal, and also 
on the time envelope of that signal. The maximum of these two autocorrelations is then
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taken as the bandpass voicing strength of the considered band.
These bandpass voicing strengths Vbpi with z =  1 , . . . ,  5 are then biased using the peakiness 
of the signal. If the signal is very peaky {Pk > 1.6), Vbpi for z =  1,2,3 are forced to 1.0. If 
it is moderately peaky {Pk > 1.34), Vbpi is forced to 1.0.
Finally, the voicing decision for each band is made using Vbpp.
• If Vbpi < 0.6, all bands are declared unvoiced
• ÏÏ Vbpi > 0.6, the first band is declared voiced, and each band i is set to voiced if 
Vbpi > 0.6, unvoiced otherwise
• The voicing combination 10001 is not allowed, and is replaced by 10000
This method, although simple, has several drawbacks. The voicing decision is not performed 
on individual harmonics, but rather on frequency bands. These bands have fixed frequency 
boundaries, and therefore spectral harmonics may be located at the boundary between two 
bands. This can lead to problems if the said harmonic is of large energy. Moreover the bands 
themselves are quite wide, either 500 or 1000 Hz, leading to crude voicing quantisation, al­
though they still require 5 bits for quantisation (one of these bits being quantised jointly with 
the pitch parameter).
Moreover the voicing decision itself only makes use of two parameters: the normalised au­
tocorrelation and the peakiness of the signal. Although providing generally good voicing 
indication, there are cases when both these parameters fail to provide a good voicing indica­
tion. More parameters are needed for reliable voicing determination.
5.3.3.3 Split-B and M ixed Voicing
The MBE voicing decision leads to a voicing indication for each group of three harmonic 
bands. Although this increases significantly the accuracy of the voicing determination over a 
hard voicing decision, it also increases the number of bits to be transm itted. Instead of need­
ing just one bit for a hard decision, IMBE requires up to 12 bits for the voicing information. 
This equates to 600 bps for a 20 ms update rate coder, which is significant.
However, experiments show that when an unvoiced band is present between two voiced bands, 
it is normally of little energy, and declaring it voiced has negligible effect on the speech qual­
ity. Moreover, in case of mixed signal, the low frequencies are generally voiced, while the high
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frequencies are generally unvoiced. As a result, it is possible to use a single frequency to split 
the spectrum in two parts: a voiced part below that cut-off frequency, and an unvoiced part 
above. Provided this cut-off frequency is carefully chosen, very little distortion is introduced 
[57]. Moreover, it can be quantised efficiently with as little as three bits. This provides a 
large bit saving over the MBE method, and still saves 2 bits over the MELP method, while 
the voicing decision bands are narrower (500 Hz instead of 500-1000Hz for MELP) . 
Deciding this cut-off frequency can be done in several ways. It is possible to set it at the 
highest frequency band declared voiced by the MBE voicing algorithm. It is also possible 
to simply count the number of harmonics declared voiced, and place the cut-off according 
to that value. However, although these methods can work relatively well, they still rely on 
hard decision made in each voicing band. The degree of voicing in each band is not taken 
into account when placing the cut-off frequency, which can lead to a very voiced band being 
declared unvoiced whereas it would have been better to declare a barely unvoiced band voiced.
A more reliable approach is to consider the voicing likelihood for each individual harmonic. 
This can be measured by estimating the degree of harmonic structure in the considered band. 
A voiced band will have a spectral shape similar to that of the spectral shape of the window 
used on the speech prior to Fourier transformation. Unvoiced bands will be of a  random 
nature. Therefore the voicing likelihood of each band can be measured as the normalised 
correlation between the considered harmonic band and the spectral shape of the window 
positioned on the harmonic location. The voicing likelihood V{1) for the harmonic is 
given by:
'6 ,  2 _  T:
<S'(m)kP(-— m  -  I Wo)
m=ai
V(l) =
JL  9 ,
o-i ai
(5.31)
Where S  is the Fourier transform of the speech, and W  the Fourier transform of the analysis 
window. Up-sampling can also be used, as in MBE, in order to improve the accuracy of V{1).
The value of V (/) is between 0.0 and 1.0, respectively corresponding to fully unvoiced and fully 
voiced cases. This value is then compared to a threshold function T(/),  as in MBE, although 
this is performed for each individual harmonic rather than on groups of three harmonics.
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Instead of performing the decision on each band, and then quantising it, it is more efficient 
to compute a matching function for each possible voicing quantisation step. This way both 
voicing determination and quantisation are performed jointly, improving the accuracy of the 
determination. This matching function M{i)  is given by:
L
-  T(l))vi(l)E{l)B(l)  (5.32)
1 = 1
This takes into account the energy of each harmonic E{1) and a bias B{1) which represents 
the perceptual weighting. For a given quantiser level i, individual voicing decisions Vi{l) will 
have values of +1 (i.e. voiced) up to the cut-off fc{i) and -1 for the higher harmonics (i.e. 
unvoiced).
For a given i, each harmonic quantised correctly, i.e. the product (V{1) -  T{1)) V i ( l )  is posi­
tive, will contribute to the total sum M(i)  proportionally to its energy E{1) and the difference 
between the voicing likelihood V(l) and the threshold T{1). Each incorrect quantisation will 
decrease the total sum. The value i maximising the function M(i)  will be selected as the voic­
ing quantisation level. The weighting B{1) is usually set to 1.0 when unvoiced (T(l) >  V{1)) 
and higher for voiced, as it is perceptually more im portant to get the voiced harmonics quan­
tised correctly.
An example of voicing likelihood and threshold function is given in figure 5.15.
It is also possible to use this weighted sum approach on the voicing measure used in MBE. 
However, the MBE approach requires the computation and generation of a synthetic spec­
trum , as described above. This is not required for the voicing likelihood method presented 
here.
However, as for the MBE and MELP voicing decision algorithms, the most im portant stage 
during Split-Band voicing estimation is the threshold function calculation. Experiments have 
shown that using a limited number of speech characteristics for the threshold com putation 
does not lead to good voicing determination. In the case of MBE, the energy alone is not a 
reliable enough voicing indication: there can be high energy unvoiced speech segments. In 
the case of MELP, the peakiness factor is not entirely reliable either: single spikes can lead 
to high peakiness, whereas they should be declared as unvoiced for optimal speech quality.
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Figure 5.15: Original speech spectrum  w ith  voicing likelihood and threshold  func­
tion . T he voicing cut-off frequency is indicated by th e long dashed line.
Likewise, the periodic similarity measure has limits: in case of pitch variations, the normalised 
autocorrelation may be quite low whereas the speech is clearly voiced.
It was found necessary to make full use of the speech characteristics described above to 
generate a satisfactory threshold function. The threshold function is generated as follows:
• Two initial threshold function are generated, linear across the spectrum. The first one 
provides the threshold value if the corresponding harmonic was voiced in the previous 
frame, and ranges from 0.4 to 0.55 for the first and last harmonic respectively. The 
second one is used if the harmonic was unvoiced in the previous frame, and ranges from
0.55 to 0.65
• The voicing threshold function is then biased using the following individual parameters:
— Low- to full-band energy ratio
— Pre-emphasis energy ratio
— Zero-crossing rate
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— Frame energy
Thresholds are set for each of these parameters, and if triggered, the voicing threshold 
function is biased towards either voiced or unvoiced.
• The voicing threshold function is then biased using the pitch value. A high number 
of harmonics present in the speech implies that the harmonic bands are narrow, and 
contain a small number of frequency bins. As a result, the voicing likelihood tends to 
increase, as the matching is performed on less points. The voicing threshold function 
needs to be biased to compensate for this effect.
• When considered individually, the speech characteristics previously discussed do not 
provide reliable enough voicing indication. However, specific types of speech inputs can 
be detected using a combination of these parameters. A number of various combina­
tions have been identified through experimentation as corresponding to either voiced 
or unvoiced conditions. The parameters are checked against these conditions, and the 
voicing threshold is biased accordingly if one of these conditions is fulfilled.
Informal listening shows that the resulting threshold function has proven more reliable than 
the simpler function used in IMBE and MELP, especially under background noise conditions.
5 .3 .4  C o n c lu sio n
In the absence of background noise, hard voicing decision can be done effectively using the 
speech characteristics presented above. However the quality of the synthesised speech is 
limited by the binary aspect of this decision. It is difficult to introduce a mixed excitation 
class using only speech characteristics. This can be done using a frequency domain tech­
nique, where the spectrum is separated in either voiced or unvoiced frequency bands. Such 
an approach also usually enhances the performance under background noise conditions. The 
proposed method can provide good mixed voicing indication using only three bits, while pro­
viding better speech quality then the hard decision methods.
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5.4 P itch and Voicing Quantisation
5 .4 .1  S in g le  F ram e Q u a n tisa tio n
Quantisation of an individual pitch parameter is usually achieved using a simple codebook. 
The pitch range and the accuracy needed for the pitch quantisation to be transparent deter­
mine the number of bits required. As the human ear is less sensitive to pitch quantisation 
errors for large values of the pitch, an exponential quantiser is used in order to give more 
accuracy to the smaller values of the pitch. W ith a typical pitch range of [15,150], and an 
exponential quantiser, 7 bits have experimentally been found sufficient to provide good pitch 
quantisation. For such a configuration, the quantisation steps are given by:
Qpitchi'^) =  15 X  ^ ^ for Ti =  0 , 1 , . . . ,  127 (5.33)
In the SB-LPC model, the voicing is represented by a single cut-off frequency, all harmonics 
being assumed voiced below this frequency, and unvoiced above. Experiments have shown 
that 3 bits are usually enough for good quantisation of this frequency, using equally spaced 
quantisation steps. No significant improvement was obtained by using an exponential quan­
tiser for the voicing. The quantisation steps are given by:
Qvoicingi')^) = Ti X. ^ ^ 3   ^^  for 71 =  0, 1, . . . , 7 (5.34)
5 .4 .2  J o in t Q u a n tisa tio n  o f  P itc h  and  V o ic in g
Using the quantisers described above means 10 bits are required to quantise pitch and voicing 
for a frame of speech. At a 20 ms update rate, this equates to 500 bits/s. Although this bit 
rate is adequate for a 2.4 kb/s or above speech coder, it is very large for a 1.2 kb /s  coder for 
example. For a meta-frame of 60 ms of speech, in a 1.2 kb/s configuration, this means 30 out 
of 72 bits available would need to be allocated to the pitch and voicing quantisation, leaving 
too few bits for a satisfactory quantisation of the remaining parameters.
However the 1.2 kb/s configuration quantises 3 frames of speech jointly. Since the pitch 
usually varies little between consecutive frames and is irrelevant for unvoiced speech, large 
savings in bandwidth can be obtained by jointly quantising pitch and voicing for these 3 
frames [43].
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5.4.2.1 P itch  Q uantisation
The proposed scheme quantises the three pitches by quantising the middle pitch individually 
using 6 bits, and the ratios between the left and the middle pitch, as well as the middle and 
the right. The middle pitch is quantised using a simple 6 bits exponential quantiser, with 
values ranging from 15 to 150 samples. The quality of this quantisation is sufficient for the 
type of speech quality expected from a 1.2 kb/s coder.
The ratios between consecutive pitches are expected to be close to 1, although occasionally 
the pitch can double or halve. Therefore the values in the ratio codebook range from 0.5 to 
2.0, with the majority of values around 1.0. Eight values are enough for this quantisation,
i.e. 3 bits. Finally, the three pitch values of a 60 ms frame are quantised, by finding the 
combination of the 3+6+3 bits, which minimises a distortion function. This is based on the 
pitch values, the frame energies, and the voicing states. This allows the three pitch values to 
be quantised using only 12 bits, causing very little distortion.
5.4.2.2 Voicing Status Q uantisation
Declaring as voiced an unvoiced frame, or as unvoiced a voiced frame, would lead to a large 
degradation of the speech quality. It is therefore im portant tha t the voicing quantiser allows 
each individual frame voicing status (voiced or unvoiced) to be exactly transm itted, although 
the exact level of voicing for voiced frames is less critical.
Since the pitch is irrelevant for unvoiced frames, some of the codewords allocated to the pitch 
values can be reserved to the unvoiced frames. One of the eight codewords of each of the 
ratio codebooks is allocated to this effect.
However it is not possible to allocate only one value for the unvoiced status in the middle 
frame codebook: if the middle frame is unvoiced and the left or right hand-side frame is 
voiced, then it is not going to be possible to quantise the pitch(es) of the side frames. There­
fore a number of codewords in the 6-bit quantiser for the middle pitch have to be reserved 
for the unvoiced status of the middle frame, each of them corresponding to a certain pitch 
value which will be used as a reference for the quantisation of the left and right pitch values. 
Due to the effect of the pitch ratio quantiser, only a small number of reserved codewords 
for the middle pitch quantiser are actually needed, as shown in Figure 5.16. Moreover, for 
a given set of ratio values, there is an optimal distance (D) between the pitch values for the
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unvoiced case in order to minimise the maximum distance (e) between the possible values of 
the side frame pitches.
Ratio
Codewords
Quantisation levels 
for the side pitch
Reserved
Codewords
M iddle Pitch Side Pitch
Figure 5.16; R elationship  betw een the step-size betw een  th e  p itch  values for th e  
reserved codew ords (D ) and the quantisation error on the side p itch  (e) (in  log 
dom ain)
This is illustrated in graph 5.17; it is clearly advantageous to select as the step-size in log 
domain between consecutive steps for these reserved codewords either the value 0.065 or the 
value 0.4, which are the two minima. Since the total range in log domain is around 2.3, a 
step-size of 0.065 would require around 35 reserved codewords, while a step-size of 0.4 only 
requires 6. Considering tha t only 64 codewords in total are available, the value 0.4 is con­
sidered optimal here. The quantisation error (e) for the side frames is close to th a t of the 
middle frame quantiser.
This leads to the final bit and codeword allocation shown in Table 5.1. Twelve bits are 
sufficient for an efficient joint quantisation of both pitch and voicing status for 3 sets of pa­
rameters, without using prediction between 60 ms frames.
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Left pitch Middle Pitch Right Pitch
Bits 3 6 3
Codewords 8 64 8
Voiced 7 58 7
Unvoiced 1 6 1
T able 5.1: B it a n d  codew ord  a llo ca tio n  for jo in t p itc h  an d  voicing q u a n tis a tio n  
5.4.2.3 V oicing C u t-O ff F requency  Q u an tisa tio n
The joint pitch and voicing status quantisation presented here only quantises the frame voic­
ing status (voiced or unvoiced) together with the pitch, but does not provide information 
about the voicing cut-off frequency in the case of voiced frames.
In the proposed scheme, a three-element vector is formed using the voicing cut-off frequencies 
of the three 20ms frames, and is then vector quantised. Since the 12 bits for the pitch and
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voicing already give the information about the voiced/unvoiced status of each frame, only 
the cut-off frequencies related to voiced frames will require quantisation. This allows the use 
of a codebook of only 3 bits to quantise the voicing cut-off frequencies with high accuracy. In 
case of unvoiced frames, these three bits are not used, and can be allocated to channel error 
concealment.
As the cut-off frequencies can only take 8 values, including the zero corresponding to the 
unvoiced case, this codebook cannot easily be trained using an LBG method: this would lead 
to codebook values lying between the 8 possible values.Moreover, the codebook values are 
only taken into account for voiced frames, making the codebook training awkward. 
Therefore it was decided to use an alternate method for the choice of the codeboôk. A 
codebook containing all possible combinations of the 7 possible non-zero cut-offs for each of 
the three frames was generated. A binary-switching method [52] was then used to find the 
subset of 8 codewords minimising a distortion measure over a speech training database. This 
training method ensures tha t the codewords only contain the pre-set cut-off values, and the 
distortion measure can be realistic, by not taking into account the unvoiced frames. 
Listening experiments show that the 3-bit codebook obtained provides near transparent quan­
tisation of the voicing levels.
5 .4 .2 .4  O verall P e rfo rm an ce
The proposed technique, as described above, enables joint quantisation of pitch and voicing 
for three consecutive frames using only 15 bits, 12 for the pitch and voicing status, and 3 
for the voicing levels, instead of the 30 bits required for the individual quantisation of each 
of these parameters. It also ensures that the voicing status of each frame is preserved, and 
introduces little distortion over the pitch and voicing levels, giving near transparent quanti­
sation of these parameters.
The bit saving is of 15 bits per 60ms meta-frame, out of a total 72 bits available for a 1.2 
kb/s coder, which equates to 250 bits/s saved. This is a very significant saving, and allows a 
lot more bits to be allocated to other parameters, such as spectral parameters, whose quan­
tisation noise is the limiting factor in the output speech quality.
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5.5 Energy
5 .5 .1  E n erg y  E stim a tio n
The time envelope of the speech in vocoders is generally modelled using an energy parameter, 
estimated once or more per frame, and the time-envelope is generated at the decoder by 
interpolating the energy parameter between frames. There are two main ways of estimating 
the energy of the speech in vocoders:
1. The simplest way is to estimate it using the energy of the speech LP residual at the 
encoder, and scale the excitation accordingly at the decoder. However the interactions 
between the LPC filter and the excitation can cause problems, as the evolution of the 
LPC filter through interpolation at the decoder generally do not match th a t of the 
synthetic excitation, resulting in energy fluctuations. The quantisation of the spectral 
shape of the LP residual can also affect the output speech scaling. Finally, changes in 
the LPC filter, caused for example by channel errors, will have an eff’ect on the output 
speech scaling, making error concealment more difficult at the decoder.
2. A better way is to estimate the energy directly on the input speech itself. Energy 
scaling can then be performed at the decoder directly on the synthetic speech. This 
solves the problems associated with using the energy of the LP residual, although the 
scaling process at the decoder is more complex. The speech energy can be estimated 
simply by computing the RMS energy of the windowed speech input at the encoder.
Although computing the energy directly on the input speech solves many problems, another 
difficulty exists at onsets, when the speech changes from low-level unvoiced speech to high- 
level voiced speech: the last set of parameters corresponding to the unvoiced speech may be 
extracted on a window containing part of the speech onset. As a result, although it will be 
declared unvoiced, the energy window will include high-level voiced speech, and the computed 
energy may be much higher than it should have been. This would lead to the transmission 
of a set of parameters corresponding to high-level unvoiced speech, which is not present in 
the original speech, and therefore distort the output speech. Conversely, a set of parameters 
corresponding to voiced speech may be computed over a window including some low-level un­
voiced speech, and therefore the energy value returned may be lower than expected, leading 
again to inaccurate reproduction of the speech envelope.
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Figure 5.18: Im proved energy extraction  versus traditional w indow -based energy  
extraction  m ethod . T he w indow-based m ethod  causes th e unvoiced part o f th e  
onset in the output speech to  have much higher energy than  th e original. T he  
proposed m ethod  has the correct am ount o f unvoiced speech.
A good solution to this problem would be to segment the speech in unvoiced and voiced parts, 
and use only the relevant speech segment when computing the energy parameter. However 
such a segmentation is not straightforward, and is complex to implement. Still, it is possible 
to alleviate these problems to some extent during the energy calculation process, by using 
the following simple process:
• In case of voiced speech, the energy of each pitch cycle is computed. This is performed 
by first locating a pitch pulse, and computing the RMS energy over windows the length 
of the pitch. If a sharp variation in the pitch cycle energies is observed, typically at a 
speech onset, then a logic is applied to take into account only the energies of the cycles 
corresponding to the majority. This means that if there are n  cycles with low energy, 
and m  cycles with high energy, only the high energy cycles are taken into account if
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m  > 71, and only the low energy cycles otherwise. The energy transm itted is the average 
of the selected pitch cycle energies. If there are no sharp energy variations, the average 
energy of all cycles present is transmitted.
• In case of unvoiced speech, the speech is divided in small segments of 10 samples, and 
their RMS energy is computed. If some of these energies are well above the average 
and are located close to the boundary of the next frame, it is assumed there is an onset, 
and they are discarded. The average in log domain of the remaining energies is then 
transmitted.
Figure 5.18 clearly shows the improvement given by the proposed method. The window used 
here is a 200-point Hamming window. The window-based method transm its an energy for 
the last unvoiced frame which includes some of the energy of the voiced onset. As a result, 
the speech decoder generates unvoiced speech with significantly higher energy than in the 
original signal, creating a noisy onset. The proposed method transm its the correct energy 
by discarding the high energy voiced speech from the energy calculation, and the resulting 
speech has a much cleaner onset.
5 .5 .2  S in g le  F ram e Q u a n tisa tio n
The energy of a frame of speech is typically calculated as a RMS of the speech signal, either 
over an analysis window, or by using the method proposed above. In order to take into ac­
count the way sound is perceived by the human auditory system, the logarithm of this RMS 
value is used for quantisation purposes. This can then be clamped between an upper and 
lower limit, and then quantised with an uniform quantiser.
The advantage of clamping for the lower values is that below a certain value, the signal is 
effectively silence, and therefore a large quantisation noise on the log value is perfectly ac­
ceptable. Conversely, the input signal of a speech coder is usually assumed to be normalised 
at a fixed level ( -26 dB from overload is normally used), which gives the maximum expected 
value of the RMS signal. Transparent quantisation of the energy under these conditions can 
usually be achieved using around 7 bits.
However, the energies of consecutive frames of speech exhibit high correlation, and it is pos­
sible to reduce the bandwidth required by the quantisation of this parameter by using a first 
order MA prediction, as described in 4.10.1. The prediction gain is plotted in graph 5.19,
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for a 20ms update rate first order MA energy quantiser. It can be seen that a prediction 
gain of up to 6 dB can be achieved with a prediction factor of around 0.7. This means that 
MA prediction is even more effective for energy quantisation than it is for LSF quantisation, 
where the prediction gain was around 3 dB at 20 ms update rate.
0Û
■ D
c
c
'co
D)
c
q
Ü
y
0)
5.0
4.0
3.0
2.0
0.0
- 1.0
- 2.0
-3 .0
—4.0
-5 .0
- 6.0
-7 .0
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Prediction factor
Figure 5.19: P rediction  gain o f first order M A  quantiser for log dom ain fram e 
energy (20 m s update rate)
In order to illustrate performance at various bit rates and various prediction factors, quan­
tisers were trained for 5, 6 and 7 bits, at a 20 ms update rate. Prediction factors of 0 (no 
MA), 0.4, 0.5, 0.6 and 0.7 were used. The WMSE are shown in table 5.2.
Table 5.2 shows that using 6 bits with MA prediction give similar performance to tha t of 7 
bits with no prediction, which is considered transparent in practice. However the table also 
shows tha t 5 bits with MA is nowhere near the performance of 6 bits without prediction. 
Therefore for our purposes, either 7 bits without prediction, or 6 bits with MA prediction 
should be used if possible.
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Prediction factor 5 bits 6 bits 7 bits
0 0.0305514 0.0109702 0.0072693
0.4 0.0210473 0.0063677 0.0032781
0.5 0.0210198 0.0065742 0.0029539
0.6 0.0219517 0.0067333 0.0031360
0.7 0.0242084 0.0082283 0.0041453
Table 5.2: W M SE  for various M A energy quantisers at a 20 ms update rate  
5 .5 .3  J o in t Q u a n tisa tio n
In the case where several frames are quantised jointly, JQ can be applied to the energy pa­
rameter in a way similar to that used for the LSF JQ-MSVQ quantisation. This can also be 
coupled with MA prediction for a 4 kb/s configuration, as for the LSF.
For a 1.2 kb/s configuration, with three energy parameters quantised jointly, it is also possible 
to use JQ-MSVQ quantisation. However, in order to keep codebooks and complexity as small 
as required, it is also possible to use alternate schemes. One such scheme consists in form­
ing one three-element vector with the energies of three consecutive frames, and normalising 
it. The average energy can then be quantised with a 6-bit quantiser, while the normalised 
three-element vector, i.e. the shape of the energies, is vector quantised using another 6 bits. 
Such a scheme provides accurate quantisation of three energies using only 12 bits, providing 
a useful bit saving in the case of a 1.2 kb/s coder.
5.6 Spectral Am plitudes
Most of the spectral characteristics of the speech is usually modelled by a 10*  ^ order LPC 
filter in a sinusoidal coder. However, this modelling is not perfect, and cannot represent all 
the spectral information of the input signal. Therefore it is necessary to quantise the LP 
residual signal to obtain good speech quality at the decoder. As mentioned in the description 
of the SB-LPC coder, the residual signal is represented by a set of values, one per harmonic 
band for voiced speech, or a fixed number for unvoiced speech.
124
Chapter 5. Pitch, Voicing, Energy and Spectral Amplitudes
5 .6 .1  S p ec tra l A m p litu d e s  C a lcu la tio n
The spectral amplitudes are determined as the amplitudes Ai{ujo) of the harmonics compos­
ing the spectrum for voiced harmonic bands, as described in section 5.2.2.1. For unvoiced 
bands, the rms value of the speech present in each harmonic band is used instead, using the 
adequate normalisation factor to cater for the presence of the windowing.
5 .6 .2  Q u a n tisa tio n
The number of harmonics present is a function of the pitch, given by:
^  ~  8000 ^
where P  is the pitch period expressed in number of samples, 8000 is the sampling frequency 
in Hz, and fc is the cut-off frequency, typically 3700 Hz. This gives:
L = 0.4625 P  (5.36)
This equation points to one of the difficulties of spectral amplitude quantisation: the length 
of the vector to be quantised is variable. Moreover, considering tha t the pitch range used in 
the SB-LPC coder is 15 to 150 samples, the length of this vector can vary from 7 to 70. As 
a result, normal vector quantisation schemes cannot be used in this case.
The simplest solution to this problem is to assume that the LP modelling is good enough, 
and that therefore the spectral amplitudes are fiat. Since they are normalised in the SB-LPC 
coding process, they are all assumed to be equal to one. As a result, no bits are needed to 
quantise them, and the decoder simply assumes them to be all unity. This has the advan­
tage of being simple and not requiring any bits, but the quality of the speech is obviously 
affected. However, for very low bit rate applications such as a 1.2 kb /s coder, this solution 
is acceptable.
Most applications require a higher speech quality than what is achievable without quantising 
the spectral amplitudes. Quantisation schemes able to cope with the variable length vector 
have to be used. It is possible to use techniques such as variable dimension VQ [58]. However 
they usually require large amounts of storage due to the large maximum length of the spectral
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amplitudes vector, and require a large number of bits to provide good performance. This is 
usually too many bits for a low bit rate application.
Another way is to use the characteristics of spectral amplitudes, and construct a fixed length 
vector from the original input vector. This can then be easily quantised with a straightfor­
ward vector quantiser, and is described in section 5.6.4.
Such schemes introduce distortion in two ways:
• distortion due to the transformation to a fixed length vector
• distortion due to the quantisation of this fixed length vector
Distortion due to the quantisation of the fixed length vector is usually easy to fix, by allo­
cating more bits to the quantiser. However, the transformation from variable to fixed length 
has to be chosen carefully, as in practice it turns out to be the largest cause of distortion. 
Several such schemes are presented here.
5 .6 .3  F ix ed  L en g th  C o d in g
This method is the simplest available, and has been used in various coders [10] [34]. It uses 
the fact that low frequencies are perceptually more im portant than high frequencies, and 
therefore the spectral amplitudes corresponding to the low frequency harmonics should be 
quantised better than the rest. The technique simply consists in quantising only the N  first 
spectral amplitudes with a vector quantiser using appropriate weighting, the rest being set 
to unity. A typical value of N  is around 10, and around 8 to 10 bits are usually used for 
quantising this vector.
The transformation from the variable dimension vector x  to the fixed dimension vector z  is 
simply given by:
z{n) = x{n) for n =  1 ,... ,N (5.37)
Padding to unity is used if the number of harmonics is less than the length of the fixed vector.
As an example, the MELP coder at 2.4 kb/s quantises 10 harmonics using 8 bits, the weighting 
function being constant and putting more emphasis on the low frequencies (using a Bark-scale
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measure).
However this technique has got severe shortcomings. For female speech, where the total 
number of spectral amplitudes is low, a large portion of the spectrum is included in the quan­
tisation, leading to good speech quality. However, in the case of male speech, the number of 
harmonics can be large (often over 30 or 40). As a result, for a pitch of 80 for example, only 
the harmonics corresponding to frequencies below 1 kHz will be included in the quantisation 
process. This leads to severe quality degradation. This quantiser does not make much use of 
the characteristics of spectral amplitudes, and as a result does not provide very good speech 
quality.
This technique is simple to implement, and is adequate when only a small number of bits 
can be allocated to the amplitudes quantisation. But it loses too much quality in the trans­
formation from variable to fixed vector length to give good results.
5 .6 .4  M el-S c a le  T ran sform ation
This technique consists in transforming the original spectral amplitudes vector by dividing 
the spectrum into a certain number of frequency bands, and averaging the spectral amplitudes 
falling in each band to provide a single value per band. The bands are defined using a mel- 
scale measure to take into account the variable sensitivity of the human ear depending on 
frequency [59]. In theory, the resulting bands are of equal perceptual importance, giving 
better quantisation performance. An advantage of this technique over the previous one is 
that all spectral amplitudes are taken into account, and none is discarded arbitrarily. This 
is useful especially for male speech, where the number of harmonics is large.
The transformation from the variable dimension vector x  of length L  to the fixed dimension 
vector z of length N  is given by:
z{n) =
where x{k) and z{n) denote the and elements of the vectors x and z respectively, 
and In and u„ denote the lower and upper harmonic bounds of the spectral component, 
according to the mel-scale measure.
These are given by =  [ L ^  -  0.5] and =  [ L ^  -  1.5] ( with =  L -  1).
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The quantisation of the fixed vector z can then be achieved through simple vector quantisa­
tion, or through more complex schemes involving inter-frame prediction, as presented in [59]. 
This warping technique should ideally be near transparent, provided there are enough bands 
in the fixed vector. W ith enough bands, the human ear will not be able to differentiate 
frequencies within a given band, giving the desired result. However in practice, the number 
of bands needed to achieve this turns out to be very large. Although reasonable quality is 
obtained for relatively small values of N, typically 12, more bands are necessary for obtaining 
really good speech quality, often in excess of 20 for male speech. As a result, many bits are 
needed to accurately quantise these 20+ values.
As a result, this technique can be used to provide high speech quality for high bit rates, but 
is not so efficient.
5 .6 .5  A m p litu d e s  P ick in g
The amplitude quantisation schemes described above do not perform too well in practice. 
The reason is usually not the quantisation of the fixed vector, but rather tha t the variable to 
fixed length transformation introduces too much distortion. This is an im portant problem, as 
the quality of the spectral amplitudes quantisation is usually a strong limiting factor in the 
output speech quality of sinusoidal speech coders. One of the reasons they do not perform 
well is because they do not take into account the characteristics of spectral amplitudes, apart 
from the fact tha t low frequencies are perceptually more im portant than high frequencies. 
However, a number of properties of the spectral amplitudes can be used to develop a suitable 
spectral amplitudes quantiser:
• O utput speech is produced by passing the excitation reconstructed using the spectral 
amplitudes through an LPC filter. This means that the spectral amplitudes located 
below the main formants in the LPC spectrum will have more importance in the syn­
thesised speech than the ones located in the valleys of the LPC spectrum. This should 
be taken into account when quantising the fixed length vector, through appropriate 
weighting, but ideally also in the transformation from variable to fixed length vector.
• Spectral amplitudes represent the left-over information in the signal after the LPC 
modelling has removed most of it. If the LPC modelling was perfect, then the spectral 
amplitudes would be fiat. Therefore, areas in the spectrum where the LPC modelling is
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poor will have a lot of information left in the spectral amplitudes. These areas should 
be targeted in priority during quantisation.
• Experiments show that using unquantised LSF makes the spectral amplitudes quanti­
sation much easier. The quality degradation when both LSF and spectral amplitudes is 
quantised is much higher than when only one of these parameters is quantised. There­
fore the areas where LSF quantisation is introducing distortion should be given greater 
importance.
• Finally, the fact tha t low frequencies are perceptually more im portant than high fre­
quencies should be taken into account, both during the quantisation and the variable 
to fixed length transformation. In particular, the very low frequencies, where the LPC 
modelling is usually not good, benefit from particular attention. Experiments show 
that it is beneficial to quantise the first two harmonics accurately.
In order to solve the problems mentioned above, the proposed method consists in selecting 
a certain number of spectral amplitudes to be quantised from the original variable length 
vector, based on the frequency response of the corresponding LPC filter. The other spectral 
amplitudes are deemed to be of little perceptual importance, and are simply assumed to be 
equal to one. This method will be referred to as the amplitudes picking (AP) method in the 
following.
After selection of the im portant spectral amplitudes, they are grouped in a vector, ideally of 
fixed length, and quantised using a vector quantiser. The index obtained is then transm it­
ted. If the selection process was based on information available only at the encoder, then 
the position of each selected amplitude would need to be transm itted to the decoder. This 
would represent a very large number of bits. However, if the selection algorithm uses only 
information available at the decoder, such as quantised pitch, voicing and LPC parameters, 
then it is possible to run it again at the decoder, and therefore obtain the positions of the 
selected amplitudes without transm itting any extra bits.
Experiments have shown that the most important spectral amplitudes, which should be 
selected by the AP algorithm, are:
• The first 2 spectral amplitudes, since the LP modelling can be bad in this area.
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• The spectral amplitudes located under a peak in the LPC filter frequency response: 
this ensures the formants are well represented.
• The spectral amplitudes located either side of a peak in the spectrum: it was noticed 
tha t one of the effects of LSF quantisation is to slightly alter the position of the peaks 
in the spectrum , as well as their shape. As a result, the sides of the peaks in the LPC 
spectrum may not model very well the original speech spectrum, resulting in significant 
residual information in the spectral amplitudes located in these areas.
• The spectral amplitudes corresponding to valleys in the spectrum are not so important, 
and can therefore be assumed to be equal to one.
• Spectral amplitudes corresponding to unvoiced parts of the spectrum are not very im­
portant. When the frame is fully unvoiced, they can simply be grouped in a fixed 
number of bands. When the frame is partly unvoiced, they can all be set to a single 
fixed value.
Selecting amplitudes according to the technique described above leads to a variable to fixed 
length vector transformation which is near transparent, and give speech quality very close 
to tha t obtained with the original spectral amplitudes. However, since the 10*  ^ order LPC 
spectrum can exhibit up to 5 peaks, there can be as many as 17 values to quantise, which is 
quite large: experiments show that 1 to 1.5 bit is necessary to represent a spectral amplitude 
accurately with a vector quantiser. This would result in too many bits allocated to the 
spectral amplitudes, compared with the other parameters. However, it is possible to discard 
more amplitudes, by selecting the most important ones, depending on the number of peaks 
in the spectrum.
This leads to the final AP algorithm, as follows:
1. Normalise the original spectral amplitudes vector x:
^(0 =  ~ r = f = =  (5.39)
where L is the number of harmonics present in the spectrum.
2. Compute the LPC filter frequency response sampled at the harmonic locations. This 
can be achieved with a simple FFT of 128 points, followed by sampling. Alternatively,
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in order to reduce complexity, it is possible to compute the frequency response of 
the inverse LPC filter: the impulse response of the inverse filter, which is FIR, only 
contains 11 non-zero values for a 10^  ^ order LPC filter. These values are effectively 
the coefficients of the LPC filter. Large complexity savings can then be obtained by 
computing the DFT of this signal, as it needs only 11 multiply-add per frequency bin. 
The norm of this DFT is then inverted to recover the frequency response of the actual 
LPC filter. The sampled LPC frequency response is given by:
^PshapeiP) — 1/
11
E —j 27t nxfclpc[n\ X e 128
n=0
(5.40)
Where k — +  0.5J, P  is the pitch in samples, and Ipc are the coefficients of the
LPC filter, starting by 1.
3. Bias the frequency response towards low frequencies:
I
^Pshapei}) — J'Pshapei )^ ^ (1 ~  ~^) (5.41)
This will not have a noticeable effect on the detection of the peaks of the spectrum, 
but ensures that the low frequency spectral amplitudes are favoured in the subsequent 
selection process.
4. If the frame is fully unvoiced, then the spectrum is split into 7 bands, and the spectral 
amplitudes are averaged in each band, using Ipshape as a weighting factor. A weight for 
each band for the quantisation is also derived by averaging Ipshape in each band.
5. If the frame is at least partly voiced, the first two spectral amplitudes are selected. 
Then the main 2 peaks in the spectrum are detected. They are defined as the two 
largest maxima of Ip shape- Finally, the two spectral amplitudes corresponding to the 
highest remaining values of Ipskape are selected: they usually tu rn  out to be the values 
located around the main peak. If there is only one peak in the spectrum, then the three 
largest remaining values are used. Finally, the average of the remaining amplitudes is 
computed. These selected amplitudes are joined together, to form a 7 elements vector:
• The first two spectral amplitudes
• The two spectral amplitudes under the main peaks (only one if there is only one 
peak
• The two (or three) spectral amplitudes corresponding to the maximum values left 
in Ipshape
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• The average of the rest 
Care is taken not to select the same location twice.
6. A weighting vector is formed using the values of Ipshape a t the selected locations, and 
the average of Ipshape for the last element (corresponding to the spectral amplitudes 
which have not been selected).
7. A vector quantiser is used to quantise the seven element vector, using WMSE. In the 
case of a 2.4 kb/s coder, 9 bits have been found sufficient for good quantisation. In 
the case of a 4 kb/s coder, joint quantisation can be used, and the two seven element 
vectors can be quantised together, using 16 bits. A MSVQ quantiser with 4 stages of 4 
bits is then used, to keep complexity and memory requirements low.
The proposed AP quantisation technique has been compared to the other techniques described 
in this document, and has been found to provide much better speech quality, although not 
as good as when using the original unquantised spectral amplitudes.
5.7 Conclusions
This chapter has presented the fundamentals of speech parameter extraction as used in mod­
ern vocoders. Pitch and Voicing estimation is an open problem, but by combining several 
approaches, it has been possible to devise algorithm giving good results and which outperform 
other well-known techniques. Efficient parameter quantisation schemes have also been pre­
sented, which allow good quality speech to be produced using only a limited bit-rate. These 
various techniques have been used in several applications of the SB-LPC coder, presented in 
Chapter 6.
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Chapter 6
Applications
6.1 Introduction
A Split-Band LPC model has been presented in chapter 3, together with param eter extraction 
and quantisation techniques in chapters 4 and 5. Several different coder configurations can 
then be obtained, by combining some of these techniques, to provide the best solution for 
given applications.
Three different versions of the Split-Band LPC coder have been designed and subm itted as 
candidates for three standardisation efforts. Each of these standardisation efforts targets a 
different application, and therefore the combination of techniques used for each of these three 
versions is different. These three standardisation efforts are:
• ITU-4 4 kbps for fixed/wireless multimedia applications
• NATO STAN AG 2400 bps/1200 bps for military applications
• ETSl GSM-AMR for mobile telephony
In this chapter, the constraints introduced by the use of an erroneous channel are discussed, 
and the three coders submitted for standardisation are presented.
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6.2 Error Resilience
6.2.1 Frame Erasures and Bit Errors
Apart from voice storing systems, most applications of speech coders imply the transmission 
of compressed voice over a communication channel. For low bit rate speech coders, this chan­
nel is often a mobile or satellite channel, which usually exhibit fairly high bit error rates. 
Depending on whether the system is packet based, on the type of channel coding used, and 
the characteristics of the transmission channel, the channel errors can manifest themselves 
in two ways from the speech coder point of view. Firstly, complete frames of speech may be 
lost. This can for example be due to packet losses in packet based networks, or to the use of 
convolutional channel coders, which tend to corrupt large chunks of data when the decoding 
fails. Secondly, individual bits may be corrupted. This happens in most environments, and 
especially when no channel coding is used.
These two types of errors, i.e. frame erasures and bit errors, have very different impact on 
the speech coder. Frame erasures are usually detected by the network, and signalled to the 
speech decoder. Therefore the speech decoder knows tha t the packet is invalid, and does not 
attem pt to generate speech using corrupted data. It can then simply extrapolate parameters 
based on the previous sets of correctly transm itted data, trying to predict their evolution over 
the missing frame [60]. Very simple extrapolation techniques can be used, and the impact on 
overall speech quality can easily be kept to a reasonable level. A coder such as the SB-LPC, 
which does not make use of long term predictors (as opposed to a CELP for example), can 
withstand relatively high levels of frame losses without significant effect on the speech qual­
ity. For example, a 4 kb/s SB-LPC can tolerate 3% random frame erasures with virtually no 
quality loss. Consequently, frame erasures are usually easily dealt with, and do not pose too 
many problems in actual implementations of SB-LPC based systems.
Individual bit errors pose different problems. One of the main ones is tha t they are usually 
not detected by the network, and therefore the speech coder is not aware that the parameters 
is received are corrupted. It will then decode them, and attem pt to generate speech using 
these unsuitable data, resulting in poor speech quality.
There are two main ways of tackling this problem. One technique consists in trying to detect 
these bit errors. This can be done by using Cyclic Redundancy Check (CRC) bits on the pa­
rameter to protect: at the cost of an increased bandwidth, individual errors can be detected,
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and the affected parameter can be treated as in the case of frame erasure. It is also possible 
to use knowledge about the nature of human speech to detect unnatural evolutions of some 
parameters, which are then attributed to channel errors. No extra bits are then required for 
error detection. This is especially applicable to the speech energy parameter, which normally 
varies smoothly. Obviously, the encoder also needs to ensure that the quantisation levels it 
selects meet the requirements of the energy evolution checking mechanism at the decoder. It 
is possible to significantly reduce the distortion induced by channel errors suing such tech­
niques.
The other way of tackling the problem of individual bit errors consists in arranging the code­
books in such a way that a bit error will end up in the selection of a quantisation level as 
close as possible to the initially. This technique, called Index Assignment (lA) is described 
in the next section.
6 .2 .2  In d e x  A ss ig n m en t
The way quantisation levels are assigned to codewords does not affect the quantisation noise 
of a quantiser. However, in the presence of channel errors, this assignment has a direct effect 
on the distortion induced by bit errors. In order to minimise this distortion, the codebook 
should be organised in such a way that codewords which are more likely to be confused should 
correspond to close values of the parameter being quantised. The process of organising the 
codebooks in such a way is referred to as Index Assignment (lA), or sometimes Pseudo-Gray 
coding [52].
There are L! ways of ordering a codebook with L codewords. Many orderings give the same 
overall distortion, as circular rotation or switching of a given bit in the codebook does not 
affect the overall distortion under errors of a given codebook. Therefore, a codebook with L 
codewords and B bits, with L = 2^,  can be arranged in different ways [49].
For B =  5, one of the smallest number of bits generally used for vector quantisation, this 
yields =  8.2 * 10^  ^ combinations. Therefore it is not possible to try  all possible order­
ings and find the optimal one. However, there are heuristic ways of finding a good ordering 
which improves significantly the performance of the quantiser under erroneous channel con­
ditions [49].
The most popular method is known as “Binary Switching Algorithm” (BSA) [52]. An initial 
random index assignment is used. A cost function is computed for each of the codevectors,
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based on the distortion introduced when this codevector is hit by possible bit errors. This 
can be for example the MSE between the original codevector, and each of the B  codevectors 
which will be decoded in its place if one error occurs on the index. The total cost function is 
also computed as the sum of the cost functions for all codevectors.
The codevector with the highest cost function is selected to be switched first.The total cost 
function is then computed for each possible temporary switch between the selected codevector 
and another codevector. The switch which yields the lowest total cost is then made perma­
nent, provided it is an improvement on the initial total cost. This process is then repeated 
for all codevectors.
The whole BSA process can then be iterated to maximise the performance of the assignment. 
This process does not necessarily find the overall optimum assignment, however it usually 
provides good sub-optimal solutions. The improvement given by the lA process depends a 
lot on the initial codebook, but very large gain in performance under error conditions can be 
obtained compared to a random assignment.
6 .2 .3  U se  o f  lA  for E rror D e te c t io n
Although the use of lA significantly improves the synthesised speech quality of a coder in 
channel errors condition, the impact of errors on certain parameters can sometimes not be 
recovered by lA. Experiments have shown that at 1 % BER, lA is able to keep most speech 
parameters under control, i.e. the synthesised speech stays intelligible. However, the speech 
energy parameter is very sensitive to errors, as a “blast” can be produced in the speech output 
if the energy parameter is corrupted. This is even more pronounced if MA prediction is used 
to reduce the bit rate. These “blasts” are very large variations of the speech energy, where 
the volume of the speech increases very sharply for a short time, and are very uncomfortable 
for the listener.
Due to the sensitivity of the energy parameter to random bit errors, one solution is to protect 
it using an extra parity bit. This way, a single error can be detected, and the incorrect energy 
may be discarded. However, this will only work if only one error occurs. If two errors occur, 
a very large distortion of the speech may happen. Assuming a completely random bit error 
pattern, the 6-f-l bit energy parameter will be hit by two or more errors with a probability 
of C'y * BER"^ % 2.10“ ^. W ith an update rate of 20 ms, i.e. 50 frames per second, 1% BER 
corresponds to a hit by two or more errors once every 10 seconds. This will very significantly
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affect the speech quality. It is of course possible to affect more bits to the error detection, 
but the cost in terms of bandwidth starts to be significant for a 2.4 kb/s coder for example, 
where only 48 bits are available every 20 ms.
Another issue with the use of a parity bit is that each time the parameter is hit by a single 
error, the parameter is discarded, and its value extrapolated from the past received values. 
However, at 1% BER, this means that in average 1 in every 14 values is discarded. If a first 
order MA predictor is used with a 20 ms update rate, two consecutive values, i.e. 40 ms, are 
lost on average every 280 ms, i.e. more than three time per second. As a result, speech will 
be significantly affected: it is not possible to extrapolate the energy parameter correctly if 
the energy varies a lot, and therefore some onsets will be completely lost.
A much better method consists in using lA together with the concept of error detection: it 
is more im portant to detect errors leading to a large speech degradation, rather than the 
errors which will barely affect the speech. This is done by allocating a number of codewords 
corresponding to an erasure. For example, for an energy parameter encoded with 6 bits, i.e. 
64 levels, another 64 erasure codewords can be determined, giving a total of 128 codewords,
i.e. 7 bits. A BSA can then be applied on these 128 codewords, where the cost function 
takes into account the fact that a detected erasure causes much less speech distortion than 
an undetected error. The resulting codebook uses 7 bits, i.e. the same as when a parity bit is 
used, but is much more error resilient. It can detect several errors for im portant codewords, 
although it cannot detect any when the speech degradation will be small anyway. More­
over, since most of the error detecting abilities of the extra bit are concentrated over a small 
number of codewords corresponding to high speech energy, extrapolation of data  needs to be 
performed less often, which increases speech quality. Finally, each of the erasure codewords 
can be attributed a value corresponding to the average value of the valid codewords close to 
that erasure codeword. When an erasure is detected, this value is an indication of the original 
value of the transm itted parameter. Although it is of course not very reliable, it can be used 
during the parameter extrapolation process which occurs when an erasure is received. This 
is especially useful when MA prediction is used, as it can be used as the prediction for the 
next frame with relatively little risk of blasts in the speech.
An example of such a codebook is given in table 6.1, where a 6-bit log domain energy quan­
tiser is protected with one extra bit. It can be seen that the im portant codewords are well 
protected against errors: codeword 0000001 for example, which corresponds to the highest
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Code Value Code Value Code Value Code Value
0000000 E: 1.096 0100000 E: -0.459 1000000 E: -0.522 1100000 -0.863
0000001 1.979 0100001 E: 1.135 1000001 E: 1.979 1100001 E: -0.443
0000010 0.213 0100010 -0.056 1000010 -0.159 1100010 -0.500
0000011 E: 0.988 0100011 E: 0.160 1000011 E: 0.011 1100011 -0.195
0000100 E: 0.401 0100100 E: -0.460 1000100 -0.405 1100100 -0.795
0000101 1.598 0100101 E: 0.711 1000101 E: 0.225 1100101 -0.271
0000110 E: 0.220 0100110 -0.126 1000110 -0.314 1100110 -0.671
0000111 1.201 0100111 E: 0.410 1000111 E: 0.188 1100111 -0.233
0001000 E: 0.018 0101000 E: -0.064 1001000 -0.451 1101000 -1.019
0001001 E: 1.202 0101001 0.755 1001001 E: -0.000 1101001 E: -0.074
0001010 0.185 0101010 0.072 1001010 -0.091 1101010 E: -0.551
0001011 E: 0.496 0101011 0.462 1001011 0.156 1101011 0.041
0001100 E: 0.376 0101100 E: -0.103 1001100 -0.610 1101100 -1.197
0001101 1.363 0101101 0.991 1001101 E: 0.376 1101101 E: -0.159
0001110 E: 0.302 0101110 E: 0.250 1001110 -0.360 1101110 E: -1.148
0001111 1.080 0101111 0.805 1001111 E: 0.292 1101111 E: 0.204
0010000 E; -0.034 0110000 E: -0.366 1010000 -0.731 1110000 -1.403
0010001 E: 0.981 0110001 0.672 1010001 E: -0.055 1110001 E: -0.366
0010010 0.267 0110010 E: -0.116 1010010 E: -0.298 1110010 -1.106
0010011 0.561 0110011 0.432 1010011 0.241 1110011 E: -0.157
0010100 0.010 0110100 E: -0.254 1010100 -0.553 1110100 -1.296
0010101 E: 0.607 0110101 0.525 1010101 -0.022 1110101 E: -0.266
0010110 0.128 0110110 E: -0.279 1010110 E: -0.432 1110110 -1.521
0010111 E: 0.542 0110111 0.403 1010111 0.100 1110111 E: -0.313
0011000 0.319 0111000 E: -0.233 1011000 E: -0.526 1111000 -1.653
0011001 0.712 0111001 0.634 1011001 0.293 1111001 E: -0.242
0011010 0.374 0111010 E: -0.217 1011010 E: -0.295 1111010 -1.807
0011011 0.597 0111011 0.493 1011011 0.346 1111011 E: -0.232
0011100 E: 0.079 0111100 E: -2.020 1011100 -0.934 1111100 -2.020
0011101 0.922 0111101 E: 0.768 1011101 E: 0.065 1111101 E: -2.020
0011110 E: 0.454 0111110 E: -2.366 1011110 E: -1.220 1111110 -2.366
0011111 0.862 0111111 E: 0.641 1011111 E: 0.436 1111111 E: -2.366
Table 6.1: E nergy quantisation table (in log dom ain) using lA  for error d etection . 
Erasure codew ords are indicated by E:, followed by th e estim ated  value to  use 
for param eter extrapolation
value in the codebook, will generally lead to an erasure if hit by one error (in one case it 
can become the second highest value in the codebook). However a less im portant codeword, 
1100101 for example, is much less protected.
The performance of such a scheme is shown in graph 6.1, where it is compared to the per­
formance without protection, and with a simple parity bit. The bit error pattern  used is the 
same in all three graphs. The performance obtained using lA for error detection is clearly 
superior to that obtained with a parity bit, for the same total number of bits (7). As ex­
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pected, both are far superior to what is obtained without error protection.
40000.0
Original Energy Parameter 
Energy with no error protection30000.0
20000.0
10000.0
0.0
- 10000.0
0.0 50.0 100.0 150.0 200.0
40000.0
Original Energy Parameter 
Energy with a parity bit30000.0
20000.0
10000.0
0.0
- 10000.0
0.0 50.0 100.0 150.0 200.0
40000.0
—  Original Energy Parameter 
- - -  Energy using lA for error detection30000.0
20000.0
10000.0
0.0
- 10000.0
0.0 50.0 100.0 200.0150.0
Figure 6.1: Original energy param eter com pared w ith  reconstructed  energy under  
1% B E R . Top: energy quantised w ith  6 b its, no protection . M iddle: E nergy  
quantised w ith  6 b its +  one parity b it, i.e. 7 bits. B ottom : E nergy quantised  
using lA  for error detection , using 7 bits.
Overall, by using these various techniques jointly, it is possible to greatly enhance the perfor­
mance of speech coders under erroneous channel conditions. W ith only one bit of redundancy
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per 48 bits frame, it is possible to maintain understandability of a 2.4 kb /s coder under up 
to 3% random frame erasures, and 1% bit error rate.
6 .2 .4  C h a n n el C o d in g
When the communication channel is very erroneous, which is typically the case of a mobile 
channel, lA techniques as presented above are not sufficient to maintain decent speech qual­
ity. The bitstream needs to be more protected, and this is achieved through channel coding. 
The channel coding schemes used for such applications vary a lot depending on the channel 
and the speech coding scheme used. Generally a combination of convolutional coding and 
CRC for error detection are used. The bits are usually prioritised, to ensure tha t most of the 
error correction abilities of the channel coder used are concentrated on the most im portant 
bits produced by the speech coder. A number of CRC are used in order to detect corrupted 
parameters, which can then be efficiently substituted at the speech decoder side.
Due to the nature of convolutional coders and the nature of mobile channels, errors on the 
speech bit pattern usually occur in large bursts. That is, the channel decoder usually decodes 
properly the received bitstream, but when it fails, large chunks of data get corrupted. As 
a result, lA techniques are not really useful, as they are only designed to cater for a small 
number of errors over a given speech parameter. The use of CRC for error detection is the 
best way to conceal errors at the speech decoder.
An example of channel coding configuration is given in section 6.5, for a SB-LPC coder using 
a half-rate CSM channel.
6.3 ITU-4 Candidate
Prom ITU document [61]: "During the 1993-1996 study period, ITU-T specified the C.729 
speech coding algorithm, which is able of encoding speech signals at toll quality at 8 kb/s. 
The increasing use of wireless access and circuit- and packet-switched multimedia applica­
tions, such as low bit rate video telephony, motivates the standardisation of an algorithm 
with equivalent performance at bit rates around 4 kb it/s” .
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As a result ITU-T decided to set-up a competition for a 4 kb/s coder, which would fulfil a 
strict list of specifications. A coder based on the SB-LPC coder was designed according to 
these requirements, and was submitted to ITU as a candidate for testing in 1999.
6 .3 .1  R eq u irem en ts
The design requirements are described in details in [62]. The main requirements are as follows:
• Clean speech quality:
— At -26 dBov: not worse than C726 at 32 kbit/s at -26dBov ( i.e. -26dB from 
overload)
— At -16 dBov: not worse than C726 at 32 kbit/s at -26dBov ( i.e. -26dB from 
overload)
— At -36 dBov: not worse than C726 at 32 kbit/s at -36dBov ( i.e. -26dB from 
overload)
• Noisy speech quality not worse than C729 with :
— car noise at 15 dB SNR
— babble noise at 30 dB SNR
— interfering talker at 20 dB SNR
• Erroneous channel performance:
— random errors at 10“  ^ BER: no requirement, objective is better than C726 at 32 
kbit/s under 2.10~^ BER at -26dBov
— Detected frame erasures, 3% random: not worse than C729 under same conditions 
at -26dBov
• Tandeming performance: 2 asynchronous tandems not worse than 3 asynchronous C729 
tandems
• Frame size: it must be 20ms or an integer sub-multiple of 10ms
• Delay: one way algorithmic delay must be less or equal to 55 ms
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• Complexity and Memory: low enough to enable real-time implementation on a com­
mercially available single-chip DSP
The other requirements are relatively minor, and are expected to be met by a candidate 
meeting the above listed requirements.
6 .3 .2  D e s ig n  o f  th e  C a n d id a te
The error requirements mean there is no need for channel coding: lA is sufficient to tackle 
the random BER condition. The frame erasure condition is not a problem either as the 
erasures are signalled. Therefore all 4 kbit/s can be used for source coding. This is one of 
the strengths of the SB-LPC algorithm, in that no Long-Term Prediction is used. Therefore 
errors can be recovered much quicker by the SB-LPC than by a CELP coder for example. In 
order to maximise quantisation efficiency, it is best to use the largest allowed frame size, i.e. 
20 ms. This allows parameters to be extracted every 10 ms and two sets can be then jointly 
quantised, as this provides much better speech quality than with only one analysis per 20 
ms. The delay constraint requires a one way algorithmic delay not greater than 55 ms, this 
equates to a maximum 15 ms look-ahead for a 20 ms frame size. This look-ahead equates to 
120 samples at 8 kHz sampling rate, which implies that the maximum analysis window should 
be no longer than 240 samples. This is illustrated in figure 6.2. The param eter estimation 
techniques described in Chapters 4 and 5 can therefore be used as the largest window used 
is the pitch estimation window, of length 239.
Since two sets of parameters are extracted every 20 ms, joint quantisation techniques can be 
applied. Therefore the MA-JQ-MSVQ quantisation technique described in section 4.10.6 is 
used here to quantise the 2 sets of LSF using a total of 36 bits. The spectral amplitudes are 
quantised using the AP quantisation technique described in section 5.6.5, jointly quantising 
the two sets jointly using 16 bits, via a 4 stages MSVQ quantiser. The pitch is quantised using 
a simple differential scheme, where the pitch corresponding to the higher energy speech is first 
quantised with a 7-bit exponential quantiser, and the difference between the secondary pitch 
and the main pitch is coded with a 5-bit linear quantiser, using the fact tha t the pitch does 
not normally vary much within 10 ms. Similarly, energies are jointly quantised, whereas the 
voicing values are individually quantised. Particular attention has been given to the energy
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Analysis windows 
for the current frame
Second set of parameters
First set o f parameters
Look-Ahead
Delay
15 ms
20 msSpeech input buffer
10 ms 10 ms
Speech output buffer
Previous frame Current frame Next frame
Figure 6.2; Illustration  o f delay and look-ahead for th e  IT U  4 k b it /s  candidate
quantiser training, in view of the fact that speech quality is tested not only at nominal level, 
but also at -16 dBov and -36 dBov. The bit allocation is given in table 6.2.
Parameter Number of bits per 20ms
LSF 36
Pitch 7+5
Voicing 3+3
Energy 10
Amplitudes 16
Total number of bits 80
Table 6.2: B it allocation  for th e IT U  4 k b it/s  candidate. Tw o sets o f param eters  
are quantised jo in tly  every 20 ms.
Finally, a front-end noise pre-processor was used to enhance the speech quality in background 
noise conditions, since the rules of the competition allowed it.
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6 .3 .3  P er fo rm a n ce
The candidate was submitted to ITU for testing in 1999, among a total of 15 candidate 
coders. None of the coders managed to pass all conditions, and the selection process was 
therefore postponed.
The coder performed well under error conditions and tandeming conditions. However clean 
speech performance was not as good as expected. The quantisation of the spectral amplitudes 
was traced as the main cause for quality degradation, as the coder provides near-transparent 
quality with unquantised spectral amplitudes, which shows the adequation of the model and 
of the parameter extraction techniques used. Similarly, noisy background performance is 
affected by the quantisation issue.
6 .3 .4  C o n c lu sio n
The speech production model used in the candidate developed for ITU-4 has shown high 
performance, especially in its unquantised version. The quantisation of spectral parameters 
is the limiting factor in terms of speech quality, especially the spectral amplitudes quantisa­
tion. Although the Amplitudes Picking technique used for spectral amplitudes quantisation 
provides better performance than the other techniques available, it still does not provide 
transparent quality at the bit rate used. However, updated quantisers for both the LSF and 
spectral amplitudes have significantly improved the performance of the quantised version, 
making it close to that of the unquantised coder. It is expected tha t this updated version 
will give better test results than previously.
6.4 NATO 1.2 /2 .4  kbps Candidate
NATO military communications require high quality, reliable and interoperable communica­
tions that support both the tactical and strategic commander as they pursue NATO military 
missions. Currently, the performance of in-place voice coding algorithms is unacceptable in 
the harsh tactical acoustic conditions where NATO Commanders operate (such as tracked ve­
hicles and helicopters). A new generation of 1.2/2.4 kbps speech coding algorithms has been 
developed which far exceed the QoS of the existing speech coding algorithms. Furthermore,
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these new speech coders provide superior performance in harsh acoustic noise conditions, 
improved speaker recognisability, and improved non-native speaker intelligibility [63].
The AdHoc Working Group on Narrowband Voice Coding (AHWG-NBVC) has therefore de­
cided to standardise a new speech coding algorithm operating at both 1.2 kbps and 2.4 kbps, 
designated STANAG, to replace existing coding standards, such as LPC-lOe and CVSD. The 
AHWG-NBVC is composed of NATO member nations who send representatives to the group. 
A coder based on the SB-LPC, operating at both 1.2 and 2.4 kbps was designed and sub­
mitted to the competition aimed at finding the coder best suited for NATO use. It is one of 
three coders submitted to the competition.
6 .4 .1  R eq u irem en ts
• The coder has to allow bit rates of 2.4 and 1.2 kbps, and these two rates can only differ 
by the quantisation process use, i.e. the same baseline coder is used in both cases. This 
is typically achieved by jointly quantising several frames jointly in the case of a 1.2 kbps 
coder, which allows better quantisation efficiency at the expense of increased delay.
• The maximum one-way algorithmic delay allowed is 250 ms.
• There are no minimum performance requirement as such, as all candidate coders are 
expected to provide a significant improvement over existing systems. The coders will 
instead simply be ranked according to how well they perform in each test.
• Intelligibility is a prime concern for the performance of the coder. Therefore speech 
quality will be measured using a MGS test, and Diagnostic Rhyme Test (DRT) [2] and 
(Consonant-Vowel-Consonant (CVC) [64] tests will be used to measure intelligibility.
• The coder is expected to perform well under the harsh acoustic background noise con­
ditions encountered during military use. These are tested at SNR of 6 and 12 dB, with 
the following types of noise being used:
1. Office noise
2. MCE Field Shelter
3. HMMWV and P4 Trucks
4. M2A2 Bradley and Leclerc Tanks
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5. UH60 Black Hawk Helicopter
6. F15 and Mirage-2000 Airplanes
7. Volvo Car
• The communication channel used can be HF, VHF, UHF for radios, or through a 
tactical or strategic satellite. These channels can be erroneous, and therefore the coder 
is expected to work reasonnably well with 1% random bit errors.
• One bit per frame must be reserved for synchronisation purposes.
6 .4 .2  D e s ig n  o f  th e  C a n d id a te
6.4.2.1 N oise P re-Processor
Due to the difficult background noise conditions, the coder uses a front-end Noise Pre- 
Processor (NPP), which aims at reducing the amount of background noise in the speech 
before it is processed by the speech coder [65]. This significantly enhances the performance 
of the coder in noisy conditions. However this increases the delay by 128 samples, i.e. 16 ms.
6.4.2.2 2.4 kbps R ate
The candidate is designed around the SB-LPC coder operating on a 20 ms update rate. The
2.4 kbps quantises each parameter individually, using MA-MSVQ for LSF quantisation and 
Amplitudes Picking for spectral amplitudes quantisation, as presented in Chapters 4 and 5. 
The energy is quantised using the scheme described in section 6.2.3, due to the high level of 
random errors expected. Index Assignment is used for all parameters. The look-ahead of the 
coder is the same as for the ITU-4 candidate, i.e. 15 ms. The total end-to-end algorithmic 
delay of the 2.4 kbps coder is therefore 2 * 20 +  15 +  16 =  71 ms, therefore well within the 
250 ms design constraint. This excludes delay from the channel itself, as well as delay caused 
by the limited computational power available.
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6.4.2.3 1.2 kbps R ate
In order to reduce the bit rate to 1.2 kbps, three consécutives sets of parameters extracted 
at a 20 ms update rate are jointly quantised in a meta-frame of 60 ms [66]. This allows the 
use of joint quantisation techniques presented in Chapters 4 and 5. The three sets of LSF 
are quantised jointly using 44 bits, using the quantiser described in section 4.10.5. The pitch 
and voicing parameters are also quantised jointly with 15 bits, using the scheme presented 
in section 5.4.2. Energies are quantised jointly using the scheme presented in section 5.5.3. 
Finally spectral amplitudes are not quantised due to the restricted bandwidth, and therefore 
are assumed to be all equal to unity at the decoder. Index Assignment is also used for all 
quantisers. The delay is computed as 60 +  20 +  15 +  16 =  111 ms, again well within speci­
fications (nb: all 60 ms of speech are needed at the encoder for the joint quantisation, but 
speech is decoded 20 ms at a time).
6.4.2.4 B it A llocation
Bit Rate 2.4 kbps 1.2 kbps
Frame size 20ms 60ms
LPC 21 44
Pitch 7 -
Voicing 3 -
Joint Pitch and Voicing - 15
Energy 7 12
Spectral Amplitudes 9 0
Synchronisation 1 1
Total per frame 48 72
Table 6.3: B it A llocation  for the N ATO  candidate
The bit allocation for both rates is given in table 6.3.
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6 .4 .3  P e r fo rm a n c e
NATO is currently testing the three candidates to select the best one, and results of this 
testing are not available yet. Since one of the candidates is based on the DoD MELP 2.4 
kbps standard, a small listening test has been set-up to compare it against the SB-LPC based 
candidate. DoD CELP at 4.8 kbps was also included. An A vs. B comparison test was per­
formed using eight listeners and eight sentences, four males and four females. Results are 
shown in table 6.4. The results clearly show the superiority of the SB-LPC based candidate 
at 2.4 kbps over the existing DoD standards. Moreover, it shows that the 1.2 kbps coder, 
although lower in quality than the 2.4 kbps MELP, is not very far behind, and provides 
acceptable quality considering it operates at half the bit rate. Informal listening tests also 
show tha t the coder still provide recognisable speech under 1 % random bit error conditions.
Coder Combination A(%) Equal (%) B ( %)
SB-LPC 2.4 kbps vs. DoD MELP 2.4 kbps 40 35 25
SB-LPC 2.4 kbps vs. DoD CELP 4.8 kbps 65 20 15
SB-LPC 1.2 kbps vs. DoD MELP 2.4 kbps 20 35 45
Table 6.4: Test resu lts com paring the SB-LPC  based NA TO  candidate to  ex istin g  
D oD  standards.
6 .4 .4  C o n c lu s io n
The SB-LPC based 1.2/2.4 kbps coder submitted to NATO is able to provide good speech 
quality and high understandability, even under difficult input and channel conditions, and 
performs better than the existing comparable standards. This is achieved while maintaining 
a low delay, making it well suited for communication purposes. Although designed initially 
for military communications, its low bit rate makes it suitable for a lot of other applications, 
either for communications or speech storage.
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6.5 Adaptive M ulti-Rate GSM Candidate
The European Telecommunications Standards Institute (ETSI) is responsible for setting the 
GSM standard widely used in mobile telephony. The speech coder initially used was the Full 
Rate GSM standard [17], operating at 13 kb/s. Channel coding is then used to protect the 
speech data, giving a total bit rate of 22.8 kb/s. This was superseded by the Enhanced Full 
Rate (EFR) GSM standard [18], operating at 12.2 kb/s and using channel coding to give the 
same total bit rate of 22.8 kb/s. Due to the rapidly changing nature of the mobile channel 
used in GSM telephony, having a fixed amount of channel coding is sub-optimal: it is only 
optimal for a given amount of channel errors present in the transmission channel. In clear 
channel conditions, the bits used for error protection are mostly wasted, as the bitstream 
is not corrupted. These bits could have been spent on the source coding, providing higher 
speech quality. In heavily erroneous channels, the capacity of the channel is effectively less 
than the 12.2 or 13 kb/s required for source coding, causing the speech data after channel 
decoding to be heavily corrupted. It would have been better to use a speech coder with a 
lower source bit rate, and more error protection, giving overall better speech quality.
A solution to this problem consists in constantly adapting the ratio between source and 
channel coding depending on the amount of errors present in the channel, while keeping the 
overall bit rate to 22.8 kb/s, as for other GSM standards. This is achieved using a number of 
speech coders, operating at various bit rates, and a corresponding number of channel coding 
schemes to protect the speech bitstream. Configurations with high source coding rates and 
low channel coding rates are optimal for nearly clear channels, whereas configurations with 
low source coding rates and high channel coding rates are good for heavily corrupted channels
[67].
The number of errors present in the channel can be estimated at the channel decoder, us­
ing the properties of convolutional channel coding schemes. This information can then be 
passed to the encoder at the other end, using in-band signalling, which then uses the best 
suited rate for the channel conditions. Provided the adaptation is fast enough, the optimal 
source/channel coding repartition can be used at all times. Such a system would allow higher 
speech quality to be provided at a total bit rate of 22.8 kb/s, especially when the channel is 
very erroneous.
The GSM standard also allows the use of the Half-Rate (HR) channel, a 11.4 kb/s channel 
based on the standard Full Rate (FR) channel at 22.8 kb/s, which uses half of the TDMA 
time-slots of the FR channel. This HR channel is generally not used, as the speech coder
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standardised for this channel [19] provides low speech quality, partly because a large number 
of bits needs to be allocated to channel coding to ensure operation in most channel condi­
tions. Using an adaptive system as described above would increase the speech quality which 
can be passed on the HR channel, at least in good channel conditions, and make it a viable 
option for mobile operators. This would be of great benefit as only half of the bandwidth is 
required compared to the FR channel, resulting in more possible users per base station, and 
reducing the power consumption of the mobile phones used.
ETSI has therefore decided to standardise such a system, comprising of a range of speech 
and channel coding schemes, using either the FR or HR GSM channel. This also includes a 
rate adaptation scheme, which must decide which configuration should be used at all times. 
As a result, the name adopted for this new system is Adaptive Multi-Rate (AMR). A num­
ber of candidates were submitted, all based on CELP coders for both FR and HR channels. 
The University of Surrey, through the Mobile VCE, submitted a solution based on a CELP 
system for the FR channel, and a SB-LPC based solution for the HR channel. This system 
is presented here, focusing on the solution adopted for the HR channel.
6 .5 .1  R eq u irem en ts
There are two main types of requirements for the GSM-AMR candidate: design requirements
[68] and performance requirements [69]. The design requirements are very detailed, since 
the system must be compatible with the existing GSM infrastructure already deployed by 
operators. The main design requirements are:
• Complexity of the speech coder should be less than 8 times than of GSM FR. Complexity 
of channel coding, VAD and DTX are also limited.
• Frame size: must be either 5, 10 or 20 ms
• Delay: the algorithmic round trip delay must be less than that of the existing standard 
for both HR and FR, plus 10 ms
• Coder mode: The signalling of the mode and the signalling of the channel measurements 
must be transm itted in-band on the radio interface. Adaptation of the mode to the
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channel may operate independently on up- and down-links. Coder mode control should 
be located in the network, i.e. the base station decides all mode switchings.
• Multiplexing: one mode in HR mode must be under 6.85 kb/s, and one in FR under
14.4 kb/s, including in-band signalling, in order to perform multiplexing on the GSM 
A-ter interface at 8 and 16 kb/s respectively.
There are also a number of performance requirements to be fulfilled, to ensure the candidate 
is an improvement on existing systems in most conditions.
6 .5 .2  D e s ig n  o f  th e  C a n d id a te
6.5.2.1 Speech Coders
For the HR channel, 11.4 kb/s are available. Experiments showed that there was not much 
to be gained in erroneous channel conditions by lowering the source bit rate below 4 kb/s. 
Similarly, in clear channel conditions, not much was gained by increasing the source bit rate 
above 7 kb/s, as at this point the limits of the speech production model used in SB-LPC 
becomes the limiting factor for speech quality, rather than quantisation. It was therefore 
decided tha t the speech coders should range from around 4 kb/s to around 7 kb /s in the HR 
channel, and that using three different rates would be adequate.
Three rates have therefore been designed, at 3.9, 5.2 and 6.8 kb/s, using a 20 ms frame size. 
They use the parameter estimation techniques described in Chapter 4 and 5. All parameters 
are extracted and quantised every 20 ms, except for the LPC coefficients, which are extracted 
and quantised only once every 20 ms for the lower two rates, to reduce bandwidth. Due to 
the difficult channel conditions the speech coders are expected to be able to cope with, the 
quantisers were designed to use no inter-frame prediction in order to minimise the amount 
of distortion caused by frame losses. Only one of the pitch values is quantised with a 5 bits 
differential quantiser, with respect to the other pitch, which is quantised with a 7 bits expo­
nential quantiser. Moreover, since the complexity must be kept low, the relatively complex 
MSVQ quantiser has not been used for the LSF quantisation, and a SVQ quantiser has been 
used instead, without prediction. The spectral amplitude quantisation also does not use the 
Amplitudes Picking scheme presented in Chapter 5, as it is relatively complex. Since the 
bandwidth available is relatively high, a Fixed Length Coding method, presented in section
151
Chapter 6. Applications
5.6.3, is used instead. The bit allocation of the candidate for the three rates for the HR 
channel are presented in table 6.5.
All design constraint have been met. The delay constraint imposed a modification of the 
encoder to reduce the look-ahead, by shortening the analysis window used. Moreover, the in­
terpolations used at the decoder are modified to further reduce the delay. The complexity has 
been estimated based on fioating point complexity estimations, and was found to be around 
20 WMOPS, which is compatible with the requirements. The constraint for multiplexing is 
also met, as several rates of the HR coder are well below the 6.85 kb /s limit.
Rate 3.9 kb/s 5.2 kb/s 6.8 kb/s
Update Rate 
(in ms)
20 20 20
10 10 10 10 10 10
LPC 28 28 28 28
Pitch 7 5 7 5 7 7
Voicing 4 4 4 4 5 5
Energy 7 7 7 7 7 7
Spectral Amplitudes 8 8 21 21 21 21
Total per Frame 78 104 136
Table 6.5: B it A llocation  for the A M R -G SM  H R  candidate
The FR coder consists in a classic ACELP coder, using 4 rates, at 8.25, 10.05, 11.65 and 
13.65 kb/s. It is not presented here as it is outside the scope of this work.
6.5.2.2 C hannel C oding
The high level of errors present on the mobile channel used requires the use of channel coding. 
A specific channel coder has therefore been designed for each rate, consisting of a combina­
tion of CRC checks and convolutional coding. This is a well proven combination in this 
application, as other GSM standards such as EFR use similar channel coding schemes. Index 
Assignment (lA) techniques are not very useful in this application, as the use of channel 
coding tends to eliminate most single bit errors, while causing large bursts of errors in case it 
fails to decode the bitstream correctly. Therefore reducing the distortion induced by a single
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bit error, as lA does, is not very useful. Both FR and HR channel use similar schemes, only 
the HR solution is presented here.
For each rate the bits have been prioritised according to their influence on the output speech 
quality, and CRC checks added to the parameters. 6 bits have been added at the beginning 
for the rate adaptation scheme, and a 6-bit trailing sequence added to flush the bits in the 
convolutional encoder. This is finally passed through a convolutional encoder of rate 1/2 and 
constraint length 7. The resulting bits are either punctured or duplicated depending on the 
rate to add up to 11.4 kb/s.
The convolutional coder used in all modes is a (2,1,6) code, and uses the following generator 
polynomials:
g(0) =  1 + X  + X^ + X^ + X^ + X^ 
ff( l)  =  l  +  X  +  X ^ +  X'^
CRCs of different lengths are used, using the following generator polynomials:
CRC Length Generator Polynomial 
6 1 +  X  +  X ^ + X ^  +  X^
5 l +  X^ +  X^
4 1 +  X  +  X^
3 1 +  % +
The param eter prioritisation and the CRC allocation have been determined through experi­
mentation, and are as follows for each rate in the HR channel:
1. Rate 1 at 3.9 kb/s:
• Class 1: 28 bits from the LSF protected with a 5 bit CRC
• Class 2: 7 bits from the pitch protected with a 4 bits CRC
• Class 3: 5 bits from second pitch protected with a 3 bits CRC
• Class 4: 8 bits from voicing information protected with a 4 bits CRC
• Class 5: 14 bits from energy information broken into blocks of 7 each protected
with a 4 bits CRC
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• Class 6: 16 least sensitive bits from the spectral amplitudes, no CRC is used
Interleaving is used, and a 6-bit trailing sequence is added for a total of 108 bits. The 
6 bits for the rate adaptation scheme are added at the beginning, giving a total of 114 
bits. This is then passed into the convolutional encoder of rate 1/2, resulting in 228 
bits every 20 ms, corresponding to the 11.4 kb/s HR channel bit rate.
2. Rate 2 at 5.2 kb/s:
• Class 1: 28 bits from the LSF protected with a 6 bit CRC
Class 2: 12 bits from both pitches protected with a 3 bits CRC
Class 3: 8 bits from voicing information protected with a 3 bits CRC
Class 4: 24 bits from energy information plus the most im portant bits of the 
spectral amplitudes are broken into blocks of 12 each protected with a 3 bits CRC
Class 5: 32 least sensitive bits from the spectral amplitudes, no CRC is used
Interleaving is applied, and the trailing sequence added. The 128 resulting bits are then 
convolutionally encoded, and the 256 bits resulting are punctured by removing 5 bits 
every 32 bits, leaving 216 bits. The rate adaptation bits bring this up to 228 bits, i.e.
11.4 kb/s.
3. Rate 3 at 6.8 kb/s: it is composed of two sets of parameters extracted at a 10 ms update 
rate.
4. Class 1: The 52 most sensitive bits from the first set of parameters, i.e. LSF, Pitch, 
Voicing, Energy and the 5 most significant bits of the spectral amplitudes. These are 
protected using a 5 bit CRC
5. Class 2: The 52 most sensitive bits from the second set of parameters, protected using 
a 5 bit CRC
6. Class 3: 32 remaining least important bits, no CRC is used. Interleaving is applied, and 
the trailing sequence added. The 152 resulting bits are then convolutionally encoded, 
and the 304 bits resulting are punctured by removing 11 bits every 38 bits, leaving 216 
bits. The rate adaptation bits bring this up to 228 bits, i.e. 11.4 kb/s.
The resulting bit allocation between source and channel coding is therefore given by table 
6 .6 .
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Rate Source Coding Channel Coding+Rate Adaptation
1 3.9 kb/s 6.9 kb/s +  0.6 kb/s
2 5.2 kb/s 5.6 kb/s +  0.6 kb/s
3 6.8 kb/s 4.0 kb/s +  0.6 kb/s
Table 6.6: B it R epartition  betw een  source and channel for th e A M R -G SM  H R  
candidate
6.5.2.3 R ate A daptation
In order to always use the most appropriate rate at any time, on the up- and on the down­
link, a rate adaptation scheme has to be designed. It has to synchronise the transm itting 
rate with the reception rate to allow communication between the Base Station (BS) and the 
Mobile Station (MS) and to decide based on an estimation of the channel quality which rate 
is to be used. As both links are independent and the Estimated Bit Error Rate (EBER) of 
a link is obtained at the receiving end, EBER and the rate switching decisions have to be 
exchanged between the MS and the BS.
This is accomplished using 4 state-machines, 2 in the MS and 2 in the BS. They work in pairs, 
each controlling one of the links, which are independent. Therefore the up- and down-link 
can operate at different rates. The network is always the master and the mobile is the slave. 
For the down-link, the mobile transmits the estimated channel state to the network and the 
network makes the decision whether the rate is to be changed. This is communicated to the 
mobile station which follows the network recommendation. For the up-link the network mon­
itors the link quality and issues the rate change command which the mobile acknowledges. 
These commands are transm itted using 12 bits (including protection) in each frame and over 
more than one frame. The meaning of the bits vary with respect to the first three bits of 
the signalling data which indicate the state of the state machines. The performance of the 
complete system depends heavily on the speed of the rate adaptation scheme. If it is too slow 
and a sudden increase in BER occurs, the system might not be able to change rates towards 
a more channel robust rate, hence losing frames and degrading the quality. In this system, a 
total delay of 160 ms is needed for a rate adaptation to take place.
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6 .5 .3  P er fo rm a n ce
The selection process used by ETSI consisting of an in-house testing performed by each of 
the eleven candidates according to specific guidelines. This was needed as the high number 
of candidates prohibited organising a testing of all candidates at an independent testing lab. 
The results were then presented to the ETSI committee, who decided on the basis of the 
results obtained which five candidates were allowed through the next phase of the standard­
isation process [70], [71].
6.5.3.1 Testing C onditions
The testing has been carried out internally following ETSPs Recommendations [72]. It con­
sisted of four parts, each testing a particular aspect of the complete proposed system. The 
speech material used was coming from the NTT database. The subjects were nave listeners 
with good hearing and were all native English speakers. The testing took place in a dedicated 
listening room arranged according to the ETSI recommendations.
For each of the experiments, many conditions have been tested and only the most significant 
ones are presented here. Each experiment required the speech samples to be processed in a 
specific way: experiment 1 and 4 used M-IRS filtered speech, while experiment 2 and 3 used 
FLAT filtered speech. Degradation Mean Opinion Score (DMOS) was used in experiment 
2, whereas Absolute Mean Opinion Score (AMOS) was used in the other three experiments. 
Some cases also include processing through a G711 codec. Therefore results from different 
experiments cannot be compared. The limited number of subjects (only around 30 for each 
experiment, the number being fixed by the ETSI testing procedure) leads to a fairly large 
inaccuracy of the results, which explains why some scores are slightly higher than others 
where they should in theory be slightly lower.
6.5.3.2 E xperim ent 1: The effect o f errors under clean speech conditions
In this experiment, the AMR candidate performance in the HR channel (11.4 kb/s) is com­
pared to EFR and FR GSM standards performance under various error conditions corre­
sponding to a Carrier to Interference ratio (C/I) ranging from 1 to 19 dB, plus a clean 
channel condition. It uses AMOS scores. The EFR and FR are complete with their own
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channel coder and frame reconstruction techniques, operating in the full rate channel (22.8 
kb/s), i.e. twice the bit rate of the tested AMR candidate. The results of the testing are 
presented in Table 6.7, and the corresponding graph is shown in Figure 6.3. It can be noted 
tha t the reference codecs are not tested in all C /I conditions, as this would create too many 
conditions for the testing to be performed comfortably.
Coder 3.9 kb/s 5.2 kb/s 6.8 kb/s EFR FR
Total Bit Rate 11.4 kb/s 11.4 kb/s 11.4 kb/s 22.8 kb/s 22.8 kb /s
Clean Channel 3^^ 3 j# 4.29 N /A
C/I: 19 dB 3.63 3 j^ 4.04 N /A N /A
C/I: 16 dB 3.81 3.69 3.77 N /A N /A
C/I: 13 dB 3.63 3.71 3 j# N /A 3 j5
C/I: 10 dB 3 jd 3.58 2.67 4.08 3.40
C/I: 7 dB 3 j# 2 j5 1.65 3.69 2.98
C/I: 4 dB 1.10 1.31 1.00 2.00 2.00
C/I: 1 dB 1.10 1.02 1.06 N /A N /A
Table 6.7; R esults o f E xperim ent 1; Effect o f errors on clean speech
The fact tha t the SB-LPC based candidate at 6.8 kb/s scores higher with a 19 dB channel 
than with a clean channel is an example of the effect of the limited number of subjects used 
in the experiments.
The results shown in Table 6.7 and Figure 6.3 clearly show the high performance of the can­
didate system under error conditions: it clearly outperforms GSM FR  under error conditions, 
and probably under clean channel conditions as well, since its performance at 13 dB C /I is 
close to tha t under clean channel (see section 6.5.3.3). Moreover the performance is not far 
off tha t of EFR, especially under heavy error conditions.
6.5.3.3 E xperim ent 2; The effect o f background noise for sta tic  cond itions
This experiment is made up of two parts: street noise and vehicle noise, with a SNR of 15 dB. 
It used DMOS scores: the subjects were asked to mark the degradation perceived between
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Figure 6.3: R esults o f E xperim ent 1: Effect o f errors on clean speech
the original noisy speech and the processed version of the original. The processing can also 
include channel errors, in the same conditions as for Experiment 1. The results are shown in 
table 6.8.
It can be seen from Table 6.8 that the coder operates reasonably well against the reference 
coder, especially considering the difference in bit rate and the fact that both reference coders 
are CELP coders, which are notoriously more resilient to background noise than  vocoders.
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Coder 3.9 kb/s 5.2 kb/s 6.8 kb/s FR <3729
Total Bit Rate 11.4 kb/s 11.4 kb/s 11.4 kb/s 22.8 kb/s 8 kb /s
Street Noise at 15 dB SNR
Clean Channel 3.98 3.79 &86 3.77 &88
C/I: 13 dB 3.57 &86 3.71 &88 N /A
C/I: 7 dB 3 j# 3.05 2.04 3.57 N /A
Car Noise at 15 dB SNR
Clean Channel &84 &82 3.91 &88 &81
C/I: 13 dB 3^^ 3.46 349 3.71 N /A
C/I: 7 dB &26 2.49 1.50 345 N /A
Table 6.8; R esults o f E xperim ent 2: Effect o f  background noise
6.5 .3 .4  E xperim ent 3: The effect o f sw itch ing, speech input level and tan d em in g  
under clean speech conditions
The AMR candidate should be able to cope with various input levels. Part of this experiment 
consisted of checking the proper operation of the candidate with an input level 10 dB higher 
or lower than the nominal input level, which is at -26 dB from overload. The scaling of the 
speech samples was performed using the tools provided by the ETSI for this purpose. The 
candidate coder should also perform well under tandeming conditions, i.e. when the speech 
coder is applied twice in tandem over the input speech. The results of the test are shown in 
Table 6.9.
Coder 3.9 kb/s 5.2 kb/s 6.8 kb/s FR G728 G729
Total Bit Rate 11.4 kb/s 11.4 kb/s 11.4 kb/s 22.8 kb /s 16 kb/s 8 kb /s
Input level: -16 dBov 3.69 3.79 3.85 N /A 4.02 3.85
Input level: -26 dBov &23 3^W 3.31 223 3.52 3.67
Input level: -36 dBov 2.50 2.60 275 N /A 3.06 288
Tandem: 2.40 2.60 2.92 3.04 346 3.10
Table 6.9: R esu lts o f Experim ent 3: Effect o f  Sw itching, Speech input level and  
Tandem ing
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The effect of switching was also tested in this experiment. It is im portant that no artifact 
should occur when switching from one rate to the other in order to adapt to the channel 
conditions. The test has shown that switching between rates does not produce any such 
artifact.
The results from Table 6.9 show that the coder behaves similarly to the reference coders 
when the input level is varied. The large variations present in the score, typically 1 MOS 
point between -16 dBov and -36 dBov, mostly come from the fact tha t a G711 tandeming is 
included when processing the samples according the ETSPs requirements. The quantisation 
noise generated by this G711 tandeming is effectively amplified for the -36 dBov condition 
when the final scaling is performed before listening, while it is reduced in the case of -16 
dBov. This accounts for most of the quality degradation caused by changing the input level.
6.5.3.5 E xperim ent 4: The effect o f dynam ic error patterns
The aim of this experiment is to check the performance of the complete system and to validate 
the concept of Adaptive Multi-Rate. The complete system is simulated using the dynamic 
error patterns provided by ETSI on both up- and down-link and the rate adaptation scheme 
controls the switching to optimise the performance. The complete system is illustrated in 
Figure 6.4. Five different scenarios (called Dynamic Error Condition, DEC) are used, all rep­
resentative of typical mobile channels. The results are shown in Table 6.10, which shows that 
the candidate system generally performs similarly to GSM FR  under most error conditions, 
while using the 11.4 kb/s HR channel instead of the 22.8 kb/s FR  channel.
6 .5 .4  C o n c lu sio n
There were eleven candidates for the ETSI GSM-AMR competition qualification phase, all 
of whom were well established companies with only one University: the University of Sur­
rey/Mobile VCE Ltd candidate. After checking that all design constraints had been met by 
the proponents, the results of the listening tests for the qualification phase were tabulated 
and the proponents ranked to select the promising ones. According to the initial figure of 
merit, our candidate was placed third overall, with the best figure of merit for the half-rate
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System SB-LPG 
at 11.4 kb/s
GSM FR 
at 22.8 kb/s
DEC 1 3.63 3.67
DEC 2 3.57 3.67
DEC 3 3.63 3.66
DEC 4 2^W 2.77
DEC 5 2.82 2.81
Table 6.10: R esults o f Experim ent 4: The effect o f dynam ic error patterns
GSM channel.
The results of the ETSI GSM AMR qualification stage have shown tha t using a vocoder 
instead of a GELP coder in the half-rate channel was a viable approach, and could provide 
similar performance to that of the GSM-FR system while using only half of the bandwidth.
6.6 Conclusions
This Ghapter has presented the constraints on speech coding systems which occur in real- 
life applications. Many speech coding systems are used for communication over erroneous 
channels, requiring the system to be designed specifically for these applications. Techniques 
for coping with these difficult channel conditions have been presented in this Chapter. They 
have then been used to design specific systems, together with the techniques presented in 
Chapters 4 and 5. This has led to complete systems which have been presented as candidates 
in three standardisation efforts, each corresponding to a different application. The results of 
the SB-LPG based systems submitted to these standardisations have been encouraging, and 
have shown that they provided a high-quality solution, outperforming the existing systems.
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Chapter 7
Conclusions
7.1 Preamble
The subject of this thesis has been the coding of speech signals using a sinusoidal coder at 
low and very low bit rates. The work has focused on three main areas:
1. The first aim was to improve the quality of low bit rate sinusoidal speech coding algo­
rithms, by improving the SB-LPG coder used as a basis in the thesis. The inaccuracies 
of the speech model used in a sinusoidal coder put an upper limit to the attainable 
speech quality, and this can only be improved by using a better model. The speech 
production model was studied, and modified in order to give high quality speech.
2. The speech model used in any speech coder depends on accurate determination of the 
speech parameters. It directly influences the final speech quality, and therefore new 
parameters extraction schemes were developed in the course of this research.
3. Actual applications of speech coders require the extracted speech parameters to be 
accurately quantised. The quantisation techniques used determine the final bit rate and 
the final speech quality. Quantisation techniques were studied in order to introduce the 
minimum amount of distortion for the lowest possible bit rate.
4. Finally, practical applications of speech coding require the speech coder to be designed 
according to given specifications. Three speech coding systems have been designed 
for specific applications in the course of this project, using a number of techniques 
to optimise the performance while staying within the specifications. These were then 
submitted as candidates to standardisation efforts.
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This Chapter summarises the main research achievements presented in this thesis. This is 
followed by a discussion on possible future research.
7.2 Concluding Overview
The thesis can be divided in three sections. The first section deals with vocoding techniques, 
and improvements made to the basic model. The second section presents reliable parame­
ter estimation techniques and efficient quantisation of these parameters. Finally the third 
section deals with the practical applications of the speech coder developed during this project.
Chapter 2 gave a brief historical background of speech coding, detailing the main param­
eters which characterise speech coding algorithms. These include bit rate, speech quality, 
delay, implementation costs and robustness to channel errors, acoustic noise and input signal 
variations. The main classes of speech coders were presented, as well as the most im portant 
speech coding standards. Finally the main applications of speech coding were discussed. 
Chapter 3 dealt with the basic principles of vocoding. The main types of vocoders relevant 
to this work were presented, and the weaknesses and strengths of the sinusoidal coding tech­
nique were discussed. The Split-Band LPC coder which was used throughout this project 
was presented, as well as several improvements made to its basic model to enhance quality. 
In Chapter 4 Linear Prediction was presented. Extraction of the LP coefficients was detailed, 
as well as their transformation to the LSF domain which makes manipulations easier. The 
quantisation of these LSF was then investigated in depth, focusing on the various vector 
quantisation schemes available. Experimental results were produced, comparing the perfor­
mance of various schemes in order to determine which are the optimal weighting functions 
and codebook structures for LSF quantisation. Finally inter-frame prediction was presented, 
and several new schemes were shown to provide a large gain in performance compared to 
existing schemes.
Chapter 5 focused on the estimation and quantisation of the pitch, voicing, energy and 
spectral amplitudes in vocoders. Existing estimation schemes were presented together with 
improved or new schemes aiming at improving reliability and accuracy of the estimation. 
The quantisation of these parameters was investigated, and new quantisation schemes were 
proposed to provide better quantisation at lower bit rates. In particular joint quantisation
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schemes for the energies, and for pitch and voicing, were developed for use in very low bit rate 
speech coding at 1.2 kb/s. Spectral amplitudes quantisation schemes were also presented, 
and a new amplitude-picking scheme introduced.
Chapter 6 focused on the use of speech coders in practical applications. The influence of 
channel errors was presented, and the use of Index Assignment (lA) was introduced. A new 
scheme for error concealment of speech energy based on the use of lA for error detection was 
shown to be superior to the more common CRC-based techniques. The param eter estima­
tion and quantisation techniques introduced in Chapters 4 and 5 were then used to form an 
improved version of the SB-LPC coder. Several versions of this coder were then designed 
as candidates for three standardisations efforts. A 4 kb/s coder was designed using a 20 ms 
frame and a 10 ms parameters update rate, providing high quality speech. It was subm itted 
to the ITU-4 standardisation. A 2.4/1.2 kb /s coder was developed using a 20 ms param eter 
update rate. It is mode switchable in that in the 2.4 kb/s mode the parameters are quantised 
and transm itted one set at a time every 20 ms, while the 1.2 kb/s mode jointly quantises 
three frames jointly to make use of inter-frame redundancies. This coder allows good qual­
ity speech at 2.4 kb/s and reasonable quality speech at 1.2 kb/s, and was subm itted to the 
NATO STANAG standardisation effort. Finally a candidate for the GSM-Adaptive Multi 
Rate standard was developed, using the SB-LPC coder at three different rates for use in 
the GSM Half-Rate channel at 11.4 kb/s. This proved in testing to provide similar quality 
speech to that of the GSM FR coder operating at twice the bit rate, and showed the best 
performance of all submitted candidates in the half-rate GSM channel. This showed tha t 
the SB-LPG coder is well suited to use in practical applications, and provides a high level of 
performance compared to other coders at similar bit rates.
In summary, the improved SB-LPG coder using the new parameter estimation and quantisa­
tion techniques is able to provide high quality speech at low bit rates, and can also provide 
good quality speech at very low bit rates. Its performance in standardisation efforts has 
shown it is capable of producing similar speech quality to tha t of existing coders, at a much 
reduced bit rate.
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7.3 Future Work
Although SB-LPC based systems presented here offer a high quality speech at low bit rate, 
a number of improvements can be made. This section suggests possible research directions 
to build upon the existing system:
!• The parameter estimation techniques presented here offer good performance under a 
range of input conditions. However, the model used does not cater for the presence of 
background noise, and although the speech under noisy conditions is reasonably well 
represented, the background noise itself is not. It can become buzzy and disturbing. 
The use of a noise pre-processor to reduce the noise lessens this effect, but a modification 
of the basic model is needed to completely remove it.
2. The speech spectral envelope is represented by a LP filter in the SB-LPC presented 
here, as it is a very efficient way of modelling it. However, for high quality speech, 
this modelling is not sufficient, and spectral amplitudes need to be transm itted and 
quantised. Although a novel algorithm providing higher performance than existing 
coders has been introduced in this thesis, the accuracy of the quantisation of spectral 
amplitudes is still a limiting factor of the speech quality. This could be improved 
by modifying the way the LP parameters are computed, ensuring tha t the resulting 
residual will lead to easy-to-quantise spectral amplitudes. A joint optimisation of the 
LP parameters, LSF quantiser and spectral amplitudes quantiser may lead to improved 
performance.
3. The current speech analysis is based on extracting speech parameters over an analysis 
window, of typically 160 to 200 samples long. This is required so tha t enough pitch 
cycles are present in the analysis window to generate an harmonic structure in frequency 
domain. However this leads to a large amount of overlapping in the case of a 4 kb /s 
coder which updates parameters every 10 ms, i.e. 80 samples. Moreover, the time 
accuracy of the parameters extracted over such a long window is quite low, especially 
since interpolations are used at the decoder which spread them even more. As a result, 
some of the performance improvement given by using a higher update rate is lost. 
An improvement could be to extract parameters over a much shorter window, and 
in particular energy and spectral parameters which are more likely to change quickly 
that pitch and voicing. This involves modifying the analysis in such a way tha t the
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harmonic struture of the speech is not needed in the analysis, which can be achieved by 
decomposing the speech in individual pitch cycles and estimating parameters for each 
cycle. However this requires accurate pitch cycle location, which is non-trivial.
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