Recommendation systems may use different algorithms to present relevant information to users. In ecommerce contexts, these systems are essential to provide users with a customized experience. Several studies have evaluated different recommendation algorithms against their accuracy, but only a few evaluate algorithms from the user satisfaction viewpoint. We here present a study that aims to identify how different recommendation algorithms trigger different perceptions of satisfaction on users. Our research approach was an experiment using products and sales data from a real small retailer. Users expressed their satisfaction perception for three different algorithms. The study results show that the algorithms proposed did not trigger different perceptions of satisfaction on users, giving clues of improvements to small retailers websites.
INTRODUCTION
Recommendation systems are widely used in on-line environments. From news to products items, filtering information is essential to provide users with a customized experience (Liang et al., 2006; Thongpapanl and Ashraf, 2011) . In e-commerces, product recommendation is part of the process needed to increase customer loyalty and sales performance (Srinivasan et al., 2002; Thongpapanl and Ashraf, 2011) .
Several product recommendation algorithms have been proposed and improved in the last years. Although they have been extensively evaluated against their accuracy (Bobadilla et al., 2013) , accurate recommendations do not guarantee user satisfaction (Herlocker et al., 2004) . Evaluation of users aspects on recommendation algorithms contributes to understanding whether the recommendations are useful and help users to complete their tasks (Knijnenburg et al., 2012) .
Few studies compare real user satisfaction with the recommendations of different algorithms (Knijnenburg et al., 2012) . This study proposes a contribution to the field by answering the following research question: how do different recommendation algorithms trigger different perceptions of satisfaction on users? We compared users perceptions for three different algorithms and our results show that user satisfaction did not differ between algorithms. This paper is organized as follows: Section 2 presents a brief conceptual explanation for recommendation algorithms; Section 3 presents related work; and Section 4 explains how this study was conducted. Sections 5 and 6 present our results and discuss findings. Finally, Section 7 concludes and suggests future work.
RECOMMENDATION SYSTEMS
Recommendation systems are those responsible for filtering information, mainly in online environments, to help users find the information they need (Isinkaye et al., 2015) . One well-known example of recommendation system is the Amazon e-commerce website, which suggests products to the user that were also bought by people with similar interests (Li and Karahanna, 2015) . These systems implement a three-step computational process to identify the items to be presented to users: 1) the user information collection, to understand the user interests; 2) the learning, which filters and explores related items; and 3) the recommendation per se, which predicts the items the user might prefer. (Isinkaye et al., 2015) describes that recommendation systems can use different strategies to iden-tify items to present to users -the recommendation filtering techniques -such as collaborative filtering, content-based and hybrid ones. In any way that information is selected, recommendation systems "try to balance accuracy, novelty, dispersity and stability in recommendations" (Bobadilla et al., 2013, p.109) .
The "content-based recommendation systems analyze items descriptions to identify items that are of particular interest to the user" (Pazzani and Billsus, 2007, p.325) . Systems that use this technique implement different types of algorithms to find similarities between items to generate useful recommendations, such as statistical analysis or machine learning techniques (Isinkaye et al., 2015) .
To understand user interests, recommendation systems build user profiles based on the user's choices made in the past (Bobadilla et al., 2013) . This profile may include a model of the user preferences, predicting the probability that the user gets interested in a specific item; or a history of user's interaction with the recommendation system, storing the items that users have viewed (Pazzani and Billsus, 2007) .
Another strategy to identify the items to present to users is collaborative filtering: "the process of filtering or evaluating items using the opinions of other people" (Schafer et al., 2007) . Users give ratings about a set of elements (Bobadilla et al., 2013) and the system builds predictions or recommendations based on a database built with preferences for items by users (Isinkaye et al., 2015) . These ratings may be gathered explicitly, when users provide their opinions; or implicitly, when users' preferences are inferred based on users' actions (Schafer et al., 2007) .
According to (Schafer et al., 2007) , collaborative and content-based filtering techniques differ in the sense that the first is based on the assumption that people with similar tastes rate items similarly; and the second assumes that items with similar features will be rated similarly.
Hybrid approaches are possible and improve the recommendation systems results by combining collaborative filtering and content-based techniques (Isinkaye et al., 2015; Li and Karahanna, 2015) . (Isinkaye et al., 2015) suggests a combination by implementing the algorithms separately and then combining results; by using content-based filtering in collaborative approach or vice-versa; or creating a unified recommendation system with both approaches.
RELATED WORK
Evaluating the recommendation systems results is an important step in the process of providing useful recommendations to users. Identifying how the recommended products correspond to users' needs enables to gather data to improve the overall recommendation process (Li and Karahanna, 2015) .
Quality and evaluation metrics have been used in recommendation systems research to acquire the quality of techniques, methods, and algorithms for predictions and recommendations (Bobadilla et al., 2013) . According to (Isinkaye et al., 2015) , metrics are classified into accuracy and coverage. While accuracy verifies the proportion of correct recommendations over all possible recommendations, coverage measures the fraction of the search space for which the system is able to build recommendations. (Herlocker et al., 2004) states that recommendation systems evaluation is difficult for a number of reasons. First, different algorithms might be better for different data types. Second, the evaluation objectives might differ (e.g., accuracy importance is giving space for customer decision support relevance). Lastly, when comparing different algorithms, it is difficult to define measurements that will provide an effective comparison.
Some researchers state that user satisfaction is the bottom-line success measure of recommendation systems (Herlocker et al., 2004) . Algorithms accuracy is only part of the users' experience (Knijnenburg et al., 2012) . According to (Xiao and Benbasat, 2007) , trust, usefulness and usability compose the main elements that support the customer decision-making.
Several studies relate user satisfaction with the use of recommendation systems (Jiang et al., 2010) , with consumer participation (Dabholkar and Sheng, 2012) , and with personalized content (Liang et al., 2006) , among others. Yet, few studies investigate how different algorithms generate different user perceptions (Knijnenburg et al., 2012) . This study contributes to this field by presenting a comparison of user satisfaction among three different algorithms, as explained in the next Section.
RESEARCH APPROACH
This study aims to identify how different recommendation algorithms trigger different perceptions of satisfaction on users. To accomplish that, we applied an experiment as the research method, in November and December, 2016. (Montgomery, 2009) states an experiment is a test, "in which purposeful changes are made to input variables of a process or system so that we may observe and identify the reasons for changes that may be observed in the output response" (Montgomery, 2009, p.1). Our "input variables" are prod-uct recommendation algorithms and the "output response" is user satisfaction.
We used three different product recommendation algorithms in the context of a furniture e-commerce website. The three algorithms shared the same private database, from a real retailer website, with 270.000 records of products and sales data:
• Algorithm 1: implements a simple database query that finds products based on the same category, similar size and price. There is no computational intelligence embedded.
• Algorithm 2: implements the slope one predictor for collaborative filtering, based on the description provided by (Lemire and Maclachlan, 2005) . We built a model from all the sales performed in 2016. In this algorithm, once we have an item as input, we recommend other items to user that were bought before together with the input one, regardless of their category or other attributes.
• Algorithm 3: implements another collaborative filtering algorithm, now using Apache Mahout (Apache, 2016) . We implemented an API that uses as input a file relating users, products, and ratings.
Algorithm 1 restricts and focuses on showing similar products. On the other hand, Algorithm 2 and 3 focus on showing different products, recommending products of different types and categories based on sales performed to other users. As we used an extensive real sales database, collaborative filtering algorithms worked on a relevant history of products sold.
Our data analysis focused on invalidating three null hypothesis:
• H01: There is no significant difference in user satisfaction by comparing the recommendations received by Algorithm 1 with the ones received by Algorithm 2; • H02: There is no significant difference in user satisfaction by comparing the recommendations received by Algorithm 1 with the ones received by Algorithm 3; • H03: There is no significant difference in user satisfaction by comparing the recommendations received by Algorithm 2 with the ones received by Algorithm 3;
According to the classification given by (Herlocker et al., 2004) , our study on evaluating recommendation systems is explicit, a laboratory study, based on the outcome and on a short-term analysis, as explained in the next subsections.
An Explicit Evaluation
We asked users to explicitly expose their perception of the system. We provided users with a questionnaire for them to answer questions about their satisfaction with the recommendation received. The questions were based on (Liang et al., 2006) and asked users:
• whether the system finds the furniture the user wants to view; • whether the system filters out the furniture the user does not want; • whether the system captures the right category (the one that is of interest to the user); • whether the system captures the users interests;
• whether the system finds interesting furniture efficiently; • overall satisfaction;
We also asked users, in an open-ended question, to provide us their free perception about the recommendations received.
A Laboratory Study
We performed a controlled experiment, asking undergraduate students to search for products and to evaluate the recommendations provided. Students were considered because they represent a usual Internet shopping public (Dabholkar and Sheng, 2012) .
The students were randomly divided into three groups that accessed different websites, each website implemented a recommendation algorithm. They were given a scenario in which they were starting their software developer careers and rented a workroom. They should consider they had enough money to buy one desk, one chair, and one bookcase. We asked them to search once for each of these products and to evaluate the products recommended (with no time restriction).
The procedure was as follows: they should enter a text-based search in the website. Once the search was performed, the site would present the products. The participant should click in the chosen product and, in another page, view this product and a list of recommended items. The list was different depending on the product and on the algorithm being used. The users evaluated this list of recommended products answering questions about their satisfaction with the recommendation.
An Outcome Evaluation
As stated by (Herlocker et al., 2004) , we evaluated the effect of users action on the recommendation system. Based on the recommendations received, participants answered each of the questions in the questionnaire in a 5-point Likert scale.
Based on the users responses, we applied the ANOVA statistical test to verify whether there was difference in the mean responses. The test was applied to compare evaluations between the three algorithms. If a difference was found, the Tukey test was applied to identify which one was different. Then, the best one was inferred by the higher mean. For the open-ended question analysis, we applied the Thematic Network Analysis to code, group and analyze the answers texts (Attridge-Stirling, 2001).
A Short-term Analysis
Our analysis is based on an evaluation performed immediately after users received recommendations. We did not include any post-sales analysis.
RESULTS
We applied the experiment described in Section 4 with 68 undergraduate students. Their ages ranged from 18 to 41, 86% were men and 14% were women.
To understand their experience with e-commerce websites, we asked them how many times they had used the Internet for shopping in the last 6 months. We identified that 39.7% of them had bought no to two times; 32.2% of them, three to six times; and 27.9% used e-commerce for shopping more than six times in the last six months. We thus consider that our respondents had enough experience with Internet shopping to provide their opinion.
Tables 1, 2 and 3 present descriptive statistics for the responses obtained considering the products recommended by Algorithms 1, 2, and 3, respectively.
Next, we analyze the answers of each question by comparing the algorithms using ANOVA and Tukey statistical tests. Later, we present our qualitative results and hypotheses analysis.
Analysis of Questions

The System Finds Furniture the User Wants to View
We asked users whether the system showed furniture they wanted to view. The mean evaluation for Algorithms 1, 2, and 3, was 3.60, 3.38, and 2.70, respectively. By executing the ANOVA test, we verified statistically significant different means among all the algorithms, since p was less than 0.05 (F(2, 65) = 3.75, p < 0.05). It means that algorithms triggered different reactions from users regarding finding furniture they wanted to view.
Then, we conducted the Tukey test and generated the box plot graph of the answers. It provides data to evaluate the statistically significant difference between means, pair by pair.
Algorithms 1 and 2 were not significantly different according to the Tukey test (p > 0.1), and Algorithms 1 and 3 were significantly different (p < 0.05). This information is confirmed by the box plot graph of the answers to Question 1. (Figure 1 ). In this case, we can infer that Algorithms 2 is as good as Algorithm 1, but Algorithm 3 is not as good as Algorithm 1.
The System Filters Out Furniture the User Does Not Want
Regarding the evaluation whether the system filters out furniture that the user does not want, the means for the Algorithms 1, 2, and 3 were 2.82, 2.71, and 2.83, respectively. By executing the ANOVA test, we verified the three algorithms were statistically similar (F(2, 65) = 0.07, p > 0.1), since p was greater than 0.1. This result indicates that users do not feel any difference between the three algorithms regarding their ability of filtering the products that users do not want.
The System Captures the Right Category
The question that evaluated whether the system captures the category that is interesting to the user, the mean of the answers for Algorithm 1 was 4.08, for Algorithm 2 was 3.85 and for Algorithm 3 was 2.79. The ANOVA test presented statistically significant difference between means of the answers from the three algorithms (F(2, 65) = 7.89, p < 0.001). Then, we conducted the Tukey test and generated the box plot graph of the answers (Figure 2 ). Algorithms 1 and 2 presented no significant difference according to the Tukey test (p > 0.1). However, Algorithms 2 and 3 were considered different (p < 0.05); Algorithms 1 and 3 presented statistically different means (p < 0.05), too. This information is confirmed in the box plot in Figure 2 . Algorithms 1 and 2 are grouped as a, separated from the answers to Algorithm 3, which is in group b.
We hence conclude that Algorithm 1 performed as good as Algorithm 2 regarding evaluating whether the system captures the right category, but Algorithm 3 is not as good as Algorithms 1 and 2.
The System Captures the User's Interests
By analyzing the responses regarding the system ability to capture users' interests, the mean of the responses for Algorithm 1 was 3.52, for Algorithm 2, 3.23, and for Algorithm 3, 2.70. The ANOVA test resulted in no statistically significant difference among algorithms (F(2, 65) = 3.01, p > 0.05). We thus consider that the three algorithms generate a similar perception among customers regarding capturing users' interests.
The System Finds Interesting Furniture Efficiently
We also analyzed whether the system efficiently finds the products that are interesting to users (Question 5). The mean of the values for Algorithm 1 was 3.56, for Algorithm 2, 3.52, and for Algorithm 3, 2.79. The ANOVA test showed significant difference among means of the answers (F(2, 65) = 3.65, p < 0.05). The Tukey test showed no significant difference between Algorithms 1 and 2 (p > 0.1), and be-tween Algorithms 2 and 3 (p > 0.05). However, there was a significant difference between Algorithms 1 and 3 (p < 0.05). The box plot graph in (Figure 3 ) confirms this information. We hence conclude that Algorithm 2 was as good as Algorithm 1 regarding finding interesting furniture efficiently, but Algorithm 3 is not as good as Algorithm 1.
Overall Satisfaction
Regarding the responses for overall satisfaction evaluation, Algorithm 1 presented a mean of 3.17, Algorithm 2 presented 3.28 and Algorithm 3 presented 2.50.
The ANOVA test showed no significant difference among the means of answers (F(2, 65) = 2.90, p > 0.05). We thus consider that there is no difference between algorithms regarding the users' overall satisfaction.
Open-ended Question Analysis
The quantitative analysis of responses might be complemented and explained by the qualitative analysis of the open-ended question. For each algorithm, we created a thematic network showing the codes obtained directly from the answers. The numbers shown in the rounded-corner rectangles show how many times the theme appeared in the responses. Figure 4 shows the thematic network for Algorithm 1. We observed that users enjoyed receiving the recommendation of similar products (with the same colors, prices or comprising the same category). On the other hand, users complained that products were too similar or equal to the one they had searched. Algorithm 1 also presented connection problems and, sometimes, did not recommend products. Users also complained that recommendations were good for some products and bad for the others (inconsistency). The "no sense" theme represents users that pointed out that the recommended products had nothing to do with their needs. When analyzing the positive and negative feedback for Algorithm 2 (Figure 5 ), we observed that users also enjoyed receiving the recommendation of similar products. Negative feedback was mainly related to products that made no sense to users. This experiment showed an interesting result, as users complained about the product search as if it were the product recommendation. Users also pointed out that there were recommendations that were inconsistent, as for Algorithm 1. Algorithm 3 got positive feedback on similar products and some positive feedback on complementary products recommendation (Figure 6 ). Most users' complaints concerned recommended products that made no sense. There were also issues with search -as for Algorithm 2. There were also themes related to inconsistency and too much information shown. Users also complained of having recommendations that were not related to a category of the product they sought.
Hypotheses Analysis
Aiming at comparing three different recommendation algorithms regarding user satisfaction, we proposed to verify three hypotheses (see Section 4). In this section, we combine quantitative and qualitative results to confirm or not our hypotheses. Table 4 shows a summary of the confirmation (or not) about the similarity among algorithms, considering the satisfaction aspects measured.
Our null hypothesis H01 stated that there is no significant difference in user satisfaction by comparing the recommendations received by Algorithm 1 with the ones received by Algorithm 2. We consider we confirmed this hypothesis since, for all the questions, there was no significant difference between the answers regarding Algorithms 1 and 2. By analyzing our qualitative results, we observed that the main positive feedback for both algorithms was receiving similar products as recommendation.
Our null hypothesis H02 stated that there is no significant difference in user satisfaction by comparing the recommendations received by Algorithm 1 with the ones received by Algorithm 3. By analyzing our summarized results in Table 4 , we see that user satisfaction was indeed different in three aspects: finding products the user wants to view, capturing the right category and finding interesting products efficiently. This evidence refuses our hypothesis H02.
Qualitative data show that Algorithm 1 performed better by presenting similar products and products related to the category. Users complained about the diversity of the recommendations of Algorithm 3.
For the null hypothesis H03, which stated that there is no significant difference in user satisfaction by comparing the recommendations received by Algorithm 2 with the ones received by Algorithm 3, the conclusion is the same as for hypothesis 2, as there is difference when comparing Algorithm 2 to Algorithm 3. It refuses our third hypothesis.
The open-ended answers showed, however, that both Algorithms 2 and 3 had problems when presenting products that made no sense to users and, also, issues with product search and excessive information.
DISCUSSION
The objective of this study was to identify how different recommendation algorithms trigger different perceptions of satisfaction on users. We performed an experiment with 68 undergraduate students, simulating a three-item shopping transaction, and asking users to evaluate the recommendations received. Users were randomly assigned to one of three algorithms. Their responses were statistically described and analyzed using ANOVA and Tukey tests. All three algorithms used the same database, with products and sales of a small-retailer website.
We observed that, regarding overall satisfaction, there was no difference on user satisfaction comparing the three algorithms. When we tested each question, we observed that Algorithm 1 performed better for finding the furniture that the user wants to view, for capturing the right category and for finding interesting furniture efficiently.
When analyzing the open-ended question, we clearly see that users seem to be more satisfied when similar products are recommended, that is, our respondents did not value variety. (Knijnenburg et al., 2012, p.450) state that "researchers who do compare the user experience effects of several algorithms find surprising results" -and this was our case. We observed that although more elaborate algorithms were compared to simple ones (without computational intelligence), there was no effect on increasing user satisfaction. Our results confirm that -besides the algorithm implemented -there are other subjective aspects comprising user satisfaction (Xiao and Benbasat, 2007; Knijnenburg et al., 2012) .
Literature points that cold start is an issue to be dealt with in small retailers websites. In these contexts, content-based recommendations are viable solutions (Kaminskas et al., 2015) . Our study confirms this finding, by showing that our participants appreciated receiving the recommendation of similar products.
We also observed that an expressive number of participants -despite the instructions received to evaluate the products recommendation -also evaluated the products search. For us, it is evidence that customers might see search and recommendation as related functionalities. Developers should focus their investment on improving both to increase user satisfaction.
This study was performed in a context-specific simulated environment, with undergraduate students, which is a threat to validity. Although our participants present a profile similar to that of Internet shoppers, our results should be confirmed with real consumers. 
Question
Algorithms considered similar The system finds the furniture the user wants to view 1 and 2 The system filters out the furniture the user does not want 1, 2, and 3 The system captures the right category 1 and 2 The system captures the users interests 1, 2, and 3 The system finds interesting furniture efficiently 1 and 2 Overall satisfaction 1, 2, and 3
Nevertheless, this study still contributes to the literature on recommender systems evaluations that go beyond algorithmic accuracy, as claimed by (Konstan and Riedl, 2012) .
CONCLUSIONS
We presented the results of an experiment that aimed at identifying how different recommendation algorithms trigger different perceptions of satisfaction on users. We tested three algorithms using the database of a real furniture small-retailer. Our results pointed out no significant difference in user satisfaction regarding the compared algorithms. Algorithms were found to be generally similar, although some difference was observed in specific issues. In this case, the algorithm which showed similar products performed better.
Future studies should focus on including a content-based algorithm in the experiment to be compared with collaborative filtering algorithms. We also plan to reduce our threat to validity, by including satisfaction evaluation with on-line users in their real context.
