t:_C=,f)= f(=,,), 0 < = < x,, > 0 
The basis is then taken to be {S/j} with where the weight is
A thorough discussion motivating this choice of weight can be found in [10].
The expressions (2.11, (2.7/, and (2.8) are then combined to form the system
for p = -M=,...,N_ and q = -Ms,'",Nt. 
and the basis weight is taken to be (2.11)
The finite dimensional approximations for EI and col are then given by the expansions
In the forward problem, the coefficients {ck} and {ek} are known whereas in the corre- 
where ¢ = X -1, then for h > 0 sufficiently small
The sinc gridpoints are given by zj = ¢(jh) = X-l(jh).
(2.15) [2] or [4] ).
An important numerical issuein the implementation of the trust region scheme is the formulation of the derivative of the operator K. Here the derivative, or Jacobian, is the matrix whose v-th column is given by
where the standard unit vector e_ has components
In the examples of the next section, In the first example, EI is considered known and cDI is numerically recovered using the methods of this paper. In each of the three examples, the data was sampled on a regular grid {(zp, tq)} C (0, 1) x (0, 3]. Nine equally spaced points :rp = pAz, Az = .1, were taken in space and six equally spaced temporal points tq = qAt, At = .5, were taken for a total of n = 54 data points.
To the data, we added a pseudo-random noise vector e from a Gaussian distribution with mean 0 and standard deviation (7 chosen so that the noise-to-signal ratio /lldll = .001;
that is, noise = .1% of the signal. 
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