In this paper, we obtain the existence and uniqueness of the solution to the perturbed Skorohod equation g(t) = f (t) + α max 0 s t g(s) + h(t) for any real constant α < 1 and any given continuous function f , where g 0, and h is an increasing function which only increases at the time g is at zero. As an application, we establish the existence and uniqueness of some perturbed reflected diffusion processes.  2004 Elsevier SAS. All rights reserved.
Introduction
There now exists a considerable body of literature devoted to the study of "perturbed" versions of familiar stochastic and deterministic equations; see e.g. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [12] [13] [14] . An example is the perturbed Skorokhod equation
where B is a standard Brownian motion starting from 0, α < 1 is a real constant, x 0, and L X denotes a local time at zero of X. Since for α = 0 the solution is reflected Brownian motion any solution of (1) is referred to as a perturbed reflected Brownian motion, and the question of its existence and pathwise uniqueness has exercised several authors. As was pointed out in [10] , if either x > 0 or α < 1/2, an affirmative answer follows from the fact that the obvious deterministic version of (1) has a unique solution when B is replaced by an arbitrary continuous function, vanishing at zero. The remaining case was settled in [3] , a slightly weaker result being published simultaneously in [6] . However neither of these results dealt with the deterministic version with x = 0 and α ∈ [1/2, 1), and our first main result, Theorem 3.1 fills this gap, by means of completely different arguments. Our other main result seems to be the first to deal with the analogous question for a general diffusion. Specifically we study the equation
where σ is a Lipschitz continuous function on R. Again the case x > 0 turns out to be relatively straight-forward, once we have established existence and pathwise uniqueness for perturbed diffusion processes in Theorem 2.1. For x = 0 we exploit our result on the Skorohod equation together with Picard iteration to establish existence and pathwise uniqueness of a solution to (2) , but unfortunately only in the case α < 1/2. Finally we consider a version of (2) in which the Itô integral is replaced by a Stratonovich integral. In this case we are able to establish existence of a unique solution for all values of α < 1, under mild assumptions on σ.
Perturbed diffusion processes
Let B t , t 0 be a standard Brownian motion on a probability space (Ω, F , P ). F t , t 0 denotes the filtration of the Brownian motion B. Let σ (x), b(x) be Lipschitz continuous functions on R, i.e., there exists a constant C such that
For α < 1, consider the following stochastic differential equation: Proof. We construct the solution by iteration. Let
For n 0 define Y n+1 t to be the unique, continuous, adapted solution to the following equation:
Such a solution exists and can be expressed explicitly as
This is a consequence of the reflection principle. We will show that Y n converges uniformly on compact intervals almost surely. It follows from (7) that
where we used the fact that 
In the rest of the proof, we will use C to denote a generic constant which may change from line to line. By Burkhölder's inequality,
Iterating the inequality we get that for fixed T > 0, 
Arguing as above, there is a constant C such that
Applying Burkhölder's inequality,
which implies E[|Y t − Z t | 2 ] = 0 by Gronwall's inequality. Hence, the solution is unique. 2
Perturbed Skorohod equation
The aim of this section is to prove Theorem 3.1. Given f ∈ W 0 and 0 α < 1, there exist unique g ∈ W + and h ∈ W + such that
(
(t). (g, h) is called a solution to the perturbed Skorohod equation for the function f .
Remark. This gives a simpler proof of Theorem 1 of [3] .
For clarity, we split the proof of the theorem into several lemmas. For a continuous function f and 0 s t define
Lemma 3.2. Let (g, h) be a solution to the perturbed Skorohod equation for the function f . There exists a constant
C independent of g and f such that
and
Without loss of generality we assume ω s,t (g) > 0 and
It follows by the reflection principle that
In particular,
On the other hand, we can assume
If l 0 = v 0 , then (20) follows already from (25). Assume now l 0 < v 0 . In this case it is easy to see that
Hence,
Combining (25) and (28) yields
Since
Combining case 1 and case 2 completes the proof. 
To show that (g, h) is a solution to the perturbed Skorohod equation for the function f , it remains to prove that
To see this it is enough to show that for any continuous function l(t) on (0, ∞) with compact support, 
where f (s) stands for the derivative of f . We will use the so called penalized method. Define
Consider the following functional equation 
By the reflection principle,
Following the proof of Theorem 2.1 sentence by sentence, we arrive at
Iterating the above inequality as in the proof of Theorem 2.1, it is seen that g n ε converges uniformly on any finite interval [0, T ] to a continuous function g ε , which clearly is a solution of Eq. (35).
Put A ε (t) = max 0 s t g ε (s), then
Since φ (x) 0 and A ε (t) is increasing in t, it follows from (36) that
Consequently,
and furthermore, by the Hölder inequality and (38),
Set h ε (t) = − 
Therefore, {g ε m (t), m 1} is a Cauchy sequence in C([0, 1]). Let g denote the limit. We will show that (g, h) is a solution to the perturbed Skorohod equation for the function f . First of all, it is clear from the construction that g(t) = f (t) + α max 0 s t g(s) + h(t),
and h(t) is a non-negative increasing function (because h ε n is). Secondly, it follows from (39) that φ(g(t)) = 0, which implies that g(t) 0 for all t 0. Now for any continuous function l(t) on (0, ∞) with compact support, say that the support is contained in [δ 1 , δ 2 ] for some δ 1 > 0, we have
for t 0 can now be proved similarly as in the proof of Lemma 3.3. Thus, we complete the proof of existence.
Uniqueness: For any δ > 0, let g δ (t) be the unique solution to equation
Such an equation was studied in [10] and [3] . Let (g, h) be a solution to Eq. (18). A "round trip" of g is defined to be a section of the path g lying between two maxima and containing a visit to zero. It follows from the proof of
where α * = α 1−α , n t is the number of round trips completed by g by time t. This implies that g(t) = lim δ→0 g δ (t), which gives the uniqueness. 2
Perturbed reflected diffusions
Let σ be as in Section 2. For x 0, consider the stochastic differential equation: The cases x = 0 and x > 0 are quite different. We will treat them separately.
Theorem 4.2. Assume α < 1 and σ is Lipschitz. If x > 0, there exists a unique solution (X t , L t , t 0) to Eq. (45).
Proof. We construct the solution iteratively in a similar way to [10] . Define Y 0 t to be the unique solution to the equation:
It is known from Section 2 that such a solution exists. Set
Put B 1 t = B t +T 1 − B T 1 for t 0. It is well known that B 1 t , t 0 is a standard Brownian motion independent of F T 1 . Consider the stochastic differential equation with reflecting boundary:
The definition of a solution to this equation is the same as Definition 4.1 with x = 0 and α = 0. It is known that a unique solution (Z 1 t , L 1 t ) to the Eq. (48) exists, see e.g. [11] or [15] . In general, suppose that (X t , L t ) has been defined for 0 t T 2n−1 . We can construct (X t , L t ) for T 2n−1 t T 2n+1 as follows. Let Z 2n−1 t be the solution to the equation:
Let Y 2n t denote the solution to equation:
where
By this procedure, we obtain a sequence of increasing stopping times T n , n 0. Set T = lim n→∞ T n . Then T is again a stopping time, and (X t , L t ) is a well defined continuous process for all 0 t < T . We will show that (X t , L t , t < T ) satisfies Eq. (45) in the sense of Definition 4.1. To achieve this, it is sufficient to prove that (X t , L t ) satisfies Eq. (45) for T 2n t T 2n+1 and n = 0, 1 . . .. We will do this by induction. It is obvious that (X t , L t ) is a solution to Eq. (45) for 0 t T 1 . If T 1 t T 2 , it follows that
Thus we have showed that (X t , L t ) is a solution to Eq. (45) for 0 t T 2 . Suppose that (X t , L t ) satisfies Eq. (45) for 0 t T 2n . If T 2n t T 2n+1 , it follows that
where we have used the fact that X T 2n = max 0 s T 2n X s and Y 2n 0 = X T 2n from their definitions. Since X t = 0 for T 2n t < T 2n+1 , we also have
So (X t , L t ) satisfies Eq. (45) also for T 2n t T 2n+1 . Repeating similar arguments as for (53), we also can show that (X t , L t ) satisfies Eq. (45) for T 2n+1 t T 2n+2 .
Finally we show that T = ∞ a.s. By the construction of X, we have that
Suppose T < ∞ with positive probability. Letting n → ∞ in (56), we get 0 = max 0 s T X s which contradicts the fact that 
The existence and uniqueness of this solution follow from Section 3. Observe that by the reflection principle,
Now (57) and (58) imply that
By Burkhölder's inequality,
Thus, we deduce that for any fixed T > 0,
which yields
Using the Borel-Cantelli lemma, it follows that X n t converges uniformly to a continuous, adapted process X on [0, T ] almost surely. Again by the Borel-Cantelli argument, it is also seen that M n (t) := 
To show that (X t , L t ) is a solution to (45), we need to prove
This will follow if we can show that for any f ∈ C 0 (0, ∞) 
By Gronwall's inequality, it follows that X 1 = X 2 , and hence Proof. We prove the theorem for x = 0. Other cases are similar. Introduce two functions F 1 (x), F 2 (x) on R defined by
Note that F 1 , F 2 ∈ C 2 (R), F 1 = F −1 2 , and
It follows from Section 3 (also [3] ) that there is a unique solution, denoted by (X 0 t , L 0 t ), to the equation 
On the other hand, 
where we have used the fact that the measure dm 0 does not charge the set {s; m 0 s > x 0 s }. Thus (71) becomes
It is clear that L t , t 0 is a continuous, non-decreasing process. Moreover, 
