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Abstrakt
Obsahem práce je vytvoøení metody, která by umo¾nila automatizované zpracování pøiro-
zeného jazyka s vyu¾itím gramatik s rozptýleným kontextem. Toho je dosa¾eno zavedením
upravené metody syntaktické analýzy shora dolù, pøièem¾ souèástí práce je i implementace
algoritmu v jazyce Python. K tomu je vyu¾ita knihovna NLTK, která slou¾í k získávání
vìtných èlenù z anglických vìt. Výsledný program je modulární a je schopen zpracovat
libovolnou gramatiku v korektním formátu.
Abstract
The purpose of this thesis is to create a method, based on scattered context grammars,
for natural language analysis. The method proposed in this thesis, is similiar to syntax
analysis for context-free grammars. Implementation of the proposed algorithm is attached.
The programm is written in Python 2.7 and the module NLTK is needed. The purpose of
NLTK is to parse English sentence and return the lexems
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Kapitola 1
Úvod
Spracovanie prirodzeného jazyka je bezpochýb jednou z najväè¹ích výziev informatiky. Na
túto oblas» sa dá pozera» z mnohých pohµadov. Èi u¾ z pohµadu lingvistiky1, teoretickej
informatiky, ale má nesporný význam aj napríklad z pohµadu umelej inteligencie. Je súèa»ou
tzv. kognitívnych vied, ktoré sa zaoberajú skúmaním µudskej mysle2.
1.1 ©truktúra práce
Práca je rozèlenená do piatich kapitol. Úvodná kapitola pojednáva o motivácií voµby témy
spracovania prirodzeného jazyka na bakalársku prácu, v druhej sú zopakované základné de-
nície z teórie formálnych jazykov a z matematiky, ktoré sú potrebné na pochopenie tejto
práce. Tretia kapitola je venovaná teoretickej èasti samotnej práce, zavádza novú metódu
syntaktickej analýzy zalo¾enej na gramatikách s rozptýleným kontextom a následne uvádza
mo¾nosti transformácie iných prostriedkov na spracovanie prirodzeného jazyka, ktoré boli
zavedené v iných prácach na gramatiky s rozptýleným kontextom. ©tvrtá kapitola je veno-
vaná praktickým aplikáciam a implementácií prilo¾eného programu. V závereènej kapitole
sú zhrnuté dosiahnuté výsledky, uvedené otvorené problémy, mo¾nosti ïaµ¹ieho roz¹írenia a
zasadenie problému do ¹ir¹ích súvislostí.
1Lingvistika je empirická veda o jazyku; opisuje urèité dané jazyky a ukazuje normy ich správneho
pou¾ívania. Lingvistika je empirická veda, ktorá opisuje a vysvetµuje formálne, sémantické a komunikatívne
funkcie jazyka a fungovanie prirodzených jazykov v procese komunikácie v rámci v¹eobecnej teórie jazykových
¹truktúr. Empirickos» lingvistiky spoèíva v tom, ¾e lingvisti najprv pozorujú jazykové javy, zhroma¾ïujú ich
a napokon sa sna¾ia vybudova» v¹eobecnú, èi dokonca univerzálnu teóriu jazyka. Lingvistika pritom venuje
pozornos» aj historickému vývoju prirodzených jazykov, ich diachrónnemu aspektu. Lingvistika sa vyvinula
z tradiènej lológie.[6]
2Hlavnými oblas»ami, ktorými sa kongnitívne vedy zaoberajú sú ligvistika, umelá inteligencia, neuroveda,
psychológia, lozoa, antropológia a vzdelávanie.
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Kapitola 2
Denície
Táto kapitola obsahuje základné denície. Sekcia 2.1 opakuje základné matematické pojmy
nutné k tomu, aby bolo mo¾né jasne porozumie» textu. Sekcia 2.2 obsahuje základné pojmy
z teórie formálnych jazykov. V¹etky denície v tejto kapitole sú prevzaté z kníh pána
profesora Meduny [4] a [5].
2.1 Matematické denície
V tejto sekcii sú zhrnuté základné pojmy týkajúce sa mno¾ín, postupností a relácií, ktorých
pochopenie je potrebné v zvy¹ku práce.
2.1.1 Mno¾ina
Mno¾ina je kolekcia prvkov zobratých z nejakého ¹pecikovaného univerza, prièom jedinou
¹truktúrou je èlenstvo v mno¾ine. Skutoènos», ¾e prvok a je èlenom mno¾iny Q, znaèíme
a 2 Q. Skutoènos», ¾e a sa v mno¾ine nenachádza, znaèíme ako a =2 Q. Ak má Q koneèný
poèet prvkov, tak hovoríme o koneènej mno¾ine. V opaènom prípade sa jedná o nekoneènú
mno¾inu. Mno¾ina, ktorá neobsahuje ¾iadne prvky sa nazýva prázdna mno¾ina, znaèíme
ju ;. Kardinalita mno¾iny Q, znaèená ako card(Q), je pre koneèné mno¾iny rovná poètu
prvkov Q. Ak je mno¾ina Q nekoneèná, predpokladáme, ¾e card(Q) > k, pre ka¾dé celé
èíslo k1. Koneèná mno¾ina je väè¹inou ¹pecikovaná vymenovaním jej prvkov, zatiaµ èo
nekoneèné mno¾iny sa väè¹inou ¹pecikujú vlastnos»ou V , tak ¾e mno¾ina obsahuje v¹etky
prvky majúce vlastnos» V ; symbolicky znaèené Q = fa : V (a)g.
Nech A a B sú dve mno¾iny. Mno¾ina A je podmno¾inou mno¾iny B, symbolicky znaèené
A  B, práve vtedy ak ka¾dý prvok mno¾iny A zároveò patrí do mno¾iny B. A je vlastnou
podmno¾inou mno¾iny B, zapísané A  B, ak A  B a zároveò B obsahuje aspoò jeden
prvok, ktorý nepatrí do mno¾iny A. Ak A  B a B  A, potom sa A rovná B, zapísané ako
A = B. Potenèná mno¾ina A, znaèené 2A, je mno¾ina v¹etkých podmno¾ín A. Pre mno¾iny
A a B sú operácie zjednotenia, prieniku a rozdielu, znaèené A[B, A\B, A B, denované
ako
A [B = fa : a 2 A alebo a 2 Bg;
A \B = fa : a 2 A a zároveò a 2 Bg;
A  B = fa : a 2 A a zároveò a =2 Bg:
1card(;) = 0
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Pre vlastnos» V , je zjednotenie v¹etkých prvkov mno¾iny Q splòujúcich túto vlastnos»
denované ako [
V
Q = fa : a 2 Q a zároveò V (a)g:
Komplement alebo doplnok mno¾iny A z univerza U je mno¾ina U  A.
Postupnos» je zoznam prvkov z nejakého univerza U . Postupnos» je koneèná, pokiaµ re-
prezentuje koneèný zoznam prvkov; v opaènom prípade hovoríme o nekoneènej postupnosti.
Då¾ka koneènej postupnosti x, znaèená jxj2, je poèet prvkov v x. Prázdna postupnos», zna-
èená ", je postupnos» neobsahujúca ¾iaden element { tak¾e j"j = 0. Koneèná postupnos» je
zvyèajne daná výètom jej prvkov. Pre V  U , jxjV znaèí poèet výskytov prvkov z mno¾iny
V v postupnosti x. Napríklad, nech x = 0; 1; 0; 0 je koneèná postupnos», potom jxj = 4 a
jxjf0g = 3.
2.1.2 Relácie
Pre dva objekty a a b, (a; b) znamená usporiadaný pár pozostávajúci z a a b v tomto poradí.
Analogicky, usporiadaná n-tica, znaèená (a1; : : : ; an), pre objekty a1; : : : ; an. Nech A a B
sú dve mno¾iny. Karteziánsky súèin A a B, znaèený AB, je denovaný ako
A B = f(a; b) : a 2 A; b 2 Bg:
Binárna relácia, alebo skrátene relácia,  z A do B, je µubovoµná podmno¾ina A  B; a
teda   A B. Denièný obor , znaèený domain() a obor hodnôt , znaèený range()
sú denované ako
domain() = fa : (a; b) 2 ; pre nejaké b 2 Bg; a
range() = fb : (a; b) 2 ;pre nejaké a 2 Ag:
Ak A = B, potom nazveme  reláciou na mno¾ine A. Ïalej znaèíme X = f(x; x)jx 2 Xg
a nazveme diagonálnou reláciou na X.
Denícia 2.1. [2] Nech je f  XY relácia zX do Y taká, ¾e ku ka¾dému x z domain(f) 
X existuje práve jeden prvok y 2 Y , ¾e (x; y) 2 f . V tomto prípade nazveme f zobrazením
mno¾iny domain(f) do Y resp. z X do Y , pokiaµ nechceme bli¾¹ie ¹pecikova» domain(f) ,
prípadne zobrazení X do Y , pokiaµ domain(f) = X. Namiesto (x; y) 2 f pí¹eme f(x) = y
a tie¾ f : X ! Y namiesto toho aby sme písali f  X  Y ako v terminológií binárnych
relácií. Zobrazenie f : X ! Y sa nazývá
a) prosté alebo injektívne, keï pre ka¾dé x1; x2 2 X platí f(x1) = f(x2)) x1 = x2 (ka¾dý
prvok v Y má najviac jeden vzor);
b) na alebo surjektívne, ak ku ka¾dému y 2 Y existuje x 2 X, ¾e f(x) = y (ka¾dý prvok
v Y má nejaký vzor v X);
c) vzájomne jednoznaèné alebo 1|1-znaèné inak povedané bijektívne, ak domain(f) = X
a je zároveò prosté aj na (prvky oboru mno¾in X a Y si vzájomne odpovedajú).
Zobrazenie idX : X ! X dané predpisom idX(x) = x nazýváme identitou na X. Je zrejmé,
¾e identita je vlastne iba inak pomenovaná diagonálna relácia.
2Symbolom jj sa mô¾e oznaèova» aj kardinalita mno¾iny, av¹ak v tejto práci bude tento symbol pou¾itý
výhradne na oznaèenie då¾ky postupnosti.
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Denícia 2.2. Nech R  XY je relácia. Inverznou reláciou k relácií R nazýváme reláciu
R 1 = f(y; x)j9(x; y) 2 Rg. Oèividne R 1  Y  X. Ak sú naviac R a R 1 zobrazenia,
nazývá sa R 1 inverzným zobrazením k zobrazeniu R.
Mno¾inu A nazveme uzavretou voèi binárnej operácií  ak pre ka¾dé a; b 2 A, a  b 2 A.
Uzáver voèi n-árnej operácií je denovaný analogicky. Nech  je relácia na mno¾ine A. Pre
k  0, k-áty produkt , k, je rekurzívne denovaný ako
1. a0b vtedy a len vtedy ak a = b
2. akb vtedy a len vtedy ak ac a ck 1b pre nejaké c a k  1.
Tranzitívny uzáver , znaèený +, je denovaný ako a+b vtedy a len vtedy ak akb pre
nejaké k  1, a emphReexívny a tranzitívny uzáver , znaèený , je denovaný ako ab
vtedy a len vtedy ak akb pre nejaké k  0.
2.2 Základy teórie formálnych jazykov
V tejto sekcii sú zhrnuté základné pojmi a koncepty formálnej teórie jazykov.
2.2.1 Re»azce
Abeceda, , je koneèná, neprázdna mno¾ina, ktorej prvky sa nazývajú symboly. Re»azec
(slovo) nad abecedou  je koneèná postupnos» symbolov zo . Vynechávame v¹etky èiarky,
ktoré slú¾ia ako oddelovaèe; a teda pre re»azec a1,a2,. . . an, pre nejaké n  1, pí¹eme
a1a2. . . an. Prázdny re»azec, znaèený ", je re»azec, ktorý nie je tvorený ¾iadnymi symbolmi,
èi¾e prázdna postupnos». Pomocou , znaèíme mno¾inu v¹etkých re»azcov nad abecedou
 (vèetne "). + je potom denovaná ako    f"g.
Nech x je re»azec nad abecedou  a je vyjadrený ako a1a2. . . an, kde ai 2 , pre
ka¾dé i = 1. . . ,n, pre µubovolné n  0 (pre n = 0 sa x = "). Då¾ka x, znaèená jxj, je
denovaná ako jxj = n. Obrátenie x, znaèené reversal(x), je denované ako reversal(x) =
anan 1. . . a1. Abeceda x, znaèená alph(x), je denovaná ako alph(x) = fa1; a2;. . . ; ang.
Neformálne povedané, je to mno¾ina v¹etkých znakov vyskytujúcich sa v x. Najpravej¹í
symbol x, znaèený rms(x)3, je denovaný ako rms(x) = an, ak n  1 alebo rms(x) = "
v ostatných prípadoch. Pokiaµ n  1, potom pre ka¾dé i = 1;. . . ,n, nech sym(x; i) znaèí í-tý
symbol v re»azci x. V¹imnite si, ¾e j"j = 0, reversal(") = ", a alph(") = ;.
Nech x a y sú dva re»azce nad . Potom, xy je konkatenácia x a y. V¹imnite si, ¾e
x" = "x = x. Ak mô¾eme zapísa» x v tvare x = uv, pre nejaké u,v 2 , potom u je prex
re»azca x a v je sux re»azca x. Ak 0 < juj < jxj, potom u je vlastný prex x a pokiaµ
0 < jvj < jxj, potom v je vlastný sux x.
2.2.2 Jazyky
Jazyk L, nad abecedou  je µubovoµná mno¾ina re»azcov nad .  sa nazýva univerzálny
jazyk, preto¾e obsahuje v¹etky re»azce nad . Ak L je koneèená mno¾ina, potom je L
koneèný jazyk, v opaènom prípade ide o nekoneèný jazyk. Prázdny jazyk sa znaèí ;. Abeceda
jazyka L, znaèená alph(L), je denovaná ako
alph(L) =
[
x2L
alph(x)
3Z anglického Rightmost symbol
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Pre ka¾dý jazyk L, kde f"g  L   a zároveò x 2 , max-prex(x; L) znaèí najdlh¹í
prex re»azca x, ktorý patrí do jazyka L; obdobne; max-sux(x) znaèí najdh¹í sux, ktorý
patrí do jazyka L. Nech L1 a L2 su dva jazyky nad abecedou . Ak L1 [ f"g = L2 [ f"g,
potom sa oba jazyky rovnajú, èo znaèíme L1 = L2. Nakoµko jazyky sú mno¾iny, mô¾eme
nad nimi prevádza» v¹etky mno¾inové operácie. A teda
L1 [ L2 = fxjx 2 L1 alebo a 2 L2g;
L1 \ L2 = fxjx 2 L1 a zároveò a 2 L2g;
L1   L2 = fxjx 2 L1 a zároveò a =2 L2g:
Komplement jazyka L, znaèíme ako L, je denovaný ako
L = fxjx 2 ; x =2 Lg:
Existujú aj ¹peciálne operácie, ktoré platia iba pre jazyky. Konkatenácia jazykov L1 a
L2, znaèená L1L2, je denovaná ako
L1L2 = fx1x2jx1 2 L1; x2 2 L2g:
V¹imnite si, ¾e Lf"g = f"gL = L. Pre n  0, n-tá mocnina L, znaèená Ln, je rekurzívne
denovaná ako
(1)L0 = f"g
(2)Ln = Ln 1L:
Iterácia jazyka L, znaèená L je daná ako
L =
[
i0
Li
Kladná iterácia jazyka L, znaèená L+ je daná ako
L+ =
[
i1
Li
Reverziu jazyka L, znaèenú reversal(L), denujeme ako
reversal(L) = frev(x) : x 2 Lg:
2.2.3 Rodiny jazykov
Analogicky s teóriou mno¾ín, mno¾iny ktorých prvkami sú jazyky sa nazývajú rodiny jazy-
kov. Rodina jazykov, L , je "-free ak pre ka¾dé L 2 L , " =2 L. Rodina koneèných jazykov
je znaènená FIN.
Rovnako ako aj pri jazykoch, dve rodiny jazykov, L1 a L2, pova¾ujeme za navzájom
sa rovnajúce práve vtedy a len vtedy, ak
[
L2L1
L [ f"g =
[
L2L2
L [ f"g
Pokiaµ sú si L1 a L2 rovné, znaèíme L1 = L2. Inklúzia jazykových rodín je chápaná
rovnakým spôsobom.
Uzavretos» rodiny jazykov vzhµadom na urèitú operáciu, je denovaná analogicky s uza-
vretos»ou mno¾iny.
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Denícia 2.3. Rodina jazykov L , je uzavretá voèi lineárnemu vymazávaniu4 práve vtedy
a len vtedy ak pre ka¾dé L 2 L , (L) je takisto prvkom L , kde  je k-lineárne vymazanie
vzhµadom ku L, pre nejaké k  1.
2.2.4 Gramatiky
Denícia 2.4. Phrase-structure gramatika je usporiadaná ¹tvorica
G = (V; T; P; S);
kde
1. V je celková abeceda;
2. T  V je abeceda terminálov ;
3. P  V (V   T )V   V  je koneèné zobrazenie;
4. S 2 V   T je poèiatoèný symbol.
Symboly v V   T sa nazývajú neterminály. Dvojice (u; v) 2 P sa nazývajú pravidlá alebo
produkcie, a sú zapisované ako u ! v. Pravidlo u ! v 2 P , prièom v = " sa nazýva
vymazávacie pravidlo. Pokiaµ gramatika neobsahuje ¾iadne vymazávacie pravidlo, tak ju
nazývame gramatika bez vymazávacích pravidiel.
Priama derivácia indukovaná G, je zobrazenie medzi re»azcami nad V , znaèené )G,
denované ako
x)G y
práve vtedy a len vtedy ak, x1ux2,y1vy2, a u! v 2 P , kde x1,x2,y1,y2 2 V . Nakoµko )G
je zobrazenie, )kG je k-ta mocnina )G, pre k  1, )
+
G je tranzitívny uzáver )G a )

G je
reexívny a tranzitívny uzáver )G. Ïalej roz¹írime )kG aj na k = 0 vtedy a len vtedy ak
x = y.
Nech D: S )G x je derivácia, pre nejaké x 2 V . x je vetná forma. Pokiaµ x 2 T ,
potom je x veta. Ak je x vetou, tak D nazývame ukonèujúcou deriváciou.
Jazyk generovaný gramatikou G, znaèené L(G), je mno¾ina v¹etkých viet, denovaný
ako
L(G) = fw 2 T jS )G wg:
Rekurzívne spoèetný jazyk, je jazyk generovaný pomocou phase-structure gramatiky. Rodina
rekurzívne spoèetných jazykov sa znaèí L (RE).
Denícia 2.5. Bezkontextová gramatika je phase-structure gramatika
G = (V; T; P; S);
tak, ¾e ka¾dé pravidlo z P má tvar
A ! x;
kde A 2 V   T a x; y 2 T . Bezkontextový jazyk je jazyk generovaný bezkontextovou
gramatikou. Rodina bezkontextových jazykov je znaèená L (CF).
4anglicky linear erasing
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Denícia 2.6. Kontextová gramatika je phase-structure gramatika
G = (V; T; P; S);
tak, ¾e ka¾dé pravidlo x! y 2 P splòuje podmienku
jxj  jyj:
kde A 2 V   T a x; y 2 T . Bezkontextový jazyk je jazyk generovaný bezkontextovou
gramatikou. Rodina bezkontextových jazykov je znaèená L (CS).
Denícia 2.7. Maticová gramatika H je bezkontextová gramatika G roz¹írená o koneènú
mno¾inu postupností pravidiel, ktoré nazývame matice. V podstate, H vykonáva deriváciu
tak, ¾e zvolí maticu a po jej zvolení vykoná postupne v¹etky pravidlá a¾ kým nedosiahne
posledné pravidlo. Potom buï ukonèí vykonávanie derivácií, alebo zvolí ïal¹iu sekvenciu a
pokraèuje vykonávaním jej pravidiel.
2.2.5 Pravidlovo obmedzený prevodník
Denícia 2.8. Pravidlovo obmedzený prevodník5, skrátene RT, je trojica   = (M;G;	),
kde M = (Q,,,q0,F ) je koneèný automat, G = (N;T; P; S) je bezkontextová gramatika a
	 je koneèná mno¾ina párov v tvare (p1,r1), kde p1 2  a r1 2 P .
2-kongurácia RT je pár  = (x; y), kde x 2 Q a y 2 (N [ T ). Uva¾ujme dve 2-
kongurácie pravidlovo obmedzeného prevodníka,  = (pav1; uAv2) a 0 = (qv1; uxv2), kde
A 2 N , u; v; x 2 (N [T ), v1 2 ,a 2 [f"g a p; q 2 Q. Ak pav1 ) qv1[p1] v M , iAv2[r1]
v G a (p1,r1) 2 	, potom   spraví výpoèetný krok z  do 0, zapísané ako ) 0.
Dvojjazykom  , znaèeným 2  L( ) je
2  L( ) = f(w1; w2)j(qow1; S))
 (f; w2); w1 2 
; w2 2 T
; af 2 Fg
Z dvojjazyka mô¾eme denova» dva jazyky:
 L( )1 = fw1j(w;w2) 2 2  L( )g, a
 L( )2 = fw2j(w;w2) 2 2  L( )g
L (RT), L (RT )1 a L (RT )2 znaèia rodiny jazykov dvojjazyku RT, jazykov ktoré
prijíma M v RT a jazykov generovaných gramatikov G.
Je v¹eobecne známe, ¾e koneèné automaty popisujú rodinu regulárnych jazykov a bez-
kontextové gramatiky rodinu bezkontextových jazykov. Av¹ak ako bolo ukázané v [9], pra-
vidlovo obmedzené prevodníky doká¾u prijíma» aj kontextové jazyky.
2.3 Gramatika s rozptýleným kontextom
Táto sekcia je venovaná gramatikám s rozptýleným kontextom, ktoré boli prvý krát skúmané
v [1].
Denícia 2.9. Gramatika s rozptýleným kontextom je ¹tvorica
G = (V; T; P; S);
5Z anglického originálu Rule-restricted transducer
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1. V je kompletná abeceda;
2. T  V je abeceda terminálov ;
3. P je koneèná mno¾ina pravidiel v tvare:
(A1; : : : ; An)! (x1; : : : ; xn);
kde n  1, Ai 2 V   T , a xi 2 V , pre v¹etky 1  i  n;
4. S 2 N je poèiatoèný symbol gramatiky G.
u = u1A1 : : : unAnun+ 1;
v = u1x1 : : : unxnun+ 1;
a p = (A1; : : : ; An) ! (x1; : : : ; xn) 2 P , kde ui 2 V , pre ka¾dé 1  i  n + v1, potom G
vykoná derivaèný krok z u do v podµa p, znaèené u )G v[p], alebo zjednodu¹ene u )G v.
Pokiaµ navy¹e Ai =2 alph(ui) pre v¹etky 1  i  n, potom ide o najµavej¹í derivaèný krok,
znaèené
u lm )G v [p];
Jazyk L je jazyk s rozptýleným kontextom pokiaµ existuje taká gramatika s rozptýleným
kontextom G, ¾e L = L(G). Rodina jazykov generovaných gramatikami s rozptýleným
kontextom je znaèená L (SC).
2.3.1 Syntaktická analýza bezkontextových gramatík
Úlohou syntaktického analyzátoru je urèi» syntaktickú ¹truktúru na vstupe. To teda zna-
mená, ¾e sa syntaktický analyzátor sna¾í zostroji» pro dané slovo lexikálních symbolov
derivaèní strom. Preto¾e sú derivaèné stromy vo vzájomnej jednoznaènej kore¹pondencii
s µavými (a pravými) deriváciami, je z praktického hµadiska pochopitelne výhodnej¹ie hla-
da» pre dané slovo µavú (alebo pravú) deriváciu. Syntaktickou analýzou metódou zhora
nadol resp. zdola hore preto mô¾eme denovat nasledovne:
Denícia 2.10. Nech G = (N;T; P; S) je bezkontextová gramatika, ktorá má n pravidiel
oèíslovaných 1; : : : ; n a nech w 2 (G). Syntaktická analýza metodou zhora nadol je proces,
ktorý smeruje k nájdeniu postupnosti èísiel pravidiel pou¾itých pri µavej derivácií vety w.
Syntaktická analýza metódou zdola hore je proces, který smeruje k nájdeniu obrátenej
postupnosti èísiel pravidiel pou¾itých pri pravej derivácií vety w[3].
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Kapitola 3
Teória
Na zaèiatok kapitoly zavedieme niekoµko oznaèení, aby sme sa vyhli mo¾ným nezrovnalos-
tiam. V nasledujúcej kapitole budú v¹etky neterminály znaèené ako <Meno Neterminálu>
(výnimku z tohoto pravidla majú iba gramatiky prevzaté z iných publikácií, kde je zacho-
vané pôvodné znaèenie), zatiaµ èo v¹etky terminály, ktoré mô¾u by» vyu¾ité na naviazanie
lexémy budú znaèené nasledujúcim spôsobom, jMeno Termináluj. Terminály neviazateµné
s lexémou budú znaèené ako "Meno Terminálu". Pod pojmom derivácia, bude v¾dy myslená
najµavej¹ia derivácia, pokiaµ nebude explicitne uvedené inak. V¹etky anglické vety sú uvád-
zané v klasických uvodzovkách, bez interpunkèných symbolov, vzhµadom na skutoènos», ¾e
pri preklade s interpunkciou nepoèítame.
3.1 Syntaktická analýza zhora nadol zalo¾ená na gramati-
kách s rozptýleným kontextom
Obsahom tejto kapitoly je popis spôsobu syntaktickej analýzy, ktorý je mo¾né aplikova»
na gramatiky s rozptýleným kontextom. V úvode je popis základných my¹lienok klasickej
syntaktickej analýzy vyu¾ívanej pri bezkontextových gramatikách, nasleduje popis nutných
úprav gramatík s rozptýleným kontextom aby ich bolo mo¾né strojovo spracova» a na záver
je uvedený vlastný algoritmus.
3.1.1 Slovníkové gramatiky s rozptýleným kontextom
Denícia 3.1. Slovníková gramatika s rozptýleným kontextom je pätica
G = (N;T;W;P; S);
1. N je abeceda neterminálov ;
2. T je abeceda terminálov, prièom N \ T = ;;
3. W je abeceda nevia¾ucich terminálov, prièom W \ T = ; ^N \W = ;;
4. P je koneèná mno¾ina pravidiel v tvare:
(A1; : : : ; An)! (x1; : : : ; xn);
kde n  1, Ai 2 N , a xi 2 (N [ T [W ), pre v¹etky 1  i  n;
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5. S 2 N je poèiatoèný symbol gramatiky G.
Kompletná abeceda V = N [T [W V¹etky ïal¹ie vlastnosti, sú rovnaké ako pri obyèajných
gramatikách s rozptýleným kontextom
Nech je rodina jazykov generovaných slovníkovými gramatikami s rozptýleným kontex-
tom znaèená L (LSC). Prièom vzhµadom ku skutoènosti, ¾e pridaná mno¾ina nevia¾ucich
sa terminálov je iba formalizmom, mô¾eme predpoklada», ¾e L (LSC) = L (SC).
3.1.2 Syntaktická analýza zhora nadol zalo¾ená na slovníkových grama-
tikách s rozptýleným kontextom
Algoritmus 3.1. Predpokladajme existenciu lexikálneho analyzátoru, ktorý nám na vstup
dáva v¾dy jednu lexému zo vstupu, prièom táto lexéma patrí do koneènej mno¾iny lexém,
ktoré dopredu poznáme. Pokiaµ sa v aktuálnom re»azci vyskytuje terminál, ktorý svojím
názvom zodpovedá danej lexéme, tak sa s ním daná lexéma pevne zvia¾e, èím zároveò
zabráni ïal¹ím lexémam sa prepoji» so zabratým terminálom. V prípade, ¾e nie je mo¾né
priradi» lexému k ¾iadnemu terminálu, v tom prípade sa pristúpi k slovníku pravidiel, ktorý
pod obsahuje re»azec pravidiel, prièom pou¾itý kµúè do slovníka je názov lexémy. Tieto
pravidlá sa zaènú vykonáva» od konca re»azca. V prípade, ¾e pravidlo nie je mo¾né vykona»,
vykoná sa najprv pravidlo, ktoré je v re»azci pred ním. V re»azci sa postupuje doµava, a¾
kým nastane situácia, ¾e pravidlo na aktuálnej pozícií je vykonateµné. V tom prípade sa dané
pravidlo vykoná. Po vykonaní pravidla, sa pozícia v re»azci posunie doprava a vykoná sa aj
nasledujúce pravidlo, a¾ kým sa nevrátime na koniec re»azca. Pokiaµ sme na prvom mieste
re»azca a pravidlo nie je mo¾né vykona», preklad konèí neúspechom. Rovnako sa jedná
o neúspe¹ný preklad aj v prípade, ¾e nie je mo¾né vykona» nejaké pravidlo v èase keï sa
v re»azci pohybujeme smerom doprava. V niektorých prípadoch mô¾e by», k jednej lexéme,
priradených viacero postupností pravidiel. Tieto postupnosti majú dopredu urèené poradie,
a vykonávajú sa iba v prípade, ¾e nie je mo¾né vykona» ¾iadne pravidlo z postupnosti,
ktorá je v hierarchii vy¹¹ie. Pokiaµ sa postupnos» zaène vykonáva», av¹ak v jej priebehu sa
preklad zasekne, ide o neúspe¹ný preklad, aj pokiaµ by za òou nasledovali ïaµ¹ie postupnosti
pravidiel.
Takto postupujeme pre ka¾dú lexému na vstupe, a¾ pokiaµ neprídeme na koniec. V tomto
prípade skontrolujeme výsledný re»azec, èi sa naozaj jedná o re»azec, zlo¾ený iba z terminá-
lov; v tom prípade preklad ukonèíme ako úspe¹ný. Pokiaµ sa v re»azci vyskytujú neterminály,
pokúsime sa aplikova» tzv. vymazávacie pravidlá1, a odstráni» tak neterminály, ktoré by sa
stále nachádzali v re»azci. Pokiaµ aj po aplikácií týchto pravidiel sa v re»azci nachádza nejaký
neterminál, ukonèíme preklad ako neúspe¹ný. V opaènom prípade je preklad úspe¹ný. Ako
je mo¾né si v¹imnú», vymazávacie pravidlá v tomto algortime reprezentujú skutoènos», ¾e
vety mô¾u ma» vopred neznámu då¾ku, alebo nejaké ich èasti sa nemusia nutne vyskytova»
vo výslednom preklade.
Príklad 1. Nech G = (N;T;W;P; S), kde
N = f<S>,<X>,<Y>,<Z>,<PRO>,<V>,<Y3>g,
T = fjPRO1S j, jPRO2S j, jV1S j, jV1P j, jV3S j, jV2S j, jVMDj, jVMD3j, jxjg,
W = f"I", "aren't", "we", "you", "he", "isn't", "doesn't", "don't", "hadn't", "hasn't",
"haven't", "won't", "can't", "am", "are", "is", "does", "do", "had", "has", "have", "will",
"can"g
P = f
1nemusí ís» nutne o pravidlá v ktorých sa vyskytuje ".
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(1) (<S>) ! (<X><PRO><X><V><X><Y><NEG><Z>),
(2) (<X>, <PRO>, <Z>) ! (",jPRO1S j, "I"),
(3) (<X>, <V>, <Y>) ! (",jV1S j, <ARE>),
(4) (<X>, <PRO>, <Z>) ! (",jPRO1P j, "we"),
(5) (<X>, <V>, <Y>) ! (",jV1P j, <ARE>),
(6) (<X>, <PRO>, <Z>) ! (",jPRO2S j, "you"),
(7) (<X>, <V>, <Y>) ! (",jV2S j, <ARE>),
(8) (<X>, <PRO>, <Y>,<Z>) ! (",jxj,<Y3>, "he"),
(9) (<X>, <V>,<Y3>) ! (",jV3S j, <IS>),
(10) (<X>, <V>,<Y3>) ! (",jxj, <DOES>),
(11) (<X>, <V>,<Y>) ! (",jxj, <DO>),
(12) (<X>) ! (jxj<X>),
(13) (<X>) ! ("),
(14) (<VN>, <YH3>) ! (jxj-<X>, <HAS>),
(15) (<VN>, <YH>) ! (jxj-<X>, <HAVE>),
(16) (<X>, <V>, <Y>) ! (", jxj-<VN>, <YH>),
(17) (<X>, <V>, <Y3>) ! (", jxj-<VN>, <YH3>),
(18) (<VN>, <YH>) ! (jxj-<X>, <DO>),
(19) (<VN>, <YH3>) ! (jxj-<X>, <DOES>),
(20) (<X>, <PRO>, <Z>) ! (", jPRO3Pj, "they"),
(21) (<X>, <V>, <Y3>) ! (", jxj, <DID>),
(22) (<X>, <V>, <Y>) ! (", jxj, <DID>),
(23) (<X>, <V>, <Y>) ! (", jVD1Sj, <WAS>),
(24) (<X>, <V>, <Y>) ! (", jVD2Sj, <WERE>),
(25) (<VND>, <YHD>) ! (jxj-<X>, <HAD>),
(26) (<X>, <V>, <Y>) ! (", jxj-<VND>, <YHD>),
(27) (<X>, <V>, <Y3>) ! (", jxj-<VND>, <YHD>),
(28) (<VN>) ! ("),
(29) (<YH>) ! (<HAVE>),
(30) (<YHD>) ! (<HAD>),
(31) (<YH3>) ! (<HAS>),
(32) (<VND>) ! ("),
(33) (<X>, <V>, <Y3>) ! (", jVD1Sj, <WILL>),
(34) (<X>, <V>, <Y3>) ! (", jVD1Sj, <WILL>),
(35) (<X>, <V>, <Y>) ! (", jVD1Sj, <WILL>),
(36) (<X>, <V>, <Y3>) ! (", jVD1Sj, <WAS>),
(37) (<ARE>, <NEG>) ! ("aren't", "),
(38) (<X>, <ARE>) ! (jNEGj-<X>, "are"),
(39) (<DO>, <NEG>) ! ("don't", "),
(40) (<X>, <DO>) ! (jNEGj-<X>, "do"),
(41) (<DOES>, <NEG>) ! ("doesn't", "),
(42) (<X>, <DOES>) ! (jNEGj-<X>, "does"),
(43) (<IS>, <NEG>) ! ("isn't", "),
(44) (<X>, <IS>) ! (jNEGj-<X>, "is"),
(45) (<HAVE>, <NEG>) ! ("haven't", "),
(46) (<VN>, <YH>) ! (jNEGj-<VN>, "have"),
(47) (<HAS>, <NEG>) ! ("hasn't", "),
(48) (<VN>, <YH3>) ! (jNEGj-<VN>, "has"),
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(49) (<WAS>, <NEG>) ! ("wasn't", "),
(50) (<X>, <WAS>) ! (jNEGj-<X>, "was"),
(51) (<WERE>, <NEG>) ! ("weren't", "),
(52) (<X>, <WERE>) ! (jNEGj-<X>, "were"),
(53) (<WILL>, <NEG>) ! ("won't", "),
(54) (<X>, <WILL>) ! (jNEGj-<X>, "will"),
(55) (<NEG>) ! ("),
(56) (<HAD>, <NEG>) ! ("hadn't", "),
(57) (<VND>, <YHD>) ! (jNEGj-<VND>, "had"),
(58) (<X>, <V>, <Y3>) ! (", jVCANj, <CAN>),
(59) (<X>, <V>, <Y>) ! (", jVCANj, <CAN>),
(60) (<CAN>, <NEG>) ! ("can't", "),
(61) (<X>, <CAN>) ! (jNEGj-<X>, "can")
g,
S =<S>,
a na vstupe máme nasledujúcu vetu: "I am student of Faculty of Informatics".
Majme lexikálny slovník D, obsahujúci postupnosti pravidiel priradených k lexémam.
Nech D =f
jPRO1S j : (1, 2|18|19|25|12),
jPRO2S j : (1, 6|18|19|25|12),
jPRO3S j : (1, 8|18|19|25|12),
jPRO1P j : (1, 4|18|19|25|12),
jPRO3P j : (1, 20|18|19|25|12),
jNj : (1, 8|18|19|25|12),
jVj : (0, 11|0, 10|12),
jV1S j : (1, 3|12),
jV2S j : (1, 7|12),
jV3S j : (1, 9|12),
jVP j : (1, 5|12),
jVMD3j : (1, 10|12),
jVMDj : (1, 11|12),
jVHAVEj : (1, 17|1, 16|12),
jVHADj : (1, 27|1, 26|12),
jVCANj : (58|59|12),
jVMDFj : (1, 34|1, 35|12),
jVDj : (21|22|12),
jVD1Sj : (1, 36|1, 23|12),
jVD2Sj : (1, 24|12),
jVNj : (1, 25|1, 14|1, 15|12),
jNEGj : (38|40|42|44|46|48|50|52|54|57|61),
jXj : (18|19|25|1, 12),
vymazávacie pravidlá : 13, 31, 30, 29, 28, 32, 37, 39, 41, 43, 45, 47, 49, 51, 53, 56, 60, 55
g
Predpokladajme existenciu lexikálneho analyzátora, ktorý doká¾e spravi» analýzu an-
glickej vety a na výstup vypisova» gramatickú kategóriu daného slova. Predpokladajme
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existenciu nasledujúcich gramatických kategórií:
PRO1S osobné zámeno v 1. osobe singuláru
PRO2S osobné zámeno v 2. osobe singuláru
PRO3S osobné zámeno v 3. osobe singuláru
V1S sloveso "to be"v 1. osobe singuláru
V2S sloveso "to be"v 2. osobe singuláru
V3S sloveso "to be"v 3. osobe singuláru
VMD sloveso "to do"nie v 3. osobe
VMD3 sloveso "to do"v 3. osobe
VCAN modálne sloveso "can"v 3. osobe
VHAV E sloveso "to have"
VWILL sloveso "will"
VWAS sloveso "to be"v minulom èase
VWERE sloveso "to be"v minulom èase
X slovo nespadajúce do ¾iadnej z týchto kategórií
S vyu¾itím metódy uvedenej v úvode tejto kapitoly mô¾eme vykona» nasledovné deri-
vaèné kroky:
<S> )1
)1 <X><PRO><X><V><X><Y><NEG><Z>
)2 jPRO1S j[I] <X><V><X><Y> "I"
)3 jPRO1S j[I] jV1S j[am]<X> <ARE> <NEG> "I"
)12 jPRO1S j[I] jV1S j[am] jxj[student]<X> "aren't""I"
)12 jPRO1S j[I] jV1S j[am] jxj[student] jxj[of]<X> <ARE> <NEG> "I"
)12 jPRO1S j[I] jV1S j[am] jxj[student] jxj[of] jxj[Faculty] <X> <ARE> <NEG> "I"
)12 jPRO1S j[I] jV1S j[am] jxj[student] jxj[of] jxj[Faculty] jxj[of] <X> <ARE> <NEG>
"I"
)12 jPRO1S j[I] jV1S j[am] jxj[student] jxj[of] jxj[Faculty] jxj[of] jxj[Informatics] <X>
<ARE> <NEG> "I"
)37 jPRO1S j[I] jV1S j[am] jxj[student] jxj[of] jxj[Faculty] jxj[of] jxj[Informatics] "aren't"
"I"
Predchádzajúca postupnos» derivácií vznikla nasledovným spôsobom. Najprv sa na
vstup pri¹lo slovo "I". Toto bolo vyhodnotené lexikálnym analyzátorom ako osobné zá-
meno v 1. osobe jednotného èísla, k èomu odpovedajúci re»azec pravidiel je "1,2". Nakoµko
pravidlo èíslo 2, nie je mo¾né vykona», posúvame sa v re»azci doprava na pravidlo 1. Symbol
<S> sa v re»azci nachádza, a teda sa postupne vykonajú pravidlá 1 a 2. Po vykonaní pra-
vidla dva, sa zároveò lexéma previa¾e s voµným terminálom, v tomto pripade s jPRO1S j.
Ïaµ¹ím slovom na vstupe je slovo "am". Nakoµko sa jedná o tvar prislúchajúcej prvej osobe
jednotného èísla, èomu zodpovedá lexéma V1S , a zároveò je mo¾né vykona» pravidlo èíslo
3, tak sa vykoná ïal¹í derivaèný krok. Ïal¹í postup je obdobný a¾ sa dostaneme na koniec
vety. Nakoµko sa vo výslednom re»azci stále nachádzajú neterminály, pokraèuje algoritmus
snahou vykona» vymazávacie pravidlá. V tomto prípade to je mo¾né symbol <X> sa po-
mocou pravidla èíslo 13 vyma¾e, zanechávajúc re»azec tvorený iba z terminálov; èím sa
preklad úspe¹ne ukonèí.
Na predchádzajúcom príklade, boli ukázané mo¾nosti metódy syntaktickej analýzy, za-
lo¾enej na gramatikách s rozptýleným kontextom. Roz¹írením predchádzajúceho príkladu,
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by sme mohli napríklad umo¾ni» vytvára» opytovacie dodatky, nie len zo zámen ale aj z pod-
statných mien. Toto konkrétne roz¹írenie by si ale napríklad vy¾adovalo úpravu lexikálnej
analýzi tak, aby bol analyzátor schopný rozlí¹i» predmet od podmetu, èo je v súèasných
podmienkach znaène problematické, ako bude uvedené v kapitole venujúcej sa implementá-
cií (4). Ïaµ¹ou mo¾nos»ou roz¹írenia, by bolo zalo¾i» metódu na tzv. "Propagating scattered
context grammars", alebo gramatikách s rozptýleným kontextom bez vymazávacích pravi-
diel. Tu ¾iaµ nará¾ame znova na aplikaèné problémy. Vzhµadom na charatker prirodzeného
jazyka, je toti¾ då¾ka vety premenlivá, najmä v prípadoch ako príklad 1, kde z netermi-
nálu <X> mohlo vzniknú» µubovoµné mno¾stvo slov (vèetne ¾iadneho, viï napríklad veta
"I am").
3.2 Pravidlovo obmedzený prevodník vs. Gramatika s roz-
ptýleným kontextom
Táto sekcia je venovaná porovnaniu pravidlovo obmedzeného prevodníka a gramatík s roz-
ptýleným kontextom a mo¾ným spôsobom prevodu medzi nimi.
Ako bolo dokázané v [9], rodina jazykov daných pravidlovo obmedzeným prevodníkom je
rovnaká, ako rodina jazykov daných maticovými gramatikami, znaèenéL (RT) =L (MAT).
Av¹ak u rodiny jazykov generovaných pomocou gramatík s rozptýleným kontextom je ich
vz»ah k L (MAT), zatiaµ otvoreným problémom formálnej teórie jazykov. Z tohoto dôvodu,
nie je zatiaµ ani dokázané, èi algoritmus zavedený v nasledujúcej sekcii, je obecne platný,
alebo má isté obmedzenia.
Jednou z hlavných výhod, vïaka ktorým je pravidlovo obmedzený prevodník schopný
prekona» silu oboch jeho zlo¾iek, je mo¾nos» atomicity pri aplikácií viacerých pravidiel.
Toto je zabezpeèené vïaka regulárnemu automatu, ktorý v ka¾dom vstupe prijíma iba isté
symboly a zároveò je pevne previazaný s urèitým pravidlom. Hlavným cieµom prevodu, sa
teda musí sta» prenesenie tejto skutoènosti aj do gramatík s rozptýleným kontextom.
Algoritmus 3.2. Majme pravidlovo obmedzený prevodník P a gramatiku s rozptýleným
kontextom . Sekvenènou postupnos»ou nazveme postupnos» pravidiel, ktoré sa musia bez-
podmienène vykona» za sebou, nakoµko v koneènom automate, ktorý je súèas»ou P sa
prechody medzi stavmi, ku ktorým sú dané pravidlá pripojené, dejú bezpodmieneène za
sebou, bez mo¾nosti selekcie nasledujúcich stavov (pokiaµ sa do jedného stavu dá ís» viace-
rými prechodmi, jedná sa o toµko rôznych postupností, koµko prechodov existuje). Pravidlo
priradené k prechodu zaèínajúcom v koncovom stave koneèného automatu, mô¾e by» iba
na zaèiatku postupnosti. Pokiaµ je pravidlo viazané k prechodu, ktorý zaèína a konèí v tom
istom stave, tak tvorí sekvenènú postupnos» o då¾ke 1.
1. Nájdeme v¹etky sekvenèné postupnosti v P
2. Pre ka¾dú sekvenènú postupnos» s, vytvoríme odpovedajúce pravidlo nasledujúcim
spôsobom: Pre ka¾dé pravidlo z P , ktoré je v s platí, ¾e je súèas»ou pravidla gramatiky
 a to na takom mieste v akom poradí sa v sekvencii nachádza, prièom platí, ¾e jedno
pravidlo z P sa mô¾e nachádza» viac krát v jednom a tom istom pravidle patriacom
do . Prechod zaèínajúci v koncovom stave koneèného automatu, mô¾e by» iba na
zaèiatku postupnosti. P
3. Nech r = (<A>;<B>;<C>) ! (<B>;<X>;<Y>) je novovzniknuté pravidlo
v . Potom pravidlo r upravíme tak, ¾e vyma¾eme neterminál <B> nachádzaj-
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úci sa na µavej strane pravidla, a jeho výskyt na pravej strane nahradíme pravou
stranou pôvodného pravidla v ktorom sa <B> vyskytovalo. Túto operáciu opaku-
jeme dovtedy, kým u¾ ¾iaden neterminál sa nevyskytuje na µavej strane pravidla a
zároveò na pravej strane tak, ¾e by bol výsledkom skor¹ej èasti pravidla,tak¾e na-
príklad pravidlo r1 = (<A>;<B>;<C>) ! (<X>;<A>;<B>) je v koneènom
tvare, zatiaµ èo pravidlo r je nutné upravi» na jeho výsledný tvar, ktorý má podobu
r = (<A>;<C>) ! (<X>;<Y>). Týmto krokom je vyrie¹ený jeden z problémov
vyplívajúcich zo skutoènosti, ¾e v pravidlovo obmedzenom prevodníku, sa jednotlivé
pravidlá vykonávajú sekvenène a teda v n-tom pravidle mô¾e vzniknú» neterminál
vyu¾itý v neskor¹om pravidle. Ïal¹ím problémom vyplívajúcim z tejto skutoènosti je,
¾e vzhµadom na sekvenèné vykonávanie príkazov, v pravidlovo obmedzenom prevod-
níku (a rovnako tak aj v maticových gramatikách) nezále¾í na poradí pravidiel, ktoré
nemajú spoloèné neterminály, viï nasledujúci príklad:
Majme pravidlá <A>! jaj a <B>! jbj, ktoré sa musia vykona» obidve. V prí-
pade sekvenèného vykonávania na poradí v ktorom sa tieto pravidlá vykonajú nezá-
le¾í, zatiaµ èo v prípade gramatík s rozptýleným kontextom ide o dve rôzne pravidlá
(<A>,<B>) ! (jaj; jbj) a (<B>,<A>) ! (jbj; jaj). Jednou z mo¾ností ako rie¹i»
tento problém, je prida» do gramatiky obe pravidlá (èo by ale obzvlá¹» pri dlhých sek-
venèný postupnostiach vytvorilo veµké mno¾stvo zbytoèných pravidiel, ktoré reálne
nemô¾u by» vyu¾ité). Druhou mo¾nos»ou je voµba správneho tvaru pravidla (alebo
pravidiel pokiaµ by bolo potrebné ma» pre správnu èinnos» gramatiky viacero tvarov)
vzhµadom na jazyk, ktorý gramatika prijíma.
V¹imnite si, ¾e algoritmus 3.2 by sa s drobnými úpravami dal vyu¾i» aj na prevod medzi
maticovou gramatikou a gramatikou s rozptýleným kontextom, ktorá by prijímala rovnaký
jazyk. Pokiaµ by sa algoritmus ukázal ako správny, mohol by sa sta» základom dôkazu pre
jeden z otvorených problémov, èi L (MAT) =(?) L (SC); èi je vyjadrovacia sila oboch
typov gramatík rovnaká.
Ako príklad vyu¾itia algoritmu 3.2, je uvedený príklad transformácie dvoch pravidlovo
obmedzených prevodníkov vytvorených v [9]. Prvý prevodník prijíma jazyk L = f(aibjaibj ,
ajbiajbi)ji; j 2 Ng, druhý prevodník slú¾i na transformáciu jednoduchých anglických viet
do trpného rodu2.
Príklad 2. Uva¾ujme pravidlovo obmedzený prevodník K = (M;G;	) kde
M = (f1; 2; 3; 30; 4; 5; 50; 6g; fa; bg; ; 1; 6), kde
  = f
p1 = 1a! 2 p2 = 2! 1 p3 = 1b! 3
0
p4 = 3
0 ! 3 p5 = 3b! 4 p6 = 4! 3
p7 = 3a! 5
0 p8 = 5
0 ! 5 p9 = 5a! 5
p10 = 5b! 6 p11 = 6b! 6g
G = (fS;A;B;C;D;D0g; fa; bg; P; S), kde
 P = f
2anglicky passive
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Obrázek 3.1: Gracké znázornenie koneèného automatu z príkladu 2
r1 = S ! BbD
0r2 = B ! Bb r3 = D
0 ! D0D
r4 = B ! aA r5 = D
0 ! C r6 = A ! aA
r7 = C ! CC r8 = D ! b r9 = A ! "
r10 = C ! ag
	 = f(p1; r1), (p1; r2), (p2; r3), (p3; r4), (p4; r5), (p5; r6), (p6; r7), (p7; r8), (p8; r9), (p9; r8),
(p10; r10), (p11; r10)g.
Z grafu mô¾eme jednoducho vyèíta» v¹etky sekvenèné postupnosti. Mno¾ina sekvenè-
ných postupností X = f(r1; r3), (r2; r3), (r4; r5), (r6; r7), (r8; r9), (r8), (r10)g. Teraz pre
ka¾dú postupnos» s 2 X, vytvoríme odpovedajúce pravidlo v tvare odpovedajúcemu gra-
matikám s rozptýleným kontextom, a umiestnime ho do mno¾iny pravidiel P. Mno¾ina
P obsahuje po prvom kroku algoritmu nasledujúce pravidlá (bola spravená úprava názvov
symbolov aby odpovedali typograckým konvenciám tejto práce):
(1) (<S>,<D0>) ! (<B>"b"<D0>,<D0><D>),
(2) (<B>,<D0>) ! (<B>"b",<D0><D>),
(3) (<B>,<D0>) ! ("a"<A>,<C>)
(4) (<A>,<C>) ! ("a"<A>,<C><C>)
(5) (<D>,<A>) ! ("b",")
(6) (<D>) ! ("b")
(7) (<C>) ! ("a")
Nakoµko pravidlo èíslo jedna nie je v koneènom tvare, tak pokraèujeme druhým bodom
algoritmu a upravíme ho na správny tvar. Rovnako pri pohµade na povahu aplikácie zistíme,
¾e je potrebné upravi» poradie èasti pravidla (5) tak, aby vyhovavali poradiu neterminálov
v re»azci. Druhou mo¾nos»ou by bolo uvies» obe mo¾nosti, èo ale pre tento krát opomeniem,
z dôvodu ¹etrenia miestom. Tak¾e po ukonèení algoritmu je P =
f
(1) (<S>) ! (<B>"b"<D0><D>),
(2) (<B>,<D0>) ! (<B>"b",<D0><D>),
(3) (<B>,<D0>) ! ("a"<A>,<C>)
(4) (<A>,<C>) ! ("a"<A>,<C><C>)
(5) (<A>,<D>) ! (","b")
(6) (<D>) ! ("b")
(7) (<C>) ! ("a")
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Obrázek 3.2: Príklad transformácie vety do trpného rodu.
g. Ako mô¾eme vidie», vytvorená gramatika prijíma rovnaký jazyk, f(aibjaibj , ajbiajbi)ji; j 2
Ng, ako pôvodný pravidlovo obmedzený prevodník.
Ïalej na demon¹trovanie skutoènosti, ¾e algoritmus je pou¾iteµný aj pre pravidlovo ob-
medzené prevodníky, je uvedený prevod prevodníku slú¾iaceho na transformáciu anglických
viet do trpného rodu. Vezmime si jednoduchú anglickú vetu "The cat was caught by the
mouse". Derivaèný strom tejto vety, rovnako ako aj derivaèný strom výslednej vety v trp-
nom rode je zobrazený na obrázku 3.2. Pre viac informácií o spôsobe akým prevod do
trpného rodu funguje viï [9].
Príklad 3. Uva¾ujme pravidlovo obmedzený prevodník   = (M;G;	) kdeM =(Q,,,0,F ),
G =(N ,T ,P ,S).
Nech Q = f0,1,2,3,4,5,6,7,8a,8b,8c,8d,8e,8f ,9g,
 = fN1s, N2s, N3s, N1p, N2p, N3p, Vpas, Vps, Vpp, DET, P, AUXpas1s, AUXpas2s, AUXpas3s,
AUXpas1p, AUXpas2p, AUXpas3p, AUXps1s, AUXps2s, AUXps3s, AUXps1p, AUXps2p ,AUXps3pg,
F = f9g
N = fS, NP-SBJ, NP, VP, PP, N?, V?, AUXpas?, AUXps?g,
T = .
Nech
  = f
p1 = 0! 1, p6a = 3Vpas ! 5, p10a = 8a! 9,
p2 = 1! 2, p6b = 3Vps ! 5, p10b = 8b! 9,
p3 = 2! 3, p7 = 5! 6,
...
p4 = 3DET! 4, p8 = 6DET! 7,
p5a = 4N1s ! 3, p9a = 7N1s ! 8a, p10f = 8f ! 9,
p5b = 4N2s ! 3, p9b = 7N2s ! 8b,
...
...
p5f = 4N3p ! 3, p9f = 7N3p ! 8fg
 P = f
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Obrázek 3.3: Gracké zobrazenie koneèného automatu z príkladu 3.
r1 = S ! NP   SBJV P , r8a = AUXpas? ! AUXpas1s,
r2 = NP   SBJ ! NP , r8b = AUXpas? ! AUXpas2s,
r3 = NP ! DET N?,
...
r4a = N? ! N1s, r8f = AUXpas? ! AUXpas3p,
r4b = N? ! N2s, r9a = AUXps? ! AUXps1s,
... r9b = AUXps? ! AUXps2s,
r4f = N? ! N3p,
...
r5 = V P ! V?PP , r9f = AUXps? ! AUXps3p,
r6 = PP !P NP,
r7a = V? ! AUXpas?Vpp,
r7b = V? ! AUXps?Vppg.
A nech 	 = f(p1; r1), (p1; r5), (p3; r6), (p4; r3), (p5a; r4a), (p5b; r4b), . . . , (p5f ; r4f ), (p6a; r7a),
(p6b; r7b), (p7; r2), (p8; r3), (p9a; r4a), (p9b; r4b), . . . , (p9f ; r4f ), (p10a; r8a), (p10b; r8b) ,. . . ,
(p10f ; r8f )g.
Rovnako ako v predcházajúcom príklade, mô¾eme vyèíta» v¹etky sekvenèné postupnosti
z grafu koneèného automatu. A teda mno¾ina sekvenèných postupností X = f(r1; r5; r6),
(r3; r4a), (r3; r4b), (r3; r4c), (r3; r4d), (r3; r4e), (r3; r4f ), (r7a; r2; r3), (r7b; r2; r3), (r4a; r9a),
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(r4b; r9b), (r4c; r9c), (r4d; r9d), (r4e; r9e), (r4f ; r9f ), (r4a; r8a), (r4b; r8b), (r4c; r8c), (r4d; r8d),
(r4e; r8e), (r4f ; r8f )g.
V¹imnime si, ¾e napriek skutoènosti, ¾e zo stavu 4 vychádza viacero prechodov, tak po-
stupnosti nie sú preru¹ené ale iba duplikované. Toto vychádza zo skutoènosti, ¾e je mo¾né
z neho prejs» jedine do stavu 3, a teda ¾iadne vetvenie nenastáva. Av¹ak na druhej strane
je potrebné zachyti» v¹etky mo¾nosti, ktoré sa mô¾u udia» a preto vzniklo 6 pravidiel, ku
ka¾dému prechodu jedno. Teraz pre ka¾dú postupnos» s 2 X, vytvoríme odpovedajúce pra-
vidlo v tvare odpovedajúcemu gramatikám s rozptýleným kontextom, a umiestnime ho do
mno¾iny pravidiel P. Mno¾ina P obsahuje po prvom kroku algoritmu nasledujúce pravi-
dlá (bola spravená úprava názvov symbolov tak aby odpovedali typograckým konvenciám
tejto práce):
(1) (<S>, <V P>,<PP>) ! (<NB   SBJ> <VP>, <V?><PP>,<P><NP>),
(2a) (<NP>, <N?>) ! (jDETj <N?>, jN1sj),
(2b) (<NP>, <N?>) ! (jDETj <N?>, jN2sj),
(2c) (<NP>, <N?>) ! (jDETj <N?>, jN3sj),
(2d) (<NP>, <N?>) ! (jDETj <N?>, jN1pj),
(2e) (<NP>, <N?>) ! (jDETj <N?>, jN2pj),
(2f) (<NP>, <N?>) ! (jDETj <N?>, jN3pj),
(3a) (<V?>, <NP-SBJ>,<NP>) ! (<AUXpas?> <Vpp>,<NP>, jDETj <N?>),
(3b) (<V?>, <NP-SBJ>,<NP>) ! (<AUXps?> <Vpp>,<NP>,jDETj <N?>),
(4a) (<N?>, <AUXpas?>) ! (jN1sj, jAUXpas1sj),
(4b) (<N?>, <AUXpas?>) ! (jN2sj, jAUXpas2sj),
(4c) (<N?>, <AUXpas?>) ! (jN3sj, jAUXpas3sj),
(4d) (<N?>, <AUXpas?>) ! (jN1pj, jAUXpas1pj),
(4e) (<N?>, <AUXpas?>) ! (jN2pj, jAUXpas2pj),
(4f) (<N?>, <AUXpas?>) ! (jN3pj, jAUXpas3pj),
(4a) (<N?>, <AUXps?>) ! (jN1sj, jAUXps1sj),
(4b) (<N?>, <AUXps?>) ! (jN2sj, jAUXps2sj),
(4c) (<N?>, <AUXps?>) ! (jN3sj, jAUXps3sj),
(4d) (<N?>, <AUXps?>) ! (jN1pj, jAUXps1pj),
(4e) (<N?>, <AUXps?>) ! (jN2pj, jAUXps2pj),
(4f) (<N?>, <AUXps?>) ! (jN3pj, jAUXps3pj)
Ako mô¾eme vidie», viacero pravidiel nesplòuje po¾iadavku, aby sa v pravidle nevyskytoval
na pravej strane neterminál, ktorý sa vyskytuje neskôr na pravej strane, a tak musíme
pokraèova» v algoritme a postupne po viacerých iteráciach pravidlá upravi» do koneèného
tvaru. Po skonèení v¹etkých iterácií algoritmu je P =
f
(1) (<S>) ! (<NB   SBJ> <V?> <P> <NP>),
(2a) (<NP>) ! (jDETj jN1sj),
(2b) (<NP>) ! (jDETj jN2sj),
(2c) (<NP>) ! (jDETj jN3sj),
(2d) (<NP>) ! (jDETj jN1pj),
(2e) (<NP>) ! (jDETj jN2pj),
(2f) (<NP>) ! (jDETj jN3pj),
(3a) (<V?>, <NP-SBJ>) ! (<AUXpas?> <Vpp>, jDETj <N?>),
(3b) (<V?>, <NP-SBJ>) ! (<AUXps?> <Vpp>, jDETj <N?>),
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(4a) (<N?>, <AUXpas?>) ! (jN1sj, jAUXpas1sj),
(4b) (<N?>, <AUXpas?>) ! (jN2sj, jAUXpas2sj),
(4c) (<N?>, <AUXpas?>) ! (jN3sj, jAUXpas3sj),
(4d) (<N?>, <AUXpas?>) ! (jN1pj, jAUXpas1pj),
(4e) (<N?>, <AUXpas?>) ! (jN2pj, jAUXpas2pj),
(4f) (<N?>, <AUXpas?>) ! (jN3pj, jAUXpas3pj),
(4a) (<N?>, <AUXps?>) ! (jN1sj, jAUXps1sj),
(4b) (<N?>, <AUXps?>) ! (jN2sj, jAUXps2sj),
(4c) (<N?>, <AUXps?>) ! (jN3sj, jAUXps3sj),
(4d) (<N?>, <AUXps?>) ! (jN1pj, jAUXps1pj),
(4e) (<N?>, <AUXps?>) ! (jN2pj, jAUXps2pj),
(4f) (<N?>, <AUXps?>) ! (jN3pj, jAUXps3pj)
g. Gramatika s rozptýleným kontextom, kde by sa mno¾ina pravidiel rovnala , by prijímala
rovnaký jazyk ako pôvodný pravidlovo obmedzený prevodník. Táto gramatika bude ïalej
upravované pridaním slovníka pravidiel a bude na nej demon¹trovaný preklad pomocou
novej metódy syntaktickej analýzy zavedenej v sekcii 3.1.2.
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Kapitola 4
Aplikácia v informatike
V tejto kapitole budú ukázené mo¾nosti vyu¾itia syntaktickej analýzi zalo¾enej na gramati-
kách s rozptýleným kontextom, z pohµadu automatizovaného spracovania a práce s prirod-
zeným jazykom.
4.1 Motivácia
Cieµom tejto práce bolo predstavi» metódu, ktorá by bola aplikovateµná mimo teoretických
rámcov teórie formálnych jazykov. Obsahom práce nie sú formálne dôkazy predlo¾ených
metód, ale skôr ukázanie mo¾ných príkladov ich vyu¾itia. Hlavným cieµom je samozrejme
aplikácia v lingvistike, av¹ak to nie je nutne jediná oblas», kde by grmatiky s rozptýleným
kontextom a ich deterministické spracovanie boli vyu¾iteµné. Mo¾nosti vyu¾itia sa rozpres-
tierajú od tvorby kompilátorov, cez mo¾nos» strojového porozumenia prirodzenej reèi a¾
ku genetike, v ktorej ako je známe, sa formálna teória jazykov v súèastnosti vyu¾íva [5].
Súèas»ou práce je aj aplikácia pracujúca s anglickými vetami. Av¹ak jej ¹pecializácia na
anglický jazyk, vyplíva iba z vyu¾itia ¹peciálnych slovníkov. V prípade pridania slovníka
na preklad jednotlivých slov, by aplikácia bola vyu¾iteµná aj ako prekladaè medzi jazykmi
(aj keï samozrejmé sú obmedzenia dané výstavbou gramatiky, ktorá reálne nemô¾e pokry»
celý jazyk, alebo by jej robustnos» bola nesmierna). Ako príklad mo¾ností pri preklade
z jedného prirodzeného jazyka do iného, by som uviedol pravidlovo obmedzené prevodníky
v [9], ktoré ako bolo ukázané v predchádzajúcej kapitole, je mo¾né previes» na gramatiku
s rozptýleným kontextom.
4.2 Jazyk Python a kni¾nica NLTK
NLTK je platforma slú¾iaca k tvorbe programov v jazyku Python, pracujúcich s prirodze-
nými jazykmi. Poskytuje µahko pou¾iteµné rozhranie a lexikálne zdroje spolu s kni¾nicami
pre klasikáciu, tokenizáciu, parsovanie textu a jeho sémantickú kontrolu. Je k dispozícií pre
väè¹inu dôle¾itých operaèných systémov (rôzne Linuxové distribúcie, Windows, Mac OS).
Navy¹e sa jedná o bezplatný, open source projekt s veµkou komunitou. Detailný spôsob jej
pou¾itia je popísaný v [7]. Táto kniha bola napísaná samotnými autormi NLTK a prevedie
èitateµa od základov pou¾tia a¾ po ¹pecické mo¾nosti ponúkané týmto projektom.
Z dôvodu nekompatibility najnov¹ej verzie jazyka Python, je vyu¾ívaná posledná kompa-
tibilná verzia (2.7.3). Tento jazyk som si pre implementáciu zvolil jednak z dôvodu existencie
¹pecializovanej kni¾nice, ktorá nahradila funckiu lexikálneho analyzátoru, ale aj z dôvodu
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jeho sily pri spracovávaní textu, a prítomnosti základných dátových ¹truktúr ako sú slovníky
a zoznamy.
4.2.1 Implementèné detaily
Program je tvorený z dvoch èastí. Najprv sa v predprípravnej fáze spracujú argumenty
príkazového riadku a následne sa naèítajú informácie zo zadaného konguraèného súboru.
Program následne èaká na zadanie re»azca, ktorý sa má spracova». Po jeho obdra¾ení od
u¾ivateµa sa spustí samotné spracovanie. Jedná sa o kópiu algoritmu z kapitoly 3 s drobnými
úpravami danými obmedzeniami programovacieho jazyka. Z dôvodu väè¹ej odolnosti voèi
chybám, ktoré mô¾u by» spôsobené nesprávnou voµbou názvov prvkou abecedy gramatiky,
som zvolil implementáciu pomocou zoznamov. Celý aktuálny re»azec sa nachádza v jednom
zozname, ktorého elementy sa postupne nahrádzajú podµa pravidiel. Pôvodne som mal
v pláne vyu¾i» na nahrádzanie jednotlivých neterminálov pomocou regulárnych výrazov
(z optimalizaèných dôvôdov).
4.2.2 Tvar konguraèného súboru
 Na prvom riadku sa musí vyskytova» zoznam neterminálov, oddelených èiarkov
 Na druhom riadku je zoznam terminálov, taktie¾ oddelených èiarkov
 Na tre»om riadku sa vyskytuje poèiatoèný re»azec. Na rozdiel od klasických gramatík,
je mo¾né zaèína» nie len z jedného poèiatoèného symbolu, av¹ak v¹imnime si, ¾e pokiaµ
by sme chceli napríklad zaèína» zo ¹tartovacieho symbolu, jedná sa iba o ¹peciálny
prípad re»azca o då¾ke 1.
 Na 4. riadku sa musí vyskytova» µavá zlo¾ená zátvorka, ktorá udáva zaèiatok mno¾iny
pravidiel v tvare
(A1, A2, . . . ,
An)->(X11  X12 . . . -X1x,X21  X22 . . . -X2y,. . . ,Xn1  Xn2 . . . -Xnz),
pre nejaké n  1, x  1, y  1, z  1. Po ukonèení mno¾iny pravidiel, nasleduje pravá
zlo¾ená zátvorka na samostatnom riadku
 Slovník pravidiel je ohranièený zlo¾enými zátvorkami na samostatnom riadku. Sa-
motné pravidlá sú v nasledujúcom tvare
T : p11 ; p12 ; : : : ; p1x jp21 ; p22 ; : : : ; p2y j : : : jpn1 ; pn2 ; : : : ; pnz ;
pre nejaké n,x,y,z ¾e n  1, x  1, y  1, z  1. T oznaèuje nejaký terminál. Existujú
dve ¹peciálne pravidlá a to anything a nothing, ktoré oznaèujú pravidlá ktoré sa mô¾u
vykona» pre µubovoµnú lexému, pre ktorú nie je iné pravidlo (napr. jxj z príkladu 1)
resp. pravidlá ktoré sa vykonajú na konci prekladu, tzv. vymazávacie pravidlá.
 Mno¾ina vnútených znaèiek, ktorá upraví výstup z lexikálneho analyzátoru tak, aby
zodpovedal urèitej lexéme zodpovedala daná znaèka. Jedná sa o volitelnú súèas» kon-
guraèného súboru. V prípade, ¾e je program spustený s prepínaèom -f a teda na vstupe
je formálny jazyk, u ktorého je spracovanie lexikálnym analyzátorom zalo¾enom na
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Obrázek 4.1: Príklad konguraèného súboru
NLTK úplne vynechané, táto sekcia konguraèného súboru je ignorovaná. Pokiaµ sa
v súbore ale nachádza, musí by» vyznaèená zlo¾enými zátvorkami na vlastnom riadku.
V rámci nich sa nachádzajú pravidlá sú v nasledujúcom tvare:
Slovo:Názov terminálu
4.3 Pripravené gramatiky
V tejto sekcii sú rozobraté v¹etky gramatiky, ktorých konguraèné súbory sú súèas»ou
bakalárskej práce
4.3.1 Opytovacie dodatky
Gramatika, ktorá vznikla roz¹írením uká¾kovej gramatiky z príkladu 1, ktorej základ pochá-
dza z [9]. Opytovacie dodatky sú ¹peciálne kon¹trukcie vyu¾ívané predov¹etkým v hovorenej
reèi. Sú pou¾ívané na konci oznamovacích viet a vyu¾ívame ich na vy¾iadanie potvrdenia
alebo súhlasu. Napríklad v angllickej vete
Your girlfriend is here, isn't she?
predstavuje isn't she opytovací dodatok, a oèakávame odpoveï vyjadrujúcu, ¾e naozaj je
tu. Opytovací dodatok je v¾dy opakom hlavnej vety { pokiaµ je hlavná veta kladná, dodatok
je záporný a naopak. Pokiaµ prísudok tvorí modálne sloveso, opytovací dodatok je tvorený
rovnakým slovesom. Pre ostatné slovesá sa opytovací dodatok tvorí pomocou slovesa "to
do", ako napríklad
He plays the violin, doesn't he?
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Existujú aj urèité nepravidelnosti, na ktoré je potrebné si pri návrhu gramatiky dáva» pozor.
Poprvé, sloveso "to be" musí by» uva¾ované vo v¹etkých jeho formách v závislosti od osoby
a èísla. V prvej osobe singuláru je navy¹e nepravidelnos»:
I am always right, aren't I?
Ïal¹ou nepravideµnos»ou je sloveso "to have", u ktorého opytovací dodatok zále¾i od sku-
toènosti èi je pou¾ité ako modálne sloveso alebo nie. V prvom prípade sa opytovací dodatok
tvorí pomocou "have"
He has been working working hard, hasn't he?
zatiaµ èo v druhom prípade sa tvorí pomocou modálneho slovesa "to do"
They have a dog, dont't they?
V gramatike sa mô¾u vyskytova» urèité chyby, ktoré sú spôsobené predov¹etkým nedoko-
nalos»ou lexikálnej analýzy. Niekedy je pochopiteµne »a¾ké rozhodnú», do ktorej gramatickej
kategórie dané slovo spadá.
4.3.2 Gramatika prijímajúca formálny dvojjazyk f(aibjaibj, ajbiajbi)ji; j 2
Ng
Tento jazyk, je zvolený z dôvodu ukázania mo¾ností gramatík s rozptýleným kontextom
prijíma» kontextové jazyky. Zároveò ako je vidno, ide o jazyk z príkladu 2, a vyu¾itá bude
gramatika vytvorená v tomto príklade. Aplikácia doká¾e rozlí¹i», èi jazyk zodpovedá vstup-
nému jazyku aibjaibj a zároveò prebieha jeho transformácia na výstupný jazyk ajbiajbi.
4.3.3 Trpný rod
Trpný rod je be¾nou gramatickou kon¹trukciou nie len v angliètine, ale aj v mnohých iných
jazykoch, vèetne slovenèiny. Veta kon¹truovaná pomocou trpného rodu vyjadruje skutoè-
nos», ¾e podmet nie je pôvodcom deja, ale tento dej podmet
"
trpí\, je pasívny { na rozdiel od
èinného rodu, kde podmet je aktívny, tj. je pôvodcom stavu alebo deja. V angliètine trpný
rod tvoríme v¾dy pomocou slovesa "be" a slovesa v minulom príèastí { koncovka -ed, alebo
tretí tvar nepravidelných slovies (napr. "be nished", "be done", "be opened", "be written"
atï.) Trpný rod mô¾eme vytvori» od takmer akéhokoµvek slovesa v akomkoµvev slovesnom
èase, priebehové nevynímaje. V trpnom rode dávame do po¾adovaného èasu sloveso by». Ak
je teda v èinnom rode sloveso v prítomnom èase, v trpnom bude v prítomnom èase sloveso
by». Ak je v èinnom rode minulý èas, v trpnom rode bude minulý èas slovesa by». Aj pokiaµ
je v èinnom rode prítomný priebehový, v trpnom rode bude v prítomnom priebehovom èase
sloveso by».[8] Trpný rod mô¾e by» vyu¾itý zdôraznenie predmetu, napríklad veta:
The hotel is beeing build.
znázoròuje, ¾e fakt, ¾e sa hotel stavia, je dôle¾itej¹í ako kto ho v skutoènosti stavia. Trpný
rod mô¾e by» ïalej vyu¾itý v prípade, ¾e téma rozhovoru je iná ako èiniteµ deja. Taktie¾ je
mo¾né ho vyu¾i» aj na úplne zamlèanie nositeµa deja v prípade ¾e napríklad nie je známy:
My car was stolen yesterday.
Táto gramatika vznikla na zákalde gramatiky z príkladu 3. Jej cieµom je ukáza» mo¾nosti,
ktoré vznikli prevodom z pravidlovo obmedzeného prevodníka a je teda nutné zachováva»
vety v tvare èlen + podmet + sloveso + èlen + predmet. Samozrejme nebolo by zlo¾ité
roz¹íri» túto gramatiku tak, aby prijímala vety premennej då¾ky, alebo
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Kapitola 5
Záver
V tejto kapitole sú struène zhrnuté dosiahnuté výsledky z hµadiska tvorby algoritmu a
jeho implementácie. Ïalej sa v nej pojednáva o mo¾nostiach vyu¾itia práce a mo¾ných
roz¹íreniach.
5.0.4 Dosiahnuté výsledky
V práci boli prezentované dva algoritmy spolu s príkladom ich vyu¾itia, tak v teoretickej
rovine ako aj aplikovanej. Napriek skutoènosti, ¾e algoritmy neboli formálne dokázané, je
oèividné, ¾e ich funkènos» minimálne v niektorých oblastiach spracovania prirodzeného ja-
zyka je ohromná (rie¹enie problémov s mnohými gramatickými kategóriami, spracovanie
umelých kontextových jazykov). Rovnako tak implementovaná aplikácia je modulárna a je
mo¾né je doplni» o vlastné gramatiky, bez nutnosti zasahova» do zdrojového kódu. Práca vy-
chádza z odborných prác µudí zaoberajúcich sa problematikou analýzy prirodzeného jazyka,
a ukazuje alternatívne rie¹enia problémov popísaných v týchto prácach.
Implementácia v jazyku Python je jednoduchá a nenároèná, a je ïal¹ím dôkazom ¹iro-
kého vyu¾itia tohoto jazyka pri práci nie len s prirodzenými jazykmi, ale textom ako takým.
Významnou skutoènos»ou pre aplikaènú èas» práce, bola takisto existencia kni¾nice NLTK,
ktorá sa stala základom lexikálnej analýzi prirodzeného jazyka.
5.0.5 Mo¾nosti aplikácie a ïal¹ieho vývoja
Práca by mohla by» prínosom vo viacerých oblastiach, ale vyzdvihol by som tri hlavné
oblasti, v ktorých je mo¾né ïal¹ie napredovanie:
1. Lingvistika: Mo¾nosti aplikácie v tejto oblasti boli ukázané v kapitole 4. Vhodnos»
gramatík s rozptýleným kontextom v analýze prirodzených jazykov je nepopierateµná,
vzhµadom na ¹iroký výskyt vz»ahov medzi syntaktickými elementmi. Gramatiky uvá-
dzané v tejto kapitole boli zvolené s ohµadom na svoju jednoduchos», poprípade boli
úmyselne obmedzené. Rovnako tak boli ukázané iba mo¾nosti v rámci transformácie
anglických viet. Av¹ak nie je nemo¾né roz¹íri» tieto gramatiky na zlo¾itej¹ie ¹trukt-
úry, poprípade pri drobnej zmene aplikácie a dodaní slovníka, by tento mechanizmus
mohol by» pou¾itý aj na preklad medzi rôznymi prirodzenými jazykmi.
2. Výstavba prekladaèov : Ako bolo ukázané v èasti 4.3.2, je mo¾né túto metódu vyu¾i»
aj na transformáciu formálnych jazykov. Ïal¹í výskum by mohol ukáza» vyu¾iteµnos»
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gramatík s rozptýleným kontextom vo výstavbe prekladaèov. Náznaky u¾ boli uká-
zané v [9]. Kombináciou niektorých metód uvedených v danej publikácií 1 a metódy
uvedenej v tejto práci, by bolo mo¾né dosiahnu» nových metód v tejto oblasti
3. Teoretická informatika: Ako bolo u¾ naznaèené v kapitole 3, v rámci celej práce pracu-
jeme s predpokladom, ¾e rodina jazyko generovaných gramatika s rozptýleným kon-
textom je toto¾ná s rodinou jazykou generovaných maticovými gramatikami. Toto
v¹ak je otvoreným problémom teoretickej informatiky. V prípade dokázania, ¾e algo-
ritmy zavedené v tejto práci sú naozaj správne aj po formálnej stránke, vyrie¹il by sa
zároveò aj tento problém.
1konkrétne v kapitole 7 - Parsers and their generators
28
Literatura
[1] Greibach, S. A.; Hopcroft, J.: Scattered Context Grammars. Journal of Computer and
System Sciences, roèník 3, 1969: s. 233{247, ISSN 0022-0000.
[2] Kovár, M.: Diskrétní matematika. [online], 2002-2003. Dostupné z World Wide
Web:<http://www.umat.feec.vutbr.cz/~kovar/webs/personal/IDA.pdf>
[3] Meduna, A.; Luká¹, R.: Formální jazyky a pøekladaèe IFJ: Studijní opora. [online],
2012. Dostupné z World Wide Web:<https://wis.fit.vutbr.cz/FIT/st/
course-files-st.php/course/IFJ-IT/texts/OporaIFJ?cid=7988>
[4] Meduna, A.; Techet, J.: Scattered Context Grammars and their Applications. Boston:
WIT Press, 2010, ISBN 978-1-84564-426-0.
[5] Meduna, A.; Zemek, P.: Regulated Grammars and Their Transformations. Brno:
Faculty of Information Technology, Brno University of Technology, 2010, ISBN
978-80-214-4203-0.
[6] Piaèek, J.; Kravèík, M.: ii.fmph.uniba.sk. 1999, [online]. Dostupné z World Wide
Web:<http://ii.fmph.uniba.sk/~filit/fvl/lingvistika.html>
[7] Steven, B.; Loper, E.; Klein, E.: Natural Language Processing with Python.
Sebastopol: O'Reilly Media, 2009, ISBN 978-0-596-51649-9.
[8] Vít, M.: www.helpforenglish.cz. [online], 2003. Dostupné z World Wide Web:<http:
//www.helpforenglish.cz/article/2006080802-trpny-rod-the-passive>
[9] Èermák, M.; Horáèek, P.; Meduna, A.: Rule-Restricred Automaton-grammar
Tranducers: Power and Linguistic Applications. Mathematics for Applications,
roèník 1, 2012: s. 13{35, ISSN 1805-3610.
29
Pøíloha A
Obsah CD
Prilo¾ené CD obsahuje archív so zdrojovými kódmi, PDF verziu tejto práce, súbory s prí-
kladmi gramatík (sú súèas»ou archívu so zdrojovými súbormi) a PDF s návodom na in¹ta-
láciu potrebných kni¾níc a obsluhu programu (zhodné s obsahom prílohy B).
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Pøíloha B
In¹tálácia NLTK a správne
pou¾itie súboru
B.1 In¹talácia NLTK
1. Otvorte terminál a napí¹te python -V na zistenie verzie jazyka Python, ktorá je na-
in¹talovaná. (Po¾adovaná je minimálne verzia 2.6)
2. Nain¹talujte Setuptools: Stiahnite si odpovedajúcu verziu Setuptools z http://pypi.
python.org/pypi/setuptools (prejdite na spodok stránky a zvoµte názov súboru,
ktorý obsahuje správnu verziu a má príponu .egg). Následne súbor stiahnite a nain¹ta-
lujte pomocou sudo sh Downloads/setuptools-....egg (zadajte správnu cestu k sú-
boru)
3. Nain¹talujte Pip: spustite sudo easy install pip
4. Nain¹talujte Numpy (voliteµné): spustite sudo pip install -U numpy
5. Nain¹talujte PyAML a NLTK: spustite sudo pip install -U pyyaml nltk
6. Otestujte in¹taláciu: spustite python a napí¹te import nltk. V prípade problémov
nav¹tívte stránku http://nltk.org/install.html
7. Nain¹talujte dostupné dáta z NLTK: spustite interpreter jazyka Python a napí¹te
nasledovné príkazy:
>>> import nltk
>>> nltk.download()
8. Poèas in¹talácie nastavte cestu na /usr/share/nltk data a zvoµte balíèky, ktoré
chcete stiahnu» (odporúèam stiahnu» v¹etky balíèky, vzhµadom na vy¹¹iu úspe¹nos»
analýzy)
9. Otestuje správnos» stiahnutých dát (predpokladá sa, ¾e balíèek Brown Corpus je sti-
ahnutý):
>>> from nltk.corpus import brown
>>> brown.words()
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B.2 Práca s programom
Program sa spú¹»a pomocou interpreta jazyka Python. Príkaz na spustenie programu je
teda následovný:
python2 run.py [-h] [-c [CONFIG]] [-f]
kde paramater -c, berúci práve jeden argument slú¾i na zadanie cesty k súboru a prepí-
naè -f slú¾i na vypnutie NLTK a prepnutie do re¾imu formálnych jazykov, tak¾e ka¾dý
znak má odpovedajúcu lexému (medzery sú taktie¾ iba ¹peciálny prípad znaku). K pro-
gramu sú predpripravené tri gramatiky, ktoré sú ulo¾ené v súboroch formal grammar.txt
passive grammar.txt a tags grammar.txt Gramatika v súbore tags grammar.txt slú¾i na
transformáciu oznamovacích viet na vety s opytovacími dodatkami.
I was a great student ) i was a great student wasn't i
Druhá gramatika v súbore formal grammar.txt slú¾i na tranformáciu formálneho jazyka
uvedeného v práci. Napríklad
aaabbaaabb ) aabbbaabbb
Tretia gramatika ulo¾ená v súbore passive grammar.txt slú¾i na transformáciu anglických
viet do trpného rodu. Má svoje obmedzenia, ktoré boli uvedené v sekcii 4.3.3. Príkladom,
ktorý zvládne je veta
The cat caught the mouse.
B.2.1 Príklady spustenia
1. Spustenie gramatiky na pridávanie opytovacích dodatkov:
python2 run.py -c tags grammar.txt
2. Spustenie gramatiky na transformáciu formálneho jazyka:
python2 run.py -f -c formal grammar.txt
3. Spustenie gramatiky slú¾iacej k transformácií anglických viet do trpného rodu:
python2 run.py -c passive grammar.txt
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