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A SURVEY ON GRAPHS WITH CONVEX QUADRATIC
STABILITY NUMBER
DOMINGOS M. CARDOSO
Abstract. A graph with convex quadratic stability number is a graph
for which the stability number is determined by solving a convex qua-
dratic program. Since the very beginning, where a convex quadratic
programming upper bound on the stability number was introduced, a
necessary and sufficient condition for this upper bound be attained was
deduced. The recognition of graphs with convex quadratic stability num-
ber has been deeply studied with several consequences from continuous
and combinatorial point of view. This survey starts with an exposition
of some extensions of the classical Motzkin-Straus approach to the de-
termination of the stability number of a graph and its relations with
the convex quadratic programming upper bound. The main advances,
including several properties and alternative characterizations of graphs
with convex quadratic stability number are described as well as the algo-
rithmic strategies developed for their recognition. Open problems and a
conjecture for a particular class of graphs, herein called adverse graphs,
are presented, pointing out a research line which is a challenge between
continuous and discrete problems.
1. Introduction
The use of quadratic programming as a model for determining the stability
number of a graph dates back to 1965, with the publication of Motzkin and
Straus [31]. In this publication, the clique number of a graph (and then the
stability number of its complement) is directly determined from the optimal
value of a quadratic programming problem with a very simple formulation
which uses the adjacency matrix of the graph. Despite this approach has no
implication on the complexity of the determination of the clique (stability)
number of a graph, the obtained relation between a combinatorial parameter
and the optimal value of a continuous optimization problem was very sur-
prising and became a strong motivation for the research on the application
of continuous optimization to solve combinatorial problems. The quadratic
programming approach to the clique (stability) number of a graph has been
deeply studied in several papers, namely in [2, 34, 33]. In [24] a convex qua-
dratic programming upper bound on the stability number of a graph was
introduced and a necessary and sufficient condition for this upper bound be
attained was proved. This approach was extended to graphs with vertex
weights in [27]. When the graph is regular, as it was firstly proved in [24],
the optimal value of this convex quadratic program coincides with the very
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popular upper bound on the stability number of regular graphs obtained by
Hoffman (unpblished) and presented by Lova´sz in [21]. This type of convex
quadratic programming approach was related with the Lova´sz theta number
of a graph in [28] and [29]. The graphs for which the convex quadratic up-
per bound is attained by the stability number were called in [4], graphs with
convex quadratic stability number or simply graphs with convex-QP stabil-
ity number, where QP means quadratic programming. The search for the
recognition of graphs with convex-QP stability number has produced several
papers with several improvements on the way of finding a polynomial-time
algorithm for such recognition [4, 5, 6, 10, 13, 25, 26]. Notice that, for ev-
ery graph G, we may determine in polynomial-time the optimal value of a
convex quadratic programming problem associated to G (see (11), in Sec-
tion 3), and one of the following two cases can occur: either such optimal
value coincides with the stability number α(G) or it is greater than α(G),
otherwise. Despite all the achievements, in general, we are not able to know
in which of those two cases is the graph G, that is, deciding whether G has
or not convex-QP stability number remains as an open problem. So far,
the nature of the approaches to attack this problem is either continuous or
combinatory or sometimes a mixture of both, making this line of research
a challenge between continuous and discreet problems, as it can be seen
throughout the text.
This is an expository article surveying the main published results on
graphs with convex-QP stability number, including the proofs of some re-
sults. The advances on the direction of the polynomial-time recognition of
graphs with convex-QP stability number are described and the open prob-
lems are presented.
The remaining part of this section is devoted to the notation and basic
definitions. In Section 2 the relations between the classical Motzkin-Straus
approach and its extensions with the convex quadratic programming model
(P (G)) introduced in [24] are analyzed. The main focus of Section 3 is the
characterization of graphs with convex quadratic stability number. Further-
more, the properties of these graphs are analyzed, leading to the construc-
tion of bridges between continuous and discrete optimization. In Section 4,
several results related with the recognition of graphs with convex quadratic
stability number are presented, namely the main advances on the direction
of an algorithmic strategy with which one can attain the polynomial-time
recognition of these graphs. So far, such polynomial-time recognition has
resisted to be completed solved and it is currently an interesting open ques-
tion. Despite this, two computational effective algorithmic approaches were
considered: the one based on the determination of (κ, τ)-regular sets and
the simplex-like approach based in the concepts of star set/star complement
of the least eigenvalue of a graph. With such algorithms we may recog-
nize in polynomial-time if a graph has or not convex-QP stability number
when it belongs to particular families, as it is the case of bipartite graphs
among some other families [9, 5]. In fact, the polynomial-time recognition
of graphs with convex-QP stability number is available for all the graphs
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with exception of graphs with a so called adverse subgraph for which there
is a conjecture.
We deal with undirected simple graphs G = (V (G), E(G)), where V (G)
denotes the nonempty set of vertices and E(G) the set of edges. It is also
assumed that G is of order n ≥ 1, that is, |V (G)| = n ≥ 1 and its size
is |E(G)|. An element of E(G), with end vertices i and j, is denoted by
ij (or ji) and we say that the vertex i is adjacent to the vertex j. The
neighborhood of a vertex v ∈ V (G) is NG(v) = {w : vw ∈ E(G)} and its
degree is dG(v) = |NG(v)|. A graph of order n in which all pairs of vertices
are adjacent is a complete graph Kn. A bipartite graph H is a graph such
that its vertex set V (H) can be partitioned into non-empty vertex subsets
V1 and V2 and every edge has one end vertex in V1 and the other in V2.
When dG(i) = |V2| for all i ∈ V1 (and then dG(j) = |V1| for all j ∈ V2) the
bipartite graph is called complete bipartite and it is denoted by Kpq, where
p = |V1| and q = |V2|. The graph G is p-regular if dG(v) = p for all v ∈ V (G).
Given a vertex subset U ⊂ V (G), the subgraph of G induced by U, G[U ],
is such that V (G[U ]) = U and E(G[U ]) = {ij : i, j ∈ U ∧ ij ∈ E(G)}
and G − U is the graph obtained from G after deleting all the vertices in
U , that is, if T = V (G) \ U , then G − U = G[T ]. The complement of a
graph G is the graph G such that V (G) = V (G) and E(G) = {ij : i, j ∈
V (G)∧ ij 6∈ E(G)}. The line graph of the graph G, L(G), is constructed by
taking the edges of G as vertices of L(G) and joining two vertices in L(G)
by an edge, whenever the corresponding edges in G have a common vertex.
A vertex set S is called a stable (clique) set if no (every) two vertices are
adjacent. A stable (clique) set S is called maximum stable (clique) set if
there is no other stable (clique) set with greater number of vertices. The
number of vertices in a maximum stable (clique) set of a graph G, is called
the stability (clique) number of G and it is denoted by α(G) (ω(G)). It is
immediate that α(G) = ω(G) and then the determination of the stability
number is equivalent to the determination of the clique number. As proved
in [19], given a nonnegative integer k, to determine if a graph G has a
stable set of cardinality k is NP -complete and therefore, in general, the
determination of α(G) (as well as ω(G)) is a hard problem. However, there
are several particular classes of graphs for which the stability number can be
determined in polynomial-time as it is the case of perfect graphs [22], claw-
free graphs [30] and [35], (P5, banner)-free graphs [23], among many others.
A matching in a graph G is a subset of edges, M ⊆ E(G), no two of which
have a common vertex. A matching with maximum cardinality is designated
maximum matching. Furthermore, if for each vertex v ∈ V (G) there is
one edge of the matching M incident with v, then M is called a perfect
matching. Notice that the determination of a maximum stable set of a line
graph L(G) is equivalent to the determination of a maximum matching of G.
Based on the Edmonds maximum matching algorithm [17], there are several
polynomial-time algorithms for the determination of a maximum matching
of a graph. Given a vertex subset S of a graph G, the vector x ∈ RV with
xv = 1 if v ∈ S and xv = 0 if v /∈ S is called the characteristic vector of
S. The adjacency matrix of a graph G of order n is the symmetric matrix
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AG = (aij)n×n such that
aij =
{
1 , if ij ∈ E(G)
0 , otherwise.
From the symmetry of the matrix AG, it follows that all its n eigenval-
ues, which will be denoted by λ1(G), λ2(G), . . . , λn(G), are real. As usually,
throughout this text, they will be consider (with possible repetitions) in non
increasing order, that is, λ1(G) ≥ λ2(G) ≥ · · · ≥ λn(G). The least eigen-
value of AG, λn(G), it will be also denoted by λmin(G). The eigenvalues of
AG are also called the eigenvalues of G. It is worth mention that if a graph
G has at least one edge, then λmin(G) ≤ −1. Actually, λmin(G) = 0 iff G
has no edges, otherwise λmin(G) = −1 iff every component is complete. In
the other cases, λmin(G) ≤ −
√
2 [16].
For the remaining notation and concepts we refer the books [3] or [15].
2. Extensions of the Motzkin-Straus approach to the
determination of the clique number of graphs
Let us consider a graph G of order n and the family of quadratic pro-
gramming problems
(PG(τ)) υG (τ) = max{2eˆTx− xT
(
1
τ
AG + In
)
x : x ≥ 0},(1)
with τ > 0, where eˆ is the all one vector and In is the identity matrix of
order n.
The following result can be obtained using a similar proof to the one
obtained in [4, Th. 2].
Theorem 2.1. If x∗(τ) is an optimal solution for (PG(τ)), then
(2) ∀i ∈ V (G) [x∗(τ)]i = max{0, 1 − aGx
∗
τ
},
where [x∗(τ)]i is the i-the component of x
∗(τ) and aG is the i-th row of the
matrix AG.
When τ ≥ −λmin(G), the objective function of (PG(τ)) is convex and
then the condition (2) is also sufficient for the optimality of x∗(τ) [4].
As a consequence of Theorem 2.1, it follows that 0 ≤ [x∗(τ)]i ≤ 1 ∀i ∈
V (G) and thus 0 ≤ x∗(τ) ≤ eˆ ⇒ 2eˆTx∗(τ) − x∗(τ)T
(
AG
τ
+ In
)
x∗(τ) ≤
2eˆTx∗(τ)−‖x∗(τ)‖2 ≤ n.On the other hand, since 2eˆT eˆj−eˆTj
(
AG
τ
+ In
)
eˆj =
1, where eˆj denotes the j-th vector of the canonical basis of R
n, it follow
that
(3) ∀τ > 0 1 ≤ υG(τ) ≤ n,
with υG(τ) = 1 if G is a clique and υG(τ) = n if G has no edges.
Theorem 2.2. [9] Consider a graph G of order n and the function υG :
]0,+∞[ 7→ [1, n] such that υ(τ) is defined in (1). Then
(1) ∀τ > 0 α(G) ≤ υG(τ);
A SURVEY ON GRAPHS WITH CONVEX QUADRATIC STABILITY NUMBER 5
(2) 0 < τ1 < τ2 ⇒ υG(τ1) ≤ υG(τ2);
(3) Assuming τ∗ > 0 the following statements are equivalent:
(a) ∃τ¯ ∈]0, τ∗[ such that υG(τ¯ ) = υG(τ∗);
(b) υG(τ
∗) = α(G);
(c) ∀τ¯ ∈]0, τ∗] υG(τ¯) = α(G).
(4) ∀U ⊂ V (G) υG−U (τ) ≤ υG(τ);
Proof.
(1) Let x¯ be the characteristic vector of a maximum stable set of G.
Since x¯TAGx¯ = 0, it follows that
2eˆT x¯− x¯T
(
AG
τ
+ In
)
x¯ = 2eˆT x¯− ‖x¯‖2 = α(G) ≤ υG(τ).
(2) Assuming that τ1 < τ2, then
xTAGx
τ2
≤ xTAGx
τ1
and this inequality is
equivalent to the inequality 2eˆT x¯− x¯TAGx¯
τ1
≤ 2eˆT x¯− x¯TAGx¯
τ2
. There-
fore,
υG(τ1) = max
x≥0
2eˆTx−xT
(
AG
τ1
+ In
)
x ≤ max
x≥0
2eˆTx−xT
(
AG
τ2
+ In
)
x = υG(τ2).
(3) Let us prove the implications (a)⇒ (b), (b)⇒ (c) and (c)⇒ (a).
((a)⇒ (b)). Considering τ¯ ∈]0, τ∗[, let x(τ¯) be an optimal solu-
tion for (PG(τ¯ )). Then υG(τ¯ ) = 2eˆ
Tx(τ¯)−x(τ¯ )T
(
AG
τ¯
+ In
)
x(τ¯ ) ≤
2eˆTx(τ∗)−x(τ∗)T
(
AG
τ∗
+ In
)
x(τ∗) ≤ υG(τ∗) and υG(τ¯) = υG(τ∗)
implies
x(τ¯)TAGx(τ¯)
τ¯
=
x(τ∗)TAGx(τ
∗)
τ∗
.
Therefore, since τ¯ < τ∗ we obtain x(τ¯ )TAGx(τ¯) = 0 which is
equivalent to say that the support of x(τ¯) (that is, the subset
of indices {j : [x(τ¯ )]j > 0}) defines the characteristic vector of
a vertex subset S which is a stable set of G. Since x(τ) is an
optimal solution for (PG(τ¯ )), then S is a maximum stable set
and thus υG(τ
∗) = α(G).
((b)⇒ (c)). Considering υG(τ∗) = α(G), according to the item
(2), ∀τ ∈]0, τ∗] it follows that α(G) ≤ υG(τ) ≤ υG(τ∗) = α(G).
((c)⇒ (a)). This implication is immediate.
(4) Let U be a vertex subset of G and let x¯ be an optimal solution for
(PG−U (τ)). Let x ∈ Rn such that
xi =
{
x¯i, if i 6∈ U ;
0, otherwise.
Then υG−U (τ) = 2eˆ
Tx− xT
(
AG
τ
+ In
)
x ≤ υG(τ).

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From the above properties, we may conclude that for any graph G, υG(τ)
is a monotone upper bound on the stability number of G. The Figure 1 il-
lustrates the graph of the function υG(τ), obtained for the graph G depicted
in Figure 2, for which α(G) = 4. Both figures appear in [9].

 


   	
   

Figure 1. Graph of υG(τ), where G is the graph depicted
in Figure 2, for which α(G) = 4.
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Figure 2. Graph G of order 10 with υG(2) = α(G) = 4.
Before to proceed, let us define the family of quadratic programs
(4) (QG(τ)) νG (τ) = min{zT
(
AG
τ
+ In
)
z : eˆT z = 1, z ≥ 0},
with τ > 0.
The next theorem which, appears in [9], allows to conclude that the in-
definite quadratic program of Motzkin-Straus [31] is a particular case of the
family of quadratic programming problems (PG(τ)).
Theorem 2.3. If x∗ and z∗ are optimal solutions for PG(τ) and QG(τ),
respectively, then z
∗
νG(τ)
and x
∗
υG(τ)
are optimal solutions for PG(τ) and QG(τ),
respectively, and υG(τ) =
1
νG(τ)
.
Proof. Assume that x∗ and z∗ are optimal solutions for PG(τ) and QG(τ),
respectively. Applying the Karush-Khun-Tucker optimality conditions to
the quadratic program (PG(τ)), there exists y
∗ ≥ 0 such that
AGx
∗ = τ(eˆ− x∗) + y∗,(5)
x∗T y∗ = 0.(6)
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Then x∗T
(
AG
τ
+ In
)
x∗ = eˆTx∗ = υG(τ) and thus
1
υG(τ)
= x
∗T
υG(τ)
(
AG
τ
+ In
)
x∗
υG(τ)
.
On the other hand, taking into account that x
∗
υG(τ)
is feasible for (QG(τ)),
from the optimality of z∗ for (QG(τ)), we have z
∗T
(
AG
τ
+ In
)
z∗ ≤ x∗T
υG(τ)
(
AG
τ
+ In
)
x∗
υG(τ)
and thus υG(τ)z
∗T
(
AG
τ
+ In
)
υG(τ)z
∗ ≤ x∗T
(
AG
τ
+ In
)
x∗ which is equiv-
alent to
υG(τ) = 2eˆ
Tx∗ − x∗T
(
AG
τ
+ In
)
x∗
≤ 2eˆT (υG(τ)z∗)− (υG(τ)z∗)T
(
AG
τ
+ In
)
(υG(τ)z
∗),
since eˆTx∗ = υG(τ) and eˆ
T z∗ = 1. Therefore, υG(τ)z
∗ is an optimal solu-
tion for (PG(τ)) and υG(τ) = (υG(τ))
2z∗T
(
AG
τ
+ In
)
z∗ ⇔ υG(τ) = 1νG(τ)
and thus z
∗
νG(τ)
is an optimal solution for (PG(τ)). On the other hand, the
optimality of x∗ for (PG(τ)) implies
υG(τ) = 2eˆ
Tx∗ − x∗T
(
AG
τ
+ In
)
x∗
≥ 2eˆT (υG(τ)z∗)− (υG(τ)z∗)T
(
AG
τ
+ In
)
(υG(τ)z
∗).
Since eˆTx∗ = eˆT (υG(τ)z
∗), we have
(υG(τ)z
∗)T
(
AG
τ
+ In
)
(υG(τ)z
∗) ≥ x∗T
(
AG
τ
+ In
)
x∗
which is equivalent to νG(τ) = z
∗T
(
AG
τ
+ In
)
z∗ ≥ x∗T
υG(τ)
(
AG
τ
+ In
)
x∗
υG(τ)
=
1
υG(τ)
. 
The proof of Theorem 2.3 could be obtained applying Theorem 5 in [2]
to the quadratic programming problems (PG(τ)) and (QG(τ)).
Considering an arbitrary graph G of order n, Motzkin and Straus in [31]
proved the following result.
Theorem 2.4. [31] If G is a graph of order n and ∆ = {x ≥ 0 :∑nj=1 xj =
1}, then maxx∈∆ xTAGx = 1− 1ω(G) .
Assuming that the graph G has order n and size m, from Teorema 2.4,
setting xi = 1/n, for i = 1, . . . , n, it follows 1− 1ω(G) ≥ 2mn2 . Therefore, in the
particular case of triangle-free graphs (graphs without triangles) we obtain
the inequality m ≤ n24 . This upper bound on the size of G coincides with
the extremal value on the number of edges of triangle-free graphs given by
the classical Mantel’s theorem and extended by Tura´n who, with the well
known Turan’s graph theorem [37], started the Theory of Extremal Graphs.
Theorem 2.5. [37] If G is a Kq-free graph, with q > 1, then m ≤ (q−2)2(q−1)n2.
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Taking into account the Motzkin-Straus quadratic model for the determi-
nation of the clique number of a graph (Theorem 2.4), it follows that
1
2
(1− 1
ω(G)
) = max
x∈∆
1
2
xTAGx = max
x∈∆
∑
ij∈E(G)
xixj = max
x∈∆
∑
ij∈E(Kn)
xixj −
∑
rs∈E(G)
xrxs
= max
x∈∆
1
2
[(
n∑
j=1
xj)
2 − ||x||2]−
∑
rs∈E(G)
xrxs = max
x∈∆
1
2
(1− ||x||2 − xTAGx)
=
1
2
−min
x∈∆
1
2
xT (AG + In)x
and then minx∈∆ x
T (AG + In)x =
1
ω(G) ⇔ minx∈∆ xT (AG + In)x = 1α(G)
Therefore, the indefinite Motzkin-Straus quadratic model for the determi-
nation of the clique number of the complement G of a graph G is equivalent
to the indefinite quadratic model for the determination of the stability num-
ber
1
min{xT (AG + In)x : eˆTx = 1, x ≥ 0} = α(G).(7)
(see[18, Prop. 2]). Combining (7) with Theorem 2.3 we have
(8) υG(1) =
1
νG(1)
= α(G).
As a consequence of (8), if x∗ is an optimal solution of (PG(τ)), with
τ ≥ 1, then
2eˆTx∗ − x∗T (AG + In)x∗ ≤ υG(1) = α(G) ≤ υG(τ),
and since υG(τ) = eˆ
Tx∗ = x∗T
(
AG
τ
+ In
)
x∗, it follows that υG(τ)− τ−1τ x∗TAGx∗ ≤
α(G) ≤ υG(τ). On the other hand, from (7), 1
x∗T
υG(τ)
(AG+In)
x∗
υG(τ)
≤ α(G).
Therefore,
||x∗||2 − (τ − 2)(υG(τ)− ||x∗||2) ≤ α(G) ≤ υG(τ)(9)
and
υG(τ)
2
x∗T (AG + In)x∗
≤ α(G) ≤ υG(τ).(10)
The lower bounds in (9) and (10) were obtained in [4] and [9], respectively.
3. Characterization and properties of convex-QP graphs
As already referred in the last section, considering a graph G with at least
one edge, when τ ≥ −λmin(G) the quadratic program (PG(τ)) is convex.
Since υG(τ) is non decreasing on the variable τ , with the aim of obtaining
a polynomial-time upper bound on the stability number, does not make
sense to consider values of τ greater than −λmin(G) (notice that λmin(G)
is negative for graphs with at least one edge). The convex quadratic upper
bound υG(−λmin(G)) was firstly introduced in 1995 by Luz in [24]. From
now on, (PG(−λmin(G)) and its optimal value υG(−λmin(G)) will be simple
denoted by (P (G)) and υ(G), respectively, that is,
(11) (P (G)) υ(G) = max{2eˆTx− xT (H + I)x : x ≥ 0},
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where H = AG
−λmin(G)
.
It is immediate that H is a positive semidefinite matrix and thus the
quadratic program (11) is convex. According to Theorem 2.2-(1), α(G) ≤
υ(G), that is, υ(G) is convex quadratic upper bound on the stability number
of G. When G is a regular graph of order n with at least one edge, as proved
in [24, 26], υ(G) = n −λn(G)
λ1(G)−λn(G)
which is the very popular upper bound on
the stability number of regular graphs obtained by Hoffman (unpublished)
and presented by Lova´sz in [21] as follows.
(12) α(G) ≤ n −λn(G)
λ1(G) − λn(G) .
Now we introduce a necessary and sufficient condition, proved in [24], for
the the stability number of a graph be attained by the upper bound (11).
Theorem 3.1. [24] Let G be a graph with at least one edge. Then α(G) =
υ(G) if and only if for a maximum stable set S of G (and then for all),
−λmin(G) ≤ min{|NG(i) ∩ S| : i 6∈ S}.(13)
A slight modified version is the following.
Theorem 3.2. [6] Let G be a graph with at least one edge. Then α(G) =
υ(G) if and only if there exists a stable set S for which (13) holds.
From Theorem 3.2, we may conclude that if a stable set S with the prop-
erty (13) is found, then S is a maximum stable set.
A graphG such that α(G) = υ(G) was called in [4] graph with convex qua-
dratic stability number or simply graph with convex-QP stability number
(where QP stands for quadratic programming). The class of these graphs
with convex-QP stability number is denoted by Q and a graph G ∈ Q is
called a Q-graph.
A class of graphs is hereditary when it is closed under vertex deletion.
Thus, if a graph G belongs to some hereditary class, then G − {v} also
belongs to the same class for any vertex v ∈ V (G). The class of graphs Q
is not hereditary [7]. However, according to [4, Th. 3], this class is closed
under deletion of α(G)-redundant vertices, that is, vertices v ∈ V (G) such
that α(G) = α(G − {v}). More generally, considering a α(G)-redundant
vertex subset U (that is, α(G) = α(G − U)), we have the following result.
Theorem 3.3. [4] Let G be a graph and U ⊆ V (G) an α(G)-redundant
vertex subset. If G ∈ Q, then G− U ∈ Q.
The class of graphs Q is infinite. For instance all the line graphs of
connected graphs with a perfect matching are in Q as it is stated by the
following theorem. F
Theorem 3.4. [4] A connected graph G with at least one edge, which is nor
a star neither a triangle, has a perfect matching if and only if its line graph
L(G) is a Q-graph.
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According to Las Vergnas [20], every connected claw-free graph of even
order has a perfect matching. Since the line graphs are claw-free, every
line graph of a connected graph with even size has a perfect matching. As
immediate consequence, we have the following corollary.
Corollary 3.5. [4]
If G is a connected graph with an even size, then L(L(G)) is a Q-graph.
There are several famous Q-graphs as it is the case of the Petersen graph
P , depicted in Figure 3, for which α(P ) = υ(P ) = 4.
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Figure 3. The Petersen graph.
According to [1], a graph G is τ -regular-stable if there exists a maximum
stable set S such that
(14) ∀v ∈ V (G) \ S, |NG(v) ∩ S| = τ.
For instance, the graph depicted in Figure 2 and the Petersen graph depicted
in Figure 3, are 2-regular-stable. The τ -regular-stable graphs are particular
cases of Q-graphs, when τ = −λmin(G) (as it is the case of the above referred
graphs). According to [1], if a graph G is τ -regular-stable, then
nτ
∆(G) + τ
≤ α(G) ≤ nτ
δ(G) + τ
,
where ∆(G) and δ(G) denote, respectively, the maximum and minimum de-
gree of the vertices of G. Therefore, if G is p-regular and τ -regular-stable
then α(G) = nτ
p+τ .
It is immediate that a graph is in Q if and only if each of its components
belongs to Q. On the other hand, every graph G has a subgraph H be-
longing to Q and such that α(G) = α(H). In the worst case, deleting as
many vertices not belonging to a maximum stable set as necessary, a graph
with the same stability number and in which every component is a clique is
obtained and this graph is a Q-graph.
Now it is worth mention the concept of (κ, τ)-regular set, introduced in
[11], which is a vertex subset S of a graph G, inducing a κ-regular subgraph
such that every vertex out of S has τ neighbors in S, that is, for any vertex
v ∈ V (G) we have
|NG(v) ∩ S| =
{
κ, if v ∈ S;
τ, otherwise.
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For convenience, when G is a p-regular graph, the whole vertex set V (G) is
considered a (p, 0)-regular set. For instance, considering the Petersen graph
depicted in Figure 3, the following (κ, τ)-regular sets are obtained.
• The set S1 = {1, 2, 3, 4} is (0, 2)-regular.
• The set S2 = {5, 6, 7, 8, 9, 10} is (1, 3)-regular.
• The set S3 = {1, 2, 5, 7, 8} is (2, 1)-regular.
Notice that a τ -regular-stable graph defined by the condition (14) is a graph
with a (0, τ)-regular set. A nice property of a p-regular graph G with a
(κ, τ)-regular set is that λ = κ− τ is an eigenvalue of G. By definition, the
whole vertex set of G is (p, 0)-regular and then p− 0 = p is an eigenvalue of
G (in fact it is the largest eigenvalue of G).
Using the concept of (κ, τ)-regular set, we may introduce the following
necessary and sufficient condition for a regular graph be a Q-graph.
Theorem 3.6. [6] Let G be a regular graph with at least one edge. Then
G is a Q-graph if and only if there exists a (0, τ)-regular set S ⊂ V (G),
with τ = −λmin(G). Furthermore, S is a maximum stable set and every
maximum stable set is (0, τ)-regular.
Regarding the existence of (κ, τ)-regular sets in regular graphs, it fol-
lows a necessary and sufficient condition deduced in [36] (using a different
terminology).
Theorem 3.7. [36] A p-regular graph G has a (κ, τ)-regular set S ⊂ V (G)
if and only if κ − τ is an eigenvalue and uˆ = x − τ
p+τ−κ eˆ, where x is the
characteristic vector of S, is an eigenvector associated to λ = κ− τ .
4. Recognition of convex-QP graphs
This section starts with a theorem that summarizes some results obtained
in [4] with the purpose of designing an algorithm for the recognition of Q-
graphs.
Theorem 4.1. [4] Let G be a graph with at least one edge.
(1) Assuming that λmin(G) < λmin(G− U), with U ⊂ V (G),
υ(G) = υ(G − U) ⇒ G ∈ Q;
υ(G) > υ(G − U) ⇒ G 6∈ Q or α(G − U) < α(G).
(2) If ∃v ∈ V (G) such that υ(G) 6= max{υ(G − {v}), υ(G − NG(v))},
then G 6∈ Q.
(3) Consider that ∃v ∈ V (G) such that υ(G− {v}) 6= υ(G−NG(v)).
(a) If υ(G) = υ(G− {v}) then G ∈ Q iff G− {v} ∈ Q.
(b) If υ(G) = υ(G−NG(v)) then G ∈ Q iff G−NG(v) ∈ Q.
Notice that λmin(G) < 0 when G has at least one edge and, after the
deletion of vertices, the least eigenvalue does not decrease and the optimal
value of (11) does not increase, that is,
∀U ⊂ V (G),
{
λmin(G) ≤ λmin(G− U),
υ(G) ≥ υ(G− U).
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Applying the results of Theorem 4.1, an algorithm proposed in [10, Alg.
1] recognizes in polynomial-time if a given graph G belongs or not to Q
or, if none of these conclusions is possible, identifies a so called adverse
subgraph of G. Furthermore, according to the Algorithm 1 in [10], if using
some additional procedure we are able to conclude that the obtained adverse
subgraph is a Q-graph, then the graph G is a Q-graph. The Algorithm 1 in
[10] is similar to the algorithm presented in [4] for the case of the recognition
of line graphs belonging to Q. An adverse graph (a concept introduced in
[9]) is a graph H without isolated vertices with the following properties:
(1) υ(H) and λmin(H) are integers;
(2) For any vertex i ∈ V (H),
{
υ(H −NH(i)) = υ(H);
λmin(H −NH(i)) = λmin(H).
Notice that if H is an adverse graph, the equalities υ(H − i) = υ(H) and
λmin(H − {i}) = λmin(H) also hold for each vertex i ∈ V (H). Indeed, since
H has no isolated vertices, for any vertex i ∈ V (H), there exists a vertex
j such that i ∈ NH(j). Therefore, taking into account the above definition
and the inequalities
υ(H −NH(j)) ≤ υ(H − i) ≤ υ(H),
the equality υ(H − i) = υ(H) holds. By similar arguments, the equalities
λmin(H − i) = λmin(H) for every vertex i ∈ V (H) also hold.
The Petersen graph in Figure 3 is an example of an adverse graph.
In [10] the following conjecture was posed.
Conjecture 4.2. [10] All adverse graphs are Q-graphs.
Notice that all performed computational tests with adverse graphs sup-
ported the validity of Conjecture 4.2, however the conjecture remains open.
From the above analysis it follows that the polynomial-time recognition
of Q-graphs is equivalent to the existence of a polynomial-time algorithm
for deciding whether an adverse graph is a Q-graph and so far this problem
remains open.
There are several families of graphs in which we may decide in polinomial-
time whether a graph is aQ-graph or not, as it is the case of bipartite graphs,
since these graphs have no adverse subgraphs (when a vertex is deleted the
least eigenvalue increases). Some other families of this type like threshold
graphs, (C4, P5)-free graphs, (K1,3, P5)-free graphs, etc., appear in [9, 5].
As previously mentioned, in general, for the recognition of Q-graphs we
may apply the Algorithm 1 in [10] to an arbitrary graph G and the main
obstacle to such recognition is when this algorithm identifies an adverse
subgraph H. In such a case, if H is a Q-graph, then G is also Q-graph.
The next result deduced in [5] relates adverse Q-graphs with the existence
of (0, τ)-regular sets.
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Theorem 4.3. [5] Let G be an adverse graph and τ = −λmin(G). Then
G ∈ Q if and only if ∃S ⊂ V (G) which is (0, τ)-regular.
As immediate consequence of Theorem 4.3, deciding whether an adverse
graph G is a Q-graph is equivalent to decide if it has a (0, τ)-regular set,
with τ = −λmin(G).
The next subsections analyse two approaches to the determination of
(0, τ)-regular sets in adverse graphs. The first approach can be applied to
the general problem of determining (κ, τ)-regular sets by using specialized
algorithms to obtain binary 0-1 solutions of linear systems. The second
approach is based on the theory of star sets/star complements and applies
specifically to the determination of (0, τ)-regular sets, taking into account
that their characteristic vectors are vertices of the polytope of nonnegative
solutions of the linear system (15) below.
4.1. Determination of a (0, τ)-regular set of an adverse graph by
solving a linear system. The following theorem unifies the results ob-
tained in [11, 8] which can be applied for the determination of a (κ, τ)-regular
set, with κ = 0 and τ = −λmin(G).
Theorem 4.4. [11, 8] Considering a graph G of order n, let x be a particular
solution of the linear system
(15) (AG − (κ− τ)In) x = τ eˆ.
Then, the graph G has a (κ, τ)-regular set S ⊂ V (G) if and only if one of
the following conditions hold.
(1) The system (15) has a 0−1 solution which is the characteristic vector
of S.
(2) The characteristic vector of S, x, is such that
(16) x = x+ uˆ,
where uˆ = 0 if κ−τ is not an eigenvalue of G and uˆ is an eigenvector
associated to the eigenvalue λ = κ− τ , otherwise.
Corollary 4.5. [8] If a graph G has a (κ, τ)-regular set S ⊆ V (G) and x is
a particular solution of (15), then |S| = eˆTx.
Therefore, considering any particular solution x of (15), if eˆTx is not in-
teger, then there is no (κ, τ)-regular set in G [8].
4.2. A simplex-like approach to the determination of a (0, τ)-regular
set of an adverse graph based on star sets/star complements. A
simplex-like algorithm for the recognition of adverse graphs which are Q-
graphs was introduced in [10]. This algorithm deals with bases defined by
star complements [15] of a graphG associated to its least eigenvalue λmin(G).
Let us assume that a graph G of order n has q distinct eigenvalues
µ1, µ2, . . . , µq, where µ1 has multiplicity m1, µ2 multiplicity m2, · · · , µq
multiplicity mq (and then m1 +m2 + · · · +mq = n). A vertex subset X of
G is a star set for some eigenvalue µi(G) with multiplicity mi, if |X| = mi
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and µi(G) is not an eigenvalue of G − X. Additionally, if X is a star set
of G for the eigenvalue µi(G), then V (G) \X is the co-star set X and the
subgraph G − X = G[X ] is a star complement of G for µi(G). Denoting
by AX the submatrix of AG corresponding to the subgraph G[X] and by
CX¯ the submatrix of AG corresponding to the subgraph G[X ], assuming an
adequate permutation of the vertices, throughout the remaining part of the
text the adjacency matrix AG is considered with the block partition
AG =
[
AX N
T
N CX¯
]
.
The vertex set V (G) admits a star partition into the star setsX1,X2, . . . ,Xq,
where X1 is a star set for µ1 (and then |X1| = m1), X2 is a star set for µ2
(and then |X2| = m2), · · · , Xq is a star set for µq (and then |Xq| = mq). In
Figure 4, the labels of the vertices of the graph depicted on the right are the
eigenvalues of G and the vertices with the same label form a star set for the
corresponding eigenvalue. Notice that the graph G has the eigenvalue −2
with multiplicity 2, the eigenvalue −1 with multiplicity 1, the eigenvalue 0
with multiplicity 1, the eigenvalue 1 with multiplicity 2 and the eigenvalue
3 with multiplicity 1. The star partition depicted in Figure 4 is V (G) =
{a, d} ∪ {b, c} ∪ {e} ∪ {f} ∪ {g}.
a
b c
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 
 
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 
  
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 
 
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❅
  
  
❅❅
❅❅
A star partition of G.
Figure 4. A graph G and a star partition of G.
Theorem 4.6. [14] Every graph has a star partition.
In general, each graph has several star partitions. For instance, the Pe-
tersen graph (depicted in Figure 3) has 750 star partitions. Furthermore, if
X is a star set for the eigenvalue µi(G), then there exists a star partition
V (G) = X1 ∪ · · · ∪Xi ∪ · · · ∪Xq such that X = Xi. Not every vertex of a
graph G belongs to some star set of an eigenvalue µj(G). However, every
vertex belongs to some co-star set of µj(G).
Lemma 4.7. [8] Let G be a graph of order n, λ an eigenvalue of G and
X ⊂ V (G) a star set of λ. Then the rows of the submatrix
(17)
[
N CX¯ − λIX¯
]
spans the row space of AG − λIn =
[
AX − λIX NT
N CX¯ − λIX¯
]
. Moreover,
X ′ ⊂ V (G) is another star set of λ if and only if the submatrix of (17)
defined by the columns indexed by the vertices in the co-star set X
′
is basic,
that is, nonsingular.
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As a consequence of Lemma 4.7, the linear system (15) is equivalent to
the linear subsystem with just the equations corresponding to the rows of
the matrix (17), that is, is equivalent to the linear subsystem[
N CX¯ − λIX¯
]
x = τ eˆX¯,(18)
where the all one vector eˆX¯ has |X¯ | components.
The next result allows the search for characteristic vectors of (0, τ)-regular
sets, that is, 0− 1 solutions of the linear system (15), by application of the
simplex method to the subsystem (18), where λ = −τ .
Theorem 4.8. [8] Every 0 − 1 solution of the linear system (15), with
λ = −τ , is a basic nonnegative solution of the subsystem (18).
Notice that when λ = −τ is not an eigenvalue of G, the linear system
(15) has an unique solution and then G has a (0, τ)-regular set if and only
if this unique solution is 0 − 1. When λ = −τ is an eigenvalue of G, since
the system (15) has the same set of solutions as the subsystem (18), G has
a (0, τ)-regular set if and only if there is a 0 − 1 basic solution among the
basic solutions of (18).
If X is some co-star set of −τ = λmin(G) and x =
[
xN
xB
]
, with xN = 0,
is a basic solution of (18), where λ = −τ , then multiplying both sides of
(18) by (CX¯ + τIX¯)
−1 (the inverse of the basic submatrix) we obtain
[
(CX¯ + τIX¯)
−1N IX¯
] [ xN
xB
]
= τ (CX¯ + τIX¯)
−1 eX¯ .
Therefore, the reduced simplex tableau for this basic solution is the tableau
(19)
xN
xB (CX¯ + τIm)
−1N τ (CX¯ + τIm)
−1 eX¯
We may apply the fractional dual algorithm for Integer Linear Program-
ming (ILP) with Gomory cuts (see for instance [32]) for deciding if there
exists (or not) a 0− 1 solution for the system (18).
Theorem 4.9. [10] If G is an adverse Q-graph, then the fractional dual
algorithm for ILP with Gomory cuts, applied to the system (18), yields a
0− 1 solution in a finite number of iterations.
It follows an example where a 0 − 1 solution is obtained after just one
simplex iteration.
Example 4.10. Let us ilustraste the application of the simplex method to
the determination of a (0, 2)-regular set in the graph G depicted in Figure 4.
Considering as starting star set for the eigenvalue −2, X = {a, d} (see
Figure 4). Then X = {b, c, e, f, g} and we obtain the sequence o reduced
tableaux (19):
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xa xd
xb 1 0 1
xc 0 1 1
xe 0 1 1
xf 1 0 1
xg -1 -1 -1
and
(1) xa xg
xb 1 0 1
xc -1 -1 0
xe -1 -1 0
xf 1 0 1
xd 1 -1 1
or, alternatively,
xa xd
xb 1 0 1
xc 0 1 1
xe 0 1 1
xf 1 0 1
xg -1 -1 -1
and
(2) xg xd
xb -1 -1 0
xc 0 1 1
xe 0 1 1
xf -1 -1 0
xa -1 1 1
In the first case the vertex subset {b, d, f} is obtained and in the second case
we obtain {a, c, e}. Both vertex subsets are (0, 2)-regular.
5. Conclusions
The concept of convex-QP graph allows us to look at graphs as being
partitioned into two subsets. The subset of graphs G for which the stability
number is easily determined by solving the convex quadratic program (11)
associated to G and the subset formed by the remaining graphs. However,
in general, it is hard to decide whether the upper bound υ(G) coincides with
the stability number α(G) and throughout more than two decades, this has
been the main challenge within this topic.
This survey starts in Section 2 by relating the convex quadratic program (11)
with the Motzkin-Straus quadratic model for the determination of the clique
(stability) number of a graph G [31] by the introduction of the parametric
quadratic programs (1) and (4) whose optimal values, υG(τ) and νG(τ), are
the inverse of each other and equal to α(G) in the former case (1/α(G) in the
later) when τ = 1 (see (8)). Notice that (11) is obtained from (1) by setting
τ = −λmin(G). In the remaining sections, the main published results about
the characterization and properties of Q-graphs as well as their recognition
are presented. The focus of section 3 is the characterization of Q-graphs and
the study of their properties. Section 4 analyzes two algorithmic strategies
for the recognition of Q-graphs. The main obstacle for deciding wether a
graph G is a Q-graph or not is the presence of an adverse subgraph H
of G. However, if we are able to conclude that H is a Q-graph, then it
follows that G is also a Q-graph. The Conjecture 4.2 which remains open
states that every adverse graph is a Q-graph. The recognition of an adverse
Q-graph H is equivalent to the determination of a (0, τ)-regular set, with
τ = −λmin(H), which can be done by finding a 0− 1 solution for the linear
system (15) or by the application of the star sets/star complements theory
using a simplex-like approach. As noted in [10, Th. 7], a graph G with
at least one edge is a Q-graph if and only if there is a star set X ⊂ V (G)
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associated to λmin(G) such that υ(G−X) = υ(G). Furthermore, there is a
maximum stable set S such that S ⊆ V (G) \X.
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