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Общая характеристика работы 
Актуальность работы. Работа посвящена исrледовю1ию свойств зада­
чи оптима.lьного унравления с фиксированным моментом окончания и роли 
характеристик уравнения Гами.lьтона-Якоби-Беллмана в численном реше­
нии этой задачи. Предлаr~ются конструкция сеточного оптима.:lьного синте­
за и исследуется ее эффективность. Разработаны и протестированы на ряде 
модельных задач онтимального управления программные реализации пред­
ложенных алгоритмов. Рассмотрено приложение конструкции сеточного оп­
тимального синтеза к исследованию макроэкономической модели. 
Истоки теории оптимального управления восходят к работам Л. С. Понт­
рягина 1, R. Bellmaп2 , Н. Н. Красовского3 , R. Isaacs, 'N. Н. Flcming, А. Fridman. 
Фундаментальный вклад в развитие теории оптимального управления 
внес.lи В.Г. Болтянский, Р.В. Га~1крелидзе, Е.Ф. Мищенко, Б.Н. Пшеничный, 
Н.Н. Моисеев, Ф.Л. Черноусько, В.А. Якубович, Ю.Г. Евтушенко, 
L.D. Berkovitz, А.Е. Bryson, FЯ. Clarke, G. Leitmann, У.-С. Но, R. Olsder, 
Е.О. Roxin, J. Warga, R.J. Elliott, N.J. Kalton. 
Существенное развитие теория 1ю.1учила в работах В.И. Зубова, 
Ф.М. Кирилловой, Р.Ф. Габасова, В.Ф. Кротова, А.А. Ыеликяна, А.А. Чи­
крия, С.М. Асеева, А.А. Аграчева, Л.Д. Акуленко, А.В. Арутюнова, В.И. Б.1а­
годатских, H.vl. Григоренко, А.Я: D,убовицкого, А.В. Дмитрука, В.А. Дыхты, 
В.И. Жуковского, М.И. Зеликина, А.Д. Иоффе, Ю.С .• 1едяева, А.А. Ми:1юти· 
на, М.С. Никольского, Г.К. Пожарицкого, Е.С. Половинкина, Н.Н. Петрова, 
Л.А. Петросяна, В.М. Тихомирова, Е.Л. Тонкова, В.И. Ухоботова, С.В. Чи-
стякова. 
1 Понтрягии Л. С. 1 Бо..тrянски.А В. Г., Га.мкре.'1идзе Р. В., Мище11Ко Е. Ф. Математическая теориt~ 
оптимальных процессов. Москва: Наука, 1961 
2 ВеUmап R. Dynamic Programming. Princeton: Univ. Press, 1957 
3 Красовский Н.Н. Теория управ.пения движением. М.: Наука, 1968 
3 
Настоящая работа лежит в рамках концепции оптимального по:щцион­
ного управления, предложенной и развитой в работах Н.Н. Красовского4 . 
Фундаментальный вклад в развитие теории позиционного управления, 
наб,1юдения, оuенивания и динамической реконструкции ннесли работы 
Ю.С. Осипова, А.В. Куржанского, А.И . Субботина, А .В . Кряжимского, 
А.Г. Ченцова, В.Н. Ушакова, В .Е. Третьякова. 
Большую рпль в ра.'lвитии теории опти:у:а.;1ьного позиционного унравле-
ния сыграли работы Э . Г. Альбрехта, М.И. Гусева, С.Т. Зава..1ишина, 
А .Ф. К:1ейменова, А . И. Короткого , Е.К. Костоусовой, А.Н . Красовского, 
Н.Ю. Jlукоянова, В.И. Максимова, О. И. Никонова, В.С. Пацко, В.Г. Пиме­
нова, А.Н. Сесекина, Н.Н. Субботиной, А.М. Тарасьева, Т.Ф . Филипповой, 
А.Ф. Шарикова, В.Я. Джафарова , Х.Г. Гусейнова и их учеников. 
Ключевым понятием в теории оптимального позиционного управ.1ения 
является функция цены, которая начальному состоянию управляемой си­
стемы ставит в соответствие оптюfа.;1ьный гарантированный резу.1ьтат. Эта 
функция ;~сжит в основе конструкции оптимального синтеза - 011Т11ма.пьного 
управления 110 принципу обратной связи. 
Как 11рави,10, функция цены в рассматриваемых задачах оптимального 
управ:1ения является негладкой. Хорошо известно, что в точках диффсрсн-
цируемости она удов.1етворяет уравнению в ЧаА,'ТНЬIХ производных первого 
порядка (уравнению Гамильтона-Якоби-Беллмана), связанному с изучаемой 
змачей у11равления. В современной теории обобщенных решений уравнений 
Гамильтона-Якоби доказано, что функция цены д.1я за,дачи управ.1ения сов­
падает с единственным минимаксным5 /вязкостиым6 решением соответствую-
• Красовский 11. 11., Субботин А. И . Позиционные дифферекциапьные Нl'РЫ · Москиа: Наука. 1074 
~ Суббс:rrин А. и. Обобщеикые рсше11ия ура.имений в чш-rных прокЗRОДНЫХ первого nорндка. п~р­
сnективы ДИВ&[ическоА оптимизации. Моекв&i Ижевск: Инсти'IУI' коипьютервых исс.1едованн.n, 2003 
6 Crandall М. С" Lions Р. L. Viscosity solutions of Hamiltion-Jacobl equations // Тrans. Amer. Math. 
Soc. 1983. Vol. 277. Рр. 1-42. ;' .. -"":•fРс·во :ir;oi~ce.i.~~я ~ ~•Ук~ oicccм~c11o<il eE;.EPA.i" ~1 
.. ", ш~·впо КФУ . КЛ:!АН(КЮ! 1 ПР11ВО.1ЖСК1111 ! ;, 
ФlJl.P\.lЫIЫH ~ - IIИB!.Ptl!Hl . : 
1 ОГРН 1021604841391 
; 4 Научная библиотека ~ 
им. Н . И .Лобаче вскnгn 1. 
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щей краевой задачи Коши д.:~я уравнения Гамильтона-Якоби-Беллмана. 
В случае, когда существует классическое (г.1адкое) решение задачи Ко­
ши для уравнения Гамильтона-Якоби-Беллмана, оно может быть построено 
с помощью классического метода характеристик Коши7 . Этот метод сводит 
интегрирование уравнения в частных производных первого порядка к инте­
грированию системы обыкновенных дифференциальных уравнений, решения 
которой называются характеристиками. Как доказано в работах F.H. Clarke, 
N. Ba.rron, S. Mirica, Н.Н. Субботиной8 , использование классических характе­
ристик уравнения Гами.1ьтона-Якоби-Беллмана обеспечивает исследователя 
необходимыми и достаточными ус.1овиями опти~1а;1ьности в классе программ-
ных управлений. 
В современной теории обобщенных решений уравнений Гамильтона-Яко-
би и соответствующих задач динамической оптимизации рассматриваются 
ра.1Личные обобщения rюнятия характеристики. Новые 1юдходы к опреде­
лению обобщенных характеристик предложены в работах А.И. Субботина, 
А.Б . Куржанского, Ю.С. Ледяева, А.А . Меликяна, В.И . Б:1агодатских, 
А.А. Толстоногова, А.Ф. Филиппова, А.И . Булгакова, J.P. Aubin, А. Cellina, 
Н. Frankowska, G. Haddad. 
Тем не менее, актуальной задачей остается использование классических 
характеристик д.'Iя конструирования обобщенных решений и построения оп-
тималыюго синтеза в соответствующих задачах оптимального управления. 
К настоящему времени разработано большое количество численных мето­
дов решения задач оптима;1ьного унравления. Среди них можно выделить две 
группы методов. К первой относятся методы, наце.1енные па построение оп-
тимального программного управления: методы, основывающиеся на решении 
7 Курант Р. Уравнения с чи.стными производными. Москва: Мир, 1961.. 
• SuЫюtina N. К. Thc method of characteristies fur Haшilton-Jacobl equaLio11s a11d applicaLions to 
dyoamical optimization. NY: Springer, 2006 
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двухточечной краевой задачи, следующей из принципа максимума Л. С. Понт­
рягина; методы последовательных приближений; градиентные методы в нро­
странстве управлений, методы, опирающиеся на конструирование областей 
достижимости. Разработке этих методов посвящены работы Ф.П. Васильева, 
В.Л. Гасилова, В.В. Костоусова, 10.И. Бердышсва, Ю.Н . Киселева, Н.Н. Бо­
лотника, И.М. Апаньевского, Б . Н. Соколова, Н.В. Баничука, Д.В . Камзолки­
на и многих других известных математиков. 
Вторую группу состав.1яют методы , нацеленные на построение оптима.1ь­
ного синтеза, основа1111ые на мето11е дина~шческ01·0 11рогра~1мирова~шя и свя­
занные с решением уравнения Гамильтона-Якоби. Существенный вклад в раз­
витие этого направ,1ения внесли работы В.Н . Ушакова, В . С. Пацко, 
А . М. Тарасъева, А.Г. Пашкова, С.И. Кумкова, А.А. Успенского, Р. Souganidis, 
.М . Falcoнe. Численные а.J11 ·оритмы конструкций 110:.шционного u11тю1а.:1ьного 
управления успешно разрабатывались в работах В.А. Вахрушева , В.Л . Туро­
вой , С.С. Кумкова , Д.А. Ссркова, Л.Г. Шаrа..;ювой, А.П . Хрипунова . 
Нес~ютря на оби.1ис предложенных методов, исследование роли кл"сси­
ческих характеристик в конструкциях эффективных МСТО/\ОВ оптимального 
11озиционного управления остается актуа.:1ыюй задачей . 
Цели диссертационной работы. Исследование свойств функции цены 
задачи оптимального управления с непрерывными по времени и дифференци­
руемыми 1ю фазовой переменной входны:-.ш данными; разработка и обоснова­
ние численных методов а1111роксимации функции цены и пое,-троения сеточно­
го оптимального синтеза в рассматривае~юй задаче оптимального управления 
на базе классических характеристик уравнения Га.'v!ильтона-Якоби-Бе:шма­
на; программная реализация численных мето;~ов и решение модельных задач 
теории опти~1ального управления; приложение конструкций сеточного опти­
мального синтеза к анализу модели макроэкономической системы . 
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Методы исследования. Основным методом исследований яв.1яется 
обобщение классического метода характеристик Коши. Для анализа мини­
максных решений уравнений Га"шльтона-Якоби применяются мето,1ы и ап­
парат негладкого анализа. 
Для дока.-зате,1ьства оптима.:1ыrости предлагаемых конструкций сеточно­
го синтеза применяются необходимое условие - принцип :-.1аксимума 
Л .С . Понтряrина в гамильтоновой форме , и достаточное условие в терминах 
супердифференциала функции цены , пре;цоженное Н.Н . Субботиной . 
При выводе оценки скороети сходимости процедуры построения аппрок­
симации функции цены были: использованы метолы теории рекурсии9 . При 
этом для получения констант прююнялся пакет Matlab. 
Предложенные численные алгоритмы реализованы автором в виде про­
граммы на языке С-,-+ с использованием методов вычислительной гсо).1етрии. 
Научная новизна. Пред.1ожен новый метод решения задачи оnтю1аль­
ноrо управления с фиксированным моментом окончания, при котором для 
нахождения оптимальных траекторий решается краевая задача Коши . где 
краевые условия для фазовой и сопряженной переменных заданы в о,1ин и 
тот же конечный момент времени (в отJшчие от стандартной двухточечной 
краевой задачи в принципе максимума Л.С. Понтряrина). Предложены но­
вые конструкции численной аппроксимации функции цены и сеточного оп­
тимального синтеза, определенные в узлах адаптивных сеток, лежащих на 
численных решениях характеристической системы . 
По;1учена оценка точности аппроксимации функции цены , которая ли­
нейно зависит от шага интегрирования (в отличие от сеточных методов, ис­
по,1ьзующих равномерные сетки, где оценка точности линейно зависит от 
корня квадратного из шага интеrриров~tния). 
Получена оценка качества управления с помощью сеточного оптималь-
9 Грив Д. 1 Кн;>"Т Д. Математические :.1етоды анализа ал1·орит11ов. Москва: Мир, 1987. 
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ноrо синтеза (оценка эффективности) , которая .1инейно зависит от шага ин­
тегрирования. При оценке эффективности сеточного оптимально1·0 синтеза 
применяется оригинальный подхол на базе теории рекурсии. 
Новы:.1 приложением конструкций сеточного оптимального синтеза яв­
ляется испо.1ьзование их для анализа динамики макроэкономической модели 
на основе накоп,1енной дискретной статистики. 
Теоретическая и практическая ценность. Пре.цложеппые методы 
могут применяться при решении достаточно широкого к.пасса задач управ­
ления с термина.:1ы10-и11тегра.аьным функционвлом, где обеспечены ус.i!овия 
существования, единственности и продолжимости классических характери­
стик соответствующего уравнения Гамильтона -Якоби-Беллмана. 
Основные результаты диссертации. 
• Для зада•1и 011тима;1ьного управ:1ения с фиксированным моментом 
окончания доказаны теоремы о структуре функции цены и супердиффе­
ренциа.;1а фуню111и цены в терминах классиче(:ких характеристик урав­
неню1 Гами.1ьтона-Якоби-Беллма.иа. 
• Предложены численные методы аппроксимации функции цены и опти­
мального синтеза. Получены оценки чис.1е11ных аппроксимаций . 
• Программные реализации численных адгоритмов разработаны и проте­
стированы на решении модельных задач оптимвльно1·0 управления, а 
также прю1енены к решению задачи идентификации макроэкономиче­
ской модели. 
Апробация работы Основные результаты диссертации докладывались 
на следующих конференциях : 37-ой, 38-ой региональных молодежных кон­
ференциях "Проблемы теоретической и прикладной математики" (Екатерин­
бург, 2006, 2007); научной конференции "Демидовские чтения па Ура.:1е" (Ека-
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тсринбург, 2006); научной конференции ;'Теория управления и математиче­
ское моделирование" (Ижевск, 2006); 9-ом Всероссийском съезде по теоре­
тической и прик.1ад11ой механике (Нижний Новгород, 2006); Всероссийской 
научной конференции "Математика. Механика. Информатика", посвященной 
30-летию Че.11ябиш.:кого государственного университета (Челябинск, 2006); 
3--ей ::vfеждународной конферею1ии "Параллельные вычисления и задачи 
управления" памяти И . В. Пранrишвили (::vfосква, 2006); Международном на­
учной семинаре "~'1атсматическая теория оптима.11ь11оrо управления и теория 
дифференциальных вк.1ючений", посвященный 60-летию В.И. Благодатских 
(Москва, 2006); 14-ой ).fеждународной конференции по динамике и унрав­
лению (Москва Звенигород, 2007); Международной конференции "Диф­
ференциальные уравнения и смежные вопросы", посвященная памяти И.Г. 
Петровского (Москва, 2007); 9-ой МсждУнаро,1ной Четаевская конфсрснцю1 
"Ана.:штическая механика, устойчивость и управление движением" (Иркутск, 
2007); Международной конференции "Колмогоровские чтения. Общие нро­
блемы управления и их приложения. Проблемы преподавания математики" 
(Тамбов, 2007); конференции SIA:-1 по оптимизации (Бостон, США, 2008); 
13-ом ~1еждународном Симпозиу:-1е по динамическим играм и приложе11и­
ям (Вроцлав, Польша , 2008); Международной конференции "Диффсрен~1и­
а.п:ьные уравнения и то11ология", посвященной 100-летию Л.С. Понтряrипа 
(Москва, 2008); МеждУнародной конференции "Дифференциальные уравне­
ния. Функциональные пространства. Теория приближений", посвященной 
100-летию С.Л. Соболева (Новосибирск, 2008); 10-ом Международном се­
минаре "Устойчивость и колебания нелинейных систем управления" имени 
Е.С. Пятницкого (Москва, 2008); Международной конференции "Алгорит­
мический анализ неустойчивых задач", посвященной 100-летию В.К. Ива­
нова (Екатеринбург, 2008); 4-ой 1\'lеждународной конференции по физике и 
управлению (Катания, Италия, 2009); Международной конференции "УпраВ-
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.пение динамическими системами" (Москва, 2009) ; конференции, носвященной 
60-летию А.В. Кряжимскоrо (Москва, 2009); Международной конференции 
"Актуа.11ы1ые проблемы устойчивости и теории управления" (Екатеринбург, 
2009); 3-ей и 4-ой Международных конференциях ''Теория игр и менедж­
мент" (Санк-г-Петербург, 2009, 2010); 3-ей Международной конференции "Ма­
тематическое моделирование социальной и экономической динамики", Россий­
ский Госуд:tрr.твенный СоцюL11->ный Университет (Москва , 2010) ; Всероссий­
ской конференции "Устойчивость и процессы управления" 
(Санк-г-IIетербург, 2010); семинаре отделi!. динамических систем Иl\1fM УрО 
РАН ; семинаре кафедры оптима.,1ьного управления ВМК МГУ и~1. l\.1.B. Ло-
~юносова. 
Список публикаций автора по теме диссертации. Материалы дис­
сертации опубликованы в 30 печатных работах, из них 5 статей в жур11а.;1ах 
аз сниска ВАК ([1-5]) , 2 статьи в иностранных журналах ([6, 7) ), 7 статей в ре­
цензируемых журна.:~ах и сборниках трудов конференций( [8-14]) и 16 тезисов 
докладов. Список основных публикаций приведен в конце автореферата . 
Структура, объем и краткое содержание диссертации. Диссерта­
ция состоит из введения, 5 глав и биб.1иогра.фии. Общий объем диссертации 
110 страниц, включая 28 рисунков. Библиография включает 56 наименова­
ний. 
Известные результаты, исно:rьзующиеся в данной работе, называются 
"утверждениями", в отличие от "теоре~1" - ре.~ультатов автора. 
Содержание работы 
Во введении раскрываются цел1 и задачи работы, ее актуальность, а 
также кратко описываются основные результаты, полученные 1:1 диссертации. 
В первой главе вводится за.дача оптимального управления, которая 
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является основной задачей для глав с первой по четвертую, приводятся из­
вестные утверждения, которые использованы в диссертации. Глава состоит 
из шести параграфов. 
В первом параграфе приводится постановка задачи. Рассматривается ди-
намическая управляемая система 
dx(t) dt = f(t, х, и), (1) 
на фиксированном отрезке вре~1ени t Е [О, Т], фазовый вектор системы х Е 
Rn, на управление наложены геометрические ограничения и ЕР, Р С Rm -
компакт. Симво;ты Пт и cl Пт обозначают полосы в пространстве JRn+l: 
Пт =(О, Т) х Rп, сlПт =[О, Т] х IR". 
Симво:т U(to, Т), to Е ;о, Т], обозначает множество допустимых управдс­
ний - измеримых функций и(·) : [ta, Т] >-+ Р, на.зываемых 11рограмма."1и. 
Траектория динамической системы (1), выходящая из начальной точки 
(t0 ,xo) Е сlПт нод воздействие:.~ управ.1ения и(·) Е U(t0 ,T}, обозначается 
символом х( ·) = х (-; t0 , х0 , и(-)) : [ta, Т] >-+ IR11 • 
Качество управления и(·) оценивается с помощью функционала Болы~а 
т 
I(t0 , х0 ; и(·)) = и( х(Т; t0 , х0 , и(-))) + f g(t, x(t), u(t)) dt. (2) 
!о 
Оптимальный программный результат (цена) V(ta, ха) для произво:1ьной 
начальной точки (ta, ха) Е cl Пт имеет вид: 
V(ta,xo) = inf I(to,xa;u(·)). 
и(· )EU(to,т) 
(3) 
Функцией цены в задаче (1)-(2) называется отображение 
V: (t0 ,x0 ) >-+ V(t0,xa): сlПт-+ R. (4} 
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Во втором параграфе приведены (,'Т8.Ндартные требования АгА4 на вход­
ные данные задачи оптимадьпого управления (1}-(2}. 
В третьем параграфе введена эквивалентная задаче оптимаJiьного управ­
ления (1)-(2) задача Коши для уравнения Бсллмана: 
дv(t, х) ----т- + H(t,x, Д,v(t,x)) =О, (t,x) Е Пт, 
H(t, х, р) = ~ip [(у, f(t , х, и))+ _q(t, х, и) J, 
D ( ) = (дv(t,x) дv(t , x)) з:V t , Х д " ." д , 
Xt Xn 
где краевое условие имеет вид 
v(T, х) = и(х), Vx Е Rn. 
(5) 
(6) 
(7) 
В •1етвертом параграфе вво;1ится характеристическая система задачи (5)-(7): 
! 41= D1;Н(t,x,P), d~ 1f = -DxH(t,x,P), м = •(fi,D;;H(t,x,fj)) - H(t ,x,fj), 
с граничными условиями 
х(Т, у) =у, fi(T, у) = Dи(у), z(T, у) = и(у), 
(8) 
(9) 
Решения ( х(" у): р(., у)' z(" у)) систе:-.fЫ ( 8) называются характеристика­
ми задачи (5)-(7). Приведен классический ~1етод характеристик Коши для 
построения гладкого решения в задаче (5)-(7). 
В пятом параграфе приводится определение минимаксного (негла,1ко­
го) решения задачи Коши для уравнения Беллмана. Приводится утвержде­
ние о совш1,дении функции цены задачи оптимального управления (1)-(2) с 
единственным минима.ксным решением задачи (5)-(7). Приводится репре­
зентативная формула функции цены в терминах классических характери­
стик. Формулируется утверждение о необходимых и достаточных условиях 
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оптима.1ьности в гамильтоновой фор:\\е, дополняющих принцип максимума 
Л.С. Понтрягина. Приводится определение оптимаJ1ыюго синтеза согласно 
формализации Н.Н. Красовского и сформулировано утверж;1епие о коm.:трук­
ции оптимального синтеза в задаче онтима.пьного управления (1)-(2) 
Шестой ш~.ра1·1.жф содержит полезные сведения из негладкого анализа. 
Во второй главе приводятся результаты иссле,1ования задачи опти­
мального управления (1)-(2) при условиях л; А~ на входные данные. 
В нервом параграфе формулируются предположения . 
А;. Функции f(t, х, и) и g(t, х, и) в (1), (2) 011ре;1елены и 11е11рерывны на 
с! Пт х Р, существуют непрерывные по (t, х, и) Е Пт х Р частные 11роизводные 
дf;д(t,х,и), дg8(t,x,u), i Е Гп, j Е Гп, ограниченные константой L1 > О. XJ Х1 
А;. Терминальная функция платы а(х) в (2) опре;~;елена и непрерывна 
Hfl JR_n вместе со своими частньши произrюдными ~. i Е г,п. 
их; 
л;. Для .1юбой точки (t, х) Е с! Пт и вектора р Е R.n множество 
Argmin{ (р, !) + g: (f,g) Е { (f(t,x,u),g(t,x, и)): и ЕР}}• 
состоит ю единственного э,1емента (J0 (t, х , р), g0 (t, х, р)). 
А~. Существуют непрерывные по совокупности переменных и ограни­
дf?(t,х,р) 
др, , чепные в области (t, х, р) Е Пт х JR_n частные производные дf!J:·x,p), ] 
дg"(t,x,p) ~ i Е fn J. Е fn 
дх1 1 8р1 ' ' ' ' · 
Условия А;-А~ обеспечивают существование, с;~.инственность и продол-
жимость решений характеристической системы (8)·-(9). 
Во втором параграфе доказываются теоремы о свойствах функции цены. 
Теорема 1. Пусть в задаче (1) (4) вьтолиеиы условия А~ -А~. Функция 
цены V(t,x) может бытъ представлена в виде 
V(t,x) = min'-<i(t,x,a), 
аЕА 
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где параметр о принимает зна-чения из метри-ческого комnа""711а А, функ­
чия w(t,x,a) неnреривна иа множестве сlПт х А, существуют -часmн'Ь!е 
дw(t х а) . -производние ёэ'х;' , i Е 1, n, 11еnреръ1вные на множестве cl Пт х А. 
Теорема 2. Пусть в .ю.да-че (1)-(4) въtnолнеиы условия А~ -А~ . Функчи.я 
чены V(t,x) (4) задшчи имеет следующее представление 
V(t,x)= min z(t,y), Y(t,x)={yERn:x(t,y)=x}. (10) 
yEY(t.;z:) 
где х(-, у), z(-, у) ·- характеристu"-"U (8), (9) уравнения Бe.it/LМana (5). 
Для прои'!1юльного компактного множества G0 С с! Пт введены в рас­
смотрение множество G(Go) С с!Пт и множество P(G0 ) такие, что 
G(Go) = {(t,x) Е с!Пт ! :=!Ц,у) -решения (8), (9), :J(t0 ,x0) Е Go: (11) 
x(to, у) =Хо, x(t, у) = Х }, 
P(Go) = {p=p(t,y) Е R": (t,x(t,y)) Е G(Go)}. (12) 
Символ В~ = {у Е :Rk: ilYll ~ е} обозначает шар радиуса е > О. Рассмат­
риваются множества G'(Go) = (G(Go) +B~+i) и P'(Go) = (P(Go) + Щ). 
Символом ТJ(·) обозначен ~ю;~,уль непрерывности для функций J0 (-), g0 (-), 
д!Рi1 ·"' ·Р), д.q0i1 ·x,p)' i Е г,n, j Е I:7i, на множестве G'(Go) х P'(Go). 
иЖ1 uXJ 
Теорема 3. При виnолнении условий А~ А~ функчия чены V(t , х) зада­
'ЧU (1)-(4) непрерывиа по совокупности переменн'Ьl.Х. Для любой компакт­
ной области G0 С cl Пт и любого е > О существуют та"-ие константЪt 
L'(Go) .>О, (f(Go) >О, (HGo) >О, -что имеет место оцепка 
IV(t', х') - V(t", x")I ~ L'(Go) llx' - x"ll + (f (Go)it" - t'i + (HG0)17(1t" - t'[) 
для всех (t',x'), (t'',x") е G'(G0 ) С Пт. 
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IЗ третьем параграфе доказывается теорема 4 о структуре супердиффс­
ренциала a+v(t,x) функции цены: 
a+V(t,x) = {(й,р) Е R х JRп: 
V(t + Лt, х + Лх) - V(t, х) :::; йЛt + (р, Лх) + o(llЛxll + IЛt!) 
V'(t + Лt, х + Лх) Е В~ ... 1 (t, х)}, 
где Е >О, В~+ 1 (уо) = {у Е Rn+l: llY - Yoii :::; е }. 
Теорема 4. Если в задаче (1) - (4) выполнен:ы условия л; -А~, то суперdиф­
ферени,иал a+v(t, х) функи,ии и,ен·ы V(t, х) задачи (1) (2) не пуст при всех 
(t,x) Е сlПт и имеет вид 
a+v(t, х) =со{ (-H(t, x(t, y),p(t, y)),P(t, у)): x(t, у) = х, z(t, у) = V(t, х)} 
где ( х(.' у)' Р(.' у)' z(" у)} - решения характеристической системы ( 8 )-( 9). 
В третьей главе предложен и обоснован адгоритм построения аппрок­
симации функции цены. основанный на теоретических результатах г.1авы 2. 
В первом параграфе описываются алгоритм, который опирается на n<r 
пятную процедуру численного интегрирования системы (8)-(9). 
Рассмотрено разбиение Г = {t;, i =О, 1, ... , N} отрезка времени (t0 , Т] с 
шагом Лt. В момент t = t0 рассмотрено компактное множество G0 С 1Rn на­
ча.:1ы1ых фазовых значений. Построено компактное ~1ножество 
G({to} х Go) (11) . Его сечение в момент t = tN обозначено символом GN. 
На GN определена равномерная сетка QN = {xiN},j = U1, ... , jn), с 
шаrом по осям Лх. Через Q; с Rn обозначена сетка в момент t = t;. Узлами 
сетки Q; являются точки 'Xi, лежащие в момент t = t; на характеристиках 
х( ·), которые в момент t = Т стартуют из точек ХЗN Е QN. 
Процедура численного интегрирования характеристической системы 
стартует в момент времени t = Т с краевыми условиями xj(T) = :J?N, pi(T) = 
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Du(тN), zj (Т) = и(Х:v)' учитывая достаточные условия ОПТИМl!.ПЬНОСТИ. Точ­
ные решения системы (опти.мали) обозначены символом (x~(-),p~( · ),zJ(-)), а 
их численные аппроксимации - символом (xj (-), pi ( ·), zj ( ·)). 
В момент времени t = tN-l конструируетсн сетка QN-I и аппроксима­
цин функции цены V(tN-l: ~~_ 1 ) для каждого фиксированного индекса j 0 
согласно теореме 2 и апнроксимационной формуле: 
tн1 
V(t;,~0 ) =. _m~~ { V(t;+1,Xfч) + f g0 (r, ?(т),pi(r))dт }. (13) 
1: 1,х;-х; 119. t; 
где i = N - 1, Рх > О - параметр аппроксимации. 
В узлах т~_ 1 сетки QN-l строятся оптимальные направления: 
(14) 
где pi~-1 = pi(tN-1): zj(tN-1) = V(tN-1, xi0 (tN-1) = zj0 (tN-1). 
Далее эта процедура рекуррентно повторяется на интервалах [t;, t;+1] . 
Строятся сетки Q;, i = N -_ 1, ... , О с уз.ыми х{. Выбираютсн Pf0 =·r· (t;): 
О ..-.. ·О '"' Zf = V(t;, Xf ) = Zf . Если таких индексов j* находится несколько, то выби-
рам:ся :1юбой из них. 
Узлы х[ сетки Q;, i = N - 1, . .. , О , в совокупности с Pf, Zf яв.1яются 
краевыми условиями для интегрирования характеристической системы в об­
ратном времени на интервале [t;_1, t;]. Результатом работы алгоритма при 
каждом t = t; является совокупность S; = { (Xf, 'i{, Jt, g{)}, 1~1е Zf = V ( t;, XJ), 
вектора и!' r/;) определены в (14). 
Во втором параграфе получена оценка точности аппроксимации функ­
ции цены. В дополнение к условиям А~-А4 вводится предположение: 
А~. Модуль непрерывности Т/ в области G'(Go) х P'(G0} удовлетворяет 
условию :380 > О : Т/(8) ::; М8, '<18 Е (О,80], где константа М = M(Go) Е 
(О, L1), константа L1 определена в условии А~. 
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Теорема 5. В зада-ч,е (1) -- (2) при выполн.ен.ии условий .4~ -А5 д.11J1. любой 
компактной области G0 с с! Пт и любого параметра g > О существу­
ет константа R0 (Go) > О такая, 'Что для произвольного узла (ti , xj) Е 
G0 (Go) (11), t; Е Г, xl Е Q;, справедлива О'Ценка: 
В чюты•м параграфе приводятся прю.юры испnлh·юнания программной 
реализации А.:1rорит:1.1а для решения модельных задач в Cilyчae одномерного и 
двумерного фазового пространства. В качестве результата работы алгоритма 
приведены графики аппроксимации функции цены. 
В четвертой главе предложен и обоснован а.агорип1 построения сеточ-
ного оnтима.;1ыюго синтеза. 
В нервом пара.графе при t; Е Г , в уз:1ах сеток х1 Е Q; определен се­
точный 011тим8.11ы1ый синтез иi(t;, :d;). При этом ис1Ю-'IЬЗуются оптима.1ы1ые 
направления f / , g{, построенные в узлах сеток: 
u~(t;,x{) Е Argmjpn{llf(t;,:d;,u) -f!ll + lg(t;,:d; ,u)-g{l}-
ue 
Да.псе описан алгоритм применения сеточного оптима.11ьного синтеза для 
произвольной начальной точки (t. , x.) Е G0 с сlПт, t. Е (t0,t1). По:1ьзуясь 
11роизво:1ьным 1юстоянным управлением и. Е Р находятся точки х1 = х. + 
(t1 - t.)f(t., х., и.) и х2 Е Q1, ближайшая к точке х1 : 
(15) 
На интервале [t1, Т] строится траектория x2(t) = x2(t; t1, х2) системы (1), 
стартующая из точки (t1,x2) и порождаемая сеточным син·1·езо~1 и~(·) , то 
есть кусочно-.1и11сйное движение по оптима.1ьным направлениям 
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Из нача.аьной точки (t.,x.) строится пошаговое лвижение х1 (·), порож­
даемое управлением и~(-) с помощью сеточного оптимального синтеза u~(t;) 
согласно правилу 
u~(t) = { и~, t Е [t., t1], 
и.(t;), при t Е [t;, t;+1), i Е О, N - 1, 
Q ·О ·О и.(t;) Е Argrnin{l!f(t;,x1(t;),u) - fl 11 + lg(t;,x1(t;),u) - gf )\}, 
uEP 
Во втором параграфе доказывается теорема об оценке точности 11.11горит­
ма. Определяется результат реа..1изации сеточного оптимального синтеза 
т 
Сг (to, хо; и~(-)) = ст(х~(Т)) -i- дt L g( т, х~(т), и~(т)), 
тег, 
т=tо 
совпадающий с чис.1енной аппроксимацией функциона..1а I(t0,x0 ;u~(-)) (2). 
Теорема 6. В зада-че ( 1)-(4) при выполнении ус.ловий А~ -А~ для любой 
компактной области Со С cl Пт и любого параметра е > О существуют 
константы Hf(G0 ) > О, Hi(G0 ) > О такие, что дм произволъиой точки 
(t., х.) Е G'(Go) (11) справедлива оценка 
JCr(t., х.; и~(-)) - V(t., х.)1 ~ дtH[(Go) + doЩ(G0 ). 
Здесь do определено в (15). 
В третьем параграфе приводятся примеры решения модельных задач 
оптимального управления с помощью сеточного оптимального синтеза. 
В пятой главе исследуется модель макроэкономической системы, пред­
ложенная Э.Г. Альбрехтом10 . 
В первом параграфе описывается модель Э.Г. Альбрсхта. Символ р обо­
:шачает конечный валовый продукт, q обозначает материаJiьные затраты. 
to Альбрехт Э. Г. Метод~tха построения и идентификации мате•1"ТИЧ<СКИХ моделей макроэкономи­
ческих проnессов // ЭлектрониыА журнал "Исследовано в России". 2002. Т. 5. С. 54--86 
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Предполаг=я, что прибыль h зависит тоJ1ько от валового про;r,укта и ма­
териальных затрат, т. е. h = G(p, q) . Функция G(p, q) называется макроэконо-
мическим потенциалом системы . 
Динамика рассматриваемая модели имеет следующий вид : 
dp дG(р, q) 
dt = Uj др ' 
dq дG(р, q) 
-=u2---
dt дq (16) 
на временном интервале [О , Т] . Здесь и1 , и2 ·-управляющие параметры , удо-
влетворяющие геометри•1еским ограничения~t 
(17) 
где И1 > О , И2 > О - константы . 
Имеются статистические данные , а именно, таблица значений величин р, 
q, h, измеренных в моменты t; Е [О , Т] , i =О, 1, .. . , N , t0 =О, tN = Т: 
Статистические данные (pj , q;) измерены с ошибками и и:шестны оценки оши­
бок измерения 
lq - qil:::; дq. 
Символами р• ( ·), q• ( ·) обозначаются линейные интерполяции статистических 
данных па отрезке [О, Т]. Вводится область допустимых движений D: 
D = {(t,p,q) Е R3 : t Е [О,Т] , IP - p*(t)I :::; др, lq - q(t)I $ дq} . (18) 
Предполагается, что структура функции G(p, q) имеет вид многочлена 
G(p, q) = pq[a0 + а 1р + a2q]. (19) 
Во втором параграфе ставится задача восстановления динамики системы 
по заданным статистическим данным . 
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Первым ша1·ом является определение параметров макроэкономического 
потенциала, наилучшим образом соответствующи~1 статистическим данньш. 
Рассматривается задача идентификации параметров а0 , а1 , а2 , определяющих 
вил макроэкономического потенциала G(p, q) (19). Для получения наилуч-
шс1·0 соответствия статистическим данным применяется метод наименьших 
квадратов: 
N L [h; - G(pi, qi)]2 ---> min. 
i=O (а.>) 
Далее ставится вспомогательная задача оптимального управления дина­
микой людели (16), где множество допустимых управ,1ений опреде.1яется сле­
дующим образом И(О, Т) = {'v'и(·): [О, Т] --> Р - измерима}, а функциона.а 
платы имеет вид: 
I(to,Po, Qo; и(-)) = (р.(Т) - р(Т))2 + (ij.(T) - q(T)) 2+ 
т 
+ f [(p*(t) - p(t))2 + (ij*(t) - q(t))2 + E(uy(t); u~(t))]dt, (20) 
ta 
где Е > О - параметр регуляризации. Величина E(u~(t);5(t)) вводится для 
то1·0, чтобы обеспечить выпо;1ненис условия АЗ д.~я рассматриваемой задачи 
оптю~ального управления. Функции р· ( ·), ij* (-) - линейные интерпо.1яции 
статистических данных. 
Ставится задача о нахождении оптимального синтеза - универсального 
позиционного управления, оп1·имального для всех заданных нача;1ьных состо­
яний. Траектории, порождаемые оптимальным синтезом и содержащиеся в 
области допустимых движений, являются решением за,п;ачи о восстановлении 
динамики системы по заданным статистическим данным . 
В третьем параграфе описывается алгоритм численного решения задачи 
о восстановлении движений модели. 
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В момент t = tN = Т задается область GN Е JR2 вида 
на области GN задается ceткaQ(tN) с шагом ЛN. Для узлов (р{', q;·) Е Q(tN) 
в обратном времени строятся траектории р(·; р{"), q(·; qf) - оптимаJш систе­
мы (16), выходящие в момент tN = Т из состояний 
Построенные траектории р(·;р{"), q(·; qf) используются для построения 
оптимального сеточного синтеза и~(·) н узлах сеток Q(tk), k = N, . .. , 1. 
В момент t = О рассматриваются сечение G0 Е JR2 области допустимых 
движение D (18) и сетка с шаго:-.1 Л0 . Д.1я узлов (р?, qJ) Е Go как для на­
чальных состояний в прямом времени строятся траектории р(·;р?), q(·;qJ) 
под управ:1ением сеточного оптимВJ1ыюго синтеза. 
Затем среди движений р(-;р?), q(·; qJ) выбираются те, д.1я которых вы­
полняется условие 
Таких движений может быть несколько (если таких нет, то расширяем об­
ласть до11усти:-.1ых движений D). Из них выбираются окопчате.1ьно те, на 
которых функциона.1 (20) достигает минимума. Эти функции р( ·; Р?), q( ·; qJ) 
наэываются решениями задачи о восстановлении движений модели. 
В четвертом параграфе задача численно решается при конкретных ста-
тистических данных. 
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