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Zusammenfassung
In dieser Arbeit wird eine Suche nach schweren langlebigen geladenen Teilchenmit
dem ATLAS Detektor am Large Hadron Collider vorgestellt. Diese Suche analysiert
einen Datensatz von 36.1 fb−1 Proton–Proton-Kollisionen. Die erwartete Signatur
solcher schwerer langlebiger geladener Teilchen im Detektor ist ähnlich der eines
Myons, jedoch haben diese hypothetischen Teilchen eine höhere Masse. Dies
hat zur Folge, dass diese Teilchen mit einer deutlich niedrigeren Geschwindigkeit
erzeugt werden als hochenergetischen Standard-Modell-Teilchen. Des Weiteren
führt die niedrige Geschwindigkeit der Teilchen zu Ionisations-Energieverlusten
deutlich über denen von Myonen, welche den Hauptuntergrund für diese Suche
darstellen. Schwere langlebige Teilchen können sowohl elektrisch- also auch far-
bgeladen sein. Farbgeladene schwere langlebige Teilchen hadronisieren zusam-
men mit Quarks zu sogenannten R-Hadronen. Diese können durch den Austausch
der Quarks in hadronischen Interaktionen ihre Gesamtladung ändern.
Zur Identifikation von schweren geladenen langlebigen Teilchen, werden Mes-
sungen des Ionisations-Energieverlust im Pixel Detektor sowie Flugzeitmessun-
gen im Tile-Kalorimeter, in den Monitored-Drift-Tubes und in den Resistive-Plate-
Chambers, verwendet. Die Suche ist mit dedizierten Signal Regionen, sowohl für
farbgeladene langlebige Teilchen als auch für paar-produzierte langlebige Teilchen
die nur elektrisch geladen sind, ausgestattet. Da kein signifikanter Überschuss
an Daten üeber der erwarteten Anzahl an Ereignissen gefunden wurde, kön-
nen die Ergbnisse verwendet werden um Ausschlussgrenzen auf den Wirkungs-
querschnitt und die Masse der Teilchen zu bestimmen. Paar-produzierte Sbot-
tom, Stop oder Gluino R-hadronen können bis zu einer Masse von 1250 GeV,
1340 GeV beziehungsweise 2000 GeV ausgeschlossen werden. Für farbneutrale
paar-produzierte langlebige Teilchen können Massen bis 430 GeV für Staus und
1090 GeV für Charginos ausgeschlossen werden.
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Abstract
In this thesis a search for Heavy Charged Long-Lived Particles (HCLLPs) in a dataset
of 36.1 fb−1 of proton–proton collisions with the ATLAS detector at the Large Hadron
Collider is presented. HCLLPs manifest in the detector by signatures of heavy
muon-like particles and are expected to be produced with velocities, significantly
lower than the speed of light. Accordingly they are also expected to have an ioni-
sation energy loss larger than that of muons, which are the main background for
this search. Beside their electrical charge, HCLLPs can also be colour charged and
hadronise together with Standard Model quarks to so called R-hadrons. Those
R-hadrons can have a very special signature as they are able to change their overall
charge through the exchange of the Standard Model quarks in hadronic interac-
tions.
The observables used to identify HCLLPs in this analysis are a dE/dx estimate with
the pixel detector and time-of-flight measurements with the Tile Calorimeter, the
Monitored Drift Tubes and the Resistive Plate Chambers. The signal regions are de-
signed to cover signatures of colour-charged particles that can undergo a change
of charge as well as pair-produced colour singlets that are charged throughout the
whole detector. No significant excess over the estimated backgroundwas observed
and the results are used to set upper limits on the production cross section as well
as lower mass limits for several models. The obtained lower mass limits for sbot-
tom, stop and gluino R-hadrons are 1250 GeV, 1340 GeV and 2000 GeV, respectively,
while for colour singlets such as staus and charginos 430 GeV and 1090 GeV are ob-
tained.
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Chapter 1
Introduction
Modern particle physics appears to be currently in a way pointing period.
In 2012, with the discovery of the Higgs boson [1, 2], the last missing piece
of the Standard Model of Particle Physics (SM) was found. However the
SM is known to be limited in several ways, as for example an implementa-
tion of a coherent description of gravity is missing. Another limitation of
the SM is, that it does not offer a good candidate for dark matter, a new
type of matter proposed to explain astrophysical and cosmological obser-
vations, such as gravitational leansing effects [3] or the observed power
spectrum of the cosmic microwave background [4]. A variety of theories
Beyond the Standard Model (BSM), that are able to solve one or the other
problem of the SM, are suggested, but there is currently no one-fits-all so-
lution available. For experimental particle physics this encourages open-
mindedness in the searches for new physics to exploit the full potential
of the experiments. At particle colliders, beside the majority of searches
looking for prompt SM particles also unconventional searches, that are
for example targeting new types of long-lived particles, are conducted.
The mechanisms in the SM resulting in long lifetimes for some of the par-
ticles can, in a similar way, lead to significant lifetimes for particles in
a BSM theory. A possible explanation why those new types of particles
have not been observed so far, is that they are too heavy to be produced
in significant amounts. Heavy long-lived particles can be targeted in two
different ways depending on their nature. If they interact with the detec-
tor material and are long-lived enough they can be directly reconstructed
in the event. If they are not able to interact with the detector they can
be targeted with searches looking for their decay products, as long as
the decays happen within the detector volume and with a resolvable dis-
placement from the primary interactions. For both cases very distinct
signatures, with basically no SM backgrounds, are expected.
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The main target of the search described in this thesis are HCLLPs that are
decaying outside of the detector. Those particles are expected to be pro-
duced at the Large Hadron Collider (LHC) with velocities significantly lower
than the speed-of-light, due to their highmasses and have a heavy-muon-
like signature in the detector. Furthermore their low velocities lead to
ionisation energy losses that are significantly larger than those of muons.
Both velocities estimated from time-of-flight measurements as well as
ionisation energy loss measurements are used as observables to identify
HCLLPs. There are no SM particles that are heavy and long-lived enough
to serve as HCLLP candidates, the only background for this search are
muons with outliers in the energy loss and time-of-flight measurements.
Very specific features are expected for colour-charged heavy long-lived
particles as they hadronise with SM quarks to so called R-hadrons. Those
R-hadrons can change their charge through hadronic interactions in the
detector, leading to signatures where R-hadrons are only visible in some
parts of the detector.
The thesis is structured as follows. In the second chapter the theoret-
ical motivation is given. This includes a short summary of the SM and
its limitations. The mechanisms leading to longevity in the SM are used
to explain the long lifetimes of particles predicted in BSM theories. Also
the impact of HCLLPs on the early universe and the corresponding con-
straints on their lifetimes and masses are discussed. In the third chapter
the experimental setup with the ATLAS detector at the LHC is presented.
A particular focus is on the subsystems that are used for ionisation energy
loss measurements and time-of-flight measurements to identify HCLLPs.
In the subsequent chapter the expected signatures of HCLLPs at colliders
are discussed in detail. This involves a description of the impact of the
production mechanisms on the kinematics of HCLLPs as well as their ex-
pected velocity and energy loss. A particular focus is placed on the hadro-
nisation and the hadronic interactions of R-hadrons. In addition the range
of lifetimes relevant for the search described in this thesis are discussed.
In the fifth chapter the search for HCLLPs using a data sample of 36.1 fb−1
proton–proton collisions collected with the ATLAS experiment [5] will be
discussed as the main part of this thesis. This involves the estimation and
calibration of the main observables used for the identification of HCLLPs
as well as the analysis search strategy and the estimation of the back-
grounds, which is conducted in a fully data-driven manner. The chapter
is concluded with a discussion of the results. In the final chapter a sum-
mary as well as an outlook for the search for HCLLPs is given.
Chapter 2
Theory
2.1 Standard Model
The SM is one of the best experimentally validated theories so far. Never-
theless history teaches us, there was always a next, more general theory
spanning a wider range of validity. In the first part of this chapter a brief
introduction of the SM particle content and the basic interactions is given.
This is followed by a general discussion of the reasons for longevity in the
SM. Those can serve as a guideline to detect the relevant phase space
of theories BSM with long-lived particles. In the last section the need for
such a BSM theory will be motivated. This section is inspired by Refer-
ence [6], which gives a comprehensive introduction to the SM.
2.1.1 Particle Content
The particle content of the SM is composed of fermions (half-integer spin)
and bosons (integer spin): Fermions are leptons and quarks, which are in
our current understanding the fundamental bricks of matter and organ-
ised in three generations, where each higher generation is a high mass
copy of the former. There are two types of bosons: gauge and scalar
bosons. Gauge bosons are the mediators of the forces, while the scalar
boson is giving the particles their masses. For leptons each generation is
composed of an electrically charged lepton and a respective neutral neu-
trino. The first generation is formed by the electron (e−) and the electron-
neutrino (νe− ), the second by the muon (µ−) and the muon-neutrino (νµ− )and the third by the tau (τ−) and tau-neutrino (ντ− ). Also in the quark sec-tor each generation of quarks is composed of an up-type and a down-type
quark, where the up-type quark carries an electric-charge of 2/3 and the
down-type quark an electric-charge of −1/3. Quarks also carry a colour-
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charge and therefore also interact over the strong force. The first gener-
ation is composed of the up- (u) and down-quark (d), the second of the
charm- (c) and strange-quark (s) and the third of the top- (t) and bottom-
quark (b). For each of the fermions also an anti-particle exists, which has
the samemass and spin as the particle, but inverted charge-like quantum
numbers. Additionally quarks and leptons have a right- and left-handed
eigenstate, due to the chiral nature of the weak interaction. This means
that the weak interaction only couples to left-handed fermions and right-
handed anti-fermions.
Gauge bosons are the mediators of the forces. The mediator for the Elec-
tromagnetic (EM)-interaction is the massless photon (γ0), while the weak
interaction is mediated by the neutral Z0- and the charged W±-bosons.
The strong interaction is mediated by gluons (g) carrying a colour and an
anti-colour. The last piece of the SM, and also the latest elementary par-
ticle being discovered, is the scalar Higgs boson (H0) [1, 2], the quantum
excitation of the underlying Higgs-field. The Higgs-field gives masses to
W±- and Z0-bosons via the Higgs mechanism and to quarks and leptons
via Yukawa-couplings [8]. The particle content of the SM is summarised
in Table 2.1 including mass, spin and colour-/electric-charge.
2.1.2 Interactions
The SM describes three of the four, so far known, fundamental interac-
tions. While the interactions of the EM, the weak and strong interactions
are covered, an implementation of gravity is still missing, which will be
discussed in more detail in Section 2.1.4. The SM is expressed in a mathe-
matical framework called Quantum Field Theory (QFT). In this framework
particles are understood as excitations of the underlying fields. Their in-
teractions are treated by interaction terms of the corresponding fields.Figure 2.1: Schematic drawingof the lowest order Feynman-diagramms (tree-level).The interacting particles(in-coming) are on a bluebackground while the pro-duced particles (out-going)are on a red one. The internalline (gray background) corre-sponds to a virtual internalparticle propagator. Theinteraction points betweendifferent lines are calledvertices and contribute tothe matrix-element withthe corresponding couplingconstant.
There are three probes for the interactions of elementary particles: bound
states, decay and scattering. The key ingredients to calculate lifetimes
(decay) or cross sections (scattering) are the matrix element of the un-
derlying processes and the available phase space. The matrix element is
calculated by evaluating Feynman diagrams, which are the graphical rep-
resentations of the underlying processes (e.g. Figure 2.1). This means
that all dynamics end up there. The phase space in contrast depends on
the momenta and masses of the involved particles, so it is purely kine-
matic.
Toy lowest order Feynman-diagrams are drawn in Figure 2.1. They only
differ by a rotation and hence by the in-coming and out-going particles.
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name label mass [MeV] el. charge [e] colour
leptons (spin = 1/2)
electron e− 0.511 -1 -
electron-neutrino νe− < 2 · 10−6 0 -
muon µ− 105.66 -1 -
muon-neutrino νµ− < 0.2 0 -
tau τ− 1776 -1 -
tau-neutrino ντ− < 18 0 -
quarks (spin = 1/2)
up u 2 2/3 r,g,b
down d 5 -1/3 r,g,b
charm c 1275 2/3 r,g,b
strange s 95 -1/3 r,g,b
top t 173·103 2/3 r,g,b
bottom b 4·103 -1/3 r,g,b
gauge bosons (spin = 1)
gluon g 0 0 (r,g,b)×2
photon γ0 0 0 -
W-boson W± 80385 ±1 -
Z-boson Z0 91188 0 -
Higgs boson (spin = 0)
Higgs H0 126·103 0 -
Table 2.1: Summary of theparticle content of the SMwith spin, mass, colour- andelectric-charge of the respec-tive particles [7].
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They have four external lines, which correspond to visible particles and
one internal line corresponding to a virtual particle, that can not be ob-
served. In contrast to the observable particles, the virtual particle can
have any mass due to the uncertainty principle. A virtual particle with a
mass different to its rest-mass is called off-shell. The larger the differ-
ence to the rest-mass the less likely the process. Also direct four-point
interactions are possible but are allowed only for interactions where ex-
clusively gluons or vector-bosons participate. Predominantly three-point
interaction vertices are the fundamental bricks all higher-order diagrams
are made of. Each of those vertices introduces a factor √αx, with α be-
ing the coupling constant of x: em (elctromagnetic), w (weak) or s (strong)
interaction. Depending on the strength of the coupling higher order dia-
grams with more vertices can be almost negligible or important.
Electromagnetic Interaction
The EM-interaction is described by the quantum electrodynamics (QED)
which is a gauge theory with a U(1) symmetry group. The mediator parti-
cle of the EM-interaction is the photon. The photon couples to the electric-
charge which means that it couples to quarks and charged leptons as
well as charged composed particles. In principle also the coupling to W-
bosons is possible, but these processes are very rare. The fundamental
ɣ0
c± c±
Figure 2.2: Feynman diagramshowing the emission or ab-sorption of a γ0 by a chargedparticle (c).
vertex associated with the EM-interaction is shown in Figure 2.2. It de-
scribes the interaction of a charged particle (c) with a photon. In this
version the emission or absorption of a γ0 is shown. The vertex can
also be rotated, which means that the in- and outgoing-particles are ex-
changed. The rotated diagram corresponds to a pair-creation or an anni-
hilation reaction of two charged particles. The coupling constant for the
EM-interacion is αem (∼ 1/137 [7]).
Weak Interaction
The weak interaction, as the name suggests, is significantly weaker than
the other interactions described in the SM. The corresponding mediator
particles are theW±- and Z0-bosons, which couple to the weak isospin. All
W±
q-1/3, l± q2/3, ν
Figure 2.3: Feynman deya-gram showing the fundamen-tal charged weak vertex, in-volving both the coupling toleptons or quarks.
leptons and quarks interact over the weak interaction. In particular also
neutrinos, which are electrically neutral and have no colour charge, only
interact weakly.
The fundamental vertices associated with the weak interaction can be
split into neutral vertices (Z0-boson) and charged vertices (W±-boson).
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The neutral vertices are basically the same as the ones for the γ0, Fig-
ure 2.2, where the γ0 is replaced by a Z0-boson. The main difference,
besides the significantly weaker coupling, is, that also a direct coupling
to neutrinos is allowed. The fundamental charged vertex is shown in Fig-
ure 2.3. For the leptons it corresponds to a lepton converting into a neu-
trino of same lepton flavour or backwards. Also the fundamental charged
vertex involving quarks changes the quark type (up- to down-type or vice
versa). Besides generation-saving processes also those changing between
the generations were observed. This was understood by the weak force
coupling not to the mass eigenstates (physical particles), but to the weak
eigenstates. For the down-type quarks those weak eigenstates are a lin-
ear combination of the mass eigenstates. The weak eigenstates are con-
nected to the mass eigenstates by the CKM matrix [9], which is slightly
off-diagonal and therefore allows for a conversion of a down-type quark
to an up-type quark of a different generation or vice-versa. For complete-
ness also vertices involving a Z0 coupling to two W± bosons and 4-boson
interactions are possible.
The weak interaction can be unified with the EM-interaction in the elec-
troweak theory, which is accomplished in a SU(2)xU(1) gauge group. The
q q
g
Figure 2.4: Fundamental QCDvertex involving two quarksand a gluon.
g
gg
Figure 2.5: Gluon three-pointinteraction vertex.
g
gg
g
Figure 2.6: Gluon four-pointinteraction vertex.
unification of the two forces implies that above a certain unification en-
ergy scale the weak and the EM-force merge into a single electroweak
force [10, 11, 12].
Strong Interaction
The strong interaction is described by quantum chromo dynamics (QCD),
which is a SU(3) gauge group theory. Adding this to the electroweak gauge
group one obtains the SM gauge group as SU(3) × SU(2) × U(1). The me-
diator of the strong interaction is the gluon, which couples to the colour
charge and is, in contrast to the photon, colour charged itself. It is there-
fore also able to couple to itself. Besides the gluon, only quarks carry a
colour charge. Quarks are singly colour charged forming a colour triplet
while gluons carry a colour and an anti-colour forming a colour octet. The
fundamental vertices for QCD are shown in Figures 2.4, 2.5 and 2.6. The
first is showing the interaction of a quark with a gluon, while the latter
two are showing self-interactions of gluons.
In contrast to the EM interaction the coupling constant for the strong in-
teraction αs ≈ 1, which means that higher order diagrams are important.
But this is not the coupling that is actually observed in experiments, as
vacuum polarisations are able to screen the charge seen by the particles.
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An illustrative description of this screening can be given in QED. Imag-
ine e.g. the external lines in Figure 2.7 being electrons and the mediat-
Figure 2.7: Exemplaric dia-gram showing a particle inter-action involving an additionalparticle loop.
ing photon pair-producing and annihilating an electron-positron pair, as
sketched with the loop. The electron positron pair can be understood
as a dipole, screening the charge of the external electrons. This results
in a change of the effective coupling between them. These screening ef-
fects are rather weak in QED but very important in QCD due to the strong
coupling. Estimating the effects of all loop correction results in the ef-
fective coupling constant being momentum transfer dependent, which
can be also interpreted as a distance dependence due to the uncertainty
principle. For QED the effective coupling increases at short distances,
whereas for larger distances it decreases. The inverted behaviour was
found for QCD, so for short distances the quarks get asymptotically free,
while the coupling gets strong for larger distances. This behaviour of the
strong interaction has important consequences: Colour charged particles
do not exist isolated, but only in overall colourless states, known as quark
confinement. Quarks are bound into hadrons which are either mesons
(quark–anti-quark pairs) or baryons (bound states of three quarks/anti-
quarks). For gluons also glueballs, states only build from gluons, would
be possible but have not been observed so far. A further important con-
sequence is that the further colour charged particles are pushed apart the
more energy is transferred to the colour field between them. It can get en-
ergetically favourable that a new quark anti-quark pair is produced out of
the vacuum. If the colour charged particles are produced with high ener-
gies e.g. at colliders, this creation of new particles occurs until the energy
in the movement apart is no longer sufficient to produce new particles.
Then the coloured partons combine to form colour neutral hadrons. This
process is called hadronisation. The signature of colour charged particles
in a high-energy collider are therefore several hadrons flying in approxi-
mately the same direction, called a jet.
2.1.3 Lifetime
In the context of QFT, lifetime is not a discrete value associated to a par-
ticle type, but has an intrinsic random element. Correspondingly, the pa-
rameter of interest is not the lifetime, as no direct prediction on the decay
of a given particle is possible, but a mean lifetime that can be used for a
statistical prediction on the number of decaying particles in the limit of
large samples. The number of remaining particles follows an exponential
decay law with the decay rate being the reciprocal of the mean lifetime.
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Most of the particles do not have only a single possible decay channel,
but several with different decay products. Hence the overall decay rate
for a particle is given as the sum over all decay rates for the allowed de-
cays. The decay rates or mean lifetimes can be calculated from thematrix
element and an integration over the allowed phase space.
From the theoretical perspective there are three potential sources for a
elongation of the particle lifetimes: Number of decay channels, matrix el-
ement and phase space. If the particle has no allowed decay channels,
e.g. as it is the lightest particle with a conserved quantum number, the
particle has a long or infinite lifetime depending on the quantum num-
ber being strictly or almost conserved. Having a low number of allowed
particle decay channels is a key feature for long-lived particles, as this
minimises the probability for non-suppressed decay modes. For parti-
cles with allowed decay channels to become long-lived, those have to
be suppressed through a small matrix element, a small phase space or
both. One reason for a small matrix element can be the virtuality of an
intermediate particle, e.g. the W-boson in Figure 2.8. As introduced in
 μ-
νμ
νe̅
e-
 W-
Figure 2.8: Feynman dia-gram for the muon decayto an electron, anti-electron-neutrino and muon-neutrino.
Section 2.1.2, intermediate particles can have masses different to their
restmass, but those processes are suppressed the larger the difference.
Decay modes via heavy mediators are significantly suppressed. Another
reason for a suppression of the matrix element can be soft couplings.
For example, if the decay of a particle is only feasible via the gravitational
force, it is significantly suppressed compared to a decay e.g. involving
solely strong interactions. An additional scenario suppressing the decay
rate is, if the tree-level processes are not allowed and hence the parti-
cle decay is only feasible at higher order, with each vertex suppressing
the decay by the corresponding coupling constant. Last but not least the
available phase space can be a reason for a low decay rate. For a particle
decay the available phase space is given by the mass difference between
the decaying particle and the sum over the mass of the decay products.
This is typically realised, if the particle is almost mass degenerated with
the lightest particle with a (almost) conserved quantum number.
For most of the known cases, long lifetimes do not occur due to a single
of the previously discussed reasons, but rather due to a combination of
them. Overall, one ends up with the following list, which can serve as a
guideline to identify particles with significant lifetimes in the SM as well
as in theories extending the SM:
• number of decay modes
– lightest particle with a (almost) conserved quantum number
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– few decay channels
• matrix element
– off-shell intermediate particles
– soft couplings
– forbidden tree-level decay
• phase space
– mass degenerated with lightest particle with a (almost) con-
served quantum number
This recipe for the identification of particles with significant lifetimes will
be verified for some examples in the SM in the following.
The simplest examples in the SM are the electron and the proton. Both
electron/proton
conserved quantumn. √
few decay channels X
off-shell particle X
soft coupling X
forbidden tree-level X
mass degenerated X
Table 2.2: Reasons forlongevity for the SM elec-tron/proton.
particles are stable as they are the lightest particles with a conserved
quantum number. The electron is the lightest particle carrying a lepton
number, while the proton (uud) is the lightest baryon and thus stable due
to baryon number conservation.
A further example for a particle with significant lifetime in the SM is the
muon. The only allowed tree-level decay of the muon is shown in Fig-
ure 2.8. All higher-level diagrams are based on the tree-level decay with
some additional radiations, which are suppressed due to the additional
vertices. The muon is the second-to-lightest charged lepton, hence only
muon
conserved quantumn. X
few decay channels √
off-shell particle √
soft coupling √
forbidden tree-level X
mass degenerated X
Table 2.3: Reasons forlongevity for the SM muon.
the decay to an electron is allowed. The decay is mediated by the weak
force which has two implications: First the decay involves two weak ver-
tices leading to a soft coupling and second the mediator particle, the W-
boson, is suppressing the process due to its high mass (Table 2.1). The
arguments for the muon getting a substantial lifetime are summarised in
Table 2.3.
Themeta-stable particle with the longest lifetime in the SM is the neutron,
which is the second lightest particle carrying a baryon number. The only
allowed tree-level decay is the beta-decay to an electron–anti-electron-
neutrino pair and a proton, where a down quark converts into an up
quark. Also for the case of the neutron only the decay via the weak inter-
action is possible, hence both the off-shell mediator and the soft coupling
argument hold for the neutron. Besides those arguments, the neutron is
neutron
conserved quantumn. X
few decay channels √
off-shell particle √
soft coupling √
forbidden tree-level X
mass degenerated √
Table 2.4: Reasons forlongevity for the SM neutron.
also almost mass degenerated with the proton. The mass difference be-
tween the proton (938.3 MeV) [7] and the neutron (939.6 MeV) [7] is only
1.3 MeV, which results in a very small available phase space for the de-
cay. This leads to a significant elongation of the mean lifetime (880.1 s) [7]
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compared to themuon (2.2·10−6 s) [7], which has in principle a similar de-
cay mode. The reasons for the longevity of the neutron are summarised
in Table 2.4
The last example discussed here is the B0 meson, which is composed of
a down- and an anti-bottom-quark. Also the B0 meson can only decay
via the weak-interaction, but due to the high mass many possible decay
modes are allowed. The decay of the bottom-quark to a top-quark is for-
bidden due to the higher mass of the top-quark, hence the decays always
involve vertices with small couplings due to the off-diagonal elements in
the CKMmatrix Vcb = (40.5±1.5) x 10−3 and Vub = (4.09±0.39) x 10−3 [7].
B0-meson
conserved quantumn. X
few decay channels X
off-shell particle √
soft coupling √
forbidden tree-level √
mass degenerated X
Table 2.5: Reasons forlongevity for the SM B0-meson.
Decays to e.g. pairs of leptons are even further suppressed as no flavour
changing neutral currents are allowed at tree-level, and only decays with a
high vertex multiplicity involving off-diagonal CKM couplings are possible.
This results in amean lifetime for the B0meson of (1.519±0.007) x 10−12 s
[7], which corresponds to a resolvable decay distance at collider experi-
ments . The arguments for the B0 meson getting a substantial lifetime
are summarised in Table 2.5.
2.1.4 Motivation for a Theory Beyond the Standard Model
The SM represents one of the best experimentally proven theories, but
has still some open questions and issues. These issues can be split into
two categories, problems that are understood as mathematically inele-
gant and hence disturb the beauty of the theory, and problems that need
to be solved to understand the fundamental principles of Nature. So
problems that should be solved and problems that have to be solved.
Some issues belonging to the first category are summarised under the
naturalness argument of a theory, which requires the ratios between the
free parameters of a theory to be roughly of O(1). One example for an un-
natural behaviour of the SM is the hierarchy problem. The Higgs mecha-
nism relates the Higgsmass to themasses of the gauge bosons and hence
sets the scale of the electroweak interaction. Therefore a Higgs mass of
O(100 GeV) was needed and also observed. In QFT loop corrections are
able to screen the bare quantities as already introduced in Section 2.1.2.
For the Higgs mass the correction to the bare mass by fermion loops is
given as
∆m2h = −|λf |
2
8π2 Λ2 + ... , (2.1)
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with the Yukawa coupling to the Higgs field (λf ) and the cut-off scale (Λ).The cut-off scale is the energy where the validity of the theory breaks
down. For the SM often the Planck scale O(1019 GeV) is assumed as there
gravitation is definitely no longer negligible and hence a new theory is for
sure needed. To get the Higgs mass to the observed value the bare Higgs
mass and the contributions due to loop corrections have to be fine-tuned
up to 16 digits, which feels unnatural. Also the number of free param-
eters in the SM (19) is rather large, which supports the idea of a more
fundamental theory with less free parameters.
A further "should be solved" problem is the absence of a striking argu-
ment for why exactly three generations of fermions have been observed
and also why the EM-charge is quantised the way it is. One solution to
those problems would be a Grand Unified Theory (GUT), which is also a
very mathematically elegant idea. In a GUT theory at a high energy scale
(GUT scale O(1016 GeV)) the electroweak and strong couplings aremerged
into a single coupling, that is characterised by a larger simple symmetry,
which is broken to the SM at lower energy scales. This implies that the
coupling constants of EM-, weak- and strong-interaction have to intersect
at the GUT scale. An extrapolation from the SM to the GUT scale does not
result in such an intersection. Hence, for a GUT to be realised in Nature,
new physics between the weak scale and the GUT scale is mandatory.
Also a further unification of the couplings with gravitation might be re-
alised, often referred to as Theory of Everything. The quantisation of the
EM-charge can be explained within a GUT by putting quarks and leptons
in the same multiplet. An important probe for GUTs in the measurable
energy range is the, so far not observed, decay of the proton, as they im-
ply that the lepton and baryon numbers are not conserved.
One problem of the SM that "has to be solved" is that until now no con-
sistent formulation of a quantum gravity was possible. The theory of the
large scales (general relativity) and the theory of the small scales (SM) can
not be consistently treated in an overarching theory so far.
A further issue of the SM that has to be solved is the matter–anti-matter
asymmetry seen in the observable Universe. One well motivated and ac-
cepted assumption of the Big Bang theory is that equal amounts of mat-
ter and anti-matter were produced. The SM does not explain what has
happened to the anti-matter as everything we see is made out of mat-
ter. There are two different attempts to solve this issue: It is thought
that there might be regions where anti-matter is dominant though this
would lead to a, not yet observed, "burning horizon" in the regions where
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anti-matter- and matter-dominated regions intersect. Another possible
solution is that the observed asymmetry would be realised by a mech-
anism transforming anti-matter to matter. The conditions that have to
be fulfilled for such a mechanism where formulated by Sakharov [13]
as: baryon/lepton-number violation, out of thermal equilibrium, and CP-
violation. The baryon/lepton-number violation is allowing processes where
matter is produced from anti-matter and vice versa, but in a thermal equi-
librium backwards process would have the same rate cancelling the net
matter anti-matter transfer. Also the CP-conjugated processes have the
same rates as long as no CP-violation is present. Hence, both require-
ments, being out-of thermal equilibrium and the presence of CP-violation
are neccassary to produce a net anti-matter to matter conversion. The
out-of-thermal-equilibrium conditions should be fulfilled through the cool-
ing of the Universe due to its expansion. Solutions for the baryon- or
lepton-number violation would be e.g. a GUT which allows for such pro-
cesses. The CP-violation, that is further needed, can be seen in the SM
through small complex terms in the CKM matrix, but the amount of CP-
violation is orders of magnitudes too small to explain the observed asym-
metry. So additional sources for CP-violation are needed to answer the
question about the missing anti-matter.
Last but not least there is the outstanding question about the origin of
Dark Matter and Dark Energy. It was observed that the expansion of the
Universe is accelerating. This is accounted for in the standard model of
cosmology with a cosmological constant which is interpreted as a dark
energy permeating all of space and driving the acceleration. Gravitational
4,9 %
26,8 %
68,3 %
ordinary matter
dark matter
dark energy
Figure 2.9: The abundances ofordinary matter, Dark Matterand Dark Energy in the Uni-verse today [7].
lenses and deviations from the expected rotation curves of galaxies are
examples for observations that can not be explained with visible matter
only. The most commonly accepted solution is Dark Matter, dark means
that it has no QED and QCD interactions and is hence not directly de-
tectable with telescopes. It is only detectable over its influence on ordi-
nary/visible matter via the gravitational force. One possible type of Dark
Matter candidates are weakly interacting massive particles, which could
be in amass range where they can be produced at colliders. The standard
model of cosmology includes both Dark Energy and Dark Matter and can
be used to simulate the cosmic microwave background, which is nicely
agreeing with the observed distribution. A fit to the observed data allows
for a prediction of the abundances of Dark Energy, Dark Matter and ordi-
nary matter, shown in Figure 2.9. This means that only about 5% of the
Universe is made out of ordinary, well known matter, while only little is
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known about the nature of the rest.
Summarising this section, the SM has some open questions. The major-
ity of theories that are targeting some of the discussed issues are com-
ing with additional particles. Those additional particles can be in a mass
range were they are producible at the LHC. But as there is currently no
one-fits-all theory that is solving all the discussed issues, it is important to
have searches that are as model independent as possible to ensure that
nothing substantial is missed. One target for model independent search
strategies are heavy charged long-lived particles, which will be discussed
in the following.
2.2 Heavy Charged Long-Lived Particles
One potential type of new particles that can be targeted with detector
searches are HCLLPs. Heavy in this context means that the masses are
higher than the ones of SM particles, so roughly starting at 200 GeV. Those
particles have to be electrically or colour charged, or both to allow for di-
rect interactions with the detector, which is a key feature of the signature
targeted with the search described in this work. In the first part of this
section theories extending the SM providing HCLLP candidates are intro-
duced. This is followed by a discussion of the cosmological constraints on
HCLLPs as their life-time might be sufficient to have a significant impact
on the formation of the Universe.
2.2.1 Theories extending the Standard Model
As discussed in Section 2.1.4, there is a need for theories extending the
SM. It is natural to believe that those theories are similar to the SM and
hence also scenarios leading to long-lived particles are thinkable. There-
fore the hints for longevity, discussed in Section 2.1.3, can be used to
detect parameter spaces in theories extending the SM, which provide
charged long-lived particle candidates. Some examples will be discussed
in the following.
Supersymmetry
One extension of the SM is the introduction of a new space-time symme-
try, called Supersymmetry (SUSY), which is mapping fermions on bosons
and vice versa. This would predict a fermionic super-partner for each bo-
son and a bosonic super-partner for each fermion. The nomenclature for
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the super-partners is an s- in front of the bosonic super-partners (e.g. se-
lectron, squark) and an -ino behind the names of the fermionic super-
partners (e.g. gluino, wino).
A pure supersymmetric theory would allow for both lepton- and baryon-
number being violated, which would imply a rather rapid decay of the
proton. Such decays are largely restricted by experiments (lifetime proton
> 2.1 × 1029 years [7]). The most common solution is to require R-parity
conservation, with R-parity being a multiplicative quantum number, that
is +1 for the SM particles and -1 for the super-partners. Besides the sta-
bility of the proton the R-parity conservation also implies that the lightest
supersymmetric particle is stable, and hence can serve as a Dark Matter
candidate. A further consequence would be that supersymmetric parti-
cles would only be produced in pairs.
In a perfect "unbroken" SUSY the masses of the SM-particles and their
respective super-partners would be the same. Loop corrections to the
Higgs mass are of opposite sign for fermions and bosons. As the SM par-
ticles are paired with sparticles those correction would perfectly cancel
for an unbroken SUSY and hence solve the hierarchy problem. But as
such particles have not been observed, SUSY has to be broken to intro-
duce masses for the super-partners high enough to be not yet observ-
able at colliders. But still, if the mass difference is not too large between
particles and sparticles, SUSY would remain an elegant solution to the hi-
erarchy problem.
As SUSY was not observed so far, nothing is known about the poten-
tial mechanism of supersymmetry-breaking. From the phenomenological
side themost straight forward approach is to introduce theminimal num-
ber of allowed (gauge and poincare invariance) supersymmetry-breaking
terms in the theory, that do not reintroduce the hierarchy problem. The
corresponding model is called Minimal Supersymmetric Standard Model
and has to deal with overall O(100) free parameters, which is an enor-
mous freedom and can hardly be used as a guideline for searches for
new particles. Attempts to lower the degrees of freedom are done by in-
troducing mechanisms for the supersymmetry-breaking (e.g. Gauge Me-
diated Supersymmetry Breaking (GMSB)) or by choosing other constraints
on the parameters (e.g. Split SUSY).
In GMSBmodels [14] typically the gravitino is the lightest supersymmetric
particle. The next-to-lightest supersymmetric particle can get long-lived,
as for those models R-parity is conserved and therefore only the decay
to the gravitino, suppressed by the softness of the gravitational coupling,
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is allowed. Besides gauginos, and for a small parameter space sneutri-stau (GMSB)
conserved quantumn. X
few decay channels √
off-shell particle X
soft coupling √
forbidden tree-level X
mass degenerated X
Table 2.6: Reasons forlongevity for the stau in GMSBmodels.
nos, also staus can be the next-to-lightest supersymmetric particle and
therefore candidates for a heavy charged long-lived particle. GMSB mod-
els also serve regions of parameter space where the other sleptons are
almost mass-degenerated with the stau and hence can be long-lived as
well.
In models with Anomaly Mediated Supersymmetry-breaking (AMSB) [15]
typically the lightest chargino and neutralino are almost mass degener-
ated. For some regions of parameter space the neutralino is the light-
est supersymmetric particle and hence stable. The decay of the chargino
to the neutralino is suppressed due to the small available phase space.
chargino (AMSB)
conserved quantumn. X
few decay channels √
off-shell particle X
soft coupling √
forbidden tree-level X
mass degenerated √
Table 2.7: Reasons forlongevity for the chargino inGMSB models.
So those models serve a Dark Matter candidate, the neutralino, and a
charged long-lived particle, the chargino. In other regions of the AMSB
parameter-space the stau is the lightest supersymmetric particle and hence
stable, but as this region is less favourable as it does not serve a good
electrically-neutral Dark Matter candidate.
Further interesting scenarios are the so called Split-SUSY models. The
masses of the gauginos and higgsinos are roughly at the weak scale while
the scalars have very large masses. A nice side-effect of this constellation
is that the decay of the proton, which has to involve an internal squark, is
gluino (split-SUSY)
conserved quantumn. (√)
few decay channels √
off-shell particle √
soft coupling X
forbidden tree-level X
mass degenerated X
Table 2.8: Reasons forlongevity for the gluino inSplit-SUSY models.
heavily suppressed due to the off-shellness of the super-heavy squarks.
Independent of whether or not R-parity is conserved the only possible de-
cays for gluinos are the decays over the super-heavy squarks or the decay
to a gravitino suppressed by the soft coupling. Hence Split-SUSY models
serve long-lived gluinos, which are colour-charged and hence could give
very distinct signatures in the detector, which will be discussed in more
detail in Section 4.5.
The parameter space of supersymmetric models is very broad and hence
many further scenarios leading to longevity for charged particles are pos-
sible. In principle all charged sparticles can be long-lived for some su-
persymmetric parameter space. The searches should be therefore per-
formed as generic as possible in order to cover as large regions of the
parameter space as possible.
Universal Extra Dimensions
Further models resulting in similar scenarios for heavy charged long-lived
particles are models with universal extra dimensions [16]. In those mod-
els all SM particles are allowed to propagate in the extra dimensions.
The models are constructed in a way that the 4-dimensional SM, which
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is perfectly describing the low-energy-scale physics, is a low-energy ef-
fective theory of an underlying N-dimensional theory. As we live in a 4-
dimensional world, the additional dimensions have to be somehow hid-
den. The simplest way of such a compactification would be that the extra-
dimension is wrapped to a circle with radius R, as shown in Figure 2.10. If
y
y
R
0 2πR 4πR
Figure 2.10: Schematic draw-ing of one extra-dimensionwrapped to a circle with ra-dius R. The direction along theboundary is chosen as coordi-nate (y).
a plane wave-function is able to propagate into the extra dimension, one
gets the following form: Ψ(t,~x, y) = exp(−i(Et − ~p~x − pyy)) with E being the
Energy, t the time, ~x and ~p the coordinate and momentum in the ordinary
dimension and y and py being the coordinate andmomentum in the extra
dimension. As the additional dimension is wrapped the wave in the extra-
dimension is the same after a full circle: Ψ(t,~x, y) = Ψ(t,~x, y + 2πR). This is
called the periodicity condition. By inserting the plane wave in the peri-
odicity condition one gets 2πpyR = 2πn where n is an integer. This means
that momentum in the extra dimension would be quantised py = n/R,
which can be interpreted as excitations of the SM particles with masses√m2 + n2/R2. This method can be extended to more dimensions lead-
ing to similar results. The new particles are excitation (Kaluza–Klein (KK))
modes, where the zero mode corresponds to the SM. The corresponding
KK particles of the excitation modes would be stable for the case of strict
momentum conservation in the extra dimensions. The particles would
have a conserved KK quantum-number. One difficulty is to obtain the ex-
act SM as a 4D effective theory. This is achieved e.g. in Reference [17], by
breaking the momentum conservation in the extra dimension on loop-
level, resulting in a breaking of the KK quantum-number to a KK parity.
Only the odd KK numbers are charged under this parity and hence the
lightest KK particle of the first mode is stable, leading to a very similar
particle spectrum as in super-symmetry.
For the simplest cases, the lightest particles would be, similarly as in the
SM, also long-lived for the first KK mode. This means that one can get
e.g. long-lived charged KK-gluons or KK-electrons. By including the gravi-
ton as lightest KK parity charged particle one can get similar signatures
as for the GMSB models with e.g. a next to lightest long-lived KK-tau [18].
Universal extra dimensions can serve good Dark Matter candidates if the
lightest KK particle is neutral and stable.
Multi-charged long-lived particles
HCLLPs are not limited to |q| = 1e and a variety of theories extending the
SM is predicting them with higher charges [19, 20]. One further exam-
ple is a Yang-Mills-Higgs model constructed from an almost-commutative
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Preface
This course is about 13.8 billion years of cosmic evolution:
At early times, the universe was hot and dense. Interactions between particles were frequent
and energetic. Matter was in the form of free electrons and atomic nuclei with light bouncing
between them. As the primordial plasma cooled, the light elements—hydrogen, helium and
lithium—formed. At some point, the energy had dropped enough for the first stable atoms
to exist. At that moment, photons started to stream freely. Today, billions of years later, we
observe this afterglow of the Big Bang as microwave radiation. This radiation is found to be
almost completely uniform, the same temperature (about 2.7 K) in all directions. Crucially, the
cosmic microwave background contains small variations in temperature at a level of 1 part in
10 000. Parts of the sky are slightly hotter, parts slightly colder. These fluctuations reflect tiny
variations in the primordial density of matter. Over time, and under the influence of gravity,
these matter fluctuations grew. Dense regions were getting denser. Eventually, galaxies, stars
and planets formed.
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This picture of the universe—from fractions of a second after the Big Bang until today—
is a scientific fact. However, the story isn’t without surprises. The majority of the universe
today consists of forms of matter and energy that are unlike anything we have ever seen in
terrestrial experiments. Dark matter is required to explain the stability of galaxies and the rate
of formation of large-scale structures. Dark energy is required to rationalise the striking fact that
the expansion of the universe started to accelerate recently (meaning a few billion years ago).
What dark matter and dark energy are is still a mystery. Finally, there is growing evidence
that the primordial density perturbations originated from microscopic quantum fluctuations,
stretched to cosmic sizes during a period of inflationary expansion. The physical origin of
inflation is still a topic of active research.
1
baryons
Figure 2.11: Diagram showing the current understanding of the Big Bang and the different epochs of the Universe together with theevolution of energy density composition of the Universe [22].
geometry [21]. In this model a pair of electroweak singlets with opposite
electric charge is added to the SM. The hypercharge of the corresponding
fermions can be any non-zero fractional number and, as the particles are
not charged under any other gauge charge of the SM, they are expected
to behave like heavy stable (multi-) charged leptons. It is also speculated
that those particles could form electrically neutral bound states, which
could be a candidate for composite dark matter.
2.2.2 Cosmological Impact and Constraints
Heavy charged long-lived particles can have significant impact on the evo-
lution of the Universe after the Big Bang depending on their lifetimes and
possible interactions. They can be either themselves Dark Matter candi-
dates or co-existing with an additional dark matter candidate. As it is hard
to construct a theory leading to the dark nature (not interacting with light)
for the former, in the following it will be mostly focused on the co-existing
candidates. Comparing the expected impact of heavy charged long-lived
particles with observations gives rather stringent limits on the densities
and interactions, which will be discussed in the following. A very compre-
hensive introduction to the current understanding of the evolution of the
Universe can be found in Reference [22] and am elaborated summary of
cosmological constraints on HCLLPs can be found in [23].
The evolution of the Universe together with its energy density composi-
tion is shown in Figure 2.11. The Big Bang is expected to be followed by an
epoch of accelerated expansion, called inflation. In the first minutes the
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energy was mostly present in the form of radiation. During this era inter-
actions were frequent, highly energetic and out of thermal equilibrium.
Particles that are produced therefore annihilate shortly afterwards. The
rate of interactions is much higher than the expansion rate of the Uni-
verse, but as the Universe is cooling down the interaction rate decreases
faster than the expansion rate leading to a decoupling of the particles. As
the masses and interactions of different particles are distinct they decou-
ple at different times. Dark Matter as well as co-existing heavy charged
massive particles, if massive, are expected to decouple rather early in the
Universe, as indicated in Figure 2.11. A fewminutes after the Big Bang the
Universe is cold enough that light nuclei such as e.g. Hydrogen, Helium or
Lithium can form and not immediately disintegrate. This period is called
Big Bang nucleosynthesis. Roughly 400.000 years later the Universe has
sufficiently cooled down, that the plasma of protons and electrons recom-
bines forming Hydrogen atoms. The Universe gets transparent for pho-
tons as no free charges are present anymore. These photons from the
beginning of the Universe are still detectable in the form of the Cosmic
Microwave Background. After this the structure formation begins leading
13.8 Gyr later to the Universe observed today.
Constraints from non-collider physics on HCLLPs can be categorised into
constraints from the impact on the evolution of the early Universe, con-
straints from indirect measurements on the interaction of new types of
matter, and direct measurements of interaction with SM particles.
• impact on formation of the Universe
– gravitational impact on evolution
– impact on Big Bang nucleosynthesis
– Dark Matter relic density
• decay products
– highly energetic photons
– distortion in Cosmic Microwave Background
• direct detection
– scattering with SM particles
– anomalous isotopes
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Constraints from the gravitational impact of HCLLPs on the evolution of
the Universe can be explained as follows. An over-production of matter
particles in the early Universe would lead to a faster termination of the
radiation dominated epoch. Which means that the Universe would be
younger. Strong limits can be obtained comparing the corresponding age
of the Universe with the age of the oldest observed objects, e.g. globular
clusters [24].
A further important source of constraints for HCLLPs is their impact on
the Big Bang nucleosynthesis. The abundances of the light elements es-
timated from simulations of the Big Bang nucleosynthesis are in good
agreement with the abundances measured in regions of the Universe
without significant processing in stars. The only deviation was found for
the 7Li abundance, where the simulations predict a roughly three times
larger abundance than the ones observed [25]. HCLLPs produced at the
beginning of the Universe are expected to have mostly highly energetic
decay products, due to the energy available from themass of the HCLLPs.
If the lifetime of the particles is sufficient to decay in significant amounts
during Big Bang nucleosynthesis they could inject highly energetic par-
ticles into the plasma. This can have significant impact on the relative
abundances, as those particles could be able to disintegrate e.g. He-
lium nuclei. In particular hadronic injections such as highly energetic
protons are problematic, but also induced photodissociation processes
by highly energetic non hadronic particles can lead to effects, that are in
conflict with the observations. But it was also shown for example in Ref-
erence [26], that HCLLPs could explain the lower 7Li abundances. They
are able to form bound states with nuclei which have, due to their high
mass, cross sections in the order of nuclei and not of the order of atoms.
Such bound states are able to induce reactions which increase the 6Li,
but decrease the 7Li abundance. If the HCLLPs are partners to electrons
ormuons (e.g. selectron or smuon in SUSY), regions in phase space can be
found where the right abundances for both 6Li and 7Li can be achieved. A
possible way to get around highly energetic decay products disintegrating
the light atoms are models where long lifetimes are achieved by a mass
degeneration between the HCLLP and the Dark Matter candidate. For
those scenarios most of the energy is carried away by the Dark Matter
candidate, and only very soft SM particles are injected into the plasma.
For those cases also partners to the tau (e.g. staus) can lead to the right
abundances of the light elements [27].
Another important constraint is that the correct relic densities for Dark
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Figure 17: Scatter plot of 10,000 CMSSM points with  m < m⌧ populating bins in the
(m0, m1/2) plane in the ranges 0 < m0 < 2000 GeV, 500 GeV < m1/2 < 2500 GeV. They
were chosen from among the points analyzed in [18] so as to minimize  2 in each bin. These
points are colour-coded according to the corresponding ⌧̃1 lifetimes, with shorter (longer)
lifetimes displayed in darker (lighter) brown. Also shown are   2 = 2.30(5.99) contours,
corresponding approximately to the 68 and 95% CLs (red and blue, respectively).
8 TeV in the centre-of-mass. Both ATLAS and CMS have now accumulated > 20/fb of
luminosity at 8 TeV, and these samples will enable them to extend significantly the reaches
of such /ET searches, reaching towards the tip of the coannihilation strip. However, the results
summarized in the previous paragraph imply that complete coverage of the coannhiliation
strip will require combining /ET searches with searches for massive charged particles. So far,
the published results of such searches use only 7-TeV data, so there is considerable scope for
improving their sensitivity, and our analysis suggests this would be an interesting priority
for ATLAS and CMS.
However, it also follows from points (ii) and (iii) above that the standard searches for /ET
and massive charged particles could usefully be complemented by searches for decays into one
or more soft charged particles inside the detector, so we advocate optimizing searches for such
decays using the 7- and 8-TeV LHC data. We present in the Appendix detailed calculations
of the most important ⌧̃1 decay modes. Simulating searches for such events would require
interfacing PYTHIA with a ⌧̃1 decay code such as that described in the Appendix. Since
the ATLAS and CMS searches for long-lived particles use modified tracking and object
reconstruction algorithms not included in Delphes, we have not attempted to simulate the
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Figure 2.12: Plot showing10,000 CMSSM points withthe mass-difference betweenthe chargino and stau beingsmaller than the tau mass,leading to long-lived staus.The best result from theCMSSM fit is shown with agreen star, the 68% and 95%CLs regions are drawn in redand blue respectively. Thecolour code is indicating thelifetime of the stau for therespective model point [29].
Ma ter have to be achieved as measured e.g. by the Wilkinson Microwave
Anis tropy Probe (WMAP) [28]. The related constraints are of course
largely model dependent as they need knowledge about the interactions
of Dark Matter candidates and potentially also the related HCLLPs. Stud-
ies where carried out e.g. in Reference [29] scanning the Constrained
Supersymmetric Standard Model (CMSSM) [30] parameter-space for the
correct relic Dark Matter density, incorporating results from searches at
h LHC. Low supersymmetry-breaki gmass paramet rs aremostly ruled
out by direct searches. The high mass region not yet excluded by the
searches typically gives to large relic Dark Matter densities [31]. Interest-
ing regions for high mass parameters are hence regions where the Dark
Matter candidate co-exists with an almost mass degenerated stau. The
mass degeneration results in rather long lifetimes for the staus, which
hence are able to annihilate with the Dark Matter candidates, in this case
the lightest neutralino, to effectively lower the relic Dark Matter density.
The results of the CMSSM fit are shown in Figure 2.12. It can be seen
that most of the interesting regions and in particular the best fit result
is estimated for staus with lifetimes in the region 100 ns-1000 ns. These
lifetimes are sufficiently large for particles produc d at the LHC (velocities
close to the speed-of-light) to travel O(100 m). Which are distances suffi-
cient to pass the full ATLAS detector.
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Problematic for charged long-lived particles are also constraints from in-
direct observations, such as decay products in the form of highly ener-
getic photons. Highly energetic photons from the decays of HCLLPs would
be visible today, for particles decaying after the recombination of pro-
tons and electrons. The corresponding spectrum, including the effects
of photon scattering and redshift, are calculated and compared with the
observed diffuse gamma-ray background in Reference [32] to place lim-
its depending on mass, relic density, lifetime and branching fraction to
photons. Relics with reasonable branching fractions can be ruled out for
lifetimes of the order 10−4 times the age of the Universe.
Decay products in the form of highly energetic photons can also be prob-
lematic for the Cosmic Microwave Background. For lifetimes lower than
the ones problematic for the diffuse gamma-ray background the pro-
duced highly energetic particles would be injected into the thermalisation
of the blackbody spectrum of the Cosmic Microwave Background. The
limits on spectral distortion can be used to place limits similar to the ones
from the diffuse gamma-ray background, but for smaller lifetimes [33].
The Dark Matter density near the earth can be estimated through rota-
tion curves of the Milky Way, hence over the gravitational impact. Using
this as input the cross section of Dark Matter particles interacting with
SM particles can be measured by experiments looking for momentum
exchange between Dark Matter particles and nuclei. The current upper
cross section limits are 10−44 cm2 and lower for scattering of Dark Matter
candidates with masses between 1 GeV − 1 TeV with a nucleon [7]. This
rules out by far Dark Matter candidates, that interact over the SM elec-
tromagnetic or strong force, which means that HCLLPs can not be Dark
Matter candidates themselves.
For very long lifetimes the HCLLPs would still be present today in signifi-
cant amounts. Hence they could also be present on earth. Searches were
carried out looking for bound states, such as heavy hydrogen, or if colour-
charged heavy isotopes. For the heavy isotopes searches deep-sea water
was analysed using mass spectroscopy as e.g. in Reference [34]. For the
strongly interacting massive particles as probes, different types of nuclei
e.g. Au or Fe were exposed e.g. on the earth surface or to heavy ion colli-
sions [35]. Nothing was observed and strong limits on the concentration
of HCLLPs on earth are set [7], which rules out most models with very
long lifetimes.
In Reference [36] the relic abundance for gluinos was calculated in Split-
SUSY models and compared to the constraints discussed before. The life-
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Figure 2: Limits on the supersymmetry breaking scale, mS, as a function of the gluino
mass, mg̃. The bounds are derived assuming a perturbative cross section in Eqn. 3 for
temperatures greater than the QCD phase transition, T > 200 MeV. For T < 200 MeV, we
assume that the annihilation cross section saturates s-wave unitarity. Also shown (dashed)
are the limits in the case where the annihilation cross section saturated s-wave plus p-wave
unitarity. The shaded regions are excluded. The lower edge of the BBN curve arises from
the requirement that the D/H ratio remained undisturbed, and corresponds to a lifetime of
approximately 100 seconds.
weakest limits come in the case where the produced R-hadrons are neutral. Then, they
escape the detector, carrying away a substantial fraction of the event energy. The gluinos
are then observed in mono-jet events, triggered by the presence of an additional radiated jet.
Current limits on the gluino from Tevatron Run I are mg̃ > 170 GeV [25]. This bound should
increase to 210 GeV if Run II sees nothing, and to 1100 GeV at the Large Hadron Collider
(LHC). These bounds are independent of the supersymmetry breaking scale. If charged
R-hadrons are produced that do not immediately decay, this bound improves. Searching
for gluinos through anomalously slow tracks in the tracking chambers of both ATLAS and
Tevatron were studied in [26, 27]. These provide search reaches comparable to the monojet
signal and will be useful as an additional discovery channel.
Finally there is the possibility of seeing gluinos in cosmic rays and was studied by [28].
If a gluino were seen, then this would set and lower limit on the susy breaking scale. While
most of the available lifetime and mass ranges are ruled out by the considerations in this
paper, there is a window available at low gluino masses for gluinos to be seen in cosmic rays.
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Figure 2.13: Regions that areruled out by different director cosmological constraintsare shown in the respec-tive colours. Red: Searchesfor heavy hydrogen. Blue:Measurements of the diffusegamma ray background. Pur-ple: Black body spectrumof Cosmic Microwave Back-ground. Green: light elementabundances due to Big Bangnucleosynthesis. Turquoise:direct detector searches. Con-servative as limits frommono-jet searches are used forcases where R-hadrons areproduced solely electricallyneutral. If some fraction isproduced charged limits aresignificantly stronger. The fig-ure is taken from [36]
time in those models is roughly given by Equation 2.2 [37].
τ ≈ 4 s( mS109GeV
)4(1T V
mg̃
)5 (2.2)
With mS being the supersymmetry breaking scale. The constraints forthese models are shown in Figure 2.13. As expected, the longer the life-
time, th later the epoch of the Universe the constraints come from. For
very long lifetimes models are excluded via the searches for heavy hy-
drogen, while for smaller lifetimes the decay products, in form of highly
energetic ph tons, are in conflict with he iffuse gamma-ray background
or the measured Cosmic Microwave Background. The lower edge of the
Big Bang nucleosynthesis exclusion curve is roughly at 100 s, which is still
sufficient for HCLLPs to be det ctor stable.
At least to first order HCLLPs are ruled out as Dark Matter candidates
itself, but e.g. composite Dark Matter could still be interesting, poten-
tially with additional forces between the new particles [38]. For models
where the HCLLPs are coexisting with DarkMatter themost stringent con-
straints come from highly energetic decay products. The constraints be-
come much weaker for compressed scenarios between the HCLLP and
the dark matter candidate. In those compressed scenarios only very soft
decay products and hence less troublesome particles are generated in
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the decay. Those cases can also imply that co-existing HCLLPs lower the
relic density of Dark Matter through co-annihilation and also solve the
7Li overproduction in Big Bang nucleosynthesis simulations. So scenarios
with HCLLPs might be the last corners of phase space for theories with
simple Dark Matter such as SUSY and are hence a well motivated target
for detector searches.
2.3 Summary
The SM is a very successful theory that has passed decades of precision
testing. Nevertheless there are several hints that point towards a more
fundamental theory. An example would be the missing understanding
of the nature of Dark Matter or Dark Energy. There is a large variety of
theories extending the SM that try to solve one or the other issue, but so
far no one-fits-all solution was discovered. Many of those theories have
in common, that they allow for long-lived particles for reasons similar to
the ones leading to longevity in the SM. In this work the main focus lies
on HCLLPs which could, due to their significant lifetimes, have had an
impact on the formation of the universe. This on the one hand rules out
large regions of lifetimes and particle masses, but on the other hand they
could also solve some cosmological questions like for example the 7Li
abundance after the Big Bang nucleosynthesis. The interesting lifetimes
are in a range, where the particles are able to interact with the detector
and hence are a theoretical motivation for generic searches for HCLLPs at
colliders.
Chapter 3
Experiment
In this chapter the experimental setup will be discussed. First, a brief in-
troduction of the LHC will be given, including the relevant details about
bunch structure and luminosity. This is followed by a description of the
ATLAS detector. For the ATLAS detector the main focus is on the detec-
tor components which are in particular relevant for the identification of
HCLLPs.
3.1 Large Hadron Collider
The LHC [39] is currently the largest and also most powerful particle ac-
celerator in the world and situated near Geneva (Switzerland) at CERN. It
is installed in a 26.7 km tunnel with an average depth of roughly one hun-
dred meters below surface. The LHC is designed to accelerate hadrons,
like protons or heavy ions. For protons the design value for the maximum
beam energy is 7 TeV, which corresponds to a maximum centre-of-mass
energy of 14 TeV for the collisions. The beams are brought to collision at
the four interaction points, where the large LHC experiments are located.
Those are ATLAS, CMS [40], LHCb [41] and ALICE [42]. LHCb is primar-
ily designed for physics involving bottom-quarks, while ALICE is mainly
focused on heavy ion physics. In contrast to those specialised detector
designs, ATLAS and CMS are general purpose detectors.
To achieve such high energies the LHC is equipped with an injector chain
subsequently increasing the energy of the hadron beams. A schematic
drawing of the CERN acceleration complex is shown in Figure 3.1. For
proton–proton collisions the primary acceleration to 50MeV is carried out
by LINAC2. The next acceleration stage is reached with the Proton Syn-
chrotron Booster, producing protons with 1.4 GeV. From there the pro-
27
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Figure 3.1: The CERN accelrator complex. The large blue circle illustrates the LHC, with the four large experiments ATLAS, CMS, LHCband ALICE indicated by yellow markers [43]
tons are injected into the Proton Synchrotron and accelerated to 26 GeV.
Finally the last acceleration stage before the LHC is the Super Proton Syn-
chrotron producing 450 GeV protons, which are then injected into the
LHC. A summary of the LHC pre-injector chain can be found in [44].
The LHC main accelerator ring is situated in the tunnel built for the previ-
ous Large Electron-Positron Collider (LEP) experiment [45]. It is equipped
with about 10,000 superconducting magnets to bend the particle path
and focus the beams of the two counter running beamlines. Among them
are 1,232 dipole magnets, which are used to bend the particles on the cir-
cular path. The dipole magnets are designed to produce a magnetic field
of up to 8.33 T. The other magnets are quadrupole or higher-multipole-
order magnets with the purpose to focus the beams. For the acceleration
of the beams the LHC is equipped with a 400 MHz radio frequency su-
perconducting cavity system. The LHC beams are hence not constant but
a series of proton bunches. In principle the 400 MHz system would al-
low for buckets every 2.5 ns, but only every tenth gets filled by the kicker
magnets [46], which are injecting the protons. It has therefore a bunch
spacing of 25 ns. Due to imperfections of the kicker magnet, also the
intermediate buckets get filled but with significantly lower numbers of
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Figure 3.2: The total inte-grated luminosity over timedelivered by LHC or recordedby ATLAS, respectively for2015 (left) and 2016 (right).The figures are taken from[47]
protons. The bunches are organised in trains, with larger gaps of empty
buckets between the trains.
Each of the colliding bunches contains roughly 1011 protons, which lead
to roughly 25 simultaneous inelastic proton-proton collisions per bunch
crossing in 2015 and 2016, where the data for the search described in
this thesis were recorded. A high number of simultaneous collisions
on the one hand increases the probability for interesting collisions with
high momentum transfer, but on the other hand also crowd the detec-
tor, which can be problematic for the reconstruction of the particles.
Those additional collisions in the same bunch-crossing are called in-time
pileup. Whereas particles from so called out-of-time pileup originate
from the previous or following bunch crossings. Also out-of-time pile-up
can be problematic for the reconstruction of the events, which can be
understood by following gedankenexperiment: Assuming a detector with
roughly 20 m distance to be traversed by the particles. For speed-of-light
particles this results in a time to reach the end of the detector of roughly
60 ns. Comparing this with the bunch spacing of 25 ns means that
particles from about two-three bunch crossings are simultaneously in
the detector. The measurements can hence be corrupted by particles
traversing the same detector components.
The measure for the rate of collisions in scattering physics is the luminos-
ity (L ), which is defined as the number of particles passing a unit area per
time unit. By knowing the cross-section (σ) of the process the number of
events per unit time can be calculated as
dN
dt = σL . (3.1)
The total amount of accumulated collisions is accordingly given by the in-
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Figure 3.3: The PDF’s for dif-ferent partons at a momen-tum transfer Q=200 GeV, withx being the momentum frac-tion of the the total protonmomentum. [48]
3.1 The New Standard PDF Sets
The standard set of parton distributions in the MS scheme, referred to as CTEQ6M, provides an
excellent global fit to the data sets listed in Sec. 2.1. An overall view of these PDF’s is shown in
Fig. 1, at two scales Q = 2 and 100 GeV. The overall χ2 for the CTEQ6M fit is 1954 for 1811
data points. The parameters for this fit and the individual χ2 values for the data sets are given in
Appendix A. In the next two subsections, we discuss the comparison of this fit to the data sets, and
then describe the new features of the parton distributions themselves. Quantitative comparison of
data and fit is studied in more depth in Appendix B
Fig. 1 : Overview of the CTEQ6M parton distribution functions at Q = 2 and 100 GeV.
3.1.1 Comparison with Data
The fact that correlated systematic errors are now fully included in the fitting procedure allows a
more detailed study of the quality of fits than was possible in the past. We can take the correlated
systematic errors into account explicitly when comparing data and theory, by using the procedure
discussed in Sec. B.2 of Appendix B. In particular, based on the formula for the extended χ2
function expressed in the simple form Eq. (11), we obtain a precise graphical representation of the
quality of the fit by superimposing the theory curves on the shifted data points { !Di} containing
the fitted systematic errors. The remaining errors are purely uncorrelated, hence are properly
represented by error bars. We use this method to present the results of our fits whenever possible.
Figure 2 shows the comparison of the CTEQ6M fit to the latest data of the H1 experiment
[14]. The extensive data set is divided into two plots: (a) for x < 0.01, and (b) for x > 0.01. In
order to keep the various x bins separated, the values of F2 on the plot have been offset vertically
for the kth bin according to the formula: ordinate = F2(x,Q
2) + 0.15 k. The excellent fit seen
in the figure is supported by a χ2 value of 228 for 230 data points. Similarly, Fig. 3 shows the
comparison to the latest data from ZEUS [15]. One again sees very good overall agreement.
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tegrated luminosity Lint = ∫ L dt. The integrated luminosity delivered bythe LHC and recorded in ATLAS is shown in Figures 3.2 for the data-taking
periods considered in this thesis.
In a proton–proto collider the initial-state particles are compos d from
so called partons. The longitudinal momentum of the parton involved in
the hard process is unknown. Instead only the probability for having a
given fraction of the total momentum (x) can be determined, represented
by the Parton Density Functions (PDF)’s as shown in Figure 3.3. Besides
the valence quarks (up-, up-, down-quark for a proton), also gluons as
exchange particles of the strong interaction are present in the proton.
Furthermore a sea of additional quarks is part of the proton, from pair-
production and immediate annihilation. From Figure 3.3 it can be seen
hat low mom ntum fraction x is most likely carried by gluons, while for
high x the valence quarks take over. The probability for an up-quark is
larger than for the down-quark, as the proton is made from two up- and
only one down-quark. The colliding partons, and hence the initial state for
the production, can be both gluons or quarks, even the ones not present
as valence quarks. As the exact longitudinal momentum of the colliding
partons is unkown at hadron colliders several useful variables are defined
in the transverse plane as e.g. the transverse momentum (pT). Also themissing tranverse energy ET is an important quantity, and is defined asthe inverted sum of the transverse momenta of the reconstructed parti-
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Figure 3.4: A schematic draw-ing of the ATLAS detector withits different sub-systems. Thefigure is taken from [49].
cles. The ET is a way to find undetected particles, as the momenta of thecolliding partons are solely in the longitudinal direction and hence due to
momentum conservation, the transverse momenta should add to zero.
3.2 ATLAS detector
The ATLAS detector is one of the two multipurpose detectors at the LHC.
It is used to identify particles produced in the collisions of protons deliv-
ered from the LHC. It hence has to deal with the challenge of enormous
rates and identify relevant particles in a dense environment of soft QCD
background.
A schematic drawing of the ATLAS detector with the different sub-systems
is shown in Figure 3.4. The ATLAS detector has an onion-shaped structure,
comparable to other multipurpose detectors. In the barrel region this
is achieved by concentrical cylindrical detector layers, while both sides
are closed by layers of disks, called end-caps, to achieve close-to 4π cov-
erage. The total size of the ATLAS detector is roughly 44 m along the
beam axis and about 25 m in diameter. The innermost part of the AT-
LAS detector, called Inner Detector (ID), is a tracking system composed
of a pixel detector, a Semiconductor Tracker (SCT) and a Transition Ra-
diation Tracker (TRT) immersed in a solenoidal magnetic field of 2 T [50]
to allow for a precision momentum measurement of charged particles.
The ID is followed by the calorimeters. For the electromagnetic calorime-
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Figure 3.5: A schematic draw-ing of the ATLAS coordinatesystem.
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ters both in the barrel and in the end-caps Liquid Argon (LAr) detectors
are used. The hadronic calorimeter in the barrel region is a tile calorime-
ter, while the hadronic end-cap calorimeters use the LAr technology. Also
the three layers of forward calorimeters (one electromagnetic and two
hadronic calorimeters) are based on the LAr technology. The outermost
part of the ATLAS detector is the Muon Spectrometer (MS), which is em-
bedded in a 4 T toroidal magnetic field [51, 52] and used for the identifica-
tion and precision momentummeasurement of muons, the only charged
SM particles able to pass the calorimeters. In the barrel it is equipped
with Monitored Drift Tubes (MDTs) and Resistive Plate Chambers (RPCs),
while in the end-caps MDTs and Thin Gap Chambers (TGCs) are used. In
the very forward region Cathode Strip Chambers (CSCs) are installed. The
different subsystems and their functionality will be explained in more de-
tail in the following sections. The ATLAS detector is equipped with a two
level trigger system to reduce the information to a level that is recordable,
which will be discussed in the last section. A detailed description of the
ATLAS detector can be found in Reference [53].
The coordinate system used in the ATLAS detector is illustrated in Fig-
ure 3.5. A right-handed coordinate system with the Interaction Point (IP)
as origin is chosen. The x-axis pointing towards the centre of the LHC, the
y-axis pointing to the surface and the z-axis oriented along the beamline.
The azimuthal angle φ is measured in the x–y-plane with respect to the
positive x-axis, while the polar angle θ is measured with respect to the
positive z-axis in the r–z-plane, with r being the radial distance. In scatter-
ing experiments the pseudorapidity η is typically used instead of the polar
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Figure 3.7: Schematic cut-away drawing of the ATLAS IDincluding the different subsys-tems. Also the radii for the dif-ferent layers (pixel detector,SCT) or the size of the TRT aregiven, respectively. The figureis taken from Reference [54].
angle. The pseudorapidity is the same as the rapidity in the limit of neg-
ligible particle rest masses compared to the momentum of the particles.
One advantage of the rapidity is, that differences in rapidity are Lorentz
invariant for boosts along the longitudinal-axis. While the rapidity is en-
ergy dependent the pseudorapidity is only dependent on the angle and
can be calculated from θ as
η = − ln
[
tan
(
θ
2
)]
. (3.2)
Some random values of the pseudorapidity and the respective θ-angles
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Figure 3.6: The values of thepseudorapidity for some θ-angles.
are shown in Figure 3.6. It can be seen, that for a forward direction (along
z-axis) η goes to infinity, while for a central direction at θ = 90◦ the pseu-
dorapidity declines to zero. A further advantage of the pseudorapidity is
that the particle production rate as a function η is roughly constant for a
hadron collider.
3.2.1 Inner Detector
The ATLAS ID has the main task to measure the momenta of charged par-
ticles. High-precision position hit information can be combined to recon-
struct particle trajectories (tracks), which can be used to determine the
momentum and the sign of the charge of particles via the curvature of
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the track in the magnetic field. The ID covers the |η| range up to 2.5 and is
composed of three types of detectors, a pixel detector, a SCT and a TRT.
A schematic drawing of the ATLAS ID is shown in Figure 3.7. Besides mo-
mentum and charge determination a further main task of the ATLAS ID
is to identify primary and secondary vertices and associate the tracks to
them. The association of charged particles to the primary vertices is in
particular important to clean the events from particles originating from
pile-up collisions. The secondary vertex reconstruction can be used to
identify meta-stable particles with resolvable lifetimes. The ID is designed
to give a momentum resolution of
σpT/pT = 0.05%pT [GeV]⊕ 1% (3.3)
for particles with a minimum pT of 400 MeV. A detailed description of thedifferent subsystems will be given in the following.
Pixel Detector
The innermost part of the ATLAS inner tracking system is the silicon pixel
detector [55]. The pixel detector consists of four concentric detector lay-
ers in the barrel region at 33.25 mm, 50.5 mm, 88.5 mm and 122.5 mm
covering the |η| range up to 1.7. The innermost layer, called Insertable
B-Layer (IBL) [56], was not part of the original design but installed in May
2014. The IBL was installed as close to the beamline as possible and im-
proves the vertexing significantly, due to the location at a small radius.
The typical pixel size used in the IBL is 50 µm × 250 µm with a thick-
ness of 200 µm, whereas for the other layers a typical pixel has a size
of 50 µm × 400 µm in the transverse and longitudinal direction respec-
tively with a thickness of 250 µm. Furthermore the IBL gives an additional
high precision hit, which is improving the tracking. In the end-caps the
pixel detector is equipped with three disks perpendicular to the beam
pipe on each side, covering the region 1.7 < |η| < 2.5. The disks are
place at 495 mm, 580 mm and 650 mm in |z|. Overall the pixel detector
is equipped with 73.2× 106 pixels in the four barrel layers and 13.2× 106
pixels in the end-caps, which gives in total 86.4× 106 pixels. In the barrel
a position resolution accuracy of 10 µm in φ and 115 µm in z is achieved.
Besides the precision position information the pixel detector is also ca-
pable of measuring the charge collected via a time-over-threshold [57]
measurement. The time-over-threshold is the time for which a signal in a
pixel exceeds a certain value. It is measured in units of bunch crossings.
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The time-over-threshold is proportional to the energy deposit in the pixel
and hence can serve as a measure for it. The IBL signal is read out with
a 4-bit resolution, while the other pixel layers are read out with an 8-bit
accuracy. Problems for the energy deposit measurements can occur due
to saturation effects. For the outer pixel layers about 8.5 times the energy
released by a minimum ionising particle is causing a saturation in a pixel.
The IBL pixels however already saturate at 1.5 times the expected energy
deposit of a minimum ionising particle. The IBL is therefore equipped
with an additional bit indicating if a given pixel is in saturation.
Semiconductor Tracker
The second layer of the inner tracking system is the SCT, a silicon-based
detector similar to the pixel detector. In the barrel the SCT consists of
four double layers of silicon strip detectors, with a typical strip length of
126mm and a pitch of 80 µm. The strips on the outer of the double layers
are tilted under a small stereo angle of 40 mrad to get an information in
the non-precision direction along the strips (z-direction). A spatial resolu-
tion of 580 µmalong the z-axis is achieved, while in the precision direction
in the φ-plane an accuracy of 16 µm is accomplished. The SCT end-caps
consist of nine disks on each side covering the |η| range up to 2.5. In
contrast to the pixel detector, the SCT does not provide any information
about the energy deposit in the strips.
Transition Radiation Tracker
The outermost part of the ATLAS inner tracking system is the TRT [58].
The TRT consists of thin-walled proportional drift tubes called straw tubes
with a diameter of 4 mm. A gold-plated tungsten wire with a diameter of
30µm is placed in the centre of the straw tubes and serves as anode. The
cathode is the straw itself and made of to wound films of capton coated
by a thin layer of aluminium on the inner side. The straws are mechan-
ically supported by four carbon-fibre strands. In the barrel region the
TRT is composed of 52,544 straw tubes with a length of 144 cm oriented
along the beamline. In each of the two end-caps 122,880 straw tubes are
installed with a length of 37 cm. There the straw tubes are oriented ra-
dially with respect to the beamline. The TRT in contrast to the other two
inner tracking systems covers only the |η| range up to 2.0. In the r-z plane
the TRT barrel covers the volume between -712 mm and 712 mm in z and
563 mm-1066 mm in r and the end-caps the region between 848 mm and
36 CHAPTER 3. EXPERIMENT
Figure 3.8: Schematic cut-away drawing of the ATLAScalorimeters including the dif-ferent subsystems. The figureis taken from Reference [59].
2710 mm in z and 644 mm - 1004 mm in r. The volume between the
straw tubes is filled with polypropylene fibres to identify highly boosted
particles through transition radiation produced at the fibre surfaces. Due
to this technology, a separation between electrons and e.g. the heavier
pions is possible. The straw tubes are filled with 70% Xe, 27% CO2 and3% O2, where the large fraction of Xe is chosen due to its x-ray absorptioncapability of the transition radiation photons. The individual straws in the
barrel are split into two channels read out on both sides, while the straws
tubes in the end-caps are read out on the outer side. Each channel pro-
vides a drift circle measurement with a spatial resolution of 170µm and
low and high threshold bits to differentiate between normal tracking hits
and transition radiation hits.
3.2.2 Calorimeters
The main purpose of the ATLAS calorimeters is to measure the energy
of particles through their electromagnetic or hadronic particle showers,
respectively. The ATLAS detector is therefore equipped with EM calorime-
ters to stop electrons and photons and hadronic calorimeters to stop
hadrons. The only charged SM particles able to escape the calorimeters
are themuons. The ATLAS calorimeters are all sampling calorimeters with
independent active and absorber material. A schematic drawing of the
ATLAS calorimeters with the different subsystems is shown in Figure 3.8.
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Electromagnetic Calorimeters
Highly energetic photons undergo pair creation in the presence of nuclei,
while electrons and positrons emit photons via bremsstrahlung. These
two alternating effects lead to EM showers when highly energetic pho-
tons, electrons or positrons enter dense material. Those showers die out
when the energy of the produced particles falls below a critical energy
at which ionisation energy loss takes over for electrons/positrons. The
shower depth is characterised in multiples of the radiation length, which
corresponds to the distance where the energy has been reduced to 1/e.
The ATLAS EM calorimeter [60] is designed to measure the full showers
also for highly energetic electrons or photons and has therefore a mini-
mum thickness of 22 radiation lengths. The LAr calorimeter in the barrel
covers the |η| range up to 1.475 and extends radially from roughly 1.4 m
to 2.0 m, while the end-caps have an acceptance window of 1.375 < |η| < Figure 3.9: Image showinga section of the ATLAS EMLAr calorimeter with the char-acteristic accordion structure.The picture is provided byCERN.
3.2. The end-cap EM calorimeters consist of two co-axial wheels covering
1.375 < |η| < 2.5 and 2.5 < |η| < 3.2, respectively. In the very forward
region three concentrical layers of LAr calorimeters are placed to cover
the region 3.1 < |η| < 4.9, where the first layer is mostly aiming for EM
showers. The first module is therefore equipped with copper as absorber,
while the other two use the more dense tungsten to also absorb hadronic
showers. The barrel and end-cap EM calorimeters use lead as absorber
material and LAr as active medium. As electrodes copper coated kap-
ton is used. The different layers are arranged in an accordion shaped
geometry, as shown in Figure 3.9, to allow for a crackless design in the
φ-direction. The LAr calorimeter in the barrel is composed of three detec-
tor layers with an additional thin pre-sampler that allows for corrections
of the already traversed material. The LAr calorimeter is equipped with a
fine granularity of e.g. ∆η ×∆φ = 0.025 × 0.0245 in the second detector
layer as can be seen in Figure 3.10. With this fine granularity a precise
measurement of the shower shape and also of the pointing of electrons
or in particular the trackless photons is possible.
In the LAr calorimeters each read-out channel is digitised with a set of five
subsequent samplings separated by 25 ns. This is done for three different
gains (Low, Medium, High) to enable a large dynamic range. The charge
collected in each channel as well as the timing of the measurement can
be reconstructed from the different samplings using the Optimal Filter-
ing Algorithm (OFA) [61]. The design energy resolution for the EM barrel
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Figure 3.10: Skectch of a seg-ment from the ATLAS LArcalorimeter. The Figure istaken from Reference [60].
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a given plate is limited to about three. As a consequence each end-cap EM wheel consists of two
concentric wheels, the large one spanning the pseudorapidity interval from 1.4 to 2.5, and the
small one from 2.5 to 3.2.
There are 768 plates in the large wheel (3 consecutive planes are grouped together to form a rea-
dout cell of 0.025 in φ) and 256 in the small wheel.
As for the barrel, the end-cap cryostats are built out of aluminium, and are vacuum insulated.
The outer radius of the cylindrical warm shell is the same as the barrel (2.25 m), and the length
of one cryostat is 3.17 m. In order to limit the thickness of the flat front faces of each cryostat, the
warm and the cold shells can push on each other through plastic bumpers (see Chapter 5). In to-
tal the two flat walls represent, however, almost 1 X0.
1.4.3 Presampler
The distribution of material in front of the EM calorimeter is shown in Figure 1-4. This amount
of material, the way it is distributed in space, and the presence of a magnetic field combine to
necessitate a presampler to correct for the energy lost in front of the calorimeter. The barrel
Figure 1-2 Sketch of the accordion structure of the EM calorimeter.
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Figure 3.11: Layout andlabelling of the ATLAS Tilecalorimeter cells. The designis symmetric in z, the labellingin the other half is with aminus sign. The Figure isadapted from Reference [63].
calorimeter is
σEE =
10%√E [GeV] ⊕ 0.7% [49]. (3.4)
Testbeam studies have shown that with 245 GeV electrons a timing res-
olution of 163 ps can be achieved. The timing resolution during normal
LHC/ATLAS operation is limited to 256 ps (299 ps) for High (Medium) gain
[62], mainly due to the bunch-spread along the beam axis1. These num- 1An intrinsic time uncer-tainty originates from timethe bunches overlap as colli-sions can occur at any timethey pass through each other.
bers give the resolution in the limit of large energy deposit, while for small
energy deposits the resolution can be significantly worse.
Hadronic Calorimeters
Similar to highly energetic electrons and photons also hadrons pro-
duce particles showers traversing dense material. But the processes re-
sponsible for the hadronic showers are different. Important processes
are hadron production, nuclear de-excitations and pion/muon decays.
A hadronic shower has typically a longer penetration depth than EM
showers and hence an additional more dense hadronic calorimeter is
needed to absorb the particle showers of highly energetic hadrons or jets.
The hadronic shower depth is characterised by the hadronic interaction
length.
The ATLAS hadronic calorimeters have an average thickness of 11 inter-
action lengths. The barrel hadronic calorimeter is a Tile calorimeter [64],
while the end-cap and forward calorimeters are LAr calorimeters. The
hadronic end-cap calorimeters utilse lead as absorber and cover the range
1.5 < |η| < 3.2. The forward calorimeters span the range from 3.1 up to
4.9 in |η|, which leads to close-to 4π coverage.
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The Tile Calorimeter is segmented into a barrel and two extended bar-
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Figure 3.12: Sketch of a seg-ment from the ATLAS LArcalorimeter. [60].
rels on each side. It covers the |η| region up to 1.65 and has inner and
outer radii of 2280 mm and 3865 mm, respectively. Each barrel consist
of 64 wedges, each with a size of 0.1 rad in φ, as shown in Figure 3.12. In
the r–z-plane the Tile Calorimeter is segmented into cells with an η cov-
erage of 0.1 for the two inner layers of the barrel, while cells in the third
layer of the barrel and in the two inner layers of the extended barrel are
covering a range of 0.2 in η. The coverage for the cells in the outer layer
of the extended barrel is 0.25 in η. The shape as well as the labelling of
the cells is shown in Figure 3.11. The different layers in the barrel and
extended barrel are labeled as samplings 12 − 20. The size of the Tile
Calorimeter cells various significantly. While the innermost cell A1 has a
size of roughly 25 cm×25 cm, the outermost cell D6 has a size of roughly
1.5 m × 1 m. The different shape of the cells in sampling 13 is chosen to
enable a quasi-projective geometry.
The Tile calorimeter uses altering plates of steel as passive and scintillat-
ing tiles as active material. The plates are staggered in r-direction and
periodic in z-direction, as can be seen in Figure 3.12. The scintillating tiles
are read out on both sides in φ via wavelength shifting fibres. Those fi-
bres are routed to photo multipliers, with each cell being read out by one
photo multiplier for each side. The front-end electronics produce a low-
and a high- gain pulse. The low-gain signal is used if the high-gain sig-
nal is in saturation. With this splitting both a good signal-to-noise ratio
for small signals and a large dynamic range can be achieved. The signals
get digitised similar to the LAr calorimeter using samplings separated by
25 ns. In contrast to the LAr calorimeter, seven samplings are used for
the Tile Calorimeter. The samplings are synchronised with the system
clock in a way, that the fourth sampling corresponds to the point in time
where a particle travelling at the speed-of-light and produced at the IP
arrives at the center of the cell. Also for the Tile Calorimeter the OFA
[65] is used to reconstruct the energy deposit and the timing, whereby
the timing is measured with respect to the fourth sampling and hereafter
denoted as t0. The design energy resolution for the hadronic barrel andend-cap calorimeters is
σEE =
50%√E [GeV] ⊕ 3% [49], (3.5)
while for the forward calorimeters the design energy resolution is given
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Figure 3.13: Schematiccut-away drawing of theATLAS Muon Spectrome-ter including the differentsubsystems. [67].
by
σEE =
100%√E [GeV] ⊕ 10% [49]. (3.6)
The timing resolution measured with jets in the limit of high-energy de-
posits is 272 ns (316 ns) for high-(low-)gain [66].
3.2.3 Muon Spectrometer
The outermost component of the ATLAS detector is the MS [68], which
has two main tasks: Accurate momentum measurement and fast trig-
ger signals for muons, the only charged SM particles able to traverse the
calorimeters without getting absorbed. The MS is therefore immersed in
a toroidal magnetic field and equipped with four different detector types:
MDT’s, RPC’s, TGC’s and CSC’s. The subdetectors are arranged in three
concentrical layers in the barrel region. In the end-cap region on each side
three wheels are installed, one small and two large wheels. A schematic
drawing of the ATLAS MS is shown in Figure 3.13. The design resolution
for the standalone tracking in the MS is
σpT/pT = 10% [49] (3.7)
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Figure 3.14: A cut-through ofthe upper part of the MSin the barrel. The RPCchambers are highlighted incolours. [49].
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Figure 6.28: Cross-section through the upper part of the barrel with the RPC’s marked in colour.
In the middle chamber layer, RPC1 and RPC2 are below and above their respective MDT partner.
In the outer layer, the RPC3 is above the MDT in the large and below the MDT in the small sectors.
All dimensions are in mm.
independent detector layers, each measuring h and f . A track going through all three stations thus
delivers six measurements in h and f . This redundancy in the track measurement allows the use
of a 3-out-of-4 coincidence in both projections for the low-pT trigger (RPC1 and RPC2 stations)
and a 1-out-of-2 OR for the high-pT trigger (RPC3 station). This coincidence scheme rejects fake
tracks from noise hits and greatly improves the trigger efficiency in the presence of small chamber
inefficiencies.
The naming scheme of the RPC’s is identical to the one in the MDT’s, a RPC in a small sector
of the middle layer thus being called a BMS. To denote a RPC/MDT pair in the outer layer the term
station is used, while for the RPC/MDT/RPC packages in the middle layer the term superstations
is used.
6.7.1 Principle of operation
The RPC is a gaseous parallel electrode-plate (i.e. no wire) detector. Two resistive plates, made
of phenolic-melaminic plastic laminate, are kept parallel to each other at a distance of 2 mm by
insulating spacers. The electric field between the plates of about 4.9 kV/mm allows avalanches to
form along the ionising tracks towards the anode. The signal is read out via capacitive coupling
to metallic strips, which are mounted on the outer faces of the resistive plates. The gas used is a
mixture of C2H2F4/Iso-C4H10/SF6 (94.7/5/0.3) which combines relatively low operating voltage
– 194 –
for muons with a transverse momentum of 1 TeV. The different subsys-
tems will be introduced in the following.
Monitored Drift Tubes
MDT’s are installed in the barrel as well as in the end-cap wheels covering
the |η| range up to 2.7. Similar to the TRT, the MDT uses proportional
drift tubes, but with a larger diameter of roughly 30 mm. Overall about
354 000 drift tubes are installed in the ATLAS detector. The drift tubes are
filled with 93% Argon and 7% CO2 and a g ld coated tungsten-rheniumwire is placed in the centre, serving as anode. The length of the drift
tubes is up to 6 m. A muon traversing the drift tubes ionises the gas. The
produced ions and electrons get accelerated in the electric field between
the wire and the tube. From the signal a drift time and, by knowing the
drift velocity, a drift circle can be reconstructed and used to determine
the trajectories of the muon. For a single tube an average resolution of
80 µm is achieved.
Res stive Plate Cha bers
RPC’s are used as trigger chambers in the barrel for |η| < 1.05. They also
complement the space point from the MDTs with a coarse position in-
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formation in φ-direction. Two layers are located on the inner and outer
side of the middle layer and additional chambers are placed on the outer
side of the larger chambers and on the inner side of the small chambers
in the third layer as shown in Figure 3.14. Each RPC unit consists of two
independent detector layers with precision directions along η and φ, re-
spectively. The detectors consist of two resistive plates separated by a
distance of 2 mm. The gap in between is filled with a gas mixture based
on C2H2F4. Metallic strips glued to the outer surface are used for the readout of the signal. The typical size of the strips is 3 cm and they are sep-
arated by 2 mm. The electrons, produced via ionisation by the muons
traversing the gas, initiate an avalanche in the high electric field of about
4.5 kV/mm. The spacial resolution for the RPC’s is roughly 1 cm while for
timing resolution approximately 1 ns is achieved [49].
Thin Gap Chambers
TGCs are placed on the inner and middle end-cap wheel and used for
triggering and for the measurement of the azimuthal coordinate along
the drift tubes of the MDT’s. The TGC’s cover the |η| range from 1.05 to
2.7, but only up to 2.4 for triggering. On the inner wheel two layers of
TGC’s are installed while themiddle wheel is complemented by seven TGC
layers. TGC’s are multi-wire proportional chambers, where gold-coated
tungsten wires are used as anodes separated by 1.8 mm. The wires are
placed in the centre between two thin graphite cathode layers supported
by 1.6 mm G-10. Behind the G-10 layer copper strips with a width of
1.46−4.91 cm are located radially to the wires to give position information
in the radial direction. One characteristic of the TGC’s is the small wire-to-
cathode distance of 1.4mm, which ensures a fast signal. The signal is read
out on both wire-groups and strips to determine a 3D space point. The
wire-groups are formed by 4 to 20 wires and read out via one electronics
channel.
Cathode Strip Chambers
In the first layer of the forward region 2.0 < |η| < 2.7 CSC’s are used in-
stead ofMDT’s for the precision coordinates to copewith the extreme par-
ticle rates in this region. The CSC’s are similar to the TGC’s multi-wire pro-
portional chambers, but with the cathodes itself segmented into strips.
On one cathode layer the strips are aligned perpendicular to the wires,
while on the other side they are aligned along the wires. For the CSC’s
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only the cathode strips are read-out. The strips along the wires are finer
segmented and hence a better resolution of 60 µm in the bending direc-
tion can be achieved. The resolution in the non-bending direction is, due
to the wider strips only 5 mm.
3.2.4 Trigger system
With a separation of only 25 ns between two subsequent bunch crossings
the amount of data produced with the ATLAS detector is not recordable
on disk. The ATLAS detector is therefore equipped with a two-level trig-
ger system. A fast hardware-based Level-1 trigger [69] which has to make
a decision within 2 µs, and an entirely software-based High-Level Trig-
ger (HLT) [70].
The Level-1 trigger uses information from the trigger chambers of the MS
(RPC’s and TGC’s) and from the calorimeters but not with the full granu-
larity. Both, calorimeters and MS, run fast algorithms to estimate num-
bers and passed thresholds for muons or calorimeter objects. The infor-
mation is sent to the Central Trigger Processor, which decides if a event
is accepted and further processed. The objects that can be selected by
the triggers are high-pT muons, high-energy EM calorimeter objects (elec-trons and photons), or hadronic calorimeter objects (hadronic taus and
jets). Also some eventwise properties like ET can be determined. Duringthe beginning of Run-2 the Level-1 Topological Trigger was installed and
commissionedwhich now also allows to select on topological or kinematic
information like e.g. angular separation between the objects. The event
rate is reduced by the first trigger level to 75 kHz.
The objects selected by the Level-1 trigger are used to define so called
regions of interest, which are used in the first part of the HLT, the Level-2.
In Level-2 the objects get reconstructed in the regions of interest with full
detector information, including also the ID. With this refined reconstruc-
tion the trigger event rate is further reduced to about 3.5 kHz. The last
selection step on trigger level is the Event Filter. At this level the events
are fully reconstructed with the full event information and algorithms sim-
ilar to the ones used in the offline analysis. The Event Filter reduces the
event rate to about 200 Hz, which then can be written on disk and used
in the offline analysis.
3.3. DATA PREPARATION 45
g
g
g
∼
g
∼
g
∼
g
∼
g
g
q
q
_
g
∼
g
∼
g
∼
g
∼
q
q
_
Simulation
event generation
detector simulation
minimum bias admixture
reconstruction
ESD
xAOD
DxAOD
raw detector data 
Data
~0.8 MB/event
analysis
re
du
ct
io
n ~2.5 MB/event
~250 kB/event
~1 kB/event Figure 3.15: Illustration of theATLAS offline data prepara-tion chain. The event sizefor the different reduction for-mats are taken from Refer-ence [71]
3.3 Data preparation
The data selected by the ATLAS trigger system are per se not yet in a for-
mat that can be used for the analysis. The information from the detector
has to be combined to identify objects and it has to be on a level that
is analysable in a reasonable time scale. Furthermore the known back-
ground processes as well as the expected signal have to be simulated to
understand the signatures and backgrounds and optimise the searches.
The ATLAS data preparation is conducted in a multi-step procedure, aim-
ing for an optimal usage of the available computing resources and will be
discussed in the following. The procedure is illustrated in Figure 3.15.
The first step in the simulation chain is the event generation. A large vari-
ety of Monte Carlo event generators [72], having one or the other benefit,
is available and can be used to simulate different processes. Different ap-
proaches are chosen in the different generators e.g. how initial and final
state radiation are treated, how many partons are included in the matrix
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elements, or how hadronisation and parton shower are treated. Compar-
ing different generators can be used to access the systematic uncertainty
related to the generation of those processes. The next step is the sim-
ulation of the detector interaction and the readout. A full ATLAS model
is incorporated in GEANT 4 [73], which allows for both the simulation of
interactions and detector responses. This is followed by an admixture
of minimum bias events to emulate the additional collisions from pile-up
[74]. All different sources of pile-up are simulated separately. The diffi-
culty in this approach is in particular in the simulation of soft QCD, which
is the dominant pile-up contribution. It can not be treated perturbatively,
but only with phenomenological models with large uncertainties. A vari-
ety of parameters have to be tuned in this phenomenological approaches
to match data.
At this stage real events (data) and simulated events (simulation) are ba-
sically identical as the information consists of the real/simulated raw de-
tector responses. The only difference is that for simulation the generated
particles are kept as truth information. The next step is the reconstruc-
tion of the physics objects, such as electrons or jets from the detector
data. The reconstruction is applied in the same way to data and simu-
lation to avoid any bias. The output format after the reconstruction is
called Event Summary Data (ESD) and is with an average event size of
2.5 MB per event too large to be easily analysed. Though the information
has to be reduced. The ESD is reduced to Analysis Object Data (xAOD)
[75], where only physics objects with a subset of observables are left. In
Run 2 the sample size is further reduced from xAOD to Derived Analysis
Object Data (DxAOD) [76], which has only information left relevant for a
given analysis (or group of analyses). This improves the processing time
for the analyses and saves local disk space.
Chapter 4
Heavy Charged Long-Lived
Particles at Colliders
In this section the specifics of HCLLPs at colliders, in particular at a proton–
proton collider like the Large Hadron Collider, will be discussed. First the
production and the velocities with which they are produced will be dis-
cussed. This is followed by a section about the expected energy loss of
HCLLPs. While colour-singlet states can be treated like "heavy muons",
colour charged states can have several interesting phenomenological fea-
tures due to hadronic interactions discussed in the following section. Fi-
nally the relevant lifetime regime for the search described in this thesis
will be discussed.
4.1 Production
q
q
_
l
l
_∼
∼
Figure 4.1: Feynman-diagramfor the production of slep-tons via quark–quark-fusion(s-channel).
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Figure 4.2: Feynman-diagramfor production channels ofcharginos via quark–quark-fusion (s-channel, upper)and quark–quark-scattering(t-channel, lower).
Typically BSM particles are assumed to be pair-produced as the new sec-
tors are protected by some type of quantum-number/parity. If the long-
lived particles are directly produced at tree-level, the production can be
via s- or t-channel as e.g. shown for a stau and chargino from supersym-
metric models in Figures 4.1 and 4.2. For a stau only the production via
s-channel is possible, while for charginos both s- and t-channel are pos-
sible. The composition of the contributions for the production channels
of the charginos largely rely on the masses of the internal particles. For
the t-channel the internal particles are squarks, while for the s-channel Z-
bosons or photons are the exchange particle. In themodels considered in
this analysis the squarks are at very high masses and hence the t-channel
is suppressed. The main difference between staus and charginos in the
considered cases comes from spin-couplings between the produced par-
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Figure 4.3: Left: η-distributionfor direct-stau production redand direct-chargino (χ̃+χ̃−)production blue. Right:momentum-distribution fordirect-stau production redand direct-chargino (χ̃+χ̃−)production blue. For bothsignals the same mass is used(mτ̃ = mχ̃± = 500 GeV).
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ticles, as charginos are fermions, while staus are scalars. To balance the
spin of the virtual Z-boson the scalars have to be produced with an angu-
lar momentum l = 1 in a p-wave. The produced particles can only have an
angular momentum if not produced in rest, the p-wave is hence largely
suppressed at the kinematic threshold [? ]. The stau production process
is therefore tending to larger energy transfer, which leads to more central
and harder particles in the final state, compared to fermions produced
via s-channel. This can be seen in Figure 4.3, which shows the kinematic
distributions for staus and charginos. The rather large differences in the
kinematics for HCLLPs with the same mass, encourage, to rely as less as
possible on geometric/kinematic observables to be model independent.
If the long-lived particles are produced as decay products of heavier
particles, or even in decay cascades, the kinematic spectra will be differ-
ent, in particular, as more energy is taken away by other particles, they
might be less energetic. The additional particles produced in the decays
can be visible in the detector, which could increase the trigger efficiency.
For the cases where both direct production and decay from a heavier pri-
mary particle to the HCLLPs are allowed, two things have to be kept in
mind: The heavier the primary particle, the lower the cross-section for
this channel, while the closer the mass of the primary particle to the mass
of the HCLLP, the less energetic the other decay products and hence the
lower the impact on the kinematics of the long-lived particle. Those two
effects result in decays of heavy primary particles having only little im-
pact on the effective signature of HCLLPs in the detector. The picture can
be quite different if the heavy decaying particles have significantly higher
cross section, as it is e.g. for production via strong-interaction, while the
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direct-production is via ew-interaction. The same as for the direct produc-
tion holds: To be as model independent as possible only loose geomet-
ric/kinematic requirements should be applied.
Another interesting scenario for collider searches is, if the HCLLP is pro-
duced together with uncharged stable/long-lived particles 1. This signa- 1mostly the dark mattercandidate of the respectiveBSM modelture is typically featured in models where the HCLLP is (almost) massdegenerated with the lightest particle with a new conserved quantum-
number, and both particles have similar couplings. The detector signa-
ture for such scenarios are that the HCLLP is produced in association with
an undetectable particle, giving rise to larger missing transverse energy in
the event.
In principle also the single production of HCLLPs is possible. But for those
cases the production cross-section is proportional to the decay width due
to crossing symmetry, where the constant of proportionality does not rely
on specific details of the model. Hence particles would be either short-
lived or have an negligible cross-section [23].
4.2 Hadronisation
Coloured HCLLPs have to obey the confinement and hence hadronise.
As additional BSM particles are too heavy to be produced during hadro-
nisation, they hadronise with SM particles forming so called R-hadrons.
The R is borrowed from supersymmetry and used for all BSM theories
in common. Similar to the hadrons in the SM, also for the R-hadrons,
R-mesons, R-baryons and R-glueballs are possible states, formed from
one BSM colour triplet (e.g. sbottom) or colour octet (e.g. gluino) and
SM particles. Examples would be R−b̃ū for an R-meson and R+̃guud for anR-baryon, where the lower indices are giving the (s)particle content and
the upper the electric charge.
One model used for the description of the hadronisation is the Lund
string fragmentation model [77]. In this model the coloured particles
are the endpoints of a colour string with constant tension of 1 GeV/fm.
Through themovement a part of the initial coloured particles, energy gets
transferred to the string. At some point the energy in the string reaches a
critical value, where it is energetically favourable to produce a quark–anti-
quark pair and hence the string breaks. This repeats until at some point
not enough energy is present anymore to produce additional quark–anti-
quark pairs. All those particles are produced in the colour field spanned
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Figure 4.4: Composition ofR-hadron types with a stop asBSM particle estimated withPYTHIA6 [78].
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behind the initial coloured particles. This means that the velocity of end-
points of the colour field, hence the velocity of the HCLLPs, serves as an
upper bound for the velocity of the produced hadrons formed from the
quarks from the string break ups. As will be discussed in the next section
HCLLPsmove significantly slower than the speed of light, due to their high
masses. This means that the typical energy of the light hadrons surround-
ing themassive R-hadrons is very low. In Reference [23] the typical energy
carried by the normal hadrons is given as
Ehads ≈ 1 GeV · γC3 , (4.1)
with γC3 being the boost of a colour triplet (e.g. a squark). For a colouroctet like the gluino the fraction carried by the normal hadrons would be
roughly twice as big as for a colour triplet, and hence still almost negligi-
ble.
The flavour composition of the quarks produced during the string break-
ing is assumed to be universal and measured to be roughly (u : d : s ≈
1 : 1 : 0.3) [79]. The heavy SM quarks can be neglected as they are
suppressed due to the relatively high masses. Producing di-quarks is
further suppressed. Hence, during hadronisation mostly R-mesons are
produced. Important for detector searches is the fraction of charged
R-hadrons as only those are detectable in the tracking system. Assum-
ing roughly 10 % baryons and using the light-quark composition as men-
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charged bary. Figure 4.5: Composition ofR-hadron types with a gluinoas BSM particle estimatedwith PYTHIA6.
tioned above, for BSM quarks roughly 40% are Rq̃d̄ another 40% are Rq̃ūand 10% are Rq̃s̄, while the remaining states are baryonic. This matcheswell the predictions from PYTHIA6 [78] shown in Figure 4.4. An impor-
tant difference is between up- and down-type BSM quarks, as for an up-
type quark the R-meson with the strange quark would be charged, while
neutral for a down-type. Hence a significantly higher fraction of charged
R-hadrons is expected for stops (∼ 60%) than for sbottom quarks (∼ 40%).
For gluinos (or any similar BSM colour octet) it has to be taken into ac-
count that two SM quarks have to be produced to form R-mesons. The
respective compostition of gluino R-hadrons is shown in Figure 4.5. For
gluino R-mesons only the mix states (ud̄ or ūd and us̄ or ūs) are charged
and hence slightly less charged R-hadrons are expected (∼ 45%). The
fraction of R-glueballs can not be predicted by the current hadronisation
models, as also SM glueballs have not been observed so far. It is there-
fore a free parameter for the hadronisation, and typically chosen to be
10% due to combinatorial arguments [80].
4.3 Velocity
To understand the velocities at which HCLLPs are expected to be pro-
duced at the LHC, first the available kinetic energy has to be understood.
The kinetic energy is what is left after the production of the particles with
the respective masses and hence is reflected in the probabilities of the
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Figure 4.8: The kinetic en-ergy distribution for differentgluino masses simulated withPYTHIA6 using the CTEQ6L1PDFs.
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colliding partons for having more than the minimum x needed to pro-
duce the respective particles. For gluinos both t- and s-channel produc-
tion is possible via quarks and gluons on tree-level [81]. The correspond-
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Figure 4.6: Leading produc-tion channels for gluinos overgluonic initial state. The u-channel would be also pos-sible (particles crossed in t-channel), but not shown here.
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Figure 4.7: Leading produc-tion channels for gluinos overquark initial state. The u-channel would be also pos-sible (particles crossed in t-channel), but not shown here.
ing Feynman-diagrams are shown in Figures 4.6 and 4.7. The kinetic en-
ergy for gluinos simulated with PYTHIA6 using the CTEQ6L1 PDF set [82]
are shown in Figure 4.8. It can be seen that for all masses the peak of
the kinetic energy distribution is between 100 GeV and 200 GeV. While
the distribution for gluino masses of 1400 GeV and 2200 GeV are almost
the same, a slightly softer spectrum is expected for 600 GeV gluinos. The
reason for this difference is the change in the leading production mecha-
nism, as abovem > 0.2×6.5 TeV = 1.3 TeV it is more likely that the valence
quarks carry the needed momentum fraction of the proton, which can be
seen in Figure 3.3. The difference in kinematics between production via
gluons or quarks comes from the difference in the contribution of s- and
t-channel. For the production via quarks in the t-channel the internal line
has to be a squark, which is in the underlying split-supersymmetry mod-
els at very high masses, and hence largely suppressed due to its virtuality.
In contrast for the production through gluons, the internal particle in the
t-channel is also a gluino and hence not suppressed. For purely s-channel
production harder objectes are expected as for the production via gluons
where both s- and t-channel have significant contributions. Knowing the
kinetic energy of the particles the momentum (p) can be estimated with
p = Ekin
√
1 + 2m0Ekin . (4.2)
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Figure 4.9: The momentumdistribution (left) and the
β distribution (right) fordifferent gluino massessimulated with PYTHIA usingthe CTEQ6L1 PDFs.
Using the maxima of the kinetic energy distributions (100 GeV/150 GeV)
the expected momenta are ∼ 400 GeV (mg̃ = 600 GeV), ∼ 650 GeV (mg̃ =1400 GeV), and ∼ 850 GeV (mg̃ = 2200 GeV), which nicely matches themaxima of the momentum distributions shown in Figure 4.9 (left). The
HCLLPs have hence highmomenta, mostly due to the highmasses. Know-
ing the momentum as well as the mass one can also calculate the veloci-
ties of the particles using
β = p/m√1 + (p/m)2 , with β =
v
c . (4.3)
But as the translation from momentum into β changes the form of the
distribution quite a bit it makes sense to use the median instead of the
maximum. Using Equation 4.3 and themedians from themomentum dis-
tributions in Figure 4.9 (left) one obtains: 0.70 (600 GeV), 0.57 (1400 GeV)
and 0.47 (2200 GeV). This matches exactly the medians of simulated β
distribution drawn in Figure 4.9 (right). It can be seen that HCLLPs are
produced with velocities significantly lower than the speed-of-light. This
is in contrast to all SM particles, which, at the LHC, are produced with al-
most the speed-of-light or with energies too low to be detectable. Hence
measuring the velocity of the particles is one of the main observables to
identify HCLLPs.
4.4 Energy Loss
As the lifetimes considered for HCLLPs are sufficient to allow for a di-
rect interaction with the detector, it is important to understand the dif-
ferent types of interactions with the detector material and hence the en-
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Figure 4.10: The mean energyloss of particles in several dif-ferent materials. The min-ima of the distributions areroughly at a velocity βγ of 3–4for the different material. Thefigure is taken from [7].
30. Passage of particles through matter 5
limit the projectile velocity becomes comparable to atomic electron “velocities”
(Sec. 30.2.3), and at the upper limit radiative effects begin to be important
(Sec. 30.6). Both limits are Z dependent. Here Tmax is the maximum kinetic
energy which can be imparted to a free electron in a single collision, and the other
variables are defined in Table 30.1. A minor dependence on M at the highest
energies is introduced through Tmax, but for all practical purposes ⟨dE/dx⟩ in a
given material is a function of β alone.
For heavy projectiles, like ions, additional terms are required to account for
higher-order photon coupling to the target, and to account for the finite size of the
target radius. These can change dE/dx by a factor of two or more for the heaviest
nuclei in certain kinematic regimes [7].
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Figure 30.2: Mean energy loss rate in liquid (bubble chamber) hydrogen,
gaseous helium, carbon, aluminum, iron, tin, and lead. Radiative effects,
relevant for muons and pions, are not included. These become significant for
muons in iron for βγ >∼ 1000, and at lower momenta for muons in higher-Z
absorbers. See Fig. 30.23.
Few concepts in high-energy physics are as misused as ⟨dE/dx⟩. The main
problem is that the mean is weighted by very rare events with large single-collision
June 18, 2012 16:19
ergy loss. For heavy electrically charged particles the main source of en-
ergy loss is due to the ionisation of the atoms in the material. Heavy in
this context already refers to the heavier SM particles such as the muon
and hence the models describing the i teraction ar well established [7].
For moderate relativistic particles the mean ionisation energy loss is de-
scribed by the Bethe–Bloch formula
〈dE
dx
〉
= 4πe4z2mec2β2
(1
2 ln
(2mec2β2γ2TmaxI2e
)
− β2 − δ2
)
[7], (4.4)
with me the mass and e the charge of the electron, z the charge of the
projectile in multiples of e , n the volume density of electrons in the mate-
rial, the βγ of the particle with the Lorentz factor γ defined as 1/√1− β2,
Ie the mean ionisation potential, the δ term, which accounts for density
effects and Tmax the maximum energy transfer to an electron in a single
collision, for heavy particles given by
Tmax = 2mec2β2γ2. (4.5)
It can be seen from Equations 4.4 and 4.5 that the ionisation energy loss
is solely dependent on the velocity of the particles, besides somematerial
quantities and the charge of the particle. Hence it can serve as a measure
for the velocity. The form of the mean energy loss as a function of the
particle velocity βγ are shown in Figure 4.10. For low velocities the mean
energy loss is falling until it reaches a minimum at roughly βγ = 3 − 4.
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30. Passage of particles through matter 11
30.2.5. Energetic knock-on electrons (δ rays) : The distribution of secondary
electrons with kinetic energies T ≫ I is [2]
d2N
dTdx
=
1
2
Kz2
Z
A
1
β2
F (T )
T 2
(30.8)
for I ≪ T ≤ Tmax, where Tmax is given by Eq. (30.5). Here β is the velocity
of the primary particle. The factor F is spin-dependent, but is about unity for
T ≪ Tmax. For spin-0 particles F (T ) = (1 − β2T/Tmax); forms for spins 1/2 and
1 are also given by Rossi [2]( Sec. 2.3, Eqns. 7 and 8). For incident electrons, the
indistinguishability of projectile and target means that the range of T extends only
to half the kinetic energy of the incident particle. Additional formulae are given in
Ref. 23. Equation (30.8) is inaccurate for T close to I [24].
δ rays of even modest energy are rare. For a β ≈ 1 particle, for example, on
average only one collision with Te > 10 keV will occur along a path length of 90
cm of Ar gas [1].
A δ ray with kinetic energy Te and corresponding momentum pe is produced at
an angle θ given by
cos θ = (Te/pe)(pmax/Tmax) , (30.9)
where pmax is the momentum of an electron with the maximum possible energy
transfer Tmax.
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Figure 4.11: The mean energyloss as given by the Bethe-Bloch formula (Bethe), the re-stricted energy loss and theMPV of the energy loss (Lan-dau/Vavilov/Bichsel) as a func-tion of the kinetic energy ofa muon. For the restrictedenergy loss a maximal energytransfer Tcut is introduced.The figure is taken from [7].
The particles at th e velocities are accordingly call d minimum io ising
particles. For higher boosts the mean energy loss starts increasing again
but with a lower gradient. The reason for the falling slope is that the
particle transverse the electric field of the electrons in the material for
a shorter time. This effect stops as the particle velocity approaches its
upper bound, the speed-of-light. The boost of the particles leads to an
increase of transversal component of the electric field, while the paral-
lel component is decreasing. For the interaction of the particles only the
transversal component is relevant as the parallel component gets inte-
grated out. Hence for boosts higher than roughly βγ = 3 − 4 the mean
energy loss is increasing again. The mean energy loss of a muon with
a momentum of roughly 100 GeV would correspond to a HCLLP with a
typical velocity β = 0.65 ( βγ = 0.85), which can be seen from Figure 4.10.
Hence due to the ambiguity of the βγ–dE/dxmean-relation themean energy
loss can not be used to identify HCLLPs. In the relativistic rise the increase
of the mean energy loss is mostly driven by single highly energetic inter-
actions. For thin absorbers like e.g. silicon detectors the probability for
measuring a certain energy loss follows a Landau distribution. Instead of
measuring the mean energy loss the Most Probable Value (MPV) is what
can and should be measured. The MPV as a function of kinetic energy of
a muon in contrast to the mean energy loss from Bethe–Bloch is shown
in Figure 4.11. It can be seen that the MPV is almost flat as a function of
the kinetic energy of the muon and hence by measuring the MPV instead
of the mean energy loss the ambiguity between relativistic rise and low
energetic tail can be minimised. Hence, measuring the MPV of the energy
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loss can be a powerful tool to identify HCLLPs.
4.5 Hadronic Interaction
For colour charged HCLLPs, also hadronic interaction with the detector
material are important to understand their signature in the detector. As
no comparable SM particles exist, only little is known about the hadronic
interactions of R-hadrons. For the simulation of the hadronic interactions
two different phenomenological approaches are considered here. The
triple Regge model [83, 84] and a more pragmatic approach, with the
Generic model [85].
To understand the interactions of R-hadrons in the detector, it is crucial
to estimate their expected mass spectra. If some states are significantly
lighter than others, those would be dominant in the detector, as after
hadronisation the heavier states would immediately decay to the light
ones. If the lightest state is either electrically neutral or charged (or even
doubly charged) a completely different signature would be expected. A
variety of approaches were used to calculate the mass spectra e.g. using
the bag model [86] or lattice QCD [87]. Common to all of them is that
the HCLLP is, due to the high mass, spin decoupled and forming an al-
most static colour field [88]. For colour triplet states (e.g. squarks) the SM
hadrons containing heavy quarks such as charm and bottom can serve
as a guideline for the mass spectra, while for colour octets (e.g. gluinos)
the mass spectra fully rely on the phenomenological calculations. The
details of the lowest lying states in the mass hierarchy used in the triple
Regge and Generic model differ, but some important general features do
not. For both mass spectra the light R-mesons are almost mass degener-
ated (in particular the mass splitting is smaller than the pion mass) and
hence they do not decay. Furthermore for both models the mass split-
ting between the mesonic and baryonic states is smaller than the proton
mass. This leads, together with the absence of mesons in the material, to
baryonic states not being able to convert into mesonic states by hadronic
interactions. This does not hold for the anti-baryonic-states as those can
have annihilation interactions with the nucleons. An important difference
between the assumed mass spectra is in the R-baryon sector. For the
R-hadrons formed from the colour triplet state (C3) the lightest state isthe (C3ud) with zero spin of the di-quark system (sqq = 0). While for theRegge model only this state is taken into account, the generic model also
includes the heavier sqq = 1 states (C3uu), (C3ud) and (C3dd). The main dif-
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Fig. 13.R-hadron-proton scattering processes. (a) Elastic scattering, (b) Inelastic scattering
leading to baryon and charge exchange, (c) Inelastic scattering leading to charge exchange,
(d) Resonance formation.
state with a total energy E=450 GeV and a mass m of the C8 parton of 300 GeV,
the Lorentz factor will be γ=1.5. Although the kinetic energy of the R-hadron is
150 GeV, the kinetic energy of the interacting qq̄ system is only (γ − 1)mqq̄ ≈ 0.3
GeV, (if the quark system consists of up and down quarks). ForR-hadrons produced
at the Tevatron or LHC with masses above 100 GeV, the centre-of-mass energy of
the system of quarks and a stationary nucleon can thus be at most around a few
GeV. Thus, the energy scales relevant for heavy hadron scattering processes from
nucleons are low and comparable with low-energy hadron-hadron scattering for
which Regge theory is often applied. The heavy state Ci serves only as a reservoir
of kinetic energy.
Although R-hadrons may scatter elastically or inelastically the energy absorbed in
an elastic scattering process, such as that illustrated in Fig. 13 (a), is expected to be
small [269], since the high-mass R-hadron scatters on a lower mass target nucleus,
and inelastic collisions are expected to be largely responsible for the energy loss
of an R-hadron. These inelastic collisions may cause the conversion of one species
of R-hadron to another in two ways: baryon exchange, which was overlooked until
recently [235], and charge exchange, as shown in Fig. 13 (b) and (c), respectively.
In the first process, an exothermic inelastic R-meson-nucleon interaction results in
the release of a pion. The reverse reaction is suppressed by phase space and because
of the relative absence of pions in the nuclear environment. Thus, most R-mesons
will convert early in the scattering chain, in passing through hadron absorbing ma-
terial, e.g. a calorimeter, to baryons and remain as baryons. This is important, since
baryons have larger scattering cross sections. Baryon formation offers one oppor-
tunity for a charge exchange process to take place. Charge exchange may arise
in any meson-to-meson, meson-to-baryon, or baryon-to-baryon process. Although
exact predictions of individual processes are difficult to make, the low energies in-
volved in R-hadron scattering imply that reggeon and not pomeron-exchange will
dominate, and thus charge exchange reactions may well form a substantial contri-
bution to all interactions. This may lead to striking topologies of segments of tracks
of charged particles with opposite signs of charge on passage through hadron ab-
sorbers or calorimeter material. It is also interesting to note that such a configuration
can also arise if a neutral R-meson, formed as an intermediate state during scatter-
ing, oscillates into its own anti-particle and then subsequently interacts to become
50
Figure 4.12: Examples forhadronic interactions of aR-hadron with a proton: a)elastic scattering b) baryonexchange c) charge exchanged) resonance formation. Thefigure is taken from [23].
ference between the Generic and Reggemass spectra is themass splitting
for the C8 baryonic states. In th Regge odel the lightest bary nic statis the electrically neutral (C8uds) while all others are neglected as they areexpected to decay almost immediately to the lightest baryonic state. In
contrast, the Generic model assumes all baryonic states formed from the
light quark (u and d) to be mass degenerated. Overall the Generic model
includes mor different R-hadron states in its modelling. More d tails on
the mass spectra can be found in References [84, 85].
One basic idea common to all hadronic interaction models of R-hadrons
is, that the heavy exotic particle has, due to its high mass, a very localised
wave-function and hence does not participate in the interaction. The
probability for the heavy exotic particle to interact with quarks in the nu-
clei is suppressed by the inverse mass squared [85]. Hence the exotic par-
ticle will act as a spectator and energy reservoir, while the hadronic inter-
action is carried out by the light quarks forming the R-hadron. To under-
stand the energy regime at which those i teractions take place one can
do the following gedankenexperiment: The Lorentz factor for a 600 GeV
gluino R-hadron at the peak in beta (0.8, see Figure 4.9 right) is roughly
1.7. Furthermore the mass of the light-quark system can be approxi-
mated by the mass of the R-hadron minus the mass of the exotic particle.
Fo the mesonic states this results in a typical mass of the di-quark sys-
tem of mqq̄ = (0.6− 0.7) GeV with the light quarks being up and/or down.
Using those the kinetic energy of the quark system can be calculated with
Ekin = (γ − 1)×mqq̄ ≈ 0.5 GeV. (4.6)
The hadronic interactions of the R-hadrons are therefore expected to be
treatable like low-energy hadron–hadron cattering of the light SM qu rk
system, with the exotic particle serving as an energy reservoir.
The scattering processes of R-hadrons on protons are shown in Figure 4.12.
Process a) is expected to result only in a small energy loss as the heavy
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Figure 4.13: The interactioncross section with a nucleuscontaining equal numbers ofprotons and neutrons as afunction of the Lorentz boostfor stop R-hadrons (left) andgluino R-hadrons (right). Thesolid lines are showing thecross section for differenttypes of R-hadrons estimatedwith the triple Regge modelwhile the dashed lines areindicating the constant crosssections estimated with theGeneric model. The figure istaken from [85].
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of light constituents which take part in the scattering. En-
ergy losses of a R-hadron in an interaction with a station-
ary nucleon will thus be determined by the kinetic energy
of the light quark system in a R-hadron. At the LHC, for
R-hadrons of masses above several hundred GeV the light
quarks system’s kinetic energy is typically of order GeV
and small energy losses are thus anticipated. Another im-
portant feature of R-hadron scattering is that processes
in which R-baryons are converted into R-mesons are sup-
pressed due to kinematics and t e absence of pi ns in ma-
terial [16]. Thus, any mesons which convert to baryons
will likely stay in this state during their passage through
material. A number of mod ls have been propos d [9,15,
16,29,30] which are ba ed on he above principles. In this
section, brief summaries are given of the salient features
of the triple Regge [9] and generic models [15,16]. This
is followed by a description of the implementation of the
triple Regge model in Geant-4.
3.1 Triple Regge model
Since the central picture is one of a low-energy light-quark
system interacting with a stationary nucleon, R-hadron
scattering can be treated with the phenomenology used
to describe low-energy hadron-hadron scattering data [9,
29,30], as is done in the triple Regge approach [9]. The
triple Regge model was originally developed to describe
the scattering of exotic hadrons containing heavy colour-
triplet objects. Here, though, it has been extended to also
treat gluino R-hadrons. This model assumes the stable
states described in Section 2.
Using parameters fitted to low-energy hadron-hadron
data, the triple Regge model makes predictions for R-
hadron scattering cross sections, together with energy-loss
calculations based on the triple Regge formalism. Figure 1
(left) shows the the model predictions of the scattering
cross sections of a squark-based R-hadron off a station-
ary nucleon within a nucleus comprising equal numbers
of neutrons and protons. The cross section formulae are
given in Section 3.3 in which the implementation of the
model in Geant-4 is described. The cross section is shown
for different types of squark-based R-hadrons as a func-
tion of the Lorentz factor, γ. As can be seen, there is a
large cross section for antibaryon (¯̃qūd̄) interactions which
is due to a dominant annihilation process with a nucleon
in the target.
It is also seen that, at lower values of γ (γ ! 10), the
scattering cross section of squark-based R-hadrons con-
taining a light valence antiquark (q̃ū, q̃d̄) is larger than for
antisquark-based R-mesons. This arises from the presence
of Reggeon-exchange processes which are only permitted
for R-hadrons containing a light antiquark. Owing to the
presence of an additional light quark the scattering cross
section for R-baryons (q̃ud) is twice as large as for the
mesons with light quarks.
Upon an interaction the probability that a R-meson
becomes a baryon is around 10%. Once a R-hadron be-
comes a baryon it stays in this state. Another process
which must be taken into account is the oscillation of a
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Fig. 1. Cross sections for the interaction of stop-based and
gluino-based R-hadrons off a stationary nucleon within a nu-
cleus assumed to contain an equal number of protons and neu-
trons. The predictions are shown for the triple Regge model
(solid lines) and the generic model (dashed lines).
neutral mesonic squark-based R-hadron into its antipar-
ticle [23,31]. Feynman diagrams of possible processes in
which oscillations can occur are shown in Figure 2. Tree
level gaugino (gluino and neutralino) exchange and one-
loop charged current-chargino box diagrams are shown.
Since the conversion rate would be model dependent we
allow two possibilities here: zero mixing, in which no os-
cillations take place and a maximal-mixing scenario in
which there is a 50% probability that any neutral mesonic
squark-based R-hadron which was produced would auto-
matically be converted to its anti-particle. These mixing
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of light constituents which take part in the scattering. En-
ergy losses of a R-hadron in an interaction with a station-
ary nucleon will thus be determined by the kinetic energy
of the light quark system in a R-hadron. At the LHC, for
R-hadrons of masses above several hundred GeV the light
quarks system’s kinetic energy is typically of order GeV
and small energy losses are thus anticipated. Another im-
portant feature of R-hadron scattering is that processes
in which R-baryons are converted into R-mesons are sup-
pressed due to kinematics and the absence of pions in ma-
terial [16]. Thus, any mesons which convert to baryons
will likely stay in this state during their passage through
material. A number of models have been proposed [9,15,
16,29,30] which are based on the above principles. In this
section, brief summaries are given of the salient features
of the triple Regge [9] and generic models [15,16]. This
is followed by a description of the implementation of the
triple Regge model in Geant-4.
3.1 Triple Regge model
Since the central picture is one of a low-energy light-quark
system interacting with a stationary nucleon, R-hadron
scattering can be treated with the phenomenology used
to describe low-energy hadron-hadron scattering data [9,
29,30], as is done in the triple Regge approach [9]. The
triple Regge model was originally developed to describe
the scattering of exotic hadrons containing heavy colour-
triplet objects. Here, though, it has been extended to also
treat gluino R-hadrons. This model assumes the stable
states described in Section 2.
Using parameters fitted to low-energy hadron-hadron
data, the triple Regge model makes predictions for R-
hadron scattering cross sections, together with energy-loss
calculations based on the triple Regge formalism. Figure 1
(left) shows the the model predictions of the scattering
cross sections of a squark-based R-hadron off a station-
ary nucleon within a nucleus comprising equal numbers
of neutrons and protons. The cross section formulae are
given in Section 3.3 in which the implementation of the
model in Geant-4 is described. The cross section is shown
for different types of squark-based R-hadrons as a func-
tion of the Lorentz factor, γ. As can be seen, there is a
large cross section for antibaryon (¯̃qūd̄) interactions which
is due to a dominant annihilation process with a nucleon
in the target.
It is also seen that, at lower values of γ (γ ! 10), the
scattering cross section of squark-based R-hadrons con-
taining a light valence antiquark (q̃ū, q̃d̄) is larger than for
antisquark-based R-mesons. This arises from the presence
of Reggeon-exchange processes which are only permitted
for R-hadrons containing a light antiquark. Owing to the
presence of an additional light quark the scattering cross
section for R-baryons (q̃ud) is twice as large as for the
mesons with light quarks.
Upon an interaction the probability that a R-meson
becomes a baryon is around 10%. Once a R-hadron be-
comes a baryon it stays in this state. Another process
which must be taken into account is the oscillation of a
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Fig. 1. Cross sections for the interaction of stop-based and
gluino-based R-hadrons off a stationary nucleon within a nu-
cleus assumed to contain an equal number of protons and neu-
trons. The predictions are shown for the triple Regge model
(solid lines) and the generic model (dashed lines).
neutral mesonic squark-based R-hadron into its antipar-
ticle [23,31]. Feynman diagrams of possible processes in
which oscillations can occur are shown in Figure 2. Tree
level gaugino (gluino and neutralino) exchange and one-
loop charged current-chargino box diagrams are shown.
Since the conversion rate would be model dependent we
allow two possibilities here: zero mixing, in which no os-
cillations take place and a maximal-mixing scenario in
which there is a 50% probability that any neutral mesonic
squark-based R-hadron which was produced would auto-
matically be converted to its anti-particle. These mixing
R-hadron is scattering with a low-mass target, comparable to the classic
picture of a elastic scattering. Also process d) is argued to play a minor
role, but is far not implemented in any interaction model, and henc
could be an important limitation of the interaction models [23, 85]. The
most important processes in the modelling of the hadronic interactions
of R-hadrons are therefore inelastic scattering processes like shown in
b) and c) of Figure 4.12. An important feature of those inelastic scatter-
ing processes is that t R-hadr ns can change th ir electr c charge. A
summary of possible processes implemented in the triple Regge interac-
tion model can be found in Reference [80], which includes both 2 → 2
and 2 → 3 processes. The main difference between the two interaction
models is the estimation of cross sections for the different processes as
this is non-trivial. Even for SM hadron low-energy hadron scattering is
poorely understood, and hence can only be treated phenomenological.
The Generic model uses a pragmatic approach with a black disk approxi-
mation, which uses a constant cross section for each involved light quark
(up and d wn) of 12 mb, while for s-quarks 6 mb are used. These values
are inspired by the as mptotic value of pion and kaon scattering with
protons. In contrast to that the triple Regge model is using the Regge for-
malism [89] for low-energy hadron scattering. Therefore the light-quark
system is decoupled from the heavy quark before scattering and after the
interaction recombined. The relevant parameters for the Regge formal-
ism are estimated from low-energy hadron–hadron scattering data. The
triple Regge model is giving a more dynamic picture with the cross sec-
tion being dependent on the boost of the system, which can be seen in
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Figure 4.14: The radial- (r) vs. z positon (along the beamline) of hadronic interactions of R-hadrons with the ATLAS detector simulatedwith GEANT4. The Figure is number of interaction is divided by the number of particles traversing the the respective bin.
Figure 4.13.
The higher cross section for R-hadrons with light anti-quarks is due to the
additional Reggeon interaction channel where the anti-quark annihilates
with the respective quark from the nuclei to a gluon which decays to a
quark–anti-quark pair.
In the following the results of the simulation of the hadronic interactions
of stop and gluino R-hadrons using the Generic or triple Regge model
with the ATLAS detector are discussed. Both interaction models are im-
plemented in GEANT4 [73], which is used in the following for the mod-
elling of the interactions of R-hadrons with the detector. The hadronic
interactions of R-hadrons are mainly in the dense regions of the detector
which can be seen from Figure 4.14 and Figure 4.15. It can be seen that
most of the interactions take place in the calorimeters, which matches
expectations as those are the most dense regions of the detector. The
high number of hadronic interactions closer to the origin of the coordi-
nate system in Figure 4.15 is not due to super dense detector parts but
due to the fact that all particles are produced roughly at the orgin (mod-
ulo beam spread) and hence the particle density transversing the region
spanned by each bin is significantly higher.
Particles are only detectable in the tracker systems if charged, hence
the composition of R-hadron flavours and in particular the ratio between
charged and uncharge states is essential to understand the efficiency to
reconstruct R-hadrons in the detector. Figures 4.16 and 4.17 are showing
the flavour composition of R-hadrons for stop R-hadrons (mt̃ = 800 GeV).One important difference is that in the Generic model strange quarks are
included while this is not the case for the triple Regge model. Throughout
the full inner tracking system no significant changes in the flavour com-
position is visible, which matches the lower rate of hadronic interactions
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Figure 4.15: The x- vs. y-positon of hadronic interactions of R-hadrons with the ATLAS detector simulated with GEANT4.
visible in this region in Figures 4.14 and 4.15. The flavour fraction at small
r for the Generic model is matching the one estimated earlier in this chap-
ter for after hadronisation, as the light mesonic states are degenerated in
mass and hence do not decay. For the triple Regge model, due to the ab-
sence of strange quarks, this is not the case, but the additional charged
R-hadrons seem to be absorbed in the states with down quarks. Hence,
for both models the same fraction of charged R-hadrons is expected in
the inner detector.
For both models the flavour composition starts to change significantly
when traversing the dense calorimeters. For R-hadrons formed from stop
quarks with both models the baryonic states get dominant afterr travers-
ing the calorimeters. The reason for this is the lack of allowed reactions
transforming baryonic to mesonic states. On the one hand the mass dif-
ference between the mesonic and baryonic states is smaller than the
proton mass, hence decays are kinematically forbidden. On the other
hand, due to the lack of SM mesons or anti-matter in the detector ma-
terial, no hadronic interactions from baryonic to mesonic states are al-
lowed (baryon number conservation). For the Generic model only bary-
onic states are present after the calorimeters, while the triple Reggemodel
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Figure 4.17: The flavourcomposition of stop (up-per) and anti-stop (lower)R-hadrons simulated withthe triple Regge model asa function of r in the ATLASdetector. The R-hadrons arerestricted to a region wherethey transverse the ATLASTile Calorimeter (η < 1.65).The different detectors areindicated by dashed lines forthe different layers of silicondetectors and solid regionsfor the other detectors. Adetailed description of thedifferent components canbe found in Section 3.2. Inblue the neutral R-hadronstates are drawn, while thecharged states are shownas red bands. The width ofthe bands gives the statisticuncertainty due to the lim-ited number of simulatedR-hadrons. [5]
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is predicting a slower transition rate to baryonic states. A major differ-
ence is that the triple Regge model includes only the lightest baryonic
state, while the generic model has a broader spectrum of baryonic states
included. For stop quarks the difference is not as significant as for sbot-
tom quarks as there the lightest baryonic state is uncharged. Sbottom
R-hadrons have a behaviour similar to stop R-hadrons regarding the inter-
action, though they are charged differently, lowered by one with respect
to the corresponding stop states. For the generic model a large fraction of
the sbottom R-hadrons is charged after the calorimeters, while the frac-
tion of charged rhads is suppressed with the triple Regge model. This
predicts only for stop R-hadrons a large fraction of charged states after
the calorimeters, while for sbottom R-hadrons the majority is uncharged.
The triple Regge model is therefore sometimes referred to as charge sup-
pressed interaction model.
In contrast to stop R-hadrons, the flavour composition in different parts
of the detector is rather similar for anti-stop R-hadrons in the Generic and
the triple Reggemodel. The reason is that the baryonic states, which are a
major difference between the two models, play a minor role as for those
annihilation processes with the protons and neutrons in the detector ma-
terial are allowed, they are hence fading away in the dense calorimeters.
One potential model-dependent feature that could change the above de-
scribed predictions on the flavour composition of R-hadrons is if oscil-
lations between squark–anti-quark and anti-squark–quark states are al-
lowed.
The composition of charges of stop R-hadrons in the inner detector and
the muon system, and hence visibility in the two different tracking sys-
tems is shown in Figure 4.18. While the fraction of charged states in the
inner detector (red to blue) is almost the same for both models, large
differences can be seen in the composition of charge states in the muon
system. The generic model is e.g. predicting 8% R-hadrons having a dif-
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ferent charge in the inner detector than in the muon system, whereas the
triple Regge model is not predicting such charge changes. The reason are
the t̃uu states, which are no present in the triple Regge model.
An interesting signature for R-hadrons arises, when they get stopped in
the detector (mostly in the dense calorimeters) due to hadronic interac-
tions and ionisation energy losses. If not stable those particles will decay
later and hence can be searched for with out-of-time signals, depending
on the SM decay products. This signature will not be targeted in this the-
sis, but searches were performed e.g. in References [90, 91].
The important features of the different interaction models for R-hadrons
can be summarised as follows: Both interaction models predict similar
fractions of charged R-hadrons in the inner detector while the fraction
of charged states in the MS are quite different for the two interaction
models. Both interaction models show some limitations for different
cases. While the triple Regge model incorporates a simplified spectrum
of R-hadron states, this is slightly extended for the Generic model. For
the case of the cross sections of the different R-hadron states the Generic
model is rather pragmatic, while the more dynamic modelling of cross
sections from the triple Regge model, maybe more realistic.
4.6 Lifetime
As discussed in Section 2.1.3, lifetimes in quantum field theory have an
intrinsic random element and hence the lifetime of particles has to be de-
scribed with the exponential decay law and correspondingly with a mean
lifetime. The fraction of particles surviving to a certain distance can be
calculated, including the time dilation due to the boost of the particles,
with
N(x)/N0 = exp(− xβγcτ ). (4.7)
This can be used to estimate the fraction of particles that decay in a cer-
tain detector volume. Figure 4.19 shows a sketch of the number of re-
maining particles as a function of the radial distance in the detector as
well as the decay probabilities in the different subdetectors. It can be
seen that the fraction of particles that are expected to decay in a cer-
tain subdetector is not shifted but rather smoothed out the longer the
mean lifetime. This means that even for a large mean lifetime of 50 ns,
which corresponds to a cτ of 150 m, a significant fraction (13%) of parti-
cles has decayed before the tile calorimeter, which is the minimum life-
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Figure 4.19: The number ofparticles illustrated as func-tion of the distance traveledin the detector (top). The de-cay probability in the differ-ent subsystems for mean life-times of 10 ns, 30 ns and 50 nsassuming βγ = 1 (bottom).
time requirement for particles targeted with the search described in this
thesis. Particles which are decaying earlier in the detector are targeted
with dedicated search, which are not using or even vetoing correspond-
ing signals in the outer parts of the detector [92, 93, 94]. For short mean
lifetimes of 10 ns a significant fraction of particles would still be able to
reach the tile calorimeter (50%) and some efficiency for this models is ex-
pected. All in all, for a search which targets particles that at least reach the
Tile Calorimeter the efficiency significantly drops for mean lifetimes lower
than 10 ns, while lifetimes larger than 50 ns are almost fully efficient.
4.7 Summary
Heavy charged long-lived particles are an interesting target for detector
searches as they can have lifetimes sufficient to directly interact with the
detector. Due to their mass, HCLLPs are expected to be produced with
velocities significantly lower than the speed-of-light. This can be used
to identify them, as all SM particles are expected to be produced at the
LHC with almost speed-of-light. Furthermore, the low velocity leads to
a high ionisation energy loss, which is another important observable to
identify HCLLPs. The production mechanisms of such particles are rather
model dependent and can have significant impact on the kinematics. For
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a model independent approach, the searches have to rely as little as
possible on the kinematic features of the different models. For colour-
charged HCLLPs the hadronic interactions are hard to predict, as no com-
parable SM particles exist. An important feature of the hadronic interac-
tions is that the R-hadrons can change their charge due to the exchange of
SM particles. While the predictions of the fraction of charged R-hadrons in
the inner detector agrees between the different interaction models, sig-
nificant differences can be seen for the charge composition in the outer
components of the detector. The mean particle lifetimes relevant for the
search described in this thesis start at about 10 ns, while for mean life-
times larger than 50 ns no significant fraction of particles is expected to
decay before the Tile Calorimeter, the particles can hence be assumed
stable.
Chapter 5
Search for Heavy Charged
Long-lived Particles
In this chapter the main work of this thesis will be described, the search
for HCLLPs with the ATLAS detector. First the analysis strategy will be ex-
plained. This is followed by a discussion of previous results in collider
physics with the ATLAS experiment as well as with other experiments. In
the next parts the detector objects which are used as HCLLP candidates
are introduced as well as the main observables that are used to iden-
tify them. Also the custom calibration steps needed to achieve optimal
separation power to SM particles with those variables will be given. The
following parts discuss the event and candidate selection criteria applied.
A purely data-driven background estimate is used that will be presented
in the subsequent section, followed by a discussion of the systematic un-
certainties. Last but not least the results of this search will be discussed.
5.1 Analysis Strategy
The basic idea of this analysis is to use both the high ionisation energy
loss as well as the Time-of-Flight (ToF) to identify HCLLPs. There are no
SM particles having a similar signature in the detector and therefore the
main backgrounds are particles with mis-measured observables. The en-
ergy loss (pixel detector) and the ToF (Tile Calorimeter, MS) are measured
with different sub-detectors. The measurements are hence independent
and reduce, as fluctuations in both would be needed for SM particles to
be identified as HCLLP, the background significantly. An illustration of the
analysis strategy is given in Figure 5.1 and will be discussed in the follow-
ing.
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Figure 5.1: Illustration of theanalysis strategy. The abbrevi-ations SR and CR stand for sig-nal region and control region,respectively.
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The benchmark models that are targeted span the full range of charged
supersymmetric particles. Stable charginos as well as staus are con-
sidered as electrically charged particles and for both the direct pair-
production is chosen. As discussed in Section 4.1, those particles mainly
differ in the kinematics and hence can be used to design the search as in-
dependent of the kinematics as possible. Selectrons and smuons would
not differ from staus in the detector as well as in the production mecha-
nisms at a hadron collider and are therefore without any loss of general-
ity not considered. For colour charged supersymmetric particles models
with stable stops, sbottoms and gluinos are used as benchmarks. In prin-
ciple also sup and sdown would be interesting as they offer additional
production channels like uu → ũũ, but as those are highly model de-
pendent, they are not considered here. With sbottom, stop and gluinos
the different aspects due to hadronic interactions of up- and down-type
colour triplets and colour octets, as discussed in Section 4.5, can be ex-
plored. To explore the sensitivity of this analysis strategy for shorter life-
times, gluino R-hadrons with lifetimes of 10 ns, 30 ns and 50 ns are used
as benchmark models.Two different triggers are used to select the rele-
vant events, ET and muon triggers. The muon triggers are of particularrelevance for charginos and sleptons which are charged throughout the
detector. A problem of the muon triggers can be the acceptance window
as HCLLPs can be sufficiently slow to be associated to the wrong bunch
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crossing. For R-hadrons in contrast ET triggers are more important assignificant fractions are uncharged in the MS as discussed before. Intrin-
sically the R-hadrons are not expected to produce large amount ofET. Thestrategy therefore relies on QCD radiation recoiling against the gluino sys-
tem. For R-hadrons predominantly radiation from the incoming partons,
Initial State Radiation (ISR), is important as hard collinear radiations from
the outgoing particles, Final State Radiation (FSR), are suppressed by the
mass of the colour charged particle [95].
As HCLLPs directly interact with the detector, candidate objects based on
their expected signatures have to be designed. This analysis is based on
three different types of candidates, an Inner Detector track with associ-
ated Tile Calorimeter cells, from now on referred to as id+calo, as well
as loose and tight full-detector candidates (loose and tight), which have
both an ID track and a MS track. The ionisation energy loss is measured
in the pixel detector and ToF measurements are performed with the Tile
Calorimeter, the MDT’s and the RPC’s.
With those candidates different event signature selections are designed
targeting the different bench mark models. For charginos and staus
which are pair-produced and charged through the hole detector, a signal
region requiring two loose full-detector candidates (SR-2Cand-FullDet) in
the event is complemented by an orthogonal fall-back region requiring
exactly one, but tight, full-detector candidate (SR-1Cand-FullDet). The
one-candidate region restores efficiency if one of the candidates is not
reconstructed or out of the acceptance window. Furthermore it also
helps to have sensitivity for models where only one HCLLP is produced
e.g. for chargino-neutralino production. For colour charged HCLLPs it has
to be taken into account that the particles can be produced neutral or un-
dergo a charge-flip via hadronic interactions. Two different approaches
are used: A signal region requiring at least one loose candidate with an
orthogonal fall-back signal region requiring at least one id+calo candi-
date (SR-Rhad-FullDet). And a signal region which is only requiring at
least one id+calo candidate. This signal region is designed to be blind
to any information from the MS and is accordingly called MS-agnostic
(SR-Rhad-MSagno). The benefit of the MS-agnostic signal region is that it is
less dependent on the R-hadron interaction model, due to the low num-
ber of hadronic interactions in the ID (Section 4.5) and the similar results
from the different models for the charge composition of R-hadrons after
hadronisation (Section 4.2). In contrast the SR-Rhad-FullDet region also
uses the MS for triggering, reconstruction and ToF measurements and
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therefore allows for a better background rejection with a slightly better
acceptance, but with a strong dependence on the interaction model.
The final selection is conducted on the momentum, βToF estimate fromthe ToFmeasurements and βγdE/dx determined from the dE/dxmeasuredwith the pixel detector. For the MS-agnostic analysis only the ToF mea-
sured in the Tile Calorimeter is used, whereas for the other signal regions
the combined beta from Tile Calorimeter, MDT’s and RPC’s is used. The
stau and chargino signal regions do not apply selection requirements on
βγdE/dx, as they are produced over weak interactions accordingly theirmass limits are significantly weaker. At such low masses almost no sepa-
ration power to SM particles is expected from βγdE/dx, hence it is not usedthere.
The event counting for the statistical interpretation of the results is done
in a one-bin mass window. The mass is estimated from momentum, βToFor βγdE/dx with
m = p
βγ
, (5.1)
labeled as mToF or mdE/dx, respectively. For the R-hadron signal regionsthe final counting mass window is defined in the two-dimensional mToF–mdE/dx-plane, while for the stau and chargino signal regions the windowis only defined in themToF-plane.The background is estimated in a purely data-driven manner by estimat-
ing the shape of the key variables from data and randomly sampling a
mass distribution from combinations of momentum and β (βγ). The back-
ground is normalised to the events seen in data in low mass control re-
gions where signals have been excluded by previous searches.
5.2 Previous Searches
Heavy charged long-lived particles have been an active target of collider
searches for the last decades. It was searched for with ATLAS but also
with other experiments at the LHC and other colliders. Searches were
performed that can be categorised into three types [23]: Generic searches
where only mass, charge and spin of the HCLLP are assumed, an interme-
diate category with some assumptions on the type and on the quantum
numbers of the HCLLPs and last but not least searches which use full-
blown models as benchmarks. For the first category model independent
upper limits on the production cross section can be placed, while for the
latter two also lower mass limits can be obtained. Table 5.1 summarises
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Particle Collisions √s [GeV] Experiment Lower mass Ref.
limit [GeV]
slepton
τ̃ , µ̃ e+e− 130− 208 DELPHI 98 [96]
τ̃ pp 13000 CMS 240 [93]
τ̃ pp 8000 ATLAS 286 [97]
chargino
χ̃± e+e− 130− 209 OPAL 102 [98]
χ̃± pp̄ 1960 D0 278 [99]
χ̃± pp 800 ATLAS 620 [97]
squark
b̃ e+e− 183− 209 ALEPH 92 [100]
b̃ pp 8000 ATLAS 845 [97]
t̃ e+e− 183− 209 ALEPH 95 [100]
t̃ pp̄ 1960 D0 285 [99]
t̃ pp 13000 CMS 1000 [93]
gluino
g̃ e+e− 183− 209 ALEPH 27 [100]
g̃ pp 13000 ATLAS 1570 [92]
g̃ pp 13000 ATLAS 1580 [101]*
g̃ pp 13000 CMS 1580 [93]
Table 5.1: Summary of se-lected searches for detectorstable HCLLPs. The table givesthe lowermass limits from thebest results of the respectiveexperiments. Were possiblethe limits are given for thedirect pair-production to becomparable between the dif-ferent limits. A detailed sum-mary of the results of HCLLPsearches can be found in Ref-erence [7].*I also contribute to this anal-ysis during my Phd.
previous results of searches for HCLLPs. The mass limits given are the
strongest obtained by the respective experiment and to be comparable
between the experiments, the direct production limits are given, where
available.
As these searches are rather unconventional and in particular the sig-
natures are different to SM particles, the detectors are primarily not de-
signed for those searches. The searches hence have to be conducted
in a way to perfectly exploit the capabilities of the detectors available.
For example the search at the DELPHI experiment [96] uses an energy
loss measurement in a Time Projection Chamber as well as Ring Imag-
ing Cherenkov detectors, where HCLLPs are expected to produce no
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Cherenkov light due to their low velocities. The ALEPH experiment in
contrast was looking for R-hadrons by requiring either missing energy,
for neutral R-hadrons or a particle track with large ionisation energy loss
measured in a Time Projection Chamber [100]. The searches performed
at the LHC experiments ATLAS and CMS are basically similar and require
either only tracks with high ionisation energy loss measured in the inner
silicon detectors or with both high ionisation energy loss and low veloci-
ties estimated from ToF measurements in the calorimeters and the muon
systems.
Important results for the analysis described in this thesis are also the AT-
LAS results from Reference [102]. There instead of a data-driven method,
the background was estimated from simulations. This together with the
successive improvement of the cross section limits in References [103, 97,
101] ensures that no large low-mass signals are overseen. This is a key as-
sumption for the validity of the background estimate, as large low-mass
signals would contaminate the control regions, described in Section 5.1.
These low-mass signals could hence be hidden in the corrupted back-
ground.
5.3 Data and Simulation
The data analysed in the searches described in this thesis are proton–
proton collisions taken in 2015 and 2016 at a center-of-mass energy of
13 TeV and with a bunch spacing of 25 ns. The dataset collected in 2015
corresponds to an integrated luminosity of 3.2 fb−1 and is used in the
analysis published in Reference [101]. The search presented in Refer-
ence [5], which will be the main focus of this thesis, analyses both the
data collected in 2015 and 2016, which sum up to an integrated luminos-
ity of 36.1 fb−1.
Besides data sampels also simulated samples are needed for testing and
calibration as well as for the estimation of the signal behaviour. For the
testing and calibration a Z → µµ sample is used. The hard process is sim-
ulated with Powheg [104] in next-to-leading order (NLO), while for parton
shower and hadronisation PYTHIA8 [105] (version 8.186) and EvtGen [106]
(version 1.2.0) are used. For the parton shower and multiple parton inter-
action parameters of PYTHIA8 the AZNLO [107] tune is used and as PDF’s
the CTEQ6L1 [48] set.
For the simulation of the R-hadron signal samples PYTHIA6 [108] with the
AUET2B [109] tune and the CTEQ6L1 PDF set is used for both matrix el-
5.3. DATA AND SIMULATION 73
M
as
s 
[G
eV
]
10
100
1000
10000
100000
Gluino Stop Sbottom Squark (l) Squark (r) Photino Wino/Zino Higgsino Slepton (l) Slepton (r)
1,2001,500
40,000
8,000
4,0004,2004,8004,2004,100
3000
-
400
Gluino
Figure 5.2: The mass spec-trum of the SUSY particlesused for the production of thegluino signal samples. Thedark blue bar is indicatingthe range of simulated gluinomasses.
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Figure 5.3: The mass spec-trum of the SUSY particlesused for the production ofthe stop signal samples. Thedark blue bar is indicatingthe range of simulated stopmasses.
ement and showering. Dedicated hadronisation routines based on the
Generic or the triple Regge model are incorporated in PYTHIA6 and used
for the hadronisation of squarks and gluinos. For both cases a R-glueball
fraction of 10% is assumed[80]. The Generic and triple Regge interaction
models are implemented in GEANT4 to simulate the hadronic interactions
of R-hadrons. For gluino R-hadrons the generic interaction model is ap-
plied, while for squarks the triple Regge model is used. A description of
the different interaction models can be found in Section 4.5. The mass
spectra used for the simulation of gluino and stop samples are shown in
Figure 5.2 and Figure 5.3, respectively. For gluino as well as for squark
samples a direct pair-production is assumed. Effects from other relevant
SUSY particles (gauginos, higgsinos and squarks/gluinos) are negligible as
they are set to high masses. For gluinos, signals with masses between
400 GeV and 3000 GeV are simulated in steps of 200 GeV, whereas for
sbottom and stop only masses between 600 GeV and 2000 GeV are pro-
duced, due to the significantly lower expected cross sections. The squarks
and gluinos are forced to be stable for those samples. Besides the stable
samples alsometa-stable signals are simulated for gluinos withmean life-
times of 10 ns, 30 ns and 50 ns to explore the breakdown of the analysis
strategy described in Section 5.1. Similar mass spectra as for the stable
gluinos are used with the one main difference, the photino mass is set to
100 GeV, as shown in Figure 5.4. The lightest neutralino is purely photino
and hence the decay of the gluino to two quarks an the lightest neu-
tralino is possible. As discussed in Section 5.1 the selection of R-hadron
74 CHAPTER 5. SEARCH FOR HEAVY CHARGED LONG-LIVED PARTICLES
Figure 5.4: The mass spec-trum of the SUSY particlesused for the production ofthe meta-stable gluino signalsamples. The dark blue bar isindicating the range of simu-lated gluino masses.
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Figure 5.5: The pT spectrumof the di-gluino system, whichserves as a measure for theISR for 1400 GeV gluinos.The spectrum is simulatedwith PYTHIA6, which reliessolely on the parton showerfor the simulation of QCDradiations, and MadGraph(MG5_AMC@NLO), whichincludes an additional QCDradiation in the matrixelement calculation.
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events with the ET trigger largely relies on ISR jets recoiling against thegluino system. While PYTHIA6 models QCD radiations only phenomeno-
logical with the parton shower, MG5_AMC@NLO [110] (version 2.2.3) in-
cludes an additional QCD radiation in the calculation of the matrix ele-
ment. The modelling of ISR in MG5_AMC@NLO is hence more reliable and
a re-weighting of the events from PYTHIA6 to MG5_AMC@NLO along the
pT-spectrum of the gluino-system, as measure for the ISR, is introduced.The pT-spectra of the gluino system from PYTHIA6 and MG5_AMC@NLOfor one example are shown in Figure 5.5. With MG5_AMC@NLO a higher
boost of the gluino-system is expected, which results in higher ET andaccording to that a higher trigger efficiency. The cross sections are calcu-
lated taking into account NLO order QCD corrections. Further corrections
due to soft gluon emission are also included as resummation of threshold
corrections at next-to-leading logarithmic (NLL) accuracy, which leads to
matched NLO+NLL predictions [81, 111, 112, 113, 114].
Pair produced staus are simulated with MG5_AMC@NLO (version 2.3.3)
for the matrix element in combination with PYTHIA8 (version 8.212) and
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Figure 5.6: The massspectrum for the produc-tion of long-lived staus(mτ̃1 = 692 GeV) in a GMSBmodel. The lightest super-symmetric particle is theGravitino, with a soft couplingto all other particles. The stau1 as next-to-lightest particle istherefore long-lived.
Figure 5.7: The cross sectionas function of the τ̃1 mass fordifferent production mecha-nisms of τ̃1 in the GMSB pa-rameter space. As model pa-rameters tanβ = 220 GeV,mM = 500 TeV, Cgrav = 100000,N5 = 3 are chosen, while theslepton mass is changed by ascan along the susy breakingscale (ΛSUSY ) between 90 TeVand 290 TeV.
EvtGen [106] (version 1.2.0) for parton-shower and hadronisation. For
the hadonisation and underlying event parameters the A14 [115] set is
used and as PDF set NNPDF23LO [116] is chosen. The underlying model
is inspired by the GMSB, but only the direct pair-production of τ̃1τ̃1 is con-sidered, where the τ̃1 is a mixture of the right-handed and left-handed τ̃ ,but in this model to 99% the right-handed τ̃ . The mass spectrum for one
particular mass point (mτ̃1 = 692 GeV) is shown in Figure 5.6. The modelparameters are set to tanβ = 220 GeV, mM = 500 TeV, Cgrav = 100000and N5 = 3, only the SUSY breaking scale (ΛSUSY ) is varied between 90 TeVand 290 TeV to change the mass of the τ̃1. But, as only direct pair pro-duction of τ̃1τ̃1 is considered, no other SUSY particles are involved in theproduction. It is therefore independent from the underlying model and
only depends on the mass of the τ̃1. The production cross section in-volving also other prodcution mechanisms for the long-lived τ̃1 are calcu-lated with PROSPINO2 [117] to NLO in the strong coupling constant and
are shown in Figure 5.7. The cross section would be significantly enlarged
if besides the direct pair production also productions via other sleptons
or Electroweak (EW) particles would be allowed. For the low mass region
also production over sparticles interacting via the strong interaction sig-
nificantly contribute. Using only the direct production is therefore a con-
servative approach and, as the search is designed to be robust against
the kinematics of the HCLLPs, no significant loss in sensitivity is expected
for other production mechanisms. The results can therefore be rather
easily reinterpreted for the full-blown GMSB scenario as well as for other
models.
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Figure 5.8: The mass spec-trum with a long-livedchargino (m
χ̃±1 = 799.9 GeV)from a mAMSB model. Thelightest supersymmetric par-ticle is the neutralino 1, whichis almost mass degeneratedwith the next-to-lightestparticle, the chargino 1.The chargino 1 is thereforelong-lived.
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Charginos are also assumed to be only directly pair-produced. They are
simulated with the same setup as used for the direct production of staus,
MG5_AMC@NLO (version 2.3.3) in combinationwith PYTHIA8 (version 8.212)
and EvtGen (version 1.2.0), with the A14 tune and the NNPDF23LO PDF
set. The samples are produced using the mAMSB parameter space, fixing
tanβ = 5 TeV, mM = 5 TeV and sign(µ) = 1 and scanning along m3/2 be-tween 68 TeV and 534 TeV. A typical mass spectrum for m3/2 = 279.6 TeV,which corresponds to a chargino mass of roughly 800 GeV, is shown in
Figure 5.8. In those models the chargino 1 is typically almost mass degen-
erated with the neutralino 1. The lifetimes of the charginos given from
the models are typically too short for this search to be sensitive. The
charginos are therefore artificially enforced to be stable. In contrast to
the stau samples the charginos are not fully decoupled from the other
SUSY particles as t-channel contributions with virtual squarks are possi-
ble at leading order, but are largely suppressed due to the high masses of
the squarks. The cross sections calculated for the direct pair-production
of charginos as well as for other production mechanisms are calculated
in NLO with PROSPINO2 and are shown in Figure 5.9. A significant produc-
tion channel can also be the associated production with a neutralino. The
cross section for χ+1χ01 is higher than for χ−1 χ01 as the proton consists oftwo positively charged up-quarks and only one negatively charged down
quark. The χ±1 χ01 channels can be targeted with dedicated signal regionsthat besides a HCLLP candidate also require large ET. For technical rea-sons this was not included in this analysis round but nevertheless with
SR-1Cand-FullDet as described in Section 5.1 some sensitivity should be
achieved for such production channels.
All generated processes are overlaid by simulated minimum-bias colli-
sions to model the in-time and out-of-time pile-up collisions. Those col-
lisions are simulated with PYTHIA8 (version 8.186) and EvtGen (version
1.2.0) using the A2 [118] tune and the MSTW2008LO [119] PDF set. As the
distribution of the number of collisions per bunch crossing is unknown
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Figure 5.9: The cross sectionas function of the χ̃±1 mass fordifferent production mecha-nisms of χ̃±1 in themAMSB pa-rameter space. As model pa-rameters tanβ = 5 TeV, mM =5 TeV and sign(µ) = 1 are cho-sen, while the chargino massis adjusted by a scan along(m3/2) between 68 TeV and534 TeV.
prior to the data taking a re-weighting is introduced in the offline analysis
to match the distribution observed in data.
5.4 Object reconstruction
The lifetime range of HCLLPs targeted with this analysis is sufficient for
the particles to directly interact with the detector. Instead of looking for
the decay products, this search can reconstruct the HCLLPs themselves.
Two different objects are used: An ID track with associated Tile Calorime-
ter hits and a muon like object, called SlowMuon, reconstructed with a
dedicate algorithm for slow particles in the MS, referred to as MuGirlStau
algorithm[120]. In the following the reconstruction methods as well as
their performance for HCLLPs will be discussed.
5.4.1 Inner Detector Track with Calorimeter Hits
The ID track reconstruction [121] is optimised to reconstruct charged par-
ticle trajectories in the dense environment of proton–proton collisions
provided by the LHC. First clusters are formed from the individual sil-
icon hits as charged particles are likely to deposit energy not only in a
single pixel. Using these clusters three-dimensional space points are es-
timated. For the pixel detector a space point can be estimated for each
sensor while in the SCT the information from both sides of a layer have to
be combined to get a position information in the non-precision direction.
These space points are used as input for the iterative combinatorial track
finding, which forms track seeds from three space-points. A crude mo-
mentum as well as a rough estimate of the impact parameters, defined
as the closest approaches in transversal plane or z direction to the IP, is
already possible for those track seeds and can be used to reduce random
combinations of space points. Using the seed tracks a full track is then
build by adding additional space points using a Kalman filter [122]. As a
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Figure 5.10: The reconstruc-tion efficiency as functionof βtrue (left) and ηtrue (right)measured with a combinedsample from all availablegluino R-hadron samples. Thesimulated truth particles arematched to the reconstructedparticles using ∆R < 0.1, with
∆R =√∆φ2 + δη2
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next step a track score is assigned to the tracks taking into account the
number of assigned clusters, detector holes and also the track momen-
tum to promote highly energetic ones. The tracks are then fed into the
ambiguity resolver, which is applying several requirements on the track
quality to accept tracks that are worth for further consideration. Those
quality criteria involve a requirement on the transverse momentum to be
larger than 400 MeV as well as requirements on the numbers of associ-
ated clusters in the different subdetectors. After a track being accepted
by the ambiguity solver its second task is to resolve clusters associated
to multiple tracks. The last step is a high-resolution fit using all available
information. If the estimated tracks still pass the ambiguity resolver they
are added to the final track collection. If not they are either modified and
refitted or rejected. The hits from the TRT are either used as a extension
of the silicon tracks or as standalone TRT track segments, which is not
used for this analysis.
The reconstruction efficiency measured with signal R-hadrons as a func-
tion of βtrue and ηtrue is shown in Figures 5.10. True refers to the observ-
ables of the generated particles. The reconstruction efficiency for charged
R-hadrons after hadronisation is larger than 95% for β > 0.2. Along η only
in the forward regions a slight degradation is visible. The ID reconstruc-
tion efficiency breaks down for β < 0.1. The reason is that the SCT hits
start to be associated to the wrong bunch crossing. Assuming β = 0.1 and
as distance the outermost SCT layer (r ≈ 0.5 m) the delay with respect to
a particle traveling with the speed-of-light can be calculated as
∆t = r
β ∗ c −
r
c = 15 ns. (5.2)
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Figure 5.11: The SCT timingwindow for out of time sig-nal. The particles are associ-ated to the previous or follow-ing bunch crossing for timingdifferences larger than about13 ns. [123]
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Figure 5.12: Correlation be-tween βtrue and ηtrue mea-sured with a combined sam-ple from all available gluinoR-hadron samples.
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Figure 5.13: Drift circles foran exemplary TRT geometryroughly at 1 m distance to theIP for β = 0.1 and β = 0.3. Alsothe resolution [124] is drawnfor the β = 1 drift circles as agrey band.
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Comparing this to the timing window of the SCT shown in Figure 5.11
it can be seen that those hits would be associated to the wrong bunch
crossing. The SCT hits start being wrongly associated from outside-in due
to the larger distances and also first for forward tracks due to the addi-
tional path length. The tracks can at some point no longer be correctly
reconstructed as the minimum requirement of SCT hits is no longer ful-
filled.
A further feature that can be observed in Figure 5.10 is that the efficiency
is slightly decreasing the higher the β of the particle. This can be under-
stood as for R-hadrons β is correlated with η, due to the additional boost
from asymmetries in the momenta of the colliding partons, as can be
seen in Figure 5.12. R-hadrons with high β are therefore rather in the for-
ward direction were the tracking resolution is slightly worse. This results
in the observed degradation of the efficiency for high β.
Also the TRT has problems with out-of-time signal. The reason is illus-
trated in Figure 5.13. The estimation of the TRT drift circle needs a start
point. As all relevant SM particles are produced at the speed-of-light the
zero point is set to a particle produced at the IP travelling at the speed-of-
light and traversing the anode-wire. The estimated drift circle is hence too
large for a particle travelling significantly slower than the speed-of-light.
The drift tubes are arranged in a way that the particles traverse tubes on
different sides to get an unambiguous solution. In Figure 5.13 the particle
is traversing tubes altering in the upper and lower half. The drift circles
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Figure 5.14: The difference inradius of the drift circles inmultiples of the position ac-curacy of the TRT (σRD ≈130 µm [125]) as function of
β and the distance to theIP. The 1σ and 5σ con-tours are superimposed. Thedifferences in the timing arecalculated using Equation 5.2and translated to a differ-ence in the drift circles us-ing as drift velocity vdrift =50000 km/s [125].
from the lower tubes correspond to a track shifted upwards while it is op-
posite for the upper tubes. This results in an ambiguity of the fit solution
and at some point the circles can no longer be matched to a single track.
The difference of the drift circle as function of the particle β and the dis-
tance to the IP is shown in Figure 5.14. For a large β range and for most of
the distances the effect is below one σ of the positioning accuracy of the
TRT and hence negligible. But for β smaller than about 0.3 the drift circles
are off by 5σ and hence a significant impact is expected. For even lower
velocities the drift circles are expected to be totally off (35σ for β = 0.1 at
a distance to the IP of 3000 mm). The fraction of tracks without TRT hits
as a function of the particle β is shown in Figure 5.15. It can be seen that
roughly at β = 0.3 the fraction of tracks without TRT hits starts increasing,
which matches nicely with the previously discussed expectations. While
for high velocities (β > 0.4) the fraction of tracks without TRT hits is about
5%, for β = 0.2 almost half of the tracks are expected to have no TRT hits.
For low-mass HCLLPs this will probably have no significant impact but if
super heavy HCLLPs get accessible, problems with the TRT might get rel-
evant. Also HCLLPs produced in a decay chain can be produced with very
low velocities and therefore could be affected by those problems. These
studies are so far solely based on simulation. Using e.g. satellite–satellite
collisions as introduced in Section 3.1 one could potentially expand these
studies to some discrete out-of-time windows to validate the effects seen
in simulation.
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Figure 5.15: Fraction of IDtracks without TRT hits asfunction of the particle veloc-ity β. The fraction is mea-sured with a mix of all gluinoR-hadron samples.
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Figure 5.16: The momentumresolution and bias as func-tion of the truth momentumfor ID tracks. The resolutionis measured with a mix of allgluino R-hadron samples.
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The momentum resolution as well as the mean value as function of the
truth momentum is shown in Figure 5.16. It can be seen that for a mo-
mentum of roughly 2 TeV the reconstructed momentum saturates. The
reason for this is that for these momenta the curvature of the track is to
small to be resolved. Also the resolution is getting very poor for momenta
above 1 − 1.5 TeV for the same reasons. All those problems of the ID for
reconstructing HCLLPs have to be kept in mind to avoid over-constraining
the ID tracking requirements in this analysis.
5.4.2 SlowMuon
The reconstruction of HCLLPs with a combined ID and MS track is more
problematic than the ID-only-tracks due to the additional distance to the
MS. Therefore a dedicated reconstruction algorithm is used which does,
in contrast to standard muon algorithms used in ATLAS [126], not assume
the particles to travel with the speed-of-light but treats the velocity as a
free parameter of the track fit.
The standardmuon algorithms start by forming track segments in each of
the three MS stations. For a slow particle a behaviour similar to that in the
TRT is expected for the MDT, as illustrated in Figure 5.17. This means that
the track segments are wrongly reconstructed and hencemight be incom-
patible. Also hits can be associated to the next bunch crossing and hence
no proper track segements are reconstructed. The track segements are
in the next step combined to a muon-only tracks and in the last step ex-
trapolated and matched to an ID track. The reconstruction efficiency as
a function of β for the standard muon algorithm is shown in Figure 5.18.
While the standard algorithms are almost fully efficient for β > 0.9, the
efficiency drops at about β = 0.75 and is only about 20% for β = 0.5. From
Figure 4.9 one can see that for higher masses the bulk of the particles is
produced with velocities of about β = 0.5, therefore a dedicated recon-
struction algorithm is needed.
The reconstruction algorithm for slow particles is called MuGirlStau algo-
rithm [120] and starts, in contrast to the standard algorithms, from a high
pT inner detector track. The pT-threshold for running this algorithm waschanged in the data-taking period used in this analysis from 70 GeV to
25 GeV. This inside-out approach allows to associate hits even if the point-
ing of the MS segments is imperfect. The MuGirlStau algorithm also uses
the trigger hits from the following bunch crossing and estimates a rough
particle velocity from the RPCs. This allows to subtract the time-of-flight
from the drift times to estimate the correct drift circle. For the standard
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Figure 5.17: Left: Correctly re-constructed track for in-timeparticle. Right: Incorrectly re-constructed track (solid) for aslow particle traveling alongthe dashed line.[120]
290 Eur. Phys. J. C (2009) 62: 281–292
Fig. 9 A correct (left) and
incorrect (right) segment
reconstruction in an MDT
chamber. The wrong
reconstruction is due to longer
time of flight which results in
overestimation of the drift
distance
Fig. 10 Reconstruction efficiency for sleptons in single stau events (left), sleptons from GMSB5 (middle) and R-Hadrons (right) as a function of
β with a reconstruction program that also estimates β
Fig. 11 The β resolution of sleptons in single stau events (left) is cen-
tered at −0.006 with a σ of 0.035, for sleptons from GMSB5 (middle)
the resolution is centered at −0.015 with a σ of 0.030. The β res-
olution of R-Hadrons with a mass of 300 GeV (right) is centered at
−0.009 with a σ of 0.070
tector track. The algorithm yields an estimate of β and of
the particle mass per candidate.
An estimate of β from the RPC muon trigger chambers, is
performed in a similar way to the algorithm from the level-2
trigger. The estimates from the MDT and the RPC are com-
bined to improve the β estimate.
Refitting MDT hits with a β hypothesis also increases
the number of good segments found, and therefore the re-
construction efficiency. Figure 10 shows the efficiency of re-
constructing sleptons and R-Hadrons as a function of β . Fig-
ure 10 Shows the efficiency for single stau generated with
specific β values (left), GMSB5 sleptons (middle), and of
R-Hadrons (right). All samples show reasonable efficiency
measurement at low β . This may be compared with Fig. 7
which shows the reconstruction efficiency for sleptons with
a standard muon reconstruction.
Figures 7 and 10 both present the efficiency, over the bar-
rel and end-cap together, of combined reconstruction in the
inner and muon detector for slow particles that had a track
in the inner detector.
Figure 11 shows the β resolution for sleptons in single
stau events (left) sleptons from GMSB5 (middle) and R-
Figure 5.18: The reconstruc-tion efficiency as function ofthe truth β with standardmuon algorithms andwith theMuGirlStau algorithm. The ef-ficiency is measured with pairproduced charginos in a com-bined sample with charginomasses between 200 GeV and1500 GeV.
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algorithms β = 1 is assumed for the calculation of the time-of-flight. For
each group of MDT hit associated to an ID track a fit is applied using β as
a free parameter to get also from the MDT’s an estimate on the particle
velocity. The β from MDT’s and RPC’s are combined to improve the reso-
lution and used to refit the MDT hits with the given β hypothesis. Objects
reconstructed with the MuGirlStau algorithm are from now on referred to
as SlowMuons.
The reconstruction efficiency of pair-produced charginos as function of β
is also shown in Figure 5.18. It can be seen that the MuGirlStau algorithm
is still more than 50% efficient for β = 0.5 and breaks down for lower β
tha the standard algorithm. In contrast to the standard algorithms the
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Figure 5.19: The reconstruc-tion efficiency as function ofthe truth η with the MuGirl-Stau algorithm. The efficiencyis measured with pair pro-duced charginos in a com-bined sample with charginomasses between 200 GeV and1500 GeV.
MuGirlStau algorithm is not fully efficient for high β, the reason is that
the algorithm is imperfectly implemented. For the new ATLAS software
release 21.0 this algorithm was rewritten from scratch and now achieves
efficiencies comparable to the ones from the standard algorithms. The
reconstruction efficiency as function of η is shown in Figure 5.19. The
drop in efficiency at η = 0 is due to the service cables which are placed
in this region in the ATLAS detector and hence the missing MS cham-
bers/hits. A further drop in efficiency can be observed between 1 and 1.5
in |η|. This region corresponds to the transition region between the MS
barrel and the MS endcaps. The momentum resolution and bias of parti-
cles reconstructed with the MuGirlStau algorithm is shown in Figure 5.20.
In contrast to HCLLPs reconstructed solely as ID tracks no bias for high
momenta is visible due to the significantly longer flight distance in the
toroidal magnetic field. Also the relative momentum resolution for Slow-
Muons is significantly better than the one observed for ID tracks.
All in all the MuGirlStau algorithm is able to recover efficiency for particles
with β between 0.3 and 0.7. It achieves a very goodmomentum resolution
up to momenta of 2.5 TeV without introducing any bias. The SlowMuon
objects are in particular important for the search for colour singlets which
are charged throughout the whole detector.
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Figure 5.20: The momentumresolution and bias as func-tion of the truth momentumfor charginos reconstructedwith the MuGirlStau algo-rithm. A combined samplewith chargino masses be-tween 200 GeV and 1500 GeVis used.
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5.5 Identifying heavy charged long-lived particles
The main observables used to identify HCLLPs in this analysis are de-
scribed in this section. To achieve an optimal performance those observ-
ables have to be calibrated and as those are no standard observables
this has to be done on analysis level. First, a brief introduction of the
measurement of dE/dx with the pixel detector will be given, where also
the neccassary calibrations steps will be explained. The calibration and
mass estimation from the pixel dE/dx can be taken from another analy-
sis which is only using ID tracks and dE/dx to identify HCLLPs [127]. In
the second part, the time-of-flight measurement in the Tile Calorimeter
with all the applied calibrations will be described in some detail as this
was one of my major contributions to this analysis. In the last part the
calibration of the time-of-flight measurement in the MDT’s and RPC’s will
be discussed. A detailed description of the calibration of the MS time-of-
flight measurements can be found in Reference [128].
5.5.1 Pixel dE/dx
As discussed in Section 4.4, a thin detector, such as a silicon detector has
the benefit of measuring rather the Most Probable Value (MPV) than the
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mean value and suffers less from the ambiguity between the relativis-
tic rise and the low-momentum rise. The best choice for an ionisation-
energy loss measurement for singly charged particles in the ATLAS exper-
iment is therefore the pixel detector. Also other subsystems are capable
of measuring the energy loss: the Calorimeters, the TRT and the MDT, but
have a worse identification power than the pixel detector. Nevertheless
the TRT and MDT dE/dx measurements are used, e.g. for the search for
multi-charged particles [129]. For these particles the pixel detector is ex-
pected to be in saturation due to the huge energy losses.
In Section 5.4.1 it was discussed that the particles mostly release energy
not only in one but rather in a group of pixels, which are then combined
into pixel clusters. Also for the estimation of the pixel dE/dx the total clus-
ter energy is used. Together with the extrapolated particle track in the
pixel material a dE/dx per cluster is calculated. The combined pixel dE/dx
is then estimated from the individual clusters using a truncated mean to
get rid of Landau tail effects. The truncation removes the highest dE/dx
value from the mean for two to four clusters and the highest two for the
rare case of five clusters per track. Some high-dE/dx hits from the Landau
tail can shift the estimated value away from the MPV and as discussed be-
fore lower the separation power between slow and fast moving particles.
To achieve an optimal performance of the pixel dE/dx to identify HCLLPs,
a series of calibrations has to be performed. One crucial calibration is to
ensure the stability over time or delivered luminosity to ensure that the
data does not have to be split in time periods for the analysis. Two main
influences can change the MPV of the dE/dx measurement over time:
Changes of the operational parameters of the pixel detector and radia-
tion damage caused by the enormous amount of integrated luminosity
delivered by the LHC. Both influences can be treated with a run-wise cal-
ibration of the MPV. The MPV of the track dE/dx as function of the deliv-
ered integrated luminosity is shown on Figure 5.21. From those per-run
MPV values scale factors are derived and applied to data to ensure the
stability of the track dE/dx MPV over time. Furthermore it was found that
the dE/dx depends on the incident angle and hence on the thickness of
the material traversed. To account for this an η dependent calibration of
the dE/dx MPV is applied performed in a similar way as the run-wise cal-
ibration. It was found that this effect depends on the momentum of the
particles (only relevant for low momenta, stable for p > 1 GeV) as well as
on the number of used pixel clusters and the sign of the charge of the
particles. Different calibrations are therefore applied depending on the
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Figure 5.21: The MPV of thetrack dE/dxmeasured with alltracks with pT > 400 MeV asfunction of the delivered in-tegrated luminosity to the AT-LAS experiment. Each pointcorrespond to a data-takingrun. [127]
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Figure 1: The most probable value of the track dE/dx (MPVdE/dx) versus the integrated luminosity delivered to
ATLAS is reported for each data-taking run used in this analysis before corrections are applied. The luminosity
plotted here is before detector e ciency and data quality criteria are imposed. The MPVdE/dx is calculated for all
tracks with pT > 400 MeV. The points to the left of the dashed line represent the data recorded during 2015, during
which a variation of the MPVdE/dx due to the ToT drift of the IBL electronics is pronounced. In data recorded
during 2016, a drop of MPVdE/dx over integrated luminosity is observed due to charge collection e ciency losses.
Small local fluctuations are also visible. These are caused by the change of the experimental environment and of
the detector conditions. In this analysis, the measurement of dE/dx is corrected to account for the variation as a
function of data-taking run.
relating dE/dx to    with only three parameters (instead of five as in the previous analysis [21]), as shown
in Figure 2. The parametric function describing the relationship between the most probable value of the
energy loss (MPVdE/dx) and    is:
MPVdE/dx = A/(  )C + B (1)
The A, B and C calibration constants were measured using low-momentum pions, kaons and protons
reconstructed by ATLAS in low-luminosity runs where all reconstructed tracks with pT >100 MeV are
considered. The MPVdE/dx is extracted from a fit to the distribution of dE/dx values for each particle
species. The mass parameterisation is valid for both data and simulation after the correction to dE/dx in
simulation is applied.
Given a measured value of dE/dx and momentum, and assuming unit charge, the mass m is calculated
from Eq. (1) by numerically solving the equation MPVdE/dx(p/m) = dE/dx for the unknown m, where
the MPVdE/dx is approximated by the truncated-mean measurement of dE/dx. Using this method, the
reconstructed mass for simulated R-hadrons reproduces well the generated mass up to about 1.5 TeV, above
which a bias in the measured momentum causes the reconstructed mass to fall below the generated value.
The momentum uncertainty dominates the mass resolution above masses of 200 GeV. The measurement
of the proton mass in all data-taking runs used in this analysis allows the monitoring of the stability of the
A, B and C calibration constants. These are found to be stable at the 1% level after all corrections have
been applied.
6
category the particle belongs to. Furthermore as the radiation damage
and detector conditions are not simulated, the MPV from Monte Carlo
Simulation (MC) has to be aligned to the on seen in data. This is done
using the difference between MPV of dE/dx from minimum ionising par-
ticles in data and simulation as scale factors.
After all those calibrations the MPV is solely dependent on the velocity of
the particle. Using low-momentum kaons, protons and pions a functional
parametrisation can be estimated relating the MPV to the βγdE/dx. Forthe parametrisation a three parameter function as given in Equation 5.3
is used, which is inspired by the Bethe-Bloch distribution in the low-β re-
gion.
MPVdE/dx(βγ) = A/(βγ)C + B (5.3)
Six different sets of fit parameters A, B and C are estimated depending on
wether one, two or three clusters are used to calculate the MPV and sep-
arat sets for positively or negatively ch rged part cles. The par meter
sets are derived fromminimum-bias data taken in 2016 by estimating the
mean MPV as function of βγ, which is calculated from the known mass of
pions, kaons and protons and themeasuredmomentum, as shown in Fig-
ure 5.22. The particle type can be clearly identified in the low-momentu
regime using the dE/dx momentum times charge plane as shown in Fig-
ure 5.23. This Figure is taken from the previous analysis [92], where sepa-
rate fits where applied to the different particle types as drawn. In the cur-
rent approach the momenta are translated to a βγ and then fitted with a
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Figure 2: MPVdE/dx as a function of    obtained with a sample of minimum-bias data from 2016, for positively
charged tracks with three pixel hits used to calculate the dE/dx. This data sample amounts to about 0.4 nb 1.
For each kaon and proton, the    value is corrected for the e ect of multiple scattering. A fit to the MPVdE/dx
dependence on    with an empirical three-parameter function MPVdE/dx = A/(  )C + B motivated by Bethe–
Bloch relation is also shown. The values of the A, B and C parameters for tracks with di erent charge and di erent
number of pixel hits are all compatible.
6 Event selection
Events are first selected with a trigger based on EmissT , which is calculated using energy measurements
in the calorimeter with corrections for multiple pp interactions in each event [24]. The high-level EmissT
trigger threshold varies from 70 GeV to 110 GeV during the data-taking period. In the reconstruction,
EmissT is built from calibrated muons and electrons which pass baseline selections, from calibrated jets
reconstructed with the anti-kt jet clustering algorithm [51] with radius parameter R = 0.4 using clusters
of energy depositions in the calorimeter as inputs, and from a term that includes soft tracks not associated
with any other objects in the event [52] but consistent with the primary vertex (PV). Events are required
to have EmissT > 170 GeV to enhance the signal sensitivity and to ensure that the selected events are near
the e ciency plateau of the trigger. To ensure a good calculation of EmissT , events are rejected if they
contain a jet with ET > 20 GeV that is consistent with detector noise or beam-induced backgrounds, as
determined from shower shape information. Unlike in standard ATLAS selections for jet-cleaning [53], a
requirement on the relationship between track and calorimeter measurements of pT and a requirement on
the fraction of jet energy deposited in the electromagnetic calorimeter are not applied as they are found to
be ine cient for signal events in which an R-hadron decays before or inside the calorimeters. The trigger
is more than 95% e cient for R-hadrons with lifetimes of 10 ns or less; the e ciency decreases as more
decays happen in or after the calorimeter and falls to around 30-40% for the stable case.
There are two separate signal regions with slightly di erent optimisations for metastable and stable
particles: the isolation selections di er slightly for the two signal regions, and a muon veto is applied
only for the metastable region. Additionally, events with a high-pT muon whose momentum uncertainty
is significantly worse after combining tracks from the inner detector and muon system are vetoed in the
metastable region, in order to protect the measurement of EmissT from rare, pathological reconstructions of
7
Figure 5.22: The MPVdE/dx asa function of βγ for pro-tons, kaons and pions from asample of minimum-bias datataken in 2016. For this case βγis estimated from the particlemomentum and the knownparticle mass. Fitting thosedata points the parameters ofEquation 5.3 can be extracted.The data points shown cor-respond to positively chargedtracks with three pixel hitsused for the dE/dx estima-tion. [127]
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Figure 2: Two-dimensional distribution of dE/dx versus charge signed momentum (qp) for minimum-bias event
tracks compatible with a primary vertex, which has the same data selection as in Ref. [34]. The distributions of the
most probable value for the fitted probability density functions of pions, kaons and protons are superimposed.
A mass estimate M is obtained by numerically solving e equation 1 for the unknown M. In simulated
R-hadron events, the reconstructed mass is found to reproduc well the generated mass up to masses
around 1800 GeV, a d a r sidual 3% correction is applied to the reconstructed mass to improve the agree-
ment. For particles with higher masses (beyond the current sensitivity of this analysis), the reconstructed
mass is observed to slightly underestimate the generated mass. The half-width at half maximum of the
reconstructed mass distribution increases with the mass value. This is due to the momentum measurement
uncertainty dominating the mass resolution for masses greater than ⇡200 GeV.
4 R-hadron Simulation
A number of samples of simulated signal events are used in this analysis to determine the expected LLP
signal e ciencies and to estimate uncertainties in the e ciency.
For stable R-hadrons, pair production of gluinos with masses between 800 GeV and 1800 GeV is sim-
ulated in Pythia 6.4.27 [36] with the AUET2B [37] set of tuned parameters for the underlying event
and the CTEQ6L1 [38] parton distribution function (PDF) set, incorporating dedicated hadronization
routines [39] to produce final states containing R-hadrons.
The cross-sections are calculated at next-to-leading order in the strong coupling constant (NLO), includ-
ing the resummation of soft-gluon emission at next-to-leading-logarithmic accuracy (NLO+NLL) [40–
44]. The nominal cross-section predictions and the uncertainty are taken from an envelope of cross-
section predictions using di↵erent PDF sets and factorization and renormalization scales, as described in
Ref. [45].
Selected events containing R-hadrons undergo a full detector simulation [46], where interactions of R-
hadrons with matter are handled by dedicated Geant4 [47] routines based on the physics model described
5
Figur 5.23: The MPVdE/dxfor tracks from minimum-bias data taken in 2015 asfunction of momentum timescharge. The tracks from pro-tons, kaons, pions and theira ti-particles can be clearlyidentified for low momenta.[92]
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Figure 5.24: βγ distribu-tion for HCLLPs (gluinos,charginos and staus). Asparticle masses the onesroughly at the expected masslimit are used.
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single function as shown in Figure 5.22. Inverting Equation 5.3 βγdE/dx fora particle can be calculated for the estimated MPV.
As discussed in Section 5.1 βγdE/dx is only used for the R-hadron searcheswhile for SR-1Cand-FullDet only a high dE/dx is required. For the
SR-2Cand-FullDet no requirements on dE/dx or βγdE/dx are used. Thereason for this is that for a βγ > 1 almost no difference in the expected
MPV is visible and hence no separation power is expected, as can be seen
in Figure 5.22. The true βγ distributions for the different signal models
for the mass points roughly at the expected lower mass exclusion limit
are shown in Figure 5.24. For R-hadrons with 2200 GeV the vast major-
ity of the particles is expected with a βγ below one, while for charginos
(1200 GeV) and staus (442 GeV) a significant fraction of HCLLPs are likely
to have a βγ value larger than one. The SR-1Cand-FullDet suffers from
relatively large backgrounds and hence did not contribute to the sensi-
tivity in the previous analyses. An additional cut on dE/dx was therefore
placed to suppress the backgrounds even if a significant fraction of signal
candidates is lost. This helped to gain sensitivity from SR-1Cand-FullDet,
which has now a significant contribution for charginos at the expected
mass limit.
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5.5.2 Time-of-flight Tile Calorimeter
One subsystem capable of a ToF measurement to estimate the particle
velocity is the Tile Calorimeter. The Tile Calorimeter has a timing resolu-
tion of roughly 300 ps in the limit of large energy deposits, which is one of
the best timing resolutions of all subsystems in the ATLAS detector. Only
the LAr calorimeter has a slightly better timing resolution of about 250 ps
in the limit of high-energy deposits. The benefit of the Tile Calorimeter
over the LAr calorimeter is that it is further out in the detector and hence
the distance travelled is longer resulting in a larger time difference at the
point of the measurement. The uncertainty of the velocity measurement
β is given by
σβ = cσtd β, (5.4)
with c being the speed-of-light, σt the timing uncertainty, d the distance
of space-point of the measurement to the IP, and β the particle velocity.
The β uncertainty is reciprocally proportional to the distance of the timing
measurement. The additional flight-distance to the Tile Calorimeter with
an average distance to the IP of roughly 4−6 m compared to the LAr with
an average distance to the IP of about 2 − 3 m results in a better β reso-
lution in the Tile Calorimeter, even taking into account the slightly better
timing resolution in the LAr calorimeter. All subsystems closer to the IP,
even if potentially capable of time-of-flight measurements, are hence not
suitable to be used for the identification of HCLLPs. This is under the as-
sumption of a similar timing resolution, but might be different if some
precision timing layers are installed as considered for future upgrades of
the ATLAS detector [130], which claim a timing resolution of 30 ps. For this
analysis only the time-of-flight from the Tile Calorimeter is used. It was
also considered to use the LAr, to have another independent β measure-
ment. But in Reference [131] it was found that the LAr calorimeter does
not give the expected timing for out-of-time signals. This was estimated
using electrons from satellite–satellite collisions (Section 3.1) at ±5 ns.
Similar studies were conducted with muons, as shown in Appendix A.1,
to check whether or not the same features are visible for minimum ionis-
ing particles. So far the achieved resolution for muons is not sufficient to
resolve the muons from satellite–satellite collisions and hence no state-
ment about the performance of the LAr for out-of-time signals can be
made. As this cross-check is not possible and only a small gain in resolu-
tion is expected from the LAr calorimeter it was not used for this analysis.
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Figure 5.25: The numberof used Tile Calorimeterhits for the βTILE estimationfor R-hadrons, charginosand muons from data.For R-hadrons the id+caloselection is applied while forcharginos the loose selectionis used. In data a selectiondemanding muons witha minimum pT of 25 GeVand statisfying basic qualityrequirements.
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The βTILE measurement
The βTILE estimation starts with Tile Calorimeter cells associated to an ID
track. Cells are associated if passed by an extrapolation of the ID track to
the Tile Calorimeter. To reduce effects of detector noise, only cells with
a minimum energy deposit of Ehit = 500 MeV associated to a track aretaken into account. The number of Tile Calorimeter hits used for simu-
lated signals (R-hadrons and charginos) and muons from data is shown
in Figure 5.25. For muons the mean number of Tile Calorimeter hits is
two but also with a high fraction of tracks with one or three hits. As the
Tile Calorimeter consist of three radial layers an average number of three
hits would be expected but as muons are minimal ionising a significant
fraction of hits is lost due to the minimum requirement on the Ehit. Forcharginos even fewer hits per track are expected. The reason is that the
Tile Calorimeter is not a thin detector and hence the energy measured
follows the mean energy loss of the Bethe-Bloch formula. Muons with a
momentum larger than 25 GeV are already in the relativistic rise as can be
seen from Figure 4.10. They are hence expected to have larger energy de-
posits than charginos, which are closer to the minimum of the ionisation
energy loss. Muons therefore lose less hits due to Ehit requirement thancharginos. For R-hadrons slightly more hits than for muons are expected,
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which can be explained on the one hand by the larger ionisation energy
loss due to the higher mass and hence lower β of the R-hadrons and on
the other hand by the additional energy loss due to hadronic interactions.
The observable for the timing measurement with the Tile Calorimeter is
t0, which is defined as the relative time difference to a particle producedat the ATLAS origin travelling with the speed-of-light and arriving at the
centre of the cell. To reduce the background from particles originating
from the following bunch crossing |t0| is limited to be less than 25 ns.From t0 the velocity of the particle can be calculated using
β = dt0c + d . (5.5)
Muons can be used for calibration and to estimate the timing resolution,
as they are expected to be produced with almost the speed-of-light at the
LHC and hence there 〈t0〉 = 0 ns. The measurements in the individual TileCalorimeter cells are combined to a weighted average using
β−1TILE =
∑Ni=1 β−1i /σ2β−1i∑Ni=1 1/σ2β−1i
. (5.6)
Also an uncertainty on the combined βTILE can be calulated using
σ2β−1 = 1∑Ni=1 1/σ2β−1i
and σβ = β2σβ−1 . (5.7)
The benefit of combing the measurements as β−1 is the direct propor-
tionality to t0 which ensures that β−1 is also Gaussian distributed, an as-sumption on the uncertainty for combination.
Calibration
The calibrations are estimated and validated with a data sample corre-
sponding to 36.1 fb−1 and a sample of simulated Z → µµ events. Two
different pre-selections are applied, a muon and a Z → µµ selection. Both
use all events that are triggered by either a muon or aET trigger. Further-more the events are required to be recorded in data-taking periods when
the detector was fully operational and ready for physics data taking. For
both selections all muons are used that satisfy the medium quality re-
quirements as defined in Reference [126]. The muon pT has to be largerthan 25 GeV for both selection. But as for the first 14 fb−1 the cell as-
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sociation was only applied for ID tracks with pT > 50 GeV this harder pTrequirement has to be used for this period. For the Z → µµ selection ad-
ditionally exactly two muons with opposite charge have to be in the event
and their invariant mass has to be in agreement with the Z-boson mass
within 10 GeV. From the muons passing these selections the ID track with
the associated Tile Calorimeter hits is used for the calibration and valida-
tion studies. The reason why both selections are needed is that the muon
selection significantly increases the available statistic which is necessary
for some calibrations. But if comparing data and simulation in particular
integrated over a certain η range it is essential to use the Z → µµ selec-
tion, because not all muons in data originate from a Z-boson decay and
hence a different η composition is expected. If distributions integrated
over a certain η range are considered this different composition can also
change the overall resolution as some good or bad regions are overrepre-
sented. Using the Z → µµ selection ensures that the events seen in data
also originate from a Z-boson decay and hence the same η distribution
are expected for data and simulation. This guarantees that the overall
distributions of t0 or βTILE in data and simulation are comperable.To gain optimal performance of the timing measurement with the Tile
Calorimeter a sequence of calibration steps has to be applied. The differ-
ent calibration steps are summarised in Figure 5.26. After masking Tile
Calorimeter cells with unexpected t0 distributions the first actual correc-tion is to remove a bias introduced by the readout algorithm of the Tile
Calorimeter, the OFA algorithm. This bias correction is implemented in
the common ATLAS reconstruction software since mid 2016. On analysis
level this correction has to be applied therefore only to the first 14 fb−1.
Also the signal samples have this correction implemented on reconstruc-
tion level. The OFA correction is chosen as the first calibration step as t0is closest to the t0 on reconstruction level. This is followed by a distance-and η-correction ensuring a flat response over the full η-range. The last
common step is the energy correction which ensures stability of the re-
sponse for different energy deposits. This first set of calibration steps
correct for potential asymmetries in the t0 distributions, which could leadto a bias in the following cell- and run-wise corrections. Those calibration
steps ensure the stability of the measurement over time (run-wise) and
the fiducial volume (cell-wise) and are applied only on data. Simulation is
smeared to match the resolution observed in data. The final calibration
step is a pull correction, separate for data and simulation, that ensures a
well described uncertainty of the β measurement. The different calibra-
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Figure 5.26: The ordering ofthe timing calibration stepsfor the Tile Calorimeter. Thearrows indicated if separateor combined parameter setsare used fo the calibration.
tion steps will be discussed in the following.
Bad-cell masking It was found that some of the 4672 Tile Calorimeter
cells show strange t0 distributions, which are not expected and also notpresent in simulation. Three different types of features have been ob-
served in a few specific cells, while the vast majority of the cells have a
t0 distribution in agreement with a Gaussian like shape, as shown in Fig-ure 5.27 (left). One unexpected feature found in exactly one Tile Calorime-
ter cell (-D6, φ = −2.6) is shown in Figure 5.27 (right). This Tile Calorimeter
cell shows a strong dependence of the measured t0 value on the Ehit. Asthis was only found for one specific cell this cell is masked and excluded
from the timing measurements in data a simulation. Furthermore it was
observed that 20 Tile Calorimeter cells have very low hit occupancy, as
shown in Figure 5.28 (left), which is due to parts of the Tile Calorimeter not
operating for some periods [20]. As this is not included in simulation also
those cells are excluded from the β estimation. The third feature that was
observed in the t0 distributions of the Tile Calorimeter cells are cells witha largely assymmetric t0 distribution, as shown in Figure 5.28 (right). Thereason for this asymmetric distributions can be changes in the settings or
Tile Calorimeter cells loosing their synchronisation with the ATLAS clock.
This issue might be solvable via a correction over time for the specific cell
but as only 22 Tile Calorimeter cells are affected and due to the limited
statistics those are simply excluded from the β estimation as well. Overall
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Figure 5.27: Left: The t0distribution for a good TileCalorimeter cell. Right: strongdependence of t0 on Ehitfound in one specific TileCalorimeter cell (-D6, φ =
−2.6).
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Figure 5.28: Left: TileCalorimeter cell with onlyview hits. Right:Tile Calorime-ter cell with an asymmetric t0distribution.
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about 1% of the Tile Calorimeter cells are masked and not used for the
time-of-flight measurement, which corresponds to a loss of 0.5% of the
hits. Only 0.5% of the hits are lost as a significant fraction of the masked
cells are low occupancy cells.
OFA corretion The OFA algorithm, introduced in Section 3.2.2, used for
the readout of the Tile Calorimeter is a fast and robust way to calculate
amplitude, pedestal and phase (t0) as a linear combination of the sevensamplings described by following Equation
A = n∑
i=1
aiSi, At0 =
n∑
i=1
biSi and p =
n∑
i=1
ciSi, (5.8)
with A being the amplitude, τ the phase and p the pedestal. The coeffi-
cients ai, bi and ci are called optimal filtering coefficients and are obtainedas the set with the minimum variance of the parameters against pile-up
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Figure 5.29: The differencebetween the true t0 true andthe reconstructed t0 reco asfunction of the reconstructedtime for a sample withoutonline OFA correction. Thetrue time is estimated fromthe velocity of the particlesand the distance to the mea-surement. A combined sam-ple of R-hadrons is used withmasses between 400 GeV and3000 GeV. Left: No OFA cor-rection applied. Right: OFAcorrection applied offline.
and electronic noise under the assumption of the known pulse shape,
which was measured in test-beam data. The procedure to estimate the
optimal filtering coefficients is based on the assumption that t0 = 0, whichis not the case for out-of-time signal e.g. from HCLLPs. Two different ap-
proaches are possible to correct the expected bias. One is to use an itera-
tive OFA [132], using the output of the phase as input for the next iteration
with phase corrected OF coefficients. This procedure is rather computing
intense due to the additional iterations. Another approach is to estimate
the bias using ideal pulses. Injecting ideal pulses with a known phase into
the OFA gives the response and hence the bias as function of the true
phase. This bias can be parametrised and inverted to get a correction for
the bias of the measured t0. The correction function was provided by theATLAS Tile Calorimeter group as two fourth-order polynomial as
F(t0) =



p1 + (p2 − (p3 + p4t0) t0) t0) t0 for t0 < 0
(q1 + (q2 + (q3 + q4t0) t0) t0) t0 for t0 ≥ 0 (5.9)
with
p1 = −0.00695743, p2 = 0.0020673, p3 = 0.0002976, p4 = 3.61305× 10−6(5.10)
and
q1 = 0.0130013, q2 = 0.00128769, q3 = −0.000550218, q4 = 7.55344×10−6.(5.11)
This correction function is now implemented in the ATLAS reconstruction
software and hence the non-iterative OFA can be used. As mentioned
above the correction was only applied for parts of the data on recon-
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Figure 5.30: The differencebetween the true t0 true andthe reconstructed t0 reco asfunction of the reconstructedtime for a sample with on-line OFA correction. Thetrue time is estimated fromthe velocity of the particlesand the distance to the mea-surement. A combined sam-ple of R-hadrons is used withmasses between 400 GeV and3000 GeV.
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struction level (online) and therefore has to be applied for the rest of
the data on analysis level (offline). The validity of the approach was
tested by applying this correction offline on R-hadron signal samples with-
out the online correction. The difference between the true t0 true and thereconstructed t0 reco as function of the reconstructed time is shown in Fig-ure 5.29 with and without offline correction. It can be seen that the bias
visible for to reco > 10 ns is gone after applying the offline correction. Com-
paring this with the results from a R-hadron signal sample with the online
correction applied, as shown in Figure 5.30 it can be seen that both the
online and offline correction give the same results. The overall t0 distri-bution with the OFA correction applied to the relevant data-runs together
with the uncorrected distribution is shown in Figure 5.31. The effect on
the t0 distribution measured with muons in data is almost negligible, asfor small t0, as expected for muons, the OFA correction is tiney and fur-thermore the correction is only applied to parts of the data. A larger ef-
fect is visible for the t0 resolution of HCLLPs as shown in Figure 5.32 forR-hadrons. The resolution is estimated as the difference between the ex-
pected t0,true and the reconstructed t0,reco. After correction the mean issignificantly closer to 0 ns and the resolution is improved by roughly 20%.
Distance and η correction Without any correction it would be assumed
that the spatial position of the t0 measurement in the Tile Calorimeter isalways at the centre of the respective cell. This assumption breaks in par-
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Figure 5.31: The t0 distribu-tion without any correctionand with the OFA correctionapplied offline for the datataking period where not al-ready included online.
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Figure 5.32: The t0 resolutionwithout any correction andwith the OFA correction ap-plied for a combined sampleof R-hadrons with masses be-tween 400 GeV and 3000 GeV.
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Figure 5.33: A schematicdrawing of the idea of thedistance correction. Shownare the distance to the centreof the cell (d0) the correcteddistance (dcor) and the lengthof the track in the cell (ltrack).The blue line indicates theactual track and the reddashed line a track throughthe centre of the cell.
d0
{ trackdcorltrack
ticular for the large Tile Calorimeter cells in the extended barrel and a
clear bias as function of η in the cell is visible, as shown in the first row
of Figure 5.34. Those figures show a projection of all φ-wedges, as the
effect is only dependent on the r-z-shape of the cell. This combination
of all wedges of one cell type is from now on referred to as φ-projected
cells. A two step procedure was developed to correct for this η depen-
dence. First the actual spatial position of the measurement is estimated
from an extrapolation of the track to the Tile Calorimeter cell and used
for a correction of the additional path length. Second a residual bias is
corrected with an η-dependent correction. This residual bias in data is
rather small and originates from the differences in the light path to the
readout between the centre of the cell and the actual spatial position of
the measurement. A larger bias was found in simulation, most likely due
to mis-modelling of the light path as can be seen in the second row of
Figure 5.34. The reason why this two-step procedure and not only an
η-dependent correction is applied is that the particle is traveling the addi-
tional distance to the spatial position of themeasurement with its specific
velocity. As this analysis is looking for particles with velocities significantly
lower than the speed-of-light an increasing bias in η the lower the particle
β would be introduced [133].
The basic idea of the distance correction is illustrated in Figure 5.33. As
the particle trajectory does not necessarily traverse the centre of the cell a
corrected spatial position of the measurement has to be estimated. This
is done by extrapolating the ID track to the respective Tile Calorimeter
cell to obtain the entrance and exit points of the particle. The spatial
position of the measurement is then estimated as the centre of the tra-
jectory within the cell and accordingly the new distance of flight is given
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Figure 5.34: The t0 distribu-tion as function of η for one
φ-projected Tile Calorimetercell. Left: Muons in data.Right: Muons from a sampleof simulated Z → µµ events.The first row shows the un-corrected distribution. Thesecond row the t0 distributionafter the distance correctionand the third row after boththe distance and the η correc-tion
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Figure 5.35: Left: t0 against ηfor cell D6 with the superim-posed profile used for the ηcorrection. Right: One η slicewith a superimposed Gaus-sian. The mean of the Gaus-sian is used for the profile.
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as dcor = din + ltrack/2. The correction is up to 30 cm for the outer regionsof the largest cells D5 and D6. Furthermore also the position of the pro-
duction vertex is taken into account as origin of the track. Detailed stud-
ies and also the treatment of the segmented cells in sampling 13 can be
found in Reference [133]. For the t0 calibration the new distance is usedto subtract the additional time-of-flight from the measurement under the
assumption of particles travelling with the speed-of-light. The corrected
time is accordingly given by
t0 cor = t0 + d0 − dcorc . (5.12)
This corrected t0 cor is used for the calibrations but not for the βTILE esti-mation as it assumes β = 1. For βTILE instead the corrected distance is
directly used in the calculation, as
βcor = dcort0c + d0 . (5.13)
This ensures that the additional path length is also assumed to be trav-
elled with the correct β. The effect of the correction can be seen in the
second row of Figure 5.34. While in data almost no residual bias is left, a
strong η dependence is still visible in simulation due to mis-modeling of
η-dependence of the timing.
To account for the residual bias an additional η dependent correction is
applied on top, separate for data and simulation. The t0 distribution istherefore split into bins of η as shown in Figure 5.35 (right). Each slice is
fit first with a Gaussian in the range mean minus RMS to mean plus RMS
and afterwards refit with a Gaussian using the mean of the first Gaussian
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Figure 5.36: The t0 distribu-tion with and without theadditional η corrections formuons in data.
10− 5− 0 5 10
10000
20000
30000
40000
C
el
l h
its
 = 13.0 TeVs
 correctedη
 =-0.03 ns0t
 =0.73 nsσ
OFA corrected
 =0.14 ns0t
 =0.85 nsσ
Charginos
10− 5− 0 5 10
 [ns]0 true - t0 recot
1
2R
at
io
Figure 5.37: The t0 resolution(t0reco−t0true) with and withoutthe additional η correctionsfor a combined sample ofpair-produced charginos withmasses between 200 GeV and1500 GeV.
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Figure 5.38: The t0 distribu-tion as function of the energydeposit Ehit per cell with theprofile superimposed for data(left) and simulation (right).
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plus/minus the sigma of the first Gaussian as range. The mean of the
final Gaussian is directly used as calibration constant and superimposed
as profile in Figure 5.35. The results after applying both the distance and
the η correction on data and simulation are shown in the last row of Fig-
ure 5.34. As expected for both data and simulation no residual t0 bias asfunction of η is visible.
The overall t0 distribution with and without the η corrections applied formuons in data is shown in Figure 5.36. With the η corrections the resolu-
tion of the timing measurement can be improved by roughly 5% and also
the mean of the t0 distribution is closer to 0 ns after the correction. Alsofor the t0 resolution measured with charginos similar effects are visibleas shown in Figure 5.37. As expected the effect on the resolution is larger
(14%) as the η bin-wise correction is larger due to themis-modelling of the
η dependence. Also in simulation the mean of the t0 resolution is closerto the expected 0 ns.
Energy correction It was found that the timing distribution depends on
the energy deposited in each cell. To correct for this dependence a similar
approach as in the η-correction is made. The t0 is drawn against Ehit asshown in Figure 5.38. The binning is chosen to have reasonable statistics
in each η slice for data as well as for simulation. Each slice is fitted as
described for the η correction and the mean of the Gaussian is used as
correction. This correction is done separate for each φ-projected cell and
separate for data and simulation. The effect on the final t0 distribution isshown in Figure 5.39. While the mean of the distribution stays the same
a slightly better resolution can be observed.
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Figure 5.39: The t0 distribu-tion with and without the ad-ditional energy correction formuons in data.
Cell-wise correction (data) To account for desynchronisation of single
Tile Calorimeter cells calibration constants are estimated for each indi-
vidual cell. This correction is only applied in data as such effects are
not included in simulation. The calibration constants are obtained as the
mean of a Gaussian fit to the t0 distribution in the region mean of the his-togram plus/minus the RMS as shown in Figure 5.27 (left). The observed
mean is then subtracted from the measurements in the respective cell
to correct for these possible desynchronisations. The observed means
of the t0 distributions are shown in Figures 5.40. Overall most of the TileCalorimeter cells are within 200 ps around 0 ns as can be seen also from
Figure 5.41. Nevertheless some regions show a constant shift, e.g. the
wedge φ = −0.15 which has a constant bias of about 0.5 ns for all three
layers in the extended barrel. Also some larger bias for individual cells of
up to 2 ns can be observed. The impact of this calibration on the t0 distri-bution can be seen in Figure 5.42. The impact on the overall distribution is
rather small but this is nevertheless an important calibration as it ensures
that no desynchronised cells corrupt the time-of-flight measurements in
the Tile Calorimeter and fake out-of-time particles.
Run-wise correction (data) It has been observed that the t0-distributionsof all Tile Calorimeter hits feature a run-dependent mean deviation from
zero, which is attributed to a desynchronisation between the LHC clock,
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Figure 5.40: The mean ofthe t0 distributions per TileCalorimeter cell. The threefigures are the different TileCalorimeter layers. The x-axisindicates the cell type in therespective layer and the y-axisthe φ wedge. Overall for eachof the 4672 Tile Calorimetercells one bin is drawn in thesefigures.
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Figure 5.41: The distributionof the mean < t0 > valuesobserved in the individual TileCalorimeter cells.
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Figure 5.42: The t0 distribu-tion with and without theadditional cell-wise correctionfor muons in data.
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Figure 5.43: The mean of thet0 distributions per ATLAS run.The dashed line separates theruns from 2015 and 2016. 27
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Figure 5.44: The t0 distribu-tion with and without theadditional run-wise correctionfor muons in data.
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derived from the RF cavities at LHC Point 4, and the actual time of the col-
lision within ATLAS, caused by the influence of weather on the fibre that
transmits the signal to ATLAS. For the Tile Calorimeter a per run correc-
tion is applied based on the mean of all calorimeter time measurements.
The mean is obtained similar as for the cell-wise correction from a Gaus-
sian fit of the t0 distribution of all measurements in a given run. Thesecalibration constants, as a function of the ATLAS run, are shown in Fig-
ure 5.43. In 2015 the fluctuations are slightly larger with about 400 ps,
while in 2016 except for the first runs a very stable timing was observed
with fluctuations of less than 200 ps due to an improved online moni-
toring of the timing. The effect of this correction on the overall timing
measurement is shown in Figure 5.44. Also for the run-wise correction
almost no difference in the overall distribution is observed, which is ex-
pected as the majority of the data are taken in 2016 where the timing was
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Figure 5.45: The timing reso-lution as function of the en-ergy deposit Ehit for high-gain signals from two differ-ent φ-projected Tile Calorime-ter cells. The two sides of thedetector are also combined toincrease the statistics, so e.g.cell -A8 is combined with A8.The a parametrisation (blues)is superimposed on the mea-sured values and also the fitparameters are given. Thefigures on the left show theresolution for muons in data,while the ones on the right theresolution for muons fromsimulated Z → µµ events.
very stable. Still this correction is necessary as it ensures a stable timing
over the whole data taking period.
Smearing (simulation) It was observed that the resolutions of t0 in sim-ulation (Z → µµ) and data have a discrepancy in their behaviour as a func-
tion of the energy deposit as well in the resolution per cell, which can be
seen from Figure 5.45. Those figures are produced similar to Figure 5.36
for the energy correction, but instead of the mean the width of the Gaus-
sian fit per Ehit bin is drawn. The resolution is estimated separate for thehigh- and low-gain signals (high-gain < 20 GeV < low-gain), but for the low-
gain signals only a single energy bin (20 GeV− 40 GeV) is used due to the
limited statistics. The differences between the cells are mostly due to the
geometric shape. It is hence possible to increase the statistics for those
figures by, besides using the φ-projected cells, also combining both sides
of the detector, so e.g. cell -A8 and A8, as they have the identical shapes.
For most of the cells a similar shape of the resolution as function of Ehitfor both data and simulation was observed but with the resolution be-
ing underestimated in simulation (Figure 5.45 upper). But in some cases
an unphysical rise, as e.g. shown in Figures 5.45 (lower), was observed.
This behaviour was investigated and checked for any dependencies that
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Figure 5.46: The final t0 distri-bution for muons in data andsimulated Z → µµ events af-ter the smearing.
15− 10− 5− 0 5 10 15
0.02
0.04
0.06
0.08
0.1
F
ra
ct
io
n 
of
 h
its
-1 = 13.0 TeV, 36.1 fbs
)µµ→Simulation (Z
 =0.01 ns0t
 =1.57 nsσ
Data
 =-0.09 ns0t
 =1.56 nsσ
15− 10− 5− 0 5 10 15
 [ns]0t
0.5
1
1.5
R
at
io
could cause unexpected correlations for the analysis (e.g. η, φ, p). As no
correlations were observed, and in particular no correlations with the ob-
servables used in the candidate selection (e.g. p and t0), this rise is simplywashed out by applying the correct smearing as function of Ehit. The un-certainty is parametrised for high-gain hits in data using Equation 5.14
[134], while for simulation an additional tan−1 term is added to account
for the unphysical rise for higher Edep (see Equation 5.16).
σt0 =
√p20 + (p21/√E)2 + (p22/E)2 (5.14)
σt0 =
√p20 + (p21/√E)2 + (p22/E)2 + tan−1(E + p3)p4 − p5 (5.15)
Equation 5.14 consists of a constant term, a statistical term √E and a
noise term E. For low-gain signals only one bin is used and the resolution
is hence only estimated from the value of this single bin. The smeared
t0 smear in simulation is then estimated with
t0 smear = t0 + Random.Gaus
(
0,√σ2data(Ehit)− σ2sim(Ehit)
)
. (5.16)
It was observed that for some very rare cases the resolution in simulation
is slightly worse than in data. As this is rare and also the differences are
small no correction is applied for those cases. The final t0 distribution
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Figure 5.47: The final t0 distri-bution in simulated events ofdirect chargino production af-ter the smearing. A combinedsample of charginos withmasses between 200 GeV and1500 GeV is used.
after the smearing for simulation and data after the Z → µµ pre-selection
is shown in Figure 5.48. A good agreement in the core of the distribution
is observed while in the tails simulation underestimates the fraction of
outliers by about 20%. As in this analysis simulation is only used for the
signal samples and not for the background only a good agreement in the
core of the distribution is relevant. The reason is that final signal distribu-
tion is the timing resolution folded with the truth spectrum. So to have
any effect on the signal efficiency the HCLLP candidate has to be close to
the β requirement for the signal region and in the tails of the resolution.
The effect on the signal efficiency was studied by folding the data and the
simulation resolution with the truth spectrum and evaluating the differ-
ence in the fraction of candidates surviving the β requirements used in
the analysis. In any case the effect was found to be less than 1%. Com-
pared to previous analyses [101, 103] the agreement between simulation
and data is significantly improved as for the first time both energy- and
cell-wise effects are simultaneously taken into account for the smearing.
The final t0 resolution for charginos is shown in Figure 5.47. The resolu-tion for charginos after the smearing is slightly worse than the resolution
for muons. This is expected as the bulk of the charginos samples has
rather low masses and as argued for the dE/dx measurement they are
close to the minimum of the ionisation energy loss. As muons are already
in the relativistic rise of the Bethe-Bloch formula they are expected to
112 CHAPTER 5. SEARCH FOR HEAVY CHARGED LONG-LIVED PARTICLES
have a slightly higher energy loss in the Tile Calorimeter and accordingly
a better timing resolution.
Uncertainty and pull correction The uncertainty of the t0 measure-ment in data that was used to estimate the smearing is also used to cal-
culate the uncertainty of the β measurement. For each Tile Calorimeter
hit an uncertainty depending on the cell and the energy deposit can be
evaluated. As the uncertainty on the distance of the measurement is al-
most negligible, the uncertainty on the inverse β measurement can be
calculated with
σβ−1 = cσt0 (cell, Ehit)d . (5.17)
To validate and correct the estimated uncertainty of the single hits the
pull distributions are considered separate for data and simulation. The
pull is defined as
pull = 1/βreco − 1/βtrue
σβ−1
, (5.18)
with βtrue = 1 for muons traveling basically with the speed-of-light, if tak-
ing into account the timing resolution achieved with the Tile Calorimeter.
For a perfect β and σβ measurement the pull distribution would matcha Gaussian with a width of one and be centered around zero. The pull
distributions for data and simulation are shown in Figure 5.48. For data
the distribution is in almost perfect agreement with a unit Gaussian, the
width is only off by 1.6%. As the 1.6% are statistical significant they are
taken into account as constant scaling of the uncertainty. For simulation
a slightly larger effect of about 5% is observed and also used as scaling
on the uncertainty. Both pull corrections are significantly smaller than for
previous analyses (11% [101]) and hence support that the estimation of
the uncertainties is improved.
Final distributions The single hit t0 and β resolution for the Tile Calorime-ter are shown in Figures 5.49. The resolution per cell is obtained as the
width of a Gaussian fitted to the t0 or β distributions, respectively. TheFigures also illustrate the shape and relative size of the cells. For the t0the dominant factor is the size or more precise the path length of the
tracks in the cell. The length of the track in the cell is roughly propor-
tional to the energy deposit for minimum ionising particle. And as the t0resolution is dependent on the energy deposit it is expected that the res-
olution is worse for smaller cells. The worst timing resolution is found for
cells ±A13, which are not the smallest cells. The reason for the resolution
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Figure 5.48: Pull distributionsfor the individual timingmeasurements with theTile Calorimeter. The dis-tributions are fitted with aGaussian in the range meanplus minus one RMS. The leftdistribution shows data whilethe right simulateed Z → µµevents.
being worse there is, that due to the angle to the IP, many particles are
traversing the cell only with a small path length in the cell. The best tim-
ing resolution is indeed for the cells with the largest path lengths, which
are the stacked cells in sampling 13 that are oriented along the expected
particle paths and for the largest cells ±D6. For the β resolution the de-
pendence of the resolution on the distance of flight (Equation 5.7) can
clearly be seen, as the resolution follows the distance circles. The best
β resolution is hence achieved with the outermost cells in the extended
barrel, cells ±D6.
The final t0 distribution after all previously discussed corrections appliedcompared to the uncorrected distribution is shown in Figure 5.50. The
main contribution to the improved resolution comes from the η depen-
dent correction but nevertheless also the other corrections are needed
and important to achieve a trustable timing measurement in the Tile
Calorimeter.
The combined βTILE is estimated using Equation 5.6 from the single βmea-
surements as a weighted average, using the inverse of the uncertainties
as weights. Two further important variables that can be estimated for the
combined βTILE are the combined uncertainty (Equation 5.7) and the con-
sistency between the individual measurements. The consistency of Nhitsmeasurements is defined as the probability of a χ2 for NdoF = Nhits − 1degrees of freedom, with
χ2 = Nhits∑
i=1
(β−1comb − β−1i )2
σ2
β−1i
. (5.19)
Both the uncertainty of the combined βTILE and the consistency between
the measurements are important quantities to ensure a good quality of
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Figure5.49:Thetiming(upper)and
β(lower)resolutionforeachTileCalorimetercell.TheformoftheboxesillustratestheshapeoftherespectiveTileCalorimetercellsandthe
greylinesindicatethedifferent
ηdirections.WiththegreycirclesthedistancetotheIPisgiven.Thet0 resolutionmainlydependsonthesizeofthecellsandhencethepath
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Figure 5.50: The final t0 distri-bution after all correction ap-plied compared to the uncor-rected t0 for muon in data.
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Figure 5.51: The combined
βTILE distribution measuredwith muons in a Z → µµ se-lection in data and simulatedZ → µµ events. As the res-olution has some η depen-dance due to the different tra-versed detector systems an ηre-weighting is applied to thisplot to ensure the same ηcomposition in data and sim-ulation. [5]
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the measurement and can are used for the pre-selection of HCLLP candi-
dates.
The final βTILE distribution for data and simulation is shown in Figure 5.51.
A good agreement between data and simulation is observed, which is due
to the improved estimation of the uncertainties. The resolution achieved
for the combined βTILE is 0.068. This is a 14% improvement to the reso-
lution achieved in the Run-1 analysis (σβ = 0.079[97]) and 6% better thanthe resolution achieved for the first Run-2 analysis (σβ = 0.072), whichwas also part of my work. This analyogsis hence achieved the best βTILE
resolution for muons in ATLAS so far.
Timing validation with muons from satellite–satellite collisions
The LHC uses a 400 MHz RF system which means that buckets exist sep-
arated by 2.5 ns. In 2015 and 2016 the main bunches are separated by
25 ns but due to imperfections in the injection process also side buck-
ets get filled, from now on referred to as satellite bunches. As the SPS is
driven by a 200 MHz RF system [135] only satellites seperated by multi-
ples of 5 ns get filled with significant populations, where the ±5 ns satel-
lites are the most dominant ones. For the latter the population is sup-
pressed by roughly O(10−3), which means that the collision rate of (±5
ns) satellite–satellite bunches is suppressed by O(10−6). The suppression
of the population of the satellites can be seen in Figure 5.52. This figures
shows measurements of the bunch populations in early LHC runs (2011)
using a longitudinal density monitoring. Those measurements were per-
formed with the LHC running at a 50 ns bunch spacing. But as migrations
of the following bunch crossing to the 5 ns satellites are rather unlikely
they can nevertheless be used to give at least a rough estimate of the ex-
pected suppression of satellite–satellite collisions with respect to central
collisions.
The particles produced in those satellite–satellite collisions can be used,
if identified, to validate the performance of the detectors for real out-of-
time signals. It was shown that the LAr calorimeter is capable of iden-
tifying electrons from satellite–satellite collisions [136]. For the valida-
tion of the timing measurements for minimum ionising particles with the
Tile Calorimeter muons have to be identified to originate from satellite–
satellite collisions, which has two major difficulties. Muons, as they are
minimum ionising, release significantly less energy in the Tile Calorime-
ter cells than electrons in the LAr calorimeter. As the timing resolution is
strongly energy dependent, as can be seen from Figures 5.45, a worse
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Figure 88. APD counts against time. Longitudinal profile of the filled slot and following slot, showing the effect of 
satellite enhancement in the LHC injector chain. Fills 2219 and 2222 used the normal bunch splitting scheme and 
had only spontaneously occurring satellites, while fills 2261, 2266 and 2267 used the modified scheme with 
enhanced satellites. 
 
6.3 Time Resolution 
An example of a single-bunch profile is shown in Figure 89. The LDM’s time resolution is 
sufficient to determine the bunch shape and length. In this case, the bunch is Gaussian. The 
larger tail on the right-hand side (trailing edge) is in fact caused by the diffusion tail of the APD. 
Figure 5.52: Measurements ofthe bunch populations forsome LHC pp fills using a lon-gitudinal density monitoring.This scans were performed onbeam 1 in 2011. Fills 2219and 2222 used the normalbunch scheme and had onlyspontaneously occuring satel-lites, while fills 2261, 2266and 2267 used a modifiedscheme with enhanced satel-lites at 25 ns. [137]
timing resolution is expected. The particles originating from satellite–
satellite collisions are, similar as the particles from the central collisions,
expected to be produced with almost the speed-of-light. This means that
there is no gain in resolution by being further away from the production
vertex as for the velocity measurements of slow moving particles. So the
slightly worse timing resolution in the Tile Calorimeter compared to the
LAr calorimeter is a further complication. The overall timing resolution
for the single hits is shown in Figure 5.53. The tails at ±5 ns are only
suppressed by O(10−2) which completely hides all potential signals from
muons produced in satellite–satellite collisions which are expected to be
suppressed compared to the central collisions by O(10−6). This means
that the intrinsic timing resolution of single ATLAS Tile Calorimeter mea-
surements is not sufficient to resolve satellite–satellite collisions even af-
ter all previously mentioned calibrations.
To identify muons from satellite–satellite collisions a new method, com-
bining the individual timingmeasurements to a combined timing permuon
and afterwards rejecting candidates with bad resolution or timing mea-
surements that are not consistent with each other, was developed. The
combined t0 is calculated as
t0, comb =
∑Ni=1 t0,i/σ2t0,i∑Ni=1 1/σ2t0,i (5.20)
from the single measurements and the estimated resolution per hit. For
this combination it is assumes that the muons are produced late and
travel almost with the speed-of-light, which is the case for muons with
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Figure 5.53: The timingresolution for muons in datameasured with the ATLASTile Calorimeter. The tails at
±5 ns are only suppressedby O(10−2) which completelyhides all potential signalsfrom muons produced insatellite–satellite collisionswhich are expected to besuppressed compared to thecentral collisions by O(10−6)
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a minimum pT of 25 GeV. The combined uncertainty and the χ2 betweenthe measurements is obtained using
σ2t0,comb = 1∑Ni=1 1/σ2t0,i and χ
2 = N∑
i=1
(t0,comb − t0,i)2
σ2t0,i
, (5.21)
respectively.The 2D-plane of σt0,comb and the probability P(χ2,Nhits − 1) isscanned to find the optimal combination of requirements to suppress
the tails of the resolution sufficiently to resolve the signals from satellite–
satellite collisions. As optimal combination σt0,comb < 0.55 ns and P(χ2,Nhits−1) > 0.70 was found. The corresponding t0 distribution is shown in Fig-ure 5.54. Besides the central peak to side peaks at t0 = −4.91 ± 0.09 nsand t0 = 5.13 ± 0.07 ns are visible. To validate if those side peaks reallyoriginate from muons produced in satellite–satellite collisions potential
correlations in particular with specific detector regions were checked. As
no unexpected correlations were found those side peaks are assigned
to satellite–satellite collisions. The mean position of the side peaks is in
good agreement with the expectation (±5 ns) taken into account the un-
certainties on themean. Thismeasurement represents the first validation
of the behaviour of the ATLAS Tile Calorimeter for out-of-time signals in
real collision data. This cross-check is in particular important, as for the
LAr calorimeter some disagreements between the timing at the satellite–
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Figure 5.54: The t0 distri-bution for muons requiring
σt0 ,comb < 0.55 ns andP(χ2,NdoF)>0.70. Be-sides the central peak(t0,mean=0.07±0.01 ns,
σt0=0.49±0.01 ns)to side peaks with(t0,mean=-4.91±0.09 ns,
σt0=0.57±0.08 ns) and(t0,mean=5.13±0.07 ns,
σt0=0.47±0.12 ns) wereobserved.
satellite peaks and the expectation were observed [136]. Besides the
mean value also other observables of the side peaks can be compared
to the expectations. So far no dependence of the timing resolution on
the timing it self was considered or observed. To validate this the width
for the side peaks can be compared to the width of the central peak. Also
the resolution agrees within the uncertainties, between the side-peaks
and the central peak, and hence is in support of an equal timing resolu-
tion for out-of-time signals. Furthermore the size of the side peaks can be
compared to the central peak to get a rough estimate on the population
of the satellite bunches. For the observed side peaks a suppression of
(1.2± 0.1)× 10−5 for both the left and the right peak are observed which
is slightly above what was expected from the longitudinal density mon-
itoring measurement from 2011 [137]. But as in particular those scans
where done with a bunch spacing of 50 ns, while the data in this analysis
were taken with a bunch spacing of 25 ns a slightly higher bunch pop-
ulation for the satellite is expected, as the subsequent central bunches
are closer. The suppression is in good agreement with the suppression
O(10−5) obtained for electrons from satellite–satellite collisions with the
LAr calorimeter [136].
Overall this study represents the first observation of particles from satellite–
satellite collisions with the ATLAS Tile Calorimeter. This is in particular
important to validate the trustability of the timing measurements with
the Tile Calorimeter for out-of-time signals. With more data it might be
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possible to also resolve the satellite peaks at ±10 ns to validate the tim-
ing even for longer delays. Furthermore it should be possible to tag the
muons identified as originating from satellite–satellite collisions to test
the out-of-time behaviour in other sub-detectors. This might be in partic-
ular interesting to test the out-of-time behaviour of muons with the LAr
calorimeter to check whether it is possible to include it in the β measure-
ments for HCLLPs.
5.5.3 Time-of-flight Muon Spectrometer
Besides the Tile Calorimeter also the MDT’s and RPC’s are used for time-
of-flight measurements to identify HCLLPs. This section gives a short
summary of the calibration of those systems but with a focus on an addi-
tional correction that has to be applied on the RPC timing in simulation on
top of the corrections described in Reference [128]. Similar as for the Tile
Calorimeter the measured observable of the timing measurements is t0.The timing resolution for muons with the RPC’s (1.8 ns) and MDT’s (3.0 ns)
are worse than the resolution achieved with the Tile Calorimeter (1.56 ns),
whereas the β resolution is significantly better with theMS systems due to
the additional path length and the larger number of measurements. For
the RPC’s twelve hits and for the MDT’s about 22 hits in the barrel and 15
hits in the endcaps per muon are expected. Similar pre-selections as for
the Tile Calorimeter calibration are applied on the data used for calibra-
tion, though starting with SlowMuon objects that are matched to muons
reconstructed with a standard algorithm. For the calibrations the muon
selection is used while for the final comparison between data and simula-
tion the Z → µµ selection is used. Separate calibrations are performed for
the MDT’s and the RPC’s, while for the RPC’s also different corrections are
estimated for η- and φ-strips as they are read out by individual electronics
and optical links.
The first calibration step for the MDT’s is a drift-tube calibration. The
mean of the t0 distribution for each of the 323 799 drift tubes is estimatedand used as calibration constant. This ensures a stable timing measure-
ment for the MDT’s over the full detector range. The second calibration
step, similar as for the Tile Calorimeter, is run-wise correction which en-
sures the stability of the timing measurement over time. The mean of the
t0 for all MDT hits in a given ATLAS run is obtained from Gaussian fits andused as calibration constant. The mean of the t0 distribution as functionof the ATLAS-run is shown in Figure 5.55. Compared to the run-wise cor-
rection in the Tile Calorimeter (Figure 5.43) a larger variation over time
5.5. IDENTIFYING HEAVY CHARGED LONG-LIVED PARTICLES 121
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Figure 4.33: The uncalibrated RPC tim-
ing and b distributions are compared
to the data after online correction and
strip calibration. The Gaussian strip
calibration restores the Gaussian shape
of the RPC timing distribution. Further
improvement to the b estimation results
from the assignment of correct weights.
Mean and width of all distributions are
taken from a Gaussian fit.
system is thus vulnerable to changes of weather which can lead
to phase shift variations of O(100 ps) [283]. As a result, a set of
time-dependent phase shift correction factors is derived by looking
at the arithmetic mean of timing distributions for individual periods
of data-taking (runs). Since the phase-shift variations are overlaid
by detector effects and shifts from online timing adjustments in in-
dividual parts of subdetectors, the time-dependent correction factors
are derived for MDT and RPC h and f strips separately. Figure 4.34
shows the timing corrections Dtrun0 for the MDT system.
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Figure 4.34: Phase-shift corrections
Dtrun0 for the MDT system over all data-
taking periods. The dashed line marks
the transition from 2015 to 2016. The
effects of online calibration changes are
discernable as larger changes between
two consecutive runs. During the first
months of 2016 a desynchronisation ef-
fect can be observed, which is fre-
quently corrected.
A change in the online timing calibration can be observed promi-
nently at the change of years. In the following runs a continuous
desynchronisation was observed, which resulted in drifting means
of the timing distributions. The desynchronisation was corrected by
realignment in short time intervals. Two consecutive runs can thus
have widely different correction factors.
The timing corrections for the RPC system are plotted separately
for h and f strips in figure 4.35.
Since the global online timing changes have already been cor-
rected the timing variation in between runs is much smaller for the
RPC system than for the MDTs. The fluctuations are much larger
during 2015 and early 2016 compared to the later part of 2016 data-
taking. This is due to new RPC chambers that have been installed in
the feet region of the detector11 up until the end of 2015. The year 11 The feet stations are located at  2.0 <
f <  1.0.2015 and the first runs of 2016 were used for timing synchronisation
Figure 5.55: The mean ofthe t0 distributions measuredwith the MDT’s per ATLAS run.The dashed line separates theruns from 2015 and 2016.[128]
is observed and in particular a the step between 2015 and 2016 is sig-
nificantly larger. The uncertainties of the timing measurements with the
MDT’s are obtained as the width of the t0 distribution per tube. The finalcalibration step on data is a pull correction on the resolution of the single
β measurements. For the MDT’s a pull width of 0.92 is obtained and used
as scaling on the uncertainty of the single measurements. To adjust the
timing resolution in simulation to the resolution observed in data the res-
olution per chamber is estimated and used for the smearing due to the
limited statistics in simulation. Unfortunately for a large fraction of cham-
bers the resolution in simulation is larger than in data. For those cases no
smearing is applicable to adjust the resolution. To treat this first a sharp-
ening with a constant scaling of the resolution is applied and in a second
step a random smearing on the sharpened distribution is used to match
the distribution observed in data. The final distribution of the combined
β measured in the MDT’s for muons passing a Z → µµ selction in data and
simulation is shown in Figure 5.56. A good agreement between data and
simulation is achieved.
For RPC’s first a coarse calibration over time is applied that estimates
mean timing offset for periods with a constant global timing setting for
the RPC’s. The mean offset is hence estimated for six data taking peri-
ods and used as calibration constant. The next calibration is a detector-
element-wise calibration, which is ensuring a stable timing measurement
over the full η range. For the RPC’s spearate calibration constants are
estimated for each of the 113 478 η-strips and 248 784 φ-strips. This is
followed by a fine time-dependent calibration, which is obtaining calibra-
tion constants per ATLAS run similar to MDT’s and Tile Calorimeter but
separate for η- and φ-strips. The run-wise offset of the timing for the
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Figure 5.56: The combined βdistribution for MDT’s in dataand simulation for muonspassing a Z → µµ slection.
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RPC’s is shown in Figure 5.57. The distribution of the mean offsets of the
timing resolution is similar to what is observed for the Tile Calorimeter
(Figure 5.43) and hence shows the overall timing miss-alignment between
the ATLAS and LHC clocks, while for the MDT’s (Figure 5.55) the desyn-
chronisation of the MDT’s itself exceed the overall timing mis-alignment.
For the RPC’s the timing uncertainty is estimated from the width of the
timing distribution obtained for the individual strips. As last calibration
step in data also for the RPC’s a pull correction on the individual hit σβ isapplied to adjust the timing resolution. For η-strips 0.988 and for φ-strips
0.978 as width of the pull distribution are obtained and used as scaling
Figure 5.57: The mean ofthe t0 distributions measuredwith the RPC’s per ATLASrun. The calibration constantsare estimated separate for
η (black) and φ-strips (blue).The dashed line separates theruns from 2015 and 2016.[128]
56 chapter 4: timing calibration of the atlas muon spectrometer
Figure 4.35: Phase-shift corrections
Dtrun0 for RPC h and f strips over all
data-taking periods. The dashed line
marks the transition from 2015 to 2016.
The effects of online calibration changes
are discernable most prominently in
early 2016. No large time-dependent ef-
fects are obs rved during 2016. h and f
strips receive similar corrections.
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of the new chambers [284]. Later in 2016 the conditions are stable
and variations are as expected O(100 ps).
The effect of the run-dependent phase-shift correction (run correc-
tion) on the timing distributions is small and shown in figure B.11 in
appendix B. A comparison between the MDT drift-tube corrected b
distribution before and after run correction, as well as the RPC online
and strip corrected t0 distribution before and after run correction are
shown in figure 4.36.
Figure 4.36: Effect of the phase-shift
correction. The left plot compares the
MDT drift-tube corrected b distribution
before and after run correction. The
right plot shows the RPC online and
strip corrected b distribution before and
after run correction. The mean and
standard deviation of a Gaussian pa-
rameterisation to the data are given.
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4.6 Order of calibrations
Since the different stages of calibration take the output of the pre-
vious stage as an input, the overall result depends on the order of
calibrations. Therefore, the reverse order from what was presented
in the previous chapter has also been tested. For MDTs the order
of tube and phase-shift correction has been swapped. For RPCs on
the other hand, the online calibration needs not be performed if the
phase-shift correction is done before the strip correction as global
calibration changes are accounted for in the phase-shift correction.
A comparison between the b distributions resulting from both cali-
brations is given in figure 4.37.
It can be seen that both calibration yield very similar results. For
MDTs the better result is achieved by first performing the tube cor-
rection, while for RPCs both methods perform equally well. The
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on the estimated uncertainties. In simulation unexpected features for
the RPC timing are found as separate peaks of the estimated timing reso-
lution per strip, which are not observed in data. The following procedure
is applied: For strips with a resolution smaller than 1.9 ns no correction is
applied, for strips with a resolution 1.9 ns < σsim ≤ 2.7 ns the timing reso-lution is sharpened, and strips with an even worse resolution are masked
and not used for the β measurement.
Finally it was observed that the combined RPC resolution as function of η
does not match between data and simulation. To account for this an ad-
ditional correction is applied on top of the previously mentioned adjust-
ments for simulation. Also for this case both resolutions that are larger
in data than in simulation and vice versa are observed. A new method
based on a smearing/unfolding approach was developed as part of this
work, to be able to treat both cases similarly. First the response matrix
is estimated using the sharper of the distributions of data or simulation
and smearing it to the broader. As smearing of the underlying histograms
would be on the one hand time consuming due to the high number of
samplings and on the other hand largely dominated by statistical fluc-
tuations, instead ideal Gaussian functions are used to calculate the re-
sponses with the resolutions estimated from the histograms. Each bin is
filled accordig to
p(βs,βl) = Gaus(βs,means,σs)× Gaus(βl,βs,
√
σ2l − σ2s ), (5.22)
where the sub indices label the values of the smaller (s) or larger (l) Gaus-
sian. The response matrix, shown in Figure 5.58 (left), gives the migra-
tion probabilities between bins due the smearing from the small to the
larger Gaussian. The projection to the y-axis gives an ideal Gaussian with
the larger width and the projection to the x-axis the ideal Gaussian with
the smaller width. Using the ideal Gaussian and the response matrix the
ROOUnfold package [138] can be used to estimate the unfolding matrix.
The method applied is based on the Bayesian unfolding [139], which is
a matrix inversion based on the repeated application of Bayes’ theorem.
The inverted matrix is shown in Figure 5.58 (right) using the response ma-
trix (left) and the larger ideal Gaussian as input. Those matrices can be
used to smear or unfold a distribution and are applicable on single mea-
surements. For a given β value, e.g. of a candidate in simulation, the
x-slice corresponding to the given β value is projected on the y-axis. From
this projection the corrected β is sampled. The procedure is the same for
smearing or unfolding which is one major benefit of this method, only
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Figure 5.58: The responsematrix for a smearing froma small to a larger Gaussian(left). The inverted matrix thatcan be used for an unfolding(right). For the smaller Gaus-sian a width of 0.015 is usedwhile for the larger 0.0204.
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the correct matrix has to be stored and used. The effect of a smearing
and unfolding and also the closure for applying both after each other on
a realistic β distribution are shown in Figure 5.59. It can be seen that the
smeared and unfolded distributions have a width that is in agreement
with the input we chose (0.015 for the smaller Gaussian). And also the
closure seems to be in reasonable agreement with the input distribution,
but with some deficits in the tails. This is mainly due to the choice of ideal
Gaussians as input for this method. But as mentioned before, the agree-
ment between data and simulation is mostly important in the core region
of the distributions, so no significant problems due to a disagreement in
the tails are expected.
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Figure 5.60: The relative dif-ference between the β resolu-tion observed in data and sim-ulation along η.
The disagreement of the β-resolution along η between data and simu-
lation observed for the RPC’s is shown in Figure 5.60. For each η slice
the resolutions observed in data and simulation are used as input for the
above described method to obtain a correction matrix. Those correction
matrices are then stored and depending on the η of the candidate applied
to correct its β.
The combined β distribution measured for the RPC’s measured with
muons passing a Z → µµ selection in data and simulation is shown in
Figure 5.61. A reasonable agreement between data and simulation is ob-
served and all residual effects are covered by systematic uncertainties.
5.5.4 Combination of time-of-flight measurements
The β measurements in the different subsystems are then combined to
the βToF similar to the combinations in the subsystems. Also for the com-bined βToF an uncertainty as well as the consistency between the mea-surements in the different subsystems, are estimated.
The uncertainties which are used as inverse weights for the combination
are shown in Figure 5.62. The combined uncertainty is to a large extend
driven by the resolution of the RPC’s. Furthermore is can be seen that
both the MDT and Tile Calorimeter uncertainty distributions have sepa-
rate peaks in the distributions. For the MDT’s this can be explained by a
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Figure 5.61: The combined βdistribution for RPC’s in dataand simulation for muonspassing a Z → µµ slection.
0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4
RPC
β
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
Fr
ac
tio
n 
of
 S
lo
w
M
uo
ns
Data
 simulationµµ→Z
ATLAS Internal
-1 = 13 TeV, 36.1 fbs
0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4
MDT
β
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
Fr
ac
tio
n 
of
 M
uo
ns
Data
 simulationµµ→Z
ATLAS Internal
-1 = 13 TeV, 36.1 fbs
significant fraction of tubes with a worse timing resolution that are pre-
dominantly located in the end-caps. Furthermore the lower number of
expected hits in the end-caps (15 end-caps, 22 barrel) contribute to the
separation into separate peaks. For the Tile Calorimeter, due to the low
number of expected hits, the separate peaks originate from the number
of hits that are used for the combination. The combined βToF in dataas well as the distributions for the different subsystems measured with
muons passing a Z → µµ selection is shown in Figure 5.63. The βToF distri-bution is mostly dominated by the RPC’s which is expected as they have
the best resolution. But the combined resolution is marginally better than
the pure RPC resolution. The reason is that the RPC’s extend only up to
|η| = 1.15 . For the forward region between 1.15 < |η| < 1.65 MDT’s and
Tile Calorimeter can be used for time-of-flight measurements, while for
|η| > 1.65 only the MDT’s are left.
The final combined βToF distribution for muons in a Z → µµ selection indata and simulation is shown in Figure 5.64. A good agreement between
data and simulation is observed. All residual differences that are visible
are covered by systematic uncertainties. Before the final RPC simulation
correction was applied a significant difference between data and simula-
tion was observed. This was used to study the impact of a bad modelling
on the signal efficiency. The truth distribution was therefore smeared
with either the resolution from data or the resolution from simulation.
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Figure 5.63: The combined
βToF distribution together withthe distributions for the dif-ferent subsystems. The com-bined βToF is mostly domi-nated by the βRPC and is in par-ticular not significantly bet-ter than the pure βRPC . Thereason is that the RPC’s onlycover the |η| range up to 1.15and hence for the remainingfiducial volume only the βTILEand βMDT are available.
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Figure 5.64: The combined
βToF distribtribution formuons passing a Z → µµselection in data and simula-tion. [5]
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On the obtained distributions the final selection cuts on β are applied
and the differences in the fraction of rejected candidates are compared.
It was found that the impact was below 1.5% in any case. The impact is
so low because the reconstructed β distribution is completely dominated
by the truth spectrum. This means that as long as simulation is only used
for the signals and not for the background the analysis is stable against
mis-modelling as far as no strong correlations to important variables like
momentum are involved.
5.6 Event Selection
In this section the event selection applied in the search for HCLLPs will be
introduced. First the two types of triggers used,ET and muon triggers willbe discussed together with the expected efficiency to select events con-
taining HCLLPs. The final part describes the event cleaning that has to be
applied to ensure that the detector was fully operational while recording
the event. This is of particular importantce as malfunctions of the detec-
tor could potentially fake some HCLLPs in particular if they are related
to some desynchronisation between the detector systems and the LHC
clock.
5.6.1 Missing-transverse-energy trigger
One trigger type used for the searches for HCLLPs areET triggers. TheETtriggers are used for all different signal region in contrast to the single-
muon triggers, which are not applied in the MS-agnostic selection. In
principle events with HCLLPs feature no direct source of ET except forassociated productions with neutral LLP’s, as e.g. χ±1 χ01. And also thosecases give no rise to largeET on Level-1 as there theET is solely estimatedfrom the calorimeters, where HCLLPs are expected to release only mod-
erate energy deposits. The reason why events with HCLLPs still can be
selected by ET triggers are QCD radiations from the initial or final states.Those jets can be seen in the calorimeters and, as the rest of hard inter-
action is invisible, lead to a significant imbalance in the event and hence
give rise to ET. For charginos and staus no QCD FSR is expected as theyare colour-singlets, but also for R-hadrons hard FSR jets are suppressed
as discussed in Section 4.2. Hence, mainly ISR jets contribute to the ETseen on Level-1, and allow to trigger the events.
To deal with the increasing instantaneous luminosity the thresholds on
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Figure 5.65: The triggerefficiencies for the differentthresholds of the lowestunprescaled ET triggers forR-hadrons (sbottom, stop,gluino), staus and charginoswith different mass hypothe-ses. For charginos besidesthe direct pair production
χ±1 χ±1 channel, also theassociated production χ±1 χ01is shown. [128]
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onset as function of the offline EmissT
9. The onset behaviour of all 9 Since the trigger decision needs to
be fast, the calculation of the online
EmissT is done only relying on calorime-
ter clusters. The offline EmissT receives
corrections and can be very different
from the online EmissT . Thus the broad
onset functions.
relevant EmissT triggers in data and simulation is shown in figure 5.9.
The use of the EmissT trigger for R-hadron searches is primarily
motivated by the lack of a feasible and better alternative. Though its
efficiency is low, EmissT triggers still provide a better trigger efficiency
for R-hadrons than the single-muon trigger in the full-detector event
selection. Figure 5.10 shows the EmissT trigger efficiencies for all mass
points of R-hadrons, charginos and staus.
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Figure 5.10: Efficiency of all EmissT trig-
gers used in the analysis as function
of the simulated R-hadron mass (left),
stau mass (middle) and chargino mass
(right). For better visibility the dat-
apoints for the top squark have been
shifted by 50 GeV on the mass axis, the
datapoints for c̃±1 c̃
±
1 have been shifted
by 10 GeV to lower masses, c̃±1 c̃
0
1 by
10 GeV towards larger masses.
A general feature is the rise in trigger efficiency for larger masses.
This is due to the increased available energy which results in larger
EmissT contributions from possible transverse-momentum imbalances
through e.g. ISR. For R-hadrons, the increase in efficiency is fol-
lowed by a rapid decrease since the dominant production channel
changes from gluon–gluon fusion to quark–antiquark annihilation
and reduces the ISR content for large masses.
5.5.2 Single-muon trigger
Single-muon triggers are only used in the full detector analysis. Dur-
ing the two years of data taking, the threshold has been raised several
times ranging from 20 GeV to 26 GeV (table 5.5). Besides the thresh-
old, an isolation requirement was used to control the trigger rate,
where the working points have been chosen either loose (L), medium
(M) or varmedium (VM)10. Since an offline cut on the muon momen- 10 The isolation is computed using on-
line reconstructed ID tracks within
a cone of muon-pT dependent size
around the muon. E.g., the loose se-
lection requires the scalar sum of trans-
verse track momenta in a cone with
DR = 0.2 to be smaller than 12% of the
muon pT [314].
tum is applied during the analysis, the (anyway much sharper) trig-
ger onset does not affect the signal efficiency like for the EmissT trigger.
The trigger is only sensitive to muons arriving within the window
of the collision bunch-crossing. Out-of-time muons arriving outside
this trigger window will nevertheless fire the trigger, but will be at-
tributed to the wrong BC. Since the ID has a readout window of only
1 BC, the ID information of the actual collision will be lost in such
a case11. This has consequences for searches for slowly-propagating 11 Chapter 6 gives more information on
this and introduces a novel trigger spe-
cialised on slow particles.
particles that arrive frequently too late in the trigger chambers and
are thus lost. In MC, the L1 trigger electronics is simulated in de-
tail and would reproduce the same trigger decisions as the hardware
trigger, if the same signal is fed into the chain. However, in the
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onset as function of the offline EmissT
9. The onset behaviour of all 9 Since the trigger decision needs to
be fast, the calculation of the online
EmissT is done only relying on calorime-
ter clusters. The offline EmissT receives
corrections and can be very different
from the online EmissT . Thus the broad
onset functions.
relevant EmissT triggers in data and simulation is shown in figure 5.9.
The use of the EmissT trigger for R-hadron searches is primarily
motivated by the lack of a feasible and better alternative. Though its
efficiency is low, EmissT triggers still provide a better trigger efficiency
for R-hadrons than the single-muon trigger in the full-detector event
selection. Figure 5.10 shows the EmissT trigger efficiencies for all mass
points of R-hadrons, charginos and staus.
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Figure 5.10: Efficiency of all EmissT trig-
gers used in the analysis as function
of the simulated R-hadron mass (left),
stau mass (middle) and chargino mass
(right). For better visibility the dat-
apoints for the top squark have been
shifted by 50 GeV on the mass axis, the
datapoints for c̃±1 c̃
±
1 have been shifted
by 10 GeV to lower masses, c̃±1 c̃
0
1 by
10 GeV towards larger masses.
A general feature is the rise in trigger efficiency for larger masses.
This is due to the increased available energy which results in larger
EmissT contributions from possible transverse-momentu imbalances
through e.g. ISR. For R-hadrons, the increase in efficiency is fol-
lowed by a rapid decrease since the dominant production channel
changes from gluon–gluon fusion to quark–antiquark annihilation
and reduces the ISR content for large masses.
5.5.2 Single-muon trigger
Single-muon triggers are only used in the full detector analysis. Dur-
ing the two years of data taking, the threshold has been raised several
times ranging from 20 GeV to 26 GeV (table 5.5). Besides the thresh-
old, an isolation requirement was used to control the trigger rate,
where the working points have been chosen either loose (L), medium
(M) or varmedium (VM)10. Since an offline cut on the muon momen- 10 The isolation is computed using on-
line reconstructed ID tracks within
a cone of muon-pT dependent size
around the muon. E.g., the loose se-
lection requires the scalar sum of trans-
verse track momenta in a cone with
DR = 0.2 to be smaller than 12% of the
muon pT [314].
tum is applied during the analysis, the (anyway much sharper) trig-
ger onset does not affect the signal efficiency like for the EmissT trigger.
The trigger is only sensitive to muons arriving within the window
of the collision bunch-crossing. Out-of-time muons arriving outside
this trigger window will nevertheless fire the trigger, but will be at-
tributed to the wrong BC. Since the ID has a readout window of only
1 BC, the ID information of the actual collision will be lost in such
a case11. This has consequences for searches for slowly-propagating 11 Chapter 6 gives more information on
this and introduces a novel trigger spe-
cialised on slow particles.
particles that arrive frequently too late in the trigger chambers and
are thus lost. In MC, the L1 trigger electronics is simulated in de-
tail and would reproduce the same trigger decisions as the hardware
trigger, if the same signal is fed into the chain. However, in the
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the HLT for the lowest unprescaled triggers had to b adjusted several
times during the data-taking periods that re consider d i this a alysi .
The different thresholds together with the ATLAS runs for the respective
periods are summarised in Table 5.2. On L vel-1 the same thre hold of
50 GeV was used for the whole data-taking period considered in this anal-
ysis.
Table 5.2: The HLT ETthresholds for the lowestunprescaled triggers in thecorresponding data takingperiods. Also the integratedluminosity recorded by theATLAS detector in the givenperiods is stated.
Run numbers Luminosity [fb−1] HLTET threshold [GeV]
276262 – 284484 3.2 70
297730 – 302827 6.1 90
302919 – 303892 6.5 100
303943 – 311481 20.3 110
The trigger efficiencies for the different thresholds of the lowest un-
prescaled ET triggers for R-hadrons (sbottom, stop, gluino), staus andcharginos with different mass hypotheses are shown in Figure 5.65. For
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Figure 5.66: The fractionof events produced from agg-initial state for differentmass hypotheses of directlypair-produced stop-quarksand gluinos. The fraction ofevents produced from qqinitial state is one minus thefraction of gg-initial states.
the R-hadron signals in the lower mass range the efficiency is increasing
with mass reaching a plateau at a sparton mass of roughly 1 TeV. For
gluino masses higher than about 1.5 TeV the trigger efficiency is degrad-
ing. The increase in efficiency is due to the increased momentum of the
colliding partons that is needed to produce the heavier sparticles. The
increased momentum results in an increase of the phase space for gluon
radiation with larger momenta. Hence harder ISR jets and larger ET areexpected for higher momentum transfers in the hard collision. For a par-
ticle mass of about 1300 GeV it is more likely that the valence quarks
carry the required momentum fraction of the protons to produce the
spartons. This is obtained from a back-of-the-envelop calculation taking
the crossing of the PDFs for gluons and quarks (x ≈ 0.2) from Figure 3.3
and multiplying it with the momentum of the proton (6.5 TeV). This gives,
as two spartons have to be produced, a rough estimate for which mass
the quark-quark initial states will take over. This assumption breaks if the
production channels via gg or qq initial states are largely suppressed. The
initial state is important for the expected ISR as gluons are doubly colour
charged and hence have an increased probability for ISR radiations due
to the larger colour factors. This is in agreement with what can be seen
for the trigger efficiencies as for masses of about 1.3 TeV the plateau is
reached. This argument can be further validated by estimating the frac-
tion of events that are produced from a gg initial state which is shown in
Figure 5.66.
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Table 5.3: The HLT single-muon thresholds and muonisolation requirements for thelowest unprescaled triggers inthe corresponding data takingperiods. Also the integratedluminosity recorded by the AT-LAS detector in the given pe-riods is stated. The isolationrequirements used are loose(l), medium (m) or varmedium(vm).
Run numbers Luminosity [fb−1] Muon threshold [GeV] Isolation
276262 – 284484 3.2 20 l
297730 – 300279 0.5 24 l
300345 – 302872 11.0 24 m/vm
302919 – 304494 3.4 26 m/vm
305380 – 311481 18.0 26 vm
It can be seen that roughly at 1.3 TeV about 50% of the events are pro-
duced from a qq intial state, while for the low masses about 90% of the
events have a gg inital state. It can further be seen that the fraction of
events produced from a gg inital state is smaller for stop quarks than for
gluinos. This is the reason why the trigger efficiency is generally lower for
squarks than for gluinos.
For staus and charginos the same increase in trigger efficiency with the
mass of the sparticle is observed. Which can also be explained by the
enhanced phase space for ISR radiations. But in general theET trigger ef-ficiency is lower than for colour-charged sparticles. This can be explained
as direct stau and chargino productions are at tree-level only possible
from qq initial states. This is, as discussed before, lowering the probabil-
ity of an ISR radiation.
For meta-stable particles the ET efficiency can be significantly increasedwhen the decay occurs before or within the calorimeters and the decay
products contribute to an imbalance in the event. This is model specific
as it depends on the type of the decay products as well as on the available
phase space for the decay products. For the meta-stable gluinos consid-
ered in this analysis, the decay to a neutralino (mχ01 = 100 GeV) and twoquarks is assumed. The large mass difference between gluino and neu-
tralino gives rise to hard jets and hence significantly increases the trigger
efficiency if the particle decays before or in the calorimeters.
5.6.2 Single-muon trigger
Single-muon triggers are in contrast to theET triggers not used for theMS-agnostic selection as the efficiency depends on the fraction of R-hadrons
charged in the MS and hence on the modelling of the hadronic interac-
tions from which this signal channel is aiming to be independent. For all
other signal channels both the lowest unprescaled ET and muon triggersare used. The muon triggers directly detect HCLLPs if they reach the MS
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Figure 5.15: Left: onset function of the
single-muon triggers for different sig-
nal types. As expected, the shape of the
onset is reproduced regardless of the
type of signal. Right: Combined signal
MC onset for three different regions in
h. For both plots b has been determined
from the hit with the largest measured
ToF in the RPC system.
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The muon triggering in the end-caps of the detector is done using
TGCs in which the simulation is based on detailed studies with test
beams and ideal pulses [316, 317]. The electronic compensation of
cable delays is working with greater accuracy than for the RPCs. No
correction for the end-cap muon-trigger efficiency is necessary.
Figure 5.16 shows the single-muon trigger efficiency in all signal
MC samples.
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Figure 5.16: Efficiency of all single-
muon triggers used in the analysis
as function of the simulated R-hadron
mass (left), stau mass (middle) and
chargino mass (right).
Due to late arrival all signal types show similar behaviour of de-
creasing efficiency with increasing particle mass and thus smaller b.
Consequently the largest efficiency can be observed for staus, where
particle masses are smallest. Good efficiency is also seen for mAMSB
scenarios with stable charginos. In R-hadron events the efficiency is
generally small since a large fraction is produced electrically neutral
and their propagation velocity is small.
Figure 5.17 gives the combined trigger efficiencies for EmissT and
single-muon trigger in the periods A–G from table 5.5 for selected
signal points.
5.6 Offline event selection
The offline event selection consists of a basic event and candidate
selection which is referred to as pre-selection and a final signal se-
lection based on momentum p and the main observables (and cor-
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muon triggers used in the analysis
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mass (left), stau mass (middle) and
chargino mass (right).
Due to late arrival all signal types show similar behaviour of de-
creasing efficiency with increasing particle mass and thus smaller b.
Consequently the largest efficiency can be observed for staus, where
particle masses are smallest. Good efficiency is also seen for mAMSB
scenarios with stable charginos. In R-hadron events the efficiency is
generally small since a large fraction is produced electrically neutral
and their propagation velocity is small.
Figure 5.17 gives the combined trigger efficiencies for EmissT and
single-muon trigger in the periods A–G from table 5.5 for selected
signal points.
5.6 Offline event selection
The offline event selection consists of a basic event and candidate
selection which is referred to as pre-selection and a final signal se-
lection based on momentum p and the main observables (and cor-
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The muon tri gering in the end-caps of the detector is done using
TGCs in which the simulation is based on detailed studies with test
beams and ideal pulses [316, 317]. The electronic compensation of
cable delays is working with greater a curacy than for the RPCs. No
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Figure 5.16 shows the single-muon tri ger efficiency in all signal
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Figure 5.16: Efficiency of all single-
muon tri gers used in the analy is
as function of the simulated R-hadron
mass (left), stau mass (mi dle) and
chargino mass (right).
Due to late a rival all signal types show similar behaviour of de-
creasing efficiency with increasing particle ma s and thus smaller b.
Consequently the largest efficiency can be observed for staus, where
particle ma ses are smallest. G od efficiency is also s en for mAMSB
scenarios with stable charginos. In R-hadron events the efficiency is
generally small since a large fraction is produced electrically neutral
and their propagation velocity is small.
Figure 5.17 gives the combined tri ger efficiencies for EmissT and
single-muon tri ger in the periods A–G from table 5.5 for selected
signal points.
5.6 Offline event selection
The offline event selection consists of a basic event and candidate
selection which is refe red to as pre-selection and a final signal se-
lection based on momentum p and the main observables (and cor-
Figure 5.67: The triggerefficiencies for the differentlowest unprescaled singel-muon triggers for R-hadrons(sbottom, stop, gluino),staus and charginos withdifferent mass hypotheses.For charginos besides thedirect pair production χ±1 χ±1channel, also the associatedproduction χ±1 χ01 is shown.[128]
in time. For the muon triggers it is in particular problematic if the HCLLPs
are too slow as they might be associated to the wrong bunch crossing. A
new trigger that is now implemented in the ATLAS trigger menu, but was
not at the time of the data taking for this analysis, is designed to chieve
a better trigger efficiency for slow HCLLPs. This late-muon trigger [120]
combines an ET trigger accept in the central bunch crossing with a muonaccept in the following bunch crossing by the topological trigger proces-
sor. This allows to lower the ET threshold on Level 1, which is crucial forHCLLPs as discussed in the previous section, and hence increases the ef-
ficiency for slow HCLLPs.
Also for the single-muon triggers the threshold and isolation requirements
on the muons on HLT have been adjusted to account for the increased in-
stantane us luminosities and the a ociated increas d occupancy of th
detector, as can be seen om Table 5.3. The Level-1 threshold is 15 G V
for all period used in this a alysis.
The trigger efficiencies for the different lowest unprescaled single-muon
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triggers for R-hadrons (sbottom, stop, gluino), staus and charginos as
function of the truth sparticle mass are shown in Figures 5.67. All dif-
ferent signal models show a decrease in efficiency for higher sparticle
masses. As HCLLPs are slower the higher their mass, it becomes more
and more likely that the muon trigger accept is associated to the wrong
bunch crossing. On HLT no corresponding ID extension can be found as
those hits are associated to the central bunch crossing, the event gets re-
jected. In general a significantly lower muon trigger efficiency is observed
for R-hadrons as they can be produced neutral or undergo charge-flips.
As discussed in Section 4.5 stops are more likely to be charged in the MS
than sbottoms, if the simulation of hadronic interactions is based on the
Triple Regge approach. This effect is clearly visible in the increased single-
muon trigger efficiency for stop quarks. The trigger efficiency for pair-
produced charginos (χ±1 χ±1 ) is higher compared to the associated pro-duction (χ±1 χ01), as two HCLLPs are present and able to trigger the event.The higher trigger efficiency for pair-produced staus compared to pair-
produced charginos can be explained from their kinematic distributions
shown in Figure 4.3. Charginos are produced more in the forward direc-
tion and softer compared to staus. The distance to the MS trigger cham-
bers is longer in the forward direction and as charginos are also softer
they are more likely to be associated to the wrong bunch crossing. Also
effects that they are out of the trigger fiducial volume can have a small
impact.
5.6.3 Event cleaning
All events that are selected by one of the triggers described in the pre-
vious sections has to pass quality requirements that ensure a fully op-
erational detector and no corruptions from possible non-collision back-
grounds. Some of the detector subsystems can have defects that could
effect the recorded data. The ATLAS Data Quality team is therefore pro-
ducing Good Runs Lists (GRL) which flag O(1min) time intervals, so called
lumi-blocks, as trustworthy data if no defects are reported. Furthermore
it is required that none of the Tile Calorimeter, Liquid Argon calorimeter
and SCT have flagged the event as bad. This is done on the single event
basis and ensures no corruption of the data from the respective detectors
in this event. Events can be incomplete after a restart of the ATLAS Timing
and Trigger System (TTC), also those events are rejected. Jets originating
from non-collision backgrounds can be present in the events and corrupt
theET estimation. Those jets are selected as described in Reference [140],
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Common track-selection:
- pt-thresholds
- ID hit requirements
- isolation (track, hadron, electron)
- cosmics and Z veto
ID+Calo candidate:
- βɣ quality Pixel
- β quality TileCal
- η<1.65
Loose candidate:
- combined-β quality
- β-βɣ consistency
- η<2.0 (< 1.65 for R-
had full)
Tight candidate:
- combined-β quality
- β-βɣ consistency
- β from >1 subsystem
- dE/dx cut
- η<1.65
ID track  
+Tile Calorimeter hits SlowMuon
Figure 5.68: Illustration of thestrategy for the HCLLP candi-date pre-selction. To differ-ent types of objects are con-sider, an ID track with as-sociated Tile Calorimeter hitsand a SlowMuon object asdescribed in Section 5.4. Acomon selection is applied onthe ID tracks for both ob-jects. This selection is alsoharmonised with the analysisusing only the ionisation en-ergy loss in the pixel detectorto identify HCLLPs [127], to al-low for a better comparisonof the results. The selectionsapplied separately on the dif-ferent candidate types aremainly quality requirementson the main observables usedto identify the HCLLPs.
and if present in an event the whole event is rejected. Selections aiming
to reject particles from the beam halo1 are excluded from the jet clean- 1Particles from the beamhalo are particle that are fly-ing along the beam line, butwith some distance the beampipe. They originate frommain beams but are deflecteddue to imperfections of themagnets.
ing as they are likely to select jets from the decay of meta-stable HCLLPs.
Those selections require that almost all the energy of the jet is released
in the hadronic calorimeters. In particular events with neutrally produced
R-hadrons which decay in the hadronic calorimeter could be rejected. Fi-
nally the events are required to have a Primary Vertex (PV)2 with at least 2The primary vertex is de-fined as the vertex with thehighest sum of squared trans-verse momenta of associatedtracks.
two associated tracks.
5.7 Candidate Selection
Three different types of candidates are considered in this analysis. Events
are rejected if no candidate passing one of those selections is in the event.
The three different candidate types are id+calo candidates as well as
loose and tight full-detector candidates, which are reconstructed with
the MuGirlStau algorithm. The candidate pre-selection strategy is illus-
trated in Figure 5.68. First a common pre-selection is applied on the ID
tracks for both id+calo and full-detector candidates. This common track
pre-selection is harmonised also with the analysis using only the ionisa-
tion energy loss in the pixel detector to identify HCLLPs [127], to allow
a better comparison between the results. Requirements applied in this
selection are track quality requirements, requirements on the isolation
from other detector objects and cuts aiming to suppress dedicated back-
grounds like cosmic-ray muons and muons from Z-boson decays. The
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dedicated pre-selection parts for the different candidate types are mainly
quality requirements on the observables used for the identification of
HCLLPs. Stronger requirements are placed for the tight compared to
loose. The different selections will be discussed in detail in the following
sections.
5.7.1 Common track selection
The different selection criteria on ID tracks applied in common to all dif-
ferent candidate types are summarised in Table 5.4 and will be discussed
in detail in the following.
Table 5.4: The requirementson the ID tracks used in com-mon for all different candi-date types.
Description Value
Minimum transverse momentum ptrackT > 50.0 GeV
Sensible momentum 0.0 TeV < ptrack < 6.5 TeV
Track matched to PV |z0 sin θ| < 3 mm, |d0| < 2 mm
At least seven silicon hits NhitsSilicon > 6
No shared or split pixel clusters Nsharedpix + Nsplitpix = 0
At least three possibile SCT clusters Nhits+deadSCT > 2
Isolation from tracks pisoT < 5 GeV
Hadron&electron veto if EEMcalo/Ecalo > 0.95 or Ecalo/ptrk > 1
Hit in innermost pixel layer Nhitspix,innermost > 0
Cosmic veto if Q(cand) · Q(trk) < 0 &
|∆Rcosmics| < 0.04
Z veto if |minv (cand,µ)−mZ | < 10 GeV
Minimum transverse momentum Aminimum transverse momentum
of 50 GeV is required. This is in particular important for the id+calo selec-
tion as during the data-taking periods used in this analysis the pT thresh-old for the association of Tile Calorimeter cells to ID tracks was lowered.
To ensure a uniform data set the higher pT threshold is applied to all data.
Sensible momentum The absolut momentum for pair-produced parti-
cles is limited to 6.5 TeV for proton–proton collisions at a centre-of-mass
energy of 13 TeV. This is used as upper physical boarder for the momen-
tum of the candidates.
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Track matched to primary vertex The track is required to be matched
to the PV using the longditudinal (|z0 sin θ| < 3 mm) and transverse (|d0| <2 mm ) impact parameter. As HCLLPs are expected to have large mo-
menta they should originate from the PV. Requiring the match to the PV
is mainly used to suppress particles from pile-up collisions. Furthermore
particles produced in displaced decays could be problematic as they are
delayed due to the additional path length.
ID hit requirements To ensure a well reconstructed ID track certain re-
quirements on the number of hits in the different ID subsystems are used.
Tracks are rejected if the sum of the hits in the pixel detector and in the
SCT is less than seven. Furthermore the track is not allowed to have clus-
ters shared with other tracks and the number of possible SCT clusters
should be larger than two. The number of possible SCT hits is the sum of
SCT hits and dead sensors on the track.
Isolation from tracks The sum of the pT of tracks within a cone of∆R =0.2 around the candidate track is required to be less than 5 GeV. This
is mainly important to ensure that no other particles corrupt the timing
measurements in the Tile Calorimeter cells as they could potentially hit
the same cell.
Hadron and electron veto This veto rejects candidate tracks that could
be matched to an electron or hadron. The candidate is rejected, if the
nearest calorimeter object within a cone of ∆R = 0.05 and with a pT
> 20 GeV is identified as electron or hadron. The object is identified as
electron if 95% of its energy deposit is in the EM calorimeters, whereas
the object is classified as hadron, if the energy in the calorimeters (Ecalo)is larger than the momentum of the candidate. Hadrons are produced in
jets, for which a significant energy fraction is carried by neutral hadrons
that contribute to the energy deposit in the calorimeters but are not visi-
ble in the tracker.
Hit in innermost pixel layer A hit in the innermost pixel layer is re-
quired to ensure a good tracking quality. If no cluster is expected in the
IBL the second pixel layer is required to have a cluster.
Cosmic veto One potential source of background for this analysis are
cosmic-ray muons. They are not originating from the collisions and hence
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can be present at any time and may be recorded as out-of-time signals.
In particular in the lower half of the detector they could be registered as
out-of-time particles. They are not slow but out-of-time so the consis-
tency between the β measurements should be very bad. Furthermore
they are expected to be minimal ionising and hence should not have a
large dE/dx in the pixel detector. To further guarantee that the candi-
date tracks do not originate from cosmic-ray muons, candidates are re-
jected if an ID track of a muon with opposite charge is found on the other
side of the detector (back-to-back). The tracks are labeled back-to-back
if ∆Rcosmic < 0.04, which is defined as ∆Rcosmic = √(∆η)2 + (∆φ− π)2, with
∆η the difference in η and ∆φ the difference in φ between the candidate
and the track.
Z veto One of the main sources for isolated high-pT muons are decaysof Z-bosons. As the main background for this search are muons with mis-
measured β and dE/dx, a dedicated requirement is placed to suppress
muons originating from Z-decays. The candidates are rejected if the in-
variant mass obtained with the highest-pT muon in the event agrees withthe Z-boson mass within a window of 10 GeV. It was also tested to use all
muons in the event, but a significant fraction of signal candidates was lost
due to random combinations with soft muons giving the right mass.
5.7.2 ID+Calo candidates
ID track candidates that have passed the common track pre-selection and
have at least one timing measurement in the Tile Calorimeter are further
required to fulfill the selections described in Table 5.5 to be labeled as
id+calo candidate.
Table 5.5: The requirementson ID tracks passing the com-mon track pre-selection to belabeled as id+calo candidate.
Description Value
Tile Calorimeter coverage |η| < 1.65
At least two clusters used for dE/dx NhitsgooddE/dx > 1
Sensible dE/dx 0 < dE/dx < 20 [MeVg−1cm2]
Sensible βγ 0.2 < βγdE/dx < 10
Sensible βTILE 0.2 < βTILE < 2
Quality βTILE σβTILE < 0.06
Consistency βTILE p (χ2,NdoF) > 0.01
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Tile Calorimeter coverage Candidates are restricted to η smaller 1.65.
The Tile Calorimeter would in principle last until η ≈ 1.7. But, as only one
cell would be passed with a short path length, the range is restricted to
1.65.
At least two clusters used for dE/dx To reduce the effects of single
high dE/dx hits from the Landau tail at least two clusters are required
for the dE/dx measurement in the pixel detector. This requirement also
ensures that no single pixel with defects could fake high dE/dx tracks.
Sensible dE/dx The measured dE/dx is restricted to be less than
20 MeVg−1cm2 as for higher energy losses the pixel detector is expected
to be in saturation and hence no trustable dE/dx measurement is possi-
ble.
Sensible βγ For particles with a βγ = 0.2 which corresponds to a β ≈ 0.2
particles are expected to exceed the timing window of the ToF measure-
ment with the Tile Calorimeter. Furthermore for lower velocities the effi-
ciency of the ID tracking is expected to drop, as can be seen in Figure 5.10.
To get rid of potential mis-modelling effects in the turn on of the recon-
struction efficiency a minimum requirement of 0.2 on βγ is used.
Sensible βTILE The βTILE has to be restricted to be less than 0.2, for the
same arguments as used for the sensible βγ requirement.
Quality βTILE Candidates with a combined uncertainty larger than 0.06
are refused to reject candidates with untrustworthy βTILE measurements.
The cut value was optimised by applying all requirements but this and
scanning along σβ to data and the signal samples. To be conservative acut value is chosen that rejects no significant fractions of the signal events
but as much background as possible. This is in particular important as
σβ relies on the modelling of correlations with the timing in simulation,which, as was discussed in the previous section, is not very trustworthy.
The corresponding optimisation study is given in the Appendix A.2.
Consistency βTILE Finally a consistency between the individual Tile
Calorimeter βmeasurements p (χ2,NdoF) > 0.01 is required. Besides the
quality aspect rejecting miss-measured muons, this criterion is also able
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eff. rel. eff. 910810710610
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jet cleaning 4.46E+0831.22% 99.5%
GRL 4.33E+0830.34% 97.2%
LAr flag 4.33E+0830.29% 99.8%
Tile flag 4.33E+0830.29% 100.0%
TTC flag 4.33E+0830.29% 100.0%
SCT state 4.33E+0830.29% 100.0%
>=2PVtrksN 4.33E+0830.28% 100.0%
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 >50.0 GeVtrack
T
p 3.51E+072.46% 67.1%
 < 6.5 TeVtrack0.0 GeV< p 3.51E+072.45% 99.9%
PV match 3.29E+072.30% 93.8%
 >=7hitsSiliconN 3.29E+072.30% 100.0%
 =0
split hits
Pix+N
shared hits
PixN 2.81E+071.97% 85.5%
 >=3hits+deadSCTN 2.81E+071.97% 100.0%
<5.0
T
iso p 5.37E+060.38% 19.1%
hadron, electron veto 4.74E+060.33% 88.3%
>0pix, innermost
hitsN 4.64E+060.33% 98.1%
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 >=2hitsgood dEdxN 3.70E+060.26% 92.7%
sensible dE/dx 3.70E+060.26% 100.0%
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Data
-1 = 13.0 TeV, 36.1 fbs
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 < 6.5 TeVtrack0.0 GeV< p 3.0223.31% 97.8%
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shared hits
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 >=3hits+deadSCTN 2.8121.69% 100.0%
<5.0
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iso p 2.1916.94% 78.1%
hadron, electron veto 2.1916.94% 100.0%
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cosmics veto 2.1416.54% 99.9%
Z veto 2.0816.03% 96.9%
|<1.65η| 2.0715.99% 99.7%
 >=2hitsgood dEdxN 1.8614.34% 89.7%
sensible dE/dx 1.8614.34% 100.0%
 < 10.0γβ0.2 < 1.8514.28% 99.6%
 < 2.0
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β0.2 < 1.8514.28% 100.0%
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-1 = 13.0 TeV, 36.1 fbs
Figure 5.69: The MS-agnostic selection applied in data (left) and on a signal sample of R-hadrons with a gluinomass of 2200 GeV (right).A gluino mass hypothesis close to the expected mass limit is chosen. The id+calo is also used in as a fall-back in the full-detectorR-hadron approach as introduced in Section 5.1. The only difference to the MS-agnostic selection is the usage of the single-muontriggers. The selection requirements are grouped into blocks. The first block are the event selection requirements, the second thecommon track pre-selection and the third the id+calo requirements. Beside the (expected) event yields also the efficiency and therelative efficiency are stated.
to reject out-of-time particles such as cosmic-ray muons. A slow moving
particle is expected to have a larger delay, compared to a particle moving
at the speed-of-light, the longer the distance of travel, while out-of-time
particles moving with the speed-of-light would have the same delay at
each distance. This would lead to an inconsistency between the β mea-
surements at different distanced and hence to a rejection of out-of-time
particles. This cut was optimised in a similar way as the βTILE quality re-
quirement. The optimisation is summarised in Appendix A.2.
The event yields for the MS-agnostic selection applied to data and a sig-
nal sample of R-hadrons with a gluino mass of 2200 GeV are shown in
Figures 5.69. The requirements with the largest drop in efficiency are the
requirement of one id+calo object in the event, the isolation from tracks
and the requirement on the uncertainty of the βTILE measurement. The
id+calo object requirement has a significant impact for both data and sig-
nal as it has an implicit requirement on the pT of the object through theTile Calorimeter cell association requirements. The reason why the fol-
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lowing pT > 50 GeV requirement still rejects events is that the associationcut was lowered to 25 GeV during the data taking. TheMS-agnostic search
uses onlyET triggers and hence a lot calorimeter activity has to be presentin the event, which is predominantly caused by jets, as the LHC is an p-p
collider. The isolation from tracks with significant pT is effective to rejectcandidate tracks that belong to a jet and hence suppresses the according
background significantly. R-hadrons are expected to have larger energy
deposits in the calorimeters than minimum ionising particles due to the
additional hadronic interactions. As this results in a better timing resolu-
tion a relatively hard cut on σβ can be applied which is actively reducingthe background from muons, which are the main source of background
that is left at that point of the cutflow.
For R-hadrons the selection requirements resulting in a significant drop
of the signal efficiency are the id+calo candidate requirement and the
isolation-from-track requirement. The id+calo candidate criterion is im-
plicitly reducing the fiducial volume to the area covered by the Tile Calorime-
ter and hence rejecting a significant fraction of R-hadrons. The isolation
requirement for R-hadrons can be problematic as the additional hadronic
activity around the particle is low but not negligible, as discussed in Sec-
tion 4.2.
5.7.3 Full-detector candidates
SlowMuon objects, for which their ID track has passed the common track
selection are considered further for the full-detector candidate selections.
Two different selections are used, the loose and the tight selection. The
tight selection has the same requirements as the loose, but with some
cuts being tightened and an additional cut on the dE/dx from the pixel
detector. The loose selection will be discussed first and is summarised in
Table 5.6. Afterwards the additional requirements for the tight selection
will be described, which are summarised in Table 5.7.
Minimum transverse momentum The threshold for the MuGirlStau
algorithm to be used for the reconstruction of a HCLLP candidate was
lowered from ponlineT > 60.0 GeV to 30 GeV, at the same time as the cellassociation cut was changed for the ID tracks. To ensure that no turn-on
effects have to be considered and to have a uniform dataset without time
dependencies a pT > 70 GeV of the SlowMuon is required.
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Table 5.6: The requirementson SlowMuon objects forwhich their ID track haspassed the common trackselection to be labeled as
loose candidate.
Description Value
Minimum transverse momentum pcombT > 70.0 GeV
η requirement |η| < 2.0
At least two two MS stations NMSstation > 1
βToF consistency p (χ2,NdoF) > 0.0023 (4σ)
βToF-βγdE/dx consistency p (χ2,NdoF) > 0.0023 (4σ)
Quality βToF σβToF < 0.0025
β from at least one subsystem NToFsubsystem > 0
Sensible βToF 0.2 < βToF < 2
η requirement The η range for loose candidates is restricted to η < 2.0,
as the region up to η = 2.5, for witch an ToF measurement from the MDT’s
is available, suffers from large backgrounds and is also problematic for
the background estimate.
At least two MS stations To ensure a good quality of the MS track, hits
in at least two stations are required.
βToF consistency The β measurements in the different ToF subsystemshave to be consistent on the 4σ level. This is an effective way to suppress
backgrounds due to mis-measurements or outliers in the β distributions
in different subsystems as they are likely to be inconsistent when originat-
ing from independent measurements. Furthermore as discussed for the
consistency between the individual Tile Calorimeter β measurements this
states an effective requirement to reject out-of-time signals. The rejec-
tion of potential out-of-time signals is larger for the βToF consistency dueto the increased distance between the measurements compared to the
Tile Calorimeter only consistency. This cut is optimised in a similar way as
the β quality and consistency requirements in the id+calo selection. The
optimisation is summarised in Appendix A.2.
βToF − βγdE/dx consistency If a βγdE/dx measurement exists for a givencandidate it is required to be consistent with the β measured by the ToF
measurements on the 4σ level. An uncertainty of 14% is used for βγdE/dx,motivated by simulation and by low-pT proton-mass measurements inminimum-bias data. This is nevertheless not a very accurate estimation
of the uncertainty and should be investigated in more detail for future
analyses. As the same approach is used for data and simulation this
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is not problematic for the analysis. A similar conservative optimisation
approach as used for the quality cuts discussed before is used and also
shown in Appendix A.2.
Quality βToF An uncertainty on the combined βToF smaller than 0.0025is required, which ensures a trustworthy measurement. Also this quality
cut is optimised with the approach discussed before and summarised in
Appendix A.2.
β from at least one subsystem At least one subsytem has to yield a
reliable β measurement. This is rejecting candidates where timing mea-
surements exist but do not full-fill the requirements mentioned in Sec-
tion 5.5 to give a proper β measurement.
Sensible βToF A β value in a sensible range between 0.2 and 2.0 is re-quired. In principle the MuGirlStau algorithm is not efficient anymore for
β < 0.25. Hence a β smaller than 0.2 is not trustable and the candidates
are rejected.
The event yields for the loose selection applied to data and a signal sam-
ple of charginos with a mass of 1200 GeV are shown in Figures 5.70. The
main reduction in data is achieved by the SlowMuon object requirement,
which has an implicit pT requirement, and an explicit pT cut. The objectsthat are reconstructed as SlowMuons are almost entirely muons as they
are required to have an MS track. The main sources of high-pT muons atthe LHC are Z or W decays and top-quark decays. In particular the de-
cays of Z and W bosons are expected to give muons with a pT lower than70 GeV as their restmass is basically at the same scale. The muons from
those decays are hence significantly suppressed.
The most interesting drop in signal efficiency for charginos is for the βToFconsistency requirement. The reason why this is rather large for signal is,
that a bug in the estimation of the RPC measurements was found, that
was rejecting significant fractions of the measurements there. This was
found after unblinding of the analysis and hence no re-optimisation of
this cut was possible. Comparing the efficiency of the βToF consistency be-tween data and simulation suggests that it is rejecting more signal than
background. But this is not entirely true as no cuts on a low β are ap-
plied so far and for muons no mis-measurements or outliers in the β
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eff. rel. eff. 910810710610
all events 1.43E+09100.00% 100.0%
trigger 9.26E+0864.85% 64.8%
passed jet cleaning 9.24E+0864.67% 99.7%
GRL 8.99E+0862.94% 97.3%
LAr flag 8.98E+0862.84% 99.8%
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TTC flag 8.98E+0862.84% 100.0%
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>=2PVtrksN 8.98E+0862.84% 100.0%
SlowMuon candidate 1.42E+089.95% 15.8%
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T
p 1.55E+071.08% 10.9%
 >50.0 GeVtrack
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 =0
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Pix+N
shared hits
PixN 1.43E+071.00% 93.9%
 >=3hits+deadSCTN 1.43E+071.00% 100.0%
<5.0
T
iso p 1.16E+070.81% 81.0%
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hitsN 1.14E+070.80% 98.5%
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passed jet cleaning 3.0445.46% 100.0%
GRL 3.0445.46% 100.0%
LAr flag 3.0445.46% 100.0%
Tile flag 3.0445.46% 100.0%
TTC flag 3.0445.46% 100.0%
SCT state 3.0445.46% 100.0%
>=2PVtrksN 3.0445.46% 100.0%
SlowMuon candidate 2.5738.35% 84.4%
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 < 6.5 TeVtrack0.0 GeV< p 2.5237.70% 98.4%
PV match 2.5237.63% 99.8%
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 =0
split hits
Pix+N
shared hits
PixN 2.5137.53% 99.8%
 >=3hits+deadSCTN 2.5137.53% 100.0%
<5.0
T
iso p 2.5137.46% 99.8%
hadron, electron veto 2.5137.46% 100.0%
>0pix, innermost
hitsN 2.5037.37% 99.8%
cosmics veto 2.4937.19% 99.6%
Z veto 2.4837.07% 99.7%
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<2.0β0.2< 1.9529.11% 100.0%
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Figure 5.70: The loose selection applied in data (left) and on a signal sample of charginos with a mass of 1200 GeV (right). A charginomass hypothesis close to the expected mass limit is chosen. The selection requirements are grouped into blocks. The first blockare the event selection requirements, the second the common track pre-selection and the third the loose requirements. Besides the(expected) event yields also the efficiency and the relative efficiency are stated.
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distribution are needed. If cuts on β are placed, as can be seen in Ap-
pendix A.2 the consistency requirement becomes an effective criterion as
no real particles with low β are expected and hence the measurement is
dominated by mostly inconsistent β outliers.
Description Value
η requirement |η| < 1.65
Large dE/dx 1 < dE/dx < 20 [MeVg−1cm2]
β from at least two subsystems NToFsubsystem > 1
Table 5.7: The additional re-quirements on a loose can-didate to be promoted to a
tight candidate.
The additional requirements on a loose candidate to be promoted to a
tight candidate are summarised in Table 5.7 and will be discussed in the
following.
η requirement The η requirement is tightened to 1.65. This is also im-
plicitly required by the later described criterion to have β measurements
in at least two subsystems, as the Tile Calorimeter ends at |η| ≈ 1.65 and
the RPC’s even more central at |η| ≈ 1.15.
Large dE/dx The tight selection is only used for SR-1Cand-FullDet, which
is suffering from rather large backgrounds. To increase the sensitivity in
this signal region, which had low sensitivity in previous analyses, an addi-
tional requirement on dE/dx is placed. This reduces the signal efficiency
for the low-mass chargino and stau models, as discussed in Section 5.5.1,
but to a larger extend the backgrounds, and hence helps to increase the
sensitivity in SR-1Cand-FullDet.
β from at least two subsystems Finally β measurements from at least
two subsystems are required to ensure a better and more reliable mea-
surement and hence reduce the backgrounds from mis-measurements
significantly.
The event yields for the tight selection applied to data and directly pair-
produced charginos with a mass of 1200 GeV and directly pair-produced
staus with a mass of 442 GeV are shown in Figures 5.71. Compared to the
loose the main difference is the additional cut on dE/dx. It can be seen
that the requirement effectively reduces the events in data by 40%, while
for charginos with a mass of 1200 GeV almost no events are lost. For
staus with a mass of 442 GeV about 10% of the events are lost due to this
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GRL 8.99E+0862.94% 97.3%
LAr flag 8.98E+0862.84% 99.8%
Tile flag 8.98E+0862.84% 100.0%
TTC flag 8.98E+0862.84% 100.0%
SCT state 8.98E+0862.84% 100.0%
>=2PVtrksN 8.98E+0862.84% 100.0%
SlowMuon candidate 1.42E+089.95% 15.8%
 >70.0 GeVcand
T
p 1.55E+071.08% 10.9%
 >50.0 GeVtrack
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passed jet cleaning 3.0445.46% 100.0%
GRL 3.0445.46% 100.0%
LAr flag 3.0445.46% 100.0%
Tile flag 3.0445.46% 100.0%
TTC flag 3.0445.46% 100.0%
SCT state 3.0445.46% 100.0%
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Figure 5.71: The tight selection applied in data and on a signal sample of charginos with a mass of 1200 GeV and a sample ofstaus with a mass of 442 GeV. Mass hypothesis for charginos and staus are selected close to the expected mass limits. The selectionrequirements are grouped into blocks. The first block are the event selection requirements, the second the common track pre-selection and the third the tight requirements. Besides the (expected) event yields also the efficiency and the relative efficiency arestated.
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signal region trigger candidate candidates final cutsselection per event |η| p [GeV] βToF βγdE/dx mass
SR-Rhad-MSagno ET id+calo ≥ 1 ≤ 1.65 ≥ 200 ≤ 0.75 ≤ 1.0 ToF& dE/dx
SR-Rhad-FullDet ET/µ loose ≥ 1 ≤ 1.65 ≥ 200 ≤ 0.75 ≤ 1.3 ToF& dE/dx
SR-Rhad-FullDet ET/µ id+calo ≥ 1 ≤ 1.65 ≥ 200 ≤ 0.75 ≤ 1.0 ToF& dE/dx
SR-1Cand-FullDet ET/µ tight = 1 ≤ 1.65 ≥ 100 ≤ 0.95 - ToF
SR-2Cand-FullDet ET/µ loose = 2 ≤ 2.00 ≥ 200 ≤ 0.80 - ToF
Table 5.8: A summary of the signal regions used for the search for HCLLPs. The triggers used and the required number of candidatesper event fulfilling the stated selections are given. Furthermore the final selection cuts and wether a one or two-dimensional plane isused for the final counting is presented. The vertical lines indicate the signal regions that are combined in the statistical interpretationof the results.
additional requirement. As can be seen this cut is effectively suppressing
the backgrounds with a moderate loss of signal efficiency and hence is
able to achieve an improved sensitivity in SR-1Cand-FullDet.
5.8 Signal selection and optimisation
5.8.1 Signal regions
In total five different signal regions are used to target the different bench-
mark scenarios considered. This five signal regions are SR-Rhad-MSagno,
SR-Rhad-FullDet loose that is combined with SR-Rhad-FullDet id+calo
and SR-2Cand-FullDet that is combined with the SR-1Cand-FullDet, which
gives in total three different scenarios that are targeted. They are defined
using the candidates passing the respective pre-selections described in
the previous section. Those different scenarios and the definition of the
signal regions will be discussed in the following. A summary of the differ-
ent signal regions is given in Table 5.8.
MS-agnostic approach
The MS-agnostic signal region (SR-Rhad-MSagno) is targeting R-hadrons.
This approach is aiming to be as independent of the hadronic-interaction
model as possible as the phenomenology is not yet fully understood,
which was discussed in detail in Section 4.5. Most of the hadronic inter-
actions are expected in the dense calorimeters and hence, due to charge-
flips, the fraction of charged R-hadrons after the calorimeters is largely
model dependent. Only little difference between the interaction mod-
els is found in the fraction of charged R-hadrons after hadronisation. This
and themodel dependence of the fraction of R-hadrons charged in theMS
can be seen in Figure 4.18. Information from the MS is therefore not used
for the MS-agnostic approach. As trigger only ET is used and at least one
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id+calo candidate is required in the event. For the rare case of more than
one candidate per event the candidate with the highest pT is used for thefinal selections. The final selections are based on the momentum of the
ID track (pID ≥ 200 GeV), β measured in the Tile Calorimeter (βToF ≤ 0.75)and βγ estimated from the pixel dE/dx (βγdE/dx ≤ 1.0). The optimisationof the final cuts on βToF and βγdE/dx will be discussed in Section 5.8.2. Fi-nally a one-bin counting experiment is conducted in the two-dimensional
plane spanned bymdE/dx andmToF. Lower mass cuts are placed onmdE/dxand mToF to define the final mass windows. Those lower mass cuts aredefined for each signal particle mass hypothesis as the mean minus two
times the reconstructed mass resolution ofmdE/dx andmToF, respectively.A harmonisation procedure applied between the lower mass cuts is de-
scribed in Section 5.8.2.
R-hadron full-detector approach
The R-hadron full-detector approach accepts the additional model de-
pendence by using the information from the MS to improve the back-
ground suppression due to the better β resolution in the MS. Fur-
thermore also the signal efficiency is slightly enhanced as besides the
ET triggers also single-muon triggers are used. The gain by using alsosingle-muon triggers for R-hadrons is rather low as discussed in Sec-
tion 5.6. The R-hadron full-detector approach consist of two orthogo-
nal signal regions, a signal region requiring at least one loose candidate
in the event (SR-Rhad-FullDet loose) and a fall-back, if no loose candi-
date is found, at least one id+calo candidate is required (SR-Rhad-FullDet
id+calo). The fall-back SR-Rhad-FullDet id+calo recovers sensitivity
where the R-hadrons undergo a charge-flip from charged to uncharged
in the calorimeters. The two signal regions are combined in the statistical
interpretation of the results.
The final selection cuts for the SR-Rhad-FullDet loose signal region are
requiring a momentum of the ID track pID ≥ 200 GeV a combined βToF ≤0.75 and a βγdE/dx ≤ 1.3. The momentum from the ID track is used as asignificant fraction of R-hadrons can have, due to charge flips, a charge in
the MS that does not match the charge in the ID. This can be seen from
Figure 4.18. For those cases the combination of the momenta from ID
and MS could fail or give unreliable results. The optimisation of the final
selection cuts for the SR-Rhad-FullDet loose will be also discussed in Sec-
tion 5.8.2. The final counting is done similarity as in the SR-Rhad-MSagno
in a two-dimensional plane ofmdE/dx andmToF. AS before the momentum
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of the ID track is used for the mass estimates. The lower mass cuts are
estimated in the same way as in SR-Rhad-MSagno.
The SR-Rhad-FullDet id+calo fall-back is requiring at least one id+calo
candidate per event but no loose candidates. The same final selec-
tion as well as lower mass cuts as in SR-Rhad-MSagno are also used for
SR-Rhad-FullDet id+calo.
Colour singlet approach
The colour singlet approach is targeting mainly pair-produced particles
such as charginos or staus that are charged throughout the whole de-
tector. They have hence a heavy-muon-like signature. As they are
assumed to be pair-produced, two HCLLPs are expected to be recon-
structed per event, if not too slow or out of the fiducial volume. Also
for those benchmark scenarios two orthogonal signal regions are used.
A signal region requiring exactly two loose candidates in the event
(SR-2Cand-FullDet) and a fall-back requiring exactly one tight candidate
per event (SR-1Cand-FullDet). The two candidate signal region is account-
ing for the two candidates that are expected per event for the benchmark
scenarios, while the one candidate region is recovering sensitivity if one
of the candidates is not reconstructed.
For the SR-2Cand-FullDet the candidate with the lower reconstructed
mass is used for the final counting. For background events the probability
of getting a candidate with higher mass is decreasing, while the mass of
the signal candidate is expected to be reconstructed within the mass res-
olution around the simulated mass. Hence background candidates will
just make it into the signal region, while signal events are expected to be
rather central. Using the lower mass candidate is hence an effective way
to reduce the background. For the SR-2Cand-FullDet candidate a mini-
mum momentum of the SlowMuon of 100 GeV is required and for the
combined βToF has to be below 0.95. The momentum cut is lowered asthis signal region is almost background free also for low masses due to
the requirement of two candidates. The βToF is chosen very loose, buttight enough to allow for the same estimate of the background system-
atic uncertainties as applied for the other signal regions, which will be
discussed in detail in Section 5.10. The final counting is done in mToF andsimilar as for the R-hadron signal regions the lower mass cuts are esti-
mated from the width and the mean of the reconstructed mass distribu-
tions for the different signals.
For the SR-1Cand-FullDet at least one candidate fulfilling the tight se-
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lection is required per event. The momentum of the SlowMuon object
has to be larger than 200 GeV and βToF is required to be less or equal0.95. Also for the SR-1Cand-FullDet the final counting is done in the one-
dimensionalmToF-plane.
5.8.2 Optimisation
This section describes the methods used to optimise the final selection
for the different signal regions. First the optimisation of the final β and
βγ cuts for the R-hadron signal regions are discussed. This is followed by
a description of the smoothing applied to the lower mass limits for the
final counting windows.
Optimisation of final selection requirements
The final cuts for the R-hadron signal regions, where both β and βγ are
used are optimised with a two-dimensional scan. For each of the poten-
tial cut combinations the full background estimate, discussed in detail in
Section 5.9, is redone. This includes the estimation of the statistic uncer-
tainties as well as of the dominant systematic uncertainty, which comes
from the normalisation of the background in the low mass control region
as defined in Section 5.1. For all other sources of systematic uncertain-
ties on the background estimate 25% are assumed. The signal and back-
ground yields are then obtained for each cut combination and from those
a Receiver Operating Characteristic (ROC)-curve is drawn, as shown in Fig-
ure 5.72. Each point corresponds to one cut combination and the signal
(background) efficiencies are measured with respect to the largest signal
(background) yield obtained for a single cut combination. For combina-
tions yielding the same signal efficiency the best sensitivity is expected for
the one with the largest background suppression, those are highlighted
with red markers. This should be in particular true for the simple one-bin
counting applied in this analysis. The computing-resource-intense calcu-
lations of p-values, which are used as final measure for the sensitivity,
using histfitter [141] can hence be reduced as only the cut combination
corresponding to the red points have to be considered further. It was ob-
served that basically always the hardest cut combinations are preferred
and therefore a requirement of at least five candidates in the control re-
gion was added. This is important as the validity of the background esti-
mate is checked in this region. Furthermore a symmetric cut combination
is preferred, which means that the significance sig = 1−βσβ (βγ is translated
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Figure 5.72: The ROC-curveproduced from the signaland background yields fromall scanned cut combina-tions of β and βγ for the
SR-Rhad-MSagno. Each pointcorresponds to the yields forone cut combination, whilethe ones with the highestbackground suppression withthe same signal efficiencyare highlighted as red dots.The signal as well as thebackground efficiency aremeasured with respect to thelargest background/signalyield of the cut combinations.The best sensitivity is ex-pected for combinations withthe same signal efficiency buthigher background suppres-sion. The clustering seen inthe plot is due to the largescan range that was used. Ifa requirement is too loose itwill not reject any signal andhence such clustering canoccur.
to a β) is similar. This helps to ensure large statistics in all templates used
for the data-driven background estimation. The best combination includ-
ing these criteria is β < 0.7 and βγ < 0.9. The selection was later slightly
relaxed to further increase the statistics in the control region and as final
combination β < 0.75 and βγ < 1.0 are used. In a similar way the final
selection criteria for the SR-Rhad-FullDet loose are obtained as β < 0.7
and βγ < 1.3.
Lower mass limit smoothing
The lower mass limits for the final counting window are obtained from a
fit of the simulated signal mass distribution with a Gaussian as shown in
Figure 5.73. This procedure ensures that the full signal mass distribution
is covered by the final counting window. In principle this could be done for
each signal model and mass hypothesis separate. This has two caveats,
the lower mass limits can have rather large fluctuations due to the statis-
tics of the signal sample and a very large number of signal regions has
to be dealt with. A smoothing is developed that is additionally alining
the lower mass cuts for different models with the same mass if appropri-
ate. The different lower mass cuts estimated with the plane approach
are drawn in Figures 5.74. All R-hadron searches use the same lower
mass cuts formToF andmdE/dx, as the resolution is dominated by the large
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Figure 5.73: The lower masslimit obtained from a fit ofthemass distribution for a sig-nal sample with a Gaussian asm̄− 2× σm. As signal a gluinoR-hadron sample with mg̃ =2200 GeV is used. The massdistribution is shown for the
SR-Rhad-FullDet loose.
Michael Adersberger, LMU Munich Bkg estimation (final counting)20
Bkg estimation (final counting)
❖ one-bin counting in the SR 
❖ SR lower mass cuts defined by: 
❖ mlow = mean - 2* σ 
❖ mass resolution mostly due to momentum 
uncertainty 
❖ diff between RH models and SR small 
and not stat. significant (ID momentum) 
❖ same for stau and C1C1 (combined 
momentum) 
❖ impact from different kinematics small! 
❖ SR definitions are model independent
βm
0 1000 2000 3000 4000 50000
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
cutCombi: 200000.0_0.7_0.9
1600 GeV
gluino R-had
200 400 600 800 1000 1200 1400
truth,RhadIDm
0
50
100
150
200
250
300
350
400
450
500β
w
id
th
,
m
200 400 600 800 1000 12001400
truth,1Candm
0
50
100
150
200
250
300β
w
id
th
,
msbottom stop 
gluino
MSagno
RhadFull
RhadID
stau
C1C1
Fr
ac
tio
n 
of
 c
an
di
da
te
s s = 13 TeV, 36.1 fb−1
R-hadron mg̃ = 2200 GeV
Gaussian fit
mean - 2×width [GeV]
SR-Rhad-FullDet
Figure 5.74: The lower masslimits estimated for each sin-gle model and mass hypoth-esis separate. They areoverlaid by functional param-eterisations that are usedin common to estimate thesmoothed lowermass cuts forthe signal regions draw in therespective figures.
200 400 600 800 1000 1200 1400
 [GeV]truth,1Candm
0
200
400
600
800
1000
1200
1400
 [G
eV
]
β
w
id
th
,
-2
m
m
ea
n
m
200 400 600 800 1000 1200 1400
 [GeV]truth,2Candm
0
200
400
600
800
1000
1200
1400
 [G
eV
]
β
w
id
th
,
-2
m
m
ea
n
m
500 1000 1500 2000
 [GeV]truth,RhadIDm
0
200
400
600
800
1000
1200
1400
 [G
eV
]
β
w
id
th
,
-2
m
m
ea
n
m
500 1000 1500 2000
 [GeV]truth,RhadIDm
0
200
400
600
800
1000
1200
1400
 [G
eV
]
β
w
id
th
,
-2
m
m
ea
n
mm
ea
n 
- 2
×w
id
th
 [G
eV
]
β
s = 13 TeV, 36.1 fb−1
gluino
sbottom
stop
SR-RH-MSagno
SR-RH-FullDet
SR-RH-FullDet
LOOSE
ID+Calo
200 400 600 800 1000 1200 1400
 [GeV]truth,1Candm
0
200
400
600
800
1000
1200
1400
 [G
eV
]
β
w
id
th
,
-2
m
m
ea
n
m
200 400 600 800 1000 1200 1400
 [GeV]truth,2Candm
0
200
400
600
800
1000
1200
1400
 [G
eV
]
β
w
id
th
,
-2
m
m
ea
n
m
500 1000 1500 2000
 [GeV]truth,RhadIDm
0
200
400
600
800
1000
1200
14 0
 [G
eV
]
β
w
id
th
,
-2
m
m
ea
n
m
500 1000 1500 2000
 [GeV]truth,RhadIDm
0
200
400
600
800
1000
1200
1400
 [G
eV
]
β
w
id
th
,
-2
m
m
ea
n
mm
ea
n 
- 2
×w
id
th
 [G
eV
]
βγ
s = 13 TeV, 36.1 fb−1
gluino
sbottom
stop
SR-RH-MSagno
SR-RH-FullDet
SR-RH-FullDet
LOOSE
ID+Calo
200 400 600 800 1000 1200 1400
 [GeV]truth,1Candm
0
200
400
600
800
1000
1200
1400
 [G
eV
]
β
w
id
th
,
-2
m
m
ea
n
m
200 400 600 800 1000 1200 1400
 [GeV]truth,2Candm
0
200
400
600
800
1000
1200
1400
 [G
eV
]
β
w
id
th
,
-2
m
m
ea
n
m
500 1000 1500 2000
 [GeV]truth,RhadIDm
0
200
400
600
800
1000
1200
1400
 [G
eV
]
β
w
id
th
,
-2
m
m
ea
n
m
500 1000 1500 2000
 [GeV]truth,RhadIDm
0
200
400
600
800
1000
1200
1400
 [G
eV
]
β
w
id
th
,
-2
m
m
ea
n
m
m
ea
n 
- 2
×w
id
th
 [G
eV
]
SR-1Cand-FullDet
s = 13 TeV, 36.1 fb−1
chargino
stau
200 400 600 800 1000 1200 1400
 [GeV]tru h,1Candm
0
200
400
600
800
1000
1200
1400
 [G
eV
]
β
w
id
th
,
-2
m
m
ea
n
m
200 400 600 800 1000 1200 1400
 [GeV]tru h,2Candm
0
200
400
600
800
1000
1200
1400
 [G
eV
]
β
w
id
th
,
-2
m
m
ea
n
m
500 1000 1500 2000
 [GeV]tru h,RhadIDm
0
200
400
600
800
1000
1200
1400
 [G
eV
]
β
w
id
th
,
-2
m
m
ea
n
m
500 1000 1500 2000
 [GeV]tru h,RhadIDm
0
200
4 0
600
800
1000
1200
1400
 [G
eV
]
β
w
id
th
,
-2
m
m
ea
n
m
m
ea
n 
- 2
×w
id
th
 [G
eV
]
SR-2Cand-FullDet
s = 13 TeV, 36.1 fb−1
chargino
stau
5.8. SIGNAL SELECTION AND OPTIMISATION 153
momentum uncertainties for high momentum ID tracks as discussed in
Section 5.4.1. The plateau that is reached roughly for truth masses of
1500 GeV is due to a bias of the momentum and the larger momentum
uncertainties, as can be seen in Figure 5.16. To find the best parametri-
sation for the functional form of the lower mass values for the R-hadron
signal regions the software package Eureqa [142] is used. This package
applies genetic algorithms to find the functional parametrisation of data
points by mating, mutating and terminating functions that are made from
user given mathematical blocks like +, -, ×, /, exp . These algorithms op-
timise on the basis of fit quality and complexity. For the R-hadron signal
regions the best result was obtained for
mlow = p0p1 + exp(−mtrue ∗ p2) , (5.23)
with
p0 = 1.84 · 102, p1 = 2.14 · 10−1, and p2 = 2.66 · 10−3 (5.24)
formToF and
p0 = 2.17 · 102, p1 = 2.82 · 10−1, and p2 = 2.10 · 10−3 (5.25)
for mdE/dx. Also the lower mass cuts for charginos and staus are esti-mated from the same parametrisation, but separate for the one candi-
date and two-candidate signal regions. A slightly lower mass cut is ex-
pected for the two-candidate regions as the lower mass candidate is used
for the final counting. For the estimation of the lowermass cuts in the one
and two-candidate signal regions a second order polynomial
mlow = p0 + p1mtrue + p2m2true (5.26)
is used and the parameters obtained are
p0 = 2.09, p1 = 0.90, and p2 = −1.39 · 10−4 (5.27)
for the SR-1Cand-FullDet signal regions and
p0 = −2.09, p1 = 0.83 · 10−1, and p2 = −9.53 · 10−5 (5.28)
for the SR-2Cand-FullDet signal regions. From those parametrisations the
lowermass cuts are calculated and rounded to the next bin border. The fi-
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Figure 5.75: The lower massrequirements dependingon the truth mass of thesignal particles on mToF anfmdE/dx for the R-hadronsignal regions and in mToFfor the SR-1Cand-FullDetand SR-2Cand-FullDet. Thevisible steps in particularfor SR-1Cand-FullDet and
SR-2Cand-FullDet lowermass requirements originatefrom the rounding to the binboarders. The larger markersindicate the lower masscuts used for the discoveryregions. [5]
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nal results for the lower mass requirements are shown in Figure 5.75. The
difference between mToF and mdE/dx originates mainly from the slightlydifferent requirements on β and βγ in the final selections. In particular
for the SR-1Cand-FullDet and SR-2Cand-FullDet steps in the lower mass
requirements are visible. Those are originating from the rounding to the
bin borders. Those final signal regions are used for the limit setting, but
if some excess might be seen a subset of discovery regions, for which
the p-values are calculated, was defined, to reduce the look-elsewhere ef-
fect [143]. The lower mass requirements for those discovery regions are
indicated with the larger markers.
5.9 Background Estimation
The background in this analysis is estimated in a fully data-driven man-
ner. First the shape of the key variables is estimated from sidebands
where possible and stored in templates. The main background are high-
pT muons with mis-measured β or βγ. Therefore no correlation betweenmomentum and β/βγ is expected. The background can hence be esti-
mated by sampling random combinations of β–p (βγ–p) from the respec-
tive templates and calculating m = p/βγ. The normalisation of the back-
ground is obtained from low-mass control regions. The validity of the
background estimate relies on two assumptions: Low signal contributions
in the templates/control region and no significant correlation between
β(βγ) and momentum. Those assumptions are carefully checked as will
be discussed in the following. The search is conducted as a blinded analy-
sis and hence for the optimisation and tuning of the background estimate
the mass region above 400 GeV was masked.
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Figure 5.76: The momentumfor all candidates passing the
loose pre-selection against η.Superimposed are the differ-ent momentum cuts (100 GeVand 200 GeV) used in thedifferent final selections. Itcan be seen that the pT cutfrom the preselection trans-lates into a lower momen-tum requirement of roughly250 GeV for |η| = 2.0.
Sideband definitions The templates are estimated from all candidates
passing the respective pre-selection and fulfilling the final selection re-
quirement for the respective observable. To ensure a low signal contam-
ination in the templates the final selection cuts on the other observables
are inverted. A study using a generic background and testing the influ-
ence of potential signal contribution in the templates is summarised in
Appendix A.4. It was found that, if no sidebands are used, a significant
change in the slope can be introduced from signal contaminations. The
effect is larger for higher signal masses. This can be understood as the
momentum as well as the velocities are further out in the tails of the re-
spective templates for higher signal masses. There the statistics are low
and therefore the relative signal contributions becomes significant.
The definition of the sidebands used for the templates of the R-hadron
Template p [GeV] βToF βγdE/dx
p > 200 1.0 > βToF > βcut 2.5 > βγdE/dx > βγcut
βToF pmin < p < 200 < βcut -
βγdE/dx pmin < p < 200 - < βγcut
Table 5.9: The sideband def-initions of the templates forthe R-hadron signal regions.
signal regions are summarised in Table 5.9. All R-hadron signal regions
are restricted to |η|<1.65. For the ones using id+calo this is also indirectly
required as |η| = 1.65 corresponds to the outer edge of the Tile Calorime-
ter. For the full detector approach it is limited to η<1.65 as the mass limits
156 CHAPTER 5. SEARCH FOR HEAVY CHARGED LONG-LIVED PARTICLES
for R-hadrons are higher and hence the particles are expected more cen-
tral. In the forward regions also large backgrounds from high-momentum
muons are expected due to boosts from asymmetries in the momenta of
the initial partons. Furthermore from Figure 5.76 it can be seen that the
lower cut in pT translates into a momentum cut larger than 200 GeV from
η ≈ 1.75 on. This has two important consequences: On the one hand
it introduces a correlation between η and momentum and on the other
hand, due to the missing low momentum tracks, this region is underrep-
resented in the templates. For simplicity and as no huge gain is expected
from increasing the η region, also SR-Rhad-FullDet loose is restricted to
|η| < 1.65. The template for momentum is obtained by applying the final
momentum requirement but inverting the βToF and βγdE/dx requirementsfor the respective signal regions summarised in Table 5.8. For both βToFand βγdE/dx upper requirements are used. For βToF the upper requirementis needed as no mass can be calculated if β > 1. For the templates of βToFand βγdE/dx the momentum requirement is inverted.The definition of the sidebands used for the templates of the
Table 5.10: The sideband def-initions of the templates for
SR-1Cand-FullDet.
Template p [GeV] βToF
p > 200 1.0 > βToF > 0.80
βToF 70 < p < 200 < 0.80
SR-1Cand-FullDet signal regions are summarised in Table 5.10. For the
sidebands for the momentum template only the βToF requirement is in-verted as for SR-1Cand-FullDet no βγdE/dx is used in the final selection.For the βToF template, similar as for the R-hadron signal regions, the finalrequirement on the momentum is inverted.
The SR-2Cand-FullDet has the strongest background suppression due to
Table 5.11: The sideband def-initions of the templates for
SR-1Cand-FullDet.
Template p [GeV] βToF
p > 100 1.0 > βToF > 0.80
βToF - < 0.80
the requirement of two candidates in the event. This is critical for the
background estimate as almost no events are left in the low-mass control
region. To enlarge the statistics there all final requirements are chosen
as loose as possible. The SR-2Cand-FullDet is therefore the only signal
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Figure 5.77: The combined
βToF as funcition of η for allcandidates passing the looseselection. A slight asymme-try between βToF being largerand smaller one is visiblewhich originates from the pre-selection requirement on σβand its dependence on β itself(Equation 5.7). Larger tails arevisible for η = 0.5 and η = 1.2.The η = 0.5 originates fromthe MDT’s as at this angletracks can pass the tubes allon one side and hence purelyfrom the drift circles no unam-biguous track reconstructionis possible. The η = 1.2 tailscomes from the MS crack re-gion where partially only viewhits are expected.
region using candidates with |η| up to 2.0. Also the final momentum re-
quirement is relaxed to 100 GeV for this signal region. Considering Fig-
ure 5.76 it can be seen that for |η| > 1 no candidates with momentum
smaller 100 GeV are left. If similar as for the R-hadron and one-candidate
signal regions the momentum requirements would be inverted to esti-
mate the βToF template no candidates from |η| > 1.0 would be presentand hence the βToF resolution from there would be not included. Forthe βToF template no sideband in momentum is used, while for the mo-mentum template still the cuts on βToF are inverted. A possible influenceby signal contamination using no sidebands was tested by injecting sig-
nal and found to be negligible as can be seen in Appendix A.5. For the
SR-2Cand-FullDet templates no requirement on two loose candidates per
event is used as this would result in very low statistics in the templates.
The shapes for templates with a two loose candidate requirement were
compared with the shapes using all loose candidates and found to agree
well within the statistic uncertainties.
η-binning of templates As the background is basically high-momentum
muons with mis-measured β or βγ no direct correlations are expected as
muons with a high momentum are travelling with the speed-of-light at
least on the β-resolution level achieved. Nevertheless correlation can oc-
cur indirectly mostly over η. For the combined βToF all three detectors areused and depending on wether they are present, different resolutions are
expected, and hence also a correlation with η. Whereas the shape of the
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Figure 5.78: The correlationbetween βToF and the mo-mentum for one η-bin forall candidates passing theMS-agnostic pre-selection.Before unblinding all candi-dates passing the final massrequirements were excludedfrom this plot.
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high momentum tail for ID tacks as well as SlowMuons is rather stable as
function of η, which can be seen from Figure 5.76 or from the templates
shown in Figures 5.79 and 5.80. Critical again is the SR-2Cand-FullDet
as, due to the missing low momentum tracks for high η, an dependency
of the momentum on η is introduced. An η binning of the templates is
therefore introduced where at least the βToF resolution is roughly con-stant within a given η interval. The η bins where chosen by considering
N |η| lower |η| upper
1 0.0 0.35
2 0.35 0.7
3 0.7 1.1
4 1.1 1.25
5 1.25 1.65
6 1.65 2.0
Table 5.12: The lower and up-per edges of the η bins usedfo the templates.
Figure 5.77, which shows the βToF of all candidates passing the loose pre-selection. The η bins used are summarised in Table 5.12. The bins end-
ing at 1.1 and 1.65 correspond approximately to the outer edges of the
RPC’s and Tile Calorimeter, respectively. All other bins are chosen due to
the features found in the βToF distribution as function of |η|. The same ηbinning as used for SR-2Cand-FullDet is also applied to the other signal
regions to reduce any possible residual correlations between βToF/βγdE/dxand the momentum. For each η bin and signal region the correlations be-
tween β/βγ and momentum are estimated as shown in Figure 5.78. With
the chosen η binning no significant correlations have been seen. Fur-
thermore a systematic uncertainty is estimated by varying the η-binning,
which will be described in more detail in Section 5.10.
The resulting templates for SR-Rhad-MSagno and SR-2Cand-FullDet are
shown in Figures 5.79 and 5.80. The other templates are shown for com-
pleteness in Appendix A.3. For SR-Rhad-MSagno it can be seen that the
distributions of βγdE/dx and momentum have a similar shape for the dif-
5.9. BACKGROUND ESTIMATION 159
500 1000 1500
p [GeV]
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2η
0
1000
2000
3000
4000
5000
C
an
di
da
te
s
-1 = 13.0 TeV, 36.1 fbs
SR-Rhad-MSagno
200 400 600 800 1000 1200 1400
p [GeV]
1
10
210
310
C
an
di
da
te
s
-1 = 13.0 TeV, 36.1 fbs
SR-Rhad-MSagno
 <0.35η0.0< 
 <0.7η0.35< 
 <1.1η0.7< 
 <1.25η1.1< 
 <1.65η1.25< 
0.2 0.3 0.4 0.5 0.6 0.7
β
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2η
0
20
40
60
80
100
120
140
160
180
200
220
240
C
an
di
da
te
s
-1 = 13.0 TeV, 36.1 fbs
SR-Rhad-MSagno
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
β
1
10
210
C
an
di
da
te
s
-1 = 13.0 TeV, 36.1 fbs
SR-Rhad-MSagno
 <0.35η0.0< 
 <0.7η0.35< 
 <1.1η0.7< 
 <1.25η1.1< 
 <1.65η1.25< 
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
γβ
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2η
0
20
40
60
80
100
C
an
di
da
te
s
-1 = 13.0 TeV, 36.1 fbs
SR-Rhad-MSagno
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
γβ
1
10
210
C
an
di
da
te
s
-1 = 13.0 TeV, 36.1 fbs
SR-Rhad-MSagno
 <0.35η0.0< 
 <0.7η0.35< 
 <1.1η0.7< 
 <1.25η1.1< 
 <1.65η1.25< 
Figure 5.79: The templatesused for the SR-Rhad-MSagnofor the momentum (upper),
βToF (middle) and βγdE/dx(lower). On the left the2-dimensional distribution in
η and the respective variableare shown, while the rightplot shows the projection ofeach η-slice on the variableaxis. While the distributionsof βγdE/dx and momentumhave a similar shape forthe different η-bins, largerdiscrepancy can be found for
βToF.
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Figure 5.80: The tem-plates used for the
SR-2Cand-FullDet forthe momentum (upper) and
βToF (lower). On the left the2-dimensional distribution in
η and the respective variableare shown, while the rightplot shows the projection ofeach η-slice on the variableaxis. Clearly visible are thecut-offs at low-momenta dueto the pT requirement. Forthe βToF mainly the highest ηbin shows a different shape.This η region has a rathergood resolution in the corebut many outliers as can beseen from Figure 5.77.
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ferent η-bins, while larger discrepancies are found for βToF. Those dis-crepancies are due to inhomogeneous β resolution in the Tile Calorimeter
originating mainly from the different shapes of the Tile Calorimeter cells.
Clearly visible for the SR-2Cand-FullDet templates are the cut-offs at low-
momenta due to the pT requirement. For the βToFmainly the highest η binshows a different shape. This η region has a rather good resolution in the
core but many outliers as can be seen from Figure 5.77. The MS part in
this region are the end-caps, where the path length to the measurement
is long, which is the reason for the good core resolution of the distribu-
tion. But in this region only the MDT’s are utilisable for ToF measure-
ments, which on top have a lower number of expected hits, compared to
the barrel, there. Due to the low statistics of single βmeasurements more
outliers are expected, as can be seen in the respective template.
Sampling and normalisation In this section the estimation of the back-
ground from the templates will be discussed, which includes the propa-
gation of the statistical uncertainties of the templates to the background
estimate. First 50 variations of the templates are determined, where each
content of a bin is sampled from a Poisson distribution using the content
of the respective nominal bin as mean. For each candidate ending up
in the control region 10000 combinations of β (βγ) and momentum are
sampled per Poisson-varied template in the η slices corresponding to the
η of the candidate. From those combinations the mass distributions per
Poisson-varied template are filled. The value (x) and statistical uncertainty
(σx) of each mass bin are then calculated from the values (pi) of the massdistributions per poisson varied template with
x =
∑
i pi50 (5.29)
and
σx =
√∑
i p2i − x250 . (5.30)
Finally the background is normalised to data using the low mass control
regions. Potential issues for this approach can occur if significant signal
contaminations arise in the control region. First a potential signal con-
tamination in the control region would change the η distribution in the
control region, mostly to be more central as HCLLPs are heavy. This could
enhance η slices with long (short) tails and hence over (under) estimate
the real background distribution. Second a potential signal contamination
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would contribute to the normalisation of the background. This should be
an even larger effect than the first, as the relative fraction between sig-
nal and background yield in the control region gives the overestimation
of the normalisation and hence the overestimation of the background
yield in the final counting window. An alternative approach (Appendix A.6)
for the sampling of the background was developed, building also tem-
plates for the η distribution of the candidates, and successfully tested
for the SR-Rhad-MSagno. This approach has the benefit of being more ro-
bust against contaminations of low-mass signals. The difficulty was in
the fall-back signal regions as their η distribution is not independent from
the prioritised signal region. This strategy is in the end not applied for
the SR-Rhad-MSagno, to have a common approach for all signal regions,
but might be interesting for future iterations of this analysis. For the ap-
proach using the η of the candidates, the control region requirements
have to be carefully tuned to get rid of any potential signal contamination
there. The expected signal yields in the control region are estimated us-
ing roughly the current cross section limits for the respective model. For
charginos and staus the limits from Run-1 [97] are extrapolated to 13 TeV
(stau 2.5 fb and chargino 5 fb), while for R-hadrons roughly the limits from
the first √s = 13 TeV analysis [101] are used (R-hadron 20 fb). Less than
2% signal contamination for all cases was achieved by using 300 GeV for
mToF andmdE/dx as upper mass limit for the R-hadron control regions and200 GeV (150 GeV) as upper mass limits on mToF for SR-1Cand-FullDet(SR-2Cand-FullDet).
Results of background estimate The background estimate for
SR-Rhad-MSagno overlaid by the data points and the expected distribution
for a gluino R-hadron model withmg = 2200 GeV is shown in Figures 5.81.
In the low mass region a good agreement between data and estimate
background can be observed. A small excess can be seen in the signal
region. Note that the background in the signal region is lower than what
can be seen in the projections of the 2D-histograms. The two events in
the signal region are rather diagonal and not suspiciously uncorrelated,
which could be an hint for an outlier of the respective measurements.
The estimated background for SR-Rhad-FullDet loose overlaid by the
data points and the expected distribution for a gluino R-hadron model
with mg = 2200 GeV is shown in Figures 5.82. Also for this signal region
a good agreement between the estimated background and the observed
data in the low-mass region can be seen. Compared to SR-Rhad-MSagno
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Figure 5.81: The estimated background for the SR-Rhad-MSagno signal region in the mToF–mdE/dx plane (top), the mToF-projection(bottom-left) and themdE/dx-projection (bottom-right). The distribution is overlaid by the data points and the distribution for a gluinoR-hadron model with mg = 2200 GeV. The overflow is included in the last bin of each distribution. The lower mass requirements ofthe signal region for one mass hypothesis of gluino R-hadrons is indicated by the dotted red lines in the upper figure, while the dottedgrey lines are illustrating the upper bound for the control region, which is the same for all R-hadron signal regions. The inlay in thetwo-dimensional distribution shows a zoomed version of the low-mass region. The statistical uncertainty on the background estimateis illustrated with the shaded grey area. The lower panels show the ratio of observed data over estimated background. [5]
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Figure 5.82: The estimated background for the SR-Rhad-FullDet loose signal region in themToF–mdE/dx plane (top), themToF-projection(bottom-left) and the mdE/dx-projection (bottom-right).The distribution is overlaid by the data points and the distribution for a gluinoR-hadron model with mg = 2200 GeV. The overflow is included in the last bin of each distribution. The lower mass requirements ofthe signal region for one mass hypothesis of gluino R-hadrons is indicated by the dotted red lines in the upper figure, while the dottedgrey lines are illustrating the upper bound for the control region, which is the same for all R-hadron signal regions. The inlay in thetwo-dimensional distribution shows a zoomed version of the low-mass region. The statistical uncertainty on the background estimateis illustrated with the shaded grey area. The lower panels show the ratio of observed data over estimated background. [5]
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Figure 5.83: The estimated background for the SR-Rhad-FullDet id+calo signal region in the mToF–mdE/dx plane (top), the mToF-projection (bottom-left) and the mdE/dx-projection (bottom-right).The distribution is overlaid by the data points and the distributionfor a gluino R-hadron model with mg = 2200 GeV. The overflow is included in the last bin of each distribution. The lower mass re-quirements of the signal region for the given mass hypothesis of gluino R-hadron is indicated by the dotted red lines in the upperfigure, while the dotted grey lines are illustrating the upper bound for the control region, which is the same for all R-hadron signalregions. The inlay in the two-dimensional distribtuion shows a zoomed version of the low-mass region. The statistical uncertainty onthe background estimate is illustrated with the shaded grey area. The lower panels show the ratio of observed data over estimatedbackground. [5]
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Figure 5.84: The estimated background for the one-tight-candidate signal region (left) and the two-loose-candidates signal region(right).The distributions are overlaid with the data points and the distribution for a pair-produced chargino model with m(χ±1 ) =1200 GeV. The last bin of each distribution includes the overflow. The dotted red line indicates the lower bound of the signal regionfor a representative signal choice, while the dotted grey line is illustrating the upper bound for the control region. The statisticaluncertainty on the background estimate is illustrated with the shaded grey area The lower panels show the ratio of observed dataover estimated background. [5]
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the background level is lower due to the better background suppression
from the combined βToF. Only one high-mass outlier can be observed,which has largely different mToF and mdE/dx and does not end up in thefinal signal region.
The estimated background for SR-Rhad-FullDet id+calo overlaid by the
data points and a the expected distribution for a gluino R-hadron model
with mg = 2200 GeV is shown in Figures 5.83. This signal region is largely
similar to the SR-Rhad-MSagno, but the prioritised SR-Rhad-FullDet loose
does absorb less candidates than what is added by the additional single-
muon triggers and hence higher statistics are seen. The same high-mass
candidates as in the SR-Rhad-MSagno are observed, but are in better agree-
ment with the background expectation.
The estimated background for SR-1Cand-FullDet and SR-2Cand-FullDet
overlaid by the data points and the expected distribution for pair-
produced charginos withm(χ±1 ) = 1200 GeV are shown in Figures 5.84. Forboth signal regions a good agreement between data and expected back-
ground is observed, in particular for the SR-1Cand-FullDet, where due to
the large statistics a shape comparison over a broad range is possible.
5.10 Systematic uncertainties
A variety of potential sources of systematic uncertainties have to be con-
sidered. The resulting uncertainties for the search for HCLLPs are sum-
marised in Table 5.13. They can be split into four different categories: The
uncertainty on the theoretical cross section, the uncertainty on the sig-
nal efficiency, the uncertainty on the integrated luminosity recorded by
the ATLAS detector and the uncertainty on the background estimate. The
larges systematic uncertainties are found on the theoretical cross section
and on the background estimate for R-hadron models with the highest
considered sparton masses. All different sources of systematic uncer-
tainties and their estimation will be discussed in the following.
5.10.1 Theoretical cross section
The R-hadron cross sections are calculated to NLO+NLL accuracy using
NLL-fast [144]. For staus and charginos PROSPINO2 is used with a NLO
accuracy, as mentioned in Section 5.3. Both the nominal value of the
cross section as well as the uncertainty on the cross section are esti-
mated from an envelope of calculations using different PDF sets and fac-
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Relative uncertainty [%]MS-agnostic Full-detectorSource R-hadrons R-hadrons Staus CharginosTheoretical inclusive cross section 14 – 57 14 – 57 6 – 10 4 – 10Total uncertainty on signal efficiency 17 – 19 18 – 30 7 – 15 9 – 18Trigger efficiency 1.6 1.9 4.5 3.9
ET 1.6 1.6 2.0 2.5Single-muon 1.0 4.0 3.0Theoretical uncertainty (ISR/FSR) 15 15 4 7Pile-up 0.2 – 3.8 0.3 – 5.5 0.1 – 3.1 0.2 – 4.4SlowMuon reconstruction - 1.7 – 14.8 0.2 – 12.8 0.8 – 13.0Track hit requirements 2 2 2 2Pixel βγ measurement 6.0 – 11.6 6.0 – 13.0 0.5 0.5ToF β measurement 0.5 – 3.6 9.8 – 21.9 1.0 – 3.6 2.0 – 12.0Calorimeter β measurement 0.1 – 0.5 0.1 – 1.1 0.1 – 0.5 0.1 – 0.5Calorimeter OFA correction 0.4 – 3.6 1.2 – 3.1 0.1 – 0.4 0.1 – 1.3MS β measurement - 9.7 – 21.7 1.0 – 3.5 2.0 – 12.0Luminosity 2.1 2.1 2.1 2.1Uncertainty on background estimate 33 – 34 27 – 53 9 – 31 9 – 34
Table 5.13: Summary of systematic uncertainties. The different blocks give the uncertainty on the cross section, the signal efficiency,the luminosity and on the background estimate. The given ranges indicate a dependence on the mass hypothesis.
torisation/renormalisation scales. The procedure is summarised in Refer-
ence [145]. For gluino R-hadron models an uncertainty on the theoretical
cross section between 14% for the lowest mass (600 GeV) and 57% for
the highest masses (3000GeV) was obtained, while for squark R-hadrons
the uncertainty varies between 14% (600 GeV) and 23% (1400 GeV). For
the direct pair-production of charginos and staus smaller uncertainties
are obtained as those are electroweak processes. They vary between 6%
(290 GeV) and 10% (910 GeV) for staus and between 4% (200 GeV) and
10% (1500 GeV) for charginos.
5.10.2 Signal efficiency
The largest systematic uncertainty on the signal efficiency originates from
themodelling of the ISR as the triggering of the events in particular for the
R-hadron models largely rely on ISR jets. A further important systematic
uncertainty comes from the modelling of the reconstruction efficiency of
theMuGirlStau algorithm and from the uncertainty on the β estimate with
the MS.
Trigger efficiency The efficiency of theET trigger can be assessed usingmuons. The ET on trigger level is solely reconstructed from energy de-
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posits in the calorimeters and as muons are similar to HCLLPs minimum
ionising only moderate contributions from them are expected. The turn-
on behaviour of the ET triggers can hence be measured by using eventsselected by muon triggers. For this study single-muon triggers are used
and the events in data and simulated Z → µµ events have to fulfil the
Z → µµ selection described in Section 5.5.2. The turn-ons in both data
and simulation are fitted with an error function. Those turn-ons are then
applied to the offline ET spectrum in the signal samples. The offline ETused for this study is not using information from the MS. Four individual
contributions to the systematic uncertainty are considered: The differ-
ence between data and simulation, a scale variation of signal ET and avariation of the fit parameters by ±1σ for data and simulation, respec-
tively. For each contribution an uncertainty is estimated. The differences
in signal yield estimated from the variations are used as systematic un-
certainty. The individual contributions are added in quadrature to obtain
the total uncertainty. The total systematic uncertainty on the ET triggerfor R-hadrons is found to be 1.6%, while for charginos 2.5% and for staus
2.0% were obtained.
The turn-on behaviour for the muon trigger as function of pT is not prob-lematic for this search due to the high momenta HCLLPs are expected to
be produced with as well as due to the hard offline pT requirements onthe candidates. More problematic is the turn-on behaviour as a function
of the velocity of the particles as they might be associated to the wrong
bunch crossing, and hence no muon reconstruction on HLT is possible
due to the missing ID tracks. The correct simulation of the timing is hence
crucial. For TGC’s this is expected to be reliable, while for the RPC’s some
differences between data and simulation have been observed. A method
using ideal turn-ons is applied, as now slow SM particles produced in the
collisions are able to reach the MS and hence could be used to study the
turn-on behaviour. The ideal turn-ons use the mean and width of the
timing distribution to give an efficiency as function of the particle β and
η. The dependence of η arises from the change in distance to the trigger
chambers as function of η. The difference between the ideal turn-ons for
data and simulation is used as event weight. Half the difference between
the signal efficiency with and without the event weights applied is used
as systematic uncertainty. The estimated uncertainty for R-hadrons in
the full-detector signal region is 1%, while for staus 4% and for charginos
3% are obtained.
A detailed description of the estimation of the systematic uncertainties
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on the trigger efficiency can be found in Reference [128].
Initial state radiation The modelling of QCD radiation is crucial for this
analysis, as the triggering of HCLLPs with ET triggers largely relies on anISR jet recoiling against the sparticle system.
For R-hadron signals that are simulated with PYTHIA6 an re-weighting is in-
troduced to match the ISR distribution, measured as the pT of the gluinosystem, from MG5_AMC@NLO as described in Section 5.3. As systematic
uncertainty half the differences between the signal efficiencies with and
without the ISR re-weighting is used. An uncertainty of 15% is obtained,
which is the dominant contribution to the total systematic uncertainty on
the signal efficiency for R-hadrons.
For chagrinos and staus a slightly different approach is applied as those
samples are generated with MG5_AMC@NLO and hence no re-weighting
is necassary. The systematic uncertainty for those samples is assessed by
varying the generator parameters. Three different variations were used:
The renormalisaton/factorisation scales are varied by a factor two, the
CKKW-L merging [146, 147] scale is also varied by a factor of two and
variations of the PYTHIA8 tunes are used to assess the uncertainty of the
parton-shower generator tuning. The uncertainties from the different
variations are added in quadrature to obtain the total uncertainty. The
estimated uncertainties are 4% for staus and 5% for charginos.
As the variations of theMG5_AMC@NLO generators aremore trustworthy
also gluino samples with the varied generator parameter were produced.
For each variation a separate re-weighting was applied and the impact
on the signal efficiency was estimated in the same way as for staus and
charginos. The resulting uncertainty was found to be 13%. To be consis-
tent with other analyses [94, 127, 148] using the same dataset the 15%
uncertainty from the re-weighting between the generators is used for the
analysis. A detailed description of the estimation of the ISR/FSR system-
atic uncertainties can be found in Reference [128].
Pile-up A re-weighting is applied to simulated events to match the pile-
up conditions as observed in data. To account for differences between
the estimation methods of the pile-up either by dedicated luminosity de-
tectors or by the number of primary vertices, the scale of the pile-up re-
weighting is varied. Half the difference between the maximal and mini-
mal signal efficiency, obtained from the variations of the pile-up scale for
the reweighting, is used as systematic uncertainty. The uncertainty varies
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between 0.1% and 5.5% depending on the mass hypothesis and the con-
sidered signal model.
SlowMuon reconstruction The SlowMuon reconstruction efficiency was
measured with respect to muons fulfilling the medium quality require-
ments as defined in Reference [126] reconstructed by a standard algo-
rithm. It was found that the efficiency in simulation is underestimating
the efficiency estimated in data by less than 10%. To estimate the ef-
fect of a 10% variation of the reconstruction efficiency on the signal effi-
ciency 10% of the candidates reconstructed as SlowMuons are randomly
rejected. For the SR-2Cand-FullDet the estimated uncertainty is about
10%, but the fall-back SR-1Cand-FullDet can recover some of the lost sig-
nal events, hence there a significantly lower uncertainty of 1% − 6% is
found.
Track hit requirements Studies were carried out for the analysis de-
scribed in Reference [127] on the efficiency of selecting tracks with the ID
hit requirements described in Section 5.7. The difference in the efficiency
between Z → µµ events in data and simulation is used as systematic un-
certainty and found to be 2%.
Pixel βγ measurement The procedure of estimating the uncertainties
and partially also the uncertainties themselves are taken from Refer-
ence [127]. Four different contributions were considered and in the end
added in quadrature.
The requirement of at least two pixel clusters used for the dE/dx estima-
tion was estimated in the same way as the uncertainty on the track hits
requirements as discussed in the previous section. The corresponding
uncertainty was found to be 6%.
The MPV of the dE/dx distribution is aligned between data and simula-
tion. But a run-by-run variation of the MPV of 2% was observed. To test
the effect of a potential misalignment between data and simulation a 2%
variation is applied on the MPV for the signal samples. Half the difference
between the signal efficiency from the variations is used as systematic
uncertainty.
Besides the MPV also shape differences can be problematic. The shape
of the dE/dx distribution in data and simulation is slightly different as
shown in Figure 5.85. Furthermore it was observed that the shape of the
dE/dx distribution is different between an initial and a final run of the data
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Figure 5.85: Left: Shape com-parison between the dE/dxdistribution from tracks indata and simulation usingminimum bias data. Right:Shape comparison betweenthe dE/dx distribution fromtracks of an initial and a fi-nal run of the data taking pe-riod considered in this analy-sis. [149]
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taking periods considered in this analysis. Due to radiation damage the
dE/dx distribution is observed to be slightly broader for a final run. In the
analysis using only the ionisation energy loss the final requirements are
made on dE/dx itself and not βγdE/dx. To obtain an systematic uncertaintyfirst the fraction of tracks above the final dE/dx requirement is estimated
for the dE/dx distribution in data. This is used to get the dE/dx value for
which the same fraction of tracks is above the requirement in simulation.
This values is used as variation of the dE/dx cut in the final selection and
the effect on the signal efficiency is used as systematic uncertainty. In a
similar way the cut variations are also obtained for the dE/dx shape dif-
ferences between an initial and a final run. This is not directly applicable
for this analysis as the final requirements for the R-hadron signal regions
are made on βγdE/dx. To get the variation in βγdE/dx first the six differentdE/dx values from the different transformation functions3 are calculated,3Three different func-tions depending on numberof used pixel clusters timestwo charges, as described inSection 5.5.1
each of the values is transformed like described above and translated
back to a βγdE/dx value. The largest difference to the nominal βγdE/dx cutis used conservative variation for all cases. The cut variations used in this
analysis are summarised in Table 5.14. The different cuts are then applied
Table 5.14: Cut variationson βγdE/dx or dE/dx de-pending on the signalregion. The difference forcut variations is small forthe SR-1Cand-FullDet as thecut is almost exactly at theMPV. The largest differencebetween the cut variationsis in the SR-Rhad-FullDet
loose.
SR-Rhad-MSagno SR-Rhad-FullDet loose SR-1Cand-FullDet
βγdE/dx βγdE/dx dE/dx [MeVg−1cm2]
nominal 1.0 1.3 1.0
data/simulation 1.02 1.25 1.01
intial run/final run 0.97 1.37 1.01
and the difference in signal efficiency is used as systematic uncertainty.
The overall systematic uncertainty due to the βγdE/dx measurement isfound to be between 6% and 11.6% for SR-Rhad-MSagno, between 6% and
13% for SR-Rhad-FullDet loose and below 0.5% for all chargino and stau
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signal models. For the R-hadron signal regions the largest uncertainty are
observed for the low masses while for high masses only the uncertainty
from the two pixel cluster requirement is left. The reason is that for the
high masses the βγdE/dx cuts are in the tails of the distribution and hencethe variations have very little impact.
ToF β measurement The systematic uncertainty due to potential mis-
modelling of the β measurements in simulation have to be tested as it is
one main variable to identify HCLLPs. The methods are slightly different
between the measurements from the different subsystems and will be
explained in the following.
For the MDT’s a smearing/sharpening procedure is applied to adjust the
timing resolution observed in simulation to the one observed in data, as
described in Section 5.5.3. The βRPC distributions estimated using 5% vari-
ations of the calibration constants are found to bracket the βRPC observed
in data. The effect of these variations on the signal efficiency is evaluated
and half the difference between the up and downward variation are used
as systematic uncertainty.
For the RPC’s a more complicated correction for the timing in simulation,
to match the timing resolutions observed in data, was necessary, as de-
scribed in Section 5.5.3. To be conservative the difference between the
signal efficiency with and without the RPC simulation corrections is used
as systematic uncertainties. The RPC βToF uncertainty is up to 22% forR-hadron signal models while significantly lower for chargino and stau
models. The reason for the large uncertainties for the R-hadron models
is that due to a bug a significant fraction of βRPC measurements in sim-
ulation was rejected. For R-hadrons a slightly asymmetric β resolution is
observed due to the hadronic interactions. After solving the RPC issue the
consistency between the measurements get problematic as RPC β mea-
surements are added to a significant fraction of candidates. The RPC has
the best β resolution and is likely to be in conflict with the Tile Calorimeter
measurement due to the described asymmetry there. A re-optimisation
of the consistency requirement could solve this problem but as the bug
was found after unblinding this was not possible anymore and matching
systematic uncertainty has to be assigned to the RPC measurement.
Two different sources of systematic uncertainties on the Tile Calorimeter
βTILE estimation are considered: A potential mis-modelling of the resolu-
tion and an under or over estimation of the OFA correction as described in
Section 5.5.2. To assess the potential mis-modelling of the timing resolu-
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tion the smearing that was applied in simulation to match the resolution
seen in data is scaled up and down by 5%. The uncertainty due to a poten-
tial bias for large t0 potentially introduced by an under or over estimationof the OFA correction is address by scaling the correction by ±50%. The
effect of the resolution variations is very small and found to be below
1.1% for any case. Also the effect of the scaling of the OFA correction is
rather small (<3.6%), while the correction on the timing is rather large.
This can be explained as the correction is significant for large t0 but negli-gible for small t0. Large t0 values correspond to a low β and are hence faraway from the final β requirements, which results in a moderate impact
of this variation on the signal efficiency.
5.10.3 Luminosity
The uncertainty on the integrated luminosity used for this analysis was
found to be 2.1%. The procedure of the uncertainty determination follows
the one described in Reference [150] and uses beam-separation scans
that were carried out in August 2015 and May 2016.
5.10.4 Background estimation
Three different contributions to the total uncertainty on the background
estimate are considered. The η-binning for the templates, the composi-
tion in the templates, and the normalisation of the background.
To estimate an uncertainty due to the particular choice of the η binning
used to uncorrelate β (βγ) andmomentum, the number of η bins is varied.
The number of η bins is lowered to three and increased to seven from the
N |η| lower |η| upper
1 0.0 0.70
2 0.70 1.25
3 1.25 1.65
4 1.65 2.00
Table 5.15: The lower andupper edges for the lowerednumber of η bins in the tem-plates.
nominal five for all signal regions using η < 1.65. For SR-2Cand-FullDet
the only signal region which uses the |η| range up to 2, the variation is
from nominal six to four and nine η bins, respectively. The η intervals
used for the lowered and the increased number of bins are shown in Fig-
ure 5.17 and Figure 5.16, respectively. For the lowered number of binsN |η| lower |η| upper
1 0.0 0.35
2 0.35 0.55
3 0.55 0.90
4 0.90 1.10
5 1.1 1.25
6 1.25 1.65
7 1.65 1.75
8 1.75 1.85
9 1.85 2.00
Table 5.16: The lower and up-per edges for the increasednumber of η bins in the tem-plates.
η roughly similar η intervals are, while for the increased number of bins
in particular for η> 1.65 smaller slices are chosen, as there the effect of
the missing low momentum tracks (Figure 5.76) gives the strongest η–
momentum correlation.
To assess the systematic uncertainty due to a residual correlation in the η
bins and on the definition of the sidebands, the composition of the tem-
plates is slightly changed by tightening the sideband requirements. In the
R-hadron signal regions the βToF and βγdE/dx requirements are tightened
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Figure 5.86: The systematic uncertainty on the background estimate as function of the signal region. The upper plot shows the
SR-Rhad-MSagno signal region, while the lower the SR-Rhad-FullDet regions loose (left) and id+calo (reight). The different contribu-tions are shown as markers, while the combined uncertainty is given as red line. For R-hadrons the same mass window is used for allmass hypotheses above 2000 GeV, and hence the identical background uncertainties are expected.
for the momentum template while the momentum requirement is tight-
ened for the βToF/βγdE/dx template. For the SR-1Cand-FullDet only the
βToF requirement is changed for the momentum template as βγdE/dx isnot used in this signal region. In the SR-2Cand-FullDet no sidebands are
used for the βToF template and hence there only the sideband definitionfor the momentum template can be changed. The different requirements
for the tightened sideband definitions are summarised in Table 5.17.
The third contribution to the systematic uncertainty on the background
nom. med. tight
β 1.0 0.98 0.96
βγ 2.5 2.45 2.4
p 200 190 180
Table 5.17: The nominalmedium and tight sidebandrequirements for the tem-plates. The momentum isgiven in GeV.
estimate considered is the normalisation. The background is normalised
using the low mass control regions. The relative statistical uncertainty
from the number of events in the control region is used as relative un-
certainty on the number of background events in the signal region. The
different contributions are added in quadrature to obtain the total uncer-
tainty on the background estimate.
The estimated systematic uncertainties as function of the final
mass hypothesis for the R-hadron signal regions SR-Rhad-MSagno,
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Figure 5.87: The systematic uncertainty on the background estimate as function of the signal region. The uncertainty for the
SR-1Cand-FullDet is shown in the left figure while the one for the SR-2Cand-FullDet is given in the right figure. The different contri-butions are drawn as markers and the combined uncertainty is indicated by the red line.
Figure 5.88: The template dis-tributions for the momen-tum in the different η binsof the SR-2Cand-FullDet withthe tight sideband definition.The nominal distributions areshown in Figure 5.80.
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SR-Rhad-FullDet loose and SR-Rhad-FullDet id+calo are shown in Fig-
ure 5.86 and for SR-1Cand-FullDet and SR-2Cand-FullDet in Figure 5.87.
For most of the signal regions the uncertainty from the normalisation of
the backgrounds is dominant. The statistics in the control regions are
rather limited as the optimisation of the final requirements would prefer
hard election requirements. A general feature that is visible for all differ-
ent signal region types is that for higher mass hypotheses the systematic
uncertainty originating from the change of the sideband requirements in-
creases. The reason is that for a tightened sideband the statistics in the
template decreases and in particular the tails to high momenta or low
β/βγ fade away. This can e.g. be seen by comparing the momentum tem-
plates produced with the tight selection as shown in Figure 5.88, with the
nominal distribution shown in Figure 5.80 (upper right). A longer tail in
e.g. the momentum template increases the whole background mass tail,
as it is folded with the β/βγ template. This general trend can be seen,
excluding the feature at 650 GeV, in Figure 5.89, which shows a compar-
ison between the background estimated from the nominal and the tight
templates. The feature at 650 GeV is the reason for the dip in the trend
of the uncertainty from the change in the sideband definitions visible for
SR-1Cand-FullDet and to a smaller extend also for SR-2Cand-FullDet but
at lower masses, shown in in Figure 5.87. The lower mass requirement
for a mass hypothesis of about 800 GeV is roughly at 600 GeV. This peak
at 650 GeV in the background estimate from the tight sideband definition
can be explained by the momentum templates in the inner part of the de-
tector fading away roughly at 800 GeV as can be seen in Figure 5.88. At the
end of the distribution only single candidates are left and if those discrete
values are folded with the β spectrum, that is highly peaked at the cut
value (e.g. visible in Figure 5.80 bottom), also peak in the sampled mass
distribution is expected. The final β requirement of 0.8 translates into a
βγ = 1.33 and using a momentum of 800 GeV a massm = p/βγ = 600 GeV
is expected, which roughly corresponds to what we see in Figure 5.89.
The effect of the change in the η binning is almost negligible in the sig-
nal regions using the id+calo candidates, while an uncertainty of 3%-
15% is found for the high masses in the signal regions using full-detector
candidates. The reason is that for those candidates the tails of the
β/momentum templates are less prominent due to the better resolutions
including the MS. Some single outliers that are combined or separated by
the change of the η bins can hence have significant impact on the tails of
the distribution.
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Figure 5.89: The nominalestimated background for the
SR-2Cand-FullDet overlaidby the background estimatefrom the templates producedwith the tight requirements.The lower pad shows the ratiobetween the tight and thenominal background. The sta-tistical uncertainty from thetemplates is only propagatedto the nominal background(shaded grey) and is alsothe only contribution to theuncertainty of the ratio.
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The values obtained for the systematic uncertainties due to the
background estimated are spanning a wide range. The lowest un-
certainties are found for the SR-1Cand-FullDet at low masses, which
can be explained by the high statistics in the control region. The
largest uncertainties are obtained for the SR-Rhad-FullDet loose and the
SR-2Cand-FullDet for high masses, but there also the expected back-
ground yields are very small, 0.05 for SR-Rhad-FullDet loose (mg̃ =2000 GeV) and 0.0007 for SR-2Cand-FullDet (mχ̃±1 = 2000 GeV).
5.11 Results
In this section the results for the search for HCLLPs with the ATLAS de-
tector in 36.1 fb1 data taken in 2015 and 2016 are summarised. Firstly
the statistical model used for the interpretation of the results will be de-
scribed. This is followed by a detailed discussion of the statistical inter-
pretation of the results in the different signal regions with the previously
defined benchmark models.
5.11.1 Statistical method
The p0-values and upper limits that are obtained from the results of theanalysis are estimated using the HistFitter package [141]. Two different
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hypotheses are tested. First the compatibility of the background with the
observed data is tested to check wether the data are in agreement with
the background-only-hypothesis or if a new signal is likely. And second
if signal is disfavoured, the signal-plus-background hypothesis can be ex-
cluded. For both p0-values are determined as a measure for the compati-bility, which are defined as the probability of measuring a certain or more
extreme outcome of the experiment.
The determination of the p0-values is based on a frequentist approachusing the profile-log-likelihood ratio as test statistic. To do so first the like-
lihood L has to be constructed for this analysis. Depending on wether one
(SR-Rhad-MSagno) or two signal regions are used (SR-Rhad-FullDet loose
+ id+calo and SR-2Cand-FullDet + SR-1Cand-FullDet) one or two bins for
the likelihood are used. For each bin a Poisson counting model is as-
sumed for the observed number of events. The systematic uncertainties
are taken into account as nuisance parameters θi and are assumed to begaussian distributed. For this analysis only the combined systematic un-
certainties for background and signal, respectively, are used and set to be
independent between the different bins. The likelihood ratio is defined
as
Λ(µ) = L(µ, ˆ̂θi)L(µ̂, θ̂i) , (5.31)
with the signal strength µ, a scaling factor on the number of signal events,ˆ̂θ the value of θ that maximises the likelihood for the given µ and µ̂/θ̂
the parameters that maximise the likelihood. The denominator is called
conditional maximum-likelihood function for the given µ, while the nom-
inator is called the unconditional maximum-likelihood function. The test
statistic used for the discovery p0-value estimation is given by
q0 = −2 lnΛ(0), (5.32)
where µ = 0 as the background only hypothesis is tested. The p-value for
the background only hypothesis is then given by
p0 =
∫ ∞
qobs
f (q0|0) dq, (5.33)
where qobs the value of the test statistic observed in the experiment andf the probability density function, which is determined sampling pseudo
experiments. The p0-values can be translated into the number of stan-dard deviations from a Gaussian, called significance. In particle physics it
is convenient that an evidence is claimed for 3σ, while a discovery needs
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5σ.
For the limit setting and exclusion of signal models the test statistic is
given by
qµ = −2 lnΛ(µ). (5.34)
The confidence level CLs+b for the compatibility with the signal plus back-ground hypothesis is given by
CLs+b =
∫ qobs
−∞
f (qµ|0) dq. (5.35)
To be less effected by fluctuations of the background, instead of the pure
CLs+b, the CLs [151, 152] is used, which is defined as
CLs = CLs+bCLb , (5.36)
where CLb is the confidence level under the background-only hypothesis,but in contrast to the discovery p-value the exclusion test statistic is used.
In particle physics it is convenient that a model is excluded if CLs < 0.05,
which corresponds to a 95% Confidence Level (CL). To estimate an upper
limit on the cross section the signal strength µ can be scanned to obtain
the value for which the CLs falls below 0.05. The upper limit on the signal
strength µlimit can be translated to an upper limit on the cross section,with
σlimit = µlimit × σsignal, (5.37)
using the signal cross section σsignal. In principle an arbitrary value for
σsignal can be used as this is only setting the start value for the signalstrength scan.
5.11.2 Results and interpretation
First the results in the 16 discovery regions that were defined before un-
blinding are discussed. As no significant excess is observed the results
from all signal regions are used to set upper cross-section limits and, by
using the theoretical cross section, lower mass limits on the respective
models.
Discovery regions
A set of 16 discovery regions was defined before unblinding for which
the p0-values are estimated. The estimated and observed event yields
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Figure 5.90: The observed and expected numbers of events for the 16 discovery regions as well as for the four control regions thatare used for the normalisation, hence agreement there is by construction. The uncertainty shown on the background estimate asgrey dashed area includes both statistic and systematic uncertainties. For data a poisson error is drawn. The lower pad is shown thesignificance of the regions with a surplus of observed data events above the expected background. For the Rhad-FullDet signal regionsthe event yields from the loose and id+calo are added together to obtain a model independent p0-value. [5]
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Mass requirements 95% CL upper limitSelection mminToF [GeV]mmindE/dx [GeV] Nest.±σNest. Nobs. p0 sign. σ σ × a× ε [fb]
SR-Rhad-MSagno
350 300 8.0±3.0 8 0.5 0.25550 450 1.8±0.6 4 0.056 1.59 0.20700 600 0.7±0.3 2 0.11 1.24 0.17850 750 0.4±0.1 2 0.028 1.92 0.17
SR-Rhad-FullDet
350 300 11±2 14 0.22 0.77 0.42550 450 2.8±0.7 6 0.081 1.40 0.25700 600 1.4±0.4 2 0.28 0.57 0.14850 750 0.95±0.2 2 0.18 0.93 0.14
SR-1Cand-FullDet
175 240±20 227 0.5 1.26375 17±2 16 0.5 0.24600 2.2±0.2 1 0.5 0.10825 0.48±0.07 0 0.5 0.08
SR-2Cand-FullDet
150 1.5±0.3 0 0.5 0.09350 0.06±0.01 0 0.5 0.08575 0.007±0.002 0 0.5 0.08800 0.0017±0.0009 0 0.5 0.08
Table 5.18: The estimated and observed event yields for the 16 discovery regions, as well as the lower mass requirements to definethem. Furthermore the p0-values and the significance are given for the discovery regions where the observed number of eventsexceeds the estimated number of events. In the last row also the model independent upper limits are stated, with the acceptance (a)times efficiency (ε) for the signal.
together with the obtained significance are shown in Figure 5.90 and
given as numbers in Table 5.18. There also the p0-values and themodel-independent upper-limits are stated. For the values given for
SR-Rhad-FullDet the two yields from the separate signal regions loose
and id+calo are added to be model independent, as a combination
with separate bins would need a prior knowledge on the expected sig-
nal distribution. Small excesses are observed for SR-Rhad-MSagno and
SR-Rhad-FullDet while a good agreement between estimated and ob-
served numbers of events for SR-2Cand-FullDet and SR-1Cand-FullDet
is observed. The according background and data distributions as well
as exemplary signal distributions are shown in Figures 5.81 to 5.84. The
largest deviation from the estimated background is found in the high-
est mass window for SR-Rhad-MSagno with almost 2σ. The same two
events are also visible in SR-Rhad-FullDet id+calo, which differs from the
SR-Rhad-MSagno only by the additional single-muon trigger and by being
the fall-back of the loose signal region. The events are hence not pro-
moted to SR-Rhad-FullDet loose signal region. In general the surpass of
data against background for the SR-Rhad-FullDet is mostly driven by the
id+calo signal region and hence to a large extend the same events as in
SR-Rhad-MSagno are seen. All events that are seen in the SR-Rhad-MSagno
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Figure 4: The reconstructed candidate track mass distributions for observed data, predicted background, and the
expected contribution from two signal models in the (a) metastable and (b) stable R-hadron signal regions. The
yellow band around the background estimation includes both the statistical and systematic uncertainties.
one-sided profile-likelihood ratio as a test statistic. The upper limits on the cross-sections are evaluated
at 95% CL following the CLs prescription [59]. In this procedure, the uncertainties in the signal and
background yields are treated as Gaussian-distributed nuisance parameters. The cross-section upper
limits for a gluino R-hadron with lifetime of 10 ns decaying into qq̄ and a 100 GeV neutralino and for a
detector-stable R-hadron are shown in Figure 5.
The cross-section limits and the predicted production cross-sections for gluinos are used to set lower limits
on expected and observed masses, as a function of lifetime. The excluded regions in the lifetime–mass
12
Figure 5.91: The estimatedbackground (red) with theobserved candidates (blackmarkers) and two distribu-tions for different signal mod-els (dashed blue and green)superimposed for the stableR-hadron signal region. Theyellow band includes bothsystematic and statistic un-certainties. The figure istaken from Reference. [127],where a detailed descriptionof the signal region and theapplied background estima-tion method can be found.
discovery r gio wer further investigated. It was found that a large frac-
tion of the , in particular the two candidates in the highest mass window,
have no TRT hits and a low number of SCT hits and hence a poor momen-
tum resolution. It was further observed that only one Tile Calorimeter
timing measurement was used for the βTILE for all candidates. As dis-
cussed in Sections 5.4.1 and 5.5.2, those are features that are to some
extend expected to be present for HCLLPs. Nevertheless the candidates
look more like muons with outliers in the respective measurements than
signal candidates.
The results from this analysis can be compared to the results from the
search using only the ionisation energy loss in the pixel detector to iden-
tify HCLLPs [127], which analysed the same dataset. The estimated back-
ground and the observed data as well as two different signal benchmark
models are shown in Figure 5.91. The distribution is shown for the sta-
ble selection, which is targeting the stable R-hadron models. Also there
two candidates are present at very high masses, which are not the same
candidates as observed in SR-Rhad-MSagno or SR-Rhad-FullDet id+calo.
The high mass candidates of SR-Rhad-MSagno are rejected due to a re-
quirement on the momentum resolution in the pixel dE/dx analysis. The
largest excess of 2.4σ for this analysis is seen in the mass window starting
at 500 GeV that is designed for a 600 GeV gluino model. This slight excess
is visible as a bump of the observed data over the expected background.
In the analysis described in this thesis also a slight excess of 1.59 σ can
be seen in the corresponding region (mminToF = 550 GeV, mmindE/dx = 450 GeV).For high masses the excesses are dominated by the two mass outliers as
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Table 5.19: The expectednumber of signal events(Nexp.), the acceptance (a)times efficiency (ε) for thesignal, the estimated numberof background events (Nest)and the observed number ofevents Nobs for all differentmass hypothesis of gluino,sbottom and stop R-hadronsin the SR-Rhad-MSagno.
SR-Rhad-MSagno (id+calo)
R-hadron Mass [GeV] Nexp.±σNexp. a× ε±σa×ε Nest.±σNest. Nobs.
Gluino
400 160000±30000 0.044±0.003 8.0±3.0 8
600 28000±5000 0.086±0.004 3.0±1.0 7
800 6000±1000 0.106±0.005 1.8±0.6 4
1000 1300±200 0.114±0.005 1.0±0.3 2
1200 400±70 0.129±0.006 0.7±0.3 2
1400 140±30 0.148±0.007 0.6±0.2 2
1600 42±7 0.143±0.007 0.5±0.2 2
1800 13±2 0.134±0.007 0.4±0.1 2
2000 4.4±0.8 0.126±0.006 0.4±0.1 2
2200 1.5±0.3 0.114±0.004 0.4±0.1 2
2400 0.51±0.09 0.106±0.004 0.4±0.1 2
2600 0.18±0.03 0.101±0.004 0.4±0.1 2
2800 0.06±0.01 0.090±0.004 0.4±0.1 2
3000 0.023±0.004 0.090±0.004 0.4±0.1 2
Bottomsquark
600 400±80 0.063±0.003 3.0±1.0 7
800 80±20 0.083±0.004 1.8±0.6 4
1000 19±3 0.087±0.004 1.0±0.3 2
1200 5.4±0.9 0.093±0.004 0.7±0.3 2
1400 1.5±0.3 0.093±0.004 0.6±0.2 2
Top
squark
600 600±100 0.095±0.005 3.0±1.0 7
800 120±200 0.117±0.005 1.8±0.6 4
1000 28±5 0.128±0.005 1.0±0.3 2
1200 8±1 0.139±0.005 0.7±0.3 2
1400 2.4±0.4 0.146±0.005 0.6±0.2 2
the windows are open to high masses. For the region (mminToF = 550 GeV,mmindE/dx = 450 GeV) some additional candidates with a good agreement be-tweenmToF andmdE/dx are found, which can be seen from Figure 5.81 (up-per). These are interesting results and the next iterations of those anal-
yses with analysing larger datasets might give answers if those small ex-
cesses are purely statistical fluctuations or if they originate from HCLLPs.
Limit setting
As no signal was observed the data can be used to set upper limits on the
production cross section, which can be translated to lower mass limits
using the theoretical cross section.
MS-agnostic The expected number of signal events (Nexp.), the accep-
tance (a) times efficiency (ε) for the signal, the estimated number of
background events (Nest) and the observed number of events Nobs forall different mass hypothesis of gluino, sbottom and stop R-hadrons in
SR-Rhad-MSagno are given in Table 5.19. An initial increase in sensitivity is
visible up to masses of 1400 GeV, while for higher masses the efficiency
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is decreasing again. This efficiency is following the ET trigger efficiencywhich is discussed in Section 5.6.1. The behaviour can be explained by
the change in production mechanism. The efficiency for gluino R-hadrons
is similar to the efficiency observed for stop R-hadrons. The surplus in
trigger efficiency of the gluino signals is compensated by the larger frac-
tion of charged R-hadrons after hadronisation for stops (Section 4.2). A
significantly lower efficiency is obtained for the sbottom R-hadrons as
they are expected to have a lower ET trigger efficiency as well as the low-est rate of charged R-hadrons after hadronisation. The upper limits on
the cross section are shown in Figures 5.92. For lower masses the cross-
section limits are weaker due to the increased background yields, while
for higher masses the decreasing signal efficiency is resulting in a weak-
ening of the cross-section limits. The strongest limits are obtained for
a mass hypothesis of 1400 GeV for all different particle types. The ob-
served cross-section limits are weaker than the expected due to the small
excesses in the low/high mass regions. The observed (expected) lower
mass limits are obtained from the intersection of the theory prediction
with the observed (expected) line for the upper cross-section limit. For
the different models an observed (expected) lowermass limit of 1950 GeV
(2060 GeV) for gluinos, 1190 GeV (1270 GeV) for sbottom and 1265 GeV
(1345 GeV) for stop is obtained. Due to the lower efficiency for sbottom
R-hadrons compared to stop R-hadrons also the obtained mass limits are
lower.
R-hadron full-detector The expected number of signal events (Nexp.),
the acceptance (a) times efficiency (ε) for the signal, the estimated num-
ber of background events (Nest) and the observed number of events Nobsfor all different mass hypothesis of gluino, sbottom and stop R-hadrons
in SR-Rhad-FullDet loose and SR-Rhad-FullDet id+calo are given in Ta-
ble 5.20. In general the trends from the ET trigger are also seen for the
SR-Rhad-FullDet as also there most of the events are coming from this
trigger. The fraction of R-hadrons charged in the MS is enhanced for stop
compared to sbottom R-hadrons, as discussed in Section 4.5. This to-
gether with the lower fraction of charged R-hadrons after hadronisation
results in an almost twice as large signal efficiency for stop R-hadrons
compared to sbottom R-hadrons in SR-Rhad-FullDet loose. For gluinos
the signal effciency in SR-Rhad-FullDet loose is in between the one ob-
tained for sbottom and stop, whereas the SR-Rhad-FullDet id+calo sig-
nal efficiency is the largest, as a higher ET trigger efficiency is expected
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SR-Rhad-FullDet loose SR-Rhad-FullDet id+caloR-hadron Mass [GeV] Nexp.±σNexp. a× ε±σa×ε Nest.±σNest. Nobs. Nexp.±σNexp. a× ε±σa×ε Nest.±σNest. Nobs.
Gluino
400 60000±20000 0.016±0.002 1.5±0.5 1 160000±3000 0.044±0.003 9.0±2.0 13600 11000±4000 0.033±0.003 0.5±0.2 1 24000±4000 0.071±0.004 4.0±1.0 9800 2400±600 0.044±0.003 0.3±0.1 1 4500±800 0.083±0.004 2.5±0.7 51000 500±100 0.045±0.003 0.14±0.05 0 1100±200 0.091±0.005 1.6±0.4 31200 160±40 0.053±0.004 0.10±0.04 0 300±50 0.096±0.005 1.3±0.4 21400 60±10 0.063±0.005 0.07±0.03 0 100±20 0.104±0.006 1.1±0.3 21600 17±4 0.057±0.004 0.06±0.03 0 30±6 0.104±0.006 1.0±0.3 21800 5±1 0.052±0.004 0.05±0.03 0 10±2 0.099±0.006 0.9±0.3 22000 1.9±0.4 0.053±0.003 0.05±0.02 0 2.9±0.6 0.083±0.004 0.9±0.2 22200 0.6±0.1 0.043±0.003 0.05±0.02 0 1.0±0.2 0.079±0.003 0.9±0.2 22400 0.18±0.04 0.037±0.002 0.05±0.02 0 0.38±0.07 0.079±0.004 0.9±0.2 22600 0.07±0.01 0.036±0.002 0.05±0.02 0 0.13±0.02 0.074±0.003 0.9±0.2 22800 0.019±0.004 0.027±0.002 0.05±0.02 0 0.049±0.009 0.071±0.003 0.9±0.2 23000 0.007±0.002 0.028±0.002 0.05±0.02 0 0.017±0.003 0.066±0.003 0.9±0.2 2
Bottomsquark
600 200±50 0.032±0.002 0.5±0.2 1 300±60 0.047±0.003 4.0±1.0 9800 38±8 0.037±0.003 0.3±0.1 1 60±10 0.061±0.003 2.5±0.7 51000 9±2 0.040±0.003 0.14±0.05 0 14±3 0.064±0.003 1.6±0.4 31200 2.5±0.5 0.043±0.003 0.10±0.04 0 3.9±0.7 0.068±0.003 1.3±0.4 21400 0.7±0.1 0.042±0.003 0.07±0.03 0 1.1±0.2 0.069±0.003 1.1±0.3 2
Top
squark
600 390±70 0.062±0.004 0.5±0.2 1 370±70 0.059±0.004 4±1 9800 80±20 0.075±0.004 0.3±0.1 1 80±20 0.077±0.004 2.5±0.7 51000 18±4 0.083±0.004 0.14±0.05 0 18±3 0.081±0.004 1.6±0.4 31200 5±1 0.088±0.004 0.10±0.04 0 4.9±0.9 0.085±0.004 1.3±0.4 21400 1.6±0.3 0.093±0.005 0.07±0.03 0 1.5±0.3 0.089±0.004 1.1±0.3 2
Table 5.20: The expected number of signal events (Nexp.), the acceptance (a) times efficiency (ε) for the signal, the estimated numberof background events (Nest) and the observed number of events Nobs for all different mass hypothesis of gluino, sbottom and stopR-hadrons in SR-Rhad-FullDet loose and SR-Rhad-FullDet id+calo.
for gluino R-hadrons. Furthermore less events are promoted to the
SR-Rhad-FullDet loose, due to the lower charged R-hadron fraction in
the MS compared to the stop R-hadrons. The upper cross-section lim-
its are shown together with the ones obtained for the SR-Rhad-MSagno
in Figures 5.92. The expected cross section limits are slightly better for
SR-Rhad-FullDet for the low masses, while the difference is negligible
for larger masses. The gain in signal efficiency e.g. for mg̃ = 2000 GeVfrom the additional single-muon trigger is rather low (SR-Rhad-FullDet:
5.3% + 8.3% = 13.6% SR-Rhad-MSagno:12.6%) and also increases the back-
ground in SR-Rhad-FullDet id+calo (0.9) compared to SR-Rhad-MSagno
(0.4). Therefore the main gain comes from the better background sup-
pression in the SR-Rhad-FullDet loose.
As the signal regions are almost background free for high masses, no sig-
nificant gain is expected from the full-detector R-hadron approach. In
the low-mass region significant background contributions are present,
hence better upper limits are obtained with the SR-Rhad-FullDet ap-
proach. The difference between SR-Rhad-MSagno and SR-Rhad-FullDet is
largest for the stop R-hadrons as the efficiency of the SR-Rhad-FullDet
id+calo is best for them. The observed upper cross section limits for the
SR-Rhad-MSagno are weaker due to the excess in the high mass region. For
the different models an observed (expected) lowermass limit of 2000 GeV
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Figure 5.92: The observed and expected upper cross section limits as well as the theory prediction for the cross section of gluino(upper), sbottom (lower left) and stop (lower right) R-hadron models as function of the simulated mass. Both the limits from
SR-Rhad-MSagno (blue) and SR-Rhad-FullDet (red) are shown. The dashed lines indicate the expected limits, also drawn are the ±1σbands for the expected limit. The observed limits are shown as dots connected by a line. [5]
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SR-2Cand-FullDet SR-1Cand-FullDetMass [GeV] Nexp.±σNexp. a× ε±σa×ε Nest.±σNest. Nobs. Nexp.±σNexp. a× ε±σa×ε Nest.±σNest. Nobs.287 13±1 0.167±0.005 0.33±0.06 0 5.1±0.6 0.068±0.003 80.0±7.0 74318 9±1 0.179±0.007 0.22±0.04 0 3.6±0.4 0.073±0.004 56.0±5.0 52349 6.1±0.7 0.181±0.005 0.15±0.03 0 2.5±0.2 0.076±0.003 41.0±4.0 36380 4.3±0.6 0.184±0.006 0.11±0.02 0 2.1±0.2 0.089±0.005 30.0±3.0 24411 3.2±0.4 0.196±0.005 0.08±0.02 0 1.5±0.1 0.093±0.004 23.0±2.0 20442 2.4±0.3 0.198±0.007 0.06±0.01 0 1.2±0.2 0.096±0.005 17.0±2.0 16473 1.8±0.3 0.204±0.005 0.045±0.009 0 0.92±0.09 0.105±0.004 13.0±1.0 15504 1.4±0.2 0.210±0.005 0.035±0.007 0 0.68±0.06 0.105±0.004 10.1±1.0 11536 1.0±0.1 0.208±0.005 0.027±0.006 0 0.55±0.06 0.111±0.004 7.9±0.8 7567 0.84±0.10 0.224±0.006 0.027±0.006 0 0.43±0.04 0.113±0.004 6.3±0.6 4598 0.65±0.09 0.227±0.006 0.022±0.005 0 0.34±0.03 0.118±0.004 5.0±0.5 3629 0.50±0.07 0.227±0.006 0.017±0.004 0 0.27±0.02 0.124±0.004 5.0±0.5 3660 0.40±0.05 0.234±0.006 0.014±0.003 0 0.22±0.02 0.125±0.005 4.0±0.4 3692 0.30±0.05 0.224±0.008 0.011±0.003 0 0.17±0.02 0.125±0.005 3.2±0.3 2723 0.24±0.03 0.229±0.007 0.009±0.002 0 0.13±0.01 0.120±0.005 2.6±0.3 1754 0.19±0.02 0.224±0.006 0.008±0.002 0 0.112±0.009 0.132±0.004 2.2±0.2 1785 0.15±0.02 0.222±0.006 0.007±0.002 0 0.091±0.007 0.135±0.005 1.8±0.2 0817 0.12±0.01 0.219±0.006 0.007±0.002 0 0.073±0.006 0.134±0.004 1.5±0.1 0848 0.09±0.01 0.215±0.005 0.006±0.001 0 0.061±0.005 0.138±0.004 1.3±0.1 0879 0.08±0.01 0.212±0.005 0.005±0.001 0 0.052±0.005 0.146±0.005 1.3±0.1 0911 0.065±0.007 0.225±0.006 0.004±0.001 0 0.041±0.003 0.144±0.005 1.1±0.1 0
Table 5.21: The expected number of signal events (Nexp.), the acceptance (a) times efficiency (ε) for the signal, the estimated numberof background events (Nest) and the observed number of events Nobs for all different mass hypothesis of staus in SR-1Cand-FullDetand SR-2Cand-FullDet.
(2050 GeV) for gluinos, 1250 GeV (1280 GeV) for sbottom and 1345 GeV
(1370 GeV) for stop R-hadrons is obtained from SR-Rhad-FullDet.
Stau and chargino The expected number of signal events (Nexp.),
the acceptance (a) times efficiency (ε) for the signal, the estimated
number of background events (Nest) and the observed number of
events Nobs for all different mass hypothesis of charginos and stausin SR-1Cand-FullDet and SR-2Cand-FullDet are given in Tables 5.21
and 5.22. For SR-1Cand-FullDet and SR-2Cand-FullDet a good agree-
ment between the estimated and the observed number of events is found
for all signal regions. Two competing effects are responsible for the be-
haviour of the signal efficiency. The first effect is that the higher the
masses of the sparticles the more central the candidates, which results in
a higher acceptance. The second effect is the decrease in reconstruction
efficiency for larger masses or correspondingly reduced velocities, as dis-
cussed in Section 5.4.2. For the low masses the effect of the increased ac-
ceptance is more relevant as all HCLLPs are expected to be in the plateau
of the MuGirlStau reconstruction efficiency. On the other hand for high
masses almost all candidates are in the acceptance window of the analy-
sis and hence the effect from the increase in acceptance is low. Therefore
first an increase in signal efficiency is expected, while for higher mass it
is decreasing. This is visible for both staus and charginos, though more
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SR-2Cand-FullDet SR-1Cand-FullDetMass [GeV] Nexp.±σNexp. a× ε±σa×ε Nest.±σNest. Nobs. Nexp.±σNexp. a× ε±σa×ε Nest.±σNest. Nobs.200 2600±400 0.083±0.003 1.5±0.3 0 1200±200 0.038±0.002 230±20 227250 1200±200 0.091±0.003 0.51±0.10 0 800±100 0.062±0.003 110±10 109300 690±100 0.102±0.004 0.33±0.06 0 490±50 0.073±0.003 79±7 74350 360±50 0.101±0.004 0.15±0.03 0 280±30 0.078±0.003 41±4 36400 220±30 0.107±0.004 0.08±0.02 0 180±20 0.089±0.004 23±2 20450 140±20 0.113±0.004 0.06±0.01 0 120±10 0.100±0.004 17±2 16500 90±10 0.115±0.004 0.034±0.007 0 77±8 0.100±0.004 10±1 11550 59±8 0.119±0.004 0.027±0.006 0 52±5 0.105±0.004 7.9±0.8 7600 42±6 0.129±0.004 0.021±0.004 0 36±4 0.110±0.004 5.0±0.5 3650 27±4 0.123±0.004 0.014±0.003 0 24±2 0.107±0.004 4.0±0.4 3700 18±3 0.122±0.004 0.011±0.003 0 17±2 0.113±0.004 3.2±0.3 2750 12±2 0.113±0.004 0.008±0.002 0 13±1 0.118±0.004 2.1±0.2 1800 9±1 0.120±0.004 0.007±0.002 0 9.2±0.9 0.123±0.004 1.8±0.2 0850 6.0±0.8 0.112±0.005 0.006±0.001 0 6.1±0.6 0.114±0.005 1.3±0.1 0900 4.2±0.6 0.108±0.004 0.004±0.001 0 4.7±0.5 0.121±0.004 1.1±0.1 0950 3.2±0.5 0.112±0.004 0.003±0.001 0 3.3±0.3 0.118±0.004 1.0±0.1 01000 2.2±0.4 0.106±0.005 0.0029±0.0009 0 2.5±0.2 0.120±0.006 0.84±0.10 01100 1.2±0.2 0.105±0.004 0.0019±0.0007 0 1.5±0.2 0.131±0.004 0.54±0.07 01200 0.62±0.09 0.096±0.004 0.0015±0.0006 0 0.74±0.07 0.115±0.004 0.42±0.06 01300 0.32±0.04 0.087±0.003 0.0012±0.0006 0 0.44±0.05 0.118±0.004 0.33±0.05 01400 0.19±0.03 0.087±0.004 0.0009±0.0005 0 0.26±0.03 0.120±0.004 0.27±0.04 01500 0.10±0.02 0.077±0.003 0.0007±0.0005 0 0.16±0.01 0.121±0.004 0.21±0.04 0
Table 5.22: The expected number of signal events (Nexp.), the acceptance (a) times efficiency (ε) for the signal, the estimated number ofbackground events (Nest) and the observed number of events Nobs for all different mass hypothesis of charginos in SR-1Cand-FullDetand SR-2Cand-FullDet.
pronounced for the latter as they span a larger range of mass hypothe-
ses. The effect of the decrease for higher masses is not visible in the
SR-1Cand-FullDet mass window, as the loss in overall efficiency is com-
pensated by less events being promoted to SR-2Cand-FullDet. In general
the signal efficiency is better for staus than for charginos as the latter are
expected to be produced more in the forward direction and with lower
velocities, as discussed in Section 4.1. The upper cross section limits for
staus and charginos are shown in Figures 5.93. The limits are rather flat
as a function of mass, but feature a slight increase for lower masses. This
increase is more prominent for charginos, as the main sensitivity for the
low masses originates from SR-2Cand-FullDet, where the efficiency de-
crease is more prominent for charginos. The observed (expected) lower
mass limits are 430 GeV (420 GeV) for staus and 1090 GeV (1070 GeV)
for charginos. From Table 5.22 it can be seen that a significant fraction
of the sensitivity at the mass limit of charginos is originating from the
SR-1Cand-FullDet, which was achieved by suppressing the background
with the additional dE/dx requirement.
Meta-stable gluinos The breakdown of this analysis approach for lower
lifetimes is tested considering gluino R-hadron signals with 10 ns, 30 ns
and 50 ns. The expected number of signal events (Nexp.), the acceptance
(a) times efficiency (ε) for the signal, the estimated number of background
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Figure 5.93: The observed and expected upper cross section limits as well as the theory prediction for the cross section of directpair-produced staus (left) and charginos (right) as function of the simulated mass. Both limits are obtained from a combination of
SR-1Cand-FullDet and SR-2Cand-FullDet. The dashed lines indicate the expected limits, while the ±1σ (±2σ) bands on the expectedlimit are drawn as dark (light) red band. The observed limits are shown as dots connected by a line. [5]
Gluino R-hadron SR-Rhad-MSagno (id+calo)Lifetime 10 ns 30 ns 50 ns
Mass [GeV] Nexp.±σNexp. a× ε±σa×ε Nexp.±σNexp. a× ε±σa×ε Nexp.±σNexp. a× ε±σa×ε Nest.±σNest. Nobs.1000 800±100 0.065±0.004 1400±300 0.121±0.006 1500±300 0.125±0.005 1.0±0.3 21200 220±40 0.072±0.004 400±70 0.129±0.006 410±70 0.133±0.005 0.7±0.3 21400 70±10 0.079±0.004 120±20 0.132±0.005 140±30 0.149±0.006 0.6±0.2 21600 22±4 0.074±0.003 41±7 0.140±0.005 41±7 0.142±0.005 0.5±0.2 21800 8±1 0.077±0.003 14±2 0.139±0.005 14±2 0.142±0.005 0.4±0.1 22000 2.8±0.5 0.080±0.005 4.7±0.8 0.132±0.007 5.2±0.9 0.146±0.005 0.4±0.1 22200 1.0±0.2 0.075±0.004 1.7±0.3 0.132±0.005 1.7±0.3 0.130±0.004 0.4±0.1 22400 0.35±0.06 0.073±0.004 0.58±0.10 0.120±0.004 0.6±0.1 0.122±0.004 0.4±0.1 2
Table 5.23: The expected number of signal events (Nexp.), the acceptance (a) times efficiency (ε) for the signal, the estimated number ofbackground events (Nest) and the observed number of events Nobs for all different mass hypothesis of gluino R-hadrons with a lifetimeof 10 ns, 30 ns and 50 ns.
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Candidate
Trigger
LSP
Figure 5.94: A possible con-stellation for pair-producedmeta-stable R-hadrons, whereone candidate is decaying be-fore the calorimeters to SMquarks that are visible in thecalorimeters and the LSP thatis neutral. If the mass dif-ference is significant betweenthe R-hadron and the LSPa significant energy for thequarks is present that canlead to a ET trigger accept.
events (Nest) and the observed number of events Nobs for all different life-times and mass hypothesis considered for gluino R-hadrons are given in
Table 5.23. Also for different lifetimes of gluino R-hadrons, two competing
effects on the signal efficiency are present. On the one hand the shorter
the lifetime the lower the efficiency for reconstructing HCLLPs as id+calo
candidates as they might decay before reaching the Tile Calorimeter. On
the other hand if candidates decay before or within the calorimeters, their
decay products could be seen in the calorimeters and might lead to large
ET and hence an increase in trigger efficiency. This is in particular inter-esting for constellations as sketched in Figure 5.94. Such events might
be selected by ET triggers, without having to rely on an ISR jet and alsohave a HCLLP candidate in the event. For the meta-stable R-hadron sig-
nals considered in this study the decay to a neutralino (mχ01 = 100 GeV)and two quarks is assumed, as discussed in Section 5.3. For such a large
difference between the LSP and the R-hadrons masses the jets from the
quarks are expected to be hard and hence most of the events that have
a R-hadron decaying before the calorimeters will be accepted by the trig-
ger. This effect can be seen as the signal efficiency is slightly increased for
meta-stable R-hadrons with lifetimes of 30 ns and 50 ns compared to the
stable ones. For lower lifetimes it is becoming more and more likely that
both candidates decay before the calorimeters and hence give no HCLLP
candidates for this analysis approach. The upper cross-section limits for
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Figure 5.95: The observed and expected upper cross section limits as well as the theory prediction for the cross section of gluinoR-hadrons with a lifetime of 10 ns (upper), 30 ns (lower left) and 50 ns (lower right) as function of the simulated mass. The results areobtained from SR-Rhad-MSagno. The dashed lines indicate the expected limits, while the ±1σ (±2σ) bands on the expected limit aredrawn as dark (light) red band. The observed limits are shown as dots connected by a line. [5]
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Figure 5.96: The lower mass limits obtained for pair-produced gluino R-hadron signal models for different signal regions and analysisstrategies. If gluinos are generated with a lifetime the decay to two quarks and the neutralino as LSP are simulated. The mass of theneutralino is fixed to 100 GeV for all cases. For the stable cases the observed (expected) lower mass limits are shown as circles (emptycircles). The observed (expected) limits for the meta-stable cases are drawn as lines (dashed lines). Besides the lifetime axis also thecτ axis is drawn. Furthermore for η=1 and βγ the ranges of the different sub-detectors are illustrated. The lower mass limits for thepixel dE/dx analysis are taken from Reference [127] and for the DV+ET analysis from Reference [148].
meta-stable gluino R-hadrons are shown in Figures 5.95. It can be seen
that the effect of the efficiency increase/decrease for different lifetimes is
not mass dependent for the range considered, as the upper cross section
limit is similarly flat for all considered lifetimes. The observed (expected)
lower mass limits for meta-stable R-hadrons are 1980 GeV (1860 GeV) for
10 ns, 2080 GeV (1960 GeV) for 30 ns and 2090 GeV (1980 GeV) for 50 ns.
The lower mass limits obtained for the meta-stable R-hadron signal to-
gether with the results from the stable R-hadron signal region as well
as the results from the pixel dE/dx analysis [127] and the DV+ET analy-sis [148] are shown in Figure 5.96. It can be seen that for lifetimes of 30 ns
and 50 ns this analysis is expected to have the best sensitivity but due to
the slight excess at higher masses the observed limit is lower than for the
pixel dE/dx analysis, as they do not see any excess in their meta-stable
selection. For the stable case the expected limits from SR-Rhad-MSagno
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and SR-Rhad-FullDet are, similar but the observed is slightly better for
SR-Rhad-FullDet. The observed lower mass limit from the pixel dE/dx
analysis for the stable models is about 100 GeV lower than the one ob-
tained from SR-Rhad-FullDet. At about 10 ns lifetime the pixel dE/dx anal-
ysis has the best sensitivity, while for even lower lifetimes the DV+ET anal-ysis is taking over. The DV+ET analysis looks for displaced vertices withseveral associated tracks and ET in the event. The DV+ET analysis is verysensitive to the mass difference between the LSP and the R-hadron as for
small mass differences the number of charged particles in the jets as well
as the total vertex mass will go down and hence decrease the reconstruc-
tion efficiencies for the displaced vertex. The scenario considered here is
rather beneficial for this analysis and the picture will change significantly
if scenarios with small mass splitting between the HCLLP and the LSP are
considered. For the pixel dE/dx approach or the one described in this the-
sis no significant changes in sensitivity are expected for compressed sce-
narios between the HCLLP and the LSP. For even lower lifetimes prompt
searches [153], which largely rely on the specific decay of the R-hadron,
will take over.
Previous results The observed lower mass limits for this analysis as
well as for the Run-1 [97] and the first Run-2 [101] analysis are sum-
marised in Figure 5.97. For all different signal models a significant in-
crease in the lower mass limits can be seen. The highest limits are ob-
tained for gluino R-hadrons due to their relatively high cross section. For
stop and sbottom R-hadrons the limits are now at roughly 1200 GeV to
1300 GeV and extend the results of the previous searches by 300 GeV to
400 GeV. Also a large increase (475 GeV) in the lower mass limit is visible
for direct pair-produced charginos. This was achieved by the tighter def-
inition of SR-1Cand-FullDet, compared to the Run-1 analysis, which now
contributes to the sensitivity at the mass limit. The lowest mass limits are
obtained for direct pair-produced staus, which are still below 500 GeV. So
also for the minimal supersymmetric scenarios the moderate mass range
is not yet fully ruled out. A very important remark on those mass limits
is, that they are very model dependent and tend to give the illusion of
the low mass range being fully ruled out. But nature does not have to
be minimal and if processes are suppressed or completely different sce-
narios give rise to HCLLPs the cross section can be low. So the search
for HCLLPs should be designed to achieve best sensitivity over the whole
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Figure 5.97: The observedlower mass limits comparedto the Run-1 [97] and the firstRun-2 [101] analysis. The firstRun-2 analysis was only us-ing the MS-agnostic approachand was aiming mainly forR-hadrons as for them thelargest increase in sensitivityfrom 8 TeV to 13 TeV was ex-pected. I was also working onthis analysis during my Phd.
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mass range.
5.11.3 Re-interpretation Long-Lived Multi-Charged Particles
The results of this search can be also interpreted for multi-charged parti-
cles. This can be used to study the breakdown of this analysis strategy for
higher charges. Furthermore it helps to understand how multi-charged
particles could appear in the signal regions of this analysis. An under-
standing of the z = 2 multi-charged particles can be also important for
the R-hadron signals as there some doubly-charged states are expected.
Further details about this re-interpretation are given in Appendix A.7.
This study is based on samples used in a dedicated analysis for multi-
charged particles as described in Reference [154]. The multi-charged
particles are assumed to be fermions and only direct-pair production via
photon exchange is considered. The mass hypotheses tested in this re-
interpretation are between 400 GeV and 1400 GeV in steps of 200 GeV
and charges of |ze| with z = 2 and 2.5 are assumed. The samples are gen-
erated with The samples are generated with MG5_AMC@NLO 2.3.3 using
the NNPDF23LO PDF set, the A14 set of tuned parameters and PYTHIA
8.205 for hadronisation and the underlying event.
First the most suitable of the analysis approaches presented in this work
for the search for multi-charged particles has to be determined. They
are charged throughout the whole detector and are therefore candi-
dates for the SR-2Cand-FullDet SR-1Cand-FullDet approach. But this is
very sensitive to inefficiencies of the loose selection as for lower masses
the main sensitivity originates from the SR-2Cand-FullDet. Also the
SR-Rhad-FullDet approach could be used, which has the benefit of using
βγ, which might be wrong, but due to the higher ionisation energy loss,
rather too low, resulting in a better discrimination power. One important
consequence of the higher charge of the particles is, that their momen-
tum is wrong by 1/z as for this analysis z = 1 is assumed. This also affects
the estimated mass, which is accordingly also off by a factor of 1/z. The
final mass windows that have to be chosen for multi-charged particles are
therefore at low masses where a sufficient background suppression can
only be achieved with SR-2Cand-FullDet. Hence, the SR-2Cand-FullDet–
SR-1Cand-FullDet approach is used for the analysis of the multi-charged
signals, with the mass windows selected according to the charge.
The signal efficiency as a function of the true particle mass for pair-
produced charginos, and multi-charged particles with |2e| and |2.5e| is
shown in Figure 5.98. The charginos are shown for comparison as
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they are also fermions, but with a charge q = |1e|. It can be seen
that the efficiency is already for a doubly-charged particle significantly
lower and completely drops for higher charges. Furthermore as dis-
cussed above mainly SR-2Cand-FullDet is contributing to the sensitivity,
as SR-1Cand-FullDet is suffering from large backgrounds. Hence mainly
the 4% efficiency of the SR-2Cand-FullDet are relevant. The reason why
this efficiency is so low is that the a significant fraction of candidates is
rejected by the consistency requirement between the time-of-flight mea-
surements. The consistency is critical as the timing in the MDT’s is incor-
rect for multi-charged particles. This might be explained by the higher
ionisation energy loss in the MDT’s. The ionisation energy-loss e.g. for
doubly-charged particles with βγ = 1 is according to the Bethe-Bloch
Equation 4.4 about six times higher than the one expected from mini-
mum ionising particles. This could lead to a faster signal rise, resulting in
smaller drift radii and accordingly to smaller t0. This should be further in-vestigated as R-hadrons can have doubly charged states and hence those
effects might also be relevant there.
The results in SR-1Cand-FullDet and SR-2Cand-FullDet from the nominal
analysis can be used to set upper cross section limits on multi-charged
particles and using the theoretical prediction lower mass limits can be
obtained. The observed (expected) lower mass limits for pair-produced
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multi-charged particles are 715 GeV (690 GeV) for z = 2 and 460 GeV
(420 GeV) for z = 2.5. The lower mass limits from the dedicated analy-
sis for multi-charged particles, which is using dE/dx measurements from
the MDT, the TRT and the pixel detector as main observables to iden-
tify multi-charged stable particles. The observed limits are 980 GeV for
z = 2 and 1060 GeV for z = 2.5. Besides the problem with the con-
sistency between the β measurements also the rather poor MuGirlStau
efficiency is decreasing the sensitivity of this analysis. The dedicated ap-
proach is using the standard muon algorithms, which are, for the masses
considered, almost fully efficient. Both the MuGirlStau efficiency as well
as the consistency are not optimal in this analysis round and should be
significantly improved in the next iteration, hence the sensitivity at least
for the z = 2 particles could be similar to the one achieved with the
dedicated multi-charged particle analysis. The inefficiencies detected for
z = 2 particles can be used to improve SR-Rhad-FullDet with respect
to doubly-charged R-hadron states. The argumentation could also be
turned around to accept that the analysis is inefficient to doubly-charged
states. As charge-flips to doubly-charged R-hadron states are the domi-
nant source for charged R-hadron states with different charge in ID and
MS, the combined ID+MSmomentum instead of the IDmomentum could
be used for R-hadron full-detector candidates, which would significantly
improve the mass resolution.
5.12 Ideas for the future
In this section a summary of ideas for potential improvements for the
search for HCLLPs will be given. Also a personal estimate where possi-
ble on the potential and the amount of work needed will be given. The
ordering of the topics follows the structure used in this work.
HCLLPs produced in decay chains In this analysis only models of pair
produced HCLLPs are considered. Different kinematics for similar signa-
tures are solely explored by comparing staus and charginos. A very in-
teresting extension could be to consider models where the HCLLPs are
produced in decay chains. If the available energy for the HCLLPs is low
due to the decays, they might fail to be reconstructed and hence a signif-
icant decrease in signal efficiency might occur. Such decay chains could
be explored e.g. using simplified models. Using those signal models also
for the optimisation of the signal regions as cross-check can help to make
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them more robust against the kinematics of the HCLLPs.
This could be very beneficial for the analysis and the effort needed should
be manageable as people are currently working on setting up such sim-
plified models for long-lived particles.
MS only tracks A rather long outstanding idea is to use MS only tracks
as a new type of object. Those would mainly aim for R-hadrons were
the particles undergo a chargeflip from uncharged in the ID to charged
in the MS. For stops about 25% of R-hadrons are expected to have those
charge flips, which is indeed a significant fraction. But this analysis is very
challenging because it will suffer from huge background from cosmic-ray
muons that are very hard to reject with this analysis approach. Further-
more it will be difficult to relax the β = 1 assumption in the reconstruction
and to deal with the out-of-time hits. The reconstruction efficiency will
therefore drop rather rapidly as function of β. The effort will be very likely
not in a relation to the gain for this analysis.
Pixel βγ uncertainty A reliable uncertainty on the βγ measured with
the pixel detector could be used for a combination of all velocity mea-
surements as well as for a more reliable consistency estimate between
the βγdE/dx and βToF. One potential way of estimating this would be touse e.g. low-momentum protons in minimum bias data and comparing
the estimated with the known mass of the proton. The uncertainty of
the momentum has to be taken into account and unfolded from the res-
olution. Some initial studies are described in Reference [155], but some
further investigation is still needed.
This first results look very promising and the gain for the analysis could
be significant.
Tile Calorimeter β One potential source for improvement of the Tile
Calorimeter β can be to re-optimise or maybe completely drop the mini-
mum energy requirement per hit. Currently about 30% of the R-hadrons
have only one Tile Calorimeter hit, used for a β measurement and hence
no requirement on the minimum number of hits is used. But if the en-
ergy threshold per hit is lowered also less R-hadrons would be lost and
a requirement on at least two hits in the Tile Calorimeter could be used.
This could significantly reduce the background due to mis-measurements
in the Tile Calorimeter.
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This should be for sure re-optimised and tested for the next analysis
round.
Satellite-muon tagging As described in Section 5.5.2, it was possible
for the first time to identify muons from satellite-satellite collisions with
the Tile Calorimeter. With more data it might even be possible to detect
particles from satellites further away from the central bunches. One idea
is to identify muons originating from satellite–satellite collisions with the
Tile Calorimeter an tag them as satellite muons. Those can be used to
validate the behaviour of other subdetectors for out-of-time signals. This
could be in particular interesting for the LAr calorimeter, to check wether
the slight offset, that was found for electrons, is also visible for muons, or
if minimal ionising particles are measured with the correct timings. Those
studies could also be expanded to validate the timing also for other sub-
detectors, such as the muon detectors or to validate the behaviour of the
TRT for out-of-time signals.
The effort needed for those studies is rather low and in particular the
validation of the LAr calorimeter timing is important as this could be po-
tentially added as an additional time-of-flight measurement.
Liquid Argon calorimeter β Using the timing information from the LAr
calorimeter to estimate β was tested in a bachelor project with Joschua
Krink, the results are summarised in Section A.1. The basic idea is to use
the calibration of single cells and the calibration over time estimated for
the search for non-pointing photons, while all other calibration steps fol-
low the guideline of this analysis, but are redone using muons, as they de-
pend on the energy deposit or the signal distribution in the LArcalorimeter.
The β resolution estimated from the LAr with the same minimum Ehit =500 MeV requirement as used for the Tile Calorimeter is not competiv-
tive, but using instead Ehit = 2 GeV a beta resolution similar to that ofthe Tile Calorimeter could be achieved. A detailed tuning of this mini-
mum requirements would be needed. To include this measurement in
the analysis, studies on the out-of-time behaviour e.g. using muons from
satellite–satellite collisions as discussed in the previous section are es-
sential. It was further found that the LAr calorimeter timing even after all
calibrations and with hard Ehit requirements, was not sufficient to resolvemuons from satellite–satellite collisions in the 33.3 fb−1 proton–proton
collisions taken in 2016. Including the LAr timing might be a significant
improvement for id+calo candidates as the number of Tile Calorimeter
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timing measurements is rather low.
Tile Calorimeter dE/dx Using the Tile Calorimeter to measure dE/dx
for the search for HCLLPs was tested together with Manuel Ettengru-
ber in his bachelor project. The dE/dx can be estimated for each Tile
Calorimeter cell from the path length of the track in the cell and the en-
ergy deposit. Those are then combined in a similar manner as for the
pixel dE/dx as a truncated mean. While for R-hadrons a separation be-
tween signal and muon background is possible this is not the case for
colour singlets. The main reason is that the Tile Calorimeter is not a thin
detector and hence the mean dE/dx is measured instead of the MPV. As
a result high-momentum muons are releasing similar energy deposits as
colour singlets with moderate velocities. R-hadrons are expected to re-
lease more energy as they also interact hadronically.
The effort that has to be put into this might be pretty substantial as all
the validation and calibration would have to be done for the first time. It
is only applicable for the R-hadron signal regions and is also dependent
on the model used for hadronic interactions.
ET using SlowMuons In the current version of the ET on analysis levelthe combined objects reconstructed by the standard muon algorithms
are used for the calculation of the muon contribution. As these are in-
efficient for slow HCLLPs, they are not taken into account for the ET cal-culation. This is in particular crucial for chargino–neutralino productions
as when the chargino is not taken into account no real source for ET is inthe event. The implementation of this might be rather difficult but would
have a substantial effect on a signal region looking for events with an
HCLLP and ET like used in previous analyses. Besides some technical is-sues the calculation of the ET without SlowMuons was the main reason,why this signal region was not included this time.
Two ID+Calo candidates signal region One potential weak spot in sen-
sitivity is for pair produced meta-stable colour-singlets. The lower mass
as function of the lifetime for charginos decaying to a neutralino and
a soft charged pion are shown in Figure 5.99. It can be seen that the
new limits on charginos (1090 GeV) significantly exceed the ones from
the other analysis. On the one hand the results of this analysis should
be re-interpreted also for the meta-stable cases. On the other hand this
analysis approach might break down rather fast as the sensitivity at lower
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Figure 5.99: Lower masslimits for charginos decayingto a neutralino and a softcharged pion as functionof the chargino lifetimein an AMSB scenario withtan(β)=5 and µ > 0. Thepixel-only disappearingtrack analysis [94] uses pixelonly tracks and vetos trackextensions in SCT and TRT,while the disappearing trackanalysis [156] uses pixelplus SCT tracks and vetosextensions in the TRT. For thelimit from SR-2Cand-FullDet+ SR-1Cand-FullDet onlythe direct pair-production ofcharginos is included, whilethe other analyses also in-clude the chargino–neutralinoproduction.
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masses is mainly driven by the two-candidate signal region which is very
sensitive to the lifetime as full-detector candidates are required. A pos-
sible new analysis approach requiring two id+calo candidates might be
very sensitive in the regime of 10 ns to 50 ns. This could also be extended
to using candidates from the pixel dE/dx analysis.
In principle it should be fairly easy to extend the analysis with such a
signal region and the approach is generally applicable to pair-produced
meta-stable HCLLPs. A huge gain in sensitivity for lifetimes of O(30 ns)
should be possible.
Background estimation η templates A modified version of the back-
ground estimate was developed using η templates instead of the η of the
candidates in the control region (Appendix A.6). Combining this with a
normalisation of the background in sideband control regions where the
mass spectrum is estimated for a β sideband, could significantly stabilise
the background estimate against potential signal contamination as both
η and the normalisation are estimated in regions where any potential sig-
nal contribution is negligible compared to the background. It was shown
that the η sampling works for the MS-agnostic approach, but is signifi-
cantly more complex for the cases of the fall-back signal regions, as the η
distribution is not independent from the prioritised signal regions.
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The method is in principle very promising and is, for single-bin signal re-
gions as e.g. the MS-agnostic approach or the pixel dE/dx analysis appli-
cable out of the box. For the more complex signal regions used in this
analysis some further investigation is needed to correctly model the de-
pendencies of the fall-back signal regions on the prioritised ones. The
gain in reliability of the background estimate would be substantial, but
the effort needed is hard to estimate.
Re-interpretation for quirks Quirks [157] are a type of predicted par-
ticles that are charged under a new gauge group added to the SM. They
are assumed to be the only particles charged under this gauge group and
are hence expected to be stable. Furthermore they are assumed to be
electrically charged. The new gauge group is QCD-like and the interaction
gets strong at a scale Λ that is lower than the mass of the quirks. This has
an important consequence on the phenomenology of those particles, be-
cause in contrast to the SM QCD the strings would not break, leading to
particles oscillating through the detector. The expected oscillation length
depends on the mass of the particles and Λ and is hence not restricted.
This analysis might be sensitive to the two extreme cases. If the oscillation
length is rather short they look like a single highly ionising track, where
the boost of the quirk–quirk system defines the velocity of the combined
object seen in the detector. On the other hand if the oscillation length is
very long the signatures are two separate HCLLPs and again this analysis
might be applicable. Results of the corresponding search for HCLLPs with
CMS were re-interpreted for the long oscillation length [158], but still no
results using the full detector simulation (ATLAS/CMS) were published so
far. Those results are particularily important to estimate whether a ded-
icated analysis approach, as for example suggested in Reference [159] is
necessary. The big problem is, that currently no working detector simula-
tion of those particles is available, and hence a substantial effort has to be
made to get this in place. One interesting motivation for such quirks can
be, that dark matter is compose of bound states from quirks as proposed
in Reference [160].
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Chapter 6
Summary and Conclusion
In this thesis a search for HCLLPs with the ATLAS detector analysing a data
sample of 36.1 fb−1 proton–proton collisions, is presented. This search
utilises measurements of the ionisation energy loss in the pixel detector
as well as time-of-flight measurements in the Tile Calorimeter, the MDT’s
and RPC’s to identify HCLLPs. One focus of this thesis was to elaborate
the limitations of this analysis approach. This is in particular important,
as HCLLPs are predicted in a variety of theories extending the SM, and
therefore knowing the break down can be used to decide, if those results
are applicable for other models. Furthermore it can help to spot weak
spots in the experimental coverage.
Two different types of objects are used for HCLLPs, an ID track with associ-
ated Tile Calorimeter hits and a combined ID and MS track reconstructed
with a dedicated muon algorithm for slow particles. The ID tracking is
found to be almost fully efficient for β down to 0.2. For low velocities the
tracking breaks down rather rapidly due to the timing window of the SCT.
The momentum resolution for the high momenta of HCLLPs is found to
be poor and also a bias for momenta above 1.5 TeV was found. For the
combined tracks reconstructed with the MuGirlStau algorithm the effi-
ciency is only about 75% and drops below 40% for β < 0.4.
The main focus for the observables was on the β measurement with
the Tile Calorimeter. One important improvement compared to previous
analyses is that the timing distributions for all single Tile Calorimeter cells
were analysed for unexpected features. A distance correction was devel-
oped for the 2015 analysis and extended by an additional η correction
which now ensures a stable timing over the full η range. Another impor-
tant improvement compared to previous analyses is the smearing of the
timing measurements in simulation, that is now performed as a function
of the energy deposited in each φ-projected cell. The β resolution of 0.068
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is the best achieved so far with the ATLAS Tile Calorimeter. An important
achievement for the reliability of the timing measurement with the Tile
Calorimeter is the observation of muons from satellite–satellite collisions,
which are measured with a delay that is in agreement with the expecta-
tion. For the β measurements a procedure to treat too small and too
broad resolutions in simulation using a unified matrix method of smear-
ing and unfolding was developed. The combined βToF resolution from allsubsystems used for ToF measurements has a resolution of 0.021, which
is also the best achieved so far.
The search utilises three different approaches, two targeting R-hadrons
and one for pair-produced colour singlets. The R-hadron approaches are
the MS-agnostic search which does not use any information from the MS
to be less dependent on the modelling of the hadronic interactions of
the R-hadrons, and the R-hadron full-detector approach, which exploits
the better βToF resolution including the MS when possible. The approachused for pair-produced colour singlets uses the requirement of two can-
didates in the event to significantly reduce the background in particular
in the low mass regions. An improvement for this analysis was for the
one-candidate fall-back signal region as there an additional requirement
on a large dE/dx is used to suppress the background, which significantly
improves the sensitivity in this signal region.
The background for the different signal regions is estimated in a fully
data-driven manner, by estimating templates for the key variables from
sidebands and sampling the mass distribution from those templates. The
background is normalised in low-mass control regions. Two assumptions
that are crucial for the validity of the background estimated were care-
fully tested: The potential signal contamination in the low mass control
regions and a potential correlation between momentum and β/βγ.
No significant deviations from the expected background were found for
any of the signal regions used. Nevertheless the number of id+calo can-
didates is slightly higher than the background predicition in some signal
regions. The largest excess of 1.9σ was observed in SR-Rhad-MSagno in the
highest mass window, but the candidates are found to have poormomen-
tum quality and are hence believed to be outliers. Another small excess of
1.59σ is found in the signal region designed for a 800 GeV R-hadron. This
region is more interesting as the candidates are more trustworthy and
in particular as the analysis using only the ionisation energy loss from
the pixel detector to identify HCLLPs [127] sees an excess (2.4σ) in the
same region. The results are interpreted to set upper cross-section limits
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as well as lower mass limits for direct pair-produced sbottom, stop and
gluino R-hadrons, charginos and staus. The observed lower mass limits
are 1250 GeV for sbottom, 1340 GeV for stop and 2000 GeV for gluino
R-hadrons as well as 430 GeV for staus and 1090 GeV for charginos. The
limits significantly extend the results from previous searches. The re-
sults were also interpreted for gluino R-hadron with different lifetimes
and for multi-charged particles to estimate the sensitivity of this analy-
sis for shorter lifetimes and higher charges of the particles. For different
lifetimes the MS-agnostic has the better expected sensitivity for lifetimes
of 30 ns and 50 ns compared to the pixel dE/dx analysis [127], whereas
the approaches described in this work are not competitive with the ded-
icated analysis [154] already for doubly charged particles. The obtained
lower mass limits for these signals are 1980 GeV for 50 ns, 1960 GeV for
30 ns and 1860 GeV for 10 ns lifetime of the gluino R-hadrons, while for
multi-charged particles 715 GeV for q = |2e| and 460 GeV for q = |2.5e| are
obtained.
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Appendix A
Search for Heavy Charged
Long-lived Particles
A.1 Time-of-flight measurement in the Liquid Ar-
gon calorimeter
This study on the calibration of LAr calorimeter timing was conducted
together with Joshua Krink. The calibration is very much inspired and
partially the same calibration constants are used as by the late-photon
analysis group. They are using electrons instead of muons as in this anal-
ysis, hence not exactly the same calibration is possible. This analysis uses
so far only the cells in the second and also broadest LAr layer. The cali-
bration constant per-cell and per-run can be directly used from the late-
photon analysis as those are due to de-synchronisations between the dif-
ferent clocks, and hence should be independent from the particle type
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Abbildung 5.19: Plot dreier t0-Verteilungen nach den Kalibrierungen. In Grün die t0-
Verteilung bei Berücksichtigung aller ZellenMax2 mit mindestens 50 MeV Energieablagerung,
in Schwarz die Verteilung für ZellenMax2 mit mindestens 2 GeV Energieablagerung und in
Rot die Verteilung für ZellenMax2 mit mindestens 5 GeV Energieablagerung
mit einer zweiten Definition von f1 und f3 durchgeführt. Nach der alternativen Definition,
im Folgenden ”Neue Definition” genannt, beschreiben fNeu1 und f
Neu
3 das Verhältnis der in
Lage 1, bzw. Lage 3, abgelagerten Energie des Myons zu der Energieablagerung in der Zelle,
welche die maximale Energieablagerung in Lage 2 aufweist (siehe Formel 5.6).
fNeui =
PN
n=1 E
i
n
E
cellMax2
mit i = {1, 3} (5.6)
Wie man in Abbildung 5.20 erkennen kann, weist die t0-Verteilung nach der Kalibrierung mit
der neuen Definition von f1/3 eine geringere Breite und dadurch einen stärkeren Peak auf.
Außerdem ist ihr Mittelwert näher an unserem Zielwert 0 ns gelegen.
Dies ist ein tolles Ergebnis, da nun mit Hilfe der neuen Definition eine noch bessere Kalibrie-
rung erreicht werden kann.
5.3.3 Untersuchung zur Kalibrierung mittels aller Zellen in Lage 2 ge-
genüber der Kalibrierung ausschließlich mittels der Zellen mit ma-
ximaler Energieablagerung in Lage 2
Wie bei der Beschreibung der Kalibrierung schon erwähnt, wird die Kalibrierung aus meh-
reren Gründen nur mit Hilfe der getro↵enen Zellen in Lage 2 des Liquid-Argon-Kalorimeters
durchgeführt. Die in Kapitel 5 gezeigten Kalibrierungsplots beruhen allesamt ausschließlich
auf den Werten der Zellen mit maximaler Energieablagerung in Lage 2 (ZellenMax2 ). Aller-
dings soll auch untersucht werden, ob und wenn ja in welchem Maße es einen Unterschied
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Figure A.1: The t0 distribu-tion for the measurements inthe second layer of the LArcalorimeter with different re-quirements on Ehit .
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measured. All other calibrations, are conducted in a similar way as in the
late-photon analysis but with muons. Those are calibrations along the en-
ergy deposit per cell, along the incident angle against the cell centre in φ
and η, and the relative energy fraction in the first or third LAr layer. The
timing resolution achieved after calibration for different requirements on
Ehit is shown in Fgiure A.1. The corresponding β resolutions are 0.18 forEhit > 500 MeV, 0.09 for Ehit > 2 GeV and 0.07 for Ehit > 5 GeV. The resolu-tion for the Tile Calorimeter is 0.068, which is for a Ehit > 500MeV. The LArcalorimeter β resolution is hence only for very high energy deposits com-
patible to the Tile Calorimeter resolution. About 42% of the candidates
in data have a LAr hit in the second layer with Ehit > 500 MeV, while 13%have a hit with Ehit > 2 GeV and 5% have a hat with energy Ehit > 5 GeV.The LAr has a worse β resolution as expected, but it can give an additional
measurement in particular as the statistics for Tile Calorimeter measure-
ments are rather low. But as discussed earlier the LAr calorimeter timing
for out-of-time signals has to be validated for muons. This can be done
using the satellite tagging as mentioned in Section 5.12.
A.2 Pre-selection Optimisation
Figures A.2–A.7 show the different optimisation studies for the quality
cuts of the candidate pre-selections. Beside the respective pre-selection
also some cuts of the final selection are applied as the observables are
partially correlated with e.g. β. In particular for the consistency measure-
ments as themeasurements in the bulk of the β distribution are expected
to be in a good agreement as roughly its close to the true value, whereas
in the tails of the β distributions the single measurements have to be out-
liers and therefore a poor consistency is expected. Also the uncertainty
needs to be optimised with a signal-region-like selection as it is propor-
tional to β.
The distributions shown here are before the RPC bug was fixed to show
how the decision on the pre-selection cuts was made. In particular for the
consistency between the β measurements a worse discrimination power
is expected.
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Figure A.3: The βTILE consis-tency distribution for id+calocandidates in data overlaidby the distributions for threedifferent stau models. Thechosen cut is indicated by adashed line and the fractionthat gets rejected is given inthe legend. Beside the candi-date pre-selection also a mo-mentum pID > 200 GeV and
β < 0.8 are required.
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Figure A.4: The dE/dx distri-bution for tight candidatesin data overlaid by the dis-tributions for three differentgluino R-hadron models. Thechosen cut is indicated by adashed line and the fractionthat gets rejected is given inthe legend. Beside the candi-date pre-selection also a mo-mentum pCombined > 200 GeVand β < 0.85 are required.
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Figure A.6: The βToF consis-tency distribution for loosecandidates in data overlaidby the distributions for threedifferent stau models (left)and three differerent gluinoR-hadron models (right). Thechosen cut is indicated by adashed line and the fractionthat gets rejected is given inthe legend. Beside the candi-date pre-selection also a mo-mentum pCombined > 200 GeVand βToF < 0.95 are re-quired. Those optimisationstudies were done before thebug in the RPC’s was found.
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A.3 Templates
The template distributions, Figure A.16 and A.9, for the respective signal
regions that were not shown Section 5.9.
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Figure A.8: The templates used for the SR-1Cand-FullDet for the momentum (upper) and βToF (lower). On the left the 2-dimensionaldistribution in η and the respective variable are shown, while the right plot shows the projection of each η-slice on the variable axis.
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Figure A.9: The templates used for the SR-Rhad-FullDet loose for the momentum (upper), βToF (middle) and βγdE/dx (lower). On theleft the 2-dimensional distribution in η and the respective variable are shown, while the right plot shows the projection of each η-sliceon the variable axis.
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A.4 Signal contamination in templates
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Figure A.10: Contamination of a 400 GeV (left), 800 GeV (right), and 2000 GeV signal sample in thepdfs used for the background estimate compared between no contamination (black) with sidebands(blue) and no sidebands (light blue). As cross-sections roughly the limits of the 2015 analysis areused (20 fb flat) .
A generic background from all good muons is used for the β and momen-
tum pdfsgeneric in this study. The actual templates are sampled from thegeneric background distributions with statistics that are seen in the ac-
tual templates used in the analysis. Three different scenarios are tested:
a) no signal contamination, b) a signal contamination where the pdfs are
estimated from sidebands where the momentum, β or βγ SR cuts are
inverted, and c) without sidebands. Finally the background estimate is
normalised to data in the region below 500 GeV.
The resulting distributions are shown in Figure A.10. The background es-
timate for the 400 GeV sample with and without sideband is performing
similarly. A slight bias can be seen due to the signal contamination in the
normalisation region. This bias is of the O(2%) and can be included in the
low-mass SR as a systematic uncertainty. For the higher masses the sig-
nal contamination in the normalisation region is no problem, but a slope
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can be seen for the background estimated without sidebands. A bias up
to 10% for a 800 GeV signal and up to 20% for a 2000 GeV signal can be
found. The reason being signal particles entering the pdfs, which are in
the low-beta and high-momentum range. By randomly sampling from the
pdfs, a slope is introduced due those contaminations. All in all, sidebands
are chosen to estimate the templates where possible as it is more robust
against signal contamination.
A.5 Signal contamination background estimate
For this studies the influence of a potential signal contamination in the
control region as well as in the templates for the sampling of the back-
ground, was tested. The cross-section assumed for the different signal
models was chosen roughly at the current upper cross-section limits. For
charginos and staus those were extrapolated from 8 TeV to 13 TeV. While
the influence of the signal on the normalisation of the background and
on the shape of the templates was included in this study, the influence
of the signal on the η distribution of the candidates in the control region
was not. This was due to technical difficulties and as the effect on the
normalisation is expected to be larger this was not seen as limitation of
this study. Figures ??–5.84 show the results of the signal contamination
studies for the different signal regions. For all regions a good agreement
between signal contaminated and nominal background within the uncer-
tainties was found.
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Figure A.11: Background estimate for MS-agnostic analysis with and without signal contaminationaiming at gluino R-hadrons (SR-Rhad-MSagno). Left: mToF-projection, Right: mdE/dx-projection. Thelast bin(s) include the overflow. Only the statistical uncertainty is shown for the background esti-mate. This Figures correspond to Figures 5.81 in the main body. The dotted pink line illustrates theexpected background given signal contamination as described in the text.
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Figure A.12: Background estimate for full-detector analysis (loose part) with and without signalcontamination aiming at gluino R-hadrons (SR-Rhad-FullDet). Left: mToF-projection, Right: mdE/dx-projection. The last bin(s) include the overflow. Only the statistical uncertainty is shown for thebackground estimate. The dotted pink line illustrates the expected background given signal contam-ination as described in the text.
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Figure A.13: Background estimate for full-detector analysis (id+calo part) with and without signalcontamination aiming at gluino R-hadrons (SR-Rhad-FullDet). Left: mToF-projection, Right: mdE/dx-projection. The last bin(s) include the overflow. Only the statistical uncertainty is shown for thebackground estimate. The dotted pink line illustrates the expected background given signal contam-ination as described in the text.
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Figure A.14: Background estimate with and without signal contamination for analysis aiming at pair-produced C1C1. Left: one tight candidate SR, Right: two loose candidates SR. The last bin(s) includethe overflow. The dotted red lines indicated the lower bounds of the signal regions. The dotted pinkline illustrates the expected background given signal contamination as described in the text. Onlythe statistical uncertainty is shown for the background estimate.
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A.6 Background estimate from η template
The current version of the background estimate needs a very careful
tuning of the control regions to avoid any larger effects of potential sig-
nal contamination on the background estimate. A new method was de-
veloped to reduce the effects of signal contamination by estimating η
templates. But also a new treatment of the normalisation is needed to
achieve a more robust background estimate. For the normalisation new
dedicated sideband regions might be applicable. Both methods will be
introduced in the following.
To estimate the expected η distribution in the signal region, first the η
distribution for the low-β/βγ and the high-p have to be estimated. Here
the final requirements on β(βγ) and momentum have to be used. One
important remark those should not be obtained in sidebands as the side-
band definition could have a correlation with the η distribution. Even if
signal is present it has a negligible fraction, due to the large backgrounds,
and hence has no influence on the final η distribution. The η distribution
in the final signal region where both low-β/βγ and high-p are required is
then obtained as illustrated in Figure A.15. The distributions are bin-by-
bin multiplied and then normalised. Those η templates can than be used
to sample the η values of the candidates instead of using the η from the
candidate. This has beside the lower influence of potential signal contam-
ination a further benefit as the η used for the background does not rely
on the very low statistics in the control region, where partially η slices are
not even populated. Both methods were applied to a loose MS-agnostic
signal region and the results are shown in Figure A.16. It can be seen that
the background estimated with this new η template method can nicely
reproduce the results with the candidate η version. It was decide to not
use this method as it had some limitations for the more complex sce-
narios with the fall-back signal regions. There the η distribution in the
fall-back signal region is not independent of the prioritised signal region.
In particular in the SR-2Cand-FullDet/SR-1Cand-FullDet there is more in-
vestigation needed on how to treat those. Therefore the old method with
using the η of the candidates in the control region was used similarly for
all signal regions to have a common approach. Nevertheless with some
more investigation e.g. by sampling SR-2Cand-FullDet/SR-1Cand-FullDet
together an simulating the efficiency, the method could be extended also
to the other signal regions.
With the η templates only the problem of potential signal changing the η
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Figure A.15: Schematic drawing of the estimation of the η templates from the η distributions of the single observables.
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composition is solved but still the more prominent effect of signal con-
tamination via the normalisation is present. A potential solution to this
might be to use sideband normalisation regions were the backgrounds
are by far more dominant. The idea is to invert the final cuts of β(βγ) and
maybe use also some upper bounds, e.g. 0.95 > β > 0.8 but use the final
momentum requirement, P > 200 GeV. For this region the samemethods
as in the nominal signal regions are applied to estimate the background
there. AS this region is largely dominated by background the normalisa-
tion of the background can be made there and also used for the nominal
signal region. In principle this means that the parts of the mass distribu-
tions that are cut away by the strong final requirements are re-cylced for
the normalisation of the background. This method was so far not tested
and therefore some further investigation might be needed.
Both methods described could be as a combination significantly reduced
potential effects from low-mass signal contamination on the background
estimate. The normalisation with the sidebands was not tested so far, but
similar approaches are commonly used e.g. in the pixel dE/dx analysis,
and hence should be applicable also in this analysis. For a simple signal
region as e.g. MS-agnostic also the η template method is rather simple
and was shown to work properly. But the difficulty are the 2-bin signal
regions. There some detailed investigation and new ideas are needed.
A.7 Re-interpretation Long-Lived Multi-Charged
Particles
In this section the procedure for the reinterpretation for multi-charged
particles will be described. The study is based on the samples from
the dedicated multi-charged particle analysis [154] and are described
in detail in Section 5.11.3. Both was tested using the SR-Rhad-FullDet
approach and the SR-2Cand-FullDet/SR-1Cand-FullDet approach. For
the SR-Rhad-FullDet no sensitivity was achieved at all and therefore only
the SR-2Cand-FullDet/SR-1Cand-FullDet approach will be discussed in
this section.
The samples are treated in the same way as the charginos and stau signal
samples. First a re-weighting is applied to match the pile-up distribution
as observed in data. Afterwards the same pre-selections are applied.
The resulting cutflwo for the loose selection is shown in Figure A.17. The
main steps in the cutflow are the requirement of at least one SlowMuon
per event, the η range and the βToF consistency. For the SlowMuon
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Figure A.17: The loose selec-tion applied on a signal sam-ple of doubly-charged parti-cles with a mass of 800 GeV.A multi-charged particle masshypothesis close to the ex-pected mass limit is chosen.The selection requirementsare grouped into blocks. Thefirst block are the event se-lection requirements, the sec-ond the common track pre-selection and the third the
loose requirements. Besidethe (expected) event yieldsalso the efficiency and therelative efficiency are stated.The corresponding cutflow fordata is shown in Figure 5.70.
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Figure A.18: The true β dis-tribution overlaid by the re-constructed β in the differ-ent subsystems. A sample ofdirect pair-produced doubly-charged particles with a massof 800 GeV is used.
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Table A.1: The lower massrequirements on mToF for
SR-1Cand-FullDet and
SR-2Cand-FullDet for multi-charged particles with z = 2and 2.5 .
Mass [GeV] mToF min. [GeV] mToF min. [GeV]
SR-2Cand-FullDet SR-1Cand-FullDet
400 150 175
600 225 250
800 325 350
1000 400 425
1200 450 500
1400 525 550
reconstruction efficiency beside the fiducial volume its also the rather
poor reconstruction eff. of the MuGirlStau algorithm in the Athena 20.7
version. Those particles are assumed to be fermions, accordingly they
are produced rather in the forward direction comparable to charginos
and therefore the step for the η range. The reason for the step due to the
βToF consistency can be seen in Figure A.18. The reconstructed β with theMDT is shifted to higher values of β, while the Tile Calorimeter is in rather
good agreement with the true spectrum. For the RPC’s the distribution is
slightly to low in β. This can be understood as the RPC’s only cover the
central region where the β of the particles is lower, as can be seen in
Figure 5.12. The bias seen for the MDT’s was discussed with the experts
and might be due to the faster signal rise due to the significantly higher
energy loss for multi-charged particles, roughly six times higher for z = 2
particles with βγ = 1 then for a minimum ionising particle with z = 1.
The standard procedure for the estimation of the masses assumes
|q=1e|. For a q = 2e particle the momentum is off by a factor two and
hence also the mass. To account for this the final mass windows for
the charginos/staus with half the mass of the multi-charged particle is
used. In principle the z = 2.5 particles should have the mass windows
corresponding to m/2.5, but as the sensitivity for those cases is found to
be very low for simplicity the same mass windows as applied for the z = 2
particles are also used. A summary of the lower mass requirements used
for the different mass hypotheses and signal regions is given in Table A.1.
The systematic uncertainties on the signal yield are re-evaluated for most
of the sources, only for small contributions and for the trigger the same
as for chargions were used. Using the uncertainty for charginos on the
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SR-2Cand-FullDetCharge q = 2e q = 2.5e
Mass [GeV] Nexp.±σNexp. a× ε±σa×ε Nexp.±σNexp. a× ε±σa×ε Nest.±σNest. Nobs.
400 32.0±5.0 0.043±0.003 5.0±1.0 0.0043±0.0007 1.5±0.3 0600 /±/ /±/ 0.7±0.3 0.0039±0.0006 0.33±0.06 0800 1.0±0.2 0.037±0.002 0.07±0.04 0.0015±0.0006 0.08±0.02 01000 0.36±0.06 0.045±0.003 0.018±0.009 0.0014±0.0004 0.034±0.007 01200 0.12±0.02 0.045±0.002 0.015±0.005 0.0038±0.0006 0.022±0.005 01400 0.033±0.007 0.036±0.003 0.007±0.003 0.0053±0.0010 0.011±0.003 0
Table A.2: The expected number of signal events (Nexp.), the acceptance (a) times efficiency (ε) for the signal, the estimated numberof background events (Nest) and the observed number of events Nobs in SR-2Cand-FullDet for all different mass hypothesis of multi-charged particles considered in this work with q = 2e and 2.5e.
SR-1Cand-FullDetCharge q = 2e q = 2.5e
Mass [GeV] Nexp.±σNexp. a× ε±σa×ε Nexp.±σNexp. a× ε±σa×ε Nest.±σNest. Nobs.
400 25.0±4.0 0.034±0.002 0.3±0.4 0.0003±0.0002 230.0±20.0 227600 /±/ /±/ 1.7±0.5 0.009±0.001 79.0±7.0 74800 2.0±0.2 0.070±0.003 0.2±0.1 0.0049±0.0008 23.0±2.0 201000 0.62±0.08 0.078±0.003 0.15±0.05 0.012±0.002 10.1±1.0 111200 0.20±0.03 0.078±0.003 0.04±0.01 0.011±0.001 5.0±0.5 31400 0.067±0.008 0.074±0.003 0.036±0.005 0.026±0.002 3.2±0.3 2
Table A.3: The expected number of signal events (Nexp.), the acceptance (a) times efficiency (ε) for the signal, the estimated numberof background events (Nest) and the observed number of events Nobs in SR-1Cand-FullDet for all different mass hypothesis of multi-charged particles considered in this work with q = 2e and 2.5e.
trigger efficiency is reasonable as they are also fermions and hence a
similar kinematic is expected, which is the main source of differences, as
the events are mainly coming from the single-muon trigger. All uncertain-
ties on the observables (βγdE/dx and βToF) as well as the contribution frompile-up are re-evaluated with the procedures as described in Section 5.10.
The dominant sources of systematic uncertainties are found to be the
SlowMuon effciency (5%–15%) and the MS β uncertainties (2%–11.5%)
for z = 2 particles. The overall systematic uncertainty on the signal
efficiency for z = 2 is between 11% and 19%. For z = 2.5 particles the
systematic uncertainties are very much dominated by the very low signal
statistic in the final signal regions. The systematic uncertainty is 125%
fro the 400 GeV mass window in the SR-1Cand-FullDet signal region and
between 15% and 50% for all other mass windows in SR-1Cand-FullDet
and SR-2Cand-FullDet.
The expected number of signal events (Nexp.), the acceptance (a)
times efficiency (ε) for the signal, the estimated number of background
events (Nest) and the observed number of events Nobs for all differ-ent mass hypothesis of the multi-charged particles considered in this
work are given in Table A.2 for SR-2Cand-FullDet and in Table A.3 for
SR-1Cand-FullDet. It can be seen that basically all the sensitivity comes
from SR-2Cand-FullDet as the SR-1Cand-FullDet is for all but the very
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Figure A.19: The observedand expected upper crosssection limits as well asthe theory prediction forthe cross section of directpair-produced multi-chargedparticles (q = 2e) as functionof the simulated mass.Both limits are obtainedfrom a combination of
SR-1Cand-FullDet and
SR-2Cand-FullDet. Thedashed lines indicate theexpected limits, while the
±1σ (±2σ) bands on theexpected limit are drawn asdark (light) red band. Theobserved limits are shown asdots connected by a line.
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Figure A.20: The observedand expected upper crosssection limits as well asthe theory prediction forthe cross section of directpair-produced multi-chargedparticles (q = 2.5e) asfunction of the simulatedmass. Both limits are ob-tained from a combinationof SR-1Cand-FullDet and
SR-2Cand-FullDet. Thedashed lines indicate theexpected limits, while the
±1σ (±2σ) bands on theexpected limit are drawn asdark (light) red band. Theobserved limits are shown asdots connected by a line.
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Figure A.21: The esti-mated background for the
SR-Rhad-FullDet loose signalregion in the mToF–mdE/dxplane.The distribution isoverlaid by the data pointsand the distribution for amulti-charged particles modelwith m2e = 800 GeV withq = 2e. The overflow isincluded in the last bin ofeach distribution. The lowermass requirements of thesignal region for the givenmass hypothesis is indicatedby the dotted red lines, whilethe dotted grey lines areillustrating the upper boundfor the control region. Theinlay shows a zoomed versionof the low-mass region. Thestatistical uncertainty onthe background estimate isillustrated with the shadedgrey area.
high masses suffering from large backgrounds. With those yields and
the estimated systematic uncertainties upper cross-section limits are
estimated for the different charge hypotheses and masses. The upper
cross-section limits as well as the theoretical prediction of the cross sec-
tion are drawn in Figure A.19 for q = 2e and in Figure A.20 for q = 2.5e. The
observed (expected) lower mass limits for pair-produced multi-charged
particles are 715 GeV (690 GeV) for z = 2 and 460 GeV (420 GeV) for z = 2.5.
Whilst no sensitivity is achieved from the SR-Rhad-FullDet it is neverthe-
less interesting to study the signal distribution for those regions, as two
a small fraction doubly-charged R-hadron states are possible. The final
SR-Rhad-FullDet loosemass distributions in the two-dimensionalmdE/dx–mToF plane for data, estimated background and pair-produced doubly-charged particles with a mass of 800 GeV are shown in Figure A.21. The
form of the signal is very different to the results for the R-hadron samples
in Figure 5.82. The signal is oriented rather parallel to themdE/dx axis andnot along the diagonal. For the mToF the estimated values are about halfthe true mass of the particles, which can be explained as for the mass
estimation q = 1e is assumed as discussed before. For mdE/dx a largespread is visible up to rather high masses. The reason is that for a multi
charged particle the estimated dE/dx–βγ relations are no longer valid and
using the Bethe-Bloch formula the expected mean dE/dx should be off
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by roughly a factor z2. Furthermore for the significantly larger dE/dx the
pixel detector is likely to be in saturation. So the estimate βγ is tending
to be reconstructed to high while the distribution gets washed out due to
the saturation effects in the pixel detector, as can be seen in Figure A.21.
Acronyms
AMSB Anomaly Mediated Supersymmetry-breaking
BSM Beyond the Standard Model
CSC Cathode Strip Chamber
CMSSM Constrained Supersymmetric Standard Model
CL Confidence Level
DxAOD Derived Analysis Object Data
DV Displaced Vertex
EM Electromagnetic
ESD Event Summary Data
EW Electroweak
FSR Final State Radiation
GMSB Gauge Mediated Supersymmetry Breaking
GUT Grand Unified Theory
GRL Good Runs Lists
HCLLP Heavy Charged Long-Lived Particle
HLT High-Level Trigger
IBL Insertable B-Layer
ID Inner Detector
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IP Interaction Point
ISR Initial State Radiation
KK Kaluza–Klein
LAr Liquid Argon
LEP Large Electron-Positron Collider
LHC Large Hadron Collider
LSP Lightest Supersymmetric Particle
MDT Monitored Drift Tube
MS Muon Spectrometer
MC Monte Carlo Simulation
MPV Most Probable Value
NdoF N degrees of freedom
OFA Optimal Filtering Algorithm
PDF Parton Density Functions
PV Primary Vertex
QFT Quantum Field Theory
ROC Receiver Operating Characteristic
RPC Resistive Plate Chamber
SM Standard Model of Particle Physics
SCT Semiconductor Tracker
SUSY Supersymmetry
TGC Thin Gap Chamber
TRT Transition Radiation Tracker
ToF Time-of-Flight
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TTC Timing and Trigger System
xAOD Analysis Object Data
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