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Abstract
Let V and V be the vector and a spinor representation of soN , N ∈ N. We show that
the quantum group Uq(soN) and the braid group corresponding to the Dynkin diagram
Bf (the latter acting via R-matrices) are each others commutant on V ⊗V⊗f . Moreover,
these braid representations factor through specializations of Häring–Oldenburg’s B-BMW-
algebra; this also holds with V replaced by Vm , m ∈ N, if N is even. We use this
observation to compute the weights of the Markov trace of this algebra as a 2-variable
function, and the values of the parameters for which it is semisimple.  2002 Elsevier
Science (USA). All rights reserved.
Introduction
Let V be the vector representation of the Drinfeld–Jimbo quantum group
Uqso2n, and let Vm be the irreducible Uqso2n representation with highest
weight m, where  is the highest weight of one of the spinor representations
of so2n and m ∈ N. In this paper we study the centralizer algebra Af :=
EndUqso2n (Vm ⊗ V⊗f ). We show that Af is generated by the R-matrices
RˇV ,Vm RˇVm,V , acting on the first 2 factors of Vm ⊗ V⊗f , and Rˇi , acting as the
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R-matrix RˇV ,V on the (i + 1)st and the (i + 2)nd factor of Vm ⊗ V ⊗f (see
Theorem 2.7). The methods for proving this result are well-known, and similar
results have appeared before (see, e.g., [17,28]). We also show that in the classical
limit q = 1, the centralizer of the so2n-action is generated by Brauer’s centralizer
algebra and a projection onto an irreducible submodule of Vm ⊗ V . Similar
results hold for Uqso2n+1.
Our results imply that Af is a quotient of a specialization of an algebra BBf ,
depending on 3 parameters q , r and r ′, which has been defined by Häring-
Oldenburg under the name B-BMW-algebra [9]. This observation allows us
to simplify some of the proofs of results by Häring-Oldenburg. Moreover, we
obtain explicit formulas for the weights of the Markov trace as a new result (see
Theorem 4.7). More precisely, these are rational functions in the variables q , r ,
and r ′, labeled by pairs of Young diagrams; for any irreducible representation
Vλ in Vm ⊗ V ⊗f the quotient dimq(Vλ)/dimq Vm is obtained for suitable
specializations of the variables of our functions. This allows us to determine
exactly for which values of the parameters the algebra BBf is semisimple. As
before in the case of the q-deformation of Brauer’s centralizer algebra, the algebra
BBf is semisimple if q is not a root of unity, and if the weights of the Markov
trace are not equal to 0; the latter condition is satisfied if r and r ′ are not equal to
± a power of q .
The method used in this paper is similar to the arguments used in [28] for
determining the structure of a q-version of Brauer’s centralizer algebra, where the
existence of a trace functional, derived from a knot polynomial, played a crucial
role. The main difference now is that the existence of the Markov trace is derived
using quantum groups and the already mentioned formulas for the weights. For
this we use properties of quasi-triangular Hopf algebras, mostly due to Drinfeld,
and braided tensor categories which are well-known by now (see, e.g., [6,14,17,
27]). One can prove the results in [28] by the same methods, independently of
any topological results; this has been done in [17], except for the existence of the
2-variable Markov trace.
We expect that our trace formulas will have further applications. It should be
possible to use them, similar as it was done in [28] for the q-Brauer algebra,
to construct certain semisimple quotients of the algebras BBf for q a root of
unity and suitable specializations of the other parameters, which are closely
related to fusion categories. One of the applications would be the construction of
subfactors of the hyperfinite II1 factor corresponding to half-spin representations
of soN . We will not carry out this construction in this paper (there already
exist other constructions of these subfactors, using more advanced theory of
quantum groups). It should be noted, however, that so far not every interesting
specialization of parameters of our algebras can be interpreted in terms of known
fusion categories.
Our paper is organized as follows. In Section 1 we give background
information and notations about Jones’ basic construction, Lie algebras so2n
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and so2n+1, quantum groups, categorical dimension, conditional expectations and
Hecke algebras. In Section 2, we recall the decomposition of Vm⊗V ⊗f and give
a description of Af via generators and relations, using R-matrices. In Section 3,
we determine uniform formulas for q-dimensions of representations of Uqso2n,
with the number of factors independent of n. In Section 4, we show that Af is
a quotient of the type B-BMW algebra and that the formulas of Section 3 give
the weights of its Markov trace. In the last section we describe the centralizer
algebra Af in its classical limit q = 1, and a corresponding abstract algebra. The
construction is analogous to the one of the degenerate affine Hecke algebra, which
has been studied before by Drinfeld and Cherednik. If m = 1, our limit algebra
is a quotient of an algebra defined by Nazarov, and it can be considered a type B
analog of Brauer’s centralizer algebra.
1. Preliminaries
1.1. Inclusion of algebras
For simplicity, all algebras in this paper are defined over the complex numbers.
In particular, a semisimple algebra will be a finite direct sum of full matrix rings.
Mn(C) denotes the algebra of n × n matrices over the complex numbers. If A
and B are semisimple algebras over C, then A =⊕Ai and B =⊕Bj with
Ai ∼=Mai (C) and Bj ∼=Mbj (C) for natural numbers ai and bj .
Let A ⊂ B denote the inclusion of algebras, where we always assume that
A and B have the same identity. Then any simple Bj module Wj is also an A
module. Let gij be the number of Ai modules in the decomposition of Wj into
simple A modules. The matrix G= (gij ) is called the inclusion matrix for A⊂ B .
A Bratteli diagram is a graph with vertices arranged in two lines. This graph
describes the inclusion of algebras A ⊂ B . In one line, the vertices are in 1–1
correspondence with the minimal direct summands Ai of A, in the other one with
the summands Bj of B . A vertex corresponding to Ai is joined with a vertex Bj
by gij edges.
A trace is a linear functional tr :B → C such that tr(ab) = tr(ba) for all
a, b ∈ B . Every trace on Mn(C) is a multiple of the usual trace, i.e. the sum
of the diagonal entries. Then any trace on a semisimple algebra B is completely
determined by a weight vector t = (tj ) where tj = tr(pj ) and pj is a minimal
idempotent of Bj . The tj ’s are called the weights of the trace. If s is the
weight vector for the subalgebra A, then s =Gt ; conversely, any weight vector t
satisfying s =Gt defines an extension of the trace tr with weight vector s on A
to B . The annihilator ideal J of tr is defined to be
J = {b ∈ B: tr(ab)= 0 for all a ∈ B}.
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A trace on B is called nondegenerate if J = 0. One can show that a trace is
nondegenerate if and only if tj = 0 for all j .
One defines a representation πtr of B on B/J where the action is left
multiplication. By the trace property
πtr(B)∼= B/J.
Recall that if tr is nondegenerate there exists an isomorphism B
∼=→ B∗ (dual
of B) defined by b→ tr(b·), where tr(b·) is the map x → tr(bx). Assuming tr
is nondegenerate on A and B and using this isomorphism for A and A∗, one
defines a linear map εA :B → A defined by tr(b·)|A = tr(εA(b)·)|A. The map εA
is called the trace preserving conditional expectation. The element εA(b) ∈ A is
completely determined by
tr
(
εA(b)a
)= tr(ba) for all a ∈A.
Assume that A ⊂ B and that B is a subalgebra of C. Furthermore, assume that
there exists an element e ∈ C such that
(i) e2 = e,
(ii) ebe= eεA(b)= εA(b)e for all b ∈B ,
(iii) the map a ∈A→ ae is an injective homomorphism with 1e= e.
An example of this situation is Jones’ basic construction [12]. Let B be
represented on itself via the left-regular representation. We denote the isomorphic
image of B in this representation also by B . When B is regarded as a
representation space, it will be denoted Bξ and its elements bξ for b ∈ B . Then C
is the set of all linear maps on Bξ , i.e. L(Bξ ). We define eA to be the projection
onto the subspace Aξ ⊂ Bξ given by eAbξ = εA(b)ξ . One can easily show that eA
satisfies the conditions (i)–(iii) above. The algebra 〈B,eA〉 is called Jones’ basic
construction for A⊂ B .
Theorem 1.1. Let A, B , e, eA, tr and εA be as above. Then
(a) The algebra 〈B,eA〉 is equal to the centralizer of the right action ρ of A on
Bξ , given by ρ(a)bξ = baξ . In particular, it is semisimple.
(b) There is a 1–1 correspondence between the simple components of A and
〈B,eA〉 such that if p ∈ Ai is a minimal idempotent, peA is a minimal
idempotent of 〈B,eA〉. Under this correspondence, the inclusion matrix for
B ⊂ 〈B,eA〉 is the transpose Gt of the inclusion matrix for A⊂ B .
(c) 〈B,eA〉 = BeAB .
(d) 〈B,e〉 is a direct sum of full matrix rings which decomposes as
〈B,e〉 ∼= 〈B,eA〉 ⊕ B˜
where B˜ is an algebra isomorphic to a subalgebra of B . In particular, the
ideal generated by e is isomorphic to the semisimple algebra 〈B,eA〉.
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Fig. 1.
Remarks. 1. The theorem above also implies that the map b ∈ B → be defines
a vector space isomorphism between B and Be ⊂ 〈B,e〉. Indeed, if b = 0, then
there exists b′ ∈ B such that tr(b′b) = 0. As εA is trace preserving, this also means
that εA(b′b) = 0, and hence also eb′be = εA(b′b)e = 0, by (ii). This implies
be = 0.
2. Statement (b) of this theorem implies that one can compute the structure of
EndA(Bξ ) (and of 〈B,eA〉) by reflecting the Bratteli diagram for A⊂ B about the
line of B .
Example (Fig. 1). Let CSn be the group algebra of the symmetric group.
A=CS2 ⊂ B =CS3.
Notice that in this example 〈CS3, eCS2〉 has two 3-dimensional irreducible
representations.
1.2. Lie algebras
1.2.1. Even orthogonal algebra
Consider the complex Lie algebra so2n with Dynkin diagram given in Fig. 2.
Let h denote the Cartan subalgebra of so2n, and let ε1, ε2, . . . , εn be an
orthonormal basis of h∗ with respect to the Cartan–Killing form. The simple
roots are given by αi = εi − εi+1 for 1  i  n − 1, and αn = εn−1 + εn. The
set of all roots is given by {±εi ± εj : 1 i = j  n}. The fundamental weights
are ωi = ε1 + · · · + εi for 1  i  n− 2, ωn−1 = (ε1 + · · · + εn−1 − εn)/2, and
ωn = (ε1 + · · · + εn)/2. We denote by ρ half the sum. of the positive roots. In
vector notation, with respect to our chosen orthonormal basis, ρ is given by
ρ = (n− 1, n− 2, . . . ,0).
The set P+ of the dominant integral weights for so2n is given as follows:
P+ = {(λ1, λ2, . . . , λn): λ1  λ2  · · · |λn| 0}
Fig. 2.
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where either all λi are integers or they are all half-integers. For a given dominant
integral weight λ, let Vλ be the irreducible module with highest weight λ. Denote
by χλ the character of the irreducible module Vλ.
We define the operator qρ on an integrable highest weight module M by
qρm= q(ρ,µ)m, for a weight vector m ∈M with weightµ. Then the q-dimension
of Vλ and the q-trace Trq are defined by
Trq (a)= Tr
(
qρa
)
, a ∈ End(Vλ), dimq Vλ = Trq(1Vλ), (1)
where Tr is the usual trace on End(Vλ) given by the sum of the diagonal entries.
To write down an explicit formula, let
[s]q = q
s − q−s
q − q−1 .
Then one deduces from Weyl’s character formula that
dimq Vλ =
∏
1i<jn
[2n+ λi + λj − j − i]q[λi − λj + j − i]q
[2n− j − i]q[j − i]q .
1.2.2. Odd orthogonal algebra
The complex Lie algebra so2n+1 has Dynkin diagram as in Fig. 3.
Let h denote its Cartan subalgebra and let ε1, . . . , εn be an orthonormal basis
for h∗ with respect to the Cartan–Killing form. The simple roots are given by
αi = εi − εi+1 for 1  i  n − 1 and αn = εn. The set of roots is given by
{±εi∓εj ,±εi±εj : 1 i < j  n}∪{±εi : 1 i  n}. The fundamental weights
are ωi = ε1 + · · · + εi for 1 i  n and ωn = 12 (ε1 + · · · + εn). The half sum of
the positive roots is
ρ = (n− 1/2, n− 3/2, . . . ,3/2,1/2).
The set of dominant integral weights is given as follows:
P+ = {(λ1, . . . , λn): λ1  λ2  · · · λn  0}
where all the λi ’s are integers or half-integers simultaneously. From Weyl’s
character formula we have that
dimq(Vλ) =
n∏
i=1
[(2n+ 1)/2+ λi − i]q
[(2n+ 1)/2− i]q
×
∏
1i<jn
[2n+ 1+ λi + λj − i − j ]q[λi − λj + j − i]q
[2n+ 1− i − j ]q[j − i]q .
Fig. 3.
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1.3. Quantum groups
We collect certain facts about the Drinfeld–Jimbo deformations of universal
enveloping algebras [5,6]; for additional information and details see also
[14,17,27].
Let g and h be as in Section 1.2 and let A = (aij )1i,jn be the Cartan
matrix for g. Then A is symmetrizable, i.e., there exist nonzero integers di ,
i = 1,2, . . . , n, such that diaij = djaji . We define the quantum group U = Uqg
as the Hopf algebra over the field C(q) of rational functions over C given by
generators X±i , K
±1
i (1 i  n) and relations:
KiKj =KjKi, KiK−1i =K−1i Ki = 1,
KiX
±
j K
−1
i = q±diaij /2X±j ,
[
X+i ,X
−
j
]= δij K2i −K−2i
qdi − q−di ,
1−aij∑
s=0
[1− aij ]qdi !
[s]qdi [1− aij − s]qdi !
(
X±i
)1−aij−s(X±j )(X±i )s = 0, i = j,
where
[m]q ! =
m∏
j=1
qj − q−j
q − q−1 .
Setting ei = X+i , fi = X−i and setting formally Ki = qdihi/2, one obtains the
relations among the Chevalley generators for the classical universal enveloping
algebra in the limit q→ 1. Uq(g) also has a comultiplication  defined by
(X±i )=Ki ⊗X±i +X±i ⊗K−1i ,
(Ki)=Ki ⊗Ki.
Moreover, the algebra Uqg has an antipode γ which, together with the coproduct
 makes Uqg into a Hopf algebra. Moreover, the quantum group Uqg is
a quasitriangular Hopf algebra. This means, in particular, that there exists an
invertible element R, the universal R-matrix, in a certain completion of U ⊗ U
which satisfies the relations
R(a)R−1 =op(a) for all a ∈ U,
where the opposite coproduct is given by op = ∑a a(2) ⊗ a(1) if (a) =∑
a a(1)⊗ a(2),
(⊗ 1)(R)=R13R23, and (1⊗)(R)=R13R12,
where, if R=∑ai ⊗ bi then
R12 =
∑
ai ⊗ bi ⊗ 1, R13 =
∑
ai ⊗ 1⊗ bi,
R23 =
∑
1⊗ ai ⊗ bi.
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An explicit form of the R-matrix has been obtained in the general case in [15,18],
extending work of Drinfeld. The existence of the R-matrix means that for Uqg-
modules V , W , there are natural braiding isomorphisms RˇVW :V ⊗W →W ⊗V
given by
v⊗w→
∑
biw⊗ aiv.
The braiding axioms (see, e.g., [14, Chapter XIII]) imply in particular the
following property: let U , V , W be Uq(g)-modules, then
RˇU⊗V,W =
(
RˇUW ⊗ 1V
)(
1U ⊗ RˇVW
)
. (2)
As one of the consequences of this axiom, one can define, for any Uqg-module V ,
a representation of Artin’s braid group Bf on f strands in V ⊗f via the map
σi → Rˇi = 1i−1 ⊗ RˇV V ⊗ 1f−i−1, (3)
where 1j is the identify map on V⊗j . One can also define a quantum Casimir
(see [6, Section 5]; for additional details see also, e.g., [27, XI.7], [17]). More
precisely, one derives from R=∑ai ⊗ bi the element u=∑γ (bi)ai where γ
is the antipode. This element has a well-defined action on each highest weight
module of Uqg. The quantum Casimir C is then defined by C = qρu−1. Drinfeld
then showed the following proposition.
Proposition 1.2. Let Vλ, Vµ, Vν be simple Uqg-modules with highest weights λ,
µ, ν, respectively, and such that Vλ is a submodule of Vµ⊗ Vν . Then(
RˇVµVν RˇVνVµ
)∣∣
Vλ
= qc(λ)−c(µ)−c(ν)1Vλ,
where for any weight γ the quantity c(γ ) is given by (γ + 2ρ,γ ).
If q is not a root of unity, the representation theory of Uqg is similar to the
one of the corresponding classical algebra. As in the classical case, each finite
dimensionalUqg-module is a direct sum of its weight spaces, and it is completely
reducible. Also, the finite dimensional irreducible modules of Uqg are labeled
by the dominant integral weights of g. Moreover, this identification of simple
modules also induces an isomorphism between the Grothendieck semirings (i.e.
the tensor product rules) of the representations of g and Uqg.
1.4. Categorical dimensions and conditional expectations
We recall the definitions of categorical traces and give some details for a fairly
straightforward generalization of the trace operation and conditional expectations.
This is based on work by Joyal and Street [13]; for additional details see
[14, Chapter XIV] or [27, Chapters I and XL]. All these definitions work for
a semisimple rigid ribbon tensor category; however, as we are only interested
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Fig. 4.
Trq(f )=
Fig. 5.
in the representation category C of Uqg, we will state them for modules over
a quasitriangular Hopf algebra U , whose axioms are satisfied by U (see [5,6,
14]). In the following, object is synonymous with module over U , and morphism
between 2 objects V and X means a linear map between V and X which
intertwines the Uqg-action.
We say that an object V in a tensor category C has a left dual if there exists an
object W and morphisms
bV : I → V ⊗W and dV :W ⊗ V → I
such that
(1V ⊗ dV )(bV ⊗ 1V )= 1V and (dV ⊗ 1W)(1W ⊗ bV )= 1W .
These elements are represented by the pictures in Fig. 4, see also [14, p. 343].
We shall also assume that our category allows a braiding and a twist, i.e. we
have R-matrices and a quantum Casimir. We can use this to define the quantum
trace on the object V as follows: Let f :V → V be a morphism. Then the q-trace
Trq is defined by
Trq(f )= dV RˇV,W (CV f ⊗ 1W)bV . (4)
This can be visualized as in Fig. 5.
If dimq V = 0, the normalized trace trq is defined by (1/dimq V )Trq .
Lemma 1.3. The functional Trq has the following properties:
(a) Trq(fg) = Trq(gf ) for all f :V → X and g :X → V , and V,X, two U -
modules.
(b) If V is a module of a Drinfeld–Jimbo quantum group, Trq (a) = Tr(qρa)
for any morphism a :V → V , with Tr being the usual trace on End(V ). In
particular, Trq does not depend on the choice of bV and dV .
(c) If V is a simple U -module which has a left-dual, then it has nonzero
dimension.
Proof. For a proof of statement (a) see e.g. [27, Chapter I] or [14, Theo-
rem XIV.4.2]. The formula for Trq in (b) or Eq. (1) already appears in [6]; see
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also, e.g., [14, Theorem XIV.6.4], [27, XI] or [17]. Part (c) is also well-known.
Here is the argument: Let d˜V = dV RˇV,W(CV ⊗ 1W). Then dimq V = d˜V ◦ bV
and (bV ◦ d˜V )2 = (dimq V )bV ◦ d˜V . By irreducibility of V and Frobenius dual-
ity, dim(Hom(I,V ⊗W))= dim(End(V ))= 1. Hence dimq V = 0 would imply
bV ◦ d˜V = 0. But then also
0 = (1V ⊗ dV )(bV ⊗ 1V )
(
d˜V ⊗ 1V
)= (d˜V ⊗ 1V ),
by the axioms of left-duality. As RˇV ,W (CV ⊗ 1V ) is invertible, this would imply
dV = 0, contradicting the duality axiom. ✷
In the following we will always assume that V has a left-dual, which we denote
by W . Conditional expectations can also be very naturally defined using our
categorical definitions. Let X be an object. Let A = End(X) ∼= A ⊗ 1V ⊂ B =
End(X⊗ V ). We define the map εA from B onto A by
εA(b)= 1dimq V
(
1X ⊗ dV RˇVW
)
(1X ⊗CV ⊗ 1W)(b⊗ 1W)1X ⊗ bV ;
in the tangle picture, εA(b) is obtained from b by closing up the tangle with color
V and renormalizing by 1/dimq V , see Fig. 6.
We also define the element eV = bV dV RˇVW (CV ⊗ 1W)/dimq V .
Proposition 1.4. (a) The map εA is the trace preserving conditional expectation
from B to A with respect to the normalized quantum trace trq .
(b) Let X =X1 ⊗X2, and let Ai = End(Xi), i = 1,2. If b ∈ End(X) is of the
form b1⊗b2, then εA(b)= b1⊗εA2(b2), where εA2 is the conditional expectation
from End(X2 ⊗ V ) onto A2.
(c) If X = V ′ ⊗ V for objects V , V ′, and b = 1V ′ ⊗ RˇV V , then εA(b) =
trq (RˇV V )1X.
(d) The algebras A, B and the element eV satisfy the conditions of Theo-
rem 1.1.
Proof. (a) It suffices to show that trq(aε(b)) = trq(ab). We do this using
graphical calculus. Replacing f ⊗g in the picture on p. 356 in [14] by (a⊗1)◦b,
and applying the same operations as on that page until the end of the next to last
Fig. 6. Conditional expectation.
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row, we get the first equality of the pictures below. The second equality is obvious.
It now remains to observe that the last picture is equal to trq(aεA(b)). The more
algebraic minded reader may check that the changes in the pictures correspond to
applying algebraic identities coming from the braiding axioms:
Trq
(
(a⊗ 1)b) = = = =
= Trq
(
aεA(b)
)
.
Statement (b) is most easily proved by pictures, using [14, Theorem XIV.4.2(b)]
and its proof again. Part (c) follows from this. To prove statement (d), it suffices to
show that eV satisfies the conditions (i)–(iii) of Theorem 1.1. It follows from the
definition of Trq , Eq. (4), that dimq V = Trq(1V )= dV RˇVW (CV ⊗ 1V )bV . From
this one easily deduces that e2V = eV . For condition (ii), observe that
(1X ⊗ eV )(b⊗ 1W)(1X ⊗ eV )
= 1
(dimq V )2
(
1X ⊗ bV dV RˇVW (CV ⊗ 1)
)
(b⊗ 1W)
× (1X ⊗ bV dV RˇVW (CV ⊗ 1W))
= 1
(dimq V )2
(1X ⊗ bV )
(
1X ⊗ dV RˇVW (CV ⊗ 1)
)
(b⊗ 1W)(1X ⊗ bV )
× (1X ⊗ dV RˇVW (CV ⊗ 1W))
= 1
(dimq V )2
(1X ⊗ bV )
(
εA(b)⊗ 1V ⊗ 1W
)(
1X ⊗ dVRVW (CV ⊗ 1W)
)
= 1
dimq V
εA(b)⊗ eV .
Finally, for condition (iii), observe that the image of eV is isomorphic to I and
X⊗ I ∼=X. Hence eV End(X⊗ V ⊗W)eV ∼= End(X)=A. ✷
We shall also assume that the modulesX⊗V ⊗W as well asX are semisimple.
Then we can write
X⊗ V ⊗W = (X⊗ V ⊗W)old ⊕ (X⊗ V ⊗W)new,
where (X⊗ V ⊗W)new is the maximum submodule M of X⊗ V ⊗W such that
Hom(X,M)= 0.
Proposition 1.5. The algebra End((X⊗ V ⊗W)old) is isomorphic to BeV B .
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Proof. If Z is a simple submodule of the new part, and b ∈ B , then eV b(Z)
would be isomorphic to Z or zero. We can dismiss the first case, as the image of
eV only contains ‘old’ modules. Hence BeV B acts as zero on (X⊗ V ⊗W)new.
Similarly, one shows thatBeV B maps (X⊗V ⊗W)old into itself. HenceBeV B ⊂
End((X⊗ V ⊗W)old).
Let Y be any object. Then it is well-known that Hom(Y,V ⊗X)∼= Hom(W ⊗
Y,X). We give here the argument in our setting, for the reader’s convenience. We
define for f ∈Hom(Y,V ⊗X) and g ∈Hom(W ⊗ Y,X) the morphisms
α(f )= (dV ⊗ 1)(1⊗ f ) and β(g)= (1⊗ g)(bV ⊗ 1).
Then α(β(g)) = g and β(α(f )) = f for all f ∈ Hom(Y,V ⊗ X) and g ∈
Hom(W ⊗ Y,X), which can probably most easily be checked using graphical
calculus. This shows that dim(Hom(Y,V ⊗X))= dim(Hom(W ⊗ Y,X)). Using
the braiding isomorphisms, we also get equality of the dimensions of Hom spaces
if we permute the tensor factors in one or both expressions in the last sentence.
Because of semisimplicity X can be decomposed as a direct sum of simple
objects in the form X =⊕µ aµVµ. This implies that End(X)=∑µMaµ , where
Md is a full d × d matrix ring. Moreover, let gλµ be the multiplicity of the
simple object Vλ in Vµ ⊗ V . Then it follows from the previous paragraph that
gλµ is also the multiplicity of Vµ in Vλ ⊗ W . Hence the multiplicity of the
simple object Vµ in X⊗V ⊗W is equal to ∑ν,λ gλµgλνaν . Hence the dimension
vector of End((X ⊗ V ⊗W)old) is equal to GtGa, i.e. the inclusion matrix for
B ⊂ End((X⊗V ⊗W)old) is given by Gt. As this is also the inclusion matrix for
B ⊂ BeV B (see Theorem 1.1(b)), the claimed isomorphism follows. ✷
1.5. Hecke algebras
An algebra that will play an important role in this paper is the Hecke algebra of
type B. We now define this algebra and give some basic facts about this algebra.
Definition 1.6. The Hecke algebra of type Bn, denoted by HBn(q, r ′) is the
free complex algebra with generators t , g1, . . . , gn−1 and parameters q, r ′ ∈ C
satisfying relations:
(1) gigi+1gi = gi+1gigi+1, i = 1, . . . , n− 2;
(2) gigj = gj gi, |i − j |> 1;
(3) g2i =
(
q − q−1)gi + 1;
(4) t2 = (r ′ + 1)t − r ′;
(5) tg1tg1 = g1tg1t;
(6) tgi = git, i  2.
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We remark that the definition given in this paper is slightly different to the
one found in the literature. The difference is in relation (4), where we take the
eigenvalues of t to be r ′ and 1 as opposed to r ′ and −1.
Hoefsmit [9] showed that this algebra is semisimple and that the irreducible
representations are indexed by pairs of partitions (or Young diagrams) of n. It is
well know that if r ′ = −1 and q = 1 then Hn(1,−1) is isomorphic to the group
algebra of the hyperoctahedral group.
The irreducible matrix representations of HBn(q, r ′) are defined on a vector
space V(α,β) with basis elements indexed by standard Young tableaux of shape
(α,β). The matrix representations of the generator gi can be constructed from
2× 2 blocks of the form
M(d, r ′)= 1
1− qdr ′
(
q − 1 1− qd+1r ′
q(1− qd−1r ′) −qdr ′(q − 1)
)
, (5)
where d = c(i)− c(i − 1) is known as the “axial distance” of the numbers i and
i − 1 in a tableau, and where the contents c(i) is the difference of the row index
minus the column index of the box containing i . For details of this construction
see [10] or [1].
A subalgebra that will be of interest in the last section when we discuss the
classical limit is the following. Set t1 = t and define inductively the elements
ti+1 = gi tigi (1  i  n − 1). The elements t1, t2, . . . , tn generate an abelian
subalgebra of Hn(q, r ′). For a proof of this result see [1, Lemma 3.3].
2. Centralizer algebras
2.1. Tensor product rules for orthogonal Lie algebras
In the following we describe the decomposition of the tensor product of an
irreducible soN module Vλ with the vector representation V of soN . These rules
are well-known. We shall treat the even- and odd-dimensional cases separately.
Let V be the fundamental Uq(so2n)-module, i.e. the analog of the 2n-
dimensional vector representation of SO(2n), and let Vλ be a simple Uq(so2n)-
module with highest weight λ. Then the decomposition of the tensor product
Vλ ⊗ V is given by
Vλ⊗ V ∼=
⊕
µ↔λ
Vµ, (6)
where the sum is over all dominant weights µ of the form µ= λ± εi .
Let  = (1/2, . . . ,1/2), which is the highest weight of one of the spinor
representations V , and let m be a positive integer. Then we obtain as a special
case of the formula above:
Vm ⊗ V ∼= V(m/2+1,m/2,...,m/2) ⊕ V(m/2,...,m/2,m/2−1). (7)
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We will be interested in the decomposition of tensor products of the form
Vm ⊗ V ⊗f . Let Af = EndUq(so2n)(Vm ⊗ V ⊗f ). As Uq(so2n) is semisimple for
q not a root of unity, the simple components ofAf are labeled by the isomorphism
classes of simple representations appearing in (Vm⊗V ⊗f ), and the dimension of
a simple module, W(µ,f ), will be equal to the multiplicity of the simple Uq(so2n)-
module Vµ in that tensor power.
For given m ∈N, m> 0, we define the labeling set Λf (2n,m) as the set of all
highest weights λ for which Vλ appears in Vm ⊗ V⊗f . A path t of length f is
a sequence t of dominant weights
t :
(
λ(0) =m, λ(1), . . . , λ(f )),
such that Vλ(i+1) ⊂ Vλ(i) ⊗ V . This means, in particular, that λ(i+1) − λ(i) =±εj
for some j = 1,2, . . . , n. We shall also use the notation t (i)= λ(i), and refer to
t (i−1) and t (i+1) as predecessor and successor of t (i), respectively. We denote
the set of all paths of length f by Pf (2n,m).
Lemma 2.1. (a) The elements of Λf (2n,m) are of the form λ = m + µ where
µ ∈ Zn such that λ is a dominant weight of so2n and such that f −∑ |µi | is even
and nonnegative.
(b) Let f (λ) be the smallest number f such that Vm ⊗ V⊗f has a submodule
isomorphic to Vλ. Then f (λ)= ‖λ−m‖1.
(c) If f (γ ) − f (λ) = 2, then there exist at most 2 weights µ with f (µ) −
f (λ)= 1 which can occur in a path between λ and γ .
(d) Hom(Vm ⊗ V⊗f ,Vm ⊗ V ⊗f+1)= 0.
(e) Let W(λ,f ) denote a simple Af -module. Then its dimension can be
computed inductively by the restriction rule
W(λ,f ) ∼=
⊕
(µ,f−1)
W(µ,f−1),
where the summation goes over all µ ∈ Λf−1(2n,m) for which λ − µ = ω is
a weight of V . In particular, the dimension of W(λ,f ) is equal to the number of
paths in Pf (2n,m) which end in λ.
Proof. Recall the description of the set P+ of dominant integral weights of
so2n from Section 1.2. The restriction rule in (e) follows by induction using
the branching rule. As a weight ω of V is of the form ω = ±εj , statement (a)
follows from (e) by induction. Statement (d) now is an obvious consequence
of (a). Similarly, statement (b) follows from the branching rules by induction.
To prove (c), observe that γ − λ = ±εi1 ± εi2 , and µ − λ = ±εk . As γ − µ =
(γ − λ)− (µ− λ), we get 1 = ‖γ −µ‖1 = ‖± εi1 ± εi2 − (±εk)‖. It is now easy
to see that this is possible only if k = ij for j = 1 or 2, and with εij having the
same sign as εk . This proves (c). ✷
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Let now V be the fundamental Uq(so2n+1)-module, i.e. the analog of the
(2n+ 1)-dimensional vector representation of so2n+1, and let Vλ be any simple
Uq(so2n+1)-module with highest weight λ. Then we have
Vλ⊗ V ∼=
⊕
µ↔λ
Vµ
where the sum is over all dominant weights µ of the form µ ± εi or µ = λ if
λn > 0; if λn = 0, we have to leave out µ = λ. Hence if  = (1/2, . . . ,1/2), the
highest weight of the spin representation, V , then we have
V ⊗ V ∼= V ⊗ V(1,0,...,0)+. (8)
We will be interested in the decomposition V ⊗ V ⊗f . Define the labeling set
Γ (n,f ) as the set of all highest weights µ such that Vµ is in the decomposition
of V ⊗ V ⊗f . The diagram in Fig. 7 describes this decomposition. One reads off
easily that the vertices in the f th line (starting at line 0) are labeled by the Young
diagrams with at most f boxes.
Lemma 2.2. Let λ be a dominant weight of soN and let Vµ1 , Vµ2 be irreducible
submodules of Vλ ⊗ V , with µ1 = µ2. Then c(µ1) = c(µ2) except if N is even,
λn = 0 and µi − λ=±εn for i = 1,2.
Proof. Let ω be a weight of V . Recall that c(γ )= (γ + 2ρ,γ ) for any dominant
weight γ . Then it is easy to check that
c(λ+ω)= c(λ)+ 2(λ+ ρ,ω)+ (ω,ω).
Hence, if µi = λ+ ηi and ηi is a weight of V , i = 1,2, we obtain
c(µ1)− c(µ2)= 2(λ+ ρ,η1 − η2).
If N = 2n is even, any weight of V is of the form ±εj . It is easy to check that
η1 − η2 is either a root of so2n or it is equal to ±2εj for some j , 1  j  n.
As λ+ ρ is in the dominant Weyl chamber, (λ + ρ,α) = 0 for any root α, and
(λ+ ρ, εj )= 0 only if j = n and λn = 0.
Fig. 7.
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If N = 2n+1 is odd, one checks similarly that η1−η2 is either a root of son+1,
or it is equal to ±εj or ±2εj for some j , 1 j  n. As 2ρn = 1, one deduces that
c(µ1) = c(µ2). ✷
2.2. Algebraic description of Af
Let V and Vm be as in the previous section, with m= 1 if N is odd. We define
elements of EndU(Vm ⊗ V ⊗f ) by
Rˇi = 1Vm ⊗ 1i−1 ⊗ RˇV V ⊗ 1f−i−1 and
T = qN−2+mRˇV Vm RˇVmV ⊗ 1f−1.
We also define the matrices Ei for i = 1, . . . , f − 1 by the following equation:
Rˇi − Rˇ−1i =
(
q − q−1)(1−Ei). (9)
If we define the element E ∈ End(V ⊗2) by a similar equation from the
element Rˇ, one checks easily that it is a multiple of the projection onto the trivial
representation⊂ V⊗2. The following lemma is an easy consequence of Drinfeld’s
results on the quantum Casimir [6], and part (a) has explicitly appeared before,
e.g., in [17,24,28].
Lemma 2.3. (a) The matrices Rˇi have eigenvalues q , −q−1 and q1−N .
(b) The matrix T has eigenvalues qN+2m−2 and 1.
Proof. It follows from Eq. (7) and Proposition 1.2 that the element RˇV Vm RˇVmV
has eigenvalues qm and q2−N−m, and that the element Rˇ2VV has eigenvalues
q±2 and q2−4n; from the last statement one can easily deduce that RˇV V has
eigenvalues q , −q−1, and q1−N (see, e.g., [17] for more details). ✷
Proposition 2.4. The transformations T , Rˇi satisfy the following relations:
(1) RˇiRˇj = Rˇj Rˇi, |i − j |> 1;
(2) RˇiRˇi+1Rˇi = Rˇi+1Rˇi Rˇi+1, 1 i  f − 2;
(3) RˇiT = T Rˇi , i > 1;
(4) Rˇ1T Rˇ1T = T Rˇ1T Rˇ1;
(5) (Rˇi − q1−N)(Rˇi − q)(Rˇi + q−1)= 0, 1 i  f − 1;
(6) EiRˇ±1i−1Ei = q±(N−1)Ei and EiRˇ±1i+1Ei = q±(N−1)Ei;
(7) T 2 = (q2m+N−2 + 1)T − q2m+N−2;
(8) E1T E1 = aE1, where a =− (q
N+2m−2 + 1)(qN − 1)
(q2 − 1) ;
(9) EiRˇi = q1−NEi.
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Proof. Relations (1)–(4) are consequences of the braiding properties of the
R-matrices (see, e.g., [14]). Relations (5) and (7) follow from Lemma 2.3
(it also follows from Drinfeld’s quantum Casimir approach that Rˇi and T are
diagonalizable for generic q). It follows from (5) and the definition of E by the
equation Rˇ− Rˇ−1 = (q − q−1)(1−E) that E is a multiple of the projection onto
the trivial module ⊂ V⊗2. This implies (9). One checks that E2i = (dimq V )Ei ,
where dimq V = (qN−1 − q1−N)/(q − q−1)+ 1. Hence Ei = bV ◦ d˜V (see proof
of Lemma 1.3). In particular, E1TE1 = (dimq V )ε(T )E1 = (dimq V ) trq(T )E1.
As the eigenvalues of T are known as well as the values of the traces of its
eigenprojections, via the formulas for the q-dimensions, relation (8) follows from
a straightforward computation. Relation (6) is checked similarly (or see [17,
Proposition 5.10]). ✷
As E(V ⊗2) is isomorphic to the trivial representation, the image of Ef
is isomorphic to Vm ⊗ V⊗f−2. This implies that the dominant weights in-
dexing the irreducible representations in this image are “old” weights. Thus,
Ef |(Vm⊗V ⊗f )new = 0. This implies that Eq. (9) becomes(
Rˇi − Rˇ−1i
)∣∣
(Vm⊗V ⊗f )new =
(
q − q−1)∣∣
(Vm⊗V⊗f )new . (10)
Let A˜f be the algebra generated by T and Rˇi , i = 1,2, . . . , f − 1, and
let (Af )new, respectively (A˜f )new, be the restrictions of the algebras Af ,
respectively (Vm ⊗ V⊗f )new. It is easy to check from the last equation that
(A˜f )new is a quotient of the Hecke algebra HBf of type Bf . Similarly, we define
by Pf (N,m)new the subset of Pf (N,m) consisting of all paths t = (λ(i)) for
which Vλ(i) is in (Vm ⊗ V⊗i )new for i = 0,1, . . . , f .
To show that (A˜f )new coincides with (Af )new, we need different represen-
tations of these algebras. These are obtained by using a q-version of the a gen-
eralization of the so-called Jucys–Murphy approach; this generalization can es-
sentially be found in [17,23]. Basically, it is a way to rederive representations of
the Hecke algebras of type B, which were already found by Hoefsmit [10]. As
we need the same arguments for certain specializations of these Hecke algebras
which are not explicitly covered in the previously mentioned papers, we will re-
view the construction here:
We define elements Mf ∈Af inductively by
M1 = T and Mf+1 = Rˇf (Mf ⊗ 1)Rˇf .
It follows from the braiding axioms that Mf+1 = RˇV ,Vm⊗V⊗f RˇVm⊗V⊗f ,V . In
particular, if W ⊂ Vm ⊗ V ⊗f is a simple submodule, then (Mf+1)|W⊗V =
RˇVW RˇWV . Moreover, the eigenvalues of (Mf+1)|W⊗V can be computed using
the tensor product decomposition of W ⊗ V and the formula in Proposition 1.2.
More precisely, let c(W) and c(V ) denote the values by which the Casimir acts
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on W and V , respectively. If W ⊗ V =⊕µ Vµ, and if pγ is the projection onto
the module Vγ with kernel the remaining summands, we obtain
(Mf+1)|W⊗V =
∑
µ
qc(µ)−c(W)−c(V )pµ. (11)
Lemma 2.5. For each t ∈ Pf (N,m)new there exists an idempotent 0 = pt ∈ A˜f ,
such that ptpt˜ = 0 for t = t˜ , and such that the image of pt is an irreducible Uqg-
module whose highest weight is labeled by the endpoint of t . Moreover, the image
of ∑t pt is equal to (Vm ⊗ V⊗f )new, where the summation goes over the paths
t in Pf (N,m)new.
Proof. We prove the claim by induction on f , with f = 1 being trivially true.
Now let t ∈ Pf+1(N,m)new, and let t ′ be the path in Pf (N,m)new obtained by
removing λ(f+1) from t . By induction assumption, pt ′ ∈ (A˜f )new exists, and its
image W is irreducible with highest weight λ(f ). By definition Mf+1 ∈Af+1, in
particular the operator RˇVW RˇWV is in A˜f+1. By Proposition 1.2 and Lemma 2.2,
it has as many distinct eigenvalues as W ⊗ V has irreducible components, except
possibly if N and m are even and λ(f )N = 0. Except for this special case, the
eigenprojections of RˇVW RˇWV coincide with the projections onto the irreducible
submodules in W ⊗V . We obtain from this the definition of pt as a subprojection
of pt ′ .
In the latter case, the Casimirs would only coincide for the irreducible
components of W ⊗ V with highest weights λ(f ) ± N . However, one checks
easily, using Lemma 2.1(b), that in this case only one of the 2 weights can be
new. Hence we can use the same argument as before for (A˜f )new. ✷
Let W(λ,f ) be a simple Af -module. By Lemma 2.1(f) and Lemma 2.5, we can
find a basis (vt ) for W(λ,f ) which is labeled by the paths t in Pf (N,m) with
endpoint λ, and such that vt spans the image of pt in W(λ,f ). It is easy to check
that W(λ,f ) is a simple (Af )new-module only if f (λ) = f (see Lemma 2.1(b)).
Moreover, if t : (λ(j)) is a basis path for W(λ,f ), we also have f (λ(j)) = j (i.e.
Vλ(j) appears for the first time in Vm ⊗ V ⊗j ). Then one easily checks that Rˇivt
is a linear combination of vt and at most one other basis vector, say vs; here
s coincides with t except for λ(i) (see Lemma 2.1(c)). The case with 1 path is
trivial, so we assume we have two paths. It follows from Eq. (11) and the proof of
the last lemma that
Mipt = qc(λ(i+1))−c(λ(i))−c(V )pt . (12)
By definition of Murphy element we have Mi = Rˇi(Mi−1 ⊗ 1)Rˇi , which implies
Rˇ−1i =M−1i Rˇi (Mi−1 ⊗ 1). Mi and Mi−1 ⊗ 1 act diagonally on the path basis,
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with the entries given by Eq. (12). Since Rˇi − Rˇ−1i = (q − q−1)1,
Rˇi −M−1i Rˇi(Mi−1 ⊗ 1)=
(
q − q−1)1.
Then the diagonal entries of Rˇi restricted to the paths s and t are given by
(
Rˇi
)
jj
= q − q
−1
1− q2c(λ(i)j )−c(λ(i+1))−c(λ(i−1))
, j ∈ {s, t}.
where λ(i)j is the ith diagram in the path j . It follows from Lemma 2.2 that the
two diagonal entries (Rˇi )jj , j ∈ {s, t} are distinct. Hence Rˇi acts on span{vs, vt }
as a matrix with eigenvalues q and −q−1. It follows that (Rˇi )ss(Rˇi)t t −
(Rˇi )st (Rˇi)ts =−1. Clearly (Rˇf )ss(Rˇf )t t = −1. Thus the off-diagonal entries are
nonzero.
Proposition 2.6. The algebra (Af )new = EndUqg((Vm ⊗ V ⊗f )new) is generated
by the restrictions of T and Rˇi , i = 1,2, . . . , f − 1 to (Vm ⊗ V⊗f )new.
Proof. The claim is proved by induction on f for N even. The case with N odd
can be done similarly. For f = 1, Vm ⊗ V ∼= (Vm ⊗ V )new. It decomposes into
the direct sum of two nonequivalent irreducible representations, see Eq. (7). On
the other hand, T has two distinct eigenvalues, hence must generate an algebra of
dimension at least 2.
Assume the proposition is true for f −1 ∈N. Let W(λ,f ) be a simple (Af )new-
module. We want to show that it is also a simple A˜f -module. It follows from
Lemma 2.1(e) that
W(λ,f ) ∼=
⊕
(µ,f−1)
W(µ,f−1)
as anAf−1-module, where the summation goes over all dominant weights µ with
f (µ) = f − 1 for which λ − µ is a weight in V . By induction assumption, all
modulesW(µ,f−1) are simple A˜f−1-modules. One checks from the tensor product
rules that for any two labels µ, µ˜ of the sum above, we can find paths s, t ending
in λ such that s(i) = t (i) for all i = f − 1, and s(f − 1) = µ, t (f − 1) = µ˜.
Hence vs ∈ W(µ,f−1) and vt ∈ W(µ˜,f−1). It follows from the discussion before
this proposition that Rˇf−1 acts on span{vs, vt } by a matrix with nonzero off-
diagonal entries. Hence W(µ,f−1) and W(µ˜,f−1) are in the same A˜f -submodule
of W(λ,f ). As µ, µ˜ were arbitrary, W(λ,f ) is an irreducible A˜f -module.
The equality (A˜f )new = (Af )new will follow as soon as we have shown that
the Af -modules W(γ,f ) and W(δ,f ) are also nonisomorphic as A˜f -modules, for
γ = δ, with f (δ) = f = f (γ ). This is easy to check directly for f = 0 and
f = 1. For f > 1 one can check that W(γ,f ) differs from W(δ,f ) already as an
A˜f−1-module by finding an A˜f−1-submodule of W(γ,f ) which does not appear
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in W(δ,f ). The argument is similar to the one used for the Hecke algebra of type A,
see, e.g., [31, Lemma 2.11(b)], thus we omit it here. ✷
Theorem 2.7. The algebra Af = EndUqsoN (Vm ⊗ V ⊗f ) is generated by the
elements T and Rˇi , i = 1,2, . . . , f − 1, where we assume m= 1 for N odd, and
m ∈N for N even. Moreover, we have:
(a) The algebra Af decomposes as Af ∼= Hf ⊕ 〈Af−1, eAf−1〉 where Hf is
a quotient of the Hecke algebra of type Bf and the second summand is Jones’
basic construction for Af−2 ⊂Af−1.
(b) The dimension of a simple (Af )λ-module can be computed inductively by the
restriction rule given by the tensor product rules for orthogonal groups.
(c) The weights of the Markov trace are given by(
dimq Vλ/dimq Vm(dimq V )f
)
λ∈Λf (N,m).
Proof. The proof of this theorem follows the same pattern which was used
already in [28]. It goes by induction on f with f = 0 being trivially true
and f = 1 already shown in Proposition 2.6. Assume that A˜j = Aj for
j = 0,1, . . . , f . Observe that V is self-dual, i.e. V ∼= V ∗. Hence we can
apply Proposition 1.4 with X = Vm ⊗ V⊗f−1, and with e being equal to
Ef /dimq V (see remarks at the beginning of Section 2.2). Then it follows from
Proposition 1.5 that EndUqg(Vm ⊗ V ⊗f+1)old is given by Af EfAf . Moreover,
by Proposition 2.6 also the restrictions of Af and A˜f to (Vm ⊗ V ⊗f+1)new
coincide. As Af+1 modulo the ideal generated by Ef satisfies the relations of
the Hecke algebra of type Bf+1, its action on (Vm ⊗V⊗f+1)new factors through
HBf+1. As both quotient and ideal are semisimple, the Hecke algebra quotient
splits as a direct summand. ✷
3. Generic weight formulas
In this section we will find general formulas for the q-dimension of irreducible
representations of so2n, for all n, whose number of factors will not depend on n.
This was done explicitly for so2n+1 in [28] for representations which exponentiate
to representations of SO(2n+ 1), i.e. whose highest weights are given by vectors
with integer entries; the analogous statement for so2n+1 follows easily from that
(see Lemma 3.1 below). Here we derive analogous results for representations
whose highest weights are given by vectors whose coordinates are half-integers.
Let us first briefly review the results in [28], as they will be needed here.
Let λ be a Young diagram. As usual, we refer to the box in the ith row and
j th column for λ by the ordered pair (i, j). The hook length h(i, j) for a Young
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diagram λ is defined by h(i, j)= λi − i+λ′j − j + 1. We also need the quantities
d(i, j), defined by
dλ(i, j)=
{−λ′i − λ′j + i + j − 1 if i  j,
λi + λj − i − j + 1 if i < j.
For fixed n, we shall also consider the following functions which were defined
in [28]:
Qλ(q) =
∏
(i,j)∈λ
i =j
[2n− 1+ dλ(i, j)]q
[h(i, j)]q
×
∏
(j,j)∈λ
[2n− 1+ λj − λ′j ]q + [h(j, j)]q
[h(j, j, )]q .
It is obvious from this formula that we can define a rational function Qλ(r, q)
depending on two variables r and q by substituting, for m ∈ N, [2n− 1 + a] by
(rqa − r−1q−a)/(q − q−1) in the formula above. Hence we obtain
Qλ(r, q) =
∏
(i,j)∈λ
i =j
rqdλ(i,j) − r−1q−dλ(i,j)
qh(i,j) − q−h(i,j)
×
∏
(j,j,)∈λ
rq
λj−λ′j − r−1q−λj+λ′j + qh(j,j,) − q−h(j,j)
qh(j,j) − q−h(j,j) . (13)
Lemma 3.1. In the following we identify a dominant integral weight λ of type
BCD with integer coefficients (as, e.g., in the notation of Section 1.2) with a Young
diagram in the obvious way:
(a) If g= so2n+1, dimq Vλ =Qλ(q2n, q).
(b) If g= so2n, dimq Vλ =Qλ(q2n−1, q), if λn = 0.
(c) If g= sp2n, dimq Vλ =Qλ(−q2n+1, q).
Proof. The statement has been proved for type B in [28, Section 5] (which led to
the derivation of the functions Qλ(r, q)); the analogous results for types C and D
will be proved at the end of Section 4.1. ✷
The formula for Qλ (for so2n) can also be rewritten as
Qλ(q) =
∏
(i,j)∈λ
i =j
[2n− 1+ dλ(i, j)]q
[h(i, j)]q
×
∏
(j,j)∈λ
[n+ λj − j ]q
(
q
n−1+j−λ′j + q−n+1−j+λ′j )
[h(i, j)]q . (14)
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Recall that the q-dimension of the highest weight Uqso2n-module Vλ is given by
dimq Vλ =
∏
1i<jn
[λi − λj + j − i]q [2n+ λi + λj − i − j ]q
[j − i]q [2n− i − j ]q . (15)
We will use the following equality in our computations below (see, e.g., [19]):
∏
1i<jn
[λi − λj + j − i]q
[j − i]q =
∏
(i,j)∈λ
[n+ j − i]q
[h(i, j)]q . (16)
We shall also need the following observation, where α is a Young diagram:
∏
(j,j)∈α
[n+ αj − j ]q
[n− 1− α′j + j ]q
=
∏
(i,j)∈α
[n+ j − i]q
[n+ j − i − 1]q . (17)
To see that this is true observe that
l(α)∏
i=1
[n+ αi − i]q
[n− i]q =
∏
(i,j)∈α
[n+ j − i]q
[n+ j − i − 1]q =
α1∏
j=1
[n+ j − 1]q
[n− 1− α′j + j ]q
;
indeed, we obtain the equality of the first and second expression by taking the
products of the boxes of each row separately; the second equality follows similarly
by taking products over columns. Now we can cancel each factor in the first
expression for which αi < i with a factor in the denominator. Similarly, factors
for which α′j < j cancel with factors in the numerator of the third expression.
After carrying out these cancellations, the first and the third expression become
products where the numerators in both cases only consist of factors of the form
[n+ y] with y > 0 and the denominators consist of factors of the form [n+ y]
with y < 0. Hence they have to be the same (where n is viewed as a variable).
The last observation we need is as follows: It is well known that the sets
{λi − i: i = 1, . . . , λ′1} and {i − 1 − λ′i : i = 1, . . . , λ1} are mutually disjoint and
the smallest number in the union of these two sets is −λ′1 (these are the differences
of x-coordinate minus y-coordinates of the corners of λ). Let c= max{i: λi  i}.
It is easy to see that the negative numbers in these 2 sets are given by {λi − i: i =
c+ 1, . . . , λ′1} and {i − 1− λ′i : i = 1, . . . , c}. Hence we obtain{
λi − i: i = c+ 1, . . . , λ′i
}∩ {i − 1− λ′i : i = 1, . . . , c}
= {−1,−2, . . . ,−λ′1}. (18)
For the connection between λ and α, viewed as Young diagrams, see Fig. 9.
Lemma 3.2. If λ= (m/2+ α1, . . . ,m/2+ αl(α),m/2, . . . ,m/2), then
dimq Vλ
dimq Vm
=Q(α,∅) =
∏
(i,j)∈α
[n+ j − i]q[2n− 1+m+ d(i, j)]q
[h(i, j)]q [n+m+ j − i − 1]q
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where
d(i, j)=
{
αi + αj − j − i + 1 if i > j,
−α′i − α′j + j + i − 1 if i  j.
Proof. The proof is by induction on m. For m = 0, it follows from Eq. (15),
Lemma 3.1(b) and Eq. (14) that
dimq Vλ =
∏
1i<jn
[αi − αj + j − i]q[2n+ αi + αj − i − j ]q
[j − i]q[2n− i − j ]q
=
∏
(i,j)∈α
i =j
[2n− 1+ d(i, j)]q
[h(i, j)]q
×
∏
(j,j)∈α
[2n− 1+ αj − α′j ]q + [h(j, j)]q
[h(j, j, )]q
=
∏
(i,j)∈α
[2n− 1+ d(i, j)]q
[h(i, j)]q
×
∏
(j,j)∈α
[n+ αj − j ]q(qn−1+j−α
′
j + q−n+1−j+α′j )
[2n− 2− 2α′j + 2j ]q
=
∏
(i,j)∈α
[2n− 1+ d(i, j)]q
[h(i, j)]q
∏
(j,j)∈α
[n+ αj − j ]q
[n− 1− α′ + j ]q .
Therefore, by Eq. (17) we have our result:
dimq Vλ =
∏
(i,j)∈α
[n+ j − i]q [2n− 1+ d(i, j)]q
[h(i, j)]q [n+ j − i − 1]q .
If m= 1 we use Lemma 3.1(a). The q-dimension of an so2n+1-module Vα , where
α is an integer weight of so2n+1, can be written explicitly as
α′1∏
i=1
[n+ 1/2+ αi − i]q
[n+ 1/2− i]q
×
∏
1i<jn
[2n+ 1+ αi + αj − i − j ]q[αi − αj + j − i]q
[2n+ 1− i − j ]q[j − i]q .
By the already mentioned lemma, this is equal to Qα(q2n, q), which we can write
as ∏
(j,j)∈α
[n+ 1/2+ αj − j ]q
[n+ 1/2+ j − 1− α′j ]q
∏
(i,j)∈α
i =j
[2n+ d(i, j)]q
[h(i, j)]q .
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Combining Eq. (17) and the equation below it, we obtain
α′1∏
i=1
[n+ 1/2− i]q
[n+ 1/2+ αi − i]q
∏
(j,j)∈α
[n+ 1/2+ αj − j ]q
[n+ 1/2+ j − 1− α′j ]q
= 1.
Therefore, we have
dimq V+α
dimq V
=
∏
1i<jn
[2n+ 1+ αi + αj − i − j ]q [αi − αj + j − i]q
[2n+ 1− i − j ]q [j − i]q
=
∏
(i,j)∈α
[2n+ d(i, j)]q
[h(i, j)]q .
This proves the lemma for m= 1. Let now m 2. By induction assumption, the
claim is true for m− 2 and for all n. By Eq. (15) we have
Q(α,∅) =
∏
1i<jn
[αi − αj + j − i]q[2n+m+ αi + αj − i − j ]q
[j − i]q[2n+m− i − j ]q .
By (16) it will suffice to show that
∏
1i<jn
[2n+m+ αi + αj − i − j ]q
[2n+m− i − j ]q
=
∏
(i,j)∈α
[2n− 1+m+ d(i, j)]q
[n+m+ j − i − 1]q . (∗)
Note that we can rewrite the left-hand side of (∗) as
∏
1i<jn+1
[2(n+ 1)+m− 2+ αi + αj − i − j ]q
[2(n+ 1)+m− 2− i − j ]q
×
n∏
i=1
[n+m− 1− i]q
[n+m+ αi − 1− i]q .
Since we know that our claim is true for m− 2 and n+ 1, we use the inductive
step for the first product in our expression (and some obvious cancellations for
the second product) to obtain
∏
(i,j)∈α
[2n− 1+m+ d(i, j)]q
[n+m− 2− i + j ]q
l(α)∏
i=1
[n+m− 1− i]q
[n+m+ αi − 1− i]q .
Observe that the terms for j = 1 in the denominator of the first product cancel
with the numerators of the second product. The denominator of the remaining
product can be rewritten as
R.C. Orellana, H.G. Wenzl / Journal of Algebra 253 (2002) 237–275 261
l(α)∏
i=1
[n+m+ αi − 1− i]q
αi∏
j=2
[n+m− 2− i + j ]q
=
∏
(i,j)∈α
[n+m+ j − 1− i]q.
This proves our claim. ✷
Lemma 3.3. If λ= (m/2, . . . ,m/2,m/2− βl(β), . . . ,m/2− β1), then
dimq Vλ
dimq Vm
=Q(∅,β) =
∏
(i,j)∈β
[n+ j − i]q[m− 1− d(i, j)]q
[h(i, j)]q[n+m+ i − j − 1]q ,
where d(i, j) is as in the previous lemma.
Proof. Observe that substituting λi =m/2− βn+1−i into Eq. (15) we obtain
dimq Vλ
dimq Vm
=
∏
1i<jn
[βn+1−j − βn+1−i + j − i]q
[j − i]q
× [2n+m− βn+1−i − βn+1−j − i − j ]q[2n+m− i − j ]q .
Now reindex as follows: i→ n+ 1 − j and j → n+ 1 − i , and substitute m by
−2n−m′ + 2. This gives
Qλ/m =
∏
1i<jn
[βi − βj + j − i]q[2n+m′ − βj − βi + i + j ]q
[j − i]q[2n+m′ + i + j ]q .
By the previous lemma we have that
∏
1i<jn
[2n+m′ + βi + βj − i − j ]q
[2n+m′ − i − j ]q =
∏
(i,j)∈β
[2n− 1+m′ + d(i, j)]q
[n+m′ + j − i − 1]q .
Substituting back m′ by −2n + 2 − m in this equation and multiplying both
numerator and denominator by −1, we get∏
1i<jn
[m− βi − βj + i + j − 2]q
[m+ i + j − 2]q =
∏
(i,j)∈β
[m− 1− d(i, j)]q
[n+m+ i − j − 1]q .
Thus we have the desired result. ✷
We can now formulate the main result of this section. Its importance comes
from the fact that the number of factors for the functions dimq Vλ no longer
depend on n.
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Theorem 3.4. Let Q(α,∅) and Q(∅,β) be as in Lemmas 3.2 and 3.3, let λ =
[m/2 + α1, . . . ,m/2 + αl(α),m/2, . . . ,m/2,m/2 − βl(β), . . . ,m/2 − β1]. Then
dimq Vλ/dimq Vm can be expressed only in terms of the Young diagrams α and
β by the function Q˜(α,β) defined by
Q˜(α,β)(q) :=Q(α,∅)Q(∅,β)
l(α)∏
i=1
l(β)∏
j=1
[n+ αi + βj − i − j + 1]q
[n+ αi − i − j + 1]q
× [n+m+ αi − βj + j − i − 1]q[n+m+ αi + j − i − 1]q
×
l(α)∏
i=1
l(β)∏
j=1
[n− i − j + 1]q[n+m+ j − i − 1]q
[n+ βj − i − j + 1]q[n+m− βj + j − i − 1]q .
(19)
Proof. The proof consists of checking that dimq Vλ/Q(α,∅)Q(∅,β) is given by the
two double products on the right-hand side. This is straightforward, and is left to
the reader. ✷
Similarly as in the beginning of this section, we derive a rational function
in several variables from the formula in the previous theorem. We do this by
replacing expressions of the form [n + a] by (r1/2qa+1/2 − r−1/2q−a−1/2)/
(q − q−1) and [n + m − 1 + a] by (r ′qa − (r ′)−1q−a)/(q − q−1). To prove
theorems for the resulting functions, we use the following simple Zariski-density
argument.
Lemma 3.5. Let Q1, Q2 be two rational functions in three variables over the
field F which contains infinitely many elements. Then Q1 =Q2 if and only if the
following holds:
There exists an infinite subset I ⊂ Z, and for each n ∈ I there exists an infinite
set Jn such that Q1(q, qn, qm)=Q2(q, qn, qm) for each n ∈ I and m ∈ Jn.
The following theorem now is an easy consequence of Theorem 3.4.
Theorem 3.6. There exist for any pair (α,β) of Young diagrams a rational
function Q(α,β) in three variables q , r , r ′, obtained from Q˜(α,β) by the
substitutions just described. Q(α,β) no longer depends on n and m. Moreover,
its zeros and poles all are either at q a root of unity or for r or r ′ being ± an
integer power of q .
Corollary 3.7. Let (α,β) be a pair of Young diagrams. Then ∑(γ ,δ) Q(γ,δ) =
xQ(α,β), where the summation goes over all pairs (γ, δ) obtained by adding or
removing a box to/from one of the two diagrams α or β .
R.C. Orellana, H.G. Wenzl / Journal of Algebra 253 (2002) 237–275 263
Proof. If r = q2n−1 and r ′ = q2n+2m−2, with n,m& f , the claim follows from
the branching rule, Eq. (6), and the formulas for the dimension functions (again,
Fig. 9 may be helpful for translating weights into pairs of Young diagrams). ✷
4. The BMW algebras
4.1. The BMW algebra of type A
The BMW algebra BMWf (q, r) is the algebra over the fieldC(q, r) of rational
functions in two variables r and q given by generators g1, . . . , gf−1 which are
assumed to be invertible and satisfy the following relations:
(1) gigi+1gi = gi+1gigi+1;
(2) gigj = gj gi for |i − j |> 1;
(3) eigi = r−1ei;
(4) eig±1i−1ei = r±1ei;
where ei is defined by the equation(
q − q−1)(1− ei)= gi − g−1i .
From this equation one obtains that ei satisfies the relation
e2i = xei where x =
r − r−1
q − q−1 + 1.
One can also show using the defining relations that the gi ’s satisfy the cubic
relation(
gi − r−1
)(
gi + q−1
)
(gi − q)= 0.
Thus the eigenvalues of gi are r−1, −q−1 and q .
It was shown in [2] (see also [20]) that the ideal If ⊂ BMWf generated
by ef−1 is isomorphic to Jones’ basic construction for BMWf−2 ⊂ BMWf−1.
Moreover, the quotient BMWf /If is isomorphic to the Hecke algebra Hf (q2)
and it splits. One deduces from this easily, using Theorem 1.1, that the irreducible
representations of BMWf are indexed by partitions of f − 2k where 0  k 
'f/2(. The Bratteli diagram for the sequence of algebras (BMWf )f can be
constructed by taking these partitions as the vertices. A partition λ in level f
is connected by an edge to a partition µ in level f + 1, if µ can be obtained from
λ by adding a box to λ or removing a box from λ.
There also exists a trace functional tr on BMWf , the Markov trace, defined
inductively by tr(1)= 1, tr(g±1i )= r±1/x , where x = 1 + (r − r−1)/(q − q−1),
i = 1,2, . . . , f − 1, and by tr(ag±1f−1b) = tr(g±1f−1) tr(ab) for a, b ∈ BMWf−1.
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Fig. 8. Bratteli diagram for BMW algebra.
The existence of this trace was originally derived from knot theory, using the
existence of the Kauffman link polynomial. We shall sketch a purely algebraic
proof of this fact below; this will also serve as an outline for the proof of analogous
statements for the B-BMW algebras, to be carried out later in this paper. The
following theorem was proved in [28, Theorem 5.5].
Theorem 4.1. The Markov trace tr on BMWf has the weight vector
(Qλ(r, q)/x
f )λ; here Qλ(r, q) is the rational function defined in Eq. (13), λ runs
through all partitions of f − 2k, where 0  k  'f/2(, and x = 1 + (r − r−1)/
(q − q−1).
The importance of the algebras BMWf comes from the fact that one
obtains homomorphisms of certain specializations of them into End(V⊗n) via
R-matrices; here V is the vector representation of an orthogonal or symplectic
quantum group. More precisely, if g= sok , the braid representation given by the
R-matrices (see Eq. (3)) factors through BMWf (qk−1, q), while for g = spk , it
factors through BMWf (−qk+1, q).
Proof of Lemma 3.1. It was already shown in Section 2.2 that gi → Rˇi defines
a homomorphism from BMWf (q2n−1, q) into EndUqso2n(V ⊗f ). Similarly, one
obtains homomorphisms from BMWf (q2n, q) into EndUqso2n+1(V⊗f ) and from
BMWf (−q2n+1, q) into EndUqsp2n(V ⊗f ) (this has been observed before by
a number of authors, including Reshetikhin and Turaev [25]). Let trq be the
normalization of the functional Trq , defined on End(V ⊗f+1). It follows from
Proposition 1.4, (b) and (c), that tr((a ⊗ 1)(1f−1 ⊗ Rˇf )) = tr(a) tr(Rˇf ). One
deduces that trq pulls back to the Markov trace tr under the homomorphisms
described above. Comparing tensor product rules with the restriction rule for
BMWf , one checks that EndUqg(V⊗f ) has the same dimension as BMWf for
g= so2n+1 and for g= sp2n for all f ∈ N; the same is true for g= so2n as long
as f < n. ✷
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4.2. The BMW algebra of type B
This algebra was first defined by Häring-Oldenburg [9]. The BMW algebra of
type B, BBf (q, r,R) is the algebra over the field C(q, r,R) of rational functions
in three variables r , q , and r ′, defined by generators t, g1, . . . , gf−1 which satisfy
relations (1)–(4) as the BMW algebra of type A and in addition the following
relations:
(5) tg1tg1 = g1tg1t,
(6) t2 = (r ′ + 1)t − r ′,
(7) gi t = tgi for i > 1,
(8) tg1te1 = r ′q−1e1,
(9) e1te1 = (r
′ − 1)(r − q−1)
q − q−1 e1.
Lemma 4.2. Define t1 = t and ti+1 = gi · · ·g1tg1 · · ·gi for i > 1. Then we have
(a) gf tf ef = q−1r ′t−1f ef .
(b) Let y ∈ BBf−1 be such that there exists an element εf−2(y) ∈ BBf−2
satisfying ef−1yef−1 = εf−2(y)ef−1. Then
ef gf−1yg−1f−1ef = ef g−1f−1ygf−1ef = ef εf−2(y).
(c) ef tf ef = εf (tf )ef , where one can define εi(ti ) ∈BBi inductively by ε1(t)=
tr(t) and εi(ti )= εi−1(ti−1)+ (q − q−1)(rti−2 − q−1r ′t−1i−2).
(d) tf+1ef = r ′r−1q−1t−1f ef .
Proof. The proofs go by induction on f . Observe that tf = gf tf−1gf . For (a),
the claim follows for f = 1 from relation (8). Using g±1f−1ef = g∓1f ef−1ef and
gf gf−1g−1f = g−1f−1gf gf−1, we obtain
gf tf ef = gf gf−1tf−1g−1f ef−1ef = g−1f−1gf gf−1tf−1ef−1ef
= q−1r ′g−1f−1gf t−1f−1ef−1ef = q−1r ′t−1f ef .
The l.h.s. of statement (b) is equal to
ef gf−1gf yg−1f gf−1ef = ef ef−1yef−1ef = εf−2(y)ef ,
using ef ef−1ef = ef . Using gf−1 = g−1f−1 + (q− q−1)(1− ef−1), we obtain for
(c)
ef tf ef = ef
[
gf−1tf−1
(
g−1f−1 +
(
q − q−1)(1− ef−1))]ef
= ef εf−1(tf−1)+
(
q − q−1)(ref tf−1 − q−1r ′ef t−1f−1ef−1ef ).
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From this follows the claim for (c). Part (d) can be easily reduced to part (a) using
the inductive formula for tf . ✷
Proposition 4.3. (a) BBf+1ef = BBf ef .
(b) Any element of BBf+1 which is in the ideal generated by ef can be written
as a linear combination of elements of the form aef b, with a, b ∈BBf .
(c) Any element in BBf+1 can be written as a linear combination of elements
of the form aχb, with a, b ∈BBf and χ ∈ {1, gf , ef , tf+1}. In particular,BBf+1
is finite dimensional for all f .
Proof. The claims are shown by induction on f . Part (a) follows from Lemma 4.2,
using the induction assumption from part (c). Part (b) is shown similarly by ob-
serving that the proofs of Lemma 4.2 also work for simplifying expressions ob-
tained by multiplying generators from the right. Hence statement (c) also holds
for elements in the ideal generated by ef . The quotient of BBf+1 modulo this
ideal is isomorphic to the Hecke algebra of type Bf+1. For these algebras the
claim has already been shown in [8] (where our ti is denoted by t ′i ). ✷
In order to show that the inclusion BBf →BBf+1 is injective, we will use the
algebras Af .
Lemma 4.4. The map gi → Rˇi , t → T induces a homomorphism of the
specialization BBf (q, q2n−1, q2n+2m−2) into Af .
Proof. It suffices to check that relations (1)–(9) are preserved. This follows
from Proposition 2.4 for all relations except (8). This relation is probably easiest
checked using the tangle formalism (see [14,27]), or, equivalently, the braiding
axioms. We give here an algebraic proof. Observe that both Vm+ε1 ⊗ V and
Vm−εn ⊗V contain a submodule isomorphic to Vm with multiplicity one. Hence
Vm appears in Vm ⊗ V ⊗2 with multiplicity 2 and the highest weight vectors
of these two submodules span a 2-dimensional A2-module. Moreover, in this
module, Rˇ1 has eigenvalues q1−2n and −q−1, and its action coincides with the
one of
−q−11+ r
−1(1+ q−1)
r − r−1 + q − q−1E1.
Substituting this expression into relation (8) for g1 and using relations (7) and (8)
of Proposition 2.4 we arrive at the claim. ✷
In order to relate our results about Af to BBf we shall need a different
labeling set for the simple components of Af . Let us introduce the following
notation (where α,β are Young diagrams):
Γ (2n,m)= {(α,β): α′1 + β ′1  n, β1 + β2 m, β2 <m/2},
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and
Γf (2n,m)=
{
(α,β) ∈ Γ (2n,m): |α| + |β| = f − 2i, i = 0,1, . . .}.
Lemma 4.5. There exists a 1–1 correspondence between the elements Γf (2n,m)
as defined here, and the ones of Λf (2n,m) as defined in Section 2.1, for
n,m& f . In particular, we have
(a) The simple components of (Vm ⊗ V ⊗f )new are labeled by the elements
(α,β) ∈ Γ (2n,m) for which |α| + |β| = f .
(b) Let W(α,β,f ) denote a simple Af -module. Then its dimension can be
computed inductively by the restriction rule
W(α,β,f ) ∼=
⊕
(α′,β ′,f−1)
W(α′,β ′,f−1),
where the summation goes over all pairs (α′, β ′) which can be obtained by
removing/adding one box from/to one of the diagrams α or β .
(c) For n,m& f , the set Γf (2n,m) does not depend on the particular choice of
n and m, and will be denoted by Γf . It consists of all pairs (α,β) for which
f − |α| − |β| is nonnegative and even.
Proof. Recall the description of the set P+ of dominant integral weights of so2n
from Section 1.2. The bijection between elements of P+ and of Λ(2n,m) follows
from Fig. 9, where β is obtained by rotating β∗ by 180 degrees. The restriction
rule follows from the branching rule by induction, where adding ±εi corresponds
to adding or removing a box from the given diagram. This proves (b). In particular,
we also obtain the correct description of the labeling set from the branching rule
by induction, from which we get (a). ✷
Fig. 9.
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In the following, we want to determine the structure of BBf (q, r, r ′). We
thereby reprove results obtained by Häring-Oldenburg; in addition, we can also
determine for which values of q , r , r ′ the algebra BBf (q, r, r ′) is semisimple.
For the next lemma, we will assume that BBf−1 ⊂ BBf has the same
inclusion diagram and the same dimensions as Af−1 ⊂Af , with n and m large.
This is certainly satisfied for f = 1, with BB0 and A0 being the 1-dimensional
algebras over their respective ground fields, and BB1 and A1 being the direct
sum of two copies over their respective ground fields. Observe that the functions
in Section 3 can now be used to define a trace functional tr over BBf , whose
restriction to BBf−1 is given by the corresponding weight functions. As these
weight functions are nonzero, also the restriction of tr to BBf−1 is nondegenerate.
Let εf−1 be the conditional expectation defined by tr.
Lemma 4.6. With the assumptions just stated, and with x = 1 + (r − r−1)/
(q − q−1), we have
(a) ef bef = xεf−1(b)ef for all b ∈ BBf .
(b) The inclusion BBf →BBf+1 is injective.
(c) The ideal generated by ef in BBf+1 is isomorphic to Jones’ basic
construction for BBf−1 ⊂ BBf with respect to tr.
Proof. We prove the lemma by induction on f , with the claims being trivially
true for f = 0 and f = 1. Observe that for specializations r = qk , r ′ = ql with k
and l sufficiently large, for which we have a homomorphism into Af for suitable
choices of n and m, we have ef bef (q, qk, ql) = (xεf−1(b))(q, qk, ql). Indeed,
this is known for its image in Af , and hence follows for its pull-back, which does
not change traces or conditional expectations. Let now b′ be an expression in the
generators of BBf−1 such that ef bef = xb′ef , which exists by Proposition 4.3.
Then tr(db′)(q, qk, ql)= tr(dεf−1(b))(q, qk, ql) for all d ∈ BBf−1, and all k, l
sufficiently large. Hence b′ = εf−1(b) by Lemma 3.5, which shows (a).
It follows from Lemma 4.2 that there exists, for any b ∈ BBf an element
bg ∈ BBf such that gf bef = bgef . Let us show that bg does not depend on
which relations we used to get this equality. This is done as before by checking
the claim for a Zariski-dense subset of the parameters. Let b˜g ∈ BBf be another
element such that b˜gef = gf bef . We know that bg = b˜g for r = qk , r ′ = ql , for
k, l sufficiently large. Hence
tr(dbg)
(
q, qk, ql
)= tr(db˜g)(q, qk, ql) for all d ∈BBf−1.
Hence tr(dbg) and tr(db˜g) describe the same rational functions for any d ∈ BBf ,
by Lemma 3.5, and we get bg = b˜g from the nondegeneracy of tr. This shows that
the action of gf on BBf is well-defined.
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It remains to check that the linear operator defined by gf is compatible with
the relations for BBf+1. E.g. for checking the braid relations, it suffices to show
that
tr
(
d
[
(gf gf−1gf )b
])= tr(d[(gf−1gf gf−1)b])
for all b, d ∈ BBf ; here [(gf gf−1gf )b] and [(gf−1gf gf−1)b] are elements in
BBf defined by the action of gf and left multiplication by gf−1. This can be
shown in exactly the same way as the well-definedness of the action of gf , using
the fact that we already know equality for the specializations Af . The other
relations are checked in the same way. Hence we have obtained a representation
of BBf+1 whose restriction to BBf is injective. This implies (b).
It follows from (b) that the conditions for Theorem 1.1 are satisfied for the
inclusion BBf−1 ⊂ BBf together with the projection e = (1/x)ef . So the ideal
generated by ef in the algebra generated by BBf and ef is isomorphic to Jones’
basic construction for BBf−1 ⊂ BBf . On the other hand, this ideal coincides
with the ideal generated by ef in BBf+1, by Proposition 4.3(b). Statement (c) is
proved. ✷
We can now prove the following theorem, all of whose statements, except for
the second sentence in (c) can be found in work of Häring-Oldenburg, see [9].
Theorem 4.7. (a) The algebraBBf decomposes asBBf ∼=Hf ⊕〈BBf−1, eBBf−1〉
where Hf is the generic Hecke algebra of type B and the second summand is
Jones’ basic construction for BBf−2 ⊂ BBf−1.
(b) The algebra BBf is semisimple, with the simple components labeled by the
elements in Γf . The dimension of a simple (BBf )(α,β)-module can be computed
inductively by the restriction rule.
(c) There exists a well-defined faithful trace tr on the inductive limit of
the algebras BBf such that tr(g±1f b) = tr(g±1f ) tr(b) for all b ∈ BBf . If p is
a minimal idempotent in (BBf )(α,β), tr(p)=Q(α,β)/xf , with x = 1+ (r− r−1)/
(q − q−1), and with Q(α,β) as in Theorem 3.6.
Proof. The theorem is proved by induction on f with f = 0 and f = 1 being
trivially true. Recall that the quotient of BBf+1 modulo the ideal generated by
ef is isomorphic to the Hecke algebra HBf+1 of type B. On the other hand,
we obtain a representation of BBf+1 on BBf in the previous lemma. Both
representations are semisimple. Moreover, on each simple BBf+1-submodule of
BBf the element ef acts nonzero. Hence it cannot be a simple HBf -module,
and the Hecke algebra quotient has to split. Moreover, we already know that the
dimensions of the basic construction part and the Hecke algebra add up to 2nn!!,
from which we get (a). Also, part (b) follows from the restriction rules for the
basic construction and the Hecke algebras of type B.
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To prove part (c), we extend the trace tr via our weight formulas to BBf+1.
This is well-defined by Corollary 3.7 (see also Section 1.1). Observe that this
trace is well-defined for all specializations r = q2n−1, r ′ = q2m+2n−2 for which
the functions Q(α,β) are nonzero for all (α,β) ∈Λf ∪Λf−1. It is easy to see that
for n and m sufficiently large, these conditions are satisfied. As tr satisfies the
Markov property for all these specializations, it must hold as well for the generic
case. ✷
We obtain, as a corollary of the proof of the theorem above and of Theorem 3.6,
the following theorem.
Theorem 4.8. Let ζ,ρ,ρ′ ∈ C, and let BBf (ζ,ρ,ρ′) be the complex algebra
defined as before BBf with substitutions q = ζ , r = ρ, and r ′ = ρ′. Then
BBf (ζ,ρ,ρ
′) is semisimple for all values ζ,ρ,ρ′ for which ζ is not a root of
unity, and for which Q(α,β)(ζ, ρ,ρ′) = 0 for all (α,β) ∈Λf ∪Λf−1. This is the
case, in particular, if ρ and ρ′ are not equal to ± a power of ζ .
5. Classical limit: q→ 1
In this section we assume q to be a complex number. We consider the limit
of the BMW algebra of type B for r and r ′ powers of q as q → 1. We obtain
a ‘degenerate’ version of our algebra, similarly as one obtains a degenerate affine
Hecke algebra from the affine Hecke algebra of type A (see [4,7]), by essentially
the same method.
5.1. Degenerate Hecke algebra of type B
Definition 5.1. The degenerate Hecke algebra HBdf of type Bf depends on
a parameter k and is given by generators 1,p, s˜1, s˜2, . . . , , s˜f−1 and relations
(1) s˜1, s˜2, . . . , s˜f−1 satisfy the relations of simple reflections of the symmetric
group Sf ;
(2) p2 = kp;
(3) ps˜1ps˜1 + 2ps˜1 = s˜1ps˜1p+ 2s˜1p and ps˜i = s˜ip for i > 1.
As reviewed in Section 2.2, Hoefsmit [10] defined explicit matrix represen-
tations for the Hecke algebra of type B indexed by pairs of Young diagrams. He
wrote matrices with entries in C(q, r ′) for each generator t, g1, . . . , gf−1. The im-
ages of gi , i = 1,2, . . . , f − 1, are well-defined at q = 1 and satisfy the relations
of simple reflections of the symmetric group Sf . The image of t is given by a di-
agonal matrix with eigenvalues r ′ and 1. Setting r ′ = qk , for k a formal parameter,
and differentiating with respect to q at q = 1, we obtain a matrix with eigenvalues
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k and 0. It is now easy to check that this matrix together with the images of gi
at q = 1 satisfy the relations of the degenerate Hecke algebra HBdf (observe that
relation (3) can be checked within HBd2 , which has four 1-dimensional and one
2-dimensional representation). Thus, for every representation of HBf (q, qk) we
get a representation of HBdf .
Proposition 5.2. The degenerate Hecke algebra HBdf has the same dimension
and the same decomposition into simple matrix rings as the Hecke algebra of
type Bf .
Proof. It follows from the discussion before this theorem that we obtain a rep-
resentation of HBdf for each representation of the Hecke algebra HBf (q, qk).
It is not hard to deduce from this the existence of a collection of mutually
non-isomorphic irreducible representations of HBdf , labeled by ordered pairs
of Young diagrams (α,β) for which |α| + |β| = f ; the proof follows the one
for HBf (q, qk) word for word (see, e.g., Proposition 2.6). Hence dimHBdf 
dimHBf = 2f f !.
The proposition is proved as soon as it is shown that dimHBdf  dimHBf .
To do so, we define elements pj = s˜j · · · s˜1ps˜1 · · · s˜j for j = 0,1,2, . . . , f − 1,
where p0 = p. Moreover, we define the set Ri = {s˜f−1 · · · s˜i , s˜f−1 · · · s˜ipi−1:
1  i  f } (where R1 = {1,p}). We claim that a spanning set S of HBdf is
given by {r1 · · · rf : ri ∈ Ri}. As S contains the generators of HBdf , it suffices
to show that multiplication of an element in S by a generator results in a linear
combination of elements in S. This is straightforward to check. Alternatively, it
can also be deduced from a similar statement for the Hecke algebra HBf (q, qk):
it is known that one obtains a basis of the Hecke algebraHBf (q, qk) by replacing
the elements in our set above by the elements in HBf (q, qk) obtained by
substituting each occurrence of s˜i by gi , and each pj by t ′j = gj · · ·g1tg−11 · · ·g−1j
(see [8]). As the relations of HBdf are the same as the ones of HBf after these
substitutions, modulo words of shorter length (compare with Section 1.5), the
proof for HBdf can be deduced from the one for HBf (q, qk). ✷
Now we compare this algebra with the degenerate affine Hecke algebra. This
algebra is generated by the group algebra C[Sn] and the pairwise commuting
elements v1, v2, . . . , vn subject to the relations
sivl = vlsi , l = i, i + 1,
sivi − vi+1si =−1, sivi+1 − visi = 1, (20)
where the si ’s denote the elementary transpositions in Sn. We will denote this
algebra by Hn. We need the following simple lemma.
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Lemma 5.3. Let A(q) be a matrix whose coefficients are differentiate functions
in q . We assume A(q) to be diagonalizable in a neighborhood of 1 such that its
eigenvalues are of the form qni , i = 1,2, . . . , with eigenprojections pi(q), such
that pi(1) is also well-defined. Then A′i (1)=
∑
i nipi(1).
The proof of the lemma is straightforward, using that
∑
i p
′
i (q)= d/dq(1)= 0.
We now define elements in HBdf as follows:
xi+1 = lim
q→1
(
d
dq
1
2
ti+1
)
, i = 1, . . . , f − 1, (21)
where ti+1 = gi · · ·g1tg1 · · ·gi and t1 = t . Notice that since limq→1 ti = 1,
xi+1 = lim
q→1
1
2
(
g′i tigi + git ′i gi + gitig′i
)= 1
2
(
2s˜ixi s˜i + lim
q→1
(
g2i
)′)
.
It follows from Lemma 5.3 that limq→1(g2i )′ = 2s˜i (as the eigenvalues of g2i
are q±2). Hence xi+1 = s˜ixi s˜i + s˜i , from which one easily deduces relation (20).
These observations imply the following proposition.
Proposition 5.4. The map si → s˜i , and vi → xi defines a surjective homomor-
phism from Hf onto HBdf .
5.2. The degenerate Brauer algebra of type B
Similarly as for the Hecke algebra, we can define a degenerate Brauer algebra
of type B as the limit of BBf as q → 1 when r ′ = q2n+2m−2 and r = q2n−1;
here ei will be a multiple of the eigenprojection of gi for the eigenvalue q1−2n at
q = 1, and p will be the derivative of t at q = 1. The image of the element ei in
End(Vm ⊗ V ⊗f ) is equal to Ei (see Section 2.2), which is also well-defined for
q = 1. It then corresponds to a certain graph in Brauer’s centralizer algebra (see
[3,29]). It is not hard to check that one obtains the following relations.
Definition 5.5. The degenerate reduced Brauer algebra DBdf of type B depending
on two parameters m and n is defined via generators 1,p, s˜1, . . . , s˜f−1, e1, e2,
. . . , ef−1 and relations
(1) ei ’s and s˜i ’s satisfy the relations as for the generators of the Brauer
algebra (see [3]).
(2) ps˜1ps˜1 + 2ps˜1 − 2pe1 = s˜1ps˜1p+ 2s˜1p− 2e1p;
(3) p2 = 2(n+m− 1)p;
(4) e1pe1 = 2n(m+ 2n− 2)e1;
(5) ps˜1pe1 = (2n− 2)pe1, e1ps˜1p = (2n− 2)e1p;
(6) ps˜i = s˜ip, eip = pei, i > 1.
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Proposition 5.6. The degenerate Brauer algebra DBdf of type B has the same
dimension and the same decomposition into simple matrix rings as BBf .
Proof. The proof is an adaptation of the analogous proof forBBf . It is immediate
that DBdf modulo the ideal I generated by the ei , i = 1,2, . . . , f − 1, is
isomorphic to the degenerate Hecke algebra of type B. One also observes that
I itself is isomorphic to Jones’ basic construction for DBdf−2 ⊂ DBdf−1, with
respect to the Markov trace (which is also defined in the limit q → 1). One can
now proceed as in the proof of Theorem 2.7(a), checking that all the arguments
there also work in the limit q→ 1. The same also works for the image of DBf−1
in Endso2n (Vm ⊗ V ⊗f ) (see the corollary below). We will omit the details. ✷
Corollary 5.7. Let  be the highest weight for a spinor representation of so2n.
Then the algebra Endso2n (Vm ⊗ V⊗f ) is a quotient of the degenerate Brauer
algebra of type B. A similar statement holds for so2n+1 if m= 1.
Nazarov [21] has defined the degenerate affine Brauer algebra generated by
the Brauer algebra B(f,N) (generated by si and s¯i , 1  i  f − 1) along with
pairwise commuting elements y1, . . . , yn and central elements w1,w2, . . . subject
to the following relations:
skyl = ylsk, s¯kyl = yls¯k, l = k, k + 1, (22)
skyk − yk+1sk = s¯k − 1, skyk+1 − yksk = 1− s¯k, (23)
s¯k(yk + yk+1)= 0, (yk + yk+1)s¯k = 0, (24)
s¯1y
i
1s¯1 =wi s¯1, i = 1,2, . . . . (25)
We denote this algebra by N(f ). To see how this algebra is connected to DBdf ,
we define elements xi ∈DBdf inductively by x1 = p and xi+1 = s˜ixi s˜i + s˜i − ei .
Proposition 5.8. The map si → s˜i , yi → xi and s¯i → ei extends to a homomor-
phism from Nazarov’s degenerate affine Brauer algebra to the degenerate Brauer
algebra of type B for the case when m= 1 and wi = 2n(2n− 2)i+1.
Proof. The homomorphism property of the map can be checked by direct, but
tedious computations. Another way would be to exploit the fact that for r = qa
and r ′ = qb for a and b sufficiently large, BBf (r, r ′, q) and DBdf (a, b) are
isomorphic to the centralizers of Uqso2n and so2n, respectively, on Vm ⊗ V⊗f ,
with m and n depending on a and b. In the following, we will not distinguish
in notation between the elements in the abstract algebras and their images in the
centralizer algebras. As the R-matrices in these representations can be written
down with entries being polynomials in q (e.g. after choosing the special bases of
Lusztig or Kashiwara), we have well-defined derivatives for these elements. It is
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easy to check that t ′(1)= 2p and (g2i )′(1)= 2s˜i − 2ei , using Lemma 5.3. Define
inductively t1 = t and ti+1 = gi tigi for i > 1. Then we have t ′(i) = 2xi , which
follows inductively from
t ′i+1(1)= 2s˜ixi s˜i +
(
g2i
)′
(1)= 2xi+1.
As the ti ’s commute, so do the xi ’s (this is easiest checked via representations on
the path basis, in which the ti ’s act diagonally (see e.g. the discussion of Murphy
elements before Proposition 2.6). Now consider the relation in Lemma 4.2(d), i.e.
tf tf+1ef = q−1r−1r ′ef . After substituting r ′ = q2n+2m−2 and r = q2n−1, and
differentiating with respect to q , we get(
d
dq
tf
)
tf+1ef + tf
(
d
dq
tf+1
)
ef + tf tf+1 ddq (ef )
= (2m− 2)q2m−3ef + q2m−2 ddq ef .
Observe that the last summands on each side of the equation cancel each other at
q = 1. Simplifying the remaining expressions at q = 1, we get the equality
(xf + xf+1)ef = (m− 1)ef ,
which shows that relations (24) are preserved for m= 1. We also observe that by
defining relations (3) and (4) of DBdg , we have that e1pie1 = 2n(m+ 2n− 2)×
(2n+ 2m− 2)i . This shows that all relations are preserved. ✷
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