This paper introduces a novel Independent Component Analysis approach to the separation of nonlinear convolutive mixtures. In particular, convolutive mixing of post nonlinear mixtures is considered. Source separation is performed by a new efficient recurrent network, which is able to ensure faster training with respect to currently available feedforward architectures, with lower computational costs. The proposed architecture makes proper use of flexible spline neurons for on-line estimation of the score function. Experimental results are described to demonstrate the effectiveness of the proposed technique.
INTRODUCTION
The interest of the scientific community in Blind Source Separation (BSS) performed through Independent Component Analysis (ICA) is growing. Initial studies about ICA aimed only at solving the well-known cocktail party problem in a static or slightly reverberant environment. Unfortunately linear mixing models are too unrealistic and unsatisfactory in a lot of real situations. In [4] Hyvarinen and Pajunen gave an important result in the context of nonlinear ICA theory, in particular exploring the problem of solution existence. Recently many papers provided solutions to the so-called Post Nonlinear Mixing problem (PNL) [6] [2] , but only a few works addressed the convolutive post nonlinear problem ( [9] [10]). In [1] Jutten and Karhunen reviewed most recent advances in BSS of nonlinear mixing models. In [3] a possible approach to source separation in the presence of a convolutive mixing environment was firstly described. This paper explores the solution of the BSS problem in a convolutive nonlinear mixing environment, which is more general with respect to the ones currently available in literature. The new mixing environment is composed by the cascade of a PNL block, followed by a convolutive mixing channel. Estimation of the score function is an important issue in the presence of non-trivial mixing environments. The ICA approach hereafter proposed is able to perform the score function estimation in an online fashion, providing a faster and better learning with respect to existing algorithms.
THE NONLINEAR PROBLEM
The aim of this section is to introduce the BSS problem in nonlinear environments, underlining the problem of existence and uniqueness of the solution. Let s[n] be the vector of the N hidden independent sources, while ,...,
is the vector of signals received by a N-sensor array after a general nonlinear convolutive mixing (represented by F ). BSS tries to recover the original sources from the observation of x[n] only, with no particular a-priori assumptions. The recovering performed by ICA is up to some trivial ambiguity 1 . The desired solution can be expressed in a closed form as:
where P is a permutation matrix, is a diagonal scaling matrix, D is a diagonal delay matrix and G is the nonlinear recovering model. The issue of separating mixtures with the constraint of the independence of the output signals and no other a priori assumptions is hampered by a strong non uniqueness. It is known in fact that independence preservation alone is not sufficient to recover the original sources from a generic nonlinear mixing environment [2] . If the transform G has no particular structure, results could be highly unsatisfactory. The main issue for general nonlinear problems is to ensure the presence of conditions (in terms of sources, mixing environment, recovering structure) that grant the existence and uniqueness of the solution. In [4] a constructive way (a Gram-Schmidt like method) to obtain solutions of the separation problem in a nonlinear mixing environment was proposed. Authors demonstrated that the proposed solution was not unique, but also suggested that non uniqueness could be obtained by adding some "soft" constraint to the problem. More specifically, constraints were added to the mixing environment. In [2] a theoretical demonstration of the existence and uniqueness of the solution was given in the case of PNL with convolutive mixing. It is possible to find in [1] a short description of many other ICA approaches to nonlinear BSS. As a matter of fact, output independence is a weak approach to the problem of source separation in a general nonlinear environment. In the presence of static and convolutive nonlinear mixing it is impossible to recover the desired signals with no other assumptions [1] .
THE MIXING-DEMIXING MODEL
This section describes the proposed mixing-demixing structure. The demixing structure is designed on the basis of a-priori information about the mixing model. Specifically, the model of the proposed mixing environment is represented in Fig. 1 . In the figure, A is a NxN static matrix, The mixing model can be thus represented by
This model enlarges the set of possible mixing environments from which it is possible to recover separated signals [3] . The recovering structure mirrors the mixing model but the block that performs the deconvolution of the mixing channel is realized in an IIR way. MIMO recurrent neural network approaches to the separation of simply convolved signals has been extensively studied [14] [5] [12] (see the references in [13] for a complete overview about this issue). In this work the hybrid architecture described in [12] is adapted to the novel recovering problem here addressed. Fig. 2 shows the recovering structure, with N=2 for sake of simplicity. The expression of the i-th output channel is:
where b ij is an element of the NxN static matrix, j j g v n is an element of the Nx1 vector of nonlinear compensating functions, one for each channel. Knowledge of the particular kind of mixing model is the key to avoid the strict non uniqueness of the solution. Such an assumption limits the weakness of the output independence condition, reducing the cardinality of all possible independent output solutions. With these additional constraints, the problem of recovering the original sources is not ill-posed any more. The transfer matrix of the convolutive block of the architecture shown in fig.2 
In (9) the expected value of the signals has been replaced by the instantaneous value. The learning rule for the elements of the matrix B is:
The learning rule for the elements of the static matrix P is:
2 Sometimes in literature score functions are defined by considering (6) with opposite sign. 
The learning rules for the control points Q g of the Spline neurons that compensate for the nonlinear distorting functions are:
where M and T have the same meaning as in (8) .
The use of a recurrent network to separate convolutive mixtures solves one of the main problems occurring when using feedforward networks, that is the high number of taps needed in separating FIR filters. The same problem can be solved by a recurrent network with a lower number of parameters if compared with a feed foreword one; a reduced number of parameters mean a faster learning.
EXPERIMENTAL RESULTS
This section collects the experimental result of the proposed architecture. Although the algorithm is able to perform the separation of n-channel mixtures, in this test the mixture of a male voice (speaking: "Le donne i cavalier l'arme") a female voice (speeking "Una donna indegna") was considered. Fig. 3 shows the resulting signals after a training of 900 epochs with the learning rate set to =7*10 -7 ; the recovering network had 103 control points spline neurons and 11 tap filters for the recurrent network. The mixing environment applied was A=[0. The Signal Interference Ratio (SIR dB) introduced in [11] measures the performance of the proposed algorithm. The SIR index trend during the learning shows the performance of the algorithm in a quantitative way. Fig. 3 and Fig. 4 
CONCLUSION
This paper introduces a novel demixing recurrent algorithm for the separation of the convolutive mixing of PNL mixtures. The proposed recurrent network is able to perform online estimation of the score function by use of spline neurons. Spline neurons perform also the nonlinear compensating function estimation. Use of recurrent networks yields a significant reduction in the number of parameters, with a considerable gain in terms of computational costs.
