Introduction
since the appearance of a pioneering paper by H. TU~ [14] r maximization of a convex function over a polytope has attracted much attention.
Two algorithms were proposed in his paper:
one cutting-plane and the other enumerative. The idea of his cutting plane is admittedly very attractive. Unfortunately, the numerical experiments reported in [I 61 on a naive cutting plane approach were discouraging enough to shift the researchers more into the direction of enumerative approaches ([7,8,171) .
In this paper, however, we will propose a cutting plane algorithm for maximizing a convex quadratic function subject to linear constraints by fully exploiting the special structure of the problem.
We will first prove the equivalence of the original quadratic program and an associated bilinear program.
We will then discuss .the ways to generate a valid cut and develop the iterative improvement procedure of a given valid cut by using the theory of bilinear programming (see [9] for details) . The algorithm has been tested on CYBER 74 up to the problem of size 11 x 22, the results of which are summarized at the end of the paper.
It turned out that the iterative improvement procedure is quite powerful in generating a deep cut. This work is closely related to [9] , whose results will be frequently referred to without proof. Also some of our results parallel those established in [2].
&-Locally Maximum Basic Feasible Solution and Equivalent Bilinear Program
We will consider the following quadratic program:
A E EfOXn and Q E R nx n is a symmetric positive semi-definite matrix. We will assume that the feasible region is non-empty and bounded.
It is well known that in this case (2.1) has an optimal solution among basic feasible solutions.
Given a feasible basis B of A, we will partition A as (B,N) assuming, without loss of generality, that the first m columns of A are basic. Partition x correspondingly, i.e.
-1 
Let us introduce here a bilinear program associated with (2.1), which is essential for the development of cutting planes:
Theorem 2.1 [9] . If X is non-empty and bounded, then (2.5) * * * * has an optimal solution (x1,x2) where x, and x2 are basic feasible solutions of X.
Moreover, two problems (2.1 ) and (2.5) are equivalent in the following sense:
Theorem 2.2. If x* is an optimal solution of (2.1), then (xl ,x2) = (xir x* is an optimal solution of (2.5) . Conversely, * * * * if (x1,x2) is optimal for (2.51, then both xl,x2 are optimal for (2.1).
* *
Proof. Let x* be optimal for (2.1 ) and (xl ,x2) be optimal for (2.5) . By definition f (x*) -> f (x) , Vx E X. In particular, also * *
-To establish the theorem, it suffices therefore to prove that * because we then have £(xi) 2 f(x*), i = 1.2 and @(x*,x*) * * * * = f (x*) = @ (xl ,x2) . Let us now prove (2.6) . Since (xl ,x2) is optimal for (2.5), we have Adding these two inequalities, we obtain
Putting this into the inequality above, we get c (xl -x2) = 0.
* * * * * * Hence 4 (xl ,xl ) = @ (xl ,x2) = 4 (x2,x2) as was required.
As before, we will define a canonical representation of (2.5) relative to a feasible basis B:
which is equivalent to (2.4) . Also let r~ow that we have established the equivalence of (2.1) and (2.5), we can use all the results developed in [9].
3.
Valid Cutting Planes and Iterative Improvement Procedure
We will assume in this section that an E-locally maximum basic feasible solution x0 and corresponding basis Bo have been obtained. Also, let Omax be the best feasible solution obtained so far by one method or another.
Given a canonical representation (2.4) 
we will proceed to introduce a 'valid' cutting plane in the sense that it 
where die is the ith column vector of D.
The readers are referred to section 3 of reference [9] (in particular Theorem 3.3 and 3.5) for the proof of these theorems. E. Balas and C.-A. Burdet [2] obtained the same results by applying the theory of generalized outer polars, while our approach is based upon bilinear programming.
Though the bilinear programming cut (BLP cut) of Theorem 3.2. is usually stronger (eliminates more feasible region) than the corresponding Tui's cut, it need not always be so. Therefore, we will proceed further to improve this cut or any given valid cut to generate a cut which is always stronger (and usually much stronger) than Tui's cut by using local information only.
For a given positive vector 8 = (81,...,8R > 0, let Theorem 3.4.
Let T -> 8 > 0. If and if then is a valid cut (relative to 2.4)).
Proof.
Obviously Y = Yl U Y2 u Y3. By (3.4) and (3.51, we have that:
By symmetry of function $, we have that and hence
Referring to Theorem 2.2, this implies that This, in turn, implies that H(T) is a valid cut. This theorem gives us a technique to improve a given valid cut (e.g. Tui's cut or the cut defined in Theorem 3.2). Given a cut H (0) , let ri be then ~(r) is also a valid cut as is illustrated in Figure 3 .2.
It is easy to prove (see [9] , Theorems 3.2 and 3.3) that ri defined above is equal to the optimal objective value of the following linear program:
is a dual feasible solution with only one constraint violated, and that it usually takes only several pivots to solve this linear program starting from this dual feasible solution. Also it should be noted that the objective value is monotonically increasing during the dual simplex procedure and hence we can stop pivoting whenever the objective functional value exceeds some specified level. (i) Assume not. Then Adding these two inequalities, we obtain which is a contradiction since Q is positive semidefinite.
(ii) Assume not. As in (i) above, we get which is a contradiction to the assumption that x1 -x2 # 0 and that Q is positive definite. Theorem 3.6.
If Q is positive definite, then the iterative improvement procedure either generates a point y E Y for which 9 (~) 2 omax + E or else generates a cut which is strictly deeper than corresponding Tui's cut. Adding these two, we have that (z, -z2) D(zl -z2) < Ol which is a contradiction. Thus we have established which, in turn, implies that ri > Bit since Bi is defined (see (3.1)) as a point at which g(*) attains the value 4max + E.
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If, on the other hand, z2 satisfying (3.7) does not exist, then ri = w and therefore ri > Bi as before.
It turns out that this iterative improvement procedure quite often leads to a substantially deep cut. become redundant for specifying the reduced feasible region Y A ) . Such redundant constraints can be identified by solving the following linear program:
If the minimal value of yi is positive, then the constraint > 0 is redundant and we can reduce the size of the problem.
Yi -
This procedure is certainly costly and its use is recommended only when there is a very good chance of success, i.e., when r is sufficiently large.
Cutting Plane Algorithm and the Results of Experiments
We will describe below one version of the cutting plane algorithm which has been coded in FORTRAN IV for CYBER 74.
Cutting Plane Algorithm
Step 1. Let R = 0 and Xo = X, Yo = Y .
Step2. IfR>R max then stop. Otherwise go to Step 3.
Step 3. Let k = 0 and let x0 E XR be a basic feasible solution and let $,, = f (xO) .
Step 4. Solve a subproblem: max{$z,xk) lz E xi}, and let x k+l and B k+l be its optimal basic feasible solution and corresponding basis.
Step 5. Compute d (Bk+l ) , the coefficients of the linear term of (2.7) relative to Bk+l . I£ d (Bk+l ) 0, then add 1 to k and go to Step 4. Otherwise let B* = Bk+,, X* = x k+l and go to Step 6.
Step 6. Compute matrix D in (2.7) relative to B*. If x* is an €-locally maximum basic feasible solution (relative to X), j+l becoming When this algorithm stops at Step 8 with YR+l empty, then xmax E X corresponding to Omax is actually an €-optimal solution of (2.1).
For the finite convergence of
Steps 4 and 5, readers are referred to [9] . Though this algorithm may stop at Step 2 rather than at Step 8 and thus may fail to identify an €-optimal solution, all the problems tested were solved successfully. Table 4 .1 summarizes some of the results for smaller problems. Broblems 1 % 5 have no particular structure, while problems 6-1, 6-2, 6-3 and 7 have the following data structure:
where They have m local maxima with the same objective functional values. All of them are, in fact, global maxima.
The experiments for larger problems are now under way using a more sophisticated version of the primal simplex (to be used in Step 4) and dual simplex algorithm (to be used in Step 8) . These results will be reported subsequently.
