We study the relation between the rate at which rumors spread throughout a graph and the vertex expansion of the graph. We consider the standard rumor spreading protocol where every node chooses a random neighbor in each round and the two nodes exchange the rumors they know. For any n-node graph with vertex expansion α, we show that this protocol spreads a rumor from a single node to all other nodes in O(α −1 log 2 n √ log n) rounds with high probability. Further, we construct graphs for which Ω(α −1 log 2 n) rounds are needed. Our results complement a long series of works that relate rumor spreading to edgebased notions of expansion, resolving one of the most natural questions on the connection between rumor spreading and expansion.
Introduction
Epidemic protocols have become an important primitive for information dissemination in networks. A prominent example is the so-called randomized rumor spreading protocols. These protocols disseminate a piece of information, or rumor, from a single node of a connected n-node network, to all the other nodes. The paradigm underlying these protocols is that each node chooses a random neighbor to communicate with in every round. This simple and local communication rule has proven to be very effective for several network topologies, and also robust against changes in the network topology, e.g., due to failures [16, 19] . Randomized rumor spreading protocols and variations thereof have been used successfully in various contexts, including maintenance of replicated databases [13] , failure detection [36] , resource discovery [24] , data aggregation [6] , and modeling the spread of computer viruses [5] .
The most basic and well-studied variant of randomized rumor spreading protocols is the PUSH protocol. The protocol proceeds in a sequence of synchronous rounds, and in each round every informed node (i.e., every node that learned the rumor in a previous round) * University of Calgary, Canada, ggiakkou@ucalgary.ca. Supported in part by a Postdoctoral Fellowship with the Pacific Institute for the Mathematical Sciences (PIMS).
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chooses a neighbor uniformly at random and sends the rumor to it. The PULL protocol is symmetric: In each round, every uninformed node chooses a random neighbor, and if that neighbor knows the rumor it sends it to the uniformed node. Finally, the PUSH-PULL protocol is the combination of both strategies: In each round, every node chooses a random neighbor to send the rumor to, if the node knows the rumor, or to request the rumor from, otherwise. A primary performance measure of these protocols is their runtime, that is, the number of rounds required until a rumor started by a single node spreads to all other nodes. The above protocols have been shown to be very efficient for several network topologies. In particular, their runtime is exponentially smaller than the network size for topologies ranging from basic networks, such as complete graphs and hypercubes, to more complex structures, such as preferential attachment graphs modeling social networks [22, 34, 13, 19, 26, 8, 15, 16, 20, 21, 14] (for more details, see the Related Work Section).
The success of these protocols on specific networks motivated the search for general network properties that yield fast rumor spreading. One important such property is high expansion. Most of the networks for which rumor spreading is known to be fast share this property. Further, theoretical and empirical studies indicate that social networks also have high conductance [17, 32, 18, 28] .
Several recent works have investigated the relation of the runtime of rumor spreading protocols to the conductance of the underlying graph [6, 33, 10, 9, 23, 7] . The conductance Φ ∈ (0, 1] of a graph is a standard measure of the graph's expansion, and is defined roughly as the minimum ratio of the edges leaving a set of vertices over the volume of that set, i.e., the total number of edges incident to the set (see Section 2 for the precise definition). Those works culminated in a runtime bound of O(Φ −1 log n) rounds for the PUSH protocol on any regular graph [33] , 1 and the same bound for the PUSH-PULL protocol on general graphs [23] . These upper bounds are tight, as there are graphs with diameter Ω(Φ −1 log n) [9] . In this paper we focus on vertex expansion, which is another standard notion of expansion. Vertex expansion has proven relevant in many areas, including expander graphs [3, 25] , random walks [4, 29] , and property testing [12] . The vertex expansion α ∈ (0, 1] of a graph is, roughly, the minimum ratio of the neighbors that a set of vertices has (and are not in this set), over the cardinality of the set. Although this definition looks similar to that of conductance, vertex expansion and conductance can behave quite differently. For example, a star with n vertices has constant conductance, but vertex expansion Θ(1/n). On the other hand, an (n/2)-regular graph consisting of a matching between two cliques of size n/2 has constant vertex expansion, but conductance Θ(1/n). In fact, for any regular graph, the vertex expansion is at least as large as the conductance.
An interesting property of vertex expansion is that it is monotone under edge addition, whereas conductance is not. For example, consider a 3-regular expander graph-such a graph has constant conductance and vertex expansion. Partition the vertices into two sets S 1 , S 2 of size n/2, and connect all vertices that are in the same set (and are not already connected). The vertex expansion of the resulting graph is still constant, but its conductance is O(1/n). Further, rumor spreading takes Θ(log n) rounds as in the original graph. Hence in this case, an upper bound on rumor spreading based on vertex expansion would be more appropriate than a bound based on conductance. This monotonicity property of vertex expansion might also be useful for constructing networks that support fast rumor spreading, or for verifying that a network allows fast rumor spreading, e.g., by identifying a (spanning) subgraph with high vertex expansion.
Unlike the relation between conductance and rumor spreading, which is fairly well understood, very little is know about how vertex expansion relates to rumor spreading. The authors of [10] highlighted the question of whether high vertex expansion implies fast rumor spreading as an "outstanding open problem." Some progress in this problem was recently made in [35] , where a runtime bound of O(α −1 log 5 n) rounds was shown for the PUSH protocol on regular graphs. This result does not extend to general graphs, since there are simple examples of graphs with constant vertex expansion where the PUSH (or PULL) protocol takes a polynomial number of rounds. For the runtime of the PUSH-PULL protocol on general graphs, only a polynomial upper bound was known so far, of O(α −1 n 1− ) rounds [35] , where > 0 is a small constant.
Our Contribution. In this paper we give an almost complete picture of the connection between the runtime of randomized rumor spreading and vertex expansion. Our main result is the following upper bound on the runtime of the PUSH-PULL protocol in general graphs. Theorem 1.1. For any n-vertex graph with vertex expansion at least α, minimum degree δ, and maximum degree ∆, the PUSH-PULL protocol informs all vertices in O(α −1 log n log ∆ log(2∆/δ)) = O(α −1 log 2.5 n) rounds with high probability.
2
This result answers in the affirmative the question of [10] whether high vertex expansion implies fast rumor spreading.
We complement the upper bound of Theorem 1.1 by providing an almost matching lower bound: We construct d-regular graphs for which rumor spreading takes Ω(α −1 log n log d) rounds, whenever d/α = O(n 1− ) (see Theorem 5.1). Note that when the ratio of maximum over minimum degree is bounded by a constant, the two bounds match. Thus, for d-regular graphs we obtain a tight bound of O(α −1 log n log d) rounds on the runtime of the PUSH-PULL protocol. Further we show that the same bound for regular graphs also holds for the PUSH and the PULL protocols by themselves (Theorem 4.1), thus improving the results of [35] for the PUSH protocol.
Following [10] , we can view rumor spreading as a graph sparsification procedure. In this context, Theorem 1.1 implies that for any graph with vertexexpansion α, the edges used by the PUSH-PULL protocol induce a subgraph with O(α −1 n log 2.5 n) edges, so that every pair of vertices is connected by a path of length O(α −1 log 2.5 n). The relation between vertex expansion and rumor spreading could possibly yield further results of this kind in the context of network sampling [27, 28, 30] .
Our analysis is substantially different than previous analyses of rumor spreading. Most of the results that bound rumor spreading with conductance essentially measure the growth of the volume of the informed vertices, which, in expectation, can be easily shown to grow at a rate of roughly 1 + Φ per round. While this argument alone is not sufficient to complete the analysis, it provides the right intuition and also serves as a basic building block in the proof (see [23] ). In the case of vertex expansion, there seems to be no obvious parameter like the volume or the size of the set of informed vertices that captures the progress of rumor spreading. Instead, in our analysis we measure the progress by considering the sum of twice the size of the set of informed vertices plus the size of its outer boundary. We then establish that this quantity increases at a rate of roughly 1 + α/ log 3/2 n. Our analysis is also very different from that in [35] . In fact, it seems difficult to extend the techniques used there for regular graphs to general graphs. One reason is that their analysis uses also upper bounds on the number of informed nodes (see the upper bound in [35, Lemma 3.2] and how it is used in the key lemma [35, Lemma 3.6] ); these bounds do not hold for general graphs.
Finally, our analysis employs some techniques that may be helpful in further studies of randomized rumor spreading. These include a Bootstrap Percolation-like process and its analysis based on the potential method of amortized analysis (in the proof of Lemma 3.7), and the use of the Optional Stopping Theorem to lower bound the progress of the rumor spreading process (in Claim 3.2).
Related Work. The first works on rumor spreading provided a precise analysis of the runtime of the PUSH protocol on complete graphs [22, 34] . A runtime bound of O(log n) rounds was later established for hypercubes and random graphs [19] . Other symmetric graphs G similar to the hypercube in which rumor spreading takes O(log n + diam(G)) rounds were studied in [15] . A refined analysis for random graphs proving that the runtime is essentially the same as that on complete graphs was provided in [20] , and subsequently extended to random regular graphs in [21] . The authors of [8] studied rumor spreading on preferential attachment graphs, and showed that both the PUSH and the PULL protocols require polynomially many rounds, whereas the PUSH-PULL protocol takes only O(log 2 n) rounds. The result for the PUSH-PULL protocol was recently improved to Θ(log n) [14] . These two results highlight the necessity of using the PUSH-PULL protocol in highly non-regular graphs. (See also [23] .)
The first explicit connection between randomized rumor spreading and graph expansion was shown in [33] , where a bound of O(Φ −1 log n) rounds was proved for the runtime of the PUSH protocol on regular graphs 3 . A comparable bound involving the spectral gap was shown in [6] , however, as the result of [33] , it does not extend to non-regular graphs. The PUSH and PULL protocols by themselves cannot guarantee fast rumor spreading based solely on the assumption of high conductance (see, e.g, [8] for counter-examples). For the PUSH-PULL protocol, a bound for general graphs slightly weaker than the above bound for regular graphs was shown in [9] . A tight bound of O(Φ −1 log n) was subsequently proved in [23] . This result is tight in the sense that there are graphs of diameter Ω(Φ −1 log n) [9] . Recently, the authors of [7] introduced a refinement of conductance, called weak conductance, and related this quantity to the time needed to inform a certain fraction of nodes.
Definitions and Notation
We consider graphs G = (V, E) that are undirected and connected. We denote by n the number of vertices, n := |V |. For any vertex u ∈ V , N (u) denotes the set of neighbors of u, N (u) := {v ∈ V : {u, v} ∈ E}, and d(u) is the degree of u, d(u) := |N (u)|. The maximum degree of G is ∆ := max u∈V d(u), and the minimum degree is δ. For any set of vertices U ⊆ V , ∂U denotes the (outer) boundary of U , ∂U := {u ∈ V \ U : ∃ v ∈ U, {u, v} ∈ E}. The volume of U is the sum of the degrees of the vertices in U , vol(U ) := u∈U d(u). Note that vol(V ) = 2|E|. For any two sets U, W ⊆ V , E(U, W ) is the set of edges between U and W , E(U, W ) := {{u, w} ∈ E : u ∈ U, w ∈ W }. The vertex expansion of G is a real number 0 < α ≤ 1 defined by
The conductance of G is also a real 0 < Φ ≤ 1, and is defined by
For any graph, (δ/∆)Φ ≤ α ≤ ∆Φ. (The proof of this simple fact can be found in the Appendix.) For the analysis of the rumor spreading protocols we assume that the rumor starts from an arbitrary vertex, which learns the rumor in round 0, and begins to spread it in round 1. We denote by I t the set of informed vertices at the end of round t ≥ 0 (thus |I 0 | = 1). We use the following terminology. An informed vertex u ∈ V pushes the rumor to vertex v ∈ N (u) in some round, if in that round u picks v to transmit the rumor to; we say that this transmission is initiated by u. Similarly, an uninformed vertex v pulls the rumor from an informed vertex u ∈ N (v), if v picks u and thus the rumor is transmitted from u to v; this transmission is initiated by v.
All logarithms in this paper are to the base 2 unless stated otherwise.
Proof of the Upper Bound
In this section we describe the proof of Theorem 1.1.
3.1 Outline of the Proof. Intuitively, we measure the progress of rumor spreading in terms of two quantities: the growth of the set I t of informed vertices, and the growth of the outer boundary ∂I t of I t . We conveniently capture both these quantities by considering the quantity W t = 2|I t |+|∂I t |. 4 Roughly speaking, we show that as long as no more than half of the vertices are informed, W t increases by a factor of 1 + Ω(β) per round "on average," where β = α/(log ∆ log(2∆/δ)). The key ingredient we use is Lemma 3.1, which states that for any t, there is a number r ≤ 1/β depending only on the current set of informed vertices I t , such that within r rounds W t increases by a factor of at least 1 + rβ with constant probability (w.c.p.). Having established this result we employ the Optional Stopping Theorem (in Claim 3.2) to obtain that W t doubles in at most 1/β rounds w.c.p; and since W t cannot grow larger than 2n, and thus cannot double more than log(2n) times, we obtain that O(β −1 log n) rounds suffice to inform half (plus one) of the vertices w.c.p., and also with high probability (w.h.p.). We finish the proof by employing a simple symmetry result for the PUSH-PULL protocol (Lemma 3.3), which yields that O(β −1 log n) additional rounds will inform the remaining vertices w.h.p.
We now give an overview of the proof of our main lemma, Lemma 3.1. For the sake of clarity, we discuss a weaker version of the lemma, where β := α/ log 3/2 n. We partition the boundary ∂I t into sets A 1 , . . . , A log n , where each set A i consists of the vertices in ∂I t of degree between d i := 2 i−1 and 2d i . We then analyze the contribution to the increase in W t of each A i individually. Here we consider only those A i that are sufficiently large and their degree d i is in a certain range
the remaining sets constitute just a small fraction on ∂I t . We use a case analysis that distinguishes essentially four different cases. The first two cases are fairly straightforward. The first is when for some constant fraction of the vertices u ∈ A i , a sufficiently large fraction q of the neighbors of each u are in I t (q = Ω(1/ log 3/2 n)). Then, a constant fraction of A i gets informed quickly just by pulling the rumor from I t (in r = O(1/q) rounds w.c.p., by Lemma 3.5). We easily show that this yields an increase in W t equal to the desired increase (i.e., Ω((β/q) · |W t |)) times |A i |/|∂I t |.
The second case is when for a constant fraction of the vertices u ∈ A i , a constant fraction of the neighbors of each u are in S t := V \ (I t ∪ ∂I t ), and also d i is sufficiently large (d i = Ω(|∂I t |)). Then by informing a single such vertex u, Θ(d i ) vertices are added to the boundary, and thus W t is increase by Θ(d i ). The number r of rounds needed is such that the increase of Θ(d i ) in W t is as desired, i.e., Ω(rβ|W t |). (The bound on r is given in Lemma 3.4.)
The third case is more involved. As in the second case, for a constant fraction of the u ∈ A i , a constant fraction of the neighbors of each u are in S t . However, now d i is smaller (d i = O(A i )) and thus it is not enough to inform a single vertex. Further, this case assumes that most of the edges from A i to S t go to vertices v ∈ S t such that each v has at most O(d i ) neighbors in A i . We have that in a constant number of rounds the fraction of A i that pulls the rumor from I t results in O(A i ) vertices being added to the boundary w.c.p. (by Lemma 3.6). Again we show that the resulting increase in W t is the desired one.
For those A i for which none of the above three cases applies, it holds that a constant fraction of the edges from A i goes to vertices v ∈ V \ I t such that each v has a large number of neighbors in A i (at least Ω(d i / log n)); this is the last and most difficult case. We show that there exist two sets
Then we argue that if we started a new rumor at any vertex u ∈ A i then this rumor would spread quickly (in O(log 3/2 n) rounds w.c.p.) to a constant fraction of A i , through the vertices in V , and from there to a vertex in I t . By using the same symmetry argument as before (Lemma 3.3), we obtain that in the same number of rounds the original rumor spreads from I t to a constant fraction of A i . (See Lemma 3.7.) As in the first case, the resulting increase in W t is equal to the desired increase times |A i |/|∂I t |.
If at least one of the A i meets the conditions of the second or third cases then the lemma follows immediately. Otherwise, we accumulate the progress contributed by each A i to establish the total increase in W t . A crucial point is that in the analysis of the first and last cases above, when we count the contribution of A i we rely only on rumor transmissions initiated by vertices in A i ; thus contribution by different sets are easy to combine.
Roadmap. We give the formal statement of Lemma 3.1 and the derivation of Theorem 1.1 from it in Section 3.2. In Section 3.3 we describe the four lemmata that we use in the proof of Lemma 3.1, i.e., Lemmata 3.4-3.7. The proof of the last lemma, Lemma 3.7, is given in a separate section, Section 3.4. Finally, we derive Lemma 3.1 in Section 3.5.
Statement of the Main Lemma and
Proof of Theorem 1.1. Recall that I t is the set of informed vertices after round t, and ∂I t := u∈It N (u) \ I t is the boundary of I t . We define
Note that |I t |, Z t , and W t are non-decreasing with t, whereas this is not true for |∂I t |. The next lemma says that W t increases "on average" per round by a factor of 1 + Ω(β), where
Lemma 3.1. (Main Lemma) Fix a round t ≥ 0 and the set I t . If |I t | ≤ n/2 then there is some integer 1 ≤ r ≤ c 1 /β depending only on I t such that with constant probability W t+r ≥ (1 + rβ/c 2 )W t , where c 1 , c 2 > 0 are constants independent of I t and G.
Before we prove this result, we use it to derive Theorem 1.1. We start by showing the next claim, which states that more than half of the vertices get informed in the first O(β −1 log n) rounds w.h.p.
Proof. Recall that Lemma 3.1 specifies some r = r(I t ) ≤ c 1 /β such that with probability at least p = Θ(1), W t+r ≥ (1+rβ/c 2 )W t . If the same, fixed r worked for all values of I t then the claim would follow easily: A phase of r = O(1/β) rounds would increase W t by a factor of (1 + Ω(rβ)) w.c.p. And since W t cannot be increased beyond 2n, it follows that O(log n/(rβ)) such phases (i.e., O(log n/β) rounds) would result in |I t | > n/2 w.h.p. Although Lemma 3.1 itself does not guarantee that there is an r that works for all I t , we now show that such an r exists. Specifically, we show that in at most 2r max rounds, where r max := c 1 /β, W t increases by a constant factor w.c.p. Our proof uses the Optional Stopping Theorem.
Fix I t . Let r 1 = r(I t ) be the number of rounds that Lemma 3.1 specifies for I t , and let r 2 = r(I t+r1 ), r 3 = r(I t+r1+r2 ), and so on. I.e, for each i = 1, 2, . . ., we let r i := r(I t+Ri−1 ), where R j := j k=1 r k . Define the random variables Q i , for i = 1, 2, . . ., by
Further, let
It is straightforward to verify that the sequence of Q i is a submartingale: Let F i be the σ-algebra corresponding to the history of the rumor spreading process up to round t + R i . Then,
since the probability in the second-to-last line is at least p by Lemma 3.1. Define now the stopping time
Thus,
By the stopping time theorem, E[Q τ ] ≥ Q 0 = 0. Combining this and the above inequality gives
and so,
Therefore, by (3.1), it holds with probability at least p/(4 + p) that
since r max = c 1 /β. We have thus proved that in at most 2r max rounds W t increases by the factor of at least 1 + pc 1 /(2c 2 ) = 1 + Θ(1) with probability at least p/(4 + p) = Θ(1). Finally, by a Chernoff bound, O(2r max log n) = O(β −1 log n) rounds suffice w.h.p. to increase W t to its maximum value, and thus to have |I t | > n/2. This completes the proof of Claim 3.2.
The following simple symmetry result holds for the PUSH-PULL protocol. The proof is essentially the same as that of [9, Lemma 3] , and is therefore omitted.
denote the event that a rumor known to all vertices in V 1 (and only to them) spreads to at least one vertex in V 2 in at most r rounds. Then Pr(E(V 1 , V 2 , r)) = Pr(E(V 2 , V 1 , r)).
Using Claim 3.2 and Lemma 3.3, we can derive Theorem 1.1 easily: By Claim 3.2 more than half of the vertices are informed in t = cβ −1 log n rounds w.h.p. Suppose now that |I t | > n/2. Then by the same claim, a rumor started at a given uninformed vertex v ∈ V \ I t would spread to more than half of the vertices, and thus to at least one vertex in I t w.h.p. Hence, by Lemma 3.3, the rumor from I t spreads to v in t additional rounds w.h.p. The theorem follows by applying the union bound to obtain that all uninformed vertices become informed in t additional rounds w.h.p.
Results
Used in the Proof of Lemma 3.1. In this section we describe four lemmata, which bound the number of rounds until some fraction of a set B ⊆ ∂I t gets informed, or until a sufficiently large number of vertices are added to the boundary as a result of vertices in B getting informed. In all these results we assume that I t is fixed, and that B is arbitrary but fixed. For
The first two lemmata follow by direct calculations. Recall that Z t = |I t | + |∂I t |.
Lemma 3.4. Suppose that for every vertex u ∈ B, d(u) ≤ k, for some fixed k. Then, with probability at least 1 − 1/e, at the end of round t + min{Z t , k}/|B| at least one vertex in B is informed.
Proof. For any vertex v
The probability that no vertex in I t pushes the rumor to any vertex in B for
Similarly, the probability that no vertex in B pulls the rumor from I t for r 2 := k/|B| rounds is at most
Combining the above two results yields the probability that no vertex in B gets informed in min{r 1 , r 2 } rounds is at most 1/e. Lemma 3.5. Let 0 < q ≤ 1. Suppose that for every vertex u ∈ B, at least a q-fraction of u's neighbors is in I t , i.e., |N (u) ∩ I t | ≥ q · d(u). Then, with probability at least 1/2, at the end of round t + 2/q at least half of the vertices in B have pulled the rumor from I t .
Proof. For each u ∈ B, let X u be the 0/1 random variable with X u = 1 if and only if u pulls the rumor from some vertex in I t by the end of round t + 2/q . Let also X = u∈B X u . Then,
and E[X] ≥ p|B|. By applying Chernoff bounds we obtain
If |B| ≥ 3, the above yields
If |B| = 1, 2 then
This completes the proof.
The next lemma lower-bounds the number of vertices added to the boundary, when a constant fraction of the vertices from B go to vertices in S t := V \ (I t ∪ ∂I t ) that have not too many neighbors in B. The proof is more involved than of the previous two lemmata, because it must deal with dependencies: For a vertex v ∈ S t , the event that at least one of its neighbors in B gets informed is not independent of the corresponding events for vertices in S t that have common neighbors with v in B. We tackle these dependencies by using a version of the Method of Bounded Independent Differences.
Lemma 3.6. Suppose that for every vertex u ∈ B, k ≤ d(u) < 2k, for some fixed k. Suppose also that
Then, with probability at least 1 − 1/e, at the end of round t + 14k/|B| at least |B|/801 vertices in S t have a neighbor in B that has pulled the rumor from I t .
Proof. We distinguish two cases, depending on the relative values of |B| and k. First, we consider the case where k is sufficiently smaller than B; precisely, the case of k ≤ |B|/267. For each u ∈ B, the probability that u pulls the rumor from I t in a given round is
We make the pessimistic assumption that for every u this probability is exactly p. (Formally, we modify the rumor-spreading process such that in each of the rounds t + 1, t + 2, . . . , each vertex u decides not to send a pull request independently with probability 1 − p/p u ; with the remaining probability p/p u , u sends the pull request to a random neighbor, as normally. Clearly this modification can only make our bound worse.)
For each u ∈ B, let X u be the 0/1 random variable with X u = 1 if and only if u pulls the rumor from I t in round t + 1 (assuming the modification above). Thus,
Define the set We have
where the last inequality was obtained using the facts that ph(v) ≤ pk = 1/2, and that e −x ≤ 1 − 3x/4 when 0 ≤ x ≤ 1/2. The expected number of vertices v ∈ D for which Y v = 1 is then
where for the second inequality we used the lemma's assumption that v∈D h(v) ≥ vol(B)/2. Next we prove that Y is concentrated around its expectation. Since Y is a function of the independent (binary) random variables {X u : u ∈ B}, we employ the Method of Bounded Differences. In particular, we use the next result, which follows directly from [31, Theorem 3.9] . Theorem 3.1. (Bounded Differences Inequality) Let R 1 , . . . , R n be independent 0/1 random variables with Pr(R i = 1) ≤ p ≤ 1/2. Let also f be a bounded real function defined on {0, 1} n . Define µ := E[f (R 1 , . . . , R n )], and b := max |f (x) − f (x )|, where the maximum is over all x, x ∈ {0, 1} n that differ only in one position. Then, for any λ > 0,
By applying this result to
And setting
for k ≤ |B|/267. Thus, Inequality (3.3) holds when k ≤ |B|/267. It remains to consider the case where k > |B|/267. Since now k = Ω(|B|), we will just compute the probability that (at least) one vertex u ∈ B with a constant fraction of its neighbors in S t pulls the rumor from I t in k/|B| rounds.
We first show that at least |B|/7 of the vertices in B have at least k/3 neighbors in S t each. Let B := {u ∈ B : |N (u) ∩ S t | ≥ k/3} be the set of vertices in B that have at least k/3 neighbors in S t , and let m := |B|. Let alsod := (1/m) u∈B d(u) be the average degree of the vertices inB. Then, Combining the three inequalities above yields
sinced ≤ 2k. Therefore, the probability that at least one of these m vertices inB pulls the rumor from I t in 14k/|B| rounds is
Thus, at least with this probability, the rumor is pulled from I t to some u ∈ B with at least k/3 > (|B|/267)/3 = |B|/801 neighbors in S t . This completes the proof of the case k > |B|/267, and the proof of Lemma 3.6.
The last lemma we describe gives a lower bound on the fraction of B that gets informed when a constant fraction of the vertices from B goes to vertices in V with not too few neighbors in B.
Lemma 3.7. Let k ≥ ≥ 256. Suppose that for every vertex u ∈ B, k ≤ d(u) < 2k. Suppose also that
Then, with probability at least 1 − 1/e, at the end of round t + 512( k/ log + k/ ) at least a (1/40)-fraction of the vertices in B is informed. This is true even if we only take into account transmissions of the rumor initiated by vertices in B, i.e., only vertices in B push or pull the rumor.
The proof of this result is fairly involved and is described in the next section.
Proof of Lemma 3.7.
The proof is divided into three steps. In the first step we show that there exist two sets of vertices B ⊆ B and V ⊆ V , such that each vertex in B has Ω(k) neighbors in V and each vertex in V has Ω( ) neighbors in B , and also |B | = Ω(|B|). In the second step, we show that for any vertex u ∈ B , a (new) rumor started at u spreads to at least one vertex in I t within O( k/ log + k/ ) rounds w.c.p. A key claim is that the rumor from u spreads to Ω( ) other vertices in B within O( k/ log ) rounds. In the third step, we combine the result of the second step with the symmetry Lemma 3.3 to obtain that the rumor spreads from I t to a given vertex u ∈ B within O( k/ log + k/ ) rounds w.c.p. Thus, by Markov's inequality, a constant fraction of B learns the rumor from I t in O( k/ log +k/ ) rounds w.c.p. The lemma then follows by applying the result of the first step that |B | = Ω(|B|).
Step 1: The Sets B and V . We describe a procedure for constructing two (possibly overlapping) sets of vertices B ⊆ B and V ⊆ V , such that each vertex in B has at least k/8 neighbors in V , each vertex in V has at least /8 neighbors in B , and the size of B is |B | ≥ (1/20)|B|.
The procedure that constructs B and V resembles the Bootstrap Percolation process on G [1]: Two variablesB andṼ are used. Initially, we setB ← B and V ← V . In each iteration of the process, either we remove fromB a vertex u with |N (u) ∩Ṽ | < k/8, or we remove fromṼ a vertex v with |N (v) ∩B| < /8. The procedure stops when no more vertices can be removed fromB andṼ , and we let B and V be the final sets B andṼ , respectively. Note that a vertex u ∈ B is initially both inB andṼ , and as the procedure progresses u may be removed from one or both of these sets.
By construction, for every u ∈ B , |N (u) ∩ V | ≥ k/8, and for every v ∈ V , |N (v) ∩ B | ≥ /8. Next we prove that |B | ≥ (1/20)|B|. We will use the following result, which says that vol(B , V ) := v∈B |N (v)∩V | is close to vol(B) = vol(B, V ). Proof. We use the potential method of amortized analysis. Let B i and V i denote the current setsB andṼ in the construction procedure after the i-th iteration, i.e., after i vertices have been removed in total from B and V . (B 0 = B and V 0 = V .) We will define the potential Φ i of the pair B i and V i in such a way that the difference Φ i−1 − Φ i is an upper bound on the corresponding reduction in the number of edges because of the i-th vertex removal, i.e., (3.4) vol
Further, we will show that (3.5) Φ 0 ≤ (9/10) vol(B).
The last two inequalities then yield the claim.
The potential Φ i after the i-th iteration is defined as follows. Recall that h(v) := |N (v) ∩ B|.
We must prove that inequalities (3.4) and (3.5) hold. We prove (3.4) first. Consider an iteration i in which we remove a vertex u from B i−1 . Observe that the second sum in the definition of Φ does not change. So,
where the second-to-last inequality holds because |N (u)∩V i−1 | ≤ k/8 as u is removed in this iteration, and the last inequality holds because d(u) ≥ k. And since vol(
, inequality (3.4) holds for this case. Consider now an iteration i in which we remove a vertex v from V i−1 . The change in the first sum in the definition of Φ is
The change in the second sum in Φ's definition is
where the last inequality holds because |N (v)
We now prove (3.5). We use the assumption of
This completes the proof of Claim 3.8.
From this claim, and the assumption that k ≤ d(u) < 2k for all u ∈ B, it follows
Step 2: Spreading a Rumor from B to I t . Suppose now that a rumor starts at a given vertex in B . The next claim states that the number of rounds until this rumor spreads to Θ( ) vertices in B is O( k/ log ) w.c.p.
Claim 3.9. For any vertex s ∈ B , a rumor started at s spreads to at least /32 vertices in B in 512 k/ log rounds with probability at least 1 − e 4 . This is true even if we only take into account transmissions of the rumor initiated by vertices in B .
Proof. We divide the rumor spreading process into phases of 2r = Θ( k/ ) rounds each, and we show that in each phase the number of informed vertices in B doubles w.c.p. Thus, w.c.p. it takes O(log ) phases until Ω( ) vertices in B get informed. We assume that only vertices in B initiate push or pull operations. Formally, a phase consists of r := 256 k/ push rounds, during which the informed vertices in B perform push operations, followed by r pull rounds, in which the uninformed vertices in B perform pull operations. The assumption that there are no pull (push) operations during the push (pull) rounds can only strengthen our result. Further, we assume that B ∩ V = ∅, which also makes the result stronger.
We now analyze a single phase. The analysis consist of two steps. Let m be the number of informed vertices in B at the beginning of the phase. First we show that w.c.p. the total number of vertices in V that get informed during the r push rounds is at least Ω(mr). Then we show that if there are at least that many informed vertices in V , then w.c.p. the r pull rounds increase the number of informed vertices in B by Ω(mr 2 ( /k)) = Ω(m). Suppose that at the beginning of the phase there are 1 ≤ m ≤ /32
informed vertices in B . W.l.o.g., we assume that the push operations in each round are performed sequentially (in an arbitrary order). In total, rm push operations are performed in a phase. For each i = 1, . . . , rm, we denote by V i the set of vertices v ∈ V that are informed by the first i push operations. Further, we let X i be the 0/1 random variable with X i = 1 if and only if some of the following two conditions is satisfied:
(i) the i-th push operation informs a vertex in V \V i−1 ;
(ii) |V i−1 | ≥ 2k/r (i.e., |V i−1 | is already sufficiently large).
We now show that for each i = 1, . . . , rm,
Clearly, if Condition (ii) holds then the above probability equals 1. So, suppose that (ii) does not hold, i.e., |V i−1 | < 2k/r. Then the vertex u ∈ B that performs the i-th push operation has a number of uninformed neighbors in V that is at least
. And since d(u) < 2k, the probability that u informs one of those neighbors is at least (k/16)/(2k) = 1/32. Because of (3.7), a simple coupling argument yields that the sum X := 2 (rm/32)/2 = e −rm/256 ≤ 1/e, since r ≥ 256. Therefore, with probability at least 1 − 1/e, X ≥ rm/64, and thus,
Next we consider the pull rounds. Fix the outcome of the push rounds such that the above inequality holds.
In fact, we make the pessimistic assumption that it holds as equality, i.e., |V rm | = min{rm/64, 2k/r}. For each u ∈ B , let Y u denote the 0/1 random variable with Y u = 1 if and only if u pulls the rumor from V rm in some of the pull rounds. Then,
where the last inequality was obtained by using the facts that
and that e −x ≤ 1 − x/2 when 0 ≤ x ≤ 1. The random variables Y u , u ∈ B , are independent, and the expectation of their sum
by the definition of r. A Chernoff bound yields
. Therefore, with probability at least
(since ≥ 256), the number of informed vertices in B after the pull rounds is at least
that is, at least 16 times the initial number of informed vertices in B , or at least /32. Note that the above probability is conditional on the event that |V rm | ≥ min{rm/64, 2k/r)}, which has probability at least 1 − 1/e as we showed earlier. Therefore, the unconditional probability of the event that the number of informed vertices in B at the end of the phase is at least min{16m, /32} is at least
We say that the phase is successful if this event occurs.
Since at most log 16 ( /34) ≤ (log )/4 successful phases are needed to inform /32 vertices in B , and since each phase is successful with probability at least 1/2, a Chernoff bound yields that in log phases (that is, in 2r log rounds) the rumor spreads to at least /32 vertices u ∈ B with probability at least 1 − 1/e 4 . This completes the proof of Claim 3.9.
Once the rumor started at s ∈ B has spread to /32 vertices in B , the probability that at least one of those /32 vertices pushes the rumor to some vertex in I t in the next 512k/ rounds is at least
Therefore, we have the following result.
Corollary 3.1. A rumor started at some vertex s ∈ B spreads to at least one vertex in I t in 512( k/ log + k/ ) rounds with probability at least 1 − 2/e 4 . This is true even if we only take into account transmissions of the rumor initiated by vertices in B .
Step 3: Finishing the Proof of Lemma 3.7. We observe that the symmetry Lemma 3.3 is still true even if we only take into account transmissions of the rumor initiated by a fixed subset of V . Now, combining this lemma and Corollary 3.1, we obtain that the rumor spreads from I t to any given vertex u ∈ B in at most r := 512( k/ log + k/ ) rounds with probability at least 1−2/e 4 . Thus, the expected number of uninformed vertices in B after r rounds is at most (2/e 4 )|B |. Then, by Markov's inequality, the probability that more than half of the vertices in B are uninformed is at most (2/e 4 )|B |/(|B |/2) ≤ 1/e 2 . And since by (3.6), |B | ≥ |B|/20, it follows that with probability at least 1−1/e 2 , at least |B|/40 vertices in B get informed in the next r rounds. This completes the proof of Lemma 3.7.
3.5 Proof of Lemma 3.1. We partition the boundary ∂I t into sets A i , for i ∈ { log(δ + 1) , . . . , log(∆ + 1) }, where A i is the subset of vertices with degree between 2 i−1 and 2 i − 1, i.e.,
The total number of these sets is log(∆ + 1) − log(δ + 1) + 1
Note that some of these sets may be empty.
We will reason about each set A i independently. We only consider those A i that are not too small, and the degree d i is in a certain range depending on |A i |. More precisely, let I be the set of all indices i that satisfy the condition
We only look at the sets A i for i ∈ I. By neglecting the remaining A i we neglect no more than half of the vertices in ∂I t : The worst case with respect to the first part of the condition above is that all (but one) of the A i have size
and the worst case with respect to the second part of the condition is that for all i < log(2|∂I t |),
Roughly speaking, for each of the sets A i , i ∈ I, either we bound the number of rounds until a large fraction of the vertices in A i gets informed, or we bound the number of rounds until the size of the boundary ∂I t increases by a certain factor as a result of vertices in A i becoming informed. In some cases it suffices to just study a single set A i to prove the lemma, while in others we have to combine the results for all sets. We note that the result for each A i is obtained by taking into account only transmissions of the rumor initiated by vertices in A i . Hence, the results for different sets hold independently.
Fix now the set A i , for some i ∈ I. We distinguish the following cases.
In this case a constant fraction of A i pulls the rumor from I t in O( √ ρ log ∆) rounds w.c.p.:
For each vertex u ∈ A i ⊆ ∂I t , the fraction of u's neighbors in I t is at least 1/d(u) ≥ 1/(2d min ). Lemma 3.5 then implies that with probability at least 1/2, half of the vertices in A i pull the rumor from I t in at most 4d min rounds. Let A i (q, r) denote the event that at least a q-fraction of the vertices in A i gets informed before the end of round t + r, if we only take into account transmissions of the rumor initiated by vertices in A i . Using this notation we have
In this case, at least half of the neighbors of each vertex u ∈ A i are in S t ∪ I t . We distinguish two subcases: If most vertices have more neighbors in S t than in I t , then when some vertex in A i receives the rumor from I t , which by Lemma 3.4 happens in O(min{d i , Z t }/|A i |) rounds w.c.p., the boundary increases by Ω(d i ). If, on the other hand, most vertices have more neighbors in I t than in S t , then by Lemma 3.5 a constant fraction of A i pulls the rumor from I t in O(1) rounds w.c.p. In both cases the lemma follows by considering just this sets A i . We now provide the details.
We have the following cases.
(a) |B| ≥ |A i |/2. Since each u ∈ B has at most |∂I t | neighbors in ∂I t , the number of neighbors that u has in
By Lemma 3.4, we have that at least one vertex gets informed in B within
rounds with probability at least 1 − 1/e (recall that Z t = |I t | + |∂I t |). Thus, with this probability,
To prove Lemma 3.1 we must show that
, and that the above bound on Z t+r yields W t+r − W t = Ω(rβW t ) = Ω(rαW t /( √ ρ log ∆)). We obtain the first result as follows. By the definition of r,
≤ log(∆) + 2 ≤ 3 log ∆.
It remains to prove that Z t+r ≥ Z t + (d i − |∂I t |)/2 yields the desired bound on W t+r − W t .
By the definition of r, r ≤ 2d i /|B| and thus d i ≥ r|B|/2, so,
we have
This completes the proof of Lemma 3.1 for this case.
, and for each vertex u ∈ A i \ B, the number of neighbors that u has in I t is at least
By Lemma 3.5, half of the vertices in A i \ B and thus at least 1/4-th of the vertices in A i pull the rumor from I t in at most 8 rounds with probability at least 1/2. Therefore, with probability at least 1/2,
This proves the lemma. For each vertex v ∈ V , let h i (v) denote the number of neighbors of v in A i , i.e.,
(a) It holds that (3.11)
By Lemma 3.6, we have with probability at least 1 − 1/e that at least |A i |/801 vertices in S t have a neighbor in A i that pulls the rumor from I t before the end of round t
Therefore, with probability at least 1−1/e, Z t+224 ≥ Z t + |A i |/801, and thus, as in Case 2a, 
√ ρ log ∆ and
By Lemma 3.7, with probability at least 1 − 1/e, at least a (1/40)-fraction of A i is informed before the end of round t+512( √ ρ log ∆+ρ) = t + 512
counting only rumor transmissions initiated by vertices in A i ; thus
(c) Neither of Conditions (3.11) or (3.12) holds. It follows that at least a (1 − 1/2 − 1/3) = (1/6)-fraction of vol(A i ) corresponds to edges going to vertices v ∈ V \ S t with h i (v) < . Also, the volume that corresponds to edges going to ∂I t is at most |∂I t | · . Thus,
Let m be the number of vertices in A i with at
. Combining the last two inequalities yields m ≥ |A i |/32. We finish this case similarly to Case 2b: By Lemma 3.5, at least a (1/64)-fraction of A i gets informed in (2d i )/(d i /16) = 32 rounds, with probability at least 1/2. Thus, with probability at least 1/2, √ ρ log ∆ = 96 · 256 √ ρ log ∆.
We now explain how we can combine these results to obtain the lemma. Let R i be the binary random variable with R i = |A i |/40 if the event A i (1/40, r) occurs, and
Since by construction each R i depends only on transmissions of the rumor initiated by vertices in A i , the R i are independent random variables. A Hoeffding bound then yields
And since |I t+r | − |I t | ≥ R, it follows that with probability at least 1 − 3/4 = 1/4,
Thus, with probability at least 1/4,
since r = 96·256 √ ρ log ∆ = 96·256α/β. This completes the proof of Lemma 3.1.
4 Upper Bound for PUSH and PULL on Regular Graphs Theorem 1.1 holds also for the PUSH and the PULL protocols for the class of regular graphs. We now describe the proof of Theorem 4.1. Consider the variant of the PUSH protocol where in each round every informed vertex chooses not the push the rumor independently with probability 1/2; we call this the lazy PUSH protocol. The next lemma shows that a round of this protocol is (stochastically) worse than a round of the PULL protocol.
Lemma 4.1. Fix a round t ≥ 0 and the set I t of informed vertices. Let N z and N l be the sets of newly informed vertices after one round of the lazy PUSH protocol and after one round of the PULL protocol, respectively. Then there is a coupling such that N z ⊆ N l .
Proof. Let u 1 , u 2 , . . . , u |∂It| be the vertices in ∂I t . We will expose the events {u i ∈ N z } sequentially for i = 1, . . . , |∂I t |, and prove that regardless of the previous history for u 1 , . . . , u i−1 , the conditional probability that u i ∈ N z is at most equal to the probability that u i ∈ N l . Note that the events {u i ∈ N l } are mutually independent, unlike the events {u i ∈ N z }.
Fix an i and suppose that u i has k neighbors in I t . For each j = 1, . . . , k, let v j denote the i-th of these k neighbors. We define the following events for the round of lazy PUSH. Let A j be the event that v j does not push the rumor to any of its other neighbors, i.e., the vertices in N (v i ) \ {u i }. This means that either v j chooses not to push the rumor, or it pushes the rumor to u. Let also B j be the event that v j pushes the rumor. Finally, let F i−1 be any event describing the states (informed or uninformed) of the vertices u 1 , . . . , u i−1 . Clearly, the probability that u i gets informed is maximized when the events A 1 , . . . , A k occur, thus
By Bayes' law,
Combining the above yields
And since the probability that vertex u i gets informed by the PULL protocol is Pr(u i ∈ N l ) = k/d, it follows that there is a coupling such that N z ⊆ N l .
Consider now the variant of the PUSH-PULL protocol, called lazy PUSH-PULL, that is the combination of the lazy PUSH and the (normal) PULL protocols. I.e., in each round every informed vertex chooses not to push the rumor independently with probability 1/2, while every uninformed vertex performs a pull operation in every round. Using Lemma 4.1 we can show that a single round of the lazy PUSH-PULL protocol is worse than two rounds of the PULL protocol (in the same stochastic sense that a round of the lazy PUSH protocol is worse than a round of the PULL protocol). Further, it is straightforward to verify that Theorem 1.1 can be extended to the lazy PUSH-PULL protocol. Therefore, we conclude that for any d-regular graph with vertex expansion α, the PULL protocol informs all nodes in O(α −1 log n log d) rounds w.h.p. Finally, since on regular graphs the runtime of the PUSH and the PULL protocols are asymptotically the same, it follows that the same O(α −1 log n log d) bound w.h.p. holds for the PUSH protocol as well.
Lower Bound
The following theorem generalizes a lower bound of Ω(log 2 n) rounds from [35] for graphs with constant vertex expansion.
Theorem 5.1. For any d, α (functions of n) with d ≥ 3 and d/α ≤ n 1− , for a fixed > 0, there exists an infinite sequence of regular graphs {G i } i≥1 of increasing order n i such that G i has degree d i = d(n i ) and vertex expansion at least α i = Θ(α(n i )), and with constant probability, the PUSH-PULL algorithm needs Ω(α −1 i log(n i ) log(d i )) rounds to inform all vertices.
We now sketch a construction of such a family of graphs. This construction borrows ideas from constructions given in [9] and [35] .
We start with a 3-regular expander graph on n = αn/(d − 2) vertices. Then we replace each vertex u by a cycle of length 1/α, and the three edges pointing to u point now to three vertices in the cycle such that the distance between these vertices is one third of the length of the cycle. Further, we add a few extra edges between the vertices of the cycle in such a way that every vertex has degree exactly 3, and the distance between any two vertices in the cycle decreases by at most a constant factor. The graph obtained is 3-regular with n /α vertices, it has diameter Θ(α −1 log n ), and most importantly, we show that it has vertex expansion Ω(α). The last step in the construction is to take the Cartesian product of this graph with a (d − 2)-clique. We prove that this operation retains the vertex expansion of the graph (although it reduces the conductance by a factor of d). Further, we show that it delays the spread of a rumor by a factor of Ω(log d). The reason for this delay is that every vertex within a particular clique chooses a vertex outside this clique only with probability Θ(1/d). Hence, once a rumor has reached a particular clique, it takes about Ω(log d) steps before enough vertices in the clique are informed to spread the rumor to a neighboring clique. Summarizing, the final graph has (n /α) · (d − 2) = n vertices, it has degree d, vertex expansion Ω(α), diameter Θ(α −1 log n ), and rumor spreading takes a number of rounds that is at least Ω(log d) times the diameter, i.e., Ω(α −1 log n · log d) = Ω(α −1 log(αn/d) log d) = Ω(α −1 log n log d).
5.1 Proof of Theorem 5.1. The proof is divided into two parts. In Section 5.1.1, we give the precise definition of the graph and analyze its expansion and its diameter. In Section 5.1.2, we then lower bound the runtime of the PUSH-PULL protocol on this graph.
Construction
In this section we describe the construction of the sequence G 1 , G 2 , . . . of graphs. We begin with the following definition that essentially takes a 3-regular graph and replaces each vertex by a cycle of length ρ.
Definition 5.1. Let H n = (V, E) be any 3-regular graph with n vertices. For any ρ ∈ N that is a multiple of 3 and satisfies (ρ − 3)/3 is a multiple of 4, define the graph G ρ (H n ) = (V ρ , E ρ ) with vertex set V ρ := V × {1, . . . , ρ} and edge set E ρ defined as follows. Take an arbitrary family of bijections f u : N (u) → {0, ρ/3, 2ρ/3}, u ∈ V , and let Then E ρ :=Ẽ 1 ∪Ẽ 2 ∪Ẽ 3 ∪Ẽ 4 ∪Ẽ 5 .
We observe that graph G ρ (H n ) is also 3-regular, and its diameter is Θ((1/ρ) diam(H n )) = Θ((1/ρ) log n). The next lemma bounds the conductance of this graph.
Lemma 5.1. The graph G ρ (H n ) has conductance at least (1/6)Φ(H n )/ρ.
