In this work, a homogeneous non-equilibrium molecular dynamics method for estimating thermal conductivity is extended to systems employing three-body potentials. This extension is put on a firm theoretical basis and applied to a silicon lattice modeled by the Stillinger-Weber potential. Two new methods are suggested for estimating the thermal conductivity based on a range of values of the fictitious force. Also, the kinetic theory is used to estimate the linear range of the fictitious force necessary to bias the heat flow, thereby potentially reducing the number of simulations needed to estimate thermal conductivity.
Introduction
Thermal conductivity estimates are crucial in understanding and simulating the process of heat transfer by conduction. In problems related to mechanics, the thermal conductivity tensor κ is often strongly dependent on the deformation gradient F and the temperature T . The task of designing experiments that measure κ(F, T ) is generally complex and expensive, owing to the size of the parametric space of F and T . Moreover, it is often difficult to identify from the experimental results the contribution of, say, a distribution of defects or impurities. Molecular dynamics (MD) simulations provide an efficient supplement to such experiments.
There are two well-known methods for calculating the thermal conductivity through MD simulations, namely the Green-Kubo (GK) method and the direct method. In the GK method, fluctuations of the heat flux from equilibrium MD simulations are employed to calculate the thermal conductivity via the fluctuation-dissipation theorem [1, 2, 3, 4] . Typically, the GK method requires very long simulation times to yield values of thermal conductivity that are converged to within statistical uncertainties. On the other hand, the direct method is a non-equilibrium molecular dynamics (NEMD) method, which attempts to mimic an experiment by imposing a temperature gradient across the system [4, 5, 6] . This method also has difficulties with finite-size effects and unrealistically large temperature gradients. A review of the application of the GK and direct methods to silicon is given in [4] .
In this paper, the homogeneous non-equilibrium molecular dynamics (HNEMD) method proposed by Evans [7, 8, 3] for calculating the thermal transport coefficients is extended to three-body interatomic potentials. Evans' method generates smaller statistical errors than the GK and requires minimum system sizes of the order of the GK method (which are smaller than those required for the direct method). The HNEMD method was initially developed for thermal conductivity of systems with pair-wise interactions and attempts have been made to apply it to systems with higher-order interactions among the particles, [9, 10] . However, in both [9] and [10] , it is unclear how the thermal conductivity is deduced when it varies nonlinearly within the considered range of the external field. The form of the heat flux vector, including the necessary three body terms, has already been developed for the related GK method [11, 4] . Here, a theory similar to Evans' is developed and applied to a silicon system governed by the three-body Stillinger-Weber (SW) potential [12] . To this end, it is shown that the equations of motion require additional terms arising from the three-body interactions in order to be consistent with the theory. Moreover, it is demonstrated that these additional terms significantly affect the resulting conductivity estimates.
The HNEMD method of Evans defines a mechanical analogue to the thermal transport process and uses the linear response theory to calculate the transport coefficients. This method is synthetic, in the sense that a fictitious force field is used to mimic the effect of a thermal gradient, thereby reducing the thermal transport problem to a mechanical problem. If this force field is sufficiently small, the response of a phase variable corresponding to the resultant non-equilibrium system involves only equilibrium time correlation functions. Finally, the thermal conductivity at a desired temperature and deformation gradient can be computed from the response of the virial heat flux vector to the fictitious force field. Here, two methods are proposed for estimating the thermal conductivity based on a range of values of the fictitious force, as alternatives to the extrapolation to zero fictitious force originally suggested by Evans [7] . Further, it is shown that the kinetic theory can be used to estimate the linear range of the fictitious force needed for the linear response assumption. Both of these developments add significant practical value to the HNEMD method.
Theory
In linear response theory [3] , the equations of motion for a system of N identical atoms are taken to be of the formṙ
where r i and p i are the position and momentum vectors of atom i respectively, Γ = {(r i , p i ) , i = 1, 2, . . . , N } is the phase space, F i is the interatomic force on atom i, and C i (Γ), D i (Γ) are tensor phase variables which describe the coupling of the system to the fictitious external force field F e . It is assumed that in the absence of the external field F e , the phase-space of the system follows the canonical distribution, that is
where H 0 is the total energy, z(β) is the partition function, β = 1 kB T , with k B being the Boltzmann constant. The equipartition theorem [13] furnishes a kinetic temperature relation
where m is the mass of each atom and · c denotes the canonical phase space average.
For the classical system under consideration, the total internal energy H 0 (which coincides with the total energy of the unperturbed system in (2)) takes the form
where Φ(r) is the potential that describes particle interactions. In this case, the time derivative of the total energy with respect to the new field-dependent equations of motion (1) iṡ
where
∂ri are the interatomic forces and J(Γ) is termed the adiabatic flux. It is remarked dis/adi here that the equations of motion (1) need not be derivable from a general Hamiltonian.
Let B(Γ(t)) =B(t) be a general phase variable. Then, the ensemble average of B evolving with (1) in the Schrödinger representation is given by
where f (Γ, t) is the perturbed phase-space distribution function obtained by solving the Liouville equation
with iL being the Liouvillean and the initial condition given by f (Γ, 0) = f c (Γ). At this stage, it is assumed that the equations of motion (1) satisfy the condition of Adiabatic Incompressibility of phase space (AIΓ), i.e., ∂ ∂Γ ·Γ = 0. Considering the force field F e to be sufficiently small, the Liouville equation (7) can be linearized and solved for the perturbed distribution function
where iL 0 is the Liouvillean for the field-free equations of motion, i.e., (1) with F e = 0, see [3, Chapter 5] for a detailed derivation. Substituting (8) into (6), and assuming that the external field F e is time-independent, the ensemble average of B is obtained as
where B (0) c = B(Γ)f c (Γ) dΓ. The inner integral on the right-hand side of (9) can be written as
using the identity
where iL 0 is the p-Liouvillean of the field-free equations of motion and g(Γ, 0) is chosen to be equal to J(Γ) · F e f c (Γ) [3, Section 3.3] . In equation (10) , exp iL 0 (t − s) B(Γ) is the value of B at time t − s starting with an initial value Γ chosen from J(Γ) · F e f c (Γ). Introducing the notation exp iL 0 (t−s) B(Γ) =B((t−s) 0 ; Γ), where the subscript '0' in (t−s) 0 indicates that the propagation is by field-free equations of motion, (10) can be rewritten as
It is clear that J(Γ) in (12) is the value of J at the starting time and hence can be written as J(Γ) =J(0; Γ). Hence, (12) reduces to
where '⊗' denotes tensor product and B ((t − s) 0 ) ⊗J(0) c is the correlation function of B and J with respect to the canonical distribution. Substituting (10) and (13) in (9), the ensemble average of B becomes
It is noted that, since B ((s) 0 ) ⊗J(0) c,0 in (14) is independent of F e , the ensemble average B (t) is linearly dependent on the external field F e once the non-equilibrium steady state is reached.
To deduce the thermal conductivity from (14) , one needs to follow two steps. First, the phase variable B(Γ) is chosen as the virial heat flux vector B(Γ) = J Q (Γ). The latter is defined in Section 3 for silicon using a three-body potential. Second, the equations of motion are written such that the adiabatic flux J(Γ) in (5) is equivalent to the virial heat flux vector J(Γ) = J Q (Γ) and further satisfy the AIΓ condition. Using these two steps, (14) reduces to
where J Q (0) c = 0, as there is no heat flux when the system is in canonical equilibrium. Hence, (15) can be rewritten as
where V is the volume of the system. Thus, in the linear non-equilibrium steady state,
is proportional to the external field F e with the constant of proportionality being the classical GreenKubo expression for the thermal conductivity tensor. In other words, the thermal conductivity tensor κ can be calculated by the HNEMD method by tracking the response of
to F e rather than calculating the autocorrelation function directly from an equilibrium simulation as in the GK method. Assuming the system to be ergodic, the ensemble average J Q (∞) is equivalent to the time average with respect to the field-dependent dynamics, i.e.,
where t 0 denotes the time to attain the steady state [14] . Observing the similarity between the GK formula and (16), Evans [3, Section 6.5] proposed an expression for the (zz-component of the) thermal conductivity by setting F e = (0, 0, F ez ) so that
It is noted here that, as it stands, the theory is ergodically inconsistent, in the sense that the dynamics used to obtainJ Q ((s) 0 ) in the equilibrium heat flux autocorrelation tensor of (16) does not generate the ensemble of starting states following f c (Γ). This inconsistency is removed in Section 4 by application of a thermostat.
3 Thermal conductivity for a three-body potential
In this section, the HNEMD method is developed for estimating the thermal conductivity of bulk silicon (Si) systems. The SW potential is used to describe the interactions among the Si atoms as many properties such as elastic constants, phonon dispersion curves and thermal expansion coefficients can be accurately modeled using this potential, see, e.g., [15, 16, 17, 18] . The SW potential has the following general form
where u 2 (r i , r j ) describes the pair-wise interaction between atoms i and j and u 3 (r i , r j , r k ) describes the interaction of three atoms i, j and k. The total internal energy of the system can be written as
Now, the energy of each individual atom i is taken to be of the form
and it can easily be seen that the total internal energy H 0 is recovered by summing energy parts E i over i. In this case, the expression for heat flux J Q [19, 11, 4] is
where r ij = r i − r j , F ij = −∇ i u 2 (r i , r j ) is the pair force and F ijk = −∇ i u 3 (r i , r j , r k ) = F ikj is the three body force. However, it should be noted that there are many rational choices for defining the energy E i and the readers are referred to Appendix A for the heat flux expressions arising from different choices.
The following field-dependent equations of motion are proposed for the dynamics of the system,
is the average internal energy. This choice of D i F e is the same as Evans' [3, Section 6.5] with the addition of the last two terms involving three body interactions. The first term (E i −Ē)F e (t) indicates that a heat current is induced by driving the particles with energy E i greater than the average energyĒ in the direction of external field F e and particles with energy lesser than the average energy against F e . The terms
indicate that the heat current is also driven based on the deviation of the virial part of the pressure tensor of atom i from the average pressure. It can be shown that (23) and (24) satisfy the condition of AIΓ which allows the application of the linear response theory described in Section 2. They are also momentum-preserving, i.e., ṗ i = 0, and compatible with periodic boundary conditions. It should be remarked that these equations of motion are not arrived in a systematic procedure, instead they are developed on an ad hoc basis to match the dissipative flux J(Γ) from the time derivative of total energy in (5) with the actual heat flux vector J Q (Γ) in (22) . The proof of this correspondence is given in Appendix B. Therefore,
and, using the linear response theory from Section 2, the average of heat flux vector J Q under the application of external field F e is given by (16) . It is important to note that the equations of motion used are momentum preserving to derive (25) as shown in Appendix B.
Results
The results in Section 2 correspond to an unthermostatted MD system and the theory is referred to as adiabatic linear response theory. It is important that the MD system is thermostatted so that the heat produced by the external field F e is removed. This ensures that the system reaches a steady non-equilibrium state and the long time limit J Q (∞) in (16) is finite. In this paper, the Nose-Hoover(NH) thermostat is used to initially thermalize the system, as well as after the application of external field F ez . The linear response theory for thermostatted systems is similar to the adiabatic linear response theory [20] , [3, Chapter 5] . The equations of motion (23) and (24) with the NH thermostat are integrated by the operator split method as described in Appendix C. In this case, from the linear response theory for thermostatted systems, equation (16) with F e = (0, 0, F ez ) reduces to J Qz (∞) where the NVT dynamics used to calculate J Qz (s) 0 ergodically generates the time zero starting states corresponding to f c (Γ). Hence, there is ergodic consistency. The three methods used to estimate the thermal conductivity from a range of field-dependent ((F ez ) j , j = 1..N ) estimates are:
vs. F ez , see (18) , is extrapolated to F ez → 0 to estimate the thermal conductivity. The variance in the intercept σ
(F ez ) j is used to estimate the error [21] , with
(Note this assumes that the measurement variances are all equal, which is justified for the data used in the linear regression.) 2. Slope: In this method, the slope of a least squares fit of kF ez to (26) is identified as the thermal conductivity. The error is estimated via σ 
Lennard-Jones Argon
As an initial test, the algorithm is applied to Lennard-Jones (LJ) Argon system with 256 atoms at its triple point, T = 86.5 K, using a time-step of 4.0 f s. For LJ systems, the correct equations of motion contain only two body terms in (23) and (24) . Fig.1 shows the variation of thermal conductivity with the external field F ez . The thermal conductivity values at different F ez are obtained by calculating the ratio
T Fez . Assuming the system to be ergodic, the ensemble average J Qz (∞) is equal to the time average of J Qz from the MD simulation once the non-equilibrium steady state is reached, see (17) . It can be observed that the thermal conductivity increases non-linearly for higher F ez indicating that the system is not in the linear non-equilibrium range needed to estimate the conductivity. However, the thermal conductivity converges to a steady value for F ez in the range F ez < 0.1 1 A , indicating the linear response and the range that should be used to obtain the thermal conductivity. Finally, the thermal conductivity is obtained by linear extrapolation of values in the linear range to zero external field F ez . In this way, the thermal conductivity of Argon at triple point is found to be 0.126 ± 0.001 W/mK where the experimental result is 0.126 W/mK. The results in Table 1 show that this method can also be applied to calculate the thermal conductivity at different temperatures and volumetric deformations yielding results comparable to Green-Kubo method, see, e.g., [22] . 
Stillinger-Weber Silicon
Applying the HNEMD method to bulk Si at 1000K, a sequence of simulations are performed for a range of F ez using about 4 million time steps of 0.55 f s each. A system size of 1728 atoms (with a lattice spacing 5.43Å) was chosen based on the fact that this size was shown to be large enough to be free of size effects for GK method in [4] . It can be observed from Fig.2 that the system is in the linear range for F ez < 2 × 10 −4Å −1 . Since the external field F e is applied only in the z-direction, it is expected for the diamond cubic Si system that the average heat fluxes J Qx (∞) and J Qy (∞) in the x and y directions approach zero respectively as shown in Fig.3 . The value of thermal conductivity by linear extrapolation to F ez → 0 is 50 ± 4 W/mK, which is consistent with the Green-Kubo result 66 ± 16 W/mK and direct method result 65 ± 16 W/mK [4] . The slope method gives a conductivity estimate of 55 ± 2 W/mK, see Fig.4 , and averaging conductivity values in the range F ez < 2 × 10 −4Å −1 gives an estimate of 53 ± 2 W/mK, see Fig.2 . Hence, all the three ways of evaluating κ from the HNEMD method yield consistent results.
To quantify the significance of three-body terms on thermal conductivity, simulations were carried out for different F ez but with only two body terms included in the equations of motion (23), (24) and the heat flux vector J Q (Γ) in (22) . A linear regime of F ez was found where the thermal conductivity reached a steady value, see Fig.5 . The value of thermal conductivity from the average method and the slope method is found to be 26 ± 1 W/mK which is approximately half of the value obtained from simulations including 3-body terms, see Fig.6 . This clearly demonstrates that the equations of motion and heat flux vector need to contain the 3-body terms in order to obtain an accurate estimate of the thermal conductivity. It also gives an idea of the contribution of two body and three body terms to the thermal conductivity.
Discussion
For SW silicon, the HNEMD method usually takes 1-2 million time steps to obtain the thermal conductivity from a simple average of the heat flux that is converged to within statistical uncertainties. The running average heat flux in the x and y directions for the Si system in the nonequilibrium steady state with F ez = 1 × 10 −5Å −1 . Note that the z direction is omitted for clarity. This is relatively short compared to the Green-Kubo (GK) method which must rely on the integration of current-current autocorrelation function. Due to the significant noise at long correlation times this integration is difficult to do accurately and requires on the order of 6 million time steps or more [4, 6] to reach a comparable confidence interval. According to [4] the customary method of using an exponential fit to the short time autocorrelation data (by-passing the long time correlation noise) largely underestimates the thermal conductivity; however, direct quadrature requires longer simulation times to obtain an accurate rate of decay. Evans' method avoids these problems related to autocorrelation function by just requiring the average J Qz (∞) for a range of F ez . Each of these estimates may be obtained via time averaging, assuming the system to be ergodic, and thereby avoiding the ensemble averaging needed in GK methods using NVE dynamics to obtain better signal-to-noise ratios. However, there are few disadvantages using the Evans' method. First, it is necessary to perform simulations for different F ez to identify the linear regime. This cost can be ameliorated by using multiple simultaneous simulations to calculate the independent flux averages over the range of F ez . Second, Evans' method may be highly inefficient for very low values of F ez , with costs comparable to GK estimates. In this range, the system is closer to equilibrium state and J Qz (∞) approaches zero as F ez approaches zero, see Fig.7 . Therefore, it is difficult to estimate the ratio
and the effect of the external perturbation on the system becomes comparable to the thermal fluctuations. Hence, it is important to find the range of F ez that is large enough to obtain reasonable
and small enough for the system to be in the linear non-equilibrium range. The kinetic theory of gases can be used to estimate the linear response range of the particular system to the external perturbation F ez . It is known in the case of gases that Fourier's Law is valid when the relative variation of temperature is small within a length equal to the mean free path ϕ [23, 24] ϕ T ∂T ∂x
Assuming that Si at 1000K is a gas of phonons, (27) can be employed with ϕ being the phonon mean free path. In the linear range, it can be seen from (18), (26) and Fourier's law (J Q = κ∇T ) that the effect of external field F ez is identical to that of a logarithmic temperature gradient, i.e.,
ϕp for the system to be in the linear range. Hence, for silicon F ez ≪ 0.0015 1 A since the phonon mean free path of Si at 1000K is estimated to be 600Å from kinetic theory [4] . In fact, it can be observed from Fig.2 that the linear range of F ez is approximately 1/100 to 1/10 of 0.00151/Å. In this way, the number of simulations that must be performed for different F ez to get a viable conductivity estimate with Evans' method can be significantly reduced. Hypothetically, extrapolation requires only two conductivity estimates, whereas the slope requires only one flux measurement in the linear range since zero flux at zero F ez is assumed. Estimating conductivity with the average method, also, potentially can be done with one measurement but it is much more sensitive to estimating where the linear range begins.
A Partition of energy to atoms and the heat flux vector
The total potential energy from pair and triplet bonds (19) is
where u 2 (r i , r j ) is the pair potential and u 3 (r i , r j , r k ) is the three body potential. For this appendix a shorthand notation is adopted for the potentials by defining u 2 (r i , r j ) = φ ij and u 3 (r i , r j , r k ) = φ ijk . This three body term φ ijk is taken to be the sum of three triplet bonds as in the Stillinger-Weber potential φ ijk = φ jk i + φ ik j + φ ij k , and φ jk i = h(r ij , r ik , θ jik ) where θ jik represents the angle between r ij and r ik . Here, φ jk i is the potential with i as the vertex, j and k as the legs. Now, the partition of total energy to individual atoms may be described using a 1-parameter family
where α ∈ [0, 
. Now, by defining
,
and substituting (A.4) into (A.3), the heat flux vector can be written
(A.5) Now, F ijk may also be written as
where the last step is obtained by taking the gradient of φ ijk = φ jk i + φ ik j + φ ij k with respect to r i . Using (A.6) and r i − r j = r ij to simplify (A.5), the final expression for the heat flux vector for the field-free equations of motion can be obtained as
It was observed in [4] that the two choices α = 0 and α = 
B Correspondence of virial and adiabatic heat fluxes
In this Appendix, it will be proved that the equations of motion (23) and (24) are written in such a way that the adiabatic heat flux vector J is the same as virial heat flux vector J Q . The rate of change of the total energy H 0 iṡ
Using the equations of motion (23) and (24) , definitions (A.4),
Since the equations of motion are momentum preserving and the initial momentum being zero, i pi m = 0. Using these deductions, (B.3) becomeṡ
Here, it should be noted that it is essential for the equations of motion (23) and (24) to be momentum preserving in the Evans' method to obtain (B.4).
C Numerical integration algorithm
The governing system of equations (23) and (24) where T (p) is the temperature (3), T 0 is the expected temperature, ζ is the NH control variable, D i F e is the Evans bias force (24) , and F i is the interatomic force. To integrate this system of ordinary differential equations the operator split method [25] is employed. This method is based on the decomposition of the p-Liouvillean operator that propagates the initial state In applying the operator split methodology the action of each of the evolution operators L ζ , L p1 . . . on {r i , p i , ζ} is integrated in turn, preferrably exactly. However, in the case of Evans force D i F e , which depends on p only through the energy E i , it is possible but not feasible to integrateṗ = D i (r, p, F(r))F e exactly given the quadratic dependence of D i F e on p. Therefore, given the relative expense of the operations, where the interatomic force evaluation is the most expensive followed by the Evans force, the integration of D i F e is lumped with F (see (C.8) and (C.9) below). With this choice, the resulting update is essentially the same as NVT algorithm in [25, Eqn. 26] 
p n = exp ∆ t 2 ζ n+1/2 p n (C.5) p n+1/2 =p n + ∆ t 2m F n (C.6) r n+1 = r n + ∆ t m p n+1/2 (C.7)
F n+1 = F(r n+1 ) (C.8) 
where (C.4) is the exact integration of L ζ over ∆ t 2 , etc. Here, the subscripts enumerate time-steps. It also should be noted that this operator split method is not second order accurate, unlike the similar schemes in [25] , due to its inability to integrate the Evans force D i F e exactly.
The algorithm was encorporated as part of the MD code LAMMPS [26] .
