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Abstract
Let A be a finite-dimensional algebra over a finite field and let J (A) be the Jacobson radical of A.
We prove a new commutator identity in the group G = 1 + J (A) and using this identity we show
that every irreducible character of G is induced from a linear character of some subgroup of the form
H = 1 +U , where U is a subalgebra of J (A). This answers a question of I.M. Isaacs.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let A be a finite Fq -algebra with identity, where Fq is a finite field of characteristic p,
and let J = J (A) be the Jacobson radical of A. Then the group 1 + J is called an
Fq -algebra group. The subgroups of an algebra group which are of the form 1 +U , where
U  J is a subalgebra of J are called algebra subgroups. If A is a finite-dimensional
algebra, then J (A) is a nilpotent algebra, so 1 + J (A) is a nilpotent subgroup of the
group of units of A. If J is a finite-dimensional nilpotent algebra then we can define
an algebra A = Fq · 1 + J such that J = J (A). So the algebra groups are exactly
the groups 1 + J associated to the finite nilpotent algebras J with the multiplication
(1 + j1) · (1 + j2) := 1 + j1 + j2 + j1j2. The following theorem was proved by I.M. Isaacs
[2, Theorem A].
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characters of G have q-power degree.
In this paper we prove the following:
Theorem 1.2. Let G be an Fq -algebra group and χ ∈ Irr(G). Then there exist an
Fq -algebra subgroup H G and a linear character λ of H such that χ = λG.
This result appears as a question in the paper of Isaacs and it was proved by Carlos
A.M. André in [3] for the case Jp = 0, where p = charFq . We note that Theorem A,
Corollary B, and Theorem C in [2] are immediate consequences of our Theorem 1.2. Our
proof will be based on the following observation:
Theorem 1.3. Let G = 1 + J be an Fq -algebra group and ϕ ∈ Irr(1 + J 2). If ϕ is a
G-invariant character, then ϕ is linear.
For a positive integer k, 1 + J k is an algebra subgroup of G = 1 + J . We have found
the following connection between the commutators of these subgroups:
Theorem 1.4. Let J be an arbitrary nilpotent ring and let 1 + J be the group associated
to J . Then for all m,n ∈ N:
[
1 + Jm,1 + J n]⊆ [1 + J,1 + Jm+n−1]. (1)
This theorem plays an important role in the proof of Theorem 1.3.
2. Commutators in algebra groups
The main purpose of this section is to prove Theorem 1.4. First we show an easy lemma:
Lemma 2.1. If [1 + Ak,1 + Al] ⊆ [1 + A,1 + Ak+l−1] for a nilpotent ring A, then
[1 +Bk,1 +Bl] ⊆ [1 +B,1 +Bk+l−1] for every quotient ring B of A.
Proof. Let ϕ :A → B denote the natural ring homomorphism from A to B . Then we can
extend this homomorphism to a group homomorphism ϕ : 1 + A → 1 + B by the rule
ϕ(1 + a) := 1 + ϕ(a). It is clear that ϕ(1 + Ak) = 1 + Bk for all k and ϕ([H,K]) =
[ϕ(H),ϕ(K)] for all subgroups H,K of 1 +A. The assertion follows. 
Let R = Q or Z and denote by FR(X) the free algebra over R generated by the set
X and by FR(n,X) the free nilpotent algebra over R with nilpotency class n generated
by the set X. Then FR(n,X)  FR(X)/FR(X)n. This means that FR(n,X) is the algebra
of polynomials with noncommuting indeterminates in the set X subject to the relations
that any product of n elements is zero. It is clear that every nilpotent ring is a quotient of
FZ(n,X) for some n and X, so by Lemma 2.1, in order to prove Theorem 1.4 it is enough
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will denote a free nilpotent algebra (of unspecified class) over Q or over Z by N(Q) or by
N(Z).
If J is a nilpotent algebra over the field R such that either charR = 0 or charR = p and
xp = 0 for all x ∈ J then we can define the map exp :J → 1 + J and the inverse of this
map ln : 1 + J → J by the power series:
exp(x) = 1 + x + x
2
2
+ · · · + x
k
k! + · · · ,
ln(1 + x) = x − x
2
2
+ · · · + (−1)k+1 x
k
k
+ · · · .
The Campbell–Hausdorff formula says that for all a, b ∈ J :
exp(a) exp(b)= exp(a + b + z(a, b)), (2)
where z(a, b) is an element in the Lie subalgebra generated by a and b. This formula can
be found, for example, in [4, pp. 170–174] and it holds if either charR = 0 or charR = p
and Jp = 0.
Lemma 2.2. Let J be a nilpotent algebra over Q. Then the exp map establishes a
bijection between J k and 1 + J k for all k. Furthermore, exp is a bijection between the
Lie commutator [J k, J l] and the group commutator [1 + J k,1 + J l] for all k, l.
Proof. The first part of the lemma is obvious. Using formula (2) and the fact that [J k, J l]
is a Lie subalgebra of J it follows that exp[J k, J l] is a subgroup in 1 + J . Let x ∈ J k and
y ∈ J l . Then [expx, expy] = exp([x, y]+w(x,y)) by [5, Lemma 9.15], where w(x,y) is
a rational combination of commutators in the elements x, y of weight  3. The inclusion
[1 + J k,1 + J l] ⊆ exp[J k, J l] is clear from this.
To see that exp(u) ∈ [1 + J k,1 + J l] for any u ∈ [J k, J l] we assume k  l and we use
reverse induction on k. Let u =∑ni=1[ui, vi], where ui ∈ J k and vi ∈ J l . By the lemma
mentioned before and by the Campbell–Hausdorff formula,
exp(u)
(
n∏
i=1
[
exp(ui), exp(vi)
])−1 = exp(u) 1∏
i=n
exp
(−[ui, vi ] −w(ui, vi))= exp(ω),
where ω is a rational linear combination of commutators in the elements ui, vi of weight
 3. Thus ω ∈ [J k+l, J l] and exp(ω) ∈ [1 + J k+l,1 + J l] ⊆ [1 + J k,1 + J l] by reverse
induction on k. Therefore exp(u) ∈ [1 + J k,1 + J l] and we are done. 
Lemma 2.3. If J is a free nilpotent algebra over Q, then for all k  2,
[1 + J,1 + J ] ∩ (1 + J k)= [1 + J,1 + J k−1]. (3)
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[J,J ] ∩ J k = [J,J k−1] (4)
is equivalent to Eq. (3). Let n be the nilpotency class of J and let X be a free generator set
of J . Then B =⋃n−1i=1 Xi is a basis of J , where Xi = {u1u2 · · ·ui | uj ∈ X, 1  j  i}.
Using that the Lie bracket is a bilinear function and X is a free generator set, it follows that
[J,J ] ∩ J k can be generated (as a vector space) by the set
Y = {[a, b] | a ∈ Xl, b ∈ Xm, l +m k}.
Let a = x1x2 · · ·xl ∈ Xl and b = y1y2 · · ·ym ∈ Xm such that l +m k. Then
[a, b] = x1 · · ·xly1 · · ·ym − y1 · · ·ymx1 · · ·xl
= x1 · x2 · · ·xly1 · · ·ym − x2 · · ·xly1 · · ·ym · x1
+ x2 · x3 · · ·xly1 · · ·ymx1 − x3 · · ·xly1 · · ·ymx1 · x2 + · · · ∈
[
J,J k−1
]
.
Therefore Y ⊆ [J,J k−1] and [J,J ] ∩ J k ⊆ [J,J k−1]. It is clear that [J,J ] ∩ J k ⊇
[J,J k−1], so the proof is complete. 
Remark 2.1. If J is any nilpotent algebra then Eq. (4) is not true in general. P.P. Pálfy
showed me the following example: Let J  M4(Q) be the algebra of strictly upper
triangular matrices with equal elements next to the main diagonal. Then
J =


0 a ∗ ∗
0 0 a ∗
0 0 0 a
0 0 0 0

 , J 2 =


0 0 b ∗
0 0 0 b
0 0 0 0
0 0 0 0

 , J 3 = [J,J ] =


0 0 0 c
0 0 0 0
0 0 0 0
0 0 0 0

 .
In this case [J,J ] ∩ J 3 = J 3 = 0 but [J,J 2] = 0.
Up till now we have worked with rational nilpotent algebras. Now we consider free
nilpotent rings over Z. Our next purpose is to prove (3) for J = N(Z). First we prove an
easy lemma.
Lemma 2.4. Let V be a vector space over Q and let B ⊆ V be a basis of V . For any subset
Y we denote by 〈Y 〉Z the set of all linear combinations of elements from Y with integer
coefficients. If Y ⊆ {a − b | a, b ∈ B}, then 〈Y 〉Q ∩ 〈B〉Z = 〈Y 〉Z.
Proof. Let z = ∑mi=1 αiyi ∈ 〈Y 〉Q ∩ 〈B〉Z be such that {y1, y2, . . . , ym} ⊆ Y is linearly
independent, and each αi ∈ Q is nonzero. Then there is a minimal subset B ′ ⊆ B such that
{y1, y2, . . . , ym} ⊆ 〈B ′〉. Since m = dim〈y1, y2, . . . , ym〉 < |B ′|, there is an element b ∈ B ′
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thus
z − αkyk =
∑
i =k
αiyi ∈ 〈Y 〉Q ∩ 〈B〉Z.
The result follows by induction on m. 
Lemma 2.5. For all k  2,[
1 +N(Z),1 +N(Z)]∩ (1 +N(Z)k)= [1 +N(Z),1 +N(Z)k−1].
Proof. It is evident that[
1 +N(Z),1 +N(Z)]∩ (1 +N(Z)k)⊇ [1 +N(Z),1 +N(Z)k−1].
Since 1 +N(Z)k  1 +N(Q)k , it follows that
[
1 +N(Z),1 +N(Z)] ∩ (1 +N(Z)k) [1 +N(Q),1 +N(Q)]∩ (1 +N(Q)k)
= [1 +N(Q),1 +N(Q)k−1],
using Lemma 2.3. If X is a free generator set of the free nilpotent algebra N(Q) with
nilpotency class n then we can write all elements of N(Q) uniquely as polynomials
in elements of X such that all terms of these polynomials have degree < n. Then
N(Z)  N(Q) is exactly the set of polynomials with integer coefficients. So it is enough
to prove that the elements of [1 + N(Q),1 + N(Q)k−1] with integer coefficients belong
to [1 + N(Z),1 + N(Z)k−1]. We define the degree of an element in N(Z) as the smallest
degree of its terms. Let 1 + z ∈ [1 + N(Q),1 + N(Q)k−1] ∩ (1 + N(Z)) be an arbitrary
element. If z has degree l > k − 1 then 1 + z ∈ [1 + N(Q),1 + N(Q)l−1] by Eq. (3). To
prove that 1 + z ∈ [1 +N(Z),1 + N(Z)k−1] we use reverse induction on l noting that the
result is certainly true for l large enough.
Let Xl = {u1u2 · · ·ul | uj ∈ X, 1 j  l} and [X,Xl−1] = {[u,v] | u ∈ X, v ∈ Xl−1}.
We write 1 + z =∏[1 + xi,1 + yi]±1, where xi ∈ N(Q) and yi ∈ N(Q)l−1. It is clear that
[xi, yi] ∈ 〈[X,Xl−1]〉Q +N(Q)l+1, so
1 + z =
∏
[1 + xi,1 + yi]±1 ∈
(
1 +
∑
±[xi, yi] +N(Q)l+1
)
∩ (1 +N(Z))
⊆ 1 + (〈[X,Xl−1]〉
Q
∩ N(Z))+N(Q)l+1.
But 〈[X,Xl−1]〉Q ∩ N(Z) = 〈[X,Xl−1]〉Z by Lemma 2.4, henceforth 1 + z ∈ 1 +
〈[X,Xl−1]〉Z +N(Q)l+1. From this it follows that z ∈∑mj=1 αj [aj , bj ]+N(Q)l+1, where
αj ∈ Z, aj ∈ X and bj ∈ Xl−1 for all j . Then
1 + z′ := (1 + z) ·
(∏
[1 + αj aj ,1 + bj ]
)−1
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Thus 1 + z′ ∈ [1 + N(Z),1 + N(Z)k−1] by induction and so 1 + z ∈ [1 + N(Z),1 +
N(Z)k−1], too. This completes the proof. 
Proof of Theorem 1.4. It was shown at the beginning of this section that it is enough
to prove Eq. (1) in the case when J = N(Z). It is clear that [1 + N(Z)m,1 + N(Z)n] ⊆
[1 + N(Z),1 + N(Z)] ∩ (1 + N(Z)m+n). The right-hand side of this inclusion is exactly
[1 +N(Z),1 +N(Z)m+n−1] by Lemma 2.5, so we are done. 
3. Characters in algebra groups
Let G = 1 + J be a finite algebra group over Fq where q = pf for some prime p. In
this section we prove Theorems 1.2 and 1.3. We shall need the following result.
Lemma 3.1. Let G = 1 + J be a finite algebra group over Fq and χ ∈ Irr(G). Then the
following properties are equivalent:
1. There exist a proper algebra subgroup H <G and ϕ ∈ Irr(H) such that χ = ϕG.
2. χ1+J 2 is not irreducible.
Proof. Suppose H = 1 + U = G is an algebra subgroup and ϕ ∈ Irr(H) is such that
χ = ϕG. Let K = H(1 + J 2) = 1 + U + J 2. Then 1 + J 2 K = G by [2, Lemma 3.1].
Thus χ = (ϕK)G and χK is not irreducible. Then χ1+J 2 is not irreducible, too.
Assume now that χ1+J 2 is not irreducible and let ψ ∈ Irr(1 + J 2) be a constituent
of χ1+J 2 . Let H = 1 + U  1 + J 2 be a maximal Fq -algebra subgroup such that ψ is
extendible to H . Then H = G. We choose a ϕ ∈ Irr(H) such that ϕ is an extension of ψ and
ϕ is a constituent of χH . Then for an arbitrary x ∈ J \U , the subgroup Nx = 1 +Fqx +U
is an Fq -algebra subgroup and |Nx : H | = q . Let ϑ ∈ Irr(Nx) be a character over ϕ, that is,
ϕ is a constituent of ϑH . By Isaacs’ Theorem 1.1, ϑ(1) and ϕ(1) are both q-powers hence
either ϑH = ϕ or ϑ = ϕNx . The first case cannot occur by the maximal choice of H , thus
ϑ = ϕNx . Therefore INx (ϕ) = H for all x by [1, Problem 6.1], thus IG(ϕ) = H . Hence ϕG
is irreducible by Problem 6.1 so χ = ϕG. 
Proof of Theorem 1.3. Let G = 1 + J be an algebra group and ϕ ∈ Irr(1 + J 2) be a
G-invariant character. We prove by reverse induction that [1 + J 2,1 + J k] kerϕ for all
k  2. This is clear if J k = 0. Assuming that [1 + J 2,1 + J k]  kerϕ, it follows that
1 + J k  Z(ϕ), where Z(ϕ) denotes the center of ϕ. Hence ϕ1+J k = λ · ϕ(1), where λ
is a G-invariant linear character of 1 + J k . It follows that [1 + J,1 + J k] kerϕ. Using
Theorem 1.4, we have [1 + J 2,1 + J k−1] [1 + J,1 + J k], thus [1 + J 2,1 + J k−1] 
kerϕ. 
Proof of Theorem 1.2. If χ ∈ Irr(G) is not linear then χ1+J 2 is not irreducible by
Theorem 1.3. By Lemma 3.1, there exist an algebra subgroup H = G and ϕ ∈ Irr(H)
such that χ = ϕG. Using induction on |G|, we obtain that there exist an algebra subgroup
Z. Halasi / Journal of Algebra 275 (2004) 481–487 487L  H and λ ∈ Irr(L) such that λ is a linear character of L and ϕ = λH . The theorem
follows from the transitivity of induction. 
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