Abstract
this paper, we concern ourselves with Diffserv-like architectures and how they can best manage TCP flows', which constitute the majority of the traffic volume (80-90%) on the Internet today [35] .
Recent measurements of Internet traffic [29] show that the length (in terms of both lifetime and transfer size) of TCP flows follows a heavy-tailed distribution, i.e. only a small percentage (e.g. less than 20%) of flows are long-lived (e.g. more than 20 packets), but they carry a large percentage (e.g. 85%) of the total traffic (in bytes). This calls for a careful design of the network so that these few long-lived TCP flows are managed well. Furthermore, many recent proposals (e.g. [lo, 151) have attempted to provide longlived TCP flows with predictive (or controlled-load) service, where a TCP flow is statistically allocated a certain ratehandwidth. In these proposals, it has been shown that a TCP flow has to operate in a predictable mode, otherwise it may not be able to take advantage of its reservation. This predictability is hard to achieve in the presence of the many short-lived TCP flows, which have a more bursty flow arrival/departure process [ 14, 351 and more drastic sending window dynamics.
In this paper, we argue for an architecture that isolates short-lived and long-lived TCP flows into two classes. This can be implemented, for example, by using a classbased queueing (CBQ) scheme [17] , or by routing these two classes of flows on (logically) separate communication paths [34] . See Figure 1 for an illustration of isolation control. Edge routers will be responsible for classifying flows and marking packets as belonging to long-lived or shortlived flow. Once a flow is classified into a long flow (e.g. after a certain number of packets from that flow are observed), edge routers will be able to direct the recognized flow to a new path, for example, by establishing a labelswitched path using MPLS [6, 2, 341. We show using control-theoretic arguments and extensive simulations the utility of such class-based isolation
We use the terms "flow" and "connection" interchangeably throughout the paper. A flow can be generally defined as a sequence of packets which share some common properties In this paper, we define a flow as packet sequence between the same source hosthetwork and destination hosthetwork pair. scheme. We show that fairness and predictability are improved for both short and long TCP flows. Furthermore, by allocating more bandwidth to the class of short flows, which are usually interactive and delay-sensitive, we can significantly reduce their response time. Our work differs from previous work (reviewed in Section 5) in that we study the benefits of class-based isolation to not only long TCP transfers', but also to short TCP transfers, which constitute a large percentage of TCP flows on the Internet today.
The rest of the paper is organized as follows. Section 2 uses control-theoretic arguments (similar to [21, 301) to establish the benefits of isolation (or individual) control over traditional aggregate control, where flows of different characteristics (e.g. size) are mixed together to share the same resources (e.g. buffer, transmission capacity). Section 3 describes our simulation model and experiments. Section 4 supports our claims by extensive simulations of TCP-reno flows. Section 5 discusses related work, and Section 6 concludes the paper. Due to space limitations, we refer the reader to [23, 221 for the derivation of stability conditions in Section 2, and for more simulation results.
Aggregate versus Individual Control
In this section, we formulate two discrete-time control models. In the first model (Section 2.1), each flow controls its input traffic rate based on the aggregate state of the network due to all N flows. In the second model (Section 2.2), each flow (or class of homogeneous flows) controls its rate based on its own individual state within the network. Here we do not model TCP flows whose control generally leads to oscillatory behavior [SI, rather we assume PID control3 for which a stable solution exists under certain conditions [27, 30, 211 . The motivation behind this assumption is to keep the models simple while still gaining insights into the fundamental differences between aggregate and individual controls, and how these differences can affect the performance of TCP flows of different size.
In the aggregate control model, the number of new packets that a flow i sends into the network at time step k , denoted by w: , is adapted based on the difference between a target total buffer space, denoted by B, and the current total number of outstanding packets, denoted by q k . In the 'Many TCP studies assume infinire transfers. 3PID control is a controller where the control signal is a linear combination of the error, its integral, and derivative [27] . 
Aggregate Control or Sharing
Under aggregate PID control, the evolution of the system state is described by the following difference equations:
w;
For simplicity, assume a constant acknowledgment (service) rate, i.e. ck = C for all k . Let a and , B be the maximum of a i and pi, respectively. Then, it can be shown that this system is stable if the following condition is satisfied
Otherwise, the system does not converge to a stable state.
This indicates that the existence of flows which rapidly change their sending rates through high values of a i and/or pi can cause the system to become unstable. This suggests that short TCP flows, which aggressively change their sending windows in slow start phase, may affect the stability of long TCP flows, which change their sending windows cautiously in congestion avoidance mode, in a system that mixes both kinds of TCP flows. Furthermore, in such a system, the value of N may be high so as to cause instability.
We now derive the values of the state variables at equilibrium given that the system is stable, i.e. the system satisfies equation (2) . Denote by ( w~)~ and qs the steady-state values of wf and q k , respectively. Then, at equilibrium, we have from equations (1):
Thus, at equilibrium, qs = B and CLl(w;)s = C. In other words, the system converges to a state where the total input rate matches the total service rate, and the total buffer space is full.
We note that if ai = Q and pi = / 3 for all i, then wf changes by the same amounts for every flow i. Consequently, if we start the evolution of the system with wp being the same for all flows, only then we have equal sharing of the network at steady-state, i.e. To summarize, controlling several flows by observing the resulting aggregate state of the network may lead to instability due to either the existence of flows which are rapidly adjusting their sending rates, or a high number of flows competing for the same shared resource. Furthermore, even if the system is stable, the system is highly likely to converge to an unfair state where flows receive unequal shares of the resource.
Individual Control or Isolation
Under individual PID control, the evolution of the system state is described by the following difference equations:
Recall that under individual control, flow/class i regulates its input, w:, based on its own number of outstanding and acknowledged packets. For simplicity, assume a constant acknowledgment (service) rate, i.e. cf = C; for all k . Following the same stability analysis to derive equation (2) [23], it is easy to see that flow/class i stabilizes if the following condition is ~a t i s f i e d :~ Q; + 2p; < 4 (6) We set N = 1 in equation (2) Observe that, unlike aggregate control, flows/classes are isolated from each other. Therefore, the existence of flows/classes, which rapidly change their sending rates through high values of a; andlor pi (e.g. short TCP flows), does not affect the stability of other flows (e.g. long TCP flows). This isolation can be implemented using, for example, a class-based queueing (CBQ) discipline [ 171. In such a CBQ system, each class of homogeneous flows can be allocated its own buffer space and service capacity.
We now derive the values of the state variables of flow/class i at equilibrium given that it stabilizes, i.e. flowklass i satisfies equation (6) . Denote by (wi), and (q;)s the steady-state values of wf and q:, respectively. Then, at equilibrium, we have from equations (5): Thus, at equilibrium, ( q i ) s = B; and (~i )~ = C;. In other words, each flow/class i converges to a state where its input rate matches its allocated service rate, and its allocated buffer space is full. We note that if the allocated buffers B i and service capacities Ci are equal, then every flow receives an equal share of the resources, regardless ofthe initial values of wp and 4:. One can also achieve a weighted resource sharing by assigning different B i and C; allocations. Thus, a flow/class with higher priority (e.g. short interactive TCP flows) can be allocated more resources, so as to receive better throughputldelay service.
To summarize, controlling each flow (or class of homogeneous flows) by observing its own individual state within the network provides isolation between them. Thus, stability can be achieved for a flow/class regardless of the behavior and number of other flows/classes. Furthermore, the system can converge to a fair state where flows/classes receive a weighted share of the resources.
Simulation Model and Experiments
As pointed out in Section 1, recent measurements of Internet traffic [29] show that the length (in terms of both lifetime and transfer size) of TCP flows follows a heavy-tailed distribution, where few long-lived TCP flows carry most of the bytes. Short flows behave very differently compared to long flows. First, some measurement studies [ 14, 351 suggest that short-lived flows arrive to the network in a more bursty fashion than long-lived flows. In addition, for TCP traffic, which contributes most of the Internet traffic today, long-lived flows, which typically acquire enough knowledge about the congestion state of the network, spend most of their time in congestion avoidance phase, while shortlived Bows mainly transmit in slow start phase [7] . In other words, short flows generally finish their transmission before they can adapt to their fair share of the bandwidth. Generally speaking, the TCP congestion window changes more drastically during slow start than during congestion avoidance. However, because short TCP flows generally attain smaller window sizes, they generate smaller packet bursts (albeit more variable in size) than long TCP flows.
These differences in the behavior of short and long TCP flows suggest that it may be beneficial to treat network flows differently based on their size. More precisely, isolating short flows from long ones promises to reduce the volatility (seen by long flows) of the state of congestion in the network created by the burstier arrivals of short TCP flows and their more drastic window dynamics (i.e. variation in packet burst sizes). Thus, the few well-behaving (more stable) long-lived TCP flows, which are carrying most of the bytes, can be protected and provided better service.
Furthermore, with isolation, short TCP flows are also protected from long TCP flows, which generally attain larger window sizes (or generate larger packet bursts). This reduces the chances that short TCP flows are completely shut off by long flows, which would increase their response time. This is clearly undesirable for short interactive/delaysensitive flows. This undesirable situation has been observed when both shared tail-drop queues and RandomEarly-Drop (RED) queues are deployed [16, 51 , where sources generating smaller packet bursts (i.e. short flows with smaller window sizes) are penalized.
Our objective is to investigate the effect of isolating (or splitting) a set of short and long flows into two (sizehomogeneous) classes, namely short class and long class, in the absence and presence of background traffic. We then measure various performance metrics, including fairness within each class. We obtain our simulation results using the UCBLBNLNINT Network Simulator-ns (version 2)
[36]. All simulations are for the TCP-reno version [32, 331. Simulations with TCP-tahoe support the same conclusions.
In our experiments, we consider links with FIFO queues employing either tail-drop or RED packet dropping policy. Unless otherwise specified, packet queues are assumed to deploy a tail-drop policy.
Flow Assignment Policies
We compare three traffic management schemes employed at an edge router distributing flows over two parallel paths (cf. When a splitting (isolation) policy is used, unless otherwise specified, a size-based splitting strategy is used. Note that size-based splitting assumes that TCP flows are classified based on the exact size of the transfer, rather than by classifying a flow as long-lived after observing it for some time or for a certain number of packets. The latter mechanism, used in lifetime-based splitting, would likely be the one used in practice [29] . However, it is not straightforward to quantify the effect of a re-routed long flow on the ongoing group of long flows. Thus, in this paper, we also use size-based splitting to exclude these effects and examine isolation if we indeed have a "clean" split among short and long flows.
Performance Measures
We consider the following performance measures: (1) effective throughput (or goodput) to measure the rate of successfully transmitted (i.e. acknowledged) packets; and (2) fairness within each class (i.e. among sizehomogeneous flows). To measure fairness, we use Chiu and Jain's fairness index [SI, which is defined as follows: if there are N connections competing for a bottleneck resource, and the goodput achieved by connection a is x i , then the fairness index f is given by:
The closer the value of f is to 1, the more fair the resource allocation is (i.e. the values of xi's are closer to each other). Throughout simulation lifetime, we measure the goodput and fairness index over 20-second intervals, and either plot these instantaneous values as a function of time, or plot the average value.
Simulation Results
Simulation results in Sections 4.2 and 4.3 compare isolation and sharing for varying network pipe and buffer sizes in the presence of telnet background traffic. Section 4.4 presents performance results with web background traffic.
General Observations
Before presenting the details of our simulation experiments, we summarize our observations: 0 Isolating short flows from long ones can reduce the load variation on the route taken by long flows. This is because long flows are then protected from the more bursty arrivals/departures of short flows and their more drastic sending window dynamics. Thus isolation can improve the predictability of the service provided to long flows as well as fairness among them.
0 Class-based isolation of short and long TCP flows also protects short flows from being completely shut off by long TCP flows, which generally generate larger packet bursts due to their larger sending windows.
Thus isolation can also improve the predictability of the service provided to short flows as well as fairness among them.
0 Class-based isolation provides short TCP flows with much better fairness and response time than that provided in a shared RED queueing system, since RED usually penalizes flows generating smaller packet bursts.
0 Class-based isolation can improve service predictability and fairness without sacrificing the overall goodput and utilization of the network. This is especially true when network resources are relatively scarcegenerally when the share of each connection is less than 10 packets per round-trip time.
0 Class-based isolation can allow a service provider to more accurately predict performance and thus provide reliable guarantees to users, including throughput/delay guarantees to short interactive transfers.
Maximum TCP window size TCP timeout granularity Bottleneck link delav
Effect of Pipe Size
128 packets 0.5 seconds 40 ms Figure 2 shows the topology used for this set of experiments. The link between nodes 0 and 1 is the bottleneck link. Each pair of sender Si and receiver Ri sets up a session in which infinite amount of data is sent, however, the session data is spread over several connections. Each connection has a limited size and classified as either long if its size is 1000 packets or short if its size is 10 packets. Each session starts at a randomly chosen time in the first 5 seconds of simulation time. Whenever a connection finishes its transmission, a new connection belonging to the same session starts. A total of six low-bandwidth telnet sessions (using tcplib in ns [36] ) are used as background traffic to avoid deterministic (or synchronization) behavior. All the topology and protocol related parameters are listed in Ta roughly compute the size of the network pipe and the average share that a connection should get from the network. We use the two-way propagation delay of 100 mseconds as an estimate of the round-trip time RTT. Therefore, the network pipe size, P , is computed as:
Assume there are N concurrent connections, then each connection i should be able to transmit at rate ri = $ per R'IT.
In this section, we set k, = kb = k . If k = 2 and N = 20, we can compute P to be 208 packets and ri = 10.4 packe ts/RTT. We vary the value of N and k to study per-class fairness under different network congestion conditions for both isolation and sharing. In the isolation case, we assume classbased queueing is employed at the bottleneck link to essentially create two separate pipes: the first pipe, allocated to N sessions of short TCP flows, has one queue with k = 1 (and hence capacity of C , and buffer space of B,). The second pipe, allocated to N sessions of long TCP flows, has another queue with k ranging from 1 to 8 (and hence capacity ranging from C , to 8C, and corresponding buffer space ranging from B, to 8B,). Each queue (pipe) is also used by three of the six telnet sessions. In the sharing case, all 2N sessions, in addition to the six telnet background sessions, share a common queue (pipe) with combined capacity ranging from 2C, to 9C, and corresponding buffer space ranging from 2B, to 9B,.
Large Pipe Case
In these experiments, we set N = 30, i.e. 30 sessions of long flows and 30 sessions of short flows. In this case, the size of the pipe allocated to short flows is 104 packets, thus each short connection can roughly transmit at a rate In the isolation case, since enough bandwidth is allocated to short connections that would allow them to transmit at maximum rate, short connections do not suffer any packet loss. Thus the fairness index for short connections is very close to I . On the other hand, long connections start t o experience packet loss once the window size of a connection approaches its fair share of 3.5 IC (unless 3.5 IC > the maximum window size of 128), resulting in unfairness among these long connections (consistent with [ 161).
In the sharing case, when short and long connections are multiplexed in a common queue, short connections experience packet losses. Because long connections send larger windows (packet bursts), they can grab more bandwidth than their fair share (c.f. Figure 3(b) ). Some of the short connections are also forced into timeout (due to insufficient number of duplicate ACKs to fast retransmit), resulting in unfairness among short connections as well. Therefore, with isolation in a well-engineered class-based network, each class of flows can enjoy a more friendly (fair) transmission environment without sacrificing the overall goodput and utilization of the network.
5Recall that the sending window of a short TCP connection, operating in slow-start phase, doubles every round-trip time, i.e. takes the values   1 , 2 , 4 , 8 , . . ._ Thus, to send 10 packets, in the absence of packet losses, a TCP connection can send I , 2, 4, and finally 3 packets over 4 round-trip times and finish its transmission.
Small Pipe Case
In this set of experiments, we set N = 60, i.e. 60 sessions of long flows and 60 sessions of short flows. The results are shown in Figure 4 . In this case, the share of each short connection becomes 1.75 packets/R?T. This results in short connections experiencing packet losses and timing out. Thus fairness among short connections is lower than in the previous large pipe case.
However, with isolation, long connections do not impede short connections, resulting in relatively high fairness (around 96%). On the contrary, when short and long connections are mixed, short connections suffer from severe unfairness (f < 0.8) when the network pipe is small (total capacity of 2Cu). For long connections, isolation also results in improved fairness, yet less significant than that for short connections. Observe that isolation provides an overall goodput that is comparable to that obtained by sharing. More importantly, from Figure 3 (b) and Figure 4 (b), we observe a (almost) perfectly linear relationship between goodput and the amount of resources allocated to long connections. This makes it possible for a service provider to reliably predict performance for each class of connections, which is hard to do when resources are completely shared.
Effect of Buffer Size
Buffer space provisioning is an important factor in TCP's performance [24, 251 . Using the same setup as in Section 4.2, we investigate the effect of buffer space on isolation and sharing. We fix N at 30, i.e. 30 sessions of long flows and 30 sessions of short flows. Under isolation, we set IC, = 1 for the short class pipe and IC, = 4 for the long class pipe. Thus, k , = 5 in the sharing case, i.e. a total capacity of 5Cu. We control the ratio of the buffer space relative to the capacity of the pipe by varying the value of kb from 0.2kc to 3kc. Figure 5 shows the results.
In the sharing (mixed) case, as the buffer size increases, long connections are allowed to send bigger windows (packet bursts), thus they grab more bandwidth from short connections, and more short connections are forced to timeout. As a result, the overall goodput for short connections decreases. A side effect of this unfair treatment to short connections is an improvement in fairness among them! (They all start to equally see worse performance, consistent with [5, I] .) However, even with such a high "fairness" value for short connections, it's very hard to predict the goodput of short connections, contrary to the isolation scenario where goodput is not affected very much by varying buffer space.
To summarize, when network resources are relatively scarce-generally when the share of each connection is less than 10 packets per round-trip time-isolation provides a more fair and more predictive service, as only "similar" connections (of the same class) compete for their allocated resources.
In The Presence of Web Background Traffic
In this set of experiments, we compare the three traffic management schemes, described in Section 3.1, distributing flows over two parallel paths (cf. Figure l) , in the presence of Web background traffic on the topology shown in Figure 6 .
This model is similar to the "FLEXBELL" model used in [13] . Here, node 0 connects to the servers pool, while node 1 connects to the clients pool. There is a diamond topology between nodes 0 and 1, with two separate paths between nodes 4 and 6. This diamond topology represents an administrative domain where the edge node 4 is responsible for detecting and classifying flows. This diamond topology is also comprised of the bottleneck links/paths. We assume a Web session model, so a client from the clients pool sets up a session with a server. Within each session, the client can grab a page, which could contain several objects.
For each object, a TCP connection is established for transmission. All parameters are given in Table 3 . The thresholds used for size-based splitting and lifetime-based splitting schemes were chosen so as to roughly divide the overall traffic equally among the two separate paths. Both foreground TCP connections and the Web background connections are routed according to the routing scheme employed at node 4. Performance measures are collected for the foreground TCP connections, and results are shown in Figure 7 .
Results are also shown when RED shared queues are deployed in the routers (with a load-balanced strategy at node 4). The two isolation schemes, namely size-based and lifetime-based splitting, can achieve fairness comparable to that of RED. However, with RED queues, fairness is achieved by sacrificing the goodput for short connections with smaller packet bursts (window sizes). On the contrary, with isolation (size-based splitting), short connections encounter less packet losses and achieve both high fairness and high goodput.
Without either RED or isolation, i.e. with tail-drop shared queues (with a load-balanced strategy at node 4), long connections can receive a much higher goodput. However, fairness among long connections is very low (as low as 20%) compared to those achieved by using RED shared queues or isolation (all above 80%). Low fairness values imply more variability in achieved goodput, which makes it very hard to predict the behavior of connections. In this sense, isolation provides an important engineering tool to service providers to more accurately predict performance and thus provide reliable guarantees to users. Furthermore, unlike RED shared queues, by allocating enough resources to short interactive TCP transfers, they can be provided throughput/delay guarantees [23] . We concerned ourselves here with Diffserv-like architectures, where per-flow information is only maintained at access routers. In Section 2, we formulated discrete-time control models along the same lines as in [21] . However, Li and Nahrstedt in [21] do not address the benefits of isolation over sharing, particularly as related to fairness and stability of TCP flows.
A number of studies have proposed protocols that differentiate among flows based on their size or lifetime. For example, Shaikh et al. [29] investigate load-sensitive routing of only long-lived IP flows in order to improve routing stability and reduce overhead. However, the effect on Other studies have considered the cut-through switching of long-lived IP flows (e.g. using IP/Tag Switching) [35, 141 . These studies only consider the reduced overhead due to switching, but not the performance of flows.
Other studies have attempted to improve TCP fairness by either modifying TCP itself or by employing non-tail-drop buffer management at routers (e.g. [ 19, 18, 20, 16, 25, 301) . In particular, Morris [25] proposes solutions that require per-flow information at all routers. In this paper, we advocate the use of a (less costly) class-based solution. Bonald et al. [5] and Nandy et al. [26] have shown that the wellknown RED buffer management policy may have a strong loss bias against smooth UDP (e.g. audio) flows. Seddigh et al. [ 12,281 propose a packet dropping mechanism to improve fairness among UDP and TCP flows. Our focus here has been on using isolation to improve predictability of the service and fairness of TCP flows of different size.
Most TCP studies consider very long (or injinife) TCP connections, and focus on characterizing the steady-state transfer throughput. Only few recent TCP studies [7, 31 have started to investigate short flows, which comprise most of the current Internet flows [35] . However, to our knowledge, the interaction among short and long TCP flows has not been studied.
Conclusions and Future Work
Using control-theoretic arguments and extensive simulations, we have shown that service predictability and fairness can be much improved by isolating TCP flows based on their size. In this paper, we classified TCP flows into two classes: one of short Bows and another of long flows. Each class is (logically) allocated separate resources (buffer space and capacity), for which size-homogeneous flows compete. Flow classification can be done only by an access (border) router, thus the complexity of implementing such a class-based solution is low. By appropriately allocating resources to each class, the many short (usually interactiveldelay-sensitive) flows can not only enjoy better predictability and fairness, but also faster service. This is in sharp contrast to traditional shared systems that do not differentiate among TCP flows with different characteristics, such as burstiness of arrivals/departures and congestionlsending window dynamics.
Future work remains on how to dynamically allocate resources to various classes, how to determine the best threshold values used to classify flows into classes, and how to account for characteristics other than flow size (e.g. various round-trip times).
