CMP crosscorrelation (CMPCC) analysis of surface waves enhances lateral resolution of surface wave analyses. We found the technique of window-controlled CMPCC analysis, which applies two kinds of spatial windows to further improve the lateral resolution of CMPCC analysis. First, a spatial weighting function given by the number of crosscorrelation pairs is applied to CMPCC gathers. Because the number of crosscorrelation pairs is concentrated near the CMP, the lateral resolution in extracting dispersion curves on CMPs can be improved. Second, crosscorrelation pairs with longer receiver spacing are excluded to further improve lateral resolution. Although removing crosscorrelation pairs generally decreases the accuracy of phase velocity estimations, the required accuracy to estimate phase velocities is maintained by considering the wavenumber resolution defined for given receiver configurations. When applied to a synthetic data set simulating a laterally heterogeneous structure, window-controlled CMPCC analysis improved the retrieval of the lateral variation in local dispersion curves beneath each CMP. We also applied the method to field seismic data across a major fault. The window-controlled CMPCC analysis improved lateral variations of the inverted S-wave velocity structure without degrading the accuracy of S-wave velocity estimations. We discovered that window-controlled CMPCC analysis is effective in improving lateral resolution of dispersion curve estimations with respect to the original CMPCC analysis.
INTRODUCTION
As a nondestructive method for obtaining S-wave velocity structures, the surface wave method has been widely applied (e.g., Miller et al., 1999; Lin et al., 2004; Ryden and Lowe, 2004; Foti et al., 2009; Socco et al., 2010; Tsuji et al., 2012) . The surface wave method uses the dispersion characteristics of surface waves. Nazarian and Stokoe (1984) introduce the spectral analysis of surface waves method, in which dispersion curves of surface waves can be estimated from a pair of receivers. The accuracy of estimating dispersion curves is improved by using multichannel seismic data, for example, by multichannel analysis of surface waves (MASW) (Park et al., 1998 or by the f-k method (Foti, 2000 (Foti, , 2005 . Strobbia and Foti (2006) also develop the multioffset phase analysis (MOPA) method to estimate dispersion curves based on linear regression of phase versus offset.
S-wave velocity structures can be estimated by inversion of observed dispersion curves of surface waves. In forward modeling of surface wave dispersion curves for inversion analysis, calculations of surface waves based on the theoretical approach of Thomson (1950) and Haskell (1953) require the assumption of vertically 1D structures. Therefore, 2D S-wave velocity structures are usually built by assembling 1D structures inverted from local dispersion curves. As long as inversion is applied assuming 1D structures, the key to improving lateral resolution in surface wave analysis is to extract local dispersion curves corresponding to 1D velocity structures beneath local points. Hayashi and Suzuki (2004) develop CMP crosscorrelation (CMPCC) analysis of surface waves, in which crosscorrelations with the same CMP are gathered. Because midpoints of all the crosscorrelation pairs coincide with the CMP, local dispersion curves can be estimated with high lateral resolution from crosscorrelation gathers by the CMPCC method. In another approach, Vignoli and Cassiani (2010) improve the MOPA method by adding an analysis to recognize the knee point of phase differences. Lin and Manuscript received by the Editor 11 January 2013; revised manuscript received 17 May 2013; published online 7 October 2013. Lin (2007) and Obando et al. (2010) make up shot gathers with long receiver distances by using a walkaway survey with phase seaming approach.
Another strategy to improve lateral resolution in surface wave analysis is the application of spatial windows to seismic data. Bohlen et al. (2004) apply a Gaussian spatial window for the common receiver gather constructed by single receivers to pick up a local wavefield. Grandjean and Bitri (2006) extend this approach to multireceiver gathers by stacking local wavefields. Similarly, Boiero and Socco (2010) apply a moving window to seismic data and stacked the spectrum using the f-k method. Boiero and Socco (2011) use a Gaussian window with a variable width depending on the wavelength. Bergamo et al. (2012) provide a chart quantitatively representing the relationship among Gaussian window widths, lateral resolution, and wavenumber resolution by applying the Rayleigh resolution criterion to the array smoothing function (ASF).
In this paper, we describe the application of two kinds of spatial windows to CMPCC analysis to enhance the lateral resolution of dispersion curve estimations. The first spatial window uses the number of crosscorrelation pairs as a weighting function for crosscorrelation gathers. The second removes crosscorrelation pairs with receiver spacing greater than a threshold to keep the accuracy of phase velocity estimations in terms of wavenumber resolution defined for given receiver configurations. We also introduce the expected wavelength dependence of the window (Boiero and Socco, 2011) into CMPCC analysis. The resulting window-controlled CMPCC analysis method is then applied to simulated data for a laterally heterogeneous structure. We also demonstrate the application of the method to field data from Ehime Prefecture, Japan, where lateral heterogeneity is expected from the presence of the median tectonic line (MTL).
CMP CROSSCORRELATION METHOD
In this section, we first summarize the CMPCC method developed by Hayashi and Suzuki (2004) . We next describe the ASF in the CMPCC analysis to evaluate wavenumber resolution for given receiver configurations related to the accuracy of phase velocity estimations. Then we introduce the window-controlled CMPCC analysis method.
Conventional CMPCC analysis
The concept of CMPCC analysis (Hayashi and Suzuki, 2004; Hayashi, 2008) is shown schematically in Figure 1 . Data acquisition for the CMPCC method is similar to that for a 2D multichannel seismic reflection survey. CMPs in surface wave analysis are not defined at the midpoint between a source and a receiver, as in reflection seismology, but at the midpoint between two receivers. Crosscorrelations between possible pairs in each shot gather are calculated. If N receivers are employed in data acquisition, N C 2 ð¼ NðN − 1Þ∕2Þ crosscorrelation pairs can be generated from each shot gather. Normalized crosscorrelations in the time domain with the same CMP are grouped and defined as a CMPCC gather (Figure 1b ). All crosscorrelations with the same receiver spacing at the same CMP are stacked when making CMPCC gathers. A CMPCC gather includes phase differences extracted from multiple shot data, whereas phase velocities are estimated from a single shot gather by MASW. Moreover, all the crosscorrelations in the CMPCC gather have paths on the CMP because the midpoints of crosscorrelations coincide with the CMP, whereas not all the observed waveforms used in MASW have paths on the midpoints between the survey line corresponding to the CMP in the CMPCC analysis. Therefore, CMPCC analysis can generate local dispersion curves on a CMP with higher lateral resolution than the MASW method.
Suppose that 75 receivers with 4-m receiver spacing are used and that source intervals are 2 m. If the receivers entirely cover the survey line, the number of crosscorrelation pairs in each CMPCC gather can be described for all receiver spacings and distances from the CMP as shown in Figure 2 . (We employ this same geometry for the simulation study in the next section.) Then, the CMPCC gathers are transformed into the frequency domain by Fourier transform and integrated over all receiver spacings with a phase shift. By taking absolute values of integrated CMPCC gathers, the dispersion image U can be described as
where c is the phase velocity, ω is the angular frequency, x is the receiver spacing, and F is the Fourier transform of the stacked CMPCC gather over the same receiver spacings in the frequency domain. Phase velocities can be defined where U has the maximum value for a given frequency.
ASF in CMPCC analysis
To evaluate the accuracy of phase velocity estimates for given receiver configurations in CMPCC analysis, we follow the approach for wavenumber resolution of the ASF used in the f-k method (Boiero and Socco, 2011; Bergamo et al., 2012) . Note that the receiver spacing of CMPCC gathers has the same meaning as the offset of shot gathers in the f-k method in the definition of wavenumber resolution. If we assume that observed seismic waves are composed of only the fundamental mode of surface waves and apply the weighting function W for x, F in equation 1 can be described as 
where P is the theoretical spectrum for the fundamental mode of surface waves. In other words, the dispersion image estimated by CMPCC analysis can be considered as the convolution of the absolute value of the ASF with the theoretical spectrum, similar to the case in f-k analysis (Boiero and Socco, 2011; Bergamo et al., 2012 ; Figure 3 ). As the receiver spacing in CMPCC analysis is a discrete number, equation 5 should be rendered by using summation as follows:
By applying a similar procedure to MASW, we can also describe the estimated dispersion image by the convolution of the absolute value of the ASF with the theoretical spectrum for MASW. In the conventional CMPCC, MASW, and f-k methods, W is constant over x. However, Boiero and Socco (2011) and Bergamo et al. (2012) use a Gaussian window for W in the f-k method to concentrate weight on local points to enhance lateral resolution in local dispersion curve estimations.
Wavenumber resolution of the ASF
Suppose the number of pairs in the CMPCC gather is as described in Figure 2 and the number of crosscorrelation pairs is used as a weighting function in equations 2 and 6. For noise-free data, the dispersion image estimated by CMPCC analysis can be described by the convolution of absolute values of the ASF with the theoretical spectrum as in Figure 3a . Figure 3b and 3c depicts the estimated dispersion images when CMPCC gathers include data with receiver spacing of less than 200 and 100 m, respectively. Although removing longer spaced receiver pairs enhances the lateral resolution of local dispersion curve estimations, it can be seen that it makes estimated dispersion images less clear.
Removing crosscorrelation pairs with longer receiver spacing while keeping the accuracy of phase velocity estimations requires care in defining the resolution in terms of maximum detectable wavelength or minimum detectable wavenumber. A maximum detectable wavelength is experimentally defined by 40%-50% of the spread length (e.g., O'Neill, 2003; Bodet et al., 2009) . Another definition is based on the width of the mainlobe of the ASF (Johnson and Dudgeon, 1993) . In this study, we used the full-width of the mainlobe at one-half the peak value (full-width at half-maximum [FWHM] ) as the wavenumber resolution k min shown as in Figure 3 as Wathelet et al. (2008) did in ambient noise data analysis. The FWHM depends on not only the spread length but also the weighting function W for receiver spacings x in equation 6. The wavenumber resolution k min is related to the minimum detectable wavenumber and the minimum wavenumber distance between two modes, as Bergamo et al. (2012) demonstrate using k min from the Rayleigh resolution criterion (Johnson and Dudgeon, 1993) . The wavenumber resolution can also be transformed into wavelength resolution λ max ð¼ 2π∕k min Þ. As the maximum detectable wavelength is proportional to the spread length, it would also be proportional to the maximum wavelength λ max corresponding to the FWHM. Therefore, the maximum detectable wavelength is defined as αλ max in this study.
Window-controlled CMPCC analysis
Lateral resolution can be improved by window-controlled CMPCC analysis in which we consider the number of crosscorrelation pairs in each CMPCC gather ( Figure 2a ) as a spatial weighting function W. As the receiver spacing of crosscorrelations becomes shorter, the number of crosscorrelation pairs increases, yielding improved lateral resolution.
As a second step, we exclude crosscorrelation pairs with longer receiver spacing to further improve local dispersion curve estimations. Although this removal decreases the accuracy of phase velocity estimations in terms of wavenumber resolution k min (Figure 3 ), we attempt to maintain the required accuracy through consideration of wavenumber resolution k min or wavelength resolution λ max .
When crosscorrelation pairs are removed from pairs with longer receiver spacing, the ASF and λ max for each receiver configuration Window-controlled CMPCC analysis EN97 can be obtained. The following relationship is proposed to remove as many crosscorrelation pairs as possible such that the maximum detectable wavelength αλ max is not less than the observed wavelength λ obs : λ obs ðfÞ < αλ max ðfÞ:
Because wavelengths corresponding to local dispersion curves are themselves values extracted by surface wave analysis, we use observed wavelengths from the CMPCC analysis without removal of receiver pairs. The maximum detectable wavelength depends on unknown effects in seismic data (e.g., from body waves, higher modes of surface waves, magnitudes of lateral heterogeneity, or incoherent noise) and they are not considered in determining the maximum wavelength λ max . Thus, several tests of α should be carried out to determine the optimal value of α for each data set. Figure 4 shows the relationship between αλ max and maximum receiver spacing for α ¼ 1.0 and 0.7 when the receiver configuration described in Figure 2 is employed. The maximum detectable wavelength αλ max usually decreases with decreasing maximum receiver spacings. If the observed wavelength is 100 m, maximum receiver spacing can be defined as 124 and 184 m for α ¼ 1.0 and 0.7, respectively. Thus, the use of small values of α makes the spatial window wide.
SIMULATION STUDY
In this section, we apply window-controlled CMPCC analysis to a simulated model with lateral heterogeneity from a synthetic data set. Figure 5 shows a part of the 2D elastic velocity structure used in this simulation. For simplicity, the simulated model is selected so that higher modes of surface waves have little effect on the surface wave analysis. P-SV waves are computed by a velocity-stress staggered grid using the finite-difference method (Virieux, 1986) with an absorbing boundary condition (Cerjan et al., 1985) . Sources to normal stress are located on surface grids. The distance between the source and the nearest receiver is 5 m. Seventy-five receivers are used at a receiver spacing of 4 m. Source and receiver locations are moved by 2 m, and data acquisitions are repeated. Positions of sources and receivers entirely cover the simulated model. The CMP is defined every 2 m. Other parameters are summarized in Table 1 . Figure 6a shows the theoretical distribution of dispersion curves at each CMP for the simulated model. The theoretical local dispersion curves are calculated by the compound matrix method (Saito, 1988; Saito and Kabasawa, 1993) and correspond to the 1D velocity structures beneath the horizontal points. We applied window-controlled CMPCC analysis to the simulated data, using the number of crosscorrelation pairs (described in Figure 2 ) as the weighting function in equation 2 for each CMPCC gather. The maximum receiver spacing in CMPCC gathers was 296 m; however, crosscorrelation pairs with receiver spacing greater than 200 m were excluded to cut off the effects of lateral heterogeneity at distances greater than 100 m from the CMP. We used maximum wavelengths up to 400 m in the CMPCC analysis. Because the phase velocity of Rayleigh waves of the fundamental mode approximately reflects the average S-wave velocity down to depths of 1∕2 to 1∕4 wavelength (e.g., Hayashi, 2008; Socco et al., 2010) , we infer that S-wave velocity structures are robust down to about 100 m. Note that for the same wavelengths, higher mode data are more sensitive to S-wave velocities in deeper layers than fundamental-mode data (Xia et al., 2003) .
An example of CMPCC gather at a 100-m horizontal distance is shown in Figure 7 . The observed dispersion curves (Figure 6b ) at both ends of the simulated model, where there is almost no lateral heterogeneity, are consistent with the theoretical curves (Figure 6a) . However, lateral variation of dispersion curves corresponding to the slope of the simulated model, is not clear.
Next, we excluded crosscorrelation pairs considering the maximum wavelength (minimum wavenumber) for the ASF. The chart in Figure 8 shows the maximum receiver spacing at 150 m horizontal distance when α is 0.6 in equation 7. For the observed wavelengths in equation 7, we used the dispersion curve without consideration of maximum wavelength for the ASF (Figures 6b and 8b ). Figure 5 . The simulated three-layered model. V P , V P , and ρ are the P-wave velocity, the S-wave velocity, and the density, respectively. wavelength of 33.4 m at 15.5 Hz, the maximum receiver spacing satisfying equation 7 can be defined as 68 m (Figure 8a and 8c) . On the other hand, there was no crossing point between 0.6λ max and the observed wavelength of 215.4 m at 4.88 Hz. Although the resolution of observed wavelengths from the ASF was insufficient in our definition, we used a maximum receiver spacing of 200 m for observed wavelengths up to wavelengths of 400 m, to retain the investigation depth down to 100 m.
Maximum receiver spacings were originally 200 m for all frequencies and CMPs. By applying the proposed window based on equation 7, maximum receiver spacings for α ¼ 0.5 and 0.6 ( Figure 9 ) were considerably decreased. Figure 6c and 6d shows the corresponding observed dispersion distributions from CMPCC analysis. Lateral variations of dispersion curves due to lateral heterogeneity are well reproduced by the window-controlled CMPCC analysis. The larger value of α clearly reveals the lateral variation of dispersion curves. On the other hand, larger values of α reduce the accuracy of phase velocity estimations, in terms of maximum wavelength from the ASF, and it makes the dispersion image unclear. Our task, then, is to find an optimal value of α that is as large as possible compatible with suitable resolution of phase velocity estimations. Figure 11 shows observed and theoretical dispersion curves at 260 m horizontal distance, where there is little lateral variation. We can perform validation tests of the accuracy of estimated phase velocity for several values of α at this point, neglecting the effect of lateral heterogeneity. Larger values of α produced fluctuations in dispersion curves, especially at high frequencies. These fluctuations are caused by noise effects other than lateral heterogeneity because there is almost no lateral variation in this CMP. To suppress these noise effects, we have to apply smaller values of α. We determined α ¼ 0.5 to be the best compromise between lateral resolution and accuracy of phase velocity estimations. Although it is difficult to find locations with no lateral variation in real data sets, we can predict lateral variation using quasi-2D dispersion curves without a frequencydependent spatial window (e.g., Figure 6b ).
APPLICATION TO FIELD DATA
We applied window-controlled CMPCC analysis to a set of field data acquired in Saijo City, Ehime Prefecture, Japan (Figure 12 ). Multichannel seismic data along a 1-km survey line were originally acquired for reflection survey in an investigation of fault geometry on the MTL (Minato et al., 2012) . Because the survey line was normal to the MTL, we can evaluate the dip angle of the fault. The data acquisition parameters are summarized in Table 2 .
CMPs for surface wave analysis were defined every 10 m along the survey line after applying a linear approximation of the survey line for the reflection survey as in Figure 12c . The maximum receiver spacing in CMPCC gathers can range from 238 to 638 m because the number of receivers used in data acquisition ranged from 83 to 163 with receiver intervals of about 4 m. However, we used crosscorrelation pairs with less than 200 m receiver spacing to cut off the effect of lateral variation from receiver spacings greater than 200 m. We used maximum wavelengths up to wavelengths of 400 m, keeping the investigation depth down to about 100 m. We used the number of crosscorrelation pairs as the weighting function in equation 2.
The CMPCC gather at a 10-m horizontal distance is shown in Figure 13 . For easy visualization of surface waves, a 30-Hz lowpass filter was applied. Figure 14 shows three dispersion curves distributions estimated from our CMPCC analysis. The abrupt lateral variation in this field, at an~600-m horizontal distance, corresponds to the lithological boundary generated by fault displacements. A lateral variation between 200 and 450 m is also observed. Higher modes of surface waves are predominant from 220 to 320 m and at some points beyond 600 m, where jumping of dispersion curves is observed. Maximum receiver spacings (Figure 15 decreased in the window-controlled CMPCC analysis. Although the observed dispersion curve at 360 m with receiver spacing less than 200 m shows fluctuations at about 10 Hz, these are removed by applying frequency-dependent windows ( Figure 16 ). Next, we determined the optimal value of the windowing factor α from the various dispersion curves. Figure 17 shows the dispersion curves at 10 m where there is little lateral heterogeneity. The figure shows that observed dispersion curves fluctuated at higher values of α, although the dispersion curves given by window-controlled CMPCC analysis with α ¼ 0.7 are mostly stable. At 250 m (Figure 18 ), the discontinuity in the observed dispersion curves indicates the predominance of higher mode of surface waves at around 8 Hz. Because the amplitude of the fundamental mode is relatively large and both modes are close in this frequency range, it is difficult to clearly distinguish both modes by using windows with α ¼ 0.6, 0.7, or 0.8. The difficulty is similar at 260 m. Thus, we applied α ¼ 0.5 at 250 and 260 m and α ¼ 0.7 at other points in this field example.
After that preparation, we obtained 2D S-wave velocity structures by genetic algorithm inversion (Goldberg, 1989; Sen and Stoffa, 1995) with dynamic mutation and elite selection (Yamanaka and Ishida, 1996) based on the procedure of Tsuji et al. (2012) . We constructed reference S-wave velocity models with six layers by transforming 1.1 × observed phase velocity into S-wave velocity and 1∕3 × observed wavelength into depth (e.g., Heisey et al., 1982) . The thickness of each layer in reference models is 20 m. We carried out a multimode inversion by using the amplitude response of surface waves (Harkrider, 1964 (Harkrider, , 1970 because higher modes were predominant in the observed dispersion curves (e.g., Figure 18 ). In the multimode inversion, theoretical phase velocities were defined as velocities of the mode with the maximum amplitude for a given frequency (e.g., Hayashi and Saito, 2004; Lu and Zhang, 2006; Tsuji et al., 2012) . P-wave velocities were obtained from S-wave velocities by using linear regression between P-and S-wave velocities constructed from PS logging at the logging well in Figure 12c . Densities were obtained from S-wave velocities through the empiri- Window-controlled CMPCC analysis EN103 cal equation of Ludwig et al. (1970) . Other parameters for inversion are summarized in Table 3 . The inverted 2D S-wave velocity structures and the S-wave velocities measured by PS logging at the logging well are shown in Figure 19 . Note that the S-wave velocity structure from logging well is overlaid on the inverted S-wave velocity structure at horizontal distance nearest to the survey line for the CMPCC analysis. As expected from the observed dispersion curves (Figure 14) , the inverted structures have lateral variations between 200 and 450 m and at 600 m horizontal distance (Figure 19 ). The depth of the high velocity contrast in the logging data is approximately consistent with that of the inverted velocity structures. The slight difference comes from the fact that the logging well is around 20 m apart from the survey line. There are some differences between the inverted models from the CMPCC analysis without a frequency-dependent window (Figure 19a ) and those from the window-controlled CMPCC analysis with α ¼ 0.5 and 0.7 (Figure 19b ) at around a 360-m horizontal distance owing to lateral heterogeneity. However, there are almost no differences in the inverted velocity models where lateral variation is small. In summary, the lateral resolution of the estimated dispersion curves is improved with respect to the original CMPCC analysis by applying window-controlled CMPCC analysis with enough resolution to estimate phase velocity.
CONCLUSIONS
To improve the lateral resolution in CMPCC analysis of surface waves, we proposed a window-controlled form of CMPCC analysis using two kinds of spatial windows. First, the number of crosscorrelation pairs is used as a spatial weighting function in CMPCC gathers. Crosscorrelation pairs in CMPCC gathers are then removed from pairs with longer receiver spacing. Although removing longer receiver pairs generally degrades dispersion images, we attempted to retain the required accuracy of phase velocity estimations by considering the wavenumber resolution obtained from the ASF. We introduced the coefficient α controlling the width of the window to define detectable wavelengths considering noise effects other than lateral heterogeneity.
We applied window-controlled CMPCC analysis to a simulated model with lateral heterogeneity, testing several values of α to determine the optimal value that retains the required accuracy to estimate phase velocities. The lateral variation of local dispersion curves for the simulated model was successfully improved by the window-controlled CMPCC analysis.
In an application of the method to field data, higher modes of surface waves were predominant at some points in the observed dispersion curves. As the narrow spatial window made it difficult to distinguish multimode dispersion curves, smaller values of α were applied to some dispersion curves with the predominant higher mode. S-wave velocity structures were then derived by inversion from the observed dispersion curves. The depth of the high velocity contrast in the logging data was approximately agreed with that of inverted velocity structures. The window-controlled CMPCC analysis modified lateral variations of the inverted S-wave velocity structure without degrading the accuracy of S-wave velocity estimations where lateral heterogeneity was small.
We conclude that window-controlled CMPCC analysis is effective in improving lateral resolution of dispersion curve estimations with respect to the original CMPCC analysis and subsequent 2D S-wave velocity inversions. Table 3 . Parameters used in the GA inversion; γ is the average coefficient of variation (Yamanaka and Ishida, 1996) .
Generation 100 Population size 100 Crossover probability 0.7 Dynamic mutation probability -γ≧0.1 0.01 0.04 < γ < 0.1 0.05 γ≦0.04 0.1 Trial 20 Search range of V S and thickness AE30 and AE50% for the reference model, respectively.
