ABSTRACT In social networks, influential spreaders are those nodes that can spread information to a large number of nodes. Identifying influential spreaders is a major challenge for applications, such as information diffusion acceleration, epidemic outbreak prevention, and effective e-commerce advertisement conduction. Existing methods consider the influence of a node's neighbors on its spreading ability but rarely account for the topology of the neighboring nodes. Therefore, we propose a novel measure based on normalized local structure attributes, called normalized local centrality, which considers the topology of the local network around a node as well as the influence feedback of the node's nearest neighbor nodes. First, we compute the influence of a node's neighbors and the local clustering coefficient of them to identify nodes in cluster centers and those function as ''bridge.'' Then, a normalization function is designed to normalize the results to avoid adding new variable parameters. We perform experiments to identify influential spreaders in both real and computer-generated networks and compare the results on the basis of seven measures: degree, betweenness, closeness, k-shell, semi-local centrality, local structure centrality, and our proposed measure. In the susceptible-infected-recovered model, the node influence rankings obtained by our measure are most consistent with those of the benchmark, thus confirming that our method measures node influence more accurately than the other methods. Furthermore, the top-100 nodes ranked by our method lead to faster and wider spread than those ranked by the other six tested measures.
I. INTRODUCTION
Information propagation is an exciting domain in social network analysis because of its substantial theoretical and practical significance [1] . Studies found that the proportion of influential nodes in social networks is very small, but that those nodes are more likely to infect a larger number of nodes. Identifying these super spreaders is helpful in accelerating information diffusion, preventing epidemic outbreaks, conducting effective marketing, and so on [2] - [4] .
Many methods, such as degree centrality (DC) [5] , betweenness centrality (BC) [6] , closeness centrality (CC) [7] , [8] , and k-shell (KS) [9] , have been proposed to identify influential spreaders. Recently, based on the above basic measures, many methods have been proposed to mine influential spreaders [10] - [23] . Chen et al. [12] proposed semi-local centrality (LC) measure that considers the number of four-order neighbors while ranking the influence of nodes. LC achieves higher accuracy with little additional cost in terms of computational complexity than other forms of centrality. BC and CC are efficient methods based on the number of shortest paths between nodes in a network, but they are time consuming and are not applicable to large-scale networks [6] - [8] . Kitsak et al. [9] considered that a node located in the center of a network has a strong ability to spread information and proposed a method called k-shell. However, KS is coarse-grained for many nodes being located in the same k-shell.
Some commonly used centrality measures, such as the above-mentioned DC and LC, have been used to prove that the number of nodes in local networks can influence the spreading ability of nodes. According to some studies, the emphasis we placed on the diversity of topological connections between the neighbors of a node cannot be ignored because it is an important factor of a node's spreading ability. The spreading influence of a node is inversely proportional to the number of connected components in a node neighborhood [13] - [20] . Thus, the local structure attributes, such as LC and clustering coefficient, are important metrics that reflect the spreading ability of nodes [14] , [16] , [20] . Some influence measures based on the number of nodes in the local network and the topology connections have been proposed. Zhao et al. [21] proposed a measure called Local Centrality with a Coefficient, in which node influence is measured by using both the local clustering coefficient of a node and its semi-local centrality. Liu et al. [22] identify multiple influential spreaders via local structural similarity, which is measured by the radio of the common neighbors of two nodes. Gao et al. [23] improved the LC measure and proposed a new local structure centrality (LSC) measure. The method analyzes the topological structure of local networks around a node by using clustering coefficients to measure node influence. LSC performs better than other measures in terms of contrast; however, it introduced a parameter that increased its complexity. Moreover, parameter values have not yet been discussed. With the explosive growth of data, methods based on the global attributes of a network will become very time consuming, thus preventing their application to real networks. Hence, algorithms based on the local structure of a network are appropriate for effectively and efficiently identifying influential nodes in large-scale networks.
Based on the above studies, we propose a novel measure, called normalized local centrality (NLC), to measure node influence by utilizing both the local centrality of a node and its local clustering coefficient. Unlike existing influence measures based on a local network, NLC synthetically considers the topology information of the local network around a node and the influence feedback of the nearest neighbor nodes of the node. Specifically, the local network around a node consists of the node and its four-order neighbors. The topology information of a local network includes the number of nodes in the network and the topological connection between nodes. The influence feedback of the nearest neighbor node is reflected in the weighted sum of the relative influence of the nearest neighbor node. To avoid the introduction of new parameters, a normalized function is designed to normalize the indices of the local network, which remedies the additional cost incurred for the parameter determination of some measures, such as LSC. We compare the performance of NLC in the susceptible-infected-recovered (SIR) model with the performance of DC, BC, CC, KS, LC and LSC. The experimental results of eight networks demonstrate that the performance of NLC is superior to that of the other six measures with little increase in computational time.
The rest of this paper is organized as follows. The proposed NLC metric is formulated in Section II. The experimental results are reported in Section III. We then present eight datasets and introduce the evaluation methodologies used to assess the effectiveness of the measures. Additionally, we analyze the experimental results in this section. Section IV concludes the paper and provides potential directions for future research.
II. NORMALIZED LOCAL CENTRALITY MEASURE
For an unweighted and undirected network G = (V , E) with n = |V | vertices and m = |E| edges, the influence of node v, as denoted by NLC(v), is:
where n (v) is the set of n-order neighbors of node v, |·| represents the number of elements in a set, and c(v) is the local clustering coefficient of node v. The NLC measure proposed in this paper considers two types of information: the influence feedback of nearest neighbor nodes and the number of nodes around nearest neighbor nodes; the former is denoted by Q(·) and the latter by | n (·)|. For node v, influence NLC(v) is defined as the sum of the influences of its neighbors I (u). As shown in Formula (2), I (u) is the product of Q(u) and | 2 (u)|, where Q(u) is denoted by the normalized sum of the number of nodes in the local network and the local clustering coefficient that denotes the tightness of node topology connections, which represents the local structural attribute of the network. From the above, the larger the community of a node and the tighter the connection of its neighbors, the more influential the node. In Formula (3), f (x) = x x 2 is a normalization function that can avoid adding new variable parameters for 1 (w) and c(w). If these parameters are not normalized in Formula (3), a uniform coefficient cannot be provided across networks because of differences in network topologies. Coefficients 1 (w) and c(w) must be determined separately via experimentation, as described in [23] , before calculating the influence of nodes, thus reducing the efficiency of the algorithm, increasing its complexity and affecting its versatility.
The influential nodes in networks are usually those who are leaders in a community or function as a bridge between communities. In NLC, the community center attributes and bridge attributes of a node are measured by the number of fourlayer neighbors and the clustering coefficient, respectively. Moreover, to guarantee low computational complexity without reducing effectiveness, we define the local area of a node as a localized network that includes the node and its fourthorder neighbors. The greater the number of nodes in the local area of a node, the more vital the node. If the Q(u) values of two nodes are equal, the node with the larger secondorder neighborhood is more influential. That is, if a node is located near more communities, it is more likely to spread information to more nodes, which means, we could identify nodes located in the center of clusters, as well as those that function as a bridge. To better illustrate, take Fig. 1 as an example. Nodes a and b have the same numbers of neighbors, but their clustering coefficients differ because some neighbors of node b are connected with each other. During information diffusion, node b can spread information to more nodes than node a can because the neighbors of node b can obtain information from neighbors other than node b, whereas the neighbors of node a can be influenced by only node a. By applying our NLC measure, we obtain NLC(a) = 135.32 and NLC(b) = 154.08; therefore, NLC(b) > NLC(a). From the above result, we know that our proposed method can distinguish the influences of these two nodes and rank them correctly. Next, we investigate computational complexity to demonstrate the efficiency of our method. For every node v, we must traverse its second-order neighbors to calculate | 2 (v)|, which costs O k 2 , where k is the average degree of the network; the time complexity of calculating the local clustering coefficient of a network is also O k 2 for traversing all pairs of neighbor nodes. Therefore, for a network with n nodes, the total time complexity of our measure is O n k 2 , which is the same as that of the LC measure and less than those of the BC and CC measures. In Table 1 , we list the computation time (Core i5-6500 3.2 GHz, 8.00 GB RAM) of seven measures. The results are attained using the five real networks: Blog, Delicious, Email, Epinions and Twitter. The computation time of our measure is much smaller than those of BC, CC and KS, almost equal to that of LSC, and slightly longer than that of LC. On all five real networks, in comparison with LC, NLC has a computation time increase less than 0.3 s and its growth rate is less than 1.5%.
III. EXPERIMENTAL RESULTS
We select six measures that are widely used in research, i.e., DC, BC, CC, KS, LC and LSC, and compare them with our NLC measure. DC is the simplest metric, and its time complexity is O (n). LC, LSC and NLC are measures based on the local structure of a network; they compute the node influence using the number of n-order neighbors and their time complexity is slightly higher than that of DC, i.e., O n k 2 . BC, CC, and KS are measures based on global network characteristics and their time complexities are O n 2 k , O n 2 log n + nm and O (m), respectively. With the explosive growth of network scale, algorithms based on local structure will be more widely used due to their low time complexity. Both LSC and NLC consider the effect of the number of nodes in a local area and the local clustering coefficient on node influence, which can reflect the influence of network topology on the transmission ability of nodes. Compared with LC, which calculates only the number of fourth-order neighbors, the above two algorithms contain more local attributes. Based on LSC, NLC introduces a normalized function and a neighbor influence feedback mechanism, which eliminates the undetermined parameters in LSC and makes NLC more applicable. Next, the performance of measures will be compared using specific experimental results.
A. THE DATASETS USED IN THE EXPERIMENTS
Experiments are conducted on eight empirical networks, including five real networks and three artificial networks, to evaluate the effectiveness of our measure for mining influential spreaders. The five real networks, i.e., Blog [24] , Delicious [25] , Email [26] , Epinions [27] and Twitter [28] , are considered undirected. The artificial networks, i.e., ER [13] , WS [13] and BA [13] , are undirected and unweighted. The statistical properties of the eight empirical networks, including number of nodes n, number of edges m, average degree k , maximum degree k max , clustering coefficient c and epidemic threshold β th , are shown in Table 2 . In homogenous networks, such as ER and WS, β th = 1 k , whereas, in heterogeneous networks, β th = k k 2 [13] , [29] .
B. EVALUATION METHODOLOGIES
The susceptible-infected-recovered (SIR) model [30] , which is widely used to simulate the diffusion process of an epidemic or information, is usually used as the benchmark for measuring the efficiency of influence algorithms. Thus, in this paper, we first simulate the real propagation process on eight networks using the SIR model and acquire the real spreading influence of nodes. Then, we rank the influence of nodes using six measures on these networks and attain other ranking lists. Theoretically, the more consistent the ranking list generated by a measure with the list by SIR, the more effective the measure. Finally, we compare the ranking lists of nodes acquired by each measure and by SIR to evaluate the performance of the measures.
In the SIR model, a node can be in one of three states: (i) susceptible-a susceptible node will not infect its neighbors but can become infected; (ii) infected-an infected node can spread the disease to its susceptible neighbors with a certain spreading probability; and (iii) recovered-a recovered node was infected and has recovered and will never be infected again. Recovered nodes not participate in the epidemic process.
All nodes are initially in the susceptible state, except for one node v, which is in the infected state. At each time step, infected nodes transmit information or the disease to their susceptible neighbors with spreading rate β and transform to the recovered state with a probability of 1, after which they become immune nodes and can no longer be infected. If the value of β is close to 1, the propagation process will end too quickly to determine influential nodes. Consequently, β is assigned values neighboring the information spreading threshold β th β th . Spreading stops when no more infected nodes exist. Finally, by the end of the spreading process, the number of recovered nodes is defined as the spreading influence of the original node v, which is denoted by S β (v). The simulation runs 5000 times. The average spreading influence of node v over the range of β is defined as its spreading influence, S β (v). We evaluate the function of a measure by comparing the two-node lists generated by the measure and the list generated by S β (v). The more consistent the two lists, the more accurate the method. In this paper, we adopt Kendall's tau (τ τ ) as the rank correlation coefficient, which is defined as follows [31] :
where R 1 and R 2 are ranking lists that contain N elements. The above formula is applicable in cases in which two lists have the same elements. Any pair of ranks (R 1i , R 2i ) and (R 1j , R 2j ) are considered concordant if the ranks of both elements agree, i.e., if R 1i > R 1j and R 2i > R 2j or if R 1i < R 1j and R 2i < R 2j . If R 1i > R 1j and R 2i < R 2j or if R 1i < R 1j and R 2i > R 2j , then they are discordant. If R 1i = R 1j or R 2i = R 2j , the pair is neither concordant nor discordant. C is the numbers of concordant pairs, whereas D is the number of discordant pairs. N 1 and N 2 are obtained from R 1 and R 2 , respectively. Take N 1 as an example. We combine the elements in R 1 into small sets, where s denotes the number of sets and U i denotes the number of elements in each set. From the above results, we know that τ ∈ [−1, 1]. The larger τ is, the more accurate the ranking list generated by the measure. If the list is exactly the same as the list created by the real diffusion process, then τ = 1.
C. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we present the experimental results. We evaluate the performance of the proposed NLC measure from the following perspectives: (a) comparing the τ value for the seven measures (i.e., DC, BC, CC, KS, LC, LSC and NLC) on each of the eight networks proposed in this paper; (b) ranking the top-L influential nodes and comparing their τ values in terms of the above seven measures; and (c) evaluating the spreading influence of the top-L nodes. In all experiments, weighting coefficient α of LSC is 0.2.
1) RANK SPREADING INFLUENCE OF NODES
We compute the influence of nodes on the eight networks proposed in Section III A in terms of BC, CC, DC, KS, LC, LSC and NLC. Because KS is not suitable for the ER, BA and WS networks, only the other six measures are tested on those three networks. Fig. 2 shows the τ values of the seven measures under several spreading probabilities β. For all networks except BA, the τ value of NLC is larger than those of DC, BC, CC, KS, LC and LSC, indicating that NLC outperforms the other methods across a wide range of spreading probabilities β. These results confirm the robustness of our proposed measure. The blue dotted line in each figure shows the τ τ value when β is at the epidemic threshold β th .
FIGURE 2.
The τ values resulting from comparing the two ranking lists generated by the seven measures and by the SIR model on eight networks. The blue dotted line indicates the epidemic threshold, β th . Fig. 2 shows that the curve of NLC is similar to those of DC, BC and LSC, which means NLC can find not only the nodes located in cluster centers but also those that function as a bridge, which explains why the node rank obtained by NLC is similar to the real rank. However, the τ values of NLC and LSC are smaller than that of LC on the BA network due to the small local clustering coefficient of the BA network, where c is 0.011214. Therefore, the clustering characteristics of BA are not obvious. The local structure of a node is more strongly related to the number of its n-order neighbors than its clustering coefficient. Therefore, in Formula (1) the multiplication amplifies the nuance of the clustering coefficient, which makes NLC sensitive to the nuance. In other words, two nodes with the same number of neighborhoods will have different spreading influences calculated by NLC because of the effects of their local network structure. The above characteristics make the accuracy of NLC slightly lower than that of LC for the BA network, and the same goes for LSC. The performance of LSC is similar with that of NLC for the BA network, and the slight difference between them is mainly due to parameter α in LSC. The value of α is 0.2 so that, when LSC measures the influence of nodes, the clustering coefficient accounts for a small proportion, thus reducing its interference. For the Email network, NLC performs better than the other metrics when β < 0.07β < 0.07 . As β increases, the τ value of NLC becomes smaller than those of LC and LSC because the cluster structure in the Email network has strong self-similarity, which means the local structural attributes of the nodes are similar [32] - [34] . As β increases, the speed of information diffusion accelerates; thus, the difference resulting from the initial seed node will become insignificant, thereby reducing the discrimination ability of NLC. In the ER and WS networks, NLC performs much better than the other metrics across almost the entire range of β; however, when β > 0.1, the performance of NLC declines and becomes worse than those of some measures. This result occurs because, as β increases, information quickly spreads from the initial seed nodes to the majority of the nodes in the network. The difference between the local structure of nodes weakly impacts the node influence; that is, the tightness of the connections among nodes will not substantially impact information dissemination. In the other four networks, NLC performs best over the whole range of β. Table 3 lists the arithmetic mean of τ over the range of β, τ . NLC performs better than the other six measures and ranks first of the seven networks besides BA. On the heels of NLC, LSC ranks second of the seven measures. Such ranking is due to the adoption of fixed parameters; moreover, the lack of a normalization mechanism in LSC results in its lower versatility. In addition, given the ranking, the importance of the normalization mechanism in LSC is verified.
Additionally, Fig. 3 compares the performance of the seven measures on eight networks [35] . Each circle represents a measure, the center of circle is located at (x, y) in the coordinate system, where x is the fraction of the optimal performance of a measure on eight networks and y is τ . The size of a circle is inversely proportional to the average ranking of the measure on eight networks. We can see that, the closer a circle is to the upper-right corner and the bigger the circle is, the better the performance of the measure. According to Fig. 3 , the performance of NLC is the best and most stable of the seven measures. 
2) RANKING THE MOST INFLUENTIAL NODES
In practice, we do not have to determine the whole ranking list of a network; we focus on only the top-L influential nodes. We simulate information propagation using the SIR model and obtain the top-L influential nodes via their average spreading ability S β (v)S β (v), which is obtained by averaging the spreading influence of a node over the range of β. In this section, we vary L from 20 to 100 and calculate method and the other five methods, an improvement ratio R τ is used, which can be defined as:
where τ L NLC denotes the average value of τ within the range of L, which is obtained by NLC. Similarly, τ L * is obtained from the other five methods. The results are listed in Table 4 . Because τ L ks is negative, we compare NLC with only DC, BC, CC, LC and LSC. τ L NLC increases substantially compared with the other values. Moreover, the Kendall's tau of NLC is the largest, and NLC performs best of all the metrics in identifying the most influential nodes.
3) SPREADING ABILITY OF TOP-L NODES
To investigate the spreading ability of the top-L nodes, we first set these nodes to infected and use the SIR model to simulate the propagation process. This paper considers a spreading rate of β = β th at time step t, and F(t) is the ratio between the number of infected and recovered nodes and the total number of nodes, which we define as the propagation capability of the node set at time t. Clearly, F(t) increases with t and eventually stabilizes. The more widespread the final coverage of these initial nodes is, the higher their spreading influence. We set the top-100 nodes ranked by DC, BC, CC, KS, LC, LSC and NLC to be infected nodes in the simulation. Fig. 5 compares the F(t) of the top-100 nodes selected by the seven metrics on five real networks as time step t in the SIR model increases from 1 to 100. The top-100 nodes ranked by NLC result in faster and wider propagation than the top-100 nodes ranked by the other measures.
IV. CONCLUSION
Identifying influential spreaders in social networks is important for applications such as network analysis and information dissemination. In this paper, we present an effective and efficient measure, called NLC, which is based on normalized local centrality and clustering coefficient. Our method considers not only the topology information of the local network around a node but also the influence feedback of its nearest neighbor nodes. Compared with other influence measures based on local network, NLC adds only the calculation of the local clustering coefficient of nodes. Although the computation time is slightly increased, the effectiveness of the method is substantially improved, and computational complexity and precision are balanced. Moreover, NLC utilizes a normalization function to avoid adding new parameters. Such a mechanism is also verified to be more useful for improving the performance of the measure than the fixedweight threshold used in LSC. The SIR model is introduced to simulate the spreading process, and three metrics are adopted to verify the effectiveness of our method. The experimental results on eight networks show that NLC outperforms the other six methods tested in this paper. Furthermore, NLC does best in ranking the node influence and mining the influential spreaders. The information propagates more quickly and broadly from the top-L nodes selected by our method than from those selected by the other six measures. Furthermore, NLC can easily be extended to directed networks by adopting a different calculation method for node degree. With the continued growth of social networks, effectively and efficiently identifying influential spreaders in large-scale networks is becoming a long-term challenge. In many real networks, user behavior differs by semantic environment, and a semantic-related ranking method will be a topic of our future research [36] . In addition, both the social network topology and the strength of the relationships between users evolve constantly; further work could track influential nodes under a dynamic setting. SHUNING XING is currently pursuing the Ph.D. degree with the School of Information Science and Engineering, Shandong Normal University, China. Her research interests include the recommendation system and data mining.
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