We analyze the generalized k-variations for the solution to the wave equation driven by an additive Gaussian noise which behaves as a fractional Brownian with Hurst parameter H > 1 2 in time and which is white in space. The k-variations are defined along filters of any order p ≥ 1 and of any length. We show that the sequence of generalized k-variation satisfies a Central Limit Theorem when p > H + 1 4 and we estimate the rate of convergence for it via the Stein-Malliavin calculus. The results are applied to the estimation of the Hurst index. We construct several consistent estimators for H and these estimators are analyzed theoretically and numerically.
Introduction
Since several decades, the statistical inference in stochastic (partial) differential equations (S(P)DE in the sequel) constitutes an intensive research direction in probability theory and mathematical statistics. Nowadays, a particular case of wide interest is represented by the S(P)DE driven by fractional Brownian motion (fBm) and related processes, due to the vast area of application of such stochastic models. Many recent works concern the estimation of the drift parameter for stochastic equation driven by fractional Brownian motion (we refer, among many others, to [1] , [9] , [12] , [24] ), while fewer works deal with the estimation of the Hurst parameter in such stochastic equations.
In this paper, we consider the stochastic wave equation driven by an additive Gaussian noise which behaves as a fractional Brownian motion in time and as a Wiener process in space (we call it fractional-white noise). Our purpose is to construct and analyze an estimator for the Hurst parameter of the solution to this SPDE based on the observation of the solution at a fixed time and at a discrete number of points in space. The wave equation with fractional noise in time and/or in space has been studied in several works, such as [3] , [7] , [8] , [11] , [20] etc. We will use a standard method to construct estimators for the Hurst parameter, which is based on the k-variations of the observed process. The method has been recently employed in [11] for the case of quadratic variations, i.e. k = 2. As for the fBm, it was shown that the standard quadratic variation estimator is not asymptotically normal when the Hurst index becomes bigger than 3 4 and this is inconvenient for statistical applications. In order to avoid this restriction and to get an estimator which is asymptotically Gaussian for every H, we will use the generalized k-variations, which basically means that the usual increment of the process is replaced by a higher order increment. The idea comes from the reference [10] and since it has been used by many authors (see e.g. [6] or [5] ). More precisely, if (u(t, x), t ≥ 0, x ∈ R) denotes the solution to the wave equation with fractional-white noise, we define the (centered) generalized k-variation statistics (k ≥ 1 integer),
where U α i N represents the spatial increment of the solution u at i N along a filter α of power (order) p ≥ 1 and length l + 1 ≥ 1 (see the next section for the precise definition).
By using chaos expansion and the recent Stein-Malliavin calculus we show that the sequence (1) satisfies a Central Limit Theorem (CLT) as N → ∞ (in the spirit of [4] ) whenever p > H + 1 4 and in this way the restriction H < 3 4 can be avoided by choosing a filter of order p ≥ 2, i. e. by replacing, for example, the usual increment by a higher order increment. We will obtain the rate of convergence under the Wasserstein distance for this convergence in law and we also prove a multidimensional CLT. So we generalize the findings in [11] to filters of any power p ≥ 1 and to k-variations of any order k ≥ 1 and in addition we show that in the special case p = 1 and H > 3 4 a non-Gaussian limit theorem occurs with limit distribution related to the Rosenblatt distribution (but more complex than it).
These theoretical results are then applied to the estimation of Hurst index of the solution the the fractional-white wave equation. Based on the behavior of the sequence (1), we prove that the associated k-variation estimator for H is consistent and asymptotically normal. Moreover, we provide a numerical analysis of the estimator when k = 2 by analysing its performance on various filters and for several values of the Hurst parameter and confirming via simulation the theoretical results.
We organized the paper as follows. Section 2 contains some preliminaries. We present in this part the basic facts concerning the solution to the fractional-white wave equation, we introduce the filters and the increment of the solution along filters. In Section 3, we prove a CLT for the sequence (1) for any integer k ≥ 1 and we obtain the rate of convergence when k is even via the Stein-Malliavin theory. In Section 4, we show a non-central limit limit in the case k = 2, H > 3 4 and for filters of order p = 1. Section 5 concerns the estimation of the Hurst parameter of the solution to the fractional-white wave equation (2) . We included here theoretical results related to the behavior of the kvariations estimators for the Hurst index as well as simulations and numerical analysis for the performance of the estimators. Section 6 (the Appendix) contains the basic tools from Malliavin calculus needed in the paper.
Preliminaries
We introduce here the fractional-white heat equation and its solution and we present the basic definitions and the notation concerning the filters used in our work.
The solution to the wave equation with fractional-colored noise
The object of our study will be the solution to the following stochastic wave equation
where ∆ is the Laplacian on R d , d 1, and W H is a fractional-white Gaussian noise which is defined as a real valued centered Gaussian field
, over a given complete filtered probability space (Ω, F, (F t ) t 0 , P), with covariance function given by
where R H is the covariance of the fractional brownian motion
We denoted by B b (R d ) the class of bounded Borel subsets of R d and we will assume throughout this work H ∈ 1 2 , 1 . The solution of the equation (2) is understood in the mild sense, that is, it is defined as a square-integrable centered field u = u(t, x); t ∈ [0, T ], x ∈ R d defined by
where G 1 is the fundamental solution to the wave equation and the integral in (3) is a Wiener integral with respect to the Gaussian process W H . Recall that for d = 1 (we will later restrict to this situation in our work) we have, for t ≥ 0 and x ∈ R,
We know (see e.g. [3] ) that the solution (3) is well-defined if and only if
and it is self-similar in time and stationary in space. Other properties of the solution can be found in [3] , [7] or [23] . In particular, the spatial covariance of the solution can be expressed as follows
with c H = 4H−1 4(2H+1) . When t > 1 and x, y ∈ [0, 1], this expression reduces to
We will fix for the rest of the work t > 1 and we will associate to the process (u(t, x), x ∈ [0, 1]) its canonical Hilbert space H which is defined as the closure of the linear space generated by the indicator functions {1 [0,x] , x ∈ [0, 1]} with respect to the inner product
We will denote by I q the multiple stochastic integral of order q ≥ 1 with respect to the Gaussian process (u(t, x), x ∈ [0, 1]) and by D the Malliavin derivative with respect to this process. We refer to the Appendix for the basic elements of the Malliavin calculus.
We will also use in Section 4 multiple stochastic integrals with respect to the fractional-white noise W H with covariance (2) . We use the notation I W q to indicate the multiple integral of order q ≥ 1 with respect to W H .
Filters
In this paragraph we will define the filters and the increments of the solution to (2) along filters. We start with several definitions and notations needed along this paper.
Definition 1 Given l ∈ N and p ∈ N * , a vector α = (α 0 , ..., α l ) is called a filter of length l + 1 ≥ 1 and order (or power) p ≥ 1 such that
with the convention 0 0 = 1.
For a filter α = (a 0 , a 1 , .., a l ) of length l + 1 ≥ 1 and of order p ≥ 1 we define the space-filtered process (or the spatial increment of the process u along the filter α)
We denote for j ≥ 1
From the covariance formula (5) we can write
with
. We write for further use
α q α r |q − r| 2H , and c 2 (
In particular, from (8)
We will need the below technical lemma to etablish the asymptotical equivalent of Φ H, α and similar expressions. The proof of the lemma is based on a Taylor expansion, see [6] or [10] .
Lemma 1 Let H ∈ R + \N and α (1) , α (2) be filters of lengths l 1 + 1, l 2 + 2 and of orders p 1 , p 2 ≥ 1 respectively. Then
In the sequel, we write a k ∼ k→∞ b k to indicate that the sequences a k , b k have the same behavior as k → ∞.
Central limit theorem for the spatial k-variations
In this section we focus on the asymptotic behavior in distribution of the k-variation in space of the solution to the fractional-white wave equation, defined via a filter of power p ≥ 1. In the first step we show the k-variation satisfies a CLT when p > H + . Next, by taking k to be an even integer, we derive a Berry-Esséen type bound for this convergence in distribution via the Stein-Malliavin calculus. Restricting ourselves in addition to k = 2, we prove a multidimensional CLT, which is needed for the estimation of the Hurst parameter.
Central Limit Theorem
Fix t > 1 and let α be a filter of length l + 1 ≥ 1 and of power p ≥ 1 as in Definition 1. Let u be given by (3) . For any integer k ≥ 1 we define the centered spatial k-variations of the process (u(t, x), x ∈ R) by
with U α i N given by (7) . We will show that the sequence (10) satisfies a CLT. In order to do this we will use a criterion based on Malliavin calculus. The first step is to expand in chaos the k-variation sequence V N (k, α). Noticing that the filtered process U α as a linear combination of centered Gaussian random variables is a centered Gaussian process, we get
where E k denotes the k-th absolute moment of a standard Gaussian variable given by
. We introduce the variable
It is clear that Z α i N is a standard Gaussian variable and Corr
, where Corr denotes the correlation coefficient. Using (11) and (12) we can write V N as follows:
Recall the expansion of the development in Hermite polynomials of the function H k (t) =
where
1 and H j (t) denotes the j-th Hermite polynomial defined by
Observing that for
we have from (8) that
as an integral with respect to the process (u(t, x), x ∈ R) since the increment u(t, y) − u(t, x) can be expressed as I 1 (1 [x,y] ) (recall that I 1 represents the multiple integral of order 1 with respect to the Gaussian process (u(t, x), x ∈ [0, 1])) for every x < y:
Hence, we obtain the following chaotic expansion of the k-variation statistics
Let us start by analyzing the asymptotic behavior of the mean square of each kernel f N,2q .
Lemma 2 For N, q ≥ 1, let f N,2q be given by (14) . Then
, where we use the notation
Moreover,
Proof: From (14), we get
where we used the notation
Next, we write
and thus
Using the expression
we can write, with ϕ H,α and ρ
α,N H
given by (15) and (17) respectively,
and remark that due to Lemma 1 for v large enough
where C > 0 does not depend on N, v.With this notation we can write
Clearly, by the dominated convergence theorem
which by Lemma 1 is finite if p = 1,
, and for all H ∈ (1/2, 1) in the other cases.
converges to a positive constant and thus (16) is obtained.
In order to conclude it remains to show that the rest term r N,q,1 (22) converges to 0 as N → ∞, for every q ≥ 1. From (22) , using the bound (21) and Lemma 1, we have the estimate
and for each m = 0, .., 2q − 1,
When the series v∈Z |v| (2H−2p)2q+2q−m converges we get
and when the series diverges,
will also converge to zero for m = 0, 1 using again (21) and Lemma 1.
The fact that the series σ 2 = q≥1 σ 2 2q < ∞ for H < p − 1 4q follows from the study of the k-variations of the fractional Brownian motion, see [6] or [14] .
We will consider the renormalized k-variation sequence
From the above Lemma 2, it follows that
with σ 2 given in the statement of Lemma 2. We will show that the sequence (23) satisfies a central limit theorem.
Theorem 1 For a filter α of order p ≥ 1 and of length l + 1 ≥ 1,
converges in distribution to N (0, c 2 ). The constants σ 2 , c 2 are those appearing in Lemma 2.
Proof: Notice that from (13), we can write
with f N,2q given by (14) . Our main tool to prove the asymptotic normality of (24) is Theorem 6.3.1 from [14] . According to it, for p > H + 1/4 it suffices to show that
2. for every q ≥ 1 and r = 1, ..,
2 H ⊗2q = 0 and for p = 1, H = 3/4,
2. for every q ≥ 1 and r = 1, .., 2q − 1,
2 H ⊗2q = 0. Point 1. in both cases follows from Lemma 2. Let us check point 2. By the definition of the contraction (49), we have for q ≥ 1 and r = 1, .., 2q − 1
given by (17) . We use the fact that
(where * denotes convolution on Z) and we obtain g N,2q ⊗ r g N,2q
by virtue of the Young's inequality as in [11] . Note that for v large enough we have by virtue of (21) 
and since all the powers invloved above are positive, this allows us to replace ρ α,N H with ϕ H . Thus, for large N the norm g N,2q ⊗ r g N,2q
2 H ⊗4q−2r is bounded by
For p ≥ 2 all these series converge. For p = 1 and H ≤ 3 4 the only cases in which some of the series do not converege are r = 2q − 1 and r = 1. However, the observation
ensures that even in those cases the term g N,2q ⊗ r g N,2q
2 H ⊗4q−2r converges to zero. Concerning 3., fix M ≥ 1 and recall that from (18) 
and therefore, since |ρ
Consequently,
and this tends to zero as M → ∞, due to the convergence of the series q≥1
there is nothing to show since the case q = 1 does not contribute to the limit.
Rate of convergence for even power variations
Let k ≥ 2 be an even integer. Consider the sequence G N (k, α) defined by (23) . From (13) , since the coefficients c k 2j vanish if 2j > k, we get
Denote for every q = 1, 2, ..,
with g N,2q from (24) . Let us consider the
Notice that for every q 1 , q 2 = 1, ..,
Let us introduce the matrix C = (C q 1 ,q 2 ) q 1 ,q 2 =1,..,
with components C q 1 ,q 2 = 0 if q 1 = q 2 and
In order to obtain convergence rates in the above CLT in terms of the Wasserstein distance we will use Corollary 3.6 from [17] to prove a CLT as well as a rate of convergence for the vector G N (k, α), which will provide corresponding results for the k-variation statistics V N (k, α). For the sake of completeness we cite this corollary here.
for some constant strictly positive c.
(In the one-dimensional case for a standard normal Z this result is also true and can be found in [14] . For k = 2 the norming condition is satisfied, and the corollary is applicable.) In order to apply the corollary for
2 , we will write each summand as
and conduct separate calculations for both parts. We start with a lemma for the deterministic part.
N , C q,q be given by (26), (27) respectively and assume p ≥ 2. For N large enough and for every q = 1, ..,
Proof: As in the proof of Lemma 2, we have
Recall the representation ρ
We obtain by the Newton's formula
where we sepatated the summand with m = 2q above and we used the notation (22) .
The asymptotics for r N, q, 1 has been studied in Lemma 2:
For r N, q,2 we calculate
Note that the above series is convergent for p ≥ 2 or for p = 1 and q ≥ 2 if
(which is satisfied for H < 3 4 ). In these cases, we will find the estimate
For p = 1 and q = 1, the sequence 1≤v≤N −l |v| (2H−2p)2q+1 = 1≤|v|≤N −l |v| 4H−3 behaves as N 4H−2 and we get |r N,q,2 | ≤ CN 4H−3 , so here we obtain the bounds
Finally, for r N, q,3 the same bounds can be established. An application of Lemma 1 yields
and consequently,
Var( DG
Proof: We can explicitly compute the Malliavin derivatives in the statement. For q ∈ {1, . . . ,
Assume without loss of generality q 1 ≤ q 2 . We have
where w = 1 if l 1 = l 2 and w = 2 otherwise. Due to the fact that products of integrals of different orders have zero expectation we obtain
H ⊗(2q 1 +2q 2 −2−2r) =:
We can compute the contractions involved and get via (49)
Consequently, one can write for r ≥ 0
a H due to symmetrisation: the maximum is taken over all outcomes of different permutations of the first and second component of the inner product, the number a signifying the number of C i in the first component that are appearing in the same places as C m in the second component in a given permutation.
In total, we obtain for a fixed r ∈ {0, 2q 1 − w} 
since either the factor |ρ α, N
| is contained in the product and for symmetry reasons there is no need to distinguish between these cases. Using this inequality and bounding the first two factors in the same way we arrive at a bound
where the last step follows via Young's inequality as in [11] . The representation ρ Before stating and proving the main result of this chapter, let us briefly recall the definition of the Wasserstein distance. The Wasserstein distance between the laws of two R d -valued random variables F and G is defined as
where A is the class of Lipschitz continuous function h : R d → R such that h Lip ≤ 1, where
Theorem 2 Let p ≥ 2 and consider the sequence (25). Let Z ∼ N (0, 1). Then there exists a constant C such that
.
).. Note that f is a Lipschitz continuous function with f ≤ 1. From Lemma 3 and Proposition 1 it is easy to see that
). if p = 1 and H < 3/4. Now,
Remark 1 For p = 1 and k = 2 we retrieve the bounds obtained in [11] , which also coincide with the speed of convergence for the quadratic variations of the fBm (see [14] ) under the Wasserstein distance. For k = 2, it is also possible to get optimal rates under the total variation distance based on the criteria in [15] .
Multivariate Central Limit Theorem
In this part, we restrict ourselves to the case of quadratic variations (i. e. k = 2) and we derive a multidimensional CLT. This result will be needed in Section 5 which deals with the estimation of the Hurst parameter of the solution to (2) . To establish the multidimensional convergence, we will use Theorem 6.2.3 in [21] .
Theorem 3 Let d 2 and q d , . . . , q 1 1 be some fixed integers. Consider vectors
with f i,n ∈ H q i . Let C be a real-valued symmetric non negative definite matrix and let
Then, as n tends to ∞, the following two conditions are equivalent:
• F n converges in law to N,
• for every 1 i d F i,n converges in law to N (0, C(i, i)).
We now state and prove the multivariate CLT for the renormalized sequence (10) with k = 2.
Proposition 2 Let P 1 be an integer and α 1 , . . . , α P be filters of order p 1 , . . . p P 1 and lengths l 1 + 1, . . . , l P + 1 respectively. Let V N (2, α) be given by (10) 
where (Θ) i,j=1...,P denotes a P × P matrix with entries given by
(32)
Proof: By (13) with k = 2, with c 1 (H), c 2 (H) from (9),
By (8), we have for i, j = l, .., N
Plugging this into and using similar computations as in [11] , we get
Using Lemma 1, we get with p := min(p n , p m )
This shows that P 1 is the dominant term and it converges for H < p + 1 4 , while the other terms are negligible. We thus obtain the claimed limit:
where Θ n, m are given by (32). The second part of the equivalence in Theorem 3 was proved as a particular case of the CLT for higher powers, and thus the statement of the proposition follows.
Noncentral limit theorem
The asymptotic normality obtained in the previous section holds for any filter of order p ≥ 2 or for any filter of order p = 1 and H < . We consider in this section the filter α = (1, −1) (which has order p = 1) and we will show that, after a proper normalization, the quadratic variation associated to this filter converges in distribution to a non-Gaussian limit. Let us start by estimating the mean square of the quadratic variation. V N (2, (1, −1) ) be given by (10) 
Lemma 4 Let
where K 0 is given by (33) and k 1 appears in (8).
Proof: As in Lemma 2 in [11] , we have by (8) 
The last summand satisfies
for N large enough while the first summand converges to infinity, see below. Using the asymptotic behavior of Φ H and Φ H+ 1 2 , namely
for l large, we obtain
and therefore
Recall that the solution to the wave equation with fractional-white noise can be written as
for i = 0, 1, .., N − 1 and for t ≥ 0, x ∈ R, with G 1 given by (4). We can write
) where I W 1 represents the multiple integral of order 1 with respect to the fractional-white Gaussian noise W H . Then we have
and so
Since in this part we will use the multiple stochastic integrals with respect to the Gaussian noise W H with covariance (2), let us recall some facts about them. Designate by ξ the set of linear combinations of the simple functions , is defined as the closure of the linear space generated by ξ with respect to the inner product ., . H W which is expressed by:
The scalar product in H W is given by
for every f, g ∈ H W such that
It is possible to represent the Wiener integral with respect to W H as an integral with respect to white noise field with Space-time white noise W via a transfer formula given by (see [23] for details)
We will analyze the asymptotic behavior of the sequence F N . Since F N belongs to the second Wiener chaos, its law is completely determined by its cumulants (or equivalently, by its moments). That is, if F, G are elements of the second Wiener chaos then F and G have the same law if and only if they have the same cumulants. Moreover, the convergence of the cumulants to cumulants of element of the second Wiener chaos implies the convergence in distribution. Let us denote by k m (F ), m ≥ 1, the mth cumulant of a random variable F . It is defined as
We have the following link between the moments and the cumulants of F : for every m ≥ 1,
, where P(b) is the set of all partitions of b. In particular, for centered random variables F , we have
In the particular situation when G = I 2 (f ) its cumulants can be computed as (see e.g. [13] , Proposition 7.2 or [23] )
with u 1 , . . . , u m possibly being vectors. Based on the above formula (38), we obtain the limit in distribution of (35). . Then the sequence (F N ) N ≥1 converges in distribution to a random variable F whose law is determined by the cumulants (41) and (40).
Proof: Note first that by the transfer formula (36) W H (g t, i ) has a representation as W (g t, i ) for some (explicitly known) functiong t, i , where W is a two-dimensional Gaussian noise. Therefore k 1 (F N ) = 0, k 2 (F N ) = 1 and the above formula for cumulants (38) can be applied and we obtain for m ≥ 3
We use the isometry formula for multiple integrals with respect to W as well as the transfer formula in order to get
and we obtain
By Lemma 4
and similarly
we get, for any m ≥ 3,
and
and obtain
We claim that
This follows by a standard procedure (see [13] or [23] ) from the Taylor expansion in the vicinity of x = 0 of the functions
and by the dominated convergence theorem. Therefore, for m ≥ 3
Notice that the above integral is finite by Lemma 3.3 in [2] . Also, clearly
Since F N belongs to the second Wiener chaos, the convergence of cumulants determines the convergence of F N in law to a random variable F with cumulants, for m ≥ 3
The existence of such a limit is ensured by the Fréchet-Shohat theorem: It follows from the convergence of cumulants that also all the moments of F N converge to some real numbers M m , m ∈ N, as N tends to infinity. Moreover, by hypercontractivity (51) the mth absolute moments of F N are bounded by (m − 1) m . Therefore, also the limits of the moment sequences will be bounded by (m − 1) m , which means that the growth condition lim m→∞ ( 1 m! |M m |) 1/m < ∞ is satisfied, thus yielding the existence of a limiting distribution with the cumulants obtained above.
Notice that the limit law with cumulants (40) and (41) is related to the Rosenblatt distribution but is more complex. For instance, if the constant k 2 will vanish in (40), then we would obtain a Rosenblatt distribution in the limit.
Estimation of the Hurst parameter H
We will apply the theoretical results from Section 3 in order to construct and analyze several estimators for the Hurst index of the mild solution (3) to the wave equation (2) . It is worth to emphasize that the estimators are based on the observations of the process u at only a fixed time and at discrete points in space.
We will define two kinds of estimators for the Hurst parameter. For the first kind we will consider the observation time t of our equation to be known, and the estimators obtained will be asymptotically normal with the rate of convergence of order √ N log(N ) for H < p − 1 4 . In the second case we develop an estimator for H if the time t > 1 is not known. This estimator will also be asymptotically normal, but with a slower rate of convergence, namely √ N . Both kinds of estimators are strongly consistent.
Estimators for known t
We follow the standard procedure from [6] or [5] to define our estimators. Define the k-th empirical absolute moment of discrete varations of the mild solution u(t, x) for fixed time t > 1 and a filter α. That is, let
where E k denotes the k-th absolute moment of the standard Gaussian random variable, and therefore we obtain
, we obtain an estimator for H that is a pointwise solution to the equation
, α (0) and we denote
, α (0).
Note that for large N the function g(x) := π α, N x (0) is invertible. In order to see this we consider the derivative
As shown in [6] , the first expression in the parenthesis becomes negative for large N , and since it is the asymptotically dominating term, also the whole function will become negative for N large enough. Therefore, for such N the function g is strictly decreasing and we can define estimators by inverting it:
Another estimator can be obtained by inverting only the dominant part of the empirical absolute moment. Notice that asymptotically π
, which is easier to invert than its exact counterpart. This motivates the definition of another class of estimators,H k, N :=ḡ
We show that the two estimators constructed above are consistent and we give their limit behavior in distribution. 
and for H >
where F is the random variable from Proposition 3. The same statements hold forH.
Proof: Since for every k ≥ 2,
the almost sure convergence to zero of V N follows by hypercontractivity with a Borel-Cantelli argument, see e.g. [22] . Due to the fact that the functions g andḡ are asymptotically equal we obtain the asymptotic equality ofH N,k and H N,k and thus also strong consistency of H N,k .
For the asymptotic behaviour we can refer to the calculations from [6] and obtain
which means that by Slutsky's Lemma we will get
This motivates another estimator for H defined bỹ
Its limit behavior is given below.
Proposition 5
The estimatorH N (46) is strongly consistent for all H > 1 2 . Moreover for
with σ > 0.
Proof: It follows from the fact that V N → N →∞ 0 almost surely that S N converges almost surely to its expectation. Thus, strong consistency is clear by construction ofH. The multivariate convergence statement yields asymptotic normality by the delta method, similarly to [6] .
Numerical computations and simulation experiments
In this section we conduct simulations of the soultion process and compare numerical performances of different estimators introduced in the previous section. More specifically, we are going to analyse the behaviour ofH 2, N for filters (1, −1) as well as (1, −2, 1) , that of its exact counterpartĤ 2, N for the second filter as well as that ofH N for different values of H. For N = 1000 and t = 3 we get the following results from MSE computed from 100 iterations: The estimatorH N performs the worst. This can be explained heuristically by the fact that it contains two sources of error instead of one, this being the practical tradeoff in the case where time t is not available. Another interesting observation is that the exact estimatorH is not performing better than the estimatorH which uses the inverse of an approximation of the actual function, which justifies the use of the simpler version in applications. The Figures 1 and 2 show the change in the limiting distribution, while the boxplots in Figure 3 illustrate the changes in the speed of convergence indicated in the discussion forH 2, N (1, −1) and provide a comparison to the rates of convergence for the other three estimators. In the particular case when H = L 2 (T ), the rth contraction f ⊗ r g is the element of H ⊗(p+q−2r) which is defined by (f ⊗ r g)(s 1 , . . . , s p−r , t 1 , . . . , t q−r ) = T r du 1 . . . du r f (s 1 , . . . , s p−r , u 1 , . . . , u r )g(t 1 , . . . , t q−r , u 1 , . . . , u r )
for every f ∈ L 2 (T p ), g ∈ L 2 (T q ) and r = 1, . . . , p ∧ q. An important property of finite sums of multiple integrals is the hypercontractivity. Namely, if F =
for every p ≥ 2. We denote by D the Malliavin derivative operator that acts on cylindrical random variables of the form F = g(B(ϕ 1 ), . . . , B(ϕ n )), where n ≥ 1, g : R n → R is a smooth function with compact support and ϕ i ∈ H. This derivative is an element of L 2 (Ω, H) and it is defined as
(B(ϕ 1 ), . . . , B(ϕ n ))ϕ i .
