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ABSTRACT 
For a real matrix A, o(A) denotes the set of all matrices with the same sign 
pattern as A. A linear system Ax = b is signsolvable if solvability and p(r) depend 
only on Q(A) and o(b). The study of signsolvability can be decomposed into the 
study of Lmatrices and of Smatrices, where A is an L-mu&ix [Smuhix] if the 
nullspace of each member of Q(A) is (0) [ is a line intersecting the open positive 
orthant]. The problem of recognizing L-matrices is shown to be NP-complete, even in 
the “almost square” case. Recognition of square L-matrices was transformed into a 
graph-theoretic problem by Bassett, Maybee, and Quirk in 1968. The complexity of 
this problem remains open, but that of some related graph-theoretic problems is 
determined. The relation between S-matrices and Z.-matrices is studied, and it is 
shown that a certain recursive construction yields all S-matrices, thus proving a 1964 
conjecture of Gorman. 
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INTRODUCTION 
For each m X n (real) matrix A = (aij), let Q(A) denote the set of all 
m X n matrices A = (hii) that have the same sign pattern as A; that is, 
sgnhij = sgnaij for all i and j. When b E R”, the pair (A; b) is said to be 
signsolvable if the linear system Ax = b is solvable, and both its solvability 
and the sign pattern of the solution x depend only on the sign patterns of A 
and b; that is, for each A E Q(A) and t? E Q(b) there exists i such that 
A? = b, and all such i belong to the same cone o(x). The study of 
signsolvability was begun in 1962 by the economist Lancaster [18], motivated 
by a discussion in Samuelson’s 1947 book [27]. Since then, the study has been 
carried on by economists, mathematicians, and computer scientists; see 
Maybee [23] for a survey of work up to 1980. Two central problems have 
been those of finding a fast algorithm for the recognition of signsolvability, 
and of finding an efficient procedure for generating (representatives of) all 
signsolvable systems. The present paper, which draws its methods from 
Bassett, Maybee, and Quirk [l], Klee and Ladner [14], and Manber [22], 
contains new results on both of these problems. 
For an m X n matrix A, let N(A) denote the union of the nullspaces of 
the members of Q(A); thus an f E R” belongs to N(A) if and only if A? = 0 
for some A E @A). The matrix A is here called an L.-matrix if N(A) = {0}, 
so that each member of Q(A) has linearly independent columns, and an 
Smatrix if N(A)= R’Y U {O}U R;, the set of all n-vectors in which all 
coordinates are of the same sign. Equivalently, A is an Smatrix iff for each 
A E @A) the nullspace of A is a line that intersects the open positive orthant 
R:; and this in turn amounts to saying that A’s columns are the vertices of an 
(n - l)-simplex whose relative interior includes the origin [ 141. 
As is noted in [22] and [15], the study of signsolvability can be decom- 
posed into the study of Lmatrices and the study of Smatrices. Indeed, 
suppose that Ax=b where x=(x,,..., x,)~ E R” and the columns of A are 
cl,...,cn E R”‘. Let 
J= { j:Xj#O} and I= {i:aij#OforsomejEJ}. 
Form the m x (III+ 1) matrix A’ by using cj when x j > 0, using - cj when 
xi < 0, and appending - b as a final column. Form the (m - IIl)X(n - I./I) 
matrix A” = (a i j)i E I, j e ,. Then the pair (A; b) is signsolvable if and only if 
A’ is an S-matrix and A” is an Lmatrix. 
Section 1 of the present paper deals with the recognition of Lmatrices. Its 
main result asserts that the general problem of recognizing Lmatrices (and, 
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a fortiori, of recognizing signsolvability) is NP-complete. Even for “almost 
square” (n-t L I) nllk x n matrices A (arbitrary fixed integer k > 0), the 
problem of deciding whether N(A) # { 0} is NP-complete. For the important 
n X n case, there is a beautiful graph-theoretic characterization of Lmatrices 
due to Bassett, Maybee, and Quirk [ 1, 231. It is still unknown whether this can 
be tested in polynomial time, but the computational complexity of some 
related graph-theoretic problems is determined. 
Section 2 describes the close relationships between Smatrices and L 
matrices, and proves a conjecture of Gorman reported in [14]. 
As was noted in [ 141, the weak satisfiability problem of propositional logic 
can be formulated as a matrix recognition problem that is NP-complete for 
the case in which n = m + 1 d/k] and becomes the Smatrix recognition 
problem when R = m + 1. Thus the latter problem is in a sense close to the 
boundary of NP-completeness. Nevertheless, polynomial-time algorithms for 
recognizing Smatrices have recently been discovered by Hansen [9], Manber 
[22], and S. Maybee [25]. Section 3 uses the results of [22] to show that, as 
conjectured by Gorman [8] in 1964, a certain recursive procedure generates 
(representatives of) all Smatrices. This has recently been proved indepen- 
dently by Lady [17]. 
The final Section 4 lists all (canonical representatives of) m X m Lmatrices 
and m x (m + 1) Smatrices for 2 < m < 3, and summarizes some other infor- 
mation found by computer search. 
1. RECOGNITION OF L-MATRICES 
Note that if an m’ X n matrix A’ is obtained from an m X n matrix A by 
adding rows of zeros to A, or by deleting rows of zeros from A, then A’ is an 
L-matrix (or an S-matrix) if and only if the same is true of A. Hence attention 
may be restricted, whenever convenient, to matrices that have no row of 
zeros. Of course, neither an Lmatrix nor an Smatrix may have a column of 
zeros. 
A vector is said to be balanced if it is zero or it has at least one negative 
entry and at least one positive entry; otherwise it is unbalanced. 
REMARK 1.1. Zf A is a matrix whose columns are cl,. . . , n, c then A is an 
L.-matrix if and only if there is an unbalanced row in each matrix A’ that is 
formed by choosing a nonempty subset I of { 1,. ..,n} and then, for each 
j E J, selecting ci or - ci as a column of A’. 
Proof. If A’ is formed in the indicated manner and yet each row of A’ is 
balanced, then there exists A’ E Q( A’) such that the sum of the columns of A’ 
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is zero; then of course A is not an Lmatrix. Conversely, if A is not an 
Lmatrix, there exist A E Q(A) and ? = (xi,. . . ,x~)~ E R” - (0) such that 
A3T. = 0. Form A’ by selecting cj when f j > 0 and - cj when f j < 0. Then each 
row of A’ is balanced. n 
The above characterization of Lmatrices can be tested by checking about 
3”/2 matrices for the presence of an unbalanced row. In view of the following 
result, the apparent lack of a polynomial-time algorithm should not be 
surprising. 
THEOREM 1.2. The problem of deciding whether a matrix is not an 
Lmatrix is NP-complete. Indeed, for each positive integer k the problem of 
deciding whether an (n + 1 nl/k] )X n matrix is not an Lmatrix is NP-com- 
plete. 
Proof. By Remark 1.1, an m X n matrix A is not an Lmatrix if and only 
if there is a nonzero diagonal matrix D E { - l,O, l}” Xn such that each row of 
AD is balanced. Thus by “guessing” D, A can be tested in nondeterministic 
polynomial time for the property of not being an Lmatrix. To complete the 
proof that the non&matrix problem is NP-complete, we show that the 
satisfiability problem of propositional logic is reducible in polynomial time to 
the non&matrix problem. The method is similar to that of [28] and [14]. 
Consider an instance of the satisfiability problem consisting of a Boolean 
formula 
B = C, A C, A . . . A C, 
in q Boolean variables x0,. . . , xq _ 1. Each clause C, is a disjunction of literals 
(Boolean variables and their complements). New variables xq, . . . , x p + q I and 
Yo>Yl~~~~>Y,+,-l are introduced for purposes of construction. 
Let 0, be the clause C, with each complemented variable xj replaced by 
yj. Let 
H=G, AG, A ... AG,, 
where the r = 4p + 29 clauses G, are as follows ( j + 1 is reduced modulo 
P + 9): 
Gi=Di~x,+i_l (1 < i < p), 
Gp+i=DiVYq+i-1 (1 <i < p), 
G 2p+j+l =xjvyj (O< j<p+q-l), 
G 3p+q+j+l =‘j v ‘j+lv Yj+l (O< j<p+9-1). 
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It is not difficult to see that if B is satisfiable, then there is an assignment of 
troth values to the variables of H such that each clause of H has both a literal 
that is true and a literal that is false. Conversely, consider an assignment of 
truth values to some but not necessarily all of the variables of H such that in 
each clause of H with an assigned literal there is another assigned literal with 
the complementary value. Such an assignment must in fact be a total 
assignment with complementary values assigned to x j and yj. This is because 
clauses G2p+l,...,G3p+q gu arantee that if one of x j or yj is assigned a value, 
then the other is assigned the complementary value, and clauses 
G 3p+q+l’“” G 4p+2q guarantee that if x j is assigned a value, then at least one 
Of ‘j+l and yj+r is assigned a (complementary) value. Because of clauses 
G r,...,GZp and the fact that one of xq+i_l or yqti_r is false, the clause 0, is 
satisfied and hence C, is also satisfied. 
We have shown that the formula B is satisfiable if and only if there is a 
nonempty partial assignment of truth-values to the variables of the formula H 
such that each clause of H which has an assigned literal has another one with 
complementary value. Now when B is given, let the (4p +29)~(2p +2q) 
matrixA=(aij)bedefinedbysettingaij=1ifxj_~oryj~~(j-1reduced 
module p + q) appears in Gi, and a, j = 0 otherwise. Thus the rows of the 
matrix A represent the clauses of H, the first p + q columns of A represent 
the variables ~~,...,x~+~_r, and the last p + q columns of A represent the 
variables ya,...,~~+~_~. The properties of H we have established guarantee 
that B is satisfiable if and only if there is a nonzero diagonal matrix 
D E { _ l,O, l}@P+%)X@P+29) such that AD contains only balanced rows. 
That is, B is satisfiable if and only if A is not an L-matrix. Because of the 
NP-completeness of the satisfiability problem [4] and the polynomial nature of 
the reduction, this proves the first assertion of Theorem 1.2. 
Now consider an arbitrary positive integer k. When the Boolean formula 
B, formed from p clauses in q variables, and the resulting (4p + 29) X (2p + 29) 
matrix A are as above, let 
s = 29, r = (2p + $ - (2p +2q) a 0, 
and form the matrix A’ as shown in Figure 1. Then A is an Lmatrix if and 
only if A’ is an L-matrix. Since the numbers of rows and columns of A’ are 
respectively 4p + 2q + r + s and 2p + 2q + r, and since 
4p +2q + r + s = (2p +2q + r)+(2p +2q + r)l’f 
that establishes the second assertion of Theorem 1.2. n 
We have established the NP-completeness, even for the special case in 
which m = n + 1 d/k], of the problem of deciding whether N(A) # (0) for 
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rxr identity matrix 
FIG. 1. 
an m X n matrix A. However, the complexity is unsettled for the special case 
in which m = n + 1 (I a fixed but arbitrary integer > 0) and, in particular, for 
the important square case. The square case is most conveniently discussed in 
terms of the digraph D(A) with vertex set {l,...,n} and edge set {(i, j): aij 
# O}, an edge (i, j) being distinguished if a, j < 0. 
As the term is used here, a walk in a digraph is a finite sequence of edges 
of the form (i,,i,), (ii,&) ,..., (ik ~ i, i,)-that is, each edge after the first 
begins where its predecessor ends. The walk is a path if no vertex is repeated; 
it is a closed walk if i, = i, and is a cycle if there is no other repetition. In a 
digraph with a set of distinguished edges, a walk is even or odd according to 
the parity of the set of all j such that (i j _ 1, i j) is distinguished. 
As applied to an m X m matrix A = (ai j), an 0( m’.‘) algorithm of 
Hopcroft and Karp [12] (see also Duff [5]) either finds a permutation 
m:{l,...,m} -+ {l,...,m} such that ainCij#O for all i or concludes that no 
such permutation exists. When such a n has been found, a matrix with 
negative diagonal can be produced from A by permuting columns and then, 
if necessary, replacing certain columns by their negatives; alternatively, the 
same operations can be applied to rows. 
THEOREM 1.3 (Bassett, Maybee, and Quirk [l]). A square matrix A with 
negative diagonal is an Lmutrix if and only if rw cycle in D(A) uses an even 
number of distinguished edges. 
Thus the problem of recognizing square L-matrices is polynomially equiva- 
lent to the problem EVEN CYCLE, which asks, for a digraph with a set of 
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distinguished edges, whether there is an even cycle. We have been unable to 
determine the complexity of this problem, but the following results may be of 
interest. In the problem LOCAL EVEN CYCLE, a vertex u is included as part of 
the instance and the question is whether there is an even cycle through u. 
THEOREM 1.4. The problem LOCAL EVEN CYCLE is NP-cornpkte. 
Proof. Fortune, Hopcroft, and Wyllie [6] establish the NP-completeness 
of the problem whose instance is a digraph together with three distinct 
vertices x, y, and z and whose question is whether there is a path that goes 
from x to .z by way of y. Each instance of this problem can be transformed 
into an instance of LOCAL EVEN CYCLE in the manner indicated in Figure 2. 
More specifically, the transformation is as follows: 
the vertex y is replaced by vertices y’, 0, and y” and edges (y’, v), 
(0, Y’% 
all edges that originally ended at y now end at y’; 
all edges that originally started at y now start at y”; 
if there was originally an edge (z, x), it is made distinguished; otherwise, a 
distinguished edge (z, r) is added; 
the edge (0, y”) is distinguished. 
Plainly the original digraph contains a path from x to z by way of y if and 
only if the new digraph contains an even cycle that passes through v. 
FIG. 2. 
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By slightly modifying the above construction, one can establish the 
NP-completeness of each of the following problems: LOCAL ODD CYCLE; LOCAL 
k-cycu and LOCAL ( > k)+xcrx for each fixed integer k >, 1; k-cwxx and 
( 2 ~)CYCLE for each fixed integer k > 2. On the other hand, LOCAL ( < k)- 
CYCLE and ( < ~)CYCLE can be solved (for all k) in polynomial time by means 
of standard shortest-path algorithms. (Here a ( < k)-cycle [k-cycle, ( > k)- 
cycle] is a cycle that uses at most [exactly, at least] k distinguished edges. 
Even though LOCAL ODD CYCLE is NP-complete, and we don’t know 
whether EVEN CYCLE is NP-complete, we note: 
PROPOSITION 1.5. The problem ODD CYCLE can be solved in polynomial 
time. 
Proof For each vertex v of the digraph G, a breadth-first search of G is 
rooted at o. At the kth stage of the search rooted at v, a vertex z of G receives 
a label + [ -1 if there is a walk in G that leads from v to z and is formed from 
distinct edges of which an even [odd] number are distinguished (vertices may 
be repeated in this walk). A vertex may have both + and - labels, and may 
even acquire both in the same stage of the search rooted at v. If, in the course 
of this search, v itself acquires a - label, then there is a closed walk through 0 
which uses an odd number of distinguished edges. This closed walk can be 
decomposed into cycles, at least one of which uses an odd number of 
distinguished edges (though there need not be an odd cycle through v). If, in 
the search rooted at v, v never acquires a - label, then there is no odd cycle 
through v. 
The search rooted at a given u can be carried out in time O(e) when there 
are n vertices and e edges, so ODD CYCLE can be solved in time 0( ne) < 0( n3). 
La Paugh and Papadimitriou [ 191 and Thomassen [32] have independently 
discovered the NP-completeness of different localized versions of the even- 
cycle problem for digraphs. C. Thomassen [32] has also observed that several 
recognition problems involving distinguished edges are polynomially equiva- 
lent to the corresponding problems with all edges distinguished. (To see that 
this is true of the problem EVEN CYCLE, consider an instance of this problem 
and form a new digraph by inserting a new vertex in the middle of each 
undistinguished edge. The new digraph admits a cycle that uses an even 
number of edges if and only if the original digraph admits a cycle that uses an 
even number of distinguished edges.) His interest in even cycles arose from 
their role in a paper of Seymour [29], which was in turn stimulated by 
observations of Lo&z [20, 211. The relationship of even cycles to the work of 
Lovbz was also considered by Koh [16], and D. Younger (in Bermond and 
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Thomassen [3]) was apparently the first to recognize that the detection of 
even cycles in a digraph might be difficult. 
A significant difference between even cycles and odd cycles is that when a 
closed walk C is decomposed into cycles C,, . . . , C,, oddness of C implies 
oddness of at least one Cj, but that is not true of evenness. Though this 
difference persists in the undirected case, the undirected analogues of ODD 
CYCLE, LOCAL ODD CYCLE, EVEN CYCLE, and LOCAL EVEN CYCLE can all be 
solved in polynomial time. For the first two, see the results of Harary, 
Norman, and Cartwright [ 111 and Harary and Kabell [lo] on balanced graphs. 
For the last two, use the fact that a block with more than one cycle must have 
an even cycle. Thus a graph may be rapidly tested for the presence of an even 
cycle by decomposing it into its blocks (maximal Zconnected subgraphs) and 
inspecting the blocks individually. (This was pointed out to us also by B. 
Bollobas.) 
In the case of digraphs, the search for even (or odd) cycles can of course 
be reduced to searches of the strong components, and these components can 
be determined in polynomial time. However, as is seen in the example of 
Figure 3, a strongly connected digraph may have exponentially many cycles 
all of which are odd, so the absence of an even cycle cannot be detected by 
examining the cycles individually. (For relatively efficient algorithms that find 
all cycles in a digraph, see Tarian [31], Read and Tarjan [26], Johnson [13], 
and Szwarcfiter and Lauer [30].) Figure 3 depicts an m X m matrix A = (a i j) 
of O’s and - l’s, where m = 2k + 1 and ai j is - 1 for precisely the following 
pairs (i, j): (i, i) for 1 <i < m; (k + i,2k + 1) for 1~ i < k; (2k + 1, j) for 
1 < j < k; (i, k + j) for 1~ i < j < k; (k + i, j) for 1~ i < j < k. The di- 
graph D(A) has more than 2k cycles. 
It is natural to wonder whether algorithms for finding shortest paths can 
be adapted to test for the presence of even cycles. For example, the following 
is obviously necessary for the absence of even cycles in a digraph with a set of 
distinguished edges: 
0 
0 0 N 0 0 0 0 
FIG. 3. 
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(1) For each pair of distinct vertices x and y, each shortest path 
(x,, Xi),. * * >(Tk_ 1, Xk) from x to y, and each shortest path 
(YO>Yi)>...> (Ye_ it yr) from Y to x (x0 = x = yI, y0 = y = xk), it is true that k 
and 1 are of opposite parity or that xi = yj for some i and j with 0 < i < k and 
O< j<Z. 
However, we do not know how to test (1) in polynomial time, and in any 
case (f) does not guarantee there are no even cycles. That is shown by 
Figure 4. 
2. RELATIONSHIPS BETWEEN L-MATRICES AND S-MATRICES 
THEOREM 2.1. Suppose that A is an m x n matrix in which no row is 
zero, and for 1~ k < n let A, denote the matrix formed by deleting the kth 
column of A. Then A is an S-matrix if and only if m = n - 1, each row of A is 
balanced, and each A, is an Lmatrix. 
Proof, Let us assume first that A is an S-matrix. Since there exists 
XER? with Ax = 0, it is plain that each row of A is balanced. Also, 
n < m + 1, for otherwise the nullity of A is at least 2. If some A, is not an 
Lmatrix, there exist B E Q(A) and y = (yi,. . . , y,,)’ E R” - (0) such that 
By=Oandy,=O; sincey4R”u{O}uRF, this contradicts the assumption 
that A is an S-matrix. It follows that for each A E Q(A), each A, is an 
Lmatrix and the rank of A is n - 1. We may assume without loss of generality 
that the first n - 1 rows of A form a basis for A’s rowspace. Let B denote the 
matrix formed by these rows, whence there exists y E R: such that each 
member of B’s nullspace is a multiple of y. If A has an nth row r, then since 
r # 0 there exists ? E Q(r) such that ?y # 0. Form A from A by replacing r 
with 7. Then A E Q(A), but A’s nullspace is (0). That establishes the “only 
if” part of Theorem 2.1. 
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For the “if” part, let us consider a matrix A whose columns are 
c,,...,_c,+i E R”. Since each A_k is an Lmatrix, the same is true of Ak for 
each A E Q(A), and thus each A is of rank m and nullity 1. Let G be the set 
of all A E Q(A) such that A’s nullspace intersects R:. Since each row of A is 
balanced, G is not empty. The proof will be complete if we can show 
G = Q(A), and for this it suffices to show that if A E G and A is obtained 
from A by replacing the jth column Ej of A with a different member cj of 
Q( cj), then A E G. For each X E [0, 11, form A(X) from A by replacing ej with 
(_1- X)Fj + “Cj. Since Q(cj) is convex, each A(h) belongs to o(A). Thus 
A( h ) fails to belong to G only if the nullspace of A( h ) misses RF. 
Now suppose that A(1) 4 G. Since R: is an open set and the (onedimen- 
sional) nullspace of A(h) depends continuously on A, there is a smallest 
p E IO, l] such that A(p) 4 G. The nullspace of d(p) must consist of all 
multiples of a nonzero point y = ( yr, . . . y,)’ in the boundary of RF, whence of 
course yk = 0 for some k. This contradicts the fact that d(p), is an Lmatrix. 
H 
The following result establishes a conjecture of 2’. Gorman reported in 
u41. 
COROLLARY 2.2. lf A is an S-matrix, then at least one row of A consists 
of a single negative entry, a single positive entry, and all other entries zero. 
Proof. Let n denote the number of columns of A. It follows from Remark 
1.1 and Theorem 2.1 that for 1~ k < n there exists p(k) such that the p(k)th 
row of A, is unbalanced. Since A has more columns than nonzero rows, there 
exist a row index i and distinct column indices j ’ and j ” such that 
p( j ‘) = p( j “) = i. But the ith row of A is balanced, so either all entries in the 
i th row of A jf are < 0 and in the ith row of A j I1 are > 0, or vice versa. In 
eithercase,ajj,aij.,<Oandaij=Oforallje { j’, j”}. n 
In view of Theorem 2.1 it is natural to ask how one can determine, for a 
given square Lmatrix A, whether A is extendable, meaning that an Smatrix 
can be formed from A by adding a column, or at least semiextendable, 
meaning that an extendable matrix can be formed from A by replacing certain 
columns with their negatives. The answer to the first question follows from a 
theorem of Manber [22], stated in Theorem 2.3 below, which is also needed in 
Section 3. 
For a digraph with a set of distinguished edges, let us say that a vertex v is 
special if each path that ends at v is even, whence in fact no path ending at v 
uses a distinguished edge. A strong component is special if it includes a 
special vertex. Finally, a special Gmutrix is a square Lmatrix A with negative 
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diagonal such that each strong component of D(A) is special. [Recall that the 
distinguished edges of D(A) are the (i, j) for which ai j < 0.1 As is clear from 
Theorem 1.3, this implies there is a unique special vertex in each strong 
component of D(A). 
Note that the property of being an Smatrix is preserved when rows or 
columns are permuted, and also when rows are replaced by their negatives. 
An S-matrix in standard form is an m X (m + 1) S-matrix A = (a i j) such that 
a,, < 0 for 1 Q i < m. For an arbitrary m X (m + 1) Smatrix A, the submatrix 
A “~+ i is an Lmatrix, and hence by permuting rows we can transform A into 
the situation in which uii # 0 for 1 < i < m. Then by replacing certain rows 
with their negatives we obtain a standard S-matrix. As observed in [l, p. 5561, 
this implies u~(~,+~) > 0 for 1 < i < m. 
A strong component C of a digraph D is a source component if each path 
that ends in C also starts in C; it is a sink component if each path that starts in 
C also ends in C. 
THEOREM 2.3 [22]. Zf un m X m special Lmutrix A = (ui j) is extended to 
an m x (m + 1) matrix x by setting 
(*) ‘i(m+ 1) = 0 when i is not a special vertex of D( A), uicm+ 1, > 0 when i 
is the special vertex of a sink component of D(A), and ui(,,,+ 1, > 0 for the 
other special vertices i, 
then A is an S-matrix in standard form. 
Conversely, if A = (ui j) is an m x (m + 1) S-matrix in standard form, and 
A is composed of the first m columns of A, then A is a special Lmutrix and 
(*) is satisfied. 
COROLLARY 2.4. Zf a matrix A with negative diagonal is obtained from a 
square matrix A’ by permuting columns, permuting rows, and replacing 
certuin rows with their negatives, then A’ is extenduble if and only if A is a 
special Lmutrix. 
Proof. The “if” part is immediate from Theorem 2.3. For “only if,” 
suppose that A’ is extendable to an S-matrix A, and let A* denote the matrix 
that is obtained from x by applying the permutations and sign changes used 
to produce A from A’. Then A* is an Smatrix in standard form, whence A is a 
special Lmatrix by Theorem 2.3. W 
If a square matrix A’ is nonsingular, then in polynomial time one can 
permute rows and replace certain rows with their negatives so as to obtain a 
matrix A with negative diagonal [5]. S ince, as shown in [22], special L-matrices 
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can be recognized in polynomial time, it follows from Corollary 2.4 that the 
same is true of extendable matrices. However, not only do we not know how 
to determine in polynomial time whether a given square matrix is an Lmatrix 
(the EVEN CYCLE problem); we also do not know how to determine in 
polynomial time whether a given square Lmatrix A’ is semiextendable. In 
order to state a sufficient (but not necessary) condition for semiextendability, 
let us call a vertex an even [odd] p-vertex if all paths ending at the vertex use 
an even [odd] number of distinguished edges. Thus the special vertices are 
just the even pvertices. 
PROPOSITION 2.5. If a matrix A with negative diagonal is obtained from 
a square matrix A’ by permuting columns, permuting rows, and replacing 
certain rows with their negatives, then A’ is semiextendable if A is an 
Lmatrix and each strong component of D( A) includes a p-vertex. 
Proof. Let us say that A is (i, j)-signed if for each A E Q(A) it is true 
that sgn Ai j = sgn Ai j, where Ai j [ Ai j] is the cofactor corresponding to CT i j 
[ai j]. It follows from [l, p. 550-5511 that if A is a square Lmatrix with 
negative diagonal, then A is (i, j)-signed if and only if all paths from j to i in 
D( A) are of the same parity; also, if there is no path from j to i, then Ai j = 0, 
while if there are such paths and all are even [odd], then the sign of Ai j is 
opposite to [the same as] the sign of A’s determinant. 
Now suppose that A is an Lmatrix with negative diagonal and each strong 
component of D(A) includes a pvertex. Then in each strong component 
there is at most one special vertex (even pvertex), though pvertices of both 
parities may be present. Let us define a vector b by choosing exactly one 
p-vertex from each sink component of D(A), being sure to choose the even 
p-vertex if the component has one; then set bi < 0 for each chosen 
even pvertex i, bi > 0 for each chosen odd p-vertex i, and bi = 0 for each 
unchosen vertex i. We claim that whenever Ax = b, xi > 0 for all i such that 
bi < 0, and xi < 0 otherwise. After this claim has been justified, it will be used 
to show which columns of A’ should be replaced with their negatives to 
produce an extendable matrix and thus show A’ is semiextendable. 
If bi # 0, then i is a p-vertex in a sink component S of D(A), and A ji = 0 
for each vertex j not in S because there is no path from i to j. Moreover, i is 
the only vertex of S for which the corresponding component of b is not zero. 
Hence in solving Ax = b for xi by means of Cramer’s rule, we obtain 
x, _ biAii 
’ det A ’ 
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From the fact that A is an Lmatrix with negative diagonal it follows that 
Aii/(det A) < 0 and hence the sign of xi is opposite to that of bi. It remains 
to show that xi > 0 when bi = 0. This follows from the fact that when bi = 0 
there is a path from i to a chosen p-vertex j z i; for each such j, A is 
(i, j)-signed and bi was chosen so that 
biA ji 
det A ’ ” 
Hence there are nonzero terms in Cramer’s expansion for xi, and they are all 
positive. The claim about the’signs of the xi’s has now been justified. 
Now let D be a diagonal matrix whose ith diagonal entry is - 1 when 
bi > 0 and 1 when bi < 0. Then DAD is an Lmatrix with negative diagonal 
and is extended to an S-matrix by appending the column Db. If P and Q are 
permutation matrices and U is a diagonal unimodular matrix such that 
A = UPA’Q, then one can easily check that A’(QD) is extendable to an 
S-matrix by appending the column P ‘Ub. Hence A is semiextendable. W 
Figure 5 depicts six L-matrices and their digraphs. Each edge (i, j) with 
i # j is drawn as a broken or unbroken arrow according as it is distinguished 
(negative) or not. Edges (i, j) are omitted, but vertex i is labeled to indicate 
the sign of a,,. It follows from Corollary 2.4 that A, is not extendable, and 
from Proposition 2.5 that A, is semiextendable. It follows from Corollary 2.4 
-00 too -00 
0 +-0 + -. 0 
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that A,, formed by reversing signs in A,‘s first column, is extendable, for the 
special Lmatrix A, is formed by reversing signs in A,‘s first row. It follows 
from Corollary 2.4 that A, is not extendable. However, even though, with 
A = A’ = A,, the sufficient condition of Proposition 2.5 is not satisfied, A, is 
nevertheless semiextendable; for A 5, formed by reversing signs in A,‘s first 
column, can be extended to an S-matrix by appending the column (0 0 +)‘. 
It follows from Corollary 2.4 that A, is not extendable, and direct verification 
shows it is not semiextendable. 
3. RECURSIVE CONSTRUCTIONS OF S-MATRICES 
An S,-matrir is defined recursively as an m x (m + 1) matrix A = (a I j) 
such that 
(1) m = 1 and A’s sign-pattern is - + , or 
(2) m > 2, and for some k E [l, m] the matrix A is formed from a 
(k - 1)X k S,-matrix B (absent when k = 1) and an (m - k)x(m - k + 1) 
So-matrix C (absent when k = m) in the manner of Figure 6, where ai j < 0 for 
all j E [l, k] and a, j > 0 for all j E [k + 1, m + 11. 
To define an Sputrix recursively, replace S, with S, in (2) and change the 
ending of (2) to read as follows: 
. . . where A’s first row is nonzero and balanced, with a, j < 0 for all 
j E [l, k] and a, j > 0 for all j E [k + 1, m + 11. 
To define an S,-matrix recursively, change (1) to read 
. . . A’s sign pattern is - + or + -, 
replace S,with S, in (2), and change the ending of (2) to read as follows: 
. . . where A’s first row is nonzero and balanced, with alj < 0 for all 
j E [l, k] and aij > 0 for all j E [k + 1, m + l] or vice versa. 
FIG. 6. 
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LEMMA 3.1. Each S,-matrix is an S,-matrix, each S,-matrix is an S,- 
matrix, and each S,-matrix is an Smutrix. A matrix is an S,-matrix if and only 
if it is an S,-matrix or can be obtained j&n an S,-matrix M by replacing 
certain nonzero entries of M with 0 while preserving the property that each 
row of M is rwno and balanced. A matrix is an S,-matrix if and only if it is 
an S,-matrix or can be obtained from an S,-matrix M by replacing certain 
rows of M with their negatives. 
Proof. The proofs are left to the reader. They all follow from straightfor- 
ward mathematical inductions based directly on the recursive definitions. 
That each S,-matrix is an S-matrix was proved by Gorman [8], and a more 
general result was proved by a different method in [ 141. W 
Theorem 3.3 below shows that each m X (m + 1) Smatrix can be obtained 
from an S,-matrix by permuting rows and permuting columns. This was 
conjectured by Gorman [8] in 1964 and has been proved independently by 
Lady [17]. The following lemma is needed in the proof of Theorem 3.3. 
LEMMA 3.2. Suppose that D is a digraph with a set of distinguished 
edges, i and j are distinct vertices, and (i, j) is an edge of D. Suppose that i 
and j belong to strong components I and J of D respectively, and J is special. 
(a) Zf I # J, then (i, j) is undistinguished and i is special. 
(b) Zf I = J, i is special, and there is no even cycle in I, then (i, j) is 
distinguished. 
(c) Zf j is special in D, then i is special in the subgraph of D spanned by 
all vertices other than j. 
Proof. Since the component J is special by hypothesis, it includes a 
special vertex j,. By strong connectedness, there is a path Q from j to j, (Q is 
empty if j = j,), and since j, is special, Q uses no distinguished edge. 
To prove (a), note that if Z + J, then ((i, j), Q) is a path ending at the 
special vertex jO, whence (i, j) is undistinguished. For each Path P ending at 
i, (P, Q) is a path ending at j,, whence (P, Q) uses no distinguished edge and 
i is special. 
To prove (b), note that if Z = J there is a path R from j to i, and if i is 
special R uses no distinguished edge. But then (i, j) is distinguished, for 
otherwise ((i, j), R) is an even cycle in I. 
To prove (c), note that if a path S ends at i and misses j, then (S,(i, j)) is 
a path ending at j. If j is special, S uses no distinguished edge. n 
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THEOREM 3.3. For each m x (m + 1) matrix A the following four cod- 
tions are equivalent: 
(i) A is an Smatrix; 
(ii) A can be obtained j&n an S,-matrix M by permuting rows and 
permuting columns of M; 
(iii) A can be obtained jknn an S,-matrix M by permuting rows and 
permuting columns of M, and replacing certain rows of M with their 
negatives; 
(iv) A can be obtained from an SO-matrix M by permuting rows and 
permuting columns of M, replacing certain rows of M with their negatives, 
and replacing certain nonzero entries of M with 0 while preserving the 
property that each row is nonzero and balanced. 
Proof. It should be emphasized that the various permutations and re- 
placements are to be carried out independently. Thus, for example, an 
alternative statement of (iii) is that there exist an m X (m + 1) S,-matrix M, an 
m x m permutation matrix P, an (m + l)x(m + 1) permutation matrix Q, 
and a diagonal matrix R = (r,) with lriil = 1 for all i such that A = RPMQ. 
In view of Lemma 3.1, it suffices for Theorem 3.3 to show that each 
m x (m + 1) Smatrix A satisfies condition (iv). That will be accomplished by 
induction on m, the assertion being obvious when m = 1. 
Consider an arbitrary m x (m + 1) Smatrix A, with m > 2, and note that 
at least one of its columns has more than one nonzero entry, for otherwise 
some column is a multiple of another column. By permuting columns, A is 
transformed into a matrix whose last column has at least two nonzero entries. 
This will remain the last column until further notice, though the positions of 
its entries may be affected by row permutations. 
By permuting rows, and replacing some rows by their negatives if 
necessary, the matrix is now brought into a standard form F for Smatrices, 
and the matrix F formed by the first m columns is a special Lmatrix. Since 
F’s last column has at least two nonzero entries, it follows from Theorem 2.3 
that the digraph D(F) has at least two strong components. Because of the 
acyclic nature of the digraph formed in the usual way by D(F)‘s strong 
components, there must be a source component K. By simultaneous permuta- 
tion of the m rows and the first m columns, the matrix can be brought into a 
new standard form as shown in Figure 7, where k is the number of vertices of 
K, D( W,,) = K, 1 is a special vertex, and D( W,,) is the digraph spanned by 
all vertices not in K. 
Since K is a source component, all entries of W,, are 0. Since 1 is a special 
vertex, it follows: from Lemma 3.1(b), that all entries in the first row of W,, 
are < 0; from Lemma 3.1(a), that all entries of W,, are 0 except perhaps 
those in the first row, and they are all > 0; from Theorem 2.3, that all entries 
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of b, are 0 except perhaps the first, and because of the standard form it is 
> 0. Now form B’ from W,, by omitting the first row, and form C’ from W,, 
by appending the column b,. Then the matrix is as shown in Figure 8. 
From the fact that the large matrix of Figures 7-8 is an Smatrix in 
standard form, in conjunction with the properties established for certain 
submatrices, it follows that: C’ is an S-matrix in standard form; W,, is an 
Lmat_ti, whence each member of Q(B’) is of rank k - 1 and nullity 1; for 
each B E Q( B’) there exists f E Rk, such that &i! = 0. The last two statements 
imply B’ is an Smatrix. 
Now B’ and C’ are S-matrices, and the first row of Figure 8 is balanced 
and nonzero. It follows from the inductive hypothesis that the matrix of 
Figure 8 can be obtained in the manner of Theorem 3.3(iv) from a matrix M 
of the sort shown in Figure 9, where B0 is a (k - 1)X k So-matrix, C, is an 
(m - k)~(m - k + 1) Se-matrix, the first k entries of M’s first row are < 0, 
and the last m - k + 1 entries of M’s first row are > 0. But then the original 
S-matrix A can be obtained from M in the manner of Theorem 3.3(iv), and 
since M is an !&-matrix by the recursive definition, the proof of Theorem 3.3 is 
complete. n 
k 
1 _ 
I 
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It follows from Theorem 2.3 that Theorem 3.3 provides an indirect 
procedure for constructing (representatives of) all special Lmatrices. A direct 
construction of special Lmatrices and more information about the structure 
of such matrices are provided by the following results. 
THEOREM 3.4. lf A is a special L.-matrix, v is a special vertex of D(A), 
and A,, is the matrix obtained by omitting A’s vth row and column, then A,, 
is also a special Lmatrix. 
Proof Assume first that v belongs to a source component K of D(A). By 
simultaneous permutation of rows and columns, A can be transformed to the 
form shown in Figure 7 (omitting the last column of Figure 7), where W,, is 
D(K) and 1 is a special vertex. By Theorem 2.3, a final column can be 
appended to obtain an Smatrix, and the argument of Theorem 3.3 shows that 
the situation is as in Figure 8. In particular, W,, is a special Lmatrix and B’ is 
an Smatrix. Let B* denote the matrix formed by omitting the first column of 
B’. Then B* has negative diagonal. It follows from Lemma 3.2(a) and (c) that 
if the omitted first column is appended at the end of B*, the resulting 
(k - 1)X k matrix is an S-matrix in standard form. It then follows from 
Theorem 2.3 that B* is a special Lmatrix. 
We have now shown that by simultaneous permutation of rows and 
column, the matrix A,, can be transformed into the one shown in Figure 10, 
where B* and W,, are both special Gmatrices. But then the matrix of Figure 
10 is clearly a special Lmatrix and the same is true of A,, itself. This settles 
the case in which v belongs to a source component. 
We turn now to the general case, denoting by C the component of D(A) 
that includes the given vertex v and assuming C is not a source component. 
Let K, be a source component of D(A) from which a path leads to v. Then 
either C is a source component of D(A) - K, or there is a source component 
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FIG. 10. 
K, of D(A) - K, from which a path leads to o. Continuing in this manner, 
we obtain components K,, . . . , K, _ 1, K, = C of D(A) such that for 1~ i < 
m, Ki is a source component of D(A) - LJy=! ‘Ki from which a path leads to 
C. After a suitable simultaneous permutation of rows and columns, the matrix 
A takes the form A’ shown in Figure 11, where the main diagonal is still 
negative and A: corresponds to Ki. To complete the proof of Theorem 3.4 it 
suffices to show that Ajj is a special L-matrix, where j is the index of the row 
and column of A’ that came from A’s 0th row and column under the 
permutation. 
Form a matrix B from A’ by deleting the rows and column corresponding 
to A;,...,A’,,_r, and form B* from J? by deleting the row and column 
corresponding to vertex j. With distinguished edges as usual, it is clear from 
our construction that D(A; ), . . . , D(,T%‘~,,- 1) are special components in the 
digraph D’ = D( A’jj) and there are no even cycles in D’. Thus it remains 
only to show that all other components of D’ are special in D’; these are 
precisely the components of D( B*). 
From our construction, and from the characterization of special Lmatrices 
in terms of cycles and special components, it is clear that B is a special 
L-matrix and D( A’,,,) is a source component in D(B), whence B* is a special 
FIG. 11. 
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L-matrix by the first part of this proof. Hence all components of D(B*) are 
special relative to D(B*). They are also special relative to D’, for since A’ is a 
special Lmatrix, there are no paths that start in tJ& ‘D( A i), end in D(B), 
and use an odd number of distinguished edges. This completes the proof of 
Theorem 3.4. n 
Two n X n matrices A and B are permutation similar if each can be 
obtained from the other by simultaneous permutation of rows and columns; 
equivalently, there exists a permutation matrix P such that B = P’AP. 
THEOREM 3.5. For n > 2, a square n X n matrix B’ is a special Lmatrix 
if and only if it is permutation similar to a matrix B = (bij) which can be 
constructed f;om an (n - 1)X( n - 1) special Lmatrix A in the manner 
indicated by Figure 12 and the three conditions below: 
(i) A = Diag[A,, A,] is block diagonal, where A, and A, are square 
matrices of dimensions (k - l)x(k - 1) and (n - k)x(n - k); A, [A,] is 
absent when k = 1 [k = n]; 
(ii) b, = 0 for each vertex j of D( A,) that is not special; 
(iii) if blj < 0, i > 1, and there is a path starting at i and ending in some 
sink component C of D(A), then b,l > for some j in C. 
Proof. Before proceeding with the proof, we note that because of 
condition (ii), the vertex j of (iii) is a special vertex of D(A,). We show first 
that if B is constructed in the indicated manner, then B is a special L-matrix. 
Since B’ can be obtained from B by simultaneous row and column permuta- 
tions, it then follows that B’ is a special Lmatrix. Each cycle of D(B) is either 
a cycle of D(A) and hence is odd, or passes through the new vertex 1. In the 
latter case, the cycle is formed from a distinguished edge (1, i) for some i in 
D(A,), a path from i to a special vertex j(i) of D(A,), and the edge ( j(i),l), 
0 0 % 
” _ 
FIG. 12. 
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which is not distinguished. Since j(i) is a special vertex, each such cycle 
contains exactly one distinguished edge, (1, i), and hence is odd. Thus B is an 
Gmatrix. It remains to prove that all components of D(B) are special. Let C, 
be the strong component of D(B) containing the new vertex 1. If D(B) 
contains another component C, then C is also a component of D(A) and 
hence is special in D(A); we claim that C is special in D(B) as well. To that 
end, note that the only new paths ending at C which were introduced in the 
construction start at the new vertex 1 and end in D( A,). The only way C may 
not be special in D(B) is if one of these paths starts with a distinguished edge 
(1, i). It now follows from (iii) that every vertex along this path belongs to C,, 
contradicting the fact that C # C,. Thus C is a special component in D(B) as 
well. To conclude this part of the proof, note that 1 is a special vertex of C,. 
Indeed, for each path Q ending at 1, the last edge ( j, 1) of Q is undis- 
tinguished and j is a special vertex of D( A,). Thus Q - {( j, 1)) uses no 
distinguished edges and Q is even. 
Conversely, assume B’ is a special Lmatrix. By simultaneous row and 
column permutations of B’, form a matrix B such that 1 is a special vertex of a 
source component in D(B). Then B is a special Gmatrix. As in the proof of 
Theorem 3.3, the conjunction of Lemma 3.2(a) and (b) and the fact that 1 is a 
special vertex of D(B) imply that B is as indicated by Figure 12, and 
condition (1) is satisfied with A = B,,. By Theorem 3.4, A is a special 
Lmatrix. Now, assume bj, # 0, namely, ( j, 1) is present in D(B). Then, since 
1 is a special vertex of D(B), j is a special vertex of D( A,) and (ii) is 
established. Finally, suppose bIi < 0, i > 1, and Q is a path from i to the 
special vertex j(C) of some sink component C of D(A). Now, since (1, i) is 
distinguished, no vertex of C U Q is special in D(B), and since B is a special 
Lmatrix, it follows that C, Q, and 1 must all belong to the same component 
in D(B), whose (unique) special vertex is 1. Thus, for some j in C, the edge 
( j, 1) is present and b,, > 0. Hence (iii) is satisfied and the proof is complete. 
The next corollary provides a recursive construction for irreducible special 
I.-matrices, that is, of special Lmatrices with strongly connected digraph. 
COROLLARY 3.6. An irreducible n X n matrix B’ is a special Lmatrix if 
and only if it is permutation similar to a matrix B that can be constructed 
from an (n - l)X(n - 1) special Lmatrix A in the manner indicated by 
Figure 13 and the following three conditions: 
(i) each source component of D(A) contains a vertex j with b, j < 0; 
(ii) bj, = 0 for every nonspecial vertex in D(A); 
(iii) each sink component of D(A) contains a vertex j with bi, > 0. 
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Proof. Assume first that B is constructed in the indicated manner. We 
show that B is an irreducible special Lmatrix; it would then follow that so is 
B’. The previous theorem implies that B is a special Gmatrix. It remains to 
show B is irreducible. We do this by showing that for every j in D(B) there 
are paths from 1 to j and from j to 1. Fix some j in D(B); then j is contained 
in a path starting at some source component C, of D(A) and ending in some 
sink component C, of D(A). By (i), there is a path from 1 to some vertex in 
C, and hence to j. By (iii) there is a path from every vertex of C, to 1 and 
hence from j. Thus D(B) is strongly connected. 
Conversely, assume B’ is an irreducible special Lmatrix. Again, by 
Theorem 3.5, B’ is permutation similar to a matrix B as in Figure 12; but 
since B’ and hence B is irreducible, Lemma 3.2 implies that k = n and thus B 
is as in Figure 13. Moreover, by Theorem 3.5, (ii) is satisfied. Since D(B) is 
strongly connected, every source component [sink component], contains a 
vertex jwith b, j < 0 [bj, > 01. Thus conditions (i) and (iii) are satisfied. n 
4. SOME INFORMATION ABOUT SMALL L-MATRICES 
AND S-MATRICES 
Let us say that two matrices are S-eguiualent if one can be obtained from 
the other by independent permutations of rows and columns and by reversing 
signs of rows. If in addition to these operations we allow reversing signs of 
columns, then we say the matrices are GeguivaZent. 
Figure 14(a) and (b) list all the Equivalence classes of 2 X 2 and 3 X 3 
I.-matrices respectively. The representative of each class has negative diagonal 
and, whenever possible, was chosen to be a special Lmatrix. Each Lequiva- 
lence class of 2 X 2 Lmatrices contains a special Lmatrix, but the last two 
matrices in Figure 14(b) belong to Equivalence classes that do not contain a 
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special Lmatrix. Every 2 X 2 and 3 X 3 special L-matrix can be obtained from 
one of the special Lmatrices in Figure 14 by a sequence of operations which 
defines Lequivalence. However, the last statement will not hold if we replace 
L-equivalence by S-equivalence. For example, the matrix whose rows are 
( - - 0), ( + - + ), and ( - 0 - ) is a special Lmatrix, but it is not 
S-equivalent to any of the 13 special L-matrices of Figure 14(b). It is true 
however, that every 3 X3 special Lmatrix can be obtained from one of 14 
special L-matrices by a sequence of operations which define S-equivalence. 
The 14 matrices are the first 13 in Figure 14(b) and the matrix defined above. 
Theorem 2.3 establishes a correspondence between S-matrices in standard 
form and special Lmatrices. Using this correspondence and some computer 
time yields a complete list of all 2 X3 and 3 X 4 S-equivalence classes of 
S-matrices. The two 2 X 3 Smatrices are constructed by appending the i th 
column in Figure 15(a) to the ith matrix of Figure 14(a) (1~ i < 2), and the 
ten 3 x 4 S-matrices are obtained from Figure 15(b) and 14(b) in a similar way 
(1~ i < lo), using only the first 10 matrices of Figure 14(b). There are more 
special Lmatrices than there are S-matrices because each Smatrix has more 
than one standard form, depending upon the choice of the last column, and 
hence a given Smatrix can determine several L-equivalence classes of special 
L-matrices. 
For higher dimensions, a more economical way to describe all m x (m + 1) 
Smatrices is to list all m X (m + 1) &,-matrices and to use Theorem 3.3(iv) to 
produce all S-matrices from them. Figure 16 encodes all the 4 X 5 S,-matrices, 
and they can be used to produce ah 86 S-equivalence classes of Smatrices. 
+ + 
0 0 
(4 
000+++00++ 
0++00+++00 
+ oo+++++++ 
@I 
FIG. 15. 
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In general, denote by G(n) the number of (n - 1)X n $,-matrices. This 
number is easily seen to be the same as the number of commutative 
nonassociative binary products of a single generator taken rr times, and hence 
satisfies the following recursive relation: 
G(1) = G(2) = G(3) = 1; 
G(2r)=iG(r)[G(r)+l] + c G(k)G(2r - k), 
k=l 
G(2r+l)= c G(k)G(2r+l-k). 
k=l 
A table containing the first 25 values of G(n) and an approximation formula 
using Catalan numbers appear in [2]. 
Note added at proof: The reduction in the proof of Theorem 1.2 is done 
not from the satisfiability problem but from not all equal 3-satisfiability [28], 
which is the following problem. Given a collection of classes each with at 
most 3 literals, is there a truth assignment in which each clause has a literal 
that is assigned the value true and a literal that is assigned the value false? 
Consider an instance of the not all equal Ssatisfiability problem consisting 
of a Boolean formula 
B=C,AC,A ... AC,. 
The construction in the proof of Theorem 1.2 shows that there is a truth 
assignment for B in which each clause has both a true literal and a false literal 
if and only if there is a nonempty partial truth assignment to the variables of 
H such that each clause of H which has an assigned literal has another one 
with complementary value. 
The rest of the proof remains as on page 5. 
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