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Abstract
A graph G = (V ,E) on n vertices is primitive if there is a positive integer k such that for each pair of
vertices u, v of G, there is a walk of length k from u to v. The minimum value of such an integer, k, is the
exponent, exp(G), of G. In this paper, we find the minimum number, h(n, k), of edges of a simple graph G
on n vertices with exponent k, and we characterize all graphs which have h(n, k) edges when k is 3 or even.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let D = (V ,A) be a digraph on n vertices. Throughout this paper, we assume that D has
no loops and multiple arcs. For each pair of u, v ∈ V , we define a u → v walk, or a walk
from u to v, in D by a sequence of vertices, u = u0, u1, . . . , up = v, and a sequence of arcs,
(u, u1), (u1, u2), . . . , (up−1, v) where the vertices and arcs are not necessarily distinct. We use
the notation u → u1 → u2 → · · · → up−1 → v to refer to this u → v walk. The length of a
u → v walk is the length of the sequence of arcs within it. A digraph D = (V ,A) is primitive if
there is a positive integer, k, such that for any given pair of vertices, u, v, there is a u → v walk of
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length k. We say that the smallest such value of k is the exponent ofD, which is denoted by exp(D).
Let D = (V ,A) be a digraph on V = {u1, u2, . . . , un}. Let us define aij = 1 if (ui, uj ) ∈ A and
aij = 0 if (ui, uj ) /∈ A. The adjacency matrix, M = M(D), of the digraph, D, is the matrix, [aij ]
(i, j = 1, 2, . . . , n). Note that if exp(D) = k, then all of the entries in Mk are positive and some
of the entries in Mk−1 are equal to zero. For an adjacency matrix, M = M(D), of a digraph,
D, if we define the exponent , exp(M), of M to be the smallest positive integer k such that Mt
is a positive matrix for all integers t  k, then exp(M) = exp(D). Wielandt [12] found that the
maximum exponent of a primitive nonnegative matrix of order n is Wn = n2 − 2n + 2. See book
[1] for more details. Shao [9] and Zhang [13] proved that the exponents of the nonnegative matrix
of order n with zero trace can be every number less than or equal to Wn2 + 1 with the only exception
being 48 when n = 11. Shen and Wyels [11] calculated asymptotically the maximum number of
positive entries in a nonnegative matrix of order n with a given lower bound of the exponents.
In 1958, Holladay and Varga [4] proved that the maximum value of the exponents of primitive
graphs with n vertices permitting loops is 2n − 2. In 1971, Lewin [6] proved that the maximum
of the exponents of primitive graphs with n vertices and no loops is 2n − 4. Starting from 1986,
primitive graphs with n vertices were studied, and up until now, those graphs whose exponents
are greater than or equal to n − 1 have been determined [3,2,8,7,10].
Kim et al. [5] showed that the minimum number of positive entries in a primitive nonnegative
matrix, M , with zero trace is 3n − 3 when exp(M) = 2. They also showed that for a symmetric
n × n matrix, M , the minimum number of positive entries in the matrix M is 3n − 2 or 3n − 3
depending on the value of n, when exp(M) = 2. The symmetric matrix is an adjacency matrix of
a graph.
In this paper, we determine the minimum number h(n, k) of edges of simple graphs of order
n with exponent k( 3). Liu et al. [8] showed that there is a simple graph G of order n whose
exponent is k if and only if 2  k  n − 3 or k is even and k  2n − 4. Note that h(n, 2) =⌊ 3n−2
2
⌋
. We show that h(n, 3) = ⌊ 3n−32 ⌋ and if 4  k  2n − 4 and k is even, h(n, k) = n. Since
a primitive simple graph of order n has at least n edges, it is the smallest possible value. If
5  k  n − 3, and k is odd, h(n, k) = n + 1. We also determine all simple graphs G = (V ,E)
which have edges h(n, k) for k = 3 or k is even with 4  k  2n − 4.
2. Basic definitions
A subgraph H = (VH ,EH ) of G = (V ,E), denoted by H ≺ G, is a graph if VH ⊂ V and
EH ⊂ E. If Gi = (Vi, Ei) ≺ G for all i ∈ I , we define the union ⋃i∈I Gi of Gi as the graph(⋃
i∈I Vi,
⋃
i∈IEi
)
. Throughout this paper, we define subgraphs of G = (V ,E) as follows:
For u, v,w ∈ V ,
L(u, v) = (VL,EL) where VL = {u, v}, EL = {{u, v}}
and
(u, v,w) = (V, E) where V = {u, v,w}, E = {{u, v}, {v,w}, {w, u}}.
We say that L(u, v) is a line segment joining u and v, and (u, v,w) a triangle with vertices u,
v and w. Note that if G = (V ,E) is a graph such that exp(G) is 2 or 3, then for any u ∈ V , there
are v,w ∈ V such that (u, v,w) ≺ G.
Define a graph G \ H = (VG\H ,EG\H ) by VG\H = VG \ VH and
EG\H = {{v,w} ∈ EG|v,w ∈ VG\H }.
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For v ∈ V , let Hv = (Vv, Ev) such that Vv = {v} and Ev = ∅ and for e = {u,w} ∈ E, let
He = (Ve, Ee) such that Ve = {u,w} and Ee = {e}. We denote G \ Hv = G \ {v} and G \ He =
G \ {e}.
3. Characterization of simple graphs with exponent 3
In Theorem 1, the following graphs will be used.
(1) 1(k1, k2, k3)=(u1, u2, u3)∪
(⋃k1
i=1 (u1, v2i−1, v2i )
) ∪ (⋃k2i=1 (u2, w2i−1, w2i )) ∪(⋃k3
i=1 (u3, x2i−1, x2i )
)
.
(2) 2(k1, k2) = L(u1, u2) ∪
(⋃k1
i=1 (u1, v2i−1, v2i )
) ∪ (⋃k2i=1 (u2, w2i−1, w2i )).
(3) 3(k1, k2) = 2(k1, k2) ∪ (u1, v2k1 , v2k1+1).
(4) 4(k1, k2) = L(u1, u2) ∪ L(u1, u3) ∪ L(u2, u4) ∪ (u3, u4, u5) ∪
(⋃k1
i=1 (u1, v2i−1,
v2i )
) ∪ (⋃k2i=1 (u2, w2i−1, w2i )).
(5) 5(k) = (u1, u2, u3) ∪ (u4, u5, u6) ∪ L(u1, u7) ∪ L(u2, u4) ∪ L(u5, u7) ∪⋃k
i=1 (u7, v2i−1, v2i )).
(6) 6 = (u1, u2, u3) ∪ (u4, u5, u6) ∪ (u7, u8, u9) ∪ L(u1, u4) ∪ L(u5, u7) ∪ L(u8, u2).
These graphs are shown in Figs. 1–4.
Fig. 1. 1(k1, k2, k3).
Fig. 2. (a) 2(k1, k2), (b) 3(k1, k2).
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Fig. 3. 4(k1, k2).
Fig. 4. (a) 5(k), (b) 6.
Theorem 1. Let G = (V ,E) be a primitive graph on n vertices with no loops. If |E|  3n−32 and
exp(G) = 3, then G is isomorphic to one of the following graphs:
(1) 1(k1, k2, k3), k1 + k2 + k3 = n−32 , 0  k1  k2  k3, 1  k2.
(2) 2(k1, k2), k1 + k2 = n−22 , 1  k1  k2.
(3) 3(k1, k2), k1 + k2 = n−32 , 1  k1, k2.
(4) 4(k1, k2), k1 + k2 = n−52 , 1  k1  k2.
(5) 5(k), k = n−72 , 1  k.
(6) 6.
Lemma 1. Assume that the connected graph K = (VK,EK) is the union of triangles. If there
are triangles 1, . . . ,p ≺ K such that Hp = ⋃pi=1 i is connected, then there are triangles
p+1, . . . ,s ≺ K such that K = ⋃si=1 i and Ht = ⋃ti=1 i are connected for all t = p +
1, . . . , s.
Proof. If Hp /= K , then EHp EK . If every edge e = {u, v} ∈ EK \ EHt satisfies u, v /∈ VHp ,
thenK is disconnected. Therefore, there is an edge e1 = {u1, v1} ∈ EK \ EHp such thatu1 ∈ VHp .
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If we define p+1 to be the triangle in K such that e1 ∈ Ep+1 , then Hp+1 = p+1 ∪ Hp is
connected. We can continue this process until Ht = K . 
Note that the denumbering of triangles and s in Lemma 1 are not unique. If K = ⋃si=1 i , we
write Hp = ⋃pi=1 i , for p = 1, . . . , s.
Lemma 2. Assume that the connected graphK = (VK,EK) is the union of triangles. If |VK | = n,
then |EK |  3n−32 . Let us assume that K =
⋃s
i=1 i and Ht =
⋃t
i=1 i are connected for all
t = 2, . . . , s.
If |EK | = 3n−32 , then |Vt ∩ VHt−1 | = 1 for all t = 2, . . . , s. And if |EK | = 3n−22 , then |Vt ∩
VHt−1 | = 1 for all t = 2, . . . , s, except in the case where t = q in which case |Vq ∩ VHq−1 | = 2.
Proof. By Lemma 1 there are triangles 1, . . . ,s such that Ht = ⋃ti=1 i is connected for all
t = 2, . . . , s. So there is ut ∈ Vt ∩ VHt−1 . Let t = (ut , vt , wt ).
If |Vt ∩ VHt−1 | = 1, then vt , wt /∈ VHt−1 . So {ut , vt }, {vt , wt }, {wt, ut } /∈ EHt−1 . Thus, we
have |VHt | = |VHt−1 | + 2 and |EHt | = |EHt−1 | + 3.
If |Vt ∩ VHt−1 | = 2, then we may assume that {ut , vt } = Vt ∩ VHt−1 . If the edge {ut , vt } ∈
EHt−1 , then |EHt | = |EHt−1 | + 2. And if {ut , vt } /∈ EHt−1 , then |EHt | = |EHt−1 | + 3.
Finally, if |Vt ∩ VHt−1 | = 3, then |EHt | > |EHt−1 |. Let
S1 = {t |2  t  s, |Vt ∩ VHt−1 | = 1},
S2 = {t |2  t  s, |Vt ∩ VHt−1 | = 2 and {ut , vt } ∈ EHt−1},
S3 = {t |2  t  s, |Vt ∩ VHt−1 | = 2 and {ut , vt } /∈ EHt−1}
and
S4 = {t |2  t  s, |Vt ∩ VHt−1 | = 3}.
If |S1| = n1, |S2| = n2, |S3| = n3, |S4| = n4, then |VK | = n = 3 + 2n1 + n2 + n3 and
|EK | 3 + 3n1 + 2n2 + 3n3 + n4
 3 + 3
2
(2n1 + n2 + n3) + n22 +
3
2
n3
= 3 + 3
2
(n − 3) = 3n − 3
2
.
Now, if |EK | = 3n−32 , then n2 = n3 = n4 = 0. Thus, we have
|Vt ∩ VHt−1 | = 1 for all 2  t  s.
If |EK | = 3n−22 , then n3 = n4 = 0 and n2 = 1.
Let S2 = {q} and {uq, vq} ∈ EHq−1 , then
|Vt ∩ VHt−1 | = |{uq, vq}| = 2
and
|Et ∩ EHt−1 | = |{{uq, vq}}| = 1. 
Lemma 3. Let 1, . . . ,p ≺ K be triangles such that Vt ∩ Vt−1 /= φ for all 2  t  p and
Vt ∩ Vt−2 = φ for all 3  t  p. If |VK | = n and |EK | = 3n−32 , then for each pair of u ∈
B.M. Kim et al. / Linear Algebra and its Applications 420 (2007) 648–662 653
V1 \ V2 and v ∈ Vp \ Vp−1 , d(u, v)  p, where d(u, v) is the shortest length of u → v
walks.
Proof. By Lemmas 1 and 2, there are triangles p+1, . . . ,s such that∣∣∣∣∣Vt ∩
(
t−1⋃
i=1
Vi
)∣∣∣∣∣ = 1 for all p + 1  t  s.
Let us define f : VK → {1, 2, 3, . . . , s} such that f (w) = min{t |w ∈ Vt }. We have f (u) =
1 and f (v) = p. Let u = u0 → u1 → · · · → uk = v be the shortest u → v walk. If f (ut ) 
f (ut−1) for some t = 2, . . . , k, let t0 = max{f (uj )|0  j  t − 1}.
If t0  2, f (uj ) = t0 for some j = 1, . . . , t − 1. We have f (uj−1) < f (uj )  f (uj+1). Let
t0 = (v1, v2, v3) and f (v1) < t0. We may assume that uj = v2. Then, uj−1 = v1 and uj+1 =
v3. The walk u = u0 → u1 → · · · → uj−1 = v1 → v3 = uj+1 → · · · → uk is a walk of length
k − 1. This gives rise to a contradiction.
When t0 = 1, f (ut ) = t0 = 1. So f (u2) = 1. If u0 = u2, then u2 → u3 → · · · → uk is a walk
of length k − 2. Now if u0 /= u2, the walk u0 → u2 → u3 → · · · → uk is a walk of length k − 1.
These assertions also give rise to contradictions. We have f (ut−1) < f (ut ) for all 1  t  k.
Now iff (u1) = l, then l < p = f (uk). If l  2, since {u0, u1} ∈ EK , {u0, u1} ∈ Et for some
t . Let Hi = ⋃ij=1 j for i = 1, . . . , s. Since u0, u1 ∈ VHt , t  l. But since u1 /∈ VHl−1 , t = l.
And u0 ∈ Vl implies l /= 2.
Since {u0} = Vl ∩ VHl−1 , u0 ∈ Vl−1 . So
{u0} = Vl−1 ∩ V1 ⊂ Vl−1 ∩ VHl−2 .
Hence {u0} ∈ Vl−2 . This contradicts the statement that Vl ∩ Vl−2 = φ. Therefore, l = 1, and
it follows that k = p, and d(u, v) = p. 
Lemma 4. Let K be a connected graph which is the union of triangles. If exp(K) = 3, |VK | = n
and |EK |  3n−32 , then
K 
 1(k1, k2, k3), 0  k1  k2  k3, 1  k2.
Proof. Let v1 ∈ VK such that δ(v1) is minimal, where δ(v) is the degree of the vertex v. Since
K is the union of triangles and δ(v1)  3n−32n < 3, δ(v1) = 2. Hence, there is a triangle 1 =(v1, v2, v3) ≺ K . Let
S1 = { ≺ K|V ∩ V1 = {v2}}
and
S2 = { ≺ K|V ∩ V1 = {v3}}.
By Lemma 1, there is a triangle 2 such that V2 ∩ V1 /= φ, 2 /= 1. And by Lemma 2,|V2 ∩ V1 | = 1. Since δ(v1) = 2, V ∩ V1 /= {v1} for all  ≺ K . So we may assume that
S1 /= φ.
First, we assume that S2 /= φ. Let H = 1 ∪
(⋃
S1
) ∪ (⋃ S2). If H /= K , then there exist
the triangles 3 and 4 such that 3 ∈ S1 ∪ S2, 4⊀H and V3 ∩ V4 /= φ. If 3 ∈ S1, the
sequence of triangles 4,3,1,5 satisfies the condition of Lemma 3, where 5 is some
triangle in the nonempty set S2. By Lemma 3, there is a pair of vertices u, v with d(u, v) = 4,
which gives rise to a contradiction in that exp(K) = 3. So 3 /∈ S1. Similarly, if 3 ∈ S2, the
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same contradiction, also arises. We have K = H = 1 ∪
(⋃
S1
) ∪ (⋃ S2). We may assume that
k2 = |S1|, k3 = |S2|, in which case K 
 1(0, k2, k3).
Secondly, if S2 = φ, then since exp
(1 ∪ (⋃ S1)) = 2, there is a triangle 6 ≺ K such that
6⊀H ′ and V6 ∩ VH ′ /= φ, where H ′ = 1 ∪
(⋃
S1
)
. There is also a triangle 7 ≺ K such
that 7 ∈ S1 and V6 ∩ V7 /= φ. Let 7 = (v2, v4, v5). Let
S3 = { ≺ K|V ∩ V7 = {v4}}
and
S4 = { ≺ K|V ∩ V7 = {v5}}.
Then 6 ∈ S3 ∪ S4. If K /= 1 ∪
(⋃
S1
) ∪ (⋃ S3) ∪ (⋃ S4) = H¯ , there is 8 ≺ K such that
8⊀ H¯ and V8 ∩ VH¯ /= φ. There is 9 ∈ S1 ∪ S3 ∪ S4 such that V8 ∩ V9 /= φ. If 9 ∈ S1,9 /= 7. By Lemma 2, the sequence of triangles8,9,7,6 satisfies the condition of Lemma
3. This gives rise to a contradiction. If 9 ∈ S3, then the sequence of triangles 8,9,7,1
satisfies the condition of Lemma 3. And if 9 ∈ S4, then 8,9,7,1 satisfies the condition
of Lemma 3. We have K = H¯ = 1 ∪
(⋃
S1
) ∪ (⋃ S3) ∪ (⋃ S4). Let m1 = |S1|, m2 = |S3|,
and m3 = |S4|. If k1, k2, k3 is a rearrangement of m1,m2,m3 such that k1  k2  k3, then we
obtain K 
 1(k1, k2, k3). 
Lemma 5. Let K1, K2 be unions of triangles which are connected and VK1 ∩ VK2 = φ. Let K =
L(u1, u2) ∪ K1 ∪ K2 and exp(K) = 3 for some u1 ∈ VK1 , u2 ∈ VK2 . If |VK | = n and |EK | 3n−3
2 , then
K 
 2(k1, k2), 1  k1  k2, k1 + k2 = n − 22 for even n
and
K 
 3(k1, k2), 1  k1, k2, k1 + k2 = n − 32 for odd n.
Proof. For each pair of v1 ∈ VK1 \ {u1} and v2 ∈ VK2 \ {u2}, there is a walk v1 → w1 → w2 →
v2 for some w1, w2 ∈ VK . Since {v1, v} /∈ EK for any v ∈ VK2 , we have w1 ∈ VK1 . A simi-
lar argument can be made to show that w2 ∈ VK2 . We have w1 = u1 and w2 = u2. That is,{v1, u1}, {v2, u2} ∈ EK . By Lemma 2, if n1 = |VK1 | and n2 = |VK2 |,
3n − 3
2
 |EK | = |EK1 | + |EK2 | + 1
 3n1 − 3
2
+ 3n2 − 3
2
+ 1 = 3n − 4
2
.
If n is even, |EK | = 3n−42 . And we have |EK1 | = 3n1−32 and |EK2 | = 3n2−32 . By Lemma 1 and
Lemma 2, there are triangles 1, . . . ,k1 ≺ K1 such that
⋃k1
i=1 i = K1 and i = (xi, yi, zi)
for all i = 1, . . . , k1. We may assume that x1 = u1 and Vi ∩ VHi−1 = {xi} for i = 2, . . . , k1,
where Hi−1 = ⋃i−1j=1 j . For i = 2, . . . , k1, since {yi, u1} ∈ EK1 we have u1 ∈ Vi ∩ VHi−1 =
{xi}. So xi = u1 for i = 1, . . . , k1. Similarly, K2 = ⋃k2i=1 ′i where ′i = (u2, y′i , z′i ). And
V′i ∩ VH ′i−1 = {u2} where H ′i−1 =
⋃i−1
j=1 ′j . Thus, we have
K 
 2(k1, k2), k1 = n1 − 12 , k2 =
n2 − 1
2
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and
k1 + k2 = n1 + n2 − 22 =
n − 2
2
.
If n is odd, |EK | = 3n−32 . In this case, we may assume that n1 is even and n2 is odd. We have
|EK1 | = 3n1−22 and |EK2 | = 3n2−32 . There are triangles i (1  i  k1) and ′j (1  j  k2) such
that K1 = ⋃k1i=1 i and K2 = ⋃k2j=1 ′j where i = (u1, yi, zi) and ′j = (u2, y′j , z′j ).
In this case, by Lemma 2, there is q such that
Vi ∩ VHi−1 = {u1} for i /= q,
Vq ∩ VHq−1 = {u1, yq} and V′j ∩ VH ′j−1 = {u2}
where
Hi−1 =
i−1⋃
l=1
l and H ′j−1 =
j−1⋃
l=1
′l .
Thus, we have
K 
 3(k1, k2), k1 = n1 − 22 , k2 =
n2 − 1
2
and
k1 + k2 = n1 + n2 − 32 =
n − 3
2
. 
Lemma 6. Let K not be a union of triangles and
K = K1 ∪ K2 ∪ K3 ∪ L(u1, u2) ∪ L(v2, u3) ∪ L(v3, v1),
where u1, v1 ∈ VK1 , u2, v2 ∈ VK2 , u3, v3 ∈ VK3 and K1,K2,K3 are connected and are unions
of triangles. If |VK | = n, |EK |  3n−32 and exp(K) = 3, then
K 
 4(k1, k2), 1  k1  k2, k1 + k2 = n − 52 ,
K 
 5(k), k = n − 72  1
or
K 
 6.
Proof. Let n1 = |VK1 |, n2 = |VK2 |, n3 = |VK3 |. If u1 = v1, u2 = v2 and u3 = v3, then
L(u1, u2) ∪ L(v2, u3) ∪ L(v3, v1) = (u1, u2, u3),
which contradicts the assertion that K is not a union of triangles. We may assume that u1 /= v1.
Let w1 ∈ VK1 \ {u1, v1} and w2 ∈ VK2 \ {u2, v2}. Then, there is a walk w1 → w3 → w4 → w2
for some w3, w4 ∈ VK . Since {w1, v} /∈ EK for any v /∈ VK1 , w3 ∈ VK1 . Similarly, w4 ∈ VK2 .
So, w3 = u1 and w4 = u2. Thus {w1, u1} ∈ EK1 . Similarly we have {w1, v1} ∈ EK1 . Let
E′K1 = {{w,w′} ∈ EK1 |w ∈ VK1 \ {u1, v1}, w′ ∈ {u1, v1}}.
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Since (VK1 , E′K1) does not contain triangles and K1 is a union of triangles, |EK1 |  |E′K1 | + 1.
And |E′K1 | = 2(n1 − 2). By Lemma 2, we have
3n − 3
2
 |EK | = |EK1 | + |EK2 | + |EK3 | + 3
 2n1 − 3 + 3n2 − 32 +
3n3 − 3
2
+ 3
= 3n − 3
2
+ n1 − 3
2
.
We have n1 = 3. Now if u2 /= v2 and u3 /= v3, a similar argument can be made to show that
n2 = n3 = 3. Therefore K 
 6.
If u2 /= v2 and u3 = v3, then for any w ∈ VK3 \ {u3}, {w, u3} ∈ EK3 . We have
3n − 3
2
 |EK | = |EK1 | + |EK2 | + |EK3 | + 3
 3 + 3 + 3n3 − 3
2
+ 3
= 3n − 3
2
, n = n3 + 6.
That is, |EK3 | = 3n3−32 . A similar argument to that used in the proof of Lemma 5 shows that
K3 = 1 ∪ · · · ∪ k such that i = (xi, yi, zi) and Vi ∩ VHi−1 = {u3} for any i = 2, . . . , k,
where Hi−1 = ⋃i−1j=1 j . Therefore
K 
 5(k), where k = n3 − 12 =
n − 7
2
.
Finally if u2 = v2 and u3 = v3, we obtain similar results, as follows:
|EK2 | =
3n2 − 3
2
and |EK3 | =
3n3 − 3
2
.
We have
K 
 4(k1, k2), where k1 = n2 − 12 , k2 =
n3 − 1
2
and
k1 + k2 = n2 + n3 − 22 =
n − 5
2
. 
Now we are ready to prove Theorem 1.
Proof (Theorem 1). Let us assume that G = (V ,E) is a graph such that |V | = n, |E|  3n−32 and
exp(G) = 3. Let K be the union of all triangles of G and K1, . . . , Kt be the components of K . If
E = EK1 ∪ · · · ∪ EKt ∪ E′ where Ki = (VKi , EKi )
and
E′ = {{u, v}|u ∈ VKi , v ∈ VKj for i /= j},
then
3n − 3
2
 |E| = |EK1 | + · · · + |EKt | + |E′|
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 3n1 − 3
2
+ · · · + 3nt − 3
2
+ |E′|
= 3n − 3t
2
+ |E′|
where ni = |VKi |. We have |E′|  3t−32 .
Let δ(i) = |{{u, v} ∈ E′|u ∈ VKi }|, then
t∑
i=1
δ(i) = 2|E′|  3t − 3.
So if δ(1) = min{δ(1), . . . , δ(t)}, since δ(1)t  3t − 3, δ(1)  2. If t  4, we may assume for
all i  4, that there are no u ∈ VK1 , v ∈ VKi such that {u, v} ∈ E. There is w ∈ VK1 , {w, v} /∈ E
for all v /∈ VK1 . For all u ∈
⋃t
i=4 VKi , there is a walk w → w1 → w2 → u. Since w1 ∈ VK1 ,
w2 ∈ VK1 ∪ VK2 ∪ VK3 . And we have {w2, u} ∈ E′. But, since ni  3 for all i,
3t − 3
2
 |E′|  n4 + n5 + · · · + nt  3(t − 3).
This gives rise to a contradiction. We have concluded that t  3. When t = 1, Lemma 4 implies
the Theorem 1. When t = 2, |E′| = 1 and Lemma 5 implies the Theorem 1.
Finally, when t = 3, |E′|  3. For any pair of vertices u ∈ VKi and v ∈ VKj (i /= j), if
{u, v} /∈ E′, there are u1 ∈ VKi and u2 ∈ VKj such that {u1, w} ∈ E′ and {u2, w} /∈ E′ for any
w ∈ V . However there is no walk from u1 to u2 with length 3. So we may assume that E′ =
{{u1, u2}, {v2, u3}, {v1, v3}} with u1, v1 ∈ VK1 , u2, v2 ∈ VK2 and u3, v3 ∈ VK3 . By Lemma 6, we
have proven Theorem 1. 
4. Minimum number of edges with exponent at least 4
Definition 1. Let G = (VG,EG) be a graph. Define F(G) = (VF(G), EF(G)) to be a graph such
that VF(G) = {v ∈ VG|δG(v)  2} and EF(G) = EG ∩ {{v,w}|v,w ∈ VF(G)} where δG(v) is the
degree of V in G.
For m > 2, let Cm = (VCm,ECm) be the cycle of order m, that is, VCm = {1, 2, . . . , m} and
ECm = {{1, 2}, {2, 3}, . . . , {m − 1,m}, {m, 1}}. Note that Cm is primitive if and only if m is odd.
Lemma 7. For odd m > 1, exp(Cm) = m − 1.
Lemma 8. If G is primitive, then F(G) is also primitive and exp(F (G))  exp(G).
Proof. If exp(G) = k and u, v ∈ VF(G), there is a u → v walk of length k in G. Let S be the
set of all u → v walk of length k. For W ∈ S, we define n(W) by the number of vertices ui
such that ui /∈ VF(G) where W is u = u0 → u1 → · · · → uk = v. Then, there is an element Z of
S such that n(Z)  n(W) for all W ∈ S. If n(Z) > 0 and Z is u = v0 → v1 → · · · → vk = v,
there is 1  i  k − 1 such that vi /∈ VF(G). Since δ(vi) = 1, vi−1 = vi+1. Let vi−1 = w. Since
G is primitive there is a w → w walk C : w = w0 → w1 → · · · → wl = w of odd length l in
G. Since l − 1 is even and wl−1 = w0, there is the smallest j such that w2j = w. Then, since
w = w2j−2 → w2j−1 → w2j = w, δ(w2j−1)  2, which implies w2j−1 ∈ VF(G). Let
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Z : u = v0 → v1 → · · · → vi−1 = w → w2j−1 → w = vi+1 → vi+2 · · · → vk = v.
Then, Z ∈ S and n(Z) = n(Z) − 1. We meet a contradiction. So n(Z) = 0. Thus Z is a u → v
walk of length k in F(G). This implies that F(G) is primitive and exp(F (G))  exp(G). 
Lemma 9. For a connected graph G, we have
|VG| − |VF(G)| = |EG| − |EF(G)|.
Proof. Let |VG| = n. If |{v ∈ VG|δG(v) = 1}| = l, then
|VF(G)| = |VG \ {v ∈ VG|δG(v) = 1}| = n − l.
So |VG| − |VF(G)| = l. If v ∈ VG \ VF(G), since δG(v) = 1, there is exactly one edge e(v) in G
which is incident to v. If e = {u, v} ∈ EG \ EF(G), u /∈ VF(G) or v /∈ VF(G). So e is e(u) or e(v).
Thus EG \ EF(G) = {e(v)|v ∈ VG \ VF(G)}. Since
EF(G) = EG \ {e(v) ∈ EG|δG(v) = 1},
we have
|EG| − |EF(G)| = |{e(v) ∈ EG|δG(v) = 1}| = l. 
Lemma 10. For odd m, let
G = Cm ∪
(
l⋃
i=1
Ti
)
where Ti = (VTi , ETi ) is a tree for all i = 1, . . . , l such that VTi ∩ VCm = {vi} for some vi ∈ VTi
such that δTi (vi) = 1. Assume that VTi ∩ VTj ⊂ VCm for all i /= j and
max
1il
(
max
v∈VTi
d(vi, v)
)
= t.
Then we have
exp(G) = m − 1 + 2t.
Proof. If v ∈ V , v ∈ Cm or v ∈ VTi for some 0  i  l. And for all v ∈ V , d(v, vi)  t and
vi ∈ VCm . So for all u, v ∈ V , there are z,w ∈ VCm such that there are u → z walk W1 of length
l1  t andw → v walkW2 of length l2  t . Since exp(Cm) = m − 1 andm − 1 + 2t − l1 − l2 
m − 1, there is a z → w walk W3 of length m − 1 + 2t − l1 − l2. Let W be the union of the
walks W1, W3 and W2. Then W is a u → v walk of length l1 + (m − 1 + 2t − l1 − l2) + l2 =
m − 1 + 2t .
Since
t = max
1il
(
max
v∈VTi
d(vi, v)
)
,
there are 1  i  l and w ∈ VTi such that d(vi, w) = t . Suppose there is a w → w walk Z of
length m − 2 + 2t . Let Z : w = u0 → u1 → · · · → um−2+2t = w. For all edge e of Cm, G \ {e}
is a tree, which is a bipartite graph. So every w → w walk in G \ {e} has even length. Since
m − 1 + 2t is odd, Z passes through every edge of Cm. Let j1 = min{j |uj ∈ VTi } and j2 =
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max{j |uj ∈ VTi }. Then, since vi is the only vertex of Ti incident to a vertex of G \ Ti , uj1−1 =
uj2+1 = vi . Since d(vi, w) = t , j1 − 1  t and m − 1 + 2t − (j2 + 1) = m − 2 + 2t − j2  t .
Since Z contains every edge of Cm, vi = uj1−1 → uj1 → · · · → uj2+1 = vi contains all the
edges of Cm. So j2 + 1 − (j1 − 1) = j2 − j1 + 2  m. Then, the length of Z is at least
j1 − 1 + (j2 − j1 + 2) + m + 2t − j2 − 2  t + m + t = 2t + m.
This gives rise to a contradiction. So there are now → w walk of lengthm − 2 + 2t . So exp(G) =
m − 1 + 2t . 
Corollary 1. For all n  3 and 2  k  n − 2, there is a graph G = (V ,E) such that |V | =
|E| = n and exp(G) = 2k.
Proof. Let T1 = (V1, E1) and C3 = (VC3 , EC3) such that V1 = {u0, u1, . . . , uk−2}, E1 ={{ui−1, ui}|1  i  k − 2} and C3 is a cycle of length 3. If k = n − 2, G = C3 ∪ T1 such that
VC3 ∩ VT1 = {u0}. Then, by Lemma 10 exp(G) = 2n − 4 = 2k. If 2  k  n − 3, for 2  i 
n − k, let Ti = (Vi, Ei) such that Vi = {vi, wi} and Ei = {{vi, wi}}. Let
G = C3 ∪
(
n−k⋃
i=1
Ti
)
such that VC3 ∩ VTi = {vi} for all 2  i  n − k and VTi ∩ VTj = ∅ for all i = j . Then,
|V | = |VC3 | + |VT1\C3 | +
n−k∑
i=2
|VTi\C3 | = 3 + k − 2 + (n − k − 1) = n, |E| = n
and by Lemma 10, exp(G) = 2k. 
Theorem 2. Let us assume that G = (VG,EG) be a primitive graph such that |VG| = |EG| =
n. Then exp(G) = 2k for some 1  k  n − 2. Moreover there are cycle Cm ≺ G and trees
T1, . . . , Tl (Ti = (VTi , ETi )) and vertices v1, . . . , vl such that
G = Cm ∪
(
l⋃
i=1
Ti
)
, VTi ∩ VCm = {vi},
δTi (vi) = 1 for all 1  i  l and VTi ∩ VTj ⊂ VCm for all i /= j. In this case
max
1il
(
max
v∈VTi
d(vi, v)
)
= k − m − 1
2
.
Proof. Define F1(G) = G and Fi+1(G) = F(Fi(G)) for all i = 1, 2, . . .. Then by Lemma 8,
Fi(G) is primitive and exp(Fi(G))  exp(G) for all i = 1, 2, . . .. So there is a p such that
Fp(G) = Fp+1(G). Let H = (VH ,EH ) = Fp(G). By Lemma 9,
|VFp(G)| = |EFp(G)| − |EFp−1(G)| + |VFp−1(G)|
= |EFp(G)| − |EFp−1(G)| + |EFp−1(G)| − |EFp−2(G)| + |VFp−2(G)|
= |EFp(G)| − |EFp−2(G)| + |VFp−2(G)|
= · · ·
= |EFp(G)| − |EF1(G)| + |VF1(G)| = |EFp(G)|.
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So |VH | = |EH |. Since F(H) = H , δH (v)  2 for all v ∈ VH . Thus we have
|EH | = |VH | = 12
⎛
⎝∑
v∈VH
2
⎞
⎠
 1
2
⎛
⎝∑
v∈VH
δH (v)
⎞
⎠ = |EH |.
So δH (v) = 2 for all v ∈ VH . Since G is primitive, by Lemma 8, H is primitive and so there is an
odd cycle Cm ≺ H . If H /= Cm, there is v ∈ VH \ VCm such that {v,w} ∈ EH for some w ∈ VCm .
Then δH (w)  3, which gives rise to contradiction. So we have H = Cm.
Let U1, U2, . . . , Ul be components of G \ H . For each i = 1, 2, . . . , l, since H is connected,
there is vi ∈ VH \ VUi such that {vi, wi} ∈ EH for some wi ∈ VUi . Since Ui is a connected
component of G \ H , {vi, wi} /∈ EG\H . So wi ∈ VCm . Let Ti = (VTi , ETi ) such that VTi = VUi ∪
{vi} and ETi = EUi ∪ {{vi, wi}}. Then δTi (vi) = 1.
If i /= j , since VUi ∩ VUj = φ,
VTi ∩ VTj =
(
VUi ∪ {vi}
) ∩ (VUj ∪ {vj })
= (VUi ∩ VUj ) ∪ ({vi} ∩ {vj })
= {vi} ∩ {vj } ⊂ VCm.
Let ki = |VUi | and mi = |EUi |. Since Ui is connected, mi  ki − 1 for all i = 1, 2, . . . , l. So
|EG|  mi + 1  ki for all i = 1, 2, . . . , l. Since
n = |EG| 
∣∣∣∣∣ECm ∪
(
l⋃
i=1
ETi
)∣∣∣∣∣ =
l∑
i=1
|ETi | + |ECm | =
l∑
i=1
ki + m = n,
we have
EG = ECm ∪
(
l⋃
i=1
ETi
)
.
So
G = Cm ∪
(
l⋃
i=1
Ti
)
.
If we let
t = max
1il
(
max
v∈VTi
d(vi, v)
)
,
then by Lemma 10 exp(G) = m − 1 + 2t = 2k. So t = k − m−12 . 
Theorem 3. If 2  k  n−42 , there is a graph G = (V ,E) such that |V | = n, |E| = n + 1 and
exp(G) = 2k + 1.
Proof. Let G = (V ,E) such that V = V1 ∪ V2 ∪ V3 and E = E1 ∪ E2 ∪ E3 ∪ E4 where
V1 = {v1, v2, . . . , vk+2}, V2 = {u1, u2, . . . , uk+2},
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V3 =
{{w1, w2, . . . , wn−2k−4} n > 2k + 4,
∅ n = 2k + 4,
E1 = {{v1, v2}, {v2, v3}, {v3, v1}} ∪ {{vi, vi+1}|3  i  k},
E2 = {{u1, u2}, {u2, u3}, {u3, u1}} ∪ {{ui, ui+1}|3  i  k},
E3 = {{u1, v1}}
and
E4 = {{v1, wi}|1  i  n − 2k − 4}.
Then,
|V | = |V1| + |V2| + |V3| = k + 2 + k + 2 + n − 2k − 4 = n
and
|E| = |E1| + |E2| + |E3| + |E4| = k + 2 + k + 2 + 1 + n − 2k − 4 = n + 1.
Now we show that for all u, v ∈ V , there is a u → v walk W of length 2k + 1. If u, v ∈ V1, there
are u → v1 walk W1 of length l1  k and v2 → v walk W2 of length l2  k. Since {v1, v2, v3} is
a vertex set of a subgraph of G isomorphic to the cycle of length 3, there is a v1 → v2 walk W3
of length 2k + 1 − l1 − l2. Let W be the union of W1, W3 and W2. Then, W is a u → v walk of
length l1 + (2k + 1 − l1 − l2) + l2 = 2k + 1. Similarly, we can construct a u → v walk of length
2k + 1 for the caseu, v ∈ V2. Ifu ∈ V1 and v ∈ V2, there areu → v1 walkW1 of length l1  k and
u3 → v walk W2 of length l2  k − 1. Let W3 be the u1 → u3 walk of length 2k − l1 − l2. The
union W of W1, v1 → u1, W3 and W2 is a u → v walk of length l1 + 1 + (2k − l1 − l2) + l2 =
2k + 1. Similarly, there is a u → v walk of length 2k + 1 for u ∈ V2 and v ∈ V1. If u ∈ V1 and
v ∈ V3, there are u → v2 walk W1 of length l1  k and v2 → v1 walk W2 of length 2k − l1. Then,
the union W of W1, W2 and v1 → v is a u → v walk of length l1 + (2k − l1) + 1 = 2k + 1.
If u ∈ V2 and v ∈ V3, there are u → u2 walk W1 of length l1  k and u2 → u1 walk W2 of
length 2k − l1 − 1. Then, the union W of W1, W2 and u1 → v1 → v is a u → v walk of length
l1 + (2k − l1 − 1) + 2 = 2k + 1. Similarly, we can construct a u → v walk of length 2k + 1 for
the case u ∈ V3 and v ∈ V1 ∪ V2. If u, v ∈ V3, since 2k − 1  2, there is a v1 → v1 walk W1
of length 2k − 1. Then, the union W of u → v1, W1 and v1 → v is a u → v walk of length
1 + (2k − 1) + 1 = 2k + 1. So exp(G)  2k + 1.
Finally, we show that there are no vk+2 → uk+2 walk of length 2k. Let
V ′ = {v1, v3, v4, . . . , vk+1, u1, u3, u4, . . . , uk+1}.
Then, for all v ∈ V ′, G \ {v} is disconnected. So if W is a vk+2 → uk+2 walk, W passes through
every vertex of V ′. Therefore, the length of W is at least |V ′| + 1 = 2k + 1. Thus, exp(G) =
2k + 1. 
We summarize our results in the following theorem.
Theorem 4. Let h(n, k) be the minimum number of edges of the primitive graphs G = (V ,E)
such that |V | = n and exp(G) = k. Then,
(1) h(n, 2) = ⌊ 3n−22 ⌋.
(2) h(n, 3) = ⌊ 3n−32 ⌋.
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(3) h(n, k) = n for even 4  k  2n − 4.
(4) h(n, k) = n + 1 for odd 5  k  n − 3.
Proof. (1) was done in [5]. (2), (3) and (4) follow from Theorems 1, 2 and 3, respectively. 
From [8], if k > 2n − 4 or k is odd and k > n − 3, there is no simple graph G on n vertices
such that exp(G) = k. Thus h(n, k) are computed completely.
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