Brigham Young University

BYU ScholarsArchive
Theses and Dissertations
2018-07-23

Time-Domain Characterization of Nonlinear Propagation in
Military Aircraft Jet Noise
Brent Owen Reichman
Brigham Young University

Follow this and additional works at: https://scholarsarchive.byu.edu/etd
Part of the Physics Commons

BYU ScholarsArchive Citation
Reichman, Brent Owen, "Time-Domain Characterization of Nonlinear Propagation in Military Aircraft Jet
Noise" (2018). Theses and Dissertations. 9263.
https://scholarsarchive.byu.edu/etd/9263

This Dissertation is brought to you for free and open access by BYU ScholarsArchive. It has been accepted for
inclusion in Theses and Dissertations by an authorized administrator of BYU ScholarsArchive. For more
information, please contact ellen_amatangelo@byu.edu.

Time-Domain Characterization of Nonlinear
Propagation in Military Aircraft Jet Noise

Brent Owen Reichman

A dissertation submitted to the faculty of
Brigham Young University
in partial fulfillment of the requirements for the degree of
Doctor of Philosophy

Kent L. Gee, Chair
Tracianne B. Neilsen
Brian E. Anderson
Ross L. Spencer
Bradley R. Adams
Alan T. Wall

Department of Physics and Astronomy
Brigham Young University

Copyright © 2018 Brent Owen Reichman
All Rights Reserved

ABSTRACT
Time-Domain Characterization of Nonlinear
Propagation in Military Aircraft Jet Noise
Brent Owen Reichman
Department of Physics and Astronomy, BYU
Doctor of Philosophy
Nonlinear propagation and shock formation are shown in noise radiated from full-scale
military jet aircraft. Perception of sound is not only affected by the overall sound pressure level of
the noise, but also characteristics of the sound itself. In the case of jet noise, acoustic shocks within
the waveforms result in a characteristic commonly referred to as “crackle.” The origin of shocks
in the far-field of jet noise is shown to be through nonlinear propagation. Metrics characterizing
the shock content of a waveform are explained and given physical significance, then applied to jet
noise at various distances and engine conditions to show areas where shock formation is
significant. Shocks are shown to develop at different distances from the aircraft, dependent on the
amplitude and frequency, and nonlinear propagation is shown to be important in determining time
and frequency characteristics of jet noise at distances of up to 1220 m from the aircraft. The shock
content is also characterized during flyover experiments, and the shock content between the two
scenarios is compared. While some reduction in overall level and shock content is seen in the
maximum radiation region, level increases in the forward direction during flight result in increased
shock content. Variation at distances of 305 m and beyond is considered and shown as a result of
small atmospheric changes. Finally, a nonlinear numerical propagation scheme is used to model
the propagation, showing accuracy in predicting frequency-domain and time-domain features that
are evidence of nonlinear propagation.
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Introduction
The sound of a military jet aircraft flying overhead is an impressive reminder of the power
of the aircraft itself. However, jet noise exposure can be an issue for those who work at or live near
military bases, with noise levels capable of causing annoyance and producing significant hearing
loss. In addition to the large noise levels, acoustic shocks further complicate the noise exposure
and community annoyance.
The acoustic shocks present in the noise are a byproduct of the high noise levels produced
by military jet aircraft. The small-signal assumptions that are made when dealing with acoustic
propagation are violated by the extreme levels of jet noise, where the overall sound pressure level
(OASPL) near the jet plume can reach over 160 dB. 1 The large pressure fluctuations associated
with such a high OASPL result in local variations in sound speed, causing peaks in pressure to
travel faster than troughs and form acoustic shocks. Though the idea of nonlinear propagation
within jet noise is not new, 2 recently the discussion of this idea has centered on where shock
formation occurs. Some have contended that shock formation is primarily a source effect, while
others contend that shocks form through nonlinear propagation away from the source.
This dissertation shows that nonlinear propagation is driving shock formation in the far
field and is an important factor in understanding jet noise characteristics, even at large distances
of over 1000 m from the source. To do so, the basic principles of nonlinear propagation are applied
to jet noise. Metrics are developed and used to understand where shock formation is present and
where shocks are a significant feature of the noise. Application of these metrics occurs not only
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during stationary (ground run-up) measurements, but also as part of in-flight (flyover)
measurements. The two scenarios are then compared to observe expected flight effects on OASPL
and investigate flight effects on nonlinearity parameters. Long-range propagation effects are
considered and the accuracy of numerical modeling is shown, specifically with the use of metrics
to illustrate ways in which the modeling may idealize or overemphasize certain features of the
waveform.

1.1 Basics of nonlinear acoustic propagation
The field of nonlinear acoustics existed long before jet noise became an issue, with many
theoretical developments taking place in the 19th century. Stokes 3 initially showed a waveform
steepening due to variations in sound speed, and later Earnshaw 4 developed an analytical solution
showing the distortion of a waveform for an arbitrary source up until shocks, theoretical
discontinuities, had formed in the noise. Later developments by Fay 5 and Blackstock 6 gave
analytical solutions for distorted waveforms that were initially sinusoidal signals at distance much
larger than the shock formation distance. The expected behavior can be summarized simply: the
peaks of a wave travel faster than the troughs. For a finite-amplitude, initially sinusoidal signal,
the sine waveform eventually steepens into a sawtooth waveform, transferring energy from the
fundamental frequency to higher harmonics. In noise waveforms, steepening does not happen at a
periodic interval, but energy is still transferred from peak frequency regions to both higher and
lower frequencies.
The simplest model equation describing nonlinear propagation and losses due to absorption
is the Burgers equation. 7 This equation, written as

3
𝜕𝜕𝜕𝜕
𝛿𝛿 𝜕𝜕 2 𝑝𝑝
𝛽𝛽𝛽𝛽 𝜕𝜕𝜕𝜕
− 3 2=
,
𝜕𝜕𝜕𝜕 2𝑐𝑐0 𝜕𝜕𝜏𝜏
𝜌𝜌0 𝑐𝑐03 𝜕𝜕𝜕𝜕

(1.1)

consists of three terms representing, from left to right, the change in the pressure waveform 𝑝𝑝(𝜏𝜏)
with distance 𝑥𝑥, linear absorption, and quadratic nonlinearity. Other important terms in this
equation include 𝜏𝜏, the retarded time; 𝛽𝛽, the coefficient of nonlinearity of the material (1.2 in air);
𝜌𝜌0 , the ambient density; 𝛿𝛿, the sound diffusivity; and 𝑐𝑐0 , the small-signal sound speed. Assuming

a time-harmonic signal, the coefficients of the absorption and nonlinearity terms become important
quantities within nonlinear acoustics when multiplied by a factor of 𝜔𝜔 for each time derivative.

The thermoviscous absorption coefficient is defined as 𝛼𝛼 = 𝛿𝛿𝜔𝜔2 /2𝑐𝑐03 , and is proportional to the
change in OASPL at a frequency 𝜔𝜔 with distance. It’s inverse, ℓ𝛼𝛼 = 1/𝛼𝛼, is referred to as the
absorption length, and over the distance 𝑙𝑙𝛼𝛼 the amplitude at frequency 𝜔𝜔 decreases by a factor of

1/𝑒𝑒. The plane-wave shock formation distance is defined as 𝑥𝑥̅ = 𝜌𝜌0 𝑐𝑐03 /𝛽𝛽𝛽𝛽𝑝𝑝0 . An initial sinusoid

of amplitude 𝑝𝑝0 , propagating in a lossless medium, first forms a theoretical discontinuity at the

distance 𝑥𝑥̅ . The Gol’dberg number is the ratio of absorption length to shock formation distance,

Γ = ℓ𝛼𝛼 /𝑥𝑥̅ . This number expresses the relative strength of nonlinear effects to absorption; Γ ≫ 1
means that nonlinear effects are significant and significant shocks will form, while Γ ≪ 1 means

that nonlinear effects can likely be neglected. These quantities, while useful in discussing
sinusoidal signals, lose some meaning when applied to noise signals with a wide frequency
bandwidth. Some changes have been introduced to the traditional shock formation distance and
Gold’berg number to describe shock formation when losses2 and geometric spreading 8 are present.

However, the broadband nature of noise negates the notion of a single shock formation distance 9
and other methods must be used to characterize the strength of nonlinear effects and shock
formation.
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1.2 Metrics that characterize shock content
The broadband nature of jet noise makes it difficult to define where shock formation is
occurring and to directly compare the effects of nonlinearity and absorption. Instead, many efforts
have concentrated on using single-value metrics to express the steepness of a waveform. One of
the first examples of this approach comes from Ffowcs-Williams et al. 10 In trying to find criteria
for crackle, the auditory perception of shock waves within jet noise, they suggested the skewness
of the waveform, a measure of asymmetry of the pressure values, as an indicator of whether it
would crackle. It has since been shown that while skewness of the pressure waveform is a property
of supersonic jets, it is not a necessary or sufficient indicator of the presence of shocks within a
waveform. 11 Since then, other metrics have been explored which tie more to the large positive
derivative values, including the derivative skewness 12 and average steepening factor (ASF). 13
The derivative skewness is a measure that highlights the asymmetry in derivative values
that occurs as a waveform steepens through nonlinear propagation. Because peaks consistently
travel faster than troughs, the time derivative of a shock-containing waveform contains larger
positive values and smaller negative values, resulting in a distribution of derivative values that is
positively skewed. The derivative skewness was first proposed as a metric for jet noise nonlinearity
by McInerny et al.12 and has since been used in many jet noise analyses. It has also shown
correlation with perception of crackle. 14 However, one deficiency that has plagued the derivative
skewness, as well as other metrics, is the physical interpretation of values.
Another metric that has been used in the literature is the average steepening factor (ASF)13
and its inverse, the wave steepening factor (WSF). 15,16 This metric is defined as ASF =

〈𝑝𝑝̇ 〉+ /|〈𝑝𝑝̇ 〉− |, the average positive derivative of a waveform over the absolute value of the average
negative derivative. The WSF was the metric initially used within jet noise, but it suffered from a
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lack of physical interpretation. It was recast as the ASF by Muhlestein et al.13 to have more intuitive
behavior (a greater ASF means a steeper waveform) and given a thorough analytical treatment.
Muhlestein et al. explored the ASF for initial sinusoids and derived analytical formations of the
ASF for simple solutions to the Burgers equation to help illustrate expected behavior and values.
A similar analysis is performed for the derivative skewness in this dissertation to give meaning to
these values.
Both the derivative skewness and ASF are exclusively time-domain metrics, focusing on
the steepened waveform and presence of shocks. However, steepening in the time domain is also
evident as a transfer of energy to high frequencies. Because of this, one other metric that will be
considered in this dissertation is the shock energy fraction (SEF), based on the wavelet transform
that gives both temporal and frequency-domain resolution. This metric is based on the crackle
energy gain introduced by Baars and Tinney,16 but with some changes to better highlight the highenergy contributions of shocks. The differences between the two are explained in detail in Chapter
3.
These three metrics emphasize different components of the waveform and can be used
together to better inform about behavior of shock formation across a noisy waveform as a whole.
The derivative skewness emphasizes the largest derivative values and is likely to be more
influenced by larger amplitude shocks, which form quickly relative to other portions of the
waveform. The ASF is more representative of general behavior and does not react as strongly to
the largest shocks. The SEF, on the other hand, emphasizes the high-frequency energy associated
with shocks compared with the rest of the waveform, and may better represent the perception of
high-frequency energy within shocks. Comparing the behavior of these metrics together provides
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information about shock formation and the significance of shocks in nonlinearly propagated noise,
such as around tactical military aircraft.

1.3 Nonlinearity within jet noise
Acoustic shocks within jet noise have been historically associated with the perceptual term
“crackle.” Steepened waveforms exist near the source,16,17 but waveforms from full-scale aircraft
continue to steepen and form shocks further away from the source due to nonlinear propagation. 1820

One of the first indications that nonlinear propagation played a role in propagation was an

apparent lack of atmospheric absorption in the far field noticed by Pernet and Payne2 and later by
Morfey and Howell. 21 The steepening of waveforms and formation of shocks was also shown by
Blackstock18 to increase at locations farther away from the jet noise source, though his analysis
did not incorporate atmospheric absorption. Though nonlinear propagation has been shown to be
an important contributor to waveform steepening and increased high-frequency content away from
the source, some still contend that nonlinear propagation does not significantly alter the waveform
away from the source.16
While much of the work with nonlinear propagation has been performed using stationary
jets, either in laboratory or with tethered aircraft, shock content and noise exposure is important in
flyover operations as well. In-flight measurements are inherently complicated by factors such as
smaller integration time for metrics, uncertainty in distances between the aircraft and measurement
locations, and atmospheric propagation effects. 22,23 However, the changing nature of the source
between static and in-flight operations necessitates measurements during flyover events and a
comparison of the two conditions. Such comparisons of OASPL have been made for both fullscale22,23 and model-scale experiments 24,25 and agree with analytical derivations that predict effects
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of forward flight. 26 However, nonlinearity and shock content during flyover events is an area that
has received little treatment. 27 The analyses presented in Chapter 4 represent the first peerreviewed publication of nonlinearity metrics for in-flight military aircraft, and Chapter 5 represents
the first published comparisons of OASPL and nonlinearity metrics between ground run-up and
flyover measurements.

1.4 Measurement Setup
With the exception of Chapter 2, the experimental data used in this dissertation come from
a measurement of the F-35A and F-35B variants which took place in September 2013 at Edwards
Air Force Base, CA. Since most of the dissertation concerns data from this measurement set-up it
is described here, though descriptions are also found within each chapter.
Measurements of both aircraft were made in both ground run-up (tethered to the ground)
and flyover configurations in accordance with jet noise measurement standards. 28 The ground runup measurement configuration can be seen in Fig. 1.1 for all microphones within 38 m (125 ft) of
the source. The origin of this system is the microphone array reference position (MARP), located
approximately 7 m behind the aircraft, as a rough estimate of source location, though the exact
source location varies with frequency. 29 The majority of the microphones are located in
semicircular arcs around the MARP. Additional semicircular arcs were located at 76 m, 152 m,
and 305 m from the source, with measurement locations spanning from 0 − 160°. At distances of
610 and 1220 m, microphones were located along the 120°, 135°, and 150° radials. These larger
distances are considered in Chapter 6, while other chapters focus on data within 305 m.
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Fig. 1.1 Microphone measurement positions within 305 m of the MARP. The dashed red line
shows the θ = 135° radial.

The flyover measurement setup, shown in Fig. 1.2, was also designed according to the
noise measurement standard.28 Microphones were hung from two 91 m tall cranes, located 305 m
from the approximate flight path of the aircraft, the 𝑦𝑦 = 0 line in Fig. 1.2. Microphones were also
located at heights of 0, 1.5, and 9.1 m at various distances between the two cranes, with additional
microphones along the flight path of the aircraft.
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Fig. 1.2. Flyover microphone locations. The aircraft flew roughly over the y = 0 line at heights
of 76 m or 305 m

1.5 Long-range propagation considerations
While much of the analysis in this dissertation uses data collected within 305 m from the
source, propagation over longer distances is an essential step to predicting noise exposure, in
particular to those living near military bases. Measurements were also collected at distances of up
to 1220 m (4000 ft) in the maximum radiation region. However, small changes in weather can
result in larger changes in OASPL and nonlinearity metrics at large distances. The effect of weather
in nonlinear propagation, in particular, is an area that has received little study, and the ways in
which atmospheric effects change shock formation is an area that is not well understood. Changes
in OASPL and nonlinearity metrics are shown at large distances in Chapter 6, along with weather
data that can be associated with some of the behavior at large distances.
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1.6 Modeling shock formation in the far-field
The extensive measurements described in Section 1.4 can be enhanced with numerical
modeling. Some of the benefits of modeling include a greater spatial resolution, the ability to
directly compare nonlinear and linear effects, and the ability to extend the analyses beyond the
measurement scope, in particular extending past the farthest measurement locations. The nonlinear
propagation code used here is similar to that used by Gee et al. 30 It is a hybrid time-frequency
domain algorithm based on the Generalized Burgers Equation (GBE) and incorporates geometric
spreading, atmospheric absorption, and quadratic nonlinearity as well as weak shock theory
developed by Pestorius and Blackstock 31 to more efficiently propagate shocks. Modeling has been
used in past analyses to show shock formation and predict spectral shape in the far field.1819

1.7 Objectives and Scope of Work
The three main goals of this dissertation are: 1) Quantify the derivative skewness to aid in
a physical understanding of values seen in other experiments. 2) Apply a better physical
understanding of the values of nonlinearity metrics to understand where shock formation is
occurring and where nonlinear propagation is an important factor in understanding the sound field,
in both ground run-up and flyover measurements. 3) Compare the OASPL and nonlinearity metrics
for ground run-up and flyover measurements to understand forward flight effects on the jet noise
source and associated changes in nonlinear propagation and shock formation. In addition to these
goals, chapters are devoted to long-range propagation and the effects of atmospheric conditions on
nonlinear propagation and to numerical simulations.
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Table 1.1. Source material for technical chapters

Chapter

Source articles

Chapter 2

Reichman et al., “Evolution of the derivative skewness for nonlinearly
propagating waves,” J. Acoust. Soc. Am. (2016)
Reichman et al., “Acoustic shock formation in noise propagation during
ground run-up operations of military aircraft,” AIAA Paper 2017-4043 (2017)
Reichman et al., “Characterizing acoustic shocks in high-performance jet
aircraft flyover noise,” J. Acoust. Soc. Am. (2018)
Reichman et al., “Comparison of Noise from High-Performance Military
Aircraft for Ground Run-up and Flyover Operations,” Submitted AIAA Paper
Will be submitted to J. Acoust. Soc. Am.

Chapter 3
Chapter 4
Chapter 5
Chapter 6
Chapter 7
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Evolution of the Derivative Skewness for
Nonlinearly Propagating Waves
2.1 Introduction
The importance of nonlinearity during propagation has been a topic of significant debate in the
jet noise community because of its tie to the growth of acoustic shocks. Many have shown
evidence of nonlinear propagation for full-scale experimental data,18,19,21,30 while some have seen
evidence of nonlinear effects in model-scale jets, 32-34 and others have not. 35 Because of the
difficulty in quantifying nonlinearity associated with statistical phenomena, much research has
gone into the development and usage of various measures to quantify the effects and strength of
nonlinearity and the presence of acoustic shocks in different situations. These measures have been
developed in the time domain, using both the pressure waveform 36- 38 and its first time derivative,11
,27,39,40

and in the frequency domain using higher order spectral analysis.21,41,42 Although these

various measures have been used as qualitative indicators of nonlinearity, a quantitative
understanding of the values obtained has been lacking. This chapter provides quantitative insight
into the meaning of skewness values of the first time derivative of the pressure waveform, using
analytical, experimental, and numerical methods.
Skewness is a statistical measure of asymmetry present in a probability density function and
has been used in a wide variety of fields from agriculture 43 to economics. 44 In fluid mechanics, the
skewness of the streamwise derivative of both the temperature 45 and velocity 46,47 has been used to
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indicate an increase in vorticity in turbulent flows. The skewness of the first time derivative of the
pressure waveform, i.e., derivative skewness, is a measure of the asymmetry present in the
derivative values of the waveforms. The derivative skewness has been shown to be associated with
the presence of acoustic shock waves 48 and has been used to investigate nonlinearity present in the
propagation of jet and rocket noise.17,20,12 However, despite the use of this metric, a physical
understanding of the connections between derivative skewness values, nonlinear propagation, and
acoustic shock growth has yet to be fully investigated.
There are some examples of investigations into derivative skewness values for well-understood
cases. One example, by Shepherd et al.37 used the Blackstock bridging function as a solution to
the Burgers equation to predict values for various statistics, including derivative skewness, for
nonlinearly propagating sine waves and their evolution into sawtooth waves. They found that
derivative skewness values dramatically increase during the shock formation process, in contrast
to the pressure skewness, which changes only after the formation of shocks. The derivative
skewness in random noise compared to sinusoidal signals has also been experimentally
investigated using a plane-wave tube. 49 The preliminary analysis suggested that, for noise, the
derivative skewness increased more rapidly and reached greater values.
This chapter follows a structure similar to that of Muhlestein et al. 50, who have carried out an
analytical and quantitative investigation of another time-domain metric, the average steepening
factor (ASF). First, an analytical treatment of derivatives skewness is considered for the
Earnshaw4, Fubini 51, and Fay5 solutions to the Burgers equation for initially sinusoidal signals.
Included is an analysis of the effects of additive noise and sampling rate. Next, these analytical
solutions are compared against those obtained using numerical propagation. Finally, numerical
results are compared against experimental data from a plane-wave tube for both sinusoidal and
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random noise waveforms. All of these analyses combine to give a quantitative understanding of
derivative skewness values observed during the formation and eventual decay of shock waves in
continuous waveforms.

2.2 Derivative Skewness
Definition
The skewness of a random variable, y, denoted by Sk{𝑦𝑦}, is a normalization of the third central

moment of the probability density function (PDF) of 𝑦𝑦 and is a measure of asymmetry in a
distribution. The skewness of the first time derivative of the pressure waveform is defined in terms
of the expectation values, 𝐸𝐸[ ], as
∂𝑝𝑝
Sk � � =
∂t

E ��
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𝜕𝜕𝜕𝜕 3
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Because of the cubic power in the numerator, large values of 𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 are emphasized in the

skewness calculation. It has been suggested by McInerny12 that the skewness of the first time

derivative of the pressure waveform, or derivative skewness, may be used to characterize shocks
in rocket noise, and it has subsequently been used with acoustic shocks within jet noise.11,16 These
shocks have high positive derivative values and moderate negative derivative values, meaning that
the pressure waveform’s derivative skewness increases as shocks form during propagation.
Shepherd et al.37 predicted the evolution of the derivative skewness for an initially sinusoidal wave
propagating without linear losses in the preshock region. Subsequently, Muhlestein and Gee49
calculated the derivative skewness for waveforms measured in a plane-wave tube and found trends
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that agreed with those predicted by Shepherd et al. This chapter treats the evolution of the
derivative skewness for an initially sinusoidal signal using analytical methods and compares the
results with those obtained using numerical calculations and plane-wave tube experiments.
Burgers Equation
The Burgers equation models the propagation of a planar wave including thermoviscous losses
and nonlinear effects. Following the notation of Blackstock et al.,7 the Burgers equation is written
as
𝜕𝜕𝜕𝜕
𝛿𝛿 𝜕𝜕 2 𝑝𝑝
𝛽𝛽 𝜕𝜕𝜕𝜕
− 2 2 = 3 𝑝𝑝
𝜕𝜕𝜕𝜕 2𝑐𝑐 𝜕𝜕𝜏𝜏
𝜌𝜌𝑐𝑐 𝜕𝜕𝜕𝜕

(2.2)

where p is the acoustic pressure, 𝑥𝑥 is the distance from the source, 𝛿𝛿 is a constant associated with
acoustic absorption by the propagation medium, 𝑐𝑐 is the small-signal sound speed, 𝜏𝜏 = 𝑡𝑡 − 𝑥𝑥/𝑐𝑐 is

the retarded time, 𝛽𝛽 is the coefficient of nonlinearity, and 𝜌𝜌 is the ambient density. The terms on

the left-hand side in Eq. (2.2) represent the total change in pressure with 𝑥𝑥 and the effect of

thermoviscous absorption; the right-hand side corresponds to the changes in pressure due to
quadratic nonlinear phenomena. When nonlinear effects are sufficiently strong, the absorptive term
in Eq. (2.2) is negligible in comparison with the nonlinear term, resulting in the lossless Burgers
equation,
𝜕𝜕𝜕𝜕
𝛽𝛽 𝜕𝜕𝜕𝜕
= 3 𝑝𝑝 .
𝜕𝜕𝜕𝜕 𝜌𝜌𝑐𝑐 𝜕𝜕𝜕𝜕

(2.3)

Under certain assumptions, useful analytical approximations and solutions to the lossy and the
lossless Burgers equation may be found which are valid in different regions. The three expressions
considered in this chapter are the Earnshaw,4 Fubini,51 and Fay5 solutions. These solutions are
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useful for our purposes because analytical forms of the time derivatives and the derivative
skewness can be found for each of these solutions.
Earnshaw Solution
The method of characteristics may be used to directly solve the lossless Burgers equation, Eq.
(2.3), implicitly. This solution, called the Earnshaw solution,4 can be written as a parametric
equation,
𝑃𝑃 = 𝑔𝑔(𝜙𝜙)
𝜙𝜙 = 𝑡𝑡 + 𝜎𝜎𝜎𝜎

(2.4)

where P is the pressure normalized by some pressure amplitude 𝑝𝑝0 , 𝜙𝜙 is the Earnshaw phase
variable, 𝑡𝑡 is time, and 𝜎𝜎 is a normalized distance away from the source.7

The normalized distance is measured relative to the lossless shock formation distance, 𝑥𝑥̅ ,

which is defined for initially sinusoidal signals as
𝑥𝑥̅ =

𝜌𝜌𝑐𝑐 3
.
𝛽𝛽𝛽𝛽𝑝𝑝0

(2.5)

In Eq. (2.5), 𝜔𝜔 = 2𝜋𝜋𝜋𝜋, with 𝑓𝑓 being the frequency of the initial sinusoid, and 𝑝𝑝0 is its initial

amplitude. For the remainder of this chapter, distance is represented by 𝜎𝜎 = 𝑥𝑥/𝑥𝑥̅ . At 𝜎𝜎 = 1, 𝑥𝑥 =

𝑥𝑥̅ , and a theoretically discontinuous shock has formed. The Earnshaw solution, which is valid for

𝜎𝜎 < 1, may be interpreted as distorting the times of arrival of the initial waveform, represented by
the Earnshaw phase variable, but not modifying the pressure values, 𝑔𝑔 = 𝑔𝑔(𝜙𝜙).
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An analytical form of the derivative skewness may be found for the Earnshaw solution. For an
initially sinusoidal signal, the time derivative of the Earnshaw solution is written in parametric
form as
�𝑡𝑡′,

(2.6)

𝜕𝜕𝜕𝜕
cos(𝑡𝑡)
�,
� = �𝑡𝑡 − 𝜎𝜎 sin(𝑡𝑡) ,
𝜕𝜕𝜕𝜕
1 − 𝜎𝜎 cos(𝑡𝑡)

where 𝑡𝑡′ represents the retarded time of arrival and 𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 is the time derivative at the retarded
time of arrival. The expectation value of the nth power of the time derivative is
𝐸𝐸[(𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕)𝑛𝑛 ] =

1 2𝜋𝜋 𝜕𝜕𝜕𝜕 𝑛𝑛 ′
� � ′ � 𝑑𝑑𝑡𝑡 ,
2𝜋𝜋 0
𝜕𝜕𝑡𝑡

(2.7)

where 𝑡𝑡 ′ = 𝑡𝑡 − 𝜎𝜎 sin(𝑡𝑡) is a retarded time that accounts for the variation in sound speed with

acoustic pressure. It follows that 𝑑𝑑𝑡𝑡 ′ = 𝑑𝑑𝑑𝑑(1 − 𝜎𝜎 cos(𝑡𝑡)). Substituting these values in Eq. (2.7)

gives

E[(𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕)𝑛𝑛 ] =

(2.8)

1 2𝜋𝜋
cos𝑛𝑛 (𝑡𝑡) 𝑑𝑑𝑑𝑑
�
.
2𝜋𝜋 0 (1 − 𝜎𝜎 cos(𝑡𝑡))𝑛𝑛−1

This integral can be evaluated for n = 2 and n = 3 to give the analytical form of the derivative
skewness, written as
Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} =

2(1 − 𝜎𝜎 2 )3/2 + 3𝜎𝜎 2 − 2

(1 − 𝜎𝜎 2 )3/4 �1 − √1 − 𝜎𝜎 2 �

3/2

.

(2.9)

Because the Earnshaw solution assumes lossless propagation, Eq. (2.9) depends only on 𝜎𝜎.

The expression for the Earnshaw solution-based derivative skewness results in useful

approximations. For 𝜎𝜎 ≪ 1, Eq. (2.9) may be approximated as
Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} ≈ 3𝜎𝜎/√2,

(2.10)
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indicating that the nonlinear function shown numerically by Shepherd et al.37 and experimentally
by Muhlestein and Gee49 can be approximated for small 𝜎𝜎 using a linear fit. As 𝜎𝜎 → 1, Eq. (2.9)
may be approximated as

Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} ≈ (1 − 𝜎𝜎 2 )−3/4 ,

(2.11)

which yields approximate values of 3.47 at 𝜎𝜎 = 0.9 and 18.9 at 𝜎𝜎 = 0.99 and then continues to
increase towards infinity as 𝜎𝜎 → 1.
Fubini Solution

While the Earnshaw solution is useful in certain circumstances, an explicit function is
sometimes more convenient. This is especially true when constructing waveforms at specific time
intervals, as is the case when discussing the effects of a finite sampling rate subsequently. One
explicit solution to Eq. (2.3) is the well-known Fubini solution,51 written as
∞

𝑃𝑃 = �

𝑛𝑛=1

2
𝐽𝐽 (𝑛𝑛𝑛𝑛) sin(𝑛𝑛𝑛𝑛).
𝑛𝑛𝑛𝑛 𝑛𝑛

(2.12)

Similar to the Earnshaw solution, the Fubini solution is only valid for 𝜎𝜎 < 1. Using the results
developed in Appendix A for the skewness of an arbitrary Fourier series, an analytical form of the
derivative skewness for 𝜎𝜎 < 1 can be found using the Fubini solution. The time derivative of Eq.

(2.12) is an infinite cosine series, written as
∞

𝜕𝜕𝜕𝜕
2
= � 𝐽𝐽𝑛𝑛 (𝑛𝑛𝑛𝑛) cos(𝑛𝑛𝑛𝑛),
𝜕𝜕𝜕𝜕
𝜎𝜎
𝑛𝑛=1

which allows the use of (A28) from Reichman et al.,80

(2.13)
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Sk �� 𝐴𝐴𝑛𝑛 cos(𝑛𝑛𝑛𝑛)� =
𝑛𝑛

∞
3 ∑∞
𝑛𝑛=1 ∑𝑚𝑚=1 𝐴𝐴𝑛𝑛 𝐴𝐴𝑚𝑚 𝐴𝐴𝑛𝑛+𝑚𝑚

√2

3

2 2
[∑∞
𝑛𝑛=1 𝐴𝐴𝑛𝑛 ]

.

(2.14)

Eq. (2.13) can be substituted into Eq. (2.14) and the derivative skewness can be written as
∞
3 ∑∞
𝑛𝑛=1 ∑𝑚𝑚=1 𝐽𝐽𝑛𝑛 (𝑛𝑛𝑛𝑛)𝐽𝐽𝑚𝑚 (𝑚𝑚𝑚𝑚)𝐽𝐽𝑛𝑛+𝑚𝑚 �(𝑛𝑛 + 𝑚𝑚)𝜎𝜎�
Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} =
,
2
3/2
[∑∞
√2
𝑛𝑛=1 𝐽𝐽𝑛𝑛 (𝑛𝑛𝑛𝑛)]

(2.15)

where 𝐽𝐽𝑛𝑛 (𝑥𝑥) represents the nth Bessel Function of the first kind.

Despite its analytical form, one disadvantage of the Fubini solution is the inability to exactly

express the derivative skewness of a theoretically discontinuous shock due to the infinite series.
The derivative skewness is shown in Fig. 2.1 for an initially sinusoidal waveform and the
discrepancy between the values obtained using the Earnshaw and Fubini solutions, with the solid
black line representing the Earnshaw solution and the remaining lines representing the Fubini
solution for a varying number of terms included in the sum. The Earnshaw solution approaches
infinity as 𝜎𝜎 → 1, but bandwidth limitations in the Fubini solution limit the values seen. Thus, if a

theoretically discontinuous shock has formed at 𝜎𝜎 = 1 but measurement realities limit the usable

bandwidth to 102 ⋅ 𝑓𝑓 or 103 ⋅ 𝑓𝑓, the maximum derivative skewness values would be approximately
10 or 30, respectively.
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Fig. 2.1 The analytical derivative skewness of an initially sinusoidal waveform modeled by the
Earnshaw solution as a function of σ along with the estimated derivative skewness of the
Fubini solution for N terms [see Eq. (2.12)].

Fay Solution
For waveforms with very large amplitudes, the relative length scales of nonlinear effects are
much smaller than thermoviscous absorption. For such waveforms traveling in the sawtooth
regime of propagation, typically thought of as 𝜎𝜎 > 3, another solution may be found. This solution

is Fay’s infinite series,5

∞

2
sin(𝑛𝑛𝑛𝑛)
𝑃𝑃 = �
,
Γ
sinh(𝑛𝑛𝑛𝑛)

(2.16)

𝑛𝑛=1

where 𝜓𝜓 = (𝜎𝜎 + 1)/Γ, and Γ is the Gol’dberg number, defined as 1/(𝑥𝑥̅ 𝛼𝛼), with 𝛼𝛼 being the

thermoviscous absorption coefficient at 𝑓𝑓0 . The Fay solution in Eq. (2.16) is valid for Γ ≫ 1,

signifying nonlinearity initially dominates thermoviscous losses. Similar to the Fubini solution,
the time derivative of the Fay solution is a cosine series,
∞

𝜕𝜕𝜕𝜕 2
𝑛𝑛 cos(𝑛𝑛𝑛𝑛)
= �
.
𝜕𝜕𝜕𝜕 Γ
sinh(𝑛𝑛𝑛𝑛)
𝑛𝑛=1

(2.17)
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From Eqs. (2.14) and (2.17), the derivative skewness of the Fay solution may be written as
Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕}
=

𝑛𝑛
𝑚𝑚
𝑛𝑛 + 𝑚𝑚
∞
∑∞
𝑛𝑛=1 ∑𝑚𝑚=1 sinh(𝑛𝑛𝜓𝜓) sinh(𝑚𝑚𝑚𝑚)
sinh�(𝑛𝑛 + 𝑚𝑚)𝜓𝜓�
3

√2

which depends, as expected, on 𝜓𝜓.

𝑛𝑛2
�∑∞
𝑛𝑛=1 sinh2 (𝑛𝑛𝑛𝑛)�

3/2

(2.18)
,

The derivative skewness of the Fay solution is plotted in Fig. 2.2 as a function of 𝜎𝜎 for

different values of Γ. Though 𝑁𝑁 = 1000 terms were used for all three values of Γ, the effect of

including fewer terms is similar to that seen in Fig. 2.1 in that lower derivative skewness values

are obtained for steepened or shock-containing waveforms. Because the effect of fewer terms has
already been examined in Fig. 2.1, Fig. 2.2 instead includes multiple values of Γ. As expected,
higher values of Γ have higher derivative skewness values, and lower values of Γ experience a
large drop in derivative skewness values much sooner as they reach their respective old-age
regimes, defined as 𝜎𝜎 > Γ. In the sawtooth region, for 3 < 𝜎𝜎 < Γ, the derivative skewness drops

as 𝜎𝜎 increases due to an increase in rise time in the shock, which is inversely proportional to the

change in pressure over the shock.7 It is interesting to note that a self-similar behavior is evident
in the old-age regime for all three cases, as all three curves have derivative skewness values of
~1.5 at 𝜎𝜎 = Γ and similar slopes when plotted on a logarithmic scale.
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Fig. 2.2 The derivative skewness of the Fay solution as a function of σ for three values of
Gol’dberg number.

Derivative Skewness of Acoustic Shocks
Though derivative skewness behavior differs between the Fubini and Fay solutions, it would
be useful to define a rough threshold for derivative skewness, above which a wave could be
considered a shock. As the waveform steepens and decays it enters and exits a region in which it
is considered an acoustic shock. In most definitions of a shock, the rise time is used as the defining
factor. Blackstock et al.7 stated that a sinusoid remains in the sawtooth regime when the rise time,
defined as the total time from the pressure minimum to the pressure maximum, is less than 20%
of the period. This definition is useful but provides dissimilar results for the pre-shock and postshock region, as the waveform shapes are significantly different. The pre-shock region contains
rounded corners, while the post-shock region still maintains an N-wave shape. In an effort to
accentuate the shortest rise times, Cleveland 52 and Loubeau et al. 53 defined rise time for impulsive
signals as the time it takes for the pressure to rise from 10% to 90% of the maximum amplitude.
Because the impulsive signal definition lessens the difference between the pre and postshock regimes, here we define a shock as occurring when the 10-90% rise time is less than 5% of
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the period. Waveforms for the Fubini (shock formation) and Fay (Old-age) solutions that satisfy
this definition of a shock are shown in Fig. 2.3 for a portion of the period T. The derivative
skewness values of the solutions are 8.9 at 𝜎𝜎 = 0.96 for the Fubini solution and 3.9 at 𝜎𝜎 = 260

for the Fay solution, providing a range of values for which acoustic shocks begin to be significant.

Though an exact value cannot be set to indicate the presence of shocks, an approximate threshold
of five can serve as a good approximation. Derivative skewness values below this range likely
indicate that a periodic waveform does not contain shocks that fit this rise time definition, or that
shock-like features are inadequately resolved due to sampling rate and noise limitations, as
discussed in the following section.

Fig. 2.3 Shock profiles for normalized Fubini (σ = 0.96) and Fay (σ = 260, Γ = 103) solutions
with derivative skewness values of 8.9 and 3.9, respectively, shown over a section of the period
T. See text for shock definition.

2.3 Measurement Considerations
Finite Sampling Rate
Defining a shock based on the duration of the rise time lends itself to the question of the
importance of sampling rate. If a shock is defined such that the rise time from 10-90% is 5% of
the waveform period, a sampling rate of 20 times the fundamental frequency must be used to
guarantee even one point within the 5% window. However, this sampling rate is insufficient to
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capture the important difference in curvature between the waveforms shown in Fig. 2.3. The effects
of discrete sampling on the estimate of the derivative skewness can be significant since an
inaccurate measure of the derivative may be accentuated by the cubic nature of the skewness. 54
To investigate the inaccuracies associated with a finite sampling rate for the Fubini and Fay
solutions, the effect of discrete sampling on the derivative of a general Fourier sine series is shown.
The general results may then be applied to the Fubini and Fay infinite series. If 𝑓𝑓(𝑡𝑡) is a Fourier
sine series, written as

∞

𝑓𝑓(𝑡𝑡) = � 𝐵𝐵𝑛𝑛 sin(𝑛𝑛𝑛𝑛),

(2.19)

𝑛𝑛=1

an estimation of the first time-derivative of 𝑓𝑓(𝑡𝑡) can be obtained using a finite-difference

technique. Here the series is written with 𝐵𝐵𝑛𝑛 to be consistent with the Fubini and Fay solutions in
Eq. (2.12) and Eq.(2.16), respectively. The derivatives going forward will be approximated, both

analytically and numerically, using a first-order, forward-difference approximation of the first
derivative. Though it is possible that a higher-order method for approximating the first derivative
could produce more accurate results, it should be noted that using a central differencing method
artificially lowers derivative values across a coarsely sampled shock.54 Using a constant time step,
Δ𝑡𝑡 = 𝑓𝑓/𝑓𝑓𝑠𝑠 , the derivative of Eq. (2.19) is approximated by

Δ𝑓𝑓 𝑓𝑓(𝑡𝑡 + Δ𝑡𝑡) − 𝑓𝑓(𝑡𝑡)
=
Δ𝑡𝑡
Δ𝑡𝑡
∞
∞
1
1
= � 𝐵𝐵𝑛𝑛 sin(𝑛𝑛𝑛𝑛 + 𝑛𝑛Δ𝑡𝑡) − � 𝐵𝐵𝑛𝑛 sin(𝑛𝑛𝑛𝑛)
Δ𝑡𝑡
Δ𝑡𝑡
=

𝑛𝑛=1
∞

𝑛𝑛=1

1
� 𝐵𝐵𝑛𝑛 (sin(𝑛𝑛𝑛𝑛 + 𝑛𝑛Δ𝑡𝑡) − sin(𝑛𝑛𝑛𝑛)).
Δ𝑡𝑡
𝑛𝑛=1

(2.20)
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Using the trigonometric identity sin(𝑎𝑎 + 𝑏𝑏) = sin(𝑎𝑎) cos(𝑏𝑏) + cos(𝑎𝑎) sin(𝑏𝑏), Eq. (2.20)
becomes

∞

Δ𝑓𝑓
1
= � 𝐵𝐵𝑛𝑛 [sin(𝑛𝑛𝑛𝑛) cos(𝑛𝑛Δ𝑡𝑡) + cos(𝑛𝑛𝑛𝑛) sin(𝑛𝑛Δ𝑡𝑡)
Δ𝑡𝑡 Δ𝑡𝑡

(2.21)

𝑛𝑛=1

− sin(𝑛𝑛𝑛𝑛)]
sin(𝑛𝑛Δ𝑡𝑡)
cos(𝑛𝑛𝑛𝑛)
= � 𝐵𝐵𝑛𝑛
𝛥𝛥𝛥𝛥
∞

𝑛𝑛=1

∞

+ � 𝐵𝐵𝑛𝑛
𝑛𝑛=1

cos(𝑛𝑛Δ𝑡𝑡) − 1
sin(𝑛𝑛𝑛𝑛).
𝛥𝛥𝛥𝛥

If we define
sin(𝑛𝑛Δ𝑡𝑡)
Δ𝑡𝑡
,
cos(𝑛𝑛Δ𝑡𝑡)
−1
′
𝐵𝐵𝑛𝑛 = 𝐵𝐵𝑛𝑛
Δ𝑡𝑡
𝐴𝐴′𝑛𝑛 = 𝐵𝐵𝑛𝑛

then we may write (2.21) as

∞

∞

𝑛𝑛=1

𝑛𝑛=1

Δ𝑓𝑓
= � 𝐴𝐴′𝑛𝑛 cos(𝑛𝑛𝑛𝑛) + � 𝐵𝐵𝑛𝑛′ sin(𝑛𝑛𝑛𝑛).
Δ𝑡𝑡

(2.22)

(2.23)

In the limit that Δ𝑡𝑡 → 0, we find that 𝐴𝐴′𝑛𝑛 → 𝑛𝑛𝐵𝐵𝑛𝑛 and 𝐵𝐵𝑛𝑛′ → 0, which is the result obtained by
assuming continuous sampling from the beginning. Thus, for a finite-sampled Fourier sine series,

the first time derivative contains both sine and cosine terms. As this infinite sum involves both
sine and cosine terms, we must use the skewness of a full Fourier series. Equation (2.23) is then
used in conjunction with Eq. (A27) from Appendix A in Reichman et al.80 to estimate the
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derivative skewness for the Fubini and Fay solutions while taking into account a finite sampling
rate.
2.3.1.1 Fubini Solution

Fig. 2.4 a) Derivative skewness estimates of the Fubini solution for fs/f = 101, 102, 103, and 104
along with the analytical Earnshaw calculation. For each curve, fs/2f terms were used to
compute the estimates. b) Error between the Fubini estimates and the Earnshaw solution.

The effects of finite sampling rate for the Fubini solution are seen in Fig. 2.4 for various
values of 𝑓𝑓𝑠𝑠 /𝑓𝑓, the sampling rate relative to the fundamental frequency. In Fig. 2.4a) the derivative

skewness of the discretely sampled Fubini solution is plotted, while in Fig. 2.4b) the error, relative
to the continuously sampled Earnshaw solution, is shown. A limiting behavior is seen as a result
of the finite sampling rate. Whereas the exact solution from Eq. (2.9) continues to increase on the
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logarithmic scale, going to infinity as 𝜎𝜎 → 1, the discretely sampled derivative skewness estimates

in Fig. 2.4 begin to approach respective maximum values. These values are less than the theoretical
maximum for a given 𝑓𝑓𝑠𝑠 /𝑓𝑓 because of the curved shock profile in the preshock region. For greater

𝑓𝑓𝑠𝑠 /𝑓𝑓, shorter rise times can be resolved, resulting in larger derivative skewness estimates. The
divergent nature of the exact derivative skewness suggests that a derivative skewness estimate with

any reasonable sampling rate ceases to approximate the actual value for 𝜎𝜎 sufficiently close to one.
The point at which the discretely sampled estimate begins to underestimate the exact value depends

on 𝑓𝑓𝑠𝑠 /𝑓𝑓. For example, the derivative skewness obtained using 𝑓𝑓𝑠𝑠 /𝑓𝑓 = 10 diverges from the
continuously sampled result above 𝑆𝑆𝑆𝑆{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} = 1. When 𝑓𝑓𝑠𝑠 /𝑓𝑓 = 100, an accurate estimate is

obtained until Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} = 5, and for 𝑓𝑓𝑠𝑠 /𝑓𝑓 = 1000 values of Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} up to 12 can be

accurately estimated.
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2.3.1.2 Fay Solution

Fig. 2.5 Estimates of the derivative skewness for the Fay solution as a function of σ and fs/f =
101, 102, 103, and 104, with a Gol’dberg number of 1000. To calculate the estimates, (fs/f)/2
terms were used. The exact derivative skewness derived from continuous sampling is plotted
for comparison.

The derivative skewness estimates of the Fay solution, shown in Fig. 2.5, show similar results
to the derivative skewness estimates based on the Fubini solution. A limiting behavior is again
dependent on the sampling rate relative to the fundamental frequency. However, as was discussed
previously, the Fay solution has an N-wave shape and a more consistent slope than the Fubini
solution, thus a lower sampling rate is required to achieve the same amount of accuracy. For
example, for the 𝑓𝑓𝑠𝑠 /𝑓𝑓 = 100 curve in Fig. 2.4, the derivative skewness begins to diverge at a value
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of 5, whereas in Fig. 2.5 the curve is accurate for derivative skewness values less than 7. As the
wave enters the old-age regime, where 𝜎𝜎 > Γ, the shocks have decayed sufficiently that the
derivative skewness values agree, even for very low relative sampling rates.

The effects of sampling rate have been identified in situations other than sinusoidal plane
waves. Gee et al.17 downsampled measured noise waveforms from a fighter jet aircraft and found
that by slightly decreasing sampling rate, derivative skewness values decreased accordingly.
Insufficient sampling rate possibly explains relatively low derivative skewness values observed in
laboratory-scale jet data despite the presence of acoustic shocks.11,39
2.3.1.3 Recommended Sampling Rates
Though a finite sampling rate will always underestimate a theoretically discontinuous
shock, an adequate sampling rate may accurately calculate derivative skewness values up to a
certain threshold, so as to indicate shock formation. The Fubini solution is classified as containing
a shock at 𝜎𝜎 = 0.96, with a corresponding derivative skewness values of 8.9. If this waveform is

sampled at 𝑓𝑓𝑠𝑠 /𝑓𝑓 = 100, there is a 28% error at this distance [see Fig. 2.4(b)]. The Fay waveform

for Γ = 1000 decays to the point of no longer being a shock at 𝜎𝜎 = 260 with a derivative skewness
of 3.9. At this point, 𝑓𝑓𝑠𝑠 /𝑓𝑓 = 10 underestimates the derivative skewness by nearly 50%, but 𝑓𝑓𝑠𝑠 /𝑓𝑓 =

100 has negligible errors [see Fig. 5(b)]. Therefore, a minimum sampling rate of 𝑓𝑓𝑠𝑠 /𝑓𝑓 = 100 is
recommended to accurately estimate the derivative skewness during shock formation and decay.
Using this sampling rate, derivative skewness values up to five will be accurately estimated for the
sinusoidal case. Greater values, up to a theoretical maximum of 9.8, may be estimated using this
sampling rate, but they may underestimate the actual shock steepness. Higher sampling rates
provide additional shock detail and therefore accurate Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} estimates for steeper shocks, but
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a minimum sampling rate of 𝑓𝑓𝑠𝑠 /𝑓𝑓 = 100 is sufficient to obtain Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} > 5 as an approximate

threshold for the presence of acoustic shocks in the waveform.
Signal-to-Noise Ratio

Additive noise can also impact derivative skewness values. Though such noise occurs in
different ways, each with its own characteristics and statistics, investigation into the effects of
additive, Gaussian noise on derivative skewness are illustrative of the robustness of this metric.
Two cases are considered: first, the case of a steepened waveform in the pre-shock region at 𝜎𝜎 =

0.75, and second, a wave in the sawtooth region, at 𝜎𝜎 = 30 and 𝛤𝛤 = 1000.

The waveforms are calculated at each distance using the Fubini and Fay solutions,

respectively, following which band-passed Gaussian noise is added to the waveform at various
signal-to-noise ratios (SNR), defined as SNR = 20 log10 �

𝑝𝑝rms

noiserms

�, where 𝑝𝑝rms is the root-mean-

square of the signal and noiserms is the root mean square of the noise. In order to avoid artifacts

associated with filtering at a high sampling rate, a fourth-order Butterworth filter is used, with a
center frequency of 𝑓𝑓𝑀𝑀 and low and high cutoff frequencies of 𝑓𝑓𝐿𝐿 = 𝑓𝑓𝑀𝑀 /1.41 and 𝑓𝑓𝐻𝐻 = 1.41𝑓𝑓𝑀𝑀 .
The effect of additive noise for the steepened waveform at 𝜎𝜎 = 0.75 is displayed in Fig. 2.6a),
where the derivative skewness value of the original waveform is 2.51, for 𝑓𝑓 < 𝑓𝑓𝑀𝑀 < 50𝑓𝑓, where

𝑓𝑓 is the fundamental frequency of the sinusoid, and 0 < SNR < 50 dB. As would be expected, a
higher SNR results in a derivative skewness calculation closer to the actual value. Additive noise

introduces additional variations that mask the presence of the steepened waveform resulting in
lower values of 𝑆𝑆𝑆𝑆{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕}. In addition, higher frequency noise has a greater effect than low-

frequency noise on the accuracy of the derivative skewness. For 𝑓𝑓𝑀𝑀 = 𝑓𝑓, a SNR of approximately
3 dB results in a measured value that is half the original derivative skewness. In contrast, the same
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reduction is seen at 𝑓𝑓𝑀𝑀 = 10𝑓𝑓 for SNR ≅ 20 dB. Higher frequency noise introduces larger
amplitude derivative values, both positive and negative, than low-frequency noise of the same

amplitude. These large-amplitude values are more likely to mask the larger derivative values of
shocks in the expectation values used to calculate skewness. Because these expectation values are
performed on a cubed quantity, the derivative skewness is likely to be less sensitive to the presence
of additive noise than a metric such as the ASF,50 where the linear average of 𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 is taken. In
summary, care must be taken to maximize SNR when inspecting the derivative skewness of a

waveform, as even small noise sources may artificially lower the derivative skewness values for
high-frequency noise.
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Fig. 2.6 Derivative skewness error for an initial sinusoid propagated to a distance of a) σ =
0.75 and b) σ = 30 for Γ = 1000 with band-passed noise added to the signal at various SNR.
The calculated derivative skewness with infinite SNR are a) 2.51 and b) 12.23.

The results in Fig. 2.6b) are similar to those of Fig. 2.6a) but for a waveform in the sawtooth
region at 𝜎𝜎 = 30. Because a shock is present in the waveform, the calculated derivative skewness

is markedly higher, 12.23, and less likely to be masked in the derivative skewness by the presence
of noise. In contrast with the Fubini solutions, at 𝑓𝑓𝑀𝑀 = 10𝑓𝑓 the presence of noise lowers the
derivative skewness to half of the original value at SNR ≅ 7.5. Despite the resilience of the
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derivative skewness when shocks are present in the waveform, it is of note that high-frequency
noise can still have a noticeable effect on calculated values, even with a high SNR.

2.4 Applications
Numerical Case Study
Though the above results give an understanding of the behavior of derivative skewness in the
shock formation, sawtooth, and old-age regimes, it is useful to have a complete grasp of the trends
observed throughout the entire process. In order to do this, 𝑆𝑆𝑆𝑆{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} for the spatial region

between the preshock and sawtooth regimes must be calculated. Blackstock6 presented a solution

to the Burgers equation that served as a bridge between the Fubini and Fay solutions. By comparing
amplitudes of the fundamental frequency as a function of 𝜎𝜎 he showed that for 𝜎𝜎 > 3.6, the

difference between the “Blackstock bridging function” and the Fay solution was less than 2%.

Although an analytical representation of the derivative skewness of the Blackstock bridging
function has not been found, the derivative skewness throughout the entire formation and decay of
shock waves can be found using a numerical waveform propagation algorithm. The derivative
skewness from the propagated waveform can be compared with the Earnshaw and Fay solutions
in their regions of validity and give a complete view of 𝑆𝑆𝑆𝑆{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} during shock formation and

decay. For the purposes of this chapter, a propagation scheme based on the generalized Burgers

equation was used which has been shown to closely follow the behavior of the Fubini and Fay
solutions.30 Sinusoids with Gol’dberg numbers ranging from Γ = 0.1 to Γ = 104 are numerically
propagated, and their derivative skewness is compared with results obtained using the analytical

solutions described earlier. In order to provide a situation similar to experimental data considered
later, a 1500 Hz initially sinusoidal waveform was sampled at 204,800 Hz, giving 𝑓𝑓𝑠𝑠 /𝑓𝑓 = 136.5.
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This sampling rate suggests a maximum derivative skewness estimate of ~11.6 (see Appendix B

of Reichman et al.80) for the initially sinusoidal signal. The amplitude of the initial sinusoid was
varied to correspond to values of Γ ranging from 0.1 to 10,000. Although the waveform has a

fundamental frequency of 1500 Hz, due to the nondimensional nature of the analysis and the
assumption of thermoviscous absorption, the results show little variation with changing
fundamental frequency for constant Γ and relative sampling rates.

The comparison of numerical and analytical derivative skewness values is shown in Fig. 2.7,

with numerical predictions plotted as dashed lines and the analytical solutions plotted as solid
lines. The Earnshaw solution is plotted for 𝜎𝜎 < 1 and the Fay for 𝜎𝜎 > 3. Values of Γ range from

10−1 to 104 , but the Fay solution is not plotted for Γ = 10−1 and 100 because it is only valid for

Γ ≫ 1. The behavior seen using the numerical propagation of these waveforms conforms with

expectations. A slight steepening of the waveform occurs, evidenced by the increase in derivative
skewness, but the low initial waveform amplitude results in only minimal steepening, and
absorption results in no shock formation. Both solutions diverge quickly from the Earnshaw
solution as absorption dominates, but the curve for Γ = 100 reaches a much higher value than the

curve for Γ = 10−1 . The curves for Γ = 101 and 102 also show increased derivative skewness,

with derivative skewness continuing to increase past 𝜎𝜎 = 1, peaking near 𝜎𝜎 = 𝜋𝜋/2, the theoretical

location of the shock maximum amplitude. Differences seen between the numerical and analytical
results are in large part due to two different effects. First, the Fay solution cannot be treated as
exact for small values of 𝜎𝜎 or Γ. Second, slight error is introduced in the numerical propagation

scheme due to the limited sampling rate and inability to fully characterize the acoustic shock. From
past work,52 it is recommended that 10-12 samples occur within the rise of the shock for numerical

propagation, which is not achieved with the current sampling rate. The errors seen are very slight
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in the waveform itself, but slight changes in the waveform have a large impact on derivative values
and thus 𝑆𝑆𝑆𝑆{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕}. Increasing the sampling rate by a factor of 10 dramatically improves results
for Γ = 102 . In Fig. 2.7, there is an error of 35.1% between the numerical and analytical solutions

for the Γ = 102 curves at 𝜎𝜎 = 3. If the sampling rate is increased by a factor of 10, this error drops
to 4.6%. The numerical absorption due to the limited sampling rate is different than the maximum

derivative skewness value plateau that is seen for both the Γ = 103 and 104 curves. The numerical

and analytical curves for Γ = 103 both reach the maximum derivative skewness value defined by
the sampling rate, but the numerical curve begins to decrease slightly before the analytical curve

due to this numerical absorption. Though these issues are something that must be taken into
account when numerically propagating shock-containing waveforms, the numerical propagation
confirms the analytical results for both the Earnshaw and Fay solutions and serves as a bridge
between them.

36

Fig. 2.7 Derivative skewness of numerically propagated initial sinusoids with varying
Gol’dberg numbers. The Earnshaw and Fay solutions are shown as solid lines, and the
numerical predictions are shown in a dashed line.

As an example of the sensitivity of the derivative skewness to changes in the waveform,
example analytical and numerical waveforms are presented in Fig. 2.8a) for Γ = 102 and 𝜎𝜎 = 3.
The waveforms themselves are very similar, but a very slight change in amplitude and a rounding

of the edges of the shock is observed. These changes are more evident in Fig. 2.8b), which shows
the derivative of the waveforms in Fig. 2.8a). The small changes in the waveforms result in larger
changes in the derivative, which in turn has a large effect on the derivative skewness. The
derivative skewness of the Fay solution shown is 9.53, while the numerically propagated signal
has a derivative skewness of 6.18, giving an error of 35.1%. Because a small change in the
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waveform can have such a significant effect on derivative skewness, it is important that sampling
rates be considered when numerically propagating shock-containing signals with the goal of
calculating the derivative skewness.

Fig. 2.8 a) Numerically propagated waveform compared with the Fay solution. b) The
derivatives of the waveforms in part a). Small changes in the waveforms result in large
derivative changes, which in turn result in large changes in the derivative skewness.

Plane Wave Tube
2.4.2.1 Initially sinusoidal signal
In addition to numerical confirmation of the analytical results, the results also have been
compared against experimental data. These data were obtained through use of a plane wave tube,
constructed from sections of PVC pipe, each 3.05 m (10.0 ft) long with a 2.54 cm (1.0 in) radius.
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A BMS 4590 coaxial compression driver was used to excite the tube and the tube was terminated
anechoically with a wedge of fiberglass insulation. Five G.R.A.S. 40DD 3.18 mm (1/8 in)
microphones were mounted without gridcaps in holes drilled in the tube at distances of 0.4, 2.6,
5.6, 8.6, and 11.7 m from the driver. The microphones were flush mounted with the wall so they
did not protrude and disturb the sound field. The driver was excited by a 1500 Hz signal such that
the amplitude at the 0.4 m microphone was 𝑝𝑝0 = 547 Pa, giving 𝑝𝑝rms = 387 Pa. This gives a
lossless shock formation distance of 7.9 m, meaning that the farthest microphone is located at

approximately 𝜎𝜎 = 1.48. The waveforms recorded were sampled at 204.8 kHz for approximately

6 seconds, giving 𝑓𝑓𝑠𝑠 /𝑓𝑓 = 136.5, which puts the maximum derivative skewness for sawtooth
waveforms at approximately 11.6. Derivative skewness values from the five waveform

measurements have been calculated and compared with those predicted by numerically
propagating the waveform measured at 0.4 m.
The waveforms from this experiment have been shown already by Muhlestein et al.50 The
figures in Ref. [50] show that the waveform steepens and forms a shock as it progresses down the
tube. However, as shock waves form, a higher-frequency jitter can be observed in the waveforms,
likely due to scattering of high harmonics by slight discontinuities at tube junctions. Nevertheless,
the measured derivative skewness values agree well with estimates obtained through numerical
propagation, as shown in Fig. 2.9. In the context of the SNR analysis above, the jitter is not of a
sufficiently high frequency or amplitude to have a noticeable effect on the derivative skewness.
The close agreement between derivative skeness values seen in Fig. 2.9 is not seen in for ASF
in Ref. [50]. The ASF, the ratio of the average positive derivatives to negative derivatives in the
waveform and the inverse of Gallagher and McLaughlin’s wave steepening factor, 55 is less
sensitive to the effect of one large derivative value. The linear average causes a greater sensitivity
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to noise, which is seen in the form of jitter in the waveforms from Ref. [50], and causes the ASF
to be underestimated. On the other hand, the cubic nature of derivative skewness suggests that
although 𝑆𝑆𝑆𝑆{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} can be affected by the presence of noise, its emphasis on large derivative
values makes it less sensitive to noise than the ASF.

Fig. 2.9 Comparison of derivative skewness values from measured waveforms in a plane wave
tube with those of numerically propagated waveforms.

2.4.2.2 Broadband noise
Though the case of an initially sinusoidal wave provides significant physical insight, of broader
interest is the propagation of noise. Although the different natures and PDFs of broadband noise
and sinusoids prevent an immediate quantitative comparison of derivative skewness values,
insights may still be gained by comparing trends. Because of the presence of larger outliers in
noise, we expect noise signals to form shocks on a smaller length scale and reach greater derivative
skewness values.49 Using the same experimental setup as in the sinusoidal case, white noise was
passed through a band-pass filter (700-2300 Hz) and propagated down the tube. Because of the
broadband nature of the noise, the definition of 𝑥𝑥̅ used earlier for sinusoids in Eq. (2.5) is no longer
valid. Instead, we define a nonlinear distortion length similar to that of Gurbatov and Rudenko, 56
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𝑥𝑥̅𝑁𝑁 =

𝜌𝜌𝑐𝑐 3

𝛽𝛽(2𝜋𝜋𝑓𝑓𝑐𝑐 )�√2𝑝𝑝rms �

,

(2.24)

where 𝑓𝑓𝑐𝑐 is the characteristic frequency of the noise. While this characteristic frequency works
well for a band-passed signal, other definitions may have to be used when there is no clearly

defined peak frequency. Here, the √2 is included so that as the noise bandwidth approaches zero,

the sinusoid shock formation distance in Eq. (2.5) is recovered. In order to differentiate between
the noise and sinusoidal cases, the normalized distance is now referred to as 𝜎𝜎𝑁𝑁 = 𝑥𝑥/𝑥𝑥̅𝑁𝑁 .

As an example of broadband noise propagation, noise waveforms with 𝑓𝑓𝑐𝑐 = 1500 Hz and

𝑝𝑝rms = 286 Pa at 𝑥𝑥 = 0.4 m were measured. For this case, these input conditions yield 𝑥𝑥̅𝑁𝑁 = 9.0

m, a slightly greater distance than the shock formation distance of the sinusoidal signal. Short
waveform segments measured at 0.4 m and 11.7 m are shown in Fig. 2.10 along with the prediction
made by numerically propagating the measured waveform at 0.4 m to 11.7 m. In Fig. 2.10b), a
similar waveform jitter is present in the 11.7 m (𝜎𝜎 = 1.31) waveform. However, by comparing
Fig. 2.10b) and Fig. 2.10c), it can be seen that the waveforms match well aside from the previously
described jitter.
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Fig. 2.10 Measured noise waveforms at a) 0.4 m and b) 11.7 m, and c) the numerically
predicted waveform at 11.7 m.

To more closely examine the spectral effects, Fig. 2.11 shows the power spectral densities
associated with the three waveforms in Fig. 2.10. As the waveform propagates down the tube,
wave steepening results in increases in level above the original cut-off frequency, and differencefrequency generation and possible wave coalescence increase the level below.31 The spectra of the
predicted and measured waveforms at 11.7 m are very similar, aside from the 10-35 kHz noise that
is 30 dB down from the spectral peak and is the frequency-domain manifestation of the waveform
jitter.
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Fig. 2.11 Spectra calculated from the three waveforms, segments of which were shown in Fig.
2.10. In the 11.7 m measured spectrum, high-frequency noise is present from 10-35 kHz.

For the noise case, the waveform jitter is of sufficiently high frequency and amplitude to have
a measureable difference in the derivative skewness. The measured and predicted derivative
skewness values for waves of two initial amplitudes are shown in Fig. 2.12, the first with 𝑝𝑝rms =

200 Pa (140 dB re 20 𝜇𝜇Pa) and 𝑝𝑝rms = 286 Pa (143 dB re 20 𝜇𝜇Pa) for the second. These two cases
in particular were chosen because for all amplitudes of 200 Pa and below the ringing noise was
present, but the SNR was great enough to have a minimal effect on derivative skewness, and for
all amplitudes 286 Pa and above the ringing had a noticeable effect. There are a few features of

note in Fig. 2.12. First, Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} reaches a higher value for the broadband noise than is possible
in the sinusoidal case for the given sampling rate, as seen by comparing with Fig. 2.9. This
corresponds with the initial experiment-based findings of Muhlestein et al.50 Second, the derivative
skewness has reached its highest value and is beginning to decrease by 𝜎𝜎𝑁𝑁 = 1, suggesting that the
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decay of shock waves is already occurring. This is likely because the definition used for 𝑥𝑥̅𝑁𝑁

overestimates the actual distortion length.49 Because broadband noise has a different PDF than
sinusoidal noise, there are more outliers in terms of pressure, which are then more likely to form
shocks earlier in the propagation than a sinusoid. Third, the ASF is steadily increasing throughout
this range of 𝜎𝜎, indicating that wave steepening is an ongoing process, even though the derivative

skewness is decreasing. The largest shocks have already formed and started to decay, but the wave
as a whole is still becoming more steepened. Fourth, for the higher amplitude case the measured
derivative skewness values are markedly lower than predicted for higher values of 𝜎𝜎𝑁𝑁 , when
shocks are likely well formed. This lower value is due to the presence of high-frequency jitter, as
in the case of the sinusoidal signal. However, because the jitter is of a sufficiently high frequency
and amplitude for the 286 Pa case, it creates a noticeable difference between the predicted and
measured values. In contrast, the SNR is 3-5 dB higher in the low-amplitude case. In Fig. 2.6a)
there is a region where a 5 dB decrease in SNR results in a substantially lower SNR, and we see
similar behavior here. While Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} from both numerical and measured data agree for the

lower case, a 5 dB decrease in SNR results in substantially underestimating the derivative
skewness values for the high-amplitude case. Ultimately, although Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} is relatively robust
to the presence of noise in the signal, high-frequency noise may still significantly alter measured
values.

44

Fig. 2.12 Predicted (dashed) and measured (dots) values of the derivative skewness as a
�N. Values shown are for prms = 286 Pa and 200 Pa. Both cases share similar
function of σN = x/𝒙𝒙
growth initially, then different behavior with increasing 𝝈𝝈.

In the earlier discussion of sampling rates, it was suggested that 𝑓𝑓𝑠𝑠 /𝑓𝑓 > 100 in order to

calculate accurate derivative skewness values of at least five for sinusoidal signals. The shock

content of the propagating noise waveforms provides a test for this recommendation, though this
analysis is limited in scope as the noise considered is not representative of all types of noise. There
are many algorithms to identify shocks in a waveform (see Ref. [16] for a recent example); here,
a shock is identified as a derivative value exceeding 20 waveform derivative standard deviations
to include only the largest outliers. The number of shocks matching this criterion within a 6 sec.
waveform is displayed for each of the microphones in Table 2.1. The 0.4 and 2.6 m microphones
have essentially no shock content for both cases, and low derivative skewness values of 0.17 and
1.01. However, differences are seen at 5.6 m. For the 200 Pa case in Fig. 2.12, shocks have begun
forming and Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} = 5.05 and is still increasing. There are shocks present in the waveform,

but fewer than at 8.6 and 11.7 m. This helps illustrate that for Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} ≥ 5, significant shocks

have formed in this waveform, providing support for a derivative skewness threshold and
associated sampling requirements. These conclusions also draw support from the 286 Pa case.
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Minimal shocks seen at 0.4 and 2.6 m result in derivative skewness values of 0.27 and 1.69
respectively. However, as the number of shocks greatly increases, Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} rises accordingly.
While these particular cases corroborate the threshold used in sinusoidal analysis, the results are

not general and therefore additional research is needed to understand the evolution of derivative
skewness values in the context of random noise.
Table 2.1. The number of shocks present in two waveforms of different amplitudes, calculated
from the waveforms measured at each of the five microphones. For this table a shock has been
defined as a derivative exceeding 20 standard deviations of the waveform derivative.

200 Pa

0.4 m

2.6 m

5.6 m

8.6 m

𝜎𝜎𝑁𝑁

0.031

0.203

0.437

0.671

0.913

0.17

1.01

5.05

13.2

15.7

0

0

61

305

452

0.045

0.290

0.625

0.960

1.31

0.27

1.69

14.6

15.4

14.1

0

3

354

664

605

Derivative
Skewness
Number of Shocks

286 Pa

11.7

Mic Locations

𝜎𝜎𝑁𝑁

Derivative
Skewness
Number of Shocks

m

2.5 Conclusions
In this chapter, quantitative and physical insights into the evolution of the skewness of the first
time difference of a nonlinearly evolving pressure waveform, i.e. the derivative skewness, have
been obtained using analytical, numerical, and experimental methods. Analytical forms of the
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changing derivative skewness have been found for the Earnshaw, Fubini, and Fay solutions. The
solutions reveal a sharp increase in the derivative skewness near the shock formation distance, a
gradual decrease in the sawtooth region, and a more rapid decrease in the old-age region as the
waveform unsteepens. Numerical studies confirm these trends and show that the derivative
skewness reaches its maximum between the preshock and sawtooth regions. The effects of additive
noise and reduced waveform sampling rate have been investigated; both tend to reduce estimated
derivative skewness values. In comparing derivative skewness values for random noise with those
of sinusoidal signals, noise will reach greater derivative skewness values over a relatively shorter
distance.
The investigation has included practical considerations for nonlinear acoustic signal
analysis using the derivative skewness. For sinusoids, in order to observe large derivative skewness
values that occur as shocks form, a sampling rate of at least 100 times the fundamental frequency
should be used. Larger sampling rates result in more accurate estimates, provided that the
measurement bandwidth is commensurate with the greater sampling rate. The recommended
minimum scaled sampling rate allows derivative skewness values of at least five to be estimated,
which is sufficient to serve as an approximate threshold indicating that a shock is present. The
preliminary experimental investigation with noise shows that a similar threshold can also indicate
shock formation, though more investigation is needed. These recommendations may provide
guidelines for future experiments and allow prior experiments to be more quantitatively
interpreted.
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Acoustic shock formation in noise
propagation during ground run-up
operations of military aircraft
3.1 Introduction
One of the distinctive features visible in waveforms of supersonic jet noise is the presence of
acoustic shocks or large sudden increases in pressure. These shocks are often associated with the
auditory phenomenon called crackle16,62 and thus serve as an additional source of annoyance within
jet noise. The nature of these shocks and their evolution in the noise field is dependent on their
physical properties and origins. Steepened waveforms exist near the source,16,17 but it has also been
shown that waveforms from full-scale aircraft continue to steepen and form shocks further away
from the source due to nonlinear propagation.63,69 One of the first indications that nonlinear
propagation played a role in far-field effects was a lack of atmospheric absorption in the far field
noticed by Pernet and Payne2 and later by Morfey and Howell.21 The steepening of waveforms and
formation of shocks was also shown by Blackstock18 to increase at locations further away from
the jet noise source though his analysis did not incorporate atmospheric absorption. The presence
of acoustic shocks in jet noise led to efforts to quantify waveform steepening, shock content, and
crackle. One of the first attempts was performed by Ffowcs Williams et al.10 and was based on the
statistical measure of skewness of the pressure waveform distribution. Ffowcs Williams et al.
defined a distinctly crackling waveform as having a skewness above 0.4. Since shocks may exist
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without affecting the skewness of the pressure waveform, defining crackle based on the skewness
of the waveform leads to an insufficient definition.17 Nevertheless, skewness-based criteria
continue to be used. A better quantification of waveform steepening and shock content is needed
as the ability to quantify the steepened nature of jet noise waveforms enables a correct comparison
of these important characteristics between measurement locations, across engine conditions, and
among different experimental datasets.
Recent work in quantifying the steepening of a waveform has concentrated on the presence of
large derivative values associated with shocks.13,80 These efforts often rely on metrics calculated
from the waveforms. Such metrics may evaluate the time-domain12 or frequency-domain21
characteristics of the waveform, and have been applied to full-scale17 and laboratory-scale11,57 data.
However, one of the issues that arises from the use of metrics is their interpretation. In many cases
it is difficult to tell at what point a waveform has steepened sufficiently to qualify as a shock and
when it has unsteepened enough to no longer be considered a shock. In addition, the numerical
values associated with some metrics have been criticized as having little physical meaning, making
it difficult to interpret results and compare between experiments.
Understanding these waveform steepening metrics has been enhanced recently by theoretical
and experimental analyses. In model-scale work, Baars et al.16 have shown values for various
metrics in the near-field of model-scale supersonic jet noise in an attempt to locate the source of
the shock-like behavior. Others, including Muhlestein et al.13 and Reichman et al.80, have tried to
quantify the connection between shock content and metrics through analytical derivations
involving nonlinearly propagating initially sinusoidal signals. This recent work not only helps
provide context to values seen when comparing metrics, but also points to possible issues when
comparing experiments, e.g., relative sampling rates and extraneous noise characteristics.
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Investigation into the shock-related metrics continues in this chapter with an application to
full-scale military aircraft noise measured over a large aperture. Time waveforms, associated
spectra, and a wavelet analysis show steepening in waveforms continues as distance from the
source increases. Metrics to be calculated and compared include the skewness of the first timederivative of the pressure waveform, the average steepening factor (ASF), and a new waveletbased metric called the shock energy fraction (SEF). This represents the first time the SEF wavelet
analysis has been applied to military jet noise measurements. In addition, these analyses represent
the first time a connection has been made between noise measured over such a large propagation
distance—from geometric near field to the far field of a military aircraft. These analyses show that
the noise features in the far field of the F-35 are primarily formed through nonlinear propagation.

3.2 Metrics indicative of nonlinear propagation
It is difficult to define where nonlinear propagation and shock formation occur because of
the broadband, complex nature of jet noise. As such, attempts to quantify the strength of shocks
within jet noise have often concentrated on nonlinearity metrics, single values expressing the shock
content of a waveform. Nonlinearity metrics considered in this chapter are the time-domain metrics
of derivative skewness, ASF, and SEF, a new wavelet-based metric.
Derivative Skewness
The skewness of the distribution of the first time derivative of the pressure waveform
(estimated via finite difference) is a statistical measure that assesses the overall steepness of a
waveform. Nonzero skewness values, generally, express an asymmetry in a distribution. The large
derivative values associated with acoustic shocks result in a derivative distribution in which there
are many slightly negative values with relatively fewer, but significantly larger positive values.
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This type of distribution has a large, positive derivative skewness indicative of steepened
waveforms. A positive derivative skewness has been used to show the presence of shocks in both
model-scale11,16 and full-scale30 analyses.
An advantage of this metric, Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕}, is that it is dependent only on the waveform shape

and independent of an arbitrary definition of a shock, but it has notable disadvantages as well.
First, the large positive derivative values may be underestimated if the sampling rate is not
adequate, meaning low sampling rates may cause the derivative skewness values to be severely
underestimated.17,80 Second, a quantitative interpretation of derivative skewness values has proven
difficult. Recent analytical work has shown the derivative skewness values for initially sinusoidal
signals as the waveform steepens and unsteepens.17 Using a criterion for classifying shocks based
on the rise time of the steepened sinusoid, a wave in the pre-shock region can be considered shocklike at a derivative skewness of 8.9, while a waveform in the post-shock region thickens and is no
longer classified as shock-like at a derivative skewness of 3.9. Other examples within jet noise
confirm that Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} ~5 can signify the presence of shocks.80 As such, this value of

Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} ≥ 5 will serve as a threshold to indicate significant waveform steepening and shock

content, provided that the sampling frequency exceeds the characteristic frequency in the
waveform by a factor of at least 100.
ASF

Another time-domain metric that has been used to quantify waveform steepening is the
average steepening factor (ASF), defined as the average value of positive derivatives divided by
the average value of negative derivatives. This quantity was originally defined as the inverse, the
waveform steepening factor WSF = 1/ASF. A recent paper by Muhlestein et al.13 derives
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analytical expressions for ASF for high-amplitude, initially sinusoidal signals, and additionally
shows values for nonlinearly propagating noise in a plane-wave environment. A non-steepened
waveform would have ASF = 1, while steepened waveforms have higher values. Because the ASF

is a linear mean of derivative values it represents trends within the entire waveform more than the
derivative skewness, which accentuates the large positive outliers. However, the ASF is also more
susceptible to the presence of extraneous noise than the derivative skewness.13 Like the derivative
skewness, ASF has been used in both model-scale16 and full-scale 58 jet noise applications. It has
been shown that in both cases an ASF value between 1.5 and 2 is indicative of the presence of
shocks, with an ASF value approaching two suggesting significant shock content.16,81
Shock Energy Fraction
The steepening of shocks in the time domain results in spectral broadening in the frequency
domain, as energy is transferred from the peak frequency region to higher frequencies. Although
this effect is often shown using the more familiar Fourier transform, a wavelet transform has been
used in lab-scale jet noise analysis as a frequency-domain technique that also gives temporal
resolution.16 The wavelet analysis involves a convolution of the waveform with a wavelet shape to
give spectral information that is time-resolved as well. The absolute value of this convolution,
similar to a Fourier transform, may be squared to give the wavelet power spectrum (WPS), which
if averaged over time approximates the autospectrum. Many types of wavelets exist, but for this
chapter the Morlet wavelet is used to mirror previous studies,16 where the wavelet analysis was
used to show the association of high-frequency noise with shock waves and to investigate the near
field of model-scale jet noise for evidence of shock wave origins.16 An example of the wavelet
transform applied to a waveform is shown in Fig. 3.1. The example waveform, of F-35A noise for
150% ETR at 𝑟𝑟 = 76 m and 𝜃𝜃 = 135°, is shown in Fig. 3.1(a) and has multiple shocks visible.
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The corresponding wavelet transform is shown in Fig. 3.1(b). In the WPS an increase in highfrequency energy is visible at times corresponding to rapid increases in pressure. This highfrequency energy in the WPS is indicative of acoustic shocks.
In order to also incorporate the high-frequency energy associated with shocks, Baars and
Tinney16 proposed a metric involving the wavelet transform. This metric, a percent energy gain,
used a shock detection algorithm to find sharp compressive regions of the waveform. Defining
such sharp compressive regions using as a threshold derivative values above 𝜎𝜎𝑝𝑝 /Δ𝑡𝑡, where 𝜎𝜎𝑝𝑝 is

the standard deviation of the pressure waveform and 𝛥𝛥𝛥𝛥 is the time between samples, the algorithm
identified the local waveform minima and maxima before and after these large derivative values
to provide temporal bounds on the shock. Their algorithm then compiled an average spectrum of
the WPS at the identified shocks. The average A-weighted spectrum of the shocks was then
compared with the A-weighted spectrum of the entire waveform to determine the percent increase
in energy due to the presence of shocks. This method has many interesting components, but a few
shortcomings result in behavior that does not agree with expected shock behavior. One potential
flaw in the percent energy gain was the application of the A-weighting to both the WPS and the
waveform spectrum to correlate more closely with human perception. Though the A-weighting
does serve to accentuate many of the highest frequencies, it may not have the desired effect in all
situations. The shock detection algorithm was also shown in their paper16 to be invalid for some
propagation angles, which likely caused anomalous results. In addition, the spectral comparisons
were performed based purely on the WPS, disregarding the number of shocks present in a
waveform. This means that one shock within a 10-s waveform may be given the same emphasis
as a waveform with 100 shocks per second.
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To rectify some of these deficiencies, a new metric is proposed, the shock energy fraction
(SEF). This metric bears many similarities to the percent energy gain but with key differences.
First, this new shock detection threshold is based on 𝜎𝜎𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 , the standard deviation of the waveform
derivative values to emphasize large derivative outliers, common for acoustic shocks, while

minimizing the effects of high-frequency noise that potentially contaminated the shock detection
algorithm used previously. A threshold is set and portions of the waveform with derivative values
above this threshold are considered to be shocks. Rather than compare spectra directly, a new
approach is used that accounts for time in a manner similar to sound exposure level (SEL) 59; both
the WPS and the duration of time associated with the number and length of shocks is used to define
the SEF.
The primary difference in the WPS between the shock-containing portions and the
remaining sections is the prominent presence of high-frequency sound, as seen in Fig. 3.1(b). The
A-weighting applied in Ref. [16] minimized the effects of low-frequency noise, which remains
consistent throughout the waveform and would otherwise dominate the higher-frequency
differences that occur at a much lower decibel level. In contrast, the SEF is defined as an integral,
not over the entire frequency range, but starting at a low-frequency limit. The justification for this
lower-frequency limit can be seen in the coefficient of variation, 𝑐𝑐𝑣𝑣 , shown in Fig. 3.1(c) as a

function of frequency f. This coefficient is the normalized standard deviation of a function, 𝐶𝐶𝑣𝑣 =
𝜎𝜎/𝜇𝜇, where 𝜎𝜎 is the standard deviation and 𝜇𝜇 is the mean value. Though ill-defined for many

acoustics applications due to the abundance of zero-mean processes, 𝐶𝐶𝑣𝑣 can be useful for energybased applications (where explicitly non-negative values can be assumed) to show variation in a

quantity. For the example waveform, 𝐶𝐶𝑣𝑣 is shown to vary little below 1 kHz, and increases more

rapidly above 2 kHz; 𝐶𝐶𝑣𝑣 increases due to the large difference in WPS values between sections of
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the waveform with and without shocks. Using this as motivation, the WPS is integrated only above
2 kHz, roughly 10 times the peak frequency, to show the fraction of high-frequency energy
associated with shock waves present in the waveforms.
With the above considerations, the SEF is defined as
SEF =

∑𝑡𝑡shocks ∑𝑓𝑓𝑓𝑓max =2 kHz WPS 𝛥𝛥𝛥𝛥 𝛥𝛥𝛥𝛥
min

∑𝑡𝑡 ∑𝑓𝑓𝑓𝑓max =2 kHz WPS 𝛥𝛥𝛥𝛥 𝛥𝛥𝛥𝛥
min

.

(3.1)

SEF is bounded between 0 and 1: SEF = 0 means that no high-frequency energy is found in the
shocks, or that no shocks are observed above the detection threshold, and SEF = 1 means that no
high-frequency energy is observed outside of shock-containing regions of the waveforms. The
behavior of SEF is compared to the derivative skewness and the ASF by application to the F-35
jet noise measurements described in Section 3.4.
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Fig. 3.1 An example (a) shock-containing waveform, (b) wavelet transform of the waveform,
and (c) coefficient of variation for each frequency.

3.3 Measurement Details
Setup
The dataset examined in this chapter was collected at Edwards Air Force Base, September
5, 2013. The experiment has been extensively described by James et al.,71 but pertinent details are
given here. Noise measurements were taken as a tethered F-35A was cycled through power settings
ranging from idle to 150% Engine Thrust Request (ETR), or maximum afterburner. Each engine
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condition was measured multiple times throughout the course of measurements. The 235 unique
measurement locations, chosen in accordance with ANSI S12.75,28 represent the largest full-scale
dataset to date, with microphones located as close as 10 m from the shear layer out to 1220 m away
from the microphone array reference position (MARP), located 6.6 m behind the nozzle.
Microphones were arranged in either line arrays parallel to the jet centerline, or in semi-circular
arcs centered at the MARP. As most of the noise generated by supersonic jets is emitted from the
turbulent mixing that occurs behind the jet, the MARP represents a rough estimate of source
location for many frequencies of interest. For arcs at 38 m and beyond, arc spacing of 5° between
microphones was used in the direction of peak radiation, between 120° and 160°.
The microphone locations within 38 m of the aircraft are shown in Fig. 3.2, with the aircraft
also included and shown to scale. Microphone locations beyond 38 m are shown in later plots. In
the areas of maximum acoustic pressure, 6.35 mm (1/4”) microphones were used, with sampling
rates of either 192 kHz or 204.8 kHz. At 305 m, in the forward direction, waveforms were captured
at measurement locations from 0° to 40° and 60° to 80° using sound level meters. The meters
recorded time-history Waveform Audio File Format (wav) files at a sampling rate of 51.2 kHz.
Measurements were conducted between 3:00 and 9:00 AM local time, with temperature varying
between 19.4°C and 23.1°C, relative humidity between 37.6% to 45.7%, and an average wind
speed of 3.3 kts.
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Fig. 3.2 Microphone measurement positions within 38 m of the MARP. The dashed red line
shows the θ = 135° radial.

OASPL
The directivity of jet noise and its dependency upon engine conditions are key features of
jet aircraft noise as shown in Fig. 3.3 for 50%, 75%, and 150%. Microphone locations within 38
m of the MARP are shown in Fig. 3.2, and microphone locations at 76 m, 152 m, and 305 m are
shown as black dots on the plot of the overall sounds pressure level (OASPL) in Fig. 3.3. More
engine conditions may be seen in James et al.71 for the F-35B, which is acoustically similar to the
F-35A shown here. In addition to the increase in OASPL seen at higher engine conditions, a shift
in directivity is also observed. The OASPL peaks at 145° at 50% ETR, whereas the directivity
shifts forward, towards the nose of the aircraft, with increasing engine power. At 75% the OASPL
peaks at 135° from the aircraft nose with the origin at the MARP, while at 150% it peaks at 125°.
In all cases, the far-field decay in OASPL is in line with expectations due to geometric spreading,
though this will be explored further in Section 3.5.
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Fig. 3.3 OASPL near an F-35A at (a) 50% ETR, (b) 75% ETR, and (c) at 150% ETR.

3.4 Evidence of Shock Formation
The shock quantification metrics introduced in Section 3.2 are shown over the entire
measurement aperture in this section. As the data were recorded at each engine condition multiple
times, the average value between datasets is shown here, averaged over five measurements at each
engine condition. The results are shown at 50%, 75%, and 150% ETR. As the nozzle diameter is
on the order of 1 m, the spatial maps extends to roughly 300 nozzle diameters, farther than most
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laboratory-scale measurements,16,92 though some far-field laboratory-scale measurements do
exist.33
Waveform Characteristics
As an introduction to shock formation due to nonlinear propagation, normalized
waveforms are considered (Fig. 3.4), at distances of 19, 29, 38, 76, and 152 m along the 135°
radial, shown as a red line in Fig. 3.2. These waveforms are shown as a function of retarded time
to demonstrate the evolution of waveform features with distance. Significant difference exist
between the waveforms measured at 19 m and 29 m, including small shocks present at 19 m (In
particular between 0.005 and 0.01 s) and other waveform shape issues that are likely due to nearfield propagation effects. However, the significant features in the waveform are largely preserved
from 29 m out to 305 m, and differences can mainly be seen due to nonlinear steepening. The
consistency between 29 m and 305 m indicates that this measurement radial is also a propagation
radial. The most noticeable change occurs near 0.015 s, as the steepened portion of the waveform
forms a distinct shock by 38 m from the MARP. This shock persists all the way out to 305 m,
though it does decay slightly with respect to the rest of the waveform.
Though the largest shock just after 0.015 s is well-defined by 38 m from the MARP,
nonlinear propagation continues to affect the waveform out to 152 m. In particular, smaller
amplitude sections of the waveform, which are clearly not shock-like at 76 m, are significantly
steeper at 152 m (around 0.01 s, for example), though they begin to slightly thicken by 305 m.
Similar behavior was observed in the propagation of noise from another aircraft by Gee et al. 60 for
a lower-power engine condition—the largest features steepen and form shocks by 38 m, but
smaller-amplitude sections of the waveform continue to steepen beyond this distance. These
waveforms show that shock formation within noise does not occur at a specific distance from the
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source but is a continuous process that is dependent on the amplitude and frequency content within
each section of the waveform. To accurately characterize the nonlinear propagation and shock
formation of entire waveforms, it is useful to express the steepness and shock characteristics of an
entire waveform in single-value metrics.

Fig. 3.4 Normalized, time-aligned waveforms at 150% ETR along the 135° radial (Red line in
Fig. 2) at various distances from the MARP.
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One question raised by the visual inspection of the waveforms is how to define and identify
shocks. In periodic signals, a shock wave is often defined based on the rise time of the shock
relative to the period of the signal. However, in noise signals this definition is not valid, and instead
a shock will be defined based on how large a derivative is relative to the distribution of all
derivative values. Because the most important feature of a shock is the rapid rise, a threshold based
on the standard deviation of the derivative, 𝜎𝜎𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 , can be used as a minimum value, above which

the derivative is considered a shock. To better illustrate which features are included in different
shock definitions, the normalized waveforms shown in Fig. 3.4 are shown again in Fig. 3.5 with
specific shocks highlighted. The shocks are color-coded according to the minimum threshold that
they satisfy, i.e., a shock that satisfies the threshold 15𝜎𝜎𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 also satisfies all thresholds below it.
It can be seen that at the closest measurement locations more shocks are present, but that the
majority of shocks are smaller, satisfying the threshold of 3𝜎𝜎𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 or 5𝜎𝜎𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 , while at further

distances such as 152 and 305 m there are fewer shocks, but they are now the most notable features
of the waveform. This may suggest that although nonlinear propagation is the dominant factor
behind waveform steepening in the far field, the mechanisms responsible for the shocks in the near
field may be different. The shocks highlighted in Fig. 3.5 also suggest that while a threshold of
15𝜎𝜎𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 does capture the most significant shocks, it may omit some significant features, and thus
a threshold of 10𝜎𝜎𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 is preferable.
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Fig. 3.5 Shocks in the 150% ETR waveforms from Fig. 3.4, categorized by strength.

While the evolution of the waveform and its time derivative provide evidence of nonlinear
propagation producing shocks in the far field of jet noise, it is difficult to know if the 0.02 s portion
represents the entire waveform. A way to examine the shock content of the entire (30 s) waveform
was introduced by McInerny and Olcmen for rocket launch data.54 In the plots shown Fig. 3.6,
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each subplot represents one waveform from Fig. 3.4. Each waveform is then broken up into
positively-increasing sections. The maximum derivative within each section is plotted on the yaxis against the total pressure increase over the section, 𝛥𝛥𝛥𝛥, on the x axis. In a slight change from
McInerny’s original plots, the results here are shown in a bivariate histogram plot, similar to

Muhlestein, 61 to show not only where derivative values are occurring, but also how many of them
occur. The plots are also normalized according to 𝜎𝜎𝑝𝑝 and 𝜎𝜎𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 to allow for an easy comparison
between relative importance of shocks.

A few guiding lines are present in each of the subplots in Fig. 3.6 to help with
understanding. The dashed black line represents a two-point shock, where the entire rise 𝛥𝛥𝛥𝛥 occurs
between two samples. Though theoretically this should be the limiting case, due to discrete bin
sizes some data points are plotted above this line. For large 𝛥𝛥𝛥𝛥, it is safe to say that a two-point

shock means that the sampling rate is inadequate to accurately characterize shock characteristics.
The red dashed line, which corresponds to the line plotted by McInerny and Olcmen, is a factor of
two lower than the black line and represents a three-point shock. This line is more indicative of
limiting behavior for large shocks due to sampling rate and low-pass filters implemented by a data
acquisition system. Finally, the cyan and green lines represent the expected rise times when shock
behavior is dominated by different regimes of absorption. For the longer rise times associated with
the green line, absorption is characterized by a combination of thermoviscous losses and relaxation
of both nitrogen and oxygen. For shorter rise times (the cyan line) the relaxation of nitrogen can
be neglected. A more detailed explanation of the phenomena can be found in McInerny and
Olcmen’s paper.
There are many features of note in Fig. 3.6 that illustrate the properties of shocks in jet
noise. First, in Fig. 3.6(a), 19 m from the MARP, there are a small number of two-point shocks

64

with a large amplitude 𝛥𝛥𝛥𝛥. These two-point shocks gradually disappear between Fig. 3.6 (a) and
Fig. 3.6(d), but even out to 76 m in Fig. 3.6(d) the largest amplitude 𝛥𝛥𝛥𝛥 are still three-point shocks,

indicating that sampling rate and measurement effects are likely limiting the rise time of these
largest shocks. At 76 m significantly more shocks have formed than were present at closer
distances, as evidenced by the change in color. At 152 m and 305 m the shocks are below the red
dashed line, indicating that sampling rate is likely sufficient for these distances. Another important
behavior is the relative increase of stronger shocks. As near-field shocks disappear and coalesce
at closer distances in Fig. 3.4, the remaining larger features in the far field result in a larger number
of points with 𝛥𝛥𝛥𝛥 > 𝜎𝜎𝑝𝑝 with increasing distance. This is especially apparent in Fig. 3.6(e)-(f),

where there are a large number of larger-amplitude shocks. This behavior illustrates the steepening
of smaller shock features seen in Fig. 3.4 at distances of 152 and 305 m. These features show many
of the behaviors identified in the discussion of Fig. 3.4, but in the context of the entire waveform,
and prepare us for an informed discussion of the metrics introduced in Section 3.2.
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Fig. 3.6 Bivariate histogram plots of pressure increases vs the maximum derivatives at (a) 19
m, (b) 28 m, (c) 38 m, (d) 76 m, (e) 152 m, and (f) 305 m at 150% ETR. Dashed lines indicate
two-point shocks (Black), three-point shocks (red), and expected rise times when shock
behavior is dominated by different regimes of absorption (Cyan and green).
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Derivative Skewness
The presence and strength of the largest acoustics shocks are readily shown by the
derivative skewness, as evident in Fig. 3.7 at 50%, 75%, and 150% ETR. While the angular
resolution of the data is every 5° in the peak radiation direction, the radial distribution in the far
field is still rather coarse, with points at 76, 152, and 305 m. There are likely interpolation effects
that accentuate the dip seen between 152 and 305 m, and more measurements are needed to
precisely characterize the behavior. However, the measured behavior does indicate that at 150%,
the derivative skewness decreases between 76 m and 152 m, then slightly increases between 152
m and 305 m.
The derivative skewness values shown in the near field in Fig. 3.7 are similar to those seen
in other measurements of F-35 variants. Similar values were shown for the F-35B in Ref. [71].
Some differences are seen when comparing the values at 50% and 150% with those reported by
Gee et al.17 for the F-35 AA-1. These differences are largely explained by the differences in
sampling frequencies between the current study (196 or 204.8 kHz) and for the F-35 AA-1 study
(96 kHz). When the waveforms from the current study are resampled the disagreements in large
part disappear. For example, at 10 m from the MARP, the resampled derivative skewness is 5.5,
in agreement with findings of Gee et al. At 38 m the resampled derivative skewness value drops
from 22 to 16, still slightly elevated from the F-35 AA-1 result of 12, but closer.
Derivative skewness values depend on the engine power conditions. The derivative
skewness values at 50%, shown in Fig. 3.7(a), are not indicative of the presence of shocks. The
50% ETR power condition derivative skewness peaks at a value of Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} = 2.5, below the

threshold of ~5 that indicates significant shock content.80 The near-field behavior of derivative
skewness at 75% and 150% ETR differ greatly from that at 50%. Although not clear in the figure,
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at the closest measurement locations to the MARP along the direction of peak OASPL, the
derivative skewness is approximately 7 or 8 for both 75% and 150% ETR. In both cases, the
derivative skewness exceeds 20 at 76 m, and then decreases. This finding is in agreement with the
behavior seen in Fig. 3.4, that the largest shocks are forming by 76 m from the MARP. However,
important differences remain between 75% and 150% ETR. The derivative skewness reaches a
slightly higher value at 150% of 27, compared with 25 at 75%, though this difference is not likely
significant. In addition, higher derivative skewness values persist over longer distances at 150%.
At 305 m, the derivative skewness at 75% has dropped below a value of 10 while it remains above
15 at 150%. Both of these values, while lower than the peak derivative skewness seen at 76 m, still
indicate the presence of significant shocks in the jet’s far field.
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Fig. 3.7 Derivative skewness near an F-35A at (a) 50% ETR, (b) 75% ETR, and (c) 150%
ETR.

Average Steepening Factor
While the derivative skewness accentuates the positive outliers and indicates the presence
of the strongest shocks, the ASF is instead a measure of average behavior and thus, less sensitive
to the less frequent but extremely large derivative values. Similar to the previous plots, at 50%
ETR the low ASF values shown in Fig. 3.8(a) indicate that although the jet noise is steepening
slightly, it does not contain shocks. However, at 75% the ASF (in Fig. 3.8 (b)) reaches values
above 2 in the direction of peak OASPL, indicative of more significantly steepened waves. The
ASF is significantly higher at 150% ETR (in Fig. 3.8(c)), reaching values of 2.5. Since ASF = 1
indicates a symmetric distribution of derivative values, a value of 2.5 is roughly 50% more than a
value of 2. The peak ASF values are seen near the peak OASPL values, occurring at 140°, 130°,
and 120° at 50, 75, and 150% ETR, respectively, echoing the forward shift seen in previously
observed behavior.58
One important clarification is that the behavior of the ASF is highly dependent on the type
of noise being considered. In the analytical paper describing ASF by Muhlestein et al.,13 a value
of 2 was reached by noise in a plane wave tube with a relatively low Gol’dberg number of Γ =

3.3. However, our effective Gol’dberg number is likely higher than the direct comparison would
suggest, based on shocks present in the waveforms and the high derivative skewness values seen.

Significant changes in spatial variation in ASF are seen between the three engine
conditions. At 50%, a slight increase is seen through propagation away from the jet. At 75% the
increase is much more dramatic, peaking at 76 m before decreasing out to 305 m. However, at
150% the ASF continues to increase along propagation radials even out to 305 m. Because the
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ASF represents a linear average of positive derivatives to the linear average of negative derivatives,
it does not accentuate the largest shocks, which cause the derivative skewness to peak at 76 m. The
continually increasing ASF out to 305 m at 150% ETR is due to continued nonlinear propagation,
as seen by comparing the waveforms in Fig. 3.4. The nonlinear effects are evident in continued
shock formation, general waveform steepening, and the persistence of shocks coupled with
dissipation of high-frequency energy not associated with shocks due to atmospheric absorption.
As designed, the ASF indicates the average strength of the shocks relative to the overall signal;
ASF continues to increase with distance as nonlinear propagation effects continue to steepen the
high-amplitude portions of the waveform and atmospheric absorption reduces the loweramplitude, high-frequency portions of the waveform.
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Fig. 3.8 ASF near an F-35A at (a) 50% ETR, (b) 75% ETR, and (c) 150% ETR.

Shock Energy Fraction
If the attenuation of high-frequency energy not associated with shocks is a cause of steadily
increasing ASF values, this should be readily seen in the SEF, since the SEF shows the fraction of
high-frequency energy (Above 2 kHz) associated with shocks. Spatial maps of the SEF are
displayed in Fig. 3.9 at 50%, 75%, and 150% ETR. In Fig. 3.9(a), the low SEF at 50% ETR again
confirms the lack of significant shocks in the waveforms, though the values are non-zero in the
direction of peak OASPL. Similar to the other metrics, a large change in metric behavior is seen
when comparing 50% and 75% ETR. At 75% (Fig. 3.9(b)), the increasing prominence of shocks

71
is evident as the SEF increases with distance to values above 0.1, meaning that the infrequent
shocks contribute more than 10% of the energy above 2 kHz. At 75% ETR the SEF begins to
decrease from 152 to 305m, but in contrast the 150% ETR in Fig. 3.9(c) continues to increase to
305 m, where it reaches values of above 0.12. These values suggest that the acoustic shocks are a
main contributor of high-frequency energy at these distances from the source; high-frequency
energy not associated with the shocks has likely been significantly attenuated due to atmospheric
absorption. This attenuation is also seen when comparing the closest waveforms in Fig. 3.4 with
those measured at farther distances. In addition, the growth in SEF with distance points to the
persistence of nonlinear propagation and continued transfer of energy to higher harmonics. If
nonlinear propagation were negligible, the SEF would remain constant or decrease as highfrequency energy is absorbed at all sections of the waveform equally, similar to 50% ETR.
Therefore, an increase in SEF points to continued nonlinear propagation out to 305 m from the
MARP.
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Fig. 3.9 SEF near an F-35A at (a) 50% ETR, (b) 75% ETR, and (c) 150% ETR.

Spatial Trend Summary
Though the above analyses all point to different aspects of shocks within jet noise, together
they form a cohesive picture of continual nonlinear propagation away from the source of jet noise.
At 150% ETR, all of the metrics suggest that the strongest shocks are not present immediately at
the source but form through nonlinear propagation. The derivative skewness, emphasizing the
largest positive outliers, peaks near 76 m, at which point the largest shocks have formed and begin
decaying. However, because a noise signal is a complicated amalgamation of various frequencies
rather than a simple sinusoid, shock formation is not limited to a particular spatial range. Though
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the largest shocks form by 152 m, overall waveform steepening and smaller shock formation
continues to drive an increase in values of ASF. In addition, the rise in ASF is attributable to the
decay in lower-amplitude, high-frequency energy not associated with shocks due to atmospheric
absorption. This increase in the relative prominence of the shocks is also seen in the growth of
SEF with distance. The evolution of these nonlinearity metrics over this large spatial aperture
provides conclusive evidence that although some shocks exist in the near field of the jet noise
source, the strongest acoustic shocks form by 76 m and nonlinear propagation persists out to at
least 305 m from the MARP.

3.5 Nonlinearity Metrics Along Radials
Though the spatial maps presented in Section 3.4 are an efficient way to highlight trends
associated with directivity and distance, there are advantages in considering propagation along
individual measurement radials. Radial comparisons provide an easier way to see trends across
engine conditions and show metric values at specific points without interpolation effects. Such
comparisons allow for inspection of specific features, such as the dip in derivative skewness seen
in Fig. 3.7, as well as a more quantitative comparison of values between engine conditions.
Presented in this section are plots of the metrics considered in Section 3.4 as a function of distance
along a single radial. These metric values are not from a single measurement, but an average of
measurements throughout the experiment. The metric values are compared across engine condition
and angle to establish and reinforce trends seen in the spatial maps, including the growth of the
shocks near the jet source and continued shock formation and propagation into the far field.
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Comparison Across ETR
This section presents plots of the various metrics as a function of 𝑟𝑟 for the same three

engine conditions shown above. At each engine condition, the selected radial displayed
corresponds to the angle in the 305 m arc at which the greatest OASPL is measured: 145°, 135°,
and 125° at 50%, 75%, and 150% ETR respectively. The different radials account for the
differences in the location of data points in the plots of derivative skewness, ASF and SEF shown
in Fig. 3.10, as well as the OASPL in Fig. 3.10(a). Results shown are from one 30-second
measurement at each engine condition, but are representative of results and trends across the entire
two-day measurement.
The derivative skewness displayed in Fig. 3.7 shows a marked peak at 76 m across all
engine conditions. When each radial is inspected individually, as in Fig. 3.10(b), the same behavior
is observed. Although the derivative skewness values at 50% do not suggest the presence of
significant shocks, the 75% derivative skewness peaks at 76 m with a value of 20. After this point
the derivative skewness decreases to 12 at 152 m and further decreases to 10 at 305 m. In contrast,
the 150% derivative skewness peaks at 76 m with a value of 28, decreases to a value of 15 at 152
m, then rises again to 18 at 305 m. The large decrease between 76 m and 152 m is likely due to a
combination of effects, including propagation through a refracting, turbulent atmosphere, and the
presence of vegetation in the propagation path.71 The slight increase between 152 m and 305m
again points to the importance of nonlinear propagation in the far field, and this dip in derivative
skewness will be investigated further in Section 3.5.2. Though the derivative skewness does not
indicate the precise cause of the increase between 152 m and 305 m, three effects of nonlinear
propagation are probably responsible: shock formation, waveform steepening without forming
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distinct shocks, and the reduction in high-frequency noise not associated with shocks. A
combination of these effects results in the increase in derivative skewness at 150% ETR.
Many of the trends observed in the plots of the derivative skewness are again reinforced
when considering the ASF. As shown in Fig. 3.10(c), the ASF peaks for 50% and 75% ETR at 76
m, similar to the derivative skewness. And, similar to the derivative skewness, the ASF at 75%
ETR decreases consistently after 76 m, which is different than the behavior seen at 150%. The
ASF at 150% ETR continues increasing with distance, from a value of 2.2 at 76 m to a value of
2.5 at 305 m. This continued increase with distance again points to nonlinear propagation in the
far field of military jet aircraft.
The continued increase of ASF out to 305 m is in part due to absorption of high-frequency
noise not associated with acoustic shocks. At closer distances, this “background” high-frequency
noise creates large positive and negative derivatives that lower both the derivative skewness and
ASF below what examination of the shock content in the waveform suggests. However, as this
lower-amplitude high-frequency energy propagates and is attenuated through atmospheric
absorption, the remaining shocks are accentuated in both the derivative skewness and the ASF.
The attenuation of high-frequency energy is also apparent in plots of the SEF, shown in
Fig. 3.10(d). The SEF at 50% remains more or less constant, while at 75% and 150% SEF grows
with distance to 152 m. At 75%, SEF decreases slightly from 152 m to 305 m; this decrease is
associated with a decrease in the number of shocks. However, at 150% the SEF is, similar to the
ASF in Fig. 3.10(c), increasing with distance out to 305 m, confirming the reduction in highfrequency energy not associated with shocks. One point to mention is that the SEF is higher at
most distances for 75% than 150%, indicating that the shocks are more significant in terms of highfrequency contribution. This is likely due to a combination of effects, including different
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directivity at the two engine conditions, the number of shocks, and different spectral content.
Though the derivative skewness and ASF indicate that shocks are stronger at 150% than at 75%,
the SEF informs us that the shocks at 75% contribute more to the high-frequency content of the
entire waveform at 152 m and closer.

77

Fig. 3.10 The (a) OASPL, (b) derivative skewness, (c) ASF, and (d) SEF along the peak
radiation angle at 50%, 75%, and 150% ETR

Angular Dependence of Nonlinearity Metrics
Some of the behavior seen in the line plots of nonlinearity metrics—In particular the fall
and subsequent rise in derivative skewness seen in Fig. 3.10—raise the question as to whether the
spatial trends are physical or merely the result of a single microphone with a poor response or
signal-to-noise ratio. To show that the trends observed in Section 3.5.1 are physical, the metrics
are plotted for various angles at 150% ETR in Fig. 3.11; the OASPL, derivative skewness, ASF,
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and SEF are plotted as a function of r for the microphones along the 120°, 130°, 140°, and 150°
radials.
The OASPL shown in Fig. 3.11(a) decays close to the rate expected due to spherical
spreading. This rate, 20 dB/decade or 6 dB/doubling of distance, is seen between most points.
However, there is one discrepancy: all radials decrease by 8-9 dB between 76 m and 152 m.
Between these distances some vegetation could have contributed to a greater than expected decay
in OASPL, and it is likely that it is also in part due to meteorological effects. Between 152 m and
305 m the decay is again roughly equal to 6 dB across all radials.
The slight increase in derivative skewness between 152 and 305 m observed in Section
3.5.1 is shown in Fig. 3.11 to occur across multiple angles. The derivative skewness, shown in Fig.
3.11(b), does experience a large decrease between 76 m and 152 m, likely associated with the
greater than expected decrease in OASPL. However, between 152 m and 305 m the derivative
skewness either remains constant or increases across all angles in question. This points to the
likelihood that past 152 m there is continued steepening and nonlinear propagation continues to
play an important role.
The ASF and SEF again confirm this continued waveform steepening and importance of
nonlinear propagation into the far field of the jet noise source. Across all angles, the ASF and SEF
continue to increase out to 305 m. Because they are not as sensitive to large outliers, they do not
experience the decrease between 76 m and 152 m seen in the derivative skewness but rather
emphasize the continued steepening and presence of high-frequency energy associated with
nonlinear propagation.
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Fig. 3.11 The (a) OASPL, (b) derivative skewness, (c) ASF, and (d) SEF at 150% ETR along
radials from 120° to 150°.

SEF and Shock Thresholds
One last point to investigate is how the behavior of the SEF changes with the definition of
shock thresholds. As more or fewer sections of the waveform are identified as shocks, how does
the WPS associated with shocks change? This question is answered in Fig. 3.12, where the SEF at
150% along 135° is plotted for various thresholds, ranging from 3𝜎𝜎𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 to 15𝜎𝜎𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 . Though the

SEF for higher thresholds is predictably lower as fewer points are included, the same general trends
apply in all cases. The SEF continues to increase out to 305 m in all cases, with the exception of
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15𝜎𝜎𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 , which peaks at 76 m. This serves as evidence that even though the amplitude of the SEF
may vary with threshold, the trends remain that out to 305 m shocks become relatively more
important in terms of high-frequency content.

Fig. 3.12 The SEF at an ETR of 150% and 135° as a function of distance for various shock
thresholds.

3.6 Conclusions
The various nonlinearity metrics considered in this chapter point to the conclusion that
nonlinear propagation is an important factor in the near, mid, and far-field environments of military
jet noise. Though some significant shocks exist at the closest measurement locations at a distance
of roughly 10 m, the waveforms steepen and form shocks through nonlinear propagation. The
derivative skewness indicates that the strongest shocks form by 76 m, then slightly thicken at
greater distances. The continued growth of ASF points to nonlinear propagation out to at least 305
m, likely due to the persistent steepening of smaller features in the noise. The wavelet-base metric
SEF appears to be a useful nonlinearity metric showing the relative importance of shocks in high-
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frequency energy. For the F-35, the increase in SEF with distance indicates that high-frequency
energy not associated with shocks is attenuated through linear atmospheric absorption. The relative
importance of shocks for high-frequency energy remains independent of shock threshold. These
analyses show that the far-field features of jet noise are formed primarily through nonlinear
propagation.
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Characterizing acoustic shocks in highperformance jet aircraft flyover noise
4.1 Introduction
Community annoyance of military aircraft noise is due not only to the high sound levels
associated with high-performance jet noise but may also be influenced by its sound quality. One
component of the noise, crackle,10 is the perception of acoustic shocks within the waveform. 62 Due
to nonlinear propagation, these shocks and the high-frequency energy associated with them persist
to distances greater than expected under linear assumptions.18,2 The nonlinear propagation of jet
noise serves to steepen the waveform and form shocks, even well away from the source. Nonlinear
propagation was originally identified as an explanation for the lack of atmospheric absorption in
far-field full-scale jet data21,63 and has since been confirmed through numerical modeling. 64
Modeling efforts have shown the effects of nonlinear propagation in both the temporal19,65,66 and
frequency 67,68 domains.
Many of the attempts to quantify the effects of nonlinear propagation in jet noise
waveforms have revolved around statistical quantities. When the phenomenon of crackle was first
discussed by Ffowcs Williams et al.,10 the skewness of the pressure waveform was proposed as a
metric indicating the presence of crackle, a measure that is still in use today. 69,70 However, since
crackle is associated with the presence of shock waves, which have large positive derivative values,
more recent work has shown that the skewness of the first time derivative of the pressure
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waveform, or derivative skewness, is more connected to the presence of shock waves and
crackle.12,48 The derivative skewness has since been used to show the steepened nature of
nonlinearly propagated jet noise.16,34 Other quantities, such as the average steepening factor
(ASF49,50) or frequency-based metrics have also been used to quantify nonlinear effects. 19,21 Most
of these studies utilize data collected in static jets or ground run-ups with a tethered aircraft. 71,72
Forward flight can significantly change the noise source, but the impact of flight effects is
not completely understood, in particular with regards to nonlinear propagation. Several significant
studies have compared jet noise measured during flyover operations with ground run-ups or labscale tests. As early as the 1970s, spectra were measured during flyover events, 73 and later noise
predictions were made based on static measurements. 74 Krothapalli et al. 75 subsequently
performed model-scale tests in a wind tunnel to simulate forward flight of a heated supersonic jet
and found the wind caused changes in far-field noise. Schlinker et al. 76 performed similar tests
with installed chevrons to observe noise reduction. In recent full-scale work regarding flyover
measurements, Seiner et al. 77 used a linear array of microphones to obtain narrowband spectra and
validate noise predictions for F-18 flyover operations. In more recent work, Michel 78 analytically
predicted the effects of forward flight on mixing noise, resulting in an increase in level due to
“stretching of the flow field of the jet.”
Fewer analyses exist examining the nonlinear characteristics of jet noise while in flight.21,79
McInerny et al.27 used a combination of time-domain and spectral methods to inspect flyover data
for evidence of nonlinear propagation and to investigate effects of microphone height from ground
level up to 11.9 m (39 ft) above ground level. They concluded that characteristics indicative of
nonlinear propagation are seen in flyover data, and that microphones should be placed off the
ground to ensure cleaner measurements.
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This chapter considers the nonlinear propagation of jet noise produced by an F-35 aircraft
during flyover operations. The analyses begin by considering spectra, waveforms, derivatives, and
their probability density functions (PDFs) at low and high-power engine conditions. Various timedomain nonlinearity metrics are calculated for individual waveforms over multiple measurement
conditions, showing time-domain evidence of nonlinear propagation at high-power conditions.
Behavior of these metrics as a function of microphone size and height and sampling rate show that
these measurement parameters impact the various metrics differently. Recommendations are given
for future measurements and recommendations are made for standard practices28 for highperformance military jet noise measurements.

4.2 Nonlinearity Metrics
To discuss nonlinearity and shock formation for noise waveforms, the behavior of the
entire waveform must be taken into account. To gauge overall waveform behavior, metrics are
often based on the probability distribution function (PDF) of the waveform or its derivative. 12,19,40
Two such metrics are used in this analysis: the skewness of the first time derivative of the pressure
waveform, also known as the derivative skewness, and the average steepening factor (ASF).
The skewness of a distribution expresses asymmetry of the PDF and accentuates outliers
due to the cubed nature of the numerator. The skewness of a zero-mean variable 𝑥𝑥 is defined as
Sk{𝑥𝑥} =

𝐸𝐸[𝑥𝑥 3 ]

3

𝐸𝐸[𝑥𝑥 2 ]2

(4.1)
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where 𝐸𝐸[𝑥𝑥] represents the expectation value of 𝑥𝑥. A skewness value of zero represents a symmetric
distribution, while a positive number indicates the presence of a higher number of large positive

values than negative. The skewness of the pressure waveform was initially used to quantify
crackle, an auditory phenomenon associated with shock waves within jet noise.10 However, to
quantify shocks themselves it is more useful to use the derivative skewness, which refers to the
skewness of the PDF of the first time derivative of the waveform. and expresses an asymmetry in
derivative values. The derivative skewness accentuates the large derivatives (rapid pressure
increases) associated with shock waves and is indicative of shocks forming due to nonlinear
propagation.48 It has been shown that a derivative skewness value greater than five is indicative of
significant shocks within a waveform. 80
The ASF13 is also based on derivative values and defined as the average value of the
positive derivatives over the average value of the negative derivatives:
ASF{𝑝𝑝} =

𝐸𝐸[𝑝𝑝̇ + ]
.
𝐸𝐸[𝑝𝑝̇ − ]

(4.2)

The ASF, which is an inverse of the previously used WSF,15 is a linear average of derivative values,
which makes it less sensitive to outliers than the derivative skewness, and thus better represents
average behavior. An ASF value of one represents a waveform with no significant steepening,
while a value above one represents some nonlinear steepening.13 It has been shown that for jet
noise, both full-scale 81 and model-scale,16 that an ASF value between 1.5 and 2 is indicative of the
presence of shocks, with a value approaching two suggesting significant shock content (See
Section 3.2.2).
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4.3 Flyover Measurement Setup
The dataset considered was part of a larger measurement of F-35 flyover events at Edwards
Air Force Base in 2013. The data shown are from the F-35A but are representative of the F-35B
as well. 82 The F-35A flew between two cranes, one located 305 m (1000 ft) north of the flight
path, and one located 305 m (1000 ft) to the south. Flights were performed at several engine
conditions, ranging from 15% engine thrust request (ETR) to 150% ETR. The height of the aircraft
varied during each measurement, with some constant altitude flights at 76, 152, and 305 m (250,
500, and 1000 ft) and other flights with the aircraft climbing to maintain constant velocity at high
engine power conditions.
Measurements were performed according to ANSI S12.75,28 which outlines procedures for
full-scale military aircraft noise measurements in both static and flyover cases. While this standard
involves calculating directivity of the noise and requires microphones at various locations, one of
the purposes of this chapter is to highlight possible variations due to measurement considerations.
The measurement involved microphones of different sizes, heights and locations around the
aircraft. However, at the north tower redundant ½” and ¼” microphones were placed at several
heights between 0 and 91 m, giving an ideal comparison. Thus, to reduce other variations and
highlight the differences in question, this chapter concentrates on microphones from the north
crane, located 305 m (1000 ft) from the flight path of the aircraft. G.R.A.S. prepolarized pressure
microphones were suspended at various heights from a caving ladder hanging off the crane, as
shown in Fig. 4.1. All microphones were pointed directly up, giving a nearly perpendicular angle
of incidence (±15°) as the aircraft flew by at a height of 76 m (250 ft), ideal for measurements
with pressure microphones to ensure accurate estimation of shock amplitude. 83 At several heights,
specifically 0, 9.1, 30.5, 61.0, and 91.4 m (0, 30, 100, 200 and 300 ft), two microphones were
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placed side by side, roughly 0.13 m (6”) apart. The two microphones consisted of one 40BD 6.35
mm (¼”) microphone 84 with a 26CB preamplifier and one 46AO 12.7 mm (½”) microphone. 85
The 40BD microphones have a flat frequency response within 2 dB up to 70 kHz and the 46AO
microphones up to 20 kHz. Though wind speeds were low (4 knots or less) during flyover events
the ½” microphones had wind screens placed on them. Temperatures during the measurement
ranged from 16.3°C to 34.6°C. Relative humidity ranged from 17.3% to 37.7%, while atmospheric
pressure remained nearly constant at 0.92 atm.

Fig. 4.1 An F-35 flying between two cranes, each located 305 m (1000 ft) from the flight path
of the aircraft. Microphones were hung from the 91.4 m cranes at multiple heights, with five
heights having redundant ½” and ¼” microphones.

4.4 Characterizing Nonlinearity in Flyover Waveforms
Evidence of nonlinear propagation can be found in individual waveform segments as well
as statistical measures that represent the entire event. In the following sections, evidence for
nonlinear propagation is found by comparing waveforms and their derivatives between engine
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conditions. The presence of shock waves in the waveforms themselves is shown, as well as
statistical measures indicating the overall steepness of the waveforms. Waveforms and statistics
are compared for both low and high-power operating conditions. The comparison is presented for
a ¼” microphone located 91 m (300 ft) above the ground. The distance from this microphone to
the aircraft, 𝑟𝑟(𝑡𝑡), and the angle of the microphone relative to the nose of the aircraft, 𝜃𝜃, are shown

for example flyover events in Fig. 4.2. The aircraft position is plotted relative to the time 𝑡𝑡, with
𝑡𝑡 = 0 representing the point of closest approach between the aircraft and microphone. For both the
low and high-power cases the aircraft was flying 76 m (250 ft) above ground level, giving a point
of closest approach of roughly 305 m.
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Fig. 4.2 The distance from the microphone to the aircraft r(t) and angle of the microphone
relative to the nose of the aircraft θ(t); for example flyover events at (a) 55% ETR and (b)
150% ETR. This microphone was located 91.4 m above ground level, hung from a crane
located 305 m north of the flight path of the aircraft.

Waveforms and spectra
A comparison of characteristics of waveforms measured at various engine thrust request
(ETR) settings allows for a clear indication of nonlinear behavior. A sample of each waveform at
the time of maximum overall sound pressure level (OASPL) is shown in Fig. 4.3(a) for 55% ETR
and in Fig. 4.3(b) for 150% ETR. The peak pressures increase by nearly a factor of ten from the
55% ETR case to 150% ETR case. In addition to the increase in pressure, sharp compressive pulses
are seen for 150% ETR: the pressure increases dramatically over a short period of time. These
steepened sections of the waveform are shocks, sharp increases in pressure occurring over a period
on the order of tens of microseconds. Shocks have a significant impact on the spectrum, shown in
Fig. 4.3(c), calculated over the 0.5-s block containing the maximum OASPL. At this distance, over
300 m from the aircraft, atmospheric absorption at high frequencies has a large effect. This is
evident at 55% ETR, as the high-frequency levels decrease exponentially above 1 kHz. However,
at 150% ETR, the spectral shape has changed dramatically. Although the spectrum peaks at

90

roughly the same frequency as at 55% ETR, the same high-frequency roll-off is not observed. This
apparent lack of atmospheric absorption is what initially led Pernet and Payne,2 and later Morfey
and Howell,21 to suspect that nonlinear propagation had a significant spectral effect on jet noise.

Fig. 4.3 Waveforms from (a) 55% ETR and (b) 150% ETR and (c) the spectra from each.
Sharp compressions, or shock waves, are seen in the high-power waveform and produce the
relative increase in high-frequency content.

Flyover waveforms
Although individual shocks at over 300 m from the aircraft show the steepened nature of
flyover waveforms, characteristics of the entire waveform are needed to gauge overall trends. The
waveform from the entire 55% ETR flyover event, its time derivative, and their respective
probability density functions are shown in Fig. 4.4, for the same microphone used in Fig. 4.3. The
pressure waveform is shown in Fig. 4.4(a), with the 6-dB down region highlighted in red. (The 6-
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dB down region contains the times when the rms level is within 6 dB of the peak rms level.) At
this distance and low engine power, the pressure peaks near 10 Pa, with a symmetric distribution
centered around 0 Pa. The time derivative of the waveform, shown in Fig. 4.4(c), appears skewed,
with negative values reaching -20kPa/s and positive values reaching approximately 35 kPa/s. The
difference between these two distributions is more obviously seen in the plots of the probability
density function 86 (PDF) of the 6-dB down portion of the waveform and its derivative, shown in
Fig. 4.4(b) and (d), respectively. These plots are shown with respect to 𝜎𝜎𝑝𝑝 and 𝜎𝜎𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 , the standard

deviation of the pressure waveform and its derivative, respectively. While the PDF of the pressure
waveform is roughly symmetric about 0, the PDF of the derivative shows larger positive
derivatives than negative. Though the slightly skewed PDF of the derivative suggests that
waveforms are steepened, the difference between positive and negative derivative values is not
large enough to suggest the presence of acoustic shocks, as is confirmed by a derivative skewness
value of less than 1.80
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Fig. 4.4 (a) The waveform measured at a location 305 m away from an F-35A flying at 55%
ETR at 76.2 above the ground. (b) The PDF of the 6-dB down portion of the waveform, shown
as a function of the pressure standard deviation σ. (c) The time derivative of the waveform.
(d) The PDF of the derivatives from the 6-dB down portion of the waveform as a function of
the derivative standard deviation σ∂p/∂t.

Contrasting waveforms between different engine conditions confirms the presence of
nonlinear propagation at high-power engine settings. Another waveform from the same
microphone as Fig. 4.4 is shown in Fig. 4.5, but with the aircraft operating at 150% ETR instead
of 55%. At 150% ETR, the pressure waveform amplitude reaches values more than five times that
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of the lower power setting, over 50 Pa, but the starkest difference is in the derivative values. The
greatest positive derivative values peak at 2 MPa/s, and although the pressure waveform PDF
shown in Fig. 4.5(b) is still nearly symmetric about 0 Pa as in far-field ground run-up
measurements, 87 the PDF of the waveform derivative shows a much higher positive asymmetry,
with some positive derivative values reaching over 100 standard deviations.
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Fig. 4.5 (a) The waveform measured at a location 305 m away from an F-35A flying at 150%
ETR at 76.2 m above the ground. (b) The PDF of the 6-dB down portion of the waveform. (c)
The time derivative of the waveform. (d) The PDF of the derivatives from the 6-dB down
portion of the waveform.

Metrics Characterizing Nonlinear Propagation
The quantities discussed in Section 4.2—the derivative skewness and ASF—are calculated
along with OASPL from the 0.5 s blocks of the waveforms shown in Fig. 4.4 and Fig. 4.5. These
statistics are investigated as a function of time, with 80% overlap between blocks, and are shown
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in Fig. 4.6 for 55% ETR. Fig. 4.6(a) shows the OASPL as a function of time, with the OASPL
peaking shortly after the aircraft passes over. The derivative skewness and ASF of Fig. 4.6(b) and
(c), respectively, both peak within this 6-dB down region, indicating steepened waveforms. The
low value of the peak of the derivative skewness at Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} = 0.8 indicates that the waveform
is steepened but does not contain significant shocks.80 The peak ASF value of 1.22 confirms this

assessment, suggesting steepened waveforms but not the presence of shocks throughout the 6-dB
down region of the waveform. Thus, for this low-power case at 55% ETR, most of the statistics
confirm conclusions drawn from the waveform and its PDF. Fig. 4.6(d) shows the position of the
aircraft as a function of time, including both the distance 𝑟𝑟(𝑡𝑡) and the angle of the microphone

with respect to the aircraft nose, 𝜃𝜃(𝑡𝑡). The OASPL, derivative skewness, and ASF all peak shortly

after the point of closest approach, at an angle of approximately 140° due to the directivity of the
jet noise source.
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Fig. 4.6 Statistics of the 55% ETR flyover waveform shown in Fig. 4.4(a), specifically the (a)
OASPL, (b) derivative skewness, (c) ASF, and (d) the distance from the aircraft to the
microphone, r(t) and the angle of the microphone relative to the aircraft nose, θ(t). The 6-dB
down region is highlighted in parts (a)-(c).

In contrast with the lower-power case, high-power flight results in the presence of acoustic
shocks. Fig. 4.7 shows statistics of the waveform from Fig. 4.5, when the aircraft is operating at
150% ETR. The derivative skewness in Fig. 4.7(b) reaches much higher values during this event,
up to 𝑆𝑆𝑆𝑆{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} = 14.3, indicating the presence of significant shocks, even at 305 m from the

aircraft flight path. The ASF also shows a higher peak in Fig. 4.7(c), with a value of 2.4 for the
high-power case, indicative of significant shock content, versus 1.22 for the low-power case. Since
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the ASF is a ratio of positive derivatives to negative, a Gaussian waveform has an ASF of 1,
meaning an ASF of 2.4 is much steeper than an ASF of 1.22. Also of note is the fact that the ASF
peaks before the derivative skewness, meaning slightly closer in the forward direction relative to
the nose of the aircraft; while the OASPL peaks when the microphone is at 115° from the nose of
the aircraft, the ASF peaks at 122° and the derivative skewness at 130°. The relative angles
between the peaks of the statistical metrics agree with previous findings from ground run-up
analysis that the ASF peaks more in the forward direction than the derivative skewness, but these
angles are roughly 10° more in the forward direction compared to ground run-up data.19
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Fig. 4.7 Statistics of the 150% ETR flyover waveform in Fig. 4.5(a), specifically the (a) OASPL,
(b) derivative skewness, (c) ASF, and (d) the distance from the aircraft to the microphone, r(t)
and the angle of the microphone relative to the aircraft nose, θ(t). The 6-dB down region is
highlighted in parts (a)-(c).

This comparison between waveforms from the low and high-power engine conditions
reveals a fundamental change in characteristics of the noise as engine power increases. The sharp,
compressive shocks present at 150% ETR are noticeably absent at 55%. This analysis, which helps
show nonlinear steepening as the source of high-frequency energy at large distance from the
source, points to the importance of nonlinear propagation effects in the far field of flyover
measurements.
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4.5 Data Analysis
While the two waveforms examined in detail above provide a basis of discussion for
nonlinear characteristics in flyover waveforms, a larger dataset is needed to establish more general
trends. The following sections examine the OASPL, derivative skewness, and ASF from the entire
course of measurements, featuring 5-6 flyover events each at 40, 55, 75, 100, and 150% ETR.
Statistics are considered from microphones of different sizes, sampling rates, and heights. To
present data from all of these conditions, statistics shown are calculated from the 6-dB down region
of each waveform.
Engine Condition
A relatively well-known but important conclusion from the waveform discussion above is
that the OASPL increases for higher-power operating conditions. The low-power case had a
maximum OASPL of 100 dB, and the high-power case reached a maximum of 120 dB. As was
also observed, the higher OASPL also results in an increase in nonlinear propagation and the
presence of shocks at large distances away from the aircraft. A connection was made between
nonlinear propagation and an increase in high-frequency energy in Fig. 4.3 for two example
waveforms. This effect is shown for all spectra from flyover events at engine conditions ranging
from 40% ETR to 150% ETR in Fig. 4.8. Microphone heights ranged from 0 to 91 m and there
were 5-6 flyover events at each engine condition. Individual spectra are shown for each engine
condition as thin, lighter lines, while thicker darker lines represent the energetic average from each
ETR. Of particular note is the slope of the high-frequency spectrum, in particular from 2-6 kHz,
which decreases steadily with increasing engine condition, from -70 dB/decade at 40 and 55%
ETR to -39 dB/decade at 75%, -31 dB/decade at 100%, and only -21 dB/decade at 150% ETR.
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This change in high-frequency energy, at distances of over 300 m from the source, shows that with
increasing thrust comes an increase in nonlinear effects in the frequency range.

Fig. 4.8 Spectra from the north tower at varying engine condition. Spectra from individual
waveforms are shown in lighter lines, while the average at each engine condition is shown in a
thicker, darker line.

The increase in nonlinear effects with higher engine power is also shown by comparing
nonlinearity metrics. The relationship between the increase in OASPL and increases in the
nonlinearity metrics can be seen in Fig. 4.9. The derivative skewness, shown in Fig. 4.9(a), and
the ASF, in Fig. 4.9(b), are plotted with respect to the OASPL, with statistics calculated from the
6-dB down region of the waveform. A clear trend is seen with increasing OASPL, as both metrics
tend to increase. The increase in derivative skewness with OASPL appears almost exponential,
with much larger values at 150% ETR than at 100% or below. At 100% and below, derivative
skewness values are all below 5. These lower values indicate that significant shocks are not present
at this location at 100% ETR and lower.80 Interestingly, a wide spread of values is observed at
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150% ETR, with derivative skewness ranging from 5 to 25. This large range of values could be
due to multiple factors, including variations in distance from the aircraft to the microphone,
changing weather conditions, a turbulent atmosphere changing shock characteristics, 88,89 natural
variation due to the small sample size over which the statistics are calculated, and various
measurement considerations. It should be noted that the cluster of data points above 120 dB are
ground microphones, which have a higher OASPL due to pressure doubling with the ground
reflection. However, in all cases the derivative skewness at 150% exceeds the values seen at lower
ETR conditions, suggesting that the most significant shocks are likely to be found when the aircraft
is operating at afterburner.
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Fig. 4.9 Nonlinearity metrics of waveforms recorded from different flyovers on microphones
of different size, specifically the (a) derivative skewness, and (b) ASF. Statistics are calculated
from the 6-dB down region of each waveform. The level and derivative skewness values
increase with engine condition, and a large spread in derivative skewness values is seen at
150% ETR.

Microphone size
The high-frequency energy associated with acoustic shocks may be affected by the
frequency response of differently sized microphones.28,83 For this investigation, waveforms at
150% ETR from two microphones placed 6” from each other, one ½” diameter and the other ¼”,
allow for an easy comparison between similar waveforms. The similarity between the two
microphones is seen in Fig. 4.10(a), where the waveforms from a ¼” microphone (same as shown
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in Fig. 4.4(a)) and its neighboring ½” microphone are plotted. The waveforms nearly overlay each
other, and the PDFs of the pressure waveforms in Fig. 4.10(b) are nearly identical. This shows that
for pressure or level-based measurements, the two microphones are essentially equivalent.
However, small differences in the waveforms have a more noticeable impact on a few of the time
derivative values in Fig. 4.10(c), and the PDFs of the waveform derivatives in Fig. 4.10(d) show
differences for the largest derivative values. The waveform from the ¼” microphone exhibits
higher derivative values, with some derivative values over 100 𝜎𝜎𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 , while the highest derivative

values from the waveform from the ½” microphone are at 80𝜎𝜎𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 . The presence of larger
derivatives in the ¼” microphone show that the largest derivative values associated with acoustic
shocks may be underestimated by larger microphones.
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Fig. 4.10 Comparison of (a) a portion of the waveforms, (b) the PDF of the 6-dB down portion
of the waveform, (c) the waveform derivatives, and (d) the PDF of the 6-dB down portion of
the derivatives from microphones at the same location. The aircraft was operating at 150%
ETR.

Differences in the waveforms due to microphone size also affect nonlinearity indicators.
To quantify the effect of microphone size, statistics from ¼” and ½” microphones are shown in
Fig. 4.11 as a function of OASPL for multiple flyover tests at engine powers ranging from 15% to
150% ETR, with more than 10 repetitions at each ETR condition. Microphones were included
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from five heights ranging from 0 m to 91.4 m. Although this gives a slight difference in distance
between microphones, the largest difference in distance between the microphone at 91.4 m and the
microphone at ground level is less than 9 m when the aircraft is flying at 76 m above ground.
Statistics are calculated for the 6-dB down region for each microphone and flyover event. Fig.
4.11(b) shows that the derivative skewness measured by the ½” microphone is limited to a value
of about 10 while those for the ¼” microphone tend to reach 15 (the small differences seen in the
PDF of the derivative in Fig. 4.10(d) result in higher values for the derivative skewness, which
accentuates the presence of outliers). At the highest engine power conditions, near 120 dB OASPL,
derivative skewness values peak at 12.5 for the ½” microphones, while the derivative skewness
values from the ¼” microphones reach up to 25. Thus, ¼” microphones (or smaller) should be
used to measure high-power jet noise or if the source has a higher peak frequency, as is the case
in model-scale jet noise, and in that case rise time is still likely to be limited by transducer size
when using ¼” microphones.
It is interesting to note that the difference in microphone size does not appear to affect the
ASF, shown in Fig. 4.11(c). The ASF is a linear average of derivative values, while the derivative
skewness is raised to the third power and accentuates the largest derivative values. Therefore,
microphone size may be less important if ASF is used to quantify waveform steepness.
The derivative skewness values shown in Fig. 4.11(a) represent a wide range of values that
make a comparison between microphone sizes difficult to quantify. The difference in values is
much easier to see when the derivative skewness values are fit to a curve. In this case a simple
exponential fit is used because it accurately captures the behavior. Two fits were found, one from
data recorded using the ½” microphones, and one from the data recorded using ¼” microphones,
and plotted on top of the original data in Fig. 4.11(c). Though there is a wide spread of values for

106

OASPL > 115, the curve portrays a reasonable average behavior. The two curves are nearly
identical below 110 dB, but above this level, which corresponds to the aircraft operating at 150%
ETR, they diverge slightly. This difference, while not large, shows that microphone size has a
measureable effect on the measurement of high derivative values.
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Fig. 4.11 Nonlinearity metrics of waveforms recorded from different flyovers on microphones
of different size, specifically the (a) derivative skewness, and (b) ASF. Statistics are calculated
from the 6-dB down region of each waveform. (c) The data for each microphone size are fit to
curves overlaid on top of the data points.
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Sampling Frequency
An important measurement detail that can have a significant impact on the estimation of
nonlinearity indicators is sampling frequency. An inadequate sampling frequency not only limits
bandwidth, but it also enforces a minimum resolvable rise time that may be insufficient to
accurately gauge the nature of some acoustic shocks. To investigate the effects of sampling rate
on derivative skewness, the 6-dB down regions of the high and low-power waveforms from Fig.
4.4(a) and Fig. 4.5(a) have been downsampled to lower sampling rates. The derivative skewness
of the resampled waveforms is shown in Fig. 4.12(a) as a function of the new sampling rate. The
55% ETR case, where the waveform has slightly steepened but contains no significant shocks, was
originally sampled at 102.4 kHz while the 150% ETR case was sampled at 204.8 kHz. The lowpower measurement, despite the lower sampling rate, accurately captures the steepened nature of
the noise, as evidenced by the fact that resampling yields very little change in derivative skewness
until the sampling rate is below 20 kHz. The high-power measurement shows some change even
as the sampling rate is lowered from 200 kHz to 100 kHz, as the derivative skewness drops from
8.6 to 8.1. A change this small indicates that a sampling rate of 200 kHz may be slightly
underestimating the derivative skewness but is likely close to sufficient, but below 100 kHz the
derivative skewness drops off more rapidly, with a value of 6.8 at 50 kHz and 4.5 at 20 kHz. Recent
work by Reichman et al.80 recommends a sampling rate of roughly 100 times the peak frequency
of an initial sinusoid to accurately gauge derivative skewness. However, in this situation, the peak
frequency of the noise is 100-200 Hz, and a sampling rate of 100 kHz may still be insufficient to
observe the largest shocks. Thus, in the case of high-amplitude broadband noise, the
recommendation of sampling at 100 times the peak frequency may fall short, and sampling rates
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of at least 500 times the peak frequency of the noise may be required to accurately calculate the
derivative skewness.
While the derivative skewness, with its large emphasis on the steepest shocks, is affected
significantly by a reduced sampling rate, the ASF is much more robust. The ASF of the 150% ETR
waveform, shown in Fig. 4.12(b), remains at a nearly constant level as the waveform is
downsampled, even to a value of 20 kHz, a tenth of the original sampling rate. This downsampling
reduces the derivative skewness by more than a factor of 2, while the ASF is unchanged. Thus the
importance of sampling rate depends on the behavior that needs to be identified. While the overall
steepness of a waveform can be resolved with lower sampling rate, to accurately capture the largest
shocks, sampling rates of 100-200 kHz should be used.
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Fig. 4.12 The importance of sampling rate when estimating nonlinear parameters of shockcontaining waveforms. The (a) derivative skewness and (b) ASF of the 6-dB down portion of
the waveforms from Fig. 4.4(a) Fig. 4.5(a) is calculated as the waveforms are resampled to
lower sampling rates.

The reduction in derivative skewness due to an inadequate sampling rate can be observed
in more than a single waveform. To illustrate this for all data, the data points of derivative skewness
as a function of OASPL were fit to an exponential curve, similar to the process used to create Fig.
4.11(c). All of the represented waveforms were then downsampled, the derivative skewness was
calculated from the downsampled waveform, and the data points were again fit to an exponential
curve. The curve fits of the downsampled data are shown in Fig. 4.13(b), for new sampling rates
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of 𝑓𝑓𝑠𝑠 = 102.4, 51.2, 20.5, and 10.2 kHz. Solid lines represent data from ¼” microphones, while

dashed lines are from ½” microphones.

As the sampling rate is reduced from 204.8 kHz to 102.4 for the data from ¼” microphones,
only minimal differences are seen at the highest values. Though the individual data points are not
plotted here at each sampling rate, it is worth noting that the small changes here occur at only the
largest outliers, the points in Fig. 4.11(c) that have Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} ≥ 15. As the sampling rate is further

reduced to 51.2 kHz, a more noticeable decrease at the largest values is observed. Once again, this
decrease is due to changes in the larger points in Fig. 4.13(a), and points that are closer to
Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} = 5 are essentially unaffected by the resampling. For very low sampling rate of 20.5

and 10.2 kHz, drastic reductions in derivative skewness are seen, even for relatively low derivative
skewness values. While these low sampling rates are not likely to be seen in practice in full-scale

military jet noise, it is worth noting that 10-20 kHz is roughly 100 times the peak frequency of the
signal, and thus the earlier recommendation from Reichman et al.80 may fall short for the case of
jet noise. The trends observed are similar for ½” microphones, but with less of a difference between
102.4 kHz and 51.2 kHz. It is important to note that sampling at a rate of 51.2 kHz with a ¼”
microphone gives a similar curve to sampling at 204.8 kHz with a ½” microphone, suggesting that
using a large microphone has a similar effect to reducing sampling frequency. In summary, when
the amplitude and steepness of the largest shocks must be accurately characterized, such as
obtaining an estimate of the derivative skewness, it is important to have a high sampling rate.
However, when the ASF or similar metrics are used, sampling rate is less of an issue.
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Fig. 4.13 The effects of resampling on trends for derivative skewness with two different
microphone sizes. Waveforms were separated according to microphone size and then
resampled to various lower sampling rates. Derivative skewness values were fit to a curve and
plotted against the OASPL. Solid lines represent data from ¼” microphones, and dashed lines
from ½” microphones. The 204.8 kHz and 102.4 kHz lines for ½” microphones lie almost
directly on top of each other.

Microphone Height
According to ANSI S12.75-2012, the standard for aircraft flyover measurements,
microphones at different heights are used to assess azimuthal directivity.28 However, because the
source and receiver are now both operated above ground there are multi-path interference nulls as
well as other possible phenomena that may affect the presence of acoustic shocks. This brings
about a need for an analysis of nonlinear indicators as a function of microphone height. The
statistics of the ¼” microphones (as shown in Fig. 4.11) are identified by height in Fig. 4.14. These
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statistics appear to be fairly constant for heights between 9.1 m and 91 m. The derivative skewness
in Fig. 4.14(a) shows an invariance with height above 9.1 m. At OASPL = 115 dB, the derivative
skewness ranges from roughly 5-15, but this variation occurs at all microphone heights. The ASF
exhibits a similar behavior as illustrated in Fig. 4.14(c). The similar values across all heights show
that the presence of acoustic shocks is relatively unaffected by measurement height, especially
above 9.1 m.
Though the behavior of these statistical metrics appears to be consistent between 9.1 m and
91 m, some slight variations are seen in the 0 m microphone. One height-dependent trend that is
noticeable is the fact that data points measured at 0 m are consistently associated with an OASPL
roughly 3 dB higher than other points. The ground microphone measures pressure doubling, as the
incident and reflected waves are perfectly coherent across all frequencies, leading to a 6 dB
increase compared to a free-field wave. However, the elevated microphone receives both the
incident and reflective wave, which are emitted at different times and locations. These differences
result in significantly lower spectral coherence. The resulting spectrum may have interference
effects at certain frequencies, but the lower coherence allows their energies to be effectively
combined incoherently, which results in an approximate 3 dB increase compared to a free-field
wave. Comparing these two different reflection effects provides the observed difference of ~3 dB
OASPL between the ground and elevated microphones. For the clusters of points centered at 109
and 117 dB for heights 9.1-91.4 m, the corresponding OASPL of the 0 m microphones is centered
at 112 and 120 dB. Though not as noticeable, it appears that some derivative skewness values for
the 0 m microphones at 120 dB are slightly lower than corresponding microphones. This behavior
has been previously reported by McInerny et al.,27 who showed that some of the largest derivative
values were absent at microphones near the ground. This would lead to lower derivative skewness
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values. However, this behavior affects only the largest shocks, and the ASF is relatively
unaffected.

Fig. 4.14 Comparison of the (a) derivative skewness and (b) ASF for varying microphone
heights, plotted against OASPL. All data shown are from ¼” microphones, with statistics
calculated from the 6-dB down region.

4.6 Conclusions
Acoustic emissions from an F-35 in flight show strong evidence of acoustic shocks due to
nonlinear propagation, even at distances of 305 m from the flight path. Statistical measures confirm
that slight waveform steepening occurs at low engine power and significant shocks form at high
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engine power that persist to large distances. The ability to which these acoustic shocks can be
accurately characterized depends upon sampling frequency, microphone height, and microphone
size. Analysis of these trends lead to three recommendations for future measurements.
First, statistical measures of nonlinearity are relatively constant for heights above 9.1 m.
This means that, while directivity concerns may necessitate higher elevated microphone, for the
purposed for shock characterizations microphones should be off the ground, but do not need to be
higher than 9.1 m. Second, microphone size may limit the minimum resolvable rise time for the
largest shocks. In most situations, including spectral content in the audible range, either ½” or ¼”
microphones may be used. However, if accurate characterization of small rise times is essential,
¼” microphones should be used. Finally it is recommended that data be sampled at 100-200 kHz.
Future work is needed to consider effects of weather-related phenomena, including wind and
temperature and their connection to possible turbulence, and to connect nonlinear metrics from
ground run-up measurements to metrics from flyover measurements.
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Comparison of Noise from HighPerformance Military Aircraft for
Ground Run-up and Flyover Operations
5.1 Introduction
While the majority of jet noise research occurs with a static jet or aircraft, in-flight operations
represent the majority of jet noise exposure from a community noise standpoint. Static
measurements, either from model-scale jets or tethered aircraft, provide for a controlled
environment with set locations and long exposure times. In-flight measurements are inherently
complicated by factors such as smaller integration time for metrics, uncertainty in distances
between the aircraft and measurement locations, and atmospheric propagation effects,22,23.
However, the changing nature of the source between static and in-flight operations necessitates
measurements during flyover events.
Jet noise can be ascribed to several different phenomena, but the dominant structure in
military jet aircraft noise is caused by the turbulent mixing of the jet with the air around it.
Analytical derivations and measurements of in-flight effects have shown how the turbulent mixing
region is affected by a secondary flow around the jet itself.24,26 Three main changes in the sound
field are: first, the overall sound pressure level (OASPL) is reduced in the maximum radiation
region. Second, the peak radiation direction is shifted forward. Third, the OASPL increases in the
forward direction. These changes are confirmed through comparison with experimental results for
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model-scale work.78 Analytically predicted OASPL values compare favorably with experiment,
showing agreement within 1-2 dB for Michalke and Michel.26 However, their prediction method
relies on extended measurements of the OASPL at many known nozzle exit velocities and
temperatures, limiting its application in military jet noise predictions as exact temperature and
velocity conditions are not publicly available. In addition, the jet Mach numbers, temperatures,
and flight velocities are much larger for military jet aircraft than have been used in prior analyses,
and so trends observed in prior work may be of greater or lesser importance in full-scale military
aircraft.
The change in levels associated with flight effects is likely to affect the importance of
nonlinear propagation in the aircraft far field.25 Nonlinear propagation in jet noise has been shown
to steepen waveforms and form shocks in the far field, resulting in high-frequency energy that
would otherwise not exist at large distances from the source.18,21,90 The effects of nonlinear
propagation have been shown in model-scale experiments33,91,92 and full-scale military jet engine
noise experiments,10 ,19 but the importance of nonlinear effects is especially apparent in the far
field of military jet aircraft. Viswanathan and Czech25 showed that high-frequency energy in the
far field can be attributed to nonlinear propagation for laboratory-scale jets with co-flow. McInerny
et al.27 and Reichman et al. 93 showed evidence of nonlinear propagation and the presence of shocks
in the far field of military jet aircraft during flyover measurements but did not compare the effects
to similar conditions on the ground. Nonlinear effects are dependent on the amplitude of the noise,
so changes in OASPL-reductions in the peak radiation direction and increases in the forward
direction-are likely to affect the importance of nonlinear propagation in the noise in those
directions.
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This chapter represents the first comparison of in-flight noise radiation with that from static
or ground run-up measurements for military jet aircraft. This chapter compares OASPL, spectra,
and various nonlinearity indicators to show that even for exit velocities and aircraft speeds higher
than those seen in laboratory-scale experiments, some of the same general trends identified by
Michalke and Michel hold for static and flying military aircraft, though these effects can be more
or less apparent, depending on engine condition. In contrast with ground run-up measurements,
evidence of azimuthal directivity is seen in flyover measurements. Flyover events are examined at
75%, 100%, and 150% ETR, and consistency of the results with aircraft height is shown. In
addition, the nonlinearity analysis shows that the slight reduction in OASPL in the peak radiation
direction does not significantly alter nonlinear propagation and shock content, but significant
shocks are present in the forward direction during flyover measurements, a marked changed from
the ground run-up measurements.

5.2 Measurements
The comparisons in this chapter are performed on measurements of the F-35A and F-35B
variants for both ground run-up and flyover measurements. Measurements were taken in
September 2013 at Edwards Air Force Base, California. The ground run-up measurement layout
has already been described in detail by James et al.71 but microphone locations are shown here in
Fig. 5.1(a). Each location shown here has one microphone height at each location, with heights
ranging from 1.5 m to 9.1 m. The origin of the coordinate system in Fig. 5.1(a) is the microphone
array reference point (MARP), located 6.7 m downstream of the nozzle as an approximate source
location, meaning the nozzle is located at 𝑥𝑥 = 6.7 m and exhaust is flowing in the −𝑥𝑥 direction.

Measurements were made by a collaboration of the Air Force Research Laboratory; Blue Ridge
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Research and Consulting, LLC; Brigham Young University; Wyle Laboratories; and the Naval Air
Systems Command (NAVAIR).
While the ground run-up measurement consisted primarily of semi-circular arcs of
microphones at different radii from the MARP, the flyover array consisted of linear arrays as
shown in Fig. 5.1(b), which has been described by James et al.71 Microphones were suspended
from two cranes at a distance of 305 m on either side of the nominal flight path, at heights ranging
from 0 m to 91 m. Microphones between these two cranes were arranged in a line perpendicular
to the nominal flight path, and at each measurement location microphones were located at 0 m, 1.5
m, and 9.1 m. Finally, an array of microphones was located on the ground below the nominal flight
path. The majority of microphones were ½” (12.7 mm), with some ¼” (6.3 mm) microphones on
the crane at 𝑦𝑦 = 305 m. Sampling rates varied between measurement systems, with sampling rates

of 96, 192, and 204.8 kHz. For the flyover events used in this study the aircraft flew in the +𝑥𝑥

direction nearly over the 𝑦𝑦 = 0 line (±10 m) at a height of 76 m (± 3 m). Data from the aircraft

were used to ensure that analyses were performed only for the times at which the aircraft was
operating at the desired engine condition.
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Fig. 5.1 Layout for the (a) ground run-up and (b) flyover measurements.

Directivity of the flyover noise is discussed in both the polar and azimuthal directions. As
is typical in reporting jet noise, the polar angle 𝜃𝜃 is measured from the nose of the aircraft as shown

in Fig. 5.2. This angle varies as the aircraft flies along the flight track for each microphone, while
the azimuthal angle, 𝜙𝜙, is relatively constant. An azimuthal angle of 𝜙𝜙 = 0 means that the
microphone is located directly under the aircraft, while 𝜙𝜙 = 90 means the microphone is located

at aircraft height.
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Fig. 5.2 Illustration of azimuthal angle φ and polar angle θ relative to the flight track.

5.3 Metrics
When comparing the sound field between ground run-up and flyover there are multiple
quantities of interest. While there are many sound metrics that could be compared, this chapter
concentrates on sound pressure level and two nonlinearity metrics, the derivative skewness and
ASF.
Sound Pressure Level
Sound pressure level is the simplest quantity that can be compared between these
situations, as it can be adjusted for spherical spreading. Comparisons are slightly more complicated
when performed frequency-by-frequency, as atmospheric absorption and nonlinear propagation
complicate distance corrections, in particular for higher frequencies and over long distances.92
However, a comparison as a function of one-third octave (OTO) band center frequency can still
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be made because of the wide range of measurement locations in both ground run-up and flyover
measurements.
Derivative Skewness
The skewness of a distribution expresses asymmetry of the PDF and accentuates outliers
due to the cubed nature of the numerator. The skewness of a zero-mean variable 𝑥𝑥 is defined as
Sk{𝑥𝑥} =

𝐸𝐸[𝑥𝑥 3 ]

3.

(5.1)

𝐸𝐸[𝑥𝑥 2 ]2

A value of Sk{𝑥𝑥} = 0 represents a symmetric distribution, while a positive number indicates the

presence of a greater number of large positive values than negative. The skewness of the pressure
waveform, Sk{𝑝𝑝} was initially used to quantify crackle, an auditory phenomenon associated with
shock waves within jet noise.10 However, to quantify shocks themselves it is more useful to use
the derivative skewness, Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝑡𝑡}, which refers to the skewness of the PDF of the first time

derivative of the waveform and expresses an asymmetry in derivative values. The derivative
skewness accentuates the large derivatives (rapid pressure increases) associated with shock waves,
thus, is a useful indicator of shocks forming due to nonlinear propagation.12,48 It has been shown

that a derivative skewness value greater than five is indicative of significant shocks within a
waveform.17,80
Average Steepening Factor
The ASF50 is also based on derivative values and defined as the average value of the
positive derivatives over the average value of the negative derivatives:
ASF{𝑝𝑝} =

𝐸𝐸[𝑝𝑝̇ + ]
.
𝐸𝐸[𝑝𝑝̇ − ]

(5.2)
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The ASF, which is an inverse of the previously used WSF,15 is a linear average of derivative values,
which makes it less sensitive to outliers than the derivative skewness, and thus better represents
average behavior. An ASF value of one represents a waveform with no significant steepening,
while ASF > 1 represents some steepening. It has been shown that for jet noise, both full-scale
and model-scale, that an ASF value between 1.5 and 2 is indicative of the presence of shocks, with
an ASF value approaching two suggesting significant shock content.16,81
Example of flyover metrics
To show expected behavior in metrics during a flyover event, an example waveform and
the calculated metrics are shown in Fig. 5.3. The waveform, which was recorded at a microphone
located at 𝑥𝑥 = 0, 𝑦𝑦 = 0, 𝑧𝑧 = 0 in Fig. 5.1b), is shown in Fig. 5.3(a) along with its derivative in
Fig. 5.3(b), with 𝑡𝑡 = 0 corresponding to the time of peak OASPL. Using tracking data from the

aircraft, the relative position of the aircraft to the microphone in question can be calculated as a
function of time; the time-dependent distance, 𝑟𝑟(𝑡𝑡), and polar angle, 𝜃𝜃(𝑡𝑡), are shown in Fig. 5.3(c).
To describe the time-varying properties of the sound, metrics were calculated for 0.1 s sections of

the waveform. Each section contained 50% overlap, meaning that the resolution is 0.05 s. The
resulting 0.1 sec OASPL, derivative skewness and ASF are shown in Fig. 5.3(d)-(f), respectively.
The aircraft passes nearest the microphone shortly before the peak OASPL, at 𝑡𝑡 = −0.35

s. The derivative skewness in Fig. 5.3(e) peaks at the same time as the OASPL (𝑡𝑡 = 0), but another
peak is seen at 𝑡𝑡 = −0.9 s, indicating that shocks are present in the forward direction of the aircraft.

These forward shocks, which produce a noticeable effect in auralizations, are the predominant
feature shaping the ASF, which peaks at 𝑡𝑡 = −1.2 s. It is important to note that the distance to the
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aircraft is not constant over the duration of the flight, making it difficult to compare the ASF and
derivative skewness values as a function of angle at a single microphone.

Fig. 5.3 Example waveform and metrics from a flyover measurement.

5.4 OASPL Comparison
Comparisons of OASPL and directivity of the source between ground run-up and flyover
measurements have been made in previous experiments26,73,94,95 and the subject has received an
analytical treatment from Michalke and Michel.26 As explained earlier, the three main
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consequences expected are (1) a decrease in OASPL in the main directivity lobe, (2) a shift towards
the sideline in the main directivity lobe, and (3) an increase in OASPL in the forward direction. In
this section directivity curves from flyover measurements are compared with those from ground
run-up. Expected changes between the two measurements are observed, and some evidence of
azimuthal variation during flyover measurements is shown.
Method
To compare between ground run-up and flyover measurements, we must first find common
measurement locations at which to compare. The data from the ground run-up measurements
provide information at various distances and angles ranging from 0° to 160°. However, in the far
field where a direct comparison with flyover measurements is more likely, the measurement
locations are more sparse, with microphones located only at distances of 76 m, 152 m, and 305 m
from the MARP at spacing of 5-10°. In comparison with this, as the aircraft flies through the
flyover measurement array, each microphone receives sound radiated at nearly all angles, but over
a wide and constantly varying set of distances. However, because atmospheric absorption and
nonlinear propagation have relatively small effects on OASPL (~1 dB) when compared with
geometric spreading, the distances can be normalized to a standard distance assuming spherical
spreading. This allows the OASPL curve shown in Fig. 5.3(d) to be compared with measurements
made during ground run-up at a set distance, e.g. 76 m, over a wide range of angles
5.4.1.1 Directivity Curves
Normalizing the OAPSPL for distance gives a polar directivity curve for each microphone
from the flyover measurement arrays. These curves are shown in Fig. 5.4(a) for all microphones
for a single flyover event at 150% ETR, with line color corresponding to azimuthal angle 𝜙𝜙, with

𝜙𝜙 = 0° corresponding to directly underneath the aircraft, and 𝜙𝜙 = 90° corresponding to a
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microphone at aircraft height. Though the curves exhibit a similar pattern for 𝜃𝜃 = 10 to 160°, the
variation in OASPL is on the order of 5-10 dB. This variation can come from a variety of sources,
including azimuthal angle and downward or upward-refracting atmospheric effects. The ground
microphones experience pressure doubling due to the reflection off of the hard ground at the
measurement location, while elevated microphones have a mix of destructive and constructive
interference. This results in the ground microphones having an OASPL roughly 3 dB higher than
the elevated microphones: Thus, 3 dB is subtracted from the ground microphone directivity curves
before being plotted in Fig. 5.4(a). Taking the average after this correction results in the two curves
shown in Fig. 5.4(b), where the ground and above-ground OASPL values agree within 1 dB. The
corrected data will be used for all subsequent data shown.

Fig. 5.4 Calculated directivity curves at a height of 76 m from (a) all microphone channels for
one flyover event, colored according to the azimuthal angle φ, and (b) the averaged result for
the flyover array’s ground microphones (-3 dB correction, black), the flyover array’s elevated
microphones (red), and the ground run-up arcs at 76m (blue).
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5.4.1.2 Comparison of Average Results
The average behavior of the flyover directivity curves in Fig. 5.4(a) exhibit the expected
behavior from earlier work. The mean of the directivity curves for both on-ground microphones
and above-ground microphones is shown in Fig. 5.4(b) and compared with the ground run-up
measurement. This comparison exhibits many of the trends predicted analytically by Michalke and
Michel.26 The trends predicted by Michalke and Michel include a reduction in OASPL in the
flyover in the maximum radiation region, as well as a shift in the maximum radiation region in the
forward direction. These trends are observed in Fig. 5.4(b), with a peak directivity of 115° for the
flyover results compared with 130° during ground run-up. In addition, Michalke and Michel also
predicted an increase in OASPL in the forward direction, which is evident in Fig. 5.4(b) as an
increase of 3-4 dB is seen from 20°-90°. Though the lack of exhaust velocity and temperature data
for the F-35 prevent predictions of flyover OASPL based on ground run-up data, the trends seen
in the comparison agree with other experiments and the theory set forth by Michalke and Michel.
5.4.1.3 Consistency with Aircraft Height
The results above are consistent with expectations from prior work but represent only one
flyover event. To begin investigating the consistency of the results, directivity curves are shown
for a flyover event at 150% ETR at an aircraft height of 305 m. These polar directivity curves
confirm many of the features observed at the aircraft height of 76 m (Fig. 5.4). First, the curves in
Fig. 5.5(a) show a noticeable azimuthal directivity. While azimuthal angle is limited to ~50 degrees
at this aircraft height, a decrease of ~2 dB is consistent with the difference in Fig. 5.4. In addition,
excellent agreement is seen in the OASPL between the two events, as shown in Fig. 5.4(b) and
Fig. 5.5(b). The exact trends seen at a height of 76 m in Fig. 5.4(b), including a reduction in OASPL
in the aft direction and an increase in the forward direction, are observed at 305 m, and levels agree
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at all observed angles to within 1 dB. These confirm the observation of previously reported
behavior for the shift in polar directivity due to flight effects. However, they also point to an
azimuthal variation not seen in laboratory-scale experiments.

Fig. 5.5 Polar directivity of an aircraft at height of 305 m (a) shown for all microphones and
(b) an average directivity for microphones located on and above the ground and compared
with ground run-up.

5.4.1.4 Azimuthal Directivity
As seen in Fig. 5.4(a) and Fig. 5.5(a), differences due to azimuthal directivity during
flyover events may be on the order of 3-4 dB. To investigate this possible variation, the OASPL
from both flyover heights is interpolated onto a grid in 𝜃𝜃 and 𝜙𝜙, and plotted as a function of 𝜃𝜃 and
𝜙𝜙 to show azimuthal variations. The azimuthal variations are shown in Fig. 5.6 for flyover events

at (a) 76 m and (b) 305 m. It is interesting to note that the directivity maximum is not located
directly under the aircraft, but roughly 20-30° to the side. A decrease in OASPL on the order of 3
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dB is seen at larger angles of 70-80° in Fig. 5.6(a). However, in Fig. 5.6(b) these larger angles are
not visible due to the increased aircraft height. While discrepancies exist between the directivity
shown between the two heights, both show a decrease in OASPL for approximately 𝜙𝜙 > 50.

Fig. 5.6 OASPL as a function of polar angle θ and azimuthal angle φ during 150% ETR flyover
events at aircraft heights of (a) 76 m and (b) 305 m.
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Because the circular nozzle of the F-35 would not suggest any azimuthal asymmetry, the
azimuthal directivity seen in Fig. 5.6 is at least in part unexpected. While factors such as flow
around the aircraft and its features may produce some directivity, other factors must be estimated.
One such factor that can be estimated is loss due to longer propagation distances to microphones
at a higher angle 𝜙𝜙. A simple way of calculating expected losses due to linear atmospheric

absorption is to calculate 𝛼𝛼, the expected absorption coefficient, at the characteristic frequency of
the jet noise. At a frequency of 400 Hz, roughly twice the peak frequency of the noise from an F-

35, the expected loss due to atmospheric absorption over a distance of 300 m is 0.65 dB, smaller
than the variation with 𝜙𝜙 shown in Fig. 5.6. Another possible explanation is loss due to nonlinear
propagation, but previous modeling has shown that this effect should be limited to roughly 1 dB

over the range of interest. Thus, it is likely that the differences seen in Fig. 5.6 are in fact due to
azimuthal directivity, rather than atmospheric absorption and nonlinear propagation.
Another way of separating propagation and azimuthal effects is to consider the variation
with distance at a single polar angle, as shown in Fig. 5.7. Here the OASPL, corrected for spherical
spreading to a common distance of 76 m, is shown at each microphone as a function of
measurement distance 𝑟𝑟 for a constant polar angle of 𝜃𝜃 = 120° relative to the nose of the aircraft.
These data points are taken from in Fig. 5.4 and Fig. 5.5 for the polar angle of 𝜃𝜃 = 120° for six

flyover events at 76 m and 305 m at 150% ETR in Fig. 5.7(a) and 100% ETR in Fig. 5.7(b), with
each data point representing the OASPL at one microphone for a single flyover event. Each data
point is colored according to azimuthal angle 𝜙𝜙. Clustering of the data is immediately noticeable,
with the two groups of blue circles at 100 m and 400 m representing the mics closest to the flight

path at the flyover heights of 76 m and 305 m. While in each group there is a wide spread of
OASPL levels, the slight decrease in average behavior of the OASPL between these two groups is

131
similar to what would normally be expected due to the longer propagation distance. In a lossless
environment, these two groups should be nearly identical when corrected for spherical spreading
to a common distance. Instead, a decrease of ~1.5 dB is seen when comparing average OASPL for
each group. As explained above, this is likely due a combination of losses from atmospheric
absorption over an additional 300 m of propagation and losses due to nonlinear propagation. A
similar difference in level is seen when comparing cyan and green dots at 200 m and 450-500 m.
However, the group of red and orange dots at 350 m is substantially lower than the blue dots at a
similar distance. Though these two groupings are from different flyover heights, with the red dots
from a flyover height of 76 m and the blue dots at a flyover height of 305 m, the propagation
distances are nearly identical and long-range propagation effects should be similar. Thus, the
difference between the average behavior of these two groups, on the order of 2 dB, can likely be
attributed to azimuthal directivity. This behavior is not limited to a single flyover event, as the data
shown here are from multiple flyover events, and the trends seen in Fig. 5.7(a) for 150% ETR are
also observed in Fig. 5.7(b) at 100% ETR, showing systematic asymmetry in the azimuthal
direction.
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Fig. 5.7 OASPL at a polar angle of 120° plotted against measurement distance r for flyover
events at (a) 150% ETR and (b) 100% ETR.

5.5 Field Comparisons
While the comparison of OASPL and directivity describes some of the differences in the
sound field between ground run-up and flyover measurements, more comparisons are needed to
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understand additional characteristics of the noise. However, as other metrics are not as easily
corrected for distance as the OASPL, a different approach is needed to compare spectra and
nonlinearity metrics, for example derivative skewness and ASF. In this section, a method of
comparing the entire field is introduced, then comparisons are shown for OASPL, nonlinearity
metrics, and spectra across the field of measurement for flyover events at 76 m.
Method
As the aircraft flies near the measurement array, data are continuously collected at each
microphone and the aircraft position is recorded every 0.1 s. Using the 0.1 s blocks mentioned in
Section 5.2, we can again calculate distance and polar angle 𝜃𝜃 similar to process in Section 5.4.

When the aircraft is flying at a height of 76 m, most of the microphones that can be compared with
the ground run-up measurements are located near the flight path, meaning that we can assume any
azimuthal variations are small for the microphones in question. With this assumption the aircraft
paths, relative to each microphone, can be projected onto the same plane. In doing so, the spatial
orientation given in Fig. 5.1(b) is discarded for comparison with ground run-up, and instead the
spatial variables are calculated using 𝑥𝑥 = 𝑟𝑟 cos(𝜃𝜃) and 𝑦𝑦 = 𝑟𝑟 sin(𝜃𝜃) as the aircraft flies overhead.
Doing so gives data across a wide spatial range, at distances of less than 100 m from the source
and outward. The data points associated with the closest flyover locations are shown in Fig. 5.8,
with each line of data points representing the aircraft flying near one of the microphones. With all
the quantities of interest calculated at each point shown in Fig. 5.8, the data can be interpolated
and smoothed to recreate the spatial field for various quantities.
The method above relies on some assumptions for the field recreation to be valid. First, the
field must be axisymmetric. Since the comparable ground run-up measurements are primarily
within 300 m of the MARP, the flyover microphones that contribute to the field recreation are all
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located near the flight path with an azimuthal angle near 𝜙𝜙 = 0. These microphones near the flight

path, though exhibiting slightly different directivities than at larger azimuthal angles, are consistent
with each other and should provide a reasonable map of each parameter over the area of interest.

Another important point is that the data samples are 0.1 s long to ensure the aircraft position does
not vary considerably over the sample length. This short block length means that uncertainty rises,
but due to the amount of data present an average behavior is displayed. A longer block size would
reduce uncertainty but smear directivity effects. This method is first tested with OASPL, whose
behavior is known due to the ease of correcting it for distance, and then applied to quantities that
cannot be corrected for distance due to nonlinear propagation, such as spectra, derivative
skewness, and ASF.
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Fig. 5.8 Aircraft flight path relative to microphones for flyover events with aircraft height of
76 m.

OASPL
To ensure that this method provides reliable results the reconstructed field is generated for
a known quantity, such as the OASPL. The reconstructed OASPL from flyover measurements is
compared with ground run-up results in Fig. 5.9. The black dots shown in Fig. 5.9(a) correspond
to the microphone locations at 76 m, 152 m, and 305 m from the MARP for the ground run-up
measurements. The reconstructed OASPL shown in Fig. 5.9(b) agrees with the analysis above in
Fig. 5.4 and Fig. 5.5. An overall reduction in level is observed in the main lobe from Fig. 5.9(a) to
Fig. 5.9(b), on the order of 3-4 dB, along with a shift forward in directivity roughly 5° and an
increase in OASPL of roughly 3 dB in the forward direction. This agrees with results from Fig.
5.4(b) and helps establish the validity of the field recreation.
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Fig. 5.9 Comparison of OASPL at 150% ETR for (a) ground run-up and (b) flyover.

Spectra
While the OASPL may be the most important indicator of sound exposure, important
physical questions about the nature of the source can be answered by investigating the spectra.
However, nonlinear propagation and atmospheric absorption make it difficult to normalize the
spectra to a specific distance as can be done with OASPL, so the spatial field must be reconstructed
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for each frequency. The flyover field reconstruction method results for one-third octave (OTO)
spectra are shown at 76 m at 30°, 90°, and 125° in Fig. 5.10(a), along with spectra from comparable
ground run-up locations. Microphones from the ground run-up measurements were located at a
height of 9.1 m, while the microphones used to reconstruct the flyover field were located at 0, 1.5,
or 9.1 m above ground level. The same trends presented before are seen here as well—reduction
in the maximum radiation region, seen as the decrease of 15 dB in the spectrum around 100 Hz at
125°, and a boost in the forward direction, seen as the increase of ~5 dB around 500 Hz at 30°.
One interesting feature is that the same spectral peaks can be seen with little change in frequency
between the two settings, in accordance with previous measurements.23,25 Two peaks seen at 125°
during ground run-up measurements are roughly 80-100 Hz and 315 Hz OTO bands. For the
flyover measurements at the same locations, the maxima have different amplitudes but occur at
close to the same frequency. Though a traditional Doppler shift would predict an increase of nearly
a factor of two in the forward direction at the flyover velocity, the observed shift is in line with
those shown using Eq. (70) in Michel’s26 work, on the order of half of an OTO band. This small
shift in frequency has also been observed in previous measurements.23,78 Similar behavior can be
seen at both of the other angles shown, with frequency maxima remaining similar between the two
measurement scenarios. However, one difference that is noticeable is the decrease in highfrequency energy seen in the maximum radiation region and the increase in high-frequency energy
in the forward direction during flyover, as seen by the >20 dB increase at 10 kHz. Because peak
frequency remains almost unchanged, the increased level in the forward direction during flyover
likely drives an increase in waveform steepening due to nonlinear propagation effects, resulting in
high-frequency energy not present in the forward direction during ground run-up. In the opposite
case, the decrease in level at the peak frequency at 125° during flyover decreases the strength of
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the nonlinear propagation leading to less high-frequency energy due to a decrease in nonlinear
propagation effects.
The increased importance of nonlinear propagation naturally brings up the question of how
the spectrum changes as a function of angle. The relative gain, defined as the spectrum
reconstructed from flyover events minus the measured spectrum from ground run-up, is shown in
Fig. 5.10(b). As expected, an overall increase in level happens in the forward direction, and high
frequencies in particular see a dramatic boost due to nonlinear propagation. As the peak frequency
is consistent between the two scenarios, the degree to which nonlinear propagation is important is
dependent only on amplitude. An increase of 5 dB in the peak frequency at 30° then significantly
increases the high frequency content due to nonlinear propagation during flyover. The opposite
trend is seen from 90-130°, where the amplitude decreases at and below 300 Hz, which in turn
leads to a decrease in high-frequency noise for flyover events.
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Fig. 5.10 (a) Comparison of spectra at a distance of 76 m between ground run-up and flyover
at 150% ETR and (b) relative gain in level during flight.

Nonlinearity
The increase in high-frequency noise in the forward direction during flyover in Fig. 5.10(ab) is similar to the increase of high-frequency energy seen due to nonlinear propagation during
ground run-up measurements. If this is the case, it would be expected that the nonlinearity
indicators introduced in Section 5.3 would have a relative increase from ground run-up to flyover
in the forward direction, and a decrease in the maximum radiation region. Both these trends are
seen in Fig. 5.11. The derivative skewness, following the trends observed in Fig. 5.9, shifts
forwards, from peaking at 125° during ground run-up to peaking at 115° during flyover. The
reduction in level in the maximum radiation region also leads to a decrease in derivative skewness
levels, with maximum values at the 305 m radius arc reaching 10, rather than 17 as in ground runup measurements signifying that the far-field shocks in the maximum radiation region are not as
strong during flyover events. In the forward direction, however, there is a marked increase in
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derivative skewness for flyover, reaching a value of 13 at 30° and 152 m. This high value indicates
that, in contrast to the ground run-up scenario, significant shocks can be found in the forward
direction during flyover measurements.

Fig. 5.11 Derivative skewness comparison between (a) ground run-up and (b) flyover at 150%
ETR.

Many trends seen in the derivative skewness are also evident in the ASF in Fig. 5.12. As
with derivative skewness lower values are seen in flyover in the maximum radiation region, though
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little to no change in directivity is observed. In both the forward and aft directions, ASF growth
with distance shows that nonlinear propagation is steepening the waveforms at large distances
from the source. The ASF values in the forward direction are significantly higher during flyover
measurements. While the derivative skewness values in Fig. 5.11(b) suggest the strongest shocks
in the forward direction at 305 m are located mainly between 20° and 55°, the ASF is higher in all
forward directions. This increase indicates that although shocks may not be a significant feature
of the waveform between 45° and 90°, nonlinear propagation is still a factor, leading to a steeper
overall waveform.
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Fig. 5.12 ASF comparison between (a) ground run-up and (b) flyover at 150% ETR.

5.6 Results at Other Engine Conditions
OASPL
Flight effects at 150% ETR are consistent with prior work, and it is reasonable to expect
that those effects are seen at other engine powers as well. Fig. 5.13 shows the OASPL comparison
between ground run-up and flyover effects for (a) 75% ETR and (b) 100% ETR at an aircraft
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height of 76 m. The expected trends are seen here, but the effects are even more exaggerated than
at 150% ETR in Fig. 5.4. In particular, at 75% ETR the OASPL in the maximum radiation region
decreases from 131 to 125 dB at a distance of 76 m, while in the forward direction, from 0-160°,
the OASPL increases by 10 dB, from 112 dB to 122 dB. These changes are substantial as the noise
in the forward direction during flyover is comparable to the noise in the aft direction, only 3 dB
lower. The changes due to flyover at 100% ETR are more noticeable than at 150% ETR, but less
dramatic than those seen at 75% ETR. In the maximum radiation region, OASPL is decreased by
3 dB, while forward radiation is increased by 5 dB. The increased importance of flight effects for
lower engine conditions is likely due to the fact that although exhaust velocity changes drastically
between the engine conditions, aircraft speed is comparable between the three measurements. This
means that the ratio of aircraft speed to jet exhaust velocity increases at lower engine conditions,
leading to an increase in importance of flight effects. The significant changes in OASPL in Fig.
5.13 are likely to lead to noticeable differences in nonlinearity and shock content between ground
run-up and flyover situations.
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Fig. 5.13 Average flyover directivity at an aircraft height of 76 m compared with ground runup at (a) 75% ETR and (b) 100% ETR.

Nonlinearity Comparisons
In the comparisons of nonlinearity metrics at 150% in Fig. 5.11 and Fig. 5.12, it was
observed that the decrease in OASPL in the peak radiation direction led to a decrease in shock
content, while the increase in the forward direction led to an increase in shock content, as would
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be expected. Since the changes seen in OASPL are more significant at 75% and 100% ETR, they
are likely to have similar effects on nonlinearity to those seen at 150% ETR. This expectation is
born out in Fig. 5.14 and Fig. 5.15; the derivative skewness maps are compared between ground
run-up and flyover for 75% ETR in Fig. 5.14 (a) and (b) and 100% ETR in Fig. 5.15 (a) and (b).
The reduction in OASPL in the maximum radiation region does lead to a decrease in derivative
skewness in that direction. In the ground run-up scenario at 75% ETR, derivative skewness values
peak at 20 at a distance of 76 m from the MARP, while derivative skewness values in Fig. 5.14(b)
peak at a value of Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} = 7. Interestingly, despite the lower peak the derivative skewness

values persist out to a greater distance than ground run-up, remaining above 5 out to almost 305
m. The forward direction does increase in derivative skewness, from values of Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} < 1 to
values of Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} > 6, indicating the presence of significant shocks in the forward direction
for the 75% ETR flyover events that were absent during ground run-up. Similar changes are seen
at 100% ETR, with a significant decrease in derivative skewness in the maximum radiation region
and an increase in the forward direction during flyover, although the derivative skewness values
are comparable between 75% and 100% during flyover. Interestingly, the derivative skewness
levels in the forward direction are similar at 75% and 100% ETR, which could be expected as the
OASPL in the forward direction at 75% is within 1-2 dB of the OASPL at 100%.
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Fig. 5.14 Derivative skewness at 75% ETR for (a) ground run-up and (b) flyover.
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Fig. 5.15 Derivative skewness at 100% ETR for (a) ground run-up and (b) flyover.

The ASF again confirms the expected behavior of nonlinear propagation and shock content.
The ASF is shown in ground run-up and flyover experiments for 75% ETR in Fig. 5.16(a) and (b)
and 100% ETR in Fig. 5.17(a) and (b). Once again, a decrease in the nonlinearity indicator is seen
in the maximum radiation region associated with the decrease in OASPL due to flight effects,
though in all cases the ASF is increasing with distance, pointing to nonlinear propagation in the
far-field for both ground run-up and flyover measurements. An increase in ASF is also seen in the
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forward direction in both cases, and again values in the forward direction during flyover are
comparable between 75% ETR and 100% ETR.
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Fig. 5.16 ASF at 75% ETR for (a) ground run-up and (b) flyover.
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Fig. 5.17 ASF at 100% ETR for (a) ground run-up and (b) flyover.

5.7 Conclusions and Future Work
Understanding the changes in jet noise sources due to forward flight is an essential link in
effective planning for jet noise exposure around military bases. Directivity, OASPL, spectra, and
nonlinearity indicators have been compared between ground run-up and flyover measurements. In
line with previous studies for analytical and model-scale results and predictions, the OASPL
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changes in three distinct ways due to forward flight effects: The maximum radiation region shifts
forward, the OASPL in this region decreases slightly, and the levels in the forward direction
increase. The OASPL decrease in maximum radiation region and increase in the forward direction
result in lower and higher importance of nonlinear propagation, which result in lower highfrequency levels at peak radiation angles and a significant increase in high-frequency levels in the
forward direction, which are due to a reduction and increase, respectively, in energy gain due to
nonlinear propagation. While significant shocks are still found in the maximum radiation region
during flight, shocks are also found in the forward direction at angles of less than 45°, and the
increase in OASPL in the forward direction results in an overall steeper waveform.
These trends are even more evident at lower engine conditions. The increase in forward
radiation is especially dramatic at 75% ETR, with a 10 dB increase over ground run-up
measurements. The increase in OASPL in the forward direction does result in nonlinear
propagation and shock formation at 75% and 100% ETR, but the decrease in the maximum
radiation region results in a significant decrease in derivative skewness, as well as a small decrease
in ASF. Overall, the trends seen here show that the flight effects create significant shock content
in areas where such content is absent during ground run-up measurements.
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Atmospheric Conditions and Their Effects
on Long-Range Nonlinear Propagation
6.1 Introduction
To predict long-range noise exposure from military aircraft, an accurate representation of far-field
levels is required. To this end, recent measurements of the sound field from an F-35 included
microphone locations up to 1220 m (4000 ft) away from the aircraft. However, long-range acoustic
propagation introduces a number of factors that can increase uncertainty and complicate
predictions. 96,97 While an ANSI jet noise measurement standard specifies a range of allowable
weather conditions to help reduce some of this uncertainty, sufficient latitude still exists such that
overall level, spectral shape, and waveform characteristics may vary considerably during allowable
conditions. 97 This chapter demonstrates large weather-related variations in overall sound pressure
level (OASPL) and nonlinearity metrics at distances beyond 305 m. Quantifying these changes is
important for predicting jet noise perception.
Minor changes in atmospheric conditions can significantly affect both the propagation medium
and propagation paths of sound. Variability in atmospheric pressure, humidity, and temperature
can affect sound speed and atmospheric absorption, which over large distances can significantly
alter high-frequency content. 98 However, larger spectral changes closer to the peak frequency
region of jet noise can result from multipath effects. Multipath effects have been shown in previous
chapters in the form of ground reflections, where sound arrives via a second transmission path
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with a slight time delay, affecting the OASPL and spectrum of the measured waveform. However,
propagation distances on the order of 100 m and greater may require the consideration of more
complicated multipaths due to atmospheric effects, as changes in wind speed and temperature with
height can create a downward-refracting or upward-refracting atmosphere. 99,100 A downwardrefracting atmosphere is often caused by a temperature inversion, when the air is colder closer to
the ground. 101 The increase in sound speed with height causes sound rays to refract downward,
which can result in more than two possible propagation paths to a location and produces a
complicated spectrum with many interference nulls associated with different arrival times. For
example, Salomons 102 showed a case of a “typical” downward refracting atmosphere that resulted
in 40 possible ray paths between two sources 1000 m apart. Local variations in atmospheric
conditions can also create an atmosphere where there is a combination of an upward and
downward-refracting atmosphere,101 and turbulence can further complicate predictions by
smearing out interference nulls and scattering sound to shadow zones.102,103 In addition, nonlinear
propagation must be taken into account for high-power engine conditions, and little research exists
showing the effect of these atmospheric conditions on shock formation and propagation. 104 Though
atmospheric conditions are not available over the whole measurement area, making accurate
predictions of multi-path effects impossible, examples of atmospheric effects are visible in longrange acoustic propagation measurements.
This chapter contains far-field data from measurements of a stationary F-35, and
investigations into the effects of atmospheric conditions on OASPL, spectra, and nonlinearity
metrics are shown. These quantities and their uncertainty are shown at distances from 39 m to
1220 m from measurements taking place over the course of two days. Spectra and nonlinearity
metrics point to the importance of nonlinear propagation at large distances from the source, with
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significant shocks still present at 610 and 1220 m from the source. Far-field data show the presence
of multipath interference effects and likely indicate that for the majority of the experiment, a
downward-refracting atmosphere was present. OASPL and nonlinearity metrics are considered as
a function of height at distances of 610 and 1220 m, with the surprising result that while for the
bulk of the experiment OASPL tends to decrease with height, nonlinearity indicators tend to
increase. Evidence is shown of a transition from a downward-refracting atmosphere to an upwardrefracting atmosphere, resulting in changes of over 10 dB at microphone heights close to the
ground. Occasional outliers point to the fact that some circumstances may produce significantly
increased shock content.

6.2 Measurements
The microphone layout for this experiment has already been described in detail in previous
papers.71 However, as this chapter deals more with long-range propagation effects and the effects
of weather conditions, certain features of the measurement array are highlighted here. In particular,
six measurement locations (with two locations featuring multiple microphones at varying heights)
at 610 m (2000 ft) and 1220 m (4000 ft) from the microphone array reference point (MARP,
located roughly 7 m behind the jet nozzle) are shown in Fig. 6.1. These measurement locations are
along the 120°, 135°, and 150° radials, allowing for comparisons in the extreme far field. The
measurement locations at 120° and 150° at both distances were limited to a single microphone 9.1
m (30 ft) above the ground, while cranes were located at 135°, allowing measurements at heights
of 0, 1.5, 6.1, 9.1, 22.9, and 30.5 m (0, 5, 20, 30, 75, and 100 ft) above the ground at both distances.
Also shown in Fig. 6.1 are three weather measurement locations at 61, 152, and 250 m (200, 500,
and 820 ft) from the MARP. A single weather station was placed 1.5 m (5 ft) above the ground at
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61 m from the MARP, while the 152 m location had weather stations at heights of 1.5, 3.1, and
6.1 m and the 250 m location had weather stations at heights of 0.31, 1.5, 3.1, and 6.1 m. However,
heights of individual weather stations are inconclusive due to discrepancies in the measurement
documentation, so while the data represent a wide range of measurement locations, for the
purposes of this chapter weather data are simply averaged.

Fig. 6.1 Microphone locations for ground run-up measurements at distances of 38 m and
greater relative to the MARP, located at (x , y) = (0 , 0). Also shown as red squares are locations
of weather stations, with weather stations present at multiple heights for the two farther
locations.

Individual measurements (runs) lasted roughly 30 seconds, with 9-10 runs for each engine
condition. Run numbers in the 100s correspond to runs on the first day of measurements (On the
F-35A) while run numbers in the 200s correspond to the second day (On the F-35B). Average
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weather conditions for all of the runs at 100% ETR are shown in Table 6.1, along with the required
range of weather conditions allowed in the standard. This allowed range of weather values is
representative of all runs measured. Most parameters were steady throughout the measurement,
with temperatures ranging from 20.0-22.7°C and relative humidity staying between 40-44%. Wind
varied more than these parameters, but during measurement times stayed under the threshold of a
maximum wind speed of 8.0 kts. There were some more significant wind events during the first
day of measurements, with some events reaching an average of over 6.0 kts. Sunrise on both
measurement days occurred just before a local time of 6:30 AM, meaning that some runs took
place before dawn and some after, which may be important when considering effects of a possible
temperature inversion or lapse.
Table 6.1. Weather conditions for all recorded runs at 100% ETR for both measurement days
and ranges given in the standard.
Run
Time (A.M.)
Temp. (°C)
Wind (kts)
RH (%)

114
6:08
22.7
5.7
41.1

119
6:42
22.0
1.3
43.7

124
7:15
21.7
3.2
42.1

129
7:48
22.2
6.5
40.3

207
5:10
20.9
2.4
41.1

213
5:23
20.9
2.4
42.3

219
5:37
20.9
2.0
42.7

225
5:50
20.5
1.8
42.7

231
6:04
20.0
1.4
44.9

243
7:34
20.3
2.0
40.2

Standard
N/A
2.2 - 35
0 - 8.0
10 - 95%

6.3 Metrics
The metrics that have been used in past chapters to describe nonlinearity are again
considered here along with the OASPL. While a large OASPL is associated with nonlinear
propagation, it is not by itself an indicator of shock content within a waveform. However, as an
important acoustic quantity its changes due to long-range propagation effects are shown here,
along with three nonlinearity parameters: The derivative skewness, average steepening factor
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(ASF), and shock energy fraction (SEF). Variations across runs are quantified to show how
OASPL and nonlinear effects are affected by long-distance variations in atmospheric propagation.
Derivative Skewness
To discuss nonlinearity and shock formation for noise waveforms, the behavior of the entire
waveform must be taken into account. To gauge overall waveform behavior, metrics are often
based on the probability distribution function (PDF) of the waveform or its derivative. 105,106 The
skewness of a distribution expresses asymmetry of the PDF and accentuates outliers due to the
cubed nature of the numerator. The skewness of a zero-mean variable 𝑥𝑥 is defined as
Sk{𝑥𝑥} =

𝐸𝐸[𝑥𝑥 3 ]

(6.1)

3
𝐸𝐸[𝑥𝑥 2 ]2

where 𝐸𝐸[𝑥𝑥] represents the expectation value of 𝑥𝑥. A skewness value of zero represents a symmetric

distribution, while a positive skewness indicates the presence of a higher number of large positive
values than negative. The skewness of the pressure waveform was initially used to quantify
crackle, an auditory phenomenon associated with acoustic shocks present within jet noise. 107
However, to quantify shocks themselves it is more useful to use the derivative skewness,
Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} ,which refers to the skewness of the PDF of the first time derivative of the waveform

and expresses an asymmetry in derivative values. The derivative skewness accentuates the large
derivatives (rapid pressure increases) associated with acoustic shocks, positive derivative
skewness is indicative of shocks in the waveform. 108 It has been shown that an approximate
threshold of Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} ≥ 5 indicates that shocks are appearing in the waveform, while a value of

Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} ≥ 9 indicates many significant shocks present in the waveform and is associated with
a high crackle rating.14
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Average Steepening Factor
The ASF 109 is also based on derivative values and defined as the average value of the
positive derivatives over the average value of the negative derivatives:
ASF{𝑝𝑝} =

𝐸𝐸[𝑝𝑝̇ + ]
.
−𝐸𝐸[𝑝𝑝̇ − ]

(6.2)

The ASF, which is an inverse of the previously used wave steepening factor (WSF), 110 is a linear
average of derivative values, which makes it less sensitive to outliers than the derivative skewness,
and thus better represents average behavior. An ASF value of one corresponds to a waveform with
no significant steepening, while a value above one represents some nonlinear steepening,109 It has
been shown that for jet noise, both full-scale 111 and model-scale, 112 an ASF value between 1.5 and
2 is indicative of the presence of shocks, with a value approaching two suggesting significant shock
content.
Shock Energy Fraction
The steepening of shocks in the time domain results in spectral broadening in the frequency
domain, as energy is transferred from the peak frequency region to higher frequencies. Although
spectral broadening is often shown using the more familiar Fourier transform, a wavelet transform
has been used in lab-scale jet noise analysis as a frequency-domain technique that also gives
temporal resolution.112 The SEF is a metric that compares high-frequency (>2 kHz for full-scale
aircraft) energy associated with shocks within the waveform to the total high-frequency energy
present. 113. A value of SEF = 0 corresponds to no high-frequency energy associated with shocks,

while a value of SEF = 1 means that all high-frequency energy is associated with shocks.
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6.4 Far-Field Variation in Metrics
Long-distance propagation introduces a level of variation not seen in near-field
measurements for nearly all measured quantities. Some of these variations can be tied to
atmospheric effects, such as a temperature inversion or gradients in the atmosphere that alter the
path of sound and either reduce direct propagation or introduce secondary transmission paths.
Other meteorological effects are not so readily connected to measurable weather conditions, and
such effects on long-range, nonlinear propagation can lead to surprising results.
Uncertainty with Distance
The waveform changes that arise due to small atmospheric variation can be dramatic. To
illustrate this, three waveforms at 100% ETR from the same microphone, 22.8 m above the ground
at 610 m from the MARP at an angle of 135°, are plotted in Fig. 6.2. The three waveforms in parts
(a), (b), and (c) are taken from Runs 129, 219, and 124 respectively. Though the OASPL of all
three waveforms is very similar- 111.2, 111.0, and 112.5 for the three runs in order- the waveform
properties themselves look very dissimilar. The waveform in Fig. 6.2(a) in particular shows several
spikes that noticeably absent from the other waveforms, and are reminiscent of the waveform
examples of crackle shown by Ffowcs-Williams et al.10 The sharp, positively pressure skewed,
double-peak features in the waveform also bear similarity to those seen in caustic focusing of sonic
booms,116 which can also occur due to atmospheric refraction. The derivative skewness for the
waveform in part (a) is markedly larger than the other waveforms with a value of 18.7, compared
with 4.7 and 11.0 for parts (b) and (c). Evidence of steepening is also visible in parts (b) and (c),
but not nearly to the extent that it is visible in part (a). These three waveforms help show the wide
disparity in shock content that is possible at the same location due to small atmospheric changes.
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Fig. 6.2 Waveforms from the microphone located 22.8 m above the around at 610 m from the
MARP along the 135° radial for three runs at 100% ETR: (a) Run 129, (b) Run 219, and (c)
Run 124.

To illustrate some of the issues associated with nonlinear propagation over large distances,
Fig. 6.3 shows the mean value and standard deviation for the metrics discussed above as a function
of distance at 135° for a single engine condition, 100% ETR. Though microphones were available
at multiple heights at 610 m and 1220 m, only the results from the 9.1 m high microphone are
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shown here, which is the same height as the microphones at 76, 152, and 305 m. The OASPL,
shown in Fig. 6.3(a), is the metric that is most often used in noise modeling. The uncertainty in
OASPL tends to increase with distance, with a standard deviation of greater than 1 dB at 610 and
1220 m. Nonlinearity metrics also tend to show greater uncertainty with distance but may appear
to peak in uncertainty at 305 m before collapsing at farther distances. However, the ranges of the
nonlinearity metrics and the associated perception should be taken into account when evaluating
uncertainty.
Past studies14 have shown significant differences in shock content and perception as
derivative skewness values reach and exceed a value of 3, and ASF exceeds a value of 1.5, though
the link between perception and ASF has yet to be quantified. The derivative skewness has a large
standard deviation at 305 m, but all values are above a threshold of 9, indicating continuous
crackle. On the other hand, the range of values spanned by error bars in derivative skewness at 610
m and 1220 m represent a much larger range of shock content, ranging from no significant shocks
to significant shocks. The ASF values at 305 m also show a wide range of values, but all of them
indicate significant shock content, while the uncertainty in ASF at 610 and 1220 m again shows
that at these larger distances shock content may be significant or nearly nonexistent, depending on
the run. The large uncertainty in shock content at large distances, even with weather conditions
during all runs falling within the measurement standard, points to the sensitivity of long-range
propagation to small variations in atmospheric conditions.
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Fig. 6.3 The (a) OASPL, (b) derivative skewness, (c) ASF, and (d) SEF are shown as a function
of distance along with 135° radial for the 100% ETR runs. Standard deviation over the 9-10
runs at each measurement location is shown using error bars.

Though behavior can vary in the extreme far field, in many runs the high values of
derivative skewness, ASF, and SEF indicate significant shock content at distances of 610 and 1220
m from the source. However, the variation in nonlinearity metrics over runs suggests that there
should be substantial differences in the high-frequency content at these distances as well: Higher
nonlinearity metric values should be associated with a marked increase in high-frequency energy.
The spectra from all the microphones from 38.1 m to 1220 m along the 135° radial, at a height of
9.1 m, are shown in Fig. 6.4 for all runs at 100% ETR, shown in Table 6.1. As would be expected,
very little variation is seen at 38.1 m, though evidence of a ground interference null is seen near 1
kHz in some of the spectra. As distance increases, more and more variation is seen, in particular
in the high-frequency regimes. At 610 m, one spectrum in particular has little high-frequency
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content, consistently 15-20 dB below all other spectra, even though the difference in peak level is
not nearly as large. At 1220 m, differences at 200 Hz are as large as 15 dB. These dramatic
differences at these low frequencies point to a secondary propagation path not due to ground
reflections, as ground reflection nulls should be located near 1 kHz according to the measurement
geometry. The interference nulls at frequencies too low to be caused by ground reflections suggest
another secondary transmission path, possibly a downward refracting atmosphere, though more
measurements are needed to confirm this. At 1220 m some runs also exhibit significantly higher
SPL above 3-4 kHz. Also of note is the fact that 1220 m from the source, measurable levels exist
up to 10 kHz. The level at these high frequencies should be well below the noise floor at these
distances due to linear absorption, indicating that even at distances as large as 1220 m, nonlinear
propagation is still a key factor in providing high-frequency energy.
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Fig. 6.4 Spectra for measurement distances from 38.1 m to 1220 m along the 135° radial at
height of 9.1 m for 100% ETR. Averaged spectrum (dB average) at each location is shown
with a darker line.

Trends at 610 m
While understanding uncertainty with distance is an important, variation with measurement
height also needs to be considered. The SPL as a function of frequency, shown in Fig. 6.4 at cranes
located 610 and 1220 m from the source, were solely from microphones at 9.1 m in height to match
the measurement height at 76, 152, and 305 m. Though most measurement locations were limited
to a single height, the 610 and 1220 m measurement locations along the 135° radial consisted of
multiple microphones at heights ranging from 0 to 30.1 m off the ground. The OASPL of all
microphones at 610 m is plotted in Fig. 6.5 as a function of height for all runs at 100% ETR in
Table 1. One of the visible trends is that, with the exception of Run 129, OASPL tends to decrease
with microphone height up to 22 m, similar to results shown by McInerny et al., 114 though their
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results had a maximum height of 12.2 m. One possible explanation for the increase in level is that
near the ground, the direct transmission from the source and the ground reflection combine
constructively over the peak-frequency region, but at higher microphones the interference can be
more destructive than constructive, resulting in a lower OASPL. However, the expected ground
interference nulls, even at 30 m above the ground, occur at several times the peak frequency of the
noise. While these ground interference nulls do affect the high-frequency shape of the spectrum,
because they occur in a frequency region well below the peak, they do not affect the OASPL. This
means that other long-range propagation effects due to a more complicated vertical profile in the
atmosphere are the likely cause for the decrease in OASPL with microphone height.

Fig. 6.5 OASPL is shown as a function of height at a distance of 610 m at 135° for all runs at
100% ETR. Symbols denote which day the run was measured.

One run stands out within these 610 m measurements, as its vertical variation in OASPL
is drastically different from all others. Run 129 subverts the trend that OASPL decreases with
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height, with the lowest OASPL at ground level and increasing from there, similar to results shown
by Gee et al. 115 Though not shown in Fig. 6.5, this behavior is also seen at runs at other engine
conditions immediately before and after Run 129, and the significantly lower OASPL values are
also seen at the 9.1 m microphone at 120° and 150° at 610 m. While it is difficult to pinpoint
exactly what meteorological conditions caused such a drastic change, it is worth noting that this
run was the latest time of day of all runs at 100% ETR, and it also had the highest wind speed, as
shown in Table 6.1. It is possible that gradients in the atmosphere at earlier times channeled the
sound towards the ground, but as the ground warmed up and a temperature lapse occurred, the
sound was refracted away from the ground microphones. However, a more detailed measurement
of atmospheric conditions is needed to confirm this hypothesis.
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Fig. 6.6 The (a) derivative skewness, (b) ASF, and (c) SEF are shown as a function of height at
a distance of 610 m at 135° for all runs at 100% ETR. Symbols denote which day the run was
measured.
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Since the OASPL is consistently lower at higher measurement locations it would be
reasonable to assume nonlinearity metrics would exhibit height-dependent trends as well. Because
peak frequency is consistent with height, one might assume that nonlinearity metrics would
decrease for microphones with lower OASPL. Higher OASPL tends to drive shock formation,
meaning that for these similar propagation paths, higher OASPL corresponds to higher values of
nonlinearity metrics. Were this the case at the crane at 610 m, one would expect nonlinearity
metrics to decrease with height. However, this is not the observed behavior, as shown in Fig. 6.6.
Instead, the nonlinearity metrics tend to increase with height until 22.9 m above the ground, when
they decrease as OASPL increases.
Once again, the behavior from Run 129 is drastically different from the rest. Here, the
derivative skewness up to 9.1 m is negligible, while the derivative skewness at 22.9 m
(Corresponding to the waveform shown in in Fig. 6.3(a)) jumps to a value of nearly 19, near the
average behavior observed at 38 m and 76 m seen in Fig. 6.3. Upon listening to these samples, the
difference in sound quality is stark, with the waveform at 9.1 m having no crackle, while the
waveform at 22.9 m could be described as intense crackle, similar to what is heard at distances
much closer to the aircraft. Just as with the OASPL behavior shown in Fig. 6.5, this larger
derivative skewness at that microphone is not limited to a single run, but is also present at other
engine conditions. Though it is difficult to ascribe this behavior to any particular aspect of
meteorological conditions, the features appear similar to the skewed peaks produced by caustic
focusing, which can be caused by a downward refracting medium,102,116,117,118 though the effects
of nonlinear propagation in a downward-refracting atmosphere have not been investigated for jet
noise. However, it is important to note that nonlinear propagation can be significant at distances
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far from the source, and that nonlinear propagation is sensitive to small changes in the
environment.
Trends at 1220 m
One way of confirming some of the trends seen at 610 m is looking for confirmation at
other measurement locations, in this case using the crane at 1220 m. The trends at 610 m were for
the most part unexpected, in particular the decrease in OASPL with height and associated increase
in all three nonlinearity metrics. However, as is seen in Fig. 6.7, the decrease in OASPL with
height is accentuated further at 1220 m, with a difference of 8-10 dB between the measurements
at heights of 0 m and 30.5 m for most of the runs. However, some of the runs deviate from this
behavior. Run 129 in particular shows an increase in OASPL at higher elevations, a trend that is
present at a smaller degree in runs 119 and 124. Interestingly, the anomalous behavior is very
different at 1220 m than at 610 m. While at 610 m run 129 has a 10 dB drop in OASPL at the
microphones closest to the ground compared to other runs, at 1220 m the microphones near the
ground are unchanged, and elevated microphones see a large increase in OASPL. This implies that
the atmospheric conditions create a “shadow zone” at lower microphones at 610 m during Run
129, but the sound is again refracted toward the ground by 1220 m. Regardless, the findings from
Fig. 6.7 confirm the behavior seen in Fig. 6.5, that for the course of most of the experiment the
OASPL decreases with microphone heights, more so than would be expected for straight-ray
propagation.
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Fig. 6.7 OASPL is shown as a function of height at a distance of 1220 m at 135° for all runs at
100% ETR. Symbols denote which day the run was measured.

The other unexpected trend seen at 610 m was the increase in nonlinearity metrics
corresponding to the decrease in OASPL with height. Once again, this trend is confirmed by
comparing the behavior at the 1220 m crane with that of the 610 m crane. The trend seen in Fig.
6.8 is similar to the behavior in Fig. 6.6, that nonlinearity metrics tends to increase with height,
though this is not as clear as in Fig. 6.6, and nonlinearity metrics peak at lower heights for many
of the runs. It is also important to note that the values of the nonlinearity metrics still indicate
the presence of significant shocks and crackle. While derivative skewness values vary wildly,
in particular at higher microphones, values of 3-5 are seen in roughly half the runs at 22.9 and
30.5 m, indicating continuous crackle and significant shock content. 119 Also important to note
is the high derivative skewness values associated with runs 129 and 243. These show the
sensitivity of nonlinear propagation to weather effects over long-range propagation and point
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to the need for better understanding of how changes in the atmosphere within the measurement
standard can lead to significantly stronger shocks at some locations.
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Fig. 6.8 The (a) derivative skewness, (b) ASF, and (c) SEF are shown as a function of height at
a distance of 1220 m at 135° for all runs at 100% ETR. Symbols denote which day the run was
measured.
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6.5 Variation attributable to atmospheric conditions
Since near-field measurements of OASPL in Fig. 6.3 have a standard deviation of less than
1 dB, the larger variation in OASPL at distances far from the source is likely due to small changes
in atmospheric conditions. Though a lack of atmospheric data limits analyses, a connection
between weather measurements and trends in OASPL would help explain some of the result seen
in Section 6.4. While the weather data collected during the experiments were limited, anomalous
behavior at the 610 and 1220 m microphones can be connected to quantities such as average wind,
the time of day, and a possible temperature inversion.
One of the issues in extracting trends as a function of height from the available data is the
small number of runs at each ETR. While variation is seen in the OASPL values in Fig. 6.5, nine
or ten runs is likely not enough to show the entire range of possible behavior. To show a larger
dataset, OASPL data from all engine conditions are plotted in Fig. 6.9. To compare weather effects,
rather than effects due to engine condition, these OASPL values have been normalized to the mean
OASPL at a height of 0 m at each engine condition. For instance, the OASPL curves from Fig. 6.5
have had a value of 116 dB subtracted. Unfortunately, normalizing nonlinearity metrics is not as
insightful given the wide range of values at each engine condition, and so the analyses in this
section are confined to OASPL.
The OASPL at all microphone heights at distances of 610 m and 1220 m and over a range
of engine conditions from 75% (Intermediate) to 150% ETR (Maximum afterburner) are shown in
Fig. 6.9, with the color of the line corresponding to the average wind speed over the course of the
run. Many of the trends seen in Fig. 6.5 and Fig. 6.7 are immediately apparent, showing they are
not limited to a certain subset of the measurement. For the majority of the cases, the OASPL
decreases with height, with a difference of ~5 dB between 0 and 30.5 m for the crane at 610 m and
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a difference of 7-10 dB at the 1220 m crane. Also apparent are a few curves that display anomalous
behavior, similar to Run 129 shown in Fig. 6.5. These curves show that this behavior was not
limited to a single contaminated measurement. It is interesting to note that a higher wind speed
occurs during all of these events which deviate from the trend of decreasing OASPL with height
observed during the rest of the measurement. However, not all high-wind events result in atypical
behavior; while a high wind speed is likely related to the occurrence of the anomalous behavior, it
is not enough to predict the behavior alone.

Fig. 6.9 The OASPL (Normalized to average level at 0 m height at each engine condition) as a
function of height for all engine conditions from 75% to 150% ETR at 135°. Colors correspond
to average wind throughout the run.

Wind is not the only factor that can have a large influence on long-range propagation.
Another variable to consider is stratification of the atmosphere. While small variations in
temperature are not likely to alter propagation significantly themselves, changes in temperature
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gradients may have a large impact. Unfortunately, the weather data from these measurements
makes it difficult to say conclusively when there was a temperature inversion or lapse, though
previous measurements suggest a transition to a temperature lapse occurring with the first 30
minutes after sunrise. 120 However, the time of day is likely related to changes in these atmospheric
conditions, and in particular, the transition from a possible temperature inversion to a temperature
lapse as the sun rises.
To help demonstrate the effect of time of day, Fig. 6.10 below shows the same OASPL
curves as a function of height seen in Fig. 6.9, but the colors now correspond to local time. Sunrise
occurred at 6:28 AM on both measurement days, and it is likely that if a temperature inversion
were present, it would turn into a temperature lapse as the ground is heated shortly after sunrise,
possibly within the first 30 minutes. Similar to the trends seen with wind in Fig. 6.9, all of the
anomalous curves occur at times later in the day, with what appears to be an even stronger
relationship than for wind speed. However, once again the time of day is not a perfect predictor of
OASPL behavior. Long-range propagation effects are a combination of temperature and wind
profiles, and more detailed weather observations are needed to uncover a relationship between
atmospheric conditions and propagation effects.
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Fig. 6.10 The OASPL (Normalized to average level at 0 m height at each engine condition) as
a function of height for all engine conditions from 75% to 150% ETR at 135°. Colors
correspond to measurement time.

6.6 Conclusions and Future Work
This chapter illustrates difficulties in accounting for atmospheric conditions in long-range
acoustic propagation for static measurements of jet aircraft and shows the importance that
nonlinear propagation can have at large distances from the source. Over two days, measurements
at 100% ETR, all with weather conditions within ranges allowed by the measurement standard,
have consistent OASPL, spectra, and nonlinearity metrics close to the aircraft but show a wide
range of behavior at distances of 305 m and greater. One fairly consistent trend seen at
microphones located at 610 and 1220 m from the source is a decrease in OASPL with measurement
height and an unexpected rise in nonlinearity metrics. However, some variations are seen from
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these trends. Atmospheric conditions occasionally produce a much lower OASPL than expected
or much higher nonlinearity metrics. The anomalous behavior is not limited to a single event, but
all events exhibiting the behavior do occur later in the morning on the first day of measurement
and are also associated with higher wind speeds. This behavior suggests a transition from a
downward-refracting atmosphere to an upward-refracting atmosphere, likely due to changes in
temperature and wind shortly after sunrise. While previous measurements support this idea, more
precise meteorological data is needed to associate changes in the far-field metrics with smaller
atmospheric changes.
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Numerically modeling far-field shock
formation
7.1 Introduction
The noise from high-performance military jets is a concern for military personnel who
work closely with the aircraft, as well as for communities who may be exposed to such noise. In
addition to the high noise levels associated with the aircraft, acoustic shocks may pose an
additional risk for both annoyance and hearing loss risk. It is necessary to understand the nature
and formation of the acoustic shocks to accurately understand and predict their effects in the sound
field. The principles that guide the formation and decay of acoustic shock waves are outlined in
nonlinear propagation theory.
The high levels associated with military fighter jet noise mean that linear propagation
assumptions are no longer valid. Nonlinear effects are easily observed in the steepening of
waveforms in the time domain, which results in spectral broadening and a 1/𝑓𝑓 2 high-frequency

spectral slope56 in the power spectral density. These effects have been observed in both

laboratory33,121 and full-scale19,21,27,40,64 measurements, although the importance of cumulative
nonlinear effects at laboratory scales has been questioned.16,91 The nonlinear propagation of noise
has been numerically modeled using many algorithms and in many situations, including military
aircraft.31,122- 125 Blackstock 126 was one of the first to attempt to predict nonlinear propagation of
jet noise, followed by Morfey and Howell.21 Predictions of nonlinear behavior have been shown
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for multiple aircraft,19,48 including the F-18,125,127 and F-35.30 Gee et al.19 propagated waveforms
from an military aircraft from a distance of 61 m to 305 m, along the 125° radial. They showed
significantly higher levels at high frequencies compared with linear predictions and that
measurements agreed closely with nonlinear predictions. A follow-on study in 200848 showed
similar results, but broader in scope. Two measurement conditions, 90% ETR and afterburner,
were shown at 90°, 125°, and 145°, and multiple propagation distances were considered. Gee et
al. 201222 used a slight modification to the nonlinear propagation algorithm with data from the F35 and showed variations in nonlinear propagation with differing weather conditions.
In this chapter the nonlinear propagation of jet noise is considered for multiple engine
conditions and at a greater angular range than previously shown, including in the forward region
of the aircraft. A brief overview of the experimental setup is provided, followed by an examination
of time waveforms and spectral maps to show the presence of nonlinear steepening and spectral
effects. Spectra at specific locations are shown and examined for nonlinear spectral broadening
and other measurement effects such as multi-path interference and atmospheric absorption. Spectra
from nonlinear and linear numerical predictions are compared with measurements for multiple
angles and engine conditions. Nonlinearity metrics are compared between the measurements and
numerical predictions and specific time-domain features of the waveforms are highlighted to
illustrate difficulties in both measurement and numerical simulation. These both confirm and better
quantify previous findings of significant nonlinear effects in the direction of maximum radiation
and show that at high engine conditions a nonlinear transfer of energy is occurring in the forward
direction as well, which may cause changes in the perceived noise.
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7.2 Measurement Setup
The dataset examined in this chapter was collected at Edwards Air Force Base, September
5, 2013. The experiment has already been extensively described by James et al.,71 but pertinent
details are given here. Noise measurements were taken as a tethered F-35A was cycled through
power settings ranging from idle to 150% ETR, or maximum afterburner. Each engine condition
was measured multiple times throughout the course of the measurements. The 235 unique
measurement locations, chosen in accordance with ANSI S12.75,28 represent the largest full-scale
dataset to date in terms of spatial coverage, with microphones located as close as 10 m from the
shear layer out to 1220 m away from the microphone array reference position (MARP), located
6.6 m behind the nozzle. Microphones were arranged in either line arrays, parallel to the jet
centerline, or in semi-circular arcs centered at the MARP. As most of the noise generated by
supersonic jets is emitted from the turbulent mixing that occurs behind the jet, the MARP
represents a rough estimate of source location for many frequencies of interest. For arcs from 38
m out to 305 m, arc spacing of 5° between microphones was used in the direction of peak radiation,
between 120° and 160°.
The microphone locations within 38 m of the aircraft are shown in Fig. 7.1, with the aircraft
also included and shown to scale. Microphone locations beyond 38 m are shown in later plots. In
the areas of maximum acoustic pressure, 6.35 mm (1/4”) microphones were used, with sampling
rates of either 192 kHz or 204.8 kHz. At 305 m, in the forward direction, waveforms were captured
at measurement locations from 0° to 40° and 60° to 80° using sound level meters. The meters
recorded time-history Waveform Audio File Format (wav) files at a sampling rate of 51.2 kHz.
Measurements were conducted between 3:00 and 9:00 AM local time, with temperature varying
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between 19.4°C and 23.1°C, relative humidity between 37.6% to 45.7%, and an average wind
speed of 3.3 kts, with a maximum windspeed of 8.0 kts during measurements.

Fig. 7.1 Microphone measurement positions within 38 m of the MARP. The dashed red line
shows the θ = 135° radial.

7.3 Metrics Indicative of Nonlinear Propagation
Because of the broadband, complex nature of nonlinear propagation and shock formation
within jet noise, attempts to quantify the strength of shocks within jet noise have often concentrated
on nonlinearity metrics, single values expressing the shock content of a waveform. Nonlinearity
metrics considered in this chapter are derivative skewness, ASF, and SEF, a new wavelet-based
metric.
Derivative Skewness
The skewness of the distribution of the first time derivative of the pressure waveform
(estimated via finite difference) is a statistical measure that assesses the overall steepness of a
waveform. Nonzero skewness values express an asymmetry in a distribution, and the large
derivative values associated with acoustic shocks result in a distribution in which there are many
slightly negative values with relatively fewer, but significantly larger positive values. This
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distribution results in a large positive derivative skewness indicative of steepened waveforms.
Derivative skewness has been used to show the presence of shocks in both model-scale16,10 and
full-scale22,40 analyses.
An advantage of this metric is that it is dependent only on the waveform shape and
independent of an arbitrary definition of a shock, but it has notable disadvantages as well. First,
sampling rate must be sufficient to adequately resolve the large positive derivatives associated
with shocks and, hence, a relatively low sampling rate might cause the derivative skewness values
to be severely underestimated.17,80 A physical interpretation of derivative skewness values has also
proven difficult. Recent work,17,80 however, has shown that a threshold of derivative skewness
values of approximately 5 or larger indicates significant waveform steepening and shock content,
provided that the sampling frequency exceeds the characteristic frequency in the waveform by a
factor of at least 100.
Average Steepening Factor
Another time-domain metric that has been used to quantify waveform steepening is the
average steepening factor (ASF), defined as the average value of positive derivatives divided by
the average value of negative derivatives. This quantity was originally defined as the inverse, the
waveform steepening factor WSF = 1/ASF, and like the derivative skewness has been used in both
model-scale16 and full-scale 128 applications. A recent paper by Muhlestein et al.50 derives
analytical expressions for ASF for high-amplitude, initially sinusoidal signals, and additionally
shows values for nonlinearly propagating noise in a plane-wave environment. A non-steepened
waveform would have ASF = 1, while steepened waveforms have higher values. The ASF of
shock-containing jet noise is typically at a value of 1.5 and above.128 Because the ASF is a linear
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mean of derivative values it represents trends within the entire waveform more than the derivative
skewness, which accentuates the large positive outliers. However, the ASF is also more susceptible
to the presence of extraneous noise than the derivative skewness.13,80
Shock Energy Fraction
The steepening of shocks in the time domain results in spectral broadening in the frequency
domain, as energy is transferred from the peak frequency region to higher frequencies. Although
this effect is often shown using the more familiar Fourier transform, a wavelet transform has been
used in lab-scale jet noise analysis as a frequency-domain technique that also gives temporal
resolution.16 The SEF is a metric that compares high-frequency (>2 kHz) energy associated with
shocks within the waveform to the total high-frequency energy present. A value of SEF = 0

corresponds to no energy located at the shocks, while a value of SEF = 1 means that all high-

frequency energy is located at the shocks.

7.4 Spectral Analysis
A detailed analysis of the F-35 spectra at individual distances and angles can demonstrate
where nonlinear propagation is occurring and to what extent. Before this analysis, linear and
nonlinear propagation effects on the spectrum are discussed, following which the spectra are
shown.
Spectral Effects
As described briefly above, waveform steepening results in a transfer of spectral energy
from the peak-frequency region to higher frequencies. In a waveform containing weak shocks, the
spectrum of the noise decays at 1/𝑓𝑓 2 . For one-third-octave (OTO) spectra, which are presented
here, shock-containing noise has an expected roll-off rate for high frequencies of 10 dB/decade.17
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As the waveform continues to propagate, rise time increases and the shocks begin to thicken. As
the shocks thicken the linear absorption at high frequencies has a large effect and the roll-off of
the spectrum at higher frequencies increases. For initially sinusoidal plane waves this occurs when
the distance, 𝑟𝑟, is equal to the absorption length, defined as

(7.1)

𝑙𝑙𝛼𝛼 = 1/𝛼𝛼(𝑓𝑓),

where 𝛼𝛼(𝑓𝑓) is the absorption coefficient.7 For sinusoidal plane waves, this distance is independent

of initial source amplitude. Others have shown this transition to what is called the old-age region

while incorporating geometric spreading 129 and for broadband noise. 130 When the absorption
length is equal to the distance from the noise source, a steeper spectral roll-off can be expected.
The distances at which far-field microphones were situated in the current experiment are listed in
Table 7.1 along with the frequency associated with the absorption length at that distance. The
absorption length is calculated using meteorological data from the measurements over a range of
frequencies, then the data are interpolated to find the frequency with the absorption length at the
microphone distances from the MARP.
Table 7.1. The frequencies with an absorption length corresponding to measurement locations.
The absorption length is calculated using meteorological data from the given measurement
time over a range of frequencies, then the data are interpolated to find the frequency with the
absorption length at the microphone distances from the MARP.

Distance (m)
Frequency
(kHz)

76
8.0

152
5.5

305
3.8

610
2.4

1220
1.5

In addition to the nonlinear effects that affect the high-frequency roll-off of the spectra, ground
reflections can have a significant effect on discrete frequencies. Both the aircraft nozzle and the
microphones used to record data were located off the ground, producing a minimum of two paths
by which sound can travel from the noise source to the microphone, either directly through the air
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or after reflecting off the ground. The discrete frequencies at which the two paths will interfere
destructively can be found if one assumes a point source at a height of 1.82 m and a finite ground
flow resistivity. 131 In this case a value of 3,000 rayls was used, typical of hard-packed earth.
Although the model gives the effect of constructive and destructive interference over a range of
frequencies, Table 7.2 lists the first frequency at which destructive interference is observed. This
null has the most significant effect on OTO spectra due to averaging, and the effects of higher
frequency nulls are diminished due to turbulence in the atmosphere and the extended area of the
ground reflection. 132,133
Table 7.2. Microphone heights and expected interference nulls for various distances. The
heights of the microphones located in arcs of various radii are listed. These microphone
heights are then used with a nozzle height of 1.82 m to calculate the frequency at which an
interference null would be expected using a ground flow resistivity of 3,000 rayls.

Distance (m)
Mic. Height
(m)
Frequency
(kHz)

19
1.52

29
1.52

39
1.52

76
3.66

152
5.49

305
9.14

0.54

0.78

0.96

0.78

0.89

0.89

Spectral Comparisons
With the above analyses and expected behavior concerning spectral decay, absorption
length, and ground reflections, the spectra measured at specific locations can be examined for
evidence of each of these phenomena. The spatial dependence of the spectra along 30°, 90°, 135°,
and 150° radials are shown in Fig. 7.2-Fig. 7.5, respectively. These angles are chosen because
they correspond with spatial regions where the noise properties are significantly different: forward
direction, sideline of the MARP, near the maximum radiation direction and farthest downstream
positions. Though some angles had microphones at a greater range of distances, at all four angles
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the waveforms measured at 38.1 m, 76.2 m, and 305 m from the MARP are shown for four engine
conditions: (a) 50%, (b) 75%, (c) 100%, and (d) 130% ETR.
Along the 30° radial in Fig. 7.2(a), the spectrum measured at 76 m begins to sharply roll
off at roughly 3 kHz, but in Fig. 7.2(c) and Fig. 7.2(d) the roll-off is much more gradual, even at
frequencies as high as 20 kHz, where absorption should be having a large effect. The persistence
of the shallower spectral slope at high frequencies implies that the high-frequency losses expected
from atmospheric absorption (>150 dB at 10 kHz between 76 m and 305 m) are being countered
by nonlinear propagation effects. Though the rate of roll-off is greater than would be expected if
shocks were present, it is still smaller than would be expected if purely linear behavior is assumed.
Because of this, the spectral shapes alone do not conclusively exhibit the effects of far field
nonlinear propagation in the forward direction. This concept is revisited in a later section.
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Fig. 7.2 OTO Spectra along the 30° radial as a function of engine condition. The four plots
show the OTO spectra calculated at (a) 50% ETR, (b) 75% ETR, (c) 100% ETR, and (d) 130%
ETR.

As the ETR increases, the spectral shape at higher frequencies (>6-7 kHz) changes for all
four angles. The greatest nonlinear effects are expected in the maximum radiation direction, shown
in Fig. 7.4. In this direction, the levels at frequencies of up to 12 kHz are greater than 80 dB at
𝑟𝑟 = 305 m from the source, a level inconsistent with linear losses. In addition, from linear

assumptions one would expect that between 38 m and 76 m the spectral levels at higher frequencies
in Fig. 7.4(d) to have decreased relative to lower frequencies. Instead, the spectral shape is
essentially unchanged, as the nonlinear transfer of energy to higher frequencies balances out the
loss due to absorption. This change in the slope of the high-frequency portion of the spectral shape
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is most easily observed in the spectra at 76 m but can also be seen in the 152 m and 305 m spectra,
indicating nonlinear propagation. If many sawtooth-like shocks are present in the waveform, the
high-frequency roll-off should be roughly 10 dB/decade, and this is seen to some extent for all
four ETR shown. The roll-off should also be greater at the frequencies calculated in Section 7.4.1
when the distance is on the same order of magnitude for the absorption length of that frequency,
and these values do correspond with changes in the spectral shape at each distance from the source,
especially at greater ETR.
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Fig. 7.3 OTO Spectra along the 90° radial as a function of engine condition. The four plots
show the OTO spectra calculated at (a) 50% ETR, (b) 75% ETR, (c) 100% ETR, and (d) 130%
ETR.
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Fig. 7.4 OTO Spectra along the 135° radial as a function of engine condition. The four plots
show the OTO spectra calculated at (a) 50% ETR, (b) 75% ETR, (c) 100% ETR, and (d) 130%
ETR.

These same trends are seen in Fig. 7.3 and Fig. 7.5, though at a slightly lower level. Also
of note is the strong evidence of a ground reflection null for all ETR in Fig. 7.3. For the spectra at
19 m, this null occurs between 500-600 Hz, precisely at the value calculated in Section 7.4.1. Also
evident is the presence of interference in the spectra of microphones at 610 and 1220 m at
frequencies well below those at which ground reflections would be expected. These interference
nulls provide further evidence for a downward-refracting atmosphere, due to either a gradient in
wind or temperature.
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Fig. 7.5 OTO Spectra along the 150° radial as a function of engine condition. The four plots
show the OTO spectra calculated at (a) 50% ETR, (b) 75% ETR, (c) 100% ETR, and (d) 130%
ETR.

7.5 Nonlinear Propagation Modeling
The above spectra certainly suggest that nonlinear propagation is a factor, at the very least
out to 305 m and possibly farther, and at a broad range of angles at engine conditions of 100%
ETR and above. However, in order to quantify the effect that nonlinear propagation has on both
the waveform and the spectrum, the nonlinear effects must be compared with a linear prediction.
To do this, both linear and nonlinear propagation schemes are used to numerically propagate
waveforms measured at 76.2 m to 305 m, and the resulting spectra are compared with those
calculated from the measured waveform at 305 m across a wide range of angles from 0° to 160°.
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Propagation Algorithm and Spectral Correction
The nonlinear propagation code is similar to that used by Gee et al.19 It is a hybrid timefrequency domain algorithm based on the Generalized Burgers Equation (GBE) and incorporates
geometric spreading, atmospheric absorption, and quadratic nonlinearity as well as weak-shock
theory developed by Pestorius and Blackstock31 to more efficiently propagate shocks. A similar
code that neglects the quadratic nonlinearity is used to propagate the waveforms linearly. The
spectra from these nonlinear and linear predictions can be compared against each other and against
the spectrum of the measured waveforms.
Multi-path interference presents a problem in comparing numerically propagated
waveforms with measurements. Measurements at 76 m from the MARP have an interference
pattern due to the geometry of that location and other weather effects, but these frequency-domain
patterns are still carried throughout the propagation process. However, at 305 m an entirely
different interference pattern is seen, and the numerical models have no way to correct for these
changes. To account for this difference in spectrum an empirical correction, developed by Gee et
al. 200719 and used again in Gee et al. 201279 for meteorological and propagation environment
effects not treated by the GBE model, is applied. Based on the assumption that over a short period
of time, the changes in spectra due to interference effects and meteorology between the two
distances are consistent, the correction is the difference between the spectra from the numerical
propagation and the measurement. This correction uses the change in spectrum between the two
measurement locations from a low-power measurement where nonlinear effects are minimal, in
this case 50% ETR, to correct predictions at higher measurement location. The measured
waveform for 50% ETR is numerically propagated to the second location, and the difference
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between the predicted spectrum and the measured spectrum is calculated. For higher engine power
conditions, this difference is then added to the predicted linear and nonlinear spectra, such that
𝑆𝑆𝑆𝑆𝐿𝐿HP,corr = 𝑆𝑆𝑆𝑆𝐿𝐿HP,pred + (𝑆𝑆𝑆𝑆𝐿𝐿LP,meas − 𝑆𝑆𝑆𝑆𝐿𝐿LP,pred )

(7.2)

where HP indicates high power, LP low power, 𝑆𝑆𝑆𝑆𝐿𝐿HP,corr is the corrected spectrum, and pred and

meas refer to the predicted and measured spectra. Note that this correction is only applied below
1 kHz due to noise floor issues at 305 m above this frequency. However, this frequency range
corresponds to the largest changes due to interference, and nonlinear propagation effects are small
at 50% below 1 kHz.19
Nonlinear Prediction Spectral Comparison
Both the linear and nonlinear propagation algorithms are applied to waveforms measured
at 𝑟𝑟 = 76.2 m to estimate waveforms at 𝑟𝑟 =305 m. The empirical corrections in Eq. (7.2) are
estimated separately at each angle and applied to the spectra of the numerically propagated

waveforms in both the linear and nonlinear cases. The linearly and nonlinearly propagated
waveforms are compared with the spectra measured at 305 m for 50% ETR in Fig. 7.6 at 30°, 90°,
135°, and 150°. For this low ETR, at both 30° and 90° there is essentially no difference between
the linear and nonlinear predictions. At 135° and 150° small differences are seen but all three
spectra are within a few decibels of each other.
As ETR increases, so do the differences between nonlinear and linear predictions. At 75%
ETR, as shown in Fig. 7.7, nonlinear effects are evident at 135° and 150°, shown in Fig. 7.7(c) and
(d), where there is a large difference among the higher frequencies. In both these cases, the
measured spectrum very closely resembles the nonlinear prediction. In spite of differences in the
spectra at low frequencies due to interference nulls, the nonlinear propagation code accurately
characterizes the high-frequency behavior within 1-2 dB. The difference between the linear and
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nonlinear predictions is greater at 100% ETR, as shown in Fig. 7.8. The relative increase in highfrequency energy is again most evident at 135° and 150°, but small differences in the high
frequencies can also be seen at 30° and 90° in Fig. 7.8(a) and Fig. 7.8(b).
In the discussion of Fig. 7.2 it is shown that the spectral roll-off at high frequencies could
show nonlinear behavior in the forward direction. Further evidence is seen in Fig. 7.8(a) and (b),
where nonlinear predictions agree with measured data more closely than linear predictions. The
evidence of nonlinear propagation in the forward direction is even clearer at 130% ETR. In Fig.
7.9(a), the measured spectrum at 8 kHz is 10 dB higher than the linear prediction. Though the
nonlinear method slightly overestimates the spectrum at the higher frequencies, it is more accurate
than the linear prediction, indicating a degree of nonlinear propagation in the far-field forward
direction.
The results show that spectra calculated from measured waveforms closely resemble those
using the nonlinear propagation algorithm. In some cases, the nonlinear algorithm overpredicts the
level at high frequency, but this may be in part due to terrain effects such as dense shrubbery
nearby between 76 m and 152 m, which could substantially affect higher frequencies. At lower
ETR the linear and nonlinear predictions are nearly aligned, but at higher conditions the measured
data agrees more closely to the nonlinear predictions, even at 30°, in the forward direction of the
aircraft. Because the nonlinear predictions accurately reflect changes in the spectra, in particular
at high frequencies, a comparison between linear and nonlinear predictions can be used to quantify
the strength of nonlinear effects as a function of angle.
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Fig. 7.6 OTO spectra at 305 m compared with linear and nonlinear predictions for 50% ETR.
Waveforms measured at r = 76.2 m are propagated to r = 305 m using both linear (blue) and
nonlinear (red) propagation algorithms. The resulting OTO spectra are compared with the
spectra at 305 m (black) at (a) 30°, (b) 90°, (c) 135°, and (d) 150°.
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Fig. 7.7 OTO spectra at 305 m compared with linear and nonlinear predictions for 75% ETR.
Waveforms measured at r = 76.2 m are propagated to r = 305 m using both linear (blue) and
nonlinear (red) propagation algorithms. The resulting OTO spectra are compared with the
spectra at 305 m (black) at (a) 30°, (b) 90°, (c) 135°, and (d) 150°.
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Fig. 7.8 OTO spectra at 305 m compared with linear and nonlinear predictions for 100% ETR.
Waveforms measured at r = 76.2 m are propagated to r = 305 m using both linear (blue) and
nonlinear (red) propagation algorithms. The resulting OTO spectra are compared with the
spectra at 305 m (black) at (a) 30°, (b) 90°, (c) 135°, and (d) 150°.
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Fig. 7.9 OTO spectra at 305 m compared with linear and nonlinear predictions for 130% ETR.
Waveforms measured at r = 76.2 m are propagated to r = 305 m using both linear (blue) and
nonlinear (red) propagation algorithms. The resulting OTO spectra are compared with the
measured spectra at 305 m (black) at (a) 30°, (b) 90°, (c) 135°, and (d) 150°.

Nonlinear Gain
Direct inspection of the waveforms and their spectra provides a clear view of the formation
of shock waves and the presence of nonlinear propagation but fails to quantify the strength of
nonlinear effects. However, this can be accomplished by computing the nonlinear gain, in
decibels. 134 In order to calculate nonlinear gain, a measured waveform is propagated out to a
greater distance using the Burgers-equation-based linear and nonlinear propagation algorithms
used in the previous section. The OTO spectra are calculated from each of these propagated
waveforms, and the difference in level between the two is the nonlinear gain. Because the
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nonlinearly propagated waveforms have been shown to have spectra similar to those that were
measured, the nonlinear gain can accurately estimate the impact of nonlinear propagation on the
spectrum. For the following discussion, the measurements at the 𝑟𝑟 = 76.2 m arc are used as input

to both models and propagated to 𝑟𝑟 = 305 m. The angular variations in the frequency-dependent
nonlinear gain are presented for the same four engine conditions as before: 50%, 75%, 100% and
130% ETR.
The nonlinear gain quantifies the difference between the nonlinearly and linearly predicted
spectra and is largest in the direction of maximum level and increases as ETR increases. The
nonlinear gain across angles from 0° to 160 ° is presented in Fig. 7.10. At an ETR of 50%, shown

in Fig. 7.10(a), the nonlinear gain is greater than 25 dB above 10 kHz in the 135°-155° directions
and greater than 45 dB at 20 kHz. This increase in high-frequency energy comes from the small
decrease seen in the region from 100-200 Hz, where slightly negative values of nonlinear gain are
seen. However, this increase comes in a frequency range that is much lower in level than the
spectral peak. At 75% ETR, in Fig. 7.10(b), the maximum nonlinear gain is nearly 60 dB, with 30
dB or larger gain above 10 kHz in the 125°-155° directions. As the ETR increase to 100%,
nonlinear gain increases as well and over a wider range of angles, as shown in Fig. 7.10(c). The
nonlinear gain now has a peak value of 63 dB at 20 kHz over 120°-145°. In addition, nonlinear
gain greater than 20 dB is evident for frequencies above 10 kHz from 20° to 155°, a significant
increase in the forward direction.
At first glance, the nonlinear gain does not differ considerably between 100% and 130%
ETR, shown in Fig. 7.10(d). The maximum nonlinear gain at 130% is only slightly larger than at
100% ETR, on the order of 1-2 dB. However, the angular aperture at which the nonlinear gain is
over 25 dB above 10 kHz is larger at 130% ETR, spanning the range from 10° to 155°. In addition,
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the angular region over which the nonlinear gain is greater than 50 dB at 20 kHz shifts forward to
110° to 155° at 130% ETR, instead of 120° to 155° at 100% ETR. This forward shift is related to
the change in the directivity with engine condition. The lack of difference in the maximum value
of the nonlinear gains could indicate that an upper limit has been reached: the amount of energy
that can be transferred to higher frequencies has a limit, which is governed by the spectral signature
of shock waves. As pointed out earlier, the presence of shocks is tied to a 1/𝑓𝑓 2 high-frequency

spectral slope. (10 dB/OTO decade). This limit of the slope corresponds to the upper limit on the
nonlinear gain. Thus, the fact that the maximum values of the nonlinear gain are nearly identical
in the maximum radiation direction for 100% and 130% ETR points to the fact that the spectral
shape is still in large part determined by the presence of shocks.
The nonlinear gain, as shown in Fig. 7.10, provides a compact means of showing the
importance of nonlinear propagation for the different engine conditions and angles. However,
these values do not necessarily correspond with experimental values. In Fig. 7.6-Fig. 7.9 the
measured spectrum often lies between the nonlinear and linear predictions, and in particular for
low-power cases, the measured spectrum is often directly in the middle of the two predictions.
Though the levels may not exactly correspond with measurements, the general trends still agree
with those found in the discussion of Fig. 7.6-Fig. 7.9. Nonlinear gain of 35 dB can be seen at ETR
as low as 50%, and the effects continue to grow, both in magnitude and spatial extent, as the ETR
and corresponding SPL increase. At 130% ETR an increase of 25 dB at 10 kHz is seen over almost
all angles. This nonlinear gain in the forward direction is similar to that seen in the direction of
maximum radiation at 50% ETR, indicating that there is nonlinear propagation occurring, but that
similar to 50%, the effects of the nonlinear propagation are small in the experimental results.
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Fig. 7.10 Nonlinear gain at r = 305 m. Waveforms measured at r = 76.2 m are numerically
propagated to 305 m with both the linear and nonlinear algorithms described in Sec. IV A.
The difference between the spectral levels of the propagated waveforms is the nonlinear gain.
The nonlinear gain is plotted as a function of frequency and angle for four engine conditions:
(a) 50% ETR, (b) 75% ETR, (c) 100% ETR, and (d) 130% ETR.

7.6 Accuracy of Numerical Modeling in Waveform Characterization
The comparison above between nonlinear and linear predictions showed the large impact
nonlinear propagation has on high-frequency energy within jet noise and showed that nonlinear
propagation algorithms can characterize many spectral effects, including the presence of highfrequency energy at far distances from the source. Though spectral shape and high-frequency
energy content are important when considering noise exposure and perception, the question
remains as to how well the shocks themselves are characterized when using numerical propagation
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schemes. The effect of idealized numerical propagation schemes on nonlinearity metrics, which
are often used to compare shock content for different waveforms, has not been explored in depth.
Due to the metrics’ sensitivity to small changes in derivative values, and in particular to shock
amplitude and rise time, comparing nonlinearity metrics between numerically propagated data and
measurements will help evaluate the robustness and accuracy of the numerical algorithms. By
improving upon these algorithms in the future, predictions of far-field behavior from
measurements closer to the aircraft may more accurately characterize effects seen during longrange propagation away from the aircraft.
Waveform Characteristics
The ability of models to capture realistic propagation can be shown by comparing the
waveforms themselves and their characteristics, as shown in Fig. 7.11 for a segment of a measured
(black) and a numerically propagated (red) waveform. The simulated waveform was obtained by
numerically propagating the waveform measured at 76 m to 305 m using the GBE code. This code
includes important effects such as geometric spreading, atmospheric absorption, and quadratic
nonlinearity. However, other effects not taken into account include atmospheric turbulence and
multi-path interference, such as reflections from the rigid ground or from a downward-refracting
atmosphere. These discrepancies may have a noticeable effect on the time waveforms and spectral
characteristics.
Despite propagation effects that are not considered, many features of the waveforms shown
in Fig. 7.11(a) align closely with each other. The waveforms are time-aligned using a crosscorrelation and while there are some discrepancies between the waveforms, the largest shocks and
other significant features align closely.
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Fig. 7.11 Comparison of (a) waveforms, (b) PDFs, and (c) spectra between a measurement at
305 m and data numerically propagated from 76 m to 305 m.

Some of the discrepancies between the measured and propagated waveforms are more
evident in the PDFs of the waveform derivative values, plotted in Fig. 7.11(b) as a function of the
standard deviation of the derivative values, 𝜎𝜎𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 . Because the numerical simulation assumes an

ideal atmosphere, many of the largest positive derivative values, near 50𝜎𝜎𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 , are higher in the

numerical case than in the measured data. However, one of the largest differences occurs in the
negative derivatives. The numerical propagation algorithm entirely eliminates larger negative
derivative values, while the negative values in the measurement, while not as large as the positive
derivative values, are significantly larger than the numerical case. These differences arise from an
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idealized propagation scheme, but also may arise from instrumentation effects, as is shown in
7.6.2.
These differences in the waveforms and PDFs have little effect on the spectra shown in
Fig. 7.11(c). Some disagreement between the measured and predicted spectra is seen in the lowfrequency regime due to multi-path interference effects. The empirical correction described earlier
was not applied in this case, as the lack of phase information involved in the level correction
resulted in a significantly altered waveform. Though this discrepancy can be empirically corrected
in the frequency domain, the focus of this chapter is time-domain features, which are more difficult
to correct for such effects. Above 400 Hz, both spectra agree remarkably well. This is due to the
large amount of high-frequency energy associated with shocks, which dwarf smaller effects
throughout the rest of the waveform. Though there are some differences, the numerical propagation
accurately captures many of the aspects of nonlinear propagation, including the shocks present in
the waveforms and the spectra.
The waveforms shown in Fig. 7.11(a) show good agreement between the numerically
propagated and measured waveforms in many features, including many shock fronts which appear
nearly identical. While these features do align well, there are slight differences in arrival time, on
the order of less than 1 ms. Though not all shocks arrive nearly simultaneously between the
numerically propagated and measured waveforms, there are many examples of waveforms that do.
For all shocks with arrival times within 1 ms of each other between the two cases, the distribution
of arrival times is displayed in Fig. 7.12. The average difference in arrival time is 15.8 𝜇𝜇s, but the
distribution of arrival times is nearly Gaussian around zero. The low mean difference in arrival

time helps confirm that the shock speed is being accurately estimated, but the additional
randomization of arrival times points to possible phenomena that could be missed by the current
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simplified propagation model, including turbulence, which can serve to randomize features of a
waveform.

Fig. 7.12. Distribution of the differences in arrival times between the numerically propagated
and measured waveforms shown in Fig. 7.11(a).

The numerical propagation algorithm provides the opportunity to inspect waveform
features a much finer distance resolution than the measurement allows. One question of interest is
the relative strength of shocks. Do the largest shocks remain the largest shocks through the
propagation into the far-field, or are they overtaken as other shocks form and nonlinear losses
cause the shock to decrease in amplitude? The relative ordering of shocks is shown in Fig. 7.13 as
a waveform is propagated from 100 m to 300 m. At each distance in 𝑟𝑟, the shocks within the
waveform are ordered according to total amplitude change and compared with the shocks from the

previous distance to determine how the shock amplitudes have changed relative to other shocks.
Each line represents one shock, and a positive slope indicates that the shock is growing larger
relative to the other shocks, while a negative slope indicates it is growing smaller. While Fig. 7.13
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does show some shocks that are increasing or decreasing in amplitude, for the most part the
strongest shocks remain the strongest shocks, especially for the first 30-40 strongest shocks. This
is in agreement with the behavior in Fig. 3.4, as the largest shock remains the largest shock after
it has formed by 76 m from the source. In contrast, more variation is seen in the shocks below
these strongest 30-40 shocks, indicative of other shocks forming at larger distances from the
source, again in agreement with behavior shown in Fig. 3.4.

Fig. 7.13. The strongest 100 shocks in the waveform with distance.

Prediction of Nonlinearity Metrics
The differences in the derivative PDFs in Fig. 7.11(b) are likely to play an important role
in accurately predicting the evolution of the nonlinearity metrics previously discussed. In
particular, the lack of large negative derivative values affects both the derivative skewness and the
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ASF of the numerically propagated waveform at distances between 76 m and 305 m. These values,
in addition to the metric values calculated from the measured waveforms, are shown in Fig. 7.14.
In the case of derivative skewness, the lack of large negative derivative values in the propagated
waveform causes an almost immediate jump, after which the values decrease steadily out to 305
m. In the case of ASF, the lack of large negative derivatives becomes more apparent with distance
as all initial high-frequency energy not associated with shock waves is linearly attenuated in the
propagated waveform. This overestimation of nonlinearity metrics points to the need for improved,
more realistic long-range atmospheric propagation models, including multi-path interference
effects that are likely to decrease time-domain metric values. Though the current Burgers equation
code accurately predicts many of the waveform characteristics, including steepening and increased
high-frequency energy associated with shock formation, more accurate propagation modeling is
needed to accurately predict other features of the waveforms.
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Fig. 7.14 Comparison of (a) derivative skewness (b) ASF and (c) SEF between measured
waveforms and numerically propagated waveforms.

While the SEF of the numerically propagated waveform matches well with the
measurements at 75% and 150% ETR, the derivative skewness and ASF are both significantly
overestimated. This leads to the question of what discrepancies exist between the measured
waveform and the numerically propagated waveform that lead to this issue. As these metrics are
meant to express the shock content of a waveform, one of the first places that can be inspected is
the shocks present in the waveform. In particular, does the numerical simulation overestimate the
amplitude, rise time, or number of shocks that are present in a waveform? These quantities are
compared in Table 7.3 for two waveforms, 𝑥𝑥0 was measured at 305 m, while 𝑥𝑥𝑁𝑁 was numerically

propagated from 76 m to 305 m. The quantities shown are the number of shocks per second, the
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total pressure change over the shock, Δ𝑃𝑃, and the average maximum shock derivative,
〈(𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕)max 〉. While the number of shocks and total pressure change are comparable between the
two scenarios, the average maximum derivative is considerably higher in the numerically
propagated waveform. This helps quantify some of the discrepancies in the predicted metrics
shown in Fig. 7.14, but does not completely resolve the issue.
Table 7.3. Shock properties in measured and numerically propagated waveforms. Quantities
shown are the number of shocks per second, the total pressure change over the shock, ∆P, and
the average maximum shock derivative, 〈(∂p/∂t)max〉.

Quantity
𝑥𝑥𝑁𝑁
𝑥𝑥0

Shocks/sec
118

Δ𝑃𝑃, Pa

113

70

74

〈(𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕)max 〉, Pa/𝜇𝜇s
3.86
2.67

One interesting behavior seen in Fig. 7.14 is the way in which the derivative skewness and
ASF of the numerically propagated waveform diverge from measurements. Specifically, the
derivative skewness almost immediately increases from a value of 28.5 to over 42.3, while the
difference in ASF between the measurements and numerical propagation builds gradually with
distance. To help identify the cause of the immediate increase in derivative skewness for numerical
propagation, the waveform initially measured at 76.2 m (250 ft) was numerically propagated to
76.5 and 77.7 m (251 and 255 ft). A section of the waveform is shown at all three distances in Fig.
7.15(a), and the PDF of the derivative values is shown in Fig. 7.15(b). Changes in the waveform
and its derivative happen over small propagation distances, and these changes result in very
different derivative skewness values. The derivative skewness values at 76.2, 76.5, and 77.7 m are
28.5, 31.4, and 42.3 respectively. The ASF, on the other hand, remains almost constant at values
of 2.01, 2.02, and 2.05. Though the shock itself has changed very little in its steepness and
amplitude, the waveform after the shock has changed significantly. This change in the waveform
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is seen in the PDF of the derivatives in Fig. 7.15(b), where at 77.7 m the PDF of the derivative has
significantly fewer large negative derivative values. This behavior, which is also seen in Fig.
7.11(b), suggests that the large changes in the derivative skewness in the numerically propagated
waveforms are not due primarily to the overestimation of shock steepness seen in Table 7.3, but
rather due to the absence of the larger negative derivative values.

Fig. 7.15 Numerically propagated waveforms over short distances. (a) The measured
waveform at 76.2 m is compared with the same waveform numerically propagated to a
distance of 76.5 and 77.7 m. (b) The PDF of derivative values is shown for the three distances.

The presence of the larger negative derivative seen in the PDF in Fig. 7.15(b) is unexpected, as
nonlinear propagation should serve to thicken these events. However, upon closer inspection it is
likely that these instances of a large negative derivative are not physical, but measurement artifacts.
When the larger negative derivative values in the PDF of Fig. 7.11(b) are identified within the
waveform, all of them are located shortly after a significant shock. For example, a single shock
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from the waveform seen in Fig. 7.11(a) is shown in Fig. 7.16, with the shock highlighted in gray.
The larger decrease in pressure is seen immediately after the large shock, which is representative
of the behavior of all larger negative derivative values. The second rise shortly after this large
negative derivative value is also representative of most large shock events within the waveform,
and it consistently arrives roughly 1 ms after the initial shock. This likely points to measurement
effects, possibly related to high-frequency reflections off the microphone itself or the microphone
holder or tripod it was mounted on. This behavior is also seen in Fig. 7.15(a), but the numerical
propagation immediately smears out this behavior, resulting in a larger derivative skewness. The
combined understanding from Fig. 7.11, Fig. 7.15, and Fig. 7.16 help show the cause of the
overestimation of derivative skewness seen in Fig. 7.14. Though the nonlinear propagation scheme
does idealize the environment and overestimate shock steepness, the largest changes in the
derivative distribution actually occur as measurement effects are smeared out in the numerical
propagation process.

Fig. 7.16 Example of measurement artifacts. Measurement at 305 m (black) is compared with
a waveform numerically propagated from 76 m to 305 m (red).
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7.7 Conclusions and Future Work
Recent measurements have allowed a comparison of nonlinear propagation effects for fullscale military aircraft over a greater range of distances, angles, and operating conditions than
previously. The presence of nonlinear effects is confirmed through a spectral comparison of
calculated spectra with predictions made using linear and nonlinear propagation algorithms. The
nonlinear propagation more closely aligns with the calculated spectra and show significant gains
over the linear predictions at high frequencies, even to some extent in the forward direction. The
importance of these effects is quantified using nonlinear gain. This shows that in the direction of
maximum radiation the nonlinear gains at 20 kHz are nearly 50 dB, even at 50% ETR, and that at
130% ETR the nonlinear gain is greater than 25 dB over almost all angles at 305 m, relative to the
76 m measurements. These changes show that nonlinear effects have a significant effect on the
spectral shape of noise, even 305 m from the source and across a wide range of angles.
The propagation algorithm successfully captures the high-frequency energy characteristic
of nonlinear propagation, as well as many time-domain features. In comparing waveforms, the
number and amplitude of shocks are within 5% between measured and numerically propagated
waveforms, though maximum derivatives are slightly overestimated in the numerical case.
Nonlinearity metrics, particularly the derivative skewness and ASF, are overestimated for the
numerically propagated waveforms. This stems from the assumptions of an idealized propagation
model, but also from measurement effects that introduce large negative derivatives, which are
quickly smoothed in the numerical simulation. Though complicated propagation paths, a non-ideal
atmosphere, and measurement effects can introduce differences between numerically propagated
and measured waveforms, numerical propagation accurately captures many time-domain features
of shock formation in the far-field of jet noise.

213

Conclusions
8.1 Dissertation Summary
The three main goals of this dissertation were to: 1) Quantify the derivative skewness to
aid in a physical understanding of values seen in other experiments. 2) Apply a better physical
understanding of the values of nonlinearity metrics to understand where shock formation is
occurring and where nonlinear propagation is an important factor in understanding the sound field,
in both ground run-up and flyover measurements. 3) Compare the OASPL and nonlinearity metrics
for ground run-up and flyover measurements to understand forward flight effects on the jet noise
source and associated changes in nonlinear propagation and shock formation. A brief summary of
this work is given below.
The derivative skewness has been quantified using analytical derivations of simple test
cases in conjunction with numerical analyses and plane wave tube experiments. The derivative
skewness rises as shock formation occurs then drops as the shock thickens, though derivative
skewness values may remain significant until close to the old-age regime in sinusoidal signals.
Estimates of the derivative skewness in measured signals are susceptible to both the presence of
noise and low sampling rates, though when compared with the ASF it is more robust in the
presence of noise. In order to avoid sampling rate issues, sampling rates should be at least a factor
of 100 above the peak frequency of the noise in question, with a factor of 1000 more likely to give
accurate results. One important result is the finding that a value of Sk{𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕} ≥ 5 is indicative of
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significant shocks within a waveform, a finding that appears to be consistent between sinusoidal
and noise waveforms.
Nonlinear propagation effects produce noticeable waveform changes in the far-field of the
F-35 during ground run-up measurements. Sample waveforms show larger features steepening into
shocks within the first 76 m, while smaller features continue to steepen out to at least 305 m from
the source. Metric values confirm this assessment. Derivative skewness values, which emphasize
the largest shocks, peak near 76 m, while the ASF and SEF continue to increase out to distances
of at least 305 m, likely showing the relative importance of shock content as other high-frequency
content is absorbed by propagation through the atmosphere. Metrics are also shown over a wide
range of engine conditions and angle, showing that some shocks exist in the maximum radiation
region even at engine powers as low as 50% ETR, though the shocks become much more
significant at 75% ETR and persist out to larger distances at higher engine power. At afterburner
conditions, some shocks are also found in the forward direction, with values comparable to the
maximum radiation region at 50% ETR. The metrics confirm the visual inspection of waveforms,
that nonlinear propagation creates significant shocks in the far field, and that nonlinear effects
must be taken into account even at distances of 305 m and farther from the source.
Acoustic shocks are significant in the far field not only for ground run-up measurements
but also for flyover. Waveforms, their derivatives, and spectra show evidence of nonlinear
propagation and shock formation. Even at distances of well over 305 m from the source,
nonlinearity metric values indicate significant shocks, especially at an ETR of 100% or above.
The changes in source parameters between ground run-up and flyover lead to changes in
shock content as well. Specifically, a decrease of 3-4 dB in the maximum radiation region can
decrease nonlinearity metrics. This decrease is seen at all engine conditions but produces the
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biggest change at 75% ETR, when derivative skewness drops from a value of 15 or greater to a
value near 5. In contrast with this, an increase in OASPL in the forward direction drives increases
in the importance of nonlinear propagation, with both the derivative skewness and ASF indicating
significant shock content in the forward direction at all engine conditions, a stark difference from
ground run-up results.
Metric values at distances of over a kilometer still indicate the presence of significant shock
content. However, the results at these distances can vary significantly with atmospheric conditions
and measurement height. OASPL tends to decrease with height, with a decrease of 4-5 dB between
0 and 30.5 m at a distance of 610 m, while the decrease over the same change in height is 7-8 dB
at 1220 m. Though a lower OASPL is often associated with a decrease in nonlinear propagation,
while OASPL decreases with height the nonlinearity metrics tend to increase, peaking at 22.9 m
above the ground. However, weather considerations must be taken into account, as a downward or
upward-refracting atmosphere can significantly alter measurements. Throughout much of the
measurement the data suggest the presence of a downward-refracting atmosphere, though this
likely changes shortly after sunrise into an upward-refracting atmosphere, significantly decreasing
the OASPL near the ground. More research is needed to show the effects of atmospheric changes
on nonlinear propagation and shock formation over large distances.

8.2 Recommendations and Future Work
The results in this dissertation will provide guidance for accurately measuring shock
content and interpreting results in full-scale military aircraft noise. Each of the metrics shown in
this dissertation emphasize different features of the waveform, which are likely to emphasize
different aspects of perception of sound. Derivative skewness is most sensitive to the largest
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derivative values, peaking after the most significant shocks have formed, while the ASF and SEF
continue to increase out to distances of 305 m. Future work should investigate how these metric
values can predict changes in human perception of noise, and which metrics accurately
characterize potential annoyance or hearing loss due to the presence of shocks.
When shock content is likely to be significant, sampling rates must be a factor of 100,
preferably a factor of 1000, above the peak frequency of the noise of interest. In addition,
microphone size should be taken into account, with evidence that for larger shocks, larger
microphones may limit bandwidth and minimum rise time. As propagation distance increases,
atmospheric conditions become increasingly important, and care must be taken to ensure that
results are not dominated by an upward-refracting atmosphere that may artificially lower both
OASPL and nonlinearity metrics. The effect of downward and upward-refracting atmospheric
conditions on shock formation should be an area of future research as it may significantly impact
the presence or absence of shocks at large distances.
These recommendations are likely to be important when measuring noise from the F-35 at
75% ETR or higher. The largest shocks, which form through nonlinear propagation, are well
defined by 76 m from the MARP, but nonlinear propagation steepens the waveform and shocks
continue to form out to 305 m, with significant shocks persisting out in some cases out to at least
1220 m from the source in the maximum radiation region. During flight, when radiation in the
forward direction is amplified, significant shocks exist in the forward direction, and are also likely
to alter the sound quality and perception.
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