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ABSTRACT 
 
 
This dissertation presents experimental studies of heat transport by phonons in 
crystalline materials and nanostructures, and across solid-solid interfaces. Particularly, 
this dissertation emphasizes advancing understanding of the mean-free-paths (i.e., the 
distance phonons propagate without being scattered) of acoustic phonons, which are the 
dominant heat carriers in most crystalline semiconductor nanostructures. Two primary 
tools for the studies presented in this dissertation are time-domain thermoreflectance 
(TDTR) for measurements of thermal conductivity of nanostructures and thermal 
conductance of interfaces; and frequency-domain thermoreflectance (FDTR), which I 
developed as a direct probe of the mean-free-paths of dominant heat-carrying phonons in 
crystalline solids. 
The foundation of FDTR is the dependence of the apparent thermal conductivity 
on the frequency of periodic heat sources. I find that the thermal conductivity of 
semiconductor alloys (InGaP, InGaAs, and SiGe) measured by TDTR depends on the 
modulation frequency, 0.1 ≤ f ≤ 10 MHz, used in TDTR measurements. Reduction in the 
thermal conductivity of the semiconductor alloys at high f compares well to the reduction 
in the thermal conductivity of epitaxial thin films, indicating that frequency dependence 
and thickness dependence of thermal conductivity are fundamentally equivalent.  
I developed the frequency dependence of thermal conductivity into a convenient 
probe of phonon mean-free-paths, a technique which I call frequency-domain 
thermoreflectance (FDTR). In FDTR, I monitor the changes in the intensity of the 
reflected probe beam as a function of the modulation frequency. To facilitate the analysis 
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of FDTR measurements, I developed a nonlocal theory for heat conduction by phonons at 
high heating frequencies. Calculations of the nonlocal theory confirm my experimental 
findings that phonons with mean-free-paths longer than two times the penetration depth 
do not contribute to the apparent thermal conductivity. I employed FDTR to study the 
mean-free-paths of acoustic phonons in Si1-xGex. I experimentally demonstrate that 40% 
of heat is carried in Si1-xGex alloys by phonons with mean-free-path 0.5 ≤  ≤ 5 μm, and 
phonons with  > 2 μm do not contribute to the thermal conductivity of Si.   
A
A
I employed TDTR and frequency-dependent TDTR to study scattering of long- 
and medium-wavelength phonons in two important thermoelectric materials embedded 
with nanoscale precipitates. I find that the through-thickness lattice thermal conductivity 
of (PbTe)1-x/(PbSe)x nanodot superlattices (NDSLs) approaches the thermal conductivity 
of bulk homogenous PbTe1-xSe x alloys with the same average composition. On the other 
hand, I find that 3% of ErAs nanoparticles embedded in InGaAs is sufficient to scatter 
most of the phonons in InGaAs that have intermediate mean-free-paths, and thus reduces 
the thermal conductivity of InGaAs below the alloy limit. I find that scattering by 
nanoparticles approach the geometrical limit and can be readily accounted for by an 
additional boundary scattering which depends on the concentration of nanoparticles.  
Finally, I studied the thermal conductance of Au/Ti/Graphene/SiO2 interfaces by 
TDTR. I find that heat transport across the interface is dominated by phonons. Even 
though graphene is only one atomic layer thick, graphene interfaces should be treated as 
two discrete interfaces instead of one diffuse interface in thermal analysis, suggesting that 
direct transmission of phonons from Au to SiO2 is negligible. My study is important for 
thermal management of graphene devices. 
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CHAPTER 1 
 
INTRODUCTION 
 
 
1.1  Motivations 
Thermal conductivity Λ is an important parameter in the design of new materials 
and devices. For instances, in thermoelectrics, researchers seek to reduce the Λ of 
homogenous crystalline thermoelectric materials through nanostructures [1, 2, 3] and 
complex compounds [4] to enhance the efficiency of thermoelectric energy conversion. 
In semiconductor industry, engineers improve the performance of semiconductor devices 
by shrinking the characteristic dimensions of the devices; Λ of these finer structures is 
enormously reduced and thus pose new challenges for effective device thermal 
management [5]. Hence, it is essential to understand how heat is transported in crystalline 
materials and nanostructures.   
In crystalline semiconductors and dielectrics, heat is carried predominantly by a 
wide spectrum of wave-like vibration modes called phonons [6]. At high temperatures, 
most phonon modes are excited, but heat is carried mainly by a small fraction of these 
excited modes. Acoustic phonons near the edge and the center of Brillouin zone and 
optical phonons are inefficient in carrying heat due to their low group velocity or heat 
capacity. In crystals, phonons are scattered by imperfections including defects [7], 
anharmonicity [8], and grain boundaries [9]. Hence, Λ of crystals is governed by the 
average distance phonons propagate without being scattered (e.g., the mean-free-path 
A(ω), where ω is phonon frequency). A(ω) depends on the polarization (longitudinal or 
 1 
transverse) and the frequency ω. For heat-carrying phonons, A(ω) spans more than an 
order of magnitude in most crystals; for example, ≈90% of heat is carried by phonons 
with 0.1 ≤ A(ω) ≤ 1 μm in Si. Thus, detailed knowledge of the distribution of A(ω) of heat-
carrying phonons is vital for the understanding of heat conduction mechanisms in 
crystalline materials and nanostructures. 
Conventionally, information about the mean-free-paths of phonons is inferred 
from systematic measurements of samples with different sizes [10, 11], with different 
alloy compositions [12], and as a function of temperature [11, 13]. Although these 
methods give valuable information about the mean-free-paths of phonons, these methods 
are often time consuming because either many samples need to be prepared or a large 
amount of measurements need to be taken over a wide temperature range. 
Since the density of interfaces is high in nanostructures, heat transport in 
nanostructures could be dominated by the properties of interfaces [14]. Thus, one of the 
key issues for understanding heat transport in nanostructures is to understand heat 
transport across solid-solid interfaces [15]. Although teat transport across solid-solid 
interfaces at high temperatures could be governed by incoherent scattering of phonons at 
interfaces according to diffuse-mismatch model (DMM) [16], validity of DMM for 
thermal conductance of interfaces at high temperature is still not extablished.  
The objective of this dissertation is thus to enhance fundamental understanding of 
how heat is transported in crystalline nanostructures and through solid-solid interfaces, 
particularly how the additional interfaces scatter the acoustic phonons in the 
nanostructures. There are two main themes of this dissertation. First, I introduce a 
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convenient approach called frequency-domain thermoreflectance (FDTR) to directly 
probe the mean-free-paths of the dominant heat-carrying phonons in solids. Then, I 
employ FDTR and time-domain thermoreflectance to study heat transport in crystalline 
alloys, semiconductors embedded with nanoscale precipitates and heat transport across 
metal/graphene/oxide interfaces.
 
1.2  Reviews of Heat Transport in Nanostructures 
In this section, I briefly review selected prior experimental studies on heat 
conduction by phonons in crystalline thin films, superlattices, nanowires, and 
semiconductor embedded with nanoscale precipitates.  
Goodson and co-workers [17, 10] reported the in-plane thermal conductivity of Si 
thin films over a wide film thickness (74 nm − 1.6 μm) and temperature (20 − 320 K) 
range. The in-plane thermal conductivity was measured by the 3ω method [18], which is 
discussed below. Heat was generally accepted to be carried by transverse acoustic 
phonons [19] in Si, but Ju and Goodson [10] find from the in-plane thermal conductivity 
measurements of Si thin films that longitudinal acoustic phonons with mean-free-path 
A≈300 nm are the dominant carriers in Si at 300 K. 
Yao [20] first reported the cross-plane thermal conductivity of AlAs/GaAs 
superlattices, measured using an ac calorimetric method. He finds that the thermal 
conductivity of a (AlAs)5 nm(GaAs)5 nm superlattice approaches the thermal conductivity 
of AlGaAs alloys at room temperature. Maris and co-workers [21, 22] extended the 
thermal conductivity measurements of AlAs/GaAs superlattices with finer period (≈0.6 
nm) and over a temperature range of 100 − 400 K. The thermal conductivity is measured 
by time-domain thermoreflectance. They find that the thermal conductivity of short-
period AlAs/GaAs superlattices is a factor of two lower than the thermal conductivity of 
the AlGaAs alloy with the same composition.  
Lee and co-workers [23] reported the thermal conductivity of fully-strained Si/Ge 
superlattices, measured by the 3ω method. They find that for period <6 nm, the thermal 
conductivity decreases with decreasing period and is governed by the thermal 
conductance of interfaces. For longer period of >10 nm, however, the defect density is so 
high that the thermal conductivity approaches the amorphous limit. Further studies [24, 
25] on strained Si/Ge are consistent with measurements by Lee et al. Thermal 
conductivity of SiGe/SiGe [26] of other compositions and Si/Ge nanodot superlattices 
[27] is subsequently reported. In most cases, the thermal conductivity of Si/Ge 
superlattices is lower than the thermal conductivity of the corresponding SiGe alloys. 
Venkatasubramanian [28] reported the thermal conductivity of Bi2Te3/Sb2Te3 
superlattices as a function of superlattice period and find that the thermal conductivity of 
short-period superlattice is minimum when the period is ≈4 nm. Subsequent 
measurements on similar samples by Touzelbaev and co-workers [29], however, do not 
present similar minimum thermal conductivity. The minimum thermal conductivity is 
also not observed in my measurements on AlN/GaN superlattices [13], in which the 
AlN/GaN interfaces are atomically sharp and chemically abrupt.  
Li and co-workers [11] first measured the thermal conductivity of Si nanowires 
using a microfabricated device. Li et al. find that the thermal conductivity of nanowires is 
reduced by more than an order of magnitude when the diameter of the nanowire is 22 nm. 
The approach has subsequently been applied to study the thermal conductivity of BixTe1-x 
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nanowires [30], tin oxide nanobelts [31], and rough Si nanowires [3]. The reduction of 
thermal conductivity, in most cases, is due to enhanced boundary scattering. 
Harman and co-workers [2] estimated the thermal conductivity of PbTe/PbSe 
nanodot superlattices from their thermoelectric devices. They found that the thermal 
conductivity is 0.33 W m-1 K-1, a factor of 3 lower than the thermal conductivity of the 
corresponding alloys. My measurements on similar materials (presented in Chapter 5), 
however, indicate that the thermal conductivity of PbTe/PbSe nanodot superlattices is on 
the order of 1 W m-1 K-1, comparable with the thermal conductivity of PbTeSe alloys. 
The thermal conductivity of InGaAs with ErAs nanoparticles randomly [32] and 
orderly [33] distributed in the InGaAs matrix was first reported by Kim and co-workers. 
The thermal conductivity of the nanostructured materials is found to be reduced from the 
thermal conductivity of the alloys by up to a factor of two, even when the concentration 
of the ErAs nanoparticles is relatively small (0.3%). This reduction of thermal 
conductivity is explained by enhanced Rayleigh scattering when the size of the 
nanoparticles better match the wavelength of phonons. I propose in Chapter 5 that the 
scattering of phonons by nanoparticles should approach the geometrical limit, instead of 
the Rayleigh limit.  
 
1.3  Other Techniques to Measure Heat Transport in 
Nanostructures 
I review two other techniques that are used to measure the thermal properties of 
nanostructures in this section. The techniques are the differential 3ω method [18, 24, 28], 
and the microfabricated devices [11, 34]. 
The 3ω method [18] is widely used to measure the thermal conductivity of bulk 
solids and thin films. In 3ω measurements, a narrow metal line (often Au or Pt with Cr or 
Ti as the adhesion layer) of ~400 nm thickness and ~30 μm width is patterned on a 
sample. Electrical current i of frequency ω is applied to the metal line with electrical 
resistance r, generating joule heating of i2r within the metal line with a frequency 
component at 2ω. As a result of this oscillating heat source, a temperature oscillation and 
a corresponding resistance oscillation at frequency 2ω are induced in the metal line. 
Hence, a component of the voltage oscillation (v=ir) across the metal line contains a third 
harmonic, 3ω. The thermal conductivity of the sample can be deduced from this 3ω 
voltage oscillation.  
The cross-plane thermal conductivity of thin films can be measured by the 
differential 3ω method [24, 28]. A reference sample without the thin film of interest is 
prepared simultaneously with the sample containing the film of interest such that the 
metal line patterned on both samples has the same thickness and width. Both the thin film 
sample and the reference are measured using similar heating power and the same range of 
heater frequencies. The temperature drop across the thin film ΔTf can then be derived 
from the difference in the amplitude of the temperature oscillation of the sample and the 
reference. Assuming ID heat conduction, the cross-plane thermal conductivity of the thin 
film is derived from ΔTf. If the thin film is semiconducting, a thin dielectrics layer is 
required to electrically insulate the metal lines from the thin films. For semiconducting 
crystalline thin films, the differential 3ω method is usually only suitable to measure the 
thermal conductivity of the films if the films are >1 μm thick [35]. 
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Microfabricated devices [34] could be used to measure the thermal conductance 
of an isolated nanowire or nanotube. In this approach, two silicon nitride membranes are 
suspended with long silicon nitride beams, to thermally isolate the membranes. On the 
silicon nitride membrane, a Pt resistance thermometer is patterned to act both as the 
heater and the thermometer. On the end of the silicon nitride membrane, Pt electrodes are 
pattern to provide good thermal contacts between the silicon nitride membranes and the 
nanowires/nanotubes. An example of the patterned structure is illustrated in Fig. 1.1. The 
nanowire/nanotube of interest is placed on the electrodes of the two suspended silicon 
nitride membranes, either by a sharp probe, or through self-absorption of the 
nanostructures to the Pt electrode, see Ref. [34] for the details. 
During the measurements, the two suspended membranes are heated by the Pt 
resistance thermometer through joule heating. To create a temperature difference, 
different currents are applied to the Pt resistance thermometer. Total resistance of the 
nanowires and the Pt/nanowire contacts can be derived from the applied electrical power 
and the measured temperatures measured by the Pt resistance thermometer.  
 
 
Figure 1.1: A SEM micrograph of the microfabricated device [34]. 
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1.4  Outline of the Thesis 
This dissertation is organized as follows. 
In Chapter 2, I describe the experimental techniques I used to study heat transport 
in crystalline materials and nanostructures. I describe the implementation, analysis and 
uncertainty estimation of time-domain thermoreflectance (TDTR). I extend TDTR to 
measure the thermal conductivity as a function of modulation frequency, a technique 
(called frequency-domain thermoreflectace, FDTR) that I developed to directly probe the 
mean-free-paths of the dominant heat-carrying phonons in solids. Details of 
implementation and analysis of FDTR are presented. 
In Chapter 3, I present two thermal conductivity models to facilitate the analysis 
of my TDTR and FDTR measurements. I describe a modified Callaway model which is 
useful for understanding of scattering mechanisms of phonons in nanostructures. I also 
introduce a nonlocal theory for heat conduction by phonons at high heating frequencies. 
In Chapter 4, I present the discovery of frequency dependence of thermal 
conductivity. I also demonstrate the use of FDTR to study the mean-free-path of Si1-xGex 
alloys. In Chapter 5, I concentrate on the studies of heat conduction in crystalline 
semiconductors embedded with nanoscale precipitates. I report in Chapter 5 the thermal 
conductivity of PbTe-based nanodot superlattices and ErAs doped InAlGaAs, and discuss 
how phonons are scattered by the embedded precipitates. In Chapter 6, I focus on the 
discussion of heat conduction across metal/graphene/oxide interfaces. Besides presenting 
my thermal conductance measurements, I introduce a convenient approach based on 
Raman spectroscopy to count the number of atomic planes in few-layer graphenes. 
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EXPERIMENTAL METHODS 
 
 
Parts of Section 2.1 of this chapter were published in “Comparison of the 3ω 
Method and Time-Domain Thermoreflectance for Measurements of the Cross-Plane 
Thermal Conductivity o Epitaxial Semiconductors,” Yee Kan Koh, Suzanne L. Singer, 
Woochul Kim, Joshua M. O. Zide, Hong Lu, David G. Cahill, Arun Majumdar, and 
Arthur C. Gossard, J. Appl. Phys. 105, 054303 (2009). 
 
2.1  Time-Domain Thermoreflectance (TDTR) 
2.1.1  TDTR Apparatus and Data Analysis 
Most of the thermal conductivity and thermal conductance measurements reported 
in this thesis were measured by time-domain thermoreflectance (TDTR) [1, 2]. Fig. 
2.1(a) shows the TDTR setup at Prof. David Cahill’s lab that I used to perform the T
measurements, and Fig. 2.1(b) shows a schematic diagram [
DTR 
3] of the TDTR setup.  
Before TDTR measurements, the samples are usually coated with a thin layer 
(~80 nm) of metal with high thermoreflectance (e.g., Al) by magnetron sputtering or 
thermal evaporation. The metal film serves as a transducer to absorb the heating pump 
beam and to convert the temperature excursions at the surface into changes in the 
intensity of the reflected probe beam. Usually, Al is used as the metal transducer due to 
the high thermoreflectance. However, for high temperature measurements, Al is not 
suitable due to its low melting point; Pt, Ta or AuPd could be used for high temperature 
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measurements, see Ref. [4] for further discussion. The thickness of the metal transducer 
layer can be simultaneously determined during TDTR measurements by picosecond 
acoustics. In cases where the reflectivity of the metal transducer (such as Au, Pt) only 
weakly depends on strains in the metal, the acoustic reflection is too weak to be observed. 
In such cases, I use Rutherford backscattering (RBS) or time-domain probe beam 
deflection [5] to determine the thickness of the metal layer. 
In TDTR measurements, the output of a mode-locked Ti:sapphire laser oscillator 
is split into a pump beam and a probe beam, with the relative delay time between the 
pump and probe pulses being adjusted via a mechanical stage. Samples are heated by the 
pump beam, which is modulated by an electro-optic modulator at frequency f, 0.1 < f < 
10 MHz. Cooling of the surface after being heated by pump pulses is then monitored 
through changes in the intensity of the reflected probe beam using a Si photodiode and a 
radio-frequency (rf) lock-in amplifier. Since both the modulated pump beam and the 
reference signal of the rf lock-in amplifier are square-waves, higher odd harmonic signals 
would be detected if the detector is connected directly to the lock-in amplifier. I thus use 
a resonant circuit (quality factor Q ≈ 10) before the lock-in amplifier to enhance TDTR 
signals at f and eliminate higher harmonic signals.  
The 1/e2 radii of the laser beams at the surface of the samples depend on the 
power of the objective lens used during the measurements; for 5×, 10× and 20× objective 
lenses, the 1/e2 radii are 15 μm, 7.5 μm and 3.8 μm, respectively. These values of 1/e2 
radii are determined through autocorrelation of pump and probe beam. I normally limit 
the total laser powers so that the steady-state temperature rise at the samples is <10 K. 
There is no need to keep the ratio of the power of the pump beam to the probe beam to 
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1:1; I vary the ratio from 1:1 to 20:1, and do not observe any difference in the derived 
thermal conductivity and thermal conductance using different power ratios. If the samples 
are rough, TDTR measurements should be performed using a two-tint configuration [3], 
see Fig. 1(b). In this configuration, the pump and probe beams are spectrally shifted by 
≈10 nm, and consequently the pump beam diffusely scattered by the rough surface can be 
prevented from being collected by the detector using a sharp-edge optical filter. 
The thermal penetration depth of TDTR measurements d is given by 
/D fπ=d          (2.1) 
where D = Λ/C is the thermal diffusivity of the sample, Λ and C are the thermal 
conductivity and the volumetric heat capacity of the sample. For Λ = 5 W m-1 K-1, C = 
1.5 J cm-3 K-1 and f = 10 MHz, d ≈ 300 nm. Usually, the penetration depth in TDTR is 
much smaller than the 1/e2 radii of the laser beams of a several microns. Hence, heat flow 
in TDTR is predominantly one dimensional. 
Data analysis in TDTR is considerably complicated. The changes in reflected 
intensity at frequency f have both an in-phase Vin and out-of-phase component Vout. I 
analyze the ratio Vin/Vout to make use of the additional information in the out-of-phase 
signal and eliminate artifacts created by unintended variations in the diameter or position 
of the pump beam created by the optical delay line. Measurements of the ratios Vin/Vout as 
a function of delay time are compared to numerical solutions of the diffusion equation in 
cylindrical coordinates using a thermal model [6], see Fig. 2.2. As a refinement over the 
procedure described in Ref. [6], I employ a time-weighted average of the model 
predictions for the starting and ending radii of the laser beams to account for changes in 
the radius of the pump beam as function of the position of the optical delay line [7]. The 
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thermal model normally has two free parameters: the thermal conductance of the 
Al/sample interface and Λ of the sample. For most cases, these two parameters can be 
separated from the fitting of the model calculations to the measurements [7, 8, 9]. 
 
 (a)       
(b)    
Figure 2.1: (a) Time-domain thermoreflectance (TDTR) setup in Prof. David Cahill’s lab 
at the University of Illinois. The major components of a TDTR setup includes a mode-
locked Ti:sapphire, an electro-optic (EO) modulator, a mechanical delay stage, a Si 
photodiode and a rf lock-in amplifier, as labeled. (b) A schematics [3] of the TDTR setup 
in (a). The optical filters and the shortpass filter are optional and can eliminate the 
artifacts due to diffusely scattered pump beam leaked into the Si photodiode during 
TDTR measurements of rough samples. 
15 
 
100 1000 4000
1
1.2
1.4
1.6
1.8
2
600 kHz
10 MHz
 
-V
in
 / 
V
ou
t
t (ps)
3.6 MHz
 
Figure 2.2: Examples of fits of the thermal model (solid lines) to the TDTR 
measurements (open circles) used to determine the thermal conductivity of a 2010 nm 
thick InGaP layer at various frequencies. In these fits, the thermal conductance of the 
Al/InGaP interface is fixed for all three curves at G=51 MW m2 K-1. The curves are 
labeled by the modulation frequency of the pump laser; Vin and Vout are the in-phase and 
out-of-phase signals of the rf lock-in amplifier that detects the small changes in the 
intensity of the reflected probe beam produced by the pump; and t is the time delay 
between the pump and probe optical pulses. 
 
 
2.1.2  Estimation of the Uncertainty of TDTR Measurements 
To evaluate the uncertainty of the TDTR measurements, I consider TDTR 
measurements of the thermal conductivity Λf of a thin film on a substrate. I calculate the 
sensitivity of the TDTR measurements to various parameters in the thermal model used 
for the TDTR analysis. The sensitivity parameters Sα is defined as 
ln
ln
RS αα
∂= ∂          (2.2) 
where R is the absolute value of the ratio of in-phase and out-of-phase of the lock-in 
amplifier and α is the parameter in the thermal model, e.g., the thickness hf, thermal 
conductivity Λf of the thin films, or the thickness of the Al transducer hAl. In addition to 
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these parameters, another important uncertainty in TDTR measurements is the absolute 
value of the phase of the reference channel of the lock-in amplifier φ. For a small change 
in the absolute value of the phase, Δφ, the ratio R transforms into a new value R' 
according to 
1' 1R R R
R
⎛ ⎛= + Δφ +⎜⎜ ⎝ ⎠⎝ ⎠
⎞⎞⎟⎟        (2.3) 
The sensitivity of TDTR measurements to the absolute value of the phase is 
ln 1RS R
Rφ
∂= = +∂φ         (2.4) 
The uncertainty of the thermal conductivity Λf of a thin film measured by TDTR 
is then given by  
f f
2 22
f
f
SS
S S
α
α
φα
Λ Λ
⎛ ⎞ ⎛⎛ ⎞ΔΛ Δ= +⎜ ⎟ ⎜⎜ ⎟ ⎜ ⎟ ⎜Λ⎝ ⎠ ⎝ ⎠ ⎝∑
⎞δφ⎟⎟⎠
     (2.5) 
where ΔΛf/Λf is the uncertainty of Λf measurements, Δα/α is the uncertainty of parameter 
α, δφ is the uncertainty in determining the phase, and the sum is for all parameters α 
except the phase φ. 
Sensitivity parameters for modulation frequencies f of 10 MHz and 0.6 MHz are 
summarized in Fig. 2.3. The film thickness at which a TDTR measurement is most 
sensitive to the thermal conductivity of the film is when the film thickness is comparable 
to thermal penetration depth, hf ≈ d.  At f = 10 MHz, TDTR measurements are sensitive 
to the thermal conductivity of thin films down to thickness of ~60 nm. Hence, TDTR is 
capable of measuring thermal conductivity of films much thinner than the 3ω method. As 
discussed below, for high modulation frequencies, the uncertainty in determining the 
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phase is usually small; thus the accuracy of TDTR measurements at high frequencies is 
limited by the uncertainty in determining the thickness of the metal transducer film. The 
accuracy in determining the thickness of the metal film by picoseconds acoustics is ≈3% 
and an overall accuracy of ≈7% is usually achieved in TDTR measurements at f = 10 
MHz. The choice of metal transducer film does not affect the thermal conductivity 
measured by TDTR. 
At a relatively low modulation frequency of f = 0.6 MHz, TDTR measurements 
are only sensitive to the thermal conductivity of the thin film if the film is sufficiently 
thick, see Fig. 2.3 (b). The accuracy of the thermal conductivity measured by TDTR at f = 
0.6 MHz is primarily limited by the uncertainty in determining the phase. As the out-of-
phase signal of the lock-in amplifier should not change across the zero time, I set the 
absolute value of the phase by adjusting the phase value in the reference channel of the 
lock-in amplifier until no significant difference is observed between the out-of-phase 
signal before and after zero delay time. The uncertainty in determining the phase δφ is 
controlled by the noise in the out-of-phase signal and can be estimated from 
out
in
V
V
δδφ = Δ          (2.6) 
where δVout is the rms noise in the out-of-phase signal and ΔVin is the jump in the in-
phase signal at zero time.  
In our apparatus, the noise is dominated by the fluctuations in the probe laser 
intensity within a narrow bandwidth around the modulation frequency f; thus, noise in the 
out-of-phase signal δVout is proportional to the laser power. ΔVin, on the other hand, is 
proportional to the square of the laser power. (The signal arises from the product of the 
pump and probe powers.)  As a result, the uncertainty in the phase is inversely 
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proportional to the laser power. Since the steady-state temperature rise ΔT is proportional 
to the laser power, the product of δφ and ΔT can be used as a figure of merit for how the 
uncertainty of the phase changes with modulation frequency.  
The product of δφ and ΔT is plotted in Fig. 2.4 as a function of modulation 
frequency f for two typical samples coated with Al and Pt. I find that the uncertainty in 
determining the phase is relatively small at f > 1 MHz, but deteriorates rapidly as f is 
reduced below 1 MHz. I typically limit the temperature rise to ~10 K. Hence, δφ ≈ 1.5 
mrad at f = 10 MHz and δφ ≈ 20 mrad at f = 0.6 MHz; the corresponding uncertainties in 
thermal conductivity due to δφ are 1.5% and 12%, respectively.  
In principle, the uncertainty in the phase δφ at low modulation frequencies can be 
reduced with the use of a pulse-picker that reduces the repetition rate of the laser 
oscillator [7]. For fixed laser power, and a reduction of the repetition rate from 80 to 5 
MHz, the uncertainty in the phase δφ can be reduced by an order of magnitude. The 
challenge of using of a pulse-picker in TDTR measurements is to properly account for the 
energy in the optical pulses that leak through the pulse picker.  I used a pulse-picker in 
one of my prior work as described in Chapter 4. 
 
2.1.3  Comparison with the 3ω Measurements 
I compare the TDTR measurements at f = 0.6 MHz to measurements by the 3ω 
method on the same samples in Fig. 2.5. The 3ω measurements were performed by 
Suzanne Singer under the guidance of Prof. Arun Majumdar at University of California at 
Berkeley. The accuracy of the 3ω measurements is estimated to be 20%. Measurements 
of TDTR at f = 0.6 MHz are in good agreement with measurements using the 3ω method.  
(a)
100 1000
1
5
hf
Λf
hAl
S
α
hf (nm)
φ
 (b) 
100 1000
1
S
α
hf (nm)
φ
hAl
Λf
hf
5
 
Figure 2.3: Absolute value of the sensitivity parameter Sα of the TDTR ratio signal (ratio 
of the in-phase and out-of-phase signals of the rf lock-in amplifier) at modulation 
frequencies (a) f = 10 MHz and (b) f = 0.6 MHz for a hypothetical sample consisting of 
an Al transducer layer with thickness hAl = 100 nm; a thin film with thermal conductivity 
Λf = 5 W m-1 K-1, heat capacity Cf = 1.5 J cm-3 K-1 and thickness hf; a substrate with Λs = 
50 W m-1 K-1 and Cs = 1.5 J cm-3 K-1; and an interface thermal conductance between the 
Al transducer layer and the film of  G = 100 MW m-2 K-1. Each curve is labeled by the 
corresponding parameter in the thermal model; φ is the phase of the reference channel of 
the rf lock-in amplifier. 
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Figure 2.4: The product of steady-state temperature rise ΔT and the uncertainty in setting 
the absolute value of the phase of the reference channel of the rf lock-in amplifier δφ, as a 
function of modulation frequency f.  The data in figure were measured on an Al-coated 
1.17 μm thick In0.53Ga0.47As  layer doped with 3% ErAs (solid circles) and a Pt-coated 2 
μm thick In0.53Ga0.47As doped with 0.3% ErAs (open circles). 
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Figure 2.5: Comparison of thermal conductivity of the same samples measured by the 3ω 
method (solid circles) and TDTR at f = 0.6 MHz (open circles). For x = 0% and 40%, 
TDTR and the 3ω method measurements are essentially identical. TDTR measurements 
at f = 0.6 MHz agree with measurements by the 3ω method within experimental 
uncertainty.   
 
2.2  Frequency-Domain Thermoreflectance (FDTR) 
2.2.1  FDTR Implementation and Data Analysis 
I measure the mean-free-paths of the dominant heat carrying phonons in Si1-xGex 
alloys by frequency-domain thermoreflectance (FDTR) [10]. My implementation, 
analysis and interpretation of FDTR measurements are different from Ref. [10], which 
proposes using FDTR as a convenient substitute for TDTR in the measurements of the 
thermal conductivity of thin films. I instead propose using FDTR as a direct measurement 
of the mean-free-paths of dominant heat-carrying phonons in bulk solids (or thick films), 
through the dependence of thermal conductivity on the frequency of the oscillating heat 
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source [7]. The frequency dependence of thermal conductivity was first observed by me 
and is discussed in Chapter 4. 
Samples for FDTR measurements are substrates or thick films (hf > d) coated with 
a thin layer of metal transducer (e.g., Al), similar to samples for TDTR measurements. 
Note that FDTR is not suitable for measurements of the mean-free-paths of phonons in 
thin films, since the mean-free-paths of phonons in thin films are limited by the thickness 
of the films and are usually too small to be measured by FDTR. 
The experimental apparatus for FDTR measurements is similar to the TDTR setup 
in Fig. 2.1. In FDTR measurements, however, instead of monitoring the changes in the 
intensity of reflected probe beam as a function of the delay time, I fix the delay time and 
monitor the changes in the intensity of the reflected probe beam as a function of the 
modulation frequency f. To continuously monitor the thermoreflectance signals in 
frequency domain, the resonant circuit used to eliminate the higher harmonic signals in 
TDTR can not be used in FDTR measurements. I thus tweak the EO-modulator until the 
modulated pump beam becomes a sine-wave. To do so, I change the settings in the 
DS345 Function Generator into a sine-wave with an offset of 0.75 Vp-p and an amplitude 
of 0.2 Vp-p; the corresponding triggering input to the drive electronics (model 25D from 
Conoptics) of the EO-modulator measured by an oscilloscope is a sine-wave with an 
amplitude of ≈0.11 Vp-p. Using this sine-wave triggering input, the percentage of third 
harmonic signal to the total signal measured by the rf lock-in amplifier is <2%, see Fig. 
2.6 (a). 
In FDTR, the thermoreflectance signals recorded by the lock-in amplifier are 
corrected before being converted to the thermal conductivity. First, since the 
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thermoreflectance signals are only ≈10-4 of the intensity of the laser pulses, I use a 30 
MHz low-pass filter to attenuate the undesired signals at 80 MHz. Thus, FDTR signals 
recorded by the lock-in amplifier must be corrected for the frequency-dependent 
attenuation of this low-pass filter. Second, the electronic components in the photodetector 
and the rf lock-in amplifiers, the optical path of the reflected probe beam, and the BNC 
cables induce frequency-dependent phase shifts in the thermoreflectance signals. To 
correct for these parasitic phase shifts, I estimate the phase shifts from the phase of the 
pump beam directly leaked into the photodetector. The phase shifts are approximately 
linear with the modulation frequency (-34.3° / MHz), and deviation from this linear 
approximation is satisfactorily consistent from one measurement to the other, see Fig. 2.6 
(b) for examples of the measured phase shifts. The “kinks” around 0.8, 2.1, 6.4 and 12.4 
MHz in the measured phase shifts as in Fig. 2.6 (b) result, for example, from the optical 
resonance of the pump beam in the birefringent elements of the EO-modulator. Thus, 
artifacts in the derived thermal conductivity around these frequencies are removed from 
our measurements, see the discussion below. 
Most of the sensitivity of TDTR measurements to the thermal conductivity is 
from the out-of-phase temperature responses under the periodic heating of the pump 
beam, see Ref. [7] for the discussion of measurements by TDTR. Thus, for FDTR 
measurements, I monitor the out-of-phase signals of the lock-in amplifier as a function of 
the modulation frequency f. I set the delay time at a negative time (-10 ps), because the 
out-of-phase signals at a negative time are relatively insensitive to the uncertainty in the 
phase correction. In addition, the thermal conductivity can be derived from the out-of-
phase signals using a simple exponential equation as discussed below. For each FDTR 
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measurement, I also measure the thermal conductivity at f = 1 MHz by TDTR, which is 
used for the analysis of FDTR measurements.  
Fig. 2.7 shows the out-of-phase signals of the lock-in amplifier at -10 ps after 
being corrected for the attenuation by the low-pass filter and the parasitic phase shifts. 
The solid lines are calculations VC of a thermal model [6] using the thermal conductivity 
ΛTDTR derived from the TDTR measurements at f = 1 MHz. The absolute values of the 
calculations are adjusted until the calculations fit the measurements at f = 1 MHz. The 
calculations fit the FDTR measurements well over the entire frequency range for Si, but 
considerable deviations are observed for Si0.43Ge0.57, see Fig. 2.7. Significant deviations 
from the calculations are also observed around 0.8 and 2.0 MHz, coinciding with the 
frequencies at which the “kinks” are observed in the phase of the leaked pump beam (see 
Fig. 2.6 (b)). I omit the artifacts around these frequencies from further analysis. 
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Figure 2.6: (a) Ratios of the third harmonic signals (V3f) to the first harmonic signals (Vf) 
for modulation frequency f = 8 MHz (circles), 1 MHz (squares), and 0.1 MHz (triangles), 
as a function of the amplitude of the sine-wave triggering input to the drive electronics of 
the EO-modulator. The third harmonic signals are negligible (≈2%) at ≈0.11 Vp-p. (b) 
Deviation of the phase of the leaked pump beam from the linear approximation for 2 
independent measurements performed using the same setup. The phases are fairly 
consistent from one measurement to the other. 
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Figure 2.7: The out-of-phase signals (open circles) of the lock-in amplifier for Si and 
Si0.43Ge0.57  as a function of modulation frequency f. The delay time is fixed at -10 ps. In 
the measurements, the photocurrent of the photodetector is set to 0.4 mA. The powers of 
the pump beam are 120 mW and 36 mW for Si and Si0.43Ge0.57, respectively. The 1/e2 
radii of the laser beams are 7.2 μm. The out-of-phase signals are corrected for the 
frequency-dependent attenuation by the low-pass filter and the parasitic phase shifts. The 
solid lines are calculations of a thermal model using the thermal conductivity of Si and 
Si0.43Ge0.57 measured by TDTR at f = 1 MHz. Absolute values of the calculations are 
adjusted to fit FDTR measurements at ≈1 MHz. 
 
To convert the measured out-of-phase ratios into thermal conductivities, I note 
that the out-of-phase signal Vout at negative times is a simple function of the thermal 
conductivity Λ; , where a and b are fitting parameters. This simple dependence 
is illustrated in Fig. 2.8 (a), in which the thermal conductivity of a hypothetical Si is 
changed and the corresponding out-of-phase signals are plotted. Even when the thermal 
conductivity is changed by a factor of 4, the calculated Vout can still be fitted well using 
. Thus, for each FDTR measurement, I derive the exponent b from calculations 
of Vout using ΛTDTR derived from the TDTR measurement at f = 1 MHz, and calculations 
using ΛTDTR/2. The derived exponent b for FDTR measurements of Si and Si0.43Ge0.57  is 
b
outV a= Λ
b
outV a= Λ
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plotted in Fig. 2.8 (b). I then use the derived b to convert the out-of-phase measurements 
in Fig. 2.7 to thermal conductivities, using  
1/
FDTR TDTR
b
M
C
V
V
⎛ ⎞Λ = Λ ⎜ ⎟⎝ ⎠
       (2.7) 
where ΛFDTR is the thermal conductivity derived from FDTR measurements, VM is the 
out-of-phase measurements at -10 ps, and VC is the calculated out-of-phase signals using 
ΛTDTR derived from TDTR measurements at f = 1 MHz. 
The thermal conductivity of Si and Si0.43Ge0.57  are derived from FDTR 
measurements in Fig. 2.7 using Eq. (2.7), see Fig. 2.9. The thermal conductivity of Si is 
independent of f, but the thermal conductivity of Si0.43Ge0.57  decreases with increasing f 
for f > 0.8 MHz. The physics of the FDTR measurements is discussed in Chapter 4. 
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Figure 2.8: (a) Calculated out-of-phase signals Vout (solid symbols) for a 90 nm Al on a 
hypothetical Si substrate. In the calculations, the thermal conductivity Λ of the 
hypothetical Si is assumed to change from 200 to 50 W m-1 K-1. The modulation 
frequencies f used in the calculations are as labeled. The solid lines are fitting of the 
calculated Vout using ; b = -0.48, -0.80 and -1.18 for f = 15, 1 and 0.1 MHz, 
respectively. (b) Fitted exponent b for Si and Si0.43Ge0.57, as a function of the modulation 
frequency f. 
b
outV a= Λ
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Figure 2.9: The thermal conductivity of Si and Si0.43Ge0.57  derived from FDTR 
measurements in Fig. 2.7, as a function of modulation frequency f.  
 
 
2.2.2  Estimation of the Uncertainty of FDTR Measurements 
To estimate the uncertainty of FDTR measurements, I consider Eq. (2.7) and 
derive 
( )
222 2 22 2
CFDTR TDTR M
FDTR TDTR M C
1 1
ln 1/
VV b
b V V b b b
⎛ ⎞ ⎛ ⎞⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ΔΔΛ ΔΛ Δ Δ⎛ ⎞ ⎛ ⎞⎜ ⎟= + + + ⎜ ⎟⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟Λ Λ −⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠
 (2.8) 
The first term of Eq. (2.8) is the uncertainty of the thermal conductivity measured 
by TDTR at 1 MHz. Usually, it is about 10%. 
The second term of Eq. (2.8) represents the uncertainty in the measurements and 
corrections of the out-of-phase signals. In my FDTR measurements, the signal-to-noise is 
always >50, and thus the uncertainty of measurements are <2%, which is negligible. I 
estimate that the uncertainty in the correction for the frequency-dependent attenuation by 
 
 
27
the low-pass filter to be <2%, also small compared to other uncertainties. The uncertainty 
due to the phase correction is given by Rδφ, where R is the ratio of in-phase and out-of-
phase signals at -10 ps, and δφ is the uncertainty in determining the phase. R at -10 ps is 
usually <1 for 1 < f < 20 MHz. δφ, on the other hand, is negligible for f < 10 MHz and on 
the order of 1° for f > 10 MHz, see Fig. 2.6 (a). Thus, the uncertainty in the phase 
correction is only significant for f > 20 MHz. 
The third term of Eq. (2.8) is due to the uncertainty in the parameters used in the 
calculations of the out-of-phase signals. Since my approach of FDTR data analysis 
involves two separate steps of fitting the calculations to the measurements, any 
dependence of the sensitivity ln / lnoutS V αα = ∂ ∂ on f will translate into additional 
uncertainty ΔVC/VC. Among the parameters in the thermal model, the out-of-phase signals 
are most sensitive to the 1/e2 radii of the laser beams (w0), see Fig. 2.10, and thus the 
uncertainty of 1/e2 radii of the laser beams constitute the main source of uncertainty in 
the derived thermal conductivity. For an uncertainty in w0 of 5% and b = -0.3, the 
uncertainty in the derived Λ due to the contribution of w0 is ≈15%. 
The final term of Eq. (2.9) corresponds to the contribution due to the uncertainty 
in the exponent b. The uncertainty in the exponent Δb/b ≈ 2% is usually small compared 
to other uncertainties and thus its contribution to the uncertainty of the derived thermal 
conductivity is ignored.  
In summary, the main sources of uncertainty in FDTR measurements are the 
uncertainty in the TDTR measurement at f = 1 MHz, and the uncertainty in determining 
the 1/e2 radii of the laser beams. The total uncertainty of FDTR measurements is ≈20%. 
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Figure 2.10: The sensitivity Sα of the out-of-phase signal at delay time -10 ps for a 
hypothetical sample consisting of an Al transducer layer with thickness hAl = 90 nm and a 
substrate with Λ = 5 W m-1 K-1 and C = 1.66 J cm-3 K-1; and an interface thermal 
conductance between the Al transducer layer and the substrate of  G = 50 MW m-2 K-1. 
Each curve is labeled by the corresponding parameter in the thermal model; w0 is the 1/e2 
radius of the laser beams. 
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CHAPTER 3 
 
THEORIES FOR HEAT TRANSPORT BY PHONONS 
 
 
3.1  The Modified Callaway Model 
3.1.1  Model Formation  
I compared the thermal conductivity calculations of a modified Callaway model 
to my thermal conductivity measurements to enhance the understanding of heat transport 
mechanisms in semiconductor thin films [1] and alloys [2], superlattices [3], nanodot 
superlattices [4], and semiconductors embedded with nanoparticles [5]. Details of the 
modified Callaway model are presented in this section. 
I consider crystalline materials and nanostructures, and assume that heat is carried 
by quantized vibration modes called phonons. I differentiate longitudinal and transverse 
phonons in the modified Callaway model, and assume that phonon scattering processes 
can be characterized by relaxation times that depend on phonon frequency and 
polarization (longitudinal or transverse). I consider both phonon scattering processes that 
do not conserve the crystal momentum (such as Rayleigh scattering, boundary scattering 
and umklapp scattering) and that conserve the crystal momentum (e.g., normal three-
phonon process); the relaxation times of the former and latter processes are denoted by τR 
and τN, respectively. I use the Matthiessen’s rule to derive the total relaxation time of the 
scattering processes that do not conserve the crystal momentum; 1/τR = 1/τU + 1/τI + 1/τB, 
where τU, τI and τB denote the relaxation times for umklapp scattering, Rayleigh 
scattering due to impurities in the crystals, and boundary scattering, respectively. Since 
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normal three-phonon processes alone do not impose any resistance to heat flow, the 
Matthiessen’s rule does not apply to the relaxation time for normal processes. 
To consider indirect contribution of normal three-phonon processes to thermal 
resistance, I follow Callaway [6] to assume that normal processes scatter and redistribute 
phonons to a displaced Planck distribution. Callaway did not differentiate longitudinal 
and transverse phonons in his initial model. I extend Callaway’s formation by assuming 
that mode conversion is allowed for normal three-phonon processes and the overall 
crystal momentum is conversed. I assume a truncated linear dispersion, which is 
discussed below. The thermal conductivity Λ is then given by 
( )
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2        (3.1) 
where ΛL and ΛT are partial thermal conductivity due to longitudinal and transverse 
phonons, respectively.  
The parameter β has the dimension of a relaxation time and is derived from the 
conservation of crystal momentum.  
 2
3 3
2
2
L T
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2I I
I I
β ⎛ ⎞+= ⎜ +⎝ ⎠⎟         (3.2) 
The integrals IL1, IL2 and IL3 in Eq. (3.1) and (3.2) are for longitudinal phonons 
and are defined below. 
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where / Bx k Tω= = is the normalized phonon frequency, is the Planck constant, ω is the 
frequency of phonons, kB is the Boltzmann constant, T is temperature, θL is the cutoff 
frequency for longitudinal phonons, and the subscripts and superscripts L denote 
longitudinal phonons. τC is defined as 1/τC = 1/τR + 1/τN. The corresponding integrals IT1, 
IT2 and IT3 have the same expressions as in Eq. (3.3), except that the cutoff frequency and 
relaxation times are for transverse phonons represented by subscripts and superscripts T.  
=
 Final, CL and CT in Eq. (3.1) are defined as  
4
( ) 2 3
( )2
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L T
L T
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vπ= =         (3.4) 
Here, vL and vT are the speed of sound for longitudinal and transverse phonons, 
respectively. 
My expression for the lattice thermal conductivity (i.e., Eq. (3.1)) is different 
from that described previously by Morelli and co-workers [7] because they do not allow 
mode conversion for the normal three-phonon processes. In their expression, βL=IL2/IL3 
and βT=IT2/IT3 are implicitly assumed, compare Eq. (3.1) to Eq. (3) of Ref. [7]. I used Eq. 
(3) of Ref. [7] in my prior works [1-5] and use Eq. (3.1) in the calculations in this chapter 
and Chapter 4. Although calculations using my expression (Eq. (3.1)) and the expression 
by Morelli et al. (Eq. (3) of Ref. [7]) differ by <10% for most materials, I argue that my 
expression is more physically sound and should be used in the calculations of the lattice 
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thermal conductivity. By carefully considering the energy and momentum of phonons in 
real crystals, Herring [8] established that creation and annihilation of phonons through 
three-phonon processes must involve phonons of different polarizations. Interested 
readers are referred to discussions in Ref. [9]. In other words, normal three-phonon 
processes cannot even occur if mode conversion is not allowed. 
At high temperatures (T > Debye temperature), the Debye assumption is invalid 
because it seriously over-estimates the contribution of high-frequency phonons to thermal 
conductivity. Thus, I follow Morelli et al. [7] to determine the cutoff-frequencies from 
the frequencies of phonons at Brillouin zone boundary in [100] direction. The assumed 
phonon dispersion is illustrated in Fig. 3.1. Through this truncated linear dispersion, the 
simplicity of the Debye model is extended to high temperatures. 
It is important to realize that only a small portion of acoustic phonons are 
included in the modified Callaway model [3]. The model does not take into account heat 
transport by optical phonons and high-energy acoustic phonons close to the Brillouin 
zone boundary. For example, only ≈11% of the 3N vibrational modes of a Si crystal are 
included in the calculations using this model. To account for heat transport by phonons 
that are neglected by the model, I estimate the thermal conductivity of these phonons 
using the calculated minimum thermal conductivity [10] Λmin of the crystal, especially in 
cases where Λmin is comparable to Λ calculated by Eq. (1). In such cases, the thermal 
conductivity is given by 
( )
min
21/3 3/2/3
min 20
2
6 1
i
D
L T
xT
B i i xi D
T x ek n v
e
θπ
θ
Λ = Λ + Λ +Λ
⎛ ⎞⎛ ⎞Λ = ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠ −∑ ∫
dx     (3.5) 
34 
 
where n is density of atoms, and iDθ  is the Debye temperature for each polarization i. 
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Figure 3.1: The truncated linear dispersion (solid lines) assumed in the modified 
Callaway model, compared to the phonon dispersion (open circles) of acoustic phonons 
in Si from Ref. [11]. υ is the phonon frequency and ζ is the reduced wavevector 
coordinate. The high symmetry points are labeled. 
 
 
3.1.2  The Relaxation Time of Phonons 
For crystals and alloys, I consider relaxation times for Rayleigh scattering due to 
impurities in the solids, and anharmonic scattering through three-phonon processes. Since 
the expression and strength of the relaxation times cannot be independently determined 
and can only be indirectly inferred from thermal conductivity measurements, knowledge 
of the frequency-dependent relaxation times, especially for three-phonon processes, is 
still very limited. Thus, instead of determining the relaxation times from unverified 
expressions, I fit the model calculations to thermal conductivity measurements to 
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estimate the relaxation times for the anharmonic scattering. My approach has only one 
fitting parameter, as discussed below. 
I follow Klemens [12] to estimate the relaxation times for Rayleigh scattering due 
to impurities in the crystals using 
4 3
4 4 4
4L L
I
B
v
Vk x T
πτ = Γ
=         (3.6a) 
4 3
4 4 4
4T T
I
B
v
Vk x T
πτ = Γ
=         (3.6a) 
where V is the average volume per atom in the crystal, and parameter Γ characterizes the 
cross-section for phonon scattering by point defects (e.g., impurities) in the crystal. 
The parameter Γ that has contributions [12, 13] from variations in the atomic 
masses (Γmass), and variations in the length and strength of the bonds (Γbond); 
Γ=Γmass+Γbond. The expression for Γmass for a compound or alloy with a basis of 2 atoms 
(site A and B) is given by Ref. [7]. 
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M MA c
M
⎛ ⎞−Γ = ⎜⎝ ⎠∑ ⎟        (3.7a) 
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M MB c
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⎛ ⎞−Γ = ⎜⎝ ⎠∑ ⎟        (3.7b) 
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M MA
M M M M
⎡ ⎤⎛ ⎞ ⎛ ⎞⎢ ⎥Γ = Γ + Γ⎜ ⎟ ⎜ ⎟+ +⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
B    (3.7c) 
where AiM , 
B
iM ,  and  are the atomic mass and atomic fraction of ith atom at site A 
and B, and 
A
ic
B
ic
A
aveM  and 
B
aveM  are the average mass of atoms at site A and B. 
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I follow Ref. [13] and derive an expression [4] of Γbond for an A1-mBmC1-nDn 
quaternary alloy with m<<1 and n<<1.  
( ) ( )
2 2
2 1 2 1AC BC AC ADbond
ABC ACD
m m n nδ δ δ δε εδ
⎛ ⎞ ⎛− −Γ = − + −⎜ ⎟ ⎜⎝ ⎠ ⎝ δ
⎞⎟⎠
   (3.8) 
where δij is the lattice constant of unperturbed lattice ij, ( )1ABC BC ACm mδ δ δ= + − , 
( )1ACD AD ACn nδ δ= + − δ , and ε is a constant depending on the elastic properties of the 
matrix. I follow Ref. [13] and derive 
2111.52
1
νε ν
+⎛= ⎜ −⎝ ⎠
⎞⎟         (3.9) 
where ν is the Poisson’s ratio. ε = 36 and 45 for SiGe and InGaAs, respectively. Using 
Eqs. (3.7) and (3.8), I derive Γmass=0.196 and Γbond=0.033 for Si0.5Ge0.5; Γmass=0.036 and 
Γbond=0.11 for In0.53Ga0.47As. This calculation suggests that phonon scattering by point 
defects is controlled by variations in the atomic masses in SiGe, but by variations in bond 
strengths and lengths in InGaAs alloys. Γ of selected crystals and alloys are shown in 
Table 3.1. 
To derive the relaxation times for anharmonic scattering, I assume a high 
temperature form for both umklapp and normal processes, 1Uτ −  = BUω2T and 1Nτ −  = 
BNω2T. I fix the relative anharmonic scattering strengths of umklapp and normal 
processes, BU and BN, by the following equations from Ref. [7]. 
2
2
L L
U
L L
B
Mv
γ
θ=
=          (3.10a) 
2
2
T T
U
T T
B
Mv
γ
θ=
=          (3.10b) 
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γ=         (3.10d) 
where γL and γT are the Grüneisen constants for longitudinal and transverse phonons, and 
M is the average mass of the atoms in the crystals or alloys. The Grüneisen constants can 
be estimated from the root-mean-square average of mode Grüneisen parameters [7], but 
for simplicity, I fix the ratio of γT/ γL = 0.7 and obtain absolute values of γL and γT from 
fits to the thermal conductivities of the crystals using Eq. (3.10). Examples of the derived 
γL, γT, BU and BN are given in Table 3.2. I emphasize that there is only one free parameter 
in my modified Callaway model, i.e., the absolute values of γL and γT. 
 The relaxation times derived using this approach are, of course, just rough 
estimations. The purpose of this model is not to predict the thermal conductivity of 
crystals and alloys. Rather, I intend to use this model as a platform for comparison with 
my thermal conductivity measurements of nanostructures. Thus, as long as the derived 
relaxation times are on the right order of magnitude, additional scattering by the 
nanostructures could be approximated through comparison with the measurements. 
For alloys, I assume a virtual crystal and use the average values of V, M, speeds of 
sound, and cutoff-frequencies. I fit model calculations to the thermal conductivity of the 
virtual crystal to derive the anharmonic scattering strengths BU and BN. I note that when 
phonon scattering is dominated by Rayleigh scattering, the parameter β given by Eq. 
(3.2) is negligible. Then,  
( )3 1 11 23 L L T TT C I C IΛ = + +Λmin       (3.11) 
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In other words, the normal three-phonon process becomes resistive for alloys with high 
concentration of impurities, and the total relaxation time can be derived from the 
relaxation times for all scattering mechanisms (including the normal processes) using the 
Matthiessen’s rule. 
 
Table 3.1: The cutoff temperature, θL and θT, speed of sounds, vL and vT, and the 
parameter Γ for Rayleigh scattering of selected crystals and alloys. For the crystals, the 
parameter Γmass is derived by assuming natural isotope composition. 
Materials θL (K) θT (K) vL (m s-1) vL (m s-1) Γmass Γbond 
Si 591 215 8440 5850 2.0×10-4 0 
Ge 343 114 4910 3540 5.9×10-4 0 
GaAs 326 113 4730 3340 9.2×10-5 0 
InAs 237 82 3830 2640 9.1×10-6 0 
AlN 493 265 10930 6200 4.3×10-6 0 
GaN 305 157 8080 4150 2.7×10-4 0 
PbTe 137 78 2660 2130 9.7×10-5 0 
PbSe 132 82 3020 2200 9.1×10-5 0 
In0.53Ga0.47As 279 96 4250 2970 0.036 0.11 
Si0.5Ge0.5 467 165 6670 4690 0.20 0.03 
 
 
Table 3.2: The fitted values of Grüneisen constants, γL and γT, and the corresponding 
strengths of anharmonic scattering, BU and BN, of selected crystals and alloys derived 
using my approach.  
Materials γL γT LUB (s K
-1) TUB (s K
-1) LNB (s K
-1) TNB (s K
-1) 
Si 1.1 0.75 6.1×10-20 1.7×10-19 1.5×10-19 2.2×10-19 
Ge 1.0 0.70 1.1×10-19 3.0×10-19 2.7×10-19 3.5×10-19 
GaAs 1.2 0.84 1.7×10-19 4.9×10-19 3.5×10-19 6.1×10-19 
InAs 1.2 0.81 2.3×10-19 6.9×10-19 5.6×10-19 8.4×10-19 
AlN 0.75 0.53 4.2×10-20 1.4×10-19 8.3×10-20 2.2×10-19 
GaN 0.73 0.51 3.2×10-20 1.2×10-19 5.1×10-20 1.9×10-19 
PbTe 3.1 2.2 3.7×10-18 5.0×10-18 8.1×10-18 7.7×10-18 
PbSe 4.0 2.8 5.8×10-18 8.5×10-19 1.0×10-17 1.3×10-17 
In0.53Ga0.47As 1.2 0.83 2.1×10-19 6.1×10-19 5.3×10-19 7.6×10-19 
Si0.5Ge0.5 1.1 0.74 6.8×10-20 1.9×10-19 1.7×10-19 2.4×10-19 
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For nanostructures, an additional boundary scattering is considered. The 
relaxation time for the boundary scattering is given by 
/LB D vτ = L
T
         (3.12a) 
/TB D vτ =          (3.12a) 
D is the effective scattering length for the boundary scattering, which depends on types of 
nanostructures involved. For through-plane thermal conductivity of a thin film, D = h, the 
thickness of the thin film. For in-plane thermal conductivity of a thin film, D = 2h [14]; 
the factor of 2 is a geometrical factor. For thermal conductivity of a nanowire, D = 2r, the 
diameter of the nanowire. For thermal conductivity of crystals embedded with 
nanoparticles, D = , where is the mean-free-path of phonons due to scattering by 
the nanoparticles according the the geometrical limit, see Chapter 5 for the discussion. 
NPA NPA
The calculated mean-free-paths ( )1 /Cv Nτ β τ= +A for longitudinal and transverse 
phonons in bulk Si, bulk Si0.9Ge0.1 alloy and a 200 nm thin film (through-plane direction) 
are delineated in Fig. 3.2. As illustrated, Rayleigh scattering is particularly effective in 
scattering the high frequency, short-wavelength phonons, but is not effective to scatter 
long-wavelength phonons. On the other hand, additional boundary scattering (e.g., in thin 
films, superlattices, nanowires, with embedded nanoparticles) is particularly effective to 
scatter long-wavelength phonons, but not as effective (compared to Rayleigh scattering) 
to scatter short-wavelength phonons. Thus, a combination of different scattering 
mechanisms (such as alloys embedded with nanoparticles) can enormously reduce the 
thermal conductivity of crystalline materials. 
The partial contribution of longitudinal and transverse phonons to the thermal 
conductivity of bulk Si, a 200 nm thin film, and bulk Si0.9Ge0.1 alloy, as a function of 
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phonon frequency ω, is plotted in Fig. 3.3. For the Si0.9Ge0.1 alloy, it is clearly illustrated 
that high-frequency phonons are strongly scattered and do not contribute to the thermal 
conductivity in the alloy. For Si, however, heat is mainly carried by high-frequency, 
longitudinal phonons. In crystals, if only Umklapp scattering is considered, the plot in 
Fig. 3.3 should be nearly flat due to compensation of the ω2 dependence of density of 
states and ω-2 dependence of the Umklapp process. However, due to normal scattering, 
redistribution of momentum of phonons result in the deviation from the ω-2 dependence 
in the relaxation times of high-frequency phonons, see Fig. 3.2. Consequently, the 
contribution of heat conduction by longitudinal phonons is notably higher than the 
hypothetical scenario without the normal scattering. The calculations are consistent with 
the experimental evidences by Ju and Goodson [15] that heat is carried predominantly by 
longitudinal phonons in Si. 
 
3.1.3  Calculations of the Thermal Conductance of Interfaces 
My approach of thermal conductivity calculations can be extended to calculations 
of the thermal conductance G of interfaces using the diffuse mismatch model (DMM) 
[16]. My implementation of the DMM calculations is slightly different from the approach 
described in Ref. [16], which is derived for G at low temperatures. I assume a truncated 
linear dispersion as in Fig. (3.1), for phonons in both sides of the interface, and derive the 
thermal conductance the interfaces as 
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T2LG G G= +          (3.13a) 
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v e
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π
⎛ ⎞= ⎜ ⎟⎝ ⎠ −∫=       (3.13c) 
where α is the transmission coefficient α of phonons from side A to side B of the 
interfaces. I follow Ref. [16] and derive the following expression for α.  
( )
( ) ( )
2
2
j B
j jB A
v
v v
α
−
− −
Σ= Σ + Σ 2
)
       (3.14) 
where (  is the sum of 2j Av−Σ 2jv− of all phonon modes j available in the A side. I note that 
since a truncated linear dispersion is assumed, α depends on the phonon frequency due to 
the cutoff frequencies that I impose. This approach of DMM calculations is valid even for 
G at high temperatures.
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Figure 3.2: Mean-free-path  of longitudinal (red) and transverse (blue) acoustic 
phonons in bulk Si (solid lines), a 200 nm Si thin film (dashed lines) and bulk Si0.9Ge0.1 
alloy (dash-dotted lines) calculated from a Callaway-type model. ω is phonon frequency. 
A
 
 
42
0 2 4 6
0
1
2
3
8
T
Si0.9Ge0.1
Si Thin
 Film
L
C
(ω
)v
2 τ(
ω)
/3
 
(p
J 
m
-1
 K
-1
)
ω (1013 rad s-1)
Bulk Si
 
Figure 3.3: Contribution of longitudinal (red) and transverse (blue) acoustic phonons in 
bulk Si (solid lines), a 200 nm Si thin film (dashed lines) and bulk Si0.9Ge0.1 alloy (dash-
dotted lines) to the thermal conductivity, as a function of phonon frequency ω. The partial 
contribution to the thermal conductivity has the form of C(ω)v2τ( ω)/3.  
 
 
3.2  A Nonlocal Theory for Heat Transport at High 
Frequencies 
In this section, I describe a nonlocal theory for heat conduction by phonons under 
high frequency heating on the surface of a semi-infinite solid. This theory facilitates the 
analysis of FDTR measurements described in Chapter 2.  
Mahan and Claro [17] developed a nonlocal theory of thermal conductivity for 
heat conduction by phonons in cases where the phonon mean-free-paths are long 
compared to the distance scale of the thermal gradient. They found that heat flux from the 
surface is reduced using the nonlocal theory if the thermal gradient is high. I follow their 
approach and apply the nonlocal theory to heat conduction under high frequency heating. 
I start with the Boltzmann transport equation. 
 0N NN N
t
ω τ
−∂ +∇ ∇ = −∂ i        (3.15) 
 
 
43
where N is the phonon distribution function, 0 /BN k T ω= =
jv
 is the Planck distribution for 
high temperatures, τ is the total relaxation time of phonons which depends on phonon 
frequency ω, polarization j and temperature T, ω∇ =  is the phonon group velocity, and 
kB is the Boltzmann’s constant. τ  can be estimated, for example, from ( )1 /C Nτ τ β τ= + , 
see Section 3.1.2 for discussion on how to estimate the relaxation times. Note that τ  is a 
function of phonon frequency ω and temperature T. I assume that a semi-infinite solid is 
heated periodically on the surface (z = 0), see Fig. 3.4, causing a temperature oscillation 
at frequency f. I assume that heat flows only in direction z, and define m = cosθ, where θ 
is the angle between z and phonon wavevector q. I define a pseudo-temperature for non-
equilibrium phonons /P BT N kω= = ; the pseudo-temperature TP is a function of position 
z, time t, phonon frequency ω and direction m. For f < 1 GHz, τ (≈10-12 s) is much shorter 
than 1/f (≈10-9s); hence, I neglect the time dependence term in Eq. (3.15). Eq. (3.15) can 
then be simplified as 
 PP j
TT v m T
z
τ ∂+ ∂ =         (3.16) 
T here is the equilibrium temperature defined from the average TP of all phonons.  
Eq. (3.16) is an inexact first order ordinary differential equation which can be 
solved analytically. Applying the boundary conditions TP(0,t,ω,m) and T (0,t) at z = 0, the 
result is 
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44
 I(z-z’)
Periodic 
heating 
z 
I(z+z’)
z
z<0 
equilibrium 
Solid 
m>0
Reflected 
m<0
z’ 
Surface 
 
Figure 3.4: A cartoon showing a semi-infinite solid being periodically heated on the 
surface (z = 0). The circles represent two heat-carrying phonons with m < 0 and m > 0; 
the arrows represent the hypothetical phonon trajectory. I(z–z’) represents the percentage 
of flux of unscattered phonons reaching z directly from z’; I(z+z’), on the other hand, 
represents the percentage of flux of unscattered phonons reaching z from z’ via reflection 
on the surface.  
 
TP(0,t,ω,m) in Eq. (3.17) is unknown and needs to be determined. For m < 0, the 
exponential expression in the second term of Eq. (3.17) approaches infinity at large z. 
Thus, in order to have the second term of Eq. (3.17) vanish so that TP is always finite, I 
follow Ref. [17] to choose 
 ( )
0
, ,( ', )(0, , , ) (0, ) ' exp
'P
a z tT z tT t m T t dz
z m
ωω
∞ ′⎛ ⎞∂= + ⎜∂ ⎝ ⎠∫ ⎟  (m < 0) (3.18a) 
where ( ) ( )0, , , ,
z
j
dza z t
v z t
ω τ ω
′′= ′′∫ is the distance z from the surface normalized by the 
mean-free-paths ( )0, jT vω τ=A  of phonons. For the cases of small perturbation (TP ≈ T), 
A is independent of z and t; thus a(z,t,ω) = z / A(ω). Substituting Eq. (3.18a) into Eq. 
(3.17), 
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 ( ) ( ), , , ,( ', )( , , , ) ( , ) ' exp
'P z
a z t a z tT z tT z t m T z t dz
z m
ω ωω
∞ ′−⎛ ⎞∂= + −⎜ ⎟∂ ⎝ ⎠∫       (m < 0) 
           (3.18b) 
For m > 0, I assume that phonons are in quasi-equilibrium at z < 0 with a Planck 
distribution of N0. I further assume that there is no mode conversion at z = 0, and the 
transmission coefficients of phonons from side z < 0 to side z > 0 and vice versa are 
approximately equal. In this scenario, detailed balance dictates that numbers of phonons 
excited at both sides of surface z = 0 are identical for every phonon frequency ω. Then, 
using Eqs. (3.17) and (3.18), I derive the pseudo-temperature TP for m > 0 as 
 ( )
0
, ,( ', )(0, , , ) (0, ) ' exp
'P
a z tT z tT t m T t dz
z m
ωω
∞ ′⎛ ⎞∂= − −⎜∂ ⎝ ⎠∫ ⎟  (m > 0) (3.19a) 
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      (m > 0) 
           (3.19b) 
As phonons are not in equilibrium for z > 0 (thus PT T≠ , see Eqs. (3.18) and 
(3.19)), a net heat current J(z,t) flows in the semi-infinite solid. J(z,t) can be evaluated 
from the sum of heat carried by all phonon modes of three polarizations j. 
 ( ) ( )
3
3( , ) exp / 12j B P
dJ z t
k T
ωω ωπ= ∇ −∑∫
=
=
q      (3.20) 
As discussed in Section 3.1, I assume a truncated linear phonon dispersion with 
the group velocities equal to the speeds of sound, and include only phonons with 
frequency below a cutoff frequency 0
jω  for polarization j. ( 0jω is estimated from the 
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boundary of Brillouin zone.) Then, by substituting Eqs. (3.18) and (3.19) into Eq. (3.20), 
and assuming B Pk T ω =
( )
,  
 ( ) ( ) (
3
)2 2
0
( ', ), '
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B
j j
j
k T z tJ z dz I z z I z z
v z
∞ ∂0
24
j
j
t
ω
π ⎡ ⎤′ ′− + += − ⎣ ⎦∂∫∑
( )
        (3.21) 
where Ij(z) is the percentage of flux of unscattered heat-carrying phonons of polarization j 
in the z-direction over a normalized distance z/mA, 
 ( ) 0 123
0 00
6 exp
j
j j
j
z
I z d mdm
v m
ω
ω ω τω
⎛ ⎞= ⎜⎜⎝ ⎠∫ ∫ − ⎟⎟      (3.22) 
Note that I only take into account acoustic phonons with frequency under the cutoff 
frequency 0
jω  in the calculations of Ij(z). Thus, for z = 0, Ij(z) = 100%.  
For illustration, IL(z) of longitudinal phonons in bulk Si, a 200 nm Si thin film, 
and bulk Si0.9Ge0.1 using the relaxation times as described in Section 3.1.2 are plotted in 
Fig. 3.5. From Fig. 3.5, the distances z at which 1/e = 37% of the flux of longitudinal 
phonons remains unscattered are 145 nm, 65 nm and 1 nm for Si, the Si thin film and 
Si0.9Ge0.1 alloy, respectively. Most longitudinal phonons in the SiGe are scattered by 
Rayleigh scattering at z < 1 nm. 
I obtain the derivative of J(z, t) with respect to distance z by differentiating Eq. 
(3.21). The result is as follows. 
 ( ) ( ) ( ) ( )
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2 2 2
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z v z
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π
∞∂ ∂ ⎡ ⎤′ ′= − − − +⎣ ⎦∂ ∂∑ ∫      (3.23) 
This expression is used in one of my approaches to derive the apparent thermal 
conductivity as explained below. 
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Since Eqs. (3.21) and (3.23) are non-linear and more importantly nonlocal (i.e., 
the heat flux and its derivative depend on the temperature profile of the whole solid), Eqs. 
(3.21) and (3.23) can only be solved numerical. To derive the apparent thermal 
conductivity Λeff as a function of the frequency f of the heat source, I consider one-
dimensional periodic heating on the surface of a semi-infinite solid. I truncate the semi-
infinite solid at z = 10d, where d is the penetration depth, and discretize the solid using a 
graded mesh for z < 5d and a uniform mesh for z > 5d, see Fig. 3.6. The penetration depth 
here is defined as / ( )Callaway fCπ= Λd , where ΛCallaway is the thermal conductivity 
calculated using the modified Callaway model, f is the frequency of periodic heating on 
the surface and C is the volumetric heat capacity of the semi-infinite solid. I set the size 
of the first control volume (labeled by “0”) as Δz0/2 = (2.8×10-5)d. The size of the 
subsequent nth control volume is given by Δzn= Δz0rn for n < N1, where N1=3000 is the 
total number of control volumes in z < 5d, and r = 1.00167. For 5d < z < 10d, the size of 
the control volumes is uniform, given by Δzi = 5d/N2, where N2=600 is the total number 
of control volumes in 5d < z < 10d. I assume that the temperature oscillation for z > 10d 
is negligible and is approximated using the analytical classical solution [18]. 
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Figure 3.5: The percentage of flux of unscattered longitudinal phonons IL(z) in bulk Si 
(solid lines), a 200 nm Si thin film (dashed lines) and bulk Si0.9Ge0.1 alloy (dash-dotted 
lines). z is the distance in the direction of temperature gradient. 
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Figure 3.6: The discretization scheme used in the derivation of the effective thermal 
conductivity at high heating frequencies. For z < 5d, I used a graded mesh, with the size 
of the nth control volume given by an = a0rn. For 5d < z < 10d, I used a uniform mesh with 
a constant size for the control volumes. I assume that the temperature fluctuation is 
negligible after z = 5d. The control volumes and the interfaces are numbered as indicated.   
 
 
I consider two cases of periodic heating on the surface z = 0: (a) when the heat 
flux on the surface is fixed at J(0,t)=Jmax cos(2πft) and the corresponding ΔTmax on the 
surface is calculated, and (b) when the temperature on the surface is fixed at T(0,t)=ΔTmax 
cos(2πft) and the corresponding Jmax on the surface is calculated. For both cases, I employ 
……… ……… 
0 1 2 3 N1 N1+1 N1+N2-1
1 2 3 4 N1 N1+1 N1+2 N1+N2-1 N1+N20 
For z<5d, Δzn = Δz0rn, n < N1 For 5d<z<10d, Δzn = 5d/N2, N1<n< N1+N2-1 
the conversation of energy to calculate the temperature profile of the semi-infinite solid 
under the periodic heating. 
 ( ) (,C T z t J z t
t z
∂ ∂= −∂ ∂ ),           (3.24) 
 I use a control-volume formulation and a finite-difference formulation to numerically 
solve Eq. (3.24), for cases (a) and (b), respectively. Details of my implementation are 
given below. 
For case (a) when the heat flux on the surface is fixed, I utilize a finite volume 
formulation and apply Eq. (3.24) to each control volume in Fig. 3.6. The discretized Eq. 
3.24 for nth control volume is  
 ( ) ( )1new old new newn n n n nC z T T t J J+Δ − = −Δ −         (3.25) 
where Tn is the temperature at the center of nth control volume with size Δzn, Jn is the heat 
flux at the nth interface, Δt is the time step, and the superscript old and new represents 
properties at time t and t+Δt, respectively. I use a fully implicit scheme and calculate the 
heat flux J(z,t) from the temperature at t+Δt using Eq. (3.21). I apply a periodic heat flux 
J=Jmax cos(2πft) at the 0th interface and assume that the temperature at z > 10d is given by 
the analytical solution using Fourier’s law of heat conduction [18]. 
max exp( / ) cos(2 / 4 / ) / 2CallawayT J x ft x C fπ π= − − − Λd d π   (3.26) 
 Applying all the aforementioned assumptions into Eq. (3.25) for every control 
volume, I calculate the temperature of the control volumes at t+Δt from temperature 
profile at t by solving 
            (3.27) ,
new
n i i nA T B=
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where An,i and Bn are characteristic matrices derived using the aforementioned control 
volume scheme. The equations for each element in the matrices are listed in Appendix A. 
To calculate the temperature oscillation on the surface of the sample under a periodic heat 
flux, I first assume a temperature profile given by Eq. (3.26) on all control volumes. 
Then, I calculate the subsequent temperature profile after a time interval Δt by solving 
Eq. (3.27). The amplitude of temperature oscillation on the surface of the semi-infinite 
solid is determined from the calculations after t=7/f. 
For case (b) when the temperature on the surface is fixed, I instead employ a finite 
difference formulation to discretize Eq. (3.24). The discretized Eq. 3.24 is then  
 ( ) newnew oldn n JC T T t z∂⎛ ⎞− = −Δ ⎜ ⎟∂⎝ ⎠          (3.28) 
where the derivative of heat flux is given by Eq. (3.23). Again, I use a fully implicit 
scheme in the derivation of Eq. (3.26). For case (b), I set the temperature T=ΔTmax 
cos(2πft) at the 0th interface, and set the initial temperature profile using Eq. (3.26). The, 
the subsequent temperature profile is calculated using Eq. (3.27), with the characteristic 
matrices An,i and Bn different from those of case (a). The equations for the characteristic 
matrices for case (b) are also listed in Appendix A. The amplitude of heat flux on the 
surface is determined from the calculated temperature profile after t=7/f.  
In both cases, the apparent thermal conductivity Λeff at high frequencies is derived 
from the calculations using 
 ( )2max max/
2eff
J T
fCπ
ΔΛ =         (3.29) 
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where Jmax and ΔTmax are the corresponding amplitude of the heat flux and temperature on 
the surface (z = 0). 
I calculate the apparent thermal conductivity of a series of hypothetical Si as a 
function of the frequency f for cases (a) and (b). The parameter Γ for Rayleigh scattering 
of the hypothetical Si varies from Γ=2×10-4 to Γ=2. The apparent thermal conductivities 
derived for both cases are identical for most calculations and the average Λeff is plotted in 
Fig. 3.7. There are a few high frequency calculations in which the calculations of cases 
(a) and (b) differ by more than 25% and are omitted from Fig. 3.7. The reason for the 
discrepancy is unknown to me, and could result, for example, from breakdown of the 
assumption that B Pk T ω =  for high frequency phonons that carry most heat in the 
omitted calculations. 
To test my previous assertion [1] that phonons with mean-free-path longer than 
the penetration d do not contribute to apparent thermal conductivity at high frequency, I 
compare the calculations with calculations using the modified Callaway model described 
in previous section with an additional boundary scattering rate of  and 
. I find that Callaway calculations with an additional scattering rate of 
fit the calculations of the nonlocal theory well for all hypothetical Si, see Fig. 
3.7. Thus, this result is consistent with my previous hypothesis that phonons with long 
mean-free-path are not thermalized by the lattice, and hence are ballistic and do not 
contribute to heat conduction at high frequencies.  
1 /B vτ − = d
1 / 2B vτ − = d
1 / 2B vτ − = d
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Figure 3.7: The apparent thermal conductivity Λeff calculated under preset heat flux (case 
(a), open circles) and preset temperature (case (b), solid circles) on the surface, as a 
function of the heating frequency f. The materials considered are hypothetical Si with 
different parameter Γ for Rayleigh scattering, as labeled. The solid lines are the 
corresponding calculations using the modified Callaway model with an additional 
scattering rate of (a) and (b) . 1 /B vτ − = d 1 / 2B vτ − = d
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CHAPTER 4 
 
HEAT TRANSPORT IN SEMICONDUCTOR 
ALLOYS 
 
 
Parts of Section 4.1 and Section 4.2 of this chapter were published in “Frequency 
Dependence of the Thermal Conductivity of Semiconductor Alloys,” Yee Kan Koh and 
David G. Cahill, Phys. Rev. B 76, 075207 (2007).  
 
4.1  Introduction 
In crystalline dielectrics and semiconductors, heat is carried by wave-like lattice 
vibrations, i.e., phonons, with a broad distribution of frequencies and lifetimes [1]. In a 
typical crystal near room temperature, the spectral distribution of the thermal 
conductivity Λ is thought to be nearly flat [2] because the variation of the density of 
states with phonon frequency, ν2 in the Debye model, is compensated by changes in 
phonon lifetimes, typically assumed to scale as ν−2. In mixed crystals such as the 
semiconductor alloys used in thermoelectric energy conversion, Rayleigh scattering of 
high frequency phonons shifts the distribution and increases the relative importance of 
low frequency phonons for heat transport [2].  
Current research on improving the efficiency of thermoelectric materials is often 
concerned with understanding this phonon distribution and developing material structures 
— e.g., nanowires, superlattices, and nanoscale precipitates — that further reduce the 
thermal conductivity Λ below what can be achieved by alloying [3, 4, 5]. Currently, the 
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most powerful methods for probing the distribution of phonon mean-free-paths are 
systematic experiments on how Λ measured under steady-state conditions [3, 6] varies as 
a function of the diameter of a nanowire or the thickness of a crystalline layer. In this 
section, I report my observation of frequency dependence of Λ for semiconductor alloys 
and thus demonstrate a novel and convenient method for profiling the distribution of heat 
carrying phonons in materials.  
Frequency or time dependence of Λ has been discussed by theorists for many 
years but the expectation has usually been that very high frequencies, f > 1/τ  where 1/τ is 
the relaxation rate of the dominant phonons, would be needed to observe these effects. 
(One notable exception is the study by Mahan and Claro who found changes in the heat 
current when the temperature gradient varies rapidly on the length scale of the phonon 
mean-free-path [7].)  Guyer and Krumhansl [8], for example, predicted a correction to 
the static thermal conductivity on the order Rof 2 fπ τ , where Rτ  is the mean relaxation 
time due to resistive scattering processes. More recently, Volz [9] showed that Λ
computational model of Si decreases at frequencies fτ > 1.  Since the lifetimes of the 
dominant phonons in semiconductor alloys are ≈100 ps, this prior theoretical work 
suggests that the frequency dependence of Λ would not be observable in experiment 
unless f > 1 GHz. 
 in a 
In my experiments, I observe frequency dependence in Λ for semiconductor 
alloys when f > 1 MHz.  This surprising result is consistent with a model based on the 
assumption that phonons with mean-free-paths greater than two times the thermal 
penetration depth, / Cfπ= Λd , where C is the heat capacity per unit volume, do not 
contribute to Λ measured in the experiments. Thus, by varying f and therefore d, I 
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conveniently probe the distribution of phonon mean-free-paths. My results also have 
practical importance in the design and thermal management of microelectronics:  InGaP, 
InGaAs and SiGe, are common in high frequency devices [10, 11] and my finding that 
Λ is dependent on both the layer thickness and the time-scale of the heat transport creates 
new challenges for accurate modeling of temperature distributions in these devices [12].   
 
4.2  Frequency Dependence of the Thermal Conductivity 
The InGaP and InGaAs samples for this study, supplied by Epiworks Inc., were 
epitaxially grown on GaAs and InP substrates, respectively, by metal organic chemical 
vapor deposition (MOCVD). The 70 nm InGaP epitaxial layer was obtained by sequential 
selective etching of GaAs and InGaP from a multilayer HBT InGaP/GaAs wafer, also 
grown by MOCVD. The Si0.4Ge0.6 sample was provided by Prof. Fitzgerald of MIT [13]. 
The layer thickness of the samples is measured by picosecond acoustics. The longitudinal 
speed of sound is 5.22 nm ps-1 in InGaP and 4.25 nm ps-1 in InGaAs, derived from the 
average of the speed of sound in the pure crystals [14]. InGaP samples (2007 nm, 178 nm 
and 70 nm) are undoped, except the 456 nm layer, which is lightly doped (n-type, 
2.5×1017 cm-3). The InGaAs samples have a range of dopant concentrations: n-type, 1015 
cm-3 (3330 nm); p-type, 2.3×1019 cm-3 (891 nm); p-type, 2.7×1019 cm-3 (591 nm); and p-
type, 9×1018 cm-3 (431 nm). The 6000 nm SiGe sample is undoped. To prepare the 
samples for measurements, I deposit 70 - 100 nm thick Al films by magnetron sputter 
deposition [15]. 
I measure the thermal conductivities by time-domain thermoreflectance (TDTR), 
see Chapter 2 for details and analysis of TDTR. For this study, the pump beam is 
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modulated at a frequency f in the range 0.1 < f < 10 MHz. The radii of the laser beams are 
6.5 - 15 μm at the sample surface. I use beam powers of 5 - 24 mW, creating temperature 
rises of <7 K. For measurements at frequencies lower than 0.6 MHz, I use a pulse picker 
to reduce the laser repetition rate to 5 MHz. The extinction ratio of the pulse picker is 
1:200; the residual leakage of pulses at 80 MHz is accounted for in the thermal model. 
The thermal conductivity is then derived by fitting calculations of a thermal model [16] 
to the TDTR measurements. 
To a good approximate, the in-phase signal of the lock-in amplifier Vin gives the 
time-domain response of the surface temperature following heating by the pump optical 
pulse [16]. At t = 100 ps, heat is uniformly distributed through the Al metal film but the 
amount of heat that has entered the semiconductor layer at this short time scale is 
relatively small. Therefore, the change in Vin between negative delay time and t = 100 ps 
is determined by the heat capacity per unit area of the Al film and is proportional to 
1/(hAlCAl) where hAl is the thickness of the Al film and CAl is the heat capacity per unit 
volume of Al. Vout, on the other hand, is predominately controlled by the imaginary part 
of the frequency domain response of the surface temperature subjected to a periodic heat 
source of frequency f.  For thick samples with intermediate thermal conductivity, Vout is 
proportional to (ΛCf)-1/2, where Λ is the thermal conductivity of the samples, C is the heat 
capacity per unit volume of the samples, and (ΛC)1/2 is the thermal effusivity. (For high 
thermal conductivity materials at low f, Vout is suppressed by radial heat flow around the 
focused laser spot; for low thermal conductivity materials at high f, Vout is suppressed by 
the heat capacity of the Al thin film transducer.) Hence, at intermediate time (100 ps - 
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500 ps), the TDTR measurements are most sensitive to the thermal effusivity of the 
samples. 
In Fig. 4.1, I plot the out-of-phase signal of the lock-in amplifier Vout normalized 
by the change in the in-phase signal ΔVin between negative delay time and a positive 
delay time of t = 100 ps as a function of modulation frequency f. ΔVin can be thought of 
as a calibration for Vout that is based on the heat capacity per unit area of the Al 
transducer. Vout/ΔVin is thus proportional to the reciprocal of thermal effusivity of the 
samples. For all materials I have studied except thick layers of semiconductor alloys, a 
single value of the thermal effusivity is sufficient to fit the entire frequency range of the 
data acquired at room temperature, see Fig. 4.1. For InGaP, InGaAs, and SiGe, however, 
the measurements cannot be fit by a single value of the thermal effusivity. When a 
thermal conductivity of Λ=3 W m-1 K-1 is chosen to fit the data for Vout/ΔVin in the high 
frequency limit, the data at low f fall below the predictions of the thermal model by a 
factor of ≈0.7 implying that thermal conductivity is a factor of ≈2 larger at lower f.  
 I analyze the data quantitatively by fitting the calculations of a diffusive model to 
my measurements. Since I do not expect that the thermal conductance of the interface 
between the Al film and the samples depends on heating frequency, I fix the thermal 
conductance and vary the thermal conductivity of the samples as the only free parameter. 
I summarize the thermal conductivity Λ measured in this way as a function of the 
modulation frequency f in Fig. 4.2. As already indicated by the data shown in Fig. 4.1, the 
thermal conductivity for all materials I have studied except thick layers of semiconductor 
alloys  is constant throughout the frequency range, 0.1 < f < 10 MHz. For InGaP, InGaAs, 
and SiGe, however, Λ increases monotonically as the frequency decreases from 10 MHz 
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to 0.6 MHz and remains approximately constant for frequency less than 0.6 MHz. The 
thermal conductivity of InGaAs measured at low frequencies (≈6.2 W m-1 K-1) is 
comparable to the thermal conductivity of a 1600 nm InGaAs thin film (≈5.5 W m-1 K-1) 
measured using the 3ω method [5] and thermal conductivity of a bulk sample             
(≈6.4 W m-1 K-1)  derived from a thermal diffusivity measurement [17]. I note that an 
early study reported thermal conductivity of bulk InGaAs as ≈4.8 W m-1 K-1 measured by 
steady-state heating [18]. 
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Figure 4.1: Frequency dependence of the out-of-phase signal normalized by the jump in 
the in-phase signal. Measured Vout/ΔVin of Si (open squares), SiO2 (solid squares), GaAs 
(open diamonds), InP (solid diamonds), InGaP (open circles), InGaAs (solid circles) and 
Si0.4Ge0.6 (open triangles) are compared to the respective calculations from the thermal 
model (solid lines), from top-to-bottom, of SiO2, semiconductor alloys, GaAs, InP and Si. 
For calculation of semiconductor alloys, I assume Λ=3 W m-1 K-1, C=1.69 J cm-3 K-1, and 
Al film thickness of 93 nm. Only measurements of semiconductor alloys deviate from the 
calculations. 
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Figure 4.2: Room temperature thermal conductivity of single crystals of Si, InP, and 
GaAs; a 1 μm thick layer of amorphous SiO2; and epitaxial layers of semiconductor 
alloys as a function of the modulation frequency used in the measurement. Data for 2010 
nm thick InGaP, 3330 nm thick InGaAs and 6000 nm thick Si0.4Ge0.6 are shown as open 
circles, filled circles, and open triangles, respectively.  
 
 
I have also measured the thermal conductivity of several samples of InGaP and 
InGaAs where the thickness h of epitaxial alloy layers are much thinner than the h = 2010 
nm InGaP and h = 3330 nm InGaAs layers discussed above. Data for thinner layers are 
compared to the frequency dependence of thick layers in Fig. 4.3. To create a common x-
axis for this plot, I convert the modulation frequency to a thermal penetration depth d, 
defined as the depth from the sample surface where the temperature is e-1 of surface 
temperature; / Cfπ= Λd . The dependence of Λ on h and d is remarkably similar, see 
Fig. 4.3. 
To gain qualitative insight into the mechanisms that underlie my experimental 
findings, I calculate the thermal conductivity of InGaAs using the modified Callaway 
model described in Chapter 3. The dashed line in Fig. 4.3 shows the results of this model 
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calculation for Λ with one additional  phonon scattering rate τ-1=v/h or, equivalently for 
this plot, τ-1= v/2d. (The factor of 2 here is derived from a nonlocal theory of heat 
conduction at high frequencies, see Section 3.2.) Given the approximate form of the 
model, the agreement between this model and the data is satisfactory and suggests that a 
scattering rate of this form captures the essential physics of the experiment. This 
scattering rate has the form of phonon boundary scattering, in which phonons are 
assumed to be scattered at the interface between the thin films and the substrates. This 
assumption is reasonable for many combinations of thin films and substrates, but for an 
electronic grade epitaxial alloy, it is difficult to identify a mechanism that would strongly 
scatter low frequency phonons at the interface since the film is only differentiated from 
the substrate by composition. The difference between the acoustic impedance of the 
epitaxial layer and the substrate is small and the structural perfection and chemical purity 
of the interfaces should be very high. And, of course, in the case of the frequency 
dependence of the thick layers, no physical interface exists at 2d. 
Instead, I propose that the boundary scattering form is able to describe the data 
because phonons with mean-free-paths A > h or > 2d do not contribute to the thermal 
conductivity of the alloy layer as measured in the experiment.  Phonons with A  > h or  
> 2d can be said to be “ballistic” on the length scale of the experiments [
A
A
19, 20] 
To understand this result, I must return to the details of the experiment. In a 
TDTR experiment, the sample is heated at the surface and the thermal response of the 
sample is measured at the surface and used to determine the thermal properties. 
Therefore, to capture the basic geometry of the experiment, consider one-dimensional 
heat flow in a semi-infinite solid that is subjected to a periodic heat source at the surface 
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of Psin(2πft), where P is the power per unit area. The steady state temperature oscillation 
is then [21]  
exp( / )sin(2 / 4 / ) / 2T P x ft x C fπ πΔ = − − − Λd d π    (4.1) 
where x is the depth from sample surface, CΛ  is the thermal effusivity and 
/ Cfπ= Λd  as defined before. I divide the contribution to the heat transport into two 
channels: a diffusive channel that incorporates all equilibrium phonons with A < 2d and a 
ballistic channel incorporating all non-equilibrium phonons with > 2d. The overall 
thermal effusivity is then the sum of the thermal effusivities of each channel, rather than 
the thermal effusivity that would result from the sum of the thermal conductivities of the 
two channels. However, as the population of ballistics phonons consists of low-frequency 
phonons with small number of available modes, the heat capacity of the ballistic phonons 
is very small. Consequently, the thermal effusivity of the ballistic channel is also very 
small and does not contribute to the thermal conductivity determined by TDTR. 
A
The striking similarity between the dependence of Λ on the thickness of thin 
layers and the frequency dependent Λ of thick layers is further illustrated in Fig. 4.4 
where I plot the data and the model calculations as a function of temperature T. I label 
each set of data in this plot by the layer thickness h or penetration depth d, whichever 
smaller. When d <h, thermal conductivity of the epitaxial layers with comparable d 
coincides despite differences in layer thickness as large as an order of magnitude. The 
agreement between the model calculations with the measurements is reasonably good 
across the entire temperature range, giving further support to my conclusion that phonons 
with mean-free-paths longer than penetration depth do not contribute to the thermal 
conductivity measured by TDTR. 
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Figure 4.3: Comparison of the frequency and thickness dependence of the room 
temperature thermal conductivity of III-V semiconductor alloys. Data for 2010 nm InGaP 
(triangles) and 3330 nm InGaAs (circles) acquired at different frequencies (open 
symbols) are plotted as a function of two times the penetration depth, / Cfπ= Λd , 
where Λ is thermal conductivity of thick layers at low frequency, C is the heat capacity 
per unit volume and f is the modulation frequency. Also included are data for epitaxial 
layers of different thicknesses measured at low f with 2d>h (filled symbols) plotted as a 
function of the layer thickness, h. The dashed line is the calculated thermal conductivity 
using the isotropic continuum model described in the text for InGaAs that limits the mean 
free-path of the phonons to the layer thickness. 
 
Thermal conductivity distribution as a function of mean-free-path is readily 
derived from the frequency dependence measurements. The distribution function 
( )κ A
( )κ A is 
defined by . I approximate ( )dκΛ = ∫ A A ( )κ A from the finite-differences of the thermal 
conductivity with respect to two times the penetration depth 2d. 
1
1
1( )
2
n
n n
d
d
κ +
+
Λ − ΛΛ= ≈ −A A d d
n        (4.2) 
where Λn+1 and Λn are the thermal conductivities measured at two adjacent modulation 
frequencies, and dn+1 and dn are the corresponding penetration depths. The thermal 
conductivity distribution of InGaAs and InGaP derived using this approach is plotted in 
Fig. 4.5 using from Eq. (4.2) and  ( )κ A 1n n+= +A d d .  
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Figure 4.4: (a) Temperature dependence of the thermal conductivity of InGaP epitaxial 
layers of thickness 2010 nm (circles), 456 nm (squares), 178 nm (diamonds) and 70 nm 
(triangles). (b) Temperature dependence of the thermal conductivity of InGaAs epitaxial 
layers of thickness 3330 nm (circles), 891 nm (squares), 591 nm (diamonds) and 431 nm 
(triangles). Both plots include measurements at modulation frequency of 10 MHz (solid 
symbols) and 0.6 MHz (open symbols). The data sets are labeled by either the layer 
thickness h or two times the penetration depth at room temperature 2d, whichever is 
smaller. The upper and lower dashed lines are thermal conductivities calculated using the 
modified Callaway model described in Chapter 3 that limits the mean free-path of the 
phonons to either 1 μm or 100 nm for (a) and 3 μm or 300 nm for (b), respectively. 
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Figure 4.5: Thermal conductivity distribution ( )κ A as a function of mean-free-path, . 
is defined by . The open symbols are 
A
( )κ A ( )dκΛ = ∫ A A ( )κ A converted from frequency 
dependence measurements. The dashed lines are calculations from the modified Callaway 
model described in Chapter 3. Error bars on the data points reflect the experimental 
uncertainties in the determination of ( )κ A .  The major source of experimental 
uncertainty is the setting of the absolute value of the phase of the reference channel of the 
rf lock-in amplifier and, at the lowest modulation frequencies, the correction needed to 
account for the optical pulses that leak through the pulse picker.  The precision of the 
thermal conductivity measurements is approximately 1% at a modulation frequency of 10 
MHz, 7% at 0.6 MHz, and 10% at 350 kHz. 
 
4.3  The Mean-Free-Paths of Phonons in Si1-xGex Alloys 
Over the past decade, researchers improved the efficiency of thermoelectric 
energy conversion by nanostructuring the existing thermoelectric materials [22, 23]. 
These improvements of efficiency are usually achieved through reduction in the thermal 
conductivity of existing thermoelectric materials. One of the proposed approaches is to 
nanostructure the alloys [24] such that the mass-disorder in the alloys strongly scatters 
the short-wavelength phonons through Rayleigh scattering, and the nanostructures scatter 
the long-wavelength phonons. Unfortunately, quantitative knowledge of scattering of 
long-wavelength phonons, and how much these phonons contribute to heat conduction, is 
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still limited, mainly due to experimental difficulties in isolating the fractional 
contribution of these low-energy phonons to the total thermal conductivity. For example, 
recently, molecular dynamics calculations [25] indicate that 35% of heat is carried by 
phonons with  > 1 μm, but this assertion is not convincingly verified experimentally. (A 
past study on the thermal conductivity of periodic microporous silicon films [
A
26] 
supports this assertion, but the reduced thermal conductivity reported in the paper could
also be due to point defects created by ion-bombardment during the preparation of the 
samples.) In principle, the contribution by these long-wavelength phonons could be 
studied by measuring the thermal conductivity of a series of thin films with 
systematically varying thickness [
 
uncerta
ore 
2], 
i 
cs 
27, 28, 29]. However, the fact that long-wavelength 
phonons are only weakly scattered by smooth interfaces [30] could add significant 
inties to this approach.  
In this section, I describe my implementation of the frequency-domain 
thermoreflectance (FDTR) described in Chapter 2 to study the mean-free-paths of 
dominant heat-carrying phonons in Si1-xGex. I find that, for most Si1-xGex alloys, m
than 30% of heat is carried by phonons with mean-free-paths A  > 1 μm, because 
Rayleigh scattering is inefficient in scattering long-wavelength phonons with long mean-
free-paths. On the other hand, in contrast to earlier molecular dynamics calculations [3
I find that contribution of phonons with A  > 2 μm to the thermal conductivity of Si is 
negligible. I attribute this observation to the scattering of long-wavelength phonons in S
by relaxation damping [31], which is not taken into account in the molecular dynami
calculations. Surprisingly, I also find that >20% of heat is carried in Ge by phonons 
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with
 grown 
 
ity (<5×106 cm-2). The other sample (x=0.22) is p-doped (>1019 cm-3) 
and the 
 samples to 10 K (for Si and 
Ge)
×1019 cm-
ents of the thermal conducitivity of Si1-xGex alloys, however, 
A  
wa
 an
> 1 μm; reasons for the obvious differences between FDTR measurements of Si 
and Ge are unknown to me. 
The Si1-xGex samples were provided by Prof. Fitzgerald of MIT, and were
by ultra-high vacuum chemical vapor deposition (UHVCVD) using SiH4, GeH4, B2H6 
and AsH3 gas sources [13]. The compositions of the samples were measured by 
Rutherford backscattering (RBS). Three of the samples (x=0.57, 0.75 and 0.8) are 3μm 
thick, heavily n-doped (>1019 cm-3), and were grown on a graded Si1-xGex film to reduce
the dislocation dens
s grown directly on a Si substrate in (100) direction; the defect density is on 
order of 108 cm-2.  
I measure the thermal conductivity of Si, Ge, Si0.2Ge0.8 and Si0.43Ge0.57 as a 
function of modulation frequency f by frequency-domain thermoreflectance (FDTR). 
Details of the approach are described in Chapter 2. For this study, the 1/e2 radii of the 
laser beams are 7.2 μm. I use laser powers of 270 mW, 110 mW and <65 mW for the Si, 
Ge, and Si1-xGex samples to limit the temperature rises in the
d 20 K (for Si1-xGex), respectively. The procedures to convert the measurements to 
thermal conductivities are described in details in Chapter 2. 
I compare the thermal conductivity of the Si1-xGex thick films that I derived from 
FDTR measurements to the thermal conductivity [32, 33, 34] of Si1-xGex bulk samples in 
Fig. 4.6. The bulk samples are either undoped [32] or doped [32, 33, 34] to <5
3. I find that the thermal conductivity Si1-xGex thick films at f=0.1 MHz measured by 
FDTR approaches the thermal conductivity of bulk Si1-xGex with comparable doping 
concentration. My measurem
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are sign ficantly lower than calculations of the modified Callaway model described in 
Chapter 3, see Fig. 4.6. 
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Figure 4.6: The thermal conductivity of Si1-xGex thick films at f = 0.1 MHz (open 
circles), 1 MHz (open triangles) and 10 MHz (open squares) compared to the thermal 
conductivity of bulk Si1-xGex. The bulk Si1-xGex samples are either undoped (solid circles, 
Ref. [32]) or doped (Ref. [32], solid squares, Ref. [33] and solid triangles, Ref. [34]) to 
<5×101 -3. Measurements from Ref. [35] for Si0.4Ge0.6 are included for comparison. 
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shed line is calculations using the modified Callaway model described in Chapter 
 
The discrepancy between the FDTR measurements and the Callaway calculatio
is further illustrated in Fig. 4.7. In the plot, the FDTR measurements of two selected    
Si1-xGex alloys are plotted as a function of 2d (d is the penetration d pth). The FDTR
measurements indicate that, for Si1-xGex alloys, 40% of heat is carried by phonons with
mean-free-path 0.5 ≤ A  ≤ 5 μm, and phonons with mean-free-path A  > 5 μm do not 
contribute to the heat conduction. On the other hand, the Callaway calculations, even 
though they correctly estimate the contribution of phonons with A  ≤ 5 μm, over-esti
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the contribution of long-wavelength phonons with A  > 5 μm to the thermal conductivity
of Si1-xGex alloys. Similar discrepancy is observed in the FDTR measurements and 
Callaway calculations of Si, see Fig. 4.6. For Si, the FDTR measurements indicate 
phonons with A  > 2 μm do not contribute to the thermal conductivity of 
 
that 
Si, while the 
Callaw
 
t 
ited. 
ut 
]. 
oreflectance could be used as a convenient tool to study 
scatteri
 
e lattice structures 
and the anharmonicity (Gruneisen’s parameters), the origin for the observed contribution 
of long-wavelength phonons to heat conduction is unknown to me. 
 
ay and molecular dynamics calculations estimate that contribution of those 
phonons to total thermal conductivity is ≈17% and ≈27%, respectively. 
I attribute the over-estimation of the contribution of long-wavelength phonons to
heat conduction to the fact that both the Callaway and molecular dynamics models do no
consider scattering mechanisms such as the relaxation damping [31] that scatters these 
long-wavelength phonons. Knowledge on scattering of these long-wavelength phonons, 
especially for those that contribute to heat conduction (frequency >1 THz), is still lim
Scattering of long-wavelength phonons can be studied by picoseconds ultrasonic [31], b
special geometries are required to launch and detect acoustic waves of >1 THz [36
Thus, frequency-domain therm
ng of long- and medium-wavelength phonons that are important for heat 
conduction in nanostructures. 
Surprisingly, I find that the thermal conductivity of Ge measured by FDTR also 
depends on the penetration depth for 1 ≤ 2d ≤ 10 μm. My FDTR measurements indicate
that >20% of heat is carried by phonons with A  > 2 μm, comparable to calculations by 
the modified Callaway model. Since Si and Ge are similar both in th
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Figure 4.7: FDTR measurements (open circles) of Si, Ge, Si0.2Ge0.8 and Si0.43Ge0.57, 
compared to corresponding calculations of the nonlocal theory (open triangles) and the 
modified Callaway model (dashed lines) described in Chapter 3. The FDTR 
measurements and calculations of the nonlocal theory are plotted as a function of two 
times the penetration depth (2d). In the Callaway model, I assume an additional scattering 
of . The solid line is the molecular dynamics calculations [25] of the mean-
free-path of phonons.  
1 / 2vτ − = d
 
 
 
4.4  Conclusions 
In summary, I report in this chapter experimental evidence of frequency 
dependence of thermal conductivity in epitaxial semiconductor alloys. I demonstrate that 
the frequency dependence is fundamentally related to the thickness dependence of the 
epitaxial layers, as phonons of mean-free-paths longer than two times the penetration 
depth traverse the temperature gradient ballistically and do not contribute to the thermal 
conductivity measured by the experiment. Hence, frequency dependent measurements 
can be a convenient method for probing the phonon distributions of materials. Based on 
this discovery, I studied the mean-free-path of dominant heat-carrying phonons in         
Si1-xGex by frequency-domain thermoreflectance. I experimentally demonstrate that 
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phonons with  > 2 μm in Si and  > 5 μm in Si1-xGex alloys do not contribute 
significantly to the thermal conductivity. I find that calculations of a modified Callaway 
model and a molecular dynamics model over-estimate the contribution of these long-
wavelength phonons to heat conduction because these models do not consider 
mechanisms (e.g., the relaxation damping) that scatter long-wavelength phonons. Thus, 
FDTR could be a useful tool to study the scattering mechanisms of medium and long-
wavelength phonons, which are important for heat conduction in nanostructures. 
A A
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CHAPTER 5 
 
HEAT TRANSPORT IN CRYSTALLINE 
NANOSTRUCTURES 
 
 
Parts of Section 5.1 and Section 5.2 of this chapter were published in “Lattice 
Thermal Conductivity of Nanostructured Thermoelectric Materials Based on PbTe,” Yee 
Kan Koh, C. J. Vineis, S. D. Calawa, M. P. Walsh, and David G. Cahill, Appl. Phys. Lett. 
94, 153101 (2009). Section 5.3 of this chapter was published in “Comparison of the 3ω 
Method and Time-Domain Thermoreflectance for Measurements of the Cross-Plane 
Thermal Conductivity o Epitaxial Semiconductors,” Yee Kan Koh, Suzanne L. Singer, 
Woochul Kim, Joshua M. O. Zide, Hong Lu, David G. Cahill, Arun Majumdar, and 
Arthur C. Gossard, J. Appl. Phys. 105, 054303 (2009). 
 
5.1  Introduction 
Direct conversion of thermal and electrical energy by solid-state thermoelectric 
devices has attracted the attention of scientists and engineers since the advent of the 
semiconductor era in the 1950’s. Thermoelectric materials have found many applications 
in high-technology and some consumer markets but higher efficiencies are needed if 
thermoelectrics are to find a role in mass-market refrigeration or waste-heat power 
generation. The dimensionless figure of merit for thermoelectric energy conversion [1] is 
ZT = S2σT/Λ, where S is the Seebeck coefficient, σ the electrical conductivity, T the 
absolute temperature, and Λ the total thermal conductivity; ZT ≈ 1 for current commercial 
 75
thermoelectric devices. Nanostructured semiconductors have been widely investigated as 
a route for increasing ZT through possible enhancement of the power factor S2σ or the 
reduction of the thermal conductivity of the lattice Λl = Λ – Λe, where Λe is the thermal 
conductivity of the electronic system. In most cases, reductions of Λl by nanostructuring 
are thought to be more significant than enhancements of S2σ. 
One important class of the nanostructures proposed to enhance the efficiency of 
thermoelectric energy conversion is crystalline semiconductors embedded with nanoscale 
precipitates [1, 2]. (The embedded precipitates are sometimes referred to as “nanodots” 
or “nanoparticles”.) Lattice thermal conductivity Λl of the nanostructured materials wa
demonstrated to be significantly reduced [2] compared to the thermal conductivity of the 
matrices, even when the concentration of the precipitates is relatively small (<1 %). 
Despite initial suggestion that this reduction in Λl is due to enhanced Rayleigh scattering 
through better matching of the size of the precipitates and the wavelength of dominant 
heat-carrying phonons [2], systematic experimental studies and theoretical understanding 
on how heat is transported in the crystalline materials embedded with nanoscale 
precipitates are still lacking prior to this study.  
s 
In this chapter, I report my thermal conductivity measurements of two important 
types of crystalline semiconductors embedded with nanoscale precipitates, namely, the 
PbTe-based nanodot superlattices (NDSLs) and InAlGaAs embedded with ErAs 
nanoparticles, over a wide range of compositions. I find that the thermal conductivity of 
InGaAs embedded with ErAs nanoparticles is significantly reduced from their alloy 
counterparts, but not the PbTe-based NDSLs and InAlGaAs embedded with ErAs 
nanoparticles. I propose that this reduction in Λl is due to scattering of all phonons 
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irrespective of their wavelength by embedded precipitates. This additional scattering can 
be captured by an effective scattering length , which only depends on the size and 
concentration of the precipitates. Thus, embedded precipitates can only significantly 
reduce the thermal conductivity of the matrices if the effective scattering length is much 
smaller than the mean-free-paths of the dominant heat-carrying phonons.  
NPA
 
5.2  Lattice Thermal Conductivity of PbTe-Based Nanodot 
Superlattices 
Nanodot superlattices (NDSLs) [1, 3] are epitaxially grown thin films that contain 
nanoscale inclusions of a second phase, for example PbSe embedded in PbTe. The 
nanoscale inclusions are produced by the Stranski-Krastinov growth mode of the PbSe 
layer. (The term “nanodot superlattices” is sometimes used interchangeably with the term 
“quantum dot superlattices” but I use “nanodots” to signify that band offsets are probably 
not sufficient to create carrier confinement near room temperature.)  In 2002, Harman 
and co-workers [1] reported ZT = 1.6 at T = 300 K for PbTe/PbSe NDSLs; ZT was 
determined by measuring the maximum temperature change produced by a thermoelectric 
device where one leg of the devices was the NDSL and the other leg of the device was a 
gold wire. This factor of 3 enhancement in ZT compared to the best homogeneous PbTe-
based alloys was attributed to the effects of the embedded nanodots that increased S2σ 
and significantly decreased Λl. Recently however, studies [4] of the electrical properties 
of a large number of (PbTe)1-x/(PbSe)x NDSLs have shown that the power factor S2σ of 
PbTe/PbSe NDSLs is actually reduced by ≈30% compared to bulk PbTe.  In what 
follows, I show that the lattice thermal conductivity Λl of NDSLs also does not benefit 
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from nanostructuring by as much as was previously thought; in fact, Λl of NDSLs is 
similar to Λl of homogeneous PbTe1-xSe x alloys [5] with the same average composition. 
Using data for the in-plane power factor S2σ and the through-thickness thermal 
conductivity Λ, I calculate a maximum ZT of 0.6 at 300 K, only 30% larger than well-
optimized n-type PbTe (ZT ≈ 0.45). 
The NDSLs were grown by researchers (Vineis, Calawa and Walsh) of MIT 
Lincoln Lab by molecular beam epitaxy (MBE) on single-crystal (111) BaF2 or CaF2 
substrates. Details of the growth method are described in Ref. [4]. For CaF2 substrates, a 
0.5 μm PbSe buffer layer was grown before the deposition of the NDSLs to improve the 
morphology. The total thickness of the NDSL films is 1 – 10 μm. The growth 
temperature, measured by a pyrometer, was 548 – 623 K and the growth rate was 1 – 4 
μm hr-1. The NDSLs were intentionally doped to a carrier concentration of 4 × 1017 – 2 × 
1019 cm-3 using Bi2Te3 (n-type) or Na2Te (p-type).  
There are 3 kinds of superlattices: 1) NDSLs with a constant superlattice period in 
the range of 5 – 50 nm; 2) alternating-period NDSLs with two different periods (6.8 and 
9 nm; 12 and 16 nm; 15 and 19 nm) alternating through the thickness of the film; and 3) a 
multiple-period NDSL with a sequence of six periods (11.5, 15.3, 19.2, 23, 19.2 and 15.3 
nm) that repeat through the film. In four additional samples, the PbTe layers were alloyed 
with SnTe to a maximum mole fraction of 18%. To calibrate the MBE system for the 
growth of the NDSLs, the composition of selected homogenous alloys was first 
determined by x-ray diffraction, and the thickness of the films was measured by the 
cross-section Nomarski microscopy and FTIR. The composition and periods of the 
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NDSLs were then estimated from the calibrated beam-equivalent-pressure of the PbTe, 
PbSe and SnSe fluxes. 
I measure the total thermal conductivity Λ in the through-thickness direction by 
time-domain thermoreflectance, as discussed in Chapter 2. For this study, I used the 1/e2 
radii of the pump and probe beam at the sample surface of 15 μm, and the total laser 
power incident on the sample of <12 mW, creating steady-state temperature rises of <10 
K. As carriers might be depleted near the surface (~30 nm) of the samples, I use a 
modulation frequency of 1 MHz to reduce the sensitivity of my measurements to the 
thermal conductivity near the surface. The surface morphology of the NDSL samples 
shows significant roughness; thus, I employ a newly developed two-tint approach [6] to 
reject diffusely scattered light from the pump beam. I analyze the data following 
procedures described in Ref. [7], taking into account changing of the radius of the pump 
beam at different relative delay time between the pump and probe pulses [8]. 
The concentration and in-plane mobility of the charge carriers were determined 
by Chris Vineis of MIT Lincoln Lab from Hall measurements using a van der Pauw 
geometry. The in-plane Seebeck coefficients are determined from simultaneous voltage 
and temperature measurements at two small pressed In contacts on the samples as the 
samples are sandwiched between a hot rod and a cold rod; see Ref. [4] for a detailed 
description of the electrical characterization. I then calculate the electronic contribution 
Λe to thermal conductivity from the measured electrical conductivity using the 
Wiedemann-Franz law and reduced Lorenz numbers [4] for non-degenerate electrons or 
holes in PbTe; Λl = Λ – Λe. To test the validity of this approach, I measured a highly n-
doped (1.6×1019 cm-3) MBE-grown PbTe epitaxial film and found Λ = 3.5, Λe = 1.1, and 
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Λl = 2.4 W m-1 K-1; close to Λl = 2.0 W m-1 K-1 of bulk PbTe [9] and Λl = 2.5 W m-1 K-1 
of epitaxial PbTe [10]. 
I emphasize that my measurements of the total thermal conductivity Λ are in the 
through-thickness direction while the electrical conductivity σ is measured in the in-plane 
direction. PbTe and PbSe have cubic crystal structures; therefore Λ and σ reduce to 
scalars for homogenous crystals. For a nanodot superlattice, some degree of anisotropy of 
Λ and σ might be created by the layering of the nanodots within the PbTe matrix. 
Transmission electron microscopy shows that the nanodots do not, in most cases, form 
well-defined layers. This fact, combined with the observed lack of Λl dependence on 
superlattice period, leads me to the conclusion that anisotropy in Λ and σ are insignificant 
compared to the uncertainties associated with calculating the Lorenz number. 
I summarize the effects of period h, composition x, growth temperature Tg, and 
growth rate R on Λl of (PbTe)1-x/(PbSe)x NDSLs in Fig. 5.1. The Λl of (PbTe)1-x/(PbSe)x 
NDSLs varies with the mole fraction of PbSe x but I have not been able to identify any 
systematic variations with superlattice period or growth conditions. Data for PbTe-based 
planar superlattices [10, 11] are included in Fig. 5.1(a) for comparison. To determine Λl 
of the samples studied in Refs. [10] and [11], I calculated Λe using the reduced Lorenz 
numbers of Ref. [4]. (I disregarded one previous study that reported a strong dependence 
[12] of Λl of PbTe/PbTe0.75Se0.25 planar superlattices on superlattice period; I concluded 
that the measurements reported in Ref. [12] were unreliable because the authors found 
unreasonably high values of Λl for PbTe and PbTe0.85Se0.15 of 8.3 and 3.6 W m-1 K-1, 
respectively.) I find that Λl of both PbTe/PbSe NDSLs and planar superlattices are 
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similar to Λl of bulk homogeneous PbTe1-xSex alloys [5] with the same average 
composition.  
 
 
 
 
81
2
(a)
0.0 0.1 0.2 0.3
0
1
Λ
l (
W
 m
x
-1
 K
-1
)
2
 
(c)
500 550 600 650
0
1
Λ l
 (W
 m
Tg (K)
-1
 K
-1
)
2 10 100
0
1
2
 
 
Λ
l (
W
 m
-1
 K
-1
)
h (nm)
0 1 2 3 4 5
0
1
2
(b)  
Λ l
 (W
 m
-1
 K
-1
)
R (μm hr-1)(d)
Figure 5.1: Through-thickness lattice thermal conductivity Λl of single-period (circles), 
alternating-period (up triangles), and multiple-period (squares) (PbTe)1-x/(PbSe)x nanodot 
superlattices (NDSLs) plotted as a function of (a) mole fraction x of PbSe; (b) 
superlattice period h; (c) growth temperature Tg;  and (d) growth rate R. Solid symbols 
are for n-doped samples and open symbols are for p-doped samples. Data points with 
error bars are from this study; data points without error bars are drawn from the literature.  
If not otherwise specified, x≈0.16, h≈15 nm, 573<Tg<603 K, and R≈2 μm hr-1. In part (a), 
5<h<30 nm; and the in-plane Λl of PbTe/PbTe0.8 Se0.2 superlattices (diamonds) [10] and 
cross-plane Λl of a PbTe0.7 Se0.3/PbTe0.9 Se0.1 superlattice (down triangle) [11] are 
included for comparison. The dashed line in (a) are the measured Λl of bulk PbTe1-xSex 
alloys [5]. The dashed lines in (b), (c) and (d) are Λl of an MBE-grown PbTe0.85Se0.15 thin 
film and are included as a baseline for comparisons. 
 
 
I note that my Λl values in Fig. 5.1 are significantly higher than the estimation by 
Harman et. al. [1] and a lower-bound measurement [13] of total thermal conductivity    
(Λ = 0.85 ± 0.13 W m-1 K-1 at ~360 K) taken on a 95 μm thick NDSL film metallized on 
both sides, using an apparatus based on one-dimensional heat flow in vacuum [14]. 
Reasons for the discrepancy are unclear. 
I attempted to decrease the lattice thermal conductivity further by alloying the 
PbTe layers of NDSLs with SnTe.  At a composition of 18% SnTe, the reduction in Λl is 
25%; a similar reduction is found in the homogenous Pb1-mSnmTe1-nSen alloys [15, 16] 
with similar compositions, see Fig. 5.2. Possible reasons for the similar reduction of Λl 
by alloying and nanodots are discussed in Section 5.4. 
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Figure 5.2: Through thickness lattice thermal conductivity Λl of p-doped                    
(Pb1-ySnyTe)0.85/(PbSe)0.15 NDSLs (open circles), compared to Λl of bulk                       
Pb1-mSnmTe~0.87Se~0.13 alloys (m = 0.85y) from Ref. [15] (left triangles) and Ref. [16] 
(right triangles). The superlattice periods are h = 18 nm. The dashed line is Λl of an 
MBE-grown PbTe0.85Se0.15 thin film and is included as a baseline for comparisons.  
 
 
 
 
82
 
 
83
5.3  Thermal Conductivity of InAlGaAs Embedded with ErAs 
Nanoparticles 
The idea of reducing the thermal conductivity of semiconductor alloys through 
incorporation of semimetalic nanoparticles was first demonstrated by Kim and co-
workers [2]. Kim and co-workers [2] show that an inclusion of 0.3% of ErAs 
nanoparticles is sufficient to reduce the thermal conductivity of In0.53Ga0.47As  by a factor 
of 2. The semimetalic nanoparticles (i.e., ErAs) are incorporated into the semiconductor 
matrix (i.e., In0.53Ga0.47As) by codepositing the alien atoms (i.e., Er) during the molecular 
beam epitaxy (MBE) growth of the matrix materials [17]. The embedded nanoparticles is 
randomly distributed in the semiconductor matrix with radius ≈1.5 nm, see a cross-
sectional transmission electron micrograph of the nanostructured In0.53Ga0.47As  in Ref. 
[17]. In this section, I present systematic measurements of (In0.52Al0.48)x(In0.53Ga0.47)1-xAs 
epitaxial films embedded with 0.3% ErAs nanoparticles. I find that, opposed to 
In0.53Ga0.47As, the thermal conductivity of (In0.52Al0.48)x(In0.53Ga0.47)1-xAs is not reduced 
due to the present of ErAs nanoparticles. I attribute this finding to smaller mean-free-
paths of the dominant heat-carrying phonons in (In0.52Al0.48)x(In0.53Ga0.47)1-xAs. 
Samples used for the study are (In0.52Al0.48)x(In0.53Ga0.47)1-xAs epitaxial layers 
with embedded ErAs nanoparticles grown on InP substrates by molecular beam epitaxy 
(MBE) [17]. The samples were grown by Josh Zide and Hong Lu under guidance of Prof. 
Aurthur Gossard of University of California at Santa Barbara. The thin films are 1 – 2 μm 
thick, with ErAs nanoparticles of concentration 0 – 3% randomly distributed in the 
(In0.52Al0.48)x(In0.53Ga0.47)1-xAs matrices. Samples without ErAs nanoparticle embedment 
are doped with 5 × 1018 cm-3 Si. The (In0.52Al0.48)x(In0.53Ga0.47)1-xAs matrices are digital 
alloys, i.e., superlattices of In0.53Ga0.47As and In0.52Al0.48As with very short periods of a 
few monolayers.  
In Fig. 5.3, I plot the cross-plane thermal conductivity of 2 μm 
(In0.52Al0.48)x(In0.53Ga0.47)1-xAs films doped with 0.3% ErAs measured by TDTR at 
modulation frequencies of 0.6 and 10 MHz. The accuracy of TDTR measurements is 
≈7% at f = 10 MHz and ≈12% at f = 0.6 MHz, see Chapter 2 for further discussion. The 
data acquired using f =10 MHz are ≈30% lower than measurements at f = 0.6 MHz, 
consistent with my previous work on semiconductor alloys, which is discussed in detailed 
in Chapter 4 and is briefly discussed below.  
 For a thick film with moderate thermal conductivity, TDTR essentially measures 
the thermal effusivity (ΛfCf)1/2 of the film. As a result, a distribution of phonons with 
small total heat capacity do not contribute to the thermal conductivity measured by 
TDTR if these phonons have long mean-free-paths and are not thermalized within the 
thermal penetration depth [8]. (The thermal penetration depth d is the spatial extent of the 
temperature gradient; for heat flow in one-dimension and a modulated heat source of 
angular frequency ω, 2 /D ω=d , D is the thermal diffusivity.) By varying the 
penetration depth, the frequency dependence of TDTR measurements is a probe of the 
distribution of phonon mean-free-paths. For example, the data plotted in Fig. 5.3 suggest 
that phonons with mean-free-paths in the range 300 − 1000 nm contribute ~1 W m-1 K-1 
to the thermal conductivity of epitaxial (In0.52Al0.48)x(In0.53Ga0.47)1-xAs films with 0.3% 
ErAs nanoparticles. 
The inclusion of ErAs nanoparticles produces a clear reduction in the thermal 
conductivity of In0.53Ga0.47As, see Fig. 5.4(a), but I do not observe a significant difference 
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in the TDTR measurements of the room-temperature thermal conductivity of 
(In0.52Al0.48)0.2(In0.53Ga0.47)0.8As epitaxial films with and without doping of 0.3% ErAs, 
see Fig. 5.4(b). The solid symbols in the plots are thermal conductivity of the similar 
samples measured by the differential 3ω method, which were performed by Suzanne 
Singer under the guidance of Prof. Arun Majumdar of University of California at 
Berkeley. Although there may be some percentage variation on the ErAs concentration 
on the samples from the nominal 0.3%, this variation is expected to be small. In previous 
work on InGaAs [2], even significantly smaller concentrations of ErAs (0.075 at%) 
resulted in a significant reduction in thermal conductivity of In0.53Ga0.47As. Hence, the 
reduction in thermal conductivity by ErAs nanoparticles in (In0.52Al0.48)x(In0.53Ga0.47)1-xAs 
is much less significant than in In0.53Ga0.47As. This result is expected because of the 
additional phonon scattering by the high density of interfaces in 
(In0.52Al0.48)x(In0.53Ga0.47)1-xAs digital alloys. 
I plot the frequency-dependent thermal conductivity measured by TDTR as a 
function of penetration depth for three In0.53Ga0.47As samples in Fig. 5.5(a) and three 
(In0.52Al0.48)0.2(In0.53Ga0.47)0.8As samples in Fig. 5.5(b). Data points in Fig. 5.5 are labelled 
by percentage of ErAs; two of the (In0.52Al0.48)0.2(In0.53Ga0.47)0.8As samples (2 μm thick) 
and two of the In0.53Ga0.47As samples (1.27 μm and 2 μm thick) are doped with 0.3% 
ErAs, while the other In0.53Ga0.47As film (1.17 μm thick) is doped with 3% ErAs. For 
comparison, I plot my previous results for the frequency-dependent thermal conductivity 
of a 3.3 μm In0.53Ga0.47As film (without ErAs doping) [8] as dashed lines.  
The frequency dependence of the TDTR measurements is strongest in an 
In0.53Ga0.47As film without ErAs doping and weakest in an In0.53Ga0.47As  film with 3% 
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doping, see Fig. 5.5(a). Stronger frequency dependence in In0.53Ga0.47As without ErAs 
suggests that phonons with intermediate mean-free-paths (300 – 1000 nm) play a more 
important role in the thermal transport. I consider the frequency dependence of thermal 
conductivity of In0.53Ga0.47As and estimate that phonons with intermediate mean-free-
path (300 – 1000 nm) contribute ~3 W m-1 K-1 to the thermal conductivity of epitaxial 
In0.53Ga0.47As  films. As the ErAs concentration is increased, phonons with intermediate 
mean-free-paths are scattered by ErAs nanoparticles, resulting in less frequency 
dependence. The results are consistent with the theory developed by Kim and Majumdar 
[18]. 
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Figure 5.3: Comparison of thermal conductivity measurements by TDTR at a modulation 
frequencies of f = 10 MHz (open diamonds) and 0.6 MHz (open circles), on 2 μm thick 
(In0.52Al0.48)x(In0.53Ga0.47)1-xAs layers with 0.3% ErAs doping. The uncertainty of TDTR 
measurements at f = 0.6 MHz is about the size of the symbols and the error bars are 
omitted for clarity.   
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Figure 5.4: (a) Thermal conductivity of In0.53Ga0.47As with 0.3% (circles) and 3% 
(squares) ErAs doping measured by TDTR at f = 0.6 MHz (open symbols) and the 3ω 
method (solid symbols) plotted as a function of film thickness hf. The 3ω measurements 
were performed by Suzanne Singer at University of California at Berkeley. Labels are 
percentage of ErAs. In the plot, prior 3ω measurements by Kim et al. [2] on a 1.27 μm 
In0.53Ga0.47As doped with 0.3% ErAs (solid diamond) and a 1.67 μm In0.53Ga0.47As (solid 
triangle), and prior TDTR measurements at low modulation frequencies by Koh and 
Cahill [8] on In0.53Ga0.47As epitaxial films (open triangles) are included for comparison.  
(b) Thermal conductivity of (In0.52Al0.48)0.2(In0.53Ga0.47)0.8As doped with (circles) and 
without (triangles) 0.3% ErAs. Open symbols are TDTR measurements while solid 
symbols are the 3ω measurements. Labels are the percentage of ErAs. The 3ω 
measurements indicate 25% reduction in Λ due to 0.3% doping of ErAs while TDTR 
measurements are essentially identical with and without ErAs doping. 
 
 
87
 (a)
200 1000
1
10
3%
0.3%
InGaAs
5000
 
Λ
 (W
 m
-1
 K
-1
)
d (nm)
0%
 
(b)
200 1000
1
10
5000
InAlGaAs
d (nm)
Λ
 (W
 m
-1
 K
-1
)
 
InGaAs, 0.3% ErAs
0.3%
0%
 
Figure 5.5: (a) Frequency dependence of the thermal conductivity of In0.53Ga0.47As films 
measured by TDTR plotted as a function of thermal penetration depth d. The data are for 
three samples: Al-coated 1.27 μm In0.53Ga0.47As doped with 0.3% ErAs (diamonds), Pt-
coated 2 μm In0.53Ga0.47As doped with 0.3% ErAs (circles) and Al-coated 1.17 μm 
In0.53Ga0.47As doped with 3% ErAs (squares). The dashed line is frequency dependence 
of TDTR measurements on a 3.3 μm In0.53Ga0.47As film from Ref. [8]. The labels are 
percentage of ErAs doping. (b) Frequency dependence of thermal conductivity of 2 μm 
(In0.52Al0.48)0.2(In0.53Ga0.47)0.8As films measured by TDTR plotted as a function of thermal 
penetration depth d. The data are for three samples: two films doped with 0.3% ErAs, 
coated with Al (open diamonds) and Pt (open circles); and one sample without ErAs 
doping coated with Pt (open triangles). Thermal conductivities of In0.53Ga0.47As films 
with 0.3% ErAs measured by TDTR from part (a) are reproduced here as the dashed line. 
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5.4  Scattering of Phonons by Nanoparticles 
 
 
89
1/ ( )Nσ=A
2 / 3NP r F=A
There are two limiting cases for scattering of phonons by embedded nanoparticles 
or precipitates [18, 19], namely the Rayleigh scattering limit (when phonon wavelength λ 
is much larger than the radius R of nanoparticles; λ>>r) and the geometrical limit (when 
λ<<r). In the Rayleigh scattering limit [20], the cross section σ for phonon scattering is 
inversely proportional to the fourth power of the phonon wavelength. As a result, the 
mean-free-path of phonons, where N is the number of nanoparticles per unit 
volume, is proportional to λ4, and the nanoparticles are more efficient in scattering short-
wavelength phonons. In the geometrical limit however, the cross-section for phonon 
scattering is independent of phonon wavelength and given by σ = 2πr2 [18]. Since N is 
related to the volume fraction of nanoparticles F by F = 4πr3N/3, the mean-free-path of 
phonons due to scattering by the nanoparticles in the geometrical limit can be derived as 
. Thus, long- and medium-wavelength phonons, which are weakly scattered 
through Rayleigh scattering, can be strongly scattered by embedded nanoparticles when 
the volume fraction of nanoparticles is sufficiently high.  
Schwartz and Walker found that scattering of the dominant-heat carrying phonons 
in alkali halide by precipitates ≈10 nm in size transits from the Rayleigh-scattering limit 
to the geometrical limit at relative low temperatures of <10 K [19]. Thus, at room 
temperature, scattering of the dominant heat-carrying phonons in crystalline 
semiconductors by embedded nanoparticles could also be geometrical limited. To test this 
hypothesis, I compile the thermal conductivity of Si, In0.53Ga0.47As and PbTe 
nanostructures as a functional of respective additional characteristic length for the 
additional boundary scattering, see Fig. 5.6. In the plot, the thermal conductivity Λ of 
PbTe/PbSe NDSLs and In0.53Ga0.47As embedded with ErAs nanoparticles are plotted as a 
function of . To derive , I estimate the radii of the nanoparticles from the 
transmission electron micrographs; r=1.5 nm and 2.5 nm for In0.53Ga0.47As and 
PbTe/PbSe NDSLs, respectively. The in-plane Λ of Si thin films [
NPA NPA
21, 22, 23], Λ of Si 
nanowires [24], the through-plane Λ of In0.53Ga0.47As epitaxial films [2, 8] and frequency 
dependence measurements [8] of bulk Si and In0.53Ga0.47As samples are included for 
comparison. The solid lines in the plot are calculations of the modified Callaway model 
described in Chapter 3 assuming an additional boundary scattering rate , ν is 
the speed of sound of the crystals. The thermal conductivity of all these nanostructures 
compare reasonably well with the calculations, suggesting that the reduction of Λ in these 
nanostructures could be due to additional boundary scattering of all phonons irrespective 
of phonon wavelength. In other words, scattering of dominant heat-carrying phonons in 
the nanostructured In0.53Ga0.47As  and PbTe/PbSe NDSLs by embedded nanoparticles 
approaches the geometrical limit at room temperature. 
1 / effv hτ
−
=
My finding that only the thermal conductivity of In0.53Ga0.47As (not InAlGaAs 
and PbTe/PbSe NDSLs) is significantly reduced due to the presence of embedded 
precipitates is consistent with the hypothesis that scattering by precipitates approach the 
geometrical limit at room temperature. Phonons in InAlGaAs and PbTe are already more 
strongly scattered compared to in In0.53Ga0.47As, due to additional boundary scattering in 
InAlGaAs digital alloys and anharmonicity in PbTe. The fact that the thermal 
conductivity of PbTeSe alloys and PbTe/PbSe NDSLs are similar could be just a mere 
coincidence ⎯ Rayleigh scattering of short-wavelength phonons in the alloys and 
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scattering of long-wavelength phonons by precipitates in the NDSLs coincidentally yield 
similar amounts of additional impedance to heat flow in PbTe. 
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Figure 5.6: Thermal conductivity Λ of In0.53Ga0.47As embedded with ErAs nanoparticles 
(solid circles) and PbTe/PbSe NDSLs (solid squares) plotted as a function of . In the 
same plot, the in-plane Λ of Si thin films from Ref. [21] (down triangles) and Refs. [22, 
23] (up triangles), Λ of Si nanowires from Ref. [24] (diamonds), through-plane Λ of 
In0.53Ga0.47As epitaxial films from Ref. [8] (open circles) and Ref. [2] (right triangle), and 
frequency-dependent Λ of a bulk Si (solid triangle, Ref. [8]), a thick In0.53Ga0.47As 
epitaxial film (solid circles, Ref. [8]) and a thick PbTe epitaxial film (solid squares) are 
included for comparison. The Λ of the thin films are plotted as a function of heff = 2h [
NPA
/ efv h
25] 
for in-plane measurements and heff = h for through-plane measurements; h is the thickness 
of the films. The Λ of nanowires are plotted as a function of diameter, 2r. The frequency-
dependent Λ are plotted as a function of two times the penetration depth 2d. The solid 
lines are calculations of a Debye-Callaway model (see Chapter 3) for, from top to bottom, 
Si, In0.53Ga0.47As and PbTe with an additional boundary scattering rate .  1 fτ
−
=
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5.5  Conclusions 
In conclusion, scattering of phonons by nanoscale precipitates (e.g., ErAs 
nanoparticles and PbSe nanodots) approaches the geometrical limit, in which long- and 
medium-wavelength phonons are strongly scattered. Since these phonons are not strongly 
scattered through Rayleigh scattering in alloys, the capability of embedded precipitates to 
scatter the long- and medium-wavelength phonons imply that nanoscale precipitates 
could reduce the Λl of thermoelectric materials below the thermal conductivity of alloys. 
My work thus provides important guidelines for future work on nanostructured 
thermoelectrics based on embedded precipitates. 
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CHAPTER 6 
 
HEAT TRANSPORT ACROSS GRAPHENE 
 
 
Section 6.2 of this chapter will be published in “Reliably Counting Atomic Planes 
of Few-Layer Graphene (n>4),” Yee Kan Koh, Myung-Ho Bae, David G. Cahill and Eric 
Pop, in preparation. Parts of Section 6.1 and Section 6.3 of this chapter will be published 
in “Heat Conduction Across Monolayer and Few-Layer graphenes,” Yee Kan Koh, 
Myung-Ho Bae, David G. Cahill and Eric Pop, submitted. 
 
6.1  Introduction 
Graphene, a monolayer or few layers of sp2-bonded carbon atoms, has attracted 
immense attention over the past few years partly due to the prospect of replacing III-V 
semiconductors as the workhorse of high-frequency electronics [1]. In addition to 
superior electrical properties (mobility ~10,000 cm2 V-1 s-1 at room temperature [2] on 
SiO2), graphene also has exceptionally high in-plane thermal conductivity [3, 4] on the 
order ~1000 W m-1 K-1, which is advantageous for thermal management. High in-plane 
thermal conductivity, however, implies that heat dissipation from graphenes is actually 
limited by how heat flows across its interfaces. Thus, knowledge of how heat is carried 
across graphene interfaces is crucial for thermal management of graphene devices.  
Besides the technological importance, knowledge of heat transport across 
graphene could advance our understanding of how heat is transported across ultrathin 
layers. Even when an interface is atomically abrupt, heat transport by phonons across an 
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interface is still limited by the finite probability of phonon transmission; the resulting 
impedance to heat flow is characterized by a property of an individual interface called the 
Kapitza thermal conductance [5], GI. Hence, the total thermal conductance per unit area 
(G) of a thin film sandwiched between two solids can then be attributed to contribution 
from two discrete interfaces and the bulk of the thin film [6]. When the film is 
sufficiently thin, however, phonons (especially long-wavelength phonons) could traverse 
directly from metal to SiO2 without being scattered by the interfaces [7]. In such cases, I 
should treat the structure as one diffuse interface instead of two discrete interfaces. As 
graphene is only one atomic layer thick, heat transport across graphene could enhance our 
understanding on heat conduction across interfaces and ultrathin layers. 
In this chapter, I start by describing a convenient and reliable method to count the 
number of layers of graphene. I then report the thermal conductance (G) of 
Au/Ti/graphene/SiO2 interfaces which are typically found in graphene devices, for 
number of graphene layers of 1 ≤ n ≤ 10 and a temperature range of 50 ≤ T ≤ 500 K. I 
find that G ≈ 25 MW m-2 K-1 irrespective of n at room temperature, and that heat flow is 
limited by the metal/graphene interface rather than the graphene/SiO2 interface. Thus, the 
choice of metal contacts affects both electrical [8] and thermal transport in graphene 
devices. I also find that metal/graphene/SiO2 should be treated as two discrete interfaces 
rather than one diffuse interface for thermal analysis, suggesting that direct transmission 
of phonons from Au to SiO2 is negligible even when the graphene layer is only one 
atomic layer thick.
 
 
6.2  Counting Atomic Planes of Few-Layer Graphene 
Before this study, there is lack of a convenient and reliable method to count the 
number of layers n of few-layer graphemes (n>4). The number of graphene layers is most 
commonly determined from the relative intensity [9], shape [10, 11], and position [12] 
of the G and 2D peaks of the Raman spectra. Although these prior Raman-based 
approaches are especially effective in identifying monolayer graphene [10], accurate 
counting of n>4 from an analysis of the G and 2D peaks of graphene remains elusive.
The number of graphene layers can also be determined from phase contrast microscopy
[
 
 
ber 
nd 
 contamination [16].  
13], or from contrast in the intensity of Rayleigh-reflected light collected using a 
confocal microscope, a grating and a charge-coupled device (CCD) [14, 15]. The 
contrast, however, depends on specifications of the optical elements used in the 
measurements (e.g., numerical apertures of the objective lens [14]) and the uniformity of 
background scattered light, and thus could vary between laboratories. Finally, the num
of graphene layers can be determined by atomic force microscopy (AFM) [12] a
transmission electron microscopy (TEM) [10], but these approaches are often time-
consuming and can be affected by experimental artifacts or surface
In this section, I describe a convenient approach based on Raman spectroscopy to 
count the number of layers n of graphene on SiO2/Si substrates, up to n=10. I find that the 
ratios of integrated intensity of the G peak and the first-order optical phonon peak of Si, 
I(G)/I(Si), are discrete for graphene on 104 nm and 280 nm SiO2 on Si, and can be used 
to count the number of graphene layers. The ratio I(G)/I(Si) increases monotonically and 
discretely with n due to enhanced absorption and Raman scattering of light by thicker 
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graphenes. I validate my approach by measuring the thickness of selected graphenes 
using atomic force microscopy (AFM).  
The graphene samples used for the studies are prepared by Myung-Ho Bae under 
guidance of Prof. Eric Pop of University of Illinois at Urbana-Champaign. Graphene was 
deposited on 104 nm and 280 nm of SiO2 on Si by mechanical exfoliation [17] of natural 
graphite using adhesive tape. The samples were then annealed at 400 ºC for 35 minutes in 
Ar/H2 mixture gas to remove adhesive tape residues from the substrate [18]. I located 
samples using an optical microscope and measured spectra of the graphene flakes with a 
custom-built Raman spectrometer, at 488 nm wavelength and ≈1 mW laser power. I use a 
20× objective lens with NA=0.4 both to focus the laser beam and to collect Raman-
scattered light in all polarization directions; and a dichroic mirror before the spectrograph 
to transmit only Raman-scattered light with wavelength >488 nm. The Raman spectra are 
then measured using a grating with 1200 g/mm blazed at 500 nm and a solid-state-cooled 
CCD detector.  
There are four pronounced peaks in the Raman spectra [19] of graphene on 
SiO2/Si, see Fig. 6.1(a). The first two peaks at ≈520 cm-1 and ≈960 cm-1 (labelled as “Si” 
and “2Si”) are due to first- and second-order Raman scattering by optical phonons of the 
Si substrate. The third peak at ≈1590 cm-1 (the G peak) is due to first-order Raman 
scattering by doubly degenerate in-plane vibration modes (iTO and LO) at the Brillouin 
zone center of graphene; while the last peak at ≈2740 cm-1 (the 2D peak) is due to 
second-order Raman scattering by in-plane transverse optical phonons (iTO) near the 
boundary of the Brillouin zone of graphene. The intensity of the Si peak and the G peak 
clearly changes with the number of graphene layers, as in Fig. 6.1(a). Note that although 
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the shape [9-11] and position [12] of the G and 2D peaks also evolves as n increases as in 
Fig. 6.1(b), accurate determination of n for n>4 from the shape and position of the G and 
2D peaks is difficult.  
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Figure 6.1: Raman spectra of graphenes on 104 nm SiO2 on Si substrate. (a) Raman 
spectra of a monolayer (n=1) and a ten-layer (n=10) graphene. Raman spectrum of the 
monolayer graphene is up-shifted by 1.0×106 counts W-1 s-1 for clarity. The four most 
intense peaks are first-order (Si) and second-order (2Si) optical phonon peaks of the 
silicon substrate, and G peak and 2D peak of graphene. (b) Evolution of intensity and 
shape of the G and 2D peaks of graphene with the number of layers n. For clarity, 
multiples of 2.5×105 counts W-1 s-1 and 1.0×105 counts W-1 s-1 are added to the spectra of 
G and 2D peaks, respectively.  
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I measured the Raman spectra of more than 100 graphene flakes and plot the 
ratios of integrated intensity of the G and the Si peaks, I(G)/I(Si), in Fig. 6.2. I find that 
the I(G)/I(Si) ratios for graphenes on 104 nm SiO2 are fairly discrete for n=1–10 and 
could be readily used to determine the number of layers of graphene. The ratios of 
I(G)/I(Si) for graphenes on 280 nm SiO2, however, are less discrete, especially when n>5. 
I believe that this apparently continuous nature of I(G)/I(Si) is not due to weak 
dependence of I(G)/I(Si) on n for graphenes on 280 nm SiO2, but rather it is because I 
might have performed Raman measurements on regions with a mixture of graphenes with 
different number of layers due to less color contrast of graphenes on 280 nm SiO2 under 
optical microscope when n>5. 
I validate n derived from I(G)/I(Si) by measuring the thickness of selected 
graphene flakes on 104 nm SiO2 by atomic force microscopy (AFM), see Fig. 6.3. I 
determine the thickness from the average step heights at the graphene edges. I plot the 
thickness of graphene flakes as a function of n assigned from the ratios of I(G)/I(Si) in 
Fig. 6.3(b). The measurements are fit well by a straight line with a slope of ≈0.37 nm per 
graphene layer, corresponding to the thickness of individual atomic planes in graphite. 
I plot the average values of the I(G)/I(Si) ratios as a function of assigned number 
of graphene layers in Fig. 6.4(a). This data can then be used as a calibration to determine 
the number of graphene layers n. I find that I(G)/I(Si) is approximately proportional to n 
for 1≤n≤10, due to increase of the integrated intensity of the G peak and decrease of the 
integrated intensity of the Si peak, see Fig. 6.4(b). Since both I(G) and I(Si) are 
proportional to the power of the incident laser, ratios of I(G)/I(Si) are independent of 
most experimental parameters and can be used as a reliable method to count n. 
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Figure 6.2: Ratios of the integrated intensity of the G peak, I(G), and the first-order 
optical phonon peak of silicon, I(Si), for graphene flakes deposited on (a) 104 nm SiO2, 
and (b) 280 nm SiO2 on Si. The graphene flakes are numbered in ascending I(G)/I(Si) 
order. The dashed lines are the average of the I(G)/I(Si) ratios for the given assigned 
number of layers n. 
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Figure 6.3: Determination of the thickness of selected graphene flakes by atomic force 
microscopy (AFM). (a) an AFM image of a four-layer graphene. Height along the dashed 
line, for example, is profiled, and the thickness of graphenes is determined from the 
average of the step heights at the edges of the graphenes. (b) The thickness measured by 
AFM of selected graphene flakes. The dashed line is a fit to the thickness measurements.  
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Figure 6.4: (a) Average values of I(G)/I(Si) of graphenes on 104 nm (blue solid circles) 
and 280 nm (red open circles) SiO2 on Si from Figure 6.2 are plotted as a function of 
assigned number of layers n of graphene. Solid lines are calculations based on Fresnel 
equations. (b) Integrated intensity of the first order optical phonon peak of Si (triangles) 
and the G peak of graphene (circles), normalized by integrated intensity of the G peak of 
graphite, I(Graphite), as a function of assigned n. Solid symbols are measurements of 
graphenes on 104 nm SiO2 on Si, while open symbols are measurements of graphenes on 
280 nm SiO2 on Si. The solid lines are, from the top to the bottom, calculations of 
I(Si)/I(Graphite) for graphenes on 104 nm and 280nm SiO2 on Si, and calculations of 
I(G)/I(Graphite) for graphenes on 104 nm and 280nm SiO2 on Si, respectively. To fit the 
calculations of I(Si)/I(Graphite) to measurements, I assume the ratio of the cross-section 
for Raman scattering is 1.8 times larger in graphene (or graphite) than in Si. (c) 
Comparison of calculations of I(G)/I(Si) (solid line) to calculations of the absorbance, A, 
(dashed line) of monolayer graphene on SiO2 on Si for λi=488 nm, as a function of 
normalized SiO2 thickness. The solid circles are Raman measurements using λi=488 nm.  
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I compare my measurements to calculations based on the Fresnel equations [20, 
21, 22] see the solid lines in Fig. 6.4. Details of my calculations are described in the 
Appendix B. In the calculations, I assume a four-layered structure consisting of the air, 
graphene, SiO2 and Si, and calculate the transmittances of incident light Ti and of Raman-
scattered light TR. To calculate TR, I assume that Raman-scattered light is random in 
direction but is sufficiently monochromatic that reflections from interfaces have to be 
treated coherently. I argue that the integrated intensity of the G peak and the Si peak are 
proportional to Ti, TR, and the cross-section per unit thickness σ for Raman scattering by 
the G-band in graphene and the LO phonon of Si, respectively. I assume σgraphene = 
σgraphite and derive σgraphite = 1.8σSi by fitting the calculations to measurements of 
I(Si)/I(Graphite), see Fig. 6.4(b). My calculations agree with my measurements of 
I(G)/I(Si), see Fig. 6.4(a). 
I plot in Fig. 6.4(c) my calculations of the ratios of I(G)/I(Si) of monolayer 
graphene on SiO2/Si, and the absorbance A of incident light by the monolayer graphene, 
as a function of normalized SiO2 thickness. I find that I(G)/I(Si) and A are correlated, 
suggesting that the observed increase in I(G)/I(Si) with n is due to enhanced absorption 
[23, 24] of light by thicker graphene.  
Using this same optical model, the absorbance of a free-standing graphene 
suspended in a SiO2 trench is 3.8%, a factor of 3.4 lower than the absorbance of 13% that 
was assumed in the analysis of a recent experiment on the thermal conductivity of 
graphene [3]. The reason for the discrepancy is due to over-simplified estimation of 
Raman intensity by Balandin and co-workers [3, 25] without taking into consideration 
the interference of multiple-reflected light in the graphene, see Appendix B for further 
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discussion. Using my calculated value of absorbance and measurements by Balandin and 
co-workers [3], I estimate the in-plane thermal conductivity of suspended monolayer 
graphene to be 1000-1500 W m-1 K-1. My Fresnel model could assist future analysis of 
the Raman-based measurements of thermal conductivity of graphene. 
 
6.3  Thermal Conductance of Au/Ti/Graphene/SiO2 Interfaces 
My test structures resembles typical metal contacts in graphene devices as shown  
in Fig. 6.5(a), and were prepared by Myung-Ho Bae under supervision of Prof. Eric Pop. 
Prior to deposition of graphenes, I cleaned selected SiO2/Si substrates by 10 minutes of 
sonication in acetone and/or heat treatment at 200 ºC in ambient for 1 hour; I noticed no 
difference in the measured G with or without pre-cleaning. Graphene was deposited on 
104 nm SiO2 on Si by micromechanical exfoliation [17] from natural graphite. The 
substrate was then annealed in a chemical vapor deposition (CVD) furnace at 400 ºC for 
35 minutes in Ar/H2 mixture gas to remove the adhesive residue from the tape. ≈100 nm 
thick Au pads were deposited on selected graphene flakes by e-beam lithography, lift-off 
and e-beam evaporation, with ≈2 nm Ti pre-deposited as the adhesion layer. E-beam 
evaporation was performed at a base-pressure of 7×10-7 Torr, and the Au and Ti were 
deposited at a rate of 2.5 Å/s and 0.5 Å/s. Due to low deposition rate of Ti, significant 
amount of oxygen could be trapped in the Ti film (the stoichiometry x could be on the 
order of 1). Large metal pads were purposely deposited on the samples such that the same 
metal pad covers both regions with and without graphene flakes, see Fig. 6.5(b). Time-
domain thermoreflectance (TDTR) measurements, as discussed in Chapter 2, were 
performed on both regions with and without graphene flakes covered by the same metal 
pads to derive G of Au/Ti/graphene/SiO2 interfaces.  
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Figure 6.5: (a) Vertical cross-section of the samples (not-to-scale). Au(100 nm)/Ti(2 nm) 
thin metal pads were patterned on graphene flakes on SiO2 (104 nm) on Si substrate by e-
beam lithography. (b) Example optical microscopy image of a graphene sample covered 
by metal pads.  
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Figure 6.6: (a) Determining graphene layer number (n) from ratios of integrated intensity 
of the Raman peak due to scattering by optical phonons in silicon, I(Si), and integrated 
intensity of graphene G peak, I(G). The Raman spectra were acquired using a 488 nm 
laser. Raman measurements (open circles) are compared to average I(G)/I(Si) values 
(dashed line), see previous section, to determine the number of layers n.  (b) Raman 
spectra of monolayer graphene before and after coverage with Au (8 nm)/Ti (2 nm). The 
spectrum of graphene after metal deposition is vertically down-shifted by 170 Counts 
mW-1 s-1 for clarity. D peaks (defect-mediated Raman scattering from iTO phonons near 
the Brillouin zone boundary) are weak in both spectra, indicating that metal deposition 
does not significant damage the graphene structure. Metal deposition causes the G peak 
to split into two slightly broadened peaks centered at 1590 cm-1 and 1622 cm-1.  
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My samples consist of graphenes with number of layers from 1 ≤ n ≤ 10, denoted 
with n-LG (n layers of graphene) throughout this chapter. I employed the Raman-based 
approach described in previous section to count the number of layers n of the graphene 
flakes, see Fig. 6.6(a). To verify that the graphene flakes are not damaged by deposition 
of Au/Ti, a monolayer graphene (1-LG) sample was coated with a semi-transparent layer 
of Au (8 nm)/Ti (2 nm) and the Raman spectrum of the sample before and after metal 
deposition was compared in Fig. 6.6(b). I observe a distinct 2D peak (due to two iTO 
phonons near Brillouin zone boundary) at 2707 cm-1 with a FWHM of 35 cm-1 after the 
deposition of thin metal layers. This narrow 2D peak at ~2700 cm-1 is a fingerprint [10] 
of monolayer graphene and indicates that graphene was not significantly damaged by e-
beam deposition of the metal film. The D peak (due to one iTO phonon near Brillouin 
zone boundary and defects) at ~1350 cm-1 is weak after the metal deposition, suggesting 
that the density of graphene defects remains low. The G peak is slightly split and 
broadened after metal evaporation, see Fig. 6.6(b). This change of shape is inconsistent 
with a sharpened, red-shifted G peak due to Landau damping and stiffening of phonons 
by high carrier concentrations in graphene [26], and could be, for example, due to 
damping of graphene phonons by electrons in the adjacent metal layers. 
I measure the thermal conductance G by time-domain thermoreflectance (TDTR), 
see Chapter 2 for the discussion of TDTR. For the measurements of graphene samples, I 
used 1/e2 laser spot sizes of 7.5 μm and 3.8 μm at the sample surface, and total laser 
powers of <110 mW for laser spot size of 7.5 μm and <45 mW for laser spot size of 3.8 
μm, creating temperature rises of <10 K. The ratios of the power of the pump beam to the 
probe beam vary from 1:1 to 20:1; I do not observe any difference in the derived G using 
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different power ratios. To enhance the accuracy of G of Au/Ti/n-LG/SiO2 interfaces 
derived using TDTR, I performed TDTR measurements on both regions with and without 
graphene flakes for every graphene flake I studied, and compared the ratio of in-phase 
and out-of-phase of the lock-in amplifier of both measurements to numerical solutions of 
a thermal model [27], see Fig. 6.7(a). I first assume G = 100 MW m-2 K-1 for Au/Ti/SiO2 
interfaces, (this value of G was prior measured using a 500 nm SiO2 coated with Au/Ti), 
and lump the uncertainty of TDTR measurements by deriving the thermal conductivity of 
SiO2 thin films from initial measurements on regions without graphene flakes. Since the 
uncertainty should be similar for measurements on adjacent regions with graphene flakes, 
I then derived G of Au/Ti/n-LG/SiO2 interfaces by fitting the second TDTR 
measurements on regions with graphene flakes using the thermal conductivity of SiO2 
previously derived. The uncertainty of G of Au/Ti/n-LG/SiO2 interfaces derived using 
this approach is ൎ20%.    
I plot G of Au/Ti/n-LG/SiO2 interfaces as a function of number of graphene layer 
n in Fig. 6.7(b). I find that at room temperature 20 < G < 30 MW m-2 K-1 for Au/Ti/n-
LG/SiO2 interfaces, irrespective of n; this value of G is a factor of four smaller than G = 
100 MW m-2 K-1 directly measured on my control Au/Ti/SiO2 interfaces, see Fig. 3(b). 
Similar values of thermal conductance were reported for Au/SAM/GaAs interfaces [28], 
in which a self-assembled monolayer (SAM) of alkanedithiols is sandwiched between Au 
and GaAs.  
Note that this relative high value of G of Au/Ti/n-LG/SiO2 interfaces is 
inconsistent with the general perception that graphene is partially suspended between 
asperities of SiO2 substrate [29, 30]. If this scenario were accurate, the contact area 
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between graphene and SiO2 would be small and the thermal conductance of 
graphene/SiO2 interfaces extremely low. Thus, my results suggest that either graphene 
conforms [31] considerably to the SiO2 substrate, or the voids are filled with water or 
hydrocarbons.  
To further enhance my understanding of heat conduction across graphene, I 
measured G of Au/Ti/n-LG/SiO2 interfaces over a wide temperature range of 50 ≤ T 
≤ 500 K, see Fig. 6.8. I find that G of Au/Ti/n-LG/SiO2 interfaces depends only weakly 
on T above 100 K. This lack of temperature dependence supports my assertion that 
acoustic phonons are the dominant heat carriers across Au/Ti/n-LG and n-LG/SiO2 
interfaces. Besides phonons, heat could also be carried by free carriers [32] and direct 
coupling [33] of free carriers in graphene and optical phonons in SiO2. If electrons or 
holes were the dominant heat carriers, G would be roughly proportional to T [32]; while 
at 100 K, optical modes in SiO2 are frozen and could not contribute to thermal 
conduction. I do not observe these T dependences from my measurements.  
My conclusion that free carriers are not responsible for heat conduction across 
graphene interfaces is also consistent with an estimate using the interface form of the 
Wiedemann-Franz law [32]. For a graphene/metal contact area A = 100 μm2 with an 
electrical resistance [34] Re ≈ 10 Ω,  the thermal conductance at room temperature is Ge ≈ 
LT/(ARe) ≈ 10 kW m-2 K-1 (Lorenz number L = 2.45×10-8 Ω W K-2), much lower than the 
measured lattice thermal conductance of >10 MW m-2 K-1. In other words, except for 
superb electrical contacts that are yet to be discovered, heat transport across 
metal/graphene is predominantly carried by phonons. 
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Figure 6.7: (a) Ratios of in-phase and out-of-phase signals (open circles) measured by 
the lock-in amplifier as a function of delay time t between pump and probe pulses. 
Measurements on Au/Ti/SiO2/Si (no graphene), Au/Ti/1-LG/SiO2/Si and Au/Ti/3-
LG/SiO2/Si are labeled as “no graphene”, “1-LG” and “3-LG”, respectively. The 
monolayer and trilayer graphenes are deposited on the same substrate and covered with 
metal pads under the same conditions, as shown in Fig. 6.5(b). The solid lines are 
calculations of a thermal model. (b) Thermal conductance G per unit area of Au/Ti/n-
LG/SiO2 measured by TDTR using laser beams with 1/e2 spot size of 7.5 μm (open 
circles) and 3.8 μm (solid circles) as a function of number of layers n; n=0 corresponds to 
G of the Au/Ti/SiO2 interface. The solid line is a calculation using Eq. (6.1).  
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Figure 6.8:  Temperature dependence of thermal conductance G of Au/Ti/1-LG/SiO2 
(solid triangles) and Au/Ti/3-LG/SiO2 (solid circles) interfaces. Thermal conductance of 
Au/Ti/SiO2 (solid diamond, this work), Au/Ti/Graphite (solid square, this work), 1-
LG/SiO2 from Chen et al. (open right triangles, Ref. [36]) and Freitag et al. (open down 
triangle, Ref. [33]), SWCNT/SiO2 (open circle, Pop et al., Ref. [40]), Au/graphite (open 
squares, Ref. [43]), and Ti/graphite (open diamonds, Ref. [43]) are included for 
comparison. SWCNT denotes single-wall carbon nanotube. The dashed lines are diffuse 
mismatch model [5] (DMM) calculations for G of Au/Ti/SiO2 (top) and Au/Ti/graphite 
(bottom) interfaces. The solid line is the prediction of Eq. (6.1) using DMM calculations 
of GAu/Ti/graphite and measurements of G1-LG/SiO2 from Ref. 33. Eq. (6.1) agrees with 
measurements of Au/Ti/n-LG/SiO2 over the entire temperature range.  
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The reduction of thermal conductance due to the presence of atomic graphitic 
layers that I observe in Fig. 6.7(b) could be explained by weaker coupling [35] between 
metal and oxide. Under this explanation, the metal/graphene/oxide structure is treated as 
a perturbation that alters the probability for phonons to transmit from metal to oxide, 
instead of being treated as two discrete interfaces. I argue, however, that this explanation 
is inadequate especially for thick graphenes of n = 10 with layer thickness of ~4 nm. 
Since most heat is carried by phonons with wavelength <1 nm at room temperature, a 4 
nm layer is too thick to be considered a diffuse interface. Moreover, most phonon modes 
in metal and oxide have relatively low energy (the highest energy of acoustic phonons is 
18 meV and 62 meV in Au and amorphous SiO2, respectively), but the density of low-
energy modes in graphene is small. To give an idea of the density of low-energy modes 
available in these materials, the ratio of heat capacity of Au, graphite and SiO2 at 30 K is 
22:1:2.6. Also, moisture that accumulates at graphene interfaces could scatter the long-
wavelength phonons. Consequently, phonons cannot traverse directly and coherently 
from metal to oxide. 
Instead, I attribute the lower thermal conductance of Au/Ti/n-LG/SiO2 interfaces 
to Kapitza thermal resistance [5] of Au/Ti/n-LG and n-LG/SiO2 interfaces acting in 
series. Under this hypothesis, the total thermal conductance per unit area G of a thin film 
sandwiched between two solids can then be attributed to contribution from two discrete 
interfaces and the bulk of the thin film [6]; in the case of metal/graphene/SiO2 interfaces,  
( ) ( ) ( )1 1 1
/ /
/I I graphenemetal graphene graphene oxideG G G h
− − −= + + Λ    (6.1) 
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where h and Λ are the thickness and cross-plane thermal conductivity of the graphitic thin 
film respectively, and h/Λ is the corresponding thermal resistance per unit area. 
Assuming Λ > 1 W m-1 K-1, h/Λ < 10-9 m2 K W-1 and is negligible compared to .  1−IG
To test this hypothesis, I compare my measurements to G calculated using Eq. 
(6.1), see the solid lines in Figs. 6.7(b) and 6.8. In the calculations, I use prior 
measurements [36] of a 1-LG/SiO2 interface for Ggraphene/oxide and approximate 
Gmetal/graphene from G of Au/Ti/graphite interfaces calculated using the diffuse mismatch 
model (DMM) [5]. My implementation of the DMM calculations is slightly different 
from the approach described in Ref. [5], which is derived for G at low temperatures. 
Following a previous approach to calculations of thermal conductivity [37] at high 
temperatures (which is discussed in Chapter 3), I assume a linear dispersion for phonons 
in Au and set cutoff frequencies using the frequencies of longitudinal and transverse 
acoustic phonons at the Brillouin zone boundary in the [100] direction; the cutoff 
frequencies for longitudinal and transverse phonons in Au are 4.4 THz and 2.8 THz, 
respectively. I assume that scattering at the interfaces is elastic, and allow mode 
conversion at the interfaces as long as the energy is conserved. I follow Ref. [5] and 
approximate the transmission coefficient α of phonons from Au to SiO2 using   
( )
( ) ( )
2
2
2
2 2
jSiO SiO
SiO Au j jSiO Au
vI
I I v v
α
−
− −
Σ= =+ Σ + Σ
2
2
     (6.2) 
where  is the sum of ( )2Au j AuI v−= Σ 2jv− of all phonon modes j available in Au side, and vj 
is the speed of sound of phonons with mode j. I note that IAu depends on the phonon 
frequency ν due to the cutoff frequencies that I impose. For Au to SiO2, α = 0.10 when ν 
< 2.8 THz and α = 0.65 when ν > 2.8 THz. However, the transmission coefficient of 
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phonons from Au to graphite could not be estimated using Eq. (6.2) since graphite is 
highly anisotropic. I therefore derive the effective Igraphite = 6.25×10-8 s2 m-2 by fitting the 
calculations to a measurement of G = 52 MW m-2 K-1 for an Au/Ti/graphite interface at 
room temperature, see Fig. 6.8. The derived α for Au to graphite is then α = 0.04 when ν 
< 2.8 THz and α = 0.40 when ν > 2.8 THz. My approach of deriving α from fitting is 
compatible to the approach by Ref. [38], which estimates α from the 2-dimensional 
density of states in graphite.  
My measurements of G agree well with the calculations using Eq. (6.1) over the 
entire temperature range, see Fig. 6.8, indicating that heat flow across graphene is 
governed by the Kapitza thermal conductance of the two interfaces acting in series. This 
conclusion is consistent with heat flow across carbon nanotubes [39, 40] and molecular 
chains [41], which are also limited by interfaces. 
 
6.4  Conclusions 
In conclusion of this chapter, I introduce a convenient approach to count the 
number of layers n of graphenes, based on the ratios of the integrated intensity of the 
Raman peak of graphene (the G peak) and Raman peak of the substrate (the Si peak). I 
demonstrate that this new approach is accurate even up to n=10, and could enable 
significant advances in research of few-layer graphene. I compare my results with AFM 
measurements and a Fresnel model of the graphene/SiO2/Si stack. My Fresnel model is 
easy to implement, and could be useful, for example, for future analysis of Raman-based 
thermal conductivity measurements [3, 25]. My approach should also be compatible for 
easily counting layer numbers in graphene suspended in a trench or supported on other 
substrates such as dielectrics (PMMA, etc), SiC [42], etc. 
I also find that heat conduction across metal/graphene/oxide interfaces is limited 
by finite transmission of phonons from metal to graphene. Thus, for thermal management 
of graphene devices, metals with high Debye temperature (e.g., Cr, Ni, Ti, Al) could be 
better choices of metal contacts because of better energy match between phonon modes 
in these metals and in graphene. My results enhance the microscopic understanding on 
heat transport across a single layer of crystalline atoms. 
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CHAPTER 7 
 
CONCLUSIONS 
 
 
Frequency-domain thermoreflectance (FDTR) is capable of profiling the mean-
free-paths of long- and medium-wavelength phonons in crystalline materials, because 
FDTR is only sensitive to phonons with mean-free-paths longer than two times the 
penetration depth during the measurements. The hypothesis that frequency and thickness 
dependence of thermal conductivity are equivalent is verified by calculations of a 
nonlocal theory for heat conduction at high heating frequency.  
My frequency-domain thermoreflectance (FDTR) measurements of Si1-xGex alloys 
indicate that >40% of heat is carried in the alloys by phonons with mean-free-paths 0.5 ≤ 
 ≤ 5 μm. On the other hand, my FDTR measurements show that long-wavelength 
phonons with  > 5 μm in Si1-xGex alloys and  > 2 μm in Si do not contribute 
significantly to heat conduction. By comparing the FDTR measurements to calculations 
of a modified Callaway model, I demonstrate that calculations of the modified Callaway 
model over-estimate the contribution of long-wavelength phonons because scattering 
mechanisms such as relaxation damping are not included in the model. Surprisingly, my 
FDTR measurements suggest that long-wavelength phonons do contribute to >20% of 
heat conduction in Ge ― reasons that the relaxation damping is weak in Ge are unknown. 
A
A A
My time-domain thermoreflectance (TDTR) and frequency-dependent TDTR 
measurements of PbTe-based nanodot superlattices and InAl1-xGaxAs embedded with 
ErAs nanoparticles compare well with calculations of a modified Callaway model 
 
 
118
 
 
119
NP
assuming an additional scattering rate of , where is the mean-free-path of 
phonons due to scattering of the nanoparticles under a geometrical limit. Thus, embedded 
nanoscale precipitates can reduce the thermal conductivity of crystals and alloys as long 
as A is smaller than the mean-free-paths of the dominant heat-carrying phonons. 
1 / NPvτ − = A NPA
My TDTR measurements of the thermal conductance of Au/Ti/graphene/SiO2 
interfaces indicate that acoustic phonons are the dominant heat carriers across the 
interfaces. The thermal conductance of the interfaces is comparable to the thermal 
conductances of Au/Ti/graphite and graphite/SiO2 interfaces acting in series. Since the 
thermal conductance of Au/Ti/graphene is low due to the large mismatch in the phonon 
dispersion of Au and graphene, the thermal conductance of the interfaces, and hence heat 
dissipation from graphene, could be enhanced by using metals (e.g., Cr, Ni, Ti, Al) with 
high Debye temperature as the electrodes. 
 
 
APPENDIX A 
 
CHARACTERISTIC MATRICES FOR THE 
NONLOCAL THEORY 
 
 
A.1  Characteristic Matrices An,i and Bn for Case (a) 
I list here the equations for each element of matrices An,i and Bn of Eq. (3.25) for 
case (a) when the heat flux on the surface of the semi-infinite solid is set and the 
corresponding temperature oscillation on the surface is calculated. 
I first define 
( ) ,
2 2
plus n i n i
j j n i j n i
z z z zI n i I z z I z z⎛ Δ −Δ ⎞ ⎛ Δ + Δ ⎞⎛ ⎞ ⎛ ⎞= − − + + −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠
( )
  (A.1) 
where Ij(z) is defined in Eq. (3.20), zn and Δzn are the position and size of the nth control 
volume, see Section 3.2 and Fig. 3.5. 
For n = 0, 
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where 0
jω and vj are the cutoff frequency and speed of sound for phonons of polarization 
j, Δt is the time step for the calculations, C is the volumetric heat capacity,  is the 
temperature of the nth  control volume at time t+Δt and Jmax is the amplitude of oscillating 
heat flux applied on the surface.  
old
nT
For 1 ≤ n ≤ N1+ N2–1, 
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A.2  Characteristic Matrices An,i and Bn for Case (b) 
For case (b) when the temperature oscillation on the surface of the semi-infinite 
solid is set and the corresponding heat flux is calculated, the equations for each element 
of matrices An,i and Bn of Eq. (3.25) is given below. 
I first define 
( ) ( ) ( ),minusI j j n i j n in i I z z I z z= − − +       (A.4) 
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Then, the characteristic matrices are listed below. 
For i = 1, 
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And for 1 ≤ n ≤ N1+N2−1,  
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where r is the ratio between the size of subsequent control volumes, see Fig. 3.5 of the 
main text. 
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APPENDIX B 
 
CALCULATIONS OF THE RAMAN INTENSITY 
AND ABSORBANCE OF GRAPHENES 
 
 
This appendix will be published in “Reliably Counting Atomic Planes of Few-
Layer Graphene (n>4),” Yee Kan Koh, Myung-Ho Bae, David G. Cahill and Eric Pop, in 
preparation.  
 
B.1  Integrated Intensity of the G Peak of Graphene on SiO2 
on Si and Absorbance by Graphene 
I consider a four-layer structure consisting of the air (Layer 0), graphene (Layer 
1), SiO2 (Layer 2) and Si (Layer S), as shown in Fig. B.1(a). I consider 488 nm normal 
incident light as shown in Fig. B.1(a), and use refractive indices of ñ0=1, ñ1=2.65-1.3i, 
ñ2=1.463 and ñS=4.367-0.079i for air, graphene, SiO2 and Si, respectively. The refractive 
index of graphene is taken from the refractive index of graphite at 488 nm [1]. I use I, II 
and III to denote interfaces between air/graphene, graphene/SiO2 and SiO2/Si, 
respectively. 
The intensity of the G peak due to Raman scattering occurs at a depth y from the 
air/graphene interface (see the dashed line in Fig. B.1) is proportional to the following 
terms: 
a) Transmittance of incident light, Ti(y), from the air to a point y in graphene,  
b) Transmittance of Raman-scattered light, TR(y), from y to the air, and 
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c) Cross-section σgraphene per unit thickness of Raman scattering in graphene. 
The total integrated intensity of the G peak is then an integral of contribution from each 
location y. 
 
1
0
( ) ( ) ( )
h
graphene i RI G T y Tσ∝ ∫ y dy       (B.1) 
where h1 is the thickness of the graphene layer. 
To derive the transmittances Ti(y) and TR(y), I solve the Fresnel equations for 
multiple reflected lights in the four-layer structure. My approach, however, differs from 
previous attempts using the multiple-wave technique [2, 3, 4], and is based on a matrix 
method discussed in detail in Ref. [5]. In the matrix method, each layer is represented by 
a characteristic matrix (e.g., MI and MII) which relates the electric (E) and magnetic (H) 
fields at the interfaces of the layer. For examples, the characteristic matrix of graphene 
MI relates E and H at interfaces I and II, see Eq. (9.92) of Ref. [5]. For a layer with 
complex refractive index, the characteristic matrix, using MI as an example, is 
( ) ( )
( ) ( )
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1
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/ 2 / 2
i h i h i h i h
i h i h i h i h
e e e e n
n e e e e
Δ − Δ Δ − Δ
Δ − Δ Δ − Δ
⎡ ⎤+ −⎢= ⎢ ⎥− +⎣ ⎦
IM


⎥     (B.2) 
where Δ1=2π ñ1/λ, and λ=488 nm is the wavelength of the incident light. 
Using the matrix method, I derive the following expressions for the electric field 
E(y) at y.  
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The electric (EII) and magnetic (HII) field at interface II are calculated using the matrix 
method as described in Ref. [5].  
By defining ti(y)= E(y)/Ei, the transmittance Ti(y) can then be expressed as 
*1
0
( ) ( ) ( )i i i
nT y t y t y
n
=         (B.4) 
where ti*(y) is the conjugate of ti(y), and n1 and n0 are the real parts of corresponding 
refractive indices.  
To derive the transmittance TR(y) of Raman-scattered light from y to the air, I 
assume that Raman scattered photons are random in direction but are sufficiently 
coherent that I must add electric fields and not intensities. I thus calculate the resultant 
electric field in air due to transmitted Raman-scattered light ER in both directions as 
shown in Fig. B.1(b) and derive the transmittance from the resultant electric field. I 
emphasize that the red-shift of light due to Raman scattering could not be ignored in the 
calculations of transmittance; hence I use λ=529.1 nm for G-band Raman-scattered light. 
I then derive 
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where M=MIMII, and mij is the ith row and jth column component of the M matrix.  
The transmittance TR(y) of Raman-scattered light from y to the air is then given by  
*0
1
( ) ( ) ( )R R R
nT y t y t y
n
=         (B.6) 
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where tR*(y) is the conjugate of tR(y). I(G) is thus given by Eq. S1 using Eqs. (B.4) and 
(B.6). 
Absorbance A by graphene can then be calculated from the characteristic matrix 
M=MIMII of the entire four-layer structure. I calculate the reflectance R and 
transmittance T of the entire structure using M, and Eqs. (9.97) and (9.98) of Ref. [5]. 
Since SiO2 is transparent at 488 nm, light is only absorbed by graphene through the 
structure. Thus, A = 1 − R − T. 
I compare the calculated intensity of the G peak of graphenes on 104 nm and 280 
nm SiO2 on Si with my measurements of I(G). The calculations agree well with the 
measurements, see Fig. 6.4(b) of the main text. I also compare the calculated absorbance 
A with the calculated ratio of I(G)/I(Si) of monolayer graphene on SiO2 on Si in Fig. 
6.4(c) of the main text. The comparison suggests that A and I(G)/I(Si) are correlated. 
 
 
ER 
y
ñS 
ñ0 
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ñ2, h2 
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ER 
III 
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 y 
 
 
ñS 
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ñ2, h2 
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Ei 
III 
II 
(a) (b) 
Figure B.1: Schematics of a four-layer structure for calculations of (a) the intensity of 
the electric field at y in the graphene layer (Layer 1) under a normal incident light,  and 
(b) the transmittance of Raman-scattered light from y to the air. I assume that the Raman 
scattered light could be randomly scattered in the Ea and Eb directions, and are coherent 
with each other. 
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B.2  Integrated Intensity of the Si Peak of Si Substrate
The integrated intensity of the LO peak of the Si substrate (with graphene and 
SiO2 layers on the substrate, similar to structure in Fig. B.1) can be calculated using 
similar approach. An integral similar to Eq. (B.1) can be carried out relatively easily for 
Raman excitation in Si, and thus the integrated intensity of the Si peak can be expressed 
as 
 
( )
4
1 12
Si i R
i R
T TI Si
k
σ
β
β π λ λ
∝
⎛= − +⎜ ⎟⎝ ⎠
⎞         (B.7) 
where σSi is the cross-section of Raman scattering in Si, Ti is the transmittance of incident 
light from the air to Si (interface III in Fig. B.1(a)), TR is the transmittance of Raman-
scattered light from Si to the air, k is the imaginary part of the refractive index of Si, 
λi=488 nm is the wavelength of incident light and λR=500.7 nm is the wavelength of 
Raman-scattered light. The transmittances Ti and TR can be derived using Eq. (9.98) of 
Ref. [5], and M=MIMII and M=MIIMI, respectively. I use λR=500.7 nm in the 
calculations of transmittance TR.   
I compare the calculations of I(Si) normalized by the intensity of the G peak of 
graphite to my measurements in Fig. 6.4(b). I fit the calculations of SiO2 on Si (without 
graphene) to the measurements and derive σgraphite = 1.8σSi. I also compare the 
calculations of ratio I(G)/I(Si) to my measurements for 1≤n≤10, see Fig. 6.4(a). The 
calculations and measurements agree well. 
 
 
 
 
129
B.3  Integrated Intensity of the G Peak of Graphite 
The integrated intensity of G peak of bare graphite is given by 
 ( )
4
graphite i RT TI G
σ
β∝         (B.8) 
where β is given by Eq. (B.7). The transmittances Ti and TR can be derived from 
( )2 /i air air graphitet n n n= +    and ( )2 /R graphite air graphitet n n n= +   ; Ti = 0.71 and TR = 0.88. 
 
B.4  Verification of the Model 
I verify my model by comparing the integrated intensity of Si peak of a tri-layer 
structure of air, SiO2 and Si (without graphene) to my Raman measurements. In the 
calculations, I use the same model as described above, and set the thickness of graphene 
to zero. The calculations agree with the measurements, see Fig. B.2. 
I validate my model for calculation of the integrated intensity of the G peak of 
graphene, I(G), by comparing the I(G) normalized the integrated intensity of the G peak 
of graphite, I(Graphite), with my measurements, see Fig. 6.4(b) of the main text. There is 
no free parameter in the comparison. The calculations and the measurements agree 
reasonably well.  
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Figure B.2: Comparison of calculations and measurements of the integrated intensity of 
the Si peak I(Si) of Raman spectra of a trilayer (air-SiO2-Si) structure without graphene. 
The integrated intensity of the Si peak is normalized by integrated intensity of Si peak of 
Raman spectrum of bare Si, I0(Si). Measurements and calculations agree well. 
 
B.5  Absorbance of Graphene Suspended in a Trench 
Recently, the in-plane thermal conductivity of suspended graphenes was 
measured using a Raman-based approach [6, 7], in which the temperature of graphene 
heated by a 488 nm laser beam is monitored through the shift of the G graphene peak. A 
key parameter in the analysis of the thermal conductivity measured by this approach is 
the power of excitation laser absorbed by the suspended graphene. The authors 
approximated the absorbance of the suspended graphenes from the intensity of the G 
peak in the suspended graphenes I(G) and in graphite I(Graphite). In their 
approximations, the authors did not take into consideration the interference of multiple-
reflected light in the suspended graphene, and fixed the ratio of I(G)/I(Graphite) of 
Raman spectra and the absorbance A of the suspended graphene to 2:1.  
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Using my Fresnel model, I calculate the absorbance A of a four-layered structure 
similar to Fig. B.1 with Layer 2 being the air with ñ2=1.0, see Fig. B.3. I find that the 
absorbance of suspended monolayer graphene is only 3.8%, instead of 13% estimated by 
Balandin et al. [6]. The reason for this discrepancy is that the light is multiple-scattered in 
the four-layered structure and the interference of this multiple-reflected light can not be 
ignored. As a result, the ratio of I(G)/I(Graphite) of Raman spectra and the absorbance A 
is not fixed at 2:1, but depends on the height of the trench, thickness of the graphene 
layer, and the wavelength of the excitation light. For a monolayer graphene suspended in 
a 300 nm trench, the ratio is 5.9:1 instead of 2:1 according to my calculation.  
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Figure B.3: The absorbance (solid lines) at 488 nm calculated from my Fresnel model, 
for free-standing graphene suspended in 100 nm and 300 nm trenches, as a function of 
the number of layers of graphene n. The dashed line is the ratio of the intensity of the G 
graphene peak in graphene and in graphite calculated using my Fresnel model. 
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