On the Selection of Measure-Valued Solutions for the Isentropic Euler
  System by Gallenmüller, Dennis & Wiedemann, Emil
ar
X
iv
:2
00
2.
07
75
7v
1 
 [m
ath
.A
P]
  1
8 F
eb
 20
20
On the Selection of Measure-Valued Solutions for the Isentropic
Euler System
Dennis Gallenmüller∗ Emil Wiedemann∗
Abstract
Measure-valued solutions to fluid equations arise naturally, for instance as vanishing viscosity
limits, yet exhibit non-uniqueness to a vast extent. In this paper, we show that some measure-
valued solutions to the two-dimensional isentropic compressible Euler equations, although they
are energy admissible, can be discarded as unphysical, as they do not arise as vanishing viscosity
limits. In fact, these measure-valued solutions also do not arise from a sequence of weak solutions
of the Euler equations, in contrast to the incompressible case. Such a phenomenon has already
been observed by Chiodaroli, Feireisl, Kreml, and Wiedemann using an A-free rigidity argument,
but only for non-deterministic initial datum. We develop their rigidity result to the case of non-
constant states and combine this with a compression wave solution evolving into infinitely many
weak solutions, constructed by Chiodaroli, De Lellis, and Kreml. Hereby, we show that there
exist infinitely many generalized measure-valued solutions to the two-dimensional isentropic Euler
system with quadratic pressure law, which behave deterministically up to a certain time and which
cannot be generated by weak solutions with bounded energy or by vanishing viscosity sequences.
1 Introduction
Almost three centuries ago, Euler formulated the system of equations
∂tρ +divx(ρu) = 0,
∂t(ρu)+divx(ρu⊗u)+∇xp(ρ) = 0
(1.1)
with unknown density ρ ≥ 0 and velocity u. For the corresponding Cauchy problem on [0,T ]×Ω, say
Ω is a smooth and bounded domain Ω⊂Rd , the additional equation (ρ ,u)(0, ·) = (ρ0,u0) is required to
hold in an appropriate sense for some given ρ0,u0. These equations describe the conservation of mass
and momentum of an isentropic compressible perfect fluid. The pressure p(ρ)≥ 0 is a pre-determined
continuous function of the density and shall satisfy p(0) = 0 and p′(ρ) > 0. In many situations, the
constitutive relation for the pressure is p(ρ) = ργ for some γ > 1, e.g. if a perfect gas is studied. In the
present paper, the case γ = 2 will be of particular interest.
In modern PDE theory the notion of weak (or distributional) solutions plays a central role, as actually
observed fluid flows often possess low regularity. Especially for the compressible Euler system, weak
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solutions are interesting as they can be used to model the non-smooth behaviour of turbulence or to
describe shock solutions which arise even classically. However, it has recently been discovered that
weak solutions might not be unique even upon imposition of an entropy condition, for example cf. [9]
and [5].
Originally introduced by DiPerna and Majda [11] for the incompressible Euler system and further de-
veloped by Neustupa [17] to the compressible Euler system, there is the even weaker notion of measure-
valued solutions. This concept describes parametrised probability measures, also called Young mea-
sures, on the phase space R+×Rd that solve the Euler equations in an average sense, see Definition 4.2
and 4.3 below for details. It is important to note that it is not part of the notion of a measure-valued
solution to be somehow obtained from a sequence of approximations (it is precisely the aim of the cur-
rent contribution to show that not every measure-valued solution has this property). Weakly converging
sequences of weak solutions might exhibit oscillations or concentrations in the nonlinear terms. While
it suffices to deal with classical Young measures as long as concentration effects can be excluded (e.g.
when the sequence is uniformly bounded), for fluid equations one usually requires generalized Young
measures. We will be concerned with both notions throughout the present paper.
Although weak solutions already fail to be unique in general, the even weaker concept of measure-
valued solutions has raised some recent interest, since quite surprising properties have been shown:
• For the incompressible and the compressible Euler system measure-valued solutions enjoy the
weak-strong uniqueness property, cf. [4] and [15].
• There is numerical evidence that for vortex sheet initial data the numerical solution scheme does
not converge to the stationary solution, cf. [13]. This can be interpreted to confirm the useful-
ness of measure-valued solutions, since it is easier and more realistic to show convergence of
numerical schemes to measure-valued solutions instead of weak solutions.
• In the incompressible regime every measure-valued solution can be generated by a sequence of
weak solutions. This result by [18] leads to the conclusion that for the incompressible Euler
system the notions of weak solutions and measure-valued solutions essentially coincide.
The latter property stands in marked contrast to the compressible Euler system. This has been observed
by [7], where a measure-valued solution was constructed which cannot be generated by sequences of
weak solutions. For that, a rigidity result in the spirit of compensated compactness for so-called A-free
sequences generalizing a well-known result of Ball and James, cf. [2], was used. The construction
of [7] is in such a way that the measure-valued solution is constant and consists of two separated Dirac
measures. In particular, the solution from [7] does not arise from deterministic initial data.
For us, the question arose if this non-generable nature is only due to the non-deterministic nature of
the data, or if this kind of solution could appear after e.g. a classical shock formation. Moreover, it
remained unclear in [7] whether every measure-valued solution is a vanishing viscosity limit. So we
aim to show in the present paper that there exists also a measure-valued solution to the isentropic Euler
system that coincides with a classical compression wave solution on a non-empty time interval and
evolves afterwards such that it cannot be generated by sequences of weak solutions or by a vanishing
viscosity sequence, see Theorem 4.13. As a consequence of our results, cf. Corollary 4.14, one can
infer a selection criterion for unphysical solutions: Out of the possibly infinitely many measure-valued
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solutions corresponding to fixed initial data we can discard those consisting of a convex combination
of two Dirac measures supported at weak solutions whose lifted states are not wave-cone-connected.
While this is a rather technical condition, it does show that there exist admissible measure-valued
solutions that do not arise as viscosity limits and may hence be deemed non-physical (cf. e.g. the dis-
cussion in [3]). Therefore, although there still may remain many solutions, at least some of them can
be removed. We hasten to add that all measure-valued solutions considered here satisfy the standard
entropy condition, and that the specific measure-valued solution from Theorem 4.13 does not only not
arise from any viscosity sequence with fixed initial data, but from any vanishing viscosity sequence.
For our proof we need to generalize the rigidity result Theorem 2 in [7] further to hold for Young mea-
sures with support on the line segment between non-constant states, see Theorem 3.5 below. These
states must not be wave-cone-connected, i.e. their difference does not lie in the wave-cone of A, which
corresponds to the fact that in the classical rigidity result for differential inclusions of Ball and James,
Proposition 2 in [2], the difference of the considered matrices must have rank greater than one. More-
over, our generalization to the case of L1-integrable generating sequences is expedient to include in
our main result the case of weak solutions with only the integrability Lγ × L2 of the energy space.
For the generalization to L1, equi-integrability is an important assumption on the generating sequence,
which will be guaranteed by the notion of generating Young measures in the generalized sense and the
assumption of bounded energy for our generating sequence. We give a self-contained proof for the
L1-case and hope that our rigidity result Theorem 3.5 might be found interesting in its own right.
In the past ten years, the method of convex integration has led to major breakthroughs in the field of
PDEs and in particular in fluid mechanics. Originally introduced by M. Gromov in a more geometric
setting, De Lellis and Székelyhidi adapted this concept to the Euler system, cf. [8] and [9]. This method
provides a powerful tool to generate infinitely many weak solutions with certain properties as e.g. L∞-
boundedness or prescribed energy profiles. In particular, by means of convex integration it was shown
that for the incompressible Euler system existence and non-uniqueness hold for any initial data and any
given energy profile, cf. [19] and [9]. These methods have been transferred to the compressible case by
considering constant-in-time densities. In particular, to any smooth initial density and suitably chosen
initial velocity there correspond infinitely many weak solutions, as shown in [5]. It even happens that
after the shock formation of a classical Lipschitz compression wave infinitely many weak solutions can
arise. The latter phenomenon is shown in [6] and will be utilized in the proof of our Theorem 4.13
below.
In Section 2 the notation and general concepts concerning homogeneous differential operators and
Young measures used throughout this paper will be established. We will prove in Section 3 our rigidity
result for non-constant states and equi-integrable generating sequences, cf. Theorem 3.5. For that, a
localization procedure of Fonseca and Müller [14] is used. In Section 4 we first use the compression
wave solution of [6] and show in Proposition 4.9 that it generates also infinitely many non-wave-cone-
connected weak solutions. Finally, with these solutions the desired non-generable measure-valued
solutions are then constructed in the main result, Theorem 4.13.
3
2 Preliminaries
We consider a linear homogeneous differential operator A of order one with constant coefficients on
R
d, i.e. A is of the form
A=
d
∑
l=1
Al∂l,
where for some k ∈ N the matrices Al ∈ Rk×m are constant coefficients. Hence, it acts on a function
z : Ω→ Rm by
Az=
d
∑
l=1
Al∂lz=
(
d
∑
l=1
∂l
m
∑
j=1
Ali jz j
)
i=1,...,k
=:
(
d
∑
l=1
∂lZ
l
i
)
i=1,...,k
.
Here, we introduced the k×d-matrix-valued function (Zli )il corresponding to z. Further, we write A∗
for the adjoint operator defined by
A∗ =
d
∑
l=1
(
Al
)T
∂l.
This implies that for ϕ ∈C∞c
(
Ω,Rk
)
and ψ ∈C∞c (Ω,Rm) we have∫
Ω
Aψ ·ϕdx=−
∫
Ω
ψ ·A∗ϕdx.
Define the k×m matrix
A(ξ ) :=
d
∑
l=1
ξlA
l
for ξ ∈ Rd . We say A has the constant rank property if there exists r ∈ N with rankA(ξ ) = r for all
ξ ∈ Sm−1.
Further, define the wave cone of A by
ΛA :=
{
z¯ ∈ Rm\{0} : ∃ξ ∈ Rd\{0} with A(h(x ·ξ )z¯) = 0 in D′
(
Ω,Rk
)
∀h ∈ L1loc(R,R)
}
.
We give a simple characterization of the wave cone.
Lemma 2.1. For linear homogeneous differential operators A of order one holds:
ΛA =
{
z¯ ∈Rm\{0} :
(
Z¯li
)
il
does not have full rank
}
.
Proof. This follows by writing out the definitions of A and Z¯.
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Let us now specify the notions concerning Young measures used throughout this paper:
Let X ⊂ Rm be a measurable subset. We writeM+(X) for the space of non-negative Radon measures
on X . The subsetM1(X)⊂M+(X) denotes the set of probability measures, i.e. finite Radon measures
ν satisfying ν(X) = 1. For Ω⊂Rd measurable and m ∈M+(Ω), we denote by L∞w
(
Ω,m,M1(X)) the
space of maps ν : Ω→M1(X), x 7→ νx that are weakly*-measurable with respect to m. This means for
all functions f ∈Cb(X) the map x 7→
∫
X f (z)dνx(z) =: 〈νx, f 〉 is m-measurable. If m is the Lebesgue-
measure, we omit it in the notation.
A map ν ∈ L∞w
(
Ω,M1 (Rm)) is called a (classical) Young measure. We say that a sequence (zn) ⊂
L1 (Ω,Rm) generates the Young measure ν if
lim
n→∞
∫
Ω
ϕ(x) f (zn(x))dx =
∫
Ω
ϕ(x)〈νx, f 〉dx
for all ϕ ∈ L1(Ω) and f ∈C0(Rm).
For 1≤ p,q< ∞ define the set
S
l+m−1
p,q :=
{
(β1,β2) ∈ Rl+m : |β1|2p+ |β2|2q = 1
}
.
Then the set Fp,q is defined to be the collection of all Carathéodory functions f : Ω×Rl+m → R, i.e.
measurable in the first and continuous in the second component, whose p-q-recession function
f∞(x,β1,β2) := lim
x′→x
(β ′1 ,β ′2)→(β1 ,β2)
s→∞
f (x′,sqβ ′1,s
pβ ′2)
spq
exists and is continuous on Ω¯× Sl+m−1p,q . A generalized Young measure (ν ,m,ν∞) now is a triple
consisting of a classical Young measure ν ∈ L∞w
(
Ω,M1 (Rl+m)), a non-negative measurem∈M+(Ω¯),
and a map ν∞ ∈ L∞w
(
Ω¯,m,M1 (Sl+m−1p,q )). We say that a sequence (zn,wn) ⊂ Lp (Ω,Rl)×Lq (Ω,Rm)
generates the generalized Young measure (ν ,m,ν∞) if∫
Ω
ϕ(x) f (x,zn(x),wn(x))dx→
∫
Ω
ϕ(x)
∫
Rl+m
f (x,λ1,λ2)dνx(λ1,λ2)dx
+
∫
Ω¯
ϕ(x)
∫
S
m+l−1
p,q
f∞(x,β1,β2)dν
∞
x (β1,β2)dm(x)
for all ϕ ∈Cc(Ω¯) and f ∈ Fp,q.
This generalizes the case of a sequence with only a single Lp-integrability. In this case set
S
m−1
p :=
{
β ∈Rm : |β |2p = 1}
and define the set Fp to be the collection of Carathéodory functions f : Ω×Rm→Rwhose p-recession
function
f∞(x,β ) := lim
x′→x
β ′→β
s→∞
f (x′,spβ ′)
sp
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exists and is continuous on Ω¯× Sm−1p . A sequence (zn) ∈ Lp(Ω,Rm) then generates the generalized
Young measure (ν ,m,ν∞) ∈ L∞w
(
Ω,M1 (Rm))×M+(Ω¯)×L∞w (Ω¯,m,M1 (Sm−1p )) if∫
Ω
ϕ(x) f (x,zn(x))dx→
∫
Ω
ϕ(x)
∫
Rm
f (x,λ )dνx(λ )dx+
∫
Ω¯
ϕ(x)
∫
S
m−1
p
f∞(x,β )dν∞x (β )dm(x)
for all ϕ ∈Cc(Ω¯) and f ∈ Fp.
One observes the following preliminary fact.
Lemma 2.2. Let (zn) ∈ L1 (Ω,Rm) be a sequence generating the generalized Young measure (ν ,0,µ),
where µ is a dummy variable completing our notation. Then, the sequence (zn) generates the (classical)
Young measure ν .
Proof. Let f ∈ C0(Rm) and ϕ ∈ L1(Ω,R) be arbitrary. As f is bounded, its 1-recession function is
identically zero, thus f ∈ F1. Moreover, for all ε > 0 let ϕε ∈Cc(Ω,R) such that ‖ϕε −ϕ‖L1(Ω) ≤ ε2 .
Then, we obtain∣∣∣∣∫
Ω
ϕ(x) f (zn(x))dx−
∫
Ω
ϕ(x)〈νx, f 〉dx
∣∣∣∣ ≤
∣∣∣∣∫
Ω
ϕε(x) f (zn(x))dx−
∫
Ω
ϕε(x)〈νx, f 〉dx
∣∣∣∣+ ε n→∞→ ε .
Hence, the sequence (zn) indeed generates the Young measure ν .
3 A-Free Rigidity for the Case of Equi-Integrable Sequences
The aim of this section is to generalize the rigidity result for A-free sequences from [7], Theorem 2.
They showed that for 1< p<∞ an Lp-boundedA-free sequence cannot generate a Young measure with
support on the line segment between two non-wave-cone-connected constant states. We will generalize
this to the case of line segments between two non-constant states and furthermore also to the case p= 1
for which we have to assume also equi-integrability of the generating sequence.
We note that Theorem 3.5 below also generalizes the compensated compactness result Theorem 1.2
in [10] for the case of a linear differential inclusion of order one to the setting of Young measures.
We proceed step by step. First the extension to the case p= 1 is treated. Note that we need not assume
the constant rank property yet.
Proposition 3.1. Consider the torus Td. Let A be a linear homogeneous differential operator of order
one satisfying k≥ d, and 1≤ p< ∞. Let z¯1, z¯2 ∈Rm be two constant states such that z¯2− z¯1 /∈ ΛA. Let
zn : T
d → Rm be an equi-integrable family of functions with
‖zn‖Lp(Td ,Rm) ≤ c< ∞ and
Azn = 0 in D′
(
T
d
)
,
which generates a Young measure νx ∈M1 (Rm) such that
supp(νx)⊂ {λ z¯1+(1−λ )z¯2 : λ ∈ [0,1]}
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for a.e. x ∈ Td.
Then
zn → z∞ for 1≤ p< ∞ in Lp
(
T
d
)
and
νx = δz∞
for a.e. x ∈ Td with z∞ = λ¯ z¯1+(1− λ¯)z¯2 a constant function, i.e. λ¯ ∈ [0,1] fixed.
Remark 3.2. We need the assumption k ≥ d in the following proof to find a left inverse of the full rank
k×d-matrix Z¯1− Z¯2. This condition corresponds in the applications of our rigidity results to the case
of formally under- or well-determined systems. In particular, the linearized Euler system (4.2) below
is underdetermined.
Proof. The case 1< p < ∞ is treated in Theorem 2 in [7] and easily translates to the case of the torus
as domain. Note that in this case equi-integrability is trivially fulfilled for all Lp-bounded families of
functions.
We now change the proof of Theorem 2 in [7] appropriately to show the case p= 1:
Step 1: For the first step we can consider a general Lipschitz domain Ω ∈ Rd, since we only work in
L1 and L1
(
T
d
)≃ L1 ([−pi,pi]d).
Let us first prove that zn is of the form
zn(x) = en(x)+λn(x)z¯1+(1−λn(x))z¯2 (3.1)
for en → 0 in L1
(
Ω,Rd
)
and λn ∈ L∞
(
Ω,Rd
)
with 0≤ λn(x)≤ 1 for a.e. x ∈ Ω.
For this, let δ > 0 be arbitrary. Then, there exists a function Fδ ∈C∞
(
R
d
)
, 0≤ Fδ ≤ 1 with
Fδ ≡0 on
{
z¯ ∈Rd : dist(z¯,{λ z¯1+(1−λ )z¯2 : λ ∈ [0,1]})< δ
2
}
,
Fδ ≡1 on
{
z¯ ∈ Rd : dist(z¯,{λ z¯1+(1−λ )z¯2 : λ ∈ [0,1]})< δ}c .
So, zn = Fδ (zn)zn+(1−Fδ (zn))zn. Since zn is equi-integrable, so is (Fδ (zn)zn). As K :=
{
λ z¯1+(1−
λ )z¯2 : λ ∈ [0,1]
}⊂Rm is a compact set, we infer from Theorem 2.2 in [14] that there is a subsequence
(zn) with
dist(zn,K)→ 0 in measure.
Thus, there is yet another subsequence (zn) such that dist(zn,K)→ 0 a.e.. Hence, by the definition of
Fδ there holds Fδ (zn(x))zn(x)→ 0 a.e., which implies Fδ (zn(x))zn(x)→ 0 in measure. So, by Vitali’s
convergence theorem, we obtain for all fixed δ > 0 that
Fδ (zn)zn → 0 in L1 (Ω,Rm)
7
as n→ ∞. Moreover, for fixed δ > 0, we rewrite
(1−Fδ (zn))zn =(1−Fδ (zn))
(
zn−λ δn z¯1−
(
1−λ δn
)
z¯2
)
−Fδ (zn)
(
λ δn z¯1+
(
1−λ δn
)
z¯2
)
+
(
λ δn z¯1+
(
1−λ δn
)
z¯2
)
by choosing functions 0≤ λ δn (x) ≤ 1 for a.a. x ∈ Ω such that∣∣∣(1−Fδ (zn))(λ δn z¯1+(1−λ δn ) z¯2)∣∣∣≤ δ
and ∥∥∥Fδ (zn)(λ δn z¯1+(1−λ δn ) z¯2)∥∥∥
L1(Ω,Rm)
n→∞→ 0.
Therefore, set δk :=
1
k
→ 0, and for all k ∈ N choose nk large enough such that∥∥∥F1
k
(znk)znk
∥∥∥
L1(Ω,Rm)
≤ 1
k
,∥∥∥∥F1k (znk)
(
λ
1
k
nk z¯1+
(
1−λ
1
k
nk
)
z¯2
)∥∥∥∥
L1(Ω,Rm)
≤ 1
k
.
Then, defining
ek := F1
k
(znk) znk +
(
1−F1
k
(znk)
)(
λ
1
k
nk z¯1+
(
1−λ
1
k
nk
)
z¯2
)
−F1
k
(znk)
(
λ
1
k
nk z¯1+
(
1−λ
1
k
nk
)
z¯2
)
yields the identity (3.1) with λk ≡ λ
1
k
nk . Moreover, we have
‖ek‖L1(Ω,Rm) k→∞→ 0.
Step 2:
Now as we will use the Calderón-Zygmund theorem, we have to restrict ourselves to the case of the
torus Td or the whole space Rd as domain. The case of the torus will be of use for the subsequent
results, as it is also a bounded set. So, we only give the proof for Td .
Rewriting the definitions for the capital letter variables gives
0= (Az)i = divZi (3.2)
in D′ (Td). Hence, if we define (E ln(x))i := ∑mj=1Ali je jn(x), we obtain by (3.1) and linearity of A for all
i= 1, ...,k that
0= div(En)i+(Z¯1− Z¯2)i ·∇λn
in D′ (Td ,R). Moreover,
‖En‖L1(Td ,Rk×d) ≤C(l,m,k,d,A)‖en‖L1(Td ,Rm)
n→∞→ 0.
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Consider now the standard mollifier η ∈C∞c
(
R
d,R
)
and let pi
2
> ε > 0. Define zn,ε := zn ∗ηε . Then,
zn,ε is A-free for all pi2 > ε > 0, since zn is A-free. Hence, as zn,ε is a smooth function on the torus,
Azn,ε = 0 holds pointwise everywhere on Td .
Therefore,
(Z¯1− Z¯2)∇(λn ∗ηε) =−div(En ∗ηε).
Now by Corollary 2.1 we know that Z¯1− Z¯2 has full rank and thus using k ≥ d the matrix Z¯1− Z¯2
possesses a left inverse B ∈ Rd×k. Hence, we obtain
∇(λn ∗ηε) =−B ·div(En ∗ηε).
Taking the divergence on both sides yields
−∆(λn ∗ηε) = divdiv(B(En ∗ηε)).
The Hörmander multiplier theorem applied to the double Riesz transform (−∆)−1 divdiv on the torus
gives∥∥∥∥λn ∗ηε − 1|Td |
∫
Td
λn ∗ηε(x)dx
∥∥∥∥
L1,∞(Td ,R)
≤C
∥∥∥∥En ∗ηε − 1|Td|
∫
Td
En ∗ηε(x)dx
∥∥∥∥
L1(Td ,Rk×d)
.
Note that zero averages are needed to apply the Hörmander multiplier theorem on the torus.
Since En lies in L
1
(
T
d,Rk×d
)
, we obtain
‖En ∗ηε −En‖L1(Td ,Rk×d)
ε→0→ 0.
Similarly, for λn ∈ L∞
(
T
d,R
)
it holds that
λn ∗ηε ε→0→ λn in L1
(
T
d ,R
)
,
which implies
λn ∗ηε ε→0→ λn in L1,∞
(
T
d,R
)
.
Note that for a function f ∈ L1 (Td ,R) we have
1
|Td|
∫
Td
( f ∗ηε)(x)dx = 1|Td |
∫
Td
f (y)dy
and ∥∥∥∥ 1|Td |
∫
Td
f (y)dy
∥∥∥∥
L1(Td ,R)
=
∫
Td
| f |(y)dy = ‖ f‖
L1(Td ,R).
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As ‖ f −g+g‖L1,∞ ≤ 2‖ f −g‖L1,∞ +2‖g‖L1,∞ , we obtain∥∥∥∥λn− 1|Td|
∫
Td
λn(x)dx
∥∥∥∥
L1,∞(Td ,R)
≤ lim
ε→0
2‖λn−λn ∗ηε +0‖L1,∞(Td ,R) + limε→02
∥∥∥∥λn ∗ηε − 1|Td |
∫
Td
λn ∗ηε(x)dx
∥∥∥∥
L1,∞(Td ,R)
≤ lim
ε→0
2C
(
‖En ∗ηε‖L1(Td ,Rk×d) +
∥∥∥∥ 1|Td |
∫
Td
En ∗ηε(x)dx
∥∥∥∥
L1(Td ,Rk×d)
)
=4C‖En‖L1(Td ,Rk×d)
n→∞→ 0.
For all n∈Nwe have 1|Td |
∫
Td
λndx≤ 1|Td |
∫
Td
1dx= 1. Thus, for a subsequence it holds that 1|Td |
∫
Td
λndx
n→∞→
λ¯ ∈ [0,1]. Hence, the corresponding subsequence (zn) converges in measure to the constant function
λ¯ z¯1+(1− λ¯)z¯2. This in turn implies by Vitali’s convergence theorem using the equi-integrability of
(zn) that
zn → λ¯ z¯1+(1− λ¯)z¯2 in L1
(
T
d,Rm
)
.
In particular, it follows that∫
Td
ϕ(x)〈ν ,g〉dx←
∫
Td
ϕ(x)g(zn(x))dx→
∫
Td
ϕ(x)g(λ¯ z¯1+(1− λ¯)z¯2)dx
for all g ∈C0 (Rm) and ϕ ∈ L1
(
T
d
)
. This implies that νx = δλ¯ z¯1+(1−λ¯)z¯2 for a.e. x ∈ Td .
This result can be applied to the case of a general domain Ω ⊂ Rd. The proof foreshadows the local-
ization argument, which will also be used in Theorem 3.5 below.
Corollary 3.3. Let Ω ⊂ Rd be an open bounded domain, A a linear homogeneous constant rank
differential operator of order one satisfying k ≥ d, and 1 ≤ p < ∞. Let z¯1, z¯2 ∈ Rm be two constant
states such that z¯2− z¯1 /∈ ΛA. Let also zn : Ω→ Rm be an equi-integrable family of functions with
‖zn‖Lp(Ω,Rm) ≤ c< ∞ and
Azn = 0 in D′ (Ω,Rm) ,
which generates a Young measure νx ∈M1 (Rm) such that
supp(νx)⊂ {λ z¯1+(1−λ )z¯2 : λ ∈ [0,1]}
for a.e. x ∈ Ω.
Then
zn → z∞ for 1≤ p< ∞ in Lp (Ω,Rm)
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and
νx = δz∞(x)
for a.e. x ∈ Ω with z∞ ∈ Lp (Ω,Rm). In the case 1 < p < ∞ we have that z∞ = λ¯ z¯1+(1− λ¯ )z¯2 is a
constant function, i.e. λ¯ ∈ [0,1] fixed.
Remark 3.4. The constant rank property of A is used here, as it is required in the localization scheme
in Proposition 3.8 from [14].
Proof. The case 1 < p < ∞ is treated in [7]. Note that the much stronger conclusion of z∞ being
constant stems from the fact that we do not need to apply a localization of the generating sequence.
So, we only consider the case p= 1:
Because the sequence (zn) is equi-integrable, there exists a subsequence (zn) and some z ∈ L1 (Ω,Rm)
such that zn ⇀ z in L
1 (Ω,Rm). This sequence (zn) is therefore equi-integrable, has a weak limit in
L1, is A-free, and generates the Young measure ν . Thus, by Proposition 3.8 in [14] for a.e. a ∈ Ω
there exists an A-free sequence (z¯an) ∈ L1
(
T
d,Rm
)
generating the homogeneous Young measure νa.
Since supp(νa)⊂ {λ z¯1+(1−λ )z¯2 : λ ∈ [0,1]}, we infer from Proposition 3.1 that νa = δλa z¯1+(1−λa)z¯2
for some number λa ∈ [0,1]. Thus, (zn) generates the Young measure a 7→ νa = δλa z¯1+(1−λa)z¯2 . This
implies that zn converges to the function x 7→ δλx z¯1+(1−λx)z¯2 in measure, which by Vitali’s convergence
theorem and the equi-integrability of (zn) means that zn → (x 7→ λxz¯1+(1−λx)z¯2) in L1(Ω,Rm).
Now we prove that A-free rigidity holds also for Young measures with support in the line segment
between two variable states that are not wave-cone-connected.
Theorem 3.5. Let Ω⊂Rd be an open bounded domain, A a linear homogeneous constant rank differ-
ential operator of order one satisfying k ≥ d, and 1 ≤ p < ∞. Further, let z¯1, z¯2 ∈ L∞ (Ω,Rm) be such
that z¯2− z¯1 /∈ ΛA on a set of positive measure A⊂Ω. Assume zn : Ω 7→Rm is an equi-integrable family
of functions such that
‖zn‖Lp(Ω,Rm) ≤ c< ∞ and
Azn → 0 in W−1,r (Ω,Rm)
for some r ∈ (1, d
d−1
)
. Further, assume that (zn) generates a compactly supported Young measure
ν ∈ L∞w
(
Ω,M1 (Rm)) such that
supp(νx)⊂ {λ z¯1(x)+ (1−λ )z¯2(x) : λ ∈ [0,1]}
for a.e. x ∈ Ω.
Then, for a.e. x ∈ A it holds that
νx = δw(x)
with w ∈ L1 (A,Rm) and zn → w in L1 (A,Rm).
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Proof. After choosing a subsequence, one has zn ⇀ z in L
p (Ω,Rm) for some z ∈ Lp (Ω,Rm). Propo-
sition 3.8 in [14] provides us for a.e. a∈Awith an equi-integrable sequence (z¯an)∈ L1
(
T
d,Rm
)
which is
A-free on Ω and generates the Young measure νa. Note that supp(νa)⊂{λ z¯1(a)+ (1−λ )z¯2(a) : λ ∈ [0,1]}.
The latter is a compact set, as z¯1, z¯2 are bounded a.e. in Ω. Equi-integrability of (z¯
a
n) implies its
L1-boundedness. Therefore, for almost every a ∈ A Proposition 3.1 implies that νa = δza∞ for some
za∞ ∈ {λ z¯1(a)+ (1−λ )z¯2(a) : λ ∈ [0,1]} a constant. So, define w : A→ Rm, x 7→ zx∞. It follows that
(zn) converges on A to the function w in measure, since (zn) generates the atomic Young measure
ν = δw on A. Finally, Vitali’s convergence theorem and the equi-integrability of (zn) imply that zn →w
in L1 (A,Rm).
4 Application to the Two-Dimensional Isentropic Euler System
We aim to show that there is a generalized measure-valued solution to the isentropic Euler system on
(0,∞)×R2 which is not generated by a sequence of weak solutions and has Lipschitz initial data.
For the following definitions let Ω⊂ R2 be open and T > 0. First, the common framework of distribu-
tional solutions is introduced.
Definition 4.1. A pair (ρ ,u) ∈ L1 ([0,T ]×Ω,R+×R2) is a weak solution to (1.1) with initial data
(ρ0,u0) if (ρ0,ρ0u0) ∈ L1
(
Ω,R+×R2) and∫ T
0
∫
Ω
∂tψρ +∇xψ ·ρudxdt+
∫
Ω
ψ(0,x)ρ0(x)dx = 0,∫ T
0
∫
Ω
∂tϕ ·ρu+∇xϕ : (ρu⊗u)+divx ϕ p(ρ)dxdt+
∫
Ω
ϕ(0,x) ·ρ0(x)u0(x)dx = 0
for all ψ ∈C∞c ([0,T)×Ω) and ϕ ∈C∞c
(
[0,T )×Ω,R3). The above integrals have to exist as part of
the definition.
Moreover, we say that (ρ ,u) is a finite energy weak solution if (ρ ,u) is a weak solution and (ρ ,
√
ρu)∈
Lγ ([0,T ]×Ω,R+)×L2 ([0,T ]×Ω,R2).
In particular, a weak solution is a finite energy weak solution in the sense of the definition above, if its
energy E(ρ ,u)(t) is uniformly bounded in time. Here, the energy of a weak solution (ρ ,u) to (1.1) is
defined as
E(ρ ,u)(t) :=
1
2
∫
Ω
ρ(t,x)|u(t,x)|2dx+ 1
γ−1
∫
Ω
ργ(t,x)dx
for t ∈ [0,T ].
We now specify the notion of measure-valued solutions, following [7]. The first concept concerns only
oscillations.
Definition 4.2. A Young measure ν ∈ L∞w
(
[0,T ]×Ω,M1 (R+×R2)) is a measure-valued solution to
(1.1) with initial data (ρ0,u0) if (ρ0,ρ0u0) ∈ L1
(
Ω,R+×R2) and∫ T
0
∫
Ω
∂tψρ +∇xψ ·ρudxdt+
∫
Ω
ψ(0,x)ρ0(x)dx = 0,
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∫ T
0
∫
Ω
∂tϕ ·ρu+∇xϕ : ρu⊗u+divx ϕ p(ρ)dxdt+
∫
Ω
ϕ(0,x) ·ρ0(x)u0(x)dx = 0
for all ψ ∈ C∞c ([0,T)×Ω) and ϕ ∈ C∞c
(
[0,T )×Ω,R3). Here, we also introduced the notation ξ =
(ξ1,ξ
′) ∈ R+×R2 and
ρ(t,x) :=
∫
R+×R2
ξ1dν(t,x)(ξ ),
ρu(t,x) :=
∫
R+×R2
√
ξ1ξ
′dν(t,x)(ξ ),
ρu⊗u(t,x) :=
∫
R+×R2
ξ ′⊗ξ ′dν(t,x)(ξ ),
p(ρ)(t,x) :=
∫
R+×R2
p(ξ1)dν(t,x)(ξ ).
Again, the above integrals have to exist as part of the definition.
Moreover, we say that a sequence (ρn,un) of weak solutions to (1.1) generates the measure-valued
solution ν if (ρn,
√
ρnun)∈ L1
(
[0,T ]×Ω,R+×R2) and (ρn,√ρnun) generates ν in the sense of Young
measures.
The latter type of solution still might not take into account possible effects of concentration, which
occur for example for weakly converging sequences in the nonlinear terms of (1.1). So, we introduce a
generalized version of measure-valued solutions that remembers such effects, following [15].
Definition 4.3. A generalized Young measure
(ν ,m,ν∞) ∈ L∞w
(
[0,T ]×Ω,M1 (R+×R2))×M+([0,T ]× Ω¯)×L∞w([0,T ]× Ω¯,m,M1((S2γ ,2)+))
is a generalized measure-valued solution to (1.1) with initial data (ρ0,u0) and pressure p(ρ) = ρ
γ for
γ > 1 if (ρ0,ρ0u0) ∈ L1
(
Ω,R+×R2) and
∫ T
0
∫
Ω
∂tψρ +∇xψ ·ρudxdt+
∫
Ω
ψ(0,x)ρ0(x)dx = 0,∫ T
0
∫
Ω
∂tϕ ·ρu+∇xϕ : ρu⊗u+divx ϕργdxdt+
∫
Ω
ϕ(0,x) ·ρ0(x)u0(x)dx = 0
for all ψ ∈C∞c ([0,T)×Ω) and ϕ ∈C∞c
(
[0,T )×Ω,R3). Here, we introduced the notation (Sl+m−1p,q )+ :={
(β1,β
′) ∈ Sl+m−1p,q : β1 ≥ 0
}
and λ = (λ1,λ
′) ∈ R+×R2 as well as β = (β1,β ′) ∈
(
S
2
γ ,2
)+
together
with
ρ(t,x) :=
∫
R+×R2
λ1dν(t,x)(λ ),
ρu(t,x) :=
∫
R+×R2
√
λ1λ
′dν(t,x)(λ ),
ρu⊗u(t,x) :=
∫
R+×R2
λ ′⊗λ ′dν(t,x)(λ )+
∫
R+×R2
β ′⊗β ′dν∞(t,x)(β )m,
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ργ(t,x) :=
∫
R+×R2
λ
γ
1 dν(t,x)(λ )+
∫
R+×R2
β
γ
1 dν
∞
(t,x)(β )m,
where we interpret mdxdt = dm(t,x). Again, the above integrals have to exist as part of the definition.
Moreover, we say that a sequence (ρn,un) of finite energy weak solutions to (1.1) generates the gen-
eralized measure-valued solution (ν ,m,ν∞) if (ρn,
√
ρnun) ∈ Lγ ([0,T ]×Ω,R+)×L2
(
[0,T ]×Ω,R2)
and (ρn,
√
ρnun) generates (ν ,m,ν
∞) in the sense of generalized Young measures with respect to the
function space Fγ ,2.
It will be clear from the context in what sense the overlined variables have to be understood.
Note that the γ-2-recession functions of (β 7→ β1) and
(
β 7→
√
β1β
′
)
are zero. Hence, we left out the
corresponding concentration terms in the above definition.
Remark 4.4. We want to clarify here that a (generalized) measure-valued solution to the compressible
Euler system is not necessarily by definition generated by a sequence of weak solutions. In fact, the
purpose of the current contribution is to show the opposite.
Let us also give a definition of what we mean by a vanishing viscosity limit coming from the compress-
ible Navier-Stokes equations.
Definition 4.5. We say a sequence (ρn,un) ⊂ L1
(
(0,T )×R2,R+×R2) is a vanishing viscosity se-
quence if (ρn,un) is a distributional solution of the compressible Navier-Stokes system
∂t(ρnun)+div(ρnun⊗un)+∇ργn = µn divS(∇un),
∂tρn+div(ρnun) = 0
(4.1)
with initial data (ρn,0,un,0) satisfying the energy inequality for all n ∈ N. Here, (µn) ⊂ R+ is a null
sequence, (ρn,0) converges weakly in L
γ (Ω,R+), inf
n∈N
ρn,0 ≥ c > 0, and √ρn,0un,0 converges weakly in
L2
(
Ω,R2
)
. We also introduced the viscosity stress tensor S(∇u) := η
(
∇u+∇Tu
)
+λ (divu)Ed with
η > 0 and λ ≥−η .
We say a vanishing viscosity sequence (ρn,un) generates a measure-valued solution ν if
(
ρn,
√
ρnun
)
generates the Young measure ν . Moreover, we say a vanishing viscosity sequence (ρn,un) generates a
generalized measure-valued solution (ν ,µ ,ν∞) if
(
ρn,
√
ρnun
)
generates the generalized Young mea-
sure (ν ,µ ,ν∞) with respect to the function space Fγ ,2.
Remark 4.6. Note that for example by [12] for every initial data (ρn,0,un,0) there exists a weak
solution to (4.1) satisfying the energy inequality. Thus, a posteriori it holds that
(
ρn,
√
ρnun
) ⊂
Lγ ([0,T ]×Ω,R+)×L2 ([0,T ]×Ω,R2).
Now rewrite (1.1) via the substitution m := ρu,U := m⊗mρ − |m|
2
2ρ E2, q := p(ρ)+
|m|2
2ρ into a linear system
of PDEs
∂tρ +divm= 0,
∂tm+divU +∇q= 0.
(4.2)
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Note that trU = |m|
2
ρ − |m|
2
2ρ 2= 0 andU is symmetric. The equation (4.2) is treated as a linear system of
first order PDEs with unknowns (ρ ,m,U,q) : (0,T )×Ω→ R+×R2×S20×R+.
Henceforth, we confine ourselves to Ω =R2 and the case p(ρ) = ρ2, i.e. we consider the Euler system
∂tρ +div(ρu) = 0,
∂t(ρu)+div(ρu⊗u)+∇ρ2 = 0
(4.3)
on the domain [0,∞)×R2 (or also on [−T,∞)×R2 for T > 0).
Remark 4.7. Due to Remark 6.3 in [6], the results of this paper also hold for p(ρ) = ργ with γ in some
neighborhood of 2.
For the isentropic Euler system on R2 we define a property of solutions which corresponds to the
entropy inequality in the sense of hyperbolic conservation laws and usually appears in the context of
weak-strong uniqueness. We follow [6] and [4].
Definition 4.8. A bounded weak solution (ρ ,u) ∈ L∞ ((0,T )×R2,R+×R2) with initial data (ρ0,u0)
is called admissible if
∂t
(
ρ
|u|2
2
+ρ2
)
+div
((
ρ
|u|2
2
+2ρ2
)
u
)
≤0
holds in the sense of distributions, i.e. tested against functions in C∞c
(
[0,T )×R2,R3).
We say a (generalized) measure-valued solution ν (respectively (ν ,m,ν∞)) on [0,T ]×R2 is admis-
sible if
∂t
(
1
2
ρ |u|2+ρ2
)
+div
((
1
2
ρ |u|2+2ρ2
)
u
)
≤0
holds in the sense of distributions. Here we also introduced
ρ |u|2(t,x) :=
∫
R+×R2
|ξ ′|2dν(t,x)(ξ ), respectively,
ρ |u|2(t,x) :=
∫
R+×R2
|λ ′|2dν(t,x)(λ )+
∫
R+×R2
|β ′|2dν∞(β )m.
Depending on the context the correct meaning of the overlined terms will be clear.
Our next task is to rewrite (4.2) in the formAz= 0, whereA= ∑dl=1Al∂l . To that end, we introduce the
state vector z := (ρ ,m,U,q) for the unknowns of equation (4.2) and the homogeneous linear differential
operator AL. Note thatU21 =U12 andU22 =−U11 due to symmetry and tracelessness ofU . We set
AtL := A
1 :=

1 0 0 0 0 0 0 00 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0

 ,
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A
x1
L := A
2 :=

0 1 0 0 0 0 0 00 0 0 1 0 0 0 1
0 0 0 0 1 0 0 0

 ,
A
x2
L := A
3 :=

0 0 1 0 0 0 0 00 0 0 0 1 0 0 0
0 0 0 −1 0 0 0 1

 .
Note that this defines a constant rank operator AL, cf. Lemma 1 in [7]. Moreover, we have k= 8≥ 3=
d.
Now for a state vector z= (ρ ,m,U,q) the corresponding capital letter reads
Z =
(
8
∑
j=1
AL
l
i jz j
)
il
=

 ρ m1 m2m1 U11+q U12
m2 U12 −U11+q

 .
Further, let us introduce the lift map Q by
Qγ : R
+×R2 → R+×R2×S20×R+ ⊂ R8,
(ξ1,ξ
′) 7→
(
ξ1,
√
ξ1ξ
′,ξ ′⊗ξ ′− |ξ
′|2
2
E2,ξ
γ
1 +
|ξ ′|2
2
)
.
It can be checked right away that Qγ
(
ρ ,
√
ρu
)
is a solution to (4.2) in the sense of distributions if (ρ ,u)
is a weak solution to (1.1). We set Q := Q2 as our case of interest is γ = 2.
We are now ready to prove the main step in the construction of our non-generable measure-valued
solutions.
Proposition 4.9. Let T > 0. There exists Lipschitz initial data (ρ−T ,u−T ) : R2→R+×R2 which gives
rise to infinitely many pairs of admissible weak solutions (ρ ,u),(ρ˜ , u˜) : (−T,∞)×R2 → R+×R2 to
(4.3) with infρ , inf ρ˜ > 0 and (ρ ,u),(ρ˜ , u˜) ∈ L∞ ((−T,∞),R+×R2). These weak solutions are locally
Lipschitz and coincide up to time 0. Moreover, for each such pair of weak solutions there exists an open
set A⊂ (0,∞)×R2 such that for the corresponding lifted states z := Q(ρ ,√ρu) and z˜ := Q(ρ˜ ,√ρ˜ u˜)
holds z(t,x)− z˜(t,x) 6= 0 and z(t,x)− z˜(t,x) /∈ ΛAL for a.e. (t,x) ∈ A.
Proof. By Corollary 2.1 it suffices to show that z(t,x)− z˜(t,x) 6= 0 and det(Z(t,x)− Z˜(t,x)) 6= 0 for all
(t,x) ∈ A ⊂ (0,∞)×R2 for some open set A. If ρ , ρ˜ are constant and not equal, then z 6= z˜, and the
determinant condition reads
det(Z− Z˜)
=
∣∣∣∣∣∣∣∣∣


ρ− ρ˜ ρu1− ρ˜u˜1 ρu2− ρ˜ u˜2
ρu1− ρ˜ u˜1 ρu21+ρ2− ρ˜u˜21− ρ˜2 ρu1u2− ρ˜ u˜1u˜2
ρu2− ρ˜ u˜2 ρu1u2− ρ˜u˜1u˜2 −ρu21+ρ2+ |u|2ρ + ρ˜u˜21− ρ˜2−|u˜|2ρ˜︸ ︷︷ ︸
=ρu22−ρ˜u˜22+ρ2−ρ˜2


∣∣∣∣∣∣∣∣∣
=
(
ρ2− ρ˜2)(−ρρ˜ ((u1− u˜1)2+(u2− u˜2)2)+ (ρ2− ρ˜2)(ρ− ρ˜)) != 0,
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which follows by a tedious computation. Since we assumed ρ 6= ρ˜ to be positive constants, the above
is equivalent to the condition
|u− u˜|2 = (u1− u˜1)2+(u2− u˜2)2 != (ρ + ρ˜)(ρ − ρ˜)
2
ρρ˜
. (4.4)
So, we seek for two weak solutions (ρ ,u),(ρ˜ , u˜) with positive constant densities ρ 6= ρ˜ which fulfill
(4.4) almost nowhere on an open set A.
The construction of these two solutions will be provided by [6]. In particular, we will choose a shock
as initial datum (ρ0,u0) which possesses two admissible fan subsolutions (in the sense of [6]). One can
then infer admissible weak solutions to (4.3) with special properties from these two subsolutions. In
detail:
Choose
(ρ0,u0) :=
{
(ρ−,u−) , x2 < 0,
(ρ+,u+) , x2 > 0
with
ρ− :=1,
ρ+ :=4,
u− :=
(
− 1
ρ+
,2
√
2(
√
ρ+−√ρ−)
)
=
(
−1
4
,2
√
2
)
,
u+ :=
(
− 1
ρ+
,0
)
=
(
−1
4
,0
)
.
Then, by Lemma 6.1 in [6] the shock (ρ0,u0) arises from a classical solution with Lipschitz initial data
in the sense that there exists (ρc,uc) ∈W 1,∞loc ∩ L∞
(
(−∞,0)×R2,R+×R2) such that (ρc,uc) solves
(4.3) in the classical sense and (ρc(t, ·),uc(t, ·)) t→0−→ (ρ0,u0) almost everywhere. Set (ρ−T ,u−T ) :=
(ρc(−T, ·),uc(−T, ·)).
Let us now choose the two subsolutions. This means, we choose a triple (ρ¯, u¯, w¯) : (0,∞)×R2 →
R
+×R2×S2×20 of piecewise constant functions. Our particular choices will be of the form
(ρ¯ , u¯, w¯) =
(
ρ−,u−,u−⊗u−− 1
2
|u−|2E2
)
1P− +(ρ1,u1,w1)1P1
+
(
ρ+,u+,u+⊗u+− 1
2
|u+|2E2
)
1P+
with P−,P1,P+ ⊂ (0,∞)×R2 of the form
P− ={(t,x) : t > 0 and x2 < ν−t},
P1 ={(t,x) : t > 0 and ν−t < x2 < ν+t},
P− ={(t,x) : t > 0 and x2 > ν+t},
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where ν−,ν+ ∈R with ν− < ν+ and
u1⊗u1−w1 < C1
2
E2
for someC1 > 0. We introduce α ,β ,γ ,δ ∈R by
u1 =(α ,β ),
w1 =
(
γ δ
δ −γ
)
.
Proposition 5.1 in [6] gives the following characterization: The triple (ρ¯ , u¯, w¯) is an admissible fan
subsolution in the sense of [6] with the specific choice ρ+ = 4 and ρ− = 1 if and only if
ν−(1−ρ1) =2
√
2−ρ1β , (4.5)
ν−
(
−1
4
−ρ1α
)
=− 1√
2
−ρ1δ , (4.6)
ν−(2
√
2−ρ1β ) =8+ρ1γ +1−ρ21 −ρ1
C1
2
, (4.7)
ν+(ρ1−4) =ρ1β −0, (4.8)
ν+(ρ1α − (−1)) =ρ1δ −0, (4.9)
ν+(ρ1β −0) =−ρ1γ −0+ρ21 −16+ρ1
C1
2
, (4.10)
α2+β 2 <C1, (4.11)
0<
(
C1
2
−α2+ γ
)(
C1
2
−β 2− γ
)
− (δ −αβ )2, (4.12)
ν−
(
1−ρ21
)
+ν−
((
1
16
+8
)2
2
−ρ1C1
2
)
≤(1+1)2
√
2− (ρ21 +ρ21)β +√2
(
1
16
+8
)2
−ρ1βC1
2
,
(4.13)
ν+
(
ρ21 −16
)
+ν+
(
ρ1
C1
2
− 1
8
)
≤(ρ21 +ρ21)β −0+ρ1βC12 −0, (4.14)
where we used p(ρ) = ρ2, i.e. ε(ρ) = ρ .
In the proof of Lemma 6.2 of [6] they give an explicit choice of numbers satisfying these conditions,
namely
β :=0,
δ :=0,
ν+ :=0,
which yields the constraints
α =− 1
4
,
18
ν− =− 7
2
√
2
,
ρ1 =
15
7
,
9049
1680
<C1 ≤ 11273
1680
,
γ =
C1
2
− 559
105
.
To come up with another admissible fan subsolution we perturb the above choice from [6] slightly. To
be precise, we start with defining
α˜ =− 1
4
,
ν˜+ :=η
for some (small) η < 0. This yields,
ρ˜1 =
15+16
√
2η +12η2
7+4
√
2η +3η2
,
β˜ =
η(ρ˜1−4)
ρ˜1
,
δ˜ =− 1
4
β˜ ,
ν˜− =− 14
√
2+29η +6
√
2η2
(3η +2
√
2)2
,
γ˜ =ρ˜1− 16
ρ˜1
+
C˜1
2
− ν˜+β˜ .
So, we need to restrict the range of η to η ∈
(
− 2
√
2
3
,0
)
. Note that 7+4
√
2η +3η2 is positive for all
η ∈ R. If |η | is sufficiently small, then we can choose some C˜1 in approximately the same interval as
for C1.
Now we use the fact that C1 and C˜1 can be chosen within some range. In particular, to conclude the
proof, it suffices to choose η ∈
(
− 2
√
2
3
,0
)
and C1,C˜1 such that√
(ρ1+ ρ˜1)(ρ1− ρ˜1)2
ρ1ρ˜1
<
∣∣∣√C1−√C˜1∣∣∣ . (4.15)
Indeed, for the subsolution (ρ¯ , u¯, w¯) we can infer (infinitely many) admissible weak solutions (ρ ,u) to
(4.3) by Proposition 3.6 in [6] with ρ = ρ¯ . This is done with the help of Lemma 3.7 in [6], which gives
us
|u|2 = tr(u⊗u) = tr(U)+C1
2
tr(E2) =C1
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a.e. on P1 for some S
2×2
0 -valued function U . Analogously, for the subsolution (
¯˜ρ , ¯˜u, ¯˜w) we obtain
(infinitely many) admissible weak solutions (ρ˜ , u˜) with ρ˜ = ¯˜ρ and
|u˜|2 = C˜1
a.e. on P˜1. Note that for all η ∈
(
− 2
√
2
3
,0
)
we have ν˜− <− 72√2 . Hence, on
P1∩ P˜1 ={(t,x) : t > 0 and ν−t < x2 < ν˜+t}
=
{
(t,x) : t > 0 and − 7
2
√
2
t < x2 < ηt
}
we obtain by (4.15) that
|u− u˜|2 ≥ ∣∣|u|− |u˜|∣∣2 = ∣∣∣√C1−√C˜1∣∣∣2 > (ρ1+ ρ˜1)(ρ1− ρ˜1)2
ρ1ρ˜1
holds almost everywhere. Thus, (4.4) is violated a.e. on A := P1∩ P˜1. Note that ν− = − 72√2 < −
2
√
2
3
,
hence P1∩ P˜1 is open for all possible choices of η . It also follows that ν˜− < ν˜+.
Therefore, it remains to give a specific choice of
(
− 2
√
2
3
,0
)
∋ η ,C1, and C˜1 such that (4.15) holds. For
example, choose
η =−0.001,
C1 =6,
C˜1 =5.8.
One can check that this choice indeed fulfills the required conditions (4.5)-(4.14) and (4.4). This
finishes the proof.
Note that the above choices of η , C1, and C˜1 can be made within some intervall. Thus, we obtain
infinitely many such choices of subsolutions.
Remark 4.10. For two weak solutions (ρ ,u) and (ρ , u˜) with equal density, the corresponding lifted
states are always wave-cone-connected. Indeed, we have
Z(t,x)− Z˜(t,x)
=


ρ ρu1 ρu2
ρu1 ρu1u1− |u|
2
2
ρ +ρ2+ |u|
2
2
ρ ρu1u2
ρu2 ρu1u2 −
(
ρu1u1− |u|
2
2
ρ
)
+ρ2+ |u|
2
2
ρ

(t,x)− Z˜(t,x)
=ρ


0 (u1− u˜1) (u2− u˜2)
(u1− u˜1)
(
u21− u˜21
)
(u1u2− u˜1u˜2)
(u2− u˜2) (u1u2− u˜1u˜2) −
(
u21− u˜21
)
+ |u|2−|u˜|2︸ ︷︷ ︸
=u22−u˜22

(t,x)
Thus, det
(
Z(t,x)− Z˜(t,x)) = 0 trivially holds, which is an elementary computation. Note that this
holds in particular for |u| 6= |u˜|.
20
We now combine the pairs of states corresponding to the above compression wave with our previous
rigidity result Theorem 3.5.
Theorem 4.11. There exists Lipschitz initial data (ρ−T ,u−T ) : R2 → R+ ×R2 which gives rise to
infinitely many admissible measure-valued solutions to the isentropic Euler system (4.3) of the form
ν = λδ(ρ ,
√
ρu) + (1− λ )δ(ρ˜ ,√ρ˜ u˜), where (ρ ,u),(ρ˜ , u˜) are as in Proposition 4.9 with corresponding
open set A on which the lifted states are not wave-cone-connected, and λ ∈ (0,1). Such a solution
ν coincides with a classical compression wave up to time 0 and moreover ν cannot be generated by
sequences of weak solutions or vanishing viscosity sequences (ρn,un) satisfying the following property:
There exists an open and bounded set B ⊂ A such that the sequences (ρn|un|2) and (ρ2n) are equi-
integrable on B.
Remark 4.12. Note that the sequences
(
ρn|un|2
)
and
(
ρ2n
)
correspond to the integrands of the energy
E(ρ ,u).
Proof. By Proposition 4.9 there exists a Lipschitz initial datum (ρ−T ,u−T ) : R2→R+×R2 which gives
rise to a pair of weak solutions (ρ ,u),(ρ˜ , u˜) : (−T,∞)×R2 → R+×R2 with infρ > 0, inf ρ˜ > 0 and
(ρ ,u),(ρ , u˜) ∈ L∞ ((−T,∞)×R2,R+×R2). These solutions all coincide with a classical compression
wave up to time 0. Moreover, this proposition ensures that there is an open set A ⊂ (0,∞)×R2 such
that for the corresponding lifted states z = Q
(
ρ ,
√
ρu
)
and z˜ = Q(ρ˜ ,
√
ρ˜ u˜) holds z(t,x)− z˜(t,x) 6= 0
and z(t,x)− z˜(t,x) /∈ ΛAL for a.e. (t,x) ∈ A. Note that z, z˜ ∈ L∞
(
(−T,∞)×R2,R8). The map Q is
clearly continuous. Since Q
(
ρ ,
√
ρu
)→ 0 as ρ → 0+ for all v ∈R2, we can extend Q by zero yielding
a continuous function Q˜ : R3 → R8.
Now define the Young measures
(t,x) 7→ λδ(ρ ,√ρu)(t,x)+(1−λ )δ(ρ˜ ,√ρ˜ u˜)(t,x) =: ν(t,x),
(t,x) 7→ λδz(t,x)+(1−λ )δz˜(t,x) =: ν˜(t,x)
for λ ∈ (0,1) fixed but arbitrary. Note that for all f ∈C0
(
R
8,R
)
and a.e. (t,x) ∈ (−T,∞)×R2 holds∫
R8
f (z)dν˜(t,x)(z) =
∫
R+×R2
( f ◦Q)(ξ )dν(t,x)(ξ ).
One immediately checks that ν is a measure-valued solution to (4.3).
Assume now that ν is generated by a sequence (ρn,un) : (−T,∞)×R2 → R+×R2 of weak solutions
to (4.3) with the property that there exists an open and bounded set B ⊂ A such that the sequences(
ρn|un|2
)
and
(
ρ2n
)
are equi-integrable on B. Then,
(
Q◦ (ρn,√ρnun)) is AL-free on (−T,∞)×R2 in
the sense of distributions. In particular,
(
Q◦ (ρn,√ρnun)∣∣B) is AL-free in the weak sense also on the
open and bounded set B.
If (ρn,un) is a vanishing viscosity sequence generating the measure-valued solution ν we have to be
more careful:
Let (µn) ⊂ R+ be the corresponding null sequence of viscosity parameters and let (ρn,−T ,un,−T ) be
the corresponding initial data as in Definition 4.5. By our Definition 4.5 (ρn,un) fulfills the energy
inequality ∫
R2
1
2
ρn(t,x)|un(t,x)|2+ 1
2
ρ2n (t,x)dx+
∫ t
−T
∫
R2
µnS(∇un) : ∇undxdt
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≤
∫
R2
1
2
ρn,−T (x)|un,−T (x)|2+ 1
2
ρ2n,−Tdx
for a.e. t ∈ (−T,∞). The sequences (ρn,−T ) and
(√
ρn,−Tun,−T
)
converge weakly in L2, thus the right
hand side of the above inequality is uniformly bounded. Note that by Korn’s inequality the term in-
volving the viscosity stress tensor is non-negative.
Since (ρn,un) is a weak solution to (4.1), its lift satisfies in particular
AL (Q◦ (ρn,√ρnun)) = µn divS(∇un) in D′
(
B,R3
)
.
Hence, we estimate
‖AL (Q◦ (ρn,√ρnun))‖H−1(B,R3) = sup‖ϕ‖
H1
0 (B,R
3)≤1
ϕ∈C∞c (B,R3)
|〈µn divS(∇un),ϕ〉|
= sup
‖ϕ‖
H1
0 (B,R
3)≤1
ϕ∈C∞c (B,R3)
∣∣∣∣∫
B
µnS(∇un) : ∇ϕdxdt
∣∣∣∣
≤√µn
√
µn
∫
B
|S(∇un)|2dxdt ·1
≤C√µn
√
µn
∫
B
S(∇un) : ∇undxdt
≤C√µn → 0
by Korn’s inequality and the energy inequality. In particular, we obtain
‖AL (Q◦ (ρn,√ρnun))‖W−1,r(B,R3) ≤ ‖AL (Q◦ (ρn,
√
ρnun))‖H−1(B,R3) → 0
for all r ∈ (1, 3
2
)
.
Now we treat both cases of (ρn,un) being a vanishing viscosity sequence or a sequence of weak solu-
tions at once:
For all f ∈C0
(
R
8
)
we have f ◦ Q˜ ∈C0
(
R
+×R2,R), since Q˜ ∈C(R+×R2,R8). Thus, the sequence(
Q◦ (ρn,√ρnun)) generates the Young measure ν˜ on (−T,∞)×R2. In particular, (Q◦ (ρn,√ρnun)∣∣B)
generates the Young measure ν˜
∣∣
B
.
Moreover, the sequence
(
Q◦ (ρn,√ρnun)∣∣B) is equi-integrable on the open and bounded set B ⊂ A,
which of course implies its L1
(
B,R8
)
-boundedness. Note also that
supp(ν˜x) = {z(x)}∪{z˜(x)} ⊂ {λ z(x)+ (1−λ )z˜(x) : λ ∈ [0,1]}
for a.e. x ∈ B. Therefore, for a.e. b ∈ B Theorem 3.5 implies that ν˜∣∣
B
= δw for some w ∈ L1 (B,Rm).
But this contradicts the fact that ν˜b = λδz(b)+(1−λ )δz˜(b) for a.e. b ∈ B with λ ∈ (0,1), which finishes
the proof.
The two weak solutions (ρ ,u) and (ρ˜ , u˜) from Proposition 4.9 are admissible and hence the admissi-
bility is inherited by the measure-valued solution ν = λδ(ρ ,
√
ρu) + (1− λ )δ(ρ˜ ,√ρ˜ u˜) by an elementary
calculation.
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Our main theorem is now just an application of the previous results. This essentially follows from the
fact that generating a generalized Young measure is a stronger notion than generating a classical Young
measure. In particular, the former implies equi-integrability of the generating sequence, as we will see
below.
Theorem 4.13. Let T > 0. There exists Lipschitz initial data (ρ−T ,u−T ) : R2 → R+×R2 which gives
rise to infinitely many admissible generalized measure-valued solutions to the two-dimensional isen-
tropic Euler system (4.3). Such a generalized measure-valued solution coincides on [−T,0) with a
classical compression wave and evolves on (0,∞) such that it cannot be generated by sequences of
finite energy weak solutions or by a vanishing viscosity sequence.
Proof. Take the initial data (ρ−T ,u−T ) and one of the admissible measure-valued solutions ν = λδ(ρ ,√ρu)+
(1−λ )δ(ρ˜ ,√ρ˜ u˜) as in Theorem 4.11, where (ρ ,u),(ρ˜ , u˜) are as in Proposition 4.9. Write this as a gen-
eralized Young measure (ν ,0,µ), where µ is just a dummy variable completing our notation, because
the concentration-measure ν∞ is defined only m-a.e., which in the present case is the empty set. One
immediately checks that (ν ,0,µ) is an admissible generalized measure-valued solution to (4.3).
Now assume for the sake of contradiction that the generalized measure-valued solution (ν ,0,µ) is gen-
erated by (ρn,un) which is a sequence of weak solutions or a vanishing viscosity sequence. By our
Definitions 4.3 and 4.5 this means that
(
ρn,
√
ρnun
) ∈ L2 ((−T,∞)×R2,R+)×L2 ((−T,∞)×R2,R2)
generates (ν ,0,µ) in the sense of generalized Young measures with respect to the function space F2,2.
Define the maps
Φ1 : R
+×R2→ R, (ξ1,ξ ′) 7→ ξ 21 ,
Φ2 : R
+×R2→ R, (ξ1,ξ ′) 7→ |ξ ′|2.
For all f ∈ F1 we obtain that
( f ◦ (id×Φ1))∞(x,β1,β2) = lim
x′→x
(β ′
1
,β ′
2
)→(β1 ,β2)
s→∞
( f ◦ (id×Φ1))
(
x′,s2β ′1,s
2β ′2
)
s4
= lim
x′→x
(β ′
1
,β ′
2
)→(β1 ,β2)
s→∞
f
(
x′,s4(β ′1)
2
)
s4
= lim
x′→x
β˜ ′
1
→β˜1
s˜→∞
f
(
x′, s˜β˜1
)
s˜
exists and is continuous on Ω¯×
(
S
2
2,2
)+
. This means that f ◦ (id×Φ1) ∈ F2,2. Similarly, one checks
that f ◦ (id×Φ2) ∈ F2,2. Now define the generalized Young measures (ν1,0,µ) and (ν2,0,µ) by
〈νi, f 〉 := 〈ν , f ◦ (id×Φi)〉 for all f ∈ F1 and i= 1,2.
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Hence, the sequences
(
ρ2n
) ∈ L1 ((−T,∞)×R2,R+) and (ρn|un|2) ∈ L1 ((−T,∞)×R2,R+) generate
the generalized Young measures (ν1,0,µ) and (ν2,0,µ), respectively.
The remarks in Section 2.4 of [16], which characterize the function space F1, together with Theo-
rem 2.9 in [1] yield that a sequence (zn) ∈ L1 generating a generalized Young measure (ν ,0,µ) with
respect to the function space F1 is equi-integrable. Therefore, the sequences
(
ρ2n
)
and
(
ρn|un|2
)
are
equi-integrable on (−T,∞)×R2. By Lemma 2.2 the sequence (ρn,un) generates the measure-valued
solution ν in the classical sense. Thus, Theorem 4.11 yields the desired contradiction.
Theorem 4.13 provides us with a concrete instance where the following non-generability result for
certain generalized measure-valued solutions without concentration part can be applied. This result
can be interpreted as a selection principle for unphysical solutions.
Corollary 4.14. Let d ∈ N and Ω ⊂ Rd be open and bounded. Further, let (ν ,0,µ) be a generalized
measure-valued solution to (1.1) with pressure law p(ρ) = ργ for γ > 1 on [0,T ]×Ω of the form
ν = λδ(ρ ,
√
ρu)+(1−λ )δ(ρ˜ ,√ρ˜ u˜) with λ ∈ (0,1), where (ρ ,u) and (ρ˜ , u˜) are weak solutions (to possibly
different initial data) whose lifts are not wave-cone-connected on a set of positive measure. Then
(ν ,0,µ) cannot be generated by sequences of finite energy weak solutions or by a vanishing viscosity
sequence.
Proof. This is a direct consequence of Lemma 2.2, Theorem 3.5, and the proofs of Theorems 4.11
and 4.13.
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