Introduction
In analyzing numerical methods for boundary value problems, one often uses explicit representations or estimates of Green's functions. The notion of well-conditioning of such a BVP is intimately connected to a moderate bound of these Green's functions. As a consequence one can show cf. [6] that there exists a natural splitting of the solution space into nongrowing and nondecaying solutions. It is essential for the latter analysis that the fundamental solution is nonsingular everywhere. A discrete analogue of such an analysis is straight-forward (cf. [2] ).
However, if the differential equations are impliCit, and have an index:2 1, i.e. if in the (linearized) system, the coefficient matrix of the derivative term is allowed to be singular, this may lead to problems. These differential algebraic equations are in fact ODEs coupled with algebraic relations, cf. [5] . For certain numerical methods the rank deficiency is inherited in some of the matrix coefficients of the difference equation. This then explains our interest in rank deficient coefficients. Another example of one step recursions with such a rank deficiency arises from discretization of stiff problems; e.g. if we have dx di=A(t)X, AE IR and we use an implicit method, the trapezezoidal rule say, then the resulting recursion reads (I-hi A(tj+l» Xi +1 = (1 +hj A(tj»Xj.
Clearly for h j A(tj+l) = 1 or hi A(tj) =-1 either one of the coefficients is zero. A generalisation to systems is obvious.
In the singular coefficient case, we no longer have a fundamental solution that is invertible everywhere. This then makes the more or less standard argumentation for relating well-conditioning to dichotomy no longer applicable. Indeed, apparently some "parasitic" solutions are generated (filling in for the trivial solutions in the Green's function); we have to show that these behave well in some sense too.
In this paper we shall exclusively deal with the discrete rank deficient case. We shall analyze the Green's function and draw conclusions with respect to growth of ("parasitic") solutions. As a major result we can thus show how and why a decoupling technique makes sense and is stable for such problems. The analysis is in particular applied to problems which involve block tridiagonal matrices as arise e.g. from collocation methods for BVP. However, they may also be useful for multiple shooting techniques and related methods. In section 2 we generalise concepts and estimates for Green's functions for the singular case. In section 3 we then show what can be said about the growth of basis modes (as far as they exist). As a special application of this analysis we consider in section 4 tridiagonal matrices arising from a particular repartitioning in a staircase matrix, thus inducing singular blocks. The analysis finally enables us to derive a stable decoupling algorithm in section 5. The theory is illustrated by some examples in section 6. Explicit expressions for {G jj} when Aj E I and B j is nonsiogular for all i can be found e.g. in [7] .
In this section we shall derive, more generally, expressions for the potentially rank deficient case.
Le. we assume that for at least one index j a matrix A j or B j is singular. i.e.
is singular.
If we denote by A + the pseudo-inverse of a matrix A (cf. [4] Property 2.14. So for the rest of the proof we can therefore restrict ourselves to
for (ii) we deduce from the forego-
We can then proceed as follows
we find (ii) Range(BjFj,j+l)n Range(AjFjj) = {OJ.
(iii) There exists an orthogonal projection Qj such that
Proof. 
Then clearly {ii} satisfies the homogeneous recursion for i = j and on account of (i) also for i "" j.
So there exists a vector c such that ii = cl>i c for all i, and in particular for i = j. Hence 
[] We find immediately: -8-
Estimates for the fundamental solutions
In section 2 we derived expressions for the Green's function in tenns of the fundamental solution {wd and certain parasitic solutions {Fjj }jfixed. The latter kind of "solutions" are effectively onesided solutions, i.e. built up from components which satisfy the homogeneous recursion for either i > j or i S j; this is in contrast to the fundamental solution which exists globally (albe it with possible zero components on a range of consecutive indices).
We shall now show that well conditioning of the BVP (2.1), (2.2) implies a kind of dichotomy of {Wi} and a kind of one sided stability for {Fij}. To do this we first have to generalise some results of [6] ; not so much because our problem is discrete, but rather because it is singular.
First we examine the structure of {4>i} more in detail. Let rank(Cl> 1 ) = n -I and rank(Cl>N) = n -m. 
It is therefore not restrictive to identify V and V W. Next. let U 1 be an orthogonal matrix such that It is simple to verify that -9- 
Like in [6] we split f in two parts (which effectively corresponds to a separation of non-increasing and increasing modes coupled by the boundary condition); so we introduce
Inspired by this partitiOning, let a projection P be given by (3.5) ,_ [/m+k 0]
Finally. let 
where -10 - We have the following lemmata Lemma 3.9.
(i)
Proof. We have
Because of the construction of 15-1 it directly follows that lI~lllz S 1. Furthennore we have
o 0 h
Hence UiNliz S 1. From these expressions of ~1 and ~N the other assertions follow immediately.
[J Proof.
So the estimate follows from Lemma 3.9.
Theorem 3.11.lIij P ijll s; (1C+4~) Yj. is j,
where Yj = max(IIA jll, liB jll).
[J -11 -
The expressions in square brackets are each bounded in nonn by K"{j. Since M 1 ti>1 = P, the result follows from using Lemma 3.9, Lemma 3.10 and Theorem 2. Moreover we obtain a (separated) BC (4.5a) (4.5b)
The recursion (4.3) was already discussed in [8] with respect to stability and dichotomy by rewriting it into one step fonn:
Clearly both matrices in this implicit recursion are singular; this caused some problems for application of the general theory, which were circumvented by an indirect analysis in [8] .
With the more general results of the preceding sections we can tackle this problem more naturally now. Ralher than (4.6) we consider a recursion of which we shall only analyse the essential, Le. the homogeneous part:
(note that (4.7a) is directly found from (4.6) through left multiplication by a suitable nonsingular matrix and setting bi = 0). The fonn (4.7a) is unbiassed with respect to the increase or decrease of the index sequence it is clear that they are identical to the last n-k columns of the Green's function {Gil}' The argument for the first k columns of {K J2} is similar.
0
Note that for all j the projections like P j in (2.6) are identical to P, where [ 1/1 01 p= "0J" Property 4.12. Let {Gij} denote the Green's function of (4.7), Then, using the notation of Pro-
perty 2.13, I.e. G ij = G ij P (where Of course, the results of this section might also be obtained by manipulating directly on the matrix resulting from (4.7a,b) in relation to (4.2). However. the construction in this section demonstrates the validity of our analysis given in Section 3.
From Theorem 3.11 we can now see that the (inflated) one-step system (4.7a,b) has a dichotomic fundamental solution.
-17 -
Decoupling and singular matrices
In this section we consider the BVP (2.1), (2.2) . assuming that it is well-conditioned, but allowing any of the matrices involved to be singular.
A general decoupling method which employs orthogonal matrices was given in [8}. We first describe it here briefly: Let Qo be an orthogonal matrix. Then perfonn a QU-decomposition
Al QI =RI Ut (Le. R t orthogonal and U 1 (block) upper triangular). Next, perfonn a "(block) UQ-
where VIis (block) upper triangular. Initially one can take both U I and V t to be upper triangular. The block fonn follows from the construction in Theorem S.6. We can continue this process giving at the i-th step (S.2a)
we obtain an upper triangular recursion
In order to employ the decoupling for separate computation of non-increasing and non-decreasing modes, we need appropriate blocks of Uj and Vi to be nonsingular. In the following theorem we shall show that a suitable pennutation gives block upper triangular Ui and Vi. which allow for a globally meaningful decoupling. Proof We shall use induction. We can always choose the columns in Qi such that the first kl -18-columns are orthogonal to Null(A 1). so the last (n -k 1) rows of U t are zero. Since the BVP is well-posed, i.e. the "multiple shooting" matrix is nonsingular it follows that the last (n -k I) rows of RII BII must have full rank, so the lower right (n-k t ) x (n-kl) block of V t is nonsingular. By a suitable choice of R, we can guarantee that V 1 has zeros on the first 11 diagonal positions, where 11 is such that rank(B 1) = n -11'
Now let the statement be true for i -1. Due to the zero h-l x li-l left upper block of Vj -1 , the corresponding block of Uj must be nonsingular, i.e. ki ~ Ii-I' It is always possible to permute the last n -1;-1 columns of Bi-l and Ai such that Ui' when singular, i.e. of k; S n, is such that its right 
As grid points we use +0 ' j = 0, ... ,30 and moreover in the left layer: t = _1_ _1_ _1_ _1_ _1_ _1_ _1_ _1_ _1_ _1_ and in the right layer the 1200 ' 600' 400 ' 300' 250' 200 • 150' 100' 50 • 25
In The table shows that there is a nice layer resolution indeed; moreover the global error is of a proper order. These computations are essentially based on employing the stable decoupling. Introducing an additional variable y, we can write { EX=y (6.5) Ey =Ax +q.
For this simple index 1 probleem, we can use the trapezoidal method with grid spacing h resulting in (cf. [5] ) (6.6) Ai zi + Bi zi+l = bi, i = 0, ... , N-l where . , _ [ -! E -~ 1 . ' -[ -! E -~ E-1 (6.7) A, ,- Then a complete set of BC for (6.6) is given by (cr. 
Hence it follows that the parasitic solutions generated by the Green's function are zero, except at the point where they arise. This then implies numerical stability of the decoupling if only the decoupled scalar recursion employing the first diagonal elements of Ui and Vj is used in a stable -24-direction. The existence of a stable direction follows directly from the well conditioning of the DAE (6.4), (6.8) (cf. [4] ).
