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Abstract
We define a class of degenerate elliptic operators of second order, for which it is possible to
calculate the Green kernel and the heat kernel. The exact formula for the Green kernel can be used
to study the points where the operator is analytic hypoelliptic or to study the Gevrey regularity. The
heat kernel is always analytic for positive time.
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1. Introduction
The recent theory of partial differential equations has focussed on regularity results
for their solutions. The main result is the C∞-hypoellipticity criterion of Hörmander,
which states that a sum of squares of vector fields
∑
X2k is C
∞
-hypoelliptic when the
Lie algebra generated by the Xk spans the whole tangent space at every point. More
recently, the problem of analytic hypoellipticity has been addressed, for example for the
subelliptic laplacian of Heisenberg group and their heat equation [12,13,20], using an
explicit formula for the heat kernel: Many regularity results for very special instances have
been obtained using construction of parametrices as in [7,8,16,18,19,23–25], as well as
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well-known counter-example of Baouendi and Goulaouic [1], namely the operator
∂2
∂x21
+ ∂
2
∂x22
+ x21
∂2
∂t2
(1.1)
is an example where analytic hypoellipticity fails, although the seemingly analogous
operators
∂2
∂x21
+ ∂
2
∂x22
+ (x21 + x22)
∂2
∂t2
, (1.2)
∂2
∂x2
+ x2
(
∂2
∂t21
+ ∂
2
∂t22
)
(1.3)
are analytic hypoelliptic. Various other examples of failure of analytic hypoellipticity have
recently been given in [10,11,17], while the examples of [4,5] are analytic hypoelliptic. No
explanations of the regularity results have been given. We propose here a new Gevrey trial
framework.
Our interest is not so much in regularity results as in obtaining the exact shape of the
singularity of the Green kernel or the heat kernel of various second order subelliptic or
degenerate elliptic operators. In particular, we have determined the exact Green function
and heat kernel of step 2 subelliptic operators on step 2 nilpotent Lie groups in [3],
using complex hamiltonian mechanics: the Green kernels and the heat kernels are given
as explicit integrals of quantities which have a geometric invariant meaning, although the
general reason why these expressions arise is still puzzling. In [6], we have generalized our
method to the case of degenerate elliptic operators of the type
r+1∑
j=1
j +
r∑
j=1
aj (xj ,∇tj ) (1.4)
where xj are variables in a vector space Rnj , tj are variables in a vector space Rpj ,
j is the Laplace operator in the xj variable and aj (xj , τj ) is a quartic form which is
separately quadratic in xj and τj and satisfy a lower bound (see also Section 8 of this
article). This category includes the examples given above (1.1), (1.3), in particular the
Baouendi–Goulaouic example. The Green kernels of operators such as (1.4) is given by an
explicit integral over the dual variables τj of the variables tj , of certain invariant quantities
derived from the complex hamiltonian mechanics. This exact integral formula shows how
the Green kernel may fail to be analytic. Indeed, we have found in [6], the necessary and
sufficient condition for analytic hypoellipticity of operators of the type (1.4).
In this article, we introduce another class of second order operators, which are sums of
squares of vector fields (see Section 2 for the precise hypothesis), and which include all
step 2 subelliptic operators of step 2 nilpotent Lie groups. The operators of this class may
be subelliptic, degenerate elliptic, or somewhat in between. This class, called “transversally
elliptic” for obvious reason, is different from the class of operators of type (1.4). The
transversally elliptic operators are projections of step 2 subelliptic operators of certain
step 2 nilpotent Lie groups: namely one can introduce auxiliary variables and construct a
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auxiliary variables of the step 2 subelliptic operator of the nilpotent Lie group. This allows
us to apply the results of [3] and to obtain the Green function and heat kernel by integration
over the auxiliary variables (see Sections 2 and 7). In Section 3, we give various estimations
of the complex mechanical entities entering in the formula. In Section 4, we construct
the Green function of the transversally elliptic operators, prove that it is Gevrey type 2
(see [15] for the first reference of this notion) at any point and give a sufficient condition
of analyticity at every point. A refinement of the formula for the Green kernel given in
Section 5 allows the more precise study of the analyticity or of the Gevrey regularity at
certain point, as well as partial analyticity or partial Gevrey regularity. In Section 7, we
give the formula for the heat kernels of transversally elliptic operators, and we prove that
they are always analytic for positive time. Finally, in Section 8, we compare our results
with those of [6].
2. Transversally elliptic operators
2.1. Definitions of the operators
In this section, we define the class of degenerate operators that we shall consider, and
give various preliminary considerations.
We consider the space of variables x ∈ Rn, t ∈ Rp where x = (x1, . . . , xn), t =
(t1, . . . , tp). The Latin indices i , j , k, . . . will take value from 1 to n and the Greek indices
α, β, . . . will take value from 1 to p.
We also consider n vectors fields
Xj = ∂
∂xj
+
∑
k,α
aαjkxk
∂
∂tα
(2.1)
and q vectors fields
Tr =
∑
α
αr (x)
∂
∂tα
, (2.2)
where the Latin indices r , s, . . . will take values from 1 to q .
Here the coefficients aαjk are constant and the function αr (x) are linear functions of x
αr (x)=
∑
i
αri(x)xi.
We consider the second order operators
L = 1
2
(∑
i
X2i +
∑
r
T 2r
)
. (2.3)
The first remark is that one can assume, after a change of coordinates that the matrices
(aαjk)j,k are skew symmetric a
α
jk = −aαkj .
To see this, we define new coordinates
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t ′α = tα −
1
4
∑
(aαij + aαji)xixj .
After this change of coordinates, we see that the Xi are replaced by those with the skew-
symmetric part of the matrices (aαij )i,j . We shall henceforth, assume that a
α
ij = −aαji .
The operator (2.3) is a sum of squares of vector fields whose brackets are
[Xj,Xk] = 2
∑
α
aαkj
∂
∂tα
,
[Xj,Tr ] =
∑
α
αrj
∂
∂tα
, (2.4)
[Tr, Ts ] = 0.
The vector fields Xj ; Tr , and their brackets span the whole space Rn × Rp at each point
(x, t) if and only if the brackets (2.4) generate Rp , that is the ∂
∂tα
can be recovered from
the relations (2.4). These relations define a linear mapping
τ ∈ Rp →
(
2
∑
α
aαkj τα,
∑
α
αrj τα
)
∈ Rn(n−1)/2 × Rnq (2.5)
which must be of rank p, and so its kernel should be reduced to 0 in Rp .
Using the hypoellipticity criterion of Hörmander we have thus proved the following:
Lemma 1. (1) The operator L is hypoelliptic if and only if for any τ ∈ Rp , τ = 0, the
vector quantity(
2
∑
α
aαkj τα,
∑
α
αrj τα
)
∈ Rn(n−1)/2 × Rnq (2.6)
is nonzero in the space Rn(n−1)/2 × Rnq .
(2) The operator is elliptic at points (x, t) ∈ Rn × Rp such that the matrix (αr (x))α,r is
of rank p.
2.2. Subelliptic regularization
We shall introduce q real variables yr , r = 1, . . . , q , and define the vector fields
Yr = ∂
∂yr
+
∑
α
αr (x)
∂
∂tα
(2.7)
and the second order operator
= 1
2
(∑
i
X2i +
∑
r
Y 2r
)
. (2.8)
Again this operator is hypoelliptic exactly under the conditions of Lemma 1. The
advantage of introducing  is that it is a left-invariant second order operator in a step
2 nilpotent Lie group. More precisely, we consider the space
N = Rn ×Rq × Rp
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(x ′, y ′, t ′) ∗ (x, y, t)= (x ′ + x, y ′ + y, t ′ + t + q(x ′y ′, x, y)) (2.9)
with
q(x ′, y ′, x, y)α =
∑
i,j
xia
α
ij x
′
j +
∑
yr
α
rj x
′
j . (2.10)
We abbreviate this using the self-obvious notation:
q(x ′, y ′, x, y)= 〈x, ax ′〉 + 〈y, x ′〉. (2.11)
It is possible to see that the vector fields Xi , Yr are left invariant vector fields for this
group law given by Eq. (2.9). In fact, for example:
(Xif )(x
′, y ′, t ′) =Xi(f ◦ (x ′,y ′t ′))(0)
= ∂
∂xi
(
(f ◦ (x ′,y ′,t ′))(x, y, t)
)∣∣
(x,y,t)=0
= ∂f
∂xi
+
∑
α
∂qα(x
′, y ′, x, y)
∂xi
∣∣∣∣
0
∂f
∂tα
= ∂f
∂xi
(x ′, y ′, t ′)+
∑
α
aαij x
′
j
∂f
∂tα
.
Because of the skew-symmetry of aαij we deduce
(x ′, y ′, t ′)−1 = (−x ′,−y ′,−t ′ + 〈y ′, x ′〉),
(x ′, y ′, t ′)−1 ∗ (x, y, t)
= (x − x ′, y − y ′, t − t ′ + 〈y ′, x ′〉 − 〈x, ax ′〉 − 〈y, x ′〉). (2.12)
Remark. Contrarily to the case studied in [3], the function q given by Eq. (2.11) is not a
skew symmetric function of the couples (x, y) and (x ′, y ′).
2.3. Subelliptic Green function
The Green function Γ (x, y, t | x ′, y ′, t ′) of the operator  is defined as
(x,y,t)Γ (x, y, t | x ′, y ′, t ′)= δ
(
(x ′, y ′, t ′)−1 ∗ (x, y, t)). (2.13)
This is the Green function of pole (x ′, y ′, t ′).
Let Γ (x, y, t) the Green function of pole 0. Then one has, because  is left invariant:
Γ (x, y, t | x ′, y, t ′)= Γ ((x ′, y ′, t ′)−1 ∗ (x, y, t)). (2.14)
It is then sufficient, for the moment, to consider the Green function Γ (x, y, t) at pole 0.
Such Green functions were constructed in [2,3], using complex hamiltonian mechanics
and we shall now recall the construction made in [3], with certain necessary modifications
due to the fact that the group law of the space N = Rn × Rq × Rp as given by Eqs. (2.9)
and (2.10) does not satisfy the skew symmetry property.
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(x ′, t ′) ∗ (x, t)= (x ′ + x, t ′ + t + q(x ′, x)),
qα(x
′, x)=
∑
j,k
bαjkxjx
′
k
but we do not assume now, that the matrices (bαjk)j,k are skew symmetric.
We consider m vector fields
Xi = ∂
∂xi
+
∑
bαjkxk
∂
∂tα
(2.15)
and
= 1
2
∑
i
X2i . (2.16)
These operators are left invariant for the previous group law. We want to find the Green
function Γ (x, t) of  at the origin
Γ (x, t)= δo(x, t). (2.17)
In [3], a formula for Γ (x, t) was obtained under the following form
Γ (x, t) = c
∫
Rp
V (τ )
(f (x, t, τ ))m/2+p−1
dτ (2.18)
where
(i)
c = −Γ
(
m
2
+ p − 1
)/
(2π)
m
2 +p,
(ii) f (x, t, τ ) is a smooth solution of the Hamilton Jacobi equation, in fact quadratic of
x and linear of t ,
H(x, t,∇f )+
∑
τα
∂f
∂τα
= f, (2.19)
H(x, t,∇f ) = 1
2
∑
(Xif )
2 = 1
2
∑
i
(
∂
∂xi
f +
∑
α,h
bαjkxk
∂f
∂tα
)2
. (2.20)
This Hamilton Jacobi equation must be integrated along certain bicharacteristics
(iii) V (τ) is a function of τ only satisfying∑
α
τα
∂V
∂τα
+
(
f − m
2
)
V = 0 (2.21)
(this is consistent because f will be a quadratic function of x , linear function of t , so that
f will be a function of τ only.
(iv) In Eq. (2.18), the integral is absolutely convergent for x = 0, and is defined by
integrating over a complex contour for x = 0, namely the contour
R
p + iεσˆ , (2.22)
where ε > 0, σˆ is a certain unit vector that will be explicited later.
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group law (2.9), (2.10), so that, in the previous formulas (2.18)–(2.21), x is replaced by
(x, y) and m= n+ q
Γ (x, y, t)= c
∫
Rp
V (τ )dτ
[f (x, y, t, τ )](n+q)/2+p−1 , (2.23)
H(x,y, t,f) = 1
2
[∑
i
(Xif )
2 +
∑
r
(Yrf )
2
]
, (2.24)
∑
α
τα
∂V
∂τα
+
(
(x,y,t)f − n+ q2
)
V = 0. (2.25)
Finally, combining Eqs. (2.23) and (2.14), one has the formula
Γ (x, y, t | x ′, y ′, t ′) = c
∫
V (τ)dτ
[f ((x ′, y ′, t ′)−1 ∗ (x, y, t), τ )](n+q)/2+p−1 , (2.26)
and
c = −Γ
(
n+ q
2
+ p − 1
)/
(2π)
n+q
2 +p. (2.27)
The variable x ∈ Rm of the general theory has been replaced by a couple (x, y) ∈ Rn ×Rq ,
the vector fields Xi of Eqs. (2.15) are replaced by Xi , Yr and the matrices (bαij )i,j become
(n+ q)× (n+ q) matrices given by the (aαij ) matrices of Eq. (2.1) and the (αrk) matrices
of Eq. (2.7), namely
bα =
n q ︷︸︸︷(aαij ) ︷︸︸︷0
αrj 0

}
n 1 i, j  n,}
q 1 r  q.
(2.28)
2.4. The degenerate elliptic Green function of L
We come back to Section 2.1. Our purpose is to find the Green function G(x, t | x ′, t ′)
of pole (x ′, t ′) for the operator L, namely
L(x,t)G(x, t | x ′, t ′)= δ(x − x ′)δ(t − t ′).
Because L is invariant by translation in t , we may assume t ′ = 0.
Lemma 2. Let Γ (x, y, t | x ′, y ′,0) the Green function of the subelliptic operator  with
pole (x ′, y ′,0). Let us assume that for |x − x ′| + |t| = 0∫
Rq
Γ (x, y, t | x ′, y ′,0)dy exists (2.29)
and for all r and k = 1,2, that∫
q
dy
∂k
∂ykr
Γ (x, y, t | x ′, y ′,0)= 0. (2.30)R
538 R. Beals et al. / Bull. Sci. math. 128 (2004) 531–576We define the function G as
G(x, t | x ′,0)=
∫
Rq
Γ (x, y, t | x ′,0,0)dy. (2.31)
If G is a locally integrable function of (x, t), then G is the Green function of the operator L.
Proof. We write
(x,y,t)Γ (x, y, t | x ′, y ′,0)= δ(x − x ′)δ(y − y ′)δ(t) (2.32)
and integrate over y . Now, we have by Eq. (2.30)∫
Rq
∂k
∂ykα
Γ (x, y, t | x ′, y ′,0)dy = 0
so that the first and second derivatives with respect to the y variables appearing in , gives
a zero contribution to the integral over y of Γ , and the integration of Eq. (2.32) with
respect to y gives:
δ(x − x ′)δ(t)=
∫
dyx,y,tΓ (x, y, t | x ′, y ′,0)
= Lx,t
∫
dy Γ (x, y, t | x ′, y ′,0). (2.33)
Because , and so Γ , are invariant by translation in y , we may also assume that y ′ = 0,
Eq. (2.33) shows that G, being a distribution (because it is locally integrable), is the Green
function of L. As a conclusion, we can summarize the results.
Theorem 1. Assuming the hypotheses (2.29), (2.30), the Green function of the operator L
is given by the expression:
G(x, t | x ′,0)= c
∫
Rp+q
dτ dy
V (τ)
[f ((x ′,0,0)−1 ∗ (x, y, t), τ )](n+q)/2+p−1 , (2.34)
where f (x, y, t, τ ) is the solution of the Hamilton–Jacobi equation
H(x,y, t,∇f )+
∑
α
τα
∂f
∂τα
= f, (2.35)
H(x,y, t,∇f )= 1
2
[∑
(Xif )
2 +
∑
r
(Yrf )
2
]
(2.36)
f being quadratic in (x, y), linear in t vanishing at (x, y, t)= 0 and V (τ) is∑
τα
∂V
∂τα
+
(
f − n+ q
2
)
V = 0. (2.37)
The integral is absolutely convergent if |x − x ′| = 0 and is defined by a change of contour
of the type Rp + iη where η ∈ Rp is an adapted vector (that will be defined later).
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analytic continuation and prove estimation (2.29)–(2.30) of Lemma 2, as well as the local
integrability of G.
2.5. Addition of first order terms to L
If λ is a given vector in Cp , we define
Lλ = L−
p∑
α=1
λα
∂
∂tα
(2.38)
and, accordingly
λ =−
p∑
α=1
λα
∂
∂tα
. (2.39)
We call Gλ and Fλ the Green functions of Lλ and λ respectively.
The following result was proved in [3] (Section 6.1, Theorem 5).
Theorem 2.
(1) Under the hypoellipticity assumption Ω(τ) = 0 for τ = 0, the Green function Γλ of
λ is given by
Γλ(x, y, t | x ′, y ′, t ′) = c
∫
Rp
ei〈λ,τ+iεuˆ〉V (τ + iεuˆ)dτ
[f ((x ′, y ′, t ′)−1 ∗ (x, y, t), τ+iεuˆ)](n+q)/2+p−1 (2.40)
provided the integral is absolutely convergent.
Here f and V as given as previously, uˆ is a unit vector conveniently chosen, for ε > 0
small.
(2) A sufficient condition of convergence is that∣∣Im〈λ, τ 〉∣∣< Tr+ Ω(τ) τ ∈ Rp − {0}, (2.41)
where Tr+ is the sum of positive eigenvalues.
If condition (2.41) is fulfilled, one can take ε = 0 for (x, y) = (x ′, y ′), but ε > 0 when
(x, y)= (x ′, y ′).
Theorem 3. Under the assumptions that for |x − x ′| + |t| = 0∫
Rq
Γλ(x, y, t | x ′, y ′,0)dy exists, (2.29)λ
∫
Rq
dy
∂k
∂ykr
Γλ(x, y, t | x ′, y ′,0)= 0, (2.30)λ
∣∣Im〈λ, τ 〉∣∣< Tr+ Ω(τ) for τ ∈ Rp − {0},
the function:
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∫
Rq
Γλ(x, y, t | x ′, y ′,0)dy (2.42)
= c
∫
Rp+q
dτ dy ei〈λ,τ 〉
V (τ)
[f ((x ′,0,0)−1 ∗ (x, y, t), τ )](n+q)/2+p−1
is the Green kernel of λ. Again the integrals in Eq. (2.42) are absolutely convergent for
|x − x ′| = 0 and are defined by a change of contour for x = x ′ of the type τ + iεη where
τ ∈ Rp, ε > 0 and η is an adapted vector. Finally, c is given as
c = −(2π)−((n+q)/2+p)Γ
(
n+ q
2
+p − 1
)
.
Theorem 3 is derived from Theorem 2 exactly as was Theorem 1, in Section 2.4.
3. The action
In this section, we shall integrate the Hamilton–Jacobi equation (2.19) determine the
action f and the function V (τ). Essentially, these results were derived in [3, Part II] but
under a restrictive hypothesis.
3.1. Reduction of the problem
We start, as in Section 2.3, with a hamiltonian
H(x, ξ, t, θ)= 1
2
∑
i
(
ξi +
∑
α,k
bαikxkθα
)2
. (3.1)
Here, as in Section 2.3, x ∈ Rm, t ∈ Rp , ξ are conjugate momenta of x and θ are conjugate
momenta of t . The symbol of Xi as defined in Eq. (2.15), will be denoted by
ζi = ξi +
∑
k,α
bαikxkθα (3.2)
and the symbol of , which is H , is given by
H = 1
2
∑
i
ζ 2i .
We consider now hamiltonian trajectories satisfying
dxi
ds′
=Hξi ,
dξi
ds′
= −Hxi ,
dtα
ds′
=Hθα,
dθα
ds′
= −Htα (3.3)
with boundary conditions
x(0)= 0, x(s)= x, t (s)= t, θ(0)= −iτ, (3.4)
where τ ∈ Rp is given and s is a fixed time, which is also given, so that 0  s′  s in
Eq. (3.3). We denote the solution of Eqs. (3.3)–(3.4) by{
x(s′ | x, t, τ, s), ξ(s′ | x, t, τ, s), t (s′ | x, t, τ, s), θ(s′ | x, t, τ, s)}.
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x(s′ | x, t, τ, s) = x
(
λs′ | x, t, τ
λ
,λs
)
,
ξ(s′ | x, t, τ, s)= λξ
(
λs′ | x, t, τ
λ
,λs
)
,
t (s′ | x, t, τ, s)= t
(
λs′ | x, t, τ
λ
,λs
)
,
θ(s′ | x, t, τ, s)= λθ
(
λs′ | x, t, τ
λ
,λs
)
.
We define g(x, t, τ, s) as the action along the hamiltonian path:
g(x, t, τ, s) = −i
∑
α=1
ταtα(0 | x, t, s, τ )+
s∫
0
[〈ξ, x˙〉 + 〈θ, t˙〉 −H ]ds (3.5)
which satisfies the standard Hamilton Jacobi equation
H(x, t,∇g)+ ∂g
∂s
= 0
as well as the scaling property
g(x, t, τ, s) = λg
(
x, t,
τ
λ
,λs
)
.
The function
f (x, t, τ )= g(x, t, τ, s)|s=1 (3.6)
satisfies the Hamilton–Jacobi equation
H(x, t,∇f )+
∑
α
τα
∂f
∂τα
= f.
All these results were derived in [3, Part II].
In our case, because H does not depend on t , Ht = 0, so that θ(s) is a constant and
θ(s′ | x, t, τ, s)= −iτ. (3.7)
Lemma 3. The function g(x, t, τ, s) given by Eq. (3.5) can be written as
g(x, t, τ, s) = ϕ(x, τ, s)− i〈τ, t〉, (3.8)
where ϕ(x, τ, s) is the action function for the hamiltonian H˜ (x, ξ, τ ) defined by
H˜ (x, ξ, τ )= 1
2
∑
i
ζ˜ 2i , (3.9)
ζ˜i = ξi +
∑
Aikxk, (3.10)
k
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Aik = −i
∑
α
bαikτα (3.11)
and the hamiltonian H˜ is considered only as an hamiltonian in the (x, ξ) variables,
depending parametrically of τ .
Proof. We come back to Eqs. (3.3). Because Ht = 0, θ is a constant of motion, as we
have said, and stays equal to −iτ . As a consequence, the first two equations of the system
(3.3) are a hamiltonian system with respect to the (x, ξ) variables which depends on τ , and
which is independent of t . So x(s′), ξ(s′) satisfies
dx
ds′
= H˜ξ , dξds′ = −H˜x,
x(0)= 0, x(s)= x
and the trajectories depend only, on x , τ , s, but not on t . Then, the function
ϕ(x, τ, s)=
s∫
0
[〈ξ, x˙〉 −H ]ds (3.12)
is the action function of this hamiltonian system (recall that H ≡ H˜ on the trajectory).
Moreover, θ being constant (−iτ ), we have
s∫
0
〈θ, t˙〉ds = −i〈τ, t (s)− t (0)〉= −i〈τ, t − t (0)〉
because t (s) = t , and from Eq. (3.5), we see that
g(x, t, τ, s) = ϕ(x, τ, s)− i〈τ, t〉.
3.2. Calculation of the action ϕ
We start with the hamiltonian
H˜ (x, ξ) = 1
2
∑
i
ζ˜ 2i ,
ζ˜i = ξi +∑Aikxk, (3.13)
where x ∈ Rm, ξ ∈ Rm. In this section we skip the ∼ sign above H and ζ . We consider the
hamiltonian system, between 0 and 1
dx
ds
=Hξ , dξds = −Hx, 0 s  1,
x(0)= x(o), x(1)= x
(3.14)
and denote the action as
ϕ(x;x(o))=
s∫ [〈ξ, x˙〉 −H ]ds. (3.15)0
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Ω =A− tA and Ω = 0. (3.16)
Lemma 4.
(i) The initial and final values of the conjugate momentum ξ of the trajectory are:
ξ(0)= Ω
exp(Ω)− I (x − x
(o))−Ax(o),
ξ(1)= exp(Ω)Ω
exp(Ω)− I (x − x
(o))−Ax.
(3.17)
(ii) One has
〈ξ, x˙〉 −H = 1
2
d
ds
〈ξ, x〉. (3.18)
(iii) ϕ(x;x(o)) is given by the expression
ϕ(x;x(o))= 1
2
[〈
Ω
2
coth
Ω
2
(x − x(o)), x − x(o)
〉
+ 〈A(x + x(o)), x(o) − x〉]. (3.19)
Proof of (i). We write the hamiltonian equations (3.14) as
x˙i = ∂H
∂ξi
= ζi, ξ˙ι = −∂H
∂xi
= −
∑
j
ζjAji,
so that
ζ˙i = ξ˙i +
∑
j
Aij x˙j =
∑
j
Ωij ζj
and
ζ(s) = exp(sΩ)ζ(0),
x(s)= x(o) +
s∫
0
ζ(u)du= x(o) + exp(sΩ)− I
Ω
ζ(0).
We normalize ζ(0) by x(1)= x
ζ(0)= Ω
exp(Ω)− I (x − x
(o)).
Then
ξ(0)= ζ(0)−Ax(0)= Ω
exp(Ω)− I (x − x
(o))−Ax(o),
ξ(1)= ζ(1)−Ax(1)= exp(Ω)Ω
exp(Ω)− I (x − x
(o))−Ax.
Notice that even if Ω has an eigenvalue 0, all the expressions containing (exp(Ω)−I)−1
are of the type Ω(exp(Ω)− I)−1 and everything has a meaning.
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〈ξ, x˙〉 −H = d
ds
〈ξ, x〉 − (〈ξ˙ , x〉 +H )
and so we need to prove
〈ξ˙ , x〉 +H = 1
2
d
ds
〈ξ, x〉
or
1
2
〈ξ˙ , x〉 − 1
2
〈ξ, x˙〉 +H = 0.
But
ξ˙ = ζ˙ −Ax˙, x˙ = ζ, H = 1
2
〈ζ, ζ 〉
so that
1
2
〈ξ˙ , x〉 − 1
2
〈ξ, x˙〉 +H = 1
2
〈ζ˙ −Ax˙〉 + 1
2
〈Ax, ζ 〉.
But ζ˙ = (A− tA)ζ and the whole expression reduces to
1
2
[−〈tAζ, x〉 + 〈Ax, ζ 〉]≡ 0.
Proof of (iii). The action is then
ϕ(x;x(o))= 1
2
〈
ξ(1), x
〉− 1
2
〈
ξ(0), x(o)
〉
which can be calculated using formulas (3.17)
ϕ(x;x(o))= 1
2
[〈
exp(Ω)Ω
exp(Ω)− I (x − x
(o)), x
〉
− 〈Ax,x〉
−
〈
Ω
exp(Ω)− I (x − x
(o)), x(o)
〉
+ 〈Ax(o), x(o)〉
]
= 1
2
[〈
exp(Ω)Ω
exp(Ω)− I (x − x
(o)), (x − x(o))
〉
+ 〈Ω(x − x(o)), x(o)〉
+ 〈Ax(o), x(o)〉 − 〈Ax,x〉
]
. (3.20)
Now coth Ω2 = 1 + 2exp(Ω)−I then:〈
exp(Ω)Ω
exp(Ω)− I (x − x
(o)), x − x(o)
〉
=
〈
Ω(x − x(o)), (x − x(o))
〉
+
〈
Ω
exp(Ω)− I (x − x
(o)), (x − x(o))
〉
=
〈
Ω
expΩ − I (x − x
(o)), (x − x(o))
〉
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=
〈
Ω
2
coth
Ω
2
(x − x(o)), (x − x(o))
〉
.
Noticing that Ω = A − tA, we recover formula (3.19) from Eq. (3.20) after some
manipulation.
3.3. Specialization to the case of f (x, y, τ )
We apply now these results to the case of the nilpotent group N = Rn × Rq × Rp with
the variables (x, y, t) and the operator
= 1
2
(∑
i
X2i +
∑
r
Y 2r
)
.
Instead of having only one set of variable x ∈ Rm we distinguish two subsets (x, y) ∈
Rn × Rq . The matrix (bαik)i,k of Eqs. (3.1) become (n+ q)× (n+ q) matrices which have
the form
bα =
n q ︷︸︸︷aαij ︷︸︸︷0
αrj 0

}
n 1 i, j  n,}
q 1 r  q,
as in Eq. (2.26). As a consequence the matrix
A= −i
∑
α
ταb
α
in Eq. (3.11) can also be decomposed in blocks. We define the linear combinations
aij (τ )=
∑
ταa
α
ij , rj (τ )=
∑
τα
α
rj . (3.21)
Then
A(τ)= −i
(
a(τ) 0
(τ ) 0
)
(3.22)
and the matrix Ω(τ) is
Ω(τ)=A(τ)− tA(τ )= −i
(
2a(τ) −t(τ )
(τ ) 0
)
(3.23)
which is purely imaginary (for real τ ), skew symmetric and so hermitian. We have used
here the fact that the matrices (aαij ) are skew-symmetric as we have assumed in Section 2.1,
so a(τ)= −ta(τ ).
The function f of Section 3.1, is then given as
f (x, y, t, τ )= g(x, y, t, τ, s)|s=1 (3.24)
and using Eq. (3.8)
g(x, y, t, τ, s)|s=1 = ϕ(x, y;0,0)− i〈τ, t〉. (3.25)
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ϕ(x, y;0,0)= 1
2
[〈
Ω(τ)
2
coth
Ω(τ)
2
(x, y), (x, y)
〉
− 〈A(τ)(x, y), (x, y)〉]. (3.26)
Here, using the definition (3.22) of A(τ)〈
A(τ)(x, y), (x, y)
〉= −i[〈a(τ)x, x〉+ 〈(τ )x, y〉] (3.27)
= −i〈(τ )x, y〉
because a(τ) is skew symmetric.
Now we have to calculate f at the point
(x ′,0,0)−1 ∗ (x, y, t)= (x − x ′, y, t − 〈x, ax ′〉 − 〈y, x ′〉) (3.28)
(we use the group law of Eqs. (2.9), (2.10)).
Using Eqs. (3.23)–(3.25), we deduce the following lemma.
Lemma 5. We have for f
f
(
(x ′,0,0)−1 ∗ (x, y, t), τ)
= 1
2
〈
Ω(τ)
2
coth
Ω(τ)
2
(x − x ′, y), (x − x ′, y)
〉
+ i〈x, a(τ )x ′〉+ 1
2
i
〈
y, (τ )(x + x ′)〉− i〈τ, t〉. (3.29)
Proof. We have
f
(
(x ′,0,0)−1 ∗ (x, y, t), τ)
= ϕ(x − x ′, y;0,0)− i〈τ, t〉 − 〈x, ax ′〉 − 〈y, x ′〉)
= 1
2
〈
(Ω(τ)
2
coth
Ω(τ)
2
(x − x ′, y), (x − x ′, y)
〉
+ i
2
〈
y, (τ )(x − x ′)〉− i〈τ, t〉 + i〈x, a(τ )x ′〉+ i〈y, (τ )x ′〉
which gives the Eq. (3.29).
3.4. The function V (τ)
This function is the solution of∑
τα
∂V
∂τα
+
(
f − n+ q
2
)
V = 0. (3.30)
Using [3, Part II, Lemma 11], we deduce from Eq. (3.29) that
f = 1
2
Tr
(
Ω(τ)
2
coth
Ω(τ)
2
)
.
The same reasoning as in Lemma 12, Part II of [3] gives us
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V (τ)=
(
det
Ω(τ)
2
)1/2/(
det sh
Ω(τ)
2
)1/2
. (3.31)
3.5. Hypoellipticity of the operator L
Finally, the hypothesis of hypoellipticity of Section 2.1 Lemma 1, says that for any
τ = 0, the quantity (a(τ ), (τ )) is nonzero, or using the definition (3.23) of Ω(τ).
Lemma 7. The operator L is hypoelliptic if and only if for any τ = 0 in Rp , Ω(τ) = 0.
Remark. Even if Ω(τ) is a degenerate matrix, all the quantities V (τ) and Ω(τ)2 coth
Ω(τ)
2
make sense using a spectral resolution of Ω(τ), so that f is also well defined.
As a consequence of this hypoellipticity condition, we obtain
Tr+
(
Ω(τ)
)
> δ|τ |
for a certain δ > 0 and all τ ∈ Rp , where Tr+ is the sum of positive eigenvalues of Ω(τ).
The eigenvalues of Ω(τ) are real and the nonzero eigenvalues come by pair (λ,−λ),
because Ω(τ) is hermitian and skew-symmetric. This is why
V (τ) exp
(−δ′|τ |)
for large |τ | and that the integral giving Γ is absolutely convergent for large |τ |.
3.6. Analytic continuations of f and V
We come back to Lemma 5, Eq. (3.29) and we decompose f in the following manner
f
(
(x ′,0,0)−1 ∗ (x, y, t), τ)=ψ(x − x ′, y, τ )− i〈τ,u〉 (3.32)
with
ψ(x − x ′, y, τ )= 1
2
〈
Ω(τ)
2
coth
Ω(τ)
2
(x − x ′, y), (x − x ′, y)
〉
, (3.33)
uα = tα − 〈x, aαx ′〉 − 12
〈
y, α(x + x ′)〉. (3.34)
The following lemma was proved in [3], with slightly different notations.
Lemma 8. We assume hypoellipticity, or Ω(τ) = 0 for τ = 0. There exist positive constants
C, C′, εo such that for all real τα ∈ Rp, all 0 < ε < εo and all x , x ′, y , t , we have the
estimation∣∣Imψ(x − x ′, y, τ + iεuˆ)∣∣ Cε(|x − x ′|2 + |y|2), (3.35)
Reψ(x − x ′, y, τ + iεuˆ) C′(|x − x ′|2 + |y|2), (3.36)
Ref
(
(x ′,0,0)−1 ∗ (x, y, t), τ + iεuˆ) C′(|x − x ′|2 + |y|2 + ε|u|) (3.37)
with uˆ denoting the unit vector u|u| if u = 0 and uˆ= 0 if u = 0.
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shγ |τ |
)1/2
. (3.38)
4. Construction of the degenerate elliptic Green function
In this section, we conclude the proof of Theorem 1.
4.1. Change of contour
First, we consider the subelliptic Green function Γ (x, y, t | x ′,0,0), that was given by
Eqs. (2.14) and (2.23), so that
Γ (x, y, t | x ′,0,0)= c
∫
Rp
V (τ )dτ
[f ((x ′,0,0)−1 ∗ (x, y, t), τ )](n+q)/2+p−1 (4.1)
with f given by Eq. (3.31)
f
(
(x ′,0,0)−1 ∗ (x, y, t), τ)=ψ(x − x ′, y, τ )− i〈τ,u〉.
Integral (4.1) is absolutely convergent for |x − x ′| + |y| = 0. In general, we know as in [3],
that we must define it by a change of contour
Γ (x, y, t | x ′,0,0)= c
∫
Rp
V (τ + iεuˆ)dτ
[f ((x ′,0,0)−1 ∗ (x, y, t), τ + iεuˆ)](n+q)/2+p−1 (4.2)
for ε small enough and f , V satisfy the estimations of Lemma 8.
The only thing to prove is that the real part of f in the denominator of the second
member of Eq. (4.2) is bounded from below for (x, y, t) = (x ′,0,0). We use inequality
(3.37). This is clear if |x − x ′| + |y| = 0. If |x − x ′| + |y| = 0, then u reduces to t which is
nonzero (by definition (x, y, t) = (x ′,0,0)).
4.2. Integration of the variables y
We verify now the hypotheses in Lemma 2, namely
Lemma 9. If (x, t) = (x ′,0), the∫
Rq
Γ (x, y, t | x ′, y ′,0)dy exists (4.3)
and for all r and k = 1,2∫
Rq
∂k
∂ykr
Γ (x, y, t | x ′, y ′,0)dy = 0. (4.4)
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(1) We use estimation (3.37) for Ref
Ref
(
(x ′,0,0)−1 ∗ (x, y, t), τ + iεuˆ) C′(|x − x ′|2 + |y|2 + ε|u|), (4.5)
uα = tα − 〈x, aαx ′〉 − 12
〈
y, α(x + x ′)〉. (4.6)
Then ∣∣Γ (x, y, t | x ′,0,0)∣∣ C ∫
Rq
V (τ )dτ
(|x − x ′|2 + |y|2 + ε|u|)(n+q)/2+p−1 . (4.7)
If x − x ′ = 0, the integral over y ∈ Rp of the second member of inequality (4.7) is
obviously convergent because(|x − x ′|2 + |y|2 + ε|u|)−((n+q)/2+p−1)  (|x − x ′|2 + |y|2)−((n+q)/2+p−1)
and so at decreases at infinity like |y|q+n at least.
If x = x ′, |t| = 0, we have
uα = tα − 〈y, αx ′〉
and the denominator |y|2+ε|u| has no zero and decreases at least like |y|−(q+n) for large y .
(2) Then we write∫
Rq
∂
∂yr
Γ dy =
∫
Rq
∏
s =r
dys lim
Y→∞
[
Γ (x, y, t | x ′, y ′,0)|yr=Y (4.8)
− Γ (x, y, t | x ′, y,0)|yr=−Y
]
.
We use in Eq. (4.8) estimation (4.7) which shows that the second member of Eq. (4.8)
tends to zero by dominated convergence. The second derivative in yr is treated in a similar
way.
4.3. Estimation of the Green function G
One can then define G as the integral over y of the Green function Γ of the subelliptic
operator . It remains to be proved that G(x, t | x ′,0) is locally integrable in (x, t) around
(x ′,0), so that it defines a distribution.
Lemma 10. We have for any α and x ′∫
|x−x ′|<α,|t |<α
y∈Rq
dx dy dtΓ (x, y, t | x ′,0,0) <+∞
so that G(x, t | x ′,0) is locally integrable.
Proof. The integral can be decomposed in an integral over |x − x ′| < α, |t| < α, |y| A
which is finite because Γ (x, y, t | x ′,0,0) is locally integrable, and an integral over |y|>A
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|x−x ′|<α,|t |<α
|y|>A
Γ (x, y, t | x ′,0,0)
 C
∫
|x−x ′|<α,|t |<α
|y|>A
dx dy dt
∫
dτ
V (τ)
|ψ|(n+q)/2+p−1 . (4.9)
Because y = 0, the change of contour is not needed in the expression of Γ and using
Eq. (3.36), we have for any τ
|ψ| C′(|x − x ′|2 + |y|2)C′|y|2
and the second member of (4.9) is then
 C
∫
|y|>A
dy
|y|n+q+2(p−1) <+∞.
Lemma 11. The distributions XiG and TrG are also locally integrable.
Proof. It is the same as the previous one, because XiΓ and YrΓ are locally integrable.
Conclusion of the proof of Theorem 1. Lemmas 9 and 10 prove the hypotheses of Lemma
2 and of Theorem 1 of Section 2.4.
4.4. The Green function Γλ of the subelliptic λ
In this section, we prove Theorem 2 of Section 2.5 for the Green function Γλ(x, y, t |
x ′, y ′, t ′) of λ.
(1) The proof that Γλ satisfies the equation λΓλ = 0 outside (x ′, y ′, t ′) provided that
all the integrals are absolutely convergent, was essentially given in Section 6.1, Theorem 5
of [3]. More precisely, f satisfies the Hamilton–Jacobi equation as in Eq. (2.24) and this
takes care of the highest powers on f−1 when we apply λ under the integral sign. Then,
the function
W(τ) = exp(i〈λ, τ 〉)V (τ)
satisfies a modified transport equation∑
α
τα
∂W
∂τα
+
(
λf − n+ q2
)
W = 0,
because V satisfies∑
τα
∂V
∂τα
+
(
f − n+ q
2
)
V = 0
and because
λf = 12 Tr
(
Ω(τ)
2
coth
Ω(τ)
2
)
− i〈λ, τ 〉 =f − i〈λ, τ 〉.
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(2) It is evident that condition (2.41)∣∣Im〈λ, τ 〉∣∣< Tr+ Ω(τ), τ ∈ Rp − {0}
implies that the integral (2.40) is absolutely convergent with ε = 0 and (x, y) = (x ′, y ′)
because exp(i〈λ, τ 〉)V (τ ) decreases exponentially fast when |τ | → ∞ (and the function f
is bounded from below, see Lemma 8, when (x, y) = (x ′, y ′)).
The problem comes from points (x, y, t) = (x ′, y ′, t ′) for t = t ′. In this case, we must
first take (x, y, t) such that (x, y) = (x ′, y ′) and change the contour as
τ + iεuˆ, τ ∈ Rp (4.10)
just as in Section 4.1, with exactly the same unit vector uˆ and ε > 0 small enough. But,
then, the problem is to prove the absolute convergence of the integral with that new contour
(4.10). This comes from the following lemma.
Lemma 12. The function V satisfies∣∣V (τ + iεuˆ)∣∣ CV (τ) (4.11)
for τ ∈ Rp , 0 < ε < εo.
Because of Lemma 12, | exp(i〈λ, τ + iεuˆ〉)V (ε+ iεuˆ)| will be exponentially decreasing
for large |τ |, τ ∈ Rp provided | Im〈λ, τ 〉| < Tr+ Ω(τ) for τ ∈ Rp −{0} and ε is sufficiently
small. Then, the integral on that contour gives the value of Γλ and provides the analytic
continuation as usual for points of the type (x, y, t) = (x ′, y ′, t) where t = t ′ (we use the
lower bound for f (Eq. (3.37)).
Proof of Lemma 12. Lemma 12 is obviously the consequence of the following result:
Lemma 13. There exist constants δ, C > 0 such that if A is an hermitian operator in Rd
and B is any operator in Rd with ‖B‖  δ, then (A + B)−1 sh(A + B) is defined and
satisfies
1
C
det
(
shA
A
)
 det
(
(A+B)−1 sh(A+B)) C det( shA
A
)
. (4.12)
To deduce Lemma 12 from Lemma 13, we just take A=Ω(τ), B = iΩ(εuˆ), A+B =
Ω(τ + iεuˆ). Then, by Eq. (4.12)∣∣∣∣det( Ω(τ + iεuˆ)shΩ(τ + iεuˆ)
)∣∣∣∣1/2  C[det( Ω(τ)shΩ(τ)
)]1/2
which is inequality (4.11).
Proof of Lemma 13. Lemma 13 is an improvement of inequality (3.38) and is obtained
using the methods of [3, Sections 3.2–3.4], that is the theory of perturbation of an hermitian
operator by a general operator.
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‖B‖  δo we constructed m orthogonal spectral projectors Pj , 1 j m, 1m d , of
A and m projectors Qj of A + B , together with m real numbers λ1 < · · · < λm with the
following properties
m∑
j=1
Pj = I =
m∑
j=1
Qj ,
APj = PjA, (A+B)Qj =Qj(A+B),
‖Qj − Pj‖ 4d ‖β‖
δo
,∥∥(A+B − λj I)Qj∥∥ cdδo,∥∥(A− λj I)Pj∥∥ 4dδo.
Here c is an absolute constant (independent of the dimension of the space), the λj can
be picked up among the eigenvalues of A. The last estimation was not explicitly stated in
Lemma 15 of [3], but is an obvious consequence of the construction of that lemma, because
Pj is the projector on the sum of eigenspaces of A, whose eigenvalues are separated by a
distance less than 4δo.
If F(z) is an analytic function in the complex plane then
F(A)Pj = F(λj I + Sj )Pj (4.13)
with ‖Sj‖ = O(δo), and SjPj = PjSj .
By Lemma 16 of [3], one has
QjF(A+B)=QjF(λj I +Rj) (4.14)
with ‖Rj‖ = 0(δo) with RjQj =QjRj .
Moreover, let U be the operator
U =
m∑
j=1
QjPj . (4.15)
We can write
U =
m∑
j=1
Pj +
m∑
j=1
(Qj − Pj )Pj = I +
m∑
j=1
(Qj −Pj )Pj .
Because ‖Qj − Pj‖< 4d ‖β‖δo , for ‖B‖ small enough, U will be inversible.
Now, using Eqs. (4.13)–(4.15), one has:
F(A+B)UF(A)−1 =
m∑
j=1
F(A+B)QjPjF (A)−1
=
m∑
j=1
QjF(λj I +Rj)F (λj I + Sj )−1Pj . (4.16)
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∣∣∣∣= O(|r|),∣∣∣∣ F(λ)F (λ+ r) − 1
∣∣∣∣= O(|r|)
(4.17)
for r ∈ C, |r| δo, uniformly for all real λ. Then∥∥F(λj )−1F(λj I +Rj )− I∥∥= O(‖Rj‖),∥∥F(λj )F (λj I + Sj )−1 − I∥∥= O(‖Sj‖),
and from Eq. (4.16), we have
F(A+B)UF(A)−1
=
m∑
j=1
QjF(λj )
−1F(λj I +Rj)F (λj )F (λj I + Sj )−1Pj
=U + O(δ). (4.18)
From Eq. (4.18), taking the determinant, we have∣∣detF(A+B)∣∣ C∣∣detF(A)∣∣. (4.19)
We specialize this result to the case of the functions F(z) = shz
z
or z
shz . These F have
no zero on a strip | Imz|< δ, while∣∣∣∣F(λ+ r)F (λ) − 1
∣∣∣∣ Max|z−λ|<δ |F ′(z)||F(λ)| |r| = O(|r|)
uniformly for all real λ and |r|< δ, as well as the other estimation in (4.17). Applying the
inequality (4.19) for these two functions we obtain the statement of Lemma 13.
4.5. The Green function Gλ of the operator Lλ
The proof of Theorem 3 in Section 2.5 is now straightforward. First, one proves the
formulas (2.29)λ and (2.30)λ, exactly as we did in Lemma 9 of Section 4.2, and we prove
the local integrability of Gλ as in Lemma 10 of Section 4.3. The only difference is that we
change V (τ) in
W(τ) = ei〈λ,τ 〉V (τ)
in these lemmas. The fact that | Im〈λ, τ 〉| < Tr+ Ω(τ) implies that W(τ) is decreasing
exponentially fact on the contour τ + iεuˆ, τ ∈ Rp for |τ | → ∞ as in Lemma 12.
4.6. Gevrey regularity of the Green function
Theorem 4. The functions Gλ(x, t | x ′, t ′) are regular of Gevrey type 2 in (x, t, x ′, t ′) at
every point off the diagonal.
554 R. Beals et al. / Bull. Sci. math. 128 (2004) 531–576Proof. We take t ′ = 0,Gλ being a function of t − t ′. We fix (x, t, x ′) and consider a real
perturbation (ξ, σ ) of the point (x, t). We can calculate and estimate the derivatives in
(ξ, σ ) of Gλ(x + ξ, t + σ | x ′) at (ξ, σ ) = 0. The formula for this Green function is of the
type
Gλ(x + ξ, t + σ | x ′ + η)
= c
∫
dy dτ
W(τ)
[f ((x ′,0,0)−1 ∗ (x + ξ, y, t + σ), τ )](n+q)/2+p−1 (4.20)
integrated on a contour τ + iεuˆ.
1st case. x = x ′. In this case, there is no need to change contour.
We write
f
(
(x ′,0,0)−1 ∗ (x + ξ, y, t + σ), τ )
= f ((x ′,0,0)−1 ∗ (x, y, t), τ)+ gτ (ξ, σ, z), (4.21)
where z designates quadratic monomials in ξ , σ and gτ is linear in ξ , σ , z. Moreover using
inequality (3.37), we have
Ref
(
(x ′,0,0)−1 ∗ (x, y, t), τ) C(1 + |y|2), (4.22)
where C depends on (x, x ′).
We replace f in Eq. (4.20) by its value given by Eq. (4.21). To obtain an estimation of
the type Gevrey 2 of the derivatives in (ξ, σ ), it is sufficient to obtain an estimation of the
type Gevrey 2 of the derivatives of (ξ, σ, z). Because gτ (ξ, σ, z) is linear in (ξ, σ, z), any
derivative of f−r , with respect to (ξ, σ, z) introduces a factor − r
f
and a factor which is a
derivative of the linear function gτ (ξ, σ, z), that is which is bounded by C(1+|y|)(1+|τ |).
Finally a derivative of total order N with respect to (ξ, σ, z) of Eq. (4.20) is bounded by
α(α + 1) . . . (α +N − 1)CN
∫
Rp
dy
(1 + |y|)α
∫
Rp
(
1 + |τ |)Ne−δ|τ | dτ
(where α = n+q2 + p − 1 is the exponent).
This is bounded by
α(α + 1) . . . (α +N − 1)(2C)N
∫ (
1 + |τ |N)e−δ|τ | dτ
 α(α + 1) . . . (α +N − 1)(2C)N
[
Γ (p)
δp
+ Γ (p +N)
δp+N
]
 CN
(
Γ (N + 1))2 (4.23)
which is the characterization of the Gevrey 2 class.
2nd case. x = x ′ (so t = 0, away from the diagonal). In this case, one must proceed
as follows. First we consider x = x ′, and calculate a derivative of order N in (ξ, σ, z) at
(ξ, σ, z)= 0 and then, do the change of contour τ + iεuˆ and make x = x ′.
When we do this, each derivative of f−r introduces a factor − r
f
and a derivative of
gτ (ξ, σ, z) with respect to (ξ, σ, z), that is a certain function of y and τ , because gτ is
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have then a certain integral (still for x = x ′)
α(α + 1) . . . (α +N − 1)
∫
Rp
W(τ)dτ
×
∫
Rp
dy ϕ(N)(y, τ )
[f ((x ′,0,0)−1 ∗ (x, y, t), τ )](n+q)/2+p−1+N ,
where∣∣ϕ(N)(y, τ )∣∣ [C(1 + |y|)(1 + |τ |)]N .
Then we do the change of contour τ + iεuˆ in this integral and then make x = x ′. In this
case the denominator f is such that
Ref  C
(|y|2 + ε|u|).
On the new contour, ϕ(N)(y, τ ) increases at most linearly in |τ |, and we are reduced to
the same estimation as in (4.23).
4.7. Analytic regularity
Theorem 5. We assume that
(i) | Im(λ, τ )| Tr+ Ω(τ) for all τ ∈ Rp − {0}.
(ii) Ω(τ) is invertible for all τ ∈ Rp − {0}.
Then Gλ(x, t | x ′, t ′) is analytic in (x, t, x ′, t ′) at every point off the diagonal.
Proof. We can assume that t ′ = 0. We can write Ω(τ) = |τ |Ω(τˆ) where τˆ is the unit
vector of τ . Moreover Ω(τ)2 is now hermitian and symmetric. The fact that Ω(τˆ)2 is also
invertible, implies that
δ|τ |2I Ω(τ)2  δ−1|τ |2I, τ ∈ Rp. (4.24)
Then, the function Q(τ) = Ω(τ)2 coth Ω(τ)2 (which is a function of Ω(τ)2 only) satisfies
obviously an estimation
C
(
1 + |τ |)I Q(τ) C−1(1 + |τ |)I. (4.25)
1st case. x = x ′. Then, we can integrate in τ on the contour τ ∈ Rp. Now the function
Ref
(
(x ′,0,0)−1 ∗ (x, y, t), τ)= 1
2
〈
Q(τ)(x − x ′, y), (x − x ′, y)〉
satisfies an estimation
C−1
(
1 + |τ |)(|x − x ′|2 + |y|2)Ref  C(1 + |τ |)(|x − x ′|2 + |y|2). (4.26)
As a consequence, the explicit form of f , as given in Lemma 5, shows that the function
1
f
is holomorphic in (x, t) for |x − x ′| > ε, in a neighborhood U of (x, t) which is
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exp(i〈λ, τ 〉), V (τ) decreases exponentially fast. The implies that the function
G(x, t | x ′,0)= C
∫
dy
∫
dτ
ei〈λ,τ 〉V (τ)
[f ((x ′,0,0)−1 ∗ (x, , y, t), τ )](n+q)/2+p−1
is holomorphic in the neighborhood U of (x, t).
2nd case. x = x ′, t = 0. We consider now the behavior of the Green function at points
x = x ′, t = 0. In this case, we know that we must change contour and we shall need
estimates of Q(τ) = Ω(τ)2 coth Ω(τ)2 for complex τ on the new contour.
We consider the holomorphic function
F(z)= z
1/2
2
coth
z1/2
2
.
We need
Lemma 14. Let A(τ) be a hermitian symmetric matrix such that
C−1|τ |2 A(τ) C|τ |2 for τ ∈ Rp (4.27)
and T (τ) be a matrix such that∥∥T (τ)∥∥ ε(1 + |τ |2). (4.28)
For ε sufficiently small, we have for all τ∥∥F (A(τ)+ T (τ))−F (A(τ))∥∥ Cε(1 + |τ |). (4.29)
Proof. Let Γ (τ) a curve that includes the spectrum of A(τ) at distance  δ(1 + |τ |2).
Because T (τ) has a norm  δ2 (1 + |τ |2) for ε small enough, F(τ) encloses the spectrum
of A(τ)+ T (τ). Then
F
(
A(τ)+ T (τ))− F (A(τ))
= 1
2iπ
∫
Γ (τ)
F (z)(zI −A− T )−1T (zI −A)−1 dz. (4.30)
Now, on Γ (τ) both resolvents (z −A− T )1, (zI −A)−1 have norms  2
δ(1+|τ |2) . The
curve Γ (τ) encloses at a distance δ(1+|τ |2) the spectrum of A(τ) which lies at distance
 C|τ |2 from the origin, so that
lengthΓ (τ) = O(1 + |τ |2).
Finally on Γ (τ)∣∣F(z)∣∣= ∣∣∣∣√z2 coth
√
z
2
∣∣∣∣ C(1 + |τ |2).
All these estimations, inserted in (4.30) imply that∥∥F (A(τ)+ τ (τ ))− F (A(τ))∥∥ Cε(1 + |τ |).
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from 0 and x is near x ′. The expression of the Green functions Γλ is an integral over τ
that has to be integrated in y to give Gλ. Moreover, the integral in τ has to be done on a
complex contour. For x = x ′, we can change the real contour τ ∈ Rp , in a contour
ζ(τ )= τ + iε(1 + |τ |2)1/2tˆ , τ ∈ Rp. (4.31)
The reason is that, in changing such a contour, we do not cross a pole of Ω(τ)2 coth
Ω(τ)
2
(and as consequence a pole of (shΩ(τ))−1), because of the Lemma 14. Indeed, we
choose A(τ) = Ω(τ)2 and T (τ) = Ω2(ζ(τ )) − Ω2(τ ) in Lemma 14. It is clear that the
assumptions of Lemma 14 are satisfied and as a consequence, for τ ∈ Rp∥∥F (Ω(ζ(τ ))2)−F (Ω(τ)2)∥∥ Cε(1 + |τ |) (4.32)
so that F(Ω(ζ(τ ))2) does not have any pole. Moreover, using the expression of f in
Lemma 5, we have
f
(
(x ′,0,0)−1 ∗ (x, y, t), τ)= 1
2
〈
Ω(τ)
2
coth
Ω(τ)
2
(x − x ′, y), (x − x ′, y)
〉
+ i〈x, a(τ )x ′〉+ 1
2
i
〈
y, (τ )(x + x ′)〉− i〈τ, t〉.
When we perform the change of contour ζ(τ ) as in Eq. (4.31), we have
f
(
(x ′,0,0)−1 ∗ (x, y, t), ζ(τ ))
= 1
2
〈
Ω(τ)
2
coth
Ω(τ)
2
(x − x ′, y), (x − x ′, y)
〉
+ 1
2
〈(
F
(
Ω
(
ζ(τ )
)2)− F (Ω(τ)2))(x − x ′, y), (x − x ′, y)〉
+ i〈x − x ′, a(ζ(τ ))x ′〉+ 1
2
i
〈
y, 
(
ζ(τ )
)
, (x + x ′)〉− i〈ζ(τ ), t 〉.
We take the real part of Eq. (4.33). In the second member of that equation, we find first
that, using the invertibility of Ω(τ)
1
2
〈
Ω(τ)
2
coth
Ω(τ)
2
(x − x ′, y), (x − x ′, y)
〉
C
(
1 + |τ |)|y|2
then, using Eq. (4.32), we have
Re
1
2
〈(
F
(
Ω
(
ζ(τ )
)2)− F (Ω(τ)2))(x − x ′, y), (x − x ′, y)〉
−Cε(1 + |τ |)(|x − x ′|2 + |y|2)
then, the third and fourth terms are controlled by
Re
[
i
〈
x − x ′, a(ζ(τ ))x ′〉+ 1
2
i
〈
y, 
(
ζ(τ )
)
(x + x ′)〉]
−Cε(1 + |τ |)(|x − x ′| + |y|)
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Re
[−i〈ζ(τ ), t 〉]Cε|t|(1 + |τ |).
This implies that for |x − x ′| small enough,
Ref
(
(x ′,0,0)−1 ∗ (x, y, t), ζ(τ )) C(1 + |τ |)(|y|2 − ε|y|)
+ ε(1 + |τ |)(|t| −C|x − x ′|). (4.33)
Finally, we have that for large |τ |, ε-small,∣∣exp(i〈λ, ζ(τ )〉)V (ζ(τ ))∣∣= O(e−δ|τ |). (4.34)
We consider the integral giving Gλ(x, t | x ′,0): it is an integral over τ and y , that we
divide in two parts, one part for small |y|, one part for large |y|, namely
Gλ = c
∫
|y|α
dy
∫
dτ
ei〈λ,ζ(τ )〉V (ζ(τ ))
[f ((x ′,0,0)−1 ∗ (x, y, t, ), ζ(τ ))](n+q)/2+p−1
+ c
∫
|y|α
dy
∫
dτ
ei〈λ,ζ(τ )〉V (ζ(τ ))
[f ((x ′,0,0)−1 ∗ (x, y, t, ), ζ(τ ))](n+q)/2+p−1 . (4.35)
We recall that we are studying the regularity properties of Gλ for (x, t) = (x ′,0) but x
near x ′ and t near to = 0. We choose a neighborhood U of (x ′, to) so that
(x, t) ∈ U ⇒ |t| −C|x − x ′| γ > 0
for a certain γ (which depends on C and to, the C being the one of the second member of
Eq. (4.33)).
In Eq. (4.35), we fix α so that
α < γ/2.
Then, for |y| α, we see form Eq. (4.33) that, for (x, t) ∈U
Ref
(
(x ′,0,0)−1 ∗ (x, y, t), ζ(τ )) ε(1 + |τ |)γ
2
. (4.36)
Then the first integral over |y| α in the second member of Eqs. (4.35) has its integrand
which is holomorphic with respect to (x, t) ∈ U and is convergent uniformly because of
Eqs. (4.36) and (4.34).
Once this α has been fixed, we consider ε small enough, so that
|y|> α ⇒ |y|2 − ε|y| 1
2
|y|2.
Then for |y|> α and (x, t) ∈U , we have from Eq. (4.33)
Ref
(
(x ′,0,0)−1 ∗ (x, y, t), ζ(τ )) C
2
(
1 + |τ |)|y|2. (4.37)
The second integral over |y| > α in the second member of Eq. (4.35) has its integrand
which is holomorphic of (x, t) ∈ U and is convergent uniformly because of Eqs. (4.37) and
(4.34).
These facts prove the analyticity of Gλ for x near x ′, and t away from 0.
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5.1. Integration over the y variables
Theorem 3 states that
Gλ(x, t | x ′,0)
= c
∫
Rq
dy
∫
Rp
dτ ei〈λ,τ 〉 V (τ)[f (x ′,0,0)−1 ∗ (x, y, t), τ )](n+q)/2+p−1 , (5.1)
c = −Γ
(
n+ q
2
+ p − 1
)/
(2π)
n+q
2 +p
possibly with a change of contour in τ , when x = x ′. We start by the case when x = x ′.
Lemma 15. Let yc(x | x ′, τ ) the critical point of f ((x ′,0,0)−1 ∗ (x, y, t), τ ) with respect
to y . Then
Gλ(x, t | x ′,0)= c′
∫
dτ
ei〈λ,τ 〉V (τ)
(Hessy f )1/2
1
(fc)n/2+p−1
, (5.2)
where Hessy f is the hessian of f with respect to y and depends only on τ , fc is the critical
value of f
fc = f
(
(x ′,0,0)−1 ∗ (x, y, t), τ )∣∣
y=yc (5.3)
and
c′ = −Γ
(
n
2
+p − 1
)/
(2π)n/2+p. (5.4)
Proof. We start with the identity
Γ (θ)
f θ
=
+∞∫
0
e−uf uθ−1 du
which we apply in Eq. (5.1) with θ = n+q2 + p − 1.
Then
Gλ(x, t | x ′,0)= c
Γ (θ)
∫
Rp
dτ ei〈λ,τ 〉V (τ)
+∞∫
0
uθ−1 du
∫
Rq
dy e−uf .
But, obviously f is a combination of linear and quadratic functions of y , so that the y
integral can be performed explicitly∫
q
dy e−uf = e−ufc 1
uq/2
1√
Hessy f
(2π)q/2,
R
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τ because the quadratic terms in y depends only on τ , see Eq. (3.29), Lemma 5).
Then
Gλ(x, t | x ′,0)= c(2π)
q/2
Γ (θ)
∫
Rp
dτ
ei〈λ,τ 〉V (τ)
(Hessy f )1/2
+∞∫
0
u(
n
2 +p−1)−1e−ufc du
= c(2π)
q/2
Γ (θ)
Γ
(
n
2
+p − 1
)∫
Rp
dτ
ei〈λ,τ 〉V (τ)
(Hessy f )1/2
1
(fc)n/2+p−1
which gives formula (5.2).
Notice here, that for x = x ′, we do not need any change of contour. For x = x ′, but
t = 0, we could do the same change of contour t + iεuˆ because the calculations in the
proof of Lemma 5 do not depend on the τ integration, provided everything is convergent
absolutely. The difficulty is then that uˆ depends on y .
5.2. The critical point and value
In the sequel, we define the matrix
Q(τ) = Ω(τ)
2
coth
Ω(τ)
2
(5.5)
and we decompose this matrix in blocks
Q(τ) =
(
Q(xx) Q(xy)
Q(yx) Q(yy)
)
. (5.6)
Because x cothx is even, for real τ , Q(τ) is a symmetric real matrix and Q(yx) =
tQ(xy).
We know that, by Lemma 5, Eq. (3.29)
f
(
(x ′,0,0)−1 ∗ (x, y, t), τ)= 1
2
〈
Q(τ)(x − x ′, y), (x − x ′, y)〉
+ i〈x, a(τ )x ′〉+ 1
2
i
〈
y, (τ )(x − x ′)〉− i〈τ, t〉. (5.7)
As a consequence,
∇yf =Q(yy)y +Q(yx)(x − x ′)+ 12 i(τ )(x + x
′)
and the critical point of f with respect to y is
yc(x | x ′; τ )= −Q(yy)−1
(
Q(yx)(x − x ′)+ 1
2
i(τ )(x + x ′)
)
. (5.8)
The hessian Hessy f is obviously:
Hessy f = detQ(yy). (5.9)
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fc(x, t | x ′; τ )= Φ(x | x ′; τ )− i〈τ, t〉 + i
〈
x, a(τ )x ′
〉
, (5.10)
where Φ(x | x ′; τ ) is given by
Φ(x | x ′; τ )= 1
2
[〈
Q(xx)(x − x ′), (x − x ′)〉
− 〈Q(yy)−1Q(yx)(x − x ′),Q(yx)(x − x ′)〉]
+ 1
8
〈
(τ )(x + x ′),Q(yy)−1(τ )(x + x ′)〉
− 1
2
i
〈
Q(yy)−1Q(yx)(x − x ′), (τ )(x + x ′)〉. (5.11)
Clearly, Q(τ) being invertible, detQ(yy) is different from 0. In fact〈
Q(yy)y, y
〉= 〈Q(0, y), (0, y)〉
so that, using the properties of x cothx , we have:
|y|2  〈Q(yy)y, y〉C(1 + |τ |)|y|2 (5.12)
and so
C
(
1 + |τ |)−q  (detQ(yy))−1  1. (5.13)
As a consequence of the inequalities (5.13), the new “volume” element appearing in
Eq. (5.2) for Gλ is regular at finite distance in τ and decreases exponentially fast for large
|τ | provided, as usual,
Im〈λ, τ 〉 < Tr+ Ω(τ).
5.3. Estimation of the critical value of f (1st part)
We shall need a precise estimation of the critical value fc of f . We recall from Eq. (5.10)
fc =Φ + i
〈
x, a(τ )x ′
〉− i〈τ, t〉
and Φ was given in Eq. (5.11):
Φ(x | x ′; τ )= 1
2
[〈
Q(xx)(x − x ′), (x − x ′)〉−〈Q(yy)−1Q(yx)(x − x ′),Q(yx)(x − x ′)〉]
+ 1
8
〈
(τ )(x + x ′),Q(yy)−1(τ )(x + x ′)〉
− 1
2
i
〈
Q(yy)−1Q(yx)(x − x ′), (τ )(x + x ′)〉.
We estimate the first two terms of Φ .
Lemma 16. One has the estimation for real τ
|x|2
2
 1
2
[〈
Q(xx)x, x
〉− 〈Q(yy)−1Q(yx)x,Q(yx)x〉]C(1 + |τ |)|x|2. (5.14)
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1
2
〈
Q(x,y), (x, y)
〉
.
Its critical point with respect to y is y˜c = −Q(yy)−1Q(yx)x . Moreover the quantity to be
estimated is the critical value of the quadratic form:
1
2
〈
Q(x, y˜c), (x, y˜c)
〉= 1
2
[〈
Q(xx)x, x
〉− 〈Q(yy)−1Q(yx)x,Q(yx)x〉]. (5.15)
Finally, we know that
|x|2 + |y|2  〈Q(x,y), (x, y)〉 C(1 + |τ |)(|x|2 + |y|2) (5.16)
so that 12Q is positive and its critical value with respect to y can only be the minimum of
1
2 〈Q(x,y), (x, y)〉 with respect to y . As a consequence of (5.15) and (5.16)
1
2
|x|2  1
2
(|x|2 + |y˜c|2) 12[〈Q(xx)x, x〉− 〈Q(yy)−1Q(yx)x,Q(yx)x〉].
Now the quantity to be estimated, which is the minimum of 12Q for fixed x , cannot grow
faster that C(1 + |τ |)|x|2 because the eigenvalues of Q are not growing faster than |τ |; so
we get the upper estimation as in Eq. (5.14).
Lemma 17. If Ω(τ) is invertible for all τ ∈ Rp − {0}, one has
C−1
(
1 + |τ |)|x|2  1
2
[〈
Q(xx)x, x
〉− 〈Q(yy)−1Q(yx)x,Q(yx)x〉]
 C
(
1 + |τ |)|x|2. (5.17)
Proof. We know that instead of Eq. (5.16), one has
C−1
(|x|2 + |y|2)(1 + |τ |) 〈Q(x,y), (x, y)〉 C(1 + |τ |)(|x|2 + |y|2)
when all eigenvalues of Ω(τ) are different from 0 for τ = 0.
5.4. Estimation of the critical value of f (2nd part)
We need now to estimate the second term of Φ in Eq. (5.11). First, we start by a number
of remarks about the eigenvalues and eigenvectors of Ω(τ) and of Q(τ). The eigenvalues
and eigenvectors of Ω(τ) satisfy
−i
(
2a(τ) −t (τ )
(τ ) 0
)(
x
y
)
= λ
(
x
y
)
. (5.18)
Because Ω(τ) is hermitian, these eigenvalues are real and we have two cases:
(i) If λ= 0, the corresponding eigenvector satisfies
(τ )x = 0 (5.19)
and may be chosen real.
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(ii) If λ = 0, because Ω(τ) is skew-symmetric, this eigenvalue comes as a pair (λ,−λ)
and the eigenvectors are V (λ), V (−λ) = V (λ). The eigenvalues are homogeneous of degree
1 in τ .
Finally, the vectors {V (o)j ,V (λ),V (−λ)} define an orthonormal basis of Cn+q for the
standard hermitian scalar product. Any real vector
(
x
y
)
in Rn+q can be expanded as(
x
y
)
=
∑
j
co,jV
(o)
j +
∑
λ
(
cλV
(λ) + c¯λV (λ)
)
. (5.20)
The euclidean bilinear product of two real vectors reduces to the hermitian product and
can be calculated using the expansion in Eq. (5.20).
The matrix
Q(τ) = F (Ω(τ))≡ Ω(τ)
2
coth
Ω(τ)
2
is an even function of Ω(τ) and so, a function of Ω2(τ ) which is real symmetric. Its
eigenvectors are those of Ω2(τ ). The eigenvalues of Ω2(τ ) are 0 or λ2 (λ2 being now
degenerate), the eigenvectors are {V (o)j } and {V (λ),V (λ)}.
Lemma 18. Q(yy) induces an endomorphism of Im(τ ) in itself.
Proof. Q is an analytic function of Ω(τ)2. It is obvious that Ω(τ)2k can be written as
Ω(τ)2k =
(
. . . . . .
 . . .  . . .
)
(k > 0),
i.e. that its last line contains the endomorphism (τ ) in factor. So, in particular Q(yy)
factorizes through (τ ); except for the term Id corresponding to k = 0.
Lemma 19. For any vector τ ∈ Rp , we have
C′
(
1 + |τ |) ‖Q(yy)|Im(τ )‖ C(1 + |τ |). (5.21)
Proof. This is obvious for τ = 0, because Q reduces to the identity.
The upper estimation is also obvious because the eigenvalues of Ω(τ) increases at most
as |τ | for large τ and because the eigenvalues of Q(τ) are λ2 coth λ2 . We prove the lower
bound of Eq. (5.21). We fix a unit vector τˆ ∈ Rp . Because Q(yy) is symmetric real, it is
sufficient to prove that for any vector (τˆ )z ∈ Im(τ ), z ∈ Rn, we have the inequality
C′
(
1 + |τ |)∥∥(τˆ )z∥∥2  〈Q(yy)(τ )(τˆ )z, (τˆ )z〉. (5.22)
Assume that there exists a z = 0 such that this inequality does not hold when |τ | → ∞. We
write 〈
Q(yy)(τ )(τˆ )z, (τˆ )z
〉= 〈Q(τ)(0, (τˆ )z), (0, (τˆ )z)〉 (5.23)
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−
(
0
(τˆ )z
)
= −
(
xo
yo
)
+
∑
λ>0
[(
xλ
yλ
)
+
(
x¯λ
y¯λ
)]
(5.24)
with
(
xo
yo
)
in the kernel of Ω(τ) and
(
xλ
yλ
)
an eigenvector of Ω(τ) of eigenvalue λ > 0 and(
x¯λ
y¯λ
)
the conjugate vector with eigenvalue −λ (we have used here the fact that (0, (τˆ )z) is
real). Then
−Q(τ)
(
0
(τˆ )z
)
= −
(
xo
yo
)
+
∑
λ>0
(
λ
2
coth
λ
2
)[(
xλ
yλ
)
+
(
x¯λ
y¯λ
)]
. (5.25)
Here, the λ = λ(τ) increase like |τ | for large τ and so λ2 coth λ2 increases like |τ | also.
If Q(yy)(τˆ )z does not increase for large |τ | (i.e. the inequality (5.22) does not hold), we
have because λ2 coth
λ
2 ∼ |λ|2 for large λ,∑
λ>0
λ(yλ + y¯λ)= 0. (5.26)
But
(
xλ
yλ
)
is an eigenvector of eigenvalue λ, which implies that
−i(τ )xλ = λyλ
so that using Eq. (5.26), we have∑
λ>0
(τ )(xλ − x¯λ) = 0. (5.27)
On the other hand, taking the first components of Eq. (5.24), we see that
xo =
∑
λ>0
(xλ + x¯λ)
but because
(
xo
yo
)
is in the kernel of Ω(τ), we know by Eq. (5.19) that (τ )xo = 0, so that∑
λ>0
(τ )(xλ + x¯λ) = 0. (5.28)
Then Eqs. (5.27) and (5.28) imply that∑
λ>0
(τ )xλ = 0,
∑
λ>0
(τ )x¯λ = 0. (5.29)
We can rewrite Eq. (5.24) as
−
(
0
(τˆ )z
)
= −
(
xo
yo
)
+
(
x
y
)
+
(
x¯
y¯
)
,
(
x
y
)
=
∑
λ=0
(
xλ
yλ
)
, (5.30)
where
(
x
y
)
belongs to the sum of positive eigenspaces of Ω(τ) and by Eq. (5.29)
(τ )x = 0. (5.31)
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Ω(τ)
(
0
(τˆ )z
)
=Ω(τ)
(
x + x¯
y + y¯
)
(5.32)
while the definition of Ω(τ) gives
Ω(τ)
(
0
−(τˆ )z
)
= −i|τ |
(
t(τˆ )(τˆ )z
0
)
(5.33)
If we compare Eqs. (5.32)–(5.33), we obtain
Ω(τ)
(
x
y
)
= −Ω(τ)
(
x¯
y¯
)
− i|τ |
(
t(τˆ )(τˆ )z
0
)
. (5.34)
We take the bilinear scalar product to Eq. (5.34) with (x¯
y¯
)
. Because
(
x
y
)
belongs to the
positive eigenspaces of Ω(τ), we have
0 <
〈(
x¯
y¯
)
,Ω(τ)
(
x
y
)〉
= −
〈(
x¯
y¯
)
,Ω(τ)
(
x¯
y¯
)〉
− i|τ |
〈(
x¯
y¯
)
,
(
t(τˆ )(τˆ )z
0
)〉
. (5.35)
On the right-hand side of Eq. (5.35), the first term is 0 because Ω(τ) is skew symmetric,
the second term reduces to −i|τ |〈x¯, t (τˆ )(τˆ )z〉 which is 0, because (τˆ )x = 0 (by
Eq. (5.31)) and the second member of (5.35) is zero which is a contradiction. This proves
Lemma 19.
5.5. Estimations of Q at elliptic point
Lemma 20. Let x1 be a point where the operator L is elliptic. Then we have for any y∣∣Q(τ)(x1, y)∣∣ C(1 + |τ |) (5.36)
with C > 0 independent of y and τ .
Proof. We decompose
(
x1
y
)
on the basis of eigenvectors of Ω(τˆ ), namely(
x1
y
)
=
(
xo
yo
)
+
∑
λ>0
[(
xλ
yλ
)
+
(
x¯λ
y¯λ
)]
, (5.37)
where
(
xo
yo
)
is in the kernel of Ω(τˆ) and where
(
xλ
yλ
) (respectively (x¯λ
y¯λ
)) are eigenvectors of
Ω(τˆ) of eigenvalues λ (respectively −λ). These eigenvectors are complex conjugate of
each other because
(
x1
y
)
is a real vector.
Then
Q(τ)
(
x1
y
)
=
(
xo
yo
)
+
∑
λ>0
(
λ
2
coth
λ
2
)[(
xλ
yλ
)
+
(
x¯λ
y¯λ
)]
.
If the lower bound (5.36) does not hold, this means that∑
λ
[(
xλ
yλ
)
+
(
x¯λ
y¯λ
)]
= 0 (5.38)λ>0
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of Ω(λ) are linearly independent, so from (5.38) one deduces that(
xλ
yλ
)
=
(
x¯λ
y¯λ
)
= 0.
But then, using the definition of Ω(τ)
Ω(τ)
(
x1
y
)
= −i
(
2a(τ)x1 − t(τ )y
(τ )x1
)
and using Eq. (5.37), we have Ω(τ)(x1
y
) = 0. This implies (τ )x1 = 0, which contradicts
the fact that L is elliptic at x1 (Lemma 1).
Lemma 21. Let x1 be a point of ellipticity of L. Then one has the estimation〈
Q(xx)x1, x1
〉− 〈Q(yy)−1Q(yx)x1,Q(yx)x1〉 C(1 + |τ |). (5.39)
Proof. We proceed as in Lemma 16. The quadratic form 12 〈Q(x1, y), (x1, y)〉 has its
critical point with respect to y which is y˜c = −Q(yy)−1Q(yx)x1 and the quantity in the first
member of (5.39) is its critical value. It is clear that y˜c is a minimum of the quadratic form
and by Lemma 20, the minimum value is controlled by C(1+|τ |) which proves Lemma 21.
6. Regularity of Gλ
In this section, we shall use the detailed estimations obtained in the previous section to
determine the regularity properties of Gλ at various points. Until now, we know only that
Gλ is has a regularity of the Gevrey class of type 2 (see Theorem 4),but it is clear that this
is far from the optimal result, because for example Gλ is always analytic in a neighborhood
of points of ellipticity of the operator L.
6.1. Description of the method
In what follows, we fix the pole (x ′,0) of the Green function Gλ(x, t | x ′,0). We also
fix a point (x1, t1) = (x ′,0) and we examine the regularity properties of Gλ(x, t | x ′,0) for
(x, t) near (x1, t1).
This means that we define increments (X,T ) of the coordinates
x = x1 +X, t = t1 + T (6.1)
and we examine Gλ(x1 +X, t1 + T | x ′,0) for small X, T . In formula (5.2) for Gλ, only
fc contains the dependence in the variables and we can obviously write
fc(x, t | x ′, τ )= fc(x1, t1 | x ′, τ )+R(X,T ;x1, t1, x ′, τ ), (6.2)
where R(X,T ;x1, t1, x ′, τ ) is a polynomial with respect to (X,T ) of total degree  2,
degree 1 in T , degree 2 in X, vanishing for (X,T )= (0,0), with coefficients depending
on x1, t1, x ′, τ .
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R(X,T ;x1, t1, x ′, τ )= fc(X,T | 0; τ )
+ [〈Q(xx)X,x1 − x ′〉− 〈Q(yy)−1Q(yx)X,Q(yx)(x1 − x ′)〉]
+ 1
4
〈
(τ )X,Q(yy)−1(τ )(x1 + x ′)
〉
− 1
2
i
〈
Q(yy)−1Q(yx)X, (τ )(x1 + x ′)
〉
− 1
2
i
〈
Q(yy)−1Q(yx)(x1 − x ′), (τ )X
〉
, (6.3)
fc(X,T | 0; t)=Φ(X | 0; τ )− i〈τ, T 〉, (6.4)
Φ(X | 0; τ )= 1
2
[〈
Q(xx)X,X
〉− 〈Q(yy)−1Q(yx)X,Q(yx)X〉]
+ 1
8
〈
(τ )X,Q(yy)−1(τ )X
〉− 1
2
i
〈
Q(yy)−1Q(yx)X, (τ )X
〉
. (6.5)
(2) The main term fc(x1, t1 | x ′, τ ) can be written as
fc(x1, t1 | x ′, τ )=Φ(x1 | x ′, τ )+ i
〈
x1, a(τ )x
′〉− i〈τ, t1〉 (6.6)
with
Φ(x1 | x ′, τ )= 12
[〈
Q(xx)(x1 − x ′), (x1 − x ′)
〉
− 〈Q(yy)−1Q(yx)(x1 − x ′),Q(yx)(x1 − x ′)〉]
+ 1
8
〈
(τ )(x1 + x ′),Q(yy)−1(τ )(x1 + x ′)
〉
− 1
2
i
〈
Q(yy)−1Q(yx)(x1 − x ′), (τ )(x1 + x ′)
〉
. (6.7)
Proof. Formulas (6.6) and (6.7) are just a rewriting of Eqs. (5.10) and (5.11).
The results (6.3)–(6.5) are immediate consequences of Eq. (6.2) and of Eqs. (5.10) and
(5.11) obtained by separating the terms independent of X, T from the remainder terms.
We can now describe our method. We start with the formula for the Green function Gλ
given by Eq. (5.2) and we use Eq. (6.2) for the denominator fc(x, t | x ′, τ ). We have
Gλ(x1 +X, t1 + T | x ′) (6.8)
= c
∫
dτ
ei〈λ,τ 〉V (τ)
(Hessy f )1/2
1
[fc(x1, t1 | x ′, τ )+R]n/2+p−1 .
We have to study the regularity in (X,T ) for (X,T ) small.
We shall limit ourselves to the case x1 = x ′. In this case, we know that
Refc(x1, t1 | x ′, τ ) C|x1 − x ′|2 (6.9)
and so |fc| is uniformly bounded from below. We rewrite
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∫
dτ
ei〈λ,τ 〉V (τ)
(Hessy f )1/2fc(x1, t1 | x ′, τ )n/2+p−1
×
[
1 + R
fc(x1, t1|x ′, τ )
]−(n/2+p−1)
. (6.10)
The dependence in (X,T ) is contained only in the function[
1 + R(X,T ;x1, t1, x
′, τ )
fc(x1, t1 | x ′, τ )
]−(n/2+p−1)
.
This function is obviously analytic in (X,T ) belonging to a certain neighborhood U(τ) of
(0,0), which in general depends on τ (and also of x1, t1, x ′, but we skip this dependence,
because these are considered as fixed).
If U(τ) can be chosen independent of τ for large τ , then the integral over τ (i.e. Gλ)
will be analytic in that neighborhood.
If U(τ) shrinks to 0, as |τ | grows, then Gλ will not be analytic. The way U(τ) shrinks
to 0 when |τ | grows to infinity, will indicate the Gevrey class of Gλ.
6.2. The case x1 = x ′: preliminary estimations
We consider the case x1 = x ′ first.
In this case, we can write Gλ as in Eq. (6.10) and we estimate R from above and
fc(x1, t1 | x ′, τ ) from below.
(i) Upper bound for R.
Lemma 23. We have for large |τ |∣∣R(X,T ;x1, t1, x ′, τ )∣∣ C|τ |(a1|X| + |T | + |X|2), (6.11)
where C is an absolute constant and a1 is depending linearly of x1 and x ′ (but not of τ ).
Proof. We start from the expressions (6.3)–(6.5) for R and estimate each term using the
results of Section 5.
(1) Estimation of Φ(X | 0; τ ).
It is given by Eq. (6.5). One has∣∣〈Q(xx)X,X〉− 〈Q(yy)−1Q(yx)X,Q(yx)X〉∣∣
 C
(
1 + |τ |)|X|2 (by Lemma 16, Eq. (5.14)),∣∣〈(τ )X,Q(yy)−1(τ )X〉∣∣ C|τ |∣∣(τˆ )X∣∣2 (by Lemma 19, Eq. (5.21)),∣∣〈Q(yy)−1Q(yx)X, (τ )X〉∣∣ C|τ ||X|∣∣(τˆ )X∣∣ (again by Lemma 19, Eq. (5.21)).
As a consequence, the part fc(X,T | 0; τ ) in Eq. (6.3) for R satisfies an estimates of the
type (6.3).
(2) We estimate the other term, of Eq. (6.3)∣∣〈Q(xx)X,x1 − x ′〉∣∣ |X|∣∣Q(xx)(x1 − x ′)∣∣ C|τ ||X||x1 − x ′|
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The reason is that by Lemma 16, we have
|X|2  [〈Q(xx)X,X〉− 〈Q(xy)Q(yy)−1Q(yx)X,X〉] C(1 + |τ |)|X|2
and 〈Q(xx)X,X〉  C|τ ||X|2 (because the eigenvalues of Q increase at most like τ ), so
that 〈
Q(xy)Q(yy)−1Q(yx)X,X
〉
 C|τ ||X|2.
Then continuing the survey of terms in R, Eq. (6.3)∣∣〈(τ )X,Q(yy)−1(τ )(x1 + x ′)〉∣∣ C|τ ||X|∣∣(τˆ )(x1 + x ′)∣∣
(using Lemma 19) and∣∣〈Q(yy)−1(τ )(x1 + x ′),Q(yx)X〉∣∣ C∣∣(τˆ )(x1 + x ′)∣∣∣∣Q(yx)X∣∣
 C|τ |∣∣(τˆ )(x1 + x ′)∣∣|X|
(using again Lemma 19 and the fact that Q(yx) increases at most like |τ |), and in the same
way ∣∣〈Q(yx)(x1 − x ′),Q(yy)−1(τ )X〉∣∣ C|τ ||x1 − x ′||X|.
So, all the terms in the second member of Eq. (6.3) satisfy an estimation like Eq. (6.11).
(ii) lower bound for fc(x1, t1 | x ′, τ ).
Lemma 24. One has the following lower bound for fc∣∣fc(x1, t1 | x ′, τ )∣∣ C{[〈Q(xx)(x1 − x ′), (x1 − x ′)〉
− 〈Q(yy)−1Q(yx)(x1 − x ′),Q(yx)(x1 − x ′)〉]
+ |τ |∣∣(τˆ )(x1 + x ′)∣∣2 + |τ |∣∣∣∣〈t1, τˆ 〉 − 〈x1a(τˆ )x ′〉
+ 1
2
〈
Q(yx)(x1 − x ′),Q(yy)−1(τˆ )(x1 + x ′)
〉∣∣∣∣}, (6.12)
where C is an absolute constant.
Proof. We use Eqs. (6.6) and (6.7) and write∣∣fc(x1, t1 | x ′, τ )∣∣ C(|Refc| + | Imfc|).
Then
Refc = ReΦ = 12
[〈
Q(xx)(x1 − x ′), (x1 − x ′)
〉
− 〈Q(yy)−1Q(yx)(x1 − x ′),Q(yx)(x1 − x ′)〉]
+ 1 〈(τ )(x1 + x ′),Q(yy)−1(τ )(x1 + x ′)〉,8
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〈
x1, a(τ )x
′〉− 〈τ, t1〉 − 12 〈Q(yy)−1Q(yx)(x1 − x ′), (τ )(x1 + x ′)〉.
In Refc , the first bracket is positive, because of Lemma 16, and the fact that x1 = x ′.
The second term is estimated from below because Q(yy) grows at most like C(1 + |τ |), so
Q(yy)−1 is bounded from below by C1+|τ | (this is the easy part of Lemma 19).
6.3. The case x1 = x ′: regularity of Gλ
Theorem 6.
(1) Assume that x1, t1, x ′ are such that x1 = x ′ and∣∣fc(x1, t1 | x ′, τ )∣∣ C(1 + |τ |). (6.13)
Then Gλ(x1, t1 | x ′) is analytic in a neighborhood of (x1, t1)
(2) In particular,
(i) Gλ is analytic in a neighborhood of (x1, t1) if x1 = x ′, (τˆ )(x1 + x ′) = 0 for all τˆ
real,
(ii) Gλ is analytic in a neighborhood of (x1, t1) if x1 = x ′, and (x1, t1) is an elliptic point
of the operator L,
(iii) Gλ is analytic is analytic in a neighborhood of (x1, t1) if
t1 · τˆ −
〈
x1, a(τˆ )x
′〉+ 1
2
〈
Q(yx)(x1 − x ′),Q(yy)−1Q(yx)(τˆ )(x1 + x ′)
〉 = 0 (6.14)
for all τˆ real.
Proof. (1) If Eq. (6.13) is satisfied, then the function[
1 + R(X,T ;x1, t1, x
′, τ )
fc(x1, t1 | x ′, τ )
]−(n/2+p−1)
is analytic in (X,T ) uniformly in τ , for small (X,T ) because R grows at most like |τ |
(Lemma 23), while |fc| is bounded from below by a linear growth in |τ |. As a consequence,
Gλ is analytic at (X,T )= (0,0) which is the result.
(2) (i) If (τˆ )(x1 + x ′) = 0, ‖fc|  C|(τˆ )(x1 + x ′)|2|τ | which means that (6.13) is
satisfied
(ii) If x1 = x ′ and (x1, t1) is an elliptic point of L, then, either (τˆ )(x1 + x ′) = 0 for all
τˆ and one can apply the preceding result. Or (τˆo)(x1 + x ′) = 0 for a certain τˆo. In that
case
(τˆo)(x1 − x ′)= 2(τˆo)x1
which is nonzero because x1 is an elliptic point (Lemma 1). But, then, using Lemma 21, at
the point x1 − x ′ (instead of x1), we see that at τˆo, one has〈
Q(xx)(x1 − x ′), x1 − x ′
〉− 〈Q(yy)−1Q(yx)(x1 − x ′),Q(yx)(x1 − x ′)〉 C(1 + |τ |).
From Eq. (6.12), we deduce that∣∣fc(x1, t1 | x ′, τ )∣∣ C(1 + |τ |).
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Remarks. (i) It is clear that, in special circumstances one can refine the results of
Theorem 6.
Example 1. If p = 1 (there is only one t variable) and if (x1, t1) is such that x1 = x ′ and
|t1| is large enough, then Eq. (6.14) holds and Gλ will be analytic at such points. But as
soon as there are several t variables, then there is always τˆo so that t1 · τˆo = 0 and Eq. (6.14)
is not guaranteed even for large |t1|.
Example 2. Assume that x1 = x ′, (τˆo)(x1, x ′) = 0 for a certain τˆo, a (τˆo)x ′ = 0 or
a (τˆo)x1 = 0, 〈t1, τˆo〉 = 0 then one has analyticity at (x1t1).
Theorem 7. Assume that x1 = x ′ and that∣∣fc(x1, t1, x ′, τ )∣∣ C,
where C is independent of τ . Then Gλ is Gevrey 2 at (x1, t1) at least in one direction in t .
Proof. R
fc
grows like |τ |. In fact for X = 0, R = i〈τ, T 〉. Then a partial derivative with
respect to T , at T = 0, will increase like (n!)2.
Examples. Under special circumstances one can get better regularity in certain directions,
than in other.
Example 3. Assume that x ′ = 0 and take X = ρx1 (i.e. we take X in the direction of x1)
and T = 0. It is clear that in this case R(X,T ;x1, t1, x ′, τ ) reduces to
R(X,0;x1, t1,0, τ )= fc(ρx1,0 | 0; τ )
+ ρ
{[〈
Q(xx)x1, x1
〉− 〈Q(yy)−1Q(yx)x1,Q(yx)x1〉]
+ 1
4
〈
(τ )x1,Q
(yy)−1(τ )x1
〉− i〈Q(yy)−1Q(yx)x1, (τ )x1〉},
fc(ρx1,0 | 0; τ )= 12ρ
2
[〈
Q(xx)x1, x1
〉− 〈Q(yy)−1Q(yx)x1,Q(yx)x1〉
+ 1
4
〈
(τ )x1,Q
(yy)−1(τ )x1
〉− i〈Q(yy)−1Q(yy)x1, (τ )x1〉]
(see Eqs. (6.3)–(6.25)).
Then
R(X,0;x1, t1,0, τ )= (2ρ + ρ2)fc(x1,0 | 0; τ )
and
R(X,0;x1, t1,0, τ )
fc(x1, t1 | 0, τ ) =
(2ρ + ρ2)fc(x1,0 | 0, τ )
fc(x1,0 | 0, τ )− i〈t1, τ 〉 K|ρ|
with K independent of τ .
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Example 4. When there is only in variable t , one can obtain stronger properties of
regularity for certain derivatives, which are intermediate between analyticity and Gevrey 2.
For example choose x ′ = 0, X = σx2 where x2 is such that〈
Q(xx)x2, x1
〉− 〈Q(yy)−1Q(yx)x2,Q(yx)x1〉
+ 1
4
〈
(τ )x2,Q
(yy)−1〉〈(τ )x1〉− i〈Q(yy)−1Q(yx)x2, (τ )x1〉≡ 0
for all τ (which is a scalar here) so that R(σx2,0;x1, t1,0, τ )=Φ(x2 | a0, τ )σ 2.
Assume that Φ(x2 | 0, τ ) increases linearly in |τ | while Φ(x1 | 0, τ ) is bounded in τ .
Then
R(σx2,0;x1,0,0, τ )
fx(x1,0 | 0, τ ) = σ
2O
(|τ |).
It is easy to see that the derivatives with respect to σ grow like (n!)3/2, which indicates
a Gevrey class 3/2 for these directions.
7. The heat kernel of transversally elliptic operators
In this section, we give a formula for the heat kernel of the degenerate elliptic operator
L (Eq. (2.3)), namely
∂
∂u
Pu(x, t | x ′,0)= L(x,t)Pu(x, t | x ′,0),
Pu(x, t | x ′,0)→ δ(x − x ′)δ(t) (u → 0+),
(7.1)
where u > 0 is a time variable.
7.1. Heat kernel of the subelliptic operator 
We consider the subelliptic operator  on the nilpotent group N = Rn ×Rq × Rp as in
Section 2, and define its heat kernel Πu(x, y, t | 0,0,0) as the solution of
∂
∂u
Πu(x, y, t | 0,0,0)=Πu(x, y, t | 0,0,0),
Πu(x, y, t | 0,0,0)→ δ(x)δ(y)δ(t).
(7.2)
We know that the formula for Πu(x, y, t | 0,0,0) is given by
Πu(x, y, t | 0,0,0)= 1
(2πu)(n+q)/2+p−1
∫
Rp
V (τ)e−
1
u
f dτ (7.3)
(see Theorem 4 of [3]).
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defined as in Eq. (3.31) of Lemma 6 (Section 3.4). The heat kernel of  with pole (x ′, y ′, t ′)
is obtained
Πu(x, y, t | x ′, y ′, t ′) =Πu
(
(x ′, y ′, t ′)−1 ∗ (x, y, t) | 0,0,0) (7.4)
using the group law of N .
Moreover Eq. (7.3) makes sense (i.e. the integral is convergent) because L satisfies the
hypoellipticity condition of Lemma 1 Section 2.1 which is that Ω(τ) = 0 for any τ = 0
(Lemma 7 of Section 3.5), which is also the hypothesis (H) of Section 3.1 in [3].
7.2. The heat kernel of the operator L
Theorem 1. (1) The heat kernel of the transversally elliptic operator L is
Pu(x, t | x ′, t ′) =
∫
Rq
Πu(x, y, t | x ′,0, t ′)dy. (7.5)
(2) In this formula, for any ε > 0, the integral is uniformly convergent for all u > ε, all
x , t , x ′, t ′.
(3) Pu(x, t | x ′, t ′) is real analytic for all u > 0.
Proof. (1)  is invariant by translation in t and y so that in Eq. (7.4), we may assume that
y ′ = 0. Then Πu satisfies
∂
∂u
Πu(x, y, t | x ′,0, t ′)=Πu(x, y, t | x ′,0, t ′),
Πu(x, y, t | x ′,0, t ′)→ δ(x − x ′)δ(t − t ′). (7.6)
Let us assume that:∫
Rq
Πu(x, y, t | x ′,0, t ′)dy <+∞, (7.7)
∫
Rq
∂k
∂ykr
Πu(x, y, t | x ′,0, t ′)dy = 0 (7.8)
for all r (1 r  q) and k = 1,2. Then, one can prove that∫
Rq
Πu(x, y, t | x ′,0, t ′)dy
is the solution of Eq. (7.1), as in Lemma 2 of Section 2.4. From Lemma 8, we know that
there exists C′ such that
Ref
(
(x ′,0, t ′)−1 ∗ (x, y, t), τ)C′(|x − x ′|2 + |y|2) (7.9)
for all τ , x ′, t ′, x , y , t and γ > 0 with∣∣V (τ)∣∣ C′( τ
shγ |τ |
)1/2
. (7.10)
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convergence is uniform in u > ε, x , t , x ′, t ′. Moreover the integrals of Eq. (7.8) are zero
by an integration by parts.
(2) It is clear that Πu(x, y, t | 0,0,0) is real-analytic because f is a polynomial in x ,
y , t and the integral of Eq. (7.3) is uniformly convergent because of the estimation of
Eqs. (7.9)–(7.10). As a consequence, P is also real analytic in x , t , x ′, t ′ for u > 0 because
of the uniform convergence of the integral (7.5).
8. Examples
In this section, we compare our results with previous work.
In [6], we introduced a class of partial differential operators, as follows. We assume that
there are two types of variables x and t . The x variable is an element of V = V1×· · ·×Vk+1
where V1, . . . , Vk+1 are vector spaces, so
x = (x1, . . . , xk+1) ∈ V1 × · · · × Vk+1
and t is an element of W =W1 × · · · ×Wk where W1, . . . ,Wk are vector spaces so that
t = (t1, . . . , tk) ∈ W1 × · · · ×Wk.
Each of these spaces is euclidian. Eventually, Vk+1 can be 0. We assume that there are
quartic forms aj (xj , τj ) on Vj ×Wj , 1 j  k, which are separately quadratic in xj and
τj and which satisfies
aj (xj , τj ) δj |xj |2|τj |2, j = 1, . . . , k, δj > 0,
and we consider the operators
Λ = 1
2
k+1∑
j=1
j+12
k∑
j=1
aj (xj ,∇tj ).
Here j is the euclidian laplacian on Vj and ∇tj is the gradient in the directions of the
variables tj .
We have calculated the Green kernels of this type of operator. We proved in [6] that Λ
is analytic hypoelliptic if and only if V = V1 (and V2 = 0) and that in general the Green
function is of the Gevrey class 2.
It is clear that the two classes of operators namely the class of operators of the type Λ
and the class of operators of type L considered in this article are not the same.
Indeed the class of transversally elliptic operators contains step 2 subelliptic operators
(when the Tr of Section 2.1 are missing). Even if we restrict ourselves to operators of the
type
∑
∂2
∂x2j
+∑T 2r , they may not be brought to the form of Λ, as it is the case for
∂2
∂x21
+ ∂
2
∂x22
+ ∂
2
∂x23
+(x21 + x22)
∂2
∂t21
+(x21 + x23)
∂2
∂t22
.
Conversely, an operator of type Λ is not necessarily of type L. The reason is that a
quartic form a(x, τ ) which is separately quadratic in x and τ (even with the hypothesis
R. Beals et al. / Bull. Sci. math. 128 (2004) 531–576 575(H) above) is not necessarily a sum of squares of products of linear forms in x and linear
forms in τ .
Finally, there are operators which are sums of squares of vector fields, but which are
not “transversally elliptic”. This is the case for x2 ∂
2
∂y2
+y2 ∂2
∂x2
. The Lie algebra generated
by x ∂
∂y
and y ∂
∂x
is the vector space generated by x ∂
∂y
, y ∂
∂x
, x ∂
∂x
− y ∂
∂y
. This operator does
not satisfy the Hörmander criterion for hypoellipticity at the origin.
Nevertheless, it is C∞-hypoelliptic at the origin as a consequence of the hypoellipticity
conditions proved in [14].
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