We consider the rational vector space generated by all rational homology spheres up to orientation-preserving homeomorphism, and the filtration defined on this space by Lagrangian-preserving rational homology handlebody replacements. We identify the graded space associated with this filtration with a graded space of augmented Jacobi diagrams.
Introduction

Finite type invariants
The greatest achievements in the theories of finite type invariants are theorems that express the graded spaces associated with topological filtrations of vector spaces generated by knots or manifolds as combinatorial vector spaces generated by Feynman diagrams. The two main examples of these theorems, that are useful to classify invariants and to evaluate their power, concern the Vassiliev filtration of the space generated by the knots in S 3 , and the Goussarov-Habiro filtration of the space generated by the integral homology 3-spheres (ZHS) , that are oriented compact 3-manifolds with the same integral homology as S 3 . The graded space associated with the Vassiliev filtration was identified with a space of Jacobi diagrams by an isomorphism induced by the Kontsevich integral (see [Kon] and the Bar-Natan article [BN] ). Several filtrations of the space generated by the ZHS's were defined. In [GGP] , Garoufalidis, Goussarov and Polyak compared various filtrations, and defined a surjective map from a graded space of Jacobi diagrams to the graded space associated with the Goussarov-Habiro filtration. In [Le] , Le proved that this map is an isomorphism by showing that the LMO invariant that he constructed in [LMO] with the help of Murakami and Ohtsuki is a universal finite type invariant of ZHS's. In [AL] , Auclair and Lescop defined the Goussarov-Habiro filtration and the properties of the graded space, algebraically, using Lagrangian-preserving integral homology handlebody replacements.
In this article, we will consider the rational vector space generated by all the rational homology spheres (QHS) , that are the oriented compact 3-manifolds with the same rational homology as S 3 . We will define a filtration on this space by means of LP-surgeries, that are Lagrangian-preserving rational homology handlebody replacements. Our main result (Theorem 1.7) identifies the graded space associated with this filtration with a graded space of diagrams. The role of the LMO invariant in the integral case will be held here by the KKT invariant of rational homology spheres constructed by Kontsevich, and proved to be a universal finite type invariant of ZHS's by Kuperberg and Thurston in [KT] . Lescop has proved in [Les] that the KKT invariant Z KKT = (Z n,KKT ) n∈N satisfies a universality property with respect to LP-surgeries. Massuyeau has proved in [Mas] that the LMO invariant Z LM O = (Z n,LM O ) n∈N satisfies the same property. As we prove at the end of Section 6, these results and our main theorem imply that Z LM O and Z KKT are equivalent in the following sense: Theorem 1.1. Let M and N be QHS's such that |H 1 (M; Z)| = |H 1 (N; Z)|, where |.| denotes the cardinality. Then, for any n ∈ N:
The Goussarov-Habiro filtration
Throughout the article, the manifolds will be compact, connected, and oriented. When it does not seem to cause confusion, we will use the same notation for a curve and its homology class.
The standard Y-graph is the graph Γ 0 ⊂ R 2 represented in Figure 1 . With Γ 0 is associated a regular neighborhood Σ(Γ 0 ) of Γ 0 in the plane. Consider a 3-manifold M Figure 2 . The borromean surgery on Γ is the surgery along the framed link L. As proved by Matveev in [Mat] , a borromean surgery can be realised by cutting a genus 3 handlebody (a regular neighborhood of the Y-graph) and regluing it another way. A Y-link in a 3-manifold is a collection of disjoint Y-graphs.
Consider the rational vector space A Jacobi diagram is a trivalent graph with oriented vertices. An orientation of a vertex of such a diagram is a cyclic order of the three half-edges that meet at this vertex. In the pictures, this orientation is induced by the cyclic order . The degree of a Jacobi diagram is half the number of its vertices. Note that it is an integer. Let A n denote the rational vector space generated by all degree n Jacobi diagrams, quotiented out by the AS and IHX relations (Figure 3 ). The space A 0 is generated by the empty diagram. Let A c n denote the subspace of A n generated by the connected diagrams.
Let Γ be a Jacobi diagram of degree n. Let ϕ : Γ ֒→ R 3 be an embedding such that the orthogonal projection on R 2 × {0} of ϕ(Γ) is regular, and hence induces a framing of ϕ(Γ). Now associate a Y-linkΓ in S 3 with Γ by replacing all edges of ϕ(Γ) as indicated only depends on the class of Γ in A n . Hence it defines:
Moreover: Theorem 1.3 (Garoufalidis, Goussarov, Polyak [GGP] , Habiro [Hab] , Le [Le] ). For n odd, G Z n = 0. For n even, the map Φ : A n 2 → G Z n is an isomorphism.
Statement of the results
We first define the filtration on the rational vector space F 0 generated by all QHS's up to orientation-preserving homeomorphism.
Definition 1.4. For g ∈ N, a genus g rational (resp. integral) homology handlebody (QHH, resp. ZHH) is a 3-manifold which is compact, oriented, and which has the same homology with rational (resp. integral) coefficients as the standard genus g handlebody.
Such a QHH (resp. ZHH) is connected, and its boundary is necessarily homeomorphic to the standard genus g surface. Definition 1.5. The Lagrangian L A of a QHH A is the kernel of the map
induced by the inclusion. Two QHH's A and B have LP-identified boundaries if we have a homeomorphism h :
The Lagrangian of a QHH A is indeed a Lagrangian subspace of H 1 (∂A; Q) with respect to the intersection form.
Consider a QHS M, a QHH A ⊂ M, and a QHH B whose boundary is LP-identified with ∂A. Set M(
) is obtained from M by Lagrangian preserving surgery, or LP-surgery. Note that a borromean surgery is a special type of LP-surgery. If (A i ) 1≤i≤n is a family of disjoint QHH's in M, and if, for each i, B i is a QHH whose boundary is LP-identified with ∂A i , we denote by M((
Let F n denote the subspace of F 0 generated by the
for all QHS's M and all families of QHH's (A i , B i ) 1≤i≤n , where the A i are embedded in M and disjoint, and each ∂B i is LP-identified with the corresponding ∂A i . Since F n+1 ⊂ F n , this defines a filtration. Set G n = F n /F n+1 and G = ⊕ n∈N G n . Definition 1.6. A finite type invariant of degree at most n of rational homology spheres is a linear map λ : F 0 → Q such that λ(F n+1 ) = 0. It is said to be additive if λ(M♯N) = λ(M) + λ(N) for all QHS's M and N.
Let I n (resp. I c n ) denote the rational vector space of all invariants (resp. additive invariants) of degree at most n. Set H n = I n /I n−1 and H = ⊕ n∈N H n . Note that I n is canonically isomorphic to (F 0 /F n+1 ) * := Hom(
, Q). We have an exact sequence:
Since the functor Hom(., Q) is exact, the dual sequence
We will call augmented diagram of degree n the union of a Jacobi diagram of degree k ≤ n 2 and of (n − 2k) weighted vertices, where the weights are prime integers. Note that Figure 6 : augmented diagram of degree 13 the degree of an augmented diagram is equal to its number of vertices. Let A aug n denote the rational vector space generated by all augmented diagrams of degree n, quotiented out by the AS and IHX relations. The main goal of this article is to prove the following theorem:
This result will follow from Proposition 1.8, Proposition 1.11, and Proposition 6.9. An isomorphism can be described in the following way. Consider an augmented diagram Γ a of degree n given by a Jacobi diagram Γ of degree k, and (n − 2k) vertices with weights (p i ) 1≤i≤n−2k . Define ϕ(Γ) ⊂ S 3 and the associated Y-linkΓ as before. For each i, consider a rational homology ball
] ∈ G n . Since connected sums are LP-surgeries of genus 0, one can easily see that G 0 ∼ = QS 3 . In Section 4, we give a description of G 1 .
3 ) p prime is a basis for G 1 .
Remark: The QHS's M p are not unique in F 0 , but we will see in Subsection 4.1 that they are unique modulo F 2 . We will show in Subsection 4.1 that the family (M p − S 3 ) p prime generates G 1 . To see that it is a basis, we will prove the following proposition in Subsection 4.2.
For a prime integer p, let v p denote the p-adic valuation, defined on N\{0} by v p (p k n) = k if n is prime to p. Proposition 1.9. For any prime p, define a linear map ν p on F 0 by setting
Since ν p (M p ) = 1, ν p (M q ) = 0 for any prime q = p, and ν p (S 3 ) = 0 for any prime p, this result shows that the family (M p − S 3 ) p prime is free.
Corollary 1.10.
In Section 5, we prove: 
In this proof, we will use the description of finite type invariants of degree 1 of framed rational homology tori given in Subsection 5.1.
In Section 6, we use the structures of graded algebras on G and H in order to show that any finite type invariant λ such that λ(S 3 ) = 0 can be written as a sum of products of additive invariants. More precisely, let I π n denote the subspace of I n generated by all the products 1≤i≤k λ i , where k > 1, the λ i are additive invariants of degree k i < n, and 1≤i≤k k i ≤ n. Our version of the Milnor-Moore theorem about the structure of Hopf algebras implies that:
We will obtain this result as a consequence of Proposition 6.9. In order to describe the spaces of additive invariants, we shall prove that LP-surgeries can be reduced to more specific moves. Definition 1.13. Consider a positive integer d. We call d-torus a rational homology torus such that:
• H 1 (∂T d ; Z) = Zα ⊕ Zβ, with < α, β >= 1,
Definition 1.14. An elementary surgery is an LP-surgery among the following ones:
1. connected sum (genus 0), 2. LP-replacement of a standard torus by a d-torus (genus 1), 3. borromean surgery (genus 3).
In Section 2, we prove: This proposition generalises a result of Auclair and Lescop which says that any two ZHH's with LP-identified boundaries can be obtained from one another by a finite sequence of borromean surgeries in the interior of the ZHH's ( [AL, Lemma 4.11] ).
In Section 3, we recall some facts about borromean surgeries proved in [GGP] , and we give consequences of these facts that are useful in the sequel.
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Notation We denote by T ors(H) the torsion submodule of a module H.
Lemma 2.2. If A is a genus g QHH, then:
Proof. The first point is given by
Hence H 2 (A; Z) is torsion free. Since H 2 (A; Q) = 0, we get the second point.
The last point also follows from the Poincaré duality and the universal coefficient theorem:
Lemma 2.3. Consider a genus g QHH A. Consider the map i * :
induced by the inclusion. Set:
Then there is a symplectic basis (α i , β i ) 1≤i≤g of H 1 (∂A; Z), a family (γ i ) 1≤i≤g of curves in A, and positive integers d i , 1 ≤ i ≤ g, such that:
Zγ i ,
Proof. The exact sequence over Z associated with (A, ∂A) yields the following exact sequence:
A is a free submodule of rank g of H 1 (∂A; Z). Hence there is a basis (α i , β i ) 1≤i≤g of H 1 (∂A; Z), and positive integers
Since the intersection form is trivial on L T A , we can choose the β i in such a way that the basis (α i , β i ) 1≤i≤g is symplectic.
The boundary map H 2 (A, ∂A) → H 1 (∂A) in the above exact sequence induces an isomorphism
, where δ ij is the Kronecker delta, equal to 1 if i = j, and 0 otherwise. Thus
Corollary 2.4. Let A be a QHH. If the map H 1 (∂A; Z) → H 1 (A; Z), induced by the inclusion ∂A ֒→ A, is surjective, then A is a ZHH. Figure 7 : The handlebody A a curve c on ∂A such that c = a 1 + db 2 in H 1 (∂A; Z). According to Meyerson in [Mey] , since c is primitive, it can be chosen simple and closed. The torus T d will be obtained from A by adding a 2-handle to A along c as follows. Define
d-tori
Moreover, we can define curves α, β, γ, on ∂A, with α = b 2 , β = −a 2 −db 1 and γ = −b 1 in H 1 (∂A; Z) such that the boundary of A is homeomorphic to the surface represented in Figure 8 . We get
Given a curve γ in a 3-manifold M, we will call exterior of γ in M the complement of the open tubular neighborhood of γ in M. 
. Let m(γ) and ℓ(γ) be respectively a meridian and a parallel of γ. For any integer k, there is a symplectic basis (α, β) of
, and such that the curve β − dℓ(γ) + km(γ) bounds a surface in the exterior of γ in
. Let k be any integer, and set β =
is trivial in H 1 (X; Z).
Relating QHH's by elementary surgeries
In this subsection, we prove Theorem 1.15.
Definition 2.7. Consider a QHH A. Consider a simple closed curve γ ⊂ A. Consider a disk D ⊂ ∂A. Consider two distinct points y and z in Int(D), and a path s from z to
where h is an embedding such that:
• h(0, 0) = y and h(0, 1) = z,
We will call tunnel around γ such a cylinder C.
Lemma 2.8. Let A be a QHH of genus g. Let γ be a simple closed curve in A. Let C be a tunnel around γ. Set B = A \ C. Then B is a QHH of genus g + 1.
Proof. Consider the pair (A, B). By excision, for i ∈ N,
, and H 2 (A, B; Q) ∼ = Q. The exact sequence over Q associated with the pair (A, B) yields the following exact sequence:
Hence H 2 (B; Q) = 0 and
Lemma 2.9. Let A be a QHH of genus g. The quotient
is a torsion module.
Set
Proof. The fact that
is a torsion module follows from Lemma 2.3.
By Lemma 2.8, B is a QHH of genus g + n. Hence, by Corollary 2.4, it suffices to show that the map H 1 (∂B; Z) → H 1 (B; Z) induced by the inclusion is surjective, or, equivalently, that H 1 (B, ∂B; Z) is trivial. By excision, H 1 (B, ∂B; Z) is isomorphic to
, which is trivial by definition of the C i 's.
For a 3-manifold A, let lk A : T ors(H 1 (A; Z)) × T ors(H 1 (A; Z)) → Q/Z denote the linking form on A, defined in the following way. Consider disjoint representatives α, β of two homology classes in T ors(H 1 (A; Z)). Consider a surface S ⊂ A, transverse to β, such that ∂S = kα for some positive integer k. Then lk A (α, β) = 1 k < S, β >, where < ., . > is the algebraic intersection number in A. For a QHS M, the linking form lk M is defined on H 1 (M; Z) × H 1 (M; Z), and it is known to be bilinear, symmetric, and non degenerate.
Proof. By Lemma 2.3, there is a symplectic basis (α i , β i ) 1≤i≤g of H 1 (∂A; Z) such that the α i are null-homologous in A, and H 1 (A; Z) = T ors(H 1 (A)) ⊕ (⊕ 1≤i≤g Zβ i ). Consider a standard handlebody H g , and a symplectic basis (a i , b i ) 1≤i≤g of H 1 (∂H g ; Z), where each a i bounds a disk in H g . Construct a QHS M by gluing A and H g along their boundaries, in such a way that, for 1 ≤ i ≤ g, α i is identified with b i , and β i is identified with a i . We have H 1 (M; Z) ∼ = T ors(H 1 (A; Z)). Moreover, the linkings of the curves in A are preserved, thus the linking forms on H 1 (M) and T ors(H 1 (A)) are isomorphic.
Lemma 2.11. Let A and A ′ be QHH's of genus g with LP-identified boundaries. Assume
and A ′ can be obtained from one another by a finite sequence of borromean surgeries.
Proof. Consider a basis (µ i ) 1≤i≤n of T ors(H 1 (A)), and its image (µ
. Fix framed representatives of the µ i and µ
so that the longitude of each µ i is identified with the longitude of the corresponding µ ′ i . By Lemma 2.9, B and B ′ are ZHH's of genus g + n.
The equality between the linking numbers ensures that the identification of their boundaries preserves the Lagrangian. Thus, by [AL, Lemma 4 .11], B can be obtained from B ′ by a finite sequence of borromean surgeries. Gluing back the cylinders, we get that A can be obtained from A ′ by a finite sequence of borromean surgeries.
Let H g be a standard handlebody such that ∂H g and ∂A are LP-identified. Then there exists a QHS M such that A is obtained from H g ♯M by a finite sequence of borromean surgeries.
Lemma 2.13. Let A be a genus g QHH. Let H g be a standard handlebody such that ∂H g and ∂A are LP-identified. Assume there are a symplectic basis (α i , β i ) 1≤i≤g of H 1 (∂A; Z), a curve γ in A, and a positive integer d such that
) by a finite sequence of borromean surgeries.
Proof. Consider a tunnel C around γ in A. Set B = A \ C. By Lemma 2.9, B is a ZHH of genus g +1. There is a surface S ⊂ B such that ∂S ⊂ ∂B is homologous to β 1 −dℓ+km in ∂B, where m is a meridian of γ, ℓ is a longitude of γ, and k is an integer. Consider simple closed curves σ 1 and σ 2 in ∂B such that σ 1 = m − dα 1 and
Consider a simple closed curve representing b 1 in Int(H g ), and a tubular neighborhood T 0 of this curve. Consider a d-torus T d , a symplectic basis
where k is the integer that appears when tunneling A). Choose an ′ by a finite sequence of borromean surgeries. Gluing back the cylinders, we get that A can be obtained from
Proof of Theorem 1.15. It suffices to prove the result when B is a standard handlebody. We will proceed by induction on |L
Consider a QHH A of genus g with |L
, and a standard genus g handlebody H g whose boundary is LP-identified with ∂A. By Lemma 2.3, there is a symplectic basis
) by identifying α with m(t 1 ) and β with t 1 . Set
. There is a surface S ⊂ B such that ∂S ⊂ ∂B is homologous to β 1 − d 1 ℓ + km in ∂B, where m is a meridian of γ, ℓ is a longitude of γ, and k is an integer. Consider simple closed curves σ 1 and σ 2 in ∂B such that σ 1 = m − d 1 α 1 and σ 2 = β 1 − d 1 ℓ + km in H 1 (∂B). The curves σ 1 and σ 2 are null-homologous in B, and
Consider a genus (g + 1) standard handlebody H g+1 of boundary ∂B, where the σ i and the α i bound disks in H g+1 . By induction, B can be obtained from H g+1 by a finite sequence of elementary surgeries or their inverses. Gluing back the cylinder C to H g+1 , we get a genus g QHHÃ satisfying In the following, we will consider oriented Y-links, defined as follows. A Y-graph is oriented if its associated surface is oriented. An orientation of a Y-graph induces an orientation of its leaves and of its internal vertex, as shown in Figure 11 , where the surface drawn is given the standard orientation of the plane. A Y-link is oriented if its components We shall see that, in some sense, it only depends on the homology classes of the leaves.
Lemma 3.5 (GGP, Lemma 2.2). Let Γ be a Y-graph in a 3-manifold M, which has a 0-framed leaf ℓ that bounds a disk in
Lemma 3.6. Let Γ be an oriented n-component Y-link in a 3-manifold M. Assume Γ has a leaf ℓ which is trivial in
Proof. We can assume that ℓ is 0-framed. The leaf ℓ bounds a surface Σ whose interior does not meet Γ. First assume Σ has a positive genus. Thanks to Lemma 3.1, we can assume Σ has genus 1. Apply Lemma 3.1 to decompose ℓ into four leaves, and apply it again to re-glue them by pairs, as shown in Figure 12 . This leads us to the case of a leaf Σ Figure 12 : decomposing a leaf which bounds a disk. The result follows then from Lemma 3.5. Proof. Suppose Γ has a leaf ℓ which is non trivial in H 1 (M; Z). Then there is a positive integer k such that kℓ = 0 in H 1 (M; Z). Denote by Γ ′ the Y-link obtained from Γ by replacing the leaf ℓ by a leaf homologous to kℓ in H 1 (M \ (Γ \ ℓ); Z). By Lemma 3.7, we have
Thus we can assume that all the leaves of Γ are null-homologous in M. As we have seen above, we also can assume that they are 0-framed.
Such leaves bound embedded surfaces in M. Thanks to Lemma 3.3, we can assume that the interior of these surfaces do not meet the edges of Γ. Consider a leaf ℓ of Γ. Apply Lemma 3.1 to cut ℓ into some leaves which are meridians of other leaves, and one leaf which bounds a surface in M \ (Γ \ ℓ). The last one can be excluded by applying Lemma 3.6. Cutting similarly each leaf of Γ, we obtain Y-links whose leaves are linked by pairs, in the pattern of Hopf links. Since Lemma 3.7 allows us to change the orientation of a leaf, modulo a sign, we get Y-links obtained from Jacobi diagrams.
Corollary 3.10. Let M be a QHS. Then
is generated by the [M; J] for all Jacobi diagrams J of degree n 2
. In particular, if n is odd, Proof. If the curve α obtained from the leaves ℓ and ℓ ′ and their adjacent edges, as shown in Figure 15 , is 0-framed and bounds a disk whose interior does not meet Γ, then, acoording to [GGP, Lemma 2.3] , the surgery on Γ preserves the homeomorphism class of M. Lemma 3.3 allows us to reduce the proof to this case. Proof. As in the proof of Lemma 3.9, we can assume that ℓ is null-homologous in M and 0-framed. Then ℓ bounds a surface Σ. Using Lemma 3.3, we can assume that its interior Σ does not meet the edges of Γ. However, it can meet the other leaves. Using Lemma 3.1 to decompose the different leaves of Γ, we can restrict to two cases. EitherΣ does not meet Γ, or ℓ is linked with another leaf in the pattern of a Hopf link. Conclude with Lemma 3.6 in the first case. In the second case, since Lemma 3.7 allows us to change the orientation of a leaf, modulo a sign, conclude with Lemma 3.11. We denote by "= 2 " the equality modulo F 2 . Note that F 1 is generated by the (M − S 3 ). ). This follows from Corollary 3.10.
Like in [KK] , we call linking a pair (H, φ), where H is a finite abelian group, and φ is a non degenerate symmetric bilinear form on H, with values in Q/Z. Consider the abelian semigroup N of all linkings under orthogonal sum. We have a homomorphism H from the semigroup of all QHS's under connected sum to N, given by H(M) = (H 1 (M; Z), lk M ). By [KK, Theorem 6 .1], this homomorphism is onto. So we can define an equivalence relation on N by H 1 ∼ 2 H 2 if H 1 = H(M 1 ), H 2 = H(M 2 ), and M 1 − S 3 = 2 M 2 − S 3 . Note that:
Thus, by Lemma 4.1, in order to prove that (M p − S 3 ) p prime generates G 1 , it suffices to show that any H ∈ N is 2-equivalent to a direct sum of groups Z p := Z/pZ, with p prime, independently of the associated bilinear form. Since N is the direct sum of the abelian semigroups N p of linkings on p-groups, we restrict ourselves to the study of p-groups.
Lemma 4.2. Any linking in N p is 2-equivalent to an orthogonal sum of linkings on cyclic p-groups. Two linkings defined on the same cyclic group are 2-equivalent.
Proof. In the case of odd primes p, by [Wall, Theorem 4] , N p has generators A p k , B p k , k ≥ 1, and sole relation 2A p k = 2B p k (R p k ), where:
The relations (⋆) and
In the case of 2-groups, we will use the presentation of N 2 given in the introduction of [Mir] by Miranda, who gives an alternative version of the description of N 2 obtained by Kawauchi and Kojima in [KK] . The generators are 4 linkings
Lemma 4.2 reduces our study to the case of cyclic groups with arbitrary linkings.
Lemma 4.3. Denote by G p k any linking on Z p k . We have G p k+k ′ ∼ 2 G p k + G p k ′ for any prime p and any positive integers k and k ′ . It follows that
Proof. We will use the following easy result.
. Let T be a standard solid torus trivially embedded in S 3 . Define an LP-identification ∂T d ∼ = ∂T that identifies β with the preferred longitude of T . Then H 1 (S 3 (
In S 3 , consider two disjoint, trivially embedded, tori T and T ′ , linked in the pattern of a Hopf link. Consider the LP-surgeries given by Sublemma 4.4 for d = p k and for d = p k ′ . We still denote by α, β, γ (resp. α ′ , β ′ , γ ′ ) the curves defined in the lemma. We have
Conclude with the following equality: S 3 (
This achieves the proof of the first part of Proposition 1.8, namely the fact that the family (M p − S 3 ) p prime generates G 1 .
The invariants ν p
In this subsection, unless otherwise mentioned, all the homology modules are considered with integral coefficients. We prove the following proposition that implies Proposition 1.9.
Proposition 4.5. Consider a QHS M, two disjoint genus g QHH's A and B in M, and two QHH's A ′ and B ′ whose boundaries are LP-identified with ∂A and ∂B respectively. Then:
Proof. The exact sequence associated with (M, A) gives:
. By excision, we have H i (M, A) = H i (X, ∂X) for any integer i. So the above exact sequence can be rewritten as follows.
Since H 1 (M) is finite, H 1 (X, ∂X) also is, and we have |H 1 (M)| = |H 1 (X, ∂X)|.|Im(ϕ 2 )|. Similarly, we have an exact sequence:
We get:
Similarly arguing with M(
) instead of M, and setting X ′ = X(
), we have the exact sequences:
and we get:
We now relate |Im(ϕ 2 )| and |Im(ψ 2 )|. Since Im(ϕ 2 ) ∼ =
and Im(ψ 2 ) ∼ =
, we shall study Im(ϕ 1 ) and Im(ψ 1 ).
The following sublemma gives us additional information about X.
also is a genus g QHH.
Proof. It is clear that H 3 (X; Q) = 0 and H 0 (X; Q) = Q. The Mayer-Vietoris sequence associated with M = A ∪ X gives:
Since H 3 (M; Q) → H 2 (∂A; Q) is an isomorphism that identifies the fundamental classes, we have H 2 (X; Q) = 0. The Mayer-Vietoris sequence also gives an isomorphism
We have the following commutative diagram, where i ⋆ is the map induced by the inclusion i : ∂A ֒→ A.
Denote the images of H 2 (X, ∂X) and H 2 (X ′ , ∂X ′ ) in H 1 (∂A) by F and F ′ respectively. Since ϕ 1 and ψ 1 are injective, the two boundary operators also are. Thus, by Sublemma 4.6 and Lemma 2.2, F and F ′ are free submodules of H 1 (∂A), of rank g. Consider bases γ of F and γ ′ of F ′ . Over Q, F generates the Lagrangian L X , and
Hence we have a matrix R ∈ GL g (Q) of change of basis from γ to γ ′ . Thus:
Since the same submodules F and F ′ occur in the decomposition of ϕ ′ 1 and ψ ′ 1 , we also have:
Finally,
5 Additive invariants of degree n > 1
Degree 1 invariants of framed rational homology tori
Fix a genus 1 surface Σ 1 and a symplectic basis
as the rational vector space generated by all the rational homology tori T , equipped with an oriented longitude ℓ(T ). Denote by m(T ) the meridian of T that satisfies < m(T ), ℓ(T ) > ∂T = 1. The data of the framing is equivalent to the data of an orientationpreserving homeomorphism h : Σ 1 → ∂T such that h * (Qα 0 ) = L T , the equivalence being given by m(T ) = h(α 0 ) and ℓ(T ) = h(β 0 ). In particular, given two framed rational homology tori, we have a canonical LP-identification of their boundaries, which identifies the fixed longitudes. Define a filtration (F n (Σ 1 )) n∈N , and quotients (G n (Σ 1 )) n∈N , as in the case of QHS's. Note that G 0 (Σ 1 ) ∼ = Q. Denote by T 0 the standard solid torus with a fixed longitude ℓ(T 0 ). For any prime p, fix a QHS M p such that H 1 (M p ; Z) ∼ = Z/pZ. Define a rational homology ball B p by removing an open ball from M p . In this subsection, we prove:
Consider a framed rational homology torus
where v p denotes the p-adic valuation.
Lemma 5.2. For any prime p, µ p is a degree 1 invariant of the framed rational homology tori.
Proof. Consider a framed rational homology torus T . Define a QHS M(T ) by gluing T and the standard torus T 0 along their boundaries, in such a way that ℓ(T ) is identified with m(T 0 ). We have H 1 (M(T )) =
The result follows from the fact that ν p is a degree 1 invariant of QHS's. Lemma 5.4. The space G 1 (Σ 1 ) is generated by the [T ;
) is an elementary surgery.
Proof. Consider [T ;
A ′ A ] ∈ F 1 (Σ 1 ). By Theorem 1.15, A ′ is obtained from A by a sequence of elementary surgeries, or their inverses, (
). Then:
Now, for any [T ;
We shall get rid of the elementary surgeries of genus 1 with the help of the following two lemmas.
Lemma 5.5. Let E be a framed standard torus. Let E ′ be a framed d-torus. Assume
). Then there is a QHS M such that A can be obtained from E ′ ♯M by a finite sequence of borromean surgeries.
Proof. For i = 1, 2, denote by γ i the copy of γ in
We have :
There is a surface S ⊂ B such that ∂S ⊂ ∂B is homologous to ℓ(A) − dℓ + km in ∂B, where m is a meridian of γ 1 , ℓ is a longitude of γ 1 , and k is an integer. Consider simple closed curves σ 1 , σ 2 , µ 1 and µ 2 in ∂B such that σ 1 = m − dm(A), σ 2 = ℓ(A) − dℓ + km, µ 1 = −ℓ + km(A) and µ 2 = −m(A) in H 1 (∂B). The curves σ 1 and σ 2 bound embedded surfaces in B, and (σ 1 , µ 1 , σ 2 , µ 2 ) is a symplectic basis of H 1 (∂B; Z). Thus B is a genus 2 QHH with |L T B /L Z B | = 0. By Lemma 2.12, there are a standard genus 2 handlebody H 2 and a QHS M such that B is obtained from H 2 ♯M by a finite sequence of borromean surgeries. Now consider the d-torus E ′ . It is homeomorphic to E(
We can choose a meridian m ′ and a longitude ℓ ′ of γ in such a way that there are curves σ ′ 1 and σ ′ 2 on the boundary of B ′ = E ′ \ C ′ which bound surfaces in B ′ and which are respectively homologous to m ′ − dα and β − dℓ
′ and H 2 are two ZHH whose boundaries are LP-identified. By [AL, Lemma 4.11] , H 2 can be obtained from B ′ by a finite sequence of borromean surgeries. Thus H 2 ♯M, and B, can be obtained from B ′ ♯M by a finite sequence of borromean surgeries. Gluing back the cylinders, we see that A can be obtained from E ′ ♯M by a finite sequence of borromean surgeries.
Lemma 5.6. The quotient G 1 (Σ 1 ) is generated by the [T ;
) is an elementary surgery of genus 0 (connected sum) or 3 (borromean surgery).
Proof. Consider a framed rational homology torus T and an elementary surgery E ′ E of genus 1 in T , i.e. E is an embedded standard torus, and
Choose the longitude ℓ(E) which is identified with ℓ(E ′ ) by the LP-identification ∂E ∼ = ∂E ′ . Consider the copies E 1 and E 2 of E in Int(E), the copies E ′ 1 and E ′ 2 of E ′ , the rational homology torus A, and the QHS M, defined in Lemma 5.5. Set T ′ = T (
).
), where B(M) is the rational homology ball obtained by removing a ball B 3 from M, and the (
) are borromean surgeries. On the one hand, we have [T ;
Thus:
We shall now restrict the set of generators [T ;
) is an elementary surgery of genus 0.
Lemma 5.7. Let T be a framed rational homology torus and let B be a rational homology ball. Then [T ;
This result follows from the next two sublemmas.
Sublemma 5.8. Let T be a framed rational homology torus and let B be a rational homology ball. Then, in G 1 (Σ 1 ), [T ; Sublemma 5.9. For any framed rational homology torus T , and any rational homology ball B,
Proof. Define T , and:
Proof of Proposition 5.1. By Lemmas 5.6 and 5.7, G 1 (Σ 1 ) is generated by the [T 0 ; Corollary 5.10. If µ is a degree 1 invariant of framed rational homology tori, such that µ(T 0 ) = 0 and µ(T 0 ♯M p ) = 0 for any prime p, then µ = 0.
The quotients
I
Proof. Fix M, the embedding of T 0 , and the surgeries (
of T 0 . For any framed rational homology torus T , setλ(T ) = λ([M;
Thenλ is a degree 1 invariant of framed rational homology tori:
We haveλ(T 0 ) = λ(0) = 0, and:
since λ is additive, and n − 1 > 0. By Corollary 5.10,λ = 0.
Proof of Proposition 5.11. By Lemmas 5.14 and 5.15, an additive invariant λ of degree n > 1 is determined on F n by its values on the [M; (
) 1≤i≤n ], for all QHS's M and all sets of n disjoint borromean surgeries (
Hence, by Corollary 3.10, λ is determined on F n by the λ([M; Γ]) for all QHS M and all Jacobi diagram Γ of degree n 2 . We can write M = M♯S 3 and suppose Γ is embedded in S 3 . Hence for an additive invariant λ of degree n, we have λ(
. If the Jacobi diagram Γ is not connected, we can assume that Γ is made of two components Γ 1 and Γ 2 that are embedded in disjoint balls in S 3 . Noting that (S 3 , Γ) = (S 3 , Γ 1 )♯(S 3 , Γ 2 ), it is easy to see that any additive invariant vanishes on [S 3 ; Γ] in this case. Proposition 1.11 follows from Proposition 5.11 in the case of odd degrees. For even degrees, it is a consequence of the following lemma.
Lemma 5.16. Let n > 1 be an even integer. Let (Γ n,i ) i∈Cn be a basis of diagrams of the finite dimensional vector space A c n 2
. Let (Γ * n,i ) i∈Cn be the dual basis of (A be the projection that maps any non connected diagram to 0 and which restricts to the identity on A c n 2
. Then (λ n,i ) i∈Cn is a basis of 6 The graded algebras G and H
The products in G and H
Extend the connected sum to F 0 by bilinearity:
for any finite sets I and J, any rational numbers a i , b j , and any QHS's M i , N j .
Thus the connected sum defines a product ♯ : G n ×G m → G n+m which induces a graded algebra structure on G.
Given two finite type invariants λ and µ, note that the product λµ satisfies:
for any finite set I, rational numbers a i , and QHS's M i .
Lemma 6.2. If λ ∈ I k and µ ∈ I ℓ , then λµ ∈ I k+ℓ .
Proof. Consider [M; (
) i∈I ] with |I| = k + ℓ + 1. We have the following equality.
Indeed, the right hand side is equal to:
.
and, if |J| ≤ k, then |I \ J| > ℓ and
Thus the product of finite type invariants induces a graded algebra structure on H.
Dual systems in G and H
For an even integer n > 1, consider the basis (Γ n,i ) i∈Cn of A c n 2 and the associated invariants λ n,i defined in Lemma 5.16. For n > 1 odd, set C n = ∅. For n = 1, let C 1 denote the set of all prime integers, and for any p prime, set λ 1,p = ν p and Γ 1,p = • p ∈ A aug 1 . Note that adding to λ n,i a weighted sum of the λ k,i , 0 < k < n, i ∈ C k , does not change the values of λ n,i on F n . Thus we can (and we do) choose the basis (λ n,i ) i∈Cn so that λ n,i ([S 3 ; Γ k,j ]) = δ nk δ ij for all positive integers n and k, all i ∈ C n , all j ∈ C k . For a multi-index ε = (ε t ) 1≤t≤ℓ , set ℓ(ε) = ℓ. For n > 0, fix a total order on C n . Let denote the lexicographic order induced on n∈N\{0} ({n} × C n ). For n > 0, let T π n denote the set of all triples (k, i, ε) such that
We will see in Subsection 6.3 that the family (λ k,i ) 0<k≤n i∈T k is a basis of
. The main goal of this subsection is to construct a family (G
Definition 6.3. G ∈ F 0 is said to be multiplicative if λµ(G) = λ(G)µ(G) for all finite type invariants λ and µ such that λ(S 3 ) = 0 and µ(S 3 ) = 0.
For any p prime, set G
1,p = M p − S 3 . Note that the G
1,p are multiplicative. Fix n > 1. If n is even, set G (n) 
where E pq is the set of all surjective maps j : {1, .., p} → {1, .., q}.
In particular, if p < q,
and, if p = q,
where S p is the set of permutations of {1, . . . , p}.
Proof. 
Lemma 6.5. Let n and k be positive integers. For ι = (k, i, ε) ∈ T π k , set T n (ι) = {(k, i, η) ∈ T π n | ∀t, η t ≥ ε t }. For κ ∈ T π n , we have λ n,κ (G (k) k,ι ) = 0 if and only if κ ∈ T n (ι). Note that the set T n (ι) is finite.
Proof. Set κ = (ℓ, j, η). We have λ n,κ = 1≤s≤ℓ(ℓ) λ ηs ℓs,js andG
♯εt . By Lemma 6.4: λ n,κ (G n,ι , so that λ n,ι (G (n)
n,ι ) = 1. Note that, for all n and all i ∈ T n , G
n,i ∈ F n . Let n and k be positive integers. For ι ∈ C k , set T n (ι) = {(k, i, η) ∈ T π n | k = (k), i = (ι)}. The following result is an easy generalisation of Lemma 6.5. Lemma 6.6. Let n and k be positive integers. For κ ∈ T n and ι ∈ T k , we have λ n,κ (G (k) k,ι ) = 0 if and only if κ ∈ T n (ι).
Corollary 6.7. For n > 0, i ∈ T n , j ∈ T n , we have λ n,i (G (n) n,j ) = δ ij .
For n > 1, define G (n) k,i ∈ F k for 0 < k < n and i ∈ T k , by induction on n, by:
Note that G Proof. We proceed by induction on n. The result is clear for n = 1. Fix n > 1. We shall prove that λ ℓ,j (G (n) k,i ) = δ ℓk δ ji for all 0 < ℓ ≤ n, j ∈ T ℓ , 0 < k ≤ n, i ∈ T k . If ℓ = n and k = n, it is given by Corollary 6.7. If ℓ < n and k = n, it is clear since G (n) n,i ∈ F n . If ℓ < n and k < n, it follows from the induction hypothesis. It remains to show that λ n,j (G (n) k,i ) = 0 if k < n. It is immediate if j ∈ T n (i). Consider j ∈ T n \ T n (i). We have:
By Lemma 6.6, for k ≤ m ≤ n and ι ∈ T m (i), λ n,j (G (m) m,ι ) = 0 if and only if j ∈ T n (ι), and this implies j ∈ T n (i). Hence, for j / ∈ T n (i), λ n,j (G (n)
k,i ) = 0.
The coproduct on H
In the previous subsection, we have constructed dual systems (G (n)
that satisfy the following properties :
• λ n,i is a finite type invariant of degree n,
• T n = C n ⊔ T π n , λ n,i is additive if i ∈ C n , λ n,i is a product of some λ k,i , k < n, i ∈ C k , if i ∈ T Qλ n,i ,
n,i is multiplicative,
k,i ∈ F k , and, if m ≤ n, G (n)
Proposition 6.9. The family (G (n)
i∈T k is a basis of This result implies Proposition 1.12.
Proof. We will proceed by induction. For n = 1, the result follows from Proposition 1.8 and Corollary 1.10. Fix n > 1. We will write η ≤ ε if η t ≤ ε t for all t, η < ε if η ≤ ε and η = ε, and 0 < η if η t > 0 for at least one t.
Lemma 6.10. Consider λ ∈ I n such that λ(S 3 ) = 0. There are constants α m,ι , for 1 ≤ m ≤ n and ι ∈ T Thus H has a Hopf algebra structure. The primitive elements associated with this coproduct (the invariants λ satisfying ∆(λ) = λ ⊗ 1 + 1 ⊗ λ) are the additive invariants. Milnor and Moore ( [MM] ) proved that, under conditions, a Hopf algebra is generated as an algebra by its primitive elements. Here, we give an explicit and elementary proof of this result in our setting.
