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Time-Varying Generalizations of All-Pass Filters
Stefan Bilbao
Abstract—In many audio applications, digital all-pass filters
are of central importance; a key property of such filters is energy
( 2 norm) preservation. In audio effect and sound synthesis al-
gorithms, it is desirable to have filters that behave as all-passes
with time-varying characteristics, but direct generalizations of
time-invariant designs can lose the important norm-preserving
property; for fast parameter variation, large gain increases are
possible. We here call attention to some simple time-varying filter
structures, based on wave digital filter designs, that do preserve
signal energy and that reduce to simple first- and second-order
all-pass filters in the time-invariant case.
Index Terms—All-pass filters, digital audio effects, musical
sound synthesis, time-varying filters, wave digital filters.
I. INTRODUCTION
ALL-PASS digital filter designs [1] play a fundamental rolein almost all areas of audio signal processing. The defining
property of such a design is that it possesses unity gain at all
frequencies. A corollary is that in the time domain, the squared
norm of a sequence is preserved through the filtering operation;
in other words, such a filter is energy preserving.
In several important applications, it is necessary to extend
the definition of the all-pass filter to the time-varying coeffi-
cient case. Certain audio effects [2] rely on this, as do many
physics-based musical sound synthesis algorithms (such as dig-
ital waveguides as applied to nonlinear strings [3]–[5] and scat-
tering representations of woodwind toneholes [6], [7]). If the
time variation of the filter coefficients is slow, then generally,
it is safe to treat such a filter as a quasi-static system, though
strictly speaking, frequency domain analysis (and the use of
terms such as “unity gain,” etc.) is not generally meaningful. For
faster time variation (as may be the case for the physical models
mentioned above), such analysis can be misleading; large gain
variations are a possibility.
Scattering-type filter designs, such as digital waveguides [8],
[9] and, in particular, wave digital filters [10], [11], offer a useful
set of design tools for time-varying filters; though it of course
remains impossible to perform any meaningful frequency-do-
main analysis, energy-based stability guarantees are still within
reach. They have appeared, in particular, in vocal tract modeling
in the wave digital filtering context [12], [13] and earlier as lat-
tice filter designs [14]. In this letter, we point out a simple gen-
eralization of the first- and second-order all-pass filters to the
time-varying coefficient case, suitable for audio applications,
using wave digital filters as a starting point. It is worth noting
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that these algorithms are quite different in character from al-
gorithms developed by Mourjopolis [15], Zetterberg and Zhang
[16], and Välimäki et al. [17] for time-varying filters, for which
the emphasis is on transient suppression and minimizing distor-
tion.
II. FIRST-ORDER ALL-PASS FILTERS
For a given real input sequence , indexed by integer , a
general first-order all-pass filter is defined by the recursion
(1)
where is the output sequence, again indexed by integer .
Here, is a real filter coefficient, assumed constant, and con-
strained to be of magnitude less than unity for stability. is a
parameter taking on the value 1 or .
The familiar transfer function for this filter, obtained by
taking -transforms, is
(2)
which possesses the well-known property
(3)
on the unit circle (i.e., for ). Furthermore, through Par-




defines the norm for square-summable sequences (the
refers to summation variable ). In other words, the all-pass
filter is norm preserving. [It is, of course, also possible to derive
(4) directly from (1) without using frequency domain concepts.]
A. Time-Varying Parameters
The most straightforward approach to extending the all-pass
to the time-varying case is simply to make the coefficients
variable, as per [15]. One way of doing this is to use the recur-
sion
(6)
A full analysis of this filter is, of course, difficult, but it is easy
enough to show that a simple condition such as
(7)
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is not sufficient to ensure energy preservation. Consider the case
where is simply an impulse, i.e., , and takes on the





Then, from (7), we have that
This bound is tight and can be met with equality for filter coef-
ficients . For this choice of coefficients, the output
energy is greater than the input energy for any choice of
and becomes unbounded as approaches 1.
Other obvious attempts to generalize the all-pass also fail; for
instance, instead of (6), we could use
Such a choice can lead to similar energy growth, under condition
(7). [Considering, for example, a unit impulse input and filter
coefficients , , for , we again get
unbounded growth of in the limit as approaches 1.]
B. Wave Digital One-Port
A full introduction to wave digital filtering principles is be-
yond the scope of this paper—we refer the reader to [11] for an
overview and introduction.
Consider the wave digital one-port shown in Fig. 1, which
consists of a single two-port adaptor (either series or parallel)
terminated on a delay, with or without sign inversion ( takes
on the value 1 or ), corresponding to a wave digital capacitor
or inductor, respectively. At the free port, the input is a sequence
, and the output is the sequence . At the terminated port,
the input to the adaptor is the sequence , and the output is .
The adaptor, in either the series or parallel case, is defined by
values at its two ports: at the free port and at the port con-
nected to the delay element. We assume to be a constant and
to be a time-varying sequence. Both and are con-
strained to be strictly positive. We note that we have used the
neutral letter in this case to indicate that these port values
may be taken as port resistances (in the case of a series adaptor)
Fig. 1. Wave digital one-port, corresponding to a generalization of a first-order
all-pass section.
or as conductances (in the case of a parallel adaptor). Instanta-
neous scattering at the adaptor can be described by the following
matrix equation
(8)
where , the time-varying reflection coefficient, is defined by
(9)
which, due to the positivity condition on and , must sat-
isfy
(10)
for all . The parameter is set to 1 for a series junction or
for a parallel junction. Note that we have assumed power-
normalized scattering here [11]. The reactive one-port is defined
simply by
(11)
The scattering operation, when viewed as a matrix transfor-
mation, is easily shown to be orthogonal at each time step ,
and thus, we must have
(12)
It then follows immediately, summing over , that
(13)
From the definition (11) of the reactive one-port, we also have
that
(14)
from which it then follows that
(15)
Thus, this wave digital one-port has the same norm-preserving
property as the all-pass filter but now in the time-varying case.
It is important to note that power normalization is crucial here,
in that otherwise (using, say, the more standard voltage wave
scattering), the scattering matrix is not orthogonal. The distinc-
tion is identical to that between normalized and non-normalized
lattice digital filter sections [14].
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It is simple enough to arrive at a recursion corresponding to






and reduces to (1) when , a constant.
C. Numerical Example
It is useful to make a comparison of the behavior of the two
designs (6) and (17). Consider a simple time variation of the pa-
rameter , which takes on the constant value 0.999 for
and decreases progressively to a value of at ; it
remains at thereafter (see Fig. 2). The input is a sinusoid
at 1000 Hz, of amplitude 1; the sample rate is taken to be 44 100
Hz. The output of the filters defined by (6) and (17) are plotted
in the middle and bottom panels, respectively, of Fig. 2. Notice
that in the case of the time-invariant design, a large transient
offset results; it occurs, even though the parameter undergoes
a gradual transition over a number of samples. It is important
to add that for filter coefficients varying near 1 or , the
factor used in the wave digital design (17) can also exhibit
strong variation, leading, in this case, to the “kink” observed in
the output at the bottom of Fig. 2. Further examination of the
effect of the smoothness of the coefficient transition on output
smoothness is necessary but cannot be discussed in detail in this
letter; neither is there space to discuss the difference in terms of
audibility between the two responses, but we do reiterate that
stability is the goal here, not necessarily transient suppression.
III. SECOND-ORDER ALLPASS FILTERS
A second-order all-pass filter is defined by
(19)
If the coefficients and satisfy
(20)
then the filter is stable.
Keeping in mind the discussion in the previous section, it
should be clear that an appropriate generalized structure for
the second-order all-pass will have the form of a wave digital
one-port, as shown in Fig. 3. Here, we again read the input and
output sequences and from the free port of a three-port
adaptor (again, either series or parallel). The other two ports of
the adaptor are terminated on a wave digital inductor and a wave
digital capacitor. Again, the sequences and , always
Fig. 2. (Top) Parameter a , in a first-order design, plotted against n, the time
index. (Middle) Output y of filter defined by (6) and (Bottom) of filter defined
by (17).
Fig. 3. Wave digital one-port, corresponding to a generalization of a
second-order all-pass section.
strictly positive, are to be interpreted as port resistances (for a
series adaptor) and as port conductances (for a parallel adaptor).
The input and output waves at the two ports are as indicated in
the figure. In this case, the scattering equations can be written
as
(21)
where for a series connection, and for a parallel
connection and where the vector is defined by
In addition, we have
(22)
From orthogonality of the scattering operation (21) and using
(22), it is again possible to show that the one-port is norm pre-
serving, i.e.,
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It is also possible, through tedious algebraic manipulation, to
derive a two-step recursion involving only and ; this form
is rather complex. In terms of the scattering parameters
(23)
and defining the auxiliary parameters
the recursion may be written as
If and are constant, it reduces to the form (19)
with
and , defined as above in terms of the positive quantities ,
, and , automatically satisfy (20), as expected.
IV. CONCLUSIONS
We have discussed here some simple generalizations of
digital all-pass filters to the time-varying case, in particular
first- and second-order sections. While in many situations (i.e.,
when time variation of parameters is slow), simple designs
such as (6) and (19) may be used directly, we have shown here
a means of extending these designs such that the important
energy-preserving property is retained. (We make no claims,
however, about the effects on the output in terms of transients
and other audible distortion.) Though these designs are wave
digital in origin, they may be implemented as recursions just
as standard filters are—though, for simplicity, a wave digital
realization may be desirable and does not lead to a significant
increase in memory or computational requirements. These
designs would appear to be of general applicability throughout
all areas of audio signal processing.
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