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Abstract 
Program analysis based on abstract interpretation has proven very useful in compilation of 
constraint and logic programming languages. Unfortunately, the traditional goal-dependent 
framework is inherently imprecise. This is because it handles call and return in such a way that 
dataflow information may be re-asserted unnecessarily, leading to a loss of precision for many 
description domains. For a few specific domains, the literature contains proposals to overcome 
the problem, and some implementations u e various unpublished tricks that sometimes avoid 
the precision loss. The purpose of this paper is to map the landscape of goal-dependent, goal- 
independent, and combined approaches to generic analysis of logic programs. This includes 
formalising existing methods and tricks in a way that is independent of specific description do- 
mains. Moreover, we suggest new methods for overcoming the loss of precision - altogether 
eight different semantics are considered and compared. We provide theoretical results deter- 
mining the relative accuracy of the approaches. These show that two of our new semantics 
are uniformly more accurate than existing approaches. Experiments that we have performed 
(for two description domains) with implementations of the eight different approaches enable 
a discussion of their relative runtime performances. We discuss the expected effect on other 
domains as well and conclude that our new methods can be trusted to yield significantly more 
accurate analysis for a small extra implementation effort, without compromising the efficiency 
of analysis. © 1998 Elsevier Science Inc. All rights reserved. 
1. Introduction 
Abstract  interpretat ion based program analysis has proven very useful in compi-  
lat ion of  logic programming languages. Several compilers have demonstrated that 
global program analysis can give large performance improvement for the sequential 
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compilation of Prolog (see for example [21,22]) and significantly improve automatic 
parallelisation (see for example [2]). Recently, Kelly et al. [14] have shown that global 
program analysis is also important for constraint logic programming (CLP) languag- 
es. Initial theoretical research in abstract interpretation of logic programs has result- 
ed in several generic "frameworks" for logic programming. These formal 
frameworks are very similar, and can be instantiated to a particular analysis by giv- 
ing several parametric functions over the description domain. We refer to these 
frameworks jointly as the goal-dependent traditional approach. 
The traditional goal-dependent frameworks [1,13,16] share the same "abstract ex- 
ecution" mechanism. The output of the analysis is a program annotated with the in- 
formation obtained at each program point. Processing mimics normal execution of 
programs to a certain extent. The basic idea is to process a call to a predicate as fol- 
lows. First, the current constraint description is restricted to the variables in the call- 
ing atom and the call is evaluated with this restricted description as input 
description. The answer to the call is obtained by processing the literals in the atom's 
definition with the input description. However, on return from the call, the answer to 
the call is combined with the original unrestricted description so as to give informa- 
tion about all of the variables. This combination is necessary because of the restric- 
tion that was performed at the call. We shall see an example shortly. 
In its most straightforward definition, the combination of descriptions approxi- 
mates conjunction of arbitrary constraints. However, many analysers implement a
specialised combination which is more accurate and/or efficient, but more complex, 
than arbitrary conjunction. This specialised combination is based on the observation 
that the answers already contain all the information about the variables in the ana- 
lysed atom, and the role of the combination is just to extend this information to the 
rest of variables in the call. 
From an efficiency point of view, the above traditional frameworks uffer the 
drawback that the answers to an atom can be computed several times, each corre- 
sponding to a different call pattern. This re-computation can increase the accuracy 
but also reduce the efficiency of the analysis. For this reason, Jacobs and Langen 
[11] proposed a goal-independent method which avoids the problem. Their method 
(referred to as condensing) is based on the observation that given an answer D to an 
atom A with current constraint true, an answer to A with current constraint D' can be 
computed simply by conjoining D and D'. The advantage is that we only need to 
compute the answers to each atom in the program for one calling pattern, namely 
the most general one. The answers to other calling patterns can be obtained from this 
by conjunction. The disadvantage is that we now need two phases in the analysis: a 
first phase to compute the most general answers to each atom, and a second, goal- 
dependent, phase which uses this information to "annotate" the program with anal- 
ysis information at each program point, for the given goal. 
It has long been part of the program analysis folklore that goal-independent an- 
alyses are more efficient but less accurate than goal-dependent analyses. So when Ja- 
cobs and Langen [11] proposed their method, they focussed on defining the 
characteristics that the abstract domain operations should satisfy in order not to lose 
accuracy. Some empirical evaluations have been conducted to test the relative effi- 
ciency and accuracy of different domains, see for example Codish et al. [3]. 
We show, however, that in general the two approaches are incomparable with res- 
pect to accuracy, and in a certain sense, the traditional goal-dependent framework is 
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inherently less precise than the two-phase goal-independent based approach. This is 
because in the goal-dependent framework, in effect, the original information about 
the call variables has been added twice - first in the call to the atom, and then again 
when the answer is combined with the original call. For many description domains 
(including the concrete domain) this leads to a loss of information because the do- 
mains are not "idempotent": adding the same information twice leads to a different 
and less precise result. To appreciate the problem, consider the well-known "ap- 
pend" program: 
app(X, Y, Z) ~-- X = nil, Y = Z 
app(X, Y, Z) ~ X = cons(U,X'), Z = cons(U, Z'), app(X', Y, Z') 
and the goal 
Y = cons(A, cons(B, nil)),O)X = Y,~app(Y, Y, Z) ® 
which concatenates the list [A, B] with itself. Imagine that we are analysing this pro- 
gram and goal with descriptions which capture information about "structure shar- 
ing" in the solved form of the constraints. Descriptions are sets of variable pairs 
where a variable pair XY indicates that, in the solved form, variables X and Y 
may share a common structure, that is, point to the same piece of memory. The pair 
XX indicates that the solved form of X may have two different paths to the same 
piece of memory (also referred to as X being nonlinear). Similar descriptions are 
commonly used in analyses for compile-time garbage collection and for determining 
independence of atoms when parallelising logic programs. 
Let us sketch the analysis of app - the details will be made clear later. When an- 
alysing the goal, at the program point (i) we have the description {XA, XB}, indicat- 
ing that X possibly "shares" with A and also with B, but A and B do not share. After 
adding constraint X = Y, at program point (2), we have {XA,XB, YA, YB,XY}. Re- 
stricting this to the variables that occur in the call to app, we have the description 
{XY}. The call app is evaluated with this description and gives the description 
{XY,XZ, YZ,XX, YY, ZZ} as its answer. Notice that we need to include the possibility 
that some variable has become nonlinear. In the traditional goal-dependent frame- 
work, this answer is combined with the original call {XA,XB, YA, YB,XY}. This gives 
rise to the imprecise information that A and B possibly share after the call to app. Of 
course, in reality A and B do not share. This lack of precision occurs because, in ef- 
fect, the description {XY} (due to the constraint X = Y) has been added twice, once 
before the call to app and then again on return from app. 
Given that the goal-independent and goal-dependent approaches are incompara- 
ble, it is natural to wish to combine the accuracy of the two approaches. That is the 
goal of this paper. A partial solution for the case of sharing analysis is given by 
Mulkers with her "twofold sharing domain" [18]. In Mulkers's approach dataflow 
information is kept in two parts - a description of the call and a description of 
the new constraints which have been added while processing the atom. Using this ap- 
proach, analysis of the above example will give the more precise information that A 
and B definitely do not share. This idea is also used by Dumortier et al. [6] and 
Dumortier [7]. Our aim is to formalise and develop this and allied approaches as gen- 
eral methods. 
Let us call the Mulkers approach the simple differential approach. We investigate 
when the simple differential approach is equivalent to the goal-independent based 
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analysis. The advantages of the simple differential approach are that it performs the 
analysis and annotation in a single phase, and that the traditional generic frame- 
works do not have to be modified, the approach being implemented simply as yet 
another description domain (a product domain). We then prove that for some par- 
ticular description domains, the simple differential approach is uniformly at least as 
accurate as the traditional frameworks. This result enlarges the number of descrip- 
tion domains amenable to the technique of Jacobs and Langen. However, as in 
the case of goal-independent based analysis, for some other domains the two ap- 
proaches are incomparable with respect o accuracy. Furthermore, the efficiency as- 
sociated to the goal-independent based approaches disappears ince, again, the 
answers to an atom are being re-computed for each particular call. 
For these reasons we also introduce a highly versatile approach, referred to as the 
differential pproach, which combines all the approaches mentioned above. In its ul- 
timate form it is uniformly at least as accurate as any of the other approaches. 
Fig. 1 summarises the relative accuracy of the various semantics defined through- 
out the paper. An arrow sl ~ s2 indicates that s~ is more precise than s2, while dou- 
ble lines indicate equalities. Where the relationships are conditional on the abstract 
domain satisfying the conditions of some theorem, the theorem number is given in 
parentheses next to the arc. The reader is urged to refer back to this figure occasion- 
ally to put results in context. 
We have implemented all the methods discussed here, and we provide an empirical 
evaluation of them, for two analysis domains: the structure sharing domain (see Ex- 
ample 3.1) used above and the ASub domain [20] which describes groundness as well 
as pairwise variable sharing (see Example 3.3). Our results show that differential 
methods can provide considerably more accurate analyses for a small extra imple- 
mentation effort, without significantly compromising the efficiency of analysis, and 
sometimes improving it. 
The plan of the paper is as follows. Section 2 introduces terminology and the 
goals of program analysis based on abstract interpretation. Section 3 considers 
two variants of so-called goal-dependent analysis while Sections 4 and 5 deal with 
methods based on so-called goal-independent analysis. Sections 6 and 7 discuss vat- 
ditty 
(73)I (G.2) 
sdiff v giv 
gigdv 
spec~ 
(6.3) ~ stdv 
Fig. 1. Relative accuracy of semantics. 
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ious differential approaches. Section 8 gives results of the empirical evaluation, both 
concerning efficiency and accuracy. Section 9 shows how differential approaches can 
be even more useful for complex analysis applications. Section 10 presents a con- 
cluding discussion. 
2. Background 
In this section we revise the usual operational semantics of constraint logic pro- 
grams, the basic theory of abstract interpretation, and the goals of program analysis. 
A (constraint logic) program is a finite set of rules of the form H ~ B, where the 
head, H, is an atom and the body, B, is a sequence of literals of the form 
L~:L2:... :Ln: nil, where nil represents the empty sequence, and : concatenates a lit- 
eral with a sequence of literals. A goal is a (possibly empty) sequence of literals. 
Literals are divided into two classes: the primitive constraints, Prim, and the pro- 
grammer-defined atoms. Atom. Primitive constraints are predefined in the sense that 
they have an intended meaning or interpretation which, for efficiency, is built into 
the solver for the language. We will typically use Horn clause programs in examples, 
and in this case, a primitive constraint is a term equation of the form x = t where x is 
a variable and t a term. For simplicity we require atoms and terms to be of the form 
p(xl . . . .  , xn) and either Xl or f (x l , . . . ,  xn), respectively, where the x, are distinct vari- 
ables. Unless otherwise stated, we will assume that the programs are pure, that is, 
they do not contain calls to non-logical built-ins such as var. 
A constraint is a (possibly existentially quantified) conjunction of primitive con- 
straints. We will usually consider constraints modulo logical equivalence. We let 
Con denote the set of all constraints. We let ~se denote the constraint e restricted 
to the variables in S. That is, 3se is 3V13~...EV,,e where {V~,~,. . . ,V,} 
= vars(e)\ vars(S) and the function vats takes a syntactic object and returns the 
set of (free) variables occurring in it. 
A renaming, p, is a bijection between variables. We let p ~ denote the inverse of p. 
We naturally extend renamings to mappings between atoms, rules, and constraints. 
We also allow renamings to distribute over sets and tuples. Thus we may write p(X) 
for the set {p(x) ix  E X} and p(xl, . . .  ,xn) for (p(xl),.. .  ,p(xn)) when convenient. 
The set of renamings is denoted by Ren. Syntactic objects s and s' are said to be 
variants if there is a renaming p such that p(s) = s'. I f  s and s' are variants, 
rename(s, ') returns a renaming p such that p(s) = s'. The definition of an atom A 
in program P, deJnp(A), is the set of rules in P such that each has a variant of A 
as its head. 
The operational semantics of a constraint logic program is in terms of answers to 
its derivations which are reduction sequences of states where a state is a tuple consist- 
ing of the current constraint and the current literal sequence, or "goal". The opera- 
tional semantics, op(P,G), gives the set of answers to goal G for program P. The 
reader is referred to Jaffar and Maher [12] for more details. 
Dataflow analysis is the process of statically (at compile-time) inferring informa- 
tion about the properties of the variables and data structures in a program. The pur- 
pose of this process is to provide information which improves the task performed by 
compilers, program transformation tools, etc. The key idea behind abstract interpr- 
etation based dataflow analysis is that operations and data items in the concrete 
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execution of the goal are mimicked by abstract operations and descriptions of the da- 
ta items in the analysis. So the approximation implicitly defines a relation between 
the concrete and the abstract semantics of the program. 
Unfortunately, the operational semantics i not a useful basis for the analysis of 
logic programs. The reason is that for most purposes of program analysis, such as 
compiler optimisations, we need detailed information about what happens at each 
program point. Consider the idea of a logic program interpreter which answers 
queries by returning not only a set of answer constraints, but also a thoroughly 
annotated version of the program: For each program point Q ,  it lists the con- 
straints (projected onto the variables of the rule where Q appears) obtained at Q 
at some stage during evaluation of the given query. Since control may return to 
a program point many times during evaluation, each annotation is naturally a 
(possibly infinite) set of constraints. This idea leads to the notion of a collecting 
semantics, a semantics which gives very precise dataflow information, but which 
is of course not finitely computable in general. However, if we replace the possibly 
infinite sets of constraints by more crude descriptions then we may obtain a data- 
flow analysis which terminates in finite time. The aim of program analysis is, there- 
fore, to take a program and goal and to annotate ach program point (~)with an 
approximate description of the constraints which will be encountered at that point 
when the goal is executed. 
Example 2.1. Consider the program 
le(X, Y) *-®X = Y@, 
le(X, Y) *--® Y = s(Z), ® le(X, Z) ® 
and goal Y = s(a), le(X, Y). In the collecting semantics 
( i )={Y=a,  Y--s(a)}, 
@= {r  = a Ax  = a, r = s (a )  Ax  = s (a )} ,  
®={Y=a,  Y=s(a)}, 
@= {Y=s(a)  AZ=a},  
(~= {Y=s(a)  AZ=aAX=a}.  
We can describe the concrete set of constraints by the set of variables S which are 
ground by all of them. Then, our analyser should give us the following information 
at the various program points: 
®= {r}, 
@= {r,x}, 
®= {r}, 
®= {r,z}, 
®= {r,z,x}. 
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Although not very precise, this information tells us that given that the initial call to le 
has a ground second argument, every subsequent call to le will have a ground second 
argument, and all answers to le will have both arguments ground. 
The collecting semantics, coll(P,G), returns a function which maps each program 
point in a program P to the set of constraints (projected onto the variables of the 
rule) which are encountered at that program point when executing oal G. 
Correctness of dataflow analysis is usually formalised in terms of abstract inter- 
pretation [4]. In this context, the concrete domain g (sets of term equations in the 
above example) and the description domain 9 (sets of variables in the example) 
are usually required to be complete lattices related by a pair of adjoined functions. 
That is, there should be monotonic functions ~:~¢-+ ~ and 7 :9 - -4  g such that 
for all D E 9 and for all E E W, 
~(E) ~< vD ~=~ E ~ ~7(D). 
The intention is that ~(E) is the most precise approximation that correctly describes 
every constraint in E, while 7 is the "semantic function" for approximations. In Ex- 
ample 2.1 we have: 
~(E) = {v I every e E E grounds v}, 
7(D) = {e ] e grounds every v E D}. 
The notion of approximation is made precise as follows: D E 9 approximates E E 
iffE ~< ~,7(D). We write this D oc E. For syntactic objects, such as programs and prim- 
itive constraints, S ~ S' iff S = S'. We can then extend oc to function spaces as fol- 
lows. Consider f : 91 x ... x 9 ,  -~ 9 and g :g l  X ' ' .  X ~n --4 '~" We define f vc g 
iff for all D1 E 91 , . . . ,Dn E 9n and for all E l C ~l,...~En C ~n, if Di ~ Ei for 
i = l . . . .  ,n then f (D l , . . .  ,D,) c~ g(E~,... ,E,). 
Let ~(S) denote the powerset of the set S. We call a description of an element of 
;~(Con) a constraint description. A domain 9 of constraint descriptions i downwards 
closed if for all D E 9 and e E Con, whenever D cx {e} we also have D cx {e' t e' ~ e}. 
Similarly D is upwards closed if for all D E 9 and e E Con, whenever D cx {e} we also 
have D o< {e ' le  ~ e'}. 
An important feature of Cousot's adjoined framework [5] is that given an opera- 
tion on the concrete domain, there is a (unique) best operation on the description 
domain which approximates it. Here "best" is with respect o precision. We shall re- 
fer to such best operations as the induced operations. 
In the next two sections we will revise the two main approaches to abstract inter- 
pretation based analysis of (constraint) logic programs: goal-dependent analysis and 
goal-independent based analysis. 
3. Goal-dependent analysis 
The top-down goal-dependent approach [1,13,16] is probably the most common 
approach to the analysis of (constraint) logic programs. In this section we will define 
a number of semantics that use this approach. The semantics will be defined in terms 
of a general goal-dependent semantics. 
This semantics i defined implicitly in terms of the following five functions on con- 
straints. The function conj(E, E') "conjoins" two sets of constraints, E and E', by 
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producing all possible conjunctions. The function add(p,E) adds a primitive con- 
straint, p, to each constraint in the set E. The function lub(E) collates a set of sets 
E c_ :~(Con) of constraints into a single set of constraints. The functions 
restrict( W, E) and extend(W,E) respectively restrict the constraints in the set E to 
the variables in set W and extend the range of the constraints in E to the variables 
in W. 
conj(E,E') = {e A e' l e E E and e' E E'} \ {false}, 
add(p, E) = conj( {p}, E), 
l.b(wl : U E, 
restrict(W, E) = {3,,e l e E E}, 
extend(W, E) : E. 
We define the standard semantics in terms of a "general goal-dependent" semantics. 
This provides a useful skeleton for some of the subsequent semantic definitions as 
well. 
Definition 3.1. The general goal-dependent semantics for description domain ~, 
program P, and goal G, gent,  is the least fixpoint of the following equations: 
gent(P,  G) = BodYIG, vars( G), trueu ), 
Rule(H ~-- B,D) = let W = vars(H +-- B) in 
let Ans :  Body(B, W, extend~s(W, D)) in 
outrestrict~l ( vars ( H ) , Ans), 
Body(nil, W, D) = D and annotate(pp(nil), D), 
Body(L: B, W, D) : Body(B, W, Lit(L, W, D)) and annotate(pp(L),D), 
Lit(L, W, D) : combs (W, D, vars(L), Atom(L, D)) when L E Atom, 
Lit(L, W,D) : add~(L,D) when L E Con, 
Atom(A, D) : let Proj : inrestrict;l (vars(A), D) in 
lub~{Rule(R,Proj) l R C defnp(A)}. 
The intention is that this definition is parametric. The domain ~ can be varied, 
together with the following (monotonic) auxiliary functions: 
comb~: ;~(Vars) x ~ x ,~(Vars) x ~ ~ ~,  
adds: Prim x ~ --~ @, 
lubu: ~(~)  ---+ ~,  
inrestrict~ : ~(Vars) x ~ ---+ ,~, 
outrestrict~ : ,~(Vars) x ~ ---+ ~, 
extends: ,~(Vars) x ~ ---+ ~.  
In this way, the same set of semantic equations can be used to define a "standard" se- 
mantics, as well as a series of non-standard semantics, that is, dataflow analyses [16]. 
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The first equation says that, given program P, the meaning of a goal G is the de- 
scription obtained by treating G as a rule body. The description true~ denotes 
e~({true}). For simplicity, we assume that the analysis tarts with true~s as the initial 
calling pattern. Although it is straightforward to modify the semantics to start from 
an arbitrary calling pattern, we prefer not to do it so as to maintain a simpler rela- 
tionship between the concrete and the abstract semantics. 
Rule bodies are treated according to the two equations for Body. For an empty 
body, the current description is returned. A non-empty body has its literals processed 
one by one, from left to right. In the case of a primitive constraint, processing simply 
means "adding" it to the current constraint. Otherwise it is an atom, and the result is 
found by collating all possible results returned from the entire set of rules. However, 
care must be exercised to ensure that descriptions involve only local variables. When 
an atom "calls" a rule, the current description is restricted so as to mention only the 
calling atom's variables (last equation). Then, upon return, the resulting description 
is combined with the original unconstrained call description (third last equation). 
For this to be possible, it is usually necessary to know the entire set of variables 
in the calling rule, and the parameter W records this. 
To find the result of a rule H ~ B in the context of a current description D, the 
description is first extended to include all rule variables. The extended escription 
is input to the body B, and the corresponding description is the result of the rule, 
after suitable restriction. 
In the general semantics there is an implicit global variable which is the function 
mapping program points to their set of descriptions. This function is modified by the 
call annotate(pp(L), D) which takes the least upper bound -~ of the description D and 
the current description of the program point pp(L) before the literal L. For simplic- 
ity, we assume that each literal and end of the clause (nil) is uniquely associated with 
a program point. This could be formalised using an extra argument in all functions 
and modifying the functions so that they also return the annotation function. We 
have chosen not to do so because it confuses the essence of the semantics. 3 Note that 
we regard the general goal-dependent semantics as returning this annotation func- 
tion. 
The general semantic equations together with the parametric functions specify a 
dataflow analysis. The analysis can be implemented using memoization or tabula- 
tion. The least fixpoint is reached via the Kleene sequence in which only those values 
of a denotation actually required are computed. In such an implementation termina- 
tion is guaranteed, provided the number of constraint descriptions with a particular 
domain of variables is finite and the calls are treated modulo variable renaming. A 
number of generic abstract interpretation engines based on essentially the above se- 
mantic equations have been built, for example [19,15,14]. The engines provide so- 
phisticated fixpoint algorithms and data structures. 
2 Instead of taking a least upper bound, we could collect sets of descriptions. This makes no difference to
our subsequent results. 
Also for reasons of legibility we have taken liberties with the definition, which strictly speaking is not 
denotational, since Atom is defined with reference to the entire program and therefore fails to be 
compositional. It is straightforward to fix this problem along the lines of [16], but we prefer not to 
complicate he definition further. 
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Specific analyses are obtained by defining a description domain ~ and providing 
the parametric functions over 9.  The following specialisation of the general seman- 
tics captures the usual theoretical viewpoint of goal-dependent analysis. 
Definition 3.2. The standard goal-dependent semantics for description domain ~ and 
a program P, std~ is obtained from the general semantics by requiring that 
comb~ ( W, D, W', D') = conj~ (D, extend~ ( W, O') ), 
and that the auxiliary functions conj,,adds, Iub~, inrestrict~,outrestrict~ and 
extend~ approximate con j, add, lub, restrict, restrict and extend, respectively. The 
standard semantics induced for ~ is the semantics obtained by inducing the auxiliary 
functions from con j, add, lub, restrict, restrict and extend respectively. Note that the 
induced semantics i completely defined by the description domain 9. The standard 
semantics induced when ~ is ~(Con) is written conc and called the concrete top- 
down semantics. 
It follows from standard results in abstract interpretation theory that for any de- 
scription domain 9,  std~ approximates the collecting semantics [16]. 
Proposition 3.1. I f  std~ is induced from description domain D, then for all programs P
and goals G." std~(P, G) ~ coil(P, G). 
Example 3.1. Consider the abstract domain SS for structure sharing. Descriptions 
are sets of pairs of variables. The pair XY indicates that in the solved form of the 
constraints, variables X and Y may share a common structure, that is, point to the 
same piece of memory. The pair XX indicates that the solved form of X may have 
two different paths to the same piece of memory (also referred to as X being 
nonlinear). Note that the pairs are symmetric and that truess is the empty set. The 
structure sharing domain is based on the pair sharing component of ASub introduced 
by Sondergaard [20] as part of an analysis for determining when dropping the occur 
check in unification is safe. Structure sharing information is useful, for example, in 
compile-time garbage collection, as the term pointed to by a variable can be 
reclaimed if the variable and all variables with which it shares structure are not 
subsequently referred to in the text of the program. 
The abstract operations for structure sharing are defined as follows: 
conjss(D,D') = {XY ] there is a path from X to Y using arcs 
alternately from D and D'}, 
addss(p,D) = conjss({XT,. I 1 <~ i <. n},D), 
where p is X =f (T l , . . . ,  T~) or X = Ti, 
lubss(D) : (_ji), 
inrestrictss(W,D) = {XY E D IX, Y E W}, 
outrestrictss(W,D) = {XY E D IX, Y E W}, 
extendss(W,D) = D. 
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Consider the following simple program and goal g: 
g x = cons(A, Z), r = eonsW, Z),®p(X, y)® 
p(X, Y) = re. 
Throughout the example we will ignore variable Z for simplicity. The description at 
point (1)is {XA, YB,XY}. Projecting this description we arrive at the description at @ 
of {XY}. Adding the constraint X = Y, at @we obtain 
addss(X = Y, {XY}) = conjss({XY}, {XY}) = {XY,XX, YY}. 
At @the result is combss({X, Y,A,B}, {XA, YB,XY}, {X, Y}, {XY,XX, YY}) which is 
{XA, YB,XY,XX, YY, XB, YA,AA,BB,AB}. 
Note that the possible sharing approximated by the pairs XX, YY, AA and BB in the 
above description, does not in fact occur. 
For simplicity, the standard semantics has been the approach used in the theoret- 
ical definition of many abstract domains and analyses. In contrast, most implemen- 
tations have used a more accurate and/or efficient, but more complex, definition of 
abstract combination. This is because in practice, safety of the analysis does not re- 
quire the abstract combination operation comb~ (W, D, W', lY) to be defined in terms 
of a general abstract conjunction operation. Correctness of the implementation def- 
inition is based on a deeper understanding of the relationship between D and D'. 
Imagine that we are evaluating the atom A after a program point with associated 
constraint set E in the standard collecting semantics. On return from A we will call 
comb(W, E, vars(A), E') where E' has been obtained by first restricting E to vars(A), 
adding constraints, and then restricting back to vars(A). In other words, for some set 
of constraints E" (those added by evaluating A), 
E' = conj(restrict(vars(A), E restrict(vars(A), E") ). 
For correctness it suffices that the abstract operation comb is correct for this partic- 
ular use - it does not need to safely approximate conj(El, E2) for arbitrary El and E2. 
Note that E' already contains all the information about he variables in A, and the 
role of the combination is just to extend this information to the rest of the variables 
in W. This property carries over to an abstract domain, where if D' <x E' then D' al- 
ready contains all the information about the variables in A. Naively conjoining the 
descriptions D and D' may unnecessarily weaken the information about he variables 
in A. This is because, first, the information i  D about the variables in A, which is 
also in D', is considered twice, and second, D may contain information about the 
variables in A which is no longer valid and should not affect the result of the com- 
bination. 
Definition 3.3. Let W'C_ WC_ Var, D, D 'E~ and E ,E"E~ (Con), and let 
E '= conj(restrict(W', E), restrict (W',E")). The specialised abstract combine 
operation .sp~c comt)  is safe if, whenever D ec E and D' oc U, we also have 
SF~C comb~ (W,D, W',D') oc conj(E,E'). 
We can modify our standard semantics so that it is defined in terms of a combine 
operation satisfying the above condition, rather than in terms of conjunction. This 
formalises the approach taken in some of the implementations of common domains 
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such as Sharing (set sharing), ASub (pair sharing), and Def (definiteness dependen- 
cies), as for example, those embedded in PLAI [19] and GAIA [15]. 
Definition 3.4. The specialised semantics, pecks, is identical to the standard semantics 
except hat the abstract combination comb~ is replaced by comb~ ° which is required 
to be safe. The specialised semantics induced for ~ is the semantics obtained by 
inducing the auxiliary functions from add, lub, restrict, restrict and extend, 
respectively, and using the least comb'~ ° which is safe. 
In general, for a given description domain the specialised semantics will always be 
correct and at least as precise as the standard semantics. 
Proposition 3.2. Let spec~ and std~ be induced from description domain ~. For all 
programs P and goals G." specs(P, G) o~ coll(P, G) and spec~/(P, G) <~ std~(P, G). 
Example 3.2. Consider the structure sharing abstract domain SS. The specialised 
abstract combine operation may be defined by: 
.speo f ,r ~, I DI? = comoss ~vv,u,W,D') = let D\  {XY]X, YEW'}  
in D" U newss(D",D'), 
newss(D,D') = U {UVI (U=XVUX ED) A(Y= VVYVED)}. 
XYGD t
Now consider the following program and goal g, almost identical to that in Ex- 
ample 3.1. 
g +- X = cons(A,Z), Y = cons(B,Z),~q(X, Y)@ 
q(X, Y) ~-- @ true @. 
Again we will ignore variable Z for simplicity. Using both the standard and the spe- 
cialised semantics for SS, we have the description {XA, YB,XY} at O, {XY} at @, 
and hence also at @. With the standard semantics the description at ~is  the result 
obtained from eombss({X, Y A,B}, {XA, YB,XY}, {X, Y}, {XY}), that is, {XA, YB. 
XY, XX, YY,XB, YA, AB}. With the specialised semantics the description at (2)is given 
by 
spec combss ({X, Y,A,B}, {XA, YB,XY}, {X, Y}, {XY}) 
= {XA, YB} U newss({XA, YB}, {XY}) 
= {XA, YB,XY,XB, YA,AB}. 
The result with the specialised semantics i  more accurate than that obtained with the 
standard semantics as it does not contain the pairs XX and YY. Even more impor- 
tantly, because the definition of combsPs e~does not require examining paths of arbi- 
trary length, the specialised semantics can be computed more efficiently than the 
standard semantics. For the program and goal from Example 3.1 no improvement 
is obtained. 
The specialised abstract combination function can also take advantage of cases 
where the return description D' invalidates information in the call. For upwards 
closed domains uch as SS this is only possible with built-ins and other non-logicals, 
but for non-upwards closed domains it can occur without hem. 
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Example 3.3. Consider the abstract domain ASub [20] which describes pairwise 
variable sharing. A description [G, VS] has two components, a groundness description 
G as in Example 2.1, and a structure sharing description VS as in the abstract domain 
SS. Groundness information is used to eliminate any pair in the sharing part which 
involves a ground variable, hence only approximating variable sharing as opposed to 
arbitrary structure sharing. Clearly, trueAsub is simply [{3, {3]. Note that the results of 
the previous examples (using SS) would be unaltered if we used ASub, since no 
groundness i  present. Consider the following program and goal g: 
g ~- X -- yO, r(X, y )~ 
r(X, Y) ~-~X = a ~ 
r(X,Y)~-@Y = a ®. 
At ~ ,  @ and ~), the description is [{3, {XY}]. At @the description is [{X}, 0], since 
X has become ground and therefore the sharing is removed. Similarly, at @the de- 
scription is [{ Y}, {3]. The lub of these two descriptions i [{3, O]. Using the standard ap- 
proach, the description at @is [{3, {xY}]. Using specialised combination, the pair XY 
can be removed since it does not appear in the lub description. 
4. Goal-independent based analysis 
In goal-dependent analysis, the answer to a literal can be computed several times, 
once for each different abstract calling pattern. This re-computation can increase the 
accuracy but also reduce the efficiency of the approach. Goal-independent based 
analysis avoids this problem by noticing that in the operational semantics, if E is 
the set of answers to the goal G, then the set of answers to e A G is just add(e,E) [11]. 
For program analysis, this means that when finding the answers to an atom A for 
a particular calling pattern of constraints, E, we can first find the answers, E', to A 
for the calling pattern {true}, and then conjoin E with E' to give the answers for the 
calling pattern E. This has the advantage that we only need to compute the answers 
to each atom in the program for one calling pattern; the answers to other calling pat- 
terns can be obtained from this by a simple conjunction. The disadvantage is that we 
now need two phases in the analysis: a first phase to compute the answers to each 
atom for true~, and a second, goal-dependent, phase which uses this information 
to annotate the program for a given goal. This approach to program analysis is for- 
malised in the following semantic equations. 
Definition 4.1. The goal-independent based semantics for description domain ~ and a 
program P, gi~, has two phases. The first phase computes the goal-independent set 
of answers to an atom. It is the least fixpoint of the following equations: 
Ruleui(H ~-- B) -- let W = vars(H ~-- B) in 
let Ans= Bodyg i(B, W, extend7 ( W, trueT ) in 
outrestrict~ (vars(H ), Arts), 
Bodygi(nil , W,D)  : D, 
Body.i (L: B, W, D) = Bodyg i (B, W, Litgi(L, W, D)), 
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Litgi(L, W,D) = conje(D, extende(W, Atomgi(L))) when L E Atom, 
Litgi(L, W,D) = adde(L,D) when L E Con, 
Atomgi(A) = lub~{Rulegi(R) I R E defne(A)}. 
The second phase annotates the program for a particular goal. The following pro- 
cedure details the operations involved. Note that, in this definition "and" denotes 
sequential execution. As before, there is an implicit global variable which is the func- 
tion mapping program points to their set of descriptions. This global variable is 
modified by calls to annotate(pp(L), D). 
gi~(P, G) = AnnBody(G, vars(G), true~), 
AnnRule(H +-- B, D) = let W = vars(H ~ B) in 
AnnBody(B, W, extends( W, D)), 
AnnBody(nil, W, D) = annotate(pp(nil), D), 
AnnBody(L: B, W, D) = AnnLit(L, W, D) and 
AnnBody(B, W, Litgi(L, W, D)), 
AnnLit(L, W, D) = annotate(pp(L), D) and AnnAtom(L, W, D) when L E Atom 
AnnLit(L, W,D) = annotate(pp(L),D) when L E Con, 
AnnAtom(A, W,D) = for each R E deJhp(A), 
AnnRule(R, inrestriet~(vars(A), D  ). 
The goal-independent based semantics induced from ~ is the semantics obtained 
by inducing the auxiliary functions from conj, add, lub, restrict, restrict and extend, 
respectively. The goal-independent based semantics induced from ~ chosen to be 
;P(Con) is written concgi and called the concrete goal-independent based semantics. 
Example 4.1. Recall the program from Example 2.1: 
le(X, Y) +-°X  = Y• 
le(X, Y) +-(~ Y = s(Z),@ le(X, Z) @ 
with goal Y = s(a), le(X, Y). If this is analysed using the goaMndependent based ap- 
proach with the simple groundness descriptions used in Example 2.1 we obtain in the 
first phase that the answers to le(X,Z) are described by 0. In the second phase we 
will compute the annotations 
O= {r}, 
@= {r,x}, 
®= {r}, 
®= {r,z), 
®= {r,z}. 
Annotations @, ~,  (~)and ® are computed as in the standard goal-independent 
analysis. Annotation @ is computed by conjoining the answer information for 
le(X, Z) with the calling pattern at ®. That is, at @we have 
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conjg,a({Y,Z),O) = {Y,Z} U0 = {Y,Z}. 
Note that the standard semantics finds that Xis ground at @. The goal-independent 
based approach does not find this because of the weak description of the answers to 
le(X,  Z).  
At first glance, it seems clear that the goal-independent based approach to analysis 
will be more efficient but less accurate than the goal-dependent approach. For this 
reason, when Jacobs and Langen [11] proposed this method (referred to as conden- 
sation) they focused on defining the characteristics that the abstract domain func- 
tions should satisfy in order not to lose accuracy. 
Codish et al. [3] conducted empirical testing on a variant of the approach defined 
above. They determined the relative fficiency of the goal-dependent based approach 
versus the specialised goal-dependent approach on three different domains. Their re- 
sults indicated that relative efficiency depended on the domain and the number of 
different calling patterns to each atom. The accuracy for domains which do not sat- 
isfy all the required characteristics was usually decreased by the method. The few 
cases in which accuracy was improved were attributed to the change in the order 
in which constraints are analysed. 
However, the relationship between the efficiency and precision of the two ap- 
proaches is more complex. It is clear from Example 4. l that the goal-dependent ap- 
proach can be more accurate. However, the goal-independent based approach may 
also be more accurate, and, in a certain sense, is inherently more accurate. 
The first point to note is that the concrete goal-independent based semantics i as 
accurate as the collecting semantics. This is because the first phase of the semantics i
exactly the S-semantics [8] which has been shown to be equivalent to the operational 
semantics. 
Theorem 4.1. For all programs P and goals G: concgi(P, G) = coil(P, G). 
In contrast, the concrete goal-dependent and specialised semantics are inherently 
imprecise. Imagine that the program point immediately before atom A has descrip- 
tion D. Then A will be evaluated with the call pattern restrict(vars(A), D  and on re- 
turn from A with result D' say, D' is conjoined with D to give the description at the 
program point after A. The problem is that the constraints in restrict(vars(A), D) are 
essentially being added twice, and the conj operation is not idempotent. The follow- 
ing example is from Marriott et al. [16]. 
Example 4.2. Consider the following program with goal g(X, Y,Z). 
g(X, r, z) ® p(X, r ) ,®r(x ,  r ,  z)  
p(X, r )  +-- x = a 
p(X, Y) +-- Y = a 
4X ,  r ,  z )  r = z 
In the operational semantics the goal has two answers: X = aA Y =Z and 
Y = a A Y----Z. In the concrete standard semantics we have {true} at (I)and the 
two constraints {X = a, Y = a} at ~.  Projecting onto X, Y and Z gives the same 
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set. On return from r, we have the two answers {X = a A Y = Z, Y = a A Y = Z}. 
Combining this with {X = a, Y = a} yields the set {X = a A Y = Z, Y = a A Y = Z, 
X = a A Y = a A Y = Z} at @. Thus, in the concrete standard semantics the goal 
has an extra answer. 
In program analysis this problem is exacerbated because for many description do- 
mains adding a description twice is very different o adding it once. The following 
example illustrates that real analysis domains suffer a large loss of precision. In such 
circumstances, the goal-dependent based approach will be more precise than the 
standard or specialised goal-independent semantics. This is confirmed by the exper- 
imental results reported in Section 8. 
Example 4.3. Recall the program and goal from Example 3.2. 
g ~-- X = cons(A, Z), Y = cons(B, Z),®q(X, y)O 
q(X, Y) ~--(~ true @. 
Again we will ignore variable Z for simplicity. Using the SS domain and the goal- 
independent based semantics we obtain in the first phase that the answer to 
q(X, Y) is just the empty set. In the annotation phase, we again have {XA, YB,XY} 
at @and {XY} at @and @. The result at (2)is given by 
conjss( {XA, YB,X-Y}, 13) = {XA, YB, XY}. 
This is more accurate than the descriptions obtained with either the standard or spe- 
cialised goal-dependent approaches. Accuracy was lost in the goal-dependent ap- 
proaches because the input to the call to q, {XY}, could not be distinguished from 
new structure sharing that may have arisen in the call. 
In the following sections we look at methods to combine the goal-independent 
based and goal-dependent approaches so as to further improve precision. 
5. Improving goal-independent based analysis 
As seen in Section 4, in order to use goal-dependent analysis information to an- 
notate a program, a separate annotation phase is required. This annotation phase 
has similarities with a goal-dependent analysis, but it calculates calling pattern infor- 
mation only in terms of the goal-independent answer information. It never uses the 
information generated in annotating the program to provide (possibly more accu- 
rate) answer information. 
We can do this by simply replacing the annotation phase in the goal-indepen- 
dent based analysis by a goal-dependent analysis which uses both the goal-indepen- 
dent and goal-dependent answers to determine the result of calling an atom. The 
greatest lower bound of the two answers is used to obtain a more accurate result. 
To define such an approach we only need change the definition of Lit in the gen- 
eral goal-dependent semantics to make use of the goal-independent information. 
Note that a first phase is still required to compute the goal-independent informa- 
tion. 
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Definition 5.1. The gigd semantics for description domain ~ and a program P, gigd,/, 
is the least fixpoint of the equations of the general goal-dependent semantics with the 
definition of Lit replaced by 
Lit(L, W, D) ~P~ = comb~ (W, D, vars(L), Atom(L, D)) 
V1Litgi(L, W,D) when L c Atom, 
Lit(L, W,D) = add,~(L,D) when L E Con. 
The gigd semantics induced for domain ~, gigd~, is the semantics obtained by induc- 
ing the auxiliary functions ~p~c comb~ , adds, inrestrict~, outrestrict~, extends, conj,, 
and lub~. 
Example 5.1. The following program (with goal g) combines features of Examples 
3.3 and 4.3. 
g .-- x = f ( r , z ) ,  • p(X, r )~ r(X, r) ~ 
p(X, Y) *-- true 
~(x, r) ~- x = 
r(X, Y) *-- Y = a. 
Consider the ASub domain. Goal-independent analysis determines the answers to 
p(X, Y) and r(X, Y) to both be [~,~] since they introduce no sharing, or definite 
groundness. The three analysis methods: specA.~ub, giA.~uh and gigd4~u/, proceed as fol- 
lows: 
Program point spec A,,.ub gi A,,.,~ gigdAs,t, 
O) [~, {xy,xz}] [~, {xY,xz}] [~, {xr, xz}] 
@ [~, {xr ,xz ,  rz}] [~, {xY, xz}] [~, {xr, xz}] 
® [~, {xz, rz}] E~, {xY, xz}] [~, {xz}] 
Clearly the gigd approach surpasses the other two approaches. 
.spec Theorem 5.1. For fixed monotonic auxiliary operations como~ , add~/, inrestrict,~, 
outrestrict~, extend~, conj,, and lub~, we have: gigd~ (P, G) <~ gi# (P, G) and 
gigd~ (P, G) <~ spec~ (P, G) for all goals G and programs P. 
The gigd semantics i loosely related to that proposed by Codish et al. [3]. Codish 
et al. noticed that with little additional work, the annotation phase of a goal-inde- 
pendent based analysis could become a simplified form of goal-dependent analysis. 
For each call, they used either the goal-independent or he goal-dependent i forma- 
tion to compute the answer ather than both as in the gigd semantics. In essence, they 
chose to use goal-independent a swer information only for recursive atoms with call- 
ing patterns that had previously been encountered. Hence they in effect short-circuit- 
ed the evaluation of recursive goals. The reason for doing this was to maintain the 
accuracy of goal-dependent analysis as far as possible while keeping the efficiency 
of goal-independent based analyses for recursive predicates. This contrasts with 
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the gigd semantics which performs both goal-dependent and goal-independent anal- 
ysis to find the answers to each call. This gives better accuracy at the cost of some 
efficiency. 
6. Simple differential analysis 
The gigd semantics is one approach to the combination of goal-dependent and 
goal-independent based approaches. Because of its two phase nature, it can be 
viewed as a modification of the goal-independent based approach. In the next two 
sections we propose different approaches that, while still taking advantage of the 
goal-independent i formation, do not require two phases, and thus can be viewed 
as a modification of the goal-dependent approach. 
We begin by describing the simple differential pproach which performs goal-inde- 
pendent based analysis in a goal-dependent framework. In this approach, descriptions 
are kept in two components - a description of the call to the rule, D~n, and a description 
of the new constraints which have been added while processing the rule, D,~. The de- 
scription of the current program point is obtained by conjoining these descriptions to- 
gether. The idea is the following. Assume that the analysis is processing the rule 
H~--®AI, ~® A ® ,An ( z=x-1)  
• ' ' ~ X x  1~ x ~ " ' ' 
and originally H was called with the description D~n. The description at (~)will be 
(Din, true;z) indicating that the call is Din and that, so far, no constraints have been 
added while processing this rule. If processing Ai , . . .  ,Ax-i adds the constraints de- 
scribed by D,~, then the description at @will be (Din,Da). The call to Ax proceeds 
as follows. The calling pattern for atom Ax, D' m say, is inrestrict~(vars(Ax), Dtot) where 
Dtot = conj~(D~, D,s). Processing Ax will give rise to an answer of the form/D' D~-~ \ in~ 01 '  
indicating that evaluation of Ax has added constraints described by D~. On return 
from A~, we must add the information about new constraints to D~. The description 
at @is therefore \/D,,, D"\6/ where D6" is the abstract conjunction of D~ and D'o. Note 
that the input description DI, is only used for computing information about program 
points - it is ignored when computing the answer. 
Definition 6.1. Let D be a description domain. The differential abstract domain 6~ is 
just ~ x ~. Abstract operations on 69 are given by: 
true~ = ( true~ , true,l), 
add~(p, (Di., D6) ) = (D,., adds(p, D~)), 
lub,~(Y) = (lub~(Yin), lub~(Y~)) where Yin = {Din [ (Din,D,~) C Y} 
and Y~ = {D~ I(Din,D6) E Y}, 
inrestrict6~ ( W, {Din, D6) ) = (inrestrict~ ( W, conj~ (Din, D6) ), true~ ), 
outrestrict,~ ( W, (Din, D6) ) = (Din, outrestrict~ ( W, D6) ), 
extend6~ ( W, (Di., D6) ) = (extend~ ( W, Di.), extend~ ( W, D6)), 
D' comb6~(W, (D,~, D,~), W', ( in, D'6)) = {D~n, conj.(D6, extends(W, D~))). 
The simple differential semantics, sdiff~, for description domain ~ and a program P
is the standard goal-dependent semantics using 6~ and the above abstract opera- 
tions. 
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The simple differential semantics induced for ~ is the semantics obtained by induc- 
ing the auxiliary functions on ~ from conj, add, lub, restrict, restrict and extend. The 
simple differential semantics induced when ~ is .~(Con) is written concdiffand called 
the concrete differential semantics. 
Example 6.1. Recall the program from Example 4.2: 
g(X, r, z) p(X, r),Or(X, r, z) 
p(X, Y) +---@Y = a @ 
p(X, Y) +---® Y = a @ 
r(X, Y, Z) ~---® Y = Z ® 
and the goal g(X, Y,Z). In the concrete differential semantics we will have 
({true}, {true}) at (!)indicating that the calling constraint was {true} and that no 
constraints have been added so far. We will conjoin these to give {true} which is 
the "in" component of the call to p. Thus the description at @ and at @ is 
({true}, {true}). Processing X = a adds the constraint o the "diff" component. 
Thus, the description at (~)is ({true}, {X = a}). Similarly, the description at O is 
({true},{Y=a}). On return from p we lub these together, giving ({true}. 
{X = a, Y = a}}. This gives ({true}, {X = a, Y = a}) at ~)because 
conj({true}, {X = a, Y = a}) = {X = a, Y = a}. 
Projecting onto X, Yand Z gives {X = a, Y = a} so this is the call to r(X, Y, Z). Thus 
at @we have ({X = a, Y = a}, {true}). Processing r we add the constraint Y = Z to 
the diff component giving ({Y = a, Y = a}, {Y = Z}). On return from r, we combine 
({true}, {Y = a, Y = a}) with ({X = a, Y = a}, {Y = Z}). The in component remains 
unchanged from ~-  indeed it never changes in a rule body. The diff component is
obtained by conjoining the two diff components. This gives the description 
({ t rue} ,{X=aAY=Z,Y=aAY=Z})  at (~). 
In the above example the simple differential approach is more precise than the 
standard approach for the concrete domain and it gives the same result as the oper- 
ational semantics. We shall see that this is always true. This is because the simple dif- 
ferential semantics is equivalent o the goal-independent semantics in terms of 
answer information. This is due to the fact that the differential component of the de- 
scription exactly mimics a goal-independent analysis. 
Theorem 6.1. For all atoms A, if Atom(A,(Din,D,~})= (DI,,D's) in the simple 
differential semantics then D~ = Atomgi(A). 
Proof. By induction, examining the steps performed by the goal-independent analysis 
at each stage, which are identical to those performed on the differential 
component. [] 
Notice that the differential semantics annotates a program with tuples of the form 
{Di,,D,~}. In terms of useful annotation information, this represents the description 
conj~ (Di,, D6). Hence, in an abuse of notation, when comparing a differential seman- 
tics, such as sdiff~(P, G), with some other semantics, semi(P, G) we will use the 
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expression difJ~ (P, G) < sem~¢ (P, G) to mean that at each program point @ if the an- 
notation given by diff~(P, G) is {Di~,D~}, and that given by sem~(P,G) 
is D ...... then conj~(Di,,D6) <~ D ...... 
Although they are essentially the same analysis, the goal-independent based anal- 
ysis and the simple differential differ slightly in what annotation they produce. This is 
because the "order" of conj and add operations i slightly changed. 
Example 6.2. Consider analysing the following program using the ASub description 
domain: 
g +-- X = a,@p(X, Y, Z) @ 
p(X, Y,Z) +--@X = Y,@Y = Z @. 
The annotations given by the second phase of the goal-independent based semantics 
and those given by the simple differential semantics are shown below, together with 
the conjunction of the differential components. 
Program point giA.,-ub (Di,,, D,s ) conjA,ub (Di,, D,~) 
Q) [{x}, 13] <[13,13], [{x}, 13]) [{x}, 13] 
® [{x}, 13] <[{x}, 13], [13,13]) [{x}, 13] 
® [{x, Y}, 13] <[{x}, o], [13, {xY}]> [{x}, 13] 
@ [{x, z,z}, 13] <[{x},13],[13,{xy,xz, rz}]> [{x}, {rz}] 
@ [{x}, {Yz}] <[13,13], [{x}, { Yz}]> [{x}, {Yz}] 
The differences between the annotations inferred due to the change in the order of 
operations conj and add, appear at program points @and @. In the simple differen- 
tial approach, adding the constraint X = Y to [0, 0] and then conjoining the result 
with [{X}, 13] is less accurate than first conjoining [13,13] with [{X}, 13] and then adding 
X= Y to the resulting description. This is essentially what happens in goal-indepen- 
dent based analysis. 
Note that the answer to the call Atomgi(p(X, Y,Z)) is [{13, {XY,XZ, YZ}], exactly 
what appears in the differential component at @. 
Because the only difference between the annotation resulting from the goal-inde- 
pendent based semantics and the simple differential semantics results from a different 
order of conjoining information, they are identical if the abstract operations give the 
same result regardless of order. 
Definition 6.2. A constraint description domain 2 is order independent if the induced 
conjunction operator, conj,,  and the induced constraint addition operator, adds/, 
satisfy the following conditions for any descriptions D, D ~, D" and constraints e: 
1. conj(~(true~,D) = D (true~ is a left-identity for conj,), 
2. conj~ (conj,(D, D'), D") = con jr(D, conj~(D', D") ) (conj~ is associative), 
3. add~ (e, conj~ (D, D')) = con j,/(add~ (e, D), D'). 
The SS abstract domain is an example of an abstract domain which is order in- 
dependent. 
Proof of the following theorem relies on commutativity of the induced conjunc- 
tion operator. 
M. Garcia de la Banda et aL / J. Logic' Programm&g 35 (1998) 1 37 
Lemma 6.1. Every induced conjunction operator is commutative• 
21 
Proof. Let conj~ be the induced conjunction operator. As conj is commutative, it 
follows that 
conj~s(D, D') R conj~(D', D) 
approximates conj. As conj~ is the best (hence least) approximation of conj, 
conj~(D,D') = conj~(D,D') fq conj~(D',D) = conj~(D',D). [] 
Theorem 6.2. Let sdiJJ'~s and gi~ be induced from a description domain @ which is order 
independent. For all programs P and goals G, sdifJ~(P, G) = gi~(P, G). 
Proof. From Theorem 6.1 we already know that the answers provided by the goal- 
independent analysis and the differential component of the simple differential 
semantics are identical. All that remains is to prove that annotations obtained by the 
annotation phase of the goal-independent based semantics coincide with those 
obtained by the simple differential semantics. 
The proof is by induction on the annotation phase of the goal-independent based 
semantics. It is based on the following invariant: at each program point, if (Din, D,~) is 
the annotation given by the simple differential semantics and Dg, is the annotation 
given by the goal-independent based semantics, then Dgi = con j . (D in ,D6) .  
The base case is the initial call to gi~ (P, G). This calls AnnBody with G which an- 
notates the initial program point (at the start) of G with true~. Using the simple dif- 
ferential semantics the starting calling pattern is truea~ = (true~, true~) and so the 
initial program point is annotated with (trues, true~). As ~ is order independent, 
conj~(true~, true~ ) = true~. Thus the invariant holds• 
Now consider the annotation of literal Lg in the goal 
LI...,®,L~,@,... z= i -  1. 
Let the annotation at any program point @be Dg i with the goal independent based 
semantics and (D~in,/Y~) with the simple differential semantics. There are two cases to 
consider. 
The first case is when L~ is a constraint. In this case, 
Di'.v = add~(Li'D~V, 1) (from the definition of the goal- 
independent based semantics) 
• i-1 i-1 = add~(Li, conj~(Di, , D a )) (from the induction invariant) 
• i 1 i - I  =add(/(L~,eonj~(D a ,Din )) (from Lemma 6.1) 
conje(add~(Li, i l i-1 = Da ),Di, ) (from order independence) 
• i i = conj~(DaD~,) (from the definition of the simple 
differential semantics) 
• i = conj~(Di~,D~) (from Lemma 6.1)• 
The second case is when Li is an atom. In this case, 
D~ = conj~(D'gzl,extend~(W, Atomgi(L~))) (from the definition of the goal- 
independent based semantics) 
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= conj~(Oig~ 1,extend~(W,D'~) (from Theorem 6.1 
D / where (in,D~)) is Atom(L/, \~in/l')i-I ,~  I)i I ) )  
• • i -1  i-I = conj~(conje(Di, ,D~ ),extend~(W,D'~)) (from the induction invariant) 
• i - I  • i -1  = conj~(Di, , ,conje(D~ ,extende(W,D~))) (from order independence) 
= conj~(Di, D~-) (from the definition of the simple differential semantics). 
In this case, we must also prove that the calls to AnnRule and Rule have the "same" 
calling pattern. AnnRule is called with the calling pattern 
inrestrict~ ( vars ( Li ) , D'gTl ) , 
while Rule will be called with the calling pattern 
inrestrict~ (vars (Li), /D i i D i- l ~ \ in ' 6 I I 
= (inrestrict~ (vars (Li), conj~,~ (DI~ q, D~ l )), true~ ) 
(from the definition of the simple differential semantics) 
= (inrestricte(vars(Li), D'g71), truee) (from the induction invariant). 
Now from Lemma 6.1 and order independence we have that 
inrestrict~ (vars(Li), D~g71 ---- conje (inrestricte (vars(Li), D'gTl), true~ ), 
as required. [] 
Example 6.3. Consider again the domain SS and the program from Example 3.1: 
g ~ X = cons(A, Z), Y = cons(B, Z),®p(X, Y)@ 
p(X, r )  = 
The goal-independent analysis phase finds the answer to the goal p(X, Y) is {XY}. 
At (i)the annotation phase of the goal-independent based approach gives 
{XA, YB,XY}, while the differential gives (~, {XA, YB,XY}). At @ the descriptions 
are {XY} and ({XY},~) respectively• The descriptions at @are {XY, XX, YY} and 
({XY}, {XY}). The descriptions at Qgiven by the annotation phase results from con- 
joining the description at @with the answer to p(X, Y) as follows: 
conjss({XA, YB,XY}, {XY}) = {XA, YB,XY, XX, YY,XB, YA,AB}. 
On the other hand, for the simple differential approach, the result of the abstract 
function comb6ss({X, Y,A,B},  (~, {XA, YB,XY}), {X, Y}, ({XY}, {XY})) is 
(0, {XA, YB,XY,XX, YY,XB, YA,AB} )
Note that the resulting descriptions are more accurate than those obtained by the 
standard or specialised approaches since they do not contain AA and BB. 
Because the concrete domain is order independent, we have the following corol- 
lary relating the concrete differential semantics to the collecting semantics. 
Corollary 6.1. For all programs P and goals G concdiff( P, G) = coll( P, G). 
The differential semantics i clearly less efficient than the goal-independent based 
semantics in general because it performs the analysis part for the differential compo- 
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nents once for every new calling pattern that is generated rather than exactly once for 
each predicate. However, the differential pproach as many advantages. From an 
implementation viewpoint, it performs the analysis and annotation i a single phase 
rather than the two phases required by the goal-independent based approaches. 
Since it is defined within the goal-dependent framework, an implementation for 
goal-dependent analysis can trivially be modified to provide a differential nalysis. 
From a theoretical viewpoint, it is easier to relate the steps in a differential nalysis 
to those in a standard goal-dependent analysis. Hence, as we shall shortly see, the- 
orems relating the two approaches are easier to prove. Most importantly, because 
of its similar form to goal-dependent analysis it is easy to extend the differential se- 
mantics to create more accurate analysis. This will be examined in Section 7. 
Jacobs and Langen [11] give sufficient conditions, based on the characteristics of 
the abstract operations, which ensure that goal-independent a alysis is as accurate as 
the standard top-down analysis. Since their semantics uses a different set of abstract 
operations, comparison isdifficult. However, their conditions essentially correspond 
to the idempotence and associativity of conj,, and its distributivity over 
lub~, adds, restrict~ and extends. Therefore, if these conditions are met by the in- 
duced abstract operations, the above theorem implies that the differential semantics 
is also more accurate than the standard semantics. These conditions are quite restric- 
tive. The only useful domain we know of whose induced abstract operations satisfy 
the conditions i  Pos [16]. 
Owing to the straightforward link between the goal-dependent and differential se- 
mantics, we can provide a different, less restrictive, set of conditions that ensure that 
the simple differential (and hence the goal-independent based) approach isuniformly 
more accurate than the standard goal-dependent approach. We show that the simple 
differential semantics i more precise for upwards closed description domains where 
conjunction is associative. For example, although structure sharing SS does not sat- 
isfy the Jacobs and Langen conditions (conjss is not distributive over lubss), the sim- 
ple differential semantics induced for SS is uniformly more accurate than the 
standard semantics. Because the associativity condition guarantees that the simple 
differential semantics i identical to the goal-independent based semantics, the fol- 
lowing theorem also extends the results of Jacobs and Langen. 
Theorem 6.3. I f  sdiff~ and std~ are induced from a description domain ~ which is 
upwards closed and order independent, hen sdiff~(P, G) <~ std~(P, G) for all goals G 
and programs P. 
Proof. The proof is by induction on the Kleene sequence for computing the least 
fixpoint of the general goal-dependent analysis, maintaining the following invariant: 
at each program point where the description given by the differential semantics i
(Din, D6) and the description given by the standard semantics i Dsta, we have that 
conj~ (Din, Da) <~ Dstd. 
The proof is similar to that of Theorem 6.2 except for the point at which combi- 
nation is performed. Consider the following program fragment: 
...,®,p(~),®,... 
p(~): -Bl .(~ 
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p(~): -B2. ® 
We assume for simplicity that p is defined by only two rules, the extension to an ar- 
bitrary number is straightforward. 
Let (D~'~n,D~) and D~, a be the descriptions given at program point @ by the 
simple differential and standard goal-dependent semantics respectively. By 
induction we have that at program points x E {1,2, 3}, conj~(D~,, DO)<~ D~, d. Given 
conj~s(D~,DO)<~D~,~a, then since ~ is upwards closed we have that DT,,~< 
conj~(D~n,D~). Hence D~n ~< D~,a. Similarly ~ ~< D~,,a. 
By monotonicity of outrestrict~ , outrestrict ~ ( ~, D O) <. outrestrict~ ( ~ ,D~t d ) , where 
x E {2, 3}. Let 
lub6 = lub~ ( { outrestrict~ ( ~, D~6 ) I x c { 2, 3 } }), 
lubstd = lub~( { outrestrict~( ~, D~d) l X ~ {2, 3}}). 
Then, by the monotonicity of lub~<,lub,~  lubstd. Now D 4 = conj~(Dl, d, lub,.td) 
s td  , , 1 
D4 = D]~, and D 4 = conj~(Dl, lub~). Since conj~ is associative, 
• 4 4 conj~(conj~(D].,Dl~),lub~)" cony~ (Din , Da) = 
Hence, by monotonicity of con j , ,  since - 1 1 I conj;.(Di.,D5 ) <~ Dst d and lub~ <~ lubstd we 
have that - 4 4 - 1 _ D 4 [] conJ~(D,n, D6) <~ conj~(Dst a, lub~td) -- s,d" 
7. Differential analysis 
Simple differential analysis, introduced in Section 6, is a way of defining a goal- 
independent analysis and annotation i  a way that is closely related to a goal-depen- 
dent analysis. In this section we show how we can make use of the extra calling pat- 
tern information carried around by the differential analysis to improve accuracy. 
Example 7.1. Recall the goal and program from Example 6.2 
g *- X = a,@p(X, Y, Z) @ 
p(X ,  Y ,Z)  <---® X = Y ,®X = Z @. 
The standard goal-dependent analysis for ASub produces the following annotations: 
® [{x}, o] 
® [{x},0] 
@ [(x, Y},0] 
@ [{x, Y, z}, o] 
(2) [{X, Y,Z}, O] 
Recall that, for the simple differential analysis, the corresponding annotation at @ 
is ([0, 0], [{X}, {YZ}]). Clearly the simple differential approach loses significant accu- 
racy by not taking calling pattern information regarding round variables into ac- 
count. 
The above example motivates a less restrictive form of differential analysis where 
some calling pattern information is allowed to appear in the differential component. 
We will only require conj~(Di, ,  Da) to be a correct approximation of the constraints 
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that can occur during program execution. This leads to a considerably more flexible 
approach to differential analysis. 
Definition 7.1. A differential semantics is defined the same as the simple differential 
semantics except hat 
inrestrict,vj ( W, (Di,, D,~) = (DI, , D~), 
where conje(Din,D'~)>>- inrestrict~(W, conj2(Din,D6)). A differential semantics, 
d~ff~/, for description domain ~ and a program P is obtained by replacing 
inrestrict,v~ by any operation which satisfies the above condition. 
It is not difficult to show that any differential semantics i correct. 
Theorem 7.1. Let dill.re be a differential semantics for description domain 2.  Then, jor 
all programs P and goals G, d i f f , (P ,  G) ~ coll(P, G). 
Proof. Using standard abstract interpretation techniques, we can show that at each 
stage conj~ (Din,D6) describes the constraints collected in the operational 
semantics. [] 
Clearly the simple differential semantics i a special case of the differential seman- 
tics. But we can also show that the standard goal-dependent semantics is a special 
case. 
Theorem 7.2. Let ~ be a description domain where trues is" a (left-)identity for conj,. 
Let di{'['~,, be a differential semantics for description domain ~ where 
inrestrict,5~ ( W, (Din, D,~) = ( true~, inrestricte ( W, conj~ (Di,, D,~) ). 
Then, for all programs P and goals G, differ(P, G) = std~(P, G). 
Proof. It is straightforward to show by induction that if the annotation of a program 
point using the differential semantics is (Din,D~) and D~.td is the annotation of the 
same point using the standard semantics then Din is true;~ and D6 is D.~.td. Thus as 
trues is a (left-)identity for conj;s, conj;s (Din, D6) = D~.td. [] 
Ideally, the operation inrestrict,~e should be defined so that calling pattern infor- 
mation that can improve accuracy is made part of the 3 component, and no calling 
pattern information that can decrease accuracy by being combined with itself is part 
of the 6 component. Conjunction of downwards closed information with itself not 
only cannot lose accuracy but may also gain accuracy. Therefore, this kind of infor- 
mation is a perfect candidate for inclusion in the differential component. On the oth- 
er hand, upwards closed information should not be included since it might yield a 
loss of accuracy when combined with itself. 
By separating information in the description into two components we can com- 
bine the advantage of goal-dependent analysis (calling pattern information) with 
the advantage of goal-independent analysis (not combining the same information 
twice). 
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Example 7.2. We can define a (non-simple) differential approach for ASub by 
including the groundness information (which is downwards closed) in the differential 
component 
inrestrict~As,b ( W, (Di,, 03)) = (Di,; D~)' 
where 
D~i, =- inrestrietAsub ( W, conjAsub (Di,, D~)), 
D~ = [Gi. U G6, 0], 
where Di. = [G~., Si.] and D6 = [G6, S~]. 
Consider again the program from Example 6.2: 
g .-- X = a,®p(X, Y, Z) Q 
p(X, Y,Z) ~---®X = Y,®Y = Z @. 
Applying the differential semantics we obtain the description ([{X}, 0], [{X}, 0]) at @ 
Hence at @we obtain the description ([{X}, 0], [{X, Y, Z}, 0]) and returning to Qwe 
obtain the completely accurate ([0, 0], [{X, Y, Z}, 0]). Hence we do not lose any accu- 
racy with respect o the standard goal-independent semantics. 
We can give conditions that ensure that a differential semantics is uniformly 
more accurate than the simple differential semantics. The definition of a differen- 
tial semantics for ASub given in Example 7.2 satisfies the conditions of the fol- 
lowing theorem. 
Theorem 7.3. Let diff  ~ be a differential semantics for description domain D where for 
all W, Din and D6, tf 
inrestrict6~(W, (Din, D~)  = (Dtin, D'~) 
then D'g, <~ inrestrict~(W, conj2(Di,,D6)) and D'~ <~ true~. Then for all programs P 
and goals G we have that diff(P, G) <~ sdiff(P, G). 
Proof. By induction we show that at each program point Ddi iff <<.Di+f if and 
D~ iff <<. D~ aiff. The result follows from the definitions of inrestrict and the monoto- 
nicity of the other operations. [] 
A consequence of this theorem allows us to improve the simple differential anal- 
ysis for all abstract domains D in which I represents unreachability, that is 7(/)  = 0. 
In such domains if the calling pattern is ± this means that the program point is un- 
reachable. We can take advantage of this by defining inrestrict6~ as follows: 
inrestricta~ (W, (Di,, Da) ) = (D'g,, D'a), 
where D~, = inrestrict~ (W, conj~ (Di,, Da)) and D~- = trueg, unless D~/, = A_, in which 
case D'a ---- ±. We call a differential semantics using this definition the strict differential 
semantics. Clearly this semantics satisfies the conditions of Theorem 7.3. In fact, the 
definition simply propagates a _L in the first component to the second component. In 
practice, a similar operation is usually performed in any implementation f an ab- 
stract domain which is defined in terms of several components: whenever, as a result 
of an abstract operation, we determine that at least one component is _L (represent- 
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ing unreachability), the rest of the components can also be set to _1_. This improves 
efficiency and in some domains may improve accuracy. 
Example 7.3. Consider the following program: 
g(X, Y) ~ X = 3,p(X, Y)~ 
p(X, Y) +---¢X <~ O,®q(X) ~ 
p(X, Y) ,--® X >>. O, Y = 2 ® 
q(X) ~--® true ®. 
We analyse this program using the bounds analysis domain in which each variable is 
described by an interval in which it is constrained to lie. Note that ± represents a 
description in which at least one variable has an empty range. 
For a simple differential analysis the calling pattern at (2)and @is 
[3,3],rE {XE 
The description at @ is 
({XE[3,3],YE[-oc,  ec]}, (XE[ -oe ,0 ] ,YE[ -ec ,  oc]}). 
Note that the intersection of the two ranges for X is empty. Then, at O and ~)the 
description is (±, {X E [-oc, ec]}) and, hence, the result at @is identical to that 
at @ This is because comb ignores the input component. The description at @is 
({XE[3,3],YE[--oc, ec]}, {XE[0, oc],YE[Z,2]}). 
Calculating the lub of the descriptions at @and @we obtain 
({X E [3, 3], Y E [-oc, oe]}, {X E [--oc, oc], Y E [-oc, oc]}) 
Hence, the description at @is 
({XE[-oc,  oc] ,Yc[ -ec ,  oc]}, {XE[3,3],YE[-oc,  ec]}). 
Using the strict differential analysis we obtain the same description at (2), @, @ 
and ®. At @and @the description is (2, ±) and, hence, at @is 
({x [3, 3], r ±). 
The lub of the descriptions at @and @is 
({XE[3,3],YE[--oe, ee]}, {XE[0, oc],YE[Z,Z]}). 
Hence, at @we obtain the more accurate description 
({XE[-oc,  ec],YE[--oc, oc]}, {X E [3, 3], Y E [2, 2]}). 
When using an abstract domain ~ where ± represents an unreachable program 
point, the differential semantics can be made even more accurate by replacing a de- 
scription (Di,,D~) by (±, ±) whenever conje(Di,,D~) = ±.  Thus, unreachability is 
detected as soon as possible. However, this would require additional abstract con- 
junction, thus affecting efficiency. 
We might imagine that, as defined, adifferential pproach can always be designed 
that is at least as accurate as both the specialised goal-dependent and goal-indepen- 
dent based approaches. Unfortunately, this is not the case because the specialised 
semantics can take advantage of cases in which the return description i validates in- 
formation in the call. 
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Example 7.4. Consider the program from Example 3.3 together with goal g: 
g +-- x = Y,~r(X, :~)~ 
r(X, Y) +-® X = a @ 
r(X, Y) +---@ Y = a ®. 
For the ASub abstract domain and using the (non-simple) differential approach of 
Example 7.2, the description is ([0, {XY}], [{X}, 0]) at @ Similarly, at @the descrip- 
tion is ([q), {XY}], [{Y},0]). The lub of these two descriptions is ([0, {XY}], [0,0]). 
Hence, at (2)we get ([0, ~], [~, {XY}]). As illustrated in Example 3.3, using the special- 
ised goal-dependent approach, the pair XY is removed. 
This example shows that, owing to the specialised combination, the specialised 
goal-dependent approach is sometimes more accurate than the differential approach. 
So to achieve better accuracy we are interested in combining both approaches. One 
might expect hat we could combine them directly, just by using the specialised com- 
bination rather than conjunction inside the differential semantics as follows. 
sp~e ' /D' D'~ v~c , , comba  (W,(Di,,Da), W, \  i,, , /) = (Di,,,comb  (W, Da, W,DO ). 
But this is incorrect because the differential parts of the descriptions do not satisfy the 
condition for which the specialised abstract combine operation, .spec como~ , was defined. 
Example 7.5. Consider analysing the following program and goal g using the abstract 
domain SS. 
g +-A=X,Y=U,V=B,®p(X ,Y ,U ,V)  @ 
p(Y, Y, U, V) +--®X = Y, U = V @. 
At program point @the inferred description is (0, {AX, YU, VB}), at @the descrip- 
tion is ({YU}, 0), at @the description is ({YU}, {XY, UV}). Using 
combs'Pse' ( {A,B,X, Y, U; V}, {AX, YU, VB}, {X, Y, U, V}, {XY, UV} ), 
we obtain at (~a description which misses the pair AB because it does not consider 
the path AX,XY, YU, UV, VB of length five. This is because the information given by 
the pair YU has not been propagated to {XY, UV}, a condition which is needed for 
the correctness of the specialised combine operation. 
To fuse the two methods we need to include a new component D,o, in the descrip- 
tions, which holds a total description of the constraints. Hence descriptions are now 
of the form (Di,,, Da,D,ot). Operations to compute the first two components are the 
usual differential operations while operations to compute Dto, are just the usual (spe- 
cialised semantics) abstract operations for 9, except hat comb uses both a simple 
differential and a specialised approach. 
Definition 7.2. Led ~ be a description domain. The fused abstract domain (09 is 
× ~. × 9. Abstract operations on ~b~ are given by: 
true o ~ = ( true ~ , true ~ , true,s), 
add4, ~ (p, (D,~, Da, D,ot )) = (D,., add~ (p, D~), add~ (p, D,o,)), 
lub~,~(Y) = (lub¢(Y~.), lub~(Ya), lubcs(Y,ot)), 
where Yin = {Din ] (D~,,Da,D,o,) E Y} and Ya = {Da I (Din,Da,Dto,) E Y} 
and Yto, = {D,o, [ (Di,, Da,Otot) E Y}, 
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outrestrict~,~ ( W, (Di., Da, Dtot) = (Di., outrestrict.~ ( W, Da), outrestrict~ ( W, Dto,) , 
inrestrict~ ( W, (Din, Da, Dtot )) = (inrestrict~ ( W, Dtot), true~, inrestrict~ ( W, Dtot)), 
extend4a> ( W, (Di., Da, Dto, )) = (extend~ ( W, Di. ), extend~ (E, Da ), extend~ ( W, D,o,)), 
comb¢~ (W, <Din, Oa, Dtot>), W', (D;,, D'a, D;ot> ) = (O,,, D~, D','ot ) 
where D",~ = conj,. (Da, extend~ ( W, D'a)  
,spec ¢ v,, W t, D' and D;'o, = conj~(D,o,, extend~(W,D'a) ) Fq como~ kw,D,o,, tot). 
The simple fused semantics, sfuse~, for description domain ~ and a program P is the 
standard goal-dependent semantics using qSc~ and the above abstract operations. 
The simple fused semantics induced for 2 is the semantics obtained by inducing 
the auxiliary functions from combW% con j, add, lub, restrict, restrict and extend, res- 
pectively. 
In effect, this definition executes both the simple differential nd the specialised ap- 
proaches, yielding their greatest lower bound. It is therefore guaranteed tobe as ac- 
curate as both of the approaches. It may be considered as an example of a product 
domain [5]. Again, in an abuse of notation, when comparing a fused semantics with 
some other semantics we will consider the annotations of the fused semantics to be 
only the last component of the tuple. 
Because the differential component in the simple fused semantics i equivalent to 
the associated information obtained by a goal-independent based analysis, the afuse 
semantics and the gigd and equivalent. 
Theorem 7.4. I f  gigd~ and sfuse~ are induced from a description domain ~, then 
sfuse~(P, G) = gigd~(P, G) for all goals G and programs P. 
At last, we are now in a position to define our last semantics for analysis. This is 
the fused semantics, fuse, which fuses any differential semantics with any goal-depen- 
dent semantics. In particular by using a more accurate differential semantics together 
with the specialised semantics we can create a fused semantics which is uniformly 
more accurate than the gigd semantics. 
The gigd and fi~se semantics are highly related. They differ only in the method in 
which they attempt to reduce loss of accuracy that results from combining informa- 
tion with itself. The fuse approach inherits the advantages and disadvantages com- 
pared to the gigd approach that the differential approach as compared to the 
goal-independent based approach. Using fuse can be more accurate than using gigd, 
but possibly slower since in effect differential computations may repeat steps per- 
formed only once in goal-independent based analysis. 
8. Experimental evaluation 
In this section we experimentally compare the efficiency and accuracy of the dif- 
ferent analysis methods discussed in the previous ections, for two different abstract 
domains: SS and ASub. These two abstract domains have been integrated in the fol- 
lowing general goal-dependent top-down semantics: the standard goal-dependent se-
mantics (referred to as std in the tables), specialised goal-dependent semantics ( pec), 
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and simple differential semantics ( difJ). We have also implemented the (non-simple) 
differential version (d/if) for ASub described in Example 7.2, that is, the groundness 
information is also included in the differential component. Finally, for each abstract 
domain we have implemented a fused semantics, fuse for SS and fuse (based of difJ) 
for ASub. 
All these analysers have been integrated in the PLAI framework [19], in which a 
specialised version for ASub was already available. The reliability of the comparison 
is based on the fact that, for each abstract domain, the different versions have been 
implemented in such a way that they reuse the abstract functions from the standard 
version. 
Also, for both SS and ASub, we have implemented the following goal-independent 
based semantics: 
gi: implements a goal-dependent phase in which the answer to a particular call 
Call is computed by abstractly conjoining Call and the answer provided by the 
goal-independent phase. 
cod: implements a goal-dependent phase based on the approach of Codish et al. 
[3], that is, goal-independent i formation is only used for computing the answers 
to recursive predicates, the rest being computed using the specialised goal-dependent 
semantics. 
gigd: implements he gigd semantics in which both goal-dependent and goal-inde- 
pendent information are used to find the answers to each (recursive or non-recursive) 
call. 
These semantics and the goal-independent phase have been implemented by suit- 
ably modifying PLAI. 
For the evaluation we have selected a wide set of benchmarks which have been 
traditionally used in the evaluation of analysers. 4 These benchmarks have been nor- 
malised for our experiments. The efficiency results for SS and ASub are shown in Ta- 
bles 1 and 2. 
For each benchmark, the information shown is the following: the first column 
(spec) shows the analysis times in seconds 5 for the analyser using the specialised 
version; the remaining columns except the last show the ratios of analysis time 
for various techniques compared to that of spec; the last column shows the ratio 
of the time taken by the goal-independent phase versus that of spec, which affects 
the goal-independent based analysers. The last row indicates the arithmetic mean of 
the ratios. 
The results from the efficiency evaluation show that the time penalty for the more 
sophisticated methods, compared with the traditional approach, rarely exceeds 50%, 
and sometimes they are actually faster. In particular, the specialised goal-dependent 
method is almost uniformly faster than the traditional approach. Of the equally pre- 
cise sdiff and gi, the latter is typically faster. 
The accuracy results for SS and ASub are given in Tables 3 5. For the abstract do- 
main SS, Table 3 shows, for each benchmark and analyser, the number of program 
variables which are known to be linear (Linearity) and the total number of pairs or 
edges between different variables inferred by each analyser (Pairs). Obviously, the 
4 A complete description of these benchmarks can be found, for example, in [2]. 
5 SICStus 2.1, compactcode, SPARCstation 10, one processor. 
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Table 1 
Efficiency results for SS 
31 
Program spec std sdiff s fuse gi cod gigd ratio 
aiakl 0.29 1.08 1.64 1.77 1.57 1.51 2.32 0.84 
ann 10.14 2.05 1.92 2.64 1.04 0.83 2.48 0.32 
bid 1.14 1.42 1.38 1.66 1.13 1.14 1.74 0.33 
boyer 6.69 1.68 2.20 2.57 0.85 0.66 2.04 0.15 
browse 0.30 1.29 1.29 1.45 1.15 1.18 1.93 0.56 
deriv 0.38 1.21 1.89 2.20 1.49 1.49 2.69 0.97 
fib 0.02 0.81 1.02 1.19 1.27 1.40 1.34 0.67 
grammar 0.11 0.94 1.28 1.44 1.59 1.59 1.63 0.59 
hanoiapp 0.52 1.97 0.73 0.99 0.37 0.43 0.91 0.17 
mmatrix 0.08 0.94 1.39 1.33 1.33 1.35 1.76 0.63 
occur 0.33 1.30 2.30 2.73 1.32 1.17 2.04 0.40 
peephole 4.91 1.34 1.59 1.83 1.02 0.97 2.13 0.54 
progeom 0.86 1.08 0.99 1.22 0.77 0.98 1.18 0.25 
qplan 9.40 2.30 3.05 3.47 1.33 1.11 2.24 0.34 
qsortapp 0.32 1.06 1.44 1.61 0.88 0.91 1.62 0.35 
query 0.18 1.03 1.25 1.33 1.52 1.65 1.69 0.64 
rdtok 1.63 0.97 1.98 2.18 1.09 1.16 1.75 0.58 
read 34.33 2.19 1.28 1.65 0.40 0.44 1.46 0.05 
serialize 0.37 1.12 1.78 1.84 1.39 1.36 2.43 0.88 
tak 4.10 1.45 1.79 0.31 0.08 0.13 0.16 0.02 
warplan 9.80 1.78 1.10 1.41 0.67 0.81 1.45 0.08 
zebra 0.26 1.01 1.29 1.53 1.33 1.43 1.62 0.52 
1.36 1.57 1.74 1.07 1.08 1.76 0.45 
more linear variables and the fewer pairs, the more exact the information. Similar 
information is shown for the abstract domain ASub in Table 4 and Table 5. In addi- 
tion, the number of program variables which are known to be ground is also shown 
for ASub in Table 4. For the benchmarks chosen, the results obtained by gigd for 
both SS and ASub are uniformly better than the rest. We will take advantage of this 
fact for improving readability: the results for the rest of analysers will only appear if 
they are different from those obtained by gigd. Also, columns labelled with more 
than one analyser mean that the results for those analysers are identical and they 
are thus shown in just one column. 
As expected, the experiments confirm that spec is uniformly more accurate than 
std for both SS and ASub. While in SS accuracy is improved for ann, rd tok ,  and 
r e ad, in ASub the results of std and spec are identical except for p r o ge ore. The im- 
provements observed in the mentioned benchmarks for SS do not carry to ASub be- 
cause the variables involved are already ground and have thus disappeared from the 
abstraction. In the case of p r o ge ore, its information is also improved by spec for SS 
for some particular calling patterns, but the collapsing of the information masks this 
fact in the final results. The most common improvement observed is the accurate in- 
ference of linear information. This is mainly due to the combination of a calling pat- 
tern including the sharing XY between linear variables X and Y, with an answer 
which also includes the pair XY but still has X and Y as linear variables. This hap- 
pens in progeom and read ,  and from this, std loses further accuracy. In ann,  the 
loss of accuracy is due to the combination of a calling pattern which contains a pair 
32 M. Garcia de la Banda et al. / J. Logic Programming 35 (1998) 1-37 
Table 2 
Efficiency results for ASub 
Program spec std sdiff diff .['use gi cod gigd ratio 
aiakl 0.24 1.11 1.82 1.64 1.76 1.75 1.69 2.51 1.06 
ann 4.34 1.59 1.93 1.61 2.00 1.47 1.40 2.29 0.69 
bid 0.63 1.00 1.52 1.21 1.33 1.42 1.36 1.57 0.49 
boyer 4.08 1.33 0.70 0.67 0.76 0.51 0.63 0.82 0.23 
browse 0.23 1.09 1.60 1.08 1.17 1.48 1.53 1.78 0.79 
deriv 0.19 1.10 2.64 1.41 1.54 2.44 2.48 3.23 1.90 
fib 0.03 0.80 0.92 0.93 1.00 1.26 1.27 1.60 0.60 
grammar 0.10 0.95 1.34 1.24 1.34 1.48 1.55 1.64 0.58 
hanoiapp 0.13 0.99 2.27 1.24 1.32 1.35 1.37 1.89 0.72 
mmatrix 0.07 1.05 1.49 1.25 1.37 1.42 1.49 1.88 0.82 
occur 0.06 1.05 3.26 1.26 1.36 2.91 3.04 3.33 2.18 
peephole 3.48 1.24 1.91 1.52 1.69 1.28 1.25 2.21 0.76 
progeom 0.50 1.63 1.72 1.72 1.50 1.31 1.13 1.62 0.42 
qplan 9.15 2.15 2.94 2.60 2.97 1.26 1.09 2.09 0.33 
qsortapp 0.28 1.05 1.53 1.38 1.57 0.99 0.96 1.63 0.37 
query 0.18 0.98 1.21 1.27 1.33 1.54 1.66 1.66 0.63 
rdtok 1.68 1.01 1.75 1.20 1.31 0.97 1.06 1.75 0.56 
read 9.96 1.03 1.34 1.31 1.43 0.43 0.44 1.34 0.15 
serialize 0.35 1.07 1.67 1.59 1.69 1.32 1.29 2.20 0.84 
tak 0.03 0.93 1.95 0.93 1.11 1.82 2.36 1.70 0.65 
warplan 6.77 1.62 1.35 1.44 1.78 0.76 0.83 1.56 0.11 
zebra 0.23 0.99 1.36 1.37 1.48 1.42 1.43 1.64 0.53 
1.17 t.74 1.36 1.49 1.39 1.42 1.91 0.70 
Table 3 
Accuracy results for SS 
Program Linearity Pairs 
std spec sdiff/gi ,sfuse/gigd eod std spec sdiff /gi sji~se/gigd cod 
aiakl 
ann 
bid 
boyer 
browse 
deriv 
fib 
grammar 
hanoiapp 
mmatrix 
occur 
peephole 
progeom 
qplan 
qsortapp 
query 
rdtok 
read 
serialize 
tak 
warplan 
zebra 
445 
1625 
374 374 376 374 
557 
186 186 188 186 
252 
54 
202 
55 55 92 85 
154 
78 
1948 
308 308 438 308 
2372 
188 
372 
1424 1429 
1483 1485 1508 1485 
433 
40 40 49 96 40 
439 439 448 439 
882 
5376 5376 
625 625 
139 139 
410 410 
3820 3814 
139 139 
1538 1538 
314 
5374 5376 
616 625 
2240 
193 
285 
0 
57 
102 l l0 
46 
104 
1946 
352 410 
5543 
133 
28 
417 
3728 3814 
353 
91 139 
1511 1538 
465 
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Table 4 
Accuracy results for ASub 
33 
Program Groundness Linearity 
sdiff/gi fuse/spec/std/d2ff/gigd cod std spec sd(ff/gi di~[ Juse/gigd cod 
aiakl 81 455 
ann 1002 1089 1002 2110 2071 
bid 263 270 263 54I 802 
boyer 84 603 603 2010 1857 
browse 71 154 71 195 212 193 
deriv 173 280 
fib 3O 54 
grammar 36 37 202 
hanoiapp 56 94 128 94 
mmatrix 96 154 
occur 100 114 100 156 158 156 
peephole 1290 2083 
progeom 104 326 475 447 447 484 475 
qplan 887 978 2619 
qsortapp 17 188 
query 211 372 
rdtok 516 582 516 1431 1441 1431 
read 615 3044 
serialize 77 80 77 436 
tak 44 65 44 96 
warplan 176 214 176 539 548 539 
zebra 181 882 
XY and an answer which contains XY and YZ but not XZ. While std infers the pair 
XZ, spec is able to eliminate such a spurious pair. 
The results of comparing spec and the various differential versions are more in- 
volved and significantly depend on the abstract domain. With ASub, spec is usually 
more accurate thanks to groundness propagation. This happens in ann, b id ,  
browse, grammar, hanoiapp, occur, rdtok, serialize, tak, and war -  
p lan. In all these benchmarks, accuracy is recovered when groundness information 
is included in the differential component, as it can be observed by the results of dtff. 
However, there is also a case in which sdiff yields considerably stronger sharing in- 
formation than spec, namely b o y e r. In this case, sd/fftakes advantage of the change 
in the order of the analysis in a piece of code which performs backwards groundness 
propagation. The cases of qplan and progeom are more involved. In qplan 
groundness propagation improves the accuracy of std and spec with respect to that 
of sdiff. This is noticeable by the results provided by diff. However, sdlffalso betters 
the accuracy of spec in some places. As a result, the number of pairs inferred by fuse 
is better than those ofspec, sdlffand d/ft. The case o fprogeom is similar: both 6pec 
and sd!ff achieve improvements, thus the results of fuse are the best. We could con- 
clude that, on average, sdiff, and gi are the least accurate, owing to the importance of 
groundness information, and that d~ and spec are quite similar, the former being 
more accurate only in boyer  and qplan,  the latter being more accurate only in 
progeom. As expected, fuse is uniformly more accurate than the rest. 
In SS the importance of groundness information disappears and the number of 
times in which information is added twice significantly increases (note that in SS, 
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Table 5 
Accuracy results for ASub 
Program Pairs 
std spec sdiff/gi diff fuse/gigd cod 
aiakl 230 
ann 3411 3396 3620 
bid 317 189 
boyer 2092 2092 l 219 1398 
browse 160 64 160 
deriv 49 
fib 0 
grammar 41 40 
hanoiapp 28 23 28 
mmatrix 11 
occur 7 4 7 
peephole 775 
progeom 344 285 296 296 284 285 
qplan 4710 4710 4929 4709 4710 
qsortapp 127 
query 6 
rdtok 259 257 259 
read 1000 
serialize 262 261 262 
tak 2 0 2 
warplan 1347 1333 1347 
zebra 338 
rules which ground variables do not eliminate the input's sharing, and thus it is com- 
bined again when returning). As a result, the characteristics of sd/ff are more valu- 
able, and sdiff is at least as accurate as spec in all cases except ann, in which the 
specialised combination succeeds in eliminating a pair (which then appears in the 
next program point). In fact, the results obtained by sdiff are almost identical to 
those of sfuse, which is uniformly more accurate than all the other analysers. Also 
note that there is again one case ( t ak ) in which there is a synergy between the im- 
provements allowed by spec and sdiff which makes sfuse better than both spec and 
sd/ff. 
When the goal-independent based analyses are taken into account, we observe 
that while the results of gigd are always identical to those of fuse or sfuse, the results 
of gi are identical to those of sdiff. This confirms the theoretical results obtained in 
the previous sections. It also confirms that, although theoretically it is possible for 
d/ff and fuse to obtain better results than gi and gigd, respectively, thanks to the 
propagation of unreachability (±), such improvement is uncommon in practice 
for the domains under study. However, in domains which yield a higher percentage 
of ±, such as those including freeness, types, and so on, such ±-propagation is likely 
to significantly improve the results of diff and fuse. Regarding the results obtained by 
cod for ASub, we can conclude that, while the availability of the specialised combi- 
nation allows it to improve its results with respect o sdiff in some cases (bid, 
grammar ,  p r o geom, and qp l an) ,  adding information twice makes it lose accu- 
racy in some other cases ( ann, boyer ,  and browse  ). The latter problem becomes 
more important in SS, owing to the lack of groundness propagation. 
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We conclude that the relative merits of the various approaches depend on the ab- 
stract domain. For the domains tudied here, and weighing both efficiency and accu- 
racy, gi appears to be very useful for SS, while d/ffgives good results for ASub. For 
cases where accuracy is the main concern, notice that fuse never appears to be exces- 
sively expensive. 
9. Other applications 
The example analyses considered in the previous ections may not do full justice 
to a differential pproach. When we consider analysis of more sophisticated languag- 
es, or complex applications of the analysis information, the characteristics of a dif- 
ferential approach can become invaluable. We briefly present wo examples. 
In the analysis of programs with dynamic scheduling [10], the behaviour of the 
delayed atoms is approximated by a function from descriptions to descriptions. 
This function provides the connection between the variables currently being ana- 
lysed and those over which delayed atoms are defined. Whenever a new constraint 
is analysed, the function must be evaluated upon the resulting constraint descrip- 
tion, so that the effect of awakening delayed atoms is correctly included in the de- 
scription. In a typical evaluation of a function, the delayed atoms only affect a 
small subset of the variables involved. This information is transmitted to the cur- 
rent set of variables through a long chain of operations which include combination. 
Therefore, a significant part of the information which has not changed will be com- 
bined with itself, possibly many times, throughout the chain. Since a differential ap- 
proach need only combine new information, it can obtain more accurate results 
than those obtained using other approaches to combination. Note that it is only 
the evaluation of the function that needs to be performed in a differential manner; 
the analysis of literals which do not delay can follow the standard approach, if de- 
sired. Since the calling pattern information is required to determine when delayed 
atoms wake, we cannot use a goal-independent approach to obtain a comparable 
method. 
The second example considers a particular application of the information inferred 
by abstract interpretation: automatic parallelisation based on a posteriori conditions. 
In this model, two goals gl and g2 can be executed in parallel, for constraint store c if 
every partial answer of (c, gl} is consistent with those of (c, g2} [9]. At the abstract 
level, let D l and D 2 describe the partial answer of (c,g,} and (c, g2), respectively. 
Then, the condition stated above is satisfied if the abstract conjunction of D 1 and 
/32 is definitely satisfiable. Unfortunately, in both the standard and specialised se- 
mantics, D 1 and D 2 describe constraints which are equal or stronger than c. Hence, 
in most cases their abstract conjunction will not be definitely satisfiable. 
Using a differential approach, the description of the partial answers is (Di,,D~} 
and (Di,, D~}, where Di, describes the constraint c. Then, the a posteriori condition 
holds if the abstract conjunction of Di,, D~ and D 2 is definitely satisfiable. Note that 
the information about c is included only once. 
Example 9.1. Consider the following constraint logic program: 
g(X, Y, Z) ~--@X = 3,@p(X), r(X) 
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p (X)  ~ true 
r (X)  *-- true 
and the LS ign  domain introduced by Marriott and Stuckey [17]. This domain is used 
to describe conjunctions of  linear arithmetic onstraints and gives information about 
possible failure. In LS ign a linear arithmetic onstraint is abstracted by replacing co- 
efficients in the constraint by their sign. Signs are 0, @, @ and T which, respectively, 
describe 0, a positive coefficient, a negative coefficient and any coefficient. For 
example the conjunction X + Z = 2 A Y - Z = 3 is described by {®X + ®Z = ®, 
er  + = 
Although p(X)  and r (X)  clearly satisfy the a posteriori condition, as 
D 1 = D 2 = {@X = ®} we cannot ensure that such condition is satisfied, since their 
abstract conjunction {®X = ®, ®X = @} describes unsatisfiable constraints such 
as X = 3 A X = 2. On the other hand, using a differential approach, Din = 
{®X = ®},D~ = D~ = 13, and the condition holds. 
10. Concluding remarks 
The present paper has investigated a variety of  approaches to abstract interpretat- 
ion of  (constraint) logic programs, including differential methods. On the theoretical 
side we have arrived at a better understanding of  goal-dependent and goal-indepen- 
dent based program analysis and their relative precision. We have introduced two 
approaches which theoretically are more accurate than either: the goal-independent 
goal-dependent (gigd) framework and the fused framework. 
Implementors should also consider the issues raised in this paper carefully. Our 
empirical evaluation has shown that for very little additional implementation effort, 
a significant improvement in accuracy with small efficiency overhead can be achieved 
by using the differential approach. 
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