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Abstract
This paper deals with different models of random walks with a reinforced memory
of preferential attachment type. We consider extensions of the Elephant Random Walk
introduced by Schu¨tz and Trimper [31] with stronger reinforcement mechanisms, where,
roughly speaking, a step from the past is remembered proportional to some weight and
then repeated with probability p. With probability 1−p, the random walk performs a step
independent of the past. The weight of the remembered step is increased by an additive
factor b ≥ 0, making it likelier to repeat the step again in the future. A combination of
techniques from the theory of urns, branching processes and α-stable processes enables us
to discuss the limit behavior of reinforced versions of both the Elephant RandomWalk and
its α-stable counterpart, the so-called Shark Random Swim introduced by Businger [12].
We establish phase transitions, separating subcritical from supercritical regimes.
Keywords: Reinforced random walks, preferential attachment, memory, stable processes,
branching processes, Po´lya urns.
AMS Subject Classification: 60G50; 60G52; 60K35; 05C85.
1 Introduction
In the last decades, there have been a constant interest in (usually non-Markovian) random
walks with reinforcement. Arguably the most important class is formed by edge (or vertex )
reinforced random walks. We point to the survey of Pemantle [27] or the more recent works [16,
22, 29] with references therein, just to mention a few.
Loosely speaking, an edge reinforced random walk crosses an edge with a probability pro-
portional to a weight associated to that edge, which increases after each visit. Edge reinforced
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random walks have found several applications in statistical physics and Bayesian statistics, see,
e.g., [17, 28, 29].
In this paper, we shall be interested in another class of random walks with reinforcement,
where at each time n and with a certain probability p, a step from the past is selected ac-
cording to some weight (which may change over time) and then repeated, whereas with the
complementary probability 1 − p, a new step independent of the past is performed. One of
the practical interests in such walks comes from the fact that they serve as toy models for
anomalous diffusion, describing many phenomena in physics, chemistry and biology [24, 25].
A prominent example in this class is the Elephant RandomWalk (ERW for short) introduced
by Schu¨tz and Trimper [31] (equal weights, symmetric ±1 steps), which has drawn a lot of
attention in recent years, see [1, 5, 6, 7, 8, 14, 15, 18, 26], though this is a non-exhaustive list.
It is the purpose of this paper to extend both the ERW and its α-stable version, the Shark
Random Swim (SRS for short) introduced by Businger [12], to models with a stronger (linear)
reinforcement mechanism.
Our motivation stems from the desire to describe models of preferential attachment or “rich
get richer”-type (see [4] for the origin of such models), which should play an important role
in the understanding of evolving networks like social networks or, maybe most prominently,
neural networks. The latter are nowadays ubiquitously used to solve problems from computer
vision or machine translation and lead in combination with reinforcement learning algorithms
to stunning results, see, for example, the recent success of AlphaGo [32].
The ERW, SRS and our extensions fit into a general framework, which we describe first in a
somewhat informal manner, referring to Section 2 for precise definitions. We shall propose two
models of a random walk with reinforcement, which differ in their reinforcement mechanism.
We fix a memory parameter p ∈ (0, 1), a reinforcement parameter b ≥ 0 measuring the
strength of the reinforcement, and a sequence (ξi, i ∈ N) of i.i.d. random variables used to
model the increments of the random walks. Moreover, we initialize time-evolving weights kn(·)
by setting kn(i) = 1 for all i = 1, . . . , n and all n ∈ N.
The first step in both models is given by ξ1. At time n ≥ 2, we select one of the preceding
times In ∈ {1, . . . , n−1} chosen at random proportional to the weights kn−1(·). With probability
p, the random walk repeats the step ξIn performed at time In, whereas with the complementary
probability 1− p, the walk performs a new step ξn independent of the past.
Now in the first model which we call the memory-reinforced random walk, the weight of the
selected time In is updated to kn(In) = kn−1(In) + b if and only if the walk decided to repeat
the step ξIn (i.e., with probability p), whereas in the second model called the strongly memory-
reinforced random walk, the weight of the selected time In is always updated to kn(In) =
kn−1(In) + b.
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One may shed light on the two models from a different perspective, which is interesting from
the point of view of modeling. Namely, we may interpret the memory-reinforced random walk
as a model with certain memory lapses, in the sense that the walk remembers and repeats a
previous step only with probability p. With probability 1− p, it performs a new step (say, due
to a memory loss).
In contrast, we may view the strongly memory-reinforced walk as a model with a perfect
memory, in the sense that the random walk always remembers a previous step, leading to a
reinforcement effect in its memory. However, then – say, due to bad experiences with the past
or due to a unwillingness to repeat previous faults – the walk decides to repeat the step with
probability p only, whereas with probability 1− p, it forgets the past and decides to perform a
new step.
We particularize these models to two choices of the sequence (ξi, i ∈ N): For independent
symmetric ±1-variables (or their d-dimensional generalizations), the first model constitutes
what we call the reinforced Elephant Random Walk, whereas the second model leads to the
strongly reinforced Elephant Random Walk.
For isometric d-dimensional α-stable random variables, where α ∈ (0, 2], the first and second
model give rise to the reinforced Shark Random Swim and to the strongly reinforced Shark
Random Swim, respectively.
The naming of these models is explained by the fact that in the case b = 0 corresponding to
a uniform choice of a previous step, we obtain the original ERW [31] and SRS [12], respectively.
Although we will always allow b = 0 for completeness (and therefore rediscover along the way
results from [5, 6, 12, 14]), we are here interested in the “truly” reinforced case b > 0, for which
both models are non-Markovian.
The core part of this work deals with the long-time behavior of the strongly reinforced SRS.
The mere reinforced SRS would again require a different approach (see Remark 6), which we
leave for further investigation. We shall however first discuss both the reinforced and strongly
reinforced ERW, for which we establish representations in terms of finite-color urns. The non-
Markovian nature of the random walks is handled by keeping track of the number of times a
step is repeated. Results of Janson [19] on Po´lya urns then allow us to derive the asymptotic
behavior of the random walks.
For the mere reinforced ERW model covered by Theorem 3.1, we shall observe a phase
transition at p∗ := 1/(2 + b). In the subcritical regime p < p∗, we prove convergence in law
of the (properly normalized) reinforced ERW towards a Gaussian limit process. In the critical
regime p = p∗, a scaled Brownian motion appears in the limit, and a non nontrivial presumably
non-Gaussian process in the supercritical regime p > p∗.
Provided 0 ≤ b < 1, the strongly reinforced ERW discussed in Theorem 3.2 exhibits a phase
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transition at p∗∗ := (1 − b)/2. Depending on whether p < p∗∗, p = p∗∗ or p > p∗∗, we obtain
results similar to the case of the mere reinforced ERW. One should note that if b ≥ 1, then
p∗∗ ≤ 0, implying somewhat surprisingly that in this case, for every choice of p ∈ (0, 1), the
strongly reinforced ERW is supercritical and behaves superdiffusively.
Changing over to the strongly reinforced SRS, we note that a finite-color urn is inappropriate
for modeling purposes, since the step variables take infinitely many values. Although there is
a growing literature on infinite-color urns, see, e.g., the recent work [23], we follow a different
route inspired by an idea of Ku¨rsten [20]. He observed a connection between the original ERW
and clusters sizes of a Bernoulli bond percolation on random recursive trees. His ideas were
further elaborated by Businger in [12] to understand the SRS, and here, we consider percolation
on a family of preferential attachment trees to model the strongly reinforced SRS. One of the
main difficulties compared to [12] stems from the fact that the tree processes representing
the percolation clusters are no longer branching processes. For controlling their sizes, we are
guided by ideas from Bertoin and Bravo [10], who were interested in supercritical percolation
on a family of large preferential attachment trees. Their tree model differs from ours, but their
techniques prove useful also in our setting.
Taking inspiration from the recent works of Businger [12, 13], we make use of the connection
to cluster sizes and prove a phase transition for the strongly reinforced SRS at ακ = 1, where
κ := (b+ p)/(b+ 1). More specifically, in the subcritical case ακ < 1, we prove in Theorem 4.1
weak convergence of finite-dimensional laws towards a non-Le´vy α-stable process. In the critical
case ακ = 1, we establish in Theorem 4.2 convergence towards an α-stable Le´vy process. The
case ακ > 1 treated in Theorem 4.3 covers the supercritical regime. We stress that for α = 2,
our results show that the strongly reinforced SRS behaves like the strongly reinforced ERW,
which should not come as a surprise.
The rest of this work is organized as follows. In Section 2, we introduce the general setting
of (strongly) memory-reinforced random walks, which we specify in Section 3 to the ERW.
Section 3.1 then establishes the connection to urns and discusses the long-time behavior of the
reinforced ERW models. In Section 4 we change over to the strongly reinforced SRS, for which
we need more preparation: First, in Section 4.1, we explain the connection to (percolation on)
preferential attachment trees, which are then constructed in continuous-time in Section 4.2.
Using methods from branching processes, we gain in Section 4.3 control over large cluster sizes,
which enables us to finally discuss the asymptotic behavior the strongly reinforced SRS in
Section 4.4. Appendix A contains the proofs of some auxiliary results on branching processes.
Some final words concerning notation: For us, N = {1, 2, 3, . . .}, and N0 = N ∪ {0}. For two
sequences (rn), (sn) of positive reals, we write rn . sn if there exists a constant C (which might
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depend on b and p) such that
rn ≤ C sn for all n ∈ N .
2 Random walks with reinforced memory
We fix a memory parameter p ∈ (0, 1) and a (real-valued) reinforcement parameter b ≥ 0. Let
(ξi, i ∈ N) be a sequence of i.i.d. random variables in Rd. This sequence will be used to model
the steps of the random walk. (Later on, we will consider the variables ξi under two particular
laws.)
We further let (ǫi, i ≥ 2) be a sequence of i.i.d. Bernoulli random variables with success
probability p. Call a time i ≥ 2 a memory time if ǫi = 1, and a fresh time if ǫi = 0. A
memory time will correspond to a time where the random walk repeats one of its preceding
steps, whereas a fresh time will represent a time where the random walk performs independently
of the past a new step.
We shall consider two models of a random walk with reinforced memory. Both models
depend on time-evolving weights kn(·), which we initialize by setting
kn(i) = 1 for i = 1, . . . , n and all n ∈ N .
We specify the random walks by defining their increments ζi, i ≥ 1. First, we set ζ1 = ξ1,
and then for n ≥ 2, we select a previous time In ∈ {1, . . . , n− 1} according to
P(In = i) =
kn−1(i)∑n−1
j=1 kn−1(j)
, i = 1, . . . , n− 1 .
Now if n is a memory time (i.e., if ǫn = 1), we let ζn = ζIn, whereas if n is a fresh time (i.e., if
ǫn = 0), we let ζn = ξn.
It remains to update the weights kn(·), and here, the difference between the two models
comes into play: In the first model, we update the weight of the selected time In = i if and
only if n is a memory time (i.e., if ǫn = 1), by setting
kn(i) = kn−1(i) + b . (1)
In the second model, we always update the weight of the selected time In = i according to (1),
no matter whether n is a memory time or not. The other weights remain unchanged, in both
models.
Letting S0 := 0 and
Sn := ζ1 + . . .+ ζn , n ≥ 1 ,
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we call the process (Sn, n ∈ N0) either the memory-reinforced random walk or the strongly
memory-reinforced random walk, depending on which update rule is applied (first or second
model).
To summarize in words, if n is a fresh time, the random walk performs a step independently
of the past, whereas if n is a memory time, the walk repeats the step performed at time In. In
the memory-reinforced case, the weight kn(In) of the selected time is increased by the amount
b if and only if n is a memory time, whereas in the strongly memory-reinforced case, kn(In) is
always increased by the amount b.
Remark 1. If b = 0, then the weights remain equal to one, and both models agree. More
precisely, in case of a memory time, the increment ζn is chosen uniformly at random among
the previous increments – our memory-reinforced random walk thus corresponds for b = 0 to
what is called step reinforced random walk in [8]. More generally, the parameter b captures
the strength of the reinforcement: The larger b is, the heavier the weight of the chosen time
becomes, and the likelier it is to remember this time again in the future.
3 The (strongly) reinforced Elephant Random Walk
By choosing (ξi, i ∈ N) to be an i.i.d. sequence with law
P (ξ1 = 1) = P (ξ1 = −1) = 1
2
,
the two models of reinforcement described in the last section give rise to what we call the rein-
forced Elephant Random Walk and the strongly reinforced Elephant Random Walk, respectively
(or, for short, the (strongly) reinforced ERW).
To make a clear distinction to the strongly reinforced ERW, we shall sometimes refer to the
first model as the “mere reinforced ERW”. The fact that we consider here only one-dimensional
symmetric ±1-steps ξi is just to keep the presentation simple; see Remark 5.
We stress that in the case of our interest b > 0, both ERW with reinforcement are non-
Markovian even in dimension d = 1. This is in contrast to the original one-dimensional ERW
corresponding to b = 0: Indeed, there, if the elephant is at position k ∈ Z at time n, then it
performed (n+k)/2 steps to the right and (n−k)/2 steps to the left up, and more information
from the past is irrelevant for predicting the (n+ 1)th step. (In dimensions greater or equal to
two, the ERW model is non-Markovian for any b ≥ 0.)
In the following section, we depict the connection to urn models. We shall observe phase
transitions for both the mere reinforced ERW (Theorem 3.1) and the strongly reinforced ERW
(Theorem 3.2). For what follows, we always fix parameters p ∈ (0, 1) and b ≥ 0 without
mentioning this every time.
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3.1 Three-color urns with random replacement
In the description of the following urn models we use the terminology (and often notation) of
Janson [19], to which we refer for more details on urns.
Remark 2. For ease of understanding, we will phrase our descriptions of the following urns
as if the reinforcement parameter b were a positive integer. This allows us to interpret b as a
number of balls, whereas otherwise, we would have to consider urns containing a certain mass
of each color, rather than balls. However, all the results on urns we are going to use in the
proofs of our Theorems 3.1 and 3.2 are also correct for positive real b, see [19, Remark 4.2].
3.1.1 A model for the reinforced ERW
We consider an urn Xn = (Bn, Gn, Rn), n ∈ N, with balls of three different types, with mean
replacement matrix given by
A =

 (b+ 1)p (b+ 1)p 0(1− p)/2 (1− p)/2 (1− p)/2
(1− p)/2 (1− p)/2 (b+ 1)p+ (1− p)/2

 . (2)
The coefficient aij of the matrix A represents the mean number of balls of type i, which are
added to the urn if in the nth step a ball of type j is drawn. Note that every drawn ball is
returned to the urn – the name “mean replacement matrix” might therefore look a bit irritating,
but it is standard in this context.
For concreteness, say that balls of type 1 are black, balls of type 2 are green and balls of
type 3 are red. Then, Bn, Gn, and Rn represent the number of black, green and red balls after
n draws, n ≥ 1.
Roughly speaking, an increase by b+ 1 of the number of black balls represents a step to the
right of the reinforced ERW due to a memory time, green balls represent steps to the right due
to a fresh time, and an increase by b + 1 or by 1 of the number of red balls models a step to
the left due to a memory time or due to a fresh time, respectively.
More precisely, let us first look at the first column of the matrix A, which describes in mean
what happens if a black ball is drawn in the nth step. With probability p (which corresponds
to n being a memory time of the reinforced ERW), b+1 black balls are added to the urn (entry
(1,1)), whereas with the complementary probability 1 − p (corresponding to n being a fresh
time), a green or a red ball is added with probability 1/2 each (entry (2,1) or entry (3,1)).
The second column is exactly the same as the first column and captures what happens if a
green ball is drawn. Last, if in the nth step a red ball is picked , then, with probability p, b+1
red balls are added to the urn (first summand of entry (3,3)), whereas with the complementary
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probability 1−p, a green or a red ball is added with probability 1/2 each (entry (2, 3) or second
summand of entry (3,3)).
We start the urn at time 1 with the random initial configuration consisting of one green
or red ball with probability 1/2 each. Then it follows from the dynamics of the urn that the
number of steps to the right of the reinforced ERW until time n is distributed as
Bn
b+ 1
+Gn .
In other words, we have for the position Sn of the reinforced ERW at time n that
Sn =d 2
(
Bn
b+ 1
+Gn
)
− n . (3)
Of course, the last display may be strengthened to an equality in law of processes (in n).
With this correspondence at hand, we are in position to describe the limiting behavior of
the reinforced elephant in the Skorokhod space D([0,∞)) of right-continuous functions with
left-hand limits.
Theorem 3.1. Let p ∈ (0, 1), b ≥ 0, and let (Sn, n ∈ N0) be the reinforced ERW with parame-
ters b and p. Moreover, set p∗ := 1/(2 + b), and let κ := (b+ 1)p/(bp+ 1). Then the following
convergences in law hold for n→∞:
a) Subcritical case: If p < p∗,(
S⌊tn⌋√
n
, t ≥ 0
)
=⇒ (Wt, t ≥ 0) ,
where (Wt, t ≥ 0) is a continuous R-valued mean-zero Gaussian process started from
W0 = 0, with covariances
E [WsWt] =
bp+ 1
(1− (2 + b)p)(b+ 1) s
(
t
s
)κ
+
(pb3 + (3p− p2)b2 + b)
(bp+ 1)2(b+ 1)
s , 0 < s ≤ t .
b) Critical case: If p = p∗,(
S⌊nt⌋√
nt lnn
, t ≥ 0
)
=⇒
√
p
1− p (Bt, t ≥ 0) ,
where (Bt, t ≥ 0) is a one-dimensional Brownian motion.
c) Supercritical case: If p > p∗,(
S⌊tn⌋
nκ
, t ≥ 0
)
=⇒ tκY
for some nontrivial random variable Y = Y (b, p).
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Remark 3. As already mentioned, the case b = 0 corresponds to the original Elephant Random
Walk, and we recover results from [5, 14]. (However, we stress that the memory is differently
parameterized in the cited papers, namely by q = (p + 1)/2.) In particular, the expression
g(p, 0) in the subcritical case simplifies to
g(p, 0) =
1
1− 2p =
1
3− 4q .
In the supercritical case c), we have κ > 1/2. If b = 0, the limiting random variable Y under
c) is known to be non-Gaussian (see [6]), and we strongly suspect that for b > 0, this is the
case, too. In this regard, we point to Remark 3.20 of [19] and to Theorem 3.26 therein, where
some information on the moments of Y is given. It seems, however, unclear how to calculate
them explicitly.
Proof. The proofs are essentially consequences of results in [19], but the calculations are a bit
involved. First, we find that the eigenvalues of the mean replacement matrix (2) are given by
λ1 = bp + 1, λ2 = (b+ 1)p, and λ3 = 0. Corresponding right eigenvectors with L
1-norm equal
to one are
v1 =
1
2(bp + 1)
((b+ 1)p, 1− p, bp + 1)′ , v2 = 1
2
(−1, 0, 1)′ , v3 = 1
2
(−1, 1, 0)′ ,
where we write ′ for the transpose. (Our vectors are always column vectors.) A corresponding
dual basis of left eigenvectors u1, u2, u3 (i.e., u
′
i · vj = δij) is given by
u1 = (1, 1, 1)
′ , u2 = (−1, −1, 1)′ , u3 = 1
bp + 1
(p− 1, (2b+ 1)p+ 1, p− 1)′ .
Solving the equation λ2
λ1
= 1
2
, we find according to a well-known criterion (see [2] with references
therein), that a phase transition occurs at p∗ = 1/(2 + b).
a) As for the subcritical case p < p∗, it is readily checked that we are in the setting of [19,
Theorem 3.31(i)]. We deduce that(
n−1/2(X⌊tn⌋ − tnλ1v1), t ≥ 0
)
converges in distribution towards a continuous R3-valued mean-zero Gaussian process V =
(Vt, t ≥ 0) with V0 = 0. In order to analyze the covariance structure of V , we first note that
the mean number of balls which is added to the urn from one step to the next equals m = bp+1.
Remark 5.7 in [19] then implies that
E [VsV
′
t ] = (bp+ 1)sΣe
ln(t/s)
bp+1
A′ , 0 < s ≤ t , (4)
where Σ is the 3× 3-matrix given by
Σ :=
∫ ∞
0
(Pλ2 + Pλ3)e
sABesA
′
(Pλ2 + Pλ3)
′e−(bp+1)sds .
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Here, Pλ2 = v2u
′
2 and Pλ3 = v3u
′
3 are the projections onto the sum of the generalized eigenspaces
corresponding to λ2 and λ3, and
B := v11E [θ1θ
′
1] + v12E [θ2θ
′
2] + v13E [θ3θ
′
3] =


(b+1)2p
2
0 0
0 1−p
2
0
0 0 (b+1)
2p
2
+ 1−p
2

 , (5)
where v1 = (v11, v12, v13)
′ and θj = (θ1j , θ2j , θ3j)
′ is the (random) vector describing how many
balls of type 1 (“black”), 2 (“green”) and 3 (“red”) are added to the urn if a ball of type
j ∈ {1, 2, 3} is picked.
Using that Pλ2e
sA = eλ2sPλ2 and similarly for Pλ3 , we integrate and obtain
Σ =
1
1− (b+ 2)pPλ2BP
′
λ2
+
1
1− p
(
Pλ2BP
′
λ3
+ Pλ3BP
′
λ2
)
+
1
bp+ 1
Pλ3BP
′
λ3
.
Going back to (4), it follows that for 0 < s ≤ t
E [VsV
′
t ] = (bp+ 1) s
(((
t
s
) (b+1)p
bp+1 Pλ2BP
′
λ2
1− (b+ 2)p +
Pλ3BP
′
λ2
1− p
)
+
Pλ3BP
′
λ3
bp + 1
+
Pλ2BP
′
λ3
1− p
)
. (6)
By (3), we have
S⌊tn⌋ = 2
(
B⌊tn⌋
b+ 1
+G⌊tn⌋
)
− ⌊tn⌋ = 2
(
B⌊tn⌋ + p(b+ 1)⌊tn⌋/2
b+ 1
+G⌊tn⌋ − (1− p)⌊tn⌋
2
)
= 2
(
B⌊tn⌋ − ⌊tn⌋λ1v11
b+ 1
+G⌊tn⌋ − ⌊tn⌋λ1v12
)
.
By the continuous mapping theorem, we deduce that (n−1/2S⌊tn⌋, t ≥ 0) converges in law in
D([0,∞)) to a process W = (Wt, t ≥ 0) given by
Wt =
2
b+ 1
V
(1)
t + 2V
(2)
t ,
where V
(i)
t denotes the ith component of Vt. In particular,
E [WsWt] =
4
(b+ 1)2
E
[
V (1)s V
(1)
t
]
+
4
b+ 1
E
[
V (1)s V
(2)
t
]
+
4
b+ 1
E
[
V (2)s V
(1)
t
]
+ 4E
[
V (2)s V
(2)
t
]
.
Upon evaluating the matrix products PλiBP
′
λj
for i, j ∈ {2, 3}, Claim a) now follows from a
small calculation using (6).
b) Applying [19, Theorem 3.31(ii)], we deduce that
((nt lnn)−1/2(X⌊nt⌋ − ntλ1v1), t ≥ 0)
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converges in law as n → ∞ towards a continuous R3-valued mean-zero Gaussian process V˜ =
(V˜t, t ≥ 0) with V˜0 = 0 and covariance matrix
E
[
V˜sV˜
′
t
]
=
(
Pλ2BP
′
λ2
)
s =
1
4p


1− p 0 −(1− p)
0 0 0
−(1− p) 0 1− p

 s ,
where we have used the critical relation b = (1/p)− 2. The limiting process W˜ = (W˜t, t ≥ 0)
of ((nt lnn)−1/2S⌊nt⌋, t ≥ 0) is related to V˜ by W˜t = 2b+1 V˜ (1)t + 2V˜ (2)t . From this and the last
display, the claim readily follows.
c) Using [19, Theorem 3.24], we see that
(
n−κ(X⌊tn⌋ − tnλ1v1), t ≥ 0
)
converges almost surely to (tκWˆ , t ≥ 0), where Wˆ = (Wˆ1, Wˆ2, Wˆ3)′ is a (nonzero) random
vector in the eigenspace of A associated to λ2. Claim c) now follows, with
Y =
2
b+ 1
Wˆ1 + 2Wˆ2 .
3.1.2 A model for the strongly reinforced ERW
Similarly to the last section, the strongly reinforced ERW may be modeled in terms of a three-
color urn Xn = (Bn, Gn, Rn), n ∈ N, with random replacement, here with mean replacement
matrix
A =


b b 0
(1 + p)/2 (1 + p)/2 (1− p)/2
(1− p)/2 (1− p)/2 b+ (1 + p)/2

 . (7)
However, in this model, the interpretation of balls of different colors will not be the same as in
the urn model from the last section. Here, the number of black balls increases by b if a step
to the right was remembered, green balls represent steps to the right, and an increase of the
number of red balls means that a step to the left was remembered and/or performed.
More precisely, if in the nth step, a black is drawn, always b black balls are added to the urn
(entry (1,1)). In addition, with probability p (corresponding to n being a memory time for the
strongly reinforced ERW), a green ball is added to the urn (part of entry (2,1)), representing
the event that the elephant repeats the remembered step to the right. With the complementary
probability 1 − p (corresponding to n being a fresh time), a green or a red ball is added with
probability 1/2 each (part of entry (2,1) or entry (3,1)).
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The second column is again a copy of the first one and describes in mean what happens if
a green ball is drawn. It remains to interpret the third column: If in the nth step a red ball
is picked, then always b red balls are added; moreover, with probability p, another red ball is
added, whereas with the complementary probability 1 − p, another red ball or a green ball is
added with probability 1/2 each.
Assuming again that we start the process at time 1 with one green or one red ball with equal
probability, the number of steps to the right until time n is now modeled by the number of
green balls Gn, so that we have for the position Sn of the strongly reinforced ERW at time n
Sn =d 2Gn − n . (8)
For (Sn, n ∈ N0), we find the following limit behavior (again in the space D([0,∞))):
Theorem 3.2. Let p ∈ (0, 1), b ≥ 0, and let (Sn, n ∈ N0) be the strongly reinforced ERW with
parameters b and p. Moreover, set p∗∗ := (1 − b)/2, and let κ := (b + p)/(b + 1). Then the
following convergences in law hold for n→∞:
a) Subcritical case: If p < p∗∗,(
S⌊tn⌋√
n
, t ≥ 0
)
=⇒ (Wt, t ≥ 0) ,
where (Wt, t ≥ 0) is a continuous R-valued mean-zero Gaussian process started from
W0 = 0, with covariances
E [WsWt] =
(1− b2)p
(1− b− 2p)(b+ p) s
(
t
s
)κ
+
(1 + p)b
b+ p
s , 0 < s ≤ t .
b) Critical case: If p = p∗∗,
(
S⌊nt⌋√
nt lnn
, t ≥ 0
)
=⇒
√
2p2
1− p (Bt, t ≥ 0) ,
where (Bt, t ≥ 0) is a one-dimensional Brownian motion.
c) Supercritical case: If p > p∗∗,(
S⌊tn⌋
nκ
, t ≥ 0
)
=⇒ tκY
for some nontrivial random variable Y = Y (b, p).
12
Remark 4. In case c), κ > 1/2, and we suspect the limiting random variable Y again to
be non-Gaussian, see Remark 3. Note that when b ≥ 1, we have p∗∗ ≤ 0, so that for each
choice of p ∈ (0, 1), Case c) applies. In other words, if b ≥ 1, the strongly reinforced ERW
behaves always superdiffusively. Informally, if we set b = ∞, then κ = 1, and the elephant
goes deterministically in the direction of its first step. Note also that in the case b = 0, the
expressions for the covariances under a) and b) agree indeed with those given in Theorem 3.1.
Proof. We always refer to the urn with mean replacement matrix A specified in (7). We may
assume that b > 0, since the case b = 0 is already covered by Theorem 3.1. The eigenvalues of
A are given by λ1 = b + 1, λ2 = b + p, and λ3 = 0. Right eigenvectors of L
1-norm equals one
corresponding to λ1, λ2 and λ3, respectively, are
v1 =
1
2(b+ 1)
(b, 1, b+ 1)′ , v2 =
1
2(b+ p)
(b, p, −(b + p))′ , v3 = 1
2
(1,−1, 0)′ ,
A dual basis of corresponding left eigenvectors is given by
u1 = (1, 1, 1)
′ , u2 = (1, 1, −1)′
and
u3 =
1
(b+ 1)(b+ p)
(
(1 + p)b+ 2p, −(2b+ 1 + p)b, (1− p)b)′ .
Solving λ2
λ1
= 1
2
, we find p∗∗ = (1− b)/2.
a) If p < p∗∗ (which is only possible if b < 1), we may again apply [19, Theorem 3.31(i)] to
obtain convergence of (
n−1/2(X⌊tn⌋ − tnλ1v1), t ≥ 0
)
towards a continuous R3-valued mean-zero Gaussian process V = (Vt, t ≥ 0) with V0 = 0. In
each step, b + 1 balls are added to the urn. Similarly to the proof of the subcritical case in
Theorem 3.1, we compute for 0 < s ≤ t
E [VsV
′
t ] = (b+ 1) s
(((
t
s
) b+p
b+1 Pλ2BP
′
λ2
1− b− 2p +
Pλ3BP
′
λ2
1− p
)
+
Pλ3BP
′
λ3
b+ 1
+
Pλ2BP
′
λ3
1− p
)
. (9)
where Pλ2 = v2u
′
2, Pλ3 = v3u
′
3, and, with a definition analogous to 5,
B =
1
4


2b2 b(1 + p) b(1− p)
b(1 + p) 2 b(1− p)
b(1− p) b(1− p) 2(b2 + (1 + p)b+ 1)

 .
By (8), we have
S⌊tn⌋ = 2G⌊tn⌋ − ⌊tn⌋ = 2
(
G⌊tn⌋ − ⌊tn⌋λ1v12
)
. (10)
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Thus, (n−1/2S⌊tn⌋, t ≥ 0) converges in law in D([0,∞)) to a process W = (Wt, t ≥ 0) given by
Wt = 2V
(2)
t . The claim then follows from (9).
b) It follows from [19, Theorem 3.31(ii)] that
((nt lnn)−1/2(X⌊nt⌋ − ntλ1v1), t ≥ 0)
converges in law as n → ∞ towards a continuous R3-valued mean-zero Gaussian process V˜ =
(V˜t, t ≥ 0) with V˜0 = 0 and covariance matrix
E
[
V˜sV˜
′
t
]
=
(
Pλ2BP
′
λ2
)
s =


(1−2p)2
2(1−p)
p(1−2p)
2(1−p)
2p−1
2
p(1−2p)
2(1−p)
p2
2(1−p)
−p
2
2p−1
2
−p
2
1−p
2

 s , 0 < s ≤ t ,
where we have used that in the critical case b = 1−2p. For the limiting process W˜ = (W˜t, t ≥ 0)
of ((nt lnn)−1/2S⌊nt⌋, t ≥ 0), it remains to observe that W˜t = 2V˜ (2)t , as under a).
c) If p > p∗∗, it holds that λ2 >
1
2
λ1. Similarly to part c) of Theorem 3.1, we may apply [19,
Theorem 3.24] to deduce that
(
n−κ(X⌊tn⌋ − tnλ1v1), t ≥ 0
)
(11)
converges almost surely to (tκW, t ≥ 0) as n tends to infinity, where Wˆ = (Wˆ1, Wˆ2, Wˆ3)′ is a
(nonzero) random vector lying in the eigenspace of A associated to λ2. Using (10) and (11),
the claim follows with Y = 2Wˆ2.
Remark 5. Let us mention that both models immediately generalize to higher dimensions
d ≥ 2, and we could as well consider a sequence (ξi, i ∈ N) of i.i.d. steps taking values
v1, . . . , v2d ∈ Rd according to some probability vector p = (p1, . . . , p2d)T , i.e.,
P (ξ1 = vi) = pi , i = 1, . . . , 2d .
Indeed, an urn with balls of 4d− 1 different colors would be sufficient to model the position of
the (strongly) reinforced ERW. For results on the original multi-dimensional ERW based on a
martingale approach, see Bercu and Laulin [7].
4 The strongly reinforced Shark Random Swim
Instead of independent ±1-steps, we shall consider in this section a sequence (ξi, i ∈ N) of
independent Rd-valued isotropic stable random variables specified by
E
[
ei〈θ,ξ1〉
]
= e−‖θ‖
α
, θ ∈ Rd , (12)
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where the stability parameter α takes values in (0, 2].
If d = 1, this simply means that the ξi’s are symmetric α-stable random variables with scale
parameter one. Our arguments are however not limited to the one-dimensional case.
Under the above sequence of α-stable random variables, the corresponding (strongly) memory-
reinforced random walk (Sn, n ∈ N0) gives rise to what we call the (strongly) reinforced Shark
Random Swim, the (strongly) reinforced SRS for short.
In order to model how many times a certain step is repeated, we will establish a connection
to percolation on a family of preferential attachment trees. As we explain in Remark 6, this
technique is well-suited for modeling the strongly reinforced SRS, to which we restrict ourselves
from now on.
The asymptotic behavior of the strongly reinforced SRS will depend on how the stability
parameter α relates to the parameter
κ = κ(b, p) =
b+ p
b+ 1
, (13)
which we fix from now on once for all in this way. We point out that the same parameter appears
also in Theorem 3.2, which should be compared with our results for the strongly reinforced SRS
in the case α = 2.
Unless stated otherwise, we shall again assume that p ∈ (0, 1) and b ≥ 0. In the case b = 0,
we will come across results of Businger [12, 13].
4.1 Connection to preferential attachment trees
We will construct on the positive integers N an increasing tree, which follows a preferential
attachment mechanism. In order to clearly illustrate the connection to the strongly reinforced
SRS, we first give a discrete-in-time construction of our tree, although we shall work later on
primarily with a continuous-in-time construction (see Section 4.2).
In order to describe the building dynamics, we use the same weights kn(·) as for the memory-
reinforced random walk models, starting from
kn(i) = 1 for i = 1, . . . , n and all n ∈ N .
We denote by T1 the tree with a single node labeled 1, to which we attach a half-edge, see
Figure 1, so that the degree of the root node 1 is equal to one from the very beginning.
Then, for n ≥ 2, given Tn−1 has been built, we attach node n to a randomly chosen node
In ∈ {1, . . . , n− 1} from the tree Tn−1 according to
P(In = i) =
kn−1(i)∑n−1
j=1 kn−1(j)
, i = 1, . . . , n− 1 . (14)
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Finally, we update the weight of the parent node In = i of n by setting
kn(i) = kn−1(i) + b .
We note that in the case b = 0, the above construction produces a tree Tn uniformly distributed
among all increasing trees on the integers 1, . . . , n, a so-called random recursive tree.
The weights are intimately related to the degree of a vertex, an observation which will be
crucial in what follows. Namely, denote by dn(i) the degree of vertex i ∈ {1, . . . , n} in Tn, i.e.,
the number of edges with endpoint i. Then it holds that
kn(i) = b(dn(i)− 1) + 1 . (15)
Note that this relation is also true for the root node 1, thanks to the half-edge attached to it.
We now superpose a Bernoulli bond percolation with parameter 0 < p < 1 on Tn. However,
following an idea from [10], rather then deleting edges, we shall cut each edge of Tn at its
midpoint with probability 1 − p, independently of the others edges. Writing T (p)n for the
resulting combinatorial structure at time n, T (p)n is a forest consisting of trees with edges and
half-edges. We call these trees percolation clusters of T (p)n .
We write c1,n, c2,n, . . . for the sequence of percolation clusters increasingly ordered according
to the label of their root node, with ci,n := ∅ if T (p)n contains less than i clusters. See the right
hand side of Figure 1. In particular, c1,n is the (root) cluster rooted at node 1. Of course, we
should rather write c
(p)
i,n , but we drop p from the notation. Moreover, we write |ci,n| for the size
of the ith cluster, i.e., the number of its nodes.
To make the connection to the strongly reinforced SRS, we assign additionally “spins” to the
nodes of T (p)n , following an idea of Ku¨rsten [20]. More precisely, as it is indicated on the right
hand side of Figure 1, we equip all the nodes of the ith cluster ci,n with spin ξi, with (ξi, i ∈ N)
a sequence of i.i.d. stable random variables with characteristic function (12). We now claim
that the position Sn of the strongly reinforced Shark Random Swim at time n satisfies
Sn =d
n∑
i=1
|ci,n|ξi . (16)
Indeed, it readily follows from the described tree dynamics that the spin attached to the node
labeled i corresponds to the ith step of the shark: If j > i and node j is connected to node i
by an intact edge, this means in terms of the shark that time j is a memory time, where the
ith step is repeated. Node j is then equipped with the spin of its parent i. If, instead, the edge
connecting j to i is cut, this means that j is a fresh time, and consequently, j is equipped with
a new (independent) spin.
For what follows it is crucial to notice that it makes no difference if we first build the tree Tn
and then superpose percolation to obtain T (p)n , or if we dynamically decide for each new vertex
16
31
2
1
3
4
5
2
4
ξ1
ξ1 ξ2
ξ3
ξ3 5
Figure 1: On the left: An instance of T5. On the right: The same tree after superposing
percolation on T5, i.e., an instance of T (p)5 . Here, the edges between the vertices 1, 3 and
2, 4 are cut. Consequently, three percolation clusters c1,5, c2,5, c3,5 of sizes |c1,5| = |c2,5| = 2,
|c3,5| = 1 arise, which are colored black, red and blue. They are equipped with the spins ξ1, ξ2
and ξ3. Since there are only three clusters, we let ci,5 = ∅ for i ≥ 4.
i if the edge connecting i to its parent will be kept intact (with probability p), or cut at its
midpoint (with probability 1− p).
Remark 6. Clearly, in a similar way one could model the mere reinforced SRS. However,
recall that the latter has only a partial memory, leading at each time n to a weight increase
with probability p only. In particular, when building the tree with superposed percolation
corresponding to the mere reinforced SRS, the weight of the parent node of a newly inserted
edge may only be increased by the amount b if the edge is kept intact. Therefore, in this case,
one cannot first build the tree and then superpose percolation. Our techniques seem therefore
less adequate to discuss the mere reinforced SRS.
In order to make use of (16), we first have to gain information on the cluster sizes |ci,n| of the
above preferential attachment tree when n→∞. To this aim, we will first give an alternative
continuous-in-time description of the above preferential attachment tree, which will then allow
us to use techniques from branching processes. This is the content of the following section.
4.2 Preferential attachment trees in continuous time
This section is based on ideas from Bertoin and Bravo [10].
We let grow the preferential attachment tree Tn introduced in the last section in continuous
time as follows. We start from the root node 1 (with a half-edge attached to it) at time 0.
Then, assuming that a tree with n ≥ 1 vertices has been constructed, we equip each vertex
i ∈ {1, . . . , n} with an independent exponential clock ρi with parameter b(dn(i)− 1)+ 1, where
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we write now dn(i) for the degree of vertex i when there are n vertices present. The first
clock rings at time mini∈{1,...,n} ρi, and then the vertex labeled n + 1 is attached to the vertex
vn = argmini=1,...,n ρi. Since the sum of the degrees in the preferential attachment tree with
n vertices is 2(n − 1) + 1 (the +1 coming from the half-edge attached to the root), a simple
calculation shows
min
i=1,...,n
ρi =d Exp (b(n− 1) + n) , (17)
where Exp(s) denotes the exponential distribution with parameter s > 0.
We shall write T (t) for the tree constructed in this way at time t ≥ 0. Define τn to be the
first instance when there are n vertices in the tree, i.e.,
τn := inf{t ≥ 0 : |T (t)| = n} .
Recalling 15, it follows from the above dynamics that T (τn) is a version of the preferential
attachment tree Tn constructed in Section 4.1.
The fact that the (n + 1)st vertex arrives after an exponential waiting time of parameter
b(n− 1) + n suggests to consider the process
Y (t) := b(|T (t)| − 1) + |T (t)| , t ≥ 0 .
Lemma 4.1. The process (Y (t), t ≥ 0) is a pure birth branching process starting from Y (0) = 1,
which has only jumps of size b+1, and with unit birth rate per unit population size. Moreover,
the process (e−(b+1)tY (t), t ≥ 0) is a square-integrable martingale, whose terminal value W is
Gamma
(
1
b+1
, 1
b+1
)
-distributed.
The proof can be found in Appendix A. We note for later use that
Y (τn) = b(n− 1) + n . (18)
We now superpose percolation on T (t) as follows: We assign to each edge ei connecting a
vertex i ≥ 2 to its parent an independent uniform variable Ui. If Ui > p, we cut ei at its
midpoint, if Ui ≤ p we let ei intact. We obtain a combinatorial structure T (p)(t) with the
same set of vertices as T (t), and the subset of edges ei of T (t) for which Ui ≤ p, together with
half-edges; more precisely, two half-edges for each edge ei of T (t) for which Ui > p. We agree
that cutting edges preserves the degrees of the vertices.
The subtrees of T (p)(t) which are spanned by vertices connected to each other by a path of
intact edges form what we call the percolation clusters of T (p)(t). We write
T
(p)
1 (t), T
(p)
2 (t), T
(p)
3 (t), . . .
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for these subtrees enumerated in the increasing order of their birth times, with the convention
that T
(p)
i+1(t) = ∅ if the number of edges that has been cut up to time t is less than i, for i ≥ 1.
(We stress that the T
(p)
i (t) are combinatorial structures formed by vertices, edges and half-edges
and are therefore not subtrees in the strict graph theoretic sense, but we stick to that wording.)
In particular, T
(p)
1 (t) is the subtree rooted at vertex 1, and, more generally, if Uj is the ith
variable among U2, U3, . . . to be greater than p, then T
(p)
i+1(t) is the subtree of T
(p)(t) rooted at
node j. Note moreover that
∞∑
i=1
|T (p)i (t)| = |T (t)| ,
where |T (p)i (t)| denotes the number of vertices of T (p)i (t).
From the construction, we readily obtain the following connection to the clusters ci,n of
percolation with parameter p on the preferential attachment tree Tn:
Corollary 4.1. There is the equality in distribution
(|c1,n|, |c2,n|, . . .) =d
(
|T (p)1 (τn)|, |T (p)2 (τn)|, . . .
)
.
It will be useful to introduce a notation for the birth time of the ith subtree T
(p)
i . We set
b1 := 0 and bi := inf{t ≥ 0 : T (p)i (t) 6= ∅} , i ≥ 2 . (19)
Of course we should rather write b
(p)
i , but we skip the parameter p for ease of reading. We
warn, however, that bi should never be confused with the reinforcement parameter b.
We further denote by H
(p)
i (t) the number of half-edges attached to the vertices of T
(p)
i (t).
In particular, we have H
(p)
i (bi) = 1 and H
(p)
i (t) = 0 for 0 ≤ t < bi. (Recall that H(p)1 (b1) = 1
follows from the construction of the tree T (t).)
It should be clear from the description that the processes (|T (p)i (bi + t)|, t ≥ 0) for i ≥ 1 are
independent and identically distributed; in particular,
(|T (p)i (bi + t)|, t ≥ 0) =d (|T (p)1 (t)|, t ≥ 0) . (20)
Although we are primarily interested in the size processes |T (p)i (·)|, it is much more natural to
look at
Y
(p)
i (t) :=
(
b
(|T (p)i (t)| − 2 +H(p)i (t))+ |T (p)i (t)|) 1 {bi≤t} . (21)
Indeed, the processes Y
(p)
i are easy to control, thanks to the following lemma.
Lemma 4.2. The processes
(
Y
(p)
i (bi+t), t ≥ 0
)
, i ≥ 1, are i.i.d. pure birth branching processes
starting from Y
(p)
i (bi) = 1, with unit birth rate per unit population size and reproduction law
given by the law of b+ ǫp, where ǫp is Bernoulli-distributed with success probability p. Moreover,
the following properties hold:
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• E
[
Y
(p)
i (bi + t)
]
= e(b+p)t and E
[
Y
(p)
i (bi + t)
2
]
= (b+1)(b+2p)
b+p
(
e2(b+p)t − e(b+p)t) .
• The process (e−(b+p)tY (p)i (bi + t), t ≥ 0) is a martingale bounded in Lk for any k ∈ N,
whose terminal value Wi is almost surely strictly positive, with
E[Wi] = 1 and E
[
W 2i
]
=
(b+ 1)(b+ 2p)
b+ p
.
We stress that the variables Y
(p)
i (t) are linked to Y (t) via
∑∞
i=1 Y
(p)
i (t) = Y (t).
Remark 7. Analogously, one sees that the martingale (e−(b+1)tY (t), t ≥ 0) from Lemma 4.1
is bounded in Lk as well, for any k ∈ N (and not merely in L2); however, for our purpose,
square-integrability will be sufficient.
We will close this section with an upper and lower bound on the birth times bi defined in (19).
The following lemma extends [12, Lemma 8].
Lemma 4.3. Let (xn, n ∈ N) be a sequence of positive integers with limn→∞ xn = ∞ and
xn ≤ n. Then there exists a sequence (εn, n ∈ N) of positive reals with εn ↓ 0 as n→∞ and a
sequence of events (En, n ∈ N) with limn→∞ P(En) = 1, such that on En, the following bounds
hold for the birth times bi with xn ≤ i ≤ n, provided n is large enough:
τn − bi ≤ t+n,i :=
1
b+ 1
(lnn− ln(i− 1) + ln(1− p) + εn) ,
τn − bi ≥ t−n,i :=
1
b+ 1
(lnn− ln(i+ 1) + ln(1− p)− εn) .
The proofs of Lemmas 4.2 and 4.3 are postponed to Appendix A.
Let us point at a useful consequence of the above lemma. For i, n ∈ N, define the random
variables
X i(n) := |T (p)i
(
bi + t
−
n,i
) | ,
X i(n) := |T (p)i
(
bi + t
+
n,i
) | ,
with the convention that |T (p)i (s)| := 0 if s < bi. It follows that on the event En, for n sufficiently
large and i ≥ xn, we have
X i(n) ≤ |T (p)i (τn)| ≤ Xi(n) .
The obvious advantage of working with the variables Xi(n) is that they are independent, and
so are the variables X i(n) (in contrast to the variables |T (p)i (τn)|, i ≥ 1). As regards their laws,
we have by (20), for i ∈ N fixed,
(X i(n) , n ∈ N) =d
(
|T (p)1
(
t−n,i
) | , n ∈ N) , (X i(n) , n ∈ N) =d (|T (p)1 (t+n,i) | , n ∈ N) .
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We will need to bound the moments of X i(n) and X i(n) (in fact, a bound on the fourth
moment will be sufficient). Using that X i(n) stochastically dominated by Y
(p)
1 (t
+
n,i), see (21),
the following corollary is an immediate consequence of Lemma 4.2.
Corollary 4.2. Let p ∈ (0, 1), b ≥ 0, and κ = (b + p)/(b+ 1). For each ℓ ∈ N, there exists a
constant Cℓ = Cℓ(b, p) such that for all i, n ∈ N,
E
[
X i(n)
ℓ
] ≤ E [X i(n)ℓ] ≤ Cℓ (n
i
)ℓκ
.
4.3 Cluster sizes of percolation on preferential attachment trees
4.3.1 Size of the root cluster
In this section we study the size of the root cluster c1,n of T (p)n . We work in the setting of
Section 4.2, with the variables and notation defined there. As always, we assume p ∈ (0, 1),
b ≥ 0, and κ = κ(b, p) = (b+ p)/(b+ 1).
We recall that |c1,n| =d |T (p)1 (τn)|, and the latter is linked to Y (p)1 (τn) via (21). We first
establish a limit result for Y
(p)
1 (τn).
Lemma 4.4. We have the convergence
lim
n→∞
Y
(p)
1 (τn)
nκ
= Zˆ1 a.s. and in L
2 ,
where Zˆ1 is a strictly positive random variable with
E[Zˆ1] =
Γ
(
1
b+1
)
Γ
(
1 + p
b+1
) and E[Zˆ21 ] = (b+ 1)2(b+ p) Γ
(
1
b+1
)
Γ
(
b+2p
b+1
) .
Remark 8. Unfortunately, we were not able to identify the law of Zˆ1. One can, however, be a
bit more precise about Zˆ1, see Display (22) in the proof below. If b = 0, Zˆ1 is known to follow
the Mittag-Leffler-distribution with parameter p, see [12, Lemma 3].
Proof. All the following convergences hold almost surely and in L2. By (18) and Lemma 4.1,
lim
n→∞
e−(b+1)τn (b(n− 1) + n) =W .
Since (e−(b+1)τn)κ = e−(b+p)τn , Lemma 4.2 shows that (with W1 from there)
lim
n→∞
Y
(p)
1 (τn)
nκ
=W1
(
W
b+ 1
)−κ
=: Zˆ1 . (22)
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To see why the first and second moment of Zˆ1 take the stated form, we note that W is inde-
pendent of Zˆ1 (of course, W and W1 are not independent). Thus, for any α ≥ 0,
E
[
Zˆα1
]
=
E [W α1 ]
E
[(
1
b+1
W
)ακ] .
Specifying to α = 1 and α = 2, we obtain the claim from what we know about W1 and W .
In order to gain information about the root cluster, we need to control the half-edges.
Lemma 4.5. For b > 0 we have the convergence in L2
lim
n→∞
H
(p)
1 (τn)− 1−pb+pY (p)1 (τn)
nκ
= 0.
Proof. First note that the two processes
H
(p)
1 (t)− (1− p)
∫ t
0
Y
(p)
1 (s)ds , t ≥ 0 ,
and
Y
(p)
1 (t)− (b+ p)
∫ t
0
Y
(p)
1 (s)ds , t ≥ 0 ,
are both martingales with respect to the natural filtration, and thus also the process
L(t) := H
(p)
1 (t)−
1− p
b+ p
Y
(p)
1 (t) , t ≥ 0 ,
is a (ca`dla`g) martingale. Writing 〈L〉t for the bracket process of L, the process L(t)2 − 〈L〉t
is a local martingale. It follows from the definition of Y
(p)
1 given in (21) that the jump sizes
|L(t)− L(t−)| of L satisfy
min(p, 1− p) ≤ |L(t)− L(t−)| ≤ 1 + 1/b .
Using H
(p)
1 (t) ≤ (1/b)Y (p)1 (t) + 2, we then deduce from Lemma 4.4 that the mean number of
jumps of L up to time τn is bounded from above by
1
min(p, 1− p)
(
E
[
H
(p)
1 (τn)
]
+
1
b
E
[
Y
(p)
1 (τn)
])
. nκ .
By the Burkholder-Davis-Gundy inequality, it follows that
E
[
(L(τn)− L(0))2
]
. E[〈L〉τn ] . nκ .
In particular,
lim
n→∞
E
[∣∣∣∣L(τn)nκ
∣∣∣∣
2
]
= 0 ,
proving the lemma.
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We arrive at the following result for the size of the root cluster c1,n.
Proposition 4.1. We have the convergence in L2
lim
n→∞
|c1,n|
nκ
= Z1 ,
where Z1 =
p
b+p
Zˆ1, with Zˆ1 as in Lemma 4.4.
Proof. By (21),
|c1,n| = Y
(p)
1 (τn)− bH(p)1 (τn) + 2b
b+ 1
,
and the claim follows from a combination of Lemmas 4.4 and 4.5.
4.3.2 Sizes of the remaining clusters
We now describe how we control the sizes of the percolation clusters rooted at nodes different
from the root. We will apply our results from this section in the supercritical case ακ > 1.
We first look at a different but related quantity. Namely, let us write T (p)i,n for the subtree
of T (p)n rooted at node i, i.e., T (p)i,n is the combinatorial structure spanned by the vertices j ≥ i
which are connected to node i after superposing percolation on Tn. Note that T (p)1,n equals the
root cluster c1,n, whereas for i ≥ 2, T (p)i,n is a percolation cluster of T (p)n if and only if the edge
connecting i to its parent has been cut. Let us also write η(n, i) for the number of nodes j ≥ i
which are connected to node i in Tn, that is, before superposing percolation. Then it holds that
|T (p)i,n | =d |c1,η(n,i)| . (23)
Indeed, as already observed, it does not matter if we first build the tree and then perform
percolation or if we decide successively if a new arriving edge is cut or not.
The distribution of η(n, i) can be modeled by means of a Po´lya urn with diagonal (deter-
ministic) replacement matrix
(
b+1 0
0 b+1
)
. We stress that b ≥ 0 needs not to be a integer: Indeed,
one might define the urn process as a Markov process taking values in {(x, y) ∈ R2 : x, y > 0}
with transitions from (x, y) to (x + b + 1, y) with probability x/(x + y), and from (x, y) to
(x, y + b+ 1) with probability y/(x+ y). However, for simplicity, let us depict the connection
to η(n, i) as if we would add b+ 1 balls at each step.
We start from one green ball and (i− 1)(b+ 1) red balls. The single green ball corresponds
to the weight ki(i) of node i, and the number of red balls corresponds to the sum
∑i−1
j=1 ki(j) of
weights of the vertices labeled 1, . . . , i − 1 just after the ith node has been inserted. We then
draw repeatedly a ball uniformly at random and return it together with b+1 balls of the same
color (corresponding to an additional weight increase of b+1, namely b for the parent node and
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1 for the newly inserted node). The number Gn−i of green balls after n− i draws corresponds
to the sum of weights of the vertices connected to node i in Tn (before percolation), and we
have
η(n, i) =d
Gn−i − 1
b+ 1
+ 1 =
Gn−i + b
b+ 1
. (24)
We need to control η(n, i) when i is fixed and n is large. First, as an immediate consequence
of [21, Corollary 3.1], we obtain for the first and second moment of η(n, i) the bounds
E [η(n, i)] .
n
i
, E
[
η(n, i)2
]
.
n2
i2
. (25)
Moreover, Theorem 3.2 of [21] shows that for fixed i ∈ N, there is the almost sure convergence
lim
n→∞
η(n, i)
n
= Beta
(
1
b+ 1
, i− 1
)
, (26)
where Beta(r, s) denotes a Beta-distributed random variable with parameters r, s (with the
convention Beta(r, 0) = 1). Note, however, that [21, Theorem 3.2] is formulated for the number
G˜n of green ball drawings after n draws. But Gn is clearly related to G˜n via Gn = G˜n(b+1)+1,
and an application of (24) yields (26).
Let us now come back to the percolation clusters c1,n, c2,n, . . . of T (p)n . As already remarked,
for i ≥ 2, T (p)i,n is a percolation cluster if and only if the edge between i and its parent has been
cut. Setting Ci,n := T (p)i,n if the latter is a percolation cluster, and Ci,n := ∅ otherwise, we obtain:
Corollary 4.3. Let p ∈ (0, 1), b ≥ 0, κ = (b + p)/(b + 1), and let i ∈ N. Then we have the
L2-convergence
lim
n→∞
|Ci,n|
nκ
= Zi ,
where Zi is equal in distribution to
ǫi · βκi · Z1 ,
with ǫ1 = 1 and ǫi for i ≥ 2 a Bernoulli-distributed random variable with success probabil-
ity 1 − p, βi a Beta
(
1
b+1
, i− 1)-distributed random variable independent of ǫi, and Z1 as in
Proposition 4.1, independent of ǫi and βi.
Proof. For i = 1, this is simply the statement of Proposition 4.1. For general i ∈ N, we have
by (23) the equality in distribution
|Ci,n| =d ǫi|T (p)i,n | =d ǫi|c1,η(n,i)| . (27)
The claim then follows from (26), together with Proposition 4.1.
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Clearly, unless i = 1, we do not have |ci,n| = |Ci,n| in general. However, for our purposes, the
much weaker relation (44) will be sufficient.
Finally, for future use we record that
∞∑
i=1
E [Zαi ] <∞ if and only if ακ > 1 . (28)
Indeed, recall that for q ≥ 0, the qth moment of a Beta(s, t)-distributed random variable is
given by B(s+ q, t)/B(s+ t), where B(s, t) denotes the Beta-function with parameters s, t > 0.
A small calculation then leads to (28).
4.4 Asymptotic behavior of the strongly reinforced SRS
We are now in position to discuss the long-time behavior of the strongly reinforced Shark
Random Swim (Sn, n ∈ N0). We remind that this means that (Sn, n ∈ N0) is the strongly
memory-reinforced random walk defined in terms of an i.i.d. sequence (ξi, i ∈ N) of isotropic
α-stable random variables with characteristic function (12).
As we will show, the strongly reinforced SRS exhibits a phase transition at ακ = 1. The
stability parameter α may take values in (0, 2], and κ = κ(b, p) = (b+ p)/(b+ 1).
If ακ ≤ 1, we prove weak convergence of finite-dimensional laws towards an α-stable stochas-
tic process. In the subcritical case ακ < 1, the limit process is non-Le´vy, whereas in the critical
case ακ = 1, it is an α-stable Le´vy process. In the supercritical case ακ > 1 we prove conver-
gence in probability to a (nontrivial) stochastic process.
In order to prove our results, we make use of the representation of (Sn, n ∈ N0) in terms of
cluster sizes established in (16). More precisely, recalling Corollary 4.1, we shall work in the
continuous setting of Section 4.2 ) and use the abbreviation
|ci,n| := |T (p)i (τn)|
for the size of the ith percolation cluster of T (p) stopped at time τn.
For fixed i ∈ N, we may view n 7→ |ci,n| as an increasing N0-valued process in n. It readily
follows that (16) can be strengthened to an equality in law for processes, namely
(Sn, n ∈ N0) =d
(
n∑
i=1
|ci,n|ξi , n ∈ N0
)
. (29)
Since ci,n = ∅ for i > n, we may as well sum up to infinity in the above sum.
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4.4.1 The subcritical case ακ < 1
Given p ∈ (0, 1) and b ≥ 0, we define for x > 0 the random (almost surely ca`dla`g) function
f(x) :=
∣∣∣∣T (p)1
(
1
b+ 1
(− ln x+ ln(1− p))
)∣∣∣∣ ,
recalling that we set |T (p)1 (s)| = 0 if s < 0.
Bounding |T (p)1 (s)| from above by Y (p)1 (s), Lemma 4.2 shows that∫ ∞
0
E [f(x)α] dx =
∫ 1−p
0
E [f(x)α] dx .
∫ 1−p
0
x−ακdx <∞ if ακ < 1 . (30)
We let X = (Xt, t ≥ 0) denote a d-dimensional symmetric α-stable stochastic process with
X0 := 0, whose marginals (X (t1), . . . ,X (tk)) for 0 < t1 < t2 < · · · < tk have characteristic
function
E
[
exp
(
i
k∑
j=1
X (tj) · θj
)]
= exp
(
−
∫ ∞
0
E
[∥∥∥∥
k∑
j=1
f(x/tj)θj
∥∥∥∥
α
]
dx
)
, θ1, . . . , θk ∈ Rd . (31)
The existence of such a process in the subcritical case ακ < 1 follows from Kolmogorov’s
existence theorem. We refer to Chapter 3 of Samorodnitsky and Taqqu [30] for more information
on stable processes and for a proof of the existence (given, however, in a much more general
setting).
Theorem 4.1. Let p ∈ (0, 1), b ≥ 0 and κ = (b + p)/(b+ 1). Assume 0 < α < 1/κ. Then, as
n→∞, the finite-dimensional marginals of the process(
S⌊tn⌋
n1/α
, t ≥ 0
)
converge in law to those of an α-stable stochastic process X = (X (t), t ≥ 0) specified by (31).
Proof. For the ease of reading, we restrict ourselves to the two-dimensional marginals. The
general case of k-dimensional marginals works in the same way, but is heavier in notation. We
fix t2 > t1 > 0 and a1, a2 ∈ R. We use the abbreviations n1 := ⌊t1n⌋, n2 := ⌊t2n⌋, interpreting
n1, n2 as functions in n. Let F : R
d → R be a continuous function. By first conditioning on
|c1,n1|, . . . , |cn1,n1|, |c1,n2|, . . . , |cn2,n2| and then integrating out, we obtain, with ξ =d ξ1,
E
[
F
(
1
n1/α
(a1Sn1 + a2Sn2)
)]
= E
[
F
(
1
n1/α
( n2∑
i=1
|a1|ci,n1|+ a2|ci,n2||α
)1/α
ξ
)]
.
From the last two displays and standard properties of symmetric stable random variables (see,
e.g., Theorem 3.1.2 of [30]), the claim follows if we show the convergence in probability
lim
n→∞
1
n
n2∑
i=1
|a1|ci,n1|+ a2|ci,n2||α =
∫ ∞
0
E [|a1f(x/t1) + a2f(x/t2)|α] dx . (32)
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We split the sum in the last display into
n2∑
i=1
|a1|ci,n1|+ a2|ci,n2||α =
⌊lnn⌋−1∑
i=1
|a1|ci,n1|+ a2|ci,n2||α +
n2∑
i=⌊lnn⌋
|a1|ci,n1|+ a2|ci,n2||α . (33)
The first sum we bound by
⌊lnn⌋−1∑
i=1
|a1|ci,n1|+ a2|ci,n2||α ≤ (|a1|+ |a2|)α
⌊lnn⌋∑
i=1
|ci,n2|α .
Clearly, |ci,n2| is stochastically dominated by |c1,n2|, and therefore, by Proposition 4.1,
1
n
⌊lnn⌋∑
i=1
E [|ci,n2|α] .
lnn
n
E [|c1,n2|α] . lnnnακ−1 .
Since ακ < 1, we deduce that the first sum in (33) is negligible. It remains to show that upon
dividing by n, the second sum in (33) converge in probability to the integral in (32).
Set xn := ⌊ln(n/t2)⌋. We let (En, n ∈ N) be a sequence of events as specified in Lemma 4.3.
Then P(En1 ∩ En2) → 1 as n → ∞. On the event En1 ∩ En2 , we have for i ≥ ⌊lnn⌋ the lower
and upper bounds
X i(n1) ≤ |ci,n1| ≤ Xi(n1) , Xi(n2) ≤ |ci,n2| ≤ X i(n2) ,
where we recall that X i(n) = |T (p)i (bi + t−i,n)| and X i(n) = |T (p)i (bi + t+i,n)|, with
t−n,i =
1
b+ 1
(lnn− ln(i+ 1) + ln(1− p)− εn) ,
t+n,i =
1
b+ 1
(lnn− ln(i− 1) + ln(1− p) + εn) .
Note that for two sequences r = (rn), s = (sn) of reals, we have, with ‖r‖α := (
∑
n |rn|α)1/α
denoting the Lα-norm,
‖r‖α − ‖s‖α ≤ ‖r + s‖α ≤ ‖r‖α + ‖s‖α .
From this, it is readily seen that our claim (32) follows if we prove the convergences in probability
lim
n→∞
1
n
n2∑
i=⌊lnn⌋
∣∣a1X i(n1) + a2X i(n2)∣∣α =
∫ ∞
0
E [|a1f(x/t1) + a2f(x/t2)|α] dx (34)
and
lim
n→∞
1
n
n2∑
i=⌊lnn⌋
∣∣X i(n1)−X i(n1)∣∣α = lim
n→∞
1
n
n2∑
i=⌊lnn⌋
∣∣X i(n2)−X i(n2)∣∣α = 0 . (35)
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We first show convergence of the expectations. To that end, recall the random function f
defined at the beginning of this section. As for the expectation of the sum in (34), we have
1
n
n2∑
i=⌊lnn⌋
E
[∣∣a1Xi(n1) + a2X i(n2)∣∣α] = 1
n
n2∑
i=⌊lnn⌋
E
[∣∣∣a1|T (p)1 (t+n1,i)|+ a2|T (p)1 (t+n2,i)|∣∣∣α]
=
1
n
n2∑
i=⌊lnn⌋
E
[∣∣∣∣a1f
(
e−εn1
i− 1
n1
)
+ a2f
(
e−εn2
i− 1
n2
)∣∣∣∣
α]
.
The sum on the right is a classical Riemann sum and converges upon letting n→∞ towards∫ ∞
0
E [|a1f(x/t1) + a2f(x/t2)|α] dx .
Analogously,
1
n
n2∑
i=⌊lnn⌋
E
[∣∣X i(n1)−X i(n1)∣∣α] = 1n
n2∑
i=⌊lnn⌋
E
[∣∣∣∣f
(
e−εn1
i− 1
n1
)
− f
(
e+εn1
i+ 1
n1
)∣∣∣∣
α]
,
and the right hand side converges to zero as n→∞. The second sum in (35) is handled in the
same way.
It remains to check that the variance of
∑n2
i=⌊lnn⌋ |a1X i(n1) + a2Xi(n2)|α is of order o(n2).
Using independence, the fact that 2α ≤ 4 and Corollary 4.2 for the last step, the variance is
upper bounded by
n2∑
i=⌊lnn⌋
Var
(∣∣a1X i(n1) + a2X i(n2)∣∣α) . n2∑
i=⌊lnn⌋
E
[
Xi(n2)
4
]2α/4
.
n2∑
i=⌊lnn⌋
(n
i
)2ακ
. (36)
Since ακ < 1, the right hand side of (36) is of order o(n2), as wanted. Altogether, this
proves (32) and hence the theorem.
4.4.2 The critical case α = 1/κ
Recall the definition of the random variable Z1 from Proposition 4.1.
We let X = (Xt, t ≥ 0) denote a d-dimensional symmetric α-stable stochastic process with
X0 := 0, whose marginals (X (t1), . . . ,X (tk)) for 0 =: t0 < t1 < t2 < · · · < tk have characteristic
function
E
[
exp
(
i
k∑
j=1
X (tj) · θj
)]
= exp
(
−1− p
b+ 1
E[Zα1 ]
k∑
j=1
(tj − tj−1)
∥∥∥∥
k∑
i=j
θi
∥∥∥∥
α
)
, θ1, . . . , θk ∈ Rd .
(37)
We see the characteristic function of the marginals of a d-dimensional α-stable Le´vy process,
scaled by the factor (1−p
b+1
E[Zα1 ])
1/α.
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Theorem 4.2. Let p ∈ (0, 1), b ≥ 0 and κ = (b + p)/(b + 1). Assume α = 1/κ. Then, as
n→∞, the finite-dimensional marginals of the process(
S⌊nt⌋
(nt lnn)κ
, t ≥ 0
)
converge in law to those of an α-stable Le´vy process X = (X (t), t ≥ 0) specified by (37).
Proof. The proof is in spirit similar to the proof of the subcritical case. For ease of reading, we
look again at the two-dimensional marginals only. We fix t2 > t1 > 0 and set n1 = n1(n) :=
⌊nt1⌋, n2 = n2(n) := ⌊nt2⌋. Let F : Rd × Rd → R be a continuous function. Then, by
conditioning on the cluster sizes and integrating,
E
[
F
(
Sn1
(n1 lnn)κ
,
Sn2
(n2 lnn)κ
)]
= E
[
F
(
1
(n1 lnn)κ
( n1∑
i=1
|ci,n1|α
) 1
α
ξ ,
1
(n2 lnn)κ
(( n1∑
i=1
|ci,n2|α
) 1
α
ξ +
( n2∑
i=n1+1
|ci,n2|α
) 1
α
ξ′
))]
,
where ξ and ξ′ are i.i.d. copies of ξ1. The stated joint weak convergence of the marginals now
follows if we show the following convergences in probability (recall that ακ = 1):
lim
n→∞
∑n1
i=1 |ci,n1|α
n1 lnn
= t1
1− p
b+ 1
E[Zα1 ] , lim
n→∞
∑n1
i=1 |ci,n2|α
n2 lnn
= t1
1− p
b+ 1
E[Zα1 ]
and
lim
n→∞
∑n2
i=n1+1
|ci,n2|α
n2 lnn
= (t2 − t1)1− p
b+ 1
E[Zα1 ] . (38)
We show only (38), the first two convergences follow from identical arguments.
We work again on the events En from Lemma 4.3, defined with respect to xn := ⌊lnn⌋. For
large n, we estimate
n2∑
i=n1+1
|ci,n2|α1 En2 ≥
n2/xn∑
i=n1+1
X i(n2)
α1 En2 , (39)
and
n2∑
i=n1+1
|ci,n2|α1 En2 ≤
n2/xn∑
i=n1
X i(n2)
α +
n2∑
i=n2/xn
X i(n2)
α . (40)
Display (38) follows if we show that both right hand sides of (39) and (40) converge in proba-
bility upon dividing by n2 lnn to
(t2 − t1)1− p
b+ 1
E[Zα1 ] .
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We restrict ourselves to the upper bound (40), the convergence of the lower bound (39) can
be shown in the same way. First, by Corollary 4.2 and the fact that ακ = 1,
n2∑
i=n2/xn
E
[
Xi(n2)
α
]
.
n2∑
i=n2/xn
n2
i
,
and the right hand side is of order o(n2 lnn) as n → ∞, by the choice of xn. It remains to
prove the convergence in probability
lim
n→∞
1
n2 lnn
n2/xn∑
i=n1
X i(n2)
α = (t2 − t1)1− p
b+ 1
E[Zα1 ] . (41)
We use again the second moment method. As far as the convergence of the expectations is
concerned, we notice that for i = i(n) between n1 and n2/xn, we have t
+
n2,i
≥ c ln lnn for some
constant c > 0. Arguments entirely similar to those leading to Proposition 4.1 then show that
in L2 (and hence in Lα), uniformly in i with n1 ≤ i ≤ n2/xn,
lim
n→∞
|T (p)1 (t+n2,i)|
(n2/i)κ
=
(
1− p
b+ 1
)κ
Z1 . (42)
Since
lim
n→∞
1
lnn
n2/xn∑
i=n1
1
i
= t2 − t1 ,
we deduce from the uniform Lα-convergence in (42) that
1
n2 lnn
n2/xn∑
i=n1
E
[
X i(n2)
α
]
= (t2 − t1)1− p
b+ 1
E [Zα1 ] .
It remains to show that the variance of the sum
∑n2/xn
i=n1
X i(n2)
α is of order o(n22 ln
2 n). Using
independence, we obtain with Corollary 4.2
Var
( n2/xn∑
i=n1
X i(n2)
α
)
=
n2/xn∑
i=n1
Var
(
X i(n2)
α
)
.
n2∑
i=n1
E
[
X i(n2)
4
]2α/4
.
n2∑
i=n1
(n2
i
)2
, (43)
and the right hand side of (43) is in fact of order o(n22) as n→∞.
Remark 9. If in the critical case α = 2, we deduce from (37) that the limiting process X is a
Brownian motion scaled by the factor √
2
1− p
b+ 1
E [Z21 ] .
The choice α = 2 implies b = 1 − 2p (which is, of course, only possible if p ≤ 1/2). From
what we know about Z1, we see that the above scaling factor simplifies to
√
4p2
1−p
. Up to a
factor
√
2, this is exactly what we find in the critical case for the strongly reinforced ERW, see
Theorem 3.2 b). The factor
√
2 comes from the fact that if α = 2, the steps of the shark are
normally distributed with variance 2 (and not 1).
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4.4.3 The supercritical case ακ > 1
We recall from Corollary 4.3 that the random variables Zi, i ∈ N, are defined as the L2-limits
of |Ci,n|/nκ upon letting n→∞, where |Ci,n| denotes the size of the percolation cluster of T (p)n
rooted at node i, with |Ci,n| = 0 if there is no such cluster. Clearly, it holds that
n∑
i=1
|ci,n|ξi =d
n∑
i=1
|Ci,n|ξi , (44)
and for proving the following theorem, we will define Sn via the right hand side of (44), i.e.,
we set Sn :=
∑n
i=1 |Ci,n|ξi. As we will see, the random variable
Z :=
∞∑
i=1
Ziξi (45)
appears in the limit of the strongly reinforced SRS defined in the above way.
Theorem 4.3. Let p ∈ (0, 1), b ≥ 0, κ = (b+p)/(b+1), and t ≥ 0. Let α satisfy 1/κ < α ≤ 2,
and let Z be given by (45). Then |Z| < ∞ almost surely, and we have the convergence in
probability
lim
n→∞
S⌊tn⌋
nκ
= tκZ .
Proof. Obviously, we may suppose that t = 1. Since conditionally on Z1, . . . , Zn,
∑n
i=1 Ziξi =d
(Zα1 + . . . + Z
α
n )
1/αξ1, we deduce from (28) that |Z| < ∞ almost surely. Now let F : Rd → R
be a continuous function. We have
E
[
F
(
Sn
nκ
− Z
)]
= E
[
F
( ∞∑
i=1
( |Ci,n|
nκ
− Zi
)
ξi
)]
= E
[
F
(( ∞∑
i=1
∣∣∣∣ |Ci,n|nκ − Zi
∣∣∣∣
α)1/α
ξ
)]
where ξ =d ξ1, and the last equality follows from conditioning on |C1,n|, . . . , |Cn,n| and on the
sequence (Zi, i ∈ N). In particular, the theorem follows once we have established that
lim
n→∞
∞∑
i=1
E
[∣∣∣∣ |Ci,n|nκ − Zi
∣∣∣∣
α]
= 0 . (46)
To that aim, we first observe from Corollary 4.3 that for each fixed i ≥ 1 and 0 < α ≤ 2,
lim
n→∞
E
[∣∣∣∣ |Ci,n|nκ − Zi
∣∣∣∣
α]
= 0 .
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It only remains to argue why the order of sum and limit in (46) can be interchanged. In this
regard, it suffices to show that the sum in (46) is bounded uniformly in n. First, for 1 ≤ i ≤ n,
we estimate
E
[∣∣∣∣ |Ci,n|nκ − Zi
∣∣∣∣
α]
≤ 2α
(
E [|Ci,n|α]
nακ
+ E[Zαi ]
)
.
The sum over the terms E[Zαi ] is bounded, see (28).
For the sum over the terms E [|Ci,n|α] /nακ, the equality in law (27) gives for i ≥ 2
E [|Ci,n|α] = (1− p)
n−i+1∑
ℓ=1
E [|c1,ℓ|α]P (η(n, i) = ℓ) .
For ℓ sufficiently large, say ℓ ≥ ℓ0, we have by Proposition 4.1 E[|c1,ℓ|α] ≤ 2E[Zα1 ]ℓακ. Thus,
using the elementary bound E[|c1,ℓ|α] ≤ ℓα0 for ℓ = 1, . . . , ℓ0, one finds
n−i+1∑
ℓ=1
E [|c1,ℓ|α]P (η(n, i) = ℓ) . ℓ1+α0 + E [η(n, i)ακ] .
Using ακ ≤ 2 and (25) for the second moment of η(n, i), we deduce that
E [|Ci,n|α] . ℓ1+α0 + c0E
[
η(n, i)2
]ακ/2
. ℓ1+α0 +
(n
i
)ακ
.
Since ακ > 1, this implies that the sum 1
nακ
∑n
i=1 E[|Ci,n|α] is uniformly bounded in n, which
proves what was left to show.
A Appendix
Proof of Lemma 4.1. The fact that (Y (t), t ≥ 0) is a pure birth process with the stated proper-
ties is a consequence of (17) and of the dynamics of (T (t), t ≥ 0). Standard properties of branch-
ing processes (see, e.g., [3]) show that (e−(b+1)tY (t), t ≥ 0) is a square-integrable martingale,
and it follows from Lemma 3 in [11] that its (a.s. and L2-)limit is Gamma(1/(b+1), 1/(b+1))-
distributed.
Proof of Lemma 4.2. The i.i.d. property of the processes (Y
(p)
i (bi + ·), t ≥ 0), i ≥ 1, is obvious
from the construction. We shall therefore prove everything for i = 1, in which case bi = b1 = 0.
Clearly, the sum of degrees of vertices of T
(p)
1 (t) is equal to(
2(|T (p)1 (t)| − 1) +H(p)1 (t)
)
.
It now follows from the construction of the preferential attachment tree T (t) at the beginning of
Section 4.2 (recall in particular the parameters of the exponential clocks) that (Y
(p)
1 (t), t ≥ 0)
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is a pure birth process with the stated birth rate and reproduction law. It is then well-known
(see again [3]) that (e−(b+p)tY
(p)
1 (t), t ≥ 0) is a martingale, whose terminal value W1 is almost
surely strictly positive. By Kolmogorov’s forward equation (see once more [3]) we compute for
t > 0
E
[
Y
(p)
1 (t)
]
= e(b+p)t , E
[
Y
(p)
1 (t)
2
]
=
(b+ 1)(b+ 2p)
b+ p
(
e2(b+p)t − e(b+p)(bi+t)) .
This proves square-integrability of (e−(b+p)tY
(p)
1 (t), t ≥ 0), and the claim about the first and
second moment of W1 follows from the last display.
It remains to show boundedness in Lk for k ≥ 3, that is, we have to show that there exists
a constant ck <∞ such that
E
[
Y
(p)
1 (t)
k
]
≤ ckek(b+p)t for all t ≥ 0 . (47)
In order to prove this, we adapt [9, Proof of Lemma 3] to our situation. First, we note that the
generator G of (Y
(p)
1 (t), t ≥ 0) is given for any smooth function f : (0,∞)→ R by
Gf(x) = x(1 − p) (f(x+ b)− f(x)) + xp (f(x+ b+ 1)− f(x)) .
Specifying to f(x) = xℓ for some integer ℓ ≥ 3,
Gf(x) = x(1 − p)
ℓ−1∑
j=0
(
ℓ
j
)
xjbℓ−j + xp
ℓ−1∑
j=0
(
ℓ
j
)
xj(b+ 1)ℓ−j
= ℓ(b+ p)xℓ + (1− p)
ℓ−2∑
j=0
(
ℓ
j
)
xj+1bℓ−j + p
ℓ−2∑
j=0
(
ℓ
j
)
xj+1(b+ 1)ℓ−j . (48)
We prove now by induction that (47) holds for all k ∈ N. We already know it for k = 1 and
k = 2, so let us assume that for some ℓ ≥ 3, (47) holds for all k = 1, . . . , ℓ− 1. Kolmogorov’s
forward equation reads
d
dt
E
[
f(Y
(p)
1 (t))
]
= E
[
Gf(Y
(p)
1 (t))
]
.
In combination with (48), and using (47) for k = 1, . . . , ℓ− 1, we deduce that for some γ > 0
depending on b, we have
d
dt
lnE
[
Y
(p)
1 (t)
ℓ
]
≤ (b+ p)ℓ+ γ e
(ℓ−1)(b+p)t
E
[
Y
(p)
1 (t)
ℓ
] . (49)
By Jensen’s inequality,
E
[
Y
(p)
1 (t)
ℓ
]
≥ eℓ(b+p)t for all t ≥ 0 ,
so that
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∫ ∞
0
e(ℓ−1)(b+p)t
E
[
Y
(p)
1 (t)
ℓ
]dt ≤ ∫ ∞
0
e−(b+p)tdt =
1
b+ p
.
Going back to (49) and integrating, we obtain
E
[
Y
(p)
1 (t)
ℓ
]
≤ eγ 1b+p eℓ(b+p)t for all t ≥ 0 .
Thus, (47) does hold for k = ℓ as well, as wanted.
Proof of Lemma 4.3. We fix a small ε > 0 and a sequence (xn, n ∈ N) of positive integers with
limn→∞ xn = ∞ and xn ≤ n. Recalling Lemma 4.1 and the notation from there, we define for
each k ∈ N the event
E1k :=
{
W (1− ε) ≤ e−(b+1)τk ((b+ 1)k − b) ≤W (1 + ε)} .
Lemma 4.1 ensures that limn→∞ P
(⋂∞
k=xn
E1k
)
= 1. On E1k , it holds for k sufficiently large that
τk ≤ 1
b+ 1
(ln k − lnW + ln(b+ 1)− ln (1− ε)) ,
τk ≥ 1
b+ 1
(ln k − lnW + ln(b+ 1)− 2 ln (1 + ε)) . (50)
Writing D(k) for the number of subtrees present at time τk, i.e.,
D(k) = max
{
i ≥ 1 : T (p)i (τk) 6= ∅
}
,
we deduce from the construction of T (p)(t) that D(k) has the same law as 1+
∑k−1
i=1 ǫi,1−p, where
ǫi,1−p, i ≥ 1, are i.i.d. Bernoulli random variables with success probability 1−p. Consequently,
an application of the law of large numbers shows that if we define
E2k := {k(1− p)(1− ε) ≤ D(k) ≤ k(1− p)(1 + ε)} ,
then limn→∞ P
(⋂∞
k=xn
E2k
)
= 1. On E2k it holds by construction that
b⌈k(1−p)(1+ε)⌉ ≥ τk .
Using (50), we find that on the event E1k ∩E2k , for k large enough and provided ε is sufficiently
small,
bk ≥ τ⌊ k
(1−p)(1+ε)
⌋ ≥
1
b+ 1
(ln(k − 1)− lnW + ln(b+ 1)− ln(1− p)− 3 ln(1 + ε)) .
Letting
En :=
∞⋂
k=xn
(
E1k ∩ E2k
)
,
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we have by the properties of E1k and E
2
k that limn→∞ P (En) = 1.
On the event En, it holds by construction that for all n large and i with xn ≤ i ≤ n,
τn − bi ≤ 1
b+ 1
(lnn− ln(i− 1) + ln(1− p) + 3 ln(1 + ε)− ln(1− ε)) .
Entirely similar, one sees that on En
τn − bi ≥ 1
b+ 1
(lnn− ln(i+ 1) + ln(1− p) + 2 ln(1− ε)− 2 ln(1 + ε)) .
Now notice that
max {3 ln(1 + ε)− ln(1− ε), 2 ln(1 + ε)− 2 ln(1− ε)} ↓ 0
if ε ↓ 0. Since ε > 0 can be chosen arbitrarily small, we can clearly construct a sequence (εn)
with εn ↓ 0 such that on En, the stated bounds hold.
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