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ABSTRACT 
 
Pulse-shaping-based nonlinear microscopy: development and applications 
By 
Daniel Christopher Flynn 
 
Chair: Jennifer P. Ogilvie and Richard M. Laine 
 
 The combination of optical microscopy and ultrafast spectroscopy make the 
spatial characterization of chemical kinetics on the femtosecond time scale possible.  
Commercially available octave-spanning Ti:Sapphire oscillators with sub-8 fs pulse 
durations can drive a multitude of nonlinear transitions across a significant portion of the 
visible spectrum with minimal average power.  Unfortunately, dispersion from 
microscope objectives broadens pulse durations, decreases temporal resolution and 
lowers the peak intensities required for driving nonlinear transitions.  In this dissertation, 
pulse shaping is used to compress laser pulses after the microscope objective.  By using a 
binary genetic algorithm, pulse-shapes are designed to enable selective two-photon 
excitation.  The pulse-shapes are demonstrated in two-photon fluorescence of live COS-7 
cells expressing GFP-variants mAmetrine and tdTomato.  The pulse-shaping approach is 
applied to a new multiphoton fluorescence resonance energy transfer (FRET) 
stoichiometry method that quantifies donor and acceptor molecules in complex, as well 
as the ratio of total donor to acceptor molecules.  Compared to conventional multi-photon 
imaging techniques that require laser tuning or multiple laser systems to selectively excite 
	  	  	   xix	  
individual fluorophores, the pulse-shaping approach offers rapid selective 
multifluorphore imaging at biologically relevant time scales.  By splitting the laser beam 
into two beams and building a second pulse shaper, a pulse-shaping-based pump-probe 
microscope is developed.  The technique offers multiple imaging modalities, such as 
excited state absorption (ESA), ground state bleach (GSB), and stimulated emission (SE), 
enhancing contrast of structures via their unique quantum pathways without the addition 
of contrast agents.  Pulse-shaping based pump-probe microscopy is demonstrated for 
endogenous chemical-contrast imaging of red blood cells.  
 In the second section of this dissertation, ultrafast spectroscopic techniques are 
used to characterize structure-function relationships of two-photon absorbing GFP-type 
probes and optical limiting materials.  Fluorescence lifetimes of GFP-type probes are 
shown to depend on functional group substitution position, therefore, enabling the 
synthesis of designer probes for the possible study of conformation changes and 
aggregation in biological systems.  Similarly, it is determined that small differences in the 
structure and dimensionality of organometallic macrocycles result in a diverse set of 
optical properties, which serves as a basis for the molecular level design of nonlinear 
optical materials.	  
	  	   1	  
Chapter 1 Introduction 
 
1.1 Motivation for Nonlinear Microscopy 
 The optical characterization of materials is far from a new field, so it may surprise 
an outsider to find the field’s steady progress and increasing sophistication.  While 
today’s modern microscopes are often complex, they still have many simple elements 
seen in the first microscopes, comprising a light source, focusing element, sample stage, 
and a detector (figure 1.1).  In fact, these same simple elements are found in the 
microscopes developed for this dissertation.  The powerful distinction, however, between 
these early microscopes and those developed for this dissertation is the light source used 
and the interaction this light has with the sample.  In this dissertation, we shape pulses of 
light to drive specific responses from materials based on their unique quantum pathways, 
and use these responses as imaging modalities enabling high contrast images of the 
microscopic world. 
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Figure 1.1  Robert Hooke’s microscope from scheme 1. of his 1665 Micrographia. 	  
 The history of microscopy development is fascinating and there are many reviews 
on the topic.1,2 While lenses have been around since ancient times, the first microscope 
wasn’t developed until the sixteenth century.  These first microscopes relied on the 
contrast between absorption and transmission of light to create an image.  The images 
often suffered from minimal contrast due to the lack of absorption of thin samples.  To 
overcome this issue, biologists resorted to staining specimens with dyes.  Unfortunately, 
there was minimal control of the staining process resulting in limited enhancement and 
poor control over what was labeled.  New imaging modalities were also developed.  
Instead of using absorption and transmission of light, phase, polarization, interference, 
and fluorescence began to be used as modes of contrast.2 The ability to resolve smaller 
and finer details with optical microscopes was also improved.  Finely tuned optics now 
allow for modern microscope objectives to have resolution with minimal aberrations and 
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to be limited by the diffraction limit.  The Abbe equation relates this fundamental limit by 
defining resolution in terms of wavelength and the numerical aperture (NA) as 
 d = λ2NA   (1.1) 
where NA is defined as nsin α( ) , with n being the refractive index of the medium and α  
the half angle of the objective light collection.  The relationship illustrates that visible 
light microscopy has a resolution limit of approximately 200 nm.  Modern techniques are 
under continuous development to beat the diffraction limit, and current fluorescence 
based “super-resolution” methods have enabled resolution on the tens of nanometer 
scale.3,4       
 The first confocal microscope was developed by Marvin Minsky in 1957.5 Unlike 
wide-field microscopy, where a light source illuminates an area of the sample that is then 
imaged with a camera, confocal microscopes enhance lateral resolution and optical-
sectioning capabilities by illuminating a single point at a time, using pinholes to reject 
out-of-focus light.  By rastering the sample across the excitation spot, two-dimensional 
images can be created.  With the addition of vertical axis of motion, two-dimensional 
images may be combined to create three-dimensional images.  Over time, variations of 
confocal microscopy have been developed to increase resolution and contrast, as well as 
speed up image acquisition time.6,7 
 The invention of the laser has played a pivotal role in the evolution of 
microscopy.  Initially, the laser allowed for the selective excitation of specific 
chromophores.  It wasn’t until 1978 that confocal laser scanning microscopy (CLSM) 
was developed.  Using fluorescent markers, Christopher and Thomas Cremer were able to 
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show the first images acquired via raster scanning with a CLSM.6 The coherent nature of 
light as well as the high peak power emitted from lasers has culminated in the new field 
of nonlinear microscopy, where nonlinear light-matter interactions are used as new 
modes of contrast.  In 1990, two-photon laser scanning fluorescence microscopy was 
demonstrated for the first time.7 Compared to one-photon absorption, this mechanism 
enables enhanced depth penetration, due to decreased scattering, as well as intrinsic 
three-dimensional sectioning and reduced photodamage.  While tunable femtosecond 
lasers have been used to excite specific fluorophores, the time it takes to tune the laser 
cavity inhibits imaging of multiple fluorophores at biologically relevant time scales.  One 
technique used to overcome this limitation is to excite multiple fluorophores with 
overlapping two-photon cross-sections and then spectrally filter the emission.8 
Unfortunately, this method has only worked with up to two fluorophores, as increasing 
the number of fluorophores results in significant emission crosstalk.  Recently, a three-
color method was demonstrated using a coherent control technique.9   
 Fluorescence microscopy was further revolutionized with the discovery and use of 
green fluorescent proteins (GFP).10-12 Instead of staining cells with dyes or other contrast 
agents, cells can be genetically altered to express fluorescent proteins.  These fluorescent 
proteins are significantly less toxic to cells than previous techniques, enabling prolonged 
cellular expression.  The ability to tag specific proteins within a cellular system with a 
variety of spectrally different fluorophores has dramatically increased our ability to 
selectively observe particular proteins of interest and to follow their role in a wide range 
of cellular processes.  Variations of the genetic expression of GFP structure can result in 
different emission wavelengths, depicted in figure 1.2.13 Recently, resonant enhancement 
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of two-photon transitions in the UV, S0→ Sn , have been found to give access to higher 
lying excited states of GFP variants and hence, increased excitation spectral 
bandwidth.14,15 Taking advantage of this extra bandwidth, a two-color imaging 
methodology has been used to excite both the low-lying and the high-lying electronic 
states of two separate fluorophores.16 Furthermore, by integrating multiple broadband 
lasers into one microscope setup, larger portions of the multiphoton bandwidth are easily 
accessable.17,18 Unfortunately, the expense and complicated timing procedures required 
for these methodologies limit their use to few modern laboratories.	  
	  
Figure 1.2 A San Diego beach scene drawn with an eight color palette of bacterial 
colonies expressing fluorescent proteins derived from GFP and the red-fluorescent 
coral protein dsRed. The colors include BFP, mTFP1, Emerald, Citrine, mOrange, 
mApple, mCherry and mGrape. Artwork by Nathan Shaner, photography by Paul 
Steinbach, created in the lab of Roger Tsien in 2006. 	  
 Increased sophistication in fluorescent probes has enabled new forms of imaging.  
Forster resonance energy transfer (FRET) is often referred to as a “spectroscopic ruler”, 
because of its ability to measure molecular interactions on the 1-10 nm scale between 
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donor and acceptor molecules.19 Multiple reviews on the various applications of FRET 
can be found in the literature.20-22 While, researchers were already using this technique to 
determine interaction and distance relationships of macromolecules within cells in the 
1970s, the continued advancement and application of FRET has led some researchers to 
claim the field to be currently experiencing a Renaissance.23,24 Previous limitations to 
FRET measurements have been the lack of quantitative information.  Recently, 
stoichiometric methods have been developed to determine the fraction of donor and 
acceptor in complex.25-27 Since fluorescence lifetime decay, emission spectra and 
rotational diffusion have been shown to be independent of the excitation mode (1PA or 
TPA), there is substantial interest in the field to extend FRET stoichiometry to two-
photon excitation.28,29 
 Imaging cells with contrast agents is expensive, time consuming, and can be 
perturbing to the system.  Nonlinear spectroscopy offers routes towards using 
endogenous contrast agents to image cellular systems.  Three and four-wave mixing 
processes have been the primary mechanisms used in imaging.  These include, second 
harmonic generation (SHG)30, third harmonic generation (THG)31-33, two photon excited 
fluorescence (TPEF)7, coherent anti-stokes Raman (CARS)34,35, self phase modulation 
(SPM)36, interferometric techniques37, and pump-probe processes38-40 of endogenous 
fluorophores.  Fluorescence lifetime imaging microscopy (FLIM) has also be used to 
distinguish chemical constituents.41     
 Pulse shaping based nonlinear microscopy offers significant advantages to current 
multiphoton imaging techniques.  Integrated with octave spanning lasers, pulse shaping 
can enhance image contrast by compensating for dispersion and enabling selective 
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multiphoton excitation of a wide range of molecular species using constructive and 
destructive multiphoton interference.  Millisecond switching between pulse shapes 
enables multi-fluorophore imaging at biologically relevant time scales.  Recently, live 
cell imaging using pulse-shaping has been demonstrated.9,42,43 Combining pulse-shaping 
with linear unmixing techniques has also allowed the separation of overlapping 
fluorescence signals of three fluorescent proteins.29 
 
1.2 Nonlinear Optical Properties of Molecules 
  Ultrafast spectroscopy refers to the spectroscopic technique of using a laser 
pulse(s) to study chemical dynamics on the femtosecond time scale.44 The short time 
scale allows researchers to probe the unique electronic and vibrational dynamics of 
molecular structures.  The high peak power of these pulses gives accesses to a multitude 
of nonlinear quantum pathways, and offers a glimpse into the underlying mechanisms 
associated with the structure of molecules.  Combining ultrafast spectroscopy with 
microscopy enables imaging modalities based on these nonlinear quantum pathways and 
offers structure-function insight.   
 The time-varying polarization of a molecule due to the application of a time 
varying electric field results in the creation of new electromagnetic fields.  This process is 
mathematically described by the wave equation 
 
 
∇2E − n
2
c2
∂2 E
∂t2
= 4π
c2
∂2 PNL
∂t2
 (1.2) 
The second order derivative of the nonlinear polarization,  PNL , describes the acceleration 
of charges due to the presence of an electric field.  Induced polarization from an applied 
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electric field is dependent on the field strength.  In the linear domain, this relationship is 
mathematically described by  
  P t( ) = χ
1( )E t( )  (1.3) 
where ( )1χ  is the linear susceptibility.  When a powerful electric field is applied, equation 
1.2 is no longer valid in describing the induced polarization, and equation 1.3 must be 
generalized for the nonlinear response.  Expressing the polarization as a power series of 
the electric field strength we obtain a generalized equation for the induced polarization in 
the time domain 
 
 
P t( ) = χ 1( )E t( ) + χ 2( )E2 t( ) + χ 3( )E3 t( ) + ...
≡ P 1( ) t( ) + P 2( ) t( ) + P 3( ) t( ) + ...
 (1.4) 
In the frequency domain, this bulk description may be described by the relationship  
 
PI ω1( ) = χ IJ1( ) −ω1;ω 2( )
J
∑ EJ ω 2( ) + χ IJK2( ) −ω1;ω 2,ω 3( )
JK
∑ EJ ω 2( )EK ω 3( ) +
χ IJKL
3( ) −ω1;ω 2,ω 3,ω 4( )
JKL
∑ EJ ω 2( )EK ω 3( )EL ω 4( ) + ...
  (1.5) 
By converting to the frequency domain, the frequencies are explicitly written giving 
intuition into the field interactions.  For example, we can see two fields are required to 
drive a χ 2( )  process, resulting in the creation of a third field.  For this reason, the process 
is referred to as a three-wave mixing process.  SHG, SFG, and difference frequency 
generation (DFG) are all examples of fields generated from this interaction.  Four-wave 
mixing processes are due to third-order nonlinearities, χ 3( ) .45 TPA and pump-probe 
dynamics are examples of four-wave mixing processes.  While the optical response of 
crystal structures may be easily understood in terms of the bulk polarization description, 
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relating the nonlinear susceptibilities to the structure of small molecules is not obvious.  
For this case, the polarization can be explicitly written along the ith molecular axis in the 
microscopic domain  
 
Pi ω1( ) = α ij −ω1;ω 2( )
j
∑ Ej ω 2( ) + βijk −ω1;ω 2,ω 3( )
jk
∑ Ej ω 2( )Ek ω 3( ) +
γ ijkl −ω1;ω 2,ω 3,ω 4( )
jkl
∑ Ej ω 2( )Ek ω 3( )El ω 4( ) + ...
  (1.6) 
where α  is the linear polarizability, β  is called the first hyperpolarizability, and γ  is the 
second hyperpolarizability tensor.  These two equations are shown to be equivalent when 
substituting the nonlinear susceptibility with the local polarizability.46   
 A majority of the work presented in this dissertation will focus on three-wave and 
four-wave mixing processes.  Specifically, TPEF and pump-probe kinetics will be our 
primary focus.  Controlling the properties of the incident light will enable us to drive 
specific responses from the materials that will be used as imaging modalities.40 Later, 
materials will be designed to interact with light in specific manner for applications as 
biological contrast agents as well as low-pass filters for defense applications.13,51 A 
Jablonski diagram (state diagram) is used to illustrate possible electronic pathways 
associated with a molecule as well as some of the possible multiphoton processes (figure 
1.3).46 
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  Figure	  1.3	  	  Jablonski diagram illustrating one photon absorption (1PA), two photon 
absorption (TPA), ground state bleach (GSB), fluorescence (FL), stimulated emission 
(SE), excited state absorption (ESA), intersystem crossing (ISC), and Phosphorescence 
(P). 
1.3 Two-Photon Absorption 
  Two-photon absorption was first predicted by Maria Goppert-Mayer and 
published in her doctoral dissertation in 1931.47 It wasn’t until 1961, when lasers became 
available that the first experimental observation of TPEF was demonstrated.48 Today, 
TPEF is a standard technique used in modern microscopy laboratories.  TPA is illustrated 
in the state diagram in figure 1.3.   
 As was described earlier, two fields drive a nonlinear transition resulting in an 
excited state population.  The polarization from this interaction is described as 
 Pi ω 4( ) = 3 4( )Im χ iikk
3( )
−ω;ω ,ω ,−ω( )⎡⎣ ⎤⎦Ei ω( ) Ek ω( )
2
  (1.7) 
The constructive interference of the two fields does not require a resonant intermediate 
state (eigenstate of the system), as in the case of SHG.  Yet unlike SHG, two-photon 
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absorption is a four-wave mixing process, χ 3( ) .  The additional field arises from the 
difference in the ground state and excited state dipole moments.49 Parity selection rules 
limit two-photon transitions to non-centrosymmetric molecules, which is not a limitation 
to most GFP-variants due to their lack of centrosymmetry.  When the selection rules are 
obeyed, the two-photon transition probability may be written as 
 P ∝ µmkµknE
2
ω kn −ωk
∑
2
  (1.8) 
where all possible intermediate virtual states, k, are summed with respect to the two 
dipole moments, µ, and the transition frequency, ω kn .  The fluorescence signal resulting 
from the two-photon excitation is approximated by 
 S ∝σ TPA ω( ) E 2( ) ω( )
2
  (1.9) 
where σ TPA ω( )  is the two-photon cross-section and E 2( ) ω( )
2
is the second harmonic 
power spectrum of the laser pulse.  The rate of absorption due to a two-photon transition 
can be described in terms of the differential equation 
 dIdz = ξ I
2   (1.10) 
Here, I is the intensity of the driving field, z is the optical path length, and ξ is the two-
photon absorption coefficient that is proportional to the imaginary part of the averaged 
second-order polarizability, ξ = Im γ( ) .50 The two-photon cross-section can then be 
defined as 
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σ TPA =
!ω
N ξ   (1.11) 
where  !ω is the energy the excitation field and N is the number density of scatters.  The 
units of a two-photon cross-section are in terms of Goeppert-Mayer (1GM = 10−50cm4s ).   
1.4 Pump-Probe Pathways 
 Transient absorption pathways offer multiple routes as imaging modalities.  As a 
four-wave mixing process, the induced polarization may be described as 
 Pi
3( ) ω 4( ) = ε0χ ijkl3( )Ej ω 3( )Ek ω 2( )El ω1( )   (1.12) 
In the pump-probe geometry, two of the fields are degenerate.  The resulting pathways 
are excited state absorption (ESA), ground state bleach (GSB) and stimulated emission 
(SE), as shown in figure 1.3.  ESA is a multi-photon transition requiring a resonant 
intermediate state.  Higher lying excited states may not be resonant with the probe 
frequency, and if the ground state has been depleted, a GSB signal may be detected.  SE 
depopulates an excited state, yielding emission collinear with the probe beam.  The 
lifetimes of these kinetic pathways give insight into a molecule’s properties.51 Recently, 
these pathways have been used as imaging modalities where endogenous chemical 
constituents act as contrast agents.52 Pump-probe imaging is an attractive technique, as it 
does not require a material to be fluorescent or require the addition of fluorescent tags.  
Recently the technique has found applications to melanoma detection53, the study of 
dynamics in polymer blends for optoelectronics applications54, imaging of red blood 
cells52, and imaging of non-fluorescent chromoproteins.55 Unfortunately, many transient 
dynamics are on the sub-100fs time scale and cannot be resolved with current methods.39 
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Pulse-shaping-based pump-probe microscopy offers a route towards imaging such 
ultrafast dynamics.   
 
1.5 Dissertation Outline and Chapter Overview 
 In this dissertation, the theory and applications of pulse-shaping-based nonlinear 
microscopy are presented.  The technique is applied to the imaging of live COS 7 cells 
expressing two-photon absorbing fluorophores, where two-photon FRET stoichiometry is 
demonstrated.  Chemical contrast imaging using pulse shaping based pump-probe 
spectroscopy is then used to image cells using endogenous cellular contrast agents.  The 
synthesis of two-photon active GFP-type chromophores is discussed in terms of the 
effects of functional groups substitution position and relative bulk size.  Finally, 
multidimensional supramolecular metallacycles were studied using various ultrafast 
spectroscopy techniques and found to have potential for applications as nonlinear optical 
materials.  
 Chapter 2 provides an overview of pulse shaping to nonlinear microscopy.  The 
theory, development and applications are discussed in detail.  Experimental techniques 
for dispersion compensation and selective excitations are illustrated using SHG signals.  
Genetic algorithms are used to converge to the ideal phase mask for selective excitation. 
 Chapter 3 describes the theory and application of pulse-shaping based two-photon 
FRET stoichiometry.  The technique enables the quantification of donor and acceptor in 
construct in the presence of crosstalk.  Cells transfected with mAmetrine, tdTomato and 
mAmetrine-tdTomato linked construct were imaged and stoichiometric values 
determined.    
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 Chapter 4 presents chemical-contrast imaging with pulse shaping based pump-
probe spectroscopy.  An additional pulse shaper is developed and described in detail.  As 
a two-color pump-probe technique, the system uses two separate pulse shapers to image 
red blood cells using the endogenous heme proteins as contrast agents.  ESA, GSB and a 
thermal lensing mechanism are used as imaging modalities.     
 Chapter 5 contains a discussion on the synthesis of TPA green fluorescent 
protein-type fluorophores.  Steady-state spectroscopy, fluorescence quantum yields, and 
time-resolved fluorescence lifetimes of synthesized fluorophores are extensively 
investigated.  These molecules show promise as biological markers for application in the 
study of conformation changes and aggregation of amyloid peptides, known to play an 
important role in many neurodegenerative diseases. 
 In chapter 6 the ultrafast dynamics of platinum containing metallacycles have 
been investigated by femtosecond fluorescence upconversion and transient absorption.  
These measurements were carried out in an effort to probe the charge transfer dynamics 
and the rate of intersystem crossing in metallacycles with different geometries and 
dimensions.  The results show potential for new, longer lived excited state materials with 
applications to new electronic and optical limiting materials.   
 Chapter 7 reviews the work presented in this dissertation and gives an outlook to 
future techniques and applications.    
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Chapter 2 Pulse Shaping 
 
2.1 Introduction 
 Only a few years after the first laser was demonstrated in 1960, picosecond pulsed 
lasers began to be developed.1,2 The nature of these pulses of light gave researchers 
access to a long sought-after goal: controlling chemical reactions with light.3 Short pulse 
durations have high peak intensities that can drive specific nonlinear transitions in 
molecules.  Since the 1980s, various methods have been devised for manipulating light to 
obtain today’s few femtosecond pulses.  Multiple reviews on these techniques can be 
found in the literature.4,5  
 The phase of light has been shown to be an important variable for controlling 
light-matter interactions beyond stimulated emission.6 Using spectral phase manipulation, 
the analogy of a musical score can be used to describe the optical control of a laser pulse 
(figure 2.1).  The ability to tune pulse shapes to drive specific nonlinear molecular 
interactions has resulted in the rebirth of coherent control.7 For example, the technique 
has been used to optically control molecular dissociation and ionization pathways8, 
semiconductor current9, emission direction10, refine molecules to a certain state, and 
atomic wave packets.11 More recently, the technique has found biological 
applications.12,13  
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Figure 2.1 Pulse shaping analogy to that of a musical score 	  
 The electronic structure of a material determines its nonlinear response to a pulse 
shape.  This section discusses pulse shaping with respect to one-photon and multi-photon 
transitions as well as TPA via virtual intermediate states.  Assuming pulse durations 
shorter than the lifetime of an excited state, the analytical expression for the excited state 
population, af  via a one-photon transition is explicitly given by 
    (2.1) 
where 
 
ω 0 = Ef − Eg( ) !  representing the transition frequency, µ fg  is the dipole moment, 
E t( )  is the electric field amplitude, and exp −iω 0t1( )  is the phase.14,15 The Fourier 
components of the electric field, E, are at ±ω 0  illustrating a one-photon transition is 
independent of the spectral phase of the field.  For this reason, only amplitude shaping 
can be used for selective one-photon excitation. 
 
af ∝
µ fg
i E t( )−∞
t
∫ exp −iω 0t1( )dt
	  	   21	  
 When there are no resonant one-photon transitions, a two-photon transition may 
be possible.  In this case, the excited state population is explicitly given by 
 
 
af ∝
−1
!2
µ fnµng
n
∑ E t1( )E t2( )× exp iω fnt1( )exp iω ngt2( )
−∞
t
∫
−∞
t
∫ dt1dt2   (2.2) 
where the variables µng  and µ fn  are the dipole moment matrix elements between the 
ground state and intermediate state and intermediate state and final state respectfully.  
Since TPA is a nonresonant transition, the previous equation may be rewritten as16 
 
 
af =
−1
!2
µ fnµng
ω ng − ω 2n
∑ "E Ω( ) "E ω −Ω( )dΩ
−∞
∞
∫   (2.3) 
where  
!E Ω( ) , the electric field in the frequency domain, is the Fourier transform of E t( ) .  
The amplitude of the excited state population can then be written in terms of a transition 
probability, PTPA = af
2
 resulting in the relation15,17 
 
 
PTPA =
1
!4
µ fnµng
ω ng − ω 2n
∑
2
"E Ω( ) "E ω −Ω( )dΩ
−∞
∞
∫
2
  (2.4) 
This equation has the form of PTPA ω( ) = gTPA ω( )S2 ω( ) , where the components are 
 
 
gTPA ω( ) =
1
!4
µ fnµng
ω ng − ω 2n
∑
2
  (2.5) 
 
 
S2 ω( ) = !E Ω( ) !E ω −Ω( )dΩ
−∞
∞
∫
2
  (2.6) 
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Since the excitation occurs into a distribution of final states (spectral density of states) 
ρ ω( ) , the transition probability is a convolution of the form 
 PTPA ≈ gTPA ω( )S2 ω( )ρ ω( )dω∫   (2.7) 
where the two-photon cross-section can be directly related to the terms in equation 2.7 by 
σ TPA ∝ gTPA ω( )ρ ω( ) .18,19 
 Using phase shaping, we can manipulate the two-photon transition probability by 
altering the second order electric field, S2 , which contains the E2  dependence from the 
two fields.  To illustrate this process, the electric field term from equation 2.6,  
!E ω( ) , can 
be expanded as  
!E Ω( ) = A Ω( )exp iΦ Ω( )( )  where A Ω( )  and Φ Ω( )  represent the 
spectral amplitude and spectral phase, respectfully.  By explicitly defining the second 
order electric field as  
 S2 ω( ) = A ω 2 +Ω( )A ω 2 +Ω( )exp i Φ ω 2 +Ω( ) +Φ ω 2 −Ω( )( )⎡⎣ ⎤⎦dΩ
−∞
∞
∫
2
  (2.8) 
we can see how two photons centered around half the transition frequency ω  can sum to 
reach the total frequency, ω = ω 2 +Ω( ) + ω 2 −Ω( ) .  Broadband pulses containing many 
frequency components can have a multitude of combinations from different frequencies 
adding up to a two-photon transition frequency (figure 2.2).   
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Figure 2.2 Example of fundamental field combinations for TPA.  A cartoon of a 
broadband Gaussian pulse in the frequency domain is shown on the left.  On the 
right, two state diagrams illustrate possible two-photon transitions from individual 
fields within the broadband pulse. 	  
 Analysis of equation 2.8 gives insight into the second order electric field spectral 
phase dependence.  For example, it can be seen that a constant spectral phase results in 
the constructive interference of all frequency components producing a broadband 
(maximized) SH field.  Deviation from a flat spectral phase directly affect S2  and the 
resulting transition probability.  In such a case, frequency components with the same 
spectral phase will constructively interfere, while frequency components out of phase will 
destructively interfere resulting in the excitation of specific states.  The symmetry of the 
spectral phase can greatly affect the two-photon transition probability.12,14,20 For example, 
an antisymmetic spectral phase function having the property  	   Φ ω 2 +Ω( ) = −Φ ω 2 −Ω( ) 	  	   (2.9)	  
	  	   24	  
will result in the cancelation of the exponential terms in equation 2.8.  A pulse with this 
spectral phase will be temporally broadened while having a two-photon transition 
probability equivalent to that of a TL pulse.15 Symmetry arguments can also be used for 
selective excitation.20 In the case of a resonant two-photon transition (ESA), a TL pulse 
has been shown to not maximize the excited state population.16 Furthermore, some 
molecules exhibit increased fluorescence using chirped excitation pulses.  Using 
positively chirped pulses, green fluorescent proteins were shown to have 50% more 
population in the excited state.21 As the mechanism responsible for the four-wave mixing 
process is third-order polarization, many other pathways may also be accessible.  
Moreover, given sufficient intensity and nonlinear susceptibility of the material, our 
description may be extended to higher-order processes, described by the more general 
description 
   (2.10) 
 This chapter will focus on the use of pulse shaping for dispersion compensation of 
microscope optics and the selective excitation of fluorescent proteins via TPA.  The 
chapter begins with a discussion on how to measure selective excitation and pulse 
compression with SHG.  Next, the pulse shaper and a spatial light modulator (SLM) are 
discussed in detail.  Dispersion from microscope optics and the effect it has on a laser 
pulse shape are then described.  This leads to a discussion on pulse compression and 
selective excitation techniques.  
Pg→ f ∝ En t( )exp iω 0t( )dt
−∞
∞
∫
2
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2.2 SHG as a Measure of Selective Excitation 
 SHG has been demonstrated to be good measure of selective excitation and pulse 
compression.20 In the previous section, the convolution of the second-order electric field 
with a two-photon cross-section was shown to determine the two-photon transition 
probability.  The same pulse shape optimized for selective SHG can therefore be applied 
to TPA-dyes.  The state diagram and geometry of interaction for SHG is illustrated in 
figure 2.3.  
	  
Figure 2.3 SHG energy level diagram and geometry of interaction. 	  
The nonlinear interaction for SHG is described by the relationship  
 E2 ω 2( )∝ E1 ω1( )∫ E1 ω 2 −ω1( )dω1   (2.11) 
 where the two fields, E1 , are described by 
 E1 ω1( ) ≈ exp − ω1Δω1
⎛
⎝⎜
⎞
⎠⎟
2⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
× exp iAcos Δt ⋅ω1 +φ ω1( )( )⎡⎣ ⎤⎦   (2.12) 
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where ω1 is the frequency with respect to the central frequency, Δω 1 is the spectral 
width, A is the amplitude, φ ω( ) is the phase and Δt  the inverse of the repetition rate.22 
The resulting SH field, E2 , has been shown to be approximately  
 E2 ω 2( ) ≈ exp − 12
ω 2
Δω1
⎛
⎝⎜
⎞
⎠⎟
2⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
× J0 2Acos
1
2 Δt ⋅ω 2 +ϕ ω 2( )
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
  (2.13) 
The SH field no longer carries the phase modulation of the fundamental fields.  Instead, 
the SH field is amplitude modulated by the zero-order Bessel function, J0 .  By altering 
the phase term, ϕ ω( ) , the fundamental fields constructively and destructively interfere 
allowing control of the SH spectrum.  The relationship S2 ω( ) = E2 ω( )
2
 enables us to 
calculate the transition probability for non-resonant TPA in molecular systems of interest, 
from the SH spectra of a nonlinear crystal.   
 There is an important distinction between phase modulation and amplitude 
modulation for pulse shaping.  The former allows us to obtain narrow selective 
excitations within the transform limit of the SH.  Amplitude modulation requires 
removing intensity from specific frequency components.  The convolution of amplitude 
modulated fundamental fields smears out the intended excitation and fails to obtain 
narrow selective excitations.  Furthermore, unlike phase shaping, amplitude shaping 
reduces power from the fields. 
2.3 Phase Shaping Method 
 Phase shaping is the process of manipulating a waveform’s phase to have a 
specific temporal shape.  There exist both static and dynamic pulse shaping techniques 
for this purpose.  Static techniques include the use of prisms, chirped mirror, and 
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gratings.  Static pulse shaping is used in chapters five and six of this dissertation for 
generating laser pulses with 100 fs durations. 
 Recent advances in dispersion compensating materials have resulted in lasers with 
sub-8 fs pulse durations.23 The broad bandwidth enables the excitation of a wide range of 
materials of interest for microscopy.  The work described in chapters three and four will 
use a broadband Ti:Sapphire laser (Venteon: Pulse One Oscillator) as a light source.  This 
laser replaces prisms with chirped mirrors that support transform-limited (TL) pulses 
having greater than 300 nm bandwidth.  The oscillator uses passive modulation where the 
optical Kerr effect generates extra frequencies through SPM.5 Chirped mirrors ensure the 
effects of dispersion from SPM are compensated and the modes remain in phase 
constructively interfering to make pulses.  When the cavity is properly aligned, the laser 
output approaches the TL, as approximated by the time-bandwidth product, 
TBP ≤ Δt ⋅ Δω , (TBP = 0.44) resulting in pulse durations of less than 8 fs and having 
maximum peak power. 
 Dynamic pulse shaping techniques reviewed extensively by Weiner include the 
use of spatial light modulators, deformable mirrors, and acousto-optic modulators.24,25 In 
these cases, the pulse shaper acts as a programmable dynamic filter, where a waveform 
may be synthesized according to user specifications.26 In this dissertation, pulse shaping 
is performed using an SLM integrated into a 4-f pulse-shaper optical device (figure 2.4).  
A diffraction grating angularly disperses a broadband laser pulse, which is collimated and 
focused onto the SLM.  The lens Fourier transforms the angular dispersion to spatially 
dispersed frequencies onto the SLM.  A static phase mask on the SLM, at the Fourier 
plane of the lens, imparts a spectral phase to the pulse of light.  A second lens and grating 
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spatially recombine the altered beam of light.  Symmetry across the filter (SLM) ensures 
the optic ensemble is in a zero dispersion configuration.24 In this manner, if the SLM 
were to be removed the input pulse and output pulse should be identical.   
	  
Figure 2.4 Diagram of a 4f pulse shaper.  The input beam is spatial dispersed with a 
grating and Fourier transformed into the frequency domain with a lens.  A spatial 
light modulator manipulates the spectral phase of the individual frequency 
components at the Fourier plane and then recombined.    	  
 Our pulse shaper was assembled by Biophotonics Solutions Inc. and includes a 
Perkin Elmer (Phase only) SLM as our dynamic Fourier filter.  The pulse shaper is in the 
folded geometry, requiring only one grating and spherical mirror as seen in figure 2.5.27 
In this configuration, the pulse propagates through the SLM twice doubling the possible 
optical retardance.  
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Figure 2.5 Pulse shaper geometry.  Top: Top-down perspective of pulse shaper 
schematic, including flat mirrors (m), curved mirrors (cm), spatial light modulator 
(SLM), grating (G), and irises (IR).  Middle: Picture of pulse shaper from top-down 
perspective.  Bottom: Side view perspective of pulse shaper schematic. 
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 The Perkin Elmer SLM-640 modulates light using nematic liquid crystals (LC) to 
alter the spectral phase.28,29 The LC orientation is controlled at each of the 640 pixels by 
discrete voltages. 
	  Figure	  2.6 SLM liquid crystal cartoon illustrating liquid crystal response to voltage and 
associated spectral phase delay 
 
 
The index of refraction is controlled by the LC’s voltage sensitive extraordinary axis, 
while the index of refraction polarized along the orthogonal axis remains unchanged 
(figure 2.6).  The liquid crystals have a response time of 35ms (2π radians at 900nm).  
The controlling electronics operate with a 12-bit (4096 levels) enabling a high degree of 
precision. 
 The grating equation describes the distribution of wavelength onto the SLM by 
the relationship 
 mλ = d sinα + sinβ( )   (2.14) 
where m is the diffraction order, d is the spot size, and α  is the angle from normal 
incidence and β  is the diffraction angle.30 The spectral phase should be applied in the 
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frequency domain due to the Fourier relationship between time and frequency.  As the 
relationship between wavelength and frequency is nonlinear, ν = 2πcλ , the applied 
spectral phase mask should be displayed in the frequency domain.  An example of a 
spectral phase mask mapped from the wavelength domain to the frequency domain is 
illustrated in figure 2.7.   
	  
Figure 2.7 Phase mask conversion from the wavelength domain to the frequency domain.  
Top: A binary phase mask incorrectly displayed in the wavelength domain.  Bottom: 
A binary phase mask correctly displayed in the frequency domain. 
 
Greater detail into the SLM characterization and alignment are given in chapter 4 section 
3 with respect to a home built pulse shaper.    
2.4 Dispersion  
 The focus of this dissertation is on the integration of ultrafast spectroscopy with 
nonlinear microscopy.  In order to drive nonlinear interactions, high peak intensities are 
required.  Unfortunately, dispersion from microscope optics results in temporal 
broadening (figure 2.8).  The increased pulse duration reduces peak intensities, resulting 
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in diminished capability to drive nonlinear transitions as well as limited temporal 
resolution.  In this section we discuss the relationship between dispersion, spectral phase 
and pulse duration. 
	  
Figure 2.8 Cartoon of microscope objective dispersion broadening laser pulse and 
applying negative chirp to result in a transform-limited pulse at the sample. 	  	  
 A laser pulse can be described as an electric field both in the time domain and the 
frequency domain.  The Fourier relation of the electric field in the frequency domain, 
 
!E ω( ) , to the time domain, E t( ) , is given by:   
 
 
E t( ) = !E ω( )
−∞
∞
∫ exp iωt( )dω   (2.15) 
where the electric field in the frequency domain is given as 
 
 
!E ω( ) = !E ω( ) exp iφ ω( )⎡⎣ ⎤⎦   (2.16) 
In the frequency domain, the electric field may be broken down into an amplitude 
component  
!E ω( ) , and a spectral phase component φ ω( ) .  When the spectral phase is 
expanded in a Taylor series as 
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φ ω( ) = φ ω0( ) + ′φ ω0( ) ω −ω0( ) + 12 ′′φ ω0( ) ω −ω0( )
2
+ 1
6
′′′φ ω0( ) ω −ω0( )3 + ...  (2.17) 
the individual terms can be associated with specific dispersive effects.  The following 
details these associations: 
( )0φ ω  - The absolute phase corresponding to the phase between the carrier frequency 
and electric field envelope. 
( )0φ ω′  - Group delay (GD) corresponds to the pulse delayed in time  
( )0φ ω′′  - Group delay dispersion (GDD or GVD) corresponds to the linear delay of 
individual frequencies resulting in the broadening of the pulse.   This type of dispersion is 
also called chirp. 
( )0φ ω′′′  - Third order dispersion (TOD) results in the edge frequencies trailing or 
proceeding the central frequency of the pulse. 
 Relating the spectral phase terms to the index of refraction gives insight into how 
material properties alter the laser pulse.  The index of refraction is most commonly 
written as  
 n = c
ν phase
  (2.18) 
where c is the speed of light in a vacuum and phaseν is the phase velocity of light.  The 
Sellmeier equation relates the wavelength to the index of refraction, by coefficients 
specific to known materials  
 n2 λ( ) = 1+ B1λ
2
λ 2 −C1
+ B2λ
2
λ 2 −C2
+ B3λ
2
λ 2 −C3
  (2.19) 
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illustrating the nonlinear relationship between wavelength and its phase velocity.  The 
constructive interference of multiple wavelengths as they propagate through a material 
leads to an envelope that propagates at the group velocity described by    
 
 
ν g = ν phase 1−
k
n
dn
dk
⎡
⎣⎢
⎤
⎦⎥
 
where k is the wavenumber ν = 2πcλ( )  and n is the refractive index.  From this relation 
we can see that the group velocity and the phase velocity travel at the same speed when 
the refractive index is independent of wavenumber (or wavelength).  Since this is not the 
case for most materials, we see the physics of this relationship manifest itself in the form 
of group delay (GD), group delay dispersion (GDD) or group velocity dispersion (GVD), 
third order dispersion (TOD), and higher order terms.  An example of the physical 
manifestation of GDD would be the broadening of the pulse envelope as the pulse 
propagates through a material.  In this manner, the spectral phase can be easily visualized 
in terms of its relation to GDD 
 
 
′φ ω0( ) = 1ν g ω0( )
  (2.20) 
as well as GVD 
 
 
′′φ ω0( ) = ddω
1
ν g ω0( )
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
  (2.21) 
with higher order terms following similar relationships.   
 When a pulse is TL, the spectral phase is constant and can be assumed to be zero, 
φ ω( ) = 0 , leading to constructive interference of every frequency, resulting in the 
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shortest pulse duration supported by the given bandwidth.4 After transmission through 
various optics, the spectral phase is no longer constant, φ ω( ) = φD ω( ) ≠ 0 , where the new 
spectral phase due to dispersion is given by φD ω( ) .  Determining the spectral phase for 
each frequency, we can compensate for the dispersion by adding a compression phase 
term, φC ω( ) = −φD ω( ) , which will allow us to obtain a flat spectral phase 
 φ ω( ) = φD +φC = 0   (2.22) 
and a TL pulse at the sample (figure 2.8).   
2.5 Pulse Characterization 
 The previous section discussed the affect of dispersion on ultrashort pulses.  The 
ability to characterize a pulse enables one to compensate for dispersion as well as to 
generate pulses for selective excitation.  While there are many pulse characterization 
techniques, all require interaction with a nonlinear material.  Earlier, SHG was shown to 
be one measure of a pulse shape.  Unfortunately, the SH spectrum does not tell us the 
spectral phase required for pulse compression.  Instead, we must use techniques that 
retrieve the phase of the pulse.  The most common of these techniques include Spectral 
Phase Interferometry for Direct Electric Field Reconstruction (SPIDER), Frequency 
Resolved Optical Gating (FROG) and its derivatives and Multi Photon Interference Phase 
Scan (MIIPS).31-34 Of the aforementioned techniques, we use the MIIPS algorithm. 
 MIIPS is a successful technique for quickly determining the phase of a laser 
pulse.19,35-37 Here we rewrite equation 2.8 in a manner to help discuss the MIIPS process.   
 E2 ω( ) = E ω +Ω( ) E ω −Ω( ) × exp i ϕ ω +Ω( ) +ϕ ω −Ω( )⎡⎣ ⎤⎦dΩ{ }∫
2
  (2.23) 
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The SH field is shown to be dependent on the constructive interference of the phase from 
the independent fundamental fields.  A phase of zero will result in maximizing the second 
harmonic intensity.  By Taylor expansion of the spectral phase only nonzero even terms 
of the expansion can alter E2.37 A spectral phase is introduced, f ω( ) , to the unknown 
phase ϕ  in order to cancel portions of the spectral phase.  The algorithm chooses to 
maximize the second harmonic intensity when the output phase ϕ ω( ) = φ ω( ) + f ω( )  is 
minimized.  To do this, the second derivative of the phase must equal zero, 
′′ϕ ω( ) = ′′φ ω( ) + ′′f ω( ) = 0 .  The first iteration of the MIIPS process uses the reference 
function f =α cos γω −δ( ) .  Where the relationship 
 ′′φ ω( ) = − ′′f ω( ) =αγ 2 cos γω −δmax ω( )( )   (2.24) 
is used to retrieve the second derivative of the unknown spectral phase, φ ω( ) .  Once 
φ ω( )  is determined, the SLM applies the phase −φ ω( )  to cancel the dispersion.  As the 
dispersion is typically very complex as can be seen in the higher order terms of the 
Taylor expansion, multiple iterations are required.  Pulse compression is performed with 
the BioPhotonics Solutions Inc. MIIPS software.  In our MIIPS traces, it takes on average 
8 iterations until the resulting laser pulse is TL and generates the greatest second 
harmonic intensity (figure 2.9). 
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Figure 2.9 MIIPS Scan.  Top: Cartoon illustrating the MIIPS technique.  Bottom: 
Experimental MIIPS trace of a TL pulse. 	  
 Using the MIIPS process we have been able to compensate dispersion due to 
microscope objectives and other dispersive elements within the beam path.  Even so, 
there is only so much dispersion that can be compensated for with this technique.  This 
limitation is due to the finite number of pixels (640) and the index of refraction of the 
liquid crystals.  The best approach is to limit the number of dispersive elements within 
the beam path.  Collection optics must be transparent to the TL supported SH bandwidth 
to ensure sufficient collection efficiency.  The MIIPS algorithm relies on feedback from 
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an Ocean Optics spectrometer and therefore requires strong coupling into the fiber.  
Achromatic lenses significantly improve coupling by reducing focal shifts, 
sphereochromatism, and other aberrations.  Using the MIIPS technique, the resulting SH 
spectra is presented in figure 2.10. 
	  
Figure 2.10 SH spectra after pulse compression using MIIPS algorithm. 	  
2.6 Pulse Duration Measurement 
 On installation of the our oscillator, pulse characterization was done using the 
SPIDER technique.38 A pulse duration of 6.9 fs was achieved after 4 bounces on DCM7 
chirped mirrors and transmission through a 2CaF wedge pair.  Having a repetition rate of 
82 MHz and mode-locked average power ranging from 570 to 630 mW the Venteon: One 
oscillator has capability of generating pulse energies >7 nJ and peak powers >1 MW.  
Focused down to small spot sizes, the high peak intensities can easily drive a multitude of 
nonlinear responses from materials of interest.  
 Intensity interferometric autocorrelation of the laser pulse was used to 
characterize the pulse durations after the microscope objective.  A typical interferometric 
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autocorrelation measurement requires a beam splitter to create two separate beam paths 
that are later combined onto a nonlinear crystal after propagating different distances.  The 
resulting second harmonic intensity, I τ( ) , recorded by the spectrometer as a function of 
pulse delay, τ , is 
 I τ( ) = E t( ) + E t −τ( )( )2
−∞
∞
∫
2
dt   (2.25) 
Plotting the intensity at varying time delays creates an interference pattern that is used to 
characterize the pulse duration.   
 Instead of integrating a beamsplitter and delay stage into our experiment, we use 
the multiple independent comb shaping technique to perform an autocorrelation.39 In this 
case, two pulses are generated from an original pulse by uploading a binary phase mask 
to the SLM.  Applying a linear chirp to one of the pulses controls the time delay between 
the two pulses.   Results from this technique before and after compensation are presented 
in figure 2.11.    
	  
Figure 2.11 Autocorrelation measurement.  Left: Autocorrelation before pulse 
compression.  Right: Autocorrelation after pulse compression with MIIPS algorithm. 	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Relating the intensity autocorrelation to pulse duration requires a priori knowledge of the 
pulse shape.  Here we assume a secant hyperbolic pulse shape, allowing us to relate the 
autocorrelation width, τ ac , to the pulse during, τ , via a deconvolution factor 1.54 
 τ = τ ac 1.54   (2.26) 
resulting in a pulse duration of approximately 11fs.  Recall that our laser bandwidth 
supports a transform-limited pulse duration of approximately 7 fs.  The discrepancy in 
these values is due to attenuation of the laser beam from microscope optics (microscope 
objective specifically) and attenuation of the resulting SH signal from the collection 
optics.   
2.7 Selective TPEF 
 Pulse shaping can be used to populate the excited states of specific TPA 
molecules without populating spectrally similar TPA molecules.12,35 In doing so, we can 
image individual fluorophores with minimal cross-talk associated with the other 
fluorophores emission.  Using an SLM, the technique allows for the creation of high 
contrast images at biologically relevant time scales (ms). 
 Previously, we demonstrated that a compressed pulse results in a broadband SH 
spectrum, spanning 370-440 nm (figure 2.10).  This bandwidth represents TPE spectra 
that may be used to excite TPA molecules.  Using this pulse shape, we would be unable 
to distinguish between different fluorophores (having overlapping absorption and 
emission spectra) and the resulting image would have minimal contrast.  Instead, we want 
to selectively excite fluorophores whose two-photon cross-sections reside in our 
excitation window without exciting other near lying fluorophores.  To do this, we add a 
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destructive interference phase mask, ϕD , to our compression mask,ϕC , to obtain a 
selective excitation phase mask ϕS =ϕC +ϕD .
19 Assuming the compression phase mask 
results in a laser pulse with a flat spectral phase at the sample, ϕC = 0 , we can write the 
selective excitation second harmonic as  
 E2 ω( ) = E ω +Ω( ) E ω −Ω( ) × exp i ϕD ω +Ω( ) +ϕD ω −Ω( )⎡⎣ ⎤⎦dΩ{ }∫
2
  (2.27) 
where ϕD  must now be determined.  
2.7.1 Selective Excitation: Sinusoidal Phase Mask 
 Selective excitation may be accomplished by modulating the spectral phase with a 
sinusoidal function 
 ϕD = Asin kω −δ( )   (2.28) 
By varying the amplitude, A, wavenumber, k, and phase, δ , terms for the sinusoid, a 
multitude of selective excitations may be created.  The following illustrates the SHG 
dependence on the amplitude and frequency terms.  Figure 2.12 shows the SHG selective 
excitation given sinusoidal phase masks with an amplitude ratio of 1:4:8:16.  
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Figure 2.12 Selective excitation using sinusoidal phase modulation with varying 
amplitude of 1:4:8:16. 
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The increase in amplitude initially narrows the selective excitation to approximately 5nm 
FWHM.  Further increasing the amplitude decreases the SH intensity.  The frequency of 
the phase term used resulted in only one selective excitation, which is not always the 
case. 
 Frequency modulation of the sinusoidal phase mask resulted in multiple selective 
excitations.  Here a frequency ratio of 5:10:20 were used to illustrate the SHG 
dependence (figure 2.13).   
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Figure 2.13 Selective excitation using sinusoidal phase modulation with varying 
frequency of 5:10:20. 	  	  
Further increasing the frequency to the limit of a single cycle equaling 2 pixels on the 
SLM results in SHG approaching complete destructive interference. The multiple 
selective excitations within one pulse could possibly be used to excite multiple 
fluorophores in one pulse without the excitation of others.   
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 The combinations of sinusoidal phase masks may result in the generation of 
arbitrary waveforms for selective excitations.  The complexity involved in designing a 
selective excitation from such a combination is compounded by the number of pixels of 
the SLM as well as their discrete number of states.  A more direct approach for 
determining selective excitation phase masks has been found in the form of binary 
selective excitation.     
2.7.2 Binary Selective Excitation 
 Dantus and coworkers demonstrated selective two-photon excitation using a 
binary phase mask.40 The technique uses symmetry arguments for arranging the 0 and π  
values within the phase array to optimize the destructive and constructive interference.  
Specifically, the SH intensity is maximized at a chosen frequency using a phase mask 
with a change in symmetry or no change in symmetry.  Destructive interference across all 
frequencies and thereby a decrease in the SH elsewhere, requires a phase mask that is 
asymmetric both locally and globally.   
 A basic binary phase mask for generating selective excitations at the limits of our 
SH bandwidth resulted in limited success (figure 2.14).  The selective excitation phase 
mask was generated by combining a square wave pulse train, ranging from 0 to π , with a 
zero phase array.  Unfortunately, only broad selective excitations can be created using 
this technique.   
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Figure 2.14 Binary selective excitation using a modified Heaviside step function. 	  
The failure to obtain narrow selective excitations is due to the local symmetries in the 
phase masks resulting in constructive interference. 
 Our goal is to generate a narrow second harmonic peak at a chosen frequency and 
no SH intensity at other frequencies.  To accomplish this feat, a majority of the phase 
array should be asymmetric so that frequencies may destructively interfere.  This can be 
accomplished using prime numbers as a shifting register between 0 and π within the 
linear array.20 Phase masks built using this algorithm varied in success, with different 
phase masks having a combination of improvements and deficiencies with respect to the 
others.  For example, some selective excitations would have high intensity peaks, but 
would also have a high level of background intensity.  Other masks had the opposite 
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features, having low selective excitation intensity accompanied with low background.  
Combining the best attributes and discarding unwanted traits is assumed to be the best 
approach for generating an ideal selective excitation phase mask.  Similar to the Fourier 
synthesis technique though, the solution is nontrivial. 
2.7.3 Genetic Algorithm Pulse Shape Optimization 
 The difficulty of determining the ideal spectral phase mask for selective excitation 
may be greatly reduced by employing nonlinear global optimization algorithms.  Treating 
each of the 640 pixels of the SLM as unknown variables, a binary genetic algorithm was 
used to optimize selective excitations.  Figure 2.15 illustrates the genetic algorithm 
optimization process in terms of determining the breed of dog with the quietest bark.41 
First, arrays containing randomly distributed zeros and ones are applied to the function of 
interest.  The resulting values are ranked and the top corresponding arrays are chosen for 
the mating process.  The mating process mixes the values in the arrays creating offspring 
arrays.  The offspring arrays replace the initial poor performing arrays, which are then 
subjected to mutations, in the form of changes in some of the array values.  The new 
arrays are then fed back into the test function and the processes is iterated until the 
algorithm converges, ideally, to the global minimum.  We used a genetic algorithm 
created by MATLAB (2013b, The MathWorks, Natick, MA) within the global 
optimization toolbox.   
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  Figure	  2.15 Binary genetic algorithm cartoon adapted to illustrate minimization of a 
dog’s bark.41 
 
 Various optimization techniques have been applied to pulse shaping. 42,43 44,45   
Both experimental feedback loops and computational models integrated with global 
optimization algorithms have been shown to have benefits and limitations.  The 
experimental feedback technique allows for the optimization of a pulse shape without 
requiring the in depth knowledge of the complex optics required for a computational 
model.  The SLM simply applies a spectral phase to the laser pulse frequencies, which is 
then focused onto a BBO, generating the corresponding SH.  The SH is detected by a 
spectrometer and then compared to the ideal spectrum.  A fitness value is generated and 
the process is repeated according to an optimization algorithm until a phase mask results 
in the ideal SH spectrum (figure 2.16).   
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Figure 2.16 Experimental feedback loop integrated with a genetic algorithm. 	  
Unfortunately, this technique requires significant time to converge to the chosen pulse 
shape.  In our studies, it took approximately 3 hours to converge to the ideal phase mask 
for a chosen selective excitation. This was primarily due to slow communication between 
equipment, although experimental noise also contributed.  Even with these limitations, 
the system was able to converge to a solution in many instances (figure 2.17).   
	  Figure	  2.17 Ideal selective excitation obtained from experimental genetic algorithm. 
 
 
Another limitation to this technique is the lack of knowledge gained about the system.  
When the selective excitation failed to converge to a chosen threshold, no model was 
present to give insight into mechanism for the failure.  For these reasons, a computational 
model was found to be a better approach.    
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 Iteration of the genetic algorithm over a computational model resulted in the 
convergence to an ideal selective excitation phase mask in minutes.  The model assumes 
an originally flat phase and then adds a destructive interference phase mask to obtain an 
ideal selective excitation.  If the actual phase is not flat, the selective excitation will 
diverge from the model.  It is important to have the amplitude of the Venteon spectrum 
corrected for optic attenuation.  This is especially the case for the microscope objective, 
where the transmission drops off significantly after 920 nm (figure 2.18).   
	  Figure	  2.18 Fundamental spectrum with and without attenuation from microscope 
objective.  The blue spectrum is without attenuation and the black spectra is after 
microscope objective attenuation. 
 
The resulting theoretical model for the optimized phase mask is shown in figure 2.19 
(left).  The corresponding experimental selective excitation using the optimized phase 
mask found using the theoretical genetic algorithm is shown in figure 2.19 (right).  Both 
the theoretical model and experimental result are very similar, particularly in terms of 
their selective excitation spectra.  A noticeable difference between the model and 
experimental result is in the TL-SH spectra.  Here we can see that the model expects the 
TL-SH to span out to approximately 340nm, whereas experimentally the TL-SH 
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bandwidth is limited to 360nm.  This difference is due to attenuation from the collection 
optics.  The microscope condenser in specific has minimal transmission below 360 nm.     
	  
Figure 2.19 Left: Theoretical model of selective excitation from optimized phase mask.  
Right: Experimental selective excitation spectrum using optimized phase mask 
produced from theoretical model. 	  
The additional value of generating optimized phase mask computationally is the ability to 
add additional constraints to the system.  For example, the selective excitation of a single 
TPA chromophore in the presence of multiple overlapping TPA cross-sections within the 
TL-SH bandwidth can easily be included in the model. 
2.8 Conclusions 
 We have demonstrated techniques for compensating dispersion and generating 
selective excitations within a TL-SH bandwidth.  SHG is an ideal system in that it has no 
resonances within our bandwidth.  The response of complex molecular systems to these 
pulse shapes is not always equivalent.  First, there may be one-photon resonances within 
the fundamental bandwidth.  If this is the case, a transition via the one-photon resonance 
will occur due to the stronger oscillator strength.  Furthermore, SHG is a three-wave 
mixing process requiring a second order polarization of the medium.  The crystal 
structure and symmetry of a BBO crystal is designed to have to have large second-order 
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polarization to generate SH and does not have excited states in the visible (only virtual 
states).  This is not the case for molecules, which may have drastically different 
symmetries.  For example, the final state from a TPA transition is real (can be populated), 
and the relationship between the pulse duration and the excited state lifetime can result in 
different responses.  In the next chapter, we will apply pulse shaping to selectively excite 
GFP variants.  These fluorophores have been designed to have large two-photon cross-
sections and as well as long lived excited states (nanoseconds).  These designer probes 
enabling us to apply our pulse shaping techniques for selective TPE FRET stoichiometry.  
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Chapter 3 Pulse-Shaping-Based Two-Photon FRET Stoichiometry 
 
 
 
3.1 Introduction  
 
 Förster Resonance Energy Transfer (FRET) based microscopy is a technique that 
provides information on molecular interactions within biological systems.1 Often referred 
to as the “spectroscopic ruler”, the energy transfer dependence is proportional to 1/r6, 
where ‘r’ is the intermolecular distance, which results in energy transfer only when the 
donor and acceptor molecules are within close proximity (1-10nm).2 This technique has 
given insight into a wide range of molecular interactions within living cells.1,3  Until 
recently, FRET has been measured in arbitrary units, inhibiting stoichiometric inference 
of the system of interest.4,5 A “three-cube FRET” technique for quantifying Ca2+ channel 
subunit interaction with channel-calmodulin has been demonstrated but had conflicting in 
vitro results.6  Hoppe et al. extended the work by demonstrating one-photon FRET 
stoichiometry in live cells where the fraction of donor and acceptor in complex as well as 
the ratio of total donor and acceptor molecules present were quantified for CFP- and 
citrine-labeled molecules in living cells.7  Later, Raicu et al. used spectrally-resolved 
one-photon FRET to quantify the protein interaction in living yeast cells.8  
 Here we extend FRET stoichiometry approaches to two-photon FRET.  Two-
photon FRET techniques have been previously used for a myriad of applications such as 
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generating brighter images using an efficient absorber as donor to transfer excitation to 
an efficient emitter,9 studying intra-cellular biochemistry,10,11 developing efficient deep-
tissue photodynamic therapy,12,13 inducing release of caged glutamate for neuroscience 
experiments14 and real-time monitoring of drug release by measuring FRET between a 
PEGylated carbon quantum-dot (drug carrier and donor) and the drug DOX (acceptor).15  
Merging the positive attributes of two-photon excitation with FRET stoichiometry could 
extend the applicability of FRET stoichiometry to a greater number of biological systems.  
Multi-photon FRET stoichiometry was first demonstrated by extending the spectrally-
resolved FRET technique to two-photon excitation for the study of protein complex 
superstructure and distribution16 and protein-protein interactions.17 This measurement 
requires fluorescence spectra to be recorded per pixel throughout the experiment; the 
image acquisition results in 2-D images of wavelength vs. x-dimension and y-dimension 
and could last several minutes.  Tunable Ti:Sapphire lasers are time consuming to tune to 
different selective excitations, thus limiting the potential applications to the study of 
relatively slow dynamics in real biological systems.  We use a broadband Ti:sapphire 
oscillator generating a bandwidth of 650-1000 nm, which allows simultaneous excitation 
of multiple fluorophores having two-photon cross-sections within the excitation 
bandwidth.  Focusing the 6-femtosecond pulse at the sample plane results in high peak 
intensities that can drive multiphoton processes without the high average power often 
associated with phototoxicity in cells (damage).18 Microscope objectives comprising 
multiple optical elements, necessary for achieving a diffraction-limited spot size, produce 
significant temporal dispersion resulting in a decrease in peak intensity.  Using pulse 
compression to compensate for microscope dispersion, we can achieve pulse durations 
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approaching ~12 fs (FWHM), which can efficiently drive nonlinear transitions in GFP-
type probes.   
 Pulse shaping has been demonstrated to suppress autofluorescence in live 
cells.19,20 Using a similar technique, we rapidly switch between pulse shapes to excite 
specific fluorophores within our bandwidth on the millisecond time scale.21-23 The 
significant decrease in time required to excite specific fluorophores enables rapid image 
acquisition.  Multiple fluorophores required for FRET stoichiometry results in spectral 
congestion in the absorption and emission profiles.  The combination of phase shaping 
and spectral filtering to select non-overlapping emission enhances contrast (decreases 
cross-talk) and results in better discrimination. 
 In this manuscript we develop a generalized stoichiometry theory to account for 
cross-talk associated with two-photon microscopy.  We apply the technique to live COS-
7 cells, where the direct quantification of donor and acceptor molecules in complex as 
well as the molar ratio of acceptor to donor in vitro is demonstrated, and show that this 
technique can be used to quantify cellular dynamics on biologically relevant time scales.  
Our stoichiometric function is parameterized from images taken of cells expressing only 
donor, acceptor or donor-acceptor construct (guaranteed FRET) using two pulse shapes 
optimized for excitation of either the donor or acceptor.  The state diagram in figure 3.1 
illustrates the signaling pathways as well as the corresponding molecular interaction for 
the cases of donor and acceptor in and out of construct.  The parameters are 
proportionality constants represented by the symbols: α ,β,θ ,η,γ ,ξ .  A description of 
each variable can be found in table 3.1 with the corresponding mathematical description 
found in the derivation section.  
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Figure 3.1 Two-photon FRET stoichiometry description.  The donor (mAmeterine) and 
acceptor (tdTomato) are selectively excited with the emission split with a dichroic 
and detected with two PMTs.  When the donor and acceptor are not in construct, no 
FRET occurs, and a majority of the emission from the donor is collected in the 
donor channel and a majority of the acceptor emission is collected in the acceptor 
channel.  In construct, FRET occurs between the donor and acceptor resulting in 
increased emission from the acceptor with the donor pulse shape and decreased 
emission from the donor. 	  
The images collected are labeled IA, ID, and IF corresponding to the image at acceptor 
excitation and emission wavelengths, an image at donor excitation and emission 
wavelengths, and an image of donor excitation and acceptor emission wavelengths 
respectfully.  The results stoichiometric equation describing the fraction of acceptor in 
complex, fA , the fraction of donor in complex, fD , and the molar ratio of acceptor to 
donor, R, is shown in equation 3.1. 
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fA = γ TPE
η
η − β
IF −
βη
η − β
ID
θα
θ −α
IA −
θα
θ −α
IF
−1
⎡
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⎢
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⎤
⎦
⎥
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⎥
⎥
1
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⎠⎟
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⎞
⎠⎟
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⎝⎜
⎞
⎠⎟ IA
⎛
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⎞
⎠⎟
+ 1
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ηID − IF( )
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⎣
⎢
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⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
1
E
R = fDf A
=
AT[ ]
DT[ ]
  (3.1) 
Table 3.1 Glossary of symbols for FRET stoichiometry. 
Symbols	   Description	  
IA	   Intensity	  or	  image	  at	  the	  acceptor	  excitation	  and	  acceptor	  emission.	  
ID	   Intensity	  or	  image	  at	  the	  donor	  excitation	  and	  donor	  emission.	  
IF	   Intensity	  or	  image	  at	  the	  donor	  excitation	  and	  acceptor	  emission.	  
E	   Efficiency	  calculated	  from	  FLIM	  measurements	  
R	   The	  molar	  ratio	  of	  acceptor	  to	  donor	  measured	  by	  FRET	  stoichiometry.	  
fA	   Fraction	  of	  acceptor	  in	  complex	  as	  measured	  by	  FRET	  stoichiometry.	  
fD	   Fraction	  of	  donor	  in	  complex	  as	  measured	  by	  FRET	  stoichiometry.	  
α	  
Proportionality	  constant	  relating	  acceptor	  fluorescence	  at	  the	  acceptor	  
excitation	  to	  the	  donor	  excitation.	  
β	  
Proportionality	  constant	  relating	  donor	  fluorescence	  detected	  at	  the	  
acceptor	  emission	  relative	  to	  that	  detected	  at	  the	  donor	  emission.	  
θ	  
Proportionality	  constant	  relating	  donor	  fluorescence	  at	  the	  acceptor	  
excitation	  to	  the	  donor	  excitation.	  
η	  
Proportionality	  constant	  relating	  acceptor	  fluorescence	  detected	  at	  the	  
acceptor	  emission	  relative	  to	  that	  detected	  at	  the	  donor	  emission.	  
γ	  
Ratio	  of	  the	  extinction	  coefficient	  of	  the	  acceptor	  to	  the	  donor	  at	  the	  
donor	  excitation.	  
ζ	  
Proportionality	  constant	  relating	  the	  sensitized	  acceptor	  emission	  to	  the	  
decrease	  in	  donor	  fluorescence	  due	  to	  FRET.	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3.2 Materials and Methods  
 
3.2.1 COS-7 Cell Culture and Transfection  
 COS-7 cells were grown in Dulbecco’s Modified Eagle Medium (Ref: 11885-084, 
supplemented with 10% fetal bovine serum and 1% penicillin/streptomycin mixture) at 
 37!C in 5% CO2.  COS-7 cells were plated on 35-mm tissue culture dishes 24 hours prior 
to transfection.  Three different plasmid DNAs were used for transfection, mAmetrine, 
tdTomato, and an mAmetrine-tdTomato linked construct.  The operating frame of 
mAmetrine was inserted in frame into ptdTomato-N1 vector (Clontech) by an amino acid 
polypeptide linker (ASGAPVAT) between the NheI and AgeI sites to create the 
mAmetrine-tdTomato linked construct.  Transfections were performed when cells were 
50% confluent, where 0.5µg of plasmid DNA was combined with 100µL  of serum-free 
media and 3µL of FuGene.  The following construct combinations were used to transfect 
different plates: mAmetrine, tdTomato, mAmetrine + tdTomato, mAmetrine-tdTomato, 
mAmetrine-tdTomato + tdTomato , mAmetrine-tdTomato + mAmetrine plasmids (‘-‘ 
denotes the amino acid linker, whereas ‘+’ denotes a mixture).  24 hours after 
transfection, cells were imaged in Ringer’s Buffer while being maintained at  37!C using 
a heated stage during data collection. 
3.2.2 Imaging 
 The microscope setup used in this experiment is shown in figure 2.  Pulses from 
an 82 MHz Ti:sapphire oscillator (Venteon: Pulse one), with >300 nm bandwidth 
centered at ~800 nm, were phase-shaped by a MIIPS® 640 Box (BioPhotonic Solutions 
Inc.) equipped with a 640-pixel SLM (PerkinElmer) in a folded 4-f geometry.  The phase-
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shaped beam is sent into the scan head of a Prairie Technologies modified Olympus 
BX51WI upright microscope for imaging.  A water-immersion microscope objective 
(Olympus UPlanApo 60X, 1.2NA) was used to focus onto the sample and collect epi-
fluorescence signal.  The excitation power at the sample was approximately 2 mW.  The 
emitted signal was separated from the excitation light with a dichroic mirror (Chroma 
660DCXXR), filtered with a low-pass filer (Chroma E650SP), and spectrally split into 
two PMT channels (λD
em  and λA
em ) using a dichroic (Chroma 550DCXR) allowing for 
multicolor detection.  
 
	  
Figure 3.2 Experimental setup:  M1-M5: mirrors, G = grating, CM = curved mirror, SLM 
= spatial light modulator, DM1 = 660DCXXR dichroic mirror, DM2 = 550DCXR 
dichroic mirror, OBJ = 60X 1.2 NA water immersion objective, SP = E650SP short 
pass filter. 
 
 Multiphoton intrapulse interference phase scan (MIIPS) was used to pre-
compensate for dispersion caused by the microscope optics and achieve a near TL pulse 
at the sample.20,24-26 An additional phase mask was added to the compression phase mask 
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to shape pulses for selective excitation.  Pulse shapes were chosen according to the donor 
and acceptor two-photon absorption spectra (figure 3.3A).  A model of our system 
combined with a genetic algorithm [MATLAB toolbox, Mathworks] was used to 
determine the phase mask for the ideal selective excitation of the donor and acceptor 
molecules.  An ideal selective excitation is one that primarily excites either the donor or 
acceptor molecule, with minimal excitation of the other molecule.  The resulting 
fluorescence has reduced cross-talk using this technique.  The amplitude and phase of the 
laser spectrum after pre-compensation are accounted for in the model to accurately reflect 
the experimental system.  Figure 3.3C shows the ideal selective excitations from our 
computational model.  Differences between the computational model in figure 3.3C and 
the experimental results found in figure 3.3B are due to attenuation from the experimental 
collection optics.   
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Figure 3.3 Two-photon absorption of  donor (mAmetrine) and acceptor (tdTomato), with 
second harmonic overlap (A).29  Selective two-photon excitation of donor (red) and 
acceptor (blue) and second harmonic overlap (black) (B).  Computational model of 
ideal selective two-photon excitation from genetic algorithm, the phase of which is 
supplied to the experimental SLM. 	  
The poor selectivity of the acceptor pulse (blue) is made up for by the substantial 
selectivity of the donor pulse.  Differences in fluorophore quantum yield and filter 
choices require the pulse shapes to achieve comparable image quality for the different 
fluorophores given the same average power.  The resulting balanced emission detection is 
optimized for signal to noise, reduces image acquisition time, and reduces unnecessary 
illumination of the sample.  An initial population of a hundred binary phase masks are 
generated using a prime number based destructive interference scheme.20,27 Convergence 
to the ideal phase mask took approximately 2 minutes for each mask.  This approach is 
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significantly faster than a genetic algorithm feedback loop integrated into the 
experimental systems, which can take hours to converge depending on excitation type 
and initial population.28 The SLM response time of 35 ms allows for rapid switching 
between pulse shapes.  The two excitation conditions and two detection channels 
generate 4 distinct images: labeled IA, ID, IF and IN. 
3.2.3 Image Processing 
 Each microscope image is comprised of 512 x 512 pixels with a total image size 
of 223µm  x 223µm .  An image acquisition time of approximately 50 s was a result of 
the 12 µs pixel dwell time and averaging of 16 exposures.  Image processing and analysis 
was performed in MATLAB.  All images were background-subtracted using the average 
shuttered PMT dark counts and shading-corrected using the shading profile from a 
fluorescence slide.  After correction for background and shading, corrected images were 
analyzed with a watershed algorithm and a single binary mask was used to select 
individual cells from images.30 Thresholding algorithms were used to choose pixels with 
intensities in the PMT linear response regime (away from saturation as well as dark noise 
floor).   
3.2.4 Determination of Efficiency by Fluorescence Lifetime 
 
 The fluorescence lifetime of cells expressing donor (mAmetrine) and the linked 
donor-acceptor (mAmetrine-tdTomato) construct were measured with a fluorescence 
lifetime imaging microscope (FLIM) configured for time-correlated single photon 
counting.  The FLIM measurements were performed using an Olympus IX-81 
microscope with a 60X 1.2NA water immersion objective.  A supercontinuum excitation 
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source (Fianium SC 400-6-PP) having a repetition rate of 20 MHz, ~100-ps pulse 
duration and configured with an acousto-optic tunable filter was used for picking the 
excitation wavelengths.  Single photon detection was performed with two Hamamatsu 
H7422P-40 PMTs.   
 The donor lifetime was fit to a bi-exponential decay both in the absence as well as 
presence of FRET.  From the average fluorescence lifetime of mAmetrine and of 
mAmetrine-tdTomato in complex, the FRET efficiency, E, was determined to be 0.29 
inside cells according to the relation: 
	   E = 1− τ DA
τ D
⎡
⎣
⎢
⎤
⎦
⎥ 	  	   (3.2)	  
where τ D = 3.19ns  and τ DA = 2.26ns  are the experimentally measured fluorescence 
lifetimes of mAmetrine alone and mAmetrine-tdTomato linked construct respectively. 
3.3 Derivation of Two-Photon FRET Stoichiometry 
 
 The two-photon FRET stoichiometry theory proposed in this manuscript is a 
generalization of the one-photon variant published by Hoppe et al..7 The same notation, 
Fx λ#*λ#*( ) , will be used for consistency.  The subscript X represents the origin of the 
fluorescence signal, either D for donor, A for acceptor, or T for fluorescence due to 
FRET.  The # subscript identifies the wavelengths corresponding to the variables D or A.  
Finally, the * superscript denotes the excitation and emission condition.  As an example 
of this notation, the term FD λAexλDex( )  refers to fluorescence signal from the donor 
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molecules when excited at the acceptor’s excitation wavelengths and collected at the 
donor’s emission wavelengths.   
 A microscope image is made up of three signals: emission from the acceptor, FA , 
emission from the donor, FD , and emission from the donor-acceptor complex, FC .  
Signals from the donor-acceptor complex may be further broken down into emission 
from the donor, FDC , emission from the acceptor not due to FRET, FAC , and emission 
from the acceptor due to FRET, FT .  As FRET efficiency is not 100%, donor molecules 
in complex will have some emission resulting in FDC ≠ 0 .  Similarly, the acceptor in the 
complex may be directly excited by the same wavelengths used to excite the donor, 
resulting in direct acceptor emission, FAC.  It is not possible to distinguish fluorescence 
from the donor in complex from that of the free donor.  Likewise, signal from the 
acceptor in complex cannot be distinguished from that of the free acceptor.  As the terms 
FD and FA already contain the signal associated with FDC and FAC, the latter two terms 
will not be independently considered.  The signal recorded at any given pixel in a 
microscope image can therefore be simplified into the three components: donor emission, 
FD , acceptor emission (not due to FRET), FA , and acceptor emission due to FRET, FT . 	   The following derivation will relate microscope images to the previously 
mentioned terms.  Three images are considered, a FRET image, IF , an acceptor image, 
IA , and a donor image, ID , defined in terms of the contributing fluorophores’ signals: 
	   IF = F λDexλAem( ) = FD λDexλAem( ) + FA λDexλAem( ) + FT λDexλAem( )IA = F λAexλAem( ) = FD λAexλAem( ) + FA λAexλAem( ) + FT λAemλAem( )
ID = F λDexλDem( ) = FD λDexλDem( ) + FA λDexλDem( ) + FT λDemλDem( )
	  	   (3.3)	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Depending on the experimental conditions used, namely, the choice of fluorophores, 
excitation wavelengths, and emission filters, some of the terms in these three equations 
may go to zero.  For example, Hoppe et al. assumed 
	   FT λDexλDem( ) = 0
FT λAexλAem( ) = 0
	  	   (3.4)	  
since they selected fluorophores with minimal cross-talk in the one-photon excitation 
regime.  For the purposes of this derivation, the most general case is considered and all 
terms are kept.  This is pertinent in the case of two-photon excitation, where the donor 
and acceptor have significant two-photon cross-section overlap.  For example, the 
donor’s excited state can be populated with excitation at the acceptor’s excitation 
wavelengths.  Similarly, the donor emission channel may be contaminated with signal 
originating from acceptor emission.  Finally, when FRET does occur, the FD terms must 
accommodate the associated decrease in signal contribution from donor fluorescence.  
For these reasons, the relations in equation 3.4 are no longer valid. 
 The first step in the two-photon FRET stoichiometry derivation requires us to find 
an expression for fA, the fraction of acceptor molecules in complex, in terms of 
microscope observables.  We start with a modified two-photon excitation FRET 
efficiency:31 
	   E = σ A λDex( )
σ D λD
ex( )
FAD λDexλAem( )
FA λDexλAem( )
−1
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
1
fA
⎛
⎝⎜
⎞
⎠⎟
	  	   (3.5)	  
where FAD is the fluorescence from the acceptor in the presence of the donor and FA is the 
fluorescence from the acceptor in the absence of the donor.  The ratio of the acceptor and 
donor two-photon cross-sections at the donor’s excitation wavelengths will be referred to 
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as γ throughout the derivation, γ =σ A λD
ex( ) σ D λDex( ) .  The term  FAD λDexλaem( )  can be 
written as 
	   FAD λDexλAem( ) = FA λDexλAem( ) + FT λDexλAem( ) 	  	   (3.6)	  
where this signal originates only from the acceptor.  In an actual experiment, this term 
will contain some donor emission that overlaps with acceptor emission channel.  This is 
accounted for by rewriting FAD λDexλAex( )  in terms of the microscope image, IF, resulting in 
the relationship 
	   FAD λDexλAem( ) = IF − FD λDexλAem( )   (3.7) 
Since FD λDexλAex( )  must also be expressed in terms of the images IA, ID, and IF, we 
introduce the cross-talk constant β given by  
	   β = FD λDexλAem( )FD λDexλDem( ) = IFID 	  	   (3.8)	  
relating the donor fluorescence detected at the acceptor emission wavelength relative to 
that detected at the donor wavelength emission (due to the dichroic splitting ratio).  We 
can then solve forFD λDexλDex( )  in terms of microscope images with the relationship 
	   FD λDexλDem( ) = ID − FA λDexλDem( )− FT λDexλDem( ) 	  	   (3.9)	  
We define the constant, η, which corresponds to the ratio 
	   η = FA λDexλAem( )FA λDexλDem( ) = FA λAexλAem( )FA λAexλDem( ) = IAIN 	  	   (3.10)	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and accounts for how the dichroic mirror splits the acceptor fluorescence between 
detection channels.  Substituting η into equation 3.10, we find 
	   FD λDexλDem( ) = ID − 1η⎛⎝⎜ ⎞⎠⎟ FA λDexλAem( )− FT λDexλDem( ) 	  	   (3.11)	  
Since the acceptor will fluoresce at the same wavelengths whether it is excited directly or 
via FRET, η can also be used to quantify how the FT signal splits between detection 
channels with the relationship 
	   η = FT λDexλAem( )FT λDexλDem( ) = FT λAexλAem( )FT λAexλDem( ) 	  	   (3.12)	  
Substituting equation 3.12 into equation 3.11 results in 
	   FD λDexλDem( ) = ID − 1η FA λDexλAem( ) + FT λDexλAem( )( ) 	  	   (3.13)	  
Equation 3.13 can then be substituted into equation 8 to obtain 
	   FAD λDexλAem( ) = IF − β ID − 1η FA λDexλAem( ) + FT λDexλAem( )( )⎡⎣⎢ ⎤⎦⎥ 	  	   (3.14)	  
Since FAD λDexλAex( )  has already been defined as  
	   FAD λDexλAem( ) = FA λDexλAem( ) + FT λDexλAem( ) 	  	   (3.15)	  
substituting equation 3.14 and equation 3.15 leads to the relationship forFAD λDexλAem( )  as 
	   FAD λDexλAem( ) = IF − β ID
1− β
η
	  	   (3.16)	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 Now we may turn our attention to solving FA λDexλAex( )  in terms of microscope 
observables.  First, the constant α is defined as 
	   α = FA λDexλAem( )FA λAexλAem( ) = IFIA 	  	   (3.17)	  
similar to that of the one-photon theory.  Using the earlier definition for the image IA, we 
can rearrange the terms to have the relationship 
	   FA λAexλAem( ) = IA − FD λAexλAem( )− FT λAexλAem( ) 	  	   (3.18)	  
An additional constant, θ, is defined as 
	   θ = FD λDexλDem( )FD λAexλDem( ) = FD λDexλAem( )FD λAexλAem( ) 	  	   (3.19)	  
which is the ratio of donor fluorescence obtained when excited with donor vs. acceptor 
excitation wavelength.  Implementing θ and β into equation 3.18 yields the relationship 
	   FA λAexλAem( ) = IA − βθ⎛⎝⎜ ⎞⎠⎟ FD λDexλDem( )− FT λAexλAem( ) 	  	   (3.20)	  
Using equations 3.13 and 3.15 in equation 3.20 results in 
	   FA λAexλAem( ) = IA − βθ⎛⎝⎜ ⎞⎠⎟ ID − 1η⎛⎝⎜ ⎞⎠⎟ FAD λDexλAem( )⎡⎣⎢ ⎤⎦⎥ − FT λAexλAem( ) 	  	   (3.21)	  
Since FRET efficiency is constant regardless of donor excitation wavelength, the constant 
θ can be used to relate the FT λAexλAex( )  term for the case of donor excitation as 
	   FT λAexλAem( ) = 1θ FT λDexλAem( ) = 1θ FAD λDexλAem( )− FA λDexλAem( )⎡⎣ ⎤⎦ 	  	   (3.22)	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Substituting equation 3.22 into equation 3.21 and replacing the terms FAD λDexλAex( )  with 
previously found value in equation 3.16, FA λDexλAem( )  is rewritten as 
	   FA λDexλAem( ) = θαθ −α IA − θαθ −α IF 	  	   (3.23)	  
 Having solved for both FA λDexλAem( )  and FAD λDexλAem( )  in terms of image 
parameters, the FRET efficiency (equation 3.5) may be expressed as 
	   E = γ ηη − β IF − βηη − β IDθα
θ −α
IA −
θα
θ −α
IF
−1
⎡
⎣
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
1
fA
	  	   (3.24)	  
In its current state, equation 3.24 has three unknowns, E, γ , and fA .  Our technique 
requires a priori knowledge of the FRET efficiency, E, which may be determined 
experimentally via FLIM measurements (as discussed in the previous section) prior to the 
stoichiometric measurements.  The variable γ  may then be solved for by imaging a 
sample only containing the donor-acceptor construct, and assigning 𝑓! = 1.  Once γ has 
been determined, our last unknown, fA, can be found for samples containing an unknown 
quantity of acceptor molecules in complex.   
 The next step in our derivation is to determine the fraction of donor in complex, 
fD.  In this case, an alternate equation for FRET efficiency is used based on the 
characteristic decrease in donor fluorescence 
 E = 1− FDA λD
exλD
em( )
FDO λDexλDem( )
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
1
fD
⎛
⎝⎜
⎞
⎠⎟
  (3.25) 
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Here, FDA λDexλDem( )  represents the signal from the donor in the presence of the acceptor, 
and FDO λDexλDem( )  represents the signal from the donor in the absence of the acceptor.  
These two terms must be defined in terms of images taken in the microscope.  First, 
FDA λDexλDem( )  is defined by rearranging equation 3.3 for ID  to obtain 
 FDA λDexλDem( ) = F λDexλDem( ) = ID − FA λDexλDem( )− FT λDemλDem( )   (3.26) 
The last two terms have previously been defined and equation 3.26 may be reduced to 
 FDA λDexλDem( ) = 1η − β ηID − IF[ ]   (3.27) 
 Solving for FDO λDexλDem( )  is performed following the same protocol as the original 
one-photon FRET stoichiometry theory7 using  
	   FDO λDexλDem( ) = FT λDexλAem( )ξ + FDA λDexλDem( ) 	  	   (3.28)	  
where	  the	  constant	  ξ 	  accounts	  for	  the	  excitation	  transferred	  from	  donor	  to	  acceptor	  which	  would	  otherwise	  have	  emitted	  in	  the	  donor	  channel.	  	  Thus,	  ξ 	  is	  a	  function	  of	  quantum	  yields	  of	  donor	  and	  acceptor	  as	  well	  as	  detection	  efficiencies	  of	  donor	  and	  acceptor	  detection	  channels.	  	  While the last term is defined in equation 3.27, 
the first term, FT λDexλAem( ) , is found by rearranging equation 3.3 for IF  resulting in	  
	   FT λDexλAem( ) = IF − FD λDexλAem( )− FA λDexλAem( ) 	  	   (3.29)	  
where expressions for FD λDexλAem( )  and FA λDexλAem( )  are found using β , equations 3.27 
and 3.23, respectively.  The resulting expression for FT λDexλAem( )  is 
	  	   74	  
	   FT λDexλAem( ) = IF ηθ − βα( )θ −α( ) η − β( )⎛⎝⎜ ⎞⎠⎟ − ID βηη − β( )⎛⎝⎜ ⎞⎠⎟ − IA αθθ −α( )⎛⎝⎜ ⎞⎠⎟ 	  	   (3.30)	  
 Combining these results into equation 3.25 results in the FRET efficiency relation 
	   E = 1− 1η − β⎛⎝⎜ ⎞⎠⎟ ηID − IF( )
ξ ηθ − βα
θ −α( ) η − β( )
⎛
⎝⎜
⎞
⎠⎟
IF −
βη
η − β
⎛
⎝⎜
⎞
⎠⎟
ID −
αθ
θ −α
⎛
⎝⎜
⎞
⎠⎟ IA
⎛
⎝⎜
⎞
⎠⎟
+ 1
η − β
⎛
⎝⎜
⎞
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ηID − IF( )
⎡
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1
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   (3.31)	  
Imaging a sample containing only the donor-acceptor construct ensures fD = 1 , and 
knowing the FRET efficiency, E, the variable ξ  can be determined.  The last unknown, 
fD , can then be found for samples containing an unknown quantity of donor molecules in 
complex.  Taking the initial one-photon assumptions, whereFA λDexλDex( ) and FD λAexλAex( )  
are zero, η and θ  go to infinity and our relations for γ , ξ , fA , and fD  converge to the 
one-photon theory. 
 The final stoichiometric quantity desired is R, the molar ratio of acceptor 
molecules to donor molecules.  This can be found by simply taking the ratio of the two 
expressions, fD  and fA . 
	   R = fDfA = AT[ ]DT[ ] 	  	   (3.32)	  
3.4 Determination of Parameters: α , β , η , θ , γ , ξ  
 The parameters α  and β  are calculated according to the equations: 
 α =
FA λDexλAem( )
FA λAexλAem( )
= IFIA
  (3.33) 
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 β =
FD λDexλAem( )
FD λDexλDem( )
= IFID
  (3.34) 
from cells expressing only acceptor and donor respectively.  This step is identical to 
previously published work (7).  The α  and β values for our system were found to be 
0.33 and 0.25.  In a similar manner, η and θ  are determined from cells expressing only 
acceptor and only donor respectively, given by the relations: 
 η =
FA λDexλAem( )
FA λDexλDem( )
=
FA λAexλAem( )
FA λAexλDem( )
= IAIN
  (3.35) 
	  
 θ =
FD λDexλDem( )
FD λAexλDem( )
= IDIN
  (3.36) 
Theη and θ values were found to be 5.92 and 2.22.  Using equations for fA  and fD , in 
which IA , ID , and IF  were collected from 59 cells expressing only the FRET construct, 
γ and ξ  were found using the relationship 
 γ TPE = E
η
η − β
IF −
βη
η − β
ID
θα
θ −α
IA −
θα
θ −α
IF
−1
⎡
⎣
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
−1
  (3.37) 
and 
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 ξ =
γ TPEE
1
η − β
ηID − IF( )⎛⎝⎜
⎞
⎠⎟
1− E( ) ηθ − βα
θ −α( ) η − β( )
⎛
⎝⎜
⎞
⎠⎟
IF −
βη
η − β
⎛
⎝⎜
⎞
⎠⎟
ID −
αθ
θ −α
⎛
⎝⎜
⎞
⎠⎟ IA
⎛
⎝⎜
⎞
⎠⎟
  (3.38) 
The γ and ξ values were found to be 0.30 and 1.03.  From these values, the average fA , 
fD  and R for a single cell as well as for an entire set of images was determined.   
 
3.5 Results  
 The stoichiometry of an unknown system requires images IA, ID, and IF from 
applying different excitation pulse shapes and emission filters.  FRET decreases 
fluorescence from the donor and increases fluorescence from the acceptor (figure 3.1).  In 
this case, the image ID decreases in intensity and the IF image increases in intensity.  
Overlapping excitation and emission spectra result in significant cross-talk between the 
PMT channels.  The additional cross–talk terms, η  and θ , correct for the spectral 
overlap of the two fluorophores enabling greater accuracy in the determination of γ , ξ , 
fA , fD , and R.  23 cells (acceptor only) were analyzed to calculate α  and η , 42 cells 
(donor only) were analyzed for β  and θ , and 59 cells (donor-acceptor linked construct) 
were analyzed for γ  and ξ .  The boundary conditions for fA  and fD  were tested to 
illustrate the increased accuracy of our theory to that of the one photon theory (table 3.2).  
For example, the 43 cells expressing unlinked donor and acceptor are expected to have fA  
and fD values of zero.  All stoichiometry measurements of fA , fD , and R result in the 
expected value for the cell transfection type.  The one-photon FRET stoichiometry has 
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similar results to the cross-talk corrected stoichiometry in the pure FRET case, but 
dramatically deviates in accuracy in the case of no FRET (table 3.2).   
 
Table 3.2 FRET stoichiometry results for cell expression of combinations of linked and 
unlinked molecules. Expected values are in parenthesis. 
	  	   mAm-­‐tdT	   mAm	  +	  tdT	   mAm-­‐tdT	  +	  tdT	   mAm-­‐tdT	  +	  mAm	  
Number	  of	  Cells:	   59	   42	   17	   18	  
fD	  ±	  SD	  (TPA)	   1.00	  ±	  0.15	  (1)	   0.04	  ±	  0.06	  (0)	   0.76	  ±	  0.32	  (1)	   0.17	  ±	  0.07	  
fA	  	  ±	  SD	  (TPA)	   1.00	  ±	  0.25	  (1)	   0.06	  ±	  0.13	  (0)	   0.21	  ±	  0.10	   0.77	  ±	  0.33	  (1)	  
fD	  ±	  SD	  (1PA)	   1.00	  ±	  0.16	  (1)	   -­‐0.21	  ±	  0.10	  (0)	   0.51	  ±	  0.35	  (1)	   0.01	  ±	  0.10	  
fA	  	  ±	  SD	  (1PA)	   1.00	  ±	  0.22	  (1)	   -­‐0.30	  ±	  0.20	  (0)	   0.17	  ±	  0.13	   0.03	  ±	  0.34	  (1)	  
 
 
 Cell images analyzed with our technique are shown color coded in Fig. 3.4 – 3.7 
according to the fluorophores’ expression in individual cells.  The concentrations of 
donor and acceptor fluorophores vary between cells requiring our algorithm to accurately 
select individual cells for comparison. Variability between cells can result in large 
standard deviations.  The functions used to characterize the ratio of donor and acceptor in 
complex require the presence of both the donor and acceptor.  When a cell does not 
express any acceptor or donor, the measure of the molecule in complex becomes 
inaccurate due to the increased influence of noise in the corresponding channel.  Images 
of cells expressing donor and acceptor not in complex are more susceptible to this error 
as can be seen in Fig 5.  Cells expressing excess donor and excess acceptor are presented 
in Fig. 6 and Fig. 7 respectively.   
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Figure 3.4 Top:  Raw microscope images from channels IA, ID, and IF for cells expressing 
linked construct mAmetrine-tdTomato.  Bottom:  Color coded cells after analysis for 
the cells expressing linked construct mAmetrine-tdTomato giving the ratio of 
acceptor in construct (fA), ratio of donor in construct (fD), and absolute concentration 
ratio (R).  Scale bar insert 55µm  
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Figure 3.5 Raw microscope images from channels IA, ID, and IF for cells expressing 
unlinked mAmetrine and tdTomato.  Bottom:  Color coded cells after analysis for 
cells expressing unlinked mAmetrine and tdTomato giving the ratio of acceptor in 
construct (fA), ratio of donor in construct (fD), and absolute concentration ratio (R).  
Scale bar insert 55µm  
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Figure 3.6 Raw microscope images from channels IA, ID, and IF for cells expressing 
linked construct mAmetrine-tdTomato plus excess mAmetrine.  Bottom:  Color 
coded cells after analysis for linked cells expressing construct mAmetrine-tdTomato 
plus excess mAmetrine giving the ratio of acceptor in construct (fA), ratio of donor 
in construct (fD), and absolute concentration ratio (R).  Scale bar insert 55µm  
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Figure 3.7 Raw microscope images from channels IA, ID, and IF for cells expressing 
linked construct mAmetrine-tdTomato plus excess tdTomato.  Bottom:  Color coded 
cells after analysis for linked cells expressing construct mAmetrine-tdTomato plus 
excess tdTomato giving the ratio of acceptor in construct (fA), ratio of donor in 
construct (fD), and absolute concentration ratio (R).  Scale bar insert 55µm  	  
Calculation of the donor in construct versus acceptor in construct determines the absolute 
concentration ratio of acceptor AT[ ] to donor DT[ ]via the relation, R = AT[ ] DT[ ] .  
Excess acceptor will result in R > 1, excess donor will result in R < 1, and equal mole 
fraction of donor and acceptor results in R = 1.  To test the method for calculating fA , fD  
and R, cells expressing the FRET construct plus excess acceptor, and FRET construct 
plus excess donor were imaged with our technique.  In the case where the FRET 
construct plus acceptor is expressed, the observed fA  was found to be approximately 0.2.  
The observed fD  was ~ 0.8 (expected 1.0), with a large standard deviation suggesting 
high variability between cells as well as a systematic drift possibly due to low signal to 
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noise ratio in the donor channel.  In the case where the FRET construct plus donor is 
expressed, the observed fD  was found to be approximately 0.2, suggesting a similar 
expression to the previous case.  The measure of fA  also decreased to approximately 0.8, 
possibly showing susceptibility to the background noise.   
 FRET stoichiometry was able to accurately predict boundary conditions as well as 
combinations of molecules both in and out of construct.  Large standard deviations for 
the average value for each system were possibly due to variance in cell expression and 
fluorophore photobleaching over the time duration of the experiment.  Low expression of 
donor or acceptor resulted in an increase in standard deviation.  At high average laser 
power (>2mW), cell autofluorescence contaminated the intensity channels, which 
prevented increasing the signal significantly above noise floor and decreased 
stoichiometry accuracy.  An average power no greater than 2 mW was maintained 
throughout the experiments to reduce contributions from autofluorescence.  
 
3.6 Discussion 
 Pulse-shaping based two-photon FRET stoichiometry has been applied to imaging 
live COS-7 cells.  A one-photon stoichiometry theory was generalized to account for 
cross-talk in the two-photon excitation case.  Two-photon selective excitation using pulse 
shaping allowed for quick transition between fluorophore excitation (on the order of 30 
ms).  The improved time resolution compared with tuning a Ti:sapphire laser allows for 
the possibility observing how the cellular stoichiometry evolve over time.   
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Chapter 4 Pump-Probe Microscopy 
 
4.1 Introduction 
 In the previous chapter, pulse shaping was used to compress a pulse after a 
microscope objective to the TL.  Using binary phase masks, selective excitation pulses 
were created and used to image cells expressing multiple GFP variants.  In this section, 
we describe the addition of a second beam and pulse shaper to the optical setup.  The 
addition enables the optical control of material responses beyond fluorescence.  The 
analogy of a musical score is revisited to illustrate not just the increase in dynamic range, 
but to highlight the increased sophistication to our technique. 
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Figure 4.1  Musical score cartoon illustrating increase in dynamic range and optical 
control. 
4.2 Experimental Design 
 The home built multiphoton microscope (Figure 4.2) employs a femtosecond 
oscillator (Venteon Pulse: One, 80 MHz, 600 mW avg. power, >300 nm bandwidth) 
having transform-limited pulses with 7-fs pulse duration and 650 - 1000 nm spectrum 
(Figure 4.3a).  The fundamental beam is split by a beamsplitter (BS), directing 70% of 
the fundamental beam as the pump beam and the remaining 30% for generating the probe 
beam via second harmonic (SH) generation.  The pump beam is modulated with an 
electro-optic modulator (Conoptics Model 350-160 KD*P) at 2 MHz (50% duty cycle). 
The modulated pump beam is then sent to a spatial light modulator (SLM) based pulse-
shaping setup (BioPhotonic Solutions MIIPS BOX 640) that compensates for the large 
dispersion from the microscope objective and electro-optic modulator using the MIIPS 
algorithm to obtain a near-transform-limited pulse duration at the sample.1,2 The 
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optimized phase mask compresses the pump pulse at the focus generating a SH spectrum 
with 40 nm FWHM bandwidth (Figure 4.3b).  From the interferometric autocorrelation of 
the pump pulse (Figure 4.3c), and assuming a hyperbolic secant squared pulse, a sub-40fs 
pulse is incident at the sample. 
	  
Figure 4.2  Pump-probe microscopy setup; BS: beam splitter, EOM: Electro-Optic 
modulator, CH: chirped mirrors, WP: wedge pair, SH: second harmonic setup, DS: 
delay stage, OBJ: 40X 0.6 NA objective, C: 0.8 NA condenser, F: filter, D: balanced 
diodes. 	  
 The second harmonic probe beam is obtained by compensating for second order 
dispersion of air with a combination of chirped mirrors and a wedge pair combination. 
The nearly transform-limited pulse is then focused onto a 100µm  thick BBO crystal with 
a spherical mirror (f = 12mm) as discussed by Furbach et. al. providing SH light with 
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approximately 3 mW average power and a large spectral bandwidth (Figure 4.3d).3 The 
probe beam is then directed to a second home-built pulse shaping setup using a SLM 
(Boulder Nonlinear Systems) in order to compensate for the dispersion of the microscope 
objective. 
	  
Figure 4.3  Pulse characterization. A. Venteon: Pulse one fundamental spectrum. B. SH 
bandwidth after microscope objective. C. Pump pulse interferometric 
autocorrelation. D. Probe pulse spectrum. 	  
 An automated delay stage on the pump beam controls the time delay interval 
between the pump and probe pulses.  To ensure the smallest spot size and similar focal 
lengths, the beams are individually expanded using telescopes to fill the entire back 
aperture of the objective (Olympus 40X, NA= 0.6) before being combined with a 
dichroic mirror.  The nonlinear interaction of the pump and probe pulses at the focus 
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results in transfer of pump modulation to the probe. The probe beam is then collimated 
with a 0.8 NA condenser and the pump light is removed with a dichroic mirror and short-
pass filter combination. The modulation on the probe is detected with a balanced 
amplified photodiode (ThorLabs, PDB420A) and lock-in amplifier (Zurich Instruments, 
HF2L1). Kinetic lifetimes are obtained by scanning the delay stage.  A raster-scanning 
XYZ piezo stage is used to create three-dimensional images. 
4.3 Pulse Shaping  
 Pulse shaping was previously discussed in chapter 2.  In this section, we discuss 
design elements specific to the blue pulse shaper.  Figure 4.4 shows two cartoons and an 
image of the blue pulse shaper. 
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Figure 4.4  Blue pulse shaper geometry.  Top: Top-down perspective of blue pulse shaper 
schematic, illustrating the grating (G), flat mirrors (M), curved mirror (CM), spatial 
light modulator (SLM), and iris (IR).  Middle: Picture of blue pulse shaper from top-
down perspective.  Bottom: Side view perspective of blue pulse shaper schematic. 	  
In the off Littrow configuration, where the blue beam is incident at  α = 7 , and using a 
600 groove/mm d = 1/ 60000( )  blue blazed grating (Optometrix), with a theoretical 
wavelength distribution of 350-500 nm we can use the relation 	   mλ = d sinα + sinβ( ) 	  	   (4.1)	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to find  β350 = 5.06
  and  β500 = 10.3
! , giving an angular spread of  Δβ ≈ 5
 .  To determine 
the distance between the grating and collimation required in order to cover the entire 2cm 
SLM LCD, we use the relation  
	  
 
D = 2cm i180
Δβ iπ
	  	   (4.2)	  
and findD ≈ 23cm .  The SLM then needs to be properly positioned within the confocal 
length of the collimating mirror.  
There are several other key components to keep in mind when assembling an 
SLM based pulse shaper.  First, the SLM is analogous to an active waveplate with the 
extraordinary axis voltage dependent.  To function properly, the polarization of the 
incident beam must be parallel with the extraordinary refractive index of the liquid 
crystals.  Taken to the opposite extreme, where the polarization of the beam is 
perpendicular to that extraordinary refractive index, no retardance will occur.  The laser 
beam should be kept as close to orthogonal to the face of the SLM as possible, while also 
ensuring the output may be spatially separated from the input.  The Nyquist theorem puts 
an upper limit to the pulse compression capability of an SLM, where the difference in 
phase applied by two adjacent pixels should be smaller than π .4 In practice this number 
may be smaller due to diffraction effects due to the discrete nature of the pixels.  For our 
SLM, the diffraction efficiency (zero-order) is found to be between 80-95% depending on 
the applied wavelengths.  Any optical aberration, wavefront distortion or spatial chirp can 
also greatly reduce the effectiveness of the SLM.  
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4.3.1 SLM Characterization 
 A Boulder Nonlinear Systems, Inc. (BNS) SLM is used in our blue pulse shaper.  
This phase only SLM is comprised of a 1x12K linear array of liquid crystals capable of 
modulating light according to the liquid crystal orientation.  Vertically polarized light 
travels through the conductive glass coverslip, the liquid crystals, and is reflected off the 
electrode pixels.  An analog voltage drives each pixel resulting in an electric field across 
the liquid crystals to the conductive cover glass.  The optical properties of the (nematic) 
liquid crystals can be controlled due to their variable electro-optic response to the electric 
field.  Different voltages at each pixel within the SLM can create an arbitrary phase mask 
to a high degree of accuracy.  No electric field across the liquid crystals results in the 
liquid crystals perpendicular to the incident beam.  As illustrated in figure 4.5, this 
orientation results in the largest difference between the extraordinary (ne) and ordinary 
(no) refractive index with respect to the incident light beam.  In our configuration, the 
polarization of the light is parallel with the extraordinary index of refraction of the liquid 
crystals resulting in the maximum phase delay.  At the highest potential, the liquid 
crystals will orient along the electric field lines resulting in the liquid crystals being 
parallel with the incident beam.  Relative to the incident light beam, the extraordinary 
index of refraction will approach that of the ordinary index of refraction.  This orientation 
will result in minimal phase delay and as such the SLM acts most like a mirror. 
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Figure 4.5  SLM liquid crystal cartoon illustrating the change in the extraordinary index 
of refraction with respect to liquid crystal orientation.  	  
 The BNS SLM is a 16-bit device, resulting in each pixel being capable of being 
independently programmed from 0 to 65535 voltage states (216).  The applied voltage 
ranges between 0 and 5 V.  According to the applied voltage ranging and the nematic 
liquid crystals can apply a  phase shift ( ) to a beam of light.  The 12,288 pixels 
having ~1.5um width and ~19.66mm high within the 19.66 x 19.66mm array helps 
mitigate issues due to over sampling (greater than 1π  shift between pixels).  
Unfortunately, adjacent pixels suffer from cross-talk, which is measured to be 
approximately 8 pixels.  For this reason, the SLM is operated with super-pixels (eight 
pixels acting as a single pixel) resulting in less spectral resolution.  During operation, the 
liquid crystals are toggled between true voltage (+V) and the inverse voltage (-V) to 
mitigate permanent poling.  The optical crystals do not respond differently to polarity, 
hence 5 V and -5 V result in the same response.  When applying a phase mask to the 
SLM, the SLM will respond with a rise time of approximately 100 ms and a fall time of 
2π 1λ
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2.5 ms.  The refresh rate can be controlled with the frame rate (true frames) within a 
range of 1KHz and 200Hz.  The liquid crystal’s nonlinear response to the electric field 
requires full characterization.  The nonlinear response is mapped to the applied voltage in 
a custom look-up-table (LUT file), where a linear output response of 0 to can be 
obtained.  The LUT file is comprised of two columns.  The first column contains integers 
that range from 0-65535 so that every input value may be converted.  The second column 
also ranges from 0-65535, but in a nonlinear fashion, as these values account for the 
nonlinearity of the liquid crystals.  The wavelength incident on each pixel as well as the 
voltage required to apply a specific phase to each wavelength must be known for proper 
use. 
4.3.2 SLM as a Variable Wave Plate 
 To understand how the SLM alters the phase of light it is easiest to use the 
physics of a waveplate as a starting point.  A waveplate is made of a birefringent 
material, where the refractive index is different along the axes of the crystal.  Two 
common types are half-wave plates and quarter waveplates.  The half-wave plate shifts 
the linear polarized light into a different direction.  The quarter-wave plate converts linear 
polarized light into circularly polarized light and back.  Mathematically, this can be 
understood where an electric field E 
   (4.3) 
propagates through a material with different index of refraction.  This can be described 
by substituting  into equation 5.5, resulting in  
2π
E = E0 sin ωt − kz( ) xˆ + E0 cos ωt − kz( ) yˆ
k = 2π
λ
nl
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   (4.4) 
where the refractive index of the material is different for each component of the electric 
field.  This equation is typically rewritten with respect to the ordinary index of refraction, 
giving 
   (4.5) 
A quarter wave plate will have the certain length, L, for a given , where the ne and no 
result in a phase shift of , resulting in a linearly polarized beam of light converting 
into a circularly polarized light.   For a half wave plate, the resulting phase shift is , 
resulting in the polarization flipping. 
We can now interpret the SLM as an electronically controlled variable wave plate, 
where an applied voltage controls the extraordinary index of refraction.  The resulting 
induced phase onto the beam of light from the SLM can be described in complex notation 
as 
   (4.6) 
resulting in the effective phase of the beam as 
   (4.7) 
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where the 2*d represents the distance propagated through the reflective SLM.  The liquid 
crystals used are proprietary, but have a similar refractive index to liquid crystal MLC-
6241-000.  The dispersion formula for this liquid crystal is  
   (4.8) 
which gives the following figures. 
 	  
Figure 4.6  Optical properties of the SLM.  Left: Refractive index of liquid crystal Right: 
Birefringence of liquid crystal. 	  
Assuming the liquid crystals have a length of 5 , at 406 nm (no=1.4601, ne=1.5397) 
we have an effective phase of . 
4.3.3 Pixel-Wavelength Calibration 
 The first step to SLM calibration is to determine which wavelength is incident on 
which pixel.  To determine this, the blue pulse shaper is put between two cross polarizers 
(figure 4.7).   
no = 1.4601+ 0.0054λ−2 + 3.15x10−17λ−4
ne = 1.5397 + 0.0075λ−2 +1.03x10−5λ−4
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Figure 4.7  SLM geometry for pixel-wavelength calibration. 	  
First, the linear polarized light is converted to 45 degrees at the first polarizer, as the 
beam propagates into the blue pulse shaping box the polarization can be altered with the 
SLM, the beam exits the blue pulse shaper and is discriminated with the second polarizer 
(cross-polarizer).  If the SLM has no phase mask, then the polarization of the pulse will 
be orthogonal to that of the second polarizer, resulting in minimal intensity transition.  
Applying a phase mask of zeros with a few pixels acting as a super pixel having a  
phase, the wavelengths incident on the  phase will alter the polarization of the beam 
resulting in some intensity after the cross-polarizer.  Using a spectrometer, we can then 
know which wavelength are transmitted through the discriminating polarizer and obtain a 
wavelength to pixel calibration.  The results of this method are presented in figure 4.8.  A 
MATLAB script in conjunction with a spectrometer using LabVIEW was automated to 
put a π -step phase mask on the SLM and record the corresponding spectra. 
π
π
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Figure 4.8  SLM pixel-wavelength calibration  Left: Selected wavelengths using π -step 
method. Right: Peak-wavelength associated with center pixel π -step. 	  
The points in figure 4.8 corresponding to the linear spread of wavelength onto the 
SLM are fit to the equation is y = −0.0131x = 508.5 , where x is the pixel number and y is 
wavelength (nm).  From this data, we interpolate the position of the SH wavelengths 
incident on the SLM.  In the current configuration, wavelengths are spaced 76 pixels 
apart.   
A second calibration is required for compensating for the birefringence of the 
liquid crystals at different wavelengths.  Previously we simply stated the existence of a 
maximum and minimum intensity transition through the cross-polarizers.  The actual 
intensity transition follows the relationship 
   (4.9) 
If we plot equation 4.11 versus wavelength we see the dramatic variation in the 
polarization of the different wavelengths (figure 4.9).   
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Figure 4.9  Theoretical intensity transmission through cross-polarizers at constant 
refractive index with respect to wavelength. 	  
Furthermore, if we look at one wavelength (406 nm) and ramp up the voltage, we would 
see the following intensity profile after the cross-polarizer (figure 4.10). 
	  
Figure 4.10  Intensity after cross-polarizer of 406 nm light with respect to the 
extraordinary refractive index. 	  
Figure 4.10 shows the manifestation of the  phase on the intensity transmitted through 
the cross-polarizer.  While figure 4.9 gives us an idea of refractive index calibration, we 
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need to determine this relationship experimentally.  The next section discusses the proper 
procedure for the experimental refractive index calibration. 
4.3.4 Refractive Index Calibration 
The second calibration technique requires compensation for the index of 
refraction of the liquid crystals at different wavelengths.  Previously, the SLM was 
calibrated at one wavelength (536 nm).  Due to the high variability in the refractive index 
in the near-UV spectrum, proper calibration across our spectrum is required.  The 
standard calibration technique for refractive index is a Twymann-Green interferometer.5 
Unfortunately, this technique iterates between individual wavelengths, making it time 
prohibitive. 
Our technique uses the SLM in its pulse shaping 4-f geometry between two cross 
polarizers.  A phase mask comprised of the same voltage across all pixels is ramped from 
0 to 65535.  With the knowledge of which wavelength is at which pixel, we can use the 
variation in intensity transmission through the discriminating polarizer as a measure of 
refractive index error.  From this data we can generate a LUT file, which properly 
calibrates the SLM.   
The voltage range 0 to 5 volts actually corresponds to 0V to 10V while a constant 
5V field is held at the glass plate.  Using the corresponding pixel grayscale values of 0-
65535 we therefore travel from -5V to +5V.  If we increase the voltage while observing 
one wavelength we obtain the following plot (figure 4.11). 
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Figure 4.11  Experimental transmission of 406 nm through cross-polarizers with respect 
to different SLM voltages. 	  
Figure 4.11 is different from figure 4.10 in that it has a mirror image of the  phase 
across the 5V center.  At a grayscale value of 32768 (5V) the liquid crystals are in an 
orientation approaching .  The mirror reflection along this point corresponds to 
the fact that the liquid crystals are not polar and hence have equivalent responses from 
positive and negative voltages.  Looking at grayscale values between 32768-65535 we 
can see that the SLM can apply an optical phase spanning , as was 
theoretically predicted earlier.  The 5V potential does not give zero intensity due to the 
poor optical response of the liquid crystals in the region and for this reason we 
operate the SLM at the highest voltage range.   
 Next we compare the theoretical results shown in figure 4.9 to the experimentally 
measured values.  Proper normalization of the experimental data with respect to different 
intensities at each wavelength gives the transmitted intensity through the cross-polarizer 
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(green) in figure 4.12.  Clearly, the experimental results do not perfectly match with our 
theoretical predictions.  The experimental values are used to calibrate our system as it 
accounts for imperfections associated with the device.   
	  
Figure 4.12  Theoretical (blue) and experimental (green) intensity transmission through 
cross-polarizers at constant refractive index with respect to wavelength. 	  
4.3.5 Pulse Compression 
 The following describes the process of pulse compression for the SH beam.  A 
cartoon of the sum-frequency alignment is presented in figure 4.13.  The pump and probe 
beams are overlapped and collinear prior to the microscope enclosure.  The sum-
frequency generated from 800 nm and 400 nm is 266 nm, which will not transmit through 
our standard condenser.  A 0.6 NA parabolic mirror is used in place of the condenser.  
Proper alignment of the beams will result in continued spatial overlap after sum-
frequency, making spatial filtering impossible.  A UV-low-pass-filter is used to attenuate 
the pump and probe beams to ~5% of their original intensity.  A fused silica lens focuses 
the 266nm beam into the spectrometer, which is aligned to filter out the all wavelengths 
except ~270 ± 5nm .  We use a PMT (PMT – R1527) to detect the intensity of the sum-
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frequency while lock-in detection at 1MHz improved signal to noise.  With a maximum 
anode current of 100µA  and 50Ω  termination, we can only obtain a signal of 500 mV.   
 
	  
Figure 4.13  Cartoon of experimental sum-frequency setup. 	  	  
 Figure 4.14 illustrates the process used for obtaining a sum-frequency 
spectrogram.  Briefly, a delay stage scans the fundamental beam with respect to the blue 
pulse.  The resulting sum-frequency signal can be used to measure the chirp on the SH 
beam.  
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Figure 4.14  Cartoon of sum-frequency generation measurement, by mixing the 
fundamental beam with the second harmonic beam.   
   
 Initial attempt to compress the pulse after the microscope objective were 
challenging due to the large amount of dispersion.  To simplify the problem, the 
microscope objective was replaced with a 6mm thick fused silica lens.  The decrease in 
dispersive optics and increase in spot size and confocal length greatly simplified the 
procedure.  Using the previously described technique, a spectrograph of the chirp for the 
fused silica lens can be seen in figure 4.15.  Recall, the laser pulse equation in the spectral 
domain is given as  
  
!E ω( ) = A ω( )eiϕ ω( )   (4.10) 
where we expanded the spectral phase in a Taylor series to give 
 ϕ ω( ) =ϕ00( ) ω( ) +ϕ01( ) ω −ω 0( ) + 12ϕ0
2( ) ω −ω 0( )2 + 16ϕ0
3( ) ω −ω 0( )3 + ...+ 1n!ϕ0
n( ) ω −ω 0( )n  
 (4.11) 
	  	   106	  
By determining maximum intensities at each time delay, a linear fit of time versus 
frequency gives an approximate chirp of 1878 fs2 for the fused silica lens. 
	  
Figure 4.15  Chirp of second harmonic beam without pre-compensation after a fused 
silica lens. Linear fit of maximum intensities. 	  
With an approximate chirp known, we perform a phase-mask scan across a large alpha 
domain.  The intensity of sum-frequency increases when the pulse compresses.  Figure 
4.16 shows at α = −1750 fs2  the greatest intensity from sum-frequency is obtained, 
signifying second harmonic pulse compression.  
	  
Figure 4.16  Phase mask scan giving higher intensity when the pulse is compressed for a 
fused silica lens.  Spectrogram of pulse compression using α = −1750 fs2  
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With pulse compression obtained with a simple fused silica lens, we applied our pulse 
compression technique to compensating the microscope objective.  Figure 4.17 shows the 
spectrograph of the SH pulse chirp for the microscope objective.  The linear fit gives an 
approximation to the blue chirp of 8200 fs2.   
	  
Figure 4.17  Chirp of second harmonic beam without pre-compensation. Linear fit of 
maximum intensities. 	  
A phase-mask scan across the even larger alpha domain was then performed.  An alpha 
value of approximately -7000 fs2 was found to obtain the greatest sum-frequency signal 
(figure 4.18).  Using this value for the quadratic phase mask, the SH pulse was 
compressed to approximately 30 fs (FWHM). 
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Figure 4.18  Microscope objective SH pulse compensation.  Left: Quadratic phase scan.  
Right: Compressed SH pulse. 
4.4 Signal to Noise Optimization 
 Pump-probe imaging requires sufficient signal to noise ratios to obtain high 
contrast images.  In the collinear geometry, the signal strength can be expressed as: 	    S ∝ c⎡⎣ ⎤⎦ ⋅σ molecule ⋅ I pump ⋅ I probe 	  	   (4.12)	  
where S is the signal strength, c is the concentration of the sample, σ is the molecular 
cross section, and I is the intensity of the pump and probe beam.  Unfortunately, material 
sensitivity and noise intrinsic to the experiment preclude simply increasing the pump-
probe intensities.  An inherent noise in our system is 1/f noise, which is aptly named as 
such because the noise decreases with increasing frequency, according to the relation of 
1/f (figure 4.19).  While the origin of 1/f noise is largely unknown, there are various 
methods in its attenuation.6,7  
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Figure 4.19  Schematic of laser noise as a function of frequency. 
 
To increase signal to noise, we use an electro-optic modulator to modulate our pump 
beam (figure 4.20).  Our experiments require high modulation (1MHz) so we use a 
Conoptics model 350-160 KD*P series modulator.  In essence, an electro-optic 
modulator is a pockel cell that acts as a linearly dependent voltage-variable waveplate.  
When unpolarized light transmits through a Pockel cell parallel to the crystal’s optical 
axis, and when no electric field is applied, the light remains unchanged.  When an electric 
field is applied across the crystal, anisotropic changes in the refractive index of the 
crystal cause birefringence and result in two linearly polarized beams of light (ordinary 
and extraordinary), which become displaced in space and time.  In our case, the beam is 
initially horizontally polarized propagating orthogonal to the optical axis.  When an 
electric field is applied in this configuration, the resulting ordinary and extraordinary 
components travel at different speeds but do not split apart.  The change in the refractive 
index causes a phase shift, which allows for conversion between linear, circular, and 
elliptical polarization.  Included within the Conoptics modulator is an output polarizer, 
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which converts the polarization modulation by the Pockel cell to an amplitude 
modulation by throwing out the orthogonal polarization.  Using a high frequency source, 
the Conoptic modulator is capable of modulating a signal in the MHz region.  This results 
in our mode locked pulse train being chosen selectively by a square wave modulation.   
	  
Figure 4.20  Schematic of square wave modulation of mode locked pulse train from 
Ti:Sapphire laser. 	  
The modulation of our pump is transferred to the probe, which is detected with a detector.  
The signal from the detector is transmitted to a lock-in amplifier, making the detection 
scheme phase sensitive.  At high modulation frequencies, the technique is capable of 
extracting weak signals with a known phase from a noisy environment.  In our 
experiments we use a Heliotis HF2 lock-in amplifier, which acts as our frequency source 
and reference.  The lock-in effectively performs a Fourier transform on the signal f t( )  
by selecting the frequency component ω s( )  of interest from our signal and then 
averaging over an infinite amount of time. 
 F ω s( ) = f t( )
−∞
∞
∫ e− iω stdt   (4.13) 
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More specifically, as in our case, we want to determine the amplitude As( )  and phase 
ϕs( )  of our input signal so as to distinguish it from the noisy background.  Where our 
signal is defined by 
 Vs = As cos ω st +ϕs( )   (4.14) 
The resulting in-phase (Vx) and quadrature (Vy) outputs are 
 
Vx = Re Vsignal t( )2e− iωt{ } = As cos ϕ( )
Vy = Im Vsignal t( )2e− iωt{ } = −As sin ϕ( )
  (4.15) 
The signal can be converted to amplitude VR and phase Φ  with the relationship 
 
VR = Vx2 +Vy2( )1 2
Φ = tan−1 Vx Vy( )
  (4.16) 
From this point forward, amplitude refers to VR  and the phase of the signal refers to Φ . 
The combined measurement of amplitude and phase allows us to distinguish ground state 
bleach and excited state absorption in our pump-probe experiments. 
4.5 Endogenous Subcellular Contrast of Red Blood Cells 
 RBC function is enabled by its high concentration of hemoglobin. Hemoglobin is 
composed of four protein subunits, with each protein subunit containing a protoporphyrin 
IX macrocycle with an iron atom in its center (Figure 4.21).8 The unique electronic 
properties of the heme structure enable the binding and transport of oxygen by the 
hemoglobin in RBCs from the lungs to various parts of the body. With a diameter of 
approximately 8µm  and thickness of 2.5µm , RBCs are an ideal model system for 
demonstrating new heme protein imaging techniques.  Successful imaging of RBCs using 
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sub-cellular contrast agents may lead to early diagnostics for angiogenesis or blood 
related diseases.9,10 
	  
Figure 4.21 Left: Crystal structure of heme (HEM). Middle: Crystal structure of 
hemoglobin (1A3N), containing four hemes.11  Right: A red blood cell imaged via 
our pump-probe microscopy. 	  
 The complex electronic structure of hemoglobin gives rise to numerous kinetic 
pathways for energy redistribution. Hemoglobin has negligible fluorescence, thus 
restricting studies to non-radiative channels. Absorption spectroscopy12, transient 
absorption spectroscopy13-16, Raman spectroscopy17,18, and transient grating 
techniques19,20, as well as computational studies21,22, have all contributed to current 
understanding of the electronic structure and dynamics of heme proteins. The absorption 
spectrum of hemoglobin is shown in Figure 4.22. The Soret band is the dominant 
transition (~400 nm), while the Q-band (475 - 650 nm) is comprised of a broad set of 
transitions with smaller extinction coefficients. Further transitions extend into the near-IR 
region. The majority of transitions are due to π →π∗ transitions of the porphyrin, while 
the near-IR transitions are due to porphyrin ↔  iron charge transfer transitions and 
d→ d∗ transitions from the iron atom.12-14 Ligand association not only shifts these 
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spectral bands, but adds and removes electronic transitions throughout the visible and 
near-IR spectrum.12 In heme proteins, two-photon transitions can populate the Soret band 
via virtual intermediate states. The two-photon cross-section in the near-IR has been 
reported to be up to 150 GM at 825 nm.23,24 
 Nonlinear imaging requires multiphoton interactions mediated by a material’s 
nonlinear susceptibility.  With both one and two-photon absorptions in the near-IR, 
pump-probe microscopy of heme proteins has signal contributions from a number of 
different mechanisms.  The Warren group has performed pump-probe studies employing 
visible (650 nm) and near-IR wavelengths, leading to endogenous contrast based on 
sequential two-photon absorption (excited state absorption).25,26 Imaging of RBCs via 
two-photon transition to the Soret band and stimulated emission from the Q-band have 
been reported by the Xie group.27 Here we perform pump-probe microscopy of heme 
proteins with broadband near- IR pump excitation followed by probing with higher 
frequency light resonant with the Soret band. 
	  
Figure 4.22  A. Steady state absorption spectra of hemoglobin. B: Processes leading to 
pump-probe microscopy signal in heme proteins: 2PA: two photon absorption, 
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mediated by virtual intermediate state, ESA: excited-state absorption, GSB: ground- 
state bleach. 	  
Coumarin1 was used as a standard, as it has a well known two-photon cross-section in the 
near-IR and no one-photon transition in that region.  The standard was excited with the 
entire fundamental pump bandwidth, modulated at 1 MHz and fluorescence emission was 
detected with a single channel of a balanced amplified photodiode (PDB440A, Thorlabs).  
Figure 4.23a shows a clear second order intensity dependence on the pump power, 
signifying a two-photon transition.  As a precursor to studying RBCs, intensity 
measurements of met-Hb were performed.  To detect absorption in met-Hb, intensity 
measurements require the probe pulse to interact with excited hemoglobin.  Excited state 
absorption (ESA) and ground state bleach (GSB) are detected by 1 MHz modulation 
transferred to the probe beam. The pump-power dependence shown in Figure 4.23b 
indicates a dominant one-photon process with saturation appearing at ~20 mW average 
power.  Amplitude shaping to selectively excite the peak 2PA transition exhibited a 
similar linear dependence (~40 nm bandwidth pump, centered at 825 nm).  The results 
suggest one-photon absorption to band III and IV make up the primary absorption 
process under our imaging conditions.12 
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Figure 4.23  A. Two-photon intensity measurement of coumarin 1. B. One-photon 
intensity measurement of Met-Hemoglobin with 420 – 450 nm probe bandwidth. 	  
Transient absorption measurements were carried out to determine kinetic pathways for 
both met-hemoglobin and oxy-hemoglobin solutions.  Met-hemoglobin was found to 
have a GSB and an ESA pathway (figure 4.24).  The lifetime of these pathways was 
found to be 539 ± 25 fs and 4860 ±1070 fs  respectfully.  The interference feature in the 
ESA pathway is due to an orthogonally polarized portion of the probe.  The orthogonal 
polarization inhibits compression and results in interference at each wavelength of the 
highly chirped beam (hence the diagonal interference line). 
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Figure 4.24  Met-Hemoglobin kinetics. 	  	  
Oxy-hemoglobin was found to have only a GSB feature similar to that of met-
hemoglobin (figure 4.25).  The lifetime of the GSB was found to be 749 ± 59 fs .     
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Figure 4.25  Oxy-Hemoglobin kinetics. 
 
 In Vitro images of RBCs were taken as a precursor to future in vivo studies.  In 
vivo images of arterioles and venules have previously been distinguished by ESA signals, 
corresponding to oxy-Hb and deoxy-Hb, by the Warren group.25,26 Our studies were 
carried out with blood smears after 24 hours of atmosphere exposure.  Pump-probe 
measurements were then raster scanned with 0.5 µm steps across a 20x20 µm area with 
probe bandwidth of 380 - 450 nm (figure 4.26). 
 Lock-in detection identifies an amplitude and phase associated with the signal. 
Recently phasor analysis has been used to distinguish molecular species in pump-probe 
imaging.28 Here we use phase to discriminate increasing and decreasing photon flux, 
corresponding to GSB and ESA.  The phase was calibrated with Coumarin1.  Signals 
from RBCs were found to correspond with previous transient absorption measurements 
of heme proteins, with GSB in the 380 – 420 nm and ESA in the 420 - 450 nm spectral 
regions.13  The amplitude and associated phase of the signal are shown in figure 4.26.  
The GSB pathway has a positive phase (yellow) and the ESA pathway has a negative 
phase (red). The pump power was approximately 6 mW and the probe power was 130 
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µW at the sample.  The ESA signal is weaker than the GSB signal in part due to lower 
power in the probe’s 420 - 450 nm spectral region at the time of the study. 
 
	  
Figure 4.26  Image of three red blood cells. A. Amplitude signal of GSB, recorded with a 
380 – 420 nm probe. B. Corresponding phase signal of GSB. C. Amplitude signal of 
ESA, recorded with a 420 – 450 nm probe. D. Corresponding phase signal of ESA. 	  	  
 Low modulation frequency (≤ 1 MHz) result in lifetime kinetics dominated by a 
time independent signal (lifetime > 200 ps). Lock-in detection identified only one phase 
within the full probe bandwidth (380 - 470 nm). The increased kinetic lifetime and single 
phase suggests a diffusion-based mechanism likely stemming from ligand 
dissociation/rebinding or thermal lensing. Decreasing modulation further increased the 
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signal to noise ratio of this signal. Photothermal lens microscopy of RBCs by the Xie 
group has been previously demonstrated.29 Their experiment, using 830 nm excitation, 
accesses a two-photon transition to the Soret band followed by non-radiative relaxation 
that is detected via a 785 nm continuous wave probe. Figure 7 is an image set obtained by 
raster scanning a 20x20 µm area with 0.5 µm step size using 380 – 425 nm probe 
bandwidth at 1 MHz modulation.  Determining the mechanism of this signal is an active 
area of investigation. 
	  
Figure 4.27  Red blood cell image. A. Amplitude of lock-in signal. B. Corresponding 
phase signal. Similar amplitude and phase images were obtained at different probe 
wavelengths and delay time intervals, suggesting ligand dissociation/rebinding or 
thermal lensing as the signal source. 	  
The long-lived signal observed at low modulation frequency is a nonlinear process, 
depending on both pump and probe pulses.  This imaging modality shows promise in 
obtaining high-resolution three-dimensional images of RBCs.  Four pump-probe images 
were taken consecutively with 0.5µm  steps in the z-axis to demonstrate the axial 
resolution (Figure 8). ImageJ and Matlab were used to filter noise, remove background 
and stack images into a 3-dimensional structure. 
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Figure 4.28  Z-stack of RBC pump-probe signal and resulting 3-dimensional image. 	  
4.6 Conclusions 
 We have demonstrated a multi-color pump-probe imaging technique capable of 
obtaining high contrast images from the electronic pathways innate to heme proteins.  
Pulse-shaped broadband excitation provides access to one-photon and two-photon 
transitions.  While short pulse durations give high probability of multiphoton transitions 
in molecules with large two-photon cross-sections, one-photon transitions into band III 
and IV appear to dominate the absorption process over the 650 – 1050 nm wavelength 
range under our imaging conditions.  At high modulation frequencies (>1 MHz) we 
observe both GSB and ESA signals from heme proteins.  At lower modulation 
frequencies (<1 MHz), a long-lived signal overwhelmed the excited state dynamics and is 
attributed to the ligand dissociation/rebinding or thermal lensing.  This signal results in 
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high signal-to-noise images, giving rise to another endogenous contrast modality.  Future 
studies will focus on pulse-shapes optimized for selected electronic pathways to enhance 
contrast and chemical selectivity. 
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Chapter 5 Synthesis and Optical Properties of Two-Photon Absorbing 
GFP-type Probes 
 
5.1 Introduction 
 Two-photon active green fluorescent protein-type chromophores 
were successfully synthesized following investigations directed toward a modified 
version of  zFP538 chromophore, a structural analogue to the GFP-chromophore. A 
generalized approach for the chromophore synthesis via a well-studied cycloaddition 
reaction combining an iminoglycine methyl ester and a substituted benzaldehyde was 
developed allowing for flexibility in the incorporation of functional groups such 
as donor-acceptor substituents and for additional groups to provide extended conjugation. 
Steady-state spectroscopy, fluorescence quantum yields, and time-resolved fluorescence 
lifetimes for synthesized chromophores were extensively investigated for the 
functionalized chromophores. Time-resolved fluorescence lifetimes were found to be 
biexponential generally with subpicosecond and picosecond components. The individual 
effects of substitution position of functional groups and relative bulk size were evaluated 
and found to be rather significant in changing the fluorescence- decay characteristics in 
the case of positioning, but ambiguous with respect to relative bulk. The GFP-type 
chromophores were found to possess modest to low two-photon absorption cross sections 
with the dimethylamino-substituted analogue possessing the largest value at nearly 40 
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GM. These molecules show promise as biological markers for application in the study of 
conformation changes and aggregation of amyloid peptides, known to play an important 
role in many neurodegenerative diseases. 
5.2 Background 
 The green fluorescent protein (GFP)1-3 is one of the most widely used tools in 
biomedical studies and has long fascinated researchers with its naturally occurring high 
fluorescence quantum yield. Because of their unique fluorescence characteristics, GFP 
and structurally analogous proteins4 have been utilized in many research applications 
including protein-dynamics studies, real-time molecular and cellular analysis,5 and a 
variety of imaging applications.5 In the past few decades, the chemical structures of the 
fluorescently active chromophore of GFP7,8 as well as several of its homologues9 have 
been discovered, and researchers have begun to synthetically model the chromophore 
outside of the protein environment. Niwa et al.10  were first to synthesize a model 
compound of the GFP-chromophore in 1996, and computational studies11 quickly began 
to examine the photophysical mechanism of the chromophore when it was isolated in 
solution. 
 Ultrafast laser spectroscopy has increasingly been used as a tool to develop better 
theories to describe the fast electronic processes occurring in this system12 and to 
understand how the tertiary protein structure contributes to the overall photophysics of 
GFP. Much of the significant research in this area has been based on the early discovery 
of a tremendous discrepancy between the fluorescence quantum yield of the chromophore 
in solution (∼10-3) and that of the intact GFP (∼0.8).  The reason for such a dramatic 
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difference has long been thought to be the result of increased bond-rotation effects such 
as Z-E isomerization of the chromophore in solution as compared to inside the protein 
cage where such motion may be suppressed.13 Overcoming this limited fluorescence has 
led to numerous synthetic attempts through either functional-group modifications or 
changes in environmental conditions14 to improve the general characteristics of GFP-type 
chromophores. Many of these changes have led directly to targeted applications in 
materials science15 and biomedical studies.16 
 By eliminating the protein-cage structure, the determination of the photophysical 
properties (such as the molar extinction coefficients as well as the elucidation of complex 
dynamics such as fluorescence decay) for these chromophores has been simplified. 
Consequently, a wide variety of synthetic model systems have now been investigated.17-19 
However, the implementation of these types of chromophores in actual applications has 
been relatively scarce.  One fairly clear area of interest for GFP-type chromophores is to 
further broaden their use as biological probes by covalently attaching them to 
macromolecules like DNA and proteins.  Their implementation as biological probes for 
labeling of biomolecules such as DNA or peptides has only seen nascent interest in the 
literature,16 but presents many encouraging attributes due to its small size and potential 
for fluorescence enhancement upon aggregation.  A great deal is left to be understood 
about the complicated process by which amyloid peptides misfold to result in neurotoxic 
diseases such as Alzheimer’s and Parkinson’s disease.  Fluorescence methods utilizing 
probes to track changes in particular are promising, but there remains a need for 
improvements in both fluorescence labels and methodology.20 To best utilize these 
properties, a sophisticated technique must be implemented to detect the minute changes 
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in the chromophore and its environment. 
 Two-photon excited fluorescence (TPEF) has been shown to be an effective tool 
to interrogate the fundamentals of the excited state and identify structure-function 
relationships in organic molecules.21,22 As a consequence, two-photon excited 
spectroscopy has been increasingly used as a tool for fluorescence imaging and the 
monitoring of aggregation23 and conformational changes24 in biomolecules to provide 
additional details inaccessible via linear spectroscopy.  In the case of two-photon micro- 
scopic imaging, infrared excitations result in more localized, deeper imaging capabilities 
with reduced likelihood of autofluorescence and photodamage.25 On the basis of a survey 
of the literature, there have been no previous studies performed determining the two-
photon absorption cross sections or utilizing two-photon excited fluorescence of GFP-
type chromophores.  Many papers have been published investigating these characteristics 
for native fluorescent proteins,25-28 and computational studies have been done on model 
chromophores, but neither affords a detailed, systematic examination for how substituent 
groups affect the overall two-photon absorption response, something that is permitted 
through investigation of the chromophores in solution. 
 Combining chemical modification and two-photon excited fluorescence as a guide 
for the design of an ideal chromophore for biological applications, efforts have recently 
been made in our lab toward the synthesis of two-photon active GFP-type chromophores 
having strong absorption and fluorescence emission in the visible region that are well 
suited for direct two-photon excitation using typical Ti:Sapphire lasers.  Preliminary 
synthetic investigations were directed toward a yellow-fluorescent protein chromophore 
(zFP538)29 that is structurally similar to that of the intrinsic chromophore found in GFP 
	  	   129	  
but with absorption/ emission maxima at slightly longer wavelengths (376/468 nm) as 
compared to the more commonly used GFP.  This chromophore is predicted to possess 
among the highest two-photon cross sections of the GFP-type chromophores (1420 GM) 
due to its strong dipolar30 character, making it an ideal candidate for future applications 
as a biological tag16 in peptide studies. 
 A diverse library of derivatized structures provides a valuable opportunity to look 
at a wide range of structural analogues and compare their behavior.  The excited-state 
dynamics of GFP-type chromophores is an important area of study geared toward 
understanding the photophysical properties of the native chromophore and how such 
unique fluorescence characteristics are achieved.  By synthesizing chromophores outside 
of the protein, researchers have investigated features isolated to the chromophore 
allowing for clearer determination of the significance of the protein structure in 
facilitating fluorescence as well as allowing for the ability to ascertain the role substituent 
groups play in altering these characteristics.  The works of Meech31-34 and Tolbert35-37 
have looked extensively at the dynamics of synthetic GFP-model systems striving to 
characterize their excited states.  Making slight modifications to the general chromophore 
structure of GFP allows for probing both the structural and the electronic roles played in 
the excited state of the protein. 
5.3 Experimental Section 
 All chemicals were used as received from the vendors, without further 
purification.  NMR spectra were obtained on either Varian Inova 400 (399.96 MHz for 
1H; 100.57 MHz for 13C) or Varian MR400 spectrometers. 1H and 13C NMR chemical 
shifts are reported in parts per million (ppm) relative to TMS, with the residual solvent 
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peak used as an internal reference.  Multiplicities are reported as follows: singlet (s), 
doublet (d), doublet of doublets (dd), triplet (t), quartet (q), and multiplet (m).  All NMR 
spectra were recorded at room temperature. 
 Unless otherwise specified, absorption and fluorescence emission spectra were 
recorded on an Agilent (model 8341) spectrophotometer and Fluoromax-2 fluorimeter 
(ISA instruments, NJ), respectively.  Measurements were performed using a standard 
quartz cell with an optical path of 0.4 cm at room temperature.  Fluorescence quantum 
yields (j) were measured comparing the integrated fluorescence intensity from the 
samples at low optical densities to that of the standard Coumarin 307 in methanol under 
the same conditions. 
 Cross sections were measured using the two-photon excited fluorescence (TPEF) 
method as described elsewhere.38 A solution of Coumarin 307 in methanol (<10-4 M) was 
used as the TPA reference across all of the wavelengths studied.  Both MaiTai and 
Kapteyn Murnane Laboratories diode-pumped mode-locked Ti:Sapphire lasers were 
utilized for sample excitation.  The beam was directed onto the sample cell (quartz 
cuvette, 0.4 cm path length), and the resultant fluorescence was collected perpendicular 
to the incident beam.  A 1-in. focal length plano-convex lens was used to direct the 
collected fluorescence into a monochromator whose output was coupled to a 
photomultiplier tube. The photons were converted into counts by a photon-counting unit.  
A logarithmic plot of collected fluorescence photons versus input intensity was verified 
to yield a slope of 2, indicating the quadratic power dependence. 
 The fluorescence upconversion system used for time-resolved measurements of 
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the chromophores has been described previously.39,40 In brief, a Tsunami Mode-Locked 
Ti:Sapphire (Spectra Physics) laser operated 120 fs pulses of 770-840 nm (gate pulse), 
with a repetition rate of 82 MHz, to generate light of 370-420 nm (excitation) from 
second harmonic generation in a β-barium borate crystal.  Using a FOG-100 system 
(CDP Inc.), the gate pulse was channeled through a delay line, while the excitation light 
was up-converted and used to excite the samples.  A monochromator detected the second 
harmonic generation of the gate pulse and emission from the samples and was enhanced 
by a photomultiplier tube.  The samples were prepared in a solution of acetonitrile with 
an optical density of approximately 1.  The measurements of the chromophores were 
observed using a quartz, rotating cell of 1 mm.  The photostability of the chromophores 
in this study was confirmed by steady-state measurements prior to excitation. The kinetic 
fitting for the measurements of these chromophores was done after 1 ps of the date to 
avoid issues with deconvolution with the instrument response function. 
5.4 Results and Discussion 
 
	  
Figure 5.1  General synthesis of GFP-type chromophores. 	  
 The core imidazolone moiety of the GFP-type chromophore was synthesized 
using a well-studied cycloaddition reaction41-43 combining an iminoglycine methyl ester 
and a substituted benzaldehyde as depicted in figure 5.1.  Each of these precursors was 
readily obtainable from either commercial sources or a few synthetic steps. Two versions 
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of iminoglycine methyl esters were used in our experiment with each obtained in a single 
step from the base-catalyzed condensation reaction of the corresponding ethyl imidate 
hydrochloride with glycine methyl ester hydrochloride.  These products were prone to 
decomposi- tion upon prolonged exposure to water/air so minimal purification was 
performed if NMR analysis showed high conversions rates for the crude product. 
Reactions with benzaldehyde derivatives were performed to great success under moderate 
heating in toluene overnight.  Products were generally collected as oils that often 
crystallized upon standing for a few hours.  A series of nine different GFP-type 
chromophores were eventually synthesized with a variety of different functional groups 
designed to examine different substituent effects (Table 5.1). 
Table	  5.1	  	  Steady-­‐state	  spectroscopy	  of	  GFP-­‐type	  chromophores	  in	  acetonitrile.	  
abb.	   R1	   R2	   R3	   R4	   λabs	  (nm)	   λemis	  (nm)	   ε	  (M-­‐1	  cm-­‐1)	   Stokes	  Shift	  (cm-­‐1)	   QY	  
HC	   Me	   H	   H	   H	   347	   417	   1.9	  x	  104	   4840	   1.3	  x	  10-­‐4	  
MC	   Me	   Me	   H	   H	   355	   419	   2.0	  x	  104	   4300	   2.2	  x	  10-­‐4	  
BrC	   Me	   Br	   H	   H	   354	   419	   2.2	  x	  104	   4380	   6.5	  x	  10-­‐4	  
DiBrC	   Me	   H	   Br	   Br	   355	   426	   9.2	  x	  103	   4700	   1.5	  x	  10-­‐2	  
tBuOC	   Me	   tBuO	   H	   H	   361	   436	   2.6	  x	  104	   4770	   2.1	  x	  10-­‐4	  
NPC	   Ph	   NO2	   H	   H	   370	   522	   2.0	  x	  104	   7070	   6.8	  x	  10-­‐4	  
NC	   Me	   NO2	   H	   H	   376	   488	   4.1	  x	  103	   6100	   7.7	  x	  10-­‐3	  
DMC	   Me	   NMe2	   H	   H	   422	   488	   6.8	  x	  103	   3210	   3.4	  x	  10-­‐4	  
BC	   Ph	   NMe2	   H	   H	   453	   533	   4.0	  x	  103	   3310	   1.1	  x	  10-­‐3	  
 	  
 The effects of conjugation length were primarily examined through the 
substitution of a phenyl ring at position R1 for a methyl group with the expectation of red-
shifted steady- state spectra and increased TPA cross sections (BC, NPC).  At positions 
R2-R4 along the benzylidene moiety, charge-transfer groups were incorporated (NC, 
DMC) as a means for improving the overall TPA characteristics. Other derivatives with 
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weaker electronic effects such as MC substituted with a methyl group at R2 and HC with 
a hydrogen at the same position served as systems to judge the how significant the 
hydroxyl group is in defining the photophysical characteristics of the GFP chromophore.  
Two different chromophores were synthesized with bromine substituent groups, BrC with 
substitution at the para-position and DiBrC substituted with bromines at both meta 
positions to interrogate whether the substitution position would substantially change the 
fluorescence characteristics of the chromophore.  Similarly, a derivative (tBuOC) was 
synthesized to examine the physical size effects of substituent groups as well as to 
structurally mimic the electronic effects of the hydroxyl group found in the GFP 
chromophore.  With the broad applicability of this synthesis, more diverse functionality 
could be incorporated into the chromophore by further varying the R-groups with a wider 
variety of substituents.  Our synthetic strategy has also permitted the incorporation of the 
critical pendant ester into the basic chromophore structure, which may be utilized as a 
means to attach the molecule to peptide chains or otherwise covalently bond to other 
molecules of interest. 
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Figure 5.2  Absorption spectra of synthesized chromophores in acetonitrile, scaled to 
reflect the molar extinction coefficient for each. HC, yellow; MC, blue; BrC, green; 
DiBrC, cyan; tBuOC, purple; NPC, magenta; NC, red; DMC, black; BC, orange. 	  	  
 Other typical synthetic strategies have implemented variations of the Erlenmeyer 
azlactone synthesis44,45 to incorporate glycine and benzaldehyde to yield upon cyclizing 
under alkaline conditions in acetic anhydride an azlactone structure.46 This may be 
further transformed to the corresponding imidazolinone structure by reacting with an 
amine (typically methylamine) to give the final model GFP chromophore with a methyl 
or some other alkyl chain substituted at the amidic nitrogen.  Modifications can be made 
to this synthetic methodology to broaden the resultant chromophore functionality; 
however, a synthetic strategy such as the one implemented in this study offers 
substantially more ability for tuning the overall characteristics of the final synthesized 
chromophore though the incorporation of diverse functionality. 
 Initial steady-state properties were investigated for the synthesized chromophores.  
Figure 5.2 shows the steady-state absorption of the chromophores plotted as molar 
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extinction coefficient versus wavelength.  The relative positioning of the absorption 
bands follows the expected trends pertaining to conjugation effects and charge-transfer 
groups on photon absorption. The chromophores with the shortest wavelength 
absorptions are those with shortest conjugation lengths (methyl groups at R1) and fairly 
weak electronic groups at R2 (HC, MC, BrC).  Substitution position (DiBrC) and the 
relative bulk of a group (tBuOC) seem to have no marked influence on the relative shape 
or position of the band. The absorption of dibromo-substituted DiBrC is indistinguishable 
from BrC, indicative of a small effect from either meta or para group-substitution on the 
steady state.  The charge-transfer NC chromophore has the broadest absorption centered 
at 376 nm, but demonstrates a much less pronounced effect from the strongly electron-
withdrawing nitro group than that caused by the tertiary amine in DMC whose absorption 
is red-shifted more than 70 nm as compared to that of HC. Further interrogating the 
tunability of the absorption of GFP-type chromophores, NPC and BC provide evidence as 
to the impact of conjugation on the wavelength of absorption.  No noteworthy shift in 
position is found between NC and NPC, while the same comparison of BC with DMC 
shows a further 30 nm shift results from the additional conjugation. 
 Bromo (BrC), methyl (MC), and hydrogen (HC) derivatives have absorption 
profiles very similar to that of the GFP chro- mophore (λ = 376 nm) but have 
fluorescence emission significantly blue-shifted without the donating character of the 
hydroxyl group present for GFP chromophore (λ = 490 nm).  The emission profiles for 
HC, MC, BrC, and DiBrC exhibit good mirror image symmetry with respect to their 
respective absorption curves indicative of very similar transitions occurring in both 
absorption and emission.  tBuOC has a shifted emission as compared to those four 
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previously referenced chromophores that is consistent with its red-shifted absorption 
profile.  The Stokes shift for tBuOC is very similar to those chromophores containing 
similarly weak electronic functional groups with all having shifts between 4300 and 4900 
cm-1.  As observed in the absorption studies, with the incorporation of stronger donor 
(NMe2) or acceptor (NO2) substituents into the structure, pronounced red shifts in the 
emission spectra are induced.  The addition of either group onto the core chromophore 
results in approximately the same fluorescence maximum near 488 nm, but with a large 
difference in Stokes shift between NC (6100 cm-1) and DMC (3210 cm-1).  A significant 
difference in the emission peak-shape is noted as NC and has a broad fluorescence 
emission pronounced over a wide range of wavelengths, while DMC has a much 
narrower peak shape that has a far larger degree of symmetry on both the blue and the red 
edges.  Finally, further increases of the effective conjugation length of the molecule 
through the inclusion of an additional phenyl substituent (NPC, BC) at R1 also induce a 
large shift in the fluorescence emission to near that of the initial zFP538 target 
chromophore (λ = 538 nm). 
 Fluorescence quantum yields for the synthesized chromophores have values on 
the order of 10-3-10-4 (Table 5.1) consistent with those previously synthesized.19 
Interestingly, when R1 is changed to dibromo-functionalized at the meta positions, the 
quantum yield is increased significantly to 102. This indicates that the position of the 
substitution can have a profound effect on the E-Z isomerization and reduce the 
radiationless loss of fluorescence intensity. As such, the GFP- type chromophores were 
synthesized using the procedure de- scribed earlier to incorporate functionality meant to 
illuminate some of the basic photophysical characteristics as well as the effect of 
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attaching different groups at positions within the chromophore. The steady-state 
measurements provide a baseline for the overall photophysical considerations, but more 
information may be extracted from time-resolved and ultrafast measurements reported in 
what follows. 
 The two-photon absorption cross sections of the synthesized chromophores were 
investigated using excitations around 800 nm.  An examination of the TPA characteristics 
for the synthesized chromophores illuminates the overall significance of different 
substituent groups on GFP-type chromophores and helps determine which properties 
make for well-designed two-photon labels for biological studies.  For the determination 
of the best-suited chromophore for application, primary focus was placed on behavior 
under excitations right around 800 nm as this specifies a material with characteristics 
most appropriate for direct examination using typical Ti:Sapphire laser sources. 
 Table 5.2 shows the calculated two-photon cross sections for the GFP-type 
chromophores at wavelengths near 800 nm. The single member of the series that 
exhibited comparatively large response in this region was DMC with a cross section near 
30 GM at 800 nm.  This compares favorably to those cross-section values of 6-14 GM 
obtained in several experimental studies for wild- type GFP that contains a chromophore 
structurally similar to DMC.26,47 Rebane et. al.26-28 have published several reports 
detailing the basic two-photon absorption characteristics of an assortment of other 
fluorescent protein analogues to GFP, which make for good comparisons to our 
synthetically produced molecules. The authors determined absolute cross sections over a 
broad range of excitation wavelengths (500-1300 nm) finding that values were especially 
small between 700 and 800 nm for many FPs apart from some red varieties (TagRFP, 
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mRFP) whose cross sections approach or exceed 100 GM over this range.  This would 
indicate that expanding the extent of conjugation through some means and consequently 
shifting the absorption to longer wavelengths might have the potential for increased cross 
sections.  Other studies using DFT calculations have also been performed,48,49 
examining the theoretical two-photon absorption bands in a selection of model FP 
chromophores predicting two-photon absorption maxima to occur in the 500-700 nm 
excitation regime with maximum values to be ∼175 GM near 600 nm and relative 
minima near 800 nm. 
Table 5.2  Two-photon absorption characteristics of two-photon absorption 
chromophores near 800 nm. 
Excitation	  Wavelength	  (nm)	   Chromophore	   QY	   δ	  (GM,	  10-­‐50	  cm4	  s	  photon-­‐1)	  
780	  nm	   HC	   1.3	  x	  10-­‐4	   1.69	  
780	  nm	   MC	   2.2	  x	  10-­‐4	   0.468	  
780	  nm	   BrC	   6.5	  x	  10-­‐4	   0.0525	  
780	  nm	   DiBrC	   1.5	  x	  10-­‐2	   0.207	  
780	  nm	   tBuOC	   2.1	  x	  10-­‐4	   3.19	  
780	  nm	   NC	   7.7	  x	  10-­‐3	   2.37	  
780	  nm	   DMC	   3.4	  x	  10-­‐4	   25	  
780	  nm	   BC	   1.1	  x	  10-­‐3	   1.32	  
800	  nm	   NC	   7.7	  x	  10-­‐3	   1.79	  
800	  nm	   DMC	   3.4	  x	  10-­‐4	   29	  
800	  nm	   BC	   3.4	  x	  10-­‐4	   17.1	  
820	  nm	   NC	   7.7	  x	  10-­‐3	   0.432	  
820	  nm	   DMC	   3.4	  x	  10-­‐4	   39.4	  
820	  nm	   BC	   1.1	  x	  10-­‐3	   13.4	  
 
 The effect of conjugation may be evaluated in part with the comparison of BC to 
DMC.  While the additional conjugation produced a red-shifted absorption (Figure 5.1), 
the overall two- photon absorption response is not as large in magnitude as that found for 
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DMC.  The implication of this points to a smaller transition dipole moment for BC than is 
found in its structural analogue.  Charge-transfer groups were expected to play a critical 
role in the overall two-photon absorption response of the chromophores as strong donor 
(NMe2) and acceptor (NO2) groups have been shown to significantly affect the two-
photon absorption cross sections of branched and extended conjugation systems.50,51 
Examining the cross sections measured for the synthesized chromophores, strong dipole 
character in DMC and BC results in larger cross sections, but is not reflected in the case 
of NC.  The other synthesized chromophores were excited at wavelengths far from their 
two-photon absorption maxima, and thus accordingly had smaller cross sections (HC, 
MC, BrC, etc.), or for those excited near twice the one-photon peak, simply had smaller 
cross sections at these wavelengths (NC, BC).  By shortening the wavelengths of 
excitations, improved performance was noted for most systems with BrC and tBuOC 
approaching 10 GM cross sections at 740 nm.  This feature is not entirely unexpected as 
it has been reported both experimentally26 and theoretically49 that there is a resonance 
enhancement effect of the S1-Sn transition in the range of 550-750 nm, which results in 
an additional strong two-photon absorbing band at these shorter wavelengths. 
 Lifetime measurements like two-photon absorption cross sections are important 
because they can explain about the environment of the chromophore and are the 
foundation of FRET-like studies in biological systems.  To fundamentally understand the 
effect that the various substituent groups have in determining the fluorescence lifetime of 
GFP- type chromophores, a systematic investigation was undertaken to compare 
fluorescence lifetimes.  Table 3 shows the fluorescence lifetimes of the chromophores as 
observed in acetonitrile.  All of the chromophores exhibit a two-component lifetime with 
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the shortest component primarily being subpicosecond except notably for BC (1.11ps), 
NC (4.7ps), and DiBrC (4.85ps).  There is no clear impact of the substituent group on the 
duration of this component; however, there is a strong dependence on substitution 
position of a substituent.  These results are consistent with other examinations36,52 of 
fluorescence lifetimes with respect to functional group substitution and how it relates to 
decay behavior.  The short components in these chromophores are a result of fast internal 
conversion, and the long components are from conformational relaxation from 
isomerization processes. 
Table 5.3  Fluorescence lifetimes of GFP-type chromophores. 
abb.	   τ1	  (ps)	   τ2	  (ps)	  
HC	   0.45	  ±	  0.09	   2.20	  ±	  0.04	  
MC	   0.50	  ±	  0.02	   1.28	  ±	  0.06	  
BrC	   0.75	  ±	  0.04	   4.31	  ±	  0.05	  
DiBrC	   4.85	  ±	  0.05	   62.3	  ±	  0.06	  
tBuOC	   0.38	  ±	  0.04	   0.84	  ±	  0.04	  
NPC	   0.40	  ±	  0.05	   1.3	  ±	  0.2	  
NC	   0.47	  ±	  0.3	   53.2	  ±	  0.6	  
DMC	   0.566	  ±	  0.001	   3.257	  ±	  0.001	  
BC	   1.11	  ±	  0.04	   9.74	  ±	  0.03	  
 
 As a baseline for comparison, an unsubstituted version of the GFP-type 
chromophore (HC) was synthesized with a hydrogen at R2.  HC shows a fast initial 
component (0.45 ps) that is among the quickest components for all of the chromophores 
and a secondary component that lasts 2.2 ps.  For comparison, this roughly equates to the 
observed behavior for the anionic form of the typical GFP model chromophore, 4` -
hydroxybenzylidene- 2,3-dimethylimidazolone (HBDI), in acetonitrile whose two- 
component lifetime was observed32 to be 0.45 and 1.4 ps.  The shortest wavelength 
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absorbing species nearest to that of unsubstituted HC are the para-methyl (MC)- and 
para-bromo (BrC)-substituted versions that both show similar emissive properties as 
compared to HC in the steady state.  As shown in Figures 5.2 and 5.3, these 
chromophores have nearly identical absorption and emission maxima, so it leads one to 
expect similar excited-state fluorescence decay profiles.  An examination of the 
fluorescence decays indicates a two-component lifetime with the shortest lasting less than 
1 ps.33 It should be noted that the minor differences in lifetimes may be related to the 
withdrawing/donating effect of the group substituted at R2 with the slight donating 
methyl group causing the shortest lifetime (MC) and the electron- withdrawing bromo 
group resulting in the longest with the lifetime of BrC nearly 4 times that of HC.  It 
seems that the excited-state lifetime is strongly related to the substitution of the 
benzylidene ring and that generally the chromophores with electron-donating substituents 
will have among the shortest lifetimes, often less than that of unsubstituted, while the 
presence of electron-withdrawing groups will result in prolonged excited-state lifetimes. 
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Figure 5.3  Normalized emission spectrum of the synthesized chromo- phores in 
acetonitrile. HC, yellow; MC, blue; BrC, green; DiBrC, cyan; tBuOC, purple; NPC, 
magenta; NC, red; DMC, black; BC, orange. 	  
 The next two chromophores (DiBrC, tBuOC) offer several different functional-
group characteristics from our set of derivatives.  DiBrC represents the lone example of a 
meta- and disubstituted chromophore and provides an interesting comparison with BrC as 
to the extent placement of groups effects fluorescence lifetime.  The tert-butoxy-
substituted tBuOC serves as the closest example to replicating the same inductive proper- 
ties as the hydroxyl group of the most commonly used GFP- model chromophore HBDI, 
but also represents the largest physical functionalization at R2, R3, or R4.  The different 
fluorescence behavior of these two is among the starker contrasts of the whole series of 
chromophores.  Despite similar steady-state properties, DiBrC has the longest observed 
fluorescence lifetime with its secondary component lasting 62.8 ps, while tBuOC has the 
shortest lifetimes for both components at 0.38 and 0.84 ps.  The long lifetimes for DiBrC 
are directly related to the meta- substitution of the bromo groups that has been shown to 
	  	   143	  
create a potential barrier for isomerization about the exocyclic double bond, resulting in 
far longer lifetimes and diminished likelihood of internal conversion.36 The behavior of 
tBuOC is more puzzling as any perceived effects of size should have resulted in shorter 
and not longer fluorescence lifetimes. 
 The final comparison of chromophores to consider is that of those possessing the 
strongest electronic groups and should exhibit certain aspects of charge-transfer.  The 
first two (NC, NPC) both contain para-nitro groups, and, as was found in the steady state, 
NPC has a slightly red-shifted fluorescence maximum.  The final two shown in Table 5.2 
(DMC, BC) are both para-substituted with dimethylamino groups.  Both nitro groups and 
dimethylamino groups have been shown to be excellent moieties for the synthesis of 
charge-transfer compounds, but with their incorporation into GFP-type chromophores, 
defining clear explanations for their very different behavior is quite challenging.  NC has 
a tremendously long two-component life- time that may not be explained under the same 
considerations as the long lifetime for DiBrC as it cannot be attributed to a substitution 
effect.  However, it would seem as though the strong withdrawing characteristics of the 
nitro group promote a large difference between ground- and excited-state structures that 
is exhibited by the large Stokes shift observed from steady-state measurements.  This 
reorganization may result in a complicated (slow) relaxation pathway and a barrier to 
quick internal con- version.  Unfortunately, the structural derivative NPC behaves very 
differently from its less conjugated analogue.  The fluorescence lifetimes for it are closer 
to tBuOC in time-scale, which casts doubt about the added effects of replacing the methyl 
group at R1 with a phenyl group and would seem to be completely at odds with the 
expected behavior given the results for NC. 
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Figure 5.4  Two-photon absorption spectrum of DMC. Fit line provided to guide the eye. 	  	  
 Given the TPA response of DMC (and to some extent BC), the expectation is that 
there might be longer relative fluorescence lifetimes indicative of the donor-acceptor 
behavior known to be a general promoter for such characteristics (Figure 5.4).  However, 
the fluorescence lifetimes are both fairly consistent with those found for minor electronic 
substituents (BrC). There is a prolonged reorganization time that is consistent with a 
somewhat complicated relaxation pathway, but does not exhibit long charge-transfer type 
lifetimes. BC has a two-component decay that agrees favorably with similar GFP-type 
structures adorned with additional phenyl rings.52 The added component is presumed to 
be associated with a pronounced increase in the importance of the axis of rotation about 
the bond connecting R1.  Figure 5.5 shows a representative time-resolved fluorescence 
lifetime plot of the synthesized chromophores (DMC).  To better elucidate the difference 
in their fluorescence lifetimes, BC and DMC time-resolved fluorescence decays in 
acetonitrile (0.38 cP) were compared to those obtained from a very viscous ethanol- 
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amine (19.37 cP) solution.  The lifetimes of both were found to be relatively unaffected 
by the dramatic change in solvent viscosity with BC lifetimes being approximately 
doubled and DMC slowed by more than 5 times that found in acetonitrile.  This result 
seemingly is the opposite of the expected behavior with the bulkier BC having less of a 
viscosity-dependent lifetime than the smaller DMC.  The effect is likely again a result of 
a twisting component of the added phenyl substituent. 
	  
Figure 5.5  Time-resolved fluorescence lifetime decay of DMC in acetonitrile. Best-fit is 
represented in red. 
5.5 Conclusions 
 Two-photon active green fluorescent protein-type chromophores were synthesized 
with a diverse set of substituent groups and evaluated for their fundamental steady-state 
characteristics.  A generalized approach for chromophore synthesis was developed, 
allowing for maximum flexibility for the incorporation of functional groups such as 
donor-acceptor substituents or additional groups to provide extended conjugation.  The 
GFP-type chromophores were found to possess modest two-photon absorption cross 
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sections near 800 nm with the dimethylamino- substituted DMC clearly having the 
largest value at nearly 40 GM.  Time-resolved fluorescence lifetimes were determined for 
the synthesized molecules finding that each decayed in a biexponential fashion with a 
subpicosecond component and a longer picosecond component.  The individual effects of 
substitution position of functional groups and relative bulk size were evaluated and found 
to be rather significant in changing the fluorescence-decay characteristics in the case of 
substitution, but ambiguous with respect to relative group bulk.  On the whole, these 
molecules show promise as biological markers, especially DMC given its two-photon 
absorption response, for application in the study of conformation changes and 
aggregation of amyloid peptides, known to play an important role in many 
neurodegenerative diseases.  Investigations are currently in progress using these 
chromophores as fluorescence dyes in such biological studies of peptides 
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Chapter 6 Ultrafast Optical Excitations in Supramolecular 
Metallacycles with Charge Transfer Properties 
 
6.1 Introduction 
 New organometallic materials such as two-dimensional metallacycles and three-
dimensional metallacages are important for the development of novel optical, electronic, 
and energy related applications.  Here, the ultrafast dynamics of two different platinum 
containing metallacycles have been investigated by femtosecond fluorescence 
upconversion and transient absorption.  These measurements were carried out in an effort 
to probe the charge transfer dynamics and the rate of intersystem crossing in 
metallacycles of different geometries and dimensions. The processes of ultrafast 
intersystem crossing and charge transfer vary between the two different classes of 
metallacyclic systems studied. For rectangular anthracene-containing metallacycles the 
electronic coupling between adjacent ligands was relatively weak while for the triangular 
phenanthrene-containing structures there was a clear interaction between the conjugated 
ligand and the metal complex center.  The transient lifetimes increased with increasing 
conjugation in that case.  The results show that differences in the dimensionality and 
structure of metallacycles result in different optical properties, which may be utilized in 
the design of nonlinear optical materials and potential new, longer lived excited state 
materials for further electronic applications. 
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6.2 Background 
 There is a need for superior organic and inorganic materials for advanced optical 
applications.1 Organic chromophores and macromolecules have been investigated for 
their potential use in optical and electronic applications and great progress has been made 
in substantially increasing the merit of these useful materials.2 In addition to the various 
organic materials that have been probed for their optical effects there has been interest in 
studying organometallic systems as well.3-7 Many of these charge transfer materials have 
shown optical properties that are useful for optical limiting and other nonlinear optical 
effects.8-11  The interaction of π structures with d-orbital metal centers has been utilized in 
electronic interactions that are important for novel applications.12,13 Both metal to ligand 
(ML) and ligand to metal (LM) interactions have been exploited for intense absorption 
properties in the visible and near-IR spectral regions.3-5   
Platinum-containing organometallic complexes have been extensively 
investigated for their applications in optical limiting.14,15 These systems display singlet 
and triplet excitons in the visible and near-IR regions.  In this regard, several platinum 
acetylene complexes have been synthesized and investigated in the literature to 
understand their applicability as nonlinear optical materials.  They are also good systems 
for investigating excited state phenomena such as excited state absorption (ESA), 
intersystem crossing (ISC), triplet state absorption (TTA), two photon absorption11,16, 
excimers5 and phosphorescence4.  Previous measurements have tailored the conjugated 
linkages that separate metal centers to promote the degree of π-d interactions, which are 
important for greater charge correlation throughout the structure.  Many of the previous 
structures studied have been essentially linear with the metal in the center or at either end 
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of the linkage.  Several investigations demonstrated a strong charge correlation within the 
π-d interaction, which altered (in some cases enhanced) the electronic and nonlinear 
optical properties of the system.  This gave strong justification for the creation of novel 
materials based on this organometallic motif for the enhancement of electronic 
interactions for specific optical applications.   
 While there have been a number of previous investigations that primarily focused 
on linear structures, the effects of the geometry of the organometallic system have 
received limited investigation.  There is great cause to suggest that structural geometry 
plays an important role in the electronic transitions of different organometallic systems.  
Organic macromolecular systems with geometries varying from branched, cyclic, and flat 
two-dimensional motifs have been investigated by both steady-state and time-resolved 
measurements.16-18 It has been found that the symmetry and degree of planarity in these 
systems is a critical factor in describing their optical excitations.  In a similar manner, 
novel organometallic structures of varying geometry and/or symmetry may show similar 
correlations between structure and function.19 Furthermore, only a few organometallic 
cage structures have had their fluorescent properties studied.20 Advances in the synthesis 
of self-assembled Pt-containing metallacyclic and metallacage supramolecules of varying 
geometry (rectangular and triangular) and dimensionality (2D and 3D) allow for the 
steady-state and time-resolved properties of such supramolecules to be investigated.21-27  
Femtosecond measurements of fluorescence upconversion and transient absorption 
spectra have been studied for both the rectangular and triangular Pt-containing 
organometallic supramolecules in this contribution.  The fluorescence lifetimes, as well 
as the transient absorption lifetimes, of the two architectures are compared.  The effect of 
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the charge transfer character is compared for a series of four different supramolecular 
rectangles, a series of three different supramolecular triangles, as well as a 
supramolecular cage structure.  A model is proposed that describes the importance of 
particular excited-state mechanisms, which are dependent upon the macromolecular 
geometry.  These findings suggest that the organometallic structures studied are good 
candidates for nonlinear optical materials and their optical properties can be tailored 
based on their geometry.     
6.3 Experimental Section 
 Pt-anthracene acceptor 1,24 supramolecular rectangles 2-4,24 supramolecular 
triangles 5-7,25 and supramolecular metallacage 826 were synthesized according to 
literature procedures. Further extentions to the rectangular clip design incorporating 
ethynyl functionality have recently been developed, although they were not studied in 
this manuscript.27 The transient absorption and upconversion measurements were carried 
out in acetone (Aldrich) unless stated otherwise.   
 An Agilent UV-VIS absorption spectrometer was used to obtain optical 
absorption spectra.  A Jobin Yvon Spex Fluoromax-2 spectro fluorometer was used to 
determine the fluorescence spectra.   
 The two-photon excited fluorescence (TPEF) method involves monitoring the 
fluorescence intensity as a function of incident intensity.  The laser source used in our 
experiments is either a Ti: Sapphire oscillator (Kapteyn Murnane) that can be tuned from 
760nm-830nm or an amplified system (Spectra-Spitfire) with an Optical Parametric 
Amplifier that can be tuned from 300nm-2µm.  The input intensity can be regulated using 
a neutral density (ND) filter designed for femtosecond pulses.  The fluorescence is 
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measured by a photomultiplier tube (PMT) (R7518P, Hamamatsu).  A counting circuit 
(M8485 counting board, C3866 counting circuit, Hamamatsu) assembly, which is 
interfaced with a computer, converts the photocurrent from the PMT into an arbitrary 
number of counts.  In this manner, the TPEF intensity can be quantified.  A two-photon 
excited process is ensured when a logarithmic plot of the TPEF intensity versus input 
intensity is a straight line with a slope of 2. 
 Femtosecond transient absorption investigations have been carried out using 
ultrafast pump-probe spectrometer detecting in the visible region.  This system contains 
1-mJ, 100-fs pulses at 800 nm with a repetition rate of 1 kHz that were obtained from a 
Nd:YLF(Evolution)-pumped Ti:Sapphire regenerative amplifier (Spectra physics spitfire) 
with the input from a Millennia-pumped Ti:Sapphire oscillator (Spectra physics, 
Tsunami).  The output of laser beam was split to generate pump and probe beam pulses 
with a beam splitter (85 and 15%).  The pump beam was produced by an optical 
parametric amplifier (OPA-800).  The pump beam used in the present investigation, i.e., 
420 nm, was obtained from the fourth harmonic of the idler beam and was focused onto 
the sample cuvette.  The probe beam was delayed with a computer controlled motion 
controller and then focused into a 2-mm sapphire plate to generate a white light 
continuum.  The white light is then overlapped with the pump beam in a 2-mm quartz 
cuvette containing the sample, and the change in absorbance for the signal is collected by 
a charge-coupled device detector (Ocean optics).  Data acquisition is controlled by the 
software from Ultrafast Systems Inc.  The typical energy probe beam is <0.1 µJ, while 
the pump beam is around ~1-2 µJ per pulse.  Magic angle polarization has been 
maintained between the pump and probe using a wave plate. Pulse duration has been 
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obtained from the nonresonant fitting of the solvent response, which is around 120 fs. 
The sample is stirred by a rotating magnetic stirrer, and little degradation of the sample 
was observed during the experiments. 
 The fluorescence upconversion system used in our time-resolved experiments has 
been described previously.29  To excite our samples, a FOG-100 system (CDP) generates 
second harmonic light (400 nm) from a mode-locked Ti-sapphire laser.  Polarization of 
the excitation beam for anisotropy measurements was controlled with a Berek 
compensator.  All samples were held in a 1 mm thick rotating sample cuvette.  
Horizontally polarized fluorescence emitted from the sample was up-converted in a 
nonlinear crystal of b-barium borate using a pump beam at 800 nm, which first passed 
through a variable delay line.  The instrument response function (IRF) was determined 
from the Raman signal of water.  Lifetimes were obtained by convoluting the decay 
profile with the instrument response function. Spectral resolution was achieved by using 
a monochromator and photomultiplier tube.  Under the experimental conditions, the 
organometallic complexes investigated were stable and no photo-degradation was 
observed.  To prove that the resulting ultra fast fluorescence is not a solvent artifact, 
measurements of acetone were carried out. 
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6.4 Results 
	  
Figure 6.1  Molecular structures of the investigated organometallic monomer “clip” (1), 
metallacycles (2-7) and metallocage (8). 	  
 Figure 6.2 shows the optical absorption data for organometallic compounds 1-4.  
All the absorption spectra of these compounds show a vibronic progression that starts at 
360 nm with the highest peak in the progression at 389 nm.  Indeed, there is a strong 
similarity in absorption spectra of the first four (1-4) organometallic systems. The results 
suggest that the absorption consists of mainly π-π* transitions of anthracene whose 
conjugation might be extended into the Pt-complex.  The fact that there is only a small 
shift in the absorption spectra as the interior conjugation is increased suggests that the 
main transition is localized on the anthracene-Pt-complex portion of the molecule.  As the 
interior conjugation is increased from compounds 1 to 3 the tail end of the absorbance 
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spectrum increases.  Upon further conjugation (4), the tail end of the absorbance 
spectrum is the same as that of compound (3).  An increase in the tail end of the 
absorption, which spans into the visible region until 550 nm, suggests the presence of 
intramolecular charge transfer effects or a metal-ligand charge transfer transition.  It is 
possible to have the intramolecular charge transfer transitions from the anthracene-Pt 
complex to various acceptors in the rectangles 4,4'-Bipyridine (2), trans-1,2-bis(4-
pyridyl)ethylene (3) and, 4-bis(4’-pyridylethynyl)benzene (4).  Also shown in Figure 2 
are the absorption spectra for the triangular organometallic complexes 5-7.  The presence 
of the strong vibronic procession that was found in the rectangles is absent for the 
metallacyclic triangles. This is primarily due to the weaker vibronic progression found in 
the phenanthrene complex, which is the main chromophore in the triangular 
organometallic supramolecules.35  Instead, a long gradual transition is found with a 
maximum near 345 nm.  Triangle 5 has two small noticeable absorption bands at 345nm 
and 362nm.  Triangle 6 has a slightly red-shifted absorption spectrum with a noticeable 
shoulder at approximately 344nm.  Triangle 7 has a broad peak at approximately 343nm 
and a possible absorption band at 356nm.  The absorption in the visible region for these 
compounds, however, is mainly dominated by the charge transfer transitions arising out 
of metal-ligand or intramolecular charge transfer in these supramolecular metallacycles.  
Contrary to that of the supramolecular rectangles, the triangular systems show that the tail 
end of the absorption spectra amplitude decreases with increasing conjugation.  It should 
be noted that in both series of supramolecular metallacycles, rectangular and triangular, 
there is very strong absorption deep in the UV.  However, our time resolved and 
nonlinear experiments are more concerned with the metal-ligand interactions found in the 
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visible portion of the spectrum.  Supramolecular metallacage 8 (Figure 6.2) was also 
studied.  The vibronic progression observed in the rectangular series of supramolecules 
returns with a maximum near that which was found for anthracene-Pt(II) 1.  This 
observation is similar to previous studies of annulene systems and silsesquioxane.30  In 
these systems, the principle π→π* transition changed dramatically once the triangle or 
square was closed.  The strongly coupled peaks observed in the absorption changed once 
the macrocycle was broken.  It may be that in the present system, the Pt-ligand transfer is 
so dominant that intramolecular couplings are not strongly affected.  In order to probe 
this process further we carried out time resolved and nonlinear optical experiments.   
	  
Figure 6.2  Steady state absorbance spectra of compounds 1-4, and 8.  The insert shows 
the absorption spectra of compounds 5-7. 	  
Shown in Figure 6.3 are the optical emission data obtained for compounds 1-4.  
For acceptor 1, after excitation at 356 nm the emission has a strong peak at 472 nm, a 
smaller peak at 432 nm and a shoulder around 478 nm.  For 2, at 400 nm the emission 
maximum is shown to be much smaller than the larger peak at 475 nm.  Rectangle 3 gives 
	  	   159	  
an emission spectrum peak at 435 nm and a larger peak at 466 nm.  On the other hand, 4 
has emission spectrum with two equivalent peaks at 458 nm and 485 nm.  There is a 
strong similarity among organometallic systems 1-4; all emission spectra have a 
maximum peak at approximately 470 nm.  It is clear that by looking at the steady-state 
emission alone the anthracene-Pt complex appears to be the prevailing emitter.  Also 
shown in Figure 6.3 are the emission spectra for the triangular organometallic complexes 
(5-7) as well as that of the metallacage (8).  It is clear that increased interior conjugation 
results in an increasingly strong emission band at approximately 375nm.  The results of 
the emission spectra of triangles show that the emission in smaller triangles (5-6) is 
dominated by the intramolecular charge transfer while that of the largest triangle (7) has a 
measureable contribution from the phenanthrene, which has an emission maximum 
around 370 nm.   
	  
Figure 6.3  Normalized steady state emission spectra profile for compounds 1-4 and 8.  
The insert shows the emission spectra of 5-7. 	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In general, the steady-state absorption and emission results suggest that the optical 
excitations consist not only of individual chromophore p-p* transitions in the 
metallacycle but also of intramolecular or metal-ligand charge transfer transitions. Time-
resolved and nonlinear optical property measurements were performed to give a better 
picture of the transitions and dynamics these systems. 
Table 6.1  Steady state absorbance peaks and emission peaks for all compounds. 
material labs max (nm) lem max (nm) 
1 394 472 
2 389 475 
3 389 466 
4 412 458, 485 
5 ~400 485 
6 ~400 474 
7 343 382 
8 394 446 
 
 As stated in the introduction there has been great interest in the use of conjugated 
organometallic materials as optical limiters and in other nonlinear optical applications.  
Hence, we are interested in the femtosecond two-photon absorption response in the 700-
900nm spectral region.  It was found that the length of conjugation in the ligands can 
have a strong effect on this process.  Here, two photon fluorescence measurements were 
carried out to estimate the nonlinear cross-sections in the Pt-containing organometallic 
structures.  
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Figure 6.4  Left: The two-photon measurement intensity dependence. Right: The two-
photon fluorescence spectrum. 	  
 The two-photon fluorescence dependence was carried out using femtosecond (fs) 
pulses.  Figure 4 shows the two-photon fluorescence dependence for compounds 1 and 2.  
The appropriate intensity dependence was found for these and other investigated 
metallacycle systems and a slope of 2, suggesting a two-photon process was observed.  
With fs pulses one is able to detect and measure the two-photon emission spectra of these 
and related systems (see figure 6.4).  For these macrocycles the spectrum extends over a 
relatively broad range.  These photonic properties could indeed be useful for applications 
in sensors and optical limiting devices.  While the amount of two-photon fluorescence 
was large, due to the relatively small quantum yield (~10-4) for linear fluorescence in the 
sample, the calculated two photon cross-section was small (~10 GM).  These results 
suggest that the time-scale of the two-photon measurement may be very fast and the 
contribution from the triplet state could be small.  Previous results with other linear 
platinum-containing systems showed an increase in the cross-section with increasing 
delocalization over the ligands.31  Here, it appears that the two-photon excitation may be 
localized on each ligand and the main contribution comes from a metal-to-ligand 
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excitation.  This conclusion, however, cannot be concluded from steady-state and two-
photon measurements alone.   
 Time-resolved measurements of the excited state and relaxed states are necessary 
to more accurately probe the dominate structural/electronic factors in these systems.  In 
the case of relaxed states, fluorescence upconversion experiments were used to probe 
fluorescence lifetimes over a wide degree of time scales for the purpose of detecting 
long-range interactions.  Here, we are interested in the variation of the fluorescence 
lifetimes as a function of the chain linkage in the metal centered metallacycles as well as 
variations due to changes in geometry.  Shown in Figure 5 is a representative 
fluorescence upconversion decay curve for the bis-Pt(II) anthracene 1 at 480 nm.  The 
fluorescence decay profile is best fit by a single exponential given as: f(x) = Ae(-t/τ).  The 
lifetime for this particular system excited at 400 nm is 8.9 ± 0.2 ps, which can be ascribed 
to either the intramolecular charge transfer rate or the intersystem crossing to triplet state.  
This lifetime differs from what has been observed in linear organometallic systems, 
which in the past have shown fluorescence decay times of 70 ± 40 fs.31  This discrepancy 
is due not only to the nonlinear geometry, but also to the metal interaction with the 
anthracene molecule.  The lifetime is shorter than the typical fluorescence lifetime of 
anthracene (3.9 ns to 6.2 ns).32   This suggests that the excitation is delocalized up to the 
metal atom where a fast ISC process dominates its excited state deactivation.   
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Figure 6.5  Time-resolved fluorescence upconversion of 1 at 480 nm with an excitation at 
400 nm.  Instrument response function is also shown. 	  
Figure 6.6 shows the time-resolved fluorescence decay at 480 nm for 
metallacyclic structures 1-4 after excitation at 400 nm.  The insert of Figure 6.6 gives the 
time-resolved fluorescence decay for samples 5-7.  The fluorescence decay of 1 is long 
lived with respect to the remaining organometallic complexes discussed in this article.  
The fluorescence decay of complexes 2-4 are extremely fast and therefore close to the 
instrument response function with a pulse width of 110 fs.  The average lifetimes of 2 and 
3 at 480nm were found (after deconvolution) to be 110 ± 50 fs and 140 ± 60 fs, 
respectively.  The average lifetime of 4 was found to be 160 ± 60 fs also indicating the 
presence of a long-lived second component.  The fluoresce decay of the triangular 
samples 5-7 showed similar dynamics with increasing size.  Triangle 5 has a lifetime of 
130 ± 50 fs, while 6 has a lifetime of 110 ± 40 fs.  The fluorescence decay of 7 varried 
from those of 5 and 6, having a decay fit with a bi-exponential with a large 190 ± 60 fs 
component and a small remaining component with a lifetime of 2.4 ± 0.1 ps.  
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Upconversion fluorescence decay lifetimes are listed in table 6.2. 
Table 6.2  The average lifetimes of all upconversion fluorescence sample decays 
monitored at 480nm. 
Material 
Average 
Lifetime 
1 8.9 ± 0.2 ps 
2 110 ± 50 fs 
3 140 ± 60 fs 
4 160 ± 60 fs 
5 130 ± 50 fs 
6 110 ± 40 fs 
7 
190 ± 60 fs 
2.4 ± 0.1 ps 	  	  
	  
Figure 6.6  Time-resolved fluorescence decay of compounds 1-4 excited at 400 nm.  1 is 
in black, 2 is in red, 3 is in green, 4 is in blue, and the instrument response function 
is in the black dashed line.  The insert shows the fluorescence decay of compounds 
5-7. 
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Figure 6.7  Time-resolved fluorescence decay for compound 4 at different wavelengths.  
Insert: Time-resolved fluorescence decay for triangle 7. 
 
Upconversion fluorescence decay has also been studied at emission wavelengths 
of 450 nm, 500 nm, 520 nm, 550 nm and 570 nm resulting in variations in the kinetic 
time constants.  Metallacycles 4 and 7 are representative of the upconversion 
fluorescence decay lifetimes’ emission wavelength dependence and are presented in 
Figure 6.7 (with sample 7 in the insert).  The remaining supramolecular rectangular and 
triangular fluorescence plots are shown in the supporting information.  Femtosecond 
fluorescence relaxation processes at different emission wavelengths have been 
investigated previously.  For example, in our previous studies we have shown that the 
fluorescence dynamics of dendrimers at different emission wavelengths can be very 
important.33 In this study the bi-exponential lifetime dependence on emission wavelength 
was in accordance with the formation of two fluorescence states.  Such processes are also 
associated with the formation of aggregates such as excimers or exciplexes.  In the 
discussion of this wavelength dependence on the fluorescence lifetime, an intermediate 
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trap state best explains the process.  Justification for this conclusion comes from the short 
formation lifetime as compared to the relaxation rates.  In the metallacycles studied, it 
was found that with increasing emission wavelength there was an increase in the average 
fluorescence lifetime.  The lifetimes are described by a bi-exponential decay, with one 
lifetime being between 100-500 fs and the other lifetime being between 1-6 ps.  What is 
not observed, however, is the long rise time feature found in the dendrimer systems 
referenced above.  This suggests that while there is a strong justification for increased 
charge-transfer behavior in these systems there may not be a localized intermediate trap 
state. 
The fluorescence upconversion investigations give information about excited state 
lifetimes as well as the energy migration throughout each system.  This can be 
accomplished through fluorescence anisotropy measurements.  The depolarization of the 
fluorescence as a function of time can be evaluated with very good time resolution by 
time-resolved fluorescence upconversion.  Previous investigations with femtosecond 
anisotropy measurements have shown the importance of intramolecular interactions to the 
enhancement of transition moments and nonlinear optical effects.31  The differences in 
energy migration and reorientational dynamics in particular systems may point to specific 
structure-function relationships critical to the design of superior materials.  Shown in 
Figure 8 is a representative fluorescence anisotropy decay result for compounds 1 and 7 
out to 3 ps.  The noise experienced is due to the weaker signal at long times with the fast 
anisotropy dynamics essentially completed by this time.  The measured initial anisotropy 
for the case of 1 was near 0.28.  Over the 8 ps timescale there was little to no detectable 
decay of the anisotropy.  The remaining rectangular samples had slightly higher 
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anisotropy values with compound 2 having 0.36, 3 having 0.33 and 4 having 0.3.  The 
triangular metallacycles had anisotropies of 0.37 for 5, 0.37 for 6 and 0.35 for 7.   
	  
Figure 6.8  Fluorescence anisotropy of 1 and 7 with instrument response function. 	  	  
For the case of a simple transition moment oscillator system, the initial anisotropy 
value should be 0.4.  The high initial anisotropy (slightly less than 0.4) for all the 
rectangular and triangular metallocycles confirms that the emission is coming from 
localized transition dipoles and the emission is not delocalized.  The localized excitations 
are in accordance with the observed intramolecular charge transfer processes in the 
investigated organometallic systems.  The coupling between nearby energy levels 
accessible to the transition may also give rise to the lower initial anisotropy value.  
Typically the anisotropy decays from 0.4 to 0.  In our systems, there is no discernable 
anisotropy decay, suggesting that the angle between the emitting and absorbing transition 
dipoles remains unchanged during intersystem crossing, which is suggestively fast.  In 
our previous measurements we have observed similar effects in square like symmetric 
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chromophores, cyclic geometry systems, dendrimer systems and linear systems.16,31,33  
These results suggest that the electronic excitation may be localized on one of the 
chromophores and that the complex excited-state dynamics is entirely directed by intra-
chromophore processes.   
While time-resolved fluorescence upconversion provides important details about 
relaxed states in the supramolecular rectangular and triangular systems, ultra-fast 
transient absorption experiments give important details about the excited state dynamics 
and amplitudes critical to triplet and singlet lifetimes as well as extent of charge transfer 
character.  Measurements of the excited state lifetimes have been carried out with these 
systems to probe the changes in charge transfer character with different sized linkers.   
Figure 6.9 shows the transient absorption spectrum of compounds 1-4.  Figure 
6.10A shows the spectrum of 1, in which a decay of the excited state absorption (ESA) at 
a wavelength of 620 nm concomitant growth of ESA at 490 nm is observed.  ESA at 490 
nm can be ascribed to the triplet-triplet state absorption of anthracene.  The lifetime of the 
ESA is ~20 ps and corresponds with the growth of ESA with a time constant of 22 ± 1.0 
ps for the 490nm kinetics.  The kinetic analysis of the absorption at 620nm showed a 
lifetime of 17.1 ± 0.44 ps.  The isosbestic point at approximately 545nm is typical of 
conversion between the triplet and relaxed triplet state.  The spectrum of compound 2 
(Figure 6.9) shows the decay of the ESA with a maximum around 650 nm from 100 fs to 
1 ps, which arises from an intramolecular charge transfer from anthracene to bipyridyl.  
The fast component observed in the fluorescence matches with the intramolecular 
electron transfer rate.  However, the broad ESA (Figure 6.9.2) decayed very quickly to 
give rise to absorption around 480 nm, reminiscent of triplet-triplet ESA of the 
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anthracene-Pt complex.  The results show that there is an ultrafast forward electron 
transfer followed by recombination with time scales of 6.05  ± 0.09 ps for 2. 
	  
Figure 6.9  Transient absorption spectrum of compounds 1-4 in acetone at various time 
delays.  Top Left: spectra of 1 after excitation at 390 nm 100 fs to 30 ps.  Top Right: 
spectra of 2 after excitation at 390 nm1 ps to 40 ps.  Bottom Left: spectra of 3 after 
excitation at 390 nm  30 ps to 750 ps.  Bottom Right: spectra of 4 after excitation at 
390 nm 880 fs to 26 ps. 	  
The results indicate that the recombination is producing the triplet state exciton, 
which is long lived though not as efficient as the anthracene-Pt complex.  Interestingly, a 
completely different transient spectrum is obtained for compounds  3-4.  The ultrafast 
growth of the intramolecular charge transfer and consequent recombination gives rise to a 
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triplet state due to the anthracene-pt complex is observed for sample 3.  This is evident 
from the entirely different transient absorption spectrum for 3, as it has different transient 
radical species with the anion located on the bipyridyl stilbene that has a typical ESA 
spectrum.   
	  
Figure 6.10  Kinetic decays for the transient absorption spectrum of compounds 1-4 in 
acetone at various time delays.  Top Left: kinetics of 1 after excitation at 390 nm.  
Top Right: kinetics of 2 after excitation at 390nm.  Bottom Left: kinetics of 3 after 
excitation at 390 nm.  Bottom Right: kinetics of 4 after excitation at 390 nm. 	  	  
The transient absorption growth and decay are also observed for organometallic 
rectangle 4, with different transient spectra arising out of the ICT from anthracene-Pt 
complex to the anion radical present in the metallacycle 4.  The lifetimes of the charge 
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separation and recombination are obtained from the global fit analysis of the kinetic 
decay trace (Figure 6.10).  Also, the kinetic decay traces at two different wavelengths, 
representing the ESA of the ICT state and the triplet-triplet absorption are seen in Figure 
10.  The decay lifetime was 22.0 ± 1.0 ps for compound 1.  The substantial difference 
between bis-Pt(II) anthracenyl acceptor 1 and rectangular supramolecules 2-4 suggests 
stronger intramolecular interactions leading to different charge transfer character and 
lifetimes.  Table 6.3 outlines the various transient absorption kinetics and the charge 
separation and recombination lifetimes.   
Table 6.3  Transient absorption average lifetimes for samples 1-4. 
Transient Absorption Kinetics 
Material 
Wavelength 
(nm) Time (ps) 
1 620 17.1 ± 0.44 
2 630 6.05  ± 0.09 
3 610 4.49 ± 0.07 
4 630 6.47 ± 0.24 
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Figure 6.11  Transient absorption spectra of triangles 5-7 in acetone at various time 
delays.  Top Left: spectra of 5 after excitation at 390 nm 1.25 ps to 700 ps.  Top 
Right: spectra of 6 after excitation at 390 nm 1.1 ps to 40 ps.  Bottom Left: spectra 
of 7 after excitation at 390 nm 1 ps to 530 ps. 	  
Figure 6.11 shows the transient absorption spectrum of triangular metallacycles 5-
7.  For 5, it can be observed that there is a growth of the excited state absorption with a 
maximum near 600 nm and a growth at 450 nm.  At 490 nm, the kinetic decay for 
compound 5 is described by a bi-exponential decay with lifetimes of 5.7 ± 0.4 fs and 
114.8 ± 8.9 fs.  At 640 nm, the kinetic decay gives the bi-exponential decay lifetimes of 
10.5 ± 0.7 fs and 150 ± 5.4 fs.  The extremely fast lifetime decay for compound 5 is 
drastically different from that of the other systems studied.  This suggests extremely fast 
ICT.  Compound 6 displays a similar transient absorption profile with a maximum near 
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525 nm.  At 525 nm a single exponential lifetime decay of 8.1 ± 0.2 ps is observed, while 
at 565 nm an exponential lifetime decay of 6.7 ± 0.2 ps is found.  These two lifetimes are 
evident of triplet state relaxation.  Interestingly a completely different transient spectrum 
is obtained for metallacycle 7.  A maximum excited state absorption was found at 555 nm 
with an isosbestic point at 525 nm.  Again, the isosbestic point suggests conversion 
between the triplet and relaxed triplet state.  The lifetimes of the charge separation and 
recombination for the triangular supramolecules are obtained from the global fit analysis 
of the kinetic decay trace (Figure 6.12).  The kinetic decay traces at two different 
wavelengths representing the ESA of ICT state and the triplet-triplet absorption are seen 
in Figure 6.12.  The average exponential lifetime of 7 is 21.5 ± 0.7 ps at 460nm.  As 
observed for compounds 2-4, the substantial difference for triangle 7 from the other 
supramolecular triangles may be attributed to stronger intramolecular interactions leading 
to different charge transfer characters and lifetimes.  Table 6.4 gives their transient 
absorption kinetic lifetimes.   
 
Table 6.4  Transient absorption average lifetimes for samples 5-7. 
Transient Absorption Kinetics 
Material 
Wavelength 
(nm) Time (ps) 
5 640 0.184 ± 0.006 
6 525 8.1 ± 0.2 
7 460 21.9 ± 0.9 
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Figure 6.12  Transient absorption kinetics for supramolecular triangles 5-7. 	  	  
A three dimensional metallacage (8) was studied to investigate the role that 
dimensionality plays in charge transfer dynamics.  Toward this aim, steady state 
measurements, fluorescent upconversion and transient absorption measurements were 
carried out.  Figure 6.13 displays the upconversion lifetimes, transient absorption, 
transient kinetics and anisotropy measurements of metallacage (8).  Compound 8 displays 
similar absorbance spectra to that of compound 1 with a high peak at 446 nm and a 
vibronic progression of 423 nm, 472 nm, and 500 nm as the main chromophore is similar 
to that of compound 1.  The shoulder at 423 nm is similar to that of the lower peak for 
compound 1, while the shoulder at 472 nm of the metallacage lines up with the highest 
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peak of 1.  The metallacage emission spectrum differs from compound 1 in that it has a 
much stronger tail into the red.  This again accounts for the larger cage structure of 
compound 8, which contains three bis-Pt(II) anthracenyl moieties (1).  The fluorescence 
upconversion decay lifetimes are described by a bi-exponential decay for 450 nm, 480 
nm, and 500 nm, and 520 nm.  With increasing emission wavelength, increasing 
fluorescence lifetimes are found for both the short and long decay processes, indicating 
the presence of intramolecular charge transfer interactions.  At 480 nm a short lifetime of 
420 fs and a long lifetime of 2.4 ps were observed.  At 520 nm, a short lifetime of 760 fs 
and a long lifetime of 4.3 ps were found.   
	  
Figure 6.13  Metallacage (a) Fluorescence upconversion lifetimes (b) Transient 
absorption spectrum (c) Transient absorption kinetics (d) Anisotropy. 	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Transient absorption experiments were carried out giving a maximum excited 
state absorption at approximately 482 nm with an inflection point at 542 nm and two 
smaller absorption peaks at 590nm and 745nm.  The lifetimes of the charge separation 
and recombination for the metallacage were described by a bi-exponential decay with a 
lifetime of 1.1 ps and 32.2 ps at 600 nm.  In general while the cage compound shows a 
higher degree of complexity in structure, the dynamics appeared to be very similar to 
what was found with the metallacycles investigated. 
6.5 Discussion 
 The goal of this investigation was to probe the differences in charge transfer 
character, triplet state relaxation, excited fluorescence dynamics and potential nonlinear 
optical and electronic applications.  The observed results suggest that these metallacycles 
vary in their triplet state relaxation when the square like geometry is changed to the 
triangular system.  The kinetic schemes for excitations in similar organometallic 
complexes have been illustrated in previous reports.31 For informative reasons a variation 
of this diagram is reproduced in Figure 6.14.  As seen in the diagram, a chromophore is 
excited from the ground state S0 to the S1 state.  ISC allows for the S1 state to transition to 
the T1 state, which then decays to the ground state.  Femtosecond fluorescence 
upconversion is used to determine the extent of ISC and singlet decay while transient 
absorption is determines the TTA and ESA.  In our previous study regarding the platinum 
acetylene complexes, ISC time increased with ligand length.31  It is understood that the 
increased π* character as well as the decreased heavy atom effect were the factors for the 
increased ISC lifetime.  In the current study, increasing ligand length was accomplished 
by substitution of the different ligands 4,4'-Bipyridine (2,5), trans-1,2-bis(4-
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pyridyl)ethylene (3,6) and 1,4-bis(4’-pyridylethynyl)benzene (4) and trans-[bis(4-
pyridylethynyl)bis(triethylphosphine)]platinum(II) (7).  The compound with the longest 
fluorescence lifetime was the bis-Pt(II) anrthracenyl acceptor (1).  Upon conjugation, the 
ISC time dramatically decreased.  The dramatic decrease in ISC lifetime (in the 100fs 
range) typically suggests very strong spin-orbit coupling due to the presence of the Pt 
metal.  Since this was not the case for compound 1, it is believed that conjugation was the 
determining factor for the ultrafast fluorescence (ISC) results.  However, as shown 
earlier, the charge transfer contribution to the observed dynamics depends on the nature 
of the bridging ligand and its energetics rather than the conjugation length.  For the 
rectangular organometallic structures, further conjugation showed evidence of slightly 
increasing ISC times although all lifetimes were within the experimental error.  For the 
triangular organometallic compounds, organometallic triangle 6 displayed a slightly 
decreased lifetime with respect to triangle 5, although again this was also within the error.  
Interestingly, compound 7 showed a dramatic increase in the lifetime from that of 5 and 
6.  This result is unexpected given that the ligand contains more platinum atoms, which 
should result in a shorter ISC lifetime.  A possible reason for this can be because of the 
presence of weaker charge transfer interactions, which increases the fluorescence 
lifetime. It can be observed from the absorption measurements that the charge transfer 
absorption for 7 is significantly lower than 5 and 6.  A comparison of the rectangular and 
triangular organometallic structures shows considerable similarities.  Both systems have 
ultrafast ISC, an increase in ISC with increasing conjugation, and emission wavelength 
dependence.  However, the large ISC lifetime variation between compounds 4 and 7 was 
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not expected.  This can possibly be attributed to the anthacene moiety as well as to 
different ligands.   
	  
Figure 6.14  Kinetic scheme for the organometallic complexes. 	  
 
Metal-to-ligand charge transfer processes with varying degrees of conjugation in 
the ligands has been investigated in the past.  For example, Ren, et.al investigated such 
charge transfer processes in oligoynes.34 It was found that for the case of linear 
absorption, the low energy metal-to-ligand charge transfer band has a significant shift to 
lower energy as the ligand-conjugation is increased.  It was also found that as the π 
character is increased in the ligand the charge transfer character also changed for the 
complex, which follows from basic electron transfer molecular processes.  The drastic 
difference in lifetimes for the triangular organometallic cages 5-7 gives evidence for the 
charge transfer character dependence on increased conjugation.  Such variations in 
lifetimes with similar steady state absorption profiles demonstrates that the steady state 
profiles alone are not capable of describing the complexities of the charge transfer within 
organometallic systems.    
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6.6 Conclusions  
 Using femtosecond upconversion and transient absorption, we have measured and 
characterized the ultra-fast excited state relaxation dynamics of platinum containing 
organometallic metallacycles.  Typically a bi-exponential decay was capable of 
describing the two fluorescence species.  We found intramolecular charge transfer 
processes giving rise to charge-separated species followed by charge recombination to 
give rise to the triplet exciton.  One species is the decay of immediate ESA ascribed to 
singlet state.  The other observed species is a long lived excited state, which is ascribed to 
triplet-triplet absorption of anthracene and phenanthrene.  It was determined that the 
presence of platinum influences the spin-orbit coupling and increases the rate of ISC 
while decreasing the lifetime of the singlet state.  The rectangular structures show similar 
transient lifetimes within the series studied.  However, the triangular systems showed a 
strong and definite effect on the ligand conjugation.  A consistent increase in the lifetime 
was observed as the conjugation of the ligand unit next to the metal center was increased.  
The triangular unit, for this reason, is a great candidate for nonlinear optical and optical 
limiting effects.  
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Chapter 7 Conclusions 
	  
7.1 Summary 	   In this dissertation, we discussed the theory, implementation, and application of 
pulse shaping to fluorescence microscopy and pump-probe microscopy.  In the second 
chapter, phase shaping was used to compensate for dispersion from microscope optics 
resulting in compressed pulses at the sample.  The resulting high peak intensities were 
used to drive nonlinear transitions at low average power.  Techniques for the selective 
excitation of two-photon absorbing fluorophores were discussed where a binary genetic 
algorithm was found to quickly converge to the optimal phase mask for selective 
excitation.   
 In the third chapter, one-photon FRET stoichiometry theory was generalized to 
account for two-photon excitation.  A library of computational methods implemented this 
theory enabling the analysis of large volumes of data in minutes.  Two-photon FRET 
stoichiometry was demonstrated with live COS-7 cells transfected with mAmetrine, 
tdTomato, and mAmetrine-tdTomato constructs.  The resulting images containing 167 
cells were analyzed in approximately 10 minutes.  The two-photon FRET stoichiometry 
made the accurate measurement of donor and acceptor in construct as well as the ratio of 
total acceptor to donor possible.  The fast selective excitation switching (~30ms) enabled 
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by the pulse-shaping approach will allow the application of quantitative multiphoton 
FRET to dynamic systems.   
 In the fourth chapter, a pulse shaping based pump-probe microscope was built, 
where broadband 800nm pulses acted as the pump source and 400nm pulses acted as the 
probe.  The two-color pump-probe design enables characterization of two-photon excited 
transient states.  To measure transient states on the femtosecond time scale an additional 
pulse shaper was built to compress the SH probe after the microscope objective.  Met-
hemoglobin solution had both ESA and GSB lifetimes whereas oxy-hemoglobin only had 
a GSB pathway.  The ESA and GSB pathways were used to image red blood cells by 
selecting the appropriate temporal delay and frequency domain.  An additional imaging 
modality in red blood cells was found at low modulation frequency, possibly due to 
thermal lensing.   
 In chapter five, two-photon active fluorescent protein-type chromophores were 
synthesized with a diverse set of substituent groups.  The GFP-type chromophores were 
found to have modest two-photon cross-sections reaching up to 40 GM at 800 nm for the 
dimethylamino-substituted system.  Time-resolved fluorescence upconversion was used 
to measure bi-exponential lifetimes on the femtosecond and picosecond time scale.  The 
individual effects of the substitution position of functional groups as well as their relative 
bulk size were found to play a significant role in the fluorescence decay characteristics.  
These molecules show promise as biological markers for applications in measuring 
conformation changes and aggregation of amyloid peptides known to contribute to many 
neurodegenerative diseases.   
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 In chapter six, ultrafast excited state dynamics of platinum containing 
organometallic metallacycles were characterized using femtosecond fluorescence 
upconversion and transient absorption.  On average, a bi-exponential decay was capable 
of describing the two fluorescent species.  Intramolecular charge transfer processes gave 
rise to charge-separated species and recombination resulting in a triplet exciton.  One 
fluorescent decay was associated with the decay of the singlet ESA.  The other species is 
associated with triplet-triplet absorption of anthracene and phenanthrene.  The presence 
of platinum influences spin-orbit coupling and increases the rate of ISC while decreasing 
the lifetime of the singlet state.  While the rectangular structures showed similar transient 
lifetimes, the triangular systems were highly dependent on ligand conjugation.  
Increasing ligand conjugation resulted in increasing lifetimes.  The triangular unit, for 
this reason, is a great candidate of nonlinear optical and optical limiting applications.   
7.2 Future Direction 	   When the laser was first developed it was described as a hammer looking for a 
nail.  One of the first intended applications was to break specific bonds in a form of 
coherent control.  Today, lasers play an increasing role in material characterization and 
synthesis.  In this dissertation, ultrafast spectroscopy was used to characterize materials 
with optical responses on the femtosecond time scale.  The combination of these 
techniques with optical microscopy has enabled the visualization of materials through the 
unique quantum pathways associated with their components.  The integration of multiple 
nonlinear imaging modalities such as SHG, THG, and TPEF could be integrated into our 
system offering more modes of contrast.  In the far future, extending the frequency range 
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of table top coherent light sources to encompass not just visible wavelengths, but x-ray, 
terahertz, infrared and beyond offers new and excited possibilities. 
 Pulse-shaping-based two-photon FRET stoichiometry was demonstrated in live 
COS-7 cells in vitro.  The increased depth penetration using two-photon excitation 
enables future in vivo studies.  One exciting application would be using the FRET pair 
aptamer-thrombin for the in vivo analysis of tumor growth, metastasis, and angiogenesis.  
Applying stoichiometric techniques to such a system would give cancer researchers 
quantitative metrics for drug cancer interactions.  Another exciting route is in extending 
FRET stoichiometry to more than just one donor and acceptor molecule.  Human cells 
contain thousands of molecules that interact in a highly complex and orchestrated 
manner.  Quantifying the interaction of such complicated dynamics at the millisecond 
time scale would enable medical personnel to diagnose both the cellular components and 
mechanisms used by pathogens and diseases in a time frame necessary for possible 
treatment.  Unfortunately, extending FRET stoichiometry to systems with many 
identifiers, such as N-way FRET, would result in increasingly complex parametric 
functions.  Advances in machine learning and nonlinear algorithms offer routes towards 
such complicated stoichiometric analysis and are an exciting possibility.   
 While chemical contrast imaging with pulse-shaping-based pump-probe 
microscopy has been successfully applied to imaging red blood cells, many other 
interesting systems could be studied with this technique.  Pathogens and diseases such as 
malaria and sepsis introduce and alter chemical structures in healthy cells.  Label free 
detection using pump-probe microscopy offer opportunities toward in vivo identification.  
Another system of interest is thiophene-fullerene blends (P3HT:PCBM).  This polymer 
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blend material has shown great promise in electro-optic devices.  Unfortunately, in the 
solid state (thin film), molecular aggregation, complex topology, and non-uniform 
homogeneity drastically influence kinetics.  The effect of which is low carrier mobility 
and short-lived exciton lifetimes resulting in low exciton diffusion lengths, limiting their 
efficiency and device applicability.  Pulse-shaping-based pump-probe microscopy offers 
routes towards imaging these exciton dynamics on the femtosecond time scale giving 
insight into structure-function relationships.  
 In this dissertation, we also discussed the molecular design of materials with 
specific nonlinear optical responses.  GFP-variants were designed to have large two-
photon cross-sections for fluorescence imaging.  New molecular probes may be designed 
not just for imaging, but for optogenetics and other optical control techniques for driving 
specific cellular functions.  In the case of optical limiters, where nonlinear optical 
responses are used as low-pass filters to protect against high power lasers, pulse shaping 
techniques offer routes to bypass such defenses.  The nature of light-matter interactions 
and the steady increase in technology to control such dynamics leaves countless 
opportunities for the future.	  	  	  	  
 
 
 
 
 
