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Abstract
We investigate cardinal invariants related to the structure Dense(Q)/nwd of dense sets of rationals modulo the nowhere dense
sets. We prove that sQ ≤ min{s,add(M)}, thus dualizing the already known rQ ≥ max{r, cof(M)} [B. Balcar, F. Herna´ndez-
Herna´ndez, M. Hrusˇa´k, Combinatorics of dense subsets of the rationals, Fund. Math. 183 (2004) 59–80, Theorem 3.6]. We
also show the consistency of each of hQ < sQ and h < hQ. Our results answer four questions of Balcar, Herna´ndez and
Hrusˇa´k [B. Balcar, F. Herna´ndez-Herna´ndez, M. Hrusˇa´k, Combinatorics of dense subsets of the rationals, Fund. Math. 183 (2004)
59–80, Questions 3.11].
c© 2006 Elsevier B.V. All rights reserved.
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0. Introduction
The structure P(ω)/fin of the power set of the natural numbers ω modulo the finite sets plays an important role in
set theory. It is naturally ordered by ≤ where [A] ≤ [B] if A ⊆∗ B . Here, [A] denotes the equivalence class of a set
A ⊆ ω and, for A, B ⊆ ω, we say A is almost contained in B (A ⊆∗ B in symbols) if A \ B is finite. Much of the
combinatorial structure of (P(ω)/fin,≤) can be described by cardinal invariants of the continuum like, for example,
the splitting number s or the distributivity number h. Their relationship has been thoroughly investigated and is usually
displayed in van Douwen’s diagram (see Fig. 1).
For A, B ∈ [ω]ω, say A splits B if A ∩ B and B \ A are both infinite. A ⊆ [ω]ω is a splitting family if every
B ∈ [ω]ω is split by a member ofA. The splitting number s is the least size of a splitting family.D ⊆ [ω]ω is dense if
for all A ∈ [ω]ω there is D ∈ D almost contained in A.D is open if it is downward closed under ⊆∗. The distributivity
number h of P(ω)/fin is the smallest size of a family of dense open sets with empty intersection. Equivalently, it
is the least cardinality κ of a family {Aα : α < κ} of maximal almost disjoint families such that no X ∈ [ω]ω is
almost contained in a member ofAα for all α. h is the least κ such that (P(ω)/fin,≤) is not κ-distributive as a forcing
notion. It is also the cardinal to which c is collapsed after forcing with P(ω)/fin [2]. The additivity of the meager
ideal add(M) is the least κ such that the meager ideal is not κ-additive. The covering of the meager ideal cov(M) is
the smallest size of a family of meager sets covering the real line. For other cardinal invariants which figure in Fig. 1
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Fig. 1.
(but which we will not use in our work) see [7], [26], [27] or [3]. Except for the recent cof(M) ≤ i [1, Theorem 3.6],
all of the Z FC-inequalities displayed in the diagram may be found in these references.
In recent years, research has increasingly focused on cardinal invariants which are defined in a similar way for
structures other than P(ω)/fin, the analogue of van Douwen’s diagram has been redrawn, and the connection of the
new cardinals with the classical ones has been studied. As an example, let us mention the work on partitions of ω
in [12] and [10]. In this context, a natural class of structures is those of the formD/I where I ⊆ P(ω) is an ideal and
D ⊆ P(ω) is a family of sets which are, in some sense, “large” with respect to I. For example, letting nwd stand for
the ideal of nowhere dense sets of rationals, we may considerP(Q)/nwd or Dense(Q)/nwd where Dense(Q) denotes
the dense sets of rationals, ordered by ≤ where [A] ≤ [B] if A ⊆nwd B if A \ B is nowhere dense. Cardinal invariants
of the latter, which is more interesting from our point of view because it is σ -closed under ⊆nwd, have been studied
by Balcar, Herna´ndez and Hrusˇa´k [1]. In Section 1, we dualize one result of theirs, rQ ≥ max{cof(M), r}, to obtain
sQ ≤ min{add(M), s} (Theorem 1.4).1 Thus the corresponding van Douwen diagram looks as in Fig. 2.
For A, B ∈ Dense(Q), say A Q-splits B if A ∩ B and B \ A are both dense.A ⊆ Dense(Q) is a Q-splitting family
if every B ∈ Dense(Q) is Q-split by a member of A. The Q-splitting number sQ is the least size of a Q-splitting
family. D ⊆ Dense(Q) is Q-dense if for all A ∈ Dense(Q) there is D ∈ D with D ⊆nwd A. The distributivity number
hQ of Dense(Q)/nwd is the smallest size of a family of Q-dense open sets with empty intersection. hQ is the least κ
such that (Dense(Q)/nwd,≤) is not κ-distributive as a forcing notion. It is also the cardinal to which c is collapsed
after forcing with Dense(Q)/nwd [1, Theorem 3.3].
One natural question is whether all inequalities in the diagram are consistently strict. In this direction we prove
the consistency of hQ < sQ (Theorem 2.2), thus answering [1, Questions 3.11 (4)]. Still open are the consistency of
pQ < tQ (the well known p versus t problem) and of rQ < iQ [1, Questions 3.11 (5)]. Another natural problem is
to relate the cardinals in the two diagrams. With respect to this, Balcar, Herna´ndez and Hrusˇa´k have shown pQ = p,
tQ = t and iQ = i, as well as the consistency of r < rQ and hQ < h, while the consistency of sQ < s2 follows from
our results in Section 1 (Corollary 1.5). In Sections 3 and 4 we prove the consistency of h < hQ (Theorem 3.1), thus
answering [1, Questions 3.11 (1)]. In Section 5, we discuss some open problems.
Our terminology and notation are standard. For prerequisites in set theory in general and forcing theory in particular
see [15], [18] or [3]. For convenience, we often identify the rationals Q with the collection of finite binary sequences
2<ω.
1 This answers [1, Questions 3.11 (2)].
2 This answers [1, Questions 3.11 (3)].
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1. A characterization of add(M)
We start with an alternative characterization of add(M) which is a close relative of a characterization obtained by
Keremedis [17]. F = 〈Fn : n ∈ ω〉 is a dedi (dense and disjoint) sequence if all Fn ⊆ Q are nowhere dense, pairwise
disjoint, and for all s ∈ 2<ω there is n with Fn ⊆ {t : s ⊆ t}.
Lemma 1.1. add(M) = min{|F | : F is a family of dedi sequences and for all D ∈ Dense(Q) there is
F = 〈Fn : n ∈ ω〉 ∈ F such that D ∩ Fn is infinite for all n}.
Proof. Call the cardinal on the right-hand side κ . Recall Keremedis’s characterization of add(M) [17] (see also [1,
Theorem 1.4] and, for related results, [3, Theorem 2.2.6]).
add(M) = min{|F | : F ⊆ nwd and ∀D ∈ Dense(Q) ∃F ∈ F |D ∩ F | = ℵ0}.
This immediately entails add(M) ≤ κ . So it suffices to show κ ≤ add(M).
Let {Nα : α < add(M)} be a witness for add(M), i.e., all Nα are closed nowhere dense and⋃α Nα is not meager.
Let Tα = { f n : f ∈ Nα, n ∈ ω} be the tree associated with Nα . For each t ∈ 2<ω, let T tα = {ts : s ∈ Tα} be the
copy of Tα below t . Clearly T ∅α = Tα and T tα ∈ nwd for all t . Also it is easy to find 〈tαn : n ∈ ω〉 such that
• the T tαnα are pairwise disjoint
• for all s ∈ 2<ω there is n such that s ⊆ tαn (so T t
α
n
α ⊆ {t : s ⊆ t}).
So it suffices to show that {〈T tαnα : n ∈ ω〉 : α < add(M)} is a witness for κ .
Assume not, and let D ∈ Dense(Q) be a counterexample. So for all α < add(M) there is nα such that
|D ∩ T t
α
nα
α | < ℵ0. ()
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Let Mα = { f ∈ 2ω : ∀k ≥ |tαnα | f k ∈ T
tαnα
α }. Then Mα is closed nowhere dense. Also let G D = { f ∈ 2ω :
∃∞k f k ∈ D}, the Gδ-closure of D. G D is a dense Gδ-set. By () we immediately get
G D ∩ Mα = ∅. ()
For t ∈ 2<ω, let Dt = {s ∈ 2<ω : ts ∈ D}. So Dt ∈ Dense(Q) and D∅ = D. Clearly () and () imply the
corresponding results with respect to tαnα ,
|Dtαnα ∩ Tα| < ℵ0 (+)
and
G Dtαnα ∩ Nα = ∅. (++)
Let H =⋂t G Dt . This is a countable intersection of dense Gδ-sets and thus still a dense Gδ . By (++) we see
H ∩ Nα = ∅
for all α < add(M). Thus ⋃α Nα is contained in a meager Fσ -set, a contradiction. This finishes the proof of the
lemma. 
Lemma 1.2. sQ ≤ add(M).
Proof. We use the characterization of Lemma 1.1.
Given a dedi sequence F = 〈Fn : n ∈ ω〉 we can easily find a co-infinite A ∈ [ω]ω such that for all s ∈ 2<ω there
is n ∈ A with Fn ⊆ {t : s ⊆ t} and n ∈ ω \ A with Fn ⊆ {t : s ⊆ t}. Let D0 = ⋃n∈A Fn and D1 =
⋃
n∈ω\A Fn .
Clearly D0 and D1 are pairwise disjoint dense subsets of Q.
Let F = {Fα = 〈Fαn : n ∈ ω〉 : α < add(M)} be a family of dedi sequences which are a witness for add(M)
according to Lemma 1.1. Let Aα, Dα0 , D
α
1 be as in the previous paragraph. We claim that {Dα0 : α < add(M)} is a
Q-splitting family.
For indeed, let D ∈ Dense(Q). By assumption there is α < add(M) such that D ∩ Fαn is infinite for all n. Fix
s ∈ 2<ω. There is n ∈ Aα such that Fαn ⊆ {t : s ⊆ t}. Thus there is t ⊇ s with t ∈ Dα0 ∩ D. An analogous argument
shows that given s ∈ 2<ω there is t ⊇ s with t ∈ Dα1 ∩ D. Thus D ∩ Dα0 and D ∩ Dα1 are both dense. A fortiori,
D \ Dα0 is dense as well. Thus Dα0 Q-splits D. This proves the lemma. 
Lemma 1.3. sQ ≤ s.
Proof. Cichon´ [11] has proved sQ ≤ sℵ0 where sℵ0 is the ℵ0-splitting number (the size of the least F ⊆ [ω]ω such
that for every countable A ⊆ [ω]ω there is F ∈ F splitting all members of A). A result of Kamburelis [16] says
that min{cov(M), sℵ0} ≤ s (see also [9] for this and related results). By Lemma 1.2, sQ ≤ add(M) ≤ cov(M).
Therefore sQ ≤ min{cov(M), sℵ0} ≤ s. 
Dualizing rQ ≥ max{cof(M), r} from [1, Theorem 3.6], we proved
Theorem 1.4. sQ ≤ min{add(M), s}.
Our result also improves hQ ≤ add(M) of [1, Theorem 3.2].
As a consequence we also obtain
Corollary 1.5. sQ < h is consistent. A fortiori, sQ < s is consistent.
Indeed, this holds in the Mathias model which satisfies add(M) < h.
Added to the revised version. By recent, still unpublished, work of James Hirschorn, there is an alternative proof
of Lemma 1.2: let sC denote the value of s after adding one Cohen real, i.e., sC is the (unique) cardinal κ such that
C s˙ = κ . Hirschorn (private communication) has shown sQ = sC. On the other hand, Cichon´ and Pawlikowski [13]
proved that non(M)C = add(M)C = add(M) (see also [3, Theorem 3.3.23]). Since s ≤ non(M) holds in Z FC ,
sC ≤ add(M) follows. A fortiori, sQ ≤ add(M).
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2. Matrices of iterations
Let F ⊆ [ω]ω be a filter. Laver forcing LF with respect to the filter F consists of all trees T ⊆ ω<ω such that
for all σ ⊇ stem(T ) belonging to T , the set of all immediate successors succT (σ ) = {n : σn ∈ T } belongs to F .
We order LF by inclusion. LF is a σ -centered forcing notion which adds a dominating real F which diagonalizes
the filter F (that is, the range of F is almost contained in all members of F ). For a tree T ∈ LF and σ ∈ T with
stem(T ) ⊆ σ , let Tσ = {τ ∈ T : σ ⊆ τ or τ ⊆ σ } be the subtree of T determined by σ .
F ⊆ [Q]ω is a maximal Q-filter if F ⊆ Dense(Q) is a filter and it is maximal. The latter means that for all
A ∈ Dense(Q) which do not belong to F there is B ∈ F such that A ∩ B is not dense. In particular, if A ∈ F and
A ⊆nwd B , then B ∈ F . Maximal Q-filters are the analogue of ultrafilters for the structure (Dense(Q),⊆nwd), but
note that unlike for ultrafilters, A /∈ F does not imply Q \ A ∈ F for maximalQ-filters F , even if both sets are dense.
Laver forcing with maximal Q-filters plays a prominent role in our work. We shall use it both for the consistency
of hQ < sQ in this section as well as for the consistency of h < hQ in the two subsequent sections. If F is a maximal
Q-filter, the range of F is dense.
The following lemma has been proved for ultrafilters by Shelah [21].
Lemma 2.1. Assume V ⊆ W are models of Z FC, F ∈ V and G ∈ W are filters with F ⊆ G. Then the following are
equivalent.
(i) Any open dense subset of LF belonging to the model V is predense in LG in W.
(ii) Any F -positive set belonging to V is still G-positive in W.
Proof. (i) ⇒ (ii). Assume there is A ∈ V which is F -positive such that ω \ A belongs to G in W . In V consider the
collection D of all T ∈ LF such that stem(T )(n) ∈ A for some n < |stem(T )|. This set is clearly open. It is dense
because given any T ∈ LF there is m ∈ A such that σm ∈ T . Then Tσm ∈ D and Tσm ≤ T . On the other hand,
if T ∈ LG is defined by stem(T ) = ∅ and succT (σ ) = ω \ A for all σ ∈ T , then T is incompatible with all members
of D. Thus D is not predense in W .
(ii) ⇒ (i). This is a rank argument. Let D ⊆ LF be open dense, D ∈ V . Define rk : ω<ω → On by recursion on
the ordinals.
• rk(σ ) = 0 iff there is T ∈ D with stem(T ) = σ .
• for α > 0, rk(σ ) = α iff rk(σ ) is not less than α and {n : rk(σn) < α} is positive modulo F .
Since the second clause is the same for all rank functions, we shall omit it in future. First notice that rk(σ ) is defined
(and thus less than ω1) for all σ ∈ ω<ω. Indeed, suppose rk(σ ) was undefined. Using the definition of rk, we could
then define by recursion a tree T ∈ LF with stem(T ) = σ and such that rk(τ ) is undefined for all τ ∈ T extending σ .
Since D is open dense, there is S ∈ D below T . Thus rk(stem(S)) = 0 by definition on rk, a contradiction.
We need to check D is predense in LG in W . So fix T ∈ LG , and let σ = stem(T ). By induction of rk(σ ), we prove
that there is S ∈ D compatible with T . If rk(σ ) = 0, then there is S ∈ D with stem(S) = σ , and S and T are clearly
compatible. If rk(σ ) > 0, consider A = {n : rk(σn) < rk(σ )} ∈ V . By definition of rk, A is F -positive in V . By
assumption A is still G-positive in W . Thus there is n ∈ A such that σn ∈ T . Now, Tσn has stem σn which has
rank < rk(σ ). Thus, by the inductive hypothesis, there is S ∈ D compatible with Tσn . Since Tσn is a subtree of T ,
the latter is also compatible with S, and we are done. 
We observe that if F is a maximal Q-filter in V and G ⊇ F is a maximal Q-filter in W , then every F -positive set
from V is still G-positive in W . Indeed, if A ∈ V is positive modulo F , then Q \ A /∈ F which means by maximality
of F that there is B ∈ F such that (Q \ A) ∩ B /∈ Dense(Q). Since F ⊆ G, we get B ∈ G, and Q \ A cannot belong
to G either. So A is positive modulo G.
In particular, the above lemma holds for maximalQ-filters.
  
Let κ = κℵ0 be a regular cardinal. Build finite support iterations 〈Pα, Q˙α : α < κ〉 and 〈Pγα , Q˙γα : α < κ〉 for γ < ω1
such that
(i) Pγα< ◦ Pδα< ◦ Pα for γ < δ, and Pα is the direct limit of the Pγα ,
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(ii) Pα forces that F˙α =⋃γ F˙γα is a maximalQ-filter and Q˙α is forcing with LF˙α ,
(iii) Pγα forces that F˙γα is a maximalQ-filter which contains the F˙ δα for δ < γ , and Q˙γα is forcing with LF˙γα ,
(iv) if Gα is Pα-generic, then, letting Vα = V [Gα] and V γα = V [Gα ∩Pγα ], we have that for γ < δ, V δα contains reals
which do not belong to V γα , and Vα ∩ 2ω =⋃γ (V γα ∩ 2ω),
(v) if δ < γ and β < α, then no real of V γβ \ V δβ belongs to V δα .
We produce the Pα and Pγα by recursion on α.
For α = 0, let P0 be Cω1 , the forcing which adds ω1 Cohen reals, and let Pγ0 be Cγ , which adds the first γ Cohen
reals. Then (i) and (iv) hold trivially, and (ii), (iii) and (v) do not apply.
If α = β + 1 is a successor, we assume Pβ and the Pγβ have been produced as required. Let Gβ be Pβ -generic over
V and Vβ = V [Gβ ]. By (i) for β, Gγβ = Gβ ∩ Pγβ is Pγβ -generic over V . Let V γβ = V [Gγβ ]. By recursion on γ build
a maximal Q-filter Fγβ in the model V γβ such that Fγβ ⊆ F δβ for γ < δ. Let Fβ =
⋃
γ Fγβ . Then Fβ is a maximal
Q-filter in Vβ because Vβ ∩ 2ω = ⋃γ (V γβ ∩ 2ω) (induction hypothesis (iv)). In V γβ , let Qγβ = LFγβ and in Vβ , let
Qβ = LFβ . This takes care of (ii) and (iii) (for β).
We next check (i) for α. This, however, follows from Lemma 2.1 by standard arguments. Indeed, assume γ < δ
and D ⊆ Pγα is predense. We need to prove D is still predense in Pδα . Let (p, T˙ ) ∈ Pδα = Pδβ  Q˙δβ . Choose Pδβ -generic
Gδβ with p ∈ Gδβ , and let Gγβ = Gδβ ∩ Pγβ . Put E = {S˙[Gγβ ] : there is q ∈ Gγβ with (q, S˙) ∈ D}. Clearly, E ∈ V γβ
is predense in Qγβ . Therefore, by 2.1, E is predense in Qδβ (in V δβ ). Thus there is S = S˙[Gγβ ] ∈ E compatible with
T = T˙ [Gδβ ] with common extension U ∈ Qδβ . Hence we find r ∈ Gδβ forcing U˙ ≤ S˙, T˙ . Let q ∈ Gγβ be such that
(q, S˙) ∈ D. Without loss of generality, r ≤ p, q . This means, however, that (r, U˙) ≤ (p, T˙ ), (q, S˙), as required. Thus
we get complete embeddability.
To see that Pα is the direct limit of the Pγα , take (p, T˙ ) ∈ Pα. By the inductive hypothesis for β, there is δ such that
p ∈ Pδβ . Since Q˙β is forced to be the union of the Q˙γβ , there is γ ≥ δ such that T˙ is a Pγβ -name. Thus (p, T˙ ) ∈ Pγα .
For (v), work in Vβ , and fix δ < γ and x ∈ 2ω from V γβ \ V δβ . Let x˙ ∈ V δβ be a Qδβ -name for a real. We need to
show x˙ is forced to be distinct from x . In V δβ , for each σ ∈ ω<ω find xσ ∈ 2ω such that for all n, no T ∈ Qδβ with
stem σ forces x˙n = xσ n. This is clearly possible because the conditions with stem σ form a centered set. Also note
that this still holds for T ′ ∈ Qγβ with stem σ in the larger model V γβ .
(Indeed, in V δβ , we can define the rank function rkn for τ ⊇ σ by recursion on the ordinals by
• rkn(τ ) = 0 if there is T ∈ Qδβ with stem τ forcing x˙n = xσ n.
A standard rank argument as in Lemma 2.1 then shows that rkn(σ ) < ∞. Stepping back into V γβ , induction on rank
σ provides a condition stronger than the given T ′ which forces x˙n = xσ n, as required.)
By the induction hypothesis, x = xσ for all σ ∈ ω<ω. Assume there was T ′ ∈ Qγβ such that T ′  x˙ = x . Let
σ = stem(T ′). Find n such that xn = xσ n. By the above there is S′ ≤ T ′ in Qγβ forcing x˙n = xσ n. This is a
contradiction.
Finally, (iv) is immediate from the induction hypothesis, (v), and the fact that Pα is ccc and the direct limit of thePγα .
If α is a limit ordinal, (ii) and (iii) do not apply and (i) is in fact well-known [8]. We include the argument. Let
γ < δ and assume D ⊆ Pγα is predense. Fix p ∈ Pδα. Since we are dealing with finite support iterations, there is β < α
such that p ∈ Pδβ . Since Dβ = {qβ : q ∈ D} is predense in Pγβ , the induction hypothesis for β gives us q ∈ D such
that p and qβ are compatible with common extension r0 ∈ Pδβ . Then r = r0q[β, α) is a common extension of p
and q in Pδα. That Pα is the direct limit of the P
γ
α follows trivially.
(v) is trivial unless c f (α) = ω. Proceed as in the successor case, fix β < α, δ < γ and x ∈ 2ω from V γβ \V δβ . Work
in Vβ . Let x˙ ∈ V δβ be a Pδ[β,α)-name for a real. Find αk strictly increasing such that α0 = β and
⋃
αk = α. In V δαk find
xk such that for all n, the trivial condition of Pδ[αk ,α) does not force x˙n = xkn. By the induction hypothesis we know
that x = xk for all k. Assume there was p ∈ Pγ[β,α) forcing x˙ = x . Find k such that p ∈ Pγ[β,αk). Step into V
γ
αk such
that p belongs to the generic Gγ[β,αk). Find n such that xn = xkn. Then there is q ∈ P
γ
[αk ,α) forcing x˙n = xkn, a
contradiction. (iv) now follows trivially. This completes the recursive construction.
We have done most of the work towards proving
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Theorem 2.2. Let κ = κℵ0 be regular. Then it is consistent that sQ = c = κ and hQ = ℵ1.
The proof uses the iteration expounded above. A standard counting-of-names argument shows c ≤ κ . To see
sQ ≥ κ , it suffices to argue that for a maximal Q-filter F , ran(F ) ∈ Dense(Q) is not Q-split by any ground model
dense set: let A ∈ Dense(Q). If A ∈ F , then ran(F ) ⊆∗ A and we are done. If A /∈ F , then by maximality of F
there is B ∈ F such that A ∩ B is not dense. Since ran(F ) ⊆∗ B , A ∩ ran(F ) is not dense either.
Finally, the proof of hQ ≤ ℵ1 is a standard argument which has been used for h and its relatives like g and
cof(Sym(ω)) a number of times (see, e.g., [6] and [25]). Recall that, by construction (iv), Vκ ∩ 2ω = ⋃γ (V γκ ∩ 2ω)
where Vκ (V γκ , respectively) is the forcing extension by Pκ (Pγκ , resp.). Also, for γ < δ, V γκ ∩ 2ω is a proper subset
of V δκ ∩ 2ω by (v) above. Let Dγ be the collection of all A ∈ Dense(Q) such that there is no dense B ⊆nwd A which
belongs to V γκ . Dγ is clearly open. It is also Q-dense because of (v) and
Lemma 2.3. Assume V ⊆ W are models of Z FC and W contains reals which do not belong to V . Given a dense
C ∈ V , there is a dense A ⊆ C in W such that no dense B ⊆nwd A belongs to V .
Proof. Let Un enumerate all basic open subsets of Q. In V choose distinct cσ ∈ C ∩ U|σ | for σ ∈ 2<ω. Then, for any
f ∈ 2ω, A f = {c f n : n ∈ ω} ⊆ C is dense. Let f ∈ 2ω be a real from W \ V . We need to check A = A f works.
Assume B ⊆nwd A is dense. Then there is a basic open set U such that B ∩ U ⊆ A. Consider X = {n : Un ⊆ U}.
Then X ∈ V , and for any n ∈ X , B ∩ {cσ : |σ | = n} ⊆ A ∩ {cσ : |σ | = n} = {c f n}. Furthermore, by density of B ,
there are infinitely many n ∈ X such that B ∩ {cσ : |σ | = n} is non-empty. This means that f can be reconstructed
from B . Therefore B /∈ V . 
On the other hand, (iv) gives⋂γ Dγ = ∅. Therefore hQ ≤ ℵ1. This completes the proof of Theorem 2.2.
A similar argument shows h = ℵ1 in our model. In particular, we get an alternative proof of the consistency of
h < min{b, s}, a result originally obtained by Shelah [19] (see also [20, Theorem VI.8.2]).
3. The framework of the consistency of h < hQ
This section presents an outline of the proof of
Theorem 3.1. It is consistent that h = ℵ1 and hQ = c = ℵ2.
The main technical result, the preservation of (α) (defined below) in the successor step α, will be given in
Section 4.
Assume C H and ♦S21 hold in the ground model. The latter means there is a sequence {Zα : c f (α) = ω1 and
α < ω2} such that for all Z ⊆ ω2, the set {α < ω2 : c f (α) = ω1 and Z ∩ α = Zα} is stationary. We shall perform a
finite support iteration 〈Pα, Q˙α : α < ω2〉 such that
(A) if c f (α) = ω1, then Q˙α is Laver forcing LF˙α with a maximal Q-filter F˙α ,
(B) if α is an even successor ordinal, then Q˙α is either trivial or Laver forcing LF˙α with a Ramsey ultrafilter F˙α,
(C) if α is an odd successor or c f (α) = ω or α = 0, then Q˙α is Hechler forcing D˙.
The combinatorial properties the F˙α have to satisfy are listed and discussed at the end of this section (see Lemmata 3.7
and 3.9).
The basic idea is this: at limit stages of cofinality ω1 we use forcing (A) to kill (an initial segment of) a potential
witness for hQ = ℵ1. ♦S21 guarantees that (an initial segment of) every witness is guessed at some point where it will
be destroyed.
Forcing (B) is designed to build up the mad families Aβ , β < ω1, which will witness h = ℵ1. For β < γ , Aγ
refinesAβ . This means that any member ofAγ is almost contained in a member ofAβ . At each even successor stage α,
at most one of theAβ will get a new member Aαβ which is generically added byQα. PutA≤αβ := Aβ ∩Vα ∈ Vα where
Vα denotes the generic extension via Pα. Notice that A≤αβ =
⋃
γ<α A≤γβ for limit ordinals α, and thatA≤α+1β = A≤αβ
unless α is an even successor ordinal. By a standard book-keeping argument, we guarantee that
(I) given α0 < ω2, β0 < ω1 and X0 ∈ [ω]ω ∩ Vα0 , there are an even successor α ≥ α0 and Y0 ∈ [X0]ω ∩ Vα which is
almost contained in members of A≤αγ for all γ < β0 such that either Y0 ∩ A is infinite for some A ∈ A≤αβ0 or Aαβ0
is a generic subset of Y0.
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Forcing (C) has auxiliary character and is intended to facilitate the proof of (Ďα) (defined below) for even successors
α. The main point is Lemma 3.5. For technical purposes (see Lemma 4.7 below), we think of Hechler forcing D as
forcing with LF where F is the Fre´chet filter (the filter of cofinite sets). This is not the standard representation of D.
It is unclear whether (B) and (C) are needed. It may well be that the Aβ can be built up without forcing; using
C H this would be the case if at each stage we had to meet at most countably many requirements; however, in our
construction, ℵ1 many requirements must be met at each stage, and this is why we use forcing (B).
  
For an almost disjoint familyA, let I(A) denote the ideal generated byA, that is, the collection of all X ∈ [ω]ω such
that there is Y ⊆ A finite with X ⊆∗ ⋃Y . Say X is fat with respect to A if X ∩ A is infinite for infinitely many
A ∈ A. If X is fat, then X /∈ I(A), and, if A is a mad family, the converse holds.
The main property we want to preserve is that for all α,
∀X ∈ Vα ∩ [ω]ω ∃β < ω1 X /∈ I(Aβ). (+α)
Clearly this is sufficient to guarantee h = ℵ1 (Corollary 4.9).
The proof of (+α) comes in two stages. First we need to show that if a new X arises at stage α, there is some β
such that it does not belong to I(A≤αβ ). Then we have to construct later A ∈ Aβ in such a way that this property is
preserved. This means we want: for all α,
∀X ∈ Vα ∩ [ω]ω ∃β < ω1 X /∈ I(A≤αβ ) (α)
and: for all α,
∀X ∈ Vα ∩ [ω]ω ∀β < ω1 : if X /∈ I(A≤αβ ), then X /∈ I(A≤α+1β ) (α+1)
By our set-up, (α+1) only needs proof if α is an even successor ordinal. This will be built into the construction of
the Fα, see Lemma 3.3 and Corollary 3.10.
Obviously, (α) and (γ+1) for γ ≥ α together imply that (+α) holds. We also get the preservation of (α) in limit
stages of the iteration:
Lemma 3.2. Suppose α < ω2 is a limit ordinal and both (γ ) and (γ+1) hold for γ < α. Then (α) holds.
Proof. Consider first the case c f (α) = ω1, and let X ∈ Vα ∩ [ω]ω. By ccc-ness, there is γ < α such that
X ∈ Vγ ∩ [ω]ω. Since (γ ) holds, we find β such that X /∈ I(A≤γβ ). By (δ+1) for all γ ≤ δ < α, we see that
X /∈ I(A≤αβ ), as required.
If α has countable cofinality, fix strictly increasing {αn : n ∈ ω} with ⋃n αn = α. Let X˙ ∈ [ω]ω be a Pα-name.
For each n find a Pαn -name X˙n ∈ [ω]ω such that, in V Pαn , for all k, the trivial condition of P˙[αn ,α) does not force
X˙ ∩k = X˙n ∩k. By (αn ) and ccc-ness, find βn in V such that X˙n is forced not to belong to I(A˙≤αnβn ). Let β =
⋃
n βn .
We claim that X˙ is forced not to belong to I(A˙≤αβ ) =
⋃
n I(A˙≤αnβ ).
Let p ∈ Pα, k0,  ∈ ω and A˙i ∈ A˙≤αβ , i < . We need to find q ≤ p and k ≥ k0 such that q forces k ∈ X˙ \
⋃
i A˙i .
Find n such that p ∈ Pαn and Ai = A˙i [Gαn ] ∈ A≤αnβ where Gαn is Pαn -generic containing p. Work in Vαn = V [Gαn ].
By construction, Xn = X˙n[Gαn ] /∈ I(A≤αnβ ). Thus there is k ≥ k0 belonging to Xn \
⋃
i Ai . By construction, there is
q ∈ P[αn,α) forcing k ∈ X˙ .
This completes the proof of the preservation of (α) in the limit step α. 
The crux of the argument is the preservation of (α+1) in the successor step α+1. This will be done in Section 4. If
c f (α) = ω1, this will be particularly cumbersome (see Lemmata 3.7 and 4.3).3 For this purpose we need an auxiliary
property, namely: for all α which are either of cofinality ω1 or even successors,
∀ open U = ∅ ∀ dense D ⊆ U ∀ one-to-one f : D → ω all from Vα
∃β < ω1 ∃ open ∅ = U ′ ⊆ U ∃ dense D′ ⊆ U ′ ∩ D
∀A ∈ A≤αβ f −1(A) ∩ D′ is nowhere dense. (Ďα)
3 For even successors α, this will be easier, basically because of the Hechler reals added in the preceding stage (see Lemmata 3.9 and 4.5).
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Notice that (Ďα) is stronger than (α): indeed, given X ∈ Vα ∩ [ω]ω, let f : Q → X be a bijection. If β is as stipulated
by (Ďα), then X /∈ I(A≤αβ ) follows. We shall see below (Corollary 3.6) under which circumstances the two properties
are equivalent.
It may sound weird to require (Ďα) also for even successors. The reason for this is that if we also guarantee (ĎĎα+1)
below, then we get (Ďα) for free in the limit stages of cofinality ω1.
∀ open U = ∅ ∀ dense D ⊆ U ∀ one-to-one f : D → ω all from Vα
∀β < ω1 f −1(Aαβ) is nowhere dense (if Aαβ is defined) (ĎĎα+1)
Again, (ĎĎα+1) is stronger than (α+1):
Lemma 3.3. Suppose (ĎĎα+1) holds. Then (α+1) holds as well.
Proof. Let X ∈ Vα ∩ [ω]ω and β < ω1 such that X /∈ I(A≤αβ ). If X is fat with respect to A≤αβ , it is still fat with
respect to A≤α+1β and, consequently, X /∈ I(A≤α+1β ). So assume X is not fat with respect to A≤αβ . Choose Y ⊆ X in
Vα almost disjoint from all members ofA≤αβ and a bijection f : Q → Y . (ĎĎα+1) immediately implies Y /∈ I(A≤α+1β )
and, consequently, X /∈ I(A≤α+1β ). 
Lemma 3.4. Suppose α < ω2 is a limit ordinal of cofinality ω1, (Ďγ ) holds for cofinally many γ < α, and (ĎĎγ+1)
holds for all γ < α. Then (Ďα) holds.
Proof. Given U, D, f ∈ Vα as required, there is γ < α such that U, D, f ∈ Vγ . Without loss of generality, (Ďγ )
holds. So we can find the required β,U ′ and D′. For δ with γ ≤ δ < α, apply (ĎĎδ+1) to U ′, D′, f ′ := f D′ and β.
Then, indeed, f −1(A) ∩ D′ is nowhere dense for all A ∈ A≤αβ , as required. 
As for (α+1), (ĎĎα+1) only needs proof if α is an even successor ordinal. This is built into the construction of the
Fα, see Corollary 3.10 at the end of this section.
Thus it remains to be proved that (Ďα) holds at even successor stages α. This is where the Hechler reals come in.
First, we prove a preliminary lemma which we shall also need for creating the Fα in the even successor step (see
property (a) and Lemma 3.9 below).
Lemma 3.5. Assume V ⊆ W are models of Z FC, and W is a ccc extension of V containing a dominating real over
V . Also assumeA ∈ V ,A ⊆ V , is an almost disjoint family. Then: whenever {Xn : n ∈ ω} ∈ W with all Xn being fat
with respect to A, there is {Yn ∈ [Xn]ω : n ∈ ω} ∈ W such that |(⋃n Yn) ∩ A| < ℵ0 for all A ∈ A.
Proof. Let P be the forcing leading from V to W . Let X˙n be P-names for the Xn . There are names A˙mn , m ∈ ω, for
distinct members in A such that X˙n is forced to have infinite intersection with all A˙mn . By ccc-ness, we may find a
collection of distinct Akn , k ∈ ω, fromA which belongs to V such that each A˙mn is forced to be among the Akn . Note
that, by assumption, for each k, there is k ′ ≥ k such that Xn has infinite intersection with Ak′n .
Let f : ω2 → ω be a dominating real over V in W . Let ≺ be a well-ordering of ω2 of order type ω.
Recursively define h : ω → ω in W such that h(k) is the least k ′ ≥ k such that Xn ∩ Ak′n is infinite and
Ak′n is distinct from all Ah(k0),n0 where (k0, n0) ≺ (k, n). Define g : ω2 → ω such that g(k, n) is the least
 ∈ Xn ∩ Ah(k),n larger than max{ f (k, n), f (h(k), n)}. By construction, this is well-defined, and g clearly dominates
f . Also Yn := ran(g(ω×{n})) ⊆ Xn is infinite. Put Y :=⋃n Yn . We need to prove that Y ∩ A is finite for all A ∈ A.
Back in V , for each A ∈ A, define fA : ω2 → ω by fA(k, n) = max(Akn∩A) if A = Akn ; otherwise fA(k, n) = 0.
Fix A ∈ A. Since f eventually dominates fA, we have that, for almost all (k, n), fA(h(k), n) < f (h(k), n) < g(k, n).
As g(k, n) ∈ Ah(k),n , we get g(k, n) /∈ A for such (k, n) in case A = Ah(k),n . By definition of h, there is at most one
(k, n) such that A = Ah(k),n . Therefore Y ∩ A is finite. 
Corollary 3.6. Let α be an even successor ordinal and assume (α) holds. Then (Ďα) holds as well.
Proof. Let α = γ + 1. We apply the lemma with V = Vγ and W = Vα . This is possible because Vα is a Hechler
extension of Vγ . Recall that by constructionA≤αβ = A≤γβ for all β. In particular, all A≤αβ belong to Vγ .
Let U, D, f ∈ Vα be as in (Ďα). By (α), we find β such that for all non-empty basic open U0 ⊆ U ,
f (U0 ∩ D) /∈ I(A≤αβ ). Now consider two cases.
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Case 1. For some non-empty basic open U ′ ⊆ U , f (U ′ ∩ D) is not fat with respect to A≤αβ . Thus there are  and
Ai ∈ A≤αβ , i < , such that f (U ′ ∩ D)∩ A is finite for all A ∈ A≤αβ \ {Ai : i < }. Let D′ = (U ′ ∩ D) \
⋃
i f −1(Ai ).
Since f (U0 ∩ D) /∈ I(A≤αβ ) for any non-empty basic open U0 ⊆ U ′, we see that D′ is dense in U ′. Also f −1(A)∩ D′
is finite for all A ∈ A≤αβ , as required.
Case 2. For all non-empty basic open U0 ⊆ U , f (U0 ∩ D) is fat with respect to A≤αβ . Put U ′ = U . Let Un0 list the
non-empty basic open subsets of U . By Lemma 3.5 applied to the f (Un0 ∩ D), we find infinite sets Dn ⊆ Un0 ∩ D
such that (
⋃
n f (Dn)) ∩ A is finite for all A ∈ A≤αβ . Put D′ :=
⋃
n Dn . Then D′ is dense in U ′ and f −1(A) ∩ D′ is
finite for all A ∈ A≤αβ , and we are done. 
  
In the remainder of this section, we shall explain the properties the filters Fα (α either an even successor or a limit of
uncountable cofinality) must satisfy. First consider the case where α is a limit of uncountable cofinality. Then Fα is a
maximal Q-filter such that
(i) Fα is a p-filter,
(ii) Fα is a q-filter,
(iii) for all open U = ∅, all F ∈ Fα and all one-to-one f : F ∩ U → ω, there are β < ω1, ∅ = U ′ ⊆ U open and
G ∈ Fα , G ⊆ F , such that G ∩ U ′ ∩ f −1(A) is nowhere dense for all A ∈ A≤αβ ,
(iv) if B = {Bβ : β < ω1} ∈ Vα is an initial segment of a potential witness for hQ = ℵ1 handed down by ♦S21 , thenFα diagonalizes it.
A few comments about these properties are in order. First recall that F is a p-filter if any countable X ⊆ F has a
pseudointersection belonging to F . This means there is G ∈ F with G ⊆∗ F for all F ∈ X . F is a q-filter if all
partitions into finite pieces have a selector in F iff for all partitions 〈Xn ∈ [ω]<ω : n ∈ ω〉 of ω there is F ∈ F with
|F ∩ Xn| ≤ 1 for all n. Property (iii) is needed to prove (α+1) (Lemma 4.3).
To appreciate (iv), recall that a witness for hQ = ℵ1 would be a family D = {Dβ : β < ω1} such that all Dβ are
open Q-dense, Dγ ⊆ Dβ for β < γ , and ⋂β Dβ = ∅. By ccc-ness and |Pω2 | = ℵ2, we may think of Pω2 -names
D˙ = {D˙β : β < ω1} of such witnesses as being coded into subsets of ω2. Let {Zα : c f (α) = ω1 and α < ω2} be the
♦S21 -sequence. (iv) now means that if the decoded Zα is a Pα-name B˙ = {B˙β : β < ω1} such that the trivial condition
of Pα forces all B˙β are open Q-dense, B˙γ ⊆ B˙β for β < γ , and⋂β B˙β = ∅, then F˙α is forced to be a filter such that
F˙α ∩ B˙β = ∅ for all β < ω1. If the decoded Zα is not of this form, then condition (iv) is void.
Lemma 3.7. Let α be a limit ordinal of uncountable cofinality, and assume that (Ďα) holds. Then there is a maximal
Q-filter Fα satisfying (i) through (iv) above.
Proof. We construct a ⊆∗-decreasing chain {Fβα : β < ω1} of dense subsets of Q. In limit stages β, Fβα is a dense
pseudointersection of the Fγα , γ < β. It is well-known this can be done [1, proof of Theorem 2.4]. This guarantees
the Fβα generate a p-filter Fα (property (i) above).
For maximality and the properties (ii) through (iv), use C H in the ground model to list all relevant objects in order
type ω1. If β ≡ 1 mod 4, choose dense Fβα ⊆ Fβ−1α so as to guarantee maximality. If β ≡ 2 mod 4, Fβα ⊆ Fβ−1α is a
dense selector of the partition handed down at that stage so that we get (ii).
If β ≡ 3 mod 4, take care of (iii). Let Uβ = ∅ be open and fβ : Fβ−1α ∩ Uβ → ω be one to one. Put
Dβ := Fβ−1α ∩ Uβ . Clearly, Dβ is dense in Uβ . Apply (Ďα) to Uβ, Dβ and fβ to get β0, open ∅ = U ′β ⊆ Uβ
and dense D′β ⊆ U ′β ∩ Dβ such that f −1β (A) ∩ D′β is nowhere dense for all A ∈ A≤αβ0 . Put F
β
α := D′β ∪ (Fβ−1α \ U ′β).
Then, indeed, Fβα ∩ U ′β ∩ f −1β (A) is nowhere dense for all A ∈ A≤αβ0 .
If β ≡ 0 mod 4 is a successor, guarantee (iv) if it applies. Then all members of B are open Q-dense where B is
the α-th member of the ♦S21 -sequence. Therefore we can stipulate that F
β
α ⊆ Fβ−1α belongs to Bβ . 
Corollary 3.8. Pω2 forces hQ = c = ℵ2.
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Proof. c ≤ ℵ2 is straightforward. So it suffices to argue that hQ ≥ ℵ2. Let D˙ = {D˙β : β < ω1} be a Pω2 -name for a
potential witness for hQ = ℵ1. By the coding explained above, think of D˙ as a subset of ω2. By standard arguments
using the ccc-ness of the forcing, the collection of α < ω2 such that the trivial condition (of Pα) forces that all
D˙β ∩ V [G˙α] are open Q-dense in V [G˙α] contains an ω1-club C . This means that C = D ∩ S21 where D is club in ω2.
By ♦S21 , there is α < ω2 of cofinality ω1 such that B˙ := D˙ ∩ V [G˙α] is considered at stage α. By (iv) above, F˙α is
forced to diagonalize B˙. A fortiori, Pα+1 forces ran(F˙α ) ∈
⋂
β<ω1
D˙β . Thus D˙ is forced not to be a witness for hQ,
as required. 
If α is an even successor, the book-keeping (I) hands us down α0 ≤ α, β0 < ω1, X0 ∈ [ω]ω ∩ Vα0 and
Y0 ∈ [X0]ω ∩ Vα which is almost contained in members of A≤αγ for all γ < β0. If Y0 ∩ A is infinite for some
A ∈ A≤αβ0 ,Qα is the trivial forcing. Otherwise Fα ⊆ [ω]ω is a Ramsey ultrafilter containing Y0 satisfying additionally
(a) for all F ∈ Fα and all one-to-one f : F → ω there are β < ω1 and G ∈ Fα, G ⊆ F , such that f −1(A) ∩ G is
finite for all A ∈ A≤αβ .
Recall a Ramsey ultrafilter is an ultrafilter which is both
(i) a p-filter and
(ii) a q-filter.
Qα = LFα generically adds Fα such that Aαβ0 := ran(Fα ) is almost contained in all members of Fα and almost
disjoint from all members ofA≤αβ0 . ThusA
≤α+1
β0
= A≤αβ0 ∪ {Aαβ0} is still an almost disjoint family. Property (a) is used
to prove (α+1) (Lemma 4.5).
Lemma 3.9. Let α be an even successor ordinal, and assume that (α) holds. Then there is a Ramsey ultrafilter
Fα ⊆ [ω]ω satisfying (a) above.
Proof. This is exactly like the proof of Lemma 3.7 above, only easier. Using C H we construct a ⊆∗-decreasing chain
{Fβα : β < ω1} of infinite subsets of ω with F0α = Y0 which generates a Ramsey ultrafilter. The only thing we have to
worry about is property (a). For this, we again list the relevant objects in order type ω1.
Suppose we are at successor stage β, Fβ−1α and one-to-one fβ : Fβ−1α → ω are given. By (α) we find β1 such
that ran( fβ) /∈ I(A≤αβ1 ). If ran( fβ) is not fat with respect to A≤αβ1 , we easily find F
β
α ⊆ Fβ−1α such that f −1(A) ∩ Fβα
is finite for all A ∈ A≤αβ1 . Otherwise let γ = α − 1 and recall that, by construction, A≤αβ1 = A
≤γ
β1
and Vα contains a
dominating real over Vγ . Thus we may apply Lemma 3.5 to ran( fβ) and find Fβα ⊆ Fβ−1α such that ran( fβFβα ) ∩ A
is finite for all A ∈ A≤αβ1 . Hence so is f −1β (A) ∩ F
β
α . 
Corollary 3.10. The properties (α+1) and (ĎĎα+1) hold for all α.
Proof. Since (α+1) follows from (ĎĎα+1) by Lemma 3.3, it suffices to prove the latter.
Fix non-empty open U , dense D ⊆ U and one-to-one f : D → ω in Vα . Also fix β < ω1. Again we may assume
Qα is non-trivial and β = β0. Note thatFα, being a Ramsey ultrafilter, is in particular a p-point which is, in particular,
a nowhere dense ultrafilter (see, e.g., [4] for these notions and the implications). Since f −1 : ran( f ) → D is one to
one, this gives us F ∈ Fα such that f −1(F) is nowhere dense. Thus f −1(Aαβ) is nowhere dense as well. 
4. A rank analysis of LF -names
A detailed investigation of LF -names will complete the proof of Theorem 3.1. This investigation is based on a
Cantor–Bendixson style rank analysis which has been first used in a forcing setting by Baumgartner and Dordal [5],
and has since become a standard tool when dealing with forcing notions adjoining dominating reals.
Let F be a filter on ω. As mentioned in the previous section, we assume that
(i) F is a p-filter,
(ii) F is a q-filter.
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Assume X˙ ∈ [ω]ω is an LF -name. Say σ ∈ ω<ω forces n ∈ X˙ if there is T ∈ LF with stem σ such that T  n ∈ X˙ .
Next, recursively define when σ ∈ ω<ω favors n ∈ X˙ . Say
• rkn(σ ) = 0 iff σ forces n ∈ X˙ ,
• for α > 0, rkn(σ ) = α if rkn(σ ) is not less than α and {m ∈ ω : rkn(σm) < α} is F -positive.
Since the second clause is the same for all rank functions, we shall omit it in future. If there is no α < ω1 with
rkn(σ ) = α, we write rkn(σ ) = ∞. Say σ favors n ∈ X˙ if rkn(σ ) < ω1 (iff rkn(σ ) = ∞).
Call σ ∈ ω<ω good if there are an F -positive set E and f : E → ω such that
• σm favors f (m) ∈ X˙ for all m ∈ E
• f −1({n}) belongs to the dual ideal of F for all n ∈ ω.
By shrinking E to a smaller F -positive set, we may assume that f is one to one in this definition. For indeed, since
F is a p-filter, the sets ω \ f −1({n}) from above have a pseudo-intersection F ∈ F . As F is a q-filter, we may find
G ⊆ F such that G ∩ f −1({n}) has at most one element for each n ∈ ω. Then simply replace E by E ∩ G to get f
one to one.
We proceed to argue that there are plenty of good nodes. To do this we introduce the rank ρ by recursion on the
ordinals as follows.
• ρ(σ) = 0 if σ is good.
Lemma 4.1. ρ(σ) < ω1 for all σ ∈ ω<ω.
Proof. Fix σ ∈ ω<ω. For each m ∈ ω and τ ⊇ σm define an auxiliary rank ρm(τ ) recursively.
• ρm(τ ) = 0 if there is τ such that τ favors τ ∈ X˙ \ m.
A standard rank argument (see also the proof of Lemma 2.1) shows that ρm(σm) < ω1 for all m.
Case 1. E = {m : ρm(σm) = 0} is F -positive. This means we may find f (m) = σm such that σm favors
σm ∈ X˙ \ m for all m ∈ E . Clearly, all f −1({n}) are finite, so f is as required. This shows σ is good. Thus
ρ(σ) = 0.
Case 2. {m : ρm(σm) ≥ 1} belongs to F . We first prove that if ρm(τ ) = 1, then τ is good, i.e. ρ(τ) = 0.
Indeed, E = {k : ρm(τk) = 0} is F -positive. This means we may find f (k) = τk such that τk favors
τk ∈ X˙ \ m for all k ∈ E . All f −1({n}) must belong to the dual ideal of F , for if f −1({n}) was F -positive, then τ
would favor n ∈ X˙ \ m (by the recursive definition of “favoring”). So ρm(τ ) = 0, a contradiction.
By induction on ρm , we now see that ρ(τ) ≤ ρm(τ ) for all τ ⊇ σm with ρm(τ ) ≥ 1. So the assumption of Case
2 in fact gives us that {m : ρ(σm) < ∞} belongs to F . Therefore ρ(σ) < ∞. This completes the proof of the
lemma. 
For each good node σ ∈ ω<ω let us fix (once and for all) a function fσ : Eσ → ω witnessing goodness. So
Eσ = dom( fσ ) is F -positive, σm favors fσ (m) ∈ X˙ for m ∈ Eσ and, without loss of generality, fσ is one to one.
If F is a maximalQ-filter, there is a further reduction.
Lemma 4.2. Assume F is a maximal Q-filter. Then
(v) given E ⊆ Q, there are G ∈ F and an open U such that G ∩ U ⊆ E and (G \ U) ∩ E = ∅.
Proof. Put U := ⋃{U0 basic open: U0 ∩ E ∩ F is dense in U0 for all F ∈ F} and V := ⋃{U0 basic open:
U0 ∩ E ∩ F is nowhere dense for some F ∈ F}. Clearly U and V are disjoint open sets and U ∪ V is dense. Let
G := (U ∩ E) ∪ (V \ E). Obviously G ∩ U = E ∩ U ⊆ E and G \ U = G ∩ V = V \ E so that (G \ U) ∩ E = ∅.
We need to check G ∈ F . This will follow by maximality once we know G ∩ F is dense for all F ∈ F .
Assume there are F0 ∈ F and U0 basic open such that U0 ∩ G ∩ F0 is nowhere dense. Without loss of generality,
either U0 ∩ E ∩ F is dense in U0 for all F ∈ F in which case U0 ⊆ U or U0 ∩ E ∩ F is nowhere dense for some
F ∈ F in which case U0 ⊆ V . In the first case, U0 ∩ G ∩ F0 = U0 ∩ E ∩ F0, and we reach a contradiction. In the
second case, U0 ∩ G ∩ F0 = (U0 \ E)∩ F0. Since U0 ∩ (F0 ∩ F) is dense in U0, (U0 \ E)∩ (F0 ∩ F) is also dense in
U0, and we reach again a contradiction. 
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By property (v), we may assume that for each good σ , there are Fσ ∈ F and Uσ = ∅ open such that Eσ = Fσ ∩Uσ .
  
We are ready to deal with the preservation of (α+1) (see section Section 3) at the successor step α + 1. That is, we
assume that the model Vα has been produced, (α) holds, and we know the mad familiesA≤αβ as well as the filter Fα.
We now force with Qα = LFα to obtain the generic extension Vα+1.
We need to show that (α+1) still holds in Vα+1. That is, given a LFα -name X˙ ∈ [ω]ω, we need to find β < ω1
such that the trivial condition forces that X˙ /∈ I(A≤α+1β ). Since at most one A≤α+1β gets a new set at stage α + 1, it
clearly suffices to find β such that X˙ /∈ I(A≤αβ ) is forced.
First consider the case c f (α) = ω1.
Lemma 4.3. Assume Fα is a maximal Q-filter satisfying (i) through (iii). Then there is β < ω1 such that LFα X˙ /∈
I(A≤αβ ).
Proof. Recall Fα satisfies
(iii) for all open U = ∅, all F ∈ Fα and all one-to-one f : F ∩ U → ω, there are β < ω1, ∅ = U ′ ⊆ U open and
G ∈ Fα, G ⊆ F , such that G ∩ U ′ ∩ f −1(A) is nowhere dense for all A ∈ A≤αβ .
We apply this to all Uσ , Fσ , fσ where σ is good. Thus we get βσ , U ′σ , and Gσ satisfying the conclusion of (iii). Let
β = sup{βσ : σ good} and let G ∈ Fα be a pseudointersection of the Gσ . Then it is easy to see that for all good σ
there is an open ∅ = U ⊆ Uσ such that
• G ∩ U ∩ f −1σ (A) is nowhere dense for all A ∈ A≤αβ .
Claim 4.4. LFα X˙ /∈ I(A≤αβ ).
Proof. Assume j ∈ ω, Ai ∈ A≤αβ for i < j , and T ∈ LFα is such that T  X˙ \ k ⊆
⋃
i< j Ai . We need to reach a
contradiction.
Let σ ∈ T extending the stem of T be good. Such σ exists by Lemma 4.1. By (iii) and the discussion above, we
find a basic open set U ⊆ Uσ such that G ∩ U ∩ f −1σ (A) is nowhere dense for all A ∈ A≤αβ . Thus there is H ⊆ G
belonging to Fα such that fσ (H ∩ U) ∩ Ai = ∅ for all i < j . Let m ∈ H ∩ U such that fσ (m) ≥ k and σm ∈ T .
Such m clearly exists because succT (σ )∩ H ∩U is still dense below U . By construction, we have fσ (m) /∈ ⋃i< j Ai .
By definition of goodness, σm favors fσ (m) ∈ X˙ . Thus rk fσ (m)(σm) < ω1. A standard induction on the latter
rank (as in the proof of Lemma 2.1) now shows that there is S ∈ LFα extending Tσm which forces fσ (m) ∈ X˙ . This
contradiction finishes the proof of the claim and the lemma.  
We next turn to the case where α is an even successor.
Lemma 4.5. Assume Fα is a Ramsey ultrafilter satisfying (a). Then there is β < ω1 such that LFα X˙ /∈ I(A≤αβ ).
Proof. Recall
(a) for all F ∈ Fα and all one-to-one f : F → ω there are β < ω1 and G ∈ Fα, G ⊆ F , such that f −1(A) ∩ G is
finite for all A ∈ A≤αβ .
Since Fα is an ultrafilter, any Fα-positive set belongs to Fα. Therefore we can apply (a) to all Eσ and fσ where σ is
good to get β < ω1 and G ∈ Fα such that for all good σ
• f −1σ (A) ∩ G is finite for all A ∈ A≤αβ .
The proof of the lemma is complete once we show
Claim 4.6. LFα X˙ /∈ I(A≤αβ ).
Proof. This is like the proof of Claim 4.4, only easier. We leave the details to the reader.  
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Finally, consider the case where α is an odd successor or c f (α) = ω or α = 0. In this case, Qα = D is Hechler
forcing, and (α+1) follows from the classical work of Baumgartner and Dordal [5]. To make our exposition self-
contained, we sketch the argument. As mentioned earlier, we think of D as forcing with LF where F is the Fre´chet
filter. The advantage of this is that the forcing fits into the framework discussed at the beginning of this section. Note
that while F is a p-filter it is not a q-filter. However, the only place where we used the latter property was to get the
functions fσ one to one for good σ . This is still possible here: first notice they must be finite to one by definition of
goodness, then replace dom( fσ ) by an infinite selector Eσ ⊆ dom( fσ ) for the f −1σ ({n}). Since F is the cofinite filter,
Eσ is still F -positive.
Lemma 4.7. Assume (α) holds. Also assumeQα = D = LF where F is the cofinite filter. Then there is β < ω1 such
that D X˙ /∈ I(A≤αβ ).
Proof. By (α) applied to all Eσ and fσ where σ is good, we find β < ω1 such that for all good σ
• ran( fσ ) /∈ I(A≤αβ ).
We finish the proof of the lemma by showing
Claim 4.8. D X˙ /∈ I(A≤αβ ).
Proof. Again, this is an easier version of Claim 4.4, so we omit the details.  
Corollary 4.9. Pω2 forces h = ℵ1.
Proof. We need to check the Aβ , β < ω1, are indeed witnesses for h = ℵ1. By the book-keeping argument (I), they
must be maximal almost disjoint families in [ω]ω in the model Vω2 . Therefore it suffices to argue that for all X ∈ [ω]ω
there is β such that X /∈ I(Aβ).
Since, by Corollary 3.10 (see also Lemma 3.3), we do have (α+1) and (ĎĎα+1) for all α, we know that it suffices
to prove (α) holds for all α. This is done by induction on α. The case α = 0 is trivial because allA≤αβ are empty. If α
is a limit ordinal, we are done by Lemma 3.2. If α = γ + 1 and either γ is odd or c f (γ ) = ω or γ = 0, we are done
by Lemma 4.7. If γ is an even successor, use Lemmata 3.9 and 4.5. If c f (γ ) = ω1, first use Corollary 3.6 and the
induction hypothesis to show (Ďδ) holds cofinally below γ . By Lemma 3.4, (Ďγ ) holds. This means that, according to
Lemma 3.7, we constructed the maximal Q-filter Fγ satisfying properties (i) through (iv). By Lemma 4.3, (α) still
holds. 
The proof of Theorem 3.1 is complete by 3.8 and 4.9.
5. Questions
The following is the most interesting question which is still open about the cardinals discussed in this work:
Question 5.1. (1) Is sQ = min{add(M), s}? Or is sQ < min{add(M), s} consistent?
(2) (Balcar–Hrusˇa´k–Herna´ndez, [1, Questions 3.11 (6)])
Is rQ = max{cof(M), r}? Or is rQ > max{cof(M), r} consistent?
Concerning the proof of Theorem 3.1: while the approach seems natural to us and things are quite a bit simplified by
the fact that we are using a finite support iteration of ccc forcing notions, the model can hardly be called a “canonical
model” for h < hQ. Zapletal (see [28] and [29]) has singled out the Mathias model (the ω2-stage countable support
iteration of Mathias forcing) as the canonical model for h = c = ℵ2 in the sense that every tame invariant (very
roughly speaking, an invariant defined by a projective formula) which is consistently less than h has value ℵ1 in this
model. It is well-known that Mathias forcing decomposes as a two-step iteration of first forcing withP(ω)/fin and then
with LF˙ where F˙ is the generic Ramsey ultrafilter added by the first forcing. Similarly, forcing with Dense(Q)/nwd
(see [1, Section 2] for this forcing notion) generically adjoins a maximal Q-filter F˙ which is both a p-filter and a
q-filter, and the ω2-stage countable support iteration of P := Dense(Q)/nwd  LF˙ should be the canonical model for
hQ = c = ℵ2. Thus:
Conjecture 5.2. h = ℵ1 in this model.
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Note this does not follow from Zapletal’s work because h is not tame.
Showing h = ℵ1 in a countable support iteration may involve quite some work. Something closely related has
been done by Shelah and Spinas [22] (see also [23]) who proved that h2, the distributivity number of the square of
P(ω)/fin, is ℵ1 in the iterated Mathias model.
In recent work, Hrusˇa´k and Zapletal [14] have found a canonical way of associating an ideal tr(I) on ω with a
σ -ideal I on 2ω such that for many proper forcing notions of the form P = Borel/I, P(ω)/tr(I) is proper and forcing
equivalent to the two-step iteration of P and an ℵ0-distributive forcing Q˙. In a number of cases Q˙ is P(ω)/fin in the
sense of V P. Theorem 3.1 suggests this is, in general, not the case if I is the meager idealM.
Conjecture 5.3 (See [14, Question 5.1]). If I = M, Q˙ is consistently distinct from P(ω)/fin (in the sense of the
Cohen extension VC).
A scenario of the proof is as follows. If I = M, P(ω)/tr(I) is equivalent to P(Q)/nwd which decomposes as
a two-step iteration C  Q˙ [1, Theorem 4.1] where Q˙ is forced to be hV
Q
-distributive (an unpublished result of the
author). Assume V satisfies h < hQ. We conjecture C cannot increase the value of h. This would mean that in VC,
the distributivity of P(ω)/fin is smaller than the one of Q˙. Hence the forcing notions are not equivalent.
As mentioned in the introduction, pQ = p, tQ = t and iQ = i [1], and we have a fairly clear picture of hQ, sQ and
rQ. But what about aQ and uQ? The former is the least size of a maximal family of dense subsets ofQ whose pairwise
intersection is not dense, and the latter is the minimal cardinality of a base of a maximal Q-filter.
Problem 5.4. Investigate aQ and uQ.
The almost disjointness number of P(Q)/nwd has been studied by Stepra¯ns [24], but it is unclear how it is related
to aQ.
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