We develop the theory of higher prolongations of algebraic varieties over fields in arbitrary characteristic with commuting Hasse-Schmidt derivations. Prolongations were introduced by A. Buium in the context of fields of characteristic 0 with a single derivation. We give a new construction of higher prolongations in a more general context, inspired by work of P. Vojta. Generalizing a result of Buium in characteristic 0, we prove that these prolongations are represented by a certain functor, which shows that they can be viewed as 'twisted jet spaces'. We give a new, constructive proof of a theorem of R. Moosa, A. Pillay, and T. Scanlon that the prolongation functor and jet space functor commute. We also give a direct, combinatorial proof of the fact that the m th prolongation and m th jet space are differentially isomorphic by showing that their infinite prolongations are isomorphic as schemes.
We develop the theory of prolongations of schemes over fields with finitely many commuting HasseSchmidt (or 'higher') derivations in arbitrary characteristic. Prolongations over a differential field of characteristic 0 were introduced by Buium [Bui92] , but have also been considered in more general contexts [BV95, BV96, Sca97, MPS04] . In an appendix, Buium observes that his prolongations can be viewed as 'twisted' jets spaces, by considering the functors they represent. When the derivation is trivial, then his prolongations are just the usual jet spaces. In this more general context, we give a direct construction of prolongations, and also show that they represent the natural generalization of the functor of Buium to the context of commuting higher derivations.
There are a few reasons to consider higher derivations rather than the usual derivations. Our constructions are adapted from Vojta's construction of jets via higher derivations [Voj04] , which makes it easier to work in this context. In characteristic 0, there is no real difference, as derivations and higher derivations are interdefinable. This is no longer true in positive characteristic, but here it seems that higher derivations may be more important, at least for model-theoretic applications [Hru96, Sca97] .
Good general references for the model theory of differential fields are [Mar96, Pil02, Sca02] . For applications to diophantine geometry, see, for example, [HP00, PZ03, Pil04] .
For expository reasons, we develop the theory first for a single higher derivation, and then for commuting derivations. Many of the definitions, results, and proofs for a single derivation will adapt straightforwardly to the general case.
Higher derivations
Definition 1.1. (See [Mat89] or [Voj04] .) Let R be a ring, f : R → A and R → B be R-algebras, and m ∈ N ∪ {∞}. There is an equivalent condition for D to be a higher derivation that will be useful below. In the special case R = C, A = C(z), B = C, and D i = 1 i! d i /dz, this says that the map taking a function f (z) ∈ A to its (truncated) Taylor series expansion is a C-algebra homomorphism.
Observe that Der m R (A, −) is a covariant functor from (R-algebras) to (Sets), and is represented by a (graded) R-algebra that Vojta calls HS m A/R , which is also an A-algebra. For m = 1, HS m A/R is just the symmetric algebra on Ω A/R . Definition 1.4. Let A be an R-algebra. A higher derivation on A is a sequence of maps D ∈ Der ∞ R (A, A) such that D 0 = Id A . In this case, we call (A, D) a D-ring over R. We will often be interested in the case when A is just a ring (i.e., a Z-algebra) and call (A, D) simply a D-ring. The set of constants of (A, D) are those a ∈ A such that D i a = 0, for all i ≥ 1. Given (A, D), say that D is iterative if for all i, j,
Below we will only consider iterative D-rings. Note that it does not make sense to talk of a higher derivation from one ring to another being iterative. Derivations on a ring extend uniquely to localizations (see [Mat89] , Theorem 27.2, or [Oku87] , Section 1.6, Theorem 1). 
. We now introduce higher derivations on R-algebras when (R, D) is also a D-ring. This is closely related to Buium's prolongations, where (R, δ) is a differential ring, A is an R-algebra, and one considers derivations on A that are 'compatible' with δ. Definition 1.8. Let (R, D) be a D-ring. An R-algebra A, given by f : R → A, is an (R, D)-algebra if for all r ∈ R and i ≤ ∞, f (r) = 0 implies f (D i (r))=0; in other words, Ker(f ) is a D-ideal.
Let f : R → A and B be (R, D)-algebras, and let m ≤ ∞. A higher derivation from A to B of order m over (R, D) is a sequence δ = (δ 0 , . . . , δ m ) such that δ 0 is an R-algebra homomorphism from A to B, δ i , 1 ≤ i ≤ m, are (additive) abelian group homomorphisms from A to B, and,
Let Der to be the A-algebra that is the quotient of the polynomial algebra A[x (i) ] x∈A,1≤i≤m by the ideal I generated by:
such that for i ≤ m and x ∈ A, d i (x) = x (i) .
Remarks 1.10. 
that is also an (R, D)-algebra via some map f : R → A, such that the derivation on A is compatible with that on R. That is, for all r ∈ R, and i < ∞,
Lemma 1.12. Given an (R, D)-algebra A, there is a canonical way to make HS
Proof.
Extend the universal derivation d :
for m = ∞ For each m ≤ ∞, we define a 'twisted' homomorphism e : R → R m by e(r) = D 0 (r)+D 1 (r)t+. . .+D m (r)t m . LetR m be the R-algebra isomorphic to R m as a ring, and made into an R-algebra via the map e : R → R m . Let f : R → B be an (R, D)-algebra, and define B m = B ⊗ R R m , so B m = B[t]/(t m+1 ) for m < ∞ and B [[t] ] for m = ∞. LetB m be the ring B m made into a R-algebra via the mapf : R →B m which sends
Proposition 1.14. Let (R, D) be a D-ring, and m ≤ ∞. Then R m andR m are isomorphic as R-algebras.
Suppose first that m < ∞. We claim that the map ψ : R m →R m that sends r ∈ R to e(r) = D 0 (r) + D 1 (r)t + . . . + D m (r)t m , and sends the variable t to t is an isomorphism of R-algebras. Clearly, it is a homomorphism, so it suffices to check that it is injective and surjective.
Let a = a 0 + a 1 t + . . . + a m t m , so ψ(a) = e(a 0 ) + e(a 1 )t + . . . + e(a m )t m . Rearranging terms, one gets
Suppose that ψ(a) = 0, so in particular each coefficient of ψ(a) as a polynomial in t is 0. Thus, a 0 = 0. Looking at the next term, 0 = D 1 (a 0 ) + a 1 = a 1 . Continuing this way, one sees that all of the a i 's are 0, so a itself is 0 and ψ is injective.
To show that ψ is surjective, it suffices to show that for each r ∈ R, r = r + 0t + . . . + 0t m ∈R m is in Im(ψ). (Of course, r = ψ(r).) For fixed r, we iteratively define a sequence, c 0 , c 1 , . . . , c m , of elements of R m with the following properties. One, for all i ≤ m, the constant term of ψ(c i ), as a polynomial in t, is r. Two, for i ≥ 1, and 1 ≤ j ≤ i, the coefficient of t j in ψ(c i ) is 0. Then ψ(c m ) = r, as desired. Set c 0 = r. For the iterative step, suppose that c 0 , . . . , c i have been defined, and that ψ(
Clearly, this procedure yields such a sequence. For m = ∞, given the isomorphisms ψ i : R i →R i , i < ∞, it suffices to note that R ∞ andR ∞ are the inverse limits of {R i } i<∞ and {R i } i<∞ , respectively. The required isomorphism ψ ∞ : R ∞ →R ∞ is again given by sending r ∈ R to e(r), and sending t to t.
More generally, we have the following. 
Choose a derivation D on B extending (R, D), and then argue as above.
For fields of characteristic 0, any (higher) derivation on a field K can be extended to a derivation on any extension field L ⊇ K, so one has the following corollary.
On the other hand, L m andL m are not always isomorphic. 
We show that there is no K-algebra homomorphism from L toL m , which immediately implies the proposition. In particular, we argue that any such homomorphism would give an extension of D 1 to a derivation on L, which is impossible
Otherwise, x p n = y, for some n and some y ∈ K. Then
and also φ(x)
By the claim, (L, φ) is a higher derivation of order m that extends (K, D). In particular, φ 1 is an extension of D 1 to L, which is impossible. 
Define
. By the construction of the ideal I ⊆ A[x (i) ] and properties of derivation, we get that Ker(φ 0 ) ⊇ I, so there is an induced map φ :
is bijective.
Compare the following proposition to Remark 1.3. Proof. The δ i are homomorphism of the additive groups, so φ is also. The Leibniz Rule implies that φ is multiplicative, so it only remains to show that φ • f =g, whereg : R →B m is the homomorphism that makesB m into an R-algebra. Check,
This establishes injectivity. To show surjectivity, we just reverse the direction of the argument. Suppose that h : A →B m is an R-algebra homomorphism, which we can write as h(a) = h 0 (a)+h 1 (a)t+. . .+h m (a)t m , each h i a map from A to B. We claim that {h i : i ≤ m} is a higher derivation from A to B. Clearly the h i are additive and satisfy the Leibniz Rule. So it suffices to show that for r ∈ R and i ≤ m, h i (f (r)) = h 0 (f (D i (r))). Since h is an R-algebra homomorphism, one has
The next corollary follows immediately from Proposition 1.18 and Proposition 1.19. It's the main point in the characterization of prolongations in terms of representable functors. The next result is due to Buium [Bui93] and Gillet [Gil02] in a slightly different context. In fact, Gillet defines the prolongation functor to be the left adjoint of the forgetful functor from differential algebras to algebras. 
). The next result is what Vojta calls the second fundamental exact sequence, adapted to our context. For completeness, we include his proof, which carries over directly. 
Exactness on the left is immediate. It is also clear that the natural map h : HS 
By Definition 1.9, the map f is surjective, so by the Snake Lemma, Ker(g) maps onto Ker(h). But Ker(g) is generated by
This implies that the kernel of h is generated by the set {d i x : i = 0, . . . , m, x ∈ I}, as desired.
The next two results also occur in Vojta [Voj04] .
Essentially obvious, but also proved in [Voj04] .
Suppose further that all of the coefficients of the polynomials f j , j ∈ J, are constants in the ring R. Then HS 
The first statement follows from Propositions 1.22 and 1.23. The second follows from the first, and the analogous statement from [Voj04] .
Prolongations
In this section, we assume throughout that (K, D) is a D-field. Probably everything also works over D-rings. We define prolongations of schemes/varieties over (K, D). In characteristic 0, we essentially get Buium's prolongations, though there is a slight difference since we are using higher derivations. The construction of the prolongations is direct, but the results of the previous section provide the connection with representable functors. In characteristic 0, this agrees with Buium, but in characteristic p > 0, it avoids problems that would arise if one tries to adapt Buium directly to characteristic p, involving 'dividing by p'.
Proof.
For all a ∈ A, let a denote the image of a in S −1 A under the canonical map. We show that the natural map φ that sends
for all a, b ∈ A, s ∈ S, and i ≤ m, is an isomorphism. Clearly, φ is a homomorphism. By the quotient rule, for i ≤ m and s
, so φ is surjective. To show that it is injective, it suffices to define its inverse.
, but we need to check that this is well-defined. In particular, one needs to show that if s
To simplify the presentation, let us assume that s = t = 1. As b = c in S −1 A is equivalent to there being an s ∈ S such that s(c − b) = 0 in A, it suffices for us to show that for all a ∈ A, if a = 0 in
We argue by induction on i. The case i = 0 is obvious, so assume that we have proved that
The next theorem is the differential version of Theorem 4.3 of [Voj04] , and is an easy consequence of Lemma 2.1, exactly as in Vojta.
of (K, D)-algebras, and (ii) the various φ A are compatible with the localization isomorphism of Lemma 2.1.
Moreover, the collection (HS
th prolongation of X is the scheme
(For the definition of Spec, see, for example, [Har77] Ch. II, Ex. 5.17.)
and that e : K → K m denotes the twisted homomorphism. We also let e : Spec K m → Spec K denote the corresponding twisted morphism of schemes. Given a K-
Theorem 2.4. (Buium) Let X be a K-scheme, and m ≤ ∞. The scheme P m (X) represents the functor from K-schemes to sets given by
Proof.
For X and Y affine, this follows immediately from Corollary 1.20. The general case follows by gluing affines.
Recall that, given a K-scheme X, the m th jet space of X, which we denote J m (X), is the scheme that represents the following functor from K-schemes to sets.
Buium's theorem clarifies the relationship between prolongations and jets. One also has the following fact, due again to Buium.
where C is the field of constants of K, and X ′ is some C-scheme. (That is, X descends to, or is defined over, C.) Then for all m ≤ ∞,
This follows from Corollaries 1.24 and 2.10, below, and the description of jets in [Voj04] (see, e.g., Theorem 4.3 and Definition 4.4).
The next result is due to Moosa, Pillay, and Scanlon [MPS04] . It generalizes the well-known fact that for all m, n ≤ ∞, J m (J n (X)) = J n (J m (X)), which can be seen by observing that they represent the same functor.
Theorem 2.6. (Moosa, Pillay, and Scanlon) Let X be a K-scheme, m, n ≤ ∞. Then
We include two proofs. The first is direct and uses the construction of jets and prolongations from [Voj04] and this paper. The second one, based on [MPS04] , shows that J m (P n (X)) = P n (J m (X)) represent the same functor.
It suffices to prove this for affine schemes, so assume that X = Spec A. Even though K is a differential field, we will use HS m A/K to denote the A-algebra defined by Vojta, which is defined exactly like HS
in Definition 1.9, except that one replaces condition 3. with
The point from our perspective is that Spec HS m A/K is the m th jet space of X, while Spec(HS
Thus we want to show that the two K-algebras above are isomorphic. Let us use d for the universal derivation on HS m , corresponding to jets, and δ for the universal derivation on HS n , corresponding to prolongations. Then an arbitrary element of HS
/K can be written as the sum of terms d i δ j a, i ≤ m, j ≤ n, a ∈ A, and an arbitrary element of HS
and sends sums and products to sums and products, is an isomorphism.
First we check that it is well defined. For example,
And we check
Finally, for c ∈ K, we have 0
Now that we know that θ is well-defined, it is clear from the definition that it respects sums and products. Finally, it is clearly a bijection, since there is an obvious inverse.
We now give a proof along the lines of [MPS04] , providing additional details. Let Y be a K-scheme. There are natural bijections
and also natural bijections
In fact, it suffices to prove this for Y affine. We rephrase this as a question about isomorphisms of K-algebras. Given a K-algebra C, let us write (C ⊗ K K n )˜for what we calledC n in Definition 1.13. This more closely parallels our notation for schemes. That is, for
Everything reduces to showing that, for all Y = Spec(B), the following are isomorphic.
, and use e for the twisted map from K to K n .
But a slight variation of this map does work.
First we claim that any non-zero element of ((B ⊗ K K n )˜⊗ K K m ) can be written uniquely as a sum, i≤m,j≤n (b ij ⊗u j ⊗t i ). Clearly, it suffices to prove this for elements of the form (b⊗a 1 u j ⊗a 2 t i ). And we see
, as desired. Uniqueness is obvious. Next we observe that this also holds in the algebra ((
Clearly, θ is a ring homomorphism and injective, but we need to show that it is K-linear and surjective. (This sounds completely obvious, but the˜'s make this more subtle than it first appears.) Let
. This proves K-linearity. To prove that θ is surjective, it will suffice to show that for all c ∈ K, that (1⊗1⊗c) ∈ ((B⊗ K K m )⊗ K K n )ĩ s in the image of θ. The rest then follows easily. By Proposition 1.14, we can rewrite c as c
For completeness, we mention the following, which can be proved in the same way as the previous theorem.
Theorem 2.7. Let X be a K-scheme, m, n ≤ ∞. Then
which again form a directed system.
In terms of schemes, the f ij give morphisms
which also form a directed system. By Remark 1.10.3,
and
Functorial properties
There are numerous easy to verify functorial properties of these constructions, exactly as in [Voj04] . We only mention a few here. Some more general results hold.
for all a ∈ A and all i ≤ m. Two important cases are base change in (K, D), and functoriality in A, when K = K ′ . One also has the following easy lemma.
Proof. Let φ be the map from HS
. It is clear that φ is an isomorphism.
These properties carry over to schemes. The next result is an easy corollary of the above lemma. 
If f : X → X ′ is a morphism of (K, D)-schemes, one has the following commutative diagram, which lifts f to a map between prolongations.
Proof.
It is enough to check locally, on affines, where it follows from Proposition 1.22. The following propositions are versions of standard facts about jet spaces, and can be proved in the same way (e.g., see [Bli05] ). 
We argue on the corresponding functor of points. For any K-scheme Z,
Consider the following diagram.
and determines a pair of morphisms (φ,
. This gives the canonical map from P m (X) to X × Y P m (Y ), which does not depend on any properties of the morphism f . In the other direction, a Z-valued point of X × Y P m (Y ) corresponds to a pair of morphisms (φ, ψ) making the above diagram commute. By formalétaleness, there is a unique τ completing the diagram. Thus, the map taking (φ, ψ) to τ determines the inverse morphism from X × Y P m (Y ) to P m (X), as desired. 
Proof. By hypothesis, X → Spec(K) is a smooth map, so, by [EGA] , this implies that there is a covering of X by open sets U i , such that for all i, the following diagram commutes
and g i isétale. By the previous proposition,
By the same argument, one also gets the following.
Corollary 2.14. Let X be an n dimensional smooth scheme over the D-field (K, D). Then for all m, P m+1 (X) is an A n -bundle over P m (X).
D-Schemes
Many of the definitions and results in this section are from [Bui93] .
There is a D-scheme X = DSpec(A, D) such that, forgetting the D-structure on X, X is isomorphic to Spec(A).
Proof.
To show that one can add a D-structure to Spec(A), it suffices to show that the localization of a D-ring is itself a D-ring. This is the content of Lemma 1.6. 
In the usual case, given a morphism f : X → Spec(A), and the associated map f # : 
To verify surjectivity, it suffices to look carefully at the construction of α −1 in [EH].
Remark 3.5. Let X ⊆ A n be an affine K-scheme,
..,n,k=0,...,m ) with
(This follows from Proposition 1.24.) In particular, for every closed point (a 1 , . . . , a n ) ∈ X, the point (D k a i ) i=1,...,n,k=0,...,m is in P m (X). The canonical projection from P m (X) to X maps a closed point (a ik ) i=1,...,n,k=0,...,m to its first n coordinates, (a i0 ) i=1,...,n .
Next, we define D-polynomial maps between schemes, which we use to define a section of the canonical map π m : P m (X) → X. 
In [Bui93] , p. 1405. This also follows easily from Proposition 1.21.
Recall that given a K-scheme X, a K-rational point of X is a K-scheme homomorphism from Spec(K) to X. Likewise, if X is a D-scheme, we will say that a K-rational point of X is a D-scheme homomorphism from DSpec(K) to X. Of course, a D-morphism f : X → Y naturally induces a map between their K-rational points. The previous proposition immediately implies that there is a natural bijection between K-rational points of X and of P ∞ (X).
Definition 3.7. Let X, Y be K-schemes, and f :
and the induced mapf :
determine a (set theoretic) map from K-rational points of X to those of Y , given by β
Schemes X and Y are D-polynomially isomorphic if there are D-polynomial maps f : X → Y and
Proposition 3.9. Let X be a K-scheme, and m < ∞. There exists a D-polynomial map ∇ m : X → P m (X) that is a section of the canonical projection p m : P m (X) → X.
Let f : X → Y be a morphism of K-schemes. Considering f and P m (f ) as maps on K-rational points, the following diagram commutes.
By the adjointness of P ∞ (−) and (−) ! , there is a natural bijection
Let f : P ∞ (X) → P ∞ (P m (X)) be the D-morphism corresponding to the canonical projection from (P ∞ (X)) ! to P m (X), and let ∇ m be the D-polynomial map corresponding to f . We show that ∇ m has the desired properties. It suffices to check locally, so suppose that X is given as Spec(K[x i ] i≤n /(f j ) j∈J ). By Remark 3.5,
where (g h ) h∈H is the ideal generated by (d l d k f j ) j∈J,k≤m,l<∞ . The D-morphism from P ∞ (X) to P ∞ (P m (X)), corresponding to the projection morphism from P ∞ (X) to P m (X) is determined by the D-algebra ho-
One can then see that this determines the D-polynomial map from X to P m (X) that takes the closed point (a i ) i≤n to (D k a i ) i≤n,k≤m . By Remark 3.5, this is a section of π m .
Next we argue that
Again, it suffices to prove this for affine schemes, so assume that X = Spec K[x]/I and Y = Spec K[y]/J. Let S = K[x]/I and R = K[y]/J, and let f also denote the homomorphism from R to S corresponding to f : X → Y . A K-rational point of X corresponds to a homomorphism g from S to K, which is determined by the image of x, so we think of a K-rational point as a tuple a = g(x) of elements of K. Also P m (X) = Spec HS D 1 (a) , . . . , D m (a)). More precisely, ∇ X (a) is the K-rational point of P m (X) that corresponds to the map that sends
The point a ∈ X gets mapped under f to b ∈ Y , which is (g • f (y)) y∈y . As above,
The following result is new. It generalizes the well-known fact that the first prolongation of a variety is differentially isomorphic to the tangent space. The standard proof is geometric, using the existence, for any variety X, of a differential section ∇ : X → P 1 (X), and fact that P 1 (X) is a T X-torsor. In contrast, our proof below is rather different and completely algebraic, though in some remarks after the proof we try to provide some geometric intuition. (Recall that, in general for m > 1, J m (X) is not a group scheme over X, so P m (X) is not a torsor under J m (X). Thus one cannot try to generalize the standard proof.) Theorem 3.10. Let X be a scheme over (K, D).
1. P ∞ (P m (X)) and P ∞ (J m (X)) are isomorphic as D-schemes.
P m (X) and J m (X) are D-polynomially isomorphic.

Proof.
Part 2. follows immediately from 1., so it suffices to prove 1. We first establish this for affine schemes. The general argument follows by gluing.
Let X = Spec A. Note that
We must show that HS 
Proof of Proposition.
We first treat the case A a polynomial ring,
, where x is a (possibly infinite) tuple. Write
(Note that d i δ j x and d i ∂ j x are individual symbols. One could just have well written instead x ij , but the chosen notation is more suggestive. Below, we often write δ j x, or ∂ j x, for d 0 δ j x, or d 0 ∂ j x, since we are thinking of d 0 as the 'identity map'.) R and S are also D-rings, letting
These rings are obviously isomorphic, but we want to construct an isomorphism that we can also use in the general case, B = K[x]/I, I any ideal.
We now define the desired isomorphism. Let φ : R → S be the K-algebra homomorphism determined by setting
for all i, j, and x. (Of course, φ(c) = c, for c ∈ K.) Moreover, it is clear that φ is actually a D-(K, D)-algebra homomorphism.
To prove that φ is an isomorphism, we define a homomorphism ψ : S → R and show that they are inverses of each other. Let ψ be the homomorphism determined by, for all i, j, and x,
where P [k] is the set of ordered partitions π of k, that is π = (a 1 , . . . , a n ) ∈ (Z + ) n , with
The length of π is denoted |π|. As above, one sees easily that ψ is also a D-(K, D)-algebra homomorphism.
First, we show that ψ • φ = Id R . It suffices to calculate this on the generators,
again only on generators.
This completes the proof for A a polynomial ring. We now consider the general case B a K-algebra, B = K 
, the expression d i δ j h should be considered shorthand for an element of the polynomial ring K[d i δ j x] 0≤i,0≤j≤m,x∈x , which can be specified inductively as follows.
Likewise, we get the following description of V := HS
Rings U and V are quotients of R and S, defined above, U = R/J and V = S/L, where J and L are the ideals from the definitions of U and V . We claim that the isomorphism φ from R to S naturally induces an isomorphism from U to V . To prove this, it will suffice to show that φ(J) ⊆ L and ψ(L) ⊆ J. This follows immediately from the next two claims.
Claim 1. For each polynomial h ∈ A and d
Proof of Claim 1. Since all maps being considered are additive, it suffices to consider the case h a monomial, h = ay, a ∈ K and y = (y 1 , . . . , y n ). We introduce the following multi-index notation. A multi-index α, (β, γ, etc.) is a sequence of non-negative integers, α = (α 1 , . . . , α n ). We say that the length of α is n, and write α for i α i . Using the (generalized) product rule, we can now give an explicit definition, in R, of
Likewise, there is an analogous definition for elements of the ring S.
This completes the proof of Claim 1.
Proof of Claim 2. Again we can assume that h is a monomial, h = ay, a ∈ K, and y = (y 1 , . . . , y n ). We want to show that ψ(
This completes the proof of Claim 2, and of the Proposition.
Remark 3.12. Our original definition of ψ was
where P[k] is the set of ordered partitions π of k, that is π = (a 1 , . . . , a n ) ∈ (Z + ) n , with n p=1 a p = k and
The length of π is denoted |π|. This is the formula one finds if one inverts φ 'by hand' on examples with i, j small. Later, we observed that the following lemma yields the definition that we gave above,
Definition 3.13. Given k ∈ Z + , define a function, 'multinomial', µ :
Proof. By induction on k. It will be helpful to stipulate that P [0] := {∅}, |∅| = 0, and µ(∅) = 1. The case k = 1 is obvious, so assume the lemma holds up to k − 1.
Given a partition π ∈ P [j], π = (a 1 , . . . , a m ), and i ∈ Z + , let π * (i) denote the partition (a 1 , . . . , a m , i)
Remark 3.15. We now explain the geometric intuition behind the proof of the preceding proposition.
Recall that by the characterizations of jet spaces and prolongations via representable functors, we have the following natural bijections,
where, e.g., Hom K (Spec K, J m (X)) is the set of K-rational points of J m (X). By Proposition 1.14, there is an isomorphism Ψ from K m toK m so there is a corresponding isomorphism Ψ ′ from SpecK m to Spec K m . Thus, Ψ ′ induces a natural bijection from Hom K (Spec K m , X) to Hom K (SpecK m , X), and consequently between the K-points of J m (X) and P m (X). When one computes this map in local coordinates, one gets the morphisms from the proof of the preceding theorem.
We illustrate this for
. First, we reformulate everything in the category of Kalgebras. We have J m (X) = Spec K[∂ 0 x, . . . , ∂ m x] and P m (X) = Spec K[δ 0 x, . . . , δ m x] and the following bijections.
Hom
Composing f with the isomorphism Ψ : K m →K m , one gets the map g :
Thus, the bijection described above between K-points of J m (X) and P m (X) sends (a 0 , . . . , a m ) ∈ J m (X) to (a 0 , D 0 a 1 +D 1 a 0 , . . . , j+k=m D j a k ) ∈ P m (X). This 'differential map' from J m (X) to P m (X) corresponds to the algebraic morphism from P ∞ (J m (X)) to P ∞ (P m (X)) given in the proof of the above theorem by the map φ.
Multiple derivations
We now develop the theory of prolongations over a differential field with finitely many commuting derivations. In characteristic p > 0, Okugawa [Oku87] developed differential algebra over fields with commuting higher derivations. More recently, differential galois theory for such fields has been investigated by Matzat and van der Put [MvdP03] . Ziegler [Zie03] has shown that the model completion of the theory of n commuting Hasse-Schmidt derivations is a definitional expansion of the theory SCF p,n , the theory of separably closed fields of characteristic p and degree of imperfection n. Kolchin [Kol73] considers differential fields with commuting derivations, mostly of characteristic 0. Moosa, Pillay, and Scanlon [MPS04] study the model theory of characteristic 0 differential fields with n commuting derivations. Since we will consider rings (fields) of arbitrary characteristic, the results in this section essentially apply to all of the above contexts.
Of course, it would have been possible to consider multiple derivations from the beginning. But it is easier to see the theory developed for one derivation first. The general theory is then quite similar.
Definition 4.1. For n ∈ N + , a ring with n commuting (higher) derivations is a ring R and a sequence,
We also add symbols for 'mixed' derivatives. An n-multi-index α is a sequence, (α 1 , . . . , α n ), of nonnegative integers. For each n-multi-index α, we add an operator
where α is the multi-index with a j in the i th place, and 0's everywhere else.
A ring with n commuting derivations will be written (R, D) when there no chance of confusion. These will also be called D-rings.
Given an n-multi-index α, the size of α, written |α|, is the sum α 1 + . . . + α n . We will sometimes write α ≤ m for |α| ≤ m. There is also a natural partial order on n-multi-indices, where α ≤ β if and only if for all i ≤ n, α i ≤ β i . We also writes 0 for the multi-index which is a sequence of 0's. Note that D 0 = Id R .
Composition of mixed derivatives is completely determined by the iteration rule for each derivation, and the fact that the derivations commute. 
One also has the following generalization of the Leibniz Rule. 
Remark 4.4. One sees this rule, for example, when taking Taylor series of holomorphic functions of n variables. Given functions f and g, the Leibniz Rule computes the coefficent of z α in the Taylor series of f g from the coefficients of the Taylor series of f and of g.
Commuting derivations behave well under localization.
Lemma 4.5. let (R, D) be a D-ring, with n commuting derivations, and S ⊆ R a multiplicative subset. Then the unique extensions of each of the derivations on R to S −1 R also commute.
Proof.
See [Oku87] , Section 1.6, Corollary 1.
That e andf are actually homomorphisms follows immediately from the Leibniz Rule. One also has the following converse, whose proof is immediate.
Lemma 4.10. Let R be a ring, m ≤ ∞. Let f : R → R m be a ring homomorphism, which we write
Suppose that f 0 = Id R . Then the maps {f α : α ≤ m} are a higher derivation on R.
Proposition 4.11. Let (R, D) be a D-ring with n commuting derivations, and m ≤ ∞. Then R m andR m are isomorphic as R-algebras.
The idea of the proof is the same as for Lemma 1.14. We first treat the case m < ∞. Let ψ : R m →R m be the map that sends r ∈ R to e(r) = α≤m D α (r)t α and, for each i ≤ m, sends t i to t i . This is clearly a homomorphism, so it remains to check that it is injective and surjective.
Linearly order the n-multi-indices of size ≤ m, α 1 , . . . , α k such that, for all i, j ≤ k, |α i | < |α j | implies i < j. Let b ∈ R m be b = α≤m b α t α , and suppose that ψ(b) = 0. We will show b = 0 by showing that each b αi = 0, by induction on i.
For the base case, α 1 = 0, the constant term,
i.e., the coefficient of
To show that ψ is surjective, it suffices to show that for each r ∈ R, r ∈R m is in Im(ψ). For fixed r, we iteratively define a sequence, c 0 , c 1 , . . . , c k , of elements of R m with the following properties. One, for all i ≤ k, the constant term of ψ(c i ), as a polynomial in the t i , is r. Two, for i ≥ 1, and 1 ≤ j ≤ i, the coefficient of t αj in ψ(c i ) is 0. Then ψ(c m ) = r, as desired. Set c 0 = r. For the iterative step, suppose that c 0 , . . . , c i have been defined, and that ψ(c i ) = r + i+l≤j≤k a α j t αj . Let c i+1 = c i − a α i+1 t αi+1 . Clearly, this procedure yields such a sequence.
For m = ∞, given the isomorphisms ψ i : R i →R i , i < ∞, it suffices to note again that R ∞ andR ∞ are the inverse limits of {R i } i<∞ and {R i } i<∞ , respectively. The required isomorphism ψ ∞ : R ∞ →R ∞ also sends r ∈ R to e(r), and sends each t i to t i .
The next two results are proved in the same way as Proposition 1.18 and Lemma 1.19, respectively. 
Immediate from Proposition 4.12 and Lemma 4.13.
The following results are proved as in the case of a single derivation. 
Compare Proposition 1.23. 
Compare Corollary 1.24.
Prolongations
In this section, we generalize the results of Section 2 to fields with many derivations. Almost everything goes through as before. Assume throughout that (K, D) is a D-field with n commuting derivations. D) ). We will also write X m or P m (X) for P m (X/(K, D)).
Let m ≤ ∞. Recall that K m = K[t 1 , . . . , t n ]/(t 1 , . . . , t m+1 ) and that e : K → K m denotes the twisted homomorphism. We also let e : Spec K m → Spec K denote the corresponding twisted morphism of schemes.
Theorem 4.23. Let X be a K-scheme, and m ≤ ∞. The scheme P m (X) represents the functor from K-schemes to sets given by
Proof.
Compare Theorem 2.4.
Theorem 4.24. (Moosa, Pillay, and Scanlon) Let X be a K-scheme, m, q ≤ ∞. Then
Proof. Both proofs of Theorem 2.6 generalize easily. Here we only show how to adapt the second proof. Exactly as before, it suffices to show that for any K-algebra B, the following are isomorphic.
, and we use e for the twisted map from K to K q .
We claim any non-zero element of ((B ⊗ K K q )˜⊗ K K m ) can be written uniquely as a sum α≤m,β≤q (b α,β ⊗ u β ⊗ t α ). Again, it suffices to prove this for elements of the form
It suffices to show that θ is K-linear and surjective. Let
. This proves K-linearity. To prove that θ is surjective, it will suffice to show that for all c ∈ K, that (1⊗1⊗c) ∈ ((B ⊗ K K m )⊗ K K q )ĩ s in the image of θ. The rest follows easily. By Proposition 4.11, we can write c as c = γ≤q e(c γ )u γ , so In terms of schemes, the f ij give morphisms
which also form a directed system. Exactly as above, we also have
Functorial properties
There are many functorial properties of these constructions, precisely as discussed on page 10.
Proof. Let φ be the map from HS 
As above, if f : X → X ′ is a morphism of (K, D)-schemes, then there is an induced map P m (f ) :
Proof. From Proposition 4.16. 
Proof.
The proof is identical to the proof of Proposition 2.12. 
D-Schemes
We generalize material from Section 3, which is straightforward. (This follows from Proposition 4.19.) In particular, for every closed point (a 1 , . . . , a q ) ∈ X, the point (D α a i ) i=1,...,q,α≤m is in P m (X). The canonical projection from P m (X) to X maps a closed point (a i,α ) i=1,...,q,α≤m to its first q coordinates, (a i,0 ) i=1,...,q . Proof. By Proposition 4.15.
As before, if X is a D-scheme, we define a K-rational point of X to be a D-scheme homomorphism from DSpec(K) to X. Of course, a D-morphism f : X → Y naturally induces a map between their K-rational points. The previous proposition immediately implies that there is a natural bijection between K-rational points of X and of P ∞ (X). Proposition 4.40. Let X be a K-scheme, and m < ∞. There exists a D-polynomial map ∇ m : X → P m (X) that is a section of the canonical projection p m : P m (X) → X.
(Again, the proof is essentially the same as the corresponding result for fields with a single derivation.)
By the adjointness of P ∞ (−) and (−) ! , there is a natural bijection Hom K ((P ∞ (X)) ! , P m (X)) ≃ Hom (K,D) (P ∞ (X), P ∞ (P m (X))).
Let f : P ∞ (X) → P ∞ (P m (X)) be the D-morphism corresponding to the canonical projection from (P ∞ (X)) ! to P m (X), and let ∇ m be the D-polynomial map corresponding to f . We show that ∇ m has the desired properties. It suffices to check locally, so suppose that X is given as Spec(K[x i ] i≤q /(f j ) j∈J ). By Remark 4.36,
where (g h ) h∈H is the ideal generated by (d β d α f j ) j∈J,α≤m,l<∞ . The D-morphism from P ∞ (X) to P ∞ (P m (X)), corresponding to the projection morphism from P ∞ (X) to P m (X) is determined by the D-algebra homo- 
