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1 Uncertainty Relations and Sparse
Signal Recovery
Erwin Riegler and Helmut Bo¨lcskei
1.1 Abstract
This chapter provides a principled introduction to uncertainty relations underly-
ing sparse signal recovery. We start with the seminal work by Donoho and Stark,
1989, which defines uncertainty relations as upper bounds on the operator norm
of the band-limitation operator followed by the time-limitation operator, gen-
eralize this theory to arbitrary pairs of operators, and then develop—out of
this generalization—the coherence-based uncertainty relations due to Elad and
Bruckstein, 2002, as well as uncertainty relations in terms of concentration of
1-norm or 2-norm. The theory is completed with the recently discovered set-
theoretic uncertainty relations which lead to best possible recovery thresholds
in terms of a general measure of parsimony, namely Minkowski dimension. We
also elaborate on the remarkable connection between uncertainty relations and
the “large sieve”, a family of inequalities developed in analytic number the-
ory. It is finally shown how uncertainty relations allow to establish fundamental
limits of practical signal recovery problems such as inpainting, declipping, super-
resolution, and denoising of signals corrupted by impulse noise or narrowband
interference. Detailed proofs are provided throughout the chapter.
1.2 Introduction
The uncertainty principle in quantum mechanics says that certain pairs of phys-
ical properties of a particle, such as position and momentum, can be known to
within a limited precision only [1]. Uncertainty relations in signal analysis [2–5]
state that a signal and its Fourier transform can not both be arbitrarily well con-
centrated; corresponding mathematical formulations exist for square-integrable
or integrable functions [6,7], for vectors in (Cm, ‖ · ‖2) or (Cm, ‖ · ‖1) [6–10], and
for finite abelian groups [11,12]. These results feature prominently in many areas
of the mathematical data sciences. Specifically, in compressed sensing [6–9,13,14]
uncertainty relations lead to sparse signal recovery thresholds, in Gabor and Wil-
son frame theory [15] they characterize limits on the time-frequency localization
of frame elements, in communications [16] they play a fundamental role in the
design of pulse shapes for orthogonal frequency division multiplexing (OFDM)
systems [17], in the theory of partial differential equations they serve to charac-
2terize existence and smoothness properties of solutions [18], and in coding theory
they help to understand questions around the existence of good cyclic codes [19].
This chapter provides a principled introduction to uncertainty relations un-
derlying sparse signal recovery, starting with the seminal work by Donoho and
Stark [6], ranging over the Elad-Bruckstein coherence-based uncertainty relation
for general pairs of orthonormal bases [8], later extended to general pairs of dictio-
naries [10], to the recently discovered set-theoretic uncertainty relation [13] which
leads to information-theoretic recovery thresholds for general notions of parsi-
mony. We also elaborate on the remarkable connection [7] between uncertainty
relations for signals and their Fourier transforms—with concentration measured
in terms of support—and the “large sieve”, a family of inequalities involving
trigonometric polynomials, originally developed in the field of analytic number
theory [20, 21].
Uncertainty relations play an important role in data science beyond sparse
signal recovery, specifically in the sparse signal separation problem, which com-
prises numerous practically relevant applications such as (image or audio signal)
inpainting, declipping, super-resolution, and the recovery of signals corrupted by
impulse noise or by narrowband interference. We provide a systematic treatment
of the sparse signal separation problem and develop its limits out of uncertainty
relations for general pairs of dictionaries as introduced in [10]. While the flavor
of these results is that beyond certain thresholds something is not possible, for
example a nonzero vector can not be concentrated with respect to two different
orthonormal bases beyond a certain limit, uncertainty relations can also reveal
that something unexpected is possible. Specifically, we demonstrate that signals
that are sparse in certain bases can be recovered in a stable fashion from partial
and noisy observations.
In practice one often encounters more general concepts of parsimony, such as,
e.g., manifold structures and fractal sets. Manifolds are prevalent in the data
sciences, e.g., in compressed sensing [22–27], machine learning [28], image pro-
cessing [29,30], and handwritten digit recognition [31]. Fractal sets find applica-
tion in image compression and in modeling of Ethernet traffic [32]. In the last
part of this chapter, we develop an information-theoretic framework for sparse
signal separation and recovery, which applies to arbitrary signals of “low descrip-
tion complexity”. The complexity measure our results are formulated in, namely
Minkowski dimension, is agnostic to signal structure and goes beyond the notion
of sparsity in terms of the number of nonzero entries or concentration in 1-norm
or 2-norm. The corresponding recovery thresholds are information-theoretic in
the sense of applying to arbitrary signal structures, and provide results of best
possible nature that are, however, not constructive in terms of recovery algo-
rithms.
To keep the exposition simple and to elucidate the main conceptual aspects,
we restrict ourselves to the finite-dimensional cases (Cm, ‖ · ‖2) and (Cm, ‖ · ‖1)
throughout. References to uncertainty relations for the infinite-dimensional case
will be given wherever possible and appropriate. Some of the results in this
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chapter have not been reported before in the literature. Detailed proofs will
be provided for most of the statements with the goal of allowing the reader to
acquire a technical working knowledge that can serve as a basis for further own
research.
The chapter is organized as follows. In Sections 1.3 and 1.4, we derive uncer-
tainty relations for vectors in (Cm, ‖ · ‖2) and (Cm, ‖ · ‖1), respectively, discuss
the connection to the large sieve, present applications to noisy signal recovery
problems, and establish a fundamental relation between uncertainty relations
for sparse vectors and null-space properties of the accompanying dictionary ma-
trices. Section 1.5 is devoted to understanding the role of uncertainty relations
in sparse signal separation problems. In Section 1.6, we generalize the classical
sparsity notion as used in compressed sensing to a more comprehensive concept
of description complexity, namely, lower modified Minkowski dimension, which
in turn leads to a set-theoretic null-space property and corresponding recov-
ery thresholds. Section 1.7 presents a large sieve inequality in (Cm, ‖ · ‖2) one
of our results in Section 1.3 is based on. Section 1.8 lists infinite-dimensional
counterparts—available in the literature—to some of the results in this chap-
ter. In Section 1.9, we provide a proof of the set-theoretic null-space property
stated in Section 1.6. Finally, Section 1.10 contains results on operator norms
used frequently in this chapter.
Notation. For A ⊆ {1, . . . ,m}, DA denotes the m ×m diagonal matrix with
diagonal entries (DA)i,i = 1 for i ∈ A, and (DA)i,i = 0 else. With U ∈ Cm×m
unitary and A ⊆ {1, . . . ,m}, we define the orthogonal projection ΠA(U) =
UDAU∗ and set WU,A = range (ΠA(U)). For x ∈ Cm and A ⊆ {1, . . . ,m},
we let xA = DAx. With A ∈ Cm×m, |||A|||1 = maxx: ‖x‖1=1 ‖Ax‖1 refers to the
operator 1-norm, |||A|||2 = maxx: ‖x‖2=1 ‖Ax‖2 designates the operator 2-norm,
‖A‖2 =
√
tr(AA∗) is the Frobenius norm, and ‖A‖1 =
∑m
i,j=1 |Ai,j |. Them×m
DFT matrix F has entry (1/
√
m)e−2pijkl/m in its k-th row and l-th column for
k, l ∈ {1, . . . ,m}. For x ∈ R, we set [x]+ = max(x, 0). The vector x ∈ Cm is said
to be s-sparse if it has at most s nonzero entries. The open ball in (Cm, ‖ · ‖2)
of radius ρ centered at u ∈ Cm is denoted by Bm(u, ρ) and Vm(ρ) refers to
its volume. The indicator function on the set A is χA. We use the convention
0 · ∞ = 0.
1.3 Uncertainty Relations in (Cm, ‖ · ‖2)
Donoho and Stark [6] define uncertainty relations as upper bounds on the oper-
ator norm of the band-limitation operator followed by the time-limitation oper-
ator. We adopt this elegant concept and extend it to refer to an upper bound
on the operator norm of a general orthogonal projection operator (replacing
the band-limitation operator) followed by the “time-limitation operator” DP as
an uncertainty relation. More specifically, let U ∈ Cm×m be a unitary matrix,
P ,Q ⊆ {1, . . . ,m}, and consider the orthogonal projectionΠQ(U) onto the sub-
4spaceWU,Q which is spanned by {ui : i ∈ Q}. Let1 ∆P,Q(U) = |||DPΠQ(U)|||2.
In the setting of [6]U would correspond to the DFT matrix F and ∆P,Q(F) is the
operator 2-norm of the band-limitation operator followed by the time-limitation
operator, both in finite dimensions. By Lemma 1.22 we have
∆P,Q(U) = max
x∈WU,Q\{0}
‖xP‖2
‖x‖2 . (1.1)
An uncertainty relation in (Cm, ‖ · ‖2) is an upper bound of the form ∆P,Q(U) ≤
c with c ≥ 0, and states that ‖xP‖2 ≤ c‖x‖2 for all x ∈ WU,Q. ∆P,Q(U) hence
quantifies how well a vector supported on Q in the basis U can be concentrated
on P . Note that an uncertainty relation in (Cm, ‖ · ‖2) is nontrivial only if c < 1.
Application of Lemma 1.23 now yields
‖DPΠQ(U)‖2√
rank(DPΠQ(U))
≤ ∆P,Q(U) ≤ ‖DPΠQ(U)‖2, (1.2)
where the upper bound constitutes an uncertainty relation and the lower bound
will allow us to assess its tightness. Next, note that
‖DPΠQ(U)‖2 =
√
tr(DPΠQ(U)) (1.3)
and
rank(DPΠQ(U)) = rank(DPUDQU∗) (1.4)
≤ min(|P|, |Q|), (1.5)
where (1.5) follows from rank(DPUDQ) ≤ min(|P|, |Q|) and [33, Property (c),
Chapter 0.4.5]. When used in (1.2) this implies√
tr(DPΠQ(U))
min(|P|, |Q|) ≤ ∆P,Q(U) ≤
√
tr(DPΠQ(U)). (1.6)
Particularizing to U = F, we obtain√
tr(DPΠQ(F)) =
√
tr(DPFDQF∗) (1.7)
=
√∑
i∈P
∑
j∈Q
|Fi,j |2 (1.8)
=
√
|P||Q|
m
, (1.9)
so that (1.6) reduces to√
max(|P|, |Q|)
m
≤ ∆P,Q(F) ≤
√
|P||Q|
m
. (1.10)
1 We note that, for general unitary A,B ∈ Cm×m, unitary invariance of ‖ · ‖2 yields
|||ΠP (A)ΠQ(B)|||2 = |||DPΠQ(U)|||2 with U = A
∗B. The situation where both the
band-limitation and the time-limitation operator are replaced by general orthogonal
projection operators can hence be reduced to the case considered here.
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There exist sets P ,Q ⊆ {1, . . . ,m} that saturate both bounds in (1.10), e.g.,
P = {1} andQ = {1, . . . ,m}, which yields√max(|P|, |Q|)/m =√|P||Q|/m = 1
and therefore ∆P,Q(F) = 1. An example of sets P ,Q ⊆ {1, . . . ,m} saturating
only the lower bound in (1.10) is as follows. Take n to divide m and set
P =
{
m
n
,
2m
n
, . . . ,
(n− 1)m
n
,m
}
(1.11)
and
Q = {l+ 1, . . . , l+ n} (1.12)
with l ∈ {1, . . . ,m} and Q interpreted circularly in {1, . . . ,m}. Then, the upper
bound in (1.10) is √
|P||Q|
m
=
n√
m
, (1.13)
whereas the lower bound becomes√
max(|P|, |Q|)
m
=
√
n
m
. (1.14)
Thus, for m → ∞ with fixed ratio m/n, the upper bound in (1.10) tends to
infinity whereas the corresponding lower bound remains constant. The following
result states that the lower bound in (1.10) is tight for P and Q as in (1.11) and
(1.12), respectively. This implies a lack of tightness of the uncertainty relation
∆P,Q(F) ≤
√|P||Q|/m by a factor of √n. The large sieve-based uncertainty
relation developed in the next section will be seen to remedy this problem.
Lemma 1.1. [6, Theorem 11] Let n divide m and consider
P =
{
m
n
,
2m
n
, . . . ,
(n− 1)m
n
,m
}
(1.15)
and
Q = {l+ 1, . . . , l+ n} (1.16)
with l ∈ {1, . . . ,m} and Q interpreted circularly in {1, . . . ,m}. Then, ∆P,Q(F) =√
n/m.
Proof We have
∆P,Q(F) = |||ΠQ(F)DP |||2 (1.17)
= |||DQF∗DP |||2 (1.18)
= max
x: ‖x‖2=1
‖DQF∗DPx‖2 (1.19)
= max
x:x 6=0
‖DQF∗xP‖2
‖x‖2 (1.20)
= max
x:x=xP
x 6=0
‖DQF∗x‖2
‖x‖2 , (1.21)
6where in (1.17) we applied Lemma 1.22 and in (1.18) we used unitary invariance
of ‖ · ‖2. Next, consider an arbitrary but fixed x ∈ Cm with x = xP and define
y ∈ Cn according to ys = xms/n for s = 1, . . . , n. It follows that
‖DQF∗x‖22 =
1
m
∑
q∈Q
∣∣∣∑
p∈P
xp e
2pijpq
m
∣∣∣2 (1.22)
=
1
m
∑
q∈Q
∣∣∣ n∑
s=1
xms/n e
2pijsq
n
∣∣∣2 (1.23)
=
1
m
∑
q∈Q
∣∣∣ n∑
s=1
ys e
2pijsq
n
∣∣∣2 (1.24)
=
n
m
‖F∗y‖22 (1.25)
=
n
m
‖y‖22, (1.26)
where F in (1.25) is the n×n DFTmatrix and in (1.26) we used unitary invariance
of ‖ · ‖2. With (1.22)–(1.26) and ‖x‖2 = ‖y‖2 in (1.21), we get ∆P,Q(F) =√
n/m.
1.3.1 Uncertainty Relations Based on the Large Sieve
The uncertainty relation in (1.6) is very crude as it simply upper-bounds the
operator 2-norm by the Frobenius norm. For U = F a more sophisticated upper
bound on ∆P,Q(F) was reported in [7, Theorem 12]. The proof of this result
establishes a remarkable connection to the so-called “large sieve”, a family of
inequalities involving trigonometric polynomials originally developed in the field
of analytic number theory [20, 21]. We next present a slightly improved and
generalized version of [7, Theorem 12].
Theorem 1.2. Let P ⊆ {1, . . . ,m}, l, n ∈ {1, . . . ,m}, and
Q = {l+ 1, . . . , l + n} (1.27)
with Q interpreted circularly in {1, . . . ,m}. For λ ∈ (0,m], we define the circular
Nyquist density ρ(P , λ) according to
ρ(P , λ) = 1
λ
max
r∈[0,m)
|P˜ ∩ (r, r + λ)|, (1.28)
where P˜ = P ∪ {m+ p : p ∈ P}. Then,
∆P,Q(F) ≤
√(
λ(n− 1)
m
+ 1
)
ρ(P , λ) (1.29)
for all λ ∈ (0,m].
Proof If P = ∅, then ∆P,Q(F) = 0 as a consequence of Π∅(F) = 0 and (1.29)
holds trivially. Suppose now that P 6= ∅, consider an arbitrary but fixed x ∈
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WF,Q with ‖x‖2 = 1, and set a = F∗x. Then, a = aQ and, by unitarity of F,
‖a‖2 = 1. We have
|xp|2 = |(Fa)p|2 (1.30)
=
1
m
∣∣∣∣∑
q∈Q
aqe
− 2pijpq
m
∣∣∣∣2 (1.31)
=
1
m
∣∣∣∣ n∑
k=1
ake
− 2pijpk
m
∣∣∣∣2 (1.32)
=
1
m
∣∣∣ψ( p
m
)∣∣∣2 for p ∈ {1, . . . ,m}, (1.33)
where we defined the 1-periodic trigonometric polynomial ψ(s) according to
ψ(s) =
n∑
k=1
ake
−2pijks. (1.34)
Next, let νt denote the unit Dirac measure centered at t ∈ R and set µ =∑
p∈P νp/m with 1-periodic extension outside [0, 1). Then,
‖xP‖22 =
1
m
∑
p∈P
∣∣∣ψ( p
m
)∣∣∣2 (1.35)
=
1
m
∫
[0,1)
|ψ(s)|2dµ(s) (1.36)
≤
(
n− 1
m
+
1
λ
)
sup
r∈[0,1)
µ
((
r, r +
λ
m
))
(1.37)
for all λ ∈ (0,m], where (1.35) is by (1.30)–(1.33) and in (1.37) we applied the
large sieve inequality Lemma 1.20 with δ = λ/m and ‖a‖2 = 1. Now,
sup
r∈[0,1)
µ
((
r, r +
λ
m
))
(1.38)
= sup
r∈[0,m)
∑
p∈P
(νp((r, r + λ)) + νm+p((r, r + λ))) (1.39)
= max
r∈[0,m)
|P˜ ∩ (r, r + λ)| (1.40)
= λρ(P , λ) for all λ ∈ (0,m], (1.41)
where in (1.39) we used the 1-periodicity of µ. Using (1.38)–(1.41) in (1.37) yields
‖xP‖22 ≤
(
λ(n− 1)
m
+ 1
)
ρ(P , λ) for all λ ∈ (0,m]. (1.42)
8As x ∈ WF,Q with ‖x‖2 = 1 was arbitrary, we conclude that
∆2P,Q(F) = max
x∈WF,Q\{0}
‖xP‖22
‖x‖22
(1.43)
≤
(
λ(n− 1)
m
+ 1
)
ρ(P , λ) for all λ ∈ (0,m], (1.44)
thereby finishing the proof.
Theorem 1.2 slightly improves upon [7, Theorem 12] by virtue of applying to
more general sets Q and defining the circular Nyquist density in (1.28) in terms
of open intervals (r, r + λ).
We next apply Theorem 1.2 to specific choices of P and Q. First, consider
P = {1} and Q = {1, . . . ,m}, which were shown to saturate the upper and the
lower bound in (1.10) leading to ∆P,Q(F) = 1. Since P consists of a single point,
ρ(P , λ) = 1/λ for all λ ∈ (0,m]. Thus, Theorem 1.2 with n = m yields
∆P,Q(F) ≤
√
m− 1
m
+
1
λ
for all λ ∈ (0,m]. (1.45)
Setting λ = m in (1.45) yields ∆P,Q(F) ≤ 1.
Next, consider P and Q as in (1.11) and (1.12), respectively, which, as already
mentioned, have the uncertainty relation in (1.10) lacking tightness by a factor
of
√
n. Since P consists of points spaced m/n apart, we get ρ(P , λ) = 1/λ for all
λ ∈ (0,m/n]. The upper bound (1.29) now becomes
∆P,Q(F) ≤
√
n− 1
m
+
1
λ
for all λ ∈
(
0,
m
n
]
. (1.46)
Setting λ = m/n in (1.46) yields
∆P,Q(F) ≤
√
(2n− 1)/m ≤
√
2
√
n/m, (1.47)
which is tight up to a factor of
√
2 (cf. Lemma 1.1). We hasten to add, however,
that the large sieve technique applies to U = F only.
1.3.2 Coherence-based Uncertainty Relation
We next present an uncertainty relation that is of simple form and applies to
general unitary U. To this end, we first introduce the concept of coherence of a
matrix.
Definition 1.3. For A = (a1 . . .an) ∈ Cm×n with columns ‖ · ‖2-normalized to
1, the coherence is defined as µ(A) = maxi6=j |a∗i aj |.
We have the following coherence-based uncertainty relation valid for general
unitary U.
Lemma 1.4. Let U ∈ Cm×m be unitary and P ,Q ⊆ {1, . . . ,m}. Then,
∆P,Q(U) ≤
√
|P||Q|µ([I U]). (1.48)
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Proof The claim follows from
∆2P,Q(U) ≤ tr(DPUDQU∗) (1.49)
=
∑
k∈P
∑
l∈Q
|Uk,l|2 (1.50)
≤ |P||Q|max
k,l
|Uk,l|2 (1.51)
= |P||Q|µ2([I U]), (1.52)
where (1.49) is by (1.6) and in (1.52) we used the definition of coherence.
Since µ([I F]) = 1/
√
m, Lemma 1.4 particularized to U = F recovers the
upper bound in (1.10).
1.3.3 Concentration Inequalities
As mentioned at the beginning of this chapter, the classical uncertainty rela-
tion in signal analysis quantifies how well concentrated a signal can be in time
and frequency. In the finite-dimensional setting considered here this amounts to
characterizing the concentration of p and q in p = Fq. We will actually study
the more general case obtained by replacing I and F by unitary A ∈ Cm×m and
B ∈ Cm×m, respectively, and will ask ourselves how well concentrated p and q in
Ap = Bq can be. Rewriting Ap = Bq according to p = Uq with U = A∗B, we
now show how the uncertainty relation in Lemma 1.4 can be used to answer this
question. Let us start by introducing a measure for concentration in (Cm, ‖ · ‖2).
Definition 1.5. Let P ⊆ {1, . . . ,m} and εP ∈ [0, 1]. The vector x ∈ Cm is said
to be εP -concentrated if ‖x− xP‖2 ≤ εP‖x‖2.
The fraction of 2-norm an εP -concentrated vector exhibits outside P is there-
fore no more than εP . In particular, if x is εP -concentrated with εP = 0, then
x = xP and x is |P|-sparse. The zero vector is trivially εP -concentrated for all
P ⊆ {1, . . . ,m} and εP ∈ [0, 1].
We next derive a lower bound on ∆P,Q(U) for unitary matrices U that relate
εP-concentrated vectors p to εQ-concentrated vectors q through p = Uq. The
formal statement is as follows.
Lemma 1.6. Let U ∈ Cm×m be unitary and P ,Q ⊆ {1, . . . ,m}. Suppose that
there exist a nonzero εP -concentrated p ∈ Cm and a nonzero εQ-concentrated
q ∈ Cm such that p = Uq. Then,
∆P,Q(U) ≥ [1− εP − εQ]+. (1.53)
10
Proof We have
‖p−ΠQ(U)pP‖2 ≤ ‖p−ΠQ(U)p‖2 + ‖ΠQ(U)pP −ΠQ(U)p‖2 (1.54)
≤ ‖p−ΠQ(U)p‖2 + |||ΠQ(U)|||2‖pP − p‖2 (1.55)
≤ ‖p−UDQU∗p‖2 + ‖pP − p‖2 (1.56)
= ‖q− qQ‖2 + ‖pP − p‖2, (1.57)
≤ εQ‖q‖2 + εP‖p‖2 (1.58)
= (εP + εQ)‖p‖2, (1.59)
where in (1.57) we made use of the unitary invariance of ‖ · ‖2. It follows that
‖ΠQ(U)pP‖2 ≥ [‖p‖2 − ‖p−ΠQ(U)pP‖2]+ (1.60)
≥ ‖p‖2[1− εP − εQ]+, (1.61)
where (1.60) is by the reverse triangle inequality and in (1.61) we used (1.54)–
(1.59). Since p 6= 0 by assumption, (1.60)–(1.61) implies∥∥∥∥ΠQ(U)DP p‖p‖2
∥∥∥∥
2
≥ [1 − εP − εQ]+, (1.62)
which in turn yields |||ΠQ(U)DP |||2 ≥ [1− εP − εQ]+. This concludes the proof
as ∆P,Q(U) = |||ΠQ(U)DP |||2 by Lemma 1.22.
Combining Lemma 1.6 with the uncertainty relation Lemma 1.4 yields the
announced result stating that a nonzero vector can not be arbitrarily well con-
centrated with respect to two different orthonormal bases.
Corollary 1. Let A,B ∈ Cm×m be unitary and P ,Q ⊆ {1, . . . ,m}. Sup-
pose that there exist a nonzero εP -concentrated p ∈ Cm and a nonzero εQ-
concentrated q ∈ Cm such that Ap = Bq. Then,
|P||Q| ≥ [1− εP − εQ]
2
+
µ2([A B])
. (1.63)
Proof Let U = A∗B. Then, by Lemmata 1.4 and 1.6, we have
[1− εP − εQ]+ ≤ ∆P,Q(U) ≤
√
|P||Q|µ([I U]). (1.64)
The claim now follows by noting that µ([I U]) = µ([A B]).
For εP = εQ = 0, we recover the well-known Elad-Bruckstein result.
Corollary 2. [8, Theorem 1] Let A,B ∈ Cm×m be unitary. If Ap = Bq for
nonzero p,q ∈ Cm, then ‖p‖0‖q‖0 ≥ 1/µ2([A B]).
1.3.4 Noisy Recovery in (Cm, ‖ · ‖2)
Uncertainty relations are typically employed to prove that something is not pos-
sible. For example, by Corollary 1 there is a limit on how well a nonzero vector
can be concentrated with respect to two different orthonormal bases. Donoho
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and Stark [6] noticed that uncertainty relations can also be used to show that
something unexpected is possible. Specifically, [6, Section 4] considers a noisy sig-
nal recovery problem, which we now translate to the finite-dimensional setting.
Let p,n ∈ Cm and P ⊆ {1, . . . ,m}, set Pc = {1, . . . ,m}\P , and suppose that we
observe y = pPc + n. Note that the information contained in pP is completely
lost in the observation. Without structural assumptions on p, it is therefore not
possible to recover information on pP from y. However, if p is sufficiently sparse
with respect to an orthonormal basis and |P| is sufficiently small, it turns out
that all entries of p can be recovered in a linear fashion to within a precision
determined by the noise level. This is often referred to in the literature as stable
recovery [6]. The corresponding formal statement is as follows.
Lemma 1.7. Let U ∈ Cm×m be unitary, Q ⊆ {1, . . . ,m}, p ∈ WU,Q, and
consider
y = pPc + n, (1.65)
where n ∈ Cm and Pc = {1, . . . ,m}\P with P ⊆ {1, . . . ,m}. If ∆P,Q(U) < 1,
then there exists a matrix L ∈ Cm×m such that
‖Ly − p‖2 ≤ C‖nPc‖2 (1.66)
with C = 1/(1−∆P,Q(U)). In particular,
|P||Q| < 1
µ2([I U])
(1.67)
is sufficient for ∆P,Q(U) < 1.
Proof For ∆P,Q(U) < 1, it follows that (cf. [33, p. 301]) (I − DPΠQ(U)) is
invertible with
|||(I−DPΠQ(U))−1|||2 ≤
1
1− |||DPΠQ(U)|||2
(1.68)
=
1
1−∆P,Q(U) . (1.69)
We now set L = (I−DPΠQ(U))−1DPc and note that
LpPc = (I−DPΠQ(U))−1pPc (1.70)
= (I−DPΠQ(U))−1(I−DP )p (1.71)
= (I−DPΠQ(U))−1(I−DPΠQ(U))p (1.72)
= p, (1.73)
where in (1.72) we used ΠQ(U)p = p, which is by assumption. Next, we upper-
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bound ‖Ly − p‖2 according to
‖Ly − p‖2 = ‖LpPc + Ln− p‖2 (1.74)
= ‖Ln‖2 (1.75)
≤ |||(I−DPΠQ(U))−1|||2‖nPc‖2 (1.76)
≤ 1
1−∆P,Q(U)‖nP
c‖2, (1.77)
where in (1.75) we used (1.70)–(1.73). Finally, Lemma 1.4 implies that (1.67) is
sufficient for ∆P,Q(U) < 1.
We next particularize Lemma 1.7 for U = F,
P =
{
m
n
,
2m
n
, . . . ,
(n− 1)m
n
,m
}
(1.78)
with n dividing m, and
Q = {l+ 1, . . . , l + n} (1.79)
with l ∈ {1, . . . ,m} and Q interpreted circularly in {1, . . . ,m}. This means that
p is n-sparse in F and we are missing n entries in the noisy observation y. From
Lemma 1.1 we know that ∆P,Q(F) =
√
n/m. Since n divides m by assumption,
stable recovery of p is possible for n ≤ m/2. In contrast, the coherence-based
uncertainty relation in Lemma 1.4 yields ∆P,Q(F) ≤ n√m , and would hence
suggest that n2 < m is needed for stable recovery.
1.4 Uncertainty Relations in (Cm, ‖ · ‖1)
We introduce uncertainty relations in (Cm, ‖ · ‖1) following the same story line
as in Section 1.3. Specifically, let U = (u1 . . .um) ∈ Cm×m be a unitary matrix,
P ,Q ⊆ {1, . . . ,m}, and consider the orthogonal projectionΠQ(U) onto the sub-
spaceWU,Q, which is spanned by {ui : i ∈ Q}. Let2 ΣP,Q(U) = |||DPΠQ(U)|||1.
By Lemma 1.22 we have
ΣP,Q(U) = max
x∈WU,Q\{0}
‖xP‖1
‖x‖1 . (1.80)
An uncertainty relation in (Cm, ‖ · ‖1) is an upper bound of the form ΣP,Q(U) ≤
c with c ≥ 0 and states that ‖xP‖1 ≤ c‖x‖1 for all x ∈ WU,Q. ΣP,Q(U) hence
quantifies how well a vector supported on Q in the basis U can be concentrated
2 In contrast to the operator 2-norm, the operator 1-norm is not invariant under unitary
transformations so that we do not have |||ΠP(A)ΠQ(B)|||1 6= |||DPΠQ(A
∗B)|||
1
for
general unitary A,B. This, however, does not constitute a problem as whenever we apply
uncertainty relations in (Cm, ‖ · ‖1), the case of general unitary A,B can always be
reduced directly to ΠP (I) = DP and ΠQ(A
∗B), simply by rewriting Ap = Bq according
to p = A∗Bq.
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on P , where now concentration is measured in terms of 1-norm. Again, an uncer-
tainty relation in (Cm, ‖ · ‖1) is nontrivial only if c < 1. Application of Lemma
1.24 yields
1
m
‖DPΠQ(U)‖1 ≤ ΣP,Q(U) ≤ ‖DPΠQ(U)‖1, (1.81)
which constitutes the 1-norm equivalent of (1.2).
1.4.1 Coherence-based Uncertainty Relation
We next derive a coherence-based uncertainty relation for (Cm, ‖ · ‖1), which
comes with the same advantages and disadvantages as its 2-norm counterpart.
Lemma 1.8. Let U ∈ Cm×m be a unitary matrix and P ,Q ⊆ {1, . . . ,m}. Then,
ΣP,Q(U) ≤ |P||Q|µ2([I U]). (1.82)
Proof Let u˜i denote the column vectors ofU
∗. It follows from Lemma 1.24 that
ΣP,Q(U) = max
j∈{1,...,m}
‖DPUDQu˜j‖1. (1.83)
With
max
j∈{1,...,m}
‖DPUDQu˜j‖1 ≤ |P| max
i,j∈{1,...,m}
|u˜∗iDQu˜j | (1.84)
≤ |P||Q| max
i,j,k∈{1,...,m}
|Ui,k||Uj,k| (1.85)
≤ |P||Q|µ2([I U]), (1.86)
this establishes the proof.
For P = {1}, Q = {1, . . . ,m}, and U = F, the upper bounds on ΣP,Q(F) in
(1.81) and (1.82) coincide and equal 1. We next present an example where (1.82)
is sharper than (1.81). Let m be even, P = {m}, Q = {1, . . . ,m/2}, and U = F.
Then, (1.82) becomes ΣP,Q(F) ≤ 1/2, whereas
‖DPΠQ(F)‖1 = 1
m
m∑
l=1
∣∣∣∣∣∣
m/2∑
k=1
e
2pijlk
m
∣∣∣∣∣∣ (1.87)
=
1
2
+
1
m
m−1∑
l=1
∣∣∣∣ 1− epijl
1− e 2pijlm
∣∣∣∣ (1.88)
=
1
2
+
2
m
m/2∑
l=1
1∣∣∣1− e 2pij(2l−1)m ∣∣∣ (1.89)
=
1
2
+
1
m
m/2∑
l=1
1
sin
(
pi(2l−1)
m
) . (1.90)
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Applying Jensen’s inequality [34, Theorem 2.6.2] to (1.90) and using
∑m
2
l=1(2l−
1) = (m/2)2 then yields ‖DPΠQ(F)‖1 ≥ 1, which shows that (1.81) is trivial.
For P and Q as in (1.11) and (1.12), respectively, (1.82) becomes ΣP,Q(F) ≤
n2/m, which for fixed ratio n/m increases linearly in m and becomes trivial for
m ≥ (m/n)2. A more sophisticated uncertainty relation based on a large sieve
inequality exists for strictly band-limited (infinite) ℓ1-sequences [7, Theorem 14];
a corresponding finite-dimensional result does not seem to be available.
1.4.2 Concentration Inequalities
Analogously to Section 1.3.3, we next ask how well concentrated a given signal
vector can be in two different orthonormal bases. Here we, however, consider a
different measure of concentration accounting for the fact that we deal with the
1-norm.
Definition 1.9. Let P ⊆ {1, . . . ,m} and εP ∈ [0, 1]. The vector x ∈ Cm is said
to be εP -concentrated if ‖x− xP‖1 ≤ εP‖x‖1.
The fraction of 1-norm an εP -concentrated vector exhibits outside P is there-
fore no more than εP . In particular, if x is εP -concentrated for εP = 0, then
x = xP and x is |P|-sparse. The zero vector is trivially εP -concentrated for all
P ⊆ {1, . . . ,m} and εP ∈ [0, 1]. In the remainder of Section 1.4, concentration is
with respect to the 1-norm according to Definition 1.9.
We are now ready to state the announced result on the concentration of a
vector in two different orthonormal bases.
Lemma 1.10. Let A,B ∈ Cm×m be unitary and P ,Q ⊆ {1, . . . ,m}. Suppose
that there exist a nonzero εP -concentrated p ∈ Cm and a nonzero q ∈ Cm with
q = qQ such that Ap = Bq. Then,
|P||Q| ≥ 1− εP
µ2([A B])
. (1.91)
Proof Rewriting Ap = Bq according to p = A∗Bq, it follows that p ∈ WU,Q
with U = A∗B. We have
1− εP ≤ ‖pP‖1‖p‖1 (1.92)
≤ ΣP,Q(U) (1.93)
≤ |P||Q|µ2([I U]), (1.94)
where (1.92) is by εP -concentration of p, (1.93) follows from (1.80) and p ∈
WU,Q, and in (1.94) we applied Lemma 1.8. The proof is concluded by noting
that µ([I U]) = µ([A B]).
For εP = 0, Lemma 1.10 recovers Corollary 2.
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1.4.3 Noisy Recovery in (Cm, ‖ · ‖1)
We next consider a noisy signal recovery problem akin to that in Section 1.3.4.
Specifically, we investigate recovery—through 1-norm minimization—of a sparse
signal corrupted by εP -concentrated noise.
Lemma 1.11. Let
y = p+ n, (1.95)
where n ∈ Cm is εP -concentrated to P ⊆ {1, . . . ,m} and p ∈ WU,Q for U ∈
Cm×m unitary and Q ⊆ {1, . . . ,m}. Denote
z = argmin
w∈WU,Q
(‖y −w‖1). (1.96)
If ΣP,Q(U) < 1/2, then ‖z − p‖1 ≤ CεP‖n‖1 with C = 2/(1 − 2ΣP,Q(U)). In
particular,
|P||Q| < 1
2µ2([I U])
(1.97)
is sufficient for ΣP,Q(U) < 1/2.
Proof Set Pc = {1, . . . ,m} \P and let q = U∗p. Note that qQ = q as a
consequence of p ∈ WU,Q, which is by assumption. We have
‖n‖1 = ‖y − p‖1 (1.98)
≥ ‖y − z‖1 (1.99)
= ‖n− z˜‖1 (1.100)
= ‖(n− z˜)P‖1 + ‖(n− z˜)Pc‖1 (1.101)
≥ ‖nP‖1 − ‖nPc‖1 + ‖z˜Pc‖1 − ‖z˜P‖1 (1.102)
= ‖n‖1 − 2‖nPc‖1 + ‖z˜‖1 − 2‖z˜P‖1 (1.103)
≥ ‖n‖1(1− 2εP) + ‖z˜‖1(1− 2ΣP,Q(U)), (1.104)
where in (1.100) we set z˜ = z − p, in (1.102) we applied the reverse triangle
inequality, and in (1.104) we used that n is εP -concentrated and z˜ ∈ WU,Q,
owing to z ∈ WU,Q and p ∈ WU,Q, together with (1.80). This yields
‖z− p‖1 = ‖z˜‖1 (1.105)
≤ 2εP
1− 2ΣP,Q(U)‖n‖1. (1.106)
Finally, (1.97) implies ΣP,Q(U) < 1/2 thanks to (1.82).
Note that for εP = 0, i.e., the noise vector is supported on P , we can recover
p from y = p + n perfectly provided that ΣP,Q(U) < 1/2. For the special case
U = F, this is guaranteed by
|P||Q| < m
2
, (1.107)
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and perfect recovery of p from y = p + n amounts to the finite-dimensional
version of what is known as Logan’s phenomenon [6, Section 6.2].
1.4.4 Coherence-based Uncertainty Relation for Pairs of General Matrices
In practice, one is often interested in sparse signal representations with respect to
general (i.e., possibly redundant or incomplete) dictionaries. The purpose of this
section is to provide a corresponding general uncertainty relation. Specifically,
we consider representations of a given signal vector s according to s = Ap = Bq,
where A ∈ Cm×p and B ∈ Cm×q are general matrices, p ∈ Cp, and q ∈ Cq. We
start by introducing the notion of mutual coherence for pairs of matrices.
Definition 1.12. For A = (a1 . . . ap) ∈ Cm×p and B = (b1 . . .bq) ∈ Cm×q,
both with columns ‖ · ‖2-normalized to 1, the mutual coherence µ¯(A,B) is de-
fined as µ¯(A,B) = maxi,j |a∗ibj |.
The general uncertainty relation we are now ready to state is in terms of a pair
of upper bounds on ‖pP‖1 and ‖qQ‖1 for P ⊆ {1, . . . , p} and Q ⊆ {1, . . . , q}.
Theorem 1.13. Let A ∈ Cm×p and B ∈ Cm×q, both with column vectors ‖ · ‖2-
normalized to 1, and consider p ∈ Cp and q ∈ Cq. Suppose that Ap = Bq.
Then, we have
‖pP‖1 ≤ |P|
(
µ(A)‖p‖1 + µ¯(A,B)‖q‖1
1 + µ(A)
)
(1.108)
for all P ⊆ {1, . . . , p} and, by symmetry,
‖qQ‖1 ≤ |Q|
(
µ(B)‖q‖1 + µ¯(A,B)‖p‖1
1 + µ(B)
)
(1.109)
for all Q ⊆ {1, . . . , q}.
Proof Since (1.109) follows from (1.108) simply by replacing A by B, p by q,
P by Q, and noting that µ¯(A,B) = µ¯(B,A), it suffices to prove (1.108). Let
P ⊆ {1, . . . , p} and consider an arbitrary but fixed i ∈ {1, . . . , p}. Multiplying
Ap = Bq from the left by a∗i and taking absolute values results in
|a∗iAp| = |a∗iBq|. (1.110)
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The left-hand side of (1.110) can be lower-bounded according to
|a∗iAp| =
∣∣∣pi + p∑
k=1
k 6=i
a∗i akpk
∣∣∣ (1.111)
≥ |pi| −
∣∣∣ p∑
k=1
k 6=i
a∗i akpk
∣∣∣ (1.112)
≥ |pi| −
p∑
k=1
k 6=i
|a∗i ak||pk| (1.113)
≥ |pi| − µ(A)
p∑
k=1
k 6=i
|pk| (1.114)
= (1 + µ(A))|pi| − µ(A)‖p‖1, (1.115)
where (1.112) is by the reverse triangle inequality and in (1.114) we used Defi-
nition 1.3. Next, we upper-bound the right-hand side of (1.110) according to
|a∗iBq| =
∣∣∣ q∑
k=1
a∗ibkqk
∣∣∣ (1.116)
≤
q∑
k=1
|a∗ibk||qk| (1.117)
≤ µ¯(A,B)‖q‖1, (1.118)
where the last step is by Definition 1.12. Combining the lower bound (1.111)–
(1.115) and the upper bound (1.116)–(1.118) yields
(1 + µ(A))|pi| − µ(A)‖p‖1 ≤ µ¯(A,B)‖q‖1. (1.119)
Since (1.119) holds for arbitrary i ∈ {1, . . . , p}, we can sum over all i ∈ P and
get
‖pP‖1 ≤ |P|
(
µ(A)‖p‖1 + µ¯(A,B)‖q‖1
1 + µ(A)
)
. (1.120)
For the special case A = I ∈ Cm×m and B ∈ Cm×m with B unitary, we have
µ(A) = µ(B) = 0 and µ¯(I,B) = µ([I B]), so that (1.108) and (1.109) simplify
to
‖pP‖1 ≤ |P|µ([I B]) ‖q‖1 (1.121)
and
‖qQ‖1 ≤ |Q|µ([I B]) ‖p‖1, (1.122)
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respectively. Thus, for arbitrary but fixed p ∈ WB,Q and q = B∗p, we have
qQ = q so that (1.121) and (1.122) taken together yield
‖pP‖1 ≤ |P||Q|µ2([I B]) ‖p‖1. (1.123)
As p was assumed to be arbitrary, by (1.80) this recovers the uncertainty relation
ΣP,Q(B) ≤ |P||Q|µ2([I B]) (1.124)
in Lemma 1.8.
1.4.5 Concentration Inequalities for Pairs of General Matrices
We next refine the result in Theorem 1.13 to vectors that are concentrated in
1-norm according to Definition 1.9. The formal statement is as follows.
Corollary 3. Let A ∈ Cm×p and B ∈ Cm×q, both with column vectors ‖ · ‖2-
normalized to 1, P ⊆ {1, . . . , p}, Q ⊆ {1, . . . , q}, p ∈ Cp, and q ∈ Cq. Suppose
that Ap = Bq. Then, the following statements hold.
1 If q is εQ-concentrated, then,
‖pP‖1 ≤ |P|
1 + µ(A)
(
µ(A) +
µ¯2(A,B)|Q|
[(1 + µ(B))(1 − εQ)− µ(B)|Q|]+
)
‖p‖1.
(1.125)
2 If p is εP -concentrated, then,
‖qQ‖1 ≤ |Q|
1 + µ(B)
(
µ(B) +
µ¯2(A,B)|P|
[(1 + µ(A))(1 − εP)− µ(A)|P|]+
)
‖q‖1.
(1.126)
3 If p is εP-concentrated, q is εQ-concentrated, µ¯(A,B) > 0, and (pT qT )T 6= 0,
then,
|P||Q| ≥ [(1 + µ(A))(1 − εP)− µ(A)|P|]+[(1 + µ(B))(1 − εQ)− µ(B)|Q|]+
µ¯2(A,B)
.
(1.127)
Proof By Theorem 1.13, we have
‖pP‖1 ≤ |P|
(
µ(A)‖p‖1 + µ¯(A,B)‖q‖1
1 + µ(A)
)
(1.128)
and
‖qQ‖1 ≤ |Q|
(
µ(B)‖q‖1 + µ¯(A,B)‖p‖1
1 + µ(B)
)
. (1.129)
Suppose now that q is εQ-concentrated, i.e., ‖qQ‖1 ≥ (1−εQ)‖q‖1. Then, (1.129)
implies that
‖q‖1 ≤ |Q|µ¯(A,B)
[(1 + µ(B))(1 − εQ)− µ(B)|Q|]+ ‖p‖1. (1.130)
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Using (1.130) in (1.128) yields (1.125). The relation (1.126) follows from (1.125)
by swapping the roles of A and B, p and q, and P and Q, and upon noting that
µ¯(A,B) = µ¯(B,A). It remains to establish (1.127). Using ‖pP‖1 ≥ (1−εP)‖p‖1
in (1.128) and ‖qQ‖1 ≥ (1− εQ)‖q‖1 in (1.129) yields
‖p‖1[(1 + µ(A))(1 − εP)− µ(A)|P|]+ ≤ µ¯(A,B)‖q‖1|P| (1.131)
and
‖q‖1[(1 + µ(B))(1 − εQ)− µ(B)|Q|]+ ≤ µ¯(A,B)‖p‖1|Q|, (1.132)
respectively. Suppose first that p = 0. Then, q 6= 0 by assumption, and (1.132)
becomes
[(1 + µ(B))(1 − εQ)− µ(B)|Q|]+ = 0. (1.133)
In this case (1.127) holds trivially. Similarly, if q = 0, then p 6= 0 again by
assumption, and (1.131) becomes
[(1 + µ(A))(1 − εP)− µ(A)|P|]+ = 0. (1.134)
As before, (1.127) holds trivially. Finally, if p 6= 0 and q 6= 0, then we multi-
ply (1.131) by (1.132) and divide the result by µ¯2(A,B)‖p‖1‖q‖1 which yields
(1.127).
Corollary 3 will be used in Section 1.5 to derive recovery thresholds for sparse
signal separation. The lower bound on |P||Q| in (1.127) is [9, Theorem 1] and
states that a nonzero vector can not be arbitrarily well concentrated with respect
to two different general matrices A and B. For the special case εQ = 0 and A
and B unitary, and hence µ(A) = µ(B) = 0 and µ¯(A,B) = µ([A B]), (1.127)
recovers Lemma 1.10.
Particularizing (1.127) to εP = εQ = 0 yields the following result.
Corollary 4. [10, Lemma 33] Let A ∈ Cm×p and B ∈ Cm×q, both with
column vectors ‖ · ‖2-normalized to 1, and consider p ∈ Cp and q ∈ Cq with
(pT qT )T 6= 0. Suppose that Ap = Bq. Then, ‖p‖0‖q‖0 ≥ fA,B(‖p‖0, ‖q‖0),
where
fA,B(u, v) =
[1 + µ(A)(1 − u)]+[1 + µ(B)(1 − v)]+
µ¯2(A,B)
. (1.135)
Proof Let P = {i ∈ {1, . . . , p} : pi 6= 0} and Q = {i ∈ {1, . . . , q} : qi 6= 0},
so that pP = p, qQ = q, |P| = ‖p‖0, and |Q| = ‖q‖0. The claim now follows
directly from (1.127) with εP = εQ = 0.
If A and B are both unitary, then µ(A) = µ(B) = 0 and µ¯(A,B) = µ([A B]),
and Corollary 4 recovers the Elad-Bruckstein result in Corollary 2.
Corollary 4 admits the following appealing geometric interpretation in terms
of a null-space property, which will be seen in Section 1.6 to pave the way to
an extension of the classical notion of sparsity to a more general concept of
parsimony.
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Lemma 1.14. Let A ∈ Cm×p and B ∈ Cm×q, both with column vectors ‖ · ‖2-
normalized to 1. Then, the set (which actually is a finite union of subspaces)
S =
{(
p
q
)
: p ∈ Cp, q ∈ Cq, ‖p‖0‖q‖0 < fA,B(‖p‖0, ‖q‖0)
}
(1.136)
with fA,B defined in (1.135) intersects the kernel of [A B] trivially, i.e.,
ker([A B]) ∩ S = {0}. (1.137)
Proof The statement of this lemma is equivalent to the statement of Corollary
4 through a chain of equivalences between the following statements:
1 ker([A B]) ∩ S = {0};
2 if (pT − qT )T ∈ ker([A B])\{0}, then ‖p‖0‖q‖0 ≥ fA,B(‖p‖0, ‖q‖0);
3 if Ap = Bq with (pT qT )T 6= 0, then ‖p‖0‖q‖0 ≥ fA,B(‖p‖0, ‖q‖0),
where 1 ⇔ 2 is by definition of S, 2 ⇔ 3 follows from the fact that Ap = Bq
with (pT qT )T 6= 0 is equivalent to (pT −qT )T ∈ ker([A B])\{0}, and 3 is the
statement in Corollary 4.
1.5 Sparse Signal Separation
Numerous practical signal recovery tasks can be cast as sparse signal separation
problems of the following form. We want to recover y ∈ Cp with ‖y‖0 ≤ s and/or
z ∈ Cq with ‖z‖0 ≤ t from the noiseless observation
w = Ay +Bz, (1.138)
where A ∈ Cm×p and B ∈ Cm×q. Here, s and t are the sparsity levels of y and z
with corresponding ambient dimensions p and q, respectively. Prominent appli-
cations include (image) inpainting, declipping, super-resolution, the recovery of
signals corrupted by impulse noise, and the separation of (e.g., audio or video)
signals into two distinct components [9, Section I]. We next briefly describe some
of these problems.
1 Clipping: Non-linearities in power-amplifiers or in analog-to-digital converters
often cause signal clipping or saturation [35]. This effect can be cast into the
signal model (1.138) by setting B = I, identifying s = Ay with the signal to
be clipped, and setting z = (ga(s)− s) with ga(·) realizing entry-wise clipping
of the amplitude to the interval [0, a]. If the clipping level a is not too small,
then z will be sparse, i.e., t≪ q.
2 Missing entries: Our framework also encompasses super-resolution [36,37] and
inpainting [38] of, e.g., images, audio, and video signals. In both these applica-
tions only a subset of the entries of the (full-resolution) signal vector s = Ay
is available and the task is to fill in the missing entries, which are accounted
for by writing w = s + z with zi = −si if the i-th entry of s is missing and
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zi = 0 else. If the number of entries missing is not too large, then z is sparse,
i.e., t≪ q.
3 Signal separation: Separation of (audio, image, or video) signals into two struc-
turally distinct components also fits into the framework described above. A
prominent example is the separation of texture from cartoon parts in images
(see [39,40] and references therein). The matrices A and B are chosen to allow
for sparse representations of the two distinct features. Note that here Bz no
longer plays the role of undesired noise and the goal is to recover both y and
z from the observation w = Ay +Bz.
The first two examples above demonstrate that in many practically relevant
applications the locations of the possibly nonzero entries of one of the sparse
vectors, say z, may be known. This can be accounted for by removing the columns
of B corresponding to the other entries, which results in t = q, i.e., the sparsity
level of z equals the ambient dimension. We next show how Corollary 3 can be
used to state a sufficient condition for recovery of y from w = Ay + Bz when
t = q. For recovery guarantees in the case where the sparsity levels of both y
and z are strictly smaller than their corresponding ambient dimensions, we refer
to [9, Theorem 8].
Theorem 1.15. [9, Theorem 4, Theorem 7] Let y ∈ Cp with ‖y‖0 ≤ s, z ∈ Cq,
A ∈ Cm×p, and B ∈ Cm×q, both with column vectors ‖ · ‖2-normalized to 1 and
µ¯(A,B) > 0. Suppose that
2sq < fA,B(2s, q) (1.139)
with
fA,B(u, v) =
[1 + µ(A)(1 − u)]+[1 + µ(B)(1 − v)]+
µ¯2(A,B)
. (1.140)
Then, y can be recovered from w = Ay+Bz by either of the following algorithms:
(P0)
{
minimize ‖y˜‖0
subject to Ay˜ ∈ {w +Bz˜ : z˜ ∈ Cq}. (1.141)
(P1)
{
minimize ‖y˜‖1
subject to Ay˜ ∈ {w +Bz˜ : z˜ ∈ Cq}. (1.142)
Proof We provide the proof for (P1) only. The proof for recovery through (P0)
is very similar and can be found in [9, Appendix B].
Let w = Ay + Bz and suppose that (P1) delivers y˜ ∈ Cp. This implies
‖y˜‖1 ≤ ‖y‖1 and the existence of a z˜ ∈ Cq such that
Ay˜ = w +Bz˜. (1.143)
On the other hand, we also have
Ay = w −Bz. (1.144)
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Subtracting (1.144) from (1.143) yields
A(y˜ − y︸ ︷︷ ︸
=p
) = B(z˜+ z︸ ︷︷ ︸
=q
). (1.145)
We now set
U = {i ∈ {1, . . . , p} : yi 6= 0} (1.146)
and
Uc = {1, . . . , p}\U (1.147)
and show that p is εU -concentrated (with respect to 1-norm) for εU = 1/2, i.e.,
‖pUc‖1 ≤ 1
2
‖p‖1. (1.148)
We have
‖y‖1 ≥ ‖y˜‖1 (1.149)
= ‖y + p‖1 (1.150)
= ‖yU + pU‖1 + ‖pUc‖1 (1.151)
≥ ‖yU‖1 − ‖pU‖1 + ‖pUc‖1 (1.152)
= ‖y‖1 − ‖pU‖1 + ‖pUc‖1, (1.153)
where (1.151) follows from the definition of U in (1.146), and in (1.152) we applied
the reverse triangle inequality. Now, (1.149)–(1.153) implies ‖pU‖1 ≥ ‖pUc‖1.
Thus, 2‖pUc‖1 ≤ ‖pU‖1 + ‖pUc‖1 = ‖p‖1, which establishes (1.148). Next, set
V = {1, . . . , q} and note that q is trivially εV -concentrated (with respect to
1-norm) for εV = 0. Suppose, towards a contradiction, that p 6= 0. Then, we
have
2sq (1.154)
≥ 2|U||V| (1.155)
≥ [(1 + µ(A))− 2µ(A)|U|]+[1 + µ(B)(1 − |V|)]+
µ¯2(A,B)
(1.156)
≥ [(1 + µ(A))− 2sµ(A)]+[1 + µ(B)(1− q)]+
µ¯2(A,B)
, (1.157)
where (1.156) is obtained by applying Part 3 of Corollary 3 with p εU -concentra-
ted for εU = 1/2 and q εV-concentrated for εV = 0. But (1.154)—(1.157) con-
tradicts (1.139). Hence, we must have p = 0, which yields y˜ = y.
We next provide an example showing that, as soon as (1.139) is saturated,
recovery through (P0) or (P1) can fail. Take m = n2 with n even, A = F ∈
Cm×m, and B ∈ Cm×
√
m containing every
√
m-th column of the m×m identity
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matrix, i.e.,
Bk,l =
{
1 if k =
√
ml
0 else
(1.158)
for all k ∈ {1, . . . ,m} and l ∈ {1, . . . ,√m}. For every a ∈ N dividing m, we
define the vector d(a) ∈ Cm with components
d
(a)
l =
{
1 if l ∈ {a, 2a, . . . , (ma − 1)a,m}
0 else.
(1.159)
Straightforward calculations now yield
Fd(a) =
√
m
a
d(m/a) (1.160)
for all a ∈ N dividing m. Suppose that w = Fy +Bz with
y = d(2
√
m) − d(
√
m) ∈ Cm (1.161)
z = (1 . . . 1)T ∈ C
√
m. (1.162)
Evaluating (1.139) for A = F, B as defined in (1.158), and q =
√
m results
in s <
√
m/2. Now, y in (1.161) has ‖y‖0 =
√
m/2 and thus just violates the
threshold s <
√
m/2. We next show that this slender violation is enough for
the existence of an alternative pair y˜ ∈ Cm, z˜ ∈ C
√
m satisfying w = Fy˜ +Bz˜
with ‖y˜‖0 = ‖y‖0 and ‖y˜‖1 = ‖y‖1. Thus, neither (P0) nor (P1) can distinguish
between y and y˜. Specifically, we set
y˜ = d(2
√
m) ∈ Cm (1.163)
z˜ = 0 ∈ Cm (1.164)
and note that ‖y˜‖0 = ‖y‖0 = ‖y˜‖1 = ‖y‖1 =
√
m/2. It remains to establish
that w = Fy˜ +Bz˜. To this end, first note that
w = Fy +Bz (1.165)
=
1
2
d(
√
m/2) − d(
√
m) +Bz (1.166)
=
1
2
d(
√
m/2), (1.167)
where (1.166) follows from (1.160) and (1.167) is by (1.158). Finally, again using
(1.160), we find that
Fy˜ +Bz˜ =
1
2
d(
√
m/2), (1.168)
which completes the argument.
The threshold s <
√
m/2 constitutes a special instance of the so-called “square-
root bottleneck” [41] all coherence-based deterministic recovery thresholds suffer
from. The square-root bottleneck says that the number of measurements, m, has
to scale at least quadratically in the sparsity level s. It can be circumvented
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by considering random models for either the signals or the measurement ma-
trices [42–45] leading to thresholds of the form m ∝ s log p and applying with
high probability. Deterministic linear recovery thresholds, i.e., m ∝ s, have, to
the best of our knowledge, first been reported in [46] for the DFT measurement
matrix under positivity constraints on the vector to be recovered. Further in-
stances of deterministic linear recovery thresholds were discovered in the context
of spectrum-blind sampling [47, 48] and system identification [49].
1.6 The Set-Theoretic Null-Space Property
The notion of sparsity underlying the theory developed so far is that of either
the number of nonzero entries or of concentration in terms of 1-norm or 2-norm.
In practice, one often encounters more general concepts of parsimony, such as
manifold or fractal set structures. Manifolds are prevalent in data science, e.g.,
in compressed sensing [22–27], machine learning [28], image processing [29, 30],
and handwritten digit recognition [31]. Fractal sets find application in image
compression and in modeling of Ethernet traffic [32]. Based on the null-space
property established in Lemma 1.14, we now extend the theory to account for
more general notions of parsimony. To this end, we first need a suitable mea-
sure of “description complexity” that goes beyond the concepts of sparsity and
concentration. Formalizing this idea requires an adequate dimension measure,
which, as it turns out, is lower modified Minkowski dimension. We start by
defining Minkowski dimension and modified Minkowski dimension.
Definition 1.16. [50, Section 3.1]3 For U ⊆ Cm nonempty, the lower and upper
Minkowski dimension of U is defined as
dimB(U) = lim inf
ρ→0
logNU(ρ)
log 1ρ
(1.169)
and
dimB(U) = lim sup
ρ→0
logNU (ρ)
log 1ρ
, (1.170)
respectively, where
NU(ρ) = min
{
k ∈ N : U ⊆
⋃
i∈{1,...,k}
Bm(ui, ρ), ui ∈ U
}
(1.171)
is the covering number of U for radius ρ > 0. If dimB(U) = dimB(U), this
common value, denoted by dimB(U), is the Minkowski dimension of U .
Definition 1.17. [50, Section 3.3] For U ⊆ Cm nonempty, the lower and upper
3 Minkowski dimension is sometimes also referred to as box-counting dimension, which is the
origin of the subscript B in the notation dimB(·) used henceforth.
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modified Minkowski dimension of U is defined as
dimMB(U) = inf
{
sup
i∈N
dimB(Ui) : U ⊆
⋃
i∈N
Ui
}
(1.172)
and
dimMB(U) = inf
{
sup
i∈N
dimB(Ui) : U ⊆
⋃
i∈N
Ui
}
, (1.173)
respectively, where in both cases the infimum is over all possible coverings
{Ui}i∈N of U by nonempty compact sets Ui. If dimMB(U) = dimMB(U), this
common value, denoted by dimMB(U), is the modified Minkowski dimension of
U .
For further details on (modified) Minkowski dimension, we refer the interested
reader to [50, Section 3].
We are now ready to extend the null-space property in Lemma 1.14 to the
following set-theoretic null-space property.
Theorem 1.18. Let U ⊆ Cp+q be nonempty with dimMB(U) < 2m, and let
B ∈ Cm×q with m ≥ q be a full-rank matrix. Then, ker[A B]∩ (U\{0}) = ∅ for
Lebesgue a.a. A ∈ Cm×p.
Proof See Section 1.9.
The set U in this set-theoretic null-space property generalizes the finite union
of linear subspaces S in Lemma 1.14. For U ⊆ Rp+q, the equivalent of Theorem
1.18 was reported previously in [13, Proposition 1]. The set-theoretic null-space
property can be interpreted in geometric terms as follows. If p + q ≤ m, then
[A B] is a tall matrix so that the kernel of [A B] is {0} for Lebesgue-a.a. matrices
A. The statement of the theorem holds trivially in this case. If p+q > m, then the
kernel of [A B] is a (p+q−m)-dimensional subspace of the ambient space Cp+q
for Lebesgue-a.a. matrices A. The theorem therefore says that, for Lebesgue-
a.a. A, the set U intersects the subspace ker([A B]) at most trivially if the
sum of dimker([A B]) and4 dimMB(U)/2 is strictly smaller than the dimension
of the ambient space. What is remarkable here is that the notions of Euclidean
dimension (for the kernel of [A B]) and of lower modified Minkowski dimension
(for the set U) are compatible. We finally note that, by virtue of the chain of
equivalences in the proof of Lemma 1.14, the set-theoretic null-space property
in Theorem 1.18 leads to a set-theoretic uncertainty relation, albeit not in the
form of an upper bound on an operator norm; for a detailed discussion of this
equivalence the interested reader is referred to [13].
4 The factor 1/2 stems from the fact that (modified) Minkowski dimension “counts real
dimensions”. For example, the modified Minkowski dimension of an n-dimensional linear
subspace of Cm is 2n [26, Example II.2].
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We next put the set-theoretic null-space property in Theorem 1.18 in perspec-
tive with the null-space property in Lemma 1.14. Fix the sparsity levels s and t,
consider the set
Ss,t =
{(
p
q
)
: p ∈ Cp,q ∈ Cq, ‖p‖0 ≤ s, ‖q‖0 ≤ t
}
, (1.174)
which is a finite union of (s+ t)-dimensional linear subspaces, and, for the sake
of concreteness, let A = I and B = F of size q× q. Lemma 1.14 then states that
the kernel of [I F] intersects Ss,t trivially provided that
m > st, (1.175)
which leads to a recovery threshold in the signal separation problem that is
quadratic in the sparsity levels s and t [9, Theorem 8]. To see what the set-
theoretic null-space property gives, we start by noting that, by [26, Example
II.2], dimMB(Ss,t) = 2(s+ t). Theorem 1.18 hence states that, for Lebesgue a.a.
matrices A ∈ Cm×p, the kernel of [A B] intersects Ss,t trivially, provided that
m > s+ t. (1.176)
This is striking as it says that, while the threshold in (1.175) is quadratic in the
sparsity levels s and t and, therefore, suffers from the square-root bottleneck,
the threshold in (1.176) is linear in s and t.
To understand the operational implications of the observation just made, we
demonstrate how the set-theoretic null-space property in Theorem 1.18 leads to
a sufficient condition for the recovery of vectors in sets of small lower modified
Minkowski dimension.
Lemma 1.19. Let S ⊆ Cp+q be nonempty with dimMB(S ⊖ S) < 2m, where
S ⊖ S = {u − v : u,v ∈ S}, and let B ∈ Cm×q, with m ≥ q, be a full-rank
matrix. Then, [A B] is one-to-one on S for Lebesgue a.a. A ∈ Cm×p.
Proof Follows immediately from the set-theoretic null-space property in Theo-
rem 1.18 and linearity of [A B].
To elucidate the implications of Lemma 1.19, consider Ss,t defined in (1.174).
Since Ss,t⊖Ss,t is again a finite union of linear subspaces of dimensions no larger
than min(p, 2s) + min(q, 2t), where the min(·, ·)-operation accounts for the fact
that the dimension of a linear subspace can not exceed the dimension of its
ambient space, we have [26, Example II.2]
dimMB(Ss,t ⊖ Ss,t) = 2(min(p, 2s) + min(q, 2t)). (1.177)
Application of Lemma 1.19 now yields that, for Lebesgue a.a. matrices A ∈
Cm×p, we can recover y ∈ Cp with ‖y‖0 ≤ s and z ∈ Cq with ‖z‖0 ≤ t from w =
Ay + Bz provided that m > min(p, 2s) + min(q, 2t). This qualitative behavior
(namely, linear in s + t) is best possible as it can not be improved even if the
support sets of y and z were known prior to recovery. We emphasize, however,
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that the statement in Lemma 1.19 guarantees injectivity of [A B] only absent
computational considerations for recovery.
1.7 A Large Sieve Inequality in (Cm, ‖ · ‖2)
We present a slightly improved and generalized version of the large sieve inequal-
ity stated in [7, Equation (32)].
Lemma 1.20. Let µ be a 1-periodic, σ-finite measure on R, n ∈ N, ϕ ∈ [0, 1),
a ∈ Cn, and consider the 1-periodic trigonometric polynomial
ψ(s) = ej2piϕ
n∑
k=1
ake
−2pijks. (1.178)
Then, ∫
[0,1)
|ψ(s)|2dµ(s) ≤
(
n− 1 + 1
δ
)
sup
r∈[0,1)
µ((r, r + δ))‖a‖22 (1.179)
for all δ ∈ (0, 1].
Proof Since
|ψ(s)| =
∣∣∣∣∣
n∑
k=1
ake
−2pijks
∣∣∣∣∣, (1.180)
we can assume, without loss of generality, that ϕ = 0. The proof now follows
closely the line of argumentation in [51, pp. 185–186] and in the proof of [7,
Lemma 5]. Specifically, we make use of the result in [51, p. 185] saying that, for
every δ > 0, there exists a function g ∈ L2(R) with Fourier transform
G(s) =
∫ ∞
−∞
g(t)e−2pijstdt (1.181)
such that ‖G‖22 = n− 1 + 1/δ, |g(t)|2 ≥ 1 for all t ∈ [1, n], and G(s) = 0 for all
s /∈ [−δ/2, δ/2]. With this g, consider the 1-periodic trigonometric polynomial
θ(s) =
n∑
k=1
ak
g(k)
e−2pijks (1.182)
and note that∫ δ/2
−δ/2
G(r)θ(s − r)dr =
n∑
k=1
ak
g(k)
e−2pijks
∫ ∞
−∞
G(r)e2pijkrdr (1.183)
=
n∑
k=1
ake
−2pijks (1.184)
= ψ(s) for all s ∈ R. (1.185)
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We now have∫
[0,1)
|ψ(s)|2dµ(s) =
∫
[0,1)
∣∣∣∣∣
∫ δ/2
−δ/2
G(r)θ(s − r)dr
∣∣∣∣∣
2
dµ(s) (1.186)
≤ ‖G‖22
∫
[0,1)
(∫ δ/2
−δ/2
|θ(s− r)|2dr
)
dµ(s) (1.187)
= ‖G‖22
∫
[0,1)
(∫ s+δ/2
s−δ/2
|θ(r)|2dr
)
dµ(s) (1.188)
= ‖G‖22
∫ 2
−1
µ
(
(r − δ/2, r + δ/2) ∩ [0, 1))|θ(r)|2dr (1.189)
= ‖G‖22
1∑
i=−1
∫ 1+i
0+i
µ
(
(r − δ/2, r + δ/2) ∩ [0, 1))|θ(r)|2dr
(1.190)
= ‖G‖22
1∑
i=−1
∫ 1
0
µ
(
(r − δ/2, r + δ/2) ∩ [i, 1 + i))|θ(r)|2dr
(1.191)
= ‖G‖22
∫ 1
0
µ
(
(r − δ/2, r + δ/2) ∩ [−1, 2))|θ(r)|2dr (1.192)
= ‖G‖22
∫ 1
0
µ
(
(r − δ/2, r + δ/2))|θ(r)|2dr (1.193)
for all δ ∈ (0, 1], where (1.186) follows from (1.183)–(1.185), in (1.187) we ap-
plied the Cauchy-Schwartz inequality [52, Theorem 1.37], (1.189) is by Fubini’s
theorem [53, Theorem 1.14] (recall that µ is σ-finite by assumption) upon noting
that
{(r, s) : s ∈ [0, 1), r ∈ (s− δ/2, s+ δ/2)} (1.194)
= {(r, s) : r ∈ [−1, 2), s ∈ (r − δ/2, r + δ/2) ∩ [0, 1)} (1.195)
for all δ ∈ (0, 1], in (1.191) we used the 1-periodicity of µ and θ, and (1.192) is
by σ-additivity of µ. Now,∫ 1
0
µ
(
(r − δ/2, r + δ/2))|θ(r)|2dr ≤ sup
r∈[0,1)
µ((r, r + δ))
∫ 1
0
|θ(r)|2dr (1.196)
= sup
r∈[0,1)
µ((r, r + δ))
n∑
k=1
|ak|2
|g(k)|2 (1.197)
≤ sup
r∈[0,1)
µ((r, r + δ))‖a‖22 (1.198)
for all δ > 0, where (1.198) follows from |g(t)|2 ≥ 1 for all t ∈ [1, n]. Using
(1.196)–(1.198) and ‖G‖22 = n− 1 + 1/δ in (1.193) establishes (1.179).
Lemma 1.20 is a slightly strengthened version of the large sieve inequality [7,
Uncertainty Relations and Sparse Signal Recovery 29
Equation (32)]. Specifically, in (1.179) it is sufficient to consider open intervals
(r, r + δ), whereas [7, Equation (32)] requires closed intervals [r, r + δ]. Thus,
the upper bound in [7, Equation (32)] can be strictly larger than that in (1.179)
whenever µ has mass points.
1.8 Uncertainty Relations in L1 and L2
The following table contains a list of infinite-dimensional counterparts—available
in the literature—to results in this chapter. Specifically, these results apply to
band-limited L1- and L2-functions and correspond to A = I and B = F in our
setting.
L2 analog L1 analog
Upper bound in (1.10) [6, Lemma 2]
Corollary 1 [6, Theorem 2]
Lemma 1.7 [6, Theorem 4]
Lemma 1.8 [6, Lemma 3]
Lemma 1.11 [7, Lemma 2]
Lemma 1.20 [7, Theorem 4]
1.9 Proof of Theorem 1.18
By definition of lower modified Minkowski dimension, there exists a covering
{Ui}i∈N of U by nonempty compact sets Ui satisfying dimB(Ui) < 2m for all
i ∈ N. The countable subadditivity of Lebesgue measure λ now implies
λ({A ∈ Cm×p : ker[A B] ∩ (U\{0}) 6= ∅}) (1.199)
≤
∞∑
i=1
λ({A ∈ Cm×p : ker[A B] ∩ (Ui\{0}) 6= ∅}). (1.200)
We next establish that every term in the sum on the right-hand side of (1.200)
equals zero. Take an arbitrary but fixed i ∈ N. Repeating the steps in [13,
Equation (10)–(14)] shows that it is sufficient to prove that
P[ker([A B]) ∩ V 6= ∅] = 0 (1.201)
with
V =
{(
u
v
)
: u ∈ Cp,v ∈ Cq, ‖u‖2 > 0
}
∩ Ui (1.202)
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and A = (A1 . . .Am)
∗, where the random vectors Ai are independent and uni-
formly distributed on Bp(0, r) for arbitrary but fixed r > 0. Suppose, towards a
contradiction, that (1.201) is false. This implies
0 = lim inf
ρ→0
logP[ker([A B]) ∩ V 6= ∅]
log 1ρ
(1.203)
≤ lim inf
ρ→0
log
∑NV(ρ)
i=1 P[ker([A B]) ∩ Bp+q(ci, ρ) 6= ∅]
log 1ρ
, (1.204)
where we have chosen {ci : i = 1, . . . , NV(ρ)} ⊆ V such that
V ⊆
NV(ρ)⋃
i=1
Bp+q(ci, ρ) (1.205)
with NV(ρ) denoting the covering number of V for radius ρ > 0 (cf. (1.171)).
Now let i ∈ {1, . . . , NV(ρ)} be arbitrary but fixed and write ci = (uTi vTi )T . It
follows that
‖Aui +Bvi‖2 = ‖[A B]ci‖2 (1.206)
≤ ‖[A B](x− ci)‖2 + ‖[A B]x‖2 (1.207)
≤ ‖[A B]‖2‖(x− ci)‖2 + ‖[A B]x‖2 (1.208)
≤ (‖[A‖2 + ‖B‖2)ρ+ ‖[A B]x‖2 (1.209)
≤ (r√m+ ‖B‖2)ρ+ ‖[A B]x‖2 for all x ∈ Bp+q(ci, ρ),
(1.210)
where in the last step we made use of ‖Ai‖2 ≤ r for i = 1, . . . ,m. We now have
P[ker([A B]) ∩ Bp+q(ci, ρ) 6= ∅] (1.211)
≤ P[∃x ∈ Bp+q(ci, ρ) : ‖[A B]x‖2 < ρ] (1.212)
≤ P[‖Aui +Bvi‖2 < ρ(1 + r
√
m+ ‖B‖2)] (1.213)
≤ ρ2mC(p,m, r)‖ui‖2m2
(1 + r
√
m+ ‖B‖2)2m, (1.214)
where (1.213) is by (1.206)–(1.210), and in (1.214) we applied the concentration
of measure result Lemma 1.21 below (recall that ci = (u
T
i v
T
i )
T ∈ V implies
ui 6= 0) with C(p,m, r) as in (1.219). Inserting (1.211)–(1.214) into (1.204)
yields
0 ≤ lim inf
ρ→∞
log(NV(ρ)ρ2m)
log 1ρ
(1.215)
= dimB(V)− 2m (1.216)
< 0, (1.217)
where (1.217) follows from dimB(V) ≤ dimB(Ui) < 2m, which constitutes a
contradiction. Therefore, (1.201) must hold.
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Lemma 1.21. Let A = (A1 . . .Am)
∗ with independent random vectors Ai uni-
formly distributed on Bp(0, r) for r > 0. Then,
P[‖Au+ v‖2 < δ] ≤ C(p,m, r)‖u‖2m2
δ2m (1.218)
with
C(p,m, r) =
(
πVp−1(r)
Vp(r)
)m
(1.219)
for all u ∈ Cp\{0}, v ∈ Cm, and δ > 0.
Proof Since
P[‖Au+ v‖2 < δ] ≤
m∏
i=1
P[|A∗iu+ vi| < δ] (1.220)
owing to the independence of theAi and as ‖Au+v‖2 < δ implies |A∗iu+vi| < δ
for i = 1, . . . ,m, it is sufficient to show that
P[|B∗u+ v| < δ] ≤ D(p, r)‖u‖22
δ2 (1.221)
for all u ∈ Cp\{0}, v ∈ C, and δ > 0, where the random vector B is uniformly
distributed on Bp(0, r) and
D(p, r) =
πVp−1(r)
Vp(r)
. (1.222)
We have
P[|B∗u+ v| < δ] = P
[
|B∗u+ v|
‖u‖2 <
δ
‖u‖2
]
(1.223)
= P[|B∗U∗e1 + v˜| < δ˜] (1.224)
= P[|B∗e1 + v˜| < δ˜] (1.225)
=
1
Vp(r)
∫
Bp(0,r)
χ{b1:|b1+v˜|< δ˜}(b1)db (1.226)
≤ 1
Vp(r)
∫
|b1+v˜|≤δ˜
db1
∫
Bp−1(0,r)
d(b2 . . . bp)
T (1.227)
=
Vp−1(r)
Vp(r)
∫
|b1+v˜|<δ˜
db1 (1.228)
=
Vp−1(r)
Vp(r)
πδ˜2 (1.229)
=
πVp−1(r)
Vp(r)‖u‖2 δ
2, (1.230)
where the unitary matrix U in (1.224) has been chosen such that U(u/‖u‖2) =
e1 = (1 0 . . . 0)
T ∈ Cp and we set δ˜ := δ/‖u‖2 and v˜ := v/‖u‖2. Further, (1.225)
follows from unitary invariance of the uniform distribution on Bp(0, r), and in
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(1.226) the factor 1/Vp(r) is owing to the assumption of a uniform probability
density function on Bp(0, r).
1.10 Results for ||| · |||1 and ||| · |||2
Lemma 1.22. Let U ∈ Cm×m be unitary, P ,Q ⊆ {1, . . . ,m}, and consider the
orthogonal projection ΠQ(U) = UDQU∗ onto the subspace WU,Q. Then,
|||ΠQ(U)DP |||2 = |||DPΠQ(U)|||2. (1.231)
Moreover, we have
|||DPΠQ(U)|||2 = max
x∈WU,Q\{0}
‖xP‖2
‖x‖2 (1.232)
and
|||DPΠQ(U)|||1 = max
x∈WU,Q\{0}
‖xP‖1
‖x‖1 . (1.233)
Proof The identity (1.231) follows from
|||DPΠQ(U)|||2 = |||(DPΠQ(U))∗|||2 (1.234)
= |||Π∗Q(U)D∗P |||2 (1.235)
= |||ΠQ(U)DP |||2, (1.236)
where in (1.234) we used that ||| · |||2 is self-adjoint [33, p. 309], ΠQ(U)∗ =
ΠQ(U), and D∗P = DP . To establish (1.232), we note that
|||DPΠQ(U)|||2 = max
x: ‖x‖2=1
‖DPΠQ(U)x‖2 (1.237)
= max
x:ΠQ(U)x 6=0
‖x‖2=1
‖DPΠQ(U)x‖2 (1.238)
≤ max
x:ΠQ(U)x 6=0
‖x‖2=1
∥∥∥∥DP ΠQ(U)x‖ΠQ(U)x‖2
∥∥∥∥
2
(1.239)
≤ max
x:ΠQ(U)x 6=0
∥∥∥∥DP ΠQ(U)x‖ΠQ(U)x‖2
∥∥∥∥
2
(1.240)
= max
x∈WU,Q\{0}
‖xP‖2
‖x‖2 (1.241)
= max
x:ΠQ(U)x 6=0
∥∥∥∥DPΠQ(U) ΠQ(U)x‖ΠQ(U)x‖2
∥∥∥∥
2
(1.242)
≤ max
x: ‖x‖2=1
‖DPΠQ(U)x‖2 (1.243)
= |||DPΠQ(U)|||2, (1.244)
where in (1.239) we used ‖ΠQ(U)x‖2 ≤ ‖x‖2, which implies ‖ΠQ(U)x‖2 ≤ 1
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for all x with ‖x‖2 = 1. Finally, (1.233) follows by repeating the steps in (1.237)–
(1.244) with ‖ · ‖2 replaced by ‖ · ‖1 at all occurrences.
Lemma 1.23. Let A ∈ Cm×n. Then,
‖A‖2√
rank(A)
≤ |||A|||2 ≤ ‖A‖2. (1.245)
Proof The proof is trivial for A = 0. If A 6= 0, set r = rank(A) and let
σ1, . . . , σr denote the nonzero singular values of A organized in decreasing order.
Unitary invariance of ||| · |||2 and ‖·‖2 (cf. [33, Problem 5, p. 311]) yields |||A|||2 =
σ1 and ‖A‖2 =
√∑r
i=1 σ
2
i . The claim now follows from
σ1 ≤
√√√√ r∑
i=1
σ2i ≤
√
rσ1. (1.246)
Lemma 1.24. For A = (a1 . . . an) ∈ Cm×n, we have
|||A|||1 = max
j∈{1,...,n}
‖aj‖1 (1.247)
and
1
n
‖A‖1 ≤ |||A|||1 ≤ ‖A‖1. (1.248)
Proof The identity (1.247) is established in [33, p.294], and (1.248) follows
directly from (1.247).
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