Abstract-We develop a novel method for class-based feature matching across large changes in viewing conditions. The method (called MBE) is based on the property that, when objects share a similar part, the similarity is preserved across viewing conditions. Given a feature and a training set of object images, we first identify the subset of objects that share this feature. The transformation of the feature's appearance across viewing conditions is determined mainly by the properties of the feature, rather than of the object in which it is embedded. Therefore, the transformed feature will be shared by approximately the same set of objects. Based on this consistency requirement, corresponding features can be reliably identified from a set of candidate matches. Unlike previous approaches, the proposed scheme compares feature appearances only in similar viewing conditions, rather than across different viewing conditions. As a result, the scheme is not restricted to locally planar objects or affine transformations. The approach also does not require examples of correct matches. We show that, by using the proposed method, a dense set of accurate correspondences can be obtained. Experimental comparisons demonstrate that matching accuracy is significantly improved over previous schemes. Finally, we show that the scheme can be successfully used for invariant object recognition.
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INTRODUCTION
I N this paper, we consider the problem of matching corresponding parts of objects across large changes in viewing conditions. The input to the algorithm is a set of images of objects from a given class (such as faces or cars) under different viewing conditions. From this set, the algorithm automatically extracts object parts and matches corresponding parts in different images. An example task is to obtain a gallery of face parts, such as eyes, noses, and mouths, from face images taken under distinctly different viewing angles and illuminations, as illustrated in Fig. 1 . These parts can then be used for automatic image interpretation in terms of objects and their parts, invariant recognition, and wide-baseline matching.
The problem of matching object parts is related to the feature-matching problem studied in the past [1] , [2] , [3] , [4] . A basic difference is that, traditionally, the goal of feature matching is to obtain point-to-point correspondences. These point correspondences can then induce correspondences of regions defined by sets of matching points. In contrast, the proposed approach directly finds correspondences between regions that depict significant object parts. If desired, point correspondences can then be recovered from this information. However, for tasks such as object recognition, region correspondence of matching parts is often sufficient [5] (see also Section 5 below). As shown below, region correspondences can be identified more accurately and under more general conditions than previously possible with point correspondences. In addition, region correspondences can be defined under more general conditions than point correspondences. For example, as Fig. 1 illustrates, eye blinking completely changes the eye's appearance. Many points (for example, the pupil) disappear from view, making point correspondences undefined. However, a meaningful correspondence can still be established between the open and the closed eye.
Generic feature-matching methods studied in the past [1] , [2] , [3] , [4] are not restricted to a particular object class and do not require a training set. On the other hand, they make assumptions about objects (such as piecewise planarity) and allowed transformations (such as affinity). Such schemes perform matching reliably across unrestricted affine transformations but may fail when more general transformations are present. In contrast, the scheme proposed here can successfully learn a much more general class of transformations. On the other hand, it requires a training set in order to learn. In addition, it is restricted to those transformations that appear in the training images. For example, with an appropriate training set, the proposed scheme can cope with out-of-plane rotations (Fig. 2) , which are distinctly difficult for affine-invariant schemes. On the other hand, since in-plane rotations were not present in this training set, the proposed scheme would fail to match across an in-plane rotation, while an affine-invariant scheme would perform this match automatically. The two approaches are in this sense complementary to each other and should be combined for optimal performance. In this paper, we compare and contrast one approach against the other to illustrate the relative advantages and disadvantages of each.
The motivation for studying class-based part matching arises for several reasons. First, in several popular schemes of object classification [6] , [7] , indexing, and retrieval [3] , objects are represented by their constituent parts. Theability to identify the same object part under different viewing conditions would enable these schemes to successfully deal with view-invariant recognition. Second, the ability to reliably identify and localize object parts, in addition to the recognition of the entire object, is of interest in its own right. The importance of certain object parts such as the eyes is so high [8] that they can be considered objects of intrinsic interest whose localization can be as important as the localization of the entire object. The ability to identify corresponding object parts under different conditions is therefore an essential aspect of visual recognition. Finally, the problem of feature matching is central to tasks such as widebaseline stereo and image registration. As discussed in Section 6, the use of class-based information for highly familiar objects such as faces can improve current stereo techniques.
In the scheme described below, class-based information is used to achieve reliable part matching. We use the fact that many objects within a general class (such as faces, cars, airplanes, etc.) share similar parts. Given a part in an image of one object, we identify the set of additional objects of the same class that share this part. The part's transformation across viewing conditions is determined mainly by the properties of the part rather than of the entire object (see the discussion in Section 6). Therefore, the transformed part will be shared by approximately the same set of objects. Since this equivalence requirement is central to the proposed scheme, we call it "matching by equivalence" or MBE. Using equivalence, corresponding parts are identified from a set of candidate matches. This idea is illustrated schematically in Fig. 2 . Since the necessity of matching appearances of features across viewing conditions is eliminated, this scheme can identify images of the same object part under much broader conditions than previous schemes (Section 4). Note that if the correct match for the part in question were known for one of the objects, this could be used to infer matches for this part in the remaining objects. However, examples of correct matches are usually unavailable. Our matching method proceeds without requiring such examples and identifies the correct matches in an unsupervised manner.
The remainder of this paper is organized as follows: In the next section, we review previous approaches to the problem of matching local object parts. In Section 3, we describe the proposed MBE scheme. In Section 4, the performance of MBE is evaluated experimentally and compared to several popular algorithms. In Section 5, an application to the problem of view-invariant object recognition is shown. We conclude with general remarks in Section 6.
PREVIOUS APPROACHES TO MATCHING
Matching features across views requires predicting how the change of viewing conditions will affect the feature's appearance. In simple cases (for example, when images are related by pure translation), one may assume that the feature's appearance remains constant and only its position changes. This assumption, called "brightness constancy," is used in several well-known feature tracking and optical flow algorithms [1] , [9] . Under the brightness constancy assumption, features can be matched using the minimal sum of squared differences criterion.
However, in most practical cases, the variations of viewing conditions affect the feature's appearance considerably. The impact of viewing conditions is often more significant than the impact of the feature's identity [10] , [11] . One general approach to cope with this difficulty is to approximate the transformation of the feature's appearance by some parametric model. Typically, affine or low-order polynomial models of illumination and geometry are used (for example, [12] ), but more complicated schemes [13] , [14] have also been proposed. If estimates of the parameters are known, the features may be matched across transformations (for example, by warping). However, estimating the Fig. 1 . Illustration of the matching problem. Sample input to the system includes images of the same face in several viewing conditions (top row). The goal is to automatically identify corresponding parts, such as eye (middle row) or mouth (bottom row) regions, in all of these conditions. Fig. 2 . Schematic illustration of the proposed matching scheme. First column: A frontal eye part (top) is searched in frontal face images. Faces with similarly looking eyes are marked by white rectangles. Second column: The side view of the same eye is searched in side-view faces. Since the two eye views depict the same object part, they are found in mostly the same faces. Third column: The side view of an unrelated part (mouth) is searched in side-view faces. Since, in general, mouth shapes are not correlated with eyes, this mouth is found in an independent subset of faces. This property can be used to distinguish correct matches (first column with second) from incorrect ones (first column with third).
parameters is often a difficult task. Most schemes [13] , [14] handle it by using video sequences and updating the parameters for each frame. The task of incremental updating is easier because the difference in parameters between successive frames is small. The drawback is the necessity of using video sequences, which are not always available and require additional effort to capture, store, and manipulate. In addition, the approximation provided by common parametric models [12] is only valid for a limited range of transformations.
An approach that does not require an estimation of the transformation parameters is the use of invariant features. Several popular schemes [2] , [3] , [4] , [15] work with socalled affine invariants. The general idea is that the features extracted from an image are normalized with respect to affine transformations. Therefore, features differing by an affine transformation have identical representations and can be matched directly, without the need to estimate the parameters of the transformation. A drawback of this approach is that affine approximation holds only for rigid transformations of locally planar scenes and affine illumination changes. (This is less restrictive than it may appear. For example, smoothly deforming objects such as a bending magazine can be approximated by locally planar regions [16] .) However, many natural objects (such as faces) are not planar and are subject to nonrigid transformations such as facial expression and therefore will be difficult to model in this framework. In addition, illumination changes perturb image intensity in a highly nonlinear manner due to such factors as specularities and cast shadows. Finally, affine transformations cannot model changes of appearance resulting from physical deformations of the object (such as eye blinking, articulation, and lip movements during speech). When affine approximation does not hold, affine invariants by themselves will be insufficient to achieve good performance (see the experiments in Section 4). Additional processing might be needed in such cases to perform matching, as in [16] . Invariants more general than affine exist [17] but are usually sparse and, therefore, insufficient for most tasks. An additional drawback of methods utilizing invariants is the lack of control over the features: Since not all image points are invariant, it is impossible to match a particular point of interest; only the points identified as invariant can be used. A scheme that can cope with complex intensity transformations was described in [18] . However, this technique can only handle affine geometric distortions and requires a 3D model for more complex transformations.
Recently, a method based on affine invariants [16] has been used to achieve view-invariant object recognition. The method (called "Image Exploration") extends affine invariants to cope with clutter, occlusion, and nonrigid deformations. In this paper, we explore a different complementary approach to matching, based on an equivalence constraint.
Correspondences between object parts have been used for alignment and matching [5] . However, the correspondences were specified manually [5] . In [19] , matching regions were learned from video sequences. A similar idea was described in [20] , where the shape of each object part was averaged over the transformations. However, these methods require that examples of correct matches be provided, in contrast to the MBE scheme proposed here.
CLASS-BASED MATCHING BY FRAGMENT EQUIVALENCE
In this section, we describe the proposed MBE algorithm for class-based matching. In Section 3.1, the idea of utilizing the equivalence criterion for matching individual object parts is presented. In Section 3.2, we describe how the accuracy of matching is improved by exploiting geometric constraints. The final algorithm, which combines the appearance and geometry, is described in Section 3.3.
Matching Object Parts
Before describing the part-matching method, we first briefly describe the relevant aspects of fragment-based object representation [6] , [7] , [21] that are used by the current method. In this scheme, objects from a general class (such as cars or faces) are represented by their constituent parts. For example, parts for face images typically include different types of eyes, mouths, etc. Image patches, or fragments, are used to depict the appearance of each object part. Fragments are extracted automatically from example images in the learning stage. Each fragment is searched for in the images using normalized correlation or another suitable similarity measure such as that in [22] . As described below, MBE uses this measure only to compare fragments in similar viewing conditions. For this reason, the choice of similarity measure is not crucial and even a simple measure such as normalized correlation gives good results. In our experiments, we used the absolute value of normalized cross correlation (NCC), given by
Here, F ðx; yÞ is the fragment, pðx; yÞ is an image patch of the same size as F , N is the number of pixels in the fragment, p and F are the means, and p and F are the standard deviations of the intensities of p and F . Image patches at all candidate locations are compared with F and the location with the highest correlation is selected. This highest correlation value is called the activation of the fragment in the image. Since the absolute value of the normalized correlation is taken, this activation is a continuous value in [0, 1] . When the activation exceeds a predetermined threshold, the fragment is considered present, or active, in the image. An object is represented by the set of fragments that are active in it.
The simplest way to utilize this representation for part matching between two images of the same object is to directly match a fragment from one image with the other image by normalized correlation. However, this method performs poorly when significant variations in viewing conditions are present [10] . To obtain a reliable match between the same object part under different viewing conditions, consider two fragments, F and F 0 , depicting the same object part P in different viewing conditions C and C 0 . We rely on the fact that part P itself does not change during the transformation, although its appearance changes from F to F 0 . Therefore, fragment F , used with images taken under conditions C, plays an equivalent role to that played by F 0 in conditions C 0 . For example, if F is active in the image of some object under conditions C, then F 0 will be active in the image of the same object under conditions C 0 . In other words, F and F 0 will be consistently detected in images of the same objects, F in conditions C and F 0 in conditions C 0 . Given an arbitrary pair F ; F 0 of fragments, this consistency can be used to test whether F matches F 0 . For this test, a set of images of additional objects in viewing conditions C and C 0 is used. To simplify the presentation, we assume here that the viewing conditions are known, that is, that, for each image, it is known whether it was taken under C or C 0 . This assumption will be removed in Section 4.1. We also assume that the viewing conditions are the same for all objects. This assumption will be relaxed in Section 4.2. The subset S of objects in viewing conditions C in which F is active is identified using normalized correlation. This task is straightforward because the viewing conditions of the fragment and the images are similar. Similarly, the subset S 0 of objects in viewing conditions C 0 in which F 0 is active is identified. As discussed above, the presence of one fragment reliably predicts the presence of its matching fragment. Therefore, the sets S and S 0 will be similar. Conversely, for nonmatching fragments, these sets will, in general, be significantly less similar. This is because nonmatching fragments represent different object parts. In general, different object parts are not highly correlated in different images. Therefore, the presence of one fragment will be independent of the presence of the other. This matching by consistency is illustrated schematically in Fig. 2 .
Next, we describe how the consistency of two fragments F and F 0 is evaluated in practice. The main difference from the schematic description above is that continuous unthresholded activations are used, rather than presence or absence (which is based on thresholded values). The reason is that considering only the presence or absence of a fragment in an image discards important information about the strength of activation.
Assume that a set of images I 1 ; . . . ; I n of n objects taken under conditions C and a set of images I 0 1 ; . . . ; I 0 n of the same objects taken under conditions C 0 are given. (These sets will be called "validation database.") For the fragment F , let A k be the activation of F in I k . Note that A k is a continuous unthresholded value in [0, 1] . These values are combined into an n-dimensional activation vector A. This vector A can be thought of as a descriptor of the fragment F . Similarly, we calculate the activation vector A 0 for F 0 by setting A 0 k to the activation of F 0 in I 0 k . The task is now to evaluate the similarity of the two descriptors A; A 0 . To achieve this, we recall the equivalence constraint. First, note that A defines a ranking of images by the activation of fragment F . For example, the largest entry in A corresponds to the image in which F was most active. Similarly, A 0 defines a ranking of images by the activation of F 0 . Matching fragments play equivalent roles in their respective viewing conditions and therefore will define similar rankings of the corresponding images. The similarity of rankings can be measured by Kendall's rank correlation coefficient [23] . This coefficient is þ1 when the rankings induced by A and A 0 agree perfectly, is À1 when the rankings are opposite of each other and has intermediate values for intermediate degrees of agreement between rankings. Since it is convenient to have a consistency range from 0 to 1, the value
was used. CðF ; F 0 Þ ranges from 0 to 1, with 1 indicating perfect consistency and 0 indicating complete inconsistency. Experiments were also performed using Spearman's rank correlation coefficient, as well as similarity measures of binary (thresholded) activation values. However, these measures performed more poorly than Kendall's .
The class-based matching algorithm can now be described as follows: Given two images, I (called "source image") and I 0 (called "target image"), of the same object taken in conditions C and C 0 , the task is to find a dense set of correspondences between I and I 0 . For every location in I, consider a small image patch F (called "source fragment") at that location that depicts some object part P under C. In order to find the matching fragment F 0 , consider all candidate target fragments in I 0 and select the most consistent fragment F 0 as the match. Examples of matches obtained by this algorithm are shown in Fig. 3 .
Using Fragment Pyramids to Improve Accuracy
The previous section explained how fragment consistency is used to evaluate the likelihood of an individual match. However, simply matching the two most consistent features is not the optimal strategy because factors such as clutter and within-object redundancy may cause matching errors (Fig. 4) . A common strategy is to employ some geometric constraints between features to improve the matching accuracy of individual features.
To derive geometric constraints, several existing schemes assume some parametric model, such as a homography, of the global scene transformation [2] , [3] , [15] . However, such an assumption is often too restrictive in practice and, therefore, more general geometric constraints are desirable. The constraint incorporated in the equivalence-based matching scheme is a simple proximity assumption. Intuitively, we assume that if two object parts are located close to each other in one image, they are likely to remain close in other images (see the discussion in Section 6).
To impose the proximity constraint, we use a hierarchical representation of the proximity relations between object parts. A high-level overview of this hierarchical representation is given in this section. The description of the details is deferred to Section 3.3, where the complete matching scheme is presented.
To represent the proximity relations between object parts by a hierarchical structure, the image is covered by progressively larger fragments until a single fragment covers the entire image. A smaller fragment whose central point is inside the area covered by a larger fragment is considered a child of the larger fragment in the hierarchy. To make the inference efficient, a fragment is allowed to have only one parent. To ensure this condition, the large fragments are selected to tile the image, that is, to cover the entire image area and be nonoverlapping. Since, by construction, the lowest level fragments have no children, the tiling requirement is not necessary at this level. Therefore, fragments on the lowest level are created at every image location and are allowed to overlap.
In this hierarchy, any two fragments will eventually have a common ancestor. The more spatially close the two fragments are, the lower the level of this common ancestor will be. In particular, two neighboring fragments are likely to have an immediate common parent. In contrast, two distant fragments are likely to be more separated in the hierarchy. In this manner, proximity will be represented by the hierarchy, as illustrated in Fig. 5 . The resulting structure is called the fragment pyramid.
Note that two fragments that are close to each other in the image but which happen to fall on the opposite sides of a higher level tile will only have a distant common ancestor. This is a potential disadvantage of using the fragment pyramid to represent proximity. However, in practice, this does not seem to be an issue (Section 4).
Since proximity relations are roughly preserved across the transformation of viewing conditions, the hierarchical structure in the source and target images should be similar. Deviations from the common structure generally indicate unlikely matches. Occasional exceptions to this general rule can be tolerated since probabilistic (rather than hard) constraints are used in the complete scheme. This tolerance is sufficient to allow accurate matching even when the proximity relations are preserved only approximately (see the experiments in Section 4 and the additional discussion in Section 6).
This hierarchical structure is flexible enough to represent complex nonplanar transformations. In addition, the tree representation allows efficient inference: It avoids iterative computations and identifies the optimal match with two passes over the hierarchy. The next section describes how the fragment pyramid is used to impose the proximity constraint and how it is combined with the consistency measure to produce the final matching. 
Combining Consistency and Proximity Constraints
The final matching strategy combines the two factors described so far, the likelihood of individual matches (measured by fragment consistency) and the similarity of geometrical structure (measured by the fragment pyramid). In Fig. 6 , an overview of the algorithm is presented. Below, different stages of the algorithm are described in detail. First, a fragment pyramid is constructed from the source image. The process is started by creating fragments of certain initial size at every image location. The size of the first-level fragments is then increased by a fixed factor s to determine the size of the second-level fragments. In our experiments, we used s ¼ 2. (The scheme was not sensitive to the exact value of s.) Larger fragments that tile the source image are created and parent-child relationships are determined. The process of increasing the fragment size is repeated until a single fragment covers the entire image. This fragment is considered the root node of the hierarchy.
The choice of the initial fragment size is an important parameter of the scheme and may affect significantly the accuracy of matching. This is illustrated by the following examples: Consider the extreme case of two fragments F and F 0 of size 1 pixel each. Since a single-pixel fragment can be detected in any image, every element of the activation vectors of both F and F 0 will be equal to 1. The two fragments will then be entirely consistent, regardless of whether they actually originate at matching locations. In the other extreme, a fragment that is too large (for example, 50 percent of the image area) will be highly specific to the image from which it was extracted and will be rarely detected in other images. The two large fragments will therefore have activation vectors of almost all zeros and may again be highly consistent regardless of whether they actually match. To avoid this problem, fragment size should be selected so that the fragments represent meaningful object parts. This size is currently set manually to roughly 10-20 percent of the image size. We have also tried to select the optimal size automatically by maximizing IðF ; IDÞ, the mutual information between fragment appearance and object identity, as suggested in [7] . Initial experiments with this scheme gave promising results; however, in most of the experiments reported below, the size was set manually.
An additional consideration for setting the fragment size is the following: The proposed algorithm produces region correspondences. Point correspondences are extracted by matching the centers of corresponding regions. Conceivably, the larger the matched regions are, the more uncertain point matches might be, even if region correspondences were accurate. However, the experiments below show that MBE attains useful accuracy even with large fragment sizes (for example, an average error of 5 pixels even when the fragments were of size 51 Â 51 pixels, as shown in Section 4).
The number of levels in the pyramid also depends on the size of the first-level fragments. If the first-level fragments are large, the pyramid will have too few levels and will only coarsely represent spatial relations between different fragments. This could potentially limit the accuracy of the scheme. However, the experiments in Section 4 demonstrate that, in practice, accurate matches are obtained even with fragments of size 51 Â 51 pixels (roughly 1/5 of the image size).
After building the fragment pyramid in the source image, candidate target fragments are created in the target image. Note that the fragment pyramid is constructed for the source image only. Candidate target fragments are created at every position in the target image and the constraints of tiling are not enforced. Instead, for each level of the source fragment pyramid, candidate target fragments at all positions in the target image are created and considered as possible matches.
The size of the candidate target fragments is also an important consideration. If the source and target images are of the same scale, then it is natural to consider target fragments of the same size as source fragments at the corresponding pyramid level. If the target image is scaled by a factor S, then it is natural to scale the target fragments by the same factor relative to the source fragments. In most cases, however, the scale is not known. In this situation, candidate target fragments at multiple scales can be created that cover the entire range of possible scales. For example, if it is believed that the target image is scaled by a factor S between 0.5 and 2, then candidate target fragments within this range of scales need to be created. Note that, in this case, multiple candidate matches will be available instead of one at each location in the target image. For each source 
The problem we now face is to establish matches between fragments in the source and target images. We first describe the general strategy (3)-(6) and, then, the simplified approximation used in the implementation (7)-(9) to incorporate the spatial constraints. Let F denote the set of all fragments in the pyramid. Denote by X the unknown vector of matches. This vector has length jF j (the number of elements in F ) and X f ¼ f 0 if fragment f matches f 0 (X f is the entry corresponding to fragment f). The unprimed variables below refer to source fragments and the primed variables refer to target fragments. Denote by Y the set of observations, which, in our case, include the consistency values Cðf; f 0 Þ for every pair of fragments f; f 0 at the same pyramid level, with f taken from the source image and f 0 taken from the target image. The commonly used maximum a posteriori (MAP) estimate of the vector of matches is given bŷ
where P ðX; Y Þ is the joint probability distribution of X and Y . To use this estimate, it is desirable to simplify P ðX; Y Þ. This simplification is performed by making a number of standard and plausible independence assumptions. First, we assume that the fragments depend only on their parents in the pyramid and are independent given the parent's correct match. We also assume that the observations Cðf; g 0 Þ involving some source fragment f are determined by the value of X f (its true match) and g 0 and are therefore independent of all other variables given X f . These two assumptions are standard for similar models [24] .
Combining the assumptions above results in the following factorization:
Here, R is the root fragment, ðfÞ is the parent of f in the pyramid, and Y f is the set of all observed consistency values that involve the fragment f:
Moreover, P ðY f jX f Þ can be further simplified to
where M 0 ðfÞ is the set of the possible matches of f, that is, M 0 ðfÞ is the set of candidate target fragments g 0 at the same level as f. See the Appendix, which can be found in the Computer Society Digital Library at http://doi.ieee computersociety.org/10.1109/TPAMI.2007.70818, for a more detailed justification of this decomposition. Under this decomposition, the MAP estimate of each fragment's best match can be efficiently calculated using the standard Viterbi-like inference algorithm [24] , [25] summarized in Fig. 7 . This algorithm is guaranteed to converge in two passes and produce the optimal (in the MAP sense) solution.
Next, we describe how the individual factors in (4) are estimated. We used approximations that simplified the model construction and proved sufficient in practice for using the proximity constraint. First, consider
, the similarity value Cðf; f 0 Þ is expected to be high. In contrast, there is, in general, no reason for Cðf; g 0 Þ ðg 0 6 ¼ f 0 Þ to be high; therefore, small values of Cðf; g 0 Þ have a much higher probability than small values of Cðf; f 0 Þ. Therefore, the distributions P ðCðf; f 0 ÞjX f ¼ f 0 Þ and P ðCðf; g 0 ÞjX f ¼ f 0 Þ for g 0 6 ¼ f 0 are qualitatively different. On the other hand, P ðCðf; f 0 ÞjX f ¼ f 0 Þ for different fragments f and f 0 are qualitatively similar. For simplicity, we assume that the distribution P ðCðf; f 0 ÞjX f ¼ f 0 Þ is the same for all fragments f and f 0 . For the same reason, we assume that the distribution P ðCðf; g 0 ÞjX f ¼ f 0 Þ is the same for all f, f 0 , and g 0 6 ¼ f 0 . Therefore, only these two distributions need to be evaluated.
In principle, both distributions could be estimated from training data, but this would require examples of correct matches to be available during training. To avoid this Fig. 7 . Two-pass MAP estimation algorithm. For the derivation and proof, see [24] . requirement, we approximate P ðCðf; f 0 ÞjX f ¼ f 0 Þ and P ðCðf; g 0 ÞjX f ¼ f 0 Þ by distributions that satisfy some intuitively appealing assumptions. These approximations performed well in our experiments and the algorithm was insensitive to the precise form of the approximation.
First, we estimate P ðCðf; f 0 ÞjX f ¼ f 0 Þ. Intuitively, if f matches f 0 , then high values of Cðf; f 0 Þ are more likely than low values. The estimate
(where Z 1 is an appropriate normalization factor) qualitatively agrees with this intuition and was used in the experiments. The value ¼ 8 performed best in our experiments and all of the experiments below used this setting of . The algorithm was not very sensitive to the precise value of , but it was important to have > 1 to make the maxima of Cðf; f 0 Þ sharper. For a more detailed justification of (7) We assumed a uniform distribution for P ðCðf; g 0 ÞjX f ¼ f 0 Þ. The intuition here is that two nonmatching fragments f and g 0 are independent; therefore, all consistency values are equally likely. In particular, high consistency for a nonmatching pair can be obtained by chance. In this case, P ðY f jX f ¼ f 0 Þ can be written simply as
where Z 1 is adjusted so that P ðY f jX f ¼ f 0 Þ is a valid probability distribution. This approximation was used in the final scheme. . The following estimate conforming to the qualitative requirements listed above was used:
Here, dðf 0 ; f 0 Þ is the distance from the center of f 0 to the center of f 0 and Z 2 is the appropriate normalization factor, calculated so that the right-hand side of (9) sums to 1. In our experiments, this estimate was sufficient to obtain good performance. We have used ¼ 0:25 to make the maxima of d broader. The algorithm was not sensitive to the exact value. For more details, see the Appendix, which can be found in the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/TPAMI.2007.70818.
Finally, the uniform distribution was used for the prior probability of the root node match P ðX R ¼ R 0 Þ.
The final matching algorithm is obtained by substituting the estimates above into the algorithm in Fig. 7 . This final algorithm is summarized in Fig. 8 . This simplified version has the advantage of making the model learning straightforward. In particular, no parameters need to be estimated from training data. Only the consistency values Cðf; f 0 Þ and the distances dðf 0 ; f 0 Þ are calculated. The normalization factors in (7), (8) , and (9) are calculated from these values in a straightforward manner. Since the proposed model was not sensitive to these simplifications, the resulting algorithm still gives useful results.
EXPERIMENTAL EVALUATION
Illumination and Pose
In this section, we compare the accuracy of the proposed fragment equivalence scheme to several well-known matching schemes, namely, KLT [1], Black's robust optical flow [9] , and affine-invariant features [3] Note that KLT and robust optical flow require the matched images to be similar. This is usually achieved by using adjacent frames of a video sequence. Videos are frequently unavailable; in particular, only still images were used in the experiments below. As expected, this significantly reduces the performance of KLT and robust optical flow.
KLT and robust optical flow were applied to each image pair independently. For the affine invariants scheme, invariant points for each image were calculated. Region matching was then performed by selecting, for each source point, the target point with the most similar descriptor. The similarity of the descriptors was measured by the Mahalanobis distance, using the covariance matrix estimated during the training stage from all of the images in the database (a separate matrix was used for each experiment below and each database). This evaluation is identical to the published description of the algorithm [3] .
The current fragment equivalence scheme was evaluated by using as the validation database the entire image set excluding the two images being matched. The size of firstlevel source fragments was set to 51 Â 51 pixels. Candidate target fragments were of the same size as source fragments.
Recall that, when describing MBE in Section 3.1, we have made an assumption that it is known for each image in the validation data set whether its viewing conditions correspond to the source or target image. In practice, images taken under different conditions may be mixed and it is convenient to relax this assumption. A simple strategy is to detect each fragment in every image of the given object and select the highest activation. We have compared this strategy with detecting a fragment only in images under known correct viewing conditions. The results showed that restricting the detection to the correct viewing conditions does not yield a significant increase in performance. The explanation is that, due to the fact that viewing conditions significantly change the appearance of object parts, fragments are automatically detected almost exclusively in the correct viewing conditions. The conclusion is that, when images are not labeled by viewing conditions, fragments can still be extracted correctly by detecting them in all images, without compromising performance. All of the results presented here have been obtained using this strategy.
The accuracy of the proposed method with and without using fragment pyramids was also compared. This comparison demonstrated that the fragment pyramid significantly improves the matching accuracy (Table 1 ). This comparison also shows that, even without using pyramids, class-based knowledge significantly improves matching over the generic matching schemes.
The data sets used for each of the experiments are described below. The performance of the evaluated algorithms is summarized in Table 1 . Errors are expressed as the distance (in pixels) between the correct match and the match returned by the algorithm. A lower error is better. In the illumination data sets, the images of the same object under different illuminations are produced aligned. In the pose data set, the ground truth was determined manually.
Description of the Data Sets
1. Illumination data set-easy. Frontal face images from the PIE database [29] were used in this experiment. The data set contains images of 68 individuals. The images were taken with normal (ceiling) room illumination. In addition, in the source images, a light flash from the far right direction (approximately 90 degrees) was added and, in the target images, a flash from the far left (approximately 90 degrees) was added. The original 486 Â 640 images were low-pass filtered and downsampled to size 243 Â 320 pixels. Examples are shown in Fig. 11 . 2. Illumination data set-hard. Images were again taken from the PIE database. They were similar to the previous set but with the room illumination turned off. As shown in Fig. 11 , this makes the changes introduced by illumination variations significantly more severe. In particular, illumination can no longer be approximated by a local affine transformation of intensities. 3. Pose data set. A subset of 100 face images from the FERET database [30] was used in this experiment. Frontal images were used as the source and halfprofile images (images facing +40 degrees to the right) were used as the target. The images were of size 384 Â 256 pixels.
Summary of the Results
The matching accuracy of the evaluated algorithms is summarized in Table 1 . As can be seen, algorithms that rely on brightness constancy (KLT and optical flow) perform relatively poorly in all tasks. This is due to significant changes in appearance between the source and target images. Affine invariants perform reasonably well in the easy illumination task. Although most of the matches are incorrect (average error of 82 pixels, as shown in Table 1 ), 27 percent of the matches are quite accurate, with an error of less than 6.4 pixels, which is 2 percent of the image size 
(data not shown). Correct matches could therefore be identified using RANSAC or a similar procedure [31] . However, in the more difficult illumination task and in the pose task, the performance of affine invariants significantly deteriorates. This is due to the fact that appearance changes induced by cast shadows and pose change cannot be approximated accurately by local affine models of illumination and geometry.
The proposed fragment equivalence scheme performs significantly better than the alternative schemes in all tasks. In the easy illumination task, 73 percent of the matches are accurate (with an error of less than 6.4 pixels, 2 percent of the image size). As shown in Section 5, this accuracy is sufficient for tasks such as object recognition. Some examples of matches are shown in Fig. 3 . Fig. 3e shows that a dense set of matches is obtained. The matching performance remains high in all tasks, although the hard illumination task and the pose task are more difficult for this scheme as well. The results demonstrate that matching across significant changes in viewing conditions can be achieved by using appropriate class-based information.
Sensitivity to Viewing Conditions
In the experiments described above, the viewing conditions in the validation database exactly matched the viewing conditions of the source and target images. This degree of similarity of viewing conditions may be difficult to achieve in practical applications. Below, we describe several experiments in which the viewing conditions in the validation database deviate systematically from the source/target viewing conditions.
Illumination with Room Lights
Frontal face images from the PIE database [29] were used in this experiment. The images were similar to the "easy illumination data set" (Section 4.1.1), except for flash directions. Normal (ceiling) room illumination was on for all images. In addition, a flash was added for each image. In the source images, the flash direction was always À40
(negative value indicates direction to the left). In the target images, the flash direction was always þ40
(positive value indicates direction to the right). Four different validation databases were constructed. Each contained two images per person and the two images had different flash directions. These directions are summarized in Fig. 9 . In validation database 1, the viewing conditions exactly match the source/target conditions. This database provides the base for comparison. For validation databases 2 and 3, the illumination for the first image matches the illumination of the source image, while the illumination of the second image varies systematically from the target illumination. In validation database 4, the illumination directions for both images are different from the source/target illumination. Note that, even though the validation database changes, the viewing conditions for the source and target images remain the same. This allows direct comparisons of matching accuracy across different validation databases. (If, instead, a single validation database was used and the viewing conditions of the source/target images were varied, the difficulty of the matching task would change, making direct comparisons impossible.) The matching accuracy is plotted in Fig. 9 . As can be seen, the decrease in performance is insignificant compared to ideal conditions.
Illumination without Room Lights
The setup for this experiment was similar to that in Section 4.2.1, except that images were acquired with the room illumination turned off. The matching accuracy is plotted in Fig. 9 . As can be seen, the performance remains stable for 20 of illumination direction change. When illumination changes by 40 , the performance deteriorates significantly. This increased sensitivity to viewing conditions (compared to that in Section 4.2.1) is due to the fact that the illumination direction now affects the image much more significantly.
Sensitivity to Pose
The setup was similar to that in Section 4.2.1, but face orientation was varied instead of illumination direction. Source images were always frontal (0 degrees) and target images were always half-profiles. Five different validation databases were constructed; the orientations are summarized in Fig. 9 . The accuracy is plotted in Fig. 9 . As can be seen, the decrease in performance is modest for small rotations. However, the scheme is much more sensitive to the condition when the validation database matches neither the source nor the target image.
The conclusion from the experiments in this section is that the conditions in the validation database need not exactly match the conditions of the source and target images.
Scale Changes
Scale changes are prevalent in uncontrolled image collections. In this section, we evaluate the ability of MBE to perform matching across scale changes. To allow controlled and careful evaluation of performance as a function of scale, we artificially changed the image resolution to obtain scale changes. Some examples of matches across scale in real images are shown in Section 4.4 (Fig. 10 ).
Naive Scheme
Again, we have used the PIE database [29] for experiments. To remove all sources of image variability except for scale, we have used frontal face images taken with neutral illumination. The original images in the database have a resolution of 486 Â 640 pixels. The source images were obtained by rescaling the original image to 243 Â 320 pixels. The target images were obtained by rescaling the same original image to a certain scale S that varied from experiment to experiment. For scale S, the size of the target images was 486 Á S=2 Â 640 Á S=2 pixels. For example, for S ¼ 1, the size was 243 Â 320 pixels (that is, the source and target images were identical), for S ¼ 2, the target image was twice as large as the source image, and, for S ¼ 0:5, the target image was half the size of the source image. Within a single experiment, all target images had the same scale S. Experiments with S ¼ 0:5; 1; 2 were performed. In these experiments, scale was the only source of variability between the source and target images.
The matching accuracy as a function of scale is shown in Table 2 (first row). As can be seen, the accuracy deteriorates significantly when the scale changes. Notice that the error for scale 2 is much larger than for scale 0.5; the reason is that the target image at scale 2 is much larger and therefore allows for larger errors.
Extended Scheme
The basic matching scheme above could not cope with scale changes because it assumed that the source and target fragments are of roughly the same size. This assumption is violated if the images are scaled with respect to each other. As described in Section 3.3, candidate target fragments of multiple sizes can be created to facilitate matching across scale.
We repeated the experiments described in Section 4.3.1 using candidate target fragments of three different scales (0.5, 1, and 2). Note that the same three candidate fragment scales were used for all image scales S. The results are shown in Table 2 (second row). One observation is that having fragments at unneeded scales does not affect the performance significantly. For example, for image scale S ¼ 1, only the candidate target fragments at scale s ¼ 1 are relevant, but fragments at scales s ¼ 0:5 and s ¼ 2 were also present and could conceivably interfere with the matching. However, Table 2 shows that this did not happen. For image scales S 6 ¼ 1, the performance is significantly improved relative to the naive scheme. Notice, however, that the performance does not return to the baseline level. Therefore, further improvements are desirable. One possibility is to use scale-invariant descriptors such as SIFT [22] instead of the normalized correlation of raw pixels; this is a subject for future research.
Matching across Both Scale and Illumination
The experiments above showed that target fragments at multiple scales improve matching across scale. However, scale was the only source of variability in those experiments. To test whether those conclusions hold when additional sources of variability are present, we performed experiments with scaled versions of the easy illumination data set. The results are reported in Table 2 . The conclusion is that target fragments at multiple scales do improve performance even when additional sources of variability are present.
Buildings
Wide-baseline matching algorithms are typically evaluated on images of almost planar or piecewise-planar objects such as books or buildings. To illustrate the applicability of MBE to wide-baseline matching, we evaluate it on a data set of five buildings [32] . Several experiments were run. In each experiment, one building was picked and two images of this building were chosen as the source and the target. The remaining four buildings comprised the validation database. The usual MBE algorithm (Section 3) was applied without modifications. Examples of matches are shown in The average error (in pixels) is shown for three scales. Creating candidate matches at multiple scales improves matching accuracy and, in effect, automatically determines the image scale. Fig. 10 . Examples of matches on the buildings data set (Section 4.4). Fig. 10 . The main sources of variability in this data set are the viewpoint and scale. Since buildings are piecewise planar and the transformations are relatively small, the matching task is relatively easy. Therefore, the scheme performs well even though the validation data set consisted of only four objects. This suggests that MBE is applicable to a variety of image classes and that, for easy transformations, a small validation data set is sufficient.
APPLICATION TO INVARIANT RECOGNITION
In this section, we illustrate an application of MBE to viewinvariant object recognition. In the experiments, the system is presented with a single picture of an object (for example, the face of a particular individual or a specific model of a car), taken under certain viewing conditions. The task is then to identify other images of the same object in arbitrary viewing conditions (that is, other images of the same person or the same car model). The scheme that was used for recognition is an extended version of those in [6] , [7] , described in [19] . Briefly, an object from a general class is represented by a set of object parts, as described in Section 3.1. Each part, in turn, is represented by a set of fragments that depict this part under all relevant viewing conditions. In practice, the size of this set is not very large; for example, 15 fragments are sufficient to cover all relevant pose variations [19] . This set is called an extended fragment. The extended fragment is considered to be present in an image if one of its constituent fragments is present. Since each extended fragment contains information regarding the appearance of the given object part under different viewing conditions, its presence or absence in the image depends only on the object and not on the viewing conditions. Therefore, the list of extended fragments that are active in an image forms a view-invariant signature for the object and this signature is used for subsequent invariant recognition.
An important step in the scheme is the extraction of extended fragments. This step requires the matching of corresponding object parts across viewing conditions. In [19] , video sequences were used to obtain the matches. Such video sequences are not applicable to illumination changes and are not always available for pose variations. The results show that the matches can be obtained by the fragment equivalence scheme described above, without using video sequences and without compromising performance.
In our experiments, four data sets were used. The pose, easy illumination, and hard illumination data sets were described in Section 4. In addition, a data set [33] consisting of 33 toy cars viewed from two widely separated directions was used (Fig. 11) .
Each data set was randomly divided into training and testing groups (sizes are given in Table 3 ). From the training group, matching fragments were extracted using the fragment equivalence method described above. These matching fragments formed extended fragments which were used in the recognition stage to represent novel objects of the same class in an invariant manner. During recognition, a single picture of a given object (called the "target object") in certain viewing conditions was presented. The task was to recognize the target object in significantly different viewing conditions among a set of distractors. Images of objects of the same class as the target object were used as distractors. Several recognition tasks are illustrated in Fig. 12 . Notice that the objects in the testing set did not appear in training and recognition therefore required generalizing from a single image of a novel object.
Some examples of extended fragments obtained automatically by the method are shown in Fig. 3 . The performance of the algorithm is summarized in Table 3 . As can be seen, the results are nearly perfect for the illumination tasks. The performance is somewhat reduced for the more difficult pose tasks but still remains high. The results illustrate that class-based MBE can be used successfully for the task of invariant recognition.
DISCUSSION
A scheme called MBE for class-based matching of object parts was described. Appearance-based comparisons are used in this scheme only to match features in similar viewing conditions. Since comparing appearances across different viewing conditions is not needed, the scheme can perform matching even when feature appearance is significantly altered. In particular, it is not restricted to locally planar objects or piecewise-affine transformations. The scheme is applicable to a variety of natural object classes; it is completely automatic and does not require examples of correct matches.
The proposed scheme was evaluated on several different object classes and several sources of variability (such as illumination, pose, and scale). Since the scheme establishes matches between individual fragments (rather than finding a global image transformation), it can tolerate partial occlusions and, since the fragments used for matching are of significant size (10-20 percent of image size), their appearance is distinctive enough to tolerate clutter as well. This is partially confirmed by the experiments on the illumination data sets (Fig. 11) , which contain some degree of background clutter. However, it is desirable to evaluate the scheme on a larger database with an even more cluttered background. This evaluation is a subject for future research.
The current implementation of the scheme used normalized correlation (NCC) to compare fragments. Although NCC is not invariant to changes of pose, scale, and nonlinear changes of illumination, the resulting scheme still gave useful performance because matching by NCC was only required within similar viewing conditions, rather than across different viewing conditions. However, in the future, it might be of interest to replace NCC with an affineinvariant measure to achieve further invariance.
MBE depends on the availability of a validation database. This is a potential disadvantage compared to generic matching approaches [2] , [3] , which can perform matching with just two images. The main justification for using a validation database is that it allows us to significantly improve the accuracy of matching in scenarios that are challenging for other existing approaches (Sections 1 and 2). In practice, such databases are already available for domains such as object recognition and classification.
The validation database also carries some overhead in computation. However, the object parts matched by the proposed algorithm are not object specific and are shared by approximately half of the objects in the validation database [34] . Therefore, in the process of establishing a match between two views of a single object, matches for multiple additional objects are found. The overhead of using the validation database to establish a single match is therefore compensated for by establishing multiple additional matches without additional processing. This is especially suited to tasks such as object recognition, where matches frequently need to be established for all objects in the training database.
The proposed scheme utilizes the property that, whenever two objects share a similar part, the similarity is preserved across viewing conditions. Intuitively, the similarity of appearance of two object parts in certain viewing conditions indicates the similarity of the parts themselves. Similar parts will then have similar appearance in other viewing conditions as well. However, in principle, the similarity of appearance in certain viewing conditions is not sufficient to deduce the similarity of object parts. Two parts may appear similar in some viewing conditions but not in others. Such spurious coincidences may affect fragment consistency and reduce the accuracy of matches. This issue can be addressed systematically by including in the validation database images under additional viewing conditions. The similarity of parts could then be determined based on comparisons in multiple viewing conditions. However, as the results in Section 4 indicate, this extension is not necessary to achieve reasonable performance.
Similar comments apply to the proximity constraint introduced in Section 3.2. It is well known that the proximity of two points in an image may be an artifact of viewing conditions. For example, it is quite common for two points that are far apart in one image to project to nearby locations in another image due to foreshortening. Again, this issue can be addressed systematically by learning from the validation database (including images under additional viewing conditions) which occurrences of proximity are spurious and discarding them. However, soft probabilistic constraints allow the scheme in Section 3.3 to tolerate occasional violations of the proximity constraint. The results in Section 4 indicate that high matching accuracy can be obtained without such detailed learning.
An application to the problem of invariant object recognition was presented. An additional possible application is to use class-based information in a similar manner to improve current stereo-matching techniques. Most current matching techniques for wide-baseline stereo rely on affineinvariant features. The accuracy of matches obtained by these features is reduced significantly when nonaffine transformations are present, for example, due to large pose changes of nonplanar regions, the effects of highlights, shadows, etc. For familiar objects such as faces, class-based matching techniques could be used to improve the accuracy of matches. The suggested approach is to use the fragment equivalence scheme described above to obtain matches between object parts as the first stage. Affine invariants [2] , [3] , [4] may then be applied locally, within small regions of the matched fragments, to refine the correspondences. Since the accuracy of the affine approximation improves for smaller regions, the matches will become more accurate. (Small regions cannot be used globally due to matching Fig. 12 . Examples of recognition tasks. The single image on the far left was presented to the system for familiarization. Subsequently, the images on the right were presented and the task was to identify the object displayed on the left. Note that none of the testing images was available in training and, therefore, the identification was based on just the single image displayed on the left. Row 1: Hard illumination data set. (Only five faces are shown; the complete testing set always included 10 faces.) Row 2: Cars data set. Note the subtle difference between the second and third car images.
ambiguities.) Exploring the use of the proposed framework for stereo matching and 3D reconstruction remains an interesting subject for future work.
