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RAČUNALNIŠTVO IN INFORMATIKA
Mentor: doc. dr. Aleš Jaklič
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strúıranje
VHF Vector Field Histogram histogram vektorskega polja
SLAM Simultaneous Localization and
Mapping
hkratna lokalizacija in kartira-
nje
QR
koda
Quick Response code hitroodzivna koda
ROS Robot Operating System robotski operacijski sistem
ARM Advanced RISC Machine Napredne RISC naprave
RISC Reduced Instruction Set Com-
puter
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Povzetek
Naslov: Zasnova in izdelava avtonomnega robotskega vozila
Avtor: Uroš Škrjanc
V okviru diplomske naloge sem se odločil izdelati in opisati proces izdelave
majhnega robotskega vozila, ki bi poleg splošnih funkcij, kot so vožnja robota
s tipkovnico in PS3 kompatibilno konzolo, zmogel tudi osnovno samostojno
navigacijo po prostoru, kar vključuje izogibanje oviram, zaznavanje okolice
in spreminjanje smeri glede na signale iz okolice. Sam robot bi moral biti
zasnovan tako, da bi bil narejen iz poceni in splošno dostopnih komponent,
da bi ga lahko po navodilih izdelal tudi posameznik brez posebnih znanj na
področju robotike in ga nadgrajeval po svojih potrebah.
Ker se je tekom izdelave izkazalo, da je globalna navigacija in obdelava
slikovnega toka s kamere pri tako zastavljenem projektu zahtevna, sem se
omejil na izogibanje oviram in navigacijo robota s pomočjo ukazov zakodi-
ranih v QR kode. V okviru naloge pa sem zasnoval in izdelal tudi preprosto
LIDAR napravo, ki je sposobna zadovoljivo poskenirati okolico, tako prido-
bljene podatke pa robot lahko uporabi za izogibanje oviram.
Lahko rečem, da je projekt v okviru danih možnosti in omejitev dosegel
svoj namen. Izdelal sem robota, ki je sposoben dokaj natančne osnovne
navigacije po prostoru, tako samostojne kot tudi vodene. Na voljo pa so tudi
programska koda, preprosta navodila in načrti ohǐsja za izdelavo robota. Vsi,
ki jih zanima to področje, lahko na tej podlagi izdelanega robota nadgradijo,
ali pa na principih, ki sem jih uporabil in opisal, zgradijo svojega.
Ključne besede: robot, Raspberry Pi, avtonomna vožnja, ROS.
Abstract
Title: Design and Assembling of Autonomous Robotic Vehicle
Author: Uroš Škrjanc
As part of my undergraduate thesis, I decided to design and describe the
process of assembling a small robotic vehicle that, in addition to general
features such as driving a robot with a keyboard and a PS3 compatible
console, would also provide basic standalone plane navigation, which includes
obstacle avoidance, ambient detection and modification directions relative to
the signals from the surroundings. The robot itself should be designed to
be made of inexpensive and widely available components, so that it can be
made by an individual without special knowledge in robotics and upgraded
according to their needs.
As it turned out that during the construction process, global navigation
and processing of the image stream from the camera in such a project was
demanding. I limited myself to avoiding obstacles and navigating the robot
with the help of commands encoded in QR codes. As part of the task, I also
designed and built a simple LIDAR device capable of satisfactorily scanning
the surroundings, and the data thus obtained can be used by the robot to
avoid obstacles.
I can say that the project has achieved its purpose within the given pos-
sibilities and limitations. I designed a robot that is capable of fairly accurate
basic space navigation, both standalone and guided. Program code, easy-to-
follow instructions and robot chasis plans are also available. Anyone inter-
ested in the field can build on this robot based on this or build their own on
the principles I have used and described.
Keywords: robot, Raspberry Pi, autonomous driving, ROS.
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Uvod
1.1 Kratek uvod v robotiko
Roboti so, v takšni ali drugačni obliki, vedno bolj prisotni v našem življenju.
Čeprav javna podoba le teh, po zaslugi znanstven fantastike in Hollywooda,
ni ravno lepa in rožnata, se niti ne zavedamo najbolje, koliko so roboti že
prisotni v našem vsakdanu. Mnogi stroji, ki so prisotni praktično v vseh
domovih, vsebujejo strojno in programsko opremo, ki do neke mere deluje
samostojno in jih zaradi tega lahko vsaj delno uvrstimo med robote. Morda
bi se lahko najbolj preprosta definicija robota glasila, da je robot vsak stroj,
ki opravlja neko bolj ali manj kompleksno delo, pri katerem pa se lahko
pojavijo napake.
Področja robotike so mnogotera [1]. Najbolj razvita je robotika v indu-
striji in proizvodnji. Že kar nekaj časa obstajajo tovarne, ki so popolnima
avtomatizirane, človek pa je postavljen zgolj v vlogo nadzornika in upravi-
telja proizvodnje. Druga panoga, ki v zadnjem desetletju dobiva vse večji
razmah, pa je prav gotovo uporaba robotov v vojaške namene. Brezpilotna
letala, droni, avtomatsko vodeni izstrelki pa vsekakor so naprave, katerih upo-
raba bi nas morala skrbeti, čeprav je dejstvo tudi to, da za vsakim takšnim
robotom stoji skupina ljudi, ki določa načine delovanja in avtonomijo takšnih
strojev. Roboti se vse bolj uveljavljajo tudi v zdravstvu, kjer asistirajo ki-
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rurgom pri operacijah ali laǰsajo delo medicinskemu osebju z avtomatskim
razvažanjem zdravil in zdravnǐskih pripomočkov. Tudi promet in transport
se pospešeno avtomatizira v upanju, da bo tehnologija poskrbela za hitreǰsi
pretok z manj nesrečami. In zgolj vprašanje časa je, kdaj bodo domači ro-
boti - morda ne ravno na dveh nogah in s predpasnikom okrog pasu, ampak
v obliki raznih naprav - do neke mere skrbeli za nas in naš vsakdan, ter nas
tako razbremenili drobnih opravil, ki večini niso ravno v veselje.
Seveda se ob vse večji prisotnosti robotov postavlja ultimativno vprašanje:
ali bomo (in če, kdaj)prǐsli do točke tehnološke singularnosti [2], ko strojev ne
bomo več mogli nadzorovati in bodo oni vladali nam. Čeprav je tudi takšen
scenarij mogoč, se mi zdi bolj verjetno, da bo človek s pomočjo tehnologije
dal pospešek evoluciji in spremenil samega sebe z manipulacijo genov, kar
bo morda v prihodnosti, zaradi vse bolj očitnega spreminjanja podnebnih
razmer in osvajanja novih planetov, postalo celo nujno.
Poleg takšnih spekulativnih se odpirajo tudi bolj praktična vprašanja, kot
na primer, ali bodo v bodoče roboti prevzeli delovna mesta in ljudi izrinili
na cesto? Zaposlovanje robotov je vsekakor v vzponu – roboti so praviloma
ceneǰsi in učinkoviteǰsi od ljudi, naložbe pa so dolgoročno upravičljive in po
nekaterih ocenah bo v bodočnosti ogroženih 47% delovnih mest v ZDA. A
bolj kot odgovor na to vprašanje, ki se ponuja tako rekoč sam po sebi, bi bilo
zanimivo dobiti odgovor na vprašanje, kako se bodo na to odzvale socialne
politike držav, navsezadnje, cenena delovna sila zmanǰsa stroške in povečuje
dobičke, a le za nekatere.
Lahko bi rekel, da so roboti tukaj in da bodo še naprej ostali prisotni v
takšni ali drugačni obliki in funkciji. Kako pa bodo vplivali na nas, kakšno
mesto bodo zavzeli, nas bodo roboti in stroji na splošno zamenjali, pa je v
veliki, če ne izključni, odgovornosti nas in našega ravnanja vnaprej.
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1.2 Motivacija
Kot sem napisal že v uvodu, je robotika vse bolj prisotna v vsakdanjem
življenju, še vedno pa je pri nepoznavalcih veliko nerazumevanja, kako roboti
v resnici delujejo. Bodisi se njihova bodoča vloga precenjuje in se ji pripisuje
negativne konotacije, ali pa se jo jemlje kot samoumevno in v marsikaterem
primeru se niti ne zavedamo, da imamo neke preproste vrste robotov že pri-
sotne v našem vsakdanu. Glede na to sem se odločil, da se lotim snovanja
preprostega robota od same osnove pa do stopnje, ko bo robot sposoben pre-
prostega samostojnega delovanja, postopek pa tudi opǐsem in dokumentiram
v takšni meri, da lahko tudi posamezniki, ki niso strokovnjaki na področju
informatike, računalnǐstva ali robotike, s pomočjo navodil sami sestavijo ro-
bota, ga preizkušajo ali tudi razvijajo naprej. Predvsem imam v mislih
mlade, ki jih zanima področje robotike in bi se radi seznanili z osnovnimi
pojmi na tem področju.
Robot bi bil v celoti izdelan iz delov, ki jih lahko najdemo v trgovinah
z elektronskim materialom, jih naročimo prek spleta ali pa jih natisnemo ali
damo tiskati znancem ali organizacijam, ki imajo 3D tiskalnik. Cena robota
načeloma ne bi smela presegati vsote dvestotih evrov, če bi uporabili zgolj
osnovne dele navedene v navodilih. Posamezniki bi robota lahko sestavili s
pomočjo načrtov in navodil, ki bi bili javno dostopni preko spleta, strojna
oprema bi se lahko nadgrajevala z naborom naprav, ki so kompatibilne z
računalnikom Raspberry Pi.
Programska oprema bi bila odprtokodna, tako da bi posamezniki lahko
kodo bodisi zgolj uporabljali ali pa popravljali in nadgrajevali po svojih po-
trebah. V osnovi bi programska oprema vključevala funkcionalnosti, ki bi
ponujale osnovno navigacijo v prostoru in tako služila kot vmesnik, preko
katerega bi posameznik krmilil robota. Tako bi lahko tisti, ki ga zanima po-
globljeno delovanje, sam sprogramiral programe in s tem bodisi izpopolnje-
val delovanje robota ali pa dodajal nove funkcionalnosti, ki bi jih omogočala
strojna oprema.
Sam robot bi bil predvsem namenjen otrokom in mladostnikom, ki jih
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zanima področje računalnǐstva, informatike in robotike in nimajo dostopa
do zahtevneǰsih in dražjih robotov, želijo pa spoznati in raziskovati osnovne
koncepte omenjenih področij. Seveda pa uporaba ne bi bila omejena zgolj
na mladino, projekta bi se lahko lotili posamezniki z različnimi predznanji,
pomembna je zgolj radovednost in želja po raziskovanju in znanju.
Ker je zasnova odprtokodna, bi bila mogoča tudi izmenjava programov
med uporabniki, ravno tako bi si posamezniki lahko izmenjavali znanje in
izkušnje ter tako morda sčasoma ustvarili skupnost, ki bi razvijala svoje
rešitve, vendar so to cilji, ki že presegajo okvire te diplomske naloge.
1.3 Cilji
1. Zasnovati in sestaviti robota, ki naj bi bil sestavljen iz poceni elektron-
skih delov in komponent, ki so lahko dosegljivi bodisi v naših trgovinah
s tovrstnim blagom, bodisi se jih da enostavno in poceni naročiti preko
spleta. Cena vseh sestavnih delov naj bi dosegla vǐsino približno 100
evrov.
2. Zasnova robota naj bi bila takšna, da navkljub enostavni in poceni
osnovi omogoča kar se da natančno upravljanje robota preko računalnika.
3. Robot naj bi bila zasnovan tako, da ga lahko s pomočjo navodil sestavi
tudi oseba, ki nima formalne računalnǐske izobrazbe.
4. Robot naj bi bil zasnovan tako, da ga lahko posameznik prilagaja in
nadgrajuje po svojih potrebah na čim bolj preprost način. V okviru
projekta bi moral zagotoviti:
• dosegljivost načrtov ohǐsja,
• dosegljivost programske kode,
• dokumentiranost programske kode,
• navodila za namestitev operacijskega sistema,
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• navodila za namestitev in uporabo programske opreme.
5. Samo ohǐsje naj bi bilo zasnovano v dveh delih. Spodnji del naj bi
vseboval vso potrebno strojno opremo za pogon robota, zgornji del
pa naj bi služil kot nosilec senzorjev, tako tistih, ki bi jih potreboval
v okviru mojega projekta, kot tudi tistih, ki bi jih posamezniki sami
namestili na robota. Povezavo med senzorji na zgornjem delu in strojno
opremo na spodnjem delu naj bi bilo mogoče preprosto prekiniti, tako
da bi se zgornji del robota po potrebi lahko odstranil, možna pa naj bi
bila preprosta ponovna priključitev zgornjega dela robota ter povezava
senzorjev na strojno opremo na spodnjem delu.
6. Programska oprema naj bi omogočala preprosto navigacijo robota s
strani uporabnika, omogočala pa naj bi tudi preprosto samostojno na-
vigacijo po prostoru. Navigacija naj bi bila mogoča preko:
• SSH povezave na robota z namiznega ali prenosnega računalnika,
• VPN povezave z oddaljene lokacije,
• s pomočjo PS3 kompatibilne konzole.
7. Robot naj bi bil sposoben izvajati osnovno samostojno navigacijo v
prostoru, izogibanja oviram in odzivanja na določene ukaze iz okolice.
Robot naj bi bil namenjen vožnji po urejenem terenu, na primer po
stanovanju, v zaprtih prostorih. . .
8. Robota naj bi bilo mogoče uporabljati tudi kot manj zmogljiv osebni
računalnik, s pomočjo katerega bi lahko posameznik opravljal osnovne
dejavnosti, kot je brskanje po internetu, pregledovanje elektronske pošte,
urejanje tekstov in preglednic in podobno.
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Poglavje 2
Razvoj robota
Slika 2.1: Fotografiji robota
Čeprav se na prvi pogled zdi, da je sestavljanje majhnega robota, ki obvla-
duje osnovno navigacijo v prostoru, precej preprosta zadeva, se je tekom dela
na projektu izkazalo, da takšen podvig, z zahtevami, kakršne sem si postavil,
vseeno ni tako enostaven. Projekti, na katere sem naletel med brskanjem na
internetu, so se bodisi usmerili na en sam vidik robotike (vožnja, zaznavanje
objektov, manipulacija s predmeti), redko pa sem naletel na projekte, ki so
se lotili bolj kompleksnega delovanja. V primerih, ko so roboti obvladovali
kompleksneǰse naloge, so uporabljali tudi bolj dodelane senzorje (LIDAR), za
obdelavo slike in podatkov zmogljiveǰse računalnike, za premikanje pa bolǰsa
ohǐsja in pogone, ki niso ravno poceni in so plod dolgoletnih izkušenj. Že na
začetku je bilo jasno, da bo projekt zahteval kar veliko iskanja in preizkušanja
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raznih senzorjev, iskanje programskih knjižnic, ki upravljajo naprave in skle-
panje kompromisov med delovanjem robota in ceno komponent uporabljenih
za njegovo gradnjo.
Razvoj samega robota bi v grobem lahko razdelil na dve fazi:
• razvoj fizičnega modela robota z vso potrebno strojno opremo,
• razvoj programskega vmesnika in navigacija robota po prostoru.
Sami fazi sta se med seboj delno pokrivali, saj sem moral določene po-
manjkljivosti v konstrukciji odpravljati tudi v fazi, ko sem programiral vožnjo
robota. Predvsem je bilo potrebno paziti na to, da se komponente robota
med sabo niso ovirale – kabli, ki povezujejo strojno opremo, niso smeli mo-
titi robota med vožnjo, delovanje preprostega LIDARja, ki sem ga zasnoval
s kombinacijo servo motorja in laserskega senzorja, je moralo potekati neo-
virano, do komponent strojne opreme robota mora uporabnik dostopati čim
lažje, menjava delov robota naj bo čim bolj enostavna in podobno.
V prvi fazi sem najprej, s pomočjo rešitev, ki sem jih našel na spletu, za-
snoval robota tako, da sem lahko na ohǐsje namestil vse potrebne komponente
strojne opreme robota za samo vožnjo. Čeprav je večina ceneǰsih robotov vse-
bovala zgolj dve kolesi pritrjeni na en motor in eno pomožno vrteče kolo, sem
se zaradi možnosti natančneǰsega vodenja robota odločil, da nanj namestim
štiri kolesa, vsakega na svojem motorju. Čeprav se nisem odločil za vožnjo po
krožnici, se mi je zdela takšna zasnova smiselna kot možnost, da se tovrstna
oblika vožnje na robotu lahko implementira v bodoče. Upravljanje motorjev
na robotu je razdeljeno tako, da program pošilja ukaze za delovanje motorjev
na levi in desni strani posebej. Na tak način lahko vrtimo robota levo ali
desno na mestu, lahko pa tudi zavija levo ali desno po krožnici.
Sam sem se odločil za implementacijo bolj preprostega in predvidljivega
način vožnje. Robot se pred zavijanjem ustavi, se obrne za določen kot levo
ali desno, ter potem nadaljuje vožnjo. V levo stran se zasuče tako, da motorja
na levi strani vrtita kolesi nazaj, motorja na desni pa naprej, za vrtenje v
desno stran pa se kolesa vrtijo v nasprotni smeri, medtem ko je hitrost vrtenja
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pri obeh rotacijah vseh štirih motorjev enaka. Tak način je za osnovno vožnjo
veliko bolj preprost, ker ni potrebno izračunavati krivulje, ki jo robot prevozi
med gibanjem. Predvidevam, da bi takšna samostojna vožnja povzročila še
dodatna preiskovanja prostora, kar bi na koncu samo pot in čas vožnje lahko
znatno podalǰsalo.
Ohǐsje robota sem se odločil fizično razdeliti na zgornji in spodnji del.
Slika 2.2: Spodnji in zgornji delohǐsja robota
Spodnji del vsebuje osnovni pogon robota:
• štiri motorje in kolesa,
• mikroračunalnik Raspberry Pi 3B+,
• krmilno ploščo motorja (motor driver),
• UBEC – pretvornik na 5V.
Pravilno povezane in nameščene komponente na spodnjem delu omogočajo
vožnjo robota s tipkovnico na namiznem ali prenosnem računalniku, lahko
tudi preko VPN povezave z oddaljenega računalnika, ali s PS3 kompatibilno
konzolo povezano z bluetooth povezavo na robota.
Zgornji del robota je namenjen ostalim komponentam, ki služijo za bolj
kompleksno navigacijo robota:
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• laserski senzor,
• ultrazvočni senzor,
• kamera,
• servo motor s ploščo za senzorje,
• baterije.
Zgornji del je zasnovan tako, da ga zlahka namestimo na spodnji del –
ima štiri stožčaste konzole, ki sedejo v štiri luknje na spodnjem delu robota.
Konzole so stožčaste zato, da zgornji del lepo nasede na spodnjega in da sama
širina konzol določa vǐsino razmika med spodnjim in zgornjim delom robota.
Tako je zgornji del s primerno vǐsino ločen od strojne opreme na spodnjem
delu, kar omogoča normalno delovanje robota, hkrati pa obeh delov robota
ni težko ločiti med seboj. Pri razstavljanju je potrebno paziti samo, da so
kabli, ki povezujejo senzorje na zgornjem delu z računalnikom na spodnjem,
iztaknjeni iz senzorjev. Takšna konstrukcija se je izkazala za uporabno, ko je
bilo treba doseči ali zamenjati kakšno komponento na spodnjem delu robota.
Zgornji del ima tudi odprtino, skozi katero lahko potegnemo kable, ki po-
vezujejo računalnik s senzorji, na ohǐsju pa so tudi 4mm široke luknje, med
seboj oddaljene 20mm, s pomočjo katerih lahko na robota pritrdimo ostale
komponente, kot so, na primer, dodatni senzorji. Mnogi senzorji že imajo
luknje v približno takšnih dimenzijah, da jih na robota lahko namestimo pre-
prosto z vijaki, maticami in podložkami, lahko pa primerno ohǐsje za senzor
narǐsemo s pomočjo kakega izmed brezplačnih CAD programov. Čeprav se
baterije lahko namestijo tudi na spodnji del robota, sem jih zaradi lažje me-
njave postavil na zgornji del, prav tako tudi servo motor, na katerega sem s
pomočjo plošče namestil ultrazvočni ali laserski senzor in kamero.
Oba dela ohǐsja, nosilci za baterije, servo motor in senzorji so narisani s
programom FreeCAD [3, 4], tiskanje modelov v plastiko pa je bilo narejeno
v Centralni tehnǐski knjižnici Univerze v Ljubljani [5].
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Slika 2.3: Program za risanje FreeCAD
Najprej sem preizkusil postavitev komponent in vožnjo samo s spodnjim
delom robota in ko sem na spodnjem delu odpravil napake in pomanjkljivosti,
sem namestil vse potrebne komponente tudi na zgornji del in oba dela povezal
v celoto. Za vsakega izmed delov sem potreboval dva prototipa, da sem prǐsel
do verzije, ki je bila dovolj dobra za uporabo.
V drugi fazi, ki se je delno prekrivala s sestavljanjem robota v prvi fazi,
je bilo potrebno sprogramirati vmesnik za vožnjo robota s tipkovnico na
stacionarnem ali prenosnem računalniku, vmesnik za vožnjo robota s PS3
kompatibilno konzolo, ter program, ki samostojno vozi robota v prostoru.
Pri vožnji s tipkovnico naj bi bilo možno upravljanje robota tudi preko VPN
povezave z oddaljenega računalnika ter opazovanje slike z robotove kamere
preko spletnega brskalnika.
Programska oprema robota je zasnovana tako, da posamezno napravo kr-
mili poseben program, ki tudi pošilja ali prejema podatke ostalih programov,
ki krmilijo druge naprave, vse skupaj pa nadzoruje glavni program, ki skrbi
za komunikacijo z uporabnikom ali samostojno vožnjo. Programa za krmilje-
nje robota s tipkovnico in PS3 kompatibilno konzolo reagirata na pritisk na
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posamezne tipke s strani uporabnika, preko terminala pa sporočata trenutno
stanje robota. Program, ki samostojno upravlja robota, uporabnika preko
terminala obvešča o potezah, ki jih robot izvaja v posameznem trenutku.
Slika 2.4: PS3 kompatibilna konzola
Pri programih, ki se zgolj odzivata na poteze uporabnika, so akcije pre-
proste in obsegajo posredovanje ukazov za vožnjo robota, merjenje razdalje
do ovir in opozarjanje uporabnika na bližino ovire ter posredovanje slike s
kamere preko spletnega vmesnika. Ukazi za vožnjo se na motorje pošiljajo to-
liko časa, dokler je prisoten pritisk na posamezno tipko, ko se pritisk sprosti,
program preneha pošiljati ukaz in vožnja preneha. Program za samostojno
vožnjo po prostoru pa vključuje tudi zaznavanje orientacije v prostoru ter
skeniranje okolice.
Kombinacijo servo motorja in senzorja za merjenje razdalje, ultrazvočnega
ali laserskega, sem uporabil tako za detekcijo ovir pri vožnji, kot tudi za
skeniranje prostora v kotu 180 stopinj.
V prvem primeru med samo vožnjo robota servo motor premika pladenj
s senzorjem levo in desno v kotu 90 stopinj, kar omogoča robotu, da zaznava
ovire na svoji poti v približni širini robota. S tem sem se izognil namesti-
tvi več enakih senzorjev za merjenje razdalje pod različnimi koti, ki bi sicer
lahko zaznali tudi ovire, ki niso postavljene neposredno pred robota ampak
Diplomska naloga 13
so pomaknjene malce v levo ali desno, vendar bi ga ovirali pri vožnji. Var-
nostna razdalja, pri kateri robot predmet pred sabo obravnava kot oviro, je
postavljena na 30 cm, programsko pa je mogoče to razdaljo tudi spremeniti.
Tak princip se je med preizkušanjem izkazal kot uporaben, saj se je oviram,
ki so v vǐsini senzorja, moč uspešno izogibati. Problem so lahko ovire, ki
se znajdejo pod nivojem senzorja za merjenje razdalje, ta pa se na robotu
nahaja na vǐsini 10 cm.
Slika 2.5: Zaznavanje ovire, ki jo brez premikanja pladnja levo/desno robot
ne bi zaznal
V drugem primeru sem kombinacijo servo motorja in senzorja za merjenje
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razdalje uporabil kot preprost LIDAR. Medtem ko robot stoji, servo motor
pladenj s senzorjem za merjenje razdalje premika od leve proti desni v kotu
180 stopinj s korakom treh stopinj. S tem robot dobi 60 meritev, s pomočjo
katerih z znanimi koti in razdaljami izračuna ravno toliko točk. Iz teh točk
potem z VFH (Vector Field Histogram) algoritmom izračuna polarni histo-
gram, na katerem določi kot obrata, ki naj bi bil najbolj primeren za izogib
oviram pred robotom. Tudi ta princip se je izkazal kot uporaben, prav tako
s predpostavko, da so ovire v vǐsini senzorja, ne pa nižje ali vǐsje.
Za merjenje razdalje sem izbiral med dvema senzorjema in sicer med
ultrazvočnim senzorjem HC-SR05 in laserskim senzorjem VL53L0X.
Slika 2.6: Laserski (VL53L0X) in ultrazvočni (SRF05) senzor [6]
Čeprav je ultrazvočni senzor precej ceneǰsi, je tudi cena laserskega sen-
zorja dostopna, pri čemer se je laserski senzor izkazal za bistveno bolj na-
tančnega in hitrega od ultrazvočnega. Po meritvah in preizkušanju sem ugo-
tovil, da je sama hitrost senzorjev pri posamezni meritvi razdalje enaka, se je
pa pri meritvah ultrazvočnega senzorja pojavljalo precej napak, tako da sem
moral na posamezni meritvi razdalje za večjo natančnost razdaljo izmeriti
vsaj trikrat, izločiti tiste razdalje, ki so bistveno odstopale, ter izračunati
povprečje razdalj, medtem ko je laserski senzor praviloma podal natančno
meritev v enem samem merjenju.
Ultrazvočni senzor je imel tudi nekaj težav z različnimi površinami ovir.
Če je površina ovire nepravilna ali če površina ovire ni pravokotna na smer
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Slika 2.7: Shematski prikaz delovanja ultrazvočnega senzorja [7]
vožnje robota, so lahko meritve ultrazvočnega senzorja zelo nepravilne, po-
sebej na robovih, medtem ko z laserskim senzorjem teh težav ni bilo. Ravno
tako naj bi ultrazvočnemu senzorju težavo pri natančnosti zaznavanja razdalj
predstavljali tudi večji temperaturni odkloni [8]. Zaradi vseh naštetih težav
sem se odločil, da za merjenje razdalje uporabim laserski senzor. Ta se je
izkazal kot zelo natančen za zaznavanje razdalj v okviru enega metra, manj
natančen je v razdaljah med enim in dvema metroma, ne zmore pa zaznavati
razdalje večje od dveh metrov. Edini problem, ki sem ga zaznal z laserskim
senzorjem, je bila občasna napačno pozitivna (false positive) zaznava ovire,
če je bil pred laserskim senzorjem prazen prostor več kot 2 metra, vendar so
bile te napake res redke in niso bistveno vplivale na delovanje robota, le tu
in tam je pri samostojni vožnji sprožil skeniranje okolice, spremembe smeri
vožnje pa napake niso povzročile.
Na večji problem sem naletel pri samostojni vožnji po prostoru. Osnovna
ideja premikanja po prostoru je bila, da robot dobi zemljevid prostora, naj-
prej poskuša z osnovnim skeniranjem prostora določiti trenutno pozicijo, po-
tem pa bi se, v skladu z določenimi cilji oziroma potjo, premikal po prostoru,
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določal približno pozicijo s pomočjo odometrije, intervalno pa bi skeniral oko-
lico in s pomočjo podatkov določil oziroma popravil svojo pozicijo. Pozicijo
bi določal s pomočjo SLAM algoritma, ki glede na sken okolice in preǰsnjih
pozicij dinamično določa najverjetneǰso trenutno pozicijo robota v prostoru
v skladu z zemljevidom, ki ga robot bodisi dinamično ustvarja, ali pa ga ima
že shranjenega v datoteki [9].
Določanje odometrije glede na ukaze premikov se je, po pričakovanju,
izkazalo za nezanesljivo. Sama konstrukcija robota je bila premalo natančna,
da bi lahko samo s temi podatki dovolj natančno določil dosedanjo pot in
posredno pozicijo robota v prostoru. Že samo vrtenje okrog svoje osi zaradi
zdrsov koles ne daje povsem enakih rezultatov glede na število premikov,
situacija pa se dodatno zakomplicira na različnih podlagah. Pri bolj grobih
se robot težje giblje in potrebuje več premikov, da prevozi isto razdaljo kot pri
bolj gladkih podlagah. Že pri tako preprostem manevriranju kot je vrtenje,
nisem mogel določiti njegove smeri samo s štetjem premikov, kaj šele da
bi lahko določal pozicijo v prostoru, še zlasti če bi robot vozil po različnih
podlagah.
Velike težave sem imel z različnimi senzorji, ki za določanje pozicije in
smeri združujejo zaznave pospeškometra, žiroskopa in magnetnega polja. V
zaprtih prostorih je toliko elektromagnetnih motenj, da je delovanje senzorjev
v celoti nezanesljivo. Senzorji, ki sem jih poskušal usposobiti za robota, se
večinoma uporabljajo pri letalih in dronih, kjer je motenj precej manj, tako
da je njihovo delovanje v glavnem zanesljivo. Pri uporabi na robotu v mojem
projektu, pa mi ni uspelo določiti niti spremembo kota pri vrtenju robota,
niti razdaljo, ki jo je robot prevozil v določenem času, tako da sem moral idejo
o navigaciji po prostoru s pomočjo zemljevida opustiti. Šele v pozneǰsi fazi
razvoja sem dobil senzor BNO055, ki je zmožen zelo natančnega določanja
smeri v prostoru in s tem tudi spremembe kota pri vrtenju. Na žalost nisem
imel časa primerno preizkusiti delovanja ostalih funkcij senzorja, tako da
način navigacije, zamǐsljen v začetku, ni implementiran.
Glede na težave pri navigaciji v prostoru sem moral določiti nov cilj, ki
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mi ga je strojna oprema, ki sem jo imel na voljo, omogočala. Robot naj
bi bil zmožen osnovne samostojne navigacije po prostoru in sicer tako, da
pri zagonu programa kot ciljno smer izbere trenutno smer robota, s pomočjo
ukazov zakodiranih v QR kode, ki bi bili razpostavljeni po prostoru, spre-
minja ciljno smer, vožnjo pa konča, ko v prostoru zazna določen ukaz za
zaustavitev. Med samo vožnjo sem želel tudi omogočiti zaznavanje obrazov
[10], vendar se je stalni slikovni tok s kamere in obdelava le tega izkazala za
preveč zahtevno za sposobnosti uporabljenega računalnika, tako da sem mo-
ral iz delovanja robota izključiti tudi to funkcionalnost. Predvidevam, da je
obdelovanje slikovnega toka preveč zahtevno za računalnik z 1GB vgrajenega
pomnilnika. Tako vožnja kot spremljanje slike z robotove kamere deluje brez
posebnih problemov, dokler ne vključim sprotnega obdelovanja slike. V tem
primeru se robot resetira sam od sebe najpozneje po nekaj minutah.
Po vseh težavah, na katere sem naletel tekom dela na projektu, je robot
vseeno sposoben osnovne samostojne vožnje po prostoru v določeni smeri,
spreminjanja smeri glede na dobljene ukaze iz okolice v obliki QR kode,
zaznavanja ovir in izogibanja le teh.
Ker bi bilo programiranje v klasičnih operacijskih sistemih za takšnega
robota svojevrsten izziv, sem za programiranje uporabil meta operacijski sis-
tem ROS in sicer Melodic Morenia distribucijo, ki je združljiva z operacijskim
sistemom Ubuntu Mate 18.04. Kombinacija obeh ponuja, kljub omejitvam
računalnika, zadovoljivo delovanje robota v okviru funkcionalnosti, ki so bile
na koncu implementirane.
V bodoče bi lahko izbolǰsal delovanje robota tako, da bi preizkusil vse
možnosti senzorja BNO055 in v primeru, da bi delovanje senzorja to tudi
praktično omogočalo, bi za navigacijo robota po prostoru uporabil tehno-
logijo SLAM. Ravno tako bi v bodoče lahko za računalnik uporabil novo,
četrto generacijo Raspberry Pi računalnikov, ki imajo v primerjavi s tretjo
generacijo hitreǰsi procesor, več pomnilnika in bolǰsi grafični procesor, kar bi
omogočilo stalen video tok in obdelovanje slike za potrebe zaznavanja obrazov
in posameznih vnaprej določenih dogodkov v prostoru (gibanje, zaznavanje
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predmetov, zaznavanje ognja, omejena interakcija s človekom. . . ). Vendar
trenutno Raspberry Pi 4 še ni dovolj podprt s strani operacijskih sistemov,
da bi nanj namestil ustrezno distribucijo ROSa.
Poglavje 3
Strojna oprema robota
3.1 Računalnik
Raspberry Pi 3B+ [11] je mikroračunalnik v velikosti kreditne kartice z inte-
griranim procesorjem in pomnilnikom, na katerem deluje paleta operacijskih
sistemov, prvenstveno pa je namenjen poganjanju linux operacijskih siste-
mov. Sam sem se odločil za 32 bitno različico Ubuntu verzijo 18.04.2 z oken-
skim vmesnikom Mate, ki tudi uradno podpira omenjeni računalnik. Ope-
racijski sistem podpira tudi ROS, tako da sem za robota vzel ROS Melodic
Morenia distribucijo.
Prvi modeli Raspberry Pi računalnika so bili razviti v letu 2012 in so bili
najprej namenjeni promociji poučevanja računalnǐstva v osnovnih šolah v Ve-
liki Britaniji in po državah v razvoju. Zaradi svoje posrečene zasnove, nizke
cene in majhne porabe energije je mikroračunalnik postal večja uspešnica,
kot so proizvajalci pričakovali, tako da so do marca 2018, torej v šestih letih
po začetku prodaje prvih modelov, po vsem svetu prodali okrog 19 milijonov
računalnikov [13]. Računalnik je dosegljiv tudi v Sloveniji, cena modelov pri
nas je primerljiva s cenami, ki jih postavljajo ostali ponudniki po svetu.
Na voljo je več različnih generacij Raspberry Pi računalnikov, ki se raz-
likujejo predvsem po količini vgrajenega pomnilnika in generaciji ARM proce-
sorja. Glavna oznaka sledi zaporedni verziji generacije Raspberry Pi računalnika
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20 Uroš Škrjanc
Slika 3.1: Mikroračunalnik Raspberry Pi 3B+ [12]
in je trenutno pri verziji 4, ki je prǐsel v prodajo junija 2019. Verzija Ra-
spberry Pi 4 računalnika se prodaja v treh različnih verzijah, ki se raz-
likujejo po količini vgrajenega pomnilnika, z najnoveǰsim modelom pa je
možno na računalnik priklopiti do dva monitorja, hitrost računalnika pa
zadošča za opravila, ki jih povprečni uporabnik največkrat izvaja na osebnih
računalnikih (pisanje teksta, urejevanje preglednic in prosojnic, brskanje po
spletu in pregledovanje pošte). Na žalost zadnji model še ni uradno podprt
s sistemom Ubuntu Mate, niti z ROS distribucijo, tako da ga, kljub bolǰsim
performansam glede na model 3B+, nisem mogel uporabiti za robota.
Pri vsaki generaciji, razen pri zadnji, sta na voljo dve verziji računalnika
– verzija A in B. Verzija A je nekaj manǰsa, še manǰsa od velikosti kreditne
kartice, vsebuje manj vgrajenega pomnilnika in je nekaj ceneǰsa, drugače pa
se od verzije B ne razlikuje v ničemer drugem. Na žalost je že 1GB vgrajenega
pomnilnika dostikrat premalo, tako da je model A v glavnem primeren za
osnovno uporabo.
V letu 2015 je bila na trg lansirana tudi verzija Raspberry Pi Zero, ki
ima manǰse dimenzije kot A in B modela, a vgrajen 32 bitni procesor, 512
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Slika 3.2: Operacijska sistema Uubunt Mate 18.04 [14] in Raspbian Buster
[15]
MB pomnilnika, micro USB, micro HDMI, zgolj brezžični mrežni vmesnik in
deljenje pomnilnika z grafično kartico omogoča omejeno uporabo. Model je
zaradi majhnih dimenzij in majhne porabe energije prvenstveno namenjen
uporabi v IoT napravah, na njem pa teče tudi zelo omejen nabor operacijskih
sistemov.
Slika 3.3: Mikroračunalnik Raspberry Pi Zero [12]
Poleg standardnih vmesnikov (USB, HDMI, WiFi, Ethernet, Stereo jack)
ima računalnik tudi 40 pinski GPIO (General Purpose Input Ouput) vme-
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snik, na katerega lahko s kabli priključimo razne naprave, ki jih potem s
pomočjo računalnika upravljamo. Princip priklopa in uporabe naprav je po-
doben kot pri Arduino mikrokrmilnikih, tako da je večino Arduino naprav
kompatitiblna tudi z Raspberry Pi računalniki.
3.2 Krmina plošča motorja, UBEC in motorji
Krmilna plošča motorja služi temu, da krmilimo bodisi dva navadna eno-
smerna elektromotorja, ali pa en koračni enosmerni elektro motor. Sam sem
uporabil krmilno ploščo za to, da sem na robota priklopil štiri motorje. En
signal s krmilne plošče se pošilja hkrati na oba leva motorja, drug signal pa
hkrati na oba desna motorja.
Slika 3.4: Krmilna plošča motorja L298N in UBEC [6]
Za motorje sem uporabil štiri enosmerne (DC) motorje namenjene pame-
tnim vozilom, ki so zgrajeni na osnovi Arduino mikrokrmilnikov. Motorji
delujejo z električno napetostjo med 3V in 6V in zmorejo med 45 in 90 obra-
tov na minuto, odvisno od napetosti. Zaradi majhnih dimenzij in nizke teže
so primerni za pogon majhnih robotov, predvsem vozil.
Program pošilja ukaze za krmiljenje motorjev preko WiringPi knjižnice.
Knjižnica skrbi za komunikacijo med računalnikom in napravami, ki upora-
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bljajo pulzno-̌sirinsko modulacijo (PWM -Pulse Width Modulation), kot so
motorji in servo motorji, kjer lahko določamo kako dolg delovni cikel pošljemo
posameznemu motorju. Delovni cikel (duty cycle) motorja je določen v pro-
centih, pri čemer vrednost 100 pomeni polno delovanje motorja, 0 pa njegovo
nedelovanje. Glede na vrednost motor deluje z določeno močjo oziroma hi-
trostjo.
Slika 3.5: Enosmerni elektro motor in shema delovnih ciklov PWM naprav
[16]
Vsak enosmerni električni motor, v mojem primeru sem povezal dva mo-
torja vzporedno, je z dvema kabloma (+ in -) povezan na krmilno ploščo
motorja. Krmilna plošča je s štirimi kabli (dva kabla za vsak motor) po-
vezana z GPIO računalnika. Z ukazom pošljemo dolžino delovnega cikla in
številko pina, preko katerega se pošlje signal o dolžini delovnega cikla na kr-
milno ploščo motorja, ta pa potem sproži vrtenje motorja. Dolžina delovnega
cikla določa moč motorja, številka pina pa smer vrtenja motorja.
Za napajanje robota sem uporabil 8 AA 1,2V 2700mAh Ni-Mh baterij
zaporedno povezanih v držalu za baterije. Držalo za baterije je priklopljeno
na krmilno ploščo robota za potrebe napajanja elektro motorjev, vzporedno
s krmilno ploščo robota pa je na držalo za baterije povezan tudi UBEC (Uni-
versal Batery Eliminator Circuit), ki zmanǰsa električno napetost iz 9,6V, v
mojem primeru, na 5V za napajanje računalnika. Iz UBEC-a gredo kabli
na 5V vhod na GPIO računalnika, preko katerega se napaja računalnik ter
naprave, ki so neposredno priklopljene na računalnik. Motor se vrti toliko
24 Uroš Škrjanc
časa, dokler mu ne pošljemo ukaza z dolžino delovnega cikla enako 0.
Slika 3.6: Shema povezave elektromotorjev na krmilno ploščo motorja in
povezave iz krmilne plošče motorja na Arduino mikrokontroler. Podoben
princip priklopa se uporablja za priklop motorjev in krmilne plošče motorja
na Raspberry Pi računalnike [17]
3.3 Laserski senzor
Za merjenje razdalj sem uporabil laserski senzor s čipom VL53L0X, ki se je
izkazal za zelo natančnega do razdalje 1 metra. Sam senzor se na Raspberry
Pi računanlik priklopi preko vmesnika I2C [18].
Vmesnik I2C omogoča preprosto serijsko komunikacijo z napravami, na
sam vmesnik pa lahko vzporedno priklopimo več različnih naprav. Problem
lahko nastane samo takrat, ko imata dve napravi isti naslov, preko katerega
računalnik komunicira z napravo. V tem primeru lahko na enem računalniku
preko različnih pinov določimo tudi več različnih I2C vmesnikov. Sam sistem
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poskrbi za komunikacijo s posameznim vmesnikom, v programu določimo
zgolj zaporedno številko I2C vodila ter naslov naprave.
Laserski senzor s pomočjo knjižnice vsako desetinko sekunde sporoči me-
ritev razdalje. Senzor se je med preizkušanjem izkazal kot zelo natančen pri
meritvah razdalj do enega metra, kar zadostuje za varno vožnjo robota in
izogibanje oviram v prostoru.
V kombinaciji s servomotorjem sem laser uporabil tudi kot preprost LI-
DAR (Light Detection And Ranging) [19], ki v obsegu kota 180 stopinj s
korakom treh stopinj meri razdalje robota do ovir v prostoru. Na tak način
dobi robot 60 točk, iz katerih naredi sliko okolice in s pomočjo VFH algoritma
izračuna smer, v katero se mora usmeriti robot, da bi obšel oviro. Kombina-
cija servo motorja in laserskega senzorja se je izkazala kot uporabna, če le ni
potrebe po skeniranju prostora v realnem času.
Slika 3.7: Fotografiji preprostega lidarja, ki ga uporablja robot
3.4 Ultrazvočni senzor
Na robotu je predviden tudi prostor in vmesnik za ultrazvočni senzor SRF05,
ki spada med natančneǰse ultrazvočne senzorje namenjene gradnji majhnih
robotov in je med graditelji precej razširjen. Večina graditeljev ga upora-
blja za detekcijo in izogibanje oviram. Zaradi cenenosti in načina priklopa
je na robota mogoče priklopiti tudi več enakih senzorjev razporejenih pod
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različnimi koti, tako da zaznavajo tudi ovire, ki niso postavljene neposredno
pred robota, ampak se nahajajo na levi ali desni strani robota na razdalji, ki
ovira vožnjo.
Ultrazvočni senzor deluje tako, da oddajnik z določeno frekvenco pošilja
impulze visokih zvočnih frekvenc, sprejemnik pa prisluškuje odboju impulzov.
Iz časa, ki ga zvok porabi za pot od oddajnika do ovire in nazaj, izračunamo
oddaljenost ovire. Senzor SRF05 zaporedje osmih zaporednih signalov s fre-
kvenco 40kHz pošilja s frekvenco 20Hz.
Med preizkušanjem se je ultrazvočni senzor izkazal kot precej nenatančen,
posebej pri razdaljah večjih od 50 cm. Meritev je precej odvisna od same
površine ovire, tako da se pri nepravilnih površinah del impulzov očitno od-
bije drugam in ne doseže pošiljatelja, posledično pa to pomeni, da pri me-
ritvah dobimo precej šumnih podatkov. Ravno tako je bilo precej napačnih
podatkov pri razdaljah večjih od 50 cm. Zaradi tega sem se za merjenje
razdalj odločil za laserski senzor.
3.5 Servo motor
Na zgornjo plast robota sem namestil tudi servo motor, ki ga robot uporablja
v treh situacijah:
• pri vožnji servo motor obrača pladenj s senzorji levo in desno, tako da
robot zaznava ovire, ki niso postavljene naravnost pred njim, a vseeno
motijo vožnjo robota;
• pri navigaciji robota s tipkovnico lahko s pomočjo tipkovnice obračamo
pladenj s senzorji, na katerem je kamera, tako da lahko opazujemo tudi
okolico robota na levi in desni strani, ne da bi se robot obračal.
• V kombinaciji z laserskim senzorjem sem naredil preprost LIDAR, ki je
sicer bistveno počasneǰsi in manj natančen, a glede na svojo preprostost
dobro služi namenu.
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Slika 3.8: Servo motor Hitec HS-322HD [20]
Medtem, ko se navadni enosmerni elektro motorji vrtijo kontinuirano v
eno ali drugo smer in je zaradi tega težko zavrteti gred za točno določen kot, je
za servo motorje značilno, da, v sicer omejenem obsegu, gred lahko zavrtijo
na točno določeno pozicijo. Obseg vrtenja se med servo motorji razlikuje,
vendar večina servo motorjev lahko gred vrti vsaj v kotu 180 stopinj.
Odločil sem se za Hitecov HS-322HD servo motor [21], ki ima dovolj velik
razpon delovanja (201 stopinja), da skenira 180 stopinj okolice pred robotom.
Med preizkušanjem se je izkazal tudi kot zanesljiv, hiter in natančen. Pogon
motorja je ojačan z ogljikovimi vlakni, tako da motor spada med robustneǰse
servo motorje primerljivih dimenzij in lastnosti.
3.6 Kamera
Za kamero sem uporabil Raspberry Pi Camera Module V2, [22] ki omogoča
preprosto priključitev na računalnik, operacijski sistem Ubuntu Mate pa ima
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že vgrajeno podporo za kamero, tako da je zajem barvne slike preprost.
Programsko sliko zajamem s pomočjo OpenCV knjižnice, ter jo v ROS okolju
potem pošiljam preko topica. Programi, s katerim obdelujem sliko, potem
zajamejo sliko iz topica ter obdelajo po potrebi.
Slika 3.9: Raspberry Pi Camera Module V2 [12]
V osnovi sem nameraval uporabiti stalni slikovni tok ter obdelavo le tega
za potrebe zaznavanja obrazov in QR kod, kar pa se je, posebej zaznavanje
obrazov, izkazalo kot preveč zahtevno opravilo za uporabljen računalnik, tako
da je zaznavanje QR kode sproženo na zahtevo. Stalni slikovni tok sem
uporabil le pri navigaciji robota preko tipkovnice, tako da uporabnik preko
spletnega brskalnika gleda sliko z robotove kamere.
3.7 Senzor za orientacijo v prostoru
BNO055 je senzor proizvajalca Bosch, ki služi za orientacijo v prostoru in ima
senzorje za merjenje pospeška, žiroskop in magnetometer, ter strojno opremo,
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ki te podatke združi v 3D orientacijo v prostoru. Žal sem senzor dobil precej
pozno v teku razvoja robota, tako da same orientacije po prostoru nisem
uspel dovolj preizkusiti, zna pa zaznavati kot oziroma spremembo kota v
prostoru, kar je pomembno pri pravilni rotaciji robota.
Pri inicializaciji senzor postavi vrednost kota v 0, potem pa beleži vsako
spremembo kota in vrača vrednost trenutnega kota glede na izhodǐsčno smer.
Podatke senzorja sem uporabil v dveh primerih:
• usmerjenost robota glede na navidezni cilj,
• rotiranje robota za željen kot.
Slika 3.10: Senzor za orientacijo v prostoru BNO055 [6]
V prvem primeru program s senzorja dobi vrednost trenutnega kota in ta
kot nastavi kot ciljno smer. Pri vožnji potem lahko ciljni kot spreminjamo
s QR kodami, postavljenimi v prostoru, sam robot pa v določenih intervalih
preverja, če je še vedno v okviru ciljne smeri, ter po potrebi, z rotacijo levo
ali desno, smer vožnje prilagaja ciljni smeri.
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V drugem primeru se robot po izračunani smeri, v katero bi se moral
obrniti, obrača toliko časa, da doseže željeni kot, kar preverja s pomočjo
podatkov iz senzorja.
Podatki s senzorja o smeri robota so v obliki quaterniona, ki predstavlja
pozicijo robota v treh dimenzijah. Iz tega potem program izračuna trenutno
smer (yaw) po formuli
kot v prostoru = atan2(2 ∗ (w ∗ z + x ∗ y), 1 − 2 ∗ (y2 + z2)) (3.1)
Poglavje 4
Operacijski sistem in ROS
Ubuntu Mate 18.04 je distribucija Ubuntu Linuxa, [23] ki uporablja Mate
okensko namizje. Distribucija je preprosta za uporabo in ima preprosto in
uporabno namizje, ki omogoča učinkovito uporabo računalnika. Distribucija
je na voljo za razne platforme, tako za Raspberry Pi 3B/3B+ računalnike
kot tudi za namizne in prenosne PC računalnike, kar mi je omogočilo, da
sem lahko tako na robota kot tudi na prenosni računalnik namestil enako
različico operacijskega sistema in ROS distribucije [24].
Operacijski sistem za robote ROS [25, 26], ni operacijski sistem v običajnem
pomenu, kot ga pojmujemo uporabniki računalnikov. Gre za nekakšen vme-
snik, ki povezuje različne programske jezike in orodja, ki služijo za prevajanje
in izvajanje programov. Glavna odlika ROS-a je v tem, da so vsa potrebna
orodja v enem paketu in da za nadgradnje skrbi fundacija Open Robotics,
tako da posodobitve prihajajo redno s posodobitvami operacijskega sistema.
ROS postaja tudi vedno bolj razširjen, tako da se zanj zanimajo in ga
podpirajo tudi Microsoft, Amazon, Goole in NASA, možno ga je pa name-
stiti na Ubuntu Artful in Ubuntu Bionic, Debian Stretch in Windows 10,
eksperimentalno tudi na Arch Linux, Gentoo Linux, OS X Homebrew in
OpenEmbedded sisteme. Na voljo je tudi izvorna koda, ki jo lahko preve-
demo na posamezni napravi, a sami popravki se v tem primeru ne nameščajo
in jih je potrebno nameščati ročno.
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V ROSu lahko programiramo v različnih jezikih, čeprav so najpogosteǰsi
C++, Python in LISP. Nove distribucije se izdajajo praviloma na letni osnovi,
navadno pa so vezane na verzije operacijskih sistemov, tako da stareǰsi ope-
racijski sistemi ne podpirajo noveǰsih distribucij, noveǰsi operacijski sistemi
pa ne podpirajo stareǰsih distribucij.
Prednost ROS-a je v tem, da ponuja koncepte, ki so pomembni za samo
delovanje robota in programerjem v veliki meri olaǰsajo delo. Najbolj upo-
rabna mehanizma ROS-a sta mehanizma imenovana topic in service, ki skr-
bita za enostavno in avtomatsko prenašanje podatkov med programi. Pri
obeh mehanizmih programe lahko razdelim na dve vrsti: na pošiljatelje, torej
tiste, ki po kanalu pošiljajo informacije, in prejemnike, ki informacije preko
kanala prejemajo. Sama struktura podatkov, ki si jih izmenjujejo pošiljatelji
in prejemniki, je lahko standardizirana, lahko pa določimo tudi svojo struk-
turo, ki ustreza željenim podatkom.
Pri topic je mehanizem bolj preprost. Komunikacija je enosmerna -
pošiljatelj pošlje podatke, prejemnik jih prejme in posebna funkcija se od-
zove na prejete podatke. Prejemniki potem samostojno obdelajo podatke po
lastnih potrebah in se na njih odzovejo, vsak s svojim odzivom. Ta mehani-
zem je primeren za avtomatsko posredovanje podatkov na več naslovov, kjer
pošiljatelju ni potrebno vedeti, kdo vse je prejemnik. Primer uporabe topica
je laserski senzor, ki periodično, vsako desetinko sekunde, pošlje podatek o
zaznani razdalji.
Service je malce bolj zapleten mehanizem. Tu je komunikacija dvosmerna.
Pošiljatelj najprej pošlje podatke prejemniku, ta jih obdela in rezultate ob-
delave vrne nazaj pošiljatelju. Struktura podatkov, ki jih prejme prejemnik,
je lahko drugačna kot jih potem pošlje nazaj. Ta mehanizem je primeren za
obdelavo podatkov, ki prihajajo iz različnih virov, rezultati obdelave podat-
kov so različni, sam postopek obdelave podatkov pa je pri vseh enak. Primer
uporabe service računanja smeri v prostoru, kjer pošiljatelj pošlje podatke s
senzorja, kot odgovor pa dobi smer, v katero je trenutno usmerjen.
Hierarhija ROS-a na posameznem robotu je točno določena. Na vrhu je
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Slika 4.1: Shema topic in service mehanizma v ROS-u
distribucija ROS, ki pa je na posameznem robotu lahko samo ena delujoča,
vsebuje pa, kot sem že omenil, vsa potrebna orodja za prevajanje in izvajanje
programov. Pod vsako distribucijo je lahko več delovnih prostorov (works-
pace), ti pa lahko vsebujejo več paketov (packet). Paketi vsebujejo programe
(node). Programi v istem paketu so lahko napisani v različnih jezikih, po-
ganjamo lahko več programov iz istega paketa naenkrat, lahko poganjamo
tudi več programov iz različnih paketov naenkrat. Več programov, tako iz
istega, kot tudi iz različnih paketov, lahko hkrati zaženemo s pomočjo ene
same launch datoteke, v kateri lahko tudi preimenujemo programe, jim po-
sredujemo argumente ali spremenimo imena topicov in servicev. Skratka, za
različne modele robotov lahko pripravimo različne konfiguracije programov,
ki jih uporabnik požene glede na robota in funkcionalnosti, ki jih želi izvajati.
Sam ROS ponuja tudi Gazebo, orodje za virtualno okolje, kjer lahko izva-
jamo simulacijo vožnje robota. Tega lahko definiramo sami, lahko pa uvozimo
konfiguracije robotov, ki dejansko obstajajo, pa so za nas nedosegljivi, preko
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simulacije pa lahko simuliramo njegovo obnašanje v prostoru. Drugo orodje,
RVIZ, pa obdela podatke iz različnih senzorjev robota ter jih obdela tako,
da so bližje človeškemu zaznavanju. Tako lažje razumemo, kje v prostoru se
robot nahaja, kaj zaznava in kakšne akcije bo predvidoma izvedel.
Slika 4.2: RVIZ
Slika 4.3: Gazebo
Poglavje 5
Programski paket za
upravljanje robota
Sam sem organiziral programe v en paket, kjer so zbrani vsi programi, ki jih
robot potrebuje tako za vožnjo preko tipkovnice, PS3 kompatibilne konzole
ali za samostojno vožnjo po prostoru. Programiral sem v jeziku C++ [27].
Za komunikacijo med programi sem uporabil samo mehanizem topic, saj si
programi med seboj ne izmenjujejo večjih kompleksneǰsih količin podatkov.
Programe bi lahko razdelil na tri nivoje. Na najnižjem nivoju so štirje
programi:
• program za nadzor laserskega senzorja,
• program za nadzor senzorja za orientacijo v prostoru,
• program za nadzor pogonskih motorjev,
• program za nadzor servo motorja.
Ti nadzorujejo delovanje senzorjev in motorjev tako, da komunicirajo di-
rektno s strojno opremo. Sami programi delujejo precej preprosto, lahko
pridobijo podatke z naprav in jih pošljejo na topic, ali pa preko topic dobi
ukaz, ki ga izvede na napravi. Programa za nadzor laserskega senzorja in sen-
zorja za orientacijo v prostoru pošiljata podatke na svoj topic, programa za
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Slika 5.1: Struktura programov za vožnjo robota s tipkovnico in PS3 kom-
patibilno konzolo
upravljanje pogonskim motorjev in servo motorja pa preko topicov prejemata
ukaze za vožnjo oziroma postavljanje servo motorja na določeno pozicijo.
Na srednjem nivoju so trije programi:
• program za skeniranje okolice,
• program za zaznavanje obrazov in QR kode,
• program za premikanje pladnja med vožnjo.
Ti programi ne komunicirajo niti direktno s strojno opremo niti z upo-
rabnikom, zgolj izvajajo posamezne funkcije, ki jih robot uporablja pri sa-
mostojni vožnji.
Na najvǐsjem nivoju so trije programi:
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Slika 5.2: Struktura programov za samostojno vožnjo robota
• program za vožnjo s tipkovnico,
• program za vožnjo s PS3 kompatibilno konzolo,
• program za samostojno vožnjo.
Programa za vožnjo s tipkovnico in PS3 kompatibilno konzolo sta direk-
tno odgovorna za komunikacijo z uporabnikom, medtem ko program za samo-
stojno vožnjo ne komunicira z uporabnikom, ga pa preko terminala obvešča
o robotovih akcijah in stanju robota.
5.1 Program za nadzor laserskega senzorja
Opis delovanja programa: Program vsako desetinko sekunde pošlje na topic
rezultat trenutne meritve in čas meritve.
Povezava na knjižnico: https://github.com/morikentiger/vl53l0x_
driver
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5.2 Program za nadzor senzorja za orienta-
cijo v prostoru
Opis delovanja programa: Program vsako desetinko sekunde pošlje na topic
podatke, ki jih zaznava senzor. Program za samostojno vožnjo robota je
naročen samo na topic imenovan data, kjer pobere že obdelane podatke s
senzorja in izračuna kot, v katerega je robot usmerjen.
Paket za senzor: https://github.com/dheera/ros-imu-bno055
5.3 Program za nadzor pogonskih motorjev
Opis delovanja programa: Program sprejme ukaz, ki vsebuje smer (levo,
desno, naprej ali nazaj), hitrost (moč motorja) in trajanje ukaza. Glede na
dobljeno pošlje ustrezen ukaz pogonskim motorjem.
Wiringpi knjižnica: http://wiringpi.com/
5.4 Program za nadzor servo motorja
Opis delovanja programa: Program prejme ukaz, na katerem pinu GPIO se
nahaja kabel, ki povezuje servo motor in v katero pozicijo naj servo motor
premakne. Fiksnemu določanju pina servo motorja sem se izognil zaradi tega,
ker bi lahko robot uporabljal tudi več servo motorjev, delovanje vseh servo
motorjev pa bi lahko uravnaval en sam program.
Pigpio knjižnica: http://abyz.me.uk/rpi/pigpio/index.html
5.5 Program za skeniranje okolice
Opis delovanja programa: Program sproži skeniranje okolice, ko preko topica
dobi ukaz za skeniranje. Okolico skenira v kotu 180 stopinj s korakom treh
stopinj, tako dobi 60 različnih razdalj z znanimi koti, iz njih pa izračuna 60
različnih točk, ki jih postavi v ravnino. Dimenzije ravnine v tem programu
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niso določene, izhodǐsče ravnine pa je gred servo motorja. Vrednosti Y so
vedno pozitivne, vrednosti X pa so levo od robota negativne, desno od robota
pa pozitivne.
Sken okolice poteka tako, da robot obrne pladenj s senzorji za 90 stopinj
v levo, potem pa po korakih premika pladenj proti desni, dokler ne doseže
pozicije 90 stopinj v desno od sredǐsčne pozicije pladnja. Pladenj nato pre-
makne v sredǐsčno pozicijo, iz dobljenih podatkov pa izračuna točke v skladu
z določeno ravnino.
Slika 5.3: Primer točk v prostoru, skeniranih s programom. V točki 0,0 je
izhodǐsče – gred servo motorja, na kateri je plošča s senzorji. Razdalja med
senzorjem in gredjo servo motorja je 70 mm in je vračunana v razdalje, iz
katerih program računa točke
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Tako dobljene kote v radianih, razdalje in točke, ter čas zaključka skeni-
ranja pošlje na topic.
Obseg skena in korak se da določati v programu. Program izračuna
začetni kot tako, da obsegu delovanja servo motorja odšteje obseg skena
in dobljeno vrednost deli z dve, končni kot pa dobimo tako, da začetnemu
prǐstejemo obseg. Vmesne kote dobimo tako, da začetnemu kotu in vsakemu
naslednjemu kotu prǐstejemo korak. Na ta način dobimo pozicije motorja, ki
jih zaporedoma pošiljamo servo motorju.
Iz teh kotov in pripadajočih meritev program izračuna podatke po nasle-
dnjih formulah
radiani = kot ∗ (π/180) (5.1)
odmikX = razdalja ∗ sin(radiani) (5.2)
odmikY = −razdalja ∗ cos(radiani) (5.3)
Program ima tudi možnost, da, če je definiran, dobiva izmerjene razdalje
od ultrazvočnega senzorja, vendar zaradi natančnosti na vsaki poziciji naredi
tri meritve, izloči tiste meritve, ki se bistveno razlikujejo od ostalih dveh,
izračuna povprečje treh meritev in to zapǐse v rezultat. Če se vse tri meritve
bistveno razlikujejo med sabo, točko zavrže.
5.6 Program za zaznavanje obrazov in QR
kod
Opis delovanja programa: Program sproži zaznavanje obraza ali zaznavanje
QR kode, ko preko topica dobi ukaz za zaznavanje obraza (zaznavaobraza)
ali zaznavanje QR kode (qrkoda).
Če dobi ukaz za skeniranje obrazov, najprej zajame sliko in potem s
pomočjo OpenCV knjižnice [28] pregleda, če na sliki zazna obraz. Če ga,
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potem izlušči zgornjo levo in spodnjo desno točno okvirja obraza, ter vǐsino
in širino okvirja, v katerem prepozna obraz. Dobljene vrednosti potem pošlje
na topic pozicija obraza.
Slika 5.4: Različni klasifikatorji, s katerimi detektor pregleduje sliko [29]
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Zaznavanje obrazov je implementirano po postopku, ki sta ga predsta-
vila Paul Viola and Michael Jones leta 2001 [30]. Algoritem predvideva, da
so določene značilnosti (HAAR features) obrazov že pridobljene s pomočjo
strojnega učenja. Detektor naj bi potem na sliki poiskal področja z obrazi,
a namesto, da bi na vsakem delu slike iskal značilnosti obraza, najprej izloči
tiste dele slike, za katere lahko z veliko verjetnostjo ugotovi, da ne vsebujejo
obraza. To stori s pomočjo preprostih klasifikatorjev, ki ne potrebujejo veliko
računske moči, potem pa z vsakim naslednjim korakom na območjih slike, ki
jih algoritem ni izločil, postopek nadaljuje s kompleksneǰsimi klasifikatorji.
Ta postopek se nadaljuje, dokler niso vsi deli izključeni ali pa najde del slike,
za katerega lahko z veliko verjetnostjo zagotovi, da predstavlja obraz.
Če dobi ukaz za skeniranje QR kode, potem s pomočjo Zbar knjižnice [31]
poskuša zaznati QR kodo na sliki. Če jo zazna, pošlje vsebino QR kode na
topic barcode.
Zaznavanje obrazov in QR kode naj bi, po prvotnih načrtih, potekalo
skozi celotno vožnjo robota, tako da bi se lahko robot odzval na zaznavo
že med samo vožnjo. Na žalost pa se je tekom razvoja robota izkazalo, da
je takšen postopek za računalnik prezahteven, zato sem program preuredil
tako, da pregleduje sliko na zahtevo. Vseeno sem ohranil prvotno strukturo
in mehanizem topic, to pa zato, ker bi lahko v bodoče z nadgradnjo robota z
noveǰsim in zmogljiveǰsim računalnikom, na katerem bi lahko uporabil enako
programsko kodo, robot deloval po prvotni ideji.
5.7 Program za premikanje pladnja med vožnjo
Opis delovanja programa: Program je namenjen temu, da med samo vožnjo
premika pladenj s senzorji levo in desno, tako da robot zazna tudi ovire,
ki se ne nahajajo naravnost pred robotom, hkrati pa ovirajo njegovo vožnjo.
Pladenj se obrača v kotu 90 stopinj, 45 stopinj v levo in 45 stopinj v desno od
sredǐsčne pozicije pladnja, korak kota pa je pet stopinj. Premikanje pladnja
sproži (start) ali prekine (stop) ukaz, ki ga program prejme preko topica.
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Ko je premikanje aktivno, program sproti izračunava pozicije servo motorja
in pošilja ukaze servo motorju, pri prekinitvi premikanja pa program servo
motorju pošlje ukaz za postavitev v sredǐsčno pozicijo.
5.8 Program za vožnjo s tipkovnico
Opis delovanja programa: Program je namenjen vožnji robota s pomočjo
tipkovnice na namiznem ali prenosnem računalniku. Deluje tako, da prebira
tipko, ki je trenutno pritisnjena na tipkovnici, in glede na to programu za
kontrolo motorjev pošlje ukaz za vožnjo v določeno smer.
Slika 5.5: Shema tipk na tipkovnici, uporabljenih za navigacijo robota [32]
Program zazna naslednje ukaze:
• T – robot se premika naprej,
• F - robot se obrača v levo,
• H – robot se obrača v desno,
• B – robot se premika nazaj,
• Y – izpǐse podatke o trenutni hitrosti robota,
• A – poveča hitrost,
• S – zmanǰsa hitrost,
• Esc – izhod iz programa.
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Vrednost hitrosti je lahko med 0 in 100, številka pa predstavlja kako dolg
je delovni cikel (duty cycle) motorja. Hitrost se nanaša samo na hitrost
pogonskih motorjev in ne vpliva na premike servo motorja oziroma pladnja
s senzorji.
5.9 Program za vožnjo s PS3 kompatibilno
konzolo
Opis delovanja programa: Program je namenjen vožnji robota s pomočjo
PS3 kompatibilne konzole. Program zaznava, kakšen status imajo tipke na
konzoli. Dokler ima določena tipka status 1, pošilja ustrezen ukaz za vožnjo,
ter preneha s pošiljanjem ukaza, ko tipka dobi status 0. Za delovanje tega
programa je potrebno namestiti paket Joy oziroma pognati program joy node
iz paketa joy.
Tipke na sliki:
1. robot se premika naprej,
2. robot se premika nazaj,
3. robot se obrača v levo,
4. robot se obrača v desno,
5. poveča hitrosti,
6. zmanǰsa hitrosti,
7. izhod iz programa,
8. izpǐse podatke o trenutni hitrosti robota.
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Slika 5.6: Shema tipk na PS3 kompatibilni konzoli, uporabljenih za navigacijo
robota
5.10 Program za samostojno vožnjo
Program služi za avtonomno navigacijo robota po prostoru. Ob zagonu naj-
prej prevzame trenutni kot, ki ga sporoča senzor za orientacijo v prostoru,
in ga nastavi kot ciljno smer, nato sproži premikanje pladnja s senzorji in
začne z vožnjo robota v ciljni smeri. Med samo vožnjo periodično preverja,
če je robot še v okviru ciljne smeri, kar pomeni, da je odstopanje robota
levo ali desno manǰse od treh stopinj. Če je odstopanje večje, potem popravi
pozicijo robota z obračanjem v levo ali desno, nato pa nadaljuje z vožnjo v
ciljni smeri.
Ko robot naleti na oviro, ki je bližje od 30 cm v smeri vožnje, ustavi
vožnjo in najprej pregleda, če v prostoru zazna QR kodo in če jo, potem
poskuša razbrati ukaz iz QR kode. Kode vsebujejo ukaze za nadaljnjo vožnjo
robota in skladno z ukazom se spremeni tudi ciljna smer robota. Trenutno
podpira štiri ukaze:
• left – obrat v levo za 90 stopinj,
• right – obrat v desno za 90 stopinj,
• turn – obraz v levo za 180 stopinj,
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• stop – zaustavitev vožnje.
Če robot naleti na QR kodo in uspešno prebere katerega izmed naštetih
ukazov, potem se obrne v določeni smeri, popravi ciljno smer, nato pa nada-
ljuje vožnjo v ciljni smeri.
Slika 5.7: Zaznavanje QR kode v prostoru
Če robot ne naleti na QR kodo, potem sproži skeniranje okolice. Ko
program dobi točke, z VFH algoritmom izračuna smer, v katero bi lahko
nadaljeval pot, da bi se izognil oviram, se obrne proti tej smeri in nadaljuje
z vožnjo. Pri izogibanju oviram robot ne spreminja ciljne smeri.
Robot nadaljuje vožnjo po prostoru in ponavlja opisane akcije toliko časa,
dokler ne naleti na ukaz stop. Takrat se robot ustavi in program zaključi
svoje izvajanje.
Pri postavitvi QR kod v okolju je potrebno paziti, da so kode postavljene
na vidnih mestih, do katerih robot lahko pride. Ker kod ne zaznava med
samo vožnjo, ampak takrat, ko se robot ustavi zaradi ovire, je najbolje, da se
kode postavijo na ovire same oziroma na mestih, kjer se bo robot zagotovo
ustavil. Lahko postavimo tudi več QR kod, ki robota usmerjajo glede na
izbrano pot, če obstaja možnost več možnih poti.
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Ko robot na svoji poti naleti na oviro, najprej sproži sken okolice in
program dobi preko topica točke, ki predstavljajo ovire v prostoru. Potem
po VFH algoritmu izračuna prehod, skozi katerega bi lahko robot šel, da se
izogne oviram.
VFH (Vector Field Histogram) [33, 34, 35, 36, 37, 38] je eden najbolj
razširjenih algoritmov za izogibanje oviram, ki delujejo za lokalno planiranje
poti. Algoritem sta leta 1991 predstavila Johann Borenstein in Yoram Koren
in deluje tako, da iz kartezijskega histograma, ki ga robot posodablja iz
podatkov pridobljenih iz naprav, ki merijo razdalje v okolici, kreira polarni
histogram, ki predstavlja vrednosti verjetnosti, da bo robot v določeni smeri
naletel na oviro. Iz tega polarnega histograma potem robot izbere tisti odsek,
ki predstavlja najmanǰse tveganje, da naleti na oviro in nadaljuje vožnjo v tej
smeri. Algoritem je doživel še dva popravka. Leta 1998 sta Iwan Ulrich and
Johann Borenstein predstavila izbolǰsan algoritem VFH+, ki v obzir vzame
tudi dimenzije robota in iz preračunavanja grafov izloči tiste dele prostora,
kjer je velika verjetnost, da se nahaja ovira, leta 2000 pa sta predstavila
VFH*, [35] ki uporablja A* iskalni algoritem za globalno planiranje poti
robota.
Ko program dobi točke iz okolja, najprej narǐse dvodimenzionalno matriko
okolice, kjer je izhodǐsče na sredini spodnjega roba, kar predstavlja točko,
iz katere robot meri razdalje v prostoru. Posamezna celica na matriki je
celoštevilčna vednost, ki lahko zavzame vrednosti med 255 (bela barva) in
0 (črna barva). Celice, kjer je senzor naletel na ovire, se obarvajo v črno
oziroma dobijo vrednost 0.
To matriko potem spremenim tako, da celicam, ki so v bližini točk,
odštejem določeno vrednost. Ta vrednost je odvisna od oddaljenosti točke
od robota in od oddaljenosti bližnje celice matrike od točke. Torej, celicam,
v okolici točk, ki so bližje robotu, odštejem vǐsje vrednosti, kot pa celicam
v okolici točk, ki so bolj oddaljene od robota. S tem dosežem, da za bližnje
točke obstaja večja verjetnost, da predstavljajo oviro kot pa za bolj oddaljene
točke.
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Slika 5.8: Shematski prikaz računanja odsekov. Na vsakem odseku imajo
celice, kjer se pojavljajo ovire, vrednosti, ki izražajo verjetnost pojavlja-
nja ovire. Večja ko je vrednost, večja je verjetnost. Odseki, ki imajo naj-
manǰso vrednost, predstavljajo možno pot mimo ovir. V mojem primeru sem
upošteval še vrednost sosednjih odsekov za bolj natančno določanje najbolǰse
poti mimo ovir. [34]
Potem zaradi lažjega preračunavanja verjetnosti v vsaki celici vrednost
spremenim tako, da trenutno vrednost odštejem od 255. Slika se spremeni
v svoj negativ, s tem pa dosežem, da imajo celice z večjo verjetnostjo ovire
tudi večjo vrednost, kar poenostavi seštevanje celic. To sliko potem razdelim
na poljubno število delov, in sicer tako, da vsak del predstavlja določen kot
slike gledano iz izhodǐsča. V mojem primeru sem sliko razdelil na 18 delov,
tako da vsak del predstavlja kot desetih stopinj. Potem za vsakega izmed
teh delov izračunam vsoto celic in tista vrednost, ki je najmanǰsa, predstavlja
odsek, kjer je najmanǰsa verjetnost, da se nahajajo ovire.
Da bi natančneje določil pravilni kot, sem iz izbora izločil krajne odseke
in sicer na vsaki strani šestino točk, tako da program upošteva osrednji dve
tretjini slike. Glede na to, da robot ne računa globalne poti do cilja in izbira
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zgolj lokalno izogibanje oviram, se mi je zdelo smiselno, da robot v čim večji
meri upošteva trenutno smer, saj sem se bal, da bodo krajni odseki bolj
prazni, a hkrati bo robot s tem tudi večkrat spreminjal smer. Pri poskusih
se je moja domneva izkazala za pravilno, saj se je robot v večini primerov
obrnil skrajno levo ali skrajno desno, ko je naletel na oviro.
Pri izboru odseka sem upošteval tudi vrednost sosednjih odsekov in sicer
polovico vrednosti levega in polovico vrednosti desnega odseka. S tem se
poskušam izogniti situacijam, kjer bi robot za nadaljevanje poti izbral odsek,
kjer sicer ni ovir, se pa ovire nahajajo v neposredni bližini, izbran odsek pa
je preozek, da bi robot nadaljeval vožnjo. To bi lahko vodilo k temu, da bi se
robot zaciklal ali izgubil veliko časa s skeniranjem okolice v žepih v prostoru.
S tem se sicer nisem v celoti izognil podobnim težavam pri bolj kompleksnih
terenih, sem pa precej zmanǰsal možnost, da pride do neželene situacije.
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Slika 5.9: Slika robota pred ovirami in sken točk.
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Slika 5.10: Originalne točke, obtežene točke, inverz obteženih točk ter razde-
litev na področja iz katerih robot izračunava smer za izogibanje oviram
Slika 5.11: Histogram skena
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Poglavje 6
Evalvacija ciljev
6.1 Evalvacija ciljev diplomske naloge
1. Zasnovati in sestaviti robota, ki naj bi bil sestavljen iz poceni
elektronskih delov in komponent, ki so lahko dosegljivi bodisi v
naših trgovinah s tovrstnim blagom, bodisi se jih da enostavno
in poceni naročiti preko spleta. Cena vseh sestavnih delov naj bi
dosegla višino približno 100 evrov.
Za prvi del cilja lahko rečem, da je v celoti izpolnjen. Vsi deli, ki sem
jih potreboval za robota, so bodisi dosegljivi pri nas, ali pa se jih lahko brez
posebnih težav naroči z ene izmed številnih e-trgovin. Po mojih izkušnjah
so najceneǰse tiste, ki so locirane na Kitajskem. Na njih se lahko dobi de-
jansko vse, pa tudi več, kar se potrebuje za tovrstne projekte, cene pa so
včasih tudi nenavadno nizke. Je pa na dostavo potrebno počakati vsaj dva
tedna, lahko se zavleče tudi na cel mesec. Paketi pridejo primerno zavaro-
vani pred poškodbami in pri naročilih v paketih ni bilo napačnih artiklov.
Na ostalih, bolj znanih e-trgovinah (Amazon, . . . ) je izbira nekoliko ožja,
a še vedno zadovoljiva, komponente so navadno dražje, poštnina se računa
posebej, naročeno pa je dostavljeno v roku dveh tednov. V slovenskih tr-
govinah je izbira komponent bolj skromna, cene pa so, sploh v primerjavi s
kitajskimi, do petkrat vǐsje. Če je roba na zalogi, je dobava hitra, prihaja pa
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NAZIV CENA v evrih DOBAVITELJ
Raspberry Pi 3B+ 39,03 IC Elektronika
Raspberry Camera Module V2 29,34 IC Elektronika
Motorji s kolesi 4 kosi 10,26 Banggood
Motor driver L298N 2,25 Banggood
UBEC 2,55 Banggood
Ultrazvočni senzor SRF05 1,17 Banggood
Laserski senzor VL53L0X 9 Banggood
Senzor za orientacijo v prostoru BNO055 13,02 Banggood
Servo motor Hitec HS-332HD 13 Modelar tehnik
Polnilne baterije AA 2700 mAh Ni-Mh8 kosov 30,72 Delko
Nosilec za baterije 2,92 Conrad
Tiskanje plastike 32,55 CTK
Micro SD kartica 32 GB Sandisk 8,71 Top solution
Tabela 6.1: Kosovnica robota
iz istega vira kot pri kitajskih e-trgovinah.
Sam sem se odločil, da nekaj komponent, predvsem dražje dele, kot so
računalnik in kamera, naročim pri naših ponudnikih, s katerimi tudi nisem
imel problemov v primeru reklamacij; ceneǰso, bolj potrošno robo, pa naročim
preko spleta. Naši ponudniki so bili IC elektronika, Modelar tehnik, Delko
in Centralna tehnǐska knjižnica Univerze v Ljubljani, preko spleta pa sem
naročal pri Banggood in Conrad.
Strošek vseh sestavnih delov za robota je tako znašal 194,52 evrov, kar
pomeni, da je cena vǐsja, kot sem načrtoval, vendar še vedno v okvirih spre-
jemljivega. Znesek stotih evrov je bil vseeno malce preveč optimističen. Še
vedno pa cena robota ostaja pod 200 evri, strošek pa se lahko zniža tudi
tako, da pobrskamo doma po predalih, če je kak ustrezen del morda ostal od
preteklih projektov.
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2.) Zasnova robota naj bi bila takšna, da navkljub enostavni
in poceni osnovi omogoča kar se da natančno upravljanje robota
preko računalnika.
Samo upravljanje robota poteka brez posebnih težav. Zamikov pri vožnji
s tipkovnico ali PS3 kompatibilno konzolo ni opaziti, vožnja je zvezna, smer
vožnje pa tudi načeloma ustreza. Precej je odvisno od samih komponent,
tako da se pri manj natančno izdelanih ali poškodovanih komponentah robot
ne premika povsem naravnost, zna pa pri avtonomni vožnji sam popravljati
smer, pri vožnji s tipkovnico ali konzolo pa lahko smer popravljamo sami.
Tudi obračanje robota je dovolj natančno, da se pri samostojni navigaciji
uspešno izogiba oviram.
S primerno hitrostjo zna robot premagati tudi klanec s kotom 20 stopinj
(33% strmina klanca).
3. Robot naj bi bila zasnovan tako, da ga lahko s pomočjo na-
vodil sestavi tudi oseba, ki nima formalne računalniške izobrazbe.
Zaradi pomanjkanja časa mi ni uspelo, da bi možnost sestavljanja robota
lahko prepustil tudi drugim, a sem poskušal robota zasnovati tako, da se-
stavljanje ne zahteva posebnih znanj ali spretnosti, razen osnovnega znanja
spajkanja.
Za sestavljanje robota sem pripravil tudi navodila, ki na enostaven in
nazoren način opǐsejo inštalacijo operacijskega sistema, sestavljanje robota
ter upravljanje z njim. Navodila vsebujejo tudi dovolj slikovnega gradiva, da
si lahko posameznik tudi vizualno predstavlja, kako je robot sestavljen.
4. Robot naj bi bil zasnovan tako, da ga lahko posameznik
prilagaja in nadgrajuje po svojih potrebah na čim bolj preprost
način. V okviru projekta bi moral zagotoviti:
• dosegljivost načrtov ohišja,
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• dosegljivost programske kode,
• dokumentiranost programske kode,
• navodila za namestitev operacijskega sistema,
• navodila za namestitev in uporabo programske opreme.
Vse naštete postavke so uresničene. Na povezavi https://github.com/
UrosSkrjanc/RoboRodney [39] je na voljo:
• programska oprema,
• navodila za inštalacijo sistema,
• navodila za sestavljanje robota,
• navodila za upravljanje robota,
• načrti vseh delov ohǐsja v STL (stereolithography) datotekah primernih
za 3D tisk,
• načrti vseh delov ohǐsja FCStd (FreeCAD Standard file format) dato-
tekah primernih za urejanje s FreeCAD aplikacijo.
5. Samo ohišje naj bi bilo zasnovano v dveh delih. Spodnji
del naj bi vseboval vso potrebno strojno opremo za pogon robota,
zgornji del pa naj bi služil kot nosilec senzorjev, tako tistih, ki
bi jih potreboval v okviru mojega projekta, kot tudi tistih, ki bi
jih posamezniki sami namestili na robota. Povezavo med sen-
zorji na zgornjem delu in strojno opremo na spodnjem delu naj
bi bilo mogoče preprosto prekiniti, tako da bi se zgornji del ro-
bota po potrebi lahko odstranil, možna pa naj bi bila preprosta
ponovna priključitev zgornjega dela robota ter povezava senzor-
jev na strojno opremo na spodnjem delu.
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Tudi ta cilj je v celoti dosežen. Ohǐsje robota je sestavljeno iz dveh fizično
ločenih delov, spodnji del je namenjen osnovnim komponentam (motorji, na-
pajanje in računalnik), zgornji pa ostalim komponentam (senzorji, kamera).
Komponente so med sabo povezane s kabli, ki se jih preprosto priklaplja in
odklaplja, na robotu pa je tudi dovolj prostora in lukenj za montažo dodatnih
komponent.
6) Programska oprema naj bi omogočala preprosto navigacijo
robota s strani uporabnika, omogočala pa naj bi tudi preprosto
samostojno navigacijo po prostoru. Navigacija naj bi bila mogoča
preko:
• SSH povezave na robota z namiznega ali prenosnega računalnika,
• VPN povezave z oddaljene lokacije,
• s pomočjo PS3 kompatibilne konzole.
Vse tri postavke so uresničene in tudi preizkušene.
7. Robot naj bi bil sposoben izvajati osnovno samostojno na-
vigacijo v prostoru, izogibanja oviram in odzivanja na določene
ukaze iz okolice. Robot naj bi bil namenjen vožnji po urejenem
terenu, na primer po stanovanju, v zaprtih prostorih. . .
Ta cilj se je v projektu izkazal kot najbolj zahteven. Po prvotnem načrtu
bi moral biti robot zmožen samostojne vožnje po prostoru glede na predhodno
določen zemljevid, med vožnjo bi se moral izogibati oviram, zaznavati obraze
in zaznavati gibanje v okolici. Ker se je tako kompleksna naloga za uporabljen
računalnik izkazala kot prezahtevna, sem moral cilj prilagoditi.
Najprej sem se zaradi težave z zaznavanjem pozicije v prostoru moral
odreči navigaciji po zemljevidu, zato sem določil nove cilje in sicer, da je
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robot sposoben samostojne vožnje proti določenemu cilju in da smer urav-
nava glede na zaznane QR kode po prostoru, med vožnjo pa lahko zaznava
obraze. Pri teh ciljih se je kontinuirani slikovni tok izkazal kot prezahteven
za ta računalnik, zato sem moral opustiti zaznavanje QR kod in obrazov
med vožnjo. Verjetno je bil vzrok temu obdelovanje slike s pomočjo OpenCV
knjižnice, tako da se je robot periodično, v skorajda enakih časovnih inter-
valih, resetiral sam od sebe.
Robot je sposoben samostojne vožnje po prostoru ter zaznavanja in izo-
gibanja ovir v prostoru, QR kode pa zaznava na zahtevo. Implementirano je,
da robot ob zaznani oviri pregleda, če se v okolici nahaja tudi kakšen izmed
ukazov zakodiran v QR kodo. Če ga zazna, ukaz izvede in nadaljuje z vožnjo.
8. Robota naj bi bilo mogoče uporabljati tudi kot manj zmo-
gljiv osebni računalnik, s pomočjo katerega bi lahko posameznik
opravljal osnovne dejavnosti, kot je brskanje po internetu, pre-
gledovanje elektronske pošte, urejanje tekstov in preglednic in po-
dobno.
Operacijski sistem, ki ga uporablja robot, je Ubuntu 18.04 z Mate oken-
skim vmesnikom, ki je prijazen do uporabnika. Uporabnik lahko na robota
priklopi tipkovnico, ekran in mǐsko ter z enostavnim postopkom zažene oken-
ski vmesnik, tako da robota uporablja kot manj zmogljiv računalnik.
6.2 Testiranje vožnje s tipkovnico in konzolo
Testiranje vožnje s pomočjo tipkovnice ali PS3 kompatibilne konzole je po-
tekalo tako, da sem postavil poligon, robota dal na začetno pozicijo, pognal
program za navigacijo in ročno vozil robota po poligonu. Upravljanje robota
s tipkovnico oziroma s konzolo je preprosto, vožnja je potekala brez težav,
robot pa se je po prostoru gibal enakomerno, le pri dalǰsih ravnih odsekih je
bilo potrebno občasno popraviti smer.
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Slika 6.1: Zaslon posnetka vožnje robota s pomočjo PS3 kompatibilne konzole
Izvedel sem tudi preizkus vožnje robota z oddaljene lokacije preko VPN
povezave. Robota se je dalo voziti na prav takšen način, kot bi ga imeli v
istem prostoru, prǐslo je le do rahlega zamika pri video povezavi, tako da
je premikanje robota po prostoru manj zvezno. Sama hitrost odzivanja v
terminalskem oknu je bila zadovoljivo hitra, tako da je opozorilo programa,
da se robot nahaja v bližini ovire, pravočasno za varno zaustavitev robota.
Testiral sem tudi, kakšen klanec je robot sposoben premagati. Iz pod-
stavka, visokega 23 cm in kartona dolgega 70 cm sem naredil preprosto
klančino s kotom 20 stopinj (33% strmina) in robot jo je premagal brez
posebnih težav. Sama vožnja navzgor je potekala brez problema, le pri za-
ustavitvi je malce zadrsal navzdol ter se po nekaj centimetrih ustavil. Na
klančini sem ga tudi uspešno zavrtel za 180 stopinj in spustil nazaj na rav-
nino. Predvidevam, da bi z drugačno podlago lahko premagal tudi bolj strmo
klančino.
60 Uroš Škrjanc
Slika 6.2: Robot na klančini
6.3 Testiranje samostojne vožnje
Za testiranje samostojne vožnje sem naredil 10 poligonov, od najbolj prepro-
stega, ko robot vozi naravnost in nazaj, pa do bolj zapletenih, ko poti robota
ni mogoče čisto natančno predvideti.
Na shemah poligonov sem z rumenimi in modrimi puščicami označil pred-
videno smer gibanja robota. Rumene puščice ponazarjajo smer od začetne
pozicije, modre pa povratek proti izhodǐsču oziroma cilju. S črno so označene
ovire, ki se jim mora robot uspešno izogniti. Vsi poligoni so zasnovani tako,
da se robot po oddaljevanju od izhodǐsčne pozicije obrne za 180 stopinj glede
na začetno smer in se vrne nazaj. V nekaterih primerih se vrača nazaj po
identični poti, pri nekaterih pa se poti rahlo razlikujeta.
Samo preizkušanje avtonomne vožnje robota je potekalo brez večjih težav.
Pri vsakem poskusu sem najprej postavil poligon, dal robota v začetno pozi-
cijo, ki je bila vedno enaka, ter pognal program za avtonomno vožnjo robota.
Na poligon nisem posegal, pa tudi robota na silo ni bilo potrebno zausta-
vljati ali ugašati. Ponovitev ni bilo veliko, za 10 poligonov sem potreboval
18 poskusov, kar vključuje tudi napake pri postavljanju poligona (napačne
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QR kode), prenehanje delovanja robota zaradi iztrošenosti baterij in občasnih
problemov pri senzorju za orientacijo v prostoru.
Poligoni so postavljeni na območju velikem približno 1m x 4 metre. Za
ovire sem uporabil 8 valjev, narejenih iz kartona, s premerom okrog 25 cm.
QR kode so bile natisnjene na listu A4 formata, vsak list je vseboval 3
identične slike QR kode, v levem in desnem spodnjem kotu ter v sredni
zgoraj.
Slika 6.3: Primer QR kode uporabljene na poligonu
Vožnja robota je potekala na poligonih v glavnem tako, kot sem predvidel,
le pri desetem poligonu je prihajalo do razlik. Narediti pot, kakršno sem
predvidel, robotu ni uspelo, pri enem poskusu je šel po identični poti, kot je
prǐsel do zadnje ovire, tudi nazaj, pri dveh poskusih pa je šel po poti, ki sem
jo dodal na shemo. Najprej je šel po poti rumenih, pri vračanju pa po poti
zelenih puščic.
Robot se pri avtonomni vožnji obnaša večinoma predvidljivo, le pri bolj
zapletenih poligonih lahko prihaja do manǰsih odstopanj. Je pa potrebno
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upoštevati tudi to, da robot ne uporablja globalne navigacije, ravna se zgolj
na osnovi lokalnih pozicij ovir. Zato bi bilo za bolj zanesljivo vožnjo po
zapleteneǰsih poligonih potrebno predvideti vse različne poti in pozicije QR
kod za usmerjanje robota postaviti tako, da bi po vsaki izmed možnih poti
prǐsel na predviden cilj.
Slika 6.4: Zaslon posnetka avtonomne vožnje robota
Posnetki voženj so dosegljivi na povezavi https://www.youtube.com/
playlist?list=PLomnabkSq39gKMseNrmro7SbcmmaOb-D- [40]
6.4 Možne izbolǰsave
Največja pomanjkljivost robota je v tem, da je njegova zaznava pozicij v
prostoru zelo omejena. To bi lahko izbolǰsal na dva načina.
Prvi je nadgradnja robota iz Raspberry Pi 3B+ računalnika na Raspberry
Pi 4 računalnik z 2GB ali 4GB pomnilnika. Ne samo, da ima računalnik
bistveno več pomnilnika, tudi procesor in grafični procesor sta precej zmo-
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gljiveǰsa kot pri predhodniku. Predvidevam, da bi bila tudi obdelava slike
precej hitreǰsa, kar bi uporabil za orientacijo v prostoru, pa tudi zaznavanje
okolice med vožnjo bi bilo predvidoma mogoče. Cena bi se v tem primeru
povečala za 10 evrov pri računalniku z 2GB pomnilnika oziroma za 25 evrov
pri računalniku s 4GB pomnilnika.
Tudi senzorja za orientacijo v prostoru BNO055 nisem imel možnosti
preizkusiti dovolj dobro, da bi videl, kaj vse omogoča, a glede na dobro
zaznavanje kota smeri v prostoru bi sklepal, da je tudi zaznavanje pospeškov
dovolj dobro za približno oceno odometrije. Čeprav ne morem pričakovati,
da bi bila zelo natančna, bi jo lahko v kombinaciji s skeniranjem okolice in
sliko s kamere uporabil za zadovoljivo orientacijo v prostoru.
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Slika 6.5: Sheme poligonov 1-5
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Slika 6.6: Sheme poligonov 6-7
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Poglavje 7
Zaključna beseda
Čeprav je rezultat dela malce drugačen od ideje, ki sem si jo zamislil na
začetku, vseeno mislim, da mi je uspelo narediti robota, ki dosega veliko
večino na začetku zastavljenih ciljev. Vsega ni bilo mogoče uresničiti, bo-
disi zaradi čisto tehničnih omejitev, pa tudi časovno omejitev je potrebno
upoštevati, navsezadnje, vsak projekt je na neki točki potrebno zaključiti in
dati na oceno.
Izbolǰsevanje robota je vsekakor možno. Tako ali tako je bil prvotni cilj
narediti robota kot osnovo, ki bi se ga dalo nadgrajevati. Vsem, ki bi jih
zanimalo, ponuja projekt široko paleto možnih nadgradenj, od same vožnje,
preko orientacije v okolici pa do bolǰse strojne opreme in zmogljiveǰsih sen-
zorjev. Če pa je to vseeno premalo, lahko posamezniki projekt pregledajo,
izluščijo osnove in začnejo uresničevati svoje, drugačne zamisli. Po mojem
mnenju ni veliko podobnih projektov, ki bi jih kdo tako razdelal in dal v
uporabo, kar je bila ideja te naloge.
Lahko rečem, da sem se iz narejenega kar veliko naučil. Začel sem
praktično brez predhodnih izkušenj s sestavljanjem robotov, z iskanjem in-
formacij, s pomočjo katerih bi lahko zastavljeni cilj dosegel. Večina rešitev,
na katere sem naletel, so uporabljale po eni strani preveč preproste rešitve,
po drugi pa tehnologije, ki so bile nedosegljive ali predrage za moj projekt,
tako da sem moral včasih tudi premisliti in kako rešitev izpeljati po vmesni
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poti. Čeprav je sam robot preprosta rešitev, je vseeno zahteval nekaj truda
in precej časa, v katerem sem nabral toliko izkušenj, da so mi jasne osnove
preprostih robotskih vozil in tudi smeri, v katere bi lahko robota še naprej
razvijal, če bo le čas in potrebna volja za to. Vseeno pa upam, da bo moje
delo koga doseglo in mu služilo vsaj kot navdih.
Literatura
[1] Robotics wikipedia. Dosegljivo: https://en.wikipedia.org/wiki/
Robotics, 2020. [Dostopano: 1. 2. 2020].
[2] Bostrom Nick. Superintelligence: Paths, Dangers, Strategies. OUP Ox-
ford, 2017.
[3] Spletna stran freecad. Dosegljivo: https://www.freecadweb.org/,
2020. [Dostopano: 1. 2. 2020].
[4] Navodila za uporabo freecad. Dosegljivo: https://www.freecadweb.
org/wiki/Tutorials, 2020. [Dostopano: 1. 2. 2020].
[5] 3d tisk v ctk. Dosegljivo: http://blog.ctk.uni-lj.si/2017/06/
javni-3-d-tiskalnik-v-ctk.html, 2020. [Dostopano: 1. 2. 2020].
[6] E-trgovina banggood. Dosegljivo: https://www.banggood.com/, 2020.
[Dostopano: 1. 2. 2020].
[7] How hc-sr04 ultrasonic sensor works & interface it with ardu-
ino. Dosegljivo: https://lastminuteengineers.com/arduino-sr04-
ultrasonic-sensor-tutorial/, 2020. [Dostopano: 1. 2. 2020].
[8] Ruixi Jia, Qingyu Xiong, Lijie Wang, Kai Wang, Xuehua Shen, Shan
Liang, and Xin Shi. Study of ultrasonic thermometry based on ultrasonic
time-of-flight measurement. AIP Advances, 6(3):035006, 2016.
[9] Newman Wyatt. A Systematic Approach to Learning Robot Program-
ming with ROS. Chapman and Hall Press, 2017.
69
70 Uroš Škrjanc
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