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Abstract
Transposable Elements (TEs) or jumping genes are the DNA sequences that have an
intrinsic capability to move within a host genome from one genomic location to another.
Studies show that the presence of a TE within or adjacent to a functional gene may alter
its expression. TEs can also cause an increase in the rate of mutation and can even
promote gross genetic arrangements. Thus, the proper classification of the identified
jumping genes is important to understand their genetic and evolutionary effects. While
computational methods have been developed that perform either binary classification or
multi-label classification of TEs, few studies have focused on their hierarchical
classification. The existing methods have limited accuracy in classifying TEs. In this
study, we examine the performance of a variety of machine learning (ML) methods and
propose a robust augmented Stacking-based ML method, ClassifyTE, for the hierarchical
classification of TEs with high accuracy.

KEYWORDS: Genes, Transposable Elements, Hierarchical Classification, Supervised
Learning, Machine Learning, Stacking
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Chapter 1 – Introduction
Transposable Elements (TEs) are repetitive genomic sequences. TEs are DNA sequences
that have the intrinsic capability to move within a host genome from one genomic
location to another. Barbara McClintock identified transposons or jumping genes [1] and
she introduced the concept of transposons through an analysis of genetic instability in
the inheritance of pigmentation in maize [1]. TEs make up a substantial fraction of the
host genome in which they reside. Genome sequencing projects have shown that TEs
make 25%-50% of mammalian genomes [2]. Numerous recent studies on the
identification and classification of TEs, along with their effects in the genome, show that
TE’s are not just “junk DNA”. On the contrary, they are responsible for genetic variability,
modifying gene function and expression, in addition to increasing the size of the genome
[2-5]. As they move from one position to another in the genome, they cause an assortment
of genetic instabilities, including mutations and chromosome breakage [4]. Therefore, the
proper classification of TEs is important to understand their specific role in germline and
somatic evolution. To perform the classification of transposable elements, several tools
are available. However, the accuracy of available tools is often low [6-12]. Therefore, we
proposed to build an effective machine learning model that can hierarchically classify
transposable elements up to the superfamily level of the Wicker’s taxonomy, potentially
opening a door to the identification of the role of TEs in genome evolution with higher
confidence.
1

Historically, the classification of TEs has been largely based on their mechanism of
transposition (“copy-and-paste” vs. “cut-and-paste”) together with the comparison of
their genomic structures and sequence similarities. On this basis, a taxonomy known as
the “unified classification system for eukaryotic transposable elements”, proposed by
Wicker et al. [13], exploits the hierarchical relationships between classes of TEs. This
taxonomy has been extensively utilized in the development of several automated TE
classification tools [6, 7, 9, 11]. According to this taxonomy, TEs are classified into two
classes. TEs of Class I, also known as retrotransposons, use the copy-and-paste
mechanism with RNA intermediates for transposition. Based on their structures,
retrotransposons are further classified into five orders: LTR, DIRS, PLE, LINE, and SINE.
These orders are further divided into a total of 15 different super-families. In contrast, the
class II transposons referred to as DNA transposons, use the cut-and-paste mechanism of
transposition without any RNA intermediates. Class II elements are further subdivided
into Subclass 1 and Subclass 2. Subclass 1 is further divided into 2 orders: TIR and
Crypton Likewise, Subclass 2 is also divided into 2 orders: Helitron and Maverick. These
orders are further divided into a total of 12 different sub-families. The detailed
classification used in this research is presented in Figure 1.
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Figure 1. Illustration of TEs Taxonomy proposed by Wicker et.al. [9].
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Outline: The remainder part of this thesis is organized as follows. In Chapter 2, we
review some relevant tools and research work related to hierarchical classification of TEs,
various hierarchical classification approaches and machine learning techniques (ML). In
Chapter 3, we describe the setup of our study. Here, we introduce the datasets, feature
extraction procedure, hierarchical classification techniques, evaluation metrics used in
our work and the motivation behind choosing hierarchical classification approach.
Chapter 4 includes elaboration on the parameter selection and optimization of several
state-of-the-art machine learning (ML) techniques implemented and compared in this
study, followed by details on the novel augmented Stacking-based ML framework.
Chapter 5 presents the results of different ML techniques including the Stacking-based
framework and the performance comparison to relevant state-of-the-art techniques.
Finally, Chapter 6 concludes the thesis work with the selection of best performing
predictor framework with future directions.
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Chapter 2 – Literature Review
In this section, we discuss research relevant to our study of the classification of
transposable elements including their features, hierarchical classification approaches and
the state-of-the-art machine learning methods.

2.1 Traditional Approaches for Transposable Elements Classification
Most of the available computational tools for the classification of transposable elements
perform binary or multi-class classification using either Hidden Markov Model (HMM)
profiles, homology with existing TEs or by applying machine learning techniques. Some
of the methods that adopt these approaches include: TEClass [11], REPCLASS [6] ,
PASTEC [9], LTRclassifier [7] and TE-LEARNER [8]. These tools, however, do not fully
explore the hierarchical relationships between different clades within the hierarchy.
TEClass uses tetramers and pentamers as features and support vector machine as a
machine learning method for binary classification of transposable elements. In TEClass,
a sequence is first classified into Class I or Class II. Then, if the sequence is assigned to
Class I, it is further classified into Non-Terminal Repeats (LTRs) and non-LTRs. Finally,
if classified as non-LTR then, it is further classified as either Long Interspersed Nuclear
Elements (LINEs) or Short Interspersed Nuclear Elements (SINEs).
Unlike TEClass, REPCLASS applies homology-based, structure-based and target
duplication approaches to classify TEs up to the order level of the Wicker’s taxonomy. In
5

contrast to both TEClass and REPCLASS, TE-LEARNER uses decision tree based firstorder random forest machine learning method to identify and classify TEs in a genome
focusing on LTR retrotransposons down to the super-family level. PASTEC and
LTRclassifier, on the other hand, use a Hidden Markov Model (HMM) recognition
method to classify TEs. PASTEC classifies unknown TEs to the order level, whereas
LTRclassifier classifies LTR retrotransposons up to the super-family level and provides a
basic annotation for them.
As TEs are present in abundance in the genome, systematic organization of them into
a hierarchical structure is important so that the taxonomy can be easily applied by both
experts and non-experts in research studies [13]. Hierarchical classification of TEs
exploits hierarchical relationships between classes, simplifying the understanding of
their intrinsic and extrinsic characteristics which, successively help to identify unknown
traits of new sequence based on the classified sequences.

2.2 Hierarchical Classification (HC)
HC consists of classification problems whose classes are organized in a predefined
hierarchy or taxonomy [14]. The taxonomy can either be represented by a directed graph
(DAG) or a treelike structure with class labels as nodes. In [14], the authors formally
defined the hierarchical classification problem as a 3-tuple (Υ, Ψ, Φ), where, Υ specifies
the hierarchy (either treelike or DAG), Ψ specifies whether the instance has single path
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of label prediction or multiple paths of label prediction and finally, Φ specifies whether
an instance has full depth labeling (mandatory leaf node prediction) or partial (nonmandatory leaf node prediction).
Various approaches and tools have been developed in the process of solving
hierarchical classification problems using machine learning. Real-world problems
addressed using HC methods include text classification [15], protein function prediction
[16] and classification of web content [17]. In the state of the art study on TE classification
[18], the authors introduced a hierarchical classification method to classify TEs using
Multi-Layer Perceptron (MLP), a class of neural networks, as a machine learning
technique. Using the publicly available repositories, the authors assembled hierarchical
TE datasets that can be used to validate machine learning models. Additionally, they
proposed two hierarchical classification strategies: non-Leaf Local Classifier per Parent
Node (nLLCPN) and Local Classifier per Parent Node and Branch (LCPNB) for the
specific purpose of a hierarchical classification of TEs. As reported, these strategies were
shown to be statistically competitive or even superior to earlier hierarchical strategies.
Both nLLCPN and LCPNB allow one local binary or multi-class classifier per node of the
class hierarchy (except the root node) to make non-mandatory leaf-node predictions by
replicating the internal node as a subclass of itself. However, the LCPNB approach tries
to avoid error propagation by taking advantage of local information, such as use of
prediction probabilities, to predict the final class. The same authors, in a separate study
7

[19] implemented Denoising Auto-Encoder (DAEs) and Deep MLP (DMLP) to improve
the performance of HC methods and presented a level-wise assessment of model
performance.
Apart from individual state-of-the-art machine learning techniques, a Stacking-based
approach for hierarchical classification of TEs was also introduced in the literature.
Stacking is an ensemble technique, which combines several machine learning algorithms
to create one predictive model [20]. It comprises of learning applied in two levels. The
prediction probabilities from selected base learners (first level learners) are augmented to
the original feature set to build a new feature-set. Then the meta-classifier (second level
learner) is trained on this new feature-set, reinforcing the final predictions. As the
combination of many classifiers could minimize the prediction error by exploring nonlinear relationships between layers of inputs and outputs, the performance of Stackingbased techniques has been reported to be competitive or higher in several machine
learning research studies [21-23].
Since Stacking approaches can attenuate the noisy data through exploring combined
power of different predictors, in a separate study [24], three different Stacking-based
approaches were proposed: Augmented-Stacking (AS), Cascade-Stacking (CS) and
Cascade-Augmented-Stacking (CAS) for hierarchical classification of TEs. The first
method, AS, concatenates the original features with the predictions from the base
classifiers to create instances with augmented feature vectors to train the meta-classifier.
8

In the second method CS, levels of stacking are implemented where the first stacking is
performed in a similar way as in regular stacking. However, for the training of the next
meta-classifiers, previous levels of predictions from base models are also concatenated as
extra features. Likewise, CAS combines both AS and CS. In CAS, along with the
probabilities from previous base models, the original feature set is also used to train metaclassifiers. Each of these Stacking-based approaches utilizes three different hierarchical
classification strategies to classify TEs: non-Leaf Local Classifier per Parent Node
(nLLCPN), Local Classifier per Node (LCN) and Local Classifier per Level (LCL).

2.3 Review of state-of-the-art Machine Learning Techniques (ML)
This section comprises of details about all the state-of-the-art machine learning methods,
their working principles, strengths and weaknesses.
2.3.1 k-Nearest Neighbors (kNN)
The k-Nearest Neighbors [25] method is one of the simplest methods in machine learning
which can be used for both classification and regression problems. It is also known as
lazy learning because the algorithm does not require explicit training phase before
classification. The training data is stored in memory and all the training data is needed
during testing phase as well. It is a nonparametric technique for estimating a regressing
curve or a decision boundary without making a strong assumptions [25].

9

The algorithm is based on feature similarity. A case is classified by a majority vote of
its neighbors, with the case being assigned to the class most common among its k nearest
neighbors. For a given case, it identifies the k nearest data points using distance formula
in the training data. Then the case is assigned to the class based on the majority vote
among its identified k neighbors. The value of k is usually taken as odd number. This
algorithm is computationally expensive since the algorithm stores all the training data.
However, can be highly accurate specially for nonlinear data.
2.3.2 Logistic Regression (LogReg)
Logistic Regression [26] is a classification algorithm which transforms its output using
the logistic sigmoid function to return a probability value which can then be mapped to
two or more discrete classes. Logistic regression fits the data into linear regression model,
which is then acted upon by a logistic function, also called the sigmoid function. The
sigmoid function is an S-shaped curve that can take any real-valued number and map it
into a value between 0 and 1. Since the values between 0 and 1 are probabilities, one way
to construct a classification algorithm is to threshold them at 0.5. We can therefore say
that logistic regression predicts the probability of a case belonging to a class. LogReg is
very simple, easy to implement and efficient to train machine learning algorithm that is
mostly used in predictive modelling.
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2.3.3 Random Forest (RF)
Random forest [27] is an ensemble learning algorithm that utilizes the predictive ability
of multiple trained learners to create a single better performing model. The algorithm
creates lots of individual decision trees on a randomly selected feature subspace of a
training feature space. Using bagging (Bootstrap Aggregation which involves creating
several subsets of data from training sample chosen randomly with replacement), each
decision tree is trained on the randomly selected subset of the training data. To classify
an unlabeled instance, each decision tree determines its class label i.e. each decision tree
“votes” the unlabeled instance for the class that it has determined for an instance. Then
the classification that has most votes from the overall trees in the forest is chosen as the
final class label of the unlabeled instance. Although RF algorithm is complex and require
more computational resources, it is extremely flexible, have high accuracy and can handle
different feature types like binary, categorical and numerical.
In the RF, randomization is also applied when selecting the best node to split on.
During the construction of multiple decision trees in the RF, randomization in selecting
best node to split on can be achieved various algorithms such as information gain
between the features, Gini index heuristics, Chi-Square or using splitting value typically
equal to √𝑀, where M is the number of features in the dataset.

11

2.3.4 Extremely Randomized Tree (Extra-Tree)
Extra-Tree (ET) [28], also known as extremely randomized trees, is a tree-based ensemble
approach for classification and regression problems. The ET, like Random Forest
algorithm, randomizes certain decisions and subsets of data to minimize over-learning
from the data and overfitting. The ET algorithm creates lots of individual decision trees
on a randomly selected feature subspace of a training feature space. Each decision tree is
trained on the randomly selected subset of training dataset created without
bootstrapping of observations. Also, the nodes are split based on random splits among a
random subset of the features selected at every node rather than best splits. So, in extratrees the randomization is obtained by randomizing both feature space and cut-point
choice while splitting a tree node. The main strength of ET is its computational efficiency
and its high performance in presence of noisy features.
2.3.5 Adaptive Boosting (AdaBoost)
AdaBoost is an ensemble learning method that combines the learning from weak learners
to generate a robust model. The algorithm generates a set of classifiers as weak learners.
The most commonly used weak learners in AdaBoost is decision trees. AdaBoost builds
weak models by using boosting my resampling i.e. training from the random subsets of
the training data. After training each classifier the algorithm assigns weight to each
training data point. It then assigns higher weight to the misclassified data point so that it
appears in the training subset of next classifier with higher probability. After each
12

classifier is trained, the weight is assigned to the model as well based on its accuracy. The
models with higher weight have more impact in generating final robust model. The final
model is then created with the combination of all the trained models. The predictions are
made by majority vote of the weak learner’s predictions, weighted by their individual
accuracy.
AdaBoost can achieve similar classification results as other powerful classifiers as
SVM with much less tweaking of parameters and can be less susceptible to the overfitting
problems than most learning algorithm. However, it can be sensitive to noisy data and
choosing weak classifier that works best is a bit tricky.
2.3.6 Gradient Boosting Classifier (GBC)
Gradient Boosting Classifier (GBC) [29] implements gradient descent algorithm to
optimize any differentiable loss function along with the concept of boosting. It is also
known as MART (Multiple Additive Regression Trees) and GBRT (Gradient Boosted
Regression Trees). The GBC generates a set of weak classifiers (generally decision trees)
and trains them based on random subsets of data in a gradual, additive and sequential
manner. The algorithm identifies the shortcomings of models using gradients on the loss
function. The loss function typically depends on the problem space. It is one of the most
powerful techniques for building predictive models since gradient boosting algorithm
allows to optimize user specified cost function and often works great with categorical
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and numerical values. But, it can be computationally expensive and memory exhaustive
as GBC require many trees (>1000) and a large grid search during parameter tuning.
2.3.7 eXtreme Gradient Boosting Classifier (XGBC)
The XGBC [30] algorithm is an effective implementation of gradient boosting framework.
Gradient boosting is an approach where new models are created that predict the residuals
or errors of prior models and then added together to make the final prediction. It is called
gradient boosting because it uses gradient descent algorithm to optimize the loss function
or user specified cost function. The classifier provides a distributed and parallel gradient
boosting and is specially designed for speed and performance. It is a software library that
supports gradient boosting algorithm, stochastic gradient boosting with sub-sampling at
the row, column and column per split levels and regularized gradient boosting with both
L1 and L2 regularization. The library provides a system with parallelization, distributed
computing, memory management and cache optimization.
2.3.8 Support Vector Machine (SVM)
SVM [31] is a powerful and widely used supervised machine learning algorithm in both
industry and academia. The algorithm looks at the extreme of the dataset and draws a
decision boundary or hyperplane in an N-dimensional space (N – the number of features)
that best separates the classes. The main objective of SVM is to find a hyperplane that has
maximum margin, i.e. the maximum distance between support vectors of both classes.
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Here the support vectors are the critical data points in the training dataset that lie closest
to the hyperplane and are most difficult to classify.
In most of the machine learning problems, the feature space is not linearly separable.
Because of this reason, the SVM algorithm is implemented using a kernel trick. The
concept behind using kernel is to map the non-linearly separable dataset into a higher
dimensional feature space so that the best separable hyperplane can be found. The most
commonly used kernel functions are linear kernel, polynomial function and radial-basis
function.
SVM yields effective performance in the cases where the number of features is greater
than the number of samples i.e. it works well in high dimensional spaces. The algorithm
generates robust model with better predictive confidence than neural networks for
smaller dataset, however selecting the appropriate kernel function and hyperparameters
of SVM can be tricky.
2.3.9 Multi-Layer Perceptron (MLP)
Multi-layer perceptron [32], a supervised learning algorithm, is a class of an artificial
neural network (ANN) with feedforward network of learning. In this class of ANN, the
information travels in one direction only, towards the output layer. The algorithm is
commonly used to learn a function to map an input to an output. The MLP has three or
more layers of artificial neurons that form a directed, acyclic graph. All the features are
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in the input layer are called input neurons. The output layer has output neurons specified
according to the way the target values of the training patters are described. All the nodes
that are neither input neurons nor output neurons are called hidden neurons. The
connections in the network are associated with specified weights and biases and
activation functions are proposed for each of the hidden and output nodes. The algorithm
utilizes backpropagation technique which improves the network by calculating the
weights update in an iterative, recursive and efficient method until the network is able to
learn the appropriate internal representation to allow it to learn any arbitrary mapping
of input to output. MLP usually requires large dataset for training purpose and is
computationally expensive but is highly popular because of its ability to solve complex
problems.
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Chapter 3 – Experimental Setup
In this section, we describe our approach for training and validation dataset collection,
feature extraction, hierarchical classification strategies and the performance evaluation
metrics used in this study.

3.1 Dataset Collection
Three hierarchical datasets previously established by Nakano et.al [18], are used in this
study to train and validate the machine learning framework. Two out of three hierarchical
datasets were extracted from Plant Genome and System Biology (PGSB) [33] and,
REPBASE [3], respectively, and the third dataset (PGSB + REPBASE) was created by
combining the PGSB and REPBASE. The repetitive DNA sequences from PGSB and
REPBASE public repositories were first preprocessed, and then, hierarchically organized
as a tree and labeled according to the taxonomy proposed by Wicker et.al. [13]. Each
sequence collected from both the repositories is numerically labeled. The numerical label
of the TE class represents its position in the hierarchy in the Wicker’s taxonomy. For
example, if a TE sequence is labeled as Copia, it is numerically labeled as (1.1.1), which
represents that Copia (1) is a superfamily of order LTR (1), which in turn is a subclass of
Class I (1) retrotransposons.
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Table 1. Dataset Statistics.
Number of
Instances

Number of
Features

Classes Per
Level

PGSB

18678

336

2/4/3/5

REPBASE

34559

336

2 / 5 / 12 / 9

PGSB+REPBASE

53049

336

2 / 5 / 12 / 9

Datasets

Table 1 shows some of the properties of the datasets that we used in our study. The
first column of the table gives the total number of instances in the individual dataset, the
second column is about the total number of features used to train our machine learning
models and the third column provides information about the number of classes available
per level in each dataset. In Table 2, Table 3, and Table 4 we further describe PGSB,
REPBASE, and PGSB + REPBASE datasets respectively, which include different types of
classes present in the database, the class numeric code, and the number of instances
associated to each class.
3.1.1 PGSB Dataset
The PGSB data repository contains repetitive sequences from different plant genomes.
Specifically, PGSB is a compilation of plant repetitive sequences from different databases
such as TREP, TIGR repeats, PlantSat and Genbank. The hierarchical dataset generated
from this repository contains 18,680 instances. It is evident from Table 2, the class
distribution in the PGSB dataset is significantly imbalanced, with the number of
18

Retrotransposons being almost 8 times greater than that of the number of DNA
Transposons. Additionally, not all classes of TEs are present in the PGSB dataset.
Furthermore, as can be seen in Table 1, the number of classes at each level in the PGSB
dataset is significantly lower as compared to the number of classes at each level in the
REPBASE dataset.
Table 2. Total Number of instances in PGSB dataset.
Retrotransposons

(1)

[15998]

(1.1)

[3432]

Subclass 1

Copia

(1.1.1)

[4279]

TIR

Gypsy

(1.1.2)

[7625]

LINE

(1.4)

SINE

(1.5)

LTR

DNA Transposons

(2)

[2680]

(2.1)

[1080]

(2.1.1)

[0]

Tc1-Mariner

(2.1.1.1)

[356]

[471]

hAT

(2.1.1.2)

[63]

[191]

Mutator

(2.1.1.3)

[320]

PIF-Harbinger

(2.1.1.8)

[141]

CACTA

(2.1.1.9)

[720]

Nomenclature: Class name, (level) and [number of instances].

3.1.2 REPBASE Dataset
The REPBASE data repository is a compilation of repetitive DNA sequences from across
eukaryotic species. As can be seen in the Table 3, this dataset consists of 34,559 instances
in total with, the number of Retrotransposons being almost 2 times greater than that of
the number of DNA Transposons. Furthermore, there are a greater number of classes of
both Retrotransposons and DNA Transposons present in this dataset. However, the
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number of instances for few leaf-node classes are low or even not available in the dataset
(for example 7SL, 5S and Merlin).
Table 3. Total Number of instances in REPBASE dataset.
Retrotransposons

(1)

[22414]

(2)

[12145]

(1.1)

[560]

Subclass 1

(2.1)

[4242]

Copia

(1.1.1)

[6313]

TIR

(2.1.1)

[0]

Gypsy

(1.1.2)

[10068]

Tc1-Mariner

(2.1.1.1)

[2351]

Bel-Pao

(1.1.3)

[1827]

hAT

(2.1.1.2)

[2437]

DIRS

(1.2)

[374]

Mutator

(2.1.1.3)

[735]

LINE

(1.4)

[0]

Merlin

(2.1.1.4)

[73]

R2

(1.4.1)

[78]

Transib

(2.1.1.5)

[123]

RTE

(1.4.2)

[439]

P

(2.1.1.6)

[376]

Jockey

(1.4.3)

[242]

Piggybac

(2.1.1.7)

[353]

L1

(1.4.4)

[1566]

PIF-Harbinger

(2.1.1.8)

[874]

I

(1.4.5)

[194]

CACTA

(2.1.1.9)

[581]

SINE

(1.5)

[124]

tRNA

(1.5.1)

[505]

7SL

(1.5.2)

[95]

5S

(1.5.3)

[29]

LTR

DNA Transposons

Nomenclature: Class name, (level) and [number of instances].

3.1.3 PGSB + REPBASE Dataset
We used a combined single dataset comprised of both PGSB and REPBASE. The
Combined dataset provided us with increased number of total classes and instances. As
can be seen in the Table 4, this dataset consists of 53,049 instances in total with, the
number of Retrotransposons being almost 2 times greater than that of the number of DNA
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Transposons. Consequently, there are a greater number of classes of both
Retrotransposons and DNA Transposons.
Table 4. Total Number of instances per class in PGSB + REPBASE dataset.
Retrotransposons

(1)

[38412]

(2)

[14637]

(1.1)

[3992]

Subclass 1

(2.1)

[5322]

Copia

(1.1.1)

[10592]

TIR

(2.1.1)

[0]

Gypsy

(1.1.2)

[17693]

Tc1-Mariner

(2.1.1.1)

[2707]

Bel-Pao

(1.1.3)

[1827]

hAT

(2.1.1.2)

[2500]

DIRS

(1.2)

[374]

Mutator

(2.1.1.3)

[1055]

LINE

(1.4)

[471]

Merlin

(2.1.1.4)

[73]

R2

(1.4.1)

[78]

Transib

(2.1.1.5)

[123]

RTE

(1.4.2)

[439]

P

(2.1.1.6)

[418]

Jockey

(1.4.3)

[242]

Piggybac

(2.1.1.7)

[353]

L1

(1.4.4)

[1566]

PIF-Harbinger

(2.1.1.8)

[1015]

I

(1.4.5)

[194]

CACTA

(2.1.1.9)

[1301]

SINE

(1.5)

[315]

tRNA

(1.5.1)

[505]

7SL

(1.5.2)

[95]

5S

(1.5.3)

[29]

LTR

DNA Transposons

Nomenclature: Class name, (level) and [number of instances].

3.2 Feature Extraction
Feature extraction is the major step in determining a robust model. The k-mer frequency
count in bioinformatics is simple in principle yet can reveal important information about
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a fasta sequence, including the relative distribution of substrings within the nucleotide
sequence. An example is shown in Figure 2.

Figure 2. An example of Feature Extraction procedure from a sequence.

In this study, k-mers with K=2, K=3, and K=4 were used to generate a total of 336
features, which have been used in training the model. Counting k-mers of each sequence
was performed using a computational tool known as BFCounter [34]. BFCounter uses
bloom filter, which is a probabilistic data structure to store all the observed k-mers. The
total of 336 features (k-mers) were generated using this method of feature extraction.
Table 5 shows the statistics of the features used in the study.
Table 5. Types and Number of Features.
Feature Type
K=2
K=3
K=4

Number of Features
16
64
256

3.3 Hierarchical Classification Strategies
Here, we discuss two state-of-the-art hierarchical classification strategies that we used in
this study to classify TEs hierarchically. Non-Leaf Local Classifier per Parent Node
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(nLLCPN) and Local Classifier per Parent Node and Branch (LCPNB) the two
hierarchical classification approaches proposed in the paper [18]. These algorithms were
specifically designed and tested to avoid error propagation during training and testing
of models for hierarchical classification of TEs. Because of the nature of the TE datasets
being generated with labels that do not support mandatory-leaf node prediction, the
algorithms were designed to allow predictions for non-mandatory leaf node prediction,
i.e. the prediction from the intermediate node is also treated as a valid prediction. A
classifier in each parent node learns to distinguish among its sub-classes and itself by
allowing a parent node to add an extra node to itself as a child node, consequently,
supporting non-mandatory leaf node prediction.
3.3.1 non-Leaf Local Classifier per parent Node (nLLCPN)
In nLLCPN, a multiclass classifier is trained for each parent node or non-leaf node of the
hierarchy. During the testing phase, all the trained local classifiers were stacked as a
hierarchy of a flat classifier and using a top-down approach, predictions were made. It
follows the top-down classification approach in which the final path of classification is
given by the path with higher probabilities. The non-mandatory leaf node prediction is
the stopping criteria for this classification approach. Under this criterion, the
classification of an instance can be stopped at the internal node as a classifier associated
with an internal node predicts itself. So, to achieve internal leaf node prediction, the
algorithm nLLCPN replicates itself as a child node of its own.
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Figure 3 illustrates how nLLCPN supports non-mandatory leaf node prediction. A
trained classifier is associated with every parent node (dashed rectangular boxes in the
figure), and the bold line represents the path of final classification of a sample TE. Note
that if an instance may be classified, for example, as class 2.1, but does not belong to class
2.1.1 then, nLLCPN replicates itself as a child node of its own such that the instance can
be classified as 2.1 as can be seen in figure 3.

Figure 3. Classification using nLLCPN Hierarchical Classification Strategy.

3.3.2 Local Classifier per Parent Node and Branch (LCPNB)
In LCPNB classification strategy, the training phase is the same as that used in the
nLLCPN strategy i.e., a multiclass classifier was trained at each parent node or non-leaf
node of the hierarchy. LCPNB supports non-mandatory leaf node prediction in a
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different way. During the classification or testing phase, a new instance is provided as an
input to the trained classifier of every parent node and the prediction probabilities were
acquired for all the classes. Then the average probabilities of all the possible paths from
the root to the nodes representing classes were calculated. The final classification of an
instance was then chosen as the path with the highest average probability value.

Figure 4. Classification using LCPNB Hierarchical Classification Strategy.

A trained classifier associated with every parent node is shown by the dashed
rectangular box in the figure 4, the value inside each bracket is the prediction probability
associated with the particular class and the bold line represents the path of final
classification of a sample TE.
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3.4 Performance Evaluation
In this section, we discuss the different ways in which we evaluated the performance of
the different machine learning models. The performance evaluation of hierarchical
classification of TEs can be measured by using standard metrics but modified to evaluate
the classification at the hierarchical levels. In this research, we used hierarchical
performance metrics which were highly recommended in the paper by Silla and Freitas
[14]. These hierarchical metrics are hierarchical Precision (hP), hierarchical Recall (hR)
and hierarchical F-measure (hF) and are defined by formulas 1, 2 and 3 respectively. We
have applied the 10-fold cross-validation strategy to compute the performance metrics
on each test fold using formulas 1, 2, and 3 and then recorded the average over 10
executions.

hP =

∑i|Pi ∩ Ti |
(1)
∑i|Pi |

hR =

∑i|Pi ∩ Ti |
(2)
∑i|Ti |

hF =

2 ∗ hP ∗ hR
(3)
hp + hR

Here, Pi is a set of predicted class(es) and Ti is a set of true class(es) for a test sample i.
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Chapter 4 – Machine Learning Approaches
In this section, we elaborate on all the individual state-of-the-art machine learning
algorithms and the Stacking-based approach implemented in this study.

4.1 Learning Algorithms
According to the No Free Lunch theorem developed by Wolpert et. al [35], in machine
learning aspect, it can be surmised that every problem is unique, and no specific
algorithm works best for every problem. The selection of learning algorithm depends on
the size and the quality of data, roughness of the decision boundary, computational time
to be considered and the problem definition. Henceforth, we tried different algorithms
for our hierarchical classification problem and then evaluated the performance of each
model using hierarchical evaluation metrics. We then proposed a novel Stacking-based
ML framework for hierarchical classification of transposable elements.
We investigated nine supervised machine learning algorithms in different parameter
settings. We used simple yet sometime much effective algorithms such as k-Nearest
Neighbors (kNN) [25], Logistic Regression (LogReg) [26], ensemble algorithms based on
bagging and boosting such as Random Forest (RF) [27], Extremely Randomized Trees
(ET) [28], AdaBoost [36], Gradient Boosting Classifier (GBC) [29], eXtreme Gradient
Boosting Classifier (XGBC) [30], Multi-Layer Perceptron (MLP) [32] and Support Vector
Machines (SVM) [31].
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We used the Scikit-learn library [37] to build models and tune the parameters of all of
the aforementioned learning algorithms. We used the Hit-and-Trial method for
parameter selection for some machine learning algorithms, whereas for some ML
algorithms, we used the default parameter settings. Since not all algorithms provide
significant

improvement

with hyperparameter optimization, we

implemented

optimization only for SVM. SVM with the appropriate kernel can have better accuracy
with the prediction, especially if the dataset is non-linearly separable and the problem
domain comprises of high-dimensional space. SVM being powerful and popular in
pattern recognition and classification problems in many fields such as bioinformatics [38],
image classification [39], and text classification [40], perhaps provided us confidence in
focusing it on being a predictor framework.
As parameters, for KNN, we used k = 15, for ET and RF, 1000 estimators with the
maximum depth of 8 were used and for GBC 2000 estimators, 0.2 learning rate and
max_depth of 8 were used. For LogReg, XGBC and AdaBoost default parameter settings
were used. Likewise, MLP with one hidden layer with 200 nodes with logistic activation
function was implemented the same as that used in the state-of-the-art method.
Likewise, we identified the proper combination of cost (C) and gamma (𝛾) parameters
of SVM with RBF kernel to achieve good classification performance of the predictor. We
identified the proper combination of cost (C) and gamma (𝛾) parameters of SVM with
RBF kernel to achieve a better classification performance of the predictor. To optimize the
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RBF kernel parameter (𝛾) and the cost parameter C, we used a grid search technique [41].
We identified the optimal values of parameters for each of the three datasets by grid
search using a 10-fold cross-validation technique.
In the training phase, we generated the subsets of the dataset for all parent nodes (note
that each subset of a dataset contains feature-set with all its child nodes) and invoked the
individual machine learning algorithms in above mentioned parameter setting. So, for
each fold of a training dataset, every parent node in the graph, machine learning model
was developed.
In the testing phase, for each fold of test dataset, we used both nLLCPN and LCPNB
hierarchical classification strategies to test our predictors. The models were evaluated
based on the predictions using hierarchical evaluation metrics and the average of the
metrics for 10-fold test datasets was recorded.

4.2 Framework for Stacking-Based Models
In this section, we describe the novel Stacking-based machine learning framework for
hierarchical classification of TEs. We applied the Stacking technique [42] to generate a
hierarchical classification predictor (named, ClassifyTE).
Stacking, an ensemble technique, combines several machine learning algorithms to
create one predictive model. The prediction probabilities from selected base learners are
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augmented to the original feature set to build a new feature-set. Then the meta-classifier
is trained on this new feature-set, reinforcing the final predictions.
Stacking implementation has at least two levels of learning stages. In our study, we
prepared one layer of base learners and one layer of meta-learner. In the first stage of
learning, we generated ML models for based layers using Scikit-learn library [37]. All the
first level prediction probabilities from these base models were used as features and
augmented with the original feature vector. Then, the augmented feature vector was used
for training final level of learner or, the meta-classifier.
4.2.1 Selection of Base and Meta Learners
Considering machine learning algorithms are based on different working principles, we
explored several state-of-the-art ML algorithms – KNN, ET, RF, SVM, AdaBoost, LogReg,
GBC and XGBC. The selection of base and meta-learners was influenced by the
underlying principle of the selected algorithm. We created different combinations of base
learners with KNN, SVM, LogReg and at least one learner among the pool of tree-based
classifiers, ET, RF, AdaBoost. Likewise, one meta-classifier was chosen from among SVM,
LogReg, and GBC for different combinations of base learners. As shown in Table 6, we
generated five different combinations of base classifiers including the meta-classifier,
leading to different Stacking-based models. As shown in Table 6, we generated five
different combinations of base classifiers and meta-classifier leading to different
Stacking-based models.
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Table 6. Executed Combinations of Stacked Models.
Models

Combination of Base Classifiers

Meta classifier

CM1

KNN + SVM + ET

LogReg

CM2

KNN + SVM + RF + AdaBoost

LogReg

CM3

KNN + SVM + ET + LogReg

SVM

CM4

KNN + RF + LogReg

GBC

CM5

KNN + RF + LogReg

XGBC

4.2.2 Training and Testing Procedure
We trained our Stacking models with two datasets (PGSB and REPBASE) and a combined
dataset. A 10-fold cross-validation technique was implemented to generate 10 training
datasets and 10 testing datasets from each of the original sample datasets. The hierarchy
of the classes in the datasets was represented by a graph which had a total of six parent
nodes in PGSB dataset, seven parent nodes for the REPBASE dataset and seven parent
nodes for the combined dataset.
In the training phase, we used a state-of-the-art framework to generate the subsets of
the dataset for all parent nodes (note that each subset of a dataset contains a feature-set
with all its child nodes) and invoked our proposed stacked generalization-based
framework to train different tiers of learners. Initially, each base classifier was trained
with the subsets of the dataset, and prediction probabilities were generated using the
same subset as a test dataset for each parent node. All prediction probabilities were
concatenated with the original dataset to generate a new subset of training dataset which
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was finally used as a training set to train meta-classifier. So, for each fold of training
dataset, every parent node in the graph, a stacked model was developed by training
different combination of base classifiers and meta-classifier. Finally, a stack of trained
models for each parent nodes was produced which was then ready for the testing phase.
Figure 5 represents the training phase for our proposed Stacking-based framework.
In the testing phase, for each fold of test dataset, we used LCPNB classification
strategy as illustrated in figure 4 to test our Stacking-based models. Each model was
evaluated based on prediction using hierarchical evaluation metrics and the averages of
the metrics for 10-fold-test datasets were recorded.
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Figure 5. (a) Training base classifiers with the instances of child nodes (X1), which gives a set of
prediction probabilities (Prob). (b) A new feature set (X2) resulted by augmentation of the set of
prediction probabilities (Prob) with the feature vector (X1).
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Chapter 5 – Results and Discussions
In the first part of this section, we present a comparative analysis of the two hierarchical
classification methods that we used in this study. We also compare the performance of
individual machine learning algorithm with the learning algorithm used in the state-ofthe-art method. Then, the next part of this section comprises of the analysis of
performances of our proposed Stacking-based framework for hierarchical classification
of TEs.

5.1 Performance Comparisons
In this section we present performance comparison of two hierarchical classification
strategies along with that of individual machine learning algorithms.
5.1.1 Hierarchical Classification Strategies
The results in this section are from the experiments we performed on two hierarchical
classification strategies for transposable elements - non-Leaf Local Classifier per Parent
Node (nLLCPN) and Local Classifier per Parent Node and Branch (LCPNB). We analyzed
the performances of LCPNB and nLLCPN using 8 different machine learning models.
The models were trained on three different datasets PGSB, REPBASE, and Combined of
PGSB and REPBASE. We found that performance of LCPNB strategy is competitive to or
higher than that of nLLCPN.
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Table 7. Performance of two Hierarchical Classification Algorithms for different ML
Models.
PGSB
ML Models

REPBASE

PGSB + REPBASE

hf LCPNB

hf nLLCPN

hF LCPNB

hF nLLCPN

hF LCPNB

hF nLLCPN

MLP

0.858

0.838

0.848

0.838

0.845

0.839

GBC

0.898

0.899

0.847

0.845

0.866

0.865

KNN

0.894

0.898

0.805

0.818

0.822

0.839

LogReg

0.859

0.861

0.776

0.784

0.782

0.781

RF

0.884

0.845

0.807

0.733

0.82

0.742

ET

0.811

0.828

0.673

0.668

0.679

0.675

XGBC

0.868

0.863

0.773

0.767

0.822

0.769

SVM

0.905

0.9

0.886

0.883

0.883

0.881

Best scores are bold faced.

hierarchical F-measure (hF)

hF Comparisions for PGSB Dataset
0.92
0.9
0.88
0.86
0.84
0.82
0.8

0.78
0.76
MLP

GBC

KNN

LogReg

RF

ET

XGBC

SVM

Machine Learning Methods
hF nLLCPN

hF LCPNB

Figure 6. Shows comparative results of different Machine Learning
Approaches in the PGSB Hierarchical dataset.
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hierarchical F-measure (hF)

hF Comparisions for REPBASE Dataset
1
0.8
0.6
0.4
0.2
0
MLP

GBC

KNN

LogReg

RF

ET

XGBC

SVM

Machine Learning Models
hF nLLCPN

hF LCPNB

Figure 7. Shows comparative results of different Machine Learning
Approaches in the REPBASE Hierarchical dataset.

hierarchical F-measure (hF)

hF Comparisions for PGSB + REPBASE Dataset
1
0.8
0.6
0.4
0.2

0
MLP

GBC

KNN

LogReg

RF

ET

XGBC

SVM

Machine Learning Models
hF nLLCPN

hF LCPNB

Figure 8. Shows comparative results of different Machine Learning
Approaches in the Combined Hierarchical dataset.

Table 7 compares the prediction outputs of the learners for two classification strategies.
Local Classifier per Parent Node and Branch gave better or same hierarchical F-measure
for all the learners especially for Multi-layer Perceptron (a type of neural network),
Randomized Forest (RF) and Support Vector Machine (SVM) highlighted in Table 7. As
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recommended in the paper [18] and from this result, we can, with higher confidence, state
that the LCPNB strategy has an overall significant impact on the hierarchical
classification of transposable elements. The superior performance of the algorithm is
obtained because average probabilities of all the paths are computed before making a
final classification of an instance. Figure 6, 7 and 8 show graphical representation of the
comparison between the hierarchical F-measure (hF) between various learners for two
classification strategies on PGSB, REPBASE and combined datasets.
5.1.2 Machine Learning Methods
Here we analyze the performance of eight classifiers MLP, GBC, KNN, LogReg, RF, ET,
XGBC, and SVM that we explored on the best recommended hierarchical classification
strategy - LCPNB. Table 8 highlights the performance of optimized SVM (Support Vector
Machines) ML algorithm with RBF-kernel. SVM gave best recall (hR) and precision (hP)
leading to best hierarchical balanced accuracy (i.e. hF) for all the datasets. For PGSB,
REPBASE and Mixed datasets balanced accuracy (hF) values are 0.905, 0.886 and 0.881
respectively.
Further, we completed a comparative analysis of the performance of the SVM with
that of learning algorithm used in the state-of-the-art hierarchical classification
framework. MLP with one hidden layer with 200 nodes with logistic activation function
was implemented using Scikit-learn Library in the existing framework. The results from
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the classifier are also shown in Table 8 where, hF of MLP on PGSB, REPBASE, and mixed
datasets are 0.858, 0.848, and 0.845 respectively. We found that there was room for
enhancement of prediction of a hierarchical classification of transposable elements which
was thus obtained by applying SVM.
Table 8. Performance of Individual Machine Learning Algorithms on LCPNB
classification strategy.
RF

ET

0.847

0.880

0.816

0.862

0.907

0.899

0.871

0.889

0.806

0.873

0.903

0.898

0.894

0.859

0.884

0.811

0.868

0.905

0.841

0.836

0.794

0.764

0.794

0.655

0.760

0.883

hR

0.856

0.858

0.816

0.788

0.820

0.692

0.786

0.889

hF

0.848

0.847

0.805

0.776

0.807

0.673

0.773

0.886

PGSB

hP

0.836

0.857

0.815

0.768

0.810

0.667

0.815

0.878

+

hR

0.854

0.875

0.829

0.797

0.830

0.690

0.829

0.884

REPBASE

hF

0.845

0.866

0.822

0.782

0.820

0.679

0.822

0.881

PGSB

REPBASE

Metric

MLP

GBC

KNN LogReg

hP

0.852

0.895

0.890

hR

0.865

0.901

hF

0.858

hP

XGBC SVM

Best scores are bold faced.

5.3 Performance of SVM based Model
In this section, we evaluate the performance of the optimized SVM based model for three
datasets and compare it with the state-of-the-art method. Table 9 shows the overall
performance of the SVM-based predictor framework for two hierarchical classification
strategies on three datasets. The values of hierarchical Recall (hR), hierarchical Precision
(hP) and hierarchical F-measure (hF) for three datasets on two hierarchical classification
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strategies can be observed in Table 9. The optimized SVM with RBF kernel gives an
outstanding hierarchical F-measure (hF) as compared to the state-of-the-art method.
From Table 10, we observe our predictor presented percentage improvement with respect
to the MLP-based state-of-the-art method.
Table 9. Performance of SVM-based predictor.
PGSB

REPBASE

PGSB + REPBASE

nLLCPN
hR

0.897

0.887

0.879

hP

0.908

0.879

0.882

hF

0.903

0.883

0.881

LCPNB
hR

0.904

0.890

0.884

hP

0.907

0.881

0.880

hF

0.905

0.885

0.882

Table 10. Percentage improvement of SVM based method.
PGSB

REPBASE

PGSB + REPBASE

nLLCPN
MLP

0.848

0.838

0.839

SVM

0.903

0.883

0.881

(imp. %)

(7.4%)

(5.4%)

(5%)

LCPNB
MLP

0.858

0.848

0.845

SVM

0.905

0.885

0.882

(5.48%)

(4.48%)

(4.26%)

(imp. %)

Here, ‘imp. %’ indicates percentage improvement achieved by our SVM based method
over the respective state-of-the-art method.
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From the Table 10, the optimized SVM with RBF kernel gives an outstanding
hierarchical F-measure (hF) as compared to individual the state-of-the-art method. We
observe our SVM based predictor presented percentage improvement with respect to the
MLP-based state-of-the-art method.

Theoretically we know that SVM algorithm implemented using an appropriate kernel
trick works well in high dimensional feature spaces. Also, optimizing hyperparameters
of a machine learning method provides better performance of the predictor. Since we
chose

best

performing

kernel

trick

and

tuned

the

hyperparameters

using

computationally exhaustive grid-search, we were able to generate the best performing
individual machine learning based predictor model using SVM with RBF kernel.

5.3 Evaluation of Stacked Models
In this section, we evaluate the performance of stacked models for three datasets and
compare the best model with the state-of-art method. All the stacked models were trained
and tested using a 10-fold cross-validation technique. Based on our results in section 5.1.1,
we adopted the LCPNB classification strategy for testing our stacked models.
The experimental results in Table 11 show the highest performing models for each
dataset highlighted. For PGSB and REPBASE datasets, CM2 model with the combination
of KNN, SVM, RF, AdaBoost as base classifiers and LogReg as meta-classifier performed
best among all models. Whereas, for the mixed dataset (PGSB + REPBASE), CM1 model
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with KNN, SVM, and ET as base classifiers and LogReg as meta-classifier outperformed
all the other trained models. However, observing Figure 9, we see the results of the CM1
model seemed to be more consistent for all the datasets, giving hF of 0.915 for PGSB
dataset, 0.889 for REPBASE and 0.892 for the mixed dataset. Henceforth, we select CM1
as our final predictor.
Table 11. Performance of Stacked Models through 10-fold Cross Validation using LCPNB
Classification Strategy.
PGSB

REPBASE

PGSB + REPBASE

ML Models

hP

hR

hF

hP

hR

hF

hp

hR

hF

CM1

0.913

0.916

0.915

0.882

0.897

0.889

0.889

0.895

0.892

CM2

0.918

0.917

0.918

0.887

0.899

0.893

0.854

0.874

0.864

CM3

0.906

0.912

0.909

0.887

0.897

0.892

0.886

0.895

0.891

CM4

0.904

0.914

0.909

0.873

0.884

0.878

0.884

0.895

0.889

CM5

0.906

0.914

0.911

0.872

0.884

0.878

0.874

0.887

0.880

Best scores are bold faced.
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Hierarchical F-measure (hF)

hF Comparisions for five Stacked Models
0.94
0.92
0.9
0.88
0.86
0.84
0.82
PGSB

CM1

REPBASE
Datasets
CM2

CM3

CM4

PGSB +REPBASE

CM5

Figure 9. Illustration of Comparisons between Stacked Models.

5.4 Performance of ClassifyTE
From the evaluation of different stacked models, we finalized our predictor ClassifyTE
as CM1. In this section, we compare the performance of ClassifyTE with state-of-the-art
Stacking-based classification approaches. The values of the evaluations metrics are
obtained from Stacking approaches introduced in [24].

The framework of final Stacking-based predictor model – ClassifyTE is illustrated in
the figure above. It consists of k-NN, Extremely Randomized Trees (ET) and optimized
SVM with RBF kernel classifiers in the base level whose predictions are combined by
Logistic Regression as a meta classifier. Along with the optimization of hyperparameters
of SVM and implementation of machine learning methods of completely different
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working principles in the base level may have improved the generalization accuracy of
the predictor framework.

Figure 10. (a) Training base classifiers of ClasifyTE framework with the instances of child nodes
(X1). Testing using LCPNB classification strategy on the same training dataset a set of prediction
probabilities (Prob) are obtained. (b) A new feature set (X2) resulted by augmentation of set of
prediction probabilities (Prob) from base models with the feature vector (X1), used to train a meta
classifier.
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Table 12. Comparison of ClassifyTE with other state-of-the-art Stacking-Based Methods
on PGSB, REPBASE, and Mixed datasets.
Method/Metric

PGSB

REPBASE

PGSB + REPBASE

0.88

0.81

0.82

(3.98%)

(9.75%)

(8.78%)

0.88

0.79

0.8

(3.98%)

(12.53%)

(11.5%)

Cascade Augmented Stacking

0.88

0.81

0.81

(imp. %)

(4%)

(9.75%)

(10.12%)

ClassifyTE

0.915

0.889

0.892

(avg.imp. %)

(4%)

(10.68%)

(10.13%)

Augmented Stacking
(imp. %)
Cascade Stacking
(imp. %)

Here, ‘imp. %’ indicates percentage improvement achieved by ClassifyTE over the respective state-of-theart method. ‘avg.imp. %’ indicates the average percentage improvement achieved by Classify TE.

From Table 12, we observed that the predictive performance of classifyTE is higher
than the listed state-of-art-methods. We observed that classifyTE presented improvement
of 4%, 10.68% and 10.13% over all the state-of-art stacking based hierarchical classification
methods. In the state-of-the art methods, different combinations of machine learning
methods have been explored only in the meta layer of learning but not in the base layer.
Likewise, we have implemented Stacking with the hierarchical classification algorithm,
Local Classifier per Parent Node and Branch (LCPNB), which has been verified as better
performing in context of hierarchical classification of transposable elements.

44

Hierarchical F-measure (hF)

Improvement of ClassifyTE for each datasets
0.94
0.92
0.9
0.88
0.86
0.84
0.82
0.8
MLP

SVM

ClassifyTE

Machine Learning Techniques
PGSB

REPBASE

PGSB + REPBASE

Figure 11. Representation of improvement of hierarchical F-measure in
three different Machine Learning Approaches.

5.5 Level-wise Performance of SVM-based Model and ClassifyTE
Likewise, Table 13 shows the results of the state-of-the-art MLP method, SVM model and
ClassifyTE based on level-wise prediction performance respectively. From the table it is
evident that the Stacking-based model, ClassifyTE, exhibits better level-wise
performance than the SVM based model. The better performance of ClassifyTE on the
level-wise would have been possible because the stacked model trained of the dataset
was able to better generalize at every level of the hierarchy. ClassifyTE can provide much
better level-wise performance with the datasets having a greater number of training
instances from level 3 and level 4. So, increase in number of TEs in order and super family
of the taxonomy in our datasets would be an impactful in the hierarchical classification.
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Table 13. Level-wise results of the hierarchy for three datasets for LCPNB
Hierarchical Classification Strategy.
hF MLP

hF SVM

hF ClassifyTE

PGSB

Level 1
Level 2
Level 3
Level 4

0.920
0.907
0.808
0.496

0.950
0.945
0.857
0.618

0.959
0.953
0.863
0.680

REPBASE

Level 1
Level 2
Level 3
Level 4

0.933
0.922
0.835
0.694

0.959
0.950
0.872
0.753

0.962
0.952
0.877
0.762

PGSB + REPBASE

Level 1
Level 2
Level 3
Level 4

0.923
0.913
0.821
0.652

0.952
0.943
0.854
0.705

0.958
0.950
0.864
0.726
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Chapter 6 – Conclusions
In this thesis research, we first compared two hierarchical classification approaches,
nLLCPN, and LCPNB and found out that the performance of the LCPNB approach is
competitive or superior with most of the machine learning methods. So, we recommend
LCPNB hierarchical classification strategy to be used in future experiments. Secondly, we
implemented eight machine learning approaches with the aim of determining individual
ML algorithms that can provide the best prediction of the hierarchical classes of a
transposable element. The balanced accuracy of our proposed optimized SVM with RBF
kernel outperformed all the machine learning algorithms. Consequently, the proposed
SVM based method can recognize the class of transposable elements in a hierarchy with
better confidence. Finally, knowing that the predictions can be improved using Stacked
Generalization, we also proposed Stacking-based machine learning framework for
hierarchical classification of transposable elements.
The improvement in the prediction of the hierarchical classification of transposable
elements achieved in this study is significant. The automated tool based on these
improved models will be helpful for identifying the class of transposable elements with
better confidence. This will reduce the problem in further studies on activities of
particular transposable elements in genome. Also, the tedious manual work of classifying
TE up to its super-family level will be reduced which will serve bioinformatics
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researchers to focus on studying several other aspects of TEs. Finally, the framework
build in this research work is designed in such a way that it can be modeled for any
hierarchical dataset, thus providing flexible and scalable framework for other researchers
in solving hierarchical classification problems using machine learning methods.
In future, the tool based on ClassifyTE will be publicly available in web platform. In
order to further improve the performance of the model, we would like to explore different
features of TEs including their structural and bio-chemical properties and other
hierarchical classification approaches.
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