A standard tool for model selection in a Bayesian framework is the Bayes factor which compares the marginal likelihood of the data under two given different models. In this paper, we consider the class of hierarchical loglinear models for discrete data given under the form of a contingency table with multinomial sampling. We assume that the Diaconis-Ylvisaker conjugate prior is the prior distribution on the loglinear parameters and the uniform is the prior distribution on the space of models. Under these conditions, the Bayes factor between two models is a function of their prior and posterior normalizing constants. These constants are functions of the hyperparameters (m, α) which can be interpreted respectively as marginal counts and the total count of a fictive contingency table.
Introduction
We consider data given under the form of a contingency table representing the classification of N individuals according to a finite set of criteria. We assume that the cell counts in the contingency table follow a multinomial distribution. We also assume that the cell probabilities are modeled according to a hierarchical loglinear model (henceforth called hierarchical model). The multinomial distribution for the hierarchical model is a natural exponential family of the general form L(θ) −1 exp θ, t µ(dt) where µ is the generating measure and L is its Laplace transform. The DiaconisYlvisaker [7] conjugate prior has the general form
where m and α are hyperparameters and I(m, α) is the normalization constant. Massam et al. [16] have identified and studied the Diaconis-Ylvisaker conjugate prior for the so called baseline constrained loglinear parametrization of the multinomial for hierarchical models. This prior is a generalization of the hyper Dirichlet defined by Dawid and Lauritzen [6] for graphical models Markov with respect to decomposable graphs. Since decomposable graphical models, and more generally graphical models, form a subclass of the class of hierarchical models we will call this prior the generalized hyper Dirichlet. The hyper Dirichlet distribution is also used in discrete Bayesian networks as a prior for the cell parameters of the multinomial distribution of counts for the directed subgraphs formed by each discrete variable and its parents (see [12] ). For the generalized hyper Dirichlet or the hyper Dirichlet, α is a positive scalar while m is a vector. The scalar α can be interpreted as the total sample size of a fictive contingency table and m can be interpreted as the vector of various marginal counts of the same table. It is therefore traditional to take α small relatively to the total data count N. In this paper, we will use the loglinear parametrization for the hierarchical model and the generalized hyper Dirichlet as the prior, as defined in [16] .
In a Bayesian framework, the Bayes factor is one of the main tool for model selection in the class of hierarchical models. The aim of this paper is to study the behaviour of the Bayes factor for the comparison of two hierarchical models J 1 and J 2 when α is very small, i.e., when α → 0. The motivation for this study is twofold. First, it has been observed that as α → 0, in general, the Bayes factor will select the sparser model, that is the model with the parameter space of smallest dimension or equivalently the model with the least number of interactions. This is commonly called the phenomenon of regularization, Second, Steck and Jaakkola [20] , Proposition 1, have shown that, however, this is not always the case and that, in fact, the behaviour of the Bayes factor between two Bayesian networks differing by one edge only depends upon a quantity which they call d EDF , effective degrees of freedom, and which depends solely on the data. Comparing two such Bayesian networks is equivalent to comparing two graphical models on three variables, the saturated model and the model Markov with respect to the graph A 3 , i.e., the two-link chain, with one conditional independence. It is therefore natural to seek a generalization of the results in [20] when two arbitrary hierarchical models are considered.
Our aim is to formally explain when the sparser model is selected, when it is not and why. We also want to develop tools to predict what the behaviour of the Bayes factor will be, for two given models.
Since in the case of the Diaconis-Ylvisaker conjugate prior, the posterior probability of model J given the data is equal to the ratio of the posterior and prior normalizing constants, we will be led to study the asymptotic behaviour, as α → 0, of the normalizing constant I(m, α) in (1) . In this study, two important mathematical objects will surface. The multinomial distribution for a given hierarchical model J is a natural exponential family. We denote by C the interior of the convex hull C of the support of the measure generating this multinomial distribution. The convex polytope C, together with its faces, is the first important mathematical object. The position of the data with respect to C, that is whether the data is in C or on one of the faces of C, will determine the behaviour of the Bayes factor. The second important mathematical object is the characteristic function J C of this polytope C; J C (m) is defined in the literature as the volume of the polar set of C − m (see [3] ). It is through J C that we will be able to find the asymptotic behaviour of I(m, α). Our central statistical result is that, as α → 0, the Bayes factor B 1,2 between two hierarchical models J 1 and J 2 behaves as follows:
where D is a positive constant and k i , i = 1, 2 are, respectively, the dimension of the face of C i containing the data in its relative interior. When the data is in both the open convex sets C i , i = 1, 2, we have of course that B 1,2 ∼ Dα
and this explains that in general the Bayes factor favours the sparser model since, in general for low-dimensional tables, the data is in the open polytope C i . However with modern genetic or sociological data, we often deal with very sparse high-dimensional tables. In that case, the data may well be on a face of dimension k i < |J i |. Then, as shown in [20] for three-factor models, the sparser model is not necessarily favoured by the Bayes factor. We do not consider, in this paper, the case α → +∞ since in that case, the behaviour of I(m, α) is well-known (see for example [19] or [11] ).
Here is a detailed description of the content of this paper. As mentioned above, we assume a multinomial distribution for the counts and the generalized hyper Dirichlet prior for the loglinear parameters, as given in [16] . However, in order to efficiently describe the geometry of C, we simplify the notation in [16] . This new notation is given in Section 2.1. In Section 2.2, we derive a characterization of the hierarchical model which is close to that given in Proposition 3.1 of Darroch and Speed [4] . Though not central to the derivation of our main result, this characterization strengthens our understanding of the hierarchical model. In Section 2.3, we summarize §2 in [16] and give a precise description of the measure µ generating the multinomial distribution, of its support and of the interior C of the convex hull C of this support. In Section 3, we describe properties of J C (m) and I(m, α). Theorems 3.1, 3.2 and 3.3 give, respectively, the expression of J C (m) in terms of the affine forms defining the facets of C, the behaviour of I(m, α) when m ∈ C and α → 0, and the behaviour of J C (z) as z tends to the boundary of C along a straight line. These results are used in Section 4 where we give our main statistical result, Theorem 4.1 which yields equation (2) . We thus have a precise description of the behaviour of the Bayes factor depending on the position of the data on the convex polytope C i , i = 1, 2 of the two models being compared. We show in Section 4.3 that our results comprise the results in [20] as a particular case. In fact, we give a generalization of the concept of effective degrees of freedom to allow for the comparison of two arbitrary decomposable models. In Proposition 4.2 using the generalized effective degrees of freedom, we give a quick and easy way to predict the behaviour of the Bayes factor. Since faces of C can only be obtained through the facets of C, in Section 5, we return to the geometry of C and its facets. This set of facets has already been studied in the literature for certain binary hierarchical models (e.g. [5] or [13] ). In Theorem 5.1, we describe a category of facets common to all hierarchical models. This constitutes a new result. For example, for the hierarchical model with four vertices {a, b, c, d} and all three-way interactions (abc), (bcd), (cda), (dab), no facets of C were known. In Corollary 5.1, we show that the special category of facets given in Theorem 5.1 actually gives all the facets of C when the model is decomposable. We conjecture that this characterizes decomposable graphical models. Finally in Section 5.3, for the convenience of the reader, we present some known results about the facets of C for graphical models Markov with respect to a cycle, using the notations of the present paper.
Preliminaries

The notation
While we keep the traditional notation as given in [6] for cells and cell counts of the contingency table, we simplify the notation introduced in [16] for the set of nonzero loglinear parameters.
Let V be a finite set of indices representing |V | criteria. We assume that the criterion labelled by v ∈ V can take values in a finite set I v . We consider N individuals classified according to these |V | criteria. The resulting counts are gathered in a contingency table such that
for the D-marginal cell. We write R I for the space of real functions i → x(i) defined on I. The element x ∈ R I is seen sometimes as a vector, sometimes as the function i → x(i) on I.
Let D be a family of non empty subsets of
In order to avoid trivialities we assume ∪ D∈D D = V. In the literature such a family D is called a hypergraph (see [15] ) or an abstract simplicial complex (see [9] ) or more simply the generating class (see [8] ). Following the notation introduced in [4] , we denote by Ω D the linear subspace of x ∈ R I such that there exist functions λ D ∈ R I for D ∈ D depending only on i D and such that
The hierarchical model generated by D is the set of probabilities p = (p(i)) i∈I on I such that p(i) > 0 for all i and such that log p ∈ Ω D . It is convenient to write for p in
where λ ∅ does not depend on i and is thus a constant. Needless to say the representation (3) is not unique.
We now introduce the notions we will need later to express the baseline constrained loglinear parameters used in the present paper. We first select a special element in each I v . For convenience we denote it 0. By abuse of notation, we also denote 0 in IIf j = j ′′ the result is trivially true. If j = j ′′ and j ′′ ⊳ j ′ ⊳ j with j fixed, then j ′ is entirely determined by its support S(j) since j ′ S(j ′ ) = j S(j ′ ) . The principle of inclusion exclusion says that for A ⊂ C where C = A we have A⊂B⊂C (−1) |B| = 0. Applying this to A = S(j ′′ ) and C = S(j) gives the desired result and (9) is proved. Note that (9) implies that H * is injective and that the vectors (H * (e j )) j∈J are independent. 2
The following proposition characterizes D in terms of the linear application H and its adjoint H * . Its corollary describes the hierarchical model.
is the direct sum of the 1-dimensional space K of constants and the image of
The dimension of Ω D is
To see this, let us consider for D ∈ D the linear space E D of functions i → λ D (i) defined on I and depending only on i D . This space is isomorphic to R I D with the notation I D = v∈D I v and therefore has dimension
We now prove that a basis of the linear space E D is given by a vector generating the space K of constants and by the set of the 
To complete the proof we use the fact that Ω D = D∈D E D (not a direct sum). Therefore Ω D = K ⊕ im(H * ). Note that im(H * ) can be seen as the subspace of the x ∈ Ω D such that x(0) = 0. The basis if im(H * ) being the set of vectors {H * (e j ) S(j) = D, D ∈ D} it then becomes clear that
The proposition is proved.
2 Corollary 2.1 The probability p = (p(i), i ∈ I) belongs the hierarchical model generated by D if and only if there exist θ = j∈J θ j e j ∈ R J and a real number θ 0 such that log p = θ 0 + H * (θ) (10) that is, for all i ∈ I, log p(i) = θ 0 + j∈J j⊳i θ j .
Moreover, θ ∈ R J is uniquely defined by
and θ 0 is uniquely defined by e −θ 0 = L(θ), where
The discrete hierarchical model generated by D is a manifold of dimension |J|.
The results of the corollary above are not new of course. The characterization of the hierarchical model is close to that given in Proposition 3.1 of [4] when one chooses what is called in that paper the substitution weight function for the averaging operator.
The multinomial distribution as a natural exponential family
We will now use the proposition above to express the density of the multinomial distribution for the hierarchical model generated by D. We consider a contingency table with cells i = (i v , v ∈ V ) ∈ I and cell counts n = (n(i), i ∈ I) with i∈I n(i) = N obtained from N i.i.d. observations of a multivariate Bernoulli variable with parameter (p(i), i ∈ I), i.e. with distribution i∈I p(i)δ g i . For E ⊂ V we write i E ∈ I E and
for the E-marginal cell and E-marginal count respectively. For the particular case E = S(j), j ∈ J we abbreviate n(j S(j) ) as
Then, using (10), (8) and (7) we have
which, using (11) we rewrite i∈I p(i)
The multinomial distribution for the model generated by D is therefore a natural exponential family on R J and is generated by a discrete measure on R J whose Laplace transform is L(θ) N . For f i as defined in (6), we have L(θ) = i∈I e θ,f i and therefore L is the Laplace transform of the counting measure
The corollary is obtained by taking J i = {j ∈ J ; j ⊳ i}. Let us prove Proposition 2.2. Proof: Trivially any extreme point of C is an f i for some i. Conversely let us show that for some given i 0 , f i 0 is an extreme point of C. Suppose that there exist non negative numbers (λ i ) i∈I such that i∈I λ i = 1 and f i 0 = i∈I λ i f i . We are going to show that necessarily λ i = 0 if i = i 0 . By the definition of the f i
We observe first that if
If not there exists a j 0 ∈ J i \ J i 0 and therefore f i 0 , e j 0 = 0. But (15) contradicts this since f i 0 , e j 0 ≥ λ i > 0. Therefore, writing
Since the e j 's are independent, it follows that i∈A(i 0 ), j ∈J i λ i = 0 and since the λ's are nonnegative, this will imply λ i = 0 for each i = i 0 , i ∈ A(i 0 ) if we can show that there exists a j 0 such that j 0 ∈ J i 0 \ J i . This clearly true and therefore we conclude that λ i = 0 if i = i 0 . This proves that f i 0 is an extreme point. 2.4 The DY conjugate prior for the loglinear parameters
As seen in Corollary 2.1, the hierarchical model generated by D can also be characterized by the set J as defined in (4) . Moreover, from (13), we see that the multinomial distribution of n for the model J can be written in terms of the marginal counts t J = (t(j), j ∈ J). It is the natural exponential family with density, with respect to µ ⊗N , equal to
where µ is as in (14) and C(n) is constant with respect to θ. Following [7] , the DY conjugate prior for θ indexed by α > 0 and by m J ∈ C is defined as the probability on R J with density
is the normalizing constant. This family of priors is conjugate and the posterior probability of θ given the data n = (n(i)) i∈I in the contingency table is
Let H denote the set of all hierarchical models on the given set of variables. If we assume that the prior distribution on H is discrete, then the posterior distribution of J given the data is
In classical Bayesian model selection, the most probable models are selected by means of Bayes factors. More precisely, models are compared two by two by means of the Bayes factor B 1,2 between model J 1 and model J 2 . In our framework
where, for the sake of simplicity, m, t, I are indexed by i = 1, 2 rather than by J 1 , J 2 and where m 1 and m 2 have been chosen in C 1 and C 2 respectively. The aim of the present paper is to find the limit of B 1,2 when α → 0. If we assume that n(i) > 0 for all i ∈ I, then t k /N is in the interior of C k and under these circumstances the second factor in the right-hand side of (17) has the finite limit I 1 (
, N). For the first factor in (17), we will show that I(m, α) ∼ α→0 J C (m)α −|J| where J C (m) will be studied in the next section. Thus when α → 0 the Bayes factor is equivalent to
.
If we do not assume that n(i) > 0 for all i ∈ I, then t k /N might be on the boundary of C k for at least one k = 1, 2 and we will have to further study the behaviour of I(m, α) and J C (m). This is done in the following section.
The limiting behavior of the prior normalizing constant
We give three fundamental theoretical results in this section. We assume that m is in the interior of C, the convex hull of the measure µ as defined in (14) . Theorem 3.1 gives the general form of J C (m) in terms of the affine forms defining the facets of C. Theorem 3.2 gives the limit of I(m, α) when α → 0 and Theorem 3.3 describes the behaviour of J C ((1 − λ)y) when y is on the boundary of C and λ → 0.
The characteristic function of a convex set
Given a finite dimensional real linear space E, let E * be its dual, that is, the space of all linear forms θ on E. We write θ, x instead of θ(x) when (θ, x) ∈ E * × E. We fix a Lebesgue measure dθ on E * and a Lebesgue measure dx on E which must be compatible (this means that if e is a basis of E and e * is the corresponding dual basis of E * the product of the respective volumes of the two cubes built on e and e * must be one). Needless to say when E = R n and E * = E and ., . is the usual inner product and the Lebesgue measure is the usual one. It will be however important in the sequel to distinguish between E and E * and we therefore keep this notation. If C ⊂ E is an open non empty convex set not containing a line, its polar set is
and its characteristic function is the function m → J C (m) defined on C by
We note that if C contained a line, we would have h C (θ) = ∞ almost everywhere and J C ≡ 0. Faraut and Koranyi [10] , p. 10 define J C when C is an open convex salient cone. In that case, the polar set of C is the convex cone
and we have
Let us mention here that when C is a bounded set, h C (θ) is finite for all θ ∈ E * . We also have the following important property of J C (.). Proof: We first give the proof for m = 0. Then, by assumption, 0 is an interior point of C and h C is always a strictly positive function. Assume that E has a Euclidean structure and let S(E) be its unit sphere. Recall that the function θ → h C (θ) is a continuous function. Thus, for u = θ/ θ ∈ S(E) we have the equality
Now the function u → h C (u) is continuous on the compact set S(E): let K > 0 be its minimum. The previous equality shows that
Thus if n = dim E we have
is the area of S(E). For the general case m = 0 we use the fact that the support function of
2
Another property of J C (m) is that when C is an open convex set of R n not containing a line, the following formulas hold
For the first equality in (20) , see [3] p. 207 and [1] p. 243. For the second one, make the change of variable θ = θ
Computing J C (m) when C is associated to an arbitrary hierarchical model is usually difficult except as we shall see in Section 5.2, when the model is a graphical decomposable model. Consider however the following simple example: Example 1: the segment (0, 1). Let C = (0, 1) ⊆ R. In this case, h C (θ) = max(0, θ) and for 0 < m < 1 we have
Two more examples of J C (m) will be given after Theorem 3.2 below.
We now give a theorem that states that J C (m) is the ratio of polynomials where the denominator is equal to the product of the affine forms defining the facets of C. This will be used in Section 5 to identify the facets of C for decomposable graphical models. We first need the following lemma which computes the characteristic function of a simplicial cone. Lemma 3.2 Let (x 1 , . . . , x n ) a basis of E and let (ξ 1 , . . . , ξ n ) be its dual basis in E * (that is ξ j , x i = δ j i ). Consider the simplicial cone A of E * defined by
and denote by Vol(ξ 1 , . . . , ξ n ) the volume of the parallelotope
Then for all x in −A o ⊂ E, that is the opposite of the dual cone of A, we have
This lemma is elementary and is obtained by writing θ in the ξ basis and by making the change of variable from the coordinates of θ in the canonical basis of R n to the coordinates in the ξ basis.
Recall that a facet of a polytope C ⊂ R n with a non empty interior is a face of dimension n − 1. More specifically a facet is the intersection of C with a supporting hyperplane of C which contains n affinely independent points. Theorem 3.1 Let C ⊂ E be the non empty interior of a bounded polytope C. Let m ∈ C. Then we have
where
. . , K define the facets of C and where N(m) is a polynomial of degree < K.
Proof: Let E be the set of extreme points of C. By Corollary 2.2, we know that C is the convex hull of E. Therefore for each θ, there exists at least one f ∈ E such that h C (θ) = θ, f . Define the cone of influence of f ∈ E to be
The cone of influence may be better visualized through its polar cone A o (f ) which is contained in E and is generated by C − f . In other words, f + A o (f ) is the support cone of C at its vertex f .
We now split E * into the union of A(f ), f ∈ E whose interiors are disjoint and intersections have measure zero. Indeed, for f i ∈ E, i = 1, 2,
and therefore taking successively g = f 1 and g = f 2 , we see that A(f 1 ) ∩ A(f 2 ) = {θ : θ, f 1 − f 2 = 0} which is of measure 0. Therefore, if we write
In order to compute I f (m), we now split A(f ) into a union of closed simplicial cones A 1 (f ), . . . , A N f (f ) with n generators each, with disjoint interiors such that ∪ N f k=1 A j (f ) = A(f ) and such that each generator of an A j (f ) is a generator of the cone A(f ). Each A j (f ) is the intersection of n half spaces given by
of E which is therefore an extreme generator of A(f ). Since the
n ) defines a basis of E. The vector f − m can be represented in this basis as
where (ξ
Reducing to the same denominator, we obtain that
where the ζ i ∈ E * are taken among the ξ
n with j = 1, . . . , N f and where P f is a polynomial in m with total degree < M ≤ nN f . Note that for fixed ζ ∈ E * the hyperplane of E defined by
contains the extreme point f. If g is another extreme point of C and if
. This means that several factors of the denominator of I f (m) can also occur in I g (m) and therefore
where m → g k (m), k = 1, . . . , K are distinct affine forms taken in the list of the g k (m) = ζ i , f − m when i and the extreme point f vary, and where N(m) is a polynomial in m. Since, as a Laplace transform, J C is analytic in C there is no point m in C such that g k (m) = 0. Therefore all facets must be of the form C∩ ζ i , f −m = 0 for some i ∈ {1, . . . , K}. Conversely every face C ∩ ζ i , f − m = 0 is a facet: this is proved in the following general lemma.
Lemma 3.3 Let E be a n dimensional space and let ζ 1 , . . . , ζ N generating the dual space E * , such that there exists u ∈ E with ζ j , u > 0 for all j and such that R + ζ j is an extreme ray of the convex cone A =
is a facet of B.
Proof: Consider the hyperplane of E * defined by P = {ζ ; ζ, u = 1}. Without loss of generality we assume ζ j ∈ P for all j = 1, . . . , N. Thus ζ 1 , . . . , ζ N are the extreme points of the polytope S = A ∩ P. This polytope can be defined as the intersection of a finite number of n − 1-dimensional half spaces H k ∩ P, k = 1, . . . , K where
Moreover, any particular extreme point ζ j of S is a face of S of dimension 0 and is therefore the intersection of H k ∩ P, k ∈ I where I ⊆ {1, . . . , K} is of cardinality at least n − 1. This is equivalent to saying that the linear system in n − 1 unknown variables
has ζ j as a unique solution and we can therefore find n − 1 vectors (x k j ) n−1 j=1 which are independent. Since B is the intersection of the half planes {x : x, ζ j ≥ 0}, j = 1, . . . , N and since any ζ ∈ A can be written as a convex combination of ζ j , j = 1, . . . , N, the vectors (x k j ) n−1 j=1 are in B ∩ {x ∈ E ; ζ j , x = 0} and therefore define a facet of B. This completes the proof of Lemma 3.3. 2 The proof of Theorem 3.1 is also completed. 
3.2
The behaviour of I(m, α) as α → 0
We have the following theorem.
Theorem 3.2 Let µ be a positive measure on the finite dimensional linear space E such that the interior C of its closed convex support is not empty and is bounded. Denote by L(θ) = E e θ,x µ(dx) its Laplace transform. For m ∈ C and for α > 0 consider the Diaconis Ylvisaker integral
where n = dim E.
Let us note immediately that a remarkable feature of this result is that the limit J C (m) of α n I(m, α) depends on µ only through its convex support. For instance if E = R, the uniform measure on (0, 1) and the sum µ = δ 0 + δ 1 of two Dirac measures share the same C = (0, 1) and the same J C (m) = (m(1 − m)) −1 . We now need the following lemma. Proof: Part 1 is well-known. Let us prove Part 2. Let ν be the image measure of µ by f → log f , then
= ν 1 is a probability measure. Now we can easily verify through integration by parts that
(t)dt − log C is continuous and increasing. Therefore either h is negative for all p or h is negative until its unique zero p 0 and then it is positive. This proves the lemma.
Proof: (of Theorem 3.2.) In the integral α n I(m, α) we make the change of variable y = αθ and we obtain
We now apply the last lemma to Ω = C, to the bounded measure µ, to the function f (x) = e y,x for some fixed y ∈ E * and to p = 1/α. Denote by S the support of µ. One easily sees that the support function of C satisfies h C (θ) = sup{ θ, x ; x ∈ C} = max{ θ, x ; x ∈ S} since C is the interior of the convex hull of S. As a consequence the essential sup of f is e h C (y) and we get lim
Furthermore, by Lemma 3.4, the function p → f p is monotonic for p big enough. If p → ||f || p is increasing, 
If p → ||f || p is decreasing, p → 1/||f || p is increasing. In order to show that we can invert the order of limit and integration and to apply the monotone convergence theorem as we did in the previous case, we need here insure that E * e y,m −h C (y) dy is finite: Lemma 3.1 shows that it is true. The proof is complete. 2 We now give two more examples of functions J C (m) which we compute using Theorem 3.2. Example 2: C is the simplex. Let e 0 = 0 and (e 1 , . . . , e n ) be the canonical basis of R n . Let C be the interior of the convex set generated by e 0 , . . . , e n . Then C is the set of m ∈ R n such that m = n j=0 λ j e j for some unique positive λ 0 , . . . , λ n satisfying λ 1 + · · · + λ n < 1. In this case
This result can be obtained by computing
Using elementary methods of integration, we find that
•. For simplicity, we will assume that the variables a, b, c are binary so that m = (m j , j ∈ J) where J is defined as in (5) can be written m = (m D , D ∈ D) where D = {a, b, c, ab, bc}. We shall generalize this example in Section 5. From formula (4.8) in [16] , we know that
and therefore using zΓ(z) = Γ(1 + z) → z→0 1 again we obtain that
The behaviour of J C (λm + (1 − λ)y) when y ∈ C \ C and λ → 0
In practice the choice of the hyperparameters m and α is ours and for a given model J, it is traditional to take m = (m j , j ∈ J) to be the vector of J-marginal counts in a fictive contingency table with cell counts all equal and equal to
When studying the Bayes factor, we will have to consider the case where the data belongs to the boundary C \ C = ∂C of C, that is to a face of C. To do so, we will need to describe the behaviour of J C (z) as z approaches the boundary of C along a straight line. This is done in the following theorem. Without loss of generality, we assume that m = 0 so that J C (λm + (1 − λ)y)=J C ((1 − λ) 
where D is a positive constant.
Proof: From (20) we have
In order to study the behaviour of this last integral when ǫ → 0, we are going to build a parametrization of C o which gives a special role to F , the face of C o dual to the face F of C containing y in its interior. Let E the set of extreme points of C and I ⊂ E the set of extreme points of F. To F we associate the dual face of C o defined by
It is a classical result (see [3] ) that F has dimension n − k − 1. Let us now observe that we have an equivalent representation of F in (26) as
Indeed, since y is in the relative interior of F we write
where λ f > 0 and f ∈I λ f = 1. Here λ f > 0 is important in the argument to follow. Clearly F ⊂ {θ ∈ C o ; θ, y = 1}. Conversely if θ, y = 1 then f ∈I λ f (1 − θ, f ) = 0. If furthermore θ ∈ C o we have 1 − θ, f ≥ 0 and therefore 1 − θ, f = 0 which shows F ⊃ {θ ∈ C o ; θ, y = 1} and proves (27). Next, for ǫ > 0 small, we consider the following approximation F ǫ of F
which is a n − 1 dimensional convex subset of C o and we want to prove that
for some positive constant c. Using (27) and (26), we can rewrite (28) as
To show vol n−1 F ǫ ∼ cǫ k we parametrize F ǫ as follows: let θ → x = ϕ(θ) be the affine map from E * to R I defined by
which is equivalent to θ, f = 1 −
is therefore the intersection of the simplex {x inR
and of the convex set ϕ(C o ) which is contained in the affine manifold ϕ(E * ) ⊂ R I . If x ∈ S ǫ then its preimage by ϕ is the set
which is an affine subspace of E * parallel to the linear space
which has dimension n − k − 1 since F has dimension k. As a result we can write F ǫ as the following union of disjoint sets
which is saying that F ǫ can be parametrized by (x, z) where x ∈ S ǫ , a convex set of dimension k, and where z ∈ ϕ −1 (x) ∩ C o , a convex set of dimension n − k − 1. The bijection θ → (x, z) is the restriction to F ǫ of the affine map ϕ and therefore its Jacobian K such that dθ = Kdxdz is a constant.
If we fix ǫx 0 in the simplex (31), then the behavior of ϕ −1 (ǫx 0 )∩C o dz is easy to describe since lim ǫ ϕ −1 (ǫx 0 ) ∩ C o = F in the sense of polytopes, which implies
Let us now observe that 0 is an extreme point of ϕ(C o ). If not there exist x = ϕ(θ) and x ′ = ϕ(θ ′ ) with θ and θ
The parametrization of θ in (25) is therefore (x, z, ǫ) where (x, z) is as given in (33) and the range of ǫ is such that, for that range, F ǫ describes all of C o . We note that the bounded function vol n−1 F ǫ = f (ǫ) is zero if ǫ is big enough since then F ǫ becomes empty and, of course, vol n−1 F 0 = vol n−1 F . Let b be such that f (ǫ) = 0 when ǫ > b. When ǫ varies from 0 to +∞, F ǫ generates all of C o . Then, following (34), equation (25) becomes
Using f (ǫ) ∼ c ǫ k we will now show that
and this will conclude the proof. To derive (35), we first show that for 0 < a < b
Statement (1) is shown by the change of variable ǫ = λt and the theorem of dominated convergence. Indeed, for 0 < λ ≤ λ 0 < 1, we have
which tends to 1 (1−λ 0 ) k+1 B(k + 1, n − k) when λ → 0. Since this is true for any λ 0 > 0, statement (1) follows.
Statement (2) is obvious since
k < δǫ k , integrating and using (1) yields lim sup
Since f is bounded (2) implies that lim sup
Thus for all δ > 0 we have lim sup
which implies (35). 2 4 The limiting behaviour of the Bayes factor
Let us recall that, under the uniform distribution on the class of hierarchical models, the Bayes factor between two models J 1 and J 2 is equal to
The case where the data is in the interior C of C
The data is of course given in the form of a contingency table with cell counts n = (n(i), i ∈ I). In this subsection, we consider the case where the data, which appears under the form t i in models J i , belongs to C i , i = 1, 2 so that I i (
, N), i = 1, 2 are finite and positive. In this case, as α → 0, from Theorem 3.2, we know that, as α → 0,
Since the numbers J C i (m i ), i = 1, 2 are finite and positive, we have the following corollary of Theorem 3.2.
Corollary 4.1 When the data belong to the open polytope C i , i = 1, 2, the Bayes factor B 1,2 is such that, when α → 0,
This implies in particular that, when the data is in both C i , i = 1, 2 the Bayes factor always favours the sparser model.
The proof follows immediately from (36). Moreover, when α → 0 and |J 2 | < |J 1 |, B 1,2 tends to 0. This result has been well-known, at least numerically, for the class of decomposable models and in that case, it can be proved by expressing the Bayes factor as in (4.8) of [16] and using the fact that Γ(α) ∼ α −1 as α → 0 (see Example 3 of Section 3 and Section 5.2). It has also been observed to hold numerically, most of the time, for hierarchical models. Computations illustrating the fact that the Bayes factor tends to favour the sparser models in the class of all hierarchical models can be found in [16] , p. 3456. We have just shown that it actually always holds when the data is in C 1 and in C 2 . We will see in the next subsection that things are more delicate when the data belongs to the boundary of at least one of C 1 or C 2 .
The case where the data belongs to a face of C
In this case, when α → 0, αm i +t i α+N converges to the boundary point
We need to study the limiting behaviour of B 1,2 when α → 0. To do so, we will use Theorem 3.3 to obtain the following result.
Theorem 4.1 Suppose that
t N ∈ C \ C belongs to the relative interior of a face F of dimension k. Then lim
exists and is positive.
From Theorems 3.2 and 4.1, we immediately derive the following which is the object of this paper.
Corollary 4.2 Consider two hierarchical models J i , i = 1, 2 of dimension |J i |. Assume that the data t i N belongs to the relative interior of a face F i of C i of dimension k i . Then the asymptotic behaviour of the Bayes factor B 1,2 when α → 0 is given by
where D is a finite positive constant. The Bayes factor favours the model which contains the data in the relative interior of the face of C i of smallest dimension.
The proof is immediate. According to Theorems 3.2 and 4.1, we have
which proves our result. exists and is positive. The idea of the proof is to consider the difference
Then, since from Theorem 3.3, lim λ→0 λ n−k J C (λm + (1 − λ)y) exists and is positive, if we show that lim λ→0 λ n−k D(λ) exists and is positive, Theorem 4.1 will be proved. We proceed to do so now.
After the change of variable θ ∈ R n →
where L(.) is defined in (11) .
Since D(λ) = k∈E D k (λ) we need only show that for each k, lim λ→0 λ n−k D k (λ) exists. Without loss of generality we can assume that f k = 0 (if not, we replace m and y by m − f k and y − f k ). We want to prove that lim λ→0 λ n−k D 0 (λ) exists and is finite. To do so, we split the cone A(0) into a union of closed simplicial cones (A(0) s ) s∈S 0 with disjoint interiors so that A(0) = ∪ s∈S 0 A(0) s and we write D 0 (λ) = s∈S 0 ∆ s (λ) where
We need to prove that lim λ→0 λ n−k ∆ s (λ) exists and is non negative. The simplicial cone A(0) s is defined by n independent linear vectors g j in R n as
Without loss of generality we assume | det[g 1 , . . . , g n ]| = 1. For simplicity we write
Thus by the change of variable
. (40), we make the further change of variable
Now, in the integral
with u j ∈ (0, 1). Moreover, since L(θ) = 1 + i =0,i∈I e θ,f i , we have
To simplify notation, write
we then have
Note that h λ < 1 and that K(λ) can be seen as the expectation of h λ (U 1 , . . . , U n ) where U 1 , . . . , U n are independent random variables with density f (u j ) = (α+N)m j (λ)u (α+N )m j (λ)−1 j on (0, 1). Now to determine the behaviour of ∆ s (λ) when λ → 0, we recall that since A(0) s is simplicial, the supporting hyperplane of A(0) 0 s are the hyperplanes defined by {x ∈ R n ; g j , x = 0}, j = 1, . . . , n.
The data point y either belongs to a face of A(0) 0 s of dimension less than n or it belongs to its interior. If it belongs to its interior, then for all j = 1, . . . , n,
and standard reasoning shows that the limit of K(λ) exists and is equal to K = E(h λ (u 1 , . . . , u n )) where U j , j = 1, . . . , n follow independent distributions with density f j (u j ) = N g j , y u N g j ,y −1 j and therefore
If y belongs to a face
hyperplanes of the type (42). Without loss of generality we can assume that these supporting hyperplanes of A (0) o s have been numbered so that the first n−k 0 are those containing y, that is, {x ∈ R n ; g j , x = 0} for j = 1, . . . , n − k 0 . As a consequence we have that lim λ→0 m j (λ) = 0 for j = 1, . . . , n − k 0 and lim λ→0 m j (λ) = g j , y > 0 if j = n − k 0 + 1, . . . , n. Thus the limiting distribution of U j when λ → 0 is the Dirac mass at 0 if j ≤ n − k 0 and is the distribution with density N g j , y u
exists and is
Recall that for 1 ≤ j ≤ n − k 0 we have m j (λ) = λ g j , m . We get from (41) that
(1 − K).
Since h 0 ≤ 1, this limit exists and is nonnegative and so does lim λ→0 λ n−k ∆ s (λ). Moreover, since I(m, α) is always positive, we also have that lim α→0 α n−k I( αm+t α+N , α + N) always exists and is nonnegative.
We now need to prove that the latter is actually positive. To do so, it is sufficient to prove that K in (43) is strictly less than 1 for the K(λ) corresponding to at least one of the simplicial cones A(f ) s . To do so, let us first remark that if y coincides with a vertex f of C, then lim λ →0 m j (λ) = 0 for all j = 1, . . . , n so that, as λ tends to 0, all densities (α + N)m j (λ)u (α+N )m j (λ)−1 j 1 (0,1) du j tend to the Dirac mass at 0 and K(λ) tends to 1. So, for such an A(f ) s , K = 1. Clearly there exists an f i 0 such that y does not coincide with f i 0 and also such that k 0 = k (otherwise, F would not contain y in its relative interior). In such a case, the number n − k of faces of A(f i 0 ) 0 s containing y is strictly less than n and for j = 1, . . . , n − k, g j , f i 0 = 0 and therefore
and h λ (u 1 , . . . , u n ) < 1. Since the densities of u j , j = n − k + 1, . . . , n are proper Beta densities when λ → 0, the limit K is strictly less than 1 and we have now proved that lim α→0 α n−k I( 
The results of Steck and Jaakola [20] as a particular case
In [20] Steck and Jaakola study the behaviour of the Bayes factor for two Bayesian network models differing by one edge only, when α → 0. They show it is equivalent to the problem of comparing two Bayesian network models with three variables indexed by {a, b, c}. The first model has directed edges (b, a), (b, c) and (a, c). The second model has directed edges (b, a) and (b, c). These two Bayesian network models are Markov equivalent to the two hierarchical (in fact graphical) models J 1 and J 2 with, respectively, generating sets D 1 = {abc} and D 2 = {ab, bc}. Moreover on these two models, the prior in [20] is equivalent to ours. We must then be able to compare their result given in Proposition 1 of [20] and our result given in Corollary 4.2. To give their results Steck and Jaakola [20] introduce the quantity
where δ(.) is an indicator function which is such that δ(x) = 0 if x = 0 and δ(x) = 1 otherwise. They state that the Bayes factor B 1,2 behaves as follows
This result coincides with our Corollaries 4.1 and 4.2 for three variable models. In fact, we are going to show the following.
Proposition 4.1 Consider the two decomposable graphical models on three variables, J 1 and J 2 , as defined above. If the data belongs to faces of dimension k 1 and k 2 of, respectively, C 1 and C 2 , then we have
Proof: The Bayes factor is equal to I(
where the form of the normalizing constants I(m, α) for decomposable models is wellknown (see for example equation (4.8) of [16] ). When α → 0, from Theorem 3.2, we know that
Expressed in terms of cell counts for the full table, for the b-, ab-and bc-marginal tables, we have I(
. It follows from (45) that, when α → 0, B 1,2 ∼ α q where
Let C i , i = 1, 2 be the interior of the convex hull corresponding to model J i . Consider model J 1 first. It is immediate to see that, following the notation of (47) and (48) in Section 5 below
and according to Theorem 5.1 n(000) = 0 and n(i) = 0 are the equations of the facets of the polytope C 1 . Therefore the dimension of the space minus the number of distinct facets the data belongs to, is equal to the dimension of the face of C 1 containing the data, that is,
Similarly, for model J 2 , according to Theorem 5.1, the equations of the facets of C 2 are given by n(i ab ) = 0, i ab ∈ I ab and n(i bc ) = 0, i bc ∈ I bc .
The facets containing the data are therefore those defined by n(i ab ) = 0 or n(i bc ) = 0. This does not mean, however, that
represents the dimension of the face containing the data. Indeed, if for some i 
which, together with (46) proves the proposition.
In fact Proposition 4.1 can be extended to the following general result. Let C i and S i the set of cliques and separators of the decomposable model J i , i = 1, 2. We define the effective degrees of freedom to be the following sum d EDF :
Proposition 4.2 Consider two arbitrary decomposable graphical models J 1 and J 2 such that the data belongs to faces of dimension k 1 and k 2 of C 1 and C 2 respectively. Then, the following relation holds:
The proof of this proposition follows parallel lines to the proof given above for the two particular models given in [20] . We therefore have a quick and easy way to know the behaviour of the Bayes factor between two decomposable models.
Facets of C for some hierarchical models
We now turn our attention to the identification of the facets of C. Knowing the facets of C is crucial since faces are intersection of facets. Facets of C have been much studied by geometers and in Section 5.3, we will recall some known results on these facets when the model is binary and governed by a cycle of order n ≥ 3. But before doing so, we give two new results on facets of polytopes associated to our models. In Theorem 5.1, we identify a category of facets which is common to all discrete hierarchical models. In Corollary 5.1, we show that for decomposable graphical models, the only facets of C are given by the category of facets given in Theorem 5.1.
Facets common to all hierarchical models
Let D the set of subsets of V defining the hierarchical model. Let A be the family of maximal elements of D. For the subclass of graphical models Markov with respect to a graph G, A is the set of cliques of G. This set is traditionally denoted C but in this particular subsection, to avoid confusion between a clique C ∈ C and the polytope C, we use the notation A ∈ A. For each D ∈ D and each j 0 ∈ J such that S(j) ⊂ D define the affine forms
Of course, for j 0 ∈ J the form g j 0 ,D is not only affine, but is also linear. In this subsection, we will use g j,A only for A ∈ A but as we shall see in Subsection 5.2, g j,S when S is a minimal separator play an important role also even though S ∈ A. In the next theorem, we consider the following affine hyperplanes of R
and we prove that
is a facet of the convex set C with extreme points f i = j⊳i e j . Recall that for T ⊂ V the index set I T means v∈T I v . 3. the set F (j 0 , A) as defined in (49) is a facet of the polytope C.
Before giving the proof of this theorem, let us illustrate its results. We consider a simple decomposable model and list the various faces and the f i 's that belong to them.
• and assume that we are in the binary case I a = I b = I c = {0, 1}. For each F (j, A), we are going to list the f i 's that belong to it. In this example, I is identified with the power set of V = {a, b, c} and J is identified with the set of nonempty complete subsets D of A 3 , namely a, b, c, ab, bc. In a five-dimensional space with basis e a , e b , e c , e ab , e bc the eight vectors f T are 0, f a = e a , f b = e b , f c = e c , f ab = e a + e b + e ab , f ac = e a + e c , f bc = e b + e c + e bc , f abc = e a + e b + e c + e ab + e bc .
Since we have two cliques of size 2 the number of facets F D,C is 2 2 + 2 2 = 8. They are described as follows (we adopt the following short notation : F * D,A is the set of T 's contained in V such that f T ∈ F D,A ). Proof: of Theorem 5.1 The proof is long and we will only give it for j 0 ∈ J. We skip the case j 0 = 0 since it is entirely analogous. We have
From (5) the set of j ∈ J such that j 0 ⊳ j ⊳ i is non empty if and only if j 0 ⊳ i. Thus Let us now prove Part 3. We know from Proposition 2.2 that the f i are the extreme points of C. Therefore, since g j 0 ,A (f i ) ≥ 0 for all f i and g j 0 ,A (f i ) = 0 for some f i , then H(j 0 , A) is a supporting hyperplane of C. The more delicate part of the theorem is to show that F (j 0 , A) is a facet of C. This is equivalent to saying that if j 0 ∈ J and A ∈ A are such that S(j 0 ) ⊂ A then H(j 0 , A) contains enough points f i which affinely generate it. Since j 0 ∈ J is not zero, then f 0 = 0 is in H(j 0 , A) which is therefore a linear space. To prove that F (j 0 , A) is a facet of C, we want to prove that it linearly generates H(j 0 , A). This is equivalent to proving the following statement.
Statement S: If h ∈ H(j 0 , A) is orthogonal to all elements f i ∈ H(j 0 , A) then h = 0.
We write h = j∈J h j e j . We prove that h j = 0 for all j ∈ J in three steps.
Step 1. We prove that if h j = 0 then j 0 ⊳ j. Let N = {j ∈ J ; h j = 0}. Let j 1 be a minimal element of N (we mean that h j 1 = 0 and that h j = 0 for all j ⊳ j 1 with j = j 1 ). Therefore
Since h is orthogonal to all f i ∈ H(j 0 , A) we get that f j 1 is not in H(j 0 , A) and, as we showed earlier in this proof, this implies that j 0 ⊳ j 1 . Now let j such that h j = 0. There exists necessarily a minimal element j 1 of N such that j 1 ⊳ j. Therefore j 0 ⊳ j 1 ⊳ j and Step 1 is proved.
Step 2. We prove that if j 0 ⊳ j and S(j) ⊂ A we have h j = 0. Let ϕ(j) = j 0 ⊳j ′ ⊳j h j ′ .
If j = j 0 we have the following equalities
Indeed, (1) is a consequence of Step 1, (2) is by definition of f j . For (3), we see that since j = j 0 , S(j) ∩ A = S(j 0 ) and therefore by (50)), f j ∈ H(j 0 , A). Since h is orthogonal to any element of H(j 0 , A), (3) follows. However if j = j 0 then ϕ(j 0 ) = h j 0 . The inclusion exclusion principle applied to ϕ(j) yields, for j 0 ⊳ j and S(j) ⊂ A,
We now use the hypothesis h ∈ H(j 0 , A) that is
As a consequence h j 0 = 0 and (51) gives Step 2.
Step 3. We prove that if j 0 ⊳ j and S(j) ⊂ A we have h j = 0. Once we prove this, Statement S will be shown and this will complete the proof of Theorem 5.1. We prove
Step 3 by induction on the size k of the set S(j) \ A. For k = 0, it is Step 2. To understand the principle of the proof it is wise to give this proof first for k = 1. Although throughout the paper the symbol i ′ ⊳ i was used only when i ′ ∈ J it makes sense even if i ′ and i are in I and we can write
with the convention
We fix now i ∈ I such that j 0 ⊳ i and that S(i) = A ∪ {v} where v ∈ V \ A. For
In this equality, (1) follows from Step 1 and (52) while (2) 
for all S ⊂ A \ S(j 0 ). We now apply this last equality to S = A \ S(j 0 ) itself. Because of the maximality of A ∈ A the set A ∪ {v} is not in D and therefore h j C∪{v} = 0 from our convention. As a consequence h j S(j 0 )∪{v} = 0 and also h j = 0 for all j 0 ⊳ j ⊳ i. This settles the case where S(i) = A ∪ {v} where v ∈ V \ A. We now make the following induction hypothesis on k: if i ∈ I is such that A ⊂ S(i) and such that S(i) \ A has k elements then h j = 0 for all j ∈ J such that j 0 ⊳ j ⊳ i. We assume that this induction hypothesis is true up to k − 1. We denote
We have
Now the induction hypothesis implies that ϕ R (S 1 ) = 0 if |R| < k. We get that 
Facets of C when G is decomposable
When the graph G is decomposable, the normalizing constant I(m, α) is the normalizing constant of the hyper Dirichlet as defined in [6] . In the theorem below, we restate, in our present notation, the expression of I(m, α) as given in [16] , Formula (4.8) and directly derive the form of J C (m) for decomposable models. A corollary giving the facets of C when the model is decomposable follows immediately from the theorem.
Theorem 5.2 Let (V, E) be a decomposable graph, let D be the family of the complete subsets of V, let C be the family of its cliques, let S be the family of its minimal separators and let ν(S) be the multiplicity of the minimal separator S. Then for m in the interior C of the convex hull of the f i 's we have 
Facets of C when the model is binary and the model is governed by a cycle
For the sake of completion and for the convenience of the reader, we recall some known results giving the facets of the polytope C when the model is hierarchical, binary and governed by a cycle G of order n ≥ 3. The reader is referred to [5] and [13] and some references within for an explicit description of these facets. In this subsection, we will simply translate the equation of the facets given in these papers in our own coordinates. The results are given in the following theorem. The coordinates of m ∈ R J will be denoted m v if they are indexed by a vertex v ∈ V and by m e if they are indexed by an edge e ∈ E. Theorem 5.3 Let G = (V, E) be a cycle of order n ≥ 3. Assume the hierarchical model is binary and governed by G, that is D = {v ∈ V, e ∈ E}. Then the polytope C is defined by the following equations and the facets are defined by the corresponding equalities:
2. for any subset F ⊆ E with odd cardinality |F |,
The total number of facets for the polytope C of the model governed by the cycle of order n is F n = k∈N,k odd,k≤n n k .
We see that the facets given by the first four equations are those described in Theorem 5.1 corresponding to the cliques {(a, b) ∈ E} while the others are specific to models governed by a cycle. We illustrate this theorem in the case of the cycles of order 3,4 and 5. We will not repeat the facets (55)-(58) common to all hierarchical models. We will give the facets of type (60) 
and the other three facets obtained from each of (63),(64) and (65) by permutations of the edges of G.
Conclusion
The main contribution of this paper is the description of the behaviour of the Bayes factor as α → 0. We have shown that, in this study, the important concept is the dimension of the face to which the data belongs rather than the dimension of the model. We have identified the role of the open convex polytope C and the function J C (.) It is not surprising that C, the convex hull of the support of the generating measure of the multinomial for the hierarchical model, plays an important role. The multinomial for a loglinear hierarchical model is a natural exponential family and the role of C which is the domain of the mean is well-known. The set C is also of prime importance in the study of the existence of the maximum likelihood estimate of the parameter (see for example Eriksson et al. [9] or Geiger et al. [14] or Rinaldo [18] ). However, the role of the characteristic function J C (.) of C has only been uncovered now in the study of the Bayes factor and we can add J C to the toolkit of exponential families. We note that all the limit theorems in Section 3 are valid for any natural exponential family such that the convex hull of the support of its generating measure is a bounded convex polytope but are not be immediately applicable to a family of distributions such as the Poisson where C is not bounded. This is the topic of further work.
A secondary contribution of this paper is our results on the identification of the facets of a polytope. We have two new results for polychotomous models (i.e. not necessarily binary): the first giving a particular category of facets common to all hierarchical models, the second giving the complete set of facets for decomposable models.
We have also extended the results of [20] to the case of any two decomposable models, thus allowing the practitioner to predict the behaviour of the Bayes factor without using the concept of face or facets of a polytope.
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This is the rest of the second item of the outer list. It is no more interesting than any other part of the item.
• This is the third item of the list.
The following is an example of an enumerated list, four levels deep.
1. This is the first item of an enumerated list. Each item in the list is marked with a "tick". The document style determines what kind of tick mark is used. 2. This is the second item of the list. It contains another list nested inside it. The three inner lists are an enumerated list.
(a) This is the first item of an enumerated list that is nested within the enumerated list.
(b) This is the second item of the inner list. L A T E X allows you to nest lists deeper than you really should.
This is the rest of the second item of the outer list. It is no more interesting than any other part of the item. 3. This is the third item of the list.
The following is an example of a description list.
Cow Highly intelligent animal that can produce milk out of grass. Horse Less intelligent animal renowned for its legs. Human being Not so intelligent animal that thinks that it can think.
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A major point of difference lies in the value of the specific production rate π for large values of the specific growth rate µ. Already in the early publications [1] [2] [3] it appeared that high glucose concentrations in the production phase are well correlated with a low penicillin yield (the 'glucose effect'). It has been confirmed recently [1] [2] [3] [4] that high glucose concentrations inhibit the synthesis of the enzymes of the penicillin pathway, but not the actual penicillin biosynthesis. In other words, glucose represses (and not inhibits) the penicillin biosynthesis.
These findings do not contradict the results of [1] and of [4] which were obtained for continuous culture fermentations. Because for high values of the specific growth rate µ it is most likely (as shall be discussed below) that maintenance metabolism occurs, it can be shown that in steady state continuous culture conditions, and with µ described by a Monod kinetics (4.1)
Pirt & Rhigelato determined π for µ between 0.023 and 0.086 h −1 . They also reported a value µ x ≈ 0.095 h −1 , so that for their experiments µ/µ x is in the range of 0.24 to 0.9. Substituting K M in Eq. (4.1) by the value K M = 1 g/L as used by [1] , one finds with the above equation 0.3 < C s < 9 g/L. This agrees well with the work of [4] , who reported that penicillin biosynthesis repression only occurs at glucose concentrations from C s = 10 g/L on. The conclusion is that the glucose concentrations in the experiments of Pirt & Rhigelato probably were too low for glucose repression to be detected. The experimental data published by Ryu & Hospodka are not detailed sufficiently to permit a similar analysis. Bajpai & Reuß decided to disregard the differences between time constants for the two regulation mechanisms (glucose repression or inhibition) because of the relatively very long fermentation times, and therefore proposed a Haldane expression for π.
It is interesting that simulations with the [4] model for the initial conditions given by these authors indicate that, when the remaining substrate is fed at a constant rate, a considerable and unrealistic amount of penicillin is produced when the glucose concentration is still very high [2] [3] [4] Simulations with the Bajpai & Reuß model correctly predict almost no penicillin production in similar conditions.
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