Abstract. The equation of state for the hard hexagon model in the disordered regime is computed. The isothermal compressibility is given as a rational function of K and p.
The hard hexagon model is a lattice gas on a triangular lattice with the rule that if a site is occupied, then the six neighbouring sites are necessarily vacant. Baxter (1980, 1981) has shown that this model is exactly solvable by the method of commuting transfer matrices (Baxter 1972 (Baxter , 1982 . In the disordered regime, Baxter's exact results are 1 -X 5 n * ( I -X5n-1)2(1 -X5n-4)2(1 -X6n-3)2(1 -x6n-')(l -p -4 ) K=! n -1 (-) 1-x6n (1 -X 5 n -2 )-3 (1 -X5'-3)3( 1 -X 6 n -I ) ( 1 -X6n-5) (1) where K is the partition function per site in the thermodynamic limit (so p p =In K ) , p is the density, and g is the activity.
It is the purpose of this letter to compute the equation of state in the disordered regime. We find it is of the form P ( K , P ) = 0 (4) where P is a polynomial of degree eight in K and degree 22 in p (see (19) and (20) below). Since the reduced isothermal compressibility, , y = k g T p K T , KT = -( l / V ) ( a V / a p ) . , can also be written as x = K/(dK/dp), we conclude from (4) that (5) that is, x is expressed as a rational function of K and p with K and p satisfying (4).
( a p / a K ) ( a P l a p )
The critical point (Baxter 1980 (Baxter , 1981 of the hard hexagon model It was also shown that the valence of K ( T ) is 22 and the valence of p (~) is eight.
Modular function theory (Lehner 1964) now tells us there exists a polynomial relation of the form stated above. It is quite important for our method to know both the existence of this polynomial P and to have bounds on its degree. Before describing the details of our calculation, we stress that the general method has wider applicability, not only to other polynomial relations in the hard hexagon model (for example, there exists a polynomial relation between K in the disordered regime and K in the ordered regime) but also to other solvable models. This will be pursued in later work.
The group rl [30] has 32 inequivalent cusps. One complete set of inequivalent c u s p s i s { i o o , o~ 1 2 1 1 2 1 3 1 1 1 1 1 2 1 2 7 9 I ' 5 1 1 1 2 4 1 1 5 , , 5 , 6, 2 , g}. At each of these cusps a local uniforming variable x is introduced 9 2 , 3 9 3 , 4 , 5 , 5 9 5 9 5 , 6 9 67 7 , 8 9 9 9 9 , I O , I O , lo, lo, fi, 3 , 3, 1 4 , 1 5 , 1 5 , and local expansions of K and p are computed. Perhaps the easiest way to see that such expansions exist is to rewrite (1) and (2) (1987) ; in particular, tables 2, 4 and 5. All the arguments which follow refer to these three tables.
We first show that only even powers of K appear in (4). Pick y E SL(2, Z ) such that y(ic0) = g. For this y, K is sent to -K and p is sent to itself as seen from tables 4 and 5. Hence
We therefore write
O s j s 4
For notational convenience we set k = K ' . We now present an algorithm to determine the coefficients c ,~.
Step 1. To leading order, at the cusps 2 and A, we have k = k,x-" and k = k2x-lo with k, = -c:/lOO, k2= -c:/lOO, c, = s i n 2 ( r / 5 ) sin3(2r/5) and c2= sin2(2.rr/5)/sin3(r/5), respectively. The density, to leading order, is p = pox-' at the cusp 2 and p = -pox-' at the cusp A with pa= [4sin(.rr/5) sin(2~/5)]-'. As always, the x refers to the local uniformising variable at the cusp. At either of these cusps, since P 0, we can eliminate terms which contribute poles. The highest-order pole (=62) comes from the single term p2'k4 implying that c22.4 = 0. Setting c22,4 = 0 in (8), we look at the coefficient of the next highest pole (=61) which must be zero. In this way c,,~ = 0 f o r j = 22,21, , . . , 13.
For a pole of order 52, two different terms contribute: ~~~,~p~~k~+ ~,~, , p~' k~.
Considering the leading behaviour of this expression at both cusps 2 and $ leads to a system of linear equations which has the unique solution c12,4 = ~2 2 . 3 = 0. Once we know these coefficients are zero, the next-highest pole is of order 51, resulting in the system Repeating this argument we obtain f o r j = 1 0 , 9 , . . . , 3
corresponding to pole orders 50, 4 9 , . . . ,43, respectively. For a pole of order 42 there are three terms contributing; namely,
12 3 k -+ ~~~~p~~k~.
Since there are a pair of cusps and three unknowns, we cannot from this determine the coefficients. However, (12) will give an internal check later.
Step 2. Consider the cusp &, .
Here the leading order behaviour is k = x -~ and p = 1.
At this cusp, P ( K , p ) will have a pole of order eight coming from terms with a K~ ( = k 4 ) . In view of step 1 , these terms are ~~,~p~k~+ c,,,pk4+ ~~,~k~.
Considering the leading coefficient, this gives Since f ( K , p ) is only defined u p to an overall multiplicative factor, one coefficient is arbitrary. We can therefore take
Set c~,~= z, so that where, as before, j = 1, 2, 3, 4 corresponds to cusps ico, :, & and A, respectively. This leads to the system of equations
Since B is invertible, the coefficients co,, j = O , 1, 2, 3, are now uniquely determined and hence qo is now determined.
The coefficient of X I in P is completely determined by P(1). Iff(x) = X a n x n is a cusp expansion at cusp p / q , denote by coef(f, xn, p / q ) the coefficient a,. Then extracting the coefficient of X I from P(1) we obtain the system Thus cu, j = 0, 1, 2, 3 and q1 are determined in terms of z = ~1 4 . We may repeat this process for each of the coefficients x2, x3,. . . , xI3, obtaining equations of similar structure to (17). In each case we can determine ciO, c i l , ci2, and ci3, i = 3 , 4, . . . , 13 as a function of z. At the i = 13 stage, however, we already know from ( 1 1 ) that c13,3 = 0. This condition determines z. Now the above process can be repeated for xI4, XI', . . . , x22 terms. This determines all the coefficients cij in (8).
The above algorithm was implemented on a SUN 3/50 workstation using the computer algebra software SMP. The results are more easily displayed if we first make the change of variable
We denote 
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