[1] A new global optimization algorithm, dynamically dimensioned search (DDS), is introduced for automatic calibration of watershed simulation models. DDS is designed for calibration problems with many parameters, requires no algorithm parameter tuning, and automatically scales the search to find good solutions within the maximum number of user-specified function (or model) evaluations. As a result, DDS is ideally suited for computationally expensive optimization problems such as distributed watershed model calibration. DDS performance is compared to the shuffled complex evolution (SCE) algorithm for multiple optimization test functions as well as real and synthetic SWAT2000 model automatic calibration formulations. Algorithms are compared for optimization problems ranging from 6 to 30 dimensions, and each problem is solved in 1000 to 10,000 total function evaluations per optimization trial. Results are presented so that future modelers can assess algorithm performance at a computational scale relevant to their modeling case study. In all four of the computationally expensive real SWAT2000 calibration formulations considered here (14, 14, 26, and 30 calibration parameters), results show DDS to be more efficient and effective than SCE. In two cases, DDS requires only 15-20% of the number of model evaluations used by SCE in order to find equally good values of the objective function. Overall, the results also show that DDS rapidly converges to good calibration solutions and easily avoids poor local optima. The simplicity of the DDS algorithm allows for easy recoding and subsequent adoption into any watershed modeling application framework. 
Introduction
[2] Almost all watershed simulation models contain effective physical and/or conceptual model parameters that are either difficult or impossible to directly measure. Applications of these models therefore require that model parameters are adjusted so that model predictions closely replicate the observed environmental system response data. The process of model parameter conditioning to historical system response data is called calibration. The traditional approach to model calibration has been to calibrate the model manually by trial and error. While such a manual calibration is useful as a learning exercise for modelers, it can be extremely labor intensive and difficult to implement for complex model calibration situations where models are calibrated to long time series of measured system response data with different constituents at multiple locations.
[3] Watershed modelers have long since recognized that optimization algorithms could be used to automate the calibration process. Automatic calibration is defined here as an optimization algorithm based search for a set of watershed model parameter values that minimize the model prediction errors relative to available measured data for the system being modeled. This study will focus on the automatic calibration of watershed simulation models. The results of this study however are also relevant to all other environmental simulation models requiring calibration. Gupta et al. [1998] and Singh and Woolhiser [2002] note that the automatic calibration methodology has a number of important parts including: (1) the selection of appropriate calibration data, (2) the definition of the objective function that measures the error between model predictions and the calibration data, and (3) the optimization algorithm used to optimize the selected objective function. This study is focused on investigating optimization algorithms for automatic calibration and in particular will introduce a new and efficient algorithm called the dynamically dimensioned search (DDS).
[4] Early automatic calibration studies utilized local optimization techniques that find locally optimal solutions close to the initial solution [Ibbitt, 1970; Nash and Sutcliffe, 1970; Sorooshian and Gupta, 1983] . Examples include derivative-based (e.g., quasi-Newton) algorithms or derivative free algorithms like the Nelder-Mead Simplex method [Nelder and Mead, 1965] . The problem with these methods is that they may find only a local optimum and never get close to the global optimum. Given the inherent complexity of watershed models, recent studies have utilized more advanced global search methods. Duan [2003] provides a good review of optimization algorithms for watershed model calibration and his list of global optimization algorithms applied to watershed model calibration includes adaptive random sampling [Masri et al., 1980] , controlled random search [Price, 1978] , the multistart Simplex, genetic algorithm [Wang, 1991] , simulated annealing [Thyer et al., 1999] , and the shuffled complex evolution (SCE) algorithm [Duan et al., , 1992 . SCE is the dominant optimization algorithm in the watershed model automatic calibration literature over the past 10 years given that more than 300 different publications reference the original set of SCE publications [Duan et al., , 1992 [Duan et al., , 1994 . Therefore our new DDS algorithm is tested extensively against SCE.
[5] The introduction of SCE for automatic calibration of watershed models was a great advancement that has enabled a substantial number of modelers to solve difficult calibration problems. A review of the algorithm performance comparisons in the watershed modeling literature shows that the SCE algorithm was judged to outperform the other global optimization algorithms in the previous paragraph in at least one study (and often multiple studies). However, most of these SCE comparisons involved computationally efficient lumped parameter conceptual watershed models with simulation times often on the order of a few seconds or less. As a result, most previous SCE comparisons utilize very large numbers of total allowable model evaluations per optimization trial. For example, in three studies calibrating 11 -13 model parameters, SCE results were generated using 11,000 to 23,000 model evaluations [Duan et al., 1994; Gan and Biftu, 1996; Sorooshian et al., 1993] . In more complex model calibration examples, Tanakamaru and Burges [1996] used 39,000 to 49,000 model evaluations for SCE in a 16 parameter problem, while Franchini et al. [1998] use 250,000 model evaluations in a 37 parameter problem. Consider that the Soil and Water Assessment Tool version 2000 (SWAT2000) distributed watershed model calibration case study utilized here (see section 2.4) requires at least 2 minutes to execute a single, 9-year, daily time step simulation on a Pentium IV 3-GHz processor. Therefore one SCE optimization run in this situation would require about 14 days of computation time for 10,000 SWAT model evaluations and about 4.6 months for 100,000 model evaluations. With such extreme computational burdens in mind, this study is focused on evaluating optimization algorithm performance on rather limited computational budgets (1000 to 10,000 model evaluations).
[6] One approach to address this SCE efficiency issue is to simply run SCE for as long as the case study specific computational constraints allow for (e.g., $1000 rather than 100,000 simulations). While this approach will produce results, and perhaps even a seemingly reasonable objective function value, SCE was not specifically developed and tested against other algorithms from this perspective. Instead, SCE was developed so that optimal or near-optimal solutions are returned with high reliability upon algorithm convergence (typically more than 10,000 model evaluations). The available SCE comparison literature almost exclusively presents algorithm performance comparisons in terms of effectiveness (solution quality) and computational effort required to find the final best solutions at algorithm termination or convergence but do not assess algorithm effectiveness prior to termination [see, e.g., Duan et al., 1993; Gan and Biftu, 1996; Franchini et al., 1998 ]. This comparison approach is entirely appropriate given that the hydrologic models being calibrated in these case studies were lumped parameter conceptual models with very short simulation times.
[7] When automatic calibration is applied to spatially distributed models, or more generally any model that presents a significant computational burden, the comparison of two optimization algorithms must consider how solution quality changes with varying computational effort. This is because distributed modeling computational timescales can vary by many orders of magnitude depending on what model, spatial discretization level and watershed size is selected for the modeling case study. Singh and Woolhiser [2002] report in their review of mathematical modeling of watershed hydrology that many current watershed hydrology models are spatially distributed. In fact, as soon as one considers a limited number of model evaluations perspective, the idea of achieving global optimality becomes unreasonable in most automatic calibration problems. As a result, the methods for comparing algorithm performance in this paper are necessarily different from the methods found in the great majority of previous SCE literature. In addition, we believe that improved automatic calibration optimization algorithms can be developed with such a perspective in mind and introduce the new DDS as one such algorithm focused on identifying good calibration solutions when model evaluations are limited.
[8] The specific goals of this study are (1) to introduce the new DDS algorithm for watershed model calibration and (2) present DDS and SCE comparative algorithm performance results in ways that are meaningful for modelers subject to a wide range of computational limitations. DDS requires essentially no parameter tuning and the search strategy is scaled to the user-specified maximum number of objective function evaluations in order to return good solutions across a range of computational limitations. Numerical results will show that DDS is robust and effective and it outperforms the SCE algorithm for real SWAT2000 watershed simulation model calibration formulations of 14, 26, and 30 parameters limited to 10,000 or fewer total model evaluations. This study limits DDS algorithm comparisons to the SCE algorithm because SCE is so frequently applied to hydrologic or watershed simulation model calibration.
[9] The remainder of the paper is organized as follows. Section 2.1 highlights the benchmark optimization algorithms utilized in this study, and the DDS algorithm is described in detail in section 2.2. The optimization test problems and SWAT2000 automatic calibration case studies are introduced in sections 2.3 and 2.4, respectively. All algorithm comparison results are provided in section 3, while section 4 summarizes and highlights the significance of the results. Conclusions and future research directions are detailed in section 5.
Methodology

Benchmark Optimization Algorithms
[10] The main focus of this study is the introduction of the DDS algorithm (see section 2.2) and the subsequent performance comparisons with alternative algorithms, including the SCE algorithm. The Matlab # (R13) optimization toolbox implementations of a derivative-based optimization algorithm (Matlab fmincon function) and a Nelder-Mead Simplex algorithm (Matlab fminsearch function) were applied to a subset of model calibration problems in order to confirm that they were in fact difficult multimodal optimization problems. The Matlab implemented derivative-based search (referred to as ''Fmincon'' in the remainder of this paper) as utilized here approximates derivatives by finite differences and implements sequential quadratic programming to find a local minimum.
[11] The Simplex and Fmincon algorithms are local optimization methods. In order to utilize them for global optimization, they were applied as multistart algorithms. For example, in each Simplex or Fmincon optimization trial with multiple restarts, once an algorithm run converged and stopped, another run was started at a different initial solution that was randomly selected. This was repeated until the maximum function evaluation limit was reached or it was clear that restarting the Simplex or Fmincon algorithm would not significantly improve the current best solutions. Since the Simplex algorithm is an unconstrained optimization algorithm, bound constraints on the decision variables were accounted for by using a penalty function approach that assigns infeasible solutions objective function values that are worse than the worst feasible solution found so far.
[12] In this study, the original SCE algorithm was recoded in Matlab and used to generate almost all SCE results reported here. Tests against the original Fortran SCE version (referred to as SCE-UA for ''University of Arizona'') on multiple test functions confirmed both SCE implementations were consistent. The original Fortran-coded SCE algorithm is referred to as SCE-UA where appropriate in the remainder of this paper. Besides the random number generation routines, the only other difference between our Matlab SCE and SCE-UA is that our Matlab SCE implementation only stops when the maximum function evaluation limit is reached.
[13] SCE is applied to all test functions and calibration formulations considered in this study. An overview of the algorithm based largely on the summary by Duan et al. [1992] is as follows. SCE is a probabilistic populationbased evolutionary type of algorithm. The initial population is sampled randomly from the space of feasible solutions. The population is divided into a number of subpopulations called complexes after sorting the population based on objective function value. Each complex is evolved (i.e., improved) using the competitive complex evolution (CCE) algorithm which utilizes the Simplex procedure of Nelder and Mead [1965] . After the CCE algorithm terminates, the entire population is recombined and then partitioned again into a number of complexes and this shuffling step functions to share information between complexes. This process is repeated many times and as the search process continues, the entire population tends to converge to a local or global optimum. See Duan et al. [1992 Duan et al. [ , 1993 Duan et al. [ , 1994 for a detailed description of SCE.
Dynamically Dimensioned Search Algorithm
[14] The DDS algorithm is a novel and simple stochastic single-solution based heuristic global search algorithm that was developed for the purpose of finding good global solutions (as opposed to globally optimal solutions) within a specified maximum function (or model) evaluation limit. The algorithm is designed to scale the search to the userspecified number of maximum function evaluations and thus has no other stopping criteria. In short, the algorithm searches globally at the start of the search and becomes a more local search as the number of iterations approaches the maximum allowable number of function evaluations. The adjustment from global to local search is achieved by dynamically and probabilistically reducing the number of dimensions in the neighborhood (i.e., the set of decision variables or parameters modified from their best value). The decision variables in automatic calibration are the model parameters being calibrated, and the dimension being varied is the number of model parameter values being changed to generate a new search neighborhood. Candidate solutions are created by perturbing the current solution values in the randomly selected dimensions only. These perturbations magnitudes are randomly sampled from a normal distribution with a mean of zero. Our algorithm design choices to select a subset of dimensions for perturbation completely at random without reference to sensitivity information and the use of the normal distribution were made to keep DDS as simple and parsimonious as possible. However, DDS could also be applied with alternative probability distributions. DDS is a greedy type of algorithm since the current solution, also the best solution identified so far, is never updated with a solution that has an inferior value of the objective function. The complete DDS algorithm pseudocode for minimization is provided in Figure 1 .
[15] The DDS algorithm is unique relative to current optimization algorithms because of the way the neighborhood is dynamically adjusted by changing the dimension of the search. For example, the dynamic adjustment in the number of parameter dimensions varied in the neighborhood (step 3 in Figure 1 ) distinguishes DDS from adaptive random sampling (ARS) as described by Masri et al. [1980] , the ARS implementation used by Duan et al. [1992] and a (1 + 1) evolutionary strategy (ES). Masri et al. [1980] adjust neighborhood size by modifying the perturbation magnitude (variance) in each dimension while Duan et al. [1992] narrow the sampling bounds. In a basic (1 + 1) ES with the 1/5th success rule for step length control [see, e.g., Schwefel, 1995] , the mutation variances increase or decrease in response to whether the objective function has recently been improved. In contrast, the DDS perturbation variances remain constant and the number of decision variables perturbed from their current best value decreases as the number of function evaluations approaches the maximum function evaluation limit. This key feature of DDS was motivated by our experience with manual calibration of watershed models where early in the calibration exercise relatively poor solutions suggested the simultaneous modification of a number of model parameters but as the calibration results improved, it became necessary to only modify one or perhaps a few parameters simultaneously so that the current gain in calibration results were not lost.
[16] The only algorithm parameter to set in the DDS algorithm is the scalar neighborhood size perturbation parameter (r) that defines the random perturbation size standard deviation as a fraction of the decision variable range. A default value of the r parameter is recommended as 0.2 (and used in this study) because this yields a sampling range that practically spans the normalized decision variable range for a current decision variable value halfway between the minimum and maximum. This sampling region size is designed to allow the algorithm to escape regions around poor local minima. An r value of 0.2 means that for a decision variable with a range of 10 units, the standard deviation of the perturbation random variable is equal to 0.2 Â 10 = 2 units. Thus r is a scaling factor assigning the same relative variation to each decision variable (relative to the decision variable ranges). In cases where the initial solution is known to yield good objective function values, reducing r to perhaps 0.1 may also be reasonable to better focus the search around the initial solution. However, in all other cases, reducing r below 0.2 is only recommended to restart terminated DDS runs for which further solution refinement is desired.
[17] The one-dimensional decision variable perturbations in step 4 of the DDS algorithm (Figure 1) [18] The maximum number of function evaluations (m) is an algorithm input (like the initial solution) rather than algorithm parameter because it should be set according to the problem specific available (or desired) computational time to expend on the optimization problem. The value of m therefore depends on the time to compute the objective function and the available computational resources. Except for the most trivial objective functions, essentially 100% of DDS execution time is associated with the objective function evaluation. Remember that the DDS algorithm scales the search strategy from global in the initial iterations to more local in the final iterations regardless of whether m is 100 or 10,000 function evaluations. After initial testing, it was decided that in the absence of a specific initial solution, a simple approach to reduce DDS sensitivity to a poor randomly sampled initial solution was to initialize DDS to the best of M uniform random solutions, where M is the largest integer of 0.005m and 5. It must be clarified that the DDS algorithm is not designed to converge to the precise global optimum. Instead, it is designed to converge to the region of the global optimum in the best case or the region of a good local optimum in the worst case. Local, perhaps derivative-based, searches could be initialized from the final DDS solution in order to identify a more precise estimate of the local optimum close to where DDS converged. However, this additional solution refinement step may be unnecessary in many practical model calibration case studies.
Optimization Test Functions and Problems
[19] Four difficult generalized D-dimensional global optimization test functions (Rastrigin, Griewank, Ackley and Bump) were selected in order to compare SCE and DDS performance. As global optimization test functions, they each have a high number of local optima, which is a type of problem both SCE and DDS are designed to solve. Table 1 lists the functions and their characteristics (see Tolson [2005] for Bump function). Ten and 30 dimensions were selected for the Rastrigin, Griewank and Ackley functions to roughly span the range of dimensions for the real SWAT2000 model calibration problems defined later in section 2.4. The Bump function is a maximization problem with 20 dimensions from Keane [1996] . For the Bump function and all other maximization problems, the optimization algorithms minimize (À1) times the objective function value. [20] The SCE algorithm was originally demonstrated as an effective and efficient algorithm based largely on a synthetic six-dimensional hydrologic model calibration problem called 'Sixpar' [Duan et al., , 1992 . Therefore it was deemed important to revisit the Sixpar test problem in this study. Hence Matlab SCE, DDS, and Fmincon algorithms were applied to the Sixpar problem. The objective for the Sixpar problem is to minimize the sum of squared errors (SSE) between the model predictions and a synthetically generated time series of measured data. Duan et al. [1993] report all other details on the problem except that in addition to the bound constraints on the six decision variables, there are four linear constraints that are checked in the Sixpar example. The original SCE algorithm handles constraint violations by randomly sampling around the best solution when one or more of the constraints (bound or linear) are violated. The Matlab SCE handles constraint violations the same way as SCE-UA. Linear constraint handling for the Sixpar problem in this study is discussed further in section 3.4.
SWAT2000 Cannonsville Watershed Model Calibration Case Study
[21] Tolson and Shoemaker [2004] and Tolson [2005] recently applied a slightly modified version of the SWAT2000 [Neitsch et al., 2001] watershed simulation model to predict flow, sediment and phosphorus delivery to the Cannonsville Reservoir in upstate New York. The nearly 1200 km 2 reservoir watershed is dominated by forests and agricultural lands and is only about 1% urban land. Tolson [2005] manually calibrated the model to a rich data set for flow, total suspended sediment (TSS) and phosphorus. Multiple SWAT2000 model calibration problems were derived from the Cannonsville case study and formulated as optimization problems and then solved with the DDS and the other algorithms listed in section 2.1.
[22] The Soil and Water Assessment Tool version 2000 (SWAT2000) is a spatially distributed continuous simulation model for predicting flow, sediment, nutrient and other contaminant transport. SWAT2000 is designed to compute long-term runoff and nutrient export from rural watersheds, especially those dominated by agriculture [Arnold et al., 1998] [23] The SWAT2000 model Fortran source code was slightly modified and then recompiled in order to create an efficient case study. SWAT2000 was changed so that all model optimization parameters were read from the input files to five decimal places of precision and unnecessary output files and screen printing were eliminated. Since Matlab was the programming language used to code all optimization algorithms, Matlab programs were mainly used to transfer new model parameter values to the appropriate model input files and extract model time series predictions from the model output files and then calculate the necessary objective function values.
[24] Two scales of SWAT2000 models within the Cannonsville Reservoir Watershed were utilized in this study. . The Walton/Beerston calibration was the main focus of the manual calibration effort in Tolson [2005] and is therefore repeated here. However, since one execution of the Cannonsville watershed scale model requires 2 minutes of computation time on a Pentium IV 3 GHz processor even after substantial code optimizations, the total number of model evaluations available for calibration was quite limited. This is especially true since replicate optimization trials were implemented to compare multiple algorithms. Therefore a second single subbasin model was created for the Town Brook subwatershed (37 km 2 drainage area) to allow for a higher number of model evaluations in algorithm testing. Town Brook is also monitored for flow (USGS station 01421618) and water quality. The New York State Department of Environmental Conservation (NYSDEC) provided daily TSS and total phosphorus loads calculated at each monitoring location.
[25] A number of SWAT2000 model parameters optimized in this case study are not spatially variable and are instead a constant value across all model spatial units (e.g., all snowmelt parameters). Other parameters such as SCS curve numbers and soil properties are spatially variable and can therefore be assigned different values for different spatial units. These could be calibrated by considering each spatial unit parameter value an independent calibration parameter. However, in this study, such an approach would have increased the total number of calibrated parameters to more than 100. Since the calibration formulations presented Three flow calibration problems were formulated based on the set of SWAT2000 flow parameters calibrated manually by Tolson [2005] . These 14 model parameters impact snowmelt, surface runoff, groundwater, lateral flow and evapotranspiration predictions and are listed along with their ranges in Table 2 . The parameter ranges were based mainly on ranges in the SWAT2000 model documentation [Neitsch et al., 2001] in order to replicate the automatic calibration process that would have occurred with little prior knowledge of the model application to this case study area. For computational efficiency reasons, the model calibration formulations below are based on model simulation time periods that were shorter than the calibration periods used by Tolson [2005] . Therefore automatic flow calibration results achieved here are not compared to manual calibration results of Tolson [2005] . 2.4.1.1. Formulation 1
[27] The 37 km 2 Town Brook single subbasin SWAT2000 model was calibrated for flow against real measured flow data according to the optimization model below:
where SSE Q is the sum of squared error for daily flows, x is a vector of D model parameters that are each subject to bound constraints listed in Table 2 , Qmeas t and Qsim t are the measured and simulated flows on day t and T is the total number of days in the calibration period. For this formulation, D is 14 and T is 1096 days (October 1997 to September 2000 . The best theoretical SSE Q value is 0.0. However, the true minimum SSE Q for this real calibration problem, as with all others, is some unknown positive quantity.
Formulation 2
[28] The Town Brook SWAT2000 model used in Formulation 1 was calibrated for flow against synthetically generated flow data. The optimization model in formulation 2 is exactly the same as equation (1) except that the measured data (Qmeas) was synthetically generated using the manually calibrated SWAT2000 model parameter values established by Tolson [2005] . Therefore the known solution to this problem has a minimum SSE Q of 0.0.
Formulation 3
[29] The 1200 km 2 Cannonsville Reservoir multiple subbasin SWAT2000 model was calibrated for flow against real measured flow data according to the following:
where E NS Q is the Nash-Sutcliffe coefficient for daily flows (Q), x is a vector of D model parameters that are each subject to bound constraints listed in Table 2 , Qmeas t and Qsim t are the measured and simulated flows on day t and T is the total number of days in the calibration period. E NS values range from negative infinity to 1. The true maximum E NS Q value in this case study, as with all others, is not known. For this formulation, D is 14 and T is 2191 days (1990 -1995) . As described for the Bump function in section 2.3, this and all other maximization problems are solved by minimizing (À1) times the objective function value.
Simultaneous Flow, Sediment, and Phosphorus Calibration Formulations
[30] Two calibration problems were formulated for the simultaneous calibration of flow, sediment and phosphorus. The model was simultaneously calibrated to the three constituents since flow predictions, namely surface runoff volumes, largely influence the water quality predictions. The parameters to be optimized were selected based on the set of model parameters that Tolson [2005] modified from their default values. These 30 optimized model parameters AWC_f, Ksat_f, and DepthT_f are factors linearly scaling the physical properties (AWC, Ksat, and DepthT) between their minimum (factor = 0) and maximum (factor = 1) soil type specific values. The ranges of AWC and Ksat were derived from soil survey data while the total soil depth range (DepthT) range was assumed to be ±25% of the soil survey data.
include the 14 flow parameters considered in formulations 1, 2 and 3. In addition, land surface and channel erosion parameters, as well as phosphorus related parameters were considered as optimization parameters. The optimized parameter names and ranges are listed in Table 3 . The parameter ranges were based mainly on ranges in the SWAT2000 model documentation [Neitsch et al., 2001] in order to replicate the automatic calibration process that would have occurred with little prior knowledge of the model application to this case study area.
Formulation 4
[31] The 37 km 2 Town Brook SWAT2000 model used in formulation 1 was calibrated simultaneously for flow, sediment and total phosphorus against real daily flow and water quality loading data according to the following:
where E w is a weighted summation of reduced NashSutcliffe coefficients for flow (E NS Q ), total suspended sediment (E NS TSS ) and total phosphorus (E NS TP ), x is a vector of D model parameters that are each subject to bound constraints in Table 3 , and %B is the percent bias of model predictions for a given constituent calculated as follows:
[32] The weights assigned to equation (3), which are 0.5 for flow, 0.2 for TSS and 0.3 for TP, reflect the higher quality and longer period of flow data (October 1997 to September 2000) relative to water quality data (only October 1998 to September 2000) and the fact that accurate phosphorus prediction is more important than accurate TSS prediction in this case study. Equation (3) combines the %B and E NS values into a single objective function designed to maximize E NS and reduce j%Bj values to a specific threshold. Minimizing j%Bj was only considered beneficial up to these thresholds (10% for flow, 30% for TP and TSS) due to the data errors associated with large flow events. E w , like a real E NS coefficient, ranges from negative infinity to 1. However, the true maximum E w value is not known. For this formulation, D is 26 and T is 1096 days for flow and 731 days for TSS and TP.
Formulation 5
[33] The 1200 km 2 Cannonsville Reservoir Watershed multiple subbasin SWAT2000 model used in formulation 2 was calibrated simultaneously for flow, sediment and total phosphorus against real daily flow data at Walton and real daily water quality loading data at Beerston. The optimization model has the same form as equation (3). The only differences are that since data were deemed to be slightly more reliable for Beerston, the thresholds for applying a %Bias penalty for TSS and TP were reduced to 20% (from 30%), the number of calibrated parameters increases to 30, and T is 2191 days for flow and 1553 days for TSS and TP.
[34] There are a myriad of alternative ways to formulate the above calibration problems including solving the calibration problem as a multiobjective problem. The calibration problems formulated here are relatively simple and could be further extended to consider alternative low-flow weighting schemes, alternative performance statistics, and even take better advantage of other available measured data sources within the basin. However, for the purposes of The MUSLEadj parameter was added to SWAT2000 for the Cannonsville application of Tolson [2005] and controls the snow cover influence on hydrologic response unit sediment yield.
demonstrating the single-objective DDS optimization algorithm and comparing it to the single-objective SCE optimization algorithm, this set of calibration formulations was deemed sufficient.
Outline of Algorithm Comparisons
[35] Since this study is focused on the introduction of the DDS algorithm and the subsequent comparison to SCE with respect to optimization performance for model calibration problems, these comparisons are focused on the ability of each algorithm to optimize the value of the objective function in both the test function and calibration formulation problems considered here. Results are evaluated from a distributed model calibration perspective such that total function (i.e., model) evaluations are limited and thus achieving a highly precise globally optimal solution is an unreasonable expectation. In addition, errors in measured data undermine the value of such precision in parameter calibration. Given this perspective and the fact that we do not know the optimal solution in the real calibration formulations, we do not report on the final parameter values returned by DDS or SCE.
[36] Due to the stochastic nature of the SCE and DDS algorithm, their relative performance must be assessed over multiple optimization trials each initialized to independent populations or solutions. Algorithms are compared using 5 to 100 optimization trials. Optimization test function comparisons cover 10-, 20-, and 30-dimensional (i.e., the number of decision variables) problems while comparisons on the watershed model calibration formulations are presented for 6-, 10-, 14-, 26-, and 30-dimensional problems (i.e., the number of calibrated model parameters). The maximum number of model or function evaluations per optimization trial varies from 1000 to 10,000 (except for one test function). Since it is typical in global optimization to compare average algorithm performance [Ali et al., 2005] , average algorithm convergence in terms of the best solution found is plotted against the number of objective function evaluations for each algorithm. In other words, for a particular algorithm, the average of the best solution found so far across all optimization trials is computed after each additional objective function evaluation. These algorithm convergence plots provide comparative results relevant to future modelers who are constrained to anywhere from $100 to $10,000 model evaluations for calibration. Given that average algorithm performance does not provide a complete picture of results, the distribution or range of the best DDS and SCE objective function values is also graphically assessed for the majority of optimization problems considered.
[37] Unless otherwise noted, the initial solution for DDS is generated as described in section 2.2 and the neighborhood size parameter, r, is set to the default value of 0.2. All Fmincon and Simplex searches are initialized to the same set of initial solutions that start the DDS algorithm. Stopping criteria for the Fmincon and Simplex algorithms are noted in section 3 for each problem they are applied to. All SCE results presented in this paper are based on our Matlab SCE algorithm unless otherwise noted. As in the original SCE-UA algorithm, our SCE is initialized to a population generated by uniform random sampling. Default SCE algorithm parameters recommended by Duan et al. [1994] are used except in some problems the number of complexes was tuned to improve SCE results. The use of default algorithm parameters best replicates how the majority of modelers would use each algorithm. SCE and DDS are only stopped when the maximum function evaluation limit is reached.
Results
[38] The results are presented here in four sections. Section 3.1 compares the DDS algorithm with the SCE algorithm for a few common optimization test functions. In section 3.2, the algorithm results for the SWAT2000 Cannonsville Watershed real and synthetic flow calibration formulations for Town Brook and Walton are presented. Section 3.3 compares SCE and DDS performance on the high-dimension SWAT2000 Cannonsville Watershed simultaneous flow, sediment and phosphorus real calibration problems for Town Brook and Walton. Lastly, section 3.4 revisits the original synthetic Sixpar hydrologic model calibration problem as described and investigated by Duan et al. [1992 Duan et al. [ , 1993 .
Algorithm Comparisons for the Test Functions
[39] The average SCE and DDS algorithm results for some of the test functions listed in Table 1 The 30-D test functions were also minimized using 10 complexes based on other studies that report using a much higher number of complexes [e.g., Franchini et al., 1998; Kuczera, 1997] . The averages for the 10-D test functions are for 100 optimization trials while the averages for the 30-D test functions are for 30 optimization trials. For each trial, we record the best solution found on or before the ith function evaluation for a specific algorithm and then average these best solutions over the total number of trials for that algorithm to obtain the ''average best function value'' for i function evaluations. The maximum number of function evaluations used for the test functions (1000-10,000) were fixed so as to cover the range of maximum SWAT model evaluations used to solve the calibration case study formulations in sections 3.2 and 3.3. Algorithm comparisons for the test functions in Figure 2 were limited to SCE and DDS in order to clearly highlight some general algorithm performance differences.
[40] In general, Figure 2 shows that DDS does better if the number of function evaluations is limited. For the Griewank 10-D function, the SCE algorithm finds slightly better average solutions than DDS after 2000 function evaluations. However, DDS provides substantially better average solutions than SCE for the Griewank 10-D function when function evaluations are limited to fewer than around 1000 function evaluations. Similar results are obtained (although not presented) for the Ackley 10-D function and the Griewank 30-D function. Figure 2c shows a comparable pattern for the Ackley 30-D function in that the SCE algorithm finds slightly better average solutions than DDS after 10,000 function evaluations. However, DDS provides substantially better average solutions than SCE for the Ackley 30-D function in Figure 2c when function evaluations are more limited (less than $3000). This substantial performance difference is clearly demonstrated in Figure 2c by the DDS optimization runs to a maximum of 1000 and 2500 function evaluations. Unlike the other two functions in Figure 2 , DDS results for the Rastrigin 30-D (Figure 2b ) are better than SCE across all function evaluations considered.
[41] Results from Figure 2 show that SCE is sensitive to the number of complexes selected. To investigate this more closely and try to determine the optimal number of SCE complexes for a specific example, the 10-D Rastrigin function was minimized with SCE using 1, 2, 3 and 4 complexes and results are compared to the default DDS results in Figure 3 . Figure 3a shows the average results and identifies an Ideal SCE series that is the best average results across all four SCE parameter settings. The Ideal SCE series is clearly unattainable with a single SCE optimization run and shows that the optimal number of complexes depends very much on the number of function evaluations utilized. For example, SCE (p = 1) is best for less than about 600 function evaluations but SCE (p = 2) is then best for between 600 to 1000 function evaluations. In contrast, DDS2000 produces lower function values on average than the Ideal SCE for nearly all function evaluations (except between 250 and 500) and the DDS1000 results are even lower than DDS2000.
[42] Figure 3b shows the empirical cumulative distribution function of the final best objective function values from all 100 optimization trials after 2000 function evaluations. The minimum function value is À10 and the almost vertical line at À10 for DDS indicates all of the DDS solutions are very close (within 0.08) to the minimum. The vertical lines for SCE at À9.0, À8.0, À7.0, and À6.0 indicate SCE converges to very poor local minima with significant to substantial frequency (5 -75% of trials) depending on the number of complexes. Note that the SCE results for one and two complexes typically converge in fewer than 1000 function evaluations and thus could be improved by simply restarting SCE and using a total of 2000 total function evaluations. Even with one or two restarts, SCE with one or two complexes would still converge to quite poor solutions with notable frequency. Although not obvious due to scaling in the figure, when SCE does manage to avoid the poor local minima, it converges to the global minimum with more significant digits than DDS. However, improving the final DDS solutions after 2000 function evaluations with the derivative-based Fmincon algorithm also yielded the global minimum in all 100 trials with less than 100 additional function evaluations on average.
[43] The DDS and SCE algorithms were also tested on a 20-D version of the extremely multimodal ''bump'' function [Keane, 1996] . The bump function has one nonlinear and one linear constraint in addition to decision variable bound constraints. Following the approach taken by Keane [1996] , all SCE and DDS solutions that were infeasible were simply assigned a function value of 0. In comparison with five other global optimization methods (including genetic algorithms and evolution strategy), DDS generated the best average results after 150,000 function evaluations (slightly better than the GA) while SCE performed second worst out of six algorithms on this problem. Complete Bump function results are available from Tolson [2005] .
SWAT2000 Flow Calibration
[44] The SWAT2000 flow calibration problems described in section 2.4.1 are solved here using the optimization algorithms described in section 2.1. The default number of SCE complexes (p) for the three 14-D flow calibration problems was set to four based on recommendations by Duan et al.
[1994] for a 13-D calibration problem. Figure 4 are the average function values plotted against the corresponding average number of model evaluations required for convergence after one and two restarts. The minimum difference for computing finite difference derivatives in Fmincon was set to 10 À5 to match the modified SWAT2000 input precision levels. All other Fmincon and Simplex algorithm inputs were left at their default values. Clearly, both Fmincon and the Simplex are converging to poor local minima with the simplex performing slightly better. The default SCE (p = 4) converges substantially slower than DDS and somewhat slower than SCE with p = 2. DDS finds lower average SSE values than either SCE result for any number of model evaluations in Figure 4a .
[46] Figure 4b provides a more complete description of algorithm performance by plotting all 20 objective function values for the DDS and SCE algorithms for fixed levels of computational effort (1000 and 2500 model evaluations). After 1000 model evaluations, the median DDS solution is lower than both SCE results. Reducing p to 2 improves average SCE performance after 1000 evaluations, but after 2500 evaluations, average and median SCE results are nearly indistinguishable. At 2500 model evaluations, Figure  4b shows that reducing the number of complexes increases the variance (i.e., spread) of SCE solutions. Although the variance of DDS solutions after 2500 model evaluations is noticeably higher than SCE with p = 4, half the DDS solutions are within 10 SSE units of the minimum SSE found (601).
[47] The synthetic Town Brook flow calibration (formulation 2) results for SCE, DDS, Fmincon and the Simplex algorithms are compared in Figure 5 . The average best solutions are plotted on a logarithmic scale versus the number of SWAT model evaluations in order to clearly display the differences in algorithm performance. All Fmincon and Simplex algorithm inputs are the same as in formulation 1. Similar to Figure converge to poor local solutions. Fmincon was not restarted since it was clear results would not substantially improve. Although the DDS and SCE algorithms converge to nearly the same SSE value after 2500 model evaluations under default algorithm parameters, the DDS algorithm reached good solutions more quickly. When p was reduced to two from four, SCE convergence speed and effectiveness was improved. In fact, SCE results with p = 2 are slightly better on average than the default DDS algorithm (r = 0.2) results after 2500 function evaluations. However, this difference is not significant from a practical calibration perspective since SCE improves the corresponding average E NS coefficient by only 0.001 over DDS. If DDS is also fine-tuned by reducing r to 0.1, DDS produces the lowest average SSE values of all algorithms after 2500 model evaluations.
[48] The more computationally expensive Cannonsville Reservoir watershed calibration problem (formulation 3) was solved using only DDS and SCE algorithms since previous results for formulations 1 and 2 suggest that even with restarts, the Fmincon and Simplex algorithms were not capable of avoiding poor local minima. All 10 optimization trial results for this maximization problem are shown for both DDS and SCE in Figure 6 for up to 1000 SWAT model evaluations. The DDS algorithm clearly outperforms SCE for this problem for all model evaluations. Furthermore, the DDS variance is smaller than the variance in SCE solutions. 3.3. SWAT2000 Simultaneous Flow, Sediment, and Phosphorus Calibration
[49] The SWAT2000 simultaneous flow, TSS and phosphorus problems discussed in section 2.4.2 are solved here using only the SCE and DDS algorithms. Since the dimensionality and thus problem difficulty increases relative to the previous three flow calibration problems, the number of model evaluations used for calibration was also increased. The objective functions for formulations 4 and 5 can be roughly interpreted as a weighted E NS coefficient.
[50] For the 26-D Town Brook calibration problem (formulation 4), 10,000 model evaluations were used for SCE while only 5000 model evaluations were used for DDS due to restrictions on available computational time. Five SCE complexes were selected based on van Griensven and Bauwens [2003] . In addition, an alternative SCE parameter setting approach described by Sorooshian et al. [1993] as relatively more efficient was evaluated where the number of complexes was set to five initially and then reduced to a minimum of two as the search progressed. Figure 7a shows the average best solution across 10 optimization trials for SCE and DDS versus the number of model evaluations. Results show the dominant performance of DDS over both SCE parameterizations. Even after twice as many model evaluations (10,000), the SCE (p = 5) average solution is still worse than DDS by more than 0.02 objective function units. Figure 7b presents all DDS solutions after 1000 and 5000 model evaluations and all SCE solutions after 5000 and 10,000 model evaluations. Although the SCE complex reduction strategy (p = 5 to p = 2) shows improved efficiency relative to SCE with a constant number of complexes, DDS results are still notably better than either SCE result. For example, Figure 7b shows the worst DDS solution after 5000 evaluations is approximately the same as the median SCE solution for either SCE parameterization.
[51] For the 30-D Cannonsville Reservoir Watershed problem (formulation 5), 2000 model evaluations were used for both SCE and DDS. Note that each optimization trial required approximately 68 hours of computation time on a Pentium IV, 3-Ghz processor. In light of the previous SCE results, SCE was applied to this problem using only two complexes in an attempt to improve SCE efficiency for this high-dimension, limited number of model evaluations problem. Figure 8 shows DDS and SCE average performance as well as the best and worst performance over five optimization trials. SCE simply cannot compete with DDS on this computational scale. The worst DDS solution was always better than the best SCE solution after approximately 200 function evaluations.
[52] Performance statistics for flow, TSS and total phosphorus are summarized in Table 4 for the best solutions from SCE and DDS to the simultaneous flow and water quality calibration problems (formulations 4 and 5). Disaggregating the objective function component performance statistics in equation (3), namely for flow, TSS and total P, demonstrates the differences in algorithm results in more interpretable units. For formulation 4, with only half the computationally effort (5000 DDS versus 10,000 SCE (p = 5) model evaluations), DDS was able to identify a solution that was slightly better than SCE for all three constituents. For formulation 5, using the same computational effort, the best DDS solution was substantially better than the best SCE solution in terms of the E NS coefficient. For example, the daily sediment and total P E NS coefficients for DDS were 0.20 and 0.10 higher, respectively, than the corresponding SCE values. In all cases in Table 4 , the thresholds for the maximum absolute %Bias (30% and 20% for water quality constituents in formulation 4 and 5, respectively) were attained. In comparison with the DDS results from formulation 3 (calibration to Walton flows), where an average E NS of 0.85 was obtained, the simultaneous inclusion of sediment and phosphorus in the objective function in formulation 5 only slightly reduced the flow E NS coefficient to 0.82. Duan et al. [1993 Duan et al. [ , 1992 [53] The synthetic Sixpar six parameter hydrologic model calibration problem was an integral part of the original set of optimization problems used to introduce SCE [Duan et al., , 1992 . Although DDS was designed with larger dimensional problems in mind, DDS, along with our Matlab SCE, and the Fmincon algorithm were applied to the Sixpar problem available with the original SCE-UA Fortran code. SCE-UA results on the Sixpar problem are compared to the new results generated in this study. Our Matlab SCE handles the linear Sixpar constraints the same way as SCE-UA, while the DDS algorithm repeatedly samples new candidate solutions (steps 3 and 4 in Figure 1 ) until the linear constraints are satisfied. The Fmincon algorithm accounts for the linear constraints explicitly as they can be input to the algorithm. Duan et al. [1993] defined successful convergence to the global minimum as SSE values less than 10
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À3
. Thus each of the Fmincon optimization trials was restarted at new random initial solutions until a restart terminated with an SSE value less than 10
. All results for this problem were generated using 100 optimization trials. Further comparison details and results measuring multiple aspects of algorithm performance are summarized in Table 5 .
[54] The most interesting result in Table 5 is that Fmincon is substantially more efficient and effective than all other algorithms. For example, after a maximum of three restarts, all 100 Fmincon optimization trials converged and stopped after an average of only 409 total Sixpar model evaluations to the SSE target value of 10 À3 or better. In comparison, SCE-UA with p = 2 only achieved the target SSE value in 79/100 optimization trials and took an average of almost three times as many Sixpar evaluations (1104) as Fmincon to achieve the SSE target. SCE-UA with p = 6 shows higher reliability (99/100 achieve SSE target) but requires almost eight times as many Sixpar evaluations as Fmincon. The success of Fmincon on Sixpar is in contrast to the poor Fmincon performance on the SWAT2000 model calibration problems. Sixpar does not appear to be as difficult a global optimization test problem as the SWAT2000 calibration problems.
[55] The results in Table 5 do show that for this classical problem, SCE finds the global solution to the problem, much more effectively and efficiently than DDS. However, based on the equivalent E NS calculated for the DDS and SCE solutions, the numerical difference between the DDS and SCE SSE values are not at all practically significant. For example, after 1104 Sixpar evaluations, DDS achieves an E NS of 0.9996 in comparison with 1.0000 for SCE with p = 2. When flow measurement errors are considered in real calibration problems (where an E NS of 0.8 is often considered to be good), such a small difference between the E NS values is irrelevant. Note that our Matlab SCE shows an improved reliability over SCE-UA because unlike SCE-UA, it continues refining the solution after SCE-UA would have otherwise stopped due to additional SCE-UA convergence criteria.
Discussion
DDS and SCE Performance Comparison Summary
[56] Both SCE and DDS were developed as global optimizers to solve difficult watershed model calibration problems. No evidence has been presented to suggest that DDS is a better optimizer than SCE for lower-dimensional (six or fewer) problems. In addition, because comparisons here have been carried out largely from a limited total allowable function evaluation perspective, it is not clear which of DDS or SCE is a more appropriate optimizer for higher-dimensional problems when total allowable function evaluations are essentially unlimited (which is not typically the case for distributed watershed model calibration). Limited results in this study when 10,000 or more function evaluations were used provide examples where SCE performs better than DDS (e.g., 30-D Griewank and Ackley test functions) and where DDS performs better than SCE (e.g., Bump and 30-D Rastrigin test functions). In order to evaluate SCE and DDS suitability for automatic calibration of current computationally demanding watershed simulation models the remainder of the discussion will interpret results from a more limited total allowable function evaluation perspective.
[57] Available evidence in this study for the Sixpar model calibration example (Table 5 ) and the synthetic Town Brook flow calibration results in Figure 5 demonstrate numerically better SCE algorithm performance that was insignificant from a practical model calibration perspective. These two cases were the only model calibration problems in this study where SCE was observed to find better average final solutions than DDS. For the Sixpar results, very different conclusions about SCE versus DDS algorithm performance are reached when the strict numerical results (i.e., column 4 in Table 5 ) are used rather than the more practical calibration interpretation of results (i.e., column 3 in Table 5 ).
[58] In contrast, our results show that for all high-dimensional problems investigated here (those with 10 or more decision variables) the DDS algorithm offers quite substantial improvements over SCE performance for a wide range of total allowable objective function evaluations without requiring any algorithm parameter adjustment. DDS results were better than SCE in spite of the fact that the number of SCE complexes was fine-tuned and modified from default or recommended values for some problems in order to improve SCE performance (e.g., Figures 3, 4 , 5, and 7). In 8 of 13 algorithm performance comparisons in this study, (including all four real SWAT2000 calibration formulations) the DDS algorithm produced better average solutions than SCE for the entire range of function or model evaluations considered (see Figures 2b, 3a, 4a, 5, 6, 7a, and 8 ). For SWAT2000 model calibration, the DDS performance advantage over SCE at various numbers of model evaluations was notable from a practical calibration perspective. For example, DDS bettered the average E NS achieved by SCE by 0.05 to 0.15 for the range of model evaluations considered in Figure 6 . In addition, in the 26 and 30 dimensional real calibration problems (see Figures 7a and 8) , DDS required only 15 -20% of the number of SCE model evaluations in order to find solutions with a better average objective function value than the final best average SCE objective function values.
[59] Duan [2003] recommends that SCE users experiment with the selection of algorithmic parameters on their own problem. Even if algorithmic parameter experimentation is limited to the number of complexes (p), conducting such experiments is clearly problematic when dealing with computationally expensive objective functions. Madsen et al. [2002] describe the problem of specifying the number of complexes for SCE when the number of model evaluations is limited as a general trade-off between efficiency and algorithm reliability and Figure 3 shows results from our case study highlighting this issue. No such algorithm parameter tuning is recommended when applying the DDS algorithm since DDS with a default r value of 0.2 was demonstrated to find relatively good solutions quickly for the range of dimensions and model (or objective function) evaluations considered in this study.
Summary of Previous SCE Algorithm Applications
[60] In the automatic watershed model calibration literature, the SCE algorithm has widely been considered for 13 years to be the standard for optimization as it is generally found to be robust, effective and efficient [Duan, 2003] and the original SCE publications [Duan et al., , 1992 [Duan et al., , 1994 are referenced in hundreds of publications. Further evidence of the stature of the SCE algorithm is the incorporation of SCE into advanced algorithms for uncertainty analysis [Vrugt et al., 2003a [Vrugt et al., , 2003b and multiobjective optimization [Vrugt et al., 2003a; Yapo et al., 1998 ]. The contrast between this large body of SCE literature and our findings, which show that the new DDS algorithm outperforms the SCE algorithm for many problems, is somewhat surprising. It is therefore important to more closely review previous SCE studies in order to show that our SCE findings are not unreasonable or completely without precedent.
[61] In a recent review of global optimization for watershed models by Duan [2003] , 20 studies were referenced that compare or apply the original SCE-UA algorithm for either watershed model calibration or application in other areas of hydrology. Tolson [2005] reviewed this set of SCE literature in order to look for similarities with the results reported in section 3 of this study. A subset of nine of these 20 studies [Duan et al., , 1992 Franchini et al., 1998; Gan and Biftu, 1996; Kuczera, 1997; Luce and Cundy, 1994; Sorooshian et al., 1993; Tanakamaru and Burges, 1996; Thyer et al., 1999] compare SCE to other optimization algorithms. The majority of results in these nine publications only focus their comparison on final algorithm results after convergence and/or an extremely large number of model evaluations (often more than 10,000). Of the nine SCE comparison studies listed above, only two [Kuczera, 1997; Tanakamaru and Burges, 1996 ] present algorithm convergence rates versus the number of model evaluations similar to Figure 2 . Presumably, this type of assessment led Kuczera [1997] to note GA performance was better than SCE in some limited cases. Tolson [2005] reports that results of Tanakamaru and Burges [1996] also show SCE to perform worse than at least one other algorithm if available model evaluations were limited to roughly 2000 or less.
[62] In summary, a closer analysis of some of the previous algorithm comparison studies involving SCE revealed that when total allowable objective function evaluations are limiting (i.e., SCE is not run to convergence), other algorithms have been found to perform equally well or better than SCE. For problem dimensions of ten or more, fewer than 10,000 function evaluations would generally be considered limiting based on the majority of SCE studies noted in section 1 and the paragraph above. There is a sizable suite of hydrologic or watershed simulation models, particularly distributed models, for which it is not practically feasible to conduct 10,000 or more model evaluations for calibration. The evidence in this paper combined with available evidence from earlier SCE comparative studies demonstrate that the ranking of SCE performance relative to other algorithms depends very much on the maximum number of model evaluations used for calibration.
DDS Algorithm Comments
[63] The default value of the neighborhood perturbation size parameter, r, of 0.2 produced good results across all the test functions and model calibration problems reported in section 3. These good results covered 6-, 10-, 14-, 20-, 26-and 30-dimensional optimization problems ranging mainly from 1000 to 10,000 total function evaluations. Therefore the default value for r seems robust and is suggested for most future DDS applications. In two of the relatively easier optimization problems considered in this study (the 10-D Griewank function because it has one main region of attraction and the synthetic SWAT2000 calibration problem (formulation 2) because error free measured data are used) reducing the r parameter from 0.2 to 0.1 improved DDS results. Another situation not investigated here that may call for a decrease in the r parameter from 0.20 is when the default watershed model parameter set provides a reasonable objective function value such that modelers think it a good idea to concentrate the search closer to the default model parameter values. However, the probability DDS becomes mired near a poor local optima increases as r decreases.
[64] The DDS algorithm search strategy is scaled to the maximum number of total allowable function or model evaluations that the user wishes to expend on solving their problem. This scaling is designed to produce good DDS results after m function evaluations, regardless of whether m is 100 or 100,000. A demonstration of the results of this scaling behavior is shown in Figure 9 for the 10-dimensional Griewank function with the DDS neighborhood size parameter, r, set to the default of 0.2. Each set of DDS optimization trials in Figure 9 (DDS to 200, 500, 1000 and 2000 function evaluations) minimized the Griewank function 30 times from the same set of random initial solutions. Clearly, Figure 9 shows that the DDS algorithm effectively scales to any number of maximum function evaluations in a way that does not require users to determine unique r values for problems subject to different computational time constraints. The behavior of DDS depicted in Figure 9 was also observed for the test functions in Figure 2 . From a calibration perspective, this DDS scaling behavior is attractive because it shows modelers do not necessarily need to experiment with DDS parameters if their total allowable model evaluations for calibration changes due to increased model complexity, time or space discretization, or more stringent modeling timelines.
Conclusions and Future Work
[65] For the range of test functions and watershed model calibration examples considered in this study, numerical results demonstrate that the DDS algorithm is a more computationally efficient and robust optimization algorithm than SCE in the context of distributed watershed model automatic calibration. DDS has been specifically shown to outperform SCE for multiple computationally intensive SWAT2000 model calibration examples. The value of DDS over SCE is greatest for computationally demanding models where the total number of model evaluations for calibration is limited and the number of calibrated parameters is high (10 or more). We have no conclusive evidence that DDS is better than SCE when 6 or fewer parameters are calibrated or an essentially unlimited number of model evaluations are used for calibration. In this study, the objective function or model evaluations were mainly limited to 10,000 or fewer and in 8 out of 13 optimization problems (including all four real SWAT2000 calibration formulations with 14 or more parameters calibrated), the DDS algorithm produced better average solutions than SCE for the entire range of function or model evaluations considered. A close review of previous SCE comparison literature from a distributed modeling perspective (i.e., total model evaluations for calibration are limited) show that our finding of relative SCE inefficiency is not without precedent.
[66] In the only automatic calibration formulation examples where SCE numerically outperformed DDS (two synthetic calibration examples) the numerical difference in terms of the common Nash-Sutcliffe calibration metric is too small to be of any interest (e.g., in the third or fourth decimal place). Furthermore, in the Sixpar synthetic calibration example [Duan et al., 1992] , a multistart derivative based method found the global minimum most reliably and efficiently. This shows that the Sixpar problem is not as difficult a global optimization problem as the SWAT2000 calibration problems introduced in this study.
[67] DDS is robust across a range of model calibration parameters (e.g., 6 to 30 in our examples) since it generated relatively good solutions without requiring any algorithm parameter adjustments. Results across multiple test functions show DDS can automatically scale to search for good calibration solutions within case study specific computational time limits without requiring algorithm parameter adjustment. The DDS algorithm is very simple and thus can be easily coded in whatever programming language is most convenient for the model being calibrated. Although this study focused on watershed models, the results are just as relevant to all environmental simulation modelers calibrating six or more parameters of a computationally demanding model.
[68] Algorithm comparisons presented here assessed DDS performance against SCE because SCE is currently the most commonly applied algorithm for automatic calibration of watershed simulation models. However, there have been substantial algorithmic advancements in the field of global optimization since SCE was introduced. It would be prudent to follow up this study with one that compares SCE, DDS, additional global optimization algorithms, and other efficiency-oriented optimization algorithms such as the environmental simulation model parameter estimation (PEST) method [e.g., Doherty and Johnston, 2003] . In addition, the authors are currently investigating and testing modifications to the DDS methodology to (1) improve algorithm performance on lower-dimensional (i.e., <10) optimization problems, (2) increase ability of DDS to locate the exact global optimum, and (3) implement a parallelized version of DDS. The authors have also incorporated DDS into a new and efficient approximate uncertainty analysis methodology [Tolson, 2005] .
[69] Matlab and Fortran 90 source codes for DDS, as well as a compiled DDS program linkable via text files to userspecific objective functions, are available by emailing the first author.
