There are many algorithms to solve large sparse linear systems in parallel; however, most of them acquire synchronization and thus are lack of scalability. In this paper, we propose a new distributed numerical algorithm, called Directed Transmission Method (DTM). DTM is a fully asynchronous, scalable and continuoustime iterative algorithm to solve the arbitrarily-large sparse linear system whose coefficient matrix is symmetric-positive-definite (SPD). DTM is able to be freely running on the heterogeneous parallel computer with arbitrary number of processors, which might be manycore microprocessors, clusters, grids, clouds, and the Internet. We proved that DTM is convergent by making use of the final value theorem of Laplacian Transformation. Numerical experiments show that DTM is efficient.
INTRODUCTION
Solving the large sparse SPD linear system, Ax = b, whose coefficient matrix A is SPD, is fundamental in the scientific computing. To solve the small and middle scale sparse SPD systems, Sparse Cholesky Factorization, Conjugate Gradient method (CG) and Multigrid method (MG) are often used, while Domain Decomposition Method (DDM) is frequently used to solve large scale sparse linear systems [1] .
Directed transmission method (DTM) is a new distributed and iterative numerical algorithm to solve sparse linear SPD systems. It is inspired by the behavior of transmission lines in the electrical engineering. Accompanied with DTM, we bring in a new technique to partition the symmetric linear system, which is named electric vertex splitting technique. This partitioning technique is based on the Kirchhoff's Current Law from electrical engineering [2] , and it is also presented in [3] .
The basic idea of DTM is to insert directed transmission lines into the graph of the sparse linear system to realize the distributed computing. The directed transmission line does not exist in the nature, and it is a new algorithmic element created by us, whose mathematical description is given as below:
DTM is a continuous-time iterative algorithm, which is quite different from all the traditional iterative algorithms, e.g. Gauss Jacobi, SOR, CG, MG, which usually have the discrete-time , then DTM is degenerated into a discrete-time iterative form, which is called virtual transmission method (VTM). VTM is a synchronous version of DTM [3] .
Theorem (Convergence): Assume an SPD linear system is partitioned into N subsystems by the electric vertex splitting technique. If all these subsystems remain SPD, then DTM converges to the solution of the original system.
All the linear solvers developed before could be integrated into DTM. Each processor could choose its own solver according to the character of its local subsystem. This gives us a new way to reuse the traditional serial codes, which is much easier than parallelizing them manually or by the compiler.
