Abstract. A carefully written Nirenberg's proof of the well known Gagliardo-Nirenberg interpolation inequality for intermediate derivatives in R n seems, surprisingly, to be missing in literature. In our paper we shall first introduce this fundamental result and provide information about it's historical background. Afterwards we present a complete, studentfriendly proof. In our proof we use the architecture of Nirenberg's proof, the proof is, however, much more detailed, containing also some differences. The reader can find a short comparison of differences and similarities in the final chapter.
The result
The most general Gagliardo-Nirenberg inequality for intermediate derivatives in R n , as known from the original papers by E. Gagliardo ([17] ) and L. Nirenberg ([32] ), can be stated as follows: Theorem 1.1. Let 1 ≤ q ≤ ∞ and j, k ∈ N, j < k, and either 
If we set
(2)
then there exists constant C independent of u such that (3)
The case θ = 1 corresponds to the Sobolev inequality. If θ = 1 and k − j − n/r is a nonnegative integer, the inequality does not hold. It would correspond to the critical cases of the Sobolev inequality, where some estimates for derivatives are still true, but leave the scale of Lebesgue spaces. We omit further comments on this classical result. The reader is referred to the original paper by L. Nirenberg [32] and the wide literature, classical and recent, on this well-known result (see e.g. [2, 27, 1, 33, 15, 25, 23, 19, 39, 12] ).
It would be impossible to describe in a satisfactory way the popularity of Theorem 1.1 in the Sobolev spaces theory and its applications in the PDEs theory. The development of literature connected with inequality (3) in the past 60 years has been really impressive because of the several variants and generalizations considered (see e.g. [35, 5, 20, 7, 8, 18, 22, 3, 38, 36, 29, 14] ). Since the first appearance of the Gagliardo-Nirenberg interpolation inequality and the Sobolev inequality (see e.g. [2, 26] ), authors of many papers and books consider a class of inequalities (maybe originated from some old literature, see [21, 11, 4] ), which may differ one from another because of the domain (and its regularity) of the function u involved, and/or because of the parameters involved, and/or because of the use of modulars or norms, as it happened in the original results by Gagliardo and by Nirenberg (see the short historical background below).
In this paper we restrict our attention on the original results in [17, 32] , limiting ourselves to the case where the domain is the whole space. We do this in order to avoid the technicalities (for instance, working with the domains with the cone property as in E. Gagliardo's paper [17] ).
The motivation of this paper is simple. The proof of Theorem 1.1, perhaps because of its tedious steps, is missing except for the special cases of the new proofs of variants and generalizations and the new proofs which use techniques established after the original papers by E. Gagliardo and L. Nirenberg (see e.g. [28] ). C. Miranda (see the paper [30] , written in Italian), in order to motivate his improvement of the original result by E. Gagliardo and L. Nirenberg (see also the further extension by A. Canfora, [6] ), considers the following inequality (4), special case (k = 2, j = 1, θ = 1/2), of inequality (3), except for the last term in the right hand side, due to the fact that (4) has been stated in bounded domains with cone property:
He writes that (4) actually does not have a full proof in literature. In fact, the proof by Nirenberg is given just through the main points (by the way, this is written clearly by L. Nirenberg himself) and just in the case r > 1, while the E. Gagliardo's proof, even if complete in the case r = 1, when r > 1 is given when q ≥ r/(r − 1). In spite of the relevant refinement proven by C. Miranda in [30] , unfortunately the proof of the Theorem 1.1 remains surprisingly missing. The reader, must go through some special cases, and some time must be spent to drop the technicalities to get any refinements. In the case of C. Miranda's paper [30] , in his Theorem 1.1 he states a refinement for domains with the cone property, but the details of the proof are given just for functions of one variable. All the remaining machinery being made as in Gagliardo, while in his Theorem 4.1 he states a quite general result whose proof uses the original Gagliardo-Nirenberg inequality. Our intention is to present the main part of the original proof by L. Nirenberg of the Theorem 1.1, in an elementary, detailed version, accessible even for students with basic background in measure theory. It should be noticed that E. Gagliardo in [17] treats in fact just the case θ = j/k while L. Nirenberg in [32] treats the extreme cases θ = j/k and θ = 1. The latter one, which is the Sobolev inequality, is treated using an argument (already known since long time) by Morrey. The interpolation argument for general θ is mentioned in both papers by E, Gagliardo ([17] ) and L. Nirenberg ([32] ), but it is not developed in detail. The core of Theorem 1.1 is therefore in the case θ = j/k and it will be treated in this paper. The rough idea of the interpolation will be described after the proof of the case θ = j/k. For details we refer to the recent paper [34] . The result proven in Section 3, after a short historical background given in Section 2, is therefore the following special case of Theorem 1.1:
then there exists constant C independent of u such that
A short historical background
The International Congress of Mathematicians was held in Edinburgh on 14-21 August, 1958, attended by 1658 full members and 757 associate members, the largest total number for any International Congress of Mathematicians until that year. Besides the 19 one-hour lectures and 37 half-hour lectures, among the 604 fifteen-minutes short communications there were that one by E. Gagliardo (in French language), entitled Propriétés de certaines classes de fonctions de n variables, and that one by L. Nirenberg, entitled Inequalities for derivatives. Both speakers went to Edinburgh to present to the mathematical community their results, before presenting them to some journals. Both of them, while discussing in Edinburgh before their respective communications, discovered with great surprise to present extremely similar estimates for intermediate derivatives. This was unfortunately affecting the novelty of their announcements. In a friendly atmosphere, both of them decided to mention in their communications the coincidence of the results and the discovery made in the Congress. The respective citations appeared also in their papers. E. Gagliardo just added an appendix in his paper [17] (and made the submission on November 8, 1958) , where he put one of his inequalities (see (7) below) in the (more elegant, E. Gagliardo writes) form (3) stated by L. Nirenberg (to be precise, from inequality (7) he got (3) in the case θ = j/k). Even tough E. Gagliardo mentioned the interpolation argument to get the result for all the range of θ's, it must be noticed that the full range of parameters in (1) does not appear, while L. Nirenberg inserted the inequality in one of his Conferences, given in the framework of a course C.I.M.E. (Centro Internazionale Matematico Estivo) held in Pisa from 1 to 10 September 1958, subsequently published (see [32] ) in 1959.
The original Gagliardo's inequality (Theorem 7.I in [17] ) is not a norm inequality, but a modular-type inequality. In our notation (here and in the following we change the notation for the indices according to those considered in the statement of Theorem 1.
bounded open set with the cone property, proved that
considering first (see Theorem 6.I in [17] ) the case k = 2 and two possibilities for r: r = 1 or r > 1, the latter case with the restriction q ≥ r/(r − 1). The value of p, here, is the same as in (5) setting k = 2, j = 1. The proof by E. Gagliardo for general r is reduced in few lines to the case r = 2 and, similarly as we will do in this paper, the technicalities due to the assumption that Ω has the cone property were avoided in few lines. We, however, decided to state the result directly for Ω = R n . In his paper, E. Gagliardo wrote that by approximation one can make the proof just for C ∞ functions and that because of a property proved in [16] (a paper by himself, published the year before), it suffices to make the proof for domains Ω which are a union of cubes with side-length l, with sides parallel to the coordinate axes, such that the intersection of Ω with straight lines parallel to the coordinate axes is exactly one segment having length between l and 2l. Again in few lines (this reduction is now reasonable, however, the easy integrations over lines are among the few steps described in L. Nirenberg's paper [32] ), the proof was reduced to the following one dimensional inequality:
whose proof was divided into two cases, r > 1 and r = 1. Even if the paper by E. Gagliardo treats formally only the case of bounded domains with the cone property (even in the comparison with the L. Nirenberg's result), it must be noticed that from inequality (7) one can get the statement of Theorem 1.1. L. Nirenberg wrote in [33] (see the end of the first section of the paper, p. 734), the statement for the whole space R n comes from the analogous one for a cube.
We conclude this section by telling that the rigorous details behind the technicalities hidden in arguments involving domains with the cone property are frequently missing. It is worth to mention, in this order of ideas, the book [13] by R. Fiorenza (the authors thank him for discussions on the historical background above, being himself in the same Congress, speaker of a short communication), which is a strong revision of certain original notes by C. Miranda contained in [31] .
The proof
Let M ⊂ R n be a set of positive, finite Lebesgue measure. Let 1 ≤ p < ∞ and let u be Lebesgue measurable function defined on M. We shall use the symbol · p,M to denote the norm in the space L p (M), defined through
If the set M is omitted in the symbol of the norm, we mean that the underlying set is the whole space (R or R n , no confusion will arise). The norm in the case p = ∞ means the essential supremum over M. where
Proof. By Hölder inequality we get
and the proof is completed taking the infimum over all c. holds for any function u ∈ W 2,1 (I).
Proof. By the previous lemma we have
hence, we may assume thatˆI u(x)dx = 0.
Denote by
Now we denote by x 0 the center of I and we set
Since, in general, . Now, using in turn (9), (12), (9) again, and finally (13),
, which is the estimate from the statement.
It is our goal to prove Theorem 1.2 in the assumption (5), however, in next three lemmata, we will examine a special case and we will assume, even if not stated explicitly, that 1 ≤ q ≤ ∞, 1 ≤ r < ∞, and 1 ≤ p < ∞ is such that (14) 2
Even if it is not of interest for our goals, we notice that next Lemma 3.3 holds also for a wider range of exponents, not necessarily linked by (14) . 
where l k stands for length of I k .
Proof. Let us consider a non-zero function u. Without loss of generality we may suppose that u(0) = 0. Given a point x in the support of u, define functions α x and ω x by ω x (h) := h
) . Note that both functions are continuous and ω x (+∞) = α x (0+) = ∞, while ω x (0+) = α x (+∞) = 0. Set
for any x ∈ supt(u) one has r x ≤ M: in fact, by contradiction, assume temporarily that r x > M. We would have the existence of
Let us consider covering by open intervals
Now, since r x are uniformly bounded, we may choose subcovering with the property (ii) (one can use Besicovitch theorem, or prove this directly in dimension one, which is a simple exercise).
The following lemma should be compared with inequality (2.6) in [32] , proved by L. Nirenberg using a covering argument which in fact has been formalized in the previous Lemma 3.3.
and there exists a constant C independent of u such that
Proof. First suppose that u ∈ C ∞ c . Let (I k ) be a family of intervals satisfying properties (i) and (ii) from the previous lemma. Then the following estimates hold
To complete the proof define u ε := ϕ ε * u where ϕ is standard mollifier, and take the limit where ε → 0+.
Lemma 3.5. If u ∈ W 2,r (R n ), 1 ≤ p, q, r and
Proof. By Lemma 3.4 we have that the statement holds in the case of n = 1. Before giving the second step of the induction argument, let us fix some notation we will use in this proof. For a n-dimensional vector x = (x 1 , x 2 , . . . x n ) we set x ′ = (x 1 , x 2 , . . . , x n−1 ) and therefore x = (x 1 , x 2 , . . . , x n−1 , x n ) = (x ′ , x n ), so that it will be natural to use the symbols
and
Note that u p,x ′ is a function of x n and u p,xn is function of x ′ . Now suppose the theorem holds for dimension n − 1. We use the Fubini theorem, the Hölder's inequality and the inequalities |u
2 u| and |u xnxn | ≤ |∇ 2 u| which hold pointwise, to get
3.2. Proof of Theorem 1.2. We shall use notation GN(k, j) to express that Theorem 1.2 holds for upper derivative of order k and lower derivative of order j. By the previous lemma we have GN(2, 1). We shall prove two induction steps. First let us prove that GN(k, 1) implies GN(k + 1, 1). Let p, q, r be numbers for which
q and letp be a number defined by
By GN(2, 1) we obtain
Now we apply GN(k, 1) on ∇u (with q, p replaced by p,p respectively, this is allowed by relations (16) and (17)) and get
Combination of last two estimates yields
which is GN(k + 1, 1).
In the second induction step, we shall prove that GN(k, j) implies GN(k + 1, j + 1). Let p, q, r be numbers satisfying
q and letq be number for which
By GN(k, j) applied on function ∇u we have
Since by the previous step we may assume that GN(j + 1, 1) holds, we have
q . Combining the estimates (18) and (19) we finish the proof.
3.3. Sharpness of (2). We conclude showing that the relationship between parameters in (2) is essential (by dimensional analysis, as asserted in [32] ) for Theorem 1.2 to hold. Consider a non-zero function u ∈ C ∞ 0 (R n ) and define a dilation operator by
Assume that there exists a constant C independent of v such that
Setting v = T s u, for all s ∈ (0, ∞) we have
on the other hand, since for any f ∈ L m (R n ), m ≥ 1, one has Now if the parameter α is chosen properly we obtain the product of powers of two norms: one to be estimated by the use of the Sobolev embedding theorem, and the other by Theorem 1.2. The L. Nirenberg's version of the theorem admitted p, r < 0, the appropriate p, q-norms being defined as Hölder spaces (for precise definition see original paper). L. Nirenberg claimed that the inequality (21) holds even in this extended environment. However the proof is missing, neither a reference is given. A partial result is given by A. Kufner and A. Wannebo in [24] , and a proof covering all the cases is contained in a recent paper, see [34] .
The third and last lemma should be compared with inequality (2.5) in [32] , proven by L. Nirenberg simply telling that it follows from (15) by integrating with respect to the other variables and applying Hölder's inequality.
In his proof L. Nirenberg completely omits the step showing the Theorem1.2 claiming that the proof is done by induction.
