A primary problem in waveform distortion assessment in power systems is to examine ways to reduce the effects of spectral leakage. In the framework of DFT approaches, line frequency synchronization techniques or algorithms to compensate for desynchronization are necessary; alternative approaches such as those based on the Prony and ESPRIT methods are not sensitive to desynchronization, but they often require significant computational burden. In this paper, the signal processing aspects of the problem are considered; different proposals by the same authors regarding DFT-, Prony-, and ESPRIT-based advanced methods are reviewed and compared in terms of their accuracy and computational efforts. The results of several numerical experiments are reported and analysed; some of them are in accordance with IEC Standards, while others use more open scenarios.
INTRODUCTION
The power quality (PQ) in power systems has recently become an important concern for utility, facility, and consulting engineers, since electric disturbances can have significant economic consequences. Several studies have characterized such PQ disturbances. Because of the widespread use of power electronic converters, the interest in waveform distortions has increased, especially because these converters are often the cause of such distortions.
Waveform distortions are usually described as a sum of sine waves, each one with a frequency which is an integer (harmonics) or noninteger (interharmonics) multiple of the power supply (fundamental) frequency.
As commonly known, the waveform distortion assessment is characterized by analysis and measurement difficulties in the presence of interharmonics. These types of difficulties are due to the change of waveform periodicity and small interharmonic amplitudes, both of which can contribute to high sensitivity to desynchronization problems.
A method aimed to standardize the harmonic and interharmonic measurement has been proposed by the IEC [1, 2] . This method utilizes discrete Fourier transform (DFT) performed over a rectangular time window (RW) of exactly ten cycles of fundamental frequency for 50 Hz systems or exactly twelve cycles for 60 Hz systems, corresponding to approximately 200 milliseconds in both cases. Practically speaking, the pre-determined window width fixes the frequency resolution at 5 Hz; therefore, the interharmonic components that are between the bins spaced by 5 Hz primarily spill over into adjacent interharmonic bins and minimally spill into harmonic bins. Phase-locked loop (PLL) or other line frequency synchronization techniques should be used to reduce the errors in frequency components caused by spectral leakage effects.
IEC Standards [1, 2] also introduce the concept of harmonic and interharmonic groups and subgroups, and characterize the waveform distortions with the amplitudes of these groupings over time. In particular, subgroups are more commonly applied when harmonics and interharmonics are separately evaluated. Figure 1 shows the IEC subgrouping of bins for 7th and 8th harmonic subgroups and for 7th interharmonic subgroup. The amplitude G sg,n (C isg,n ) of nth harmonic (interharmonic) subgroup is defined as the rms value of all its spectral components, as shown in Figure 1 .
Some of the authors of this paper have shown that in the IEC signal processing framework, a small error in synchronization causes severe spectral leakage problems and have proposed advanced signal processing methods that improve measurement accuracy by reducing sensitivity to desynchronization. The first method makes the IEC grouping compatible with the utilization of Hanning window (HW) instead of RW [3] . Another method, in the framework of synchronized processing (SP), uses a self-tuning algorithm, synchronizing the analysed window width to an integer multiple of the actual fundamental period [4] . Finally, a method in the framework of desynchronized processing (DP) is based on a double stage algorithm: harmonic components are filtered away before interharmonic evaluation [5] [6] [7] . Each of these methods adopts a technique of smoothing the results over aggregation intervals greater than the time window adopted for the analysis [1, 2] . The increase in complexity of the computational burden does not always correlate with increased accuracy of the results.
Other authors of this paper have considered and developed alternative advanced methods [8] [9] [10] [11] [12] [13] [14] [15] . In particular, the Prony-and ESPRIT-based methods (adaptive Prony method (APM) and adaptive ESPRIT method (AEM)) appear especially suitable for solving desynchronization (and time variation) problems warranting a very high level of accuracy. These methods approximate a sampled waveform as a linear combination of complex conjugate exponentials and are not characterized by a fixed frequency resolution. The computational burden of these methods may increase compared to DFT-based methods when high accuracy is required, but the increase is still reasonable, especially when using methods such as AEM.
In this paper, the methods based on the use of the DFT in the IEC framework are summarized. Then, the methods based on Prony and ESPRIT theories are reviewed. Finally, the results of several numerical experiments are reported in order to compare the different methods in terms of accuracy.
This paper is an extended and improved version of the paper presented previously at the PES meeting in 2006 [16] .
DFT-BASED METHODS
In this section, several advanced methods, which use IEC guidelines and the DFT approach, are reviewed.
Hanning windowing
The amount of spectral leakage interference depends strictly on the characteristics of the time window adopted to weight the signals before the spectral analysis; therefore, an appropriate choice can reduce the interference.
The IEC Standard [2] refers to the RW, which is considered to be the window characterized by the narrowest main lobe (the best resolution among tones close in frequency), but with the highest and most slowly decaying side lobes (the worst interference caused by a strong tone on a weaker tone not close in frequency). The second type of interaction causes the greatest problems because of the amplitude difference between harmonic tones (which may vary in size by hundredths of a percent up to 100% of the fundamental tone) and interharmonic tones of interest (which are only a few thousandths of a percent of the size of the fundamental tone).
Testa et al. [3] have shown how the Hanning window can be utilized instead of the rectangular window. In this case, only minor changes in the IEC procedure are required: one simply multiplies IEC group values by a factor equal to (2/3) 1/2 . This reduces the leakage errors on the interharmonic groups by about one order of quantity as shown in Figure 2 . It is worth noting that the errors are reported as a percentage of the amplitude of the close harmonic group and not of the interested interharmonic group, and are therefore very relevant.
Result interpolation
Result interpolation allows one to estimate amplitude, frequency, and phase angle of signal components with great accuracy, starting from the results of a DFT performed at a given frequency resolution (i.e., −5 Hz). This method achieves results similar to those using a higher resolution analysis.
The interpolation of a given tone is based on the assumption of negligibility of the spectral leakage effects caused by A. Bracale et al. the negative frequency replica and the other harmonic and interharmonic tones. These three conditions occur with a good approximation if a proper window is used. The authors selected the Hanning window because of its good spectral characteristics and the simplicity of the interpolation formulas.
A brief review of the frequency domain interpolation technique is summarized below.
A sampled and windowed single tone signal is considered:
with A being the tone amplitude, f the tone frequency, ϕ the phase angle, f S the sampling frequency, and w a generic window of length T W = L/ f S . Thus, the signal spectrum evaluated by means of the DFT on L points and neglecting the negative frequency replica equals
where ν = f / f S is the tone frequency normalized to the sampling frequency.
In the presence of a small desynchronization between tone period and sampled time window, none of the DFT components matches the actual tone frequency as shown in Figure 3 , where M is the order of the Mth DFT component and δ is the normalized frequency deviation from the actual normalized frequency.
Adopting the Hanning window, approximated expressions for the interpolated tone amplitude A, frequency f , and phase angle ϕ are 
Desynchronized processing
In the following section, the method proposed in [6] that constitutes an example of desynchronized processingis briefly recalled. It is based on harmonic filtering before the interharmonic analysis.
Harmonic filtering
A sampled and windowed time domain signal is considered:
where s is the signal and w the adopted window. It can be represented by the sum of two contributes, one harmonic and the other interharmonic:
The evaluation of the amplitude A H n , of the normalized frequency ν n , and of the phase ϕ n , of each harmonic component gives
This contribution can be filtered from the original signal, for instance, in the time domain:
The only way to eliminate spectral leakage effects is to have a very accurate estimation of the frequency, amplitude, 4 EURASIP Journal on Advances in Signal Processing and phase angle of the harmonic components to be filtered. This can be accomplished by proper interpolation of the spectrum samples calculated by DFT [6, 7] , such as that illustrated in Section 2.2.
Interharmonic analysis
Once s I (k) has been obtained, an interharmonic analysis can be performed with reduced harmonic leakage effects. The surviving harmonic leakage is given by
This is generally different from zero. The lower ε H is equal to the lower leakage effects. The use of a proper window w for the interharmonic analysis can reduce the residual harmonic leakage problems:
The choice of w must be made by considering additional aspects [3] , such as interharmonic tone interaction and IEC grouping problems. Here, reference is made only to the HW.
Accuracy and computational burden
The accuracy is related to the filtering accuracy, which depends on the interpolation algorithms, the number of samples analysed, and interferences, such as those produced by interharmonic tones close to the harmonics (which need to be estimated and filtered).
With regard to the computational burden, it is important to note that to achieve accuracy of equal or greater level than that of synchronized methods, an exact synchronization is not needed. It is therefore possible to choose a sampling frequency f S , independent from the actual supply frequency, but still referring to its rated value. This allows one to acquire a number of samples using the power of two:
with T 1r and f 1r being the rated values of the system's fundamental period and frequency, respectively. The technique generally implies a doubled number of FFT. It is worth noting that by using the same window for both the first and second stages, harmonic components can be directly filtered in the frequency domain due to the DFT linearity [6] .
Smoothing of the results
In the IEC standards [1, 2] , it is highly recommended to provide a smoothing of the results obtained during the analyses. 
PRONY-AND ESPRIT-BASED METHODS
In this section, Prony and ESPRIT methods are briefly recalled, and then advanced versions of these methods (adaptive Prony and ESPRIT methods) based on the use of proper time windows are analysed [8] [9] [10] [11] [12] [13] [14] [15] [16] .
The Prony method
Let the signal sampled data [x(1) x(2) · · · x(N)] be approximated with the following linear combination of M complex exponentials 1 [17] :
where h k = A k e jψk , z k = e (αk+ jωk)Ts , k is the exponential code, T s is the sampling time, A k is the amplitude, ψ k is the initial phase, ω k = 2π f k is the angular velocity, and α k is the damping factor. The problem is to find damping factors, initial phases, frequencies, and amplitudes solving the following nonlinear problem:
The Prony idea consists of first solving the following set of linear equations to find the damping factors and frequencies [17] :
where (14) constitute a linear equation system in M unknowns (i.e., the a(m) coefficients). If N = 2M, the system (14) can be solved in closed form since it represents an M-equation system with the same number of unknowns. In practice, the available samples are N > 2M, so an estimation problem has to be solved since the number of (14) are greater than the number of unknowns M (N − M > M). In this case, the M unknown coefficients a(m) can be obtained by minimizing the total error:
Once known the a(m) coefficients, the damping factors and the frequencies of each exponential are calculated by means of simple relations.
The amplitudes and phases of each exponential are then calculated by solving a second set of linear equations linking these unknowns to the sampled data.
The ESPRIT method
The original ESPRIT algorithm [17] [18] [19] is based on naturally existing shift invariance between the discrete time series, which leads to rotational invariance between the corresponding signal subspaces.
The assumed signal model is the following:
where w(n) represents additive noise. The eigenvectors U of the autocorrelation matrix R x of the signal define two subspaces S 1 and S 2 (signal and noise subspaces) by using two selector matrices Γ 1 and Γ 2 :
The rotational invariance between both subspaces leads to the equation
where
The matrix Φ contains all information about M components' frequencies. Additionally, the TLS (total least-squares) approach assumes that both estimated matrices S 1 and S 2 can contain errors and find the matrix Φ by means of minimization of the Frobenius norm of the error matrix. Amplitudes of the components can be found by properly using the autocorrelation matrix R x of the signal; alternatively, amplitudes and phases (introduced in the signal model) can be found in similar way as with the Prony method by solving a second set of linear equations [20] .
The adaptive Prony and adaptive ESPRIT methods
The basic idea of these methods consists in applying the Prony or ESPRIT methods to a number of "short contiguous time windows" inside the signal [11] ; the widths of these short time windows are variable, and this variability ensures the best fitting of the waveform time variations.
To select the most adequate short contiguous time windows, let us initially refer to the adaptive Prony method (APM) and consider the signal x(t) in a time observation period T obs with L samples obtained using the sampling frequency f S = 1/T s . The following mean square relative error can be considered:
where It should be noted that in step (iv)(a), the short time window width is increased until the condition ε 2 curr ≤ ε 2 thr is satisfied; the Prony model parameters remain fixed at the values that satisfy the criterion the first time. In this way, a nonnegligible reduction of the computational efforts arises, mainly in the presence of slight time-varying waveforms.
The APM is generally characterized by very good accuracy in the assessment of waveform distortion in power systems, but its computational burden is certainly greater than the DFT methods; the computational efforts may be worthwhile when increased accuracy is required.
Let us consider now the case of the adaptive ESPRIT method (AEM). As for APM, we apply the ESPRIT method to a number of "short contiguous time windows."
The main steps of the AEM algorithm include the following:
(i) select a starting short time window width T min ; (ii) estimate the autocorrelation matrix R x of the signal using the samples in the short time window; (iii) calculate the eigenvalues of R x and then, matrices S 1 and S 2 ; (iv) estimate the matrix Φ; (v) calculate the eingenvalues of the matrix Φ and then, the frequencies of the exponentials; 
Considerations
The Prony-and ESPRIT-based methods have the following features:
(i) the window width is free and only linked to the signal waveform characteristics; (ii) the adaptive version ensures the best fit of waveform variations by an optimal choice of the time window width; (iii) window width does not constrain the frequency resolution.
The AEM is also characterized by excellent accuracy in the assessment of waveform distortion in power systems; its computational burden is greater than the DFT methods, but generally significantly lower than that required by APM.
In practice, a comprehensive analytical comparison of AEM and APM computational efforts cannot be stated with general validity, since AEM and APM use different models to approximate the waveforms. Because of this, AEM and APM can be characterized not only by a different number of short contiguous time windows in the time observation period T obs but also each short contiguous time window may have a different number M of complex exponentials used to approximate the waveform.
However, some considerations can help demonstrate the reduced computational effort of AEM. These reduced computational efforts have been tested using several numerical applications performed on simulated and measured stationary/nonstationary waveforms, like the examples reported in Section 4.
First, the AEM method generally requires fewer short contiguous time windows in the time observation period T obs than APM. This is due to the fact that to better estimate the matrix R x a significant number of samples are necessary. Therefore, enlarging the dimension of the short contiguous time windows and reducing the number of short contiguous time windows in the time observation period T obs are often requirements for AEM.
Moreover, since the APM model does not include the presence of noise, it generally requires a larger number M of complex exponentials to approximate the waveform in each of the short contiguous time windows.
Finally, it should be noted that, the DFT-based methods are generally faster than the parametric methods, so that on the basis of our experience the rank of computational burden of the methods, from faster to slower, is (1) DFT-based methods; (2) adaptive ESPRIT method; (3) adaptive Prony method.
NUMERICAL EXPERIMENTS
Several numerical experiments were performed. In consideration of space, reference is made only to the results of four case studies.
The examples were performed by utilizing the IEC normal approach (IEC-N) characterised by RW and T W = 200 milliseconds [1, 2] , the interpolation technique (I-HW) described in Section 2.2 applied to the components obtained by DFT on 200 milliseconds using HW, the desynchronised procedure (IEC-DP) described in Section 2.3, and the adaptive Prony (APM) and adaptive ESPRIT methods (AEM) described in Section 3.3.
All the data used in the experimental case studies were entered with the maximum allowable precision. The exact number of zeroes after the last significant cipher is not reported for the sake of simplicity. The results obtained are always reported in diagrams using two figures for DFT-based and high-resolution methods (APM and AEM). Two different scales for errors are used for high-resolution methods: left-side scale for APM and right-side scale for AEM.
The sampling frequency for all the experiments and all the methods used is 5 kHz. The window width used is always T w = 200 milliseconds for DFT-based methods. The window width varies from a minimum of 20 milliseconds (casestudies 1-3) to a maximum of 220 milliseconds (case study 4) for APM and AEM, but all results are presented with reference to 200 milliseconds [11] , for ease of comparison of the methods.
It should be noted that the number of samples can affect only the computational burden of DFT-based methods, in fact the FFT algorithm is faster when a number of samples that is a power of two is chosen. With reference to APM and AEM methods, the adaptive algorithm selects a variable number of samples (for each short contiguous time window) to fit at best the waveform considered; this number does not affect these methods.
The acceptable mean square relative error for APM and AEM is ε = 1.0 · 10 −15 .
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Case study 1
The signal considered is constituted by a tone of amplitude 1 pu at the fundamental frequency of 50 Hz with an interharmonic tone of amplitude 0.001 pu at varying frequencies The errors of IEC-DP are not perceptible since they reach the value of about 3.5 × 10 −3 %. The errors of APM do not reach 1.5 × 10 −6 %, while the errors of AEM do not reach 1.0 × 10 −8 %. In Figure 5 , results obtained by I-HW ( Figure 5(a) ), and AEP-AEM ( Figure 5(b) ) are compared. In particular, interharmonic component amplitude, phase angle, and frequency percentage error versus interharmonic frequency are reported. All methods perform very well. Figure 6 reports the interharmonic component percentage error versus interharmonic frequency, smoothing the results over 15 intervals of 200 milliseconds for I-HW (Figure 6(a) ) and APM and AEM (Figure 6(b) ). Only the amplitude and frequency estimations are reported because smoothing the phase angle results does not make sense. Again, all methods perform very well, with the most benefits gained using the I-HW method.
Case study 2
The case study parameters are the same as in case study 1, except the fundamental tone frequency was changed to 50.02 Hz in order to introduce a further kind of desynchronization 3 ; in fact, the window width adopted for the DFT based methods remains equal to 200 milliseconds. Comparing Figures 4 and 7 , it is possible to observe that while APM and AEM maintain similar performances, the errors of IEC-N reach dramatic values over 200% due to the spectral leakage of RW; IEC-DP, which has been introduced for these kinds of problems, contains errors to a maximum value of 3.5 × 10 −3 %. Comparing Figures 5 and 8 , it is possible to observe that the performances remain very good with a slight reduction in the accuracy for APM; the behaviour of AEM is very good. Figure 9 reports the fundamental component percentage error versus interharmonic frequency for I-HW (Figure 9(a) ) and APM-AEM (Figure 9(b) ) in terms of amplitude, phase angle, and frequency. All methods give very good results. Note the results of the Prony-and ESPRIT-based methods with regard to the amplitude and the results of all the methods with regard to frequency. Excellent performances are guaranteed by using AEM, which is characterized by errors that are always lower than 10 −11 %.
Case study 3
The signal considered is constituted by a tone of amplitude 1 pu at a fundamental frequency of 50 Hz and by a couple of interharmonic tones of amplitude 0.001 pu, located at symmetrical frequency positions starting from 75 Hz; the first starts at 70 Hz and varies its frequency to 75 Hz by increments of 1 Hz, while the second starts at 80 Hz and varies its frequency to 75 Hz by decrements of 1 Hz. Six experiments were performed. Figure 10 reports the results in terms of magnitude error for the interharmonic subgroup C isg,1 versus the absolute value of the distance of each interharmonic component from 75 Hz in the six experiments. In this case, IEC-based methods (Figure 10(a) ) suffer significantly from the interference problems between the two interharmonics caused by their proximity to one another. IEC-DP behaves the worst because of the larger main lobes derived from the use of the Hanning window. Both IEC-N and IEC-DP show null error when the two components are superimposed on each A. Bracale et al. Figure  11(a) ), and APM and AEM (Figure 11(b) ). IEC-based methods exhibit improved performances; in particular, IEC-DP drastically reduces the errors, except for the distance of 5 Hz, which is the synchronized condition in which no effects are gained from smoothing. 
Case study 4
The signal considered is constituted by a 1 pu fifth harmonic tone at a frequency which varies from 249 Hz to 251 Hz by increments of 0.5 Hz, giving five different base conditions. Two interharmonic tones of amplitudes 0.1 pu are also present; their frequency position is centred on the fifth harmonic frequency and their frequency interdistance is 8, 10, and 12 Hz, giving three cases for each base condition. Therefore, this situation represents a fifth harmonic tone carrier which suffers from a maximum fundamental frequency desynchronization of 0.2 Hz and whose amplitude is modulated at 4, 5, and 6 Hz, with a modulation amplitude of 0.2 pu. Figure 12 reports the harmonic subgroup G sg,5 magnitude error (in %) versus the carrier frequency for the three modulation frequencies when using IEC-DP (Figure 12(a) ), A. Bracale et al. APM ( Figure 12(b) ), and AEM ( Figure 12(c) ). IEC-DP suffers from the presence of low frequency modulations, behaving acceptably for a modulating frequency of 5 Hz; Prony and ESPRIT methods show similar levels of accuracy for the three modulation frequencies. Figure 13 shows harmonic subgroup G sg,5 magnitude error (in %) versus interharmonic frequency, smoothing the results of 15 intervals of 200 milliseconds for the IEC-DP method. The benefits derived from smoothing are evident. The smoothing of APM and AEM results does not change the accuracy of these methods and is therefore not reported. Figure 14 reports the interharmonic subgroup C isg,5 magnitude versus the carrier frequency for the three modulation frequencies for IEC-DP (Figure 14(a) ), APM (Figure 14(b)) ; the results for AEM are not reported because they are all equal to zero, that is the true magnitude of this subgroup. IEC-DP captures the spectral leakage of the fifth harmonic and of the interharmonics that are in the adjacent harmonic subgroup, giving misleading results; on the contrary, results obtained using the Prony and ESPRIT methods confirm their insensitivity to this phenomenon.
CONCLUSIONS
One of the main problems for waveform distortion assessment has been considered which examines how to reduce the effects of spectral leakage due to fundamental frequency desychronization and harmonics on interharmonic components.
The signal processing aspects of the problem have been considered; different proposals regarding both DFT-based and advanced methods (Prony and ESPRIT) have been recalled and compared to each other. The results of several numerical experiments have been reported and analysed.
The main outcomes of the paper are the following:
(i) IEC standards, even if characterized by simplicity, may suffer dramatic inaccuracy problems under conditions such as those characterized by fundamental and harmonic desynchronization within the time window widths; (ii) DFT advanced methods can remarkably reduce the inaccuracies caused by the spectral leakage without remarkably increasing computational burden, and therefore could be utilized in industrial applications; (iii) in particular circumstances, which stress the behaviour of the DFT methods, DFT advanced methods (even if combined with smoothing) may give inaccuracies with very high values for interharmonic subgroups and components; (iv) adaptive Prony and ESPRIT methods do not seem to suffer at all from the spectral leakage phenomenon even in very critical conditions; (v) the computational burden of APM and AEM is greater when compared to DFT-based methods when high accuracy is required, but this burden is reasonable with respect to the accuracy of the results obtained, especially when using AEM; (vi) the reliability of the adaptive Prony and ESPRIT methods in addition to their unlimited frequency resolution suggest that they should be utilized as reference methods for research purposes, especially when computation burden is not a concern. 
