Let T be an estimate of the form Tn = T(F ) 
Under some assumptions on Tn and T, the bootstrap distribution estimate Hn(x, Fn) is locally asymptotically minimax among all possible estimates of Hn(x,F) . If Fn is a smoothed version of Fn such that IIFn -F^II = op(n 1/2), where 'l denotes supremum norm, then H (x, F ) n n op n n retains the local asumptotic minimax property. The further advantages and drawbacks to smoothing Fn before bootstrapping are not well understood at present.
The jackknife is an older, more specialized resampling procedure which was originally introduced by Quenouille (1956) to remove the bias of Tn and was extended by Tukey (1958) to the estimation of variance. Several subsequent authors, including Miller (1964 Miller ( , 1974 , Brillinger (1964 Brillinger ( , 1977 , 
n,i j n,1i,j n,i + n,j/ for 1 < i,j < n. Define the positive jackknife estimates for bn (F), s 2(F), and k3,n(F) to be nb i=n,iZ n A2 =n2(-1r j(
Correspondingly, the jackknife Edaeworth expansion estirte for H n(x, F) is (1.6) HnJE(x) = N[(x-n 12bn J)/s I -n 1"2k3,n,J The speculative upper and lower confidence bounds (1.8) 
The ratio IG-FI r(G,F) converges to zero as IIG-FI tends to zero and (Serfling, 1980 
The second part of Theorem 1 implies that the LdvyAistance between the distribution of n12(s2( n)-5n2(F)l and its bootstrap estimate converges in probability to zero. 
Note that the asymptotic variance ac2(F) in Theorem 1 is precisely fF2(x,F)dF(x). Similarly, s n(Fn), the bootstrap estimate of normalized standard deviation, is asymptotically minimax among all estimates of s n(F). Under every sequence {Gn EBn(F,c)}, the limiting distribution of
The close relationship between jackknife and bootstrap estimates of bias, variance, and skewness is described in the next 'tPeorem. for every p > 1. Equation (3.4) follows from (3.9) and (3.10) by 4lnkowski ' s inequal ity.
The derivation of (3.6) is analogous to that of (3.9), with Gn replacing F in (3.7) and (3.8) . This completes the proof of the lemna.
Decompose h(x,y,G) into orthogonal components h1(x,G) = Jh(x,y,G)dG(y) (3.11) h2(x,y,G) = h(x,y,G) -h1 (x,G) -h1(y,G) by analogy with (2.6). The next lemma describes useful asymptotic approximations to the normalized bias, variance, and skewness of T n LEMMA 2. Suppose Ass=nption A is satisfied. Let 
The proof of this lemma strictly parallels that for Lemma 2, using (3.6) instead of (3.4 The desired locally uniform consistency result (2.7) is implied by (3.28), (3.23), and (3.13).
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To prove the locally uniform asymptotic normality of s (F ), it n n suffices to show, in view of (3.13) and (3.23) , that the limiting distribution of {n1/2[s2(Fn).-s2(Gn)2} under {GnCeBn (F,c)} is N(O,a2(F)). On the other hand,
where the triple sum is over all triplets (i,j,k) in which no two components are equal. Replacing h(x,y,G ) by its orthogonal decomposition h1(x,Gn) +h 1(y,Gn) +h2(x,y,Gn) yields, after some calculation, In each case, one thousand pseudo-random N(0,1) samples of size n were used. Some of the results are summarized in the following tables. Table 1 compares the Monte Carlo expectations of b nJ sSn,J' k3,n,J with the population values of bn (F), s 2(F), k3 n(F) respectively. The positive jackknife estimates of bias and variance are nearly unbiased for n greater than or equal to 20. However, the jackknife skewness estimate has a more persistent downward bias which diminishes slowly as n increases. in the center and tails than H nJB(X) and is almost uniformly less biased than the normal approximation D(x/Sn,J)* Table 3 compares the observed levels in 1,000 trials of (a) the bias-and-skewness-corrected upper and lower confidence bounds defined in (1.8) 
