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Abstract
In deep networks, the lost data details significantly
degrade the performances of image segmentation.
In this paper, we propose to apply Discrete Wavelet
Transform (DWT) to extract the data details dur-
ing feature map down-sampling, and adopt Inverse
DWT (IDWT) with the extracted details during
the up-sampling to recover the details. We firstly
transform DWT/IDWT as general network layers,
which are applicable to 1D/2D/3D data and var-
ious wavelets like Haar, Cohen, and Daubechies,
etc. Then, we design wavelet integrated deep net-
works for image segmentation (WaveSNets) based
on various architectures, including U-Net, SegNet,
and DeepLabv3+. Due to the effectiveness of the
DWT/IDWT in processing data details, experimen-
tal results on CamVid, Pascal VOC, and Cityscapes
show that our WaveSNets achieve better segmenta-
tion performances than their vanilla versions.
1 Introduction
Due to the advantage of deep network in extracting high-level
features, deep learning has achieved high performances in
various tasks, particular in the computer vision. However,
the current deep networks are not good at extracting and pro-
cessing data details. While deep networks with more layers
are able to fit more functions, the deeper networks are not al-
ways associated with better performances [He et al., 2016].
An important reason is that the details will be lost as the data
flow through the layers. In particular, the lost data details
significantly degrade the performacnes of the deep networks
for the image segmentation. Various techniques, such as con-
dition random field, a`trous convolution [Chen et al., 2014;
Chen et al., 2018], PointRend [Kirillov et al., 2019], are in-
troduced into the deep networks to improve the segmentation
performance. However, these techniques do not explicitly
process the data details.
Wavelets [Daubechies, 1992; Mallat, 1989], well known
as “mathematical microscope”, are effective time-frequency
analysis tools, which could be applied to decompose an im-
age X into the low-frequency component Xll containing the
image main information and the high-frequency components
Xlh,Xhl,Xhh containing the details (Fig. 1). In this paper,
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Figure 1: Comparison of max-pooling, max-unpooling, and wavelet
transforms. Max-pooling is a common down-sampling operation in
the deep networks, which easily removes the data details (the win-
dow boundary in area A) and breaks the object structure (the pole
in area B). Based on the pooling indices, max-unpooling recovers
the data resolution, but not the details. DWT keeps the object struc-
ture and saves the data details, while IDWT precisely recovers the
original data using the DWT output.
we rewrite Discrete Wavelet Transform (DWT) and Inverse
DWT (IDWT) as the general network layers, which are ap-
plicable to 1D/2D/3D data and various wavelets. One can
flexibly design end-to-end architectures using them, and di-
rectly process the data details in the deep networks. We
design wavelet integrated deep networks for image segmen-
tation, termed WaveSNets, by replacing the down-sampling
with DWT and the up-sampling with IDWT in the U-Net
[Ronneberger et al., 2015], SegNet [Badrinarayanan et al.,
2017], and DeepLabv3+ [Chen et al., 2018]. When Haar, Co-
hen, and Daubechies wavelets are used, we evaluate WaveS-
Nets using dataset CamVid [Brostow et al., 2009], Pascal
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VOC [Everingham et al., 2015], and Cityscapes [Cordts et
al., 2016]. The experimental results show that WaveSNets
achieve better performances in semantic image segmentation
than their vanilla versions, due to the effective segmentation
for the fine and similar objects. In summary:
• We rewrite DWT and IDWT as general network layers,
which are applicable to various wavelets and can be ap-
plied to design end-to-end deep networks for processing
the data details during the network inference;
• We design WaveSNets using various network architec-
tures, by replacing the down-sampling with DWT layer
and up-sampling with IDWT layer;
• WaveSNets are evaluated on the dataset of CamVid, Pas-
cal VOC, Cityscapes, and achieve better performance for
semantic image segmentation.
2 Related works
2.1 Sampling operation
Down-sampling operations, such as max-pooling, average-
pooling, and strided-convolution, are introduced into the
deep networks for local connectivity and weight sharing.
These down-sampling operations usually ignore the chassic
sampling theorem [Nyquist, 1928], which result in aliasing
among the data components in different frequency intervals.
As a result, the data details presented by the high-frequency
components are totally lost, and random noises showing up in
the same components could be sampled into the low resolu-
tion data. In addition, the object basic structures presented
by the low-frequency component will be broken. Fig. 1
shows a max-pooling example. In the signal processing, the
low-pass filtering before the down-sampling is the standard
method for anti-aliasing. Anti-aliased CNNs [Zhang, 2019]
integrate the low-pass filtering with the down-sampling in the
deep networks, which achieve increased classification acccu-
racy and better shift-robustness. However, the filters used in
anti-aliased CNNs are empirically designed based on the row
vectors of Pascal’s triangle, which are ad hoc and no theo-
retical justifications are given. As no up-sampling operation,
i.e., reconstruction, of the low-pass filter is available, the anti-
aliased U-Net [Zhang, 2019] has to apply the same filtering
after normal up-sampling to achieve the anti-aliasing effect.
Up-sampling operations, such as max-unpooling [Badri-
narayanan et al., 2017], deconvolution [Ronneberger et al.,
2015], and bilinear interpolation [Chen et al., 2014; Chen et
al., 2018], are widely used in the deep networks for image-
to-image translation tasks. These up-sampling operations are
usually applied to gradually recover the data resolution, while
the data details can not be recovered from them. Fig. 1 shows
a max-unpooling example. The lost data details would sig-
nificantly degrade the network performance for the image-
to-image tasks, such as the image segmentation. Various
techniques, including a`trous convolution [Chen et al., 2014;
Chen et al., 2018], PointRend [Kirillov et al., 2019], etc.,
are introduced into the design of deep networks to capture
the fine details for performance improvement of image seg-
mentation. However, these techniques try to recover the data
details from the detail-unrelated information. Their ability in
the improvement of segmentation performance is limited.
2.2 Wavelet
Wavelets are powerful time-frequency analysis tools, which
have been widely used in signal analysis, image processing,
and pattern recognition. A wavelet is usually associated with
scaling function and wavelet functions. The shifts and expan-
sions of these functions compose stable basis for the signal
space, with which the signal can be decomposed and recon-
structed. The functions are closely related to the low-pass
and high-pass filters of the wavelet. In practice, these filters
are applied for the data decomposition and reconstruction. As
Fig. 1 shows, 2D Discrete Wavelet Transform (DWT) decom-
pose the image X into its low-frequency component Xll and
three high-frequency components Xlh,Xhl,Xhh. While Xll
is a low resolution version of the image, keeping its main in-
formation, Xlh,Xhl,Xhh save its horizontal, vertical, and di-
agonal details, respectively. 2D Inverse DWT (IDWT) could
reconstruct the image using the DWT output.
Various wavelets, including orthogonal wavelets, biorthog-
onal wavelets, multiwavelets, ridgelet, curvelet, bandelet and
contourlet, etc., have been designed, studied, and applied
in signal processing, numerical analysis, pattern recogni-
tion, computer vision and quantum mechanics, etc. The
a`trous convolution used in DeepLab [Chen et al., 2014;
Chen et al., 2018] is originally developed in the wavelet the-
ory. In the deep learning, while wavelets are widely applied
as data preprocessing or postprocessing tools, wavelet trans-
forms are also introduced into the design of deep networks by
taking them as substitutes of sampling operations.
Multi-level Wavelet CNN (MWCNN) [Liu et al., 2019] in-
tegrates Wavelet Package Transform (WPT) into the deep net-
work for image restoration. MWCNN concatenates the low-
frequency and high-frequency components of the input fea-
ture map, and processes them in a unified way. The details
stored in the high-frequency components would be largely
wiped out via this processing mode, because the data ampli-
tude in the components is significantly weaker than that in the
low-frequency component. Convolutional-Wavelet Neural
Network (CWNN) [Duan et al., 2017] applies the redundant
dual-tree complex wavelet transform (DT-CWT) to suppress
the noise and keep the object structures for extracting ro-
bust features from SAR images. The architecture of CWNN
contains only two convolution layers. While DT-CWT dis-
cards the high-frequency components output from DT-CWT,
CWNN takes as its down-sampling output the average value
of the multiple low-frequency components. Wavelet pooling
proposed in [Williams and Li, 2018] is designed using a two-
level DWT. Its back-propagation performs a one-level DWT
with a two-level IDWT, which does not follow the mathemati-
cal principle of gradient. Recently, the application of wavelet
transform in image style transfer [Yoo et al., 2019] is stud-
ied. In these works, the authors evaluate their methods using
only one or two wavelets, because of the absence of the gen-
eral wavelet transform layers; the data details presented by
the high-frequency components are abandoned or processed
together with the low-frequency component, which limits the
detail restoration in the image-to-image translation tasks.
3 Our method
Our method is to replace the sampling operations in the deep
networks with wavelet transforms. We firstly rewrite Discrete
Wavelet Transform (DWT) and Inverse DWT (IDWT) as the
general network layers. Although the following analysis is
mainly for orthogonal wavelet and 1D data, it can be general-
ized to other wavelets and 2D/3D data with slight changes.
3.1 Wavelet transform
For a given 1D data x ∈ Rn, DWT decomposes it, using two
filters, i.e., low-pass filter fl and high-pass filter fh of an 1D
orthogonal wavelet, into its low-frequency component xl and
high-frequency component xh, where
xc = (↓ 2)(fc ∗ x), c ∈ {l, h}, (1)
and ∗, (↓ 2) denote the convolution and naive down-
sampling, respectively. In theory, the length of every com-
ponent is 1/2 of that of x, i.e.,
xc ∈ Rbn2 c, c ∈ {l, h}. (2)
Therefore, n is usually even number.
IDWT reconstructs the original data x based on the two
components,
x = fl ∗ (↑ 2) xl + fh ∗ (↑ 2) xh, (3)
where (↑ 2) denotes the naive up-sampling operation.
For high-dimensional data, high dimensional DWT could
decomposes it into one low-frequency component and mul-
tiple high-frequency components, while the corresponding
IDWT could reconstructs the original data from the DWT out-
put. For example, for a given 2D data X ∈ Rm×n, 2D DWT
decomposes it into four components,
Xc0c1 = (↓ 2)(fc0c1 ∗ X), c0, c1 ∈ {l, h}, (4)
where fll is the low-pass filter and flh, fhl, fhh are the high-
pass filters of the 2D orthogonal wavelet. Xll is the low-
frequency component of the original data which is a low-
resolution version containing the data main information;
Xlh,Xhl,Xhh are three high-frequency components which
store the vertical, horizontal, and diagonal details of the data.
2D IDWT reconstruct the original data from these compo-
nents,
X =
∑
c0,c1∈{l,h}
fc0c1 ∗ (↑ 2)Xc0c1 . (5)
Similarly, the size of every component is 1/2 size of the orig-
inal 2D data in terms of the two dimensional direction, i.e.,
Xc0c1 ∈ Rb
m
2 c×bn2 c, c0, c1 ∈ {l, h}. (6)
Therefore, m,n are usually even numbers.
Generally, the filters of high-dimensional wavelet are ten-
sor products of the two filters of 1D wavelet. For 2D wavelet,
the four filters could be designed from
fc0c1 = fc1 ⊗ fc0 , c0, c1 ∈ {l, h}, (7)
where ⊗ is the tensor product operation. For example, the
low-pass and high-pass filters of 1D Haar wavelet are
fHl =
1√
2
(1, 1)T , fHh =
1√
2
(1,−1)T . (8)
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Figure 2: The dual structures used in U-Net and SegNet.
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Figure 3: The wavelet based dual structure (WADS).
Then, the filters of the corresponding 2D Haar wavelet are
fHll = f
H
l ⊗ fHl =
1
2
[
1 1
1 1
]
(9)
fHhl = f
H
l ⊗ fHh =
1
2
[
1 −1
1 −1
]
(10)
fHlh = f
H
h ⊗ fHl =
1
2
[
1 1
−1 −1
]
(11)
fHhh = f
H
h ⊗ fHh =
1
2
[
1 −1
−1 1
]
(12)
Eqs. (1), (3), (4) and (5) present the forward propagations
for 1D/2D DWT and IDWT. It is onerous to deduce the gra-
dient for the backward propagations from these equations.
Fortunately, the modern deep learning framework PyTorch
[Paszke et al., 2017] could automatically deduce the gradients
for the common tensor operations. We have rewrote 1D/2D
DWT and IDWT as network layers in PyTorch, which will be
publicly available for other researchers. In the layers, we do
DWT and IDWT channel by channel for multi-channel data.
3.2 WaveSNet
We design wavelet integrated deep networks for image seg-
mentation (WaveSNets), by replacing the down-sampling
operations with 2D DWT and the up-sampling operations
with 2D IDWT. In this paper, we take U-Net, SegNet, and
DeepLabv3+ as the basic architectures.
WSegNets SegNet and U-Net share a similar symmet-
rical encoder-decoder architecture, but differ in their sam-
pling operations. We name the pair of connected down-
sampling and up-sampling operations and the associated con-
volutional blocks as dual structure, where the convolutional
blocks process the feature maps with the same size. Fig.
2(a) and Fig. 2(b) show the dual structures used in U-Net
and SegNet, which are named as PDDS (Pooling Deconvo-
lution Dual Structure) and PUDS (Pooling-Unpooling Dual
Structure), respectively. U-Net and SegNet consist of multi-
ple nested dual structures. While they apply the max-pooling
during their down-sampling, PDDS and PUDS use deconvo-
lution and max-unpooling for the up-sampling, respectively.
As Fig. 2(a) shows, PDDS copys and transmits the feature
data size
the number of channels networks
encoder decoder SegNet U-Net WSegNet
512× 512 3, 64 64, 64 PUDS PDDS WADS
256× 256 64, 128 128, 64 PUDS PDDS WADS
128× 128 128, 256, 256 256, 256, 128 PUDS PDDS WADS
64× 64 256, 512, 512 512, 512, 256 PUDS PDDS WADS
32× 32 512, 512, 512 512, 512, 512 PUDS PDDS WADS
Table 1: Configurations of U-Net, SegNet, and WSegNet.
maps from encoder to decoder, concatenating them with the
up-sampled features and extracting detailed information for
the object boundaries restoration. However, the data tensor
injected to the decoder might contain redundant information,
which interferes with the segmentation results and introduces
more convolutional paramters. PUDS transmits the pooling
indices via the branch path for the upgrading of the feature
map resolution in the decoder. As Fig. 1 shows, the lost data
details can not be restored from the pooling indices.
To overcome the weaknesses of PDDS and PUDS, we
adopt DWT for down-sampling and IDWT for up-sampling,
and design WADS (WAvelet Dual Structure, Fig. 3). Dur-
ing its down-samping, WADS decomposes the feature map
into low-frequency and high-requency components. Then,
WADS injects the low-frequency component into the follow-
ing layers in the deep networks to extract high-level fea-
tures, and transmits the high-frequency components to the
up-sampling layer for the recovering of the feature map reso-
lution using IDWT. IDWT could also restore the data details
from the high-frequency components during the up-sampling.
We design wavelet integrated encoder-decoder networks us-
ing WADS, termed WSegNets, for imag segmentation.
Table 1 illustrates the configuration of WSegNets, together
with that of U-Net and SegNet. In this paper, the U-Net con-
sists of eight more convolutional layers than the original one
[Ronneberger et al., 2015]. In Table 1, the first column shows
the input size, though these networks can process images with
arbitrary size. Every number in the table corresponds to a
convolutional layer followed by a Batch Normalization (BN)
and Rectified Linear Unit (ReLU). While the number in the
column “encoder” is the number of the input channels of the
convolution, the number in the column “decoder” is the num-
ber of the output channels. The encoder of U-Net and SegNet
consists of 13 convolutional layers corresponding to the first
13 layers in the VGG16bn [Simonyan and Zisserman, 2014].
A convolutional layer with kernel size of 1 × 1 converts the
decoder output into the predicted segmentation result.
WDeepLabv3+ DeepLabv3+ [Chen et al., 2018] em-
ploys an unbalanced encoder-decoder architecture. The en-
coder applys an a`trous convolutional version of CNN to alle-
viate the detailed information loss due to the common down-
sampling operations, and an A`trous Spatial Pyramid Pooling
(ASPP) to extract image multiscale representations. At the
begin of the decoder, the encoder feature map is directly up-
sampled using a bilinear interpolation with factor of 4, and
then concatenated with a low-level feature map transmitted
from the encoder. DeepLabv3+ adopts a dual structure con-
necting its encoder and decoder, which differs with PDDS
only on the up-sampling and suffers the same drawbacks.
We design WDeepLabv3+, a wavelet integrated version of
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Figure 4: WDeepLabv3+ structure.
DeepLabv3+, by applying two wavelet version of dual struc-
tures. As Fig. 4 shows, the encoder applys a wavelet in-
tegrated a`trous CNN followed by the ASPP, which output
encoder feature map and two sets of high-frequency compo-
nents. The encoder feature map is up-sampled by two IDWT,
integrated with the detail information contained in the high-
frequency components, while the two IDWT are connected
with a convolutional block. The decoder then apply a few
3 × 3 convolutions to refine the feature map, followed by a
bilinear interpolation to recover the resolution.
4 Experiment
We evaluate the WaveSNets (WSegNet, WDeepLabv3+) on
the image dataset of CamVid, Pascal VOC, and Cityscapes,
in terms of mean intersection over union (mIoU).
4.1 WSegNet
CamVid CamVid contains 701 road scene images (367,
101 and 233 for the training, validation and test respectively)
with size of 360×480, which was used in [Badrinarayanan et
al., 2017] to quantify SegNet performance. Using the train-
ing set, we train SegNet, U-Net, and WSegNet when vari-
ous wavelets are applied. The trainings are supervised by
cross-entropy loss. We employ SGD solver, initial learning
rate of 0.007 with “poly” policy and power = 0.9, momen-
tum of 0.9 and weight decay of 0.0005. With a mini-batch
size of 20, we train the networks 12K iterations (about 654
epochs). The input image size is 352×480. For every image,
we adopt random resizing between 0.75 and 2, random rota-
tion between−20 and 20 degrees, random horizontal flipping
and cropping with size of 352× 480. We apply a pre-trained
VGG16bn model for the encoder initialization and initialize
the decoder using the technique proposed in [He et al., 2015].
We do not tune above hyper-parameters for a fair comparison.
Table 2 shows the mIoU and global accuracy on the
CamVid test set, together with the parameter numbers of U-
Net, SegNet, and WSegNet with various wavelets. In the
table, “dbx” represents orthogonal Daubechies wavelet with
approximation order x, and “chx.y” represents biorthogonal
Cohen wavelet with approximation orders (x, y). Their low-
pass and high-pass filters can be found in [Daubechies, 1992].
The length of these filters increase as the order increases.
While Haar and Cohen wavelets are symmetric, Daubechies
are not. The mIoU of WSegNet decreases from 63.78% to
60.39% as asymmetric wavelet varies from “db2” to “db6”,
SegNet U-Net WSegNethaar ch2.2 ch3.3 ch4.4 ch5.5 db2 db3 db4 db5 db6
sky 90.50 91.52 91.31 91.38 91.29 91.39 91.24 91.35 91.48 90.99 90.89 90.63
building 77.80 80.28 79.90 79.27 78.82 79.37 78.65 79.48 79.60 78.52 78.58 77.84
pole 9.14 27.97 27.99 29.38 27.90 28.96 27.26 27.91 28.38 28.04 26.66 25.96
road 92.69 93.71 93.69 93.47 93.47 93.77 93.78 93.72 93.91 92.57 92.12 92.11
sidewalk 78.05 80.05 80.33 79.44 79.34 79.89 80.08 79.67 80.58 76.95 75.62 76.65
tree 72.40 73.51 73.34 73.27 73.21 73.07 71.60 73.61 73.68 72.90 72.28 71.92
symbol 37.61 43.07 44.44 42.68 40.42 43.57 42.33 44.72 44.01 41.06 41.72 39.69
fence 19.92 27.50 32.59 24.62 25.59 28.40 28.85 25.52 29.60 26.90 24.15 29.00
car 79.31 85.04 83.21 84.43 82.63 84.57 84.14 84.30 83.97 81.92 81.07 78.38
walker 39.93 50.35 49.35 50.98 50.52 50.43 49.09 50.15 49.39 47.69 48.02 43.17
bicyclist 39.48 44.45 50.38 47.94 48.69 47.93 52.64 51.15 47.73 46.08 43.53 38.96
mIoU 57.89 63.40 64.23 63.35 62.90 63.76 63.61 63.78 63.85 62.15 61.33 60.39
gl. acc. 91.04 92.19 92.08 92.04 91.98 92.10 91.73 92.06 92.40 91.60 91.30 91.14
para.(e6) 29.52 37.42 29.52
Table 2: WSegNet results on CamVid test set
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Figure 5: Boundary comparison for images segmented by WSegNet
with different wavelets.
while it varies from 63.35% to 63.61% as symmetric wavelet
varies from “ch2.2” to “ch5.5”. It seems that the perfor-
mances among different asymmetric wavelets are much di-
verse than that among various symmetric wavelets. In the
wavelet integrated deep networks, we truncate the DWT out-
put to make them to be 1/2 size of input data. As a result,
IDWT with asymmetric wavelet can not fully restore an im-
age in the region near the image boundary, and the region
width increases as the wavelet filter length increases. With
symmetric wavelet, however, one can fully restore the image
based on symmetric extension of the DWT output. Conse-
quently, WSegNet with Cohen wavelets performs better than
that with Daubechies ones near the image boundary. Fig. 5
shows an example image, its manual annotation, a region con-
sisting of “building”, “road” and “sidewalk” and the segmen-
tation results achieved using different wavelets. The region
is located close to the image boundary and has been enlarged
with colored segmentation results for better illustration. One
can observe from the results of “db5” and “db6” that a long
line of “sidewalk” pixels, located near the image boundary,
are classified as “road”. In comparison, the results of “ch4.4”
and “ch5.5” match well with the ground truth.
In [Badrinarayanan et al., 2017], the authors train the Seg-
Net using an extended CamVid training set containing 3433
images, which achieved 60.10% mIoU on the CamVid test
set. We train SegNet, U-Net and WSegNet using only 367
CamVid training images. From Table 2, one can find WSeg-
Net achieves the best mIoU (64.23%) using Haar wavelet,
and the best global accuracy (92.40%) using “db3” wavelet.
WSegNet is significantly superior to SegNet in terms of mIoU
and the global accuracy, while they require the same amount
of parameters (29.52× 106). The segmentation performance
of WSegNet is also better than that of U-Net, while it requires
SegNet U-Net WSegNet(haar)
building fence building fence building fence
building 88.01 1.30 89.91 1.19 90.22 1.08
fence 34.11 29.12 30.64 40.16 30.16 44.65
walker bicyclist walker bicyclist walker bicyclist
walker 53.30 2.54 66.83 1.95 68.74 1.90
bicyclist 13.69 49.66 16.73 51.45 12.52 59.80
Table 3: Confusion matrices for the CamVid test set.
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Figure 6: Comparison of SegNet and WSegNet segmentations.
much less parameters than U-Net (37.42× 106).
Table 2 also lists the IoUs for the 11 categories in the
CamVid. Compared with U-Net and WSegNet, SegNet per-
forms very poor on the fine objects, such as “pole”, “symbol”,
and “fence”, as that the max-pooling indices used in SegNet
are not helpful for restoring the image details. While U-Net
achieves comparable or even better IoUs on the easily iden-
tifiable objects, such as the “sky”, “buil ing”, an “car”, it
does not discriminate well similar objects like“walker” and
“bicyclist”, or “building” and “fence”. The feature maps of
these two pairs of objects might look similar to the decoder of
U-Net, as the data details are not separately provided. Table
3 shows the confusion matrices on these four categories. The
proportion of “building” in the predicted “fence” decreases
from 34.11% to 30.16%, as the network varies from Seg-
Net to WPUNet, while that of “bicyclist” in the predicted
“walker” decreases from 2.54% to 1.90%. These results sug-
gest that WSegNet is more powerful than SegNet and U-Net
in distinguishing similar objects.
Fig. 6 presents a visual example for various networks,
whi h shows the example image, its manual annotation, a re-
gion consisting of “building”, “tree”, “sky” and “pole”, and
the segmentation results achieved using SegNet, U-Net and
WSegNet. The region is enlarged with colored segmentation
reults for better illustration. From the figure, one can find in
the segmentation result that WSegNet keeps the basic struc-
ture of “tree”, “pole”, and “building” and restores the object
details, such as the “tree” branches and the “pole”. The seg-
mentation result of WSegNet matches the image region much
better than that of SegNet and U-Net, even corrects the anno-
tation noises about “building” and “tree” in the ground truth.
Pascal VOC and Cityscapes The original Pascal
VOC2012 semantic segmentation dataset contains 1464 and
1449 annotated images for training and valida ion, respec-
tively, and contains 20 object categories and one background
class. The images are with various sizes. We augment the
training data to 10582 by extra annotations provided in [Har-
SegNet U-Net WSegNethaar ch2.2 ch3.3 ch4.4 ch5.5 db2
Pascal VOC mIoU 61.33 63.64 63.95 63.50 63.46 63.48 63.62 63.48gl. acc. 90.14 90.82 90.79 90.72 90.72 90.73 90.76 90.75
Cityscapes mIoU 65.75 70.05 70.09 69.86 69.73 70.13 70.63 70.37gl. acc. 94.65 95.21 95.20 95.18 95.09 95.17 95.15 95.20
parameters (e6) 29.52 37.42 29.52
Table 4: WSegNet results on Pascal VOC and Cityscapes val set.
DeepLabv3+ WDeepLabv3+haar ch2.2 ch3.3 ch4.4 ch5.5 db2
background 93.83 93.82 93.85 93.94 93.91 93.86 93.87
aeroplane 92.29 93.14 92.50 91.56 93.21 92.73 92.41
bike 41.42 43.08 42.19 42.21 43.42 42.59 42.84
bird 91.47 90.47 91.60 90.34 91.24 90.81 90.73
boat 75.39 75.47 72.04 75.19 74.20 72.40 72.90
bottle 82.05 80.18 81.14 82.12 79.55 82.23 81.89
bus 93.64 93.25 93.25 93.20 93.07 93.52 93.31
car 89.30 90.36 90.00 90.67 88.79 86.31 87.11
cat 93.69 92.80 93.31 92.62 93.56 93.84 93.97
chair 38.28 40.80 40.75 39.32 39.79 43.27 41.60
cow 86.60 89.72 89.04 90.49 88.42 92.04 88.17
table 61.37 63.24 62.67 65.49 64.93 67.31 65.58
dog 91.16 90.24 91.04 89.54 89.97 90.38 90.65
horse 86.60 88.86 88.88 90.23 89.00 91.02 89.19
motorbike 88.47 87.94 87.89 88.61 88.36 87.30 87.58
person 86.71 86.88 86.61 86.35 86.59 86.32 86.96
plant 64.48 64.33 64.69 68.45 65.50 68.01 65.41
sheep 83.04 87.45 86.50 87.43 85.70 88.14 85.95
sofa 49.24 47.43 48.06 49.85 46.74 51.94 50.19
train 85.49 84.18 83.88 85.47 83.88 85.16 86.69
monitor 77.80 76.55 78.31 79.04 78.32 78.78 79.11
mIoU 78.68 79.06 78.96 79.62 78.96 79.90 79.34
gl. acc. 94.64 94.69 94.68 94.75 94.68 94.77 94.75
para. (e6) 59.34 60.22
Table 5: WDeepLabv3+ results on Pascal VOC val set.
iharan et al., 2011]. We train SegNet, U-Net, and WSegNet
with various wavelets on the extended training set 50 epochs
with batch size of 16. During the training, we adopt random
horizontal flipping, random Gaussian blurring, and cropping
with size of 512 × 512. The other hyper-parameters are the
same with that used in CamVid training. Table 4 presents the
results on the validation set for the trained networks.
Cityscapes contains 2975 and 500 high quality annotated
images for the training and validation, respectively. The im-
ages are with size of 1024 × 2048. We train the networks
on the training set 80 epochs with batch size of 8 and initial
learning rate of 0.01. During the training, we adopt random
horizontal flipping, random resizing between 0.5 and 2, and
random cropping with size of 768×768. Table 4 presents the
results on the validation set.
From Tabel 4, one can find the segmentation performance
of SegNet is significant inferior to that of U-Net and WSeg-
Net. While WSegNet achieves better mIoU (63.95% for Pas-
cal VOC and 70.63% for Cityscapes) and requires less pa-
rameters (29.52× 106), the global accuracies of WSegNet on
the two dataset are a little lower than that of U-Net. This re-
sult suggest that, compared with U-Net, WSegNet could more
precisely classify the pixels at the “critical” locations.
4.2 WDeepLabv3+
Taking ResNet101 as the backbone, we build DeepLabv3+
and WDeepLabv3+ with output stride = 16, and train them
on the Pascal VOC using the same training policy with that
Original image Ground truth DeepLabv3+ WDeepLabv3+
(a)
(b)
(c)
(d)
Figure 7: Comparison of DeepLabv3+ and WDeepLabv3+ results.
used in the training of WSegNet. Table 5 shows the segmen-
tation results on the validation set.
We achieve 78.68% mIoU using DeepLabv3+ on the Pas-
cal VOC validation set, which is comparable to that (78.85%)
obtained by the inventors of this network [Chen et al., 2018].
With a few increase of parameter (0.88 × 106, 1.48%),
the segmentation performance of WDeepLabv3+ with var-
ious wavelet is always better than that of DeepLabv3+, in
terms of mIoU and global accuracy. Using “ch5.5” wavelet,
WDeepLabv3+ achieves the best performance, 79.90% mIoU
and 94.77% global accuracy. From Table 5, one can find that
the better performance of WDeepLabv3+ is mainly resulted
from its better segmentation for the fine objects (“chair”, “ta-
ble”, and “plant”) and similar objects (“cow”, “horse”, and
“sheep”). The above results justify the high efficiency of
DWT/IDWT layers in processing data details.
Fig. 7 shows four visual examples of segmentation re-
sults for DeepLabv3+ and WDeepLabv3+. The first and sec-
ond columns present the original images and the segmenta-
tion ground truth, while the third and fourth columns show
the segmentation results of DeepLabv3+ and WDeepLabv3+
with “ch5.5” wavelet, respectively. We show the segmenta-
tion results with colored pictures for better illustration. For
the example image in Fig. 7(a), DeepLabv3+ falsely classi-
fies the pixels in some detail regions on the cow and her calfs
as “background” or “horse”, i.e., the regions for the cow’s
left horn, the hind leg of the brown calf, and some fine re-
gions on the two calfs. While WDeepLabv3+ correctly clas-
sifies the horse and the sheep in the Fig. 7(b) and Fig. 7(c),
DeepLabv3+ classifies them as “cow” because of the sim-
ilar object structures. In Fig. 7(d), the “table” segmented
by WDeepLabv3+ is more complete than that segmented by
DeepLabv3+. These results illustrate that WDeepLabv3+
performs better on the detail regions and the similar objects.
5 Conclusion
Our proposed general DWT and IDWT layers are applicable
to various wavelets, which can be used to extract and pro-
cess the data details during the network inference. We de-
sign WaveSNets (WSegNet and WDeepLabv3+) by replacing
the down-sampling with DWT and replacing the up-sampling
with IDWT, in U-Net, SegNet, and DeepLabv3+. Experimen-
tal results on the CamVid, Pascal VOC, and Cityscapes show
that WaveSNets could well recover the image details and per-
form better for segmenting similar objects than their vanilla
versions.
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