This paper proposes an efficient adaptive variant of a quadratic penalty accelerated inexact proximal point (QP-AIPP) method proposed earlier by the authors. Both the QP-AIPP method and its variant solve linearly constrained nonconvex composite optimization problems using a quadratic penalty approach where the generated penalized subproblems are solved by a variant of the underlying AIPP method. The variant, in turn, solves a given penalized subproblem by generating a sequence of proximal subproblems which are then solved by an accelerated composite gradient algorithm. The main difference between AIPP and its variant is that the proximal subproblems in the former are always convex while the ones in the latter are not necessarily convex due to the fact that their prox parameters are chosen as aggressively as possible so as to improve efficiency. The possibly nonconvex proximal subproblems generated by the AIPP variant are also tentatively solved by a novel adaptive accelerated composite gradient algorithm based on the validity of some key convergence inequalities. As a result, the variant generates a sequence of proximal subproblems where the stepsizes are adaptively changed according to the responses obtained from the calls to the accelerated composite gradient algorithm. Finally, numerical results are given to demonstrate the efficiency of the proposed AIPP and QP-AIPP variants.
Introduction
This paper presents a computationally efficient variant of a quadratic penalty accelerated inexact proximal point (QP-AIPP) method studied in [13] .
Both QP-AIPP and its variant studied in this paper are designed for solving the linearly constrained nonconvex composite problem
where A ∈ ℜ l×n , b ∈ ℜ l , h : ℜ n → (−∞, ∞] is a closed proper convex function, and f is a real-valued differentiable, possibly nonconvex, function whose gradient is L-Lipschitz continuous on dom h. QP-AIPP and its variant solve (1) via a quadratic penalty scheme, i.e. they use an algorithm, namely, the accelerated inexact proximal point (AIPP) method discussed below, for solving a sequence of penalized subproblems of the form
for an increasing sequence of positive penalty parameters c. We now briefly outline the AIPP method. First, note that (2) is a special case of
where g(z) = g c (z) := f (z) + (c/2) Az − b 2 is a function satisfying
with m = L and M = L + c A 2 .
In the general setting of (3)- (4), the AIPP method generates a sequence {z k } using an inexact proximal point (IPP) scheme (see for example [27, 28] ), i.e. given z k−1 ∈ dom h, it computes z k as a suitable approximate solution of the proximal subproblem
for some prox-parameter λ k > 0. Note that the first inequality in (4) implies that the objective function of (5) is convex as long as λ k is not larger than 1/m. The AIPP method sets λ k = 1/(2m) for every k and uses an accelerated composite gradient (ACG) variant (see for example [3, 19, 23] ) to approximately solve (5) . Since the larger λ k is the faster the above IPP scheme converges to a desirable approximate solution, the goal of this paper is to develop an aggressive AIPP method which possibly chooses λ k substantially larger than 1/m despite potential loss of convexity of (5) . An important ingredient towards obtaining this aggressive AIPP variant is the development of a relaxed ACG (R-ACG) algorithm which, within a reasonably number of iterations: (i) either solves the possibly nonconvex subproblem (5) or stops with failure due to λ k being too large; and, (ii) always solves (5) when its objective function is convex. The aforementioned relaxed AIPP (R-AIPP) variant starts with a relatively large prox-parameter and, in each one of its steps, calls the R-ACG algorithm to solve the corresponding prox subproblem. If the latter, or a key descent inequality, fails then the prox parameter λ k is halved and the prox center z k−1 is maintained; else, the prox parameter λ k is preserved and z k takes the place of z k−1 ; in either case, a new step is repeated. The proposed AIPP variant (both as a nonconvex optimization solver for (3) and as a subroutine in a quadratic penalty-based solver for (1) ) is compared with the accelerated gradient method studied in [8] on several instances of a class of semidefinite quadratic programs. The computational results obtained show that the R-AIPP method can substantially outperform the latter method on many instances.
Related works. We first discuss papers dealing with related algorithms for solving the convex version of (1) and other related monotone problems. Iteration-complexity analysis of quadratic penalty methods for solving (1) under the assumption that f is convex and h is a convex indicator function was first studied in [14] and further explored in [1, 22] . Iteration-complexity of first-order augmented Lagrangian methods for solving the latter class of linearly constrained convex programs was studied in [2, 15, 17, 18, 26, 29] . Inexact proximal point methods using accelerated gradient algorithms to solve their prox-subproblems were previously considered in [6, 11, 10, 12, 21] in the setting of convex-concave saddle point problems and monotone variational inequalities.
We now discuss papers dealing with related algorithms for solving (1) under the assumptions stated after it, specially without assuming convexity of the objective function. Paper [13] is, up to our knowledge, the first one to consider a proximal method with acceleration strategy for solving (1) . Previous works using acceleration strategies were concerned with the unconstrained problem (3). Namely, [8] proposed an accelerated gradient scheme to solve (3) with better iteration complexity than the usual composite gradient method. Since then, many authors have proposed other accelerated schemes for solving (3) under different assumptions on the functions g and h (see for example [4, 7, 9, 16, 25] ). In particular, by exploiting the lower curvature m, [4, 7, 25] proposed some algorithms which improve the iteration-complexity bound of [8] in terms of the dependence on the upper curvature M . Finally, there has been a growing interest in the iteration complexity of methods for solving optimization problems using second order information, see for example [4, 20, 24, 5] .
Organization of the paper. Subsection 1.1 provides some basic definitions and notation. Section 2 begins with presenting some background materials and transitions into defining a general descent scheme for solving the nonconvex optimization problem (3). Section 3 presents and derives the complexity of an R-ACG algorithm which attempts to solve (5) even when it is not convex. Section 4 presents a variant of the AIPP method proposed in [13] which is a special instance of the GD scheme. Finally, Section 5 presents numerical results to illustrate the efficiency of the AIPP variant (both as a nonconvex optimization solver for (3) and as subroutines in a quadratic penalty-based solver for (1)).
Basic definitions and notation
This subsection provides some basic definitions and notation used in this paper.
The set of real numbers is denoted by ℜ. The set of non-negative real numbers and the set of positive real numbers are denoted by ℜ + and ℜ ++ , respectively. We let ℜ 2 ++ := ℜ ++ × ℜ ++ . Let ℜ n denote the standard n-dimensional Euclidean space with inner product and norm denoted by ·, · and · , respectively. Let ·, · F denote the Frobenius inner product. For t > 0, define log + 1 (t) := max{log t, 1}. Let ψ : ℜ n → (−∞, +∞] be given. The effective domain of ψ is denoted by dom ψ := {x ∈ ℜ n : ψ(x) < ∞} and ψ is proper if dom ψ = ∅. If ψ is differentiable atz ∈ ℜ n , then its affine approximation ℓ ψ (·;z) atz is defined as
Also, for ε ≥ 0, its ε-subdifferential at z ∈ dom ψ is denoted by
The subdifferential of ψ at z ∈ dom ψ, denoted by ∂ψ(z), corresponds to ∂ 0 ψ(z).
A general descent scheme
This section discusses a general descent (GD) scheme for approximately solving the composite nonconvex optimization problem (3) .
Recall that all the penalized subproblems (see (2) ) that arise in the execution of the QP-AIPP method are of the form (3). Our effort for this and the next two sections is devoted to presenting a relaxed version of the AIPP method described in [13] , namely the R-AIPP, for approximately solving (3). More specifically, this section presents a general scheme for solving these subproblems through the use of a black box. The details of a particular implementation of this black box are given in Sections 3 and 4, the latter of which contains the description of the R-AIPP method.
We now state our assumptions on the objective function. Assume that it can be decomposed as φ = g + h where:
(A1) h ∈ Conv(ℜ n ) and g is a differentiable function on dom h;
It is well-known that a necessary condition for z * ∈ dom h to be a local minimum of (3) is that z * be a stationary point of φ, i.e. 0 ∈ ∇g(z * ) + ∂h(z * ). A relaxation of this inclusion leads to the following definition of an approximate stationary point of (3): given a toleranceρ > 0, a pair (z r , v r ) is said to be aρ-approximate stationary point to (3) if
The GD scheme described below generates at every iteration a triple (λ k , z k , w k ) whose quality as an approximate stationary point of (3) is measured by means of the following constructive result used with z − = z k−1 and (λ, z, w) = (λ k , z k , w k ). Its proof is nearly identical to the one found in [13, Lemma 20] , and hence it is omitted.
Proposition 2.1. Let functions g and h satisfying (A1)-(A3) and
and compute
Then,
where
The above proposition shows that (z r , v r ) computed as in (11) and (12) clearly satisfies the inclusion in (9) and that λ v r has an upper bound expressed in terms of the two quantities:
The GD scheme is designed so as to guarantee that these two quantities converge to zero.
We now state the GD scheme.
GD scheme
(0) Let initial point z 0 ∈ dom φ and a pair (θ 1 , θ 2 ) ∈ ℜ ++ × ℜ ++ be given and set k = 1;
where ∆ k is the quantity ∆ r computed according to Proposition 2.1 with
(2) set v k := v r , where v r is computed according to Proposition 2.1 with the same input as the previous step;
(3) set k ← k + 1 and go to step 1.
Step 1 should be viewed as an oracle in the sense that it does not specify how to compute the triple (λ k , z k , w k ). Section 4 describes a specific instance of this scheme, namely, the R-AIPP method, which computes this triple by repeatedly invoking an ACG variant described in Section 3.
We will now show that the GD scheme can be seen as a generalization of the GIPP framework studied in [13] which, for given z 0 ∈ dom φ and σ ∈ (0, 1), considers a sequence
Before showing this fact, we establish the following simple technical result which will also be used later on in our analysis of the R-AIPP method.
Then, the quantity ∆ r computed as in Proposition 2.1 satisfies ∆ r ≤ ε.
Proof: Let (∆ r , z r ) be computed as in Proposition 2.1. It follows from (7) and (19) that
Considering the above inequality at the point z ′ = z r , along with some algebraic manipulation, we have
where the last equality is due to the definitions of φ and ∆ r given in (3) and (14), respectively. (17) and (18) for some σ ∈ (0, 1). (15) and (16) with (θ 1 , θ 2 ) = (2/(1 − σ), σ/2). As a consequence, every instance of the GIPP framework is an instance of the GD scheme.
Proof: First, the proof that the sequence {(λ k , z k , w k )} satisfies (15) with (θ 1 , θ 2 ) = (2/(1−σ), σ/2) can be found in [13, Proposition 5(a)]. Next, let k ≥ 1 and observe that from Lemma 2.2 with
It follows from the last inequality and (18) 
, which corresponds to (16) with θ 2 = σ/2. We now state the main result about the GD scheme which describes how the quantities v k and
} and {v k } be generated by the GD scheme. Moreover, for every k ≥ 1, define
Then, the following statements hold:
Here, we assume that Λ 0 = 0.
Proof: (a) It follows from (15) that, for every i ≥ 1,
Summing up both sides of the above inequality from i = 1 to i = k yields
which, in view of the definition of α k in (20) , gives the desired inequality. (16) with k = i, it follows that
Moreover, combining the above inequality with the definitions of α k and β k in (20) , and the fact that sup{λ i : i ≥ 1} ≤λ < ∞, we obtain
for all k ≥ 1. Hence, in view of (a), the statement in (b) follows.
(c) Let an arbitrary ρ > 0. Note that, since Λ 0 = 0, if α 1 ≤ ρ then the statement in (c) holds trivially with k = 1. Now assume that α 1 > ρ. In view of (a) and the fact that Λ k → +∞, one obtains α k → 0. As a consequence, there exists k > 1 such that α k ≤ ρ and α k−1 > ρ. It follows that the latter inequality together with (a) imply
which immediately gives (21) . In view of Proposition 2.4, some remarks can be made about the convergence of the GD scheme. First, if the stepsizes {λ k } in the scheme satisfy lim k→∞ Λ k = +∞, then an approximate solution of (3) as in (9) will be found in a finite number of iterations. Second, the larger the stepsizes in the scheme are the faster the quantities α k and β k approach zero. Third, statements (a) and (b) show that the bound on β k is larger than the one for α k by a factor of O(1 + θ 2λ M ).
A relaxed accelerated composite gradient algorithm
This section presents and analyzes an ACG variant that is used as an important tool in the development of the R-AIPP method of Section 4. More specifically, R-AIPP can be viewed as a special instance of the GD scheme where step 1 is implemented by repeatedly calling the ACG variant of this section.
Before describing the variant, we consider its assumptions as well as the problem that it solves. First, we describe the assumptions. Letφ : ℜ n → ℜ be given and assume that it can be decomposed asφ =φ (s) +φ (n) where:
We now describe our problem of interest in this section.
Problem A: Givenφ : ℜ n → (−∞, +∞] satisfying the above assumptions, a point x 0 ∈ ℜ n and a pair of parameters (θ 1 , θ 2 ) ∈ ℜ ++ × ℜ ++ , the problem is to find a triple (x, u, η) ∈ ℜ n × ℜ n × ℜ + such that
The following simple result shows how a solution of Problem A also solves the "step 1" oracle in the GD scheme. 
As a consequence, if (x, u, η) solves Problem A with input
Proof: (a) Assume that (x, u) satisfies (22) . It follows from the fact that (λ, x, u) = (λ k , z k , w k ) and the definition ofφ that
and thus the triple (λ k , z k , w k ) satisfies (15) .
(b) Assume that (x, u, η) satisfies (23) and define ε := η and (z − , z, w) := (x 0 , x, u). Moreover, let ∆ r be computed as in Proposition 2.1. It follows from Lemma 2.2, the definition ofφ, the fact that η = ε, and the inclusion in (23) that ∆ r ≤ η. Using the inequality in (23) and the fact that
The R-ACG algorithm presented below, which is a modified ACG variant for minimizing the function ψ :=φ + · −x 0 2 /2, solves Problem A, under the assumption that ψ is convex, in at most O( √M ) iterations. As a consequence, it can be used to implement step 1 of the GD scheme whenever λ k is suffficiently small. More specifically, since λ k φ + · −z k−1 2 /2 is clearly convex whenever λ k is chosen in (0, 1/m], we can use the R-ACG algorithm to solve problem A with φ = λ k φ and x 0 = z k−1 , and hence the "step 1" oracle in the GD scheme in view of Proposition 3.1. In fact, the AIPP method developed in [13] is an instance of the GIPP framework (in particular, it is an instance of the GD scheme) in which λ k = 1/(2m) for all k and in which step 1 is implemented with a single call to the R-ACG algorithm presented below.
However, our main goal in this paper is the development of an instance of the GD scheme which aggressively chooses λ k (possibly much) larger than 1/m since, according to Proposition 2.4(a)-(b), this strategy can potentially reduce its number of iterations. In this regard, the R-ACG algorithm presented below accepts as input a functionφ, withφ + · −x 0 2 /2 not necessarily convex, and terminates with either failure or by finding a triple (x, u, η) satisfying (22) within O( √M ) iterations. Clearly, in the second case, the triple (λ k , z k , w k ) as in Proposition 3.1 is guaranteed to satisfy (15) but not necessarily (16) . If (16) is satisfied then the R-ACG algorithm clearly provides a solution to the "step 1" oracle of the GD scheme; otherwise, the stepsize λ k is considered large. The R-AIPP method of Section 4 is an instance of the GD scheme which attempts to provide a solution to its "step 1" oracle in this manner and adaptively reduces λ k whenever it is found to be large.
R-ACG algorithm
(0) Let parameters ξ ≥ 1, θ 1 > 2, θ 2 > 0, functions (φ (s) ,φ (n) ) satisfying (B1) and (B2) with M > 0, and a point x 0 ∈ domφ (n) be given; set y 0 = x 0 , A 0 = 0, Γ 0 ≡ 0, j = 1, and define
(1) compute
and set
(2) if both inequalities
hold, then go to step 3; otherwise, stop with failure;
(3) if both inequalities
hold, then stop with success and return (x, u) = (x j , u j ); otherwise, set j ← j + 1 and go to step 1.
Some comments about the above algorithm are in order. First, step 1 is essentially a standard step of an ACG variant (see, for example, [11, 13] ) applied to the problem min x {φ(x)+ x−x 0 2 /2} with the exception that it also computes in (29) the quantities u j and η j which, together with x j , determine the termination criteria for the method. Second, it is shown in [13, Lemma 9 ] that a simplified version of the above algorithm, namely, one that does not include the two tests performed in step 2 and stops whenever (18) is satisfied with (z k−1 , z k , w k , ε k ) = (x 0 , x j , u j , η j ), implements step 1 of the GIPP framework in [13] . Finally, it is well-known (see, for example, Proposition 2.3 of [11] ) that the scalar A j updated according to (25) satisfies
The next result establishes the iteration-complexity bound and some properties of the R-ACG algorithm. 
(c) ifφ (s) + ·−x 0 2 /2 is convex then it always terminates with success, in which case there exists η ≥ 0 such that (24) imply (31), we conclude that the R-ACG algorithm does not terminate with failure (see step 2). As a consequence, it follows from statement (a) that it must terminate with success. It then follows from the previous inclusion and the fact that the last iterate (x, u, η) := (x j , u j , η j ) satisfies (32) that η fulfills the last conclusion of (c).
A relaxed accelerated inexact proximal point method
This section states and analyzes a variant of the AIPP method proposed in [13] for computing an approximate solution of (3) as in (9) . The R-AIPP method stated below is an instance of the GD scheme which implements its step 1 by repeatedly invoking the ACG variant in Section 3 and thereby generates the method's iteration sequence. More specifically, if z k−1 denotes the previous iterate in the GD scheme and λ := λ k then the R-ACG algorithm is invoked to attempt to solve Problem A with input x 0 , (φ (s) ,φ (n) ), andM given by
If it succeeds, it obtains a pair (x, u) which will satisfy condition (22) of Problem A. Consequently, if the triple (λ k , z k , w k ) = (λ, x, u) satisfies (16), then it is a solution to step 1 of the GD scheme. If the R-ACG algorithm declares failure or the triple does not satisfy (16) , then the stepsize λ is halved and the above procedure is repeated.
R-AIPP method
, an initial stepsize λ 0 ≥ 1/m and a toleranceρ > 0 be given; set k = 1 and λ = λ 0 ;
(1) call the R-ACG algorithm with inputs (θ 1 , θ 2 , ξ),
if it declares "failure" then set λ := λ/2 and execute step 1 once again; else, let (x, u) denote its output and go to step 2; 
then stop with failure; otherwise, set k ← k + 1 and go to step 1.
Some comments about the above method are in order. First, it performs two types of iterations, namely, the outer iterations which are indexed by k and the inner ones which are performed by the R-ACG algorithm every time it is called in step 1. Second, if step 1 does not declare "failure" then, by Proposition 3.2(b), the pair (x, u) output by the R-ACG algorithm together with the stepsize λ will satisfy (35). Hence, by Proposition 3.1(a), the triple (λ k , z k , w k ) := (λ, x, u) will satisfy (15) . If λ is also not halved in step 2 then the aforementioned triple will satisfy (16) as well. As a consequence, a single iteration of the R-AIPP method implements step 1 of the GD scheme. Third, the required solution, i.e., a pair (z r , v r ) satisfying (9) , is obtained when the R-AIPP method stops with success. Fourth, Proposition 4.2 below shows that the sequence {(v k , (w k + z k−1 − z k )/λ k )} generated by the R-AIPP method has a subsequence approaching zero, and thus the method must terminate in either step 3 or 4. Finally, although the R-AIPP method does not generate proximal subproblems with convex objective functions, it has the same iteration-complexity as the AIPP method described in [13] as will be shown in Proposition 4.2.
We now present the following technical lemma that essentially shows that the R-AIPP method is an instance of the GD scheme in which {λ k } is bounded away from zero.
Lemma 4.1. If in the kth iteration of the R-AIPP method for some k ≥ 0 we have the stepsize λ k ≤ 1/m, then λ is not halved in either step 1 or 2. As a consequence, the following statements hold: (a) the number of iterations in which λ is halved in step 1 or 2 is bounded above by ⌈log
Proof: Since λ k ≤ 1/m, we obtain, in view of (8), thatφ (s) + · −z k−1 2 /2 is convex, whereφ (s) is as defined in (38) with λ := λ k . Hence, Proposition 3.2(c) together with Proposition 3.1(b) imply that step 1 and step 2 do not halve λ at the kth iteration. Next, let J be the number of times that step 1 or step 2 halve λ and let k 0 := ⌈log 2 (2mλ 0 )⌉. Then, it follows from the definition of k 0 , the first statement of the lemma, and the update rule for λ k that
which easily imply that
The statement in (a) and the second inequality in (b) follow from the above inequalities and the definitions of J and k 0 . Since the first inequality in (b) is immediate, the result follows. In view of Lemma 4.1 above, choosing an initial stepsize λ 0 ≤ 1/m in the R-AIPP method will result in a variant with constant stepsize which resembles the the AIPP method described in [13] but with the following key differences: (i) the first one does not perform the prescribed number of inner iterations of the latter one; and (ii) if it stops with failure, the first one does not perform an extra number of inner iterations in the last outer iteration to improve the quality of the solution pair (z r , v r ).
The next result shows that
} has a subsequence approaching zero.
Proposition 4.2. Suppose that inf{λ
in the R-AIPP method by Lemma 4.1(b), zero is an accumulation point of the sequence
Proof: Let k ≥ 1 be given. It follows from the fact that λ j ≥ λ for every j ≤ k and Proposition 2.4(a) that min i∈{1,...,k}
Now, let i ≥ 1 be arbitrary and let (v r , ∆ r ) be computed as in Proposition 2.1 with (λ, z − , z, w) = (λ i , z i−1 , z i , w i ). Using the inequality in (13) with (16) with k = i, it follows that
for every i ≥ 1. The inequalities in (41) and (42) now follow by combining (43), (44), and the fact that λ i ≤ λ 0 for every i ≥ 1.
The next proposition presents a worst-case iteration complexity bound on the number of inner iterations of the R-AIPP method.
Proposition 4.3. The R-AIPP method stops either (with success or failure) in at most
inner iterations.
Proof: It follows from Lemma 4.1(a) that the number of times that the R-AIPP method halves λ in step 1 or step 2 is bounded above by k 0 := ⌈log 2 (2mλ 0 )⌉. Moreover, due to (A2) we see that the functionφ (s) in (38) satisfies condition (B2) withM = λM . Hence, each call to the R-ACG algorithm performs at most c M + 1 inner iterations where c is a constant depending on ξ, θ 1 , and θ 2 , due to (24) and Lemma 5.1 with L =M + 1. Therefore, the number of inner iterations performed by the R-AIPP method during the cases in which failure in step 1 has occurred or step 2 redirects back to step 1 can be bounded above by
where the first inequality is due the fact that 1 ≤ mλ 0 /2 i−1 (see the second inequality in (40)). Now, in view of the fact that lim k→∞ Λ k = +∞ (due to λ k ≥ 1/(2m) for every k ≥ 1), we conclude from Proposition 2.4(c), with ρ = τρ, that there exists k ≥ 1 such that
where Λ k = k i=1 λ i and Λ 0 = 0. It then follows that there also exists i ≤ k such that the termination criterion (39) in step 4 of the method is satisfied at the i th iteration. As a consequence, using the fact that 1/(2m) ≤ λ j for every j ≥ 1, we obtain that the number of inner iterations during the outer procedure is bounded above by
where the last inequality is due to the second inequality in (47) and the fact that λ k ≤ λ 0 for every k ≥ 1. Since the total number of inner iterations is bounded above by T I F + T I S , the result follows by combining (46), the above estimate, and the fact that m ≤ M . The iteration complexity bound in (45) compares favorably to the one of the AIPP method which, as previously stated, is an instance of the R-AIPP method where λ k = 1/(2m) for every k ≥ 1. Indeed, it is shown in [13, Theorem 13] (and also [13, Corollary 14] ) that the inner iteration complexity bound of the AIPP method is
which is generally of the same order of magnitude as that of the R-AIPP method. We now make a few remarks about the use of the R-AIPP method in practice. First, if it terminates with failure in step 4, then the AIPP method with initial iterate z 0 = z k , where z k is the last iterate generated by the R-AIPP method, can be invoked to obtain an approximate solution of (3) as in (9) (see [13, Corollary 14] for details). The inner iteration complexity of the resulting hybrid method, namely, the maximum of (45) and (48), is generally still within the same of order of magnitude as that of the R-AIPP method. Second, if step 4 is removed from the R-AIPP method then it will successfully terminate in step 3 with the desired approximate solution in view of (41).
However, the inner iteration complexity of this modified method will be worse by an O( √ M λ 0 ) factor in view of the bounds in (41) and (42). Third, the R-AIPP method successfully terminated in all the instances tested in our numerical experiments (see Section 5) and hence there was no need to invoke the AIPP method as described in the first remark.
Numerical experiments
This section presents computational results that highlight the performance of the R-AIPP method. It contains two subsections, one examining the performance of the R-AIPP as a nonconvex optimization solver and another examining its performance as a subroutine in a quadratic penalty scheme for solving linearly constrained nonconvex optimization problems.
We begin by describing the four algorithms compared in our numerical experiments. The first algorithm is the accelerated gradient (AG) method that was proposed and analyzed in [8] . The second algorithm is the R-AIPP method, called the AIPPc method, with initial stepsize chosen to be λ 0 = 0.9/m. As opposed to the two algorithms explained below, which can adaptively change λ k between iterations, this algorithm is a constant stepsize method (see Lemma 4.1 and the discussion following it). The third algorithm, called the AIPPv1 method, is the R-AIPP method with initial stepsize chosen to be λ 0 = 1. Since λ 0 is relatively large in the experiments considered, λ is halved in some of its outer iterations. The fourth algorithm, called the AIPPv2 method, is a variant of the R-AIPP method with initial stepsize chosen to be λ 0 = 1/(5m). This variant modifies the R-AIPP method by adding conditions that allow the stepsize λ to increase between subproblems. More specifically, the AIPPv2 method doubles the value of λ at the end of iteration k when: (a) λ has never been halved in step 1 or 2 and (b) the number of inner iterations performed by the R-ACG subroutine in step 1 is less than 250.
Performance of the R-AIPP method as a nonconvex optimization solver
This subsection examines the performance of the R-AIPP as a nonconvex optimization solver.
Several instances of the quadratic programming (QP) problem
were considered, where A : S n + → ℜ l and B : S n + → ℜ n are linear operators defined coordinate-wise by
D ∈ ℜ n×n is a positive diagonal matrix, b ∈ ℜ l×1 , (ξ, τ ) ∈ ℜ 2 ++ , and P n denotes the n-dimensional spectraplex, i.e.
P n := z ∈ S n + : tr(z) = 1 .
The entries of A i , B j , and b (resp., D) were generated by sampling from the uniform distribution U[0, 1] (resp., U [1, 1000] ). In the first set of results below, the scalars γ > 0 and c > 0 were appropriately chosen so that an instance corresponding to a pair of parameters (M, m) ∈ ℜ 2 ++ was generated with M = λ max (∇ 2 g) and −m = λ min (∇ 2 g). In all R-AIPP variants, we set an auxiliary parameter σ = 0.3 and the R-AIPP scalar parameters (ξ, θ 1 , θ 2 , τ ) = (1, 2/(1 − σ), σ/2, 1/5).
All algorithms used the initial starting point z 0 = I n /n, where I n is the n-dimensional identity matrix, and were run until a pair (z, v) was generated satisfying the condition
for a given toleranceρ > 0. Here, N X (z) denotes the normal cone of a set X at z, i.e. N X (z) = {u ∈ ℜ n×n : u,z − z ≤ 0, ∀z ∈ X}.
The tables below present results obtained withρ = 10 −7 and with different choices of the curvature pair (M, m), dimension pair (l, n), and density level. All methods converged to the same objective value, which is given in theḡ column. The bold numbers in each table highlight the algorithm that performed the most efficiently in terms of iteration count or total runtime. All of the runs using the R-AIPP method terminated with success and hence the AIPP method was not called as an additional routine to solve (49). All four algorithms described at the beginning of this section were implemented in MATLAB 2018a scripts and were run on Linux 64-bit machines each containing Xeon E5520 processors and at least 8 GB of memory.
In the first set of tables, the dimensions were set to be (l, n) = (50, 20) and the submatrices A i , B j to be fully dense. In the second set of tables, the dimensions were set to be (l, n) = (50, 200) and only 2.5% of the entries of the submatrices A i , B j having nonzero entries.
For computational experiments with dimension n > 400, it was observed that searching for scalars γ > 0 and c > 0, such that M = λ max (∇ 2 g) and −m = λ min (∇ 2 g), was too computationally intensive. The approach that was used to circumvent this issue was to instead choose the scalars γ > 0 and c > 0 such that M = λ max (∇ 2 g + ) and −m = λ min (∇ 2 g − ) where g + (z) := α A(z)−b 2 /2 and g − (z) := −β DB(z) 2 /2, which produces a slightly more conservative estimate of the curvature constants. Below are a set of experiments with the dimensions (l, n) = (50, 1000) and only 0.1% of the entries in the submatrices A i , B j having nonzero entries. Only the results for the AG and AIPPv2 methods are reported, as the results in the previous tables indicate that the AIPPv2 method usually outperforms the AIPPc and AIPPv1 methods. The three variants of the R-AIPP method generally outperform the AG method when the curvature ratio M/m is sufficiently large and perform less efficiently when this ratio is small, similar to the results regarding the AIPP method in [13] . However, the variable stepsize methods, i.e. the AIPPv1 and AIPPv2 methods, barely degrade in performance when the curvature ratio decreases and often perform better than the AIPPc and AG methods. This strong performance can be explained by the bounds in Proposition 4.2. More specifically, both variable stepsize schemes generally end with a stepsizeλ that is significantly larger than 1/(2m), i.e. for some k 0 ≥ 1 the stepsizes λ k ≥λ ≫ 1/(2m) for k ≥ k 0 . As a consequence, the AIPPv1 and AIPPv2 methods generally force the quantities v i and w i + z i−1 − z i /λ i to converge to 0 faster when compared with the AIPPc method.
Performance of the R-AIPP as a subroutine in a penalty scheme
This subsection examines the performance of the R-AIPP as a subroutine in a quadratic penalty scheme to solve linearly constrained nonconvex optimization problems.
Several instances of the linearly-constrained optimization problem
were considered, where A, B and P n are as defined in (50) The computational results of this subsection report the performance of four methods for solving (54) based on the quadratic penalty scheme (QPS) outlined in the Introduction. Their differences lie in the algorithm used to approximately solve the generated sequence of quadratic penalty subproblems which is chosen to be one of the four methods described at the beginning of this section. More specific details about the QPS underlying the four methods are as follows. The penalty parameter c for the kth subproblem was set to c k = c 0 2 k−1 where c 0 = (10 3 − 1)L f / A 2 2 . Each subproblem was approximately solved in the sense that, for someρ > 0 and initial iterate z 0 ∈ P n , it found a pair (z, v) satisfying (53). If z also satisfied A(z) − b /(1 + b ) ≤η for someη > 0, then the QPS terminated; otherwise, a warm-start strategy was used in the sense that z was set to be the initial iterate of the algorithm for solving the next subproblem. It remains to discuss how the initial iterate z 0 for the first penalty subproblem was chosen. First, three unit vectors ν 1 , ν 2 , ν 3 ∈ ℜ n and three scalars 2 ) and hence the initial curvature ratio M/m was 10 3 due to the choice of c 0 . Finally, while solving the penalty subproblems by the three different R-AIPP variants during the course of the QPS, the parameters ξ, θ 1 , θ 2 , and τ were chosen as described in the previous subsection with the exception of σ which was set to 10 −3 instead of 0.3.
Each table below presents results for different choices of L f , dimension pair (l, n), and density level. All methods converged to the same objective value, which is given in thef column. The same machines and common modes of reporting in the experiments in Subsection 5.1 were used to generate these results. Similar to the previous subsection, all of the experiments using the R-AIPP method terminated with success and hence the AIPP method was not called as an additional routine to solve (54).
In the first set of results, the dimensions were set to be (l, n) = (50, 20) and the submatrices A i , B j to be fully dense. Table 9 : Numerical results with dense matrices A i , B j .
In the second set of results, the dimensions were (l, n) = (50, 100) and only 0.15% of the entries in A i , B j were set to be nonzero. In the third set of results, the dimensions were (l, n) = (50, 300) and only 0.025% of the entries in A i , B j were set to be nonzero. Table 11 : Numerical results with sparse matrices A i , B j .
From the above results, we can conclude that the R-AIPP generally outperforms the AG method, as a quadratic penalty-based solver subroutine, with the best performance coming from the variable stepsize variants.
