In this reported work, the maximum likelihood estimation of the depth field from a trinocular imaging system is considered. Conventional stereo pairs are able to extract depth information from image changes only along the epipolar line, but the use of three cameras in an 'L' shape allows one to utilise any change, irrespective of its orientation. The estimate is obtained by maximising the sum of the cross-correlations computed along the orthogonal epipolar lines. Theoretical assessment of the achievable performance based on Fisher's information is also included. Simulation results have validated the mathematical framework and the performance analysis.
Introduction: Recently 3D multimedia contents have regained popularity and diffusion, as witnessed by the amount of 3D movies production. Combining digital film shooting with digital post-processing allows one to create 3D scenes with characters recorded in a real environment and then immersed in a computer generated world, as in Avatar [1] . Combining effectively real and virtual components in a unique shot requires highly accurate information of the depth of each element of the scene. Although a stereo imaging system is able to provide such information, occluded components and flat regions constitute a big challenge. In fact a pair of horizontally aligned cameras can provide a reliable depth estimate only in correspondence of significant changes along the horizontal direction.
In this Letter we reconsider the use of trinocular systems [2] [3] [4] [5] , to enhance the depth field estimation accuracy. Although this approach has already been suggested in the past [6, 7] , only heuristic solutions have been proposed. Here we propose a trinocular vision system aimed at the optimal extraction of the depth information from the recorded images, based on the maximum likelihood (ML) criterion. Then, we compute Fisher's information matrix and we derive the Cramer Rao lower bound for the achievable performance. The mathematical framework is verified with MATLAB simulations.
As illustrated in Fig. 1 the imaging system consists of three cameras arranged in an 'L' shape obtainable by a horizontal stereo pair with an additional camera forming an additional vertical stereo pair. Although the reported solution can be easily generalised to trinocular noncollinear systems, the 'L' configuration simplifies drastically both the modelling and estimation algorithm. The proposed estimator optimally combines horizontal and vertical disparities and allows an accurate depth evaluation.
Mathematical framework: Let f be the depth of the focal plane and δ H and δ v the horizontal and vertical baselines, respectively. Given a point P at depth z, the disparity of the horizontal (H) and vertical (V) pair is
The right camera image f R can be expressed in terms of left camera image f H and of upper camera image f V as follows
where n L (x,y) and n V (x,y) are modelled as samples from the independent, stationary ergodic, white, and zero mean Gaussian random fields with power spectral density equal to N 0 /4. The generalised likelihood functional of f H (x,y) and f V (x,y) given z, computed by the conditional joint probability of f H (x,y) and f V (x,y) divided by any arbitrary function independent from z, is
The ML estimate of the depth field for trinocular images iŝ
The ML can also be expressed in terms of cross-correlation functions
The ML depth estimate is obtained by maximising the sum of the crosscorrelations computed at corresponding pairs along the two epipolar lines. Concerning the achievable performance, we observe that, according to [8] , Fisher's information on z for a binocular system is proportional to the energy of the derivative of the pattern, which for horizontal stereo pairs is as follows:
Since for trinocular systems the measures extracted from the horizontal and vertical pairs are independent, the information is additive; therefore
When the two baselines are equal, J z is proportional to the local energy of the gradient magnitude, irrespective of edge orientation and it is invariant with respect to rotations of the imaging system.
Experimental results: To assess the effectiveness of the ML estimator, the reference planar pattern of Fig. 2 has been employed. This pattern is constituted by the repetition of a texton of a 2D pattern of the function sinc(Bx)sinc(By), a horizontal pattern with sinc(Bx) cross-section, a vertical pattern with sinc(By) cross-section and a grey cross on a black background used for registration purpose. The signal-to-noise ratio decreases from left to right, while signal bandwidth B increases from top to bottom. This pattern, printed on a photographic paper has been acquired by means of an 'L' shaped trinocular system.
Fig. 2 Test pattern
In Fig. 3 , the log likelihood functional against the disparity error for the 2D pattern and the vertical pattern is reported. As expected, while the trinocular system is able to estimate the depth of both, the horizontal stereo pair is able only to reliably locate the 2D pattern. Similar results have been experimented for the horizontal pattern and the vertical pair. Conclusion: 'L' shaped trinocular systems constitute an effective yet simple extension of binocular systems for applications requiring accurate reconstruction of depth field. Moreover, ML solutions show a rather low complexity because they require the computation of two cross-correlations along the two epipolar lines. 
