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Abstract
We study the two-dimensional Anisotropic KPZ equation (AKPZ) formally given by
∂tH =
1
2
∆H + λ((∂1H)
2 − (∂2H)2)+ ξ ,
where ξ is a space-time white noise and λ is a strictly positive constant. While the classical
two-dimensional KPZ equation, whose nonlinearity is |∇H|2 = (∂1H)2 + (∂2H)2, can
be linearised via the Cole-Hopf transformation, this is not the case for AKPZ. We prove
that the stationary solution to AKPZ (whose invariant measure is the Gaussian Free Field)
is superdiffusive: its diffusion coefficient diverges for large times as (log t)δ for some
δ ∈ (0, 1), in a Tauberian sense. Moreover, we show that if the process is rescaled
diffusively (t → t/ε2, x → x/ε), then it evolves non-trivially already on time-scales of
order 1/| log ε|δ . Both claims hold as soon as the coefficient λ of the nonlinearity is non-
zero, and the constant δ is uniformly bounded away from zero for λ small. These results
are in contrast with the belief, based on one-loop renormalization group calculations
[Wol91, BS95] and numerical simulations [HHA92], that the AKPZ equation has the
same large-scale behaviour as the two-dimensional Stochastic Heat Equation (2dSHE)
with additive noise (i.e. the case λ = 0).
Key words and phrases. Anisotropic KPZ equation, super-diffusivity, diffusion coefficient,
stochastic growth
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1 Introduction
The KPZ equation is a stochastic PDE that formally is written as
∂tH = ν∆H + 〈∇H,Q∇H〉+
√
Dξ, (1.1)
where H = H(x, t) depends on x, the spatial d-dimensional coordinate (e.g. x ∈ Rd or
Td), and time t ≥ 0, ξ is a space-time (white) noise, ν,D are two positive constants, and
Q is a d× d matrix. The KPZ equation was originally derived as a description for (d+ 1)-
dimensional stochastic growth: the Laplacian is a smoothing term that overall flattens the
interface, the noise models the microscopic local randomness, while the non-linear term
encodes the slope-dependence of the growth mechanism. Indeed, at a heuristic level, the
connection between a specific (microscopic) growth model and the KPZ equation is that
Q is proportional to the HessianD2v of the average speed of growth v of the microscopic
model, seen as a function of the average interface slope.
The SPDE (1.1) is well known to be analytically ill-posed if ξ is a white noise, due
to the non-linear term, so that in order to study the large-scale properties of its solution,
a standard approach is to focus on a regularised version of it obtained by smoothening
either the noise or the nonlinearity (or both). In the spirit of Renormalization Group,
one would like to determine whether the nonlinearity is relevant or not, i.e. if it affects
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the asymptotic behaviour in a qualitative way, in particular by changing the growth and
roughness exponents with respect to those of the linear equation obtained by settingQ ≡ 0.
Note that the latter is just the d-dimensional Stochastic Heat Equation (SHE) with additive
noise. Already in the seminal paper [KPZ86] it was predicted that, if d ≥ 3 and the
nonlinearity is small enough (say if the norm of Q is small), then the nonlinearity is
irrelevant and the scaling limit is given by the solutionof SHE (up to a finite renormalization
of ν,D). A recent series of works (see [MU18, GRZ18, CCM19, LZ20, CNN20]) has
confirmed this prediction mathematically (with the important restriction thatQ is assumed
to be proportional to the identity matrix: only in this case one can linearize (1.1) via the
Cole-Hopf transform, andmap it to a problem of directed polymers in random environment).
As for d = 1, [KPZ86] conjectures, and it is by nowwell established (see [AKQ14, BQS11,
CQ13, MQR18]), that the nonlinearity, no matter its strength provided it is non-zero, is
relevant and changes the growth exponent from β = 1/4 to β = 1/3. In dimension d = 2,
the situation is subtler since finer details of the equation, and in particular the structure of
the matrix Q, might affect the relevance claim. Indeed, it was predicted in [Wol91, BS95]
that if detQ > 0 (Isotropic KPZ equation) then the nonlinearity is relevant and gives rise
to non-trivial and model-independent growth and roughness exponents. In view of the
above-mentioned connection between Q and the Hessian of v, the condition detQ > 0
corresponds to growth models with strictly convex or concave speed of growth.
In the complementary case, detQ ≤ 0 (AnisotropicKPZ or AKPZ equation), the physi-
cists’ prediction, based on non-rigorous, one-loop Renormalization Group computations
(see [Wol91, BS95]), states that the equation has the same scaling limit as the 2dSHE.
A first clear indication that the isotropic and anisotropic versions of the equation have a
radically different behaviour is obtained by looking at the equation where the nonlinearity
parameter Q is scaled to zero together with ε (the noise regularisation parameter). In the
case of the isotropic KPZ equation with Q = λId, λ > 0, i.e. nonlinearity λ|∇h|2, it was
found in [CSZ18] that, taking λ = λˆ/
√
| log ε|, h tends as ε → 0 to the solution of the
linear equation with a renormalized coefficients if λˆ is smaller than a precisely identified
threshold λˆc, and the noise strength in the limiting linear equation diverges as λˆ→ λˆc. In
contrast, for the (stationary) AKPZ equation, the findings of [CES20] imply that there is
no phase transition in this scaling.
In the present work, we study the regularised AKPZ equation at stationarity with the
specific choice Q = λ diag (+1,−1) (in which case the stationary state is given by the
Gaussian Free Field [CES20]), and we do not scale λ down to zero. Our main results state
that, contrary to the physicists’ prediction, the equation does not have the same large-scale
properties as the 2dSHE. In fact, while the latter is invariant under diffusive scaling, i.e.
time is scaled as t/ε2 and space as x/ε, we find that as soon as λ > 0, the stationary
and diffusively rescaled process Hε(t, x)
def
= H(t/ε2, t/ε) evolves non-trivially already on
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time-scales of order | log ε|−δ where δ ∈ (0, 1) and, interestingly, δ is uniformly bounded
away from zero for λ small. By “evolves non-trivially” we mean for instance that, if ϕ is
a test function of zero total mass, the normalised covariance of the locally averaged field
Hε[t](ϕ)
def
=
∫
ϕ(x)Hε(t, x)dx,
Cov(Hε[t](ϕ), Hε[0](ϕ))
Var(Hε[0](ϕ))
, (1.2)
is strictly smaller than 1 uniformly in ε, for t of the order | log ε|−δ (see Theorem 1.2 and
the subsequent comments). Moreover, we show that the diffusion coefficient D(t), which
(once multiplied by t) measures the mean square distance of spreading of correlations as a
function of time, grows in time as | log t|δ for t large as soon as λ > 0 (see Theorem 1.1
for the precise formulation), thus excluding diffusive behaviour since the linear equation
instead is known to diffuse at constant rateD(t) = 1. Finally, it is also interesting to look at
more local quantities, such as the time-dependence of the variance of the height increment
at a single point, H(t, 0) − H(0, 0). Since H fails to be a function, we will study the
variance of the height tested against a fixed test function of compact support. According
to the physicists’ predictions [Wol91, BS95] and to numerical simulations [HHA92], this
should grow asymptotically like log t, as for the linear equation. In Theorem 1.4 we prove
an upper bound of this order (implying that the growth exponent β is zero); as we explain
in Remark 1.5, this is not in contradiction with our finding of anomalous diffusivity.
The crucial ingredient of the proof is a control of the variance of the time integral of
the nonlinearity, that is obtained via an iterative argument inspired by the works [LQSY04,
Yau04], where the authors study the super-diffusivity of the asymmetric simple exclusion
process in dimensions d = 1, 2. Let us emphasise that, while the iterative method of
[Yau04] gives a logarithmic correction to diffusivity of 2d asymmetric simple exclusion at
any finite step k of the iteration, and the limit k →∞ (as ε→ 0) is needed to pin down the
power of the logarithm to 2/3, in our case at step k we get only a | log log ε−1|k correction
and we need to take a diverging k even just to get a power of log ε−1. This difference is
not a technical limitation of our estimates but rather it reflects a different structure of the
operators involved in the two problems.
To conclude this introduction, let us recall that there are several known microscopic
(2 + 1)-dimensional growth models that are known to belong to the AKPZ universality
class, in the sense that their speed of growth satisfies det(D2v) ≤ 0. These include
the Gates-Westcott model [PS97, Ler20], certain two-dimensional arrays of interlaced
particle systems [BF14] and the domino shuffling algotrithm [CT19] just to mention a few
(other growth processes like the 6-vertex dynamics of [BB+17] and the q-Whittaker particle
system [BC14] should belong to this class, but a computation of v is not available since their
stationarymeasures are non-determinantal; see also [Ton18] for further references). Typical
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results that have been proven for such models are the scaling of stationary fluctuations (at
fixed time) to aGaussian Free Field, a logarithmic upper bound on height fluctuation growth
[Ton17, CFT19, Ler20] (similar to Theorem 1.4 below) and CLTs for height fluctuations on
the scale
√
log t for certain non-stationary, “integrable” initial conditions [BF14]. However
the more challenging issue of studying the large-scale diffusivity (or super-diffusivity)
properties of these models is entirely unexplored. It would be extremely interesting to
study the super-diffusivity phenomenon we determine for the continuum AKPZ equation
also for discrete growth models in the same universality class.
1.1 The AKPZ equation and the main results
In order to avoid integrability issues arising in the infinite volume regime (and that are
anyway addressed in [CK20]) we study the solutionHN of the regularised AKPZ equation
on a large torus of size N ∈ N, which is given by
∂tHN =
1
2
∆HN + λN˜(HN )+ ξ , HN (0) = η˜ (1.3)
where1 HN = HN (x, t) for t ≥ 0 and x ∈ T2N , the two-dimensional torus of side length
2πN ,
- η˜ is a Gaussian free field (GFF) on T2N with covariance
E[η˜(ϕ)η˜(ψ)] = 〈(∆)−1ϕ, ψ〉L2(T2
N
) , for all ϕ, ψ ∈ H−1(T2N ),
so that in particular, the 0 Fourier mode of ϕ and ψ is 0,
- ξ is a space-time white noise on R+ × T2N independent of η˜ with covariance
E[ξ(ϕ)ξ(ψ)] = 〈ϕ, ψ〉L2(R+×T2N ) , for all ϕ, ψ ∈ L
2(R+ × T2N ),
- the “nonlinearity” N˜
def
= N˜1 is defined as
N˜[HN ]
def
= Π1
(
(Π1∂1HN )
2 − (Π1∂2HN )2
)
, (1.4)
and, for M ∈ N, ΠM is the operator acting in Fourier space by cutting the modes
larger thanM , i.e.
Π̂Mw(k)
def
= wˆ(k)1|k|≤M , (1.5)
1The tildas on N˜, η˜ are there because we will actually work with analogous quantities that are denoted by
the same symbols, without tildas.
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wˆ(k) is the k-th Fourier component of w (see below for our conventions on Fourier
transforms) and |k| denotes the Euclidean norm of k.2
- λ > 0 is a constant that regulates the strength of the nonlinearity.
As was proven in [CES20] (see also Lemma 2.1 below), the periodic GFF η˜ is a stationary
state for the process independently of the cut-off parameter which above is set to be equal
to 1. From now on, P = PN and E = EN will respectively denote the law and expectation
of the stationary space-time process HN , while P = P
N and E = EN will be used for the
law and expectation with respect to the stationary measure (the GFF).
The goal of the present paper is to understand the large-scale properties of HN as a
space-time process in comparison with the linear case λ = 0, that is simply the stochastic
heat equation with additive noise.
The first observable we consider is the bulk diffusivity which can be thought of as a
measure of how the correlations of a process spread in space as a function of time. The
definition we will work with is in terms of the following Green-Kubo formula
DN (t) = 1 + 2
λ2
t
∫ t
0
∫ s
0
∫
T2
N
E
[
N˜[HN ](r, x)N˜[HN ](0, 0)]
]
dx dr ds (1.6)
which has the advantage of being well-defined since our regularisation of the nonlinearity
ensures that N˜[HN ] is smooth even if HN is not, so that point-wise evaluation is allowed.
The heuristics connecting the spread of the correlations of HN to the formula above is
given in Appendix B. For now, we simply remark that (1.6) is the analog in the present
context of the definition used in [Spo12, LQSY04, Yau04] for the bulk diffusion coefficient
of the asymmetric exclusion processes on Zd.
A crucial feature of the bulk diffusivity is that it provides a way to discern if a process
behaves diffusively or not. Indeed, while for the linear equation, which is diffusive, DN
is constant in time (in case of (1.3) with λ = 0, clearly DN ≡ 1), an indication of
superdiffusive behaviour can be obtained by showing that DN diverges in time as t→∞.
For technical reasons, we will work with the Laplace transform of DN , defined for µ > 0
as
DN (µ) = µ
∫ ∞
0
e−µttDN (t) dt . (1.7)
The expression above differs from the usual Laplace transform in that we weighted the
exponential in such a way that t 7→ µe−µt is a probability density, which will make some
2In [CES20], the r.h.s. of (1.5) was defined with 1|k|∞≤N instead; however, all results proven in [CES20]
hold true with the definition (1.5); in this respect, it is important that both norms and have the symmetries of
Z2. In this work we prefer to work with the Euclidean norm because it slightly simplifies certain technical
steps
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expressions later on more pleasant. We are ready to state our first result on the bulk
diffusivity of HN .
Theorem 1.1 Let λ > 0 and, for N ∈ N, DN be defined according to (1.6) and DN be
its Laplace transform as in (1.7). Then, there exists δ ∈ (0, 1/2) and a constant cbulk ≥ 1
such that for every N ∈ N and any µ > 0 sufficiently small
limsup
N→∞
DN (µ) ≤ (1 + cbulk)
µ
(
1 + λ2 log
(
1 +
1
µ
))1−δ
(1.8)
and
liminf
N→∞
DN (µ) ≥ 1 + c
−1
bulk
µ
(
1 + λ2 log
(
1 +
1
µ
))δ
. (1.9)
Moreover, the exponent δ is bounded away from zero for λ→ 0.
Thanks to [Fel08, Ch. XIII.5], µ
∫∞
0
e−µtt f (t)dt ∼ 1
µ
(log(1/µ))δ as µ → 0 implies
1
T
∫ T
0
t f (t)dt ∼ T (logT )δ as T →∞. Thus, Theorem 1.1 says that, contrary to the linear
stochastic heat equation, the bulk diffusivity of the Anisotropic KPZ equation grows as
a power of the logarithm of time, at least in a weak Tauberian sense, thus suggesting a
superdiffusive behaviour.
A natural question to ask when analysing stochastic PDEs of the form (1.3) is what
happens when the regularisation is removed and this is closely related to the large scale
properties of HN . To understand this point, let us pretend for a moment that the equation
is defined on the whole plane instead of the torus, and note that rescaling the solution
H
def
= H∞ of (1.3) on R2, diffusively, i.e. Hε(x, t)
def
= H(x/ε, t/ε2) for ε > 0, corresponds
to study the equation
∂tH
ε =
1
2
∆Hε + λN˜1/ε(Hε)+ ξε (1.10)
for ε → 0, where the nonlinearity is now smoothened via a Fourier cut-off at ε−1 and the
rescaled noise ξε is equal in distribution to the original ξ.
Since Hε (and H) are merely distributions (even for ε > 0 fixed since the noise is not
regularised), the random variables to be considered in this context are
Hε(t)[ϕ]
def
=
∫
R2
ϕ(x)Hε(t, x)dx = H(t/ε2)[ϕ(ε)] , t ≥ 0
forϕ a smooth real-valued test function [from nowon, for technical simplicity,ϕ is assumed
to be at least C1 and of compact support], and ϕ(ε)(·) def= ε2ϕ(ε·). Again, we want to avoid
Introduction 8
integrability issues, so we will be actually looking at the periodic version of the quantity
above, namely
HεN (t)[ϕ]
def
= HN (t/ε
2)[ϕ(ε)] (1.11)
in the regime when N ≫ ε−1 (morally, we are sending N → ∞ first and then ε → 0).
For any fixed time t the distribution of HN (t) (and H
ε
N (t)) is the same for both λ > 0 and
λ = 0 and is given by the GFF η˜, therefore, in order to set apart the behaviour in the two
cases, we will focus on the covariance between HεN (t)[ϕ] and H
ε
N (s)[ϕ], which depends
only on t− s by stationarity, or equivalently on the variance
V ε,Nϕ (t) = E[H
ε
N (t)[ϕ]−HεN (0)[ϕ]]2 , t > 0 ,
whose Laplace transform is
V
ε,N
ϕ (µ) = µ
∫ ∞
0
e−µtV ε,Nϕ (t) dt , µ > 0 . (1.12)
To motivate the next result, let us recall that the linear equation (λ = 0) in the whole plane
(i.e. for N = ∞) is invariant in law under diffusive scaling, i.e. Hε|λ=0 law= H|λ=0, as is
apparent from (1.10). Equivalently, the random variable H(t)[ϕ]|λ=0 − H(0)[ϕ]|λ=0 has
the same law asH(t/ε2)[ϕ(ε)]|λ=0−H(0)[ϕ(ε)]|λ=0. In fact, an explicit computation shows
that for any t > 0
lim
N→∞
V ε,Nϕ (t)
∣∣
λ=0
= V 0,∞ϕ (t)
∣∣
λ=0
def
=
1
2π2
∫
R2
|ϕˆ(k)|2
|k|2
(
1− e− |k|
2
2
t
)
dk
and consequently, the Laplace transform satisfies
lim
N→∞
V
ε,N
ϕ (µ)
∣∣
λ=0
= V0,∞ϕ (µ)
∣∣
λ=0
=
1
4π2
∫
R2
|ϕˆ(k)|2
µ+ 1
2
|k|2dk .
for any µ > 0. Note the following
- if
∫
ϕ(x)dx 6= 0 (so that ϕˆ(k) tends to a non-zero constant for k → 0) then t 7→
V ε,∞ϕ (t)
∣∣
λ=0
is a strictly increasing function that starts from 0 and grows as log t
for t → ∞, or equivalently, its Laplace transform, µ 7→ V0,∞ϕ (µ)
∣∣
λ=0
, is a strictly
positive function that tends to zero as µ→∞ and to +∞ as µ→ 0;
- if instead
∫
ϕ(x)dx = 0 (so that ϕˆ(k) = O(k) as k → 0, due to the smoothness of
ϕ), then t 7→ V ε,∞ϕ (t)
∣∣
λ=0
is again a strictly increasing function that starts from 0 but
this time tends to a positive constant vϕ as t → ∞ (vϕ equals twice the variance of
H[ϕ]). For the Laplace transform we then have that V0,∞ϕ (µ)
∣∣
λ=0
is strictly positive,
uniformly bounded above and tends to zero as µ→∞ and to vϕ for µ→ 0.
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It is now natural to ask if the AKPZ equation shares some of the qualitative features
of the linear equation, in particular whether it is at least asymptotically diffusively scale
invariant, i.e. if scale invariance holds asymptotically when first N →∞ and then ε→ 0.
Our next result corroborates Theorem 1.1 and again strongly indicates that this is not the
case. More precisely, it suggests that, in order to stand any chance for Hε to converge to
some limit, one should rescale time as t 7→ t/(ε2| log ε|δ) for some δ > 0.
Theorem 1.2 For N ∈ N, let HN be the solution of (1.3) started from the invariant
measure, let λ > 0 and δ ∈ (0, 1/2) be as in Theorem 1.1. The following statements hold
- if
∫
ϕ(x)dx 6= 0 and 1 ≤ µ ≤ 1/ε then for ε > 0 small enough
liminf
N→∞
V
ε,N
ϕ (µ) ≥ cϕ log

cϕ
(
1 + λ2 log
(
1 + 1
ε2µ
))δ
µ

 (1.13)
for some cϕ > 0, where V
ε,N is defined according to (1.12),
- if
∫
ϕ(x)dx = 0 there exists aϕ > 0 such that if aϕ ≤ µ = µ(ε) ≤ (log(1/ε))δ, then
liminf
ε→0
liminf
N→∞
V
ε,N
ϕ (µ) ≥ cϕ > 0 (1.14)
for some cϕ > 0;
- there exists c > 0 independent of ϕ such that
limsup
N→∞
V
ε,N
ϕ (µ) ≤
c
µ
[
1 + λ2 log
(
1 +
1
ε2µ
)]1−δ
‖ϕ‖2L2(R2) . (1.15)
In order to appreciate the previous statement, note first that if
∫
ϕ(x)dx = 0 then by
stationarity the variance of HεN (t)[ϕ] does not depend on t and is finite uniformly in both
N and ε. Thanks to (1.14) together with
V ε,Nϕ (t) = 2Var(H
ε
N (0)[ϕ])− 2Cov(HεN (t)[ϕ], HεN (0)[ϕ])
we get that there must exist some t = t(ε) ≤ | log ε|−δ such that
limsup
N→∞
Cov(HεN (t)[ϕ], H
ε
N (0)[ϕ])
Var(HεN (t)[ϕ])
≤ a
for some a < 1 independent of ε. In other words, HεN (t)[ϕ] and H
ε
N (0)[ϕ] decorrelate
non-trivially already on time-scales much smaller than 1, contrary to what happens in the
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linear case. Note that in the case
∫
ϕ(x)dx 6= 0 the right hand side in (1.13) explodes
unless one chooses µ & | log ε|δ. Thus, using the scaling relation
µ
∫ ∞
0
e−µtV ε,Nϕ (t/τ )dt = V
ε,N
ϕ (µτ ) , τ > 0 ,
we see once more that the “correct” time scale to look at is 1/(ε2| log ε|δ).
Remark 1.3 The existence of the N → ∞ limits is shown in [CK20] but with a slightly
different regularisation (the cut-off chosen is smooth in Fourier space) so we preferred to
state the above result with liminf and limsup. Actually, as will appear from the proof,
Theorem 1.2 hold in the more general setting where ε → 0 and N → ∞ jointly, with
Nε→∞.
Our last result is a bit different in spirit and our main motivation here is to establish
a connection with similar statements proven for discrete growth models in the AKPZ
universality class, as for instance in [Ton17, CFT19, Ler20]. In the discrete setting, one
natural viewpoint is to look at the large-time behaviour of the height at a single point, and
in particular at the growth of its variance. Since, as remarked above, point evaluation is
not possible in the present context, we look at the locally averaged field, i.e. we test HN
against a fixed test function ϕ and obtain an upper bound on V 1,Nϕ (t) in the N →∞ limit,
for t arbitrarily large.
Theorem 1.4 For N ∈ N, let HN be the solution of (1.3), started from the invariant
measure. For any compactly supported test function ϕ on R2 there exists cϕ > 0 such that,
for every t > 0,
limsup
N→∞
V 1,Nϕ (t) ≤ cϕ(1 + λ2) max(log t, 1). (1.16)
Remark 1.5 It is well known (and it can be checked using the explicit solution) that for
the linear equation, one has
lim
N→∞
V 1,Nϕ (t)
∣∣
λ=0
t→∞∼ cϕ log t, λ = 0. (1.17)
While (1.16) and (1.17) show the same large-time behaviour (at least as an upper bound),
this is not in contradiction with the fact that the relevant scaling for the process with λ > 0
is different from diffusive as shown in Theorems 1.1 and 1.2. Indeed, the log t behaviour
is not a distinguishing feature of the 2-dimensional stochastic heat equation. For instance
consider the fractional stochastic heat equation
∂tZ = −1
2
(−∆)θZ + (−∆)θ−1ξ
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with Z = Z(x, t), x ∈ R2, t ≥ 0, θ ∈ (0, 1), ξ a space-time white noise as above and
(−∆)θ acting in Fourier space as a multiplication by |k|2θ. It is easily checked that the
GFF on the whole plane is stationary for this equation and Z is scale invariant under the
superdiffusive scaling x → x/ε, t → t/ε2θ. Nonetheless, an explicit computation shows
that for the stationary process
E[z(t)[ϕ] − z(0)[ϕ]]2 = 1
2π2
∫
R2
|ϕˆ(k)|2
|k|2
(
1− e− t2 |k|2θ
)
dk
t→∞∼ cϕ,θ log t, (1.18)
as is the case for the usual stochastic heat equation where θ = 1. Note that, in contrast,
in dimension d = 1, the large-time behaviour of (1.18) is power-law for large t, with a
θ-dependent exponent 1/(2θ).
Organization of the article
The rest of this work is organized as follows. In Section 2 we turn the equation (1.3) into
a regularized Burgers equation, we introduce some preliminary formalism and we recall
some basic results from [CES20]. Section 3 is the core of the work and the main outcome
are upper and lower bounds on the variance of the time integral of the nonlinearity. Given
those bounds, Theorems 1.1 and 1.2 are proven in Section 4. The proof of Theorem 1.4
is instead based on different (simpler) tools and it is contained in Section 4.3. Finally, in
the appendix we collect some technical results and provide a heuristic for the Green-Kubo
formula (1.6).
Notation
For N > 0, let ZN
def
= Z/N and T2N be the two-dimensional torus of side length 2πN . If
N = 1 then we simply write T2 instead of T2N . We denote by {ek}k∈Z2N the Fourier basis
defined via ek(x)
def
= 1
2π
eik·x which, for all j, k ∈ Z2N , satisfies 〈ek, e−j〉L2(T2N ) = δk,jN2.
The Fourier transform of a given function ϕ ∈ L2(T2N ) will be represented as F(ϕ) or
by ϕˆ and, for k ∈ Z2N is given by the formula
F(ϕ)(k) = ϕˆ(k)
def
=
∫
T2
N
ϕ(x)e−k(x)dx , (1.19)
so that in particular
ϕ(x) =
1
N2
∑
k∈Z2
N
ϕˆ(k)ek(x) , for all x ∈ T2N . (1.20)
For any real valued distribution η ∈ D′(T2N ) and k ∈ Z2N , we will denote its Fourier
transform by
ηˆ(k)
def
= η(e−k) (1.21)
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and note that η(ek) = η(e−k). Moreover, we recall that the Laplacian ∆ on T2N has
eigenfunctions {ek}k∈Z2
N
with eigenvalues {−|k|2 : k ∈ Z2N}, so that, for θ > 0, we can
define the operator (−∆)θ by its action on the basis elements
(−∆)θek def= |k|2θek , (1.22)
for k ∈ Z2N .
Throughout the paper, we will write a . b if there exists a constant C > 0 such that
a ≤ Cb and a ∼ b if a . b and b . a. We will adopt the previous notations only in case in
which the hidden constants do not depend on any quantity which is relevant for the result.
2 Preliminaries
The aim of this section is twofold. On the one hand, we will state some basic tools from
Wiener space analysis that we will need in the rest of the paper while on the other hand we
will reduce the analysis of (1.3) to the torus of length size 1, i.e. to the setting of [CES20],
and recall some of the results on the Anisotropic KPZ equation obtained therein.
Notice at first that an immediate scaling argument guarantees that for any N ∈ N,
HN (x, t)
law
= hN (x/N, t/N2) , x ∈ T2N and t ≥ 0 (2.1)
where hN is the solution of
∂th
N =
1
2
∆hN + λN˜N (hN )+ ξ , hN (0) = η˜ (2.2)
in which hN = hN (x, t) for x ∈ T2 def= T21, t ≥ 0, and all the other quantities are defined as
in the discussion after (1.3). Therefore, even though all the statements in the introduction
as well as the results we aim for are formulated (and ultimately proved) for the solution
HN of (1.3), (2.1) guarantees that we can focus instead on h
N since whatever is shown for
the latter can then be translated back to HN .
As in [CES20] it turns out to be convenient to workwith the Stochastic Burgers equation
instead of AKPZ, which can be derived from (2.2) by setting uN
def
= (−∆) 12hN so that uN
solves
∂tu
N =
1
2
∆uN + λMN [uN ] + (−∆) 12 ξ, uN (0) = η def= (−∆) 12 η˜ (2.3)
where uN = uN (x, t), x ∈ T2, t ≥ 0, and the nonlinearityMN is given by
M
N [uN ]
def
= (−∆) 12ΠN
(
(ΠN∂1(−∆)− 12uN )2 − (ΠN∂2(−∆)− 12uN )2
)
. (2.4)
Note that, since η˜ is a standard Gaussian Free Field, η is a (spatial) white noise on T2
whose basic properties are recalled in the next section (for more on it see [Nua06, Chapter
1], or [GP15, GP18] and [CES20, Section 2]).
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2.1 Elements of Wiener space analysis
Let (Ω,F,P) be a complete probability space and η be a mean-zero spatial white noise on
the two-dimensional torus T2, i.e. η, defined in Ω, is a centred isonormal Gaussian process
(see [Nua06, Definition 1.1.1]), on H
def
= L20(T
2), the space of square-integrable functions
with 0 total mass, whose covariance function is given by
E[η(ϕ)η(ψ)] = 〈ϕ, ψ〉L2(T2) (2.5)
where ϕ, ψ ∈ H and 〈·, ·〉L2(T2) is the usual scalar product in L2(T2). For n ∈ N, let Hn
be the n-th homogeneous Wiener chaos, i.e. the closed linear subspace of L2(η)
def
= L2(Ω)
generated by the random variables Hn(η(h)), where Hn is the n-th Hermite polynomial,
and h ∈ H has norm 1. By [Nua06, Theorem 1.1.1], Hn and Hm are orthogonal
whenever m 6= n and L2(η) = ⊕n Hn. Moreover, there exists a canonical contraction
I :
⊕
n≥0 L
2(T2nL ) → L2(η), which restricts to an isomorphism I : ΓL2 → L2(η) on the
Fock space ΓL2 :=
⊕
n≥0 ΓL
2
n, where ΓL
2
n denotes the space L
2
sym(T
2n
L ) of functions in
L2(T2nL ) which are symmetric with respect to permutation of variables. The restriction
of I to ΓL2n, In, called n-th (iterated) Wiener-Itô integral with respect to η, is itself an
isomorphism from ΓL2n to Hn so that by [Nua06, Theorem 1.1.2], for every F ∈ L2(η)
there exists f = (fn)n∈N ∈ ΓL2 such that
F =
∑
n≥0
In(fn) and ‖F‖2η =
∑
n≥0
n!‖fn‖2L2(T2n) (2.6)
and we take the right hand side as the definition of the scalar product on ΓL2, i.e.
〈f, g〉ΓL2 def=
∑
n≥0
n!〈fn, gn〉L2(T2n).
We conclude this paragraph by mentioning that we will mainly work with the Fourier
representation {ηˆ(k)}k of η, which is a family of complex valued, centred Gaussian random
variables such that
ηˆ(0) = 0 , ηˆ(k) = ηˆ(−k) and E[ηˆ(k)ηˆ(j)] = 1k+j=0 . (2.7)
2.2 Stochastic Burgers equation and its Generator
The properties of equation (2.3) which will be important for us were obtained in [CES20,
Section 3]. In order to fix the relevant notations, below we recall the Fourier representation
of (2.3) and summarise some of its features referring to [CES20] for the proofs.
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The Fourier representation of (2.3) is equivalent to an infinite system of (complex-
valued) SDEs given by
duˆN (k) =
(
− 1
2
|k|2uˆN (k)+ λMNk [uN ]
)
dt+ |k|dBk(t) , k ∈ Z2 \ {0} . (2.8)
The k-th Fourier component of the nonlinearity is
M
N
k [u
N ]
def
= MN [uN ](e−k) = |k|
∑
ℓ+m=k
K
N
ℓ,muˆ
N (ℓ)uˆN (m) , (2.9)
K
N
ℓ,m
def
=
1
2π
c(ℓ,m)
|ℓ||m| J
N
ℓ,m , c(ℓ,m)
def
= ℓ2m2 − ℓ1m1 (2.10)
where ℓ = (ℓ1, ℓ2), m = (m1, m2) ∈ Z2 and
JNℓ,m
def
= 10<|ℓ|≤N,0<|m|≤N,|ℓ+m|≤N (2.11)
and all the variables in the sum (2.9) range over Z2 \ {0} (the value 0 is automatically
excluded by the definition of JN ).
In (2.8), theBk’s are complex valuedBrownianmotions defined viaBk(t)
def
=
∫ t
0
ξˆ(k, s) ds,
ξˆ(k) = ξ(e−k), so that (recalling that ξ is a space-time white noise)
Bk = B−k , and d〈Bk, Bℓ〉t = 1{k+ℓ=0} dt .
Since eventually we are interested in hN rather than in uN , note that (−∆) 12 is an
invertible linear bijection on functions with zero mass, so that we can recover all the
non-zero Fourier components of hN via
hˆN (k) =
uˆN (k)
|k| , k 6= 0 (2.12)
On the other hand, the zero-mode hˆN (0) is also a function of uN and of an independent
Brownian motion, since it satisfies
dhˆN (0) = λNN0 + dB0(t) (2.13)
where
N
N
0 =
∑
ℓ+m=0
K
N
ℓ,muˆ
N (ℓ)uˆN (m) .
Proposition 3.4 of [CES20] guarantees that, for any N ∈ N, the process t 7→ uˆN (t) =
{uˆN (k, t)}k∈Z2\{0} solution to (2.8) is a strong Markov process and we denote its generator
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by LN . If the initial condition is white noise, the law of the process is also translation
invariant. Let F be a cylinder function acting on the space of distributions D′(T2) and
depending only on finitelymany Fourier components, i.e. F is such that such that there exist
a smooth function f = f ((xk)k∈Z2\{0}) with all derivatives growing at most polynomially
and depending only on finitely many variables, for which F (η) = f ((ηˆ(k))k∈Z2\{0}). Then,
L
N can be written as the sum of L0 and A
N , whose action on F as above is given by
(L0F )(v)
def
=
∑
k∈Z2
1
2
|k|2(−vˆ(−k)Dk +D−kDk)F (v) (2.14)
(ANF )(v) = λ
∑
m,ℓ∈Z2\{0}
|m+ ℓ|KNm,ℓvˆ(m)vˆ(ℓ)D−m−ℓF (v) . (2.15)
Here, for k ∈ Z2 and F as above,DkF is defined as3
DkF
def
= (∂xkf )((ηˆ(k))k∈Z2\{0}) . (2.16)
In the following lemma and throughout the remainder of the paper, we will slightly
abuse notations and use the same symbol to denote an operator acting on (a subspace of)
L2(η) and its Fock space version.
Lemma 2.1 [CES20, Lemmas 3.1 and 3.5] For any N ∈ N, the spatial white noise η on
T2 defined in (2.5) is invariant for the solution uˆN of (2.8) and, with respect to η, the
symmetric and anti-symmetric part of LN are given by L0 and A
N , respectively.
Moreover, for all n ∈ N the operatorL0 leaves Hn invariant, whileAN can be written
as the sum of two operatorsAN+ and A
N
− which respectively map Hn into Hn+1 and Hn−1
and are such that −AN+ is the adjoint of AN− .
Finally, on the Fock space ΓL2, we have thatL0 = −12∆ and, in Fourier variables, the
action L0, A
N
− and A
N
+ on ϕn ∈ ΓL2n is given by
F(L0ϕn)(k1:n) =
1
2
|k1:n|2ϕˆn(k1:n) (2.17)
F(AN+ϕn)(k1:n+1) = nλ|k1 + k2|KNk1,k2ϕˆn(k1 + k2, k3:n+1) (2.18)
F(AN−ϕn)(k1:n−1) = 2n(n− 1)λ
∑
ℓ+m=k1
|m|KNk1,−ℓϕˆn(ℓ,m, k2:n−1), (2.19)
where the functions on the right hand side need to be symmetrised with respect to all
permutations of their arguments (see e.g. (3.26)). In (2.17)-(2.19), all the variables
belong to Z2 \ {0} and we adopted the short-hand notations k1:n def= (k1, k2, . . . , kn) and
|k1:n|2 def= |k1|2 + · · ·+ |kn|2.
3For more on the actual definition of cylinder function, Malliavin derivative and the formula below, we
address the reader to [CES20, Section 2 and Lemma 2.1]
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3 The variance of the nonlinearity
The present section represents the bulk of the paper and focuses on the term in (1.3) that
distinguishes SHE and AKPZ, i.e. the nonlinearity. In particular, we aim at estimating
from above and below the Laplace transform of the second moment of the time integral of
N˜N (hN ) tested against a suitable test function.
Let ϕ be a sufficiently regular test function and, for t ≥ 0, denote the time integral of
the nonlinearity against ϕ by
BNϕ (t)
def
=
∫ t
0
λN˜N (hN (s))[ϕ]ds =
∫ t
0
λNN (uN (s))[ϕ]ds (3.1)
where the second equality is an immediate consequence of (2.10) and (2.12) once we set
N
N (uN )[ϕ]
def
=
∑
ℓ,m∈Z2
K
N
ℓ,muˆ
N (ℓ)uˆN (m)ϕˆ(−ℓ−m) . (3.2)
In the stationary process, the randomvariableBNϕ is centred. This follows from (3.2) and
from the anti-symmetry of KNℓ,m under ℓ = (ℓ1, ℓ2) 7→ (ℓ2, ℓ1), m = (m1, m2) 7→ (m2, m1).
Its variance then coincides with its second moment.
By (3.1), (2.6) and [CES20, Lemma 5.1], for any µ > 0, the Laplace transform of the
second moment of BNϕ satisfies
B
N
ϕ (µ)
def
= µ
∫ ∞
0
e−µtE
[
(BNϕ (t))
2
]
dt =
2
µ
〈nNϕ , (µ−LN )−1nNϕ 〉ΓL2 (3.3)
whereLN is the generator of uN and nNϕ is the representation in Fock space of λN
N [η](ϕ),
i.e.
λNN [η](ϕ) = I2(n
N
ϕ ) (3.4)
whose explicit Fourier transform can be read off (3.2).
Now, in order to controlBNϕ we need to improve our understanding of the scalar product
at the right hand side of (3.3). To do so, we will exploit a technique first established
in [LQSY04] and explored in full strength in [Yau04], where the authors studied the
superdiffusivity of the asymmetric simple exclusion process in dimension d = 1, 2. Let us
summarise the main idea. For n ∈ N, let I≤n be the projection onto ΓL2≤n def=
⊕n
k=0 ΓL
2
k
and LNn = I≤nL
NI≤n. Let hN,n
def
= (hN,nj )j≤n ∈ ΓL2≤n be the solution of the truncated
generator equation
(µ−LNn )hN,n = nNϕ (3.5)
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(the solution ofwhichwill be given explicitly below),and furtherwritehN = (µ−LN )−1nNϕ .
The property of hN,n we are after is stated in the following lemma, which was first shown
in [LQSY04, Lemma 2.1].
Lemma 3.1 Let µ > 0. Then, for every n ∈ N, we have that
〈nNϕ , hN,2n+1〉ΓL2 ≤ 〈nNϕ , (µ−LN )−1nNϕ 〉ΓL2 ≤ 〈nNϕ , hN,2n〉ΓL2 .
Moreover, the sequence {〈nNϕ , hN,2n+1〉ΓL2}n is increasing while {〈nNϕ , hN,2n〉ΓL2}n is
decreasing and they both converge to 〈nNϕ , hN〉ΓL2 as n→∞.
Notice that, thanks Lemma 3.1, on the one hand we have reduced the problem of
studying the solution of the full generator equation (which is the same as (3.5) with LN
replacingLNn ) to that of its truncated version given in (3.5). On the other, by orthogonality
〈nNϕ , hN,n〉ΓL2 = 〈nNϕ , hN,n2 〉ΓL22 , for all n ∈ N
so that we only need to determine the component of hN,n in ΓL22.
Getting back to (3.5), by Lemma 2.1LN can be decomposed in the sum ofL0,A
N
+ and
AN− , the first of which leaves the order of the Wiener chaos component invariant, whereas
the others respectively increase and decrease it by 1. Thus, the truncated generator equation
coincides with the following hierarchical system

(µ−L0)hN,nn − AN+hN,nn−1 = 0,
(µ−L0)hN,nn−1 −AN+hN,nn−2 −AN−hN,nn = 0,
. . .
(µ−L0)hN,n2 − AN+hN,n1 −AN−hN,n3 = nNϕ ,
(µ−L0)hN,n1 − AN−hN,n2 = 0,
(3.6)
where, in the last equation we exploited the fact thatAN+ is 0 on constants. Let us introduce
the operators HNk , k ≥ 3, which are recursively defined via{
HN3 = −AN− (µ−L0)−1AN+ ,
HNk = −AN− [(µ−L0) + HNk−1]−1AN+ ,
(3.7)
and which satisfy the properties stated in the following lemma.
Lemma 3.2 For any k ≥ 3, the operators HNk in (3.7) are positive definite and such that,
for all n ∈ N, HNk (Hn) ⊂ Hn.
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Proof. We first consider the case k = 3. Since µ−L0 is positive for every µ ≥ 0, we have
〈HN3 ψ, ψ〉ΓL2 = 〈−AN− (µ−L0)−1AN+ψ, ψ〉ΓL2
= 〈(µ−L0)−1AN+ψ,AN+ψ〉ΓL2 = ‖(µ−L0)−
1
2A
N
+ψ‖2ΓL2 ≥ 0
(3.8)
while by Lemma 2.1, HN3 (Hn) ⊂ Hn. For k > 3, the result can be proved inductively
using the recursive definition of HNk .
Now, upon solving (3.6) for hN,n and using the definition of HNk in (3.7), we see that
h
N,n
2 can be written as4
h
N,n
2 = ((µ−L0) + HNn −AN+ (µ−L0)−1AN− )−1nNϕ , (3.9)
and consequently, for every n ∈ N, we have
〈nNϕ , hN,n〉ΓL2 = 〈nNϕ , ((µ−L0) + HNn − AN+ (µ−L0)−1AN− )−1nNϕ 〉ΓL22 . (3.10)
Therefore, to take advantage of Lemma 3.1, it suffices to derive suitable bounds on the
operators HNn and A
N
+ (µ −L0)−1AN− and the rest of the section is indeed devoted to this
purpose.
3.1 An iterative approach for the operators HNn ’s
The aim of this section is to estimate the operators {HNn }n defined in (3.7) in terms of
simpler operators whose action in Fourier space can be expressed via explicit multipliers.
Before stating (and proving) the main results we need to give some preliminary definitions
and establish some useful conventions.
Let k ∈ N and λ > 0. For x > 0 and z ≥ 1, we define the functions L, LBk and UBk
on R+ × [1,∞) as follows
L(x, z)
def
= λ2(z + log(1 + x−1)) + 1 , (3.11)
LBk(x)
def
=
∑
j≤k
(1
2
log L(x, z))j
j!
and UBk(x)
def
=
L(x, z)
LBk(x, z)
(3.12)
and, for k ≥ 3, σk via
σk(x, z)
def
=
{
UBk−3
2
(x, z) , if k is odd,
LBk
2
−1(x, z) , if k is even.
(3.13)
4the other components h
N,n
j , j 6= 2 can also be written down explicitly in terms of hN,n2 and of the
operators HNn , but we do not need their explicit expression.
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If F = F (x, z) is either L, LBk, UBk or σk, we write
FN (x, z)
def
= F (x/N2, z) (3.14)
for N ∈ N. Let K > 0 be the constant given by K def= coff/c−, where coff and c− are those
appearing in Lemmas 3.8 and 3.6, respectively, and for n ∈ N set
fk(n)
def
= 4((λ
√
K(n+ k)) ∨ 1), zk(n) def= K(n+ k)2 (3.15)
which, for any n, k ∈ N trivially satisfy
fk(n+ 1) = fk+1(n) and zk(n + 1) = zk+1(n) . (3.16)
At last, let SN2 be the operator which is identically equal to 0 and, for k ∈ N, k ≥ 3 and
N ∈ N, define SNk via
S
N
k
def
=
{
fk(N) σ
N
k (µ−L0, zk(N)) , if k is odd,
1
fk(N)
[
σNk (
5
4
(µ+ (−L0) ∨ 12), zk(N))− fk(N)
]
, if k is even,
(3.17)
where N is the number operator acting in Fock space as (Nϕn)
def
= nϕn, ϕn ∈ ΓL2n.
We are ready to state the following theorem.
Theorem 3.3 Let λ > 0, µ > 0,N ∈ N and {HNn }n≥3 be the family of operators on L2(η)
recursively defined according to (3.7). Then, there exists a constant cfin > 1 independent
of µ, λ and N such that for all k ∈ N the following bounds hold
H
N
2k+1 ≤ C2k+1fin (−L0)SN2k+1 and HN2k+2 ≥
1
C2k+2fin
(−L0)SN2k+2 , (3.18)
where the operators {Sm}m are given in (3.17) and Cfin def= (λ2 + 1)cfin.
We will prove the previous theorem inductively on k ∈ N, by showing that if HN2k+1
satisfies the first inequality in (3.18) then the second holds for HN2k+2 and the other way
around when going from HN2k+2 to H
N
2k+3, as summarised in the next proposition.
Proposition 3.4 In the setting of Theorem 3.3, set HN2 ≡ 0. If for k ∈ N, there exists a
constant c2k+1 > 1 such that
H
N
2k+1 ≤ c2k+1 (−L0)SN2k+1, (3.19)
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then there exists a positive constant c− < 1 independent of k, N , µ and λ such that
H
N
2k+2 ≥
c−
c2k+1
(−L0)SN2k+2 . (3.20)
On the other hand, if, for k ≥ 0, there exists a positive constant c2k+2 < 1 such that
H
N
2k+2 ≥ c2k+2 (−L0)SN2k+2, (3.21)
then there exists c+ > 1 independent of µ, λ, k and N such that
H
N
2k+3 ≤ (λ2 + 1)
c+
c2k+2
(−L0)SN2k+3 . (3.22)
Before proving Proposition 3.4, let us see how it implies Theorem 3.3.
Proof of Theorem 3.3. Adopting the convention SN2 ≡ 0 and HN2 ≡ 0, HN3 = −AN− (λ −
L0 + H
N
2 )
−1AN+ and H
N
2 satisfies (3.21), for any choice of c2. In particular, (3.22) in
Proposition 3.3 applied to HN3 reads H
N
3 ≤ (λ2 + 1)c+SN3 . The result then follows by
induction on k taking, e.g., cfin
def
= c+
c−
, so that, since c+ and c− are independent of µ, λ, k
and N , so is cfin.
In order to prove Proposition 3.4, the first observation to make is that if HN2k+1 satis-
fies (3.19), then
H
N
2k+2 ≥ −AN−
(
µ−L0
(
1 + c2k+1S
N
2k+1
))−1
A
N
+ , (3.23)
while, if (3.21) holds for HN2k+2, then
H
N
2k+3 ≤ −AN−
(
µ−L0
(
1 + c2k+2S
N
2k+2
))−1
A
N
+ . (3.24)
Here we use the fact that for any two positive operators A,B,
0 < A ≤ B if and only if 0 < B−1 ≤ A−1. (3.25)
Now, by (3.17), the operators at the right hand side of (3.23) and (3.24) are of the form
−AN−SAN+ , where S is an operator on L2(η) such that
(p1) S is symmetric
(p2) for every n ∈ N, S(Hn) ⊂ Hn
(p3) ∃ σ : Z2n → R for which F(Sϕn)(k1:n) = σ(k1:n)ϕˆn(k1:n) for all k1:n ∈ Z2n, i.e. it
is diagonal in Fourier space
(p4) S is positive, i.e. σ ≥ 0. For k odd this is obvious from (3.17) and µ ≥ 0, while for
k even this follows using also that c2k+2 < 1.
In order to simplify our analysis, in the next paragraph we will devise a decomposition
and some intermediate results for operators of this type which will help us to obtain the
aforementioned bounds.
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3.1.1 Diagonal and Off-diagonal terms
Let us begin by symmetrising the right hand side of (2.18), so that, for ϕn ∈ L2sym(T2n),
the Fourier transform of AN+ϕn evaluated at k1:n+1 ∈ Z2(n+1) equals
F(AN+ϕn)(k1:n+1) =
nλ
(n + 1)!
∑
s∈Sn+1
|ks(1) + ks(2)|KNks(1),ks(2)ϕˆn(ks(1) + ks(2), ks(3):s(n+1))
=
2λ
n + 1
∑
i<j
|ki + kj|KNki,kj ϕˆn(ki + kj, k{1:n+1}\{i,j})
(3.26)
where Sn+1 denotes the set of all permutations of {1, . . . , n + 1} and k{1:n+1}\{i,j} corre-
sponds to the (n − 1)-tuple in which we removed ki and kj . Above, the second equality
holds since KN and ϕn are symmetric with respect to permutation of their respective
variables. To simplify the notations define (AN+ϕn)i,j as
(AN+ϕn)i,j(k1:n+1)
def
=
2λ
n + 1
|ki + kj|KNki,kj ϕˆn(ki + kj, k{1:n+1}\{i,j}) .
LetSbe an operator onL2(η) satisfying (p1)-(p4) above and σ be the Fourier multiplier
associated to S. Consider the operator −AN−SAN+ and notice that by Lemma 2.1, for
ϕ ∈ ΓL2, we have
−〈AN−SAN+ϕ, ϕ〉ΓL2 = 〈SAN+ϕ,AN+ϕ〉ΓL2 =
∑
n≥0
n!〈(SAN+ϕ)n, (AN+ϕ)n〉ΓL2n
=
∑
n≥1
n!〈SAN+ϕn−1,AN+ϕn−1〉ΓL2n =
∑
n≥0
(n + 1)!〈SAN+ϕn,AN+ϕn〉ΓL2n+1 .
(3.27)
Thanks to (3.26), the scalar product on the right hand side can be written as the sum of
three terms, the first of which will be called diagonalwhile the remaining two off-diagonal
of the first and second type respectively, which are defined as follows
〈SAN+ϕn,AN+ϕn〉Diag def=
∑
k1:n+1
σ(k1:n+1)
∑
i,j∈I2
2∏
ℓ=1
(AN+ϕn)iℓ,jℓ(k1:n+1) (3.28)
〈SAN+ϕn,AN+ϕn〉off1 def=
∑
k1:n+1
σ(k1:n+1)
∑
i,j∈I1
2∏
ℓ=1
(AN+ϕn)iℓ,jℓ(k1:n+1) (3.29)
〈SAN+ϕn,AN+ϕn〉off2 def=
∑
k1:n+1
σ(k1:n+1)
∑
i,j∈I0
2∏
ℓ=1
(AN+ϕn)iℓ,jℓ(k1:n+1) , (3.30)
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where i = (i1, i2), j = (j1, j2) ∈ {1, . . . , n + 1}2 and, for m = 0, 1, 2, Im is the subset of
{(i, j) : i1 < j1 and i2 < j2} such that |{i1, j1} ∩ {i2, j2}| = m. For future reference we
point out that
|I2| =
(
n+ 1
2
)
, |I1| = 2
(
n + 1
2
)
(n− 1) , and |I0| = (n+1)n(n−1)(n−2)4 (3.31)
which can be verified using basic combinatorics (see also [Yau04, Section 4.1]).
To conclude this discussion, we state and prove the following lemma concerning (3.28).
Lemma 3.5 Let S1 andS2 be operators on L
2(η) such that (p1)-(p4) hold and let σi be the
Fourier multiplier associated to Si, i = 1, 2. If for every k1:n ∈ Z2n∑
ℓ+m=k1
(KNℓ,m)
2σ1(ℓ,m, k2:n) ≤ σ2(k1:n) , (3.32)
where the sum is over ℓ, m ∈ Z2, then
〈S1AN+ϕn,AN+ϕn〉Diag ≤
4λ2
n+ 1
∑
k1:n
1
2
|k1:n|2|ϕˆn(k1:n)|2σ2(k1:n) . (3.33)
If instead (3.32) holds with the opposite inequality (and S2 is not required to satisfy (p4)),
then so does (3.33).
Proof. At first, notice that for i, j ∈ I2, we can set ℓ = ki1(= ki2), m = kj1(= kj2) and
rename the other variables in such a way that the sum over k1:n+1 \ {ℓ,m} ∪ {k} is over
k1:n and ℓ+m = k1. In this way, thanks to (3.31), (3.28) becomes
〈S1AN+ϕn,AN+ϕn〉Diag
=
2λ2n
(n+ 1)
∑
k1:n
|k1|2|ϕˆn(k1:n)|2
∑
ℓ+m=k1
σ1(ℓ,m, k2:n)(K
N
ℓ,m)
2 (3.34)
Then, by (3.32) the right hand side is bounded above by
2λ2n
(n + 1)
∑
k1:n
|k1|2|ϕˆn(k1:n)|2σ2(k1:n) = 2λ
2
(n + 1)
∑
k1:n
|k1:n|2|ϕˆn(k1:n)|2σ2(k1:n)
where the last passage follows by the fact that σ2 and ϕn are symmetric. The second part
of the statement can be proven analogously.
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3.1.2 The three main lemmas
In view of the results in the previous paragraph and the discussion before, we are ready to
state and prove the three lemmas which represent the core of the proof of Proposition 3.4.
In the first two we respectively show a lower and an upper bound for the diagonal term,
while in the last we focus on the off-diagonal terms.
In the proofs that follow C > 0 denotes a constant which might change from line to
line but which is independent of µ, λ, k and N .
Lemma 3.6 In the setting of Proposition 3.4, let n, k ∈ N and c2k+1 > 1. Then, there
exists a strictly positive constant c− < 1 independent of µ, λ, k and N such that for any
ϕn ∈ ΓL2n
〈(µ−L0(1 + c2k+1SN2k+1))−1AN+ϕn,AN+ϕn〉Diag
≥ 1
n + 1
2c−
c2k+1f2k+2(n)
∑
k1:n
1
2
|k1:n|2|ϕˆn(k1:n)|2 ×
×
[
LBNk (
5
4
(µ+
1
2
(|k1:n|2 ∨ 1), z2k+2(n))− 12f2k+2(n)
]
.
(3.35)
Proof. Thanks to Lemma 3.5 applied to the operator S1
def
= (µ−L0(1 + c2k+1SN2k+1))−1, it
is sufficient to focus on
1
(2π)2
∑
ℓ+m=k1
JNℓ,m
c(ℓ,m)2
|ℓ|2|m|2
1
µ+ 1
2
Γ(1 + c2k+1f2k+2σN2k+1(µ+
1
2
Γ, z2k+2))
(3.36)
where we adopted the abbreviations Γ = Γ(ℓ,m, k2:n)
def
= |ℓ|2 + |m|2 + |k2:n|2, fm = fm(n)
and zm = zm(n), used the fact that A
N
+ϕn is in the (n + 1)-th chaos and (3.16). Now, at a
cost of a factor 1
2
we may ignore the 1 in the second parenthesis at the denominator, since
c2k+1, f2k+2 and σ
N
2k+1(x, z) are larger than 1 for all x and z. We fix a small value θ > 0
(sufficiently small so that δθ in Lemma A.2 is positive) and we define for k1 6= 0 the sector
Cθk1 ⊆ Z2, via
C
θ
k1
def
= {ℓ = (ℓ1, ℓ2) ∈ Z2 : θ|ℓ1| > |ℓ2|, |ℓ| ≥ 2|k1| and |ℓ| ≤ N/3} . (3.37)
Notice that for ℓ ∈ Cθk1 and ℓ+m = k1, one has |k1|, |m| ≤ N . Thanks to LemmasA.1,A.2,
and A.3 the sum in (3.36) can be lower bounded by
δθ
∑
ℓ∈Cθ
k1
1
µ+ 4c2k+1f2k+2(|ℓ|2 + |k1:n|2)σN2k+1(14 (µ+ 12(|ℓ|2 + |k1:n|2)), z2k+2)
(3.38)
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= δθ
∑
ℓ∈Cθ
k1
1
N2
1
µN + 4c2k+1f2k+2(|ℓ/N |2 + αN )σ2k+1(14(µN + 12(|ℓ/N |2 + αN )), z2k+2)
where we introduced the notations
µN
def
= µ/N2 , and αN
def
= |k1:n/N |2 . (3.39)
Exploiting Lemma A.5, using (A.3) to pass to polar coordinates, and since 23c2k+1f2k+2 >
1, there exists a constant C < 1 (which might change from line to line) such that (3.36) is
bounded below by
C
c2k+1f2k+2
∫ 1/3
2
√
α˜N
̺d̺
(µN +
1
2
(̺2 + αN ))UBk−1(14 (µN +
1
2
(̺2 + αN )), z2k+2)
≥ C
c2k+1f2k+2
∫ 1/72
1
4
(µN+
5
2
α˜N )
d̺
̺UBk−1(̺, z2k+2)
≥ C
c2k+1f2k+2
∫ 1/72
5
4
(µN+
1
2
α˜N )
d̺
(̺2 + ̺)UBk−1(̺, z2k+2)
=
C
λ2c2k+1f2k+2
[
LBk(
5
4
(µN +
1
2
α˜N ), z2k+2)− LBk(1/72, z2k+2)
]
,
(3.40)
where α˜N
def
= αN ∨ N−2 and the last passage follows by (A.6). Now, notice that by (A.4),
since z2k+2 = K(n + 2k + 2)
2 ≥ 5 ≥ log 73 we have
LBk(1/72, z2k+2) ≤
√
λ2(z2k+2 + log 73)+ 1 ≤ 2(λ√z2k+2 ∨ 1) = 1
2
f2k+2 .
Therefore, thanks to the computations above, there exists a constant c− < 1 independent
of µ, λ, k and N for which (3.36) is bounded below by
c−
2λ2c2k+1f2k+2
[
LBk(
5
4
(µN +
1
2
(αN ∨N−2)), z2k+2)− 1
2
f2k+2
]
(3.41)
for all αN , so that the conclusion follows by Lemma 3.5.
Lemma 3.7 In the setting of Proposition 3.4, let n ∈ N, k ≥ 0 and c2k+2 < 1. Then, there
exists a constant c+ > 1 independent of µ, λ, k and N such that for any ϕn ∈ ΓL2n
〈(µ−L0(1 + c2k+2SN2k+2))−1AN+ϕn,AN+ϕn〉Diag (3.42)
≤ 1
n+ 1
c+(λ
2 + 1)
f2k+3(n)
c2k+2
∑
k1:n
1
2
|k1:n|2|ϕˆn(k1:n)|2UBNk (µ+ 12 |k1:n|2, z2k+3(n)) .
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Proof. Applying Lemma 3.5 to the operatorS1
def
= (µ−L0(1+ c2k+2SN2k+2))−1, we see that
we can focus on
1
(2π)2
∑
ℓ+m=k1
c(ℓ,m)2
|ℓ|2|m|2
JNℓ,m
µ+ 1
2
Γ(1 + c2k+2
f2k+3
[σN
2k+2(
5
4
(µ+ 1
2
(Γ ∨ 1)), z2k+3)− f2k+3])
(3.43)
where we used the abbreviations Γ = Γ(ℓ,m, k2:n)
def
= |ℓ|2 + |m|2 + |k2:n|2, fm = fm(n)
and zm = zm(n) together with (3.16). Next we use the upper bound |c(ℓ,m)|/|ℓ||m| ≤ 1.
To proceed we first treat the case k 6= 0. In that case, since c2k+2 < 1 and ℓ, m 6= 0, we
can ignore the term 1 − c2k+2 in the denominator and we have Γ ∨ 1 = Γ. Making use
of Lemmas A.1, A.3, and A.5, using polar coordinates and since c2k+2/f2k+2 < 1, we see
that (3.43) is upper bounded by
f2k+3
c2k+2
∑
N−1≤|ℓ/N |≤1
1
N2
1
µN +
1
8
(|ℓ/N |2 + αN )σ2k+2(5(µN + 12(|ℓ/N |2 + αN )), z2k+3)
≤ Cf2k+3
c2k+2
∫ 1
0
̺ d̺
µN +
1
8
(̺2 + αN )σ2k+2(5(µN +
1
2
(̺2 + αN )), z2k+3)
≤ Cf2k+3
c2k+2
(
1 +
∫ 1
0
̺ d̺
(µN +
1
2
(̺2 + αN ))σ2k+2(5(µN +
1
2
(̺2 + αN )), z2k+3)
)
= C
f2k+3
c2k+2
(
1 +
∫ 5(µN+ 12αN+1)
5(µN+
1
2
αN )
d̺
̺ σ2k+2(̺, z2k+3)
)
,
(3.44)
where C > 1 is a constant which might change from line to line, we adopted the notations
in (3.39) and the passage from the second to the third line is a consequence of the following
estimate ∫ 1
0
̺ d̺
µN +
1
8
(̺2 + αN )σ2k+2
− 4
∫ 1
0
̺ d̺
(µN +
1
2
(̺2 + αN ))σ2k+2
= µN
∫ 1
0
σ2k+2 − 4
(µN +
1
8
(̺2 + αN )σ2k+2)(µN +
1
2
(̺2 + αN ))σ2k+2
̺d̺
. µN
∫ 1
0
̺d̺
(8µN + ̺2)2
. µN
∫ ∞
8µN
d̺
̺2
. 1 .
Above, we omitted the arguments of σ2k+2 ≥ 1 since they remain unchanged. It remains
to estimate the last integral in (3.44), for which we distinguish two cases. If µN +
1
2
αN > 1
then, we simply use that σ2k+2 ≥ 1, so we have∫ 5(µN+ 12αN+1)
5(µN+
1
2
αN )
d̺
̺ σ2k+2(̺, z2k+3)
≤
∫ 5(µN+ 12αN+1)
5(µN+
1
2
αN )
d̺
̺
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≤ 1
5(µN +
1
2
αN )
∫ 5(µN+ 12αN+1)
5(µN+
1
2
αN )
d̺ =
5(µN +
1
2
αN + 1)− 5(µN + 12αN )
5(µN +
1
2
αN )
=
1
µN +
1
2
αN
< 1 .
If instead µN +
1
2
αN ≤ 1, we can enlarge the integration interval, so that we get an upper
bound of the form∫ 10
µN+
1
2
αN
d̺
̺ σ2k+2(̺, z2k+3)
.
∫ 10
µN+
1
2
αN
d̺
(̺2 + ̺) σ2k+2(̺, z2k+3)
=
∫ 10
µN+
1
2
αN
d̺
(̺2 + ̺) LBk(̺, z2k+3)
.
1
λ2
UBk(µN +
1
2
αN , z2k+3)
where we applied (A.7). We now turn to the case k = 0. Note that in that case the second
factor of (3.43) is 1/(µ+ 1
2
Γ) and therefore (3.44) becomes∫ 1
0
̺d̺
µN +
1
2
(̺2 + αN )
= log
(
1 +
1
µN +
1
2
αN
)
.
1
λ2
UBN0 (µ+
1
2
|k1:n|2, z2k+3) . (3.45)
In conclusion, since UBk ≥ 1 for all k ≥ 0, there exists a constant C > 1 independent of
µ, λ, k and N for which (3.43) is upper bounded by
C
(
1 ∨ 1
λ2
)f2k+3
c2k+2
UBNk (µ+
1
2
|k1:n|2, z2k+3)
for all k1:n ∈ Z2n. Hence, by Lemma 3.5, in particular (3.33), the conclusion follows.
Lemma 3.8 For m ∈ N, m ≥ 2, set bm = 1 if m is odd and bm = 54 if m is even. Let cm
be a constant such that if m is odd then cm > 1, while if m is even cm < 1. Then, there
exists a constant coff > 1 independent of µ, λ, k and N such that for all m ∈ N, m > 2,
and any ϕn ∈ ΓL2n∑
i=1,2
∣∣∣〈(µ−L0(1 + cmSNm ))−1AN+ϕn,AN+ϕn〉offi∣∣∣
≤ 1
n + 1
λ2coff
c˜m
∑
k1:n
1
2
|k1:n|2|ϕˆn(k1:n)|2 n
2
σNm(8bm(µ+
1
2
|k1:n|2), zm+1(n))
(3.46)
where c˜m
def
= cmfm+1(n) ifm is odd, while c˜m
def
= cm/fm+1(n) ifm is even. Ifm = 2, (3.46)
still holds but with σN2 ≡ 1.
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Proof. We begin with the off-diagonal terms of the first type defined in (3.29). By
symmetry, all the summands can be bounded similarly, therefore we will focus on that
corresponding to i = (1, 1) and j = (2, 3), which in turn can be written as
λ2
π2(n+ 1)2
∑
j1:3,k3:n
c(j1, j2)
|j1||j2|
c(j1, j3)
|j1||j3| ϕˆn(j1 + j2, j3, k3:n)ϕˆn(j1 + j3, j2, k3:n) (3.47)
× |j1 + j2||j1 + j3|J
N
j1,j2
JNj2,j3
µ+ 1
2
(|j1:3|2 + |k3:n|2)(1 + c˜m[σNm(bm(µ+ 12(|j1:3|2 + |k3:n|2)), zm+1)− am])
where am is 0 if m is odd and fm+1 otherwise, we used the abbreviation zm = zm(n)
together with (3.16) and, form even, we exploited that, thanks to JN , (|j1:3|2+|k3:n|2)∨1 =
|j1:3|2 + |k3:n|2. In the rest of the proof we will omit the subscript of z since it will not
change.
In order to control the absolute value of the previous, we first bound the factors
c(j1, j2)/(|j1||j2|), c(j1, j3)/(|j1||j3|) by 1 in absolute value, neglect 1 − c˜mam > 0 inside
the parenthesis in the denominator (recall that for m even cm < 1) and denote the product
of the indicators by JNj1:3 . Moreover, define Φn(ℓ1:n)
def
= ϕˆn(ℓ1:n)
∏n
i=1 |ℓi|, so that the sum
can be upper bounded by
∑
j1:3,k3:n
|Φn(j1 + j2, j3, k3:n)||Φn(j1 + j3, j2, k3:n)|JNj1:3
|j2||j3|(µ+ c˜mΓσNm(bm(µ+ Γ), z))
∏n
i=3 |ki|2
≤
∑
j1:3,k3:n
|Φn(j1 + j2, j3, k3:n)|2∏n
i=3 |ki|2
JNj1:2
|j2||j3|(µ+ c˜mΓ)σNm(bm(µ+ Γ), z))
=
∑
k1:n
|ϕˆn(k1:n)|2|k1|2|k2|
∑
j1+j2=k1
JNj1:2
|j2|(µ+ c˜mΓ′)σNm(bm(µ+ Γ′)), z))
where we set Γ = 1
2
(|j1:3|2 + |k3:n|2) and Γ′ = 12(|j1:2|2 + |k2:n|2), in the first passage we
estimated the product of the Φn’s by half the sum of their squares and in the second we
renamed the variables (j3 = k2). Let us point out that in casem = 2, in all the inequalities
above there is no σNm in the denominator.
Concerning the inner sum, by (A.1) and since σm is monotonically decreasing in the
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first variable, we have
∑
j1+j2=k1
JNj1:2
|j2|(µ+ c˜m2 (|j1:2|2 + |k2:n|2)σNm(bm(µ+ 12 (|j1:2|2 + |k2:n|2)), z))
≤ 1
N
∑
|j2/N |≤1
1
N2
1
|j2/N | ×
× 1
(µN +
c˜m
8
(|j2/N |2 + αN )σNm(4bm(µN + 12(|j2/N |2 + αN )), z))
.
1
N
∫ 1
0
d̺
µN +
c˜m
8
(̺2 + αN )σm(4bm(µN +
1
2
(̺2 + αN )), z)
(3.48)
where we adopted the notations in (3.39) and the last bound follows by Lemma A.5 and the
use of polar coordinates. Now, ifm = 2, then, modulo constants, (3.48) is bounded above
by
1
N
∫ 1
0
d̺
µN +
1
2
(̺2 + αN )
.
1
N
1√
αN
=
1√
|k1:n|2
.
For m > 2, notice that, if µN ≤ αN , then the denominator in the integral can be trivially
bounded from below by
µN +
c˜m
8
(̺2 + αN )σm & c˜m(µN +
1
2
(̺2 + αN ))σm (3.49)
where we omitted the arguments of σm since they do not change. Thus, there exists a
constant C > 0 such that (3.48) can be bounded from above by
Cbm
c˜mN
∫ 1
0
d̺
4bm(µN +
1
2
(̺2 + αN ))σm(4bm(µN +
1
2
(̺2 + αN )), z)
=
C
√
bm
c˜mN
∫ √2bm
0
d̺
(̺2 + 4bm(
1
2
αN + µN ))σm(̺2 + 4bm(
1
2
αN + µN ), z)
.
1
c˜mN
1√
µN +
1
2
αN
1
σm(8bm(µN +
1
2
αN ), z)
.
1
c˜m
1√|k1:n|2
1
σNm(8bm(µ+
1
2
|k1:n|2), z)
(3.50)
where we applied Lemma A.4, which holds since σm satisfies its assumptions.
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If instead µN > αN , then we split the integral in (3.48) according to ̺ >
√
µN and
̺ ≤ √µN . In the former case, we first bound the denominator as in (3.49) and then extend
the integral to the interval [0, 1] so that we can exploit (3.50). For the latter, notice that
σm(4bm(µN +
1
2
(̺2 + αN )), z) ≥ σm(8bm(µN + 1
2
αN ), z) (3.51)
which implies
1
N
∫ √µN
0
d̺
µN +
c˜m
8
(̺2 + αN )σm(4bm(µN +
1
2
(̺2 + αN )), z)
.
1
c˜mN
1
σm(8bm(µN +
1
2
αN ), z)
∫ √µN
0
d̺
̺2 + αN
.
1
c˜mN
1√
αN
1
σm(8bm(µN +
1
2
αN ), z)
=
1
c˜m
1√|k1:n|2 1σNm(8bm(µ+ 12 |k1:n|2), z)
where in the first passage we neglected µN . Overall, we have shown that there exists a
constant C > 0 such that (3.47) is bounded above by
C
c˜m
λ2
(n+ 1)2
∑
k1:n
|ϕˆn(k1:n)|2|k1|2 |k2|√|k1:n|2
1
σNm(8bm(µ+
1
2
|k1:n|2), z)
≤ C
c˜m
λ2
(n + 1)2n
∑
k1:n
|ϕˆn(k1:n)|2|k1:n|2 1
σNm(8bm(µ +
1
2
|k1:n|2), z)
.
(3.52)
Thanks to (3.31), it follows that∣∣∣〈AN− (µ−L0(1 + c˜mSNm ))−1AN+ϕn, ϕn〉off1∣∣∣
.
1
c˜m
λ2
(n+ 1)2n
∑
i,j∈I1
∑
k1:n
|ϕˆn(k1:n)|2|k1:n|2 1
σNm(8bm(µ+
1
2
|k1:n|2), z)
.
λ2
c˜m
1
n+ 1
∑
k1:n
|ϕˆn(k1:n)|2|k1:n|2 n
σNm(8bm(µ+
1
2
|k1:n|2), z)
(3.53)
which in particular implies that the first summand at the left hand side of (3.46) is controlled
by the right hand side.
For the off-diagonal terms of second type, we proceed similarly. Adopting the same
notations as in (3.47), the summand in (3.30) corresponding to i = (1, 3), j = (2, 4) equals
λ2
π2(n + 1)2
∑
j1:4,k4:n
c(j1, j2)
|j1||j2|
c(j3, j4)
|j3||j4| ϕˆn(j1 + j2, j3:4, k4:n)ϕˆn(j1:2, j3 + j4, k4:n) (3.54)
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× |j1 + j2||j3 + j4|J
N
j1,j2J
N
j3,j4
µ+ 1
2
(|j1:4|2 + |k4:n|2)(1 + cm[σNm(bm(µ+ 12(|j1:4|2 + |k4:n|2)), z)− am])
.
By retracing the same steps as in the proof of the bound on the off-diagonal terms of the
first type, we see that the sum above is upper bounded by
∑
k1:n
|ϕˆn(k1:n)|2|k1|2|k2||k3|
∑
j1+j2=k1
JNj1,j2
|j1||j2|(µ+ c˜mΓσNm(bm(µ+ Γ)), z))
≤ 2
∑
k1:n
|ϕˆn(k1:n)|2|k1||k2||k3|
∑
j1+j2=k1
JNj1,j2
|j2|(µ+ c˜mΓσNm(bm(µ+ Γ), z))
where we set Γ = 1
2
(|j1:2|2 + |k2:n|2), and we used that, since j1 + j2 = k1, the modulus of
at least one of the two must be bigger than |k1|/2. Hence, we can proceed as in (3.48) so
that, again, there exists a constant C > 0 such that the previous is bounded above by
C
c˜m
∑
k1:n
|ϕˆn(k1:n)|2 |k1||k2||k3|√|k1:n|2
1
σNm(8bm(µ+
1
2
|k1:n|2), z)
≤ C
c˜m
1
n
∑
k1:n
|ϕˆn(k1:n)|2|k1:n|2 1
σNm(8bm(µ+
1
2
|k1:n|2), z)
.
(3.55)
Thanks to (3.31), it follows that∣∣∣〈AN− (µ−L0(1 + c˜mSNm ))−1AN+ϕn, ϕn〉off2∣∣∣
.
λ2
c˜m
1
n(n + 1)2
∑
i,j∈I0
∑
k1:n
|ϕˆn(k1:n)|2|k1:n|2 1
σNm(8bm(µ+
1
2
|k1:n|2), z)
.
λ2
c˜m
1
n+ 1
∑
k1:n
|ϕˆn(k1:n)|2|k1:n|2 n
2
σNm(8bm(µ+
1
2
|k1:n|2), z)
(3.56)
which completes the proof.
3.1.3 Proof of Proposition 3.4
We begin by showing that (3.19) =⇒ (3.20) and, as argued above, we can focus on the
operator on the right hand side of (3.23). For any ϕn ∈ ΓL2n, we decompose
〈(µ−L0(1 + c2k+1SN2k+1))−1AN+ϕn,AN+ϕn〉ΓL2n+1 (3.57)
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into its diagonal and off-diagonal terms as in (3.28)– (3.30). For the diagonal term, we
simply apply Lemma 3.6. For the off-diagonals instead, we will exploit Lemma 3.8. Notice
at first that the following term on the right hand side of (3.46) can be bounded as
n2λ2coff
σN2k+1(8(µ+
1
2
|k1:n|2), z2k+2(n))
≤ n
2λ2coff
σN
2k+1(8Γ, z2k+2(n))
=
n2λ2coff
LN (8Γ, z2k+2(n))
LBNk−1(8Γ, z2k+2(n))
≤ n
2λ2coff
LN (8Γ, z2k+2(n))
LBNk (
5
4
Γ, z2k+2(n)) ≤ c−LBNk (54 (µ+ 12(|k1:n|2 ∨ 1)), z2k+2(n))
where, to shorten the notation we wrote Γ
def
= µ + 1
2
(|k1:n|2 ∨ 1) and the last passage is a
consequence of
n2λ2coff
LN (8Γ, z2k+2(n))
≤ n
2λ2coff
λ2z2k+2(n)
=
n2coff
K(n + 2k + 2)2
≤ c− (3.58)
(see the definition of K right after (3.14)). Thanks to (3.35), (3.46) and the previous
bounds, we get
〈(µ−L0
(
1 + c2k+1S
N
2k+1
)
)
−1
A
N
+ϕn,A
N
+ϕn〉ΓL2n+1
≥ 〈(µ−L0(1 + c2k+1SN2k+1))−1AN+ϕn,AN+ϕn〉Diag
−
∑
i=1,2
∣∣∣〈(µ−L0(1 + c2k+1SN2k+1))−1AN+ϕn,AN+ϕn〉offi∣∣∣
≥ 1
n+ 1
c−
c2k+1f2k+2(n)
∑
k1:n
1
2
|k1:n|2|ϕˆn(k1:n)|2 ×
×
[
2LBNk (
5
4
Γ, z2k+2(n))− f2k+2(n)− LBNk (54Γ, z2k+2(n))
]
=
1
n+ 1
c−
c2k+1
〈(−L0)SN2k+2ϕn, ϕn〉ΓL2n .
(3.59)
As a consequence, for ϕ = (ϕn)n ∈ ΓL2, by (3.27), we have
〈−AN−
(
µ−L0
(
1 + c2k+1S
N
2k+1
))−1
A
N
+ϕ, ϕ〉ΓL2
=
∑
n≥0
(n+ 1)!〈(µ−L0(1 + c2k+1SN2k+1))−1AN+ϕn,AN+ϕn〉ΓL2n+1
≥ c−
c2k+1
∑
n≥0
n!〈(−L0)SN2k+2ϕn, ϕn〉ΓL2n =
c−
c2k+1
〈(−L0)SN2k+2ϕ, ϕ〉ΓL2
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which implies (3.20).
We now turn to the proof of (3.21) =⇒ (3.22) for which we can focus on the operator
on the right hand side of (3.24). Similarly to what was done above, for any ϕn ∈ ΓL2n, we
decompose the expression in (3.57), in which 2k+2 replaces 2k+1, into diagonal and off
diagonal terms. For the off-diagonals, by (3.46) and Lemma A.3, we have
n2λ2coff
σN2k+2(10Γ, z2k+3(n))
=
n2λ2coff
LN (10Γ, z2k+3(n))
UBNk (10Γ, z2k+3(n))
≤ n
2λ2coff
λ2z2k+3(n)
UBNk (Γ, z2k+3(n)) ≤ c−UBNk (µ+ 12 |k1:n|2, z2k+3(n))
where the last bound is a consequence of (3.58) and to shorten the notation we wrote
Γ = µ+ 1
2
|k1:n|2. Then, by Lemmas 3.7 and 3.8 and since c− < c+, we have
〈(µ−L0(1 + c2k+2SN2k+2))−1AN+ϕn,AN+ϕn〉ΓL2n+1
≤ 1
n+ 1
(λ2 + 1)2c+
c2k+2
f2k+3(n)
∑
k1:n
1
2
|k1:n|2|ϕˆn(k1:n)|2UBNk (µ+ 12 |k1:n|2, z2k+3(n))
=
1
n + 1
(λ2 + 1)2c+
c2k+2
〈(−L0)SN2k+3ϕn, ϕn〉L2(T2n) .
Hence, for ϕ = (ϕn)n ∈ ΓL2, by (3.27), we have
〈 −AN−
(
µ−L0
(
1 + c2k+2S
N
2k+2
))−1
A
N
+ϕ, ϕ〉ΓL2
=
∑
n≥0
(n+ 1)!〈(µ−L0(1 + c2k+2SN2k+2))−1AN+ϕn,AN+ϕn〉L2(T2(n+1))
≤ (λ
2 + 1)2c+
c2k+2
∑
n≥0
n!〈(−L0)SN2k+3ϕn, ϕn〉L2(T2n) ≤
(λ2 + 1)2c+
c2k+2
〈(−L0)SN2k+3ϕ, ϕ〉ΓL2
and the proof is concluded (just redefine c+ to be equal 2c+).
3.2 The operator −AN+ (µ−L0)−1AN−
We now come to the other operator we need to estimate in order to control (3.10), namely
−AN+ (µ−L0)−1AN− . In view of (3.25) we need an upper bound on this operator (as lower
bound we will simply use that −AN+ (µ −L0)−1AN− is positive). Note, however, that we
only need to analyse its action on elements of the second Wiener chaos. This is because,
in (3.10), nNϕ belongs to the second chaos, andL0 and H
N
n (and also−AN+ (µ−L0)−1AN− )
leave the order of the chaos unchanged. We have the following lemma.
The variance of the nonlinearity 33
Lemma 3.9 There exists a constant c > 0 such that for any ϕ ∈ ΓL22 and any function
G : R+ 7→ [1,∞),
−〈AN+ (µ−L0)−1AN−ϕ, ϕ〉ΓL22 (3.60)
≤ cλ2
∑
ℓ,m
JNℓ,mg(|ℓ+m|)
1
2
(|ℓ|2 + |m|2)G(µ+ 1
2
(|ℓ|2 + |m|2))|ϕˆ(ℓ,m)|2 ,
where
g(|k|) def= |k|
2
µ+ 1
2
|k|2
∑
ℓ+m=k
JNℓ,m
1
2
(|ℓ|2 + |m|2)G(µ+ 1
2
(|ℓ|2 + |m|2)) . (3.61)
Proof. Notice that, by Lemma 2.1,
〈(µ−L0)−1AN−ϕ2,AN−ϕ2〉ΓL22
=
4λ2
π2
∑
k
1
µ+ 1
2
|k|2
( ∑
ℓ+m=k
|m|c(k,−ℓ)|ℓ||k| J
N
ℓ,mϕˆ(ℓ,m)
)2
.
(3.62)
We begin by analysing the inner sum and we treat differently the small and the large values
of ℓ. For lightness of notation, we write
′∑
ℓ+m=k
. . .
def
=
∑
ℓ+m=k
JNℓ,m . . . .
We consider first the case |ℓ| ≤ 2|k|. Note that |m| = |ℓ− k| ≤ 3|k|, hence
∣∣∣ ′∑
ℓ+m=k
|ℓ|≤2|k|
|m|c(k,−ℓ)|ℓ||k| ϕˆ(ℓ,m)
∣∣∣ ≤ 3|k| ′∑
ℓ+m=k
|ℓ|≤2|k|
|ϕˆ(ℓ,m)| . (3.63)
To continue, we multiply and divide by (1
2
(|ℓ|2 + |m|2))12G(µ+ 1
2
(|ℓ|2 + |m|2))12 and apply
the Cauchy-Schwarz inequality. This readily gives the desired contribution.
Next we consider the case |ℓ| > 2|k|. Since ϕ is symmetric, so is Φ(ℓ,m) def=
|ℓ||m|ϕˆ(ℓ,m), hence, the summand in the inner sum at the right hand side of (3.62)
can be rewritten as∑
ℓ+m=k
|ℓ|>2|k|
1
|k|
c(k,−ℓ)
|ℓ|2 Φ(ℓ, k − ℓ) =
∑
ℓ+m=k
|ℓ|>2|k|
1
2|k|
(
c(k,−ℓ)
|ℓ|2 +
c(k, ℓ− k)
|k − ℓ|2
)
Φ(ℓ, k − ℓ) .
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A direct computation using the definition of c(k, ℓ) shows that the summand equals
−c(k, k)
2|k|
|ℓ|
|k − ℓ| ϕˆ(ℓ, k − ℓ)+
1
2|k|c(k, ℓ)
(
1
|k − ℓ|2 −
1
|ℓ|2
)
Φ(ℓ, k − ℓ) .
Since |ℓ| > 2|k|, 3|ℓ|/2 ≥ |k − ℓ| ≥ |ℓ|/2. Therefore,
∣∣∣c(k, k)
2|k|
′∑
ℓ+m=k
|ℓ|>2|k|
|ℓ|
|k − ℓ| ϕˆ(ℓ, k − ℓ)
∣∣∣ ≤ |k| ′∑
ℓ+m=k,|ℓ|≥2|k|
|ϕˆ(ℓ, k − ℓ)| (3.64)
that can be estimated as (3.63). To estimate the second summand above we note that, since
|c(k, ℓ)| ≤ |k||ℓ|, we have
|c(k, ℓ)||k − ℓ||ℓ|
∣∣∣ 1|k − ℓ|2 − 1|ℓ|2
∣∣∣ ≤ |k| ||ℓ|2 − |k − ℓ|2||k − ℓ| ≤ |k|
2|2ℓ− k|
|k − ℓ| . |k|
2 .
Thus,
∣∣∣ 1
2|k|
′∑
ℓ+m=k
|ℓ|>2|k|
c(k, ℓ)
(
1
|k − ℓ|2 −
1
|ℓ|2
)
Φ(ℓ, k − ℓ)
∣∣∣ . |k| ′∑
ℓ+m=k
|ℓ|>2|k|
|ϕˆ(ℓ, k − ℓ)| , (3.65)
which once again can be bounded as (3.63). Hence, the result follows.
In view of Theorem 3.3 and the definition of the operators {SN2k+1}k in (3.17), a special
role will be played by the case in which the function G is chosen to depend on k ∈ N and
is of the form G(x)
def
= UBNk−1(x, z2k+1(2)).
Lemma 3.10 In the setting of Lemma 3.9, chooseG asG(x)
def
= UBNk−1(x, z2k+1(2)). Then,
there exists a constant c0 > 0 independent of µ, k and N for which
g(|j|) ≤ c0 |j|
2
µ+ 1
2
|j|2 ×
{
log(µ/|j|2)
UBN
k−1(8µ,z2k+1(2))
+ 1+µN
λ2
LBNk (8µ, z2k+1(2)) , if |j|2 ≤ µ
1+µN
λ2
LBNk (4(µ+
1
2
|j|2), z2k+1(2)) , if |j|2 > µ.
(3.66)
Proof. Note that with our choice of G it is enough to estimate
∑
ℓ+m=j
JNℓ,m
(|ℓ|2 + |m|2)UBNk−1(µ+ 12 (|ℓ|2 + |m|2), z2k+1(2))
.
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Thanks to (A.1), and by an immediate extension of Lemma A.5, the previous is upper
bounded by∑
1/N≤|ℓ/N |≤1
1
N2
1
1
4
(|ℓ/N |2 + |j/N |2)UBk−1(4(µN + 12(|ℓ/N |2 + |j/N |2), z2k+1(2))
.
∫ 1
0
̺ d̺
(̺2 + |j/N |2)UBk−1(4(µN + 12(̺2 + |j/N |2)), z2k+2(2))
.
∫ 1
|j/N |2
d̺
̺UBk−1(4(µN + ̺), z2k+1(2))
where in the last line we enlarged the integration interval by using that |j/N | ≤ 1, which
holds for all values of j appearing above, because by definition JNℓ,m is zero if |j| =
|ℓ+m| > N . We now distinguish two cases, depending on the relation between µ and |j|2.
If |j|2 ≤ µ, then we split the integral as
(∫ µN
|j/N |2
+
∫ 1
µN
) d̺
̺UBk−1(4(µN + ̺), z2k+1(2))
=: I1 + I2 .
For I1 we exploit the fact that UB is decreasing, so that
I1 ≤ 1
UBk−1(8µN , z2k+1(2))
∫ µN
|j/N |2
d̺
̺
=
log(µ/|j|2)
UBNk−1(8µ, z2k+1(2))
.
For the other integral we have
I2 .
∫ 1
µN
d̺
4(µN + ̺)UBk−1(4(µN + ̺), z2k+1(2))
. (1 + µN )
∫ 4(1+µN )
8µN
d̺
(̺2 + ̺)UBk−1(̺, z2k+1(2))
.
1 + µN
λ2
LBNk (8µ, z2k+1(2)) ,
where we used (A.6). If instead |j/N |2 > µN , then, proceeding as in the bound for I2 we
get∫ 1
|j/N |2
d̺
̺UBk−1(4(µN + ̺), z2k+1(2))
.
∫ 1
|j/N |2
d̺
4(µN + ̺)UBk−1(4(µN + ̺), z2k+1(2))
.
1 + µN
λ2
LBNk (4(µ+
1
2
|j|2), z2k+1(2)) ,
and the statement follows.
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3.3 Estimating BNϕ (µ)
Based on the results obtained above, we are ready to formulate and prove the main result of
this section (and arguably of the entire paper). In the next proposition, we provide both an
upper and a lower bound on the Laplace transform of the second moment of BNϕ (t) given
in (3.1). We will adopt the same notations and conventions introduced at the beginning of
Section 3.1.
Proposition 3.11 LetN ∈ N, hN be the solution of (2.2) andϕ ∈ L2(T2) be a test function.
Let BNϕ be defined as in (3.3). For λ > 0, let δ = 1/(8C
2
fin) (with Cfin = Cfin(λ) > 1 as
in Theorem 3.3; recall in particular that Cfin does not diverge as λ → 0). There exists a
constant C = C(λ) > 0 such that
(UB) for all N ∈ N and µ > 0
B
N
ϕ (µ) ≤
C
µ
[
LN (µ, 0)
]1−δ
‖ϕ‖2L2(T2) (3.67)
where LN (µ, 1) is defined according to (3.11) and (3.14);
(LB) for all N ∈ N, k ∈ N and 0 < µ ≤ N2,
B
N
ϕ (µ) ≥
1
C µ
[
LBNk (
5
2
(µ+ 1), z2k+1(2))− f2k+1(2)
2
]
(3.68)
×
∑
|j|2≤µ
|ϕˆ(j)|2
C2k+1fin f2k+1(2)+
|j|2
µ
LBNk (4µ, z2k+1(2))
.
Proof. We use (3.3) and we focus on the scalar product at its right hand side. Throughout
the proof, in order to lighten the notation we omit the subscript “ΓL2” in all scalar products
appearing below.
Let us begin with (UB). By Lemma 3.1 together with the fact that−AN+ (µ−L0)−1AN−
is a positive operator, for any k ∈ N we have
〈nNϕ , (µ−LN )−1nNϕ 〉 ≤ 〈nNϕ , (µ−L0 + HN2k+2 −AN+ (µ−L0)−1AN− )−1nNϕ 〉
≤ 〈nNϕ , (µ−L0 + HN2k+2)−1nNϕ 〉 ≤ 〈nNϕ , (µ−L0(1 + C−2k−2fin SN2k+2))−1nNϕ 〉 ,
(3.69)
where in the last passage we applied Theorem 3.3. Recalling the definition of nNϕ in (3.2)
and (3.4), and observing that the operator (µ − L0(1 + C−2k−2fin SN2k+2))−1 is diagonal in
Fourier space, the right hand side equals
2λ2
∑
j∈Z2
|ϕˆ(j)|2
∑
ℓ+m=j
(KNℓ,m)
2
µ+ Γ
(
1 + 1
C2k+2
fin
f2k+2(2)
[LBNk (
5
4
(µ+ Γ), z2k+2(2))− f2k+2(2)]
) ,
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where we adopted the convention Γ = 1
2
(|ℓ|2+ |m|2)∨1. Note that the inner sum (for fixed
j) is precisely of the form (3.43), except that |k2:n| is set to zero. Therefore, proceeding as
in the proof of Lemma 3.7 and introducing the constant R = 2C2fin, we obtain
〈nNϕ ,(µ−LN )−1nNϕ 〉
. C2k+2fin f2k+2(2)
∑
j∈Z2
|ϕˆ(j)|2UBNk (µ+ |j|2/2, K(2k + 4)2)
. Rk‖ϕ‖2L2(T2)UBNk (µ,K(2k + 4)2) . ‖ϕ‖2L2(T2)LN (µ, 0)
Rk
LBNk (µ, 0)
(3.70)
where the constant implicit in the inequality . can depend on λ; in the second to third
inequality we used the fact that UBk is decreasing with respect to its first argument, the
definition of f2k+2(2) and z2k+2(2) in (3.15), while the last bound holds because of the
definition of UBk in (3.12) and provided that
k .
√
log
(
1 +
1
µN
)
. (3.71)
At this point, it remains to optimise over k in order to obtain the smallest possible upper
bound, and check that such value of k satisfies (3.71).
By (3.12) and Stirling’s formula, for any k we have
Rk
LBNk (µ, 0)
≤ R
kk!
(1
2
log LN (µ))k
≤ e
√
k exp
[
k log
( 2Rk
e log LN (µ, 0)
)]
.
We choose then k = k(µ,N) as
k(µ,N)
def
=
⌊
log LN (µ, 0)
2R
⌋
. (3.72)
Notice that since R > C2fin and Cfin is proportional to (1+ λ
2), the right hand side of (3.72)
satisfies (3.71) for any value of λ > 0 (and the constant implicit in . is independent of λ,
although we do not need this fact). Therefore, collecting what has been done so far, we
obtain that for every µ > 0 and N ∈ N
Rk(µ,N )
LBNk(µ,N )(µ, 0)
.
√
log LN (µ, 0)
2R
LN (µ, 0)−
1
2R . LN (µ, 0)−δ (3.73)
for any δ < 1/(2R) (and in particular for δ = 1/(4R) = 1/(8C2fin)), where we emphasise
that the constant hidden in the . is independent of µ and N . Plugging (3.73) into (3.70)
and recalling (3.3), we conclude the proof of (UB).
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We now turn to (LB). Arguing as in (3.69), for any k ∈ N we have
〈nNϕ , (µ−LN )−1nNϕ 〉 ≥ 〈nNϕ , (µ−L0 + HN2k+1 − AN+ (µ−L0)−1AN− )−1nNϕ 〉 . (3.74)
For HN2k+1 we use the upper bound provided by Theorem 3.3 while for−AN+ (µ−L0)−1AN−
we use Lemma 3.9 with the choice G(x)
def
= UBNk−1(x, z2k+1(2)). Hence, (3.74) is bounded
below by
2λ2
∑
j
|ϕˆ(j)|2
∑
ℓ+m=j
(KNℓ,m)
2
µ+ Γ(1 + Fk(j)UB
N
k−1(µ+ Γ, z2k+1(2)))
(3.75)
where we set Γ = 1
2
(|ℓ|2 + |m|2) and we introduced Fk(j) def= C2k+1fin f2k+1(2) + cλ2g(|j|)
for k ∈ N and j ∈ Z2, in which c is the constant that appears in (3.60) and g is defined in
(3.61). Also in this case, the inner sum in (3.75) has the same structure as in (3.36), so that,
proceeding as in the proof of Lemma 3.6, by (3.40) and (3.41), we obtain
∑
ℓ+m=j
(KNℓ,m)
2
µ+ Γ(1 + Fk(j)UB
N
k−1(µ+ Γ, z2k+1(2)))
&
1
Fk(j)λ2
[
LBk(
5
4
(µN +
1
2
(|j/N |2 ∨N−2)), z2k+1(2))− 1
2
f2k+1(2)
]
.
(3.76)
Restricting to |j|2 ∨ 1 ≤ µ, exploiting the fact that LBk is decreasing in the first argument
and plugging the expression for Fk(j) back in, we see that, for all k ∈ N (modulo constants
independent of µ, k and N) (3.75) is lower bounded by[
LBk(
5
2
µ˜N , z2k+1(2))− f2k+1(2)
2
] ∑
|j|2≤µ
|ϕˆ(j)|2
C2k+1fin f2k+1(2) + λ
2g(|j|) , (3.77)
where we defined µ˜N
def
= (µ + 1)N−2. We are left to deal with the denominator in the sum
in (3.77) for which we need Lemma 3.10.
Since |j|2 ≤ µ ≤ N2 (in particular µN ≤ 1) for any k ∈ N we have
g(|j|) . |j|
2
µ
( log(µ/|j|2)
UBNk−1(8µ, z2k+1(2))
+
1
λ2
LBNk (8µ, z2k+1(2))
)
.
|j|2
λ2µ
(
LBNk−1(8µ, z2k+1(2)) + LB
N
k (8µ, z2k+1(2))
)
.
|j|2
λ2µ
LBNk (4µ, z2k+1(2))
where, in the passage from the first to the second line we exploited the definition of UBk−1
and of L, while in the last the monotonicity of LBk with respect to its first argument and
the fact that for all k, LBk−1 ≤ LBk. Recalling (3.3), we deduce (3.68).
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4 Proof of the main results
This section is devoted to the proofs of the main theorems. We begin with the bulk
diffusivity, since, as wewill see, the boundswe aim at follow directly from Proposition 3.11.
4.1 The bulk diffusivity: proof of Theorem 1.1
At first we provide an equivalent formulation of the bulk diffusivity DN defined in (1.6),
which shows that DN represents the average speed at which the mass of the solution HN
spreads in time.
Lemma 4.1 For N ∈ N, let DN be the bulk diffusivity defined in (1.6). Then, for all
N ∈ N and t > 0, the following equality holds
tDN (t) = t+N
2
E[BNe0(t/N
2)2] (4.1)
where BN was defined in (3.1) and e0 ≡ 12π is the 0-th Fourier basis element.
Proof. Notice at first, that in view of the scaling relation (2.1) and the definition of NN
in (3.2), it is immediate to see that for any N ∈ N and t ≥ 0
tDN (t) = t+ 2λ
2N2
∫ t/N2
0
∫ s
0
∫
T2
E
[
N
N [uN ](r, 0)NN [uN ](0, x)]
]
dxdrds . (4.2)
Now, the process uN with white noise initial condition is translation invariant in law, which
implies that, for every r ≥ 0, the spatial integral in the second summand on the right hand
equals
1
4π2
∫
T2
∫
T2
E
[
N
N [uN ](r, y)NN [uN ](0, x+ y)]
]
dxdy
= E
[
N
N [uN (s)](e0)N
N [uN (0)](e0)]
]
where the last passage can be obtained by integrating first in x and then in y. To conclude
it is sufficient to note that for any t ≥ 0∫ t
0
∫ s
0
E
[
N
N [uN (s)](e0)N
N [uN (0)](e0)]
]
drds =
1
2
E
[( ∫ t
0
N
N [uN (s)](e0)ds
)2]
.
The advantage of (4.1) is that the bulk diffusivity DN is expressed in terms of an
observable of the form (3.1) so that the results in the previous section are directly applicable.
We are now ready to prove Theorem 1.1.
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Proof of Theorem 1.1. Thanks to (4.1) and (3.3), it is immediate to show that for every
N ∈ N
DN (µ) = µ
∫ ∞
0
e−µttDN (t)dt =
1
µ
+N2BNe0(µN
2) .
Therefore, it remains to bound the second summand, for which we exploit Proposition 3.11.
We begin with the upper bound. Notice that (3.67) gives
N2BNe0(µN
2) ≤ C
µ
[
LN (µN2, 0)
]1−δ
=
C
µ
[
L(µ, 0)
]1−δ
from which (1.8) follows. For the lower bound instead, (3.68) implies that for all k ∈ N,
µ > 0 we have
liminf
N→∞
N2BNe0(µN
2) ≥ 1
C µ
[LBk(52(µ+ 1), z2k+1(2))
C2k+1fin f2k+1(2)
− 1
2C2k+1fin
]
. (4.3)
We now proceed similarly to what done in the proof of Proposition 3.11(UB) and therefore,
inwhat follows,wewill adopt the same notations therein. Let us choose k = k(µ)
def
= k(µ, 1),
the latter being defined according to (3.72). Notice that, with this choice of k and for µ
small enough, we can neglect the negative term in (4.3), since by (3.73) for any δ < 1
2R
,
LBk(µ)(
5
2
µ, z2k(µ)+1(2))
C2k(µ)+1fin f2k(µ)+1(2)
& L(µ, 0)δ and
1
C2k(µ)+1fin
≤ L(µ, 0)− logCfinR (4.4)
and the first is diverging for µ → 0 while the second is going to 0. The conclusion then
follows at once.
4.2 The diffusive scaling: proof of Theorem 1.2
In order to prove Theorem 1.2, we first consider the weak formulation of AKPZ on the
torus of side length 1 and separately analyse each of the three summands appearing on the
right hand side of (2.2). More precisely, let ϕ be a smooth test function and N fixed, then,
for all t ≥ 0, hN satisfies
hN (t)[ϕ]− hN (0)[ϕ] = 1
2
∫ t
0
hN (s)[∆ϕ]ds︸ ︷︷ ︸
ANϕ (t)
+BNϕ (t) +
∫ t
0
ξ(ds)[ϕ]︸ ︷︷ ︸
CNϕ (t)
, (4.5)
where BNϕ (t), the integral in time of the nonlinearity, was defined in (3.1). We recall that
BNϕ is a centered random variable, and the same can be easily verified for A
N
ϕ , C
N
ϕ . Now,
BNϕ , more precisely the Laplace transform of its second moment, has been thoroughly
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studied in the previous section. In the following proposition, we derive suitable bounds on
the second moments ofANϕ and C
N
ϕ and on their Laplace transforms. To that end we define
A
N
ϕ (µ)
def
= µ
∫ ∞
0
e−µtEANϕ (t)
2 dt and CNϕ (µ)
def
= µ
∫ ∞
0
e−µtECNϕ (t)
2 dt (4.6)
for µ > 0.
Proposition 4.2 LetN ∈ N, hN be the solution of (2.2) and ϕ ∈ L2(T2) be a test function.
Let ANϕ (t) and C
N
ϕ (t) be defined according to (4.5). Then, there exists a constant c > 0
independent of N and ϕ such that for every t, µ > 0 we have
EANϕ (t)
2 ≤ ct‖ϕ‖2L2(T2) and ANϕ (µ) ≤
c
µ
‖ϕ‖2L2(T2) , (4.7)
ECNϕ (t)
2 = t‖ϕ‖2L2(T2) and CNϕ (µ) =
1
µ
‖ϕ‖2L2(T2) . (4.8)
Proof. The result on the Laplace transform is an immediate consequence of that onANϕ and
CNϕ . The first identity in (4.8) is straightforward and follows from an explicit computation
that uses the correlation structure of the white noise ξ. Regarding ANϕ (t) note that we can
write
ANϕ (t) =
1
2
∫ t
0
uN (s)[(−∆)1/2ϕ]ds , (4.9)
where uN is the solution of the stochastic Burgers equation (2.3). Therefore, (4.7) follows
from [CES20, Lemma 4.3].
The previous statement was the missing ingredient needed in the proof of Theorem 1.2.
Proof of Theorem 1.2. Notice at first that, given any test function ϕ, by the definition of
HεN [ϕ] in (1.11) and the equality in law (2.1), it follows that
V
ε,N
ϕ (µ) = V
N−1,1
ϕ(εN)
(ε2N2µ)
where, for any a > 0, ϕ(a) is given as in the introduction, i.e. ϕ(a)(·) = a2ϕ(a·). In view of
the decomposition (4.5), we have
V
N−1,1
ϕ(εN)
(ε2N2µ) . ANϕ(εN)(ε
2N2µ)+ BNϕ(εN)(ε
2N2µ)+ CNϕ(εN)(ε
2N2µ)
so that, since ‖ϕ(Nε)‖2L2(T2) = (Nε)2‖ϕ‖2L2(R2), the bound (1.15) follows immediately from
Propositions 4.2 and 3.11(UB).
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We now turn to the lower bounds. To that end note that for any µ > 0, we have
V
N−1,1
ϕ(εN)
(ε2N2µ) & BNϕ(εN)(ε
2N2µ)− ‖ϕ‖L2(R2)√
µ
√
BN
ϕ(εN)
(ε2N2µ)− ‖ϕ‖
2
L2(R2)
µ
(4.10)
where we exploited once more the decomposition (4.5), the Cauchy-Schwarz inequality to
control the cross products as well as Proposition 4.2, to bound the occurrences of ANϕ and
C
N
ϕ . Now, by Proposition 3.11(LB), for any integer k ∈ N, we have
liminf
N→∞
B
N
ϕ(εN)(ε
2N2µ)
&
[
1− 1
2C2k+1fin Yk
]
lim
N→∞
1
(Nε)2
∑
|j|2≤(Nε)2µ
|ϕ̂(Nε)(j)|2
µ/Yk + |j|2/(Nε)2
(4.11)
where
Yk
def
=
LBk(
5
2
ε2µ, z2k+1(2))
C2k+1fin f2k+1(2)
(4.12)
and we used the fact that LBk is continuous and decreasing in its first argument. Since
ϕ̂(Nε)(j) = ϕˆ(p) for p
def
= j/(Nε), the sum in (4.11) reduces to
1
(Nε)2
∑
p∈Z2
Nε
|p|2≤µ
|ϕˆ(p)|2
µ/Yk + |p|2 . (4.13)
Let us consider first the case
∫
R2
ϕ(x)dx 6= 0. Since ϕ is smooth we have that
|ϕˆ(p)|2 ≥ cϕ > 0 in a neighborhood of zero, say |p| ≤ √cϕ. The limit of (4.13) as
N →∞ turns the sum into an integral which can be bounded from below as
2πcϕ
∫ √cϕ
0
̺
µ/Yk + ̺2
d̺ ≥ πcϕ
∫ cϕ
µ/Yk
d̺
̺
& cϕ log
(
cϕ
Yk
µ
)
.
Now we proceed similarly to the proof of the lower bound in Theorem 1.1. Namely, we fix
k(ε2µ)
def
= k(ε2µ, 1) as in (3.72) and we note that, since we are assuming µ ≤ ε−1, k(ε2µ)
diverges as ε → 0. Moreover, arguing once more as in the proof of Proposition 3.11(UB)
we see that also Yk(ε2µ) diverges since
Yk(ε2µ) & L(ε
2µ, 1)δ ≥
[
1 + λ2 log
(
1 +
1
ε2µ
)]δ
(4.14)
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for δ < 1/(2R). In particular, the negative term in (4.11) can be neglected and we get
liminf
N→∞
B
N
ϕ(εN)(ε
2N2µ) ≥ cϕ log

cϕ
(
1 + λ2 log
(
1 + 1
ε2µ
))δ
µ

 . (4.15)
Since µ ≥ 1 the negative terms in (4.10) are negligible with respect to the right hand side
of (4.15) so that we showed (1.13).
At last, we turn to the case
∫
R2
ϕ(x)dx = 0. The Fourier transform of ϕ vanishes
linearly around p = 0, thanks to the assumption that ϕ is C1. Therefore, |ϕˆ(p)|2 ≥ |p|2cϕ
for |p| ≤ √cϕ and as the limitN →∞ of the sum in (4.11) is lower bounded by
2πcϕ
∫ √cϕ
0
̺2
µ/Yk + ̺2
̺d̺ & cϕ
∫ √cϕ
√
µ/Yk
̺d̺ & c2ϕ1(Yk/µ)>cϕ/2 .
Together with (4.11), this gives
liminf
N→∞
B
N
ϕ(εN)(ε
2N2µ) & c2ϕ
[
1− 1
2C2k+1fin Yk
]
1(Yk/µ)>cϕ/2 . (4.16)
At this point we can proceed as in the case
∫
R2
ϕ(x)dx 6= 0. We choose k(ε2µ) as above
so that both k(ε2µ) and Yk(ε2µ) diverge as ε→ 0 and Yk(ε2µ) satisfes (4.14), with δ replaced
by any δ′ < 1/(2R) additionally satisfying δ < δ′, where δ is as in the formulation of
the theorem. In particular, since we are assuming µ ≤ (log(1/ε))δ, the indicator function
in (4.16) equals 1 for ε small enough and therefore
lim
N→∞
B
N
ϕ(εN)(ε
2N2µ) & c2ϕ ,
from which, since µ ≥ 1, (1.14) follows at once.
4.3 Large time behaviour: proof of Theorem 1.4
In order to prove Theorem 1.4, we need a refined version of the bound obtained in [CES20,
Lemma 4.3] on observables of the form in (3.1).
Lemma 4.3 Let ϕ be a test function and, forN ∈ N, let BNϕ be defined according to (3.1).
Then, for all t ≥ 0 the following bound holds
E[BNϕ (t)]
2 . λ2t
∑
|k|≤N
|ϕˆ(k)|2 log
( 1
|k/N |2 ∨N−2
)
.
Proof of the main results 44
Proof. The proof of (4.17) is extremely close to that of [CES20, Lemma 4.3] so we will
adopt the same notations and conventions therein and we will limit ourselves to sketch the
main steps, addressing the reader to the above mentioned reference for more details. Let
GN be the solution of the Poisson equationL0G
N (η)[ϕ] = λNN (η)[ϕ], which is explicitly
given by
G
N (η)[ϕ] = λ
∑
ℓ,m∈Z2
K
N
ℓ,m
|ℓ|2 + |m|2 ηˆ(ℓ)ηˆ(m)ϕˆ(−ℓ−m) .
Then, defining EN as in [CES20, eq. (4.4)], a simple Gaussian computation shows that
E[EN (GN (η)[ϕ])] = 8λ2
∑
ℓ,m∈Z2
(KNℓ,m)
2
|ℓ|2 + |m|2 |ϕˆ(−ℓ−m)|
2 .
The last sum can be bounded as follows
∑
ℓ,m∈Z2
(KNℓ,m)
2
|ℓ|2 + |m|2 |ϕˆ(−ℓ−m)|
2 .
∑
|k|≤N
|ϕˆ(k)|2
∑
ℓ+m=k
JNℓ,m
|ℓ|2 + |m|2
.
∑
|k|≤N
|ϕˆ(k)|2
∑
ℓ+m=k
|ℓ|≥|m|
JNℓ,m
|ℓ|2 .
∑
|k|≤N
|ϕˆ(k)|2
∑
N≥|ℓ|>|k|/2∨1
1
|ℓ|2
.
∑
|k|≤N
|ϕˆ(k)|2
∫
1≥|̺|>|k/N |/2∨N−2
d̺
|̺|2 .
∑
|k|≤N
|ϕˆ(k)|2 log
( 1
|k/N |2 ∨N−2
)
where we exploited the symmetry of the summand and the fact that if ℓ + m = k and
|ℓ| ≥ |m|, then necessarily |ℓ| ≥ |k|/2. The conclusion follows by [CES20, Lemma 4.1].
We are now ready to prove Theorem 1.4.
Proof of Theorem 1.4. Let ϕ be a smooth test function on R2 and g : R2 → [0, 1] be
positive, smooth and such that
∫
R2
g(y) dy = 1. For n ∈ N define gn(y) def= g(y/n) so that∫
R2
gn(y) dy = n
2, and ψn(y)
def
= (ϕ ∗ gn)(y). Throughout the proof, we will denote by cϕ a
positive constant that may change from line to line and that will depend on ϕ and possibly
g.
Notice at first that
HN (t)[ψn] =
∫
R2
gn(y){HN (t)[ϕ(· − y)]−HN (t)[ϕ]}dy +HN (t)[ϕ]n2
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which implies
HN (t)[ϕ]−HN (0)[ϕ] = 1
n2
(
HN (t)[ψn]−HN (0)[ψn]− v(n)(t) + v(n)(0)
)
(4.18)
where
v(n)(t) =
∫
R2
gn(y)(HN (t)[ϕ(· − y)]−HN (t)[ϕ])dy .
Thanks to the scaling (2.1), it is immediate to see that
HN (t)[ψn]−HN (0)[ψn] law= hN (t/N2)[ψ(N )n ]− hN (0)[ψ(N )n ]
where ψ(N )n is given as in the introduction, i.e. ψ
(N )
n (·) def= N2ψn(N ·), so that we can focus
on the right hand side. Applying the decomposition (4.5), we write
hN (t/N2)[ψ(N )n ]− hN (0)[ψ(N )n ] = ANψ(N)n (t/N
2)+BN
ψ(N)n
(t/N2) + CN
ψ(N)n
(t/N2) . (4.19)
By Proposition 4.2 and the fact that ‖ψ(N )n ‖2L2(T2) = N2‖ψn‖2L2(R2), the variances of AN
and CN (which are centred) can be bounded by
E[AN
ψ(N)n
(t/N2)]2 . t‖ψn‖2L2(R2) E[CNψ(N)n (t/N
2)]2 ≤ t‖ψn‖2L2(R2)
and, using the fact that ‖ψn‖2L2(R2) ≤ cϕn2, we conclude
1
n4
(
E[AN
ψ(N)n
(t/N2)]2 ∨ E[CN
ψ(N)n
(t/N2)]2
)
≤ cϕ t
n2
. (4.20)
Concerning BN , we exploit Lemma 4.3, which gives
limsup
N→∞
E[BN
ψ(N)n
(t/N2)]2 . λ2t limsup
N→∞
∑
|k/N |≤1
1
N2
ψˆn(k/N) log
( 1
|k/N |2 ∨N−2
)
. λ2t
∫
|ψˆn(p)|2 log
(
1
|p|
)
1|p|≤1dp ≤ λ2tn2‖ϕ‖2∞
∫
|gˆ(p)|2 log
(
n
|p|
)
1|p|≤ndp
≤ cϕλ2tn2 logn
(4.21)
where we used that ψˆn(k) = ϕˆ(k)gˆn(k) = n
2ϕˆ(k)gˆ(kn). Getting back to (4.18), it remains
to control E[v(n)(t)]2 = E[v(n)(0)]2, the equality being due to the stationarity ofHN . Note
that
E[v(n)(0)]2 =
∫
gn(y)gn(y
′) (4.22)
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× E[(HN (0)[ϕ(· − y)]−HN (0)[ϕ])(HN (0)[ϕ(· − y′)]−HN (0)[ϕ])]dydy′ .
Thus, using the Cauchy Schwarz inequality, thatHN is distributed according to a Gaussian
Free Field and that gn integrates to n
2, it is not hard to see that
limsup
N→∞
E[v(n)(0)]2 ≤ cϕn4(logn ∨ 1) . (4.23)
We are now ready to put the bounds (4.20) (4.21) and (4.23) together and, suitably
applying the Cauchy-Schwarz inequality to the various terms in (4.18), deduce
limsup
N→∞
V 1,Nϕ (t) ≤ cϕ
[
t
n2
+ λ2t
logn ∨ 1
n2
+ logn ∨ 1
]
Therefore, choosing n = ⌈√t⌉ concludes the proof.
Appendix A Some technical results
In this section we will state and prove some technical bounds that are needed in Section 3.1.
Lemma A.1 For any ℓ,m ∈ Z2 and k1:n ∈ (Z2)n such that ℓ+m = k1 we have
1
4
(|ℓ|2 + |k1:n|2) ≤ |ℓ|2 + |m|2 + |k2:n|2 ≤ 4(|ℓ|2 + |k1:n|2) . (A.1)
Proof. The proof follows by an application of the triangular inequality, we omit the details.
Recall the definition of the sector Cθk in (3.37). One then has the following result.
Lemma A.2 For any θ > 0 sufficiently small, any ℓ ∈ Cθk and m = k − ℓ, there exists
δθ > such that |c(ℓ,m)|
|ℓ||m| ≥
√
δθ > 0 . (A.2)
Moreover, let ϕθ = sup{ϕ ∈ (0, 2π) : θ| cosϕ| ≥ | sinϕ| ∀ϕ ∈ [0, ϕθ]}, then the sector
Cθk can be written as
C
θ
k = {ℓ = ̺(cosϕ, sinϕ) : 2|k| ≤ ̺ ≤ N/3 and ϕ ∈ [0, ϕθ] ∪ [2π − ϕθ, 2π]} . (A.3)
Proof. The proof of (A.2) is based on various applications of the triangular inequality. We
omit the details.
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In the following lemma, which is used in Lemmas 3.6 and 3.7 we analyse the functions
L, LB, and UB introduced in (3.11) and (3.12) respectively.
Lemma A.3 For k ∈ N, let L, LBk and UBk be the functions on R+ × [1,∞) de-
fined in (3.11) and (3.12). Then, L, LBk and UBk are monotonically decreasing in the
first variable and increasing in the second. For any x > 0 and z ≥ 1, we have that
LBk(x, z), UBk(x, z) ≥ 1 and the following inequalities hold
1 ≤ LBk(x, z) ≤
√
L(x, z) , (A.4)
1 ∨ λ√z ≤
√
L(x, z) ≤ UBk(x, z) ≤ L(x, z) . (A.5)
Moreover, for any 0 < a < b, we have
λ2
∫ b
a
dx
(x2 + x)UBk(x, z)
= 2[LBk+1(a, z)− LBk+1(b, z)] (A.6)
and
λ2
∫ b
a
dx
(x2 + x)LBk(x, z)
≤ 2[UBk(a, z)− UBk(b, z)] (A.7)
Proof. The two chains of inequalities in (A.4) and (A.5) are a direct consequence of the
respective definitions and Taylor’s approximation. A computation of the partial derivative
with respect to the second variable yields the desired monotonicity. Furthermore we have
that
∂xL(x, z) = − λ
2
x2 + x
, ∂xLBk(x, z) = −λ
2
2
LBk−1(x, z)
(x2 + x)L(x, z)
(A.8)
and
∂xUBk(x, z) = −λ2
LBk(x, z)− 12LBk−1(x, z)
(x2 + x)(LBk(x, z))2
= − λ
2
2(x2 + x)LBk(x, z)
[
1 +
( 1
2
log L(x,z))k
k!
LBk(x, z)
]
,
(A.9)
which are all strictly negative for any x > 0 and z ≥ 1. The above computation of the
partial derivatives moreover reveals that
λ2
∫ b
a
dx
(x2 + x)UBk(x, z)
= 2
∫ a
b
∂xLBk+1(x, z)dx = 2[LBk+1(a, z)− LBk+1(b, z)] ,
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which is (A.6). For (A.7), notice that
λ2
∫ b
a
dx
(x2 + x)LBk(x, z)
=
∫ a
b
∂xUBk(x, z)dx +
λ2
2
∫ b
a
LBk−1(x, z)
(x2 + x)LBk(x, z)2
dx
≤
∫ a
b
∂xUBk(x, z)dx +
λ2
2
∫ b
a
1
(x2 + x)LBk(x, z)
dx,
where the last inequality follows from the fact that all the terms are positive and for all x
we have LBk−1(x, z) ≤ LBk(x, z). Bringing the last term to the left hand side gives the
required estimate.
The next lemma provides the key integral estimate in the proof of Lemma 3.8.
Lemma A.4 Let F = F (x, z) be a function on R+ × [1,∞) monotonically decreasing in
the first variable and such that for all (x, z) ∈ R+ × [1,∞), F (x, z) ≥ 1. Assume further
that the function G = G(x, z) given by
G(x, z) =
L(x, z)
F (x, z)
, (A.10)
where L is defined as in (3.11), is also monotonically decreasing in the first variable and
satisfies G(x, z) ≥ 1 for all (x, z) ∈ R+ × [1,∞). Then, for any a > 0 there existsK > 0
such that ∫ a
0
d̺
(̺2 + α)F (̺2 + α, z)
≤ K√
α
1
F (2α, z)
, (A.11)
for all α > 0, λ > 0 and z > 0 such that z − log 2a2 ≥ 3.
Proof. We distinguish two cases, namely α ≥ a2 and α < a2, and we start with the former.
Since ̺ ≤ a ≤ √α and F is monotonically decreasing, for all ̺ ∈ (0, a) and z ≥ 1 we
have F (̺2 + α, z) ≥ F (2α, z). Hence, we get∫ a
0
d̺
(̺2 + α)F (̺2 + α, z)
≤ 1
F (2α, z)
∫ a
0
d̺
̺2 + α
=
arctan(a/
√
α)√
α
1
F (2α, z)
, (A.12)
which implies (A.11). If α < a2, then we write the integral on the left hand side of (A.11)
as the sum of I1(α, z) and I2(α, z), where
I1(α, z) =
∫ √α
0
d̺
(̺2 + α)F (̺2 + α, z)
, I2(α, z) =
∫ a
√
α
d̺
(̺2 + α)F (̺2 + α, z)
.
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For I1, we can proceed exactly as in (A.12). Thus, it remains to analyse I2. Using (A.10),
I2 can be written as
I2(α, z) =
∫ a
√
α
G(̺2 + α, z)
(̺2 + α)L(̺2 + α, z)
d̺ ≤ G(2α, z)
∫ a
√
α
d̺
(̺2 + α)L(̺2 + α, z)
=
G(2α, z)
2
√
α
∫ a2
α
+1
2
1
̺
√
̺− 1[1 + λ2(z + log(1 + 1
α̺
))]
d̺
≤ G(2α, z)√
α
∫ 2a2
α
1
1
̺
3
2 [1 + λ2(z + log( 1
α̺
))]
d̺
where in the first inequality we exploited the monotonicity of G and in the last we first
bounded 1/
√
̺− 1 ≤ 2/√̺, which holds for all ̺ ≥ 4/3, and extended the domain of
integration using that α < a2 by assumption. It remains to control the last integral. Notice
that, by applying the change of variables y = 1
2λ2
(1 + λ2(z + log 1
α̺
)), we get
∫ 2a2
α
1
1
̺
3
2 [1 + λ2(z + log( 1
α̺
))]
d̺ =
e−
1
2
(z+log 1
α
+ 1
λ2
)
λ2
∫ 1
2
( 1
λ2
+z+log 1
α
)
1
2
( 1
λ2
+z−log 2a2)
ey
y
dy
≤ e
− 1
2
(z+log 1
α
+ 1
λ2
)
λ2
∫ 1
2
( 1
λ2
+z+log 1
α
)
3/2
ey
y
dy
(A.13)
where in the last passage we used the assumption z− log 2a2 ≥ 3. For the last integral, we
apply integration by parts, which gives∫ 1
2
( 1
λ2
+z+log 1
α
)
3/2
ey
y
dydy =
⌊
ey
y
⌋ 1
2
( 1
λ2
+z+log 1
α
)
3
2
+
∫ 1
2
( 1
λ2
+z+log 1
α
)
3/2
ey
y2
dy
≤ e
1
2
( 1
λ2
+z+log 1
α
)
1
2
( 1
λ2
+ z + log 1
α
)
+
2
3
∫ 1
2
( 1
λ2
+z+log 1
α
)
3
2
ey
y
dy ,
where we neglected the negative term and used that y−1 is decreasing. Then, by subtracting
the second from both sides, we obtain∫ 1
2
( 1
λ2
+z+log 1
α
)
3/2
ey
y
dy ≤ 6 e
1
2
( 1
λ2
+z+log 1
α
)
( 1
λ2
+ z + log 1
α
)
.
Hence, getting back to I2(α, z), we obtain
I2(α, z) ≤ G(2α, z)√
α
6
1 + λ2(z + log 1
α
)
≤ K√
α
G(2α, z)
L(2α, z)
=
K√
α
1
F (2α, z)
(A.14)
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for someK > 0 independent of α, λ and z. Therefore, putting everything together (A.11)
follows.
We conclude this appendix, by showing that the bounds on the Riemann-sums per-
formed in the proofs of Lemmas 3.6, 3.7 and 3.8 are uniform in the scale parameter
N ∈ N.
Lemma A.5 Adopting the same notations as in Lemmas 3.6, 3.7 and 3.8, the sum on the
right hand side of (3.38) is bounded below by
∫
T2
1
1/3≥|w|≥2
√
αN∨N−2 , θ|̺1|>|̺2|
µN + 4c2k+1f2k+2(|w|2 + αN )σN2k+1(14(µN + 12 (|w|2 + αN )), z2k+2)
dw ,
the first sum in (3.44) and the second to last in (3.48) are respectively bounded above by∫
T2
1|w|≤1
µN +
1
8
(|w|2 + αN )σ2k+2(5(µN + 12(|w|2 + αN )), z2k+3)
dw
and ∫
T2
1|w|≤1
|w|(µN + c˜m8 (|w|2 + αN )σNm(4bm(µN + 12(|w|2 + αN )), z))
dw ,
and all the three bounds hold for all N ∈ N.
Proof. To prove the result, it suffices to split the sums into their two variables and use
monotonicity of the integrand. In case of the first two, monotonicity is directly guaranteed
by Lemma A.6 below, while for the last it is a consequence of the fact that the integrand
is the product of two functions which are positive and have the same monotonicity for the
same values of their argument.
Lemma A.6 Form ∈ N,m ≥ 3, let σm be the map in (3.13). Let a, b, c and d be strictly
positive constants, z ≥ 1 and g : R2 → R be the function defined as
gm(w1, w2)
def
=
1
a + b
2
(w21 + w
2
2 + c)σm(d(a +
1
2
(w21 + w
2
2 + c)), z)
.
Then, for w1 fixed, w2 7→ gm(w1, w2) is monotonically decreasing on {w2 ≥ 0} and
increasing for {w2 ≤ 0} and the same remains true switching w1 and w2. .
Proof. The proof follows by elementary calculus that uses (A.8) and (A.9) as input.
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Appendix B The bulk diffusivity and the Green-Kubo formula: a
heuristic
In this section we want to provide a heuristic justification for the choice of the definition of
the bulk diffusivity given in (1.6). We consider the Stochastic Burgers equation on the full
space (N = ∞) with cut-off 1 and initial condition given by a regularised spatial white
noise that is independent of ξ, i.e.
∂tu =
1
2
∆u+ λM1[u]+ (−∆) 12Πaξ , u(0) = ηa def= Πaη , (B.1)
where a ∈ (1,∞). Compared to (2.3), in (B.1) also the space-time white noise ξ is
smoothened out. The main properties of the solution u remain unaltered, and, with the
same techniques adopted in [CES20], it can be shown that the unique solution u exists
globally in time and is a space-time translation invariant strong Markov process with
invariant measure ηa. The advantage of (B.1) is that u is smooth so that space-time point
evaluation is allowed and well-defined.
The bulk diffusivity serves as a way to measure the spread of the correlations of u and
it is classically defined as
D(a)(t)
def
=
1
2t
∫
R2
|x|2S(t, x)dx , (B.2)
where, for t ≥ 0 and x ∈ R2, S denotes the two-point correlation function
S(t, x)
def
= E[u(t, x)u(0, 0)] . (B.3)
See for instance [Spo12, Ch. II.2.2] for the analogous definition for interacting particle
systems (we put the prefactor 1/2 simply to ensure that the diffusion coefficient of the
linear equation is 1 and, with respect to the interacting particle system references, we omit
a prefactor related to the so-called “compressibility”). We nowwant to formallymanipulate
the expression on the right hand side of (B.2) in order to connect it to (1.6). Note that
if λ = 0, S(t, ·) is explicit and it can be easily shown to integrate to 1 and to decay at
∞ exponentially fast. For the purpose of this section, we will assume that S(t, x) decays
fast (say, faster than 1/|x|2) for |x| → ∞ also for t > 0. Using integration by parts and
that M1[u] = (−∆)1/2N1[u], one then sees that S(t, ·) also integrates to 1. Now, upon
integrating (B.1) in time and plugging it into the definition of S we see that
S(t, x) = S(0, x)+
1
2
∫ t
0
∆S(s, x)ds+ λ
∫ t
0
E[M1[u](s, x)u(0, 0)]ds ,
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where the term containing the noise drops out because the initial condition is independent
of ξ. Since
∫
S(t, x)dx = 1 and |S(t, ·)| decays sufficiently fast, a simple integration by
parts gives
1
4
∫ t
0
∫
|x|2∆S(s, x)dxds = t .
For the term containing the nonlinearity instead, recall (−∆)12N1[u] = M1[u]. Then,
integrating once more by parts, we get
1
2
∫
|x|2E[M1[u](s, x)u(0, 0)]dx
= −1
2
∫
(−∆)12 |x|2E[N1[u](s, x)(u(0, 0)− u(s, 0))]dx
= −1
2
∫
(−∆)12 |x|2E[N1[ηa](0)Eˆηa[uˆ(s, x)− uˆ(0, x)]]dx
where the first passage is a consequence of the fact that u(s) is distributed according to ηa,
the latter is Gaussian and N1 is quadratic, while for the second we further exploited the
space-time translation invariance of u and denoted by Eˆηa the expectation with respect to
the process uˆ starting from ηa and running backward in time, i.e. uˆ(r, ·) = u(s− r, ·). We
point out that uˆ has the same properties as u and solves (B.1) but with −λ replacing λ.
Therefore, arguing as above, we write
E[N1[ηa](0)Eˆηa[uˆ(s, x)−uˆ(0, x)]]
=
∫ s
0
E[N1[ηa](0)Eˆηa[∆uˆ(r, x)− λM1[uˆ](r, x)]]dr
so that, integrating against 1
2
(−∆)12 |x|2, we see that the summand containing the Laplacian
vanishes while the other becomes
2λ
∫ s
0
∫
E[N1[ηa](0)Eˆηa [N
1[uˆ](r, x)]]dxdr = 2λ
∫ s
0
∫
E[N1[ηa](0)erLˆN1[ηa](x)]dxdr
with Lˆ the generator of the time reversed process. In conclusion,D(a)bulk can be rewritten as
D(a)(t) =
1
2t
∫
|x|2S(0, x)dx+ 1
+ 2
λ2
t
∫ t
0
∫ s
0
∫
E[N1[ηa](0)erLˆN1[ηa](x)]dxdrds .
(B.4)
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If we let a → ∞, ηa converges to a spatial white noise so that the first term vanishes and
(B.4) reduces to
D(t) = 1 + 2
λ2
t
∫ t
0
∫ s
0
∫
E[N˜1[h](0, 0)N˜1[h](r, x)]dxdrds (B.5)
where we used the relation betweenN1 and N˜1, see (3.1). Now, in case λ = 0, we recover
the well-known result concerning the bulk diffusivity of the linear stochastic heat equation,
which is constant in time. On the other hand, for λ > 0, takingN →∞, the bulk diffusivity
DN (t) defined in (1.6) formally converges toD(t) given as in (B.5).
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