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Global Nonlinear Optimization Based on Eigen Analysis of
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Hideki SATOH†, Member
SUMMARY A method has been developed for deriving the
approximate global optimum of a nonlinear objective function.
First, the objective function is expanded into a linear equation
for a moment vector, and the optimization problem is reduced to
an eigen analysis problem in the wave coefficient space. Next, the
process of the optimization is expressed using a Schro¨dinger-type
equation, so global optimization is equivalent to eigen analysis
of the Hamiltonian of a Schro¨dinger-type equation. Computer
simulation of this method demonstrated that it produces a good
approximation of the global optimum. An example optimization
problem was solved using a Hamiltonian constructed by combin-
ing Hamiltonians for other optimization problems, demonstrat-
ing that various types of applications can be solved by combining
simple Hamiltonians.
key words: nonlinear, global optimization, wave function, quan-
tum computing, Schro¨dinger equation
1. Introduction
One of the most important problems in deriving the
global optimum is avoiding falling into a local optimum.
Tunneling algorithms [1], [2], [3] first search for a local
optimum and then search for a better local optimum
using a tunneling method starting from the local op-
timum previously obtained. The complex dynamics of
a chaotic attractor is applied to various optimization
methods to avoid being trapped in a local optimum
[4]. Hopfield neural networks (HNNs) [5] define an en-
ergy function derived from an objective function, and
the state of the HNN changes in accordance with the
energy function until the state becomes stable. A solu-
tion is then derived from the stable state. Boltzmann
machines [6] are variations of HNNs to which a stochas-
tic parameter is added so that the state first changes
stochastically, and the stochastic changes in the state
gradually decrease. With this parameter, the state falls
into a local optimum less frequently. Simulated anneal-
ing (SA) [7] uses the principle of annealing from metal
engineering: slowly cooling heated metal produces a su-
perior crystalline structure. Genetic algorithms [8] use
the principle of organic evolution to achieve the same
thing.
These methods are designed to avoid being trapped
in a local optimum by using random variables, chaos,
the structure of the objective function, or the relation-
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ship between local optimums. However, there is a fun-
damental limit to their ability because they search for
the global optimum in real space. Quantum mechan-
ics was recently incorporated into some optimization
methods to overcome this difficulty. Instead of SA ther-
mal fluctuations in real space, quantum annealing (QA)
uses quantum fluctuations and thus has a shorter con-
vergence time [9], [10], [11]. Quantum neural networks
(QNNs) [12], [13] are variations of HNNs and were de-
veloped to effectively perform a full search on the basis
of the superposition of quantum states. Because QA
and QNNs use the properties of a quantum mechani-
cal system, they can find the global optimum without
falling into a local optimum. However, it is very diffi-
cult to construct a device to create the required quan-
tum effects. It is thus still difficult to apply them to
most optimization problems.
A global optimization algorithm in the wave coef-
ficient space was developed to overcome the problems
described above [14]. A nonlinear objective function
is expanded into a linear function of a moment vector,
and the global optimization problem is solved using the
steepest decent method (SDM) in the wave coefficient
space. Because it uses a wave function, it is equivalent
to an algorithm that searches in parallel for the global
optimum in the whole domain of definition. There-
fore, it can always find an approximate global optimum.
However, the relationship between the algorithm and
quantum computing [15] needs clarification. And the
difficulty of constructing a device to create the required
quantum effects remains. Moreover, a complicated con-
dition has to be used to judge whether a solution has
been obtained although whether the condition works
well for any objective function is unproven.
The global optimization algorithm in the wave co-
efficient space using SDM has now been expressed as a
Schro¨dinger-type equation, and the algorithm has been
improved using the equation. Moreover, the algorithm
has been enhanced so that a Hamiltonian for an op-
timization problem can be constructed by combining
Hamiltonians for various optimization problems. This
makes it possible to connect global optimization prob-
lems to quantum computing.
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2. Moment Vector Equation for Nonlinear Ob-
jective Function
A moment vector equation (MVE) [14], [16] is used to
reduce the problem of maximizing a nonlinear objec-
tive function to that of maximizing a quadratic func-
tion with respect to the wave coefficients. The MVE
of the objective function and the pdf corresponding to
the moment vector are derived.
2.1 Moment Vector Equation
The MVE was developed to approximate an arbitrary
multi-dimensional nonlinear function in the whole do-
main of definitions [16]. Consider the following nonlin-
ear function:
y = f(x), (1)
where x def= (x1, · · · , xdx)T ∈ Dx is the state vector of
dimension dx, Dx def= {x|xmind < xd < xmaxd, 1 ≤ d ≤
dx} is the domain of the definition of x, y ∈ Dy is
the value of f(x), Dy def= {y|ymin < y < ymax} is the
domain of the definition of y, and superscript T denotes
transposition. If the domain of definitions cannot be set
in advance, Eq. (1) can be changed to
y = hy(f(hx(x))), (2)
using monotone increasing functions hy and hx, which
transform the infinite range of values and the infinite
domain of definitions to finite ones.
Let {ψi(y)} and {ψi(x)} be orthonormal bases as
defined in Appendix A. Note that the same symbol, ψ,
is used to simplify the explanation, although {ψi(y)}
and {ψi(x)} are generally different bases. To derive
the MVE for the nonlinear function in Eq. (1), an as-
sumption is introduced with respect to Eq. (1).
Assumption 1: We can expand E[ψi(y)|x] into a
Fourier series:
E[ψi(y)|x] =
Nx∑
j=0
aijψj(x) + εi(x), (3)
where Nx is the degree of expansion of E[ψi(y)], E[·] is
the mathematical expectation, and εi(x) is the residual.
2
Using Eq. (3), we can expand E[ψi(y)]:
E[ψi(y)] =
∫
ψ′ip(ψ
′
i)dψ
′
i
=
∫
ψ′i
∫
p(x)p(ψ′i|x)dxdψ′i
=
∫
p(x)E[ψ′i|x]dx
=
∫
p(x)(
Nx∑
j=0
aijψj(x) + εi(x))dx
=
Nx∑
j=0
aijE[ψj(x)] + E[εi(x)], (4)
where ψ′i denotes ψi(y) and p(x) denotes the proba-
bility density function (pdf) of x. When Eq. (1) is
deterministic, aij is obtained using Eq. (A· 2):
aij =
∫
Dx
ψi(f(x))ψ∗j (x)dx, (5)
where superscript ∗ denotes a complex conjugate. If
we assume that E[εi(x)] = 0, Eq. (4) can be expressed
using a linear function:
E[ψ(y)] = AψE[ψ(x)]. (6)
This equation is referred to as the MVE, ψ(y) def=
(ψ0(y), · · · , ψNy(y))T, Ny is the degree of expansion of
y, ψ(x) def= (ψ0(x), · · · , ψNx(x))T, and Aψ def= [aij |0 ≤
i ≤ Ny, 0 ≤ j ≤ Nx] is an (Ny + 1)× (Nx + 1) matrix.
The nonlinear function in Eq. (1) is approximately
expressed by the MVE in Eq. (6). The accuracy of Eq.
(6) increases as Nx and Ny increase. Using Eq. (6), we
can derive not only the expected value of ψi(y) but also
the statistical properties such as the mean, variance,
covariance, and pdf of y [16].
2.2 Probability Density Function
Let Ψ(x) be a wave function. We can expand Ψ(x)
using orthonormal basis {ψi(x)}:
Ψ(x) ∼= cTψ(x), (7)
where ci is the expansion coefficient of the wave func-
tion, which is referred to as the wave coefficient, and
c
def= (c0, · · · , cNx)T is the wave coefficient vector. Prob-
ability density function p(x) is obtained using Ψ(x):
p(x) ∼= ψT(x)cc†ψ∗(x), (8)
where superscript † denotes conjugate transposition.
Because
∫
p(x)dx =
∫
Ψ(x)Ψ∗(x)dx = 1 and basis
{ψi(x)} is orthonormal, ‖c‖ def=
√
cTc∗ = 1.
Consider the moment vectors normalized using the
norm of the orthonormal basis vector:
q
def= ξq−1E[ψ∗(x)], (9)
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r
def= ξr−1E[ψ∗(y)], (10)
where ξq
def= ‖ψ(x)‖ and ξr def= ‖ψ(y)‖. Using these
moment vectors, we can modify Eq. (6) to obtain
r = Aq, (11)
where A def= ξr−1ξqA∗ψ. As shown in Appendix B, the
pdf of x with moment vector q and that of y with mo-
ment vector r can be expressed as
p(x) ∼= ξx−1(ψT(x)qq†ψ∗(x))1/2, (12)
p(y) ∼= ξy−1(ψT(y)rr†ψ∗(y))1/2, (13)
where ξx
def=
∫
(ψT(x)qq†ψ∗(x))1/2dx and ξy
def=∫
(ψT(y)rr†ψ∗(y))1/2dy.
Although we can derive the pdfs using the above
equations, they are somewhat complicated when we use
them for global optimization. We can simplify them by
assuming that the pdf of x is p(x) = δ(x− xˆ). The pdf
of y then becomes p(y) def= δ(y− f(xˆ)), and we can use
the following equations instead of the ones above.
p(x) ∼= ‖q‖−2ψT(x)qq†ψ∗(x), (14)
p(y) ∼= ‖r‖−2ψT(y)rr†ψ∗(y). (15)
Comparison of Eq. (8) with the above equations
shows that q and r express the unnormalized wave co-
efficient vectors† if p(x) and p(y) are delta functions.
The assumption for p(x) holds for global optimization
problems because our goal is to derive a definite value
of x that maximizes objective function f(x); that for
p(y) also holds, as explained above. Therefore, q and r
are used hereafter as the unnormalized wave coefficient
vectors. The effect of the use of Eqs. (14) and (15) is
discussed in Sect. 3.
3. Global Optimization in Wave Coefficient
Space
3.1 Global Optimization Using Steepest Decent
Method
The global optimization method used is based on the
MVE in Eq. (11) [14]. Consider the optimization prob-
lem of maximizing y ∈ Dy obtained by Eq. (1) for
x ∈ Dx. Using the MVE in Eq. (11) and the pdf in
Eq. (15), we can rewrite the optimization problem as
the problem of maximizing E[y] defined by
E[y] def=
∫
yp(y)dy
= ‖Aq‖−2qTATY A∗q∗, (16)
†Even if ‖q‖ = 1, ‖r‖ = 1 does not always hold in Eq.
(11) because matrix A is not a unitary matrix. Thus, q and
r express unnormalized wave coefficient vectors.
where Y def=
∫
yψ(y)ψ†(y)dy is an (Ny + 1)× (Ny + 1)
matrix. If ‖Aq‖2 = qTATA∗q∗ = 1, Eq. (16) reduces
to qTATY A∗q∗. Thus, the optimization problem of
maximizing E[y] is expressed as
Object :max
q
qTATY A∗q∗, (17)
Constraint :qTATA∗q∗ = 1. (18)
Because the objective function of this problem is
a quadratic equation with respect to q, we can solve it
using the steepest descent method (SDM) in a wave co-
efficient space for the following Lagrange function [18]:
L(q, µ) def= −qTATY A∗q∗ + µ(qTATA∗q∗ − 1), (19)
where µ(−∞ ≤ µ ≤ ∞) is the Lagrange multiplier.
The algorithm is described in Algorithm 1.
Algorithm 1: Global optimization using SDM in a
wave coefficient space.
(1-1) Set t = 0.
(1-2) Set step sizes αq, αµ, and αstep (all > 0) and
initial values q0 and µ0.
(1-3) Compute dqt and dµt:
dqt = −∇Re[q]L(qt, µt)− ı∇Im[q]L(qt, µt),
dµt = −∇µL(qt, µt).
(1-4) Compute qt+1 and µt+1:
qt+1 = qt + αqdqt,
µt+1 = µt − αµdµt.
(1-5) If J((qt+1, µt+1), (qt, µt)) < ε, set q˜opt = qt and
go to Step (1-7).
(1-6) Set t = t+ 1 and go to Step (1-2).
(1-7) Compute the approximation of the global opti-
mum, E[x]opt, using Eq. (20).
Here, J(·) denotes the norm used to judge whether the
solution is obtained [14] and ∇x denotes the nabla op-
erator with respect to x. The approximation of the
global optimum, E[xd]opt, which approximately maxi-
mizes Eq. (1), and the approximate maximum of Eq.
(1), E[y]opt, are obtained using
E[xd]opt = ‖q˜opt‖−2q˜optTXdq˜∗opt, (20)
E[y]opt
def= ‖Aq˜opt‖−2q˜optTATY A∗q˜∗opt, (21)
where Xd
def=
∫
xdψ(x)ψ†(x)dx is an (Nx+1)×(Nx+1)
matrix.
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3.2 Global Optimization Using Eigen Analysis
The global optimization method described in Sect. 3.1
is reduced to a method using eigen analysis. First, we
derive the qt that satisfies the end condition of Step
(1-5) in Algorithm 1. We can reduce ∇Re[q]L(q, µ),
ı∇Im[q]L(q, µ), and ∇µL(q, µ) in Step (1-3) in Algo-
rithm 1 to
∇Re[q]L(q, µ) = −ATY A∗q∗ − (ATY A∗)Tq
+ µATA∗q∗ + µ(ATA∗)Tq,
ı∇Im[q]L(q, µ) = ATY A∗q∗ − (ATY A∗)Tq
− µATA∗q∗ + µ(ATA∗)Tq,
∇µL(q, µ) = qTATA∗q∗ − 1.
By substituting the above equations into dqt and
dµt in Step (1-3), we obtain
dqt = 2((ATY A∗)T − µt(ATA∗)T)qt, (22)
dµt = qt
TATA∗q∗t − 1. (23)
The end condition is satisfied when dqt = 0 and dµt =
0. Thus, Eq. (22) shows that qt and µt should satisfy
(A†A)−1A†Y TAqt = µtqt,
so as to obtain dqt = 0. This equation can be solved
using eigen analysis. Let matrix H be
H
def= (A†A)−1A†Y TA, (24)
the ith eigen value of H be εi, and the corresponding
eigen vector be ei. Then the following equation holds.
Hei = εiei. (25)
We thus obtain dqt = 0 when qt equals ei. Here,
we can set ‖ei‖ to an arbitrary value, so we obtain
dµt = 0 by adjusting ei. Therefore, the end condition
of Algorithm 1, dqt = 0 and dµt = 0, can be satisfied
by setting qt to ei.
Next, we select the ei that provides the maxi-
mum value of E[y] from {ei}. By substituting H def=
(A†A)−1A†Y TA into Eq. (25) and multiplying both
sides of the equation by ‖Aei‖−2eiT(A†A), we obtain
‖Aei‖−2eiTA†Y TAei = εi‖Aei‖−2eiTA†Aei.
Because ei is a wave coefficient vector, we can apply
Eq. (16) to the above equation to obtain
E[y] = εi. (26)
We arrange the eigenvalues and corresponding
eigenvectors by eigenvalue starting with the largest one.
Then, E[y]opt, which is the approximate maximum of
Eq. (1), is given by
E[y]opt = ε0, (27)
and q˜opt, which approximately maximizes Eq. (1), is
given by e0.
The global optimization method using SDM is thus
reduced to a method using eigen analysis.
Algorithm 2: Global optimization using eigen anal-
ysis in a wave coefficient space
(2-1) Solve Eq. (25) and derive eigenvector e0 with the
maximum eigenvalue.
(2-2) Set q˜opt = e0.
(2-3) Compute the approximation of the global opti-
mum, E[x]opt, using Eq. (20).
The calculation cost of Algorithm 1 depends on the
integration in Eq. (5) and SDM, and that of Algorithm
2 depends on the integration in Eq. (5) and the eigen
analysis. Algorithm 2 uses a sophisticated algorithm
for eigen analysis while Algorithm 1 has to repeatedly
evaluate the quadratic form in Step (1-3) until the algo-
rithm finishes. Thus, the calculation cost of Algorithm
2 is less than that of Algorithm 1. However, the cal-
culation cost of Algorithm 2 is not lower than those of
conventional methods because it is necessary to evalu-
ate a sufficiently large number of samples of the objec-
tive function for the integration in Eq. (5). The calcu-
lation cost is thus almost the same as that of the full
search algorithm. We can reduce the cost by using vari-
ous integration methods that are suitable for the shape
of the objective function. For a specific optimization
problem, we can use other calculation devices except
for commonly used digital computers. Moreover, Algo-
rithm 2 is related to quantum computing as described
in the following sections. Therefore, the efficient calcu-
lation and physical implementation of Algorithm 2 are
well worth further study.
3.3 Relation to Quantum Mechanics
The global optimization of Algorithm 2 can be de-
scribed from the viewpoint of quantum mechanics. Be-
cause the eigenvalue of Eq. (25) is a real number, as
shown in Eq. (26), matrix H in Eq. (24) is an Her-
mitian matrix. Matrix H is thus the Hamiltonian of
the optimization problem, εi is the energy, and Eq.
(25) is interpreted as a Schro¨dinger-type equation [15]
†. Therefore, the optimization problem is equivalent
to deriving the wave function that provides the maxi-
mum eigenvalue of the Schro¨dinger-type equation with
Hamiltonian H of Eq. (24).
†Because it is not obvious whether Hamiltonian H de-
fined by Eq. (24) can actually be realized in a physical sys-
tem, Eq. (25) is referred to as a Schro¨dinger-type equation,
not the Schro¨dinger equation.
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For many applications of quantum computing, pro-
jective measurements are used for observing the quan-
tum state [15]. The projective measurement is de-
scribed by an observable that is an Hermitian operator
in the state space of the system being observed. Matri-
ces Y andXd are observables in the context of quantum
computation, and the projective measurement used to
observe the expectation of the optimum value is de-
scribed in Eq. (20)††.
3.4 Global Optimum for Multiple Objective Functions
Algorithm 2 for global optimization using eigen analysis
is enhanced for solving a global optimization problem
with multiple objective functions.
Consider Nfunc objective functions
yn = fn(x), (28)
where x ∈ Dx and 1 ≤ n ≤ Nfunc. The optimization
problem considered here is searching for the function
that has the maximum value in {f1(x), · · · , fNfunc(x)}
and searching for the value of state x that gives the
maximum value. This problem is written as
max
n,x
fn(x). (29)
We set the degree of expansion of x to Nx and that
of yn to Ny for any n. The Schro¨dinger-type equation
for the optimization problem for each fn(x) is described
as
Hnenj = εnjenj , (30)
in the same manner as in Eq. (25). Then, the
Schro¨dinger-type equation for the optimization prob-
lem in Eq. (29) is described as
H˘e˘i = ε˘ie˘i, (31)
where Hamiltonian H˘ is the block-diagonal matrix de-
fined by
H˘
def= block-diag[H1,H2, · · · ,HNfunc ]. (32)
Eigenvector e˘i in Eq. (31) is divided into Nfunc blocks,
and each block is 0 or enj . Here, 0 is the (Nx + 1)-
dimensional zero vector. By substituting Eq. (30) into
Eq. (31), the eigenvector that provides the global opti-
mum for Eq. (29) is obtained,
e˘0 = (
nmax blocks︷ ︸︸ ︷
0T, · · · ,0T,enmax0T,0T · · · ,0T)T, (33)
and its eigenvalue is
ε˘0 = max
n
εn0, (34)
††If q˜opt is normalized as ‖q˜opt‖ = 1, Eq. (20) is equal to
the projective measurment used for quantumn computing.
where nmax denotes the value of n that gives max εn0,
and enmax0 is at the nmaxth block in e˘0. The wave co-
efficient vector, ˜˘qopt, that gives the approximate global
optimum is thus equal to e˘0.
The approximation of the global optimum is de-
rived uisng
E[xd]opt = ‖˜˘qopt‖−2˜˘qoptTX˘d˜˘q
∗
opt, (35)
in the same manner as for Eq. (20), where X˘d is the
observable defined by
X˘d
def= block-diag[Xd, Xd, · · · , Xd]. (36)
The value of nmax is expressed using an Nfunc-
dimensional vector defined by η def= (η1, · · · ηNfunc)T.
The value of η that corresponds to nmax, ηopt, is ex-
pressed as
ηopt = (
nmax︷ ︸︸ ︷
0, · · · , 0, 1, 0, · · · , 0)T. (37)
The expectation for the nth element of ηopt is derived
using
E[ηn]opt = ˜˘qopt
TZ˘n˜˘q
∗
opt, (38)
and its observable Z˘n is defined by
Z˘n
def= block-diag[
n blocks︷ ︸︸ ︷
0, · · · , 0, I, 0, · · · , 0]. (39)
The global optimization algorithm using eigen
analysis described in Algorithm 2 was enhanced as de-
scribed in Algorithm 3 so as to derive the global opti-
mum for multiple objective functions.
Algorithm 3: Global optimization for multiple ob-
jective functions.
(3-1) Compute HamiltonianHn for each objective func-
tion and construct Hamiltonian H˘.
(3-2) Solve Eq. (31) and derive eigenvector e˘0 with the
maximum eigenvalue.
(3-3) Set ˜˘qopt = e˘0.
(3-4) Compute the approximation of the global opti-
mum, E[x]opt and E[η]opt, using Eqs. (35) and
(38).
The use of Algorithm 3 enables an optimization
problem to be solved as an eigen analysis problem of
a Hamiltonian constructed by combining Hamiltoni-
ans for other optimization problems. Constructing an
arbitrary optimization problem by combining simple
Hamiltonians, which can actually be done using hard-
ware devices, should enable the use of quantum com-
puting for various practical applications.
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4. Performance Evaluation
4.1 Global Optimization Using Eigen Analysis
Algorithm 1 based on SDM was reduced to Algorithm
2 based on eigen analysis of the Schro¨dinger-type equa-
tion, as described in Sects. 3.2 and 3.3. Because Al-
gorithm 1 had already been shown to work well [14],
Algorithm 2 was evaluated using the same objective
functions used to evaluate Algorithm 1. This section
shows that the results obtained with Algorithm 2 were
almost the same as those obtained with Algorithm 1,
and that Algorithm 2 provided a good approximation
of the global optimum.
Consider the problems of maximizing Gaussian-
type function fG(x) and square-type function fS(x),
defined by
fG(x)
def= α+
Nextrm∑
`=1
β`
dx∏
d=1
exp(− (xd − γd`)
2
ζ2d`
), (40)
fS(x)
def= α+
Nextrm∑
`=1
β`
dx∏
d=1
squ(xd, γd`, ζd`), (41)
where fG(x) and fS(x) are the superpositions of func-
tions with a unique extreme, Nextrm is the number of su-
perpositions, α is the lower bound of fG(x) and fS(x),
β` is the weight of the `th extreme value, γd` is the co-
ordinate of the `th extreme value on the xd-axis, ζd` is
the width of the `th extreme value, and squ(xd, γd`, ζd`)
is a one-dimensional square function defined by
squ(xd, γd`, ζd`)
def=
{
1 if γd`− ζd`2 <xd≤γd`+
ζd`
2
0 otherwise.
Consider one-dimensional Gaussian-type function
fG(x1) with Nextrm = 5, dx = 1, α = 0.05, 0 ≤ x1 ≤
1.0, 0 ≤ y ≤ 1.0, and the parameters in Table 1. As we
can see from Table 1 and the objective function plotted
in Fig. 1, there are five local optimums, and the global
optimum, x1opt, is equal to 0.2 (= γ12). The effect of
Nx on the accuracies of Algorithms 1 and 2 was evalu-
ated for Ny = Nx. As shown in Fig. 2, the accuracies
of the approximations obtained using Algorithm 2 were
almost equal to those obtained using Algorithm 1, and
they increased with the value of Nx. Good approx-
imations of the global optimum were obtained when
Nx ≥ 16. This shows that the MVE in Eq. (6) works
as an approximation of the objective function in Eq.
(1) and that Algorithm 2 has the same accuracy as Al-
gorithm 1.
Consider two-dimensional Gaussian-type function
fG(x) and two-dimensional square-type function fS(x)
with Nextrm = 4, dx = 2, α = 0.05, 0 ≤ x1 ≤ 1.0,
0 ≤ x2 ≤ 1.0, 0 ≤ y ≤ 1.0, Nx = 1088, Ny = 32.
Table 1 Parameters for fG(x1) with unique global optimum.
` 1 2 3 4 5
β` 0.50 0.85 0.50 0.70 0.60
γ1` 0.08 0.20 0.35 0.55 0.80
ζ1` 0.05 0.05 0.05 0.15 0.10
Fig. 1 fG(x1) for parameters in Table 1.
.
Fig. 2 Effect of Nx on accuracy of solution for fG(x1) in Fig.
1.
The correspondence between the functions, parameter
tables, function figures, and p˜opt(x) defined by
p˜opt(x)
def= ‖q˜opt‖−2ψT(x)q˜optq˜opt†ψ∗(x) (42)
is shown in Table 2, where fG(x)|uniGO denotes fG(x)
with a unique global optimum, fS(x)|uniRGO denotes
fS(x) with a unique region in which ∀x are global opti-
mums, and fG(x)|twoGO denotes fG(x) with two global
optimums. Table 5 shows the global optimums for the
three functions in Table 2, Table 6 shows their approx-
imations, and Table 7 shows the approximations of the
maximum values of the three functions.
As shown in Tables 5 and 6, the approximations
of the global optimum for fG(x)|uniGO are close to the
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Table 2 Correspondence between functions, parameter tables,
function figures, and p˜opt(x).
Function Parameter table Function p˜opt(x)
fG(x)|uniGO Table 3 Fig. 3 Fig. 4
fS(x)|uniRGO Table 3 Fig. 5 Fig. 6
fG(x)|twoGO Table 4 Fig. 7 Fig. 8
Table 3 Parameters for fG(x) with unique global optimum
and fS(x) with unique region of global optimums.
` 1 2 3 4
β` 0.60 0.85 0.40 0.20
γ1` 0.20 0.80 0.20 0.80
ζ1` 0.20 0.20 0.20 0.20
γ2` 0.20 0.20 0.80 0.80
ζ2` 0.20 0.20 0.20 0.20
Table 4 Parameters for fG(x) with two global optimums.
` 1 2 3 4
β` 0.60 0.85 0.85 0.20
γ1` 0.20 0.80 0.20 0.80
ζ1` 0.20 0.20 0.20 0.20
γ2` 0.20 0.20 0.80 0.80
ζ2` 0.20 0.20 0.20 0.20
Table 5 Global optimums.
Function x1opt x2opt
fG(x)|uniGO 0.8 0.2
fS(x)|uniRGO 0.8 0.2
fG(x)|twoGO 0.8 (0.2) 0.2 (0.8)
Table 6 Approximations of global optimums.
Algorithm 1 Algorithm 2
Function
E[x1]opt E[x2]opt E[x1]opt E[x2]opt
fG(x)|uniGO 0.799 0.202 0.796 0.206
fS(x)|uniRGO 0.798 0.201 0.799 0.201
fG(x)|twoGO 0.509 0.509 0.503 0.503
Table 7 Approximate maximum values of objective functions.
Algorithm 1 Algorithm 2
Function
E[y]opt f(E[x]opt) E[y]opt f(E[x]opt)
fG(x)|uniGO 0.881 0.900 0.886 0.899
fS(x)|uniRGO 0.885 0.900 0.885 0.900
fG(x)|twoGO 0.886 0.077 0.886 0.077
global optimum. In Fig. 4†, we can see that p˜opt(x) is
also a good approximation of δ(x−xopt). These results
show that Algorithms 1 and 2 work well for differential
functions with a unique global optimum.
In contrast, the global optimums of fS(x)|uniRGO
are distributed in a region as we would expect from the
shape of fS(x)|uniRGO in Fig. 5. Although it is difficult
to derive a solution for such a function using conven-
tional methods, Algorithms 1 and 2 provide a solution
that is representative of the global optimums and that
†Because p˜opt(x) obtained using Algorithm 1 and that
using Algorithm 2 are almost the same and the former is
shown elsewhere [14], only the latter is shown.
Fig. 3 fG(x)|uniGO for parameters in Table 2.
Fig. 4 p˜opt(x) for fG(x)|uniGO obtained using Algorithm 2.
Fig. 5 fS(x)|uniRGO for parameters in Table 2.
is at the center of them. (The values for fS(x)|uniRGO
in Tables 5 and 6 denote the center of the global op-
timums.) Figure 6 shows that p˜opt(x) represents the
region containing the global optimums.
When there are two global optimums (fG(x)|twoGO),
as shown in Fig. 7, p˜opt(x) obtaind using Algorithm 2
provides a good approximation of the pdf of the global
optimums, as shown in Fig. 8. However, the approxima-
tion of the global optimum in Table 6 is wrong because
it is assumed in Eq. (20) that there is a unique global
optimum or a unique region containing the global opti-
mums. As in the case of fG(x)|twoGO, a correct approx-
imation of the global optimum is not always obtained.
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Fig. 6 p˜opt(x) for fS(x)|uniRGO obtained using Algorithm 2.
Fig. 7 fG(x)|twoGO for parameters in Table 2.
Fig. 8 p˜opt(x) for fG(x)|twoGO obtained using Algorithm 2.
It is thus necessary to judge whether the approxima-
tions of the global optimums in Table 6 are good. This
can be done by comparing E[y]opt with f(E[x]opt). As
shown in Table 7, E[y]opt is almost equal to f(E[x]opt)
when the approximation of the global optimum is good
(fG(x)|uniGO and fS(x)|uniRGO). On the other hand,
E[y]opt is far from f(E[x]opt) when the approximation
of the global optimum is bad (fG(x)|twoGO).
The results obtained using Algorithm 2 are very
close to those obtained using Algorithm 1, and their
accuracies are sufficiently high, showing that a global
optimization problem can be reduced to an eigenvalue
problem of a Schro¨dinger-type equation, as shown in
Sect. 3.2. Therefore, we can conclude that a global
Table 8 Parameters for fGj(x1).
j 1 2
` 1 2 1 2
αj 0.05 0.10
βj` 0.8 0.5 0.2 0.6
γj` 0.2 0.6 0.1 0.9
ζj` 0.1 0.1 0.3 0.3
Fig. 9 fG1(x1) and fG2(x1) for parameters in Table 8.
optimization algorithm based on eigen analysis of a
Schro¨dinger-type equation can be used to derive a
good approximation of the global optimum if there is
a unique global optimum or a unique region containing
the global optimums and that we can judge whether
the approximation is good.
4.2 Global Optimization for Multiple Objective Func-
tions
Consider the problem of searching for the function that
has the maximum value among multiple objective func-
tions and for the value of x that gives the maximum
value. The use of Algorithm 3 to solve this problem was
examined for objective functions fG1(x1) and fG2(x1)
defined by
fGj(x1)
def= αj +
Nextrm∑
`=1
βj` exp(− (x1 − γj`)
2
ζ2j`
), (43)
where Nextrm = 2 and the parameters are set as in
Table 8.
From the parameters in Table 8 and the shapes
of the functions in Fig. 9, we can see that nmax = 1
and x1 = 0.2 provide the maximum for the objective
functions. The approximation of the global optimum,
E[x1]opt and E[η]opt, is almost equal to the global op-
timum, x1opt and ηopt, as shown in Table 9.
Although this is a very simple example, it does
show that Algorithm 3 works well and that an opti-
mization problem can be solved using eigen analysis
of a Hamiltonian constructed by combining Hamiltoni-
ans for other optimization problems. The matrix size
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Table 9 Global optimum and its approximation for multiple
objective functions.
E[x1]opt x1opt E[η]opt ηopt
0.202 0.2 (1, 0)T (1, 0)T
of Hamiltonian H is equal to the degree of expansion,
Nx, and it geometrically increases with the dimension
of variable x, as we can see from Eq. (A· 6). This is re-
ferred to as the “curse of dimensionality,” the most seri-
ous problem in solving nonlinear problems. Therefore,
it is difficult to apply Algorithm 2 to arbitrary com-
plex optimization problems with a high-dimensional
variable. However, this example does show that Al-
gorithm 3 works well and that an optimization prob-
lem can be solved using eigen analysis of a Hamiltonian
constructed by combining Hamiltonians for simpler op-
timization problems. Solving arbitrary complex opti-
mization problems by combining simple Hamiltonians
is thus a challenging task worthy of future study.
5. Conclusion
A global optimization algorithm was expressed as a
Schro¨dinger-type equation, and global optimization
problems were reduced to eigen analysis problems of the
Hamiltonian. Investigation of this method by computer
simulation for various objective functions showed that
a good approximation of the global optimum can be ob-
tained if the objective function has a unique global op-
timum or a unique region containing global optimums
and that we can judge whether an accurate approx-
imation of the global optimum has been obtained. It
also showed that a Hamiltonian for a complex optimiza-
tion problem can be constructed by combining Hamil-
tonians for simpler optimization problems. If we can
construct an arbitrary optimization problem by com-
bining simple Hamiltonians that can be realized using
a hardware device, various applications can be put into
practical use using quantum computing. Regrettably,
the methods described in this paper do not have any
advantages at the present stage in terms of calculation
cost compared with conventional optimization meth-
ods. We presently do not have hardware devices for
realizing the Hamiltonians. However, the results rep-
resent a potential breakthrough in the development of
global optimization problems and quantum computing.
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Appendix A: Basis for Function Approxima-
tion
An orthonormal basis is summarized in this ap-
pendix. Let h(k) be the Fourier coefficient, k def=
(k1, · · · , kdx)T ∈ Z be the index vector of the Fourier
coefficient, and Z be the set of k that are used for the
index vectors. The Fourier series expansion for function
f(x) is defined by [17]
f(x) =
∑
k∈Z
h(k)K(x,k), (A· 1)
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h(k) def=
∫
Dx
f(x)K∗(x,k)dx, (A· 2)
where x def= (x1, · · · , xdx)T is the state vector of dimen-
sion dx, Dx def= {x|xmind ≤ xd ≤ xmaxd, 1 ≤ d ≤ dx} is
the domain of the definition of x, superscript ∗ denotes
a complex conjugate, {K(x,k)} is a multi-dimensional
orthonormal basis, and K(x,k) is defined by
K(x,k) def=
dx∏
d=1
Kd(xd, kd). (A· 3)
Here, {Kd(xd, kd)} is a one-dimensional orthonormal
basis.
Let {φi(·)} be a basis the element of which is de-
fined by
φi(x)
def= K(x,k), (A· 4)
where i is the index of the basis. When Zd def=
{0, 1, · · · , Nd} and Z is given by the Cartesian product
as Z = Z1 ×Z2×, · · · ,×Zdx , the relationship between
k and i can be obtained using
i =
dx∑
d=1
kd
dx∏
d′=d+1
(Nd′ + 1), (A· 5)
where Nd is the degree of expansion of xd. Let N be
the degree of expansion of x. When Eq. (A· 5) holds,
N is expressed by
N =
dx∏
d=1
(Nd + 1)− 1, (A· 6)
where the dimension of the feature space with the basis
is N + 1. The relationship between i and k is referred
to as the index table.
The element of the orthonormal basis based on the
complex Fourier series is defined as [19]
Kd(xd, kd)
def=
√
1
Dxd
for kd = 0√
1
Dxd
exp(−ıkd+12 ω0d(xd−xmind)) for kd=1, 3, · · ·√
1
Dxd
exp(ıkd2 ω0d(xd−xmind)) for kd = 2, 4, · · ·
where ı denotes the imaginary unit, ω0d
def= 2pi/Dxd,
and Dxd
def= xmaxd − xmind.
Appendix B: Probability Density Function
Based on Moment Vector
Although the relationship between the pdf of x and
normalized moment vector q was derived [14], the re-
lationship was not fully described. The relationship is
described in detail here.
First, we derive the relationship between p(x) and
E[ψ(x)]. Consider the Fourier series expansion of δ(x−
xˆ).
δ(x− xˆ) ∼=
∑
ρiψi(x), (A· 7)
where Fourier coefficient ρi is derived as
ρi =
∫
δ(x− xˆ)ψ∗i(x)dx
= ψ∗i(xˆ).
From this, we obtain
δ(x− xˆ) ∼= ψ∗T(xˆ)ψ(x). (A· 8)
Using this equation, we can approximate ∀p(x) as
p(x) =
∫
p(xˆ)δ(xˆ− x)dxˆ
∼= ψ∗T(x)E[ψ(x)]
= E[ψ(x)]Tψ∗(x). (A· 9)
Note that p(x) in the above equation is not always
greater than 0 because of the approximation error al-
though
∫
p(x)dx = 1.
Next, we replace moment vector E[ψ(x)] in Eq.
(A· 9) with the normalized moment vector defined in
Eq. (9). By substituting Eq. (9) into Eq. (A· 9) and
modifying the equation so that p(x) ≥ 0, we obtain
p(x) ∼= ξqq∗Tψ∗(x)
∼= (ξqqTψ(x)ψ†(x)ξqq∗)1/2. (A· 10)
Because p(x) ≥ 0 does not always hold for Eq. (A· 9)
(that is, ξqq∗Tψ∗(x) ≥ 0 does not always hold),∫
p(x)dx = 1 does not always hold for Eq. (A· 10).
Therefore, using ξx
def=
∫
(ψT(x)qq†ψ∗(x))1/2dx,
we normalize Eq. (A· 10) as
p(x) ∼= ξx−1(qTψ(x)ψ†(x)q∗)1/2, (A· 11)
so that
∫
p(x)dx = 1 and p(x) ≥ 0.
