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1. INTRODUCTION 
(1.1) INTRODUCTION 
Designons I’ensemble [0, l] \ Q par D et ses elements par o. Le developpe- 
ment de o en fraction continue rtgulihe est note 
0 = [O; U,(W), a&u), . . . . a,(o), . ..I. 
La suite correspondante des convergents 
PA4 ( > 4nw nz-1 
est definie par 
(1.2) 
P&4 
- : = [o; Q,(W),@(o), . . . . 
4nw 
a,(o)] pour nz 1 et 
1 p-l(o) : = l,p&B) : =o,q-p(w) : =O,q(j(w) : = 1. 
Dans la premiere partie de cet article nous Ctudions en particulier la frequence 
du chiffre k, kE{1,2 ,..., 9}, comme premier chiffre dans la representation 
decimale des elements des deux suites (qn(u))nrI et &(o))~~ t, pour un 
nombre quadratique o. 
Plus precisement, nous dtmontrons que ces deux suites satisfont a la loi de 
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Benford. La demonstration sera basee sur un resultat de P. Kiss, 161, que nous 
obtenons sous une autre forme et de man&e plus simple. 
Dans la deuxieme partie nous etudions le dernier chiffre. Nous demontrons 
la repartition des suites (qn(u))nz, et &(~)),~t, pour presque tout o, au sens 
de Lebesgue, sur les classes modulo m, rn 2 2. Dans ce cas, les demonstrations 
resultent de l’ergodicite de produits croises qui donne aussi la repartition de la 
suite des couples &(o), qn(u)) modulo m (theoreme (3.15)) obtenue par R. 
Moeckel [9] au moyen d’une autre methode. 
(1.3) NOTATIONS 
Soit o E 0. Nous introduisons les matrices A,(o), n 11 et MJo), n 10 en 
posant 
et 
M,(u): =( 
Pn - l(O) P,(O) 
4n - lb) &i(O) > 
,n>O. 
Dans la suite, la relation 
(1.4) M,(o)=Al(o)Az(w)...A,(w),nr 1 
est fondamentale. Elle est tltmentaire et son in&et est bien mis en evidence 
dans [ 111. On a simplement 
dCt A,(o)= -1,nzl et det M,(u)=(-l)“,nrO. 
2. LA LOI DE BENFORD ET LES CONVERGENTS D’UN NOMBRE QUADRATIQUE 
(2.1) LOI DE BENFORD 
Soit (a,Jnzl une suite d’entiers positifs et soit 
a,= i k,,,lO~,k,,,E{0,1,...,9),k,,,fO 
p=o 
la representation de a, de base dix. 
Notons le premier chiffre significatif k,, plus simplement par k,. On dit 
que la suite (aJnzl satisfait A la loi de Benford si pour chaque ~CZ { 1, ..,, 9> 
on a: 
lim N-’ card {n; I<n<N,k,=k}=loglO(k+ 1)-log,&. 
N-m 
11 est facile de voir qu’une condition suffisante pour que la suite (aJnzl suive 
la loi de Benford est que la suite (logloaJnr r soit Cquirepartie mod 1. Pour 
plus de details sur cette loi on consultera [5] et sa bibliographie. 
R.L. Duncan [4] et L. Kuipers [7] ont dtmontre que la suite (log F,,),,r , oti 
(F,),,r est la suite de Fibonacci, definie par FI : = 1, F2 : = 2, F, : = F,,- 1 + 
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+ Fnmz pour n r 3, est Cquirepartie mod 1. Or, classiquement F,, = qn(m), 
nsl, avec 0=3(1/5-l)=[O; l,l,..., l,... 1. Lorsque w=[O;a,a ,..., a ,... 1, 
l’equirepartion mod 1 de log qn(o) est demontree dans [5]. C’est ce rtsultat 
que nous allons generaliser sous la forme du theoreme suivant. 
(2.2) THl?OR&ME 
Soit x un nombre quadratique et 
la suite de ses convergents. Alors les deux suites (log p,(x)),, 1 et (log qJx)),, 1 
sont &quire’parties mod 1. 
Comme nous I’avons deja remarquk dans (l.l), nous basons la dtmon- 
stration de (2.2) sur un resultat de P. Kiss que nous donnons ici sous une autre 
forme: 
(2.3) THl?ORkME 
Soit o un nombre quadratique et soit 
m= toi al(o), ...~a,b),4,+l(~)~ . . ..ano+h(~)l 
son dheloppement en fraction continue, qui d’apr& Lagrange est pkriodique. 
Soient les matrices C,(o) et P,,(U), nr0 dkfinies par 
et 
G(o): =A,+,(o)A,+,(o)...A.+,(w) 
P,(w) : =M&&(o)M,-l(o), cf. (1.2). 
Alors on a 
P,(o) = PnO(o), n L no. 
Si i’on dksigne cette vaieur commune par P(w), on a pour tout n 1 no - 1: 
DI~MONSTRATION. 11 n’y a pas de confusion a Ccrire pn, q,,, A,, M,, etc. au 
lieu de p,(w), qn(a), A,(o), M,(o). D’apres (1.4) et la definition de C, et P, 
on a 
P n+l=MnCnAn+l+hA~~lM~l,n~O, 
et comme 
A -A n+l+h- n+l pour nln0, 
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on obtient 
P n+l=Pn,nrnO. 
Toujours pour nrno, on a 
ce qui demontre le deuxieme &once du theoreme, sauf pour n = no - 1. Dans 
ce cas, observons que 
(Dans le cas no=O, il faut lire 
0 1 
! > 
1 o pour la matrice M- 1). 0 
(2.5) REMARQUE. I1 y a une certaine liberte dans le choix des deux nombres 
no et h. Le choix le plus nature1 est Cvidemment de les prendre tous les deux 
minimaux. Comme nous venons de le voir, des choix differents pour no con- 
duisent a la meme matrice P. Des choix differents pour h donnent des puis- 
sances de la matrice P obtenue pour h minimal. 
(2.6) TH~~ORJ?ME (P. Kiss, 1982). 
Si, avec les dkfinitions et notations de (2.3), on dkfinit les deux nombres 
E et A par 
E. =dtt P(o)=(- l)h et A : =tr P(o) 
alors pour tout nrno- 1, on a 
(2.7) 
D6MONSTRATION. Soit 
Alors (2.4) s’ecrit sous la forme 
i 
rPn+%‘Pn+h 
(2.8) 9 
sp,+uq,=qn+h 
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de m&me 
En rksolvant (2.8) par rapport g pn et q,, on obtient 
ou encore 
i 
t&.h= -%+uPn+h 
(2.10) 
m&h= -%-wn+h 
En substituant (2.10) dans (2.9) on obtient (2.7). 0 
(2.11) REMARQUES. (i) Les deux constantes dans les rklations (2.7) ne 
dkpendent que de la partie pkriodique du dheloppement de o. Pour E c’est clair 
et pour 1 observons que 
13=tr P=tr P,,=tr (M~OCnoM~;l)=tr I?~,. 
(ii) Soit x un nombre quadratique que nous ne supposons pas nkcessaire- 
ment compris entre 0 et 1, et dont la suite des convergents est 
Pn (x) (3 4nw n,O’ 
Soit a0 + w, a0 E Z, o E Sz. Alors qn(x) = qn(a) et p,(x) =p,(o) + aoqn(o), n 10. 
On voit done que les rkcurrences (2.7) restent vraies pour les suites @,(x)),>~ 
et MxhrO. 
(2.12) DGMONSTRATION DUTHeORfiME (2.2) 
Comme nous venons de le remarquer dans (2.11), les deux suites &(x))~?~ 
et (qn(x))nz, satisfont aux rklations (2.7). Soient cy et /? les deux zkos du 
polynbme caractkristique associk aux rkurrences (2.7), c’est-&dire 
cz: = +(A + ((A” - 4~)) et p : = +(A - d(n” - 4~)). 
11 est clair que l’on a toujours A2 - 4~ > 5, done cr, p E R et a >p. 11 existe deux 
nombres b, et c,,, indkpendants de k, tels que 
pn+&)=b,d+C,pk, k?o, n?n,,--1, 
et comme A2-4& n’est jamais un car&, on a b, #O. Cela donne 
10gpn+&)=k log Cf+lOg &+0(l), k-03. 
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Le nombre log a &ant irrationel (et m&me transcendant!), les suites extraites 
sont Cquireparties mod 1. Par suite (log p,(x)), e1 est aussi equirepartie mod 1. 
De meme pour la suite (log qn(x)),, ,. 
On voit facilement que le nombre log ,,a n’est jamais rationnel. I1 en resuhe 
que les deux suites (log top,(x)), >I et (log loqn(x)), 2 r sont aussi Cquireparties 
mod 1. En particulier, les deux suites (J?,(X)),? t et (qn(x))nz I satisfont a la loi 
de Benford. 
(2.13) REMARQLJE. Dans [7] il est demontre que la suite ([log F,]),, t, oh 
[ . ] est la fonction partie entiere, est Cquirepartie mod m, pour chaque entier 
m22. 
On peut demontrer de maniere analogue que les deux suites ([log p,(x)]),, t 
et ([log qn(x)])nz r sont Cquireparties mod m pour tout entier m 12. 
(2.14) REMARQUE. Un resultat classique dans la thtorie metrique des 
fractions continues est le theoreme suivant de Paul Levy, [3]: 
Pour presque tout x la limite limn,, n - ’ log qn(x) existe et est &gale ir 
12 log 2’ 
Comme nous venons de le voir au (2.12), pour un nombre quadratique x, 
limn,, n -’ log qn(x) existe, mais dans ce cas sa valeur est 
log +(A + 1/(A” - 4E)) 
h ’ 
Le nombre +(,I + d(A2 - 4~)) est la plus grande valeur propre de la matrice 
P(o); elle est plus grande que 1. D’apres (2.4) on a 
P(o) 
Pn u 4, 1 qn+h =- 4n , d’oti 
P(w) 7 = lim qn+h 7 
0 
, 
n-+m 4n 0 
done 
(2.15) +(A + i(A” - 4s)) = lim qn+h. 
n-- 4n 
En utilisant le theoreme de Galois sur les nombres dont le developpement en 
fraction continue est purement periodique on voit que 
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4n lim -.----= --...------= lim qn 4n+l qn+h-1 
n-m %+h n-m 4n+l qn+2 qn+k 
ou T est I’operateur shift: 
T:[O;al,az ,..., CI ,,,... ]-+[O;CZ~,~~,...,CI,+~ ,... ],voir(3.1),etou( .)‘designe 
I’operation de conjugaison algebrique. 
On trouve ainsi que 
lim qn+h = E( *i’ 
n-m 4n 
T”O+jo)’ = +(A + J/(A 2 - 4~)). 
j=O 
En conjugant les deux dernibres expressions on obtient 
h-I 
(2.16) $I+ &12-4~))=( n Tno+h)-’ 
j=O 
et par suite 
h-l 
lim n-r log q,,(m)= -h-l C log T”o+jo. 
“-CC J=o 
(2.17) REMARQUE. Soit w : = Ilr, - [ dD] avec D un entier positif non carre. 
Alors, le developpement de o &ant purement periodique, on a 
P(w) = ph - I&) 
( 
Ph@ 
qh- 1(a) qkb) ) 
d’ou 
et classiquement 
J(~“-4&)=1/(4Ph2_1(1/D)-4&)=21/(qh2_1(1ID)D). 
Avec (2.16) on retrouve ainsi un resultat de Smith, [13], a savoir 
ph-1(~~)+qh-1(1/D)1/D=( “ii’ Tjco-‘. 
j=O 
Pour les nombres de la forme l/o, la limite 
x2 
12 log 2 
est done a remplacer par 
h-’ 1% 671,-1(1/D)+qh-1(llD)~~). 
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3. DISTRIBUTION DES NUMfiRATEURS ET DES DBNOMINATEURS MODULO m POUR 
PRESQUE TOUT w 
(3.1) NOTATIONS 
Soit T : [0, l] + [0, l] la transformation associee au developpement en fraction 
continue, a savoir 
I 
1 1 
i I 
- six#O 
T(x) : zz -ii- - X 
0 si x=0 
Notons h la mesure de Lebesgue et Iz la mesure de Gauss sur [O, l), donnee par 
I(E) : = - l s dx - , E borelien. log2 E 1+x 
11 est bien connu que le processus & : = (Sz, T, A) est ergodique, [3]. 
Introduisons Cgalement le groupe G(m), pour m entier, mr2, des matrices 
a coefficients dans I’anneau Z/mZ de determinant +- 1 I & savoir 
G(m): = ; cr,p,y,6EZ/mZ, a~?-/3y= *I . 
Le groupe SL&UmZ) : = (A; A E G(m), det A = l> est un sous-groupe de 
G(m) d’indice 2 si m> 2 et d’indice 1 si m = 2. 
Nous noterons h, la mesure de Haar sur G(m), qui est aussi l’equiproba- 
bilite. Enfin, la classe d’un entier a modulo m sera notee ,ii. 
(3.2) THGORGME PRINCIPAL 
Avec les notations de (3. l), le produit croise’ 
& q ,,G(m): =(LlxG(m),S,I@h,) 
oit la transformation S est dt’finie par 
S(ag): =U-w(; --$& 
al (CO) &ant don&e par (1.2), est ergodique. 
La demonstration de ce theoreme est repartee a la section 4. 
(3.3) Dl?FINITION 
Nous rencontrons ci-dessous une fonction arithmetique qui est connue dans 
la litterature comme &ant la fonction de Jordan, cf. [l], p. 48 et [lo], VIII, 
Aufgabe 64. C’est la fonction multiplicative J, definie par 
le produit portant sur les nombres premiers p qui divisent m. 
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Dans la suite la fonction d’Euler est notee par p. 
(3.4) LEMME. Soit G(m) le groupe dt;fini au (3. I). Alors 
2mJ(m) si m>2 
card G(m) = 
mJ(m)=6 si m=2’ 
DI~MONSTRATION. 11 est bien connu que card SL,(Z/mZ) = mJ(m), cf. [12]. 
On utilise alors la remarque faite en (3.1) sur I’indice de SL,(Z/mZ) dans 
G(m). 0 
(3.5) THGORGME 
Soit m un entier, m r 2. Pour presque tout 0 E s2 la suite 
- - 
,nrl 
es? &quirt!partie dans G(m), ir savoir, pour toute matrice 
P’ P ( > 4’ 4 
h coefficients dans Z et de dbterminant + 1, on a pour presque tout o E D 
1 
2mJ(m) 
si m>2 
= 
1 1 
-=- sim=2 
mJ(m) 6 
DEMONSTRATION. Comme consequence du theoreme principal (3.2), pour 
IOh,-presque tout element (0, A) de 0 x G(m) I’orbite 
(3.7) Wb, AN, >o 
est IOh,-repartie dans Q x G(m). Comme h,(A) > 0 pour tout A E G(m), on 
voit que pour A-presque tout o E Q et pour chaque A E G(m), la suite (3.7) est 
I @ h,-repartie. Posons 
Alors, d’apres la relation fondamentale (1.4): 
( ( 
~ - 
Sn(co, A)= T”w, Pn - l(O) P,(O) - - 
4n - 1 (a) 4nh) 
,n>O, 
et le theoreme est demontre. 0 
189 
(3.8) REMARQUE 
Le groupe G(2) est isomorphe au groupe des permutations de trois lettres. 
Explicitons-le: 
En prenant m = 2 dans la suite (3.6), ces six matrices y figurent chacune avec 
une probalite l/6 pour presque tout o, d’oti le corollaire suivant. 
(3.9) COROLLAIRE 
Pour presque tout o ii y a en moyenne deux fois plus de dknominateurs 
qn(o) impairs que pairs. 
(3.10) LEMME. Soient m et a deux entiers, mr2. Alors 
2m2 &(a, m)) . 
card [(F :); (r :) EG(m),6=a mod m] = m2 v~~~~)): ~~~~. 
(6 ml 
DfiMONSTRATION. La fOrdOn 
m-ward [(y :); (y !!)ESL@/mL),d=a mod m] 
est une fonction arithmetique multiplicative, d’aprts le thtoreme chinois. Si d 
est un Clement inversible de Z/peZ, avec p un nombre premier et e un entier 
positif, il y a p2e elements dans SL2(pe) de la forme 
a P 
( > y ii’ 
Si a est non-inversible, necessairement y est inversible, ce qui donnent main- 
tenant peg elements. Ces deux possibilites s’ecrivent sous la forme unique 
p2e &i--L (l- 3 
Enfin, dans le cas m > 2, on utilise la remarque faite au (3.1) sur l’indice de 
SL,(Z/mZ) dans G(m). 0 
(3.11) THBORGME. Soient m et a deux entiers, mr2. Pour presque tout 
OEQ on a 
m N4 4) lim N-’ card {n; 1 InrN,q,(o)=a mod m> = - 
N-m J(m) km) * 
DfiMONSTRATION. Le theorbme est une consequence immediate du theoreme 
(3.5) et du lemme (3.10). 0 
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(3.12) REMARQUE. On voit que les @n) classes inversibles modulo m con- 
tiennent chacunes, pour presque tout w, la meme proportion des denomi- 
nateurs des convergents de o, Zi savoir m/J(m). Les classes non-inversibies en 
recoivent moins. Par exemple, la probabilite pour qu’un Clement de la suite 
(qn(w))nr i ait 1, 3, 7 ou 9 comme dernier chiffre dans sa representation 
decimale est pour presque tout cc) Cgale a 5/36. Elle est de 5/72 pour les chiffres 
2, 4, 6 et 8, de l/9 pour le chiffre 5 et de l/l8 pour le chiffre 0. 
(3.13) COROLLAIRE. Soit m un entier positif. On a 
(3.14) LEMME. Soient p, q et m trois entiers avec m 2 2 et (p, q, m) = I. 
Alors 
E G(m),p=p mod m,8=q mod m 
1 
= 
2m si m>2 
= 
2 sim=2’ 
DGMONSTRATION. Elle est analogue a celle du lemme (3.10). 0 
(3.15) THBORBME. Soient p, q et m trois entiers avec m Z 2 et Cp, q, m) = 1. 
Alors pour presque tout cc) E Sz on a: 
li+y N-’ card b; l<n~N,~~~~)=(~) mod ml=&. 
DEMONSTRATION. Ce thtoreme est une consequence immediate du theoreme 
(3.5) et du lemme (3.14). 0 
(3.16) REMARQUE. Soient p et q des entiers don&s. Pour que 
ait une solution, il est necessaire et suffisant que @, q, m) = 1. On a done re- 
trouvt une interpretation de la fonction de Jordan, qui est vue par certains 
auteurs comme sa definition, Zr savoir: le nombre des entiers p et q avec 
1 ~pr m, 1 I q5 m, @, q, m) = 1 est J(m), cf. [lo], VIII, Aufgabe 64. 
(3.17) THI~ORGME. Soient m et a deux entiers, mr2. Pour presque tout 
otzQona 
m N4 m)) lim N-’ card {n; l~nzzN,p,(o)+q,(o)ra mod m} = - - 
iv-m J(m) (a, m) * 
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DI?MONSTRATION. II est aise de voir que le nombre des classes p et 4, telles 
we 
p+fJ=a et @,q,m)=l, 
est Cgal a 
On applique alors le theoreme (3.15) en remarquant que la limite dans ce 
theoreme est independante de p et q. 0 
(3.18) REMARQUE. La condition q&o)=a mod m dans Yenonce du thee- 
reme (3.11) peut Ctre remplacee par p,(o) + qn (w) r a mod m. De mCme on 
peut la remplacer par p,(w) = a mod m, par q,, _ r(w) + q&o) = a mod m ou par 
p,,-,(o~)+p&o)=a mod m. 
4.D~MONSTRATIONDUTHl?OR&MEPRINCIPAL(3.2) 
(4.1) LEMME. Soit m un entier, mz2 et soit 
une matrice b coefficients entiers de dkterminant + 1. Alors il existe une suite 
finie d’entiers positifs aI, a2, . . . , a,, telle que 
DEMONSTRATION. Par combinaisons lineaires de lignes et de colonnes on 
construit une matrice 
de mCme determinant que 
et telle que 
avec ies intgalites 
(4.2) O<p’<p, O<q’<q, p’<q’, pcq. 
Soient p’/q’ et p/q deux fractions irreductibles, satisfaisant aux inegalites (4.2). 
Elles sont alors deux fractions de Farey voisines dans l’ensemble F4 des 
fractions de Farey d’ordre q, si p’q-pq’= f 1, cf. [2]. 
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Developpons p/q en fraction continue 
P~q=[Qq,a2,-.,&Il 
et choisissons n pair si p’q-pq’= 1 et n impair si p’q-pq’= - 1. Aliors 
pn- 1/qn _ , est voisine de p/q =p,,/q,, dans FQ, elle est sit&e du m&me cot6 de 
p/q quep’/q’, doncp’/q’=p,-,/q,-,. 
En appliquant la relation fondamentale (1.3) on trouve 
0 
(4.3) LEMME. Soit m un entier, m 22, 
; a,j3, y,fJEZ, as--By= f 1 
et 
Aiors la suite 
1 *I’,,,-+GL,(Z)+G(m)+ 1 
est exacte. 
DI~MONSTRATION. La seule chose a verifier est la surjection. On sait deja que 
SL2(Z)*SL2(H/mZ) est surjective, [12]. Si 
ESL&?),onadet (-z -3=-l, 
0 d’oti la surjection GL2(Z)+G(m), mCme pour m = 2. 
(4.4) LEMME. POSO?ZS 
H: = [(: i); aEB/mZj, mz2. 
Alors le groupe G(m) est engendrP par H. 
DI~MONSTRATION. C’est une consequence immediate des lemmes (4.1) et 
(4.3). 
(4.5) PROPRItiTfiS DE SOUS-MTiLANGE. 
Soit (aI, . . . . a,) E (N *)” et posons 
h4(al...a,): =(i :,>=.e(; 
0 
1 
> 
, cf. (1.4). 
an 
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On a 
h4(a1...a,)=(;;; ;) 
otip,-,/q,-l=[O;a, ,..., a,.-ll etp,/q,=[O;a, ,..., a,]. 
ConsidCrons A4(al . . . a,) comme une transformation de Mijbius: 
L’image de l’intervalle [0, 1) par M(a, . . . a,,) est un intervalle fondamental 
d’ordre n, notC d(a, . . . a,) ou brihement A,, s’il n’y a pas de confusion. 
11 est classique, [3], que pour [x, Y) C [0, 1) on a 
h(T-“([x,y>)nn(al...a,))=(-1)“(M(a,...a,)01)-M(al...a,)~x)) 
d’oti 
avec de man&e Cvidente 
+s 4A4n-1+4n) <2 
(4n-lX+4n)k!n-lY+4n) - * 
On a done 
(4.6) ~(y-~)h(d,)~h(~-“([~,y))nn,)~201-x)h(d,). 
D’autre part, pour tout bortlien E de [0, 1) 
h(E) W-9 ---sA(E)s----- 
2 log 2 log 2’ 
La formule (4.6) ?&end alors aux boreliens au lieu de [x, y) sous la forme 
log 2 
4 n(E)1(d.)~~(T-“(E)nd.)r8 log 2&S)l(d,). 
Retenons simplement, [3] : 
I1 existe a>0 tel que pour tout (aI, . . . , a,) E (N *)” et tout borklien E de 
K&l): 
(4.7) aA(E)L(A(al...a,))rA(T-“(E)nA(a,...a,)). 
C’est cette propriCtC sous-melangeante que nous allons exploiter. 
(4.8) LEMME. I1 existe une constante p =/3(m) > 0 et un entier k = k(m) > 0 
tels que 
Vg E G(m), V~J E G(m), V(al, . . . , a,) E (N *)‘, V(b,, . . . , b,) E (N *)” 
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on a 
/?A@hm(d(aI . . . a,)x{g})~Oh,(n(bl...b,)x{y})r 
Oli 
Ic=2k si det g=(- 1)” det y 
K=2k+l si dtt g= -(-1)” dkt y * 
DGMONSTRATION. Soit K un entier positif. L’intersection 
S-(“+K+l(a,...ar)x{g})fl(d(bl...b,)X{y}) 
est union d’ensembles de la forme 
qui ne sont pas vides si on a 
(4.9) g=Y(; jg-*(!f ;-J; ;l)-(; Y.J. 
Une telle inegalite impose 
det g=(- l)‘+K det y, 
d’oti une condition de parite pour K. Si cette condition est satisfaite le lemme 
(4.4) montre que (4.9) peut toujours &re realisee et comme G(m) est fini et 
il existe un entier k= k(m) tel que (4.9) soit realisee avec K = 2k oti K = 2k + 1, 
le cas Ccheant. Soit (c,, . . . , c,) E { 1, . . . , m}K une solution de (4.9). Alors 
successivement 
AOh,(S-(“+K)(d(a, . ..a.)x {g})n(d(bl...b,)x (~}))l 
A(~I(b,...b,c,...c,a~...a,))h,({y})= 
i(T-*A@, . ..c.al . ..a.)fkl(bl . ..b.))h,({y})r 
aA(d(cl . . . c,al . . . a,))A(A(b, . . . b,>)h,({y})h,((s)>(card GW)r 
a2(card GWN44cl . . . c,NW(al.. . a,WW@, . . . bJ)h,d(g})M(~)). 
195 
Prenons 
c: =min {Il(d(cr...c,));(cr ,..., c,)E{l,..., mjK}. 
On a c = c(m) > 0 et l’intgalite du lemme s’obtient avec 
P: = ccr2(card G(m)). 0 
(4.10) DfiMONSTRATION DU THl?ORfiME PRINCIPAL (3.2) 
D’aprb le lemme (4.8), pour tout g et y dans G(m), tout (a,, . . ..a.) E (N *)r, 
tout (b’, . . . , b,) E (iN *)” on a 
G9h,(~-‘n+2k)(~,x km--w,x w>>+ 
+~~h,(S-(“+~~+l)(d,~{g))n(d,x(y)))~ 
P~cmll(~,x ~s~Vwbl(&l x Ir 1). 
Les d, x {g} engendrant la o-algtbre de Bore1 de [0, 1) x G(m), cette inegalite 
s’etend aux boreliens B de [0, 1) x G(m): 
10h,(S-(“+2k)(B)n(,nx {y}))+ 
+1@h,(S-(“+2k+1)(B)n(Llnx {Y)))’ 
Supposons maintenant B invariant par S, a savoir 
S-‘B=B,l@h,--p.p. . 
Alors 
2~QMBnkLx (y)))rp~Oh,(B)AOh,(d,x (~1) 
et par suite pour tout borelien A de [0, 1) x G(m): 
nOh,(snA)>~~ngh,(B)ngh,(A). 
Choisissons A = Be, il vient I@ h,(B) = 0 ou 1. 0 
(4.11) REMARQUE. La tra&SfOiXKttiOn T eSt continue A-presque partout 
ainsi que l’application 
b i 
O3 i a(~) ( -4 ,nzl 
de [0, l] dans G(m). D’aprb [8], theorbme 12, si pour o E 52 la suite (T”o),,r 
est I-repartie, alors pour tout A E G(m), la suite (S”(c0, A)),,I est 
10 h,-repartie. 
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