The conventional water network synthesis approach greatly simplifies wastewater treatment units by using fixed recoveries, creating a gap for their applicability to industrial processes. This work describes a unifying approach combining various technologies capable of removing all the major types of contaminants through the use of more realistic models. The following improvements are made over the typical superstructure-based water network models. First, unit-specific short-cut models are developed in place of the fixed contaminant removal model to describe contaminant mass transfer in wastewater treatment units. Short-cut wastewater treatment cost functions are also incorporated into the model. In addition, uncertainty in mass load of contaminant is considered to account for the range of operating conditions. Furthermore, the superstructure is modified to accommodate realistic potential structures. We present a modified Lagrangean-based decomposition algorithm in order to solve the resulting nonconvex Mixed-integer Nonlinear Programming (MINLP) problem efficiently. Several examples are presented to illustrate the effectiveness and limitations of the algorithm for obtaining the global optimal solutions.
Introduction
With increasing costs, diminishing quality of supplies, and stricter environmental effluent standards set forth by the Environmental Protection Agency (EPA), water is playing an increasingly important role in the process industries.
The primary water uses are process water, cooling water, and boiler feed water, with each use being emphasized by different industries. For example, the chemicals, petroleum refining, and metal sectors primarily use water for cooling, while paper and pulp and food processing mostly use water for process use. In a study by Carbon Disclosure Projects of 137 companies with total assets over $16 trillion, it has been reported that water has risen high on the corporate agenda [1] . Eighty nine percent of responding companies have developed specific water policies, strategies, and plans.
Specifically, in the chemical sector, all ten companies surveyed recognize that there is a high growth potential for processes and products that support more efficient water use and water recycling. Consequently, it is essential to incorporate reuse schemes at the process design level for optimal water use.
1
Mathematical programming approaches have been proposed to optimize water networks (WN) using NLP or MINLP models. In a typical water network (WN) superstructure, water is supplied to water-using process units, and then wastewater streams generated from these processes are treated in various treatment units. This versatile superstructure (shown in Figure 1 ) considers systematic alternatives for water reuse, recycle, and recycle-reuse to minimize freshwater consumption, or more generally, total network cost subject to a specified discharge limit [2] . Variations of this superstructure have been considered in previous works for grassroot designs, namely, considering either only water-using process units [3] , focusing only on wastewater treatment units [4] , or on both [2, [5] [6] [7] . In addition, retrofit of industrial water systems has also been considered [8] . Another approach to WN synthesis is the pinch analysis inspired by heat-and mass-exchange network synthesis. Many studies have been performed to integrate wastewater treatment systems in industrial plants using both approaches [9, 10] . Thorough reviews of mathematical programming approaches to WN synthesis can be found in [11] and [12] , and a review on insight-based methods is presented by Foo [13] . are contaminant concentration levels at the inlet and the outlet of t). These models greatly simplify the water network design, but create a gap for their applicability to industrial processes since more accurate treatment models should be considered in the optimization of these water networks.
In order to gain a better understanding of the individual treatment units, it is useful to first consider the treatment procedures of a centralized wastewater treatment plants [14] . In a typical plant, oil and grease are removed in the pretreatment stage. Primary treatment involves the use of physical and chemical operations to remove suspended particles. The next step is secondary treatment, where microorganisms are required to stabilize waste components.
Finally, tertiary treatment further removes nitrogen, phosphorus, heavy metals, and bacteria.
2
The objective of this work is to gain a more thorough understanding of the trade-offs between the removal efficiency of the treatment units and the cost of the units, as well as their impact on the WN design. This work combines various technologies capable of removing the three major types of contaminants, namely, total dissolved solids (TDS), total suspended solids (TSS), and organics (ORG), through the use realistic treatment unit models. A number of features are considered in order to achieve this goal and they are described below.
First, unit-specific short-cut models based on the literature are developed to replace the fixed recovery model to more accurately describe contaminant mass transfer in wastewater treatment units. Even though short-cut models have been used in the context of wastewater treatment optimization problem, they usually pertain to specific treatment technologies. For example, Saif et al [15] designed a reverse osmosis network for desalination processes. In contrast, in this work we consider multiple types of treatment units for general processes. To this end, appropriate modeling equations that can satisfactorily predict unit performance with reasonable computational complexity are presented.
Short-cut wastewater treatment cost functions (operating cost and investment cost) in the form of nonlinear functions are incorporated into the model. The conventional network cost function usually consists of a linear operating cost term and a concave capital cost term. The use of a more complex objective in this more rigorous model enables the design of WNs that allow for trade-offs that better meet the need of their respective decision criteria.
In addition, since conditions for a given process may change during the course of the operation, we account for the uncertain parameters through the use of a three-scenario model. This method was demonstrated by Karuppiah and Grossmann [16] , where the authors present a multiscenario nonconvex MINLP model that is a deterministic equivalent of a two-stage stochastic programming model with recourse. For each of the best, worst, and nominal scenarios, the uncertain parameters can take on a different set of values. This model then ensures that the final design solution is feasible and optimal over the set of all three scenarios. This representation can effectively capture the wide range of operating conditions without overly complicating the formulation.
Furthermore, the topology of the superstructure is modified to accommodate realistic potential structures. Faria and Bagajewicz [17] explored the impact various topologies among the subsystems has on freshwater consumption of the overall water network. Different types of contaminants present in the system are removed by considering the Best Available Techniques (BAT) [18] . These provide the industrial standards for discharge of the major pollutant groups and recommendations for their treatment as listed in Table 1 . Since there are multiple treatment technologies for the removal of each type of pollutants, the modified superstructure ( Figure 2 ) allows for the selection of a subset of BAT treatment technology through the use of disjunctions in the generalized disjunctive programming (GDP) formulation [2] .
The resulting multiscenario GDP formulation associated with the WN synthesis problem is computationally ex-3 (products of flowrates and contaminant concentrations) and concave cost functions in the standard water network synthesis problems [2, 19, 20] . The short-cut models presented in this paper introduce additional nonlinear and nonconvex terms. To overcome the difficulty, we first reformulate the GDP problem into a nonconvex MINLP problem. We then present a modified Lagrangean-based decomposition algorithm in order to solve the resulting MINLP problem effectively. The formulation and the effectiveness of the algorithm are then illustrated through applications in metal finishing and petroleum refining industries.
Problem statement 2.1 Problem description
In this manuscript we consider an integrated multi-contaminant WN with a given set of process units (P U , e.g. scrubber, cooling tower), a set of treatment units (T U , e.g. reverse osmosis, sedimentation), freshwater sources (e.g. lake, municipal treatment plant, water from process separations), and wastewater discharge sinks (e.g. river, 
where y i are binary variables to indicate existence of piping connection i; F in and F kn are flowrates (t/h) of any stream i and k in the superstructure respectively, in scenario n;F i is the maximum flowrate capacity of pipe i, C ijn and C kjn are concentrations (ppm) of contaminant j, P P U p are the process unit water flowrates, L pjn are the mass load of contaminant j in unit p in scenario n (kg/h). In the disjunctive formulation, Y rt indicates if technology r is chosen for unit t, d rt is the design variable associated with r and t. The constraints consist of a set of contaminant mass balances in the mixer units, splitter units, process units, and treatment units(h n (•), g n (•)). Note that for the set of splitters SU , there is a subset of initial splitters SU w for which F w kn = F W w n , w ∈ W , where W is set of freshwater sources.
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Objective function
The objective function of the problem is to minimize the total cost of the network (Cost total ). It consists of the annualized investment cost and the expected operating cost. The investment cost is scenario independent and is given by the sum of treatment unit capital costs (IC T U t ) and pipe investment costs (the second term in the objective function).
C

P ipe i
are the fixed charge cost coefficients ($) associated with pipe existence, and IC
are the investment cost coefficients of pipes, and δ is the associated cost exponent. The expected operating cost of the network represents the operating cost for the selected a network design over all three scenarios, each with a given probability p n . The term includes freshwater cost, pumping cost, and treatment unit operating cost. OC F W,w are the cost coefficients of freshwater sources ($/t), OC P ipe is the pumping cost coefficient ($/t), and OC T U tn is the treatment unit operating cost.
H is the operating hours in a year (hr/year), and AR is the annualized factor for investment cost (year −1 ).
Treatment unit cost equations are greatly simplified in previous works on WN optimization. Specifically, the treatment unit capital costs are usually modeled as a concave function of the inlet flow, and the operating cost as a linear function of the inlet flowrate as shown in Equation 1.
where CIC t and COC t are cost coefficients for investment cost and operating cost, respectively. In this work, we incorporate treatment unit cost correlations that are function of design variables such as area or volume of the unit to reduce the gap between the true total cost of the network and the objective obtained from the simplified optimization model.
Illustrative example
In order to demonstrate the advantage of performing multi-scenario optimization, we present an illustrative example with two process unit/two sets of treatment units (two options each)/two contaminants system with data given in Table   2 . We solve the example using the worst case scenario model (i) and the three-scenario model (iii). The worst case scenario model optimizes over scenario (n1) only. To obtain an accurate comparison between the two solutions, we solve an additional three-scenario model (ii) subject to piping connectivity and flowrate capacity bound obtained from the worst case scenario model (i).
The resulting network costs are presented in Table 3 , where it can be seen that the worst case design (i) operating in the 3 scenarios (ii) is $22,820 more expensive than the design that was optimized for the 3 scenarios (iii). As shown 7 The purpose of this section is to describe a set of common treatment units mentioned previously, and to consider their performance as well as important design considerations. Treatment unit models with various levels of detail have been reported in literature. The models reported here aim to describe each unit adequately while minimizing computational complexity. To the knowledge of the authors these models have not been incorporated into WN superstructure optimization. A list that summarizes the unit-specific variable names is presented in the nomenclature section.
For the sake of clarity, in this section we denote treatment unit inlet flowrate by Q 0 (m 3 /day), outlet flowrate by Q (m 3 /day), inlet contaminant concentration by S j 0 (ppm), treated outlet contaminant concentration by S j (ppm), contaminant j removal ratio by Rc j , and flow recovery ratio by Rr. The recovery Rr is assumed to be 1 for sedimentation, ion exchange, and trickling filter. They are related as follows.,
Reverse osmosis
Reverse osmosis (RO) is a pressure-driven membrane treatment process mainly used in seawater and brackish desalination applications. A high-pressure feed stream flows across the surface of a semi-permeable material. Due to a pressure differential between the feed and permeate sides of the membrane, a portion of the feed stream passes through the membrane. The permeate stream exits at nearly atmospheric pressure, while the concentrate remains at nearly the feed pressure. The salt rejection coefficient (Rc T DS ) limits the membrane performance and its value is fixed for a specific membrane. The value of the recovery ratio (Rr) usually lies between 0.5 and 0.9. A scheme of the RO process is shown in Figure 4 .
The performance of the system depends mainly on two parameters in the RO process design, they are the transmembrane pressure ∆P and the membrane area A memb . The selected type of membrane element is the spiral bound Table 5 .
Mass transfer in RO involves a diffusive mechanism such that separation efficiency is dependent on influent solute concentration, pressure, and water flowrate. The permeate flowrate across the membrane is determined by the osmotic pressure law (3),
The transmembrane pressure (∆P ) is calculated as in (4) [22] ,
where P f is the feed stream pressure, P p is the permeate stream pressure.
Assuming the feed stream is a dilute solution of salts, the osmotic pressure π can be approximated by the Van't Hoff equation in (5),
It is also assumed that the concentration polarization is negligible so that the concentration at the membrane surface is considered to the be equal to the concentration at the inlet of the RO treatment (Cf).
Ion exchange
Ion exchange (IX) is a reversible reaction in which a charged ion in solution is exchanged for a similarly charged ion electrostatically attached to an immobile solid particle. In practice the raw water is commonly passed through a bed of resin. When the bed becomes saturated with the exchanged ion, it is shut down and regenerated by passing a concentrated solution of the presaturant ion back through the bed. The saturation of the resin is shown in the breakthrough curve (Figure 5a ). At the break point, the effluent concentration exceeds the design criteria and the column needs to be regenerated. Figure 5b shows a scheme of a typical IX column configuration. For the complete removal of ions the water stream must pass through cationic and anionic resins in series or through a unique column containing a mixture of both. The performance of the system depends on many parameters such as the operating capacity (q), the service flow rate (SF R) or the surface loading rate (SLR), which determines the pressure drop in the resin. BV is the volume of water treated per volume of resin, and it relates the concentration gradient with the capacity of the resin bed,
where X is the mass fraction in inlet water of ion wanted to be removed, M W ca is the molar mass of the cation, and M W an is the molar mass of the anion.
SFR is determined from the following equation, and the typical SFR ranges from 8 to 40 bed volume per hour 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 (BV/h).
where CT is the contact time.
The process design variables can be modeled with the equations in (8),
where V is the resin volume, V ww is the volume of wastewater treated, and A is the resin cross-sectional area.
Some design considerations for determining model parameters are as follows [14] . The pressure drop in the bed should be kept in the range of 35-70 kPa, with a maximum value of 135 kPa. This results in a maximum SLR of 880 m/day, depending on the resin. Regarding the operating parameters, SF R should be kept in the range of 8 to 40 BV/h to ensure an adequate contact time and to avoid an early breakthrough.
Sedimentation
Sedimentation is used as a preliminary step to reduce TSS level in wastewater streams. Typically, 50 to 70% of TSS and 25 to 40% of BOD can be removed using primary sedimentation tanks [14] . The standard sedimentation tanks are of circular or rectangular design, whose selection is determined by a number of factors. Figure 6 is a schematic drawing of a horizontal flow tank.
The efficiency of sedimentation tanks is affected by a number of factors including eddy currents formed by the inertia of the incoming fluid, thermal convection currents, and density currents caused by cold or warm water along the bottom of the tank and warm water flowing across the top of the tank.
Typical removal performance (Rc j ) of a rectangular tank can be modeled by a hyperbolic function (9) of the detention time (t) and contaminant (j) [24] .
12 Table 6 . The design of the rectangular tank can be calculated by the following equations,
where OR is the overflow rate, A is the area, D is the depth, and N C is the number of clarifiers required.
Ultrafiltration
Ultrafiltration (UF) is a pressure driven membrane filtration process. The feed stream is a suspension, or two-phase system, in which the dispersed solid phase to be separated may include sediment, algae, bacteria, protozoa, viruses, or colloids. The primary goal of membrane filtration is to produce a product stream (water) from which the targeted solids have been almost completely removed. The predominant removal mechanism in UF is size exclusion so the process can theoretically achieve perfect exclusion of particles regardless of operational parameters such as influent concentration and pressure. UF membranes cover a wide range of molecular weight cutoffs (MWCOs) and pore sizes.
Operational pressures range from 70 to 700 kPa, depending on the application [14] .
The UF process shares some common features with the RO process. The material balances must be satisfied and 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 59 60 
Fouling of the membrane may occur during the filtration, which implies an additional resistance to the water flux through the membrane. For the sake of simplicity, we do not consider membrane fouling in the mathematical model.
Typical UF membrane characteristics [23] are shown in Table 7 .
Activated sludge
Activated sludge (AS) is an aerobic slurry commonly used in wastewater treatment for the removal of soluble organic matters. Microorganisms in the wastewater convert organic matter to biomass and other components in the completemix suspended growth reactor. Once the stream exits the reactor, the suspended solids (sludge) are partially removed in a clarifier, while the rest is recycled to the reactor. The removed sludge then goes through a series of sludge treatment to be discharged to the environment. This process is shown in Figure 7a . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 An important parameter that determines the system performance is the solid retention time (SRT ), which is used to characterize the average time the activated-sludge solids remain in the system [24] . The effluent soluble substrate concentrations in (12), S, is only a function of the SRT and kinetic coefficients, and is neither a function of the influent soluble substrate concentration nor the sizes of the reactor. However, the size of the reactor needs to scale with SRT in order to avoid system upsets.
where K s ,k d ,Y ,k, and f d are kinetic parameters and their values are given in Table 8 . The process can be modeled with the equations in (13),
where X is the biomass concentration in the aeration tank,X T is MLVSS concentration, X 0,i is the influent nbVSS concentration, P x,bio is biomass wasted, and P X T ,V SS is total sludge wasted daily.
In general, the operating cost of the AS is higher than the cost of other secondary treatment processes primarily because of the need to supply molecular oxygen using mechanical aerator, which can be energy-intensive. The oxygen consumption (R o ) is given by the following correlation:
The sizing of the unit is modeled as follows,
where V is the reactor volume, τ is the resident time, and Acl is the clarifier area. 
Trickling filter
Trickling filter (TF) is a circular packed bed of media covered with a biological film of microorganisms, which operates using attached-growth process. Liquid wastewater is distributed over the top of the unit by a rotary distributor. Oxygen diffuses into the media, and treatment of the wastewater stream is accomplished by the biofilm in the filter. Organic removal rate is related to the available surface area and contact time of the wastewater with the surface [14] .
A two-stage trickling filter system is the most typical process used that improves the performance of the unit. The second stage provides additional contact between the organics and the microorganisms on the filter media. The two stages could have different media as shown in Figure 7b . The organic removal ratio (Rc ORG ) can be related to the removal efficiency of stage one (E 1 ) and stage two (E 2 ) as follows,
The empirical design equations for BOD removal were developed for rock trickling filters based on the performance at 34 plants at military installations treating domestic wastewater [23] . For a single-stage filter or the first stage of a two-stage rock filter, the efficiency at 20
• C is,
(1 + 0.4432
where W 1 is BOD loading applied to the first-stage filter. For the purpose of this work, we ignore the effect of wastewater temperature on the BOD removal efficiency.
The recirculation factor F represents the average number of passes of the raw wastewater BOD through the filter. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 passes( [14] ). The recycle ratio R rcy is typically between 0 and 2.
The second stage efficiency is given as follows:
where W 2 is BOD loading applied to the second-stage filter.
As with all aerobic treatment operations, an adequate supply of air is crucial to provide efficient treatment of the wastewater stream. The formulation (20) has been developed by Dow Chemical to estimate oxygen consumption (R o ) for trickling filter applications [24] ,
where L B is BOD loading to filter. 
where OR is overflow rate, Acl is the clarifier area, and A, D, V are area, depth, and volume of the filter media, respectively.
Economics of treatment units
The cost correlations for standard wastewater treatment units can be found in several sources [25, 26] . In addition, we have derived cost equations as functions of unit sizes using the software Superpro Designer [27] through curve fitting.
Superpro features end-of-pipe treatment process units for pollution prevention studies.
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Industrial & Engineering Chemistry Research   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 The investment cost terms IC t are functions of equipment sizing such as area and volume, whereas operating cost OC t include unit throughput, electricity (c e ,$0.0981/kWh), material replacement, oxygen consumption(c O2 ,$0.02/kg) and waste disposal cost (c d , $0.0001/kg). N t represent the number of units required to achieve the separation. The equations for the various units are presented below, and their corresponding cost coefficients, c t , and cost exponents, α t , for the various units are collectively presented in Table 9 . H is the number of working hours in a year. Reverse osmosis The capital cost is a function of the membrane area, A RO , and the operating cost consists of membrane replacement cost, pumping electricity cost, and disposal cost. LT m is the membrane element lifetime (5 years), η p is the pump efficiency (0.8), and ρ RO is the feed density (1000 kg/m 3 ). The operating cost of the RO unit is high due to the energy consumption of the high pressure pump.
Ion exchange The capital cost is a function of the resin volume, V I X, needed for the treatment. The operating cost includes the regenerating cycle (chemicals, brine disposal), which is a polynomial function of the throughput.
Sedimentation The capital cost is a function of the area, A SE , and the operating cost is a function of throughput and the number of rectangular clarifiers N C SE .
Ultrafiltration The capital cost mainly depends on the membrane area, A U F , needed for the separation. The operating 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 cost include membrane replacement cost, electricity cost, and disposal cost. Since the transmembrane pressure in UF is not so high as in RO, the operational cost is less dependent of the electricity consumption.
Activated sludge The capital cost is a function of aeration basin volume V AS and clarifier area Acl AS . The operating cost has three terms: maintenance cost as a function of throughput, oxygen consumption, and sludge disposal cost.
Trickling filter The capital cost is a function of filter area A T F and clarifier are Acl T F . Similar to the activated sludge, the operating cost has three terms: maintenance cost as a function of throughput, oxygen consumption, and sludge disposal cost.
As can be seen from these equations, the correlations (22)- (27) include bilinear and concave terms that are nonlinear and nonconvex. The cost model gains in accuracy despite the computational complexities compared to the simple equations in (1) . To see this difference more clearly, we can compare the performance of activated sludge and trickling filter for the removal of organic contaminants shown in Figure 8 . The investment cost as a function of inlet concentration for activated sludge under fixed operating parameters is shown in Figure 8a . It is clear that there is a significant increase in investment cost (9.89%) over the range of concentration considered. Figure 8b shows that trickling filter removal efficiency is also a function of inlet concentration when the recycle ratio is fixed to 0.2. Finally, Figure 8c we compare the operating costs of activated sludge and trickling filter as functions of flowrate only. The figure shows that there exists a crossover point between the two curves, which indicates that it is incorrect to estimate the operating cost as a linear function of the flowrate. As a result, the simplified model, which is only dependent on the flowrate across the treatment unit, may lead to suboptimal, and possibly to solutions with the incorrect selection of treatment technology.
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The multi-scenario model (GDP-s) gives rise to a block diagonal structure, in which the design variables (d rt ) are complicating variables in that they need to be accounted for in all scenarios. By defining the copy variables d 
This allows the application of the Lagrangean decomposition algorithm [28] .
The proposed algorithm shown in Figure 9 involves an outer problem and an inner problem. The outer problem 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 maximum number of iterations. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 and transferred to the objective function as shown in equation (29) .
Problem (P -s) can help to improve the solution quality of the upper bounding problem (P ). (P -s) is an NLP that represents the simplified multi-scenario model. It applies effective contaminant removal ratios β n tj and flow recovery ratios Rr n t from the subproblems (SP n ), where F out = Rr t F in . Problem (P ) is the NLP upper bounding problem in the inner iteration resulted from fixing all the integer variables in the original problem (P ). In problem (Lam) the Lagrangean multipliers are updated using a hybrid algorithm based on the combination of cutting-plane and subgradient strategies described in Oliveira et al [30] .
Algorithm
The steps of the proposed algorithm are as follows: 3. Inner Problem Set k = 1.
i. Solve the MINLP (SP n ) for each scenario n ∈ N to global optimality for the fixed treatment selection. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 Three potential situations could result from this step. First, if all the subproblems are feasible and are solved to ε 1 -tolerance within time limit, then we obtain for the selected treatment units a lower bound solution Z LLB by taking the sum of the subproblems' objective values z * n . If the problem is not solved within ε 1 -tolerance in the specified time limit, then we convexify the subproblem as in problem (RP ) to form (rSP n ), which can then be solved using a non-global MINLP solver. The third situation arises when any of the sub-problems is found to be infeasible, in which case the set of treatment selection is eliminated.
ii.(optional) Solve (P -s) to local optimality.
iii. The binary variables y i in subproblem (P ) are fixed to zero if the flowrate capacity,F i , for a given pipe i takes a value of zero in (P -s). Solve the upper bounding problem (P ) to local optimality. Update Z LU B .
iv. Check for convergence of the inner problem. If
v. Update the Lagrangean multipliers in (Lam). k = k + 1 as described in [30] . 
Convergence Check global convergence criteria (Z
GU B − Z GLB )/Z GU B < ε,
Numerical examples
Three water network examples are provided to demonstrate the formulation and decomposition algorithm. Problem (GDP-1) was automatically reformulated as an MINLP using GAMS/EMP (Extended Mathematical Programming) [31] , which is a modeling framework for automated mathematical reformulation. The MINLP models are formulated using GAMS 24.0 [32] and solved on an Intel Core i7 2.93 GHz machine with 4.00 GB memory. CPLEX was used for the MILP problems, and DICOPT [33] , LINDOGlobal [34] and BARON 11.1 [21] are used to solve the MINLP problems. Note that while DICOPT is a non-global solver, LINDOGlobal and BARON are global optimization solvers.
Example 1: illustrative example with short-cut treatment unit models
In this example, we consider the problem structure presented in the illustrative example in Section 3. The process unit data are the same, but we now incorporate short-cut models of treatment units for TSS and TDS removal. TU1 Figure 10 .
The full problem and the decomposition algorithm subproblems' model statistics are shown in Table 10 . The full MINLP, which is obtained with the hull reformation (GDP-s) [35] problem is solved using BARON to arrive at the solution of $434,164.59 in 2,132 CPUs with a 5% optimality gap. Then the problem is solved using the decomposition algorithm to global optimality. The first step is to obtain a god initial solution from problem (P ). This is In order to demonstrate the advantage of using short-cut models, we can compare its optimal solution with the result from the simplified model. To make the comparison on the same basis, the first step is to optimize the WN with 24 simplified model, then in the second step, the WN with short-cut model is optimized with fixed network structure from step one. The optimized WN structure obtained using simplified models is shown in Figure 11b . As can be seen, the main difference is that the treatment unit chosen for TDS removal is reverse osmosis for the simplified model WN and ion exchange for the short-cut model WN. There are also two piping connections that are different in the result, namely, from PU1 to TU1 and from TU1 to PU2. The cost of the network increased from $430,157 for configuration in Figure 11a to $440,884 for configuration in Figure 11b . Note that the problem is optimized to within 1% optimality gap instead of 5% in order to ensure the validity of the comparison. Hence the short-cut WN has a cost of $430,157
instead of $433,174 as presented in the detailed decomposition algorithm steps where a 5% tolerance was used.
Furthermore, the recoveries have a direct impact on treatment cost in practice. Thus, the purpose of using short-cut models is to calculate the wastewater treatment recoveries through optimization, whereas simplified models assume that they are fixed. Both specified recoveries in the simplified models and the calculated recoveries in the short-cut models are presented in Table 11 . Column S1 represents the removal ratios specified in the simplified WN; S2 shows the calculated recoveries from optimizing short-cut WN with the fixed configuration in Figure 11b ; and S3 represents the recoveries from directly optimizing short-cut WN. From the table, we can see that the removal ratio upper bounds are reached (90% for IX and 99% for UF) or nearly reached (99% for RO) for the selected units, which is due to the specification for the water discharge (10 ppm TDS and 20 ppm TSS). The next example comes from a metal finishing industry located in Turkey [4] . Steel wheel production, tractor production, engine assembly shop, and spring production are the four main production lines that are involved. Each process results in a wastewater streams with various level of TSS, heavy metal (HM), TDS, and BOD. The worst, nominal, and best scenario concentration values are given in Table 12 . This example considers only wastewater treatment network (no PU included) whose superstructure is shown in Figure 12 . We apply the short-cut treatment models for the removal of TSS, TDS, and BOD. For HM removal we assume fixed recoveries. Note that TDS has the highest average concentration among the four groups of contaminant, thus it gives rise to the most difficult removal. On the contrary, HM is the easiest contaminant to removal. CPUs, where 1,608.0 CPUs is used to solve the lower bounding problem. In comparison, the original problem (P ) cannot be solved to optimality in the resource limit (7200 CPUs) with LINDOGlobal and BARON.
25
The resulting configuration is shown in Figure 13 . Note that the recovery ratio in the ion exchange unit is chosen to be the lower bound 0.5, which implies that it is cheaper to dispose rather than to treat the stream. Also, since the overall streams have HM concentration less than the discharge limit, no HM removal is required.
Example 3: petroleum refinery water use
We consider a modified refinery case study as the final example [6, 36] and the units involved are shown in Figure 14 .
The primary water sources are freshwater and purified water. In addition, crude oil often carries emulsified water, and can be considered as a third process water source. Two sinks are considered for discharge, a centralized wastewater treatment facility on site and the nearby river. Five water-using process units are considered in this study. They are
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Reverse osmosis and ion exchange remove salt from the streams, and trickling filter and activated sludge are used to remove organic content of the streams.
The resulting MINLP has 1,768 equations, 1,331 continuous variables, and 85 binary variables. Note that the problem size is larger than that of Example 2. However, solving the problem directly using LINDOGlobal yields an optimal solution of $1,906,264 with 5% optimality gap in 209 CPU s. The reason that the problem can be solved effectively without the decomposition algorithm can be seen in the resulting network configuration as shown in Figure 15 .
Trickling filter is chosen to remove ORG, and the highest removal ratio, R 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57 58 59 of freshwater is 360.5 t/h, and the consumption of purified water is 47.5 t/h, which is a 734.5 t/h reduction had reusing and recycling not been performed. First, the wastewater streams are reused and recycled within the network instead of Figure 15 : Example 3: Optimal network configuration for the refinery water system being discharged to the wastewater sinks. Also, no salt-removal unit is selected in this configuration, which is due to the high TDS tolerance level at the inlet stream of the cooling tower, as well as the high rate of evaporation loss in the cooling tower. The cooling tower then reuses most of its outlet stream, leading to a cooling loop that is more efficient than a once-through design. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 By considering the use of short-cut models for treatment units that remove TDS, TSS, and organics, we are able to exploit the trade-offs between treatment cost and removal efficiency of the units. The model (GDP-1) is developed to accommodate the modifications in the architecture and formulation of the treatment units. In order to solve the resulting formulation to global optimality, we have presented a Lagrangean-based decomposition algorithm that is tailored to the water network problem. Several examples are presented to demonstrate the effectiveness of the algorithm in improving the quality and computation effort of the solution. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58 
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• Bilinear terms [37] :
• Concave term:
• √ V → V new (From trickling filter formulation (17) and (19))
ACS Paragon Plus Environment
Industrial & Engineering Chemistry Research   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 60 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 
