Abstract. We reinterpret the Thouless-Anderson-Palmer approach to mean field spin glass models as a variational principle in the spirit of the Gibbs variational principle and the Bragg-Williams approximation. We prove this TAP-Plefka variational principle rigorously in the case of the spherical Sherrington-Kirkpatrick model.
Introduction
There are several approaches in theoretical physics and mathematics to study the Sherrington-Kirkpatrick (SK) mean field spin glass model [20] and its variants. The most successful in physics is the replica approach, which with Parisi's replica symmetry breaking Ansatz led him to his celebrated formula for the free energy [15] . The mathematically rigorous proofs of the formula due to Guerra, Talagrand and Panchenko are based on a subtle combination of interpolation, recursion, the Ghirlanda-Guerra identities and an invariance property for the limiting Gibbs measure [13, 16, 17, 24] . A further approach in the physics literature is the one due to Thouless, Anderson and Palmer (TAP) and Plefka. It originates in [25] as a diagrammatic expansion of the partition function of the Ising SK model relating the free energy to the so called TAP free energy, which is a disorder-dependent function defined on the space of magnetizations of the spins. It claims that the free energy equals the TAP free energy at magnetizations that solve a set of mean field equations and satisfy certain convergence conditions, which have not been completely clarified. Plefka's condition [18, 19] is believed to be necessary, but it is not clear if it is also sufficient. The high temperature analysis of [25] has been made rigorous in [1] . The physicist's TAP approach has been adapted to spherical models in [10] .
In this paper we reinterpret the TAP approach as a variational principle for the free energy, which states that the free energy equals the maximum of the TAP free energy taken over magnetizations satisfying appropriate conditions. We make this rigorous in the case of the spherical Sherrington-Kirkpatrick model, and show that for this model Plefka's condition is the only condition needed to formulate the variational principle. be the partition function and free energy in the presence of an external field h N ∈ R N . The TAP free energy for this model is given by [10, 25] H T AP (m) = βH N (m) + Nm · h N + N 2 log 1 − |m| 2 + N β 2 2 1 − |m| 2 2 , and Plefka's condition [18, 19] reads
where β (m) = β 1 − |m| 2 .
We refer to the approximation
as the TAP-Plefka variational principle and prove it in the following form. H T AP (m) → 0 in probability.
We also include a solution of the TAP-Plefka variational problem that reduces it from a random N-dimensional optimization problem to one which is deterministic and one dimensional.
Lemma 2. For any β, h, h 1 , h 2 , . . ., as in Theorem 1 one has
where
Together, Theorem 1 and Lemma 2 show that
For comparison, the Parisi formula in this context [11, 23] states that
1.1. Discussion.
1.1.1. The TAP-Plefka variational principle. The TAP-Plefka variational principle (1.1) should be compared to the classical Gibbs variational principle which states that
where the supremum is over all probability measures which are absolutely continuous with respect to E, and H (G||E) is the relative entropy of G with respect to E. The first term is the internal energy and the second is the entropy. In the classical Bragg-Williams approximation [7, 26, Section 4.1.2] in non-disordered statistical physics one restricts this sup to simple measures G that are parameterized by a mean magnetization m ∈ R N ; in the case of ±1 spins one considers measures under which the spins σ i are independent with mean m i . For any m the corresponding measure gives a lower bound for the free energy, because of the Gibbs variational principle. If the Bragg-Williams approximation is successful, maximizing over m yields the true free energy (at least to leading order). If applied to approximate the free energy of the Curie-Weiss Hamiltonian
which also appears in the classical solution of the model via the large deviation rate function of the binomial distribution, and is thus indeed an accurate approximation.
In the spherical setting a product measure on the spins is not absolutely continuous with respect to E, but a natural family of measures is provided by exponential tilts of the uniform distribution given by e λσ·m dE appropriately normalized, for λ = λ (m) chosen so that the mean magnetization is m. For such a measure the internal energy will be close to βH N (m) + Nm · h N and the entropy will be close to
Thus the Bragg-Williams approximation of the free energy is
which is in fact inaccurate, in light of (1.1). However, the TAP-Plefka variational principle can be seen as the appropriate modification of the Bragg-Williams approximation to obtain an accurate approximation for this disordered system, by adding the Onsager correction term N 2 β 2 1 − |m| 2 2 and restricting the sup to m-s satisfying Plefka's condition, 1.1.2. The 2-spin model. The 2-spin spherical spin glass is a much simpler model than the other Ising and spherical SK variants. It is always replica symmetric, and the Parisi formula can be written as a one parameter variational principle (see (1.4) ). For h = 0 an explicit closed form (non-variational) formula for lim N →∞ F N exists, also in low temperature.
Furthermore, the Hamiltonian can be written as H N (σ) = √ Nσ T S N σ for a random matrix S N from the Gaussian orthogonal ensemble, and by the rotational invariance of the sphere we can work in the diagonalizing basis of S N , in which case
where λ i are the eigenvalues of S N . Because of this the free energy can be computed by a random matrix approach, without using the Parisi formula [4, 12, 14] . Part of our analysis also relies on random matrix considerations. The resulting formulas (1.2) and (1.3) are not related to previously obtained formulas for the free energy. Our proof is the first rigorous derivation of a TAP variational principle based on a microcanonical analysis that yields bounds valid for finite N, and where Plefka's condition appears naturally.
1.1.3. Previous work in the mathematical literature. Recently in [9] Chen and Panchenko used the Parisi formula to verify a TAP variational principle for mixed Ising SK models in the thermodynamic limit, that is an equality after taking the limit N → ∞, with a different condition replacing Plefka's condition. In [21] Subag constructs for very low temperatures a decomposition of the Gibbs measure of pure p-spin spherical models into pure states in a microcanonical fashion, and notices that the log of the weight of each pure state coincides with its TAP free energy. Further mathematical results concern the TAP equations, which are usually derived as self-consistency equations for the mean magnetization but can also be seen as the critical point equations of the TAP free energy. Bolthausen has developed an iterative scheme for solving the TAP equations for the Ising SK model [6] that converges in the whole conjectured high temperature regime. Talagrand [22] and Chatterjee [8] showed that in high enough temperature the mean magnetization of the Ising SK Gibbs measure satisfies the TAP equations. Auffinger and Jagganath have used the Parisi formula to prove that solutions of the TAP equations describe the magnetization inside appropriately defined pure states of generic mixed Ising models for all temperatures [3] . Auffinger, Ben Arous & Cerny have studied the (annealed) complexity of TAP solutions for pure p-spin spherical Hamiltonians [2].
1.2.
A word on the proof. The proof of Theorem 1 splits into a proof of a lower bound and a proof of an upper bound for the partition function Z N (β, h N ). Both are based on recentering the Hamiltonian around magnetizations m of potential pure states (a similar recentering has been used by TAP [25] , Bolthausen [5] and Subag [21] ). In general, recentering around a given m gives rise to an effective external field for the recentered Hamiltonian.
The lower bound is presented in Section 3 and is proved by considering a recentering around any magnetization m that satisfies Plefka's condition. We then restrict the integral in Z N (β, h N ) to a subset of the sphere centered on m that is perpendicular to both m and to the effective external field. The mean energy (value of Hamiltonian and external field) on this subset is βH N (m) + Nm · h N , cf. the first two terms of H T AP (m). The log of the measure of the subset is approximately and it is therefore natural that if we use the uniform measure on the subset as a reference measure the free energy of the recentered Hamiltonian is
, cf. the last term of H T AP (m) (the Onsager correction). In this way we show that the subset contributes approximately exp (H T AP (m)) to Z N (β, h). This shows that H T AP (m) is a lower bound of the free energy for any m satisfying Plefka's condition. Note that it also provides a natural interpretation of the terms in H T AP (m), and of Plefka's condition as the condition that a pure state should effectively be in high temperature.
The upper bound is significantly harder and is proved in Section 4. It involves the construction of a low-dimensional subspace of magnetizations M N with the property that after recentering around any m ∈ M N , the effective external field is again almost completely contained in M N . We write the integral in Z N (β, h N ) as a double integral first over M N and then over the perpendicular space M ⊥ N . For a fixed m ∈ M N the integral over the perpendicular space M ⊥ N is seen to be related to a partition function without external field at a higher effective temperature, and is shown to be close to the exponential of a modified TAP energy, with the Onsager correction
replaced by a different, not entirely explicit, expression. The integral in Z N (β, h N ) thus reduces to an integral of the exponential of the modified TAP energy over the low-dimensional space M N , and by the Laplace method the log of the integral turns into the supremum over the modified TAP energy over all m. We then show that if the Hessian at a critical point of the modified TAP energy is negative semi-definite, as it must be at any local maximum, then m satisfies Plefka's condition and furthermore the modified TAP energy and the original TAP energy H T AP (m) are close. From this the upper bound on Z N (β, h N ) is seen to follow.
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Notation and basic facts
The letter c denotes a constant that does not depend on N, possibly a different one each time it is used.
Let (Ω, A, P) be a probability space with random variables J ij , i, j ≥ 1 that are iid standard Gaussians. Define
For any λ ∈ R and σ ∈ R N we have
Let S N be the N × N matrix given by
Note that
For this reason the 2-spin Hamiltonian gradient is linear, i.e.
We will use, especially in the upper bound, that the empirical spectral distribution of S N converges to the semi-circle law. Let √ Nθ
N be the eigenvalues of the matrix S N . We have that
where the o (1) terms tend to zero P-a.s. uniformly in i.
For instance from the fact the eigenvalue of largest magnitude is of order √ N one can deduce that (2.6) sup
for all N large enough, almost surely. The latter implies that
We let E , and for any unit vector v the inner product σ · v has a density under E given by
More generally for any linear subspace U ⊂ R N of dimension M the the projectioñ σ of σ onto U has density (2.9)
, with respect to the standard Lebesgue measure on R N restricted to U.
Lower bound
In this section we show the following lower bound for the free energy.
Proposition 3. For β, h, h 1 , h 2 , . . . as in Theorem 1 one has
where the o (1) term tends to zero P-a.s.
We prove this by noting that the partition function is certainly larger than the integral of e βH N (σ)+N σ·h N over a slice σ : σ · m − |m| 2 < ε for any m inside the unit ball and ε > 0. On this slice we recenter the spinŝ
and use the decomposition By the second moment method and concentration of measure one can show the following.
Lemma 4. It holds that
It will be important to consider the partition function restricted to the intersection of the unit sphere with a hyperplane of dimension N − 2 (or N − 1). The next lemma shows that (3.3) remains true uniformly over all such restrictions. Recall that E Lemma 5. We have
Let B be the top right (N − 2) × (N − 2) minor of S N when written in the standard basis and let
, and by (3.3) with N − 2 in place of N we have
where the o (1) term tends to zero almost surely. Also 
so from (3.5), (3.6) and (3.7) it follows that We can now prove the lower bound Proposition 3.
Proof of Proposition 3. For any m and σ, recenter the spins σ around m by lettinĝ σ = σ−m. Recentering the Hamiltonian (see (3.2) ) and the external field one obtains
is the effective external field after recentering. Note that by our assumption |h N | = h and (2.
Certainly we have
Rewriting in terms ofσ and using (3.8) the right hand-side can be bounded below by 
Using this, (2.1) and (2.6)-(2.7), the above is at least
under E, and is uniform on the unit sphere intersected with m, h m ⊥ this in fact equals
If m and h m are linearly independent then using (2.9) and (3.10) and it holds that If m and h m are linearly dependent the same lower bound follows from (2.8). Thus Z N is at least
for any m with |m| < 1, where the error term is o (N) uniformly in m, almost surely. By Lemma 5 this is in turn at least
where the error term is o (N) almost surely, uniformly in m that satisfy (3.11). The claim (3.1) follows.
Upper bound
In this section we prove the following upper bound on the free energy.
Proposition 6. For β, h, h 1 , h 2 , . . . as in Theorem 1 one has
As for the lower bound, our proof is based on considering the Hamiltonian recentered around certain m-s inside the unit ball. However, for an upper bound we are not free to simply restrict the integral in the partition function to slices around an m and ignore the complement. Neither can we further restrict the integral inside the slice to a space where the effective external field vanishes. Lastly we can not ignore slices for which Plefka's condition is not satisfied.
We get around these issues by constructing a low-dimensional subspace M N of m-s, such that the recentered Hamiltonian restricted to the space of configurations perpendicular to M N has almost vanishing external field for any m ∈ M N , without further restriction. Using the Laplace method we are able to upper bound the free energy by a sup of the free energy contribution of each of these restricted Hamiltonians, since the dimension of M N is o (N). Lastly a coarse-graining of the recentered Hamiltonian gives a sequence of approximations to the free energy of the restricted Hamiltonians in a form that allows to show that the supremum must be attained at an m that satisfies Plefka's condition. 4.1. Diagonalization. To prove the upper bound Proposition 6 we are obliged to make stronger use the diagonalized Hamiltonian
and the semi-circle law. Leth N be the vector h N written in the diagonalizing basis of the matrix S N . By rotational symmetry we have
For convenience we also replace the diagonalized Hamiltonian (4.2) by its deterministic counterpartH
where each eigenvalue θ 
4)-(2.5)). LetF
and letH
By (2.5) we have that
and therefore the upper bound Proposition 6 follows from the following deterministic bound.
Proposition 7.
For β, h, h 1 , h 2 , . . . as in Theorem 1 one has
The rest of this section is devoted to the proof of Proposition 7.
4.2.
Free energy of coarse-grained Hamiltonian without external field. We will approximateH N (σ) by a coarse-grained Hamiltonian where the θ i/N are replaced by a bounded number of distinct coefficients. For such a Hamiltonian it will be straight-forward to bound the free energy using the Laplace method. To this end consider for each K ≥ 2 equally spaced numbers x 1 , . . . ,
and a partition I 1 , . . . , I K of {1, . . . , N} given by
We first show the following variational principle for the free energy of the coarsegrained Hamiltonians in the absence of an external field.
Lemma 8. For all C > 0 we have uniformly in 0 < β ≤ C and large enough K that
= sup
Proof. For instance by applying (2.9) one sees that the E-distribution of the vector σ with respect to Lebesgue measure given by
where we write
By the Laplace method the integral equals exp N sup
where one uses that µ k ≥ c K 3/2 , and that this implies that the maximizer in the sup must satisfy
This completes the proof.
The variational problem on the bottom line of (4.4) can be solved. To state the result let
The next lemma shows that F K (β) is the supremum in the variational problem from (4.4).
Lemma 9. For each K and β > 0 we have (4.6) sup
Proof. Using Lagrange multipliers and the KKT condition it follows that if for some λ we have
then the supremum in (4.6) is attained at this (f 1 , . . . , f K ). If f k takes this form
Since (4.7) holds with λ = λ K (β) the claim (4.6) follows.
Note that Lemmas 8 and 9 show that the free energy of the coarse-grained Hamiltonians has no phase transition for any finite K. Also those lemmas and the bound (4.9)
imply the following.
Lemma 10. For all C > 0 and K ≥ 2 we have
We now investigate the behavior of
By standard estimates for Riemann sums
The integral can be computed explicitly, and in fact
The convergence (4.11) implies that
Also define
which can be computed explicitly as (4.14)
By the convergence of the Riemann sum
Using the identities (4.12) and (4.14), this expression simplifies to (4.17)
Also it follows from (4.13) and (4.15) and the monotonicity of h K (λ) that
A posteriori it is clear that for β >
the function F K (β) converges to the lowtemperature free energy of the Hamiltonian H N (σ) without external field, but this is not a step in the proof of our main results, but rather a consequence.
In the proof of Proposition 7 at the end of the next section we will use the two lemmas that now follow to rule out m that do not satisfy Plefka's condition. First note that g K (λ) , λ K (β) , h K (λ) and thus F K (β) are all continuous and differentiable. We have the following identity.
Lemma 11. For all β > 0
Proof. This follows from the definition (4.16) and the equalities that h
Proof. We may set
Lemma 11 also allows us to strengthen the pointwise convergence (4.18) to uniform convergence.
Lemma 13. We have (4.20) lim
Proof. The F K (β) are increasing β, and F (β) is increasing in β and uniformly continuous (recall (4.17)), and therefore (4.18) implies that for any δ,
For any δ > 0 we have
and by (4.19) we have uniformly in K that 
Proof. We remove small coordinates from the external field by setting
. . , N − 1, and ensure that the external field in the direction of the eigenvector of the largest eigenvalue is not too small by setting (4.21) h
, it suffices to construct the spaces M N such that (4.22) lim
Consider the sequence given byh 
We build M N starting with the space ĥ 1 N , . . . ,ĥ
where A is an arbitrary subset of {1, . . . , N} such that V − 1 + A = ⌊N 3/4 ⌋, which can be done since from (2.4) it follows that 
For any m ∈ M N with |m| ≤ 1 we may decompose m as 
Therefore forσ ∈ M ⊥ N we have
Now by (4.26) and the fact thatσ i = 0 for i ∈ J N we have that
By (4.23) we have
so the claim (4.22) follows.
We will need a version of Lemma 10 where we integrate over the subspace perpendicular to M N .
Lemma 15. For any C > 0 and K > 0 lim sup 
We have the following version of the upper bound Proposition 7 withH 
for large enough N.
Proof. Let M N be the space from Lemma 14 and let
let m be the projection of σ onto M N and σ = σ − m ∈ U N . Recentering the Hamiltonian around m (cf. (3.8)-(3.9)) we have that (4.29)
By Lemma 14 this is at most There is a δ depending only on β and h such that the supremum is always achieved for |m| < 1 − δ, since all terms in the supremum not involving log are bounded by cN. Thus (4.34) is at most This also completes the proof of the main upper bound Proposition 6. Together with the lower bound Proposition 3 this proves our main result Theorem 1.
Solution of the TAP-Plefka variational problem
In this section we prove Lemma 2. By (2.1) it follows from a result for the maximum of the Hamiltonian with external field on the unit sphere which we now state. Proof. We work in the diagonalizing basis of S N and note that the left-hand side of (5.1) equals
where, as in Section 4.1,h N is the vector h N written in the diagonalizing basis and we have used (2.5). The case h = 0 then follows trivially since θ 1 = √ 2, so we assume
in probability, and the right-hand side simplifies to h 2 + 2β 2 .
