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Abstract
We consider a spectral problem for a system of second order (in the spectral parameter) abstract
pencils in a Hilbert space and prove the completeness and the Abel basis property of a system of
eigenvectors and associated vectors. In some special cases, we obtain the expansion of vectors with
respect to eigenvectors. Further, it is considered a relevant application of these abstract results to
boundary-value problems for second and fourth order ordinary differential equations with a quadratic
spectral parameter both in the equation and in boundary-value conditions.
 2005 Elsevier SAS. All rights reserved.
Résumé
Dans un cadre hilbertien, on considère des problèmes spectraux pour des faisceaux de systèmes
d’opérateurs abstraits du second ordre (relativement au paramètre spectal) ; on démontre la complé-
tion et la propriété d’Abel des bases d’un système de vecteurs propres et des vecteurs associés. Dans
des cas particuliers on obtient une expression des vecteurs à partir des vecteurs propres. Comme
application importante des résultats abstraits on donne des exemples de problèmes aux limites pour
des systèmes d’équations différentielles ordinaires du second ordre et du quatrième ordre, systèmes
dans lesquels le paramètre spectral intervient de manière quadratique, aussi bien dans les équations
que dans les conditions aux limites.
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1. Introduction
The concept of n-fold completeness of root vectors of one polynomial operator pencil
and first results belong to M.V. Keldysh [5]. The following development of this question
one can find in the books by I. Gohberg and M.G. Krein [3] and A.S. Markus [8] and a lot
of papers (see references in [12] and [14]).
For the first time the detail investigation of a system of polynomial operator pencils has
been done in some papers by S. Yakubov and then in his book [12]. The further devel-
opment of the latter appears in the book by S. Yakubov and Ya. Yakubov [14] and some
papers. But in these books, the results mostly obtained for cases when the order of the
spectral parameter in “boundary conditions” is less than the order of the spectral parameter
in the equation.
In this paper we consider a situation of the same order of the spectral parameter in both
the equation and the “boundary conditions”. We study the completeness, the Abel basis
property, and the expansion of root vectors in the corresponding Hilbert spaces. Then we
give an application of each obtained abstract result to ordinary differential equations with
the spectral parameter of the same order in both the equation and boundary conditions. The
corresponding non-stationary problem may represent the longitudinal displacements of an
inhomogeneous rod under the action of forces at the two ends which are proportional to the
acceleration (see C.C. Lin and L.A. Segel [7, Chapter 12]). Such non-stationary problems
for second order hyperbolic equations with the second order differentiation with respect to
the time in boundary conditions have been studied by P. Lancaster, A.A. Shkalikov, and Ye
Qiang [6], A. Gomilko and V. Pivovarchik [4], Ya. Yakubov [16,17], S. Yakubov and Ya.
Yakubov [15]. In [4], the authors investigated in detail the corresponding spectral problem,
too.
Let us mention that ordinary differential problems with the spectral parameter in bound-
ary conditions can appear in physics and mechanics (various physical applications can be
found, e.g., in C.T. Fulton [2]), for example, the problem of vibrations of strings with a
load on the end, heat and mass transfer problems, thermal conduction problem for a thin
laminated plate. The detail investigation of the last problem and some others can be found
in the book by I. Titeux and Ya. Yakubov [10].
2. Singular and approximation numbers of a compact operator
Let an operator A from a Hilbert space H into a Hilbert space H1 be bounded. Then its
adjoint operator A∗ from H1 into H is bounded and, for u ∈ H , u1 ∈ H1, we have:
(Au,u1)H = (u,A∗u1)H .1
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= (Au,Au)H1  0 it follows that the operator A∗A in H is non-negative. In turn, it implies
that there exists a unique non-negative selfadjoint operator T := (A∗A)1/2 in H . If A from
a Hilbert space H into a Hilbert space H1 is compact, then, in addition to the above, the
operator T = (A∗A)1/2 in H is compact. The eigenvalues of the operator T , λj (T ), are
called singular numbers of the compact operator A and are denoted by sj (A;H,H1).
Let us enumerate the singular numbers in decreasing order, taking into account their
multiplicities, so that
sj (A;H,H1) := λj (T ), j = 1,2, . . . .
If r(A) := dimR(A) < ∞, then sj (A;H,H1) = 0 for j = r(A) + 1, r(A) + 2, . . . , where
R(A) denotes the image of the operator A. Obviously,
s1(A;H,H1) = ‖A‖,
and, for any scalar λ,
sj (λA;H,H1) = |λ|sj (A;H,H1).
If A in H is selfadjoint, then
sj (A;H,H) =
∣∣λj (A)∣∣.
Obviously, for u ∈ H we will obtain
‖Au‖2H1 = (Au,Au)H1 = (A∗Au,u)H = (T 2u,u)H = ‖T u‖2H .
The operator U that associates the vector T u with the vector Au, maps R(T ) ⊂ H onto
R(A) ⊂ H1 isometrically. So, under u ∈ H we have UT u := Au, where U from R(T )
onto R(A) is isometric. The representation
A = UT
is called a polar representation of the operator A. Since U maps R(T ) onto R(A) isomet-
rically, then
r(T ) = dimR(T ) = dimR(A) = r(A).
Denote by uj ∈ H , j = 1, . . . , r(T ), an orthonormal system of eigenvectors of the operator
T which forms a basis in R(T ). Then,
T u =
r(T )∑
sj (A;H,H1)(u,uj )uj , u ∈ H, (2.1)
j=1
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sides of (2.1), we obtain
Au =
r(A)∑
j=1
sj (A;H,H1)(u,uj )Uuj , u ∈ H.
Since uj ∈ R(T ), the system vj = Uuj ∈ R(A), j = 1, . . . , r(A), is orthonormal in H1.
Thus, if A from H into H1 is compact, then the Schmidt expansion
Au =
r(A)∑
j=1
sj (A;H,H1)(u,uj )vj , u ∈ H, (2.2)
is true, where uj and vj are some systems of vectors, orthonormal in H and H1, respec-
tively, and the series converges by the norm in B(H,H1).
Let A be a compact operator from a Banach space E into a Banach space E1. Then,
s˜j+1(A;E,E1) := inf
dimR(K)j
K∈B(E,E1)
‖A−K‖B(E,E1)
are said to be the approximation numbers of A, where B(E,E1) denotes a space of
bounded operators from E into E1.
Remark 1. Theorem 1.2.10/2 [14] says that, in the case of Hilbert spaces, singular numbers
coincide with approximation numbers of a compact operator A, i.e.,
sj+1(A;H,H1) = s˜j+1(A;H,H1), j = 0,1, . . . .
Lemma 1. Let an operator A from a Hilbert space H into a Hilbert space H1 be compact
and let T be arbitrary r-dimensional operator from B(H,H1).
Then,
sj+r (A;H,H1) sj (A+ T ;H,H1) sj−r (A;H,H1), j = r + 1, r + 2, . . . . (2.3)
Proof. Consider the j th segment of Schmidt expansion (2.2) for A,
Kju :=
j∑
m=1
sm(A;H,H1)(u,um)vm, u ∈ H.
Obviously,
‖A−Kj‖B(H,H1) = sj+1(A;H,H1), j = 0,1, . . . ,
where K0 = 0. Then, by virtue of the above Remark 1,
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∥∥(A+ T )− (T +Kj)∥∥B(H,H1)
 sj+r+1(A+ T ;H,H1), j = 0,1, . . . . (2.4)
Changing operators A and A+ T by each other, we get
sj+1(A+ T ;H,H1) sj+r+1(A;H,H1), j = 0,1, . . . . (2.5)
From (2.4) and (2.5) follows (2.3). 
Lemma 2. Let operators A and B from a Hilbert space H into a Hilbert space H1 be
compact. Then,
sj+r−1(A+B;H,H1) sj (A;H,H1)+ sr (B;H,H1), j, r = 1,2, . . . ,
sj+r−1(AB;H,H1) sj (A;H,H1)sr (B;H,H1), j, r = 1,2, . . . .
Proof. Indeed, let (j − 1)-dimensional operator K1 and (r − 1)-dimensional operator K2
be such that
sj (A;H,H1) = ‖A−K1‖B(H,H1),
sr (B;H,H1) = ‖B −K2‖B(H,H1).
It is possible because of Schmidt expansion (2.2) (see, e.g., the proof of Lemma 1). Then,
sj+r−1(A+B;H,H1) ‖A+B − (K1 +K2)‖B(H,H1)
 ‖A−K1‖B(H,H1) + ‖B −K2‖B(H,H1) = sj (A;H,H1)+ sr (B;H,H1).
Moreover, since the dimension of the operator AK2 + K1(B − K2) does not exceed
j + r − 2 and (A−K1)(B −K2) = AB −AK2 −K1(B −K2), then
sj+r−1(AB;H,H1) ‖A−K1‖B(H,H1)‖B −K2‖B(H,H1)
= sj (A;H,H1)sr (B;H,H1). 
Lemma 3. Let operators Ak , k = 1, . . . , n, from a Hilbert space H into a Hilbert space H1
be compact and estimates
sj (Ak;H,H1) Cj−p, ∃p > 0, ∀k = 1, . . . , n, (2.6)
hold for j = 1,2, . . . .
Then, the following estimate is also true
sj
(
n∑
k=1
Ak;H,H1
)
 Cj−p, j = 1,2, . . . . (2.7)
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it follows that for j = 1,2, . . .
s2j−1(A1 +A2;H,H1) sj (A1;H,H1)+ sj (A2;H,H1)Cj−p +Cj−p
= 2Cj−p = 2C(2j − 1)−p
(
j
2j − 1
)−p
 C1(2j − 1)−p (2.8)
and
s2j (A1 +A2;H,H1) s2j−1(A1 +A2;H,H1) C1(2j − 1)−p
 C1(2j)−p
(
2j − 1
2j
)−p
 C2(2j)−p. (2.9)
From (2.8) and (2.9) it follows that estimate (2.7), for n = 2, has been proved. Let
estimate (2.7), for n = m, be true, i.e.,
sj
(
m∑
k=1
Ak;H,H1
)
 Cj−p, j = 1, . . . ,∞.
Then,
sj
(
m+1∑
k=1
Ak;H,H1
)
= sj
(
m∑
k=1
Ak +Am+1;H,H1
)
 Cj−p. 
Let H and F be Hilbert spaces. The set H ⊕ F of all vectors of the form (u, v) where
u ∈ H , and v ∈ F , with usual coordinatewise linear operations and the norm
∥∥(u, v)∥∥
H⊕F :=
(‖u‖2H + ‖v‖2F )1/2
is a Hilbert space and called the orthogonal sum of Hilbert spaces H and F .
For the operator A closed in a Hilbert space H , the domain D(A) is turned into a Hilbert
space H(A) with respect to the norm
‖u‖H(A) :=
(‖u‖2 + ‖Au‖2)1/2.
If H1 and H are two Hilbert spaces where H1 ⊂ H , then H1 can be represented as
the domain D(S) = H1 of a suitable positive definite selfadjoint operator S in H (see, for
example, [11, Remark 1.18.10/3]). Then, by [11, Theorem 1.18.10], the interpolation space
(H1,H)θ,2 = H
(
S1−θ
)
.
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Consider the spectral problem{
L(λ)u := λ2u+ λ(A+A1)u+ (B +B1)u = 0,
Lν(λ)u := λ2Aν0u+Aν2u = 0, ν = 1, . . . , s. (3.1)
Let there exist a Hilbert space H0 ⊂ H such that the operators A, A1, B , and B1 from
H0 into H act boundedly and the operators Aν0 and Aν2 from H0 into Hν act boundedly.
Then, a number λ0 is called an eigenvalue of problem (3.1) if the problem
L(λ0)u = λ20u+ λ0(A+A1)u+ (B +B1)u = 0,
Lν(λ0)u = λ20Aν0u+Aν2u = 0, ν = 1, . . . , s,
has a nontrivial solution u0 ∈ H0. The nontrivial solution u0 ∈ H0 is called an eigenvector
corresponding to the eigenvalue λ0 of problem (3.1). A solution of the problem
L(λ0)up + 11!L
′(λ0)up−1 + · · · + 1
p!L
(p)(λ0)u0 = 0,
Lν(λ0)up + 11!L
′
ν(λ0)up−1 + · · · +
1
p!L
(p)
ν (λ0)u0 = 0, ν = 1, . . . , s,
i.e., of the problem
L(λ0)up +
(
2λ0up−1 + (A+A1)up−1
)+ up−2 = 0,
Lν(λ0)up + 2λ0Aν0up−1 +Aν0up−2 = 0, ν = 1, . . . , s,
up ∈ H0 is called an associated vector of rank p to the eigenvector u0 corresponding to
the eigenvalue λ0 of problem (3.1).
Eigenvectors and associated vectors of problem (3.1) are combined under the general
name root vectors of problem (3.1).
Let Hilbert spaces H1 and H2 be continuously embedded into H and let the system
{uj0, uj1, . . . , ujkj } be a system of eigenvectors uj0 and the corresponding associated
vectors uj1, . . . , ujkj corresponding to an eigenvalue λj of problem (3.1). We numerate
eigenvalues in account of their multiplicities. A system of root vectors ujm, j = 1,2, . . . ,
m = 0, . . . , kj , of problem (3.1) is said to be 2-fold complete in H1 ⊕ H2 if the system
{(ujm,λjujm +uj,m−1)}, j = 1,2, . . . , m = 0, . . . , kj , uj,−1 = 0, is complete in H1 ⊕H2.
Theorem 1. Let the following conditions be satisfied:
(1) B is an operator in a Hilbert space H with a dense domain D(B); A is an opera-
tor in H with D(A) ⊃ (H(B),H)1/2,2; the embedding H(B) ⊂ H is compact and
sj (J ;H(B),H)  Cj−p , j = 1,2, . . ., for some p > 0; there exist Hilbert spaces
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ν
1 ⊂ Hν , ν = 1, . . . , s, are compact and dense and
sj (Jν;Hν1 ,Hν) Cj−p , j = 1,2, . . . , ν = 1, . . . , s;
(2) an operator A1 from (H(B),H)1/2,2 into H is compact;
(3) an operator B1 from H(B) into H is compact;
(4) the operators Aν0, ν = 1, . . . , s, from H(B) into Hν1 act boundedly and the operators
Aν2, ν = 1, . . . , s, from H(B) into Hν act boundedly;
(5) the linear manifold {v | v := (u,A10u, . . . ,As0u), u ∈ D(B)} is dense in the Hilbert
space H ⊕H 1 ⊕ · · · ⊕Hs ;
(6) for u ∈ D(B), v ∈ D(B)
(Bu,v)H + (A12u,A10v)H 1 + · · · + (As2u,As0v)Hs
= (u,Bv)H + (A10u,A12v)H 1 + · · · + (As0u,As2v)Hs ;
(7) there exists λ0 > 0 such that all numbers λ > λ0 are regular for the operator pen-
cil L(λ) :u → L(λ)u := ((λI + B)u, (λA10 + A12)u, . . . , (λAs0 + As2)u) which acts
boundedly from H(B) onto H ⊕H 1 ⊕ · · · ⊕Hs ;
(8) A is a skew-symmetric operator in H , i.e., A∗u = −Au, u ∈ D(A) and A from
(H(B),H)1/2,2 into H is bounded;
Then, the spectrum of the operator pencil
L(λ) :u → L(λ)u := (L(λ)u,L1(λ)u, . . . ,Ls(λ)u)
which acts boundedly from H(B) onto H ⊕ H 1 ⊕ · · · ⊕ Hs , is discrete, for any ε >
0 there exists a finite number of eigenvalues outside the angles | argλ − π/2| < ε,
| argλ+ π/2| < ε, and a system of root vectors of (3.1) is 2-fold complete in the spaces
H(B)⊕ (H(B),H)1/2,2 and (H(B),H)1/2,2 ⊕H .
Proof. Consider, in the Hilbert space H := H ⊕ H 1 ⊕ · · · ⊕ Hs , operators A, A1, B, and
B1 given by the equalities:{
D(A) := D(A)⊕H 1 ⊕ · · · ⊕Hs,
A(u, v1, . . . , vs) := (Au,0, . . . ,0),{
D(A1) := D(A1)⊕H 1 ⊕ · · · ⊕Hs,
A1(u, v1, . . . , vs) := (A1u,0, . . . ,0),{
D(B) := {v | v := (u,A10u, . . . ,As0u), u ∈ D(B)},
B(u,A10u, . . . ,As0u) := (Bu,A12u, . . . ,As2u),
and
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D(B1) := D(B1)⊕H 1 ⊕ · · · ⊕Hs,
B1(u, v1, . . . , vs) := (B1u,0, . . . ,0),
respectively. Then the equation
λ2v + λ(A+A1)v + (B+B1)v = 0, (3.2)
is equivalent to the spectral problem (3.1), where v := (u,A10u, . . . ,As0u). Indeed, let u ∈
D(B) be a solution of problem (3.1). Then, v = (u,A10u, . . . ,As0u) ∈ D(B) is a solution
of Eq. (3.2). Conversely, let v ∈ D(B) be a solution of Eq. (3.2). Since v ∈ D(B) then
v := (u,A10u, . . . ,As0u), where u ∈ D(B). Substituting v into (3.2) we get that u satisfies
(3.1).
Apply Theorem A.1 (see Appendix A) to (3.2). By virtue of condition (5), D(B) is
dense inH. By virtue of condition (6), for arbitrary v1 := (u1,A10u1, . . . ,As0u1) ∈ D(B),
v2 := (u2,A10u2, . . . ,As0u2) ∈ D(B)
(Bv1, v2)H = (Bu1, u2)H + (A12u1,A10u2)H 1 + · · · + (As2u1,As0u2)Hs
= (u1,Bu2)H + (A10u1,A12u2)H 1 + · · · + (As0u1,As2u2)Hs
= (v1,Bv2)H.
Consequently, the operator B is symmetric. In turn, the equation
λv +Bv = F, F := (f,f1, . . . , fs), (3.3)
where v = (u,A10u, . . . ,As0u), is equivalent to the system{
L(λ)u = λu+Bu = f,
Lν(λ)u = λAν0u+Aν2u = fν, ν = 1, . . . , s. (3.4)
By virtue of condition (7), problem (3.4) has a unique solution
u = L(λ)−1(f,f1, . . . , fs)
for λ > λ0 > 0. So, a solution of (3.3) has the following form
v = (L(λ)−1(f,f1, . . . , fs),A10L(λ)−1(f,f1, . . . , fs), . . . ,
As0L(λ)
−1(f,f1, . . . , fs)
) (3.5)
for the same λ. Hence, the operator B is closed and the image Im(λI + B) = H,
λ > λ0 > 0, where I denotes the identity operator in H. By virtue of [9, Chapter Y, Sec-
tion 3], the operator B is selfadjoint. Moreover, big enough negative numbers are regular
for the selfadjoint operator B. Therefore, the operator B is semibounded from below, i.e.,
(Bv, v)H  inf λ(v, v)H = b(v, v)H, ∃b ∈ R,∀v ∈ D(B),
λ∈σ(B)
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Theorem 2]). Consequently, the operator B + c2I, for some c2 > 0, is selfadjoint and
positive-definite. So, condition (1) of Theorem A.1 is fulfilled for A˜ := A, A˜1 := A1,
B˜ := B + c2I, and B˜1 := B1 − c2I for above mentioned c. Conditions (3), (4), and (5) of
Theorem A.1 follow from conditions (8), (2), and (3), respectively. Let us check condition
(2) of Theorem A.1.
Since H(B) ⊂ H(B) ⊕ H 11 ⊕ · · · ⊕ Hs1 (see condition (4)) then the operator R(λ,B)
from H := H ⊕ H 1 ⊕ · · · ⊕ Hs into H(B) ⊕ H 11 ⊕ · · · ⊕ Hs1 acts boundedly for big
enough negative λ. Consequently, the operator R(λ,B) in H is compact. Then, by virtue
of Lemma 1.2.10/1 [14], for some λ < 0, we have
sj
(
J;H(B+ c2I),H)= sj (J;H(λI−B),H)= sj (JR(λ,B);H,H)

∥∥R(λ,B)∥∥
B(H,H(B)⊕sν=1Hν1 )sj
(
J;H(B)
s⊕
ν=1
Hν1 ,H
)
, j = 1,2, . . . . (3.6)
Since
J =

J 0 · · · 0
0 J1 · · · 0
... · · · · · · ...
0 0 · · · Js
=

J 0 · · · 0
0 0 · · · 0
... · · · · · · ...
0 0 · · · 0
+ · · · +

0 0 · · · 0
0 0 · · · 0
... · · · · · · ...
0 0 · · · Js

then from condition (1) and Lemma 3 it follows that
sj
(
J;H(B)
s⊕
ν=1
Hν1 ,H
)
 Cj−p, j = 1,2, . . . . (3.7)
Inequalities (3.6) and (3.7) imply
sj
(
J;H(B+ c2I),H) Cj−p, j = 1,2, . . . ,
i.e., the operator B˜1 := B + c2I satisfies condition (2) of Theorem A.1. Then, by Theo-
rem A.1, a system of root vectors of (3.2) is 2-fold complete in the spacesH(B)⊕H((B+
c2I)1/2) and H((B+ c2I)1/2)⊕H. Since H(B) ⊂ H(B)⊕H 1 ⊕ · · · ⊕Hs and
H((B+ c2I)1/2)= (H(B+ c2I),H)1/2,2 = (H(B),H)1/2,2
⊂ (H(B),H )1/2,2 ⊕H 1 ⊕ · · · ⊕Hs
then we get the statement of Theorem 1. The last inclusion can be shown in a similar way
as in the proof of Lemma 1.7.3/2 [14]. 
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statement, namely, a system of vectors {u¯jm}, where u¯jm = (ujm,A10ujm, . . . ,As0ujm)
and ujm are root vectors of problem (3.1), is 2-fold complete in the spaces H(B) ⊕
(H(B),H)1/2,2 and (H(B),H)1/2,2 ⊕H, in particular, in H ⊕H. Let us also note that
for problem (3.2) we use Theorem A.1, which is proved reducing the problem to one ab-
stract operator with a discrete spectrum. This operator has a compact resolvent in the space
(H(B),H)1/2,2 ⊕H. The resolvent and the operator have the same system of root vectors
(see, e.g., [1, Section 31.4]). On the other hand, by, e.g., [1, Section 31.6], this system of
root vectors has a biorthogonal system and is minimal. Therefore, we can conclude that
a system of vectors {(u¯jm,λj u¯jm + u¯j,m−1)} is not only complete but also minimal in
(H(B),H)1/2,2 ⊕H.
Theorem 2. Let the following conditions be satisfied:
(1) B is an operator in a Hilbert space H with a dense domain D(B); A and A∗ are
operators in H with D(A) ⊃ (H(B),H)1/2,2 and D(A∗) ⊃ (H(B),H)1/2,2; the em-
bedding H(B) ⊂ H is compact and sj (J ;H(B),H) Cj−p , j = 1,2, . . . , for some
p > 2; there exist Hilbert spaces Hν1 such that the embeddings Hν1 ⊂ Hν , ν = 1, . . . , s,
are compact and dense and sj (Jν;Hν1 ,Hν) Cj−p , j = 1,2, . . . , ν = 1, . . . , s;
(2) an operator A1 from (H(B),H)1/2,2 into H is compact;
(3) an operator B1 from H(B) into H is compact;
(4) the operators Aν0, ν = 1, . . . , s, from H(B) into Hν1 act boundedly and the operators
Aν2, ν = 1, . . . , s, from H(B) into Hν act boundedly;
(5) the linear manifold {v | v := (u,A10u, . . . ,As0u), u ∈ D(B)} is dense in the Hilbert
space H ⊕H 1 ⊕ · · · ⊕Hs;
(6) for u ∈ D(B), v ∈ D(B)
(Bu,v)H + (A12u,A10v)H 1 + · · · + (As2u,As0v)Hs
= (u,Bv)H + (A10u,A12v)H 1 + · · · + (As0u,As2v)Hs ;
(7) there exists λ0 > 0 such that all numbers λ > λ0 are regular for the operator pen-
cil L(λ) :u → L(λ)u := ((λI + B)u, (λA10 + A12)u, . . . , (λAs0 + As2)u) which acts
boundedly from H(B) onto H ⊕H 1 ⊕ · · · ⊕Hs;
(8) Re(Au,u) 0 and Re(A∗u,u) 0, u ∈ (H(B),H)1/2,2;
(9) operators A and A∗ from (H(B),H)1/2,2 into H are bounded.
Then, the spectrum of the operator pencil
L(λ) :u → L(λ)u := (L(λ)u,L1(λ)u, . . . ,Ls(λ)u)
which acts boundedly from H(B) onto H ⊕H 1 ⊕· · ·⊕Hs , is discrete and a system of root
vectors of operator pencil (3.1) is a 2-fold Abel basis of order α ∈ (2/p,1) in the space
(H(B),H)1/2,2 ⊕H .
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Remark 3. A similar remark to that in Remark 2 can be done here and the concept of
2-fold Abel basis property is derived in Appendix A.
Consider now the spectral problem{
L(λ)u := λ2u+ λAu+Bu = 0,
Lν(λ)u := λ2Aν0u+Aν2u = 0, ν = 1, . . . , s. (3.8)
Theorem 3. Let the following conditions be satisfied:
(1) B is an operator in a Hilbert space H with a dense domain D(B); A is an operator
in H with D(A) ⊃ (H(B),H)1/2,2; the embedding H(B) ⊂ H is compact; there exist
Hilbert spaces Hν1 such that the embeddings H
ν
1 ⊂ Hν , ν = 1, . . . , s, are compact and
dense;
(2) the operators Aν0, ν = 1, . . . , s, from (H(B),H)1/2,2 into Hν1 act compactly and the
operators Aν2, ν = 1, . . . , s, from H(B) into Hν act boundedly;
(3) the linear manifold {v | v := (u,A10u, . . . ,As0u), u ∈ D(B)} is dense in the Hilbert
space H := H ⊕H 1 ⊕ · · · ⊕Hs ;
(4) for u ∈ D(B), v ∈ D(B)
(Bu,v)H + (A12u,A10v)H 1 + · · · + (As2u,As0v)Hs
= (u,Bv)H + (A10u,A12v)H 1 + · · · + (As0u,As2v)Hs ;
(5) for u ∈ D(B) and some C1 > 0, C2 > 0
C1‖u‖2(H(B),H)1/2,2  (Bu,u)H + (A12u,A10u)H 1 + · · · + (As2u,As0u)Hs
 C2‖u‖2(H(B),H)1/2,2;
(6) some real number λ0 is a regular point for the operator pencil L(λ) :u → L(λ)u :=
((λI + B)u, (λA10 + A12)u, . . . , (λAs0 + As2)u) which acts boundedly from H(B)
onto H ⊕H 1 ⊕ · · · ⊕Hs;
(7) A is a skew-symmetric operator in H , i.e., A∗u = −Au, u ∈ D(A) and A from
(H(B),H)1/2,2 into H is bounded.
Then, the spectrum of the operator pencil
L(λ) :u → L(λ)u := (L(λ)u,L1(λ)u, . . . ,Ls(λ)u)
which acts boundedly from H(B) onto H ⊕ H 1 ⊕ · · · ⊕ Hs , is discrete, eigenvalues
of problem (3.8) are purely imaginary, a system of vectors ( u¯k ) is an orthogonalλku¯k
Ya. Yakubov / J. Math. Pures Appl. 84 (2005) 1427–1454 1439basis in H(B1/2) ⊕ H (for the space see formula (3.17)), and any vector (f¯1, f¯2),
where f¯1 = (f 01 ,A10f 01 , . . . ,As0f 01 ), f 01 ∈ D(B), and f¯2 = (f 02 ,A10f 02 , . . . ,As0f 02 ),
f 02 ∈ (H(B),H)1/2,2, has the expansion(
f¯1
f¯2
)
=
∞∑
k=1
Ck
(
u¯k
λku¯k
)
=
∞∑
k=1
(Bf 01 − λkf 02 , uk)H +
∑s
ν=1(Aν2f 01 − λkAν0f 02 ,Aν0uk)Hν
(Buk,uk)H +∑sν=1(Aν2uk,Aν0uk)Hν + |λk|2(‖uk‖2H +∑sν=1 ‖Aν0uk‖2Hν )
×
(
u¯k
λku¯k
)
,
where λk are purely imaginary eigenvalues and uk are the corresponding eigenvectors of
problem (3.8), u¯k = (uk,A10uk, . . . ,As0uk) and the series f¯1 =∑∞k=1 Cku¯k converges in
the sense which is equivalent to the convergence f 01 =
∑∞
k=1 Ckuk in the sense of the space
H(B), and the series f¯2 =∑∞k=1 Ckλku¯k converges in the sense which is equivalent to the
convergence f 02 =
∑∞
k=1 Ckλkuk in the sense of the space (H(B),H)1/2,2.
Proof. The proof is similar to that of Theorem 1. One should only use Theorem A.5 instead
of Theorem A.1 of Appendix A. The only new thing is that condition (5) ensures that the
operator B is positive definite (so, we do not need arguments of semiboundedness from
below of B and, therefore, condition (7) of Theorem 1 has been weaken here). Indeed,
if v = (u,A10u, . . . ,As0u) ∈ D(B), then from conditions (5) and (2) and the property of
interpolation spaces (H(B),H)1/2,2 ⊂ H it follows that
(Bv, v)H = (Bu,u)H + (A12u,A10u)H 1 + · · · + (As2u,As0u)Hs
 C1‖u‖2(H(B),H)1/2,2
 C′1
(‖u‖2H + ‖A10u‖2H 1 + · · · + ‖As0u‖2Hs )= C′1(v, v)H.
Therefore, from Theorem A.5 it follows that any vector (f¯1, f¯2) ∈H(B)⊕H(B1/2) has
the expansion (
f¯1
f¯2
)
=
∞∑
k=1
(Bf¯1 − λkf¯2, u¯k)
‖B1/2u¯k‖2 + |λk|2‖u¯k‖2
(
u¯k
λku¯k
)
, (3.9)
where λk are purely imaginary eigenvalues and u¯k = (uk,A10uk, . . . ,As0uk) are the cor-
responding eigenvectors of the operator pencil λ2I + λA + B, where A and B are defined
in the proof of Theorem 1. Let us describe H(B) and H(B1/2), in order to show that from
(3.9) it follows the expansion of Theorem 3.
Obviously, H(B) is equivalent to
H(B) = {v | v = (u,A10u, . . . ,As0u), u ∈ D(B), ‖v‖H(B) = ‖Bv‖H}. (3.10)
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‖u‖2H(B) = ‖Bu‖2H + ‖u‖2H  ‖Bu‖2H +
s∑
ν=1
‖Aν2u‖2Hν + ‖u‖2H +
s∑
ν=1
‖Aν0u‖2Hν
= ‖Bv‖2H + ‖v‖2H  C‖Bv‖2H = C‖v‖2H(B). (3.11)
On the other side, from (3.10), by condition (2), it follows that
‖v‖2H(B) = ‖Bv‖2H = ‖Bu‖2H +
s∑
ν=1
‖Aν2u‖2Hν  C(‖Bu‖2H + ‖u‖2H ) = C‖u‖2H(B).
Therefore, the norm of v in H(B) is equivalent to ‖u‖H(B).
Let us describe now H(B1/2). Assume, first, that v = (u,A10u, . . . ,As0u) ∈ D(B),
i.e., u ∈ D(B). Then, by virtue of condition (5) and the property of interpolation spaces:
H(B) ⊂ (H(B),H)1/2,2 ⊂H, we get
‖v‖2H(B1/2) =
∥∥B1/2v∥∥2H = (B1/2v,B1/2v)H = (Bv, v)H
= (Bu,u)H +
s∑
ν=1
(Aν2u,Aν0u)Hν
 C2‖u‖2(H(B),H)1/2,2, u ∈ D(B). (3.12)
Now, v := (u,A10u, . . . ,As0u), where u ∈ (H(B),H)1/2,2. Then, there exists a se-
quence un ∈ H(B) such that
lim
n→∞‖u
n − u‖(H(B),H)1/2,2 = 0, (3.13)
since the set H(B) is dense in the space (H(B),H)1/2,2 (see [11, [Theorem 1.6.2]). More-
over, un is a fundamental sequence, i.e., limn→∞ ‖un −um‖(H(B),H)1/2,2 = 0. By (3.12) we
get
‖vn − vm‖H(B1/2)  C‖un − um‖(H(B),H)1/2,2 ,
where vn = (un,A10un, . . . ,As0un). Therefore, the sequence vn is a fundamental in the
Hilbert spaceH(B1/2). Hence, vn converges to some element w inH(B1/2). Therefore, vn
converges to w in H, too. On the other side, vn converges to v = (u,A10u, . . . ,As0u) in
H. Indeed, by condition (2) and formula (3.13),
‖vn − v‖H = ‖un − u‖H +
s∑∥∥Aν0(un − u)∥∥Hν C‖un − u‖(H(B),H)1/2,2 → 0.ν=1
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Writing (3.12) for vn and un and passing to the limit we get
‖v‖H(B1/2)  C‖u‖(H(B),H)1/2,2, u ∈ (H(B),H)1/2,2. (3.14)
Prove now the inverse inequality. Assume, first, that v = (u,A10u, . . . ,As0u) ∈ D(B),
i.e., u ∈ D(B). Then, by virtue of condition (5), we get
‖v‖2H(B1/2) = ‖B1/2v‖2H = (B1/2v,B1/2v)H = (Bv, v)H
= (Bu,u)H +
s∑
ν=1
(Aν2u,Aν0u)Hν
 C1‖u‖2(H(B),H)1/2,2, u ∈ D(B). (3.15)
Now, v := (u,A10u, . . . ,As0u) where u ∈ (H(B),H)1/2,2. Use above constructed
sequences un ∈ H(B) and vn. Writing (3.15) for vn and un and passing to the limit we
get the estimate
‖v‖H(B1/2)  C‖u‖(H(B),H)1/2,2, u ∈ (H(B),H)1/2,2. (3.16)
Then, from (3.14) and (3.16) it follows that
H(B1/2) = {v | v = (u,A10u, . . . ,As0u), u ∈ (H(B),H )1/2,2, ‖v‖2H(B1/2) = ‖B1/2v‖2H}
= (H(B),H)1/2,2 (3.17)
where the norm is equivalent to the norm ‖u‖(H(B),H)1/2,2 .
Rewrite now (3.9) in a form of the expansion in Theorem 3. For (f¯1, f¯2) ∈ H(B) ⊕
H(B1/2) we get, by the above,
f¯1 =
(
f 01 ,A10f
0
1 , . . . ,As0f
0
1
)
, f 01 ∈ D(B),
f¯2 =
(
f 02 ,A10f
0
2 , . . . ,As0f
0
2
)
, f 02 ∈ (H(B),H)1/2,2.
Moreover, we have that u¯k = (uk,A10uk, . . . ,As0uk) and λk and uk are eigenvalues and
eigenvectors, respectively, of spectral problem (3.8). Then,
(
Bf¯1 − λkf¯2, u¯k
)= (Bf 01 − λkf 02 , uk)H + s∑
ν=1
(
Aν2f
0
1 − λkAν0f 02 ,Aν0uk
)
Hν
,
∥∥B1/2u¯k∥∥2 = (B1/2u¯k,B1/2u¯k)= (Bu¯k, u¯k)
= (Buk,uk)H +
s∑
(Aν2uk,Aν0uk)Hν ,ν=1
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s∑
ν=1
‖Aν0uk‖2Hν .
Substituting all these formulas into (3.9), we get the expansion of Theorem 3. 
Remark 4. Let us just mention that, by the corresponding definitions, the expansion yields
the Abel basis property and this, in turn, yields the completeness of root vectors.
4. Boundary value problems for second order ordinary differential equations with
quadratic spectral parameter
Consider the following spectral problem
L(λ)u := λ2u(x)+ λA1u(·)−
(
b(x)u′(x)
)′ +B1u(·) = 0, x ∈ [0,1], (4.1)
L1(λ)u := αλ2u(0)+ u′(0) = 0,
L2(λ)u := βλ2u(1)+ u′(1) = 0, (4.2)
where α,β, are real numbers. Note that from the following theorem it follows that A1,
e.g., can be a multiplication operator and B1 can be the first order differential operator
with variable continuous coefficients.
Theorem 4. Let the following conditions be satisfied:
(1) b(·) ∈ C1[0,1], b(x) > 0 for x ∈ [0,1];
(2) α < 0, β > 0;
(3) the operator A1 from W 12 (0,1) into L2(0,1) is compact;
(4) the operator B1 from W 22 (0,1) into L2(0,1) is compact.
Then, the spectrum of problem (4.1)–(4.2) is discrete, for any ε > 0 there exists a
finite number of eigenvalues of problem (4.1)–(4.2) outside the angles | argλ − π/2| < ε,
| argλ+π/2| < ε, and a system of root functions of problem (4.1)–(4.2) is 2-fold complete
in the spaces W 22 (0,1)⊕W 12 (0,1) and W 12 (0,1)⊕L2(0,1).
Proof. Apply Theorem 1. Consider, in the Hilbert space H := L2(0,1), an operator B
given by the equalities
D(B) := W 22 (0,1), Bu := −
(
b(x)u′(x)
)′
.
Taking, H 11 = H 1 := − b(0)α C with a scalar product between numbers (u, v)H 1 := − b(0)α uv¯,
and H 21 = H 2 := b(1)β C with a scalar product between numbers (u, v)H 2 := b(1)β uv¯, which
are correct by conditions (1) and (2), and
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A12u := u′(0), A22u := u′(1),
problem (4.1)–(4.2) can be rewritten in the form (3.1) with s = 2.
From [11, §3.2.5] it follows that D(B) is dense in H and from [11, §4.3.1] it fol-
lows that (W 22 (0,1),L2(0,1))1/2,2 = W 12 (0,1). On the other hand, by virtue of [11,
formula 4.10.2/14], sj (J ;W 22 (0,1),L2(0,1)) ∼ j−2. Since Hν1 = Hν , ν = 1,2, are one-
dimensional spaces, then s1(Jν,Hν1 ,H
ν) = 1, sj (Jν,Hν1 ,Hν) = 0, j = 2,3, . . . . There-
fore, condition (1) of Theorem 1 is satisfied with p = 2 (and the operator A = 0). Con-
ditions (2), (3), and (4) of Theorem 1 are obvious. Condition (5) of Theorem 1 follows
from Theorem A.2 (see Appendix A). Let us prove condition (6) of Theorem 1. For
u ∈ W 22 (0,1), v ∈ W 22 (0,1) we have
(Bu, v)L2(0,1) + (A12u,A10v)− b(0)
α
C
+ (A22u,A20v) b(1)
β
C
= −
1∫
0
d
dx
(
b(x)
du(x)
dx
)
v(x)dx − b(0)
α
u′(0)αv(0)+ b(1)
β
u′(1)βv(1)
= −
1∫
0
u(x)
d
dx
(
b(x)
dv(x)
dx
)
dx − b(x)u′(x)v(x)∣∣10 + u(x)(b(x)v′(x))∣∣10
− b(0)u′(0)v(0)+ b(1)u′(1)v(1)
= (u,Bv)L2(0,1) + (A10u,A12v)− b(0)
α
C
+ (A20u,A22v) b(1)
β
C
,
i.e., condition (6) of Theorem 1 is satisfied.
Denote,
L(λ)u := (λI +B)u = λu(x)− (b(x)u′(x))′,
L1(λ)u := (λA10 +A12)u = λαu(0)+ u′(0),
L2(λ)u := (λA20 +A22)u = λβu(1)+ u′(1).
From Theorem A.3 (see Appendix A) it follows that for any ε > 0 there exists Rε > 0
such that for all complex numbers λ which satisfy |λ| >Rε and lying inside the angle
−π + ε < argλ < π − ε,
the operator L(λ) :u → L(λ)u := (L(λ)u,L1(λ)u,L2(λ)u) from W 22 (0,1) onto L2(0,1)⊕
− b(0)
α
C⊕ b(1)
β
C is an isomorphism, and for these λ for a solution of the problem
L(λ)u = f, Lν(λ)u = fν, ν = 1,2,
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‖u‖W 22 (0,1) + |λ|
(
‖u‖L2(0,1) +
2∑
ν=1
|Aν0u|
)
 C(ε)
(
‖f ‖L2(0,1) +
2∑
ν=1
|fν |
)
,
i.e., condition (7) of Theorem 1 is satisfied. Condition (8) of Theorem 1 is obvious with
A = 0.
So, for problem (4.1)–(4.2) all conditions of Theorem 1 are fulfilled and the statement
of Theorem 4 follows. 
In order to show a possible application of Theorem 2, consider the following spectral
problem
L(λ)u := λ2u(x)+ λA1u(·)+ bu′′′′(x)+B1u(·) = 0, x ∈ [0,1], (4.3)
L1(λ)u := αλ2u(0)+ u′′′(0) = 0,
L2(λ)u := βλ2u(1)+ u′′′(1) = 0,
L1(λ)u := γ λ2u′(0)+ u′′(0) = 0,
L1(λ)u := δλ2u′(1)+ u′′(1) = 0, (4.4)
where b,α,β, γ, δ are real numbers. Note that from the following theorem it follows that
A1, e.g., can be the first order differential operator and B1 can be the third order differential
operator with continuous coefficients.
Theorem 5. Let the following conditions be satisfied:
(1) b > 0, α > 0, β < 0, γ < 0, δ > 0;
(2) the operator A1 from W 22 (0,1) into L2(0,1) is compact;
(3) the operator B1 from W 42 (0,1) into L2(0,1) is compact.
Then, the spectrum of problem (4.3)–(4.4) is discrete and a system of root functions of
problem (4.3)–(4.4) is a 2-fold Abel basis of order α ∈ (1/2,1) in the space W 22 (0,1) ⊕
L2(0,1).
Proof. Apply Theorem 2. Consider, in the Hilbert space H := L2(0,1), an operator B
given by the equalities
D(B) := W 42 (0,1), Bu := bu′′′′(x).
Taking, H 11 = H 1 := bαC with a scalar product between numbers (u, v)H 1 := bα uv¯, H 21 =
H 2 := − b
β
C with a scalar product between numbers (u, v)H 2 := − bβ uv¯, H 31 = H 3 :=
− bC with a scalar product between numbers (u, v)H 3 := − b uv¯, and H 4 = H 4 := bCγ γ 1 δ
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A10u := αu(0), A20u := βu(1), A30u := γ u′(0), A40u := δu′(0),
A12u := u′′′(0), A22u := u′′′(1), A32u := u′′(0), A42u := u′′(1),
problem (4.3)–(4.4) can be rewritten in the form (3.1) with s = 4.
From [11, §3.2.5] it follows that D(B) is dense in H and from [11, §4.3.1] it fol-
lows that (W 42 (0,1),L2(0,1)) 12 ,2 = W
2
2 (0,1). On the other hand, by virtue of [11, for-
mula 4.10.2/14], sj (J ;W 42 (0,1),L2(0,1)) ∼ j−4. Since Hν1 = Hν , ν = 1, . . . ,4, are
one-dimensional spaces, then s1(Jν,Hν1 ,H
ν) = 1, sj (Jν,Hν1 ,Hν) = 0, j = 2,3, . . . .
Therefore, condition (1) of Theorem 2 is satisfied with p = 4 (and the operator A = 0).
Conditions (2), (3), and (4) of Theorem 2 are obvious. Condition (5) of Theorem 2 fol-
lows from Theorem A.2 (see Appendix A). Let us prove condition (6) of Theorem 2. For
u ∈ W 42 (0,1), v ∈ W 42 (0,1) we have
(Bu, v)L2(0,1) + (A12u,A10v) b
α
C
+ (A22u,A20v)− b
β
C
+ (A32u,A30v)− b
γ
C
+ (A42u,A40v) b
δ
C
=
1∫
0
bu′′′′(x)v(x)dx + bu′′′(0)v(0)− bu′′′(1)v(1)− bu′′(0)v′(0)+ bu′′(1)v′(1)
= bu′′′(x)v(x)∣∣10 − b
1∫
0
u′′′(x)v¯′(x)dx + bu′′′(0)v(0)
− bu′′′(1)v(1)− bu′′(0)v′(0)+ bu′′(1)v′(1)
= −bu′′(x)v¯′(x)∣∣10 + b
1∫
0
u′′(x)v¯′′(x)dx − bu′′(0)v′(0)+ bu′′(1)v′(1)
= bu′(x)v¯′′(x)
∣∣∣1
0
−
1∫
0
bu′(x)v¯′′′(x)dx
= bu′(1)v¯′′(1)− bu′(0)v¯′′(0)− bu(x)v¯′′′(x)∣∣10 +
1∫
0
bu(x)v¯′′′′(x)dx
= (u,Bv)L2(0,1) + (A10u,A12v) b
α
C
+ (A20u,A22v)− b
β
C
+ (A30u,A32v)− b
γ
C
+ (A40u,A42v) b
δ
C
,
i.e., condition (6) of Theorem 2 is satisfied.
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L(λ)u := (λI +B)u = λu(x)+ bu′′′′(x),
L1(λ)u := (λA10 +A12)u = λαu(0)+ u′′′(0),
L2(λ)u := (λA20 +A22)u = λβu(1)+ u′′′(1),
L3(λ)u := (λA30 +A32)u = λγu′(0)+ u′′(0),
L4(λ)u := (λA40 +A42)u = λδu′(1)+ u′′(1).
From Theorem A.3 (see Appendix A) it follows that for any ε > 0 there exists Rε > 0
such that for all complex numbers λ which satisfy |λ| >Rε and lying inside the angle
−π + ε < argλ < π − ε,
the operator L(λ) :u → L(λ)u := (L(λ)u,L1(λ)u,L2(λ)u,L3(λ)u,L4(λ)u) from
W 42 (0,1) onto L2(0,1) ⊕ bαC ⊕ − bβC ⊕ − bγ C ⊕ bδC is an isomorphism, and for these
λ for a solution of the problem
L(λ)u = f, Lν(λ)u = fν, ν = 1, . . . ,4,
the following estimate holds
‖u‖W 42 (0,1) + |λ|
(
‖u‖L2(0,1) +
4∑
ν=1
|Aν0u|
)
 C(ε)
(
‖f ‖L2(0,1) +
4∑
ν=1
|fν |
)
,
i.e., condition (7) of Theorem 2 is satisfied. Conditions (8) and (9) of Theorem 2 are obvi-
ous with A = 0.
So, for problem (4.3)–(4.4) all conditions of Theorem 2 are fulfilled and the statement
of Theorem 5 follows. 
Let us show an application of Theorem 3. Consider the following spectral problem:
L(λ)u := λ2u(x)+ λia(x)u(x)− (b(x)u′(x))′ + c(x)u(x) = 0, x ∈ [0,1], (4.5)
L1(λ)u := αλ2u(0)+ u′(0) = 0,
L2(λ)u := βλ2u(1)+ u′(1) = 0. (4.6)
A number λ0 is called an eigenvalue of problem (4.5)–(4.6) if the problem
λ20u(x)+ λ0ia(x)u(x)−
(
b(x)u′(x)
)′ + c(x)u(x) = 0,
αλ20u(0)+ u′(0) = 0,
βλ2u(1)+ u′(1) = 00
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called an eigenfunction corresponding to the eigenvalue λ0 of problem (4.5)–(4.6).
Theorem 6. Let the following conditions be satisfied:
(1) a(·) ∈ C[0,1] and is real-valued; b(·) ∈ C1[0,1], b(x) > 0 for x ∈ [0,1]; c(·) ∈
C[0,1], c(x) > 0 for x ∈ [0,1];
(2) α < 0, β > 0.
Then the spectrum of problem (4.5)–(4.6) is discrete, eigenvalues of problem (4.5)–
(4.6) are purely imaginary, a system of vectors ( u¯k(x)
λku¯k(x)
)
is an orthogonal basis in some
subspace of (W 12 (0,1) ⊕ C ⊕ C) ⊕ (L2(0,1) ⊕ C ⊕ C), and any pair of vector-functions
f¯ = (f (x),αf (0), βf (1)), where f ∈ W 22 (0,1) and g¯ = (g(x),αg(0), βg(1)), where g ∈
W 12 (0,1) can be expanded to the series(
f¯
g¯
)
=
∞∑
k=1
Ck
Dk
(
u¯k(x)
λku¯k(x)
)
,
where u¯k(x) = (uk(x),αuk(0), βuk(1)),
Dk =
1∫
0
b(x)
∣∣u′k(x)∣∣2 dx + 1∫
0
c(x)
∣∣uk(x)∣∣2 dx
+ |λk|2
( 1∫
0
∣∣uk(x)∣∣2 dx − b(0)α∣∣uk(0)∣∣2 + b(1)β∣∣uk(1)∣∣2
)
,
Ck =
1∫
0
(
−(b(x)f ′(x))′ + c(x)f (x)− λkg(x))uk(x)dx
− b(0)(f ′(0)− λkαg(0))uk(0)+ b(1)(f ′(1)− λkβg(1))uk(1),
λk are purely imaginary eigenvalues and uk(x) are the corresponding eigenfunctions of
spectral problem (4.5)–(4.6), and the series f¯ =∑∞k=1 CkDk u¯k(x) converges in the sense
which is equivalent to the convergence f (x) =∑∞k=1 CkDk uk(x) in the sense of W 22 (0,1)
and the series g¯ = ∑∞k=1 CkDk λku¯k(x) converges in the sense which is equivalent to the
convergence g(x) =∑∞k=1 CkDk λkuk(x) in the sense of W 12 (0,1).2
2 Without loss of generality we can assume that uk(x) are real-valued functions since uk(x) is also a solution
of (4.5)–(4.6) with purely imaginary λ = λk and, therefore, uk(x)± uk(x) are also solutions of (4.5)–(4.6).
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B given by the equalities
D(A) := L2(0,1), Au := ia(x)u(x),
D(B) := W 22 (0,1), Bu := −
(
b(x)u′(x)
)′ + c(x)u(x).
Taking H 11 = H 1 := − b(0)α C and H 21 = H 2 := b(1)β C, with a scalar product between
numbers (u, v)H 1 := − b(0)α uv¯ and (u, v)H 2 := b(1)β uv¯, respectively, which are correct by
conditions (1) and (2), and
A10u := αu(0), A20u := βu(1),
A12u := u′(0), A22u := u′(1),
problem (4.5)–(4.6) can be rewritten in the form (3.8) with s = 2.
From [11, §3.2.5] it follows that D(B) is dense in H and the embedding H(B) ⊂ H
is compact and from [11, §4.3.1] it follows that (W 22 (0,1),L2(0,1))1/2,2 = W 12 (0,1).
Therefore, condition (1) of Theorem 3 is satisfied. It is well-known that the embedding
Wk2 (0,1) ⊂ Cm[0,1], k >m 0, is compact (see, e.g., [11, §4.10.2, formula (15)]). Then,
condition (2) of Theorem 3 is satisfied, too. Condition (3) of Theorem 3 follows from
Theorem A.2 (see Appendix A). Let us prove conditions (4) and (5) of Theorem 3. For
u ∈ W 22 (0,1), v ∈ W 22 (0,1) we have
(Bu, v)L2(0,1) + (A12u,A10v)− b(0)
α
C
+ (A22u,A20v) b(1)
β
C
= −
1∫
0
d
dx
(
b(x)
du(x)
dx
)
v(x)dx +
1∫
0
c(x)u(x)v(x)dx − b(0)
α
u′(0)αv(0)
+ b(1)
β
u′(1)βv(1)
= −
1∫
0
u(x)
d
dx
(
b(x)
dv(x)
dx
)
dx +
1∫
0
c(x)u(x)v(x)dx
− b(x)u′(x)v(x)∣∣10 + u(x)(b(x)v′(x))∣∣10 − b(0)u′(0)v(0)+ b(1)u′(1)v(1)
= (u,Bv)L2(0,1) + (A10u,A12v)− b(0)
α
C
+ (A20u,A22v) b(1)
β
C
,
i.e., condition (4) of Theorem 3 is satisfied. For u ∈ W 22 (0,1) we have
(Bu,u)L2(0,1) + (A12u,A10u)− b(0)C + (A22u,A20u) b(1)C
α β
Ya. Yakubov / J. Math. Pures Appl. 84 (2005) 1427–1454 1449=
1∫
0
b(x)
∣∣u′(x)∣∣2 dx + 1∫
0
c(x)
∣∣u(x)∣∣2dx − b(x)u′(x)u(x)∣∣10
− b(0)u′(0)u(0)+ b(1)u′(1)u(1)
=
1∫
0
b(x)
∣∣u′(x)∣∣2 dx + 1∫
0
c(x)
∣∣u(x)∣∣2 dx
min
{
min
x∈[0,1]b(x), minx∈[0,1] c(x)
}(‖u′‖2L2(0,1) + ‖u‖2L2(0,1)).
Consequently, using condition (1), there exist C1 > 0, C2 > 0 such that
C1‖u‖2W 12 (0,1)  (Bu,u)L2(0,1) + (A12u,A10u)− b(0)α C + (A22u,A20u) b(1)β C
 C2‖u‖2W 12 (0,1),
i.e., condition (5) of Theorem 3 is satisfied, too. Condition (6) of Theorem 3 is checked as
in the proof of Theorem 4. Let us check condition (7) of Theorem 3. Take u,v ∈ D(A) =
L2(0,1). Then,
(Au,v)L2(0,1) =
1∫
0
ia(x)u(x)v(x)dx = −
1∫
0
u(x)ia(x)v(x)dx = (u,−Av)L2(0,1).
So, for problem (4.5)–(4.6) all conditions of Theorem 3 are fulfilled and the statement of
Theorem 6 follows. 
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Appendix A
Consider an operator pencil
L(λ) := λ2I + λ(A˜+ A˜1)+ B˜ + B˜1 (A.1)
with, generally speaking, unbounded operators A˜, A˜1, B˜, B˜1.
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(1) B˜ is a selfadjoint positive definite operator in a Hilbert space H ;
(2) the embedding H(B˜) ⊂ H is compact and sj (J ;H(B˜),H)Cj−p , j = 1,2, . . . , for
some p > 0;
(3) A˜ is a skew-symmetric operator in H ; the operator A˜ from H(B˜1/2) into H is
bounded;
(4) the operator A˜1 from H(B˜1/2) into H is compact;
(5) the operator B˜1 from H(B˜) into H is compact.
Then, the spectrum of operator pencil (A.1), which acts boundedly from H(B˜) into H ,
is discrete, for any ε > 0 there exists a finite number of eigenvalues outside the angles
| argλ−π/2| < ε, | argλ+π/2| < ε, and a system of root vectors of operator pencil (A.1)
is 2-fold complete in the spaces H(B˜) ⊕ H(B˜1/2) and H(B˜1/2) ⊕ H (and, therefore, in
H ⊕H).
Denote
Aν0u := ανu(mν)(0)+ βνu(mν)(1), ν = 1, . . . ,m. (A.2)
Theorem A.2 [14, Theorem 3.6.2]. Let the following conditions be satisfied:
(1) m 1, mν  0, 0 s m;
(2) a system of functionals (A.2) are p-regular with respect to a system of numbers ωj :=
e2π i
j−1
m , j = 1, . . . ,m, i.e.,∣∣∣∣∣∣∣∣∣∣∣
α1ω
m1
1 · · · α1ωm1p β1ωm1p+1 · · · β1ωm1m
...
...
...
...
...
...
...
...
...
...
...
...
αmω
mm
1 · · · αmωmmp βmωmmp+1 · · · βmωmmm
∣∣∣∣∣∣∣∣∣∣∣
= 0,
where p = m/2, if m is even, p = [m/2] or p = [m/2] + 1 if m is odd.
Then, the linear manifold{
(u, v) | u ∈ C∞[0,1], Aν0u = 0, ν = s + 1, . . . ,m, v := (A10u, . . . ,As0u)
}
,
is dense in the space Wq (0,1) +˙ Cs , min{mν}, q ∈ (1,∞).
Consider a principally boundary value problem for an ordinary differential equation
with a variable coefficient in case when the spectral parameter appears linearly in the equa-
tion and can appear in boundary-functional conditions
L(λ)u := λu(x)+ a(x)u(m)(x)+Bu|x = f (x), x ∈ (0,1), (A.3)
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(
ανu
(mν)(0)+ βνu(mν)(1)+
Nν∑
j=1
δνju
(mν)(xνj )+ Tνu
)
+ Tν0u
= gν, ν = 1, . . . , s, (A.4)
Lνu := ανu(mν)(0)+ βνu(mν)(1)+
Nν∑
j=1
δνju
(mν)(xνj )+ Tνu = 0,
ν = s + 1, . . . ,m, (A.5)
where m  1, mν  m − 1, xνj ∈ (0,1), 0  s  m, B is an operator in L2(0,1), Tν and
Tν0 are functionals in L2(0,1).
Theorem A.3 [13]. Let the following conditions be satisfied:
(1) m 1; mν m− 1; 0 s m;
(2) a ∈ C[0,1]; a(x) = 0; a(0) = a(1)3; supx∈[0,1] arga(x) − infx∈[0,1] arga(x) < 2π , if
m is even; supx∈[0,1] arga(x)− infx∈[0,1] arga(x) < π , if m is odd;
(3) for all ε > 0
‖Bu‖L2(0,1)  ε‖u‖Wm2 (0,1) +C(ε)‖u‖L2(0,1), u ∈ Wm2 (0,1);
(4) functionals Tν in Wmν2 (0,1) and functionals Tν0 in Wm−ε2 (0,1), for some ε > 0, are
continuous;
(5) system (A.2) is p-regular with respect to a system of numbers ωj = e2π i j−1m , j =
1, . . . ,m, i.e., ∣∣∣∣∣∣∣∣∣∣∣
α1ω
m1
1 · · · α1ωm1p β1ωm1p+1 · · · β1ωm1m
...
...
...
...
...
...
...
...
...
...
...
...
αmω
mm
1 · · · αmωmmp βmωmmp+1 · · · βmωmmm
∣∣∣∣∣∣∣∣∣∣∣
= 0,
where p = m/2, if m is even; p = [m/2] or p = [m/2] + 1, if m is odd.
Then for any ε > 0 there exists Rε > 0 such that for all complex numbers λ which satisfy
|λ| >Rε and for m = 2p lying inside the angle
πm
2
− π + sup
x∈[0,1]
arga(x)+ ε < argλ < πm
2
+ π + inf
x∈[0,1] arga(x)− ε,
3 If boundary-functional conditions (A.4)–(A.5) are principally local, i.e., or αν = 0, or βν = 0 for all ν =
1, . . . ,m, then the condition a(0) = a(1) should be omitted.
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πm
2
+ sup
x∈[0,1]
arga(x)+ ε < argλ < πm
2
+ π + inf
x∈[0,1] arga(x)− ε,
and for m = 2p − 1 lying inside the angle
πm
2
− π + sup
x∈[0,1]
arga(x)+ ε < argλ < πm
2
+ inf
x∈[0,1] arga(x)− ε,
the operator L(λ) :u → L(λ)u := (L(λ)u,L1(λ)u, . . . ,Ls(λ)u) from Wm2 ((0,1); Lνu =
0, ν = s + 1, . . . ,m) onto L2(0,1) +˙Cs is an isomorphism, and for these λ for a solution
of problem (A.3)–(A.5) the estimate
‖u‖Wm2 (0,1) + |λ|
(
‖u‖L2(0,1) +
s∑
ν=1
|Aν0u|
)
 C(ε)
(
‖f ‖L2(0,1) +
s∑
ν=1
|gν |
)
is valid, where Aν0 is defined by (A.2).
By the substitutions v1 := u, v2 := λu, the equation
L(λ)u := (λ2I + λ(A˜+ A˜1)+ B˜ + B˜1)u = 0 (A.6)
is reduced to the equivalent equation
(λI −A−B)v = 0,
where
D(A) := D(B) := H (B˜)⊕H (B˜1/2),
v :=
(
v1
v2
)
, A :=
(
0 I
− B˜ −A˜
)
, B :=
(
0 0
−B˜1 −A˜1
)
,
and B˜ is a positive definite operator.
A system of root vectors of operator pencil (A.6) is called a 2-fold Abel basis of order
α in the space H(B˜1/2) ⊕ H if a system of root vectors of the operator A + B forms an
Abel basis of order α in the space H(B˜1/2) ⊕ H . The definition of Abel basis of order α
one can find, for example, in [14, Section 1.2.13].
Theorem A.4 [14, Theorem 2.4.2]. Let the following conditions be satisfied:
(1) B˜ is a selfadjoint positive definite operator in a Hilbert space H ;
(2) the embedding H(B˜) ⊂ H is compact and sj (J ;H(B˜),H) Cj−p, j = 1,2, . . . ,
for some p > 2;
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D(A˜∗) ⊃ D(B˜1/2) and Re(A˜∗u,u) 0, u ∈ D(B˜1/2);
(4) operators A˜ and A˜∗ from H(B˜1/2) into H are bounded;
(5) the operator A˜1 from H(B˜1/2) into H is compact;
(6) the operator B˜1 from H(B˜) into H is compact.
Then, the spectrum of operator pencil (A.6) is discrete and a system of root vectors of
operator pencil (A.6) is a 2-fold Abel basis of order α ∈ (2/p,1) in the space H(B˜1/2)⊕H
(and therefore in H ⊕H).
Consider the operator pencil
L(λ) := λ2I + λA˜+ B˜ (A.7)
with, generally speaking, unbounded operators A˜ and B˜ .
Theorem A.5 [14, Theorem 2.4.3, with a slight correction]. Let the following conditions
be satisfied:
(1) B˜ is a selfadjoint positive definite operator in a Hilbert space H ;
(2) the embedding H(B˜) ⊂ H is compact;
(3) A is a skew-symmetric operator in H and from H(B˜1/2) into H is bounded.
Then, the spectrum of operator pencil (A.7), which acts boundedly from H(B˜) into H ,
is discrete, eigenvalues of operator pencil (A.7) are purely imaginary, a system of vectors( uk
λkuk
)
is an orthogonal basis in H(B˜1/2) ⊕ H , and any vector (f1, f2) ∈ H(B˜1/2) ⊕ H
has the expansion(
f1
f2
)
=
∞∑
k=1
(B˜1/2f1, B˜1/2uk)− λk(f2, uk)
‖B˜1/2uk‖2 + |λk|2‖uk‖2
(
uk
λkuk
)
, (A.8)
where λk are purely imaginary eigenvalues and uk are corresponding eigenvectors of op-
erator pencil (A.7), and the series converges in the sense of the space H(B˜1/2) ⊕ H .
If (f1, f2) ∈ H(B˜) ⊕ H(B˜1/2) then series (A.8) converges in the sense of the space
H(B˜)⊕H(B˜1/2) and in this case (B˜1/2f1, B˜1/2uk) = (B˜f1, uk) in (A.8).
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