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第 1 章 序論
1.1 DRAM の大容量高速化の歴史と混載メモリの発展
大容量の記憶素子である DRAM は所謂メインフレームの主記憶としてその発展が始まり、 “３年
で４倍” のペースでの大容量化がその研究開発の中心であった。 図 1.1 は ISSCC （Internatinal 
Solid State Circuit Confarence） にて発表された主な汎用 DRAM[1]-[41] をまとめたものである。
横軸は発表年、 左縦軸は記憶容量を、 右縦軸は 1bit 当たりのチップ面積を示している。
1980 年代半ばまでは 1 システムあたり数 10 ～数 100 個の DRAM を搭載していたため、 LSI とし
て最も実装効率をあげることができる 1 I/O 構成の DRAM チップを複数個、 並列動作させることで
I/O のバンド幅を確保していた。 しかし、 DRAM の大容量化がシステムの要求を上回るペースで行
われた結果、 システムを構成する DRAM チップの数が少なくなり、 LSI 単体での I/O のバンド幅の
確保のため I/O の高速化も課題として重要になってきた。 1990 年代初頭から PC 市場の立ち上がり
等によって DRAM の応用分野が、 それまでのメインフレームから、 PC を含むさまざまな情報機器へ
の展開が活発になってきた。 すなわち小型機器への DRAM 応用の拡張である。 一方で DRAM の
大容量化はペースを落とすことなく続いたため、 結果としてシステムあたりに用いられる DRAM チッ
プの個数はメインフレーム中心のころの数 10 ～ 100 個以上から数個程度に減ってきた。 このため
DRAM のマルチ I/O 化が推進され 16I/O や 32I/O のデバイスが現れた。 さらに CPU をはじめとす






型のインターフェース [42] やシリアル通信によりクロックレートを数 100MHz に上げる DRAM インター
フェース [43] 等の提案が行われ、 このデータレート高速化が記憶容量増大と並ぶ技術課題として開
発が行われてきた。
しかし、 2000 年以降は “3 年で 4 倍” のペースでの記憶容量の増大の線から外れている。 一方













このような背景の下、 サーバや PC の主記憶としての DRAM の重要性は変わりないが、 携帯機器に
対してはロジック LSI に DRAM を搭載する混載 DRAM が有力な解となってきている。 これらの機器
では小型化の観点からシステムを構成するトータルチップ数を減らすことへの要求が強く、 システム
をそのまま LSI 化する所謂 SoC （ System - on - a - chip ） も一般化している。 さらに DRAM アレ
イを十分に小さく作ることができる技術があるので、 これを SoC に DRAM コアを混載することは自然
な流れである。 このため、 混載 DRAM コアは SoC を構成する重要な IP として小型， 高速， 低消
費電力化をはじめ研究開発が継続中である。 現在、 携帯機器向けのみならずこれまで SRAM を用
いていた CPU のキャッシュにも混載 DRAM コアが使われ始めている [44]。 これは現在の CPU の高
速化が主として複数の CPU を搭載するマルチコア化によって実現している結果として１チップあたり
に必要となるメモリ容量増大したことへの対策として DRAM で SRAM を置き換えたものと考えられる。
このように混載 DRAM コアの用途は今後とも拡大する方向にあり、 今後とも重要な研究課題である .
混載メモリのほかに、 メモリを記憶素子としてではなく演算器として利用する研究も行われている。
ネットワークルータ等で用いられている CAM （Content Addressable Memory） はデータ検索という
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演算を行うものであり、 広義の演算器ととらえることができる。 この他メモリアレイ内の全データを並
列処理することでトータル演算速度の向上を図った SIMD （Single Instraction Multi Data） プロセッ
サ [45] の研究も行われている。 プログラムの柔軟性では一般の CPU に劣るが特定用途に限定すれ






化、 高速化、 低消費電力化を目的として行ったものである。 以下、 その具体的内容を述べる。
まず DRAM と SRAM を混載したキャッシュ DRAM を題材として単位時間当たりのデータ転送量を
増大するために入出力バス幅の拡大を行った。 バスをメモリアレイ内に配置し、 ビット線と並走させる
ことでメモリコア面積の増大を最小限に抑えることができた。
次いでキャッシュ DRAM のメモリ制御の検討を行い DRAM コア、 SRAM コアの制御の独立性を上
げることで実効的なスループット向上を図った。さらにこの独立した制御を応用して DRAM コアをペー
ジモード動作させることで入出力バス幅を実効的に２倍に広げ、 高速化と小型化を両立させた。
次に SoC に混載することを前提にした DRAM コアを検討した。 モジュール構造を採用することで、
様々な容量やデータバス幅のコアを短納期で供給できた。 これにより様々な SoC の要求に対して最
適なコアが供給でき、 SoC の小型化と高速化が実現できる。 この DRAM コアには冗長救済判定回
路を含む BIST （Built In Self Test） 回路を搭載しており、 テスト工程の簡略化を実現した。 更に
SoC の所要メモリ容量拡大に伴い従来は SRAM にて対応していた用途への DRAM コアの適用も行
われるようになってきた。 これに対応することを目標に SRAM like に使用できる即ち、 １クロックで動









第 2 章　DRAM と SRAM のワンチップ化による高性能化の研究




抑えることができた。 キャッシュ DRAM は DRAM を主記憶、 SRAM をキャッシュとして用いることを前
提に設計しており、 このワイドバス化によってキャッシュのブロックサイズを大きくすることができ、 ヒッ
ト率向上即ちコンピュータシステムの高速化に貢献している。 またデータバッファを読み出し用と書き
込み用の２系統備えることで、 DRAM への書き戻しの前に SRAM へ新しいデータを書き込むファス
トコピーバックモードを実現した。 これによりキャッシュミス時のペナルティの低減が図れ、 これもコン
ピュータシステム高速化に有効である。
第 3 章　キャッシュ DRAM の高機能化の研究
メモリシステムの簡略化のためにユニファイドメモリシステムに適したキャッシュ DRAM を検討した。
DRAM と SRAM の制御を完全分離することと DRAM/SRAM 間のデータバッファの改良により DRAM
と SRAM の並列動作が可能になった。 この並列動作を活用して DRAM をページモード動作させるこ
とで実効的にデータバス幅を２倍にすることができた。 これにより高速化と小型化を両立させた。 更
に高機能化への試みとしてキャッシュコントローラを内蔵させた。
第 4 章　混載 DRAM のモジュール化に関する研究
SoC のメモリへの要求はそれぞれ異なることから、 混載メモリコアの容量や語構成をバリエーション
が多ければ SoC の性能やチップ面積の観点で有利である。 一方で混載メモリコアのバリエーション
を増やすとメモリコアの開発工期が延びてしまう。 そこでメモリコアをモジュール構成として様々な構
成に対して各モジュールを必要な数だけ配置してメモリコアを構成するアーキテクチャを提案する。
メモリコアをメモリアレイ、 IO 回路、 ローカル制御回路、 グローバル制御回路にモジュール化し、 要
求に応じてこれらを必要個数並べることでDRAMコアを作り上げるようにした。データバスはキャッシュ
DRAM と同じくビット線に並走させているが、 SoC ではメタル層数に余裕があるので上層メタルに配
置する構成を採用した。 さらにメモリコアを駆動するためのタイミング信号の分配方式を検討し、 適
応的に駆動タイミング分配が行える ASM 方式を提案する。





第 5 章　混載 DRAM の高速化、 低消費電力化の研究
混載メモリの適用範囲拡大に伴い、 大容量で SRAM 同等の動作をする混載メモリコアへの要求が
高まってきた。 これに対応する一手段が混載 DRAM コアの Row サイクルを 1 クロックサイクルに高
速化することである。 本章ではこのような混載 DRAM コアに適した回路技術を述べる。 高速化のた
めには精度よくタイミング信号を生成する必要があるが、 一般に用いられるインバータ型や RC 型遅
延回路では PVT(Process Voltage Temparature) ばらつきの影響で適用できないことを示し、 新た
な回路方式として PLL の構成要素を応用した STC 方式を開発した。 さらにこのタイミング信号を精
度よく分配する手段として前述の ASM 方式を改良した NET 方式の開発も行った。 またモバイル用
途を念頭にセンスアンプ駆動電圧を下げることで待機時電力の低減を実現した。
第 6 章　TCAM における低消費電力化の研究
メモリアレイで構成した検索エンジンである TCAM の低消費電力化の研究を行った。 メモリアレイ
を応用した演算器においては、 通常のメモリにおける低消費電力化の有力な手段であるアレイの分
割動作を適用することができない。 このためチャージリサイクリングをマッチ線並びにサーチ線に適用






第 2 章から第 6 章の結果をまとめ、 結論とする。
図 1.2 に本論文の構成図を示す。 本研究の成果が混載メモリならびにメモリ応用演算器などのメモリ
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第 2 章 DRAM と SRAM のワンチップ化による高性能化の研究
2.1 序
本研究はメモリシステムの高性能化を目的として行ったものである。 DRAM と SRAM をワンチップ
化することで DRAM の高密度と SRAM の高速性の両立を図ったメモリとしてキャッシュ DRAM を提案
する。 DRAM と SRAM を単に１チップに封入するというのではなく、 両者をワイドバスで接続すること
で通常の DRAM と SRAM の組み合わせでは実現できない高速なデータ転送を可能にした。
本章の研究の内容は以下のとおりである。 まず DRAM と SRAM の配置方式として性能面で有利
な集中配置型と面積ペナルティの小さな局所配置型をあげ、 集中配置型の面積ペナルティを小さく
することを目的に検討を行い、 DRAM アレイのワード線の裏打ち領域にデータバスを配線する構成を
提案する。 次に DRAM － SRAM 間のデータ転送回路 DTB （Data Transfer Buffer） について検討
を行った。 DRAM から SRAM への転送と SRAM から DRAM への転送を別のパスとし、 後者につい
てはその回路内にラッチを組み込むことで、 DRAM と SRAM の動作の独立性を高めた。 この DTB




2.2 キャッシュ DRAM の構成
キャッシュシステムは、 直近にアクセスされたデータは再度アクセスされる可能性が高いという、 コ
ンピュータプログラムの特性を利用したもので、 図 2.1 で示すとおり CPU とメインメモリの他に、 メイ
ンメモリより高速アクセス可能であるが、 容量が小さなメモリをキャッシュメモリとして配置し、 さらにこ
れらを制御するコントローラからなっている。 キャッシュメモリはメインメモリのデータの一部を格納し、


























キャッシュ DRAM は図 2.2 に示すとおり DRAM と SRAM のアレイの配置によって分散配置型 [1] と
局所配置型 [2] に分類される。 分散配置型は DRAM のセンスアンプと SRAM アレイを隣接して配
置するものであり、 SRAM と DRAM 間のワイドバス化が容易にできるメリットがある。 しかし一般的に
DRAM では動作時電力の低減を目的として、 そのアレイの一部のみを活性化する分割動作を行っ
ており、非活性のDRAMアレイに隣接しているSRAMが有効に利用できない。またSRAMがキャッシュ
DRAM チップ内に分散しているため、 入出力端子からの距離に差があり、 SRAM の動作速度向上
に限界がある。 一方、 局所配置型は DRAM と SRAM を分離してレイアウトし、 両者をメタル配線で
接続している。 SRAM を集中配置することで分散配置型の性能面での欠点を解消することが可能で






図 2.2 キャッシュ DRAM のアーキテクチャ
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この問題を解決するために、 データバスの配置について検討を行い、 データバスを DRAM アレイ
内に埋め込み、 エリアペナルティを最小にすることとした。 本章の研究でのテストデバイスのベース
として用いた DRAM[3] のメモリアレイを図 2.3 a) に示す。 ポリシリコンゲートがワード線であり、 ビット
線は別レイヤのポリシリコンで形成されている。 ワード線の裏打ちのために、 各ワード線に第 1 アルミ
配線を並走させ、 アレイ内にポリシリコンゲートとのコンタクト領域 （ワード線裏打ち領域） を設けた。
このコンタクト領域によってワード線方向には 8 分割されている。 メモリセルの情報はセンスアンプに
よって増幅された後、 データバスから出力されるが、 どのセンスアンプとデータバスを接続するかを
決定するカラム選択信号は、 チップ中央に設けたカラムデコーダで生成し、 ビット線と平行に設けた
第 2 アルミ配線で各センスアンプに分配される。 データバスはワード線と平行に設けられており、 セ
ンスアンプ列の左右に出力されたものを、再度プリアンプで増幅する。 この DRAM アレイをキャッシュ
DRAMに用いるにあたって、ワード線裏打ち領域で第2アルミ配線が存在しないことに着目した。図2.3 
b) のとおり、 この領域にカラム選択信号線の第 2 アルミ配線と平行にデータバス線を設けることで面
積ペナルティなく、 複数のデータバスをチップ中央まで取り出すことが可能になった。 センスアンプ
内のデータバス線をワード線裏打ち領域単位に分断し、 センスアンプとワード線裏打ち領域の交差
点に設けたデータバススイッチを介して第 2 アルミ配線のデータバスと接続するようにした。 またカラ
ムデコーダを変更して、ワード線裏打ち領域ごとに 1 本のカラム選択信号が活性化するよう構成した。
本試作に用いた DRAM アレイでは裏打ち領域 1 箇所につき 4 セットのデータバス、 並びに 2 セット
のデータバススイッチがアレイ面積増大を招かない値であったので、 2 箇所のセンスアンプ帯を同時
に活性化し、 裏打ち領域毎に 4 ビットのデータバスを設けた。 裏打ち領域はワード線あたり 8 箇所で





































データ転送バッファ DTB （Data Transfer Buffer） は DRAM のデータバスと SRAM の間に配置
し、 両者間のデータ転送を行うバッファアンプである。 SRAM は動作速度が早く、 1 クロックサイクル
で動作を完結させることができる。 一方で DRAM の Read/Write 動作は一般に SRAM のそれの数
倍の時間が必要である。 DTB の構成の検討にあたっては、 この時間のかかる DRAM 動作によって
SRAM の動作が止まることが極力発生しないように配慮した。 この目的のため、 SRAM から DRAM
へ転送を行う経路とDRAMからSRAMへのデータ転送を行う経路を分離し、それぞれが独立してデー
タを保持できるようにした。 具体的には図 2.4 に示すように SRAM から DRAM へ転送を行う DTB1 と
DRAM から SRAM へのデータ転送を行う DTB2 の２つのバッファで構成した。 さらに DTB1 にはさら
にラッチを有している。
DTB1 を経由した SRAM より DRAM へのデータ転送は以下のとおり行われる。 まず DRAM へのア
クセスを開始すると同時に SRAM のワード線を選択する。 SRAM ビット線に有効データが出力される
時点で信号 DTL (Data Transfer to Latch) を活性化し SRAM データをラッチに記憶させる。 SRAM
はこのラッチにデータを書き込んでしまえば、 DRAM のセンス完了を待つことなく、 次の動作に移る
ことが可能である。 DRAM のセンスが完了した時点で、 DRAM のカラム選択線を選択すると共に信
号 DTA (Data Transfer to Array) を活性化し、 ラッチに書き込まれたデータをデータバス経由で
DRAM アレイに書き込む。
次に DTB2 を経由した DRAM から SRAM へのデータ転送の説明をする。 まず DRAM への読み出
し要求のみが発行される。 次いで DRAM のセンスが完了後、 カラム選択線を活性化してデータバス
に有効データが出力された時点で信号 DTS (Data Transfer to SRAM) が活性化すると共に SRAM
ワード線が選択され、 DRAM データが SRAM に転送される。 DRAM のセンスが完了してデータ出力
されるまでは、 SRAM にデータ書き込みができないため、 回路規模を縮小する目的で DTB2 にラッ
チを設けずに単純なバッファアンプとして構成した。
この DTB1 と DTB2 を組み合わせた DTB を DRAM アレイから出力されるデータバスのピッチに合
わせてワード線裏打ち領域間に 4 セットずつ配置した。
2.2.3 ファストコピーバック FCB 方式
上で述べた DTB の構成を活用してファストコピーバック FCB (Fast Copy Back) と称する新しい
b) DTB2（DRAM→SRAM）a) DTB1（SRAM→DRAM）
図 2.4 データ転送バッファ (DTB)
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キャッシュ制御方式を実現した。 一般にキャッシュメモリは、 図 2.5 に示すようにキャッシュメモリに存










ミス時のアクセス時間をライトスルーと同等にすることができる方式で、 DTB が DTB1 と DTB2 の 2
つに分離されていることと、 DRAM と SRAM 間のデータバスが広くブロックサイズ分のデータを 1 回
で転送できることで実現できた方式である。 その動作を図 2.6 で説明する。 キャッシュミスし、 さらに
対応する SRAM 内のデータ D が書き換わっているものとする。 この場合、 通常のコピーバック方式




しかる後にアクセス要求のあったデータ DE を SRAM に格納する。 一方ファストコピーバック方式で
はまず DRAM からアクセス要求のあったデータ DE の読み出し動作を開始すると同時に SRAM 内の
書き換わったデータ D を DTB1 のラッチに格納する。 SRAM はデータ D を DTB1 に格納してしまえ
ば、 そのブロックのデータは上書きされてもよいので、 DRAM からデータが出力されるまで待機する。
DRAM のセンスが完了すると DTB2 を経由して SRAM に書き込むと同時にデータ出力端子に要求の
あったデータを出力する。 その後、DRAM アレイのプリチャージ、それに引き続いて書き戻すべきデー
タ DM の書き込みを行う。 すなわち、 アクセス要求のあるデータの読み出しを最初に行うことでライト
スルーと同等のキャッシュミスアクセス時間の高速化が実現できた。 DRAM への書き戻しはその後に
行われる。 キャッシュヒットが続いている限りは DRAM へのアクセスは発生しないので、 CPU からは
書き戻しの動作が完全に隠蔽される。 図 2.7 にシミュレーション波形を示す。
2.3 テストデバイス
上記の検討結果を盛り込んだ 4M ビットのテストデバイス [4], [5] を以下に述べる。 図 2.8 はテスト




× 4 の DRAM アレイ， 4k ビット （256 ロウ× 16 ブロック） × 4 の SRAM キャッシュ， 16 ブロック×
4 すなわち 64 ビットのデータバス， DTB， I/O， 周辺制御ロジックから成っている。 チップの制御は
クロック同期型とし、 サイクルタイムの向上を図っている。 高速動作が必要な SRAM ならびに I/O を
チップ中央に配置することで配線遅延の影響を最小にした。 以下に本テストデバイス設計に当たって
留意した SRAM 並びにウエイ数の自由度に関して述べ、 最後に試作結果を報告する。
2.3.1 SRAM アレイ
キャッシュ DRAM に使う SRAM もまたワイドバス幅での転送が要求される。 ワイドバス化への対応
の容易性から T 字型ビット線構成 [6] を採用した。 T 字型ビット線構成は図 2.9 に示すとおりビット線
に 2 層のメタルを割り当て、 SRAM セルに直結したビット線と直角方向にデータを取り出すもので、
センスアンプのピッチを SRAM セルのカラムピッチと独立に決めることができる。 今回の試作ではビッ










キャッシュ DRAM の適用範囲を広くするにはこの何れにも適用できることが望ましい。 試作デバイ
図 2.9 T 字型ビット線構成の SRAM
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スでは図 2.8 のピン Aa0~9 が DRAM アドレス、Ac0~11 が SRAM アドレスと完全分離した。 そのため、
DRAM と SRAM はブロック単位で自由にデータを配置することができるようになり、 所期の目的を達
成した。 このアドレス完全分離によるピン数増加を回避するために DRAM のアドレスに関しては汎用
DRAM と同じく行アドレスと列アドレスのマルチプレックスをした。
2.3.3 試作結果
図 2.10 はテストデバイスの顕微鏡写真である。 0.7um 2 層メタル 4 層ポリシリコン CMOS DRAM
プロセスで試作し、 チップサイズは 82.9mm2 で、 ベースとした汎用 DRAM に対して 7% の面積増に
抑えた。 図 2.11 にキャッシュヒットリード時の動作波形を示す。 10nsec のサイクルタイムで動作する
ことを確認できた。 図 2.12 はピン配置である。 電源端子は 3 セットあり、 そのうち 2 セットは SRAM






























ピンを中央の電源端子のすぐ外に割り当て、 その外に SRAM 用アドレスと制御信号を割り当てること
で高速キャッシュアクセスと出力ノイズへの対策とした。 チップ緒元を表 4.1 にまとめる。
2.4 システム性能
表 2.2 は 64 ビットプロセッサのキャッシュメモリに本テストデバイスを採用したことを想定したベン
チマーク結果である。 プロセッサにはそれぞれ 8k バイトの命令キャッシュとデータキャッシュをオン


































































































つは２次キャッシュなし、 次が 256k バイト， ダイレクトマッピング， ブロックサイズ 1 ワード （8 バイ
ト） の従来型キャッシュ構成。 そして本テストデバイスを用いたものである。 本テストデバイスは 4I/
O 構成であるので 64 ビットバスに接続するために 16 個を並列に接続した。 このためキャッシュサイ
ズは 32k バイト， ブロックサイズ 16 ワード （128 バイト） であり、 マッピングはダイレクトマップとした。
SPECmake ベンチマークテストでの速度で比較を行った。 FPPPP を除いてキャッシュ DRAM の方が
高いヒット率であり、 ヒット率向上にはキャッシュサイズ増大よりもブロックサイズ増大が有効であること
を示している。 本テストデバイスを使用したシステムは２次キャッシュ無しのシステムと比較して 23%
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ペナルティで局所配置型を実現した。 この局所配置型アレイは 4I/O 構成のキャッシュ DRAM に
対してデータバスを 64bit 用意することができ、 16 ワードという大きなブロックサイズを実現した。 こ
れはキャッシュとメインメモリをワンチップ化しなければ実現困難である。
2)  SRAM と DRAM を結ぶバッファアンプ DTB の検討を行い、 SRAM データを DRAM へ転送する
DTB1 と DRAM データを SRAM へ転送する DTB2 の別パスをもたせる構成を提案した。 DTB1 は
SRAM と DRAM のサイクルタイムの差を吸収する目的で内部にラッチを持たせた。
3)  上記構成の DTB を用いて新たにファストコピーバックモードを提案した。 ファストコピーバックモー
ドは通常のコピーバックモードとは逆に、 まず CPU からのアクセス要求のあったデータをキャッシュ
に読み出した後に DTB1 の保存されていた書き戻すべきデータをメインメモリに書き戻すもので、
CPU からみたキャッシュミス時のアクセス時間は従来のキャッシュシステムに比べて 1/3 に短縮され
る。 本モードは DRAM と SRAM をワンチップ化し、さらに DTB を 2 系統に分けたことで実現できた。
4)  キャッシュ DRAM として DRAM アレイと組み合わせる SRAM アレイを検討し、 T 字型ビット線構
成を採用することで DRAM アレイとの結合を容易に行うことができることを明らかにした。 SRAM ア
レイの上下に DRAM アレイを配置することで高速アクセスが要求される SRAM を配線遅延が最小
なチップ中央に集中配置することができ、 キャッシュアクセス時間の短縮を実現できた。
5)  以上の提案を通常の 4M ビット DRAM をベースに、 16k ビットの SRAM を搭載したテストデバイス
にて実証した。 試作したテストデバイスは DRAM アドレスと SRAM アドレスを完全分離したピン配
置を採用し、 局所配置型であることとあいまってマッピングの自由度を最大にした。 即ちコントロー
ラの対応によってダイレクトマッピングからフルアソシアティブまで選択可能である。 試作デバイスは
0.7um DRAM プロセスにてチップサイズ 82.9mm2 であり、 SRAM を搭載したにもかかわらず汎用
DRAM に対してわずか 7% の面積ペナルティに抑えることができた。
6)  テストデバイスを用いたコンピュータシステムと従来構成のキャッシュを採用したコンピュータシス
テムをシミュレーションで比較し、 SPECmak ベンチマークテストでキャッシュ容量が 8 倍の従来構
成キャッシュを採用したものと同等の速度を実現した。
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第 3 章 キャッシュ DRAM の高機能化の研究
3.1 序
キャッシュ DRAM に対する新たなシステム側からの要求としてユニファイドメモリへの対応があげら
れるようになってきた。 ユニファイドメモリは図 3.1 に示すとおり、 CPU とグラフィックエンジンとメモリ
をひとつのバスに接続したもので、 ハードウエア構成が簡単になるほか、 CPU からのグラフィック空
間を直接参照できるためプログラミングが容易になるという利点がある。 しかし一方でメモリアクセス
がシステム性能のボトルネックとなりやすく、 バンド幅の広いメモリが必要になる。 本章では第 2 章で




キャッシュ DRAM をユニファイドメモリとして用いる場合には SRAM は CPU のキャッシュとして用い、
グラフィックエンジンは DRAM から直接読み出すことが性能上有利である。 これはグラフィックエンジ
ンのアクセスは連続しているため DRAM のページモード動作で対応できる一方で、 SRAM の容量は
限られているのでキャッシュとして CPU に占有させることが望ましいからである。 そのために SRAM
と DRAM を独立に制御する構成とすることにした。 この要求を満たすために図 3.2 に示すコンカレン
トキャッシュ DRAM を提案する [1]。 これは DRAM アレイと SRAM アレイ更にはこれらの間に位置す
るデータ転送バッファ DTB （Data Transfer Buffer） から成っており、 DTB は DRAM データを SRAM
に転送するパスと SRAM データを DRAM に転送するパスが独立しているという点では第２章で述べ
たキャッシュ DRAM と同一であるが、 以下の点が異なる。 まず、 DRAM コマンド端子と SRAM コマン










れた際に必ずしも SRAM がアイドル状態とは限らないため、 DRAM から SRAM へのパスにもラッチを
設けると共に、 それぞれのラッチをマスタースレーブ構成とした。 以下にコマンド体系と DTBR (Data 
Transfer Buffer for Read), DTBW (Data Transfer Buffer for Write) の回路の詳細を述べる。
3.2.1 コマンド体系
図 3.3 にコンカレントキャッシュ DRAM のコマンドを示す。 DRAM コマンドと SRAM コマンドに分か
れており、 DRAM コマンドは SDRAM (Synchronous DRAM) [2] に準拠したものとした。 SRAM コマ
ンドは SRAM 並びに DTB のデータの入出力を行う。
DRAM コマンドの ACT, PRE, REF は SDRAM と同じくそれぞれロウ系の活性化並びにプリチャージ
開始、 リフレッシュ開始を行うものである。 ACT によって指定されたワード線に接続されたメモリセル
のデータをセンスアンプに読み出す。 この後、 このセンスアンプに読み出されたデータに対する読み
書きを DRT, DWT1, DWT2 にて行う。 PRE にてワード線は非活性化され、 次の ACT に備えてメモリ
アレイのプリチャージが行われる。 DRT は SDRAM の READ に相当するもので DTBR へデータを読
み出す。 DWT1, DWT2 は SDRAM の WRITE に相当し、 DTBW のデータを書き込む。 この際 DWT1
はDTBWのマスタ段のデータをスレーブ段経由でDRAMアレイに書き込むのに対してDWT2はスレー
ブ段のデータを書き込む。 この DWT2 は DWT1 に続けて発行することによりグラフィック用途で多用
されるフラッシュライト、 すなわち同一データの書き込みを効率よく行うことを目的とした。
SRAM コマンドは SRAM 単独動作、 DTB 単独動作、 SRAM と DTB 間の動作を行うものの 3 種類
がある。 SR, SW は夫々 SRAM データの読み出し並びに書き込みであり、 IO 幅単位 （テストデバイ
スでは 16 ビット） でのデータ転送を行う。 BR, BW は DTBR スレーブ段からの読み出しと DTBW マ
スタ段への書き込みを IO 幅単位で行うものである。 SW, BW はライトマスク機能を備えている。 BRT
は DTBR マスタ段からスレーブ段経由での SRAM への書き込みであり、 BWT は SRAM から DTBW
マスタ段への書き込みである。 何れも DTB のバス幅 （テストデバイスでは 64 ビット） でのデータ転












図 3.2 コンカレントキャッシュ DRAM
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するものである。
SRAM と DRAM 間のデータ転送は BRT と DRT の組み合わせ並びに DWT と BWT の組み合わせ
で実現することができる。 グラフィックエンジンが DRAM データを直接ハンドリングするためには DRT
と BR あるいは BW と DWT の組み合わせを用いる。
3.2.2 データ転送バッファ DTB
データ転送バッファは、 DRAM からの読み出しに用いる DTBR と、 DRAM への書き込みに用いる
DTBW で構成した。
図 3.4 は DTBR の回路図並びに動作波形である。 まず DRAM からの読み出しである DRT モード
の動作を説明する。GIO 対は DRAM と DTB 間のデータバス、DPAE は GIO が確定した時点でアサー
トされる信号で、 これによって GIO 対のデータが DTBR マスタ段に転送される。 DRTE は DRT コマ
ンド発行後、 所定のレイテンシ分遅れてアサートされる信号で、 これによって DTBR のマスタ段から
スレーブ段にデータ転送する。 このマスタ ・ スレーブ構成により DTBR スレーブ段のデータ不定期間
を無くすことが可能となった。 DTBR スレーブ段の出力動作は SRAM に書き込む BRT、 出力バッファ
に出力する BR さらにその両方を同時に行う BRTR の 3 つを設けた。 BRT モードは BRTE をアサー
トすると共に、 対象の SRAM ワード線を活性化することで DTBR スレーブ段のデータを SRAM へ書き
込む。 BR モードは SRAM のワード線は活性化せず、 DTBR スレーブ段のデータを SRAM 用センス
アンプ経由で読み出すことで実現している。 BRTR はキャッシュミス時の最初の読み出しに用いること
を想定して設けたもので SRAM への書き込みを行うとともに、 DTBR スレーブ段から SRAM センスア
ンプへのパスを用いて出力する。 これにより BR と同じアクセスタイムを実現した。 また BRTR を設け
ること BRTR が存在しない場合に比べてキャッシュミス時のレイテンシを 1 クロック短縮した。
次いで図 3.5 が DRAM への書き込みを行う DTBW の動作波形並びに回路図である。 データビッ
トとマスクビットの 2 系統が存在するため DTBR より複雑であるが、 マスタースレーブ構成のバッファ
である点は同様である。 DTBW へのデータ書き込みは SRAM から行う BWT と外部 I/O ピンから行



















図 3.3 コンカレントキャッシュ DRAM のコマンド
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段にデータが転送する。 すなわち SRAM のセンスアンプ出力 SSAO 対のデータを BWTE によって
DTBW のデータビット ・ マスタ段に転送し、 同時にマスタ段の全データビットが有効であることを示す
ためにマスクビットのマスタ段を BWTE によってクリアする。 BW モードでは DBW 対からデータ入力さ
れる。 さらにこのモードはブロックサイズ単位でなく IO 幅サイズ単位での転送であるので選択された
アドレス以外のマスクビットをセットするためためにカラムライトデコーダ出力BYW対とMRS信号によっ
てマスクビットのマスタ段が選択的にセットする。 BWT 発行後に BW コマンドを用いることで SRAM
データを選択的に書き換えた上で DRAM に転送することが可能である。 DRAM への書き込みはマ
スタ段データを書き込む DWT1 とスレーブ段データを書き込む DWT2 を設けた。 DWT1 コマンドはま
ず DWTE をアサートすることによってデータビットとマスクビット共にマスタ段からスレーブ段へ転送が
行なう。 次いで DWED をアサートしてすることでマスクビットのスレーブ段がリセットされているビットに
ついて GIO 経由で DRAM センスアンプ経由で DRAM セルへの書き込みを行う。 なおマスクビットが
セットされているビットに対してはデータ書き込みが行われない。 DWT2 コマンドでは DWTE はアサー
トせず DWED のみアサートすることでスレーブ段のマスクビットに応じてスレーブ段のデータを DRAM
ACT NOP DRT NOP NOP PRE NOP NOP
SR SR SR SR BRTR SR SR SR




































図 3.4 コンカレントキャッシュ DRAM の DTBR
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セルに書き込む。
このように DTBR, DTBW ともにマスタスレーブ構成としたことで 1 クロックサイクルで動作が完結で
きる SRAM は複数クロックサイクル必要な DRAM の動作完了を待つことが不要となり、 ユニファイドメ
モリシステムにおいてスループットの向上を図ることが出来た。
3.3 コントローラ内蔵キャッシュ DRAM
図 3.6 は 32 ビット幅のシステムバスを有する CPU のメモリをコントローラ内蔵キャッシュ DRAM で
構成した場合のブロック図である。 CPU とコントローラ内蔵キャッシュ DRAM 以外には I/O デバイス








































ACT NOP DWT1 NOP DWT2 NOP PRE NOP



























図 3.5 コンカレントキャッシュ DRAM の DTBW
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3.3.1 外部インターフェース仕様
今回検討したコントローラの CPU とのインターフェース仕様について図 3.6 を基に説明する。 CPU
はアクセス要求があると、 アドレス （A 0:31） を確定させた上で ADS# をアサートする。 これに応答
してコントローラ内蔵キャッシュ DRAM はデータアクセスを開始し、 データが準備できると、 データバ
ス （DQ 0:15） にデータを載せた上で BRDY# をアサートすることでデータバス上のデータが有効な
ものであることを CPU に伝える。 以降 CPU が BLAST# をアサートするまでバーストモードにて連続
的にデータを送信する。 端子 ADC はバンクセレクト入力端子である。 各デバイスは ADC を電源投
入時に参照して担当するべきバンクを決定する。 今回は ADC を 2 ビットとしたので、 本機能を用い
ることで外部にデコーダを準備することなく最大 4 バンクまでのメモリシステムを実装することができ
る。 端子 LME#　(Local Memory Enable) はバスの衝突回避を主目的として設けたもので、 データバ
ス並びに BRDY# の制御権をメモリが持っていることを通知する信号である。 ADC と入力アドレスを
比較することで自バンクがアクセスされるか否かを判断し、 自バンクへのアクセスの場合には LME#
をアサートする。 I/O デバイス制御用 LSI はこの LME# がネゲート状態のときのみバスに接続できる
ように構成することで、 後述の投機的読み出しにおいてもバスの衝突が回避できる。 さらに I/O デバ
イス制御用 LSI の論理の簡略化の副次的効果も期待できる。 今回試作したテストデバイスは 16 ビッ
ト幅の I/O を有する。 このデバイスを複数個並べて 1 バンクとすることで 32 ビット幅や 64 ビット幅の
CPU にも対応可能なように構成とした。 この際配慮するべき項目としてリフレッシュ制御がある。 CPU
から DRAM の動作を隠蔽してあるので、 リフレッシュの制御は全てメモリチップ側で行う必要がある。
リフレッシュ動作中に DRAM へのアクセス要求がある場合にはリフレッシュ完了まで DRAM へのアク
セス要求を待たせる制御が必要である。 このためリフレッシュ動作は少なくとも同一バンクを構成する
メモリ間では一斉に行う必要がある。 もしバンク内で別々のリフレッシュ制御を行っていると、 ある I/






























































































































































図 3.6 コントローラ内蔵キャッシュ DRAM を使用したシステム構成図
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状況が発生するためである。 この課題に対処するために同一バンク内のデバイスを REF# 信号で相
互を接続し、1 チップをマスタデバイス、残りをスレーブデバイスとアサインすることで同時にリフレッシュ
を実行できるようにした。マスタデバイスにアサインしたものはリフレッシュタイマで生成するリフレッシュ







ングを採用した。 ダイレクトマッピングはキャッシュのヒット率は低いが、 アドレスが決定すれば、 対応
するキャッシュメモリのアドレスが唯一に特定されるため読み出しリクエストに対して、 投機的な読み
出しが可能になる。 ダイレクトマッピングによるヒット率の低下はブロックサイズを大きくすることで補償
することにした。 投機的な読み出し図 3.7 で説明する。 まず SRAM と TAG メモリに同時にアクセス
する。 SRAM データを読み出すと同時に TAG の検索を行い、 対象ブロックのデータがリクエストの対
象アドレスであるか否かの検索を行う。 対象アドレスである、即ち Hit した場合には、BRDY# をアサー
トして SRAM より読み出したデータが正しいものであることを CPU に伝える。 この投機的な SRAM ア
クセスによりキャッシュヒット時のノーウエイト動作が可能になる。 ミスであった場合には BRDY# はネ
ゲート状態を保ち、 DRAM よりデータを読み出して、 データ出力した時点で BRDY# をアサートし、











シーケンサは TAG 情報と入力アドレスとの対比を基にチップ全体の動作を司る。 図 3.8 にシーケ
ンサの動作タイミングチャートを示す。 サイクル C1 及び C19 はキャッシュヒットリードの場合であり、
前節で述べたとおり SRAM を投機的に動作させることでノーウエイトでのデータ出力を実現している。
サイクル C6 はキャッシュミスリードであって、 このサイクルで BRDY# はアサートされない。 これ以降
C18 まではページミスかつコピーバックが必要な場合の動作を示している。 DTB がマスタースレーブ
構成になっていることを利用して、 シーケンサの動作順序を工夫することで物理的には４ワードのブ
ロックサイズのキャッシュ DRAM を用いて実質 8 ワードのブロックサイズを実現した。 まず DRAM に対
して要求のあったアドレスに対して読み出し要求を発行する（C7 から C14）と共に、書き戻すべきデー
タを BWT コマンドにて DTBW に格納する。 この際 BWT は２回連続して発行 （C7 及び C8） し、 最
初のデータは DTBW のスレーブ段に、 ２回目のデータはマスタ段に格納する。 一回目の DRT が完
図 3.8 キャッシュ DRAM 用コントローラの動作
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了し、 要求アドレスのデータが DTBR に格納されると BRTR を発行してデータ出力すると共に SRAM
にデータを格納し、 更に BRDY# をアサートしてデータバスに要求データを載せたことを CPU に通知
する （C14）。 以後 SRAM より連続的にデータを読み出す （C15 から C17）。 この間に２回目の DRT
に対応するデータが DTBR に格納されているので BRT にて SRAM へ転送して SRAM の更新を完了
する （C18）。 コピーバックするべきデータは未だ DTBW に残っているのでサイクル C22 まで使用し
て DRAM への書き戻しを行う。 この間も SRAM へのアクセスは可能であるのでキャッシュにヒットして
いる限りコピーバック動作は隠蔽され、 C19 から C22 のサイクルのヒットリード動作は C1 から C4 のも
のと同じくノーウエイトでデータ出力する。
3.4 高速化




3.4.1 セルフタイムド ・ クロックバッファ
クロックドライバは同期型インターフェースのデバイス高速化の鍵となる回路である。一般的なクロッ
クバッファは図 3.9 a) に示すようにインバータを直列に接続して、 そのトランジスタのゲート幅を順次
大きくすることで必要な駆動能力を確保する。 クロックドライバで生成されたクロックパルスは、 チッ
プ内の各所で使用するために負荷容量が大きく、 所望の駆動能力を確保するためには多段のイン






ファの改良を検討した。 図 3.9 b) がテストデバイスに採用したセルフタイムド・クロックバッファである。
クロックの ‘H’ パルス幅を自身の有する遅延回路にて決定する回路とすることで、 電流増幅率を
上げることができ、 段数の削減を実現した。 すなわち図 3.9 b) にてインバータ G02 は NMOS トラン
ジスタ Q01 のみを駆動すれば良く、 PMOS トランジスタ Q02 も駆動する必要のある通常型に比べて
同一遅延時間の制約の下で Q01 のゲート幅を３倍程度にすることができる。 PMOS トランジスタ Q02
は出力するクロックパルス CLK の遅延信号 （ノード B） で駆動する。 このクロックドライバは外部ク
ロック ext.CLK のデューティ比にかかわらずノード A からノード B までの遅延時間で決まる一定の ‘H’
パルス幅のクロックを生成する。 G11 から G15 の R-S ラッチを中心に構成された回路は外部クロック
の ‘H’ パルス幅が内部クロックのものより広い場合に、 不要な ‘H’ レベルを内部に伝播させない
ためのものである。 このクロックドライバのシミュレーション波形を図 3.10 に示す。 ext.CLK の rise エッ
ジで CLK_T がアサートされ、それがノード A → CLK に伝播して CLK が ‘H’ になる。 ノード A が ‘L’
になると G13, G14 の R-S ラッチがリセットされ、 ノード C が ‘L’ になることで G01 は外部クロックの
影響を受けなくなる。 これにより CLK_T は図に示すとおりの短いパルス幅が実現でき、生成するクロッ
ク CLK のパルス幅は上述のとおりフィードバックループの遅延時間のみで決定することができる。 ノー
ド C の状態は外部クロックが ‘H’ の期間保持され、 ‘L’ に遷移すると G11, G12 経由で R-S ラッ
チがセットされて次のクロック rise に備える。
図 3.10 セルフタイムド ・ クロックバッファのシミュレーション波形
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3.4.2 制御信号入力回路の高速化
上記のクロックドライバ回路の NMOS のみ外部信号で駆動し、 PMOS は生成した信号の遅延で駆
動するという考え方は制御信号生成に応用できる。 図 3.11 の回路図に示すとおり、 NMOS トランジ
スタ Q1 にはクロックドライバで生成する CLK_T を接続し、 NMOS トランジスタ Q2 には制御信号を活
性化するか否かを決定する組み合わせ論理の出力を接続する。 この回路は Q2 のゲートを制御する
論理を十分高速に動作する配慮は必要であるが、CLK_T に同期した高速な信号生成が可能であり、
そのパルス幅は Q3 駆動ドライバの遅延回路で調整できるため制御信号の生成に有用である。 試作
したテストデバイスでは SRAM のワード線駆動信号や DRAM のカラム系駆動信号の生成に本提案回
路を採用し、 アクセス時間の高速化並びに DRAM のカラム動作のレイテンシ削減を実現した。
3.4.3 アクティブプルアップ付きオープンドレイン出力回路
3.3 節で述べたとおりテストデバイスのシーケンサは LME# と BRDY# 信号についてはワイヤード
OR で接続するためにオープンドレインのドライバである。 この構成はデバイス数の増減に柔軟に対
応できるメリットがあるが、信号の rise 時間がプルアップ抵抗と配線の浮遊容量で決まってしまうため、
高速化が困難である。 これに対処するために図 3.12 に示すアクティブプルアップ付きの回路を提案
する。 通常のオープンドレイン出力回路に NMOS トランジスタによるプルアップ回路を追加したもので
ある。 活性化信号 ACT をネゲートすると直ちにリセット信号 RST をアサートして出力端子 OUT を高
速に充電し ‘H’ レベルとする。 このプルアップ回路に NMOS を用いたのは様々な電源電圧のデバ
図 3.12 アクティブプルアップ付きオープンドレイン出力回路
図 3.11 セルフタイムド ・ クロックバッファの制御信号入力回路への応用
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イスを接続できるというオープンドレインの利点を生かすためである。 即ち、 本デバイスの Vdd よりも
高い電圧にプルアップされた場合に、 ここに PMOS を用いていると本デバイスがラッチアップしてしま
うためである。 RST はセルフタイムで１クロック周期以内にネゲートされ出力端子 OUT は Hi-Z 状態
となり外付け抵抗によって ‘H’ レベルにプルアップされる。 即ちネゲート直後の１クロック内でのみ





試作したテストデバイスのブロック図を図 3.13 に示す。 1Mword × 16 の DRAM アレイと 1kword
× 16 の SRAM アレイ、 その間を結ぶ 64 ビット幅の DTB で構成されたコンカレントキャッシュ DRAM
を中心に、 128 エントリの TAG メモリを含むコントローラで構成されている。 DTB は 64 ビット幅であ































































り、 ブロックサイズは 8 ワードである。 試作デバイスの顕微鏡写真を図 3.14 に示す。
第 2 章の試作デバイスと同じく、 DRAM アレイの中間に SRAM を配置し更にその間にコントロール
回路を配置し、 更にコントロール回路に隣接してコントローラロジックと TAG メモリをレイアウトした。
DTB と DRAM アレイ間のデータバスは前章のものと同様に DRAM のワード線裏打ち領域に配置した。






の DRAM プロセスである。 チップサイズは 145.3mm2 であり、 同一プロセスの汎用 DRAM に対して
SRAM 並びにコントローラの機能追加にもかかわらず 12% の増加に抑えることができた。 図 3.15 にク
ロック周波数 90MHz での動作波形を示す。 キャッシュヒット時のノーウエイト動作を実現した。
3.6 結言
本章ではユニファイドメモリ構成というシステム側からの要求に対して、 コンカレントキャッシュ
DRAM を提案した。 更にシステムの部品点数削減を目指してコントローラの研究を行い、 キャッシュ
DRAM に内蔵できる目処を得た。 その結果に基づいてテストデバイスを試作し、 研究内容の実証を
行った。
1)  キャッシュ DRAM のデータ転送バッファの改良を行い、 DRAM へのデータ転送を行う DTBW と
DRAM からのデータ転送を行う DTBR のそれぞれをマスタースレーブラッチ構成とした。 さらにコ
マンドを DRAM コマンドと SRAM コマンドに分離して、 DRAM と SRAM がそれぞれを独立制御可
能とした。 以上を組み合わせることで DRAM と SRAM が並列で動作できるコンカレントキャッシュ
DRAM のアーキテクチャを提案した。
2)  コンカレントキャッシュ DRAM の拡張としてキャッシュコントローラを内蔵し、 CPU と 2 チップでコ
ンピュータシステムが構成できるコントローラ内蔵キャッシュ DRAM の構成を研究した。 マッピング
はダイレクトマップ方式とすることで、 TAG の検索と並行して SRAM からの投機的な読み出しが可
能となり、 キャッシュヒット時のノーウエイト動作を実現した。
3)  高速クロックへの対応としてセルフタイムド ・ クロックバッファを提案した。 本クロックバッファはポ
ジティブエッジのみ、 外部のクロックエッジの遷移に基づいて応答し、 ネガティブエッジはポジティ
ブエッジの内部遅延で決定される。 本構成によりクロックドライバの段数を削減することができ、 ク
ロックアクセス時間の短縮を実現した。 さらにクロック周波数によらず一定のクロック ‘H’ 時間を
確保することができた。
4)  オープンドレイン信号の高速化を目的としてアクティブプルアップ回路を提案した。 クロック同期
インターフェースであることを利用して、 ネゲート時にプルアップ用のトランジスタを 1 クロック以内
のパルスでプルアップするもので、 これによりオープンドレインの簡単にワイヤード OR が構成でき
語構成 1,048,576 ワード× 16（DRAM ）
1,024ワード×16（SRAM ）
ブロックサイズ 8ワード×16
DRAM セル 2.7um ×2.8um （スタックトキャパシタセル）




動作時電流 156mA （@90MHz, キャッシュヒット , バースト）
138mA （@90MHz, キャッシュミス ,ページミス ,ノンダーティ , バースト）
300uA （スリープ）
プロセス 0.55um トリプルウエル CMOS
4層ポリシリコン 2層アルミ





5)  以上の提案を実証するためのテストデバイスを汎用 16M ビット DRAM プロセスで試作し、 90MHz
のクロック周波数での動作を確認した。 キャッシュヒット時には投機的読み出しによりノーウエイトで
のアクセスが可能であることを確認した。
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第 4 章 混載 DRAM のモジュール化に関する研究
4.1 序
第 2 章および第 3 章では DRAM と SRAM を混載することによる高機能化の研究成果を報告した。
さらに第３章で報告したコントローラつきキャッシュ DRAM と RISC プロセッサをワンチップ化した高速
低消費電力のプロセッサも報告されている。
しかし、 半導体プロセスの微細化とともに、 様々なシステムをワンチップ化する所謂 SoC が広く使
われるようになった。 SoC では LSI の中にシステムとして必要なロジックの他に、 メモリも必要な容量
と構成のものを選択して、 ワンチップ化することになる。 このような用途には前章までで述べた汎用
的なキャッシュ DRAM よりも必要なサイズにカスタマイズすることができる DRAM のマクロが望ましい。
ここで DRAM マクロに要求されるものは広いバンド幅と記憶容量や出力ビット幅等を変更できる柔軟
性である。 また SoC はカスタム製品の特徴として仕様決定から、 量産までの期間が短い。 このため
DRAM マクロはテストデバイスでタイミング調整を行った後は、 マスク修正することなく製品へ搭載し
て、 量産化できるよう構成しておく必要がある。
本章では、 SoC へ搭載するための DRAM マクロについて検討を行ない、 その効果をテストデバイ
スによって検証した結果を報告する。 前章までのキャッシュ DRAM の研究成果を基に、 広いバンド
幅かつ様々な記憶容量や語長への対応を容易にするメモリアレイ構成を検討した。 更にメモリ構成
によってタイミングの再設計を不要にすることを目的として オートシグナルマネージメント （ASM） 方
式と称する新しいタイミング生成手法を提案する。 さらに生産性の観点ではテスト工程の単純化も重
要な課題である。 LSI テスタはロジックデバイスを検査するためのロジックテスタとメモリをテストする
ためのメモリテスタが別々に存在するため、 DRAM を混載した SoC ではロジックテスタとメモリテス
タの両方を用いてテストすることが一般的である。 これをロジックテスタのみでテストすることを目的
に、BIST （Built In Self Test） の構成の検討も行った。 これらの結果を基にテストデバイスを試作し、
所望の結果を得た。
4.2 ワイドバンド混載 DRAM コアのアレイアーキテクチャ
第 2 章、 第 3 章で検討したキャッシュ DRAM は外部バスを経由して CPU 等と接続されるため、
バス幅がせいぜい 64 ビット程度である。 また 2 層とメタル層数の少ない汎用 DRAM プロセスで製
造することを前提に設計したので、 データトランスファバッファ DTB のレイアウト面積縮小が難しく、
DTB の横幅は DRAM の 32 ～ 64 カラム分相当と大きく、 DTB の個数増大には限界がある。 これら
のことから、 バス幅が広いシステムで使用する場合にはキャッシュ DRAM チップを複数個、 並列に
配置して使用することを前提とすれば DRAM アレイから同時に出力されるデータのビット数も 64 ビッ
ト程度とすることができ、 DRAM アレイから効率よくデータを引き出すための手段として図 4.1 a) に示
すとおり DRAM アレイのワード線裏打ち領域にデータバスを配置した。
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これに対して SoC では 1 コアより引き出すデータバス幅は 256 ビット程度を要求される。 その一方
で少なくとも 3 層以上のメタル配線を使用していることとロジック用の微細な周辺トランジスタが使用
可能であり、 キャッシュ DRAM の DTB に相当する部分の回路も DRAM の 8 カラム分相当で描ける
見込みを得た。 そこでメモリアレイのアーキテクチャの見直しを図り、 図 4.1 b) に示すとおり、 カラム
選択線をセンスアンプ帯内にワード線と平行に敷設し、 データバス線はビット線と平行にメモリセルア




る I/O 回路そしてローカル制御回路に対応するマスタ制御回路を備えたコントローラアレイを 1 セッ
ト付加してメモリコアを構成する。 このようなモジュール構成とすることで混載 DRAM コアに要求され
る、様々な記憶容量、語構成のメモリコアの作成が容易になる。 今回のテストデバイスでは更に図 4.3
に示すとおり Type A, Type B, Type C の 3 種類のコアが作れるようにメモリアレイ並びに IO 回路の
個数を変更できるようにした。







































図 4.2 タイルデザインの DRAM コア
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必要があるときに適用する。 但しワード線長が長くなるために動作周波数は Type B に比べて下がっ
てしまう。 Type C は必要 I/O 数が少ないコア向けであり、 一度に活性化するメモリセル数が少ない
ため動作時電力を抑えることができる。 このように Type A, B, C を使い分けることで使われる用途に
より適したメモリコアを構築できる。
4.3 オートシグナルマネージメント ASM 方式
以上で述べたタイルデザインの採用により DRAM コアのレイアウト設計の工数削減は実現できた。
しかし DRAM コアの構成によってローカル制御回路の個数は変化するため、 マスタ制御回路で生
成する信号の遅延時間や遷移時間もまた DRAM コアの構成によって変動する。 従来はこの変動に
対応してシミュレーションや実デバイスでのタイミング調整が不可欠で、 これが DRAM コアの生成の
TAT を制約する大きな要因となっていた。 本節ではこの問題を解決するためにオートシグナルマネー
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図 4.3 タイルデザインの DRAM コアのバリエーション展開
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4.3.1 等負荷配線
汎用 DRAM の回路をベースにした混載 DRAM の設計では図 4.4 に示すとおり、 マスタ制御回路



























御回路からの距離によってマスタークロック CLK とその他の信号の伝播遅延 td に差が生じてしまう。
また各アドレス信号の負荷容量が異なるためにアドレス信号線間のスキューが生じる。 今回提案の











混載 DRAM の容量の増減が伝播遅延の変動を招き、 最高動作周波数が変動することは避けら




DRAM のロウ系回路は 1 周期が複数クロックサイクルにまたがる非同期信号群によって駆動され
る。 データ転送性能向上のために DRAM をマルチバンク構成とした場合には、 この非同期信号群
がバンク数分だけ準備することが必要である。 従来の混載 DRAM では非同期信号群をマスタ制御
回路で生成して、 ローカル制御回路に配信していたが、 これでは上述の全ての信号線を全ローカル
制御回路に接続するという構成とすることができない。 その対策として、 図 4.6 に示す通り、 ロウ系
制御を活性化 (ACT) のステートとプリチャージ (PRE) のステートに分離し、 マスタ制御回路では夫々
の起動信号の発生のみを行い、 実際の DRAM アレイの駆動信号はローカル制御回路で生成する構
成とした。 活性化タイミングは ActA, ActB, ActC の 3 本の非同期信号の両エッジを用いてメインワー
ド線 MWL、 ビット線遮断信号 BLI、 ビット線イコライズ信号 BLEQ、 センスアンプ活性化信号 SAE を
それぞれ動作させている。 これらの非同期信号を生成するための遅延回路はマスタ制御回路内に
のみ存在すればよく、 ローカル制御回路は単にデコーダとラッチを持てばよい。 ローカル制御回路の
該当部分のブロック図を図 4.7 に示す。 ローカル制御回路でデコードをする際のハザード対策を不
要とするために ActA, ActB, ActC はジョンソンカウンタで生成した。 プリチャージタイミングは同様に
PreA, PreB の 2 本の信号線の両エッジを用いてアレイ駆動信号を非活性状態に戻す。 この ActA, 
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ActB, ActC ならびに PreA, PreB を複数セット準備することでマルチバンクに対応する。 必要なセッ
ト数 NACT は以下の式で定まる。
NACT = min(N , NBANK) (4.1)
TRRD ・ N > TRCD (4.2)
ここで NBANK はバンク数、 TRRD は何クロックごとに ACT コマンドを受け付けられるかを示す値であり、
TRCD はアレイの遅延特性から決まる値で活性化に必要な時間である。 今回試作したデバイスでは
TRCD は 2 クロックであり、 TRRD を最小の 1 クロックとして 3 セットの準備があればよいことがわかる。
同様に PreA,　PreB は 2 セット必要である。 これは従来の混載 DRAM コアが少なくとも 4 セットのタ
イミング生成回路を準備していたものに比べて回路面積の縮小が図れている。 複数の基準信号の何
れを用いるべきかを示す信号として ActCounter 並びに PreCounter 信号を準備した。 またバンクを
選択する信号もアドレス線の一部としてローカル制御部上に配線しており ASM の原則に従って統一
されたバッファで信号を受けた後にローカルに配置されたデコーダでデコードし、 自バンクへの要求
か否かを判定する。自バンクへのアクセスの場合には HIT 信号がアサートされる。HIT 信号がアサー





































































図 4.7 ローカル制御回路の Row 系信号生成部
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しては、 総バンク数が必ずしも 2n ではない点とアプリケーションによってはリフレッシュ時と通常動作
時で活性化するサブアレイ数が異なる場合があることに考慮する必要がある。 これへ対応するため











化信号 CDEW と書き込みデータ線 WD は同一方向に伝播する。 しかし読み出しは読み出し用カラ
ムデコーダ活性化信号 CDER と読み出しデータ線 RD の伝播の向きが逆になる。 そこで図 4.9 に示






























































































らにマスタ制御回路戻ってきた CDER を基に RD のイコライズ信号や RD の信号を増幅するプリアン
プの活性化信号 PAE を生成する。 この CDER をループバックさせる手法は従来の制御回路に比べ
て読み出しの高速化が実現できることを以下に説明する。
図 4.10 はループバック型読み出しを行わない従来の読み出し方式での動作波形で、 その読み出
しサイクル時間 TCSL は
TCSL = TPAE_C + TPW + TEQ (4.3)
TPAE_C = TCDER + TRD + TRDT (4.4)
より




































となる。 ここで TPAE_C は最遠端バンクのカラム選択線 CSL 活性化後に PAE を活性化できるまでの時
間、 TCDER は CDER のマスタ制御部から最遠端ローカル制御部までの伝播遅延、 TRD は最遠端アレ
イ選択時の RD の伝播遅延、 TRDT は RD の遷移時間、 TPW はプリアンプが信号増幅に要する時間、
TEQ はイコライザによって RD と /RD をイコライズするのに要する時間である。 TPAE_C 相当の時間はマ
スタ制御部で最遠端バンクからの伝播遅延を模擬して、 遅延回路を使用して生成するために」、 遅
延回路のプロセス， 電圧， 温度によるばらつきの影響を受ける。
次にループバック型読み出しを採用した場合を図 4.11 に示す。 TCSL は
TCSL = TRDT + TPW + TEQ (4.6)
となり、 TCDER + TRD 分だけサイクルタイムの短縮が可能である。 クロックの立ち上がりからプリアンプ
入力端での RD 対の振幅が所望の電位差となるまでの時間はセンスアンプとプリアンプの距離によら







DRAM コアを搭載した SoC の生産性の観点では、 テスト工程の複雑化が課題になる。 LSI テスタ
は論理回路のテストを主眼にしたロジックテスタと、 大容量メモリのテストに主眼を置いたメモリテスタ
が存在する。 SoC の論理回路のテストにはロジックテスタが不可欠であるが、 一般のロジックテスタ
は本章で述べているような大容量の DRAM コアのテストに必要な機能を搭載していない。 このため
ロジックテスタとメモリテスタを準備し、 ロジック部をロジックテスタで、 混載 DRAM コアをメモリテスタ
でテストすることが一般である。 しかし、 これはテストのフローが複雑なためテストコストの増大につな
がる。 この課題を解決する方法として DRAM コアをテストするための BIST （Built In Self Test） 回
路を開発し、 SoC のテストをロジックテスタに一本化することとした。 なお混載 DRAM コアにおいても
汎用 DRAM と同じく欠陥ビットを救済する冗長回路技術の適用は歩留まり確保のために必須である。
この冗長回路の使用にあたっては冗長回路の使用の要否ならびに使用するべきアドレスの判定を行
う必要がある。 このため今回開発した BIST には冗長判定回路をも備えたものとした。
開発した BIST 回路のブロック図を図 4.12 に示す。 パターンジェネレータ、パスフェイル判定回路、
冗長判定回路並びにこれらの回路と外部との接続をするための JTAG インターフェースで構成されて




パターンジェネレータ （Algorithmic Pattern Generator） 部を図 4.13 に示す。 メモリテスタで一
般的に用いられるマイクロインストラクションベースのシーケンサがその中心的な構成要素である。 テ
スティング時には DRAM コアの入出力端子を SoC のロジック回路部分から切り離し、 パターンジェネ
レータと接続する。 その上でパターンジェネレータよりコマンド、 アドレス、 書き込みデータならびに期
待値データを DRAM コアに供給する。 DRAM コアのテスティングに必要な全パターンの生成を小さ
な面積オーバヘッドで実現するためにパターンメモリを SRAM で構成し、JTAG 経由で外部からパター
ンメモリにコードを書き込む方式とした。 この SRAM 型パターンメモリ方式は予め内蔵の ROM にテス
トパターンを書き込んでおく ROM 方式に対してテスト時にパターンメモリの頻繁な書き換えは必要で












































I/O 毎に入出力アンプと一体化させて、 パス／フェイル判定回路を実装した。 図 4.14 に 1I/O 分
の判定回路を示す。 読み出しデータの期待値データとの比較 （パス／フェイル判定） 並びに書き込
みデータの生成と、 判定結果の蓄積を行う。 パターンジェネレ－タから出力された期待値データなら
びに書き込みデータはコンプリメントレジスタ CR に記憶された値との排他的論理和演算を行い、 そ
の結果を IO 毎の期待値データ， 書き込みデータとして用いる。 各コンプリメントレジスタは JTAG レ
ジスタとして実装してあるので、テスト毎に異なる値を外部からロードすることが可能である。これによっ
て様々なバックパターンでのテストを実現している。 パス／フェイル判定を蓄積するフェイル蓄積レジ







成とした。 このため、 本テストデバイスの冗長救済判定は単に不良ビットを記憶するのではなく、 不
良ビットが存在したときにそれを複数存在する冗長ビットのいずれで救済するかの判定も必要である。
これに対応した冗長救済判定回路を図 4.15 に示す。 不良ビット位置を記憶するエラーストレージ ES
































以上の提案の実証のために図 4.16 に示す ASM 及び BIST 搭載の 16 バンクの 32M ビットのテス
トデバイスを試作した。
トリプルウエル， 2 層 Tox， Co サリサイド使用の 4 層メタル 0.18um 混載 DRAM プロセスを使用し
ており、 DRAM マクロのサイズは 23.1mm2 である。 マクロの主要諸元を表 4.1 にまとめる。 電源電
圧は周辺回路用の VddL と、 DRAM アレイ駆動用の VddH の 2 種類であり、 VddL の範囲が 1.2V
～ 1.8V と広いことも特徴である。
この広い VddL マージンは新しく開発した図 4.17 に示す 2 段 CVSL (Cascode Voltage Switch 
Logic) 型レベルシフト回路により実現した。 DRAM アレイ内ではアレイ駆動用に VddH ならびにこれ
をオンチップで搭載したチャージポンプにて昇圧した Vpp （>3.6V） を使用している。 周辺回路の
VddL レベルの出力信号を VddH あるいは Vpp レベルの信号に変換することがレベルシフト回路の
目的であり、 これまでは単純な CVSL 回路を用いていた。 これに対して 2 段 CVSL 型レベルシフト
回路では、 まず 1 段目の CVSL にてセンスアンプ駆動電圧 VddI までレベル変換し、 この信号を更
に VddH あるいは Vpp の電圧までレベル変換して出力する。 この VddI は VddH からオンチップシ
AL



















リーズレギュレータにて生成される 2.0V の電源で、 外部電源電圧や周囲温度によらず常に一定の電
圧を保つため、 2 段目のレベルシフタに要求される電圧変動マージンが少なくてよい。 また 1 段目の
CVSL を AND ゲートとして構成したことでゲート段数の削減を図った。 レベルシフタの入力電圧と遅
延時間の関係のシミュレーション結果を図 4.18 に示す。 通常の 1 段型レベルシフタでは VddL=1.4V
付近から遅延時間が急速に大きくなっているが、2段型とすることで1.2Vでも安定に動作する。図4.19
にテストデバイスのシュムープロットを示す。 VddH は 3.3V、 周囲温度は室温であり、 内蔵 BIST で
の測定結果である。 VddL=1.8V にてクロック周波数 200MHz また VddL=1.2V にてクロック周波数




















図 4.17 2 段 CVSL 型レベルシフト回路
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ることも確認できた。 動作時電力は VddL=1.8V, クロック周波数 200MHz にて 1.16W、 VddL=1.2V, 
クロック周波数 100MHz にて 0.32W である。 スタンバイ電力は 680uW である。
4.6 結言
本章の研究では SoC への組み込む混載 DRAM について、 様々な記憶容量や語構成への対応を
目的としてモジュール化することを研究した。 さらにその結果に基づいてテストデバイスを試作し、 効
果を実証した。
1)  混載 DRAM コアをモジュール化するためにメモリコアの構成要素をメモリアレイ、 I/O 回路、 ロー
カル制御回路、 マスタ制御回路に分割し、 これらを適宜配置することで様々な SoC の要求にこた
えられるアーキテクチャが実現できた。 モジュール構成によらず、 タイミングの再設計を不要にす
ることを目的としてオートシグナルマネージメント ASM 方式を提案した。 ASM 方式は等負荷配線，
両エッジタイミング信号によるロウ系制御， ループバック型カラム系制御より構成されている。 本方
式では最高動作周波数はモジュール構成に依存して変わるが、 各制御信号間の位相調整が不
要であるという特徴を持ち、 短 TAT での混載 DRAM マクロの提供が可能になる。





















長） ＋ （メモリアレイ上のデータバスの配線長） がサブアレイの位置によらず一定となり、 モジュー
ル構成ごとのカラム系制御信号のタイミング調整を不要にした。
5)  SoC の製品テストに用いられるロジックテスタはメモリテスト機能が乏しく、 混載 DRAM は別途メ
モリテスタでテストしていたが、 テストコストの上昇を招くことからメモリコアに BIST （Built In Self 
Test） を搭載した。 搭載した BIST 回路はマイクロインストラクションベースのシーケンサを中心と
したパターンジェネレータ部、 I/O 毎の入出力アンプと一体化させたパスフェイル判定部、 さらに
は冗長回路により救済のための冗長救済判定部から構成し、 従来メモリテスタで行っていたテス
ティングをすべてオンチップで行うことができた。 これにより SoC のテストをロジックテスタのみで行
うことが可能になった。
6)  ASM 方式を採用し、 BIST 回路を搭載したモジュール構成 DRAM コアの有用性を確認するため
に３２Mbit の DRAM コアを 0.18um 混載 DRAM プロセスで試作した。 広い電源電圧に対応するた
めにレベルシフト回路に 2 段 CVSL (Cascade Voltage Switch Logic) 方式を採用した。 ロジック
電圧 1.8V にてクロック周波数 200MHz、 ロジック電圧 1.2V にてクロック周波数 100MHz で動作し、
それぞれの消費電力は 1.16W と 0.32W であることを確認した。 これによって高速、 低消費電力い
ずれのアプリケーションにも対応できることを明らかにした。
以上、 本章での研究は混載 DRAM コアのアーキテクチャとしてバリエーション展開が容易なモジュー
ル構成ならびに回路構成を提案した。 またテスト工程の簡略化を目的とした混載 DRAM コア用の
BIST 回路を開発した。 これらを搭載した試作デバイスでその有用性を実証した。 これらにより混載
DRAM コアを搭載した SoC の低消費電力化、 高速化、 小型化、 低コスト化の実現に貢献した。
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第 5 章 混載 DRAM の高速化、 低消費電力化の研究
5.1 序
混載 DRAM は図 5.1 に示すように、 標準 DRAM プロセスにロジックプロセスを追加することで実
用化が始まった。 即ち最先端の DRAM プロセスと 1~2 世代前のロジックプロセスを組み合わせた
DRAM ベースの混載 DRAM である。 これは混載 DRAM の実用化が始まった当初はまだ SoC が要
求する記憶容量を実現するには最先端の DRAM プロセスが必要であったため、 動作周波数やゲー
ト密度の観点で同時期の一般の SoC より劣るが、 記憶容量を優先しての選択であった。 しかしその
後の微細化の進展で、 必ずしも最先端 DRAM プロセスを使わずとも SoC に内蔵する必要のある記
憶容量が確保できるようになってきたため、 最先端のロジックプロセスに 1~2 世代前のセルサイズの
DRAM を混載したロジックベースの混載 DRAM が主流となってきた。 さらに DDR-SDRAM に代表さ
れる高速データレートの DRAM が汎用 DRAM の主流を占めたことにより、 中程度のバンド幅のデー
タは別チップに格納できるようになり、 混載 DRAM の用途として大容量の SRAM の代替となることも
求められるようになってきた [1]-[4]。
このような背景を基に本章の研究は前章の研究成果であるモジュール化された混載 DRAM コアを
ベースに SRAM と同様に 1 クロックサイクルで動作を完結する混載 DRAM を得ることを目的とする。
クロック周波数 250MHz での動作を実現するとともに SRAM に比べて DRAM が持つ本質的な弱点
であるリフレッシュが必要ということを隠蔽するために低消費電力のデータ保持モードの開発を目指し
た。 まず 1 クロックサイクルで動作が完結する混載 DRAM を得るために STC 方式並びに NET 方式
と称する新しい高精度タイミング制御を提案する。 またこのタイミング制御方式の基で低消費電力の
データ保持モードとして PDDR モードの提案を行う。 さらにこれらを実装したテストデバイスを 0.13um
混載 DRAM プロセスにて試作し、 312MHz で動作すること、 並びにデータ保持電力 73uW を確認し、
本提案が有用であることを実験的に実証した [5], [6]。













































図 5.1 混載 DRAM のプロセス技術の変遷
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5.2 超高速 DRAM コアのアレイ駆動
汎用 DRAM、 混載 DRAM いずれにかかわらず、 DRAM のアレイ動作には多くの位相の異なる
信号が必要である。 本章の研究の主題である 200MHz 以上のサイクルタイムで動作させる超高速
DRAM においては、 より高精度なタイミング制御が必須条件となる。 本節ではこの課題に対応するた
め高精度な遅延を生成することを目的としたセルフタイミングアジャスタブル STC 方式を、 さらに生
成されたタイミング制御信号を精度を維持したまま DRAM アレイ内に伝播するためのネガティブエッ
ジトランスミッション NET 方式を提案する。
5.2.1 セルフタイミングアジャスタブル STC 方式
DRAM の内部制御信号は内蔵の遅延回路で生成している。 このための遅延回路として一般に単
純なインバータ遅延回路や RC 遅延回路が使われているが、 これらの遅延回路は PVT すなわちプ
ロセス、 電源電圧、 温度の変動により遅延時間もまた変動する。 このことは本章の研究の目的であ
る高速動作の DRAM においては特に顕著になる。 まず遅延回路に要求される遅延量を定量化する
ためにアレイの動作をシミュレーションした。 図 5.2 は DRAM においてサイクルタイムがもっとも長くな
るライト時のビット線対の動作波形を示している。 以下に図中の記号に即して動作を説明する。
1)  WLon ： ワード線を活性化する。 その結果、 選択されたメモリセルデータがビット線対に読み出さ
れ、 ビット線対間に電位差が生じる
2)  SAon ： センスアンプが活性化される。 これにより上述のビット線対間の電位差が増幅される。
3)  CSLon ： カラム選択線 CSL を活性化する。 CSL はビット線対間と I/O 線対間を接続するトラン





4)  Precharge ： ビット線対をショートするとともにプリチャージ電源に接続する。 これによって次のア
レイ動作に備える。
この各タイミングが規定の値より遅くなるとサイクルタイムが伸びてしまう。 一方、 早くなると誤動作を
招く。 例えば WLon から SAon までの期間が所定の値より短いとビット線対間の電位差がセンスアン
プの要求する電位差に達していない状態でセンスアンプが活性化されるため、 センスアンプが誤判
定する場合が発生する。 他のタイミングについても早すぎると誤判定の原因となる。
まず 250MHz で安定して動作させるために PVT ワースト条件下で 3.80nsec 以内で動作を完了す
るメモリアレイを設計した。 次いでこのメモリアレイを PVT ベスト条件下で動作させると 3.10nsec で
動作が完了することが確認できた。 また、 ワイヤリング遅延等の PVT ベスト条件、 ワースト条件で同
じ値となる成分は 0.55nsec であった。 これらの値から、 250MHz 動作に必要な遅延回路の PVT ば
らつきによる遅延時間の変動量は 24% 以下に抑える必要があることが明らかになった。
次に、 従来から用いられているインバータ遅延回路と RC 遅延回路が適用可能か否かを確認す
るためにそれぞれの PVT 依存性をシミュレーションで求めた。 その結果を図 5.3 に示す。 この図の
とおりインバータ遅延素子では 125% のばらつきとなり、 比較的ばらつきの小さな RC 遅延回路でも
36% であって、 必要な 24% 以下に収まらないことが明らかになった。 このため 250MHz 級で動作す
る DRAM に適用できる新たな高精度遅延回路として図 5.4 に示す STC 方式を開発した。
STC 方式は本質的には PLL において VCO の各段からタップを取り出して正確な位相差の信号
を得るというものである。 この位相差は PVT ばらつきによらず常に一定であることから PVT ばらつ
きフリーな遅延回路となる。 但し PLL は混載 DRAM のタイミング信号発生回路ブロックより大きなレ
図 5.3 従来型遅延回路の遅延時間の PVT 依存性
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イアウト面積を占めることと、 ノイズによってジッタが大きくなる懸念がある。 この問題を解決するため
に STC 送信モジュールと STC 受信モジュールの 2 ブロック構成とした。 STC 送信モジュールの構成
要素は PLL のそれと同じであり、 基準クロック入力， 位相比較器， チャージポンプ， LPF， VCO か
ら成っている。 両者の相違点は PLL が安定したクロックを出力するのに対して、 STC 送信モジュー
ルは遅延回路制御電圧として制御電圧 Vbias を出力することである。  STC 受信モジュールは送信
モジュールの VCO を構成するものと全く同じ回路及びレイアウトの電圧制御遅延回路と遅延選択
タップで構成されており、 その遅延時間は STC 送信モジュールから供給される Vbias によって制御
される。 本章での試作デバイスでは STC 送信モジュールの VCO は 32 段の電圧制御遅延回路で
構成したので、 STC 受信モジュールでは tCLK/32 の分解能で PVT ばらつきの影響のない高精度
なタイミング生成を実現できた。 STC 送信モジュールの LC Circuit は後述する PDDR モードのため
に設けたレベル補償回路で、 クロック供給が停止した場合に Vbias を一定値に保つためのものであ
る。 詳細は PDDR モードの節で述べる。
本方式を安定に動作させるためのキーポイントは Vbias へのノイズの回り込みを最小にすることに
ある。 Vbias 線へのノイズが PLL のジッタ特性を悪化させるからである。 このために Vbias 線の周辺
は上下左右をシールド配線にて囲み外来ノイズへの耐性を上げるようレイアウトした。 更に Vbias の
変動に対してジッタ特性の影響が少なくなるように遅延回路の構成を検討した。 図 5.5 が検討した
VCO の遅延回路の 1 段分である。 トランジスタ Tr1 のゲート電位によって遅延時間を変更できるイン
バータと、 その出力とスイッチ用 PMOS を介して接続された負荷としての MOS 容量 C1 で構成され
ている。 スイッチ用 PMOS のゲート電位 Vc は Vdd と Vbias と GND の切り替えが可能である。 Vdd
に接続すると C1 はインバータから切り離されるので、 遅延時間は Tr1 のゲート電位によってのみ制
御される。 Vc を Vbias とすると、 Vbias の電位が下がるにつれ、 遅延量がより大きくなるように動作
図 5.4 STC 方式のブロック図
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する。 この遅延回路のシミュレーション結果を図 5.6 に示す。 Vc の電位が Vdd と Vbias の 2 条件、
PVT （プロセスパラメータ、 電源電圧、 温度） は Best, Worst の 2 条件で発振周波数と Vbias の関
係を求めた。 PVT にて Best はプロセスの Fast コーナ， Vdd=1.4V， Tj=0℃であり、 Worst はプロセ
スの slow コーナ， Vdd=1.0V， Tj=125℃である。 250MHz 動作時の Vbias の電圧は PVT が Best
のときは Vc=Vdd 時に 0.39V， Vc=Vbias 時に 0.53V でありいずれも安定に動作するが、 Vc=Vbias
の方が Vbias の変化に対する発振周波数即ち遅延回路の遅延時間の変化が少なく、 Vbias 変動
によるジッタ特性への影響が少ないことが明らかである。 一方 PVT Worst 条件では VCO のフリーラ
ン周波数に近くなっている一方で、 Vc の電位による差はほとんど見られず、 フリーラン周波数が高く
できる Vc=Vdd のほうが安定動作を期待できることが明らかである。 以上のことより、 プロセス変動
図 5.6 STC 用 PLL の発振周波数
図 5.5 STC 用遅延回路
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により Vc の電位を変更することが望ましい。 そこでテストデバイスでは冗長救済判定のテストを行う
際に Vbias に外部より一定電圧を印加し、 その発振周波数をモニタした上で、 Vc の電位を Vdd と
するか Vbias とするかのスイッチをレーザヒューズで切り替える構成とした。 Best 条件、 Vc=Vbias と
Worst 条件、Vc=Vdd での STC 送信モジュールの PLL 動作のシミュレーション波形を図 5.7 に示す。
何れの条件でも 250MHz の入力クロック CLK に対して VCO 出力である VCOCLK がロックしている。
信号 UP 並びに DOWN は位相比較器の出力である。 このシミュレーションを 10usec の間にわたって
行い、 発振周期のピーク－ピーク間の差よりジッタを求め、 Best 条件にて 93psec、 Worst 条件にて
235psecの値を得た。従って250MHz即ち4nsec周期における変動量は235psec/4nsec=5.9%であり、
設計目標の 24% 以下を達成することができた。
5.2.2 ネガティブエッジトランスミッション NET 方式
STC 方式によって生成された高精度なタイミング信号を DRAM コアの各ローカル制御回路に分配
するためには前章で提案した ASM 方式 [7], [8] に基づく等負荷配線が有効である。 但し本章の研
究のように 250MHz 級クロック内で DRAM をコントロールするためには以下の点が課題となる。 まず
一つはパルスの消失である。デューティ比が 50% から極端にずれた高速パルスを長距離伝送すると、
配線の寄生抵抗並びに容量の影響により、 配線端まで正常に伝送できない場合がある。 また信号
の rise time (tr) , fall time (tf) のばらつきも顕著になってくる。 これは PMOS と NMOS の Id の比が
プロセス変動により一定に保てないことによるものである。 このため超高速 DRAM へ適用するために
図 5.8 に示すネガティブエッジトランスミッション NET 方式を開発した。 ASM 方式はタイミング信号の





a) PVT:Best,Vc=Vbias b) PVT:Worst,Vc=Vdd
図 5.7 STC 用 PLL の動作波形 （シミュレーション）
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比が 50% 前後となるよう遅延を調整することが可能であり、 パルス消失の問題が回避できる。
Fall エッジのみを用いる NET 方式では中央の制御部からローカル制御部への信号線の数は、
Fall, Rise の両エッジをタイミング情報の伝達に用いる ASM 方式に比べて倍近くに増える。 しかし本
章のテーマである 1 クロックでロウ系動作を完了されることが可能な DRAM にはマルチバンク化は不
要であり、 前章のテストデバイスでマルチバンク動作に対応するために 3 セット設けていたロウ系制
御信号線群が 1 セットで良い。 従ってトータルの制御信号線数は両者でほぼ同じである。 本方式も
本質的には ASM 方式の派生であり、 ASM 方式のコアの構成が変わっても各ブロックに供給される
信号の相対的関係は不変であるという特徴を受け継いでいる。 以上のことより、 1 クロックでロウサイ
クルを完結する DRAM コアには本提案の NET 方式が、 ロウサイクル完結に複数クロックを要するも
のには前章で提案の ASM 方式を使い分けることが有効である。
5.3 パワーダウンデータ保持 PDDR モード
低消費電力でのデータ保持を実現するためにパワーダウンデータ保持 （Power Down Dara 
Retantion） PDDR モードを開発した。 本モードは内蔵するタイマによって、 一定周期でリフレッシュ
を行うセルフリフレッシュモードの一種である。 あらかじめ決められたリフレッシュ動作の周期 （今回
の試作例では 4usec） 毎に一回アレイを活性化するのみで、 それ以外の期間はタイマ以外の回路
ブロックは動作させなくて良いという特質を生かした低消費電力化として図 5.9 に示す３つの回路技
術によって実現した。 最初がアレイの低電圧駆動である。 前述のとおりデータ保持時には例えば
4nsec 周期のような高速動作は必要ないので、 センスアンプの SN 比が確保できる範囲でアレイ駆
動電圧を下げることが可能になる。 電圧を下げることは単にリフレッシュ動作時の電力が低減できる
のみならず、 オフリーク電流の低減にも効果的である。 2 番目はデータ保持動作に関係がない回路
の電源カットである。 データパス系は /PDDR 信号により PDDR モード中は完全に電源カットし、 ア
図 5.8 NET 方式のブロック図
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レイ制御回路は SEL 信号により選択的にローカルアレイ制御回路の電源カットを実施する。 最後が
STC 送信モジュールへのクロック供給を停止した上で補償回路による Vbias 電圧の生成である。 こ








時間とビット線電位差の関係を調べ、 最適値として 0.8V を得た。 よって通常動作時には 1.2V 振幅
で、 PDDR モード時には 0.8V 振幅で動作させることとした。 図 5.10 に通常動作時と PDDR モード
時のビット線駆動波形を示す。 ビット線の電位としては ‘H’、 ‘L’ それぞれの書き込みレベルであ
る Vperi, Vssp の他にその平均値であるプリチャージ電位 Vpre が必要である。 DRAM のリフレッシュ
は、 まず Vpre に充電したビット線対に対してワード線を活性化してメモリセルデータを読み出した後、
センスアンプによってビット線電位は Vperi と Vssp にまで増幅する。 この Vperi または Vssp が選択
されたメモリセルのストレージノードに書き込まれる。 次いでワード線を閉じ、 さらにビット線をイコライ
ズすることでビット線対電位を Vpre に復帰させることで完結する。 図 5.10 a) は PDDR モード時に
単純に Vperi を 1.2V から 0.8V に下げるものである。 この場合 PDDR モードへの遷移時に Vperi を
0.4V 下げるのみならず Vpre を 0.6V から 0.4V に下げ、 またノーマルモードへの復帰時に 0.4V から
0.6V に上げる必要がある。 活性化中のものを除く全ビット線は Vpre に充電されているために、 この
図 5.9 PDDR 方式の回路技術
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Vpre の電位変更は遷移時間と充放電の面で大きなペナルティとなる。 更に通常動作への復帰直後
は Vpre=0.4V でリフレッシュしたデータを Vpre=0.6V で読み出すので ‘H’ レベルの読み出しマージ
ンが 0.2V 小さくなってしまうため PDDR からの復帰直後にリカバリー動作として全メモリセルをリフレッ
シュさせる必要があり、 これもノーマルモードへの復帰時間を延ばす要因となる。
そこで図 5.10 b) に示すとおり PDDR モードでは Vperi=1.0V, Vssp=0.2V とすることで Vpri をノー
マルモードと同じ 0.6V に保つことにした。 これによりノーマルモードと PDDR モード間の遷移に伴うビッ
ト線電位の変動は無くなる。 さらにノーマルモードへの復帰直後の’ H’ レベル、’ L’ レベルの読み
出しマージンは共に 0.4V で等しいため特別なリカバリー動作は不要である。 図 5.11 が図 5.10(b) 
のアレイ駆動を可能にするための電源回路である。 前述の Vperi, Vpre, Vssp に加えてワード線電
位 Vwl を生成する。 なお Vperi, Vssp は DRAM マクロの周辺制御回路の電源としても用いる。 ま
た VddH, VddL は本 DRAM マクロを含む SoC への電源であり、 夫々厚膜 Tr. 用、 薄膜 Tr. 用の
2.5V, 1.2V である。 ノーマルモード時は Vwl, Vperi は各々がゲート幅の大きな PMOS トランジスタで
VddH, VddL と直結される。 Vssp も NMOS トランジスタで 0V に直結される。 Vpre は VddL を基準
にその 1/2 の電位を発生させる。 PDDR モード時には Vwl, Vperi, Vssp は何れも直結用トランジス
タをターンオフすると共に、それぞれ VddH, VddL, 0V からシリーズレギュレータを介して 2.0V, 1.0V, 
0.2V を生成する。 また Vpre はノーマルモードと同じく VddL の 1/2 として 0.6V を発生する。
次にオフリーク低減のための電源カットについて図 5.12 を基に説明する。 まずデータパス部を含
むカラム系は PDDR モード中、 常にカットオフする。 ロウ系に関しても PDDR モードではワード線を決
まった順に活性化するのでローカル制御部を活性化するタイミングは事前に把握できるという特質を
生かして、 リフレッシュするべきワード線を含むローカル制御部を除いてパワーカットした。 各ローカル
図 5.10 PDDR 方式のビット線駆動波形
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制御回路部を /PDDR と RBS (Row Block Select) 信号とでパワーカット制御を行うようにした。 残る
中央制御回路部についてはアレイ駆動信号線群のドライバのパワーカットを行った。 これらのドライバ
はノーマルモードにて 250MHz 動作を実現するために信号の遷移時間を十分に小さくする必要があ
ることからゲート幅の大きなトランジスタを用いている。 しかし PDDR モードにおいては、 ノーマルモー
ド時の約 1000 倍の 4usec 以内にリフレッシュ動作が完了すればよい。 さらに、 このアレイ駆動信号
群は NET 方式での信号転送を行っていることから信号線の tf が一律に変動しても、 個々のサブア
レイでの動作マージンを劣化させることはない。 そこでアレイ駆動ドライバを大小の 2 つに分け、 ドラ
イバサイズの大きい側を /PDDR 信号でカットオフする構成とした。
最後に STC 用の基準クロックへの対策を説明する。 SoC 全体のパワーカットのためにはシステム
クロックを停止させることは必須の条件であり、 STC の入力クロックも必然的に停止してしまう。 こ
のため STC による遅延回路の制御ができなくなる。 この対策が図 5.13 のレベル補償回路である。
PLL の系をカットオフした上で、 レベル補償回路を活性化する。 この回路は 0.2V となる PDDR 時の
図 5.12 周辺回路パワーダウン
図 5.11 PDDR 方式用アレイ駆動電源回路
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Vssp 電位を基準に Vthn+0.2V 程度と STC での VCO の動作点近傍の電圧を生成する。 このため
PLL によるフィードバック制御が行われれず、 PVT 起因の遅延時間のばらつきは 32 段の遅延回路
で 6.0nsec ～ 9.1nsec と 50% 以上になる。 しかし PDDR 時の動作周期は 4usec で、 この間に 1 回
のリフレッシュ動作が完了すれば良く、この遅延ばらつきは許容できる。PDDR モードからノーマルモー
ドへの復帰時には PLL がロックするまでアクセスできないので、PLL のロックインタイムは重要である。
シミュレーションよりこの時間は 0.4usec であり、 リフレッシュ周期の 4usec に比べて十分に短く問題が
ないことを確認できた。
図 5.14 データ保持電力の見積もり
図 5.13 STC 用 Vbias の PDDR 時の補償
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図 5.14 にリフレッシュ時間 32msec でのデータ保持電力の見積もりを示す。 高速プロセスを使用
した場合には 1.36mW にもなる。 その主要因は高速すなわち閾値の低いトランジスタのオフリーク
である。 これに対して STC を採用した結果、 閾値の高い低リークトランジスタの採用が可能になり、
252uW にまで低電力化できた。更に上述の PDDR モードの採用により約 1/4 の 73uW に低減できる。
これは高速プロセス採用の場合の約 6% に匹敵する。 ノーマルモードと PDDR モードでのアレイ駆動
シミュレーション結果を図 5.15 に示す。
5.4 テストデバイス
図 5.16 に試作したテストデバイスのブロック図を示す。 電源モジュールをボンディング Pad 直近に




ング信号は NET 方式を用いてアレイ内に分配する。 前述のとおり送信モジュールと受信モジュール




間を結ぶ Vbias 線は、 その上下左右をクリーン Vss にてシールドして、 メモリ動作時のノイズ対策と
している。
図 5.17 が試作したテストデバイスの顕微鏡写真で DRAM コアのコアサイズは 13.98mm2 である。
SoC を模して 2 個の 16Mbit RAM コアと 1 個の SRAM コアを搭載した。 2 個の DRAM コアのうち一








生成された Vbias 配線はチップ内に配信され、 各モジュールで使用される。 今回の試作デバイスで
はもう一方の DRAM コアと SRAM コアが STC のスレーブデバイスとして、 STC の受信モジュールを
使って各々の遅延回路を動作させる。 DRAM コアの主要緒元を表 5-1 に示す。 MIM 型のスタットメ
モリキャパシタ採用の 0.13um 混載 DRAM プロセスで製造しており、 図 5.17 の断面写真のとおりロ
ジック部のゲート長は 0.10um、 DRAM セルは第 1 メタルをビット線とする CUB 構造である。 クロック
周波数 250MHz での動作時電力は 260mW、 PDDR モードによるデータ保持電力は 73uW であり、
見積もり値 77uW にほぼ等しい結果が得られた。 図 5.18 にシュムープロット図を示す。 ロジック電圧
VddL=1.2V にてサイクルタイム 3.2nsec （312MHz） での動作を確認した。 また VddL=0.6V での動
作も確認した。これは PDDR モードでの VddL=0.8V での動作を保証するに十分な値である。図 5.19 
はSTC回路のジッタ特性の実測値を示す。32段の電圧制御遅延素子で生成した4nsecに対してジッ
タは 153psec、 即ち 3.8% である。 これは従来型の RC ディレイでの遅延ばらつき 36% の 1/9 以下で
あると共に、250MHz 動作を満足するための 24% のばらつきに対しても大きく上回る結果が得られた。
図 5.20 はデータ保持特性であり、 ノーマルモードで 70msec、 PDDR モードでも 50msec とスペック
の 32msec を満足した。
5.5 結言
本章では最先端ロジックプロセスに DRAM を混載したロジックベース混載 DRAM に対応した
250MHz のクロック 1 周期で動作する DRAM コアを研究した。 タイミング信号伝送に前章で提案した
ASM 方式を発展させた NET 方式を提案するとともにタイミング信号生成の遅延回路として PVT の小
さな STC 方式を提案した。 さらにこれに基づいて設計したテストデバイスでその効果を実証した。
1)  高速クロック 1 周期で動作する高速な DRAM コアを実現するためにはタイミング生成に用いる遅
延回路の PVT ばらつき小さくすることが必須であり、 250MHz 動作の場合では許容誤差は 24% 以
内であること、 更には従来の比較的 PVT ばらつきの小さな RC 遅延回路で実現可能な 36% より
厳しい要求であることをシミュレーションにより明らかにした。 この要求を満たす遅延回路としてセ
ルフタイムタイミングコントロール （STC） 方式を提案した。 STC 方式は PLL とほぼ同じ構成要素
から成っており、 PLL が入力クロックと同位相のクロックを出力するのに対して、 STC 方式は PLL
内の VCO の制御電圧を出力し、 このアナログ電圧によって遅延時間をコントロールする。 この方
式におけるタイミングばらつきはジッタで決まっており、 シミュレーションでは 5.9% となった。 この値
は上記の許容誤差 24% 以内を満足するものである。
2)  タイミング信号伝送方式として第 4 章で提案した ASM 方式を高速メモリ向けに改良したネガティ
ブエッジ転送 （NET） 方式を提案した。 NET 方式は、 コア内のいずれの場所においても、 クロッ
クと制御信号やアドレス間のタイミングずれをほぼ一定にできるという ASM 方式のメリットを継承し
つつ、 高速クロックで課題となる tR, tF の PVT によるばらつきや制御信号のパルス消失という課
題を解決した。
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3)  低電力でデータ保持をすることを目的としてパワーダウンデータリテンション （PDDR） モードを
提案した。PDDR モードではビット線の小振幅化と不要な周辺回路の電力カットを行う。PDDR モー
ド中のビット線の小振幅化の実現手段として、 センスアンプの L レベルを一定にして、 H レベルを
下げると、 ノーマルモードへの復帰時のデータリカバリサイクルが必要になるので、 復帰時間が長
くなることを示した。 この対策としてセンスアンプのプリチャージレベルをノーマルモードと同一とし、
L レベルをノーマルモードより高く、 H レベルはノーマルモードより低くすることが望ましいことを示し
た。 あわせてこの場合の復帰時間が 4usec であることを示した。 更に PDDR モード中はシステム
クロックも停止していることを前提に、 STC の制御を検討した。 STC の制御電圧を PLL により制御
するのではなく、 一定電位の供給に切り替える構成とした。 これにより STC 方式の、 遅延時間の
PVT 依存性が小さいという特徴は生かせないが、 PDDR モード中のサイクル時間は 4usec 程度で
あるため、 サイクル時間が長くなることのデメリットは顕在化しない。
4)  以上の STC 方式と NET 方式の組み合わせによる高速化と PDDR 方式による低消費電力の両
立を実証するためのテストデバイスを 0.13um 混載 DRAM プロセスにて試作した。 試作デバイスは
クロック周波数 312MHz でのランダムアクセス動作を確認し、 当初目標の 250MHz 以上での動作
を実現しするとともに、 データ保持電力は PDDR モードにて 73uW と従来の高性能プロセスを用い
た場合より 94% の低減が図れた。
5)  試作したテストデバイスでは一つの STC 送信モジュールで 2 個の DRAM コアと 1 個の SRAM コ
アの遅延調整を行っており、 STC 方式の特徴である、 一つの STC 送信モジュールでチップ内の
全領域での高精度タイミング調整が可能であるという特徴を実証的に確認することができた。
上記の結果により、 本章での研究はシステムからの高機能化や SRAM の置換用途から来るデータ
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第 6 章 TCAM における低消費電力化の研究
6.1 序
第 4 章及び第５章では、 DRAM をロジック回路に混載することにより SoC の高性能を図ることを検
討した。 ただしこの場合においてもメモリは、 あくまでも情報の記憶手段として使用されている。 本章
ではメモリそのものをエンジンとして用いる CAM を取り上げ、 その大きな課題である消費電力の低
減について議論する。
近年、 高速検索が可能な大容量 CAM がアドレスクラスフィケーションやパケットフィルタリング等の
ネットワーク用途に広く使われるようになっている。 TCAM の動作の概要について以下に述べる。
図 6.1 は 1 ワード 144bit の TCAM である。 1bit の TCAM セルは 2bit の SRAM セルと 4 個のトラ
ンジスタで構成される比較器から成っている。図 6.1 c) に示すとおり 2bit の SRAM を用いて‘0’,　‘1’
そして Don't care の３つの論理値を記憶する。 通常の RAM と同じく SRAM データを読み書きするた
めのワード線並びにビット線を備えていることに加えて、 比較データを入力するためのサーチ線およ
び比較結果を保持するためのマッチ線を有する。
サーチ動作のタイミング図は図 6.1 b) に示すとおりである。 まず全サーチ線を ‘L’ レベル即ち非
選択状態とし、 マッチ線を ‘H’ にプリチャージする。 次いでマッチ線のプリチャージを解除した後に
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のがある [1]. [2]。 その原理は、 まずチャージインジェクション容量を VDD レベルに充電し、 マッチ
線プリチャージは、 マッチ線とチャージインジェクション容量との電荷再分配によって行うものである。
本方式は消費電力低減には有効であるが、 チャージインジェクション容量の総容量がマッチ線容量
の 1/2 ～ 1/3 程度必要であり、 この容量による面積ペナルティが無視できない。 チャージリサイクリ
ング [3] は回路技術的アプローチとして様々な方面で適用されており、 TCAM のサーチ線に適用し
た例 [4], [5] が報告されている。しかしこの報告例ではサーチ線対間でのチャージシェアリングを行っ
ているために SL と /SL を同時に ‘L’ レベルにできない。 このためマスク動作が実現できず、 CAM
としては限定的な応用分野にしか適用できなかった。 これらの回路技術的アプローチは全てのマッ
チ線、 サーチ線が動作するというワーストケースでの消費電力の低減が可能である。
アーキテクチャレベルでの低電力化技術として、 TCAM アレイの駆動方法の改良がある。 具体的
には選択プリチャージ方式 [6]-[8]、 マッチ線パイプライン方式 [9], [10] あるいは階層サーチ線方式
[9]-[11] 等である。 これらはその検索パターンや、 格納されたデータパターンに応じて決定される不
要な電力削減を行うものである。 このため平均消費電力の削減には非常に有効であるが、 ワースト
ケースの消費電力削減は実現できない。 このため EMI （Electro Magnetic Interference） 対策とし
ては完全ではない。 そのほか負荷状態に応じて動作周波数及び電源電圧を動的に変更する DVFS 
(Dynamic Voltage Frequency Scaling） [12] も興味深い技術であるが、 サーチ要求が連続的に発
行された場合には対応できないという意味でワーストケースでの消費電力削減策とはなりえない。
本章ではサーチ線のみならずマッチ線にまでチャージシェアリングを適用した完全チャージシェアリ
ング CAM [13]. [14] についての提案を行い、 その実証結果を報告する。 完全チャージシェアリング
CAM に適したアレイアーキテクチャとしてチェッカーボードアレイ配置の提案も行う。
6.2 チャージリサイクリング CAM





たとおり一般的な CAM のマッチ線の動作は相補動作ではないため、 チャージリサイクルが適用でき
なかった。 この問題を解決するために図 6.2 に示すとおり CAM アレイを 2 種類用意した。 ひとつは
NMOS でサーチトランジスタを構成する NCAM アレイであり、 もうひとつは PMOS でサーチトランジス
タを構成する PCAM アレイである。 NCAM アレイは通常の CAM アレイと同じくマッチ線を GND レベ
ルにすることで Miss を示すのに対して、 PCAM アレイはマッチ線を VDD レベルにすることで Miss を
示す。 PCAM アレイと NCAM アレイの大きさを同一とし、 両者の間にイコライザを設けることでチャー
ジリサイクルを行う。 以下、 図 6.3 にてその動作について述べる。 NCAM アレイのマッチ線 MLn の
信号電位は 0V と VDD/2 の間を示し、 前者が Miss、 後者が Match 状態である。 PCAM アレイの
マッチ線 MLp は VDD と VDD/2 の間を変動し、 同じく前者が Miss、 後者が Match 状態となる。 検
索直前の全マッチ線は VDD/2 の状態を保持している。 次いでサーチ線を活性化することで選択的
にマッチ線が MLn は 0V に、 MLp は VDD レベルになることで Miss 状態となり、 マッチ状態のもの
は VDD/2 を保持したままとなる。 この状態でマッチアンプを動作させて、 検索を行う。 その後に次
の検索に備えてチャージリサイクルを行うが、その準備としてMatch状態のマッチ線をRST信号によっ
て MLn は GND に放電、 MLp は VDD に充電する。 このリセット動作によって全 MLn は GND に、 全


















































本手法を適用することによる消費電力の低減を以下で議論する。 総マッチ線容量を C、 電源電
圧を VDD、 動作周波数を f とする。 なお単純化のため全マッチ線が放電されるものする。 図 6.1 に
示した通常型の TCAM は VDD プリチャージ方式でその消費電力は
PVDD=f ・ C ・ VDD
2 (6.1)
となる。 通常型 TCAM にオンチップレギュレータを搭載し、 プリチャージ電圧を VDD より低い Vpre
とすることで充電電流は C ・ Vpre となり、 これが VDD から GND に流れることから、 消費電力は
PVPRE ＝ f ・ C ・ Vpre ・ VDD (6.2)
で表される。 ここで Vpre=VDD/2 としたものが VDD/2 プリチャージ方式で、 その消費電力は
PVDD/2 ＝ f ・ C ・ VDD
2/2 (6.3)
となる。 この他、 以下に述べるようにイコライズによって VDD/2 を作り出すことも可能である。 即ち、
それぞれのマッチ線容量が C/2 となるようにメモリアレイを 2 分割する。 その上で、 一方を VDD に
プリチャージし、 もう一方を GND にリセットした後、 両者をイコライズすることで全マッチ線電位を
VDD/2 とし、 しかる後にサーチ動作させることでマッチ線の電位は Match 時に VDD/2、 Miss 時に
GND となる。 この場合の消費電力は、 VDD にプリチャージする電荷 C/2 ・ VDD が VDD から GND
に流れることになるので (6.3) と同等になることが明らかである。 次に本章での研究の主題である
チャージリサイクリング型の場合を検討する。 上述の C に対応するものは MLn 及び MLp の各々の総
容量 C/2 である。 サーチ動作時には (C/2) ・ (VDD/2) の電荷が VDD より MLp に向かって流入す
る。 同時に MLn から GND に向かって同量の電荷が流出する。 従って VDD に対しては C ・ VDD/4
の電荷の移動に過ぎず、 本方式での消費電力 PCR は
PCR ＝ f ・ C ・ VDD
2 /4 (6.4)
で示される。 つまりチャージリサイクルマッチライン方式は、消費電力が半減できる VDD/2 プリチャー
ジ方式とは異なり、 電源電圧を VDD/2 にしたのと同等の 75% の電力削減が可能になる。
6.2.2 チェッカーボードアレイ配置
チャージリサイクル型マッチラインを採用しても、 その並列動作するという特質上、 消費電力は同
一アレイサイズの通常の RAM に比べて大きなものとなる。 このためメモリアレイの設計は通常の RAM
とは異なる配慮が必要となる。 VDD 並びに GND 配線のインピーダンス低減が TCAM アレイのレイア
ウト設計のキーポイントになる。 サーチ動作のためには NCAM アレイには GND 配線、 PCAM アレイ
には VDD 配線のみあればよい。 しかしそれぞれに含まれる SRAM セルは VDD, GND ともに必要で
ある。 このため図 6.4 a) に示すように同一タイプのアレイをストライプ状に配置すると VDD, GND そ
れぞれに流れる電流がバランスしない。 このため、 電源配線のレイアウトが困難になる、 あるいは配
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線に無駄が生じてしまう。これを回避するために図6.4 b)のとおりNCAMアレイとPCAMアレイをチェッ
カーボードのように交互に配置することにした。 この配置であれば VDD、 GND それぞれに流れる電
流はバランスするので、 両者の配線幅を対称的に等しくレイアウトすることが最適解となり、 レイアウ
トが容易になる。 そのため、 同一アレイサイズの条件下で IR ドロップが最小になる。 また PCAM ア
レイと NCAM アレイで動作時の基板ノイズの方向が逆であるので、 両者が打ち消しあうことで、 チッ
プ全体での基板ノイズも小さくなる。 とくにチャージリサイクル型アレイのマッチアンプは VDD/2 と通





ンが制限がされていた。 今回採用するものは逆方向に動作する NCAM アレイ用サーチ線と PCAM
アレイ用サーチ線間でチャージリサイクルを行う。 これには NCAM アレイと PCAM アレイが上下で隣
接させられるチェッカーボードアレイ配置が有利である。
サーチ線チャージリサイクルの原理を図 6.5 の回路図で説明する。 サーチ線ドライバは NCAM ア
レイと PCAM アレイに上下にはさまれた領域に配置されており、 NCAM アレイ用サーチ信号 SLn, /
SLn 並びに PCAM アレイ用の SLp, /SLp を生成する。 SLn と /SLp、 /SLn と SLp はそれぞれ相
補の信号であり、 これらの間でイコライズを行うことでチャージリサイクルが可能である。 また SLn=/
b) チェッカーボードa) ストライブ










































図 6.4 チャージリサイクル TCAM のアレイ配置
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SLn=L とすれば SLp=/SLp=H となって、 これはサーチマスク状態を実現できる。
この回路の動作波形を図 6.6 a) に示す。 サーチ線活性化信号 SLEN は全サーチ線を活性化させ
るための信号である。 SLEN がネゲート状態の時には全サーチ線はスタンバイ状態になる。 SLEN が
アサートされると各サーチ線はそれぞれの入力データ及びマスク情報に従って選択的に活性化され
る。 非選択状態のものは引き続きスタンバイ状態を保持する。 サーチ動作終了時はチャージリサイク
ルを行うために RST がアサートされる。 RST 信号は活性化状態にあったサーチ線ドライバに対して
のみ作用し、 チャージリサイクルを行う。 RST がアサートされると SLn と /SLp あるいは /SLn と SLp
のドライバがハイインピーダンス状態になるとともに、 両者間のイコライザがターンオンしてチャージリ
サイクルが行われ VDD/2 になる。 その後、 RST 及び SLEN をネゲートすることで全サーチ線を非活
性状態に戻す。
上述のチャージリサイクル動作での消費電力は以下に述べるとおり、通常の TCAM の 3/4 である。
図 6.1 の TCAM では SL と /SL のサーチ線対の一方は１回の検索につき、 １回の充放電が VDD と
GND の間で発生し、 もう一方は GND レベルのままである。 従って通常動作のサーチ線の動作時電
力 PSL は
PSL ＝ n ・ f ・ Cs ・ VDD
2 (6.5)
となる。 ここで Cs は一本のサーチ線の浮遊容量、 n は活性化されているサーチ線対の総数である。
今回提案のチャージリサイクルサーチ線方式においては、 各々浮遊容量 Cs/2 の SLn と /SLp の

























SLn と /SLp が活性化され、 /SLn と SLp はスタンバイ状態に維持される場合を前提に行う。 アサー
ト時は、 チャージリサイクリングを行わないので、 SLn が GND から VDD へ遷移する際に (Cs/2) ・
VDD の電荷が VDD から充電され、 /SLp が VDD から GND へ遷移する際に (Cs/2) ・ VDD の電
荷が GND へ放電される。 ネゲート時は、 チャージリサイクリングによって SLn を VDD から VDD/2
に、 /SLp を GND から VDD/2 に遷移させるので VDD, GND との電荷の移動はない。 次いで SLn
を VDD/2 から GND に遷移させるために (Cs/2) ・ (VDD/2) の電荷を GND へ放電し、 また /SLp を
VDD/2 から VDD に遷移させるために (Cs/2) ・ (VDD/2) の電荷を VDD から充電する。 以上のこと
から 1 回のサーチ線動作によって 3CS・VDD/4 の電荷が VDD から GND へ移動することになる。 従っ
てチャージリサイクルサーチ線方式でのサーチ線動作の消費電力 PSCR は
PSCR ＝ 3 n ・ ｆ ・ Cs ・ VDD
2/4 (6.6)
となり、 従来型の 75% に消費電力を削減できる。
上述の説明ではサーチ線のネゲートタイミングでのみチャージリサイクリングを適用したが、 アサー
ト時にも適用することができる。図 6.6 b) にそのタイミングチャートを示す。サーチ線イコライズを図 6.5
のようにマッチ線イコライズ信号 RST を流用するのではなく、新設した SLEQ にて行う。 SLEQ はサー
チ線ネゲート時には RST と同一タイミングで動作し、 アサート時にはサーチ線活性化信号 SLEN ア
サートに先立ってアサートされ、 イコライズが完了した時点でネゲートされる。 この動作により消費電
力は従来型の 50% にまで削減できる。 但しサーチ線のアサートがイコライズと SLEN により最終レベ












































































あるが、 高精度のマッチアンプが必要になるという課題がある。 これは従来の TCAM であればマッ
チ線の振幅が最大で VDD が確保できていたのに対して、 チャージリサイクル方式ではその半分の
VDD/2 しか確保できないことによるものである。 この制約を極力緩和するために、 メモリセルの設計
に考慮した。




のソースが電源又は GND に接続されたものである。 ここでは前者をトップサーチラインセル、 後者を
ボトムサーチラインセルと呼ぶことにする。
ボトムサーチラインセルにおいては、 SRAM セルに書き込まれたデータに依存してマッチ線の容量
が変わってしまう。 データが ‘0’ 又は ‘1’ のときにはストレージノードトランジスタのチャネル部分の
容量がマッチ線に接続された状態になるが、 Don't care 状態の時にはチャネル容量が接続されない
ためである。 このためマッチ線 MLn と MLp の容量が等しいことを前提に、 両者をイコライズすること
によって VDD/2 を生成するチャージリサイクルマッチ線方式には適用しづらい。 一方でトップサーチ






















a) トップサーチラインセル b) ボトムサーチラインセル








ドトランジスタが off さらに該当するマッチ線の判定結果が Miss すなわち ‘L’ レベルであった場合
にはノード X の電位は GND になる。 一方、 サーチライントランジスタが on， ストレージノードトランジ
スタが off であるがマッチ線の判定結果が Match すなわち ‘H’ レベルであるとノード X の電位は
VDD-Vth となる。 ここで Vth はサーチライントランジスタの閾値である。 その結果、 マッチ線には
Cm ・ VDD ＝ w ・ Cx （VDD － Vth） ＋ Cm （VDD － ⊿ V） (6.7)
⊿ V ＝ （VDD － Vth） w ・ Cx ／ Cm (6.8)
の電位変動が発生する。 つまりマッチ線の電荷量の変動をもたらす。 チャージリサイクルマッチ線に
おいてはマッチ線の電荷量変動はプリチャージ電位が VDD/2 からずれる原因となるため、 対策が
必須である。
このために図 6.9 に示すように、 マッチ線のリセット完了後にサーチ線を非活性化させるタイミング
設定とした。 すなわち、 まず全マッチ線を Miss 状態にすることで、 全ての NCAM セルのノード X は






























イクルを実証するテストデバイスの設計に当たって、 図 6.10 に示す 3 種類のアレイアーキテクチャを
検討した。
単純マッチアンプ方式
図 6.10 a) にそのブロック図を示すとおり、 1 ワードを NCAM アレイ又は PCAM アレイのいずれか
に割り当てるものである。 マッチ線イコライザ MLEQ は NCAM アレイと PCAM アレイの間に配置され
ており、 チャージリサイクリングは NCAM アレイに所属するものと PCAM アレイに属するもので隣接す
る 2 ワードの間で行われる。 本構成はマッチアンプやイコライザ等の周辺回路の規模が以下に述べ
る方式に対して最小であるため、 面積は最小になる一方で、 マッチ線の長さが最大になるため、 サ
イクルタイムの観点では不利になる。
メイン / サブマッチアンプ方式
本方式は 1 ワード分のマッチ線を中央で 2 分割し、 一方を NCAM アレイに、 もう一方を PCAM ア
レイに割り当てる。 マッチ線長が a) の方式の半分であるので、 マッチ線充放電の時定数は 1/4 に
することができる。 図 6.10 b) にて本方式を説明する。 水平方向に NCAM アレイを 2 個、 PCAM ア
レイを 2 個の計 4 個のアレイを配置する。 ここでは内側のアレイをサブアレイ、 外側をメインアレイと
称する。 またサブアレイに属するマッチアンプをサブマッチアンプ、 メインアレイに属するものをメイン
マッチアンプと証することにする。 サブマッチアンプとマッチ線イコライザはサブアレイとメインアレイの
中間に配置する。 メインマッチ線は 4 個のアレイの外側に配置する。 その動作は、 サブマッチアン
プがサブアレイ内のサブマッチ線の状態を検知し、 それをメインアレイ内のメインマッチ線に伝達し、
メインマッチアンプでメインマッチ線の情報を増幅することで判定を行う。 サブマッチアンプの活性化
は信号 SAME （Sub Match Amplifier Enable） によって行われる。 サブマッチアンプに判定結果が











チ線を充電又は放電するためのトランジスタが on することでサブアレイの Miss 状態がメインアレイに













































































































































































































































る。 本方式は前述のメイン / サブマッチアンプ方式と比較すると、 サーチ動作に必要なクロック数は
１クロック増加するが、 クロック周波数の高速化を図ることが出来る。 従って、 対応するべきクロック
周波数に応じてメイン / サブマッチアンプ方式とパイプライン型メイン / サブマッチアンプ方式を使い
分けることが出来る。
6.4 テストデバイス
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5) メイン / サブマッチアンプ構成
である。
図 6.11 にテストデバイスのブロック図を示す。 144 bits/word × 512 words のブロックを垂直方
向に 2 ブロック配置しており、 図 6.10 b) の右半分に対応する。 ４つの NCAM アレイと４つの PCAM
アレイをチェッカーボード状に配置した。 図面上で水平方向にマッチ線とワード線が、垂直方向にサー
チ線とビット線が延在するようにレイアウトされている。 サーチ線ドライバ帯は 2 箇所に設けてありそ







































後に RST のネゲート次いで SLEN をネゲートしてサーチ線をリセットすることで、 サーチ線は次のサー
チの準備が完了する。 マッチ線は RST をネゲート後に MLEQ をパルス状に印加して、 マッチ線の
チャージリサイクリングが完了した時点で、 次のサーチの準備が完了する。 マッチ線及びサーチ線共
にサーチ準備が完了後に、 SLEN をアサートすることで GSL, GMK に対応してサーチ線が選択的に
活性化されて、 サーチ動作が開始する。 この後、 サブマッチアンプ活性化、 データ転送、 メインマッ
チアンプ活性化が行われてサーチ動作が完了することは 6.3.2 節に述べたとおりである。
テストデバイスの顕微鏡写真を図 6.13 に示す。 メモリセルのサイズは NCAM アレイ、 PCAM アレ
イの何れも 3.44um × 6.53um である。 コアサイズは 3.67mm × 0.98mm であり、 マッチアンプ， マッ
チ線イコライザ， 階層制御を含むサーチ線ドライバがその 4.5% を占めている。 表 6.1 にその特性を
まとめる。
VDD=1.8V、 クロック周波数 100MHz でのシミュレーション結果を図 6.14 に示す。 この波形は
NCAM がサブアレイ、 PCAM がメインアレイの部分のものである。 上段がアレイ内の主要信号の電圧
波形であり、 下段がマッチ線 1 本当たりの電源電流を、 また横軸方向には 3 回のサーチ結果を示
している。 3 サイクルの動作の最初のものは MLn,MLp ともに Match、 2 サイクル目は MLp が Match
し MLn が 1bit のみの Miss、 3 サイクル目は MLn,MLp 共に 72bits 全てのセルが Miss の場合を示
している。 2 サイクル目で、 MLp が VDD/2 から VDD に変化しているのはサブアレイである MLn の
Technology 0.18µm 6-Metal CMOS
Core size 3.67 mm ×0.98mm
CAM cell size 3.44 µm ×6.53 µm
Organization 1k words × 144 bits
Supply voltage 1.8 V
Clock cycle time 10.4nsec
Array latency 1







































状態が /MDT 活性化によって MLp に伝達されたためである。 このサイクルでは 1bit のサーチトラン
ジスタによってマッチ線の電荷を放電する必要があるので 3 サイクル目に比べて MLn の tf が大きく
なっている。 従ってこの２サイクル目の状態がこの TCAM のサーチ周期を決めるワーストポイントであ
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図 6.16 テストデバイスと通常の CAM の消費電力比較
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る。 一方で 3 サイクル目は MLp の tr が大きいことから電源電流のピーク値が最大になっている。
テストデバイスのシュムープロットを図 6.15 に示す。 VDD=1.8V にて 10.4nsec サイクルで動作して
おり、ほぼシミュレーションどおりの結果となった。消費電力の実測値をシミュレーション値と共に図 6.16
に示す。 マッチ線、 サーチ線の消費電力は VDD プリチャージ方式に比べて各々 28%,75% に、 全消
費電力で 50% と、 当初の見積もりどおりに低減したことが確認できた。
6.5 結言
本章では TCAM の低消費電力化のためにマッチ線並びにサーチ線に対してチャージリサイクリン
グを適用することの研究を行った。 PMOS で構成されるアレイを NMOS で構成されるアレイと混在さ
せることで、 これまで CAM にチャージリサイクリングを適用する上で障害となっていた課題が解決で
きることを示し、 このアレイを動作させるためにメモリセルの構成， マッチアンプの配置についての提
案を行った。 更にそれに基づいて設計したテストデバイスにてその有用性を実証した。
1)  PMOS で構成されたアレイと NMOS で構成されたアレイを組み合わせることでチャージリサイクリ
ングが TCAM のマッチ線へ適用することを提案した。 これによる消費電力低減の効果が電源電圧
を 1/2 にするのと同等に 1/4 となることを示した。 この値はオンチップレギュレータ搭載等によって
得られるものの更に 1/2 であることも示した。
2)  マッチ線チャージリサイクリングを適用する場合のアレイ配置について検討し、 PMOS アレイ
と NMOS アレイをチェッカーボード状に配置することを提案し、 チェッカーボード状配置により
VDD,GND 配線のインピーダンスを効果的に低減することができ、 TCAM の動作マージン拡大に
有効であることを示した。 またチェッカーボード状配置により、 サーチ線に対してもチャージリサイク
リングが適用でき、 これによる消費電力の低減効果はサーチ線のネゲート時にチャージリサイクリン
グを適用することで 3/4 に、 さらにアサート時とネゲート時の両方に適用することで 1/2 に低減で
きることを示した。





4)  チャージリサイクリング CAM を適用したマッチアンプの配置を検討した。 ワード長ごとにマッチ線
を配置する単純型の他に、 マッチ線をワード長の半分に分断しそれぞれにマッチ線を配置するメイ
ン / サブマッチアンプ方式、 さらにそれをパイプライン動作させるパイプライン型メイン / サブマッ
チアンプ方式を提案した。 要求される動作周波数と許容されるエリアペナルティによって選択可能
であることを示した。
5)  以上の技術を実証するためのテストデバイスを 0.18um プロセスにて試作した。 消費電力の実測
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第２章では機能メモリとして、 DRAM と SRAM をワンチップ化したキャッシュ DRAM について種々
の基本的項目の研究を行った。 得られた結果を以下の通りである。
1) アクセス時間やヒット率の面で有利な局所配置型キャッシュ DRAM のアーキテクチャを検討した。
DRAM アレイのワード線裏打ち領域にビット線と平行にデータバスを配線することで、 最小のエリア
ペナルティで局所配置型を実現した。 この局所配置型アレイは 4I/O 構成のキャッシュ DRAM に
対してデータバスを 64bit 用意することができ、 16 ワードという大きなブロックサイズを実現した。
これはキャッシュとメインメモリをワンチップ化しなければ実現困難である。
2) SRAM と DRAM を結ぶバッファアンプ DTB の検討を行い、 SRAM データを DRAM へ転送する
DTB1 と DRAM データを SRAM へ転送する DTB2 の別パスをもたせる構成を提案した。 DTB1 は
SRAM と DRAM のサイクルタイムの差を吸収する目的で内部にラッチを持たせた。
3) 上記構成の DTB を用いて新たにファストコピーバックモードを提案した。 ファストコピーバックモー
ドは通常のコピーバックモードとは逆に、 まず CPU からのアクセス要求のあったデータをキャッシュ
に読み出した後に DTB1 の保存されていた書き戻すべきデータをメインメモリに書き戻すもので、
CPU からみたキャッシュミス時のアクセス時間は従来のキャッシュシステムに比べて 1/3 に短縮さ
れる。 本モードは DRAM と SRAM をワンチップ化し、 さらに DTB を 2 系統に分けたことで実現で
きた。
4) キャッシュ DRAM として DRAM アレイと組み合わせる SRAM アレイを検討し、 T 字型ビット線構成
を採用することで DRAM アレイとの結合を容易に行うことができることを明らかにした。 SRAM アレ
イの上下に DRAM アレイを配置することで高速アクセスが要求される SRAM を配線遅延が最小な
チップ中央に集中配置することができ、 キャッシュアクセス時間の短縮を実現できた。
5) 以上の提案を通常の 4M ビット DRAM をベースに、 16k ビットの SRAM を搭載したテストデバイス
にて実証した。 試作したテストデバイスは DRAM アドレスと SRAM アドレスを完全分離したピン配
置を採用し、 局所配置型であることとあいまってマッピングの自由度を最大にした。 即ちコントロー
ラの対応によってダイレクトマッピングからフルアソシアティブまで選択可能である。 試作デバイス
は 0.7um DRAM プロセスにてチップサイズ 82.9mm2 であり、 SRAM を搭載したにもかかわらず汎
用 DRAM に対してわずか 7% の面積ペナルティに抑えることができた。
6) テストデバイスを用いたコンピュータシステムと従来構成のキャッシュを採用したコンピュータシステ
ムをシミュレーションで比較し、 SPECmak ベンチマークテストでキャッシュ容量が 8 倍の従来構成
キャッシュを採用したものと同等の速度を実現した。
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以上のことより DRAM と SRAM をワンチップ化し、 その間をワイドバンドのバッファで結んだキャッシュ
DRAM が機能メモリとして有効なアーキテクチャであることを工学的に実証した。
第 3 章ではユニファイドメモリ構成というシステム側からの要求に対して、 コンカレントキャッシュ
DRAM を提案した。 更にシステムの部品点数削減を目指してコントローラの研究を行い、 キャッシュ
DRAM に内蔵できる目処を得た。 その結果に基づいてテストデバイスを試作し、 研究内容の実証を
行った。
1)  キャッシュ DRAM のデータ転送バッファの改良を行い、 DRAM へのデータ転送を行う DTBW と
DRAM からのデータ転送を行う DTBR のそれぞれをマスタースレーブラッチ構成とした。 さらにコ
マンドを DRAM コマンドと SRAM コマンドに分離して、 DRAM と SRAM がそれぞれを独立制御可
能とした。 以上を組み合わせることで DRAM と SRAM が並列で動作できるコンカレントキャッシュ
DRAM のアーキテクチャを提案した。
2)  コンカレントキャッシュ DRAM の拡張としてキャッシュコントローラを内蔵し、 CPU と 2 チップでコ
ンピュータシステムが構成できるコントローラ内蔵キャッシュ DRAM の構成を研究した。 マッピング
はダイレクトマップ方式とすることで、 TAG の検索と並行して SRAM からの投機的な読み出しが可
能となり、 キャッシュヒット時のノーウエイト動作を実現した。
3)  高速クロックへの対応としてセルフタイムド ・ クロックバッファを提案した。 本クロックバッファはポ
ジティブエッジのみ、 外部のクロックエッジの遷移に基づいて応答し、 ネガティブエッジはポジティ
ブエッジの内部遅延で決定される。 本構成によりクロックドライバの段数を削減することができ、 ク
ロックアクセス時間の短縮を実現した。 さらにクロック周波数によらず一定のクロック ‘H’ 時間を
確保することができた。
4)  オープンドレイン信号の高速化を目的としてアクティブプルアップ回路を提案した。 クロック同期
インターフェースであることを利用して、 ネゲート時にプルアップ用のトランジスタを 1 クロック以内
のパルスでプルアップするもので、 これによりオープンドレインの簡単にワイヤード OR が構成でき
るという利点を生かしつつ、 ネゲートがプルアップ抵抗のみで行うために応答速度が遅いという短
所が解消できる。
5)  以上の提案を実証するためのテストデバイスを汎用 16M ビット DRAM プロセスで試作し、 90MHz
のクロック周波数での動作を確認した。 キャッシュヒット時には投機的読み出しによりノーウエイトで
のアクセスが可能であることを確認した。
以上のことから、 本研究で得られたコントローラ内蔵キャッシュ DRAM はシステム側からの多様な要
求に応えることができ、 高速化、 高機能化へ大きく貢献できることを明らかにした。




1)  混載 DRAM コアをモジュール化するためにメモリコアの構成要素をメモリアレイ、 I/O 回路、 ロー
カル制御回路、 マスタ制御回路に分割し、 これらを適宜配置することで様々な SoC の要求にこた
えられるアーキテクチャが実現できた。 モジュール構成によらず、 タイミングの再設計を不要にす
ることを目的としてオートシグナルマネージメント ASM 方式を提案した。 ASM 方式は等負荷配線，
両エッジタイミング信号によるロウ系制御， ループバック型カラム系制御より構成されている。 本方
式では最高動作周波数はモジュール構成に依存して変わるが、 各制御信号間の位相調整が不
要であるという特徴を持ち、 短 TAT での混載 DRAM マクロの提供が可能になる。




















長） ＋ （メモリアレイ上のデータバスの配線長） がサブアレイの位置によらず一定となり、 モジュー
ル構成ごとのカラム系制御信号のタイミング調整を不要にした。
5)  SoC の製品テストに用いられるロジックテスタはメモリテスト機能が乏しく、 混載 DRAM は別途メ
モリテスタでテストしていたが、 テストコストの上昇を招くことからメモリコアに BIST （Built In Self 
Test） を搭載した。 搭載した BIST 回路はマイクロインストラクションベースのシーケンサを中心と
したパターンジェネレータ部、 I/O 毎の入出力アンプと一体化させたパスフェイル判定部、 さらに
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は冗長回路により救済のための冗長救済判定部から構成し、 従来メモリテスタで行っていたテス
ティングをすべてオンチップで行うことができた。 これにより SoC のテストをロジックテスタのみで行
うことが可能になった。
6)  ASM 方式を採用し、 BIST 回路を搭載したモジュール構成 DRAM コアの有用性を確認するため
に３２Mbit の DRAM コアを 0.18um 混載 DRAM プロセスで試作した。 広い電源電圧に対応するた
めにレベルシフト回路に 2 段 CVSL (Cascade Voltage Switch Logic) 方式を採用した。 ロジック
電圧 1.8V にてクロック周波数 200MHz、 ロジック電圧 1.2V にてクロック周波数 100MHz で動作し、
それぞれの消費電力は 1.16W と 0.32W であることを確認した。 これによって高速、 低消費電力い
ずれのアプリケーションにも対応できることを明らかにした。
以上、 本研究では混載 DRAM コアのアーキテクチャとしてバリエーション展開が容易なモジュー
ル構成ならびに回路構成を提案した。 またテスト工程の簡略化を目的とした混載 DRAM コア用の
BIST 回路を開発した。 これらを搭載した試作デバイスでその有用性を実証した。 これらにより混載
DRAM コアを搭載した SoC の低消費電力化、 高速化、 小型化、 低コスト化の実現に貢献した。
第 5 章では最先端ロジックプロセスに DRAM を混載したロジックベース混載 DRAM に対応した
250MHz のクロック 1 周期で動作する DRAM コアを研究した。 タイミング信号伝送に前章で提案した
ASM 方式を発展させた NET 方式を提案するとともにタイミング信号生成の遅延回路として PVT の小
さな STC 方式を提案した。 さらにこれに基づいて設計したテストデバイスでその効果を実証した。
1)  高速クロック 1 周期で動作する高速な DRAM コアを実現するためにはタイミング生成に用いる遅
延回路の PVT ばらつき小さくすることが必須であり、 250MHz 動作の場合では許容誤差は 24% 以
内であること、 更には従来の比較的 PVT ばらつきの小さな RC 遅延回路で実現可能な 36% より
厳しい要求であることをシミュレーションにより明らかにした。 この要求を満たす遅延回路としてセ
ルフタイムタイミングコントロール （STC） 方式を提案した。 STC 方式は PLL とほぼ同じ構成要素
から成っており、 PLL が入力クロックと同位相のクロックを出力するのに対して、 STC 方式は PLL
内の VCO の制御電圧を出力し、 このアナログ電圧によって遅延時間をコントロールする。 この方
式におけるタイミングばらつきはジッタで決まっており、 シミュレーションでは 5.9% となった。 この値
は上記の許容誤差 24% 以内を満足するものである。
2)  タイミング信号伝送方式として第 4 章で提案した ASM 方式を高速メモリ向けに改良したネガティ
ブエッジ転送 （NET） 方式を提案した。 NET 方式は、 コア内のいずれの場所においても、 クロッ
クと制御信号やアドレス間のタイミングずれをほぼ一定にできるという ASM 方式のメリットを継承し
つつ、 高速クロックで課題となる tR, tF の PVT によるばらつきや制御信号のパルス消失という課
題を解決した。
3)  低電力でデータ保持をすることを目的としてパワーダウンデータリテンション （PDDR） モードを
提案した。PDDR モードではビット線の小振幅化と不要な周辺回路の電力カットを行う。PDDR モー
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ド中のビット線の小振幅化の実現手段として、 センスアンプの L レベルを一定にして、 H レベルを
下げると、 ノーマルモードへの復帰時のデータリカバリサイクルが必要になるので、 復帰時間が長
くなることを示した。 この対策としてセンスアンプのプリチャージレベルをノーマルモードと同一とし、
L レベルをノーマルモードより高く、 H レベルはノーマルモードより低くすることが望ましいことを示し
た。 あわせてこの場合の復帰時間が 4usec であることを示した。 更に PDDR モード中はシステム
クロックも停止していることを前提に、 STC の制御を検討した。 STC の制御電圧を PLL により制御
するのではなく、 一定電位の供給に切り替える構成とした。 これにより STC 方式の、 遅延時間の
PVT 依存性が小さいという特徴は生かせないが、 PDDR モード中のサイクル時間は 4usec 程度で
あるため、 サイクル時間が長くなることのデメリットは顕在化しない。
4)  以上の STC 方式と NET 方式の組み合わせによる高速化と PDDR 方式による低消費電力の両
立を実証するためのテストデバイスを 0.13um 混載 DRAM プロセスにて試作した。 試作デバイスは
クロック周波数 312MHz でのランダムアクセス動作を確認し、 当初目標の 250MHz 以上での動作
を実現しするとともに、 データ保持電力は PDDR モードにて 73uW と従来の高性能プロセスを用い
た場合より 94% の低減が図れた。
5)  試作したテストデバイスでは一つの STC 送信モジュールで 2 個の DRAM コアと 1 個の SRAM コ
アの遅延調整を行っており、 STC 方式の特徴である、 一つの STC 送信モジュールでチップ内の
全領域での高精度タイミング調整が可能であるという特徴を実証的に確認することができた。
上記の結果により、 本章での研究はシステムからの高機能化や SRAM の置換用途から来るデータ
保持電力の低減の要求を満たし、 混載 DRAM の高性能化と低消費電力化に大きく貢献できること
を確認した。
第 6 章では TCAM の低消費電力化のためにマッチ線並びにサーチ線に対してチャージリサイクリ
ングを適用することの研究を行った。 PMOS で構成されるアレイを NMOS で構成されるアレイと混在
させることで、 これまで CAM にチャージリサイクリングを適用する上で障害となっていた課題が解決
できることを示し、 このアレイを動作させるためにメモリセルの構成， マッチアンプの配置についての
提案を行った。 更にそれに基づいて設計したテストデバイスにてその有用性を実証した。
1)  PMOS で構成されたアレイと NMOS で構成されたアレイを組み合わせることでチャージリサイクリ
ングが TCAM のマッチ線へ適用することを提案した。 これによる消費電力低減の効果が電源電圧
を 1/2 にするのと同等に 1/4 となることを示した。 この値はオンチップレギュレータ搭載等によって
得られるものの更に 1/2 であることも示した。
2)  マッチ線チャージリサイクリングを適用する場合のアレイ配置について検討し、 PMOS アレイ
と NMOS アレイをチェッカーボード状に配置することを提案し、 チェッカーボード状配置により




グを適用することで 3/4 に、 さらにアサート時とネゲート時の両方に適用することで 1/2 に低減で
きることを示した。





4)  チャージリサイクリング CAM を適用したマッチアンプの配置を検討した。 ワード長ごとにマッチ線
を配置する単純型の他に、 マッチ線をワード長の半分に分断しそれぞれにマッチ線を配置するメイ
ン / サブマッチアンプ方式、 さらにそれをパイプライン動作させるパイプライン型メイン / サブマッ
チアンプ方式を提案した。 要求される動作周波数と許容されるエリアペナルティによって選択可能
であることを示した。
5)  以上の技術を実証するためのテストデバイスを 0.18um プロセスにて試作した。 消費電力の実測










しているだけでなく、 所謂 IoT （Internet of Things） つまりモノのインターネットへの接続の今後の
急増が予想される。 更には、 グリーン化すなわち地球環境への考慮の要求も高まってきている。 そ
れらに対応して、 半導体工業界は 22nm まで至ったプロセスの微細化と高速、 低消費電力に代表





減することは無い。 既存の機器であっても IoT 化によって扱うべき情報は増加する一方で、 グリーン
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