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One of Shannon's intuitive schemes for estimating the Entropy of printed 
English is generalized here to discrete parameter, discrete range random fields. 
An application to a visual source is also presented to illustrate the generalization. 
The problem of estimating the entropy of a random field is a difficult one, 
mainly due to the complexities in generalizing Markovian properties to more 
than one dimension, as discussed by Levy [5] and more recently by Wong [7]. 
What is usually done is to bound the entropy of the random field by finding 
the entropy of the Gaussian process with the same correllation function, as 
the process in question. For example, in the case of two dimensions one can 
use the method of Kretzmer [4] to measure the correllation function, and 
then the result due to Elias [2] to bound the entropy. Other techniques used 
incorporate probability distributions of random variables in clusters of 
spatial adjacency. But such techniques cannot practically be used to take into 
account higher than immediately adjacent spatial dependencies, since the 
computation problem becomes immense. 
This work deals with a technique for estimating the Entropy of random 
fields, which takes into account such higher order dependencies. This 
technique is actually an appropriate generalization of one of Shannon's [6] 
intuitive schemes for measuring the Entropy of languages, implified some- 
what in the manner suggested by Brillouin [1]. This scheme is presented 
below. 
A sentence is constructed and an individual (the subject) familiar with 
the language is asked to reconstruct i , by guessing its letters in sequence. 
To each guess, he is given the answer "yes" or "no," and he proceeds until 
the sentence is reconstructed. The entropy of the language can be now 
estimated, as the total number of guesses, divided by the total number of 
letters (including blanks) in the sentence. 
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This scheme is of course, a simplified version of Shannon's cheme, which 
has been used extensively in measuring entropies of various languages, or of 
various types of languages (literary, poetic etc.) within a language. More 
recently, Jamison and Jamison [3] used Shannon's cheme, for measuring 
the entropy of partially known languages. In the original Shannon scheme, 
a sequence of estimates of the Entropy was obtained, by taking into account 
the number of previously guessed letters. The reason for using the described 
simplification is due to the difficulties of defining the manner in which a 
multiparameter random field evolves. This is not to say, however, that 
appropriate generalizations of Shannon's scheme cannot be made. The 
purpose of this work is in fact to suggest that this can be done. As a first step 
in this direction, we generalize here the simplified version described above, 
and present an application as an illustration. 
Consider now, a two-parameter random field Z(x, y) which is a mathe- 
matical model of a black and white class of photographs (moon photographs, 
cloud photographs etc.). I f  the necessary assumptions of bandlimitedness 
in the two dimensional spectrum hold, the random field can be sufficiently 
described by a collection of random variables Z(x~, Yi) where i = 1, 2 .." n 
andj  = 1, 2 "" m. To further simplify the model, assume that these random 
variables are discrete and their range is say [0, 1, 2,..., L], which in photo- 
graphic data usually represents coded shades of grey. With these assumptions 
and given a few realizations of the random field in the form of photographs 
and their digital forms, one generalizes Shannon's cheme as follows. 
The subject who does the guessing must be familiar with the random field, 
in an analagous manner that the subject in the language game knows the 
language. This means that the subject knows the symbols [0, l ..... L] and the 
shade of grey which they represent. But he must, of course, know more than 
that. He must have seen enough realizations of the process (and their digitized 
form) so that he has developed a good sense of the sort of shapes and their 
shade of grey which can be found in the class. This is analagous to knowing 
words and structure, clich6s etc. in the language xperiment. The more that 
he knows about the random field, the less the estimated value of the entropy 
will be, a result analogous to the language xperiments. 
Once such a subject is found or developed, the guessing ame proceeds 
in a similar fashion as in the language xperiment. The subject ries to guess 
the coded shade of grey of a given digitized sample function of the random 
field. He is allowed to proceed in any direction he pleases o that he can take 
advantage of spatial shapes or correlations that may appear. The human 
brain can, of course, take into account possible spatial dependences, which 
no tractable mathematical model can hope to accomplish. 
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As an illustration of the technique, the following experiment was performed. 
Twenty photographs of lunar landscape were obtained from NASA, ERC, 
Cambridge, Mass., along with their digitized forms. These photographs had 
been sampled so that there were fifty points in both the x and y direction, 
a total of 2500 points. Each point (i.e., each random variable) had a range of 
0, 1, 2, 3, 4, 5, 6, 7, zero corresponding to the darkest grey and 7 to the 
lightest. 
The senior author of this paper studied these photographs and classified 
them into four subgroups of similar photographs. A photograph from each 
subgroup (with their digitized form of a 50 × 50 matrix) was given to two 
seniors at Tufts University, Mr. Kaplan and Mr. Spencer, and they were told 
to become familiar with the random field in the manner discussed above. 
FIc. 1. Sample Photograph from Group 1. 
FIG. 2. Sample Photograph from Group 2. 
Fro. 3. Sample Photograph from Group 3. 
FIG. 4. Sample Photograph from Group 4. 
F~c. 5. Photograph Reconstructed by Mr. Spencer. 
FIc. 7. Photograph Reconstructed by Mr. Kaplan. 
FIG. 6. Digitized form of Figure 5. (Mirror Image) 
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A photograph was then selected at random from the rest o f  them and the 
guessing game was played with Mr. Spencer guessing, and Mr. Kaplan 
recording the number of guesses. It took Mr. Spencer 4, 578 guesses to 
reconstruct the 2, 500 point realization of the photograph for an estimated 
entropy of 1.831, a considerable decrease from the value of 3.0 when the 
random variables are assumed independent, with all the levels of grey 
equiprobable. The experiment was repeated with Mr. Kaplan do ingthe 
guessing and Mr. Spencer recording. The result was an entropy of 1.315. 
I f  the two experiments are averaged, the result is an entropy of 1.573. 
Figures 1 through 4 are the realizations which Mr. Spencer studied. 
Figure 5 was the photograph which Mr. Spencer econstructed by guessing 
with Fig. 6 its digitized form. It can be seen that even though there exist 
some distinct shapes in the photograph of Fig. 5, they do not appear so 
clearly in the digitized form, probably due to errors in interpolation in the 
digitizer. Considering the nature of the data the entropy value which was 
estimated is low. An expert on moon photographs of this class will do even 
better. Figure 7 is the photograph which Mr. Kaplan reconstructed. 
It should be noted that in view of the nature of the guessing game the 
minimum estimated entropy is unity. Often, however, the guess of a given 
bit is obvious, and it can hardly be counted as giving one bit of information. 
A possible modification would he to allow the subject o guess more than one 
bit at a time, if he so desires, all other aspects of the game remaining the same. 
This modification could lead to an estimated entropy of less than unity. 
The technique is of course quite laborious. Nevertheless, it is inexpensive 
and can be used for comparison even when more mathematically sophisticated 
techniques are available. 
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