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ΠΕΡΙΛΗΨΗ 
Η παρούσα εργασία εντάσσεται στο γενικό πλαίσιο συντήρησης 
αντικειμενοστρεφών συστημάτων με αυτοματοποιημένες μεθόδους. Πραγματεύεται 
τον αυτόματο εντοπισμό ενός συγκεκριμένου προβλήματος σχεδίασης (bad smell) σε 
προγράμματα γραμμένα στη γλώσσα προγραμματισμού Java και επίσης την 
διόρθωση του προβλήματος με εφαρμογή αναδόμησης (refactoring) με αυτόματο 
τρόπο. Για τον σκοπό αυτό προστέθηκε επιπλέον λειτουργικότητα σε ένα plug-in για 
το ολοκληρωμένο περιβάλλον ανάπτυξης λογισμικού Eclipse που έχει το όνομα 
Jdeodorant. Το πρόβλημα σχεδίασης που εντοπίζεται λέγεται Complex Method και 
αφορά μεθόδους των οποίων οι τοπικές μεταβλητές μπλέκονται μεταξύ τους σε 
πράξεις και υπολογισμούς έτσι ώστε είναι αδύνατη η εφαρμογή πιο απλών 
αναδομήσεων όπως η Extract Method. Η αναδόμηση που εφαρμόζεται με σκοπό την 
εξάλειψη της κακής οσμής ονομάζεται Replace Method with Method Object. 
Παράλληλα μελετήθηκαν μεθοδολογίες βελτίωσης της συνεκτικότητας των μεθόδων 
με χρήση Slice-based μετρικών και clustering με τη μέθοδο του Spectral Graph 
Partitioning.  
 
 
 
 
ABSTRACT 
In the object-oriented design paradigm, the methods that a class consists of should be 
designed in order to carry out one single task. But many times during the phase of 
development and due to pressing time limits the design of many methods deteriorates 
and bad smells in code are emerging. Those bad smells include Long Methods and 
Complex Methods. In the first case the problem is solved by using the Extract 
Method Refactoring, but for the second case the Extract Method Refactoring is 
inapplicable. This is because methods with this bad smell have local variables that 
are rampant and use one another in a complex way. This is the case where Replace 
Method with Method Object refactoring comes to solve the problem. It transforms 
the complex method into a class and method’s local variables into fields. By this 
procedure the Extract Method is applicable again. This thesis investigates methods 
for automatic identification of Complex Method bad smells in Java code and 
elimination of those smells by automatic application of the Replace Method with 
Method Object refactoring. It also investigates methodologies for method cohesion 
improvements by using clustering techniques such as Spectral Graph Partitioning. 
All this functionality was brought into effect by the improvement of an already-
existed plug-in for Eclipse named Jdeodorant. 
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1. ΕΙΣΑΓΩΓΙΚΕΣ ΕΝΝΟΙΕΣ 
 
1.1  Συντήρηση λογισμικού 
Η διαδικασία ανάπτυξης λογισμικού μεγάλης κλίμακας είναι μία εξαιρετικά 
πολύπλοκη διαδικασία στην οποία συμμετέχουν πολλά άτομα με ετερογενές 
υπόβαθρο. Οι συνεχείς αλλαγές απαιτήσεων από την πλευρά των πελατών καθώς και 
τα πιεστικά χρονικά όρια οδηγούν τους προγραμματιστές -πολλές φορές- σε 
προγραμματιστικές λύσεις που δεν υπακούν στις βασικές αρχές της 
αντικειμενοστρεφούς σχεδίασης λογισμικού. Το ίδιο αποτέλεσμα επιφέρει και η 
αύξηση του μεγέθους της εφαρμογής και συνεπώς και των γραμμών κώδικα. Οι 
πρόχειρες αυτές προσθήκες πολύ συχνά οδηγούν σε αλυσιδωτές αλλαγές και σε 
άλλα σημεία του λογισμικού. Όλα αυτά έχουν ως επακόλουθο η ποιότητα και η δομή 
του γραφόμενου κώδικα να μειώνεται συνεχώς. 
Η μείωση της ποιότητας σχεδίασης του κώδικα έχει ως συνέπεια την αυξανόμενη 
δυσκολία ενσωμάτωσης μελλοντικών αλλαγών στη λειτουργία του συστήματος οι 
οποίες προέρχονται από τις συνεχείς αλλαγές στις απαιτήσεις του πελάτη. Η 
δυσκολία αυτή προέρχεται από τη καταστρατήγηση τόσο των ευρετικών κανόνων 
(Heuristics) όσο και προτύπων σχεδίασης (Design Patterns) τα οποία όταν 
εφαρμόζονται εγγυώνται έναν καθορισμένο αλγοριθμικό και εύκολο τρόπο 
ενσωμάτωσης των αλλαγών στη λειτουργία του λογισμικού. Αυτός ο τρόπος 
ενσωμάτωσης αφήνει αναλλοίωτη την έως τότε σχεδίαση του συστήματος.  
Όσο χειρότερη είναι η σχεδίαση του κώδικα, τόσο περισσότερος κόπος, χρόνος και 
συνεπώς πολύτιμες ανθρωποώρες απαιτούνται για να ενσωματωθεί μία νέα 
απαίτηση. Επειδή συνήθως δεν περισσεύουν ανθρωποώρες, οι νέες αλλαγές γίνονται 
ξανά με πρόχειρο τρόπο και η μείωση της ποιότητας της σχεδίασης συνεχίζεται. 
Πρέπει λοιπόν με κάποιο τρόπο να γίνουν δραστικές αλλαγές στην σχεδίαση του 
συστήματος ούτως ώστε να σταματήσει η μείωση της ποιότητάς σχεδίασής του. 
Επειδή όμως όπως γίνεται αντιληπτό, δομικές αλλαγές σε υπάρχοντα συστήματα 
είναι πολύπλοκες απαιτείται ένας αυστηρά καθορισμένος τρόπος εντοπισμού των 
προβλημάτων και εφαρμογής των αλλαγών. Ένας τρόπος ο οποίος θα καθορίζεται 
όσο το δυνατόν αυστηρότερα, αν είναι δυνατόν αλγοριθμικά. 
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1.2  Κακές οσμές (Bad Smells) 
Η κακή ποιότητα του κώδικα και η καταστρατήγηση των αρχών σχεδίασης μπορεί 
να γίνει αντιληπτή από ορισμένα κομμάτια κώδικα τα οποία ονομάζονται 
χαρακτηριστικά «κακές οσμές» (Bad Smells). Ο υπεύθυνος σχεδίασης του έργου 
πρέπει να ανακαλύπτει αυτές τις κακές οσμές και να τις διορθώνει, βελτιώνοντας 
έτσι τη σχεδίαση του έργου. Επειδή τα σημεία με κακές οσμές σε ένα μεγάλο 
σύστημα είναι πάρα πολλά και είναι δύσκολο για έναν άνθρωπο να τα εντοπίσει με 
απλή αναζήτηση και ανάγνωση κώδικα, αναπτύχθηκαν (λίγα μέχρι στιγμής) 
εργαλεία που εντοπίζουν αυτόματα συγκεκριμένες κακές οσμές στον κώδικα και τις 
παρουσιάζουν στον σχεδιαστή με έναν δομημένο τρόπο έτσι ώστε να κάνουν το έργο 
του ευκολότερο. 
1.3  Αναδομήσεις (Refactorings) 
Η εύρεση των κακών οσμών είναι ο μισός δρόμος που πρέπει να διανυθεί μέχρι 
επιτευχθεί η δομική βελτίωση της ποιότητας του κώδικα. Ο άλλος μισός είναι η 
απαλοιφή της οσμής. Για την απαλοιφή της οσμής εφαρμόζεται μία διαδικασία η 
οποία ονομάστηκε από τους ειδικούς «Αναδόμηση», (Refactoring).  Αναδόμηση 
είναι η διαδικασία που αλλάζει τον κώδικα ενός λογισμικού με τέτοιο τρόπο ώστε να 
βελτιώνεται εσωτερική σχεδίαση χωρίς να αλλάζει η εξωτερική συμπεριφορά του 
προγράμματος [Fowler 1999]. Είναι ο μοναδικός τρόπος απαλοιφής των κακών 
οσμών, ο οποίος εγγυάται ότι η λειτουργικότητα του συστήματος μετά την αλλαγή 
θα είναι ακριβώς ίδια με πριν. 
Η διαδικασία εφαρμογής της αναδόμησης καθορίζεται από συγκεκριμένα βήματα τα 
οποία πρέπει να εκτελεστούν με μία συγκεκριμένη σειρά. Αυτός ο αλγοριθμικός 
τρόπος μας επιτρέπει να αυτοματοποιηθεί η διαδικασία εφαρμογής της αναδόμησης. 
Το γεγονός αυτό συνεπάγεται μεγάλα πλεονεκτήματα, καθώς η εφαρμογή της 
αναδόμησης “με το χέρι” από τον σχεδιαστή δεν είναι πάντα μια εύκολη υπόθεση. 
Πολλές φορές χρειάζεται να αλλάξουν περισσότερες από μία μονάδες λογισμικού 
και να ληφθούν υπόψη πολλοί διαφορετικοί περιορισμοί. Η αυτοματοποιημένη 
διαδικασία γλιτώνει τον σχεδιαστή από κόπο και χρόνο. Για τον σκοπό αυτό έχουν 
αναπτυχθεί πολλά εργαλεία τα οποία εφαρμόζουν αυτόματα συγκεκριμένες 
αναδομήσεις. Τα εργαλεία αυτά είτε είναι ενσωματωμένα ως λειτουργίες σε μεγάλα 
 7
ολοκληρωμένα περιβάλλοντα ανάπτυξης λογισμικού, με διασημότερο από όλα αυτά 
το -ανοικτού κώδικα- Eclipse [www.eclipse.org], είτε  παρέχονται ως ξεχωριστά 
προγράμματα. 
Κακή οσμή Αναδόμηση 
Long Method Extract method 
Feature envy Move method 
God Class Extract class 
Complex Method Replace method with method object 
Type Checking Replace conditional with polymorphism -Replace type code with State/Strategy 
Πίνακας 1 - Κακές οσμές και οι αναδομήσεις που τις εξαλείφουν. Πηγή: Fowler 1999 
 
1.4 Σύντομη περιγραφή προβλήματος 
Ο παρούσα διατριβή ερευνά την περίπτωση της αναδόμησης Replace method with 
method object , τον τρόπο αυτόματης εύρεσης των κακών οσμών στον κώδικα που 
αφορούν την αναδόμηση αυτή, καθώς και το πώς μπορεί να ενταχθεί σε ένα 
μεγαλύτερο πλαίσιο βελτίωσης ποιότητας που περιλαμβάνει και άλλες αναδομήσεις. 
Για τον αυτόματο εντοπισμό και την υλοποίηση της αναδόμησης προστέθηκε 
λειτουργικότητα σε υπάρχον εργαλείο αναδομήσεων, το οποίο ανακαλύπτει κακές 
οσμές και εφαρμόζει αυτόματα την αναδόμηση που τις εξαλείφει. 
Η αναδόμηση αυτή απαιτείται να εφαρμοστεί σε μεθόδους των οποίων ο κώδικας 
περιλαμβάνει αλυσιδωτές εξαρτήσεις δεδομένων λόγω υπολογισμών. Ακολουθεί ένα 
μικρό παράδειγμα μιας μεθόδου. Παρατηρούμε τις μεταβλητές value1, value2, 
value3 οι οποίες χρησιμοποιούν η μία την άλλη για να αλλάξουν την τιμή τους. 
Τέτοια κομμάτια κώδικα δεν μπορούν να απλοποιηθούν με οποιαδήποτε αναδόμηση 
αν δεν εφαρμοστεί πρώτα η αναδόμηση “Replace Method with Method Object” 
public int gamma (int inputVal,int year) { 
 int value1 = (inputVal * year); 
 int value2 = (inputVal * year) + 100; 
 if ((year - value1) > 100) { 
  value2 -= 20; 
 } 
 int value3 = value2 * 7; 
 value2 = value2-value1; 
 value1 = value2 * value3-15; 
 value2 = value1 + 150; 
 return value3 + value1 + value2; 
} 
Μέθοδος 1 - gamma 
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2 ΥΠΑΡΧΟΥΣΕΣ ΤΕΧΝΙΚΕΣ 
2.1  Slicing 
Σύμφωνα με τον Mark Weiser [Weiser 84], slice ονομάζεται το σύνολο των 
statements σε ένα πρόγραμμα τα οποία μπορεί να επηρεάσουν την τελική τιμή μιας 
μεταβλητής x σε ένα συγκεκριμένο σημείο p. Το ζευγάρι (p,x) ονομάζεται slicing 
criterion. Μία γενική ιδέα υπολογισμού ενός slice είναι να βρεθούν στον κώδικα 
σύνολα από statements τα οποία έχουν κάποια εξάρτηση λόγω δεδομένων (data 
dependency) ή λόγω κάποιου βρόχου ελέγχου του προγράμματος (control 
depencency). Τον αρχικό ορισμό του Weiser ακολούθησαν πολλοί ακόμα ορισμοί.  
Με κριτήριο τη χρήση των δεδομένων όπως αυτά υπάρχουν κατά την εκτέλεση του 
προγράμματος, τo slicing χωρίζεται σε δυναμικό ή στατικό. Το στατικό slicing 
χρησιμοποιεί μόνο τις πληροφορίες που μπορεί να πάρει μέσα από τον κώδικα για να 
υπολογίσει τα slices, ενώ το δυναμικό slicing [Korel & Laski 88] χρησιμοποιεί και 
τις τιμές των μεταβλητών κατά τη διάρκεια εκτέλεσης του προγράμματος και έτσι 
δίνει πιο ακριβή αποτελέσματα. Με κριτήριο το πεδίο εφαρμογής, το slicing 
χωρίζεται σε intraprocedural, όπου υπολογίζονται slices που αφορούν μόνο μία 
συγκεκριμένη διαδικασία (μέθοδο) και το interprocedural όπου το slice υπολογίζεται 
και πέρα από τα όρια μίας διαδικασίας (μεθόδου). Το slicing σαν μεθοδολογία έχει 
αρκετές εφαρμογές στην τεχνολογία λογισμικού σε τομείς όπως debugging, 
κατανόηση ενός προγράμματος, testing, μέτρηση συνεκτικότητας, συντήρηση καθώς 
και αντίστροφη μηχανική. [Tip 95, Binkley & Gallagher 96, Harman & Hierons 
2001] 
Το στατικό slicing σε αντικειμενοστρεφή συστήματα είναι ένας τομέας που έχει 
προκαλέσει έντονο ερευνητικό ενδιαφέρον και έχουν βρεθεί τρόποι αξιοποίησής του 
στην βελτίωση της σχεδίασης του λογισμικού μέσω αναδομήσεων. Ένας από αυτούς 
είναι και το slice extraction, το οποίο προτάθηκε από τον Ettinger [Ettinger 2007] 
που το όρισε ως  την εξαγωγή του υπολογισμού ενός συνόλου μεταβλητών V από 
ένα πρόγραμμα S σαν μία επαναχρησιμοποιούμενη οντότητα. Σε αυτήν την μελέτη 
μας αφορά όχι μόνο η εξαγωγή αλλά και ο εντοπισμός διαφορετικών slices από 
πολλές διαφορετικές μεταβλητές καθώς και η σχέση μεταξύ αυτών των slices. 
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Στην παρούσα υλοποίηση τα slices υπολογίζονται με την μέθοδο του block-based 
slicing όπως αυτή ορίστηκε από τον Maruyama [Maruyama 2001]. Η μεθοδολογία 
αυτή δέχεται σαν input ένα slicing criterion (u,n) το οποίο αποτελείται από ένα 
statement n που ανήκει σε μία μέθοδο m, και μία μεταβλητή u η οποία ορίζεται ή 
χρησιμοποιείται μέσα στο n.  
Στη συνέχεια κατασκευάζεται το γράφημα ροής ελέγχου της εκτέλεσης του 
προγράμματος (Control Flow Graph) για τη μέθοδο m, με σκοπό να αποσυντεθεί η 
μέθοδος σε βασικά μπλοκ. (basic blocks). Βασικό μπλοκ είναι μία σειρά από 
διαδοχικά statements στα οποία η ροή ελέγχου του προγράμματος ξεκινά από την 
αρχή του μπλοκ και συνεχίζει ως το τέλος του, χωρίς καμία περίπτωση εξόδου, ή 
διακλάδωσης παρά μόνο στο τέλος του μπλοκ. 
 
Σχήμα 1 - Μέθοδος statement και τo Control Flow Graph στα δεξιά της 
Παρατηρούμε πως στο γράφημα ροής ελέγχου τα statements είναι ομαδοποιημένα 
κατά μπλοκ. Επίσης τα τόξα στο τέλος κάθε μπλοκ δείχνουν το σημείο στο οποίο 
μεταφέρεται ο έλεγχος. Αν σε έναν κόμβο υπάρχει διακλάδωση με δύο τόξα αυτό 
σημαίνει ότι πρόκειται για statement στο οποίο υπάρχει μία λογική πράξη και το 
σημείο στο οποίο θα μεταφερθεί η ροή του προγράμματος εξαρτάται από το 
αποτέλεσμα της λογικής πράξης που θα εκτελεστεί. Το τόξο στον κόμβο 13 το οποίο 
δείχνει προς το βρόχο 6 ονομάζεται κυκλικό τόξο και φανερώνει ότι τα statements 7-
13 αποτελούν το σώμα ενός βρόχου επανάληψης. Όσο είναι αληθής η συνθήκη 
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ελέγχου του βρόχου επανάληψης θα εκτελούνται τα statements 7-13, όταν η 
συνθήκη γίνει ψευδής θα εκτελεστούν τα statements 14, 15 και 16.  
Ο Maruyama ονόμασε reachable blocks του βασικού μπλοκ B, Reach(B) το σύνολο 
των μπλοκ τα οποία μπορούν να προσπελαστούν ξεκινώντας από το B χωρίς να 
ακολουθούνται κυκλικά τόξα. Για παράδειγμα τα Reachable blocks για το μπλοκ B3 
είναι: Reach(B3) = {B3, B4, B5, B6}. Το μπλοκ B2 δεν συμμετέχει επειδή για να το 
προσπελάσουμε θα έπρεπε να διασχίσουμε κυκλικό τόξο. 
Στη συνέχεια κατασκευάζεται το γράφημα εξαρτήσεων προγράμματος (Program 
Dependence Graph) για τη μέθοδο m, το οποίο είναι ένα δενδροειδές γράφημα που 
περιέχει τις εξαρτήσεις ελέγχου και δεδομένων μεταξύ των statements της m. Το 
γράφημα που ακολουθεί αφορά τις εξαρτήσεις ελέγχου της μεθόδου statement του 
σχήματος 1 με τους κόμβους ομαδοποιημένους ανά βασικό μπλοκ. 
 
Σχήμα 2 – Control Dependence Graph για τη μέθοδο statement 
Παρατηρούμε πως η ροή του ελέγχου ξεκινά όπως είναι λογικό από το πρώτο 
statement, στη συνέχεια ο έλεγχος μεταφέρεται διαδοχικά στα statements 2,3,4,5. 
Στο 6ο statement βρίσκεται το σημείο ελέγχου του επαναληπτικού βρόχου while. 
Παρατηρούμε πως οι επόμενοι κόμβοι είναι «παιδιά» του κόμβου 6. Αυτό συμβαίνει 
διότι ο κόμβος 6 είναι κυρίαρχος κόμβος και οι κόμβοι 7,8,9,12,13 κυριαρχούνται 
(dominated) από αυτόν. Τυπικά αυτό σημαίνει πως η τιμές που θα πάρουν οι 
μεταβλητές που υπάρχουν στους κόμβους 7,8,9,12,13 εξαρτώνται από τον κόμβο 6. 
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Το ίδιο ισχύει και για τους κόμβους 10,11 που κυριαρχούνται από τον κόμβο 9.  Άρα 
αναδρομικά μπορούμε να πούμε: Dom(B3) = {B3, B4, B5, B6}. 
Τα σύνολα Reach και Dom που μόλις ορίσαμε χρησιμοποιούνται για να 
υπολογιστούν τα συνοριακά μπλοκ (Boundary Blocks) για ένα statement n με τελικό 
σκοπό να υπολογιστεί το slice με slice criterion (u,n). Η διαδικασία έχει ως εξής: 
 Για κάθε βασικό μπλοκ Β μιας μεθόδου m, υπολογίζονται τα Reach(B) & Dom(B) 
 Αν ένα βασικό μπλοκ ενός statement n ανήκει στην τομή των συνόλων Reach 
και Dom τότε το μπλοκ Β είναι συνοριακό μπλοκ και προστίθεται στο σύνολο 
των συνοριακών μπλοκ του statement n. 
Για παράδειγμα, τα συνοριακά μπλοκ του statement 8, το οποίο ανήκει στο βασικό 
μπλοκ B3 , είναι το σύνολο: BoundBlocks(8)={B1, B2, B3}, επειδή το μπλοκ B3 
ανήκει στην τομή των συνόλων Reach και Dom για τα βασικά μπλοκ B1, B2 και B3. 
Στη συνέχεια για κάθε ένα συνοριακό μπλοκ Bn ϵ BoundBlocks(n) κατασκευάζεται 
ένα υπογράφημα του Program Dependence Graph το οποίο περιέχει μόνο τους 
κόμβους που ανήκουν στην μπλοκ-περιοχή του Bn, Region(Bn). Η μπλοκ-περιοχή 
του Bn για ένα συνοριακό μπλοκ Bn είναι το σύνολο από τους κόμβους που ανήκουν 
στα reachable βασικά μπλοκ του Bn.  
Το block-based slice SB(n, u, Bn) για το slicing criterion (u,n) και με συνοριακό 
μπλοκ το Bn, είναι το σύνολο των statements που μπορεί να επηρεάσουν τον 
υπολογισμό της μεταβλητής u του statement n, τα οποία εξήχθησαν από το 
υπογράφημα του Program Dependence Graph που αφορούσε το Region(Bn). 
Το Slice Extraction, που προτάθηκε από τον Ettinger [Ettinger 2007], συνίσταται 
στην εξαγωγή ενός block-based slice από μία μέθοδο σε μία άλλη νέα μέθοδο με 
σκοπό την καλύτερη κατανόηση των υπολογισμών που χρειάζονται για μία 
μεταβλητή αλλά και την απλοποίηση μίας πολύπλοκης μεθόδου η οποία 
περιλαμβάνει πολλούς υπολογισμούς. Αυτή η εργασία γίνεται γιατί δεν είναι πάντα 
εφικτή η εφαρμογή της αναδόμησης Extract Method (Slice). Θα δούμε στην πορεία 
περισσότερες λεπτομέρειες. 
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2.1.1 Slice Profile 
Ο όρος slice profile χρησιμοποιήθηκε πρώτη φορά από τους Ott και Thuss [Ott & 
Thuss 1993]. Αρχικός τους σκοπός ήταν να βοηθήσει στην οπτικοποίηση των 
σχέσεων μεταξύ των slices σε μία μέθοδο. Για να καταλάβουμε τι ακριβώς είναι ας 
δούμε ένα παράδειγμα χρησιμοποιώντας την μέθοδο gamma. 
St Μέθοδος Slices των μεταβλητών: 
 public int gamma(int inputVal,int year){ value1 value2 value3 
1   int value1 = (inputVal * year); | | | 
2   int value2 = (inputVal * year) + 100; | | | 
3  if ((year - value1) > 100) { | | | 
4   value2 -= 20;  } | | | 
5   int value3 = value2 * 7; | | | 
6   value2 = value2-value1; | |  
7   value1 = value2 * value3; | |  
8   value2 = value1 + 150;  |  
9   return value3 + value1 + value2;    
 }    
Σχήμα 3 - Slice Profile της μεθόδου gamma 
Κάθε μία από τις τρεις στήλες που υπάρχουν δεξιά της μεθόδου αντιπροσωπεύει ένα 
από τα τρία slices της μεθόδου αυτής, κάθε ένα για τις τρεις διαφορετικές 
μεταβλητές που δηλώνονται μέσα στη μέθοδο, value1, value2 και value3. Αν ένα 
statement συμμετέχει στον υπολογισμό της μεταβλητής Χ (δηλαδή είναι στο slice 
της Χ), τότε στην αντίστοιχη γραμμή της στήλης που αφορά τη μεταβλητή Χ μπαίνει 
μία κάθετη γραμμή “ | ”. Αν δεν συμμετέχει τότε το κελί μένει κενό. 
Ο υπολογισμός του slice για μία μεταβλητή ξεκινάει από την τελευταία αλλαγή στην 
τιμή της μεταβλητής και προχωρά προς τα επάνω. Ας πάρουμε για παράδειγμα την 
μεταβλητή value3. Η τελευταία αλλαγή στην τιμή της γίνεται στο statement #5 όπου 
παίρνει την τιμή της value2 πολλαπλασιασμένη επί 7. Αυτό όμως σημαίνει πως η 
τιμή της εξαρτάται και από την τιμή της value2, η οποία όπως βλέπουμε στον βρόχο 
if  του statement 3 εξαρτάται από τις τιμές των year και value1. Με αυτό το σκεπτικό 
μπορούμε να καταλάβουμε ποια statements συμμετέχουν στον υπολογισμό της κάθε 
μεταβλητής και συνεπώς ποια statements είναι στο slice της κάθε μεταβλητής.  
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2.1.2 Slice-based metrics: Overlap 
Ο Weiser στην αρχική του μελέτη πάνω στο slicing είχε ορίσει κάποιες μετρικές, η 
έννοια των οποίων στη συνέχεια ερευνήθηκε και εξελίχθηκε περεταίρω από άλλους 
γιατί οι ορισμοί του Weiser ήταν θεωρητικοί. [Longworth 1985, Ott & Thuss 1993]. 
Οι μετρικές αυτές ήταν οι overlap, tightness, coverage, parallelism και clustering. H 
Overlap είναι μία μετρική που βασίζεται στα slices για να μετρήσει τη 
συνεκτικότητα μίας μεθόδου. Είναι η σταθμισμένη μέση τιμή του αθροίσματος των 
λόγων του πληθικού αριθμού του συνόλου της τομής όλων των slices, προς το μήκος 
του κάθε slice σε #statements.  
Ορίστηκε μαθηματικά από τους Ott και Thuss ως εξής:   
ܱݒ݁ݎ݈ܽ݌ሺܯሻ ൌ   1| ௢ܸ|෍
|ܵܮ௜௡௧|
|ܵܮ௜|
|௏೚|
௜ୀଵ
 
Όπου: 
Μ: Μέθοδος 
Vo: Το σύνολο των τοπικών μεταβλητών μίας μεθόδου 
SLi: Το σύνολο των statements που ανήκουν στο slice της μεταβλητής “i”  
SLint: Τα statements που είναι κοινά σε όλα τα slices όλων των μεταβλητών: 
ܵܮ௜௡௧ ൌሩܵܮ௜
|௏೚|
௜ୀଵ
 
Είναι φανερό ότι για να υπολογιστεί το overlap για μία μέθοδο πρέπει πρώτα να έχει 
κατασκευαστεί το slice profile της μεθόδου αυτής. Δηλαδή πρέπει πρώτα να έχουν 
υπολογιστεί τα slices για κάθε μία από τις μεταβλητές της μεθόδου. Συγκεκριμένα 
χρειαζόμαστε όχι όλες ανεξαιρέτως τις μεταβλητές, αλλά μόνο αυτές που 
δηλώνονται μέσα στη μέθοδο. Ωστόσο σε άλλες προσεγγίσεις μπορεί περιληφθούν 
και περισσότερα είδη μεταβλητών [Meyers & Binkley 2007]. 
Για παράδειγμα ας υπολογίσουμε την τιμή του overlap για τη μέθοδο gamma.  
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Μεταφέρουμε για ευκολία το Slice Profile της μεθόδου εδώ: 
St Slices των μεταβλητών:  
 value1 value2 value3 SLint 
1 | | | | 
2 | | | | 
3 | | | | 
4 | | | | 
5 | | | | 
6 | |   
7 | |   
8  |   
9     
Σχήμα 4 – Βοηθητικός πίνακας για τον υπολογισμό της μετρικής Overlap 
Έχουμε 5 statements να είναι κοινά και στα 3 slices οπότε |SLint| = 5, επίσης το slice 
της value1 περιέχει 7 statements, της value2 περιέχει 8 και της value3 περιέχει 5. 
ܱݒ݁ݎ݈ܽ݌ሺ݃ܽ݉݉ܽሻ ൌ 13 · ൬
5
7 ൅
5
8 ൅
5
5൰ ൌ 0.7797 
Μία μεγάλη τιμή σημαίνει αφενός υψηλή συνεκτικότητα και αφετέρου ότι πολλές 
τοπικές μεταβλητές χρησιμοποιούνται αναμεταξύ τους σε διάφορους υπολογισμούς 
μέσα στη συγκεκριμένη μέθοδο. Αυτό είναι μία πρώτη ένδειξη ότι πιθανώς αυτή η 
μέθοδος να είναι υποψήφια προς αναδόμηση. 
Η μετρική Overlap παρά το γεγονός ότι σε πρώτη ανάγνωση φαίνεται 
αποτελεσματική και αντικειμενική, στην πορεία της αξιολόγησής της προέκυψαν 
περιπτώσεις στις οποίες έδινε παραπλανητικά αποτελέσματα. Για να εξηγήσουμε τις 
λεπτομέρειες θα δούμε ένα παράδειγμα. Από ένα σύστημα που αξιολογήθηκε 
[Refanidis & Alexiadis 2008] πήραμε τη ακόλουθη μέθοδο: 
Task[] getPeriodicPartsOf(Task t, Task[] expandedTasks) { 
        int periods = 0; 
        for (int i = 0; i < expandedTasks.length; i++) { 
            if (expandedTasks[i].name().equals(t.name())) 
                periods++; 
        } 
        Task[] instances = new Task[periods]; int k = 0; 
        for (int i = 0; i < expandedTasks.length; i++) { 
            if (expandedTasks[i].name().equals(t.name())) { 
                instances[k] = expandedTasks[i]; 
                k++; 
            } 
        } 
        return sortTasks(instances);  
} 
Μέθοδος  1 - getPeriodicPartsOf (Evaluation Project: SelfPlanner) 
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Η μέθοδος getPeriodicPartsOf δίνει το ακόλουθο SliceProfile: 
St Slices των μεταβλητών:  
 periods instances k SLint 
1 | |   
2 | |   
3 | |   
4 | |   
5  |   
6  | |  
7  | |  
8  | |  
9  |   
10  | |  
11     
Σχήμα 5- Slice Profile της μεθόδου getPeriodicPartsOf όπου αναδεικνύεται η αδυναμία της 
μετρικής Overlap 
Παρατηρούμε πως |SLint| = 0, άρα σύμφωνα με τον τύπο υπολογισμού της Overlap, 
αυτό σημαίνει πως Overlap(getPeriodicPartsOf) = 0, κάτι το οποίο αποτελεί 
παράδοξο καθώς υπάρχει σαφής αλληλεξάρτηση μεταξύ των τοπικών μεταβλητών 
στη μέθοδο.  
Το παράδειγμα αυτό αποκαλύπτει την εγγενή αδυναμία της μετρικής Overlap να 
ποσοτικοποιήσει την αλληλεξάρτηση και τη συνεκτικότητα μιας μεθόδου σε 
περιπτώσεις, όπως εδώ, όπου δεν υπάρχει κανένα statement στο οποίο να 
συμμετέχουν τα slice από όλες τις μεταβλητές. Αν υπήρχε έστω και ένα τέτοιο 
statement όπου θα συμμετείχαν όλα τα slices, (Γραμμή στον πίνακα με όλα τα κελιά 
σημειωμένα με “|”), τότε το σύνολο SLint δε θα ήταν κενό, και η μετρική θα έπαιρνε 
κανονικά τιμή. 
Θα πρέπει να επισημανθεί το αυτονόητο συμπέρασμα πως η μετρική Overlap δεν 
βγαίνει πάντα ίση με μηδέν λόγω της παραπάνω αδυναμίας. Πολλές φορές τα slice 
των τοπικών μεταβλητών δεν παρουσιάζουν κάποια αλληλεξάρτηση και τότε είναι 
απολύτως λογική και σωστή η τιμή μηδέν για την μετρική. Σε κάθε περίπτωση θα 
πρέπει να έχει τον τελευταίο λόγο ο άνθρωπος-σχεδιαστής, ο οποίος θα διερευνήσει 
την μέθοδο και το Slice Profile αυτής, και θα πάρει την τελική απόφαση.  
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2.1.3 Slice-based metrics: Coverage 
Η μετρική coverage βασίζεται και αυτή στα slices για τον υπολογισμό της. 
Πρόκειται για τη μέση τιμή του αθροίσματος των λόγων των μηκών των slices (σε 
#statements) προς το μήκος της μεθόδου. Ορίζεται μαθηματικά ως εξής: 
ܥ݋ݒ݁ݎܽ݃݁ሺܯሻ ൌ   1| ௢ܸ|෍
|ܵܮ௜|
݈݁݊݃ݐ݄ሺܯሻ
|௏೚|
௜ୀଵ
 
Όπου: 
Μ: Μέθοδος 
length(M): Το πλήθος των Statements της μεθόδου. 
Vo: Το σύνολο των τοπικών μεταβλητών μίας μεθόδου 
SLi: Το σύνολο των statements που ανήκουν στο slice της μεταβλητής “i”  
 
Ας υπολογίσουμε την Coverage για τη μέθοδο gamma: 
ܥ݋ݒ݁ݎܽ݃݁ሺ݃ܽ݉݉ܽሻ ൌ 13 · ൬
7
9 ൅
8
9 ൅
5
9൰ ൌ 0.74 
Η τιμή της coverage δίνει σημαντικές πληροφορίες για μία μέθοδο. Ο Weiser 
σημειώνει πως μία χαμηλή τιμή της μετρικής coverage μπορεί να υποδεικνύει μία 
μέθοδο με πολλές διακριτές αρμοδιότητες και άρα με χαμηλή συνεκτικότητα. Σε 
ιδεατό επίπεδο μία μέθοδος με 2 slices που δεν έχουν κανένα κοινό statement 
(Overlap = 0)  θα έχει Coverage ίσο με 0.5. Δηλαδή με άλλα λόγια η μετρική αυτή 
είναι ένα καλό κριτήριο απόφασης για το αν θα πρέπει να χωριστεί η μέθοδος σε 2 
τμήματα [Meyers and Binkley 2007]. Μελλοντική εργασία είναι να ερευνηθεί το 
κατά πόσο μία συνδυασμένη ερμηνεία Overlap και Coverage μας δίνει σαφείς 
ενδείξεις για κακή οσμή σε μία μέθοδο και συνεπώς για εφαρμογή αναδόμησης. 
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2.2  Software Clustering 
2.2.1 Αναπαράσταση συστήματος 
Σε αναπαραστάσεις αντικειμενοστρεφών συστημάτων χρησιμοποιούμε ένα 
προσανατολισμένο γράφημα G = (V, E) όπου οι κορυφές V είναι οι κλάσεις και οι 
ακμές  Ε, είναι ένας επιλεγμένος τύπος αλληλεπίδρασης μεταξύ των κλάσεων, για 
παράδειγμα αν κάποια μέθοδος από μία κλάση καλεί μία μέθοδο από μία άλλη 
κλάση. Συγκεκριμένα, δημιουργούμε ένα προσανατολισμένο γράφημα στο οποίο 
κάθε τόξο (p,q) επισημαίνεται με έναν ακέραιο mp,q ο οποίος αναφέρεται στο πλήθος 
των διακριτών μηνυμάτων που στέλνονται από την p προς την q. 
 
Σχήμα 6 - Παράδειγμα αντικειμενοστρεφούς συστήματος και ο αντίστοιχος πίνακας γειτονιάς 
Στο ανωτέρω σχέδιο φαίνεται ένα παράδειγμα σύστημα με έξι κλάσεις. Οι σχέσεις 
μεταξύ των κλάσεων αναπαριστώνται ως τόξα σε προσανατολισμένο γράφημα με 
τους κόμβους να είναι φυσικά οι κλάσεις. Η παρούσα αφαίρεση μας επιτρέπει 
ταυτόχρονα να αποθηκεύουμε τη δομή του συστήματος ως έναν πίνακα πρόσπτωσης 
κόμβων – κόμβων ή αλλιώς πίνακα γειτονιάς (Adjacency Matrix).  
Στα πλαίσια της συγκεκριμένης εργασίας δόθηκε μία άλλη εννοιολογική μετάφραση 
στον αλγόριθμο και αντί για σχέσεις μεταξύ κλάσεων μοντελοποιήθηκαν, σε ένα μη 
προσανατολισμένο γράφημα, σχέσεις μεταξύ μεταβλητών μέσα σε μία μέθοδο. 
Συγκεκριμένα ως κόμβοι θεωρήθηκαν οι τοπικές μεταβλητές που δηλώνονται μέσα 
σε μία μέθοδο. Μία ακμή ενώνει δύο κόμβους (μεταβλητές) αν υπάρχει statement 
στο οποίο να συμμετέχουν και οι δύο μεταβλητές. Ως βάρος της ακμής που ενώνει 
δύο κόμβους v και u, τίθεται το πλήθος των statement στα οποία παρουσιάζονται 
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μαζί και v και η u. Για παράδειγμα ας πάρουμε τη γνωστή μέθοδο gamma. 
Παραθέτουμε τον πίνακα γειτονιάς για τη μέθοδο. 
Μεταβλητές  
value1  value2  value3 
value1  0  7  5 
value2  7  0  5 
value3  5  5  0 
Πίνακας 2 – Πίνακας γειτονιάς για τις μεταβλητές της μεθόδου 1 (gamma) 
Ο πίνακας γειτονιάς μπορεί εύκολα να εξαχθεί από το Slice Profile της 
συγκεκριμένης μεθόδου, όπως αυτό φαίνεται στα σχήματα 3 και 4. 
2.3 Spectral Graph Partitioning 
Γενικός σκοπός του software clustering είναι ο χωρισμός ενός συστήματος σε 
μικρότερα τμήματα έτσι ώστε οι λειτουργικές μονάδες που βρίσκονται μέσα σε ένα 
συγκεκριμένο τμήμα να διεκπεραιώνουν μία κοινή λειτουργία. Ένα σύνηθες 
κριτήριο τμηματοποίησης είναι η επίτευξη υψηλής συνεκτικότητας και χαμηλής 
σύζευξης από τα τμήματα που θα προκύψουν. 
Οι τεχνικές του Spectral Graph Partitioning εμφανίστηκαν για πρώτη φορά στις 
αρχές της δεκαετίας του 1970 από τους Donath and Hoffman [Donath & Hoffman ] 
και από τον Fiedler [Fiedler 1973,1975] οι οποίοι ερεύνησαν τις ιδιότητες των 
αλγεβρικών αναπαραστάσεων των γραφημάτων (πίνακες γειτονιάς και laplacians) 
και εισήγαγαν την ιδέα της τμηματοποίησης γραφημάτων με χρήση ιδιοδιανυσμάτων. 
Η αρχική ιδέα των Χατζηγεωργίου κ.α. που παραλλάχθηκε, ανέφερε πως στο 
πλαίσιο της αντικειμενοστρεφούς σχεδίασης, ως clustering μπορεί να θεωρηθεί η 
διαδικασία διαχωρισμού του συστήματος σε ομάδες από κλάσεις ή ιεραρχίες 
κλάσεων οι οποίες επικοινωνούν συχνά μεταξύ τους. Τέτοιες ομάδες κλάσεων οι 
οποίες παρουσιάζουν έντονη αλληλεπίδραση, (δηλαδή μια κλάση έχει πολλές 
κλήσεις μεθόδων που ανήκουν σε άλλες κλάσεις της ομάδας) είναι πιθανό να έχουν 
κοινή λειτουργική συμπεριφορά ή κοινά επαναχρησιμοποιούμενα συστατικά.  
Μεθοδολογία 
Δοσμένου ενός πίνακα γειτονιάς Α (n × n) ενός μη προσανατολισμένου γραφήματος 
G το οποίο αναπαριστά το διάγραμμα κλάσεων ενός αντικειμενοστρεφούς 
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συστήματος με n κλάσεις, ο πίνακας degree  του G είναι ο n × n πίνακας D =[dij] που 
ορίζεται ως: 
ࢊ࢏࢐ ൌ ൞෍ࢇ࢏࢑
࢔
࢑ୀ૚
, ࢏ࢌ ࢏ ൌ ࢐
૙ , ࢏ࢌ ࢏  ് ࢐
ൢ 
Ο Laplacian του G είναι ο συμμετρικός n × n  πίνακας που ορίζεται ως L = D – A. 
Θα πρέπει να σημειωθεί πως η μικρότερη ιδιοτιμή του L είναι μηδέν, με το σχετικό 
ιδιοδιάνυσμα να έχει όλα τα στοιχεία του ίσα με τη μονάδα. Το ιδιοδιάνυσμα χ2 που 
σχετίζεται με τη δεύτερη μικρότερη ιδιοτιμή λ2 έχει κάποιες σημαντικές ιδιότητες οι 
οποίες ερευνήθηκαν από τον Fiedler [Fiedler 1975]. Έτσι το χ2 και το λ2 είναι πλέον 
γνωστά ως Fiedler vector και Fiedler value, αντίστοιχα. Η Fiedler value σχετίζεται 
με πολλές σημαντικές πληροφορίες που αφορούν ένα γράφημα όπως συνεκτικότητα, 
διάμετρος, μέση απόσταση κ.α. Στην παρούσα εργασία χρησιμοποιήθηκε το Fiedler 
vector ως ένα διάνυσμα που προτείνει μία βέλτιστη τμηματοποίηση για το γράφημα 
G. Ανάγοντας  την διαίρεση ενός γραφήματος σε πρόβλημα διακριτής 
βελτιστοποίησης, έχει αποδειχτεί ότι χωρίζοντας τις κορυφές ενός γραφήματος σε 
δύο υπογραφήματα με βάση τις θετικές ή αρνητικές τιμές του Fiedler vector, 
δημιουργείται ένα υπογράφημα (partition του αρχικού) του οποίου οι ακμές που το 
ενώνουν με το υπόλοιπο γράφημα έχουν το μικρότερο δυνατό βάρος [Holzrichter 
and Oliveira 1999]. 
Ο λόγος που εφαρμόσαμε Spectral Graph Partitioning σε μεθόδους είναι η 
προσπάθεια εύρεσης μιας διαδικασίας η οποία να χωρίζει μη συνεκτικές μεθόδους 
σε 2 συνεκτικά τμήματα.  
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3. ΜΕΘΟΔΟΛΟΓΙΑ 
3.1  Εισαγωγικά 
Σκοπός αυτής της μεταπτυχιακής διατριβής ήταν να ερευνηθεί η δυνατότητα 
ανίχνευσης προβλημάτων σχεδίασης (κακών οσμών) ενός συγκεκριμένου τύπου και 
η εξάλειψή τους μέσω της αυτόματης εφαρμογής της αναδόμησης με όνομα 
“Replace Method with Method Object”, όπως αυτή ορίστηκε θεωρητικά από τον 
Fowler.  Για τον σκοπό αυτό αναπτύχθηκε κατάλληλο λογισμικό το οποίο 
διεκπεραιώνει τόσο την ανίχνευση των κακών οσμών όσο και την 
αυτοματοποιημένη εφαρμογή της αναδόμησης για την εξάλειψή τους.  
3.2   Η κακή οσμή Complex Method 
Η κακή οσμή που πρέπει να εντοπιστεί δεν είχε μέχρι στιγμής κάποιο συγκεκριμένο 
όνομα. Βρισκόταν στην γενική κατηγορία της Μεγάλης Μεθόδου (Long Method). Σε 
μεθόδους οι οποίες είναι πολύ μεγάλες και με μειωμένη συνεκτικότητα συνήθως 
χρειάζεται να εφαρμόσουμε την αναδόμηση Extract Method, δηλαδή να 
εξαγάγουμε ένα κομμάτι της μεθόδου που κάνει έναν αυτόνομο υπολογισμό σε μία 
άλλη μέθοδο.  Υπάρχουν δύο τύπου Extract Method. Ο πρώτος τύπος εξάγει ένα 
συνεχόμενο τμήμα κώδικα ενώ ο δεύτερος -που βασίζεται στα Slices- εξάγει μόνο 
τον υπολογισμό μίας συγκεκριμένης μεταβλητής, ακόμη και αν αυτός δεν 
περιλαμβάνει διαδοχικά slices. 
Σκεφτείτε για παράδειγμα μία -κακοφτιαγμένη- μέθοδο η οποία θέλουμε να 
επιστρέφει προς εκτύπωση ένα αλφαριθμητικό όπου αναλύει τον μηναίο μισθό ενός 
υπαλλήλου. Αυτή η μέθοδος λογικά θα βρίσκεται σε κάποια κλάση που αφορά τις 
εκτυπώσεις. Έτσι όπως είναι υλοποιημένη η μέθοδος λοιπόν παίρνει τις λίστες που 
αφορούν τα διάφορα επιδόματα, υπολογίζει τα επιδόματα, έπειτα σαρώνει άλλες 
λίστες για να βρει τυχόν κρατήσεις που πρέπει να γίνουν. Έπειτα εφαρμόζει τυχόν 
αναπροσαρμογές και προσθέτει τυχόν υπερωρίες. Έπειτα συμβουλεύεται άλλους 
πίνακες για να αφαιρέσει τις ασφαλιστικές εισφορές και τέλος επιστρέφει τον τελικό 
μισθό του εργαζομένου. Θέλαμε μια μέθοδο για να εκτυπώνουμε τον μισθό και 
καταλήξαμε σε μία μέθοδο-γίγαντα η οποία κάνει πολλά παραπάνω από αυτά που 
της ορίσαμε να κάνει. Θα πρέπει λοιπόν να εξαγάγουμε τις επιμέρους λειτουργίες τις 
μεθόδου (υπολογισμός επιδομάτων, υπολογισμός κρατήσεων, υπερωριών κλπ…) σε 
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ισάριθμες ξεχωριστές μεθόδους. Όλο το παραπάνω κακό παράδειγμα 
αντιπροσωπεύει την κακή οσμή Long Method και λύνεται με την αναδόμηση Extract 
Method. Περιληπτικά παρουσιάζεται στον ακόλουθο πίνακα: 
Κακό παράδειγμα υλοποίησης Καλό παράδειγμα υλοποίησης 
String salary() { 
 double s = 0.0; 
  
  
  
  
 
  
 
 
  
  
 s = a + b + c; 
 return s.toString();         
} 
 
String salary() { 
 double s = 0.0; 
 a = calcA(); 
 b = calcB(); 
 c = calcC(); 
 s = a + b + c; 
 return s.toString();         
} 
 
double calcA(){ 
 Πράξεις για υπολογισμό a 
 return a; 
} 
 
double calcB(){ 
 Πράξεις για υπολογισμό b 
 return b; 
} 
 
double calcC(){ 
 Πράξεις για υπολογισμό c 
 return c; 
} 
Πίνακας 3 - Παράδειγμα κακής και καλής υλοποίησης 
Η συγκεκριμένη κακή οσμή που πραγματεύεται η παρούσα εργασία δεν αναφέρεται 
στις μεγάλες μεθόδους γενικά. Αναφέρεται σε μεθόδους στις οποίες δεν μπορεί να 
εφαρμοστεί η αναδόμηση Extract Method ούτε σε συνεχόμενα τμήματα κώδικα ούτε 
σε κάποιο slice υπολογισμού μίας μεταβλητής. Ας δούμε μία τέτοια μέθοδο: 
 
public int gamma (int inputVal,int year) { 
 int value1 = (inputVal * year); 
 int value2 = (inputVal * year) + 100; 
 if ((year - value1) > 100) { 
  value2 -= 20; 
 } 
 int value3 = value2 * 7; 
 value2 = value2 - value1; 
 value1 = value2 * value3; 
 value2 = value1 + 150; 
 return value3 + value1 + value2; 
} 
Πράξεις για 
υπολογισμό a 
Πράξεις για 
υπολογισμό b 
Πράξεις για 
υπολογισμό c 
Πίνακας 4 - Παράδειγμα προβληματικής μεθόδου που χρειάζεται την αναδόμηση “Replace
method with method object” 
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Στη gamma βλέπουμε πως δηλώνονται 3 τοπικές μεταβλητές, η value1, value2 και 
value3. Οι μεταβλητές αυτές στη συνέχεια χρησιμοποιούνται σε συνδυασμούς σε 
διάφορες πράξεις, με σκοπό να επιστραφεί μία τελική τιμή ως επιστρεφόμενη τιμή 
της μεθόδου. Αν σκεφτούμε το παραπάνω παράδειγμα σαν κανονικό παράδειγμα 
μεγάλης κλίμακας όπως αυτό που παρουσιάσαμε στον πίνακα 3, με δεκάδες 
μεταβλητές, ο σχεδιαστής θα έπρεπε να βελτιώσει την πολυπλοκότητα της μεθόδου, 
εξάγοντας διάφορα αυτόνομα κομμάτια κώδικα σε διαφορετικές μεθόδους. Έτσι ο 
κώδικας θα γινόταν περισσότερο ευανάγνωστος.  
Κάτι τέτοιο θα ήταν αδύνατον στην συγκεκριμένη περίπτωση λόγω του περιορισμού 
της γλώσσας προγραμματισμού ο οποίος λέει ότι οι μέθοδοι θα πρέπει να έχουν μόνο 
μία μεταβλητή ως επιστρεφόμενο δεδομένο. Για να γίνει περισσότερο κατανοητό ας 
πούμε ότι θέλουμε να εξαγάγουμε αυτόματα με τη βοήθεια του Eclipse τις δύο 
πρώτες γραμμές της μεθόδου σε μία άλλη νέα μέθοδο. (Γίνεται εύκολα, επιλέγουμε 
τις γραμμές που θέλουμε και έπειτα Δεξί κλικ -> Refactor -> Extract Method). Το 
Eclipse δεν μας επιτρέπει να προχωρήσουμε και μας ενημερώνει με ένα μήνυμα: 
 
Το οποίο σημαίνει ότι στον κώδικα που θέλουμε να εξαγάγουμε σε ξεχωριστή 
μέθοδο, δηλώνονται 2 τοπικές μεταβλητές, η value1 και η value2 και γίνονται 
πράξεις που αλλάζουν την τιμή τους. Δεν γίνεται όμως η νέα μέθοδος να 
επιστρέψει και τις δύο μεταβλητές. Συνεπώς υπάρχει αδιέξοδο. 
3.3   Replace Method with Method Object 
Το αδιέξοδο αυτό μπορεί να λυθεί με μία αναδόμηση. Η αναδόμηση αυτή θα 
μετατρέψει τη μέθοδο σε κλάση που θα πάρει το όνομα της μεθόδου. Οι μεταβλητές 
που δηλώνονται τοπικά μέσα στη μέθοδο καθώς και οι παράμετροι της μεθόδου, θα 
γίνουν ιδιότητες της κλάσης. Παραθέτουμε την περιγραφή της αναδόμησης όπως 
αυτή ορίστηκε θεωρητικά από τον Fowler [Fowler 1999]. 
 23
 
Όνομα  Replace Method with Method Object 
Πότε εφαρμόζεται 
Εφαρμογή απαιτείται σε μεγάλες μεθόδους στις οποίες οι 
τοπικές μεταβλητές που “μπλέκονται” μεταξύ τους σε 
υπολογισμούς και έτσι είναι αδύνατη η εφαρμογή της 
αναδόμησης Extract Method για την απλοποίηση της 
μεθόδου. 
Γιατί 
Με τη εφαρμογή του Replace method with method object οι 
τοπικές μεταβλητές γίνονται ιδιότητες (fields) μιας νέας 
κλάσης, του Method Object. Μετά από αυτό μπορεί πλέον να 
εφαρμοστεί η αναδόμηση Extract Method για την 
αποσύνθεση της μεθόδου σε απλούστερες μονάδες. 
Βήματα 
Εφαρμογής 
Σε μία προβληματική μέθοδο Μ μιας κλάσης Α: 
1. Κατασκευή νέας κλάσης Β με όνομα ίδιο με της Μ 
2. Ορισμός μιας final ιδιότητας στην Β η οποία θα είναι 
αναφορά προς την κλάση Α. 
3. Για κάθε μία τοπική μεταβλητή και κάθε μία παράμετρο 
της Μ ορισμός μιας αντίστοιχης ιδιότητας στην Β 
4. Ορισμός κατασκευαστή στην κλάση Β, ο οποίος θα 
δέχεται ως παραμέτρους μια αναφορά προς την κλάση Α 
και όλες τις παραμέτρους της Μ. 
5. Δημιουργία στην κλάση Β μιας μεθόδου με όνομα 
compute 
6. Μεταφορά ολόκληρου του σώματος της Μ στη μέθοδο 
compute. 
7. Αλλαγή κλήσεων των μεθόδων της Α στην compute. 
8. Αντικατάσταση του σώματος της παλιάς μεθόδου στην Α 
με την δημιουργία ενός ανώνυμου αντικειμένου της Β και 
κλήση της μεθόδου compute επί αυτού του αντικειμένου. 
Πίνακας 5 - Αναλυτική περιγραφή της αναδόμησης Replace Method with Method Object.  
Πηγή: Fowler 99 
 
Τα βήματα που βλέπουμε στον παραπάνω πίνακα αφορούν το γενικό πλαίσιο 
ενεργειών που πρέπει να γίνουν έτσι ώστε η αναδόμηση να γίνει σωστά. Για να 
υλοποιηθεί με αυτόματο τρόπο η αναδόμηση πρέπει να ληφθεί υπόψη ένα πολύ 
μεγαλύτερο σύνολο λεπτομερειών, έτσι ώστε να είμαστε σίγουροι πως η αναδόμηση 
θα λειτουργήσει για οποιοδήποτε project ζητηθεί. 
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Ας δούμε στην πράξη πως θα μετατραπεί η μέθοδος gamma μετά την αναδόμηση: 
Μέθοδος gamma αρχικά 
public int gamma (int inputVal,int year) { 
 int value1 = (inputVal * year); 
 int value2 = (inputVal * year) + 100; 
 if ((year - value1) > 100) { 
  value2 -= 20; 
 } 
 int value3 = value2 * 7; 
 value2 = value2 - value1; 
 value1 = value2 * value3; 
 value2 = value1 + 150; 
 return value3 + value1 + value2; 
} 
Κλάση Gamma μετά την εφαρμογή του Replace Method with Method Object 
public class Gamma { 
 private int inputVal; 
 private int year; 
 private int value1; 
 private int value2; 
 private int value3; 
 
 public Gamma(int inputVal, int year) { 
  this.inputVal = inputVal; 
  this.year = year; 
 } 
 
 public int compute() { 
  value1 = (inputVal * year); 
  value2 = (inputVal * year) + 100; 
  if ((year - value1) > 100) { 
   value2 -= 20; 
  } 
  value3 = value2 * 7; 
  value2 = value2 - value1; 
  value1 = value2 * value3; 
  value2 = value1 + 150; 
  return value3 + value1 + value2; 
 } 
} 
Η μέθοδος gamma μετά την εφαρμογή της αναδόμησης 
public int gamma (int inputVal,int year) { 
 return new Gamma(inputVal, year).compute(); 
} 
Πίνακας 6 - Η νέα κλάση που δημιουργείται μετά την εφαρμογή της αναδόμησης και η αλλαγή 
στην κλήση της μεθόδου gamma. 
3.4  Εργαλείο 
Το εργαλείο που προϋπήρχε και εξελίχθηκε περαιτέρω στα πλαίσια της διατριβής 
ονομάζεται Jdeodorant [www.jdeodorant.com] και αναπτύχθηκε εξολοκλήρου από 
φοιτητές του τμήματος Εφαρμοσμένης Πληροφορικής. Το μεγαλύτερο μέρος έχει 
γραφτεί από τον υποψήφιο διδάκτορα Νικόλαο Τσάνταλη, δεχόμενος κατά καιρούς 
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τη συνεισφορά τόσο του γράφοντα όσο και του Μάριου Φωκαεύ [Fokaefs et al. 
2007, Tsantalis et al. 2008].  Το κομμάτι της ανίχνευσης του Complex Method bad 
smell και της εφαρμογής της αναδόμησης Replace Method with Method Object έχει 
υλοποιηθεί αποκλειστικά από τον γράφοντα. 
Το Jdeodorant έχει αναπτυχθεί ως ένα Plug-in για το ολοκληρωμένο περιβάλλον 
ανάπτυξης λογισμικού σε Java, το Eclipse της εταιρείας IBM. Με τον όρο Plug-in 
εννοούμε μία αυτόνομη λειτουργική μονάδα η οποία αναπτύσσεται μέσα σε ένα 
καθορισμένο πλαίσιο και με σκοπό να ενσωματωθεί στο κυρίως περιβάλλον του 
Eclipse. Για το σκοπό αυτό το Eclipse παρέχει τις κατάλληλες βιβλιοθήκες και  τα 
εργαλεία που απαιτούνται για να μπορεί να προσπελαύνεται ο κώδικας που είναι 
φορτωμένος στο τρέχον project, καθώς και για να μπορεί το νέο λογισμικό να 
συνδέεται άψογα με το υπόλοιπο σύστημα του Eclipse. 
Το Jdeodorant μέχρι πρότινος ανίχνευε αυτόματα τρεις διαφορετικές κακές οσμές: 
Feature Envy, Long Method και Type Checking. Τις εξάλειφε αυτόματα με τις 
αντίστοιχες αναδομήσεις, όπως αυτές αντιστοιχούνται στον πίνακα 1. Η νέα 
λειτουργικότητα προστέθηκε με την ανίχνευση μιας τέταρτης κακής οσμής, της 
λεγόμενης Complex Method καθώς και της αναδόμησης Replace Method with 
Method Object που την εξαλείφει.  
 
Εικόνα 1 – Το περιβάλλον του Eclipse με το Jdeodorant ενεργοποιημένο στο κάτω μέρος. 
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Η γενικότερη φιλοσοφία ανάπτυξης του Jdeodorant είναι να επικουρήσει και όχι να 
υποκαταστήσει τον σχεδιαστή λογισμικού. Βασικός σκοπός είναι η παροχή βοήθειας 
στον σχεδιαστή, προτείνοντάς του πιθανά προβλήματα σχεδίασης και δίνοντας 
πάντα στον άνθρωπο τον τελευταίο λόγο για να αποφασίσει αν θα εφαρμόσει κάποια 
αναδόμηση ή όχι. Με τον αυτόματο εντοπισμό προβλημάτων, μειώνεται δραματικά 
ο χρόνος βελτίωσης της σχεδίασης του συστήματος. Αυτό γίνεται διότι 
απαλλάσσεται ο σχεδιαστής από την άχαρη διαδικασία εντοπισμού «με το μάτι» 
πιθανών προβλημάτων στη σχεδίαση μέρους του λογισμικού. Το μέγεθος της 
συνεισφοράς γίνεται αντιληπτό αν σκεφτεί κανείς ότι σε σοβαρά project ένα 
σύστημα ξεπερνά συνήθως τις 20.000 γραμμές κώδικα και είναι εξαιρετικά δύσκολο 
να αναγνωσθούν μία προς μία έτσι ώστε να βρεθούν πιθανά προβλήματα.  
Στο επόμενο στάδιο, εφόσον έχει εντοπιστεί το πρόβλημα αναδύεται ένα δεύτερο. 
Πρόκειται για τις αλλαγές που πρέπει να γίνουν στον κώδικα, έτσι ώστε να 
ικανοποιείται η βασική προϋπόθεση που υπάρχει στον ορισμό των αναδομήσεων: 
Να μην αλλάζει η εξωτερική συμπεριφορά του προγράμματος. Όταν η αναδόμηση 
πρέπει να γίνει από άνθρωπο, η διατήρηση της έως τότε συμπεριφοράς του 
προγράμματος μπορεί να είναι εξαιρετικά δύσκολο να επιτευχθεί.  
Ας σκεφτούμε για παράδειγμα ότι πρέπει να εφαρμοστεί σε μία μέθοδο η αναδόμηση 
“Move Method” και να μετακινηθεί η μέθοδος Μ από μία κλάση Α σε μία  άλλη 
κλάση Β. Τότε θα πρέπει να ελεγχθεί πρώτα από όλα ποιες ιδιότητες της κλάσης Α 
προσπελαύνει η Μ, να δημιουργηθούν -εάν δεν υπάρχουν- κατάλληλες getter 
μέθοδοι για αυτές τις ιδιότητες και να αντικατασταθούν σε όλο το σώμα της μεθόδου 
οι αναφορές των ιδιοτήτων με κλήσεις των αντίστοιχων getter μεθόδων. Αυτό 
βέβαια με τη σειρά του προϋποθέτει την ύπαρξη αναφοράς στην κλάση Β προς την 
κλάση Α, εάν δεν υπάρχει πρέπει να δημιουργηθεί και αυτή. Στη συνέχεια πρέπει να 
ληφθεί μέριμνα για τις τρίτες μεθόδους που έως τότε καλούσαν την Μ μέσω της 
κλάσης Α, οι οποίες μετά την αναδόμηση και μετά θα πρέπει να τη καλούν μέσω της 
κλάσης Β. Στη συνέχεια να ελεγχθεί αν υπάρχουν τα κατάλληλα import statements 
στην Β έτσι ώστε να δουλεύει σωστά η Μ, να ελεγχθούν τυχόν περιορισμοί και 
preconditions που απαγορεύουν τη μετακίνηση και πάρα πολλά άλλα θέματα… 
Είδαμε με ένα μικρό παράδειγμα πόσο πολύπλοκη μπορεί να γίνει μία αναδόμηση 
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στην εφαρμογή της, αναδεικνύοντας έτσι την ανάγκη για αυτοματοποιημένη 
εφαρμογή των αναδομήσεων.  
Η προσέγγιση που υιοθετήθηκε στο Jdeodorant είναι Bad Smell Oriented, δηλαδή 
βασική διαδικασία είναι πρώτα ο εντοπισμός των κακών οσμών. Αρχικά ο χρήστης 
θα πρέπει να επιλέξει από το μενού του Jdeodorant, το οποίο είναι ενσωματωμένο 
στο μενού του Eclipse, ποια κακή οσμή θέλει να εντοπίσει.  (Εικόνα 2) 
 
Εικόνα 2 – Jdeodorant Bad Smells menu 
 
Αφού επιλέξει το project για το οποίο ενδιαφέρεται και πατήσει το κουμπί 
εντοπισμού (Εικόνα 3), ο πίνακας που βρίσκεται στο κάτω μέρος της οθόνης του 
Eclipse (Εικόνα 4) γεμίζει με τα αποτελέσματα του εντοπισμού. Σε κάθε γραμμή του 
πίνακα υπάρχει μία μόνο κακή οσμή.  
Στην πρώτη στήλη αναφέρεται το όνομα της αναδόμησης που θα εφαρμοστεί για την 
εξάλειψη της οσμής, στη δεύτερη στήλη αναφέρεται η μέθοδος στην οποία 
εντοπίστηκε η οσμή. Στην Τρίτη στήλη υπάρχει η μετρική Overlap για τη μέθοδο και 
στην τέταρτη η μετρική Coverage. 
Οι επόμενες τέσσερις στήλες περιλαμβάνουν τα αποτελέσματα του Spectral Graph 
Partitioning για τη μέθοδο. Αυτό είναι δυνατό γιατί κάθε φορά που γίνεται 
εντοπισμός για κακές οσμές σε ένα σύστημα, εφαρμόζεται εικονικά ο αλγόριθμος 
Spectral Graph Partitioning. Ο αλγόριθμος αυτός όπως αναφέραμε, βρίσκει έναν 
τρόπο ώστε να χωρίσει τη μέθοδο σε 2 κομμάτια έτσι ώστε να επιτευχθεί 
μεγαλύτερη συνολική συνεκτικότητα. Έτσι η τέταρτη στήλη περιέχει τις μεταβλητές 
που μετά το χώρισμα θα ανήκουν στο πρώτο τμήμα (segment) και η Πέμπτη στήλη 
περιέχει τη μετρική overlap για αυτό το τμήμα. Το ίδιο ισχύει και για την έκτη και 
έβδομη στήλη, οι οποίες περιέχουν τις μεταβλητές που θα ανήκουν στο δεύτερο 
τμήμα και την τιμή για το Overlap αντίστοιχα.  
Ανίχνευση 
κακών οσμών 
Εφαρμογή 
αναδόμησης 
 Αποθήκευση   
αποτελεσμάτων 
Εικόνα 3 - Παρουσίαση χρήσης κουμπιών 
 28
Τα bad smells παρουσιάζονται ταξινομημένα με κριτήριο το πόσο πολύπλοκο είναι 
το πρόβλημα που εντοπίστηκε ή το πόσο μεγάλη θα είναι η βελτίωση που θα 
επιφέρει η εφαρμογή της αντίστοιχης αναδόμησης. Η ταξινόμηση γίνεται για να 
βοηθηθεί ο σχεδιαστής, αφού είναι καλό να ξέρει από πριν τι αλλαγή θα επιφέρει 
στο σύστημα η αναδόμηση που θα εφαρμόσει, δηλαδή κατά κάποιο τρόπο 
ποσοτικοποιείται το μέγεθος της βελτίωσης. 
 
Εικόνα 4 – Το παράθυρο του Jdeodorant που εμφανίζει τα Bad Smells που ανιχνεύθηκαν 
Στο Complex Method bad smell επιλέχθηκε για αυτήν την ποσοτικοποίηση η 
μετρική Overlap που ορίστηκε πιο πάνω και η ταξινόμηση γίνεται σύμφωνα με την 
τιμή της μετρικής για όλη τη μέθοδο που βρίσκεται στην Τρίτη στήλη του πίνακα. 
Αν ο σχεδιαστής επιλέξει με διπλό κλικ κάποια γραμμή του πίνακα τότε αυτόματα 
στον Editor ανοίγει το αντίστοιχο αρχείο και ο κώδικας που αφορά την κακή οσμή 
που επιλέχθηκε έρχεται στο προσκήνιο και γίνεται Highlight. 
 
Εικόνα 5 – Highlight του προβληματικού κώδικα 
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Στο σημείο αυτό ο χρήστης θα κρίνει αν χρειάζεται ή όχι να εφαρμοστεί η 
αναδόμηση. Πατώντας το κουμπί εφαρμογής (Εικόνα 3), ο χρήστης έχει τη 
δυνατότητα να δει μία προεπισκόπηση του κώδικα όπως θα είναι μετά την εφαρμογή 
της αναδόμησης. Αυτή η δυνατότητα λέγεται Preview Refactoring και είναι μία από 
τις ευκολίες που μας παρέχει η βιβλιοθήκη ltk.core.refactoring του Eclipse και την 
ενσωματώσαμε στο Jdeodorant. Μία άλλη ευκολία είναι η δυνατότητα αναίρεσης 
της αναδόμησης και επιστροφής του κώδικα στην προηγούμενη κατάσταση.  
Πατώντας λοιπόν του κουμπί “Apply Refactoring” (Εικόνα 3) βλέπουμε στην οθόνη 
τον Refactoring Wizard (εικόνες 6 και 7). Το παράθυρο του “Οδηγού αναδόμησης”, 
όπως θα το λέγαμε στα Ελληνικά, χωρίζεται σε δύο τμήματα. Το επάνω περιέχει τη 
λίστα με τα αρχεία πηγαίου κώδικα (.java) που θα επηρεαστούν από τη 
συγκεκριμένη αναδόμηση. Το κάτω τμήμα παρουσιάζει αναλυτικά την κάθε αλλαγή. 
Αριστερά από το όνομα του κάθε αρχείου υπάρχει ένα checkbox το οποίο αν ο 
χρήστης αποεπιλέξει δε θα γίνει καμία αλλαγή στο συγκεκριμένο αρχείο πηγαίου 
κώδικα. 
Επιλέγοντας κάποιο συγκεκριμένο αρχείο από τη λίστα το πρόγραμμα μας δείχνει 
στο κάτω παράθυρο την εικόνα που θα έχει το αρχείο αυτό μετά την εφαρμογή της 
αναδόμησης. Για παράδειγμα στην εικόνα 6 βλέπουμε πως είναι επιλεγμένο από τη 
λίστα το “Create ‘Gamma.java’ – ReplaceMethodExample/src”. Αυτό σημαίνει πως 
το αρχείο Gamma.java δεν υπάρχει και θα κατασκευαστεί κατά την εφαρμογή της 
αναδόμησης. Η μορφή που θα έχει η κλάση έχει παρουσιαστεί στον πίνακα 7.  
 
Εικόνα 6 – Προεπισκόπηση αναδόμησης. Εδώ φαίνεται η δημιουργία της κλάσης 
Σε περιπτώσεις όπου η αναδόμηση αλλάζει μία ήδη υπάρχουσα κλάση, ο οδηγός 
χωρίζει το κάτω παράθυρο σε δύο τμήματα, αριστερά δείχνει πως είναι η κλάση 
«πριν» την αναδόμηση και δεξιά πως θα είναι «μετά» την αναδόμηση, παρέχοντας 
έτσι ένα πολύ σημαντικό εργαλείο για την κατανόηση της αλλαγής που θα επιφέρει 
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η αναδόμηση. Όλα αυτά γίνονται όταν στο παράδειγμά επιλέξουμε την αλλαγή 
“Account.java” και οι αλλαγές φαίνονται στην εικόνα 7 που ακολουθεί. 
 
Εικόνα 7 – Προεπισκόπηση αναδόμησης. Εδώ φαίνεται η αλλαγή κλήσης της παλαιάς μεθόδου. 
Πλέον θα δημιουργείται ένα αντικείμενο της κλάσης και μέσω αυτού θα καλείται η μέθοδος 
 
Στην εικόνα φαίνεται πως όλο το σώμα της μεθόδου Gamma θα αντικατασταθεί από 
την κλήση της μεθόδου compute η οποία γίνεται μέσω του ανώνυμα 
κατασκευασμένου αντικειμένου της κλάσης Gamma. Με το πάτημα του ΟΚ 
εφαρμόζεται η αναδόμηση στο σύστημα, δηλαδή δημιουργούνται τα νέα αρχεία .java 
αν χρειάζεται, και αλλάζει ο κώδικας στα ήδη υπάρχοντα. Έπειτα τα αρχεία 
αποθηκεύονται στον δίσκο και είναι έτοιμα για compile. Αν ο χρήστης μετανιώσει 
για την αναδόμηση και θέλει να την αναιρέσει μπορεί να το κάνει από το μενού του 
Eclipse, (Edit -> Undo Replace Method with Method Object). Τέλος ο χρήστης 
μπορεί να αποθηκεύσει σε ένα αρχείο csv τον πίνακα των αποτελεσμάτων της 
ανίχνευσης κακών οσμών πατώντας το κουμπί που φαίνεται στην Εικόνα 3. Η 
αποθήκευση γίνεται στον φάκελο C:\ και το όνομα του αρχείου έχει την εξής μορφή: 
Project_Name_Bad_Smell_Name_Results.csv  
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3.5  Πέρα από το Replace Method with Method Object 
Η εφαρμογή της αναδόμησης είναι μόνο ένα βήμα προς την επίτευξη του στόχου, που 
είναι η απλοποίηση μιας μεθόδου. Υπάρχει και περαιτέρω διαδικασία απλοποίησης η 
οποία παρουσιάζει σύνθετες δυσκολίες.  
Η υπόλοιπη διαδικασία έχει σχέση με το πώς θα χωριστεί η μέθοδος αφού γίνει η 
αναδόμηση. Έπρεπε να βρεθεί ένας τρόπος έτσι ώστε να εξασφαλίζεται υψηλή 
συνεκτικότητα μετά την εξαγωγή κάποιου τμήματος κώδικα σε ξεχωριστή μέθοδο.  Σε 
εκείνο το σημείο ήρθε η ιδέα της αξιοποίησης των τεχνικών Clustering με Spectral 
Graph Partitioning που χρησιμοποιήθηκαν από τους Χατζηγεωργίου κ.α. με σκοπό των 
χωρισμό του συστήματος σε ομάδες κλάσεων με υψηλή μεταξύ τους συνεκτικότητα. 
Όπως αναφέρθηκε και στο κεφάλαιο του Clustering, στην παρούσα περίπτωση δεν 
αναπαραστάθηκαν οι κλάσεις και οι συνδέσεις τους, αλλά οι τοπικές μεταβλητές.  
Ας εξηγήσουμε αναλυτικά πως δουλεύει η υλοποίηση με ένα παράδειγμα. Έστω η 
γνωστή από τη βιβλιογραφία [Ott &  Thuss 1989] μέθοδος sumAndProduct  μαζί με το 
Slice Profile της: 
 product tempMult sum tempAdd 
void sumAndProduct(){  
 int product = 0; | |   
 int sum = 0;   | | 
 int tempAdd;    | 
 int tempMult;  |   
 for(int i=0; i <100; i++){ | | | | 
   product *= i; | |   
   sum += i;   | | 
 }     
 tempAdd = sum;    | 
 tempMult = product;  |   
}  
Μέθοδος  2 - sumAndProduct και το Slice Profile αυτής 
Από το Slice Profile μπορεί να εξαχθεί ο πίνακας γειτονιάς για τη μέθοδο όπως έγινε 
στο κεφάλαιο 2.2.1. 
 product tempMult sum tempAdd 
product 0 3 1 1 
tempMult 3 0 1 1 
sum 1 1 0 3 
tempAdd 1 1 3 0 
Πίνακας 7- Πίνακας γειτονιάς για τις τοπικές μεταβλητές της μεθόδου sumAndProduct   
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Το διάνυσμα Fiedler ερμηνεύεται ως εξής: Η σειρά των μεταβλητών στις οποίες 
αναφέρεται είναι ίδια με την σειρά που έχουν γραφτεί στον πίνακα, δηλαδή product, 
tempMult, sum, tempAdd. Το διάνυσμα αναπαριστά τη διαμέριση σύμφωνα με το 
πρόσημο που έχει κάθε στοιχείο του. Δηλαδή αν θεωρήσουμε πως τα αρνητικά 
στοιχεία αποτελούν το τμήμα Α, και τα θετικά το τμήμα Β, αυτό σημαίνει πως η 
μεταβλητή που αναφέρεται από το πρώτο στοιχείο (-0,5) ανήκει στο τμήμα Α. Το 
ίδιο ισχύει και για τη μεταβλητή που αντιστοιχεί στο δεύτερο στοιχείο (-0,49). 
Σύμφωνα με αυτό το κριτήριο οι μεταβλητές των στοιχείων στην τρίτη και τέταρτη 
θέση ανήκουν στο τμήμα Β. Η τελική διαμέριση της μεθόδου είναι αυτή που 
φαίνεται στο σχήμα. 
Παρατηρούμε πως στο ένα τμήμα χωρίστηκαν μαζί οι μεταβλητές product και 
tempMult και στο άλλο οι sum και tempAdd. Ο χωρισμός αυτός είναι εξαιρετικά 
επιτυχής διότι στο κάθε τμήμα υπάρχουν μεταβλητές που έχουν αλληλεξάρτηση 
μεταξύ τους, ενώ η αλληλεξάρτηση μεταξύ των δύο τμημάτων είναι η μικρότερη 
δυνατή. 
3 
1 
1 
1 
1 
3 
 
product 
 
tempMult 
 
tempAdd
 
sum 
Fiedler Vector: 
x2 = [-0.5,  -0.49,  0.5,  0.49] 
A  B 
Σχήμα 7 - Αναπαράσταση των τοπικών μεταβλητών της μεθόδου sumAndProduct και η 
διαμέρισή της σύμφωνα με το διάνυσμα Fiedler με Spectral Graph Partitioning 
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Ωστόσο υπάρχουν και περιπτώσεις στις οποίες η μεθοδολογία δεν ανταποκρίνεται 
σωστά. Ας δούμε ένα παράδειγμα μίας μεθόδου που πάρθηκε από το σύστημα Self 
Planner [Refanidis & Alexiadis 2008]. 
public Task[] periods() { o act Per i per t it 
  if (!isPeriodic())       
    return null;       
  if (p == null)       
    return null;       
  Object[] o = p.values().toArray(); | | | | | | 
  ArrayList<Task> actPer =  
              new ArrayList<Task>(); 
 
 | | 
 
 | | 
  int i;  | | | | | 
  Task per;  | | | | | 
  for (i = 0; i < o.length; i++) {  | | | | | 
     per = (Task) o[i];  | | | | | 
     if(/*a big logical sentence*/){  | |  | | 
         actPeriods.add(period);}  | |  | | 
  }       
  if (actPer.size() == 0)       
     return null;       
  Task[] t = new 
          Task[actPer.size()];   |  |  
  Iterator it =actPer.iterator()   |  | | 
  i = 0;   |  |  
  while (it.hasNext()) {   |  |  
     t[i] = (Task) it.next();   |  |  
     i++;   |  |  
  }       
  return t;       
}       
Μέθοδος  3 – Η μέθοδος periods μαζί με το Slice Profile της, ή οποία αναδεικνύει αδυναμίες στη 
μεθοδολογία 
Σε αυτό το παράδειγμα παρατηρείται το εξής παράδοξο. Η τοπική μεταβλητή “o” 
αλλάζει τιμή μόνο μία φορά, τη στιγμή που δημιουργείται στο 5ο statement και σε 
όλη την υπόλοιπη μέθοδο δεν αλλάζει ποτέ. Επειδή όμως οι υπόλοιπες μεταβλητές 
επηρεάζονται, με διάφορους τρόπους η κάθε μία, από την τιμή του ο, τα slices όλων 
περιλαμβάνουν το 5ο statement στο οποίο δημιουργείται η o.  
o  actPer  i  per  t  it 
o  0  1  1  1  1  1 
actPer  1  0  8  5  8  8 
i  1  8  0  5  14  9 
per  1  5  5  0  5  5 
t  1  8  14  5  0  9 
it  1  8  9  5  9  0 
Πίνακας 8 - Πίνακας γειτονιάς για τις μεταβλητές της μεθόδου periods 
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Τελικά το σύστημα προτείνει να χωριστεί η μέθοδος ως εξής: Ένα τμήμα η 
μεταβλητή o μόνη της και ένα τμήμα όλες οι υπόλοιπες μεταβλητές. Μελετώντας 
προσεκτικότερα τη μέθοδο periods καταλαβαίνουμε πως η πρόταση του συστήματος 
είναι λάθος, καθώς το slice της μεταβλητής o αποτελείται από ένα μόνο statement.  
Ένα δεύτερο σημείο στο οποίο η μεθοδολογία χρειάζεται βελτίωση παρουσιάζεται 
στη συνέχεια. Έστω η ιδεατή μέθοδος m και το Slice Profile της: 
void m(int a){ x y SLint 
 int x = a-1; | | | 
 x++; | | | 
 x = x * x; | | | 
 x -= 5 * a; | | | 
 int y = x;  |  
}   Overlap = 0.9 
Μέθοδος  4 - Ιδεατή μέθοδος m μαζί με το Slice Profile της 
Στην μέθοδο m γίνονται αρχικά κάποιοι υπολογισμοί για τη μεταβλητή x στα 4 
πρώτα statements και στη συνέχεια γίνεται μία ανάθεση της τιμής του x σε μία νέα 
μεταβλητή y. Στην ουσία η μεταβλητή y, αλλάζει μόνο στο 5ο statement αλλά επειδή 
της ανατίθεται η x, αναγκαστικά σύμφωνα με την θεωρία των Slices, το slice της y 
θα πρέπει να περιλαμβάνει και όλα τα statements από το slice της x. Αυτό φαίνεται 
ξεκάθαρα στο Slice Profile. Από αυτό το παράδειγμα προκύπτει η ανάγκη να βρεθεί 
ένας τρόπος ανίχνευσης και αντιμετώπισης τέτοιων καταστάσεων οι οποίες 
ευθύνονται για πλασματική αύξηση της συνεκτικότητας. Φαίνεται πως μέθοδοι 
βασιζόμενες στα Slices δεν μπορούν να το πετύχουν καλά αποτελέσματα σε τέτοιες 
περιπτώσεις. 
3.6  Γενική μεθοδολογία 
Χρησιμοποιώντας τις τεχνικές Spectral Graph Partitioning και συνδυάζοντας τες με 
τις ήδη υπάρχουσες τεχνικές που έχουν υλοποιηθεί από το Jdeodorant μπορεί πλέον 
να σχεδιαστεί ένας γενικός αλγόριθμος αντιμετώπισης προβληματικών μεθόδων. Ο 
αλγόριθμος αυτός θα ανιχνεύει περισσότερες από μία κακές οσμές και θα προτείνει 
την κατάλληλη αναδόμηση για την εξάλειψη της κάθε οσμής. Δεν έχει υλοποιηθεί 
στο Jdeodorant ακόμη λόγω τεχνικών δυσκολιών. 
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3.7   Υλοποίηση – Τεχνικές λεπτομέρειες 
3.7.1 Abstract Syntax Tree (AST) 
Η παντοδυναμία του Eclipse στον τρόπο με τον οποίο χειρίζεται τον κώδικα και στις 
δυνατότητες επέμβασης που προσφέρει, οφείλεται σε μεγάλο βαθμό στη χρήση του 
Abstract Syntax Tree (στο εξής AST). Το AST είναι ένα δέντρο το οποίο παρέχει μία 
αφηρημένη αναπαράσταση όλων των στοιχείων τα οποία συντίθενται σε μία γλώσσα 
προγραμματισμού για να σχηματίσουν εκτελέσιμο κώδικα 
[http://en.wikipedia.org/wiki/Abstract_syntax_tree]. Σε οποιοδήποτε κομμάτι κώδικα, 
τα πάντα μπορούν να αναλυθούν και να αναπαρασταθούν σε AST. Υπάρχουν 
διάφορες υλοποιήσεις ανάλογα με τη γλώσσα προγραμματισμού που αναλύεται. Εδώ 
χρησιμοποιούμε το AST του Eclipse για τη γλώσσα Java. Ας δούμε με ένα 
παράδειγμα πως αναλύεται μια κλάση σε AST. Για το σκοπό αυτό χρησιμοποιήσαμε 
Για κάθε μέθοδο { 
 Υπολογισμός Overlap 
 Spectral Graph Partitioning 
 Αν(Πολλαπλές Ιδιοτιμές ==  0){ 
  Αναζήτηση συνεκτικών συνιστωσών 
  Πρόταση για Extract Method 
 } 
 Αλλιώς_Αν(λ2≠0){ 
  Αν(Segment1 έχει 1 μεταβλητή){ 
     minSegment = Segment1 
  Overlap(Segment1) = ∞ 
  }Αλλιώς_Αν (Segment2 έχει 1 μεταβλητή) { 
  minSegment = Segment2 
  Overlap(Segment2) = ∞ 
  } 
  Αν(Overlap(Segment1) > Overlap(Original) &&  
     Overlap(Segment2) > Overlap(Original)){ 
  Πρόταση για Extract Method του min segment 
  Αν(Μικρό segment έχει 1 μεταβλητή) 
   Extract Method 
  Αλλιώς_Αν(Μικρό segment έχει > 1 μεταβλητές) 
   Replace Method with Method Object 
  } 
 } 
} 
Πίνακας 9 - Γενική μεθοδολογία αντιμετώπισης προβληματικών μεθόδων 
 36
το Plug-in AST View, το οποίο αναπαριστά κώδικα σε μορφή AST 
[http://www.eclipse.org/jdt/ui/astview/index.php].  
import java.util.ArrayList; 
public class AstTest { 
  public void method(int A[]){ 
 int sum = 0; 
 ArrayList<String> list = new ArrayList<String>(); 
 for(int i=0; i<A.length; i++){ 
  sum += A[i]; 
  list.add("Value of object number "+i+" is "+A[i]); 
 } 
  }  
} 
Μέθοδος  5 - method 
Αρχικά θα πρέπει να τονίσουμε τη διαφορά μεταξύ κλάσης και αρχείου. Ένα 
αρχείο .java, το οποίο στο AST ονομάζεται Compilation Unit, μπορεί να έχει 
δηλωμένες μέσα του περισσότερες από μία κλάσεις. Οι κλάση επειδή ορίζει έναν 
τύπο ονομάζεται Type. Βλέπουμε αρχικά το πακέτο στο οποίο ανήκει το 
Compilation Unit (1) (στο παράδειγμα δεν ανήκει σε κάποιο πακέτο), τα imports που 
έχει (2), και τα Types (3). Κάθε Type ορίζεται με ένα Type Declaration (3.1). Τέλος 
βλέπουμε το όνομα του αρχείου που περιέχει την κλάση (4). 
 
Σχήμα 8 - Αναπαράσταση σε AST της ιδεατής μεθόδου method 
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Ο κόμβος 3.1 παρουσιάζει το μεγαλύτερο ενδιαφέρον καθώς κρύβει αρκετή 
πληροφορία, περιέχει ουσιαστικά όλα τα στοιχεία και τις πληροφορίες της κλάσης 
AstTest.  Αρχικά βλέπουμε στον κόμβο 3.1.β πως καταγράφονται οι περιοριστές 
ορατότητας της κλάσης. Στη συγκεκριμένη κλάση υπάρχει μόνο ένας και φαίνεται 
στον κόμβο 3.1.β.1 ότι είναι τύπου “public”. Ο κόμβος 3.1.γ περιέχει το όνομα της 
κλάσης, το οποίο βλέπουμε στο πεδίο “identifier”. Ο κόμβος 3.1.δ αν επεκταθεί θα 
δούμε ότι περιέχει ολόκληρο το σώμα της κλάσης.  
Ο επεκταμένος κόμβος BODY_DECLARATIONS φαίνεται στην επόμενη σελίδα, 
στο σχήμα 9. Τα body declarations μιας κλάσης είναι σχεδόν πάντα ιδιότητες (Field 
Declarations) και μέθοδοι (Method Declarations). Δουλεύοντας και διαβάζοντας 
τους κόμβους με τον ίδιο τρόπο, δηλαδή σαν να κάνουμε διάσχιση του δέντρου 
πρώτα κατά πλάτος μπορεί κάποιος αρχάριος να μπει πολύ εύκολα στο νόημα του 
AST και να εξοικειωθεί με την ονοματολογία του.  
Θα πρέπει τέλος να τονιστεί μία σημαντικότατη παρατήρηση. Είδαμε πως το AST 
για μία κλάση 10 γραμμών έγινε τόσο μεγάλο, ώστε με δυσκολία χώρεσε το μισό σε 
μία σελίδα. Τα δέντρα AST για μεγάλα project με χιλιάδες γραμμές κώδικα 
ξεπερνούν σε αριθμό κόμβων το 1.000.000! Αν φανταστούμε επίσης ότι για την 
επεξεργασία των projects και τον υπολογισμό των κατάλληλων δομών δεδομένων 
για τις αναδομήσεις χρειάζονται πολλές αναγνώσεις του AST καταλαβαίνουμε πως 
απαιτείται αρκετή μνήμη. Δεν είναι σπάνιες οι περιπτώσεις που το Eclipse διακόπτει 
την εκτέλεση του λόγω ανεπάρκειας μνήμης. Θα πρέπει λοιπόν να ληφθεί μέριμνα 
ώστε στο AST να κρατούνται πάντα τα απολύτως απαραίτητα δεδομένα. Αυτό θα 
επιτρέψει την ανάλυση μεγαλύτερων projects ευκολότερα και θα αποτρέψει το 
πρόγραμμα από δυσάρεστες καταρεύσεις. 
Περισσότερες πληροφορίες μπορούν να βρεθούν με Googling στις φράσεις “Eclipse 
AST” και “org.eclipse.jdt.core.dom”. 
Ας επανέλθουμε τώρα στον τρόπο χρήσης του Eclipse από το Jdeodorant. Το 
Jdeodorant αφού διαβάσει κάποιο project προς ανάλυση το σαρώνει ολόκληρο 
αναδρομικά και αποθηκεύει κάθε στοιχείο του με διπλό τρόπο. Δεν αποθηκεύει μόνο 
το AST του project, αλλά δημιουργεί νέα αντικείμενα, δηλωμένα από εμάς, τα οποία 
κρίθηκε αναγκαίο να χρησιμοποιηθούν για διάφορους λόγους.  
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Σχήμα 9 - AST του σώματος της κλάσης AstTest και της μεθόδου method 
int sum = 0; 
ArrayList<String> = new ….
sum += A[i]; 
list.add(“…..”); 
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Για παράδειγμα οι κλάσεις και οι πληροφορίες τους, δεν αποθηκεύονται κάπου σαν 
Type Declarations αλλά δημιουργήθηκε μία κλάση με όνομα Class Object στην 
οποία αποθηκεύονται πρόσθετες πληροφορίες. Εκτός από την Class Object 
δημιουργήθηκαν τέτοιες κλάσεις και για πολλά άλλα σημαντικά στοιχεία. Είναι οι 
Method Object, Constructor Object, Parameter Object και System Object. Όλες 
αυτές οι κλάσεις περιέχουν μέσα τους σαν ιδιότητες, εκτός από πρόσθετες χρήσιμες 
πληροφορίες, και τους πρωτογενείς  τύπους του AST. Έτσι η Class Object έχει μέσα 
της για την ένα Type Declaration, η Method Object έχει σαν ιδιότητα ένα Method 
Declaration κ.ο.κ. 
Έτσι η αποθήκευση ενός συστήματος στην «δική μας» πλέον δομή γίνεται 
φτιάχνοντας πρώτα ένα System Object στο οποίο μπαίνουν πολλά Class Objects τα 
οποία με της σειρά τους περιέχουν λίστες με Method Objects, Constructor Objects 
και Field Objects. Ακολουθεί ένα παράδειγμα του κώδικα που πρέπει να γραφτεί για 
να αποθηκευθούν σε μία λίστα ΟΛΕΣ οι κλήσεις μεθόδων σε ένα project. Ο κώδικας 
αυτός υποθέτει ο χρήστης έχει επιλέξει από τον Package Explorer του Eclipse 
κάποιο Project. 
astReader = new ASTReader(selectedProject);
SystemObject systemObject = astReader.getSystemObject(); 
ListIterator<ClassObject> classIterator = 
                         systemObject.getClassListIterator(); 
ArrayList<MethodInvocationObject> methodInvocations =  
                         new ArrayList<MethodInvocationObject>(); 
while(classIterator.hasNext()) {
 ClassObject classObject = classIterator.next(); 
ListIterator<MethodObject> methodIterator =
                               classObject.getMethodIterator(); 
 while(methodIterator.hasNext()) {  
  MethodObject methodObject = methodIterator.next(); 
  if(methodObject.getMethodBody() != null) { 
    methodInvocations.addAll( 
                                 methodObject.getMethodBody(). 
                                       getMethodInvocations()); 
  } 
      } 
} 
Σχήμα 10 - Τμήμα κώδικα το οποίο βρίσκει όλες τις κλήσεις μεθόδων μέσα σε ένα project 
Η κλάση ASTReader είναι αυτή που κάνει το parsing που σαρώνει δηλαδή τον 
κώδικα και δημιουργεί τα System Object, Class Object κλπ. Βλέπουμε πως από το 
System Object παίρνουμε τον iterator που θα μας δώσει όλες τις κλάσεις του 
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συστήματος. Σαρώνοντας τα Class Objects παίρνουμε από το κάθε ένα τον iterator 
που θα μας δώσει τα Method Objects. Τέλος η getMethodInvocations επιστρέφει 
όλες τις κλήσεις μεθόδων που γίνονται στο σώμα της τρέχουσας μεθόδου του 
iterator. 
3.7.2  AST Rewrite 
Ένα από τα σημαντικότερα πλεονεκτήματα του Eclipse και του τρόπου που 
διαχειρίζεται το AST είναι ότι επιτρέπει να γίνονται «ιδεατά» (virtually) οι αλλαγές 
στον κώδικα, δημιουργώντας κλάσεις και διαγράφοντας μεθόδους χωρίς να αλλάζει 
ο κανονικός κώδικας ούτε στο ελάχιστο. Απλά οι αλλαγές καταγράφονται σε έναν 
κατάλογο με όνομα AST Rewrite και γίνονται σε επίπεδο AST μόνο. Χρειάζεται μία 
μόνο εντολή στο τέλος των αλλαγών για να εφαρμοστούν όλες μαζί.  
 
Σχήμα 11 - Σχηματική αναπαράσταση ανάγνωσης και γραφής κώδικα με χρήση AST 
3.7.3 Ανάλυση Κώδικα 
Αφού σαρωθεί ο κώδικας και αποθηκευτεί στις δομές δεδομένων και τους τύπους 
που προαναφέρθηκαν, σειρά έχει η ανάλυσή του για την δημιουργία των εκάστοτε 
κακών οσμών. Το σύστημα έχει σχεδιαστεί με το ακόλουθο σκεπτικό.  
Αφού η όλη φιλοσοφία στρέφεται γύρω από την εξάλειψη των κακών οσμών (bad 
smells), για κάθε μία κακή οσμή υπάρχει και μία κλάση που περιέχει όλες τις 
σχετικές πληροφορίες. Για παράδειγμα για να μοντελοποιηθεί η κακή οσμή Complex 
Method δημιουργήθηκε η κλάση “ComplexMethodBadSmell” η οποία περιέχει ως 
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ιδιότητες το Method Declaration της πολύπλοκης μεθόδου, την κλάση στην οποία 
περιέχεται η μέθοδος αυτή, τις ιδιότητες τις κλάσεις, το Slice Profile που 
δημιουργήθηκε για τη μέθοδο, την τιμή της μετρικής Overlap γι αυτή τη μέθοδο κλπ. 
Σε γενικές γραμμές περιέχεται ότι χρειάζεται για να γίνει σωστά η αναδόμηση. 
Οι αλλαγές στον κώδικα και η εφαρμογή τους γίνεται στην κλάση που έχει πάντα το 
όνομα της αναδόμησης. Δηλαδή για την περίπτωσή μας στην κλάση Replace Method 
With Method Object Refactoring (τα ονόματα γράφονται με κενά για ευκολία την 
ανάγνωση). Όπως αναφέρθηκε και πιο πάνω, οι αλλαγές γίνονται πρώτα σε επίπεδο 
AST και μετά περνάνε στον κώδικα και αλλάζουν τα αρχεία .java. Ας δούμε ένα 
μικρό παράδειγμα στο οποίο δημιουργείται το νέο αρχείο και μέσα σε αυτό μπαίνει η 
νέα κλάση η οποία παίρνει το όνομα της πολύπλοκης μεθόδου. Ο κώδικας φαίνεται 
στο σχήμα του παραρτήματος. Τα αντικείμενα με μπλε γραμματοσειρά είναι 
ιδιότητες της κλάσης. Στις γραμμές 1-6 κατασκευάζεται το αρχείο .java και στη 
συνέχεια στη γραμμή 7 με παράμετρο το νέο αρχείο η μέθοδος 
createCompilationUnitFrom μας επιστρέφει ένα νέο ICompilationUnit. Στη γραμμή 
8 ορίζεται να ανοίξει το unit αυτό στον editor του Eclipse. Στις γραμμές 9-12 
κατασκευάζεται ένας ASTParser για το νέο αρχείο (ο ASTParser είναι κλάση του 
Eclipse, όχι δική μας), μέσω του οποίου θα κατασκευαστεί το AST για το 
Compilation Unit στη γραμμή 14. Στη γραμμή 15 κατασκευάζεται ο ASTRewrite το 
σημαντικότερο αντικείμενο με τη χρήση του οποίου γίνονται όλες οι αλλαγές σε μία 
κλάση. Στη γραμμή 17 γίνεται χρήση της μεθόδου set του Rewriter (η set 
χρησιμοποιείται κατά κόρον) και ορίζεται το πακέτο στο οποίο θα ανήκει η νέα 
κλάση να είναι ίδιο με το πακέτο που βρισκόταν η κλάση με την κακή οσμή. 
Η μέθοδος set δέχεται τέσσερα ορίσματα: 1ο Το αντικείμενο στο οποίο θα 
επενεργήσει και θα το αλλάξει . 2ο Την συγκεκριμένη ιδιότητα που θα αλλαχθεί. 3ο 
Την τιμή που θα πάρει η νέα ιδιότητα. 4ο Το Edit group, αν υπάρχει στο οποίο θα 
καταγραφούν οι αλλαγές που θα γίνουν στον κώδικα. Συνήθως βάζουμε την τιμή 
null. 
Στη συνέχεια με τη χρήση του AST δημιουργείται στη γραμμή 18 το νέο Type 
Declaration. Θα πρέπει να τονιστεί ότι όλες οι κλάσεις που μοντελοποιούν τον 
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κώδικα δεν έχουν κατασκευαστή, τις παίρνουμε μέσω κλήσεων μεθόδων του AST, 
(newTypeDeclaration, newMethodDeclaration, newReturnStatement κλπ). 
Τελευταία παρατήρηση που θα πρέπει να γίνει προέρχεται από τη γραμμή 21 και τη 
γραμμή 22, όπου γίνεται η καταγραφή των περιοριστών ορατότητας της κλάσης. 
Στην περίπτωση λοιπόν, που θα πρέπει να προστεθούν στοιχεία που πιθανώς να είναι 
περισσότερα του ενός χρησιμοποιείται ο List Rewriter. Παράδειγμα χρήσης εκτός 
από την προσθήκη περιοριστικών ορατότητας (public, private κλπ) είναι οι 
παράμετροι μίας μεθόδου. Για την κατασκευή παραμέτρων χρησιμοποιείται πάλι 
List Rewriter.  
Τέλος, το σύνολο των αλλαγών αποτυπώνεται στον κώδικα στη γραμμή 25. Να 
υπενθυμίσουμε πως οι αλλαγές με χρήση Rewriter είναι μόνο σε επίπεδο AST, άρα 
χρειάζεται να εκτελεστεί μία εντολή για να εφαρμοστούν στον πραγματικό κώδικα 
και το αρχείο .java. Η εντολή αυτή φαίνεται στη γραμμή 25, είναι η μέθοδος 
rewriteAST. Για λόγους ασφαλείας θα πρέπει να βρίσκεται σε βρόχο try...catch ο 
οποίος παραλήφθηκε χάριν απλότητας.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 43
4. ΕΝΔΕΙΚΤΙΚΑ ΑΠΟΤΕΛΕΣΜΑΤΑ 
Το εργαλείο μετά από ενδελεχές testing διορθώθηκε σε επίπεδο μικρολαθών και 
πλέον ανταποκρίνεται άριστα και εφαρμόζει την αναδόμηση “Replace Method with 
Method Object” χωρίς προβλήματα και χωρίς να δημιουργεί compile errors. Ας 
δούμε ένα ενδεικτικό παράδειγμα λειτουργίας του εργαλείου. 
Αρχικά τρέχουμε τον εντοπισμό κακών οσμών για το evaluation project Self Planner, 
και παίρνουμε τα αποτελέσματα όπως φαίνονται στον πίνακα 10 του παραρτήματος. 
Εφαρμόζουμε την αναδόμηση στη μέθοδο sortTasks της κλάσης TaskManager και 
το αποτέλεσμα το βλέπουμε στην εικόνα 8: 
 
Εικόνα 8 - Η κλάση SortTasks η οποία προήλθε από τη μέθοδο sortTasks. Όλες οι τοπικές 
μεταβλητές της μεθόδου έχουν μετατραπεί σε ιδιότητες (fields) της νέας κλάσης. 
Το σώμα της μεθόδου στην κλάση Task Manager έχει αλλάξει πλέον και αποτελείται 
από ένα και μόνο statement το οποίο δημιουργεί ένα ανώνυμο αντικείμενο της νέας 
κλάσης και καλεί τη νέα μέθοδο compute: 
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Εικόνα 9 - Η αλλαγή στο σώμα της πάλαι ποτέ πολύπλοκης μεθόδου είναι εμφανής. 
Παρατηρείστε πως διατηρείται η εξωτερική συμπεριφορά της κλάσης. Οι πελάτες που 
καλούσαν τη μέθοδο sortTasks δεν χρειάζεται να αλλάξουν, καθώς η μέθοδος δεν έχει 
διαγραφεί ούτε έχει αλλάξει υπογραφή. Μία μεγάλη ανακούφιση για τον σχεδιαστή. 
Τώρα πλέον μπορεί να εφαρμοστεί το ενσωματωμένο στο Eclipse Refactoring 
“Extract Method”. Ας το εφαρμόσουμε εξάγοντας τα 6 πρώτα statements της 
μεθόδου compute σε μία ξεχωριστή μέθοδο μέσα στην ίδια κλάση.  
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Το αποτέλεσμα φαίνεται στην εικόνα 10:  
 Εικόνα 10 - Η εξαχθείσα μέθοδος extractedComputation η οποία αποτελούσε τα 6 πρώτα 
statements της compute. Παρατηρείστε πως το Eclipse ανιχνεύει στο υπόλοιπο σώμα της 
compute, την χρήση της μεταβλητής ‘num’ και έτσι την ορίζει ως επιστρεφόμενη τιμή για την 
extractedComputation.  
Βλέπουμε πως η αναδόμηση Replace Method with Method Object, πέτυχε τον σκοπό 
της. Κατήργησε τις εξαρτήσεις δεδομένων (Data Dependencies) μεταξύ των 
μεταβλητών και επέτρεψε τη χρήση του Extract Method για ένα συνεχόμενο τμήμα 
κώδικα έτσι ώστε να μειωθεί το μέγεθος της compute. Πλέον ο κώδικας μπορεί να 
γίνει πιο ευανάγνωστος και ευκολότερα συντηρήσιμος. Σημαντική παρατήρηση είναι 
το γεγονός ότι παραμένουν οι εξαρτήσεις ελέγχου (Control Dependencies) που 
προκύπτουν από βρόχους for, έτσι αν χρειαστεί να εξαχθεί κάποιο slice που περιέχει 
τον υπολογισμό μιας μεταβλητής και το slice περιέχει statements που βρίσκονται στο 
σώμα κάποιου βρόχου, θα καταφύγουμε σε επανάληψη του βρόχου στην εξαχθείσα 
μέθοδο. 
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ΠΑΡΑΡΤΗΜΑ 
 
1 
2 
3 
4 
5 
6 
 
7 
8 
9 
10 
11 
12 
 
13 
14 
15 
 
16 
17 
 
 
18 
19 
20 
21 
 
22 
23 
 
24 
25 
IContainer contextContainer = (IContainer)sourceFile.getParent(); 
PackageDeclaration contextPackageDeclaration = sourceCompilationUnit.getPackage(); 
IFile newClassFile = null; 
if(contextContainer instanceof IProject) { 
 IProject contextProject = (IProject)contextContainer; 
      newClassFile = contextProject.getFile(candidate.getNewClassName() + ".java"); 
} 
ICompilationUnit newClassICompilationUnit = JavaCore.createCompilationUnitFrom(newClassFile); 
javaElementsToOpenInEditor.add(newClassICompilationUnit); 
ASTParser newClassParser = ASTParser.newParser(AST.JLS3); 
newClassParser.setKind(ASTParser.K_COMPILATION_UNIT); 
Document newDocument = new Document(); 
newClassParser.setSource(newDocument.get().toCharArray()); 
//COMPILATION UNIT: 
newClassCompilationUnit = (CompilationUnit)newClassParser.createAST(null); 
newClassAST = newClassCompilationUnit.getAST(); 
newClassRewriter = ASTRewrite.create(newClassAST); 
 
if(sourceCompilationUnit.getPackage() != null){ 
   newClassRewriter.set(newClassCompilationUnit, CompilationUnit.PACKAGE_PROPERTY, sourceCompilationUnit.getPackage(),null); 
} 
//TYPE DECLARATION: 
newClassTypeDeclaration = newClassAST.newTypeDeclaration(); 
SimpleName newClassName = newClassAST.newSimpleName(candidate.getNewClassName()); 
newClassRewriter.set(newClassTypeDeclaration, TypeDeclaration.NAME_PROPERTY, newClassName, null); 
ListRewrite newClassModifiersRewrite =  
                               newClassRewriter.getListRewrite(newClassTypeDeclaration,TypeDeclaration.MODIFIERS2_PROPERTY); 
newClassModifiersRewrite.insertLast(newClassAST.newModifier(Modifier.ModifierKeyword.PUBLIC_KEYWORD),null); 
ListRewrite newCompilationUnitTypesRewrite =  
                                    newClassRewriter.getListRewrite(newClassCompilationUnit,CompilationUnit.TYPES_PROPERTY); 
newCompilationUnitTypesRewrite.insertLast(newClassTypeDeclaration, null); 
newClassRewriter.rewriteAST(newDocument, null); 
Σχήμα 12 -  Τμήμα κώδικα το οποίο δημιουργεί ένα νέο αρχείο .java και μέσα σε αυτό δημιουργεί μία νέα κλάση 
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Method to be converted to Object  Overlap  Coverage  1st Segment 
Overlap  1st Segment Variables 
2nd Segment 
Overlap  2nd Segment Variables 
BinaryManager::constraintThatConcernsTasks  0.625  0.357  1.0  c  1.0  it 
BinaryManager::preferenceThatConcernsTasks  0.625  0.357  1.0  p  1.0  it 
BinaryManager::constraintsThatConcernsTask  0.321  0.516  1.0  it  0.608  c, concList, o, cs, 
BinaryManager::preferencesThatConcernsTask  0.3217  0.516  1.0  it  0.608  p, prefList, o, ps, 
BinaryManager::constraints  0.625  0.5  1.0  cs  1.0  o 
BinaryManager::preferences  0.625  0.5  1.0  ps  1.0  o 
Domain::fireDomainChangeEvent  0.625  0.357  1.0  listener  1.0  it 
Domain::getHalfHourIntervalsSize  0.0  0.619  0.0  hfi, ph, start, prev,  1.0  checkCal 
Domain::getIntervalTimes  0.3468  0.824  1.0  start  1.0  dates, ph, checkCal, prev, i, 
Domain::getIntervalsIndeces  0.4011  0.616  0.512  interval, ph, start, checkCal, 
prev, i,  1.0  startD 
Domain::actionsAt  0.0  0.612  0.0 
d, tmp, startD, endD, 
checkCal, addfield, subIndex, 
s, maxIndex, dates, 
0.0  acts, dailyActs, ph, start, 
prev, addvalue, index, m, 
Domain::checkConsistency  0.7857  0.687  1.0  d  1.0  s 
Domain::exchangeActions  0.0  0.118  1.0  d2  1.0  d1 
Domain::incrementIndecesFrom  0.2  0.454  1.0  d  1.0  da 
Domain::decrementIndecesFrom  0.2  0.454  1.0  d  1.0  da 
Domain::reloadTemplates  1.0  0.916  1.0  newAppTemp  1.0  appTemp, t, 
Domain::equals  0.0  0.148  0.0  dTempDates, dates1, dates2,  0.0  da1, da2, dActs, 
Domain::clone  0.3666  0.457  1.0  dates  0.666  clone, d, t, m, 
DomainManager::getDomain  0.625  0.357  1.0  d  1.0  it 
DomainManager::domains  0.625  0.5  1.0  d  1.0  o 
LocationClass::locations  0.625  0.5  1.0  locs  1.0  o 
LocationClassManager::getLocationClass  0.625  0.277  1.0  l  1.0  it 
LocationClassManager::locationClasses  0.625  0.5  1.0  l  1.0  o 
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LocationManager::getLocations  0.625  0.5  1.0  locs  1.0  o 
LocationManager::getLocationPairs  0.625  0.5  1.0  locs  1.0  o 
LocationManager::containsDistance  0.625  0.357  1.0  lp  1.0  it 
LocationManager::getLocation  0.625  0.357  1.0  l  1.0  it 
LocationManager::getLocation  0.625  0.388  1.0  l  1.0  it 
LocationManager::addDistance  0.5833  0.227  1.0  p  1.0  it 
LocationManager::getDistance  0.625  0.35  1.0  lp  1.0  it 
LocationManager::changeDistance  0.583  0.516  1.0  lp  1.0  it 
LocationManager::getDistancePairs  0.3217  0.5  1.0  it  0.608  dp, lp, o, dpa, 
LocationManager::getMaxId  0.46428  0.5  0.7857  max, l,  1.0  it 
MyPlannerData::locationsOfAClass  0.625  0.361  1.0  locs  1.0  names 
MyPlannerData::locations  0.0  0.441  1.0  loc  0.486  locc, allLocs, i, 
MyPlannerData::expandConstraints  0.16427  0.423  1.0  t2  0.244 
expandedList, 
periodicPartsOfT1, 
periodicPartsOfT2, o, 
expandedC, com, t, t1, 
Task::getDomainIntervals  0.0  0.333  1.0  dur  0.2239  intervals, lookForEnd, i, 
beg, fin, domainActs, 
Task::setDomain  0.6  0.404  1.0  allPer  0.8  release, deadline, 
Task::periods  0.2631  0.277  1.0  o  0.578  activePeriods, i, period, t, it, 
Task::allPeriods  0.625  0.357  1.0  t  1.0  o 
TaskManager::getTask  0.625  0.357  1.0  t  1.0  it 
TaskManager::getTask  0.625  0.5  1.0  t  1.0  it 
TaskManager::tasks  0.625  0.3  1.0  t  1.0  o 
TaskManager::subTasks  0.3652  0.5  0.307  subL, subTasks, s,  1.0  t 
TaskManager::expandedTasks  0.3298  0.453  1.0  tasks  0.851  expandedTasks, expanded,o 
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TaskManager::expandTask  0.0  0.545  0.10 
periods, expandedList, 
release, deadline, start, o, 
expandedTasks, period, 
periodValue, s, t, freeID, 
1.0  so 
TaskManager::getPeriodicPartsOf  0.0  0.945  1.0  periods  0.7  instances, k, 
TaskManager::sortTasks  0.952  0.357  1.0  min  0.928  sorted, ord, 
Template::calcHHInd  1.0  0.5  1.0  prev  1.0  cal2, checkCal, subInd, ph, 
TemplateManager::getTemplate  0.625  0.6  1.0  t  1.0  it 
TemplateManager::templates  0.625  0.5  1.0  t  1.0  o 
TemplateManager::resetTemplates  0.6  0.357  1.0  t  1.0  it 
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