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Inherent limits on optimization and discovery in physical systems†
Vladan Mlinar∗a
Topological mapping of a large physical system on a graph,
and its decomposition using universal measures is pro-
posed. We find inherent limits to the potential for opti-
mization of a given system and its approximate represen-
tations by motifs, and the ability to reconstruct the full
system given approximate representations. The approx-
imate representation of the system most suited for opti-
mization may be different from that which most accurately
describes the full system.
The analysis of molecular topology in chemistry, where atoms
and their connections are represented by a graph, has proven to
be a useful means of obtaining the refractive indices, quantum
mechanical properties, and biological activity.1–4 We elevate
this logic to large physical systems. A large physical system
can be represented by a set of distinguishable units which are
connected if there is a specific physical interaction between
them. In a mathematical framework, each and every unit is re-
placed by a vertex, and every relationship is replaced by edges
connecting corresponding vertices. This creates a graph rep-
resentation of the system [Fig. 1], which has a certain infor-
mation content and certain complexity.5
The information content of the graph reflects the interac-
tions and grouping between units of the physical system. By
adding a new edge (vertex) to the graph, a new interaction (pa-
rameter) to the underlying physical system is added, i.e., mak-
ing it more complex. Conversely, removing edges and ver-
tices simplifies the system. This means that there is a change
in the information content and complexity of the graph, that
echoes a change in the physical system. This approach can be
used in the analysis of large physical systems, such as large
molecules,6 nanomaterial heterostructures,7 or complex ma-
terial microstructures,8,9 where ab inito calculations are pro-
hibitively expensive and/or some underlying physical princi-
ples may not be well understood.7,10–12
Starting from graph representations, we use a non-system
explicit approach to find inherent limits to optimization and
discovery in physical systems. Two challenges naturally arise.
If the full system is known, there is a need to group smaller
parts of the system into lumped conceptual units (“motifs”).
It becomes necessary to know how best to choose motifs and
how much information is lost in this representation. If only an
† Electronic Supplementary Information (ESI) available.
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Fig. 1 (a) A physical system is represented via a graph where
vertices represent distinguishable units. Every interaction between
units is depicted by the link connecting units. The representation of
the system via graph can be simplified using motifs, denoted as Mi,
where i = 1, 2, ...,7. (b) Approximate representations by motifs are
known, but the full system remains hidden or unknown to us.
Complexity measures and information content are used to determine
limits of what can be deduced about the full system.
approximate representation via motifs and their relationships
is known,7,11,13 it is vital to know how much information can
be obtained about the full system.
When moving from the full representation of the system to
a partial/approximate one [Fig. 1(a)], we are partitioning the
full graph by grouping vertices into sets, i.e., “motifs,” guided
by the underlying physical processes. Approximate represen-
tations of the system use only motifs and interactions between
them. An illustrative example can be found in materials sci-
ence, where, in the full atomistic representation, a material is
represented by its constituent atoms and their positions.13–15
By introducing structural motifs, we replace atoms and their
bonds by a descriptive quantity, e.g., chemical composition,
the type and ratio of atoms in the material.13 Whereas knowl-
edge of atoms and their positions guarantees knowledge of
chemical composition, knowledge of chemical composition,
in principle, is not sufficient to uniquely determine the un-
derlying atomistic structure. For a given chemical composi-
tion, there are many possible assignments of atoms to each of
N lattice sites, so-called “random realizations,” with identi-
cal composition but distinct physical properties, e.g., optical
bandgap.7
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We can calculate the information content of the full sys-
tem and determine how much information is lost when
the full system is represented by motifs using Shannon’s
information theory.16 We define it as:3,5,17 Ive(G) =
−
∑Nm
i
∑Nm
j pij log2(pij), by assigning probabilities to each
motif, where pij is a discrete joint probability distribution that
depends on vertices and edges within the motif (Supplemen-
tary Information), and Nm is the number of motifs.
Fig. 2 (a) Information content of the graph normalized to the
information content of the full system, Ive(Gfull), as it varies with
approximate graphs with different numbers of motifs. For
2 < Nm < 9, there is a vast number of approximate representations
of the system, depending on how the motifs are chosen. A random
sample of them are shown by blue squares. Graphs with more
vertices and edges aggregated into motifs have less information,
e.g., graphs 1 and 2 to right. (b) Characterization of the approximate
representations (G1-G6) by the complexity measures, Ivd, B-index,
and K, the clustering coefficient, C, and the graph distance, D.
Fig. 2(a) shows how Ive varies with Nm for our test case, a
system of ten units. Two limiting cases can be identified: (i)
each motif contains one vertex, corresponding to the full in-
formation content (i.e., no simplification); and (ii) all vertices
belong to one motif, corresponding to no information content
in the system. For other Nm, there are a vast number of ap-
proximate representations of the system, depending on how
the motifs are grouped. A random sample for 2 < Nm < 9
are shown in Fig. 2(a).
Fig. 3 (a) Minimum and maximum complexity (red) of the system
based on an approximate graph with seven motifs [Fig. 2(a)].
Theoretical mathematical limits are shown in black. (b) Systems
with the same numbers of motifs can have different numbers of
vertices aggregated in each motif, but the same information content
relative to the full system.
The choice of motifs determines how much information is
lost relative to the full system. As more vertices and edges
are aggregated into a motif, less information is contained in
the approximate graph. The choice of motifs is the principal
control on information content, surpassing even the number
of motifs. This is illustrated in Fig. 2(a); for example, many
graphs with approximately the same information content can
exist for 3 < Nm < 7. Also, Fig. 2(a) shows the graphs
with the highest [denoted by graph 1 in Fig. 2(a)] and lowest
[denoted by graph 2 in Fig. 2(a)] information content for a
fixed value Nm = 6.
Fig. 2(b) shows different approximate representations of
our test system for Nm = 6. All of these representations have
different information content relative to the full system. How-
ever, in order to understand the system as given by an approxi-
mate representation, we need to probe the allowed interactions
between motifs. In our graph-theoretic approach, this means
we need to probe topological features of the graph, and quan-
tify, e.g., connectedness, vertex-vertex separations, etc. This
is done by using complexity measures (discussed in detail in
the Supplementary Information).1–5,18
We apply three complexity measures on our six graphs in
Fig. 2(b): (i) the information content of the vertex degree
distribution, Ivd =
∑Nm
i=1 ailog2ai, where ai is the vertex
degree of a vertex i; (ii) complexity index B, defined as
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Fig. 4 (a) Adding an increment of information, ∆Ivs to the
approximate representation for our test system, with Nm = 3: two
structures with Nm + 1 motifs are possible. (b) External constraints
should be used to improve our knowledge of the full system
[distinguish between (i) and (ii) in Fig. 4(a)].
B =
∑Nm
i=1 ai/di, where ai and di are the vertex degree and
the distance degree of a vertex i, respectively. The vertex
distance, di, is defined by: di =
∑Nm
j=1 dij , where dij , the
geodesic distance between vertices i and j, is defined as the
shortest path between them. These distances are calculated us-
ing breadth-first search,18,19 and (iii) the total subgraph count,
K , which includes subgraphs of all sizes, including the graph
itself, and is calculated using a recursive algorithm. Each
shows that graph G4 exhibits the highest complexity and graph
G2, the lowest. We can also analyze how, motifs within given
representations, cluster by using the clustering coefficient, C
(see Supplementary Information).18,20 Fig. 2(b) shows that,
whereas G3 has higher complexity than G5 and G6, G5 and
G6 have higher clustering coefficients. Next, the graph dis-
tance, D (Supplementary Information), shows that the graph
with the highest complexity has the shortest graph distance
and vice versa.
The role of the complexity measures can be best
demonstrated on a practical example of optimization of
a second-harmonic-generation device working in reso-
nance conditions.21 The device is a conventional multilayer
semiconductor-based structure represented via motifs (mate-
rials in each of the layers and barrier, number of layers, size
of each individual layer, and chemical composition within the
layer). From our perspective, this (approximate) system can
be readily represented by a graph. Each motif is represented as
a vertex, and depending on the interaction between the motifs,
that vertex can or cannot be connected with other vertices. For
example, whereas there is a connection between the size, and
the material and its composition in that layer, there is no con-
nection, in this representation, between the size of a layer and
the material in the barrier. Knowing the allowed connections
between vertices, we can calculate the complexity measures
and determine their minimum and maximum values for this
approximate representation. If we want to understand, for ex-
ample, how interfaces between layers influence the behavior
of the system, we need to generate a new approximate system
whose complexity is higher than the maximum complexity of
the previous system. This shows that the initial approximate
system is not sufficient to describe a given effect. This type
of analysis could enable us to find optimal representations of
physical systems via motifs and form the basis for the auto-
matic design of motifs for targeted applications.
Next issue is how much of the full system can be recon-
structed if only partial views (approximate representations) of
the system are known [Fig. 1(b)]. This would mean probing
all the available relations between motifs and disaggregating
the motifs. Even in our test case [Fig. 2(a)], it is difficult to
imagine how to reconstruct the full system containing ten ver-
tices from one of the approximate representations in Fig. 2(b).
However, this is not an uncommon situation in physics. One
example is the dissipation of energy in solid materials under-
going cyclical deformation.22 The dependencies of dissipation
on easily measured physical motifs such as grain size may be
controlled by a number of underlying physical properties such
as volume and grain boundary diffusivity and grain boundary
thickness, etc. However, the underlying physical processes
controlling dissipation, and the length scales over which they
operate, are not always well understood.22 If we are able to
find inherent limits to optimization and discovery in physical
systems, we can then explore options for development of au-
tomatized procedures in discovery of new systems.
For a given approximate representation and existing phys-
ical constraints on motifs, we can determine the limiting
cases of minimally interacting and fully interacting motifs.
Within our graph-theoretic approach, this means investigat-
ing allowed connections between vertices and calculating the
minimum and maximum complexity of the approximate rep-
resentation. This is illustrated in Fig. 3(a) for our test case us-
ing an approximate graph with Nm = 7. Physical constraints
(specific characteristics of the system) determine which con-
nections are allowed. Without the constraints, the minimum
and maximum complexity have no physical meaning and are
purely mathematical limits: The maximum corresponds to the
complexity of the complete graph with seven nodes, and the
minimum corresponds to a graph where no node is discon-
nected. The minimum and maximum complexity values aris-
ing from a system with physical constraints necessarily lie in
between the mathematical limits. This picture gives inherent
limits for optimization of the given approximate representa-
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tion. However, it does not give any new insights into the full
system. Fig. 2(b) illustrates this for our test case: the ap-
proximate representation of the system most suited for opti-
mization (graph G4) may be different from that which has the
highest information content, or equivalently, most accurately
describes the full system (graph G1).
To reconstruct/discover an unknown full system starting
from a given approximate representation, we need to disag-
gregate the motifs to determine what vertices and edges might
be inside. This could be very difficult because, for a repre-
sentation with the same number of motifs and even the fixed
information content, the number of vertices contained in each
motif may vary. Fig. 3(b) illustrates this for our test system
[Fig. 2(a)]; both approximate representations have the same
number of motifs and the same information content relative to
the full system.
The introduction of additional information can disaggregate
motifs. For example, Fig. 4(a) shows that in an approximate
system with Nm = 3, adding an increment of information,
∆Ivs, gives an approximate system with Nm + 1 motifs, im-
proving our knowledge of the system. However, Fig. 4(a)
also shows that the same starting point and ∆Ivs, gives two
different possible systems (scenarios (i) and (ii)). Of course,
databases and external constraints imposed for a specific prob-
lem can improve our knowledge of the full system [Fig. 4(b)],
e.g., to distinguish between (i) and (ii) in Fig. 4(a). In this
sense, this type of logic is useful in cases when we can guide
the solution using external constraints or previous knowledge,
for example, to automatically search for motifs with targeted
applications in mind. However, this may not be possible for
understanding a fully unknown system, where the appropriate
semantic framework is absent.
In summary, we applied graph theoretic approach and uni-
versal measures to analyze full and partial representations of
physical systems. We find inherent limits to the potential for
optimization of a system represented by motifs, and the abil-
ity to reconstruct the full system given approximate represen-
tations. The approximate representation most suited for op-
timization may be different from that which most accurately
describes the full system. This approach could enable us to
find optimal representations of physical systems via motifs
and form the basis for the automatic design of motifs for tar-
geted applications.
This work was supported by NASA EPSCoR. We thank
A.C. Barr for reading of the manuscript.
References
1 J. R. Platt, J. Phys. Chem., 1952, 56, 328–336.
2 I. Gutman and N. Trinajstic´, Chem. Phys. Lett., 1972, 17, 535–538.
3 D. Bonchev and G. A. Buck, in Quantitative Measures of Network Com-
plexity, ed. D. Bonchev and D. H. Rouvray, Springer US, 2005, ch. 5, pp.
191–235.
4 F. Kermen, A. Chakirian, C. Sezille, P. Joussain, G. L. Goff, A. Ziessel,
M. Chastrette, N. Mandairon, A. Didier, C. Rouby and M. Bensafi, Sci.
Rep., 2011, 1:206, 1–5.
5 N. Rashevsky, B. Math. Biophys., 1955, 17, 229–235.
6 Computational Strategies for Spectroscopy: From Small Molecules to
Nano Systems, ed. V. Barone, John Wiley & Sons, Inc., Hoboken, New
Jersey, 2012.
7 V. Mlinar, (feature article) J. Mater. Chem., 2012, 22, 1724–1732.
8 M. Ostoja-Starzewski, Probabilist. Eng. Mech., 2006, 21, 112–132.
9 X. Yin, W. Chen, A. To, C. McVeigh and W. K. Liu, Comput. Methods
Appl. Mech. Engrg., 2008, 197, 3516–3529.
10 E. A. Carter, Science, 2008, 321, 800–803.
11 A. Tarantola, Nature Phys., 2006, 2, 492–494.
12 V. Mlinar, (topical review ) Nanotechnology, 2013, 24, 042001.
13 L. Yang and G. Ceder, Phys. Rev. B, 2013, 88, 224107–9.
14 D. G. Pettifor, J. Phys. C, 1986, 19, 285–313.
15 J. M. Sanchez, F. Ducastelle and D. Gratias, Physica A, 1984, 128, 334–
350.
16 C. E. Shannon, Bell Syst. Tech. J., 1948, 27, 379–423.
17 F. Emmert-Streib and M. Dehmer, Appl. Math. Comput., 2007, 190,
1783–1794.
18 M. E. J. Newman, SIAM Rev., 2003, 45, 167–256.
19 S. J. Russell and P. Norvig, Artificial Intelligence: A Modern Approach,
Prentice Hall, 3rd edn, 2010.
20 D. J. Watts and S. H. Strogatz, Nature, 1998, 393, 440–442.
21 G. Goldoni and F. Rossi, Opt. Lett., 2000, 25, 1025–1027.
22 I. Jackson, J. D. F. Gerald, U. H. Faul and B. H. Tan, J. Geophys. Res-Sol.
EA, 2002, 107, 2360.
23 J. B. Hendrickson, P. Huang and A. G. Toczko, J. Chem. Inf. Comput.
Sci., 1987, 27, 63–67.
24 P. M. Binder and J. A. Plazas, Phys. Rev. E, 2001, 63, 065203(R)–4.
25 D. Bonchev, J. Chem. Inf. Comput. Sci., 2000, 40, 934–941.
26 D. M. Deaven and K. M. Ho, Phys. Rev. Lett., 1995, 75, 288–291.
27 C. Ortiz, O. Eriksson and M. Kintenberg, Comp. Mater. Sci., 2009, 44,
1042–1049.
4 | 1–4
ELECTRONIC SUPPLEMENTARY INFORMATION
Inherent limits on optimization and
discovery in physical systems
Vladan Mlinar∗
Complexity, information content, and complex-
ity measures/indices
In the framework of the information theory, an arbitrary sys-
tem, under certain conditions can be analyzed in terms of its
information content and complexity.2–5,18,23 Complexity and
the information content are directly proportional, i.e., in order
to have a sufficiently large information content, the system
must be sufficiently complex.5 This type of analysis has been
applied to various systems ranging from cellular and ecolog-
ical networks to chemical structures.2,4 For example, as al-
ready discussed in the main body of the manuscript, different
arrangements of atoms in a molecule can be represented by
the graph, and by analyzing topological features of the graph,
i.e., the molecular topology, one can determine refractive in-
dices, quantum-mechanical properties and biological activities
of molecules.2 Also, one can count the subgraphs containing
two edges (two-bond molecular fragments), known as Platt’s
index in chemical theory.1,3
Prior to discussing various complexity measures, for the
clarity reasons and the completeness of the work, we briefly
review basic definitions of the graphs, including the basic
graph descriptors (Sec. S. I).
There is a vast number of complexity measures and indices
proposed,3,24 some of them have been defined with a spe-
cific application in mind, other to cover certain aspects of the
structure of the graph, etc. Of course, the goal of this work
is not to propose a yet another complexity measure, but to
discuss new concepts using well-known and well-established
complexity measures. In the following sections we will de-
scribe widely-used measures/indices of the topological com-
plexity (Sec. S. II), and measures/indices of the compositional
complexity, which exploits the equivalence and diversity of
the elements of the studied system (Sec. S. IV). The former
is relevant for our concepts of studying optimization and de-
sign issues for a given set of approximate representations of a
system, whereas the latter is relevant for our concept of intro-
ducing ”motifs” and tracking the information loss from full to
partial representations of the system.
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S. I Basic graph descriptors
Graphs are represented by the set of n vertices and the set of
m edges, where the edge {ij} is the line that emanates from
vertex i and ends in vertex j. In this work we are focused on
the simple, connected, undirected graphs. The “simple graph”
is a graph with no multiple edges, i.e., pairs of vertices linked
by more than one edge and no loops, i.e., edges that begin and
end at the same vertex. A graph is connected if there is a path
between any pair of vertices in it and undirected if all of its
edges are undirected.
Two vertices j and i are called adjacent if they are con-
nected by an edge {ij}. The adjacency relation is quantified
by the term aij = 1 and the no adjacency by aij = 0. The
number of the nearest-neighbors of a vertex i is termed the
vertex degree, ai, and is given by
ai =
n∑
j=1
aij , (S. 1)
where n is the total number of vertices in the graph G. ai is
one one of the local connectivity descriptors.
The sum of all vertex degrees in a graph G defines its total
adjacency, A(G):
A(G) =
n∑
i=1
n∑
j=1
aij =
n∑
i=1
ai . (S. 2)
Next, the average vertex degree is defined by:
〈ai〉 =
A
n
(S. 3)
The connectedness is defined by:
Conn =
A
n2
=
2m
n2
, (S. 4)
where m is the total number of edges in the graph.
One can also define connectedness by:
Conn′ =
A
n(n− 1)
=
2m
n(n− 1)
. (S. 5)
Here n(n− 1) is the number of edges in a complete graph (If
any two vertices are connected by an edge, a graph is com-
plete).
The clustering coefficient is introduced to describe the prop-
erty of transitivity of graphs. Namely, it is found in many
graphs that if vertex A is connected to vertex B and vertex B
to vertex C, then there is a heightened probability that vertex
A will also be connected to vertex C.18 Thus, one can define a
local value of the cluster coefficient for each vertex, ci, and is
defined by:18
ci =
2mi
ai(ai − 1)
, (S. 6)
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where mi is the number of edges between the first neighbors
of the vertex i and ai(ai− 1)/2 is mi(max) (for the complete
graph). For vertices with degree 0 or 1, for which both numer-
ator and denominator are zero, we put ci = 0. Note that, in
addition to the vertex degree [Eq. (S. 1)], the local clustering
coefficient is another local connectivity descriptor.
The clustering coefficient for the whole graph/network
is the average over vertices of the local clustering coeffi-
cients:18,20
C =
1
n
∑
i
ci . (S. 7)
Globally, the nth extended connectivity, nEC is introduced,
which takes into account the layers of first-, second-, third-,
etc. neighbors. It is defined as:
nEC =
n∑
i=1
ai =
n∑
i=1
n−1∑
jadji
aj . (S. 8)
Similarly to the adjacency for vertices and the full graph,
one can define distances. The (geodesic) distance, dij between
vertices i and j is defined as the shortest path between them.
These distances are calculated using breadth-first search.18,19
The distance degree, or vertex distance, di is defined by:
di =
n∑
j=1
dij (S. 9)
The graph distance, D, is defined as
D(G) =
n∑
i=1
n∑
j=1
dij =
n∑
i=1
di (S. 10)
The average vertex distance (degree), 〈di〉, is defined by:
〈di〉 =
D
n
(S. 11)
The average graph distance (also called the graph radius, or
average path length, or average degree of vertex-vertex sepa-
ration) is given by
〈d〉 =
D
n(n− 1)
(S. 12)
For an undirected graphs, one can introduce the mean
geodesic which is the shortest distance between vertex pairs
in a graph, l 18,20:
l =
1
1
2
n(n+ 1)
∑
i≥j
dij . (S. 13)
One needs to be careful when judging the importance and
potential of these descriptors. For example, the mean geodesic
l was shown to be quite relevant in analyzing “small world”
networks, in particular in studies of disease spreading.20
S. II Topological complexity
As we have already mentioned, there is no single measure of
the complexity of a graph. There is a vast number of differ-
ent measures throughout the literature, all capturing some as-
pects of the graphs’ complexities, some very similar, etc. Here
we present the measures that have been relevant to the current
work:
– The information content of the vertex degree distribution
of a graph is defined using Shannon’s theory,16 and is given
by:25
Ivd =
n∑
i=1
ailog2ai , (S. 14)
where ai is the vertex degree (Eq. (S. 1)). Ivd increases with
the connectivity and other complexity factors such as the num-
ber of branches, cycles, cliques, etc.
– The global edge complexity is actually the total adjacency,
A, and is defined as:
Eg = A =
n∑
i
n∑
i
aij =
n∑
i
ai (S. 15)
– The average edge complexity is actually the average ver-
tex degree, 〈ai〉, and is defined as:
Ea = 〈ai〉 =
A
n
=
Eg
n
, (S. 16)
– The normalized edge complexity, En, is actually the con-
nectedness,
En = Conn =
A
n2
=
Eg
n2
(S. 17)
– The subgraph count indices are complexity measures
based on counting the simple subgraphs with a given num-
ber of edges. The second order subgraph-count index counts
all subgraphs with two edges and is denoted as 2SC. The nor-
malized second order sugraph count is given by:1,3
2SCn =
2SC
2SC(Kv)
=
2SC
0.5V (n− 1)(n− 2)
(S. 18)
This can be further expanded to lead to the total subgraph
count, K , which includes subgraphs of all sizes, including the
graph itself, regarded as a proper subgraph. We developed
an in-house, recursive algorithm to count all subgraphs with a
given number of edges. It also allow us to calculate the overall
connectivity (see next indices).
– The overall connectivity represents a set of indices which
defines a certain overall graph-invariant X, by the sum over the
values this invariant has for each of the subgraphs. Also, the
contributions of all subgraphs having k edges are combined
in a single term, kX . A typical example of this approach is
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when X is chosen to be the graph adjacency. Then, the overall
connectivity, as a complexity measure is defined as:
OC(G) =
m∑
k=1
kOC =
m∑
k=1
∑
i
kAi(
kGi ⊂ G) (S. 19)
{OC} = {0OC, 1OC, 2OC, ...,EOC} (S. 20)
- The A/D index is a complexity measure that focuses on
vertex-vertex connectedness and vertex-vertex separation of a
graph. Namely, it was shown that graphs with high complex-
ity are characterized by both high vertex-vertex connectedness
and small vertex-vertex separation (the small world concept
of Watts and Strogatz).20 Thus, we can use both quantities in
characterizing network complexity. The A/D index is defined
as follows:3
A/D =
〈ai〉
〈di〉
, (S. 21)
where 〈ai〉 is the average vertex degree and 〈di〉 is the average
distance degree. At a constant number of vertices, the A/D
index has a minimum value in path graphs (characterized by
low connectivity and long distances), and has maximum value
in the complete graphs (which are maximally connected and
all of their vertices have only a unit distance separation.
- The complexity index B is defined as the sum over the bi
values of all graph vertices, where the ratio bi = ai/di of the
vertex degree ai and its distance degree di is a local invariant
with interesting centric properties:3
B =
n∑
i=1
ai
di
(S. 22)
Note that B index is expected to behave similarly to the
A/D index, with less degeneracy, and more sensitivity to lo-
cal topology.
S. III Basic graph descriptors and complexity
measures for graph representations in
Fig. 2(b)
Fig. S. 1 shows how the basic graph descriptors and complex-
ity measures are used for characterization of the approximate
graph representations G1–G6 (see also the main body of the
manuscript and Fig. 2). The basic graph descriptors of the
graphs are defined in Sec. S. I, and complexity measures in
Sec. S. II.
Note that these descriptors and measures exhibit different
sensitivity to the local topology of graphs. This is best il-
lustrated by looking at the difference between basic descrip-
tors and complexity measures for the graphs G1 and G4. For
Fig. S. 1 (a) Approximate graph representations of a system
discussed in Fig. 2(b). (b) Basic graph descriptors of the graphs
(defined in Sec. S. I). Note that the extended connectivities are
normalized on the minimum value for the graphs (in this case graph
G2), 0ECn =0 EC/0ECmin, 1ECn =1 EC/1ECmin,
2ECn =
2 EC/2ECmin; and (c) complexity measures (defined in
Sec. S. II). A/D index, the complexity index, B, the subgraph count
index, K, and overall connectivity index, OC, are normalized on
the minimum their corresponding minimum values for the graphs (in
this case graph G2).
basic descriptors, A/n2, EC(0), D, and l do not distinguish
between the graphs G1 and G4, but EC(1), EC(2), and C
do. For complexity measures, Ea, A/D find that the graphs
G1 and G4 have the same complexity, whereas the measures
Ivd, B,
2SCn, K , and OC find that the graph G4 is more
complex than G1. The reason for the discrepancy between the
different measures lies in their sensitivity (or lack of it) to the
local topology of the graph. Subtle variations in local graph
topology which are not captured by a given measure, e.g., A/D
index are captured by B-index, K, or OC.
S. IV Compositional complexity
It was discussed in the literature that measures of structural
or topological complexity should not be based on symmetry,
because symmetry is a simplifying factor.3–5,17 However, use
of symmetry is justifiable in defining the compositional com-
plexity, which is based on equivalence and diversity of the
elements of the system studied. Traditionally, vertices of an
undirected and unweighted graphs are partitioned in sets of
indistinguishable vertices according to their dependence on lo-
cal and non-local degree-dependences.5 However, in the case
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where there is a preexisting partition of the graph, one can
define levels containing pre-defined vertices and edges.17
S. IV.1 An information-theoretic approach
As discussed in the main body of the manuscript, we can cal-
culate the information content of the full system and deter-
mine how much information is lost when the full system is
represented by motifs using Shannon’s information theory.16
We define it as:3,5,17 Ive(G) = −
∑Nm
i
∑Nm
j pij log2(pij),
by assigning probabilities to each motif, where pij is a dis-
crete joint probability distribution that depends on vertices and
edges within the motif, and Nm is the number of motifs.
pij is given by:
pij =
{
pvi p
e
j∑
j
pv
j
pe
j
, i = j,
0, i 6= j.
(S. 23)
In Eq. (S. 23), pvi = ni/Nv and pei = ei/(2Ne), where ni
and ne are the number of vertices, and the number of edges of
all vertices in motif i, respectively. Nv and Ne are the total
number of vertices and the total number of edges in the given
graph representation, respectively.
S. V An example: Full structure versus ap-
proximate representations by motifs
The structure is represented via atoms and their positions. This
gives the full structural information about the system, includ-
ing a specific physical property (Fig. S. 2). For several-atom
systems, the geometrically possible structures and chemical
bonds are well understood. Thus, it has become possible to
predict new materials on this scale that have targeted phys-
ical/mechanical properties (the field of materials informat-
ics).26,27
However, the structure of larger systems is typically repre-
sented via descriptive quantities, “structural motifs,” such as
composition profile and geometry (ii in Fig. S. 2),7 confin-
ing potential (iii in Fig. S. 2),21 or representative volume ele-
ments (RVEs) (iv in Fig. S. 2). For example, continuum me-
chanics uses the concept of RVE8,9, to approximate the true
material. An RVE needs to be spatially invariant and large
enough to contain a sufficient number of micro-features to rep-
resent the entire material microstructure.8 When a material is
parametrized, the parameters are defined to quantitatively de-
scribe attributes such as particles, voids, grains, and micro-
cracks.8,9
Describing the structure via motifs leads to the loss of struc-
tural information, and knowledge of the full structural infor-
mation is replaced by the partial structural information con-
tained in motifs. For example, at scales of even only up to
Fig. S. 2 Description of the structure: (i) on the atomistic level,
examples of MoS2 and InAs; (ii) on the semi-empirical atomistic
level (> 104 atoms), where, typically, structural motifs such as the
chemical composition and geometry are introduced; example of
InSb/GaAs quantum dots; (iii) on the mesoscopic level, where the
confining potential is used; example of superlattice; and (iv) on the
continuum level, using the concept of a representative volume
element (RVE). An RVE plays the role of a mathematical point of
continuum field approximating the true material. Note the
separation of scales: the microscale d, such as e.g., average size of
grain in a given microstructure, the mesoscale L (the size of the
RVE), and the macroscale Lmacro.
a few nanometers, atomic-scale effects are sometimes over-
looked, depending on how the structure is described; a simple
example is the effect of atomic scale randomness in alloys.
For a given chemical composition of an alloy, there are many
different assignment of atoms to each of the N lattice sites,
so called “random realizations,” that have the same compo-
sition but distinct physical properties, e.g., optical bandgap.
Depending on how the structure is described, or to be precise,
parametrized in a model, the effects on the atomistic level, in-
cluding the effect of atomic-scale randomness, will or will not
be included (see ii and iii in Fig. S. 2). If a structure is de-
scribed only via chemical composition and geometry, one will
not be able to distinguish between different random realiza-
tions.7
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