Abstract. Recently discovered the Camassa-Holm equation is an approximation to the Euler equation describing ideal fluid. CH equation with initial data of one sign and rapid decay is integrable by the inverse spectral transform. The Weyl functions of the associated string spectral problem are real meromorphic functions. We demonstrate that the CH hierarchy is a family of Hamiltonian flows on the space of Weyl functions. The corresponding Poisson bracket is the Atiyah-Hitchin bracket. Using an infinite dimensional version of the Jacobi elliptic coordinates we construct one parameter family of canonical coordinates for the AH bracket. Various flows associated with the string spectral problem including the flows of the CH hierarchy are linearized in these coordinates.
Introduction.

The Camassa-Holm equation.
Recently discovered, [CH] , the CamassaHolm equation ∂v ∂t
in which t ≥ 0 and −∞ < x < ∞, v = v(x, t) is velocity, and G is inverse to 1 − d 2 /dx 2 i.e. We denote this class by M. For such initial data there exists a solution for all times. The initial profile moves from the left to the right and changes its shape under the flow. We also need a subclass of functions M 0 which vanish at the left far enough. Evidently M 0 is invariant under the flow.
The remarkable class of solutions of the CH equation are peakon-antipeakon solutions of the form v(x, t) = n p n e −|x−q n | . The parameters q n and p n satisfy the Hamiltonian flow
with the Hamiltonian H = 1 2 p i p j e −|q i −q j | and classical Poisson bracket. The CH Hamiltonian is just one of infinitely many conserved quantities of motion (CH) 
The first two are classical integrals of momentum and energy. An interesting feature of the Camassa-Holm equation is that the invariant manifold specified by these integrals is not compact.
0.2 The spectral problem. Action-angle variables. One can associate to the CH equation an auxiliary string spectral problem f ′′ (ξ) + λg(ξ)f (ξ) = 0, −2 ≤ ξ ≤ 2.
The variables ξ and x are related as
Also the potential g(ξ) is related to m(x) by the formula g(ξ) = m(x) cosh 4 x 2 . For initial data from M 0 there is an interval of lenth l where the potential vanishes: g(ξ) = 0, ξ ∈ [−2, −2 + l].
Two solutions of the string spectral problem play an important role in the whole discussion. They specified by the initial data It turns out that the spectrum of the Dirichlet spectral problem λ n : ψ(2, λ n ) = 0, n = 1, 2, . . . ; is preserved under the CH flow. The variables I n = − 1 λ n , θ n = log ϕ(2, λ n ) are "action-angle" variables {I k , I n } = 0, We note that the CH flow was linearized in terms of so-called coupling constants by Beals, Sattinger and Smigielski, [BSS] .
0.3 Mixed boundary conditions. It is natural to consider mixed boundary condition aϕ(2, λ) + bψ(2, λ) = 0, where a, b are real constants. The set of all boundary conditions constitutes RP 1 , the real projective space. This space can be covered by two charts. The first chart can be constructed for all initial data from M. It corresponds to the boundary condition: ψ(2, λ) − Cϕ(2, λ) = 0, in which C ≤ l. The family of roots λ n = λ n (C), n = 1, 2, . . . ; produces generalized "action-angle" variables
Evidently for C = 0 we have classical action-angle variables. Another chart is constructed for initial data from M 0 . It corresponds to the boundary condition ϕ(2, λ) + Dψ(2, λ) = 0, in which D > −1/l. The roots µ k (D), k = 1, 2, . . . ; produce the second family of canonical coordinates
Note that the roots µ k (0) form the second spectrum of the string spectral problem µ k : ϕ(2, µ k ) = 0. One can write an infinite series of local flows that preserve this spectrum. For example, we have the first trace formula
.
Taking T as a Hamiltonian we obtain the first flow of this hierarchy
0.4 Elliptic coordinates. The Atiyah-Hitchin bracket. It turns out that the roots λ n (C) and µ k (D) can be interpreted as Jacobi elliptic coordinates. First, let us explain Jacobi's construction with λ n (C).
For the string S 1 i.e. for the string with free left end and fixed right end we define so-called Weyl function
where l ≥ 0 is an interval free of mass, σ k > 0 and σ k /µ k < ∞. The roots of the equation Ω 0 (λ) = C, where C ≤ l are the points λ n (C). This is a classical way to define elliptic coordinates. The construction is depicted on the graph.
We have the sequence of points λ k = λ k (C), k = 1, 2, . . . which depend on the constant C. They interlace the poles of Ω 0 (λ):
Classical action-angle variables correspond to the case C = 0. Now we can give a similar description to the sequence of µ k (D). For the string S 0 with fixed left and right ends we have the Weyl function
where ρ k > 0 and ρ k /λ k < ∞. We assume the potential from M 0 , therefore l > 0. Now µ k (D) appear as roots of the equation E 0 (λ) = D, D > −1/l. This is shown on the picture
Now we have a sequence of points µ k = µ k (D) interlacing the poles of E 0 (λ):
The second spectrum corresponds to the case D = 0. The next step is to relate functions Ω 0 and E 0 to Poisson geometry. First we change spectral parameter by the rule λ → λ ′ = −1/λ. The Poisson bracket for the function Ω 0 corresponding two different values of spectral parameter is given by the formula
This is standard Atiyah-Hitchin bracket in the form found by Faybusovich and Gehtman, [FG] . The bracket is invariant under linear-fractional transformations. Namely, for any functionΩ defined aŝ
where a, b, c and d are real constants, the Poisson bracket is given by the same formula, see [V1] . In particular, the bracket for the function E 0 is given by the same formula. An advantage of this viewpoint is that canonical relations for the variables I − θ and J − τ are proved by contour integration. Problem. [A] . Generalize Jacobi elliptic coordinates to infinite dimensional setting.
V.I. Arnold did not specified particular applications of such generalization, except evident example of geodesics on infinite-dimensional ellipsoid. The Camassa-Holm equation is an example of PDE integrable with this technics. An answer to Arnold's question is given by two recent results. They both give a range of variables λ k (C) and µ n (D).
The first, is the theorem of Kostuchenko-Stepanov, [KS] . In the context of our problem their result takes the form. If k σ k < ∞ or k ρ k < ∞ then for corresponding sequence of λ k (C) and µ k (D) we have
The second result due to Nazarov and Yuditskii, [NY] . If we only have
We have to emphasize that conditions of both theorems not only necessary but also sufficient for the sequence of λ and µ to arize as elliptic coordinates.
0.6 Organization of the paper. In Section 1 we introduce an auxiliary SturmLiouwille eigenvalue problem. Section 2 transforms this spectral problem into Krein string by classical Liouwille transformation. We write the Poisson bracket and the flows of the CH hierarchy in terms of the potential of string spectral problem. Section 3 presents standard facts of the spectral theory of string. Jacobi elliptic coordinates are discussed in Section 4. The Poisson bracket on Weyl function is computed in Section 5. Action-angle coordinates are introduced in Section 6. There also CH flows are linearized. Section 7 contains examples of computation of Weyl function for one and two peakon solutions. Section 8 introduces generalized action-angle coordinates which include a classical one as a particular case. Final Section 9 containers another family of canonical coordinates. Both families cover all possible spectra which arise from various mixed boundary conditions.
1. The spectral problem. We consider the Camassa-Holm shallow water equation
where
we can specify the phase space M as a smooth positive functions with such decay at infinity, that
We also need M 0 ∈ M the subspace of functions which vanish at the left far enough. M and M 0 are invariant under the CH flow.
The equation can be expressed in the Hamiltonian form 
In fact, the CH Hamiltonian is the second in the infinite series of commuting integrals of motion
The first Hamiltonian produces the flow of translation:
The CH equation is a compatibility condition between
and
′′ is the same as (1.2). The isospectrality of (1.5) is a key to integrability of the CH dynamics.
2. The Liouwille correspondence. The standard Liouwille's transformation
converts (1.5) into the string spectral problem (2.1)
with g(ξ) = m(x) cosh 4 x/2 and −2 ≤ ξ ≤ +2. The transformation changes the lenth element by the rule
Under the assumptions made the phase space of the string is regular i.e. its' mass is finite
The functions m(x) and
Best of all the relation between the functions m, v and g, k can be expressed by the diagram:
We work with the spectral problem (2.1) only. The functions k(ξ) and g(ξ) are considered as new coordinates on the manifold. Now we want to express the first flows (1.2) and (1.4) of the CH hierarhy in terms of the density function g. The conserved quantities are (2.2)
The bracket (1.3) takes the form
To prove this formula we need the relation for partial derivatives of some differentiable functional A = A(m) = A(g). Indeed, we have
The variation δg(ξ) is arbitrary and pointwise
This together with (1.3) implies the stated formula. Finaly, computing the variation δ(CH) 1 = δg J dξ and using (2.3) we write the translation flow (1.4) as
The selfadjointness of R acting on functions f and s of ξ-variable
implies the formula for variation of the basic Hamiltonian
Therefore, for the CH flow (1.2) we have
3. The spectral theory of string. The direct and inverse spectral theory of string with nonegative mass distribution dM (ξ) = g(ξ)dξ was constructed by M.G. Krein in the fifties and presented in [KK, DM] . To formulate the spectral theorem we consider
M is a Hilbert space. For any nondecreasing function σ(λ) given on the interval (−∞, +∞) we denote by
The string with the fixed left end is denoted by S 0 and the string with the free left end is denoted by S 1 . We introduce two solutions ϕ(ξ, λ) and ψ(ξ, λ) of the eigenvalue problem (2.1) with the boundary conditions
The functions ϕ(2, λ) and ψ(2, λ) can be written in the form
Consider the string S 1 first. The nondecresing function σ is called a spectral function of a string S 1 if it is normalized by the conditions
and the maping U : +2] , and
σ ; accordingly the Parseval equation
holds. The spectral function σ of a string is said to be orthogonal if the maping
M onto the entire space L
σ . The function of complex variable F (ζ) is said to be an R-function if 1) it is defined and holomorphic in the upper/lower half-plane; 2) F (ζ) = F (ζ) (ℑζ = 0); 3) ℑζ ℑF (ζ) ≥ 0 (ℑζ = 0). Denote byR the class R adjoint by the function identicaly equal to infinity. We also need a subclass R 1 -functions which admits an absolutely convergent integral representation
where l is a real constant and σ a nondecresing function normalized as above. Evidenly l and σ can be recovered from F (λ) by standard inversion formula. In the sequel we identify F and corresponding l and σ. We say that the string has heavy endpoints when ξ = −2/ + 2 are points of increase/decrease of the function M (ξ).
The Spectral Theorem. Suppose the string S 1 has heavy endpoints and does not carry a concentrated mass at the right endpoint. Then the formula
These formulae establish a one-to-one correspondence σ ↔ N between the set T of all spectral functions σ(λ) of the string S 1 and the classR of functions N (ζ).
The spectral function σ(λ) will be orthogonal if and only if the function N (ζ) corresponding to it degenerates into a real constant, including infinity.
We conclude this section with a few remarks. Remark 1. The function Ω has a name of the Weyl function. It was introduced by H. Weyl, [W] , in his study of the Sturm-Liouwille problem. Corresponding Weyl solution χ = −ψ + Ω N ϕ satisfies the boundary condition
If the right end of the string is fixed then N (λ) = 0 and vice versa. For such string S 1 the Weyl function takes especialy simple form
Remark 2. If the left end of the string S 1 contains an interval free of mass then the Weyl function takes the form (3.2). The constant l is a lenth of the interval. Therefore, for the string with fixed right end
From the formula 3.1 we have
Combining this with the formula 3.4 we obtain
Remark 3. For the string S 0 with the fixed left end the set of all Weyl functions is given by the formula
If the right end is also fixed then E 0 (λ) has the form
The poles of E 0 (λ) are zeros of ψ(2, λ) and as we will see they do not move under the CH flow. From the formula 3.1 we have
Combining this with the formula 3.5 we obtain (3.6)
4. Jacobi elliptic coordinates. This section contains information about Jacobi elliptic coordinates, see [J] lecture 26, in finite and infinite dimensions. The results are used to describe the range of canonical variables constructed in the subsequent sections. The present discussion (and notations) are independent from all other sections. First we explain the construction of Jacobi elliptic coordinates in finite dimensions. Consider the function
Assume that the poles λ 1 < λ 2 < . . . < λ N are ordered and fixed. The residues ρ 1 , . . . , ρ N can very and they fill out R N + . Pick C = 0 and consider points where Ω(λ) = C. We have N real roots µ k = µ k (C), k = 1, . . . , N . These are Jacobi elliptic coordinates. If C > 0 then,
and if C < 0, then
Converse is also true. Pick some C and consider the points µ k , k = 1, . . . , N which satisfy inequalities 4.1 or 4.2 correspondingly. There exist a unique sequence of ρ 1 , . . . , ρ N from R N + corresponding to the sequence of µ's. The following formula is due to Boole (1857) , [B] ,
We present two proofs of this fact. The first can be found in Levinson, [L] . The identity
Now matching coefficients of λ N we have a triviality. Matching coefficients of λ N−1 we obtain 4.3.
Second proof is a little more complicated, but it can be easily generalized. Note that, near infinity
over a circle O of sufficiently large radious. Poles and zeros of the function Ω − C produce contribution to the integral equal to
From another side, near infinity
Thus the integral equals to s 0 /C which is the Boole's formula. Remark. In fact Boole's formula is the first in the infinite sequence of identities. The second will be
It can be proved by contour integration with λ replaced by λ 2 . One can continue with this argument and obtain the formulae for
in terms of the moments s 0 , . . . , s p−1 for any integer p.
Consider now infinite-dimensional case. Let
where λ k → +∞, k → ∞ and s 0 = ρ k < ∞. For any C we have a sequence of µ's which interlace the sequence of λ's similar to 4.1 or 4.2. Pick some C = 0. Can any sequence of µ's interlacing λ's arise from some sequence of ρ's similar to the finite-dimensional case? In fact, there is an asymptotic condition on µ ′ s as it follows from the next result. Theorem 1. [KS] . The µ's are elliptic coordinates, i.e. they arise from some C = 0 and some summable sequence of ρ s iff
If this holds, then
This result can be obtained from rational case in the limit when the number of poles tends to infinity. Unfortunately the condition s 0 < ∞ does not hold in most cases we consider. For the string with light (without concentrated mass) left end we have only
Theorem 2. [NY] . Pick some C > 0. The µ's are elliptic coordinates, i.e. they arise from some sequence of ρ s with s −1 < ∞ iff
If C < 0 , then the above condition should be replaced by
Proof. Without loss of generality we assume that C = Ω(0) > 0. Then,
Now pass to the limit with λ −→ −∞ along the real axis. There exists a limit
This implies
which is equivalent to the condition of the theorem. Moreover,
Conversely, pick C > 0 and the sequence of µ's which interlace the sequence of λ's: 0 = µ 1 < λ 1 < µ 2 < . . . , and satisfy the condition of Theorem. Let us define the function Ω(λ) by the identity
Evidently, Ω(λ) maps the upper half-plane into itself. It also vanishes at infinity and has poles at λ k . Thus,
Now pass to the limit with λ −→ −∞ along the real axis. An existence of the limit implies, that
Therefore, since Ω(λ) vanishes at infinity
Poisson bracket on Weyl function. The goal of present section is to compute Poisson bracket (2.3) for the Weyl function.
Theorem 3. Let N (ζ) = N 0 be a real constant, including infinity. Then,
This fact is central for all further discussion. The proof follows the steps developed in [V1] for the Dirac operator. We start with two auxiliary lemmas.
Let f = f (ξ, λ) and s = s(ξ, µ) an arbitrary solutions of the string spectral problem
Lemma 2. Let J = J(ξ) be an arbitrary function, then
Proof of Lemma 1.
Step 1. The first step prepares gradients. The string eigenvalue problem f ′′ + λgf = 0 can be put in the matrix form F ′ = U F where,
Now we introduce a 2 × 2 matrix solution
of the system M ′ = U M which satisfies the initial data M (ξ, η, λ)| ξ=η = Id. Note that,
Finally,
Step 2. Using notation introduced in Step 1 we define
Let ∇ be a variational derivative δ δg (η) , then
Using formulae for the gradients from Step 1, after simple algebra we have:
. Finally, we obtain
Step 3. First, we establish the identity
To prove the identity let us introduce
Note χ(η, λ) = χ(η, −2, λ). Evidently χ(ξ, η, λ) satisfies the condition
Therefore, the Wronskian of two solutions χ(ξ, η, λ) and χ(ξ, −2, λ) vanishes everywhere. Now, at ξ = η,
After simple algebra we obtain the stated identity. Now, using result of Step 2, we have
At the same time,
Therefore, for denominator we have
The numerator represents Wronskian and can be computed at η = −2, where it is equal to 1. Finally,
We are done. Proof of Lemma 2. First we compute
From another side,
We are done. Proof of Theorem 3. Using the formula 2.3 for the Poisson bracket, Lemma 1 and 2 and integration by part we compute
To compute the value at the point ξ = 2 we write
Note that χ ′ N 0 + χ = 0 at ξ = 2. Therefore, at this point
and contribution from the upper limit vanishes. At the lower limit ξ = 2, using χ = −ψ + Ω N 0 ϕ we have
The proof is finished. If one changes the spectral parameter by the rule
then the formula of Theorem becomes
This is standard the Atiyah-Hitchin, [AH] , bracket in the form found by Faybusovich and Gehtman, [FG] . Note that the function Ω N 0 (λ ′ ) maps the upper half-plane into itself. Due to invariance of the AH bracket under linear-fractional transformations, [V1] , the bracket for the function E N 0 (λ ′ ) is given by the same formula 5.2.
6. Action-angle variables. Dynamics of Weyl function. Introducing (6.1) λ
we have the identity
Using 3.6 we have for the function E 0 (λ ′ )
First, we compute the bracket between the the parameters λ ′ k and ρ ′ k entering into the formula 6.3.
Lemma 3. The bracket (6.2) in λ ′ − ρ ′ coordinates has the form
Proof is identical to the proof of Theorem 2, paper [V2] . Now we can compute the bracket between the parameters λ k and ρ k entering into the formula 3.5.
Lemma 4. The bracket (5.1) in λ − ρ coordinates has the form
Proof. Using 6.1 we have
This is 6.9. Now, using 6.1 and 6.6 we compute
This is 6.8. To prove the first identity 6.7 we proceed as follows
Theorem 5. The variables
are "action-angle" varaibles
Proof. The first identity trivialy follows from 6.9. Commutativity of angles is more complicated. Using 3.1
The last sum vanishes due to skew symmetry of the bracket.
To prove the last relation we use the identity ϕ(2,
H. McKean, [McK] expressed the conserved quantities (2.3) in terms of the Dirichlet spectrum
These are obtained by matching coefficients of two expansions near λ = 0 for the solution ψ. One expansion is obtained from the formula 3.1; another is Neumann series. The evolution of residues under the translation flow
Therefore, under translation flow
Evolution under the CH flow
7. Examples. 1 and 2 peakon solutions. It is instructive to compute evolution of Weyl functions for simplest one and two peakons solutions. The equations of motion of two peakons were found in [CHH] , but evolution of Weyl function is computed for the first time.
One peakon. The solution has the form v(x, t) = p(t)e −|x−q(t)| , with p(t) = p 0 and q(t) = q 0 + pt. The peakon (p > 0) travels to the right while anti-peakon (p < 0) travels to the left.
The solutions ϕ and ψ take the form
Using m 1 l 0 l 1 = 8p for the Weyl function of the string S 0 with fixed right end (N ≡ 0) we obtain
Two peakons. The solution is of the form v(x, t) = p 1 (t)e −|x−q 1 (t)| + p 2 (t)e −|x−q 2 (t)| .
The two-particle Hamiltonian
wherep n is an asymptotic velocity of the n-th particle. The equations of motion
were integrated for the first time in [CHH] . Introducing the new variables
one reduces the equation of motion to
The Hamiltonian in new variables
Consider the case*p 1 >p 2 > 0. This is the pure peakon case. The law of conservation of energy can be written in the form 
The solutions ϕ and ψ are
Therefore, for the poles (λ : ψ(λ) = 0) we obtain
Thus for the function E 0 (λ):
Let us explain how this formula is obtained. We have
Therefore, using (7.2)-(7.3),
This formula is identical to (7.1). From the explicit formulae for solution of the equations of motion we arrive at the formulae (7.4)-(7.6). Peakon-antipeakon. Now to the casep 1 > 0 >p 2 . The integration of the equations of motion is identical to the pure peakon case. The solutions are
For the function E 0 using explicit formulae we have:
The formulae for residues are obtained in the same way as in the pure peakon case. At the moment of the collision the mass of the first particle tends to infinity and s 1 = ρ 1 (t) + ρ 2 (t) = 0 8. Generalized action-angle variables. The action-angle variables introduced in section 6 is a particular case of the following construction. According to the formula 3.3 the function Ω 0 (λ) has the form
Pick some constant C which does not exceed l, and find the points where Ω 0 (λ) = C (see picture in the Introduction). We have the sequence of points λ k = λ k (C), k = 1, 2, . . . which depend on the constant C. They interlace the poles of Ω 0 (λ):
As it was explained in section 4 these are Jacobi elliptic coordinates. The section 6 describes the case when C = 0. Now we want to construct variables canonically conjugate to λ(C).
Theorem 6. The variables
are canonicaly conjugate varaibles
To prove the Theorem we introduce the function E c 0 (λ): One can change the variable λ −→ λ ′ = − 1 λ and get the formula
It has representation
For the variables ρ ′ (C) and λ ′ (C) the analog of Lemma 3 holds. Then similar to Lemma 4 we can compute the bracket between variables ρ(C) and λ(C) entering into the formula 8.2. After that the proof of Theorem follows familiar steps.
One can construct a family of local flows which preserve the spectrum λ k (C). For this one has to take coefficients of Neumann series of the solution ψ C = ψ − Cϕ. To get the trace formulae one has to employ the formula 8.1.
9. Second family of canonical coordinates. Arguments of the previous section promt construction of another family of canonical coordinates J − τ . As it was explained in the Introduction these variables are complimentary to I − θ. We assume that the potential belongs to the smaller phase space M 0 .
According to formula 3.5 the function E 0 (λ) has the form E 0 (λ) = − ϕ(2, λ) ψ(2, λ)
Pick some D such that − To construct a family of local flows which preserve the spectrum µ k (D) one has to take coefficients of Neumann series of the solution ϕ D = ϕ + Dψ. To get the corresponding trace formulae one has to employ the formula 9.1. For D = 0 the first trace formula will be T = 
