Abstract. In the era of the Internet, more and more privacy-sensitive data is published online. Even though this kind of data are published with sensitive attributes such as name and social security number removed, the privacy can be revealed by joining those data with some other external data. This technique is called joining attack. Among many techniques developed against the joining attack, the k-anonymization generalizes and/or suppresses some portions of the released microdata so that no individual can be uniquely distinguished from a group of size k. Incognito is one of the most efficient k-anonymization algorithms. However, Incognito requires many repeating sorts against large volume data. In this paper, we propose a bitmap based Incognito algorithm. Using the bitmap technique, we can completely eliminate the expensive sort operations, and can even prune some steps in the traditional Incognito algorithm. Therefore, our new algorithm can improve the performance by an order of magnitude. From the perspective of implementation, the key issue in bitmap based Incognito is the speed of bitwise AND/OR and bit-count operations. For this, we designed and implemented a bitmap package which exploits the Single Instruction Multiple Data technique. Our experimental result shows that bitmap-based Incognito outperforms the traditional Incognito by an order of magnitude.
Introduction
In the era of the Internet, more and more privacy-sensitive data is published online. In general, this kind of data is provided without attributes such as name and social security number, for privacy. In some cases, however, the privacy can be revealed by joining those data with some other external data, and this technique is called joining attack [2] . Among many techniques against the joining attack, the k-anonymization generalizes and/or suppresses some portions of the released microdata so that no individual can be uniquely distinguished from a group of size k [3] . For example, see below table 1 and 2. If we join table 1 with  table 2 using the columns of Birthdate, Sex and Zipcode, we can easily know that Andre has a disease 'Flu'. On the other hand, if we join table 1 with the  table 3 , we know that 'Andre' has either 'Flu' or 'Broken Arm', but we could not know the exact disease of 'Andre'. In summary, k-anonymity guarantees that k data items are returned so that join attackers are not able to know the exact individual value of privacy sensitive data item. In general, the cost of a k-anonymity algorithm determines by lattice construction cost and k-anonymity check cost for each node in lattice. Binary search algorithm [7] was proposed for the lattice construction for k-anonymity. This is a traditional algorithm for k-anonymization before introducing Incognito. The algorithm uses the observation that if no generalization of height h satisfies kanonymity, then no generalization of height h < h will satisfy k-anonymity. If the maximum height in the generalization lattice is h, it begins by checking each generalization at height h/2 . If a generalization exists at this height that satisfies k-anonymity, the search proceeds to look at the generalizations of height h/4 . Otherwise, it searches the generalizations of height 3h/4 , and so forth. This algorithm is proven to find a single minimal full-domain k-anonymization according to this definition. However, it has at least two limitations. First, binary search needs fully sized lattice for k-anonymity. However, in order to construct the lattice for calculating k-anonymity, it should scan the whole base data repeatedly. A large number of the expensive join operations are required to build the lattice, and to be worse, for each subset, the number of joins increases according to the number of elements in the subset. Another problem is that it supports only a fixed subset. It could not support k-anonymity for join attacks involving dynamic subsets. In summary, binary search approach is not a viable option for k-anonymity, especially when the data size is large.
Incognito algorithm resolves these problems. While constructing a lattice, Incognito only considers the nodes which have survived from the previous (n-1 step) subsets, and thus, compared to binary search approach, Incognito can dramatically reduce the cost of lattice construction. In this respect, the contribution of Incognito is comparable to the Apriori data mining algorithm [6] which drastically reduces the number of candidate sets to be considered when mining frequent item sets. Lattice construction cost influence performance because Incognito and binary search have same k-anonymity check cost per node. However, Incognito itself is still inefficient in checking whether each node in the lattice satisfies the k-anonymity because it requires expensive sort operations against large volume data.
In this paper, we propose a bitmap based Incognito algorithm. Bitmap based Incognito can completely eliminate expensive sort operations, and can even prune some steps in the traditional Incognito algorithm. Therefore, our new algorithm can improve the performance by an order of magnitude. From the perspective of implementation, the key issue in bitmap based Incognito is the speed of bitwise AND/OR and bit-count operations. For this, we designed and implemented a bitmap package which exploits the Single Instruction Multiple Data (SIMD) technique [4] .
The contributions of this work can be stated as follow. First, even though we use the same framework of Incognito in building the lattice, we further improve its performance by adopting a bitmap-based technique for checking whether a node satisfies the k-anonymity and thus eliminating the expensive sort operations. Second, we can achieve further performance optimization by pruning some steps in the Incognito, and this optimization is possible because our algorithm is based on bitmap. Finally, we design and implement a bitmap package which fully exploits the SIMD technique in order to accelerate the core bitmap operations.
Basic Deifinitions and Incognito
In this section, we provide basic terminologies necessary to understand the remainder of this paper, and also introduce the idea, basic algorithmic framework of Incognito and its problems.
Basic Definition
The following definitions are not developed by the authors, but they are cited from the original Incognito paper [1] :
-Quasi-Identifier(QI) Attribute Set: A quasi-identifier attribute set Q is a minimal set of attributes in table T that can be joined with external data to re-identify each individual record [2] . -Frequency Set: Consider relation T and a QI attribute set Q with n attributes. The frequency set of T with respect to Q is a mapping from each unique combination of values q0, q1, ., qn of Q in T (a value group) to the total number of tuples in T with these values of Q (its count).
-K-Anonymity Property: Relation T is said to satisfy the k-anonymity property (or k-anonymous) with respect to attribute set Q if every count in the frequency set of T with respect to Q is greater than or equal to k. -Generalization [5] : Generalization is a high dimension value of current dimensions. For example, 5370* is a generalization of 53703 and 53706 in table 2. A < D B denotes A is a generalization of B. Another example is 537** is generalization of both 5370* and 5371*. There are two types of generalization. One type is direct generalization. The relationship between 5370* and 53703 is a direct generalization. The other type is indirect generalization. The relationship between 537** and 53703 is a indirect generalization. Figure 1 shows a generalization lattice for Zipcode [1] . Before closing this section, we would like to mention two related issues. The first issue is how to represent a relational database for k-anonymity problem [1] . There are two types of relational representation. First, all generalization value is in a row. This representation has a space problem In figure 3, first and second row have a same generalization data (*, *, 5371*, 537**). This representation reduces number of join because table has all data. But it has a space overhead which is a duplicate data. Second representation is a star schema in figure 4. We apply 3-Normalization into a first one. As a result of, it needs fewer spaces than first representation. Second representation consists of one fact table and several dimension tables. In this paper, we assume the normalized relational representation.
The second issue is how to compute the frequency set in SQL. Using the standard SQL, the frequency set can be obtained from T with respect to a set of attributes Q by issuing a COUNT(*) query, with Q as the attribute list in Table 2 is 2-anonymous with respect to Sex, Zipcode , we issue a query SELECT COUNT(*) FROM Patients GROUP BY Sex, Zipcode. Since the result includes groups with count fewer than 2, Patients is not 2-anonymous with respect to Sex, Zipcode .
Incognito
Assume that you want to get k-anonymity of 1-subset (e.g. Birth , Sex , Zipcode ), 2-subset ( Birth, Sex , Birth, Zipcode , Sex, Zipcode ) and 3-subset ( Birth, Zipcode, Sex ). When using binary search, you need to build all full sized lattice. If the number of quasi-identifier attributes is large, the lattice building cost will be overhead. If each column of QI has l, m, n generalization, there are 12 nodes in a 3-subset lattice (figure 12-b). However, Incognito can drastically reduce the cost of lattice building because it, instead of generating all the candidate nodes of n-subset from the scratch, generate the candidate nodes of n-subset from the nodes in (n-1)-subset which satisfy the k-anonymity. Therefore, Incognito need not consider a large number of nodes which is safely considered not to be k-anonymous (figure 7-a). For this, Incognito exploits the following properties, and this intuition is the main contribution of the Incognito paper [1] .
-Generalization Property: Let T be a relation, and let P and Q be sets of attributes in T such that DP < D DQ. If T is k-anonymous with respect to P , then T is also k-anonymous with respect to Q. -Rollup Property: If attribute set P is a generalization of Q, counts grouped by P can be computed directly from the counts grouped by Q. -Subset Property: Let T be a relation, and let Q be a set of attributes in T .
if T is k-anonymous with respect to Q, then T is k-anonymous with respect to any set of attributes P such that ⊆ Q. 1. Assume that k=2. First, obtain the frequency sets on each QI and then check whether each frequency set is greater than value k (figure 5). If every frequency set is greater than k, then nodes which were can be used in 2-subset lattices ( figure 6 ). 2. Node S0, Z0 is removed from a lattice because its frequency set is smaller than k. Node S1, Z0 is checked which is a direct generalization of S0, Z0 ( figure 6-a, 6-b ). 3. The check for both S1, Z1 and S1, Z2 can be skipped because the node S1, Z0 satisfies the k-anonymity. This is due to generalization property.
4. Check whether the nodes S0, Z1 and S0, Z2 satisfy the k-anonymity, and we can S0, Z1 from the lattice because it is not k-anonymous. Thus, we can obtain the intermediate lattice as in figure 6-d. 5. Repeat the same test against the B, Z and B, S lattice respectively. 6. Finally, by combining the all remainders in 2-subset lattices, we can obtain a 3-subset lattice as in figure 7-a.
We can publish at passed generalization level after testing all lattices. These results guarantee k-anonymity.
When compared to binary search algorithm, Incognito has at least two advantages. First, as we noted before, while binary search algorithm needs fully sized lattice to test on each subset, Incognito has a less build cost because it only uses nodes which were passed from previous subset. Second, it supports all k-anonymity from 1-subset to n-subset which can be attacked.
Nevertheless, Incognito itself has still a performance problem because it is mainly based on sorting when checking k-anonymity of nodes in lattice. In order to check whether a node satisfy the k-anonymity, it uses a SQL query in the form of SELECT COUNT(*) FROM(temp) table GROUP BY column. In general, many relational database systems implement group-by and count operation using the internal sorting [8] . If Incognito can reduce or avoid the sorting operations, then it will be much faster than now. In particular, the size of data used in k-anonymization is too large to fit in main memory, and thus the sort operation will invoke external sort algorithm.
Someone has a question that all data can be loaded into memory, and then sort it. Sometimes this question can be true. However, generally all data could not be loaded into main memory at once. In addition to, we need a different sorting level. Therefore, almost all of test needs a sort. However some nodes can avoid sorts because of rollup property
Bitmap-based Incognito
In this section, we propose generalization and node generation using bitmap and novel algorithm called bitmap-based; and then, we explain advantage of bitmap-based Icognito algorithm.
Generalization and node generation using Bitmap
Generalization is upper category of current value. Therefore, it contains at least one sub-category. Assume that, there are some bitmaps and then do bitwise OR operation on them. This result includes them. This is same as generalization. In other words, bitwise OR operation is same as generalization. See table 2. Zipcode of row 3, 4 and 5, 6 are 53703, 53706 respectively. Therefore bitmaps for row 3, 4 and 5, 6 are 001100 and 000011. Generalization of 53703 and 53706 is a 5370*. Its bitmap is a 001111. Bitmap of 5370* can be obtained by using bitwise OR into bitmap for 53703 and 53706. (001100 000011 = 001111 ) In mathematic, intersection means that a value is included both A and B. Similarly, generation of node also can be obtained by using bitwise AND operation. See table 2. Person who is a male and 53715 (Zipcode) is in a row 1. Bitmap for male is 101100 and 53715 is 110000. Do bitwise AND into bitmap for male and 53715. Its result is same the bitmap for male and 53715 ( S0, Z0 ). That is, we can build n-subset node by bitwise-ANDing two (n-1)-subset.
Bitmap-based Incognito Algorithm
We can get a new Incognito algorithm by applying theory described in section 3.1. Bitmap-based Incognito algorihtm (figure 9) and example are like below.
1) Generate bitmaps on quasi-identifier attribute sets; 2) Check k-anonymity on the 1-subset; 3) LOOP UNTIL current subset <= subset user want DO 4) Create bitmap of root nodes; 5)
LOOP UNTIL there is a test node in the lattice DO 6) Perform a test; IF frequency set is larger than k THEN 7)
Assign skip marks to direct/indirect generalization nodes; 8)
Decide a test node; ELSE 9) Decide a test node which is a direct generalization; Fig. 9 . Bitmap-based Incognito algorithm
1. Check k-anonymity on 1-subset by using bit-count. (figure 10) Every frequency set is greater than k therefore they can be used making 2-subset lattices. Make 2-subset lattices by using bitwise AND. (figure 11) 2. Check frequency set of S0, Z0 by using bit-count. This node is removed from a lattice because its frequency set is smaller than k. Next test node S1, Z0 is generated by using bitwise OR. 3. S1, Z1 and S1, Z2 are can be skipped because S1, Z0 satisfies the k.
4. Does a test on S0, Z1 and S0, Z2 . As a result of, S0, Z1 is removed from a lattice. S0, Z1 and S0, Z2 were generated by using bitwise OR into bitmap of S0, Z0 and S0, Z1 respectively. We can obtain the lattice like a figure 6-d. 5. Does a test on lattice B, Z and B, S . 6. Make a 3-subset lattice by bitwise AND then test on it. (figure 7-a) Fig. 10 . Check a 1-subset by bit-count. Fig. 11 . Generation of a root node in a lattice by using bitwise AND.
Advantage of Bitmap Incognito
With the traditional Incognito, the k-anonymity test of each node requires a sort operation over a large data set, although you may use a temp table for exploiting the Rollup property. However, if we employ the bitmap representation for the base data set, there are no or less physical reads because it is a small size and can be compressed compactly. Another advantage is followings. We can get generalization, generation of root nodes and confirmation of frequency can be obtained by bitwise OR/AND and bit-count respectively. Therefore, it does not need access to tables.
Optimization Techniques
In this section, we popose threee optimazation techniques in bitmap-based Incognito algorithm. These are 1-level, reusing, and prunning optimization.
1-Level Optimization.
One disadvantage of bitmap based Incognito is a space overhead. If you have many QI, then you need more space for bitmaps. However, this overhead can be solved by reusing 1-level (1-subset) bitmaps. While generating nodes, we can get them by using bitwise ANDs into 1-level bitmaps. In figure 12 , we only bitwise AND into a2, g2 and, e1 to get a2, g2, e1 . However this optimization has a problem which is a increment of number of bitwise AND. 
Reusing Optimization
The 1-level optimization is good at space requirement, but it increases the number of the bitwise AND operations, resulting in performance degradation. We can solve this problem by reusing child bitmaps which are temporarily stored in the previous step. For example, assume that you want to get a bitmap of a2, g2, e1 . If you use the 1-level optimization, you must perform two bitwise AND operations for a2 ∧ g2 ∧ e1 However, if you temporarily store child bitmaps of a2, g2 and g2, e1 , you can obtain the bitmap of a2, g2, e1 by just doing a2, e1 ∧ g2, e1 (one bitwise AND). Also, this optimization can be used for generalization. In following case, this optimization is good for performance than 1-Level optimization. There are many columns in QI attribute sets or value k is very small. In this situation, it needs more tests. That is, it uses more bitwise operations.
Pruning Optimization
If we use the traditional Incognito, it is impossible to decide whether the frequency set is greater than k when the sort operation completes. With the bitmap based Incognito, however, we know the exact value of a frequency set after bitwise AND/OR operation. After bitwise AND/OR, if the element value of frequency set is less than value k, we know that this node is not to be k-anonymous, and thus we can skip the next steps. For example, we want to get S0, Z0 . Do bitwise AND between male and 53703 and also do it between male and 53706 respectively. We can know that male, 53703 is greater than k but male, 53706 is not.
As a result of, we know that this node S0, Z0 does not support k-anonymity. That is, following bitwise ANDs( male, 53715 , f emale, 53703 , ... etc) are can be skipped (dotted arrows) (figure 13).
Our experiment data sets are small and big census.dat [9] . The size of small and big data sets are about 5MB and 60MB. Small and big experiment data set have QI attribute set which are consist of four columns. These columns are generalized into 3, 3, 2 and 4 levels respectively. In addition, we build composite index on these columns in the fact table because sorts can be avoided by using index data which is in leaf blocks. These index size are about 2 and 16MB. Ratios are about 40% and 27% compare to their base tables. Our implementation environments are Pentium 4 2.0GHz, 1GB memory, 120GB(7200 rpm), Oracle 10g Release 1 and Intel C++ Compiler 9.0. See above results. bitmap based Incognito much faster than traditional one although it includes bitmap creation time. There are many reasons. First bitmaps are much smaller than fact(real) table or index. The size of bitmaps are about 200KB and 2MB respectively. It is much smaller than fact(real data) table or index. Therefore, all operations(generalization and generation of nodes) can be done in main memory. Also, all operations do not need any access into tables. In addition, bitwise operations are very fast than other operations.
Almost all of sort need full table scan although there is B*tree index which is Oracle served. Because each node need different sorts(GROUP BY). If index includes many columns, it can be bigger than base table.
See above results. If k is a low value, time is increased because there are lots of nodes to be tested which are greater than k. For this reason,lattices have more nodes than lattices with high k. It means lattices with low k need more time to finish test. We proposed three types of optimizations. Normally, reusing optimization outperforms among of them because it reduce number of bitwise operations. If user use 1-Level optimization in 4-subset, there are three numbers bitwise operations at each test phase. When user use the reusing optimization, there is just one number bitwise operation. However, n-1 optimization needs more spaces to maintain bitmaps than others.
Conclusion
When compared to traditional k-anonymity algorithms, including binary search, Incognito is very innovative in that it reduces the number of nodes to be considered in building a lattice for the k-anonymity check. However, it is still inefficient in checking the k-anonymity for each node because it is based on expensive sort operations over a large volume of data. In this paper, we proposed the bitmap based Incognito, which is based on bitwise AND/OR and count operations, rather than expensive sorts. In addition, our bitmap-based Incognito comes with some optimizations techniques for pruning some nodes for the kanonymity check. We show that our approach can improve the performance of the traditional Incognito by an order of magnitude.
