Stability of the estimator of sampling variance is very important in using the estimator for estimation of sampling variance. In this paper the stability of the estimator of sampling variance of Modified Murthy (1957) estimator given by Shahbaz (2004) has been carried out by using the super population model.
Introduction
Horvitz and Thompson (1952) were the first who developed the theoretical ground of unequal probability sampling without replacement and provide the following estimator of population total: 
Under the linear stochastic model: 
Rao and Bayless (1969) and Bayless and Rao (1970) have studied the stability of the variance estimator given by Sen (1953) and Yates and Grundy (1953) . Murthy (1957) symmetrize the Raj (1956) estimator to obtain the following unbiased estimator of population total:
The variance of (1.6), obtained by Murthy (1957) , is:
The expected variance of (1.6) under model (1.4), obtained by Rao and Bayless (1969) , is:
Rao and Bayless (1969) and Bayless and Rao (1970) have conducted extensive empirical study for the expected variances given in (1.5) and (1.8).
Shahbaz ( 
The design based variance of (1.9) obtained by Shahbaz (2004) is:
The estimator of variance given in (1.10) is given as:
In the following section we have studied the stability of (1.11) under the linear stochastic model (1.4) in order to see whether the estimator is admissible for estimation of variance of (1.9). The estimator (1.11) will be stable if under model (1.4) its variance remain positive for all values of the constant γ .
The Stability of Variance Estimator
In this section we have studied the stability of variance estimator given in (1.11). The stability of the variance estimator is judged by using the expression:
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Now considering again (1.11) and squaring we have: 
Applying the model expectation we have: 
In the following section we have conducted the empirical study to see the stability of the variance estimator.
Empirical Study
In this section we have conducted the empirical study to see the stability of the variance estimator. The stability has been studied by using various values of parameter γ ranging from 0.5 to 1.0. The relative expected variance in the variance estimator, given as:
The relative expected variances have been given in Table-1 Looking at the expected variances given in Table- 1 we can readily see that for all choices of the constant γ , the variance estimator has stable performance as all the entries are positive and less then 1 which is a desirable property for a variance estimator to be stable.
