Abstract-In the first part of the correspondence we derive an upper bound on the undetected error probability of binary ( n , k ) block codes used on channels with memory described by Markov distributions. This bound is a generalization of the bound presented by Kasami et al. for the binary symmetric channel, and is given as an average value of some function of the composition of the state sequence of the channel. It can be extended in particular cases of Markov-type channels. As an example, such an extended bound is given for the Gilbert-Elliott channel and Markov channels with deterministic errors determined by the state. In the second part we develop a recursive technique for the exact calculation of the undetected error probability of an arbitrary linear block code used on a Markov-type channel. This technique is based on the trellis representation of block codes described by Wolf. Results of some computations are presented.
I. INTRODUCTION
Different types of automatic repeat request systems are applied effectively in data communication systems to provide the necessary reliability in the transmission of information. The key element of all such systems is usually some block code C used solely for the detection of errors arising during the transmission of codewords through the channel. The undetected error probability P,(C) is one of the major parameters which determines the throughput efficiency. For the binary symmetric channel (BSC) with a bit error probability E , the following lower and upper bounds on the minimum of P,(C), which we denote by P ( n , M , E), over block codes C of length n with M codewords were presented by Korzhik [3] in the mid-1960
The rate Ro ( E ) is called the critical rate. Further significant improvements of the lower and upper bounds on P ( n , M , E) and Po (n, k , E ) were achieved in [l] , [SI, [6] .
At the same time, there are a number of papers dedicated to the evaluation of P, (C) for some important classes of codes on the BSC. For example, an ( n , k)-code for which P,(C) = Po(n, k , E ) is called optimal for the BSC with error probability E. In [3] and [4] it was shown that 1) An equidistant code is optimal on the BSC for any E E [0,1/2]. 2) A group code containing Hamming codes (in particular the Hamming code itself) is optimal on the BSC for any E E Optimal codes constitute a very small class of all block codes.
Much larger classes of codes used for error detection include the following [6]-[12]:
1) Codes that obey the bound P,(C) 5 2"" for all E E [0,1/2].
2) Codes with a monotonic property for which P,(C) is a nondecreasing function of E E [0,1/2] (a subclass of the above mentioned class 1). 3) Cyclic or shortened cyclic codes. 4) Codes which are not worse than an average code from some ensemble of codes. Although research related to the undetected error probability on the BSC is very important from the information-theoretic viewpoint, its practical value is restricted by the fact that the BSC does not always adequately describe real communication channels (which are often not memoryless at all) [13] . The Gilbert-Elliott and Fritchman channel models are examples of formal models used to analyze the characteristics of real channels with memory [14] , [lS] , [18] . The analysis and calculation of the undetected error probability on such channels become more complicated from an analytical and computational point of view when compared with the same problem for the BSC. Few papers have been published on this subject [12] .
In the next section we first give the definition of the undetected error probability Pc(C) of the code C on channels with memory described by Markov distributions and consider some of its properties which are used later. In Section I11 we derive an upper bound on P,(C). This bound is a generalization of the bound presented in [l] for the binary symmetric channel (BSC), and is given as an average value of some function of the composition of the state sequence of the channel. It can be extended in particular cases of Markovtype channels. As an example we give such an extended bound for the Gilbert-Elliott channel. In Section IV we develop a recursive technique for the exact calculation of the undetected error probability of an arbitrary linear block code used on Markov-type channels. 11. DEFINITION AND SOME PROPERTIES OF THE UNDETECTED ERROR PROBAsILITY Let E" be the set of all binary words of length n and C be a linear subspace of E" of dimension k . The set C will be called a binary linear block (n, k)-code. In this correspondence we consider the transmission of words from C, called codewords or code vectors, through channels with memory described by Markov distributions. The function of such a channel during the transmission of n symbols is determined by the sequence 3 = (SO, S I , . where p ( s 0 ) is the probability of the initial state SO, and p ( i l j ) is the probability of transition from state j to state i, with An output word j j = ( y~, y~, . . . , y n ) E E" of the channel can always be represented as a componentwise sum of the transmitted code word Z = (xI,xz,... ,xn) E C and an error vector E = (el, e2,. . . , e,) E E", i.e., yz = x 2 $e,, where $ is binary modulo-2 addition and 1 5 i < n (the operator @ is also used to denote the modulo-2 sum of binary words, for example, g = r @ E). In this correspondence we will suppose that for a given state sequence 3 E S"" and a codeword Z E C, the conditional distribution P(gIZ, 3 ) on jj E E" is defined by S and E = Z @ g as the following product:
where ~( l l j ) = e j and ~( O l j ) = 1 -E ) are the probabilities of erroneous and correct transmission of a single bit when the channel is in the state j , 1 < j 5 L. Channels of the type described above will be called channels with conditionally independent errors (CCE).
If P ( S ) is defined by (4), then the CCIE is called a Markov CCIE or simply MCCIE.
When a block code C is used exclusively for error detection, the received word 5 is decoded to 1) the information bits associated with ?J if jj E C,
2) an error flag if g 6 C.
In communication systems with this decoding rule the transmission will be erroneous if and only if jj # E and g E C. The probability of such an error event is the following sum:
where P ( S ) , P(glZ, 3 ) are defined by (4) and (5), respectively, and { & ( E ) , Z E C} is some probability distribution on codewords. It is not difficult to verify that under the assumption (5) and this probability does not depend on the distribution { Q ( Z ) } .
In fact, for a given word E = (el, e 2 , . . . , e,) E C C E" we have
For an MCCIE the internal sum in (7) can be calculated recursively.
where 1 denotes the terminating state with
and S( n -1, E ) is calculated for the first n -1 components of E. Using matrix notation from (8) and (9) we have the following recursion:
) where P is the state transition matrix,
Although recursion (10) simplifies the calculation of the internal sum (8) for a given E, the summation of these values over all nonzero codewords E still has to be performed for the calculation of P,(C).
This procedure can also be simplified by using a trellis representation of block codes suggested in [2], and will be considered in Section IV.
At the same time there is a special class of Markov channels with conditionally independent errors, containing the BSC as a particular case, for which the calculation of P, (C) can be performed exactly as for the BSC. These are so-called symmetrical channels for which all L average error probab
. .
are equal, i.e., a(e,,i) = a(e,) for all 1 5 i 5 L and a(e,) does not depend on i (0 5 @(e,) 5 1, e, = 0 , l ) . It is not difficult to verify that a ( 0 ) + a(1) = 1. In this case from (8)- (10) we have n where w(E) is the Hamming weight of the word e, i.e., the number of nonzero components of E. From this equality and (7) it follows that for symmetrical Markov channels with conditionally independent errors
where E = a(1) and A, is the number of codewords E E C, such that tu(??) = i, 0 5 i 5 n. The set of n + 1 integers A, is called the weight spectrum of the linear code C. We formulate this result as Theorem 1: For a symmetrical Markov channel with conditionally independent errors the undetected error probability P, (C) is defined by the spectrum of the linear (n,k)-code C and can be evaluated Two particular cases of MCCIE will be considered further on in this correspondence. These are the Gilbert-Elliott Channel (GEC) and the Fritchman channel.
by (12). The GEC: It has two states, i.e., S = {1,2}, and is defined by the following four parameters:
and €2 = ~(112). Therefore, for the GEC
The state transition diagram of the GEC is shown in Fig. 1 . We will suppose that €1 5 € 2 and, therefore, we may consider State 1 as the good state, and State 2 as the bad state of the channel. The GEC is
, and is satisfied if and only if €1 = €2 or q = 1 -p . In the first case, when €1 = € 2 , the bit error probability does not depend on the state of the channel and therefore the channel is in fact the BSC. In the second case, when q = 1 -p , the bit error probability depends on the state of the channel, but the undetected error probability P,(C) can be calculated by (12) exactly as for a BSC with bit error probability
For a given set of valid parameters p , q, €1 and €2 an interesting problem is the evaluation of the minimum P ( n , k , p , q , €1, € 2 ) of P,(C) over all binary linear codes C of length n with k information bits. As we have already shawn for €1 = €2 or q = 1 -p it is a wellknown problem considered in [l], [3]-[11] among others. In the next section we derive an upper bound on the undetected error probability for the GEC with arbitrary valid p , q , €1, €2, IC and sufficiently large n.
Markov channel with deterministic errors: It is defined by the condition that all bit error probabilities €(.Is) are equal to either 0 or 1. A widely used example of such a channel is the partitioned finitestate Fritchman channel model [18] . In the case of the Fritchman channel model the set of L states are partitioned into the subset S, Fig. 2 and is used as an example later (s, = { 1, a}, s b = ( 3 ) ) .
UPPER BOUNDS ON THE UNDETECTED ERROR PROBABILITY
First we derive an upper bound on the undetected error probability which is valid for an arbitrary channel with conditionally independent errors. This bound is given by the following theorem as an average value of some function of the composition ii (7) Theorem 2: For an arbitrary channel with conditionally independent errors, there exists a linear even weight (n, k)-code C for which the undetected error probability P,(C) defined by (7) satisfies the following inequality:
Proof: For a fixed code C used on the CCIE the definition of P, (C) was given by (7) in Section 11. To prove Theorem 2 we average P, (C) over an ensemble { C} of all binary linear (n, k)-codes C with codewords of even Hamming weight, as it was done for the BSC by Kasami, Klove, and Lin [ 11. The number of codes in { C} is
[ "; ' I = (15) and the number of codes C E { C} containing a given nonzero even weight word is where ~(~, 1 ) , ~( 2 , 2 ) , . . . , 3 ( z , v ( i ) ) are integers of the set J,, 1 5
A operation for such a partition of e E E" will be the merging e = (zoco.. . o z ) E En of the words E ~4 2 ) which is defined by (18) and depends on the State sequence 7 E S".
Finally, let us denote the subsets of E" containing the words of even and odd weight by E"" and E"11, respectively; Enlo U E"'l = E".
Using these notations and (IS), we can rewrite the internal sum in (17) as follows:
where z = 4 2 ) is the number of "bad" States 2 in the state sequence 7. To extend the bound (13) we first show that f(T) is a convex n function Of z for sufficiently large n. In fact, f(T) = + 2(1 -E l ) n # ( Z ) , where
e E E n , +o w(Z) even Therefore, f(G) is a convex n function of z, if and only if where the sum is taken over all even weight binary words 7 = (~( 1 ) ,~( 2 ) ; * * , 7 ( L ) ) E E L , and ax2 = AP"(lnP)2 -a!"(lna!)2 0.
s, =

P ( m
This inequality is equivalent to the following one:
Here we note that if (24) is valid for x = 0, then it is valid for any
Since for arbitrary numbers a and b, such that a + b = 1, z > 0 as well. But for z = 0 it can be rewritten as follows:
Therefore, f (~) is a convex n function of x = v(2) for n satisfying (25), and we can apply Jensen's inequality to upper-bound the right side of (23). This gives us the following theorem. 
undetected error probability P, (C) satisfies the following inequality:
t=1 Pe(C) 5 F ( n , k ,~i ,~z , v ) A 2"1 Using the equality --
where 2=1 w ( 7 ) even which is valid for arbitrary real numbers a l , a2,. . . , a,, from (19) and (21) we have
is an average number of "bad" States 2 in the sequence 7 = (Sl, s 2 , . . . , sn).
Let P(n, k , p , 4, € 1 , € 2 ) be the minimum of P,(C) on the GEC Corollary I : For an arbitrary set of valid parameters n, k , p , q, E , S over all binary linear ( n , k ) codes. Then we have 1
.
Z ' t E " , Z#O
Z=1 w(Z) even
Therefore, as it follows from (17) and (22) ( 22) where f(z) is defined by (14). Since at least one code C in the ensemble {C} has Pe(C) 5 P,(C), then from (23) we come to the conclusion formulated earlier in Theorem 2. For many particular cases of channels with conditionally independent errors the upper bound (13) can be extended to get simpler bounds. First we illustrate this idea for the GEC.
tively.
Corollary 2: If the initial probability distribution p = (p(l), p(2)) on SO is the stationary distribution of the Markov chain with the transition matrix P , i.e., p = PP, and n satisfies (251, then Fig. 3 . Trellis for the (3,1)-code described in the text.
Markov channels with deterministic errors:
Referring to the description of these channels in Section I1 and the definition (14) of the function f, we get that in this case 
Iv. RECURSIVE CALCULATION OF THE UNDETECTED ERROR PROBABILITY
In this section we present a method for the recursive calculation of the undetected error probability of the ( n , k)-code G given by its
, where E E"-k is the ith column of H , 1 5 i 5 n. This method is based upon the trellis representation of linear codes described by Wolf [2] .
The trellis of the code C is a directed graph with n + 1 sets of nodes I,, 0 5 j 5 n. The nodes from I, are said to be at depth j , 0 5 j 5 n, and are identified (labeled) by binary words of length r = n -k. A binary word identifying the node x E IJ is called its label. We should note that not all words from E' may correspond to the nodes in the set IJ . The edges of the trellis connect only pairs of nodes (z, y) such that x E I, and y E IJ+l for some j = 0 , 1 , . ... n -1 (edges are oriented from x to y). The number of nodes at each depth and all interconnections of nodes in the trellis is defined by the following two rules.
1) At depth 0 the trellis contains only one node labeled by the all-zero word 0 E E'. 2) For each j = O , l , . . . , n -1, the node x with the label CU at depth j is connected to the node y with the label at depth .j + 1 if and only if _ --for some e = 0 , l . The edge connecting nodes x and y is labeled by the binary symbol e defined by (29). The trellis constructed according to these rules for the (3,l)-code with the parity-check matrix is shown in Fig. 3 .
As we can see from the description of the trellis for any binary word Z = ( e l , e z , . . ' , e,) E E" there is a path on the trellis which Fritchman channels described in [17] as well as on the BSC. Comparison of P,(C) for various CRC-CCITT codes on the originates in the single node at depth 0 and terminates at some node at depth n. It is not difficult to verify using [2] that the trellis has the following two properties. 1) All paths corresponding to codewords start at depth 0 and terminate at depth n in the node labeled by 0 E E'.
2) The paths corresponding to different codewords diverge at some node, i.e., they are different. Now we show how the trellis described above can be used for the recursive calculation of the undetected error probability P, (C). In Section I1 we obtained the following expression (see (7) and (8)):
where S ( n , l), S ( n , Z), .... S ( n , I ) codes have high rates and relatively small redundancies r = n -IC. In the last case, the following procedure is more efficient from a computational point of view. Referring to the trellis described above and recursion (10) from Section 11, we can state this procedure as follows. For each node x at depth j, 0 5 j 5 n, we assign the vector g(j, x) with real components in accordance with the following rules: 1) For j = 0 let S(0,G) be the probability distribution ( p ( O ) ,
. , p ( L ) ) of the initial state of the channel.
2) Suppose that the vectors s ( j , z ) are already assigned to all nodes x at depth j < n, and y is a node at depth j + 1 connected to the nodes XI,XZ,...,X, at depth j by edges labeled by binary symbols a1 . u2, .... a,, respectively. Then vector s(j + 1 , y ) assigned to the node y at depth j + 1 is determined by the equality
where P is the state transition matrix, and A ( a , ) are the L x L matrices defined in Section 11.
Theorem 5: The undetected error probability P,(C) of the code C is equal to the sum of the components of the vector s(n, 8) assigned to the node with the label 0 at depth n of the trellis.
The proof of this theorem follows directly from (30) and the description of the trellis. The described recursive technique was applied to the calculation of the undetected error probability for the well-known CRC-16 and CRC-CCITT codes [20] for various CRC-16 and CRC-CCITT codes used on Fritchman channels with state transition diagrams as shown in Fig. 2 and the BSC. The average error probability shown on these graphs represents the bit error probability for the BSC and the average bit error probability for the Fritchman channel, E = P3. The parameters of the Fritchman channel used for these calculations are taken from [17] , and are typical of Rayleigh fading channels. random words, it was impossible to find undetected error probabilities through simulation at some of the average error probabilities shown in the graphs. The technique which we have proposed, however, delivers results independent of any channel parameters, depending only on the redundancy of the code, T = n -k . We have therefore been able to calculate undetected error probabilities for average error probabilities which make simulation nonfeasible in determining undetected error probabilities.
A similar approach to that described in this section has been used successfully by Kittel [22] for a variety of problems in coding design.
V. CONCLUSIONS
In this correspondence we have presented a general upper bound on the undetected error probability of linear ( n , k)-codes on channels with conditionally independent errors. This bound was extended to specific types of channels described by channel models such as the Gilbert-Elliott and Fritchman models.
A compact method for the exact evaluation of Pe(C), based on the trellis representation of block codes, was also introduced and the effectiveness of this method was demonstrated through comparison with simulation results presented in [19] .
