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Résuḿe : Le développement important des systèmes
intégŕes sur puce (SoC)1 montre que ces systèmes em-
barquent une part de plus en plus important de mémoires.
Globalement, les SoCs sont constitués de cœurs de
traitement ǵeńeraliste et/ou sṕecifique et acc̀edent, via un
réseau sur silicium (NoC2), à une organisation ḿemoire
plus ou moins complexe. La connexion de cette organi-
sation ḿemoire aux diff́erents acteurs du système pour
l’acheminement des données depuis ou vers la mé oire
est un point critique du système. Dans cet article, nous
nous int́eressons̀a ce probl̀eme d’interconnexion entre
les acteurs et la ḿemoire pour une application temps réel
à śequence d’acc̀es d́eterministe. L’approche que nous
proposons, consiste en la mise en place d’une interface
flexible entre les ḿemoires et le ŕeseau v́ehiculant
l’ensemble des requêtes des acteurs du système. Cette
interface doit s’assurer que le système est bien en mesure
de sauvegarder et de récuṕerer des donńees dans les
mémoires. Nous d́eveloppons une formulation ILP
(Integer Linear Programming) de ce problème et nous
présentons un exemple de mise en œuvre d’application
de traitement d’images (DCT3) pour illustrer l’́echange
des donńees et le r̂ole de l’interface.
Mots-clés : System On Chip (SoC), Hiérarchie ḿemoire,
Interconnexion, Architecture
1 INTRODUCTION
La densit́e d’intégration des transistors sur le silicium
offre, aujourd’hui, aux concepteurs de systèmes la ca-
pacit́e de concevoir une seule puce pour y intégrer
la totalit́e de leurs applications. Ces systèmes (SoC)
sont constitúes ǵeńeralement de cœur(s) de proces-
seur, d’acćelérateur(s) matériel(s), d’interface(s) avec le
monde ext́erieur (convertisseur analogique numérique et
vice versa), de ŕeseau(x) et de ḿemoire(s). Bien que
la complexit́e des applications̀a impĺementer dans ces
circuits soit de plus en plus importante, les prédictions
d’évolution nous annoncent que la mé oire est la partie
qui ”occupera” la plus importante surface du circuit, et
qu’elle sera par conséquent la plus grande ”consomma-
trice” d’énergie. En effet, les prédictions pŕevoient que
1SoC : System on Chip
2NoC :Network on Chip
3DCT : Discret Cosinus Transform
la mémoire s’́etendra sur plus de 90% de la surfaceà
l’aube de 2014 (voir figure 1). Les 10% restantétant
alors alloúesà de la logique classique et/ouà des parties
mat́erielles tr̀es sṕecifique.
FIG. 1 – Part de la ḿemoire dans les SoC, source SIA
Roadmap
Cetteévolution sans cesse croissante est essentiellement
due à l’évolution des applications multiḿedia (audio,
vidéo et images) qui manipulent des volumes de données
très importants. Cela se traduit finalement par un très
grand nombre de transferts mé oires pour satisfaire les
besoins des diff́erentes t̂aches de l’application. D’un point
de vue énerǵetique, ces transferts sont une source de
consommation tr̀es importante, et de ce point de vue,
il est inconcevable d’envisager un système dans lequel
les donńees de l’application seraient perp´ tuellement
déplaćees en ḿemoire pour satisfaire les ressources de
calcul du syst̀eme (ex́ecutant les t̂aches de l’application).
Le probl̀eme difficile de l’interconnexion apparaı̂t alors
comme un point òu les contraintes dues aux SOC inter-
viennent fortement.
Les travaux que nous présentons dans ce papier visent
à proposer une solution d’interconnexions minimale sous
contrainte de satisfaction des transferts de données (d’une
applications temps réel à śequence d’acc̀es d́eterministe)
vers les ressources de calcul du système. L’organisation
du papier suit la d́ecoupe suivante. La section 2 présente
un état de l’art du domaine. La section 3 présente notre
méthodologie et une formalisation du problème de l’in-
terconnexion du système ḿemoire avec les ressources
de calcul du système. Un exemple illustre nos proposà
la section 4. Enfin, nous concluons et donnons quelques
perspectives.
2 ETAT DE L’ART
De nombreuseśetudes ont abord́e la probĺematique líeeà
la mémorisation au sein des systèmes de type SoC. Les
approches proposées s’int́eressent notammentà la mise
en place d’une structure ḿemoire híerarchique,̀a l’allo-
cation de l’espace d’adressage,à la gestion des conflits
d’acc̀es à une seule ḿemoire, ou encore aux problèmes
de la consommation dans les circuits. Nous donnons
quelqueséléments de ces travaux dans les paragraphes
suivants.
2.1 Etudes concernant la mise en place de hiérarchie
mémoire
A l’instar des syst̀emes microprocesseurs, la mise
en place de structures mé oires híerarchiques pour
répondre aux besoins en performances des systèmes
intégŕes sur puce est une solution très largement explorée.
Les travaux de recherche dans ce domaine peuventêtre
clasśes en trois catégories, selon l’approche suivie pour
aborder le probl̀eme :
– La premìere approche consisteà d́eterminer, pour une
application donńee, la híerarchie optimale (nombre de
niveaux, taille des ḿemoires. . .) en fonction de la loca-
lit é des donńees [Jacobet al., 1996] ;
– La seconde approche consistèa trouver, pour
une architecture cible préd́efinie et une híerarchie
mémoire fixe, le placement optimal de chaque
donńee dans le niveau de la hiérarchie le plus
adapt́e, afin de ŕepondre aux contraintes de l’appli-
cation [Crummeyet al., 2001, Ouaiss et Vemuri, 2001,
Kavvadiaset al., 2001] ;
– Enfin, la troisìeme approche combine la recherche
d’une híerarchie avec l’́evaluation du placement
des donńees dans le niveau hiérarchique le plus
adapt́e et cela sous contrainte fixée par l’application
[Catthooret al., 1998, Catthoor, 1999].
La premìere approche est une approche matérielle et elle
convient mieuxà la conception des circuits spécifiques
de type ASIC. La seconde approche peutˆ tre consid́eŕee
comme une approche logicielle, puisque l’architecture
mémoire est fix́ee d’avance. Tous les travaux sur la ges-
tion des caches dans les systèmes classiques ou sur
les optimisations au niveau code, peuventˆ tre clasśes
dans cette catégorie. Pour les systèmes int́egŕes sur
puce, la dernìere approche, basée sur une d́emarche
conjointe logicielle/mat́erielle semble la mieux adaptée.
C’est de loin, l’approche la plus complète, mais la com-
plexité d’automatisation la rend difficilement utilisable
[Catthooret al., 2000].
2.2 Problème de gestion de l’espace d’adressage
Lorsque les applications manipulent des tableaux de
donńees, une phase importante de la conception consiste
à allouer l’espace ḿemoire pour ces structures de
donńees. La technique classique consisteà simplement
affecter un offset̀a chaque tableau de données, et lors
de l’acc̀es à un élément, il suffit alors de réaliser une
opération d’addition entre l’indice de l’élément recherch́e
et l’offset en question. Cette technique simple pr´ sente
l’inconvénient de ńecessiter un oṕerateur mat́eriel pour la
réalisation de l’oṕeration d’addition, et dans certains cas
cela peut̂etre ṕenalisant du point de vue du temps d’accès
à la donńees. Dans [Schmit et Thomas, 1998], les auteurs
présentent trois techniques qui permettent de limiter le
coût mat́eriel ainsi que temporel lié à cette oṕeration (Le
principe est illustŕe figure 2.a).
FIG. 2 – Illustration de la techniques d’allocation selon
[Schmit et Thomas, 1998]
La premìere technique consistèa imbriquer deux ta-
bleaux de dimensions très proches, le premier tableau
est positionńe aux adresses paires alors que le second
est positionńe aux adresses impaires. La seconde tech-
nique consistèa remplacer l’oṕeration d’addition par une
opération de OU exclusif, XOR, dont le coût est moindre
(voir exemple figure 2.b). Cela n’est possible sous cer-
taines conditions de taille des tableaux. Enfin, la dernière
technique propośee s’appuie sur une opération de rota-
tion sur les bits d’adresses. Deux tableaux peuventêtre
imbriqués dans un espace d’adresses en plaçant, pour le
premier tableau, d’un ĉoté les éléments paires et d’un
autre ĉoté leséléments impaires, pour le second tableau
le même placement peutêtre ŕealiśe en prenant soin de
réaliser pŕealablement une inversion des indices (bit re-
verse) deśeléments du tableau.
2.3 Gestion des conflits d’acc̀esà la mémoire
Dans [Schwaderer, 2002], les auteurs s’intéressent aux
probl̀emes pośes par l’apparition de nombreuses requˆ tes
mémoires venant d’initiateurs différents dans un SoC.
Le contexte de l’́etude est un système SoC pour lequel la
mémoire est externe et qui est composé de plusieurs ac-
teurs sollicitant la ḿemoire. La probĺematique est líeeà
la gestion des conflits créés par les multiples requêtes qui
vont parvenir au système ḿemoire. En effet, l’ensemble
des acteurs (blocs IP) n’ont pas forcément les m̂emes ca-
dences de fonctionnement et n’ont pas tous la même ”cri-
ticité”.
L’id ée propośee dans cet article consisteà placer un bloc
d’interface qui va ŕecolter l’ensemble des requêtes pour
la mémoire et ordonnancer ces demandes afin de sou-
mettreà la ḿemoire Off-Chip une seule séquence d’acc̀es
(un crit̀ere de qualit́e de service est pris en compte au
moment de l’ordonnancement). Le bloc d’interface pro-
pośe est compośe d’un ordonnanceur de requêtes vers la
mémoire capable de gérer une interface OCP multithread.
La principale critique que l’on peut formuler sur ces tra-
vaux est l’absence de ḿemoire interne au circuit. En effet,
ce type de solution est assez´ loigńe des architectures des
circuits actuels.
2.4 Prise en compte de l’aspect consommation
Dans l’article [Lyuh et Kim, 2004], les auteurs proposent
une ḿethode permettant de placer les différents acc̀es
aux différentes ḿemoires de telle sorte qu’il soit pos-
sible de compacter le maximum d’activité sur quelques
mémoires et donc faire apparaı̂tre des ḿemoires avec peu
d’acc̀es. Dans ce cas, les mé oires ayant peu d’accès
peuvent alorŝetre mise en veille pendant des périodes
non ńegligeables, ce qui permet un gain en consomma-
tion relativement important. La ḿethode propośee part du
principe que les accès ont d́ejà ét́e ordonnanćes pour sa-
tisfaire la partie calcul. La ḿethode consid̀ere l’ensemble
des donńees comméetant scalaires et travaille sur un
syst̀eme compośe de 2 bancs ḿemoires. Le gain obtenu
est de l’ordre de 16%.
Ces travaux confirment l’importance du critè e consom-
mation pour la partie ḿemorisation des données. Notre
approche pourrait, assez facilement,ê re enrichie par
cette proposition de mise en veille des mé oires.
L’ensemble des travaux́enuḿeŕes dans les paragraphes
préćedents pŕesente des points intéressants, mais ne pro-
pose pas de ḿethode globale pour tenter de r´ pondre effi-
cacement au problème des interconnexions des mé oires
dans un système int́egŕe multiprocesseur. En touté at de
cause, la pŕesence de ḿemoires caches favorise le temps
moyen d’ex́ecution mais ne convient pas aux applications
temps ŕeel. Notre approche du problème consistèa ex-
ploiter au maximum toute la connaissance a priori de la
structure de la hiérarchie ḿemoire et des contraintes de
l’application pour mettre en place une interface m´ moire
flexible et reconfigurable supportant les transferts de
donńees vers les unités de calcul.
FIG. 3 – Mod̀ele ǵeńeral du SoC & position de nos tra-
vaux
3 MÉTHODOLOGIE GLOBALE
Un syst̀eme int́egŕe multiprocesseurs est globalement
constitúe de plusieurs acteurs, chaque acteur est po-
tentiellement demandeur d’espace de stockage (voir
figure 3). De plus, ces acteurs sont susceptibles de
s’échanger des données au travers de la mé oire. On
peut imaginer, par exemple, une tâche (qui est acteur du
syst̀eme) produisant des données, ces donnéesétant en-
suite consomḿees par une autre tâche. Les ḿemoires ne
pouvant,à tout instant,̂etre connect́eesà tous les initia-
teurs de reqûetes ḿemoires, il est ńecessaire de mettre
en place une interface dont le rôle est la prise en charge
de la connexion des acteurs du système avec leurs cibles
mémoireà l’instantt.
Dans le contexte de l’implémentation d’une application
temps ŕeel sur un SoC, le d́eterminisme complet de la
séquence des accès aux donńees, permet d’envisager la
construction d’une organisation mé oire sṕecifique en
ad́equation avec l’application. Pour cela, il est impératif
de ŕesoudre les deux problèmes suivants :
– Quel est, du point de vue des critè es de surface,
consommation et performances, le placement ”opti-
mal” des donńees dans les différentes ḿemoires du
SoC ?
– Comment interconnecter ce système ḿemoire au reste
du syst̀eme de façoǹa minimiser le nombre de liens
à mettre en place entre chaque m´ oire et les autres
acteurs du système ?
Les deux sections suivantes proposent une réponse aux
deux questions préćedentes.
3.1 Organisation Mémoire
La recherche de l’organisation mé oire ”optimale”
en terme de placement de données s’appuie sur
la méthodologie que nous avons proposée dans
[Chillet et al., 2005].
L’approche d́evelopṕee est baśee sur un mod̀ele
mémoire ǵeńerique et flexible, constitúe de trois niveaux
hiérarchiques : deux pseudo caches de niveau 1 et 2 et
une ḿemoire principale de niveau 3 (voir figure 4).
FIG. 4 – Mod̀ele ḿemoire
Le flot de conception associé (figure 5) nous permet de
sṕecifier le stockage des données dans les différentes
mémoires du SoC en partant de la liste des accès ḿemoire
définissant l’ordre des opérations et les d́ependances des
FIG. 5 – Méthodologie propośee selon une d́ecoupe en troiśetapes, permettant d’aboutirà une organisation ḿemoire
sṕecifiqueà l’application
donńees.
La méthodologie se d́eroule en troiśetapes :
– la premìere étape a pour objectif de déterminer la
position des donńees dans les différents niveaux de
mémoire (figure 5.a) ;
– la secondeétape d́etermine, pour chaque niveau
mémoire, le nombre de ḿemoires ńecessaires (fi-
gure 5.b) ;
– enfin, la troisìemeétapeévalue les transferts entre ni-
veaux ḿemoires (figure 5.c).
Les deux premìeresétapes de cette ḿethodologie sont
baśees sur des techniques d’allocation et de distribution
de donńees dans les ḿemoires et s’appuient géńeralement
sur des algorithmes de coloriage de graphe de conflit
d’acc̀es. Dans la troisièmeétape, les caractéristiques de
la cible mat́erielle vont être prises en compte de façon
plus compl̀ete pourévaluer toutes les opportunités et
prendre en consid́eration les contraintes de l’architecture
mémoire.
3.2 Interface des interconnexions ḿemoires
La troisìemeétape de la ḿethodologie expośee dans la
section 3.1 nous permet de d´ finir les connexions entre
les différents blocs de l’organisation mé oire du SoC.
Toutefois, dans cette première approche, les interactions
de la ḿemoire avec les autres modules du système ne
sont pas prises en compte. Cela revientà consid́erer
que les reqûetes ḿemoires proviennent d’une seule unité
de calcul. Mais dans un contexte multiprocesseurs, les
séquences de production et de consommation de données
peuvent̂etre diff́erentes. Une réorganisation des données
en ḿemoires peut s’av́erer ńecessaire pouŕeviter les co-
pies de donńees entre ḿemoires. Cette oṕeration im-
plique deux conśequences :
– La remise en cause du placement initial des données
effectúe dans le cas de système mono-processeur ;
– La mise en place d’une interface d’interconnexions
mémoire flexible capable de gérer toutes les requêtes
d’acc̀es aux donńeesémanant des différents modules
du SoC.
Dans la sous-section suivante, nous proposons une for-
mulation du probl̀eme de la mise en place de cette in-
terface sous la forme d’un problème de programmation
linéaire en nombres entiers (PLNE ou ILP4). La PLNE est
une technique classique dans la synthèse de haut niveau
et constitue un cadre géńeral particulìerement utile pour
mod́eliser, et bien souvent résoudre, des problèmes d’op-
timisation dans des domaines d’application extrˆ mement
variés. Le principe est simple : une fonction objectif
linéaireà maximiser oùa minimiser, sous des contraintes
linéaires et òu les variables sont entières.
3.2.1 Formulation ILP du problème
En se basant sur le modèle architectural de la hiérarchie
mémoire et en tenant compte du nombre de blocs
mémoires ńecessaire, imposé par les conflits d’acc̀es des
donńees (acc̀es simultańes des donńees), le probl̀emeà
résoudre est le suivant.
Comment d́eterminer le placement des données dans les
bancs ḿemoires de façoǹa minimiser le nombre de liens
à mettre en place entre chaque m´ oire et les acteurs qui
produisent et/ou consomment des données ?
4ILP :Integer Linear Programming
En exploitant au maximum toute les connaissances de la
structure de la hiérarchie ḿemoire et des contraintes du
probl̀eme, nous donnons ci-dessous, une expression sous
forme ILP de ce problème.
– SoitData l’ensemble des données de l’algorithme :
Data = {Di} ∀ i=1...d
avecDi la iieme donńee de l’algorithme etd le nombre
de donńees manipuĺees par l’algorithme.
– SoitMem l’ensemble des ḿemoires ńecessaires pour
le stockage des données :
Mem = {Mi} ∀ i=1...m
avecMi la iieme mémoire etm le nombre de ḿemoires
nécessaires pour le stockage des données. Rappelons
que m est une variable connue du système, et que
son calcul, effectúe lors la deuxìeme étape de notre
méthodologie tient compte des conflits d’accès des
donńees.
– SoitAct l’ensemble des acteurs du système (initiateurs
de lectures et/ou d’écritures dans les ḿemoires) :
Act = {Ai} ∀ i=1...a avecAi le iieme acteur eta le
nombre d’acteurs du système.
– Soit Pij la variable indiquant si laiieme donńee est
stocḱee dans lajieme mémoire :
Pij =
{
1 si Di est stocḱee dansMj
0 sinon
Notons que ceséléments sont les inconnues du
probl̀emeà optimiser.
– Soit Wij la variable indiquant si laiieme donńee est
produite (́ecrite) par lejieme acteur du système :
Wij =
{
1 si Di est produite parAj
0 sinon
– Soit Rij la variable indiquant si laiieme donńee est
consomḿee (lue) par lejieme acteur du système,
Rij =
{
1 si Di est consomḿee parAj
0 sinon
– SoitTps l’ensemble des temps pour lesquels au moins
une oṕeration d’acc̀esà la ḿemoire est ŕealiśee :
Tps = {Ti} ∀ i=1...t, avec t le nombre de temps
d’acc̀es diff́erents.
– SoitTAij la variable indiquant si laiieme donńee est




1 si Di est acćed́ee au tempsTj
0 sinon
L’objectif étant de rechercher une solution présentant le
minimum de connexions entre les acteurs du système et
l’organisation ḿemoire. La fonction côut à minimiser est








Avec Cij la variable indiquant s’il existe une connexion
entre leiieme acteur du système et lajieme mémoire :
Cij =
{
1 si Ai est connect́e àMj
0 sinon
Cette minimisation doit̂etre effectúee sous les contraintes
que nouśenuḿerons ci-dessous :
– Contrainte 1 : toute donnée doitêtre stocḱee dans une
mémoire et une seule :
m∑
j=1
Pij = 1 ∀ i = 1 . . . d (2)
On pourra, par la suite, proposer une exten-
sion de la ḿethode au stockage de la mê e
donńee dans plusieurs bancs mé oires. Ce cas
nécessitera une attention toute particulière concernant
le probl̀eme de coh́erence des lectures et´ critures des
donńees. Probl̀eme similaire au problème classique de
coh́erence de cache des systèmes multi-processeurs ;
– Contrainte 2 : toute ḿemoire ne peut avoir plus de 1








∀ j = 1 . . .m
Le nombre maximum d’accès à une ḿemoire pour
le tempsk doit être strictement́egal à 1. Une valeur
suṕerieure à 1 indiquerait qu’il existe au moins un
temps pour lequel la ḿemoire est sollicit́ee pour plus
d’un acc̀es. Une valeur inf́erieureà 1 (́egaleà źero en
l’occurrence), indiquerait que la ḿemoire n’est jamais
sollicitée, donc qu’elle est inutile.
– Contrainte 3 : si une donnée l produite (respective-
ment consomḿee) par un acteuri est stocḱee dans une
mémoire j alors il doit exister une connexion entre




((Wli ∨ Rli) ∗ Plj) (4)
∀ i = 1 . . . a, ∀ j = 1 . . .m
Pour tout couple (acteuri, mémoirej), il existe une
connexion entrei et j si l’acteuri fait une lecture ou
une écriture de la donńee l et que cette donńee l est
stocḱee dans la ḿemoirej (la notation ∨ correspond
à l’opérationou logique).
La minimisation de la fonction de coût permet de
déterminer les positions des données en ḿemoires et
donc, de d́eterminer la connectique minimale. Cette
formulation suppose que les mé oires sont́equivalentes,
ce qui est acceptable pour l’ensemble des m´ moires d’un
niveau híerarchique donńee. Ainsi dans le cas d’une
hiérarchie ḿemoire, il suffit de formuler le problème
pour chaque niveau pour trouver le nombre minimal
d’interconnexions̀a mettre en œuvre. Cette formulation
suppose aussi que les mé oires ne disposent que d’un
seul port d’acc̀es. Une extension pourraitê re envisaǵee
si les ḿemoires disponibles disposent de plusieurs
ports de lecture/´ criture. Dans ce cas, la contrainte 2
(voir équation 3) impośee de façon homogène pour
toutes les ḿemoires, sera revue et exprimée selon les
caract́eristiques de chaque mé oire.
L’expression du problème est ind́ependante du temps, ce
qui signifie que la solution n’est pas implémentable dans
l’ état. Si la solution proposée indique qu’un acteur doit
être connect́e à une ou plusieurs ḿemoires, encore faut-il
savoirà quels instants ces connexions sontà assurer. Une
phase d’ordonnancement de ces connexions est alors`
réaliser. Cette phase correspond finalementà une phase
de d́efinition temporelle de la configuration de la connec-
tique.
4 MISE EN ŒUVRE SUR UNE APPLICATION
Dans cette section, nous appliquons notre méthodologie
à une partie d’une application. L’algorithme retenu
est la transforḿee en cosinus discrète (DCT ) à deux
dimensions. En effet, les standards actuels de com-
pression d’images (JPEG, MPEG, H26x) se basent sur
une d́ecomposition en blocs de l’imagèa traiter et une
transformationDCT2d est appliqúee sur chaque bloc.
Sans reprendre le développement mathématique, et pour
une bonne compréhension de l’algorithme rappelons
brièvement les formules de calcul de laDCT2d :





x(i, j) c(i, k) c(j, k) (5)
Y (k, l) est laDCT2d de l’ensemble des pixels du bloc
image sourcex(i, j), c(i, j) repŕesentent les coefficients
cosinus etα(k, l) des facteurs multiplicatifs.
Sous sa forme matricielle, laDCT2d se ram̀ene à des
produits de matrices :
Y = DCT2d(x) = [C] ∗ [x]︸ ︷︷ ︸
ImgTmp
∗[C]T = ImgDst (6)
Sous cette forme il est́evident qu’uneDCT2d sur une
image est le ŕesultat de l’application successive de deux
DCT1d unidimensionnelles suivant les deux axeset y.
Sur la figure 6, nous donnons une illustration graphique
de cette d́ecomposition pour uneDCT2d(4x4).
FIG. 6 – Principe de laDCT2d(4x4)
Nous proposons de découper cette transforḿee en deux
taches, la première t̂acheDCT1x (en haut sur la figure 6)
réalise le premier produit de matrices de l’image source
avec la matrice des cosinus, la seconde tâcheDCT1y (en
bas sur la figure 6) réalise le produit de matrices entre
la matrice de cosinus et l’image intermédiaire produite
préćedemment.
Sur la base de ce découpage en tâches, le fonctionne-
ment se d́eroule en deux́etapes. La premièreétape ŕealise
une it́eration de la t̂acheDCT1x. Une fois cettéetape
réaliśee, la t̂acheDCT1y est ex́ecut́ee et travaille sur
le résultat de la première t̂ache. Il s’en suit alors un
séquencement pipeliné des t̂achesDCT1x et DCT1y.
Si l’on fait abstraction de la première phase (d́emarrage
du pipeline), le d́eroulement des calculs engendre alors
les acc̀es ḿemoire pŕesent́esà la figure 7. L’axe des abs-
cisses repŕesente les temps de cycle du système alors que
l’axe des ordonńees repŕesente les adresses mé oires.
Pour chaque accèsà l’adressea réaliśe au cyclet, un ”ti-
ret” est plaće à l’abscisset et l’ordonńeea. Par exemple,
au temps de cycle 1, deux ressources vont effectuer des
reqûetes̀a la ḿemoire, l’une demande un pixel de l’image
source et un coefficient de la matrice des cosinus, tandis
que l’autre demande un pixel de l’image temporaire et le
même coefficient de la matrice des cosinus. Finalement,
on obtient bien trois reqûetesà la ḿemoire. Notons que
cette figure ne diff́erencie pas les opérations de lecture et
d’écriture.
FIG. 7 – Acc̀es ḿemoire de laDCT2d(4x4). Chaque
acc̀es est repŕesent́e par un tiret dans le temps de cycle
correspondant et̀a l’adresse correspondantà la donńee
attendue
Dans cet exemple, la difficulté apparâıt pour les acc̀es qui
concernent les matricesCosinus et ImgTmp, puisque
ces deux matrices sont accéd́ees simultańement par les
deux blocs ŕealisant les calculs de laDCT2d. Pour la ma-
trice ImgTmp plus particulìerement, le parallélisme des
acc̀es conduira l’́etape de placement des donnéesà distri-
buer les colonnes (ou les lignes) de la matrice dans des
mémoires diff́erentes (comme indiqué dans la figure 8).
L’architecture propośee est celle qui devrait̂etre fournie
par la ŕesolution du probl̀eme d’interconnexion. Notons
que l’outillage informatique complet de cette proposition
est en cours.
Le rôle du module interface consistèa pŕeparer les
donńees pour chaque module de calcul de la DCT. Des
interconnexions seront mises en œuvre entre les mo-
dules de calcul et les bancs mé oires. Finalement, l’in-
terface construite peut̂etre sch́ematiśee par la figure 8.
On voit tr̀es clairement le partage des matricesCosinus
et ImgTmp apparâıtre. La logique de contrôle assocíee
à l’interface est adaptée pour diff́erencier ces accès,
de façonà aiguiller les donńees età cadencer les lec-
tures/́ecritures vers et depuis la mé oire. Le contr̂oleur
réalisant cette tâche n’est pas d́etaillé. Il est globalement
constitúe d’une machine d’étatsévoluant au rythme des
reqûetes ḿemoires et pilotant l’extraction des données ou
leur rangement dans les mé oires.
FIG. 8 – Connexion des ḿemoires aux blocs de calcul
5 CONCLUSION
Dans cet article, nous proposons une approche pour
résoudre le problème de l’interconnexion des mé oires
avec l’ensemble des acteurs d’un système complet tel
que peut l’̂etre un SoC. L’approche que nous proposons
s’appuie sur une première étape dont l’objectif est de
déterminer le nombre de ḿemoires ńecessaires. Une fois
cette étape ŕealiśee, nous proposons de fixer le place-
ment des donńees dans les ḿemoires et par conséquent,
de mettre en place une interface de connexion entre ces
mémoires et le ŕeseau v́ehiculant l’ensemble des requêtes
des acteurs du système. La formulation que nous pro-
posons est basée sur le formalisme ILP et nous permet
de trouver le nombre minimal d’interconnexionsà ǵerer
par l’interface ḿemoire. On estime que l’interface est un
composant essentiel dans l’architecture m´ moire du SoC,
du moins pour deux raisons :
– Minimiser le nombre d’interconnexions global,
conduit à des meilleures performances en terme de
surface et consommatiońenerǵetique (pas de transfert
de donńees entre blocs).
– L’interface permet de faire abstraction de
l’impl émentation matérielle de la ḿemoire dans
le sens ou les autres modules n’ont pas besoin de
connâıtre a priori, ni le nombre de bancs mé oire, ni
l’emplacement physique des données. C’est l’interface
qui se charge de présenter un espace d’adressage
logique selon le mod̀ele de programmation adopté.
Actuellement nousétudions comment cette proposi-
tion peut être coupĺee aux techniques de placement de
donńees afin de satisfaire l’ensemble de la problématique
de stockage de données au sein d’un SoC.
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