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(Received 23 April 2004; revised manuscript received 16 July 2004; published 6 December 2004)0031-9007=An extension to transition state theory is presented that is capable of computing quantitatively the
diffusivity of adsorbed molecules in confined systems at nonzero loading. This extension to traditional
transition state theory yields a diffusivity in excellent agreement with that obtained by conventional
molecular dynamics simulations. While molecular dynamics calculations are limited to relatively fast
diffusing molecules or small rigid molecules, our approach extends the range of accessible time scales
significantly beyond currently available methods. It is applicable in any system containing free energy
barriers and for any type of guest molecule.
DOI: 10.1103/PhysRevLett.93.248301 PACS numbers: 66.30.–h, 47.55.Mh, 68.43.Jk, 82.75.JnFIG. 1 (color online). (left) A unit cell of the LTA-type
zeolite. The dimensions of the cubic unit cell are 24:555 A.
It contains eight cages connected in a cubic arrangement and
each cage is connected to six other cages by windows of about
5 A in diameter. (right) Typical snapshot of ethane (CH3 
CH3) at an average loading of four molecules per cage at 750 K,
constraining one tagged molecule at the dividing surface q.
The hopping events are coarse grained on a lattice spanned by
the cage centers.The adsorption and diffusion of molecules in confined
systems is of great importance to many industrial pro-
cesses such as the separation of linear and branched
alkanes. The performance of confinements in separation
and catalytic processes depends critically on the match
between the confinement and the shape and the size of the
adsorbate [1]. Because diffusion is the rate limiting factor
in many catalytic processes, diffusion in systems like
zeolites has been widely studied [2–9]. However, in con-
trast to adsorption and separation, the diffusion of mole-
cules in tight confinement is not yet well understood.
One of the difficulties encountered when studying dif-
fusion behavior is that many processes occur outside the
time scale accessible to molecular dynamics (MD), which
is typically limited to diffusion rates on the order of
1012 m2=s. To overcome this, some studies have used
dynamically corrected transition state theory (dcTST)
methods [10–13]. Hitherto, studies were limited to the
infinite dilution limit, whereas many of the processes of
practical importance occur at nonzero loading. Coarse-
grained kinetic Monte Carlo (KMC) studies have pointed
at the difficulties in taking into account the various
correlations induced by particle-particle interactions
[10,14]. In this Letter we resolve this problem by extend-
ing dcTST to include diffusion of molecules at nonzero
loading.We show that these correlations can be taken into
account by a proper definition of an effective hopping rate
of a single particle. This hopping rate can be computed
accurately using rare-event simulation techniques at the
conditions of interest.
A suitable and well-studied system to study diffusion
in confinement is the LTA-type zeolite shown in Fig. 1.
The system consists of cubically arranged cages of about
10 A in size, where each cage has 15 and 12 distinct
adsorption sites for methane and ethane, respectively.
The cages are connected by narrow windows that form
large free energy barriers. For small molecules, the posi-
tions in the window regions are favorable adsorption sites,
and the windows form entropic, not energetic, barriers.
An advantage of this system is that studying diffusion of04=93(24)=248301(4)$22.50 248301small molecules with MD is still feasible, and this allows
a detailed comparison with our new approach.
In this system, diffusion can be considered an activated
process, in which the particle hops from one cage to the
next, and the actual crossing time is negligible compared
to the time a particle spends inside the cage. One can
exploit the large separation in time scales using rare-
event simulation techniques. We consider a system which
can be in two stable states, A and B, with a dividing free
energy barrier between them. We define a reaction coor-
dinate q, which indicates the progress of the diffusion
event from cage A to cage B, as the Cartesian coordinate
along the axis parallel to the line connecting the center
points of A and B. The location of the dividing barrier is
denoted by q (see Fig. 1). In the Bennett-Chandler ap-
proach [15–17] one computes the hopping rate over the
barrier in two steps. First, the relative probability Pq is
computed to find a particle on top of the barrier, given
that it is in state A, and subsequently the averaged veloc--1  2004 The American Physical Society
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
kBT=2	m
p (assuming that the
particle velocities follow a Maxwell-Boltzmann distribu-
tion) and the probability  that the system ends up in
state B. The transmission rate kA!B from cage A to cage B
is then given by
kA!B  

kBT
2	m
s
 Pq; (1)
Pq  e
FqR
cage A e
Fqdq
; (2)
where   1=kBT, kB is the Boltzmann constant, T is
the temperature, m is the mass involved in the reaction
coordinate, and Fq is the free energy as a function of q.
In first order approximation, TST assumes that all parti-
cles that reach the barrier with a velocity towards B do
end up in B, i.e.,   1.
In dcTST, the transmission coefficient  corrects for
recrossing events; i.e., it corrects for trajectories which
cross the transition state from A but fail to end up in B. In
general, the reaction coordinate q is a function of the
configuration of the whole system, i.e., q  qr1; . . . ; rN.
However, we can choose q as the position of one of the
atoms of the diffusing molecules [11]. This choice of
order parameter underestimates the free energy of the
true transition state, but the dynamical correction  is
the exact correction compensating our choice of reaction
coordinate [16]. The transmissions are fast events and can
be computed using MD as the fraction of particles com-
ing from the initial state A that successfully reaches the
final state B out of those that cross the dividing surface at
t  0. The transmission coefficient reaches a clear plateau
value as a function of time, indicating all short time scale
recrossings have been eliminated.
In the limit of infinite dilution there are no interpar-
ticle correlations and the particles perform a random
walk on a lattice spanned by the cage centers. The trans-
mission rates are then easily converted to self-diffusion
coefficients by
DS  kA!B2  16k2; (3)
with  the center-to-center lattice distance of the LTA
cages (12:2775 A). Because we calculate the hopping rate
from A to B in one direction only, kA!B  1=6k.
The extension of dcTST to finite loading is nontrivial.
Conventional methods use a hierarchical approach to
compute elementary hopping rates for use in a subsequent
KMC scheme to obtain self-diffusion and collective dif-
fusion coefficients [2,3,13,14,18]. Let us consider the
class of cage/window-type systems (e.g., methane in
LTA) where the barriers are entropical in nature. At
nonzero loading a molecule hopping from A to B induces
a vacancy. The vacancy induces an increased probability
of particles to hop to cage A. These correlated jumps may248301significantly influence the hopping process and should be
included in order to obtain a correct diffusion coefficient.
In a KMC simulation, the surrounding particles remain in
their fixed positions (no two jumps can occur at the same
time) and this constraint suppresses these correlations.We
are not aware of a KMC scheme that takes into account
these simultaneous jumps.
We take a different viewpoint on computing diffusiv-
ities in such systems. The correlations can be taken into
account by a proper definition of an effective hopping rate
of a single particle. We compute the self-diffusion coef-
ficient directly. This is done by computing the hopping
rate of a molecule over a typical length scale  given by
the smallest repeating zeolite structure (i.e., from the
center of cage A to the center of cage B, implicitly
integrating over all adsorption sites in the cage, irrespec-
tive of whether these are well defined or not). The other
particles are regarded as a contribution to the external
field exerted on the tagged particle. Since we look at a
single tagged particle, the diffusion coefficient can still
be computed from the hopping rate by using Eq. (3) at any
loading, rendering it unnecessary to perform N-particle
KMC simulations. Now, kA!B is the effective hopping
rate, including all jump correlations and averaged over
all orientations and loading fluctuations. The external
field is maintained by an MC NVT simulation (fixed total
number of particles, volume, and temperature) in the
‘‘background.’’ By using an MC approach that includes
translational, orientational, and regrow moves, we auto-
matically average over cage distributions, positions, and
orientations of neighboring molecules. To speed up these
simulations for longer molecules by several orders of
magnitude, these techniques can be combined with the
configurational bias Monte Carlo approach [17].
The proposed method relies on the direct inclusion of
all interparticle correlations in the effective hopping rate
of a particle traveling from cage A to cage B. In our
calculations, we have observed that to obtain agreement
with MD results, one cannot limit the free energy calcu-
lation to the two cages A and B for which the hopping is
computed. It is essential to average over fluctuations in the
number of particles in the neighboring cages. By ‘‘closing
off ’’ cages, the system is intrusively changed. Figure 2
(top right) compares the correct free energy (very large
simulation box with on average of eight molecules per
cage), with approximations by simulating a fixed number
of eight particles in cage A only, A and B only, and
simulations with a fixed number of exactly eight particles
in each cage. These small differences in the free energies
result in diffusion coefficients that deviate up to 60%. If
we surround cage A with one shell of neighboring cages,
we obtain results that are identical to those obtained in
the very large system. Inclusion of a second ring of cages
is not necessary, as jump correlations over distances
larger than two cages vanish. A similar influence is-2
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FIG. 2 (color online). (top left) Free energy profiles of meth-
ane in LTA at 600 K for various loadings, obtained using the
HS method. (top right) Details from free energy profiles for
eight molecules per cage, using different environments. (bot-
tom) DHSS , DWPIS , and DS (left axis) and transmission coeffi-
cients (right axis) as a function of loading.
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cient. Successful hopping events may induce a chain of
hops of other particles, and this can influence the trans-
mission coefficient. Only at low loadings we obtain agree-
ment with MD.
We now discuss the two steps in the computation of the
hopping rate using our approach in detail.
The probability Pq.—During an NVT-ensemble MC
simulation at the required loading we measure the free
energy Fq by using either the Widom particle insertion
(WPI) method or histogram sampling (HS). WPI uses a
probe particle that is inserted at random positions to
measure the energy required for or obtained by insertion
of the particle in the system. This energy is mapped onto
the reaction coordinate q, using Fq   lnheUiN ,
to produce a free energy profile, where heUiN is the
average Boltzmann factor over all positions in the slice
perpendicular to the reaction coordinate. A ‘‘ghost parti-
cle’’ is used as the measuring probe, but the other parti-
cles in the system do not feel its presence. In the HS
method, a histogram is made of the particle positions,
mapped on the reaction coordinate. From the histogram a248301free energy profile is computed, by using Fq 
 lnhPqi. If needed, statistics can be improved by using
importance sampling [17]. At higher loadings, WPI is
known to give erroneous results [17]. In Fig. 2 (top left)
we have plotted the free energy profiles as obtained from
the HS method, for various loadings, and in Fig. 2 (bot-
tom) the DHSS and DWPIS as a function of loading. At
loadings as low as six methane molecules per cage the
WPI method starts to deviate.
The transmission coefficient . —We compute the frac-
tion of particles starting on top of the barrier with a
velocity towards B that successfully reach cage B.
Starting configurations are generated using MC
with one particle constrained to the dividing surface
and N  1 particles moving around freely [see Fig. 1
(right)]. These configurations are then used to compute
the ratio in unconstrained NVE-MD simulations, starting
with velocities sampled from a Maxwell-Boltzmann dis-
tribution at the desired temperature. For this snapshot
cage B contains more molecules than cage A, and the
barrier molecule has a high probability of recrossing to
cage A. In general, the transmission coefficient is much
lower than one for chain molecules (even at infinite
dilution). Note that during the computation none of the
windows are blocked and simultaneous jumps (e.g., from
cage C to cage A, and cage D to cage B) are allowed.
Figure 2 (bottom) shows the individual components of
the diffusion process, DTSTS and , as a function of load-
ing for methane in LTA. Although the transmission co-
efficient shows a monotonic decrease with density, the
diffusion coefficient goes through a maximum. The driv-
ing force behind the initial increase in diffusion is a loss
of guest-host attraction inside the cages. This interaction
is being replaced by less favorable interparticle interac-
tion, causing an increase of the free energy in the cage
regions and thus a net decrease of the free energy barrier
[Fig. 2 (bottom)]. Eventually, the free energy barrier
increases again, due to packing and free-volume effects,
causing a decrease of the diffusion coefficient. While the
transmission coefficient only slightly changes the quali-
tative behavior of the diffusion as a function of loading, it
has a profound quantitative influence [Fig. 2 (bottom)].
To validate our method, we show the diffusion in LTA
of methane at 600 K and ethane at 750 K using both MD
and extended dcTST. In addition, we show the diffusion
of propane at 600 K, using only dcTST, for which the
diffusion is too slow to compute with MD. The LTA-type
system used here is a cation-free version of the commonly
used LTA 5A zeolite (four Na
 and four Ca
 per cage).
The system size was a cubic box of 24:555 A, containing
eight cages in total. We used a united-atom model [19], in
which we consider CHx groups as single interaction cen-
ters with their own effective Lennard-Jones potentials.We
used the position of the CH4 group, one of the CH3
groups, and the middle CH2 group as the dcTST reaction-3
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FIG. 3 (color online). Diffusion of methane, ethane, and
propane in LTA, as a function of loading, at 600, 750, and
600 K, respectively, computed by extended dcTST (HS method)
and MD.
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tively [11]. The interactions between the rigid framework
and the guest molecules are assumed to be dominated by
the oxygen atoms [20]. The potential parameters are
optimized to reproduce adsorption properties in pure
silica confinements [21,22]. In the MD simulations we
used a time step of 0.5 fs with the velocity-Verlet integra-
tion scheme. The NVT ensemble was imposed using a
Nose´-Hoover thermostat. The duration of the computa-
tion was such that the error bars are smaller than the
symbol size. As is shown in Fig. 3, our extended dcTST
method and MD agree quantitatively. The presented
methodology provides a general framework for comput-
ing diffusivities of molecules in systems where diffusion
is sufficiently slow, due to free energy barriers, irrespec-
tive of whether these are energetical or entropical in
nature. Longer molecules are efficiently handled and like-
wise, diffusion in mixtures can easily be computed; any
type of particle can be considered part of the external
field. A quantitative comparison with PFG (pulsed-field
gradient)-NMR experimental results requires including
the ions in the simulations. Beerdsen et al. have extended
the united-atom model with cations [23], and our dcTST
method already includes the necessary tools.
In summary, our method applies dcTST at nonzero
loadings without introducing assumptions not already
present in traditional TST methods. It can be used to
explain diffusion behavior as a function of loading in
any system with enough energy dissipation between hops,
so that random walk theory (the assumption of equilibra-
tion between two subsequent jumps) and TSTare valid, as
we show here for alkanes in LTA. The method gives
results in excellent agreement with MD but is also appli-
cable in the regime of very slow diffusion where MD
cannot be used. This extends the range of accessible time
scales significantly beyond currently available methods.248301Furthermore, the method enables us to express loading
effects in terms of free energy differences.
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