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 In clinical data, we have a large set of diagnostic feature and recorded details 
of patients for certain diseases. In a clinical environment a doctor reaches a 
treatment decision based on his theoretical knowledge, information attained 
from patients, and the clinical reports of the patient. It is very difficult to 
work with huge data in machine learning; hence to reduce the data, feature 
reduction is applied. Feature reduction has gained interest in many research 
areas which deals with machine learning and data mining, because it 
enhances the classifiers in terms of faster execution, cost-effectiveness, and 
accuracy. Using feature reduction we intend to find the relevant features of 
the data set. In this paper, we have analyzed Modified GA (MGA), PCA 
and the combination of PCA and Modified Genetic algorithm for feature 
reduction. We have found that correctly classified rate of combination of 
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1. INTRODUCTION  
In a clinical environment, a doctor makes a medical diagnosis based on his medical expertise, 
symptoms of a patient, and from the patient’s test reports. Medical diagnosis is a critical task which involves 
high precision and with no chances of errors. Redundancy in hospital records, negligence of other medical 
conditions, ambiguous responses from the patient, can result in a delay in diagnosis or perhaps even a wrong 
diagnosis. To improve the accuracy of diagnosis for effective treatment, we propose a machine learning 
algorithm to analyze whether a patient tests is positive or negative for a certain disease. Since the data we 
deal with is too large and complex, we have to first reduce the data using feature reduction techniques like, 
Genetic Algorithm (GA), Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), 
Canonical Correlation Analysis (CCA) etc. The most common techniques among these are GA and PCA. 
Feature Reduction is the process of removing redundant or irrelevant data from the original dataset. With the 
help of feature reduction the execution time of classification is considerably reduced, and an increased 
accuracy rate is obtained due to the removal of redundant and noisy data. Retaining all the unwanted 
attributes during the training process consumes a lot of memory, storage space and CPU resources, to 
overcome this problem feature reduction is performed. Clinical Data Sets define a standard set of information 
that is generated from care records, organization or system that captures the data. Clinical data are a primary 
resource for most of the health and medical research. Clinical data can be collected either during the course 
of ongoing patient care or it can be through formal clinical trial. 
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Clinical data fall into the following categories: 
1) Electronic health record  
2) Administrative data  
3) Claims data 
4) Disease data  
5) Health survey  
6) Clinical trial data 
In our paper, we deal with an electronic health record which consists of medical details of the 
patient. Clinical data are a combination of different attribute types. While comparing clinical data with a 
normal data we observe that, the latter is mostly composed of a single data type while the former is a 
combination of attribute types. 
In recent decades, considerable research has been done in machine learning and data mining 
techniques. Among these GA is found most useful in medical knowledge discovery. GA is a search 
methodology which is developed using the principle of natural selection. In these papers, genetic algorithm 
was used to identify the key diagnostic features and classify whether the patient is suffering from a particular 
disease or not [1], [2]. Jin-Xing Hao, Yan Yu, Rob Law and Davis Ka Chio Fong proposed genetic algorithm 
based learning approach to understand customer satisfaction [5].  Abdulhamit Subasi, M. Ismail Gursoy 
proposed a PCA feature reduction system and used this data for EEG classification [6]. In the proposed 
system, Genetic Algorithm chromosome encoding is done in value format. We also use PCA and GA for 
feature reduction, PCA is used for the identifying the pattern in the data and highlight the similarity and 
difference in data. The advantage of PCA is that once we have found the pattern we will reduce the number 
of dimensions (the result that we obtained from PCA retains all the properties of the original dataset). 
In this study, we have analyzed PCA, Modified GA and combination of PCA and Modified GA for 
feature reduction, which helps to determine the most essential features required for classification. Our aim is 
to find the key features and find which is the best method for feature selection and identify which reduction 
method have a higher accuracy rate. The Genetic algorithm has been modified by including Modified Keep 
Best Reproduction Strategy. When using PCA and Modified GA for feature reduction, first the dataset is 
reduced via PCA, followed by Modified GA. The resultant dataset is then classified. 
 In our research, we took five datasets, dataset1 (Colon Cancer) from the Bioinformatics group 
research repository, dataset2 (Breast Cancer Wisconsin (Original) Data Set), dataset3 (Diabetic Retinopathy 
Debrecen Dataset), dataset4 (Indian Liver Patient Dataset (ILPD)) and dataset5 (Fertility) from the UCI 
repository. Dataset1 consists of 2001 attributes including class, dataset2, dataset3, dataset4 and dataset5 
contains 10,20,10,10 attributes including class respectively. We applied PCA, MGA and a combination of 
PCA and Modified GA to these datasets. Dataset1 has been reduced to 849 attributes using MGA, 31 
attributes using PCA and 31 attributes using combination of PCA and Modified GA. For dataset2, 10 
attributes have been reduced to 8 attributes using both PCA and Modified GA, and 7 attributes using 
combined PCA and Modified GA. For dataset3, attributes have been reduced to 9 using PCA, 6 attributes 
using combination of PCA and Modified GA and 10 attributes using Modified GA. For dataset4, attributes 
have been reduced to 7 using PCA, 3 using combination of PCA and Modified GA and 6 using MGA. For 
dataset5, attributes have been reduced to 9 and 10 attributes using PCA and MGA respectively and 6 using 
combination PCA and Modified GA. 
 
 
2. DIMENSIONALITY REDUCTION 
Dimensionality reduction is the process of reducing the number of attributes using following 
methods- aggregating, eliminating redundant features, or clustering, for instance. Dimensionality can be 
reduced by redesigning the features, selecting an appropriate subset among the existing features, and 
combining existing features. Dimensionality reduction can be divided into two types: feature selection and 
feature extraction. 
The feature reduction process removes redundant or irrelevant features from the original data set. 
The execution time, classification accuracy and understandability of the feature reduced data set increases 
and cost of handling of smaller dataset is comparatively low. The irrelevant features can also include noisy 
data which may have a negative impact in classification accuracy.  The feature selection algorithm can be 
grouped into 3 categories: filters, wrapper and embedded. Wrapper model depends on classification or 
clustering algorithm, examples of these methods are genetic algorithm, recursive feature elimination 
algorithm.  Filter feature selection algorithm are those which are independent of the classifiers.  Embedded 
models perform feature selection during the learning process [3]. Feature selection for classification can be 
achieved using association and correlation mechanism [4].  Another approach proposed is to use apriori rule 
generation algorithm and use it with correlation of attributes to find out closely related attributes [4].  In 
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feature extraction method the original set of attributes is transformed into a new set of attributes, example of 
feature extraction is PCA. 
 
2.1. Genetic Algorithm  
Genetic algorithm comes under Evolutionary algorithm, GA can be used for a variety of search and 
optimization problems. Initially GA based learning was used in two different approaches: Pitt approach and 
Michigan approach. [7]. GA can be used for pattern recognition. Two methods for applying GA for pattern 
reorganization are, 
1) Use GA as a classifier directly in computation 
2) Use GA to compute the results. 
Another area where GA can be used is for selecting the prototypes in the case-based classification 
[8]. In GA, solutions to the problem are encoded as chromosomes and a group of chromosomes are known as 
population. Chromosomes are sets of genes and possible values in the genes are known as alleles. The first 
generation of chromosome is called the parent generation. The fitness function is applied to the chromosomes 
to measure the closeness towards the solution. Chromosome with the highest fitness value is used to generate 
offspring. Offspring can be of different types, parent with best fitness value will automatically survive to the 
next generation, or two randomly selected parents are taken to generate offspring via different techniques like 
one point crossover, two point crossover, uniform and nonuniform crossover, etc. or by mutating single 
parent chromosome. The algorithm stops at when it reaches some threshold.  At the end of the last evolution 
of the algorithm the best chromosome in the population will be the output. 
GA uses 3 main types of rules at each step to create the next generation from the current population: 
1) Selection rules 
2) Crossover rules 
3) Mutation rules 
Mostly the values of genes will be binary values, but it is not necessary that it should be binary 
values always. Usage of binary values varies from problems and techniques used in representing 
chromosomes. For example, binary values in chromosome can be used to represent absence or presence of the 




In the above binary coded value represents that there are total 7 attributes of which first and the last 
three attributes is considered to find the solutions. 
Darwinian evolution and Natural selection led to a number of models for solution optimization. GA 
is one of the subsets of this evolution based optimization technique focusing on the application of selection, 
mutation and recombination of computing problem solution. Since GA is parallel and iterative it is most 
successfully used in the field like optimization problem, including many pattern recognition and classification 
task. 
Feature reduction using GA which is well-matched to the optimization problem.We have five 
clinical datasets where Dataset1 consists of 2001 attributes including class, dataset2, dataset3, dataset4 and 
dataset5 contains 10,20,10,10 attributes including class. Our intension is to reduce the dataset by eliminating 
unwanted and replicated fields, i.e. if we have given a dataset of n- dimensional input pattern, our task is to 
use GA to transform the data into m-dimension which is less than n (m<n) which maximizes the set of 
optimization criteria. The transformed data which were reduced using GA are evaluated based on the 
dimensionality, and either class or correctly classified rate. 
 
2.1.1. GA Based Feature Reduction 
In order to compute the feature transform matrix, GA maintains populations to evaluate this matrix, 
the input patterns multiply by the matrix to produce a set of transforming data which are then sent to the 
classifier. The samples obtained are divided into a training set and testing set in which the training set is used 
for training the classifier and the testing set is used to calculate the accuracy. The accuracy rate is passed 
to the GA in order to measure the quality of the transformation used. GA searches for minimizing the 
dimensionality of the transformed data by maximizing the accuracy of the classifier. 
A direct approach of feature selection was introduced by Siedlecki and sklansky [12]. In this work 
GA is used to find the optimal binary vector where each bit is referred as an attribute, in this binary 1 refers 
to the participation of attribute in the classifier and 0 refers to non participation, the resultant feature of the 
subset is defined using accuracy of the classifier. The GA feature selection has been extended to include 
binary masking vector along with the feature weight vector of the chromosome. The mask value of 0 defines 
non participation of attribute for classification, if the value is 1 the field is measured according to the weight 
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value and include to classifier. The incorporation of mask vector allows the GA to rapidly sample feature 
with simultaneously optimizing scale factor for feature inclusion. 
For each feature a weight value and one or more masking value are assigned. The majority masking 
value is taken to decide whether the feature is selected or not. Weight vector is used while calculating the 
fitness value. These vectors are introduced to smooth the GA. When k-NN classifier is used k value is also 
encoded while encoding chromosome [13].  
Advantages of genetic algorithm are: 
1) GA can solve optimization problem which can be described with the chromosome encoding 
2) GA help solves problems with numerous solution 
3) GA is not dependent on the error surface; it helps us to solve multi-dimensional, non-
differential, non-continuous, and even non-parametrical problems. 
4) Like PCA, GA does not demand the knowledge of mathematics, GA is a method which is very 
easy to understand. 





Figure 1. Genetic Algorithm process 
 
 
2.2. Principal Component Analysis  
PCA is a method that is commonly used for feature reduction. It is used for identifying the pattern in 
the data and highlights the similarity and difference. The main advantage of PCA is that once we have found 
the pattern we will reduce the number of dimensions of the dataset. 
Method: 
Step 1: Identify the dataset 
We have used clinical cancer dataset which consist of 2000 variable and a class label which decides 
whether the patient is Normal or has Tumor. Our dataset consist of 63 instances. 
Step 2: Subtract the Mean from each Dimension 
In the second step, the mean ̅ݔ of each dimension is calculated. This mean is then subtracted from 
each xi; this produces a dataset where the mean is zero. 
Step 3: Covariance Matrix Is Calculated 
Covariance is measured in multi dimensions. If we calculate the covariance in one-dimension we 
obtain the variance. Consider a 3-dimensional data set (x, y, z), for which we have to find the cov(x, y), 
cov(x, z), cov(y, z). 




௡ିଵ                                        (1) 
 
In a Covariance matrix if all the non diagonal elements have positive value it means that X, Y, Z 
variable increase together. 
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Step 4: Eigen Vectors and Eigen Values of the Covariance Matrix are calculated. 
Here we calculate an Eigen value and Eigen vector from the covariance matrix that we obtained 
from the previous method. 
Step 5: Deriving the new dataset 
In the final step of PCA the required Eigen vectors are chosen from the new dataset, obtained from 
the previous steps. The transpose of the feature vector and new dataset is taken and multiplication is 
performed. 
We have used WEKA for performing PCA First, we load the dataset into weak, then normalize the 
data using Pre-processing after that we have done the feature reduction the resultant dataset is taken for 
classification. 
Advantages of PCA are: 
1) PCA allows us to decouple the feature space 
2) PCA is a robust method in image design, data patterns with the help of PCA similarities and 
differences between them are efficiently identified. 
3) Using PCA dimension can be reduced by eliminating redundant information without much loss 
in the original data. 
4) Data can be remodeled and mapped from high dimensional to low dimensional space. The low 
dimensional space can be resolute using Eigenvectors of the covariance matrix. 
 
 
3. DATA TRANSFORMATION AND NORMALIZATION 
Measurement unit can affect the data analysis. For example, changing the measurement unit of 
height from inches to meter may lead to very different results. In general, expressing an attribute in smaller 
unit will lead to a large range for that attribute, and thus tend to give such an attribute greater effect or 
“weight”. To help avoid dependence on the choice of measurement unit the data should be normalized or 
standardized. 
Different Normalization techniques are: 
1) Min Max Normalization  
2) Nominal to Binary  
3) Z-score  
4) Decimal Scaling  
 
3.1.  Min Max Normalization  
Min max normalization performs a linear transformation of data to a new value which fits in the 
interval [new_minA,  new_maxA]. 
 
ݒ௜′ ൌ ቀ ௩೔ି௠௜௡ಲ௠௔௫ಲି௠௜௡ಲቁ ∗ ሺ݊݁ݓ_݉ܽݔ஺ െ ݊݁ݓ_݉݅݊஺ሻ ൅ ݊݁ݓ_݉݅݊஺         (2) 
 
3.2.  Nominal to Binary 
Nominal values are converted into binary values. 
 
3.3. Z Score 
Z-score normalization normalizes the values based on the mean and standard deviation. This method 
is used when the min and max values are unknown or when there are outliers that influence min-max 
normalization. 
 
ݒ௜′ ൌ ሺݒ௜ െ ̅ܣሻ/ߪ஺                      (3) 
 
3.4. Decimal Scaling 
Decimal scaling normalization normalizes by moving the decimal point of values of attribute A 
 
ݒ௜′ ൌ ݒ௜/10௝                 (4) 
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4. PROPOSED SYSTEM                                                                                                                                                             
It is known that GA has proven its efficiency in feature reduction. We have augmented two 
innovations to further improve the efficiency of GA using Modified GA (MGA) and combination of PCA 
and MGA i.e.  Here we combine the best feature of PCA and then combine it with MGA. 
 
4.1. Modified GA (MGA) 
In our proposed system we modified the GA by including a Modified Keep Best Reproduction 
Strategy (MKBR), a midway selection strategy has been used at the end of each generation [14]. MKBR 
strategy is a modified version of Keep Best Reproduction Strategy (KBR), which overcomes the risk in KBR. 
In KBR, best offspring from two is selected and is replaced by the best parent. Here there is a risking of 
losing the better offspring than the next pair of parents. MKBR uses additional selection degrees for 
determining the survival of parent and offspring. 




4.2. Combination of PCA and MGA  
We propose a system in which the dataset is first preprocessed using a normalization method; to this 





Figure 2. Combination of PCA and MGA for feature reduction 
 
 
The dataset is first normalized. This is done to remove noisy data present in the dataset. Then PCA a 
dimensionality reduction technique is applied to the normalized dataset. PCA reduces the number of 
attributes to a fewer number of attributes. The modified Genetic algorithm is applied to the resultant dataset. 
MGA selects only the attributes that satisfy the fitness function resulting into a subset of the dataset. These 
subsets are then classified and compute the correctly classified rate. 
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5. RESULTS AND ANALYSIS  
We have used three types of feature reduction methods PCA, combination of PCA and MGA, and 
Modified genetic algorithm and the resulted dataset are taken for classification. Feature reduction is done in 
order to increase the accuracy of the data sets. Before feature reduction the accuracy of dataset1, dataset2, 
dataset3, dataset4 and dataset5 were  82.2% , 53.2%, 56%, 55.7% and 85%. 
 
5.1. Result 
We have obtained a classification accuracy of 72.5%, 94.1%, 58%, 57.5% and 86% for the datasets 
using PCA. Datasets yielded a classification accuracy of 74.1%, 96.5%, 59%, 70% and 85% for MGA. An 
improved classification accuracy has been obtained using combination of  PCA and MGA for all the datasets. 
The improved accuracy for the datasets are 83.2%, 97.2%, 66%, 71% and 88%. 
 
 
Table 1. accuracy using various features reduction method 
 Classification accuracy, using Feature reduction 
PCA PCA+MGA MGA 
Dataset1 72.5% 83.2% 74.1% 
Dataset2 94.1% 97.2% 96.5% 
Dataset3 58% 66% 59% 
Dataset4 57.5% 71% 70% 
Dataset5 86% 88% 85% 
 
 
Figure 3. Graphical representation of classified datasets without feature reduction 
 
 
Figure 4. Graphical representation of classified datasset using PCA 
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Figure 5. Graphical representation of classified dataset using MGA 
 
 
Figure 6. Graphical representation of classified dataset using combination of PCA and Modified GA 
 
 
From the experiment we conclude that modified GA has a higher accuracy rate compared to other 
feature reduction methods. 
 
 
6. CONCLUSION  
In this paper, we use three different types of feature reduction methods, namely PCA, MGA and 
combination of PCA and MGA to identify the key factor for the diagnosis of the diseases. The above 
mentioned feature reduction methods are applied to the datasets, and the accuracy has been computed. The 
correctly classified rate using PCA on datasets are 72.5%, 94.1%, 58%, 57.5% and 86%. Datasets yielded a 
classification accuracy of 74.1%, 96.5%, 59%, 70% and 85% for MGA. An improved classification accuracy 
has been obtained using combination of PCA and MGA for all datasets. Datasets showed an increased 
accuracy of 83.2%, 97.2%, 66%, 71% and 88%. From the results, we conclude that combination of PCA and 
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