ABSTRACT Considering the disadvantages of conventional fault diagnosis methods for rotating machinery, such as low efficiency and low accuracy, we propose a fault diagnosis method based on support vector machine (SVM) optimized by quantum genetic algorithm (QGA). First, the SVM parameters are optimized by QGA. Then, the training data set is used to train the SVM model, and the test data set is used for model testing. The experimental results show that the proposed method has higher accuracy in fault diagnosis than traditional SVM method and the method based on genetic algorithms and SVM.
I. INTRODUCTION
The Industry 4.0 denotes the fourth industrial revolution led by intelligent manufacturing. To realize intelligent manufacturing, it is necessary to ensure reliable and safe operation of mechanical equipment. If mechanical equipment fails, it may cause production stop, which not only affects the economic benefits of enterprises, but may also harm staff and cause disastrous consequences. Large rotating machinery (such as steam turbines, compressors and fans) is the key production equipment of petroleum, chemical, metallurgical and machinery manufacturing enterprises, and such equipment requires high safety and reliability [1] . In order to ensure reliable and safe operation of mechanical equipment, the state of mechanical equipment must be monitored and diagnosed in real time. In recent years, the research of fault diagnosis methods for rotating machinery has become a hot field [2] , [3] . Many scholars have done a lot of research work, and put forward various effective fault diagnosis methods based on: neural networks [4] , expert systems [5] , artificial immune systems [6] , D-S evidence theory [7] , [8] , support vector machine [9] , [10] , and big data solution [11] .
Support vector machine is a novel technique in machine learning, which depends on the statistical learning theory. The SVM can solve learning problem related to small number of samples with strong ability of generalization, thus SVM is considered to be a very potential classification technique [12] . Therefore, SVM has been widely used in the field of mechanical fault diagnosis. In 1999, Rychetsky et al. [13] studied an engine knock detection based on SVM, which was the first time that SVM was applied to fault diagnosis. The experimental results showed that proposed method is better than the other fault diagnosis methods. Further, Xiao and Fan [14] used a method based on support vector machine for fault diagnosis of motor and gear, and obtained results showed that method has higher accuracy than neural network diagnosis method, but it only considers two types of fault diagnosis problems. In the fault diagnosis based on SVM, accuracy is greatly related to the kernel VOLUME 6, 2018 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ function parameter and penalty coefficient C. In order to avoid the error caused by random selection of SVM parameters, Xiao et al. [15] optimized SVM parameters by genetic algorithm (GA), and then used them for fault diagnosis of transformer based on dissolved gas analysis. The experimental results showed that proposed method can optimize parameters in a large range, and can effectively diagnose the faults of transformer. Although, the genetic algorithm has disadvantages of easily going into the local optimum and premature convergence, the quantum genetic algorithm can mitigate falling into the local optimal solution, improve ability of global optimization and provide faster convergence to the global optimal solution [16] . In order to get optimal SVM parameters and to improve accuracy of SVM fault diagnosis, we propose a fault diagnosis method based on support vector machine optimized by quantum genetic algorithm.
The main contribution of this paper is related to the proposed diagnosis method, which effectively improves accuracy of fault diagnosis.
The paper is organized as follows. In Section 2, the related theory is presented. In Section 3, a fault diagnosis method based on QGA-SVM is introduced. In Section 4, experimental setup is provided and experimental results are discussed. Lastly, a brief conclusion is given in Section 5.
II. THE RELATED THEORY A. SUPPORT VECTOR MACHINE
In 1995, Cortes and Vapnik [17] proposed the theory of support vector machine, where the sample space of practical problem is mapped to the high-dimensional feature space (the Hilbert space) by nonlinear mapping φ : R d → H . Then, the hyper-plane of optimal classification is structured in high-dimensional feature space. We set linear inseparable training sample set as {(x 1 , y 1 ), (x 2 , y 2 ), · · · , (x n , y n )}, where
→ H , the training sample set of high dimensional feature space is represented as follows:
The constraint of construction of the optimal separating hyper-plane in a high-dimensional feature space is represented by:
where ξ i is the slack variable, and i = 1, 2, . . . , n. The problem to solve the hyper-plane of optimal classification can be converted into the optimization problem defined by:
where ω is the weight vector, C is the penalty coefficient, b is the threshold value, · denotes the inner product of vector, and ξ i is the slack variable. Introducing the Lagrange function, the structuring hyper-plane of optimal classification is converted into the problem of quadratic programming by the Karush-Kuhn-Tucher (KKT):
From the problem of solving the quadratic programming, we get the decision function to classify, which is defined by:
where a * i and b * are the parameters that determine the hyper-plane of optimal classification. Based on the related theory and condition of Mercer, the inner product function φ(x i ) · φ(x j ) is replaced by kernel function K (x i , x j ) in high-dimensional feature space, and the decision function to classify is as follows:
In SVM, the selection of kernel function has a great influence on SVM performance. At present, the kernel function is usually linear kernel function, polynomial kernel function, radial basis function (RBF) or sigmoid function. In the paper, we use the radial basis function (RBF), which is defined by:
where σ is the width of RBF kernel, which is a kernel parameter whose change implicitly changes the mapping function and complexity of sample characteristics in distribution of subspace. The accuracy of SVM based classification is affected by kernel function parameter and penalty coefficient C. Therefore, a correct selection of kernel parameter and penalty coefficient C can effectively improve classification accuracy. In the paper, in order to select the kernel function parameter σ and penalty coefficient C correctly, we optimize SVM parameters by quantum genetic algorithm, which is introduced in the following.
B. QUANTUM GENETIC ALGORITHM
In 1996, Narayanan and Moore [18] proposed a quantuminspired genetic algorithm (QIGA), which is based on the concept and principles of quantum computing and evolutionary computing. Further, in 2000, Han and Kim [19] proposed a quantum genetic algorithm (QGA), which is based on the concept and principles of quantum computing such as qubits and superposition of states. Compared with the traditional genetic algorithm, the QGA can improve both convergence speed and global optimization ability. In QGA, the amplitude probability of quantum bit represents the chromosome, and operation of the revolving door completes the evolution of chromosomes, which has advantages of small population size, large search space, fast convergence speed and strong ability of global optimization [20] , [21] .
1) QUANTUM BIT ENCODING
In QGA, when a quantum bit represents the chromosome, then quantum bit possibility is equal to |0 or |1 , or it is between |0 and |1 , which is a linear superposition of |0 and |1 . Therefore, quantum bit can be represented by:
where α and β represent the corresponding probabilities of quantum bit amplitude and they satisfy the condition of normalization defined by:
where |α| 2 represents the probability of |0 , and |β| 2 represents the probability of |1 . The amplitude probability [αβ]
T represents a chromosome of quantum bit. The population of chromosome is P = {P 1 , P 2 , . . . , P n }, where n denotes the population size,
where m is the number of genes of individual chromosomes. In the population initialization, the probability of all individuals [α j β j ] T is set to [
2) UPDATING STRATEGY
The structure of the quantum gate is the key problem of QGA. There are many types of quantum gate, among which the quantum revolving door is usually used in QGA and it is defined by:
The update process of quantum revolving door is as follows:
where θ is the rotation angle. The direction and value of θ are set by strategy adjusting.
III. FAULT DIAGNOSIS METHOD BASED ON QGA-SVM
The fault diagnosis method based on QGA-SVM is shown in Fig. 1 , and its steps are as follows: 
A. VIBRATION SIGNAL ACQUISITION
The vibration acceleration signal parameters of the rotating machinery are collected by the EMT390 vibrometer installed above the bearing seat.
B. CALCULATION OF DIMENSIONLESS INDEXES
We can get five dimensionless indexes, namely pulse index, margin index, peak index, waveform index and kurtosis index by collected vibration signal. The indexes are defined in the following [22] . The pulse index is defined by:
The margin index is defined by:
The peak index is defined by:
The waveform index is defined by:
Lastly, the kurtosis index is defined by:
In previous equations, X represents the average amplitude, X rms is the root-mean-square, X max is the biggest root, X r is the root amplitude, x is the vibration amplitude, and p(x) represents the probability density function of vibration amplitude.
C. OPTIMIZATION OF SVM PARAMETERS USING QGA
In order to get the optimal SVM parameters, the parameters C and σ are optimized by quantum genetic algorithm, whose flow chart is shown in Fig.2 . The concrete steps of optimization are as follows: Step 1: The initialization of population of quantum chromosomes P(t) = {p t 1 , p t 2 , · · · , p t n }, where n is the population size, and p t j is the individual chromosome in t th generation of population;
Step 2: Measurement of all individual chromosomes in population;
Step 3: Calculation of fitness value of all individuals in population;
Step 4: Recording of the best individual and fitness value;
Step 5: If the condition is met, the calculation of algorithm is over; otherwise the calculation continues;
Step 6: Updating of individuals in population by rotation operator to get the offspring of population; adjusting of rotation angle of the quantum rotation door by formula (11);
Step 7: Updating and mutating of chromosome by the mutation operator.
D. SVM TRAINING
The optimized C and σ values are set to the parameter values of the support vector machines, and the training sample data sets are used for the training vector machines.
E. FAULT DIAGNOSIS USING TRAINED SVM
The test sample data set is input into the trained SVM to diagnose the faults.
F. REPRESENTATION OF DIAGNOSTIC RESULTS
Through the previous steps, the resulting fault diagnosis is output. 
IV. EXPERIMENTS A. DATA ACQUISITION AND DIMENSIONLESS INDEXES CALCULATION
The experiment was conducted in the Guangdong province key laboratory for petrochemical equipment fault diagnosis of a single-stage centrifugal fan, Fig.3 . It mainly consists of electric motor, bearing seat, shaft, fan, platform operation switch and so on. We used all kinds of fault shaft, gears, bearing and so on to simulate a variety of fault types. In the experiment, we collected signal during normal operation state and various kinds of fault state using EMT390 vibration, and 1024 points were used to form a set of samples. In this study, we collected vibration signal including normal bearing, missing ball, bearing outer crack, and bearing internal crack. Further, we collected 160 groups of samples, 40 groups per a state. Then, we calculated 5 dimensionless indexes (waveform index, peak index, pulse index and margin index and kurtosis index) for each group of vibration signals. In addition, 120 groups of data samples (30 groups per a state) were used as training data, and the remaining 40 groups of sample data (10 groups per a state) were used as test data. The bearing fault category labels are shown in Table 1 .
B. ANALYSIS OF EXPERIMENTAL RESULTS
In order to verify the effectiveness of proposed method, we performed fault diagnosis using three methods: SVM, GA-SVM and QGA-SVM. In the experiment, RBF function was used as a kernel function of SVM. Optimization of SVM parameters was conducted using genetic algorithm and quantum genetic algorithm, and parameters of genetic algorithm were set as follows: the number of populations was 20, the maximal number of iterations was 200, the crossover probability was 0.95, the mutation probability was 0.5, the parameter C was in the range [0, 100], the range of parameter σ was [0, 1000], the number of cross validation multiples was 5, and lastly, the fitness function of genetic algorithm was a cross validation accuracy. The basic parameters of quantum genetic algorithm and genetic algorithm were the same. The amplitude probability of rotation angle of quantum genetic algorithm was 0.009×π, and quantum mutation probability was 0.05. The fitness convergence curves of quantum genetic algorithm and genetic algorithm, which were used to optimize the parameters of support vector machine, are presented in Fig.4 . As shown in Fig. 4 , when SVM parameters were optimized by genetic algorithm, the optimal solution was obtained after 63 iterations. On the other hand, when SVM parameters were optimized by quantum genetic algorithm, the optimal solution was obtained after 42 iterations. In a word, the optimization of SVM parameters by quantum genetic algorithm is better than genetic algorithm in the convergence rate.
The results of fault diagnosis are shown in Fig. 5 and Table 2 , wherein it can be seen that accuracy of SVM fault diagnosis method is 85%, accuracy of GA-SVM fault diagnosis method is 90%, and accuracy of QGA-SVM fault diagnosis method is 92.5%. Therefore, compared with SVM and GA-SVM, QGA-SVM has higher accuracy of fault diagnosis.
V. CONCLUSION
In this paper, a fault diagnosis method based on combination of quantum genetic algorithm and support vector machine is proposed. Namely, the quantum genetic algorithm is used to obtain the optimal parameters of SVM, which can effectively improve accuracy of fault diagnosis. In the experiment, we compared three fault diagnosis methods: SVM, GA-SVM and QGA-SVM. The experimental results showed that when SVM parameters are optimized by QGA, convergence efficiency of SVM training is improved, generalization ability of SVM is enhanced, and both efficiency and accuracy of fault diagnosis are improved. His research interests include fault diagnosis, signal processing, image processing, information fusion, and computer applications.
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