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Abstract
In this paper, we are concerned with the tridimensional anisotropic Boussinesq equations which
can be described by ∂tu+ u · ∇u− κ∆hu+∇Π = ρe3, (t, x) ∈ R
+ × R3,
∂tρ+ u · ∇ρ = 0,
div u = 0.
Under the assumption that the support of the axisymmetric initial data ρ0(r, z) does not intersect
the axis (Oz), we prove the global well-posedness for this system with axisymmetric initial data.
We first show the growth of the quantity ρ
r
for large time by taking advantage of characteristic of
transport equation. This growing property together with the horizontal smoothing effect enables
us to establishH1-estimate of the velocity via the L2-energy estimate of velocity and the Maximum
principle of density. Based on this, we further establish the estimate for the quantity ‖ω(t)‖√
L
:=
sup2≤p<∞
‖ω(t)‖
Lp(R3)√
p
< ∞ which implies ‖∇u(t)‖
L
3
2
:= sup2≤p<∞
‖∇u(t)‖
Lp(R3)
p
√
p
< ∞. However,
this regularity for the flow admits forbidden singularity since L (see (1.7) for the definition) seems
be the minimum space for the gradient vector field u(x, t) ensuring uniqueness of flow. To bridge
this gap, we exploit the space-time estimate about sup2≤p<∞
∫ t
0
‖∇u(τ)‖
Lp(R3)√
p
dτ <∞ by making
good use of the horizontal smoothing effect and micro-local techniques. The global well-posedness
for the large initial data is achieved by establishing a new type space-time logarithmic inequality.
Mathematics Subject Classification (2000): 35B33, 35Q35 , 76D03, 76D05
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1 Introduction
The Boussinesq system is used as a toy model in the dynamics of the ocean or of the atmosphere,
and play an important role in the study of Raleigh-Bernard convection. One may refer to [28] for
more details about its physical background. It takes the form:
∂tu+ u · ∇u− κ∆u+∇Π = ρen, (t, x) ∈ R+ × Rn, n = 2, 3,
∂tρ+ u · ∇ρ− ν∆ρ = 0,
divu = 0,
(u, ρ)|t=0 = (u0, ρ0),
(1.1)
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where, the velocity u = (u1, · · · , un) is a vector field and the scalar unknown ρ denotes quantity
such as the concentration of a chemical substance or the temperature variation in a gravity fields,
in which case ρen represents the buoyancy force. And the nonnegative parameters κ an ν stands for
the viscosity and the molecular diffusion respectively. In addition, the scalar function Π is pressure
which can be recovered from the unknowns u and ρ via Riesz operator.
This system have been intensively studied due to their physical background and mathematical
significance. In dimension two, the standard energy method enables us to establish the global exis-
tence of regular solutions for the case where ν and κ are nonnegative constants. But, for the inviscid
Boussinesq system (1.1), the global well-posedness for some nonconstant ρ0 is still an challenge open
problem. When ν is a positive constant and κ = 0; or ν = 0 and κ is a positive constant, the global
well-posedness was independently obtained in [8, 22] for the two-dimensional Boussinesq system, see
also [17] for the global well-posedness in the critical spaces. For the fractional case, Hmidi, Keraani
and Rousset [19] showed the global well-posedness for the critical case by using a hidden cancella-
tion given by the coupling. Moreover, for the case where fractional viscosity and thermal diffusion
the fractional powers satisfy mild condition, the global results on the two-dimensional Boussinesq
equations were obtained in [23, 26].
For the tri-dimensional Boussinesq equations, R. Danchin and M. Paicu [13] showed the global
existence of weak solution for L2-data and the global well-posedness for small initial data. They [14]
also obtained a existence and uniqueness result for small initial data belonging to some critical Lorentz
spaces. But there is little study about the global well-posednss result for large initial data, even for
the tri-dimensional Navier-Stokes equations. Inspired by the study of Navier-Stokes equations for
large data in special case, more recent works target to consider the tri-dimensional axisymmetric
Boussinesq system without swirl case. In [1], a global existence and uniqueness result for the following
system 
∂tu+ u · ∇u− κ∆u+∇Π = ρe3, (t, x) ∈ R+ ×R3,
∂tρ+ u · ∇ρ = 0,
divu = 0,
(u, ρ)|t=0 = (u0, ρ0),
(1.2)
was obtained by establishing the following quadratic growth estimate∥∥∥ρ
r
(t)
∥∥∥
L2
≤
∥∥∥ρ0
r
∥∥∥
L2
+ C0
∥∥∥ur
r
∥∥∥
L1tL
∞
(
1 + ‖u‖L1tL∞
)
, (1.3)
under assumption that the support of the initial density does not intersect the axis r = 0. From
that time on, much effects has been made to show the global well-posedness for the tri-dimensional
axisymmetric Boussinesq system without swirl case, when the dissipation only occurs one equation
or is present only in one direction (anisotropic dissipation). In a series of paper [20, 21], T. Hmidi
and F. Rousset [20] proved the global well-posedness for the Navier-Stokes-Boussinesq system by
virtue of the structure of the coupling between two equations of (1.1) with ν = 0. In [21], they also
showed the global well-posedness for the tridimensional Euler-Boussinesq system with axisymmetric
initial data without swirl. And their proofs strongly relies on the fact the dissipation occurs in three
directions.
As pointed out by J.-Y. Chemin et al in [11], the anisotropic dissipation assumption is natural
and physical. In fact, in certain regimes and after suitable rescaling, the vertical dissipation (or
the horizontal dissipation) is negligible as compared to the horizontal dissipation (or the vertical
dissipation). In the past years, there are several works devoted to study of the two-dimensional
Boussinesq system with anisotropic dissipation. When the horizontal viscosity occurs in only one
equation, the global well-posedness result for the two-dimensional Boussinesq system was obtained
in [15]. Moreover, A. Adhikari, C. Cao and J. Wu also established some global results under various
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assumption for the two-dimensional Boussinesq system with dissipation occurs in vertical direction
in a series of recent papers [2, 3]. More recently, C. Cao and J. Wu [7] successfully proved the global
well-posedness for the two-dimensional Boussinesq system (1.1) in terms of a Log-type inequality
‖u2‖L∞ ≤ C‖u2‖√L logL
(
log
(
e+ ‖u2‖H2
)
log log
(
e+ ‖u2‖H2
)) 12
.
together with a control of ‖u2‖√L logL, where the space
√
L logL stands for the space of functions f
in ∩2≤p<∞Lp such that
‖f‖√L logL := sup
2≤p<∞
(
p log p
)− 1
2‖f‖Lp <∞.
In addition, under the assumption that the initial data is axisymmetric without swirl, we stated the
global well-posedness in [27] for the tridimensional Boussinesq equations with horizontal viscosity
and diffusion by using a losing estimate with vector fields lying in Log-Lipschitz and establishing the
algebraic identity
ur
r
= ∂z∆
−1
(ωθ
r
)
− 2∂r
r
∆−1∂z∆−1
(ωθ
r
)
· (1.4)
In the presented paper, we take effect to investigate the global well-posedness for tridimensional
Boussinesq system with horizontal viscosity in the whole space with axisymmetric initial data. This
system is described as follows:
∂tu+ u · ∇u− κ∆hu+∇Π = ρe3, (t, x) ∈ R+ × R3,
∂tρ+ u · ∇ρ = 0,
divu = 0,
(u, ρ)|t=0 = (u0, ρ0),
(HBS)
where ∆h := ∂
2
1 + ∂
2
2 . In the following parts, we assume that κ = 1 for the sake of convenience.
First of all, let us recall some algebraic and geometric properties of the axisymmetric vector fields
(cf. [20, 27]) and discuss the special structure of the vorticity of (HBS). Let u is an axisymmetric
vector field without swirl, that is, u(t, x) = ur(r, z)er + uz(r, z)ez . Then a simple calculation yields
that the vorticity ω := curlu of the vector field has the form
ω = (∂zur − ∂ruz)eθ := ωθeθ,
and
u · ∇ = ur∂r + uz∂z, divu = ∂rur + ur
r
+ ∂zuz and ω · ∇u = ur
r
ω
in the cylindrical coordinates. As a consequence, the vorticity ω solves
∂tω + u · ∇ω −∆hω = −∂rρeθ + ur
r
ω. (1.5)
This together with the fact that ∆h = ∂rr+
1
r
∂r in the cylindrical coordinates enables us to conclude
the quantity ωθ satisfies
∂tωθ + u · ∇ωθ −∆hωθ + ωθ
r2
= −∂rρ+ ur
r
ωθ. (1.6)
The target of this paper is to study the global existence and the uniqueness for the system (HBS)
with axisymmetric initial data, which means that the velocity u0 is assumed to be an axisymmetric
vector field without swirl and the density ρ0 depends only on (r, z). Now we shall briefly discuss the
difficulties and outline the main ingredient in our proof. First, the quadratic growth estimate (1.3)
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which plays the key role in the proof of [1] does not work for the system (HBS) due to the absence
of vertical viscosity. Rough speaking, the difficulty arises in dealing with vorticity equation. Taking
the L2-inner product of (1.6) with ωθ and integrating by parts, we readily get
1
2
d
dt
‖ωθ(t)‖2L2 + ‖∇hωθ(t)‖2L2 +
∥∥∥ωθ
r
(t)
∥∥∥2
L2
=
∫
R3
ur
r
ωθωθdx+
∫
R3
ρ
ωθ
r
dx+
∫
R3
ρ∂rωθdx.
Taking advantage of the anisotropic inequality of Lemma E.1, the first integral term in the right side
of the above equality can be bounded by
C‖u‖L2‖ωθ‖2L2 +
∥∥∥ωθ
r
∥∥∥2
L2
∥∥∥∇h(ωθ
r
)∥∥∥2
L2
+
1
4
‖∇hωθ‖2L2 .
On the other hand, the unknown ωθ
r
satisfies the following equation
(
∂t + u · ∇
)ωθ
r
− (∆h + 2
r
∂r
)ωθ
r
= −∂rρ
r
.
In a similar fashion as in [1], one can conclude by the virtue of the estimate (1.3) that
∥∥ωθ
r
(t)
∥∥2
L2
+
1
2
∫ t
0
∥∥∇h(ωθ
r
)
(τ)
∥∥2
L2
d τ ≤ C0(1 + t5)
(
1 +
∫ t
0
∥∥ωθ
r
(τ)
∥∥2
L2
dτ
)
+
1
4
∫ t
0
‖∇hω(τ)‖2L2dτ.
From this, it seems impossible to use the quantities in the left side of the above inequality to control
the integral term
∫ t
0 ‖ωθr (τ)‖2L2‖∇h(ωθr )(τ)‖2L2 d τ . This require us to refine this quadratic growth
estimate to make up for the shortage of vertical diffusion. To do this, we establish the following
estimate ∥∥∥ρ
r
(t)
∥∥∥
L2
≤ C
∥∥∥ρ0
r
∥∥∥
L2
+ C
∥∥∥ur
r
∥∥∥
L1tL
∞
(
1 +
∫ t
0
‖∇hu(τ)‖
1
2
L2
‖∇hω(τ)‖
1
2
L2
dτ
)
.
by deeply using the axisymmetric structure and the incompressible condition. As an consequence,
we have ∥∥ωθ
r
(t)
∥∥2
L2
+
1
2
∫ t
0
∥∥∇h(ωθ
r
)
(τ)
∥∥2
L2
d τ ≤C0(1 + t5)
(
1 +
∫ t
0
∥∥ωθ
r
(τ)
∥∥2
L2
dτ
)
+
1
4
(∫ t
0
‖∇hω(τ)‖2L2dτ
) 1
2
.
Consequently, we obtain the estimate of
‖ωθ(t)‖2L2 +
∫ t
0
‖∇hωθ(τ)‖2L2 d τ +
∥∥ωθ
r
(t)
∥∥4
L2
+
( ∫ t
0
∥∥∇h(ωθ
r
)
(τ)
∥∥2
L2
d τ
)2
.
This entails us to obtain the estimate of ‖ω(t)‖√
L
:= sup2≤p<∞
‖ω(t)‖
Lp(R3)√
p
, which together with the
well-known fact
‖∇u‖Lp ≤ C p
2
p− 1‖ω‖Lp with p ∈]1,∞[
gives ‖∇u(t)‖
L
3
2
:= sup2≤p<∞
‖∇u(t)‖
Lp(R3)
p
√
p
< ∞. Unfortunately, the function p√p does not belong
to the dual Osgood modulus of continuity, which prevents us trying to obtain higher-order esti-
mates of (ρ, u), where an dual Osgood modulus of continuity ω(p) is the non-decreasing function
satisfying
∫∞
a
1
ω(τ) d τ = ∞ for some a > 0. To bridge the gap between the dual Osgood modu-
lus of continuity and L
3
2 , inspired by the Boot-Strap argument, we exploit the space-time estimate
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about sup2≤p<∞
∫ t
0
‖∇u(τ)‖
Lp(R3)√
p
dτ based on the estimate of ‖∇u(t)‖
L
3
2
by making good use of the
horizontal smoothing effect and micro-local techniques. Combining this with a new type space-time
logarithmic inequality established in Section 2 entails us to obtain the desired result.
Before stating our main result we denote by Πz the orthogonal projector over the axis (Oz). We
define the distance from a point x to a subset A ⊂ R3 by
d(x,A) := inf
y∈A
‖x− y‖,
where ‖ · ‖ is the usual Euclidian norm. The distance between two subsets A and B of R3 is defined
by
d(A,B) := inf
x∈A, y∈B
‖x− y‖.
And diam A = supx, y∈A ‖x− y‖ denotes the diameter of a bounded subset A ⊂ R3. Moreover, let us
introduce La(R3)(a ∈ [0, 1]) of those function f which belong to every space Lp(R3) with 2 ≤ p <∞
and satisfy
‖f‖
La(R3) := sup
p≥2
‖f‖Lp(R3)
pa
<∞. (1.7)
We denote L
1
2 (R3) by
√
L(R3) for the sake of simplicity.
Our result reads as follows.
Theorem 1.1. Assume that u0 ∈ H1(R3) be an axisymmetric vector field with zero divergence, and
its vorticity satisfies ω0
r
∈ L2(R3) and ∂zω0 ∈ L2. Let ρ0 ∈ H1(R3)∩L∞(R3) depending only on (r, z)
and such that Supp ρ0 does not intersect the axis (Oz) and Πz(Supp ρ0) is a compact set. Then the
Boussinesq system (HBS) has a unique global solution (ρ, u) such that
u ∈ C(R+;H1(R3)), ∇hu ∈ L2loc(R+;H1(R3)), ∂zω, ωr ∈ C(R+;L2(R3)),
∇h∂zω, ∇h
(ω
r
)
∈ L2loc
(
R
+;L2(R3)
)
, ρ ∈ L∞(R+;L∞(R3)), ρ ∈ C(R+;H1(R3)),
∇u ∈ L1loc
(
R
+;L∞(R3)
)
.
Remark 1.1. Our proof strongly relies on the growth estimate of ρ
r
and the horizontal smoothing
effect.
The rest of the paper is organized as follows. In Section 2, we review Littlwood-Paley theory
and establish a new type space-time logarithmic inequality which is an important ingredient in the
proof of Theorem 1.1. Next, we study analytic properties of the flow associated to an axisymmetric
vector field. In Section 3, we obtain a priori estimates for sufficiently smooth solutions of the system
(HBS) by using the procedure that we have just described in introduction. Section 4 is devoted to
the proof of Theorem 1.1. Finally, an appendix is devoted to two useful lemmas.
2 Preliminaries
In the first subsection, we first provide the definition of some function spaces and properties based on
the so-called Littlewood-Paley decomposition that will be used constantly in the following sections.
Next, we give a space-time logarithmic inequality in view of the low-high decomposition techniques.
In the last subsection, we main establish the grow estimate of the quantity ρ
r
by taking advantage of
some geometric and analytic properties of the generalized flow map associated to an axisymmetric
vector field.
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2.1 Littlewood-Paley Theory and a space-time logarithmic inequality
Let (χ,ϕ) be a couple of smooth functions with values in [0, 1] such that Suppχ ⊂ {ξ ∈ Rn∣∣ |ξ| ≤ 43},
Suppϕ ⊂ {ξ ∈ Rn∣∣ 34 ≤ |ξ| ≤ 83} and
χ(ξ) +
∑
j≥0
ϕ(2−jξ) = 1 for each ξ ∈ Rn.
For every u ∈ S ′(Rn), we define the littlewood-Paley operators as follows:
Sju := χ(2
−jD)u and ∆ju := ϕ(2−jD)u for all j ≥ 0.
From this, it is easy to verify that
u =
∑
j≥−1
∆ju, in S ′(Rn),
and
∆j∆j′u ≡ 0 if |j − j′| ≥ 2.
Next, we recall the classical Bernstein lemma which will be useful throughout this paper ( cf. [10]).
Lemma 2.1 (Bernstein). Let 1 ≤ p ≤ q < ∞ and u ∈ Lp(Rn). There exists a positive constant C
such that for j, k ∈ N, we have
sup
|α|=k
‖∂αSju‖Lq(Rn) ≤ Ck 2j
(
k+n( 1
p
− 1
q
)
)
‖Sju‖Lp(Rn),
and
C−k2qk‖∆ju‖Lp(Rn) ≤ sup
|α|=k
‖∂α∆ju‖Lp(Rn) ≤ Ck2jk‖∆qu‖Lp(Rn).
Let us now introduce Bony’s decomposition (see for example [4]) which is a basic tool of the
para-differential calculus. Specifically, one can split a product uv into three parts as follows:
uv = Tuv + Tvu+R(u, v),
where
Tuv =
∑
q
Sq−1u∆qv, and R(u, v) =
∑
q
∆qu∆˜qv,
with ∆˜q = ∆q−1 +∆q +∆q+1.
In usual, Tuv is called para-product of v by u and R(u, v) denotes the remainder term. In addition,
it is worthwhile to point out that ∆˜q∆q = ∆q for q ≥ 0 by using the property of support of ϕ.
Definition 2.1. For s ∈ R, (p, q) ∈ [1,+∞]2 and u ∈ S ′(Rn), the inhomogeneous Besov spaces are
defined by
Bsp,q(R
n) :=
{
u ∈ S ′(Rn)
∣∣ ‖u‖Bsp,q(Rn) <∞}.
Here
‖u‖Bsp,q(Rn) :=

(∑
j≥−1 2
jsq ‖∆ju‖qLp(Rn)
) 1
q
if r <∞,
supj≥−1 2js ‖∆ju‖Lp(Rn) if r =∞.
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Since the dissipation only occurs in the horizontal direction to Equations (HBS), we need intro-
duce the following anisotropic space.
Definition 2.2. For s, t ∈ R, (p, q) ∈ [1,+∞]2 and u ∈ S ′(R3), we define the anisotropic Besov
spaces as
Bs,tp,q(R
3) :=
{
u ∈ S ′(R3)∣∣ ‖u‖
B
s,t
p,q(R3)
<∞},
where
‖u‖
B
s,t
p,q(R3)
:=

(∑
j, k≥−1 2
jsq2ktq
∥∥∆hj∆vku∥∥qLp(R3)) 1q if r <∞,
= supj, k≥−1 2js2kt
∥∥∆hj∆vku∥∥Lp(R3) if r =∞.
Here and in what follows,
∆hi f(xh) := 2
2i
∫
R2
ϕ(xh − 2iy)f(y) d y
and
∆vjf(z) := 2
2j
∫
R
ϕ(z − 2jy)f(y) d y.
In the following, we briefly review some basic properties for Hs,t spaces which will be useful later.
Lemma 2.2 ([27]). There hold that
(i) For s2 ≥ s1 and t2 ≥ t1, one has ‖u‖Hs2,t2 (R3) →֒ ‖u‖Hs1,t1(R3) .
(ii) For s1, s2, t1, t2 ∈ R, there exists θ ∈ [0, 1] such that
‖u‖Hθs1+(1−θ)s2,θt1+(1−θ)t2(R3) ≤ ‖u‖θHs2,t2(R3) ‖u‖1−θHs1,t1(R3) .
(iii) For s, t ≥ 0, ‖u‖Hs,t(R3) is equivalent to
‖u‖L2(R3) + ‖Λshu‖L2(R3) +
∥∥Λtvu∥∥L2(R3) + ∥∥ΛtvΛshu∥∥L2(R3) .
(iv) ‖u‖Hs,t(R3) ≃
∥∥‖u‖Hs(R2
h
)
∥∥
Ht(Rv)
≃ ∥∥‖u‖Ht(Rv)∥∥Hs(R2
h
)
.
(v) For s > 1 and t > 12 , ‖u‖Hs,t(R3) is an algebra.
Let us point out that the usual Sobolev spaces Hs and Hs,t coincide with Besov spaces Bs2,2 and
Bs,t2,2, respectively.
Lemma 2.3 (Morse estimate). Let s > 0, q ∈ [1,∞]. Then there exists a constant C such that
‖fg‖Bsp,q ≤ C
(‖f‖Lp1‖g‖Bsp2,q + ‖g‖Lr1‖f‖Bsr2,q), (2.1)
where p1, r1 ∈ [1,∞] satisfy 1p = 1p1 + 1p2 = 1r1 + 1r2 .
Proof. The proof of Lemma 2.3 is standard, here we omit the details. One also refer to [25] for the
proof.
Lemma 2.4. For any p ∈]1,∞[, there holds that
‖∇u‖Lp(D) ≤ C
p2
p− 1‖ω‖Lp(D), (2.2)
where C depending only on the domain D, and not on p.
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Proof. The classical result of Calderon-Zygmund [5] together with the Biot-Savart law allows to
obtain the desired result for simple domains such as the whole space Rn, the half space or the ball.
As for the general case the proof is based on a rather awkward technique, developed in [30, 31].
Proposition 2.5 ([10]). Let u be solution of the classical heat equations{
∂tu−∆u = 0, (t, x) ∈ R+ × Rn,
u|t=0 = u0.
Then there exists a constant C > 0 such that for each j ≥ 0,
‖∆ju(t)‖Lp(Rn) = ‖et∆∆ju0‖Lp(Rn) ≤ Ce−ct2
2j‖u0‖Lp(Rn).
Lemma 2.6. Let si > 1 and ti >
1
2 with i = 1, 2. Then there exists a constant C such that
‖u‖L∞(R3) ≤ C
(
‖u‖L2(R3) + ‖Λs1h u‖L2(R3) + ‖Λt1v u‖L2(R3) + ‖Λs2h Λt2v u‖L2(R3)
)
. (2.3)
Proof. Thanks to Littewood-Paley decomposition, one has
‖u‖L∞(R3) ≤
∑
i,j≥−1
‖∆hi∆vju‖L∞(R3)
=‖∆h−1∆v−1u‖L∞(R3) +
∑
i≥0
‖∆hi∆v−1u‖L∞(R3) +
∑
j≥0
|‖∆h−1∆vju‖L∞(R3)
+
∑
i,j≥0
‖∆hi∆vju‖L∞(R3)
:=I1 + I2 + I3 + I4.
It is clear that
I1 ≤ C‖u‖L2 .
By using the Bernstein inequality, the Minkowski inequality and the fact that s1 > 1, we infer that
I2 ≤C
∑
i≥0
2i‖∆hi∆v−1u‖L2(R3)
≤C
∑
i≥0
2i(1−s1)‖∆hi Λs1h u‖L2(R3)
≤C‖Λs1h u‖L2(R3).
And similarly, we can conclude that for t1 >
1
2 ,
I3 ≤ C‖Λt1v u‖L2(R3).
As for the term I4, the Bernstein inequality and the Minkowski inequality enable us to conclude that
for s2 > 1 and t2 >
1
2 ,
I4 ≤C
∑
i,j≥0
2i2
1
2
j‖∆hi∆vju‖L2(R3)
≤C
∑
i,j≥0
2i(1−s2)2j(
1
2
−t2)‖∆hi∆vjΛs2h Λt2v u‖L2(R3)
≤C‖Λs2h Λt2v u‖L2(R3).
Collecting these estimates yields the desired result (2.3).
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Next, we will give a new type space-time logarithmic inequality which is a key component in our
analysis, by using the low-high frequency decomposition technique.
Lemma 2.7. Let a ∈]0, 1], p, q ∈ [1,∞] and s > n
p
. Assume that f ∈ L1T (Bsp,q(Rn)) such that
sup
2≤j<∞
∫ T
0
‖Sjf(t)‖L∞(Rn)
ja
dt ≤ ∞.
Then the following inequality holds:∫ T
0
‖f(t)‖L∞(Rn) dt ≤ C
(
1 + sup
2≤j<∞
∫ T
0
‖Sjf(t)‖L∞(Rn)
ja
dt
(
log
(
e+ ‖f‖L1
T
(Bsp,q(R
n))
))a)
. (2.4)
Here the constant C independent of f and T .
Proof. According to the Littlewood-Paley decomposition, we decompose f into two parts as follows:
f = SNf +
∑
k≥N
∆kf,
where N is a positive integer to be fixed later.
For the low-frequency part SNf , it is clear that for N ≥ 2∫ T
0
‖SNf(t)‖L∞(Rn) dt ≤ Na sup
2≤j<∞
∫ T
0
‖Sjf(t)‖L∞(Rn)
ja
dt.
Next, for the high-frequency part, in view of the Bernstein inequality and the definition of Besov
space, we have ∫ T
0
∥∥∥ ∑
k≥N
∆kf(t)
∥∥∥
L∞(Rn)
dt ≤C
∫ T
0
∑
j≥N
2j(
n
p
−s)2js ‖∆kf(t)‖Lp(Rn) dt
≤C2−N(s−np )
∫ T
0
‖f(t)‖Bsp,q(Rn) dt,
in the last line we have used the Ho¨lder inequality.
Collecting these estimates, we thus get∫ T
0
‖f(t)‖L∞(Rn) dt ≤ Na sup
2≤j<∞
∫ T
0
‖Sjf(t)‖L∞(Rn)
ja
dt+ C2−N(s−
n
p
)
∫ T
0
‖f(t)‖Bsp,q(Rn) dt. (2.5)
Now we choose N which more than 2 such that 2
−N(s−n
p
) ∫ T
0 ‖f(t)‖Bsp,q(Rn)dt ≤ 1, i.e.,
N ≥ max
{
2,
log ‖f‖L1
T
(Bsp,q(R
n))
(s− n
p
) log 2
}
.
This together with (2.5) yields the desired result (2.4).
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2.2 Study of the flow map
In this subsection, we first review some basic results about the flow in [1]. And we give another form
of a growth estimate of ρ
r
which be suitable to our problems according to the generalized flow map
associated to an axisymmetric vector field.
ψ(t, s, x) = x+
∫ t
s
u(τ, ψ(τ, s, x))dτ. (2.6)
It is well-known that if the vector field u lies in L1loc(R; Lipschitz) then the generalized flow is
uniquely determined and exists globally in time. In addition, the incompressible condition that
divu = 0 guarantees that for every t, s ∈ R, ψ(t, s) is a diffeomorphism that preserves Lebesgue
measure and
ψ−1(t, s, x) = ψ(s, t, x).
Now we begin to show a new form of estimate for the quantity
∥∥ρ(t)
r
∥∥
L2
which different from the
quadratic growth estimate (1.3) in [1]. This is the cornerstone for establishing of the quantity
‖ω(t)‖L2 .
Proposition 2.8. Let u be a smooth axisymmetric vector field with zero divergence and ρ be a
solution of the transport equation
∂tρ+ u · ∇ρ = 0, ρ|t=0 = ρ0.
Assume in addition that
ρ0 ∈ L2 ∩ L∞, d
(
Supp ρ0, (Oz)
)
:= r0 > 0 and diam
(
Πz(Supp ρ0)
)
:= d0 <∞.
Then we have∥∥∥ρ
r
(t)
∥∥∥2
L2
≤ 1
r20
‖ρ0‖2L2 + 2π‖ρ0‖2L∞
∫ t
0
∥∥∥ur
r
(τ)
∥∥∥
L∞
dτ
(
d0 + 2
∫ t
0
‖∇hu(τ)‖
1
2
L2
‖∇hω(τ)‖
1
2
L2
dτ
)
, (2.7)
where r = (x21 + x
2
2)
1
2 .
Proof. We have from the definition that∥∥∥ρ
r
(t)
∥∥∥2
L2
=
∫
r≥r0
ρ2(t, x)
r2
dx+
∫
r≤r0
ρ2(t, x)
r2
dx
≤ 1
r20
‖ρ(t)‖2L2 + ‖ρ(t)‖2L∞
∫
{r≤r0}∩Supp ρ(t)
1
r2
dx
≤ 1
r20
‖ρ0‖2L2 + ‖ρ0‖2L∞
∫
{r≤r0}∩Supp ρ(t)
1
r2
dx. (2.8)
On the other hand, according to [1, Proposition 3.2], we know
diam(ΠzSuppρ(t)) ≤ diam(ΠzSuppρ0) + 2
∫ t
0
‖uz(τ)‖L∞ dτ.
This together with the maximum principle of ρ gives that∫
{r≤r0}∩Supp ρ(t)
1
r2
dx ≤ 2π
( ∫
r0e
− ∫ t0 ‖
ur
r (τ)‖L∞dτ≤r≤r0
1
r
dr
)(∫
Πz(Supp ρ(t))
dz
)
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≤ 2π
∫ t
0
∥∥∥ur
r
(τ)
∥∥∥
L∞
dτ
(
d0 + 2
∫ t
0
‖uz(τ)‖L∞dτ
)
.
The divergence free condition guarantees that ‖∆uz‖L2 ≤ C ‖∇∇hu‖L2 and ‖∇uz‖L2 ≤ C ‖∇hu‖L2 .
Thus, we can deduce by using the interpolation theorem that
‖uz‖L∞ ≤ ‖uz‖
1
2
L6
‖∆uz‖
1
2
L2
≤ C ‖∇uz‖
1
2
L2
‖∇∇hu‖
1
2
L2
≤ C ‖∇hu‖
1
2
L2
‖∇hω‖
1
2
L2
.
Inserting this inequality in (2.8), we eventually obtain the desired result (2.7).
3 A priori estimates
This section is devoted to a priori estimates which can be viewed as a preparation for the proof of
Theorem 1.1.
3.1 Weak a priori estimates
Proposition 3.1. Let u0 ∈ L2 be a vector field with zero divergence and ρ0 ∈ L2 ∩ L∞. Then every
smooth solution of (HBS) satisfies
‖ρ(t)‖Lp ≤ ‖ρ0‖Lp for p ∈ [2,∞].
‖u(t)‖2L2 + 2
∫ t
0
‖∇hu(τ)‖2L2dτ ≤ 2
(‖u0‖2L2 + t2‖ρ0‖2L2).
Proof. According to (2.6), one can write
ρ(t, x) = ρ0
(
ψ−1(t, x)
)
,
This together with the incompressible condition implies the first estimate.
Next, we take the L2-inner product of the velocity equation with u. Integrating by parts with
respect to space leads to
1
2
d
dt
‖u(t)‖2L2 + ‖∇hu(t)‖2L2 ≤ ‖u(t)‖L2‖ρ(t)‖L2 . (3.1)
This means that
d
dt
‖u(t)‖L2 ≤ ‖ρ(t)‖L2 .
Integrating in time this inequality yields
‖u(t)‖L2 ≤ ‖u0‖L2 +
∫ t
0
‖ρ(τ)‖L2dτ.
Since ‖ρ(t)‖L2 = ‖ρ0‖L2 , then
‖u(t)‖L2 ≤ ‖u0‖L2 + t‖ρ0‖L2 .
Putting this estimate into (3.1) gives
‖u(t)‖2L2 + 2
∫ t
0
‖∇hu(τ)‖2L2dτ ≤‖u0‖2L2 + 2
∫ t
0
(‖u0‖L2 + τ‖ρ0‖L2)‖ρ0‖L2 d τ
≤‖u0‖2L2 + 2
(‖u0‖L2 + 12 t‖ρ0‖L2)‖ρ0‖L2t.
This gives the second desired estimate.
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Next, we intend to review the behavior of the operator ∂r
r
∆−1 over axisymmetric functions and
the the algebraic relation between ur
r
and ωθ
r
.
Lemma 3.2 ([21]). Assume that u is an axisymmetric smooth scalar function, then there holds that(∂r
r
)
∆−1u(x) =
x22
r2
R11u(x) + x
2
1
r2
R22u(x)− 2x1x2
r2
R12u(x), (3.2)
where Rij = ∂ij∆−1.
Lemma 3.3. Assume that u be an axisymmetric vector-field without swirl satisfying div u = 0 and
ω = curlu. Then
ur
r
= ∂z∆
−1
(ωθ
r
)
− 2∂r
r
∆−1∂z∆−1
(ωθ
r
)
(3.3)
Furthermore, one has ∣∣∣ur
r
∣∣∣ ≤ ∣∣∣∂z∆−1(ωθ
r
)∣∣∣+ 2∑
i,j=1
∣∣∣Rij∂z∆−1(ωθ
r
)∣∣∣, (3.4)
and ∥∥∥∂2z(urr )∥∥∥Lp ≤ C∥∥∥∂z(ωθr )∥∥∥Lp , for p ∈]1,∞[. (3.5)
Proof. One can refer to [27] for the proof of (3.3) and (3.4). Next, we turn to show (3.5). According
to (3.3), we obtain
∂2z
ur
r
= ∂z∆
−1∂2z
(ωθ
r
)
− 2∂r
r
∆−1∂z∆−1∂2z
(ωθ
r
)
. (3.6)
Using Lemma 3.2 and applying the Lp-boundedness of Riesz operator, we eventually obtain (3.5).
The next proposition describes some estimates linking the velocity to the vorticity in virtue of
the Biot-Savart law and Lemma 3.3.
Proposition 3.4 ([27]). Assume that u is an axisymmetric vector-field without swirl satisfying
div u = 0 and vorticity ω = ωθeθ. Then
‖u‖L∞(R3) ≤ C‖ωθ‖
1
2
L2(R3)
‖∇hωθ‖
1
2
L2(R3)
. (3.7)
and ∥∥∥ur
r
∥∥∥
L∞(R3)
≤ C
∥∥∥ωθ
r
∥∥∥ 12
L2(R3)
∥∥∥∇h(ωθ
r
)∥∥∥ 12
L2(R3)
. (3.8)
3.2 Strong a priori estimates
In this subsection, our task is to obtain the global Lipschitz estimates of the vector field. Now, let
us begin with the estimate of ‖u(t)‖H1 .
Proposition 3.5. Let u0 ∈ H1 be an axisymmetric vector field with zero divergence such that
ω0
r
∈ L2. Let ρ0 ∈ L2 ∩ L∞ depending only on (r, z) such that Supp ρ0 does not intersect the axis
(Oz) and Πz(Supp ρ0) is a compact set. Then every smooth solution (u, ρ) of the system (HBS)
satisfies for every t ≥ 0,
‖ωθ(t)‖2L2+
∫ t
0
(
‖∇hωθ(τ)‖2H1dτ+
∥∥ωθ
r
(τ)
∥∥2
L2
)
d τ+
∥∥∥ωθ
r
(t)
∥∥∥2
L2
+
∫ t
0
∥∥∥∇h(ωθ
r
)
(τ)
∥∥∥2
L2
d τ ≤ CeexpCt17 ,
where the constant C depends on the initial data.
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Proof. Taking the L2-inner product of the equation (1.6) with ωθ we get
1
2
d
dt
‖ωθ(t)‖2L2 + ‖∇hωθ(t)‖2L2 +
∥∥∥ωθ
r
(t)
∥∥∥2
L2
=
∫
R3
ur
ωθ
r
ωθdx−
∫
R3
∂rρωθdx. (3.9)
For the first integral term in the right side of (3.9), by using Lemma E.1 and the Young inequality,
we get ∫
R3
ur
ωθ
r
ωθdx ≤‖ur‖
1
2
L2
‖∂zur‖
1
2
L2
∥∥∥ωθ
r
∥∥∥ 12
L2
∥∥∥∇h(ωθ
r
)∥∥∥ 12
L2
‖ωθ‖
1
2
L2
‖∇hωθ‖
1
2
L2
≤1
2
‖u‖L2‖ωθ‖2L2 +
1
4
∥∥∥ωθ
r
∥∥∥2
L2
∥∥∥∇h(ωθ
r
)∥∥∥2
L2
+
1
4
‖∇hωθ‖2L2 .
For the second integral term in the right side of (3.9), by the Ho¨lder inequality, we obtain
−
∫
R3
∂rρωθ dx ≤‖ρ‖L2
(∥∥∥ωθ
r
∥∥∥
L2
+ ‖∂rωθ‖L2
)
≤‖ρ0‖2L2 +
1
4
(∥∥∥ωθ
r
∥∥∥2
L2
+ ‖∂rωθ‖2L2
)
.
Indeed, integration by parts gives
−
∫
R3
∂rρωθdx =− 2π
∫
∂rρωθrdr dz
=2π
∫
ρ∂rωθ rdr dz + 2π
∫
ρ
ωθ
r
rdr dz
=
∫
R3
ρ
(
∂rωθ +
ωθ
r
)
dx.
Putting together these estimates and using the fact that ‖∇hωθ‖2L2 = ‖∂rωθ‖2L2 + ‖ωθ/r‖L2 yield
d
dt
‖ωθ(t)‖2L2 + ‖∇hωθ(t)‖2L2 +
∥∥ωθ
r
(t)
∥∥2
L2
≤‖u(t)‖L2‖ωθ(t)‖2L2 +
1
2
∥∥∥ωθ
r
(t)
∥∥∥2
L2
∥∥∥∇h(ωθ
r
)
(t)
∥∥∥2
L2
+ 2‖ρ0‖2L2 .
Next, integrating the above inequality with respect to time, we readily get
‖ωθ(t)‖2L2 +
∫ t
0
‖∇hωθ(τ)‖2L2 d τ +
∫ t
0
∥∥ωθ
r
(τ)
∥∥2
L2
d τ
≤‖ωθ(0)‖2L2 + ‖u‖L∞t L2
∫ t
0
‖ωθ(τ)‖2L2dτ +
1
2
∥∥∥ωθ
r
∥∥∥2
L∞t L2
∫ t
0
∥∥∥∇h(ωθ
r
)
(τ)
∥∥∥2
L2
d τ + 2t‖ρ0‖2L2
≤‖ωθ(0)‖2L2 + ‖u0‖L2
∫ t
0
‖ωθ(τ)‖2L2dτ +
1
2
∥∥∥ωθ
r
∥∥∥2
L∞t L2
∫ t
0
∥∥∥∇h(ωθ
r
)
(τ)
∥∥∥2
L2
d τ + 2t‖ρ0‖2L2 . (3.10)
To show the estimate for the quantity Γ := ωθ
r
. We observe that the quantity Γ satisfies the following
equation (
∂t + u · ∇
)
Γ− (∆h + 2
r
∂r
)
Γ = −∂rρ
r
. (3.11)
Taking the L2-inner product of (3.11) with Γ and integrating by parts, we get
1
2
d
dt
‖Γ(t)‖2L2 + ‖∇hΓ(t)‖2L2 − 4π
∫
∂r(Γ)Γdrdz = −2π
∫
∂rρΓdrdz.
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For the term in the right side of equality above, integrating by parts and using the fact ρ(t, 0, z) =
0, we obtain
−2π
∫
∂rρΓdrdz = 2π
∫
ρ
r
∂rΓ rdrdz =
∫
R3
ρ
r
∂rΓdx ≤
∥∥∥ρ
r
∥∥∥
L2
‖∂rΓ‖L2 ≤
1
2
∥∥∥ρ
r
∥∥∥2
L2
+
1
2
‖∂rΓ‖2L2 .
Since
4π
∫
∂r(Γ)Γdrdz = 2π
∫
R
∫ +∞
0
∂r(Γ)
2drdz ≤ 0,
then one can conclude that
d
dt
∥∥∥ωθ
r
(t)
∥∥∥2
L2
+
∥∥∥∇h(ωθ
r
)
(t)
∥∥∥2
L2
≤
∥∥∥ρ
r
(t)
∥∥∥2
L2
.
Integrating this inequality in time, we immediately get∥∥∥ωθ
r
(t)
∥∥∥2
L2
+
∫ t
0
∥∥∥∇h(ωθ
r
)
(τ)
∥∥∥2
L2
dτ ≤
∥∥∥ωθ(0)
r
∥∥∥2
L2
+
∫ t
0
∥∥∥ρ
r
(τ)
∥∥∥2
L2
dτ. (3.12)
Plugging (2.7) of Proposition 2.8 into (3.12), we have∥∥∥ωθ
r
(t)
∥∥∥2
L2
+
∫ t
0
∥∥∥∇h(ωθ
r
)
(τ)
∥∥∥2
L2
d τ
≤
∥∥∥ωθ(0)
r
∥∥∥2
L2
+
‖ρ0‖2L2
r20
t+ 2π‖ρ0‖2L∞ d0 t
∫ t
0
∥∥∥ur
r
(τ)
∥∥∥
L∞
dτ
+ 4π‖ρ0‖2L∞t
∫ t
0
∥∥∥ur
r
(τ)
∥∥∥
L∞
dτ
∫ t
0
‖∇hu(τ)‖
1
2
L2
‖∇hω(τ)‖
1
2
L2
dτ
≤C(1 + t) + Ct 32
∥∥∥ur
r
∥∥∥
L2tL
∞
+ Ct2
∥∥∥ur
r
∥∥∥
L2tL
∞
(∫ t
0
‖∇hu(τ)‖2L2dτ
) 1
4
( ∫ t
0
‖∇hω(τ)‖2L2dτ
) 1
4
.
It follows from Proposition 3.1 that,
∥∥ωθ
r
(t)
∥∥2
L2
+
∫ t
0
∥∥∇h(ωθ
r
)
(τ)
∥∥2
L2
d τ
≤C(1 + t4)
(
1 +
∫ t
0
∥∥ur
r
(τ)
∥∥2
L∞dτ
)
+
1
4
( ∫ t
0
‖∇hω(τ)‖2L2dτ
) 1
2
. (3.13)
By using (3.8) and the Young inequality, one can conclude that
C(1 + t4)
∫ t
0
∥∥∥ur
r
(τ)
∥∥∥2
L∞
dτ ≤C(1 + t4)
∫ t
0
∥∥∥ωθ
r
(τ)
∥∥∥ 12
L2
∥∥∥∇h(ωθ
r
)
(τ)
∥∥∥ 12
L2
d τ
≤C(1 + t8)
∫ t
0
∥∥∥ωθ
r
(τ)
∥∥∥2
L2
dτ +
1
2
∫ t
0
∥∥∇h(ωθ
r
)
(τ)
∥∥2
L2
dτ.
Plugging this estimate into (3.13), we obtain∥∥∥ωθ
r
(t)
∥∥∥2
L2
+
∫ t
0
∥∥∇h(ωθ
r
)
(τ)
∥∥2
L2
d τ ≤
∥∥∥ωθ(0)
r
∥∥∥2
L2
+ C(1 + t8)
(
1 +
∫ t
0
∥∥∥ωθ
r
(τ)
∥∥∥2
L2
dτ
)
+
1
4
(∫ t
0
‖∇hω(τ)‖2L2dτ
) 1
2
. (3.14)
14
Note that
1
2
∥∥∥ωθ
r
∥∥∥2
L∞t L2
∫ t
0
∥∥∥∇h(ωθ
r
)
(τ)
∥∥∥2
L2
d τ ≤1
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(∥∥∥ωθ
r
∥∥∥2
L∞t L2
+
∫ t
0
∥∥∇h(ωθ
r
)
(τ)
∥∥2
L2
d τ
)2
≤1
8
∥∥∥ωθ(0)
r
∥∥∥4
L2
+ C(1 + t16)
(
1 +
∫ t
0
∥∥∥ωθ
r
(τ)
∥∥∥2
L2
dτ
)2
+
1
64
( ∫ t
0
‖∇hω(τ)‖2L2dτ
)
.
This together with (3.10) and (3.14) give
‖ωθ(t)‖2L2 +
∫ t
0
(
‖∇hωθ(τ)‖2L2 +
∥∥∥ωθ
r
(τ)
∥∥∥2
L2
)
d τ +
∥∥ωθ
r
(t)
∥∥4
L2
+
(∫ t
0
∥∥∥∇h(ωθ
r
)
(τ)
∥∥∥2
L2
d τ
)2
≤C ‖u‖L∞t L2
∫ t
0
‖ωθ(τ)‖2L2dτ + C0(1 + t16)
(
1 +
∫ t
0
∥∥ωθ
r
(τ)
∥∥2
L2
dτ
)2
+
1
2
∫ t
0
‖∇hω(τ)‖2L2dτ + 2t‖ρ0‖2L2 +
∥∥ωθ(0)
r
∥∥2
L2
+
1
8
∥∥ωθ(0)
r
∥∥2
L2
.
The Gronwall inequality ensures that
‖ωθ(t)‖2L2 +
∫ t
0
(
‖∇hωθ(τ)‖2L2 +
∥∥∥ωθ
r
(τ)
∥∥∥2
L2
)
d τ +
∥∥∥ωθ
r
(t)
∥∥∥2
L2
+
∫ t
0
∥∥∥∇h(ωθ
r
)
(τ)
∥∥∥2
L2
d τ ≤ CeexpCt17 .
This completes the proof.
Proposition 3.6. Assume that u0 ∈ H1, with ω0r ∈ L2 and ω0 ∈
√
L. Let ρ0 ∈ L2 ∩ L∞ depending
only on (r, z) such that Supp ρ0 does not intersect the axis (Oz) and Πz(Supp ρ0) is a compact set.
Then any smooth axisymmetric without swirl solution (ρ, u) of (HBS) satisfies
‖ω(t)‖√
L
≤ CeexpCt
17
(‖ω0‖√L + 1).
Here the positive constant C depends on the initial data.
Proof. Multiplying the vorticity equation (1.6) with |ωθ|p−2ωθ and performing integration in space,
we get
1
p
d
dt
∫
R3
|ωθ|pdx+ (p − 1)
∫
R3
|∇hωθ|2|ωθ|p−2dx+
∫
R3
|ωθ|p−2
ω2θ
r2
dx
=
∫
R3
ur
r
|ωθ|pdx−
∫
R3
∂rρ|ωθ|p−2ωθdx.
For the first term in the last line of the above equality, we deuce by the Ho¨lder inequality that∫
R3
ur
r
|ωθ|pdx ≤
∥∥∥ur
r
∥∥∥
L∞
‖ωθ‖pLp .
For the second term, by the Ho¨lder inequality, we have
−
∫
R3
∂rρ|ωθ|p−2ωθdx
≤‖ρ‖Lp
∥∥|ωθ| p−22 ∥∥
L
2p
p−2
∥∥∥|ωθ| p−22 ωθ
r
∥∥∥
L2
+ (p − 1)‖ρ‖Lp
∥∥|ωθ| p−22 ∥∥
L
2p
p−2
∥∥∥|ωθ| p−22 ∂rωθ∥∥∥
L2
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≤p− 1
2
∫
R3
|∇hωθ|2|ωθ|p−2dx+ 1
2
∫
R3
|ωθ|p−2
ω2θ
r2
dx+
p
2
‖ρ‖2Lp ‖ωθ‖p−2Lp .
Indeed, integrating by parts leads to
−
∫
R3
∂rρ|ωθ|p−2ωθdx =− 2π
∫
∂rρ|ωθ|p−2ωθrdrdz
=
∫
ρ|ωθ|p−2ωθdrdz + (p− 1)
∫
ρ|ωθ|p−2∂rωθrdrdz
=
∫
R3
ρ|ωθ|p−2ωθ
r
dx+ (p− 1)
∫
R3
ρ|ωθ|p−2∂rωθdx.
Therefore, by virtue of Proposition 3.1, one has
d
dt
‖ωθ(t)‖2Lp ≤
∥∥∥ur
r
(t)
∥∥∥
L∞
‖ωθ(t)‖2Lp +
p
2
‖ρ0‖2Lp .
The Gronwall inequality yields that
‖ωθ(t)‖2Lp ≤ e
∫ t
0
‖ur
r
(τ)‖L∞ d τ
(
‖ωθ(0)‖2Lp +
p
2
‖ρ0‖2Lp t
)
.
According to (3.8) of Proposition 3.4 and to the fact that ‖ω‖Lp = ‖ωθ‖Lp , one can deduce that
‖ω(t)‖2√
L
≤ eC expCt
17(
‖ω0‖2√L +
t
2
‖ρ0‖2L2∩L∞
)
.
This completes the proof.
Proposition above together with the well-known fact that ‖∇u‖L2 ≤ C p
2
p−1‖ω‖Lp for p ∈]1,∞[
yields that supp≥2
‖∇u(t)‖Lp
p
√
p
is locally bounded with respect to time. But, the growth rate p
√
p does
not satisfies the dual Osgood modulus of continuity. This requires us to further refine the growth
estimate of ‖∇u‖Lp to get the growth estimate we require. Inspired by the Boot-Strap argument,
we will establish the below proposition which is the heart in our proof based on the estimate of
supp≥2
‖∇u(t)‖Lp
p
√
p
.
Proposition 3.7. Assume that u0 ∈ H1, with ω0r ∈ L2 and ω0 ∈
√
L. Let ρ0 ∈ L2 ∩ L∞ depending
only on (r, z) such that Supp ρ0 does not intersect the axis (Oz) and Πz(Supp ρ0) is a compact set.
Then any smooth axisymmetric without swirl solution (ρ, u) of (HBS) satisfies
sup
p≥2
∫ t
0
∑
q≥0
2qs
‖uq(τ)‖Lp
p
3
2
d τ ≤ C1eexpC1t17 for s ∈ [0, 2[. (3.15)
In particular, we have
sup
2≤p<∞
∫ t
0
‖∇u(τ)‖Lp√
p
dτ ≤ C2eexpC2t17 . (3.16)
Here constants C1 and C2 depend on the initial data.
Proof. Applying the operator ∆hq to (HBS) and using Duhamel formula we get
uq(t, x) =e
t∆huq(0) −
∫ t
0
e(t−τ)∆h∆hqP(u · ∇u)(τ, x)dτ −
∫ t
0
e(t−τ)∆h∆hqPρ(τ, x)ezdτ,
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where uq = ∆
h
qu and P is the Leray projection on divergence free vector fields.
Notice that
u · ∇u = ω × u+ 1
2
∇|u|2. (3.17)
Therefore,
P(u · ∇u) = P(ω × u).
According to Proposition 2.5, we have the following estimate for q ≥ 0
‖et∆h∆hq f‖Lp(R3) ≤
∥∥∥‖et∆h∆hqf‖Lp(R2
h
)
∥∥∥
Lp(Rv)
≤ Ce−ct22q‖∆hq f‖Lp(R3).
Therefore, we have that for q ≥ 0
‖uq‖L1tLp ≤ C2
−2q‖uq(0)‖Lp + Cp2−2q
∫ t
0
‖∆hq (ω × u)(τ)‖Lpdτ + Cp2−2q‖∆hqρ‖L1tLp .
Multiplying the above inequality by 2qs and summing over q ≥ 0, we readily obtain that∑
q≥0
2qs‖uq‖L1tLp
.
∑
q≥0
2q(s−2)‖uq(0)‖Lp + p
∫ t
0
∑
q≥0
2q(s−2)‖∆hq (ω × u)(τ)‖Lpdτ + p
∑
q≥0
2q(s−2)‖∆hqρ‖L1tLp
:=I1 + I2 + I3. (3.18)
For the first term I1, by virtue of the imbedding theorem, we have that for s ∈]1, 2[
I1 ≤ C‖u0‖Lp ≤C
(‖u0‖L2 + ‖u0‖L∞)
≤C(‖u0‖L2 + ‖ω0‖L4). (3.19)
For the third term I3, by Proposition 3.1, we obtain that for s ∈]1, 2[,
I3 ≤ Cpt‖ρ‖L∞t Lp ≤ Cpt‖ρ0‖L2∩L∞ . (3.20)
Now we tackle the second parentheses of I2. the Ho¨lder inequality and the interpolation inequality
allow us to conclude that for s ∈]1, 2[∑
q≥0
2q(s−2)‖∆hq (ω × u)‖Lp ≤C‖ω × u‖Lp
≤C‖ω‖Lp‖u‖L∞
≤C‖ω‖Lp
(‖u‖L2 + ‖ω(t)‖L4)
Whence,
I2 ≤ Cp
(‖u0‖L2 + ‖ω‖L∞t L4) ∫ t
0
‖ω(τ)‖Lp d τ. (3.21)
Putting together (3.19), (3.20) and (3.21), we finally get for s ∈]1, 2[
∑
q≥0
2qs‖uq‖L1tLp ≤ C
(‖u0‖L2 + ‖ω0‖L4)+ Cpt ‖ρ0‖L2∩L∞ + Cp(‖u0‖L2 + ‖ω‖L∞t L4) ∫ t
0
‖ω(τ)‖Lp d τ.
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It follows from Proposition 3.1, Proposition 3.5 and Proposition 3.6 that
sup
p≥2
∫ t
0
∑
q≥0
2qs
‖uq(τ)‖Lp
p
3
2
d τ
≤C(‖u0‖L2 + ‖ω0‖L4)+ Ct‖ρ0‖L2∩L∞ + C(‖u0‖L2 + ‖ω‖L∞t L4) ∫ t
0
‖ω(τ)‖√
L
d τ
≤CeexpCt17 . (3.22)
On the other hand, by the sharp interpolation inequality, we have∑
q≥0
2q‖∆hqu‖Lp ≤C
∥∥Λ 34hu∥∥ 23Lp(∑
q≥0
2
3
2
q‖∆hqu‖Lp
) 1
3
≤C
(∥∥Λ 34hu∥∥L2 + ‖∇u‖L15) 23(∑
q≥0
2
3
2
q‖∆hqu‖Lp
) 1
3
≤C
(
‖u‖H1 + ‖ω‖L15
) 2
3
(∑
q≥0
2
3
2
q‖∆hqu‖Lp
) 1
3
.
Consequently, by using (3.22), Proposition 3.1, Proposition 3.5 and Proposition 3.6, we get that∫ t
0
‖∇hu(τ)‖Lp√
p
d τ
≤C
∫ t
0
∑
q≥0
2q
‖∆hqu(τ)‖Lp√
p
d τ + C
∫ t
0
‖u(τ)‖Lp d τ
≤Ct 23
(
‖u‖L∞t H1 + ‖ω‖L∞t L15
) 2
3
(∑
q≥0
∫ t
0
2
3
2
q
‖∆hqu(τ)‖Lp
p
3
2
d τ
) 1
3
+ Ct
(‖u‖L∞t L2 + ‖ω‖L∞t L4)
≤CeexpCt17 . (3.23)
Note that
∂zu = ∂z(urer + uzez) = ∂zurer + ∂zuzez = −ωθer + ∂ruzer − (∂1u1 + ∂2u2)ez .
Thus, by using (3.23) and Proposition 3.6, we end up with
sup
p≥2
∫ t
0
‖∇u(τ)‖Lp√
p
dτ ≤C sup
p≥2
∫ t
0
‖∇hu(τ)‖Lp√
p
d τ + C
∫ t
0
sup
p≥2
‖ω(τ)‖Lp√
p
dτ
≤CeexpCt17 .
This implies the desired result (3.16).
Proposition 3.8. Let (ρ, u) be a smooth solution of the system (HBS). Assume the initial data
(ρ0, u0) satisfies the conditions stated in Theorem 1.1. Then there exists a constant C such that for
all t ∈ [0, T ]
‖∇ρ(t)‖2L2 + ‖∂zωθ(t)‖2L2 +
∫ t
0
‖∇h∂zωθ(τ)‖2L2 dτ +
∫ t
0
∥∥∥∂zωθ(τ)
r
∥∥∥2
L2
d τ ≤ C3eee
expC3t
17
. (3.24)
Moreover, we have
‖∇u‖L1tL∞ ≤ C4e
ee
expC4t
17
. (3.25)
Here the positive constants C3 and C4 depend on the initial data (u0, ρ0)
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Proof. Applying the operator ∂z to (1.6) yields(
∂t + u · ∇
)
∂zωθ −∆h∂zωθ + ∂zωθ
r2
= −∂z∂rρ+ ∂z
(ur
r
)
ωθ +
ur
r
∂zωθ − ∂zur∂rωθ − ∂zuz∂zωθ. (3.26)
By the standard energy method, one can conclude that
1
2
d
dt
‖∂zωθ(t)‖2L2 + ‖∇h∂zωθ(t)‖2L2 +
∥∥∥∂zωθ(t)
r
∥∥∥2
L2
=−
∫
R3
∂z∂rρ∂zωθ dx+
∫
R3
∂z
(ur
r
)
ωθ∂zωθ dx+
∫
R3
ur
r
∂zωθ∂zωθ dx
−
∫
R3
∂zur∂rωθ∂zωθ dx−
∫
R3
∂zuz∂zωθ∂zωθ dx
:=I1 + I2 + I3 + I4 + I5.
Since the support of ρ ensures
−
∫
R3
∂z∂rρ∂zωθ dx =− 2π
∫ ∞
0
∫
R
∂z∂rρ∂zωθr d r d z
=2π
∫ ∞
0
∫
R
∂zρ∂zωθ d r d z + 2π
∫ ∞
0
∫
R
∂zρ∂r∂zωθr d r d z
=
∫
R3
∂zρ
∂zωθ
r
dx+
∫
R3
∂zρ∂r∂zωθ dx,
then the first term I1 may be bounded by
‖∂zρ‖L2
∥∥∥∂zωθ
r
∥∥∥
L2
+ ‖∂zρ‖L2‖∂r∂zωθ‖L2
≤2‖∂zρ‖2L2 +
1
4
(∥∥∥∂zωθ
r
∥∥∥2
L2
+ ‖∂r∂zωθ‖2L2
)
.
We observe that ∫
R3
∂z
(ur
r
)
ωθ∂zωθ dx =
1
2
∫
R3
∂z
(ur
r
)
∂z(ωθ)
2 dx
=− 1
2
∫
R3
∂2z
(ur
r
)
(ωθ)
2 dx.
Therefore, by the Ho¨lder inequality, the Young inequality and Lemma 3.3, we obtain
I2 ≤
∥∥∥∂2z(urr )∥∥∥L2‖ωθ‖2L4
≤C
∥∥∥∂z(ωθ
r
)∥∥∥
L2
‖ωθ‖2√
L
≤C‖ωθ‖4√
L
+
1
8
∥∥∥∂z(ωθ
r
)∥∥∥2
L2
.
By the Ho¨lder inequality and Proposition 3.4, we have
I3 ≤
∥∥∥ur
r
∥∥∥
L∞
‖∂zωθ‖2L2 ≤ C
∥∥∥ωθ
r
∥∥∥ 12
L2
∥∥∥∇h(ωθ
r
)∥∥∥ 12
L2
‖∂zωθ‖2L2 .
As for the term I4, we observe that
−
∫
R3
∂zur∂rωθ∂zωθ dx =
∫
R3
ωθ∂rωθ∂zωθ dx−
∫
R3
∂ruz∂rωθ∂zωθ dx
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=− 1
2
∫
R3
ω2θ
(
∂r∂zωθ +
∂zωθ
r
)
dx−
∫
R3
∂ruz∂rωθ∂zωθ dx
:=I14 + I
2
4 .
By the Ho¨lder inequality and the Young inequality, we get
I14 ≤
1
2
‖ωθ‖2L4
∥∥∥(∂r∂zωθ + ∂zωθ
r
)∥∥∥
L2
≤C‖ωθ‖4L4 +
1
16
(
‖∇h∂zωθ‖2L2 +
∥∥∥∂zωθ
r
∥∥∥2
L2
)
≤C‖ωθ‖4√
L
+
1
16
(
‖∇h∂zωθ‖2L2 +
∥∥∥∂zωθ
r
∥∥∥2
L2
)
.
In the light of Lemma E.1, we have
I24 ≤C‖∂ruz‖
1
2
L2
‖∇h∂ruz‖
1
2
L2
‖∂rωθ‖
1
2
L2
‖∂r∂zωθ‖
1
2
L2
‖∂zωθ‖
1
2
L2
‖∇h∂zωθ‖
1
2
L2
≤C‖ω‖
1
2
L2
‖∇hω‖L2‖∇h∂zωθ‖L2‖∂zωθ‖
1
2
L2
≤C‖ω‖L2‖∇hω‖2L2‖∂zωθ‖L2 +
1
8
‖∇h∂zωθ‖2L2
≤C‖ω‖2L2‖∇hω‖2L2 + C‖∇hω‖2L2‖∂zωθ‖2L2 +
1
8
‖∇h∂zωθ‖2L2 .
For the last term I5, the incompressible condition that ∂rur +
ur
r
+ ∂zuz = 0 guarantees that
I5 =
∫
R3
∂rur∂zωθ∂zωθ dx+
∫
R3
ur
r
∂zωθ∂zωθ dx.
Integrating by parts gives∫
R3
∂rur∂zωθ∂zωθ dx =2π
∫ ∞
0
∫
R
∂rur∂zωθ∂zωθr d r d z
=− 2π
∫ ∞
0
∫
R
ur∂zωθ∂zωθ d r d z − 4π
∫ ∞
0
∫
R
ur∂r∂zωθ∂zωθr d r d z
=−
∫
R3
ur
r
∂zωθ∂zωθ dx− 2
∫
R3
ur∂r∂zωθ∂zωθ dx.
Consequently, the Ho¨lder inequality and the Young inequality enable us to conclude that
I5 =− 2
∫
R3
ur∂r∂zωθ∂zωθ dx
≤2‖u‖L∞‖∂zωθ‖L2‖∇h∂zωθ‖L2
≤C‖ω‖2√
L
‖∂zωθ‖2L2 +
1
8
‖∇h∂zωθ‖2L2 .
Here we have used the fact that
‖u‖L∞ ≤
∑
q≥−1
‖∆qu‖L∞ ≤C
∑
q≥−1
2
1
2
q‖∆qu‖L6
≤C‖u‖L6 + C
∑
q≥0
2−
1
2
q‖∆q∇u‖L6
≤C(‖ω‖L2 + ‖ω‖L6) ≤ C‖ω‖√L.
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Gathering these estimates, we finally obtain that
d
dt
‖∂zωθ(t)‖2L2 + ‖∇h∂zωθ(t)‖2L2 +
∥∥∥∂zωθ(t)
r
∥∥∥2
L2
≤C
(∥∥∥ωθ
r
∥∥∥ 12
L2
∥∥∥∇h(ωθ
r
)∥∥∥ 12
L2
+ ‖∇hω‖2L2 + ‖ω‖2√L
)
‖∂zωθ‖2L2
+ C
(
‖ω‖2L2‖∇hω‖2L2 + ‖ω‖4√L
)
+ C‖∇ρ‖2L2 . (3.27)
Next, applying the differential operator ∂i to the density equation with i = 1, 2, 3, one has(
∂t + u · ∇
)
∂iρ = −∂iur∂rρ− ∂iuz∂zρi.
Taking L2-inner product of the above equation with ∂iρ, we immediately obtain that
1
2
d
dt
‖∂iρ(t)‖2L2 =−
∫
R3
∂iur∂rρ∂iρdx−
∫
R3
∂iuz∂zρ∂iρdx
≤2‖∇u‖L∞‖∇ρ‖2L2 .
This implies that
d
dt
‖∇ρ(t)‖2L2 ≤ C‖∇u‖L∞‖∇ρ‖2L2 .
The Gronwall inequality provides
‖∇ρ(t)‖2L2 ≤ ‖∇ρ0‖2L2eC
∫ t
0
‖∇u(τ)‖L∞ d τ . (3.28)
On the other hand, by taking advantage of Lemma 3.6, we know that for all ǫ ∈]0, 116 [,∫ t
0
‖∇u(τ)‖L∞(R3) dt ≤C + C sup
2≤j<∞
∫ t
0
‖Sj∇u(τ)‖L∞(R3)√
j
dt
(
log
(
e+ ‖∇u‖L1t (Bǫ∞,∞(R3))
)) 12
≤C + C
(
sup
2≤p<∞
∫ t
0
‖∇u(τ)‖Lp(R3)√
p
dt
)2
+ log
(
e+ ‖∇u‖L1t (Bǫ∞,∞(R3))
)
.
Inserting this into (3.28), we get
‖∇ρ(t)‖2L2 ≤‖∇ρ0‖2L2eCeCh(t)
(
e+ ‖∇u‖L1t (Bǫ∞,∞(R3))
)
≤C‖∇ρ0‖2L2eCh(t) + C‖∇ρ0‖2L2eCh(t) ‖∇u‖L1t (Bǫ∞,∞)
≤CeCh(t) + CeCh(t) ‖∇u‖L1t (Bǫ∞,∞) , (3.29)
where
√
h(t) := sup2≤p<∞
∫ t
0
‖∇u(τ)‖Lp√
p
dτ.
Putting this estimate together with (3.27) yields
d
dt
‖∂zωθ(t)‖2L2 + ‖∇h∂zωθ(t)‖2L2 +
∥∥∥∂zωθ(t)
r
∥∥∥2
L2
≤C
(∥∥∥ωθ
r
∥∥∥ 12
L2
∥∥∥∇h(ωθ
r
)∥∥∥ 12
L2
+ ‖∇hω‖2L2 + ‖ω‖2√L
)
‖∂zωθ‖2L2
+ C
(
‖ω‖2L2‖∇hω‖2L2 + ‖ω‖4√L + CeCh(t)
)
+ CeCh(t) ‖∇u‖L1t (Bǫ∞,∞) . (3.30)
Employing the Ho¨lder inequality, Proposition 3.5 and Proposition 3.6, we get that∫ t
0
(∥∥∥ωθ
r
(τ)
∥∥∥ 12
L2
∥∥∥∇h(ωθ
r
)
(τ)
∥∥∥ 12
L2
+ ‖∇hω(τ)‖2L2 + ‖ω(τ)‖2√L
)
d τ
21
≤
√
t
∥∥∥ωθ
r
∥∥∥ 12
L∞t L2
∥∥∥∇h(ωθ
r
)∥∥∥ 12
L2tL
2
+ ‖∇hω‖2L2tL2 + t‖ω‖
2
L∞t
√
L
≤CeexpCt17 .
By using the Gronwall inequality, Proposition 3.5, Proposition 3.6 and Proposition 3.7, we readily
obtain
‖∂zωθ(t)‖2L2 +
∫ t
0
‖∇h∂zωθ(τ)‖2L2 d τ +
∫ t
0
∥∥∥∂zωθ(τ)
r
∥∥∥2
L2
d τ
≤CeeexpCt
17 (
‖∂zωθ(0)‖2L2 + ‖ω‖2L∞t L2‖∇hω‖
2
L2tL
2 + t‖ω‖4L∞t √L + Cte
Ch(t) + CteCh(t) ‖∇u‖L1t (Bǫ∞,∞)
)
≤CeeexpCt
17
+ Cee
expCt17 ‖∇u‖L1t (Bǫ∞,∞) . (3.31)
This together with (3.29) and Proposition 3.6 yields
‖∂zωθ(t)‖2L2 + ‖∇ρ(t)‖2L2 +
∫ t
0
‖∇h∂zωθ(τ)‖2L2 d τ +
∫ t
0
∥∥∥∂zωθ(τ)
r
∥∥∥2
L2
d τ
≤CeeexpCt
17
+ Cee
expCt17 ‖∇u‖L1t (Bǫ∞,∞) . (3.32)
Now, we tackle with the integral term
∫ t
0 ‖∇u(τ)‖Bǫ∞,∞ d τ . It is clear that
‖∇u(t)‖Bǫ∞,∞ ≤ ‖∂zu(t)‖Bǫ∞,∞ + ‖∇hu(t)‖Bǫ∞,∞ . (3.33)
On the one hand, with the help of Lemma 2.6 and the fact that ω = ωθeθ, one can infer that for
ǫ ∈]0, 116 [,
‖∂zu(τ)‖Bǫ∞,∞
≤C‖∂zu‖L2 + C‖Λǫ∂zu‖L∞
≤C‖∂zu‖L2 + C‖Λǫ∂zu‖L2 +C‖ΛǫΛ1+ǫh ∂zu‖L2 + C‖Λ1−ǫv Λǫu‖L2 + C‖Λ1−2ǫv Λ1+ǫh Λǫ∂zu‖L2
≤C‖u‖H1 + C‖∂zω‖L2 + C‖∇h∂zω‖L2
≤C‖u‖H1 + C‖∂zωθ‖L2 + C‖∇h∂zωθ‖L2 + C
∥∥∥∂z(ωθ
r
)∥∥∥
L2
.
Therefore, we immediately obtain
‖∂zu(τ)‖L1tBǫ∞,∞ ≤ Ct‖u‖L∞t H1 +C
√
t‖∂zω‖L2tL2 + C
√
tC‖∇h∂zωθ‖L2tL2 + C
√
t
∥∥∥∂z(ωθ
r
)∥∥∥
L2tL
2
.
(3.34)
Next, we need to introduce an useful lemma in order to tackle with another part ‖∇hu(t)‖Bǫ∞,∞ .
Lemma 3.9 ([27]). Let s1, s2 ∈ R and p ∈ [2,∞[. Assume that (ρ, u) be a smooth solution of the
system (HBS), then there holds that
‖u‖
L1tB
s1+2,s2
p,1
. ‖u0‖Bs1,s2p,1 + ‖u‖L1tBs1,s2p,1 + ‖u⊗ u‖L1tBs1+1,s2p,1 ∩L1tBs1,s2+1p,1 + ‖ρ‖L1tBs1,s2p,1 .
With the help of Lemma 3.9 and the Bernstein inequality, the term ‖∇hu(τ)‖Bǫ∞,∞ can be bounded
as follows:
‖∇hu‖L1tBǫ∞,∞ ≤C ‖u‖L1tB1+
2
p+ǫ,
1
p+ǫ
p,1
22
≤C ‖u0‖
B
−1+ 2p+ǫ, 1p+ǫ
p,1
+ ‖u‖
L1tB
−1+ 2p+ǫ, 1p+ǫ
p,1
+ ‖u⊗ u‖
L1tB
2
p+ǫ,
1
p+ǫ
p,1 ∩L1tB
−1+ 2p+ǫ,1+ 1p+ǫ
p,1
+ ‖ρ‖
L1tB
−1+ 2p+ǫ, 1p+ǫ
p,1
≤C ‖u0‖
B
ǫ, 12+ǫ
2,1
+ ‖u‖
L1tB
ǫ, 12+ǫ
2,1
+ ‖u⊗ u‖
L1tB
1+ǫ, 12+ǫ
2,1 ∩L1tB
ǫ, 32+ǫ
2,1
+ ‖ρ‖
L1tB
ǫ, 12+ǫ
2,1
≤C ‖u0‖H1 + ‖u‖L1tH1 + ‖u⊗ u‖L1tB1+ǫ,
1
2+ǫ
2,1 ∩L1tB
ǫ, 32+ǫ
2,1
+ ‖ρ‖L1tH1 . (3.35)
According to the Banach algebra property of Lemma 2.2, one has that for ǫ ∈]0, 116 [,
‖u⊗ u‖
L1tB
1+ǫ, 12+ǫ
2,1
≤ C ‖u‖2
L2tH
1+2ǫ, 12+2ǫ
≤ C‖u‖2
L2tH
1 + ‖∇hω‖2L2tL2 .
On the other hand, Lemma 2.2 allows us to conclude that
‖u⊗ u‖
L1tB
ǫ, 32+ǫ
2,1
≤C ‖u⊗ u‖
L1tH
1+ǫ, 32+2ǫ
≤C ‖u‖2
L2tH
1+ǫ, 32+2ǫ
.
Since the interpolation theorem and the fact that ω = ωθeθ guarantee that there exist β ∈]0, 1[ such
that for ǫ ∈]0, 116 [,
‖u‖
H
1+ǫ, 32+2ǫ
≤C‖u‖L2 + C‖Λ1+ǫh u‖L2 + C‖Λ
3
2
+2ǫ
v u‖L2 + C‖Λ1+ǫh Λ
3
2
+2ǫ
v u‖L2
≤C‖u‖H1 + C‖∇hω‖L2 + C‖∂zω‖L2 + C‖Λ1+ǫh Λ1−ǫv u‖βL2‖Λ1+ǫh Λ2−ǫv u‖
1−β
L2
≤C‖u‖H1 + C‖∇hω‖L2 + C‖∂zωθ‖L2 + C‖∇hω‖βL2‖∇h∂zω‖
1−β
L2
≤C‖u‖H1 + C‖∇hω‖L2 + C‖∂zωθ‖L2 + C‖∇hω‖βL2‖∇h∂zωθ‖
1−β
L2
+ C‖∇hω‖βL2
∥∥∥∂z(ωθ
r
)∥∥∥1−β
L2
.
Collecting these estimates together with (3.35) yields that for ǫ ∈]0, 116 [,
‖∇hu‖L1tBǫ∞,∞ ≤C ‖u0‖H1 + C ‖u‖L1tH1 + C‖u‖
2
L2tH
1 + C‖∂zωθ‖2L2tL2
+ ‖∇hω‖2L2tL2 + ‖ρ‖L1tL2 + ‖∂zωθ‖
2
L2tL
2 + ‖∇ρ‖L1tL2
+ C‖∇hω‖2βL2tL2‖∇h∂zωθ‖
2(1−β)
L2tL
2 + C‖∇hω‖2βL2
∥∥∥∂z(ωθ
r
)∥∥∥2(1−β)
L2
. (3.36)
Plugging (3.34) and (3.35) into (3.32), and using Proposition 3.1, Proposition 3.5 and
Proposition 3.6, we finally obtain that
‖∂zωθ(t)‖2L2 + ‖∇ρ(t)‖2L2 +
∫ t
0
‖∇h∂zωθ(τ)‖2L2 d τ +
∫ t
0
∥∥∥∂zωθ(τ)
r2
∥∥∥2
L2
d τ
≤CeeexpCt
17
+ Cee
expCt17
(
Ct‖u‖L∞t H1 + C
√
t‖∂zω‖L2tL2 + C
√
tC‖∇h∂zωθ‖L2tL2
+ C
√
t
∥∥∥∂z(ωθ
r
)∥∥∥
L2tL
2
+ C ‖u0‖H1 + C ‖u‖L1tH1 + C‖u‖
2
L2tH
1 + C‖∂zωθ‖2L2tL2
+ ‖∇hω‖2L2tL2 + ‖ρ‖L1tL2 + ‖∂zωθ‖
2
L2tL
2 + ‖∇ρ‖L1tL2
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+ C‖∇hω‖2βL2tL2‖∇h∂zωθ‖
2(1−β)
L2tL
2 + C‖∇hω‖2βL2
∥∥∥∂z(ωθ
r
)∥∥∥2(1−β)
L2
)
≤CeeexpCt
17
+ Cee
expCt17
∫ t
0
‖∂zωθ(τ)‖2L2 d τ + C
∫ t
0
‖∇ρ(τ)‖2L2 d τ +
1
4
∫ t
0
‖∇h∂zωθ(τ)‖2L2 d τ
+
1
4
∫ t
0
∥∥∥∂zωθ(τ)
r2
∥∥∥2
L2
d τ.
This implies
‖∂zωθ(t)‖2L2 + ‖∇ρ(t)‖2L2 ≤ Cee
expCt17
+ Cee
expCt17
∫ t
0
‖∂zωθ(τ)‖2L2 d τ + C
∫ t
0
‖∇ρ(τ)‖2L2 d τ.
Thus the Gronwall inequality enables us to get the desired result (3.24). In addition, from (3.34)
and (3.36), we can obtain the second desired result (3.25) in view of Proposition 3.1, Proposition 3.5
and Proposition 3.8.
4 Proof of Theorem 1.1
In this section, we restrict our attention to show Theorem 1.1. Before proving, we first give an useful
proposition which palys an important role in proof of Theorem 1.1.
Proposition 4.1. Let (u0, ρ0) ∈ Hs+1 × Hs with s > 32 . Assume that divu0 = 0. Then (HBS)
admits a unique global solution (ρ, u) satisfying u ∈ C(R+;Hs+1) and ρ ∈ C(R+;Hs).
Here we adopt the classical Friedrichs method (see for example [4]) to prove the existence part
of Proposition 4.1. For n ≥ 1, the spectral cut-off Jn be defined by
Ĵnf(ξ) = χ[0,n](|ξ|)f̂ (ξ), for each ξ ∈ R3.
Thus, by the same argument as in [27], one can consider the following system in the spaces L2n :=
{f ∈ L2(R3)| Suppf ⊂ B(0, n)}:
∂tun + PJndiv(un ⊗ un)−∆hun = PJn(ρne3), (t, x) ∈ R+ ×R3,
∂tρn + Jndiv(unρn) = 0,
divun = 0,
(ρn, un)|t=0 = Jn(ρ0, u0).
Note that the operators Jn and PJn are the orthogonal projectors for the L2-inner product. Com-
bining this with the stability result of [1, Lemma 5.1] ensures that the above formal calculations
remain unchanged.
Next, our first target is to show the local well-posedness for the system (HBS). Applying the
operator ∆q to the density equation, we thus get
∂t∆qρ+ Sq+1u · ∇∆qρ = Sq+1u · ∇∆qρ−∆q(u · ∇ρ) := Fq(u, ρ).
Taking the L2-inner product to the above equality with ∆qρ and using the incompressible con-
dition, we thus obtain
1
2
d
dt
‖∆qρ(t)‖2L2 ≤ ‖Fq(u, ρ)‖L2 ‖∆qρ‖L2 . (4.1)
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By using Lemma E.2, multiplying both sides by 22qs and summing up over q ≥ −1, we have
d
dt
‖ρ(t)‖2Hs ≤ C
(
‖∇u(t)‖L∞ ‖ρ(t)‖2Hs + ‖ρ(t)‖∞ ‖ω(t)‖Hs ‖ρ(t)‖Hs
)
. (4.2)
Next, we turn to show the estimate of ω. Applying ∆q to the velocity equations, we get
∂t∆qu+ Sq+1u · ∇∆qu−∆h∆qu+∆q∇Π = Sq+1u · ∇∆qu−∆q(u · ∇u) := Fq(u, u).
Taking the L2-inner product to this equation with ∆qu and using the divergence free condition, we
can conclude that
1
2
d
dt
‖∆qu(t)‖2L2 + ‖∇h∆qu(t)‖2L2 ≤ ‖Fq(u, u)‖L2 ‖∆qu‖L2 .
By using Lemma E.2 again, multiplying both sides by 22q(1+s) and summing up over q ≥ −1, we
have
d
dt
‖u(t)‖2H1+s ≤ C ‖∇u(t)‖L∞ ‖u(t)‖2H1+s . (4.3)
In a similar way as above, we can conclude that the approximate solution (ρn, un) to (4) satisfies
‖(ρn, ωn)(t))‖2Hs +
∫ t
0
‖∇hωn(τ)‖2Hs dτ ≤ ‖Jn(ρ0, ω0))‖2Hs eteC
∫ t
0
‖(ρn,∇un)(τ)‖∞dτ .
Since s > 32 , the space H
s(R3) continuously embeds in L∞(R3). Thus, the well-known fact that
‖∇un‖Hs is equivalent to ‖ωn‖Hs entails us to conclude that
Xn(t) ≤ ‖(ρ0, ω0)‖2Hs e
t
2 eC
∫ t
0
Xn(τ)dτ and X2n(t) := ‖(ρn, ωn)(t)‖2Hs .
This inequality may be easily integrated into
exp
(
− C
∫ t
0
Xn(τ)dτ
)
≥ 1− 2CX0e
t
2 , for all t ≥ 0.
The energy estimate yields the L2-bound of un. Therefore, there exists a constant c > 0 such that if
we set
T := 2 log
( c
‖(ρ0, ω0)‖Hs
)
. (4.4)
Therefore, we get
ρn ∈ L∞([0, T [;Hs), un ∈ L∞([0, T [;Hs+1) and ∇hun ∈ L2([0, T [;Hs+1). (4.5)
We now turn to proof of the local existence of a solution. By virtue of Equations (4) and uniform
estimetes (4.5), it is easy to check that ∂tρn ∈ L∞([0, T [;Hs−1) and ∂tun ∈ L2([0, T [;Hs). on the
other hand, we know that Hs →֒ Hs−1 and Hs+1 →֒ Hs are locally compact. Therefore, by the
classical Aubin-Lions argument and Cantor’s diagonal process, we can conclude that there exists
a solution (ρ, u) in L∞([0, T [;Hs × Hs+1) such that ∇hu ∈ L2([0, T [;Hs+1). The time continuity
follows from the fact that ρ and ω satisfy transport equations withHs initial data and a L2([0, T [;Hs)
source term. In addition, the standard energy method allows us to obtain the uniqueness of solution
for Lipschitz vector field.
Now, it remains for us to show that the local smooth solutions may be extended to all positive
time. Put together the lower bound for the lifespan of (ρ, u) give by (4.4) and the uniqueness of
smooth solutions, it suffices to state that under the assumption of the theorem, we have
sup
0≤t≤T
(‖ρ(t)‖Hs + ‖ω(t)‖Hs) <∞. (4.6)
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First, as ρ is transported by the vector-fields u (which is Lipschitz for s > 32 implies H
s →֒ L∞), we
get
‖ρ(t)‖L∞ ≤ ‖ρ0‖L∞ for all t ∈ [0, T [.
In consequence, the energy estimate (3.24) ensures that
‖(ρ, ω)(t))‖Hs +
∫ t
0
‖∇hω(τ)‖2Hs dτ ≤ ‖(ρ0, ω0))‖2Hs eteC
∫ t
0‖∇u(τ)‖∞dτ . (4.7)
On the other hand, by virtue of Proposition 3.1, Proposition 3.5 and Lemma 3.6, we can deduce that∫ t
0
‖∇u(τ)‖L∞ dτ ≤C + sup
2≤q<∞
∫ t
0
‖Sq∇u(τ)‖L∞√
q
dτ
(
log
(
e+ ‖ω‖L1
T
(Hs)
)) 12
≤C +
(
sup
2≤p<∞
∫ t
0
‖∇u(τ)‖Lp√
p
dτ
)2
+ log
(
e+ ‖ω‖L1
T
(Hs)
)
(4.8)
Inserting (4.8) in (4.7) gives
‖(ρ, ω)(t)‖Hs +
∫ t
0
‖∇hω(τ)‖2Hs dτ
≤‖(ρ0, ω0))‖2Hs eCte
C
(
sup2≤p<∞
∫ t
0
‖∇u(τ)‖Lp√
p
dτ
)2(
e+
∫ t
0
‖ω(τ)‖Hs dτ
)
,
which together with the Gronwall inequality and Proposition 3.7 gives the desired result (4.6). This
completes the proof of Proposition 4.1.
Now, let us turn to prove Theorem 1.1. We first construct the following approximate scheme:
(∂t + u · ∇)un −∆hun +∇Πn = ρne3, (t, x) ∈ R+ × R3,
(∂t + u · ∇)ρn = 0,
divun = 0,
(un, ρn)|t=0 = (Sn+1u0, Sn+1ρ0).
(4.9)
Since un0 , ρ
n
0 ∈ H∞ :=
⋂
s>0H
s, we know that (4.9) has a unique global solution (ρn, un) by taking
advantage of Proposition 4.1. Thus, Proposition 3.1, Proposition 3.5 and Proposition 3.8 ensure
ρn ∈ L∞loc(R+;H1 ∩ L∞), un ∈ L∞loc(R+;H1), ∇hun ∈ L2loc(R+;H1),
∂zω
n ∈ L∞loc(R+;L2), ∇h∂zωn ∈ L2loc(R+;L2) and ∇u ∈ L1loc(R+;L∞).
Mimicking the compactness argument used for proving Proposition 4.1, one can conclude that there
exists a solution (ρ, u) such that (deduced from the Fatou lemma)
ρ ∈ L∞loc(R+;H1 ∩ L∞), u ∈ L∞loc(R+;H1), ∇hu ∈ L2loc(R+;H1),
∂zω ∈ L∞loc(R+;L2), ∇h∂zω ∈ L2loc(R+;L2) and ∇u ∈ L1loc(R+;L∞).
From the above estimates, we eventually obtain the time continuity by the same argument as used
in [27, Proposition F.4].
It remains for us to show the uniqueness statement. Let (ρ, u,Π) and (ρ˜, u˜, Π˜) be two solutions
of the system (HBS) with the same initial data (u0, ρ0) such that
ρ, ρ˜ ∈ L∞loc(R+;H1 ∩ L∞), u, u˜ ∈ L∞loc(R+;H1), ∇hu, ∇hu˜ ∈ L2loc(R+;H1),
∂zω, ∂zω˜ ∈ L∞loc(R+;L2), ∇h∂zω, ∇h∂zω˜ ∈ L2loc(R+;L2) and ∇u, ∇u˜ ∈ L1loc(R+;L∞). (4.10)
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Then the difference (δρ, δu, δΠ) between two solutions (ρ, u,Π) and (ρ˜, u˜, Π˜) satisfies{
∂tδu+ u · ∇δu−∆hδu+∇δΠ = δρe3 + δu · ∇u˜,
∂tδρ+ u · ∇δρ = −δu · ∇ρ˜.
The standard energy argument together with the fact from the Plancherel theorem that∫
R3
δρe3δud x =
∫
R3
δρδuz dx =
∫
R3
(∆)−1δρ∆δuz dx
=
∫
R3
(∆)−1δρ∆hδuz dx−
2∑
i=1
∫
R3
(∆)−1δρ∂z∂iδui dx
≤C‖δρ‖H−1‖∇hδu‖L2
enables us to infer that
1
2
d
dt
‖δu(t)‖2L2 + ‖∇hδu(t)‖2L2 ≤ C‖δρ‖H−1‖∇hδu‖L2 + ‖∇u˜‖L∞‖δu‖2L2
which implies
d
dt
‖δu(t)‖L2 ≤ C‖δρ‖H−1 + ‖∇u˜‖L∞‖δu‖L2 . (4.11)
And the Fourier localization technique and the classical commutator estimate (see for example [25])
allow us to conclude that
d
dt
‖δρ(t)‖H−1 ≤ C‖∇u‖L∞‖δρ‖H−1 + ‖δu‖L2‖ρ˜‖L∞ . (4.12)
Putting (4.11) together with (4.10) and (4.12), and using the Gronwall inequality entails (δρ, δu) ≡ 0.
This completes the proof of Theorem 1.1.
A Appendix
In this section, we shall give two useful lemmas which have been used throughout the paper.
Lemma E.1 ([4]). There exists the positive constant C such that∫
R3
fghdx1dx2dx3 ≤ C ‖f‖
1
2
L2
‖∂x3f‖
1
2
L2
‖g‖
1
2
L2
‖∇hg‖
1
2
L2
‖h‖
1
2
L2
‖∇hh‖
1
2
L2
. (5.1)
Lemma E.2. Let s > −1 and 1 ≤ p ≤ ∞. Assume that u be a divergence free vector fields over Rd.
There exists a positive constant C such that for all q ≥ −1
2qs
∥∥Rq(u, u)∥∥L2 ≤ cq‖∇u‖L∞‖u‖Bsp,r with cq ∈ l2, (5.2)
and ∥∥Rq(u, ρ)∥∥L2 ≤ C(‖∇u‖L∞ ∑
q′≥q−4
2q−q
′‖∆q′ρ‖L2 + ‖ρ‖L∞
∑
|q−q′|≤4
‖∆q′∇u‖L2
)
, (5.3)
where Rq(u, v) := Sq+1u · ∇∆qv −∆q(u · ∇v).
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Proof. We just give the proof of (5.3), since the proof of (5.2) is standard. First of all, one decomposes
Rq(u, ρ) as follows:
Rq(u, ρ) =u · ∇∆qρ−∆q(u · ∇ρ)−∆q
(
(Id − Sq+1)u · ∇ρ
)
=− [∆q, Sq+1u¯] · ∇ρ− [∆q, S1u] · ∇ρ−∆q
(
(Id − Sq+1)u · ∇ρ
)
,
where u¯ = (Id − S1)u.
Note that
[∆q, Sq+1u¯] · ∇ρ =[∆q, Sq+1Tu¯i ]∂iρ+∆q
(
T∂iρSq+1u¯i
)
+∆q
(
R(Sq+1u¯i, ∂iρ)
)
− T∆q∂iρSq+1u¯i −R(Sq+1u¯i,∆q∂iρ)
:=R1q(u, ρ) +R
2
q(u, ρ) +R
3
q(u, ρ) +R
4
q(u, ρ) +R
5
q(u, ρ),
and
∆q
(
(Id − Sq+1)u · ∇ρ
)
=∆q
(
T(Id−Sq+1)ui∂iρ
)
+∆q
(
T∂iρ(Id − Sq+1)ui
)
+∆qR
(
(Id − Sq+1)ui, ∂iρ
)
:=R6q(u, ρ) +R
7
q(u, ρ) +R
8
q(u, ρ).
From above, it is clear to find that the only term [∆q, S1u] · ∇ρ involves low frequencies of u.
First of all, we observe that
[Sq′−1Sq+1u¯i,∆q]∂i∆q′ρ
=2qd
∫
Rd
(
Sq′−1Sq+1u¯i(x)− Sq′−1Sq+1u¯i(x− y)
)
ϕ
(
2q(x− y))∂i∆q′ρ(y) d y
=− 2qd
∫
Rd
∫ 1
0
∂kSq′−1Sq+1u¯i
(
x+ (1 − τ)(x− y)) d τ(xk − yk)ϕ(2q(x− y))∂i∆q′ρ(y) d y
=− 2q(d−1)
∫
Rd
∫ 1
0
∂kSq′−1Sq+1u¯i
(
x+ (1− τ)(x− y)) d τ2q(xk − yk)ϕ(2q(x− y))∂i∆q′ρ(y) d y,
where used the relation ∆qf = 2
qd
∫
Rd
ϕ
(
2q(x− y))f(y) d y.
Therefore, we immediately get that
‖R1q(u, ρ)‖Lp ≤C
∑
|q′−q|≤4
2−(q−q
′)‖∂kSq′−1u¯i‖L∞‖∂i∆q′ρ‖Lp
∫
Rd
|xϕ(x)|d x
≤C
∑
|q′−q|≤4
2−(q−q
′)‖∂kSq′−1ui‖L∞‖∆q′ρ‖Lp
≤C‖∇u‖L∞
∑
|q′−q|≤4
2−(q−q
′)‖∆q′ρ‖Lp . (5.4)
In a similar fashion as for proving R1q(u, ρ), we can bounded [∆q, S1u] · ∇ρ as follows:
‖[∆q, S1u] · ∇ρ‖Lp ≤C
∑
|q′−q|≤4
2−(q−q
′)‖∂kSq′−1ui‖L∞‖∆q′ρ‖Lp
≤C‖∇u‖L∞
∑
|q′−q|≤4
2−(q−q
′)‖∆q′ρ‖Lp . (5.5)
For the second term R2q(u, ρ), the Ho¨lder inequality allows us to conclude that
‖R2q(u, ρ)‖Lp ≤C
∑
|q′−q|≤4
‖∆q′ u¯i‖Lp
∥∥Sq′−1∂iρ∥∥L∞
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≤C
∥∥ρ∥∥
L∞
∑
|q′−q|≤4
‖∆q′(∇u)‖Lp (5.6)
Similarly, we can conclude that
‖R4q(u, ρ)‖Lp ≤ C‖∇u‖L∞
∑
−1≤q′≤q+2
2q
′−q∥∥∆q′ρ∥∥Lp . (5.7)
The reminder term R3q(u, ρ) can be bounded by∥∥∂i∆q(R(Sq+1u¯i, ρ))∥∥Lp ≤C ∑
q′≥q−2
2q‖∆q′Sq−1ρ‖Lp‖∆˜q′ u¯i‖L∞
≤C
∑
q′≥q−2
2q−q
′‖∆q′Sq−1ρ‖Lp‖∆˜q′∇u‖L∞
≤C‖∇u‖L∞
∑
q′≥q−2
2q−q
′‖∆q′ρ‖Lp . (5.8)
In a similar way, one has
‖R5q(u, ρ)‖Lp ≤ C‖∇u‖L∞
∑
q′≥q−2
2q−q
′‖∆q′ρ‖Lp . (5.9)
It remain for us to bound the last three terms R6q(u, ρ), R
7
q(u, ρ) and R
8
q(u, ρ). Thanks to the property
of support and the Ho¨lder inequality, one has
‖R6q(u, ρ)‖Lp ≤C
∑
|q′−q|≤4
‖Sq′−1(Id − Sq+1)ui‖L∞‖∆q′∂iρ‖Lp
≤C
∑
|q′−q|≤4
2−q‖Sq′−1(Id − Sq+1)∇ui‖L∞‖∆q′∂iρ‖Lp
≤C
∑
|q′−q|≤4
2q
′−q‖Sq′−1∇ui‖L∞‖∆q′ρ‖Lp
≤C‖∇u‖L∞
∑
|q′−q|≤4
2q
′−q‖∆q′ρ‖Lp . (5.10)
For the term R7q(u, ρ), by the Ho¨lder inequality, we obtain
‖R7q(u, ρ)‖Lp ≤C
∑
|q′−q|≤4
‖Sq′−1∂iρ‖L∞‖∆q′(Id − Sq+1)ui‖Lp
≤C
∑
|q′−q|≤4
2q
′−q‖Sq′−1ρ‖L∞‖∆q′(Id − Sq+1)∇ui‖Lp
≤C‖ρ‖L∞
∑
|q′−q|≤4
2q
′−q‖∆q′(Id − Sq+1)∇u‖Lp . (5.11)
As for the last term R8q(u, ρ), by the Ho¨lder inequality, we obtain
‖R8q(u, ρ)‖Lp ≤C
∥∥∂i∆qR((Id − Sq+1)ui, ρ)∥∥Lp
≤C
∑
q′≥q−2
2q‖∆q′ρ‖Lp‖∆˜q′(Id − Sq+1)ui‖L∞
29
≤C
∑
q′≥q−2
2q‖∆q′ρ‖Lp‖ ˜˙∆q′ui‖L∞
≤C
∑
q′≥q−2
2q−q
′‖∆q′ρ‖Lp‖ ˜˙∆q′∇ui‖L∞
≤C‖∇u‖L∞
∑
q′≥q−2
2q−q
′‖∆q′ρ‖Lp . (5.12)
Combining these estimates yields the desired result (5.3).
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