Car-following model is indispensable to evaluate the characteristics of car-following behaviors. Through an analysis and comparison of data-driven and theoretically driven car-following models, it shows that the data-driven model has poor interpretability and high quality of training data set is required, while for the theoretical-driven model, it is unable to describe the individualized features and models of the driver so as to a low model accuracy. To solve the problem, a novel modelling method is proposed using adaptive Kalman filter algorithm to integrate the long-short-time memory neural network (LSTM) data-driven model with the IDM theoretical-driven model to build the car-following model. Test results of real driving data from a single driver prove that the fusion car-following model has higher accuracy than a single model, while at the same time highlighting the driver's personality compared to the IDM model. Besides, it improves the generalization ability of the traditional data model, which is reflected by better fitting in the extreme case (for example, the stable state when the acceleration, velocity is zero). Finally, the trajectory simulation results show that the proposed integrated data-driven car-following model can better simulate the micro-traffic behavior of car following.
I. INTRODUCTION
A large part of the driving process is car following, especially driving in city. Modelling and exploring car following behavior, quantitative analysis of the interaction between subsequent vehicles, at the macro level, helps to understand the characteristics of traffic flow, reveals the causes of traffic congestion and its temporal and spatial evolution. At the micro level, the vehicle characteristics are an important basis for driving habits assessing, short-term driving characteristics predictions and periodic power optimization controls. It is one of inevitable development trends of intelligent traffic to study the individual vehicle intelligent assisted driving systems based on the characteristics of car-following behavior. However, it is difficult to accurately describe the driving characteristics of individuals because the car-following behavior is affected by a variety of comprehensive factors, such as traffic environment, vehicle conditions and driving habits. The characteristics of many influencing factors, involving strong The associate editor coordinating the review of this manuscript and approving it for publication was Tai-Hoon Kim. nonlinearity and differences in driving personality, make it more difficult to establish an ideal car-following model.
In the research field of the car-following behavior, scholars have established many car-following models and constantly improved them [1] - [6] . According to different modelling methods, the car-following models are mainly divided into two categories [7] : theoretical driven models and data-driven models. The theoretically driven car-following models refer to those built based on car-following theory and vehicle dynamics, using traditional mathematical methods such as mathematical statistics and calculus. The parameters of the established model have clear physical meanings and are consistent with the physical characteristics of the vehicles. Among them, the theoretical driver model is dominant at the present and relatively mature, which has been well applied, for example, the vehicle safety distance model Gipps [8] used in AIMSUN and the psychophysiological Wiedemann model [9] used in VISSIM. These models are mainly applied in the field of traffic flow theory and control, which represent the general driving behavior characteristics and are usually not suitable for vehicle dynamics or intelligent assisted driving control. In the actual vehicle driving environment, although the theoretical models of car-following can be calibrated based on the authentic driving data (for example, the desired speed and following distance, etc.), they can describe the general characteristics of most drivers except personality so as to an inevitable obvious error in characterizing individual drivers' microscopic driving behavior [10] . Because model parameters vary with driving environment, for example, on a high-speed road, the model parameters are obviously different from those of crowded city roads. Therefore, the complex driving environment makes the generalization ability of these models bad.
The data-driven car-following models refer to those established by using techniques such as machine learning and artificial intelligence in recent years, a hot topic in the current research of car-following theory. In 1998, Kehtamavaz et al. [11] proposed the first BPNN model to predict car-following behavior. The training results verified the effectiveness of artificial neural network for car-following behavior modelling to some extent. Wei and Liu [12] constructed a car-following model based on support vector regression in order to study the acceleration and deceleration asymmetry of driving behavior in traffic jam environments, and the model was used to obtain the equilibrium state of the vehicle during the car-following process. As a result, a reasonable explanation for the acceleration and deceleration asymmetry of driving behavior was provided at the same time. Hao et al. [13] adopted the rough set theory to establish a data-driven car-following model. Simulation results showed that it could better simulate the micro-traffic behavior of the car following. Wang et al. [14] utilized a deep learning GRU algorithm to build a car-following model to verify that the model accuracy was higher than RBM, LSTM and other algorithms. Data-driven vehicle car-following models don't need prior knowledge such as vehicle dynamics, driving tendency, etc. Modelling of which is relatively easy characterized by a wider scope of applications and high accuracy, and the models' structure can be changed according to the samples used in training. However, data-driven models also have some shortcomings. First, the accuracy of the models mainly depends on the quantity and quality of the training dataset. Theoretically, when there is enough sample data, the established model can obtain extremely high accuracy, but the amount and quality of sample data available in practice usually have great limitations. For complex neural network structures, a limited sample can easily put the model into an over-fitting state and lose generalization ability. However, the model training based on big data is time-consuming and the data quality is difficult to guarantee. In addition, datadriven models are poorly interpretable and sometimes may output some data that does not conform to the physical characteristics of the vehicle (e.g., excessive acceleration or deceleration, beyond the speed limit range, etc.). At the same time, data-driven modelling is less effective for extreme situations (acceleration, velocity values of 0 m/s, peaks of acceleration and deceleration). Therefore, in view of the characteristics of both data-driven and theoretical-driven model, in this paper, a new fusion modelling method is proposed based on adaptive Kalman filter to improve the physical characteristics and the accuracy of the model under finite samples.
The rest of this paper is organized as follows: In section II, data acquisition and pre-processing is introduced. In section III, the establishment of data-driven models is presented based on LSTM, comparing with SVM, BP and other algorithms. In section IV, adaptive Kalman filter is adopted to build an fusionLSTM-IDM car-following model and its effectiveness is verified. Finally, the original trajectory of the carfollowing process is simulated to verify that the model can reflect the driver's characteristics and represent the vehicle dynamics very well. The research route of this paper is shown in Figure 1 .
II. DATA ACQUISITION AND PREPROCESS
All data used here were collected on a city road in Nanjing, Jiangsu Province, with a speed limit of 60 km (including traffic lights) and a sampling frequency of 1 Hz, on some fine sunny working days from 16:00 to 17:00, along the route of Zhongshan East Road-Liyuan Street -Houbiaoying Road -Ruijin Road -Longjing Middle Road. The vehicle was driven by a single driver, with a range of 7.3 km, as shown in Figure. 2 below. The data acquisition system includes on-board laser range finder, laser scanning radar, OBD-CAN collector, GPS and computer. The vehicle laser range finder is used to measure the distance between the test vehicle and the preceding vehicle. The OBD-CAN signal collector is used to collect vehicle-driving data such as vehicle speed. GPS is used to provide planning paths, traffic and location information and computer is used to store and synchronize acquired data.
In this paper, a time interval of 5s is used to determine the car following process [15] . If the distance from the pre-ceding vehicle is less than the distance of 5 seconds at the current speed, it is judged that the vehicle is in the car following state and use it as a criterion for valid data sets. After data processing, 16,800 data were preserved, of which 15,000 were used to train models.
A. ANALYSIS AND EVALUATION 1) BOXPLOT ANALYSIS
To further clarify the distribution and statistical properties of the sample data and to exclude outliers, boxplots are adopted, as shown in Figure. 3. The median line of the boxplot is the centre of the data. Half of the observations are less than or equal to the value, and the other half is greater than or equal to the value. It shows that the relative velocity and acceleration median value are both zero, the median position difference is 11.1m, and the median velocity is 3.23m/s.
2) NORMALIZATION
It can be seen from Figure. 3 that the original distribution of velocity and position difference are not similar to the Gaussian distribution, so the data is preferably normalized by maximum and minimum normalization to improve the velocity of the gradient solution during the training of the model. Moreover, normalization methods can be specified as:
where X i is feature sequence, a normalized sequence corresponding thereto.
3) EVALUATION INDICATORS
MSE (Mean Square Error) is selected as an evaluation index to indicate the degree of dispersion of the error data. And MAE (Mean Absolute Error) is the other evaluation index which can better reflect the actual situation of the predicted value error, expressed as:
where N is the number of time slice, a t is the acceleration at time t, a o t is the model's acceleration output at the time t.
III. LSTM-BASED DATA-DRIVEN MODELLING A. NETWORK STRUCTURE AND PRINCIPLE
The Recurrent Neural Network (RNN) introduces the con-cept of timing into the design of network structure, which makes it more adaptable in time series data analysis [16] , [17] . In many variants of RNN, the Long-Term Short-Term Memory (LSTM) model [18] compensates for the shortcomings of RNN in gradient disappearance, gradient bursts, and lack of long-term memory. LSTM uses RNN as the carrier and adds input gates, forget gates and output gates in hidden layers, which decide the filtered input information is, and the discarded information to improve the disappearance of the gradient. The basic principle is shown in Figure. 4 and described as follows: Based on the theoretical framework of deep learning [19] , [20] , this paper adopted Python language and Keras as the development platform to construct the recurrent neural network car-following model based on LSTM unit.
B. MODEL PARAMETERS
The hyper parameters setting during training has a great influence on the performance of the neural network, including the number of hidden layers, the number of hidden layer neurons, and the learning rate. In the network structure used in this paper, the number of hidden layers in each LSTM layer is 60, 100, 300, 200, 100, and the length of the historical time interval is set to 10 steps with an interval of 1 s. Therefore, LSTM network can use the information in the past 10 seconds to train the output value of the current time. According to the literature [14] , 10 seconds of historical data input is more appropriate. Too little data will affect the prediction accuracy, but too much data will not increase the prediction accuracy, and will increase the training time. The number of batches is 32, the learning rate is 0.001, the input layer activation function is sigmoid function, the output layer activation function is tanh function, the loss function is MSE, and the optimization algorithm is Adam. In order to prevent overfitting, set dropout = 0.1. In the LSTM network, the following speed, relative speed and position distance observed in the most recent time are selected as inputs, and the network output is the current acceleration value. It can be seen from Figure 5 that the loss function of the training and cross-validation data is gradually reduced during the model establishment process. After 60 iterations, the curve tends to be flat, and there is no cross validation loss function value higher than the loss value of the training set. What's more, there is no over-fitting phenomenon. It illustrates that the structure used in the model and the selected super parameters are reasonable, and the established model is effective.
For a better comparison analysis in this paper, BP [21] and GA-SVM algorithms are also chosen to establish a carfollowing model as comparative cases, based on the same vehicle historical data. The inputs of the BP neural network with three hidden layers include velocity (m/s), relative velocity (m/s) and position distance (m), and the output is acceleration (m/s 2 ). The number of hidden layer neurons is 50, 150 and 50, respectively, and the activation function is tanh. Support Vector Machine (SVM) is a supervised learning model proposed by Vapnik for pattern classification and nonlinear regression problems [22] . In 2010, Wei D, Chen F, etc. established the LS-SVR car-following model (Least Squares Support Vector Regression). The simulation results showed a good agreement with the measured data and have strong robustness and reliability under slight and severe disturbances [23] . In this paper, GA-SVM of genetic algorithm is used to optimize the penalty parameter c and g. The optimization process is carried out by genetic algorithm to get Best c = 8.14 and Best g = 4.98. The results of the car-following model based on the three algorithms of LSTM, BP and GA-SVM are shown in Figure.6 .
The output comparison of the three above models under the same driving conditions are shown in Figure 6 (a). It's showed that the three data-driven models can basically judge the tendency of the acceleration or deceleration under the specified working conditions, but the error results are obviously different, as shown in Figure 6 (b).The accuracy is different under various working conditions. The BP model has poor following dynamic performance in the case of large acceleration and deceleration. The SVM model performs well under various conditions, and the error is between the BP model and the LSTM overall. The LSTM model has an error of 0.1 m/s 2 when the acceleration should be zero, other than this, the accuracy is higher than that of the other two models.
A more detailed performance comparison of the three datadriven car-following models is shown in Table 1 and Table 2 . It can be figured out that BP neural network modelling and output calculation takes the shortest time, but the MSE error evaluation model has the lowest accuracy. Modelling of GA-SVM takes the longest time, the output calculation takes less time, but the accuracy of the model is slightly lower than LSTM. LSTM has a longer modelling time, but the model has the highest accuracy and the output error is within 0.5m / s 2 . The model considering historical driving data is superior in accuracy to the other two models that only consider the current transient state.
IV. INEGRATED LSTM-IDM CAR-FOLLOWING MODEL
The above analysis show that the LSTM model has higher accuracy, but it can also be seen from Figure 6 that there is still a constant error output when the acceleration is 0 m/s 2 . In addition, there is a large error in the acceleration or deceleration limit. In view of these error characteristics of LSTM Model, this paper proposes an fusion modelling method, of which adaptive Kalman filter is adopted to combine the data-driven model LSTM model with the theoretical driver model Intelligent Driver Model (IDM).
A. IDM MODEL
The IDM model adopts a unified model structure, which fully describes the change of driving behavior from the free-flow state to the crowded state. Through simulation, the macroscopic traffic phenomenon consistent with the measured data can be obtained [24] , [25] . In 2000, Teriber et al. [26] integrated the expected impact of car spacing and expected speed on the car-following behavior, and proposed the Intelligent Driving Model (IDM), expressed as:
In this equation, v α 0 is the desired speed of the rear vehicle (m/s). T is the safe headway distance (s). a (α) is the maximum acceleration of the rear vehicle (m/s 2 ). b (α) is the comfortable deceleration of the rear vehicle (m/s 2 , greater than 0). δ is the acceleration index. S (α) 0 is the static safety distance parameter. S α 1 is the safety distance parameter related to speed. In addition,
l α is the length of the car, only related to the model. According to the model principle of IDM and the characteristics of the vehicle in the data acquisition process, according to the calibration method in [10] , the effective data is selected and calibrated by genetic algorithm. The calibration result is showed in Table 3 . As can be seen from Figure 7 , although the IDM model does not specifically describe the details of the driving process, it reflects the acceleration and deceleration process in the overall driving, which is in line with the general driver and vehicle physical characteristics.
B. FUSION MODELLING
The Kalman filter is essentially a recursive algorithm that uses mathematical recursive formulas to achieve an optimal estimation of the state of the system. The prediction process is completed based on the state model of the system, and the correction process is completed based on the measurement model of the system [27] , [28] . The estimation accuracy of the Kalman filter algorithm is affected by the system model and the statistical properties of the noise. Inaccurate system models and noise statistics significantly degrade the performance of Kalman filtering. In the process of car-following, due to many random factors unpredictable, it is difficult to obtain accurate noise characteristics. The measurement of noise covariance R and the process noise covariance Q is unavailable, and the adaptive Kalman filter algorithm provides a good solution.
Construct the Kalman equation of state and the measurement equation as shown below. A = diag(1),  C = diag(1) . w k−1 andv k−1 , are Gaussian noise. x IDM is the IDM model output and x LSTM is the LSTM model output.
A is the state transition matrix. C is the matrix rep-resented relationship between the observation vector and the system state.
Referring to the document [29] , the adaptive kalman fusion with unknown Q and R follows the following equation:
Next time state prediction:
State noise matrix Q k update:
Prediction covariance matrix P k,k−1 update:
Observation noise matrix R k update:
Kalman gain matrix H k update:
Estimated valueX k output:
Estimated covariance matrix P k update
Repeat the steps above to complete the fusion process.
C. PERFORMANCE OF LSTM-IDM MODEL
The data output from the IDM model and the LSTM model is compared with the acceleration curve and error of the fusion model output, as shown in Figure. 8. It can be seen that the output curve of the fusion model is closer to the original data curve than the other models which is also proved by the error analysis results, see Table 3 . In the raw data, when the vehicle is stationary (i.e., before 18 seconds), the acceleration of the fusion model output is close to 0m/s 2 . At the peak of the acceleration, the output curve of the LSTM-IDM model more fully ''fills'' the actual acceleration curve. In the second half of the curve, the IDM model shows a large deviation, but the accuracy of the fusion model is still high. According to the acceleration error curve, shown as Figure 8 (b) , it is clearer that the error of the LSTM-IDM model is better than the other two models. At an acceleration of 0 m/s 2 , the error is reduced relative to the LSTM model, which in most of other time segments are lower than IDM and LSTM. The fusion model achieves an MSE of 0.009 and MAE of 0.074, obviously lower than the other two models. The MSE indicator of the LSTM model is not as good as the IDM after the final average due to the accumulation of output deviations during the first 20 seconds of the speed of 0 m/s. However, under normal driving conditions, the percentage of vehicle moving time is much greater than the idling time. Consequently, its overall accuracy is still higher than IDM. 
D. TRAJECTORY RESTITUTION SIMULATION
Simulation model validation is utilized to evaluate the rationality of model conversion from the actual system to the computational model. In the previous section, the accuracy of the model output at each moment was compared. In order to verify whether the model can continue to work stably in the actual environment, and whether the driver's driving behavior characteristics can be restored, this section performs the trajectory restitution simulation which analyses the output of the model and the output of the actual system under the same initial conditions by comparison.
The simulation verification takes the fusion LSTM-IDM model as the research object, and selects a certain point in the verification data set as the starting point of the trajectory (the initial point of 0 m). The state parameters (relative velocity, relative distance, velocity) of the preceding vehicle and following vehicle at that time are taken as the initial values. The curve of the velocity and displacement of the leading car changing with time can be calculated as the environmental parameters of simulation (known data). The input in the LSTM model requires historical data for a 10 s time interval. A straight -line following process from static start is selected. The initial data of the 10s interval is the state value at 0 s of the time axis at a length of 10 s. The acceleration is calculated according to the state of the current time to update the state of the next time, and the calculation is iteratively performed. The process is designed, as shown in Figure 9 below. The principle of track restitution is expressed as Equation [15] , [16] . The simulation results are shown in Figure 10 , 11 below.
Status update process is described as: 
where d(n) is the distance of the vehicle. v(n) is the relative velocity of the vehicle at time n. v(n) is the vehicle velocity at time n. T is the sampling interval 1 second. a(n) is the acceleration of the following vehicle at time n. s(n) is the distance from the initial point at time point n.
As can be seen from Figure 10∼11 that model is superior to the relative distance and acceleration in the restitution of velocity and relative velocity, which means that the influence of the absolute and the relative speed on the output of the model is greater than that of the relative distance. The original data shows that the two cars are in a static state in the first 5 seconds, but due to the output error of the model, the accumulation in the iteration process causes the moving of the rear cars in the simulation process. In the subsequent acceleration and deceleration of the preceding vehicle, the model plays a regulating role, suppresses the increase of the error, and gradually controls the vehicle distance within a certain range, especially when controlling the absolute and relative speeds behind the vehicle, thus having a good Robustness. Throughout the simulation, the fusion LSTM-IDM model has good tracking characteristics and reconstructs the car following trajectories. The acceleration is kept within a reasonable range and there is substantially no deviation from the original orbit (overtaking, etc.). As the speed increases, the distance between the two cars increases, which is also in line with normal driving behavior.
V. CONCLUSION
An fusion LSTM-IDM car-following model and modelling method based on adaptive Kalman filter is presented in this paper. By using the actual driving historical data of one single driver-car system, firstly, the superiority of LSTM is verified through the horizontal comparison of the accuracy and computational efficiency of the three data-driven models based on BP, GA-SVM and LSTM algorithm. Secondly, the IDM model is calibrated with a genetic algorithm. And subsequently, which is fused with the LSTM car-following model by adaptive Kalman filter. The single-point output of the fusion model shows better performance than the LSTM model, especially when the vehicle is stationary and the output acceleration value deviates from zero, and when the acceleration reaches the extreme point, the value is small. Finally, the original trajectory is simulated by using the fusion model, which illustrates that it can describe the driving behavior of the vehicle accurately in the case of car following. The above discussion validates the correctness and rationality of the fusion model and its modelling method proposed in this paper. The research results and methods can be used for microscopic traffic simulation, and can also be used for vehicle intelligent assisted driving system research.
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