Abstract The human visual system (HVS) possesses a remarkable ability of real-time complex scene analysis despite the limited neuronal hardware available for such tasks. The HVS successfully overcomes the problem of information bottleneck by selecting potential regions of interest and reducing the amount of data transmitted to high-level visual processing. On the other hand, many man-made systems are also confronted with the same problem yet fail to achieve satisfactory performance. Among these, the synthetic aperture radar-based automatic target recognition (SAR-ATR) system is a typical one, where the traditional detection algorithm employed is termed the constant false alarm rate (CFAR). It is known to exhibit a low probability of detection (PD) and consumes too much time. The visual attention model (VAM) is a computational model, which aims to imitate the HVS in predicting where humans will look. The application of VAM to the SAR-ATR system could thus help solve the problem of effective real-time processing of complex large amounts of data. In this paper, we propose a new vehicle target detection algorithm for SAR images based on the VAM. The algorithm modifies the well-known Itti model according to the requirements of target detection in SAR images. The modified Itti model locates salient regions in SAR images and following top-down processing reduces false alarms by using prior knowledge. Real SAR data are used to demonstrate the validity and effectiveness of the proposed algorithm, which is also benchmarked against the traditional CFAR algorithm. Simulation results show comparatively improved performance in terms of PD, number of false alarms and computing time.
Introduction
It is very easy for humans to instantaneously detect a target object in a complex visual scene. It seems they are born with the ability to detect various kinds of objects without any thought or effort, being able to ''find'' targets, without clearly knowing how. Visual attention is believed to play a key role in this process [1] . It is often understood as a builtin mechanism of the human visual system (HVS) that quickly selects regions in a visual scene, which are most likely to contain items of interest. Such a preselection mechanism focusing only on relevant data is of crucial importance in overcoming the problem of information bottleneck along the visual pathway. Mimicking visual attention could thus greatly help computers perform realtime object detection in complex scenes with the desired degree of accuracy.
While some researches focus on exploring the biological feasibility of modeling the visual processing in cortex as a hierarchy of increasingly sophisticated representations [2] , more works have been done to develop computational models of visual attention. In general, visual attention models (VAM) can be divided into two categories, on the basis of specific tasks, targets or intentions: bottom-up models and top-down models [3] . The so-called feature integration theory [4] provides a solid foundation for bottom-up models, with the most significant work being the saliency map model proposed by Itti et al. [5] . Based on the attention selection proposed by Koch et al. [1] , this model decomposes an input image into three channels: intensity, color and orientation. In order to simulate the lateral surround suppression among cortical cells, it uses a centersurround operation to produce a set of feature maps, which are then normalized and combined across scales to create conspicuity maps of each channel. The normalized conspicuity maps are then linearly combined to form the overall saliency map. The Itti model, since its introduction in 1998, has become the most popular VAM and is often used as a yardstick to benchmark the performance of other models. Some of the other well-known bottom-up models include the STB model [6] , AIM model [7] , GBVS model [8] , SR model [9] , PFT model [10] , PQFT model [11] and so on.
The above-mentioned models make specific use of a given image to compute visual attention and saliency. However, it has often been pointed out that such models cannot completely explain entire visual attention systems, and a number of top-down concepts have thus been proposed. The so-called model of guided search [12] introduces top-down knowledge on characteristics of target stimuli in visual search and serves as a basis for recently reported top-down models. In general, top-down models fall into three classes based on how a model computes topdown saliency: weight modulation of bottom-up features, weighted combination of outputs from bottom-up and topdown models and joint learning of bottom-up and top-down features [3] . This top-down part of building computational visual attention is more complicated and difficult than the bottom-up part. But it is the key process of imitating the HVS. That is the reason why many researchers have done research in this filed in recent years, including adding taskdependent mechanism [13] , using semantic and memory process [14] , and adopting the region-based approach [15] .
Some researchers are also trying to imitate the visual cortex as much as possible, either by strictly using a hierarchical system which closely follows the structure of visual cortex [16] or by introducing more psychological mechanism into the visual model [17] . All these efforts aim at making the computational model more human and accurate. Though the current VAMs are far from a perfect imitation of HVS, they have already been shown to enhance a growing number of applications in computer vision and pattern recognition. Among these, the synthetic aperture radar automatic target recognition (SAR-ATR) is a promising and challenging application, where the SAR is exploited as a powerful tool for target detection due to its ability to work in all-weather conditions, day and night.
However, a SAR-ATR system suffers from the same problem of information bottleneck as the HVS [18] , as it usually needs to process large amounts of SAR data in real time with limited computing resource constraints. This problem poses significant challenges for real-time automatic target detection, warranting development of new fast and effective detection algorithms, which are indispensable for SAR-ATR.
It is important to note that since the detector is the first stage of SAR-ATR, the efficiency of the detector directly impacts the succeeding stages in the SAR-ATR processing chain. The detection algorithms for SAR images are generally categorized into three classes: single-feature-based, multifeature-based and expert-system-oriented [19] . The last one is the most sophisticated and utilized a multistage artificial intelligence approach while multifeature-based method uses two or more features extracted from the input image. The first one is the most common and widely used in literature, and CFAR is the most popular one among this class. This algorithm bases the search for regions of interest (ROIs) on radar cross sections alone. It assumes that the background clutter can be roughly modeled by a certain probability distribution and CFAR detection is performed after estimating the model distribution parameters. The early one-parameter CFAR algorithm uses one parameter to characterize the distribution model. More realistic twoparameter CFAR uses two-parameter distribution models to characterize clutter, such as Weibull distribution [20] and K-distribution [21] . It is assumed that target pixels obey a certain distribution and pixels in the reference window are used to estimate the parameters of the distribution model. The drawback of CFAR is obvious: As the size of the image and the reference window increases, the execution time increases dramatically. This severely restricts the key requirement of the SAR-ATR system that its detector should be relatively computationally simple, in order to enable operation in real-time or near-real-time [19] .
In order to achieve desired real-time detection in the SAR-ATR system, some researchers have attempted to imitate the HVS. The HVS is often bombarded with large amounts of information and is still able to find a specific object in a complicated scene filled with various distractors. This success benefits from the visual attention mechanism, which selects part of the visual inputs and transmits them to high-level cortical processing [22, 23] . Exploiting this preselection mechanism would facilitate real-time target detection algorithm.
Therefore, a successful combination of VAM coupled with the SAR-ATR could potentially result in a detector with better performance than CFAR. There are already some studies relating to VAM-based target detection in SAR images [24] [25] [26] [27] [28] . Though these methods differ from each other, they all focus on the detection of ships. In this case, there is only one specific type of clutter, i.e., sea clutter, and the target number in these studies is \5 (apart from the work in [24] ), which simplifies the detection task. And nearly all of them are merely a direct application of VAM followed by a simple threshold function. These studies can be viewed as attempts to apply VAM in SAR-ATR rather than complete algorithms. Our work, however, attempts to detect 20 targets in complicated background of grass and woods and will concentrate on this. Though it may not be directly applicable for the detection of ship or other targets, its idea could be referred to and inspiring. This paper presents a novel complete vehicle target detection algorithm based on VAM for SAR images. The innovative aspects of our algorithm comprise the following: original application of VAM in vehicle target detection for SAR images; adaptation of the powerful Itti model for SAR image application by eliminating the color channel and reducing pyramid scales; adoption of top-down processing steps using prior knowledge to remove false alarms in the detection result. Surely, it does not present an algorithm of breakthrough in SAR image target detection. But it is the first time VAM is applied to detect vehicle targets in complicated background of grass and woods, while previous work using VAM can only deal with simple background of sea. Our algorithm operates in two main stages: The first stage involves selecting salient regions with the modified Itti model; the second is top-down processing using prior knowledge. The first stage can be viewed as imitating the HVS in predicting where the human will look in a SAR image, whereas the second stage attempts to remove the clutter as the HVS ignores irrelevant distractors.
Proposed Method

Modified Itti Model
The preselection mechanism of the HVS plays a key role in processing visual scenes by locating potential ROIs and reducing the data transmitted to high-level visual processing. Inspired by this cognitive mechanism, we apply VAM in our SAR-ATR system to locate potential targets and reduce SAR data transmitted to later processing modules. We choose the well-developed Itti model and modify it according to our application requirement. The input of the model is in the form of static intensity image I(x, y). The details of the modified Itti model are described in the steps below.
Step 1: Use dyadic Gaussian pyramids [29] to create five spatial scales. The pyramid is built by low-pass filtering the original image and subsampling it progressively. The Gaussian low-pass filter is given by: Gðx; y; rÞ ¼ 1 2pr 2 expðÀ
where (x, y) is the coordinate of a pixel, and r 2 {1, 2, …, 5} is the scale parameter.
Step 2: Use oriented Gabor pyramids O(r, h) to obtain local orientation information, where r 2 {1, 2, …, 5} represents the scale, and h 2 {0°, 45°, 90°, 135°} is the preferred orientation [29] . The Gabor filter is:
Hðx; y; r; hÞ ¼ 1 r 2 exp Àp
Step 3: Compute each feature map by performing a set of linear ''center-surround'' operations. Center-surround is implemented as the difference between fine and corresponding coarse scales. The center is a pixel at scale c 2 {2, 3}, and the surround is the pixel at scale s = c ? d, with d = 3. The intensity and orientation feature maps are, respectively:
Iðc; sÞ ¼ IðcÞHIðsÞ j j ð3Þ
Oðc; s; hÞ ¼ Oðc; hÞHOðs; hÞ j j ð4Þ
where ''H'' is computing the across-scale difference between two maps by interpolation to the finer scale and point-by-point subtraction. This ''center-surround'' operation is computational imitation of the typical visual neurons, which are most sensitive in a small region of the center of the visual space [5] . Compared with the original Itti model, the center scale c and delta scale d are reduced because experiments show that reduced scale does not affect the detection result much and permit more time economy. In total, ten feature maps are computed: 2 for intensity and 8 for orientation.
Step 4: Normalize the feature maps obtained in the previous step by applying operator N[Á] to them. This operator consists of the following steps [5] : normalize the values in the map to a fixed range [0, M]; locate the map's global maximum M; compute the average m of all its other local maxima; and multiply the map by M À m ð Þ
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Step 5: Combine the normalized feature maps into two ''conspicuity maps,'' by across-scale adding: I ¼ È where ''È'' consists of reduction of each map to scale three and point-by-point addition.
Step 6: Normalize the two conspicuity maps and sum into the final saliency map S:
Saliency map is a prediction of the locations where the HVS will look. In our algorithm, saliency map will direct subsequent computation resource to process the regions which are most likely to contain a target. In contrast, traditional CFAR algorithm processes every pixel with the same computation. Equal amount of computation resource is allocated to every pixel in spite of their different possibility of containing a target. It is obvious that this computational scheme is the main reason of CFAR's deficiency.
So far, we have provided every detail of the modified Itti model and we could now compare it with the original one. The modified one discards the color channel and reduces the scales in which analysis is performed. The reason of the former modification is that SAR images are gray-scale images. A color channel will only generate meaningless result while wasting computation resource. The reason of the latter one is that reduced scales permit time economy without severely affecting the result. The result of using the original Itti model for our detection purpose is far from satisfactory and consumes more time. So, we do not demonstrate it in this paper.
An ideal VAM only presents the regions containing a target. Our current model, however, is not an ideal one. Therefore, model parameters are set to let in more regions, so that targets will not be missed. An inevitable consequence of this is that more regions of clutter can be seen in the saliency map. We will use other methods to deal with these in the next section.
Top-Down Processing
The modified Itti model provides us with locations where the HVS will allocate attention. Next, we need to scrutinize these areas to check whether targets really exist there. In a saliency map, a brighter area is known to indicate greater attention allocation. The areas located by our modified Itti model are obviously easier to process than the complete SAR image. Most areas of clutter from grass, roads and trees are already rejected in the visual attention process. In fact, when humans look at such a SAR image, they would quickly identify those areas of grass and trees by using the split version without the need to carefully examine them. Next, we need to scrutinize the saliency map and check how many targets are contained in the regions suggested by the modified Itti model. The proposed steps are outlined below.
Step 1: Apply a threshold to the saliency map: 
where l s and r s are the mean and standard deviation of the saliency map, respectively, and c is set to 1.1 based on experiment. We term R s (x, y) the region of saliency.
Step 2: Use the area of targets to remove those regions which are not likely to contain a target. Those regions with a very small area contain only some isolated strong reflection points, whereas those with a large area are woods. Some clutter regions can be removed in this step, using the following:
where R s i ðx; yÞ is the ith region of R s (x, y), A j is the area of the jth target and A[ Á ] is calculating the area. R s (x, y) processed by Eq. 10 regions is considered to be scrutinized. To be specific, the area of a target is computed by applying the same thresholding process to the target images provided by MSTAR. Of course, these values in Eq. 10 will probably be invalid for other SAR images. They are chosen not for their portability in all conditions, but to demonstrate the idea of using simple threshold to achieve desired function of locating the possible areas containing target. To be noted, woods do not appear in every SAR images. For our experiments, we use those images with woods, which is clearly a more complicated case than those without woods. Under low signal clutter ratio (SCR) conditions, the area of a region with a target is smaller than its normal number because the VAM will consider it to be less salient. Therefore, we consider those regions whose area is less than min {A j } but larger than 0.85 9 min {A j } to be possible candidates. Under high SCR conditions, it is the opposite situation and we consider those regions with area less than 10 9 max {A j } but larger than max {A j } to be possible candidates. Clutter regions are further removed, so that less data will be transmitted to the next processing unit. In this step, we use the prior knowledge of the targets, i.e., area, so it is viewed as a top-down processing step.
In terms of a physical interpretation of this step, the HVS may look at some regions due to their outstanding brightness, but will move to the next region quickly if this region is too small (treated as an isolated strong reflection point) or too large (for the case of woods). Of course, this behavior is determined by the application task at hand: finding vehicle targets in our case. If the task is aimed at finding woods, the HVS will behave differently. The equations above and below are used to mimic the HVS's possible behavior.
Step 3: Obtain the regions of the original image suggested by the result of the previous step and apply a threshold to it. Although the result of the previous step offers information about areas the HVS will scrutinize, it does not tell us what the HVS really sees in these regions. This can be obtained as follows: 
where '''' is point-by-point multiplication, l I and r I are the mean and standard deviation of the original SAR image, respectively, and d is empirically set to 2 (based on experiments). After threshold processing, we perform an open operation with a 6 9 6 square structuring element followed by a close operation with a 4 9 4 square structuring element. This affiliated step aims at joining narrow breaks and removing small clutter. Here, we only used fixed structuring elements because we try to focus on the development of the detection algorithm and future work could be done to adaptively choose the size of the structuring elements. The same reason also applies to the choice of several parameters in later process.
Step 4: Use prior information to further remove false alarms. If the area of a certain region in I s 0 (x, y) is too small compared with the corresponding region in R s (x, y), remove this region as follows: above is attempting to remove those isolated strong reflection points not removed previously by Eq. 10. If there are several separated parts in one region to be scrutinized, those separated parts are removed as they are isolated strong reflection points. Note that the vehicle target is an area target and will not appear as several separated parts. Next, use area to remove clutter as follows:
The targets' area will fluctuate when the SCR changes; especially when SCR is low, the area detected is much smaller than its ordinary number. Hoping not to miss targets with low SCR, we do not use A½R s i ðx; yÞ ! minfA j g or A½R s i ðx; yÞ maxfA j g as the possible range for targets' area in Eq. 15. Instead, we use A½R s i ðx; yÞ ! 0:6 Â minfA j g or A½R s i ðx; yÞ 1:1 Â maxfA j g. Still, some clutter has similar area with targets and also survives previous elimination steps. As the first stage of a SAR-ATR system, a detection module should detect as many targets as possible. False alarms are acceptable as long as the number is not too large, as an appropriate follow-up module can deal with these. On the other hand, the detection module should not be too complicated, so we will not add any other processing steps in our algorithm.
This section has described all the steps of our proposed VAM-based vehicle target detection algorithm. A flowchart of the complete algorithm is given in Fig. 1 . From the above discussion, we could see that we only use area characteristic for our detection purpose. Adding other features or even models will probably increase the detection performance. However, as has been mentioned early in this paper, we attempt to develop an algorithm for detector, the first stage of a SAR-ATR system, and should concentrate on detecting as many as target candidates without using too much time. Adding more characteristics will improve detection performance but also lead to significant time consumption. So, we just keep it simple and efficient.
Simulation Results and Discussion
In this section, we will carry out a comparative evaluation of the proposed VAM-based vehicle target detection algorithm using SAR images and the final detection results of the proposed algorithm compared with the CFAR. The simulation experiments are aimed at demonstrating the validity and effectiveness of the proposed algorithm.
This section is composed of three parts. The proposed algorithm is first used to process a SAR image, and the intermediate results of each step are presented to show the function of each step. Then, the proposed algorithm is compared with CFAR in detecting vehicle targets under different SCR conditions. The curves of probability of detection (PD) and number of false alarms are computed to illustrate the comparative performance of both algorithms. Finally, the execution time of both algorithms is compared.
The images used in our experiments are real MSTAR amplitude images with a resolution of 0.3 m and size Simulation Results Using the Proposed Algorithm
The saliency map of Fig. 4 (unmarked version) is shown in Fig. 5 . As can be seen from Fig. 5 , the modified Itti model successfully locates every target although many clutter regions from woods are also present. It should be noted that speckle noise does not cause the undesired influence in saliency map as it does in the CFAR algorithm. This is attributed to the modified Itti model, which ignores the speckle noise and is consistent with the behavior of the HVS in real scene analysis. As long as the noise is not too strong, the HVS will still be able to ignore the noise and detect targets. On the other hand, the modified Itti model also ignores some strong reflection points, which will be present in the CFAR detection result. The region of saliency is obtained by applying threshold to Fig. 5 and is shown in Fig. 6. (To be noted, Fig. 6 and later images have been inverted in color for ink economy in What our VAM ''sees'' in regions to be scrutinized (obtained using Eq. [11] [12] [13] printing. And in order to make the boundary of each image clear, each of them has been added with a black frame.) There are several very small regions in Fig. 6 , which is evidence that the modified Itti model is not a perfect duplication of the HVS. The HVS will ignore these small regions naturally. Despite this, the performance of our proposed VAM-based algorithm is very satisfying. The very large regions in Fig. 6 are woods and should also be removed. Figure 7 presents the result of Fig. 6 after the removal of obvious nontarget regions using Eq. 10, and what our VAM ''sees'' in these regions is given in Fig. 8 . When the HVS looks at each region suggested by Fig. 7 , it will see the corresponding shape in Fig. 8 . The regions with a very small area or several broken parts are not targets and should therefore be removed. Figure 9 gives the result of Fig. 8 after removing broken parts and very small regions. Finally, after applying Eq. 15 to Fig. 9 , we obtain the final detection result using the proposed algorithm, illustrated in Fig. 10 . The detected targets have been marked, and there are 20 targets detected, indicating that 100 % of the targets added to the original SAR image are detected. The number of false alarms is 7, which is quite acceptable.
The detection result of the same SAR image using CFAR is shown in Fig. 11 . The detected targets have been marked, and there are 14 targets detected, indicating that 70 % of the targets added to the original SAR images are detected. The number of false alarm is 9. We can conclude from Figs. 10 and 11 that the proposed vehicle target detection algorithm gives better results for Fig. 2 both in terms of PD and number of false alarms.
To validate the generalization of the proposed algorithm, we test the proposed algorithm on images with different backgrounds. The simulation results also demonstrate its effectiveness and advantage over CFAR. One of the detection results is shown in Figs. 12, 13 and 14. Figure 12 is the original image with 20 vehicle targets added, and Figs. 13 and 14 are, respectively, the detection result using the proposed algorithm and CFAR. It can be Fig. 9 Result of Fig. 8 after removing separated parts in one region (to be scrutinized) and very small regions using Eq. 14 seen from Figs. 13 and 14 that the proposed algorithm detects all the targets, while CFAR only detects 9. As for the number of false alarm, both our method and CFAR produce 9. Another example is shown in Figs. 15, 16 and 17. In this case, the proposed algorithm still manages to detect every target, while CFAR detects only 12. Though CFAR produces less false alarm in this situation, the result of CFAR is not considered superior to that of the proposed method. This is because, as has been pointed out early in this paper, detector is the first stage of SAR-ATR and should focus on the detection of targets. From the above discussion and corresponding figures, we can conclude that the proposed algorithm is an effective one and can be applied in different situations.
Vehicle Target Detection Using the Proposed Algorithm and Comparison with CFAR
In order to further validate the effectiveness of the proposed algorithm, we used both algorithms to detect SAR images with 20 vehicle targets randomly added under different SCR conditions. SCR ranged from 0.8 to 4.0. The position of the targets was randomly generated. The detection result under every SCR condition was computed as the average from 30 independent runs of experiments (10 runs for each background image shown in Figs. 4, 12 and 15. The location of the target of each run is different since it is generated randomly). The curves of PD and number of false alarms are shown in Figs. 18 and 19 , respectively. The PD is calculated using:
Number of detected targets Total number of targets ð16Þ
We can see from Fig. 18 that the proposed algorithm can detect more targets under every SCR condition compared to CFAR. Specifically, when the SCR is 0.8, the proposed algorithm achieves a PD of 83.8 %, and for the case of SCR larger than 1.0, the proposed algorithm can detect all targets. In contrast, the PD of CFAR never exceeds 80 % and fluctuates frequently and sometimes even falls below 40 %. The proposed algorithm, on average, detects 7.9 targets more than the CFAR approach.
Next, we turn to the number of false alarms. The number of false alarms of the proposed algorithm is found to be below 9 under all SCR conditions. In contrast, the number of false alarms of CFAR usually fluctuate around 13 and even exceed 25 at times. The proposed algorithm, on average, generates 6.6 false alarms less than CFAR.
Execution Time of the Proposed Algorithm and CFAR
Finally, we compare the computational complexity of the two algorithms by using the CPU execution time of programs as estimation. MATLAB non-optimized routines of the proposed algorithm and CFAR were implemented on an Intel Dual 2.5-GHz CPU with 2 GB RAM. The execution times were estimated at about 6.6 and 227 s, respectively. The time consumption of the proposed algorithm is thus only 3 % of that of the CFAR, which demonstrates the outstanding computational efficiency of the proposed algorithm.
Conclusion
In this paper, a novel VAM-based vehicle target detection algorithm has been developed for SAR images. The proposed algorithm modifies the well-known Itti model to suit the requirement and specialty of SAR image applications and applies a top-down processing stage to remove clutter using prior knowledge. The performance of the proposed algorithm has been comparatively evaluated using real SAR images with 20 vehicle targets added under different SCR conditions and in three different SAR images. Experimental results have demonstrated that the proposed algorithm can achieve high performance in PD and minimization of number of false alarms simultaneously, with very little time consumption. The proposed algorithm, on average, detects 7.9 more targets and 6.6 less false alarms than the conventional CFAR algorithm, and its execution time is only 3 % that of CFAR. This shows that our attempt to imitate the HVS in detecting target by applying the VAM and top-down processing is successful and could possibly inspire other researchers in their study of SAR image target detection. We believe this work makes it possible to detect vehicle targets using SAR in real-time applications and serves as a promising example of how the HVS can effectively contribute to object detection and recognition. Our current work and future work are focused on further evaluating the new algorithm, for real-time implementation, using additional real SAR data benchmarked against other state-of-the-art approaches, in addition to exploring new VAMs.
