Deep visual regression models have an important role to find how much the learning model fits the relationship between the visual data (images) and the predicted continuous output. Recently, deep visual regression has been utilized in different applications such as age prediction, digital holography, and head-pose estimation. Deep learning has recently been cutting-edge research. Most of the research papers have focused on utilizing deep learning in classification tasks. There is still a lack of research that use deep learning for regression. This paper utilizes different deep learning models for two regression tasks. The first one is the prediction of the image rotation angle. The second task is to predict the position of the robot's end-effector in 2D space. Efficient features were learned or extracted in order to perform good regression. The paper demonstrates and compares various models such as a local Receptive Field-Extreme Learning Machine (LRF-ELM), Hierarchical ELM, Supervised Convolutional Neural Network (CNN), and pre-trained CNN such as AlexNet. Each model was trained to learn or extract features and map them to specific continuous output. The results show that all models gave good performance in terms of RMSE and accuracy. H-ELM was found to outperform other models in term of training speed.
I. INTRODUCTION
Regression techniques have been used a lot to solve problems when the output is a continuous number. However, deep visual regression is a recent significant topic that the research studies are still focusing on. Visual deep regression models have an important role to find how much the learning model fits the relationship between the visual data (images) and the predicted continuous output. Some studies have demonstrated various visual regression tasks such as age prediction [1] , digital holography [2] , and head-pose estimation [3] . Visual deep models have been also used to approximate the value function in reinforcement learning methods [4] . Moreover, boundary box regression was considered as the main layer in a faster region-based convolutional neural network [5] .
Feature learning or extraction techniques are important to build informative features from a group of collected data. They are considered as the first stage in the machine learning pipeline before the stage of classification or regression. In addition, they have a significant impact on the following stages.The regression of high dimensional data is prone to overfitting problems. Therefore, feature extraction and learning are usually utilized as a key solution to this problem.
Visual recognition including classification, detection, and localization has significantly improved after the emergence of Deep Learning models [6] . A powerful deep model such as CNN has been utilized to automatically detect the patterns in the visual data [6] . This network, that has a high accuracy, competes with a human being in different applications. However, it suffers from lengthy training time even if it is running on a powerful platform such as a graphical Processing Unit (GPU). To reduce this long training time, a concept of transfer learning has been proposed [7] . Transfer learning utilizes the models that have already been trained with large datasets such as IMAGENET [8] or COCO [9] . After that, the models are transferred to the new dataset without the need to finetune the whole model's parameters. In other words, only the last few layers are fine-tuned to make the model able to fit new data. There are different pre-trained models such as AlexNet [10] , Vgg16 [11] and MobileNet [12] . On the other hand, fast deep learning models, that depend on the Extreme Learning Machine (ELM) approach, have been demonstrated to reduce the training time and enhance generalization [13] . These models were found to be able to escape from local minima problems that sometimes gradient-based neural networks suffer from [13] . In these models, the biases and input weights are generated randomly, but the output weights are calculated analytically. Recently, various deep versions of ELM have come to light. Local Receptive Field Extreme Learning Machine (LRF-ELM) was demonstrated as a good fast deep learning model [14] . It was found to give competitive results compared to other deep models in term of accuracy [15] . It has the same structure of convolutional CNN but with random feature maps. Hierarchical ELM is another deep version of ELM [16] . The main block in H-ELM is the sparse ELM based autoencoder that was utilized to learn features in an unsupervised way. In addition, ELM was added at the end in H-ELM as a regression or classification layer. The deep versions of ELM such as H-ELM and LRF-ELM were able to balance the trade-off between the accuracy and the training time [14, 16] .
In this paper, we propose to employ various deep learning models such as Supervised CNN, pre-trained model of AlexNet, LRF-ELM, and H-ELM for two regression tasks. The first task is to predict the image rotation angle. The second one is to predict the position of the robot's end-effector in 2D space. The objective of these regression models is to map images at inputs to continuous values at the output. Fig.1 shows the block diagram of the proposed models. These models have been designed and implemented to be compared in terms of accuracy and training speed. The results show that all models have good performance in terms of RMSE and accuracy. H-ELM was found to outperform other models in term of training speed. The contributions of this paper are as follows:
• It demonstrates a design and implementation of four deep regression models including supervised CNN, AlexNet pre-trained CNN, H-ELM, and LRF-ELM. • To the best of our knowledge, this is the first paper that compares various deep models for the regression task in terms of RMSE and training speed.
This paper is organized as follows: In Section 2, different deep models are summarized and explained. Section 3 discusses the architecture and hyperparameters of the used models. Section 4 analyses the experimental results in terms of accuracy and training speed. In Section 5, the outcome of this work is summarized and demonstrated to shed light on the efficiency of the utilized models. First, the approaches that utilize local receptive fields are summarized. The local receptive field-based networks such as CNN and LRF-ELM are invariant to small rotations and translations because of averaging or max-pooling layers. Fig.  2 illustrates the overall framework of local receptive fieldbased approaches. In these approaches, raw images are presented at the input. These raw data need to be processed by learning or extracting their discriminative features. To achieve this, features maps are used in multiple layers. In other words, the convolutional filters are applied to raw images to extract different types of features such as edges. The next stage is down sampling the feature maps by using average or max pooling windows to reduce the size of maps in each layer. Different structures of CNN exist. Each one has a different number of feature maps. In addition, dimensions of convolution filters, pooling windows, and the activation functions are also considered as hyperparameters that need to be set at the beginning of training. Fig. 2 . The overall framework of local receptive field-based approaches [14] .
A. Convolutional Neural Network
A convolutional neural network is a supervised neural network with many layers [6] . The deep layers of CNN produce a highly abstract representation at the final layers. It has many characteristics such as local receptive fields, spatial subsampling, and weight sharing. The weight sharing has a role to have few parameters and high generalization. The structure of CNN includes two main blocks: automatic feature learning and a classification or regression block. There are two types of CNN models:
1) Supervised CNN
In this model, the whole parameters (weights) of the layers in the networks are fine-tuned with the target dataset. The objective of this model is to classify the input data into specific categories given by the dataset. The features are learned to be informative and mapped to corresponding classes.
2) Pre-trained CNN with transfer learning "AlexNet" CNN network was an example of pre-trained CNN models. It was trained for 90 cycles through the training set of 1.2 million images. The training has taken a few days (five to six) using two NVIDIA GTX 580 GPUs with 3 GB. This model can be utilized after being trained to extract features from different new datasets. To train this model with new dataset, the parameters of the whole layers should be fixed, and the last three fully connected layers are removed. The 4096 features are connected to newly added fully connected layers and the last added layer is used for classification or regression.
CNN network is usually trained by using different optimizers such as ADAM [17] or SGDM (Stochastic Gradient Descent with momentum) [18] . Parameters are updated in one step to minimize the loss function. All training samples are used to update the gradient in one epoch by dividing the set into small groups which are called minibatches used to update the parameters in each iteration. The training stage consists of many epochs. To employ traditional CNN for regression tasks, the softmax layer is replaced with a fully connected regression layer by adding linear or sigmoid activations. This is called a vanilla deep regression.
B. Local Receptive Field-based Extreme Learning Machine
Local receptive field is a neural network that learns the local connections. These fields have hidden neurons that are generated according to a continuous probability distribution [14] . In visual applications, local correlations are available between the pixels of input image. The convolutional neural network uses convolutional hidden neurons for local receptive fields. The extreme learning machine based local receptive field differs from the traditional convolutional neural networks in the way of training. In other words, in traditional CNN, all the hidden neurons are fined tune by the backpropagated error. In contrast, ELM with local receptive fields have randomly generated hidden neurons and analytically calculated output weights. This makes the model simple, stable, and efficient.
LRF-ELM algorithm works as follows [14] : Initialize random weight matrix A t init . ∈ * , = 1, … . , . The size of the input is d * d and the receptive field size is r * r, Then, the feature map size is (d -r +1) * (d -r +1). K is the number of feature maps The input weight to the k-th feature map is ∈ * . The convolutional neuron (i, j) in the k-th feature map is ci,j,k.: 
where hp,q,k is a combinatorial neuron (p,q) in the k-th pooling map. , = 1, … , ( − + 1) if(i, j)is out of bound: , , = 0 e is the distance between the center and the edge of the pooling window. The size of the pooling map is equal to one of the feature map which is (d -r +1) * (d -r +1).
The last pooling layer is fully connected with the output layer. By accumulating all values of combinational neurons in a row vector and having N rows for N different input samples, the combinatorial matrix H ϵ R × × ( -) :
Extreme learning machine (ELM) is a simple neural network with only one hidden layer. The success of this learning method has been proved because of good generalization and fast learning [13] . The biases and weights of the hidden layers are generated in a random way, but the weights of output are calculated analytically. 
C. Hierarchical Extreme Learning Machine
Extreme learning machine network has been used for various classification and regression tasks. However, when the data includes images, a basic ELM has a limitation. Therefore, a deep version of ELM is required. A hierarchical structure of extreme learning machine (H-ELM) was used to learn informative features in an unsupervised way [16] . Features learning, that utilizes ELM based sparse autoencoder to learn features automatically, is considered as the main block in H-ELM. The objective of this block is to improve system performance in term of accuracy. This type of auto-encoder was built with random parameters and that is the main reason behind the high learning speed in H-ELM. The ELM-based sparse encoder depends on the fast-iterative shrinkage thresholding algorithm (FISTA) [16] . The other main block of H-ELM is the layer of classification or regression which is implemented by ELM. H-ELM has also the advantage of good generalization. To get a deeper architecture of H-ELM, multiple encoders are stacked. This structure guarantees improved data recovery. Moreover, to reduce the testing time, the number of hidden neural nodes in ELM should be reduced.
III. Architectures and Hyperparameters
In this section, architectures of four different deep learning models are discussed for two regression applications. The first one is to predict the angle of digit image. The second one is to predict the position of the robot's end-effector. Moreover, the selected hyperparameters of these models are demonstrated.
A. CNN Architectures
The supervised CNN (S-CNN) model used in this paper consists of the following layers:
1)
Input Layer: 100 * 100 *3 or 28*28*3 2)
Convolutional Layer: 8 @ 3*3 3)
Batch Normalization Layer -ReLU Layer 4)
averagePooling2d Layer: size 2 5)
Convolutional Layer : 16 @ 3*3 6)
Batch Normalization Layer -ReLU Layer 7)
averagePooling2d Layer: size 2 8)
Convolutional Layer: 32 @ 3*3 9)
Batch Normalization Layer -ReLU Layer 10)
Convolutional Layer :64 @ 3*3 11)
Batch Normalization Layer -ReLU Layer 12)
dropout Layer: 0.2 13) Fully Connected Layer: 1024 14) dropout Layer: 0.2 15) Fully Connected Layer: 2 or 1.
16)
Regression Layer
The AlexNet model includes all defined layers except the last three that were removed and replaced by one fully connected (FC) layer. The task of digit rotation needs only one node in the FC layer, but the task of the end-effector requires two nodes. At the end of network, one regression layer was added. The settings of hyperparameters of S-CNN and AlexNet are available in TABLE. I for both tasks. 
B. LRF-ELM Architectures
The LRF-ELM model used in this paper consists of the layers and hyperparameters that are shown in TABLE II.   TABLE II. HYPER-PARAMETERS SETTINGS OF LRF-ELM MODEL 
C. H-ELM Architectures

IV. EXPERIMENTAL RESULTS
In this section, the experimental results are described and analyzed in terms of training speed, RMSE, and accuracy. Matlab2018a was used to implement the experiments on a desktop computer with Windows 10 (64 bits) environment with a 64 GB running on Intel core i7 @ 3.2 GHz CPU for H-ELM and LRF-ELM. On the other hand, NVIDIA GeForce GTX 1080 Ti was used to run the models of CNN and AlexNet.
A. Accuracy analysis
In regression application, Root Mean Square Error (RMSE) is usually used to evaluate the results. RMSE calculates the square of the difference between the actual and predicted outputs, then the root of the mean value is calculated.
where obsi is the actual value, prei is the predicted one.
Accuracy can also be used to evaluate the performance by having a threshold such as 10 in digit rotation task and comparing it with the absolute value of error. If the absolute value is smaller, the sample is considered as correct. The number of correct samples over all samples gives the accuracy of the model.
1) Digit images rotation
The objective of this task is to predict the angle of image that has a rotated handwritten digit. The model's input is an image and the output is one value of the angle in degree. Synthetic images of handwritten digits together with the corresponding angles (in degrees) were used for training and testing [19] . The rotation angle in degrees is approximately uniformly distributed between -45 and 45. A dataset, consisting of 5000 samples for training and 5000 for testing, was used to train the model and evaluate its performance in terms of RMSE and accuracy. Fig. 3 illustrates a few samples of digits in original and corrected forms. Fig.4 . shows the feature maps of three convolutional layers in S-CNN. The box plot of error in degree by using Alexnet model is shown in Fig. 5 Encoder's hidden nodes 700 700 ELM hidden nodes 7000 9000
Conv4 Conv2
Conv1 2) Robot Arm The objective of this task is to predict the position of the robot's end-effector in 2D space. The model's input is an image of the arm with its end-effector and the output is two coordinates of end-effector position: x-pos and y-pos. The arm consists of three links and three joints. A dataset, consisting of 6859 training images and 5832 testing images, was used to train the model and evaluate the performance. 
= sin + sin( + ) + sin( + + )
where xE, yE are end-effector's position. Fig. 8 . various positions of the end-effector are plotted to compare the actual and predicted values. It is clear that there is a big match between the actual and predicted positions. This confirms the ability of the model to map images of the arm to its (x and y) position in 2D space. The box plot of error by using AlexNet model is shown in Fig. 9 . Table. IV compares the performance of the four deep models for the digit rotation task. All models have a better performance with 3 channels compared to one channel. AlexNet gives the best accuracy of 98.4%. Table. V compares the performance of the same models for the end-effector task. All models also have a good RMSE with 3 channels. AlexNet gives also the best RMSE. In this paper, two regression tasks are addressed. Various deep learning models such as LRF-ELM, H-ELM, S-CNN, and AlexNet have been utilized for these tasks. These models were used to learn/extract the features automatically from visual input data such as images. H-ELM was found to outperform others in term of training time. The results were evaluated by two datasets. The first one is the rotated handwritten digits. The second dataset is related to a prediction of the position of the robot's end-effector. This highlights the usefulness of the proposed models to be implemented with other regression tasks such as function approximation.
The summary of this work's outcome is as follows:
• LRF-ELM, H-ELM are effective models in regression tasks to extract/learn features and train models automatically in a short time. CPU is enough for model implementation. On the other hand, CNN and AlexNet use GPU and take a longer time to be trained. • All the utilized models have a high performance in generalization to map visual data to continuous output.
This work focuses on regression tasks. This is the first step to utilize various versions of extreme learning machine networks in regression tasks. This also opens the door to combine these models with other learning systems such as reinforcement learning. In future work, the proposed models can be implemented with different datasets such as head position and age prediction. 
Model
