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Abstract Significant insight into the dynamic local site
response of a horizontally layered sediment deposit to
seismic excitation can be gained from numerical simula-
tions. In this paper we use a nonlinear local site response
analysis code SPECTRA to estimate the coseismic sedi-
ment deformation at a seismically active site in Lotung,
Taiwan. We address some basic issues relevant for inter-
preting the simulation results, including the impact of noise
and baseline offsets present in the input ground motion. We
also consider the sensitivity of the predicted deformation
responses to statistical variations of sediment constitutive
properties. Finally, we apply a suite of hypothetical strong
ground motions to the base of the sediment deposit to better
understand the pattern of inelastic deformation likely to
result from strong seismic shaking.
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1 Introduction
Significant insight into the space–time coseismic defor-
mation of a soil deposit can be gained from local site
response simulations. By definition, coseismic sediment
deformation is the earthquake-induced residual displace-
ment of the ground surface relative to the underlying
bedrock. The free field ground motion, representing the
dynamic response of a sediment deposit in the absence of a
nearby superstructure, is now routinely quantified through
local site response simulations. The predictive capability of
a local site response model is measured by how closely it
reproduces the measured acceleration–time history at the
ground surface for a given bedrock excitation. Unfortu-
nately, published works dealing with local site response of
sediment deposits have not addressed the aspect of inelastic
sediment deformation that is critical for assessing the
performance of a soil-structure system. Part of the reason
may be due to the fact that the most widely used nonlinear
site response analysis code, SHAKE [17, 24], calculates the
ground motion using an equivalent linear elastic procedure
and hence does not predict any inelastic sediment
deformation.
In principle, a fully nonlinear local site response anal-
ysis is necessary to quantify the inelastic deformation of a
sediment deposit subjected to seismic excitation [1, 15, 19,
20, 22]. However, a majority of available nonlinear local
site response analysis codes are difficult to use in practice
because they require a considerable number of material
parameters. Also, in general, the more complex the model
the more difficult it is to calibrate. Of the fully nonlinear
site response analysis codes available in the literature,
SPECTRA [5, 7, 8] is demonstrably as easy to use as
SHAKE since the two codes require nearly the same
material information to run. Furthermore, the sensitivity of
SPECTRA to statistical variations in sediment constitutive
properties has been shown to be comparable to that of
SHAKE [3]. More recently, the algorithm used in SPEC-
TRA has been implemented by some authors to analyze
near-fault forward directivity ground motions [23]. In this
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paper we investigate the potential of SPECTRA for esti-
mating the inelastic deformation of a sediment deposit
resulting from seismic shaking. To make the study more
specific we consider a sediment deposit at a well-studied
large-scale seismic test (LSST) site in Lotung, Taiwan as a
prototype case study.
Lotung is a seismically active region in northeastern
Taiwan, and was the site of an extensive instrumentation
array constructed by the Electric Power Research Institute
and Taiwan Power Corporation for soil–structure inter-
action research [12, 13]. The site contained a number of
surface and downhole free-field instrumentation in a
LSST array. Figure 1 shows the mechanical properties of
the sediment at the LSST site. The local geological profile
shows a layer of gray silty sand and sandy silt about 20 m
thick, underlain by about 10 m of gravelly layer resting
on a thick deposit of silty clay [26]. The water table is
located approximately at a depth of 1.0 m [2]. Variation
of the elastic shear modulus with depth was determined
from seismic crosshole and uphole tests [2]. Shear mod-
ulus degradation and damping ratio curves were
determined directly from the seismic response of the site
from previous earthquakes [28]. Andrade and Borja [3]
utilized the statistical variations of the constitutive prop-
erties of the sediment at the LSST site to construct a
combined stochastic–deterministic model in an effort to
quantify the model sensitivity to variations in soil
properties.
In assessing the calculated displacement–time history,
an important issue concerns the lack of purity of the
recorded accelerograms since one must integrate the
acceleration–time history twice to obtain the corresponding
displacement–time history. Recorded accelerograms gen-
erally contain noise and/or baseline offsets of unknown
origin that make an accurate numerical integration of the
time-history response tricky. It must be noted that the
difficulty arises only when calculating the displacement–
and velocity–time histories, since the impurities in the
accelerogram prescribed at one point do not seem to sig-
nificantly affect the resulting acceleration–time history
calculated at another point.
There are several possible sources of noise and baseline
offsets in the recorded accelerograms. They include
mechanical [25] or electrical hysteresis in the sensor,
problems with the analog-to-digital converter, and ground
tilt and rotation [11, 27], due either to elastic deformation
close to large ruptures or to inelastic deformation from
slumping or cracking of the earth beneath the recording site
[10]. In this paper, we show that the sediment deformation
calculated by the code exhibits very little sensitivity to
noise and baseline offsets contained in the input accelero-
grams. This is an important test of the robustness of a code
since it provides for a meaningful local site response
simulation independent of the biased processing of the
recorded ground motions.
We also address the sensitivity of the predicted
responses to statistical variations in sediment constitutive
properties. Our rationale for this effort is that values of the
sediment properties are known to have their own uncer-
tainties, so a purely deterministic simulation is not
meaningful. In order to address the statistical variations of
sediment constitutive properties, we perform combined
stochastic–deterministic simulations [3] and quantify the
sensitivity of the predicted deformation responses to nat-
ural variations in the constitutive properties. Calculated
deformations are expressed in terms of empirical cumula-
tive distribution functions (ECDFs).
Finally, we attempt to establish patterns of inelastic
deformation by applying a suite of hypothetical (for the
site being considered) earthquakes to the sediment
deposit and calculating the corresponding sediment
deformations. Ground motions considered include those
from moderately strong to very strong real earthquakes,
with peak ground accelerations ranging from 0.10 to
1.75 g. Our results indicate that there is no clear corre-
lation between the inelastic residual deformation and
peak ground acceleration—earthquakes with higher PGAs
do not necessarily result in larger residual deformations.
This result indicates that the PGA alone is not a suffi-
cient predictor of coseismic deformation—one should
consider the entire ground motion in the simulation to
better estimate the inelastic coseismic sediment defor-
mation. This observation could have important
implications for how we utilize the Newmark sliding
block method for calculating earthquake-induced sedi-
ment deformation.
2 Time integration of accelerograms
If the accelerograms were pure and a complete reproduc-
tion of the seismic event, they could be integrated twice to
obtain the corresponding displacement–time histories.
Shear deformation of a column of sediment could then be
calculated simply by subtracting the horizontal displace-
ment of one end point A of the soil column from the
horizontal displacement of another end point B of the same
soil column. However, accelerograms are never pure. The
records produced by the sensors are combinations of sig-
nals representing the actual motion and the extraneous
noise generated by insufficient decimal points in tran-
scribing digitized data, tilting of the seismograph base,
uncertainty in the initial conditions, and many other fac-
tors, see [9–11, 25, 27]. We illustrate this point with
reference to the ground motions recorded at the LSST site
in Lotung, Taiwan.
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At the LSST site in Lotung, Taiwan, a downhole array
DHB recorded strong ground motion from a magnitude 6.5
earthquake of 20 May 1986, herein called the LSST7 event.
Accelerograms were recorded at depths of 0, 6, 11, 17, and
47 m. Figures 2 and 3 show unfiltered (raw) accelerograms
for the east–west (EW) and north–south (NS) components
of ground motion at depths 0 and 47 m, respectively
(denoted as DHB0 and DHB47 in Fig. 1). The
accelerograms were integrated twice to yield the dis-
placement–time histories also shown in the figures. As
evident from the two figures, the displacement–time his-
tories have not stabilized even as the ground accelerations
have begun to die out. This suggests that the accelerograms
contained noise and other impurities, and separating these
extraneous elements from the actual motion poses a big
































































































Fig. 1 Mechanical model for 47-m thick sediment deposit at LSST-downhole array DHB site in Lotung, Taiwan
Acta Geotechnica (2007) 2:183–195 185
123
subjected to different environmental conditions, i.e., the
extraneous components were not compensating, so sub-
tracting the calculated displacements would not provide a
meaningful estimate of the coseismic sediment deforma-
tion at the site.
Figures 4 and 5 show the same accelerograms for the
EW and NS components of ground motion at depths 0
and 47 m, respectively, after applying low pass filters to
the original ground motion of 0.38 Hz for EW and
0.26 Hz for NS components. Our objective here is not to
justify why we chose such filtering criteria nor to delve
on the intent of the filters. Rather, we simply want to
generate accelerograms that are quite similar to the
unprocessed ones that contained impurities. We see that
the filtered accelerograms shown in Figs. 4 and 5 look
quite similar to those shown in Figs. 2 and 3. However,
when numerically integrated the filtered accelerograms of
Figs. 4 and 5 yielded very small residual displacements.
In fact, the residual displacements depend on how the
accelerograms have been filtered. Since filtering is a
biased process, no objectively calculated displacements
can be obtained from integrating the filtered accelero-
grams alone.
3 Local site response simulations
To estimate the inelastic sediment deformation objectively,
the approach pursued in this paper consists of conducting
nonlinear local site response simulations using the fully
nonlinear site response analysis code SPECTRA. For this
approach to be meaningful we need to demonstrate the
following. First, the impurities in the input accelerograms
should have little effect on the calculated inelastic defor-
mation. Second, recognizing that the sediment constitutive
properties follow some statistical distribution, we need to
provide quantitative measures of the sensitivity of the
deformation responses to statistical variations in the con-
stitutive properties. Finally, since it would be very difficult
to validate the predicted deformation response of a local
site response code, we should at least demonstrate that the
code is accurate enough to predict the recorded ground
surface accelerograms.
For the LSST site the accuracy and predictive capability
of SPECTRA have been documented in a number of pre-
vious publications, see Refs. [5, 7, 8]. In these papers, the
calculated surface ground motions were shown to agree












































Fig. 2 Unfiltered (raw) acceleration and calculated displacement–
time history plots at depth 0 m (ground surface) of downhole array












































Fig. 3 Unfiltered (raw) acceleration and calculated displacement–
time history plots at depth 47 m of downhole array DHB generated by
the LSST7 earthquake of 20 May 1986
186 Acta Geotechnica (2007) 2:183–195
123
a number of strong earthquakes, including the LSST7,
LSSST12, and LSST16 earthquakes. Comparisons of the
calculated and recorded surface ground motions were made
in the form of acceleration–time histories, acceleration
response spectra, Fourier acceleration amplitude spectra,
and Arias intensity. Thus, the present section focuses only
on the aspect of impurities in the accelerograms as well as
on the quantification of model sensitivities.
3.1 Effect of impurities in the input accelerogram
With reference to Fig. 1, the local site response simulation
consisted of applying an input excitation at DHB47 and
calculating the acceleration–, velocity–, and displacement–
time histories throughout the 47-m thick sediment deposit.
Both the EW and NS horizontal components of ground
motion from the LSST7 event were prescribed at the base
of the sediment column. Each 1-m thick slab of the sedi-
ment column was represented by a constitutive model that
utilizes a bounding surface plasticity theory with a van-
ishing elastic region [4], generalizing the one-dimensional
kinematically hardening response presented in Ref. [14].
Figure 1 summarizes the sediment constitutive properties
used in the simulations. Time integration was carried out
using the second-order accurate, unconditionally stable
a-method [16], with time integration parameters a = –0.10,
b = 0.3025, and c = 0.60, and with a time step of
Dt = 0.01 s.
For purposes of estimating the coseismic deformation
of the 47-m thick sediment column at the LSST site, the
calculated horizontal displacement–time histories corre-
sponding to raw and filtered accelerograms at DHB47
were subtracted from those calculated at DHB0, and the
results are plotted in Figs. 6, 7 and 8. Figures 6 and 7 are
nearly identical and simply demonstrate that two uncon-
ditionally stable second-order accurate time integration
simulations utilizing different time integration parameters
generated nearly the same responses. A number of
observations can be made from Figs. 6 and 8. First, the
maximum sediment deformation occurred during the
period of intense ground shaking, and not at the conclu-
sion of the earthquake. Second, the deformation
‘‘excursions’’ are quite similar for the two simulations.
And, finally, the inelastic sediment deformations at the












































Fig. 4 Filtered acceleration and calculated displacement–time his-
tory plots at depth 0 m (ground surface) of downhole array DHB
generated by the LSST7 earthquake of 20 May 1986. Residual












































Fig. 5 Filtered acceleration and calculated displacement–time his-
tory plots at depth 47 m of downhole array DHB generated by the
LSST7 earthquake of 20 May 1986. Residual displace-
ments = 4.7 mm (EW) and –1.7 mm (NS)
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2.26 cm for filtered accelerograms, for a difference of
only 4%. Considering the complexity of the ground
motions, this difference is negligible and suggests that
impurities in the accelerograms have very little effect on
the calculated local site responses.
That the impurities in the accelerograms have very little
effect on the calculated inelastic sediment deformation may
be explained from the following: Baseline offsets in the
accelerogram produce nearly constant residual velocities as
can be seen from the nearly linear increase of residual
displacements in Figs. 2 and 3. This implies that the entire
sediment column simply translates as a rigid body at the
conclusion of the simulation. Where the residual velocity is
not constant, the rate of change is too small to produce
significant inelastic deformation. Thus, whereas noise and
baseline offsets make it difficult to calculate the absolute
residual displacement of a point in a soil column, they have
very little effect on the relative residual displacements of
two points in the same soil column.
3.2 Combined stochastic–deterministic simulations
The combined stochastic–deterministic simulations were
carried out following the procedure proposed in Ref. [3].
The input excitation was treated as a deterministic forcing
function U, while the parameter set V of the constitutive
model was treated as a set of random variables with given
probability distributions (see Ref. [4] for the specific
material parameters treated as random variables). The
response function fi is the residual coseismic deformation
itself, i.e.,























Fig. 6 Coseismic deformation of a 47-m thick sediment deposit at
Lotung downhole array DHB generated by the LSST7 earthquake of
20 May 1986. Simulation was conducted using raw acceleration–time
forcing function at depth 47 m along with the a-time integration
method (Dt = 0.01 s, a = –0.10, b = 0.3025, and c = 0.60)























Fig. 7 Coseismic deformation of a 47-m thick sediment deposit at
Lotung downhole array DHB generated by the LSST7 earthquake of
20 May 1986. Simulation was conducted using raw acceleration–time
forcing function at depth 47 m along with the average acceleration
method (Dt = 0.01 s, b = 0.25, c = 0.50)























Fig. 8 Coseismic deformation of a 47-m thick sediment deposit at
Lotung downhole array DHB generated by the LSST7 earthquake of
20 May 1986. Simulation was conducted using filtered acceleration–
time forcing function at depth 47 m along with the a-time integration
method (Dt = 0.01 s, a = –0.10, b = 0.3025, and c = 0.60)
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fi ¼ fiðU; VÞ; i ¼ EW; NS: ð1Þ
Seven hundred realizations were generated for each
direction by the structural reliability computer program
CARDINAL [3], which were then input into SPECTRA to
calculate the associated residual and maximum deforma-
tions. For the record, the residual deformation was
calculated at the end of the time history or after a certain
time duration when the residual deformation has converged
to a sufficiently stable value.
Empirical cumulative distribution functions in the EW
and NS directions were obtained from Monte Carlo simu-
lations with the LSST7 event as the deterministic forcing
function. They are shown in Figs. 9 and 10, respectively.
Four ECDFs were generated for each direction. The ECDF
curves represent the distributions of the magnitude of
coseismic deformation (a scalar function) corresponding to
the mean values of soil parameters and four sets of standard
deviations that are scaled by factors of 1/4, 1/2, 1 and 2.
The computed coseismic deformation obtained by using
the median soil property parameters is labeled as MEDIAN
in Figs. 9 and 10.
The sensitivity of the coseismic deformation can be
quantified by two measures: the coefficient of variation
(COV), defined as the ratio between the standard deviation
and the mean of the random variable, and the probability of
the coseismic deformation falling into an acceptable range.
Random variables with COV larger than 1 are considered
high-variance, while random variables with COV smaller
than 1 are considered low-variance. As for the second
measure of sensitivity, we compared the ‘‘relative dis-
tance’’ from the deterministic response at the median
parameters and calculated the probability that the response
function falls into an acceptable range. More specifically,
we defined the ‘‘relative distance’’ as
d ¼ f ðU; VÞ  f ðU; V0:5Þ
f ðU; V0:5Þ ; ð2Þ
and calculated the probability that |d| \ 0.20. To make the
sensitivity analysis meaningful, we compared the sensi-
tivity of the coseismic deformation to that of Arias
intensity, the response function studied in Ref. [3], for the
same ground motion.
The COV of the coseismic deformation for 1/4, 1/2, 1, and
2 SIGMA models are found to be 0.61, 0.65, 0.89 and 2.80 in
the EW direction; and 0.60, 0.68, 0.80, and 1.40 in NS
direction, respectively. From Ref. [3], the COV for Arias
intensity at 1/2 and 1 SIGMA models are 0.24 and 0.42,
respectively. On the other hand, the probability of the com-
puted coseismic deformation falling into the acceptable
range |d| \ 0.2 are 0.27, 0.28, 0.24 and 0.25 in the EW
direction, and 0.69, 0.65, 0.58 and 0.55 for the NS directions,
corresponding to 1/4, 1/2, 1, and 2 SIGMA models. These
results suggest that the coseismic deformation response
function exhibits slightly higher COV compared to the Arias
intensity response function. As noted earlier, inelastic
deformation is a more difficult response function to predict
with a greater certainty than the acceleration, so there is a
correspondingly higher sensitivity to parameter variation of
this response function as compared to Arias intensity.
4 Patterns of inelastic deformation
For monotonic loading inelastic deformation is expected to
increase monotonically. However, for earthquake loading a
material point can return to its original position even after
experiencing considerable inelastic deformation if the
ground motion is ‘‘self-restoring.’’ We thus expect that the




















Fig. 9 Empirical cumulative distribution function for EW component
of coseismic relative displacement




















Fig. 10 Empirical cumulative distribution function for NS compo-
nent of coseismic relative displacement
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peak ground acceleration alone, or even the more com-
monly used measure of ‘‘yield acceleration,’’ would not be
a sufficient predictor of coseismic inelastic deformation. To
demonstrate this point, we applied a suite of strong ground
motions at the base of the 40-m thick LSST sediment
model and deterministically calculated the resulting max-
imum and residual inelastic deformations. We had a choice
of generating synthetic ground motions with different
amplitudes, duration, frequency contents, etc. Alterna-
tively, we deemed it more insightful to select a suite of
ground motions with different signatures from previous
earthquakes and applied them to the soil column model.
Most of the ground motions considered were collected
from the websites of the US National Center for Engi-
neering Strong Motion Data1 and Pacific Earthquake
Engineering Research Center.2 Raw data from the LSST
site were provided by the Electric Power Research Insti-
tute, while raw data from the Loma Prieta earthquake were
provided by California Geological Survey. Tables 1 and 2
summarize the 12 ground motions considered in this study,
including those recorded from the Big Bear, El Centro,
Hawaii, Loma Prieta, Morgan Hill, Northridge, and Pet-
rolia earthquakes. In addition, we selected two ground
motions (strong and moderately strong) from Chi–Chi
earthquake, along with the LSST7 ground motions mag-
nified two and four times. Resolved horizontal PGAs
ranged from 0.10 to 1.75 g. These ground motions have
different signatures that could help shed light onto the
pattern of inelastic deformation.
Times histories of calculated relative displacements are
shown in Figs. 11, 12, 13, 14, 15, 16, 17, 18, 19, 20 and 21.
Some notable observations are as follows. Figures 11 and
12 suggest that simply scaling the input accelerograms
(LSST7 magnified 2· and 4· , respectively) could dras-
tically change the relative displacement time histories. In
the case of Petrolia earthquake (Fig. 21) the ground
motions were nearly self-restoring in the sense that the
calculated residual relative displacements were much
smaller than the maximum relative displacements, making
the response appear ‘‘elastic.’’ In all cases, the solutions
were convergent in the sense that there was a fixed point in
the relative displacement space at which the ‘‘excursions’’
appeared to have stabilized. The distance between this
Table 1 Strong ground motions applied at the base of the LSST sediment model to study patterns of inelastic deformation
Number Event (magnitudea) Date Station PGA (g)b
1 LSST7 (MW 6.5) 20 May 1986 DHB47 0.10
2 LSST7 (2·) 20 May 1986 DHB47 0.20
3 LSST7 (4·) 20 May 1986 DHB47 0.40
4 Chi-Chi1 (MS 7.6) 20 September 1999 CHY028 0.89
5 Chi-Chi2 (MS 7.6) 20 September 1999 CHY006 0.39
6 Big Bear (MS 6.6) 28 June 1992 Civic Center Ground 0.65
7 El Centro (MS 7.2) 18 May 1940 EC Terminal Station 0.35
8 Hawaii (ML 6.7) 15 October 2006 Waima Fire Station 1.12
9 Loma Prieta (MS 7.1) 17 October 1989 Gilroy 1 0.50
10 Morgan Hill (MS 6.1) 24 April 1984 Coyote Lake Dam 1.18
11 Northridge (MS 6.7) 17 January 1994 UCLA Ground 0.52
12 Petrolia (ML 7.1) 25 April 1992 Cape Mendocino 1.75
a ML = Richter, MS = surface wave, MW = moment




Table 2 Dominant frequency fdom, angular frequency xdom = 2pfdom,
and estimated viscous damping coefficent v = 2n0/xdom, where n0 is
asymptotic damping ratio at zero shear strain, for strong ground motions
applied at the base of the LSST sediment model
Number Event (magnitudea) fdom (Hz) xdom (rad/s) v
1 LSST7 (MW 6.5) 0.65 4.1 0.10
2 LSST7 (2·) 0.65 4.1 0.20
3 LSST7 (4·) 0.65 4.1 0.40
4 Chi-Chi1 (MS7.6) 1.19 7.5 0.89
5 Chi-Chi2 (MS 7.6) 1.60 10.1 0.39
6 Big Bear (MS 6.6) 2.98 18.7 0.65
7 El Centro (MS 7.2) 1.47 9.2 0.35
8 Hawaii (ML 6.7) 6.00 37.7 1.12
9 Loma Prieta (MS 7.1) 2.67 16.8 0.50
10 Morgan Hill (MS 6.1) 1.29 8.1 1.18
11 Northridge (MS 6.7) 4.11 25.8 0.52
12 Petrolia (ML 7.1) 3.55 22.3 1.75
The elastoplastic constitutive model automatically generates hyster-
etic damping
a ML = Richter, MS = surface wave, MW = moment
1 http://www.strongmotioncenter.org.
2 http://peer.berkeley.edu/smcat/search.html.
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point and the origin of the relative displacement space
measures the residual coseismic deformation, whereas the
maximum distance from the origin at any given time is the
maximum coseismic deformation.
Data from Figs. 11, 12, 13, 14, 15, 16, 17, 18, 19, 20 and
21 are summarized in Figs. 22 and 23, where the residual
and maximum relative displacements are plotted versus the
resolved horizontal PGA. Note that data points are all
scattered, i.e., there is no clear correlation between relative
displacements and PGAs. Specifically, the strongest ground
motion considered from the Petrolia earthquake (data point
#12) generated relatively small residual deformation, even
if the maximum deformation was quite significant. By
comparison, the ground motion from Hawaii earthquake
had the second highest PGA but produced relatively small
maximum relative displacement. The Hawaii ground
motion had uniform, nearly sinusoidal strong pulses that
were out of resonance with the sediment deposit, thus
generating deformations that were much smaller than those
produced by some of the weaker ground motions.
To investigate the effect of resonance and frequency
mismatch on the residual and maximum relative displace-
ments, we performed an eigenvalue analysis on the
mechanical model shown in Fig. 1 utilizing the depth-
varying elastic properties of the sediments at the LSST site.
In general, the eigenvalue analysis should incorporate the
degradation of shear moduli with deformation. However,
we only used the elastic properties to determine the




















Fig. 11 Coseismic relative displacement resulting from LSST7
ground motion magnified two times























Fig. 12 Coseismic relative displacement resulting from LSST7
ground motion magnified four times



















Fig. 13 Coseismic relative displacement resulting from Big Bear
ground motion



















CHI CHI (STRONG, FILTERED)
Fig. 14 Coseismic relative displacement resulting from Chi-Chi
ground motion with peak ground acceleration of 0.89 g
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fundamental frequencies of vibration and the associated
eigenmodes of the sediment column. Figure 24 shows the
first six modes of vibration reported in Ref. [6] for the
sediment column model. Repeated modes were detected for
the EW and NS components, so the figure effectively shows
only the first three distinct modes of vibration. Comparing
with the dominant frequencies of the ground motions
summarized in Table 2, we see that the ground motion from
the Hawaii earthquake (fdom = 6 Hz) triggered only the fifth
and sixth modes (f = 5.9 Hz), and hence produced small
relative deformations even if the input PGA was very high.
Comparing the ground motions from Chi-Chi1 and Chi-
Chi2, the former had a PGA more than twice that of the
latter ground motion, yet both ground motions produced
nearly the same residual and maximum relative displace-
ments (data points 4 and 5 in Figs. 22, 23). This is because
Chi-Chi2 (fdom = 1.60 Hz) triggered the first mode
(f = 1.4 Hz), and thus amplified the ground motion.
The results of the above simulations lead to the conclu-
sion that inelastic deformations cannot be predicted from
the PGA alone. Other factors such as the duration, fre-
quency content, and other important aspects of the ground
motion should be considered in the simulation. A truly
nonlinear model such as the one used in this work can
capture these effects, provided that the analyst considers the
entire history of ground motion and the simulationn is ter-
minated at a point where the deformation excursions appear
























CHI CHI (MOD STRONG, FILTERED)
Fig. 15 Coseismic relative displacement resulting from Chi-Chi
ground motion with peak ground acceleration of 0.39 g






















Fig. 16 Coseismic relative displacement resulting from El Centro
ground motion





















Fig. 17 Coseismic relative displacement resulting from Hawaii
ground motion






















Fig. 18 Coseismic relative displacement resulting from Loma Prieta
ground motion
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to have stabilized. Currently, coseismic permanent ground
deformations are estimated using a procedure based on the
notion of yield acceleration [18]. This procedure treats the
two horizontal components of ground motion separately,
and only calculates the permanent ground motion, using the
Newmark sliding block procedure [21], once a certain
threshold of acceleration is reached. In contrast, the non-
linear simulation approach used in this work uses the entire
history of ground motion and the coupled the EW–NS
mechanical responses to calculate the inelastic deformation.
Modeling the coupled EW–NS mechanical response and
accounting for the entire history of ground motion could
significantly improve the accuracy of the simulations.
5 Summary and conclusions
We have used nonlinear local site response simulation to
estimate the inelastic deformation of a horizontally layered
deposit of soft soil under an imposed bedrock excitation.
The impact of noise and baseline offset on the calculated
deformation has been quantified and was shown to be
insignificant, supporting the use of the nonlinear simulation
approach for estimating the inelastic coseismic deforma-
tion. We have also quantified the sensitivity of the
nonlinear model to statistical variation in sediment con-
stitutive properties. To this end, ECDFs have been





















Fig. 19 Coseismic relative displacement resulting from Morgan Hill
ground motion






















Fig. 20 Coseismic relative displacement resulting from Northridge
ground motion



















































RESOLVED HORIZONTAL PGA, g
Fig. 22 Coseismic residual sediment deformation at LSST site versus
resolved horizontal PGA. Numbers next to data points pertain to
ground motions described in Table 1
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generated from combined stochastic-deterministic simula-
tions. Finally, a suite of strong ground motions was applied
to the base of the sediment deposit to better understand the
pattern of inelastic deformation. Results of the hypothetical
earthquake simulations strongly suggest that the notion of
yield acceleration along with the Newmark sliding block
method may not adequately capture the essential features
of residual coseismic deformation of horizontally layered
sediment deposits. Both the residual and maximum relative
displacements correlate poorly with the peak ground
acceleration, with some very strong ground motions pro-
ducing relatively small residual sediment deformations.
This indicates that residual deformation does not depend on
the acceleration per se, but rather, on the entire character of
the ground motion. Therefore, to better estimate the
residual coseismic sediment deformation it is proposed that
a time-domain analysis using a well-calibrated nonlinear
local site response model, such as the one utilized in this
paper, be carried out whenever possible.
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Fig. 24 First six modes of vibration for the 47-m thick sediment
deposit at LSST-downhole array DHB site in Lotung, Taiwan. Figure
reproduced from Ref. [6]
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Fig. 23 Coseismic maximum sediment deformation at LSST site
versus resolved horizontal PGA. Numbers next to data points pertain
to ground motions described in Table 1
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