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I N T R O D U C T I O N
Plenty of remarkable phenomena occur in transition metal (TM)compounds with a partially filled d shell. The main sourceof the intriguing physics in these systems is the interplay be-
tween electron delocalization and strong Coulomb interactions among
d electrons. Electron delocalization caused by intersite orbital over-
lap is a generic feature of crystalline solids and can be described
within electronic band-structure theory [1]. Its successful application
to simple metals and insulators went hand in hand with for instance
developments in the field of semiconductors and semiconducting de-
vices.
According to conventional band theory a material is insulating if
the valence (highest occupied) band is completely full. It implies that
all materials with an odd number of electrons per unit cell have par-
tially filled valence bands, and therefore are metals. However in the
case of TM compounds this simple rule is not obeyed experimentally.
For example, it was found experimentally that simple TM oxides like
CuO and CoO (with 9 and 7 electrons in the d shell) are insulators.
The missing ingredient in band theory is the instantaneous electron-
electron repulsion that often stabilizes insulating ground states with
localized unpaired electrons. This state, called Mott insulator, is qual-
itatively different from the closed-shell band insulators. The main
characteristic of the Mott insulator is the presence of localized spins
that gives rise to intersite magnetic interactions. To describe these in-
teractions it is often sufficient to use the Heisenberg model H^Heis =P
i,j J
~Si  ~Sj, where J denotes the isotropic exchange interaction and
Si and Sj are spins at lattice sites indexed by i and j. Mott insulators
can host different kinds of magnetic interactions — ferromagnetic, an-
tiferromagnetic or combination of these when there are inequivalent
magnetic bonds or longer-range magnetic interactions — depending
on details of the crystal structure and the number of electrons in the
d or f shell [2]. Consequently, many different types of magnetic order
can be realized.
Examples of interesting magnetic states can be found in so-called
low-dimensional systems. They have an anisotropic crystal structure,
such that the magnetic interaction is strong only in one or two di-
rections, while remaining couplings are negligibly small. This way
spin-chain and spin-plane models can be realized in real materials.
Examples are layered compounds with Cu2+ ions, which are famous
for being the parent compounds of the high-temperature supercon-
ductors [3]. Chain systems with the same Cu2+ sites show very pecu-
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liar novel excited states where spin and charge [4] or spin and orbital
[5] of an electron in solid can split apart.
Recently a lot of attention has been paid to TM compounds involv-
ing 5d and 4d series of transition metals, namely Ir, Os, Ru, Rh. A
special feature of these systems is that a Mott-like insulating state
forms in the presence of strong spin-orbit coupling (SOC) within the
d shell. Because of SOC, magnetic interactions occur not between con-
ventional spins, but rather between pseudospins, that have both spin
(~S) and orbital angular momentum (~L) components, so that the total
angular momentum is ~J = ~S+~L. Orbital angular momentum follows
the symmetry of the crystal, which is always lower as compared to
the full rotational symmetry of a pure spin. Therefore, the admixture
of orbital part makes pseudospin magnetic interactions anisotropic,
i.e. the three different spatial components of two pseudospins ~Ji and
~Jj may have different coupling strengths. In this case the Heisen-
berg model should be generalized to the anisotropic exchange model
H^aniso=
P
i,j
~Ji  ¯¯T ~Jj, where ¯¯T stands for the anisotropic exchange ten-
sor. The more complicated magnetic coupling terms allow many more
exotic magnetic structures to be realized in the case of pseudospins.
For example, it is in principle possible to have bond-dependent in-
teractions in honeycomb lattices plane reproducing the recently pro-
posed Kitaev spin model [6]. In the Kitaev model each pair of the
neighbouring sites in honeycomb lattice is coupled via only one of
the three components of the (pseudo-)spin depending on direction of
the bond. It turns out that in real honeycomb materials with strong
SOC, e.g. Na2IrO3 and Li2IrO3, such Kitaev-type coupling exceeds
isotropic Heisenberg interactions [7]. This model is of interest because
it represents a non-trivial exactly solvable spin model in two dimen-
sions, in which spin excitations fractionalize into two different sets of
quasiparticles (Majorana modes and flux-modes). Such property has
been argued to be of relevance to topological quantum computing [6].
In this thesis we employ methods of quantum chemistry (QC) for ab
initio studies of the TM oxides. In the field of theoretical chemistry the
problem of treating strong correlations (many-body electron-electron
interactions) has a long history. It was first discussed in connection
to the study of the H2 molecule, when the Heitler-London correlated
ansatz for the wavefunction (WF) [8] was opposed to the independent-
electron molecular orbital (MO) approach by Hund, Slater and others
[9, 10]. During the last 80 years QC computational methods were con-
stantly developed and tested for tackling different kind of problems.
An established hierarchy of approximations for the N-electron WF al-
lows to systematically improve the accuracy of the calculation. Start-
ing with the single-Slater-determinant Hartree–Fock (HF) method as
a first approximation and possibly end with the full configuration in-
teraction (FCI) that is exact within a given basis set. One can compare
the accuracy of different models for an extensive list of typical appli-
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cations. When results of the less accurate approximation become very
close to the higher level of theory, the former is considered to be ap-
propriate for the task. Widely used computational schemes based on
the multireference configuration interaction (MRCI) approach for the
WF and many-body second-order perturbation theory showed abil-
ity to describe well electron correlations in molecular and solid-state
systems.
In order to treat solid systems, one can use a relatively large cluster
embedded in an effective potential that accounts for the environment.
The essentially localized character of valence electrons in Mott insula-
tors together with the local nature of electron correlations [11] makes
such embedded-cluster approach widely applicable. It was success-
fully used for calculation of different properties, such as d–d split-
tings and strengths of magnetic interactions in many TM oxides with
accuracy close to experimental [12–17].
Structurally the thesis is divided into three parts. In Chapter 1 we
discuss the WF-based methods suitable for studies of strongly cor-
related systems with closer attention to the description of embed-
ding techniques relevant for solids. The second part contains the re-
sults of studies of the first row TM compounds. Calculations of d–d
transitions for a variety of highly anisotropic one-dimensional (1D)
cuprates is presented in Chapter 2. In Chapter 3 we report a compli-
mentary study of d–d splittings for early 3d, titanium d1 and vana-
dium d2 compounds. In Chapter 4 we formulate a computational
scheme for absolute intensities of resonant inelastic X-ray scattering
(RIXS) spectra based on ab initio QC calculations and apply it to the
Cu L-edge in chain compound Li2CuO2. The third part of the the-
sis includes studies of 5d TM oxides with characteristic strong SOC.
In Chapter 5 we present a study of the Cd2Os2O7 pyrochlore com-
pound, an Os5+ 5d3 system, where the effect of SOC leads to large
on-site spin anisotropy. We find that type of anisotropy can be var-
ied via a fine interplay of the local ligand-cage distortions and the
electrostatic field due to the further-neighbour environment. In Chap-
ter 6 and Chapter 7 we explore the details of the ground and low-
lying excited states, including interactions with magnetic field and
anisotropic magnetic exchange, in the prototypical j=1=2 compound
Sr2IrO4 and the quasi-1D antiferromagnet CaIrO3 respectively. For
quantitative studies of anisotropic exchange we introduce in Chap-
ter 6 a procedure for one-to-one mapping of the QC results onto spin
model Hamiltonian.

Part I
T H E O R E T I C A L F O U N D AT I O N S

1Q U A N T U M C H E M I S T RY A P P R O A C H
Reliable first principles studies of TM compounds are essentialfor understanding their very diverse properties. The delicateinterplay between lattice, orbital and spin degrees of free-
dom in these materials can lead to major differences even between
systems that are chemically or structurally very similar. Therefore
semi-empirical approaches that require some prior knowledge about
the system can only be used with great care. For the investigation of
the electronic structure of solids at the ab initio level two strategies are
used: periodic and embedded cluster.
Translational symmetry is one of the characteristic features of crys-
talline solids. For this reason it is tempting to formulate the electronic-
structure calculations on crystalline systems along the same line –
model the ‘repeating’ unit cell to obtain the electronic structure of
the infinite periodic system. However, difficulties in the practical im-
plementation, namely the exponential growth of the Hilbert space
with the system size, strongly restrict the number of available ab ini-
tio methods for periodic calculations [18–20]. In ab initio condensed
matter studies the most used method is the density-functional theory
within the local density approximation (LDA) or generalized gradient
approximation (GGA) [21].
The Kohn-Sham density-functional theory (DFT) is an efficient ap-
proach for the calculation of the ground-state properties of weakly
correlated systems, such as lattice constants, bulk modulus or cohe-
sive energies [21]. DFT is in principle exact for all properties deter-
mined by the ground state electron density, but in practice the exact
exchange-correlation potential is not known, which implies certain
assumptions and approximations. Moreover, it is common practice
to interpret the Kohn-Sham bands, initially built in calculations only
to obtain the electron density, as approximated quasiparticle bands.
Band gaps computed this way are usually strongly underestimated
as compared to the measured values [22]. It is even more problem-
atic for strongly correlated systems, such as TM and rare earth com-
pounds, where DFT within the LDA (and GGA) fails to predict the
correct insulating ground state (GS). To improve the simulation of
such materials, two extensions are often used, DFT+U [23, 24] and
DFT+dynamical mean-field theory (DMFT) [25]. Both methods, with
proper parametrizations, are capable of obtaining qualitatively cor-
rect GS and band gaps in TM oxides, but strictly speaking one cannot
refer to them as ab initio.
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Another first principles technique utilizing the translational sym-
metry is the periodic HF method [26]. The values of band gaps cal-
culated with periodic HF are overestimated because the bands are
optimized for the ground state, and polarization and relaxation of
the surrounding in the excited state is not accounted for [11]. The fact
that the band gap is either underestimated by LDA or overestimated
by HF stimulated the construction of the so-called hybrid function-
als that mix LDA and HF contributions to obtain band gaps close to
experiment [27].
Both the DFT and HF methods employ the independent particle ap-
proximation, assuming each electron is moving in an effective mean
field generated by all other electrons, and therefore fail to correctly
describe systems in which many-body interactions are strong [11]. In
the last decade several post-HF algorithms for periodic calculations
have been developed. They utilize either many-body perturbation the-
ory [28–31] or more advanced coupled cluster (CC) methods [32, 33].
These algorithms were applied to simple covalent and ionic solids
[34–36], however their extension to open-shell systems is not trivial.
Recently a new method based on quantum Monte Carlo sampling of
the Hilbert space of Slater determinants, full configuration interaction
quantum Monte Carlo (FCIQMC), was adapted to periodic solids [37].
First studies show satisfying results for the spin gap in NiO, as well as
for the formation energies of simple solids [37]. Nevertheless, further
testing is required to justify the general applicability of FCIQMC.
As it was mentioned in the beginning of the chapter, a different
class of computational methods for solids is formulated within the
embedded cluster approximation. Its main idea is to handle only a
small part of the solid at an advanced level, while the rest of the
system can be treated in a simpler manner. For the cluster region
it is possible to use the most accurate many-body QC methods ini-
tially proposed and well tested by now for molecular systems. The
embedding can be formulated in many different ways. It should re-
produce effects such as the symmetry of the surroundings and the
Madelung field in the cluster region. The simplest way to achieve this
is to adopt the picture of a fully ionic model and simulate an infinite
array of ionic point charges around the cluster. Already with such
point-charge description of the crystalline surroundings, the ab initio
cluster calculations can describe local d-d and magnetic excitation en-
ergies in strongly correlated TM oxides with rather good accuracy.
More advanced embedding schemes can be formulated using prior
periodic DFT or HF calculations to further improve the accuracy.
In this chapter we concentrate on the main concepts of the em-
bedded-cluster QC approach, which is used in the rest of thesis to
study the electronic and magnetic properties of TM compounds. First
we discuss how the correlated N-electron WF of the cluster can be
constructed, further we describe how to build point-charge and HF
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embedding for cluster calculations and mention several other embed-
ding techniques.
1.1 Local correlation treatment
One of the central goals in quantum mechanics is to find a solution of
the time-independent Schrödinger equation, in order to describe the
electronic structure of the studied material. The starting point is often
the Born-Oppenheimer approximation, which separates the nuclear
and electronic parts of the Schrödinger equation. Because of the huge
difference in masses of nuclei and electrons, the latter can respond al-
most instantaneously to any displacements of the former. Therefore,
it is often sufficient to focus only on the electronic Schrödinger equa-
tion for fixed locations of the nuclei
H^BO 	(~r) = E 	(~r), (1.1)
where the electronic wavefunction (WF) 	 explicitly depends on the
coordinates of all electrons~r and E is the electronic energy. The Hamil-
tonian (in atomic units) reads
H^BO = -
1
2
NX
i
r2i -
NX
i
NnX

Z~ri - ~R +
1
2
NX
i6=j
1~ri -~rj , (1.2)
with the first two terms being the one-particle kinetic energy and
the electron-nucleus interaction and the last term describing electron-
electron interactions. Analytic solutions of Equation 1.1 can be found
only in very simple cases like the H atom or H+2 ion, while for more
complex systems only approximate and/or numerical solutions can
be achieved. In WF-based approaches, one chooses a model for the N-
electron WF and solves Equation 1.1 using only the atomic numbers
of the nuclei and fundamental constants. In other words, the accuracy
of the QC calculation and the computational effort needed for it are
determined by the approximation chosen for 	. The approximation
for the WF can be improved in a systematic way towards the exact
solution The exact WF can be written as a linear combination of all z here the m index
stands for both
spatial and spin
coordinates.
possible N-electron Slater determinants j, or of configuration state
functions k, arising from a complete set of one-electron spin-orbitals
'm
z using a hierarchy of standard QC methods developed and exten-
sively used over several decades [38]. To understand what
CSF is, one can look
at a simple problem
of two electrons on
different orbitals. It
is possible to cons-
truct two ‘low-spin’
determinants
k" a # bk and
k# a " bk. But
only their linear
combinations will be
eigenfunctions of the
total S2 operator.
	 =
X
k
Ckk =
X
k
Ck
X
j
Ckjj =
X
k
Ck
X
j
Ckj k'a'b   'Nk . (1.3)
Each CSF is a spin and symmetry adapted linear combination of
Slater determinants. The coefficients Ckj are fully defined by the spin
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Figure 1.1: Exact solution and limiting cases within the CI paradigm.
and symmetry restrictions, for brevity they will be implicit in the fol-
lowing. An ab initio method in which the WF is expressed in the form
of Equation 1.3 is called configuration interaction (CI). The full CI
expansion is computationally not feasible for most systems because
of the two limiting factors summarized in Figure 1.1. First, it is not
possible to construct an extremely large number of N-electron CSF’s
within the space of all spin-orbitals 'm. The second difficulty is that
the spatial parts of the spin-orbitals  m themselves are constructed
from a set of atomic-like basis orbitals l, with
'm = m m = m
NbX
l
cml l , (1.4)
and the total number Nb of these basis functions l has to approach
infinity (complete basis set) to represent the WF exactly. Several ex-
trapolation schemes were proposed to estimate the complete-basis-set
limit, based on performing several sets of calculations gradually ex-
panding the basis sets [38]. Fortunately, comparison to experimental
results shows that reasonable results can be obtained with finite basis
sets. It is common to represent each atomic-like core orbital by only
one basis function and use two or more functions for every valence
orbital; such basis set is usually quoted as a split-valence basis. De-
pending on the number of basis functions per valence orbital the set
is called valence-double, valence-triple-zeta basis set and so on. Zeta
is a parameter that was in early studies commonly used to represent
the radial part of the orbital e-r.
For small systems it is computationally possible to build WF’s us-
ing all CSF’s in a given finite basis set (N-combinations from a set
of 2Nb elements). Such calculations, referred to as FCI, are equiva-
lent to exact diagonalization and are usually taken as reference for
all other more approximate QC methods. The number of possible de-
terminants grows exponentially with the number of particles and in
practice it becomes too large to be feasible in terms of both computer
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time and memory. Hence, schemes that restrict the number of consid-
ered determinants have to be employed.
The simplest limit is to reduce Equation 1.3 to a single CSF (or a
single Slater determinant if one wants to avoid working with eigen-
functions of S2). The best WF of such type (corresponding to the
lowest energy) can be obtained by using the Hartree–Fock (HF) self-
consistent field (SCF) method, which relies on variational theory to
minimize the expectation value of the Hamiltonian (1.2)
EHF = min
clm
h	HFj H^BO j	HFi . (1.5)
The variation parameters clm are the orbital expansion coefficients,
as defined in Equation 1.4. The energy expression is non-linear in
terms of clm, therefore they have to be optimized within an iterative
procedure. The single-determinant WF can describe relatively well
the GS of closed-shell systems and some useful information can be
extracted from the HF results, e.g. approximate ionization energies
with the help of Koopman’s theorem [38].
However, the HF method cannot handle situations in which sev-
eral CSF’s are very close in energy and need to be treated on equal
footing, i.e. when the WF is multiconfigurational in nature. This hap-
pens in TM compounds with partially filled t2g or eg shells or in
bond-breaking process in molecules. A question that arises is how to
select the configurations that should be included into the WF. The
nearly degenerate CSF’s usually differ in the occupations of a rather
small set of orbitals, for example five of d character. We can then re-
strict ourselves to these relevant (valence) 'm to build a set of CSF’s
for the CI expansion. This idea is realized within the complete ac-
tive space (CAS) configuration selection scheme, in which the orbital
space is partitioned into three subspaces: active, inactive and virtual.
The active orbitals can have any occupation, while the inactive 'm are
doubly occupied and the virtual are kept unoccupied, see Figure 1.2a.
It is possible to use orbitals optimized within the HF calculation
together with the CAS scheme and minimize the energy varying only
the CI expansion coefficients. Such complete-active-space configura-
tion interaction (CASCI) calculation would be biased towards the CSF
converged in the HF calculation. To treat all configurations on equal
footing, it is necessary to take into account orbital relaxation together
with the multiconfigurational expansion, as it is done in the multi-
configuration self-consistent-field (MCSCF) approach. Here the vari-
ational parameters are both the orbital expansion parameters clm of
Equation 1.4 and the CSF expansion coefficients Ck of Equation 1.3:
EMCSCF = min
clm,Ck
h	MCSCFj H^BO j	MCSCFi
h	MCSCFj	MCSCFi . (1.6)
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active
inactive Ξ1 Ξ2 ...
−
(a) CAS
Ψ0
...
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...
...
...
φNbφqφpφcφbφaφ2φ1...
...
...
Ψap Ψabpq
(b) Truncated CI
Figure 1.2: (a) Sketch showing the construction of configurations using the
complete active space scheme; (b) The notation for excited deter-
minants within the truncated CI approach.
There are two commonly used iterative procedures to handle the
MCSCF WF optimization. In the Newton-Rapshon method both types
of parameters are optimized together based on a Taylor expansion of
the energy expression. In the super-CI scheme, the parameters are op-
timized each iteration separately in two sub-steps. First, the best CI
coefficients Ck for the current orbital coefficients (clm) are found, then
the clm parameters are optimized for the approximate WF [38]. Both
minimization procedures are computationally expensive and can be
used only with a limited number of orbitals , as one of the steps is
a full CI within the active space with its limit of 16 electrons in 16
orbitals.
The MCSCF method is most often used with the CAS scheme for se-
lecting the configurational space and commonly referred to as comp-
lete-active-space self-consistent-field (CASSCF). There are also more
flexible approaches that partition orbitals into more than three ‘spaces’.
In the restricted active space self-consistent-field (RASSCF) method
the active space is further subdivided into three subclasses denoted
as RAS1, RAS2 and RAS3 [38]. Additional restrictions are imposed
on the maximum numbers of holes in RAS1 and on maximum num-
bers of electrons in the RAS3 subsets. The advantage of RASSCF is
the possibility to treat larger active spaces.
Larger number of orbitals can be correlated on top of a MCSCF
WF with the help of the multireference CI method. It is possible to
reformulate the expansion given in Equation 1.3 classifying all CSF’s
as excitations on top of the reference MCSCF state 	0=
P
kCkk [38].
Such an expansion reads
	CI = C0 	0+
X
a
p
Cpa 	
p
a+
X
a<b
p<q
C
pq
ab 	
pq
ab+
X
a<b<c
p<q<r
C
pqr
abc 	
pqr
abc+ : : : , (1.7)
where each term corresponds to a class of CSF’s with a particular
number of excitations on top of 	0 as explained in Figure 1.2b. As
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we start from a multiconfigurational WF, the Equation 1.7 defines the
multireference configuration interaction (MRCI) method, where the
energy expectation values are given by
EMRCI = min
C@@
h	MRCIj H^BO j	MRCIi
h	MRCIj	MRCIi , (1.8)
here C@@ is the full set of coefficients that show up in Equation 1.7.
Because the Hamiltonian (1.2) contains only up to two-body interac-
tions, it is reasonable in first approximation to truncate the expan-
sion (1.7) with only singly and doubly excited configurations. Indeed,
the MRCI-singles and doubles (SD) results are close to the FCI data
in many test calculations and thus seem to capture a major part of
dynamical correlations, related to short-distance two-electron interac-
tions [38]. However, it is also known that truncated CI suffers from
size inconsistency. A method is called size-consistent when the energy Truncated CI is
neither size-exten-
sive meaning that
the energy of a
system is not
proportional to the
number of non-
interacting
electrons.
of a system consisting of two infinitely separated fragments isequal
to the fragment energies computed separately with the same method.
It turns out that for MRCI-SD methods this condition is not fulfilled
[38]. For relatively small clusters and molecules close to equilibrium
the error is small, moreover it can be improved by using approximate
correction schemes [39–41].
Alternatively, electron correlations on top of MCSCF can be cap-
tured by non-variational methods. Second order many-body pertur-
bation theory is the simplest of them, with a much smaller com-
putational effort compared to variational CI. According to standard
Rayleigh-Schrödinger perturbation theory the full Hamiltonian is ex-
pressed as a sum of the zeroth-order Hamiltonian H^(0) and a per-
turbation V^. The full Hamiltonian is H^BO given by Equation 1.2. The
perturbation is formally defined as
V^ = H^BO - H^
(0), (1.9)
and the second-order correction to the energy is
E(2) =
X
k
D
	
(1)
k
V^	(0)ED	(0)V^	(1)k E
E(0) - E
(0)
k
, (1.10)
where 	(1)k is a multiply excited CSF with an expectation value E
(0)
k =D
	
(1)
k
H^(0)	(1)k E. Different perturbative methods can be built de-
pending on the choice of the unperturbed Hamiltonian. Møller and
Plesset proposed to use a zeroth-order Hamiltonian that has the Har-
tree-Fock WF as an eigenfunction [42]. The correspondent second-
order perturbation method is designated MP2 [38]. However, for a
multireference WF the Møller-Plesset partitioning of the Hamiltonian
is not possible and another definition for H^(0) has to be formulated.
The most widely used multireference perturbation scheme is the comp-
lete-active-space second-order perturbation theory (CASPT2) [43, 44],
14 quantum chemistry approach
where the zero-order Hamiltonian is chosen to be Møller-Plesset-like.
It is a sum of Fock-type one-electron operators that reduces to the
Møller-Plesset operator in case of a single-configurational reference
WF. The first-order WF 	(1) is constructed by an internally contracted
expansion of all CSF related to single and double excitations on the
reference CASSCF WF. However, in some cases the one-electron na-
ture of the zero-order Hamiltonian can lead to the appearance of so-
called intruder states. It happens when one of the configurations in
the first-order interacting space 	(1)k has the expectation value of H^
(0)
very close to the reference function, i.e. E(0)E(0)k . In this case the de-
nominator in Equation 1.10 is close to zero and even if the interaction
matrix elements in the numerator in Equation 1.10 are very small, an
artificially large contribution from such intruder state appears, caus-
ing the perturbation expansion to diverge. To overcome this prob-
lem a level shift can be applied to E(0)k , such that the near degener-
acy is avoided [38]. N-electron valence-state second-order perturba-
tion theory (NEVPT2) is another multireference perturbation scheme
with the main advantage of having no intruder states [45, 46]. To
define the zero-order energies, it uses the Dyall Hamiltonian [47] con-
taining two-electron interactions between electrons on active orbitals.
CASPT2 and NEVPT2 give qualitatively similar results and both turn
out to be very efficient methods for the description of the electronic
structure of insulating TM-based materials [48, 49].
More recently, several new computational methods for building
of the N-electron WF have been proposed in the literature. Among
the most interesting are the density-matrix renormalization group
(DMRG) approach in the QC framework [50, 51] and the FCI opti-
mization by stochastic quantum Monte Carlo (FCIQMC) [37, 52]. Both
of them can be used as replacements to the FCI. In the MCSCF frame-
work it means that larger active spaces become accessible [53–56]. For-
mulation of many-body perturbation theory with the help of DMRG
and FCIQMC is also possible [57–60]. Other promising directions are
the so-called explicitly correlated methods, in which terms that explic-
itly depend on the inter-electronic distances r12 are included into the
WF, such that a complete-basis-set can be effectively reached [61, 62].
Development of the conventional CAS [63, 64] and CI [65, 66] meth-
ods towards better flexibility and higher computational efficiency is
also in progress.
1.2 Embedding for cluster calculations
The computational effort of the methods discussed in the previous
section grows very fast with increasing system size. The ’manageable’
number of electrons is limited to tens or hundreds, depending on
the method. However, the size of the system to be handled can be
significantly reduced with the help of additional simplifications for
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the farther environment. It is the aim of the embedding approach
to extend the applicability of accurate QC methods from isolated
molecules to complex systems including solids. Over the years var-
ious embedding schemes based on both semi-empirical and quan-
tum mechanical electronic-structure methods have been developed,
see for example reviews [67] and [68]. We will discuss in detail only
two of them, that are applicable to strongly-correlated oxides and are
used in the present thesis, namely the point-charge and the WF-based
cluster-in-solid embedding schemes.
Electrostatics is energetically among the largest interactions in
solids. Hence if we have chosen a finite region of interest and want
to describe the impact of the environment, the Madelung field due
to ions that surround the fragment has to be accounted for. In the
simplest model every ion is represented by its total charge concen-
trated at a lattice point. Then the potential VPC generated by all point-
charges can be calculated as an infinite sum over the lattice sites:
VPC(~r) =
X
~k
unit cellX

q~r- (~R +~k) , (1.11)
where ~k is a vector of the Bravais lattice and  refers to a charge q
located at the position ~R of the unit cell. Simple truncation of the
real-space sum by taking large but finite ~k in Equation 1.11 converges
rather slow with respect to the size of the region, moreover it is diver-
gent at some truncation levels. A way to ensure fast convergence of
Equation 1.11 is to eliminate the multipolar moments in the unit cell
by applying the Evjen methodz [69] or its extensions [70, 71]. In the z It guarantees the
overall charge
neutrality and
cancellation of the
dipolar moment.
original Evjen scheme the sum (1.11) stops after a finite number of
crystal unit cell and the ‘terminal-surface’ charges are renormalized
by factors 1=2, 1=4, or 1=8 if the charge occurs at a face, an edge, or
a corner of the charge array. Alternatively, the Madelung field VPC
can be calculated exactly using the Ewald summation, in which the
sum is split into real-space and reciprocal-space parts [72]. For a real
space setting, the resulting potential is commonly represented by a
finite array of effective point charges, from which the embedding po-
tential can be constructed using Equation 1.11 [73]. It is also possible
to directly use the potential obtained from the reciprocal-space sum
within the so-called periodic electrostatic embedding scheme [74].
The point-charge embedding potential is fully determined by the
crystal structure and the values of the distributed charges. For a given
compound with defined lattice parameters, formal ionic charges can
be easily assigned by assuming purely ionic bonding. In TM com-
pounds with small oxidation numbers, usage of the formal charges
is sufficient to provide reasonably good description of the electro-
static environment. However, for ions in high oxidation states (+4 and
more) the bonds can display substantial covalent character. In some
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cases covalency effects can bring sizable corrections to, e.g. the calcu-Generally speaking
significant amount
of covalency can
occur even for ions
in low oxidation
states.
lated magnetic exchange [75]. The effect of covalent bonding can be
taken into account by introducing ‘partial’ charges resembling better
the actual electron distribution. These partial charges can be derived
from a periodic calculation or obtained within the embedded-cluster
scheme with an iterative update of charges in the embedding until
they correspond to the counterparts in the cluster region.
To estimate partial charges one has to analyze the electronic WF or
electron density. The determination of these charges is not always
straightforward and in general is not unique [76]. The most com-
monly used approach is the Mulliken population analysis [77], in
which the partial charges are determined via summation of overlaps
between the basis functions centered at a given ion site and the N-
particle WF. But it is known to be strongly dependent on the choice of
the basis set and has problems with overestimating covalency. More
sophisticated methods, like the natural population analysis [78] and
the atoms-in-molecule model [79] have been proposed to overcome
these difficulties. Recently a new technique called intrinsic atomic or-
bitals has been used to calculate values of the partial charges in a
rather simple and consistent fashion [80].
Point-charge embeddings account reasonably well for the effect of
the long-range electrostatic interaction of the cluster with the remain-
ing infinite solid. Problems, however, occur at the boundary between
the QC cluster and the classical point-charge region. Bare positive
charges located next to the cluster cause an artificial polarization of
cluster electrons due to the lack of short-range repulsion effects of
quantum-mechanical origin. It can be seen as absence of orthogonal-
ity between the cluster WF and the embedding [81, 82]. To improve
the simplest point-charge description one can introduce a buffer re-
gion between the bare charges and the actual cluster. This buffer
should to be treated quantum-mechanically, but eventually at the low-
est level of approximation. One simple way is to simply increase the
size of the QC cluster, perform preliminary HF calculation for the
extended cluster, and freeze orbitals centered at the buffer sites. The
buffer sites can be also represented by large-core effective core po-
tentials (ECP’s) with no associated valence electrons (referred to as
total-ion potentials). Such ECP’s can be obtained using either atomic
calculations [83] or by optimization for each compound in a series of
individual HF SCF calculations [84].
A more accurate description of the infinite surrounding is obtained
when both short- and long-range interactions are treated within a
single framework. This can be achieved by utilizing prior periodic
calculations, such as DFT or HF. Although it is possible to perform
WF-based calculations by using a DFT embedding [85], its usage for
strongly-correlated materials is problematic because with DFT one of-
ten obtains an erroneous metallic ground state. Since in the present
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thesis the HF-based embedding method is used, we will discuss it in
more detail. A comprehensive discussion of DFT-based frozen den-
sity embedding one can find, for instance, in references [68] and [86].
Based on the theory of electron separability [81, 82], the WF of the
full system (~x1,~x2, ...,~xN) can be written as a generalized product
of the subsystems’ WF’s:
(~x1,~x2, ...,~xN) =MA^

	A(~x1,~x2, ...,~xNA)
	B(~xNA+1,~xNA+2, ...,~xNA+NB) ...

,
(1.12)
whereM and A^ denote a normalization factor and the antisymmetriza-
tion operator, respectively. Such construction can be always done for
a single-determinant WF with NA=NB= ... =NN= 1. However, for
generally defined groups with NR>1 an additional constraint has to
be imposed onto the group functions :Z
	Rr (~x1, ...,~xi,~xj, ...)
y	Ss (~x1, ...,~xk,~xl, ...)d~x1 = 0 (R 6=S), (1.13)
where 	Rr describes group R in state r. This strong-orthogonality con-
dition states that the set of all possible determinants is partitioned
into disjoint subsets and every group function can be built only from
‘its own’ subset of spin-orbitals, which are orthogonal to all spin-
orbitals belonging to the other subsets. Accordingly, the total Hamil-
tonian of the full system can be written as a sum of all internal
group Hamiltonians extended with interaction terms between differ-
ent groups:
H^full =
X
R
H^R +
1
2
X
R
X
S6=R
h
J^RS - K^RS
i
. (1.14)
Each H^R describes NR electrons alone ignoring all other groups and
has non-zero matrix elements only in the spin-orbital subspace of the
R group:
hj H^R ji = 
	R H^R 	R = 
	R NRX
i2R
h^ (i)+
1
2
NRX
i2R
NRX
j6=i2R
g^ (i, j)
	R .
(1.15)
Here and in the following the lowercase h^ (i) stands for the one-
electron Hamiltonian and g^ (i, j) = 1=r^(i, j) is the two-electron repul-
sion term.
The second part of Equation 1.14 is an inter-group interaction de-
fined for each pair of group functions as
hj J^RS - K^RS ji = 
	R	S J^RS - K^RS 	R	S
=


	R	S
 NRX
i2R
NSX
j2S
1
rij
-
NRX
i2R
NSX
j2S
P^(i, j)
rij
	R	S , (1.16)
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where rij is the interelectronic distance and the operator P^(i, j) inter-
changes electron i in 	R with electron j in 	S. The particular form of
Equation 1.16 makes possible to introduce the one-electron Coulomb
and exchange group operators J^S(i) and K^S(i) describing the poten-
tial due to electrons in group S:
J^S(i) =
NSX
j2S


	S
 1
rij
	S ,
K^S(i) =
NSX
j2S


	S
 P^(i, j)
rij
	S . (1.17)
Moreover, the full Hamiltonian (1.14) can be now expressed as a sum
over groups, H^full =
P
R H^
R
eff, with
H^Reff =
NRX
i2R
h^eff (i) +
1
2
NRX
i2R
NRX
j6=i2R
g^ (i, j)
=
NRX
i2R
8<:h^ (i) + 12X
S6=R
h
J^S(i) - K^S(i)
i9=;+ 12
NRX
i2R
NRX
j6=i2R
g^ (i, j) .
(1.18)
Each H^Reff is spanned within the R-group spin-orbital subspace

'R
	
or in the space of basis functions associated with the group

R
	
following Equation 1.4. Therefore each of the H^Reff	
R=E	R equations
can be solved individually.
Matrix elements of J^S(i) and K^S(i) are most conveniently defined
in terms of the one-electron reduced density matrix S of the group
S [81]:

'Ri
 J^S 'Rj  =X
k,l
Skl


'Ri '
S
l
 g^ 'Rj 'Sk ,

'Ri
 K^S 'Rj  =X
k,l
Skl


'Ri '
S
l
 g^ 'Rk'Sj  , (1.19)
where on the right hand side we have linear combinations of two-
electron integrals connecting groups R and S, multiplied by matrix
elements (ME’s) of S in the spin-orbital basis of the group S. The
reduced density matrix in the MO basis can be defined in terms of
excitation operators X^kl that probe if two determinants differ in theX^kl takes a very
simple form aykal in
second quantization
language.
occupation of orbitals k and l:
kl = h	j X^kl j	i =
X
I,J
CICJ hIj X^kl jJi . (1.20)
Expanding Equation 1.19 in the finite atomic-like basis using Equa-
tion 1.4 is cumbersome and requires four-indices summations. But
if we restrict ourselves to the case of the closed-shell HF solution
for 	S, the corresponding reduced density matrix takes the diagonal
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form Skl = k,l, such that spin and orbital sums can be eliminated.
The required operators expressed in terms of basis functions

Rm
 J^HFS Rn =X
t,u
PStu


Rm
S
u
 g^ RnSt  ,


Rm
 K^HFS Rn =12X
t,u
PStu


Rm
S
u
 g^ Rt Sn , (1.21)
can be easily evaluated and added to the one-electron Hamiltonian
h^Reff in Equation 1.18. Here P
S
tu are elements of the reduced density
matrix in the atomic-like basis. For the closed-shell HF solution they
are fully defined by the expansion coefficients of the occupied MO’s
PStu =
X
k,l

klc
l
tc
k
u
HF"#
= 2
NS=2X
k
ckt c
k
u . (1.22)
Equation 1.18 defines an embedding problem, where the effect of
one or more groups S onto the group of interest R is completely given
by Coulomb and exchange potentials as in Equation 1.19 or equiva-
lently by the one-body reduced density matrices Equation 1.22. It is
quite general and can be applied to any system that consists of sepa-
rable groups of electrons [81]. These ideas were applied to insulating
solids within the cluster-in-solid embedding scheme [87–90].
The electronic state of a periodic system is commonly represented
in terms of Bloch functions, which are simultaneously eigenfunctions
of the periodic Hamiltonian and the lattice translation operator:
f~k,(~r)=u~k,(~r) e
i~k~r, (1.23)
where  labels the bands e(~k), and u~k,(~r) are functions that have the
periodicity of the Hamiltonian. Equivalently, the electronic structure
can be represented in real space with the help of spatially-localized
Wannier orbitals (WO’s) [1]. Bloch waves can be transformed into
WO’s by an unitary transformation:
wL,(~r)=
1p


Z
BZ
e-i
~k~RLf~k,(~r)d
3~k , (1.24)
with
 standing for the volume of the Brillouin zone and ~RL being the
lattice vector associated with a unit cell L. The complete orthonormal
set of WO’s is defined within a single reference unit cell specified
by the lattice vector ~R0. However, each WO can spread beyond the
unit cell where it is centered and in principle have infinitely long
radial distributionz. The latter point becomes more clear when we z In insulators it
quickly decays after
few close-neighbour
sites, while in metals
WO’s are more
delocalized.
expand a WO in a finite Gaussian basis set

(~RL)E very much
alike Equation 1.4. In Dirac notation this expansion reads
w(~R0)E = solidX
~RL
NX
(~RL)
c
(~RL)
(~RL)E . (1.25)
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In practical implementations the sum over lattice vectors ~RL is re-
stricted to a large set of ~RL using certain cutoff criteria [91].
In the embedded-cluster approach the full system is partitioned
into the cluster and the embedding parts in real space. In this case the
real-space WO’s representation is a natural choice, as localized WO’s
can be easily partitioned into the corresponding groups. WO’s as ob-
tained from the periodic HF calculation are used within the cluster-in-
solid scheme [87–90] not only for construction of the embedding, but
also as starting orbitals for the cluster calculations. The required peri-
odic HF solution can be found directly in the basis of WO’s [92, 93],
but more commonly it is done in terms of Bloch functions with sub-
sequent transformation to WO’s. For some of the investigations pre-
sented in this thesis, we used the crystal package for the prior pe-
riodic calculations [94] together with the built-in Wannier-Boys local-
ization module [91].
From the set of occupied HF WO’s fwg one can select a subset
associated with ions of a finite cluster C. In general Cmay not coincide
with the crystallographic unit cell or a larger supercell, therefore the
cluster subset should be defined as

wC
	
w(~RL) 2 C. The rest of
the occupied WO’s implicitly form an infinite subset associated with
the HF environment

wE
	
= fwg n

wC
	z. This way each WO belongsz Embedding set is
the full set minus
the cluster one.
either to the cluster or the environment, in other words the two sets
are disjoint

wE
	\wC	 = ;. Therefore, determinants constructed
within each set obey the strong orthogonality condition (1.13) and
the single-determinant HF wavefunction of the infinite system can
be written as a generalized product full=MA^

CE

according to
Equation 1.12 [81]. Furthermore, following Equations 1.14 and 1.18
the full Hamiltonian reads
H^full = H^C + H^E +
h
J^CE - K^CE
i
= H^Ceff + H^
E
eff. (1.26)
An important feature of Equation 1.26 is that effective operators on
the right-hand side are defined in nonintersecting WO suspaces, and
H^full is effectively block-diagonal, with ME’s
hwj H^Ceff
w=hwj H^full w ,  w,w2C . (1.27)
On the other hand, by regrouping terms in Equation 1.18 one can
formally write
H^Ceff = H^
C + V^emb , (1.28)
where V^emb is the embedding potential operator that incorporates all
terms on top of the bare H^C defined in Equation 1.15. Within the HF
method ME’s of the embedding potential V^HF can be obtained using
the self-consistent Fock operator from the periodic calculation F^full
and the Fock operator of the cluster subsystem H^C. The latter is fully
defined by the set of occupied WO’s

wC
	
and the corresponding
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reduced density matrix C. ME’s of the embedding potential are then
expressed as
hwj V^HF
w=hwj F^full w- hwj F^C w  w,w2C .
(1.29)
The one-electron embedding operator V^HF represents the interac-
tion between the cluster and the infinite solid at the HF level. But
since the cluster and the embedding problems are separated within
this approach, it is possible to perform post-HF calculations for the
cluster region keeping the embedding frozen. For this purpose ME’s
of V^HF have to be calculated within the basis of all WO’s orbitals as-
sociated with C, both occupied

wC
	
and virtual

wC
	
. Localized vir-
tual WO’s are needed to set up the variational space for the local cor-
relation treatment. However, conduction bands are usually strongly
entangled (have avoided crossings at some points in the Brillouin
zone), and their proper localization requires a band-disentanglement
procedure [95–97]. A simple way to get the set of localized virtual
orbitals is to use the projected atomic orbital (PAO) procedure intro-
duced by Pulay [98–101]. Within this formalism the occupied WO’s
wC
	
are projected out from the atomic basis set associated with the
cluster using the Schmidt orthogonalization. The remaining orbitals
form, after additional orthonormalization, the required set of virtual
WO’s

wC
	
.
This HF embedding scheme is exact if it is possible to keep the
occupied Wannier orbitals the same in the periodic and cluster cal-
culations. In practice, however, clusters are finite and do not include
all basis functions associated with the embedding, therefore longer-
range tails of WO’s have to be projected out. Such Projection of a WO
w onto the atomic basis set assigned to the cluster region

C
	
reads
jwi =
X
t
ct
Ct E =X
t
"X
u
S-1tu
D
Cu
wE
# Ct E , (1.30)
where w is the projected WO, Ct and 
C
u are basis functions from
C
	
, and S-1tu is the corresponding ME of the inverse overlap ma-
trix. The ‘approximate’ HF cluster and embedding in terms of w is
close to the ‘exact’ one (1.29) if the norms of projections
phwjwi
are close to 1. To guarantee this condition for the region of interest
Birkenheuer et al. [87–89] proposed to enlarge the cluster region and
treat it in a special way. The larger cluster C splits into two parts:
the active region CA where the actual correlation treatment will be
performed and the buffer region CB. The main role of the buffer is
to provide support for the longer-range tails of WO’s centered at
sites in CA and to ensure large norms of their projections. Crystal
WO’s assigned to CB are also projected onto the cluster basis but their
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projection norms are somewhat smaller. However, the effect of this
truncation is compensated by keeping the projections of the occupied
WO’s centered in CB frozen together with their projected-out coun-
terparts incorporated into the embedding potential. Virtual orbitals
associated with the buffer should be excluded from the variational
space in the subsequent post-HF calculations.
Projected functions jwi as obtained in Equation 1.30 are not or-
thogonal and have to be orthonormalized prior to any further treat-
ment. Following the idea of the active and buffer regions, it is sensible
to do the orthonormalization such that WO’s in CA are modified as
little as possible. In the work of Birkenheuer et al. [87–89] the Schmidt
method is first used to orthogonalize WO’s in CB with respect to those
in CA following by Löwdin orthonormalization within each region.
We will denote the projected orthonormalized WO’s as
ew.
Projection and normalization of the cluster WO’s change the corre-
sponding reduced density matrix and the embedding potential (1.29).
It means that by introducing the projected, i.e. truncated, orthonor-
mal WO’s we slightly increase the electron density in the cluster
region. Again, this effect is small when projection norms are close
to 1. In practice, norms of the projected valence-band WO’s centered
within the CA are always larger than 0.99 [88–90, 102–105]. Therefore
the effect is indeed small and only related to the buffer CB. The ex-
pression for the embedding potential in the orthonormalized basis
follows Equation 1.29. The only difference is the reduced density ma-
trix:
ew V^HF ew=
ew F^full ew- 
ew F^eC ew  ew, ew2C .
(1.31)
Matrix elements

ew F^full ew can be easily evaluated using the
expansions
ew = Pt ect Ct . For the closed-shell HF case Equa-
tion 1.31 can be further simplified, because the reduced density ma-
trix takes a diagonal form eCkl HF"#= 2k,l. To construct the HF em-
bedding potential in this case one only needs the crystal Fock ma-
trix F^full and the set of orthonormalized orbitals
ewC	 in the atomic
basis associated with the cluster

C
	
. That is exactly what is pro-
vided by the crystal-molpro interface program [106]. An extension
to open-shell HF problems is straightforward, as the only additional
quantity required is the reduced density matrix eC in terms of pro-
jected orthonormalized WO’s. Cluster-in-solid HF embeddings (in
conjunction with high-level cluster calculations) were used for obtain-
ing correlated quasiparticle bands in ionic and covalent solids [88–
90, 103, 105] and for the calculation of the local multiplet structure
in correlated oxides [102, 104]. Further application of the HF embed-
ding to low-dimensional TM oxides is presented in Chapter 2 and
Chapter 3 of this thesis.
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The presented scheme is not the only way to build an embedding
that takes into account interactions beyond basic electrostatics [67, 68].
Even if we restrict ourselves to the HF level of theory, we can find
other methods alternative to the cluster-in-solid scheme. There are
several DFT embedding approaches [68, 86, 107–109] that can in prin-
ciple use the HF functional. Several of them are formulated entirely in
terms of electron density and have to deal with non-additive kinetic
energy term functional either approximately [107, 109], or using addi-
tional potential reconstruction [108]. Other employ the orthogonality
of the cluster and embedding Kohn-Sham orbitals [86], similar to the
cluster-in-solid scheme as described above. Recently an embedding
theory that uses the density matrix rather than the electron density
to represent the embedding has been proposed [110–112]. The idea
behind the density-matrix embedding theory (DMET) is to use the
Schmidt decomposition to represent the total WF [113] instead of the
generalized product (1.12) used in cluster-in-solid scheme. It allows
to represent the interaction of the finite fragment with the environ-
ment (even infinite) using just as many additional orbitals as con-
tained within the fragment. This ‘doubled’ set of orbitals is half-filled
with electrons, that have to be redistributed between the fragment
and the additional (bath) orbitals. It means that fractionally-charged
fragments, that occur if some bonds are broken during the construc-
tion of the embedding problem, can be treated properly. On the other
hand, because the transformation to the DMET picture of fragment
plus bath orbitals is done via the Schmidt decomposition, all the re-
maining orbitals are projected out and the ability to correlate any
other virtual or occupied orbital is lost. The applicability of DMET
and other embedding schemes mentioned in this paragraph to ab ini-
tio calculations for strongly correlated solids is not clear and should
be examined in separate studies.

Part II
3d T R A N S I T I O N - M E TA L C O M P O U N D S

2d - L E V E L E L E C T R O N I C S T R U C T U R E O FO N E - D I M E N S I O N A L C U P R AT E S
Correlated electronic structure and material trends in the se-ries of one-dimensional (1D) Cu 3d9 oxides is addressed inthis chapter. Particular attention is paid to fine details con-
cerning the d-level relative energies and splittings. The motivation to
study the 1D copper compounds is twofold. On one hand, we would
like to check the performance of the cluster-in-solid computational
scheme described in Chapter 1 for the case of highly anisotropic chain
and ladder Cu d9 systems. Quantum chemical calculations on rela-
tively small clusters have been earlier performed on two-dimensional
(2D) cuprates, e.g. the layered materials La2CuO4 and Sr2CuO2Cl2,
and the chain-like 1D system Sr2CuO3 [114]. However, differences as
large as 0.5 eV were found between the on-site d–d excitation energies
reported for La2CuO4 and Sr2CuO2Cl2 in Ref. [114] and more recent
results discussed in Ref. [104]. Those differences seem to be related to
the less precise description in Ref. [114] of the adjacent 3d-metal and
farther O ions around the CuO4 plaquette at which the d–d excited
states are explicitly computed. Similar differences are found as com-
pared to earlier QC calculations for the d-level splittings of the chain
system Sr2CuO3, which shows that a careful analysis of this issue is
indeed well motivated.
Secondly, our ab initio data should be helpful for the correct inter-
pretation of RIXS and optical spectra in these compounds. For highly
anisotropic structures, the degeneracy of both the t2g and eg levels is
lifted and the excitation spectra display a very rich structure. Even in
the 2D compounds, the sequence of the different excited states cannot
be always predicted beforehand. For example, due to the different ra-
tios between the in-plane and apical Cu–O bond lengths, the z2 hole
state corresponds to the lowest crystal-field excited state in La2CuO4,
with a relative energy of 1.4 eV [104, 115], and to the highest crystal-
field excitation in HgBa2CuO4, with a relative energy of 2.1 eV [104].
The situation should be even more complex in 1D systems. Reliable ab
initio results are therefore desirable for the chain and ladder cuprates.
Along this line we undertake a systematic study of three classes of
low-dimensional Cu compounds: (i) chains of corner-sharing plaque-
ttes/octahedra in Sr2CuO3, SrCuO2, and KCuF3; (ii) systems display-
ing edge-sharing plaquettes such as LiVCuO4, CuGeO3, LiCu2O2
and Li2CuO2; (iii) the two-leg ladder compound CaCu2O3.
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2.1 Computational details
For the present study we use the cluster-in-solid embedding method-
ology introduced in Section 1.2 [106]. In this approach the embed-
ding for the correlated cluster calculation is prepared on the basis
of prior periodic HF calculations for the infinite crystal. The peri-
odic restricted Hartree–Fock (RHF) calculations were performed with
the crystal program package [94], while the finite-cluster post-HF
treatment is carried out with the molpro quantum chemical software
[116]. We applied Gaussian-type atomic basis sets from the crystal
library, i.e. basis functions of triple-zeta quality [38] for Cu, O, and
F, and basis sets of either double-zeta or triple-zeta quality for metal
ions next to the CuO2 chains (e.g. Li, Ca or V). In all computations
experimental lattice parameters were used, as reported in Refs. [117–
124].
Post-HF correlation calculations are carried out on finite embed-
ded clusters. Each cluster C consists of two distinct regions: an active
region CA where the actual correlation treatment is performed and a
buffer region CB whose role is to provide support for the longer-range
tails of orbitals centred at sites in CA. The active region CA includes
one reference Cu site, the nearest neighbour (NN) ligands, and the
NN Cu ions. For the studied systems, a given Cu ion may have four,
five or six NN ligands, forming L4 plaquettes, L5 pyramids or dis-
torted L6 octahedra around a particular Cu site. As concerns the CB
region, we include in there each ligand coordination cage around the
NN Cu sites and all NN closed-shell metal ions. In CuGeO3, for ex-
ample, there are 8 Ge4+ NN’s. In LiCu2O2, there are 5 Cu1+ 3d10
and 8 Li1+ NN’s.
The occupied orbitals in the buffer region CB are kept frozen as
obtained from the periodic RHF calculation. In contrast, all valenceThe orbital basis for
the correlation
calculations is a set
of HF WO’s
projected onto the
atomic basis
functions at sites in
the cluster region,
see Section 1.2.
orbitals centred at ligand and Cu sites in CA are further reoptimized
in multiconfiguration CASSCF calculations. In the latter, the ground-
state wavefunction and the crystal-field excited states at the central
Cu site are computed by state-averaged multiroot optimizations. The
Cu d-level splittings are finally obtained from additional MRCI calcu-
lations with single and double excitations [11, 38]. The central Cu 3s,
3p, 3d, NN ligand 2p, and NN half-filled Cu 3d orbitals are correlated
in MRCI.
Although the orbitals at the atomic sites of C are derived for each of
the compounds by periodic RHF calculations for the Cu 3d9 electron
configuration, the embedding potentials are obtained by replacing the
Cu2+ 3d9 ions by closed-shell Zn2+ 3d10 species. This is a reasonably
good approximation for the farther 3d-metal sites, as the comparison
between our results and RIXS data shows [104, 115].
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2.2 Chains of corner-sharing CuO4 plaquettes
The 1D compounds Sr2CuO3 and SrCuO2, built of chains of corner-
sharing CuO4 plaquettes, display a number of quite unusual proper-
ties. First, these materials have the largest NN antiferromagnetic (AF)
exchange integrals in the family of Cu d9 oxides. Yet, the interchain
couplings are very weak [125–130]. They thus constitute ideal systems
for studying the magnetic response of 1D spin-1=2 antiferromagnets.
Secondly, high-resolution angle-resolved photoemission and RIXS ex-
periments on these compounds have for the first time revealed the
realization of spin-charge and spin-orbital separation in 1D electron
systems [4, 5, 131, 132].
Results for the d-level splittings of Sr2CuO3 and SrCuO2 are listed
in Table 2.1. As concerns the crystallographic details, a major differ-
ence between these two compounds is the presence of a network
of single CuO2 chains in Sr2CuO3 [117], see Figure 2.1a, whereas
SrCuO2 displays a double-chain structure, with CuO4 plaquettes on
adjacent chains sharing common edges [118]. The clusters we use
in our CASSCF and MRCI calculations include therefore two NN
plaquettes in the case of Sr2CuO3 and four adjacent plaquettes for
SrCuO2. The coordinate system is chosen such that the x-axis is along
the CuO2 chains and z is perpendicular onto the CuO4 plaquettes. In
this framework, the ground-state hole orbital has x2-y2 symmetry
(shown in Figure 2.1). The data in Table 2.1 show that the d-level
splittings in Sr2CuO3 and SrCuO2 are very similar. In both cases, the
relative energy of each particular excited state is not very different
from the corresponding value in the Li2CuO2 compound, see Sec-
tion 2.4. As in Sr2CuO3 and SrCuO2, there are no apical ligands in
Li2CuO2 either. Results for the d-level electronic structure of the lat-
ter compound are listed in Table 2.3.
Inclusion of single and double excitations on top of the CASSCF
wavefunctions brings a nearly uniform upward shift of 0.1 to 0.2 eV
for the d–d transitions. By adding Davidson corrections [38], the rel-
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Figure 2.1: Chains of CuO4 plaquettes in Sr2CuO3 and SrCuO2.
The ground-state hole orbital is dx2-y2 in both cases.
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hole orbital Sr2CuO3 SrCuO2
casscf/mrci casscf/mrci
x2 - y2 0/0 0/0
xy 1.20/1.50 1.26/1.55
yz 1.83/2.14 1.77/2.03
xz 1.90/2.24 1.88/2.19
z2 2.16/2.55 2.08/2.44
Table 2.1: CASSCF/MRCI d–d excitation energies for corner-sharing chains
of CuO4 plaquettes in Sr2CuO3 and SrCuO2 (eV). The MRCI val-
ues include Davidson corrections.
ative energies of the excited states further increase by 0.05 to 0.1 eV.
The MRCI values presented in Table 2.1 and Table 2.3 include such
Davidson correction terms. This is done to account for the lack of
quadruple and higher excitations in the MRCI expansion, which leads
to size-inconsistency of the method [38].
The relative stabilization of the electronic ground state with respect
to the higher lying states in MRCI is mainly related to ligand 2p to
metal 3d charge-transfer correlation effects which are more important
for the in-plane dx2-y2 hole orbital having -type overlap with the
NN O 2p functions.
As concerns the comparison with other theoretical investigations,
there are differences of 0.3 eV or more between the d–d excitation en-
ergies listed for Sr2CuO3 in Table 2.1 and the values computed earlier
in Ref. [114]. We presume that these large differences, e.g. about 0.5
eV for the yz hole states, are mainly related to the approximations
used in Ref. [114] for representing the Cu and O ions on NN plaque-z The virtual orbital
space in the MRCI
calculation cannot
be presently
restricted just to the
CA region. It thus
includes virtual
orbitals in both CA
and CB, which leads
to very large MRCI
expansions. To make
the computations
feasible, we restrict
our study to FM
alignment of the d
spins. Even for FM
clusters, the MRCI
expansion may
include in some
cases up to 1010
Slater determinants.
ttes. While here we represent those species at the all-electron level, in
the earlier study [114] the NN Cu and O ions were modeled by Mg2+
ions and formal 2- point charges, respectively. Point charges were
also used for the embedding employed in Ref. [114].
We note at this point that in an AF lattice the relative energy of
a given state within the dn manifold is a sum of a crystal-field con-
tribution, i.e. an on-site crystal-field splitting, and a magnetic term
(see also the discussion in Refs. [104, 133]). As mentioned above, the
AF NN spin coupling constant J is remarkably large in Sr2CuO3 and
SrCuO2, 0.20 to 0.25 eV [125–129]. From the exact Bethe-ansatz solu-
tion for the 1D Heisenberg Hamiltonian [134–137], the AF ground-
state stabilization energy is J ln 2. On the other hand, from overlap
considerations, we conclude that for the crystal-field excited states
the (super)exchange with the NN Cu dx2-y2 spins is either zero or
much weaker. For technical reasonsz, the quantum chemical calcu-
lations were here performed for a ferromagnetic (FM) cluster. For a
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meaningful comparison between the MRCI results and experimen-
tal RIXS data, one should therefore subtract a term J ln 2 from the
relative RIXS energies, representing the energy stabilization of the
AF ground-state with respect to the crystal-field excited states. These
considerations are relevant in light of future RIXS measurements on
AF 1D cuprates.
2.3 Corner-sharing CuF6 octahedra in KCuF3
KCuF3 is a prototype material for systems with strong coupling among
the charge, orbital, and spin degrees of freedom [138–140]. The crys-
talline structure of this compound is perovskite-like [124], i.e. three-
dimensional (3D). The degeneracy of the Cu eg levels in an ideal
perovskite lattice is lifted however through cooperative Jahn-Teller
distortions. The latter imply a configuration with alternating, longer
and shorter, Cu–F bonds for Cu ions along the y and z axes and
orbital ordering in the yz plane. The hole in the Cu 3d shell thus
alternately occupies 3dx2-y2 and 3dx2-z2 orbitals.
In the yz plane, the magnetic couplings are weak and FM. On the
other hand, along the x-axis the NN J is large and AF [141]. Actu-
ally this makes KCuF3 a close to ideal 1D Heisenberg antiferromag-
net. The predictions for the low-lying spin excitations of the 1D AF
Heisenberg chain [136, 137] have been indeed confirmed by inelastic
neutron scattering experiments [142].
The magnetic behavior changes from 1D to 3D at the Néel tempera-
ture TN=39 K. The emergence of sharp crystal-field absorption peaks
in the optical spectra approximately 10 K above TN has been inter-
preted as evidence for a symmetry change related with a crossover
from dynamic to static displacements of the F ions [143]. In this pic-
ture, the orbital and 3D AF ordering are intimately related, in the
sense that the former paves the road for the latter.
The d–d excitation energies seen in the optical spectra were com-
pared in Ref. [143] with the outcome of DFT band-structure calcula-
tions. However, strictly speaking, DFT is a ground-state theory. Here,
we provide results of excited-state CASSCF and MRCI calculations for
the Cu d-level splittings in KCuF3, see Table 2.2. The MRCI treatment
brings corrections of 0.1–0.15 eV to the CASSCF splittings, somewhat
smaller than for the oxides discussed in Section 2.2. This is related to
the more ionic character of the Cu–F bond in KCuF3 and smaller de-
gree of Cu 3d and F 2p orbital mixing. As a general trend, the MRCI
results tend to slightly underestimate the values corresponding to the
maxima of the experimental absorption peaks, by 0.1–0.2 eV. One ob-
vious effect of the less anisotropic environment is a much smaller
splitting between the two eg components dx2-y2 and dz2 . This partic-
ular electronic-structure parameter is in fact the smallest among the
Cu d9 compounds investigated here.
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hole orbital casscf mrci experiment*
x2 - y2 0 0 0
z2 0.76 0.85 0.71–1.02
xy 0.89 1.01 1.05–1.15
yz 1.04 1.17 1.21–1.37
xz 1.11 1.25 1.34–1.46
* Optical absorption, Ref. [143]. The two numbers correspond to the onsets and
the maxima of the absorption bands, respectively.
Table 2.2: Cu d–d excitation energies in KCuF3 (eV). The ground-state
Cu t62gd
2
z2
d1
x2-y2
configuration is taken as reference. The Jahn-
Teller distortions occur within the yz plane. The MRCI values in-
clude Davidson corrections.
2.4 Chains of edge-sharing CuO4 plaquettes
Cuprates in which the CuO4 plaquettes are edge-sharing, are char-
acterized by weak superexchange interactions between NN Cu spins,
which is due to Cu–O–Cu bond angles that are close to 90. Depend-
ing on the detailed crystal structure, the NN interaction is usually FM,
like in LiVCuO4 and Li2CuO2) [144–146]. It may also be however AF,
as it happens in CuGeO3 [147, 148]. The in-chain next-NN exchange
is always AF and causes frustration independently of the sign and
size of the NN coupling. Further, the longer-range intrachain and in-
terchain couplings are sizeable as well in some of these compounds
and lead to an intricate competition of magnetic interactions. This has
resulted in an appreciable scientific interest in the edge-sharing chain
systems.
In LiVCuO4 the ratio of the FM NN coupling and the AF next-
NN exchange – the frustration parameter – is controversial [144, 145].
For LiCu2O2 even the sign of the NN coupling constant gave rise to
debate [149–151]. It has been also argued that a large fourth-nearest-
neighbour AF coupling constant is responsible for the incommensu-
rate helimagnetic ground state of LiCu2O2 [149]. In CuGeO3 the NN
exchange is AF and this system is famous to undergo the spin-Peierls
transition [147, 148] to an AF state with a gapped excitation spec-
trum. When deriving the values of the shorter- and longer-range ex-
change interactions in terms of downfolding techniques within the
DFT framework, also the 3d-level excitation energies come into play.
The calculated CASSCF and MRCI results for the Cu d-level split-
tings in LiVCuO4, CuGeO3, LiCu2O2, and Li2CuO2 are listed in Ta-
ble 2.3. The finite embedded clusters on which the correlation treat-
ment is carried out include one central and two NN CuO4 plaquettes
for the single-chain compounds LiVCuO4, CuGeO3, and Li2CuO2,
see Figures 2.2a, 2.2b and 2.2d. For the zigzag double-chain system
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Figure 2.2: Chains of edge-sharing CuO4 plaquettes in four studied systems.
The ground-state hole orbital dx2-y2 is shown for each com-
pound.
LiCu2O2 [122], the cluster C includes four adjacent plaquettes, see
Figure 2.2c. The coordinate framework is chosen such that z is per-
pendicular to the CuO4 plaquettes, and the x and y axes are along
the in-plane Cu–O bonds.
As for the corner-sharing plaquettes in Sr2CuO3 and SrCuO2 (see
Section 2.2), inclusion of single and double excitations on top of the
CASSCF wavefunctions brings a nearly uniform upward shift of 0.1
to 0.2 eV for the d–d transitions. By adding Davidson corrections, the
relative energies of the excited states further increase by 0.05 to 0.1 eV.
The MRCI values listed in Table 2.3 include the Davidson correction
terms. A second effect which deserves attention is the large variations
found for the relative energy of the dz2 excited hole state. It is known
that the length of the apical Cu–O bond varies widely in Cu d9 oxides.
The strong influence of the apical bond length on the dz2 hole excita-
tion was previously stressed for 2D cuprates in, e.g. Refs. [104, 115].
Using simple electrostatic arguments, when the negative apical ions
are closer to the Cu site, less energy is required for exciting the in-
plane Cu 3d hole to the dz2 orbital pointing toward those apical lig-
ands. As concerns the chain-like compounds from Table 2.3, there are
two apical O ions in CuGeO3, one apical in LiCu2O2, and no apical
ligand in Li2CuO2. The relative energy of the dz2 hole state conse-
quently increases from 1.71 eV in CuGeO3 to 1.98 in LiCu2O2 and
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hole orbital LiVCuO4 CuGeO3 LiCu2O2 Li2CuO2
casscf/mrci
x2 - y2 0/0 0/0 0/0 0/0
xy 1.08/1.28 1.19/1.41 1.13/1.43 1.20/1.52
xz 1.25/1.47 1.42/1.61 1.58/1.88 1.72/2.04
yz 1.29/1.52 1.45/1.64 1.64/1.94 1.72/2.04
z2 0.98/1.18 1.50/1.71 1.67/1.98 1.93/2.30
Table 2.3: Calculated d–d excitation energies for edge-sharing chains of
CuO4 plaquettes (eV). The MRCI values include Davidson cor-
rections.
to 2.30 eV in Li2CuO2. In LiVCuO4 there are two apical O ions as in
CuGeO3 but the apical bond lengths are much shorter as compared
to CuGeO3, 2.49 versus 2.76 Å (see Refs. [119, 121]). The dx2-y2 to
dz2 excitation energy in LiVCuO4 is thus substantially lower, 1.18 eV,
even lower than in La2CuO4, where the apical bond length is 2.40 Å
and the transition to the dz2 orbital occurs at about 1.4 eV [104, 115].
However, one additional effect which comes into play in LiVCuO4 is
the strong covalency between the V ions and both in-plane and apical
O neighbours of the Cu sites. Such covalency effects on the VO4 tetra-
hedra, see Figure 2.2a, give rise to large deviations from the formal
V5+ and O2- valence states employed in a fully ionic picture. When
large deviations from the formal value of 2- occur for the effective
charges of all adjacent O ions, the strongest affected is actually the
ground-state energy because there are four O neighbours to which
the lobes of the Cu dx2-y2 orbital are directed. This ‘destabilization’
of the ground-state energy of LiVCuO4 explains the nearly uniform
downward shift of the dxy, dyz, and dxz excited hole states, by about
0.15 eV as compared to CuGeO3 (see Table 2.3).
2.5 A ladder cuprate: CaCu2O3
In the so-called ladder compounds, the transition-metal ions are ar-
ranged in a planar network of ladders which can display two or more
legs. These systems became subject of intense study when Dagotto et
al. [152, 153] found theoretical evidence that the isolated S= 1=2 AF
two-leg ladder has a finite spin gap, i.e. a finite energy is needed to
create a spin excitation.
Physical realizations are found in the vanadium oxide compound
CaV2O5 [154, 155] and in cuprates such as CaCu2O3, SrCu2O3 [156],
and (Sr,Ca)14Cu24O41 [157, 158]. The latter system also displays su-
perconductivity [159].
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hole orbital casscf mrci
x2 - y2 0 0
xy 1.09 1.32
yz 1.46 1.69
xz 1.61 1.87
z2 1.67 1.96
Table 2.4: CASSCF and MRCI d–d excitation energies for the ladder system
CaCu2O3 (eV). The MRCI values include Davidson corrections.
We analyze in this section the d-level electronic structure of
CaCu2O3. For most of the two-leg ladder cuprates, including
CaCu2O3, octahedra on the same ladder share common corners while
adjacent octahedra on different ladders share common edges. One
peculiar feature of CaCu2O3 is that on each rung of a ladder the
Cu–O–Cu angle is 123, much smaller than in other ladder com-
pounds [123]. This is the reason the intersite magnetic couplings
across the rungs are AF and small, about 10 meV, while the superex-
change along the leg of the ladder is AF and one order of magnitude
larger, about 135 meV [160]. In other words, from the magnetic point
of view the system is rather 1D, with weakly interacting AF CuO2
chains. Choosing the x-axis parallel to the rung and y along the leg
of the ladder, the ground-state hole orbital is dx2-y2 .
The quantum chemical calculations were carried out on a cluster
whose active region CA is defined by one reference CuO4 plaquette
and the five adjacent Cu ions (one Cu NN on the same rung, two leg
NN’s, and two Cu NN’s on an adjacent ladder). The buffer region CB
includes the two apical O ions of the reference Cu site, the nearest
four ligands for each adjacent Cu ion, and six Ca neighbours. The
apical O ligands are at rather large distance from the central Cu site,
3.0Å [123].
CASSCF and MRCI results for the Cu d-level splittings in CaCu2O3
are listed in Table 2.4. The MRCI treatment and the Davidson correc-
tions bring shifts of 0.2 to 0.3 eV to the CASSCF d–d excitation ener-
gies. The excitation energies to the dxz, dyz, and dz2 orbitals are some-
what smaller than in Sr2CuO3, SrCuO2, and Li2CuO2 because in the
latter compounds there are no apical ligands. At the same time, the
splitting between dx2-y2 and dz2 is larger than in the other cuprates
we are investigating in this chapter, see Figure 2.3, because the apical
Cu–O bond length is the largest in CaCu2O3.
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Figure 2.3: MRCI crystal-field splittings in 1D Cu d9 compounds. Ground
state configurations with a hole in the dx2-y2 orbital are taken
as reference.
2.6 Conclusions
It has been shown in this chapter that wavefunction-based electronic-
structure calculations are well-suited for computing local charge ex-
citations as observed in transition-metal oxides by optical and RIXS
measurements. While this was demonstrated previously for a num-
ber of layered cuprates [104], we have extended those applications
to 1D and ladder compounds. Results and trends for the d–d exci-
tations in low-dimensional cuprates are summarized in Figure 2.3.
The ab initio data compare well with the results of optical absorption
measurements on KCuF3 [143]. Future RIXS experiments on other
1D cuprates included in Figure 2.3 will constitute a direct test for
the symmetries and energies of the different d–d excitations that we
predict here.
From a more general perspective, the results reported here clearly
indicate the significant potential of the ab initio wavefunction-based
methods in the context of correlated electronic materials and the need
to further develop such techniques in parallel with approaches based
on density functional theory. The latter has revolutionized the field of
electronic-structure calculations but its limits are also clear. Computa-
tions of excited states of strongly correlated electrons are in a way the
worst case for DFT. One is then forced to avail oneself to alternatives,
i.e. wavefunction-based methods. An attractive feature is that strong
correlations can be handled by CASSCF calculations even when the
full system is infinite. In all approximations which are being made,
the accuracy of the wavefunction-based methods can be progressively
increased. Here we supplemented the CASSCF calculations by MRCI,
yet, alternative supplementary methods are possible.
3d –d E X C I TAT I O N E N E R G I E S I NL O W- D I M E N S I O N A L Ti A N D V
O X Y C H L O R I D E S
In this chapter we study the local d-d excitation energies for twostrongly correlated Mott insulators, the low-dimensional oxy-chlorides TiOCl and VOCl, using a quantum chemical cluster-
in-solid computational scheme. The Ti d1 single-electron configura-
tion is to a great extent complimentary to the single-hole Cu d9 case
studied in the Chapter 2, having in mind electron-hole symmetry.
TiOCl harbours quasi-one-dimensional spin chains made of S = 1=2
Ti3+ ions, while the electronic structure of VOCl displays a more
two-dimensional character. The d-level electronic structure of TiOCl
has been previously addressed by optical absorption experiments
corroborated with model-Hamiltonian configuration-interaction sim-
ulations of the optical spectra [161, 162], DFT-based investigations
[163–167], ab initio quantum chemical cluster calculations [168], and
RIXS measurements [169]. The V oxychloride compound, on the other
hand, is much less investigated. On the experimental side, basic in-
formation concerning its d-level electronic structure is available from
optical absorption data [170]. We here perform a detailed quantum
chemical investigation to better understand the nature and symmetry
of the different excited states identified by optical experiments [170].
3.1 Structural and computational details
TiOCl and VOCl display the same highly anisotropic crystalline struc-
ture, with a bilayer network of metal and oxygen sites well separated
along the crystallographic c axis by double Cl layers (see Figure 3.1).
Each metal ion lies in the center of a distorted O4Cl2 octahedron. Ad-
jacent octahedra share edges along the b axis and corners along a.
The unit cell is orthorhombic, with space group Pmmn (number 59)
[171, 172].
Our computational investigation implies a sequence of several
steps. Periodic restricted HF calculations are first performed with the
crystal package [94]. We used the experimental lattice parameters
and all-electron Gaussian-type basis sets [38]. Further post-HF corre-
lation calculations are carried out on finite embedded clusters. The
same type of cluster is employed for both TiOCl and VOCl. It con-
sists of nine MO4Cl2 octahedra, i.e. one reference octahedron plus
eight neighbouring octahedra, where M is either Ti or V. The ref-
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Figure 3.1: Layered crystal structure of TiOCl and VOCl. A distorted O4Cl2
octahedron is highlighted on the right hand side. The coordinate
framework is chosen such that the y and z axes are not along the
metal–ligand bonds, see text.
erence octahedron in the center of this cluster C defines the active
region CA where local d-d excitations are explicitly computed. The
adjacent eight octahedra constitute a buffer region CB. The role of the
sites in CB is to provide support for the tails of WO’s in the CA region
(see Chapter 1 for more details).
With the help of the cluster-in-solid scheme, the HF data is used
to generate an effective embedding potential for the nine-octahedra
fragment C. This potential is obtained from the Fock operator in the
restricted HF calculation as described in Section 1.2 and models the
surroundings of the finite cluster, i.e. the remaining of the crystalline
lattice. The orbital basis for the correlation calculations is a set of pro-
jected HF Wannier functions. Localized HF WO’s are obtained with
the Wannier-Boys localization module [91] of the crystal package
and subsequently projected onto the set of Gaussian basis functions
associated with the atomic sites of the cluster C. For our choice of CB,
the norms of the projected WO’s centered within the active region CA
are not lower than 99.8% of the original HF WO’s.
All valence orbitals centered at ligand and metal sites in CA (in-
cluding their tails in CB) are further reoptimized in multiconfigura-
tion CASSCF calculations [38]. In the latter, the ground-state wave-
function and the crystal-field excited states at the central Ti/V site
are computed in state-averaged multiroot calculations. The d-level
splittings are finally obtained by additional single and double MRCI
calculations [38]. The CASSCF and MRCI investigations are carried
out with the molpro package [116]. The effective embedding poten-
tial is added to the one-electron Hamiltonian in the CASSCF/MRCI
computations with the help of the crystal-molpro interface [106].
We used O and Cl basis sets of triple-zeta quality as designed by
Towler et al. [173] and Prencipe et al. [174]. For the Ti3+ and V3+
species, we employed the triple-zeta s and p basis sets of Mackrodt
et al. [175] and Dovesi et al. [176], respectively, plus triple-zeta d basis
functions as designed by Ahlrichs et al. [177].
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state casscf* /caspt2* casscf/mrci rixs† optics‡
t12g,y
2-z2 0/0 0/0 0 0
t12g, xy 0.29/0.29 0.36/0.34 0.32 —
t12g, xz 0.66/0.68 0.65/0.63 0.55 0.65
e1g, yz 1.59/1.68 1.51/1.55 1.41 1.50
e1g, x2 2.30/2.37 2.35/2.36 2.01 —
* Ref. [168]; † Ref. [169] data with Jb ln 2= 0.04 subtracted from each of the RIXS
values, see text; ‡ Ref. [162].
Table 3.1: Ti3+ d-d excitation energies in TiOCl, quantum chemical vs. exper-
imental results. A non-standard local reference system is chosen
for the octahedrally coordinated Ti ion, see Figure 3.1, with a ro-
tation of 45 around x. The ground-state d1
y2-z2
configuration is
taken as reference. All energies are given in eV.
3.2 Quasi-one-dimensional titanium oxychloride
The magnetic properties of TiOCl have been the topic of extensive
investigations over the last decade. The largest intersite interactions
are AF, occur between NN Ti3+ S=1=2 sites along the b axis, and give
rise to AF spin chains along that direction. The interchain couplings
are also sizable and responsible for geometrical frustration.
The doubling of the unit cell in the low-temperature nonmagnetic
phase [178, 179] suggests a spin-Peierls dimerized ground state at
low temperatures. The observed deviations from conventional spin-
Peierls behavior, e.g. the existence of two distinct phase transitions at
91 and 67 K, were attributed to the above mentioned frustration of
the interchain interactions [161]. Despite the actual
orthorhombic C2v
symmetry at the
Ti/V position, we
use the more
common notations of
the cubic Oh group.
As concerns the electronic structure of TiOCl, DFT calculations
within the LDA indicate sizable occupation numbers for each of the
Ti t2g levels [163–166]. Early interpretations of the unusual physical
properties of this material thus invoked the presence of strong orbital
fluctuations [163, 164, 180]. Inclusion of local Mott-Hubbard-type cor-
relations within DMFT and LDA+DMFT calculations effectively pulls
one of the t2g levels below the other two components and reduces the
occupation of the latter to nearly zero [165, 166]. On the theoretical
side, this is confirmed by earlier quantum chemical cluster calcula-
tions [168] as well by our present results.
In Table 3.1, CASSCF and MRCI results for TiOCl are listed. The
active orbital set contains all five 3d functions at the central Ti3+ site
and the singly occupied 3dy2-z2 orbitals at the eight Ti NN sites. We
considered high-spin intersite couplings, i.e. a FM configuration of Ti
d spins. Although the WO’s at the atomic sites of C are derived from
periodic restricted HF calculations for the Ti3+ 3d1 electron config-
uration, the embedding potential is obtained by replacing the Ti3+
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Figure 3.2: Plots of the singly occupied Ti 3d orbitals for the ground (left)
and each of the crystal-field excited states in TiOCl, as obtained
in the five-root CASSCF calculation. All sites of the cluster C are
shown on the left side of the figure.
3d1 ions by closed-shell V3+ 3d2 species. This is a reasonably good
approximation for the farther 3d-metal sites, as the comparison be-
tween our results and RIXS data shows. In addition to the active Ti
3d functions in CA and CB, all O 2p and Cl 3p orbitals at the central
octahedron are included in the MRCI calculations. Ti 3d orbitals as
obtained for each Ti 3d1 electron configuration in the state-averaged
CASSCF calculation are plotted in Figure 3.2. The ‘tails’ at the NN
ligand sites are also visible in the plots. The asymmetric shape of the
3d functions reflects the distorsion of the ligand octahedron and the
presence of two distinct ligand species.
As expected for a d1 system, the MRCI treatment brings minor
corrections to the d-d CASSCF excitation energies. Our results are
compared in Table 3.1 with earlier CASSCF and CASPT2 data from
Ref. [168]. A major difference between the present and earlier quan-
tum chemical calculations is the size of the embedded clusters, i.e
nine octahedra here and one octahedron in Ref. [168]. In contrast
to other systems, e.g. layered Cu d9 oxides such as La2CuO4 and
Sr2CuO2Cl2 where differences of about 0.5 eV were found as func-
tion of the cluster size (see the discussion in Ref. [104]), the agreement
between the two sets of results is good for TiOCl.
Good agreement is also found with RIXS and optical absorption
experimental data, with deviations not larger than 0.1 eV. The only
exception is the dy2-z2 to dx2 excitation, which is predicted to oc-
cur at 2.36 eV in the quantum chemical calculations and observed at
2.01 eV in RIXS, see Table 3.1. In the optical absorption measurements
[161, 162], this particular transition as well as the dy2-z2 to dxy exci-
tation were not identified, which is related to the different selection
rules for RIXS and optical absorption.
As concerns the comparison with other theoretical approaches,
model-Hamiltonian cluster CI calculations [162] put the lowest d-d
excitation at 0.25 eV, somewhat lower than our data and the RIXS
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results listed in Table 3.1. A value of about 0.25 eV has also been pre-
dicted for the splitting between the dy2-z2 and dxy levels by DFT cal-
culations [167]. These DFT results understimates somewhat the size One has to keep in
mind, however, that
strictly speaking, in
its initial formula-
tion, DFT is only a
ground-state theory.
of the dy2-z2-dxz splitting, 0.46 [167] versus 0.55 eV in RIXS [169],
while the numbers obtained with model-Hamiltonian CI underesti-
mate the dy2-z2-dyz splitting, 1.24 in Ref. [162] versus 1.41 eV in
RIXS [169]. Each of those theoretical approaches provides very good
estimates for the relative energy of the dx2 level. The DFT calcula-
tions in [167], nevertheless, predict a metallic ground state for TiOCl.
An onsite Coulomb repulsion U of about 2 eV can turn the metal
into an insulator [167]. However, the dependence of the d-d splittings
on U is not discussed in Ref. [167]. The model-Hamiltonian CI calcu-
lations [162] are obviously even more sensitive to the choice of the
input parameters because not only the Coulomb repulsion U but also
the Slater integrals, p-d hoppings, and p-d charge-transfer energies
enter as adjustable quantities in that methodology. In contrast, all in-
teractions are computed from scratch, fully ab initio, in the quantum
chemical scheme.
It is known, that the NN spin interactions along Ti chains (parallel
to the b axis) in TiOCl are quite large and AF, Jb  57 meV [163].
But due to technical reasons it is only possible to perform the quan-
tum chemical calculations with FM-aligned NN Ti spins. For a mean-
ingful comparison between the MRCI and RIXS data, we subtracted
in Table 3.1 from the relative RIXS energies reported in Ref. [169] a
term Jb ln 2 0.04 eV representing the energy stabilization of the AF
ground state with respect to the crystal-field excited states (see the
discussion in the last paragraph of Section 2.2).
3.3 Quasi-two-dimensional vanadium oxychloride
In the family of correlated transition-metal oxide materials, the vana-
dium compounds display an impressive variety of vanadium valence
states, crystalline structures, and physical properties. The valence con-
figuration, for example, may vary from V2+ d3 in VO1-x [181, 182]
to V4+ d1 in CaV2O5 [183] and NaV2O5 [184]. While the latter vana-
dates display a layered lattice with ladders of O-bridged V sites,
VO1-x has a rocksalt crystalline structure. At the level of ab initio
wave-function calculations, the V oxides are rather unexplored. To
our knowledge, only the ladder vanadates have been investigated by
advanced quantum chemical calculations [183–185].
Besides having two electrons instead of one within the t2g set of or-
bitals, VOCl also displays in comparison to TiOCl a more pronounced
two-dimensional character as concerns the electronic structure and
magnetic properties [186]. In Table 3.2, V d-d excitation energies for
the VOCl compound are given. Two different sets of CASSCF calcu-
lations were carried out, for two different electron configurations at
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dominant config. casscf* casscf† mrci† optics‡
t22g, S=1 d
1
y2-z2
d1xy 0 0 0 0
d1
y2-z2
d1xz 0.36 0.36 0.34 0.3
d1xyd
1
xz 0.43 0.44 0.46 0.4
t12ge
1
g, S=1 d1xyd1yz 1.61 1.60 1.73 1.5–1.9
d1
y2-z2
d1
x2
1.74 1.71 1.82 1.5–1.9
d1xzd
1
yz 1.75 1.73 1.88 1.5–1.9
d1
y2-z2
d1yz 2.85 2.82 2.55 —
d1xzd
1
x2
3.53 3.52 3.17 —
d1xyd
1
x2
3.53 3.53 3.19 —
t22g, S=0 d
2
y2-z2
1.27 1.47 1.1–1.4
d1
y2-z2
d1xy 1.28 1.47 1.1–1.4
d1
y2-z2
d1xz 1.56 1.75 1.5–1.9
d2xz 1.79 1.97 1.5–1.9
d1xyd
1
xz 1.81 2.00 1.5–1.9
* High-spin V3+ d1
y2-z2
d1xy NN, see text; † Closed-shell V3+ d2y2-z2 NN;
‡ Ref. [170].
Table 3.2: V3+ d-d excitation energies in VOCl. A non-standard local refer-
ence system is chosen, see Figure 3.1, with a 45 rotation around x.
The dominant GS configuration is d1
y2-z2
d1xy with a weight of
81%. For each of the excited states, the weight of the dominant
configuration is not smaller than 64%. All energies are given in eV.
each of the V NN’s. Preliminary CASSCF calculations were first per-
formed with eighteen orbitals in the active space, i.e. two t2g orbitals
at each of the V sites in the nine-octahedra cluster. As for TiOCl, we
considered high-spin intersite couplings, i.e. a FM cluster. It turns
out that the dominant ground-state configuration at a given V site is
d1
y2-z2
d1xy. The crystal-field excited states for the central V3+ ion are
then obtained in state-averaged multiroot computations [38] where a
group of three additional orbitals was added to the active space. To be
sure that the three additional orbitals are localized at the central V site
and to allow only for on-site d-d excitations, the occupation of the NN
dy2-z2 and dxy functions was restricted to 1. Crystal-field splittings
obtained from such SCF calculations are listed in the third column
of Table 3.2. To avoid complications related to states that display low-
spin intersite couplings, only the high-spin on-site excitations were
computed in this case.
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We note that the ground-state electron configuration in the CASSCF
calculation is d1
y2-z2
d1xy but in the construction of the HF embedding
potential we imposed a closed-shell V3+ d2
y2-z2
configuration for the
remaining part of the lattice. In a second set of CASSCF calculations,
we imposed a closed-shell d2
y2-z2
electron configuration for the V
NN’s in the CB region of the cluster as well. Only tiny variations were
found as compared to the CASSCF d-d excitation energies with high-
spin d1
y2-z2
d1xy NN’s, i.e. less than 0.01 eV for the lowest three roots
and less than 0.03 eV for the higher roots. The CASSCF V crystal-field
splittings for closed-shell V NN’s are given in the fourth column of
Table 3.2. The latter CASSCF wavefunctions were used as reference
wavefunctions in further MRCI calculations. Those MRCI results are
listed in the fifth column of Table 3.2. Only the V 3d, O 2p, and Cl
3p orbitals at the central octahedron were correlated in the MRCI
treatment.
The agreement between our quantum chemical data and optical
absorption results reported in Ref. [170] is very good, especially for
the lowest two excitations (see Table 3.2). The small difference be-
tween those excitation energies indicates that the splitting between
the dy2-z2 and dxy levels, singly occupied in the ground-state con-
figuration, is also small, about 0.1 eV. The DFT calculations predict
a value of 0.02–0.03 eV for that splitting [167]. On the other hand,
the energy separation between the dxy and dxz levels is substantially
larger, about 0.3 eV (see Table 3.2), and indicates that orbital fluctua-
tions are unlikely to be important in VOCl. A splitting of about 0.3
eV between the dxy and dxz levels has also been predicted by ear-
lier DFT calculations [167]. For the t22g! t12ge1g transitions, we find
that each excited state acquires sizeable multiconfigurational charac-
ter. The CASSCF/MRCI results are therefore not directly comparable
to a one-electron description as that provided by DFT [167]. As con-
cerns the S= 0 singlet excitations, they acquire very low intensity in
the optical spectra. On the experimental side, a better characterization
of those states call for high-resolution RIXS measurements.
3.4 Conclusions
With a quantum chemical cluster-in-solid computational scheme, we
have determined the d-d excitation energies of TiOCl and VOCl. The
ground-state electron configuration is t12g for Ti and high-spin t
2
2g for
V in these compounds. The lowest-energy d-d excitations are for both
materials within the t2g subshell, starting at 0.34 eV. We conclude that
therefore orbital degeneracies are lifted to a similar and significant
extent in the two systems, which excludes the presence of strong or-
bital fluctuations in the ground state. In vanadium oxychloride, spin
triplet to singlet excitations start at an excitation energy of 1.47 eV.
The computed d-level electronic structure and the symmetries of the
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wavefunctions are in very good agreement with RIXS results and op-
tical absorption data for TiOCl. For VOCl, future RIXS experiments
will constitute a direct and stringent test of the symmetry and energy
of about a dozen of different d-d excitations that we predict here. Our
computational scheme and present results indicate a promising route
for the ab initio modeling of RIXS spectra in 3d-metal compounds.
4C O M P U TAT I O N O F X - R AY d - I O NS P E C T R A I N S O L I D S
Some of the most interesting properties of a molecule or a solidconcern the response to an external electromagnetic field. Thisresponse also provides clues on the actual electronic structure
of the system and is therefore a main aspect that is analyzed in ex-
perimental labs. For high-energy incoming photons as used in X-ray
absorption or photoemission measurements, a challenging task on
the theoretical and computational side is a reliable description of the
changes that occur in the electronic environment after creating a lo-
calized electron vacancy, be it in a core or valence-shell level. Such
changes are also referred to as charge relaxation, orbital breathing,
or screening effects and can be classified into intra-atomic and extra-
atomic contributions [11, 187]. In this chapter we outline an ab initio
wave-function-based methodology that allows to explicitly describe
the readjustment of the charge distribution in the ‘vicinity’ of an ex-
cited electron by performing separate SCF optimizations for the dif-
ferent electron configurations. While this idea of using individually
optimized wave functions has been earlier employed for the interpre-
tation of X-ray absorption (XA) [188, 189] and resonant inelastic X-ray
scattering (RIXS) [190, 191] spectra of small organic molecules [188]
and of Fe-based complexes in solution [189–191], we here apply it
to the calculation of XA and RIXS excitations and cross sections of
a transition-metal ion in a solid-state matrix and compare the com-
putational results to fresh experimental data. Li2CuO2, a strongly
correlated d-electron system already studied in Chapter 2, is cho-
sen as a test case. We find large orbital relaxation effects of & 10 eV
for the Cu core-hole excited states. In the RIXS spectra computed us-
ing many-body wave functions, all trends found experimentally for
the incoming-photon incident-angle and polarization dependence are
faithfully reproduced. This also allows us to determine RIXS intensi-
ties on an absolute scale, from which we compute a resonant scatter-
ing enhancement of the order of 105.
4.1 Resonant inelastic X-ray scattering
RIXS is a powerful and fast-developing technique to measure a di-
versity of different elementary excitations in correlated electron sys-
tems [133, 187], for example, dispersive magnetic modes [192], or-
bital excitations [5, 115, 193] and phonons [194, 195]. As the interac-
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tion between X-ray photons and matter is relatively strong — much
stronger than for instance the interaction of neutrons with matter —
these modes can be measured on very small sample volumes, for
example, cuprate nanostructures that are only a few unit cells thick
[196, 197]. Also, the scattered X-ray photon leaves the material under
study behind with a low-energy elementary excitation that may be
directly compared to the elementary response of other inelastic scat-
tering techniques. One complication in RIXS is however posed by the
resonant character of the technique, which implies the presence of
a resonant intermediate state. The intermediate state is transient but
strongly perturbed with respect to the ground state due to the absorp-
tion of a high-energy X-ray photon which results in the creation of a
hole in the electronic core. The difficulties in the calculation and in-
terpretation of RIXS spectra arise from the fact that the intermediary
electron configuration determines all the transition probabilities from
the initial to the final state and as such affects the scattering cross
sections of the different excitations.
Attempts to compute full RIXS spectra for correlated, d-electron
open-shell systems have been made with both model-Hamiltonian ap-
proaches [133, 187, 198–205] and ab initio wave-function-based quan-
tum chemistry methods [190, 191, 206–208], to address either the d-
shell multiplet structure [190, 191, 203–207] or Mott-Hubbard physics
[198–202]. Yet, in the solid-state context, one important aspect that is
either missing or described just phenomenologically in earlier com-
putational work is the valence-shell charge relaxation in response to
the creation of a core hole in the intermediate RIXS state. To treat
such effects in a reliable way, we choose to carry out independent
SCF optimizations for the many-body wave functions describing the
reference dn and core-hole 2p5dn+1 configurations. This is achieved
through MCSCF calculations [38] on relatively large but nevertheless
finite clusters with appropriate solid-state embedding. The individ-
ual MCSCF optimizations obviously lead to sets of nonorthogonal or-
bitals. ME’s between wave functions expressed in terms of nonorthog-
onal orbitals can be however computed with dedicated quantum
chemistry algorithms [188, 209–211]. Not only is our approach un-
biased this way with regard to strong charge readjustment effects, it
also allows to calculate absolute RIXS cross sections — core informa-
tion for any scattering technique. Our results for the latter can directly
be tested experimentally.
4.2 Electron – field interaction
For an electromagnetic field interacting with electrons, assuming a
system with fixed nuclei, the total Hamiltonian can be written as:
H = Hfield +Hel +H
0 = H0 +H 0 . (4.1)
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Here Hfield describes the quantized electromagnetic field, Hel is the
electronic part, and H 0 stands for the interaction between them. We
are interested in the latter term, which can be written quite generally
[212] as:
H 0 =
e2
2mec2
X
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~A(~rj)
2
-
e
mec
X
j
~A(~rj)  ~pj
-
e h
mec
X
j
~j 
h
~r ~A(~rj)
i
-
e h
2(mec)2
e2
c2
X
j
~j 
h
~˙A(~rj) ~A(~rj)
i
,
(4.2)
where ~A is the vector potential, ~rj, ~pj, and ~j are the position, mo-
mentum, and spin operators acting on an electron, while e, me, c,  h
are fundamental constants.
The vector potential can be expanded in plane waves:
~A(~rj) =
X
~k"
s
2 hc2
!~kV

~~k"a~k"e
i~k~rj +~~k"a
y
~k"
e-i
~k~rj

, (4.3)
here V is the system phase volume, a~k" and a
y
~k"
are annihilation
and creation operators of a photon with wave vector ~k, energy  h!~k,
and polarization " = f,g with the corresponding unit polarization
vector ~~k".
The dominant contribution to resonant absorption and scattering
processes is given by the optical transition part ofH 0 ( ~A(~rj) ~pj terms)
[212] and we can therefore continue by keeping only the second term
in (4.2). Using expansion (4.3) we obtain
H 0op =
X
j,~k"
e
me
s
2 h
!~kV

~~k"a~k"e
i~k~rj +~~k"a
y
~k"
e-i
~k~rj

. (4.4)
The ME’s for the absorption of one photon characterized by ~k and
", which would decrease the number of such photons n~k" by one
and excite the electronic system from state jai to state jbi, have the
following form:
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(4.5)
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Here we used the electric dipole approximation ei~k~rj1, introduced
the total position operator ~R=
P
j~rj, and assumed that the radiation
is incoherent, i.e. every photon can be dealt with individually, with
the number of photons in a mode n~k"=1.
4.3 X-ray absorption cross section
It is instructive to first consider the XA, the first step of the scattering
process. Since our main concern is RIXS, we will consider here the
case of resonance, when an electron is excited from a core level butIn X-ray spectro-
scopy the absorption
resonance is also
referred to as an
absorption edge. At
the resonance
photon energy one
sees a sharp step in
intensity on the XA
plot.
does not leave the solid.
Not every photon passing through the solid is absorbed, and one
has to analyze the transition rate of the process:
W=
transition probability
unit time
=
2
 h
hBj H 0 jAi2B. (4.6)
The expression on the right hand side can be derived using time-
dependent perturbation theory [213, 214]. The initial jAi and final jBi
states are eigenfunctions of the joint electron-plus-field Hamiltonian
(4.1), with the total energy conserved (EA-EB=0), and B = dN=dE
being the density of states to which transitions can occur.
Equation 4.6 is general, and we can use it for a single photon ab-
sorption. When a photon ~k" is absorbed, the electronic subsystem
is excited from the ground state jgsi to a core-hole state jchi with
the density of states defined by the delta function 
 
Egs +  h!~k - Ech

.
Taking this into account together with the relation for the ME (4.5)Equation (4.6) is
commonly known as
Fermi’s second
golden rule, but in
fact it was first
obtained by Dirac
[215] in the frame of
time-dependent
perturbation theory,
see [216].
we obtain
W~k" =
2
 h
hchj H 0op jgsi2   Egs +  h!~k - Ech
=
42c h!~k
V
hchj~~k" ~R jgsi2   Egs +  h!~k - Ech , (4.7)
where = e2=( hc)1=137 is the fine structure constant. Equation 4.7
still contains the normalization volume V introduced to represent the
electromagnetic field. This is quite natural, because the transition rate
should be proportional to the intensity of the incoming light. The
latter can be represented by the incident flux
0 =
# of photons
unit time  area =
c
V
. (4.8)
From the ratio between the transition rate (4.7) and the incident
flux (4.8) we obtain the expression for the absorption cross section:The cross section 
has the dimension of
area and is conventi-
onally measured in
barn = 10-24 cm2.
~k" = 4
2 h!~k
hchj~~k" ~R jgsi2   Egs +  h!~k - Ech . (4.9)
One can see that ~k" depends on energy, polarization, and the prop-
agation direction of the incoming X-rays, as well as on the nature of
the electronic ground and excited states.
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The excited state jchi does not exist infinitely long, but tends to
decay via various channels. Apart from direct X-ray emission, other
possible decay channels are the fluorescent X-ray emission when an
electron from the outer shell fills the core-hole level creating an out-
going photon, and the two-electron Auger process with one electron
from a filled level goes down to the core and a second electron emit-
ted to the continuum. The presence of all these processes leads to a
finite lifetime broadening of the core-hole state, which is equivalent to
introducing a damping force in time-dependent perturbation theory
[217, 218]. As a result, we need to substitute the delta function in (4.9)
by the normalized Cauchy-Lorentz distribution [218]. The full width
at half maximum (FWHM) of the distribution  ch =  hWtotjchi is related
to the total transition probability per unit time from the jchi state
and can be estimated from experiment [219, 220] . Additionally, the
XA cross section (directly comparable with measured data) should
involve summation over all possible initial and final states:
XA~k," = 4
2  h!~k
X
gs
1
ggs
X
ch
hchj~~k" ~R jgsi2
  ch=2
(Egs+ h!~k-Ech)
2+14 
2
ch
,
(4.10)
where ggs indicates the degeneracy of the ground state.
4.4 RIXS double differential cross section
The dominant part of the electron–radiation interaction Hamiltonian
(H 0op in Equation 4.4) includes only terms that create or annihilate
a single photon. Scattering, however, is a photon-in–photon-out pro-
cess. Thus to obtain an expression for the scattering transition rate,
one has to use at least the second-order order in the expansion:
W=
2
 h
hFj H 0op jIi+X
N
hFj H 0op jNi hNj H 0op jIi
EI - EN

2
F. (4.11)
Where jIi = gs; 1~k", jNi = jch; 0i, and jFi = fs; 1~k0"0 are initial, in-
termediate, and final states, respectively; F is the density of final
states. The first-order term vanishes within the dipole approximation,
as can be seen from the form of Equation 4.4, and will be omitted in
the following.
}-  
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 h!
 h! 0d! 0d
 0
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The scattering
process includes
absorption of a
single photon with
known f h!,~k, "g
and emission of
another photon with
some other
f h! 0, ~k 0, " 0g in any
direction.
The scattering process involves absorption of a single photon with
known energy, momentum and polarization f h!,~k, "g and emission
of another photon characterized by the parameters f h! 0,~k 0, " 0g. The
density of states that enters (4.11) in this case can be written as
F=
 
Egs +  h!- Efs -  h!
0  h! 0d
 0d h! 0
=
 
Egs +  h!- Efs -  h!
0 V
(2)3
! 02
 hc3
d
 0d h! 0,
(4.12)
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where  h! 0 is the density of photons with energy  h! 0. For brevity
we introduce the notation  h! =  h!~k", ~ = ~~k" and  h!
0=  h!~k 0"0 ,
~ 0 = ~~k 0"0 for the energies and polarization vectors of the incoming
and scattered photons, respectively.
To write down the expression for the RIXS double differential cross
section, we plug in the ME (4.5) and the density of states (4.12) into
the expression for the transition rate (4.11) and further divide it by
the incident flux (4.8) and d
 0d h! 0. This way the common form of
the Kramers-Heisenberg dispersion formula [213, 221] is obtained:
d2~k,"
d
 0d h! 0
=
2 h2
c2
!! 03
X
ch
hfsj~ 0~R jchi hchj~~R jgsi
Egs +  h!- Ech

2
 Egs +  h!- Efs -  h! 0 .
(4.13)
We should further introduce finite lifetimes for the excited core-hole
and final states, characterized by natural breadths  ch and  fs, respec-
tively. The summation should be done over all available final states
and the possible degeneracy of the ground state. We then reach the
final formula for the RIXS double differential cross section that we
are going to use for the calculations:
d2RIXS~k,"
d
 0d h! 0
=
2 h2
c2
!! 03

X
gs
1
ggs
X
fs
X
ch
hfsj~ 0~R jchi hchj~~R jgsi
Egs +  h!- Ech + i ch=2

2
  fs=2
(Egs +  h!- Efs -  h! 0)
2+ 2fs=4
.
(4.14)
4.5 Computational scheme for Cu L-edge excitations
Li2CuO2 is being extensively investigated in the context of low-
dimensional quantum magnetism. We here address the Cu L-edge
(2p to 3d) excitations of this compound. Quantum chemistry calcu-
lations were carried out on a [Cu3O8Li16] cluster consisting of one
reference CuO4 plaquette for which Cu 2p–3d and 3d–3d excitations
are explicitly computed, two other NN CuO4 plaquettes (see Fig-
ure 4.1) and 16 adjacent Li ions. The surrounding solid-state matrix
was modeled by an array of point charges optimized to reproduce
the ionic Madelung field [73]. To reduce the computational effort and
the complexity of the subsequent analysis, the NN Cu2+ S=1=2 3d9
ions were represented by closed-shell Zn2+ 3d10 species. We used all-
electron relativistic basis sets in conjunction with the second-order
Douglas-Kroll-Hess scalar relativistic operator [222, 223]. For the cen-
tral Cu site, we utilized the s and p functions of the cc-pwCVQZ-DK
basis set together with d and f functions from the cc-pVQZ-DK com-
pilation [224]. For O ligands at the central CuO4 plaquette, the s and
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p functions of the cc-pVQZ-DK basis set were used, along with polar-
ization d functions of the cc-pVTZ-DK kit [225]. For other ions in the
neighbourhood of the central CuO4 plaquette, valence double-zeta
basis functions of cc-pVDZ-DK type were employed (spd functions
for Cu and sp functions for O and Li) [224–226]. All computations
were performed with the molpro quantum chemistry package [116].
Many-body wave functions, eigenvalues and dipole transition ME’s
needed for evaluation of Equation 4.14 were computed at both the
MCSCF and MRCI levels of theory [38, 227]. The MCSCF calcula-
tions were carried out by keeping ‘frozen’ all orbitals centered at O
and metal sites beyond the reference CuO4 plaquette as in the ini-
tial Hartree-Fock computation. These orbitals were included in the
cluster for better description of the central plaquette, see discussion
in Section 1.2. To separate the transition-metal 3d and O 2p valence
orbitals into different groups, i.e. central-plaquette and adjacent-ion
orbitals, we used the Pipek-Mezey localization module [228] available
in molpro. The active orbital space includes all five Cu 3d orbitals for
the Cu 3d9 states and five Cu 3d orbitals plus three Cu 2p functions
for the intermediate 2p53d10 states. In order to prevent for the latter
MCSCF states 2p53d10! 2p63d9 ‘de-excitation’, the orbital optimiza-
tion was carried out in two steps in the MCSCF calculations, follow-
ing a freeze-and-thaw orbital relaxation (FTOR) scheme : (i) optimize
first the core-level Cu 2p orbitals, while freezing all other orbitals;
(ii) freeze next the Cu 2p functions and optimize the rest. Repeating
these two steps until there is no further change in energy (averaged
over all 2p53d10 states) ‘keeps’ the hole down in the core and al-
lows the valence and semi-valence shells to relax and polarize, both
on-site and at neighbouring sites. Appropriate changes were further
operated in the configuration-interaction module of molpro to pre-
clude 2p53d10! 2p63d9 de-excitation in the MRCI wave functions.
The dipole transition ME’s between the independently optimized 3d9
and 2p53d10 groups of states were derived according to the proce-
dure described in [211]. An approach in the same spirit, based on
separate multiconfiguration SCF optimizations for the different dn
states but a subsequent treatment of further correlation effects by per-
turbational methods, has been recently applied for the computation
of XA and RIXS spectra of iron hexacyanides in solution [189–191]. In
earlier work in the solid-state context, this idea of using individually
optimized wave functions has been employed for the interpretation of
X-ray photoelectron spectra [229, 230], the computation of quasiparti-
cle band structures [89, 105, 231] and the analysis of superexchange
virtual excitations [17, 232].
The scattering geometry and details on how the polarization analy-
sis is carried out are specified in Figure 4.1. The unit cell of Li2CuO2 is
defined in terms of skew axes, where the angle between the (100) and
(101) planes is 69, not 45 as in the cubic case. The samples could
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Figure 4.1: Sketch of the scattering geometry in Li2CuO2. The small spheres
depict a sequence of three edge-sharing CuO4 plaquettes.
only be cleaved perpendicular to the [101] axis [233]. The scattering
plane thus incorporates the crystallographic b axis and is perpendic-
ular to the (101) plane. The b axis matches the direction of the chain
of edge-sharing CuO4 plaquettes, see Figure 4.1. The ‘included’ scat-
tering angle (between incoming and outgoing light beams) was fixed
to = 180-130= 50, while the incident angle  (between the sam-
ple plane and the incoming photon direction) was varied from 10 to
125. The incoming light was linearly polarized, either perpendicular
to the scattering plane ( polarization) or within the scattering plane
( polarization). Since no polarization analysis was performed for the
outgoing radiation, we carry out for the latter an ‘incoherent’ summa-
tion over the two independent polarization directions (the vector  0
is introduced to this end).
For the analysis of the quantum chemistry wave functions we use a
local coordinate frame fx,y, zg having the z axis perpendicular to the
hole orbital mcscf+soc mrci+soc experiment
dxy 0 0 0
dx2-y2 1.24 1.55 1.7
dzx 1.73 2.02 2.1
dyz 1.80 2.09 2.1
dz2 2.54 2.85 2.6
p3=2 933.6; 933.8† 932.5; 932.6 931.6
p1=2 954.4† 953.3 —
† 944.9, 945.1 and 965.2 eV by using orbitals optimized for the 3d9 configuration.
Table 4.1: Relative energies (eV) for Cu2+ 3d9 and 2p53d10 states in
Li2CuO2. The MRCI d-level splittings include Davidson correc-
tions [38]. The x axis is taken along the chain of CuO4 plaquettes
and z perpendicular to the plaquette plane, see Figure 4.1. Each
theoretical value stands for a spin-orbit Kramers doublet.
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CuO4 plaquette and x along the chain. The transformation to the set-
ting used on the experimental side (fx˜, y˜, z˜g, see Figure 4.1) is however
straightforward. The rotation of the ,  and  0 vectors as function of
the angle  is also described by simple geometrical relations :
~D = ~Dy˜ ,
~D = ~Dx˜ sin + ~Dz˜ cos  ,
~D 0 = ~Dx˜ sin (+) + ~Dz˜ cos (+) ,
(4.15)
where ~Dij=


	ich
 e ~R 	jfgs,fsgE stands for dipole transition ME’s, with
superscripts dropped in Equation 4.15. By summing up over the out-
going polarization directions, Equation 4.14 changes to
I( h!, h! 0, ", )=
d2RIXS~k,"
d
 0d h! 0
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2 h2
e4c2
!! 03

X
" 0
X
gs
1
ggs
X
fs
X
ch
hfsj ~D" 0 jchi hchj ~D" jgsi
Egs +  h!- Ech + i ch=2

2
  fs=2
(Egs +  h!- Efs -  h! 0)
2+ 2fs=4
.
(4.16)
The natural widths  ch and  fs are here set to 1 and 0.1 eV, respectively,
typical values for Cu L-edge RIXS [115, 133].
4.6 Results and discussion
Computed excitation energies are compared to experimental data in
Table 4.1. The Cu 2p core-hole states are strongly affected by spin-
orbit couplings (SOC’s): the 2p5 j= 3=2 quartet and j= 1=2 doublet
are separated by 20 eV. The effect of SOC is on the other hand fairly
small for the Cu 3d9 valence states and brings only tiny corrections
to those relative energies. The p3=2 2p63d9! 2p53d10 excitation en-
ergy as computed at the MCSCF level overestimates by about 2 eV
the experimental result. But without a separate SCF optimization of
the 2p53d10 states and using orbitals optimized for the ground-state
2p63d9 configuration, as in previous L-edge electronic-structure cal-
culations [206–208, 234, 235], this energy difference is larger by a fac-
tor of 5, i.e. about 11 eV (see footnote in Table 4.1). This strong effect
that we quantify here has to do with readjustment of the electronic
charge within the Cu second and third atomic shells upon the 2p! 3d
transition and further to orbital polarization at neighbouring O sites.
It is even stronger than the short-range relaxation and polarization
effects for (N1) processes (i.e. complete removal of a e charge)
within the valence levels of, e.g. MgO or diamond [89, 105]. Obvi-
ously, such strong charge readjustment can in principle significantly
affect the dipole transition ME’s employed for deriving the RIXS in-
tensities.
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Figure 4.2: Calculated (MRCI+SOC) versus experimental L3-edge double
differential cross sections as function of the incident angle .
As seen in Table 4.1, the MRCI treatment yields additional correc-
tions of  1 eV to the p3=2 2p63d9! 2p53d10 excitation energies,
which brings the ab initio values within 1 eV of the measured p3=2
XA edge. It is worth pointing out that longer-range polarization ef-
fects are not very important for relatively localized excitations that
conserve the number of electrons in the system such as the L-edge
2p! 3d transitions. This is one feature that makes the accurate mod-
eling (and the interpretation) of L-edge d-metal RIXS spectra eas-
ier than of, e.g. photoemission spectra [11, 236–238], once a reliable
many-body scheme is set up for describing the ‘local’ multiplet struc-
ture.
Ab initio results for full Cu L3-edge RIXS spectra are shown in Fig-
ure 4.2 along with experimental data. The theoretical spectra are ob-
tained on an absolute intensity scale, an aspect on which we shall
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Figure 4.3: Theoretical I(Einc,Eloss) RIXS plots for Li2CuO2 using the geo-
metrical setup employed in the measurements. In addition to the
Cu L3-edge excitations, the L2 ‘signal’ is also visible.
elaborate in the following. The evolution of the RIXS intensities when
modifying the incident angle  is different for each of the main peaks
— see also the I(Einc,Eloss) plots in Figure 4.3 — and this specific de-
pendence can be used to unmistakably identify the origin of each
particular feature. The quantum chemistry data agree well with the
experiment, with all major trends nicely reproduced: the intensities
of the two peaks in the range of 2–3 eV, in particular, clearly display
distinct behavior with increasing incident angle — while the higher-
energy excitation loses spectral weight, the one at about 2 eV grad-
ually acquires more and more intensity. The calculations also reveal
that the experimental feature at  2 eV has to do with two different
possible final states, with the 3d hole in either the Cu dyz or dzx or-
bital. Due to x–y anisotropy, the yz and zx components are slightly
split apart but not strongly enough to be resolved as two individual
peaks in experiment. The anisotropic environment splits as well the
computed p3=2 states (Table 4.1), into two sets of doublets. With re-
gard to peak positions, the agreement with the experimental data is
within 0.15 eV for the dx2-y2 , dyz and dzx hole states. For the dz2
hole state, the MRCI calculations overestimate the relative energy by
0.25 eV, 10%.
One achievement with the ab initio methodology is that absolute
values for the dipole transition ME’s are obtained, not just relative
estimates as in semi-empirical schemes. In particular, it is possible
to calculate absolute cross sections for the RIXS process using Equa-
tion 4.16. The theoretical plots provided in Figure 4.2 and Figure 4.3
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are based on such absolute values. Having the latter, one can quan-
tify specific ‘scattering properties’ of the material, e.g. how many pho-
tons of particular energy and polarization will be scattered by a given
atomic site in a given direction. No results have been reported so far
for absolute experimental RIXS intensities, although such measure-
ments should in principle be possible. Absolute intensities have been
reported however for non-resonant inelastic X-ray scattering (NIXS)
[239, 240]. Since the RIXS intensities are expected to be a few or-
ders of magnitude larger than in NIXS [133], it is then instructive
to compare our computational results with the available NIXS data.
For direct comparison with the dynamical structure factor per vol-
ume unit measured by NIXS, s, we must divide the cross sections
from Equation 4.16 by the product of the unit cell volume per Cu site,
the squared classical electron radius and the ratio ! 0=!1 and addi-
tionally account for the fact that in RIXS we integrate over all " 0. By
doing so, the initial value IRIXS 10-4Å2eV-1 translates into intensi-
ties 103Å-3eV-1, about 105 times larger than typical values of s in
NIXS (10-2Å-3eV-1) [240].
4.7 Conclusions
In this chapter we introduce a multireference configuration-
interaction-type of methodology for the ab initio calculation of
transition-metal L-edge excitations in solids, i.e. both XA energies and
RIXS cross sections for the 2p! 3d! 2p transitions. The results ob-
tained with this computational scheme show good agreement with
experimental data, for both excitation energies and polarization- and
angle-dependent intensities. Orbital relaxation effects in the presence
of the core hole are taken into account by performing two indepen-
dent MCSCF calculations and utilising afterwards a nonorthogonal
configuration-interaction type of approach for the computation of the
dipole transition matrix elements [188, 209–211]. The use of separately
optimized orbitals brings an energy stabilization effect of 11 eV for
the core-hole states as compared to the case where ground-state or-
bitals are employed. While here we test this computational scheme for
the more convenient case of a Cu2+ 3d9 ground state — giving rise
to a simple, closed-shell 3d10 valence electron configuration subse-
quent to the initial absorption process — the procedure is applicable
to other types of correlated electron systems, dn or fn. Having the
new methodology in hand, such investigations and more involved
calculations for arbitrary n will be the topic of future studies.
Part III
5d T R A N S I T I O N - M E TA L S Y S T E M S

5M A G N E T I C P R O P E RT I E S O FP Y R O C H L O R E Cd2Os2O7
By many-body quantum-chemical calculations, we investigatein this chapter the role of two structural effects – local liganddistortions and the anisotropic Cd-ion coordination – on the
magnetic state of Cd2Os2O7, a spin S = 3=2 pyrochlore. We find
that these effects strongly compete, rendering the magnetic interac-
tions and ordering crucially depends on geometrical features. With-
out trigonal distortions a large easy-plane magnetic anisotropy devel-
ops. Their presence, however, reverses the sign of the zero-field split-
ting and causes a large easy-axis anisotropy (D-6.8 meV), which in
conjunction with the antiferromagnetic exchange interaction (J 6.4
meV) stabilizes an all-in/all-out magnetic order. The uncovered com-
petition is a generic feature of pyrochlore magnets.
Oxide compounds of the 5d elements are at the heart of inten-
sive experimental and theoretical investigations in condensed-matter
physics and materials science. The few different structural varieties
displaying Ir ions in octahedral coordination and tetravalent 5d5 va-
lence states, in particular, have set the playground for new insights
into the interplay between strong spin-orbit interactions and electron
correlation effects [241–243]. Equally intriguing but less investigated
are pentavalent Os 5d3 oxides such as the pyrochlore Cd2Os2O7
[244, 245] and the perovskite NaOsO3 [246, 247]. Just as for the iri-
dates, major open questions with respect to the osmates are the mech-
anism of the metal-to-insulator-transition (MIT) and the nature of the
low-temperature AF configuration. While initially a Slater type pic-
ture has been proposed for the MIT’s in both Cd2Os2O7 [244] and
NaOsO3 [246, 247], alternative scenarios such as a Lifshitz transition
in the presence of sizeable electron-electron interactions have been
suggested as well very recently [248, 249].
So far theoretical investigations of the electronic structure of the Os
5d3 oxides have been carried out only as mean-field GS calculations
within the LDA [250] or the LDA+U model [246, 248]. In this chap-
ter we present results of many-body quantum-chemical calculations
for Cd2Os2O7. We describe the local Os d3 multiplet structure, the
precise mechanism of 2nd-order SOC and zero-field splitting (ZFS),
and determine the parameters of the model spin Hamiltonian, i.e. the
single-ion anisotropy (SIA), NN Heisenberg exchange as well as the
Dzyaloshinskii-Moriya (DM) interactions. The results indicate that ba-
sic electronic-structure parameters such as the SIA crucially depend
on geometrical details concerning both the O and adjacent Cd ions.
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In particular, the anisotropic Cd-ion coordination lifts the degeneracy
of the Os t2g levels even in the absence of O-ion trigonal distortions
and yields large ZFS’s and easy-plane magnetic anisotropy. A config-
uration with trigonally compressed O octahedra is however energeti-
cally more favorable, changes the sign of the ZFS, and thus gives rise
to easy-axis anisotropy at the Os sites, which in conjunction with the
AF NN exchange stabilizes the so-called all-in/all-out spin order. The
competition between the two structural effects is a generic feature in
227 pyrochlores and opens new perspectives on the basic magnetism
in these materials.
5.1 Os d3 electron configuration, single-ion physics
To investigate in detail the Os d-level electronic structure, CASSCF
and MRCI calculations (see Chapter 1 and Refs. [11, 38, 227]) were
first performed on seven-octahedra embedded clusters made of one
reference OsO6 octahedron, six adjacent Cd sites, and six NN OsO6
octahedra (see Figure 5.1a). The farther solid-state environment was
modeled as an one-electron effective potential which in a ionic pic-
ture reproduces the Madelung field in the cluster region. Valence ba-
sis sets of quadruple-zeta quality [38] from the molpro [116] library
were used for the central Os ion [251] and triple-zeta basis functions
were applied for the ligands [225] of the central octahedron and the
NN 5d sites [251]. For the central Os ion we also employed two po-
larization f functions [251]. For farther ligands in our clusters we
applied minimal atomic-natural-orbital basis sets [252]. All occupied
shells of the NN Cd2+ ions were incorporated in the large-core pseu-
dopotentials and each of the Cd 5s orbitals was described by a sin-
gle contracted Gaussian function [253]. We accounted for all single
and double excitations from the Os 5d and O 2p orbitals at the cen-
(a) (b)
Figure 5.1: Sketch of (a) the cluster used for the ZFS calculations, (b) the com-
pressive trigonal distortion in Cd2Os2O7. Os, O, and Cd ions are
shown in blue, beige, and green, respectively.
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5d3 splittings mrci mrci+soc (2)
4A2 (t32g) 0.00 0.00; 13.5  10-3
2E (t32g) 1.51; 1.51 1.40; 1.53
2T1 (t32g) 1.61; 1.62; 1.62 1.63; 1.66; 1.76
2T2 (t32g) 2.46; 2.49; 2.49 2.63; 2.76; 2.87
4T2 (t22ge
1
g) 5.08; 5.20; 5.20 5.14; ... ; 5.45
4T1 (t22ge
1
g) 5.89; 6.01; 6.01 6.02; ... ; 6.33
4T1 (t12ge
2
g) 10.29; 10.63; 10.63 10.41; ... ; 11.00
Table 5.1: MRCI and MRCI+SOC relative energies (eV) for the Os5+ 5d3
multiplet structure of Cd2Os2O7. Since cubic symmetry is lifted,
the T states are split even without SOC. Each MRCI+SOC value
stands for a spin-orbit doublet; for the 4T states only the lowest
and highest components are shown.
tral OsO6 octahedron in the MRCI treatment. To separate the O 2p
valence orbitals into two different groups, i.e. at sites of the central
octahedron and at NN octahedra, we used the Pipek-Mezey orbital
localization procedure [228]. All calculations were performed with
the molpro quantum-chemical software [116].
From simple considerations based on crystal field (CF) theory
[254, 255], the orbital GS for a d3 ion in octahedral coordination is a
singlet. Three singly occupy the t2g orbitals with their spins aligned
due to the Hund’s coupling. Thus, neglecting SOC, the lowest elec-
tron configuration should be 4A2(t32g). This is indeed found in the
quantum-chemical calculations if SOC is not included, see Table 5.1.
The components of the spin-quartet 4A2 GS can interact, however,
via SOC with higher lying termsz and in noncubic axial environment zSee, for example,
Table A34 in
Ref. [255].
split into two Kramers doublets, mS =1=2 and mS =3=2, respec-
tively [256–258]. Excited T1 and T2 states are themselves split in non-
cubic CF’s. In the recent work of Matsuda et al. [245], for instance, the
interaction of the 4A2 and lowest 4T2 states was analyzed. The ab ini-
tio quantum-chemical calculations yield, nevertheless, a rather large
4A2–4T2 excitation energy, 5.4 eV by CASSCF calculations including
in the active orbital space all 5d functions at the central Os site and
the t2g orbitals of the six Os NN’s, which is not surprising in fact for
extended 5d orbitals that feel very effectively the O 2p charge distri-
bution. Additionally, the ab initio investigation actually shows that the
excited 2E and 2T t32g spin doublets occur at much lower energies, 1
to 2.5 eV (see Table 5.1), and the ZFS of the 4A2 levels is mainly related
to the interaction with those states. To make the MRCI calculations
feasible and the analysis of the results limpid, we further replaced the zz the size of the
MRCI expansion is
that way reduced by
a few orders of
magnitude.
six Os5+ d3 NN’s by closed-shell Ta5+ d0 specieszz. We checked, for
example, that the 5d charge distribution and the t2g–eg splitting at
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H^eff
32 ,-32E 32 ,-12E 32 , 12E 32 , 32ED
3
2 ,-
3
2
 6.7738 3.9110+ 3.9110i -3.9106i 0.0000D
3
2 ,-
1
2
 3.9110- 3.9110i 6.7741 0.0000 -3.9106iD
3
2 ,
1
2
 3.9106i 0.0000 6.7738 -3.9110- 3.9110iD
3
2 ,
3
2
 0.0000 3.9106i -3.9110+ 3.9110i 6.7738
Table 5.2: Single-site effective interaction matrix obtained by MRCI+SOC cal-
culations for Cd2Os2O7 on seven-octahedra cluster (meV).
H^mod
32 ,-32E 32 ,-12E 32 , 12E 32 , 32ED
3
2 ,-
3
2
 34 (Dxx+Dyy)+ 94Dzz -p3(Dxz+iDyz) p32 (Dxx-Dyy+2iDxy) 0D
3
2 ,-
1
2
 -p3(Dxz-iDyz) 74 (Dxx+Dyy)+ 14Dzz 0 p32 (Dxx-Dyy+2iDxy)D
3
2 ,
1
2
 p32 (Dxx-Dyy-2iDxy) 0 74 (Dxx+Dyy)+ 14Dzz p3(Dxz+iDyz)D
3
2 ,
3
2
 0 p32 (Dxx-Dyy-2iDxy) p3(Dxz-iDyz) 34 (Dxx+Dyy)+ 94Dzz
Table 5.3: Interaction matrix for the single-site H^mod = ~S  ¯¯D  ~S and S = 32 .
the central Os site are not affected by this substitution. In the MRCI
computations, we included on top of the CASSCF wavefunctions all
single and double excitations from the Os 5d and O 2p orbitals at the
central octahedron. The reference multiconfiguration active space is
given by five 5d orbitals at the central Os site and three electrons and
the results are listed in Table 5.1.
To extract the ZFS, we compute the spin-orbit interaction matrix
for the lowest four quartet and three doublet spin states, see Table 5.1.
The MRCI+SOC data of Table 5.1 show that the ZFS of the 4A2 GS
is rather large, 13.5 meV. This gives a first estimate of the splitting
parameter jDj  6.75 meV, one to two orders of magnitude larger
than for 3d ions in standard coordination [256–258]. However, for
explicitly deriving the full SIA tensor ¯¯D, we further employ the ef-
fective Hamiltonian methodology described in Ref. [259]. Here, SOC
and the mixing of the 4A2 components with higher lying CF excited
states are treated as small perturbations and the spin-orbit wavefunc-
tions related to the high-spin t32g configuration are projected onto
the space spanned by the 4A2 jS,MSi states. Using the orthonor-
malized projections 	˜k of the low-lying 4A2 quartet wave functions
and the corresponding eigenvalues Ek we then construct the effective
Hamiltonian H^eff =
P
k Ek
	˜k 
	˜k [259]. The orthonormalization
is done using the formalism introduced by des Cloizeaux [260], i.e.	˜k = S-1=2ov j	ki, where Sov is the overlap matrix and j	ki are the
projections of the wavefunctions onto the model space. A one-to-one
correspondence can be now drawn between the matrix elements of
H^eff (see Table 5.2) and the model Hamiltonian for the anisotropic
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single site problem, H^mod = ~S  ¯¯D  ~S (shown in Table 5.3). It gives
rise to a system of equations that can be easily solved to obtain the
single-ion anisotropy tensor in the original (crystallographic) coordi-
nate frame. The latter reads, in meV,
¯¯D=
0BB@ Dxx Dxy DxzDxy Dyy Dyz
Dxz Dyz Dzz
1CCA=
0BB@ 1.806 -2.258 -2.258-2.258 1.806 -2.258
-2.258 -2.258 1.806
1CCA. (5.1)
Diagonalizing the ¯¯D tensor
¯¯Dmag=
0BB@ DXX 0 00 DYY 0
0 0 DZZ
1CCA=
0BB@ 4.064 0 00 4.064 0
0 0 -2.710
1CCA, (5.2)
we finally obtain on the basis of the ab initio quantum-chemical data
an axial parameter D=DZZ - (DXX +DYY)=2=-6.77meV, a rhombic
parameter E = (DXX -DYY)=2 = 2  10-5 meV 0, and an univocally
defined easy axis of magnetization along the h111i direction, perpen-
dicular to the plane of Cd NN’s.
To gain deeper insight into the origin of the strong axial anisotropy,
we performed additional calculations for an ideal pyrochlore struc-
ture with no trigonal distortions of the O octahedra. It turns out that
the 227 pyrochlore lattice is fully defined by just three parameters:
the space group, the cubic lattice constant a, and the coordinate x of
the O at the 48f site, denoted O(1) in Ref. [244]. For x=x0=5=16, the
oxygen cage around each Os site forms an undistorted, regular octa-
hedron [261]. In Cd2Os2O7, however, x is slightly larger than x0 [244],
which translates into a compressive trigonal distortion of the OsO6
5d3 splittings mrci mrci+soc (2)
4A2 (t32g) 0.00 0.00; 5.00  10-3
2E (t32g) 1.53; 1.53 1.43; 1.50
2T1 (t32g) 1.61; 1.61; 1.63 1.64; 1.64; 1.75
2T2 (t32g) 2.42; 2.45; 2.45 2.59; 2.75; 2.81
4T2 (t22ge
1
g) 5.34; 5.41; 5.41 5.36; ... ; 5.65
4T1 (t22ge
1
g) 6.13; 6.20; 6.20 6.23; ... ; 6.52
4T1 (t12ge
2
g) 10.85; 10.98; 10.98 10.93; ... ; 11.38
Table 5.4: MRCI and MRCI+SOC relative energies (eV) for the Os5+ 5d3
multiplet structure in a hypothetical Cd2Os2O7 crystal with no
trigonal distortions. Each MRCI+SOC value stands for a spin-orbit
doublet; for the 4T states only the lowest and highest components
are shown.
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Figure 5.2: (a) Single-ion anisotropy parameter D and (b) total energy of
the cluster Etot, as functions of the trigonal distortion angle ,
see text. MRCI+SOC results for clusters as that depicted in Fig-
ure 5.1b. No trigonal distortions are applied within the embed-
ding, i.e. x=x0=5=16 for the surrounding lattice.
octahedra. Interestingly, for undistorted O octahedra (i.e. x= x0) we
still found E=0 and the same orientation of the magnetic z axis. The
axial parameter, however, changes its sign to D=2.50 meV. A positive
D indicates that the z axis is now a hard axis. The basic mechanism
responsible for this change of sign is apparent when comparing the
Os 5d3 multiplet structure for the actual lattice (Table 5.1) with that
for a idealized crystal with no trigonal distortions (Table 5.4). In par-
ticular, the order of the split components of the 2T1 states, i.e. one
singly-degenerate and one doubly-degenerate term, changes in Ta-
ble 5.4 as compared to Table 5.1, which modifies the interaction of
the 4A2 terms with the excited states.
We find in the MRCI calculations a linear relation between D and
the distortion angle , see Figure 5.2. The effect of a trigonal field
alone on the energy levels and on the ZFS of d3 ions has been previ-
ously investigated in the framework of a simplified CF model and per-
turbation theory [257, 258, 262]. A linear relation is also established in
alum salts [262]. In contrast to the model assumed in Ref. [262], how-
ever, we find that the D() line does not go through origin. This
is due to the noncubic field generated by the Cd NN’s, which form
a highly anisotropic planar structure arround each Os site. Similar
competing stuctural effects have been evidenced in NiII–YIII molecu-
lar complexes [263]. We also plot in Figure 5.2 the total-energy land-
scape as function of the distortion angle . It is seen that at the
MRCI level the minimum of the parabola corresponds to a trigonal
compressive distortion =1.7 for fixed Os-O bond length, close to
the experimental value of 1.9 [244].
5.2 Isotropic and antisymmetric exchange interactions
To investigate the NN magnetic couplings, we designed ten-
octahedra embedded clusters. The analysis of the intersite interac-
tions is here carried out for only two magnetically active Os5+ d3
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casscf mrci mrci+soc
Stot=0 0.00 0.00 0.00
Stot=1 2.51 5.98 6.04, 6.04, 6.44
Stot=2 7.75 18.38 18.66, 18.66, 19.01, 19.01, 19.12
Stot=3 16.24 37.93 38.51, 38.51, 38.81, 38.81, 38.99, 38.99, 39.05
Table 5.5: Relative energies (meV) of the singlet, triplet, quintet, and septet
states for two adjacent Os d3 sites in Cd2Os2O7. In each case, the
singlet is taken as reference.
ions (see Figure 5.3), while for simplicity the eight Os5+ NN’s were
modeled as closed-shell Ta5+ d0 ions. The basis functions used here
were as described in Section 5.1. The only exception was the O ligand
bridging the two magnetically active Os sites, for which we employed
quintuple-zeta valence basis sets and four polarization d functions
[225]. Multiconfiguration wavefunctions were first generated by state-
averaged CASSCF optimizations for the lowest singlet, triplet, quin-
tet, and septet states in the two-site problem. This manifold gives
rise in the spin-orbit calculations to sixteen spin-orbit states. For each
spin multiplicity the CASSCF active space is defined by the set of
six Os t2g orbitals accommodating a total number of six electrons.
We then further accounted for single and double excitations from the
Os t2g and bridging-O 2p orbitals on top of the CASSCF reference
wavefunctions. Such MRCI calculations yield magnetic coupling con-
stants in very good agreement with experimental data in the 5d5 iri-
date Sr2IrO4 [264]. Similar strategies of explicitly dealing only with
selected groups of localized ligand orbitals were adopted in earlier
studies on 3d compounds [12, 16, 17].
Relative energies for the lowest singlet, triplet, quintet, and septet
are listed in Table 5.5. From the calculations without SOC, we see
that the energy splittings between the different spin states follow the
sequence J, 3J, 6J and can be fitted to an AF isotropic exchange model
H^AF = J~S1 ~S2, with a root-mean-square error of 0.3 meV. Adding a
biquadratic term K(~S1  ~S2)2 improves the accuracy of the fit to 0.01
meV and yields a first MRCI estimate of J=6.42 meV. Thus J is of the
same order of magnitude as the SIA while K=0.07 meV.
Anisotropic, non-Heisenberg terms can be further obtained from
spin-orbit calculations within the manifold defined by a t3tg S= 3=2
electron configuration at each active Os site. For this 4A2
4A2 mani-
fold, we do not include second-order couplings through higher lying
crystal-field excited states. As a result, we describe only the diagonal
interactions and the first-order contribution to the DM anisotropic
term. For 3d oxides, it has been shown, nevertheless, that the di-
agonal couplings are the most important, see Refs. [265, 266]. For
the same reason, the above treatment does not include the single-ion
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Figure 5.3: The cluster used for computing the intersite magnetic couplings
for Cd2Os2O7. Os, O, and Cd sites are shown in blue, beige, and
green, respectively. The NN Os5+ ions around the two central
octahedra are modeled as Ta5+ d0 species.
anisotropies, which we have obtained from the single-site calculations
described above.
As expected, including SOC does not bring significant corrections
to the effective superexchange: J is 6.43 meV by MRCI+SOC cal-
culations. The spin-orbit interactions, however, lift the degeneracy
of the initial spin multiplets and brings in antisymmetric contribu-
tions. To describe the latter, we adopt a two-site model Hamiltonian
H^ 0mod=J~S1  ~S2+K(~S1  ~S2)2+ ~d  [~S1 ~S2] (see also Table 5.6) contain-
ing, in addition to the Heisenberg and biquadratic terms, a DM anti-
symmetric exchange contribution defined by a pseudovector ~d with
components dx, dy, dz. This model is then compared with the ab initio
1616 effective matrix H^ 0eff derived from the MRCI+SOC calculations
shown in Table 5.7. We found perfect one-to-one correspondence be-One should notice
that only the dif-
ferences between the
diagonal elements
can be used in the
analysis because the
trace of an effective
Hamiltonian is in
general arbitrary.
tween the two sets of matrix elements Table 5.6 and Table 5.7, con-
firming that our choice of H^0mod is appropriate and could extract the
numerical parameters J= 6.43, K= 0.07, and ~d= (1.17,-1.17, 0) meV.
According to these results, the DM vector is oriented along the h110i
directions (see Figure 5.4 and Ref. [267]) and its norm is j~dj = 1.65
meV. The sign of the DM vector for a given Os-Os link, however, can-
not be determined from our ab intio data. Small off-diagonal elements
on the order of 0.01 meV are neglected in our analysis.
Whereas the absolute value of the MRCI DM parameter is simi-
lar to estimates derived for certain values of the on-site Coulomb
repulsion U by LDA+U calculations [248], the superexchange J and
the SIA D turn out to be two (J) to seven (D) times smaller in our
quantum-chemical study. It is known that quantum-chemical calcu-
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lations based on either configuration-interaction techniques or 2nd-
order perturbation theory are able to reproduce the experimentally
derived J coupling constants with an accuracy better than 20% in
insulating 3d-metal oxides, see, e.g. Refs. [13–15] and [12, 16, 17]. For
more extended 5d electronic states in 5d-metal oxides, the Hubbard
U is neither small nor large compared to the bandwidth, as corrob-
orated from the MIT’s [244, 247] and from constrained LDA calcu-
lations [246, 248, 268]. Electron itineracy may therefore pose addi-
tional technical problems and limit the applicability of a finite cluster
approach. It has been shown, however, that accurate J’s [264] and
d-d excitation energies [269–271] can be indeed computed for 5d ox-
ides such as the iridates. Those findings in [264] and [269–271] indi-
cate that approaching the essential physics in the 5d oxides from a
more localized perspective and within a finite-fragment framework
certainly is a good starting point. Additional potentially problematic
points concern the size of the clusters, as discussed, e.g. in Ref. [104].
The clusters we employ here are, however, large enough to ensure
an accurate description of both the charge distribution of NN octa-
hedra around the ‘active’ d sites and the tails at those neighbouring
sites of Wannier-like orbitals in the active region (see discussion in
Section 1.2. As concerns the SIA at d-metal sites in solids, extensive
quantum-chemical investigations are missing. The present investiga-
tion therefore constitutes a step toward filling this gap.
The pure AF Heisenberg model on the pyrochlore lattice has an
extensive number of classical GS’s which prevent any Néel type or-
dering down to zero temperature [272–275]. The easy-axis anisotropy
lifts this macroscopic degeneracy and selects the so-called all-in/all-
out (or it’s time reversed) state, whereby all four spins sharing a
given tetrahedron point toward or away from its center. This GS is
Figure 5.4: Network of corner-shared Os4 tetrahedra (blue color) in
Cd2Os2O7 and O ligands plus NN Cd ions around two adjacent
Os sites. The two possible orientations of the DM vector [267] for
two adjacent Os ions is also shown, along with their respective
easy axes.
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selected irrespective of the relative strength of the anisotropy and AF
exchange energy [276]. Now, since the macroscopic GS degeneracy
is already lifted by the SIA, including the smaller DM interactions is
not expected to drastically modify the physics of the system. In fact,
if the sign of the ~d vector is that of the direct type (as defined by Elha-
jal et al. [267]), the DM interaction also favors the all-in/all-out state
and thus does not compete with the SIA. The competition arises for
the opposite sign of the ~d vector, labelled as of indirect type in [267],
where the DM couplings favor a continuous family of coplanar and
non-coplanar GS’s [267].
5.3 Conclusions
While trigonal distortions of the ligand cage are believed to open
the door to topologically insulating states in j = 1=2 227 iridate py-
rochlores [242, 268, 277], we here show that the lattice degrees of
freedom can fundamentally modify the nature of the magnetic inter-
actions and ground states in 5d 227 compounds with larger magnetic
moments. For this we employ ab initio multireference configuration-
interaction methods, the results of which are further mapped onto
model Hamiltonians including both isotropic and anisotropic terms.
To extract the DM couplings, we have expanded the formalism pro-
posed earlier for S= 1=2 cuprates [265, 266, 278]. For the experimen-
tally determined crystal structure of Cd2Os2O7 [244], we find an AF
superexchange coupling J=6.43 meV and easy-axis anisotropy of the
same magnitude, D = -6.77 meV, while the DM parameter is 3 to
4 times smaller. The dominant magnetic interactions, J and D, give
rise to the all-in/all-out AF order [267, 276]. Most remarkably, the
hexagonal Cd-ion coordination induces electrostatic fields that com-
pete with the compressive trigonal distortion of the O octahedra that
is present in the system. If the latter is removed the SIA turns pos-
itive, i.e. D reverses sign and the system develops easy-plane mag-
netic anisotropy. This obviously implies qualitatively different mag-
netic properties [279, 280]. Our findings thus indicate that there is in
227 pyrochlores a transition from unfrustrated to highly frustrated
magnetism controlled by the amount of trigonal distortion. The lat-
ter can in principle be varied by changing either the A-site or B-site
ions in the A2B2O7 compounds, replacing for instance Cd by Hg or
Os by Re [261], and is in addition tunable by applying pressure. For a
correct understanding of such magnetic interactions, ordering tenden-
cies, and transitions the subtle interplay between oxygen- and A-ion
anisotropic electrostatic effects is essential.
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6A N I S O T R O P I C M A G N E T I S M I N 2 1 4S T R O N T I U M I R I D AT E
Their unique diversity of transport and magnetic propertiesendows TM oxides with a long-term potential for applica-tions in microelectronics and electrical engineering. Nowa-
days the search for new or superior properties goes beyond known
bulk phases and includes oxide interfaces and stacked superlat-
tices [281, 282]. A variety of intrinsically stacked crystalline oxides
is presently known. The high-temperature cuprate superconductors
[283], for example, fall in this category but also iridates of the type
A2IrO4 (A=Sr2+, Ba2+) which closely resemble undoped cuprates,
both structurally and magnetically [284–288].
Sr2IrO4 has quasi 2D crystalline structure displaying stacked IrO2
and double SrO layers. It is the prototype compound in the class of
spin-orbit (SO)-driven, Mott-like magnetic insulators [284, 285]. The
single s= 1=2 hole present in the nearly degenerate t2g orbitals car-
ries an angular moment leff = 1 and is subject to a large SOC, which
in first approximation results in an effective Ir4+ moment, or pseu-
dospin, jeff= leff-s=1=2 [6, 284, 289]. In this chapter we compare the
experimental properties of these pseudospins to the ones we have cal-
culated by ab initio quantum chemistry methods. Namely, we obtain
and discuss the spatial anisotropies of the g factors in Sr2IrO4 and
the structurally related Ba2IrO4 compound and further the detailed
microscopic exchange interactions in strontium iridate.
Prediction of isotropic exchange couplings in 3d TM oxides with
QC WF-based methods is a well-established procedure not only for
the simplest case of s = 1=2 NN’s [14, 16, 17], but also for next-NN
couplings [15, 127, 290] and for s>1=2 systems [12, 13, 291].
Calculations of the anisotropic exchange arising due to SOC are on
the other hand rather scarce. Studies based on the effective Hamil-
tonian mapping procedure were applied to systems with quenched
orbital moment and second-order SOC [265, 266, 278], see also Chap-
ter 5. Mapping of the ab initio excitation energies to eigenvalues of a
model Hamiltonian was successfully used to explain the anisotropic
exchange in iridates with strong first-order SOC [7, 292]. An alter-
native approach of treating intersite exchange in presence of SOC
based on the Lines model [293] was recently applied to polynuclear
TM molecular complexes [294, 295]. In the Lines scheme one projects
the Heisenberg model onto the SOC pseudospin basis and obtains
the rescaled isotropic coupling ignoring the anisotropic part of the
exchange.
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δ<0, g⊥<2<g||
δ
xy
xz,yz
C4
(a) Compressed octahedron
δ>0, g||<2<g⊥
δ
xz,yz
xy
C4
(b) Elongated octahedron
Figure 6.1: TM t2g splittings for tetragonal distortions of the oxygen octahe-
dron and corresponding S˜ = 1=2 hole profiles. (a) z-axis compres-
sion of the octahedron causes an orbital doublet with occupied
xy orbital to be lowest in energy. (b) Elongation of the octahedron
causes an orbital singlet with occupied xz and yz orbitals to be
lowest in energy. Purple dashed lines indicate the conventional
zero level used to define the sign of .
The computational approach, explored in this chapter on a material
with strong first-order spin-orbit coupling for the first time, provides
direct access to both isotropic and anisotropic magnetic exchange in-
teractions. It is an extension of the method employed in [7, 292] to
cases in which ab initio energy spectrum provides lesser values than
parameters in the model.
The good agreement between the electron spin resonance (ESR)
data and the outcome of the computational methodology we describe
and employ in this chapter establishes the latter as a reliable tool for
the investigation of nontrivial electronic structures and magnetic cou-
plings.
6.1 Model Hamiltonian and ESR measurements
Mott-Hubbard physics in d-metal compounds has been traditionally
associated with first-series (3d) TM oxides. However, recently, one
more ingredient entered the TM-oxide ‘Mottness’ paradigm – large
SOC’s in 5d systems. SOC in 5d and to some extent 4d anisotropic
oxides modifies the very nature of the correlation hole of an electron,
by admixing the different t2g components [6, 289], changes the condi-
tions for localization [284], the criteria of Mottness and further gives
rise to new types of magnetic ground states and excitations [286, 288].
While various measurements indicate that indeed spin-orbit-coupled
jeff1=2 states form in A2IrO4 [284, 286, 296], it has been also pointed
out that off-diagonal SOC’s may mix into the GS wavefunction sub-
stantial amounts of t42ge
1
g character [297–300]. Such t52g–t
4
2ge
1
g many-
body interactions were shown to produce remarkable effects in X-
ray absorption and X-ray magnetic circular dichroism (XMCD): the
branching ratio between the L3 and L2 Ir 2p absorption edges reaches
values as large as 4, nearly 50% higher than the 2.75 value for a ‘pure’
cubic jeff = 1=2 system [301]. Additionally, low-symmetry noncubic
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Figure 6.2: ESR data for Sr2IrO4. (a) Out-of-plane magnetic-field geome-
tries; the inset shows a representative AF resonance spectrum.
(b) In-plane magnetic fields; the inset demonstrates the g-factor
anisotropy as function of the tetragonal distortion parameter .
Symbols denote experimental data points, solid lines are theo-
retical curves obtained using Equations 6.2, 6.3, and 6.4 together
with the quantum chemically computed g factors. Dashed lines
are obtained by assuming isotropic g factors.
fields produce sizable splittings of the 5d t2g levels, in some cases
close to or even larger than 0.5 eV [269, 271] (see also Chapter 7), and
therefore admix the jeff1=2 and jeff3=2 t52g components [289, 297].
Obviously, the structure of the spin-orbit GS depends on both the
strength and sign of these splittings. Interestingly, the best fits of the
X-ray absorption and XMCD data are achieved in Sr2IrO4 with a neg-
ative t2g tetragonal splitting [301], although the oxygen octahedra
in this material display a distinct positive tetragonal distortion – the
IrO6 octahedra are substantially elongated [302] (a negative tetrago-
nal splitting should occur when the IrO6 octahedra are compressed
[254, 289], see Figure 6.1).
The interactions between a pair hiji of NN 1=2 pseudospins in the
presence of an external magnetic field ~h is given by the model Hamil-
tonian
H
i,j
mod = J
~˜Si  ~˜Sj+ ~d 
h
~˜Si  ~˜Sj
i
+ ~˜Si  ¯¯   ~˜Sj +B
X
k=i,j
~h  ¯¯gk  ~˜Sk, (6.1)
where ~˜Si, ~˜Sj are pseudospin (jeff  1=2) operators, J is the isotropic
Heisenberg exchange, ~d=(0, 0,d) defines the antisymmetric DM cou-
pling, ¯¯  is a symmetric traceless second-rank tensor describing the
symmetric anisotropy and due to the staggered rotation of the IrO6
octahedra the ¯¯g tensor splits for each of the two sites into uniform
and staggered components ¯¯guk  ¯¯gsk (see, e.g. Refs. [298, 303]). This
model spin Hamiltonian is of direct relevance to the interpretation of
the ESR data.
For a single crystal of Sr2IrO4 one observes AF resonance modes
in the sub-THz frequency domain [304] as displayed in Figure 6.2.
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There are two modes if ~hkz: a gapless Goldstone mode k1=0 and a
gapped excitation
2k2 = 
2 + 2g2kh
2
keJ=(2(J+  zz) +eJ), (6.2)
where  =
q
2eJ(eJ- 2(J+  zz)), eJ = p4d2 + (2J-  zz)2 and  zz cou-
ples the S˜zi and S˜
z
j components (along the c axis, perpendicular to the
ab-plane IrO2 layers [302]) in the third term of Equation 6.1. Exper-
imental results are shown for k2 in Figure 6.2a. The data comprise
at T TN = 240K a group of overlapping resonances (Figure 6.2a, in-
set), possibly due to some distribution of internal fields in the sample.
Though revealing some scatter, the 2k2 AF resonance data follow ap-
proximately a parabolic dependence on h and, most importantly, they
lie substantially above the curve corresponding to the free-electron
Landé factor ge = 2 (dashed line in Figure 6.2a). The experimental
dependence 2k2(h
2) can be reasonably well modeled with gk values
of 2.3–2.45. The solid line in Figure 6.2a is obtained by using gk=2.31
and magnetic exchange couplings as derived from quantum chem-
istry calculations that will be discussed in Section 6.2 and Section 6.3.
Sizable deviations to values larger than 2 of gk is clear indication
of the presence of low-symmetry, noncubic crystal fields. In the sim-
plest approximation, i.e. restricting ourselves to the Ir4+ t52g mani-
fold, the anisotropic g factors in tetragonal environment can be ex-
pressed up to the sign as gk = gc = (2+2k) cos2-2 sin2 and
g? = ga = gb = 2 sin2 +2
p
2k cos sin, where k is a covalency re-
duction factor [305],  = (1=2) arctan

2
p
2=(-2)

parameterizes
the deviation from octahedral symmetry,  is the SOC constant and
 the Ir t2g splitting [289]. A plot for the dependence of the diagonal
g factors on the distortion parameter  is shown in the inset to Fig-
ure 6.2b. For simplicity, k=1 is for the moment assumed but smaller
values of k do not bring qualitative changes. In cubic symmetry =0,
cub=35.26 and the ¯¯g matrix is isotropic with gk=g?=2. According
to standard textbooks on ligand-field theory [254, 255, 289, 306], an
elongation of the out-of-plane Ir-O bond induces a positive tetragonal
splitting of the Ir t2g levels, with >0 and >cub, whereas a bond
compression yields <0 and <cub (see Figure 6.1). As in Sr2IrO4
the IrO6 octahedra are substantially elongated in the z direction [302],
the g factors are expected to correspond to the case of positive split-
ting  > cub, see the area to the right of the crossing point shown
in the inset to Figure 6.2b. It follows from the plot that gk should be
<2, which obviously contradicts the AF resonance data for ~hkz (Fig-
ure 6.2a). The value gk= 2.31 used to draw the curve connecting the
open circles in Figure 6.2a in fact corresponds to =32.05<cub (see
the inset in Figure 6.2b) and indicates that, despite the positive c-axis
tetragonal distortion, a counterintuitive negative tetragonal splitting
of the 5d t2g levels is present in Sr2IrO4 according to the ESR mea-
surements [304].
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It should be noted that there is no Goldstone mode for finite in-
plane magnetic fields. The canting angle depends in this case both
on the strength of the DM interaction and the applied field. The two
modes are
2?1 = m
2g2?h
2
? +mg?h?(-4J-  zz +mJ
0) (6.3)
and
2?2 = m
2g2?h
2
? +mg?h?(-4J+ 5 zz + 3mJ
0)
+ (-4J+ 2 zz + 2mJ
0)(3 zz +mJ 0) ,
(6.4)
where J 0 = -4d
p
1-m2 + 2m(2J-  zz) and m is the in-plane ferro-
magnetic component of the effective moments. To first order in mag-
netic field, m can be expressed as
m = -
seJ- 2J+  zz
2eJ - g?h?2p6d2 + (2J-  zz)2 , (6.5)
which holds for weak fields where m remains small. The first term
corresponds to the zero-field canting, arising from the DM interac-
tion, while the second term shows how this canting evolves with in-
creasing h?. Plots based on Equation 6.3 and Equation 6.4 plus the
quantum chemically derived interaction parameters (see Section 6.2
and Section 6.3) are displayed in Figure 6.2b together with the ESR
data.
Details of the derivation of Equations 6.2, 6.3, and 6.4 for the AF
resonance modes by use of spin-wave theory is reported in [NB5].
6.2 Quantum chemistry calculations of g factors
The g factors were obtained by computations on clusters which con-
tain one central IrO6 octahedron, the four NN IrO6 octahedra and
the nearby ten Sr/Ba ions. The solid-state surroundings were mod-
eled as an array of point charges fitted to reproduce the crystal
Madelung field in the cluster region with help of the ewald tool
[72, 73]. To obtain a clear picture on crystal-field effects and spin-orbit
interactions at the central Ir site, we cut off the magnetic couplings
with the adjacent Ir ions by replacing the tetravalent open-shell d5
NN’s with tetravalent closed-shell Pt4+ t62g species. This is a usual
procedure in quantum chemistry studies on TM systems, see e.g.
Refs. [104, 184, 307–309]. We used energy-consistent relativistic pseu-
dopotentials and valence basis sets of quadruple-zeta quality supple-
mented with f polarization functions for the central Ir ion [251] and
all-electron triple-zeta basis sets for the six adjacent ligands [225]. For
the TM NN’s, we applied energy-consistent relativistic pseudopoten-
tials and triple-zeta basis functions [251] along with minimal atomic-
natural-orbital basis sets [252] for the O’s coordinating those TM sites
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but not shared with the central octahedron. The Sr and Ba species
were modeled by divalent total-ion effective potentials supplemented
with a single s function [310]. All O 2p and metal t2g electrons at the
central octahedron were correlated in the MRCI calculations [11, 38].
To separate the metal 5d and O 2p valence orbitals into different
groups, i.e. central-octahedron and adjacent-octahedra orbitals, we
used the Pipek-Mezey localization module [228] available in molpro.
The spin-orbit treatment was performed according to the procedure
described in Ref. [311]. In a first step, the scalar relativistic Hamilto-Absence of the
orbital relaxation or
the wavefunction
optimization after
taking into account
SOC in principle
can be a source of
error. Variational
SOC methods were
proposed [312, 313],
but their application
is limited to very
small systems.
Nevertheless, the
two-step approach
for SOC is quite
accurate even in the
case of fourth- and
fifth-row elements
[314].
nian is used to calculate correlated wavefunctions for a finite number
of low-lying states, either at the CASSCF or MRCI level. In a sec-
ond step, the spin-orbit part is added to the initial scalar relativistic
Hamiltonian, matrix elements of the aforementioned states are evalu-
ated for this extended Hamiltonian and the resulting matrix is finally
diagonalized to yield spin-orbit coupled wavefunctions.
Our computational scheme for g factors follows the prescription of
Bolvin [315] and Vancoillie et al. [316] (for an alternative formulation,
see also Ref. [317]). It maps the ME’s of the ab initio Zeeman Hamil-
tonian H^Z = -~^  ~h = B(~^L + ge~^S)  ~h onto the ME’s of the model
pseudospin Hamiltonian H^S = B~h  ¯¯g  ~˜S, where ~^, ~^L, ~^S and ~˜S are
magnetic moment, orbital angular-momentum, spin and pseudospin
operators, respectively.
For the Kramers doublet (KD) GS

 ,  ¯
	
one can write the
Abragam-Bleaney tensor ¯¯G= ¯¯g ¯¯gT [289, 318]. In matrix form it reads
Gkl = 2
X
u,v= , ¯
huj L^k + geS^k jvi hvj L^l + geS^l jui
=
X
m=x,y,z
(km + gekm)(lm + gelm) ,
(6.6)
where ¯¯ and ¯¯ tensors are defined by
kx=2Re
h

 ¯
 L^k j ii , kx= 2Re h
 ¯ S^k j ii ,
ky=2Im
h

 ¯
 L^k j ii , ky= 2Im h
 ¯ S^k j ii ,
kz=2 h j L^k j i , kz= 2 h j S^k j i .
(6.7)
The ME’s of L^k are provided by molpro while those of S^k can be
introduced using the expressions for the generalized Pauli matrices :
(S^z)MM0 =MMM0 ,
(S^x)MM0 =
1
2
p
(S+M)(S-M+ 1)M-1,M0
+
1
2
p
(S-M)(S+M+ 1)M+1,M0 ,
(S^y)MM0 = -
i
2
p
(S+M)(S-M+ 1)M-1,M0
+
i
2
p
(S-M)(S+M+ 1)M+1,M0 .
(6.8)
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states considered
casscf mrci
g? gk g? gk
Sr2IrO4 :
t52g (3 KD’s) 1.67 2.25 1.60 2.35
t52g, t
4
2ge
1
g, t32ge
2
g (27 KD’s) 1.81 2.27 1.76 2.31
Ba2IrO4 :
t52g (3 KD’s) 2.00 1.61 2.01 1.60
t52g, t
4
2ge
1
g, t32ge
2
g (27 KD’s) 2.09 1.77 2.10 1.76
Table 6.1: g factors for Sr2IrO4 and Ba2IrO4 as obtained on the basis of mol-
pro quantum chemistry calculations. The left column displays the
electron configurations entering the spin-orbit treatment. Only the
high-spin sextet state is considered out of the t32ge
2
g manifold. Fi-
nal results are shown in red.
¯¯G is next diagonalized and the g factors are obtained as the positive
square roots of the three eigenvalues. The corresponding eigenvectors
specify the rotation matrix to the main magnetic axes. In the case of
Ir 214 compounds, the magnetic Z axis is along the crystallographic
c coordinate, while X and Y are ‘degenerate’ and can be any two per-
pendicular directions in the ab plane. It is possible to further obtain
the sign of the product gxgygz or even the signs of the individual g
factors following the procedure described in Ref. [317].
Results of ab initio quantum chemistry calculations for the g factors
in Sr2IrO4 and in the structurally related material Ba2IrO4 are listed
in Table 6.1. In a first set of calculations, only the three t2g orbitals
at a given Ir site and five electrons were considered in the active
space. The self-consistent-field optimization was carried out for the
corresponding 2T2g(t52g) state. Inclusion of SOC yields in this case a We use the more
convenient notations
associated to Oh
symmetry, although
the calculations were
performed for the
actual experimental
geometry, with
point-group sym-
metry lower than
octahedral.
set of three KD’s, see Table 6.1.
Subsequently we performed calculations with larger active spaces,
including also the Ir eg orbitals. One t52g (
2T2g) plus four t42ge
1
g (2A2g,
Sr2IrO4 Ba2IrO4
casscf nevpt2 casscf nevpt2
, meV -127 -199 30 70
g? 1.66 1.55 1.93 2.01
gk 2.23 2.41 1.74 1.58
Table 6.2: Ir t2g splittings and g factors for Sr2IrO4 and Ba2IrO4 as obtained
with the orca program [319]. Only the 2T2g (t52g) states were in-
cluded in the CASSCF optimization and in the SO treatment.
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Figure 6.3: Planar IrO2 network in Sr2IrO4. (a) Coordination of the Ir site.
Dashed lines show the boundaries of the crystallographic unit
cell within a given IrO2 layer. (b) The point-group symmetry
of the [Ir2O11] block is C2v, associated symmetry elements are
indicated in the figure.
2T1g, 2Eg, and 2T2g) spin doublets, two t42ge
1
g spin quartets (4T1g and
4T2g) and one t32ge
2
g spin sextet (6A1g) entered the SO treatment. The
orbitals were optimized for an average of all these terms.
The effect of enlarging the active space to include t42ge
1
g terms in
the reference wavefunction is in the range of 10%, in line with ear-
lier semi-empirical estimates for 4d5 and 5d5 systems [297–300]. The
calculations yield g factors characteristic to negative tetragonal split-
tings in Sr2IrO4 and positive t2g splittings in Ba2IrO4 (see Table 6.1).
Actual values for the Ir t2g splittings in these two compounds are
provided in Table 6.2 and Ref. [320].
To cross-check the g-factor values computed with our subroutine,
we further performed g-factor calculations using the module avail-
able within the orca quantum chemistry package [319]. We applied
all-electron Douglas-Kroll-Hess (DKH)-optimized basis sets of triple-
zeta quality for the TM ions [321], triple-zeta basis functions for the
ligands of the central octahedron [225] and double-zeta basis func-
tions for additional O’s at the NN octahedra [225]. Dynamical corre-
lation effects were accounted for by NEVPT2 [46, 322]. CASSCF and
NEVPT2 results are listed in Table 6.2, for both Sr2IrO4 and Ba2IrO4.
It is seen that the data in Table 6.1 and Table 6.2 compare very well
and indicate the same overall trends.
6.3 Anisotropic exchange couplings in Sr2IrO4
To obtain ab initio quantum chemistry values for the intersite effec-
tive magnetic couplings in introduced in Equation 6.1, we carried out
additional calculations on larger clusters that incorporate two IrO6
octahedra as magnetically active units.
Similarly to the calculation of single-site magnetic properties, to
accurately describe the charge distribution in the immediate neigh-
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H
i,j
ab initio js˜i jtxi jtyi jt˜zi
hs˜j 0 0.2308i Bhy -0.1768i Bhx 0
htxj -0.2308i Bhy 48.3328 2.3083i Bhz -1.6854i Bhy
htyj 0.1768i Bhx -2.3083i Bhz 48.9626 1.6266i Bhx
ht˜zj 0 1.6854i Bhy -1.6266i Bhx 49.0630
Table 6.3: Matrix elements of the ab initio spin-orbit Hamiltonian for Sr2IrO4,
as described by Equation 6.9. Results of spin-orbit MRCI calcula-
tions are shown (meV).
bourhood, the adjacent IrO6 octahedra (6) and the closest Sr2+ ions
(16) were also incorporated in the actual cluster. We used energy-
consistent relativistic pseudopotentials along with quadruple-zeta
basis sets for the valence shells of the two magnetically active Ir
ions [251], all-electron quintuple-zeta basis sets for the bridging lig-
and [225] and triple-zeta basis functions for the other O’s associated
with the two reference octahedra [225]. We further employed polar-
ization functions at the two central Ir sites and for the bridging anion,
namely two Ir f and four O d functions [225, 251]. Additional ions
defining the NN octahedra, the nearby Sr2+ species and the farther
crystalline surroundings were modeled as in the single-site study, see
Section 6.2.
For two adjacent magnetic sites, the 2T2g(t52g)
2T2g(t52g) manifold
entails nine singlet and nine triplet states. The CASSCF optimiza-
tion was carried out for an average of these nine singlet and nine
triplet eigenfunctions of the scalar-relativistic Hamiltonian. In the sub-
sequent MRCI treatment, only the Ir t2g and the O 2p electrons at the
bridging ligand site were correlated. Results in good agreement with
the experimental data were recently obtained with this computational
approach for related 5d5 iridates [7], see also Chapter 7.
H
i,j
mod js˜i jtxi jtyi jt˜zi
hs˜j 0 ihy
gyyd-gxy
eJ=2+Jx+yreJeJ=2+Jx+y -ihx
gxxd+gxy
eJ=2+Jx+yreJeJ=2+Jx+y 0
htxj -ihy
(gyyd-gxy
eJ=2+Jx+yreJeJ=2+Jx+y
1
2
eJ=2+ Jx+y-  x-y+  z -igzzhz -ihy gyyd+gxyeJ=2-Jx+yreJeJ=2-Jx+y
htyj ihx
gxxd+gxy
eJ=2+Jx+yreJeJ=2+Jx+y igzzhz
1
2
eJ=2+ Jx+y+  x-y+  z ihx gxxd-gxyeJ=2-Jx+yreJeJ=2-Jx+y
ht˜zj 0 ihy
gyyd+gxy
eJ=2-Jx+yreJeJ=2-Jx+y -ihx
gxxd-gxy
eJ=2-Jx+yreJeJ=2-Jx+y
eJ=2
Table 6.4: Matrix elements of the model spin Hamiltonian given by Equa-
tion 6.1. For additional notations used here, see Table 6.5.
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J,  xx=- yy- zz Jx, Jy, Jz J, Jxy, Jz (x bond)
(Table 6.4) (Ref. [323]) (Refs. [6, 323, 324])
Jx+y J-
 zz=2
(Jx+Jy)=2 J+
Jxy=2eJ 2qd2 + J2x+y 2qd2 + J2x+y 2qd2 + J2x+y
 x-y
( xx- yy)=2
(Jx-Jy)=2

Jxy for htxj H jtxi
0 for htyj H jtyi
 z
3=2 zz Jz - Jx+y Jz
Table 6.5: Notations used to define the anisotropic exchange couplings in
Sr2IrO4. Other conventions employed in the literature are shown
for comparison.
By one-to-one correspondence between the ME’s of the ab initio
Hamiltonian
H
i,j
ab initio = H
i,j
SR +H
i,j
SO +H
i,j
Z (6.9)
and the ME’s of the model spin Hamiltonian (Equation 6.1) in the
basis of the lowest four spin-orbit states defining the magnetic spec-
trum of two NN octahedra, we can derive in addition to the g factors
the strengths of the Heisenberg and anisotropic intersite couplings. In
Equation 6.9, Hi,jSR is the scalar-relativistic Born-Oppenheimer Hamil-
tonian, Hi,jSO describes spin-orbit interactions [311] and H
i,j
Z is the two-
site Zeeman Hamiltonian.
Diagonalization of the Hamiltonian Hi,jSR +H
i,j
SO in the basis of the
lowest nine singlet and nine triplet states provides a total of 36 spin-
orbit-coupled
S˜i, S˜j eigenfunctions, namely, four 1=2, 1=2, eight1=2, 3=2, eight 3=2, 1=2 and sixteen 3=2, 3=2 states. In the simplest
picture, the lowest four
1=2, 1=2 roots imply either singlet or triplet
coupling of the spin-orbit jeff 1=2 on-site objects and are separated
from higher-lying states by a gap of  0.5 eVz, much larger than thezIt is the jeff1=2
to jeff3=2 excito-
nic gap [284, 286].
strength of the intersite exchange. We use here the more general pseu-
dospin S˜= 1=2 notation, because the jeff = 1=2 picture does not hold
in a strict sense due to tetragonal distortions and interaction with ex-
cited-state t42ge
1
g configurations. It is this set of lowest four spin-orbit
MRCI roots that we map onto the eigenstates of the model two-site
(pseudo)spin Hamiltonian (6.1).
The Zeeman interaction shows up on the quantum chemistry side
as Hi,jZ = -~^  ~h = B(~^Li,j + ge~^Si,j)  ~h, where ~^Li,j and ~^Si,j are trans-
formed to the spin-orbit-coupled basis using the spin-orbit wavefunc-
tions as unitary transformation matrix. ME’s of the ab initio Hamilto-
nian given in Equation 6.9 are shown in Table 6.3. Diagonal compo-
nents show the energies of the zero-field states, while the off-diagonal
ME’s describe the coupling to magnetic field.
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H
i,j
mod
 1
2 ,
1
2
  1
2 ,-
1
2



1
2 ,
1
2
 J+ zz
4 + gzzhz
hx(gxx+igxy)-hy(igyy+gxy)
2

1
2 ,-
1
2
 hx(gxx-igxy)-hy(-igyy+gxy)
2 -
J+ zz
4

-12 ,
1
2
 hx(gxx+igxy)-hy(-igyy-gxy)
2
2J-2iD- zz
4

-12 ,-
1
2
 -2 yy+ zz4 hx(gxx+igxy)-hy(-igyy-gxy)2
H
i,j
mod
-12 , 12 -12 ,-12

1
2 ,
1
2
 hx(gxx-igxy)-hy(igyy-gxy)
2 -
2 yy+ zz
4

1
2 ,-
1
2
 2J+2iD- zz
4
hx(gxx-igxy)-hy(igyy-gxy)
2

-12 ,
1
2
 -J+ zz4 hx(gxx+igxy)-hy(gyy+gxy)2

-12 ,-
1
2
 hx(gxx-igxy)-hy(-igyy+gxy)
2
J+ zz
4 - gzzhz
Table 6.6: Matrix form of the model spin Hamiltonian in the ‘uncoupled’
bond basis
S˜zi , S˜zjE. The zero-field couplings are shown in red.
For the experimentally determined crystal structure of Sr2IrO4
[302], the two-octahedra [Ir2O11] cluster displays C2v symmetry, see
Figure 6.3b. Having the x axis along the h110i crystallographic di-
rection [302] and z k c, the effective anisotropic couplings read
~d = [0, 0,d],
¯¯  (x)=
0BB@  xx 0 00  yy 0
0 0  zz
1CCA (6.10)
for Ir-Ir links along x and
¯¯  (y)=
0BB@  yy 0 00  xx 0
0 0  zz
1CCA (6.11)
for Ir-Ir links along y, with  xx +  yy +  zz = 0. The uniform and
staggered components of the ¯¯g tensor take for individual Ir sites the
following form :
¯¯gi= ¯¯gui  ¯¯gsi=
0BB@ gxx 0 00 gyy 0
0 0 gzz
1CCA
0BB@ 0 gxy 0gxy 0 0
0 0 0
1CCA . (6.12)
gzz=gk while gxx and gyy are directly related to g? but not restricted
to be equal due to the lower symmetry of the two-octahedra cluster
as compared to the IrO6 unit discussed in Section 6.2.
To perform now the actual mapping, we need to transform the
model spin Hamiltonian given by Equation 6.1 to the same form
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H
i,j
mod j0, 0i j1,-1i j1, 1i j1, 0i
h0, 0j -34J
gxy(hy-ihx)p
2
gxy(-ihx-hy)p
2
i
2D
h1,-1j gxy(ihx+hy)p
2
J
4 +
 zz
4 - 4gzzhz -
 yy
2 -
 zz
4
gxxhx+igyyhyp
2
h1, 1j gxy(ihx-hy)p
2
-
 yy
2 -
 zz
4
J
4 +
 zz
4 + 4gzzhz
gxxhx-igyyhyp
2
h1, 0j - i2D
gxxhx-igyyhyp
2
gxxhx+igyyhyp
2
J
4 -
 zz
4
Table 6.7: Matrix elements of the model spin Hamiltonian in the coupled
basis
S˜tot, S˜ztot. The zero-field couplings are shown in red.
H
i,j
mod jsi jtxi jtyi jtzi
hsj -34J -gxyhy -gxyhx i2D
htxj -gxyhy J4 +
 yy
2 +
 zz
2 -igzzhz -igyyhy
htyj gxyhx igzzhz J4 -
 yy
2 igxxhx
htzj - i2D igyyhy -igxxhx J4 -  zz2
Table 6.8: Matrix form of the model spin Hamiltonian with the isotropic and
symmetric anisotropic exchange brought to diagonal form. The
zero-field couplings are shown in red.
as the ab initio Hamiltonian shown in Table 6.3, i.e. diagonal in zero
magnetic field. The result of such a transformation is shown in Ta-
ble 6.4, while the additional parameters introduced there are defined
in Table 6.5. Diagonalization of the spin Hamiltonian provides the
expected singlet js˜i and three (split) triplet components jtxi, jtyi and
jt˜zi. Due to the DM interaction, js˜i and jt˜zi are admixtures of ‘pure’
j0, 0i and j1, 0i spin functions.
To better illustrate the nature of these fjs˜i , jtxi , jtyi , jt˜zig states
forming the basis of the effective Hamiltonian shown in Table 6.4
and the different steps followed to arrive to that particular matrix
form, we also provide in this section ME’s in (i) the ‘uncoupled’S˜zi , S˜zjE basis (see Table 6.6), (ii) the ‘coupled’ S˜tot, S˜ztot basis in
which the isotropic exchange is diagonal (Table 6.7) and (iii) the basis
fjsi , jtxi , jtyi , jtzig that also diagonalizes the symmetric anisotropic
exchange (Table 6.8). In the latter case, jsi = j0, 0i and jtzi = j1, 0i
while jtxi and jtyi are antisymmetric and symmetric combinations of
j1,-1i and j1, 1i. The unitary matrix describing the transformation to
the form given in Table 6.8 reads
U  =
0BBBBB@
1 0 0 0
0 - 1p
2
- ip
2
0
0 1p
2
- ip
2
0
0 0 0 1
1CCCCCA . (6.13)
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Finally, jsi and jtzi are to some degree admixed due to the antisym-
metric exchange. The resulting states js˜i and jt˜zi imply a ‘rescaling’
of the Zeeman couplings. The Hamiltonian thus takes the final form
shown in Table 6.4. The corresponding transformation matrix reads
UD=
0BBBBBBB@
- iDq
J˜(J˜=2-Jx+y)
0 0 iDq
J˜(J˜=2+Jx+y)
0 1 0 0
0 0 1 0r
J˜=2-Jx+y
J˜
0 0
r
J˜=2+Jx+y
J˜
1CCCCCCCA
. (6.14)
Direct correspondence between homologous ME’s in the two ma-
trices yields a set of eight independent equations that finally allow to
derive hard values for all coupling constants that enter Equation 6.1
(with symmetry constrains given by Equations 6.10, 6.11 and 6.12).
These values of the effective couplings are shown in Table 6.9.
The procedure described in this chapter resembles the effective
Hamiltonian extraction scheme [259, 266] employed in Chapter 5,
where we also compared ME’s of model and ab initio Hamiltonians.
The difference is that in Chapter 5 we transformed the diagonal ab ini-
tio Hamiltonian to the basis of the model with a special unitary trans-
formation. Such transformation can be straightforwardly constructed
in case of second-order SOC, because the basis of the model span just
the pure-spin states. But when the first-order SO interaction plays the
major role, as in 5d5 iridates, the basis of the effective model, i.e. S˜i,
can not be easily found. The model Hamiltonian can be transformed
to the form of the ab initio Hamiltonian by diagonalization in zero
magnetic field, as it was done in previous studies [7, 292]. However,
in the case of C2v symmetry number of diagonal ME’s is not enough
to perform the mapping to the effective model. We have to perform
supplemental calculation of the Zeeman Hamiltonian both at ab initio
and model level to have additional ME’s to compare.
Our mapping procedure yields J48 meV, somewhat lower than J
values of 55–60 meV derived from experiment [286, 325], and a ratio
between the DM and Heisenberg couplings d=J= 0.25, in agreement
with estimates based on effective superexchange models [6, 323, 324]
and large enough to explain the nearly rigid rotation of magnetic mo-
ments that is observed when the IrO6 octahedra revolve [326, 327].
Ab initio results for the NN anisotropic couplings ¯¯  , also relevant
for a detailed understanding of the magnetic properties of Sr2IrO4,
are shown as well in Table 6.9. In our convention the x axis is taken
along the Ir-Ir link, i.e. it coincides with the h110i crystallographic
direction [302], and z k c. We obtain  xx   zz, which then allows
to recast the Heisenberg and symmetric anisotropic terms in (6.1) as
(J -  yy=2)
~˜Si  ~˜Sj + (3 yy=2) S˜yi S˜yj , with  xx =  zz = - yy=2. Equally
interesting, for no rotation of the IrO6 octahedra and straight Ir-O-Ir
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magnetic couplings, meV g factors
J d  xx  yy  zz gxx gyy gzz gxy
47.8 11.9 0.42 -0.84 0.42 1.64 1.70 2.31 0.02
Table 6.9: Nearest-neighbour magnetic couplings and g-factors in Sr2IrO4 as
obtained from the spin-orbit MRCI calculations on two-octahedra
clusters.  xx+ yy+ zz=0 since ¯¯  is traceless.
bonds in Ba2IrO4, it is  yy and  zz which are approximately the same,
providing a realization of the compass-Heisenberg model [292, 323]
since the DM coupling is by symmetry zero in that case.
The two-site magnetic Hamiltonian (6.1) features in-plane
symmetric-anisotropy couplings  xx and  yy which were not con-
sidered in earlier studies [6, 304]. In the presence of two-sublattice
order, terms containing these couplings cancel each other in the
mean-field energy but they are in general relevant for pseudospin
fluctuations and excitations. Using spin-wave theory and effective
parameters derived from the quantum chemistry calculations, we
nicely reproduce the correct GS and character of the modes, as
shown in Figure 6.2. To reproduce the experimental zero-field gap,
in particular, we used J, d and g-factor values as listed in Table 6.9
and a somewhat larger  zz parameter of 0.98 meV. To leading order,
the dependence of 2?1 and 
2
?2 on h is linear, see Equation 6.3
and Equation 6.4 The slope is proportional to m, which strongly
depends on the DM coupling. At low fields (61 T), m can be actually
replaced with its field independent value derived in Ref. [304]. Using
the MRCI coupling constants, the first term in Equation 6.5 then
yields a moment m0.12B, in good agreement with the experiment
[285, 328].
6.4 Conclusions
In this chapter we have provided an integrated picture on the d-level
structure and magnetic anisotropies in Sr2IrO4, a prototype spin-orbit
driven magnetic insulator. Both the single-site ¯¯g tensor and intersite
effective exchange interactions are analyzed in detail. To access the lat-
ter, we build on an earlier computational scheme for deriving intersite
matrix elements in mixed-valence spin-orbit coupled systems [329].
While the ratio d/J of the antisymmetric Dzyaloshinskii-Moriya and
isotropic Heisenberg couplings is remarkably large in Sr2IrO4 and
concurs with an in-plane rotation pattern of the Ir magnetic moments
that follows nearly rigidly the staggered rotation of the IrO6 octahe-
dra [326, 327], the most prominent symmetric anisotropic terms are
according to the quantum chemistry data in-plane, perpendicular to
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the Ir-Ir links. The structure of the ¯¯g tensor, as computed with first-
principles electronic-structure methods, consistent with ESR measure-
ments [304] and such that gk = gc > g? = ga = gb. It distinctly indi-
cates a negative tetragonal splitting of the Ir t2g levels, in spite of
sizable positive local distortions in Sr2IrO4.

7CaIrO3 P O S T- P E R O V S K I T E , A je f f  1/2Q U A S I - 1 D A N T I F E R R O M A G N E T
Iridium oxide compounds are at the heart of intensive experimen-tal and theoretical investigations in solid state physics. The fewdifferent structural varieties displaying Ir ions in octahedral co-
ordination and tetravalent 5d5 valence states, in particular, have re-
cently become a fertile ground for studies of new physics driven by
the interplay between strong spin-orbit interactions and electron cor-
relations [241]. In the simplest picture, the SOC’s are sufficiently large
to split the Ir t52g manifold into well separated jeff3=2 and jeff1=2
states. The former are fully occupied while the latter are only half
filled. It appears that the widths of the jeff1=2 bands, wNt, where
t is an effective Ir-Ir hopping integral and N is the coordination num-
ber, are comparable to the strength of the on-site Coulomb repulsion
U. For smaller coordination numbers, such asN=3 in the layered hon-
eycomb systems Li2IrO3 and Na2IrO3 and N = 4 for square-lattice
Sr2IrO4 and Ba2IrO4 and the post-perovskite CaIrO3, the undoped
compounds are insulating at all temperatures and a jeff  1=2 Mott-
Hubbard type picture seems to be appropriate [241, 330, 331]. For
larger coordination numbers like N = 6 in the pyrochlore structure,
the t52g Ir oxides are metallic at high T ’s and display transitions to AF
insulating states on cooling [332]. Furthermore, a Slater type picture
in which the gap opening is intimately related to the onset of AF or-
der might be more appropriate, as proposed for example for Os oxide
perovskite systems with N=6 [247]. Also, more exotic ground states
such as a Mott topological insulator [242] or a Weyl semimetal [268]
have been proposed for the pyrochlore iridates.
Besides the SOC’s and Coulomb interactions, one important addi-
tional energy scale is the magnitude of the CF splittings within the
Ir t2g shell. Such splittings may arise from distortions of the O octa-
hedron around the Ir site and also from the anisotropy of the farther
surroundings [271, 320], see also Chapter 6. In this respect, highly
anisotropic systems such as the post-perovskite CaIrO3 provide an
ideal playground for new insights into the interplay between SOC’s
and lattice distortions. In the layered post-perovskite structure, IrO6
octahedra in the ac layers share corners along the crystallographic
c axis, see Figure 7.1a, and have common edges along a [333, 334].
The local symmetry at the Ir sites is described by the monoclinic
C2h point group, with the C2 axis along a. The Ir-O bonds along
the corner-sharing chains are substantially shorter than for the edge-
sharing links, 1.94 vs. 2.07Å [333] (see Figure 7.1a), which suggests
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a
b
c
Ca
Ir
O
2.07Å1.94Å
(a) Crystal structure of CaIrO3
z y x 4.8˚
80.8˚
(b) IrO6 octahedron
Figure 7.1: Structural details of CaIrO3. (a) Layered crystal structure and
the global crystalline axes. (b) The IrO6 octahedron belongs to
the C2h point group. Local axes for the IrO6 octahedron and
distortions away from C4h symmetry are illustrated.
a tetragonal-like stabilization of the xy-like orbitals with respect to
the xz/yz-like, as illustrated in Figure 6.1. Additionally, small split-
tings between the xz/yz-like components arise due to the a-b crystal
anisotropy.
The precise nature of the relativistic 5d5 ground-state wavefunction
obviously depends on the size of the Ir t2g splittings. Further, the on-
site 5d5 electron configuration and the kind of Ir-O-Ir path along a
given direction determine the sign and magnitude of the magnetic ex-
change couplings. Ab initio calculations where all these effects and in-
teractions are treated on equal footing are therefore highly desirable.
The post-perovskite phase of CaIrO3 (space group 63, Cmcm) has
received significant attention from geologists in recent years because
the same crystalline structure is adopted by MgSiO3 in the lower
Earth’s mantle [335, 336]. In contrast to MgSiO3, the post-perovskite
phase of CaIrO3 can be synthesized even at ambient pressure. Since
measurements are less complicated in ambient conditions, CaIrO3
has been used extensively as an analogue of MgSiO3 post-perovskite
for structural, mechanical, and transport studies [337–340].
To unveil the valence electronic structure of CaIrO3 we carried out
ab initio wavefunction quantum chemical calculations which are dis-
cussed in detail in this chapter. With no SOC’s, splittings as large
as 0.8 eV are found for the t2g levels of CaIrO3. The 5d5 relativistic
ground-state wavefunction therefore displays a highly uneven admix-
ture of xy, xz, and yz character, which contradicts the interpretation
of recent resonant X-ray diffraction (RXD) experiments [341]. For the
corner-sharing octahedra, the quantum chemical calculations further
predict large AF superexchange couplings [342] of 120meV, about the
same size with the magnetic interactions in the parent compounds
of the high-Tc cuprate superconductors. The lowest d-d SO excited
states are two doublets at approximately 0.7 and 1.4 eV, originating
from the jeff = 3=2 quartet in an ideal cubic environment. This is the
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largest splitting reported so far for the jeff 3=2 states in d5 systems
and singles out CaIrO3 as an unique material in which both the SOC
and the non-cubic crystal field splittings are of the order of half eV
or larger, leading to strong deviations from the simple cubic picture
with pure jeff=1=2 doublet and jeff=3=2 quartet states.
7.1 d–d splittings and magnetic g factors
To investigate the local Ir d-level splittings, CASSCF and MRCI
calculations [38] were performed on embedded clusters made of
one reference IrO6 octahedron, ten adjacent Ca sites, and four NN
IrO6 octahedra. The farther solid-state environment was modeled
as a one-electron effective potential which in an ionic picture repro-
duces the Madelung field in the cluster region [72]. All calculations
were performed with the molpro quantum chemical software [116].
We employed energy-consistent relativistic pseudopotentials for Ir
[251] and Ca [310] along with Gaussian-type valence basis functions.
Quadruple-zeta basis sets from the molpro library were applied for
the valence shells of the central Ir ion [251] and triple-zeta basis sets
for the ligands [225] of the central octahedron and the nearest-neigbor
Ir sites [251]. For the central Ir ion we also used two polarization f
functions [251]. For farther ligands in our clusters we applied mini-
mal atomic-natural-orbital basis sets [252]. All occupied shells of the
Ca2+ ions were incorporated in the large-core pseudopotentials and
each of the Ca 4s orbitals was described by a single contracted Gaus-
sian function [310]. For the ground-state calculations, the orbitals
within each finite cluster were variationally optimized at the CASSCF
level [38]. All Ir t2g functions were included in the active orbital space.
Excitations within the Ir t2g shell were afterwards computed just for
the central IrO6 octahedron while the occupation of the NN Ir valence
shells was held frozen as in the CASSCF ground-state configuration.
The subsequent MRCI treatment includes all single and double exci-
tations from the O 2p orbitals at the central octahedron and the Ir 5d
functions [38]. To partition the O 2p valence orbitals into two differ-
ent groups, i.e. at sites of the central octahedron and at NN octahedra,
we employed the Pipek-Mezey orbital localization module available
with molpro [228]. Spin-orbit interactions were accounted following
the procedure described in Ref. [311]. In a first step, the scalar rela-
tivistic Hamiltonian is used to calculate correlated wavefunctions for
a finite number of low-lying states, either at the CASSCF or MRCI
level. In a second step, the SO part is added to the initial scalar rel-
ativistic Hamiltonian, matrix elements of the aforementioned states
are evaluated for this extended Hamiltonian and the resulting matrix
is finally diagonalized to yield SO coupled wavefunctions. Crystallo-
graphic data as reported by Rodi and Babel [333] was used.
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hole (spin-)orbital casscf mrci
fxz 0.00 0.00fyz 0.13 0.15
xy 0.76 0.83
j1=2i (KD1) 0.00–0.12 0.00–0.16
j3=2,i (KD2) 0.62–0.70 0.66–0.76
j3=2,i (KD3) 1.25–1.27 1.36–1.39
Table 7.1: Relative energies of t52g states in CaIrO3 (eV). CASSCF and MRCI
results with and without SOC’s for 5-plaquette clusters, see text.
KD stands for Kramers doublet.
It is convenient to define local coordination framework for the
IrO6 octahedron consistently with the more studied C4h symmetry,
as shown in Figure 7.1b. The actual C2h octahedron has the follow-
ing distortions away from tetragonal case: (i) O-Ir-O angles within
the ‘basal’ IrO4 plaquette are not 90, with the smaller one equals to
80.8, (ii) the plane defined by the IrO4 plaquette is not perpendicular
to axis defined by the Ir and two ‘apical’ O ions. Therefore the 4.8 an-
gle between y axis and one of the Ir-O bond shown in Figure 7.1b has
components both within xy plane and perpendicular to it. A draw-
back of using local axes consistent with the tetragonal symmetry is
that the xz and yz orbitals defined in such framework do not trans-
form like irreducible representations in the C2h point group. To fix it
and keep the notation short, we introduce orbitals fxz =1=p2(xz+yz)
and fyz=1=p2(xz-yz) that transform like irreducible representations
in the C2h point group.
With no SOC’s, we find that for the lowest-energy t52g state, the
hole occupies the Ir fxz orbital. Excited states with holes in the fyz
and xy orbitals have relative energies of 0.13 and 0.76 eV by CASSCF
calculations and slightly larger values of 0.15 and 0.83 eV at the MRCI
level (see the first lines in Table 7.1). In electron picture, the lowest t2g
level is xy, while the splittings are 0.63, 0.76 eV by CASSCF and 0.68,
0.83 eV by MRCI, close to the situation shown in Figure 6.1a. The spin-
orbit ground-state wavefunction therefore has dominant fxz character,
as much as 75% by MRCI calculations with SOC (MRCI+SOC). The
four components of the jeff3=2 quartet are split into groups of two
by 0.6–0.7 eV (lower lines of Table 7.1). The lower two jeff3=2 terms
have 72% fyz character, the highest jeff3=2 components have 90% xy
character. It would be therefore more correct to label these SO states
as KD1, KD2 and KD3, as it was done in Ref. [343].
When SO interactions are not accounted for, the coupling to spin
moments at NN Ir sites gives rise for each particular orbital occu-
pation to one sextet, four quartet, and five doublet states. All those
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configuration state functions entered our spin-orbit calculations. 32
different SO states are therefore generated for each KD ‘configura-
tion’ at the central Ir site and this causes a finite energy spread in
Table 7.1. A simpler and more transparent picture can be obtained by
replacing the four Ir4+ t52g NN’s by closed-shell Pt
4+ t62g ions. In that
case, the MRCI excitation energies for the jeff  3=2 states (KD2 and
KD3) at the central Ir site are 0.67 and 1.38 eV. An instructive com-
putational experiment which we can further make is to replace the
distorted post-perovskite structure by a hypothetical cubic-perovskite
lattice in which the Ir-O bond length is the average of the three dif-
ferent bond lengths in post-perovskite CaIrO3, i.e. 2.03Å [333]. This
allows to directly extract the effective SOC strength  for the Ir4+
5d5 ion (HSOC = Leff S) because the splitting between the spin-orbit
jeff = 1=2 doublet and the four-fold degenerate jeff = 3=2 state is 3=2
in cubic symmetry [289]. The doublet-quartet splitting comes out as
0.70 eV by MRCI+SOC calculations for the idealized cubic perovskite
structure. This yields an effective SO coupling constant =0.47 eV, in
agreement with values of 0.39–0.49 eV earlier extracted for Ir4+ ions
from electron spin resonance measurements [299].
Using the methodology explained in Section 6.2 we are also able
to calculate the magnetic ¯¯g tensor for CaIrO3. For computing the
ME’s of the magnetic moment operator we employed MRCI calcu-
lations including the SO treatment with all 5d5 states with excitation
energy less than 5.5 eV. Those states are the 2T1g (t52g),
4T2g and 4T1g
(t42ge
1
g) plus 6A1g (t32ge
2
g) multiplets (split in the actual C2h symme-
try), which give rise to 36 SO-coupled states. The calculated ¯¯g ten-
sor in the local fx,y, zg and crystallographic fa,b, cg axes frameworks
reads
¯¯gfx,y,zg=
0BB@ 1.14 -0.86 -0.20-0.86 1.14 0.20
-0.20 0.20 3.31
1CCA ; ¯¯gfa,b,cg=
0BB@0.28 0 00 1.98 0.20
0 0.20 3.34
1CCA .
(7.1)
It is seen that the tensor ¯¯gfx,y,zg has diagonal part typical for
tetragonally-compressed octahedra, but there are also additional off-
diagonal ME’s due to the monoclinic C2h symmetry. The calculated,
strongly anisotropic, ¯¯g tensor should be useful for the interpretation
of future ESR measurements on CaIrO3.
The results of our ab initio calculations, i.e. the unusually large t2g
splittings and the highly uneven admixture of fxz , fyz, and xy charac-
ter for the SO t52g states, are in sharp contrast to the interpretation
of recent RXD experiments on CaIrO3 [341]. In particular, the au-
thors of Ref. [341] conclude from the RXD data that the deviations
from an isotropic xz-yz-xy picture are marginal, as also found for in-
stance in the layered square-lattice material Sr2IrO4 [241]. While for
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Sr2IrO4 one finds indeed by QC calculations rather small t2g split-
tings of 0.15 eV, comparable weights of the xz, yz, xy components in
the jeff  1=2 ground-state wavefunction [264, 320] (see also Chap-
ter 6), and NN superexchange interactions in good agreement with
RIXS data, for the post-perovskite CaIrO3 the quantum chemical re-
sults point in a different direction. These conflicting findings moti-
vated more recently Ir L-edge RIXS measurements on CaIrO3 [343],
which turned out to be in perfect agreement with our QC results.
7.2 Intersite exchange interactions
The presence of both corner-sharing and edge-sharing octahedra and
the large splittings within the t2g shell have important implications
on the nature and the magnitude of the magnetic interactions. To de-
termine the latter, we designed 8-octahedra clusters including two ac-
tive Ir4+ t52g sites. To make the analysis of the intersite spin couplings
straightforward, the six Ir4+ t52g NN’s were modeled as closed-shell
Pt4+ t62g ions. The basis functions used here were as described in
Section 7.1. The only exception was the O ligand(s) bridging the two
magnetically active Ir sites, for which we employed quintuple-zeta
valence basis sets and four polarization d functions [225]. All possi-
ble occupations were allowed within the set of t2g orbitals at the two
active Ir sites in the CASSCF calculations, which gives rise to nine
S=0 and nine S=1 states with no SOC. The CASSCF wavefunctions
were expressed in terms of orbitals optimized for an average of those
singlet and triplet states. All eighteen states entered the spin-orbit
calculations, both at the CASSCF and MRCI levels. In MRCI, single
and double excitations from the Ir t2g orbitals and the 2p orbitals of
the bridging ligand(s) were included. Such a computational scheme
Figure 7.2: Local coordination and the main, -type 5dfxz -2pex-5dfxz , AF su-
perexchange path for corner-sharing IrO6 octahedra along the c
axis in CaIrO3. The O 2p tails of the active Ir dfxz orbitals are
overlapping at the bridging O site.
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state casscf mrci mrci+soc
Corner-sharing octahedra along c:
Singlet 0.0 0.0 0.0
Triplet 91.2 170.5 124.8, 124.9, 127.0
Edge-sharing octahedra along a:
Triplet 0.0 0.0
0.0, 0.40, 0.63, 7.2
Singlet 2.3 -5.1
Table 7.2: Relative energies (meV) of the singlet and triplet states for two
adjacent Ir t52g sites along the c and a directions in CaIrO3.
provides J values in very good agreement with RIXS measurements
in the layered iridate Sr2IrO4 [7, 264]. Relative energies for the low-
est Stot = 0 and jtot = 0 singlet and Stot = 1 and jtot = 1 triplet states
for both corner-sharing and edge-sharing octahedra are listed in Ta-
ble 7.2. In the spin-orbit calculations, the triplet components display
small splittings that indicate the presence of non-Heisenberg terms.
Remarkably, with no SOC’s, the NN AF exchange constant J(c) for
octahedra sharing corners along the c axis is as large as 91.2 meV by
CASSCF calculations and 170.5 meV by MRCI, see Table 7.2. The t2g
hole orbitals are here the fxz components, as discussed in the previ-
ous section. Although the IrO6 octahedra are tilted somewhat due to
rotations about the a axis, see Figure 7.2, this does not affect much the
-type 5dfxz -2pex-5dfxz overlap and superexchange interactions [342].
An AF J(c) of 170.5 meV is even larger than the values for -type
superexchange paths in two-dimensional S= 1=2 3d Cu oxide super-
conductors [344] and points to the role of the larger spatial extent of
5d functions in iridates. With SOC’s accounted for, the effective AF
coupling J(c) can be roughly estimated to be  126 meV (using the
last column in Table 7.2). The spin-orbit ground-state wavefunction
now acquires sizable fyz character and since the tilting of the IrO6
octahedra does affect the out-of-plane 5dfyz-2pey-5dfyz superexchange
path, the effective magnetic coupling between the jeff  1=2 sites is
somewhat reduced.
The case of the edge-sharing octahedra along the a axis is quite dif-
ferent. The Heisenberg exchange coupling changes from weak and
FM by CASSCF to weak and AF by MRCI, and finally evolve to
anisotropic exchange by MRCI+SOC, see Table 7.2. Given the struc-
ture of the two-site magnetic spectrum, with three lower-energy states
spread over a narrow window of  0.6meV and a higher-lying state
with an excitation energy of several meV, one may be tempted to in-
terpret the data in terms of a dominant FM Heisenberg coupling and
much weaker additional anisotropic magnetic interactions. In the fol-
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lowing, we carry out a detailed analysis and show that the situation
is actually somewhat more subtle.
More accurate values for J(c) and J(a) together with all relevant
anisotropic couplings can be obtained with help of the mapping
procedure described in Section 6.3. One important detail is that
anisotropic exchange couplings allow the eigenstates of the isotropic
model to interact, e.g. the DM coupling allows mixing of the singlet
and triplet states, while the symmetric anisotropic exchange ¯¯  causes
mixing of the different triplet components. Such mixing effects of the
zero-field eigenstates modify their interaction with external magnetic
field. We can therefore trace back the values of all zero-field-model
couplings via one-to-one correspondence between the ME’s of the
model spin Hamiltonian and the ab initio Hamiltonian. The latter is
assosiated with the quantum-chemically calculated energies of the
four low-lying ‘magnetic’ states and with the ME’s of the Zeeman
Hamiltonian HZ = B(~L+ ge~S)  ~h. We employ a model Hamiltonian
quadratic in (pseudo)spin operators to describe the interactions be-
tween a pair hiji of NN 1=2 pseudospins in the presence of magnetic
field. Keeping in mind the presence of two different bond directions
we can write it as
H
()
mod = J
()~˜Si  ~˜Sj+~d() 
h
~˜Si  ~˜Sj
i
+ ~˜Si  ¯¯  ()  ~˜Sj +B
X
k=i,j
~h  ¯¯g()k  ~˜Sk,
(7.2)
where the  index stands for the bond direction, =c for j= i+~c and
=a for j= i+ ~a.
The corner-sharing Ir-Ir ‘bond unit’ along the c direction has lo-
cal symmetry of the C2v point group, same as for the two-octahedra
unit in Sr2IrO4 (see Section 6.3). The symmetry constraints on the
anisotropic couplings should be therefore identical in this two cases.
However, because of the difference in notations—bond along c and
C2 axis along b for CaIrO3 vs. bond along x and C2 axis along y for
Sr2IrO4—the couplings have similar, but not exactly the same form
(compare the following with Equation 6.10 and Equation 6.12):
~d(c) =
h
d
(c)
a , 0, 0
i
, ¯¯  (c)=
0BB@  
(c)
aa 0 0
0  
(c)
bb 0
0 0  
(c)
cc
1CCA , (7.3)
with   (c)aa +  
(c)
bb +  
(c)
cc =0 to ensure a traceless form of the ¯¯  (c) tensor.
The ¯¯g(c) tensor has uniform and staggered components due to the
staggered rotation of the IrO6 octahedra along the c direction :
¯¯g(c)k =
0BB@ g
(c)
aa 0 0
0 g
(c)
bb 0
0 0 g
(c)
cc
1CCA
0BB@ 0 0 00 0 g(c)bc
0 g
(c)
bc 0
1CCA . (7.4)
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H
(c)
ab initio js˜i jt˜xi jtyi jtzi
hs˜j 0 0 0.1916i hz -0.2105i hy
ht˜xj 0 124.839 -3.2431i hz -1.7312i hy
htyj -0.1916i hz 3.2431i hz 124.934 0.1398i hx
htzj 0.2105i hy 1.7312i hy -0.1398i hx 127.006
Table 7.3: Matrix elements of the ab initio SOC Hamiltonian for NN octahe-
dra along the c bond in CaIrO3. Results of MRCI+SOC calcula-
tions are shown (meV).
Ready-to-compare matrix forms of H(c)ab initio andH
(c)
mod in the basis of
four lowest SOC states fjs˜i , jt˜xi , jtyi , jtzig are given in Table 7.3 and
Table 7.4 respectively. This representation of the numerical ab initio
Hamiltonian is explicitly obtained from the MRCI+SOC calculation.
The assignment of the states is made by analysis of the ME’s of the
Zeeman Hamiltonian and also of the ME’s of the electric dipole and
quadrupole operators. The model Hamiltonian given in Equation 7.2
can be easily expanded in the bond basis and then further trans-
formed to the requested basis by the corresponding unitary trans-
formation. We set   (c)bb = - 
(c)
aa -  
(c)
cc and introduce the additional
notations
J
(c)
b+c =
(J(c) +  
(c)
bb ) + (J
(c) +  
(c)
cc )
2
= J(c) -
 
(c)
aa
2
,
eJ(c) =q(d(c)a )2 + (J(c)b+c)2
(7.5)
to make expressions in Table 7.4 a bit more concise.
One-to-one correspondence between ME’s in the two matrices al-
lows us to extract the actual values of the effective couplings and g
factors. One should notice that the g factors obtained within the cal-
culation for two magnetic sites are somewhat different as compare to
H
(c)
mod js˜i jt˜xi jtyi jtzi
hs˜j 0 0 ihz
g
(c)
cc d
(c)
a -g
(c)
bc
eJ(c)+J(c)b+cr
2eJ(c)eJ(c)+J(c)b+c -ihy
g
(c)
bbd
(c)
a +g
(c)
bc
eJ(c)+J(c)b+cr
2eJ(c)eJ(c)+J(c)b+c
ht˜xj 0 eJ(c) ihz g(c)cc eJ(c)+J(c)b+c+g(c)bcd(c)ar
2eJ(c)eJ(c)+J(c)b+c -ihy
g
(c)
bb
eJ(c)+J(c)b+c-g(c)bcd(c)ar
2eJ(c)eJ(c)+J(c)b+c
htyj-ihz
g
(c)
cc d
(c)
a -g
(c)
bc
eJ(c)+J(c)b+cr
2eJ(c)eJ(c)+J(c)b+c -ihz
g
(c)
cc
eJ(c)+J(c)b+c+g(c)bcd(c)ar
2eJ(c)eJ(c)+J(c)b+c
1
2
eJ(c)+J(c)b+c+2  (c)aa+  (c)cc  -ig(c)aahx
htzj ihy
g
(c)
bbd
(c)
a +g
(c)
bc
eJ(c)+J(c)b+cr
2eJ(c)eJ(c)+J(c)b+c ihy
g
(c)
bb
eJ(c)+J(c)b+c-g(c)bcd(c)ar
2eJ(c)eJ(c)+J(c)b+c ig
(c)
aahx
1
2
eJ(c)+J(c)b+c+  (c)aa-  (c)cc 
Table 7.4: Matrix form of the model Hamiltonian given by Equation 7.2 for
the c bond in CaIrO3. Notations of Equations 7.3, 7.4 and 7.5 are
used.
96 CaIrO3 post-perovskite , a jeff1/2 quasi-1d antiferromagnet
magnetic couplings, meV g factors
J(c) d(c)  
(c)
aa  
(c)
bb  
(c)
cc g
(c)
aa g
(c)
bb g
(c)
cc g
(c)
bc
125.59 0.95 1.51 1.32 -2.83 0.14 1.73 3.24 0.20
Table 7.5: Nearest-neighbour magnetic couplings and g-factors for corner-
sharing octahedra in CaIrO3 as obtained from spin-orbit MRCI
calculations. Because  aa+ bb+ cc= 0, only two components are
independent.
the computation for a single magnetic centrez. Reasons behind that iszBecause the ¯¯g
tensor is essentially
a single-site
property one should
refer to data in
Equation 7.1.
the different symmetry displayed by the two-octahedra cluster (also
in Section 6.3) and the stronger delocalization within the bond direc-
tion. From the results of the mapping procedure for the c bond shown
in Table 7.5, it is clear that our initial guess of mapping to an isotropic
Heisenberg model was correct. Accidentally even the prediction of
J(c) = 125.6 meV is reproduced after the accurate extraction. Despite
the very strong deviation from 180 (the Ir-O-Ir angle is 140.2 here
versus 157 in Sr2IrO4), the DM interaction turns out to be signifi-
cantly weaker as compared to Sr2IrO4, less than 1% of the isotropic
exchange. It might be related to the precise details of crystallographic
distortions in the two compounds: the staggered rotation takes place
in CaIrO3 around the local [11¯0] axis of each octahedron, not around
[001] as in Sr2IrO4. In the latter case, the NN octahedra have the same
local z axis, while in the former situation there is no common local
axis. Such effect was previously discussed in the context of Cu2+ bin-
uclear complex [265]. An alternative possible cause of the relatively
weak DM coupling may be the strong lattice distortions, that dramati-
cally change details of the jeff  1=2 GS in CaIrO3, as discussed in Sec-
tion 7.1. The symmetric anisotropy couplings in the range of 1- 2%
describe small deviations from the isotropic exchange and make the
selected c component ‘weaker’ AF. It is clearly seen if we recast the
numbers in Table 7.5 into J(c)a = 127.1  J(c)b = 126.9 and J(c)c = 122.8
meV.
The situation is different for the Ir-Ir link along the a direction in
which NN octahedra share edges. The two-octahedra [Ir2O10] cluster
unitz displays C2h symmetry. This two-octahedra block has a centrezAs well as the
56-site [Ir2O10
Ir6O24Ca14]
cluster used for the
calculations.
magnetic couplings, meV g factors
J(a)  
(a)
aa  
(a)
bb  
(a)
cc  
(a)
bc g
(a)
aa g
(a)
bb g
(a)
cc g
(a)
bc
2.21 5.20 3.61 -8.82 2.06 0.37 1.84 3.21 0.14
Table 7.6: Nearest-neighbour magnetic couplings and g-factors for edge-
sharing a-axis octahedra in CaIrO3 as obtained from spin-orbit
MRCI calculations. The convention   (a)aa + 
(a)
bb + 
(a)
cc =0 is used.
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of inversion, therefore the DM coupling is absent here. All symmetry
constrains to the model Hamiltonian shown in Equation 7.2 can be
obtained using the irreducible representation projector analysis [345].
Within the C2h point-group symmetry the effective couplings read
~d(a) = 0, ¯¯  (a)=
0BB@  
(a)
aa 0 0
0  
(a)
bb  
(a)
bc
0  
(a)
bc  
(a)
cc
1CCA , (7.6)
with   (a)aa +  
(a)
bb +  
(a)
cc =0, and
¯¯g(a)k =
0BB@ g
(a)
aa 0 0
0 g
(a)
bb g
(a)
bc
0 g
(a)
bc g
(a)
cc
1CCA . (7.7)
One can notice that now there is an additional off-diagonal term
 
(a)
bc in the symmetric anisotropy tensor. To understand how it mod-
ifies the spectra of the lowest four states, we in a first stage assume
it is zero. The only non-isotropic contribution is then the diagonal
¯¯  . The eigenstates of the model are the ‘detached’ singlet jsi = j0, 0i
and triplet states jtxi= (j1, 1i-j1,-1i)=
p
2, jtyi= (j1, 1i+j1,-1i)=
p
2,
and jtzi= j1, 0i). The   (a)bc coupling brings further interaction between
jtyi and jtzi with resulting jt˜yi and jt˜zi admixed states. Interestingly,
the ab initio data of Table 7.7 show that the singlet state is not the
highest in energy, as we were tempted initially to assume from the
relatively large energy gap between the lowest three states and the
higher-lying state, but one of the lowest, i.e the isotropic J(a) turns
out to be antiferromagnetic. The full set of anisotropic parameters can
be again obtained with help of the mapping procedure between the
ab initio and model Hamiltonians shown in Table 7.7 and Table 7.8
respectively. For writing the latter more compactly we introduce sup-
plementary notations:
 
(a)
c-b =  
(a)
cc -  
(a)
bb = 2 
(a)
cc +  
(a)
aa ,e  (a) =q4(  (a)bc )2 + (  (a)c-b)2,
P =
se  (a) +   (a)c-b
2e  (a) , M =
se  (a) -   (a)c-b
2e  (a) .
(7.8)
Although at first sight there are only 6 independent ME’s in the
Hamiltonian, which looks not enough to extract all 8 model parame-
ters (4 independent exchange couplings and 4 g factors), the mapping
can still be made. An additional detail is that from some of the matrix
elements, i.e. those in the first lines in Table 7.7 and Table 7.8, we ob-
tain two equations instead of one, because there are two components
of magnetic field.
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H
(a)
ab initio jtxi jsi jt˜yi jt˜zi
htxj 0 0 0.4290i hy -1.800i hy
-3.191i hz -0.3746i hz
hsj 0 0.3945 0 0
ht˜yj -0.4290i hy 0 0.6261 0.3691i hx
+3.191i hz
ht˜zj 1.800i hy 0 -0.3691i hx 7.176
+0.3746i hz
Table 7.7: Matrix elements of the ab initio spin-orbit Hamiltonian for a bond
in CaIrO3. Results of MRCI+SOC calculations are shown (meV).
H
(a)
mod jtxi jsi jt˜yi jt˜zi
htxj 0 0 i hy

g
(a)
bc M- g
(a)
bb P

i hy

g
(a)
bbM+ g
(a)
bc P

+i hz

g
(a)
cc M- g
(a)
bc P

+i hz

g
(a)
bc M+ g
(a)
cc P

hsj 0 -J(a) +  aa2 0 0
ht˜yj-i hy

g
(a)
bc M- g
(a)
bb P

0 14

J(a) +  
(a)
aa - e  (a) ig(a)aa hx
-i hz

g
(a)
cc M- g
(a)
bc P

ht˜zj-i hy

g
(a)
bbM+ g
(a)
bc P

0 -ig
(a)
aa hx
1
4

J(a) +  
(a)
aa + e  (a)
-i hz

g
(a)
bc M+ g
(a)
cc P

Table 7.8: Matrix form of the model Hamiltonian given by Equation 7.2 for
a-axis bonds in CaIrO3. The notations introduced in Equations 7.6
and 7.8 are used.
The final results are presented in Table 7.6. Couplings along the a
direction are very anisotropic and much weaker as compared to the
Heisenberg exchange along the c-axis bond. Symmetric anisotropic
exchange couplings are AF the for a and b components of the pseu-
dospin and FM for the c component. Together with the isotropic
J(a) they can be recast into an anisotropic Heisenberg model with
J
(a)
a = 7.41, J
(a)
b = 5.82, and J
(a)
c = -6.61 meV. The off-diagonal  
(a)
bc
coupling is the smallest, but almost reaches the value of the isotropic
part. The picture for the a bond in CaIrO3 is to large extent similar
to the edge-sharing honeycomb iridates [7, 243], where one of the FM
anisotropic couplings (referred to in that structure as Kitaev coupling)
overcomes the strength of the AF isotropic exchange.
The present ab initio results, i.e. strong AF interactions along c and
weak anisotropic couplings along a with a FM   (a)cc component (see
Figure 7.3), are consistent with the observed very large Curie-Weiss
temperature and striped AF magnetic order with spins lying nearly
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Figure 7.3: Sketch of the NN magnetic interactions in CaIrO3.
collinear to c [341]. The MRCI+SOC calculations together with the
employed mapping procedure provide a firm quantitative basis in
understanding the magnetic properties of this material.
7.3 Conclusions
We have employed, in summary, a set of many-body quantum chem-
ical calculations to unravel the 5d electronic structure of the post-
perovskite iridate CaIrO3. While electronic structure calculations
have been earlier performed within the local density approximation
to density functional theory and the role of electron correlation ef-
fects beyond the LDA/GGA framework has been pointed out [346],
we here make clear quantitative predictions for the Ir t2g splittings,
character of the entangled spin-orbit wave function, and magnitude
of the NN magnetic exchange interactions. Our results single out
CaIrO3 as a 5d5 system in which lattice distortions and spin-orbit
couplings compete on the same energy scale to give rise to highly
anisotropic electronic structure and magnetic correlations. In partic-
ular, the present ab initio investigation yields a different picture than
previously derived on the basis of resonant X-ray diffraction exper-
iments for the relativistic ground-state wavefunction. The large t2g
splittings that we have found from the calculations give rise to a ‘non-
cubic jeff1=2’ GS with dominant fxz hole character and remarkably
strong AF interactions along the c axis. Further, the large AF cou-
plings along c and weak anisotropic exchange along a characterize
CaIrO3 as a jeff=1=2 quasi-one-dimensional antiferromagnet.

S U M M A RY
This thesis covers different problems that arise due to crystaland pseudospin anisotropy present in 3d and 5d transitionmetal oxides. We demonstrate that the methods of compu-
tational quantum chemistry can be fruitfully used for quantitative
studies of such problems.
In Chapter 2, Chapter 3, and Chapter 7 we show that it is possible
to reliably calculate local multiplet splittings fully ab initio, and there-
fore help to assign peaks in experimental spectra to corresponding
electronic states. In a situation of large number of peaks due to low
local symmetry such assignment using semi-empirical methods can
be very tedious and non-unique.
Moreover, in Chapter 4 we present a computational scheme for cal-
culating intensities as observed in the resonant inelastic X-ray scatter-
ing and X-ray absorption experiments. In our scheme highly-excited
core-hole states are calculated explicitly taking into account corre-
sponding orbital relaxation and electron polarization. Computed Cu
L-edge spectra for the Li2CuO2 compound reproduce all features
present in experiment.
Unbiased ab initio calculations allow us to unravel a delicate inter-
play between the distortion of the local ligand cage around the tran-
sition metal ions and the anisotropic electrostatic interactions due to
second and farther coordination shells. As shown in Chapter 5 and
Chapter 6 this interplay can lead to the counter intuitive multiplet
structure, single-ion anisotropy, and magnetic g factors. The effect
is quite general and may occur in compounds with large difference
between charges of metal ions that form anisotropic environment
around the transition metal, like Ir4+ in plane versus Sr2+ out of
plane in the case of Sr2IrO4.
An important aspect of the presented study is the mapping of the
quantum chemistry results onto simpler physical models, namely ex-
tended Heisenberg model, providing an ab initio parametrization. In
Chapter 5 we employ the effective Hamiltonian technique for extract-
ing parameters of the anisotropic Heisenberg model with single-ion
anisotropy in the case of quenched orbital moment and second-order
spin-orbit coupling. Calculated strong easy-axis anisotropy of the
same order of magnitude as the symmetric exchange is consistent
with experimentally-observer all-in/all-out magnetic order.
In Chapter 6 we introduce new flavour of the mapping procedure
applicable to systems with first-order spin-orbit coupling, such as 5d5
iridates based on analysis of the wavefunction and interaction with
magnetic field. In Chapter 6 and Chapter 7 we use this new proce-
101
102 summary
dure to obtain parameters of the pseudospin anisotropic Heisenberg
model. We find large antisymmetric exchange leading to the canted
antiferromagnetic state in Sr2IrO4 and nearly ideal one-dimensional
Heisenberg behaviour of the CaIrO3, both agree very well with exper-
imental findings.
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