Neuronal morphology reconstruction in fluorescence microscopy 3D images is essential for analyzing neuronal cell type and connectivity. Manual tracing of neurons in these images is time consuming and subjective. Automated tracing is highly desired yet is one of the foremost challenges in computational neuroscience. The multispectral labeling technique, Brainbow utilizes high dimensional spectral information to distinguish intermingled neuronal processes. It is particular interesting to develop new algorithms to include the spectral information into the tracing process. Recently, deep learning approaches achieved state-of-the-art in different computer vision and medical imaging applications. To benefit from the power of deep learning, in this paper, we propose an automated neural tracing approach in multispectral 3D Brainbow images based on recurrent neural net-work. We first adopt VBM4D approach to denoise multispectral 3D images.
Introduction
Analyzing morphology and projection and functional properties of neurons is a key step to understand the connectivity of neurons. As various types of neurons complex connected with each other in a highly intermingled fashion, it is extremely difficult to analyze of neuron morphology in a densely labeled brain. In addition, manual tracing of neurons in 3D images is time consuming and subjective. Therefore, automated neural tracing is one of the foremost challenges in computational neuroscience. To differentiate individual neurons, multispectral labeling, in particular, Brainbow (Cai et al. 2013; Livet et al. 2007 ) has demonstrated great potential in distinguishing neighboring neurons using random expression of fluorescent protein combinations.
With the ability to label each neuron with a distinctive color, it is feasible to reconstruct specific neuronal morphologies and underlying neural circuits We extract small cubes along the manually traced path of neural as training samples. For Brainbow 3D images, pixel values from different channels are concatenated as the feature input to LSTM.
By capturing the long-term dependencies along neurites, LSTM demonstrates the feasibility of being an effective model for neural tracing. To evaluate our proposed approach, we manually traced a dataset that contain 3D Brainbow labeled neuronal images as the ground truth for the LSTM task. This dataset will be available to the public for future neural tracing research.
In summary, we make two major contributions as following:
• An effective approach based on LSTM is proposed for automated neural tracing in multispectral 3D Images. To the best of our knowledge, we are the first to explore deep learning approach based on RNN for neural tracing.
• A Brainbow 3D image dataset for neural tracing with manual tracing ground truth is provided to the public for future neural tracing research.
Methods
The overview of our proposed automated neural tracing framework is shown as in Fig.1 .
This framework is a combination of two key components: a denoising step and a RNN step, respectively. In the image denoising step, we adopt VBM4D denoising strategy (Maggioni et al. 2012; Sümbül et al. 2016) which is considered as state-of-the-art denoising approach for image volumes. In the RNN step, we perform Long short-term memory (LSTM) for the automated neural tracing task. Section 2.1 introduces the image denoising and Section 2.2 presents the RNN.
Denoising
Being able to collect multispectral information and providing 3D optical sectioning ability in scattering tissues, point scanning confocal microscopy has long been the choice of imaging modality for neuroscience. However, confocal microscopy images are usually noisy due to the inherent characteristics of the detector and contain intensity variations due to tissue scattering especially in depth. The imaging noise and intensity variation can interfere with the biologists' research by making it difficult to observe low intensity signals and fine detail. Moreover, this limited using methodologies for high-level processing, such as image segmentation and neural tracing.
VBM4D (Maggioni et al. 2012 ) is a state-of-the-art algorithm for white noise removal in video which evolved from VBM3D (Dabov, Foi, and Egiazarian 2007) by exploiting similarity between 3D spatial-temporal volumes instead of 2D patches and grouped similar volumes together by stacking them along an additional fourth dimension, thus producing a 4D structure.
Collaborative filtering is realized by transforming each group through a decorrelating 4D separable transform and then by shrinkage and inverse transformation. Brainbow are 3D images whose depth information (z-axis) surresponses to time information in the video. We performed VBM4D denoiser on each spectral channel of Brainbow images since Brainbow is multispectral image. The results of VBM4D denoising are shown in Fig.2 . We can observe that images are smooth and less noisy after VBM4D denosing step. This denoising step greatly improved the tracing accuracy, therefore has been included in our automated pipeline (Fig. 1b) .
Tri-layer LSTM
For general-purpose sequence modeling, LSTM as a special RNN structure has been proven stable and powerful for modeling long-range dependencies (Hochreiter and Schmidhuber 1997; Sutskever, Vinyals, and Le 2014). LSTM utilizes a memory cell as an accumulator of the state information that is accessed, written and cleared by several self-parameterized controlling gates. Every time a new input comes, its information will be accumulated to the cell if the input gate is activated. Also, the past cell status −1 could be forgotten in this process if the forget gate is on. Whether the latest cell output will be propagated to the final state ℎ is further controlled by the output gate . One advantage of using the memory cell and gates to control information flow is that the gradient will be trapped in the cell (also known as constant error carousels [24] ) and be prevented from vanishing too quickly, which is a critical problem for the vanilla RNN model. where is the input to the memory cell layer at time t. is input gate at time t. is the activation of the memory cell's forget gate at time t. is the candidate value for the states of the memory cell at time t. is the value of output gate. ℎ is the final output. Ws are weight matrices and bs are bias vectors. σ and tanh are function transformations.
Multiple LSTMs can be stacked and temporally concatenated to form more complex structures. In this paper, we stacked LSTMs into a tri-layer structure (Fig. 1c) . The tri-layer LSTM structure is shown in Fig.1c . In our experiments, the inputs to LSTM are the concatenated pixel values of small cubes along the tracing route. The outputs of LSTM are the center coordinate of these small cubes.
Results

Brainbow 3D image dataset and ground tracing truth
By randomly expressing different ratios of fluorescent proteins in different spectra, Brainbow stochastically labels individual neurons with distinct colors (Cai et al. 2013; Livet et al. 2007 ). Therefore, the intermingled neuronal process in the same brain can be differentiated by their distinct spectral combinations. This sheds light to tracing densely labeled neurons for mapping connectomics, i.e. neural connections in the brain. We collected a mouse Brainbow 3D stack, which contains 136 z-slice images. This dataset contains more than 1,000 neuronal processes in four distinct spectral channels. To acquire tracing ground truth, multiple tracers manually reconstructed and validated the soma and neurite in this Brainbow images.
Implementation details
Our framework was implemented in Keras (Chollet 2015) . Keras is a high-level deep neural networks API, written in Python for running on top of either TensorFlow (Abadi et al. 2016) or Theano (Theano Development Team 2016). We use its Tensorflow back-end in our implementation. Experiments were conducted on a workstation with 12G NVIDIA GeForce GTX TITAN X GPU. About half of the ground truth tracing results were used for training and the rest were used for testing.
Tracing outcome
Automated neural tracing performance can be evaluated quantitatively by using the DIADEM metric (Gillette, Brown, and Ascoli 2011). The DIADEM metric compares, on the basis of topology, two digital morphological reconstructions of one and the same neuron. The two reconstructions are both spatially registered to the same image. stack and thus to each other. The metric is a multi-step process that scores the connection between each node in the gold standard (manual tracing) reconstruction based on whether or not the test (automated tracing) reconstruction captures that connection. Table 1 shows the results computed as the average and standard deviation of DIADEM metric from the ground truth (gold) results to our tracing results (Gold to Predict), and from our tracing results to the gold (Predict to Gold) results. The imaging noise and faint labeling level of certain neurites lead to false positives (i.e., false traced neurites) and false negatives (i.e., missed neurites), which caused most of the tracing error.
The LSTM gates recursively feed forward their hidden state and the next window value.
The final gate passes the hidden state to a dense layer that outputs the prediction. The window size and the hidden layer size are hyperparameters along with optimization parameters such as the learning rate and number of iterations. We evaluated the distance errors with different hyperparameters as shown in Fig.3 . Different LSTM window size and hidden layer size will affect the tracing performance. We observed that the best performance is achieved when the window size is equal to 3 and hidden layer size is equal to 128. Too large or too small LSTM window and hidden layer size will hamper the performance.
Qualitative results are shown in Fig.4 . We can observe that our method is able to trace some big soma well. However, there are still some fine-grained important neural parts are missing in the tracing results. This is probably because the information contained in the big soma are more discriminative than normal neurites.
Discussion
Neural tracing in fluorescence microscopy images is an important yet challenging problem in neuroscience. Manual tracing of neurons is time consuming and subjective. In this paper, we proposed a recurrent neural network approach for automated neural tracing in Brainbow image stacks. The method contains an image denoising step and a LSTM learning step. The proposed approach is simple and effective. To evaluate our approach, we collected a Brainbow 3D image stack and manually traced a subset to create the gold standard ground truth. We used part of ground truth as training and the rest as testing. Extensive experimental results on the collected dataset demonstrate that the proposed approach performs well for neural tracing in multispectral images.
Our framework provides a new paradigm to perform neural tracing based on the merit of LSTM.
Currently, we split the denoising step and LSTM tracing learning step. Future work will include the integrating of two steps with a single end-to-end RNN framework.
Software
3D Brainbow tiff image dataset, tracing ground truth and Python implementation are available at https://www.cai-lab.org/automated-tracing-lstm.
