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Abstract 
 
Social Network Analysis (SNA) of organizations can 
attract great interest from government agencies and 
scientists for its ability to boost translational research 
and accelerate the process of converting research to 
care. For SNA of a particular disease area, we need to 
identify the key research groups in that area by mining 
the affiliation information from PubMed. This not only 
involves recognizing the organization names in the 
affiliation string, but also resolving ambiguities to 
identify the article with a unique organization. We pre-
sent here a process of normalization that involves clus-
tering based on local sequence alignment metrics and 
local learning based on finding connected components. 
We demonstrate the application of the method by ana-
lyzing organizations involved in angiogenensis treat-
ment, and demonstrating the utility of the results for 
researchers in the pharmaceutical and biotechnology 
industries or national funding agencies. 
 
1. Introduction 
 
The stability in the collaboration pattern of organi-
zations was recognized as early as in the 1960’s [1, 2] 
paving the way to the use of Social Network Analysis 
(SNA) to predict relationships among organizations 
[3]. In a nutshell, SNA methods seek to interpret the 
networks formed by social entities (nodes) and their 
linkages (based on the social exchanges). SNA of or-
ganizations relevant to a topic, therefore, can be di-
vided to: a) recognizing organization names in Pub-
Med abstracts related to the topic, b) normalizing the 
organization names by removing all ambiguities, c) 
deciding a criteria for connecting organizations and 
implementing it, and d) interpreting the network. 
Computational and mathematical methods for in-
terpreting the social networks have been available 
since 1970’s [4]. Since then many algorithms for SNA 
are proposed as noted in [5]. Recognizing organization 
names from free text is a well-studied problem [6]. 
However, recognizing organization names from the 
affiliation sentence of PubMed abstract is a different 
(somewhat more manageable) problem that can bring 
great benefits in studying research tendencies and rela-
tionships among organizations. Though the problem of 
normalization of organization names has been studied 
in open domains like Wikipedia and news articles as 
shown in [7], those systems had an accuracy of less 
than 80%. Thus, separate tools are built for restricted 
domains, like for gene mentions [8] and for malignancy 
mentions [9]. This paper focuses on our normalization 
process applicable to organization named entities ob-
tain from the affiliation string in PubMed abstracts.  
 
2. Background 
 
Despite modern biomedical technology and meth-
ods, translating discoveries into practical treatments 
doesn’t seem to occur much faster than 100 years ago 
[10], due mostly to the fact that those that produce the 
knowledge are disconnected from those that apply it. 
One step in closing this gap is to identify the centers of 
excellence, or key players involved in the study of a 
particular disease or treatment, or those that use spe-
cific techniques. Following are the merits and demerits 
of the techniques generally used to find the key players 
in such a community.  
 
2.1. Finding Key Players 
 
Direct literature searches - aside from being time-
consuming, reliance on a researcher's library science 
skills and domain expertise, as well as his or her ability 
to distill massive quantities of information. Surveys are 
often used to overcome the limitations of literature 
searches, as a replacement or a supplement. However, 
collective wisdom too can be wrong [11] and non-
responders might lead to bias. Alternatively, an expert 
familiar with the community names could identify its 
most influential members [12]. Arguably, the expert's 
bias leans towards the more visible and higher profile 
organizations. The self-identification method is used to 
assess entity's impressions of themselves as key play-
ers. Most people view their own work as important, and 
as a result, may estimate themselves to be more impor-
tant and influential than they actually are. The infor-
mant method solicits individuals within a particular 
community to name someone they believe to be influ-
ential, but not necessarily someone who influences the 
informant. This approach is reasonable for small, rela-
tively homogeneous communities where informants are 
likely to have knowledge of the entire community, but 
not so when the community has thousands of members 
[13].  
With SNA, it is possible to analyze a social network 
containing thousands of nodes as demonstrated in [14] 
with 12,067 nodes and 38,611 links. With this large, 
objectively gathered sample, the bias is reduced sig-
nificantly. The large-scale SNA method provides the 
most unbiased, empirical and analytical solution. How-
ever, it is highly dependent on a process to automati-
cally and uniquely identify the names of organizations 
and names and authors.  
 
2.2. Named Entity Recognition 
 
Currently there is no standard style for listing an au-
thor's affiliation – it is a free form text field with some 
moderate cultural preferences to list Institution, then 
City, State, and Country.  However the variations in 
style are very wide. For example a person, may list 
Department first and then institution or visa-versa. Few 
examples of mentioning affiliations are in Table 1. 
Table 1: Examples of Affiliations 
Dana-Farber Cancer Institute, Boston, MA, USA 
Harvard Medical School and Jerome Lipper Multiple Myeloma Institute at 
Dana Farber, 2342 Somestreet, Boston, 12345, MA 
Department of Pathology, Massachusetts General Hospital, Harvard 
Medical School, Neurology Dept., Boston, MA, USA 
To create a system that recognizes organization 
names with high accuracy, we applied rules at multiple 
levels, with each level gradually converting the un-
structured input text into structured fields. Since the 
United States contributes more than 25% of the articles 
in PubMed and has the highest share in the pharmaceu-
tical industry and research funding for most of the dis-
ease areas, we started with building a highly accurate 
system specific to the US, than lose performance in 
attempts to generalize the process. In the future, we 
would expand our scope, while maintaining perform-
ance, by having custom-tailored rules for each country 
we wish to consider. 
According to the BBN Hierarchy[18] of Named-
Entity types, our NER problem broke down into identi-
fying 4 major types of entities: a) Organization name – 
for classifying the names of the actual research groups, 
b) Geo-Political Entity (GPE) name – names of coun-
try, state and city, c) Facility name – names of build-
ings and other man-made structures, and d) Contact 
Info – Address, email and URL. The NER systems that 
are based on hand-crafted rules have better perform-
ance and the supervised learning systems need lot of 
annotation data which we don’t have for the different 
named-entities discussed above.  Thus, we built a rule-
based system that achieved 99.6% f-measure in extract-
ing organization names, using a sample of 1828 arti-
cles. The focus of this paper is not on the NER process, 
however, but on the problem of disambiguating these 
mentions and identifying them with a unique organiza-
tion.  
 
3. Normalization 
 
3.1. Defining the Scope 
 
There are two distinct types of named entities re-
lated to an organization – those which uniquely identify 
with a real world organization (we refer to these as 
“described entities”) and those which don’t uniquely 
identify with a real world organization unless in the 
presence of a described entity. The primary role of the 
later is to give more specific information about a de-
scribed entity (thus, we refer to them as “descriptor 
entities”). All Organizations containing a person name 
(recognized as below), a place name (recognized from 
the dictionary of all major places in the US), or a direc-
tional modifier are recognized as Described entities, 
and the rest are Descriptor entities. There is at least one 
Described entity per affiliation sentence. Examples of 
Described entities:- Jerome Lipper Center for Multiple 
Myeloma, University of Texas and North Western Uni-
versity. Examples of Descriptor entities:- School of 
informatics and Dept. of Biomedical Informatics. Our 
glossary of person names is built using 
http://names.whitepages .com. This website is consulted 
for knowing whether a token is a person name. Both 
the positive and negative results are stored in our dic-
tionary. After processing 100,000 random affiliation 
sentences, four experienced data analysts have looked 
for mistakes and corrected them. This process of updat-
ing and correcting the glossary continues perpetually 
while the software is being used. The glossary of places 
is built using [19]. 
We did not need deal with word sense disambigua-
tion to solve polysemy (same word having multiple 
senses) at the level of entity class. Here the only entity 
class we are dealing with is “Organization”. We are not 
solving polysemy within the entity class of organization 
and in such cases the organization name is attached to 
the least generic concept possible. For example: If an 
affiliation sentence is found to have Mayo Clinic as an 
organization and the only GPE recognized is USA (for 
the subtype country), we associate it with the Mayo 
Clinic group of organizations in USA; however if our 
NER process also recognized the city subtype of the 
GPE as say Rochester, we associate it with the Roches-
ter Branch of the Mayo Clinic group. The normaliza-
tion process identifies each Described entity with a 
unique real world organization or a unique organization 
group as in the examples above. PubMed generally 
stores only the organization of the first author or the 
first organization (http://www.ncbi.nlm.nih.gov/entrez/ 
query/static/spec.html). So, we associate each article 
with the normalized Described entity that is estimated 
to have the highest number of articles in PubMed. For 
example: the article with PubMed ID – 15607955 has 
the following Described entities after normalization - 
Yale University School of Medicine, and Boyer Center 
for Molecular Medicine. Out of the two, Yale Univer-
sity School of Medicine has higher number of articles; 
therefore the article is associated with it.   
One major challenge in normalizing organization 
names is to identifying and replacing the Non Standard 
Words (NSWs). One of the most comprehensive tax-
onomy of non-standard words is proposed in [20]. Ac-
cording to it, NSWs can be broadly classified as:  
1. Miscellaneous – these were made of unconven-
tional word and phrase boundaries, intentional funny 
spelling, URL and formatting junk. The unconventional 
boundaries and URLs were dealt with in the NER 
phase. (Intentional) Funny spellings can be assumed to 
not appear in the organization names submitted to 
PubMed. Some affiliation sentences often have lot of 
formatting junk or apparently ridiculous text like in: 
From the *Division of Pediatric Cardiology and, dag-
gerDepartment of Pediatrics, Ataturk University, Fac-
ulty of Medicine, Erzurum, Turkey. (PMID: 19262418). 
These kind of mistakes are present even in very recent 
manually indexed abstracts like in Plant Polymer Re-
search, USDA,(dagger) ARS, National Center for Ag-
ricultural Utilization Research, 1815 N. University St., 
Peoria, IL 61604, USA. (PMID: 19111748). The NER 
stage doesn’t remove these errors. These errors creep 
in at the stage of automatic scanning by the Medical 
Article Record System and escape the attention of the 
Seek Affiliation program [21] and the manual supervi-
sors of the National Library of Medicine’s indexing 
section. 
2. Numbers – Numbers usually appear in the ad-
dress name, zip code, location and telephone number of 
the Affiliation sentence, but almost never in the organi-
zation names. In the 100,000 random articles we ana-
lyzed, only 4 had a number in the organization name 
and none of them were from the US. For Example: No. 
1 Hospital Xi'an Jiaotong University (PMID: 
19636267), Universite de Rennes 1 (19637842). Since 
these cases are very less in number, we are also over-
looking any ambiguities caused by the numbers in the 
organizations. 
3. alpha – these were mainly made of misspellings 
(like in geogaphy) and abbreviations. Misspellings 
were dealt with at a later phase along with formatting 
junk. Abbreviations needed to be replaced by their full 
forms. For example: University of California at Los 
Angeles Medical School needs to replace UCLA Medi-
cal School. This problem is automatically solved be-
cause (at the NER step) we made sure that all the acro-
nyms are expanded to their full form before tagging a 
phrase as an organization. For example: the organiza-
tions identified for the affiliation sentence “Baylor Col-
lege of Medicine, USDA/ARS Children's Nutrition 
Research Center, Department of Pediatrics-Nutrition, 
Houston, Texas, USA. (PMID: 15205358)” were ex-
panded as Baylor College of Medicine, United States 
Department of Agriculture/Agriculture Research Ser-
vice Children's Nutrition Research Center and De-
partment of Pediatrics-Nutrition.  
    Thus the spelling variations and formatting mistakes 
cause NSWs in organization names. These two along 
with the lack of consensus in the choice of words while 
referring to the organization are responsible for synon-
ymy (different words for the same concept) in organiza-
tion named entities. Table 2 shows an example of syn-
onymy. 
  
Table 2: Example of Synonymy 
Washington University School of Medicine 
Washington University School of Medicine and St. Louis Children''s 
Hospital 
School of Medicine 
Washington University School of Medicine at Barnes-Jewish Hospital 
Barnes-Jewish Hospital at Washington University School of Medicine 
Washington University 
Washington University School of Medicien* 
Washington University School of Medicine and Metropolitan St. Louis 
Psychiatric Center 
Barnes Retina Institute and Washington University School of Meidcine* 
Division of Gastroenterology Washington University School of Medicine 
St. Louis 
* ibid 
The task of Normalization is to map all these or-
ganization mentions to the unique concept – Washing-
ton School of Medicine.  
One common approach to solving this ambiguity 
would be to compare the recognized organization name 
against a list or dictionary of organization names in 
their most popular canonical form. This approach for 
example is used in gene normalization [22], where the 
task for the systems was to list the Entrez Gene identi-
fiers for human genes or gene products mentioned in 
PubMed abstracts. Unlike genes, many organizations 
get renamed and some organizations become defunct 
every few years. So, there wasn’t much interest to build 
a public database and maintain it. We propose a 
mechanism to automatically build a database of Or-
ganization clusters, OrgDB from 100,000 randomly 
selected affiliation sentences from PubMed published 
between the years 1998 and 2008.  
 
3.2 Clustering 
 
    The database, OrgDB, is populated sequentially us-
ing the organization names parsed from the affiliated 
sentences. Each entry in the OrgDB database is a clus-
ter that has following features: a) Centroid String, b) 
List of all organizations in the cluster, c) The DIST 
matrix containing inter-component distance using the 
string similarity metric, d) the PubMed IDs of the arti-
cles whose one of the organizations belong to the clus-
ter, e) the city, state and country of the cluster. The 
Centroid String is the name of the organization entity 
that has the least sum of distances from all organiza-
tions in the cluster (as inferred from the DIST matrix); 
this is evaluated each time a new organization gets 
added into the cluster. The GPE of the cluster is the set 
union of the GPE of all organizations; i.e, if the parsing 
process isn’t able to identify the city of one of the or-
ganizations but is able to identify the city of another 
organization in the same cluster, then the city of the 
latter organization becomes the city of the cluster.  
Each affiliation sentence is processed through our 
NER mechanism to get all the organizations involved 
along with their GPE. Each Described entity among 
those organizations is compared with the centroid 
strings of the clusters from OrgDB having the same 
GPE. The similarity metric used will be discussed be-
low. If one of subtypes of the GPE – city, state, or 
country is missing, those subtypes are neglected and all 
the clusters in OrgDB with the same set of remaining 
subtypes are used for comparison. If the string similar-
ity metric suggests that an organization is sufficiently 
close to the centroid of a cluster, then the organization 
is added to the cluster. If no cluster is close enough to 
the organization, a new cluster is added to OrgDB with 
the organization as the only component. We got clus-
ters of organizations, each cluster having multiple 
components with minor variations (if at all) at a lexical 
level. OrgDB is then stored in a text format and we 
load it each time it is needed. Constructing the OrgDB 
database takes little more than 5 hours, while loading 
the model takes less than a minute in the same com-
puter. By choosing sufficiently large collection of arti-
cles published during any particular span of time, we 
can now automatically build a reliable database of 
biomedical related organizations for that period. 
 
3.3 String Similarity 
 
    While comparing the variants in the organization 
named entities, we are inspired by the biological se-
quence alignment algorithms that have been used re-
cently for NLP applications like sentence paraphrasing 
[23, 24]. There are two categories of sequence align-
ment: 1. Global sequence alignment as implemented by 
the Needleman-Wunsch algorithm[25] and 2. Local 
sequence alignment as implemented by the Smith-
Waterman algorithm[26]. In Tables 3-4, where the first 
string is the string we want to normalize and the second 
string is from OrgDB, we are calculating the Needle-
man-Wunsch (NW) and Smith-Waterman (SW) scores 
as implemented using Neobio software [27]. Unless 
otherwise mentioned, we use the basic scoring scheme 
of an award of 1 for match and a penalty of -1 for both 
mismatch and gap.   
 
Table 3: NW and SW scores for pair 1 
First String ST. LUKE'S AND ROOSEVELT HOSPITAL 
Second 
String 
ST LUKES ROOSEVELT HOSPITAL 
NW match ST. LUKE'S AND ROOSEVELT HOSPITAL 
ST- LUKE-S---- ROOSEVELT HOSPITAL 
NW score 21 
SW match ST. LUKE'S AND ROOSEVELT HOSPITAL 
ST- LUKE-S---- ROOSEVELT HOSPITAL 
SW score 21 
 
Table 4: NW and SW scores for pair 2 
First 
String 
CHARLOTTE ORTHOPEDIC HIP AND KNEE 
CENTER AND CHARLOTTE ORTHOPEDIC 
RESEARCH INSTITUTE 
Second 
String 
CHARLOTTE'S ORTHOPEDIC HIP AND KNEE 
CENTER 
NW 
match 
CHARLOTTE-- ORTHOPEDIC HIP AND KNEE 
CHARLOTTE'S ORTHOPEDIC HIP AND KNEE 
CENTER AND CHAROLETTE ORTHOPEDIC RESE 
C---E---N----------------T----------E 
ARCH INSTITUTE 
-R------------ 
NW score -6 
SW 
match 
CHARLOTTE-- ORTHOPEDIC HIP AND KNEE 
CHARLOTTE'S ORTHOPEDIC HIP AND KNEE 
CENTER 
CENTER 
SW score 38 
 
The second example demonstrates how, as also shown 
in [24] for a similar context, Global Sequence Align-
ment may not be suitable for our purpose of comparing 
Organization mentions since it can classify related 
strings as different. Although Local Sequence Align-
ment might seem to suit our purpose, there are cases 
where it can classify unrelated strings to be similar as 
in Tables 5-6.  
 
Table 5: NW and SW scores for pair 3 
First String WOMEN AND CHILDREN HOSPITAL LOS 
ANGELES 
Second String CHILDREN HOSPITAL LOS ANGELES 
SW match CHILDREN HOSPITAL LOS ANGELES 
CHILDREN HOSPITAL LOS ANGELES 
SW score 29 
 
Table 6: NW and SW scores for pair 4 
First String WOMEN AND CHILDREN HOSPITAL LOS 
ANGELES 
Second String WOMEN’S & CHILDREN'S HOSPITAL 
SW match WOMEN  AND  CHILDREN--  HOSPITAL 
WOMEN’ S    & CHILDREN'S  HOSPITAL 
SW score 17 
 
 
    The Local sequence alignment wrongly identified 
WOMEN AND CHILDREN HOSPITAL LOS ANGELES with 
CHILDREN HOSPITAL LOS ANGELES instead of WOMEN’S 
& CHILDREN'S HOSPITAL. So we need a different mecha-
nism of comparison where we first have a tight com-
parison scheme and when we gain more knowledge 
make a more precise comparison. This kind of ap-
proach can be aptly called “recalculation through self-
training” and is recently adopted in building an effi-
cient natural language parser[28] which is currently one 
of the best parsers. Such a method of using local infor-
mation from the training data to further enhance the 
value of the training set is called “local learning” in the 
field of AI [29].  
 
3.4 Tight String Similarity (TSS) 
 
In order to have a similarity match that is tight 
enough to almost never classify different organizations 
as similar, we decided to find the Levenshtein distance 
[30] between the two organization names, not at the 
character level but at the word level (after removing all 
the words that occur in our dictionary of stop words, as 
the presence or absence of a stop word wouldn’t 
change the organization). Two given words a and b of 
non-zero length are same if they score more than 0.85 
on the word similarity score, WS defined in equation 1. 
 
SW score[27] of a and b  
WS(a,b)  = Average length of a and b 
 
(1)      
 
For the Levenshtein calculation, the penalty for a 
gap of a word is the length of the word and the penalty 
for a mismatch between two words is the sum of their 
lengths. Two organization sentences are similar if their 
Levenshtein scores are not more than 4. Using this 
similarity metric, we associate the Described organiza-
tions identified from the NER process to one of the 
clusters in OrgDB if such a cluster exists, or else form 
a new cluster in OrgDB. 
 
3.5. Recalculation  
 
Because TSS assures standardization only on the 
words and not on the whole sentence, it only addresses 
the synonymy caused by NSWs. The organizations 
represented by two or more different clusters might still 
represent the same organization because of the lack of 
consensus in the choice of words while referring to the 
organization; like in “The David Geffen School of 
Medicine at The University Of California” and “DG 
School of Medicine at The University Of California at 
Los Angeles”.  So, in the recalculation step we find all 
the organizations related to the centroid of the present 
cluster. Our algorithm is inspired by the well-known 
problem of finding the connected component contain-
ing a vertex [31]. 
OrgDB is equivalent to an undirected graph, OrgG, 
with the vertices as the different clusters and an edge 
exists between two vertices (clusters) only if they are 
not from different city or state and their corresponding 
centroids a and b score more than 0.90 on the Extended 
Smith-Waterman Score, ESS defined in equation 2. 
 
SW score[27] of a & b 
 
ESS(a,b) =  
Minimum of the lengths of a & b 
 
(2)    
 
If one of the two strings contains most of another 
like David Gaffen School of Medicine and DG School 
of Medicine, then their ESS would be more than 0.90 
and there exists an edge between the vertices corre-
sponding to the clusters of these two strings in OrgG.  
Our recalculation step is equivalent to finding the 
connected component that contains the vertex corre-
sponding to the cluster that contains the organization 
we want to normalize. For brevity, we henceforth use 
the phrase “connected component” to mean “connected 
component containing the vertex we are currently in-
terested in”. The connected component is calculated by 
a breadth-first approach as follows: 1. The connected 
component initially just contains the vertex (cluster) we 
are concerned with. 2. Iteratively visit each unvisited 
vertex (cluster) at depth 1 from the root (the initial ver-
tex or cluster), and add all the vertices (clusters) adja-
cent to it and are not already in the connected compo-
nent. 3. After the connected component has finished 
adding all the vertices (clusters) till the depth of 2 from 
the root, we consider only those vertices (clusters) 
which have an organization that is mentioned in the 
same PubMed article along with another organization 
in one of the vertices (clusters) already in the con-
nected component. Such a pruning was observed by us 
to prevent adding wrong vertices (clusters) to the con-
nected component.  
 
3.6 An Example 
 
The example below demonstrates the whole process: 
Input:  
• Given PubMed ID – 16849888  
• Affiliation sentence – Duke University Medi-
cal Center and Duke Clinical Research Insti-
tute, Durham, NC 27710, USA. 
 
NER 
• Organization: Duke University Medical Cen-
ter and Duke Clinical Research Institute (O1) 
• Country:        USA 
• State:  North Carolina 
• ZipCode: 27710 
• City:  DURHAM 
 
Adding to OrgDB or OrgG 
• No cluster in OrgDB is close to O1 according 
to TSS 
• Add new cluster for O1. 
 
Recalculation Step 1 
• Add O1 to the connected 
component, as in Fig 1. 
 
Recalculation Step 2 
• Organizations adjacent to O1 according to 
section 3.5 are Duke Clinical Research Insti-
tute(O2), Duke Uni-
versity Medicalcen-
ter(O3), Duke Uni-
versity Medical Cen-
ter(O4), and Duke 
University(O5)  
• Add these to the 
connected compo-
nent, as in Fig 2. 
 
Recalculation Step 3 
• Expand all the nodes at level 2. For example, 
O2. An organization adjacent to O2 is De-
partment of Bio-
statistics and Bio-
informatics and 
Duke Clinical Re-
search Institute 
(O6). 
•  Add this to the 
connected compo-
nent.  
• Do the same thing for O3, O4 and O5. We get 
14 more organizations in the connected 
component – O7 through O20 listed in Table 
7 and connected as shown in Fig 4.  
        
Fig  4 
 
Table 7: Other organizations in Connected Component 
Sym
bol 
Organization Name 
O7 Duke University Medical Center Durham  
O8 Duke University Medical Center Duke University  
O9 Department of Psychiatry and Behavioral Sciences Duke 
University Medical Center Durham  
O10 Box 3709 Duke University Medical Center 
O11 Division of Gastroenterology Duke University Medical Center 
Durham 
O12 Veterans Affairs and Duke University Medical Centers 
O13 Duke University Eye Center  
O14 Duke University Health System 
O15 Duke University School of Nursing  
O16 Duke University School of Medicine  
O17 Duke University Hospital 
O18 Duke University Pain Prevention Center 
O19 Duke University and Durham Veterans Affairs Medical Center 
O20 Preston Robert Tisch Brain Tumor Center at Duke University 
 
Recalculation Step 4 
 To demonstrate the need for the pruning step, we con-
sider expanding O19 and the organizations adjacent to 
it are: Durham Veterans Affairs Medical Center and 
Veterans Affairs Medical Center. An examination of 
the PubMed ids of the articles of the clusters already in 
the connected component with those of the above two 
revealed that they didn’t collaborate (in any of the 
100,000 publications we analyzed) with any organiza-
tion in the connected component. This justifies not add-
ing these organizations in the connected component. 
Step 4 is continued for the rest of the organizations. 
The connected component gives the set of all the syno-
nyms of the organization to be normalized. This set is 
sorted in the decreasing order of number of compo-
nents in the corresponding cluster in OrgDB. Depend-
ing on the objectives of normalization, the criterion to 
choose the representative organization varies. For the 
present study, we chose to assume the centroid string of 
the cluster with the largest number of publication as the 
normalized name. Going by this criterion - Duke Uni-
versity Medical Center becomes the normalized name 
 
Fig 1 
Fig 3 
for Duke University Medical Center and Duke Clinical 
Research Institute. 
 
4. Evaluation of Normalization 
 
We obtained 4135 articles related to a study on 
“Antiangiogenesis” indexed in PubMed between the 
years 2004 and 2008. Out of the 4135 articles, the NER 
process identified 2509 articles from USA and ex-
tracted the organization names along with their GPE. 
The normalization process identified each article with a 
unique standard organization. Overall, 182 unique or-
ganizations were identified (13.8 articles per organiza-
tion). These results were scrutinized by two expert data 
analysts. There were overall 13 errors (0.5%) and of 
them 5 were caused only by NER which means the 
Normalization process alone has a precision of 99.7% 
with 100% recall.  
Because we are using the sophisticated “connected 
components based recalculation” as opposed to the 
straightforward string similarity, we enjoy the advan-
tage of discovering a richer set of synonyms than naïve 
approaches. For example, Harvard Medical School 
appeared in the synonym sets of most of its affiliates 
listed in http://hms.harvard.edu/admissions/de-
fault.asp?page=affiliates. Since Harvard Medical 
School has the highest rank in OrgDB, according to our 
chosen criterion of Normalization, all these 
organizations got automatically identified with it. A 
few other interesting discoveries are listed in Table 8. 
Table 8: Automatic Identification 
Organization From NER Output Of Normalization 
National Cancer Institute National Institutes of Health 
Barbara Ann Karmanos Cancer 
Institute 
Wayne State University 
H. Lee Moffitt Cancer Center and 
Research Institute 
University of South Florida 
 
The Methodist Hospital, Texas Baylor College of Medicine, Texas 
Case Comprehensive Cancer 
Center 
Case Western Reserve University 
 
University Of North Carolina 
School of Pharmacy 
University Of North Carolina At 
Chapel Hill 
Wills Eye Hospital Thomas Jefferson University 
Vanderbilt-Ingram Cancer Center Vanderbilt University School Of 
Medicine 
Keck School of Medicine University of Southern California 
Brown Medical School Rhode Island Hospital 
Eyetech Pharmaceuticals, Inc Imclone Systems Incorporated 
All the above discoveries were solely based on the 
organization information in OrgDB. 
 
5. Discussion and Conclusion 
 
Identifying the organizations from the PubMed ab-
stracts helps in identifying the key players, emerging 
leaders, growing ventures, etc. The Top-10 organiza-
tions in terms of the number of publications related to 
Antiangiogenesis along with their rank in OrgDB are in 
Table 9. 
 
Table 9: Top-10 most influential organizations 
Organization Name 
Number 
of Publi-
cations 
Rank in Anti-
angiogene-
sis 
OrgD
B 
Rank 
Harvard Medical School 156 1 1 
The University of Texas M. D. 
Anderson Cancer Center 94 2 9 
National Institutes Of Health 52 3 2 
Mayo Clinic, Rochester 39 4 16 
Memorial Sloan-Kettering 
Cancer Center 37 5 22 
Johns Hopkins University 
School of Medicine 34 6 13 
University of California, San 
Fransisco 33 7 4 
University Of Chicago 30 8 21 
Duke University Medical Center 29 9 5 
University Of Minnesota 26 10 17 
 
After the NER and normalization, we have 182 
nodes or normalized organizations. For SNA, it might 
have been straightforward to connect any two normal-
ized organizations which have a common publication. 
Since PubMed only lists the organization of the first 
author or first organization, that wasn’t feasible. In-
stead, we extracted the names of the authors of the 
PubMed abstract by parsing it and connected the or-
ganizations which have the same author name. Thus we 
obtained 368 links without recounting the links be-
tween same nodes. Table 10 lists the organizations 
which ranked Top-10 in at least one of the between-
ness, eigen and closeness centrality measures (along 
with their rank in OrgDB). 
 
Table 10: Most influential organizations 
Organization 
B
et
w
ee
n
n
es
s 
Ei
ge
n
 
Cl
o
se
n
es
s 
O
rg
D
B
 
R
an
k 
Harvard Medical School 1 1 1 1 
The University of Texas M. D. Anderson Can-
cer Center 2 3 2 
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Memorial Sloan-Kettering Cancer Center 6 2 3 24 
University of Chicago 4 4 4 22 
University of California, San Francisco 5 5 7 4 
National Institutes of Health 7 10 5 2 
Cleveland Clinic Foundation 15 7 6 29 
Vanderbilt University School of Medicine 11 8 8 79 
Cleveland Clinic Taussig Cancer Center 27 6 7 581 
University of California, Los Angeles 9 13 9 33 
It is worth noting how the ranking according to SNA 
metrics differs from the ranking based on the number 
of publications. A detailed analysis helps in much dee-
per understanding of the scientific landscape in this 
area.  
A side application for our Normalization process is 
in relation to the Seek Affiliation program of NIH[21] 
which tries to solve the sub-problem of normalizing the 
affiliation sentence using string matching to correct 
errors made by OCR. This program achieved a preci-
sion of 86% and a recall of 88% on its test set of 519 
articles. Since our process provides a rich and accurate 
synonym set and also extracts the geopolitical informa-
tion with high f-measure, it could be a potential sup-
plement or complement. 
We have constructed a process to automatically 
construct a database of normalized organization names 
and identify organizations from PubMed with high ac-
curacy. This could serve as a back-bone for the analysis 
of organization social networks. 
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