We consider fractional relaxation and fractional oscillation equations involving Erdélyi-Kober integrals. In terms of the Riemann-Liouville integrals, the equations we analyze can be understood as equations with time-varying coefficients. Replacing the Riemann-Liouville integrals with Erdélyi-Kober-type integrals in certain fractional oscillation models, we obtain some more general integro-differential equations. The corresponding Cauchy-type problems can be solved numerically, and, in some cases analytically, in terms of the Saigo-Kilbas Mittag-Leffler functions. The numerical results are obtained by a treatment similar to that developed by K. Diethelm and N.J. Ford to solve the Bagley-Torvik equation. Novel results about the numerical approach to the fractional damped oscillator equation with time-varying coefficients are also presented.
Introduction
In this paper, we consider fractional relaxation and fractional oscillation models with time-varying coefficients, involving Erdélyi-Kober-type integrals. In the recent years, a number of papers have been devoted to the analysis of fractional relaxation and oscillations as well as to their applications, see, e.g., [14, 25] and references therein. For a probabilistic approach to fractional relaxation equations, we refer to [2] . Non-Debye relaxation phenomena in dielectrics are often modeled by means of fractional differential equations that generalize the classical relaxation equation. In this framework, Mittag-Leffler-type functions play a relevant role to describe anomalous relaxation, including special cases such as the Cole-Cole [4] , the Davidson-Cole [6] , and the Havriliak-Negami [16, 12] models (see also [17] for a short review about analytical representations of relaxation functions in non-Debye processes). In recent theoretical investigations [3, 11] , the authors studied fractional relaxation models with time-varying coefficients resorting to different approaches. In the first part of this paper, we consider a further approach in this direction, studying a new fractional model involving Erdélyi-Kober-type integrals. In this framework, we provide both analytical and numerical results.
In the second part of the paper, we consider a fractional generalization of the damped oscillator equation with time-dependent elasticity involving Erdélyi-Kober-type integrals. Fractional generalizations of the damped oscillator equation have been subject of recent research, especially in the framework of fractional mechanics; we refer, in particular, to the recent books [22, 27] and references therein. Moreover, we observe that a connection between fractional diffusion equations involving Erdélyi-Kober-type operators and the density law of the generalized grey Brownian motion has been recently studied in [29] . This fact stresses the role of Erdélyi-Kober integral operators in the future developments of fractional calculus.
As far as we know, only few works concerning analysis as well as numerical treatment of fractional damped oscillators with time-dependent coefficients can be found in the literature. We will show that some generalizations of the classical equations of mechanics by means of Erdélyi-Kober-type integrals imply the analysis of integro-differential equations with time-varying coefficients involving Caputo-type fractional derivatives. This topic seems to be promising and interesting both, for numerical and analytical studies of fractional differential equations with variable coefficients, and their applications in mechanics.
Fractional relaxation models involving Erdélyi-Kober-type integrals
A reasonable generalization of the classical relaxation model can be obtained replacing the ordinary time derivative with the Caputo fractional derivative, defined by (see [25] )
where α > 0, n = α , and f ∈ AC n [a, b] . Therefore, the so-called fractional relaxation equation is simply given by
In this case, the fractional model describes an anomalous relaxation process with a Mittag-Leffler decay, that is with an asymptotically power law behavior.
Since for absolutely continuous functions we have
is the Riemann-Liouville fractional integral of order β > 0 (see, e.g. [19] ), we can write (2.2) in the equivalent integral form,
In this section we consider a generalization of the fractional relaxation equation in the integral form (2.5), where the Riemann-Liouville integral is replaced by the Erdélyi-Kober fractional integral (see e.g. [32, 33, 28] )
, with real η and m > 0.
(2.6) By this, we will be able to obtain some general results concerning anomalous relaxation with time-dependent coefficients and hereditary effects, including both, classical (ordinary) and fractional relaxation models as special cases.
In [20] , the Erdélyi-Kober integrals (2.6) and their compositions have been studied and put in the base of a generalized fractional calculus, and the corresponding "Erdélyi-Kober fractional derivatives" have been introduced. More recently, Caputo-type analogues of these derivatives have been analyzed, e.g., in [24] and [21] . Applications of such operators in the framework of fractional mechanics can be a subject of further research.
For simplicity, in (2.6) we will assume m = 1, being α ∈ (0, 1). In fact, in this section we consider purely relaxation phenomena. Moreover, we assume that the relaxation coefficient there follows a power-law behavior, i.e., λ(t) = λt 1−2α . We are interested to understand the interplay between dynamical coefficients and Erdélyi-Kober-type integrals in generalized mechanical models. Therefore, our first model is based on the following generalization of equation (2.5)
We observe that, for η = 0 and α = 0 we recover the classical relaxation model. Hence, the effect of introducing Erdélyi-Kober-type integrals in the fractional relaxation equation is essentially that of providing power law time-varying coefficients. We will show that this integral equation can be treated in a similar way as that considered in [3] . Equation (2.7) can be handled in two equivalent ways. The first one is based on the solution of the following system of coupled integro-differential equations
which is clearly equivalent to (2.7) (here D t g ≡ D 1 t := dg/dt and g(0) = 0). This approach is interesting in view of a numerical integration of equation (2.7), and is suggested by a method developed by Diethelm and Ford in [8, 9] to solve numerically the well-known Bagley-Torvik equation [1] .
The second approach, based on simple analytical manipulations, allows to reduce equation (2.7) to that considered recently in [3] . Indeed, applying the first order derivative to both sides of (2.7), we obtain d dt
We will study the case
and define r(t) := t η+α u(t). Then, taking the Caputo derivative of order 1 − α of both sides of (2.10), we obtain the equation
Such equation has recently been studied by Capelas de Oliveira et al. in [3] , and its explicit solution can be written in terms of the so-called Saigo-Kilbas Mittag-Leffler function, for α ∈ (0, 1/2). In general, this special function is defined by
.
For more details see the recent monograph [13] . In particular, here we recall the following useful result (see, e.g., [19] , pp. 232-233).
) solves the following fractional Cauchy problem:
(2.14)
We recall that, according to Kilbas et al. [19] (Remark 4.8, p. 233), uniqueness of the solution to the Cauchy problem in (2.14) has been established only for β ≥ 0.
In view of Lemma 2.1, a solution to equation (2.12), for α ∈ (0, 1/2), is given by 15) and going back to the original function, we have that
We observe that, for α = η = 0, equation (2.16) becomes
which coincides with the solution of the classical relaxation equation with initial condition u(0) = 1.
The study of the conditions for the complete monotonicity of a solution to the fractional Cauchy problem in (2.14) is a central topic for the physical sense of the anomalous relaxation models, since it ensures that in isolated systems the energy decays monotonically (see [15] for a complete discussion about the physical realizability of the viscoelastic models).
In [3] , the authors have discussed the complete monotonicity of the so-called Saigo-Kilbas Mittag-Leffler function (2.13) . In particular, they proved that the solution (2.13) is completely monotonic provided that α ∈ (0, 1] and β ∈ (−α, 1 − α]. In our case, these conditions correspond to the assumption that α ∈ (0, 1/2), that ensures the complete monotonicity of the solution. We refer to [26] and references therein for a recent discussion concerning the relevance of completely monotonic functions in dielectrics.
Numerical results.
In this section, we present some numerical results concerning the solution of the fractional Cauchy problem in (2.14) . In Fig. 2 , we show the numerical solutions to such problem, for different values of α ∈ (0, 1], and varying the parameter β,
The decay of the response function, for a fixed α, is faster than exponential for short times, and power-law-like asymptotically, as pointed out also in [3] . The decay is clearly faster for lower values of α.
In Fig. 1 , we observe that for a fixed value of α (α = 0.9) for short times the solution to equation (2.13) decays faster with respect to the classical exponential relaxation decay.
On the other hand, for a fixed value of α, the role played by the parameter β is clear: increasing β the solution decays faster (see Fig. 2 ). In order to understand the physical meaning of the fractional relaxation model described by the Cauchy problem in (2.14), we observe that, for α = 1, it reduces to
that is to a relaxation equation with the time-dependent coefficient λ(t) := λ t β , whose solution is given by
From this special case, we can understand the role of the parameter β in the solution, as confirmed by the numerical results. In Figs. 1 and 2 , we plotted the numerical solution of (2.14) for several values of the parameters. The numerical method we used is an adaptive improvement of the predictor-corrector method earlier introduced in [7] , and developed in [5] . Starting from an arbitrary discretization step, h, we chose locally a step size inversely proportional to the size of the (classical) derivative of the solution being computed, so that, at the i-th step, the time step
Here N is the number of the integration nodes, and
where u denotes the (classical) first derivative of u , see [5] . In Fig. 3 , we show the convergence rate for the numerical solution of (2.14), plotting log |u /u| vs β. The graph exhibits a linear negative relation between the values of β and the rate of convergence defined as before.
Damped fractional oscillator involving Erdélyi-Kober-type integrals
In this section, we consider a fractional generalization of the damped oscillator equation, involving Erdélyi-Kober-type integrals. There are many investigations nowadays about fractional damped oscillators involving Caputo derivatives, in the framework of the fractional mechanics (see for example [10, 22, 23] and references therein). Here we consider a special form of the fractional damped equation with time-varying coefficients, containing Erdélyi-Kober-type integrals, and we assume the elastic term to be time dependent. Hereafter, D t will denote the first order ordinary time derivative. A Caputo-type fractional generalization of the damped oscillator equation is thus given by
where λ > 0 represents the viscosity coefficient and k > 0 is the elasticity
can also be written as
Our purpose is to consider a further, more general model of damped oscillator with memory effects and time-varying coefficients, replacing in (3.2) the Riemann-Liouville integral with the Erdélyi-Kober-type integral
Moreover, we will assume that the elasticity term depends on time, and, in particular, k(t) = k 0 /t, where we set k 0 := λ(η + 1 − α) > 0. We The physical meaning of having such a combination (in k 0 ) of the original constants, α and η, is that elasticity, damping, and viscosity effects turn out to be coupled, that is, we may expect that damping ratio and (local) oscillation frequency (if any) are linked. However, we will see from the numerical simulations that oscillatory effects strongly depend on the order α of the fractional derivatives involved in the model equation.
We now show how this choice is useful from the mathematical point of view. Equation (3.4) can be rewritten, decoupling it into the two auxiliary coupled equations
(3.5)
This can be shown just by taking the fractional derivative of order α of both sides of the second equation of the system (3.5), and replacing there D α t g as given by the first equation, recalling that k 0 = λ(η + 1 − α). We obtain
where we exploited the fact that, being g(0) = 0, ordinary and fractional derivatives commute. Moreover, in this case the Riemann-Liouville and the Caputo fractional derivatives of g(t) coincide (see, e.g., [30, pp. 73-74] . This seems to be an interesting result, since equation (3.4) is a fractional differential equation with time-varying coefficients, classically related to fractionally damped oscillation. The previous equation can be written as a "hybrid" system, in the sense that it involves both, classical and fractional derivatives. Here, the range of the parameters is 0 < α ≤ 1, λ > 0, and
where we set, for short, δ := η + 1 − α, μ := λ(η + 1 − α), and γ := η − α, and assume as initial conditions
(3.8)
This approach, adopted to solve numerically (3.4), is suggested again by the method of Diethelm and Ford in [8] , extended according to the adaptive pattern developed in [5] ), to solve the celebrated Bagley-Torvik equation [1] ,
9) where A = 0, B, and C are real constants. We recall that in [8] equation (3.9) was rewritten as
with the initial conditions y 1 (0) = y 0 , y 2 (0) = 0, y 3 = y 0 , y 4 (0) = 0. However, using Grüwald-Letnikov discretization, we face the problem of having unevenly spaced nodes, which problem can be solved resorting to some interpolation. The latter can be merely linear, since the additional error introduced is of the second order, while the order of the method of [8] is of order 3/2. Quadratic interpolation was also tried, which introduces thirdorder (hence negligible) errors, at the price of some little complications.
Numerical results
In this section, we present some results for the numerical solution of (3.8). We first discuss the role played by the parameters α, λ, and η entering equation (3.8) . The fractional order of the derivative has an intrinsic damping effect on oscillatory phenomena, as discussed for example in [34] . In order to understand the role of the parameters λ and η, we observe that for α = 1, (3.8) becomes
where we recall that we assumed λ > 0 and η ≥ 0. This is a damped oscillator with time-dependent viscosity and elasticity terms. We remark that in our fractional model, time-variable viscosity, damping, and elasticity terms are coupled. This implies that damping and (instantaneous) oscillation frequency are linked. When η = 0 and α = 1, (3.8) reduces to the classical relaxation equation with constant coefficients. Equation (4.1) can actually be solved explicitly, see, e.g., [18, 31, 35] . A special solution is given by u(t) = e −λt , as one can immediately check, but the general solution is also available:
c 1 and c 2 being two arbitrary constants. If c 2 = 0,we can see that
for η > 0, being λ > 0, that is, u(t) decays monotonically as t gets large. The oscillatory behavior of the general solution can be seen proceeding as follows. Setting u := p(t)v with p(t) = t −η/2 e −λt/2 , v will satisfy the
where
Now, as is well known, where q(t) ≥ k 2 > 0, for any arbitrary but fixed constant k, the solution is oscillatory in the interval, (t − (k), t + (k)), where
For small k's we have
and hence about t + (k) − t − (k) ≈ 2 √ 2η/λ. By the Sturm's comparison theorem, the distance between consecutive zeros of u(t) is less than π/k. In fact, by such a theorem, between any two consecutive zeros of any nontrivial solution to u + k 2 u = 0, there exists at least one zero of the solution to (4.2)-(4.3). Since t + (k) − t − (k) (for small k's) decreases roughly according to √ η/λ, we infer that several oscillations occur in the interval (t − , t + ).
On the other hand, the numerical results below show the "physical" role of the fractional order of derivatives, α, which is to introduce a rather strong oscillatory behavior in the solutions, for some special combinations of the parameters λ and η.
Generally speaking, varying the parameters λ, η, and α, in analogy with the well-known solutions of the classical damped oscillator equation, the solutions can be either overdamped (i.e., they may have a purely monotonic decay), or underdamped (i.e., they may exhibit an oscillatory decay). In our numerical solutions, we observe both behaviors, according to the physical parameters. In Fig. 4 , we plotted the numerical solution of (3.8), for several values of λ, keeping fixed the other coefficients. We observed an underdamped-like oscillatory decay. In Fig. 4 , we consider the solutions for several values of α and λ, for a fixed value of η. In this case, for a fixed α, changing λ, the behavior of the solution switches from an overdamped-like monotonic decay to an oscillatory decay pattern, for increasing values of λ, as expected. A similar less pronounced switch between different behaviors can be observed in Fig. 4 , varying η and α.
In Fig. 6 , we plotted |u /u| vs t, for λ = 1, 2, 3, correspondingly to the numerical solution of (3.8).
In Fig. 7 , we plotted |u /u| vs t, for λ = 5 and large t, correspondingly to the numerical solution of (3.8). 
