A power curve relates the power produced by a wind turbine to the wind speed. Usually, such curves are unique to the various types of wind turbines, so that by monitoring the power curves, one may monitor the performance of the turbine itself. Most approaches to monitoring a system or a structure at a basic level, generally aim at differentiating between a normal and an abnormal state. Typically, the normal state is represented by a model, and then abnormal, or extreme data points are identified when they are compared to that model. This comparison is very often done pointwise on scalars in the univariate case, or on vectors, if multivariate features are available. Depending on the actual application, the pointwise approach may be limited, or highly prone to false identifications. This paper presents the use of extreme functions for the performance monitoring of wind turbines. Power curves from an actual wind turbine, are assessed as whole functions, and not individual datapoints, with the help of Gaussian process regression and extreme value distributions, with the ultimate aim of the performance monitoring of the wind turbine at a weekly resolution. The approach is compared to the more conventional pointwise method, and approaches which make use of multivariate features, and is shown to be superior in terms of the number of false identifications, with a significantly lower number of false-positives without sacrificing the sensitivity of the approach.
Introduction
Monitoring the health of structures is vital for their safety, as well as beneficial to the reduction of the high costs their maintenance may demand. Wind turbines are becoming increasingly more popular, so that their maintenance is also of high interest. Traditional non-destructive evaluation (NDE) methods [1] are currently the main inspection tool for structures, and they may be an answer to wind turbine monitoring as well. However, although they are highly effective, they have certain disadvantages regarding their use, which include among others, general limitations to accessible areas of the structure, high demand on expertise and also high inspection costs. In addition, NDE methods work in a local vicinity and so usually they necessitate the a priori knowledge of the area of interest, and they may disrupt the normal operation of the structure during the inspection process. Therefore, various other monitoring methods have been proposed for wind turbines, from vibration approaches on the blades [2e4] to advanced signal processing in gearboxes [5e7] or bearings [8] . General reviews can be found in Refs. [9, 10] .
Among the various proposed approaches, which also make use of supervisor control and data acquisition (SCADA) data [11] , are the power curves. Wind turbines are designed by manufacturers to have a specific relationship between the power produced and the wind speed, and in general, researchers have exploited the deviation from a reference curve in order to monitor the state of a turbine e.g. Refs. [12, 13] . Various ways of modelling a power curve can be found in the literature [14, 15] . Other works on using machine learning for modelling power generation can be seen in Refs. [12, 16] , while in Ref. [17] , three operational curves, power, rotor and pitch were used for reference in order to produce control charts [18] for the monitoring of wind turbines. More recently in Ref. [19] , wind turbine power curves were modelled with the help of Gaussian processes (GPs) for a full offshore wind farm, and their performance was also monitored with the help of control charts on the residuals of the models.
Most of the previously mentioned methods, including the power curve, can be loosely categorised under the general term of Structural Health Monitoring (SHM), which has emerged as a potential answer to the drawbacks of NDE techniques. Comprehensive reviews on SHM are [20e22] . At the lowest level of SHM, the main objective is simply the detection of the presence of damage. In most cases, a model of normality is built, and data originating from the structure of interest are tested, usually after some processing, in terms of 'novelty' (when compared to the normal model). 'Novel' data are thus 'detected' and can be considered indicative of damage; the approach can thus be termed by some as 'novelty detection'. Although this process is generally considered less challenging than the full identification of damage i.e. type, location or severity, and it may be under strict laboratory conditions, when it comes to real structures there are still various problems to be addressed.
The majority of novelty detection methods often use some form of statistical test in order to monitor a 'control' quantity. Examples may be control charts [18] , which are standard applications for online monitoring of such quantities, and they have been used with the power curve method as well [17, 19] . In most cases, the identification of the abnormal or extreme values of the 'control' quantity is performed pointwise on individual points, and that was also done in Ref. [19] . If multivariate features are used, then usually they are fused in a single scalar quantity, like the Mahalanobis squareddistance [23] , which is then tested against a threshold in order to be declared as normal or not. In a probabilistic framework, the tested data are generally assumed as independent and identically distributed (i.i.d.). Depending on the application, this approach may be limited and significantly prone to false identifications (e.g. false alarms), especially for the pointwise comparison, since when it comes to time series, the i.i.d. assumption may not hold. False alarms may be arguably considered a prime reason for industry not adopting SHM/monitoring approaches, as well as can constitute extra economic burden. Conventional efforts to reduce the false alarms often result in significant loss in the sensitivity of the proposed monitoring methodology. Overall, when data from real and complex structures under various loading or environmental conditions are used, then novelty detection may prove challenging.
Recently, a novel approach proposed by Clifton et al. [24] , attempts to assess functions instead of single data points with several advantages including improvement in classification results as well as a reduction in false alarms. The functions are represented by time series and can be used to create a model of normality. Subsequently, individual functions can be tested for a single classification decision in terms of their novelty and their extremity -thus the method is named as an Extreme Function Theory (EFT). The purpose of this paper is to apply a modified version of this method, for the first time for SHM, on power curves, constructed from real wind turbine data, in a novelty detection scheme. The power curves are constructed by weekly SCADA data making the approach attractive for industry. The overall approach is compared to a conventional pointwise methodology, as well as approaches which make use of multivariate features.
The layout of the paper is as follows: Section 2 describes the Extreme Function Theory (EFT) starting from an overview, continuing into Gaussian process regression theory -described for the convenience of the reader -before explaining the EFT approach. Section 3 describes the application of the EFT on wind turbine data starting from the description of the data and continuing with a general methodology for the application of EFT on wind turbine data. Section 4 compares the Extreme Function Theory with conventional pointwise approaches, and Section 5 extends the discussion on this comparison. Finally, the paper is rounded off with some conclusions and the overall potential of the approach.
Extreme function theory

Overview
As explained before, the goal of the approach is to classify functions, where the functions are represented by sampled data vectors, and not just the classification of data points. A model of normality is also assumed to be constructed prior to the classification, and the functions have to be tested in terms of their novelty. In a probabilistic approach, one would prefer to assign probabilities to the functions, so a mapping between a test vector and probabilities is required [24] . The Gaussian process (GP) framework provides a convenient probabilistic and non-parametric approach for regression, and is at the heart of the presented methodology [25] .
The problem is formulated as follows: given some data sets fx i ; y i g where i ¼ 1…n and n is the number of observations, construct a model of normality M based on the desired training set, then test whether a function consisting of a test set fx * ; y * g is extreme compared to the model M. In this approach M will simply be a GP model conditioned on the training set. In the following section the Gaussian process regression will be briefly outlined for the convenience of the reader.
Gaussian process regression algorithm
Rasmussen and Williams [25] define a Gaussian process (GP) as "a collection of random variables, any finite number of which have a joint Gaussian distribution". The initial and basic step in order to apply Gaussian process regression is to obtain a mean mðxÞ and covariance function kðx; x 0 Þ as GPs are completely specified by them, x represents the input vector. So for any real process f ðxÞ one can define,
where E represents the expectation. Often, for practical reasons because of notation purposes (simplicity) and little knowledge about the data at the initial stage, the prior mean function is set to zero. The Gaussian processes can be defined as, f ðxÞ $ GPðmðxÞ; kðx; x 0 ÞÞ
If a zero-mean function is assumed, the covariance function can be described as,
this is the squared-exponential covariance function which is used throughout this paper, for other choices of covariance functions the reader is referred to [25] . Assuming now that one has a set of training outputs f, and a set of test outputs f Ã , one has the prior [25] ,
where the capital letters represent matrices. If there are n training points, and n Ã testing points, then KðX; X Ã Þ denotes the n Â n Ã matrix of the covariances evaluated at all pairs of training and test points, and similarly for the rest of the matrices KðX; XÞ, KðX Ã ; XÞ and KðX Ã ; X Ã Þ.
As the prior has been generated by the mean and covariance functions, in order to specify the posterior distribution over the functions, one needs to limit the prior distribution in a such a way that includes only these functions that agree with actual data points. An obvious way to do that is by generating functions from the prior and select only the ones that agree with the actual points. Of course, this is not a realistic way of doing it as it would consume a lot of computational power. In a probabilistic manner this can be done easily via conditioning the joint prior on the observations and this will give (for more details see Refs.
[25e27]),
Function values f Ã can be generated by sampling from the joint posterior distribution and at the same time evaluating the mean and covariance matrices from (6) . In practice, it may not be possible to access function values themselves, but rather noisy versions: y ¼ f ðxÞ þ ε. Assuming i.i.d.
Gaussian noise ε with variance s 2 n , then Equation (6) becomes [25] ,
The covariance functions used in this study are usually accompanied by some extra parameters in order to obtain a better control over the types of functions that are considered for the inference. As an example, the squared-exponential covariance function can take the form (1-dimensional),
where k y is the covariance for the noisy target set fyg. The lengthscale l (determines how far one needs to move in input space for the function values to become uncorrelated), the variance s 2 f of the signal, and the noisy variance s 2 n are free parameters that can be varied. These free parameters are called hyperparameters. The tool that has to be applied for selecting the model for choosing the optimal hyperparameters for GP regression, is the maximum marginal likelihood of the predictions pðyjX; qÞ with respect to the hyperparameters q,
where
n I is the covariance matrix of the noisy test set fyg and K f is the noise-free covariance matrix. The reader is referred to [25] for the exact solution of the maximisation of the marginal log likelihood through its partial derivatives.
Extreme function theory with GP regression
Recalling from the previous that the aim of the extreme function theory is to classify a whole test function f Ã , with a single decision as extreme or not when compared to a model of normality M (which is based on a Gaussian process), GP regression is exploited [24, 25] : the joint distribution over all the test set points fx * ; y * g conditioned on the model M is,
where f is the latent function of the GP model M (given by the mean prediction of the GP when provided with x as an input), and f * will be the values of the function to be tested. Based on the general definition of a GP [25] , pðf * x; f; x * Þ should follow a multivariate
Gaussian density,
where d will be the dimension of the test vector x * . The mean function m Ã and K Ã are given by Equations (8) and (9) once all the hyperparameters are added in (see also [25] ),
where kðx; xÞ is the chosen covariance function, which in this study will be the squared exponential given by Equation (10) . A probability density z can now be defined as z ¼ f n ðf * Þ given by Equation (13) , in order to obtain a single value z expressing the likelihood of a whole test function fx * ; y * g. The probability density function (pdf) of z will have a corresponding Extreme Value (EV) distribution for low values of z (i.e. in the left tail of the distribution), and it has been shown that it will asymptotically converge to a Weibull distribution function (df), and a closed-form solution for such a df was approximated in Ref. [24] . In this work, in order to calculate appropriate thresholds for z, a slightly different approach to that in Ref. [24] was followed, due to various numerical challenges when the exact method shown in Ref. [24] was attempted. According to Fisher and Tippet [28] , when the number of vector samples originating from an arbitrary parent distribution tends to infinity, the induced distribution on the extrema of the samples can only take one of three forms: Gumbel, Weibull, or Frechet. In the case of z, it is expected to converge to a Weibull [24, 29] form. In order to estimate the parameters of the Cumulative Distribution Function (CDF), an optimisation algorithm was employed here. The idea is to fit a parametric model to the tails of the parent's distribution, and thus estimate its correct coefficients. After such coefficients are obtained it is trivial to estimate a threshold according to the level of confidence that is desired. The optimisation algorithm employed here was Differential Evolution (DE) [30] , and the approach employed was similar to that in Ref. [31] . DE belongs to the family of evolution-based algorithms, where an initial random population of solutions is propagated through a repeated cycle of mutation and crossover operations until an optimal (or near optimal, according to desired criteria) solution is obtained. Inherent in an evolution process is the calculation of a fitness or cost function, which in the particular problem here is the error in a fit of a parametric model to a given cumulative distribution function (CDF). A normalised mean squared error (NMSE) was used for the curve-fit, given by,
where the caret denotes an estimated quantity, y i is the actual observation, N is the total number of observations and s y the standard deviation of y.
3. Application of the extreme function theory on wind turbines: data description and general methodology
Description of the data and creation of class datasets
The data used in this study are SCADA extracts originating from an actual wind turbine owned by Vattenfall. For confidentiality reasons, no information regarding the actual wind farm, the total number and the type of the wind turbines is disclosed here. The case study presented contains recorded data entirely from one wind turbine in a period of 125 weeks. The mean values of the power produced, and of the measured wind speed, in 10 min intervals, were available.
The main goal is to determine whether a wind turbine is operating in a normal state or not, and in order to do this, the power curve method was used. Examples of a normal ('good') and of a 'bad' power curve, as provided by Vattenfall, are shown in Fig. 1 . The characterisation of the power curves shown in Fig. 1 as 'good' or 'bad' relies on the expertise of Vattenfall engineers.
In the spirit of using functions to test, and not individual points, the analysis is carried out at a weekly resolution i.e. data from one week correspond to a test function (here, a power curve). It is important to note, that monitoring wind turbines at a weekly resolution has high practical value for a company, and it was also desired by Vattenfall. Moreover, the exercise presented here makes use of wind turbine data (power vs wind speed) without the use of any information on the actual status of the turbines, and this was also desired by Vattenfall (as such information may not be easily available always), and does not aim to assess the sensitivity of the power curve approach to various levels of faults. Since there was no information on actual status, the data were plotted at a weekly resolution and were separated subjectively, but based on informed engineering judgment and using Fig. 1 -which was provided by Vattenfall -as a reference, together with the guidelines as to how one might judge a curve as 'good' or 'bad'. Examples of this class separation can be seen in Fig. 2 , where a 'normal' week is plotted, and in Fig. 3 where 'abnormal' weeks are shown. Figs. 2 and 3 contain weeks which were later identified correctly as 'normal' (Fig. 2) and 'abnormal' (in Fig. 3 ) by the proposed EFT approach. Finally, an extra group was also created, one that contained power curves which could not be categorised unambiguously (by visual inspection, employing the criteria provided by Vattenfall experts) either as 'good' or as 'bad'. The latter class could be used as a 'control' group, and its correct classification should be crucial for the practical application of monitoring wind turbines at a weekly basis -after all there is a need for a confident and objective decision, rather than just simple visual inspection regarding the 'state' of the wind turbines. Examples of such power curves are shown in Fig. 4 , where it can be seen that the decision whether they are 'good' or 'bad' simply based on visual inspection, is debatable: Fig. 4 (a) displays power curtailment, and a few zero power values, whereas Fig. 4 (b) displays scatter in the power values. All power curves shown in Figs. 3e4, are normalised to a zero mean value, and a standard deviation of unity, both in active power as in wind speed. In total there were 55 weeks in the 'normal/good' class, 36 in the 'abnormal/bad' and 34 in the 'ambiguous/unidentified' class.
The examples of the 'bad' power curves (as those were separated based on information from Vattenfall at the initial stage) shown in Fig. 3 , which were correctly identified as 'bad', display a lot of zero/negative power values with high wind speed, and this indicates that the turbine was either not working at all, due to severe faults, or was fully shut down, potentially due to maintenance. Since there was no information as to what actually happened, such a week had to be classified as 'bad'. Although the identification of such events may seem trivial, the proposed method should be able to distinguish between power curves that do not contain zero values and deviate from the normal. The example of a 'bad' power curve shown in Fig. 1 , which was used as reference, also contained zero values with high wind speed. The data used in this study, are limited to what actually happened to that turbine during the period of data recording, and the majority of them do contain some zero/negative power values. It is also reminded that there is no information regarding maintenance or actual faults for any of the other turbines corresponding to the same wind farm, and consequently, even though other turbine sets may contain different 'bad' curves, they are not fully explored, and are not currently used in this study. The value of the proposed approach should be considered in line with the unclassified group, and will be discussed in the final section of this paper.
General methodology for the classification of power curves with extreme function theory on wind turbine data
The initial step in the methodology after creating the datasets is to train a Gaussian process (GP) based on data from the normal weeks. All the training was executed with a Matlab package provided by Ref. [25] . A squared-exponential covariance function (shown in Equation (10)), and a zero-mean function were the choices for the GP. The covariance function contains some parameters, commonly referred to as hyperparameters (see Equation (11) ) which are obtained during the stage of training by minimising the negative log marginal likelihood of the training data. For more details on GPs the reader is referred to [25] .
The following step is to use GP regression in order to create sets of z (probability density) values (see Section 2.3) where the differential evolution (DE) algorithm will fit extreme value (EV) distributions -this process is explained in detail in the following subsection (Section 3.3). Having acquired EV parameters, then, it is trivial to obtain thresholds and use GP regression (as described in Section 2.3) on a testing week in order to declare a week as extreme or not.
In order to create a consistent overall approach for the classification of power curves at a weekly resolution, the above steps are summarised here:
Let fn; n s ; ag be the three classes to which the turbine data were separated, where fng is the 'normal' class, fag the 'abnormal' and fn s g the non-categorised class, and p i ¼ fx i ; y i ; i ¼ 1:::Ng is a sampled power curve (corresponding to a week of data in this work). Then a training set Sp i ¼ q i ¼ fx 0 i ; y 0 i ; i ¼ 1:::N t g can be created where the x 0 i are sampled randomly from the x i . As N t > N, a bootstrap approach is effectively applied. Create three sets: training T r ¼ fq i ; q i 3fngg sampled randomly from fng, of size N c Â N s , where N c is the number of training power curves (weeks) and N s ¼ N t , a validation set V ¼ fq i ; q i 3fngg such that V∩T r ¼ ∅, and a testing set T e ¼ fq i ; q i 3ðfng∪fn s g∪fagÞg, making sure that it is different from the training and the validation sets. Train a Gaussian Process (GP) entirely on T r and use the V set to create sets of z values where the DE algorithm will fit extreme value (EV) distributions. Choose the best EV parameters based Fig. 3 . Examples of power curves considered to belong in the 'abnormal' class, each corresponding to a week of data, which were correctly identified as 'abnormal' by the EFT approach. Fig. 4 . Examples of power curves, corresponding to a week of data, which were originally considered unidentified (class ns) and later classified as 'abnormal' (a), and 'normal' (b) by the EFT approach. Both were classified as 'abnormal' by the conventional pointwise approach.
on the lowest normalised mean squared error (NMSE), and then test on T e (with the thresholds created from the selected EV distribution) for the classification of the power curves (at a weekly resolution). Alternatively, a separate validation set V 0 may be created, sampled from the fng and fag classes to be used for the selection of the EV parameters. In that case, the choice of EV parameters can be simply based on the best classification rate on V 0 .
Fitting EV distributions with DE
As differential evolution (DE) belongs to the family of evolutionary algorithms, several runs may be needed to reach an optimal, or near optimal, solution. In the turbine data used in this study, there were in total 55 weeks identified (using Fig. 1 as a reference) as 'normal', 36 as 'abnormal', and the 34 rest as the unidentified (class fn s g). In order to have sufficient data to obtain accurate results, a bootstrap methodology was applied here, but only in the creation of the validation set, not the training. This means that there was a repeating process of randomly subsampling from the validation set. The number of sample points from each week was kept to 50, mainly because larger numbers could cause numerical issues, but also because it is computationally and practically attractive to perform classification based on data of small size. The choice of size of the sets can be arbitrary, but one should consider having sufficient amount of data for training, and eventually for testing. Here, from the 55 normal weeks, 6 were used for training (corresponding to 300 sample points from the curves), and 35 to create the validation set V, which was then used for the estimation of the parameters of the extreme value (EV) distribution based on the best fit. Because the values of z were very small, the optimisation was performed based on its natural logarithm, lnðzÞ. By using this quantity, there is no guarantee that its convergence (after infinite samples) will be the Weibull DF (as was shown in Ref. [24] ), so all three EV CDFs (Gumbel, Weibull, Frechet) were investigated. An alternative would be to use the generalised EV distribution [32] . After the algorithm was initially left to run, the best results were obtained with a Gumbel distribution, which is given by,
where HðxÞ is the distribution used for the maxima, and LðxÞ for the minima. Because extreme functions need to be identified here, only the LðxÞ was employed (i.e. extreme events that have a lower probability density).
Figs. 5 and 6 show examples of a Gumbel distribution curve-fit after the DE was left to run and fit to different sizes of data sets from the parent distribution. It can be seen that there can be a difference in the curve-fits with the size of the portion of the data which is used for fitting -something expected. In addition, variability on the curve-fit and the NMSE values was also observed when the process was repeated with different seeds of random samples (it is reminded that all sets are created randomly). It was then decided to make use of the second validation set V 0 in order to increase the consistency of the selection of the EV parameters. The size of the portion of the data from the V set which was used for fitting was set at 10%, and the size of the second validation set V 0 , was 30 weeks. The objective function of the DE algorithm now was simply the ratio of the classification rate (based on V 0 ) divided by the NMSE. After several runs the algorithm settled on the EV fit shown in Fig. 6 , which is a nice result indicating that the original fitting was consistent. With the parameters of the Gumbel distribution identified, a threshold was calculated for a confidence interval of 99%, meaning that 1% of the normal functions will be considered outliers. Fig. 7 shows the results of this novelty detection scheme on the set of the test weeks. It is reminded that the test set contains 9 normal weeks which were not used neither in the training nor in the estimation, the group of weeks which could not be identified, and finally the abnormal as last. For the purposes of illustration the negative logarithm of the density z is shown. It can be seen that there is no misclassification in the 9 normal weeks, and the majority of the unidentified weeks are classified as normal. From the abnormal weeks, 4 (out of 36) were incorrectly identified as normal. Fig. 3 actually shows an example of a 'bad' week which was correctly identified as abnormal.
Effect of random sampling on the wind turbine data
Since it was shown that sampling randomly (from the 'normal' fng and 'abnormal' fag class datasets) to create the training, validation and testing sets may have an effect on the fitting of the EV CDFs, it was decided to perform a short analysis to investigate that effect. The process of randomly creating the three sets fT r ; V; T e g was repeated 1000 times and the DE algorithm was run each time in order to fit Gumbel CDFs. The second validation set was not used, as this was a process to see the effect of the random sampling in the parameters of the EV distributions. Fig. 8 shows a histogram of the NMSE values of the best results from all the 1000 runs, and Fig. 9 shows a histogram of the actual parameters that were identified. It can be seen that the NMSE values vary, but the majority of them are between 1 and 5, it is noted here that an NMSE value below 5 indicates a good fit, and below 1 an excellent fit [33] . Although there are cases with bad fitting, there are also cases with excellent results. Fig. 10 also shows a 3D plot of the identified parameters with the NMSE values, and it can serve as a way to see where the parameters should lie in order to have low NMSE values. It is also obvious that the parameters may vary significantly, and that is probably the effect of the nature of the data used, the logarithm values of the z quantity given by Equation (13) . Nevertheless, Fig. 10 can be used to select constraint values for the identified parameters, especially when an evolutionary algorithm like DE is used; for example there is a higher concentration of lower NMSE values at the area where l lies between 20 and 200, and d between 0 and 500. The whole process was repeated with the DE algorithm fitting Weibull distributions, and the results were equivalent to those presented here (with the Gumbell) so it was not considered necessary to display those results.
Comparison with other conventional approaches
Conventional pointwise approach
The novelty detection results shown in Fig. 7 seem very promising, as the method was applied to actual data from wind turbines with a good identification ratio. In order to properly assess the method, and the idea of classifying functions instead of data points, a comparison with a conventional pointwise approach was deemed necessary. As mentioned earlier, most such approaches require a quantity to be compared against a threshold, usually in combination with a statistical test. A very common such quantity is, or is derived by, the residuals between the 'normal' model predictions Fig. 7 . Novelty detection at a weekly resolution on wind turbine data with extreme function theory. The curves are ordered with weeks corresponding to the 'normal' set first, and 'abnormal' set last. and the actual data. This standard approach was followed here as well, where Gaussian Processes were again the chosen algorithm for modelling of the normal power curves. The residuals of the GP predictions and the data from the weeks were monitored in a similar approach as in Ref. [19] where control charts had been applied. The critical values (threshold) for the monitoring of the residuals were calculated exactly as in Ref. [19] with the help of EV statistics. The overall approach can be summarised as follows:
Create a training set T r ¼ fq i ; q i 3fngg sampled randomly from the 'normal' set fng, and train a GP. Use the residuals of the training set to fit EV distributions with the help of the DE algorithm, and get critical values (upper and lower control limits) for a desired level of confidence. Feed the 'normal' model with data from all the weeks and monitor the residuals. Declare a week as not normal when the number of outliers exceeds the level of confidence decided in the previous step. The use of a testing set T e sampled from all weeks, but different than the training set is recommended for the proper assessment of the approach.
For the sake of comparison with the EFT approach here, the training set used was identical to the one used in the EFT of the earlier section (see Fig. 7 ). Fig. 11 displays a bar plot with the percentage of outliers produced when data from all the 125 available weeks were fed to the fitted GP. As said above, the critical values were chosen with the use of differential evolution and EV statistics, and the Gumbel distribution was the choice again as it presented the lower NMSE values in the fitting. The level of confidence chosen was 99%, meaning that 1% of normal data are expected to go outside the control limits. Fig. 11 also shows the 1% value for the percentage of outliers, and it is clear that there are very few weeks which present less than 1% of outliers, in fact there are only 15, something which indicates a high number of false-positives. Of course, a fair comparison with the EFT approach presented in the previous section should make use of the exact testing set T e chosen there, so Fig. 12 displays exactly that. It can be seen that in that testing set there are only 4 weeks which contain less than 1% of outliers, and therefore are declared as 'normal'. From the 9 weeks sampled from the 'normal' (class fng) set, only 3 are correctly classified as 'normal' which makes the number of false-positives (FP) very high.
Comparison with approaches using multivariate features
The EFT approach has been shown to significantly decrease the false-positive (FP) rate when compared to a more conventional pointwise approach where single values were used. It is also compared here with a more conventional approach that makes use of multivariate features instead of just single datapoints. For such an attempt, GPs are again the chosen method of modelling the 'normal' power curves. In order to create multivariate features the following steps were applied:
Create a training set by randomly sampling n d points from a 'normal' week. Train a GP and then choose d equally spaced wind speed points (between the minimum and maximum actual wind speeds) and get the power predictions from the GP. Repeat the process m times, and obtain another set of power predictions for the exact same wind speeds as above. Optionally, repeat the process for another 'normal' week. There is now a multivariate feature containing predictions of power for the exact same wind speeds of size b Â n, where b is the number of selected 'normal' weeks multiplied by m, which corresponds to the normal state of the wind turbine. Repeat the process of training GPs and obtain power predictions for each of the 125 weeks. There is now a testing set of size 125 Â d.
Outlier analysis
By following the above procedure, multivariate features of the 'normal' state can be created, and a test set for all weeks can be assessed in terms of novelty. There could be various ways of assessing the test set, but here outlier analysis [23] was the chosen method. Every multivariate feature can be fused into a single quantity called the Mahalanobis squared-distance and subsequently compared against a critical value (threshold) to be declared as an outlier or not. The Mahalanobis squared-distance is given by,
where x z is the potential outlier, x is the mean vector of the sample observations, and S the sample covariance matrix. The threshold depends both on the dimension of the problem and on the number of observations, and it can be exclusive or inclusive depending upon whether the sample being tested was included or not in the computation of the sample statistics (Mahalanobis squareddistance here).
Monte Carlo threshold
The calculation of the threshold, for a multivariate case here, is based on a Monte Carlo procedure which was followed for its calculation exactly as in Ref. [23] .
In order to compare directly this approach with the EFT, the number of the random sample points n d used for the training of each week was kept at 50 (as was done in the EFT approach). The number of the dimensions of the features d varied between 10 and 30, since it was found that above 30 there were numerical issues in the calculation of the Mahalanobis distance. For the creation of the normal feature, the process of training on the same week was repeated 10 times. Fig. 13 displays the Mahalanobis distances for all 125 weeks when the multivariate features were created with n d ¼ 50, m ¼ 10, and d ¼ 10. With those choices the normal feature had a size of 60 Â 10, since the training set used was identical to the one used for the EFT approach (and contained 6 'normal' weeks). The exclusive threshold in this case was calculated to be 52. It can be seen that there is a higher rate of false-negatives at 9 out of 36 when compared to the EFT approach (4/31), and more falsepositives (6/55) (see Fig. 13 ).
When the exact testing set which was used in the EFT method is also applied here, the number of false-positives dropped to one (out of 9), see Fig. 14 . As was mentioned earlier, the values of the dimension d tried were kept between 10 and 30, but they did not produce any significant change to the classification results and so they are not shown. The increase of the sampling points n d for the training of the GPs may improve the number of the false-negatives slightly. It should be noted that with this approach it is necessary to train GPs for each week, and several times for the weeks of the training set, whereas in the EFT approach the training is only done once.
Calculating an EV threshold with DE for outlier analysis
The second approach for calculating a critical value for the Mahalanobis squared-distance made use of the DE algorithm. In a similar way as in the EFT approach shown in the previous section, the DE algorithm was used to fit EV distributions in the multivariate feature representing the normal state of the turbines (normal weeks). Again, all three EV distributions, Gumbel, Weibul and Frechet were investigated, with the Gumbel giving the best results. In order to have more values for fitting, the 20% higher values were used (compared to the 10% used throughout the rest of the work). Fig. 15 shows the Mahalanobis squared-distance for the same testing set (weeks) as in the EFT approach. It can be seen that the threshold is slightly lower than in the Monte Carlo approach (42 compared to 52), with no changes in the FP/FN rate.
Auto-associative neural networks
The outlier method implicitly assumes that normal condition data are Gaussian. This can be a source of error, so it is useful to compare with a more general approach. A general method that can be applied in advanced unsupervised novelty detection analysis is the auto-associative neural network (AANN) [2,34e36] . This neural network architecture was motivated by Nonlinear Principal Component Analysis (NLPCA) which is a robust and powerful statistical method for feature extraction and dimension reduction. The AANN is a type of multi-layer perceptron MLP whose target outputs are the same as the input. Generally, the AANN consists of five layers including the input, mapping, bottleneck, demapping and output layers [35e40] . A restriction of the mentioned topology is that the bottleneck layer must have less neurons than the input and output layers, and this performs compression as the AANN must reproduce the input vector at the output.
When a trained AANN is given an input feature vector set coming from an unprecedented state of the structure, a novelty index n i described in the form of Euclidean distance will increase, n i ðyÞ ¼ jjy À b yjj (20) where y and b y are each initial input and network output vectors respectively. If the neural network learning was successful then n i ðyÞz0 for all the training data set. Later on in testing, n i ðyÞ may significantly depart from zero indicating the presence of novelty i.e. n i ðyÞs0. The warning levels can be defined as n i þ as where n i and s are, respectively the mean and standard deviation of all the values of the novelty index over the training data. In statistical terms, the parameter a controls the percentage of false-positives. For example, if the distribution is purely Gaussian, then a value of 1.96 will give estimates within warning levels of 95% probability. In this paper, a is set equal to 2.58 giving a 99% confidence limit. Fig. 16 shows the Euclidean distance between the output of the auto-associative neural network and its target for the same testing set as in the EFT approach. There is one FP (out of 9), and 5/31 FN.
Multivariate extreme value theory
Clifton et al. [41] have presented the use of extreme value theory (EVT) for multivariate cases. This approach can also be applied here in order to fit an extreme value distribution from the multivariate features, and obtain critical values for arbitrary levels of confidence. The multivariate features are assessed in terms of their Mahalanobis distance, and the approach is related to the exact extreme function theory (EFT) shown in Ref. [24] , with the difference that multivariate features are used, and not functions. Fig. 17 shows the Mahalanobis distance for the same testing weeks as in the EFT approach presented in the previous section, there are 2 out of 9 false-positives, and 8 out of 31 false-negatives which is higher than the EFT case. Table 1 shows the overall classification results of all the approaches that were compared. The FP rate corresponds to the number of FP divided by the total number of normal weeks assessed in the testing set, in this case 9, and the FN rate is the number of FN divided by 31 (total number of 'abnormal' weeks in the testing set). Classification error rate is simply the sum of FP and FN divided by the total number of weeks assessed in the testing set (here 40). Sensitivity or true positive rate (TPR) is the number of true-positives (TP) divided by the total number of 'abnormal' weeks. TP are the weeks which were correctly classified as 'abnormal', hence sensitivity is a measure of how 'sensitive' is the approach to damage (or 'abnormality' in general). Specificity (SPC) or true negative rate is the number of true-negatives (TN) divided by the total number of 'normal' weeks. TN are the correctly identified 'normal' weeks, so specificity is a measure of how likely the method is to misclassify 'normal' weeks. Ideally, one would prefer a method that performs with 100% in both specificity and sensitivity. The exact formulas for all the error measures are given below,
It is clear from Table 1 that the EFT approach is superior in the overall classification error (10% when the rest are 15% and above), but most importantly in the low number of FPs and the high number of both the sensitivity and specificity. As was seen in Fig. 12 the conventional pointwise approach is 100% sensitive, but has a lot of FPs with a specificity of 33%. Fig. 18 shows the use of PCA analysis for the visualisation of the full multivariate test feature. The whole feature (corresponding to all 125 weeks) is projected on its two first principal components in order to assess how well each class ('normal', 'abnormal' and 'unclassified') separates from each other. It can be seen that many of the 'unclassified' weeks overlap with the 'normal', but some overlap with the 'abnormal'. Also some 'abnormal' weeks overlap with the 'normal', and this can provide a possible explanation for all the results shown where it seemed that reducing the FP rate would increase the FN rate. However, the EFT approach was shown to reduce the FP by not sacrificing so much as the other approaches in the number of FN.
It was mentioned earlier that sampling randomly for the creation of the sets may have an effect on the approaches, so all the process of applying the EFT approaches, the pointwise, and the multivariate features was repeated 50 times. Table 2 shows the mean values of the classification error rates for all those 50 repetitions, and for all the methods. It can be seen that the EFT approach displays approximately the same classification error (0.5% lower) as the conventional pointwise approach, but has the lowest FP ratio as can be seen in the 99% specificity value, where the pointwise GP performs with only 43%. It is clear that the EFT reduces the FP to almost zero without sacrificing the sensitivity (84%).
Discussion
The FP (false-positive) rates are higher than the test run shown in the previous section, but it should be said that the comparison is made on exactly the same testing set always, and with the same settings (number of training, validation and second validation curves) as in the case shown in Section 3.3. The approaches which use multivariate features show more diversity in their results with the repetition of the test than the EFT as can be clearly seen in the histograms of Fig. 19 for the number of FP (Table 2 only shows mean values). The increase of the sampling points from each week in the creation of the multivariate features will improve slightly those results, and it will reduce the FN rate slightly, but it was kept at 50 to maintain a fair comparison with the EFT. The process of creating multivariate features demands the training of GPs several times, and for each week, whereas with the EFT it is done only once. It should also be mentioned that the process of training the AANN requires careful consideration, and a lot of input from the user, something which was not done during the 50 test runs, so some of the results of the AANN could probably be improved -on average the AANN is better than multivariate EVT. At the same time, the same could be said for the EFT approach, as when the DE algorithm was run, its settings were kept constant, meaning that there is no absolute guarantee an optimal solution was always reached. Overall, the confidence level used in the EFT corresponds to a function, so in this case a 'week', and not a single datapoint corresponding to a 'week' as in a pointwise approach. The EFT approach is ideal for a realistic problem of monitoring wind turbines at a weekly resolution.
A very important point here is the treatment of the unidentified class fn s g of weeks. These were power curves which were not easily identified by visual inspection as either 'normal' or 'abnormal', and the need for objectivity would be paramount in any such real attempt at monitoring. Fig. 4 shows two examples of such curves, and it can certainly be debated whether they belong to the 'normal' or 'abnormal' class. It can be seen from Fig. 7 that the EFT approach classifies most of those weeks as 'normal' with 6 out of 34 identified as 'abnormal'. It is clear from Fig. 12 that the conventional GP pointwise approach classifies almost all (32 out of 34) as 'abnormal' meaning that it is very sensitive to a deviation from the normal model, something shown in the high FP (false-positive) rate. Such a method would not be ideal for monitoring real wind turbines, as the high number of false alarms would increase the maintenance costs and obviate the benefits of monitoring.
The original separation of the weeks into classes did contain a degree of subjectivity, although reference curves were used, but it should be said that any data originating from real structures under real, and not laboratory conditions, are expected to have a certain degree of variability which could challenge any novelty detection scheme, and the extreme function theory shows enough promise in dealing with that variability, and in the presence of ambiguous power curves. It is also important that the functions assessed can be represented by samples of different size which would be of value in practice.
The effect of the random sampling in the creation of the training, testing, validation sets (see Section 3.3) may influence the identification of the parameters of the Extreme Value (EV) distribution. However, as the whole process of using and comparing the EFT approach was repeated 50 times (with different training/testing sets randomly created each time), and was shown to be robust (see Table 2 ), it can be reasonably argued that the uncertainty due to random sampling is not important. The data used were real from a period of 125 weeks including data from all seasons, so uncertainty due to environmental effects or noise through the SCADA data did not play an important factor. The sensitivity of the approach depends entirely on the sensitivity of the power curve monitoring -as it was used as an established methodology here. Ultimately, all the approaches compared here were comparing a 'normal' power curve from an 'abnormal', and it was shown that the EFT is ideal in minimising false alarms without sacrificing a lot its sensitivity.
Conclusions
This paper presented a modified version of the extreme function theory (EFT) for the performance monitoring of a wind turbine at a weekly resolution over a period of 125 weeks. The idea was to test individual functions in terms of normality, and not just individual points as would happen in a pointwise approach. The functions were simply the power curves (power versus wind speed) from weekly data. In this way a model of normality, represented here by a Gaussian process (GP), was built based on weeks which were considered normal, and then a novelty detection scheme was successfully applied to a testing set. The main idea is to test how likely a test function is to originate from the GP representing the normal condition, and how extreme it is compared to it. The testing set obtained normal, abnormal and unidentified weeks (power curves). In the main case presented here, there were no false-positives, meaning 'normal' weeks which are wrongly identified as 'abnormal', and the majority of the unidentified weeks were considered normal; there were also 4 out of 31 false-negatives, meaning weeks which were incorrectly classified as normal. The method was compared to a conventional pointwise approach which made use of GPs again and exploited the residuals created from the model of normality when compared to the data from the turbines in a weekly resolution, and clearly showed that it is superior in terms of the false-positive rate. Another comparison made use of multivariate features which were created again with the help of GPs and were assessed in four different ways with the help of outlier analysis, extreme value statistics and an auto-associative ANN, and confirmed that the extreme function theory displays a low false-positive ratio, and this can be attributed partly to the idea of classifying functions (represented by time series data sets) and not just individual points. The comparison of all the approaches was repeated for 50 experiments, and showed that the classification error of the extreme function theory was on average low, although only marginally lower than the pointwise approach. However, the small number of normal weeks used in the testing set, when compared to the number of abnormal weeks used, affects the overall classification error rate. The number of false-positives was also very low, almost zero, for the extreme function theory which can be translated to an excellent specificity, meaning how likely the method is to misclassify normal curves, without sacrificing a lot of sensitivity, as would happen with a simple raise of a threshold in the conventional pointwise GP (equivalent to a control chart) approach. It should be noted that the conventional pointwise method used here already makes use of extreme value thresholds, which tend to be higher than standard Gaussian thresholds.
Equally important is the unidentified class of weeks, which were mostly identified as normal with the EFT approach, but 'abnormal' with the conventional pointwise GP methodology. The unidentified weekly power curves can be arguably considered to lie at the core of the importance of this work, since there is a need for objectivity in their classification -otherwise a visual inspection would be considered enough. Without any information regarding actual faults on the wind turbines, the unidentified weeks cannot be unambiguously confirmed as 'normal' or 'abnormal', although it is possible that this would be challenging even with such information available, so one would have to use the 'normal' and 'abnormal' testing sets to validate the approach, and subsequently choose to either trust or discard the decision on the unidentified class. Based on the high FP rate of the conventional pointwise method, and the fact that almost all the entirety of the unidentified class was considered 'abnormal' by said method, it does not seem the best for the classification of the ambiguous weeks, whereas the EFT approach seems better suited for that task.
Finally, the work presented here, does not address neither the suitability nor the sensitivity of the power curve method, it is applying it as an established monitoring approach, and in combination with the extreme function theory for the first time. Such a performance monitoring approach may not be suitable to identify sub-critical fatigue cracks on turbine blades, but can be nevertheless of practical value to the maintenance of a real wind farm, and as it was shown, the extreme function theory can be very well suited for the monitoring of turbines at a weekly resolution. In the future, the theory can be extended to incorporate functions of disparate sources, such as data acquired under different environmental conditions, into the model of normality, and be of even more practical value. 
