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Abstract—
This paper is concerned with the adaptive execution of
workflows on a resources consisting of a pool of machines
and a pool of alternative web services. The hierarchical na-
ture of workflows enables adaptation at multiple levels. In
this work, adaptivity is concerned with changing the map-
ping of services to machines and workflow invocations to
services, in order to meet the requirements of both user
and provider. Specifically, a third-party workflow engine
(ActiveBPEL) has been wrapped to support mapping at
these two levels. Results are presented for experiments
within a cluster of machines which demonstrate a benefit
from adapting in response to changes of user load and to
changes in the pool of alternative services available during
a workload. The experiments include a range of adaptiv-
ity scenarios and show that, by selection of an appropriate
policy, a significant gain can be made.
I. Introduction
The increasing use of outsourcing has prompted the de-
velopment of standard templates for the legal contracts,
known as Service Level Agreements (SLA) which define the
relationship between service provider and user. An SLA
typically defines obligations, costs, monitoring and penal-
ties. While these contracts originated as paper documents,
the appropriateness to the computer based out-sourcing fa-
cilitated by web services, and the potential for automation,
has been recognized for some time, [21], [6]. While enforce-
ment of SLAs has tended to be more of an issue in com-
mercial settings [15], there is increasing impetus towards
the adoption of SLAs in scientific contexts, e.g. [7], where
service provisioning has traditionally been best-effort, but
where a greater emphasis is placed on dynamic collabo-
rations, and where perhaps also complex, one-off requests
entailing access to widely distributed and large scale re-
sources are more common. Indeed, it would not be sur-
prising for an SLA in a scientific grid setting to be set up
for a single job. Accordingly, there is work which seeks to
dynamically replan complex distributed workflows in order
to best satisfy non-functional requirements [5], as might be
specified in an SLA. There remains an issue as to how best
to arbitrate resources between concurrent users.
The presence of an SLA gives assurance to a client that
if, for instance, they keep to the agreed limits regarding
service requests and resource usage, the provider will meet
agreed requirements, or incur an agreed penalty. It also
allows the provider to plan resource provision in the guar-
antee of a certain defined usage. The provider can plan
to share a collection of resources across the anticipated set
of user workloads. If a client is very sure of a precise and
constant requirement for the agreed period, the SLA will
be a close fit. If all clients have these characteristics, the
resources will be well used under a regime of static match-
ing. In practice, an SLA inevitably offers some freedom
on both sides. The discrete nature of monitoring permits
a degree of freedom to the client, which the provider is
obliged to allow for. If the agreement permits a specific
average request rate and monitoring interval, the actual re-
quest rate can be quite “bursty” within those constraints.
If the provider guarantees a certain average response time
(or perhaps a certain average result accuracy), then the re-
sulting attribute for a particular request can still be quite
unsatisfactory. If the provider sets aside resources to meet
the peaks in a workload, these resources may be under-
used much of the time. It is possible to address variability
of load applied to web services from a modelling perspec-
tive and derive optimal strategies [18]. The focus here is
aimed at using experimentation to explore a more general
case, and is more pragmatic.
Owning a pass for a car park yet finding no space, or
being transferred to a “different flight” from one’s booking
may be seen as suggesting that a penalty is not seen just
as a last resort, but more as a calculated risk, as resources
are matched more and more tightly to requirements. If the
requirements for the period of an SLA are not predicted
with great accuracy, a user may yet submit a load whose
profile falls outside of the current agreement. Similarly, a
provider may deliberately choose to default on a particular
agreement; preferably one with low penalty. While such
behaviour seems inevitable, assuming that workload will
tend to outstrip resources, there is clearly an advantage to
being more flexible in meeting SLAs. This flexibility will
not just be attractive to the user, but must also benefit the
provider, since better resource utilization can be achieved.
The work described here aims ultimately to build infras-
tructure that offers support for dynamic management of
varying workloads where individual requests are complex
and variable and have associated non-functional require-
ments. Specifically, this work seeks to add practical sup-
port for adaptivity to a static workflow engine.
For example, suppose static and adaptive engines sup-
port three concurrent workloads as illustrated in figure 1.
In this scenario, H is a heavy load and L is a very light and
intermittent load. While the static engine must allocate
resources in accordance with the agreed SLA, an adaptive
engine can time-share a single resource TS dynamically
between two separate users, here H and L, thereby reduc-
ing over-provisioning. In the event that a resource F fails,
a static engine defaults on the corresponding SLA, which
might incur a significant financial penalty. By contrast, an
adaptive engine can obtain a replacement resource, here R,
to replace one that has failed, or by reallocating resources,
possibly default on a less profitable SLA.
This paper describes how an existing workflow engine
can be wrapped with some additional infrastructure in-
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Fig. 1. Comparing static and adaptive workflow engines.
cluding a dynamic service deployment utility and a small
amount of “glue” to implement an adaptive workflow en-
gine that has support for adaptivity at multiple levels. Sep-
arating out the adaptivity support from the re-used work-
flow engine clearly has limitations, but there is also a great
saving in building on the established component. Thus, it
is possible already to present measured responses of a first
prototype in a number of different scenarios of changing
workload. In addition, there is a potential for applying the
wrapper to alternative basic workflow engines.
The remainder of the paper is structured as follows. Sec-
tion II discusses related work. Section III outlines how
support for adaptivity can be added by wrapping an ex-
isting workflow engine. Section IV mentions early work on
a prototype adaptive engine. Section V presents some ex-
perimental results, obtained using this prototype. Finally,
section VI concludes.
II. Related Work
There are many tools which support the construction
of composite services, or workflows, from published com-
ponent services, but they may be classified according to
the degree to which workflow composition and mapping is
automated:
functional semantic There are systems which aim to ex-
ploit functional semantic information to construct a
workflow from an arbitrary pool of component ser-
vices according to some high level description. In
restricted scenarios where the composition features
request-response style orchestrations, systems have
been presented which for instance use rule-based pro-
cessing [19] or planning [5]. Work towards compo-
sition where the interactions are more complex, e.g.
asynchronous is on-going [12].
non-functional At another level there are systems where
the user specifies a functional composition explicitly,
but where each invocation can be mapped to one of a
set of functionally equivalent alternative services ac-
cording to non-functional requirements dynamically at
run-time [25], [1], [24].
physical resource At a lower level still, a workflow de-
fines explicitly not just the macro-level control flow,
but also the specific task/service alternatives that are
invoked. A mapping to physical resources is then per-
formed by the infrastructure. Examples of such sup-
port occur in workflow systems targeting scientific ap-
plications, e.g. [10]. This support is less common in
business scenarios, where applications are more likely
to make updates to persistent data; issues in this area
are described in [4].
manual At the lowest level, a workflow definition spec-
ifies particular resources, i.e. particular physical ma-
chines and/or service instances. Application work-
flows are commonly expressed at this level in practice.
Ideally, an adaptive engine would support automatic
mapping at the highest level. There are projects which
seek ultimately to achieve this. However, the emphasis
appears to be on the mapping and re-mapping techniques
themselves, and to focus on meeting requirements placed
by a user on a particular execution, e.g. to minimize re-
sponse time. By contrast the work described here seeks to
investigate the use of such mapping and re-mapping tech-
niques in order to manipulate concurrent workflow execu-
tions in the context of requirements expressed by both user
and provider. The scenario envisaged in the current work
is of an organization providing for the execution of work-
flows which invoke services from a pool maintained by the
organization, over a pool of resources also maintained by
the organization, in the manner of autonomic service pro-
vision, [14]. There is considerable research of this nature
in the context of application hosting systems, e.g. [2], [22].
While recent techniques are becoming scalable, such sys-
tems tend to assume that the applications being managed
are of simple, i.e. not composite, structure. In the context
of composite services, [20] presents results of a simulation
study showing a potential for benefit through varying the
degree of replication of services invoked by a composite
service. Such adaptations can be seen as being associated
with the physical resource level. By contrast, the work de-
scribed here includes service mapping adaptations at the
non-functional level, which can also be beneficial. in addi-
tion, the work described here presents results from exper-
iments in a real cluster rather than a simulation.
With a view to exploiting readily available technology,
the work is set in the context of BPEL [17], which is well
established in commercial settings and for which there are
available robust workflow engines that scale well under
concurrent workloads. There is other work on support-
ing adaptivity in BPEL. For instance [13] describes an en-
hancement to the language which allows specification of
non-functional requirements that can be used to guide a
selection between alternative semantically equivalent ser-
vices. The enhanced invocation is implemented directly
in the open source ActiveBPEL [8] engine. Since the en-
gine itself is still now under development, maintaining an
enhancement separately from the main development team
is inevitably a problem. This issue is addressed in [9],
where plans to use Aspect Oriented techniques are out-
lined. However, in neither case are there any experimental
measurements of complete adaptation scenarios. The work
described here aims to avoid the engineering issues entailed
in modifying the third-party engine itself. The language
extension described by [13] could be used here, but the ap-
proach would be to extract the additional non-functional
information for invocations made in a BPEL program and
pass it to a separate service mapping component. Other re-
cent work [3] is also concerned with adapting BPEL work-
flows during execution, for instance to select between avail-
able alternatives on the basis of non-functional require-
ments, or to try an alternative service on failure of the
first choice. In common with the work described here, [3]
uses a third party BPEL engine unchanged, but unlike the
work described here, it focusses on the user perspective.
Overall, the distinctive features of the work described
here are: that it considers adaptations from the viewpoints
of both user and provider; that it enables adaptations of
both service invocation and physical resource mapping;
that it re-uses a basic workflow engine without alteration;
and that it presents measured results demonstrating ex-
ample feedback loops, obtained from a practical prototype
running in a cluster environment.
III. An approach to making workflow
management adaptive
The first step is to identify the requirements for adap-
tivity, and therefore the key variables. The next step is
to identify mechanisms within a workflow engine that may
be manipulated to control those variables. Finally, mea-
surements are identified which can be used to guide these
controls.
As described earlier, the focus for this work is on map-
ping invocations within workflows to alternative services
in respect of non-functional requirements, and on mapping
services to machines. To this end, the adaptive workflow
engine envisaged here has access to both a pool of ser-
vices and a pool of computational resources and can freely
deploy instances of those services onto computational re-
sources in order to suit workload requirements. In addition
there are alternatives amongst the services, which can be
distinguished by non-functional properties, such as mon-
etary cost, result precision etc. The aim ultimately is to
be able to dynamically map workflow invocations onto ser-
vice alternatives, and thence to physical resources so as
to support SLAs such as ‘maximize result precision while
keeping average response time and average monetary cost
below specified limits’. One mechanism is clearly that of
mapping invocations to services. Another is created by di-
viding the available pool of computational resources into
subpools and mapping each workload into a separate sub-
pool, whose size is then varied so as to accelerate or decel-
erate that workload.
Three controls on workflow execution are defined in the
system described here.
subpool size Control of the size of a subpool can be used
to influence the overall throughput of a workload - and
average response times for individual requests.
invocation mapping Any invocation can be mapped dy-
namically to any of the alternatives within its mapping
set in order to select particular non-functional prop-
erties. Such a mapping set can vary dynamically as
services are added/removed.
resource mapping Within a subpool load can be di-
rected more or less to specific resources, for instance
to allow for resource heterogeneity, or external load.
These controls act at different levels, of subpool, invoca-
tion and resource. However, there is some overlap in effect.
For instance, it is possible to reduce workload response
time by increasing subpool size or by mapping all (or even
just one) invocation(s) to faster alternative service(s). The
distinction is that changing invocation mapping typically
affects non-functional properties other than response time,
e.g. result quality.
In support of these controls, a number of measurements
may be made, including those listed below.
internal measurements offer, in principle, access to arbi-
trary internal attributes of the workflow engine; for in-
stance to internal queue sizes. It is thus easily possible
to find information regarding the progress of requests
in the system, and very cheaply. This is powerful, but
implies intrusion into the workings of the engine and
is therefore not portable across diverse engines. There
is also a development overhead in navigating through
the internals of an engine. As described earlier the
implementation strategy employed in this particular
work specifically avoids this approach.
workflow requests can be recorded in order to compute
the request rate and response times. Assuming each
request identifies user and workflow, it is possible to
compute these metrics per workload.
service invocations can be measured to compute the
rate and response times of invocations to particular
service instances. Assuming that the request identifies
not only user and workflow but also which component
invocation the call corresponds to (i.e. which node
in the workflow graph) and which particular service is
being invoked, measurements here can identify request
rates and response times at the granularity of individ-
ual alternate services. In general, an invoked service
could itself be composite. Of course, in that case, the
measurement that counts service invocations from the
point of view of the parent service counts workflow
requests from the point of the child service.
direct resource measurements may be employed to ac-
cess attributes of a particular computational resource,
e.g. CPU or memory availability, or service running
on that resource.
indirect resource measurements are recorded separately
from the requesting engine and stored for subsequent
access by the engine, possibly amongst other applica-
tions. Two classes of registry are anticipated. Ad-
ministered as a part of the adaptive workflow engine,
a local engine might be used to store attributes such
as monetary cost and result precision. Alternatively,
attributes which might rely on update by community
or trusted authority, such as reputation or security
attributes may be best served within a registry that
is administered separately from the workflow engine.
However, for the adaptivity infrastructure which is us-
ing these attributes, the immediate significance seems
likely to be just the need to access different registries
for different attributes.
Figure 2, illustrates mechanisms described above. The
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Fig. 2. Controls in an adaptive workflow engine.
current prototype, which is described in the following sec-
tion, implements the two controls (highlighted), subpool
size and invocation mapping. It exploits measurements
of workflow requests and service invocations and accesses
non-functional properties stored with service definitions in
a local registry through indirect resource measurements.
IV. Implementation
An implementation of the support for adaptivity de-
scribed in section III is ongoing. As described earlier, this
work aims to use the basic workflow management support
in “black-box” fashion. While it proves possible to avoid
manipulating the internals of the basic engine, it is neces-
sary for some of the implementation to be specific to the
workflow language supported by the basic engine. One
reason for this is that, as described in the previous sec-
tion, it is necessary to ensure that suitable identifying tags
are present in service invocations. However, it is also nec-
essary for the adaptivity support which wraps the basic
engine has to have some understanding of the structure of
workflows while they are being executed, in order to make
policy decisions. These issues are further described later
in the section, but essentially it is necessary to:
• parse a submitted workflow in order to generate re-
stricted descriptions of its structure for use by the
adaptivity infrastructure;
• make simple edits to the submitted workflow to in-
sert identification tags into invocations, as additional
parameters.
Figure 3 shows how a level of support for adaptivity has
been added to an existing workflow engine. The controls
implemented in this structure are at the three levels de-
scribed, of PoolAmin, MapAdmin, and LoadBalance. The
figure also where functionality is not fully implemented,
by dashed lines. The flow of user requests against work-
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Fig. 3. A possible structure of an adaptive workflow engine
flows and thence to individual service invocations is shown
by the thick arrows. While the basic workflow engine is
responsible for executing concurrent workflows, all invo-
cations are intercepted by a broker which supports par-
allelization of streams of requests over multiple resources.
Probes P1 and P2, which actually share a common imple-
mentation, intercept workflow requests and service invoca-
tions to supply the measurements required by the adaptiv-
ity component that is a loosely coupled extension of the
broker.
It is common practice for workflow execution to be a two
step process. The first entails installing a workflow schema
into the engine; only after completion of this step can exe-
cution of the workflow be requested. For the adaptive en-
gine described here, a translator component processes any
new workflow in order, as mentioned earlier, both to insert
identification tags required for monitoring and processing
within the adaptivity component, e.g. mapping and pool
selection, and to generate data structures describing re-
quired aspects of the workflow structure which are used by
the adaptivity. The remainder of this section gives some
discussion of the components which are additional to the
basic workflow engine
A. Broker
The publicly available Dynasoar system [23] implements
redirection of incoming service invocations to service in-
stances deployed dynamically on a configured collection
of hardware resources as required. Dynasoar maintains a
registry describing services which have been registered to
it and a store of deployable services. Currently Dynasoar
distributes invocations statically across the resources avail-
able to it, but does queue requests internally, at any time
issuing a number of requests so as to occupy the number
of CPUs available on a machine, but not so as to flood
the machine with requests. Ongoing work in the authors’
institution is concerned with extending Dynasoar to in-
corporate measurements of attributes, e.g. memory and
CPU availability, of resources it deploys to in order to im-
plement load balancing. The experiments described later
rely on the static provision. Dynasoar implements three
services as described below.
• Service Provider (SP) implements the public interface
for any service which is managed by Dynasoar. For a
registered service, a user can submit a request to the
corresponding SP, which takes care of forwarding that
request.
• Host Provider (HP) acts as interface to one or more
physical resources. Typically HPs are configured into
a hierarchy, where a LEAF level HP interfaces a single
machine while an intermediate HP acts as interface to
one or more clusters of machines, and encapsulates a
policy for scheduling requests to the lower level HPs
it manages. A ROOT HP, which typically interfaces a
single cluster of machines, is ideally placed to imple-
ment load-balancing within its cluster.
• Code Store (CS) implements a repository for services
which are managed by Dynasoar. This comprises a
simple file store which contains a war-file for each reg-
istered service and a UDDI based registry where de-
scribing attributes and a cross reference to the exe-
cutable can be stored.
B. Registry
The data required to support service invocation map-
ping is stored in the same UDDI based registry which is
used already by Dynasoar. This is a Grimoires imple-
mentation [11], which supports version 2 of UDDI spec-
ification, but adds some extensions to support annotation
with metadata. Services which are registered to Dyna-
soar are represented in the registry and those representa-
tions are annotated with a link to the WSDL definition.
The registry also supports a service being annotated with
non-functional properties, e.g. monetary cost. A search
through the registry for all services which implement the
WSDL corresponding to a particular invocation within a
workflow can be employed in support of service mapping.
Having found multiple alternate services, the annotations
defining non-functional properties can be retrieved to per-
mit a choice between these according to user requirements.
One issue that arises is the cost of accessing the registry. In
the experiments described here, polling is satisfactory, but
in a realistic scenario, regular polling to access data corre-
sponding to many alternative services for many workflows
might represent a significant cost. In this context, sup-
port for callbacks seems appropriate, as supported by the
subscription based access defined in version 3 of the UDDI
specification [16].
C. Translator
The translator allocates to the workflow a unique num-
ber and to each node (corresponding to an invocation) a
number which is unique within the workflow. These are re-
ferred to as workflowID and invocationID respectively. In
this work, adaptivity support is concerned with relation-
ships amongst invocations and between invocations and
workflows; and not currently with other details of the work-
flow. Thus, the translator creates an XML file which doc-
uments the graph structure of a workflow, annotated with
workflowID, invocationID and the identifying key, within
the registry, of the WSDL definition that corresponds to
each link. This XML file is passed to the adaptivity compo-
nent to support service mapping. In addition, the transla-
tor generates a modified workflow definition which inserts
the appropriate workflowID and invocationID as extra pa-
rameters into each invocation. As part of its handling of
a request, the adaptivity component relocates these values
to a message header, so that the end service invocation
has the correct number of parameters. In addition to the
workflowID, it is also necessary to obtain from a workflow
request, and propagate, the userID, since it is the combi-
nation of the two which identifies a workload. A pragmatic
solution for experimental purposes is simply to assume that
the userID will appear as a parameter to the workflow. The
Probe can the access the value and translated workflow can
also propagate it in the same way as the workflowID and
invocationID. This is not as elegant however as fetching the
target operation name and obtaining from that the work-
flowID. However, it seems reasonable that in the context of
a secured access to the workflow engine, the userID should
be obtainable directly or indirectly via security headers.
Since application workflow code seems unlikely to support
access to header parts of messages, the idea would be for
the probe to not only fetch the userID but also relocate
it as an extra parameter to the translated workflow which
can then propagate it as described.
D. Probe
By intercepting all messages directed through it, the
probe maintains a small collection of statistics which it
makes available via a publish-subscribe interface, in this
case to the adaptivity component. Probe maintains a
count of all such requests received, all of those that have
completed and the sum of the durations of all such re-
quests, i.e. in each case the time of completion minus the
time of initiation. As well as these long term statistics,
Probe also supports maintenance of similar statistics over
a shorter interval, which may be specified in a subscription
request. It achieves this by keeping an event list and com-
puting short-term statistics when required for data reports.
The statistics are organized into hash tables according to
a key which is constructed from a set of values identified
in the intercepted messages. In the case of P1 for instance
the operation name from the request body, identifies the
workflow being requested. In the case of P2 the assigned
ID of the workflow is obtained from a field in a message
header created by the adaptivity component.
E. Adaptivity
The adaptivity component is responsible for determining
subpool size and invocation mapping. To do this, adap-
tivity subscribes to the two probes and thereby receives,
incrementally, the statistics which it uses to decide on con-
trols. In the current implementation, a number of policies,
for setting subpool size and for selecting invocation map-
pings, are hard-coded in the Java implementation of the
adaptivity component. A selection is made by hand at
startup via a properties file. Dynasoar is modified slightly
to invoke the adaptivity functions during processing of ser-
vice invocations. Currently, adaptivity support is associ-
ated with a ROOT host provider (HP), typically one that
interfaces a cluster - a single pool of resources. When a
request message is first received its workload is first iden-
tified from the attributes contained in the message, e.g.
userID, workflowID. This identifies a destination subpool.
However, as described earlier, messages are released at a
controlled rate. Specifically, a number of tickets is defined
for each subpool, depending on the number of machines
and processors. If all tickets allowed for the appropriate
subpool are in use, the request is queued pending comple-
tion of one of the active requests. When a ticket becomes
available, a request, e.g. the oldest, is dequeued and passed
to adaptivity which implements the invocation mapping
according to the current definition for the corresponding
workflow. On return the request is forwarded to one of
the machines in the current subpool, either directly to a
previously deployed copy of the service, or to the local HP
which will fetch a copy of the service from the repository
for deployment and then forward the request to the newly
deployed copy. Adding an extra machine to a subpool sim-
ply entails adding the machine to the set associated with
the subpool, and increasing the number of tickets avail-
able for the subpool in accordance with the characteristics
of the new machine. When a subpool size is reduced, the
presence of active requests typically delays the implemen-
tation of that change. The target machine set size and
target ticket allocation for the pool are altered immedi-
ately. If there are sufficient free tickets, they are collected
immediately. Similarly, if there is a machine in the set for
the subpool which is currently free of active requests, it is
removed from the set immediately. Otherwise, tickets are
collected as requests complete until the actual ticket allo-
cation reaches the target ticket allocation. At that point
the machine with the lowest number of active tickets is
marked to receive no new tickets till the subpool mapping
is resolved. This happens when sufficient machines in the
pool have become free of active requests.
V. Experiment
A. Basic workflow management
In this work, the ActiveBpel [8] engine is employed as
the basis for workflow execution. Interaction with Ac-
tiveBPEL is in the two phases described earlier as typical
for workflow engines.
deployment In the first step a BPEL program is created
and packaged into a jar file which includes necessary
schema related files as well as the BPEL program it-
self. Deployment of this jar file is initiated by copy-
ing it into an appropriate directory managed by the
engine, similar to the deployment of any web service.
When the engine recognizes the new deployment it ex-
tracts the package and completes deployment, making
the new workflow available as a service which may re-
ceive requests.
request Subsequently, a user may send messages to re-
quest execution of the registered workflow, supply-
ing actual values for any parameters expected, ac-
cording to the definition of the input message in the
BPEL program. Meanwhile, the engine offers an ad-
ministration interface which supports browser-based-
monitoring of existing workflow executions.
The translator component implemented for BPEL thus ed-
its not just the BPEL code but also the appropriate WSDL
definitions so the engine “thinks it is correct to include the
added parameters, workflowID etc”.
B. Configuration
For the purpose of the experiments described here, two
simple workflows are defined. The first, OneCall encap-
sulates only a single service invocation. On receipt of a
request, OneCall invokes a single service Calc before re-
plying to the requester with the response from Calc. A
user parameter which appears as an element value in the
XML request is passed to the called service. In a second
example TwoCallAnd, the invocation of Calc is only made
if the response from a prior call to a separate service Test
returns true. The return result of Calc is a float value and
0.0 is a suitable default to return in the event Calc is not
invoked. The two example workflows are shown diagram-
matically in figure 4
Calc
receive
invoke
reply
Test
Calc
true
false
reply
receive
invoke
invoke
(a) OneCall (b) TwoCallAnd
Fig. 4. Illustrations of workflows used in the experiments.
For the purposes of the experiments, implementations
of Test and Calc are defined as configurable, CPU-heavy
loads. Each has a single operation, test and calc respec-
tively, which is invoked in these experiments. In both cases,
a dummy calculation is run in a loop for a configurable
number of iterations. While calc simply returns the result
of the dummy calculation, test returns a boolean value,
with the proportion of true returns being configurable.
C. Experiment plan
In these initial experiments a range of single work-
load scenarios are implemented. The implementations of
Test and Calc are employed by the workflows OneCall or
TwoCallAnd in individual workloads of 100 requests. Dur-
ing such a workload, a change, e.g. in request rate, may
be initiated, which prompts the adaptivity support to re-
act in such a way as to demonstrate some adaptation in
a controlled way. Early examples demonstrate manipula-
tion of subpool size in response to changing workload and
subsequent examples demonstrate changes in invocation
mapping in response to changes which arise in the ranking
of alternate services.
To facilitate measurement of the results, the experiments
are contrived so that in all cases the significant effect can
be observed in terms of response time, either the total time
to execute the whole workload, or in some cases the time
to execute individual requests within a particular work-
load. The effect is achieved in some later experiments by
arranging for the response of an individual service invoca-
tion to be proportional to a non-functional property under
consideration.
The prototype adaptive workflow engine described in
section IV is deployed on a private workstation where a
collection of shell scripts and utilities control the gener-
ation of test load and collection of results in a database.
Specifically, the overall response times for a total workload,
and for each individual request within each workload are
noted. The adaptive engine manages a collection of ma-
chines within a shared cluster, which is located at the same
institution. The private and shared workstations have re-
spectively 3GHz Pentium 4 processor with 1 GB memory
and 2.8 GHz Xeon processors with 2 GB main memory.
The individual experiments are describe in subsequent sub-
sections.
D. Executing a constant rate load
By way of calibration, some initial measurements of the
handling of constant rate loads are presented. Such loads
are important because they represent the ideal for a service
provisioning scenario. The simpler of the two workflows
OneCall is employed in this scenario. In these experiments,
the duration of a single invocation of calc has a duration
of 48 seconds on one of the cluster machines.
Figure 5 show how the response to constant-rate work-
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Fig. 5. Measured performance of prototype workflow engine under
constant-rate loads, each load comprising 100 requests of OneCall.
loads varies as the number of machines made available to
the user is varied. The results are shown equivalently
through total elapsed time for completion of the whole
workload and average response time per individual request.
The former shows clearly the speedup (about 2.4) achieved
through multi-processing within a single Xeon machine,
but also that a significant speedup is achieved overall in
what is not a highly tuned setup. The latter graph shows
how submitting requests at a higher rate than allowed for
by the configured pool size can have a very significant effect
on the response time of individual requests. The extreme
example is where the average response time for requests
submitted to a single machine at a rate of 12/48 requests
per second is over 900 seconds.
E. Varying user request rate
In this experiment, the input rate is kept constant for a
time, but increased suddenly at a certain point after the
start of the workload and then kept constant again for the
remainder of the workload. The experiment is intended
to demonstrate feed back based control of subpool size.
Receiving updates from the probe giving recent measure-
ments of the workflow request and response rates, three
simple policies are implemented for comparison
maximize forces pool size immediately to the total num-
ber of machines available for the workload. This strat-
egy effectively over-provisions so as to meet the per-
request response time requirement, but at the cost of
wasting resources.
follower implements a simple algorithm shown in fig-
ure 6 with a view to making short term output rate
follow short term input rate. The algorithm seeks to
make a change in pool size when the difference be-
tween input and output rates suggests that such a
change might be worthwhile, but also makes allowance
for startup and shutdown conditions, where output or
input rate is zero.
disable disables changes to the pool size. In this case,
the pool size remains at its minimum value of 1. This
strategy reflects the situation where the provider pro-
visions just enough resources to meet the nominal av-
erage request rate. The strategy avoids wastage of re-
sources through over-provisioning, but may cause the
user to experience degraded performance at times, due
to short term variations in request rate.
sreq = inputRate.shortTerm();
sresp = outputRate.shortTerm();
lreq = inputRate.longTerm();
lresp = outputRate.longTerm();
if (sreq > 0) {
if (sresp/sreq < ((double)poolsz)/(poolsz+1)) {
if (lresp > 0.0) poolsz += 1;
} else if (sresp/sreq > ((double)poolsz)/(poolsz−1)) {
poolsz −= 1;
if (poolsz < 1)
poolsz = 1;
}
} else if (lresp()/lreq < ((double)poolsz)/(poolsz+1))
poolsz += 1;
}
Fig. 6. Example feedback strategy follower.
Figure 7 shows how the response to the example step
change in the request rate varies as the point at which
that step change occurs is changed though the duration of
the workload, for the different control strategies. The rate
of 1/48 requests is equivalent to a serial execution, so even
in a single multi-CPU machine, only a single CPU will
be busy. The higher rate of 6/48 is sufficient to occupy
6 CPUs. Since the total amount of work to be done is
constant, the use of parallelism, including that attained by
increasing the pool size, permits faster completion of the
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Fig. 7. Measured performance of adaptive workflow engine under
load which changes from constant rate of 1/48 to 6/48 requests per
second after request switch point, each load comprising 100 requests
of OneCall.
overall workload. Thus, the earlier the rate switch occurs,
the greater the potential for parallel speedup and so the
faster is the overall completion.
Figure 8 shows the impact which the adaptive control
can have on individual runs, clearly offering a significant
improvement.
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Fig. 8. Measured responses for individual requests within example
workloads where the request rate changes from constant rate of 1/48
to 6/48 after request number 24 and 48.
These responses show what benefit might be achieved
by the wasteful maximize strategy, and that the simple
follower strategy gains much of that benefit without the
wastage. Clearly the benefit is greater when the switch
between request rates is made early during the workload,
but as shown in Figure 8, an improvement by a factor of 2
in the per-request response time can be achieved when the
rate switch occurs half way through the workload. Clearly,
the potential benefit of the adaptive strategy is in permit-
ting better handling of more variable workloads.
F. Varying induced load for constant user request rate
In the case of any complex application, it is to be ex-
pected that the response time may vary dramatically from
one request to the next. This effect is manifested in work-
flow programs where a small change in the value of a vari-
able used in a workflow level control structure can alter the
set of invocations made. In this experiment, the workflow
request rate is kept constant, but the number of compo-
nent service invocations made by those requests is varied.
This in turn varies the load induced by those requests,
though the input request rate is constant. In this scenario,
TwoCallAnd is employed, with the cost of the invocation
of calc being 10 times the cost of the invocation of test.
The rate induced load is varied by varying the frequency
of true results from the cheaper test invocation.
The next experiment uses TwoCallAnd to show the re-
sponse to a dynamic change in this induced load during a
workload. To this end, control of the result pattern of test
is effected by means of an extra parameter to the call, so
that different patterns can be selected for different runs. In
fact, a similar approach is adopted towards setting other
parameters governing component service execution. Fig-
ure 12 shows the response to a step change in the load
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Fig. 9. Measured performance of adaptive workflow engine under
constant rate of 6/24 requests of TwoCallAnd per second where the
induced load changes at switch point as the proportion of true results
returned by Test changes from 0.08 to 0.5
induced by the two-invocation workflow under the three
alternative feedback strategies. In this case, the overall
response has a different shape from that seen in figure 8
because the switch in workflow behaviour affects the to-
tal load imposed on the available resources. In the case of
maximize where spare parallel resources are available all
the time the extra load imposed is soaked up without af-
fecting the overall completion time. In the case where no
parallelism is permitted, the performance is worse the ear-
lier the switch takes place during the workload. However,
as in the case of the step change in request rate, employ-
ing the follower strategy achieves much of the improve-
ment which is achievable, as indicated by the maximize
strategy. Figure 12 shows the variation of individual runs
within two example cases. As before, a significant gain is
made in per-request response times through the use of the
feedback mechanism.
G. Adding an alternative service
Remaining experiments demonstrate manipulation of
the invocation mapping in response to changes relating to
 0
 100
 200
 300
 400
 500
 600
 700
 800
 0  10  20  30  40  50  60  70  80  90  100
re
sp
on
se
 ti
m
e 
(se
co
nd
s)
#request
policy
disabled
enabled
enabled
Fig. 10. Measured performance of adaptive workflow engine under
constant rate of 6/24 requests of TwoCallAnd per second where the
induced load changes at switch point as the proportion of true results
returned by Test changes from 0.08 to 0.5. The graph shows the
variation of individual request response time for switch point values
of 24 and 48, plotted for every other request. Only alternate points
are plotted because of the high variability which arises even after the
switch point where only half of the requests are invoking the calc
operation. This variability is shown additionally in the case of the
follower strategy for switch point value of 48.
non-functional properties. For the purposes of these exper-
iments two alternative implementations of the Calc service
are defined with the properties shown in Table I.
monetary cost result precision runtime
Calc000 4.5 10 × 1.0
Calc001 0.5 1 × 0.1
TABLE I
Alternative services for use in QoS experiments.
In addition to the cost and precision parameters, the
runtimes are seen to be roughly in proportion to the non-
functional properties. Essentially, the alternatives are a
monetarily and computationally expensive version that of-
fers better result precision and a cheaper alternative that
offers lower result precision. For these initial results, hav-
ing the computational cost mirror non-functional proper-
ties is convenient since a change in the non-functional prop-
erty will be portrayed in the response time domain.
The first experiment applies a constant rate workload of
TwoCallAnd requests, in the presence of just the most ex-
pensive implementation of Calc, Calc000, but installs the
cheaper alternative Calc001 during the execution while the
mapping policy is to always select the monetarily cheapest
service. The measured results are shown in figure 12. In
this experiment, the subpool size is fixed at 2 machines,
and the frequency of true response from Test is fixed at
50%. The results show that the earlier introduction of the
cheaper alternative does tend to correspond to a reduction
in the overall response time. However, there is obvious lev-
elling off of response if the cheaper service is made available
very early. When the request rate is. 6/24, the time to sub-
mit all 100 requests is 100*(24/6) = 400 seconds. Clearly
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Fig. 11. Measured behaviour of adaptive workflow engine under
constant rate of 6/24 requests of TwoCallAnd per second where an
alternative (cheaper) implementation of Calc is registered at some
interval (delay interval) after the start of the workload.
this is a lower bound on the achievable response time.
H. Choosing between alternate service implementations
The final experiment seeks to demonstrate a more com-
plex policy, which combines data from the two probes. In
this experiment, the policy chooses dynamically whether to
maximize result precision or to minimize cost, depending
on the average cost per request so far during the workload.
In the scenario suggested by this experiment the require-
ment is to maximize result precision, while incurring no
more than a specified average monetary cost. The need
to adapt arises because the actual pattern of execution of
the TwoCallAnd workflow includes more invocations of the
expensive Calc service than can be afforded. In the exper-
iment, the frequency of true returns from test is initially
low enough that the cost bound is not exceeded by using
the more expensive Calc000. However, at some point after
the start of the workload, the frequency of true returns
from test is increased so that use of Calc000 is no longer
affordable. The scenario is contrived to require a met-
ric which combines the separately generated statistics of
workflow requests and service invocations. Specifically, to
compute the average cost so far of requests on a particular
workflow, it is desirable to obtain the count of completed
workflow requests and the count of completed service in-
vocations, within those complete workflow requests. The
adaptivity component can receive incrementally from the
two probes all event data, and thereby construct the counts
it needs. However, in this experiment an alternative strat-
egy is employed. The adaptivity component uses instead
the already aggregated counts of workflow requests, and
of invocations of particular services. Figure 12 shows the
measured results. Recalling that the duration of an invo-
cation to either service implementation is contrived to be
proportional to the corresponding result precision value,
and nearly proportional to the cost per invocation, it is
clear that the upperbound policy is controlling the average
cost yet also including some of the more expensive calls
with higher precision.
Recalling that the response time for the basic version of
calc is 48 seconds, that for the cheaper version is 4.8 sec-
onds. The maximum ratio of true returns from test is 0.5,
where there are 50 calls to calc. Where min cost policy
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Fig. 12. Measured behaviour of adaptive workflow engine under
constant rate of 6/12 requests of TwoCallAnd per second and three
different policies. There are two alternative implementations of Calc,
with different monetary cost and result precision metrics. At some
point after the start of the workload, i.e. with a certain request num-
ber, the proportion of true results returned by test is increased from
0.08 to 0.5. The three policies are: (1) always maximize precision;
(2) always minimize cost; and (3) if average cost so far is less than
0.5 per workflow request, maximize precision, else minimize cost.
is used, the time cost of for these 50 calls is 50 × 4.8 =
240 seconds; 120 seconds with parallelism of 2. In this
case, the performance is limited by the request rate, as
described in Section G. Under the upperboundcost policy,
maximum response time is 400 seconds. If n0 and n1 are
the number of calls to Calc000 and Calc001 respectively,
48n0+4.8n1 = 400. Since the graph is coincident with that
of themax precision case, the ratio of true returns from test
at this point is 0.5. Then n0 + n1 = 50. Solving these two
equations, gives n0 = 6 and n1 = 44. Recalling that the
monetary costs of n0,n1 are 4.5 and 0.5 respectively, the
total monetary cost in this case is 6∗4.5+44∗0.5 = 49, so
the average cost over the 100 workflows is 0.49 per request,
which fits ok with the bound 0.5.
It seems in this scenario, the adoption of an approxima-
tion has turned out to be reasonable. One aim of future
work will be to investigate further the trade-off between the
accuracy of statistics and the costs associated with their
creation.
VI. Conclusions
This paper has outlined a way to construct an adaptive
workflow engine by combining a non-adaptive workflow en-
gine and a dynamic service deployment facility, together
with a small amount of code to implement monitoring and
control functions. The result builds on the strengths of
the third-party components, re-using the workflow engine
unchanged and only requiring a limited interface to the
deployment service. One advantage of the approach is the
reduced development cost. Another is that the support
for adaptation is cleanly separated from the re-used com-
ponents. It is hoped that this partitioning will make it
easier to investigate more complex strategies for adapta-
tion, which involve multiple mechanisms that may interact.
Another benefit is the potential for re-using the wrapper
components around an alternative basic workflow engine.
Of course the narrow interface between adaptivity sup-
port and basic components may be a limiting factor. How-
ever, experiments so far with the prototype implementa-
tion have demonstrated a number of scenarios where the
adaptivity mechanisms have proved successful. Specifi-
cally, the prototype engine has shown itself able to make
beneficial adaptations in both resource pool and service
invocation mapping. The prototype appears also to have
pointed to an interesting trade-off in the selection and use
of the statistics which underlie adaptive policies.
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