Abstract-We consider load balancing problem in a cache network consisting of storage-enabled servers forming a distributed content delivery scenario. Previously proposed load balancing solutions cannot perfectly balance out requests among servers, which is a critical issue in practical networks. Therefore, in this paper, we investigate a coded cache content placement where coded chunks of original files are stored in servers based on the files popularity distribution. In our scheme, upon each request arrival at the delivery phase, by dispatching enough coded chunks to the request origin from the nearest servers, the requested file can be decoded. Here, we show that if n requests arrive randomly at n servers, the proposed scheme results in the maximum load of Oð1Þ in the network. This result is shown to be valid under various assumptions for the underlying network topology. Our results should be compared to the maximum load of two baseline schemes, namely, nearest replica and power of two choices strategies, which are Qðlog nÞ and Qðlog log nÞ, respectively. This finding shows that using coding, results in a considerable load balancing performance improvement, without compromising communications cost performance. This is confirmed by performing extensive simulation results, in non-asymptotic regimes as well.
Motivation and Paper Contributions
The main objective of a Content Delivery Network (CDN) is fulfilling end-users' content requests by forwarding these requests to distributed caching servers. Such forwarding procedure (aka. request routing) from the request origin to CDN servers is done by a mapping scheme that decides which request should be answered by which server, considering the current network state [1] , [2] . However, due to the random nature of these requests, addressing the load balancing issue among the servers is of critical importance [3] , [4] , i.e., overloading a single server with many requests should be avoided. Moreover, to address scalability issues, the main research in this field has been focused on designing effective distributed load balancing schemes [5] , [6] .
Every request-to-server mapping scheme should manage two main metrics when assigning requests to caching servers. The first metric is communication cost which is a measure of distance between the assigned server and the request origin, while the second metric is the maximum load incurred to servers, which is the number of requests assigned to the most loaded server. Ideally, one aims to design a mapping scheme that results in the minimum communication cost, while evenly distributing the requests among servers. However, due to the random nature of request arrivals this is not always possible. Interestingly, there is an intrinsic trade-off between these two metrics, and managing this fundamental trade-off is a core issue in load balancing schemes [7] , [8] , [9] , [10] . While assigning each request to the nearest eligible server 1 (i.e., the nearest replica strategy), results in the minimum communication cost, it may incur high loads to servers in proximity of request flash crowds. This observation has resulted in proposing a proximity-aware power of two choices strategy in [9] and [10] , which queries the load of two nearby servers and assigns the request to the server with lesser load. As proved in [10] , this will reduce the maximum load of Qðlog nÞ in the nearest replica strategy to Qðlog log nÞ, at a certain increase in communication cost.
In contrast to all previous load balancing schemes in CDNs, in this paper we follow a fundamentally different approach rather than allocating each request to a single responding server. We propose to cache coded chunks of each file in distributed caching servers, which either consist of random linear combinations of the original file chunks, or are constructed via more sophisticated Fountain-like codes [11] , [12] , [13] . In the delivery phase, each request is distributed among a number of nearby servers which have cached the corresponding coded chunks. Then, the requester can decode the whole file if it receives enough coded chunks from such servers.
In particular, we model the cache network topology by an underlying graph of n nodes which represent cacheenabled servers, where the edges are communication links. At the cache content placement phase, each file is divided into ' equal-sized chunks, which are then linearly combined to form coded chunks corresponding to this particular file. Then, each server caches coded chunks corresponding to different files, based on the file popularity profile. At the delivery phase, n file requests arrive uniformly at random at different servers, where files are requested based on the popularity profile. Then, in order to satisfy each request, ' nearest coded chunks corresponding to that file are routed to the request origin via the shortest path on the graph. Assuming independent linear combinations in different coded chunks, it is easy to see that each file can be decoded at the request origin server.
In this setup, we consider Zipf file popularity distribution, and network topologies such as grid, random geometric graphs, random d-regular graphs, and hypercube. We prove that our proposed coded scheme will result in the maximum load of Oð1Þ, if each file is divided into ' ¼ Qðlog nÞ chunks. This result should be compared the the maximum load of nearest replica and power of two choices strategies which are Qðlog nÞ and Qðlog log nÞ, respectively [10] . Interestingly, for grid networks, we show that our proposed coded scheme will result in asymptotically the same communication cost as the baseline uncoded nearest replica strategy. Furthermore, we investigate our findings in finite size networks by performing extensive simulations, through which we also confirm the superiority of our proposal compared to the previous proposed schemes.
Related Works
Using coding in content delivery scenarios has been proposed in previous works. The authors in [14] and [15] consider the benefit of using network coding in a P2P based scenario and VANETs, respectively. Also, the papers [16] and [17] investigate the role of network coding in Information Centric Networks, and Critical Infrastructure Networks, respectively. Moreover, [18] considers the effect of coding on the multiple multicast problem. Interested reader can also see [19] which is a good review on the role of network coding for multimedia delivery.
On another line of research, the in-network caching idea has been proposed to relieve network congestion as explained in the following. The authors in [20] investigate optimal coded/uncoded cache content placement for minimizing delivery delay in wireless content delivery scenarios. Following the results in [20] many researchers have considered the role of caching in wireless settings such as [21] , [22] , and [23] .
Also, in [24] , the authors look at the problem of optimal MDS coded cache placement in wireless edge networks, which is extended to heterogeneous file and cache sizes in [25] . Furthermore the authors in [26] consider MDS coded cache content placement from an energy consumption perspective. Finally, as it is shown in [27] , LT codes can be used at the wireless edge caches to minimize backhaul rate.
In all above works, metrics such as the communication rate/cost, delay, and energy consumption in content delivery networks are investigated, and the benefits of using codes are discussed from different perspectives. However, an important aspect which is ignored in previous works is the load balancing issue. In contrast to all the aforementioned research works in this context, our paper is the first work which investigates the role of coding in load balancing performance through an analytical approach. Here, we derive closed-form asymptotic results for the impact of coding on the communication cost and maximum load of servers in cache networks. Through the framework developed here, we investigate communication cost and maximum load in grid networks, which is then generalized to other network topologies. Moreover, we confirm our analytical findings through extensive simulations, via which we also investigate the effect of network parameters such as number of servers, cache size, popularity profile, and network topology.
Paper Structure
The rest of paper is organized as follows. Our system model and performance metrics are introduced in Section 2. Then, the proposed coded scheme is presented in Section 3 and its maximum load and communication cost are asymptotically analyzed for grid networks. Next, our results are extended to more general networks in Section 4. In Section 5, simulation results for finite-sized networks are presented. Finally, the paper is concluded in Section 6.
SYSTEM MODEL

Notation
Throughout the paper, with high probability (w.h.p.) refers to an event that happens with probability 1 À 1=n c , as n ! 1, for some constant c > 0. Let G ¼ ðV; EÞ be a graph with vertex set V and edge set E. For u 2 V let ðuÞ denote the degree of u in G. For every pair of nodes u; v 2 V , dist G ðu; vÞ denotes the length (number of edges along the path) of a shortest path from node u to v in graph G. The neighborhood of u at distance r in G is defined as B r ðuÞ , v : dist G ðu; vÞ r and v 2 V ðGÞ f g :
For a set A we use A to denote its complement. To show the complement of an event E we use :E. We use PoðÞ to denote the Poisson distribution with parameter . The expected value of a random variable X is denoted by E X ½ . The operator "" represents the concatenation operator, i.e., the file W ¼ W 1 W 2 is generated by appending the file W 2 at the end of the file W 1 . Throughout the paper, HðÁÞ represents the binary entropy (i.e., information content), measured in bits.
For asymptotic notation, we use gðnÞ ¼ OðfðnÞÞ if there exist c and n 0 such that for n > n 0 we have gðnÞ < cfðnÞ. In this case we also write fðnÞ ¼ VðgðnÞÞ. Moreover, we write gðnÞ ¼ oðfðnÞÞ if lim n!1 gðnÞ=fðnÞ ¼ 0. In this case one can also write fðnÞ ¼ vðgðnÞÞ. Finally, if fðnÞ ¼ OðgðnÞÞ and fðnÞ ¼ VðgðnÞÞ then we write fðnÞ ¼ QðgðnÞÞ.
Problem Setting
We consider a cache network consisting of n caching servers (also called cache-enabled servers) and undirected edges connecting neighboring servers forming a graph G. Direct communication is possible only between adjacent servers, and other communications should be carried out in a multihop fashion through the network.
Suppose that the cache network is responsible for handling a library of K files W ¼ fW 1 ; . . .; W K g, each of size F bits, whereas the popularity profile follows a known distribution P ¼ fp 1 ; . . .; p K g.
We assume that the network operates in two phases, namely, cache content placement and content delivery. In the cache content placement phase, each server i caches Z i , C i ðW 1 ; . . . ; W K Þ such that HðZ i Þ MF where M is the cache size of each server. Here C i ðÁÞ is a function of files in W that generates data Z i to be placed in the cache of server i.
Consider a time block during which n file requests have arrived uniformly at random among the servers (i.e., graph vertices). Let R i denote the number of requests (demands) arrived at server i. Then, for large n, we have R i $ Poð1Þ for all 1 i n.
For the library popularity profile P, we consider the Zipf distribution with parameter g ! 0, where the request probability of the kth popular file is inversely proportional to its rank as follows
which has been confirmed to be the case in many practical applications [28] , [29] . In the content delivery phase, suppose server i has received a set of requests W i , fW f i;1 ; . . . ; W f i;R i g, where f i;j is the file index of jth received request of server i. In order to satisfy the demand W f i;j , a set of messages M ðjÞ s!i for s 2 f1; . . . ; ng will be sent from other servers to server i where M ðjÞ s!i (which is a function of Z s ) is the message sent from server s to server i to satisfy jth request of server i. Then, we say that server i can successfully decode the request W f i;j if there exists a decoding function F i;j ðÁÞ such that
For a given cache content placement, a delivery strategy is defined as follows. , for all j 2 ½1 : R i and i 2 ½1 : n. Now, for each strategy, 2 we define the following metrics.
Definition 2 (Communication Cost and Maximum Load).
The (normalized) communication cost (per request) of a strategy is defined as follows
The (normalized) maximum load of a strategy is defined as follows
It should be noted that since file requests are random, C and L are random variables in the above definitions.
For convenience of readers, Table 1 summarizes important notations used throughout the paper.
CODED LOAD BALANCING IN GRID NETWORKS
In this section, we focus on grid networks where the graph G is a ffiffiffi n p Â ffiffiffi n p square wireline grid interconnect where ffiffiffi n p is assumed to be an integer. Remark 1. In this section, for the sake of presentation clarity, we may consider a torus with n servers, which helps to avoid boundary effects of the grid, and all the asymptotic results hold for the grid as well.
Let us first revisit the baseline schemes with which we compare our proposed scheme's performance. The simplest uncoded scheme which assigns requests to servers is the socalled nearest replica strategy, in which files are cached at the servers proportional to their popularity. Then, each request is assigned to the nearest server having a replica of the requested file. More precisely, let us focus on server i at which R i requests have arrived. For request j 2 f1; . . . ; R i g, i.e., W f i;j , we denote the nearest server to i which has cached this request as s j . Then the delivery strategy will be
Remark 2. It should be noted that the nearest replica strategy achieves the minimum communication cost among all uncoded schemes. This is true since this scheme minimizes all terms in the summations of (2) (i.e., the definition of communication cost) in Definition 2.
While this scheme performs well in terms of communication cost, its maximum load will be of order log ðnÞ (for more details refer to [10] ). The second baseline scheme considered in this paper is the one proposed in [10] , which is based on the concept of power of two choices [30] . In this scheme, instead of allocating the request to the nearest server having cached that request, the current load of two 2. We use the terms "strategy" and "delivery strategy" alternatively.
servers in a limited distance of the request origin is queried, and then the request is assigned to the server with the lower load. In a certain regime of problem parameters, this will result in the maximum load of log log ðnÞ, which is achieved at the cost of queries' complexity, and higher communication cost compared to the nearest replica strategy [10] . In contrast, in this section we propose a coded scheme which achieves the maximum load of order Oð1Þ, while maintaining almost the same communication cost as the nearest replica strategy, and also does not require querying current load of any servers. To this end, we consider a coded cache placement in the servers using random linear coding, e.g., Fountain-like codes [11] , [12] , [13] .
Let us first take each file W k of F bits, and partition it into ' equal-sized chunks, i.e., W ðrÞ k where r 2 ½1 : ', each of F =' bits. Thus, each file W k becomes the concatenation of the chunks W
Then, we define a random linear operator L as
where a r 's are constants chosen uniformly at random over a finite field F q with q ¼ Qð2 F =' Þ, and the summation is over F q (assuming there is an injective mapping from the file chunks W ðrÞ k to elements of the finite field F q ). Moreover, we assume that each use of the operator L is independent of other instances.
In the cache content placement phase, each server stores 'M coded chunks of the files according to the popularity distribution P as explained in Algorithm 1.
Algorithm 1. Coded Cache Content Placement for Server i
Require: ', M, P, and W 1: repeat 2: Sample k according to distribution P 3: Store a coded chunk LðW k Þ at server i's cache 4: until server i's cache is full
In the content delivery phase, we assume n requests arrive uniformly at random at network servers. Let us consider server i which has Poð1Þ requests, i.e., R i $ Poð1Þ, for large n. For satisfying each request, ' nearest (in terms of shortest path in the grid network) coded chunks of the file corresponding to that request should be routed to this server according to Algorithm 2. It is clear that if the field size q is large enough, then Algorithm 2 will successfully send the necessary file chunks to server i, so that server i can reconstruct the requested files by its users with the probability of order 1 À Oð1=qÞ, e.g., see [31, Lemma 1] .
In the next theorem, we characterize the load balancing performance of the proposed scheme.
Theorem 1 (Maximum Load of Grid). For a ffiffiffi n p Â ffiffiffi n p grid network, suppose that P ¼ fp 1 ; p 2 ; . . . ; p K g be the file popularity distribution and let the number of file chunks be ' ¼ Vðlog nÞ. Then, the maximum load of Algorithm 2 is Oð1Þ, w.h.p.
Proof. In Algorithm 2, we have to find ' coded chunks corresponding to each arriving request. Let us focus on server u. Define E u to be the event that for all k 2 ½1 : K, one can find ' coded chunks corresponding to W k in B r k ðuÞ where r k , ffiffiffiffiffiffiffiffiffiffiffiffi a'=p k p for some positive constant a. In
is the probability that an arbitrary server has cached at least a coded chunk of W k . Then, we can state Lemma 1, which appears after the Theorem proof. Now, for every fixed server u 2 V ðGÞ, let us define the indicator random variable Y u;j , taking one if the jth request (j 2 ½1 : n) has asked a coded chunk from server u and zero otherwise. Notice that a server might be asked to respond a request if the following events occur: (E1) a request for file W k is born at a neighborhood of radius r k of the server, and (E2) a coded chunk of the requested file is cached in the server. Thus, we can write
where E ¼ \ u2V ðGÞ E u , (a) follows from Lemma 1, (b) follows from considering the probabilities of events (E1) and (E2) above, and (c) follows from B r k ðuÞ ¼ 2r 2 k ð1 þ oð1ÞÞ since G is a grid. Now, let S u ¼ P n j¼1 Y u;j count the number of requests that are responded by server u, during allocating the total n requests. Hence, we have
Applying a Chernoff bound for S u implies that
for appropriate choices of constants d and a, and since
Proof. For a given k 2 ½1 : K, let X u;k denote an indicator random variable taking 1 if node u has cached a coded chunk of W k and zero otherwise. Thus,
where according to Algorithm 1, p k is the probability that a coded chuck of W k has been cached on a server. It is easy to see that Z u;k ¼ P v2B r k ðuÞ X v;k counts the number of servers that have cached W k in a neighborhood of u. For every node u, we have
Since X u;k 's are i.i.d random variables and by linearity of expectation, we get that
Provided a > 2 and al=8 > log n is an appropriate constant, applying a Chernoff bound results that
where the last equality follows from ' ¼ Vðlog nÞ. By applying union bound over all K n files in the library, we have X
This implies that Pr E u ½ ¼ 1 À oð1=n 2 Þ and hence by another application of the union bound we get
Pr :E u ½ ¼ 1 À oð1=nÞ:
Next, we analyze the communication cost of the proposed scheme in Algorithm 2. To this end, we first prove a general expression for communication cost of requests with arbitrary popularities in Theorem 2. Then, in Corollary 1 we specialize the result of Theorem 2 to the Zipf popularity profile. 
Theorem 2 (Communication Cost
Proof
Thus,
We know that, for a grid network,
, where z ¼ max½6 log n; 5', we get E Y u ðk; r k Þ ½ ¼2zð1 þ oð1ÞÞ ! 12log nð1 þ oð1ÞÞ:
Since X v;k 's are independent and identical indicator random variables, applying a Chernoff bound for Y u ðk; r k Þ yields that
Thus, with probability
which means B r ðuÞ contains at least ' servers that have cached a coded chunk of W k . Let E u;k denote the event that server u requests for file W k and Y u ðk; r k Þ < '. Now by the union bound over all n servers and K ¼ OðnÞ files we have,
Since the number of bits in each coded chunk is F =' and with probability 1 À oð1=nÞ we can find all the required coded chunks in B r ðuÞ, the communication cost defined in Definition 2 is
So for every u, with probability at least 1 À 1=a,
Let T u;j denote the indicator random variable taking one if the jth request, received by server u, fails to find ' coded chunks of the requested file in the set B r ðuÞ. Thus, we have Pr
P Ru j¼1 T u;j denote the total number of failures. Then,
Since the requests are independent, another application of the Chernoff bound for random variable S results that
Hence, w.h.p. at least ð1 À 1=aÞn=2 requests cannot be responded in the r-neighborhood of the requesting server, and the communication cost for W k is Vð ffiffiffiffiffiffiffiffiffi '=p k p Þ. Since the upper and lower bounds meet, the communication cost of requesting file W k is Qð ffiffiffiffiffiffiffiffiffi '=p k p Þ. Consequently, by averaging over the library with probability distribution P, the average communication cost is
The following corollary of Theorem 2 characterizes the communication cost of our problem under the Zipf popularity profile.
Corollary 1. For a grid network of size ffiffiffi n p Â ffiffiffi n p , suppose that the cache size M of each server is a constant, the number of files is K ¼ n d , for any d 2 ð0; 1, and the number of file chunks is ' ¼ Qðlog nÞ. Then, for Zipf popularity distribution with parameter g, the average communication cost is
Proof. To show this, for some small constant > 0, let us define two sets, say A , fk : 1 k K; p k M' > g and its complement A. So for every k 2 A, we havep k ¼ Qð1Þ and for every k 2 A,
Thus, the average communication cost reduces to the following summation
For Zipf distribution, p k 's are decreasing in k so let us define k Ã ¼ maxA if A is not empty and
Now let us estimate S 1 ðgÞ in (6). It is clear that 0
where
In what follows we provide an estimation for S 2 ðgÞ ¼
Next, in order to proceed, we need Lemma 2 stated after the Theorem's proof. From Lemma 2, we know that Then, we will have
Now, considering equalities (7) and (8) 
Proof. First notice that by the definition of Riemann integration, we can upper and lower bound Lðg; kÞ as follows
This can be simplified to
Now, considering the following three cases 0 g < 1, g ¼ 1, and g > 1 will conclude the proof. t u
It is interesting to note that the nearest replica strategy also arrives at almost the same communication cost derived in Corollary 1 (see [10, Theorem 3] ).
CODED LOAD BALANCING IN GENERAL NETWORKS
The load balancing behavior of our proposed algorithm in last section, which was proved for grid networks, can be generalized for other networks as well. In this section, we will generalize our results for other networks with some symmetry properties. In order to do this, in this paper, we define Locally Symmetric Networks as follows.
Definition 3 (Locally Symmetric).
We define a class of graphs G locally symmetric, if for every G 2 G, for an arbitrary integer r ! 1, and for every u; v 2 V ðGÞ, we have max jB r ðuÞj jB r ðvÞj ; jB r ðvÞj jB r ðuÞj ! ¼ Oð1Þ:
Then, a graph is called locally symmetric if it belongs to such a class.
As will be proved later, random geometric graphs and random regular graphs are two examples of locally symmetric networks, w.h.p.
To generalize our results, here we need a more general notion of r k which was introduced in the previous section as the search distance for finding ' coded chunks of W k . Here, for a given network G and k 2 ½1 : K, we define r k as the smallest integer such that for every node u in G, we have
for some constants a k , k 2 ½1 : K.
We also need to slightly modify Algorithm 2 for locally symmetric class of graphs, as stated in Algorithm 3. The load balancing behavior of Algorithm 3 for locally symmetric networks is characterized in the following theorem.
Algorithm 3. Coded Delivery Phase for Server i in Locally Symmetric Graphs
Require: ff i;j g R i j¼1 , ', fr 1 ; r 2 . . . ; r k g 1: for j ¼ 1 : R i do 2: J :¼ set of servers that have cached a coded chunk of W f i;j at distance at most r k from server i 3: I :¼ set of ' servers that are selected uniformly at random from
Graphs). Suppose that P ¼ fp 1 ; p 2 ; Á Á Á ; p K g be the file popularity distribution and let the number of file chunks be ' ¼ Vðlog nÞ. Also, assume that G ¼ ðV; EÞ be a locally symmetric network. Then, the maximum load achieved by Algorithm 3 is Oð1Þ, w.h.p.
Proof. >For every node u 2 V ðGÞ, let E u denote the event that for every k 2 ½1 : K, there exist at least jB r k ðuÞjp k =2 coded chunks of W k in B r k ðuÞ. Then, we have Lemma 3 stated after the Theorem's proof, whose proof is similar to that of Lemma 1. Similar to the proof of Theorem 1, by defining Y u;j (taking one if the jth request, j 2 ½1 : n, has asked a coded chunk from server u and zero otherwise), we can write
where E ¼ \ u2V ðGÞ E u , (a) follows from Lemma 3, in (b) X w;k is defined to be the number of servers in B r k ðwÞ that have cached a coded chunk of W k , and (c) follows from the fact that conditioned on E, we have X k;u ! jB r k ðuÞj Áp k =2. Thus, we have and in (a) we have used the fact that if G is locally symmetric, then for some constant c we have jB r k ðuÞj cm. Now, let S u ¼ P n j¼1 Y u;j count the number of requests that are responded by server u, during allocating n requests. Hence, we have
for appropriate choice of constant d, and since ' ¼ V log n ð Þ. Thus, taking union bound over all servers shows that each server is requested at most O À ' Á times where each request involves sending F =' bits. Hence, it has to handle at most Oð1Þ bits. This concludes the proof. t u Lemma 3. For the event E u defined above, we have Pr E u ½ ¼ 1 À oðn À2 Þ. Then, the event E ¼ \ u2V ðGÞ E u happens with prob-
To apply the above result for other network topologies, it is sufficient to show that those networks are locally symmetric. Here, we consider three well-studied families of networks, namely, hypercube, random geometric graphs and random regular graphs.
Hypercube. A hypercube, also called n-cube, is a network where the nodes can be presented by n-bit binary words. Two nodes are connected if and only if the nodes only differ in one bit. Proposition 1. For every given n > 0, n-cube is locally symmetric.
Proof. By the definition of the n-cube, two nodes are connected if and only if they differ in only one bit. It is not hard to see that if u is adjacent to v, then for every n-bit x, u È x is also adjacent to v È x. Note that we use "È" to denote the XOR of two words. Thus, for each node u and
u
Random Geometric Graphs. A random geometric graph, denoted by RGðn; Þ, is a network with n nodes chosen uniformly at random in the square ½0; ffiffiffi n p Â ½0; ffiffiffi n p . Two nodes are connected if and only if their euclidean distance is at most . It is well-know (e.g., see [32] ) that if we set > c ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi log nþOð1Þ p q , then, the obtained graph is connected, w.h.p.
Proposition 2. For a given n, a typical n-node random geometric network is locally symmetric, w.h.p.
Proof. To show the proposition, we apply a result from [32] showing that if G is a realization of RGðn; Þ with ¼ vð ffiffiffiffiffiffiffiffiffiffi log n p Þ, then for every u; v 2 V ðGÞ we have where D l ðuÞ is a subset of V ðGÞ whose euclidean distances from u is at most l. Clearly, one may see that the probability that one node falls in D l ðuÞ is pl 2 n , where l 2 p is the area of the disk D l ðuÞ. Since nodes are drawn uniformly and independently at random from ½0; ffiffiffi n p Â ½0; ffiffiffi n p , the expected number of nodes falls in D l ðuÞ is l 2 p. Applying a Chernoff bound, we conclude that the number of nodes in D l ðuÞ is Qðl 2 pÞ. By setting l to be either r or rð1 þ oð1ÞÞ, we get that jB r ðuÞj ¼ Qðr 2 2 Þ. Therefore, for a typical random geometric graph G, G is locally symmetric.
t u
Random d-Regular Graphs. Suppose that for every n and d ! 3, G n;d is the family of all d-regular graphs with n nodes. Assume that G is a randomly chosen graph from G n;d . Then, it is well-known that w.h.p., for every r ¼ oðlog d nÞ, and u 2 V ðGÞ, the subgraph induced by set B r ðuÞ looks like a d-ary tree rooted at u. Hence, we have jB r ðuÞj ¼ Qðdðd À 1Þ rÀ1 Þ, which holds for every u 2 V ðGÞ and r ¼ oðlog d nÞ (for more details refer to [33] ). Thus, it is clear that G is locally symmetric for r ¼ oðlog d nÞ which is sufficient for Theorem 3 to be valid for random d-regular graphs.
NUMERICAL ANALYSIS
In this section, we use Monte Carlo simulations to investigate the communication cost and maximum load performance of a content delivery network, under the model described in Section 2. Our simulator has been written in Python and can run multiple instances of simulations in parallel [34] . Here, our main goal is twofold. First, we verify our key understandings from asymptotic theoretical results about the benefits of coding. Second, we investigate other aspects of the proposed scheme not revealed in the asymptotic analyses.
In order to clarify the effect of different parameters on the network performance, we start numerical analysis with a uniform popularity distribution, i.e., g ¼ 0 for the Zipf distribution, and then investigate the effect of varying g on the results. In all of the following simulations, each data point is obtained by taking average over 5000 simulation runs.
In Fig. 1 the maximum load L is plotted versus the network size n for the nearest replica, power of two choices, and coded load balancing strategies. Here, the network topology is a grid, the library size is K ¼ 100 and we assume a uniform popularity profile. Note that the maximum load of power of two choices scheme is better than the coded scheme when chunk size is ' ¼ 4. However, if chunk size is increased to ' ¼ 10, our proposed scheme surpasses all baseline schemes. Also, Fig. 2 shows similar trend for the cache size M ¼ 10.
In order to investigate the role of chunk size ' in the performance of proposed scheme, in Fig. 3 , we have considered a grid network of size n ¼ 1024, a library size of K ¼ 100, and cache sizes M 2 f1; 10g. For comparison, the results of nearest replica and power of two choices strategies are also highlighted in this figure. As it is observed in Fig. 3 , in order to obtain the coding benefit (i.e., surpassing the power of two choices performance), the chunk size should be above a threshold.
In Fig. 4 the maximum load is depicted versus the cache size M of each server. Here, the network topology is grid, n ¼ 1024, and K ¼ 100. It is interesting to note that for large enough cache size, the maximum load does not decrease as cache size increases.
Thus far, for the purpose of clarity, we have investigated different aspects of the proposed coded strategy in the case of g ¼ 0. Here, we move forward to investigate the role of Zipf parameter g on the network performance as presented in Fig. 5 , in which the maximum load is plotted versus g. We observe that the maximum load does not depend on the popularity profile (here characterized by g), which is consistent with our finding in Theorem 1. This is a direct consequence of our proportional cache content placement described in Algorithm 1.
In order to further investigate the validity of our results for other network topologies, in Fig. 6 we have plotted the maximum load versus number of servers for random geometric graph (RGG). 3 Comparing this figure with Fig. 1 shows that our proposed method performs similarly for grid and random geometric networks.
In all above simulation scenarios, we have verified the superiority of our result compared to previous schemes in terms of maximum load. Here, we compare the communication cost of the proposed scheme with the nearest replica (uncoded) scheme which has the minimum communication cost among previous schemes. 4 To this end, Fig. 7 shows the communication cost versus cache size M for a grid topology 3. Here, we consider a disk model RGG. 4. The power of two choices scheme has always higher communication cost than the nearest replica scheme and hence is not plotted in Figs. 7 and 8. of n ¼ 1024 nodes, library size K ¼ 100, and uniform popularity profile. As it shows, the proposed coded scheme results in a slightly lower communication cost compared to the nearest replica strategy.
Finally, in Fig. 8 communication cost is plotted versus g. As it is observed from this figure, communication cost of all the schemes show a decreasing trend as g increases. It is interesting to note that the coded schemes' communication cost is better in the lower g regime compared to the nearest replica scheme.
DISCUSSIONS AND CONCLUDING REMARKS
We have proposed and investigated a coded cache content placement and content delivery scheme which is shown to surpass the nearest replica strategy and power of two choices baseline schemes in terms of load balancing performance. By deriving closed-form expressions for a grid network, we have shown that the proposed scheme will result in an almost perfect load balancing performance without sacrificing communication cost (Table 2 summarizes our results versus results of the two baseline schemes proposed in [10] ). Furthermore, we have generalized the above result for a more general class of networks, including Hypercube, Random Geometric Graphs, and Random d-Regular Graphs. By performing extensive simulations, we have verified our theoretical findings as well as investigated the nonasymptotic performance of the proposed scheme.
Finally, here we comment on the complexity of coding/ decoding of the proposed scheme. In the proposed coded caching scheme, at the end of the content delivery phase, each server has received ' coded chunks for each of its requests. Then, in order to recover the requested file, it has to calculate the inverse of an ' Â ' ¼ log n Â log n matrix over a finite field F q . Basically, this introduces a complexity of order Oð' 2:37 Þ finite field operations [35] . This may not be computationally feasible in certain practical scenarios. Thus, one may ask what are other approaches which achieve the same performance with less computational complexity.
An alternative approach is to use Fountain-like codes, originally proposed for packet erasure channels [12] . This coding technique benefits from a non-uniform coding operator (similar to (4) but with non-uniform distribution over the coefficients a r ). The main idea behind these codes is that by optimizing over the coding coefficients distribution, one can design the parity check matrix of these codes such Fig. 5 . Maximum load of the coded load balancing scheme versus the Zipf parameter g for n ¼ 1024 and M ¼ 2. The network topology is a grid and the file popularity is uniform. Fig. 6 . Maximum load of the coded load balancing scheme versus the number of servers n for the random geometric graph (RGG). The library size is K ¼ 100, cache size is M ¼ 2, and the popularity profile is uniform. Fig. 7 . Communication cost versus cache size M. The network topology is a grid of size n ¼ 1024, K ¼ 100, and popularity profile is uniform. Fig. 8 . Communication cost of the coded load balancing scheme versus the Zipf parameter g for the same set of parameters stated in Fig. 5 .
that the complexity of the encoding and decoding algorithms will be significantly reduced. More specifically, in the cache content placement phase in Algorithm 1, one can use the encoder of a Raptor code [13] , instead of a uniform operator L, defined in (4). It is shown that the Raptor codes have linear encoding and decoding complexity in the codewords length [13] . Translating to our problem setting, this leads to the encoding and decoding complexity of order ' ¼ log ðnÞ finite field operations, compared to the aforementioned matrix inversion. 
