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ABSTRACT
Maximum entropy estimation is a  relatively new estimation technique in econometrics. We 
cany out several Monte Carlo experiments using real data as a  basis in order to understand the 
properties o f  the maximum entropy estimator. We compare the maximum entropy and generalized 
maximum entropy estimators to traditional estimation techniques in linear regression, binary choice, and 
multinomial choice models. In addition, we discuss maximum entropy estimation in censored and 
truncated regression models.
We find that the generalized maximum entropy estimator dominates the logit estimator and the 
multinomial logit estimator in Monte Carlo experiments. The generalized maximum entropy estimator 
in discrete choice models allows us to jointly estimate the unknown probabilities and the unknown 
errors resulting in more uniform predicted probabilities and reducing the variance o f the parameter 
estimates. In the linear regression problem, the generalized maximum entropy estimator allows us to 
impose nonsample information about the unknown parameters and errors. However, we must impose a 
set of support points for unknown parameters and errors, which is not always an easy thing to do. We 
find that when we do specify nonsample information that is correct, the generalized maximum entropy 
estimator has lower risk than either the ordinary least squares or the inequality restricted least squares 
estimators. From our sampling experiments using real data, we find that maximum entropy estimation is 
a viable estimation technique in several econometric models.
vii




This dissertation examines statistical inference and estimation through the method o f  maximum 
entropy (ME). Shannon (1948) defines the entropy function as a  means o f  measuring uncertainty in a 
discrete probability distribution. Jaynes (1957a, 1957b) introduces the maximum entropy method of 
estimation. Jaynes argues that when estimating an unknown probability distribution we should choose 
the distribution that maximizes entropy and is compatible with our prior information. Shore and 
Johnson (1980) and Skilling (1988) provide an axiomatic justification for using ME to estimate the 
unknown probabilities in a  discrete probability distribution. Golan, Judge, and Miller (1996) apply ME 
estimation to a wide range o f econometric problems.
Denzau, Gibbons, and Greenberg (1989), Soofi (1992), and Golan, Judge, and Perloff (1996) 
discuss ME estimation o f  multinomial choice models. Golan, Judge, and Miller (1996) extend the ME 
methodology to estimate linear regression, SUR, simultaneous equations, and multinomial choice 
models. They estimate these models both with and without an error term included in the entropy 
function and its constraints. Golan, Judge, and Perloff (1997) apply ME to both censored and ordered 
multinomial choice regression models. We examine ME estimation in these and other contexts.
We contribute to the literature by comparing empirical results from ME estimation to those o f 
traditional estimation techniques. In addition, we empirically examine small sample properties o f ME 
estimation. Golan, Judge, and Miller (1996), and Golan, Judge, and Perloff (1996) examine large 
sample properties and small sample performance of the ME estimator in terms o f risk functions within 
Monte Carlo sampling experiments. We examine small sample properties o f the ME estimator in the 
context of several statistical models using real data as a basis for Monte Carlo experiments, as opposed 
to previous studies that use artificial data.
1
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We estimate several econometric models using ME techniques and compare the ME estimator 
to traditional estimators. We examine ME estimation in binary choice, multinomial choice and linear 
regression models, with and without sign and other inequality restrictions on the parameters using real 
data as a basis for Monte Carlo sampling experiments. Additionally, we discuss ME estimation in 
censored and truncated samples.
1.2 Maximum Entropy Estimation
Jaynes (1957a, 19S7b) proposes the maximum entropy method for estimating the unknown 
probabilities o f  a  discrete probability distribution. The estimati m  problem that Jaynes describes 
involves an observable random variable,x , which assumes the discrete values x, (/ =  1,2 ,..., N )  with
corresponding probabilities p , , which are unknown and unobservable. The term entropy refers to the 
amount o f uncertainty, with regard to predicting future outcomes, represented by a discrete probability 
distribution. Thus, a distribution that assigns a large probability to certain outcomes has smaller entropy 
or uncertainty than a  distribution in which each outcome has a relatively small probability o f occurrence. 
Shannon (1948) defines the entropy o f a discrete probability distribution as
H (p)  = - Z p t in(pt ) ,  (1.1)
>-i
where 0 • ln(0) = 0 .  Thus, for a degenerate probability distribution, the entropy is / / ( l )  =  0, and there 
is no uncertainty in predicting future outcomes. For a discrete uniform distribution H (p)  =  ln( N ) , 
which is the maximum value o f  the entropy function.
Jaynes (1957a) argues that maximization o f Shannon’s (1948) entropy measure provides a 
unique criterion for estimating an unknown probability distribution that does not impose any 
information beyond what we know. Any other distribution compatible with die observed data has lower 
entropy, or less uncertainty, in predicting outcomes. Therefore, distributions other than the ME 
distribution assume information that is not explicitly known. For this reason, Jaynes states that 
maximum entropy is “maximally noncommittal with regard to missing information” (1957a, p. 620). 
While it may seem counterintuitive to maximize uncertainty, we are only maximizing the uncertainty 
represented by the unknown probability distribution. By maximizing entropy subject to our prior
2
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information we select die distribution whose entropy or uncertainty reflects our prior information and no 
additional information. In addition, by maximizing entropy we assign positive probability to every 
possible outcome.
The unknown probabilities are estimated by maximizing the entropy function subject to the 
constraint that the probabilities must sum to one as follows





The Lagrangian for this ME problem is
 ̂= “I  Pi ln(A ) + >1(1 - 1P,),
/*! lm |
and the resulting first-order conditions (FOC) are 
= -1  -  InQ?,) -  A. =  0 V i
dp,
0 4  "
7 Z = ' - f r = ° -
Solving the M first-order conditions for the unknown probabilities yields 
In(p,) =  - 1 - A ,  
which implies
p, = e x p (- I  - / I )  V / .
Since the probabilities must sum to one, we can rewrite the optimal ME probabilities as 
-  _ e x p ( - l - A )  1
P>=H--------------- = T7> d-4)
Z e x p (—1 - A )
i- i
3
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which is a  discrete uniform distribution. Taking the second derivative o f  the Lagrangian with respect 
to p i yields a negative definite Hessian matrix, which implies that the entropy function is globally 
concave and the ME solution is unique.
ME allows us to uniquely estimate the N  unknown probabilities without imposing any 
constraints, except that the predicted probabilities must sum to one. This is an important property o f 
ME estimation since traditional estimation techniques require that the number o f  observations be greater 
than the number o f  parameters in order to obtain unique estimates. Additionally, traditional estimation 
techniques often require us to make strong assumptions about the data or the errors in order to obtain a 
unique solution. ME estimation is a nonparametric estimation technique since it does not require any 
assumptions to be made about die parameters or error distributions. However, any prior information 
about the parameter or error values that the researcher has can be incorporated in ME by imposing 
constraints in the entropy maximization problem. The ME estimates are the most uniform probabilities 
compatible with the available prior information. A simple example using ME to solve a problem with 
prior information is illustrated in the following section.
U  Jaynes’ Dice Problem
Jaynes (1963) considers estimating die probabilities o f each possible outcome from a single 
roll of a six-sided die, given the prior information that the average outcome from a large number of 
independent rolls is equal t o y . ME allows us to obtain unique estimates o f  the six unknown 
probabilities using this single piece o f prior information as well as the fact that the probabilities must 
sum to one. Using the ME principle, we choose the unknown probabilities in order to
6
max H ( p )  =  - t . P ,  ) (1.5)
subject to
6
i . P i X i = y ( 1.6)
i « l
6
Z  Pi = i . (1.7)
4
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where xt =  /  ( /=  1,...,6) and p,  =  P r(x  =  x<) .  The fust constraint is the data constraint 
incorporating the prior information and the second constraint is the additivity constraint, which requires 
that the probabilities must sum to one. The Lagrangian for the dice problem is given by
4  = - I ,P 'h i ( j t i ) + A ( y - ' Z p i X i ) + r O - I . P , ) *
/ « !  i > l  i * l
and the resulting first-order conditions are
- ^ -  =  - l - l n ( p , ) - x , A - y  = 0  V /
d p t
d j i  ‘
- = y - Z p , x , = o
O A .  i » l
dJ. 6
^-=i-Sa =o.
o y  i * i
Solving the FOC’s yields the optimal ME probabilities
p, = e x p ( - l - x ,A - y )  V /.
Because the additivity constraint requires that the probabilities must sum to one, the above equation can 
be rewritten as
exp(-x ,A ) ex p (-x ,A )
Pl *  ( 8)I e x p ( - x / )
where Q (A ) is known as the partition function since it is the sum of the relative probabilities. The 
partition function allows us to partition the relative probabilities into six absolute probabilities, which 
must sum to one. Since the optimal probabilities are a function of A , the entropy maximization 
problem does not have a closed form solution. Therefore, we must use numerical optimization 
techniques to obtain the ME solution. Using different values o f y , representing different prior 
information, Table 1.1 presents the ME solution to the dice problem. We obtain the ME solution using 
the GAUSS constrained optimization module. Program 1, the GAUSS program for the dice problem, is 
included in Appendix B.
5
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1.0 1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
1.5 0.6637 03238 0.0755 0.0255 0.0086 0.0029 0.9534
2.0 0.4781 03548 0.1357 0.0723 0.0385 0.0205 13675
2 ^ 03475 03398 0.1654 0.1142 0.0788 0.0544 1.6136
3.0 03468 03072 0.1740 0.1461 0.1227 0.1031 1.7485
3.5 0.1667 0.1667 0.1667 0.1667 0.1667 0.1667 1.7918
4.0 0.1031 0.1227 0.1461 0.1740 03072 03468 1.7485
4.5 0.0544 0.0788 0.1142 0.1654 03398 03475 1.6136
5.0 0.0205 0.0385 0.0723 0.1357 03548 0.4781 13675
SS 0.0029 0.0086 0.0255 0.0755 03238 0.6637 0.9534
6.0 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000 0.0000
The results for the dice problem show that ME selects the most uniform distribution compatible 
with the given information. If the observed average is y  = 25,& discrete uniform distribution is 
obtained. However, if the observed average is y  -  S.O, ME assigns more weight to the higher values of 
x  because this is compatible with the prior information. Additionally, we find that the ME probability 
table is symmetric. For example, the value o f  the entropy function is the same for an observed average 
o f y  = 2.0 as it is for an observed average o f y  = S.O since these two values can occur in exactly the 
same number o f ways.
1.4 The Unconstrained Maximum Entropy Dual Problem
Since p  is a function o f  A , we can concentrate the Lagrangian for the ME problem by
substituting p (X )  into the original Lagrangian. This substitution leads to an unconstrained
optimization problem with A as the choice variable. Golan, Judge, and Miller (1996) show that 
minimization o f  the concentrated Lagrangian yields the same solution as maximization of the entropy 
function, and is thus termed the “dual problem.”
6
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The ME solution is obtained by maximizing a  real-valued concave function, H (j>), subject to 
a  set o f constraints which are a function o fp . A corollary to the Arrow-Hurwicz-Uzawa theorem 
(Takayama 1985, pp. 94-95) states that p  will maximize the entropy function subject to the constraints
A A
if and only if there exists a  A > 0 such that i p ,  k )  is a saddle-point o f  the Lagrangian. This means that 
J ( p , k ) £ 4 ( p , k ) Z 4 ( p yk ) ,  (1.9)
where £ ( p , X )  represents the concentrated Lagrangian denoted M { k ) by Golan, Judge, and Miller 
(1996). In terms o f  M(>I) the saddle-point property (1.9) implies that
A f (A )^ A /(A ) .  (1.10)
Therefore, k  yields the smallest possible value o f  A /(A ), and p ( k )  maximizes the Lagrangian.
Thus, we may obtain the ME probabilities by choosing k  to minimize M ( k )  and substituting this value
into the optimal probabilities in equation (1.8). This result holds for all o f  the ME problems that we 
consider. It is computationally simpler to obtain the ME dual solution rather than the ME primal 
solution since there are generally fewer parameters to estimate. In the ME dual problem we 
estimate K  unknown parameters while in the ME primal problem we estimate N  unknown probabilities. 
Program 2, in Appendix B, is the GAUSS program to solve the dice problem using the unconstrained 
dual formulation.
1.5 Outline of the Remaining Chapters
In this chapter, we described maximum entropy estimation and illustrated it using a simple 
example. In Chapter 2, we discuss maximum entropy (ME) and generalized maximum entropy (GME) 
estimation in both binary and multinomial choice models. We estimate binary choice models using both 
credit-scoring data and data on the choice o f  whether or not to attend post-secondary education (PSE).
In addition, we estimate multinomial choice models using the PSE data. We carry out several Monte 
Carlo experiments using real data sets both with and without sign and other restrictions placed on the 
parameters. We compare the ME and GME estimators to traditional discrete choice estimators 
including logit, probit, linear discriminant analysis, and multinomial logit
7
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In Chapter 3, we discuss GME estimation in linear regression models. We carry out Monte 
Carlo experiments comparing GME to OLS. We estimate the models both with and without inequality 
restrictions placed on the parameters. In addition, we develop a new method for imposing inequality 
restrictions in GME. In Chapter 4, we consider the cost o f  imposing incorrect inequality restrictions on 
the GME estimator in the linear regression model. We examine censored regression models and sample 
selectivity issues in Chapter S and give conclusions in Chapter 6.
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CHAPTER 2
MONTE CARLO EXPERIMENTS COMPARING THE MAXIMUM ENTROPY ESTIMATOR 
TO TRADITIONAL ESTIMATORS IN DISCRETE CHOICE MODELS
2.1 Introdnction
In this chapter, we use maximum entropy (ME) and generalized maximum entropy (GME) to 
estimate discrete choice models. We cany out several Monte Carlo experiments comparing the ME and 
GME estimators to traditional estimators: probit, logit, linear discriminant analysis, and multinomial 
logit. We compare the estimators based on their ability to predict outcomes, the mean squared error 
(MSE) o f  the parameter estimates and die marginal effects of the parameters, the MSE o f the predicted 
latent values, and the MSE o f the predicted probabilities. We use the ME and GME estimators 
developed by Golan, Judge, and Perloff (1996). Golan et al. examine ME estimation in the context of 
sampling experiments using artificial data. They include one empirical example involving occupational 
choice data with a  high degree o f collinearity. Adkins (1997) carries out Monte Carlo experiments with 
a slightly different GME formulation using real data. We examine ME and GME estimation in the 
context o f discrete choice models using real data as a basis for Monte Carlo experiments.
We carry out binary choice experiments involving the choice o f  whether or not to attend post­
secondary education (PSE) as well as a credit scoring model, which we discuss in section 2.6, for used 
car loans. In addition, we carry out multinomial choice experiments with the PSE data. We discuss 
linear discriminant analysis in section 22, ME estimation in binary choice models in section 2.3 and 
GME estimation in binary choice models in section 2.4. We discuss prediction in multinomial choice 
models in section 2.5. We review the credit scoring literature in section 2.6, describe our sampling 
experiments in section 2.7 and present results in section 2.8.
9
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12 Digression on Discriminant Analysis
In linear discriminant analysis (DA) we divide the sample into two groups, those who default 
and those who repay their loans. The personal and financial characteristics o f the individuals are 
contained in a matrix, x. We define 
for default-6y ' [0 for repayment
and denote the values of x  as x, for those who default and x0 for those who repay. Linear DA 
assumes that x, and x0 are distributed as multivariate normal with different means but equal covariance 
matrices. Since the true means and covariance matrix are unknown, we estimate them following 
Maddala (1983)
Mi = — S x b =x, (2.1)
n.i •
Mo=—  2 X  = xo M
*o *
S = ~-----    [Z(*i. -*iX*i, -x ,)'  + Z (x0, -*oXx0» - * qY \  (~3>(n,+«o-2)L , « J
where S is the estimated covariance matrix fo rx , », is the number o f  observations where y  =  1, and 
/Iq is the number o f observations where y  =  0 . Fisher (1936) argues that maximizing the variance 
between the two groups relative to the overall variance o f y  provides the best discrimination between the 
two groups. Therefore, we maximize the ratio
[ A r . - jO T  , 4
r psp
where p \ s a  AT x I vector o f unknown parameters, (x , -  x0) is a AT x 1 vector of differences in the
means of the independent variables between the two groups and S  is the AT x AT estimated covariance 
matrix for x . The numerator is the variance between the two groups and die denominator is the 
variance o f y.  The DA parameter estimates are given by
10
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— — x 0) (2-5)
a  =  -  ̂ - ( x ,  +  x0) ,  (2.6)
A
where a  is the intercept and f3 is the K  x  I vector o f parameter estimates for the other explanatory 
variables.
Efron (1975) and Maddala (1983) both show that, given the assumption that xt and x0 are 
distributed multivariate normal, the probability that an individual with a  given set o f characteristics will 
choose y  - 1  is calculated as
p o - . - 1 W e - 7>1 +  exp( a + p x , )
which is a logistic cumulative distribution function. Thus, while the coefficient estimates are different 
the predicted probabilities are calculated in the same manner for DA, logit, and ME.
2 3  Maximum Entropy Estim ation in Binary Choice Models
Denzau, Gibbons, and Greenberg (1989), Soofi (1992), and Golan, Judge, and Perloff (1996) 
discuss ME estimation o f the unknown parameters in a discrete multinomial choice problem. The 
multinomial choice model yields a natural application o f the ME methodology since the unknown 
parameters are in the form o f  probabilities. The multinomial choice model with only two alternatives is 
the binary choice model, which we present here. However, we carry out Monte Carlo experiments for 
both binary and multinomial choice models and compare the ME estimator to traditional estimators. We 
give the ME solutions to both the binary and multinomial choice models in Appendix A.
In Jaynes’ dice problem, we use ME to estimate the unknown probabilities given a set o f 
known support points and the observed average from a large number o f  prior rolls. In binary choice 
models, each o f N  individuals must select one of two alternatives. We observe a  set o f binary random 
variables, y tJ, which equal one if  individual i  selects alternative j ( j = 1,2), and zero otherwise. Thus,
in the binary choice problem we have a  known set o f support points for y,  0 and 1, and a known prior 
for the unknown probabilities, die proportion of individuals selecting each alternative. We estimate the
11
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probability that y  is equal to each o f  the support points. Since each individual must select one o f  the 
alternatives, y tl + y i2 =  1 forall /  individuals. We are interested in p 9 =  PrO ^ =  1), or the
probability that individual i  selects alternative j . We know that ptl + p i2 = 1 for all individuals and 
assume that the unknown probabilities are related to a set o f  explanatory variables. We specify this 
relationship through a data constraint in the entropy maximization problem. The model is written as
y y =  G {x;0 j )+ e9 = P y +e9 (2.8)
or in matrix notation as
y  = p  + e ,  (2.9)
where y  -  [y{ y 2] is a 2 N  x I vector o f  known choices, p  = [p{ />,] is a 2 N  x 1 vector o f
unknown probabilities, e = [e{ e2] is a  2 N  x 1 vector o f unknown random errors, x, is a K  x 1
vector of known individual specific characteristics or attributes, and f3} is a K  x 1 vector o f unknown 
parameters; y,  is the N  x 1 vector o f  binary variables observed for alternative j  =  1, p, is the N  x 1 
vector of probabilities for choosing alternative j  = I and e, is the associated vector o f errors for these 
probabilities ( y 2, p 2, and e2 are similarly defined for alternative j  = 2 ). The probit model results if 
we assume the errors have a standard normal distribution while the logit model results if we assume the 
errors are independent and identically distributed with a Weibull distribution. There are 2N 
observations since we estimate the probability that each individual will choose either of the two 
alternatives. That is, we will estimate p tX and pt2, subject to the constraint p tl +  p,2 =  I . In the ME
framework, we impose the prior information that the probabilities must sum to one for each individual.
Denzau, Gibbons, and Greenberg (1989) and Soofi (1992) consider the entropy of the unknown 
probabilities in the discrete choice model, yielding the traditional ME estimator. The ME model does 
not include die error term in the constraints o f  the entropy maximization problem. However, Golan, 
Judge, and Perloff (1996) argue that there is also uncertainty or entropy associated with the unknown 
errors in the model. Golan et al. develop the generalized maximum entropy (GME) estimator, which
12
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includes the unknown and unobservable errors in both the entropy function and its constraints. We 
examine both the ME and the GME estimators.
ME estimation yields the most uniform probability distribution compatible with the prior 
information. Therefore, in order to solve equation (2.8) for the unknown probabilities using ME, we 
specify a  set o f  constraints compatible with die observed data. Soofi (1992) and Golan, Judge, and 
Perloff (1996) argue that the data constraint on die model should be specified to preserve the observed 
sums of the sample characteristics. I f  we include a constant term, this data constraint requires that the 
mean of the predicted probabilities is equal to the percentage o f observations for which y, =  1. This is 
analogous to the estimated probabilities in the dice problem being chosen such that the expected value 
of a roll is equal to the observed average from a large number of prior roils. This constraint is written as
N N
'L p vx*  =  , v  k , j
/-I 1*1
which is also the first-order condition for the logit model. Finally, the sum o f  the estimated probabilities 
must equal one for each individual.
We estimate the ME probabilities by solving the constrained optimization problem
m axtf(/> ) =  -/? 'ln (/> ) (2.10)
subject to
( / 2 ®  X ’)y  = ( / 2 ®  X ' ) p  (2 .11)
[ '»  r „ ] p = / N c m )
where ®  is the Kronecker product, I N represents an N  x N  identity matrix, iN is an AC x I vector
of ones aadX  is an N  x K  matrix o f  individual characteristics. The first constraint is the data 
constraint, which preserves the observed sums of the sample characteristics. The second constraint is 
the additivity constraint that requires the predicted probabilities to sum to one for each observation. The 
Lagrangian for the ME binary choice problem is
J  = - p ' lnO>) + X'[{I2 ® X ')p -U 2 ® X ’)y]+r'[h - [ h  /*]/>].
13
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where X=[X\ A j t f  is a  2 J £ x  1 vector o f  parameter estimates and y  is an N x l  vector o f  Lagrange 
multipliers for the additivity constraint The FOC’s for the ME binary choice problem are
^  = -i2tf - In(p)+{I2 ® X ) X - [ I N / y ]V  = 0 
d p
~  =  ( / 2 ® ^ - ( / 2 ® ^  =  o
dX
— ls  ~ I n \p ~®-d y
Solving the 2 N  FOC's for the unknown p ’s yields
P = exp[(/2 0  * )l]ex p £ -[/y /„ ] ' r - / 2Wj ,
which implies that
Pv = exp{xfXj) exp( - y ,  - 1).
Since additivity requires that p,, + pa  =  1 and exp(—y,  — 1) is constant for a given individual, the 
optimal ME probabilities can be rewritten as 
.  exp( x ’X j )  exp(x;Xj)
^ 2 a / 3 \  ’
£ e x p (x /A y)
3=1
where Q ( X )  represents the partition function for the &  individual. Thus, the optimal ME 
probabilities are a function o f  the explanatory variables and die associated vector o f parameters, X . 
Replacing X with the more familiar parameter vector f i  and normalizing the ^-vector f}z = 0 yields 
the ME predicted probabilities
A  -  exp<^ ' - ) ■ i = u  a  w
l + expOr'ft)
14
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which are identical to the predicted probabilities obtained from logit estimation. Note that we do not
A
estimate the parameters directly in ME. W e only obtain the parameter estimates, f i ,  indirectly as the
Lagrange multipliers for the data constraint.
Soofi (1992) and Golan, Judge, and Perloff (1996) argue that die ME solution does not make 
any parametric assumptions about the error distribution. However, imposing the data constraint (2.11) 
assumes that the errors sum to zero, even in small samples. Equation (2.11) requires that the number of 
individuals choosing each alternative is equal to the sum o f the predicted probabilities for choosing that 
alternative. We know that for each individual and alternative that
ytJ = / v + v
but the probabilities and random errors are unknown. Summing over all individuals and alternatives 
yields
( / 2 ® X ' ) y  =  ( / 2 ®  X ' ) p  + {I2 ®  * ' ) « .  (2-14)
which is simply equation (2.11) with the error term included. In the ME formulation we assume that 
( / 2 ®  X ' ) e  = 0 , which implies
E [(/2 ®  X ' ) y ] =  ( / 2 ®  X ' ) p . (2.15)
Since the true probabilities are unknown, we must assume that the errors sum to zero if we are to impose 
constraint (2.11). In addition, the data constraint that we impose in the ME formulation is the first-order 
condition for the logit model (Maddala 1983, p. 26). By imposing the logit first-order condition we are 
implicitly assuming the same error distribution as the logit model. Finally, we assume independence 
between X  and e .
Taking the second derivative o f the Lagrangian with respect to p  shows that the Hessian for the 
ME binary choice problem is negative definite, and thus ensures a  unique globed solution to the entropy 
maximization problem. Golan, Judge, and Perloff (1996) obtain the information matrix for the p ’s and, 
using a result from Lehmann (1983), obtain a  ME information matrix for the f i  ’s which is identical to
the maximum likelihood (ML) information matrix for the multinomial choice problem. Thus, the 
maximum likelihood logit and the ME solutions are identical and have the same asymptotic properties.
15
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Both linear and nonlinear restrictions on the parameters can be included as additional constraints in the 
ME problem. However, we can also impose parameter restrictions in both logit and probit using 
constrained optimization. In our Monte Carlo experiments  in this chapter, we compare the effects of 
adding restrictions in both ME and traditional maximum likelihood methods (logit and probit).
As discussed in Chapter 1, die ME problem may also be set up as an unconstrained 
optimization problem by substituting the optimal probabilities into the original Lagrangian. For A , 
let p(A ) represent die functional form of the optimal ME probabilities, equation (2.13). Since the 
optimal probabilities satisfy the additivity constraint (2.12), this term drops out o f  the original 
Langrangian and the concentrated Lagrangian is
M (A ) =  - p \ X  ) In (# A  )) +  A '[(/2 ® X ’)p{X  ) - ( / 2 ®  X ’)y]
= - p ' ( A ) l n
expC*'Ay)
£ e x p (x /A ,)
.  j
= - p ' ( X  X / 2® * ) A  + £ ln [Q ,(A) ]+  p ' { X \ h  ®  X )  A - y ’{.I2 ® X )  A .
1
Replacing A with f i  and normalizing the K-vector f}2 = 0 ,  yields
A) =  - y ’X  A + 1  ln [l+ exp(x,'A ) ] , (2.16)
t
which we minimize to obtain f i . We then substitute (3 into (2.13) to obtain the optimal ME 
probabilities. This is an unconstrained optimization problem that is solved for the K  unknown P  s 
rather than the 2N  unknown probabilities. Thus, the dual problem is computationally simpler in most 
cases.
2.4 Generalized Maximum Entropy Estimation in Binary Choice Models
Golan, Judge, and Perloff (1996) develop an entropy method to estimate both the unknown 
probabilities and the unknown errors. They argue that jointly estimating the probabilities and errors is 
more efficient in small samples than estimating only the probabilities. Golan et al., measure efficiency
A
in terms of the mean squared error o f the estimated parameter vector, p . They find that the GME
16
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estimator has lower mean squared error, M SE{fi) ,  than logit in sampling experiments with artificial 
data and in a sampling experiment using real data on occupational choice.
Recall that ME allows us to estimate unknown discrete probability distributions. However, the 
unknown errors in the binary choice model are not in the form o f probabilities. Therefore, Golan,
Judge, and Perloff (1996) reparameterize the error term in equation (2.9) so that the random errors have 
the properties o f probabilities. They refer to the reparameterization as the generalized maximum 
entropy (GME) formulation. In GME, we must assume that the unknown errors may be bounded a 
priori. The error bounds are based on prior information or economic theory. In the binary choice 
problem, (2.9), we know foe errors foil in foe interval [—1,1] since yean  only take two values. 0 or 1,
and the predicted probabilities must be between 0 and 1.' Therefore, for each random variable, etJ . there 
exists w s [0 ,l]  such that
e ,= (- l)w  + ( lX l-w )= [- l  I]
w 
I — w
In addition, we know that y  = p  + e  must be either 0 or I.
Golan, Judge, and Perloff (1996) define a set of M > 2  support points, symmetric about zero, 
which bound foe errors and wtJ is the associated M x  1 vector of weights on these points. The error
vector for each choice is expressed as
>i . 0 O
i r—3T
l
e = Vw =
0 v2y .  0 •




y =  U (2-17)
where e is a 2  N  x I vector o f  random errors, V is a 2 N  x 2 N M  matrix o f support points and w is a 
2M M x  1 vector o f unknown weights such that wtJ > 0  and w '/M =1 for all rand J . We generally
choose M  — 3 support points, which are symmetric about zero, and use foe same set o f support points 
for each ey . Thus, for foe binary choice GME formulation each v ' in equation (2.17) is the row vector
17
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(—1 0 I). However, the definition of support points may vary depending on the researcher’s prior
information. By defining e  =  Vw , Golan, Judge, and Perloff (1996) rewrite die binary choice equation 
(2.9) in matrix notation as
y  = p  + Vw , (2.18)
where y  and V are known and we use GME to estimate the unknown p  and w vectors.
Shannon (1948) and Jaynes (1957a,b) show that entropy is additive for independent sources o f  
uncertainty. Golan, Judge, and Perloff (1996) assume independence between the unknown probabilities 
and errors in the multinomial choice model and obtain die GME probabilities by maximizing
H (p ,w )  -  - p '  ln (p ) -  w'  ln(w) (2.19)
subject to the constraints
( / 2 ® X ' ) y  = ( / 2 ®  X ’)p  + U 2 ®  X ' ) V w  (2.20)
[ /y  I s ] p  = i s  (2-2D
( / 2JV® i ; / )w = /2Jv. (2-22)
Equation (2.20) is the data constraint and equations (2221) and (222) are the additivity constraints, 
which require that the probabilities must sum to one. We incorporate the prior information that the 
errors must fall between -1 and I to estimate the unknown errors for each individual. The Lagrangian 
for the GME binary choice problem is
A  =  - p ’ ln(p)  -  w’ ln(w) +  A '[(/2 ® X ' ) p  + ( / 2 ®  X ' )V w  -  ( / 2 ®  X ' ) y \
+r'[i» - [/y In]p \ + r'['2y ~ V in ® i'u)w] •
where k  =  [A{ A2] is a I K  x I vector o f parameter estimates, y  is an i V x l  vector of Lagrange
multipliers for the additivity constraint on the unknown probabilities, and r  =  [ r j  r 2]f isa 2A(x 1
vector o f Lagrange multipliers for the addivity constraint on the unknown error weights. The FOC's for 
the GME binary choice problem are
18
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= + / w]V = 0
dp
= ( /2 ® * ”)P + ( /2 ® -  ( /2 ® AT^y= 0
— — [ / v  / w]/? =  0 
^  = - W  - ln(w) + F’( /2 ® * U - ( / 2* ® /* ) r  = 0
£7W
^  = ̂ - a 2y ® ^ ) w  = 0-OT
The 2 iV FOC’s for the p ’s are the same as in the ME formulation, so we again obtain the solution 
(2.13) for the predicted probabilities. Solving the 2N M  FOC’s for the w’s yields
w = exp|V '(/2 ® J f) l]e x p [-( /2.v ® ■*.w) r - / 2MW],
which implies that
w,jm = exp(x1' l  j vljm) exp[- r,y - 1].
For the GME problem, the partition function varies with each alternative (J  = 1,2) as well as with each
M
individual ( / -  1,..., JV). Because additivity requires that X  w,jm ~  I » exP(_ r iy ~  0  is constant
*1*1
for a given /  and j  as we vary m , the optimal GME error weights may be rewritten as 
exp(x'ljVyJ expix;ljVym)
W,1— “  ■
-  2 - h u A v )  W
where 'Pw is the partition function for a  given i  and j . We again replace X  with /? and normalize 
P i -  0 to obtain the optimal GME error weights
e x p O ^ v )
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The GME error estimates are obtained through the equation
e = Vw. (224)
The normalization P 2 — 0  implies that ea  = 0  for all observations, if  the error support is symmetric 
about zero, as we have assumed. [Proof: p 2 — 0 => wl2m =  1 /  M  for all i  ,m . Since the support
M M
points vl2m are symmetric about zero, el2 — Y .vi2m^t2m ~  5X vi2m ! M )  ~  ® ôr * observations.]
«-i
The estimated value o f each error term in GME is a function o f the personal characteristics, the 
estimated parameters, and the bounds placed on the errors a priori.
The GME solution can also be obtained using the unconstrained dual formulation. For X e iR . 
let p(X)  represent the functional form o f the optimal GME probabilities, (2.13), and let w(X) 
represent the functional form o f  the optimal weights placed on the error support, (2.23). Since the 
additivity constraints, (2.21) and (2.22), are satisfied by the optimal probabilities these terms drop out of 
the original Lagrangian and the concentrated Lagrangian is 
M(X)  =  - p ' ( X )  In (p '( /l))  -  w '(A) ln(w'(A))
+X’[(I2 ®  X ' ) p ( X ) + ( I 2 0  X ’) V w (X ) - ( I2 0  X ' ) y ] 
=  ~ p \ W 2 ® X )X  +  I l n j A W ]  -  w 'W )V ’([2 0  X ) X
t
+ Z £ ln [ 'P {,(>l7 )] +  p'(X)(I2 ® X ) X  + w’(X)V ' ( I2 ® X ) X - / ( / ,  ® X )X  .
‘ J
Replacing X with /? and normalizing P 2 =0  yields
M(X)  =  -y 'X X  - H l ln [ a ,( / l ) ]  +  I I l n [ 'F (, ( / l i ) ] , (2.25)
• « j
which is minimized to obtain /? ,. The dual formulation is particularly useful for the GME problem
since we must estimate2 N  unknown probabilities d&&2NM unknown error weights. The dual 
formulation allows us to obtain the same results while only estimating the K  unknown parameters.
The GME formulation developed by Golan, Judge, and Perloff (1996) is an innovative way to 
include the error term in the entropy maximization problem. The GME formulation allows us to
20
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
incorporate prior sample information about the error values, as well as the parameter values, in the form 
o f  constraints on the model. For example, in a binary choice model, we know that the error values must 
foil in the interval [-1,1]. Because we specify this as a  constraint, the GME errors will foil in this range. 
However, we also know that y  = p  + e  must equal 0 o r 1. In GME, y  = p  + e  and we should 
constrain 0 <  jp < 1 since the true probability must lie between 0 and I. For example, if the predicted 
probability that y  =  1 is p  — 0.75 we know that -0 .7 5 < e < 0 2 5 . Golan, Judge, and Perloff(1996) 
do not impose this constraint in their GME formulation. We develop an alternative GME formulation 
below that imposes 0 <  y  ^  I .
To add the constraint that 0 < y  < 1 in GME, we maximize the entropy function, equation 
(2.19), subject to (2.20), (2.21), and (222) and the additional constraints
p, +  Vwx <  I (226)
p, +  Vwx > 0 . (227)
We only need to place these constraints on p , + ex. Since e2 = 0 due to the normalization /32 = 0 , 
p 2 +  e2 is already constrained to the [0,1] interval. The estimated probabilities for our alternative 
GME formulation are
expi x ; f i j - K + e 2p _  j m i X m A  („ g)
1 + exp( - 0 ul +em)
iT expW P j V y m - e ^ + e ^ m )   ̂ aJ9)
I  exp(x'j}jVijm -  0Ujvljm + 02vvym)
««l
where 0X is the Lagrange multiplier for constraint (226), 02 is the Lagrange multiplier for constraint 
(227), P2 = 0 , 0\2 = 0 , and 0 ^ = 0 .  The Kuhn-Tucker conditions require that if constraints (226) 
and (227) are not binding then 0X -  02 = 0 .  In this case, the optimal GME probabilities and error 
weights are the same as those obtained by Golan, Judge, and Perloff (1996).
21
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2-5 Predicting Multinomial Choices Using GME
Golan, Judge, and Perloff (1996) assume independence between the unknown and 
unobservable p  and w, so that we may add their entropies. Examination ofthe GME solutions (2.13) 
and (2.23) shows that both the unknown probabilities and errors depend on the explanatory variables 
and the parameter estimates. We assume independence between p  and e yet we estimate them jointly
using the sample information. The joint estimation o f p  and e leads to two possible alternatives for 
predicting outcomes for multinomial choices based on the GME estimates.
Golan, Judge, and Perloff (1996) use Pr(y = I) =  p , to predict outcomes. In binary choice 
problems, we generally predict an individual to choose alternative j  =  1 if p , >  0.5. From the GME
predicted probabilities, (2.13), we have p, > 05 iff y* =  x'Jix >  0 , where y  is a latent variable that
determines whether or not y  equals 0 or 1. Additionally, p, > 0.5 implies that ex =  Vwt > 0 while
w
p, < 0 3  implies that e, < 0 .  [Proof; e,, =  'Z.vlXmwlXm ; if x\f5x > 0  then wlXX < w (l2 < ...<  wllv/ and
nrs|
etl > 0 .  Conversely, if x'tf i x < 0  then wllt >wlX2 > ...>  wlXM and elX < 0 .]  Finally, e, is larger in 
absolute value the closer p  is to an extreme value, 0 or 1, or the wider the error bounds (since elX
increases as either vlXm or wllm increases, and wlXm increases as x \fix moves away from zero in either 
direction). The effect o f including the error term in the GME formulation is to make the estimated 
probabilities more uniform than the ME-iogit predicted probabilities (each estimated probability is 
shrunk towards 0.5 with GME). GME estimation will only differ in predicting choices from ME-logit 
when the ME-logit probability is close to 0.5.
An alternative prediction method is to examine y , the estimated value o f y  itself. In ME-
logit, y  — p which is between 0 and 1. Additionally, the proportion o f 1 ’s in the sample is equal to the 
mean of p . In GME, y  = p + e and the proportion o f I 's  in the sample is equal to the mean o f y .
We predict an individual to choose alternative I if j/, is greater than some threshold (usually 0.5).
22
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Since e, > 0 for p t >  0.5, y x will be greater than for p x > 0 5  and less than p x for p x < 0 5 .  For 
our Monte Carlo sampling experiments we use y  = p  + e  to predict outcomes and to calculate the MSE 
ofthe predicted probabilities. Since GME shrinks p  toward 0-5 by placing weight on the error term, 
y  provides a better comparison to the true probabilities than p  does. We compare estimation results 
using logit, probit, DA, ME, and GME.
2.6 Credit Scoring Models
Credit scoring models identify individuals who are most at risk to default on a loan.
Individuals will either default or repay a loan, making credit scoring a binary choice problem.
Therefore, we estimate the model using the binary choice ME and GME models discussed in this 
chapter. We compare the ME estimates to traditional binary choice estimates including probit, logit, 
and linear discriminant analysis (DA), which we describe in section 2.2.
The earliest credit scoring papers use linear DA to classify individuals as either likely to repay 
or likely to default on a loan. Examples o f credit scoring models using DA are found in Myers and 
Forgy (1963) and Altman (1968). Recent credit scoring models use discrete choice econometric 
methods, either probit or logit, to predict whether or not an individual will repay a loan. Steenackers 
and Goovaerts (1989) and Lawrence, Smith, and Rhoades (1992) estimate credit scoring models using 
logit. Knapp and Seaks (1992) use a probit model to estimate the probability o f default on federally 
guaranteed student loans.
Boyes, Hoffman, and Low (1989) estimate a credit scoring model using a censored probit 
model developed by Manski and Lerman (1977). The censored model accounts for the fact that some 
individuals apply for and do not receive loans. In addition to data on individuals receiving loans, Boyes 
et al. have data on individuals who are denied loans and the censored probit model incorporates this 
information. Estimation of credit scoring models without accounting for this censoring problem leads to 
biased and inconsistent estimators. Golan, Judge, and Perloff (1997) discuss the censoring problem in 
the context o f ME estimation. However, a ME estimation procedure has not yet been developed for
23
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truncated in which we do not observe characteristics o f individuals who are denied loans. We 
discuss both censoring and truncation issues in Chapter 5.
2.7 Monte Carlo Design
We cany out several Monte Carlo experiments and compare the ME and GME estimators to 
traditional estimators: probit. logit, and DA. We carry out two types o f sampling experiments: the first 
type only evaluates the percentage o f  correct predictions while the second type also examines the MSE 
o f the predicted probabilities and latent values as well as the MSE o f the parameter estimates and the 
marginal effects. In this section, we describe the data, describe the experimental design, and then 
discuss variations in the experimental design.
2.7.1 Data
Used Cars Data. The used cars data set comes from Martin and Hill (1999). The used cars 
data consist of 151,659 used car loans completed between 1 January 1990 and 31 December 1994. A 
completed loan is one which was paid off, either on schedule or early, or which went into default. There 
are no active loans in our sample. In the full sample, 132,705 loans (87.5%) were successfully paid off 
while 18,954 loans (12.5%) went into default Thus, the sample is unbalanced between loans that were 
paid off and loans that went into default The unbalanced sample affects prediction, which is discussed 
below. We include the following explanatory variables as well as a constant in the model:
•  Cdcmi = combined monthly income,
•  Cdfpay = monthly loan payment
•  Cdtdp -  down payment percentage,
•  Age = age o f buyer,
•  Amtfin = amount financed,
•  Netrate = interest rate,
•  Home = a dummy variable equal to one if  the individual is a homeowner,
•  Cosign = a dummy variable equal to one if  there is a cosigner for the loan.
Table 2.1 gives summary statistics for the independent variables for the full used cars data set. The 
sample coefficient of variation is defined as CVX ~  s(x)  /  x , where s (x ) is the sample standard
24
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deviation o f x  and x  is the sample mean o f x . The dependent variable is equal to one for defaults 
and zero for repayments. Belsley, Kuh, and Welsch (1980, pp. 100-104) define die condition number o f
the X ' X  matrix, denoted / c ( X ' X ) ,  to be ^ X l I X K where A, is the largest characteristic root and 
XK is the smallest characteristic root and the regressors have been normalized to unit length. They 
conclude that for condition numbers greater than about 30 multicollinearity is a  problem in the model. 
We find the maximum condition number for the used cars data to be /c(X* X )  = 15.5, which indicates 
that multicollinearity is not a  problem in tire used cars data.
Table 2.1 Sum mary Statistics for Used Cars Data (JV=151,659 Observations)
Standard Coefficient
Variable Mean M in. Max. D eviation o f Variation
Cdcmi 1376.46 0 9999 1414.83 1.03
Cdfpay 185.62 1.24 228830 9431 0.51
Cdtdp 11.25 0 99 15.60 139
Age 36.87 0 99 14.48 039
Amtfin 4091.54 17.07 40,000.00 3039.70 0.74
Netrate 17.68 0 90.14 10.01 0.57
Home 0.19 0 I 0 3 9 2.05
Cosign 0.07 0 1 0 3 6 3.71
PSE Data. The post-secondary education (PSE) data, from the National Center for Educational 
Statistics (1996), consist o f 9,450 high school graduates. In die data set, 7,317 (77.4%) students 
attended some type o f  post-secondary education and 2,133 (22.6%) students did not attend any post­
secondary education. We include the following explanatory variables as well as a constant in the model:
• Black = a dummy variable equal to one if the individual is African-American,
• Othrace = a  dummy variable equal to one if the individual is neither African-American nor 
Caucasian,
• Catholic = a  dummy variable equal to one if the individual attended a catholic high school,
• Income 1 = a dummy variable equal to one if hh income is between $20,000-S50,000,
•  Income2 = a  dummy variable equal to one if hh income is between $50,000-575,000,
•  Income3 = a dummy variable equal to one if  hh income is greater than $75,000,
• GPA = high school GPA,
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•  Parfas =  a  dummy variable equal to one if  a parent has a  high school degree only,
•  Parcoll =  a  dummy variable equal to one if a parent has a  college degree.
The PSE data has a maximum condition number X )  -  11.8, so we conclude that multicollinearity
is not a problem with the PSE data. Table 2 3  gives summary statistics for the independent variables in 
the PSE data set.
Table 12 Summary Statistics for PSE Data (AH>,450 Observations)
Standard Coefficient
Variable Mean Min. Max. Deviation o f Variation
Black 0.10 0 1 030 3.02
Othrace 0.19 0 1 039 2.07
Catholic 0.07 0 1 036 3.55
Income 1 0.44 0 1 0.50 1.13
Income2 0.21 0 1 0.40 1.97
Income3 0.16 0 1 036 232
GPA 1.95 0.02 3.65 0.72 037
Partis 0.60 0 1 0.49 0.82
Parcoll 033 0 1 0.47 1.43
We also carry out multinomial choice experiments using the PSE data. In the multinomial 
choice experiments we define the dependent variable as y  =0 for no PSE, y =1 for a 2-year institution, 
y  =2 for a 4-year institution, and y  =3 for other PSE. We carry out the multinomial choice experiments 
in the same manner as the binary choice experiments.
2.72 Prediction Experiments
In the prediction experiments, we draw random samples that reflect the true proportion of 
defaults and repayments (or PSE and non-PSE) in the data as well as samples with an equal number of 
observations for each alternative. We estimate the model with each random sample and obtain the 
percentage o f  correct predictions. We vary the sample size and perform the experiments both with and 
without inequality restrictions placed on the parameters. Therefore, in the prediction experiments, we 
have 12 experimental designs:
1) A random sample o f 20,000 observations (5,000 for PSE data).
2) A random sample o f 5,000 observations (2,000 for PSE data).
3) A random sample o f 2,000 observations (1,000 for PSE data).
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4) A balanced sample with 10,000 each repayments and defaults (2,500 PSE and 2,500 no 
PSE).
5) A balanced sample with 2,500 each repayments and defaults (1,000 PSE and 1,000 no 
PSE).
6) A balanced sample with 1,000 each repayments and defaults (500 PSE and 500 no PSE).
7) A random sample o f20,000 observations with inequality restrictions placed on the 
parameters (5,000 for PSE data).
8) A random sample o f 5,000 observations with inequality restrictions placed on the 
parameters (2,000 for PSE data).
9) A random sample o f2,000 observations with inequality restrictions placed on the 
parameters (1,000 for PSE data).
10) A balanced sample o f 20,000 observations with inequality restrictions placed on the 
parameters (5,000 for PSE data).
11) A balanced sample o f 5,000 observations with inequality restrictions placed on the 
parameters (2,000 for PSE data).
12) A balanced sample o f2,000 observations with inequality restrictions placed on the 
parameters (1,000 for PSE data).
We refer to these experiments as prediction 1-12. Table 23 summarizes the dimensions for the binary
choice prediction experiments.
Table 23  Dimensions o f Monte Carlo Prediction Experiments
Used Cars PSE
Exoeriment Sample Size SamDle Size Balance Restrictions
Prediction 1 20,000 5,000 Unbalanced Unrestricted
Prediction 2 20,000 5,000 Balanced Unrestricted
Prediction 3 5,000 2,000 Unbalanced Unrestricted
Prediction 4 5,000 2,000 Balanced Unrestricted
Predictions 2,000 1,000 Unbalanced Unrestricted
Prediction 6 2,000 1,000 Balanced Unrestricted
Prediction 7 20,000 5,000 Unbalanced Restricted
Prediction 8 20,000 5,000 Balanced Restricted
Prediction 9 5,000 2,000 Unbalanced Restricted
Prediction 10 5,000 2,000 Balanced Restricted
Prediction 11 2,000 1,000 Unbalanced Restricted
Prediction 12 2,000 1,000 Balanced Restricted
2 .73  MSE Experiments
For simplicity, we describe the MSE experiments using the used cars data. The experiments 
using the PSE data are carried out in the same manner with the only change being the sample size. We
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draw two random samples for the Monte Carlo MSE experiments. First, we draw a  random sample o f
20,000 observations from the foil sample and use this data to create an estimation sample. In the first 
MSE experiment, this random sample actually contains 17,458 loans (873% ) that were successfully 
paid off and 2,542 loans (12.7%) that went into default Thus, the estimation sample data contains 
roughly die same percentage o f defaults and repayments as the foil sample. A randomly drawn hold-out 
sample o f5,000 observations is used to verify the predictive ability o f  the model. We expect the model 
to predict well in the estimation sample, since the estimates are obtained using these data. Thus, the 
hold-out sample is used to examine how well the estimators predict in a sample o f  observations outside 
those used to develop the model. We cany out several experiments with these data to compare the ME 
and GME estimation techniques to traditional binary choice estimation techniques o f probit, logit, and
We use generated data for the Monte Carlo MSE experiments. We choose the probit estimates 
from the 20,000 estimation sample observations as the “true” parameters. Probit estimation gives the 
vector of parameters, f i p , which we use to generate the data. We also carry out experiments with f}p
chosen to give a larger percentage of defaults. We generate new estimation and hold-out data sets 
during each Monte Carlo iteration using the original probit estimates as
N 0 x 1 vector o f latent values for the hold-out sample, X 0 is an N 0 x K  matrix o f explanatory 
variables for the hold-out sample, and e and e0 are vectors o f random errors drawn from a standard 
normal distribution. The latent values are used to generate die observed sample where
DA.
y  — X fip e ~ N (0 , l )
and y o = X Q0 p +eo e0 ~A f(0,l)
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and y 0 is determined in the same manner. As part o f the experimental design, we also carry out 
experiments with errors drawn from standardized t- and standardized chi-square distributions to examine 
the robustness o f  the estimators.
Finally, during each iteration we estimate the model using the generated data with the
alternative estimation techniques (probit, logit, DA, ME, or GME). The new estimates, p , are then 
used to obtain the predicted probabilities as follows:
p  = <J>{XP) (2.31)
p 0 =<t>(X0P ) , (232)
where X 0 is the 5,000 x K  matrix o f explanatory variables for the hold-out sample and <t>(r) 
represents the standard normal cumulative distribution function evaluated at r  (we use the logistic 
cumulative distribution function for logit, DA, ME, and GME). [This Monte Carlo step is repeated 
NSAM=500 times.] The generated data contain an average o f  17,459 repayments and 2,541 defaults, 
which are nearly identical to the numbers in the original data set.
In general, an individual would be assigned to the category y  = 1 if the predicted probability 
were greater than 0.5 and to y  =  0 otherwise. However, given the unbalanced sample in the used cars 
data, each of the models predicts one hundred percent repayment using these criteria. Therefore, 
following Greene (1997, pp. 892-893) we lower the prediction threshold in order to generate an 
estimation sample percentage o f predicted defaults that is closest to the true percentage o f defaults. For 
the original estimation sample 20,000 observations, a threshold value o f 0 .175 generates 2.666 
predicted defaults (13.3%). We use this threshold for prediction in the unbalanced Monte Carlo 
estimation and hold-out samples. For balanced samples, which are also considered, we use the threshold 
value o f 0.5.
We obtain three separate sets o f  GME parameter estimates. The first set (GME I) constrains 
the errors to lie in the interval [—1,1]. We know that the errors must fell in this range for binary choice 
models since y  can only equal zero or one. Golan, Judge, and Miller (1996, p. 253) argue that the
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boundaries for the errors should be set at ± l /-J~N since we assume that the sum ofthe errors goes to
zero as we increase the sample size. For very large samples, we assume that the errors sum to zero and 
GME reduces to ME-logit as die error bounds go to zero. However, in small samples GME allows the 
errors to sum to something between 0 and 1 and we eliminate the restriction that the proportion of l ’s in 
the sample is equal to the average ofthe predicted probabilities. Golan, Judge, and PerlofF(1996) using 
a sample size of N  —100, impose error bounds o f  [—.1, J ] . We use these bounds to obtain the GME2
estimator. For our sample size o f20,000 observations the rule suggested by Golan et al. yields 
boundaries that are approximately equal to ± 0 .007 . We estimate the model with error bounds of 
[—.01,.01] for the GME3 estimator to account for our large sample size.
As discussed in section 23,  the ME and logit coefficient estimates are identical when the data 
constraint (2.11) is imposed (Soofi 1992). Additionally, the GME estimates approach the ME estimates 
as we narrow the error bounds. With the wider error bounds in model GME 1, [-1 ,1]. the parameter
estimates are much smaller than the ME estimates in absolute value. GME shrinks the predicted 
probabilities toward 0.5 by placing weight on the error term in the entropy function. Therefore, a 
change in an independent variable has a  smaller effect on the dependent variable and the parameter 
estimates are smaller. As the bounds narrow, less weight falls on the unobservable errors and more 
weight foils on the parameters. Golan, Judge, and Perloff (1996, p. 845) note that as N goes to infinity 
(and the error bounds go to zero) the GME estimates are equivalent to the ME estimates.
In addition to calculating the parameter estimates using the various estimation techniques, we 
calculate a prediction table, which gives the average percentage o f  repayments and defaults correctly 
and incorrectly predicted by the model. We calculate the mean squared error for the predicted latent 
values (YMSE) as
I t P ' n - y ' n ) 2  \  n s a mYMSE (2.33)
for the estimation sample observations, and
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YMSE0 =  5j £zO&,- y l n f  jy*aw* (234)
for the hold-out observations. Recall that y* are the actual latent values, which are known in the Monte
Carlo setting, and y '  are the predicted latent values. The true parameter estimates, probabilities, and 
marginal effects are also known in our Monte Carlo experiments. The MSE for the predicted 
probabilities is calculated as
PMSE = Y [ h p n - p ^ n s a m  (235)
for the in-sample observations, and
n o a f  No
PMSE0 =  S  [ Z i P o n - p ^ y y n s a m  (236)
for the hold-out observations. (However, as discussed in section 2.5 we use y  = p  + e rather than p  in 
ME and G M E). In addition, we calculate the M SE(/?), which is given by
a  nsamF K -  "I /
MSE(P) = Z  I T(j3k - P k ) u n sa m . (237)
The root mean squared error (RMSE) is simply the square root o f the MSE. The MSE (fi)  is equal to 
the variance plus the bias squared o f  the parameter estimates, P . These terms are given by
VAR(p) = Y \  Z ( A - P k )2]/n sa m  (238)
/-t L*»t J /
and
Bias2(JJ) =  Z [T.(Pk- P ky]/nsam,  (239)
<-i L*»i J/
respectively. Finally, since the parameter estimates are not equal to the marginal effects in discrete 
choice models we calculate the MSE of the marginal effects, d p i  d x .  For the probit model the 
marginal effects are given by
d p /d x  = f t x ’P ) p y (2.40)
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where $(z) represents the probability density function of the standard normal distribution evaluated at
z. For the logit, DA, ME, and GME models the marginal effects are given by
d p / 8 x  = A C r '# [ l -A {x 'p> ] f i . (2-41)
where A (z)  represents the probability density function o f the logistic distribution evaluated at z. The 
MSE ofthe estimated marginal effects is given by
where sk represents the estimated marginal effects and sk represents the true marginal effects, which 
are known in our sampling experiments. Since the marginal effects must be evaluated at a particular 
value o f  x , we evaluate them at the means o f each o f the continuous variables and at the value that 
occurs most frequently for each o f  the dummy variables.
2.7.4 Dimensions o f the Experimental Design
The dimensions o f the experimental design include the following:
1) First, we carry out the prediction sampling experiments. From the full set of observations 
we draw data for an estimation sample (20,000 observations) and a hold-out sample (5,000 
observations). Based on these data we employ the alternative predictors (with and without 
inequality constraints) to predict the estimation and hold-out sample choices. (This Monte 
Carlo step is repeated NSAM  =  500 times.) For this exercise, we can only evaluate the 
percentage o f correct predictions. Table 2.3 summarizes the experimental design for the 
prediction experiments.
For the MSE experiments:
2) We vary the “true” parameter vector. We draw an estimation sample with an equal 
number o f defaults and repayments. The alternative values yield a higher percentage of 
defaults in the generated data.
3) We vary the size o f  the estimation sample data se t In addition to the sample size of
20,000 observations we carry out experiments with sample sizes o f 5,000 and 2,000 
observations.
4) To test whether entropy estimation is robust we conduct experiments with errors drawn 
from different distributions. Errors are drawn from a r-distribution with 3 degrees of 
freedom and from a chi-square distribution with 5 degrees o f  freedom, correcting the mean 
to zero and the variance to one. (Note that the r-distribution yields a  smaller percentage o f 
defaults than the other distributions since it has thicker tails; therefore, we lower the 
threshold value to 0.125 for the samples generated using a r-distribution).
M SE (dp /dx)  =  £ (2.42)
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5) W e modify the estimators so as to constrain the estimates to take their expected signs in 
each sample. Imposing such inequality information is made feasible by readily available 
modem software. For fee used cars data, we constrain income (cdcmi), down payment 
percentage (cdtdp), age, home, and cosign to be negative; as these variables increase we 
expect the probability o f  default to  decrease. We constrain monthly payment amount 
(cdfpay), amount financed (amtfin), and interest rate (netrate) to be positive. For the PSE 
data, we constrain all o f  fee variables except fee intercept to be positive.
As in fee prediction experiments, we have 12 experimental designs. However, in fee MSE experiments 
we also draw errors from three separate distributions. Therefore, we term fee MSE experiments 
MSE11-MSE 13, MSE21-MSE23,.... MSE121-MSE123. Table 2.4 summarizes fee dimensions for fee 
MSE experiments.
2.8 M onte C arlo Results
In this section, we present Monte Carlo results which examine risk measures (MSE of 
prediction and o f the parameter estimates) and fee percentage o f correct predictions for fee alternative 
estimators. We present results for both binary and multinomial choice experiments. For fee binary 
choice experiments we have data on used car loans and on fee decision whether or not to attend post­
secondary education.
2.8.1 Binary Choice Prediction Experiments with the Used C ars Data
In fee prediction experiments we draw random samples which reflect the true proportion o f 
defaults in fee data, as well as samples drawn with an equal number o f repayments and defaults. In 
addition, we vary fee estimation sample size and perform experiments both wife and without sign 
restrictions placed on fee parameters. Table 2.3 summarizes fee experimental design for fee prediction 
experiments.
Table 2 J  reports the average parameter estimates for fee alternative estimators over 
NSAM  — S00 Monte Carlo iterations as well as fee results from fee Monte Carlo Prediction 1 
experiment wife fee used cars data. The average parameter estimates have fee expected signs for each 
alternative estimator (fee expected signs are summarized in fee experimental design in section 2.7.4). 
The t-statistics calculated from fee sample standard errors are given in parentheses. These sample t- 
statistics are similar for each o f fee estimation techniques. The sample standard errors are calculated as
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Table 2.4 Dimensioiis of Monte Carlo MSE Experiments
Used Cars PSE Type o f
Exneriment Sample Size SamDle Size DataSet Restrictions Errors
MSE 11 20,000 5,000 Unbalanced Unrestricted Normal
MSE 12 20,000 5,000 Unbalanced Unrestricted Std.-t
MSE 13 20,000 5,000 Unbalanced Unrestricted Chi-square
MSE 21 20,000 5,000 Balanced Unrestricted Normal
MSE 22 20,000 5,000 Balanced Unrestricted Std.-t
MSE 23 20,000 5,000 Balanced Unrestricted Chi-square
MSE 31 5,000 2,000 Unbalanced Unrestricted Normal
MSE 32 5,000 2,000 Unbalanced Unrestricted Std.-t
MSE 33 5,000 2,000 Unbalanced Unrestricted Chi-square
MSE 41 5,000 2,000 Balanced Unrestricted Normal
MSE 42 5,000 2,000 Balanced Unrestricted Std.-t
MSE 43 5,000 2,000 Balanced Unrestricted Chi-square
MSE 51 2,000 1,000 Unbalanced Unrestricted Normal
MSE S2 2,000 1,000 Unbalanced Unrestricted Std.-t
MSE 53 2,000 1,000 Unbalanced Unrestricted Chi-square
MSE 61 2,000 1,000 Balanced Unrestricted Normal
MSE 62 2,000 1,000 Balanced Unrestricted Std.-t
MSE 63 2,000 1,000 Balanced Unrestricted Chi-square
MSE 71 20,000 5,000 Unbalanced Restricted Normal
MSE 72 20,000 5,000 Unbalanced Restricted Std.-t
MSE 73 20,000 5,000 Unbalanced Restricted Chi-square
MSE 81 20,000 5,000 Balanced Restricted Normal
MSE 82 20,000 5,000 Balanced Restricted Std.-t
MSE 83 20,000 5,000 Balanced Restricted Chi-square
MSE 91 5,000 2,000 Unbalanced Restricted Normal
MSE 92 5,000 2,000 Unbalanced Restricted Std.-t
MSE 93 5,000 2,000 Unbalanced Restricted Chi-square
MSE 101 5,000 2,000 Balanced Restricted Normal
MSE 102 5,000 2,000 Balanced Restricted Std.-t
MSE 103 5,000 2,000 Balanced Restricted Chi-square
MSE 111 2,000 1,000 Unbalanced Restricted Normal
MSE 112 2,000 1,000 Unbalanced Restricted Std.-t
MSE 113 2,000 1,000 Unbalanced Restricted Chi-square
MSE 121 2,000 1,000 Balanced Restricted Normal
MSE 122 2,000 1,000 Balanced Restricted Std.-t
MSE 123 2,000 1,000 Balanced Restricted Chi-square
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Table 13  Used Cars Data -  Monte Carlo Prediction 1 (See Table 1 3  for design)
VariableVEstimator Probit Loeit DA ME QMEl CME2 QME?
Intercept -13112 -23385 -12989 -23385 -0.4569 -10938 -23369
(-30.43) (-26.90) (-29.10) (-26.90) (-4736) (-29.50) (-26.93)
Cdcmi -.00004 -.00008 -.00007 -.00008 -.00001 -.00007 -.00008
(*3-61) (-3.63) (-3.89) (-3-63) (-3.88) (-3.69) (-3.63)
Cdfpay .00163 .00293 .00328 .00293 .00041 .00260 .00292
(536) (536) (536) (536) (535) (536) (536)
Cdtdp -.00205 -.00332 -.00334 -.00332 -.00042 -.00290 -.00332
(*2.71) (-140) (-234) (-140) (-234) (-143) (-140)
Age -.00390 -.00777 -.00718 -.00777 -.00091 -.00666 -.00775
(-436) (-439) (-4.49) (-439) (-430) (-435) (-430)
Amtfin .00001 .00003 .00003 .00003 .00000 .00002 .00003
(163) (178) (132) (1-78) (153) (1-73) (1.78)
Netrate .00248 .00558 .00342 .00558 .00045 .00450 .00556
(139) (1.85) (130) (1.85) (135) d-73) (1-84)
Home -.19754 -37652 -36012 -37652 -.04570 -32459 -37588
(-5.64) (-538) (-6.05) (-538) (-6.01) (-5.69) (-5.59)
Cosign -.08344 -.15468 -.16096 -.15468 -.02031 -.13545 -.15444
(-1.70) (-1.66) (-1-87) (-1.66) (-1.86) (-1.70) (-1-66)
Estimation Sample
Percent Correct 80.92 80.97 80.50 80.97 80.90 80.96 80.97
Standard Deviation .0108 .0105 .0102 .0105 .0125 .0109 .0105
% Repay. Correct 89.62 89.67 88.99 89.67 89.59 89.65 89.67
% Defaults Correct 19.98 20.08 21.05 20.08 20.07 20.09 20.08
Hold-out Sample 
Percent Correct 80.91 80.96 80.49 80.96 80.89 80.94 80.96
Standard Deviation .0118 .0114 .0113 .0114 .0133 .0118 .0115
% Repay. Correct 89.61 89.66 88.99 89.66 89.58 89.64 89.66
% Defaults Correct 19.75 19.84 20.83 19.84 19.82 19.85 19.85
* N=20,000; unbalanced; unrestricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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s  e .(p )  =  ^  Z  [ z ( A  - P k )2| /A s a w j  • (2.43)
Table 2.6 compares the sample standard errors to the asymptotic standard errors for logit and probit for 
die used cars Prediction 1 experiment. The asymptotic standard errors given in Table 2.6 are the 
average o f the asymptotic standard errors over N SA M  — 500 Monte Carlo iterations. The sample and 
asymptotic standard errors are very close to each other for both probit and logit in the Prediction 1 
experiment, as well as in all o f  our other experiments.
Table 2.6 Comparison o f Aymptotfc and Sample S tandard  E rro rs  for Logit and Probit
Probit Probit Logit Logit
Variable asy. s.e. sample s.e. asy. s.e. Sample s.e.
Intercept .04144 .04309 .07932 .08321
Cdcmi .00001 .00001 .00002 .00002
Cdfpay .00028 .00030 .00051 .00056
Cdtdp .00087 .00076 .00164 .00138
Age .00084 .00091 .00161 .00181
Amtfoi .00001 .00001 .00001 .00002
Netrate .00153 .00157 .00290 .00302
Home .03214 .03502 .06192 .06743
Cosign .04829 .04898 .09200 .09331
The results from the Prediction 1 experiment indicate very little difference in predictive ability 
between the alternative estimation techniques. This is expected since, as Greene (1997, p. 875) reports, 
the normal and logistic distributions are very similar except in the tails. In addition, we showed in 
sections 23  and 2.4 that ME and logit are identical and that GME shrinks each predicted probability 
toward 0.5, but will only change the predicted outcome o f  y  for probabilities very close to the 
prediction threshold value. The standard error o f prediction is higher for the GME1 estimator than for 
the alternative estimators.
We find that the percentage o f correct predictions in the hold-out sample is very close to the 
prediction percentage in die estimation sample for each alternative estimator, although the standard 
deviation o f prediction is higher for foe hold-out sample than for foe estimation sample. Each model 
correctly predicts 89-90% o f  the repayments, but only predicts 20-21 % o f  the defaults correctly. This is 
due to the unbalanced sample. The highly negative coefficient for the intercept suggests that individuals
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have a  strong predisposition toward repayment and that a number o f  events must occur to accurately 
predict default In addition, since we have a  truncated sample, those individuals with the highest default 
risk were either denied a  loan or self-selected not to apply for a loan since they would have been denied.
Note that the GME I parameter estimates are much smaller in magnitude than those ofthe 
alternative estimators. Despite this the predictive performance o f  GME I and the alternative estimators 
is very close. Recall that GME shrinks the predicted probabilities toward 0 J  and only differs from ME- 
logit prediction for ME-logit probabilities near the prediction threshold. The GME 1 parameter 
estimates are the closer to zero since GME1 has the widest error bounds, -1 and 1, o f the GME 
estimators considered. The ME and logit estimates are identical as noted by Soofi (1992) and Golan, 
Judge, and Perloff (1996). Finally, DA correctly predicts a greater percentage o f  defaults but fewer 
repayments than the alternative estimators do. This is due to the threshold we chose and the fact that 
DA has a larger number o f  predicted probabilities that are below the threshold. This difference between 
DA and the alternative estimators disappears when we use a balanced sample.
Table 2.7 gives the results for the used cars Prediction 2 experiment, which uses a sample with 
an equal number of defaults and repayments. The results from the balanced sample show virtually no 
difference in prediction between the alternative estimation techniques. The tables for the used cars 
Prediction 3-6 experiments are given in Appendix C. The results are consistent as we vary the sample 
size. The only change is that we see a  larger difference in prediction percentage between the estimation 
and hold-out samples the smaller the sample size. In the used cars Prediction 7-12 experiments, we 
estimate the models for the used cars data imposing inequality restrictions that constrain each parameter 
to take its expected sign. We obtain probit and logit estimates using the GAUSS Constrained 
Optimization module which allows us to place inequality constraints on the parameters. We find very 
small differences in the parameter estimates and prediction percentages between the restricted and 
unrestricted experiments because the parameter estimates already take the expected signs in most o f the 
Monte Carlo iterations. We report all o f  the results for the used cars prediction experiments in 
Appendix C, Tables C. 1-C.12.
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Table 2.7 Used C an Data — Monte Carlo Prediction 2 (See Table 2 3  for design)
Variable Probit Loeit DA ME GME1 GME2 GME3
Intercept -.20741 -.33803 -33436 -33803 -.08870 -32818 -33793
(-639) (-631) (-6-42) (-631) (-6.47) (-631) (-6.51)
Cdcmi -.00004 -.00007 -.00007 -.00007 -.00002 -.00007 -.00007
(-5.69) (-5.70) (-5-75) (-5.70) (-5-76) (-5-71) (-5.70)
Cdfpay .00203 .00336 .00322 .00336 .00086 .00326 .00336
(8.05) (8.84) (839) (8.84) (8.74) (8.84) (8.84)
Cdtdp -.00308 -.00497 -.00492 -.00497 -.00130 -.00483 -.00497
(-4.40) (-4.42) (-4.40) (-4-42) (-4.41) (-4.42) (-4.42)
Age -.00426 -.00687 -.00688 -.00687 -.00182 -.00667 -.00687
(-6.95) (-6.90) (-6-94) (-6.90) (-6.96) (-6.90) (-6.90)
Amtfin .00001 .00002 .00002 .00002 .00001 .00002 .00002
(1-93) (1-89) (2.19) (1.89) (2.14) (1-91) (1-89)
Netrate .00263 .00399 .00449 .00399 .00116 .00391 .00399
(2.15) (2.04) (229) (2.04) (225) (2.06) (204)
Home -22829 -.36668 -36717 -36668 -.09711 -35620 -36657
(-922) (-9.18) (-9-18) (-9.18) (-926) (-9.19) (-9.18)
Cosign -.09541 -.15273 -.15301 -.15273 -.04048 -.14838 -.15268
(-2.45) (-2.45) (-2.46) (-2.45) (-246) (-2.45) (-245)
Estimation Sample
Percent Correct 58.11 58.12 58.11 58.12 58.11 58.12 58.12
Standard Deviation .0035 .0035 .0035 .0035 .0035 .0035 .0035
% Repay. Correct 59.36 59.37 59.39 59.37 59.39 59.37 59.37
% Defaults Correct 56.86 56.86 56.82 56.86 56.83 56.86 56.86
Hold-out Sample
Percent Correct 58.05 58.07 58.06 58.07 58.06 58.06 58.07
Standard Deviation .0071 .0070 .0071 .0070 .0071 .0071 .0070
% Repay. Correct 59.33 59.34 59.37 59.34 59.37 59.35 59.34
% Defaults Correct 56.77 56.79 56.74 56.79 56.75 56.78 56.79
* N=20,000; balanced; unrestricted; t-statistics (in parentheses) are computed from sample standard 
errors.
2.8.2 Binary Choice MSE Experiments with the Used Cars Data
in the MSE experiments we draw random samples which reflect the true proportion of defaults 
in the data, as well as samples drawn with an equal number o f repayments and defaults. We generate 
new data sets using these random samples as a basis. In addition, we vary the estimation sample size, 
vary the error distribution, and perform experiments both with and without sign restrictions placed on 
the parameters. Table 2.4 summarizes the experimental design for the MSE experiments.
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Tables 2.8-2.10 give the results for the Monte Carlo MSE 11-13 experiments with the used cars 
data. As in die prediction experiments, we see little variation in the percentage o f  correct prediction 
between the alternative estimators. The probit estimator has the lowest MSE o f the predicted latent
values and o f the predicted probabilities as well as the lowest risk measures for /? .  However, in these
experiments we generated the data during each Monte Carlo iteration using the original probit estimates 
as the true parameter values. The GME estimators generally have lower risk measures than the logit, 
DA. and ME estimators. The variance is lowest for GME1 since it places more weight on the error 
term, which shrinks the parameter estimates toward zero. Because o f the shrinkage properties o f  GME 
we expected GME to have lower variance than the alternative estimators, however we also find that the 
GME2 and GME3 estimators have lower bias than logit, DA, and ME.
Each o f  the alternative estimators has higher risk when we draw errors from a t- distribution 
with 3 degrees o f freedom, correcting the mean to zero and the variance to one, except for the GME I 
estimator which performs slightly better. The alternative estimators generally perform better when we 
draw errors from a standardized chi-square distribution except for probit, which performs best when we 
draw errors from the standard normal distribution.
Tables 2.11-2.13 give the results for the Monte Carlo MSE 21-23 experiments, which use a 
random sample chosen to generate a  relatively equal number o f defaults and repayments. The results 
show very little difference in the percentage o f correct predictions, the MSE o f the predicted latent
values, and the MSE of the predicted probabilities. Probit again has the lowest risk measures for f i , but 
the difference between the probit risk measures and the risk measures for the alternative estimators is 
smaller in the balanced sample. We note that the risk measures for the GME estimators are very close to 
those for logit, DA, and ME in die balanced sample. This is because GME shrinks the predicted 
probabilities toward 0.5; with the balanced sample, many of the predicted probabilities are already close 
to 0.5 so the degree o f shrinkage is less. The GME2 estimator, which has error bounds based on the rule 
suggested the Golan, Judge, and Perloff (1996, p. 845), has the lowest MSE for the marginal effects o f
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Table 2.8 Used Cars Data -  Monte Carlo MSE 11 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 79.41 79.56 79.07 7936 79.15 79.49 7936
Repayments 87.75 87.96 8125 87.96 8737 87.87 87.96
Defaults 22.06 21.76 22.78 21.76 2238 21.90 21.76
Hoid-Out 79.61 79.76 7925 79.76 7933 79.69 79.76
Repayments 88.04 88.26 87.52 8836 87.64 88.16 88.26
Defaults 21.29 20.97 22.05 20.97 21.88 21.12 20.97
YRMSE 141.44 184.77 185.56 184.77 177.93 173.59 184.64
YRMSE0 70.71 92.43 92.81 92.43 89.00 86.82 9236
PRMSE 1.02 1.06 132 1.06 136 1.02 1.06
PRMSE0 0.51 0.53 0.67 033 0.67 0.51 033
MSE{P) .00518 1.05177 1.14663 1.05177 .84861 .72540 1.04764
RM SE(P) .07195 1.02556 1.07081 1.02556 .92120 .85170 1.02354
VAR{P) .00518 .01895 .01592 .01895 .00025 .01373 .01888
Bias2 (fl) .00000 1.03282 1.13071 1.03282 .84836 .71167 1.02876
MSE ( d p / etc) .00023 .00086 .00063 .00086 .03316 .00072 .00086
RMSE {dp !  fix) .01525 .02936 .02511 .02936 .18209 .02684 .02932
* N=20,000; unbalanced; unrestricted; errors drawn from normal distribution.
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Table 23  Used Cars Data -  Monte Carlo MSE 12 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
% Correctly 
Predicted
In-Sample 89229 89.21 88.15 89221 89.69 8935 8921
Repayments 95.56 95.46 94.14 95.46 96.07 95.63 95.46
Defaults 10.46 10.65 12.88 10.65 9.47 1033 10.64
Hold-Out 89.50 89.43 8837 89.43 89.84 89.55 89.43
Repayments 95.80 95.71 9438 95.71 96.23 95.86 95.71
Defaults 9.60 9.77 12.15 9.77 8.79 9.49 9.77
YRMSE 148.32 248.97 250.66 248.97 17331 22134 248.61
YRMSEq 74.08 124.55 12537 124.55 86.52 110.68 12437
PRMSE 1.02 0.93 1.17 0.93 1.63 1.05 0.93
PRMSE0 0.53 0.47 0.59 0.47 0.82 0.54 0.47
m s e CP) .09771 2.70755 2.97512 2.70755 .77347 1.73941 2.69359
r m s e CP) 31259 1.64546 1.72485 1.64546 .87947 131887 1.64122
v a r CP) .00717 .03110 .02593 .03110 .00016 .01702 .03085
Bias1Cp) .09054 2.67645 2.94918 2.67645 .77330
1.72239 2.66274
M S E (3 p /cb c) .00352 .00794 .00734 .00794 .03024 .00556 .00791
RMSE ( cjp /  cbc) .05929 .08910 .08569 .08910 .17391 .07454 .08891
* N=20,000; unbalanced; unrestricted; errors drawn from t- distribution.
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Table 2.10 Used Cars Data -  Monte Carlo MSE13 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 83.47 83.44 82.87 83.44 83.69 83.49 83.44
Repayments 93.96 93.91 93.09 93.91 94.28 93.98 93.91
Defaults 10.45 1034 11.72 10.54 9.99 10.43 1034
Hold-Out 83.61 83.58 83.00 8338 83.85 83.63 8338
Repayments 94.13 94.08 93.24 94.08 94.47 94.16 94.08
Defaults 9.87 9.96 11.17 9.96 939 9.83 9.96
YRMSE 141.72 181.98 182.29 181.98 178.11 172.01 181.86
YRMSE0 70.84 91.02 91.18 91.02 89.06 86.02 90.96
PRMSE 1.06 1.03 1.12 1.03 131 1.05 1.03
PRMSE0 0.52 031 0.56 031 0.61 031 031
MSE(P) .01287 .79170 .84622 .79170 .87912 .54670 .78864
RMSEifi) .11344 .88977 .91990 .88977 .93761 .73939 .88805
VAR(P) .00474 .01712 .01534 .01712 .00025 .01266 .01706
Bias1(fi) .00813 .77457 .83089 .77457 .87888 .53404 .77157
MSE(dp! dx) .00066 .00202 .00178 .00202 .03465 .00181 .00202
R M S E O /?/ax) .02560 .04499 .04220 .04499 .18614 .04259 .04496
* N=20,000; unbalanced; unrestricted; errors drawn from chi-square distribution.
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Table2.11 Used Cars Data— Monte Carlo MSE 21 (SeeTable 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 5822 58.22 58.21 58.22 5821 5822 5822
Repayments 59.02 59.02 59.03 59.02 59.03 59.02 59.02
Defaults 5739 57.40 57.38 57.40 57.38 57.40 57.40
Hold-Out 58.15 58.15 58.15 58.15 58.15 58.15 58.15
Repayments 58.58 58.57 58.61 58.57 58.61 58.58 58.57
Defaults 57.72 57.73 57.69 57.73 57.69 57.75 57.72
YRMSE 141.42 143.27 143.18 143.27 143.01 143.00 14327
YRMSE0 70.73 71.68 71.63 71.68 71.50 71.54 71.68
PRMSE 1.46 1.46 1.47 1.46 1.60 1.46 1.46
PRMSE0 0.73 0.73 0.73 0.73 0.76 0.73 0.73
m s e Cp ) .00316 .06463 .06306 .06463 .05103 .05574 .06453
RMSE{~P) .05624 .25422 .25112 25422 22590 23608 25404
VAR(fi) .00316 .00819 .00816 .00819 .00056 .00771 .00819
Bias2 (ff) .00000 .05644 .05490 .05644 .05047 .04802 .05635
M S E (d p ld x ) .00050 .00051 .00051 .00051 .01300 .00049 .00051
RMSE ( d p /  dx) .02241 .02264 .02261 .02264 .11404 .02216 .02263
* N=20,000; balanced; unrestricted; errors drawn from normal distribution.
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Table 2.12 Used Cars Data — Monte Carlo MSE 22 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 62.40 62.40 62 J  9 62.40 6239 62.40 62.40
Repayments 63.26 63.25 6326 63.25 6327 63.25 63.25
Defaults 61.53 61.54 61.51 61.54 6131 61.53 61.54
Hoid-Out 62.42 62.41 62.41 62.41 62.42 62.42 62.41
Repayments 62.99 62.98 63.03 62.98 63.03 62.98 62.98
Defaults 61.86 61.86 61.80 61.86 61.82 61.86 61.86
YRMSE 142.64 151.76 15131 151.76 141.92 150.64 151.75
YRMSE0 72.05 76.60 7637 76.60 71.66 76.04 76.59
PRMSE 1.51 1.45 1.62 1.45 2.45 1.48 1.45
PRAfSE0 0.75 0.72 0.81 0.72 1.13 0.74 0.72
MSE{p) .04712 .34878 34491 3 4 878 .02129 31142 34838
RMSE(P) .21707 .59057 .58729 .59057 .14591 .55805 .59023
VAR(p) .00307 .00811 .00806 .00811 .00050 .00756 .00810
Bias2 ( ^ ) .04405 .34067 33685 .34067 .02079 .30386 34027
MSE (cjp / etc) .00742 .00812 .00799 .00812 .00882 .00675 .00811
RM SE (dp fdx ) .08611 .09012 .08938 .09012 .09394 .08218 .09004
* N=20,00Q; balanced; unrestricted; errors drawn from t- distribution.
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Table 2.13 Used Cars Data -  Monte Carlo MSE 23 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 60.64 60.64 60.64 60.64 60.64 60.64 60.64
Repayments 82.95 82.92 83.03 82.92 8338 82.95 82.92
Defaults 30.28 3033 30.17 3033 29.84 3038 3033
Hold-Out 60.55 60.55 6035 60.55 6035 6035 60.55
Repayments 82.09 82.04 8230 82.04 82.45 82.08 82.04
Defaults 31.52 3137 3136 313 7 31.02 3132 31.57
YRMSE 144.21 150.49 15036 150.49 143.52 149.79 150.48
YRMSE0 72.14 7532 7536 753 2 71.79 74.88 7532
PRMSE 433 4 3 0 438 4 3 0 4.77 433 430
PRMSE0 2.13 2.11 2.10 2.11 234 2.12 2.11
m s e Cp ) .04824 30345 30808 30345 .02975 37417 30314
RMSE(P) 31963 .55086 .55505 .55086 .17249 32361 .55058
VARffi) .00310 .00818 .00794 .00818 .00052 .00765 .00817
Bias1 {JJ) .04514 39527 30014 39527 .02923 36652 39497
MSE(c>p/cbc) .00731 .00753 .00771 .00753 .00982 .00656 .00752
RMSE(3jp/chr) .08553 .08679 .08782 .08679 .09910 .08102 .08673
* N=20,000; balanced; unrestricted; errors drawn from chi-square distribution.
any of the estimators. We observe similar results between the alternative estimators as we vary the 
estimation sample size. We give the MSE results for experiments MSE 31-63, which are based on 
smaller estimation sample sizes, in Appendix C.
In the used cars experiments MSE 71-123, we estimate the models with sign restrictions placed 
on the parameters. We see virtually no difference in results with an estimation sample size N  =20,000 
observations and only small differences as we decrease die estimation sample size. We report all o f the 
results for the used cars MSE experiments in Appendix C, Tables C.13-C.48.
2 .83 Biliary Choice Prediction Experiments with the  PSE Data
Following the same methodology as with die used cars data, we estimate the probability that a 
high school graduate chooses to attend post-secondary education. Table 2.14 reports the average
45
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Table 2.14 PSE Data - Monte Carlo Prediction 1 (See Table 1 3  for design)
VariabletEsrimaior Probit Lsgi! D& ME GME1 QMp2 GME3
Intercept -1.5266 -2.7307 -2.9629 -2.7307 •0.4169 -2.4158 -2.7267
(•14.80) (-15.05) (-13.86) (-15.05) (-12.80) (-15.18) (-15.05)
Black 03366 0.6024 0.6110 0.6024 0.0965 03367 0.6016
(4.46) (4.63) (4.07) (4.63) (4.12) (434) (4.63)
Other Race 0.1981 03878 03693 03878 0.0589 03437 03872
(330) (3.68) (3.69) (3.68) (3.74) (3.70) (3.68)
Catholic HS 0.5466 1.0180 0.7114 1.0180 0.1156 0.8438 1.0156
(4.70) (438) (6.19) (4.58) (6.13) (5.00) (4.59)
Income I 03634 0.4496 0.6250 0.4496 0.0959 0.4203 0.4493
(434) (430) (4.74) (430) (4.78) (438) (430)
Income2 03857 1.0144 1.1458 1.0144 0.1792 0.9209 1.0132
(7.76) (731) (7.98) (7.51) (830) (7.77) (732)
Income3 0.6770 13526 1.1065 13526 0.1743 1.0530 13497
(6.76) (6.81) (7.61) (6.81) (7.76) (731) (6.82)
GPA 0.8602 13250 1.4910 13250 03360 13502 1.5227
(22.03) (21.74) (23.01) (21.74) (25.99) (23.48) (21.77)
Parent HS 03777 0.4775 0.7305 0.4775 0.1108 0.4517 0.4772
(3.53) (3.56) (3.78) (336) (3.81) (3.63) (3.56)
Parent College 0.7257 1.3106 13666 13106 0.1984 1.1343 13082
(7.81) (7.96) (638) (7.96) (6.62) (7.86) (7.96)
Estimation Sample
Percent Correct 80.52 80.55 80.44 80.55 80.29 8035 80.55
Standard Deviation .0056 .0056 .0056 .0056 .0053 .0056 .0055
% Repay. Correct 93.96 93.54 93.73 93.54 96.46 94.03 93.55
% Defaults C oned 3434 35.92 34.77 35.92 24.75 3435 35.90
Hold-out Sample 
Percent Coned 8038 80.41 80.25 80.41 80.15 80.40 80.41
Standard Deviation .0140 .0137 .0138 .0137 .0137 .0138 .0137
% Repay. Coned 93.92 9331 93.65 93.51 96.41 93.98 93.52
% Defaults Correa 33.95 35.49 3431 35.49 2437 33.83 35.47
* N=5,000; unbalanced; unrestricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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parameter estimates over NSAM  = 500 Monte Carlo iterations as well as the results from the Monte 
Carlo Prediction 1 experiment with the PSE data. As with the used cars data, we observe little 
difference in the asymptotic t-stadsdcs, percentage o f correct predictions and standard deviation of 
prediction between the alternative estimators in our prediction experiments with the PSE data. Each 
estimator correctly predicts 93-96% of those who attend post-secondary education, but only 25-35% of 
those who do not attend post-secondary education, using a prediction threshold equal to 0.5.
Table 2.15 reports the results for die Monte Carlo Prediction 2 experiment, which uses a 
sample with an equal number of individuals who attend post-secondary education and individuals who 
do not attend post-secondary education. As with the used cars data we observe very little difference in 
prediction between the alternative estimators in a  balanced sample. We report all o f  the results for the 
PSE prediction experiments in Appendix C, Tables C.49-C.60.
2.8.4 Binary Choice MSE Experiments with the PSE Data
Tables 2.16-2.18 give the results for the Monte Carlo MSE 11-13 experiments with the PSE 
data. The probit estimator has the lowest risk measures, but again we use the original probit estimates as 
the true parameters when generating the data. As in the used cars experiments, the GME estimators 
have lower risk measures than the logit, DA, and ME estimators. The estimator GME1 has the lowest 
variance and also has a lower bias than GME3. However, it has the highest MSE for the marginal 
effects and the highest MSE o f the predicted probabilities. The GME2 substantially outperforms logit, 
DA, ME, and GME3 in every risk measure for the Monte Carlo experiments with the unbalanced PSE 
data.
Tables 2.19-2.21 give the results for the Monte Carlo MSE 21-23 experiments with the PSE 
data, which use a random sample designed to generate a relatively equal num ber o f  students choosing 
post-secondary education as not We again notice very little difference in prediction between the 
alternative estimators when we have a balanced sample. In addition, we notice very little difference in 
results between the experiments with and without inequality constraints placed on the parameters. We 
report all of the results for the Monte Carlo MSE experiments with the PSE data in Appendix C, Tables 
C.61-C.96.
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Table 2.15 PSE Data -  Monte Carlo Prediction 2 (See Table 2 3  for design)
V ariable\Estimator Probit Logit QA ME GMEI GME2 GME3
Intercept -23216 -3.9639 -4.1999 -3.9639 -0.8266 -3.7298 -3.9613
(-25.06) (-23.85) (-24.60) (-23.85) (-31.16) (-24.87) (-23.86)
Black 03400 03847 03913 0.5847 0.1169 0.5471 0.5842
(537) (531) (530) (531) (532) (530) (531)
Other Race 0.1731 03210 03100 03210 0.0618 03994 03208
(3.14) (3.40) (336) (3.40) (338) (3.41) (3.40)
Catholic HS 03492 0.9424 0.8615 0.9424 0.1728 0.8729 0.9416
(537) (536) (6.18) (536) (6.16) (5.65) (5.56)
Income I 03704 0.4637 0.5053 0.4637 0.0991 0.4378 0.4634
(536) (5.43) (5.64) (5.43) (5-70) (5.47) (5.43)
Income2 0.6134 1.0380 1.1251 1.0380 03210 0.9798 1.0374
(930) (935) (9-44) (935) (9.64) (9.41) (935)
tncome3 0.7220 13699 13241 13699 03429 1.1787 13689
(7.76) (7.95) (8.46) (7-95) (8.64) (8.09) (7.95)
GPA 0.8979 1.5314 13957 1.5314 03146 1.4379 1.5304
(29.46) (28.07) (27.44) (28.07) (35.72) (29.41) (28.09)
Parent HS 03703 0.4684 0.5018 0.4684 0.0987 0.4420 0.4682
(3.75) (3.76) (434) (3.76) (433) (3.82) (3.76)
Parent College 0.7608 IJ010 13237 13010 03615 13177 1.3001
(8-75) (8.70) (8.91) (8.70) (9.16) (8.78) (8.70)
Estimation Sample
Percent Correct 75.56 75.58 75.51 75.58 75.53 75.58 75.58
Standard Deviation .0060 .0060 .0059 .0060 .0059 .0059 .0060
% Repay. Correct 71.88 72.11 70.74 72.11 70.89 71.96 72.11
% Defaults Correct 79.24 79.05 8038 79.05 80.17 79.21 79.05
Hold-out Sample 
Percent Correct 75.50 75.50 75.47 75.50 75.48 75.51 75.50
Standard Deviation .0138 .0137 .0142 .0137 .0141 .0138 .0137
% Repay. Correct 71.72 71.93 70.59 71.93 70.73 71.79 71.93
% Defaults Correct 7938 79.08 8035 79.08 8033 7933 79.08
* N~5,000; balanced; unrestricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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Table 2.16 PSE Data - Monte Carlo MSE 11 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted 
In-Sample 79.78 79.79 79.72 79.79 79.55 79.79 79.79
PSE 95 S3 9320 93.09 9320 95.74 93.65 9320
Non-PSE 34.64 35.42 35.80 35.42 2626 3429 35.41
Hold-Out 80.27 8027 80.14 8027 79.99 8028 8027
PSE 9321 93.03 92.85 93.03 95.69 93.44 93.04
Non-PSE 36.16 37.09 37.17 37.09 26.87 35.75 37.07
YRMSE 70.78 97.51 9331 9721 9420 87.03 9726
YRMSE0 31.68 44.07 41.95 44.07 42.63 39.19 44.00
PRMSE 1.28 1.43 2.16 1.43 3.99 120 1.43
PRMSE0 028 0.65 0.97 0.65 1.79 028 0.65
M SE(jj) .06564 2.89661 3.79238 2.89661 2.43038 1.65363 2.87848
RM SEifi) 25621 1.70194 1.94740 1.70194 125897 128593 1.69661
VAR(P) .06527 20491 21316 20491 .00535 .15217 20410
Biasl (JJ) .00037 2.69170 3.57922 2.69170 2.42503 1.50146 2.67437
MSE(cjp/cfcc) .00973 .01434 .03662 .01434 .42161 .00974 .01419
RMSE ( d p /  d x ) .09863 .11973 .19136 .11973 .64931 .09869 .11911
*N=5,000; unbalanced; unrestricted; errors drawn from normal distribution.
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Table 2.17 PSE Data - Monte Carlo MSE 12 (See Table 2.4 for design)
Probit Logit DA. ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 84.17 8420 83.89 8420 8338 84.16 8420
PSE 9531 94.92 94.72 94.92 97.48 95.40 94.93
Non-PSE 40.18 41.88 41.11 41.88 27.70 39.78 41.86
Hold-Out 84.44 84.47 84.13 84.47 83.64 84.42 84.47
PSE 95.23 94.76 94.47 94.76 97.49 9533 94.77
Non-PSE 41.07 43.13 42.61 43.13 27.98 40.58 43.09
YRMSE 72.95 12835 117.68 12835 92.63 105.17 127.99
YRMSE0 32.69 5821 52.92 5821 41.88 47.48 58.04
PRMSE 2.19 137 3.17 1.57 6.46 239 138
PRMSEq 0.99 0.71 1.43 0.71 2.92 1.08 0.71
M SE(p) 27597 7.05055 8.70149 7.05055 232254 3.67324 6.99342
RMSE{p) .52533 2.65529 2.94983 2.65529 1.52399 1.91657 2.64451
varCp ) .08010 26376 25734 26376 .00473 .16427 26183
Bias2(/J) .19586 6.78678 8.44414 6.78678 2.31780 3.50897 6.73160
MSE (3 /7 /etc) .02487 .04698 .12674 .04698 .41052 .01449 .04632
RMSE (dp i dx) .15770 21676 35600 21676 .64072 .12037 21523
*N=5,000; unbalanced; unrestricted; errors drawn from t- distribution.
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Table 2.18 PSE Data -  Monte Carlo MSE 13 (See Table 2.4 for design)
Probit Logit DA. ME GME1 GME2 GME3
% Correctly 
Predicted
In-Sample 8133 81.55 81.44 81.55 81.18 81.54 8135
PSE 91.06 90.93 91.29 90.93 93.44 9134 90.94
Non-PSE 5138 51.74 50.16 51.74 4227 50.41 51.73
Hold-Out 82.01 82.02 81.88 82.02 81.67 82.01 82.01
PSE 91.18 91.06 91.07 91.06 93.15 9138 91.06
Non-PSE 52.09 52.49 51.86 52.49 44.13 5139 52.47
YRMSE 76.90 134.27 117.46 134.27 93.05 108.07 133.86
YRMSE0 34.64 61.25 53.18 6135 42.06 49.10 61.05
PRMSE 69.00 68.82 68.60 68.82 7139 6930 68.83
PRMSE0 31.74 31.66 31.55 31.66 32.86 31.89 31.67
M SE(fi) 1.19691 11.7649 12.4019 11.7649 1.92572 6.60128 11.6775
r m s e Cp ) 1.09404 3.43000 3.52163 3.43000 1.38770 2.56930 3.41723
VAR{p) .07910 25722 24808 25722 .00492 .16276 35537
Bias2{Jf) 1.11781 11.5077 12.1538 11.5077 1.92080 6.43852 11.4221
MSE (d p !  dx) .17803 33877 .31962 33877 36739 .09986 33630
RMSE { d p /d x ) .42193 .48864 .56535 .48864 .60613 31600 .48611
*N=5,000; unbalanced; unrestricted; errors drawn from chi-square distribution.
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Table 2.19 PSE Data - Monte Carlo MSE 21 (See Table 2A  for design)
Probit Logit D.A. ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 73.53 73.54 7332 73.54 73.52 73.53 7334
PSE 70.27 70.43 6922 70.43 6935 7 0 2 9 70.43
Non-PSE 76.77 76.63 77.80 76.63 77.68 76.75 76.63
Hold-Out 72.73 72.73 72.73 72.73 72.73 72.74 72.73
PSE 68.55 68.73 6737 68.73 67.50 6 8 3 8 68.73
Non-PSE 76.86 76.69 78.03 76.69 77.89 76.85 76.69
YRMSE 70.71 82.66 84.13 82.66 81.18 79.57 82.62
YRMSE0 31.72 36.74 37.41 36.74 36.05 35.45 36.73
PRMSE 138 1.46 1.74 1.46 2.79 139 1.46
PRMSE0 0.63 0.66 0.79 0.66 1.19 0.63 0.66
MSE{'p) .05349 4.46490 532587 4.46490 3.79778 329101 4.45082
RMSE(P) 23129 2.11303 230779 2.11303 1.94879 1.81412 2.10970
VAR(p) .05324 .15664 .14616 .15664 .00520 .13313 .15636
Bias2 (p ) .00026 430826 5.17972 430826 3.79258 3.15789 4.29446
MSECcjp/cfcc) .00669 .00759 .00728 .00759 .64692 .00752 .00756
R M S E (3 p /ax ) .08182 .08713 .08534 .08713 .80431 .08673 .08698
*N=5,000; balanced; unrestricted; errors drawn from normal distribution.
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Table 230 PSE Data - Monte Carlo MSE 22 (See Table 2.4 for design)
Probit Logit D.A. ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 7936 7936 7921 7926 7932 7936 7936
PSE 75.96 7630 74.41 7620 74.61 75.98 7630
Non-PSE 82.44 9222 83.84 8232 83.67 82.43 8232
Hold-Out 78.44 78.44 7836 78.44 7837 78.43 78.44
PSE 74.18 74.48 72.41 74.48 72.62 7430 74.48
Non-PSE 82.50 82.23 84.03 8233 83.85 82.48 8233
YRMSE 73.18 107.51 109.82 107.51 79.08 98.14 10739
YRMSE0 32.66 4720 4831 4730 35.06 4333 47.15
PRMSE 1.88 ISO 2.03 ISO 536 1.86 130
PRMSE0 0.84 0.68 0.91 0.68 239 0.82 0.68
MSE(JJ) 1.04610 15.9629 17.8376 15.9629 3.09457 11.4317 15.9039
RMSE(Jt) 1.02279 3.99536 432346 3.99536 1.75914 338107 3.98796
VAR{0) .06646 .20404 .17101 30404 .00432 .15561 30337
Bias2(p ) .97964 15.7589 17.6666 15.7589 3.09025 113760 15.7005
MSE (d p /  d x ) .05477 .05759 .03267 .05759 .57529 .03196 .05725
RMSE (d p /  dx ) .23402 23997 .18075 33997 .75848 .17878 33927
*N=5,000; balanced; unrestricted; errors drawn from t- distribution.
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Table 221 PSE Data - Monte Carlo MSE 23 (See Table 2.4 for design)
Probit Logit D.A. ME GME1 GME2 GME3
%  Correctly 
Predicted 
In-Sample 75.45 75.47 7537 75.47 7536 75.48 75.47
PSE 69.71 69.54 6833 69.54 6838 6939 69.54
Non-PSE 80.49 80.69 82.02 80.69 81.88 80.83 80.69
Hold-Out 74.68 74.70 74.81 74.70 74.80 74.72 74.70
PSE 67.81 67.60 6631 67.60 66.46 67.47 67.60
Non-PSE 80.64 80.86 82.17 80.86 82.03 81.01 80.87
YRMSE 71.41 89.98 93.92 89.98 80.60 85.42 89.93
YRMSE0 32.01 39.89 41.66 39.89 35.74 37.97 39.87
PRMSE 33.18 33.00 33.04 33.00 34.71 3320 33.00
PRMSE0 14.15 14.07 14.09 14.07 14.75 14.15 14.07
m s e CP) .14525 6.80643 832870 6.80643 3.61119 5.00014 6.78433
r m s e CP) 38112 2.60891 2.88595 2.60891 1.90031 223610 2.60467
v a r (P) .05470 .16849 .15567 .16849 .00484 .13920 .16813
Bias2(JI) .09055 6.63794 8.17303 6.63794 3.60635 4.86094 6.61620
M SE(cjp/etc) .00754 .00788 .00821 .00788 .62967 .00900 .00788
RM SE(3p/5bc) .08685 .08878 .09062 .08878 .79352 .09487 .08874
*N=5,000; balanced; unrestricted; errors drawn from chi-square distribution.
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I& 5 Multinomial Choice Experiments with the PSE Data
In this section, we present Monte Carlo results for multinomial choice experiments using the 
PSE data. We compare the ME and GME estimators to  die multinomial logit estimator and present 
results for both the prediction and MSE experiments. For die multinomial choice experiments we define 
the dependent variable as y  =0 for no PSE, y = \ fo ra  2-year institution, y  =2 for a 4-year institution,
and y  =3 for other PSE. The data include 2,133 (22.6%) individuals who did not attend PSE, 2,463 
(26.1%) individuals who attended a  2-year institution, 4,608 (48.8%) individuals who attended a 4-year 
institution, and 246 (2.6%) individuals who attended other types o f  PSE. We carry out the multinomial 
choice experiments in the same manner as the binary choice experiments.
For the prediction experiments we only evaluate the percentage o f correct predictions. We 
carry out experiments using sample sizes o f  N  = 5 ,000 and N  =  2,000 individuals. We do not 
impose parameter sign restrictions in the multinomial choice experiments since the parameters and the 
marginal effects do not necessarily take the same signs in the multinomial logit model (Greene 1997. p. 
916). In addition, we found that parameter sign restrictions had little impact in the binary choice 
experiments. Thus, we have only two experimental designs for the multinomial choice prediction 
experiments. We assign individuals based on the highest predicted probability between the four 
alternatives.
Table 222  reports results for the multinomial choice prediction 1 experiment and Table 2.23 
reports results for the multinomial choice prediction 2 experiment. We find very little difference in 
prediction between the alternative estimators. The only difference is that GME1 predicts slightly better 
for the 4-year and non-PSE groups and predicts much worse for die 2-year group. This is due to the 
shrinkage properties o f the GME estimator. In a multinomial choice problem GME shrinks the 
predicted probabilities toward 1 /  J , where J  is the number o f  alternatives. Intuitively, when we 
specify wider error bounds, we place more weight on the errors and less on the data. Therefore, GME 
assigns more weight to the alternatives that occur most frequently. When we narrow the error bounds 
we place more weight on die d a t a  and the predicted probabilities are closer to logit A s  in the binary 
choice problem, ME and logit are equivalent
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Table 122 PSE Data - Monte Carlo Multinomial Prediction 1 (N=5,000)
Estimation Sample Mult Loeit ME QMEl GME2 GME3
Percent Correct 59.76 59.76 5939 59.74 59.76
Standard Deviation .0068 .0068 .0064 .0068 .0068
% Non-PSE Correct 59.78 59.78 62.68 59.77 59.77
% 2-Year Correct 17.87 17.87 8.56 1738 17.87
% 4-Year Correct 85.29 85.29 88.18 85.54 8530
% Other Correa 0.00 0.00 0.00 0.00 0.00
Hold-Out Sample
Percent Correa 59.48 59.48 59.20 59.48 59.48
Standard Deviation .0158 .0158 .0163 .0158 .0158
% Non-PSE Correa 59.17 59.17 62.17 59.15 59.16
% 2-Year Correa 17.66 17.66 8.41 17.17 17.66
% 4-Year Correa 85.17 85.17 88.11 85.43 85.17
% Other Correa 0.00 0.00 0.00 0.00 0.00
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Table 223 PSE Data - Monte Carlo Multinomial Prediction 2 (N=2,000)
Estimation Sample Mult. Loeit ME GME1 GME2 GME?
Percent Correct 59.90 59.90 59.56 59.89 59.90
Standard Deviation .0106 .0106 .0103 .0106 .0106
% Non-PSE Correct 59.68 59.68 61.74 59.63 59.67
% 2-Year Correct 18.64 18.64 10.13 18.19 18.64
% 4-Year Correct 85.16 85.16 88.04 85.39 85.17
% Other Correct 0.00 0.00 0.00 0.00 0.00
Hold-Out Sample
Percent Correct 59.25 59.25 59.05 59.24 5925
Standard Deviation .0166 .0166 .0165 .0165 .0166
% Non-PSE Correct 59.01 59.01 61.13 58.97 59.00
% 2-Year Correct 17.65 17.65 9.48 17.20 17.65
% 4-Year Correct 84.83 84.83 87.82 85.07 84.83
% Other Correct 0.00 0.00 0.00 0.00 0.00
For the MSE experiments, we evaluate several empirical risk functions for the alternative 
estimators. The experiments are conducted in the same manner as the binary choice MSE experiments, 
described in section 2.7.3. We generate data during each Monte Carlo iteration using the multinomial 
logit parameter estimates from the original estimation sample as the true parameters. We carry out 
experiments using sample sizes o f N  = 5,000 and N  =  2,000 individuals. As part o f the experimental 
design, we carry out experiments with random errors drawn from standard normal, standardized i- and 
standardized chi-square distributions to examine the robustness o f  the estimators. We refer to the 
experiments as MSE11-MSE23.
Tables 2.24-2.26 give results for the Monte Carlo multinomial choice MSE 11-13 experiments 
with the PSE data Tables 227-229  give results for the Monte Carlo multinomial choice MSE 21-23 
experiments with the PSE data. Consistent with die binary choice results, we find that the GME2 and
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Table 224 PSE Data - Monte Carlo Multinomial MSE 11
MulLLogit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 6522 6522 65.00 6522 6522
Non-PSE 67.56 67.56 70.82 67.85 67.55
2-Year 19.42 19.42 9.06 18.46 19.42
4-Year 86.66 86.66 89.71 87.00 86.67
Other 0.01 0.01 0.00 0.00 0.00
Hold-Out 64.67 64.67 64.56 64.70 64.68
Non-PSE 64.80 64.80 68.93 65.17 64.78
2-Year 20.12 20.12 9 2 4 1920 20.12
4-Year 86.54 8634 89.69 86.87 86.55
Other 0.02 0.02 0.00 0.00 0.00
YRMSE 642.82 468.74 31236 17227 267.66
YRMSE0 287.76 209.87 139.84 7723 119.70
M SE{fa 329.64 134.08 16.85 7.16 1839
VARip) 269.47 105.03 0.02 0.50 10.48
Bias2(fi) 60.17 29.04 16.83 6.66 7.91
RMSE(P) 18.16 11.58 4.10
2.68 4 2 9
*N=5,000; errors drawn from normal distribution.
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Table 125 PSE Data - Monte Carlo Multinomial MSE 12
MultLogit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 70.09 70.09 69.64 70.09 70.09
Non-PSE 74.11 74.11 77.40 74.70 74.10
2-Year 20.64 20.64 8.89 19.08 20.64
4-Year 89.41 89.41 91.91 89.78 89.41
Other 0.00 0.00 0.00 0.00 0.00
Hold-Out 6938 69.58 69.16 6939 6937
Non-PSE 71.88 71.88 75.94 7238 71.87
2-Year 2136 2136 9.15 19.98 21.55
4-Year 8923 8923 91.80 89.61 8923
Other 0.00 0.00 0.00 0.00 0.00
YRMSE 309.15 26738 311.76 187.00 215.59
YRMSE0 137.89 11928 139.43 83.65 96.16
MSE(P) 8427
49.78 16.09 1224 23.42
v a r CP) 69.86 3622 0.01
0.54 9.53
Bias2(J?) 14.41 13.57 16.08 11.70 13.89
RMSE(P) 9.18
7.06 4.01 3.50 4.84
*N=5,000; errors drawn from /- distribution.
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Table 236 PSE Data - Monte Carlo Multinomial MSE 13
MulbLogit ME GMEI GME2 GME3
%  Correctly 
Predicted
In-Sample 65.01 65.01 64.70 65.01 65.02
Non-PSE 68.03 68.03 7030 6832 68.02
2-Year 16.45 16.45 7 3 6 15.63 16.45
4-Year 87.45 87.45 89.83 87.72 87.46
Other 0.00 0.00 0.00 0.00 0.00
Hold-Out 64.68 64.68 64.42 64.69 64.68
Non-PSE 65.95 65.95 68.85 66.16 65.94
2-Year 17.16 17.16 7.79 1635 17.15
4-Year 87.34 8734 89.76 87.62 8734
Other 0.00 0.00 0.00 0.00 0.00
YRMSE 188.80 181.19 312.99 176.81 16935
YRMSE0 84.48 81.06 140.01 79.17 75.70
M SEifi) 1538 1136 16.98 4.89 7.41
v a r CP) 13.16 9.17 0.02 0.64 532
Bias2 Cp) 233 2.19 16.97 435 2.09
RMSE(P) 3.92 337 4.12 231 2.72
*N=5,000; errors drawn from chi-square distribution.
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Table 227 PSE Data -  Monte Carlo Multinomial MSE 21
MultLoeit ME GME1 GME2 GME3
%  Correctly 
Predicted 
In-Sample 64.98 64.98 64.69 65.00 64.99
Non-PSE 68.18 68.18 72.02 68.46 68.16
2-Year 2527 2527 14.63 24.45 2527
4-Year 84.8 5 84.85 88.00 85.17 84.86
Other 0.03 0.03 0.00 0.00 0.00
Hold-Out 64.77 64.77 64.55 64.80 64.77
Non-PSE 67.54 67.54 7 1 J0 67.87 67.53
2-Year 24.98 24.98 14.63 2420 24.99
4-Year 84.90 84.90 88.11 8521 84.91
Other 0.00 0.00 0.00 0.00 0.00
YRMSE 100621 627.75 205.86 11636 19233
YRMSEq 719.08 448.33 145.98 82.78 13626
M SE(ff) 2713.69 971.84 24.83 8.38 52.49
1
>
1631.19 587.89 0.03 1.05 33.03
Bias2 (p ) 1082JO 383.95 24.80 733
19.46
RM SE{p) 52.09 31.17
4.98 2.89 724
*N=2,000; errors drawn from normal distribution.
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Table 228 PSE Data -  Monte Carlo Multinomial MSE 22
M ult Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 69.99 69.99 69.42 69.99 69.98
Non-PSE 74.65 74.65 7820 7533 74.63
2-Year 27.70 27.70 16.04 2626 27.69
4-Year 87.83 87.83 9034 88.16 87.83
Other 0.02 0.02 0.00 0.00 0.01
Hoid-Out 69.62 69.62 69.13 69.61 69.62
Non-PSE 74.04 74.04 77.63 74.68 74.03
2-Year 2736 2736 15.87 25.96 2735
4-Year 87.67 87.67 9030 88.00 87.68
Other 0.00 0.00 0.00 0.00 0.00
YRMSE 589.00 397.61 20521 12536 158.87
YRMSE0 421.98 284.94 145.72 89.53 113.12
M SE(P) 1419.40 612.16 24.05
12.97 56.10
VAR{p) 1082.85 462.78 0.03
123 3625
Bias2 (p ) 336.55 14938 24.02 11.74 19.85
r m s e CP) 37.67 24.74 4.90
3.60 7.49
*N=2,000; errors drawn from t- distribution.
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Table 239 PSE Data -  Monte Carlo Multinomial MSE 23
Mult. Logit ME GMEI GME2 GME3
%  Correctly 
Predicted
In-Sample 64.95 64.95 64.54 64.95 64.95
Non-PSE 68.85 68.85 71.61 69.05 68.84
2-Year 22.61 22.61 1334 21.81 22.60
4-Year 85.80 85.80 8839 86.08 85.80
Other 0.00 0.00 0.00 0.00 0.00
Hold-Out 64.64 64.64 6437 64.64 64.64
Non-PSE 67.84 67.84 70.64 68.08 67.82
2-Year 2234 2 234 1335 2139 2235
4-Year 85.73 85.73 8833 85.99 85.74
Other 0.00 0.00 0.00 0.00 0.00
YRMSE 34938 260.62 206.17 118.63 125.40
YRMSE0 253.56 188.84 146.19 8436 8936
M SE(P) 486.88 248.09 25.01 6.77 26.98
VAR(p) 375.14 191.73 0.04 1.42 22.46
Biasz(fi) 111.74 56.36 24.97 536 432
RM SE{p) 22.07 15.75 5.00 2.60 5.19
*N=2,000; errors drawn from chi-square distribution.
GME3 estimators dominate the ME and logit estimators in terms of our empirical risk measures while 
the GMEl estimator outperforms ME and logit for many o f the risk measures. The GME estimators 
have considerably lower variance and also have less bias than ME and logit, particularly for the smaller 
sample size. In addition, GME has lower MSE for predicting die latent values. Thus, in this set of 
experiments using real data we find that GME dominates multinomial logit estimation in a multinomial 
choice problem.
2.8.6 Response Surfaces for Monte C arlo Experiments
In this section, we estimate response surfaces for the binary choice Monte Carlo experiments 
with the used cars Hata Hendry (1984) and Davidson and MacKinnon (1993) discuss response surfaces 
as a means of summarizing the results from a  set o f Monte Carlo experiments. A response surface is a
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regression model with a  measure o f the outcome from the experiment as the dependent variable and 
dimensions of the experimental design as the independent variables. We estimate the following 
response surface regression
A
M SE(P) =  a ,  + a xN + ar3stdt +  ar4s td ch i+ ar5restric t+ <z6unbal + / / j , /  =  1,..., M  (2.44)
where N  is the sample size for die estimation sample, stdt is a dummy variable that equals 1 when the 
errors are drawn from a  standardized t- distribution, stdchi is a dummy variable that equals I when the 
errors are drawn from a standardized chi-square distribution, restrict is a dummy variable that equals I 
when we place inequality restrictions on the parameter estimates, unbal is a dummy variable that equals
1 when we have an unbalanced sample, M  is the number o f  Monte Carlo experiments, and AfSE(fi)
A
is the MSE of the estimator. We also estimate a response surface with /  M SE (probit) as
the dependent variable. Finally, we estimate response surfaces using the MSE o f  the marginal effects as 
the dependent variable.
For each o f the response surface regressions we have M  — 36 observations corresponding to 
the dimensions of our Monte Carlo experiments, which are summarized in Table 2.4. We estimate the 
response surface regressions using OLS. Table 2.30 summarizes the response surface estimates with
M SE(Jf) as the dependent variable and Table 231 summarizes the response surface estimates with
MSE(J3) /  M SE (probit) as the dependent variable. Tables 2.32 and 233 summarize the results for 
response surfaces using the MSE of the marginal effects rather than the MSE o f  the parameter estimates.
The response surface estimates show that the probit, ME, GME2, and GME3 risk measures 
increase when we draw errors from a standardized t- or standardized chi-squared distribution. The 
sample size and parameter inequality restrictions do not have a significant impact on the risk measures 
of the alternative estimators. Unbalanced samples increase the MSE of the parameter estimates, but 
decrease the MSE o f the marginal effects. This is not surprising though since the marginal effects are 
maximized for probabilities near 0.5.
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A
Table 230 Response Surfaces for MSE ( / f )
Variable Probit ME GME1 GME2 GME3
Intercept .0294** -.0587 .0210 .0182 -.0574
(.0118) (.1907) (.0194) (-1167) (.1895)
Sample Size -.0000 -.0000 .0000** -.0000 -.0000
(.0000) (.0000) (.0000) (.0000) (.0000)
Stdt .0732** .9626** -.0490** .6277** .9574**
(.0116) (.1860) (.0189) (.1139) (.1848)
Stdchi .0293** -.0034 .0090 .0231 -.0030
(.0116) (.1860) (.0189) (.1139) (.1848)
Restrict -.0043 -.0230 .0004 -.0158 -.0229
(.0094) (.1518) (.0154) (.0930) (.1509)
Unbal .0182 13062** .7494** .8192** 13993**
(.0094) (.1518) (.0154) (.0930) (.1509)
R2 0.64 0.79 0.99 0.80 0.79
a2 0.008 0308 0.002 0.078 0305
* M =36; standard errors in parentheses.
Table 231 Response Surfaces for MSE { f t )  /  MSE(Probit)
Variable ME GME1 GME2 GME3
Intercept 7.66 2.81 6.95 7.66
(1439) (12.16) (9.86) (1433)
Sample Size .0024** .0021** .0017** .0024**
(.0007) (.0006) (.0005) (.0007)
Stdt -3739** -36.74** -26.62** -37.16**
(14.03) (11.86) (9-62) (13.98)
Stdchi -3136** -21.40 -21.96** • -31.14**
(14.03) (11.86) (9-62) (13.98)
Restrict 135 132 0.93 134
(11.46) (9.68) (7.85) (11.41)
Unbal 42.44** 35.68** 27.74** 4235**
(11.46) (9.68) (7-85) (11.41)
R2 0.52 0.53 0.52 0.52
a2 1181.69 844.15 55539 117237
* M =36; standard errors in parentheses.
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Table 232 Response Surfaces for MSE {dp  1cbe)
Variable Probit ME GME1 GME2 GME3
Intercept .0056** .0050** .0093** .0048** .0050**
(.0008) (.0009) (.0022) (.0008) (.0009)
Sample Size -.0000** -.0000** -.0000 -.0000** -.0000**
(.0000) (.0000) (.0000) (.0000) (.0000)
Stdt .0043** .0062** -.0032 .0048** .0062**
(.0008) (.0009) (.0022) (.0008) (.0009)
Stdchi .0040** .0044** -.0002 .0040** .0044**
(.0008) (.0009) (.0022) (.0008) (.0009)
Restrict -.0001 -.0001 -.0000 -.0001 -.0001
(.0007) (.0007) (.0018) (.0006) (.0007)
Unbal -.0047** -.0029** .0260** -.0031** -.0029**
(.0007) (.0007) (.0018) (.0006) (.0007)
R 2 0.76 0.73 0.88 0.74 0.73
a2 0.00 0.00 0.00 0.00 0.00
* M =36; standard errors in parentheses.
T able233 Response Surfaces for MSE {d p /  8be) /  MSE(Probit)
Variable ME GME1 GME2 GME3
Intercept .6985** 5.74 .6944** .6997**
(.1915) (10.18) (.1709) (-1915)
Sample Size .0000** .0018** .0000** .0000**
(.0000) (.0005) (.0000) (.0000)
Stdt -.0615 -32.85** -2079 -.0650
(.1867) (9.93) (.1667) (.1868)
Stdchi -.0740 -22.30** -.0021 -.0749
(.1867) (9.93) (.1667) (.1868)
Restrict .0314 0.98 .0283 .0308
(.1525) (8.11) (.1361) (.1525)
Unbal 1.1198** 29.43** .8164** 1.1151**
(.1525) (8.11) (-1361) (.1525)
R? 0.71 0.55 0.64 0.70
-  ■> cr~ 031 591.94 0.17 021
* M =36; standard errors in parentheses.
66
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Relative to the probit estimator, we find that risk measures for the GME estimators increase as 
we increase the sample size. Thus, GME performs relatively better when we have a  small sample size. 
Additionally, we find that GME risk measures decrease relative to probit when we draw errors from 
standardized t- or standardized chi-squared distributions. This makes sense because the probit model 
assumes normal errors. Finally, GME is more sensitive to  the unbalanced sample than probit. This is 
because shrinkage is greater for GME the farther the predicted probabilities are from 0.5. Thus, the 
parameter estimates become closer to zero the more unbalanced the sample since we place more weight 
on the errors.
2.9 Conclusions
We examine both ME and GME estimation in binary and multinomial choice models using 
actual data as a basis for Monte Carlo sampling experiments. We find that ME is equivalent to logit 
when we specify the ME data constraint following Soofi (1992) and Golan, Judge, and PerlofF ( 1996). 
We show that GME shrinks the parameter estimates toward zero and the predicted probabilities toward 
0.5 and that the degree o f shrinkage is greater the wider we specify the error bounds. In addition, 
shrinkage is greater when we have an unbalanced sample with many predicted probabilities far from 0.5. 
For balanced samples, we observe very little difference in prediction between the alternative estimators.
GME performs well within Monte Carlo sampling experiments in terms of risk measures for 
the parameter estimates, the predicted latent variables, the predicted probabilities, and the marginal 
effects. The GME3 estimator dominates ME-Iogit over all o f  the risk measures for our Monte Carlo 
experiments. The GME2 estimator also dominates ME-Iogit in our experiments and the risk gains are 
greater than for GME3. We expected the GME estimators to have lower variance than ME-Iogit, 
however the we find that the bias is also lower for GME. In addition, the MSE for the marginal effects 
is lower for GME2 and GME3 than for ME-Iogit Therefore, based on our sampling experiments we 
conclude that GME estimation is a  viable alternative to logit estimation, particularly when we have a 
small or an unbalanced sample where the shrinkage properties o f  GME are greater.
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CHAPTER 3
MONTE CARLO EXPERIM ENTS COMPARING THE GME AND OLS ESTIMATORS IN A
LINEAR REGRESSION MODEL
3.1 Introduction
In this chapter we use the generalized maximum entropy (GME) estimator developed by Golan, 
Judge, and Miller (1996) to estimate linear regression models. We carry out several Monte Carlo 
experiments comparing the GME estimator to the ordinary least squares (OLS) estimator. We compare 
the estimators on the basis o f  the mean squared error (MSE) of the parameter estimates and the MSE of 
the predicted values. Golan et al. discuss both asymptotic and finite sample properties o f  the GME 
estimator and show that the GME estimator is consistent and asymptotically normal. Additionally, in 
Monte Carlo sampling experiments using artificial data, they find that although the GME estimator is 
biased it has lower variance and MSE than the OLS estimator over most o f  the parameter space. We 
conduct several Monte Carlo experiments using actual data as a basis. We discuss ME estimation in the 
general linear model (GLM) in section 32, GME estimation in the GLM and shrinkage properties of the 
GME estimator in section 33 , describe our sampling experiments in section 3.4, and present results in 
section 3.5.
32  Maximum Entropy Estimation in Linear Regression Models
Golan, Judge, and Miller (1996) develop a maximum entropy formulation to estimate the 
unknown parameters in a  linear regression model. Since the unknown parameters in the linear 
regression model are not in the form of probabilities, Golan et al. reparameterize the model in a manner 
similar to the error transformation o f the GME model for the binary choice problem described in 
Chapter 2. Thus, in using ME to solve linear regression problems, we must specify a matrix o f  support 
points that bounds the unknown parameters and errors a priori. This allows us to combine both sample 
and nonsample information as in the restricted least squares (RLS), inequality restricted least squares
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(IRLS), and Stein-rule estimators. However, the ME estimator is more similar to Bayesian inference 
since we must specify a prior distribution for the unknown parameters.
We carry out Monte Carlo experiments specifying different support matrices for the unknown 
parameters and errors. If we do not have good prior information, we can specify very wide parameter 
bounds to ensure that the true parameters lie within these bounds. This is analogous to the 
noninformative prior in Bayesian inference. In Chapter 4, we examine the cost o f specifying a 
parameter support that does not contain the true parameters, which are known in our sampling 
experiments.
Golan, Judge, and Miller (19%, p. 88) specify four different entropy formulations to estimate 
the unknown parameters in the GLM. The first of these, the ME formulation, does not include the error 
term in the entropy function or its constraints. The GME formulations, which we discuss in section 3.3, 
do include the error term in the entropy function and its constraints. Excluding the error term the GLM 
is written as
where y  is an N  x I vector of sample observations, A" is an N x K  matrix o f explanatory variables, 
and/9 is a K  x 1 vector o f unknown parameters. Jaynes (1957a, 1957b) shows that ME allows us to 
estimate the unknown probabilities in a discrete probability distribution. Therefore, Golan, Judge, and 
Miller (1996) reparameterize the GLM such that the unknown parameters are in the form of 
probabilities, which we can estimate through ME. To do so they assume that the parameters may be 
bounded a priori. We must specify a parameter support matrix in order to obtain entropy estimates for 
the unknown parameters in the GLM. Let zkl be the smelliest possible value o f f i k and zk2 be the
largest possible value of f ik . Then, for each parameter, f ik , there exists p k e [0 ,l]  such that
(3.1)
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The parameter support is based on prior information or economic theory. For example, we would 
specify boundaries o f zkx — 0 and zk2 = 1 when estimating the marginal propensity to consume. 
However, specifying the largest and smallest possible values for each variable is not an easy task since 
economic theory does not usually provide this information.
Golan, Judge, and Miller (1996) define a set o f  M > 2  support points, which may or may not 
be symmetric about zero and which bound the unknown parameters. Let zk represent the M  x 1
support vector for the k *  parameter and let p k represent the associated M  x 1 vector o f  weights on 
these support points. The parameter vector, /? , is expressed as
P = Z p -
’z[ 0 ... 0 ■ '  P\
0 z'2 -  0
-
P2
0 0 zi_ P k .
k = lJL,...rK (3.4)
where 0  is a K  x I vector o f unknown parameters, Z  is a  K  x K M  matrix of support points, and p  
is a KM  x 1 vector o f unknown weights such that p ^  > 0  and p'kiM = 1 for all k . Golan et al.
(1996. p. 140) suggest that we do not gain much precision in our estimates when using more than 
M  = 5 support points. The vector o f support points may vaiy for each parameter. We write the 
reparameterized model as
y  =  X Z p , (3.5)
where y , X , and Z  are known and we obtain the ME parameter estimates through the equation
P  = Z p ,  (3.6)
where p  is the estimated vector o f weights for the parameter support. Golan et al. assume that Z  is 
block diagonal. That is, the support points for any one parameter do not directly affect any o f the other 
parameter estimates. We develop a support matrix that is not block diagonal, which allows us to specify 
sign and other inequality restrictions on the parameters.
The ME probabilities for the linear regression problem are estimated by solving the constrained 
optimization problem
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m ax H (p )  — - p '  ln(/?) (3.7)
subject to
y =  XZp  (3.8)
( I k ®  =  , x * ( ^ '^
Equation (3.8) is the data constraint and equation (3.9) is the additivity constraint, which requires that 
the probabilities must sum to one for each of the K  parameters. The Lagrangian for the ME linear 
regression problem is
J  =  - p ’ In(/7) -t- X \ X Z p - y )  + y ’[iK -  ( /*  ® i ’u  ) p ] , 
where X is an N  x 1 vector o f  Lagrange multipliers used to obtain the optimal probabilities and y  is a 
K  x 1 vector o f  Lagrange multipliers for the additivity constraint on the unknown probabilities. The 
FOC's for the ME problem are
= - i m  -  ln(p) + Z 'X 'k  -  U K ® iu  )r  = o
dp
dy
Solving the KM  FOC’s for the unknown p's yields
p  = exp (Z ,X ' l ) e x p [ - i KM ~ ( I K ® iM)y], 
which implies that
Pkm =  ex?(zkmXk A) e x p ( - 1 - y k ), 
where xk is the N  x 1 vector o f  observations for the k*  explanatory variable. Since the additivity
M
constraint requires that Y.Pkm =  1 ^ d  e x p (- l  - y k) is constant for a given parameter, the optimal
JRb I
probabilities may be rewritten as
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.  exp( z ^ x l A )  exp( z ^ X )
Pkm m « r» / 3\
Y.e*P(ZkmXk'L) “ *( / l )
(3.10)
where Clk (X) represents the partition function for the k*  parameter. Taking the second derivative o f
the Lagrangian with respect to p  shows that the Hessian for the ME linear regression problem is 
negative definite, and thus ensures a unique global solution to the entropy maximization problem.
In the dice problem, described in Chapter I, we use ME to estimate the unknown probabilities 
given a set o f known support points and a known prior (the observed average from previous rolls). In 
discrete choice problems, described in Chapter 2, we use ME to estimate the probability o f each 
individual choosing each o f  J  alternatives. We have a known support in discrete choice models and 
specify a data constraint that links the unknown parameters to the observed data. In the linear regression 
model, we use ME to estimate the probability that a parameter is equal to each o f the M support points 
for that parameter. In the linear regression problem we do not observe a prior for the unknown 
parameters nor do we know the parameter support points. Instead, we specify a support matrix based on 
prior information or economic theory and we specify a data constraint involving the unknown 
probabilities and the observed dependent and independent variables. Thus, in the linear regression 
model, the estimated probabilities are a function of the explanatory variables, the vector o f Lagrange 
multipliers for the data constraint, and the support points placed on the parameters a priori.
As discussed in Chapter I, we can solve the ME problem as an unconstrained optimization 
problem by substituting the optimal probabilities into the original Lagrangian. For X e  9?, let p(X )  
represent the functional form o f the optimal ME probabilities, (3.10). Since the optimal probabilities 
satisfy the additivity constraint, (3.9), this term drops out of the concentrated Lagrangian, which is 
written as
M (X)  =  -p ' ( X )  ln(p(X))  + X'[XZp(X) -  y]
+ X 1 X 2 fr A ) - y ]
m
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= -p\A)Z'X 'A  + Z  ,n|P* (*)] + p’W Z ’X ’X -  y'X
= -y'A + Z ln[n4(>l)].
k
We minimize the concentrated Lagrangian to obtain X , which we substitute into (3.10) to obtain the
optimal ME probabilities. We then substitute the optimal probabilities into (3.6) to obtain the ME 
parameter estimates. The dual formulation allows us to obtain the ME parameter estimates by 
estimating the unknown X's  rather than the KM unknown probabilities.
In practice, there is no vector o f  parameters, {$, that satisfies equation (3.2) and therefore the 
entropy function does not converge under the ME formulation. Equation (3.2) requires that the errors 
equal zero for all observations, which implies that the sum of squared errors (SSE) equals zero. Since 
ME cannot satisfy this constraint, it gets as close as possible by minimizing the SSE subject to the 
constraints. Thus, the ME and OLS parameter estimates are identical as long as the OLS estimates are 
contained in the parameter support. Therefore, we use the GME formulation in our Monte Carlo 
experiments.
33  Generalized M aximum Entropy Estimation in Linear Regression Models
Golan, Judge, and Miller (1996, Ch. 6) jointly estimate the unknown parameters and the 
unknown errors in the GLM using generalized maximum entropy (GME). They specify- three different 
GME formulations; we use the GME-D formulation (Golan et al., p. 88), which estimates y8 using the 
traditional GLM as the data constraint We write the GLM in matrix form as
where e is an N  x 1 vector o f unknown errors. The alternative GME formulations are transformations 
of the GME-D formulation, which we focus on. As they do with the parameters, Golan et al. assume 
that the errors may be bounded a priori. Let v,( be the smallest possible value o f e, and v(2 be the
y  — X/J+e, (3.11)
largest possible value o f e, . Then for each random error, e , , there exists w  e [0 ,l]  such that
(3.12)
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However we do not know the error bounds in die linear regression model as we do in discrete choice 
models and placing boundaries on the unknown errors may be difficult in practice.
Following Pukelsheim (1994), Golan, Judge, and Miller (1996) suggest setting the error 
bounds as v(I =  -3<x and v(2 = 3 a , where a  is the standard deviation o f  e . However, to use this rule 
we must know or estimate a . We further discuss the error support in section 3.4, where we describe our 
Monte Carlo experiments. In our Monte Carlo experiments we define a  =  1. However, following 
Golan, Judge, and Perloff(1997) we calculate the variance o f y  assuming it follows a uniform
distribution between its minimum and maximum values, sy = -  y mm )2 /1 2 ,  and use sy in
setting our error bounds. We use this method to generate a series o f error bounds and examine which 
set performs best in our experiments.
Golan. Judge, and Miller (1996) define a set o f J  > 2  support points, symmetric about zero, 
which bound the random errors, and wt is the associated J  x 1 vector of weights on these points. The 
error vector is expressed as












0 0 - .W* .
(3.13)
where e is an M x 1 vector of random errors, V is an N  x N J  matrix o f support points, and w is an 
N J  x 1 vector of unknown weights such that wtJ >  0 and w[ij = 1 for all / .  Following Golan et al.,
we choose J  = 3 support points, which are symmetric about zero, and use the same set o f support 
points for each e, . We write the reparameterized model in matrix notation as
y  = XZp  + Vw , (3.14)
where y  , X , Z , and V  are known and we estimate the unknown p  and w vectors through GME. We 
obtain the GME error estimates through the equation
e = Vw, (3.15)
where w is the estimated vector o f weights for the unknown errors.
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We assume that die unknown weights on die parameter and the error supports for the GLM are 
independent and estimate them jointly by solving the constrained optimization problem
max H (p ,  w) =  - p '  In(p) -  w ' In(w ) (3.16)
subject to
y  =  XZp  +  Vw (3.17)
( I K ®i'u ) p  = iK (3.18)
( / W® t;) w  =  /Af. (3.19)
Equadon (3.17) is the data constraint and equations (3.18) and (3.19) are the additivity constraints, 
which require that the probabilities sum to one. The Lagrangian for the GME problem is 
4  =  - p ' ln (p ) -  w 'ln(w ) +  X \X Z p  + V w - y )  + y '[iK - ( 7 * 0  i'M)p]  +  S ’[iN ~ ( I N ® / ; ) w ] ,  
where X is an N  x 1 vector o f Lagrange multipliers for the data constraint, y  is a K  x 1 vector o f  
Lagrange multipliers for the additivity constraint on the unknown probabilities for the parameter 
support, and 8  is an N  x 1 vector of Lagrange multipliers for the additivity constraint on the unknown 
error weights. The FOC’s for the GME problem are
= -Ifa, -  ln (p ) +  Z'X'X ~ ( I K 0  iM ) r  = 0 
d p  
- -  =  - im  ~ In(H’) + V \ v - ( I N <g>ij)S = 0 
ow  
8 4- = X Z p  + V w - y  = 0 
dX
d y
The K M  FOC's for the p ’s are the same as in the ME formulation, so we again obtain the solution 
(3.10) for the optimal weights on the parameter support. Solving the NJ  FOC’s for the w’s yields
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which implies that
™nj = exP(v„y X„ ) ex p (- \~ S n) .
j
Since the addivity constraint requires that Y .wv  =  land e x p ( - 1 -  £„ ) is constant for a given error, we
Jm t
rewrite the optimal error probabilities as
exp(vBy2 „ )  exp(vnjX„)
Wn j =  J2>Xp(v„yi„) ^ n U n )
(320)
I
where ^ ( A , )  represents the partition function for the n,h error. Thus, the unknown error weights are 
a function o f the Lagrange multipliers for the data constraint and the support points placed on the errors 
a priori.
To obtain the unconstrained GME dual solution to the linear regression problem, we let p(X) 
represent the functional form o f the optimal GME probabilities, (3.10), and let w (2) represent the
functional form of the optimal error probabilities, (320). Since the additivity constraints. (3.18) and 
(3.19), are satisfied by the optimal probabilities these terms drop out of the original Lagrangian and the 
concentrated Lagrangian is written as
M(X) = - p ’(X)ln(p(X)) -  w’(X )]n(w U ))  + X'[XZp(X) + V w U )-y ]





+X'[XZp(X) + V w (X )-y ] 
= -y 'X  + Z  ln[Q* (A)] + Z  Jn[*f/„(/i„)],
k n
which we minimize to obtain X . This vector is then substituted into (3.10) and (320) to obtain the 
optimal GME probabilities. The optimal probabilities are then substituted into (3.6) to obtain the GME 
parameter estimates. The GME error estimates are obtained through equation (3.15). The dual
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formulation allows us to obtain GME parameter estimates by estimating the N  unknown X ’s rather 
than the KM  unknown parameter weights and the N J  unknown error weights.
3J.1 Shrinkage Properties of the GME Estimator
In Chapter 2, we show that the GME estimator in binary choice models shrinks the predicted 
probabilities towards O.S. GME selects the most uniform probabilities compatible with the observed 
data, and by estimating the error term along with the unknown probabilities we allow the predicted 
probabilities to be more uniform. The GME estimator in linear regression problems is also a shrinkage 
estimator, although it works differently than in the binary choice problem. In the linear regression 
problem, the GME estimator is similar to the Stein-like and empirical Bayes estimators described by 
Hill, Cartwright, and Arbaugh (1991) since GME allows us to introduce nonsample information into the 
estimation problem.
GME selects the most uniform probability distribution compatible with the constraints, which 
are based on prior information. GME shrinks the parameter estimates towards the expected value o f  the 
parameter support, which is specified a priori. Since the expected value of the parameter support is 
equal to the sum of the support points multiplied by the associated prior distribution it is known as the 
prior mean of the unknown parameters. For example, suppose we specify a parameter support that is 
symmetric about zero. If the prior probability distribution is uniform, then the prior mean o f the
parameter is equal to zero (since J3k =  zkp k ). Since GME selects the probability distribution that is 
most uniform yet compatible with the prior information, GME shrinks each parameter estimate toward 
its prior mean, in this case zero. The GME parameter estimates are a function of the parameter and 
error support matrices, which we specify, based on nonsample information. In our Monte Carlo 
experiments, described in section 3.4, we vary the parameter bounds to shrink the parameters towards 
different values representing different nonsample information.
3.4 Monte Carlo Design
We carry out several Monte Carlo experiments to compare the GME estimator to the traditional 
least squares estimator. We evaluate the estimators in terms o f  the MSE of the parameter estimates and
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the MSE of the predicted values. In this section we describe the data, describe the experimental design, 
and then discuss variations in the experimental design.
3.4.1 Data
For our linear regression experiments, we use sales data for a particular brand o f  tuna fish.
Hill, Cartwright, and Arbaugh (1991) use Stein-like rules to estimate a ‘price-promotion’ model with the 
tuna data. The data consist o f observations on sales, prices, and promotions for four brands o f  canned 
tuna fish. We have 52 weeks o f  data for three supermarket chains, or 156 weekly observations. 
Following Hill et al., we specify a semi-log functional form and our model is
S | i /  =  e x p { / ? ,  +  +  P i ( R \ , i  — P \ , / ) /  R u t  +  +  / 3 s D I S M A D w
+ f i b R > t i  "*■ P i ( ^ 2 / /  — ^ 2 / / )  !  R ^ i i  ■*" +  f i q D I S M A L ^ , ,
+ /?io^3»/ P \ i( Pyi ~ Pjti)^ Pjit +  + fiijDISMADj,!
+P\*R*ii + ^ is (^ 4 i/ — P*ti)f P*a + + f i v DISMADMt}. (331)
The independent variables are defined as
S,„ = unit sales (cans o f tuna). /  = I for target brand,
Rul = regular price, i  = 23 ,4  for competitive brands.
Pal = actual price, t = 1,—.52 weeks, I = 1 3 3  chain,
(R,,, -  P„,)/ R,,i = deal discount (always > 0 ) ,
DISlt/ = display only indicator,
DISMAD„, = display and major ad indicator.
The regular price [Rul) is an imputed value designed to reflect the product price in the absence o f any 
discounts or promotions. The deal discount ( ( / ^  -  Pa, ) l  R„,) is the non-negative percentage off the
regular price. Displays are retailer promotions in the store and major ads are retailer promotions in 
newspapers.
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It is well known that multicoliinearity is a problem in marketing models. We test for 
multicoliinearity using all 156 weekly observations. Belsley, Kuh, and Welsch (1980. pp. 100-104)
define the condition number o f  the X ’ X  matrix, denoted k( XX)  , to be -JA 1 /  A K where A, is the 
largest characteristic root and A  K is the smallest characteristic root and the regressors have been 
normalized to unit length. They conclude that for condition numbers greater than about 30 
multicoliinearity is a problem in the model. We find the maximum condition number for the tuna data 
to be ic(X'X} = 132.7, which indicates that multicoliinearity is a problem in our model. Examination 
o f the characteristic vectors shows that the collinearity is among the regular prices o f the different 
brands, particularly brands 2 and 3. Golan, Judge, and Miller (1996) find that GME has lower risk in 
terms of squared error loss than OLS does in sampling experiments using artificial data. The GME 
estimator performs especially well when the data are collinear. Therefore, the marketing model using 
the tuna data provides a good empirical test o f the GME estimator.
3.4.2 Monte Carlo Experiments
In our Monte Carlo experiments, we are interested in both the MSE o f the parameter estimates 
and the MSE o f prediction. We use generated data for the Monte Carlo iterations. We draw a random 
sample. X , of 150 observations from the 156 total observations. We use this data to create an 
estimation sample. We also draw a random sample. X 0, o f 50 observations which we use to create a
hold-out sample. We choose f}lrue as the true parameter vector. We generate new data during each 
Monte Carlo iteration using the true parameter values as 
y  = X p trM+ e e - N { .  0,1)
and y 0 = X o0 lrue +eQ e0 ~ N (0,1),
where y  is an N  x  1 vector o f  generated observations, X  is an N  x K  matrix o f  explanatory 
variables, y0 is an N 0 x 1 vector of generated observations for a hold-out sample, X 0 is an N 0 x X  
matrix of explanatory variables for the hold-out sample, and e and e0 are vectors o f random errors 
drawn from a standard normal distribution. As part of the experimental design, we also cany out
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experiments with errors drawn from standardized t- and standardized chi-square distributions to examine 
the robustness o f the estimators.
During each Monte Carlo iteration, we estimate the model using the generated data with the 
alternative estimation techniques (OLS and GME). We use the parameter estimates to predict the 
dependent variable in-sample as
y  = XB  (322)
and out-of-sample as
=  (323)
where is the estimated parameter vector using either OLS or GME. [This Monte Carlo step is 
repeated NSAM  =  500 times.] For GME, we also calculate y  =  X fi + e for the estimation sample 
observations (we cannot estimate e out-of-sample in the linear regression problem). Since 
y  =  XZp + Vw is our data constraint, y  will equal y  unless the optimal GME probabilities cannot 
satisfy the data constraint.
We estimate the model using three different parameter support matrices:
1) In Parameter Support 1 (PS 1), we specify [—20 -1 0  0 10 20] as the support for
the intercept, price and discount variables and [—10 -5  0 5 10] as the support for
the advertising dummy variables. We expect price and discount percentage to have a 
larger impact on sales than advertising so we allow for wider bounds. All parameters are 
shrunk toward zero under this specification.
2) In Parameter Support 2 (PS2), we specify [—200 —100 0 100 200] as the support
for the intercept, price and discount variables and [-100  - 5 0  0 50  100] as the
support for the advertising dummy variables. This experiment allows us to test the 
performance o f GME under a very wide parameter support, which would be used when we 
have very little prior information about the expected parameter estimates. Under this
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specification, the parameters are again shrunk toward zero. However, the degree o f 
shrinkage should be less since we rely more on the data than on prior information.
3) In Parameter Support 3 (PS3), we specify the parameter support to be symmetric about the 
“true” parameters. Thus, the estimates will be closest to the true parameters yet 
compatible with the observed data. We specify the parameter support as
[ ^ - 2 0  P —10 f i  p + 10 p  + 20]/ for the intercept, price and discount variables
and \P ~  10 P ~ 5  P  P + 5  /? -f-10] for the advertising dummy variables, where 
the f f  s above are the “true” parameters used to generate the data.
Within each parameter support, we vary the sample size, the random errors, and the error support In 
addition, we perform the experiments both with and without inequality restrictions placed on the 
parameters for parameter supports 1 and 2. We term the restricted parameter supports PSRI and PSR2. 
We discuss the inequality restrictions in section 3.4.4 below.
We use estimation samples of size N  =  150, N  =  100 . and N  = 50 . Golan. Judge, and 
Miller (1996) suggest using the 3c-ru le  (Pukelsheim 1994) for setting the error bounds, where c  
represents the standard deviation o f  e . In our sampling experiments, we normalize the standard 
deviation o f the errors to be equal to I . Following Golan, Judge, and Perloff (1997) we calculate the 
sample standard deviation o f y  assuming it follows a uniform distribution between its minimum and
maximum values; the sample standard deviation o f y  is equal to sy =  15 for the full sample. We 
construct four GME estimators using error bounds of 0 s v.) for GME 1, [~ -s v 0 2 sv) for
GME2, (—3sy 0 3 s forGME3, and (—■4sy 0 forGME4. The GME2 estimator
coincides with the 3c-rule based on our known standard deviation ( c  = 1) while the GME3 estimator
follows the 3c-rule based on the sample standard deviation o f y .
We calculate the mean squared error o f  the predicted values (YMSE) as
J ' J 2 \ nsamYMSE = £ (3-24)
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for the estimation sample observations, and
nsam\ [ /
YMSEq =  Z  Z C P o «  - J ' o n )  I l nsam (3 2 5 )
for the hold-out observations. In addition, we calculate the M S E (ff) , which is given by
«-1 L*-i J /
(3-26)
The root mean squared error (RMSE) is simply the square root o f the MSE. The M SE (fl)  is equal to 
the variance plus the bias squared o f  the parameter estimates, P . These terms are given by
respectively.
3.43 Dimensions o f the Experimental Design
The dimensions o f  the experimental design include the following:
1) We vary the size o f  the estimation sample data se t In addition to the sample size of 150 
observations we carry out experiments with sample sizes o f  100 and 50 observations.
2) To test whether GME estimation is robust we conduct experiments with errors drawn from 
different distributions. Errors are drawn from a  /-distribution with 3 degrees o f  freedom 
and from a chi-square distribution with 5 degrees o f freedom, correcting the mean to zero 
and the variance to one.
3) We vary the parameter and error support matrices for the GME estimator to reflect 
different nonsample information.
4) We modify the estimators so as to constrain the estimates to take their expected signs in 
each sample. Imposing such inequality information is made feasible by readily available 
modem software. In OLS, we simply minimize the SSE subject to the inequality
restrictions, which are imposed through the GAUSS Constrained Optimization module. In 
GME, we impose the inequality restrictions through the parameter support. For the tuna 
data, we constrain the coefficient for the regular price o f  the target brand ( P 2 ) to be 
negative and the coefficients for the regular prices o f all other brands to be positive. We 
expect that a higher price for the target brand will reduce sales o f the target brand while 
higher prices o f competitive brands will increase sales o f the target brand. Similarly, we
v a r (P ) =  z n sa m , ( 3 2 7 )
and
nsam . ( 3 2 8 )
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constrain the coefficient for discount percentage o f  the target brand ( ) to be positive
and the coefficients for discount percentage o f  all other brands to be negative. Finally, we 
constrain both advertising coefficients for die target brand to be positive and the 
coefficient for display plus major ad to be greater than the coefficient for display ad only 
( P s > f i4 ). We impose all o f  these constraints through the parameter support matrix.
We refer to the experiments as LR11-LR13,..., LR61-63. Table 3.1 summarizes the dimensions for the 
linear regression experiments.
Table 3.1 Dimensions of Monte Carlo Linear Regression Experiments
ExDeriment Sample Size Restrictions Errors
LR 11 150 Unrestricted Normal
LR 12 150 Unrestricted Std.-t
LR 13 150 Unrestricted Chi-square
LR21 100 Unrestricted Normal
LR22 100 Unrestricted Std.-t
LR 23 100 Unrestricted Chi-square
LR 31 50 Unrestricted Normal
LR 32 50 Unrestricted StdL-t
LR 33 50 Unrestricted Chi-square
LR41 150 Restricted Normal
LR 42 150 Restricted Std.-t
LR 43 150 Restricted Chi-square
LR 51 100 Restricted Normal
LR 52 100 Restricted Std.-t
LR 53 100 Restricted Chi-square
LR 61 50 Restricted Normal
LR 62 50 Restricted Std.-t
LR 63 50 Restricted Chi-square
3.4.4 Parameter Restrictions in GME
In GME, we impose all o f our parameter restrictions through the parameter support matrix. Z . 
We modify Z  such that it is not block diagonal, which allows us to impose parameter inequality 
restrictions of the type > f}2 . Using the block diagonal support matrix defined by Golan, Judge, and 
Miller (1996) we can easily impose sign and other inequality restrictions on individual parameters 
through the support matrix. For example, in the tuna data we constrain the coefficient for the regular 
price of the target brand, f i2 »10 ** negative. If we specify the support for f i 2 as
[—20 -15  —10 —5 0] , our GME estimate is
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P i  — -2 0 p j| — 15p22 ”  I O ftj 5f> 24 0^25 < ® » (3.29)
since p 2m > 0 for all M  support points.
To impose cross-equation inequality restrictions using the parameter support matrix we specify 
a parameter support matrix that is not block diagonal. For example, in the tuna data we constrain 
Ps > P a coefficient for display and major ad is greater than the coefficient for display only for the 
target brand). To do this we specify these unknown parameters as
P a — 7* P a '
Io
P a '
A . Ps. _-4 *5 Ps.
where Z* is the 2 x 2 A / sub-matrix o f  support points for P A and P 5. and p A and p s represent the 
unknown probabilities associated with the support points for these parameters. In our experiments with
inequality restrictions, we specify both z'A and z\ to b e [0  2 5  5 15  10] . In this case, the
GME estimates are
Using this method, we may specify inequality restrictions between any set o f parameters.
The solution to the GME linear regression problem when the parameter support matrix is not
PA = 0p Al + 25 p A2 + 5pAi + 15pu  + 10pA5 > 0 .  and
P s =<KF>A\ + P s i )  +  2 -5(P42 + PS2)+ 5 (P43+ Ps3) +  7-5(>44 + P m )  +  , °(P4S + P s s )
= P A + 0p 5] + 25 p 52 + 5pSi + 1 5 p ^  + 10p 55 > P A . (3.31)
block diagonal is obtained in the same manner as the traditional GME solution. The Lagrangian is
formed the same way and solving the K M  FOC’s for the unknown p's  we again obtain
P = exp(ZX '/l)exp[-/m  -  U k  ® ‘m )r] •
However, since Z  is not block diagonal we now obtain
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u
Since the additivity constraint requires that £  =  1 and e x p (- l  ~ / k ) is constant for a given
3.5 Monte Carlo Results
In this section we present Monte Carlo results which examine risk measures for the OLS and 
GME estimators in a linear regression model. Section 3.5.1 gives results for experiments using PS1 as 
the GME parameter support. Section 3.5.2 gives results for experiments using PSR1, which includes 
parameter inequality restrictions, as the GME parameter support Section 3.53  gives results for PS2, 
section 3.5.4 gives results for PSR2, and section 3.5.5 gives results for PS3.
3.5.1 Parameter Support 1 (PS1)
In this section, we present results for Monte Carlo experiments using PS 1 as the GME 
parameter support. Table 32  gives summary statistics for the independent variables in the tuna data set 
overall 156 observations. The sample coefficient of variation is defined as CVX = 5 (x )  /  x  . where 
s (x )  is the sample standard deviation o f x  and x  is the sample mean o f x . Table 3.3 summarizes 
PS1 and the prior means of the GME parameter estimates. Table 3.4 gives parameter estimates using the 
alternative estimators on all 156 observations in the tuna data set while Tables 3.5-3.7 give risk 
measures of the alternative estimators in sampling experiments LRl 1-LR13.
We set the “true” parameter values fairly close to the OLS estimates with a  few exceptions.
The OLS estimates for the coefficients on the regular price o f brands 3 and 4 and the discount 
percentage of brand 4 do not take the expected signs. Therefore, we set the “true” parameter values to 1 
for the regular price o f  brands 3 and 4 and to -0.5 for the discount percentage o f brand 4. The GME 
estimates for Price3 are positive while the rest o f the GME estimates take the same sign as the OLS 
estimates. However, the GME estimates for DISMAD2 are negative for GME1 and GME2 and positive 
for GME3 and GME4.
parameter, the optimal probabilities may be rewritten as
Pkm (3.32)
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Table 3.2 Summary Statistics for Tuna Fish Data (fV=i56 Observations)
Standard Coefficient
Variable Mean Min. Max. Deviation ofVariation
Price1 0.89 0.66 1.12 0.13 0.15
Discount I 0.08 0 0.52 0.11 1.45
DISI 033 0 1 0.47 1.42
DISMAD1 0.12 0 I 033 2.69
Price2 0.90 0.65 1.07 0.12 0.14
Discount2 0.08 0 0.55 0.12 1.44
DIS2 038 0 I 0.45 1.60
DISMAD2 0.14 0 1 0.35 2.48
Price3 0.88 0.59 1.02 0.11 0.12
Discount3 0.06 0 0 3 8 0.11 1.73
DIS3 038 0 1 0.49 139
DISMAD3 0.11 0 1 031 2.87
Price4 0.72 0.55 0.89 0.09 0.13
Discount4 0.04 0 035 0.07 1.80
DIS4 0.12 0 1 0.32 2.78
DISMAD4 0.05 0 1 0 3 2 432
Table 3 3  PS1 Support Points and Prior Means
Variable r l -2 r3 r4 r5 Prior Mean
Intercept -20 -lo 0 10 20 0
Price 1 -20 -10 0 10 20 0
Discount 1 -20 -10 0 10 20 0
DISI -10 -5 0 5 10 0
DISMADI -10 -5 0 5 10 0
Price2 -20 -10 0 10 20 0
Discount2 -20 -10 0 10 20 0
DIS2 -10 -5 0 5 10 0
DISMAD2 -10 -5 0 5 10 0
Price3 -20 -10 0 10 20 0
Discount3 -20 -10 0 10 20 0
D1S3 -10 -5 0 5 10 0
DISMAD3 -10 -5 0 5 10 0
Price4 -20 -10 0 10 20 0
Discount4 -20 -10 0 10 20 0
DIS4 -10 -5 0 5 10 0
D1SMAD4 -10 -5 0 5 10 0
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Table 3.4 Parameter Estimates for Tana Fish Data using Alternative Estimators
Variable OLS GME1 GME2 GME3 GME4
“True” MC 
Parameters
Intercept 4.08 4.06 4.02 3.97 3.92 4.00
Price I
(8.02)
-4.60 -4.75 -3.50 -238 -1.83 -430
Discount I
(-3.43)
3.61 320 3.37 323 3.05 3.50
DISI
(5.56)
0.53 0.51 0.51 031 0.50 0.50
DISMADI
(4.53)
1.05 1.09 1.05 1.05 1.05 1.00
Price2
(4.68)
1021 8.72 738 5.72 4.48 9.00
Discount2
(5.07)
-039 -o.to -031 -030 -028 -0.40
DIS2
(-0.50)
0.10 0.09 0.14 0.18 020 0.10
DISMAD2
(0.64)
-0.07 -0.11 -0.02 0.02 0.05 -0.05
Price3
(-029)
-131 0.54 0.13 0.59 0.86 1.00
DiscounG
(-0.69)
-2.19 -2.88 -2.41 -2.32 -220 -2.00
DIS3
(-2.68)
036 0.40 0.39 0.40 0.41 0.40
DISMAD3
(2.95)
0.33 0.38 0.35 034 0.31 0.30
Price4
(125)
-1.54 -1.69 -1.04 -0.62 -026 1.00
Discount4
(-1-16)
0.14 0.65 0.42 0.45 0.42 -0.50
DIS4
(0.13)
029 026 028 029 029 0.30
DISMAD4
(1.57)






* N =156; Parameter support = PS1.
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Table 3.5 Monte Carlo Linear Regression 11 -  PS1 (See Table 3.1 for design)
OLS GME1-PS1 GME2-PSI GME3-PSI GME4-PS1
M S E ( # 49.49 247.17 3835 40.15 48.10
RMSE (ft) 7.04 15.72 6.18 634 6.94
V ar (P) 49.44 24438 30.19 17.92 11.84
Biasr(yff) 0.05 2.79 8.07 2233 3636
PRMSE 11.58 44.90 11.65 11.68 11.75
PRMSE (p+e) 42.92 0.00 0.00 0.00
PRMSE0 7.54 26.45 732 7.49 7.50
R2 0.77
* N=150; unrestricted; normal errors.
Table 3.6 Monte Carlo Linear Regression 12 -  PS1 (See Table 3.1 for design)
OLS GME1-PS1 GME2-PSI GME3-PS1 GME4-PS1
MSE Cp) 46.42 507.60 285.70 133.66 91.45
RMSE {P) 6.81 2233 16.90 11.56 9.56
Var (p) 4635 50030 277.14 11330 57.18
Bias: (yff) 0.07 7.40 8.57 20.36 3436
PRMSE 11.10 86.69 53.01 30.34 16.64
PRMSE (p + e ) 85.46 50.77 27.46 1139
PRMSE0 7.42 50.74 31.36 18.45 10.51
R 2 0.77
* N=!50; unrestricted; standardized t- errors.
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Table 3.7 Monte Carlo Linear Regression 13 -  PS1 (See Table 3.1 for design)
OLS GME1-PS1 GME2-PS1 GME3-PS1 GME4-PSI
MSE (p ) 48.82 273.75 90.61 44.77 48.99
RMSE {fi) 6.99 16.55 9.52 6.69 7.00
Var (p ) 48.70 263.34 7936 2224 12.48
Bia£ (P ) 0.11
10.41 11-25 22.53 36.51
PRMSE 11.51 45.64 14.14 11.65 11.68
PRMSE(p+e) 44.85 7.04 0.01 0.00
PRMSE0 7.40 26.91 8.89 7.44 739
R 1 0.77
* N=150; unrestricted; standardized chi-square errors.
We find that the shrinkage in CME is greater as we widen the error bounds, thus allowing more 
weight to be placed on the estimated error term. In addition, the GME estimates are shrunk most for the 
components with the lowest coefficients o f variation. These are also the components with the smallest 
variances and the largest characteristic roots in the Belsley et al. (1980) singular value decomposition. 
Thus, these are the components responsible for the collinearity. This type o f shrinkage is consistent 
with Stein-like estimators, which also shrink components with small variances more than components 
with large variances (Judge et al. I98S, p. 923). In contrast, certain ridge estimators shrink components 
with large variances more than components with small variance (Judge et al. 1983, p. 921).
Tables 3.5 and 3.7 show that the GME estimator does have a lower MSE than OLS under 
certain sets o f error bounds when the errors are drawn from a standard normal distribution or a 
standardized chi-square distribution with S degrees o f freedom. However, OLS always outperforms 
GME when the errors are drawn from a standardized t- distribution with 3 degrees o f freedom, which 
has thicker tails than the other error distributions we consider. Golan, Judge, and Miller (1996, p. 142) 
note that the standardized /- distribution has thicker tails than the normal or standardized chi-square 
distributions and they specify a wider error support for the /- distribution in their experiments. They 
find that GME has a lower mean square error loss (MSEL) than OLS even when the errors are drawn 
from a standardized t- distribution. However, in our Monte Carlo experiments with errors drawn from a
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standardized t- distribution OLS has a  lower MSE than GME even when we specify very wide error 
bounds, as in the GME4 estimator.
The GME I estimator, which has the narrowest error bounds, does not perform well under any 
o f the error distributions. We find that the variance o f  the GME estimator decreases as we widen the 
error bounds; as we place more weight on the errors the parameter estimates do not vary as much in each 
Monte Carlo iteration. However, the bias increases as we widen the error bounds. Thus, it appears
there is a unique error support that minimizes the MSE (fl)  for a given GME parameter support
We find that the estimation sample prediction MSE is lower for OLS than for GME in every 
case. However, the out-of-sample prediction MSE is lower for GME than for OLS for both the normal 
and chi-square experiments when we specify wider error bounds. We find that our estimate y  = p  + e 
is equal to the true value o f y  when we allow wide enough error bounds, which means that the data 
constraint is satisfied by the optimal probabilities. Recall that y  = p  + e is a constraint in the GME 
model. Therefore, GME is unable to find a  solution that satisfies both the data and additivity constraints 
when the PRMSE using p  + e is not equal to zero.
Tables 3.8-3.10 give risk measures o f  the alternative estimators in sampling experiments LR21- 
LR23, which have estimation sample size N  - 100. The bias for each estimator, except GME 1, increases 
as we decrease the sample size. The variance also increases as the sample size decreases except for 
experiment LR22, which has errors drawn from a standardized /- distribution, where the variance o f the 
GME estimators decreases as the sample size decreases. We again find that GME outperforms OLS in
terms o f MSE (/?) and out-of-sample prediction when the errors are drawn from a standard normal or 
standardized chi-square distribution. The amount o f risk gain by GME compared to OLS is greater the 
smaller the sample size. For the GME estimator the out-of-sample prediction MSE declines as we 
widen the error bounds even in cases where the in-sample prediction MSE begins to increase.
Tables 3.11-3.13 give risk measures o f the alternative estimators in sampling experiments 
LR31-LR33, which have estimation sample size N  =50. We again observe that the risk measures 
increase at a much greater rate for the OLS estimator than for the GME estimator as we decrease the
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Table 3.8 Monte Carlo Linear Regression 21 -  PS1 (See Table 3.1 for design)
OLS GME1-PS1 GME2-PS1 GME3-PSI GME4-PS1
MSE(y9) 6938 267.80 47.51 50.10 5831
RMSE iP ) 833 1636 6.89 7.08 7.63
V ar CP) 6939 265.99 3537 20.46 12.82
Bias^/T) 0.08 1.82 11.94 29.64 4539
PRMSE 9.12 33.17 930 936 935
PRMSE (p+e) 3134 0.00 0.00 0.00
PRMSE0 7.81 2435 7.73 7.68 7.65
R2 0.70
* N=100; unrestricted; normal errors.
Table 3.9 Monte C arlo Linear Regression 22 — PS1 (See Table 3.1 for design)
OLS GMEl-PSl GME2-PSI GME3-PSI GME4-PSI
MSE (0 ) 60.96 532.49 215.62 103.09 85.30
RMSE (0 ) 7.81 23.08 14.68 10.15 934
Var (p) 60.84 528.64 196.54
70.54 38.99
Bias2(£) 0.12 3.85 19.08 32.55 46.31
PRMSE 8.75 69.45 34.04 16.68 1537
PRMSE (p+ e) 68.45 3239 13.75 12.64
PRMSE0 7.65 5238 24.96 12.91 11.84
R 2 0.70
* N=I00; unrestricted; standardized t- errors.
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Table 3.10 Monte Carlo Linear Regression 23 -  PS1 (See Table 3.1 for design)
OLS GMEI-PS1 GME2-PS1 GME3-PSI GME4-PSI
M SE CP) 67.69 306.45 82.25 53.99 58.61
RM SE CP) 8_23 17.51 9.07 735 7.66
Var Cp) 67.59
298.22 69.48 24.56 13.63
Bias2 (P ) 0.10 8.23 12.77 29.43 44.98
PRMSE 9.13 50.74 10.82 933 937
PRMSE (p + e ) 50.18 5.45 0.00 0.00
PRMSE0 7.81 36.86 8.91 7.77 7.67
* 2 0.70
* N=I00: unrestricted; standardized chi-square errors.
Table 3.11 Monte C arlo L inear Regression 31 - PS1 (See Table 3.1 for design)
OLS GMEI-PS1 GME2-PS1 GME3-PS1 GME4-PS1
MSE (p ) 211.38 284.54 79.54 76.97 81.41
RMSE Cp) 14.54 16.87 8.92 8.77
9.02
Var Cp) 21131 279.43 47.32 22.37 12.56
Bias2(p ) 0.07 5.11 3231 54.60 68.85
PRMSE 5.73 18.33 5.91 6.06 6.19
PRMSE (p + e ) 17.17 0.00 0.00 0.00
PRMSE0 9.10 19.33 8.45 8.25 8.15
R2 0.84
* N=50; unrestricted; normal errors.
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Table 3.12 Monte Carlo Linear Regression 32 — PS1 (See Table 3.1 for design)
OLS GME1-PS1 GME2-PS1 GME3-PSI GME4-PS1
MSE (p ) 204.29 433.90 178.84 11332 9939
RMSE {P) 14.29 20.83 1337 10.64 9.97
Var {P) 204.06 421.99 143.43 5538 29.87
Bias2(/?) 0.23 11.91 35.41 57.84 69.52
PRMSE 5.69 37.90 1931 8.58 8.13
PRMSE (p +  e) 3733 1836 5.39 4.61
PRMSE0 9.01 38.50 2032 10.88 1037
R2 0.84
* N=50; unrestricted; standardized t- errors.
Table 3.13 Monte Carlo L inear Regression 33 —PS1 (See Table 3.1 for design)
OLS GME1-PSI GME2-PS1 GME3-PSI GME4-PSI
MSE {P) 20234 358.57 99.90 80.70 83.08
RMSE (p ) 14.22 18.94 10.00 8.98 9.11
V ar(^ ) 202.05 348.99 64.97 24.91 13.46
Bias2 (p ) 0.18 9.58 34.93 55.79 69.62
PRMSE 5.74 32.80 632 6.07 6.18
PRMSE (p +  e) 3232 1.86 0.00 0.00
PRMSE0 9.08 32.91 8.83 8.31 8.16
R 2 0.84
* N=50; unrestricted; standardized chi-square errors.
sample size. The variance for the GME estimator decreases as the sample size decreases when the 
errors are drawn from a standardized t- distribution. In fact, the MSE(J3) is lower for GME2, GME3, 
and GME4 than for OLS in this experiment 
3 3 2  Restricted Param eter Support 1 (PSR1)
In this section, we present Monte Carlo results using PSRI, which places inequality restrictions 
on the parameters, as the GME parameter support. We examine risk measures for inequality restricted 
least squares (IRLS) and GME estimators with inequality restrictions placed on the parameters. Table
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3.14 summarizes PSRI and the prior means o f the GME parameter estimates. Each parameter is shrunk 
toward its prior mean, which no longer equals zero for all parameters in the restricted model. Table
3.15 gives parameter estimates using the alternative estimators on all 156 observations in the tuna data 
set while Tables 3.16-3.18 give risk measures o f the alternative estimators in sampling experiments 
LR41-LR43.
We observe that the IRLS estimator has lower risk than the OLS estimator from experiment 
LR11 does, although the IRLS estimator is biased. The risk measures increase for our GME estimators 
under this set of restrictions. However, this is largely because the prior means change when we impose 
the inequality restrictions since each estimator is shrunk toward its prior mean. In a sense, every GME 
estimator, has inequality restrictions since we must specify a parameter support that bounds each 
parameter. In Chapter 4, we further discuss the impact o f the prior mean when imposing inequality 
restrictions through the parameter support matrix. We obtain similar results for sampling experiments 
LR51-LR63, whose results are given in Appendix D, Tables D.13-D.18.
3.53  Param eter Support 2 (PS2)
In this section, we present results for Monte Carlo experiments using PS2, which places very 
wide bounds on the unknown parameters, as the GME parameter support. This type o f parameter 
support would be used if we do not have good nonsample information with which to specify the 
parameter support. This is analogous to the noninformative prior in Bayesian inference. Table 3.19 
summarizes PS2 and the prior means o f the GME parameter estimates. Table 3.20 gives parameter 
estimates using the alternative estimators on all 156 observations in the tuna data set while Tables 3.21- 
3.23 give risk measures o f the alternative estimators in sampling experiments LR11-LR13.
The results for PS2 show that the GME estimates are very close to the OLS estimates when we 
specify wide support vectors for each parameter. In addition, OLS has lower risk than GME for most of 
the experiments. GME3 and GME4 have lower risk than OLS when the errors are standard normal, but 
the difference is very small. These results indicate that there is not much reason to use GME unless we 
have nonsample information that we can use to restrict the parameter space. The results for experiments 
LR21-LR33 are given in Appendix D, Tables D.21-D.27.
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Table 3.14 PSR1 Support Points and Prior Means
Variable r]_ a 2 r4 r5 Prior Mean
Intercept -20 -10 0 10 20 0
Price 1 -20 -15 -10 -5 0 -10
Discount I 0 5 10 15 20 10
DIS1 0 2 JS 5 7.5 10 5
DISMADI 0 25 5 7.5 10 5
Price2 0 5 10 15 20 10
Discount2 -20 -15 -10 -5 0 -10
DIS2 -10 -5 0 5 10 0
DISMAD2 -10 -5 0 5 10 0
Price3 0 5 10 15 20 10
Discount -20 -15 -10 -5 0 -10
DIS3 -10 -5 0 5 10 0
DISMAD3 -10 -5 0 5 10 0
Price4 0 5 10 15 20 10
Discount4 -20 -15 -10 -5 0 -10
DIS4 -10 -5 0 5 10 0
DISMAD4 -10 -5 0 5 10 0
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Table 3.15 Parameter Estimates for Tuna Fish Data using Alternative Estimators
Variable OLS GME1 GME2 GME3 GME4
“True7'  MC 
Parameters
Intercept 3.66 3 3 3 1.99 1.04 0 3 9 4.00
Price 1 -5.05 -6.95 -9.19 -10.88 -11.76 -4.50
Discount I 3.50 3.16 3.79 4.17 4.58 3.50
DIS1 0.52 0 3 4 036 0.63 0.73 0.50
DISMADl 1.08 1.17 133 1.57 1.84 1.00
Price2 8.65 8 33 7.87 7.77 7.78 9.00
Discount2 -0.56 -0.89 -238 -3.56 -4.57 -0.40
DIS2 0.14 0.19 035 0.41 0.43 0.10
DISMAD2 0.00 0.08 0.47 0.75 0.98 -0.05
Price3 0.00 2 3 8 4 3 6 5.68 6.49 1.00
Discount3 -2.50 -3 3 2 -3.87 -4.82 -5.68 -2.00
DIS3 033 0 3 0 0.18 0.10 0.05 0.40
DISMAD3 032 0 3 3 037 0.32 0.39 0.30
Price4 0.00 0.68 3.46 536 6 3 6 1.00
Discount4 0.00 -0.61 -2.42 -3.78 -4.87 -0.50
DIS4 030 0 3 3 0.49 0.58 0.64 0 3 0
DISMAD4 0.18 031 0.48 0.63 0.73 0 3 0
* N =156; Parameter support = PSRl.
Table 3.16 Monte Carlo Linear Regression 41 -  PSRl (See Table 3.1 for design)
IRLS GME 1-PSRl GME2-PSRI GME3-PSR1 GME4-PSRI
MSE CP) 3239
18333 84.49 150.89 205.01
RMSE Cp) 5.68
13.54 9.19 1238 14.32
Var CP)
3032 157.61 11.37 5.12 3.14
Bias2 (p ) 2.07 25.62
73.12 145.77 201.87
PRMSE 11.64 72.33 1230 12.94 13.85
PRMSE (p+e) 7138 0.00 0.00 0.00
PRMSE0 7.47 42.40 7.72 8.06 8.48
* N=150; restricted; normal errors.
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Table 3.17 Monte Carlo Linear Regression 42 -  PSRl (See Table 3.1 for design)
IRLS GMEI-PSR1 GME2-PSRI GME3-PSR1 GME4-PSRI
MSE Cp) 3130 314.07 200.90 194.73
222.66
RMSE { P ) 5.59 17.72
14.17 13.95 14.92
V ar i P ) 29.12 257.62
119.53 5037 2438
Bias2^ ) 2.18 56.45 8137 14436 19827
PRMSE 11.16 82.45 36.56 23.86 16.71
PRMSE (p + e) 8122 3338 19.44 8.18
PRMSE0 7 37 48 31 21.81 1436 10.37
* N=150; restricted; standardized /- errors.
Table 3.18 Monte C arlo L inear Regression 43 - PSRl (See Table 3.1 for design)
IRLS GME1-PSR1 GME2-PSR1 GME3-PSR1 GME4-PSR1
M SE (p ) 32.54 189.50 113.85
153.58 206.14
RMSE CP) 5.70
13.77 10.67 12.39 14.36
Var Cp) 29.64 153.92
3620 7.33 3.44
Bias2 (A) 2.90 35.57 77.65 14625 202.69
PRMSE 11.56 6321 16.43 12.91 13.77
PRMSE (p + e) 59.00 1025 0.02 0.00
PRMSE0 7.34 37.15 10.11 8.03 838
* N=150; restricted; standardized chi-square errors.
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Table 3.19 PS2 Support Points and Prior Means
Variable zl_ & ~3 r4 r5 Prior Mean
Intercept -200 -100 0 100 200 0
Price I -200 -100 0 100 200 0
Discount 1 -200 -100 0 too 200 0
DIS1 -100 -50 0 50 100 0
DISMADI -100 -50 0 50 100 0
Price2 -200 -100 0 100 200 0
Discount! -200 -100 0 100 200 0
DIS2 -100 -50 0 50 100 0
DISMAD2 -100 -50 0 50 100 0
Price3 -200 -100 0 100 200 0
Discount3 -200 -100 0 100 200 0
DIS3 -100 -50 0 50 100 0
DISMAD3 -100 -50 0 50 100 0
Price4 -200 -100 0 100 200 0
Discount4 -200 -100 0 100 200 0
DIS4 -100 -50 0 50 100 0
DISMAD4 -100 -50 0 50 100 0
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Table 3.20 Parameter Estimates for Tana Fish Data using Alternative Estimators
Variable OLS GME1 GME2 GME3 GME4
“True” MC 
Parameters
Intercept 4.08 4.06 4.07 4.08 4.08 4.00
Pricel
(8.02)
-4.60 -4.91 -4.67 -4.60 -4.56 -4.50
Discount 1
(-3.43)
3.61 338 336 338 3.59 3.50
DIS1
(5.56)
033 0.52 033 033 0.53 0.50
DISMAD1
(4.53)
1.05 1.07 1.05 1.05 1.05 1.00
Price2
(4.68)
1021 937 10.05 10.07 10.03 9.00
Discount!
(5.07)
-0.39 -0.17 -034 -037 -0.38 -0.40
DIS2
(-0.50)
0.10 0.08 0.09 0.10 0.10 0.10
DISMAD2
(0.64)
-0.07 -0.11 -0.08 -0.07 -0.07 -0.05
Price3
(-0.29)
-131 -022 -1.05 -1.17 -1.18 1.00
Discounts
(-0.69)
-2.19 -2.68 -2.32 -225 -223 -2.00
DIS3
(-2.68)
0.36 0.38 0.37 0.37 0.36 0.40
DISMAD3
(2.95)
0.33 0.36 0.34 0.33 0.33 0.30
Price4
(125)
-1.54 -1.62 -1.56 -1.53 -1.52 1.00
Discount4
(-1.16)
0.14 0.42 021 0.18 0.17 -0.50
DIS4
(0-13)
029 027 029 029 029 0.30
DISMAD4
(1.57)
0.19 0.17 0.18 0.18 0.18 0 2 0
R2 




* N =156; Parameter support = PS2.
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Table 3.21 Monte Carlo Linear Regression 11 — PS2 (See Table 3.1 for design)
OLS GME1-PS2 GME2-PS2 GME3-PS2 GME4-PS2
M SE (fJ) 49.49 64.44 51.47 48.76 48.05
RM SE Cp) 7.04 8.03 7.17 6.98
6.93
V ar Cp) 49.44 6432 51.41 48.68
47.93
Bias2(P) 0.05 0.12 0.06 0.08 0.11
PRMSE 11.58 12.07 11.61 11.58 11.58
PRMSE (p+ e) 3.63 0.10 0.00 0.00
PRMSE0 7.54 7.80 7.55 7.54 7.53
R2 0.77
* N=150: unrestricted; normal errors.
Table 32 2  Monte Carlo Linear Regression 12 —PS2 (See Table 3.1 for design)
OLS GME1-PS2 GME2-PS2 GME3-PS2 GME4-PS2
M SE CP) 46.42 75.99
352.57 259.73 246.67
RMSE (p ) 6.81 8.72 18.78 16.12 15.71
Var Cp) 46.35 75.92 351.74
259.44 246.44
Bias2 (p ) 0.07 0.08 0.82 029 0.23
PRMSE 11.10 12.11 17.15 13.65 13.66
PRM SE (p + e) 6.71 10.92 5.05 4.80
PRM SE0 7.42 8.02 10.86 9.02 8.86
R 2 0.77
* N=I50; unrestricted; standardized t- errors.
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Table 3.23 Monte Carlo Linear Regression 13 — PS2 (See Table 3.1 for design)
OLS GMEI-PS2 GME2-PS2 GME3-PS2 GME4-PS2
MSE (fi) 48.82 56.90 106.61 57.61 50.01
RMSE {P) 6.99 7.54 1023 7.59 7.07
Var 05) 48.70 56.71 105.66 5726 49.75
Bias2(/0 0.11 020 0.95 026 026
PRMSE 11.51 1224 11.99 1126 11.51
PRMSE (p + e ) 5.97 0.67 0.04 0.00
PRMSE0 7.40 7.86 7.80 7.48 7.42
R1 0.77
* N=150; unrestricted; standardized chi-square errors.
3.5.4 Restricted Parameter Support 2 (PSR2)
In this section, we present results for Monte Carlo experiments using PSR2 as the GME 
parameter support. Table 3.24 summarizes PSR2 and the prior means o f the GME parameter estimates. 
Each parameter is shrunk toward its prior mean, which in the restricted model does not equal zero for all 
parameters. Table 3.25 gives parameter estimates using the alternative estimators on all 156 
observations in the tuna data set while Tables 326-3.28 give risk measures of the alternative estimators 
in sampling experiments LR41-LR43. The results show that GME performs very poorly when we 
specify' a wide parameter support and also place inequality restrictions on the parameters. This is 
because the parameters are shrunk towards their prior means which do not equal the true parameters.
We discuss GME estimation with inequality restrictions in Chapter 4. The results for experiments 
LR51-LR63 are given in Appendix D, Tables D.31-D26.
3.5.5 Parameter Support 3 (PS3)
In this section, we present results for Monte Carlo experiments using PS3, which includes 
relatively narrow bounds that are symmetric about the true parameters, as the GME parameter support 
In contrast to PS2, which represents a  situation where we have very little nonsample information, PS3 
represents a situation where we have very good nonsample information about the true parameters. We
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Table 3.24 PSR2 Support Points and Prior Means
Variable z\ z2 ±3 24 d Prior Mean
Intercept -200 -100 0 100 200 0
Price 1 -200 -150 -100 -50 0 -100
Discount! 0 50 100 150 200 100
DISI 0 25 50 75 100 50
DISMADl 0 25 50 75 100 50
Price2 0 50 100 150 200 100
Discount2 -200 -150 -100 -50 0 -100
DIS2 -100 -50 0 50 100 0
DISMAD2 -100 -50 0 50 100 0
PriceS 0 50 100 150 200 100
Discount3 -200 -150 -100 -50 0 -100
DIS3 -100 -50 0 50 100 0
DISMAD3 -100 -50 0 50 100 0
Price4 0 50 100 150 200 100
Discount4 -200 -150 -100 -50 0 -100
DIS4 -100 -50 0 50 100 0
DISMAD4 -100 -50 0 50 100 0
Table 325  Parameter Estimates for Tuna Fish Data using Alternative Estim ators
Variable OLS GME1 GME2 GME3 GME4
“True” MC 
Parameters
Intercept 3.66 3.61 3.03 2.17 1.17 4.00
Price I -5.05 -6.12 -7.83 -10.84 -14.42 -4.50
Discount 1 3.50 3.15 3.72 4.01 4.36 3.50
DISI 0.52 0.53 0.53 0.54 0.55 0.50
DISMADl 1.08 1.13 1.15 124 1.35 1.00
Price2 8.65 9.05 10.13 1122 12.66 9.00
Discount2 -0.56 -0.42 -1.19 -2.01 -2.94 -0.40
DIS2 0.14 0.12 020 0 28 0.36 0.10
DISMAD2 0.00 -0.05 0.12 029 0.48 -0.05
Price3 0.00 0.78 1.52 325 5.17 1.00
Discount3 -2.50 -3.09 -2.98 -3.55 -4.30 -2.00
DIS3 033 0.34 0 26 0.16 0.04 0.40
DISMAD3 0.32 0.35 027 023 0.19 030
Price4 0.00 0.00 0.72 2 30 4.10 1.00
Discount4 0.00 -0.02 -1.00 -2.07 -328 -0.50
DIS4 0 J 0 028 038 0.46 0.54 030
DISMAD4 0.18 0.22 032 0.44 0.58 0 20
* N =156; Parameter support = PSR2.
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Table 3.26 Monte Carlo Linear Regression 41 — PSR2 (See Table 3.1 for design)
IRLS GMEI-PSR2 GME2-PSR2 GME3-PSR2 GME4-PSR2
MSE Off) 32.29 52038 55.13 12430 268.01
RMSE Cp) 5.68 22.81 7.42 11.15
1637
Var ( f t 3022 153.00 29.81 24.47 21.47
Bias^/f) 2.07 36739 2532 99.83 246.55
PRMSE 11.64 15737 11.81 12.19 13.01
PRMSE (p + e ) 157.18 0.74 0.00 0.01
PRMSE0 7.47 95.99 759 7.82 832
* N=150; restricted; normal errors.
Table 3.27 Monte Carlo Linear Regression 42 - *SR2 (See Table 3.1 for design)
IRLS GME1-PSR2 GME2-PSR2 GME3-PSR2 GME4-PSR2
MSE (]}) 31.30 1697.01 357.11 307.48 378.60
RMSE (p ) 5.59 41.19 18.90 17.54 19.46
Var {P) 29.12 686.75 274.69 186.80 120.83
Bias2 (p ) 2.18 101026 82.42 120.68 257.77
PRMSE 11.16 29328 103.15 75.83 5330
PRMSE ( p + e ) 293.12 102.65 7527 51.70
PRMSE0 7.37 178.30 61.68 44.96 31.63
* N=150; restricted; standardized /- errors.
10S
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 3.28 Monte Carlo Linear Regression 43 -  PSR2 (See Table 3.1 for design)
OLS GME1-PSR2 GME2-PSR2 GME3-PSR2 GME4-PSR2
MSE ( /0 32.54 901.76 103.% 132.67 272.72
R M S E (^) 5.70 30.03 1020 1152 16.51
V ar CP) 29.64 262.08 6725 30.03 22.44
Bias^/T) 2.90 639.68 36.72 102.64 25028
PRMSE 1156 210.04 30.03 12.17 12.94
PRMSE (p+ e) 208.10 26.60 0.14 0.01
PRMSE0 7 J 4 127.97 1824 7.78 823
* N=I50; restricted; standardized chi-square errors.
do not specify a restricted version o f  PS3. Table 329 summarizes PS3 and the prior means o f  the GME 
parameter estimates, Table 3 JO  gives parameter estimates using the alternative estimators on all 156 
observations in the tuna data set while Tables 3 J 1-3 J 3  give risk measures o f the alternative estimators 
in sampling experiments LRII-LRI3.
When we specify the parameter bounds as symmetric about the true parameters, GME has 
considerably lower risk than OLS. In fact, the GME estimator has both a lower variance and bias than 
OLS in our sampling experiments with normal and chi-square errors. GME performs especially well 
when we specify wide error bounds since this leads to greater shrinkage toward the prior means, which 
we specify to be the true parameter values. Thus, if we have good nonsample information we should 
specify wide error bounds to shrink to parameter estimates toward the prior means. The MSE o f  the 
GME4 estimator is more than four times lower than the MSE of the OLS estimator when we have 
normal errors and a sample size o f  iV=150. With a sample size o f N  =50, the MSE of the GME4 
estimator is nearly twenty times lower than the MSE of the OLS estimator. The results for experiments 
LR21-LR33 are given in Appendix D, Tables DJ9-D.45.
3.5.6 Response Surfaces for Monte Carlo Experiments
In this section, we estimate response surfaces for our Monte Carlo experiments. Hendry (1984) 
and Davidson and MacKinnon (1993) discuss response surfaces as a means o f summarizing the results 
from a set of Monte Carlo experiments. A response surface is a regression model with a measure o f the
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Table 3.29 PS3 Support Points and Prior Means
Variable r l z2 r3 r4 ±5 Prior Mean
Intercept £ - 2 0 £ - 1 0 £ + 1 0 £ + 2 0 £
Price I p - 20 £ - 1 0 £ £ + 1 0 £ + 2 0 P
Discount I P - 20 £ - 1 0 £ + 1 0 £  + 20 P
DISI £ - 1 0 £ - 5 £ £ + 5 £ + 1 0 P
DISMADl £ - 1 0 £ - 5 £ £ + 5 £ + 1 0 P
Price2 £ - 2 0 £ - 1 0 £ £  +  10 £ + 2 0 P
Discount2 £ - 2 0 £ - 1 0 £ £ + 1 0 £ + 2 0 P
DIS2 £ - 1 0 £ - 5 £ £ + 5 £ + 1 0 P
DISMAD2 £ - 1 0 £ - 5 £ + 5 £ + 1 0 P
Price3 £ - 2 0 £ - 1 0 £ £ + 1 0 £ + 2 0 P
Discount? £ - 2 0 £ - 1 0 £ £ + 1 0 £  + 20 P
DIS3 £ - 1 0 £ - 5 £ + 5 £ + 1 0 P
DISMAD3 £ - 1 0 £ - 5 £  + 5 £  + 10 P
Price4 £ - 2 0 £ - 1 0 £ £ + 1 0 £  + 20 P
Discount4 £ - 2 0 £ - 1 0 £ £ + 1 0 £  + 20 P
DIS4 £ - 1 0 £ - 5 £  + 5 £ + 1 0 P
D1SMAD4 £ - 1 0 £ - 5 £  + 5 £  + 10 P
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Table 3_30 Parameter Estimates for Tuna Fish Data using Alternative Estimators
Variable OLS GME1 GME2 GME3 GME4
“True” MC 
Parameters
Intercept 4.08 4.04 3.98 3.91 3.84 4.00
Price 1
(8.02)
-4.60 -5.07 -4.71 -4.74 -4.80 -4.50
Discount 1
(-3.43)
3.61 323 3.53 334 3.53 3.50
DISI
(5.56)
0.53 0.52 032 032 0.52 0.50
DISMADl
(433)
1.05 1.09 1.06 1.06 1.06 1.00
Price2
(4.68)
1021 932 934 923 8.98 9.00
Discount2
(5.07)
-039 -0.11 -0.36 -0.41 -0.44 -0.40
DIS2
(-0.50)
0.10 0.08 0.11 0.12 0.13 0.10
DISMAD2
(0.64)
-0.07 -0.12 -0.06 -0.04 -0.03 -0.05
Price3
(-029)
-1.31 031 -0.61 -0.41 -022 1.00
Discount3
(-0.69)
-2.19 -2.87 -2.37 -2.34 -2.33 -2.00
DIS3
(-2.68)
036 0.40 0.36 0.36 0.35 0.40
DISMAD3
(2.95)
0.33 0.38 0.33 032 0.31 0 3 0
Price4
(125)
-1.54 -1.74 -127 -0.99 -0.73 1.00
Discount4
(-1.16)
0.14 0.56 0.17 0.07 -0.01 -0.50
DIS4
(0.13)
029 026 029 0.30 031 0.30
DISMAD4
(1.57)






* N =156; Parameter support = PSl.
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Table 3-31 Monte Carlo Linear Regression 11 -  PS3 (See Table 3.1 for design)
OLS GME1-PS3 GME2-PS3 GME3-PS3 GMF4-PS3
M SE {p) 49.49 241.13 30.99 1830 12.03
RM SE (p ) 7.04 15.53 537 438 3.47
V ar (>ff) 49.44 24032 30.95 1837 12.01
Bias2 (p ) 0.05 0.81 0.04 0.03 0.02
PRMSE 11.58 42.96 11.63 11.61 11.64
PRMSE (p+e) 41.05 0.00 0.00 0.00
PRMSE0 7.54 2538 731 7.45 7.42
R 2 0.77
* N=150; unrestricted; normal errors.
Table 332 Monte Carlo Linear Regression 12 - PS3 (See Table 3.1 for design)
OLS GMEI-PS3 GME2-PS3 GME3-PS3 GME4-PS3
M SE CP) 46.42 510.84 282.68 117.81
57.89
RMSE (p ) 6.81 22.60 16.81 10.85 7.61
V ar Cp) 4635 509.93 281.92 117.53
57.73
Bias2(y9) 0.07 0.90 0.76 038 0.16
PRMSE 11.10 64.76 51.54 24.48 15.41
PRMSE (p + e) 62.88 49.19 21.05 9.39
PRMSE0 7.42 37.93 30.44 15.14 9.82
R 2 0.77
* N=150; unrestricted; standardized /- errors.
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Table 333 Monte Carlo Linear Regression 13 — PS3 (See Table 3.1 for design)
OLS GME1-PS3 GME2-PS3 GME3-PS3 GME4-PS3
MSE(jff) 48.82 27034 82.95 22.66 12.63
RMSE (P) 6.99 16.44 9.1! 4.76 3.55
Var (P) 48.70 265.62 82.19 22.62 12.61
Bias2(p ) 0.11 4.61 0.76 0.04 0.01
PRMSE 11.51 33.86 16.53 11.59 11.57
PRMSE (p + e) 30.43 11.05 0.01 0.00
PRMSE0 7.40 20.01 10.18 7.40 731
R2 0.77
* N=150; unrestricted; standardized chi-square errors.
outcome from the experiment as the dependent variable and dimensions o f the experiment as the 
independent variables. We estimate the following response surface regression
MSE(p) = a x + a 2N  + ar3stdt + ar4stdchi + derestrict +  / / , ,  /  =  1 , . . . ,A /  (3.33)
where V  is the sample size for the estimation sample, stdt is a dummy variable that equals I when the 
errors are drawn from a standardized t- distribution, stdchi is a dummy variable that equals 1 when the 
errors are drawn from a standardized chi-square distribution, restrict is a dummy variable that equals I 
when we place inequality restrictions on the parameter estimates, M  is the number of Monte Carlo
experiments, and M SE (p) is the MSE of the estimator. We also estimate a response surface with
M SE(p) /  M SE (O LS) as the dependent variable.
We estimate response surfaces for OLS, GME1, GME2, GME3, and GME4 where either PS I 
or PSRl is the GME parameter support matrix. For each o f the response surface regressions we have 
M  =  18 observations corresponding to the dimensions o f  our Monte Carlo experiments, which are 
summarized in Table 3.1, and we estimate the response surface regressions using OLS. Table 334
summarizes the response surface estimates with M SE(p)  as the dependent variable and Table 335 
summarizes the response surface estimates with M SE(p)  /  MSE (OLS) as the dependent variable.
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Table 3-34 Response Surfaces for MSE (/? )
Variable OLS GME1 GME2 GME3 GME4
Intercept 22622** 309.45** 139.16** 163.70** 173.14**
(24.41) (31.50) (43.78) (37.65) (3521)
Sample Size -1.17** -0.17 -0.66 -1.02** -1.08**
(0.19) (024) (034) (029) (027)
Stdt -5.15 16423** 125.41** 43.82 20.66
(18.91) (24.40) (33.92) (29.16) (2727)
Stdchi -3.17 29.42 26.87 2.98 0.85
(18.91) (24.40) (33.92) (29.16) (2727)
Restrict -45.62** -12623** 62.41** 159.93** 212.62**
(15.44) (19.92) (27.69) (23.81) (2227)
R2 0.78 0.88 0.65 0.82 0.89
a2 32.76 4226 58.74 50.51 4723
* M =18; Parameter support = PS1, PSRl; standard errors in parentheses.
Table 3 J 5  Response Surfaces for MSE ( f i ) !  MSE(OLS)
Variable IRLS GME1 GME2 GME3 GME4
Intercept .4712** -16.78** -0.55 328 7.19**
(.0442) (7-16) (1-16) (1.81) (324)
Sample Size .0014** 0.14** 0.01 -0.026 -0.065**
(.0004) (0.06) (0.01) (0.014) (0.025)
Stdt .0096 8.99 4.88** 336** 2.75
(.0361) (5.55) (0.90) (1.40) (2.51)
Stdchi .0007 2.86 0.75 026 0.32
(.0361) (5.55) (0.90) (1.40) (2.51)
Restrict — — 17.04** 239** 6.09** 13.48**
(4.53) (0.74) (1-14) (2.05)
R 2 0.76 0.64 0.78 0.75 0.80
a2 0.04 9.61 1.56 2.43 435
* M ==9 for IRLS and 18 for GME; Parameter support = PS1, PSRl; standard errors in parentheses.
The response surface regressions on M SE(fi) show that increasing the sample size reduces 
the MSE for all o f the alternative estimators, although the sample size is not significant in the response 
surface regressions for GME1 and GME2. The type o f errors drawn has a much greater effect on the 
GME p t̂fmatnr than on the OLS estimator. Drawing errors drawn from the standardized t- distribution
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(rather than the standard normal distribution) increases the MSE for the GME estimator, particularly for 
GMEI and GME2. Drawing errors from a standardized chi-square distribution also increases the MSE 
for the GME estimator although the effect is not significant for any of the GME estimators. As 
expected, imposing inequality restrictions reduces the MSE o f the OLS estimator. However, the effects 
o f restrictions are very different for the GME estimators. The observed effect o f  imposing inequality 
restrictions in GME is largely dependent on the prior mean rather than the restrictions themselves. As 
we widen the error bounds, which increases the degree o f  shrinkage towards the prior mean, the 
restrictions increase the MSE o f the GME estimator. We further examine the impact o f  inequality 
restrictions and prior means on the GME parameter estimates in Chapter 4.
3.6 Conclusions
We examine GME estimation in linear regression models using actual data as a basis for Monte 
Carlo sampling experiments both with and without inequality restrictions placed on the parameters. We
find that GME estimation has lower risk than OLS in terms o f M SE( ff) and out-of-sample prediction 
error when the underlying errors have a standard normal or standardized chi-square distribution. 
However. GME does not perform well when the errors are drawn from a standardized /- distribution. In 
addition, we find that the GME estimates are very sensitive to the parameter and error support matrices, 
which we specify a priori based on prior information or economic theory.
Golan, Judge, and Miller (1996) specify a block diagonal parameter support matrix, which can 
be used to specify inequality restrictions such as f i k > 0 .  We specify a new parameter support matrix 
that allows us to specify inequality restrictions involving multiple parameters such as f3k > . The
GME estimator does not perform well in Monte Carlo experiments with inequality restrictions placed on 
the parameters. However, this is due to the impact that the parameter restrictions have on the prior 
means of die parameters. We discuss this issue further in Chapter 4, where we examine the cost of 
specifying inequality restrictions in GME.
GME estimation in the linear regression model performs well in many o f  our Monte Carlo 
experiments. The data are coilinear and GME shrinks the parameters responsible for the collinearity
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toward their prior means, which we generally specify to be zero. In addition, GME performs especially 
well compared to OLS when we have a  small sample size. One concern that researchers may have with 
GME is the fact that we must specify a  set o f support points for each parameter. However, we find that 
even when we specify very wide parameter bounds GME still has lower risk measures than OLS in some 
o f  our Monte Carlo experiments, although the risk gains are very small. This is analogous to specifying 
a  noninformative prior in Bayesian inference. In Chapter 4, we consider the effects o f specifying 
incorrect prior information. We conclude that GME is a viable estimation technique in the linear 
regression model, particularly when we have good prior information about the signs or ranges o f  the 
parameters, the data are collinear, o r we have a small sample size.
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CHAPTER 4
MONTE CARLO EXPERIMENTS EXAMINING THE COST OF IMPOSING LINEAR 
INEQUALITY RESTRICTIONS ON THE GME ESTIMATOR
4.1 Introduction
In this chapter we examine GME estimation in the general linear model (GLM) with inequality 
restrictions placed on the parameters. We carry out Monte Carlo experiments comparing the GME 
estimator with inequality restrictions to the ordinary least squares (OLS) and inequality restricted least 
squares (IRLS) estimators. We consider both correct and incorrect inequality restrictions and compare 
the estimators on the basis o f  the mean squared error (MSE) o f the parameter estimates and the MSE o f 
the predicted values.
In Chapter 3, we discuss GME estimation in the context o f  linear regression models. Golan, 
Judge, and Miller (1996) reparameterize the GLM such that the unknown parameters are in the form of 
probabilities in order to estimate the linear regression model with GME. To do this, we must specify a 
set o f support points for each unknown f3k and estimate the probability that f3k is equal to each of 
these support points, which are based on nonsample information or economic theory. Thus, the GME 
estimator always has inequality restrictions since each parameter must be bounded. Since economic 
theory does not usually provide parameter bounds we consider the cost o f imposing incorrect prior 
information.
We distinguish between the general boundary restrictions, which are necessary in GME, and 
sign or other inequality restrictions that are not necessary but which reflect prior information. For 
example, we could constrain the coefficient on price for a normal good to be negative. In this chapter, 
we examine the cost o f  specifying inequality restrictions through the GME parameter support matrix. 
We discuss how to specify prior information through the GME parameter support matrix in section 4.2, 
describe our sampling experiments in section 4 3 , present results in section 4.4, and give conclusions in 
section 4.5.
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4J2 Imposing Inequality Restrictions through the GME Parameter Support Matrix
In Chapter 3, are carry out Monte Carlo experiments in a linear regression model both with and 
without inequality restrictions placed on the parameters. We show that the block diagonal parameter 
support matrix developed by Golan, Judge, and Miller (1996) allows us to impose inequality restrictions 
involving a single parameter and we develop a new parameter support matrix that allows us to impose 
inequality restrictions involving more than one parameter, such as f i x > f i2 • We impose inequality 
restrictions that reflect correct prior information about the parameters, which are known in our sampling 
experiments. However, since we must bound each parameter it is important to know the cost o f 
specifying incorrect nonsample information. In addition, we find that even when we impose correct 
inequality restrictions the MSE o f the GME parameter estimates may increase since the prior means o f 
the unknown parameters change.
Golan, Judge, and Miller(1996, p. 140) consider the cost o f imposing incorrect sign 
information about a parameter, but only in a limited way. They estimate a linear regression model using 
the generalized cross-entropy (GCE) estimator, which allows us to specify prior distributions other than 
a uniform distribution. Golan et al. specify parameter sign information by placing more prior weight on 
either the positive or negative parameter support points. The parameter support is given by 
Zk = [-1 0 ,1 0 ]  with prior weights o f [375  .625] or [.625 3 7 5 ] . Thus, the prior mean is equal to
2.5 or -2.5. Golan et al. find that the risk improves only slightly when the prior means are specified to 
take the correct signs versus when they are specified to take the incorrect signs.
We can impose the same type o f sign restrictions in GME by specifying a non-symmetric 
support vector for the restricted parameter. In GME we can only vary the parameter support points to 
reflect prior information whereas in GCE we may vary the both the prior weights and the parameter 
support points to reflect the nonsampie information. In both cases we can restrict the prior mean to take 
a particular sign, but still allow the parameter estimate to take any value between the parameter support 
bounds. Golan, Judge, and Miller (1996) impose this type o f  information, but do not actually restrict 
f i t  >0  since they specify a parameter support Zk = [ —10,10] in each case. We consider models with
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prior information specified only through the prior means o f the parameters as well as models in which 
we impose binding inequality restrictions.
43 Monte Carlo Design
We carry out several Monte Carlo experiments comparing the GME estimator to the OLS and 
1RLS estimators. We evaluate the estimators in terms o f the MSE of the parameter estimates and the 
MSE o f the predicted values. In this section we describe the experimental design and discuss variations 
in the experimental design. We use the tuna data from Hill, Cartwright, and Arbaugh (1991), which is 
described in Chapter 3, in our Monte Carlo experiments.
43.1 Monte Carlo Experiments
We follow the same Monte Carlo design as in Chapter 3. We generate new data during each 
Monte Carlo iteration using the true parameter values as 
y = X P lrue+e e ~ N (0 ,l)
and y Q = X 0fi tnu. +e0 e0 ~ N (0 ,1),
where y  is an yV x 1 vector o f  generated observations. X  is an N  x K  matrix of explanatory 
variables, y 0 is an Af0 x 1 vector o f generated observations for a hold-out sample, X Q is an N 0 x K  
matrix o f explanatory variables for the hold-out sample, and e and e0 are vectors of random errors
drawn from a standard normal distribution.
In Chapter 3, we impose inequality restrictions that we know to be true. Now we consider both 
correct and incorrect inequality restrictions in order to examine the cost o f  imposing inequality 
restrictions in GME as a function o f the constraint specification error. We consider single parameter 
restrictions, which can be written as
P, > r, for any i = 1,2,..., K , (4.1)
and let 8, =r, — P, represent the constraint specification error. We examine the empirical risk o f the 
IRLS and restricted GME estimators as we vary 8 , .
We consider two types o f parameter restrictions. First, following Golan, Judge, and Miller 
(1996) we vaty the prior mean o f  the GME estimator, but specify the parameter support such that the
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true parameter value lies between the boundaries o f  the parameter support vector. We refer to these 
‘‘restrictions” as prior mean restrictions. In addition, we impose binding inequality restrictions. We 
carry out two sets o f Monte Carlo experiments and impose inequality restrictions on a single parameter 
in each set o f  experiments. We consider the following parameter restrictions:
1) We know the true /?2 =  - 4 3  and we impose the series of restrictions, which represent 
increasing constraint specification error, f}2 >  -10, -5, -4.5, -3, -1.5, 0, and 3. Recall that 
for the prior mean restrictions we only change the prior mean o f the parameter estimate, 
but do not actually impose binding inequality restrictions. The true parameter value lies 
between the maximum and minimum points o f  the parameter support vector for f}2 .
2) We know the true /?3 = 3 3  and we impose the series of restrictions, which represent 
increasing constraint specification error,y?3 < 10.5,3.5,3, 1,0, and - I. The true 
parameter value lies between the maximum and minimum points o f the parameter support 
vector for /?3 .
Within each set o f experiments we vary the sample size, the GME error support, and the GME 
parameter support. We consider estimation samples o f size A/' = 150. N  =  100, and N  =  50 . 
Following Golan, Judge, and Perloff ( 1997) we calculate the sample standard deviation o f y  assuming 
it follows a uniform distribution between its minimum and maximum values; the sample standard 
deviation o f y  is equal to sy — 13 for the tuna data. We construct two GME estimators using error
bounds o f [—2sy 0 for our GME2 estimator and 0 3sv) for our GME3 estimator.
Finally, we specify two different GME parameter supports for each of the binding inequality restrictions. 
We consider a restricted parameter support with a relatively low prior mean (R1) and one with a higher 
prior mean (R2) for each restriction. Thus, we have experiments IRLS, GME2-PM, GME2-R1, GME2- 
R2, GME3-PM, GME3-R1, and GME3-R2 for each restriction, where PM denotes the prior mean only 
type o f restrictions and RI and R2 denote binding inequality restrictions on the GME estimator.
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43.2 Dimensions o f the Experimental Design
The dimensions of the experimental design include the following:
1) We vary the size o f the estimation sample data s e t In addition to the sample size o f I SO 
observations we cany out experiments with sample sizes o f 100 and 50 observations.
2) We vary the parameter and error support matrices for the GME estimator to reflect 
different nonsampie information.
3) We vary die specification error o f the inequality restrictions and compare the empirical 
risk o f the estimators as a function o f  the specification error.
4.4 Monte Carlo Results
In this section, we present results which examine risk measures for the IRLS and GME 
estimators in a linear regression model with inequality restrictions placed on the parameter estimates. 
Section 4.4.1 gives results for experiments with restrictions placed on /?->, section 4 .4 3  gives results for 
experiments with restrictions placed on /?3, and section 4.4.3 gives response surface estimates.
4.4.1 Inequality Restrictions on
In this section, we present results for Monte Carlo experiments with inequality restrictions 
placed on f i -,, which is the coefficient for the regular price o f the target brand. The true value o f the 
parameter is = — 4.5. Table 4.1 summarizes the dimensions for this set o f experiments. Table 4 3  
summarizes the parameter support for the PM only restrictions. Table 4.3 summarizes the parameter 
support for Rl, and Table 4.4 summarizes the parameter support for R2.
We compare the GME and IRLS estimators to the OLS estimator as we vary the specification 
error and sample size. We have three different sample sizes and seven different specification errors and 
we refer to the experiments as IR11-IR17, IR21-IR27, and IR31-IR37. Tables 4.5-4.11 give risk 
measures o f the OLS, IRLS, and GME2 estimators in sampling experiments IR11-IR17. Tables 4.12- 
4.18 give risk measures o f  the OLS, IRLS, and GME3 estimators in sampling experiments IR11-IRI7. 
We only present results using a sample size o f 150 observations here. The results for sample sizes of 
100 and 50 observations are given in Appendix E. As expected, risk measures increase for each o f the 
alternative estimators as we decrease the sample size.
118
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 4.1 Dimensions o f Monte Carlo Experiments with Restrictions on /?2
Exoeriment Samole Size Restriction Snecification Error
IR 11 150 3* IV © II 1 U
IR 12 150 p 2 > -5 * ,= -■ 5
IR 13 150 p 2 > -4 5 S ,= 0
IR 14 150 3* IV 8, = \5
IR IS 150 3* IV 1/
1 8 ,=  3
IR 16 150 P i * o 8, = 4.5
IR 17 150 & > 3 8 ,= 1 5
IR21 100 Pi ^  —10 8, = -55
IR22 100 Pi  - _ 5 8 , = - 5
IR23 100 P2 > - 45 8 ,=  0
IR24 100
?Al 8 ,= \5
IR25 100 3* IV ji
__ t/> 8 ,=  3
IR26 100 p 2 > 0 8, =45
IR 27 100 p 2 > 3 8, =75
IR 31 50 p 2 > - 10 8, = -55
IR32 50 P2 > -  5 8 , = - 5
IR 33 50 P 2 > -4 5 <S,=0
IR 34 50 > IV i U
) 8, = 15
IR 35 50 P 2 > - \ 5 8 ,=  3
(R 36 50 p 2 * 0 8, =45
IR 37 50 P2 > 3
r-II
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Table 4.2 Support Points and Prior Mean of /?2for PM Restrictions
Restriction S i z2 :3 r4 Prior Mean
3* •v © -30 -20 -10 0 20
-8
p 2 >-5 -20 -10 -5 0 20 -3
P2 2 - 4 5 -20 -10 -5 5 20 -2
1Al -20 -10 0 5 20 -1
P2 * - \ 5 -20 -10 0 10 20 0
p 2 >o -20 -5 5 10 20 2
P2 > 3 -20 0 10 20 30 8
Table 43  Support Points and Prior Mean of /?2 for R1
Restriction -1 r2 r3 z5 Prior Mean
> IV © -10 -7.5 -5 -2.5 0
-5
p 2 > -  5 -5 -2.5 0 2.5 5 0
P2 > -45 -4.5 -2.5 0 2 10 I
> IV d
, -3 -1 1 3 10 2
P2 > - \5 -1.5 0 1.5 5 10 3
p 2 > 0 0 2.5 5 7.5 10 5
P2 > 3 3 6 9 12 15 9
Table 4.4 Support Points and Prior Mean of for R2
Restriction -1 o z3 24 r5 Prior Mean
p 2 > - 10 -10 -5 0 5 10 0
P2 > -  5 -5 -2 0 5 12 2
P2 >-A5 -4.5 -1.5 0 6 15 3
IV -3 0 3 5 15 4
P2 ± - \ 5 -1.5 0 5 10 20 6.7
p 2 z o 0 5 10 15 20 10
P2 > 3 3 10 15 20 30 15.6
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Table 4.5 Monte Carlo IR 11 — Restrictions on p z (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE Cfi) 49.49 49.40 3639 29.85
4034
RMSE {P) 7.04 7.03 6.03 5.46 634
Var (P) 49.44 4935 30.63 24.67 27.43
Bias2(/?) 0.05 0.05 5.76 5.18 12.81
PRMSE 11.58 1138 11.64 11.66 11.68
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 7.54 7.53 7.52 7.50 7.53
R2 0.77
* N=150; p 2 > - 1 0 ;  5, = -5.5 ; normal errors.
Table 4.6 Monte C arlo IR 12 - Restrictions on P 2 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE {P) 49.49 4535 36.77 48.60
52.74
RMSE (p ) 7.04 6.73 6.06 6.97 736
Var(P) 49.44 4433 29.93 2532 26.07
Bias2(P) 0.05 0.92 6.84 23.39 26.67
PRMSE 11.58 1139 11.64 11.74 11.75
PRMSE (p + e) 0.00 0.00 0.00
PRMSE0 7.54 7.52 7.52 7.55 7.56
R2 0.77
* N=150; P 2 > - 5 ; S ,=  -0 .5 ;  normal errors.
121
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 4.7 Monte Carlo IR 13 -  Restrictions on (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE (P) 49.49 45.04 3725 5139 55.48
RMSE Cp) 7.04 6.71 6.10 7.17 7.45
Var (p ) 49.44 4330 30.01 25.57 26.15
Bias2(P) 0.05 133 7 23 25.82 2933
PRMSE 11.58 II .60 11.64 11.75 11.76
PRMSE (p+ e) 0.00 0.00 0.00
PRMSE0 7.54 7.52 7.52 7.56 7.57
R2 0.77
*N=I50; p 2 > - 4 5 ; S , = 0 ; normal errors.
Table 4.8 Monte Carlo IR 14 - Restrictions on P i  (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE Cfi) 49.49 4733 37.73 63.13 69.06
RMSE {p) 7.04 6.88 6.14 7.95 831
Var {P) 49.44 41.49 30.03
25.41 25.88
Bias2(/?) 0.05 5.84 7.70 37.72
43.19
PRMSE 11.58 11.63 11.65 11.81 11.83
PRMSE (p+ e) 0.00 0.00 0.00
PRMSE0 7.54 7.53 7.52 7.60 7.61
R2 0.77
* N=150; P i  >  - 3 ; S, =  13 ; normal errors.
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Table 4.9 Monte Carlo IR 15 -  Restrictions on P z (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
M S E (£ ) 49.49 56.29 3825 77.42 7935
RMSE {P) 7.04 7.50 6.18 8.80 8.91
Var (P) 49.44 4032 30.19 25.43 26.01
Bias2(£ ) 0.05 15.77 8.07 51.98 5334
PRMSE 11.58 11.69 11.65 11.88 11.88
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.55 7.52 7.64 7.64
Z?2 0.77
* N=150; p 2 > - \5 ; 6 , = 3 ; normal errors.
Table 4.10 Monte Carlo IR  1 6 - Restrictions on (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE ip ) 49.49 73.15 39.43 108.35 106.72
RMSE {P) 7.04 8.55 628 10.41 1033
Var (p) 49.44 40.17 30.26 25.89 26.49
Bias2(p) 0.05 32.98 9.18 82.47 80.23
PRMSE 11.58 11.77 11.65 12.03 12.01
PRMSE (p + e) 0.00 0.00 0.00
PRMSE0 7.54 7.60 7.52 7.73 7.72
R2 0.77
* N=150; y?2 > 0 ;  8, = 4 3 ;  normal errors.
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Table 4.11 Monte Carlo IR 17 — Restrictions on f i2 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE (fi) 49.49 130.35 4130 167.81 152.86
RMSE (p) 7.04 11.42 6.43 12.95 1236
V ar (p) 49.44 40.03 30.84 26.73 26.69
Bias2 {fj) 0.05 9033 10.46 141.09 126.17
PRMSE 11.58 12.04 11.66 1231 122.4
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 7.54 7.75 733 7.90 7.85
R 2 0.77
* N=150; P 2 >3 :S, = 7 5 ; normal errors.
Table 4.12 Monte C arlo IR 11 — Restrictions on Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE Cp) 49.49 49.40 32.67 27.02 45.76
RMSE (p) 7.04 7.03 5.72 530 6.76
Var (p) 49.44 4935 18.47 14.49 15.73
Bias2(P) 0.05 0.05 1431 12.53 30.04
PRMSE 11.58 11.58 11.64 11.67 11.72
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 7.54 7.53 7.47 7.46 731
R 2 0.77
* N=150; P2 > - \0 ' ,S t = -5 5  ; normal errors.
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Table 4.13 Monte Carlo IR 12 -  Restrictions on ffz (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE (P) 49.49 45.25 3537 53.77 65.98
RMSE {p) 7.04 6.73 5.95 733 8.12
V ar {P) 49.44 44.33 17.69 14.77 1534
Bias2 (P) 0.05 0.92 17.67
39.00 50.74
PRMSE 11.58 1159 11.66 11.78 11.82
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 752 7.48 733 7.57
R2 0.77
* N=I50; P2 > -5 ;  8,
3II normal errors.
Table 4.14 Monte Carlo IR 13 —Restrictions on f i 2 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE (p) 49.49 45.04 36.88 6034
71.79
R M SE (^) 7.04 6.71 6.07 7.76
8.47
Var Cp) 49.44 43.50 17.76
15.00 15.39
Bias2(£) 0.05 1.53 19.12
4534 56.40
PRMSE 11.58 11.60 11.67 11.80 11.85
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 7.54 7.52 7.48 7.55 7.59
R2 0.77
* N=150; f i2 > - 4 5 ;  5, =  0 ; normal errors.
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Table 4.15 Monte Carlo IR 14 — Restrictions on 0 Z (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE (0 ) 49.49 4733 38.51 74.93 90.05
RMSE (0 ) 7.04 6.88 631 8.66 9.49
Var (P) 49.44 41.49 17.76 14.92 15.19
Bias2(0) 0.05 5.84 20.75 60.01 74.86
PRMSE 11.58 11.63 11.67 11.87 11.94
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 753 7.49 7.59 7.64
R2 0.77
*N=150; 0 2 > -3 ;S , = 15; normal errors.
Table 4.16 Monte Carlo IR 15 - Restrictions on 0 2 (See Table 4.1 fo r design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE Cp) 49.49 5639 40.15 9235 109.72
RMSE (P) 7.04 7.50 634 9.60 10.47
Var (0) 49.44 40.52 17.92 14.90 15.42
Bias 2(0) 0.05 15.77
T> T* 77.35 94.30
PRMSE 11.58 11.69 11.68 11.95 12.02
PRMSE (p + e) 0.00 0.00 0.00
PRMSE0 7.54 7.55 7.49 7.65 7.70
Rr 0.77
* N=!50; > -1 5 ;£ ,  = 3 ;  normal errors.
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Table 4.17 Monte Carlo IR 16 -  Restrictions on (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE (p ) 49.49 73.15 4425 13421 160.65
R M S E (^) 7.04 8 5 5 6.65 11.58 12.67
Var Cfi) 49.44 40.17 17.95 14.93 1553
Bias2(^ ) 0.05 32.98 2630 11928 145.12
PRMSE 11.58 1 1.77 11.70 12.15 1226
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.60 751 7.77 7.84
R2 0.77
* N=150; > 0:8, = 4 5 ;  normal errors.
Table 4.18 Monte Carlo IR 17 - Restrictions on (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE (P) 49.49 130.35 51.14 216.98 223.78
RMSE Cp) 7.04 1 1.42 7.15 14.73 14.96
Var {P) 49.44 40.03 18.66 15.05 15.53
Bias2(^ ) 0.05 9033 32.49 201.92 208.24
PRMSE 11.58 12.04 11.72 12.52 12.54
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 7.54 7.75 7.53 8.00 8.02
R2 0.77
* N=150; > 3 ; 8, = 7 5 ; normal errors.
The Monte Carlo results indicate that as the specification error 8, —> -o o , the risk o f the IRLS 
estimator converges to the risk of the OLS estimator (Judge et al. 1985, p. 824). In our experiments, the 
empirical risk o f the IRLS estimator is minimized when 8, = 0 . In contrast, the empirical risk of the
GME estimator increases with the specification error over the entire range o f 8, that we examined. As 
noted earlier, this is due to the impact o f  the prior mean as well as the inequality restriction on the
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parameter estimates. When we change the parameter support to Impose an inequality restriction in 
GME we affect more than just the minimum value that the parameter estimate can take. The risk o f  the 
IRLS estimator compared to the OLS estimator is a function o f  the constraint specification error while 
the risk o f the GME estimator is a function o f both the constraint specification error and the prior mean 
o f the parameter estimate. In section 4.4 J ,  we estimate response functions to examine the relative 
importance o f these effects.
The results show that the risk o f  the GME estimator with PM only restrictions is lower than the 
risk o f the OLS estimator for ail o f  our experiments. Golan, Judge, and Miller (1996) note that 
incorrectly specifying the prior mean has little impact on the risk o f the GME estimator. This is true as 
long as we specify a  relatively wide parameter support vector. The GME-R1 and GME-R2 estimators 
have the lowest empirical risk of the alternative estimators when the specification error is very small. 
However, the risk rises very quickly for these estimators as the specification error increases. Figures 4.1 
and 43. graph the empirical risk o f the IRLS, GME2-R1, and GME2-R2 estimators compared to the 
OLS estimator, using sample sizes o f 150 and 100. as we vary the constraint specification error.
4.4.2 Inequality Restrictions on f i 3
In this section, we present results for Monte Carlo experiments with inequality restrictions 
placed on , which is the coefficient for the discount percentage o f the target brand. The true value o f 
the parameter is =  3.5. Table 4.19 summarizes the dimensions for this set o f  experiments. Table 
4.20 summarizes the parameter support for the PM only restrictions, Table 4 3 1 summarizes the 
parameter support for R l, and Table 4.22 summarizes the parameter support for R2.
We compare the GME and IRLS estimators to the OLS estimator as we vary the specification 
error and the sample size. Tables 4.23-4.29 give risk measures o f  the OLS, IRLS, and GME2 estimators 
in sampling experiments IRI1-IR17. Tables 4 JO-4.36 give risk measures o f the OLS, IRLS, and GME3 
estimators in sampling experiments IRI I-IR I7. We only present results using a sample size o f  150 
observations here. The results for sample sizes o f 100 and 50 observations are given in Appendix E.
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Figure 4.1 Empirical Risk of OLS, IRLS, and GME Estim ators (N=150) 
* Restrictions on /?,















Figure 4.2 Empirical Risk of OLS, IRLS, and GME Estim ators (N=100) 
* Restrictions on /?2
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P z ^ 5 8 , = -  L5
0 3 <L35 * , = 0
0 3 < 3
0 3 <>\ 5, = 25
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0 3 < - l 8, = 45
0 3 <IO 8, = -6 5
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P3 < 3
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Table 4.20 Support Points and Prior Mean of f i3 for PM Restrictions
Restriction rl r2 r3 z4 z5 Prior Mean
& < I 0 -20 0 10 20 30 S
Pi — 5 -20 0 5 15 20 4
P i*  15 -20 0 5 10 20 3
P3< 3 -20 -5 0 10 20 1
P3< 1 -20 -10 0 10 20 0
Pi — o -20 -15 0 5 20 -2
P3< - 1 -20 -15 -5 0 20 -4
Table 4.21 Support Points and Prior Mean of f i 3 for R1
Restriction zl z2 r3 r5 Prior Mean
Pi< 10 0 2JS 5 7.5 10 5
P i -  5 -5 -2.5 0 2.5 5 0
P3 — 3-5 -10 -5 0 1.5 3.5 -2
P3<3 -10 -5 -3 0 3 -3
p 3< 1 -15 -10 -I 0 1 -5
p 3< 0 -15 -10 -5 -3 0 -6.6
TV
I -15 -12 -9 -5 -1 1 00
Table 4.22 Support Points and Prior Mean of f i 3 for R2
Restriction zl z2 z3 z5 Prior Mean
Pi —10 -10 -5 0 5 10 0
P i - 5 -12 -5 0 2 5 -2
Pi <35 -15 -5 0 1.5 3.5 -3
P i$3 -15 -10 -5 0 3 -5.4
Pi — 1 -20 -10 -5 -1 I -7
Pi — o -20 -15 -10 -5 0 -10
P i ^ - l -25 -20 -10 -5 -1 -12.2
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Table 4.23 Monte Carlo IR 11 -  Restrictions on (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE (p) 49.49 49.49 38.02 36.96 38.58
RMSE (p ) 7.04 7.04 6.17 6.08 6.21
V ar Cp) 49.44 49.44 3021 29.43 29.97
Bias2(p) 0.05 0.05 7.82 7.54 8.60
PRMSE 11.58 1158 11.65 11.66 11.65
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.54 75 2 750 7.52
R2 0.77
* N=150; P 3 < \0 ,8 , = - 6 5 ;  normal errors.
Table 424  Monte Carlo IR 12 - Restrictions on P 3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE (p) 49.49 49.27 38.08 40.83 40.80
RMSE (p ) 7.04 7.02 6.17 6.39 6.39
Var (p) 49.44 49.22 30.18 29.52 29.62
Bias2(p) 0.05 0.05 7.90 11.31 11.18
PRMSE 11.58 11.58 11.65 11.71 11.71
PRMSE (p + e) 0.00 0.00 0.00
PRMSE0 7.54 7.53 7.52 7.55 7.55
R2 0.77
* N=150; < 5; 8, =  —15; normal errors.
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Table 4.25 Monte Carlo IR 13 -  Restrictions on f i3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
M SE (JJ) 49.49 48.71 38.11 43.43 43.19
RM SE (P) 7.04 6.98 6.17 6.59 6.57
V ar (p) 49.44 4839 30.17 29.50 29.48
Bias2 Cp) 0.05 032 7.94 13.93 13.71
PRMSE 1158 11.60 11.65 11.77 11.77
PRMSE (p +  e) 0.00 0.00 0.00
PRM SE0 7.54 7.52 7.52 7.60 7.59
R 2 0.77
* N=150; p 3 < 3 5 :8 , = 0 ;  normal errors.
Table 4.26 Monte Carlo IR 14 - Restrictions on P 3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE CP) 49.49 48.96 3831 45.73 44.71
RM SE (P) 7.04 7.00 6.18 6.76
6.69
V ar {P) 49.44 48.13 30.18 29.64 29.61
Bias2 (fl) 0.05 0.82 8.03 16.09 15.10
PRMSE 11.58 11.62 11.65 11.82 11.80
PRMSE (p +  e) 0.00 0.00 0.00
PRM SE0 7.54 7.52 7.52 7.64 7.62
R 2 0.77
* N=l 50; /?3 < 3 ; S, = 0.5; normal errors.
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Table 437 Monte Carlo IR 15 — Restrictions on /?3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE Cp) 49.49 56.96 3825 55.44 55.46
RMSE (P) 7.04 7.55 6.18 7.45 7.45
V ar { P ) 49.44 47.78 30.19 30.12
30.10
Bias2(p ) 0.05 9.18 8.07 2533 2536
PRMSE 11.58 11.86 11.65 12.07 12.07
PRMSE (p+e) 0.00 0.00 0.00
PRMSE0 7.54 7.69 7.52 7.81 7.81
R2 0.77
* N=150; P 3 Z l;S , = 2 5 ; normal errors.
Table 4.28 Monte Carlo IR 16 - Restrictions on P 3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE (p ) 49.49 65.62 3834 65.11 62.36
RMSE { P ) 7.04 8.10 6.19 8.07 7.90
Var (p ) 49.44 47.80 30.19 31.08 30.89
Bias2(p ) 0.05 17.82 8.15 34.04 31.48
PRMSE 11.58 12.09 11.65 12.28 1232
PRMSE (p + e) 0.00 0.00 0.00
PRMSE0 7.54 7.86 7.52 7.97 7.92
R2 0.77
* N=150; /?3 ^  0 ;  5, = 3 5 ; normal errors.
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Table 4.29 Monte Carlo IR 17 — Restrictions on fi3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE (P) 49.49 7724 38.44 77.77 77.64
RMSE(jff) 7.04 8.79 620 8.82 8.81
V ar CP) 49.44 47.80 3020 33.72 33.71
Bias2(P) 0.05 29.44 824 44.05 43.93
PRMSE 11.58 1238 11.65 12.54 12.54
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 8.08 752 8.15 8.15
R2 0.77
* N=150; P3 S - \  ;S t = 4 5 ;  normal errors.
Table 430 Monte Carlo IR 11 — Restrictions on p 3 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE {p) 49.49 49.49 3932 37.88 41.53
RMSE (p) 7.04 7.04 627 6.15 6.44
Var (P) 49.44 49.44 17.97 17.04 17.55
Bias2 (£ ) 0.05 0.05 2135 20.84 23.98
PRMSE 11.58 11.58 11.68 11.71 11.70
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 7.54 7.54 7.49 7.47 7.51
R2 0.77
*N=150; yff3 < 10;<ff, =  - 6 -5 ;normal errors.
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Table 431 Monte Carlo IR 12 — Restrictions on (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE (P) 49.49 4937 3935 46.66 4739
RMSE (fi) 7.04 7.02 6 3 9 6.83 6.88
Var (p) 49.44 4932 17.92 17.08 1732
Bias2(/7) 0.05 0.05 21.63 29.58 30.06
PRMSE 11.58 11.58 11.68 11.82 11.83
PRMSE (p+e) 0.00 0.00 0.00
PRMSE0 7.54 7.53 7.49 7.59 7.60
R2 0.77
*N=150: P 3 < 5;S, = —13; normal errors.
Table 4.32 Monte Carlo IR 13 -  Restrictions on (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE {p) 49.49 48.71 39.67 5135 50.62
RMSE Cp) 7.04 6.98 6 3 0 7.16 7.12
Var (p) 49.44 48.39 17.90 17.10 17.11
Bias2(^ ) 0.05 0.32 21.77 34.16 33.52
PRMSE 11.58 11.60 11.68 11.93 11.91
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.52 7.49 7.67 7.66
R 2 0.77
* N=150; 0 3 < 3 5 ;S l = 0 ;  normal errors.
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Table 433 Monte Carlo IR 14 — Restrictions on ft3 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE(yS) 49.49 48.96 40.00 56.48 55.07
RMSE (/?) 7.04 7.00 6 3 2 152 7.42
Var (P) 49.44 48.13 17.90 17.13 1731
Bias2(y9) 0.05 0.82 22.10 3935 37.86
PRMSE 11.58 11.62 11.68 12.05 12.01
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 152 7.49 7.77 7.75
R2 0.77
* N=150; 0 3 < 3:5, = 0.5; normal errors.
Table 434  Monte Carlo IR 15 - Restrictions on f i3 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE (P) 49.49 56.96 40.15 6235 6639
RMSE (P) 7.04 7.55 6.34 7.90 8.14
Var (P) 49.44 47.78 17.92 17.02 17.09
Bias2(j?) 0.05 9.18
■>■> 4533 4930
PRMSE 11.58 11.86 11.68 1230 1239
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.69 7.49 7.88 7.96
R2 0.77
* N=150; 0 3 <1:5, = 2 5 ;  normal errors.
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Table 4J5 Monte Carlo IR 16 — Restrictions on 0 } (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE (fi) 49.49 65.62 40.48 78.16 7436
RMSE (,5) 7.04 8.10 636 8.84 8.62
Var {fi) 49.44 47.80 17.93 17.14 17.17
Bias2 (/I) 0.05 17.82 22.55 61.02 5730
PRMSE 11.58 12.09 11.68 12.58 12.48
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 7.54 7.86 7.50 8.(8 8.11
R 2 0.77
* N=I50; yff3 < 0 ; 5, = 3.5; normal errors.
Table 436 Monte Carlo IR  17 —Restrictions on 0 3 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE (0 ) 49.49 77.24 40.83 8732 85.06
RMSE (0) 7.04 8.79 6.39 9.34 932
Var (0) 49.44 47.80 17.94 17.22 17.17
B\as2(0) 0.05 29.44 22.89 70.00 67.89
PRMSE 11.58 12.38 11.68 12.80 12.75
PRMSE (p + e) 0.00 0.00 0.00
PRMSE0 7.54 8.08 7.50 8.35 8.31
R2 0.77
* N=150; 0 3 < —1; S, =  4.5; normal errors.
The results for the experiments with restrictions on 0 3 are very similar to those for the 
experiments with restrictions on 0 2 • The main difference is that the empirical risk does not increase as 
quickly as we increase the specification error in this set of experiments. Note that in both sets of 
experiments, the variance o f  the alternative estimators does not change much as we increase the 
specification error. However, the bias o f the alternative estimators increases very rapidly for the GME
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estimators with binding restrictions as we increase the specification error. Figures 4 3  and 4.4 graph the 
empirical risk o f the IRLS, GME2-RI, and GME2-R2 estimators compared to  the OLS estimator as we 
vary the constraint specification error.
4.43 Response Surfaces for Monte Carlo Experiments
In this section, we estimate response surfaces for our Monte Carlo experiments. Hendry ( 19S4) 
and Davidson and MacKinnon (1993) discuss response surfaces as a means o f  summarizing the results 
from a set o f Monte Carlo experiments. We estimate the fol'owing response surface regression
MSE(Jf) xi s  s i i  • i  =  a ,  + a 2N  + a 38, + a AS, + a 5p , + a 6p f  + p , ,  i = \ , . . . ,M  (43)
MSE {OLS)
where N  is the sample size o f  the estimation sample, 8, is the constraint specification error,
p, = PM, -  P , ,M  is the number o f Monte Carlo experiments, and M SE (fi)  is the MSE of the 
estimator o f interest, either IRLS or GME. We include the squared terms since the MSE of the IRLS 
estimator is minimized when 5, =  0 and the MSE of the GME estimator should be minimized for 
p ,=  0 (which would shrink the parameter estimates toward the true parameter value). Thus, we do not 
expect a linear relationship between MSE and 8, or p , . We estimate response surfaces for IRLS. 
GME2-PM. and GME2-R (where GME2-R includes observations for both GME2-RI and GME2-R2). 
Note that for the IRLS regressions p t -  0 and for the GME-PM regressions S, =  0 .  Tables 4.37 and 
438  summarize the response surface estimates.
The response surface shows that the ratio of the MSE for the restricted estimator to the MSE 
for the OLS estimator increases as the sample size increases. Thus, the risk gains due to inequality 
restrictions in either IRLS or GME are greater the smaller the sample size. As expected, increasing the 
constraint specification error, 8 , increases the risk for our restricted estimators. Additionally, the sign 
o f the coefficient for the prior mean specification error, p , is positive but not significant. This is 
consistent with the observation by Golan, Judge, and Miller (1996) that changing the prior mean has 
only a small impact on risk measures for the GME estimator. Finally, the coefficient for the constraint 
specification error is greater for GME than for IRLS. This is because when we change the constraint
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Figure 43 Empirical Risk of OLS, IRLS, and GME Estimators (N=I50) 
* Restrictions on f i3


















Figure 4.4 Empirical Risk of OLS, IRLS, and GME Estimators (N=100) 
* Restrictions on
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Table 437 Response Surfaces for Monte Carlo Experiments with Restrictions on
Variable IRLS GME2-PM GME2-R
Intercept 3645** .1798** -3294
(.1277) (.0357) (3279)
















R2 0.80 0.91 0.90
- 7 031 0.06 035
M 21 21 42
* Standard errors in parentheses.
Table 438 Response Surfaces for Monte Carlo Experiments with Restrictions on f i 3
Variable IRLS GME2-PM GME2-R
Intercept .8247** 3126** .1688
(.0549) (.0348) (-1123)












p : .0002 -.0003(.0008) (.0011)
r 2 0.77 0.91 0.87
a 7
a~ 0.09 0.06 0.13
M 21 21 42
* Standard errors in parentheses.
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specification error in GME we must also change the parameter support. The GME estimator is sensitive 
to changes in the parameter support since the prior mean may change and changes in the parameter 
support also affect the relative weights placed on the unknown parameters and errors in GME.
4.5 Conclusions
In this chapter, we examined the cost o f imposing inequality restrictions on the GME estimator 
in a linear regression problem. This is an important question in a linear regression problem since we 
must impose a maximum and minimum value on each parameter estimate in order to obtain GME 
estimates. We find that when the constraint specification error is negative (i.e. the restriction is correct) 
the GME estimator has lower risk than the OLS and IRLS estimators do. However, even when we 
impose correct inequality restrictions in GME, the risk measures for GME may be higher than for OLS 
or IRLS since the prior means and parameter support points change. Changing the prior mean shrinks 
the GME estimator towards a different value while changing the parameter support points changes the 
relative importance o f the GME parameter and error weights. For example, if we specify a very narrow 
range for the parameter support, GME places relatively more weight on the unknown errors than the 
data. However, if we specify a wide parameter support the GME error estimates are very small. We 
used relatively narrow parameter support vectors to keep the prior means from becoming too large.
GME performs best when the constraint specification error is very small, which implies that we 
should use GME if we are confident that the prior information is correct In addition, the GME-PM type 
o f restriction provides a good alternative if we are not very sure of our prior information. Thus, GME- 
PM is a conservative approach to imposing prior information in GME. However, GME-PM does not 
impose binding inequality restrictions.
Golan, Judge, and Miller (1996) estimate linear regression models using a GCE estimator, 
which allows us to specify different prior weights on the support points, but they do not impose binding 
inequality restrictions in their experiments. However, GCE may allow an improved way to impose 
inequality restrictions using entropy. Under GCE, we could specify binding restrictions and a relatively 
wide error support, yet still keep the prior mean consistent with our prior information by placing more 
prior weight on certain parameter values. This is an area where we plan to extend this research.
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CHAPTERS
MAXIMUM ENTROPY ESTIMATION IN CENSORED AND TRUNCATED REGRESSION
MODELS
5.1 Introduction
In this chapter, we discuss ME estimation in censored and truncated regression models. 
Censored and truncated models are known as limited dependent variable models since we have limited 
observations for the dependent variable. In censored samples, all values of the dependent variable 
below a certain threshold are reported at the threshold value. Thus, we do not observe the true value o f 
the dependent variable. However, we fully observe the independent variables in a censored sample. In 
a truncated sample, we only observe the data when the dependent variable, y , is above the threshold 
value; we observe neither the dependent nor die independent variables when y  is below the threshold.
We estimate a censored regression model using the GME estimator discussed in Golan, Judge, 
and PerlofF(1997) and Golan, Judge, and Miller (1996). We develop a GME estimator for two types o f 
models involving self-selectivity, which is a special case o f truncation. Self-selection means that 
individuals are either in the sample or not based on the outcome o f a separate decision model. The 
decision may be made by the individual o r by someone else. For example, in our credit scoring model 
individuals who are denied loans by the bank are not in the sample. In addition, individuals who choose 
not to apply for a  loan because there is a high probability that they would be denied are not in the 
sample.
5.2 Generalized Maximum Entropy Estimation in a Censored Regression Model
In censored samples, we have observations on the independent variables for all individuals, but 
we do not observe the true dependent variable for individuals below a threshold value. Instead, the 
observed dependent variable is set to the threshold value for individuals below the threshold. For 
example, in measuring consumer expenditures on automobiles during a given year, we observe many 
households whose expenditures are zero. Tobin (1958) proposed a solution to this problem, which is
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known as the censored regression model or the tobit model The tobit formulation assumes a linear 
regression model
y ,= x \p + e t , e , ~ N (  O.tr2) (5.1)
for y* , which is an unobservable latent variable that represents the desired expenditure level. We 
observe
y . A i  ( « >
[ 0  if  y 4 < 0.
We have N 0 observations where y, = 0 and N t observations where y, =  y] ( N  = N 0 + ). Judge
et al. (1988, p. 797) show that the OLS estimator applied to the AT, uncensored observations is biased 
and inconsistent The OLS estimator applied to all N  observations is also biased and inconsistent. This 




4>(z) denotes the standard normal cumulative distribution function evaluated at z  and <f>{z) denotes the 
standard normal probability density function evaluated at z . Thus, OLS estimation on y, does not
yield consistent estimates for the population regression function E ^y’ ] = x \ f i . Therefore, we use
maximum likelihood to obtain the tobit estimates.
The probability that an observation is censored is given by
Prob[y, = 0] =  1 -  <D(*/£ l a )  = \ - F t , (5.4)
while the probability that an observation is not censored is 0(x,'>3 /  <r) = F,. The probability density 
function for individuals who do make a purchase is
145
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*  J
and the iog-Iikelihood function is given by
(5 .5)
>■, *o y, >®
Amemiya (1973b) showed that maximizing the Iog-likeiihood function (5.5) leads to estimators that are 
consistent and asymptotically efficient
Golan, Judge, and Perloff (1997) discuss GME estimation o f  the tobit model. Their GME 
solution for the censored regression problem closely follows the Golan, Judge, and Miller (1996) GME 
solution for a linear regression problem, which we discuss in Chapter 3. As in the linear regression 
problem the entropy function does not converge under the ME formulation. Therefore, we estimate the 
tobit model using the GME formulation, which includes the error term in the entropy function an its 
constraints.
Following Golan, Judge, and Perloff (1997), we let y x represent the uncensored observations
for which y, = y " . and let y 0 represent the censored observations for which y ’ < 0 and v, = 0 . The 
tobit model is written in matrix form as
where X x is an N x x K  matrix o f explanatory variables for the uncensored observations, X 0 is an 
N0 x K  matrix o f explanatory variables for the censored observations, ex is an N x x 1 vector of 
random errors for the uncensored observations, e0 is a N 0 x 1 vector o f random errors for the censored 
observations, and P  is a K  x  1 vector of unknown parameters. As in the linear regression problem, we 
reparameterize the unknown parameters and errors such that they take the form o f probabilities, which 
can be estimated with GME. That is, we specify a matrix of support points for the unknown parameters 
and errors and we estimate the unknown probabilities associated with the support points. We rewrite the 
unknown parameter vector as
(5.6)
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1oo
> r











• Pi * =  1 ,2 , . . . ,*
1 o o
• N ** I P k .
(5 .7)
where f i  is a /C x i vector o f  unknown parameters, Z  is a K  x K M  matrix o f support points, and p  
is a K M  x  1 vector o f unknown weights such that > 0 and p'kiM =1 for all k  . We rewrite the 
unknown error vector as






0 v'2 ••• 0 . w2




n = l£ , . . . ,N (5.8)
where e is an N  x 1 vector o f random errors, V is an N  x N J  matrix of support points, and w is an 
N J x 1 vector of unknown weights such that w0 >  0 and w'ij =  1 for all i . The reparameterized












Zp +M - (5.9)
We can take two approaches in solving the censored regression GME model developed by 
Golan. Judge, and Perloff (1997). We first discuss the solution given by Golan et al. and then present an 
alternative GME solution for equation (5.9). Golan et al. obtain GME estimates for the censored 
regression model by solving the constrained optimization problem
max H (p ,  w) = - p '  ln (p ) -  w{ ln(w ,) -  ln( w0) (5.10)
subject to
y l = X lZp + Vlwl 
0 > X 0 Zp + V0w0
U K ® iM) P  = iK 
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(Av0®C)wo='V (5.15)
Equations (5.11) and (5.12) are the data constraints whfle equations (5.I3M5.15) are the additivity 
constraints which require that the probabilities associated with the parameter and error supports sum to 
one. The Lagrangian for GME tobit problem is
Z  =  - p '  ln(p) -  w[ ln(w ,) -  ln(w0) +  X xZp +  Vxwx -  y , ) + A'0( - X 0Zp -  VQwQ)
+r'[ik - U k - U s x ~ { iNa ® /;)w 0] ,
where A.x is a N x x 1 vector o f Lagrange multipliers for the data constraint on the uncensored 
observations, A0 is a N 0 x 1 vector o f Lagrange multipliers for the data constraint on the censored 
observations, y  is a K  x 1 vector of Lagrange multipliers for the additivity constraint on the unknown 
probabilities for the parameter support, S x is a  N x x 1 vector o f Lagrange multipliers for the additivity 
constraints on the error weights for the uncensored observations, and S 0 is a N 0 x 1 vector of 
Lagrange multipliers for the additivity constraints on the error weights for the censored observations.
The first-order and the Kuhn-Tucker conditions for the GME tobit problem are
ijr = - l n ( p ) + 2 X ' A '  -  -  ( / *  ®  iu )r* 0d p
p > 0 , p ~  = 0 = > ^ -  = 0 
op op
J ^ -  = - i NiJ -  In(w ,) + V{kx -  ( /„ ,  ®  i j  )S X =  0 
T" = ~‘nvj ~  ,n( wo )— Vfro ~  v0 ®  h  )*o — 0OWq
d ji  A d Z  .  
w0 > 0,wo = 0= ^  —— =  0
dw0 dw0
= X xZp + Vx wx -  y x = 0
0/1,
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Note that XQ = 0 unless the latent value of the censored observations (y0 =  X QZp + V0wQ) is 
equal to zero. Inserting A0 = 0 and solving the KM  FOC’s for the unknown p's yields 
p  =  exp(Zr,'/t, )exp[-in i -  ( I K ®  iM )r ] , 
which implies that
Pim = exP( )e x p (- l  - y k ) .
M
Since the additivity constraint requires that Y.Pkm = 1 and exP(_ l ~  Y k ) *s constant for a given
I
parameter, the optimal probabilities may be rewritten as
exp ( z ^ i , )  e x p C z ^ j , )
Pkm M a rv / j \ ’
X e x p ^ fc X A ,)  Q *W i)
where Q Jt(At) represents the partition function for the k th parameter. Solving the N XJ  FOC’s for 
w, yields
w, =exp(K1tt ,) e x p [ - tJV ~ ( I Ni ® / , ) £ , ] ,  
which implies that
a
wnj = exp(vny/ l In )e x p ( - l  -  5 Xn)
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for the uncensored observations. Solving the N 0J  FOC’s for w0 yields 




for the censored observations (since A0 =  0 ). Since the additivity constraint requires that =1
7=1
for all N observations and e x p (- l  -  6 n) is constant for a given error, we rewrite the optimal error 
weights as
expCv i ^ )  exp(v A1(f) 
w„. = ------------   = --- i -------. (5-17)
I e x p ( v nyAUt) 'V'.Wm)
7“ 1
for the uncensored observations, and
* , =  (5.,8)
£exp(-l-<S„„) J
7=1
for the censored observations. Thus, if the error support is symmetric about zero, as we have assumed, 
the estimated errors are equal to zero for the censored observations. Hence, X 0Zp = V0w0 = 0 and the 
GME tobit solution proposed by Golan, Judge, and Perloff (1997) is equal to the GME linear regression 
solution, equations (3.10) and (3.19), applied to the N x uncensored observations.
An alternative solution is to stack the matrices in equation (S.9) and impose this equality as a 
single constraint Thus, we obtain the alternative GME solution by solving the constrained optimization 
problem
max.H(p,w) = - p ' \ n ( p ) - w 'ln (w ) (5.19)
subject to
y  = XZp + Vw (5.20)
U K ® iM)P = iK <5-21)
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{ I n  ® i j ) w  = /w , (5-22)
where y  = (y{ y'Q) , X  = (X{ X$) , and w = (w{ w£) . This GME tobit solution is equal to the
GME linear regression solution applied to all N  observations.
We know that the OLS estimator applied to either the uncensored observations or the entire 
sample is biased and inconsistent While GME allows us to impose nonsample information through the 
parameter and error support matrices, the GME linear regression solution applied to the tobit model 
suffers from the same problems as OLS. Judge et al. (1988, p. 797) show that for the uncensored 
observations
y, = x ; 0 + a ^ -  + ut ,
F,
where f, represents the standard normal probability density function, F, represent the standard normal 
cumulative distribution function, and <7 represents the standard deviation o f e , . The GME tobit 
solution proposed by Golan, Judge, and Perloff (1997) omits the term o’ - f( /  F,, which is a function o f 
x , . Their GME approach does not include any constraints that take into account the probability o f an 
observation being censored. In addition, their GME formulation assumes independence between p  and 
w  so that we can estimate them jointly in the entropy function. However, we know that the errors and 
parameters are not independent in the tobit model. Therefore, the entropy between the unknown errors 
and parameters is not additive.
We estimate a censored regression model using a small data sample from Judge et al. (1988, p. 
800). The data consist o f N  = 20 observations generated from the regression function
y] =  /?, +  P 2xa + e, , e ,~ N ( 0 ,c r )  (5.23)
where P x = - 9 ,  /?2 =  1, and <7 =  4 .  The sample contains N 0 =  6 censored observations and 
N , =  14 uncensored observations.
Following Pukelsheim (1994), Golan, Judge, and Perloff (1997) suggest setting the error 
bounds as v,, =  —3cr and va  = 3<r, where <7 is the standard deviation o f e . They calculate the
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sample variance o f  y  assuming it follows a uniform distribution between its minimum and maximum 
values, Sy =  ( y „ „  -  y mm )2 / 1 2 ,  and use sy in setting the error bounds. Since we have a censored
sample, Golan et al. replace with y ^  when calculating s2, where y mm is an inferred value 
based on the observed sample and the percentage of censored observations. We use the true latent 
values, which are known in our sample, to calculate s2. The sample standard deviation of y , assuming 
is follows a uniform distribution between its maximum and minimum values, is sy = 83 . Therefore, we 
use v' = (—25 0 25) as the GME error support using the 3<r -rule and call this model GME3. We
also we estimate model GME2, which has an error support v,' =  (—10 0  10) to examine GME
estimation under a narrower error support In both models we specify the parameter support for both
/?, and f i2 to be z\ — (—20 —10 0 10 20).
Table 5.1 gives estimates obtained using OLS on all 20 observations. OLS on the 14 
uncensored observations, GME on all 20 observations, GME on the 14 uncensored observations, and 
tobit We let OLS-A. GME2-A, and GME3-A denote the estimators applies to all 20 observations and 
OLS-U, GME2-U, and GME3-U denote the estimators applied to the 14 uncensored observations.
Table 5.1 Param eter Estimates for Model (5.23)
Variable OLS-A OLS-U GME2-A GME2-U GME3-A GME3-U Tobit
A
-2.153 -1.491 -2.128 -1.350 -1.484 -0.652 -5.73
(-1.47) (-0.57) (-2.58)
A
0.668 0.653 0.678 0.653 0.620 0.596 0.901
(5.48) (3.46) (5.30)
a 2 9.887 11361 13.184
In/ -41255
* N =20; 14 uncensored and 6 censored observations; t-statistics in parentheses.
The results show that GME shrinks the parameters towards their prior means, which are zero in 
this case. The GME estimates are farther from the true parameters than either OLS or tobit In addition,
GME does not provide an estimate o f  ar2 . Golan, Judge, and Perloff (1997) suggest using the GME
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estimates to estimate values for y$ and re-estimating the model with GME using the true yt and the
estimated yjj as the dependent variables. However, this method does not seem to be a very good one if 
the original GME parameter estimates are biased and inconsistent. The only benefit o f this GME tobit 
formulation is that it does allow a  means of introducing nonsample information. For example, we could 
have shrunk the parameters toward their due values using GME. Unfortunately, economic theory does 
not generally provide such information.
S3 Truncated Regression Models
In this section, we discuss ME in truncated regression models. To date, no one has estimated a 
truncated regression model using ME. We consider two different truncated regression models involving 
sample selectivity, the probit model with sample selection and the bivariate probit model. We describe 
the probit model with sample selection, from Kleit, Pierce, and Hill (1998), in section 53.1 and discuss 
ME estimation in the probit model with sample selection in section 53.2. We describe the bivariate 
probit model and the censored probit model in section 5.3 3 .
53.1 The Probit Model with Sample Selection
Kleit, Pierce, and Hill (1998) discuss the probit model with sample selection selection using 
data on penalties administered by the Louisiana Department o f Environmental Quality (DEQ). There 
are three levels o f action that can be taken - no action, a mild penalty (compliance order), or a more
severe penalty (financial penalty) - depending on whether or not a latent variable, y *, crosses an 
unobservable threshold. We have complete observations when there is any type o f action taken, but we 
do not have any observations for cases in which no action is taken. Let y* represent a latent variable 
that is determined by
y t =x'tp + e „  (534)
where x '  is a row vector o f explanatory variables, P  is a K  x 1 vector o f unknown parameters, and 
e, is an N  x 1 vector o f random errors. In the regular probit model we observe
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fl ify ] > f x x
1° 'fiy, —f*\'
( 5 2 5 )
Since fix is not identified and cannot be estimated we normalize/ / , = ( ) .  In the probit model with 
sample selection we observe
[0 i f  / / ,  > y , > //„ -
We do not observe anything if y* <  / /0 . Again, we normalize / / ,  =  0 .
Kleit, Pierce, and Hill (1998) note that ignoring the sample selectivity in this model leads to 
biased and inconsistent estimators. They show that the probability o f  a random individual being 
observed is
Pif-V,* > Mo] =  1 “  WMo ~ K P)  > (5-27)
where O (z) is the standard normal cumulative distribution function evaluated at z . For a given 
observation the probability that y, =  0 is
1 ‘ l - ® 0 / , ,
and the probability that we observe y, = 1 is
Pr[y  = i]  =  W X P 1  = f  .
L 1 1 -<D(//0 - x ;^ )
The maximum likelihood solution to this problem is obtained by maximizing
L = n l l F0lr y‘F *  (5.28)
with respect to P  and fi0 .
53 3  ME Estimation in the P robit Model with Sample Selection
Our ME solution to the binary choice model with sample selection assumes that we know the 
probability that x ’P  > / /0 . For example, we may know that a  bank denies 10 percent of their loan 
applications. In Chapter 2, we write the binary choice problem as
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y v =G(x',0J) + eiJ = p tJ +eu . (529)
In the binary choice model with sample selection we write the model as
y,j = G (x\P j ) + etJ = p tJ! Prixlfij > p 0) + etJ, (530)
where Pr(x\P j >  / /0) is the probability that the loan is granted.
Given this information, we estimate the ME probabilities by solving the constrained
optimization problem
m axH (p)  =  - p '  ln(/>) (531)
subject to
.9 ( I2 ® X ’) y  = ( I2 ® X ') p  
= - 9  ’ * N  •
(532)
(533)
We solve this problem exactly as in Chapter 2. Now, for each individual the probabilities that they will 
either repay or default on their loan add up to .9, while the probability that the loan is denied is equal to 
.1. The obvious weakness with this specification is that the probability of the loan being denied is 
assumed to be constant for each individual. However, without data on individuals denied loans we 
cannot estimate individual probabilities for having a loan denied.
53 .4  The Bivariate Probit Model
The bivariate probit model assumes that there are two separate binary equations to determine a 
sample outcome. We observe the binary outcome in the second equation if and only if  the first equation 
results in a particular outcome. For example, we observe default or repayment o f  a loan only if the bank 
has granted the loan. For individuals whose loan applications are denied, we do not observe the binary 
outcome of default or repayment. There are several papers that deal with the bivariate probit model 
including Poirier (1980), Zeliner and Lee (1965), Farber(1983), Meng and Schmidt (1985), and Terza 
and Tsai (1996). Moritnune (1979) and Schmidt and Strauss (1975) examine a bivariate logit model.
In Chapter 2, we estimate a credit scoring model as a binary choice model in which we observe 
individuals to default or repay their loans. However, there is sample selection bias in credit scoring 
problems since we cannot observe repayment or default among individuals who are denied loans. If we
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observe the personal and financial characteristics o f the individuals who are denied loans we have a 
censored probit model. I f  we do not observe the personal and financial characteristics o f those denied 
loans we have a truncated model, known as the bivariate probit model.
In the bivariate probit model, we have two equations
y t =x'tf i+ e t (5-34)
d ‘ =  z \a  +  v, (5.35)
where y] and d ’ are unobservable latent variables and corr(e,,vl ) = p .  We observe
j 1 i f d ; > o  
' [0 i f d ’ sO ,
and we observe
n  i f y - > 0
' |0  i f y ' s O
if and only if d, = 1. For example, in the credit scoring model we only observe individuals who are 
granted loans. Thus, in our credit scoring model equation (535) represents the loan granting decision 
and equation (534) represents the decision to default or repay the loan.
Poirier (1980) estimates a bivariate probit model in which we only observe the product y, -d, 
rather than each choice individually. Meng and Schmidt (1985) discuss the censored probit model of 
the type that we have in the credit scoring problem. In the censored probit model, we have complete 
observations for the loan granting equation, but the repayment equation is only observed for individuals 
receiving a loan. In this model, the probabilities o f the possible outcomes are 
P r[4  = X \  = q, =  0 (z 'a )
Pr[d, = 0 ] =  l - f c  = l - d > « a )
PrO , = \,d, =  1] =  ptq, = F (x;fi,z;a ;p)
Pr[y, = 0 ,4  = ! ]  =  ( ! - /> , )q, =  -  F {x\p ,z\a \p .),
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where G>(-) denotes the standard normal cumulative distribution function and F(-, •; p )  denotes the 
bivariate standard normal cumulative distribution function with correlation coefficient p . The joint 
probability density function o f  the observed y / s  and d ’s is
/ O ',  A  )  =  p,qtyA (1  -  a  )q, lX- y' *  (1  -q , ) l~d' . (536)
N
The likelihood function, L  = n  f ( y ,  ,</,), is given by
i-i
L =  F (x \P X “ \ p Y id' \A > «a) -  F (x ;B ,z ;a ,p ) f-y-*  [l -  (5.37)
The Iog-iikelihood function is
In L  =  Z  {y,d, In  F ( x ,lP ,z \a \p )  +  ( l  - y ,A  ln[<D(z;or) -  F(x',pyz \a \p )\
i-i
+ ( l  -  </,) In[l -  <D(z'a)]}
= Z  O', In F(x;p ,z;cr,p) + (l -  y , ) ln[<D(z,'a) -  F(x;p,z;a;p)]}
d-i
+ S ( I  — </,) In[l -  4>(z;'ar)]. (5.38)
/cl
Maximization o f (538) yields the maximum likelihood estimates for the censored probit model. Manski 
and Lerman (1977) and Hoffman, Boyes, and Low (1989) estimate credit scoring models using a 
censored probit model with data on individuals who are denied loans.
5.4 Conclusions
To date, there has been very little research about ME and GME estimation in censored and 
truncated regression models. Golan, Judge, and Perloff ( l997) and Golan, Judge, and Miller (1996) 
discuss GME estimation in the tobit model. However, their solution does not account for the probability 
of an observation being censored. We conclude that the current GME approaches do not provide a good 
alternative to traditional estimation techniques in censored and truncated regression models. However, 
given the scarcity o f  research about GME estimation in econometric models, it is likely that additional 
research will yield a  viable GME estimator for censored and truncated regression models.
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CH APTER 6 
CONCLUSIONS
6.1 Maximum Entropy Estimation
Maximum entropy (ME) estimation is a relatively new estimation technique in econometrics. 
Jaynes (I957a,b) argues that when estimating an unknown probability distribution we should choose the 
distribution that maximizes entropy and is compatible with our prior information. Denzau, Gibbons, 
and Greenberg (1989) and Soofi (1992) discuss ME estimation o f the unknown probabilities in 
multinomial choice models. Estimates for the unknown parameters are obtained as the Lagrange 
multipliers in the entropy maximization problem. Golan, Judge, and Perloff (1996) extend this work by 
defining a generalized maximum entropy (GME) estimator that jointly estimates the unknown 
probabilities and errors. Golan, Judge, and Miller (1996) apply the GME estimator to estimate a wide 
range of econometric problems by reparameterizing the unknown parameters and errors such that they 
take the form of probabilities. We examine the ME and GME estimators in the context of several 
statistical models using real data as a basis for Monte Carlo experiments, as opposed to previous studies 
that used artificial data.
6.2 ME and GME Estimation in Discrete Choice Models
We examine both ME and GME estimation in discrete choice models using actual data as a 
basis for Monte Carlo sampling experiments. In discrete choice models, we have a known set o f 
discrete support points for the dependent variable, y , and we estimate the probability that y  is equal to
each o f these points. ME estimation yields the most uniform probability distribution that is compatible 
with the observed data. We find that the ME estimator is equivalent to the logit estimator when we 
specify the ME data constraint suggested by Soofi (1992) and Golan, Judge, and Perloff (1996).
The GME estimator includes the unknown errors in the entropy function and its constraints. 
GME allows us to estimate both the unknown probabilities and the unknown errors associated with these
159
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
probabilities. To obtain GME error estimates, we must convert the unknown errors to probabilities, 
which we do by specifying a set o f support points for the errors a priori. We show that in discrete 
choice models GME shrinks the predicted probabilities for each alternative toward 1 /  J , where J  is 
the number of alternatives. The wider we specify the error bounds the greater the degree o f  shrinkage. 
By placing more weight on the errors we shrink the parameter estimates toward zero and the predicted 
probabilities toward 1 /  J . In addition, we find that shrinkage is greater when we have an unbalanced 
sample. For balanced samples, we observe very little difference in prediction between the alternative 
estimators.
We find that GME performs well in Monte Carlo sampling experiments in terms o f  risk 
measures for the parameter estimates, the predicted latent variables, the predicted probabilities, and the 
marginal effects. We specify three GME estimators with different error support vectors; GME1 has 
wide error bounds o f [—1,1], GME2 has error bounds o f  [—.I ,.l] , and GME3 has errors bounds o f
[-.01, .01]. The GME2 and GME3 estimators dominate ME-Iogit in terms of empirical risk measures
in Monte Carlo sampling experiments. The GME1 estimator has the smallest variance o f the alternative 
estimators since the parameter estimates are shrunk toward zero. However, the GME 1 estimator does 
not predict well in a hold-out sample and has a higher MSE for the margnal effects than the alternative 
estimators. On the basis o f our Monte Carlo experiments we conclude that GME estimation is a good 
alternative to logit estimation, particularly if we have an unbalanced sample where the shrinkage 
properties o f GME are greater.
6 J  GME Estimation in a Linear Regression Model
We examine GME estimation in linear regression models using actual data as a basis for Monte 
Carlo sampling experiments both with and without inequality restrictions placed on the parameters. In 
addition, we develop a method to specify inequality restrictions in GME through the parameter support 
matrix. However, the restricted GME parameter estimates are sensitive to both the restrictions and the 
prior mean specified in the parameter support.
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The GME estimator in the linear regression problems works similar to Stein-like rules since it 
allows us to introduce non-sample information. In the linear regression problem we must specify a 
support matrix based on prior information and we estimate the discrete probability distribution for each 
f ik associated with its support vector. We show the GME shrinks the parameter estimates toward the
prior means o f  their support vectors and that the GME parameter estimates are very sensitive to the 
parameter and error support matrices that we specify a priori. While GME allows us a means of 
specifying nonsample information about the parameters the fact that we must bound each parameter is a  
problem since economic theory does not usually provide such information.
We find that the GME estimator has lower risk than the OLS estimator in terms o f the MSE o f 
the parameter estimates and the out-of-sample prediction error when the underlying errors have a 
standard normal or standardized chi-square distribution. GME does not perform well when the errors 
are drawn from a standardized t- distribution. Our Monte Carlo experiments show that GME is superior 
to OLS if we have good nonsample information about the parameters. However, even when we have 
good nonsample information the GME estimator is very sensitive to the support points that the 
researcher must specify for the unknown parameters and errors.
6.4 Future Research Plans
In Chapter 5, we discuss ME estimation in censored and truncated regression models. This is 
an area o f research that has not yet been explored in great detail. Golan, Judge, and Perloff (1997) 
propose a  GME solution to the tobit model, but it is not a completely satisfactory solution. There have 
been no entropy solutions proposed for truncated regression models. This is one area that we will 
continue to research.
Another area o f  future research is to impose nonsample information about the parameters in 
discrete choice models. The ME estimator for discrete models developed by Soofi (1992) and Golan, 
Judge, and Perloff (1996) estimates the unknown probabilities o f  choosing each alternative and only 
yields parameter estimates indirectly as Lagrange multipliers for the data constraint Thus, there is no 
means for imposing nonsample information about the parameters in a discrete model as there is in the 
linear regression model. Finally, we will further explore the shrinkage properties o f GME estimation in
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the linear regression model and how to best specify nonsample information. One possibility that has not 
been discussed in the literature is to place priors on values such as elacticities rather than the parameters 
themselves.
ME and GME estimation perform very well in Monte Carlo sampling experiments using real 
data which shows that they have great potential for econometric applications. However, entropy 
methods are not folly understood at this time and there is a lot o f  potential for future research on how 
best to apply entropy estimation in econometric modeling.
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APPENDIX A 
SOLUTIONS TO MAXIMUM ENTROPY PROBLEMS
A. I General Entropy Problem
The Objective Function:




S  p, = i •
1=1
The Lagrangian:
*  = " I P, In (f l) +  * 0  -  T.P, )-
i=l /=!
First-Order Conditions:
—  = - l - l n ( p , ) - A  = 0 V /
dp,
Solve FOC’s forp:
ln(p,) = - l  -  A
=> p, = e x p ( - l -  X)  V / .
Because the probabilities must sum to one, we can rewrite the optimal ME probabilities as
e x p (- l  — 1 ) 1
P> ~~x ~ ~ ~ N '
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Second-Order Conditions:
<?p,2
“P i ' o




Because p, is positive for all / ,  all of the diagonal elements o f the Hessian are negative and the matrix 
o f second derivatives is negative definite, thus ensuring a unique global maximum.
A.2 Jaynes* Dice Problem — Primal Solution 
The Objective Function:
m ax H {p) = - t .  A l " (  P.) 
1= |
subject to
I  a*, =y
,=i
I a  = 1-
i=i
The Lagrangian:
4  = - X p, \n(p,) + M y - I . p lx , )+r( \- 'Zpl).
i»i >=\ /-I
First-Order Conditions:
d.4—  = -1  -  ln (p ,) -  x ,A - y  = 0
dp,
—  = y - Z p , x ,  = o
a  a. ,=i
d<i A
^ = i - S a = o .  dy  ,-i
V/
Solve FOC’s forp:
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=> A = exP (-l -  x,X -  y) V i.
Because the additivity constraint requires that the probabilities must sum to one, we can rewrite the 
optimal ME probabilities as
~ e x p (-l-y )ex p (—x,A) _ exp(-x,A) exp(-x,A )




- P i 1 0 . . .  0
0 - P i 1 0
0 0 —Ps
Because p, is positive for all / ,  all o f the diagonal elements o f the Hessian are negative and the matrix 
of second derivatives is negative definite, thus ensuring a unique global maximum.
A.2.I Jaynes’ Dice Problem - Dual Solution
We substitute the optimal ME probabilities into the original Lagrangian to form the concentrated 
Lagrangian:
A/( A) = - £  p t (A) ln( p,  (A)) + A(y -  £  P, W * .)
1*1 /*I
i=l i=t




= Xy + In(Q(A)) 
= Ay + In £ e x p (-x yA)
U - '
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First-Order Condition:
dM  6 - x  e x p (-x  /l)




- 2  w  * X] exp(-x  A)Q(A) + x  expi-x  A y Z - X j  expC-XjX)
a M _________________________y*i___________
d X 2 ~ h  [CKX)]2




= 1 - ---------------------------- r _ o 2
7-«  [ W ) f
which is positive for all X . Therefore, the concentrated Lagrangian is a strictly convex function of X .
We minimize the concentrated Lagrangian to obtain A , which yields the optimal probabilities.
A 3  Binary Choice Problem -  ME Primal Solution 
The Objective Function:
max H(p)  =  - p ' \ n ( p )  (A.8)
subject to
( / 2 ®  X ’)y  =  (I j  ®  X ’)p  (A.9)
U s  / * >  = /* -  (A-IO)
The Lagrangian:
A  = - p ’ In(/7) + X'[{I2 ® A T ') /> -( /2 ® X ' ) y \  +  Y ' [is ~  ^  ]/>],
where X = [A\ X'2] is a 2 K  x 1 vector o f  parameter estimates.
First-Order Conditions:
— — =  - i 2 N - l n ( p )  +  ( /2 ® X ) X - \ l N i n ] y  =  o
d p
^ -  = (I2 ® X ' ) p - ( I 2 ® X ' ) y  = 0
OA.
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ln(p )  — U i  ®  X ) X  — i2jv ~ ( I n I n YY  
p  = exp[(/2 ®  W ] e x p [ - / 2A, - { I n I n Y y ]
=> py =  exp(x/A j  ) e x p ( - 1
Since additivity requires that p ,x + p t2 = 1 and ex p (-y , -1 )  is constant for a given individual, the
optimal ME probabilities can be rewritten as
exp(— 1 - r , )  exp(x;Xj) exp(jr,'i7)
P tJ  ~  2  ~  2  „
exp(-1 — ) 2  exp(x,'A y) ^expCt.M,)
7-1 7=1
Replacing X with f i  and normalizing /?2 =  0 yields
■ p ( x ^ . e x p ^  y _ u _ ( a i | )
1 + exp(x ,'^ ,) Q,(>?)
Second-Order Conditions:
i
d p d p '  p
on the diagonal elements and zero on the ofF-diagonals. Therefore, the Hessian is negative definite and 
we obtain a unique global maximum.
A J.1 Binary Choice Problem -  ME Dual Solution
We substitute the optimal ME probabilities into the original Lagrangian to form the concentrated 
Lagrangian:
M { X )  =  - p ' { X ) \ n { p ( X ) )  +  Xl[ V 2 ® X ' ) p { X ) - ( I 2 ® X ’) y \
- „ , x .  r « * w
= - ' (A ),n h u 7 T
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=  - p V i f e f l j  - In(Q ,(A ))] +  p ' ( W 2 ® X ) A - y ' ( I 2 ®  X)A 
=  - p ’{A X I 2 ®  X )A  +  £  In[Q, (A )] + p ' (AXI2 ® X ) X -  y \ I 2 ®  X ) A
=  - / ( / 2 ®  W  +  Z  In S e x p « A v)J.
Normalizing A2 = 0 yields
A/(A) = - y ’XA + £  In[l +  exp(jc/A)].
I
First-Order Condition:
a a 7 n,(A)
Second-Order Condition:
d 2 M _ _  x,x; exp(x,U )[l +  exp(x;A)] -  x,x;[exp(.rtM)]2
d i d  A'  [ n , W ] 2
x,x;exp(x;A) + x,x;[exp(x;i)]2 -x,x;[exp(x;A)f
• P M ) ] 2
_ y  x.xlexpCxjA)
r  [f2,(/i)]2
which is positive for all A . Therefore, the concentrated Lagrangian is a strictly convex function of A .
We minimize the concentrated Lagrangian to obtain A , which yields the optimal probabilities.
A.4 Binary Choice Problem — G M E Primal Solution 
The Objective Function:
H (p ,w)  = —p '  In(/?) -  w r In(w) (A. 12)
subject to
( / 2 ®  X ' ) y  =  ( / 2 ®  X ' ) p  + ( I 2 ®  X ’)Vw  (A. 13)
[ /*  I s ] p  = iN (A. 14)
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(^2V ® *A/)W~*2JV (A-15)
The Lagrangian:
-f = - /? ' ln(p) -  w' ln(w ) +  A '[( /2 ®  X ’)p  + ( / 2 ®  Af')Fw - ( / 2 ®  Af 
+r'[',v ~ [ I N ! n ]p } +  4*2* “ (Ajv )w] .
where A = [X| A.,]’ is a 2 K  x 1 vector o f parameter estimates.
First-Order Conditions:
^ -  = - i 2 s - H p )  + ( I 2 ® X ) X - [ l N / „ ] > = < >  
dp
—  = ( / ,  ® A T)p+ ( / 2 ®  -  ( / 2 ® AT')^ =  0
dX
~ i\- -  [̂ AT I k \p  ~  0
^  = - / ,  w  -  ln(vr) +  r  ( / ,  ®  X )  X -  ( / 2JV ®  iu ) x =  0
dw
^ = / 2 v - ( / : , ® / ; / ) w = o .
d r
Solve FOC’s for p:
ln(p) = (/, ® AT)A — /2v — [Ar I n\ Y
P = exp[(/2 ® J O ^ ]e x p ^ -/2Af - [ 7at /* ]  f j
=> py =  e x p « A y) e x p ( - l
Since additivity requires that p ti +  p l2 =  1 and exp(—y ( — 1) is constant for a given individual, the
optimal ME probabilities can be rewritten as
a e x p (- l  -  / , )ex .p ix 'Xj  ) _  exp(x,'A.,)
P ij ~  2 ~  2 ~
e x p (- l  -  r , ) t . e x p i x ; X J ) ZexpCr/A,, )
2-i y-i
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Replacing k with fi and normalizing ff2 = 0 yields
expCr,'^,) exp(x' f i  )
p..  ------------- —  = ---------= -^ -, 7 =  1,2. (A-16)
1 + expCx,'/?,) &AP)
Solve FOC’s for w.
ln(w) =  V V i  ®X)X- i2NM -  ( I2N 0  iM ) f  
w =exp[F '(/2 0  ^ ) l ] e x p [ - /2Aftf ~ ( I 2N 0 / w ) r]
=> wVm = exp(x;Ayv(ym)e x p [ - l  -  r,y].
M
Because additivity requires that X ^ m  = 1 > exp(—r,y — 0  ,s constant for a given / and j  as we
flf*I
vary m , the optimal GME error weights may be rewritten as
e x p (- l  -  rIJ)exp(xl' l  jVljm) exp(x,'Ay v,yw )
Wijm ~ M M »
e x p (- l  -  r tJ) X  exp(x,M y vlym) Xexp(x,M yv,ym)
We again replace k  with /? and normalize/?, = 0 to obtain the optimal GME error weights 
exp(x;/?yv„m) exp(x,7?yv,ym)
IV =  -V™ M
Tl
X ex p (x ;^yvyin)
(A. 17)
Second-Order Conditions:
a 2uf _  1
d p d p ’ p
on the diagonal elements and zero on the off-diagonals;
d l J  1 
dwdw' w
on the diagonal elements and zero on the off-diagonals. Therefore, the Hessian is negative definite and 
we obtain a unique global maximum.
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A.4.1 Binary Choice Problem — GME Dual Solution
We substitute the optimal GME probabilities into the original Lagrangian to form the concentrated 
Lagrangian:
M(A)  = -p '(A)  In (p'(A)) -  w'(A)ln(w'(A))
+A’[{I2 0  X')p(A)  + ( /2 0  X')Vw{A) -  ( /2 0  X')y]
exp( x ^ j m )
% M j )
+A’[(I2 0  X')p(A) + (I2 0  X')Vw(A) ~ (h  ® X ’)y]
=  -p'{A)[x',AJ -  ln(£i, (A))] -  w'(A)[x,'Ayviym -  I n ^ / l , ))] 
+ P \ W I 2 ®  X)A  + w \ A ) V ’U i  ® X ) A - y ' ( I 2 ®  X U  
= - p ’m i 2 0  X U  +1  ln[n, (A)] -  w'(A)F'(/2 0  XU
I
+11 »n[̂  )]+p \ W i  ® W + M"( A)F'(/2 0 xu
* J
- y ’{I2 0 XU
X>xp(xUy)
j
IIln[lexp(jr;/l7vvm) l . 
i j L« J
Normalizing A2 = 0 yields
A/(A) = -y 'XA + Z  ln[l + exp(xU)] + Z  Z  ln[ ZexpCxUv^ ) |  
i • j L« J
= -y 'XA  + X  ln[l + exp(xU)] + Z  ln[~£ exP )1 + £  In fx  exp(0) ] .
i i lm J i L« J
First-Order Condition:
3 M  _  „ , ^ v xLe x p (x U )^ v
dA  7  Cl,(A) 7
y  XtVg» eXP(xUV,7m)
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Second-Order Condition:
d  2 M _ — x , x ’ exp(x'A)[l +■ cxpjx 'X) ]  -  x,x;[exp«A)]2  ̂
d X d X ' ~ ,  [ « (W ]2
XtXt îjmzxVix',Xvljm)'¥IJ XtX,Vym cxp(x;Xvljm )X  V  exp(x;Avvm)
» m
* \p2
x r f e x p j x j X )  —
' [ft, (A)]2 r






which is positive for all X . Therefore, the concentrated Lagrangian is a strictly convex function of X .
We minimize the concentrated Lagrangian to obtain X , which yields the optimal probabilities.
A i  Multinomial Choice Problem — ME Primal Solution 
The Objective Function:
max H (p )  = —p ’ in(/?) 
subject to
( I j ® X ’)y  = ( I j ® X ' ) p
The Lagrangian:
4  = -p'\Tx{p) + X'[{IJ ® X ' ) p - { I j ® X ’)y\  + y '[ iN - { l Ni I Nj . . .  I Nj]p]
where X =  [X J X'2 . . .  Xj] '  is a K J  x 1 vector o f parameter estimates.
First-Order Conditions:
^  =  - / At/- l n ( p )  +  ( / J ® W - [ / JVi I Ni . .. V ] V  =  0
| f ={ij ® -  ( / ,  ® * ' ) y  = o
OX
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~ ^ ~ iN ~ \ I Nl — I  Nj ] P ~ Q-
Solve FOC’s for p:
In(/>) = ( / ,  0 * M - / * / - [ / JVi / Vj ... / WJ V
P  =  ex p [(/y ®  X ) l]e x p  - i w  - [ lNi I Ni . .. / „ J  y
=>p,j= exp(x /A ,) e x p (- l  -  y  f ) .
Since additivity requires that ptl + p,2+...+Pj =  1 and exp(—y,  — 1) is constant for a given
individual, the optimal ME probabilities can be rewritten as
e x p ( - 1 - y , )  exp(x,'Ay) exp{x[XJ )
P'j ~  j ~  j  -
exp(—1 exp(x,'A ) £  exp(x,U )
y=i y»i
Replacing X with /? and normalizing f $ j = 0  yields
exp{x',Pj) exp(*,7?)
P,J = ------- 7T1--------------I —  = ---------------------------------------------------------------------------------------------------------------------------- (  A - 2 1 )
1 + I e x p ( x ; ^ )
7*1
Second-Order Conditions:
a 2^  i
d p d p '  p
on the diagonal elements and zero on the off-diagonals. Therefore, the Hessian is negative definite and 
we obtain a unique global maximum.
A3.1 Multinomial Choice Problem -  ME Dual Solution
We substitute the optimal ME probabilities into the original Lagrangian to form the concentrated 
Lagrangian:
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=  - ^ ) |n[ C ^ ^ ) ] + ® X ’) p ( X ) - U j  ®  X')y]
= -p '{X \x 't, l j  -  ln(Q, (A ))]+ p ' i W j  ® X ) X - y ’( I j  ® X)X  
= - p ' { X X I j ® X ) A  + ' Z H C1' W b P ' M IJ ® X ) X - y V j ® X ) X
I
=  ~ y V j  ®  X ) X  + £  In ^ e x p (x ,U 7 ) j .
Normalizing X j  = 0 yields
M{X) = ® W  + I  In^l + Sexp(x[Xj)j .
Since
y \ i j  0  x u  = T ' L y IJx ;xJ ,
‘ j
we write the concentrated Lagrangian as
M(X)  = - y J'£yIJx;XJ +Y. InT 1 + Zexp(x,U7)
i |_ y=l
First-Order Condition:
SM _  _  x,expix' ,X)
-ry  = "I yvx, +1 — —i---------
^  ' ' 1 +  Zexp(x;>ly)
7 -1
= - I




= - Z ( v y - ) x, =0 .
Second-Order Condition:
d 2 M -  x ,x /exp(x^y )Q, -  x,x,'exp(x,M7 )exp(x,M7) 
d X . d X ' . ,  [ 0 ;(/l)]2•7 — 7
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= y  ,f  exp(x;Ay) exp(xlXj )exp(x;>l7 ) 1
* L a > J
= S  x,x'{p9 - p l \ .
t
d 2 M 0 - x ,x jexp (s/A ,)exp(x ,^ t )
3  V 1* • [ n ,u > ] 2
=TL-xX p , p * ■
t
A.6 Multinomial Choice Problem -  GME Primal Solution
The Objective Function:
H(p ,w)  =  - p '  In(/?) -  w'  ln(w) 
subject to
( I j  0  X ' ) y  = (I j  ® X ') P  + ( l j  ®
I /a-, / .v: — / a'J / 7 = ,v
( / -V/ 0  ij, ) k- = .
The Lagrangian:
A  = - p '  In(p) -  w' In(w) + k'[(Ij  0  JT  )p  + ( / ,  ®  X ' )V w  -  ( I j  ®  * ')y]
where = [A( ... k j ] is a KJ  x I vector o f parameter estimates.
First-Order Conditions:
^ = - h s  - H p ) + U j ® x ) k - [/„, i Ni ... / vj V  = o
= ( / ,  ® * ' ) p + (7y ®  X')FW -  ( / ,  0  * ' ) y  =  0  
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a w
Solve FOC’s for p:
In(/>) — (I j  ® X ) X  — ifu — [/jy, I Ni ... Ifjj ] Y
p  = exp[(/7 ® A^ijexpj^-/*, - [ /^  I„t ... I Nj\ r
=>PtJ= exp( x ; l j  ) e x p ( - l  - r , ) .
Since additivity requires that ptX + p,2+—+Pu = I and exp(—y,  -  I) is constant for a given 
individual, the optimal ME probabilities can be rewritten as
e x p (- l  - y , )exp( x ; l j ) e x p « A , )
P>j ~  j  j  ~
e x p C - l - y jZ e x p C x , '^ )  J> x p < X /l,)
7=1 7=1
Replacing X with f i  and normalizing f i j  — 0 yields
_ e x p U 'i , ) _ < = xpO ^>  < a , 6)
1+ ^ e x p C r #  ) a AP)
7=1
Solve FOC’s for w:
ln(w) =  K '( /y ®  X ) X - i w  - V xj ® i M)r
w = exp[p"(/y ®  X ) I j e x p f - / ^  ~ ( I ^  ® i „ ) r]
=> w,jm — exp(x,'A jVijh ) e x p [ - l  - r y].
M
Because additivity requires that £  wljm =  1, and exp(— r y — 1) is constant for a given / and y as we
«>l
vary m , the optimal GME error weights may be rewritten as
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
e x p (- l  -  Ty )exp(x 'ZJvgm)  exp(jr,'Ay v,ym)
Wijm U a. M
exp(—1 -  r,7 ) 'Zexp(x;ZJvIJin ) E e x p te '^ V  )
m » l m ~ l
We again replace X with f3 and normalize f}2 =  0  to obtain the optimal GME error weights 
exp(x;0jVljm) exp jx t f jV y J
•J" m  w  , n  \  “
£ ex p (.r;£ yv(y(B)
Second-Order Conditions:
a 2«d 1
d p d p ’ p
on the diagonal elements and zero on the off-diagonals;
d 2J  1 
dwdw ' w
on the diagonal elements and zero on the off-diagonals. Therefore, the Hessian is negative definite and 
we obtain a unique global maximum.
A.6.1 Multinomial Choice Problem -  GME Dual Solution
We substitute the optimal GME probabilities into the original Lagrangian to form the concentrated 
Lagrangian:
M(X)  = - p ’(X) In(p '(A )) -  w '(/l) ln( w \X ) )
+X'[{Ij ®  X ' ) p ( Z )  + ( I ,  ®  X')Vw(X) -  ( / ,  ®  X')y]  
exp(x;Zj) '
-w '(A ) ln
e x p « / l yv,ym)
C IM )
+ * '[ ( / ,  ®  X ' ) p ( Z )  + ( I j  ®  X ' W w i V - d j  ®  JT')y]
= - p 'U ) [ * ^  - l n ( 0 , ( A ) ) ] - w 'O l f c V , .  - l n ( ^ ( A y))] 
+ P '{X \ I j  ®  JSQA + w \ X ) V ' { I j  ® X ) X -  y’Uj ® * )*
= - p \ X \ I 2 ®  + I I n [ Q f (A)] -  w ’{X)V'{I2 ®
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) ] + W X / 2 ®  W  + w'(A )K '(/2 ® X ) / t - y ' ( / 2 ®  W
» y
= - / ( / 2 ®  W  + I  In[ l  exp(x/A7) j + S I  ln ^ e x p (x ;> l7 vIJm ) j .
Normalizing Xj  = 0 yields
M ( X )  =  ®  W  +  S ln j^ l +  Z « p ( j £ l y )j +  ^ l n ^ e x p ( x ; A Iv(lm) j
+1 Inj^Z exp(x,M2 v(2m )j+...+Z In^expCx/zly., v,(</_, ,„)J + Z  InĴ Z exp(0) j
= - Z Z y ^ j  +IMZexp(x;A,) | + z  I  ln|"l exp(x 'XjVtjm ) | . 




x. exp(x'X ,)  „
■-Zy,*,+ Z J +S
1 + Z exp(x('Ay) ' 
y-1
y  X, Vijm exp(x,u J  vIJnt)
=-s exp(x/>l y) v/ym exp(x;A7vym )y« y-i X.'
1 + Z e x p « / l y) "  ^ ( ^ y )
y - ■
=  -  A , -  I w J * ,  =  0  •
Second-Order Condition:
_ d  
d X
9 2 M ^
3AyaA ; ?
A.7 Linear Regression Problem -  GME Primal Solution
The Objective Function:
m ax//(/>, w) =  - /> ' ln(/>) -  w ' ln(w) (A.28)
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subject to
y  =  XZp  +  Vw (A.29)
(A c® 1* ) / * * 1'*  (AJ0)
(/jv ® /y )w  = /Ar - (A JI)
The Lagrangian:
Z  = - p 'I n ( p )  -  w ' ln(vv) +  A'(XZp + V w - y )  + y' \iK - ( /* -  ®  r'i, )p ] + £ '[/*  _  (A / ®  (y )w] - 
First-Order Conditions:
~  = - ffat -  ln (p )  +  Z T 'A - ( I K ® i M)r  = 0 
dp
= - i w  -  ln(H-) +  V \ v - ( / v ® / ,  )S = 0
ow
—  = AZp +  F W -jv  =  0 
^r~ = iK - ( I K ® 'm ) P  = 0
dy
| ^  = ^ - ( ^ ® C ) w = 0-
Solve FOC’s for p  :
in(p) =  Z ' X ' X - i KM ~ ( I K ®i M)y
=> p  =  exfKZ'AT'l) e x p f - i ^  -  ( /*  ®  /w )y]
w
Since the additivity constraint requires that Y.Ph■> = I exp(—1 ~ / k )  >s constant for a given
**»!
parameter, the optimal GME probabilities can be rewritten as
Pkm~ CXP(Z*”X**) - eXP(2tm ? M  (A J2)
irr« I
Solve FOC’s for w :
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\n(w) = V ' l - i f l / - U N ®iJ ) S  
w = e x p (P " i)e x p [- /A£/ -  ( I N ®  i j  )£]
=> wv  =  exp(v„yi „  ) e x p ( - l - S „ ) .
j
Since the addivity constraint requires that X wn, =  I exp(— 1 ~  ) ‘s constant for a given error, we
j -1
rewrite the optimal error probabilities as
i  exp(v^A„) exp(vnjX„)
I  exp(vnjl „ )  ^ (^ n )
7=1
W nj =  J (AJ3)
Second-Order Conditions: 
d 2J  1
d p d p '  p
on the diagonal elements and zero on the off-diagonals;
d 2J  1 
d w d w '  w
on the diagonal elements and zero on the off-diagonals. Therefore, the Hessian is negative definite and 
we obtain a unique global maximum.
A.7.1 Linear Regression Problem -  GME Dual Solution
We substitute the optimal GME probabilities into the original Lagrangian to form the concentrated 
Lagrangian:
M ( X )  = ~ p ' (X )  ln(^(A)) -  w \ X )  ln(w(/l)) + X'[X Zp(X)  +  Vw(X) -  y ]
=  - p ' ( X )  In
expCz^xjX)  
Z e XP(ZbnXk*)
-  w'(X)  In
exp( v nJX„)
Xexp(v„yA J
+X'[XZp(X) + Vw(X) -  y]
. - / ^  +  I l n[ £ l , a ) ] + £ l n [ 'P „ ( 7 j ]
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= - y ' X  +  Z  ln [ x  e x p i z ^ x l  A) j  + X  InJ^S exp( v„y )
First-Order Condition:
SM _  exp{zkKx ,kX) "y VW exp(v„yA„)"
dX - y + Lk 1 a
h 0 *• * [ j  V M n )  J
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APPENDIX B
GAUSS PROGRAMS TO OBTAIN ME AND GME SOLUTIONS
B.1 Program 1 -  Jaynes’ Dice Problem (M E  Primal Solution) 
/* Randy Campbell
** Jaynes' Dice Problem - Constrained Optimization 
*/
new; library co;
et=hsec; " Date " datestr(date) " Time " timestr(time); 
output reset;
" ***** Maximum Entropy Solution to Jaynes' Dice Problem **** 
y=l.5;
do while y < 6;
#include co.ext; 
coset;
let x[6,l] = I 2 3 4 5 6; /* The support */
proc fct(p); /* Write objective function */
local a j; 
a=zeros(6,I);
j  = 1; /* Define 0*ln(0) to be zero */




aU] = 0; 
endif;
j= j+ i ;
endo;
retp(p'a); !* Objective function */
endp;
proc eqp(p); /* Define equality constraints */
local c; 
c=zeros(2,l);
c[ll=p'x-y; /* Data constraint */
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co Bounds = { 0 I }; /* Bounds for die parameters */
coEqProc = &eqp;
start= { 1, I, I, I, I, I };
output foe = c:\randy\programs\dice.out; output on;
format /rdn 1,1; 
print;
print "Maximum Entropy Solution to Jaynes’ Dice Problem";
print "Observed Average is Equal to " y;
print;






B.2 Program 2 -  Jaynes’ Dice Problem (ME Dual Solution) 
/* Randy Campbell
** Jaynes' Dice Problem: Dual - Unconstrained problem 
* /
new;
et=hsec;" Date " datestr(date)" Time " timestr(time); 
output reset;
" ***** Maximum Entropy Dual Solution to Jaynes' Dice Problem 
y=1.5;




let x[6,l] = 1 2 3 4 5 6; /* The support */
p = zeros(6,l); /* The ME probabilities */
proc fct(Iam); /* Write objective function */
local om egas
z = exp(-x*lam);
omega = sumc(z); /* Define omega */
p = exp(-x* Iam)/omega; /* obtain ME probabilities */
retp(lam*y+In(omega)); /* The objective function */
1 8 3
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
endp;
start = { I };
output file = c:\randy\programs\duaI.out; output on;
format/rdn 1,1; 
print;
print "Maximum Entropy Dual Solution to Jaynes' Dice Problem”; 
print "Observed Average is Equal to " y;










B J  Program 3 — Binary Choice Problem (ME Dual Solution)
/* Randy Campbell 
** c:\randy\sirmans\me.pgm
** ME (Dual) Estimation and Prediction in Simians Dataset 
*/
new; library co pgraph; graphset;




@ — Specify Variables — @
t = 78; /* Total number of observations */
load dat[t,16] = c:\sirmansVtbI30.asc; /* Load data */ 
y l = 1 - dat[.,l]; f* Set variable rate to 1 */
y2 = dat[., 1]; f* Set fixed rate to 0 */
yd = yl|y2;
xl = ones(t,I)~dat[.,2:16]; 
x = xlJ10; 
k = cols(x); 
smpvar = sumc(yl); 
smpfix = t-smpvar; 
obs = seqa(I,l,t);
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@ -  The Entropy Function — @
proc fct(Iam); f* Write objective function */
local Inomegaaumomega;
Inomega = ln(l+exp(x*lam));
sumomega = sumc(lnomega); /* Define sum o f omegas */ 
retp(-y I*x*lam+sumomega); /* The objective function */
endp;
@ — Analytical Gradient — @
proc gpOam); 
local q;
q = exp(xmlam)7( 1 +exp(x*lam)); /* Sum o f 1 st derivatives */ 
retp(-x'yl+x,q); 
endp;
co Bounds = { -le3 le3 }; 
coGradProc = &gp; 
coGradCheckTol = le-3; 
coDirTol = le-5; 
coGradMethod = 0; 
coM axlters = 12;
start = zeros(k, 1); /* Starting values */
@ -  ME Estimation -  @
{ b,f,g,ret} = co( &f<xstart); 
call coprt(b,f,g.ret); 
b = byiO;
@ -  Prediction — @
pvhat = exp(x 1 mb)J( 1 +exp(x 1 *b)); /* Variable rate prediction */
pfhat =17(1 +exp(x 1 *b)); /* Fixed rate prediction */
yvhat = pvhat .>= 0.5; 
cs = (yl . =  yvhat);
csOO = (y 1 . =  yvhat .and yl . =  0); I* Number 0’s predicted as 0’s */
csOl = (yl J= yvhat .and yl . =  0); /* Number 0*s predicted as l ’s */
cslO = (yl 7= yvhat and yl . =  1); I* Number l ’s predicted as 0's */





numl 1 = sumc(cs 11);
pctsOO -  sumc(csOO)/smpfix;
pctsOl -sumc(csOI)/smpfix;
pets 10 = sumc(cs 10)/smpvar,
pctsl 1 = sumc(csl lysmpvar;
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@ — Output — @
output file = c:\randy\sirmans\me.out on; output reset;
"Memory to start with: " coreleft; print;
" **** ME estimation on Sirmans data **** "; print; 
fonnat/td 10,5;












"SE " b[l 1];
"YLD " bf 12];
"MARG " b[13]:
"CB - b[14];
"STL " bf 15];
"LA " b[ 16];
print;
"Avg. variable probability " meanc(pvhat);
"Min. variable probability " minc(pvhat);
"Max. variable probability " maxc(pvhat): print;
"Avg. fixed probability " meanc(pfhat);
"Min. fixed probability " minc(pfhat);
"Max. fixed probability " maxc(pfhat); print;
format /rd 8,0;
"Number fixed mortgages (y=0) " smpfix;
" Number fixed predicted (y=0) " numOO;
" Number variable predicted (y=l) " numOl; 
"Number variable mortgages (y=I) " smpvar;
" Number fixed predicted (y=0) " numlO;
" Number variable predicted (y=l) " num ll; print;
endtime = time;
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B.4 Program 4-B inary Choice Problem (GME Dual Solution)
/* Randy Campbell
** c:\randy\sirmans\gme2m3.pgm
** GME (Dual) Estimation in Simians Dataset
*/
new; library co pgraph; graphset;




@ — Specify Variables — @
t = 78; /* Total number o f  observations */
load dat[t,l6] = c:\sirmans\tbl30.asc; /* Load data */ 
y 1 = 1 - dat[., 1 ]; /* Set variable rate to I *t
y l  = dat[.,l]; /* Set fixed rate to 0 */
yd = yl|y2;
xl =ones(t,l)~dat[.^:16]; 
x = x!710; 
k = cols(x);




@ — The Entropy Function — @
proc fct(lam); /* Write objective function */
local lnomega,sumomega,psi I ,lnpsi 1 .sumpsi 1 ,psi2,Inpsi2.sumpsi2;
Inomega = In(I+exp(x*!am));
sumomega = sumc(lnomega); /* Define sum of omegas */
psil = sumc(exp(x*Iam*vi,),); 
lnpsil = !n(psil);
sumpsi 1 = sumc(lnpsi 1); /* Define stun o f psi *1
psi2 = m*ones(t,I);
Inpsi2 = ln(psi2); 
sumpsi2 = sumc(Inpsi2);
retp(-y 1 'x*lam+sumomega+sumpsi 1 +sumpsi2); I* The objective function */ 
endp;
@ — Analytical Gradient — @
proc gpOam); 
local psij,q,e;
q = exp(x*lam)i(l+exp(x*lam)); 
psij = sumc(exp(x*lam*vf),); 
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coBounds = { -le3 le3 }; 
coGradProc = &gp; 
coGradCheckTol = le-3; 
coDirToI = le-5; 
coGradMethod = 0; 
coM axIters = 12;
start = ,001*ones(k,l); /* Starting values */
@ — GME Estimation — @
{ b ,f ,g je t} = co( &fct^tart); 
call coprt(b,f,g,ret); 
b = bilO;
@ — Prediction — @
phat = exp(x 1 *b)J{ 1 +exp(x 1 *b)); t* In sample prediction */
psi = sumc(exp(xl *b*vf)*); 
ehat = (exp(xl *b*vf)./psf)*vi;
pvhat = phat+ehat; /* Variable rate prediction */
pfhat = 1 V(l+exp(xl*b)); /* Fixed rate prediction */
yvhat = (pvhat .>= 0.5); 
cs = (yl . =  yvhat);
csOO = (yl . =  yvhat .and yl . =  0); f* Number 0’s predicted as 0's */
csOl = (yl J -  yvhat and yl . =  0); /* Number 0's predicted as l ’s *1
cslO = (yl J= yvhat and yl .== 1); I* Number l ’s predicted as 0's */





num ll = sumc(cs11);
pctsOO = sumc(csOO)/smpfix;
pctsOI = sumc(cs01)/smpfix;
pets 10 = sumc(cs 10)/smpvar;
pctsl 1 = sumc(csl I J/smpvar;
@ — Output — @
output file = c:\randy\sirmans\gme2m3.out on; output reset;
"Memory to start with: " coreleft; print;
" **** GME estimation on Sirmans data (M=3) **** "; print; 
format/rd 10,5;





















"Avg. variable probability " meanc(pvhat);
"Min. variable probability " minc(pvhat);
"Max. variable probability " maxc(pvhal); print;
"Avg. fixed probability " meanc(pfhat);
"Min. fixed probability " minc(pfhat);
"Max. fixed probability " maxc(pfhat); print;
format /rd 8,0;
"Number fixed mortgages (y=0) " smpfix;
" Number fixed predicted (y=0) " numOO;
" Number variable predicted (y=l) " numOl;
"Number variable mortgages (y=l) " smpvar,
" Number fixed predicted (y=0) " numlO;
" Number variable predicted (y= 1) " num 11; print;
format/rd 10,5;
"% correctly predicted " pets;
"% variable correct " pets 11;
"% fixed correct " pctsOO; print;
format /rd 5,2;
"M equals " m;
"error weights vector " vi’; print; 
endtime = time;
timing = (endtime - beggtime)’;
"Time used " timing;
output off;
end;
IL5 Program 5 -  Multinomial Choice Program (ME Dual Solution)
I* Randy Campbell
** c:\randy\pse\mmepse.pgm
** Multinomial ME (Dual) Estimation and Prediction
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* /
new; library co pgraph; graphset;




@ — Specify Variables — @
t = 9450; /* Number of observations drawn */
load dat[t,l I] = c:\randy\pse\jan29.dat; /* Load data */ 
x = ones(t,l>-dat[^3:l I]; 
k = cols(x);
yval = dat[., 1 ]; /* Actual value o f y */
j  = maxc(yval)+1; I* Number o f choices */
alt = seqa(0,l j ) ;  
y = (yval . =  (ones(t,l).*alt')); 
sumy = sumc(y);
@ — The Entropy Function — @
proc fct(lam); I* Write objective function */
local bmat,yhat,lstar,
bmat = (reshapeflamJ-Uk))’; /* Create k by j-1 matrix */
bmat = bmat~zeros(k. I); /* Create k by j  matrix */
yhat = x*bmat;
Istar = sumc(sumc((y.*yhat)’)) - sumcOnfsum^expO'hat)'))); 
retp(-Istar); /* The objective function */
endp;
@ — Analytical Gradient — @
proc gp(lam); 
local bmat,yhat,gvecjiter,phat;
bmat = (reshape(Iamj-l,k))’; /* Create k by j-1 matrix */
bmat = bmat-zeros(k, 1); /* Create k by j  matrix */
yhat = x*bmat;
phat = exp^haOVsumcCexpCyhat)1)^* Selection probabilities */ 
gvec = zeros((j-l)*k,l); 
jiter = 1;
do while jiter le (j-1); 
gvec[(Giter-1 )*k+l ):(jiter*k)] = 
sumc((y[. jiter] - phat[. jiter]).*x); 




co Bounds = { -le3 le3 }; 
coGradProc = &gp; 
coGradCheckTol = le-3;
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coDirTol = le-5; 
coGradMethod = 0; 
coM axIters = 12;
start = zeros(k*(j-l),l); /* Starting values */
@ — ME Estimation — @
{ b,f,g,ret} = co( &fct,start); 
call coprt(b,f,g,ret);
@ — Multinomial ME Prediction — @
bmat = (reshapefbj-1 ,k))'; /* Create k by j-1 matrix */
bmat = bmat~zeros(k, 1); /* Create k by j  matrix */
yhat = x*bmat;
phat = expfyhatysumcfexpfyhat)1); /* Selection probabilities */ 
ypred = (phat .== maxc(phat*)); 
csmat = (y =  ypred);
cs = (sumc(csmat’) . = j); /* Correct predictions */
csl = (cs . =  1 .and y[.,l] . =  1);
cs2 = (cs . =  1 .and y[^2] . =  1);
cs3 = (cs . =  1 .and y[.,3] . =  1);






@ — Output — @
output file = c:\randy\pse\mmepse.out on; output reset; 
format 10,6;
" **** Multinomial ME Coefficients **** print;
"Coefficients :"  b'; print;
"Number of choices: " j;
"Number of parameters: " k;
"Number o f Observations: " rows(y); print;
"% Correct Predictions: " pets;
"% Correct Predictions(y=l): " pctsl;
"% Correct Predictions(y=2): " pcts2;
"% Correct Predictions(y=3): " pcts3;




Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
B.6 Program 6 — Multinomial Choice Problem (GME Dual Solution)
f* Randy Campbell
** c:\randy\pse\mgme2pse.pgm
** Multinomial GME2 (Dual) Estimation and Prediction
*/
new; library co pgraph; graphs et;




@ — Specify Variables — @
t = 9450; /* Number of observations drawn */
load dat[t, 11] = c:\randy\pse\jan29.dat; /* Load data */ 
x = ones(t, 1 )~dat[-3:11 ]; 
k = cols(x);
yval = dat[., 1 ]; /* Actual value of y */
j  = maxc(yval)+1; I* Number of choices */
alt = seqa(0,l j) ;  
y = (yval . =  (ones(t,l).*altr)); 
sumy = sumc(y);
vij 1 = 1; /* Lower error bound */
vij2 = 0; !* Middle error bound */
vij3 = . 1; /* Upper error bound */
vi = vij 1 |vij2|vij3; /* The error support */
m = 3;
@ — The Entropy Function — @
proc fct(lam); /* Write objective function */
local bmat,yhat,emat,lstar,
bmat = (reshape(lamj-1 ,k))’; /* Create k by j - 1 matrix */
bmat = bmat~zeros(k, 1); /* Create k by j  matrix */
yhat = x*bmat; 
emat = (yhat).*.vi';
lstar = sumc(sumc((y.*yhat)r)) - sumcOnCsumcCexpfyhat)’)))
- sumc(bt(sumc(exp(emat),))); 
retp(-lstar); /* The objective function */
endp;
@ — Analytical Gradient — @ 
proc gp(lam);
local bmat,yhat,emat,emat2,psij,enum,ernnat,ehat,gvecj iter, phat; 
bmat = (reshape(lamj-1 ,k))’; /* Create k by j-1 matrix */
bmat = bmat-zerosflc, 1); I* Create k by j  matrix */
yhat = x*bmat;
phat = expfyhatjysumcCexpfyhatjOy* Selection probabilities */
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emat = (yhat).*.vf;







do while jiter le (J-l); 
gvec[((j iter-1 )*k+1 ):(j iter*k)] =





coBounds = { -le3 le3 }; 
coGradProc = &gp;
_co_GradCheckTol = le-3;
_co_DirTol = le-5; 
coGradMethod = 0; 
coMaxIters = 12;
start = zeros(k*(j-l). I); /* Starting values */
@ — GME Estimation — @
{ b,f,g.ret} = co( &fct,start); 
call coprt(b.f,g,ret);
@ — Multinomial GME Prediction — @
bmat = (reshape(b j-1 .k))’; /* Create k by j - 1 matrix */
bmat = bmat~zeros(k, 1); /* Create k by j  matrix */
yhat = x*bmat;
phat = exp^hatjVsumcCexpCyhat)'); /* Selection probabilities */ 
emat = (yhat).*.vi';
emat2 = (reshape(emat,t*j,m)); I* NJ by M error matrix */ 
psij = sumc(exp(emat2)'); 
enum = exp(emat2)*vi; 
errmat = enumipsij;
ehat = (reshape(ernnat,tj)); /* Predicted Errors */
ypred = ((phat+ehat) . =  maxc((phat+ehat)r)); 
csmat = (y . =  ypred);
cs = (sumc(csmatO . = j); /* Correct predictions */
csl = (cs . =  1 .and y[.,l] .== 1);
cs2 = (cs . =  1 .and y[.^] . =  1);
cs3 = (cs . =  1 .and y[^3] . =  1);
cs4 = (cs . =  1 .and y[.,4] . =  1);
pets = sumc(cs)A;
pctsl = sumc(cs 1 )/sumy[ 1 ];
pcts2 = sumc(cs2)/sumy[2];
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pcts3 -  sumc(cs3 )/sumy [3 ]; 
pcts4 = sumc(cs4)/suniy [4];
@ — Output — @
output file = c:\randy\pse\mgme2pse.out on; output reset; 
format 10,6;
" **** Multinomial GME2 Coefficients **** *; print;
"Coefficients : " b'; print;
"Number of choices: " j;
"Number o f parameters: " k;
"Number o f Observations: " rows(y); print;
"% Correct Predictions: " pets;
”% Correct Predictions(y= 1):" pctsl;
"% C orrea Prediaions(y=2):" pcts2;
"% C orrea Predictions(y=3):" pcts3;
"% C orrea Prediaions(y=4):" pcts4;
endtime = time;




B.7 Program  7 — L inear Regression Problem  (GM E Dual Solution)
/* Randy Campbell 
** c:\randy\tunal\gme2psl.pgm
** Monte Carlo Simulation - GME Estimation o f Tuna Dataset 
• /
new; library co pgraph; graphset;




@ — Specify Variables — @
t = 156; /* Total number o f observations */
load dat[t^2] = c:\randy\tuna\dat\chain.dat; /* Load data */ 
chain = dat[., 1 ]; 
week = dat[^2];
sales = datf.3 ]~dat[.,7]~dat[^ 1 l]-dat[.,15]; 
apr = dat[.,4]-^t[.,8]~dat[., 12]~dat[., 16]; 
rpr = dat[^5]-dat[.,9]~dat[^ I3]~dat[., 17]; 
c = dat[.,6]~dat[., 10]~dat[., 14]~dat[., 18];
discount = (rpr-apr)7rpr;
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mad = (c . =  2);
dis = (c =  8);
dismad = (c . =  10);
q l = (week.Ie 13);
q2 = (week .ge 14 .and week .le 26);
q3 = (week .ge 27 .and week .Ie 39);
chi = (chain .eq 1);
ch2 = (chain .eq 2);
y = In(sales[-,1]);
x = ones(t, 1 )~rpr{., 1 ]~discount[., 1 ]~dis[., 1 ]~dismad[., I ]~rpr[.,2]-- 
discount[.^]~dis[.,2]~disinad[.,2]~rpr[.,3]~discount[.,3]~dis[.,3]- 
dismad[.3]~rpr(.,4]--discount[.,4]--dis[.,4]~dismad[.,4];
@ — Parameter Support — @
zl = {-20,-10,0, 10,20}; 
z2 = { -20, -10, 0, 10,20 }; 
z3 = {-20,-10,0, 10,20}; 
z4 = { -1 0 ,-5 ,0 ,5 , 10}; 
z5 = { -10, -5 ,0 , 5, 10}; 
z6=  {-20,-10,0, 10,20}; 
z7=  {-20,-10,0, 10,20}; 
z8 = {-10,-5, 0 ,5 , 10 }; 
z9=  {-10 ,-5 ,0 ,5 , 10}; 
z l0 = { -20 ,-10 ,0 ,10 ,20} ; 
z ll  = {-20,-10,0, 10, 20 }; 
z l2  = {-10, -5, 0 ,5 , 10}; 
zl3  = {-10,-5, 0 ,5 , 10}; 
z l4 =  {-20,-10,0, 10,20 }; 
zI5 = {-20,-10,0, 10,20 }; 
z l6 =  { -10 ,-5 ,0 ,5 , 10 }; 
z l7  = { -10, -5, 0, 5, 10}; 
m = rows(zl);
zmat = z 1 ~z2~z3~z4~z5~z6~z7 ~z8~z9~z 10~z 11 —z 12—z 13~z 14—z 15~z 16~z 17; 
im = ones(m,l);
vi = { -3 ,0 ,3  }; 
j  = rows(vi); 
v = eye(t).*.vi’; 
ij = ones(j,l);
@ — The Entropy Function — @
proc fct(lam); /* Write objective function */
local xtb^anat^xtb,omega, lnomega,sumomega,vtb,psi,lnpsi,sumpsi; 
xtb = x'lam;
xmat = im*xtb’; /* M by K matrix */
zxtb = zmaL*xmat;
omega = sumc(exp(zxtb)); /* K by 1 vector */
lnomega = ln(omega);
sumomega = sumc(lnomega); I* Define sum o f omega */
vtb = vi*lam'; /* J by T matrix */
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psi = sumc(exp(vtb)); /* T by I vector */
Inpsi = In(psi);
sumpsi = sumc(lnpsO; f* Define sum o f psi */
retpf-yMam+sumomega+sumpsi); /* The objective function */ 
endp;




xtb = x'lam; 
xmat = im*xtb'; 
zxtb = zmaL*xmat;
expzxtb = exp(zxtb); f* M by K matrix */
omega = sumc(expzxtb); /* K by I vector */
zomega = zmat*expzxtb; /* M by K matrix *1
gmat = zomegaVomega; /* K by M matrix */
gvec = sumc((x*gmat)'); /* T by 1 vector */
vtb = vi*Iam’; t* J by T matrix */
expvtb = exp(vtb); 
psi = sumc(expvtb); 
wvec = (vi’expvtb)'; 
gvec2 = wvecJpsi; 
retpf-y+gvec+gvecS); 
endp;
_co_G rad Proc = &gp;
_co_GradCheckTol = le-3;
_co_DirTol = le-5;
coGradM ethod = 0;
_co_MaxIters = 12;
start = zerosft, 1); /* Starting values */
@ -  GME Dual Estimation — @
{ Iam,f,g,ret} = co( & fct,start); 
call coprt(lam,f,g,ret);
xtb = x’lam; 
xmat = im*xtb’; 
zxtb = zmat.*xmat; 
omega = sumc(exp(zxtb)); 
phat = exp(zxtb')7omega; 
bmat = phat*zmat; 
bgme = diag(bmat);
vtb = vi*lam'; 
psi = sumc(exp(vtb)); 
what = (expfvtb^jVpsi;
wvec = reshape(what,t*j,l); /* TJ by 1 matrix */ 
engine = v*wvec; /* T by 1 matrix o f errors */
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/* M by K m atrix */
/* K by 1 vector */ 
I* K by M m atrix */
I* J by T matrix */
!* T  by 1 vector */ 
I* T  by J m atrix */
/* T by 1 vector */ 
/* T by 1 vector */ 
/* T by 1 vector */
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@ — Output — @
output file = c:\randy\tunal\gm e2psI.out on; output reset;
"Memory to start w ith :" coreleft; print; 
form at/rd 10,5;

















"discount4 " bgm e[l5];
"dis4 " bgme[I6];
"dismad4 " bgme[ 17]; print;
format /rd 8,0;
"Number o f Observations " t; print; print;
format /rd 2.0; 
endtime = time;
timing = (endtime - beggtime)';
"Time used " timing;
output off;
end;
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APPENDIX C
TABLES FOR BINARY CHOICE MONTE CARLO EXPERIMENTS
Table C.1 Used C ars Data - M onte Carlo Prediction I (See Table 2_3 for design)
Variable\Estimator Probit Logit DA ME GME1 GME2 GME?
Intercept -1.3112 -2.2385 -2.2989 -222385 -0.4569 -2.0938 -222369
(-30.43) (-26.90) (-29.10) (-26.90) (-47 36) (-29.50) (-26.93)
Cdcmi -.00004 -.00008 -.00007 -.00008 -.00001 -.00007 -.00008
(-3.61) (-3.63) (-3.89) (-3.63) (-3.88) (-3.69) (-3-63)
Cdfpay .00163 .00293 .00328 .00293 .00041 .00260 .00292
(5.36) (5226) (5.26) (5226) (5225) (526) (5226)
Cdtdp -.00205 -.00332 -.00334 -.00332 -.00042 -.00290 -.00332
(-2.71) (-2.40) (-2.54) (-2.40) (-2-54) (-2.43) (-2.40)
Age -.00390 -.00777 -.00718 -.00777 -.00091 -.00666 -.00775
(-4.26) (-4229) (-4.49) (-4.29) (-4-50) (-4-35) (-4.30)
Amtfin .00001 .00003 .00003 .00003 .00000 .00002 .00003
(1-63) (1.78) (1.52) (1-78) (1-53) (1-73) (1-78)
Netrate .00248 .00558 .00342 .00558 .00045 .00450 .00556
(159) (1.85) (1.20) (1.85) (1.25) (1-73) (184)
Home -.19754 -.37652 -.36012 -237652 -.04570 -.32459 -.37588
(-5.64) (-5.58) (-6.05) (-5.58) (-6.01) (-5.69) (-5.59)
Cosign -.08344 -.15468 -.16096 -.15468 -.02031 -.13545 -.15444
(-1.70) (-1.66) (-1.87) (-1.66) (-1.86) (-1.70) (-1.66)
Estimation Sample
Percent Correct 80.92 80.97 80.50 80.97 80.90 80.96 80.97
Standard Deviation .0108 .0105 .0102 .0105 .0125 .0109 .0105
% Repay. Correct 89.62 89.67 88.99 89.67 89.59 89.65 89.67
% Defaults Correct 19.98 20.08 21.05 20.08 20.07 20.09 20.08
Hold-out Sample
Percent Correct 80.91 80.96 80.49 80.96 80.89 80.94 80.96
Standard Deviation .0118 .0114 .0113 .0114 .0133 .0118 .0115
% Repay. Correct 89.61 89.66 88.99 89.66 89.58 89.64 89.66
% Defaults Correct 19.75 19.84 20.83 19.84 19.82 19.85 19.85
* N=20,000; unbalanced; unrestricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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Table 0 2  Used Cars Data -  Monte Carlo Prediction 2 (See Table 2 3  for design)
Variable Probit Logit DA M E GME1 GME2 GME3
Intercept -20741 -33803 -33436 -33803 -.08870 -32818 -33793
(-6-39) (-631) (-6.42) (-631) (-6.47) (-631) (-631)
Cdcmi -.00004 -.00007 -.00007 -.00007 -.00002 -.00007 -.00007
(-5-69) (-5-70) (-5.75) (-5.70) (-5.76) (-5.71) (-5.70)
Cdfpay .00203 .00336 .00322 .00336 .00086 .00326 .00336
(8-05) (8.84) (839) (8.84) (8.74) (8.84) (8.84)
Cdtdp -.00308 -.00497 -.00492 -.00497 -.00130 -.00483 -.00497
(-4.40) (-4-42) (-4.40) (-4.42) H -41) (-4.42) (-4.42)
Age -.00426 -.00687 -.00688 -.00687 -.00182 -.00667 -.00687
(-6.95) (-6.90) (-6.94) (-6.90) (-6.96) (-6.90) (-6.90)
Amtfin .00001 .00002 .00002 .00002 .00001 .00002 .00002
(1-93) (1.89) (2.19) (1-89) (2-14) (1.91) (189)
Netrate .00263 .00399 .00449 .00399 .00116 .00391 .00399
(2.15) (2.04) (229) (2.04) (225) (2.06) (2.04)
Home -.22829 -.36668 -36717 -36668 -.09711 -.35620 -.36657
(-922) (-9.18) (-9.18) (-9.18) (-926) (-9.19) (-9.18)
Cosign -.09541 -.15273 -.15301 -.15273 -.04048 -.14838 -.15268
(-2.45) (-2.45) (-2.46) (-2.45) (-2.46) (-2.45) (-2.45)
Estimation Sample
Percent Correct 58.11 58.12 58.11 58.12 58.11 58.12 58.12
Standard Deviation .0035 .0035 .0035 .0035 .0035 .0035 .0035
% Repay. Cornet 5936 59.37 5939 59.37 5939 5937 59.37
% Defaults Correct 56.86 56.86 56.82 56.86 56.83 56.86 56.86
Hold-out Sample 
Percent Correct 58.05 58.07 58.06 58.07 58.06 58.06 58.07
Standard Deviation .0071 .0070 .0071 .0070 .0071 .0071 .0070
% Repay. Correct 59.33 5934 5937 5934 59.37 59.35 59.34
% Defaults Correct 56.77 56.79 56.74 56.79 56.75 56.78 56.79
* N=20,000; balanced; unrestricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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Table C-3 Used Cars Data - Monte Carlo Prediction 3 (See Table 2 3  for design)
VariableVE-Stimator Probit Logit DA ME GMEI GME2 GME3
Intercept -13142 -22436 -22081 -22436 -0.4574 -2.0979 -22419
(-15.77) (-13.97) (-15.04) (-13.97) (-2424) (-1523) (-13.99)
Cdcmi -.00004 -.00008 -.00007 -.00008 -.00001 -.00007 -.00008
(-1.87) (-1.88) (-1.97) (-1.88) (-1.95) (-1-90) (-1-88)
Cdfpay .00169 .00302 .00338 .00302 .00042 .00269 .00302
(2.74) (2.70) (2.61) (2.70) (2.62) (2.69) (2.70)
Cdtdp -.00215 -.00352 -.00349 -.00352 -.00044 -.00306 -.00351
(-139) (—1-15) (-120) (-1.15) (-1-19) (-1.16) (-1.15)
Age -.00400 -.00798 -.00730 -.00798 -.00093 -.00682 -.00796
(-2-33) (-225) (-2.43) (-225) (-2.42) (-227) (-225)
Amtfin .00001 .00003 .00002 .00003 .00000 .00002 .00003
(0.70) (0-78) (0.64) (0.78) (0.65) (0.75) (0.78)
Netrate .00260 .00582 .00356 .00582 .00047 .00469 .00581
(0-83) (0.98) (0.63) (0.98) (0.65) (0.92) (0.98)
Home -20155 -28401 -26477 -28401 -.04628 -23024 -.38335
(-3.08) (-3.05) (-320) (-3.05) (-328) (-3.11) (-3.05)
Cosign -.09000 -.16901 -.16842 -.16901 -.02128 -.14632 -.16872
(-0.93) (-0.91) (-1.00) (-0.91) (-1.00) (-0.93) (-0.91)
Estimation Sample
Percent Correct 80.45 80.54 80.19 80.54 80.41 80.52 80.53
Standard Deviation .0214 .0209 .0198 .0209 .0245 .0215 .0209
% Repay. Correct 88.87 88.96 88.46 88.96 88.79 88.93 88.96
% Defaults Correct 21.42 21.49 22.20 21.49 21.61 21.52 21.49
Hold-out Sample
Percent Correct 8028 8027 80.01 80.37 80.22 80.34 80.37
Standard Deviation .0212 .0207 .0198 .0207 .0245 .0213 .0207
% Repay. Correct 88.78 88.87 88.36 88.87 88.69 88.84 88.87
% Defaults Correct 20.72 20.77 21.48 20.77 20.87 20.78 20.76
* N=5,000; unbalanced; unrestricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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Table C.4 Used Cars Data - Monte Carlo Prediction 4 (See Table 23  for design)
Variable\Estimaior Probit Logit DA ME GME I GME2 GME3
Intercept -.20570 -.33475 03188 0 3 4 7 5 -.08786 0 2 4 9 8 03465
(-3-25) (-3.29) (-3.28) (-3.29) (-3^29) (-3-29) (-329)
Cdcmi -.00005 -.00008 -.00007 -.00008 -.00002 -.00007 -.00008
(-2.76) (-2.77) (-2.79) (-2.77) (-2.80) (-2.77) (-2.77)
Cdfpay .00201 .00332 .00318 .00332 .00085 .00321 .00332
(3-98) (4.17) (4.12) (4.17) (4.16) (4.17) (4.17)
Cdtdp -.00311 -.00501 -.00495 -.00501 -.00131 -.00486 -.00501
(-2.12) (-2-13) (-2.12) (-2.13) (-2.12) (-2-13) (-2.13)
Age -.00429 -.00693 -.00693 -.00693 -.00183 -.00673 -.00693
(-3-13) (-3-11) (-3.13) (-3.11) (-3-14) (-3.11) (-3.11)
Amtfin .00002 .00002 .00003 .00002 .00001 .00002 .00002
(1.08) (105) (119) d-05) (1.17) (1.06) d-05)
Netrate .00251 .00383 .00431 .00383 .00112 .00375 .00383
(1.06) (101) (113) (101) (1.12) (1.02) (1.01)
Home -.22811 0 6 6 6 5 06678 0 6 6 6 5 -.09688 0 5 6 1 0 06655
(-4-52) (-4-51) (-4-51) (-4.51) (-4-54) (-4.51) (-4.51)
Cosign -.09685 -.15511 -.15535 -.15511 -.04103 -.15066 -.15506
(-1-29) (-1-29) (-1-30) (-1.29) (-1.30) (-1-29) (-129)
Estimation Sample
Percent Correct 5823 5824 5824 58.24 5824 5824 5824
Standard Deviation .0070 .0070 .0069 .0070 .0069 .0070 .0070
% Repay. Correct 59.51 59.51 59.55 59.51 59.54 59.52 59.51
% Defaults Correct 56.95 56.96 56.93 56.96 56.93 56.95 56.96
Hold-out Sample 
Percent Correct 57.92 57.94 57.93 57.94 57.93 57.93 57.94
Standard Deviation .0069 .0068 .0069 .0068 .0069 .0068 .0068
% Repay. Correct 59.15 59.16 59.18 59.16 59.18 59.16 59.16
% Defaults Correct 56.70 56.71 56.68 56.71 56.68 56.70 56.71
* N=5,000; balanced; unrestricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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Table C.5 Used Cars Data - Monte Carlo Prediction S (See Table 2 3  for design)
VariabieVEstimator Probit Logit DA ME GMEI GME2 GME3
Intercept -13191 -23554 -23258 -23554 -0.4586 -2.1075 -23537
(-1039) (-8.98) (-9-76) (-8.98) (-15.86) (-9.88) (-8.99)
Cdcmi -.00004 -.00009 -.00007 -.00009 -.00001 -.00007 -.00009
(-138) (-139) (-135) (-139) (-134) (-130) (-139)
Cdfpay .00170 .00304 .00340 .00304 .00043 .00270 .00304
(180) (1.75) (1-70) (1.75) (1-71) (1-75) (175)
Cdtdp -.00183 -.00291 -.00291 -.00291 -.00037 -.00253 -.00291
(-0.74) (-0.64) (-0.67) (-0.64) (-0.67) (-0.65) (-0.64)
Age -.00392 -.00784 -.00704 -.00784 -.00089 -.00666 -.00782
(-1-40) (-1-41) (-143) (-1.41) (-1.44) (-1.43) (-1.41)
Amtfin .00001 .00003 .00003 .00003 .00000 .00002 .00003
(0.52) (0.57) (0.46) (0.57) (0.47) (035) (0.57)
Netrate .00231 .00539 .00298 .00539 .00040 .00428 .00538
(0.48) (0.58) (0.34) (0.58) (0.35) (033) (0-58)
Home -30251 -38503 -36011 -38503 -.04568 -32934 -38433
(-1.92) (-1.88) (-2.04) (-1.88) (-2.03) (-1-92) (-1.88)
Cosign -.08887 -.17071 -.16153 -.17071 -.02041 -.14534 -.17038
(-0.60) (-0.60) (-0.64) (-0.60) (-0.64) (-0.61) (-0.60)
Estimation Sample
Percent Correct 79.93 80.08 79.88 80.08 79.86 80.05 80.08
Standard Deviation .0309 .0302 .0288 .0302 .0359 .0312 .0303
% Repay. Correct 87.97 88.14 87.88 88.14 87.85 88.10 88.14
% Defaults Correct 23.46 23.39 23.66 23.39 23.61 23.42 23.39
Hold-out Sample 
Percent Correct 79.51 79.63 79.46 79.63 79.41 79.60 79.63
Standard Deviation .0301 .0295 .0281 .0295 .0355 .0305 .0295
% Repay. Correct 87.77 87.92 87.68 87.92 87.63 87.88 87.92
% Defaults Correct 21.78 21.67 22.05 21.67 21.96 21.75 21.67
* N=2,000; unbalanced; unrestricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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Table C.6 Used Cars Data - Monte Carlo Prediction 6 (See Table 2 3  for design)
VariableVEstimator Probit Logit OA ME GME I QME2 GME3
Intercept -.21254 -34458 -34197 -34458 -.09030 -33445 -34447
(-2-08) (-2.08) (-2.08) (-2.08) (-2.09) (-2.08) (-2.08)
Cdcmi -.00005 -.00007 -.00007 -.00007 -.00002 -.00007 -.00007
(-1.81) (-1.82) (-183) (-182) (-1.83) (-182) (-1.82)
Cdfpay .00209 .00342 .00328 .00342 .00087 .00331 .00342
(2.64) (2.67) (2-72) (2.67) (2.73) (2.68) (2.67)
Cdtdp -.00300 -.00484 -.00477 -.00484 -.00126 -.00469 -.00483
(-1-36) (-136) (-136) (-136) (-1.36) (-1.36) (-1.36)
Age -.00424 -.00685 -.00684 -.00685 -.00180 -.00665 -.00685
(-2.11) (-2.09) (-2.11) (-2.09) (-2.12) (-2.10) (-2.09)
Amtfin .00001 .00002 .00002 .00002 .00001 .00002 .00002
(037) (0-56) (0.65) (0.56) (0.64) (0.56) (0.56)
Nctrale .00251 .00387 .00437 .00387 .00113 .00379 .00387
(0.66) (0.63) (0.72) (0.63) (0.70) (0.64) (0.63)
Home -.23290 -.37473 -37449 -37473 -.09872 -36384 -.37462
(-2.93) (-2.92) (-2.92) (-2.92) (-2.94) (-2.93) (-2.92)
Cosign -.10228 -.16390 -.16392 -.16390 -.04320 -.15915 -.16385
(-0.87) (-0.87) (-0.87) (-0.87) (-0.87) (-0.87) (-0.87)
Estimation Sample
Percent Correct 58.36 5838 5837 5838 58.37 58.37 58.38
Standard Deviation .0107 .0108 .0107 .0108 .0107 .0108 .0108
% Repay. Correct 59.16 59.20 59.18 59.20 59.18 59.19 59.20
% Defaults Correct 57.56 57.56 57.56 57.56 57.56 57.56 57.56
Hold-out Sample
Percent Correct 57.66 57.66 57.67 57.66 57.66 57.66 57.66
Standard Deviation .0075 .0075 .0075 .0075 .0075 .0075 .0075
% Repay. Correct 58.45 58.47 58.47 58.47 58.47 58.47 58.47
% Defaults Correct 56.86 56.85 56.86 56.85 56.85 56.85 56.85
* N=2,000; balanced; unrestricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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Table C-7 Used Cars Data - Monte Carlo Prediction 7 (See Table 1 3  for design)
VariableVEstimator Probit LogH ME GME I QME2 QME3
Intercept -13113 -2.2386 -222386 -0.4570 -2.0940 -23370
(-30.64) (-27.04) (-27.04) (-47.65) (-29.66) (-27.07)
Cdcmi -.00004 -.00008 -.00008 -.00001 -.00007 -.00008
(-3.62) (-3.65) (-3.65) (-3.90) (-3.70) (-3.65)
Cdfpay .00162 .00292 .00292 .00041 .00259 .00291
(5.57) (5.42) (5.42) (5.51) (5.43) (5.42)
Cdtdp -.00205 -.00333 -.00333 -.00043 -.00290 -.00332
(-2.75) (-2.44) (-2.44) (-2.60) (-2.47) (-2.44)
Age -.00390 -.00777 -.00777 -.00091 -.00666 -.00775
(-4-26) (-430) (-430) (-4.50) (-435) (-430)
Amtfin .00001 .00003 .00003 .00000 .00002 .00003
(1-75) (1.88) (1.88) (1.68) (1.84) (1.88)
Netrate .00254 .00564 .00564 .00047 .00457 .00563
(1-73) (195) (195) (147) (1.86) (1.95)
Home -.19763 -.37655 -37655 -.04576 -.32467 -.37591
(-5.65) (-5.59) (-5.59) (-6.05) (-5.70) (-5.59)
Cosign -.08458 -.15696 -.15696 -.02053 -.13734 -.15672
(-183) (-1-79) (-1-79) (-199) (-183) (-1-79)
Estimation Sample
Percent Correct 80.91 80.97 80.97 80.90 80.96 80.97
Standard Deviation .0108 .0105 .0105 .0126 .0109 .0105
% Repay. Correct 89.61 89.67 89.67 89.58 89.65 89.67
% Defaults Correct 19.98 20.09 20.09 20.08 20.09 20.09
Hold-ont Sample
Percent Correct 80.90 80.96 80.96 80.89 80.94 80.96
Standard Deviation .0118 .0115 .0115 .0134 .0118 .0115
% Repay. Correct 89.61 89.65 89.65 89.58 89.64 89.65
% Defaults Correct 19.77 19.85 19.85 19.82 19.85 19.85
* N=20,000: unbalanced; restricted; t-stalistics (in parentheses) are computed from sample standard errors.
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Table C.8 Used Cars Data -  Monte Carlo Prediction 8 (See Table 2 3  for design)
VariableVEstimator Probit Logit ME (JMbl GME2 QME3
Intercept -.20738 -33800 -33800 -.08870 -32815 -33789
(-6-39) (-6.52) (-632) (-6.48) (-6.52) (-632)
Cdcmi -.00004 -.00007 -.00007 -.00002 -.00007 -.00007
(-5.69) (-5.70) (-5.70) (-5.76) (-5.71) (-5.70)
Cdfpay .00203 .00336 .00336 .00086 .00325 .00336
(8-15) (9.00) (9.00) (8.80) (8.99) (9.00)
Cdtdp -.00308 -.00497 -.00497 -.00130 -.00483 -.00497
(-4.40) (-4.43) (-4.43) (-4.42) (-4.43) (-4.43)
Age -.00426 -.00687 -.00687 -.00182 -.00667 -.00687
(-6.95) (-6.90) (-6.90) (-6.96) (-6.90) (-6.90)
Amtfin .00001 .00002 .00002 .00001 .00002 .00002
(1.97) (1-95) (1.95) (2.17) (1.97) (1.95)
Netrate .00264 .00401 .00401 .00117 .00392 .00401
(2.18) (2.09) (2.09) (228) (2.10) (2.09)
Home -22830 -J6673 -.36673 -.09711 -35625 -.36663
(-9.23) (-9.20) (-9.20) (-927) (-921) (-920)
Cosign -.09545 -.15278 -.15278 -.04049 -.14843 -.15273
(-2.46) (-2.46) (-2.46) (-2.47) (-2.46) (-2.46)
Estimation Sample
Percent Correct 58.11 58.12 58.12 58.11 58.12 58.12
Standard Deviation .0035 .0035 .0035 .0035 .0035 .0035
% Repay. Correct 59.36 59.37 59.37 59.39 59.37 59.37
% Defaults Correa 56.86 56.86 56.86 56.83 56.86 56.86
Hold-out Sample
Percent C onea 58.06 58.07 58.07 58.06 58.07 58.07
Standard Deviation .0071 .0070 .0070 .0071 .0071 .0070
% Repay. Correa 59.33 5934 5934 59.37 5934 5934
% Defaults Correa 56.78 56.79 56.79 56.75 56.79 56.79
* N=20,000; balanced; restricted; t-statistics (in parentheses) are computed from sample standard errors.
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Table C 9 Used Cars Data • Monte Carlo Prediction 9 (See Table 1 3  for design)
VariableVEstimator Probit Logit ME GMEI GME2 GME3
Intercept -1.3138 -2.2431 -23431 -0.4572 -20974 -23415
(-16.09) (-14221) (-1431) (-25.05) (-15.60) (-1433)
Cdcmi -.00004 -.00008 -.00008 -.00001 -.00007 -.00008
(-198) (-1.98) (-1-98) (-2-10) (-2.01) (-198)
Cdfpay .00160 .00288 .00288 .00040 .00255 .00288
(3.10) (3.01) (3.01) (3-01) (3-02) (3.01)
Cdtdp -.00223 -.00368 -.00368 -.00047 -.00321 -.00368
(-1.47) (-136) (-136) (-143) (-137) (-136)
Age -.00401 -.00800 -.00800 -.00093 -.00684 -.00799
(-236) (-239) (-239) (-2.46) (-241) (-239)
Amtfin .00002 .00003 .00003 .00000 .00003 .00003
(107) (1-11) (1-11) (105) (1-10) (111)
Netratc .00306 .00656 .00656 .00061 .00538 .00655
(130) (139) (139) (1.08) (1-25) (139)
Home -30239 -38521 -38521 -.04664 -33153 -38454
(-3-12) (-3.07) (-3.07) (-334) (-3-14) (-3-07)
Cosign -.09794 -.18394 -.18394 -.02283 -.15881 -.18363
(-1-17) (-1.15) (-1.15) (-135) (-1-17) (-115)
Estimation Sample
Percent Correct 80.45 80.54 8034 80.41 8031 8033
Standard Deviation .0216 .0210 .0210 .0247 .0217 .0210
% Repay. Correct 88.87 88.96 88.96 88.79 88.93 88.96
% Defaults Correct 21.43 21.48 21.48 21.62 2131 21.49
Hold-out Sample
Percent Correct 8030 8039 8039 8035 8036 8039
Standard Deviation .0213 .0208 .0208 .0247 .0214 .0208
% Repay. Correct 88.79 88.88 88.88 88.70 88.85 88.88
% Defaults Correct 20.82 20.87 20.87 20.98 20.88 20.87
* N=5,000; unbalanced; restricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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Table C.10 Used Cars Data - Monte Carlo Prediction 10 (See Table 2J  for design)
VariableVEstimator Probit Logit ME GME1 GME? GME3
Intercept -.20582 -33492 -33492 -.08795 -32516 -33481
(-3.29) (-333) (-333) (-333) (-333) (-333)
Cdcmi -.00005 -.00008 -.00008 -.00002 -.00007 -.00008
(-2-81) (-2.81) (-2.81) (-2.84) (-2.82) (-2.81)
Cdfpay .00197 .00324 .00324 .00083 .00314 .00324
(430) (434) (434) (4.46) (434) (434)
Cdtdp -.00313 -.00505 -.00505 -.00132 -.00490 -.00505
(-230) (-231) (-231) (-230) (-231) (-231)
Age -.00429 -.00693 -.00693 -.00183 -.00673 -.00693
(-3-14) (-3-11) (-3-11) (-3-15) (-3-12) (-3.11)
Amtfin .00002 .00003 .00003 .00001 .00003 .00003
(132) (131) (131) (138) (131) (131)
Netrate .00273 .00422 .00422 .00120 .00412 .00422
(133) (139) (139) (136) (139) (139)
Home -.22864 -36761 -36761 -.09708 -35701 -36750
(-4-55) (-435) (-435) (-437) (-435) (-435)
Cosign -.09932 -.15902 -.15902 -.04207 -.15446 -.15897
(-1.41) (-1.41) (-1.41) (-1.42) (-1-41) (-1.41)
Estimation Sample
Percent Correct 5833 5834 5834 5834 5834 5834
Standard Deviation .0069 .0070 .0070 .0069 .0069 .0070
% Repay. Correa 59.48 59.48 59.48 5931 59.49 59.48
% Defaults Correa 56.99 56.99 56.99 56.97 56.99 56.99
Hold-out Sample 
Percent Correa 57.93 57.94 57.94 57.93 57.94 57.94
Standard Deviation .0069 .0069 .0069 .0070 .0069 .0069
% Repay. Correa 59.13 59.14 59.14 59.16 59.14 59.14
% Defaults Correa 56.73 56.74 56.74 56.70 56.73 56.74
* N=5,000; balanced; restricted; t-statistics (in parentheses) are computed from sample standard errors.
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Table C. II Used Cars Data - Monte Carlo Prediction 11 (See Table 1 3  for design)
VariableVEstimator Probit Loeit ME QME1 QME2 GME3
Intercept -1 JI8 6 -22537 -22537 -0.4581 -21058 -22520
(-10.72) (-9.42) (-9.42) (-16.74) (-1029) (-9.44)
Cdcmi -.00005 -.00009 -.00009 -.00001 -.00007 -.00009
(-1-43) (-1-43) (-143) (-1-53) (-145) (-143)
Cdfpay .00153 .00276 .00276 .00038 .00244 .00276
(2.11) (2.07) (2.07) (2-02) (2.06) (2.07)
Cdtdp -.00217 -.00360 -.00360 -.00046 -.00313 -.00359
(-1-10) (-1.03) (-103) (-1.09) (-1-04) (-1-03)
Age -.00401 -.00802 -.00802 -.00092 -.00682 -.00800
(-1-51) (-1-53) (-1.53) (-1-59) (-155) (-153)
Amtfin .00002 .00004 .00004 .00000 .00003 .00004
(1-00) (104) (1.04) (0.99) (1-02) (1.03)
Netrate .00352 .00743 .00743 .00072 .00613 .00741
(0.97) (103) (1-03) (0.90) (1.01) (1-03)
Home -.20385 -J8935 -J8935 -.04654 -.33352 -.38865
(-1.98) (-1.95) (-195) (-2.12) (-200) (-195)
Cosign -.10948 -20686 -20686 -.02452 -.17606 -20646
(-0.92) (-0.91) (-0.91) (-1-01) (-0.93) (-0.91)
Estimation Sample
Percent Correct 80.00 80.09 80.09 79.92 80.07 80.09
Standard Deviation .0315 .0308 .0308 .0365 .0316 .0308
% Repay. Correct 88.09 88.18 88.18 87.94 88.15 88.18
% Defaults Correct 23.13 2323 2323 23.42 2325 2322
Hold-out Sample
Percent Correct 79.65 79.72 79.72 79.54 79.69 79.72
Standard Deviation .0308 .0299 .0299 .0360 .0310 .0299
% Repay. Correct 87.92 88.00 88.00 87.77 87.97 88.00
% Defaults Correct 21.81 21.84 21.84 22.02 21.86 21.84
* N=2,000; unbalanced; restricted; t-statistics (in parentheses) are computed from sam ple standard 
errors.
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Table C12 Used Cars Data - Monte Carlo Prediction 12 (See Table 2-3 for design)
VariableVEstimator Probit Logit ME GME1 QME2 GME3
Intercept -.21254 -34443 -34443 -.09048 -33438 -34432
(-2-18) (-2-18) (-2.18) (-2-19) (-2.18) (-2.18)
Cdcmi -.00005 -.00008 -.00008 -.00002 -.00007 -.00008
(-1-95) (-L96) (-1-96) (-1-98) (-196) (-1-96)
Cdfpay .00194 .00317 .00317 .00082 .00307 .00317
(3-05) (3.10) (3.10) (3.11) (3.10) (3.10)
Cdtdp -.00310 -.00500 -.00500 -.00130 -.00485 -.00499
(-1-51) (-131) (-151) (-131) (-151) (-151)
Age -.00424 -.00685 -.00685 -.00180 -.00665 -.00685
(-2-17) (-2.15) (-2-15) (-2-18) (-2-15) (-2-15)
Amtfin .00002 .00003 .00003 .00001 .00003 .00003
(1.01) (1.01) (101) (105) (101) (1-01)
Netrate .00325 .00511 .00511 .00142 .00498 .00510
(1-10) (1.08) (1.08) (112) (108) (1.08)
Home -.23435 -37715 -37715 -.09930 -36617 -37704
(-2-97) (-2-96) (-2-96) (-2.98) (-2-96) (-2.96)
Cosign -.11369 -.18211 -.18211 -.04795 -.17681 -.18206
(-M 4) (-1-14) (-1.14) (-1-15) (-1-14) (-1-14)
Estimation Sample
Percent Correa 5836 5837 5837 5837 5837 5837
Standard Deviation .0108 .0108 .0108 .0107 .0108 .0108
% Repay. Correa 59.11 59.14 59.14 59.14 59.15 59.14
% Defaults Correa 57.60 57.60 57.60 57.61 57.60 57.60
Hold-out Sample 
Percent Correa 57.73 57.74 57.74 57.74 57.73 57.74
Standard Deviation .0073 .0073 .0073 .0073 .0073 .0073
% Repay. Correa 58.51 58.52 5832 58.52 58.52 58.52
% Defaults Correa 56.96 56.95 56.95 56.95 56.95 56.95
* N=2,000; balanced; restricted; t-statistics (in parentheses) are computed from sample standard
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Table C.13 Used Cars Data -  Monte Carlo MSE11 (See Table 2.4 for design)
Probit Logit DA ME GMEI GME2 GME3
%  C orrectly 
Predicted 
In-Sample 79.41 79.56 79.07 79.56 79.15 79.49 7936
Repayments 87.75 87.96 8735 87.96 8737 87.87 87.96
Defaults 22.06 21.76 22.78 21.76 22.58 21.90 21.76
Hold-Out 79.61 79.76 1925 79.76 7933 79.69 79.76
Repayments 88.04 88.26 87.52 8836 87.64 88.16 8836
Defaults 2139 20.97 22.05 20.97 21.88 21.12 20.97
YRMSE 141.44 184.77 185.56 184.77 177.93 173.59 184.64
YRMSEq 70.71 92.43 92.81 92.43 89.00 86.82 9236
PRMSE 1.02 1.06 132 1.06 136 1.02 1.06
PRMSE0 0.51 0.53 0.67 033 0.67 0.51 033
M SE(P) .00518 1.05177 1.14663 1.05177 .84861 .72540 1.04764
r m s e (P) .07195 1.02556 1.07081 1.02556 .92120 .85170 1.02354
v a r CP) .00518 .01895 .01592 .01895 .00025 .01373
.01888
Bias2(fi) .00000 1.03282 1.13071 1.03282 .84836 .71167 1.02876
MS E ( dp l d x ) .00023 .00086 .00063 .00086 .03316 .00072 .00086
RMSE ( d p /  dx) .01525 .02936 .02511 .02936 .18209 .02684 .02932
* N=20,000; unbalanced; unrestricted; errors drawn from normal distribution.
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Table C.14 Used Cars Data -  Monte Carlo MSE 12 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  C orrectly 
Predicted
In-Sample 89.29 8931 88.15 8931 89.69 8935 8931
Repayments 95.56 95.46 94.14 95.46 96.07 95.63 95.46
Defaults 10.46 10.65 12.88 10.65 9.47 1033 10.64
Hold-Out 89 JO 89.43 8837 89.43 89.84 8935 89.43
Repayments 95.80 95.71 9438 95.71 9633 95.86 95.71
Defaults 9.60 9.77 12.15 9.77 8.79 9.49 9.77
YRMSE 14832 248.97 250.66 248.97 17331 22134 248.61
YRMSE0 74.08 124.55 12537 12435 86.52 110.68 12437
PRMSE 1.02 0.93 1.17 0.93 1.63 1.05 0.93
PRMSE0 033 0.47 0.59 0.47 0.82 0.54 0.47
m s e (P) .09771 2.70755 2.97512 2.70755 .77347 1.73941 2.69359
r m s e CP) 31259 1.64546 1.72485 1.64546 .87947 131887 1.64122
v a rCp ) .00717 .03110 .02593 .03110 .00016 .01702 .03085
Bias1 (J3) .09054 2.67645 2.94918 2.67645 .77330 1.72239 2.66274
MSE (dp / dx ) .00352 .00794 .00734 .00794 .03024 .00556 .00791
RM SEO p/cfcc) .05929 .08910 .08569 .08910 .17391 .07454 .08891
* N=20,000; unbalanced; unrestricted; errors drawn from t- distribution.
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Table CIS Used Cars Data — Monte Carlo MSE 13 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 83.47 83.44 82.87 83.44 83.69 83.49 83.44
Repayments 93.96 93.91 93.09 93.91 94 2 8 93.98 93.91
Defaults 10.45 10.54 11.72 10.54 9.99 10.43 10.54
Hold-Out 83.61 83.58 83.00 83.58 83.85 83.63 83.58
Repayments 94.13 94.08 9324 94.08 94.47 94.16 94.08
Defaults 9.87 9.96 11.17 9.96 9 2 9 9.83 9.96
YRMSE 141.72 181.98 18229 181.98 178.11 172.01 181.86
YRMSE0 70.84 91.02 91.18 91.02 89.06 86.02 90.96
PRMSE 1.06 1.03 1.12 1.03 121 1.05 1.03
PRMSE0 0.52 0.51 0.56 0.51 0.61 0.51 021
M SE{fi) .01287 .79170 .84622 .79170 .87912 .54670 .78864
r m s e (p ) .11344 .88977 .91990 .88977 .93761 .73939 .88805
v a r (p ) .00474 .01712 .01534 .01712 .00025 .01266 .01706
Bias2{P) .00813 .77457 .83089 .77457 .87888 .53404 .77157
MSE ( dp !dx ) .00066 .00202 .00178 .00202 .03465 .00181 .00202
RM SEOp/cfcc) .02560 .04499 .04220 .04499 .18614 .04259 .04496
* N=20,000; unbalanced; unrestricted; errors drawn from chi-square distribution.
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Table C.I6 Used Cars Data -  Monte Carlo MSE 21 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  C orrectly  
Predicted
In-Sample 5832 5832 5831 5832 5831 5832 5832
Repayments 59.02 59.02 59.03 59.02 59.03 59.02 59.02
Defaults 5739 57.40 5738 57.40 5738 57.40 57.40
Hold-Out 58.15 58.15 58.15 58.15 58.15 58.15 58.15
Repayments 58.58 5837 58.61 58.57 58.61 58.58 58.57
Defaults 57.72 57.73 57.69 57.73 57.69 57.72 57.72
YRMSE 141.42 14337 143.18 14337 143.01 143.00 14337
YRMSE0 70.73 71.68 71.63 71.68 7130 7134 71.68
PRMSE 1.46 1.46 1.47 1.46 1.60 1.46 1.46
PRM SEa 0.73 0.73 0.73 0.73 0.76 0.73 0.73
m seCP)
.00316 .06463 .06306 .06463 .05103 .05574 .06453
rm seC/2)
.05624 35422 35112 35422 32590 33608 35404
varCp ) .00316 .00819 .00816 .00819 .00056 .00771 .00819
Bias1 {j.T) .00000 .05644 .05490 .05644 .05047 .04802 .05635
M S E (dp /cbc) .00050 .00051 .00051 .00051 .01300 .00049 .00051
RMSE ( d p /  dx) .02241 .02264 .02261 .02264 .11404 .02216 .02263
* N =20,000; balanced; unrestricted; errors drawn from normal distribution.
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Table C.17 Used Cars Data -  Monte Carlo MSE 22 (See Table 2.4 for design)
Problt Logit DA ME GMEI GME2 GME3
% C orrectly 
Predicted
In-Sample 62.40 62.40 6229 62.40 6229 62.40 62.40
Repayments 63.26 6325 6326 6325 6327 6325 6325
Defaults 61.53 61.54 61.51 61.54 61.51 61.53 61.54
Hold-Out 62.42 62.41 62.41 62.41 62.42 62.42 62.41
Repayments 62.99 62.98 63.03 62.98 63.03 62.98 62.98
Defaults 61.86 61.86 61.80 61.86 61.82 61.86 61.86
YRMSE 142.64 151.76 15121 151.76 141.92 150.64 151.75
YRMSE0 72.05 76.60 7627 76.60 71.66 76.04 76.59
PRMSE 1.51 1.45 1.62 1.45 2.45 1.48 1.45
PRMSEq 0.75 0.72 0.81 0.72 1.13 0.74 0.72
MSE(fJ) .04712 24878 24491 24878 .02129 21142 24838
RM SE{p) 21707 .59057 .58729 .59057 .14591 .55805 .59023
VAR{p) .00307 .00811 .00806 .00811 .00050 .00756 .00810
Biaŝ Cp) .04405 .34067 23685 24067 .02079 .30386 .34027
MSE ( d p / d x ) .00742 .00812 .00799 .00812 .00882 .00675 .00811
RMSE ( d p /  dx) .08611 .09012 .08938 .09012 .09394 .08218 .09004
* N=20,000; balanced; unrestricted; errors drawn from t- distribution.
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Table C.18 Used Cars Data — Monte Carlo MSE 23 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
% Correctly 
Predicted
In-Sample 60.64 60.64 60.64 60.64 60.64 60.64 60.64
Repayments 82.95 82.92 83.03 82.92 8328 82.95 82.92
Defaults 3028 3033 30.17 3033 29.84 3028 3033
Hold-Out 60.55 60.55 60.55 60.55 60.55 60.55 60.55
Repayments 82.09 82.04 8220 82.04 82.45 81.08 82.04
Defaults 3132 31.57 3136 3137 31.02 3132 31.57
YRMSE 14421 150.49 150.56 150.49 143.52 149.79 150.48
YRMSE0 72.14 7522 7526 7522 71.79 74.88 7522
PRMSE 4.33 430 4 2 8 4.30 4.77 433 4.30
PRMSE0 2.13 2.11 2.10 2.11 224 2.12 2.11
MSE{P) .04824 30345 30808 30345 .02975 27417 .30314
RMSE{P) 21963 .55086 .55505 .55086 .17249 .52361 .55058
VAR{p) .00310 .00818 .00794 .00818 .00052 .00765 .00817
Bias2(fJ) .04514 29527 .30014 29527 .02923 26652 29497
MSE ( d p / d x ) .00731 .00753 .00771 .00753 .00982 .00656 .00752
RMSE ( d p /  dx) .08553 .08679 .08782 .08679 .09910 .08102 .08673
* N=20,000; balanced; unrestricted; errors drawn from chi-square distribution.
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Table C.19 Used Cars Data -  Monte Carlo MSE 31 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  C orrectly 
Predicted
In-Sample 80.02 80.13 80.29 80.13 8034 80.18 80.13
Repayments 88.18 8833 88.57 8833 88.63 8839 8833
Defaults 22.06 21.87 2132 21.87 2137 21.80 21.87
Hold-Out 79.62 79.71 79.83 79.71 79.87 79.74 79.71
Repayments 87.64 87.78 87.94 87.78 88.01 87.82 87.78
Defaults 2238 22.16 21.93 22.16 21.76 22.09 22.16
YRMSE 70.76 94.16 93.79 94.16 89.95 87.71 94.08
YRMSE0 70.87 94.47 94.04 94.47 90.13 87.93 9439
PRMSE 0.98 1.01 1.08 1.01 1.12 0.98 1.01
PRMSE0 0.99 1.01 1.08 1.01 1.14 0.99 1.01
m seCP)
.02187 .94587 1.06203 .94587 .71536 .66256 .94223
rm seCP)
.14789 .97256 1.03055 .97256 .84579 .81398 .97069
VAR{p) .02183 .08182 .05859 .08182 .00091 .05600 .08145
Bias2(fi) .00004 .86404 1.00344 .86404 .71445 .60656 .86078
MSE(dp/cfcc) .00102 .00179 .00109 .00179 .02773 .00133 .00178
RMSE ( d p / d x ) .03193 .04232 .03301 .04232 .16653 .03653 .04223
* N=5,000; unbalanced; unrestricted; errors drawn from normal distribution.
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Table C. 20 Used Cars Data -  Monte Carlo MSE 32 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted 
In-Sample 89.46 8935 89.03 8935 9038 89.61 8936
Repayments 95.57 95.42 95.03 95.42 96.60 95.75 95.42
Defaults 10.80 11.15 11.71 11.15 8.76 10.53 11.14
Hold-Out 89.03 88.88 88.57 88.88 90.03 8930 88.88
Repayments 95.09 94.89 94.51 94.89 9635 9530 94.89
Defaults 10.83 1133 11.81 1133 8.44 10.43 1131
YRMSE 73.81 125.94 125.70 125.94 8732 110.79 125.73
YRMSE0 7535 127.04 126.74 127.04 88.77 111.87 126.83
PRMSE 0.84 0.82 0.89 0.82 1.03 0.85 0.82
PRMSE0 0.84 0.82 0.88 0.82 1.03 0.85 0.82
M SE(p) .13291 2.54550 2.81566 2.54550 .64026 1.69161 2.53308
rmse(P) 36457 1.59546 1.67799 1.59546 .80017 1.30062 1.59156
VAR{p) .03082 .13763 .09384 .13763 .00058 .06833 .13629
Bias' (fj) .10209 2.40787 2.72182 2.40787 .63968 1.62328 2.39679
MSE { d p / etc) .00327 .00701 .00622 .00701 .02478 .00473 .00697
RMSE ( dp i  dx) .05714 .08370 .07888 .08370 .15741 .06877 .08349
* N=5,000; unbalanced; unrestricted; errors drawn from t- distribution.
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Table C21 Used Cars Data — Monte Carlo MSE 33 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  C orrectly 
Predicted
In-Sample 83.85 83.76 83.72 83.76 84.40 83.89 83.76
Repayments 94.07 93.94 93.89 93.94 94.88 94.14 93.94
Defaults 10.58 10.80 10.88 10.80 9 3 0 10.50 10.80
Hold-Out 8 3 3 1 83-21 83.17 8321 83.93 8335 8321
Repayments 93.46 9331 9326 9331 9436 9332 9331
Defaults 10.84 11.07 11.12 11.07 9.47 10.75 11.06
YRMSE 70.87 91.81 91.70 91.81 90.09 8636 91.75
YRMSE0 71.13 9221 92.06 92.15 9029 86.70 92.14
PRMSE 0.98 0.99 1.01 0.99 1.04 0.98 0.99
PRMSE0 0.99 1.00 1.01 1.00 1.05 0.99 1.00
M SE(fi) .03092 .80365 .86788 .80365 .73495 .57536 .80079
RM SE(fi) .17583 .89646 .93160 .89646 .85729 .75852 .89487
VAR{p) .02157 .07997 .06399 .07997 .00099 .05676
.07964
Bias1(fi) .00935 .72368 .80389 .72368 .73396 .51859 .72115
M S E ( d p / d x ) .00143 .00246 .00211 .00246 .02871 .00215 .00245
RMSE ( d p / d x ) .03785 .04957 .04596 .04957 .16944 .04642 .04953
* N=5,000; unbalanced; unrestricted; errors drawn from chi-square distribution.
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Table C22 Used Cars Data -  Monte Carlo MSE 41 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
% Correctly 
Predicted
In-Sample 56.70 56.70 56.70 56.70 56.70 56.70 56.70
Repayments 57.90 57.90 57.88 57.90 57.89 57.90 57.90
Defaults 55.42 55.42 55.44 55.42 55.43 55.42 55.42
Hold-Out 5631 5630 5630 5630 5631 5630 5630
Repayments 59.06 59.06 59.05 59.06 59.06 59.06 59.06
Defaults 5333 53.53 5333 53.53 53.53 53.53 5333
YRMSE 70.72 7136 7135 7136 71.18 7137 71.35
YRMSE0 70.84 7135 7134 7135 7133 71.45 7135
PRMSE 1.46 1.46 1.45 1.46 1.46 1.46 1.46
PRMSEa 1.45 1.45 1.44 1.45 1.45 1.45 1.45
M SE{p) .01215 .07708 .07638 .07708 .03747 .06893 .07700
RM SE(p) .11024 37764 37637 37764 .19358 36255 37748
VAR(p) .01209 .03129 .03087 .03129 .00218 .02950 .03127
Bias2(/J) .00006 .04579 .04551 .04579 .03530 .03943 .04573
MSE ( d p / d x ) .00193 .00196 .00193 .00196 .00944 .00184 .00196
RMSE (dp /  dx ) .04388 .04427 .04396 .04427 .09716 .04284 .04425
* N=5,000; balanced; unrestricted; errors drawn from norm al distribution.
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Table C 23 Used Cars Data -  Monte Carlo MSE 42 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  C orrectly 
Predicted
In-Sample 60.05 60.05 60.05 60.05 60.05 60.05 60.05
Repayments 61.43 61.43 61.42 61.43 61.42 61.43 61.43
Defaults 58.61 58.62 58.63 58.62 58.63 58.62 58.62
Hold-Out 59.83 59.83 59.82 59.83 59.83 59.83 59.83
Repayments 62.67 62.66 62.67 62.66 62.67 62.66 62.66
Defaults 56.93 56.94 56.93 56.94 56.93 56.94 56.94
YRMSE 71.96 74.87 74.85 74.87 71.66 7454 74.87
YRMSEq 7131 74.25 7423 7425 70.96 73.92 7424
PRMSE 1.46 1.45 1.44 1.45 1.51 1.45 1.45
PRMSE0 1.45 1.44 1.43 1.44 1.52 1.44 1.44
M SE{P) .04748 .29009 .28856 .29009
.01579 26236 28980
rm seCP)
.21790 .53860 .53718 .53860 .12567 .51221 .53833
varCP)
.01294 .03407 .03320 .03407 .00220 .03189 .03405
Bias2 (ft) .03454 .25602 25537 .25602 .01359 23047 25575
MSE ( d p i d x ) .00746 .00789 .00781 .00789 .00632 .00682 .00788
RMSE ( dp!  dx) .08635 .08882 .08840 .08882 .07951 .08261 .08875
* N=5,000; balanced; unrestricted; errors drawn from t- distribution.
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Table C 24 Used Cars Data -  Monte Carlo MSE 43 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  C orrectly 
Predicted
In-Sample 59.59 59.60 59.60 59.60 59.60 59.60 59.60
Repayments 86.69 86.63 86.60 86.63 86.91 86.66 86.63
Defaults 22.19 22.28 2223 2228 21.89 2225 2228
Hold-Out 59.61 59.61 59.61 59.61 59.61 59.61 59.61
Repayments 87.55 87.49 87.45 87.49 87.74 87.52 87.49
Defaults 20.65 20.73 20.79 20.73 2029 20.69 20.73
YRMSE 72.18 75.08 75.09 75.08 71.46 74.78 75.08
YRMSE0 722.5 7531 7522 7521 71.43 75.00 7520
PRMSE 1.46 1.46 1.44 1.46 1.48 1.46 1.46
PRMSE0 1.45 1.45 1.43 1.45 1.47 1.45 1.45
M SE{P) .05622 23517 24010 23517 .03579 21567 23496
RM SE{p) .23712 .48494 .49000 .48494 .18919 .46440 .48473
varCp )
.01188 .03137 .02935 .03137 .00199 .02932 .03135
Bias2{JJ) .04434 20380 21075 20380 .03380 .18635 20362
MSE ( d p / d x ) .00866 .00873 .00909 .00873 .00871 .00807 .00873
RMSE( dp l dx ) .09304 .09346 .09536 .09346 .09333 .08982 .09342
* N=5,000; balanced; unrestricted; errors drawn from chi-square distribution.
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Table C 35 Used Cars Data - Monte Carlo MSE 51 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted 
In-Sample 70.94 7133 71.67 7133 69.66 71.04 7133
Repayments 76.02 7639 77.12 7639 74.14 76.17 76.58
Defaults 4032 39.65 38.89 39.65 4234 40.14 39.65
Hold-Out 70.73 71.14 71.47 71.14 6934 70.84 71.14
Repayments 7635 76.96 77.42 76.96 7431 7630 76.95
Defaults 37.24 36.48 36.02 36.48 39.71 37.06 36.48
YRMSE 44.79 57.62 5731 57.62 54.99 5431 57.58
YRMSEq 71.18 91.77 91.40 91.77 87.08 86.44 91.71
PRMSE 1.04 1.05 1.10 1.05 1.06 1.03 1.05
PRMSE0 1.71 1.74 1.82 1.74 1.75 1.70 1.74
M SE(p) .05175 1.18747 133847 1.18747 .81453 .83708 1.18303
RM SE{p) .22748 1.08971 1.11287 1.08971 .90251 .91492 1.08767
VAR(P) .05159 .17861 .16025 .17861 .00304 .13507 .17803
Biasl {p) .00016 1.00886 1.07823 1.00886 .81148 .70201 1.00500
MSE {dp!  dx ) .00278 .00335 .00284 .00335 .04284 .00299 .00335
RMS E( dp l dx ) .05276 .05789 .05328 .05789 30697 .05470 .05785
*N=2,000; unbalanced; unrestricted; errors drawn from normal distribution.
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Table C26 Used Cars Data -  Monte Carlo MSE 52 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 81.40 81.66 81.52 81.66 80.91 81.46 81.66
Repayments 8629 86.62 86.46 86.62 85.67 8637 86.62
Defaults 28.15 27.81 27.84 27.81 28.88 28.12 27.82
Hold-Out 81.40 81.68 8137 81.68 80.73 81.44 81.67
Repayments 86.66 87.00 86.61 87.00 85.82 86.71 87.00
Defaults 24.70 24.28 24.86 2428 25.79 24.67 2429
YRMSE 47.21 78.16 78.15 78.16 53.43 69.59 78.05
YRMSE0 75.02 12423 123.91 12423 84.57 110.47 124.04
PRMSE 0.89 0.89 0.98 0.89 0.95 0.88 0.89
PRMSE0 1.49 1.50 1.66 1.50 1.61 1.48 1.50
MSE{P) .18802 3.09602 325499 3.09602 .73792 1.98593 3.07943
RM SE{p) .43362 1.75955 1.80416 1.75955 .85903 1.40923 1.75483
VAR{p) .07841 32656 27766 32656 .00218 .18594 .32393
Biasr(p ) .10962 2.76946 2.97733 2.76946 .73575 1.79998 2.75550
M SE(cjp/cbc) .00517 .00926 .00870 .00926 .03935 .00718 .00922
RMSE ( d p /  dx) .07189 .09621 .09328 .09621 .19837 .08475 .09604
*N=2,000; unbalanced; unrestricted; errors drawn from t- distribution.
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Table C27 Used Cars Data - Monte Carlo MSE 53 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 75.69 75.86 76.01 75.86 75.42 75.78 75.86
Repayments 83.41 83.64 83.87 83.64 83.01 8333 83.64
Defaults 26.84 26.63 2627 26.63 2735 26.74 26.63
Hold-Out 75.42 75.59 75.67 75.59 75.05 75.50 75.59
Repayments 83.61 83.85 83.96 83.85 83.09 83.71 83.85
Defaults 23.83 23.55 23.45 23.55 24.46 23.71 23.55
YRMSE 44.88 57.60 57.52 57.60 54.95 5431 57.56
YRMSE0 7138 91.81 91.54 91.81 87.00 86.83 91.75
PRMSE 1.04 1.04 1.05 1.04 1.04 1.03 1.04
PRMSE0 1.71 1.73 1.76 1.73 1.72 1.71 1.73
MSE(p) .06696 .95354 .98206 .95354 .84966 .67403 .95001
RMSE(P)
25877 .97650 .99099 .97650 .92177 .82099 .97469
VAR(p) .05679 20074 .17854 20074 .00324 .15043 20006
Bias1 (>8) .01018 .75281 .80352 .75281 .84642 .52360 .74995
MSE O p /e tc ) .00387 .00551 .00503 .00551 .04488 .00514 .00551
RMSE {dpi  dx) .06222 .07425 .07092 .07425 21185 .07171 .07421
*N=2,000; unbalanced; unrestricted; errors drawn from chi-square distribution.
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Table G28 Used Cars Data - Monte Carlo MSE 61 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 57.98 57.99 57.99 57.99 57.99 57.99 57.99
Repayments 60.10 60.08 60.19 60.08 60.18 60.09 60.08
Defaults 55.70 55.72 55.61 55.72 55.62 55.71 55.72
Hold-Out 5723 5723 5723 5723 5723 5723 5723
Repayments 60.42 60.40 60.53 60.40 60.52 60.41 60.40
Defaults 54.01 54.03 53.90 54.03 53.91 54.02 54.03
YRMSE 44.68 4532 4531 4532 45.09 45.23 4532
YRMSE0 70.99 7226 7224 722 6 71.44 72.10 7226
PRMSE 1.48 1.48 1.47 1.48 1.48 1.48 1.48
PRMSE0 2.40 2.40 238 2.40 2.41 2.40 2.40
M SE{p) .03787 .13071 .13044 .13071 .03226 .12035 .13060
rm seCP) .19461 .36155 .36116 36155 .17962 34691 36139
VAR{p) .03781 .09821 .09707 .09821 .00671 .09245 .09815
Bias1 (J?) .00006 .03250 .03337 .03250 .02555 .02789 .03245
MSE ( dp /  dx) .00601 .00612 .00606 .00612 .00712 .00576 .00612
RMSE(dpl dx ) .07750 .07826 .07784 .07826 .08439 .07589 .07823
*N=2,000; balanced; unrestricted; errors drawn from normal distribution.
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Table C29 Used Cars Data - Monte Carlo MSE 62 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  C orrectly 
Predicted
In-Sample 61.81 61.82 61.81 61.82 61.81 61.82 61.82
Repayments 64.83 64.79 65.07 64.79 65.04 64.82 64.79
Defaults 58.65 58.72 58.42 58.72 58.46 58.70 58.72
Hold-Out 61.28 6138 6139 6138 6139 6138 6138
Repayments 65.35 6538 6538 6538 65.55 6531 6538
Defaults 57.14 5730 56.90 5730 56.94 57.18 5730
YRMSE 44.61 4734 4730 4734 4434 47.01 4734
YRMSE0 71.98 76.47 76.42 76.47 7138 75.94 76.47
PRMSE 1.44 1.44 1.43 1.44 1.48 1.44 1.44
PRMSEq 2 3 4 234 232 2 3 4 2.47 234 234
M SE(fi) .06304 38622 39334 38622 .01627 36045 38594
RM SE{p) 35109 .53499 .54161 .53499 .12755 .51034 .53474
VARCp) .03825 .10120 .09974 .10120 .00634 .09443 .10113
Bias2(fi) .02479 .18502 .19360 .18502 .00993 .16601 .18481
MSE { dp i d x ) .00995 .01050 .01075 .01050 .00486 .00939 .01049
RMSE ( d p / d x ) .09977 .10249 .10370 .10249 .06972 .09690 .10243
*N=2,000; balanced; unrestricted; errors drawn from t- distribution.
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Table C30 Used Cars Data - Monte Carlo MSE 63 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 60.76 60.76 60.76 60.76 60.76 60.76 60.76
Repayments 8435 8431 8439 8431 8431 8433 8431
Defaults 28.43 28.49 28.54 28.49 2832 28.46 28.48
Hold-Out 6034 6034 6035 6034 6035 6034 6034
Repayments 83.80 83.76 83.71 83.76 83.95 83.78 83.76
Defaults 28.06 28.10 28.19 28.10 27.87 28.08 28.10
YRMSE 45.62 47.68 47.73 47.68 4538 47.46 47.68
YRMSE0 72.43 75.98 76.05 75.98 71.69 75.60 75.98
PRMSE 1.47 1.47 1.46 1.47 1.48 1.47 1.47
PRMSE0 239 2 3 9 2 3 7 239 2.41 2.39 2 3 9
MSE(fJ) .08636 33030 34512 .33030 .02296 .30469 33003
RM SE{p) 39387 .57471 .58747 .57471 .15152 .55199 .57448
VAR{p) .03755 .09921 .09475 .09921 .00626 .09267 .09915
Biasl (p ) .04881 33108 35037 33108 .01670 31202 33088
MSE ( d p / d x ) .01323 .01345 .01409 .01345 .00539 .01236 .01344
RMSE ( d p / d x ) .11503 .11598 .11869 .11598 .07342 .11118 .11593
*N=2,000; balanced; unrestricted; errors drawn from chi-square distribution.
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Tabte C31 Used Cars Data - Monte Carlo MSE 71 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
% Correctly 
Predicted
In-Sample 79.41 79.56 79.56 79.15 79.49 79.56
Repayments 87.75 87.96 87.96 8737 87.86 87.96
Defaults 22.06 21.76 21.76 22.59 21.90 21.76
Hold-Out 79.61 79.76 79.76 7933 79.69 79.76
Repayments 88.04 88.26 88.26 87.64 88.15 8836
Defaults 21.29 20.96 20.% 21.88 21.12 20.96
YRMSE 141.44 184.77 184.77 177.93 173.59 184.63
YRMSE0 70.71 92.42 92.42 89.00 86.82 9236
PRMSE 1.01 1.06 1.06 135 1.01 1.06
PRMSE0 0.51 0.53 0.53 0.66 0.51 0.53
m seCp ) .00511 1.05146 1.05146 .84861 .72516 1.04733
rm se(P) .07146 1.02541 1.02541 .92120 .85157 1.02339
varCP) .00510 .01868 .01868 .00025 .01354 .01861
Bias1(f$) .00000 1.03278 1.03278 .84836 .71162 1.02872
MSE {dpi  dx) .00023 .00086 .00086 .03316 .00072 .00086
RMSE {dp/  dx) .01514 .02930 .02930 .18209 .02679 .02926
*N=20,000; unbalanced; restricted; errors drawn from normal distribution.
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Table C32 Used Cars Data -  Monte Carlo MSE 72 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 89.29 8921 8921 89.69 8935 8921
Repayments 95.56 95.46 95.46 96.07 95.63 95.46
Defaults 10.45 10.64 10.64 9.46 1032 10.64
Hold-Out 8930 89.43 89.43 89.85 8935 89.43
Repayments 95.80 95.71 95.71 9624 95.87 95.71
Defaults 9.60 9.78 9.78 8.76 930 9.78
YRMSE 14832 248.97 248.97 17321 22134 248.60
YRMSE0 74.07 124.55 12435 8632 110.68 12437
PRMSE 1.01 0.92 0.92 1.62 1.04 0.92
PRMSE0 0.53 0.47 0.47 0.81 0.54 0.47
m seCp ) .09754 2.70693 2.70694 .77341 1.73914 2.69299
rm seCP) 31232 1.64528 1.64528 .87944 131876 1.64103
var(p ) .00702 .03046 .03046 .00016 .01667 .03022
Bias2(fJ) .09052 2.67647 2.67647 .77326 1.72247 2.66276
MSE(dpldx) .00351 .00793 .00793 .03024 .00555 .00790
RMSE {dp!  dx) .05924 .08907 .08907 .17390 .07450 .08888
*N=20,000; unbalanced; restricted; errors drawn from /- distribution.
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Table G33 Used Cars Data -  Monte Carlo MSE 73 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 83.47 83.44 83.44 83.69 83.49 83.44
Repayments 93.96 93.91 93.91 942.7 93.99 93.91
Defaults 10.44 10.54 10.54 9.99 10.42 10.53
Hold-Out 83.62 83.58 83.58 83.85 83.63 83.59
Repayments 94.14 94.09 94.09 94.47 94.16 94.09
Defaults 9.87 9.96 9.96 9 J9 9.83 9.96
YRMSE 141.72 181.97 181.97 178.10 172.01 181.85
YRMSE0 70.84 91.02 91.02 89.06 86.02 90.96
PRMSE 1.03 1.01 1.01 1.29 1.03 1.01
PRMSE0 0.50 0.49 0.49 0.60 0.50 0.49
MSE(fJ) .01272 .79093 .79094 .87921 .54607 .78788
RM SE(fi) .11278 .88934 .88935 .93766 .73897 .88763
VAR(p) .00460 .01663 .01663 .00024 .01230 .01658
Bias2(jj) .00812 .77430 .77430 .87897 .53378 .77130
MSE(dpfdx ) .00065 .00202 .00202 .03465 .00181 .00201
R M SE (5p/ctc) .02546 .04490 .04490 .18615 .04252 .04487
*N=20,000; unbalanced; restricted; errors drawn from chi-square distribution.
230
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table C 34 Used Cars Data - Monte Carlo MSE 81 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
% Correctly 
Predicted
In-Sample 58.21 58.22 5822 5821 5822 5822
Repayments 59.02 59.02 59.02 59.03 59.02 59.02
Defaults 5739 57.39 5739 5738 5739 5739
Hold-Out 58.15 58.15 58.15 58.15 58.15 58.15
Repayments 58.59 58.59 58.59 58.61 58.59 5839
Defaults 57.71 57.72 57.72 57.69 57.71 57.72
YRMSE 141.42 14327 14327 143.01 142.99 14327
YRMSE0 70.73 71.68 71.68 7130 7134 71.68
PRMSE 1.43 1.44 1.44 1.59 1.43 1.44
PRMSE0 0.72 0.72 0.72 0.75 0.72 0.72
M SE{P) .00299 .06408
.06408 .05100 .05524 .06398
RMSE(JJ) .05472 25314 25314 22583 23503 25295
VAR(p) .00299 .00775 .00775 .00053 .00730 .00775
Bias1 {}$) .00000 .05633 .05633 .05046 .04794 .05624
MSE { d p i  d x ) .00048 .00048 .00048 .01300 .00047 .00048
R M S E (dp /c!x ) .02180 .02202 .02202 .11403 .02157 .02201
*N=20,000; balanced; restricted; errors drawn from normal distribution.
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Table C 35 Used Cars Data - Monte Carlo MSE 82 (See Table 2.4 for design)
Probit Logit ME GMEl GME2 GME3
%  C orrectly 
Predicted
In-Sample 62.40 62.40 62.40 6239 62.40 62.40
Repayments 63.26 63.25 6335 6337 63.25 6335
Defaults 61.53 61.53 61.53 61.51 6133 61.54
Hold-Out 62.42 62.42 62.42 62.42 62.42 62.42
Repayments 62.99 62.98 62.98 63.03 62.98 62.98
Defaults 61.86 61.86 61.86 61.82 61.86 61.86
YRMSE 142.64 151.76 151.76 141.92 150.63 151.75
YRMSE0 72.05 76.60 76.60 71.66 76.04 76.59
PRMSE 1.50 1.44 1.44 2.44 1.47 1.44
PRMSEq 0.75 0.72 0.72 1.13 0.73 0.72
M SE{p) .04708 .34861 .34861 .02129 .31129 .34821
RMSE(P) .21698 .59043 .59044 .14589 .55793 .59010
VAR{P) .00304 .00804 .00804 .00050 .00749 .00803
Bias1 (fj) .04404 .34058 .34058 .02079 30380 34018
MSE {dp!  dx) .00741 .00811 .00811 .00882 .00675 .00810
RMSE ( d p / d x ) .08607 .09008 .09008 .09394 .08214 .09000
*N=20,000; balanced; restricted; errors drawn from /- distribution.
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Table C36 Used Cars Data - Monte Carlo MSE 83 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 60.64 60.64 60.64 60.64 60.64 60.64
Repayments 82.94 82.91 82.91 8327 82.94 82.91
Defaults 30.29 3024 3024 29.85 3029 3024
Hold-Out 60.55 60.55 60.55 60.55 60.55 60.55
Repayments 82.08 82.04 82.04 82.45 82.08 82.04
Defaults 31.53 31.58 31.58 31.03 31.53 31.58
YRMSE 14421 150.48 150.48 143.52 149.79 150.48
YRMSE0 72.14 7522 7522 71.79 74.88 7522
PRMSE 422 428 428 4.76 422 428
PRMSE0 2.12 2.11 2.11 224 2.12 2.11
MSE{p) .04787 .30227 20227 .02973 27312 20196
RMSE{fa 21879 .54979 24979 .17242 .52261 .54951
varCP) .00296 .00783 .00783 .00050 .00732 .00782
Bias'1 Cp) .04491 29444 29444 .02923 26580 29414
M S E (c jp /3 r) .00726 .00747 .00747 .00982 .00651 .00746
RMSE {dp/dx) .08520 .08645 .08645 .09910 .08070 .08639
*N=20,000; balanced; restricted; errors drawn from chi-square distribution.
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Table C37 Used Cars Data - Monte Carlo MSE 91 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 80.00 80.10 80.10 8032 80.15 80.11
Repayments 88.14 8830 88-30 88.60 8835 8830
Defaults 22.08 21.89 21.89 2139 21.82 21.89
Hold-Out 79.61 79.70 79.70 79.87 79.73 79.70
Repayments 87.61 87.76 87.76 88.00 87.80 87.76
Defaults 22.47 22.25 22.25 21.86 22.19 22-25
YRMSE 70.76 94.15 94.15 89.95 87.70 94.07
YRMSE0 70.86 94.45 94.45 90.13 87.91 9437
PRMSE 0.93 0.96 0.96 1.07 0.93 0.96
PRMSE0 0.93 0.96 0.96 1.09 0.93 0.96
MSE(P) .02112 .94822 .94822 .71501
.66387 .94457
RMSE(P) .14531 .97376 .97376 .84558 .81478 .97189
VARCp) .02105 .07897 .07897 .00087 .05399 .07860
Bias'(fi) .00006 .86925 .86925 .71414
.60988 .86596
MSE {dp! dx) .00099 .00174 .00174 .02771 .00129 .00173
RMSE {dpi  dx) .03139 .04170 .04170 .16647 .03591 .04161
*N=5,000; unbalanced; restricted; errors drawn from normal distribution.
234
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table C 38 Used Cars Data - Monte Carlo MSE 92 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  C orrectly 
Predicted
In-Sample 89.49 8936 8936 9033 89.63 8937
Repayments 95.60 95.44 95.44 96.66 95.78 95.44
Defaults 10.73 11.08 11.08 8.65 10.45 11.07
Hold-Out 89.07 88.90 88.90 90.11 8934 88.90
Repayments 95.13 94.91 94.91 96.44 9534 94.92
Defaults 10.84 1137 1137 8 3 6 10.44 1136
YRMSE 73.79 125.89 125.89 8732 110.75 125.68
YRMSE0 7532 127.00 127.00 88.76 111.84 126.79
PRMSE 0.78 0.77 0.77 0.99 0.80 0.77
PRMSEq 0.79 0.77 0.77 0.99 0.80 0.77
MSE{P) .13058 2.55058 2.55058 .63971 1.69335 2.53811
RMSE{p) .36136 1.59705 1.59705 .79982 130129 1.59314
v a r Cp ) .02789 .12519 .12519 .00052 .06180 .12395
Bias2(P) .10269 2.42539 2.42539 .63919 1.63155 2.41416
M S E (3p/cbc) .00313 .00682 .00682 .02475 .00459 .00679
RMSE {dpi  dx) .05591 .08261 .08261 .15732 .06778 .08240
*N=5,000; unbalanced; restricted; errors drawn from t- distribution.
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Table CJ9 Used Cars Data - Monte Carlo MSE 93 (See Table 2.4 for design)
Probit Logit ME GMEI GME2 GME3
%  Correctly 
Predicted
In-Sample 83.88 83.79 83.79 84.45 83.92 83.79
Repayments 94.13 93.99 93.99 94.95 94.18 93.99
Defaults 10.47 10.71 10.71 9.17 10.41 10.71
Hold-Out 8336 8335 8335 84.00 83.40 8335
Repayments 9331 9335 9335 94.45 9337 9335
Defaults 10.84 11.09 11.09 9.40 10.77 11.08
YRMSE 70.86 91.77 91.77 90.09 8633 91.70
YRMSE0 71.10 92.16 92.16 9038 86.66 92.09
PRMSE 0.91 0.91 0.91 0.97 0.91 0.91
PRMSE0 0.91 0.92 0.92 0.98 0.91 0.92
m s e Cp ) .02756 .80040 .80040 .73421 .57197 .79754
r m seCP) .16602 .89465 .89465 .85686 .75629 .89305
VAR{p) .01910 .07111 .07111 .00087 .05032 .07082
Bias2(]i) .00846 .72929 .72929 .73334 .52165 .72673
MSE {dp!dx) .00127 .00227 .00227 .02867 .00199 .00227
RMSE(dpt dx) .03570 .04765 .04765 .16933 .04462 .04761
*N=5,000; unbalanced; restricted; errors drawn from chi-square distribution.
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Table C.40 Used Cars Data - Monte Carlo MSE 101 (See Table 2.4 for design)
Probit Logit ME GMEI GME2 GME3
%  Correctly 
Predicted
In-Sample 56.69 56.69 56.69 56.69 56.69 56.69
Repayments 57.70 57.71 57.71 57.70 57.71 57.71
Defaults 55.60 5539 5539 55.60 55.60 55.59
Hold-Out 5632 5632 5632 5632 5632 5632
Repayments 58.89 58.89 58.89 58.90 58.89 58.89
Defaults 53.73 53.72 53.72 53.73 53.72 53.72
YRMSE 70.72 7135 7135 71.19 7136 7135
YRMSE0 70.83 7132 7132 7133 71.43 71.52
PRMSE 136 136 136 136 136 136
PRMSE0 1.35 135 135 136 1.35 135
M SE{p) .01187 .07751 .07751 .03715 .06929 .07743
RM SE(fi) .10895 37841 37841 .19274 36322 37825
VAR(p) .01175 .03042 .03042 .00211 .02868 .03040
Bias1{p) .00012 .04710 .04710 .03504 .04061 .04703
MSE ( dp / dx ) .00(88 .00191 .00191 .00940 .00179 .00191
RMSE {dp f dx) .04337 .04376 .04376 .09696 .04228 .04374
*N=5,000; balanced; restricted; errors drawn from normal distribution.
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Table C.41 Used Cars Data - Monte Carlo MSE 102 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
% C orrectly 
Predicted
In-Sample 60.04 60.05 60.05 60.05 60.05 60.05
Repayments 6132 61.32 6132 6132 6132 6132
Defaults 58.71 58.72 58.72 58.73 58.72 58.72
Hold-Out 59.85 59.84 59.84 59.84 59.84 59.84
Repayments 62.57 62.57 6237 6238 62.57 6237
Defaults 57.06 57.06 57.06 57.05 57.06 57.06
YRMSE 71.96 74.86 74.86 71.66 74.53 74.86
YRMSEq 7130 74.22 7432 70.95 73.89 7432
PRMSE 137 137 137 1.43 137 137
PRMSEa 137 136 136 1.45 136 136
M SE(fi) .04781 39217 39217 .01562 36421 39187
RM SE{p) 31866
.54052 34052 .12500 .51401 .54025
VAR{p) .01261 .03321 .03321 .00214 .03109 .03319
Bias2(/3) .03520 35895 35895 .01348 33312 35868
MSE {dp!  dx) .00751 .00795 .00795 .00630 .00687 .00793
RMSE ( d p / d x ) .08665 .08914 .08914 .07936 .08290 .08907
*N=5,000; balanced; restricted; errors drawn from t- distribution.
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Table C.42 Used Cars Data - Monte Carlo MSE 103 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 59.59 59.59 59.59 5929 59.59 59.59
Repayments 86.74 86.68 86.68 86.96 86.70 86.68
Defaults 22.11 2220 2220 21.81 22.16 2220
Hold-Out 59.62 59.62 59.62 59.62 59.62 59.62
Repayments 87.63 87.58 87.58 87.82 87.60 8728
Defaults 20.56 20.64 20.64 2029 20.61 20.64
YRMSE 72.18 75.07 75.07 71.46 74.78 75.07
YRMSE0 72.24 7527 7527 71.42 74.96 7527
PRMSE 137 126 126 1.39 1.36 126
PRMSE0 1.36 125 125 128 125 125
M S E lh .05842 24231 24231 .03584 22234
24210
' 
§ 24170 .49225 .49225 .18932 .47153 .49204
VAR{p) .01146 .03027 .03027 .00192 .02828
.03024
Bias2 (Jf) .04696 21205 21205 .03393 .19406 21186
MSE { dp ! dx ) .00900 .00908 .00908 .00869 .00839 .00907
RMSE {dpt  dx) .09485 .09529 .09529 .09323 .09158 .09525
*N=5,000; balanced; restricted; errors drawn from chi-square distribution.
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Table C.43 Used Cars Data - Monte Carlo MSE 111 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 71.03 71.42 71.42 69.73 71.13 71.41
Repayments 7623 76.80 76.80 7431 7636 76.79
Defaults 39.70 39.02 39.02 42.00 39.57 39.02
Hold-Out 71.12 71.54 71.54 69.72 7122 71.53
Repayments 76.86 77.47 77.47 74.81 77.02 77.47
Defaults 36.90 36.17 36.17 3938 36.72 36.17
YRMSE 44.77 57.45 57.45 55.00 5420 57.41
YRMSE0 71.09 91.50 91.50 87.07 8625 91.43
PRMSE 0.92 0.93 0.93 0.95 0.91 0.93
PRMSE0 1.50 1.53 1.53 1.56 1.50 1.53
MSE(fJ) .03411 1.07005 1.07005 .82105 .74712 1.06595
RMSE(fJ) .18469 1.03443 1.03443 .90612 .86436 1.03245
VAR(P) .03141 .11130 .11130 .00170 .08222 .11091
Bias2(p ) .00270 .95875 .95875 .81935 .66490 .95504
MSE ( d p / d x ) .00185 .00256 .00256 .04319 .00230 .00256
RMSE (dp!  dx) .04297 .05063 .05063 20782 .04797 .05059
*N=2,000; unbalanced; restricted; errors drawn from normal distribution.
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Table C44 Used Cars Data - Monte Carlo MSE 112 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 81.59 81.82 81.82 81.11 81.64 81.82
Repayments 86.57 86.86 86.86 85.96 86.63 86.86
Defaults 27.44 27.12 27.12 28.18 27.41 27.12
Hold-Out 81.96 8232 8232 8138 81.99 8231
Repayments 8731 87.64 87.64 86.47 8735 87.63
Defaults 24.19 23.75 23.75 2537 24.16 23.76
YRMSE 47.15 77.84 77.84 53.43 69.41 77.72
YRMSE0 74.87 123.77 123.77 84.55 11034 123.59
PRMSE 0.77 0.77 0.77 0.85 0.77 0.77
PRMSE0 139 139 139 1.45 139 139
MSE{P) .14782 2.85419 2.85419 .74372 1.82900 2.83888
RMSE{p) 38447 1.68943 1.68944 .86239 1.35241 1.68490
varCP) .04728 30574 30575 .00112 .10904 30381
Bias1 (fi) .10054 2.64844 2.64845 .74261 1.71996 2.63507
MSE (dp/dx) .00471 .00890 .00890 .03966 .00691 .00887
RMSE (dp/dx) .06862 .09433 .09433 .19916 .08315 .09416
*N=2,000; unbalanced; restricted; errors drawn from t- distribution.
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Table C.45 Used Cars Data - Monte Carlo MSE 113 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
% Correctly 
Predicted
In-Sample 75.93 76.07 76.07 75.72 76.02 76.07
Repayments 83.84 84.04 84.04 83.51 83.96 84.04
Drfaults 25.86 25.66 25.66 2634 25.78 25.66
Hold-Out 76.15 7631 7631 75.81 7632 7631
Repayments 84.58 84.81 84.81 84.10 84.69 84.81
Drfaults 23.00 22.72 22.72 2338 22.88 22.72
YRMSE 44.87 57.43 57.43 54.95 54.40 57.40
YRMSE0 71.27 91.51 91.51 86.98 86.61 91.45
PRMSE 0.89 0.90 0.90 0.90 0.89 0.90
PRMSEq 1.46 1.47 1.47 1.49 1.46 1.47
M SE (p) .05003 .84279 .84279 .85549 .58913 .83959
r m se CP) 22367 .91803 .91804 .92493 .76755 .91629
varCP) .03403 .12389 .12389 .00177 .09056 .12344
Bias2(fJ) .01599 .71890 .71890 .85372 .49857 .71615
MSE{dp t dx ) .00307 .00483 .00483 .04519 .00455 .00482
RMSE ( d p / d x ) .05539 .06949 .06949 31259 .06742 .06946
*N=2,000; unbalanced; restricted; errors drawn from chi-square distribution.
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Table C.46 Used Cars Data - Monte Carlo MSE 121 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 57.85 57.85 57.85 57.85 57.85 57.85
Repayments 59 J t 59 JO 59 JO 59J9 59 J1 59 JO
Defaults 56.22 56.23 56.23 56.16 5633 5633
Hold-Out 57.28 57.28 57 3 8 5738 5738 5738
Repayments 59.99 59.98 59.98 60.06 59.99 59.98
Drfaults 54.55 54.56 54.56 54.48 54.55 54.56
YRMSE 44.71 4 5 J0 4 5 J0 45.12 4532 45 JO
YRMSE0 70.97 72.13 72.13 71.45 71.98 72.13
PRMSE 1.42 1.42 1.42 1.42 1.42 1.42
PRMSE0 2 J0 2 J1 2 J I 2.31 2 J I 2.31
M SE{p) .03013 .12302 .12302 .02775 .11258 .12291
RMSE(/}) .17358 J5074 .35074 .16658 .33553 J5058
v a r CP) .02890 .07506 .07506 .00513 .07066 .07501
Bias2(P) .00123 .04796 .04796 .02262 .04192 .04789
MSE {dp!dx) .00478 .00488 .00488 .00664 .00453 .00488
RMSE O p /c tc ) .06912 .06986 .06986 .08146 .06732 .06983
*N=2,000; balanced; restricted; errors drawn from normal distribution.
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Table C.47 Used Cars Data - Monte Carlo MSE 122 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 61.63 61.64 61.64 61.65 61.64 61.64
Repayments 63.82 63.79 63.79 63.99 63.81 63.79
Drfaults 59.33 5928 5928 59.19 5926 5928
Hold-Out 61.24 6124 6124 6125 6125 6124
Repayments 64.64 64.60 64.60 64.82 64.62 64.60
Drfaults 57.78 57.82 57.82 57.60 57.80 57.82
YRMSE 44.61 4722 4722 4426 46.91 4722
YRMSE0 71.95 7627 7627 71.40 75.77 7627
PRMSE 1.52 1.52 1.52 1.54 1.52 1.52
PRMSE0 2.47 2.47 2.47 2.55 2.47 2.47
m se Cp * .06892 21618 21618 .01370 28793 21588
r m s e Cp ) 26253 .56230 .56230 .11706 .53659 .56203
VAR{p) .03395 .08983 .08983 .00563 .08384 .08977
Bias1 iff) .03497 22635 22635 .00807 20409 22612
MSE ( dp /  dx) .01088 .01146 .01146 .00447 .01022 .01145
RMSE (dp /  dx) .10431 .10705 .10705 .06687 .10109 .10698
*N=2»000; balanced; restricted; errors drawn from t- distribution.
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Table C.48 Used Cars Data - Monte Carlo MSE 123 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  C orrectly  
P redicted
In-Sample 60.66 60.66 60.66 60.67 60.66 60.66
Repayments 84.14 84.11 84.11 8431 84.13 84.11
Defaults 28.48 2832 2832 2837 28.49 28.52
Hold-Out 6037 6036 6036 6037 6037 6036
Repayments 83.74 83.71 83.71 83.89 83.72 83.71
Drfaults 2831 2835 2835 28.01 2833 2835
YRMSE 45.64 47.66 47.66 4531 47.44 47.66
YRMSE0 72.43 75.92 75.92 71.70 75.55 75.92
PRMSE 1.42 1.41 1.41 1.43 1.42 1.41
PRMSEq 231 231 2.31 233 231 2.31
MSE(P) .09080 35471 35471 .02067 32716
.35442
r m seCP) 30133 .59558 .59558 .14377 .57198 .59533
v a r (p ) .02874 .07604
.07604 .00476 .07097 .07599
Bias2 (/7) .06206 37867 37867 .01591 35619 37843
M S E ( a p / a x ) .01390 .01414 .01414 .00504 .01296 .01413
RMSE ( d p /  dx) .11791 .11893 .11893 .07103 .11386 .11888
*N=2,000; balanced; restricted; errors drawn from chi-square distribution.
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Table C.49PSE Data - Monte Carlo Prediction 1 (See Table 2 3  for design)
VariableVEstimator Probit Loeit DA ME GME1 GME2 GME3
Intercept -1.5266 -2.7307 -2.9629 -2.7307 -0.4169 -2.4158 -2.7267
(-14.80) (-15.05) (-13.86) (-15.05) (-12.80) (-15.18) (-15.05)
Black 0.3366 0.6024 0.6110 0.6024 0.0965 0.5367 0.6016
(4.46) (4.63) (4.07) (4.63) (4.12) (434) (4.63)
Other Race 0.1981 0.3878 0.3693 03878 0.0589 03437 03872
(3.30) (3.68) (3.69) (3.68) (3.74) (3.70) (3.68)
Catholic HS 0.5466 1.0180 0.7114 1.0180 0.1156 0.8438 1.0156
(4.70) (4-58) (6.19) (4.58) (6.13) (5.00) (4.59)
Income 1 0.2634 0.4496 0.6250 0.4496 0.0959 0.4203 0.4493
(4.54) (4.50) (4.74) (430) (4.78) (4.58) (4.50)
Income2 0.5857 1.0144 1.1458 1.0144 0.1792 0.9209 1.0132
(7.76) (731) (7.98) (7.51) (8.20) (7.77) (7.52)
Income3 0.6770 13526 1.1065 1.2526 0.1743 1.0530 1.2497
(6.76) (6.81) (7.61) (6.81) (7.76) (731) (6.82)
GPA 0.8602 1.5250 1.4910 1.5250 03360 1.3502 1.5227
(22.03) (21.74) (23.01) (21.74) (25.99) (23.48) (21.77)
Parent HS 0.2777 0.4775 0.7305 0.4775 0.1108 0.4517 0.4772
(3.53) (336) (3.78) (3.56) (3.81) (3.63) (3.56)
Parent College 0.7257 1.3106 1.2666 1.3106 0.1984 1.1343 1.3082
(7.81) (7.96) (6.38) (7.96) (6.62) (7.86) (7.96)
Estimation Sample
Percent Correa 80.52 80.55 80.44 80.55 80.29 80.55 80.55
Standard Deviation .0056 .0056 .0056 .0056 .0053 .0056 .0055
% Repay. Correa 93.96 93.54 93.73 93.54 96.46 94.03 93.55
% Defaults Correct 34.34 35.92 34.77 35.92 24.75 34.25 35.90
Hold-out Sample
Percent Correa 80.38 80.41 80.25 80.41 80.15 80.40 80.41
Standard Deviation .0140 .0137 .0138 .0137 .0137 .0138 .0137
% Repay. Correa 93.92 93.51 93.65 93.51 96.41 93.98 93.52
% Defaults Correct 33.95 35.49 34.31 35.49 24.37 33.83 35.47
* N=5,000; unbalanced; unrestricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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Table C50 PSE Data - Monte Carlo Prediction 2 (See Table 1 3  for design)
VariableVEstimalor Probit Logit DA ME GMEI GME2 GME3
Intercept -23216 -3.9639 -4.1999 -3.9639 -0.8266 -3.7298 -3.9613
(-25.06) (-23.85) (-24.60) (-23.85) (-31.16) (-24.87) (-23.86)
Black 03400 03847 03913 03847 0.1169 0.5471 03842
(527) (531) (520) (531) (522) (530) (531)
Other Race 0.1731 03210 03100 03210 0.0618 02994 03208
(3.14) (3.40) (3.36) (3.40) (338) (3.41) (3.40)
Catholic HS 0.5492 0.9424 0.8615 0.9424 0.1728 0.8729 0.9416
(537) (536) (6.18) (536) (6.16) (5.65) (5.56)
Income I 0.2704 0.4637 0.5053 0.4637 0.0991 0.4378 0.4634
(536) (5.43) (5.64) (5.43) (5.70) (5.47) (5.43)
Income! 0.6134 1.0380 1.1251 1.0380 02210 0.9798 1.0374
(9.30) (935) (9.44) (935) (9.64) (9.41) (935)
Income3 0.7220 12699 12241 12699 02429 1.1787 12689
(7.76) (7.95) (8.46) (7.95) (8.64) (8.09) (7.95)
GPA 0.8979 1.5314 1.5957 1.5314 0.3146 1.4379 13304
(29.46) (28.07) (27.44) (28.07) (35.72) (29.41) (28.09)
Parent HS 0.2703 0.4684 0.5018 0.4684 0.0987 0.4420 0.4682
(3.75) (3.76) (424) (3.76) (4.23) (3.82) (3.76)
Parent College 0.7608 13010 13237 1.3010 02615 12177 IJ001
(8.75) (8.70) (8.91) (8.70) (9.16) (8.78) (8.70)
Estimation Sample
Percent Correct 75.56 75.58 75.51 75.58 75.53 75.58 75.58
Standard Deviation .0060 .0060 .0059 .0060 .0059 .0059 .0060
% Repay. Correct 71.88 72.11 70.74 72.11 70.89 71.96 72.11
% Defaults Correct 79.24 79.05 8028 79.05 80.17 79.21 79.05
Hold-out Sample
Percent Correct 75.50 75.50 75.47 75.50 75.48 75.51 75.50
Standard Deviation .0138 .0137 .0142 .0137 .0141 .0138 .0137
% Repay. Correct 71.72 71.93 70.59 71.93 70.73 71.79 71.93
% Defaults Correct 79.28 79.08 80.35 79.08 80.23 79.23 79.08
* N=5,000; balanced; unrestricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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Table G51 PSE Data - Monte Carlo Prediction 3 (See Table 1 3  for design)
VariableXEstimator Probit Logit d a ME QM£I GME2 GME3
Intercept -1.5223 -2.7245 -2.9409 -2.7245 -0.4120 -2.4051 -2.7204
(-9.11) (-935) (-8.68) (-935) (-7.98) (-9-45) (-936)
Black 03416 0.6104 0.6132 0.6104 0.0967 0.5426 0.60%
(2.90) (3.00) (2.62) (3.00) (2.66) (2.94) (3.00)
Other Race 0.1968 03859 03600 03859 0.0573 03406 03853
(1.96) (230) (2.19) (230) (231) (231) (230)
Catholic HS 03514 1.0264 0.7053 1.0264 0.1144 0.8438 1.0238
(2.91) (2.90) (3-89) (2.90) (3.84) (330) (2.91)
Income I 03676 0.4578 0.6311 0.4578 0.0966 0.4269 0.4574
(3.00) (2.99) (3.16) (2.99) (3.17) (3.04) (2.99)
Income2 0.5931 1.0279 1.1550 1.0279 0.I80I 0.9310 1.0267
(4.98) (4.85) (539) (4.85) (538) (5.04) (4.86)
lncome3 0.6795 13574 1.1073 13574 0.1739 1.0531 13545
(4.42) (439) (5.03) (439) (5.08) (4.74) (439)
GPA 0.8628 1.5298 1.4938 1.5298 03358 1.3526 1.5275
(14.44) (14.18) (15.07) (14.18) (16.90) (15.38) (14.19)
Parent HS 0.2655 0.4572 0.6998 0.4572 0.1057 0.4321 0.4569
(2.10) (2.12) (236) (2.12) (238) (2.16) (2.12)
Parent College 0.7206 1.3027 13446 1.3027 0.1945 1.1231 1.3002
(4.68) (4.80) (3.88) (4.80) (4.04) (4.76) (4.80)
Estimation Sample
Percent Coned 80.59 80.60 80.53 80.60 80.37 80.63 80.60
Standard Deviation .0088 .0088 .0088 .0088 .0084 .0087 .0087
% Repay. Coned 93.96 93.54 93.77 93.54 %.43 94.04 93.55
% Defaults Coned 34.46 35.97 34.87 35.97 24.% 34.35 35.95
Hold-out Sample
Percent C oned 80.40 80.39 80.28 8039 80.17 80.42 80.39
Standard Deviation .0130 .0130 .0129 .0130 .0128 .0130 .0130
% Repay. Coned 93.81 9338 93.59 93.38 % 38 93.89 93.39
% Defaults Coned 34.01 35.44 3433 35.44 24.44 33.84 35.43
* N=2,000; unbalanced; unrestricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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Table C 52 PSE Data - Monte Carlo Prediction 4 (See Table 2 3  for design)
VariabfeVEstimaior Probit Logit DA ME QME1 GME2 GME3
Intercept -23203 -3.9615 -4.1927 -3.9615 -0.8243 -3.7257 -3.9589
(-1537) (-14.79) (-15.17) (-14.79) (-19.41) (-15.45) (-14.79)
Black 03364 03793 0.5834 03793 0.1153 03415 0.5789
(3.08) (3.11) (3.02) (3-11) (3.05) (3.11) (3.11)
Other Race 0.1764 03265 03158 03265 0.0628 03044 03262
(1.94) (2.09) (2.08) (2.09) (2.10) (2.09) (209)
Catholic HS 03595 0.9629 0.8720 0.9629 0.1749 0.8902 0.9620
(3.52) (3.48) (3.80) (3.48) (3.80) (3.53) (3.48)
Income I 0.2679 0.4592 0.5002 0.4592 0.0980 0.4334 0.4589
(335) (338) (3.54) (338) (3.59) (3.41) (338)
Income2 0.6122 1.0357 1.1230 1.0357 02203 0.9773 1.0350
(5.74) (5.76) (5-85) (5.76) (6.04) (5.81) (5.76)
lncome3 0.7208 12665 12176 12665 02414 1.1744 12655
(5.03) (5.14) (5.48) (5.14) (537) (523) (5.14)
GPA 0.8993 13342 1.5976 1.5342 03146 1.4399 1.5332
(16.76) (16.13) (15.82) (16.13) (20.78) (16.92) (16.14)
Parent HS 0.2693 0.4658 0.4967 0.4658 0.0977 0.4392 0.4655
(2.29) (231) (2.57) (231) (2.56) (234) (2.31)
Parent College 0.7569 12950 13130 12950 02592 1.2111 12940
(5.61) (5.61) (5.68) (5.61) (5.84) (5.66) (5.62)
Estimation Sample
Percent Correct 75.48 75.51 75.50 75.51 75.51 75.52 75.51
Standard Deviation .0096 .0096 .0095 .0096 .0095 .0097 .0096
% Repay. Correa 71.90 7214 70.82 72.14 70.96 71.99 72.14
% Defaults Correa 79.06 78.88 80.18 78.88 80.05 79.05 78.88
Hold-out Sample
Percent Correa 75.31 7532 75.34 75.32 7534 75.33 75.32
Standard Deviation .0140 .0141 .0140 .0141 .0141 .0141 .0141
% Repay. Correa 71.73 71.95 70.63 71.95 70.76 71.80 71.94
% Defaults Correa 78.89 78.70 80.05 78.70 79.92 78.86 78.70
* N=2,000; balanced; unrestricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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Table C-53 PSE Data - Monte Carlo Prediction 5 (See Table 2-3 for design)
VariableVEstimator Probit Logit DA ME QME1 GME2 GME3
Intercept -1.5364 -2.7453 -2.9583 -2.7467 -0.4136 -2.4189 -2.7424
(-6.04) (-634) (-5.75) (-635) (-530) (-631) (-6.25)
Black 03324 03955 03913 03960 0.0928 0.5277 0.5951
(1.94) (2.02) (175) (2.03) (1.80) (2-00) (2.03)
Other Race 03107 0.4078 03774 0.4075 0.0598 03585 0.4069
(1.46) (1.60) (160) (160) (1.61) (1-61) (160)
Catholic HS 0.5734 1.0670 0.7160 1.1371 0.1157 0.8710 1.1008
(2.03) (1-98) (2-75) (1.14) (2-72) (2-19) (1.63)
Income I 0.2696 0.4623 0.6405 0.4634 0.0975 0.4315 0.4630
(2-17) (2.17) (239) (2.17) (231) (231) (2.17)
Income2 0.6032 1.0480 1.1764 1.0485 0.1825 0.9469 1.0472
(3.47) (3.42) (3.69) (3.43) (3.81) (3.56) (3.43)
Income3 0.7200 13397 1.1425 13407 0.1788 1.1019 13369
(2.82) (2.81) (336) (2.81) (3.42) (3.12) (2.82)
GPA 0.8692 1.5387 13028 1.5391 0.2364 1.3580 1.5368
(9.93) (9.85) (10.41) (9.85) (11-73) (10.71) (9.86)
Parent HS 0.2640 0.4556 0.6934 0.4554 0.1043 0.4291 0.4551
(1-40) (1-43) (1.51) (1.43) (1.52) (1.45) (1.43)
Parent College 0.7188 13992 1.2292 1.2991 0.1913 1.1132 1.2965
(3.09) (3.16) (2.54) (3.16) (2.63) (3.12) (3.16)
Estimation Sample
Percent Correct 80.62 80.67 80.65 80.68 80.44 80.69 80.67
Standard Deviation .0135 .0135 .0130 .0135 .0123 .0133 .0135
% Repay. Correct 93.77 93.42 93.68 93.41 96.24 93.90 93.42
% Defaults Correct 35.37 36.84 35.82 36.85 26.00 35.23 36.83
Hold-out Sample
Percent Correct 80.15 80.14 80.08 80.16 79.98 80.19 80.16
Standard Deviation .0125 .0124 .0127 .0125 .0129 .0126 .0125
% Repay. Correct 93.48 93.09 93.33 93.09 95.99 93.59 93.10
% Defaults Correct 34.33 35.64 34.49 35.67 24.91 34.10 35.65
* N= 1,000; unbalanced; unrestricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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Table C.54 PSE Data - Monte Carlo Prediction 6 (See Table 2 3  for design)
VariableVEstimator Probit Logit DA ME QME1 QME2 GME3
Intercept -2_3507 -4.0164 -43390 -4.0164 -0.8287 -3.7711 -4.0137
(-10.96) (-1033) (-10.81) (-1033) (-13.86) (-11.03) (-10.54)
Black 03415 03883 03939 03883 0.1166 03493 03879
(2.15) (2.16) (2.14) (2-16) (2-17) (2.17) (2.16)
Other Race 0.1825 03350 03241 03350 0.0642 03120 03348
(1.42) d-52) (131) (132) (133) (1-52) (1-52)
Catholic HS 0.5607 0.9674 0.8657 0.9674 0.1727 0.8909 0.9665
(2.40) (237) (238) (237) (239) (2.41) (237)
Income I 03752 0.4726 03137 0.4726 0.1001 0.4455 0.4723
(236) (2.40) (230) (2.40) (232) (2.42) (2.40)
Income2 0.6194 1.0489 1.1346 1.0489 03214 0.9883 1.0482
(4.08) (4-07) (4.12) (4.07) (433) (4.11) (4.07)
Income3 0.7343 13857 13356 13857 03436 1.1901 1.2846
(3.65) (3.69) (3.95) (3.69) (4.01) (3.75) (3.69)
GPA 0.9065 13474 1.6082 13474 0.3149 1.4500 1.5463
(1235) (11.72) (11.46) (11.72) (15.31) (1234) (11.73)
Parent HS 0.2770 0.4800 0.5049 0.4800 0.0988 0.4511 0.4797
(1.64) (1.66) (1.83) (1-66) (1-82) (1.68) (1.66)
Parent College 0.7744 13260 13377 1.3260 0.2626 13374 1.3249
(3.80) (3.81) (3.88) (3.81) (3.99) (3.85) (3.81)
Estimation Sample
Percent Correct 75.55 75.60 75.59 75.60 75.58 75.61 75.60
Standard Deviation .0134 .0135 .0133 .0135 .0133 .0134 .0135
% Repay. Correct 72.07 7233 70.98 7233 71.11 72.17 72.33
% [Defaults Correct 79.03 78.87 80.20 78.87 80.05 79.05 78.88
Hold-out Sample
Percent Correct 75.03 75.05 75.05 75.05 75.05 75.06 75.05
Standard Deviation .0130 .0127 .0129 .0127 .0130 .0127 .0127
% Repay. Correct 71.60 71.82 70.47 71.82 70.61 71.67 71.82
% Defaults Correct 78.47 78.28 79.64 78.28 79.49 78.45 78.28
* N= 1,000; balanced; unrestricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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Table G55 PSE Data - Monte Carlo Prediction 7 (See Table 2 3  for design)
Variable\Estimator Probit Logit ME QMEI GME2 QME3
Intercept -1.5266 -2.7307 -2.7307 -0.4169 -2.4158 -2.7267
(-14.80) (-15.05) (-15.05) (-12.80) (-15.18) (-15.05)
Black 0.3366 0.6024 0.6024 0.0965 0.5367 0.6016
(4.46) (4.63) (4.63) (4.12) (4.54) (4.63)
Other Race 0.1981 03878 03878 0.0589 0.3437 03872
(3-30) (3.68) (3.68) (3.74) (3.70) (3.68)
Catholic HS 0.5466 1.0180 1.0180 0.1156 0.8438 1.0156
(4.70) (4.58) (438) (6.13) (5.00) (439)
Incomel 0.2634 0.4496 0.4496 0.0959 0.4203 0.4493
(4.54) (4.50) (430) (4.78) (4.58) (4.50)
Income2 0.5857 1.0144 1.0144 0.1792 0.9209 1.0132
(7.76) (731) (731) (8.20) (7.77) (7.52)
Income3 0.6770 13526 1.2526 0.1743 1.0530 13497
(6.76) (6.81) (6.81) (7.76) (731) (6.82)
GPA 0.8602 1.5250 1.5250 0.2360 13502 13227
(22.03) (21.74) (21.74) (25.99) (23.48) (21.77)
Parent HS 0.2777 0.4775 0.4775 0.1108 0.4517 0.4772
(3-53) (3.56) (3.56) (3.81) (3.63) (3.56)
Parent College 0.7257 13106 13106 0.1984 1.1343 1.3082
(7.81) (7.96) (7.96) (6.62) (7.86) (7.96)
Estimation Sample
Percent Correct 80.52 80.55 80.55 80.29 80.55 80.55
Standard Deviation .0056 .0056 .0056 .0053 .0056 .0055
% Repay. Correct 93.96 93.54 93.54 96.46 94.03 93.55
% Defaults Correct 3434 35.92 35.92 24.75 34.25 35.90
Hold-out Sample
Percent Correct 8038 80.41 80.41 80.15 80.40 80.41
Standard Deviation .0140 .0137 .0137 .0137 .0138 .0137
% Repay. Correct 93.92 93.51 93.51 96.41 93.98 93.52
% Defaults Correct 33.95 35.49 35.49 2437 33.83 35.47
* N=5,000; unbalanced; restricted; t-statistics (in parentheses) are com puted from sample standard 
errors.
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Table C 56 PSE Data -  Monte Carlo Prediction 8 (See Table 23  for design)
VariableVEstimator Probit Logit ME GMEI GME2 GME3
Intercept -23216 -3.9639 -3.9639 -0.8266 -3.7298 -3.9613
(-25.06) (-23.85) (-23.85) (-31.16) (-24.87) (-23.86)
Black 03400 03847 03847 0.1169 0.5471 0.5842
(537) (531) (531) (532) (530) (531)
Other Race 0.1731 03210 03210 0.0618 03994 03208
(3-14) (3.40) (340) (338) (3.41) (3-40)
Catholic HS 0.5492 0.9424 0.9424 0.1728 0.8729 0.9416
(5-57) (5.56) (536) (6.16) (5.65) (5.56)
Income 1 0.2704 0.4637 0.4637 0.0991 0.4378 0.4634
(536) (5.43) (5.43) (5.70) (5.47) (5.43)
Income2 0.6134 1.0380 1.0380 03210 0.9798 1.0374
(9.30) (935) (9.35) (9.64) (9.41) (935)
Income3 0.7220 13699 13699 03429 1.1787 13689
(7.76) (7.95) (7.95) (8.64) (8.09) (7.95)
GPA 0.8979 1.5314 1.5314 03146 1.4379 1.5304
(29.46) (28.07) (28.07) (35.72) (29.41) (28.09)
Parent HS 0.2703 0.4684 0.4684 0.0987 0.4420 0.4682
(3.75) (3.76) (3.76) (433) (3.82) (3.76)
Parent College 0.7608 1.3010 13010 0.2615 1.2177 13001
(8.75) (8.70) (8.70) (9.16) (8.78) (8.70)
Estimation Sample
Percent Correct 75.56 75.58 75.58 75.53 75.58 75.58
Standard Deviation .0060 .0060 .0060 .0059 .0059 .0060
% Repay. Correct 71.88 72.11 72.11 70.89 71.96 72.11
% Defaults Correct 79.24 79.05 79.05 80.17 79.21 79.05
Hold-out Sample
Percent Correct 75.50 75.50 75.50 75.48 75.51 75.50
Standard Deviation .0138 .0137 .0137 .0141 .0138 .0137
% Repay. Correct 71.72 71.93 71.93 70.73 71.79 71.93
% Defaults Correct 7938 79.08 79.08 80.23 79.23 79.08
* N=5,000; balanced; restricted; t-statistics (in parentheses) are computed from sample standard
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Table G57 PSE Data -  Monte Carlo Prediction 9 (See Table 13  for design)
VariabldEsdmator Probit I/Ogit ME GME1 QME2 GME3
Intercept -13233 -17260 -17260 -0.4122 -14063 -17218
(-930) (-9-43) (-9.43) (-8.03) (-9.53) (-9.43)
Black 03418 0.6106 0.6106 0.0967 03427 0.6097
(2.90) (3.00) (3.00) (2.67) (195) (3-00)
Other Race 0.1976 03868 03868 0.0574 03414 03862
(100) (233) (233) (235) (234) (233)
Catholic HS 0.5514 1.0264 1.0264 0.1144 0.8437 1.0238
(191) (2.90) (190) (3-84) (330) (19 !)
Income 1 0.2675 0.4576 0.4576 0.0966 0.4268 0.4572
(3.00) (199) (2.99) (3.17) (3.04) (199)
Income2 0.5930 1.0277 1.0277 0.1801 0.9309 1.0265
(4-98) (4-85) (4.85) (538) (5.03) (4.85)
IncomeJ 0.6795 13573 13573 0.1739 1.0530 13543
(4.42) (439) (439) (5.08) (4.74) (439)
GPA 0.8627 1.5298 1.5298 03358 13526 1.5275
(14.43) (14.17) (14.17) (16.90) (15.38) (14.19)
Parent HS 0.2666 0.4588 0.4588 0.1059 0.4334 0.4585
(2.14) (117) (117) (2.31) (2.20) (117)
Parent College 0.7215 I304I 1.3041 0.1947 1.1243 1.3017
(4.74) (4-85) (4.85) (4.07) (4.81) (4.85)
Estimation Sample
Percent Correct 80.59 80.61 80.61 80.37 80.63 80.60
Standard Deviation .0088 .0088 .0088 .0084 .0087 .0087
% Repay. Correct 93.96 93.54 93.54 96.43 94.04 93.55
% Defaults Correct 34.45 35.97 35.97 24.95 3435 35.95
Hold-out Sample
Percent Correct 80.40 80.39 80.39 80.17 80.43 80.39
Standard Deviation .0130 .0130 .0130 .0128 .0130 .0130
% Repay. Correct 93.81 93.38 93.38 96.28 93.89 93.39
% Defaults Correct 34.01 35.45 35.45 24.44 33.83 35.43
* N=2,000; unbalanced; restricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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Table G58 PSE Data - Monte Carlo Prediction 10 (See Table 13 for design)
VariableVEstimator Probit Logit ME QME1 GME2 GME3
Intercept -2.3209 -3.9624 -3.9624 -0.8244 -3.7265 -3.9597
(-15-43) (-14.83) (-14.83) (-19.48) (-1530) (-14.84)
Black 0.3367 03796 03796 0.1153 03418 03791
(3.09) (3-12) (3-12) (3.05) (3.11) (3.12)
Other Race 0.1774 03278 03278 0.0631 03056 03276
(2.00) (2-14) (2-14) (2.15) (2.14) (2.14)
Catholic HS 0.5595 0.9629 0.9629 0.1749 0.8903 0.9620
(3-52) (3.48) (3.48) (3.80) (3.53) (3.48)
Income 1 0.2679 0.4592 0.4592 0.0980 0.4334 0.4589
(3-35) (338) (338) (3.59) (3.41) (338)
Income2 0.6123 1.0358 1.0358 03203 0.9774 1.0351
(5-74) (5-76) (5.76) (6.04) (5-81) (5.76)
Income3 0.7209 13665 1.2666 03414 1.1744 13655
(5.03) (5-14) (5.14) (5.57) (533) (5.14)
GPA 0.8992 1.5342 13342 03146 1.4399 1.5331
(16.76) (16.13) (16.13) (20.78) (16.92) (16.14)
Parent HS 0.2697 0.4665 0.4665 0.0978 0.4398 0.4662
(2.31) (232) (232) (2.57) (236) (2.32)
Parent College 0.7572 1.2955 1.2955 03593 13115 13946
(5.63) (5.63) (5.63) (5.84) (5.67) (5.63)
Estimation Sample
Percent Correct 75.48 75.51 75.51 75.51 75.52 75.51
Standard Deviation .0096 .0096 .0096 .0095 .0097 .0096
% Repay. Correct 71.90 72.14 72.14 70.96 71.99 72.14
% Defaults Correct 79.06 78.88 78.88 80.05 79.05 78.88
Hold-out Sample
Percent Correct 75.31 7532 75.32 75.34 7533 7532
Standard Deviation .0140 .0141 .0141 .0141 .0141 .0141
% Repay. Correct 71.73 71.95 71.95 70.76 71.80 71.95
% Defaults Correct 78.89 78.70 78.70 79.92 78.86 78.70
*N=2,000; balanced; restricted; t-statistics (in parentheses) are computed from sample standard errors.
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Table C59 PSE Data - Monte Carlo Prediction 11 (See Table 2_3 for design)
VariableVEstimator Probit Loeit ME QME1 QME2 QME3
Intercept -1.5463 -2.7612 -2.7612 -0.4162 -2.4320 -2.7569
(-6J4 ) (-633) (-6.53) (-536) (-6.61) (-6.53)
Black 03355 03998 0.5998 0.0939 0.5313 0.5989
(2.02) (2.08) (2.08) (1.88) (2.05) (2.08)
Other Race 0.2166 0.4161 0.4161 0.0613 03661 0.4154
(1.60) (1.73) (1.73) (1.77) (1-74) (1-73)
Catholic HS 0.6013 1.1475 1.1369 0.1157 0.8709 1.1006
(139) (1-03) (1.14) (2.73) (2.19) (1.63)
Income 1 03711 0.4648 0.4648 0.0977 0.4328 0.4644
(2.26) (236) (236) (237) (230) (236)
Income2 0.6041 1.0492 1.0492 0.1826 0.9475 1.0479
(3.52) (3.46) (3-46) (3.87) (3.60) (3.46)
Income3 0.7214 13420 13420 0.1790 1.1031 13382
(2.85) (2.83) (2-83) (3.47) (3.16) (2.84)
GPA 0.8693 13389 13389 03364 13579 13365
(9.92) (9.84) (9.84) (1172) (10.71) (9.86)
Parent HS 0.2723 0.4689 0.4689 0.1066 0.4411 0.4685
(158) (1.60) (1.60) (1-67) (1.62) (1.60)
Parent College 0.7260 13108 13108 0.1934 1.1237 13082
(3.27) (333) (3.33) (2.81) (3.30) (3.33)
Estimation Sample
Percent Correct 80.62 80.68 80.68 80.43 80.69 80.67
Standard Deviation .0134 .0134 .0134 .0123 .0134 .0134
% Repay. Correct 93.77 93.42 93.42 96.25 93.90 93.42
% Defaults Correct 35.37 36.84 36.84 25.97 35.22 36.82
Hold-out Sample
Percent Correct 80.18 80.17 80.17 79.98 80.20 80.17
Standard Deviation .0125 .0124 .0124 .0130 .0126 .0124
% Repay. Correct 93.50 93.10 93.10 95.99 93.60 93.11
% Defaults Correct 34.37 35.68 35.68 24.91 34.12 35.66
* N =1,000; unbalanced; restricted; t-statistics (in parentheses) are computed from sample standard 
errors.
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Table C.60 PSE Data -  Monte Carlo Prediction 12 (See Table 2 3  for design)
VariableVEstimator Probh Logit ME QMEI GME2 GME3
Intercept -2.3556 -4.0239 -4.0239 -0.8301 -3.7781 -4.0212
(“11-25) (-10.78) (-10.78) (-1430) (-1130) (-10.78)
Black 0.3435 0.5913 03913 0.1172 0.5521 0.5908
(230) (230) (230) (231) (231) (230)
Other Race 0.1884 0.3436 03436 0.0658 0.3199 03433
(1.60) (1.68) (1.68) (1.69) (1.68) (1-68)
Catholic HS 0.5613 0.9684 0.9684 0.1729 0.8919 0.9676
(2.42) (239) (239) (2.61) (2.43) (2.39)
Income I 03755 0.4729 0.4729 0.1002 0.4458 0.4726
(2.39) (2.42) (2.42) (233) (2.44) (2.42)
Income2 0.6197 1.0491 1.0491 03215 0.9885 1.0485
(4.10) (4.09) (4.09) (434) (4.12) (4.09)
Income3 0.7345 13862 13862 03437 1.1906 1.2851
(3.66) (3-69) (3.69) (4.02) (3.76) (3.69)
GPA 0.9064 1.5473 1.5473 03149 1.4499 1.5462
(1234) (11.72) (11.72) (1531) (12.34) (11.73)
Parent HS 0.2812 0.4865 0.4865 0.0999 0.4571 0.4862
(1.73) d-75) (1.75) (1-91) (1.77) (1-75)
Parent College 0.7779 13314 13314 0.2635 1.2424 1.3304
(3.92) (3.92) (3.92) (4.09) (3.95) (3.92)
Estimation Sample
Percent Correct 75.56 75.60 75.60 75.58 75.61 75.60
Standard Deviation .0134 .0135 .0135 .0134 .0134 .0135
% Repay. Correct 72.07 7232 7332 71.12 72.17 72.32
% Defaults Correct 79.04 78.88 78.88 80.05 79.06 78.88
Hold-out Sample
Percent Correct 75.05 75.07 75.07 75.06 75.08 75.07
Standard Deviation .0130 .0128 .0128 .0130 .0128 .0128
% Repay. Correct 71.60 71.83 71.83 70.62 71.68 71.83
% Defaults Correct 78.50 7831 7831 79.51 78.48 78.31
* N=1,000; balanced; restricted; t-statistics (in parentheses) are computed from sample standard
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Table C. 61 PSE Data - Monte Carlo MSE 11 (See Table 2.4 for design)
Probit Logit DA ME GMEI GME2 GME3
% Correctly 
Predicted
In-Sample 79.78 79.79 79.72 79.79 7935 79.79 79.79
PSE 93.53 93 JO 93.09 9330 95.74 93.65 9330
Non-PSE 34.64 35.42 35.80 35.42 2636 3429 35.41
Hold-Out 80.27 80.27 80.14 8027 79.99 8028 8027
PSE 9331 93.03 92.85 93.03 95.69 93.44 93.04
Non-PSE 36.16 37.09 37.17 37.09 26.87 35.75 37.07
YRMSE 70.78 97.51 9331 97.51 9430 87.03 9736
YRMSE0 31.68 44.07 41.95 44.07 42.63 39.19 44.00
PRMSE 1.28 1.43 2.16 1.43 3.99 130 1.43
PRMSE0 0.58 0.65 0.97 0.65 1.79 0.58 0.65
MSE{P) .06564 2.89661 3.79238 2.89661 2.43038 1.65363 2.87848
r m s e (P) .25621 1.70194 1.94740 1.70194 1.55897 128593 1.69661
varCp ) .06527 .20491 -21316 .20491 .00535 .15217 20410
.00037 2.69170 3.57922 2.69170 2.42503 1.50146 2.67437
MSE (dp i  dx) .00973 .01434 .03662 .01434 .42161 .00974 .01419
RMSE ( dp /  dx) .09863 .11973 .19136 .11973 .64931 .09869 .11911
*N=5,000; unbalanced; unrestricted; errors drawn from normal distribution.
258
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table C. 62 PSE Data - Monte Carlo MSE 12 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 84.17 84.20 83.89 8430 8338 84.16 8430
PSE 9 5 3 1 94.92 94.72 94.92 97.48 95.40 94.93
Non-PSE 40.18 41.88 41.11 41.88 27.70 39.78 41.86
Hold-Out 84.44 84.47 84.13 84.47 83.64 84.42 84.47
PSE 95.23 94.76 94.47 94.76 97.49 9533 94.77
Non-PSE 41.07 43.13 42.61 43.13 27.98 4038 43.09
YRMSE 72.95 12835 117.68 12835 92.63 105.17 127.99
YRMSE0 32.69 5831 52.92 5831 41.88 47.48 58.04
PRMSE 2.19 137 3.17 1.57 6.46 239 1.58
PRMSE0 0.99 0.71 1.43 0.71 2.92 1.08 0.71
M SE{p) 21597 7.05055 8.70149 7.05055 232254 3.67324 6.99342
RM SEip) .52533 2.65529 2.94983 2.65529 1.52399 1.91657 2.64451
VAR{p) .08010 36376 35734 36376 .00473 .16427 36183
Bias1 (]i) .19586 6.78678 8.44414 6.78678 231780 3.50897 6.73160
MSE ( d p / d x ) .02487 .04698 .12674 .04698 .41052 .01449 .04632
RMSE ( d p / d x ) .15770 31676 .35600 31676 .64072 .12037 31523
*N=5,000; unbalanced; unrestricted; errors drawn from t- distribution.
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Table C. 63 PSE Data - Monte Carlo MSE 13 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  C orrectly 
Predicted
In-Sample 81.53 81.55 81.44 8125 81.18 8124 81.55
PSE 91.06 90.93 9129 90.93 93.44 9124 90.94
Non-PSE 51.28 51.74 50.16 51.74 4227 50.41 51.73
Hold-Out 82.01 82.02 81.88 82.02 81.67 82.01 82.01
PSE 91.18 91.06 91.07 91.06 93.15 9128 91.06
Non-PSE 52.09 52.49 51.86 52.49 44.13 5129 52.47
YRMSE 76.90 134.27 117.46 13427 93.05 108.07 133.86
YRMSE0 34.64 61.25 53.18 6125 42.06 49.10 61.05
PRMSE 69.00 68.82 68.60 68.82 7129 6920 68.83
PRMSEq 31.74 31.66 31.55 31.66 32.86 31.89 31.67
MSE{P) 1.19691 11.7649 12.4019 11.7649 1.92572 6.60128 11.6775
r m s e CP) 1.09404 3.43000 3.52163 3.43000 128770 2.56930 3.41723
v a r Cp ) .07910 25112 24808 25722 .00492 .16276 25537
Bias2 ((f) 1.11781 11.5077 12.1538 11.5077 1.92080 6.43852 11.4221
MSE (dp!dx) .17803 23877 21962 23877 26739 .09986 23630
RMSE ( dp / dx ) .42193 .48864 .56535 .48864 .60613 21600 .48611
*N=5,000; unbalanced; unrestricted; errors drawn from chi-square distribution.
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Table C. 64 PSE Data - Monte Carlo MSE 21 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  C orrectly 
Predicted
In-Sample 73.53 73.54 73.52 73.54 7332 7333 7334
PSE 702.7 70.43 6922 70.43 6935 7029 70.43
Non-PSE 76.77 76.63 77.80 76.63 77.68 76.75 76.63
Hold-Out 72.73 72.73 72.73 72.73 72.73 72.74 72.73
PSE 68.55 68.73 6737 68.73 6730 68.58 68.73
Non-PSE 76.86 76.69 78.03 76.69 77.89 76.85 76.69
YRMSE 70.71 82.66 84.13 82.66 81.18 79.57 82.62
YRMSE0 31.72 36.74 37.41 36.74 36.05 35.45 36.73
PRMSE 138 1.46 1.74 1.46 2.79 139 1.46
PRMSE0 0.63 0.66 0.79 0.66 1.19 0.63 0.66
MSE(JT) .05349 4.46490 5.32587 4.46490 3.79778 329101 4.45082
RM SE(P) 23129 2.11303 2J0779 2.11303 1.94879 1.81412 2.10970
VAR{p) .05324 .15664 .14616 .15664 .00520 .13313 .15636
Biasz(fJ) .00026 4.30826 5.17972 430826 3.79258 3.15789 429446
MSE ( d p l d x ) .00669 .00759 .00728 .00759 .64692 .00752 .00756
RMSE ( d p / d x ) .08182 .08713 .08534 .08713 .80431 .08673 .08698
*N=5,000; balanced; unrestricted; errors drawn from normal distribution.
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Table C  65 PSE Data - Monte Carlo MSE 22 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 79.26 7926 7921 7926 7922 7926 7926
PSE 75.96 7620 74.41 7620 74.61 75.98 7620
Non-PSE 82.44 8222 83.84 8222 83.67 82.43 8222
Hold-Out 78.44 78.44 7836 78.44 78.37 78.43 78.44
PSE 74.18 74.48 72.41 74.48 72.62 7420 74.48
Non-PSE 82.50 8223 84.03 8223 83.85 82.48 8223
YRMSE 73.18 107.51 109.82 10721 79.08 98.14 10739
YRMSE0 32.66 4720 4821 4720 35.06 4323 47.15
PRMSE 1.88 1J0 2.03 120 5.36 1.86 1.50
PRMSE0 0.84 0.68 0.91 0.68 229 0.82 0.68
m s e CP) 1.04610 15.9629 17.8376 15.9629 3.09457 11.4317 15.9039
r m s e Cp ) 1.02279 3.99536 422346 3.99536 1.75914 3.38107 3.98796
VAR{p) .06646 20404 .17101 20404 .00432 .15561 20337
Bias2(fi) .97964 15.7589 17.6666 15.7589 3.09025 112760 15.7005
MSE ( d p / d x ) .05477 .05759 .03267 .05759 .57529 .03196 .05725
RMSE(dp/ dx) .23402 23997 .18075 23997 .75848 .17878 23927
*N=5,000; balanced; unrestricted; errors drawn from t- distribution.
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Table C. 66 PSE Data - Monte Carlo MSE 23 (See Table 2.4 for design)
Probit Logit DA ME GMEI GME2 GME3
%  Correctly 
Predicted
In-Sample 75.45 75.47 75-57 75.47 75.56 75.48 75.47
PSE 69.71 69.54 68.23 69.54 68.38 6939 69.54
Non-PSE 80.49 80.69 82.02 80.69 81.88 80.83 80.69
Hold-Out 74.68 74.70 74.81 74.70 74.80 74.72 74.70
PSE 67.81 67.60 66.31 67.60 66.46 67.47 67.60
Non-PSE 80.64 80.86 82.17 80.86 82.03 81.01 80.87
YRMSE 71.41 89.98 93.92 89.98 80.60 85.42 89.93
YRMSE0 32.01 39.89 41.66 39.89 35.74 37.97 39.87
PRMSE 33.18 33.00 33.04 33.00 34.71 33.20 33.00
PRMSEq 14.15 14.07 14.09 14.07 14.75 14.15 14.07
m s e CP) .14525 6.80643 8.32870 6.80643 3.61119 5.00014 6.78433
r m s e CP) .38112 2.60891 2.88595 2.60891 1.90031 2.23610 2.60467
v a rCp ) .05470 .16849 .15567 .16849 .00484 .13920 .16813
Bias1 {fi) .09055 6.63794 8.17303 6.63794 3.60635 4.86094 6.61620
MSE ( d p / d x ) .00754 .00788 .00821 .00788 .62967 .00900 .00788
RMSE ( d p f  dx) .08685 .08878 .09062 .08878 .79352 .09487 .08874
*N=5,000; balanced; unrestricted; errors drawn from chi-square distribution.
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Table C  67 PSE Data - Monte Carlo MSE 31 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  C orrectly 
Predicted
In-Sample 80.21 8021 80.14 8021 79.98 8023 8021
PSE 92.79 92.57 92.65 92.57 95.08 92.99 92.58
Non-PSE 3931 4023 39.68 4023 31.09 38.93 4022
Hold-Out 8020 8020 80.03 8020 79.89 80.18 8020
PSE 92.94 92.75 92.48 92.75 94.98 93.07 92.75
Non-PSE 3731 37.95 38.09 37.95 29.06 36.79 37.93
YRMSE 44.84 6431 59.55 6431 6122 55.78 64.18
YRMSE0 31.92 4633 42.73 4633 43.95 40.02 4623
PRMSE 126 134 1.82 134 2.87 126 134
PRMSE0 0.91 0.98 132 0.98 2.06 0.91 0.98
m s e CP) .18510 4.01678 4.84180 4.01678 3.04673 2.14615 3.98583
RMSE(p) .43023 2.00419 220041 2.00419 1.74549 1.46498 1.99645
VAR(p) .18354 .60446 31166 .60446 .01221 39419 .60029
Bias2(p) .00156 3.41232 4.33014 3.41232 3.03451 1.75197 3.38554
MSE (dp/  dx) .02603 .03483 .05187 .03483 .48525 .02415 .03447
RMSE (3/7/cbc) .16133 .18662 22775 .18662 .69660 .15539 .18567
*N=2,000; unbalanced; unrestricted; errors drawn from norm al distribution.
264
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table C. 68 PSE Data - Monte Carlo MSE 32 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 84.50 84.54 8420 8424 83.66 84.50 84.55
PSE 94.63 9420 9428 9420 96.83 94.78 9421
Non-PSE 45.90 4724 4527 4724 33.41 4528 4722
Hold-Out 84.44 84.48 83.99 84.48 83.44 84.43 84.48
PSE 94.71 94.45 94.09 94.45 96.78 94.81 94.45
Non-PSE 43.89 45.13 44.15 45.13 30.74 43.42 45.11
YRMSE 46.55 84.87 75.13 84.87 60.33 67.16 84.57
YRMSE0 33.16 6129 54.00 6129 4327 4827 61.06
PRMSE 1.71 129 2.42 129 4.41 1.83 129
PRMSE0 1.23 1.03 1.79 1.03 3.12 122 1.03
MSE{p) .51075 9.39570 11.1590 929570 2.88271 4.63806 9.30255
RMSE(P) .71467 3.06524 324051 3.06524 1.69785 2.15362 3.05001
var(P) 23773 .80232 27568 .80232 .01042 .40976 .79103
Bias1 {]}) 27302 8.59337 10.5833 8.59337 2.87229 422831 8.51152
MSE ( d p / d x ) .04242 .05970 .10658 .05970 .46920 .02618 .05874
RMSE ( d p / d x ) 20596 24433 22647 24433 .68498 .16179 24237
*N=2,000; unbalanced; unrestricted; errors draw n from /- distribution.
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Table C. 69 PSE Data - Monte Carlo MSE 33 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 81.95 81.97 81.88 81.97 81.64 81.95 81.97
PSE 91.17 91.08 91.15 91.08 93.10 9138 91.08
Non-PSE 53.17 53.55 52.92 5335 45.83 5231 53.53
Hold-Out 81.85 81.86 81.76 81.86 8137 81.86 81.86
PSE 91.62 9132 91.10 91.52 93.09 91.72 91.53
Non-PSE 5035 50.69 51.63 50.68 44.41 50.05 50.67
YRMSE 49.40 89.68 74.02 8933 60.47 68.68 88.84
YRMSEq 3523 64.89 53 31 64.78 4332 49.48 6429
PRMSE 45.68 45.57 4538 45.57 47.08 45.87 45.57
PRMSE0 33.23 33.15 33.01 33.15 3434 3338 33.15
MSE{P) 1.55804 14.9054 13.7407 14.7082 2.51781 720312 142095
r m s e Cp ) 1.24822 3.86075 3.70684 3.83512 1.58676 2.68386 3.76955
v a r Cp ) .31635 1.42105 38710 125666 .01140 .43034 .94089
Bias2(p) 124170 13.4843 13.1536 13.4515 2.50642 6.77277 132686
MSE ( d p l d x ) 20873 28481 25742 27600 .43096 .09191 25661
R M S E (3p/etc) .45687 .53368 30737 .52535 .65647 30317 .50656
*N=2,000; unbalanced; unrestricted; errors drawn from chi-square distribution.
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Table C  70 PSE Data -  Monte Carlo MSE 41 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 73.63 73.64 73.61 73.64 73.61 73.64 73.64
PSE 70.63 70.79 6939 70.79 6935 70.64 70.79
Non-PSE 76.58 76.45 77.78 76.45 77.62 76.60 76.45
Hold-Out 73.07 73.06 73.07 73.06 73.08 73.07 73.06
PSE 70.03 70.17 68.93 70.17 69.07 70.03 70.17
Non-PSE 76.11 75.96 7730 75.96 77.08 76.11 75.96
YRMSE 44.74 52.70 5336 52.70 51.49 50.60 52.67
YRMSE0 31.79 37.16 37.64 37.16 36.17 35.76 37.15
PRMSE 138 1.42 1.52 1.42 2.07 138 1.42
PRMSE0 0.96 0.99 1.07 0.99 1.44 0.96 0.99
m s e Cp ) .13911 4.76300 5.65469 4.76300 3.82088 3.52324 4.74805
r m s e Cp ) 37298 2.18243 237796 2.18243 1.95471 1.87703 2.17900
v a r Cp ) .13858 .40895 37531 .40895 .01351 .34685 .40820
Bias'(JJ) .00053 435405 537938 435405 3.80737 3.17639 4.33985
MSE ( dp /  d x ) .01581 .01702 .01586 .01702 .57491 .01640 .01699
RMSE ( d p / d x ) .12573 .13044 .12594 .13044 .75823 .12806 .13035
*N=2,000; balanced; unrestricted; errors drawn from normal distribution.
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Table C  71 PSE Data - Monte Carlo MSE 42 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  C orrectly 
Predicted
In-Sample 7922 1925 79.15 7925 79.17 7925 7925
PSE 76.17 76.46 7438 76.46 74.60 7620 76.45
Non-PSE 82.13 81.90 83.69 81.90 83.52 82.15 81.91
Hold-Out 78.91 78.92 78.84 78.92 78.85 78.92 78.93
PSE 75.52 75.74 74.02 75.74 74.18 75.51 75.73
Non-PSE 82J21 82.04 8332 82.04 8339 8225 82.04
YRMSE 46.21 68.48 6934 68.48 50.06 6226 68.40
YRMSE0 33.11 47.96 48.62 47.96 35.54 43.79 47.90
PRMSE 1.57 1.40 1.70 1.40 3.55 1.55 1.40
PRMSE0 1.11 0.98 1.18 0.98 2.49 1.09 0.98
m s e CP) 1.19719 16.6062 18.6658 16.6062 3.08510 11.8753 16.5441
RMSE(P) 1.09416 4.07507 4.32039 4.07507 1.75644 3.44606 4.06744
v a r Cp ) .16205 .49526 .42072 .49526 .01070 37826 .49364
Bias2(p) 1.03514 16.1109 182451 16.1109 3.07440 11.4971 16.0505
MSE { d p t d x ) .04240 .03396 .02148 .03396 .50539 .02301 .03382
RMSE {dp!  dx) 20592 .18428 .14656 .18428 .71091 .15170 .18391
*N=2,000; balanced; unrestricted; errors drawn from r- distribution.
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Table C. 72 PSE Data - Monte Carlo MSE 43 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
% Correctly 
Predicted
In-Sample 75.49 75.54 75.65 75.54 75.65 75.56 75.54
PSE 69.87 69.66 67.94 69.66 68.13 69.47 69.66
Non-PSE 80.40 80.67 8238 80.67 8221 80.87 80.67
Hold-Out 75.00 75.02 75.12 75.02 75.10 75.03 75.02
PSE 69.64 69.44 67.88 69.44 68.03 6925 69.43
Non-PSE 79.68 79.90 81.45 79.90 8129 80.09 79.91
YRMSE 45.16 57 3 8 59.60 5738 51.07 5432 5735
YRMSE0 32.10 4035 41.91 4035 35.93 3829 4032
PRMSE 20.92 20.82 20.83 20.82 21.92 20.94 20.82
PRMSE0 13.48 13.41 13.41 13.41 14.12 13.49 13.41
MSE(P) 25136 736610 8.94426 736610 3.59946 5.42454 734222
RMSE{P) .50136 2.71406 2.99069 2.71406 1.89722 232906 2.70965
v a r Cp ) .14251 .43069 39931 .43069 .01248 35614 .42976
Bias2 (fi) .10886 6.93541 8.54495 6.93541 3.58698 5.06840 6.91246
MSE {dptdx) .01535 .01796 .01858 .01796 .55583 .01868 .01795
RMSEOp/cfcc) .12390 .13401 .13629 .13401 .74554 .13666 .13399
*N=2,000; balanced; unrestricted; errors draw n from chi-square distribution.
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Table C. 73 PSE Data - Monte Carlo MSE 51 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 80.51 80.54 80.43 80.54 8030 8035 80.54
PSE 93.24 93.05 9339 93.04 95.84 9332 93.05
Non-PSE 38.01 38.76 37.46 38.79 27.96 3732 38.77
Hold-Out 80.05 80.06 79.92 80.05 79.79 80.05 80.05
PSE 93.07 92.86 93.08 92.86 95.41 9330 92.87
Non-PSE 36.84 3736 3635 3733 27.90 36.06 3731
YRMSE 32.21 50.17 41.93 49.44 44.03 39.99 47.67
YRMSE0 32.68 51.76 4237 50.90 44.65 40.63 48.83
PRMSE 137 131 1.65 132 230 136 132
PRMSE0 130 133 1.65 135 239 138 135
MSE(P) .77778 931921 5.08196 8.49106 3.67120 2.84953 636449
RMSE(jJ) .88192 3.08532 235432 2.91394 1.91604 1.68806 2.50290
VAR(p) .74910 4.58188 1.16433 3.69433 .02751 .86623 1.80963
Bias2(p) .02867 4.93733 3.91762 4.79672 3.64369 1.98331 4.45486
MSE {dp!dx) .11330 37190 .11064 31973 .64153 .05564 .11735
RMSE ( dp / dx ) 33660 .52144 33263 .46876 .80095 33588 .34256
*N= 1,000; unbalanced; unrestricted; errors drawn from normal distribution.
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Table C  74 PSE Data - Monte Carlo MSE 52 (See Table 2.4 for design)
Probit Logit DA ME GMEI GME2 GME3
%  Correctly 
Predicted
In-Sample 84.67 84.76 8437 84.75 83.86 84.68 84.75
PSE 94.99 94.69 94.83 94.69 9739 9534 94.70
Non-PSE 43.71 4 5 3 2 42.81 4531 30.10 42.74 4538
Hold-Out 84.32 8436 84.12 8436 83.66 8431 8436
PSE 94.82 94.53 94.71 94.53 97.07 95.03 9434
Non-PSE 43.07 4 4 3 9 42.48 4438 30.92 42.14 44.35
YRMSE 34.98 7037 52.81 6836 43.55 4830 63.72
YRMSE0 35.68 73.02 52.90 70.54 44.13 48.74 65.19
PRMSE 1.45 130 1.90 130 335 131 130
PRMSE0 1.50 134 1.88 134 335 1.57 134
MSE{p) 2.22803 25.1001 10.5712 21.1661 3.55025 5.35358 13.7702
r m s e Cp ) 1.49266 5.01000 335134 4.60066 1.88421 231378 3.71083
VAR(p) 1.69304 11.8908 138182 8.65186 .02212 .88811 2.95461
Bias2(fi) .53499 133093 938939 12.5142 3.52814 4.46546 10.8156
MSE { dp t dx ) .26820 .68536 .17095 .52292 .62929 .06100 32943
RM SE(3p/6tc) .51788 .82786 .41346 .72313 .79328 34698 .47899
*N= 1,000; unbalanced; unrestricted; errors drawn from t- distribution.
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Table C. 75 PSE Data - Monte Carlo MSE 53 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  C orrectly 
Predicted
In-Sample 82.29 8234 82.12 8234 81.78 8230 8234
PSE 91.49 9138 91.73 9138 93.83 91.80 9139
Non-PSE 52.49 53.02 50.99 53.02 42.67 5132 53.00
Hold-Out 81.58 8136 8138 8137 81.08 81.53 8137
PSE 91.44 9138 91.83 9139 93.73 91.76 9130
Non-PSE 50.41 50.85 4838 50.85 41.09 4932 50.82
YRMSE 37.28 74.95 51.73 72.88 43.56 49.59 68.40
YRMSE0 38.17 78.13 5233 75.72 44.04 50.61 70.50
PRMSE 3239 3232 32.14 3232 3335 32.54 3233
PRMSE0 3234 3238 32.10 3238 33.45 32.52 3238
MSE{P) 3.52909 31.7908 13.6979 27.6519 3.11607 839979 19.8938
RMSE(P) 1.87859 5.63833 3.70107 535851 1.76524 2.88094 4.46025
v a r Cp ) 1.58709 11.7168 131770 8.45424 .02496 .88208 2.85942
Bias2(ji) 1.94201 20.0740 123802 19.1977 3.09112 7.41771 17.0344
MSE(dp/cfcc) 32187 1.12499 32255 .91295 .58148 .14027 .53487
RMSE {dp! dx) .72241 1.06065 .56793 .95549 .76255 37453 .73135
*N=1,000; unbalanced; unrestricted; errors drawn from chi-square distribution.
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Table C. 76 PSE Data - Monte Carlo MSE 61 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  C orrectly 
Predicted
In-Sample 7425 7428 7425 7428 7426 7428 7428
PSE 70.93 71.10 69.69 71.10 69.83 70.94 71.10
Non-PSE 77.51 77.40 78.76 77.40 78.63 7737 77.40
Hold-Out 74.05 74.03 74.06 74.03 74.07 74.04 74.04
PSE 7139 7132 7028 7132 70.41 7137 7132
Non-PSE 76.78 76.62 77.93 76.62 77.81 76.78 76.63
YRMSE 31.67 38.08 3831 38.08 36.71 3633 38.05
YRMSE0 31.97 38.70 38.95 38.70 36.84 36.88 38.67
PRMSE 138 1.42 1.45 1.42 1.76 138 1.41
PRMSE0 136 1.40 1.43 1.40 1.78 136 1.40
MSE{P) 28684 532464 5.99729 532464 3.74101 3.92316 5.30748
RM SE{p) .53558 230752 2.44894 230752 1.93417 1.98070 230380
VARifa 28271 .84136 .76094 .84136 .02633 .70590 .83970
Bias1 (jj) .00414 4.48328 523635 4.48328 3.71469 321726 4.46778
MSE(3p/cfcc) .03636 .04142 .03614 .04142 .65185 .03498 .04132
RMSE(c>p/cfcc) .19068 20353 .19010 20353 .80737 .18702 20326
*N =l,000; balanced; unrestricted; errors drawn from normal distribution.
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Table C  77 PSE Data - Monte Carlo MSE 62 (See Table 2.4 for design)
Probit Logit DA ME GM El GME2 GME3
%  Correctly 
Predicted
In-Sample 79.83 79.88 79.75 79.88 79.78 79.88 79.88
PSE 76.49 76.76 74.77 76.76 74.98 76.51 76.76
Non-PSE 83.03 82.87 8435 82.87 8439 83.12 82.87
Hold-Out 79.63 79.64 79.62 79.64 79.64 79.65 79.64
PSE 76.79 77.01 7530 77.01 75.46 76.78 77.01
Non-PSE 82.47 82.27 83.92 8237 83.78 8232 8238
YRMSE 33.00 49.98 5039 49.98 35.79 44.99 49.92
YRMSE0 33.90 51.05 51.11 51.05 36.43 45.96 50.98
PRMSE 1.46 138 1.51 138 2.69 1.44 138
PRMSE0 1.45 136 1.49 136 2.76 1.43 136
m s e (p ) IJ4400 16.7746 18.1626 16.7746 3.08791 11.7385 16.7068
r m se CP) 1.15931 4.09568 436176 4.09568 1.75725 3.42615 4.08739
varCp ) .34606 1.06769 .87486 1.06769 .02153 .80185 1.06391
Bias2 (jf) .99794 15.7069 173877 15.7069 3.06638 10.9367 15.6428
MSE {dp!  dx) .09661 .10968 .08122 .10968 .58421 .06784 .10912
RMSE {dp/  dx) 31083 33118 38498 .33118 .76434 36046 33033
*N=l,000; balanced; unrestricted; errors drawn from t- distribution.
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Table C. 78 PSE Data -  Monte Carlo MSE 63 (See Table 2.4 for design)
Probit Logit DA ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 76.17 7623 7635 7633 7636 7635 7633
PSE 70.89 70.72 6932 70.72 6939 7032 70.71
Non-PSE 80.82 81.09 82.64 81.09 8231 8139 81.09
Hold-Out 75.80 75.83 75.99 75.83 75.98 75.85 75.83
PSE 71.14 70.93 69.61 70.93 69.75 70.76 70.93
Non-PSE 80.05 80.29 81.79 8039 81.64 80.48 8039
YRMSE 32.06 41.68 43.11 41.68 3638 39.15 41.64
YRMSE0 32.43 4236 43.63 4236 36.63 39.75 4233
PRMSE 15.79 15.72 15.72 15.72 16.52 15.81 15.72
PRMSE0 15.80 15.73 15.72 15.73 1637 15.83 15.73
MSE(P) .43100 7.99523 937270 7.99523 3.52750
5.83269 7.96816
RMSE{p) .65650 2.82758 3.04511 2.82758 1.87816 2.41510 2.82279
varCP) 30011 .90941 .80953 .90941 .02491 .74230 .90729
Bias2 {p) .13088 7.08582 8.46318 7.08582 3.50259 5.09039 7.06087
MSE {dp / d x ) .03751 .03997 .03286 .03997 .63123 .03352 .03987
RMSE (dp !  dx) .19368 .19993 .18127 .19993 .79450 .18309 .19967
*N=1,000; balanced; unrestricted; errors drawn from chi-square distribution.
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Table C. 79 PSE Data -  Monte Carlo MSE 71 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 79.78 79.79 79.79 79.55 79.79 79.79
PSE 93.53 93.30 9320 95.74 93.65 9320
Non-PSE 34.64 35.42 35.42 2626 3429 35.41
Hold-Out 80.27 80.27 8027 79.99 8028 8027
PSE 9321 93.03 93.03 95.68 93.44 93.04
Non-PSE 36.16 37.09 37.09 26.87 35.74 37.07
YRMSE 70.78 97.51 97.51 94.30 87.03 9726
YRMSEq 31.68 44.07 44.07 42.63 39.19 44.00
PRMSE 1.28 1.43 1.43 3.99 1.30 1.42
PRMSE0 0.58 0.65 0.65 1.79 0.58 0.65
MSE{p) .06548 2.89678
2.89678 2.43023 1.65367 2.87865
r m s e C/3) .25589 1.70199 1.70199 1.55892 128595 1.69666
VAR{B) .06511 20449 20449 .00533 .15181 20368\ r  /
Bias2(p) .00037 2.69229 2.69229 2.42490 1.50187 2.67497
MSE O p / d e ) .00971 .01432 .01432 .42159 .00972 .01417
RMSE {dp t  dx) .09852 .11966 .11966 .64930 .09859 .11904
*N=5,000; unbalanced; restricted: errors drawn from normal distribution.
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Table C. 80 PSE Data - Monte Carlo MSE 72 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  C orrectly 
Predicted
In-Sample 84.17 84.20 8430 8338 84.16 8430
PSE 9531 94.92 94.92 97.48 95.40 94.93
Non-PSE 40.18 41.88 41.88 27.70 39.78 41.86
Hold-Out 84.44 M AI M A I 83.64 84.42 84.47
PSE 95.23 94.76 94.76 97.49 9533 94.77
Non-PSE 41.07 43.13 43.13 27.98 40.58 43.09
YRMSE 72.95 12835 12835 92.63 105.17 127.99
YRMSE0 32.69 5821 5831 41.88 47.48 58.04
PRMSE 2.19 1.57 137 6.46 239 1.58
PRMSEq 0.99 0.71 0.71 2.92 1.08 0.71
MSE{P) 21591 7.05054 7.05055 232254 3.67324 6.99342
r m s e (p ) .52533 2.65529 2.65529 1.52399 1.91657 2.64451
v a r Cp ) .08010 26316 36376 .00473 .16427 36183
Bias2 (fi) .19586 6.78678 6.78678 2.31780 3.50897 6.73160
MSE (cjp/cbt) .02487 .04698 .04698 .41052 .01449 .04632
RMSE (d p /d x ) .15770 31676 31676 .64072 .12037 31523
*N=5,000; unbalanced; restricted; errors drawn from t- distribution.
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Table C  81 PSE Data - Monte Carlo MSE 73 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 81.53 81.55 81.55 81.18 8134 8135
PSE 91.06 90.93 90.93 93.44 9134 90.94
Non-PSE 51.28 51.74 51.74 4 2 2 7 50.41 51.73
Hold-Out 82.01 82.02 82.02 81.67 82.01 82.01
PSE 91.18 91.06 91.06 93.15 9138 91.06
Non-PSE 52.09 52.49 52.49 44.13 5139 52.47
YRMSE 76.90 134.27 13427 93.05 108.07 133.86
YRMSE0 34.64 61.25 6125 42.06 49.10 61.05
PRMSE 69.00 68.82 68.82 713 9 6930 68.83
PRMSE0 31.74 31.66 31.66 32.86 31.89 31.67
MSE(jf) 1.19691 11.7649 11.7649 1.92572 6.60128 11.6775
r m s e CP) 1.09403 3.43000 3.43000 1.38770 2.56930 3.41723
VAR{P) .07910 25722 25722 .00492 .16276 25537
Bias2 (ft) 1.11780 11.5077 11.5077 1.92080 6.43852 11.4221
MSE {dp idx) .17803 23877 23877 36739 .09986 23630
RMSE {dp! dx) .42193 .48864 .48864 .60613 .31600 .48611
*N=5,000; unbalanced; restricted; errors drawn from chi-square d istribution.
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Table C. 82 PSE Data - Monte Carlo MSE 81 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 73.53 73.54 73.54 73.52 73 S3 73.54
PSE 7027 70.43 70.43 69.35 7029 70.43
Non-PSE 76.77 76.63 76.63 77.68 76.75 76.63
Hold-Out 72.73 72.73 72.73 72.73 72.74 72.73
PSE 68.55 68.73 68.73 67.50 68.58 68.72
Non-PSE 76.87 76.69 76.69 77.89 76.85 76.69
YRMSE 70.71 82.66 82.66 81.18 79.57 82.62
YRMSE0 31.72 36.74 36.74 36.05 35.45 36.73
PRMSE 1.38 1.46 1.46 2.79 139 1.46
PRMSE0 0.63 0.66 0.66 1.19 0.63 0.66
MSE{P) .05347 4.46502 4.46504 3.79776 3329111 4.45096
r m s e CP) .23124 2.11306 2.11306 1.94878 1.81414 2.10973
v a r Cp ) .05321 .15657 .15657 .00519 .13307 .15629
Bias2(f3) .00026 4.30845 4.30847 3.79257 3.15804 4.29467
M S E ( dp f d x ) .00669 .00759 .00759 .64692 .00752 .00756
RMSE ( d p / d x ) .08181 .08711 .08711 .80431 .08672 .08696
*N=5,000; balanced; restricted; errors drawn from normal distribution.
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Table C  83 PSE Data - Monte Carlo MSE 82 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 1926 7926 7926 7922 7926 7926
PSE 75.96 7620 7620 74.61 75.98 7620
Non-PSE 82.44 8222 8222 83.67 82.43 8222
Hold-Out 78.44 78.44 78.44 7827 78.43 78.44
PSE 74.18 74.48 74.48 72.62 7420 74.48
Non-PSE 82.50 8223 8223 83.85 82.48 8223
YRMSE 73.18 10721 107.51 79.08 98.14 10729
YRMSE0 32.66 4720 4720 35.06 4323 47.15
PRMSE 1.88 1.50 1.50 526 1.86 120
PRMSE0 0.84 0.68 0.68 2 2 9 0.82 0.68
MSE{p) 1.04609 15.9629 15.9629 3.09457 11.4317 15.9039
r m s e Cp ) 1.02278 3.99536 3.99536 1.75914 3.38107 3.98796
v a r Cp ) .06646 20404 20404 .00432 .15561 20337
Bias2(jj) .97963 15.7589 15.7589 3.09025 112760 15.7005
MSE {dp i dx ) .05477 .05759 .05759 .57529 .03196 .05725
RMSE {dp! dx) 23402 23997 23997 .75848 .17878 23927
*N=5,000; balanced; restricted; errors drawn from t- distribution.
280
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table C  84 PSE Data - Monte Carlo MSE 83 (See Table 2.4 for design)
Probit Logit ME GMEI GME2 GME3
%  Correctly 
Predicted
In-Sample 75.45 75.47 75.47 7536 75.48 75.47
PSE 69.71 69.54 69.54 6838 6939 69.54
Non-PSE 80.49 80.69 80.69 81.88 80.83 80.69
Hold-Out 74.68 74.70 74.70 74.80 74.72 74.70
PSE 67.81 67.60 67.60 66.46 67.47 67.60
Non-PSE 80.64 80.86 80.86 82.03 81.01 80.87
YRMSE 71.41 89.98 89.98 80.60 85.42 89.93
YRMSEq 32.01 39.89 39.89 35.74 37.97 39.87
PRMSE 33.18 33.00 33.00 34.71 3330 33.00
PRMSE0 14.15 14.07 14.07 14.75 14.15 14.07
MSE(/J) .14526 6.80643 6.80643 3.61119 5.00014 6.78433
rm seCP) 38112 2.60891 2.60891 1.90031 233610 2.60467
v a r (p ) .05470 .16850 .16849 .00484 .13920 .16813
Bias2(P) .09055 6.63793 6.63794 3.60635 4.86094 6.61620
MSE(dptdx) .00754 .00788 .00788 .62967 .00900 .00788
RMSE {dp! dx) .08685 .08878 .08878 .79352 .09487 .08874
*N=5,000; balanced; restricted; errors drawn from chi-square distribution.
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Table C 85 PSE Data - Monte Carlo MSE 91 (See Table 2.4 for design)
Probit Logit ME GMEI GME2 GME3
%  Correctly 
Predicted
In-Sample 80.21 80.21 8031 79.98 8033 8031
PSE 92.79 92.57 9237 95.09 92.99 92.58
Non-PSE 39.51 40.22 4032 31.08 38.93 4031
Hold-Out 80.20 80.20 8030 79.89 80.19 8030
PSE 92.94 92.75 92.75 94.97 93.07 92.75
Non-PSE 3733 37.97 37.97 29.10 36.81 37.95
YRMSE 44.84 6430 6430 6132 55.77 64.18
YRMSEq 31.91 4632 4632 43.94 40.01 4633
PRMSE 135 133 133 2.87 135 133
PRMSE0 0.90 0.97 0.97 2.05 0.90 0.97
m se CP) .18311 4.02765 4.02766 3.04291 2.15300 3.99665
r m se CP) .42792 2.00690 2.00690 1.74439 1.46731 1.99916
varCP) . .18145 .59842 .59842 .01203 38923 .59426
Bias2(f7) .00166 3.42924 3.42924 3.03089 1.76377 3.40238
MSE { d p id x ) .02572 .03461 .03461 .48487 .02370 .03425
RMSE {dp! dx) .16036 .18603 .18603 .69632 .15395 .18507
*N=2,000; unbalanced; restricted; errors drawn from normal distribution.
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Table C. 86 PSE Data - Monte Carlo MSE 92 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 84.51 84.54 84.54 83.66 84.50 84.55
PSE 94.63 94 JO 94J0 96.83 94.78 9431
Non-PSE 45.90 47 J 5 4735 33.40 4528 4732
Hold-Out 84.45 84.48 84.48 83.45 84.43 84.48
PSE 94.71 94.45 94.45 96.78 94.81 94.45
Non-PSE 43.90 45.13 45.13 30.75 43.44 45.11
YRMSE 46.55 84.87 84.87 6033 67.16 84.57
YRMSE0 33.16 61.29 6129 4327 4827 61.06
PRMSE 1.70 1J8 138 4.41 1.83 1.39
PRMSE0 1.23 1.03 1.03 3.12 132 1.03
m se(P) .51086 9.40553 9.40553 2.88061 4.64457 9.31233
rm seCp ) .71474 3.06684 3.06684 1.69724 2.15513 3.05161
varCp ) 23597 .79775 .79775 .01029 .40614 .78647
Bias2(JJ) .27489 8.60778 8.60778 2.87032 423843 8.52586
MSE {dpidx) .04237 .05972 .05972 .46899 .02602 .05876
RMSE ( d p /a x ) .20585 24438 24438 .68483 .16132 24241
*N=2,000; unbalanced; restricted; errors drawn from t- distribution.
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Table C  87 PSE Data - Monte Carlo MSE 93 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 81.95 81.97 81.97 81.64 81.95 81.97
PSE 91.17 91.08 91.08 93.10 9138 91.08
Non-PSE 53.17 53.55 53.55 45.83 52.51 53.53
Hold-Out 81.85 81.86 81.86 81-57 81.86 81.86
PSE 91.62 91 5 2 91.52 93.09 91.72 91.53
Non-PSE 5 0 J4 50.69 50.69 44.41 50.05 50.68
YRMSE 49.40 89.68 89.53 60.47 68.68 88.84
YRMSE0 35.23 64.89 64.78 4332 49.48 64229
PRMSE 45.68 45.57 45.57 47.08 45.87 45.57
PRMSE0 3323 33.15 33.15 3434 3338 33.15
MSEC?) 1.55953 14.9054 14.7195 2.51611 7221100 1422207
RMSE(p) 1.24881 3.86075 3.83660 1.58623 2.68533 3.77104
v a r Cp ) .31546 1.42105 1.25666 .01130 .42808 .93818
Bias2 (fi) 1224407 13.4843 13.4656 2.50481 6.78292 133826
M SE(cjp/dc) 220910 .28481 227651 .43078 .09213 35711
RMSE {dp! dx) .45727 .53368 .52584 .65634 30353 .50706
*N=2,000; unbalanced; restricted; errors drawn from chi-square distribution.
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Table C. 88 PSE Data - Monte Carlo MSE 101 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 73.63 73.64 73.64 73.61 73.64 73.64
PSE 70.63 70.79 70.79 69.55 70.64 70.79
Non-PSE 76.58 76.44 76.44 77.62 76.60 76.45
Hold-Out 73.07 73.06 73.06 73.08 73.07 73.06
PSE 70.03 70.17 70.17 69.07 70.03 70.17
Non-PSE 76.11 75.96 75.96 77.08 76.11 75.96
YRMSE 44.74 52.70 52.70 51.49 50.60 52.67
YRMSE0 31.79 37.16 37.16 36.17 35.76 37.15
PRMSE 1.37 1.42 1.42 2.07 1.38 1.42
PRMSE0 0.96 0.99 0.99 1.44 0.96 0.99
MSE{p) .13904 4.76318 4.76320 3.82084 3.52336 4.74825
RNfSE(p) J7288 2.18247 2.18248 1.95470 1.87706 2.17905
VAR(p) .13851 .40856 .40856 .01350 .34653 .40781
Bias2(p) .00053 4.35462 4.35464 3.80734 3.17683 4.34044
MSE {dp i  dx ) .01580 .01700 .01700 .57491 .01638 .01697
RMSE {dp! d x ) .12570 .13038 .13038 .75823 .12800 .13028
*N=2.000; balanced: restricted: errors drawn from normal distribution.
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Table C. 89 PSE Data - Monte Carlo MSE 102 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 1932 1935 1935 79.17 1925 79225
PSE 76.17 76.46 76.46 74.60 1620 76.45
Non-PSE 82.13 81.90 81.90 83.52 82.15 81.91
Hold-Out 78.91 78.92 78.92 78.85 78.92 78.93
PSE 75.52 75.74 75.74 74.18 75.51 75.73
Non-PSE 82.21 82.04 82.04 83-39 82225 82.04
YRMSE 46.21 68.48 68.48 50.06 62226 68.40
YRMSE0 33.11 47.96 47.96 35.54 43.79 47.90
PRMSE 1.57 1.40 1.40 3.55 1.55 1.40
PRMSE0 l . l l 0.98 0.98 2.49 1.09 0.98
MSE{p) 1.19718 16.6062 16.6062 3.08510 11.8753 16.5441
r m s e Cp ) 1.09416 4.07507 4.07507 1.75644 3.44606 4.06744
v a r (P) .16205 .49526 .49526 .01070 .37826 .49364
Bias1 (P) 1.03513 16.1109 16.1109 3.07440 11.4971 16.0505
MSE ( d p /d x ) .04240 .03396 .03396 .50539 .02301 .03382
RMSE {dp !dx ) 30592 .18428 .18428 .71091 .15170 .18391
*N=2.000; balanced: restricted; errors drawn from t- distribution.
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Table C. 90 PSE Data - Monte Carlo MSE 103 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted 
In-Sample 75.49 75.54 75.54 75.65 75.56 75.54
PSE 69.87 69.66 69.66 68.13 69.47 69.65
Non-PSE 80.40 80.67 80.67 82.21 80.87 80.67
Hold-Out 75.00 75.02 75.02 75.10 75.03 75.02
PSE 69.65 69.44 69.44 68.03 6925 69.44
Non-PSE 79.68 79.90 79.90 8129 80.09 79.90
YRMSE 45.16 57.38 5728 51.07 54.32 5725
YRMSE0 32.10 40.35 4025 35.93 3829 40.32
PRMSE 20.92 20.82 20.82 21.92 20.94 20.82
PRMSE0 13.48 13.41 13.41 14.12 13.49 13.41
MSE{p) .25072 726695 7.36696 3.59918 5.42500 7.34307
RMSE{p) .50072 2.71421 2.71421 1.89715 2.32916 2.70981
v a r Cp ) .14168 .42787 .42787 .01243 .35402 .42695
Bias1(fl) .10905 6.93908 6.93909 3.58675 5.07097 6.91612
MSE (dp i  d x ) .01525 .01782 .01782 .55581 .01856 .01781
RMSE (dp /  dx) .12348 .13348 .13348 .74552 .13622 .13347
*N=2,000: balanced: restricted; errors drawn from chi-square distribution
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Table C. 9! PSE Data - IVfonte Carlo MSE 111 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 80.51 80.54 8034 8030 80.55 80.54
PSE 93.24 93.05 93.05 95.84 93.52 93.05
Non-PSE 37.98 38.76 38.76 27.93 3731 38.73
Hold-Out 80.06 80.06 80.06 79.43 80.06 80.05
PSE 93.08 92.86 92.86 9531 9331 92.86
Non-PSE 36.86 37.56 37.56 27.96 36.08 37.53
YRMSE 32.21 50.17 49.43 44.03 39.98 47.66
YRMSE0 32.68 51.76 50.89 44.38 40.62 48.82
PRMSE 1.26 131 131 2 3 9 134 1.31
PRMSE0 1.28 1.33 1.33 2 3 2 137 1.33
MSE(P) .76602 9.51921 8.48793 3.66325 2.84053 636117
RMSEip) .87523 3.08532 2.91341 1.91396 1.68539 2.50223
VARifi) .73665 4.58188 3.65632 .02602 .83466 1.77166
Bias2 (p) .02937 4.93733 4.83161 3.63723 2.00587 4.48951
MSE ( d p / d x ) .11247 37190 32126 .73823 .05331 .11638
RMSE { d p / d x ) 33536 .52144 .47038 .85921 33089 34115
*N=1.000; unbalanced: restricted; errors drawn from normal distribution.
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Table C. 92 PSE Data - Monte Carlo MSE 112 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 84.67 84.76 84.76 83.86 84.68 84.76
PSE 94.99 94.69 94.69 9739 9534 94.70
Non-PSE 43.71 4 5 J2 4532 30.10 42.75 4539
Hold-Out 84.33 84J6 8436 83.66 84.31 84.36
PSE 94.82 94.53 94.53 97.07 95.03 94.54
Non-PSE 43.07 44.39 4439 30.92 42.14 4436
YRMSE 34.97 7037 6836 43.55 4830 63.72
YRMSEq 35.67 73.02 70.54 44.13 48.73 65.19
PRMSE 1.45 130 130 335 1.51 1.30
PRMSE0 1.50 1.34 1.34 3.35 1.57 1.34
MSE{~P) 2.21986 25.1001 21.1680 3.54886 535343 13.7722
RMSE(~p) 1.48992 5.01000 4.60087 1.88384 2.31375 3.71109
v a r Cp ) 1.68425 11.8908 8.64314 .02187 .88173 2.94598
Bias2(fi) .53561 13.2093 12.5249 3.52699 4.47171 10.8262
MSE ( d p !  dx) .26711 .68536 .52275 .62914 .06064 .22925
RMSE ( d p /  dx) .51683 .82786 .72301 .79319 .24625 .47880
*N= 1,000; unbalanced: restricted: errors drawn from t- distribution.
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Table C  93 PSE Data - Monte Carlo MSE 113 (See Table 2.4 for design)
Probit Logit ME GMEI GME2 GME3
%  Correctly 
Predicted
In-Sample 82.29 8234 8234 81.78 8230 8234
PSE 91.49 9138 9138 93.84 91.80 91.39
Non-PSE 52.49 53.02 53.02 42.66 51.53 53.00
Hold-Out 81.57 81.56 8136 81.08 81.53 81.56
PSE 91.44 9138 9138 93.74 91.75 9139
Non-PSE 50.41 50.85 50.85 41.09 4933 50.82
YRMSE 37228 74.95 72.88 43.56 49.59 68.40
YRMSEq 38.16 78.13 75.71 44.04 50.61 70.49
PRMSE 3239 3232 3232 3335 32.54 3233
PRMSE0 3234 3238 3238 33.45 32.52 3238
MSE(p) 3.52895 31.7908 27.6640 3.11358 830309 19.9051
RMSE(fi) 1.87855 5.63833 535966 1.76453 2.88151 4.46152
VAR{p) 1.582II 11.7168 8.43683 .02446 .86867 2.84164
Biasl(P) 1.94684 20.0740 193272 3.08912 7.43442 17.0635
MSE ( d p / d x ) .52341 1.I2499 .91635 .58121 .14033 .53679
RMSE ( dp / cx ) .72347 1.06065 .95726 .76237 .37460 .73266
*N=1.000; unbalanced: restricted; errors drawn from chi-square distribution.
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Table C. 94 PSE Data - Monte Carlo MSE 121 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
% Correctly 
Predicted
In-Sample 74.25 7427 7427 7425 7428 7428
PSE 70.94 71.10 71.10 69.83 70.94 71.10
Non-PSE 77.51 7739 7739 78.62 77.56 7729
Hold-Out 74.05 74.04 74.04 74.07 74.04 74.04
PSE 71.39 71.51 71.51 70.41 7127 71.51
Non-PSE 76.78 76.63 76.63 77.81 76.79 76.63
YRMSE 31.67 38.07 38.07 36.71 36.33 38.05
YRMSE0 31.97 38.69 38.69 36.84 36.87 38.67
PRMSE 137 1.41 1.41 1.75 127 1.41
PRMSE0 1.35 1.39 1.39 1.78 125 129
MSE(P) .28153 5.32924 5.32925 3.73734 3.92542
5.31207
RMSE(p) .53059 2.30851 2.30852 1.93322 1.98127
220479
v a r (P) .27694 .82355 .82355 .02581 .69101 .82192
Bias1(p) .00459 4.50569 4.50570 3.71153 3.23441 4.49015
MSE (dp /  ex ) .03559 .04057 .04057 .65149 .03413 .04046
RMSE (d p /  dx) .18866 20141 20141 .80715 .18474 20114
*N= 1.000: balanced: restricted: errors drawn from normal distribution.
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Table C. 95 PSE Data - Monte Carlo MSE 122 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
% Correctly 
Predicted
In-Sample 79.83 79.88 79.88 79.78 79.88 79.88
PSE 76.49 76.76 76.76 74.98 76.51 76.76
Non-PSE 83.04 82.87 82.87 8439 83.12 82.87
Hold-Out 79.63 79.65 79.65 79.64 79.66 79.65
PSE 76.79 77.01 77.01 75.46 76.78 77.01
Non-PSE 82.48 82.28 8258 83.79 82.53 82.28
YRMSE 33.00 49.98 49.98 35.79 44.99 49.91
YRMSEq 33.90 51.04 51.04 36.43 45.96 50.98
PRMSE 1.46 1.38 1.38 2.69 1.44 1.38
PRMSE0 1.44 1.35 1.35 2.76 1.42 135
M SE(p) 1.34400 16.7836 16.7836 3.08698 11.7445 16.7157
r m seCP) 1.15931 4.09678 4.09678 1.75698 3.42702 4.08848
varC/3) .34367 1.06025 1.06025 .02140 .79621 1.05650
Bias1 (fj) 1.00033 15.7233 15.7233 3.06558 10.9482 15.6592
MSE (dp/dx) .09653 .10958 .10958 .58412 .06772 .10902
RMSE (dp/dx) .31069 53103 .33103 .76428 .26023 .33018
*N= 1,000; balanced: restricted; errors drawn from /- distribution.
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Table C. 96 PSE Data - Monte Carlo MSE 123 (See Table 2.4 for design)
Probit Logit ME GME1 GME2 GME3
%  Correctly 
Predicted
In-Sample 76.17 7623 7623 7636 7625 76.23
PSE 70.89 70.72 70.72 6939 70.52 70.71
Non-PSE 80.83 81.09 81.09 8231 81.29 81.09
Hold-Out 75.81 75.84 75.84 75.98 75.86 75.84
PSE 71.14 70.93 70.93 69.76 70.77 70.93
Non-PSE 80.07 80 J 1 80 J I 81.64 80.50 80.31
YRMSE 32.06 41.66 41.66 36.38 39.15 41.63
YRMSE0 32.42 4 2J4 42.34 36.63 39.74 42.31
PRMSE 15.79 15.72 15.72 16.52 15.81 15.72
PRMSEq 15.80 15.73 15.73 16.57 15.82 15.73
MSE(P)
.42303 8.01468 8.01468 3.52074 5.84497 7.98752
rm seCP)
.65040 2.83102 2.83102 1.87636 2.41764 2.82622
VAR(P)
.28818 .87270 .87270 .02399 .71232 .87066
Bias2(/3) .13484 7.14198 7.14199 3.49676 5.13265 7.11686
MSE (dp/dx) .03608 .03831 .03831 .63056 .03191 .03820
RMSE (dp/dx) .18995 .19572 .19572 .79408 .17863 .19546
*N= 1,000; balanced; restricted; errors drawn from chi-square distribution.
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APPENDIX D
TABLES FOR LINEAR REGRESSION MONTE CARLO EXPERIMENTS
Table D.l Monte Carlo Linear Regression 11 -  PS1 (See Table 3.1 for design)
OLS GME1-PS1 GME2-PSI GME3-PS1 GME4-PS1
M SE (p ) 49.49 247.17 3835 40.15 48.10
RM SE (p ) 7.04 15.72 6.18 634 6.94
V ar (p ) 49.44 24438 30.19 17.92 11.84
Bias2(p ) 0.05 2.79 8.07 3636
PRM SE 11.58 44.90 11.65 11.68 11.75
PRM SE (p + e ) 42.92 0.00 0.00 0.00
PRM SE0 7.54 26.45 7.52 7.49 7.50
R2 0.77
* N=150: unrestricted; normal errors.
Table D 3  Monte C arlo Linear Regression 12 - PSl (See Table 3.1 for design)
OLS GMEl-PSl GME2-PS1 GME3-PS1 GME4-PS1
MSE {P) 46.42 507.60 285.70 133.66 91.45
RM SE CP) 6.81 22.53 16.90 11.56 9.56
V ar (p) 4635 50030 277.14 11330 57.18
Bias2 (p ) 0.07 7.40 8.57 20.36 3436
PRM SE 11.10 86.69 53.01 3034 16.64
PRM SE (p + e ) 85.46 50.77 27.46 1139
PR M SE0 7.42 50.74 3136 18.45 10.51
if2 0.77
* N=150; unrestricted; standardized t- errors.
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Table DJ Monte Carlo Linear Regression 1 3 - PS1 (See Table 3.1 for design)
OLS GME1-PS1 GME2-PS1 GME3-PSI GME4-PSI
MSE (p) 48.82 273.75 90.61 44.77 48.99
RMSE (0) 6.99 16.55 9.52 6.69 7.00
Var (p) 48.70 26334 7936 2234 12.48
Bias2 (p) 0.11 10.41 1135 22.53 36.51
PRMSE 11.51 45.64 14.14 11.65 11.68
PRMSE (p + e) 44.85 7.04 0.01 0.00
PRMSE0 7.40 26.91 8.89 7.44 739
R2 0.77
* N=150: unrestricted: standardized chi-square errors.
Table D.4 Monte Carlo Linear Regression 21 -  PS1 (See Table 3.1 for design)
OLS GME1-PS1 GME2-PS1 GME3-PS1 GME4-PSI
MSE (P) 69.38 267.80 47.51 50.10 58.21
RMSE (p) 833 16.36 6.89 7.08 7.63
Var (P) 6939 265.99 35.57 20.46 12.82
Bias2(p) 0.08 1.82 11.94 29.64 45.39
PRMSE 9.12 33.17 930 9.26 9.35
PRMSE (p + e) 3134 0.00 0.00 0.00
PRMSE0 7.81 2435 7.73 7.68 7.65
R2 0.70
* N=100; unrestricted; normal errors.
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Table D.5 Monte Carlo Linear Regression 22 -  PS1 (See Table 3.1 for design)
OLS GMEI-PS1 GME2-PS1 GME3-PS1 GME4-PS1
MSE (ft) 60.96 532.49 215.62 103.09 85 JO
RMSE (ft) 7.81 23.08 14.68 10.15 9.24
Var (ft) 60.84 528.64 196.54 70.54 38.99
Bias2 (ft) 0.12 3.85 19.08 32.55 46 J I
PRMSE 8.75 69.45 34.04 16.68 15J7
PRMSE (p +  e) 68.45 32J9 13.75 12.64
PRMSEo 7.65 52.28 24.96 12.91 11.84
R 2 0.70
* N=I00; unrestricted; standardized t- errors.
Table D.6 Monte Carlo L inear Regression 23 - PSI (See Table 3.1 for design)
OLS GME1-PS1 GME2-PS1 GME3-PSI GME4-PS1
MSE (ft) 67.69 306.45 82.25 53.99 58.61
RMSE (ft) 8.23 17.51 9.07 7 J5 7.66
Var (ft) 67.59 298.22 69.48 24.56 13.63
Bias2 (ft) 0.10 8J3 12.77 29.43 44.98
PRMSE 9.13 50.74 10.82 9.33 9.37
PRMSE (p + e) 50.18 5.45 0.00 0.00
PRMSE0 7.81 36.86 8.91 7.77 7.67
R 2 0.70
* N=I00; unrestricted; standardized chi-square errors.
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Table D.7 Monte Carlo Linear Regression 31 — PS1 (See Table 3.1 for design)
OLS GME1-PS1 GME2-PS1 GME3-PS1 GME4-PSI
MSE (p ) 211.38 284.54 7934 76.97 81.41
RMSE (p ) 14.54 16.87 8.92 8.77 9.02
Var (p) 211.31 279.43 4732 2237 12.56
Bias2(/?) 0.07 5.11 3231 54.60 68.85
PRMSE 5.73 1833 5.91 6.06 6.19
PRMSE (p+ e) 17.17 0.00 0.00 0.00
PRMSE0 9.10 1933 8.45 835 8.15
R2 0.84
* N’=50: unrestricted; normal errors.
Table D.8 Monte Carlo L inear Regression 32 —PSl (See Table 3.1 for design)
OLS GME1-PS1 GME2-PS1 GME3-PS1 GME4-PSI
MSE (Jf) 20439 433.90 178.84 11332 99.39
RMSE (Jf) 1439 20.83 1337 10.64 9.97
Var (p) 204.06 421.99 143.43 55.38 29.87
Bias2(/f) 033 11.91 35.41 57.84 69.52
PRMSE 5.69 37.90 1931 8.58 8.13
PRMSE (p +  e) 3733 1836 5.39 4.61
PRMSE0 9.01 38.50 2032 10.88 1037
R2 0.84
* N=50; unrestricted: standardized t- errors.
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Table D.9 Monte Carlo Linear Regression 33 — PS1 (See Table 3.1 for design)
OLS GMEI-PS1 GME2-PS1 GME3-PSI GME4-PSI
M SE {P) 202J24 358.57 99.90 80.70 83.08
RM SE (p) 1422 18.94 10.00 8.98 9.11
V ar (p) 202.05 348.99 64.97 24.91 13.46
Bias2(p) 0.18 9.58 34.93 55.79 69.62
PRMSE 5.74 32.80 622 6.07 6.18
PRMSE (p +  e) 3222 1.86 0.00 0.00
PRM SE0 9.08 32.91 8.83 8.31 8.16
R2 0.84
* N=50; unrestricted: standardized chi-square errors.
Table D.10 M onte Carlo Linear Regression 41 - PSR1 (See Table 3.1 fo r design)
IRLS GMEI-PSR1 GME2-PSR1 GME3-PSR1 GME4-PSR1
M SE {P) 3229 18323 84.49 150.89 205.01
RM SE CP) 5.68 13.54 9.19 12.28 14.32
V ar (P) 3022 157.61 11.37 5.12 3.14
Bias2(p) 2.07 25.62 73.12 145.77 201.87
PRMSE 11.64 72.33 1220 12.94 13.85
PRMSE (p +  e) 7128 0.00 0.00 0.00
PRM SE0 7.47 42.40 7.72 8.06 8.48
* N=150; restricted; normal errors.
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Table D.l 1 Monte Carlo Linear Regression 42 -  PSR1 (See Table 3.1 for design)
IRLS GME1-PSR1 GME2-PSR1 GME3-PSR1 GME4-PSR1
MSE ( p ) 31J0 314.07 200.90 194.73 222.66
RMSE ( P ) 539 17.72 14.17 13.95 14.92
Var ( f J ) 29.12 257.62 11933 5037 24.38
Bias2(P) 2.18 56.45 8137 14436 19837
PRMSE 11.16 82.45 3636 23.86 16.71
PRMSE (p + e) 8132 3338 19.44 8.18
PRMSE0 737 48.51 21.81 14.56 1037
* N=I50; restricted; standardized t -  errors.
Table D.12 Monte Carlo Linear Regression 43 - PSR1 (See Table 3.1 for design)
IRLS GME1-PSR1 GME2-PSR1 GME3-PSR1 GME4-PSR1
MSE ( P ) 32.54 189.50 113.85 153.58 206.14
RMSE ( P ) 5.70 13.77 10.67 1239 14.36
Var { P ) 29.64 153.92 3630 7.33 3.44
Bias: (^ ) 2.90 3537 77.65 14635 202.69
PRMSE 11.56 6331 16.43 12.91 13.77
PRMSE (p + e) 59.00 1035 0.02 0.00
PRMSE0 7.34 37.15 10.11 8.03 8.38
* N=I50; restricted; standardized chi-square errors.
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Table D.13 Monte Carlo Linear Regression 51 -  PSR1 (See Table 3.1 for design)
IRLS GME1-PSR1 GME2-PSR1 GME3-PSR1 GME4-PSRI
MSE (P) 45.40 181.60 112.57 184.47 239.57
RMSE (p) 6.74 13.48 10.61 13.58 15.48
Var {p) 41.SO 154.48 12.48 5.76 3.52
Bias2( ^ ) 3.60 27.12 100.09 178.72 236.05
PRMSE 9.20 49.06 9.90 10.74 11.71
PRMSE (p +  e) 48.02 0.00 0.00 0.00
PRM SE0 7.68 34.76 8.05 8.64 9.38
* N=100: restricted; normal errors.
Table D.14 Monte C arlo L inear Regression 52 - PSR1 (See Table 3.1 for design)
IRLS GMEI-PSR1 GME2-PSR1 GME3-PSR1 GME4-PSR1
MSE (P) 41.37 280.51 191.72 20822 251.00
RMSE {p) 6.43 16.75 13.85 14.43 15.84
Var (P) 37.73 224.71 81.61 28.58 14.67
Bias2(p) 3.64 55.81 110.11 179.64 236.32
PRMSE 8.82 57.17 26.02 13.79 13.52
PRMSE (p +  e) 55.85 23.34 8.08 6.42
PRM SE0 7.55 4023 18.97 10.98 10.86
* N=100: restricted; standardized t- errors.
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Table D.15 Monte Carlo Linear Regression 53 -  PSR1 (See Table 3.1 for design)
IRLS GME1-PSR1 GME2-PSR1 GME3-PSR1 GME4-PSR1
MSE (p) 43.99 186.53 126.84 185.90 239.78
RMSE (p) 6.63 13.66 1126 13.63 15.48
Var {P) 39.99 156.53 27.72 7.47 3.87
Bias1(fJ) 4.00 30.00 99.12 178.43 235.91
PRMSE 9.21 4629 11.55 10.80 11.71
PRMSE (p + e) 43.22 4.75 0.00 0.00
PRMSE0 7.68 32.55 9.17 8.74 9.43
* N=100; restricted; standardized chi-square errors.
Table D.I6 Monte Carlo Linear Regression 61 - PSR1 (See Table 3.1 for design)
IRLS GME1-PSR1 GME2-PSR1 GME3-PSR1 GME4-PSR1
MSE (p) 11227 211.19 265.81 348.04 398.91
RMSE (P) 10.60 14.53 16.30 18.66 19.97
Var (P) 97.44 144.41 14.62 6.82 4.06
B\aszCp) 14.83 66.78
251.19 34122 394.85
PRMSE 5.90 29.12 6.94 7.85 8.82
PRMSE (p + e ) 28.38 0.00 0.00 0.00
PRMSE0 8.63 29.80 1025 11.92 13.44
* N=50; restricted; normal errors.
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Table D.17 Monte Carlo Linear Regression 62 — PSR1 (See Table 3.1 for design)
IRLS GME1-PSRI GME2-PSR1 GME3-PSRI GME4-PSRI
MSE (>5) 104.99 29233 307.85 360.64 40534
R M S E (^) 1025 17.10 17.55 18.99 20.13
Var {P) 9137 194.79 60.56 22.67 11.73
Bias2( /0 13.62 97.54 24729 337.97 393.62
PRMSE 5.86 29.79 13.67 9.18 9.89
PRMSE (p +  e) 28.91 11.52 4 29 4.40
PRMSE0 8.53 31.06 16.36 1331 14.47
* N=50; restricted; standardized t- errors.
Table D.18 Monte Carlo L inear Regression 63 —PSR1 (See Table 3.1 for design)
IRLS GMEI-PSRI GME2-PSRI GME3-PSR1 GME4-PSR1
MSE (p ) 105.92 23725 275.91 349.57 399.71
RMSE (P) 1029 15.40 16.61 18.70
19.99
Var Cp) 90.87 160.48 2526 7.96 4.38
Bias2(P ) 15.05 76.77 250.65 341.61 395.33
PRMSE 5.92 28.19 8.39 7.87 8.82
PRMSE (p + e ) 26.83 4.39 0.00 0.00
PRMSE0 8.60 29.45 11.50 11.98 13.47
* N=50; restricted; standardized chi-square errors.
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Table D.19 Monte Carlo Linear Regression 11 — PS2 (See Table 3.1 for design)
OLS GME1-PS2 GME2-PS2 GME3-PS2 GME4-PS2
MSE (P) 49.49 64.44 51.47 48.76 48.05
RMSE {P) 7.04 8.03 7.17 6.98 6.93
Var 00) 49.44 64.32 51.41 48.68 47.93
Bias2 03) 0.05 0.12 0.06 0.08 0.11
PRMSE 11.58 12.07 11.61 11.58 11.58
PRMSE (p + e ) 3.63 0.10 0.00 0.00
PRMSE0 7.54 7.80 7.55 7.54 7.53
* 2 0.77
* N=150; unrestricted; normal errors.
Table D.20 Monte Carlo Linear Regression 12 - PS2 (See Table 3.1 for design)
OLS GMEI-PS2 GME2-PS2 GME3-PS2 GME4-PS2
MSE {P) 46.42 75.99 352.57 259.73 246.67
RMSE (P) 6.81 8.72 18.78 16.12 15.71
Var Cp) 46.35 75.92 351.74 259.44 246.44
Bias2(/7) 0.07 0.08 0.82 029 0.23
PRMSE 11.10 12.11 17.15 13.65 13.66
PRMSE (p + e) 6.71 10.92 5.05 4.80
PRMSE0 7.42 8.02 10.86 9.02 8.86
R - 0.77
* N=I50; unrestricted: standardized t- errors.
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Table D31 Monte Carlo Linear Regression 13 -  PS2 (See Table 3.1 for design)
OLS GMEI-PS2 GME2-PS2 GME3-PS2 GME4-PS2
MSE 05) 48.82 56.90 106.61 57.61 50.01
RMSE (>£)
6.99 7.54 1033 739 7.07
Var (/?) 48.70 56.71 105.66 5736 49.75
Bias2 ( /0 0.11 0.20 0.95 036 036
PRMSE 11.51 1234 11.99 11.56 11.51





7.86 7.80 7.48 7.42
* N=150; unrestricted: standardized chi-square errors.
Table D.22 Monte Carlo L inear Regression 21 - PS2 (See Table 3.1 for design)
OLS GME1-PS2 GME2-PS2 GME3-PS2 GME4-PS2
MSE (P) 6938 82.95 69.96 67.95 66.74
RMSE (p) 833 9.11 836 834 8.17
Var (P) 6939 82.86 69.88 67.86 66.62
Bias2(>5) 0.08 0.08 0.08 0.09 0.12
PRMSE 9.12 938 9.14 9.12 9.12
PRMSE (p +  e) 2.01 0.03 0.00 0.00
PRMSE0 7.81 8.00 7.82 7.80 7.80
R2 0.70
* N=100; unrestricted; normal errors.
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Table D.23 Monte Carlo Linear Regression 22 -  PS2 (See Table 3.1 for design)
OLS GME1-PS2 GME2-PS2 GME3-PS2 GME4-PS2
MSE (P) 60.96 106.91 233.84 194.49 146.41
RMSE (P) 7.81 1024 1529 13.95 12.10
V ar { fr 60.84 106.33 233.41 194.19 146.07
Bias2(y8) 0.12 0.58 0.43 0.30 0.34
PRMSE 8.75 9.76 10.19 9.87 9.46
PRMSE (p+ e) 524 2.81 1.90 124
PRMSE0 7.65 8.44 9.19 8.83 8.43
R2 0.70
* N=I00; unrestricted; standardized t- errors.
Table D.24 Monte Carlo Linear Regression 23 —PS2 (See Table 3.1 for design)
OLS GME1-PS2 GME2-PS2 GME3-PS2 GME4-PS2
MSE (P) 67.69 99.31 105.41 76.30 68.09
RMSE CP) 823 9.97 1027 8.73 825
Var CP) 67.59 98.94 10526 7620 67.99
Bias2(fi) 0.10 0.36 0.15 0.10 0.10
PRMSE 9.13 9.54 9.45 9.19 9.14
PRMSE (p +  e) 323 0.59 0.00 0.00
PRMSE0 7.81 8.19 8.17 7.90 7.83
R2 0.70
* N=100; unrestricted: standardized chi-square errors.
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Table D.25 Monte Carlo Linear Regression 31 — PS2 (See Table 3.1 for design)
OLS GME1-PS2 GME2-PS2 GME3-PS2 GME4-PS2
M SE (p ) 21138 237.57 20536 195.61 184.61
RM SE (j3) 14.54 15.41 1433 13.99 13.59
V ar CP) 21131 23739 20531 195.47 18432
Bias 2(P) 0.07 0.17 0.06 0.14 039
PRMSE 5.73 5.90 5.74 5.74 5.74
PRM SE (p + e ) 0.77 0.00 0.00 0.00
PRM SE0 9.10 932 9.09 9.06 9.03
R 2 0.84
* N=50; unrestricted; normal errors.
Table D36 Monte Carlo Linear Regression 32 - PS2 (See Table 3.1 for design)
OLS GME1-PS2 GME2-PS2 GME3-PS2 GME4-PS2
MSE (P) 20439 362.83 541.50 43731 307.47
RMSE (JJ) 1439 19.05 2337 20.91 17.53
Var (P) 204.06 362.11 540.09 435.77 305.57
Bias2(fi) 033 0.72 1.41 1.44 1.90
PRMSE 5.69 6.36 7.88 7.31 6.02
PRMSE (p + e) 2.91 4.75 3.80 1.60
PRM SE0 9.01 10.23 11.68 10.96 9.70
R2 0.84
* N=50; unrestricted; standardized t- errors.
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Table D.27 Monte Carlo Linear Regression 13 — PS2 (See Table 3.1 for design)
OLS GMEI-PS2 GME2-PS2 GME3-PS2 GME4-PS2
MSE (jf) 202.24 294.68 232.98 198.57 182.25
RMSE(j3) 14.22 17.17 15-26 14.09 13.50
Var (p) 202.05 293.96 232.46 198.09 181.48
Bias2(/i) 0.18 0.72 0.52 0.48 0.77
PRMSE 5.74 6.08 5.83 5.76 5.75





9.71 9.32 9.12 9.04
* N=50; unrestricted; standardized chi-square errors.
Table D.28 Monte Carlo Linear Regression 41 - PSR2 (See Table 3.1 for design)
IRLS GMEI-PSR2 GME2-PSR2 GME3-PSR2 GME4-PSR2
MSE CP) 3229 52028 55.13 124.30 268.01
RMSE (p) 5.68 22.81 7.42 11.15 16.37
Var (/0 30.22 153.00 29.81 24.47 21.47
Bias2(y8) 2.07 367.39 25.32 99.83 246.55
PRMSE 11.64 157.57 11.81 12.19 13.01
PRMSE (p + e ) 157.18 0.74 0.00 0.01
PRMSE0 7.47 95.99 7.59 7.82 8.32
* N=150; restricted; normal errors.
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Table DJ9 Monte Carlo Unear Regression 42 -  PSR2 (See Table 3.1 for design)
IRLS GME1-PSR2 GME2-PSR2 GME3-PSR2 GME4-PSR2
MSE (p ) 3 1 JO 1697.01 357.11
307.48 378.60
RMSE (p ) 5.59 41.19 18.90
17.54 19.46
Var (P) 29.12 686.75 274.69
186.80 120.83
Bias2(/7) 2.18 1010J6 82.42
120.68 257.77
PRMSE 11.16 293.28 103.15 75.83 53.30
PRMSE (p + e ) 293.12 102.65 7 5J7 51.70
PRM SE0 737 178 JO 61.68 44.96 31.63
* N=I50; restricted; standardized t- errors.
Table D J0  M onte C arlo Linear Regression 43 - PSR2 (See Table 3.1 for design)
IRLS GME1-PSR2 GME2-PSR2 GME3-PSR2 GME4-PSR2
MSE CP) 32.54 901.76
103.96 132.67 272.72
RMSE (P) 5.70 30.03 10 JO
11.52 16.51
Var (p) 29.64 262.08 67 J5
30.03 22.44
Bias2(p) 2.90 639.68 36.72
102.64 250.28
PRMSE 11.56 210.04 30.03 12.17 12.94
PRMSE (p +  e) 208.10 26.60 0.14 0.01
PRMSE0 7.34 127.97 18J4 7.78 8.23
* N=150; restricted; standardized chi-square errors.
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Table D_31 Monte Carlo Linear Regression 51 -  PSR2 (See Table 3.1 for design)
IRLS GMEI-PSR2 GME2-PSR2 GME3-PSR2 GME4-PSR2
MSE (;0) 45.40 618.19 88.70 218.19 470.65
RMSE ( fa 6.74 24.86 9.42 14.77 21.69
Var (P) 41.80 133.83 39.92 33.89 29.72
Bias2 (>ff) 3.60 48437 48.78 18430 440.93
PRMSE 9.20 149.19 9.43 10.03 11.17
PRMSE (p +  e) 148.90 0.45 0.00 0.01
PRMSE0 7.68 94.40 7.83 8.16 8.81
* N=100: restriaed; normal errors.
Table D32 Monte C arlo Linear Regression 52 - PSR2 (See Table 3.1 for design)
IRLS GME1-PSR2 GME2-PSR2 GME3-PSR2 GME4-PSR2
MSE (~P) 41.37 1037.18 285.58 301.95 588.68
RMSE CP) 6.43 3231 16.90 17.38 24.26
Var 00) 37.73 457.97 200.97 103.95 133.08
Bias2(^ ) 3.64 57930 84.61 198.00 455.60
PRMSE 8.82 193.83 68.10 35.62 74.95
PRMSE (p +  e) 193.69 67.34 33.77 73.64
PRMSE0 7.75 123.06 46.30 24.97 53.55
* N=100; restricted; standardized t- errors.
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Table D J3 Monte Carlo Linear Regression 53 -  PSR2 (See Table 3.1 for design)
IRLS GME1-PSR2 GME2-PSR2 GME3-PSR2 GME4-PSR2
MSE ( f t 43.99 758.88 117.61 225.16 476.04
RMSE (p ) 6.63 2135 10.84 15.01 21.82
Var (P) 39.99 185.91 63.10 38.96 30.99
B[as2(P) 4.00 572.97 54.51 18620 445.05
PRMSE 9.21 166.31 20.97 10.10 11.18
PRMSE (p + e ) 164.79 18.10 0.03 0.01
PRMSE0 7.68 105.45 14.69 826 8.86
* N=100; restricted; standardized chi-square errors.
Table D-34 Monte C arlo Linear Regression 61 - PSR2 (See Table 3.1 for design)
IRLS GME1-PSR2 GME2-PSR2 GME3-PSR2 GME4-PSR2
MSE (P) 11227 297.51 436.69 122426 2560.19
RMSE (p ) 10.50 1725 20.90 34.99 50.60
Var {p) 97.44 179.95 91.17 77.05 67.07
Bias2(P) 14.83 117.56 345.52 114722 2493.12
PRMSE 5.90 54.00 6.59 8.15 10.30
PRMSE (p + e) 53.64 0.00 0.00 0.00
PRMSE0 8.63 5729 10.39 13.78 1828
* N=50; restricted; normal errors.
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Table D_35 Monte Cario Linear Regression 62 -  PSR2 (See Table 3.1 for design)
IRLS GME1-PSR2 GME2-PSR2 GME3-PSR2 GME4-PSR2
M SE (0 ) 104.99 574.90 782.05 1527.48 2651.71
RM SE (jf) 10.25 23.98 27.97 39.08 51.49
V ar (£ ) 91.37 363.50 394.11 340.50 162.64
Bias2(>0) 13.62 211.40 387.94 1186.98 2489.08
PRMSE 5.86 88.38 52.80 32.66 16.78
PRMSE (p + e ) 88.19 52.46 31.50 13.40
PRM SE0 8.53 93.06 53.54 33.66 22.91
* N=50; restricted; standardized t- errors.
Table D J6  Monte Carlo Linear Regression 63 - PSR2 (See Table 3.1 for design)
IRLS GME1-PSR2 GME2-PSR2 GME3-PSR2 GME4-PSR2
MSE (0 ) 105.92 433.93 456.37 1219.11 2548.88
RMSE (0) 10.29 20.83 21.36 34.92 50.49
Var (P) 90.87 241.82 112.31 81.62 68.42
Bias2!/?) 15.05 192.11 344.06 1137.49 2480.46
PRMSE 5.92 73.21 11.81 8.17 10.32
PRMSE (p + e ) 72.50 9.55 0.00 0.00
PRM SE0 8.60 77.53 14.58 13.86 18.33
* N=50; restricted; standardized chi-square errors.
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Table DJ7 Monte Carlo Linear Regression 11 -  PS3 (See Table 3.1 for design)
OLS GME1-PS3 GME2-PS3 GME3-PS3 GME4-PS3
M S E (£) 49.49 241.13 30.99 18 JO 12.03
RMSE (p) 7.04 15.53 5.57 4228 3.47
V ar ( # 49.44 240.32 30.95 18227 12.01
Bias2(y9) 0.05 0.81 0.04 0.03 0.02
PRMSE 11.58 42.96 11.63 11.61 11.64
PRMSE (p + e ) 41.05 0.00 0.00 0.00
PRMSE0 7.54 25.28 7.51 7.45 7.42
R2 0.77
* N=150; unrestricted; normal errors.
Table D J8 Monte Carlo L inear Regression 12 - PS3 (See Table 3.1 for design)
OLS GME1-PS3 GME2-PS3 GME3-PS3 GME4-PS3
MSE (P) 46.42 510.84 282.68 117.81 57.89
RMSE Cp) 6.81 22.60 16.81 10.85 7.61
Var {P) 46.35 509.93 281.92 117.53 57.73
Bias2(P) 0.07 0.90 0.76 0 J 8 0.16
PRMSE 11.10 64.76 51.54 24.48 15.41
PRMSE (p + e) 62.88 49.19 21.05 9.39
PRMSE0 7.42 37.93 30.44 15.14 9.82
R 2 0.77
* N=150; unrestricted; standardized t- errors.
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Table DJ9 Monte Carlo Linear Regression 13 -  PS3 (See Table 3.1 for design)
OLS GME1-PS3 GME2-PS3 GME3-PS3 GME4-PS3
MSE (JJ) 48.82 270.24 82.95 22.66 12.63
RMSE (p) 6.99 16.44 9 .11 4.76 3.55
Var(/?) 48.70 265.62 82.19 22.62 12.61
Bias2(/0 0.11 4.61 0.76 0.04 0.01
PRMSE 11.51 33.86 16.53 11.59 11.57
PRMSE (p +  e) 30.43 11.05 0.01 0.00
PRMSE0 7.40 20.01 10.18 7.40 731
R2 0.77
* N=I50; unrestricted; standardized chi-square errors.
Table 0.40 Monte Carlo Linear Regression 21 - PS3 (See Table 3.1 for design)
OLS GME1-PS3 GME2-PS3 GME3-PS3 GME4-PS3
MSE (p) 69.38 256.48 36.53 20.83 12.99
RMSE (P) 8.33 16.01 6.04 4.56 3.60
Var (p) 69.29 256.06 36.47 20.78 12.96
Bias2(yff) 0.08 0.42 0.06 0.05 0.03
PRMSE 9.12 23.85 9.16 9.17 9.21
PRMSE (p +  e) 21.32 0.00 0.00 0.00
PRMSE0 7.81 17.77 7.70 7.61 7.55
R2 0.70
* N=100; unrestricted; normal errors.
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Table D.41 Monte Carlo Linear Regression 22 -  PS3 (See Table 3.1 for design)
OLS GME1-PS3 GME2-PS3 GME3-PS3 GME4-PS3
MSE (P) 60.96 432.50 199.08 71.60 38.79
RMSE (P ) 7.81 20.80 14.11 8.46 6.23
Var (p ) 60.84 42932 198.34 71.49 38.73
Bias2(/7) 0.12 3.17 0.74 0.12 0.05
PRMSE 8.75 42.36 32J2 20.61 14.91





30.98 23.87 15.59 11.59
* N=100; unrestricted; standardized t- errors.
Table D.42 Monte C arlo  Linear Regression 23 - PS3 (See Table 3.1 for design)
OLS GME1-PS3 GME2-PS3 GME3-PS3 GME4-PS3
MSE Cp) 67.69 294.54 70.79 25.03 13.82
RMSE CP) 823 17.16 8.41 5.00 3.72
Var Cfi) 67.59 29225 70.60 24.98 13.78
Bias2(P) 0.10 229 0.18 0.05 0.03
PRMSE 9.13 38.09 10.92 924 923
PRMSE (p + e) 36.31 5.61 0.00 0.00
PRMSEo 7.81 27.76 8.95 7.70 7.56
R 2 0.70
* N=100; unrestricted; standardized chi-square errors.
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Table D.43 Monte Carlo Linear Regression 31 -  PS3 (See Table 3.1 for design)
OLS GME1-PS3 GME2-PS3 GME3-PS3 GME4-PS3
MSE 05) 21138 27535 47.99 223 8 12.66
RMSE (0 ) 14.54 16.60 6.93 4.75 3.56
Var (P) 21131 27539 47.96 223 6 12.66
Bias2(>ff) 0.07 0.16 0.03 0 .0 1 0.01
PRMSE 5.73 1935 5.85 5.95 6.03
PRMSE (p + e ) 1830 0.00 0.00 0.00
PRM SE0 9.10 20.11 8.37 8.07 7.88
R2 0.84
* N=50; unrestricted; normal errors.
Table D.44 Monte C arlo Linear Regression 32 - PS3 (See Table 3.1 for design)
OLS GMEI-PS3 GME2-PS3 C.ME3-PS3 GME4-PS3
M S E (0 ) 204.29 42432 14531 56.31 29.50
RMSE CP) 1439 20.60 12.05 7.50 5.43
V a r(^ ) 204.06 423.43 144.98 5633 29.46
Bias2(/7) 033 0.79 033 0.08 0.04
PRMSE 5.69 36.80 15.06 8.44 6.65
PRMSE (p + e) 36.17 13.87 5.49 2.08
PRM SE0 9.01 37.33 16.54 10.57 8.91
R2 0.84
* N=50; unrestricted; standardized /- errors.
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Table D.45 Monte Carlo Linear Regression 33 -  PS3 (See Table 3.1 for design)
OLS GME1-PS3 GME2-PS3 GME3-PS3 GME4-PS3
MSE (p ) 202.24 355.75 65.86 25.12 1326
RMSE ip ) 1422 18.86 8.12 5.01 3.68
Var (p ) 202.05 354.39 65.71 25.09 13.55
Bias2(P) 0.18 126 0.16 0.03 0.01
PRMSE 5.74 35.00 6.19 5.96 6.03
PRMSE (p + e ) 3423 1.88 0.00 0.00
PRMSE0 9.08 34.99 8.82 8.14 7.89
R2 0.84
* N=50; unrestricted: standardized chi-square errors.
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APPENDIX E
TABLES FOR MONTE CARLO EXPERIMENTS EXAMINING 
PARAMETER INEQUALITY RESTRICTIONS
Table E.l M onte C arlo  I R 11 -  Restrictions on (See Table 4.1 for design)
OLS 1RLS GME2-PM GME2-R1 GME2-R2
M SE (0 )  4949 49.40 3639 29.85 4034
RMSE (0 )  704 7.03 6.03 5.46 6.34
V ar (0)  4944 4935 30.63 24.67 27.43
Bias2(£ )  005 0.05 5.76 5.18 12.81
PRMSE 11.58 1138 11.64 11.66 11.68
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.53 7.52 7.50 7.53
R 2 0.77
* N=150; 0 i  > - 1 0 ;  S, = - 5 3 : normal errors.
Table E.2 M onte C arlo IR 12 -  Restrictions on 0 2 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE (0) 49.49 4535 36.77 48.60
52.74
RMSE (0 ) 7.04 6.73 6.06 6.97 736
V ar {0) 49.44 44.33 29.93 2532
26.07
Bias2(y9) 0.05 0.92 6.84 23.39 26.67
PRMSE 11.58 11.59 11.64 11.74 11.75
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.52 7.52 7.55 7.56
R 2 0.77
* N=150; P 2 > —5 ',5 ,=  -0 .5 ; normal errors.
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Table E_3 Monte Carlo IR 13 — Restrictions on /?2 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE { P ) 49.49 45.04 3725 5139 55.48
RMSE ( P ) 7.04 6.71 6.10 7.17 7.45
Var (p ) 49.44 43.50 30.01 2537 26.15
Bias2(p ) 0.05 1.53 723 25.82 29.33
PRMSE 11.58 11.60 11.64 11.75 11.76
PRMSE (p + e ) 0.00 0.00 0.00
PRM SE0 7 3 4 7.52 7.52 7.56 7.57
R2 0.77
* N=150: p 2 > -4 5 ;S , =  0 ;  normal errors.
Table E.4 Monte Carlo IR  14 —Restrictions on Px (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE (P) 49.49 47.33 37.73 63.13 69.06
RMSE Cp) 7.04 6.88 6.14 7.95 8.31
Var {P) 49.44 41.49 30.03 25.41 25.88
Bias 2(p) 0.05 5.84 7.70 37.72 43.19
PRMSE 11.58 11.63 11.65 11.81 11.83
PRMSE ( p + e ) 0.00 0.00 0.00
PRM SE0 7.54 7.53 7.52 7.60 7.61
R2 0.77
* N=150; /?2 > -3  ;S, = 13; normal errors.
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Table IL5 Monte Carlo IR 15 -  Restrictions on 0 Z (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
M SE 00) 4949 56.29 38.25 77.42 7935
RM SE Cfa  704 750 6.18 8.80 8.91
V ar {P) 4944 40.52 30.19 25.43 26.01
Bias2^ )  005 15.77 8.07 51.98 53.34
PRMSE 11.58 11.69 11.65 11.88 11.88
PRMSE (p + e ) 0.00 0.00 0.00
PRM SE0 7.54 
R 2 0-77
7.55 7.52 7.64 7.64
* N=150; 02 -  “ 1-5:5, — 3 ;  normal errors.
Table E.6 Monte Carlo IR 16 - Restrictions on 0 2 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE 00) 49.49 73.15 39.43 108.35 106.72
RMSE (0 ) 7.04 8.55 6.28 10.41 10.33
Var (y0) 49.44 40.17 30.26 25.89 26.49
Bias2(/7) 0.05 32.98 9.18 82.47 80.23
PRMSE 11.58 11.77 11.65 12.03 12.01
PRMSE (p + e) 0.00 0.00 0.00
PRM SE0 7.54 7.60 7.52 7.73 7.72
R 2 0.77
* N=150; ft ,  ^  0 ;  6, =  4 5 ;  normal errors.
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Table E.7 Monte Carlo IR 17 — Restrictions on f}z (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE (p ) 49.49 130.35 41 JO 167.81 152.86
RMSE (fi) 7.04 11.42 6.43 12.95 12J6
Var (3 ) 49.44 40.03 30.84 26.73 26.69
Bias2(£ ) 0.05 9033 10.46 141.09 126.17
PRMSE 11.58 12.04 11.66 12 J 1 12.24
PRMSE ( p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.75 7.53 7.90 7.85
R2 0.77
* N=150; £ 3 ; £ , = 7 5 ; normal errors.
Table E.8 M onte Carlo IR 11 - Restrictions on P z (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE (p) 49.49 49.40 32.67 27.02 45.76
RMSE (P) 7.04 7.03 5.72 5.20 6.76
Var (P) 49.44 49.35 18.47 14.49 15.73
Bias'Cp) 0.05 0.05 14.21 12.53 30.04
PRMSE 11.58 11.58 11.64 11.67 11.72
PRMSE ( p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.53 7.47 7.46 7.51
R2 0.77
* N=150; > - 1 0  ;S t =  -5 .5  ; normal errors.
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Table E.9 Monte Carlo IR 12 -  Restrictions on /?2 (See Table 4.1 for design)
• OLS IRLS GME3-PM GME3-R1 GME3-R2
M SE (fi) 49.49 45.25 3537 53.77 65.98
RMSE (>ff) 7.04 6.73 5.95 733 8.12
V ar ip ) 49.44 44.33 17.69 14.77 15.24
Bias2{/J) 0.05 0.92 17.67 39.00 50.74
PRMSE 11.58 11~59 11.66 11.78 11.82
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 734 7.52 7.48 7.53 7.57
R 2 0.77
* N=150; P2 > -5 ;8 ,
9II normal errors.
Table E.10 Monte Carlo IR 13 - Restrictions on (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE (P) 49.49 45.04 36.88 60.24 71.79
RMSE(yS) 7.04 6.71 6.07 7.76 8.47
Var Cp) 49.44 43.50 17.76 15.00 15.39
Bias2(^ ) 0.05 1.53 19.12 4524 56.40
PRMSE 11.58 11.60 11.67 11.80 11.85
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.52 7.48 7.55 7.59
R 2 0.77
* N=150; f}2 > —4.5 ,8 ,  =  0 ;  normal errors.
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Table E.I1 Monte Carlo IR 14 -  Restrictions on fi2 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
M SE (fJ) 49.49 4733 3831 74.93 90.05
RM SE (p ) 7.04 6.88 6.21 8.66 9.49
V ar { fr 49.44 41.49 17.76 14.92 15.19
Bias2(^ ) 0.05 5.84 20.75 60.01 74.86
PRMSE 11.58 11.63 11.67 11.87 11.94
PRM SE (p + e ) 0.00 0.00 0.00
PRM SE0 7.54 733 7.49 739 7.64
R 2 0.77
* N=150: P 2 > -3 :5 , = 13: normal errors.
Table E.12 M onte Carlo IR 15 - Restrictions on f i 2 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
M SE CP) 49.49 56.29 40.15 92.25 109.72
RMSE {P) 7.04 7.50 6.34 9.60 10.47
V ar (P) 49.44 40.52 17.92 14.90 15.42
B\as2(P) 0.05 15.77 i~> t ; 7735 94.30
PRMSE 11.58 11.69 11.68 11.95 12.02
PRMSE (p + e ) 0.00 0.00 0.00
PRM SE0 7.54 7.55 7.49 7.65 7.70
Rr 0.77
* N=150; p 2 > - L 5 ;5 , = 3 ; normal errors.
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Table E.13 Monte Carlo IR 16 -  Restrictions on 0 Z (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE (JJ) 49.49 73.15 4435 13431 160.65
RMSE (j3) 7.04 8.55 6.65 1138 12.67
V ar (0) 49.44 40.17 17.95 14.93 15.53
Bias2(>ff) 0.05 32.98 2630 11938 145.12
PRMSE 11.58 11.77 11.70 12.15 1236
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.60 7.51 7.77 7.84
R2 0.77
* N=150; 0 Z>O;S, = 4.5; normal errors.
Table E.I4 Monte Carlo IR 17 -  Restrictions on 0 2 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE (0) 49.49 130.35 51.14 216.98 223.78
RMSE (0) 7.04 11.42 7.15 14.73 14.96
Var (0) 49.44 40.03 18.66 15.05 15.53
Bias2(0) 0.05 90.33 32.49 201.92 20834
PRMSE 11.58 12.04 11.72 12.52 12.54
PRMSE (p + e) 0.00 0.00 0.00
PRMSE0 7.54 7.75 7.53 8.00 8.02
R2 0.77
* N=150; j}2 ^  3 ; S, = 7.5; normal errors.
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Table E.15 Monte Carlo IR 21 — Restrictions on Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE (P) 69 3 8 6838 43.68 34.46 49.94
RMSE (fi) 833 837 6.61 5.87 7.07
Var Cfi) 6939 6838 3632 2839 3133
Bias2(;0) 0.08 0.10 7.16 6.17 18.70
PRMSE 9.12 9.12 9.18 931 933
PRMSE (p +  e) 0.00 0.00 0.00
PRMSEo 7.81 7.80 7.72 7.69 7.74
R2 0.70
*N=100; f i2 > - 1 0 ;S, =  -5.5 ; normal errors.
Table E.16 Monte Carlo IR 22 -  Restrictions on f i 2 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE (0 ) 69.38 61.68 44.44 57.66 66.49
RMSE ip ) 8.33 7.85 6.67 7.59 8.15
Var (P) 6939 59.83 35.13 28.91 29.96
Bias2(y0) 0.08 1.85 9.31 28.75 36.53
PRMSE 9.12 9.14 9.19 9.29 9.30
PRMSE (p +  e) 0.00 0.00 0.00
PRMSEq 7.81 7.79 7.72 7.76 7.78
R2 0.70
* N=100; fJ2 > - 5 ;  <5, =  - 0 5 ; normal errors.
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Table E.I7 Monte Carlo IR 23 — Restrictions on P x (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE (P) 6938 61.47 45.42 62.70 70.90
RMSE Cp) 833 7.84 6.74 7.92 8.42
Var (ft) 6929 58.78 3527 29.40 3020
Bias2{p) 008 2.68 10.15 33.30 40.70
PRMSE 9.12 9.15 9.19 920 932
PRMSE (p + e) 0.00 0.00 0.00
PRMSE0 7.81 
R2 0.70
7.79 7.72 7.77 7.80
* N=100; p , > - 4 5  ;S, = 0 :  normal errors.
Table E.I8 Monte C arlo  IR 24 - Restrictions on P z (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE {p) 69.38 63.39 46.40 75.91 86.85
RMSE CP) 8.33 7.96 6.81 8.71 9.32
Var (p) 69.29 5620 3529 2924 29.83
Bias2(P) 0.08 720 11.II 46.67 57.02
PRMSE 9.12 9.17 9.19 9.35 9.38
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 7.81 7.80 7.73 7.81 7.84
R2 0.70
* N=100; f}2 > - 3 ;  S, =  13; normal errors.
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Table E.19 Monte Carlo IR 25 -  Restrictions on yff2 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE U3) 69.38 71.19 4731 91.64 101.69
RM SE (>ff) 833 8.44 6.89 9.57 10.08
V ar Off) 6939 54.62 3537 2934 3032
Bias2(>ff) 0.08 1636 11.94 62.40 71.47
PRMSE 9.12 9.22 9 3 0 9.41 9.43
PRM SE ( p + e ) 0.00 0.00 0.00
PRM SE0 7.81 7.82 7.73 7.85 7.88
R1 0.70
* N=100; p 2 > - \ 5 , 5 t =  3 ; normal errors.
Table E 3 0  Monte C arlo  IR 26 - Restrictions on P 2 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE(yff) 69.38 86.62 49.98 12836 140.67
RMSE (p ) 8.33 9.31 7.07 11.34 11.86
Var (P) 69.29 53.89 35.66 29.52 30.69
Bias2(P) 0.08 32.73 14.32 99.04 109.97
PRMSE 9.12 9.28 930 9.54 9.57
PRMSE (p + e ) 0.00 0.00 0.00
PRM SE0 7.81 7.86 7.74 7.96 7.99
R2 0.70
* N=100; f i 2 > 0 ;S, =  4 .5 ; normal errors.
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Table E31 Monte Carlo IR 27 -  Restrictions on f i2 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE (p ) 6938 140.78 5439 199.05 192.95
RMSE CP) 833 11.86 7 3 8 14.11 13.89
V a r(^ ) 6939 53.55 36.83 30.14 30.79
Bias2(/7) 0.08 8732 17.57 168.91 162.16
PRMSE 9.12 9.49 931 9.79 9.76
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.81 8.00 7.75 8.15 8.13
R2 0.70
* N=100: > 3  \S , =  75;  normal errors.
Table E32 Monte C arlo  IR 21 -  Restrictions on f}2 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE CP) 69.38 68.38 37.73 30.60 54.32
RMSE (p) 8.33 837 6.14 5.53 737
Var (P) 6939 6838 21.35 16.55 17.69
Bias2(P) 0.08 0.10 1639 14.04 36.64
PRMSE 9.12 9.12 9.22 935 930
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 7.81 7.80 7.64 7.62 7.69
R2 0.70
* N=I00: fi-, £  - 1 0 ;  S, =  - 5 5 ; normal errors.
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Table E23 Monte Carlo IR 22 — Restrictions on 0 Z (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE (0) 6938 61.68 41.98 5920 7721
RMSE(yS) 833 7.85 6.48 7.69 8.79
Var (p) 6929 59.83 20.14 16.87 1731
Bias2{0) 0.08 1.85 21.84 4233 59.90
PRMSE 9.12 9.14 9.24 934 939
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.81 7.79 7.66 7.70 7.76
R2 0.70
* N=100: 0 2 > -5 ;< 5, = -0 .5 ; normal errors.
Table E24 Monte Carlo IR 23 - Restrictions on 0 2 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE (0) 69.38 61.47 44.50 6836 85.80
R M SE (^) 8.33 7.84 6.67 827 926
Var (0) 6929 58.78 2024 17.08 17.50
Bias2(0) 0.08 2.68 2426 5128 68.30
PRMSE 9.12 9.15 924 937 9.42
PRMSE (p + e) 0.00 0.00 0.00
PRMSE0 7.81 7.79 7.66 7.73 7.78
R2 0.70
* N=100; 0 2 ^  -4 -5 ;S, = 0 ;  normal errors.
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Table E35 Monte Carlo IR 24 -  Restrictions on /7Z (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE (fi) 69 3 8 6339 47.18 83.62 105.15
RMSE (yS) 833 7.96 6.87 9.14 1035
V ar {p) 6939 5630 20.23 17.03 1732
Bias 2{p) 0.08 730 26.96 66.59 87.83
PRMSE 9.12 9.17 935 9.42 9.49
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.81 7.80 7.67 7.77 7.84
R2 0.70
* N=100; f i2 > —3 ;S , =  13; normal errors.
Table E.26 Monte C arlo  IR 25 - Restrictions on P 2 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE CP) 69.38 71.19 50.10 101.63 133.42
RMSE (p) 833 8.44 7.08 10.08 11.55
Var (P) 6939 54.62 20.46 17.02 17.63
Bias2(P) 0.08 16.56 29.64 84.61 115.79
PRMSE 9.12 9.22 936 9.49 9.59
PRMSE (p + e) 0.00 0.00 0.00
PRMSE0 7.81 7.82 7.68 7.83 7.92
R2 0.70
* N=100; f i2 > —1.5 ;S, = 3 ;  normal errors.
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Table E37 IVfoate Carlo IR 26 -  Restrictions on 0 Z (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE (0) 6938 86.62 57.06 145.99 198.76
R M S E (^) 833 931 7.55 12.08 14.10
V ar (0) 6939 53.89 20.47 17.05 17.71
Bias2(0) 0.08 32.73 36.58 128.94 181.05
PRMSE 9.12 938 939 9.65 9.82
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 7.81 7.86 7.70 7.95 8.10
R2 0.70
* N=100; 02 > 0 , 8 , = 4 3 : normal errors.
Table E38 M onte Carlo IR 27 - Restrictions on 0 Z (See Table 4.1 fo r design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE (P) 6938 140.78 71.14 241.16 280.34
RMSE (0 ) 833 11.86 8.43 15.53 16.74
Var (0) 6939 53.55 21.66 17.18 17.86
Bias2(0) 0.08 87.22 49.47 223.99 262.48
PRMSE 9.12 9.49 933 9.98 10.11
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.81 8.00 7.74 8.22 833
R2 0.70
* N=100; f i2 > 3 ;  5, =  7 .5; normal errors.
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Table E39 Monte Carlo IR 31 -  Restrictions on f iz (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
M SE (>ff) 21138 205.15 68.75 5632 8231
RM SE (>ff) 14.54 1432 839 730 9.07
V ar (£ ) 21131
205.05 48.95 39.05 41.62
Bias2(£ ) 0.07 0.10 19.80 1737 40.59
PRMSE 5.73 5.74 5.88 5.92 5.95
PRM SE (p + e ) 0.00 0.00 0.00
PRM SE0 9.10 9.08 8.42 837 8.46
R2 0.84
* N=50; 0 2 > -lO  ;S, = —5.5; normal errors.
Table E 30  Monte C arlo IR 32 - Restrictions on f5z (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE (yff) 211.38 192.14 71.78 88.19 106.80
RMSE (>ff) 14.54 13.86 8.47 939 1033
Var (~P) 211.31 187.55 46.68 39.79 40.78
Bias2 (yff) 0.07 4.59 25.10 48.40 66.02
PRMSE 5.73 5.77 5.89 5.99 6.02
PRM SE (p + e ) 0.00 0.00 0.00
PRM SE0 9.10 9.04 8.43 8.48 8.54
R 2 0.84
* N=50; f i 2 > -5 ;8 ,=  -0 -5 ; normal errors.
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Table E231 Monte Carlo IR 33 -  Restrictions on f i2 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
M SE (yS) 211.38 191.92 74.20 97.93 115.63
RM SE 08) 14.54 13.85 8.61 9.90 10.75
V a r ( /0 21131 185.83 46.88 40.26 41.19
Bias2(£ ) 0.07 6.09 2732 57.66 74.45
PRMSE 5.73 5.78 5.90 6.01 6.04
PRMSE (p + e ) 0.00 0.00 0.00
PRM SE0 9.10 9.04 8.44 8.51 8.57
R2 0.84
* N=50; y8, > -4 .5 : 8, = 0 ; normal errors.
Table E.32 Monte C arlo IR 3 4 - Restrictions on y8z (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE {p) 211.38 194.46 76.68 114.82 136.76
RM SE (p) 14.54 13.94 8.76 10.72 11.69
Var CP) 211.31 181.37 46.87 40.17 40.81
Bias2(>5) 0.07 13.09 29.81 74.65 95.95
PRMSE 5.73 5.81 5.90 6.05 6.09
PRMSE (p + e) 0.00 0.00 0.00
PRM SE0 9.10 9.05 8.44 8.56 8.64
R2 0.84
* N=50; p2> - 3 ;8, = 13; normal errors.
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Table E33 Monte Carlo IR 35 -  Restrictions on 0 Z (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
M S E (^ ) 21138 20339 79.54 134.79 165.12
R M S E (^) 14.54 1436 8.92 11.61 12.85
Var CP) 211.31 177.97 4732 40.18 41.48
Biasz{0) 0.07 2533 3231 94.61 123.65
PRMSE 5.73 5.85 5.91 6.10 6.15
PRMSE ( p + e ) 0.00 0.00 0.00
PRMSE0 9.10 9.08 8.45 8.63 8.73
R2 0.84
* N=50; p 2 > - \ 5  :S, = 3 ;  normal errors.
Table E34 M onte Carlo IR  36 — Restrictions on 0 Z (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE (0 ) 211.38 220.02 85.91 183.62 231.47
RMSE (p ) 14.54 14.83 937 13.55 15.21
Var Cp) 211.31 175.62 47.39 40.32 41.80
Bias2Cp) 0.07 44.39 38.52 143.30 189.67
PRMSE 5.73 5.90 5.92 632 6.31
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 9.10 9.13 8.47 8.79 8.94
R1 0.84
* N=50; f i2 -  0 ;  — 4-5; normal errors.
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Table E35 Monte Carlo IR 37 -  Restrictions on ff2 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
M SE (P) 21138 28038 9935 28534 313.90
RM SE (P) 14.54 16.74 9.96 16.89 17.72
V ar 00) 21131 173.47 49.69 40.74 42.17
Bias2 (P) 0.07 106.91 49.57 244.50 271.73
PRMSE 5.73 6.05 5.95 6.45 6.49
PRMSE (p + e) 0.00 0.00 0.00
PRM SE0 9.10 932 832 9.11 930
R 2 0.84
* N=50; f i2 > 3:5, = 7 5 ; normal errors.
Table E36 Monte Carlo IR 31 -  Restrictions on (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE (p ) 211.38 205.15 53.75 44.96 77.98
RMSE {p) 14.54 14.32 733 6.71 8.83
V ar Cp) 211.31 205.05 23.31 19.59 20.17
Bias2(/S) 0.07 0.10 30.44 2538 57.81
PRMSE 5.73 5.74 5.99 6.03 6.08
PRMSE (p +e) 0.00 0.00 0.00
PRMSE0 9.10 9.08 8.17 8.12 835
R 2 0.84
* N=50: f i2 > -10  :S, = —5-5 ; normal errors.
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Table E_37 Monte Carlo IR 32 -  Restrictions on fiz (See Table 4.1 for design)
OLS IRLS C.ME3-PM GME3-R1 GME3-R2
MSE Cfi) 211.38 192.14 62.13 79.58 105.99
RMSE (p) 14.54 13.86 7.88 8.92 10J0
Var (P) 211.31 187.55 22.11 19.85 20.03
Biasr(p) 0.07 4.59 40.02 59.73 85.96
PRMSE 5.73 5.77 6.02 6.10 6.16
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 9.10 9.04 8.20 8.25 8.35
R2 0.84
* N=50: p 2 >-S;S, = - 0 5 ; normal errors.
Table E~38 Monte Carlo IR 33 -  Restrictions on P z (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE (P) 211.38 191.92 66.69 92.68 119.20
RMSE (P) 14.54 13.85 8.17 9.63 10.92
Var (P) 211.31 185.83 22.19 19.93 20.16
Bias2(/7) 0.07 6.09 44.51 72.76 99.04
PRMSE 5.73 5.78 6.03 6.13 6.19
PRMSE (p + e) 0.00 0.00 0.00
PRMSE0 9.10 9.04 8.21 8.30 8.40
R2 0.84
* N=50; P2 ^  - 4 3  = 0 ;  normal errors.
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Table L39 Monte Carlo IR 34 -  Restrictions on (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE OS) 21138 194.46 71.47 110.08 141-36
RMSE (p ) 14.54 13.94 8.45 10.49 11.89
Var 00) 211.31 181.37 22.15 19.93 20.07
Bias2( /0 0.07 13.09 49-32 90.15 121-29
PRMSE 5.73 5.81 6.04 6.18 625
PRMSE (p + e ) 0.00 0.00 0.00
PRM SE0 9.10 9.05 8.23 8.37 8.48
R2 0.84
* N=50; P 2 > -3 ;  8, = 1.5; normal errors.
Table E.40 Monte Carlo IR 35 - Restrictions on (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE Cp) 211.38 203.29 76.97 130.60 184.18
RMSE {P) 14.54 14.26 8.77 11.43 13.57
Var (P) 211.31 177.97 22.37 19.96 20.29
Bias 2(fi) 0.07 25.33 54.60 110.65 163.89
PRMSE 5.73 5.85 6.06 623 6.36
PRMSE (p + e) 0.00 0.00 0.00
PRMSE0 9.10 9.08 8.25 8.44 8.63
R2 0.84
* N=50; J32 > —15;S, = 3;  normal errors.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table E.41 Monte Carlo IR 36 -  Restrictions on /?2 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE (Jf) 21138 220.02 89.42 181.18 271.64
RMSE CP) 14.54 14.83 9.46 13.46 16.48
Var Cp) 21131 175.62 2233 20.00 2039
Bias2(p) 0.07 4439 67.10 161.18 25135
PRMSE 5.73 5.90 6.09 636 6.58
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 9.10 9.13 830 8.62 8.93
R2 0.84
* N=50: p z > 0 ;S , = 4 3 ;  normal errors.
Table E.42 M onte Carlo IR 37 - Restrictions on P 2 (See T ab le  4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE CP) 21138 28038 119.51 298.12 389.94
RMSE (P) 14.54 16.74 10.93 1737 19.75
Var (p) 211.31 173.47 23.66 20.03 20.46
Bias2(P) 0.07 106.91 95.86 278.09 369.49
PRMSE 5.73 6.05 6.16 6.66 6.87
PRMSE ( p + e ) 0.00 0.00 0.00
PRMSE0 9.10 9.32 8.41 9.02 933
R2 0.84
* N=50; >3 ;S ' = 75 ; normal errors.
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Tabic E-43 Monte Carlo IR 11 — Restrictions on f i3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
M S E (^ ) 49.49 49.49 38.02 36.96 38.58
RMSE (P) 7.04 7.04 6.17 6.08 621
Var (P) 49.44 49.44 3021 29.43 29.97
Bias2(jff) 0.05 0.05 7.82 7.54 8.60
PRMSE 11.58 11.58 11.65 11.66 11.65
PRMSE (p  +  e) 0.00 0.00 0.00
PRMSE0 7.54 7.54 7.52 7.50 7.52
Rr 0.77
* N=I50; 0 3 <IO;S, =  —6.5; normal errors.
Table E.44 Monte Carlo IR 12 —Restrictions on f i 3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE Cp) 49.49 4927 38.08 40.83 40.80
RMSE (P) 7.04 7.02 6.17 6.39 6.39
Var (P) 49.44 49.22 30.18 29.52 29.62
Bias2(P) 0.05 0.05 7.90 11.31 11.18
PRMSE 11.58 11.58 11.65 11.71 11.71
PRMSE ( p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.53 7.52 7.55 7.55
R2 0.77
* N=150; /?3 <5 ;5t = —1.5; normal errors.
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Table E.45 Monte Carlo IR 13 -  Restrictions on (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE 00) 49.49 48.71 38.11 43.43 43.19
RMSE (p) 7.04 6.98 6.17 6.59 6.57
Var {fi) 49.44 48.39 30.17 29.50 29.48
Bias2(y0) 0.05 0 J2 7.94 13.93 13.71
PRMSE 11.58 11.60 11.65 11.77 11.77
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 152 7.52 7.60 7.59
R2 0.77
*N=I50; P 3 < 3 5 ;S , = 0 ; normal errors.
Table E.46 Monte Carlo IR 1 4 - Restrictions on P 3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE CP) 49.49 48.96 38.21 45.73 44.71
RMSE {p) 7.04 7.00 6.18 6.76 6.69
Var (P) 49.44 48.13 30.18 29.64 29.61
Bias2(p) 0.05 0.82 8.03 16.09 15.10
PRMSE 11.58 11.62 11.65 11.82 11.80
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.52 7.52 7.64 7.62
Rr 0.77
* N=150; y#3 < 3 ;S, = 0 5 ;  normal errors.
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Table E.47 Monte Carlo IR 15 -  Restrictions on (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
M S E (£ ) 49.49 56.96 38.25 55.44 55.46
RMSE (Jf) 7.04 755 6.18 7.45 7.45
Var CP) 49.44 47.78 30.19 30.12 30.10
Bias2Cfi) 0.05 9.18 8.07 2533 2536
PRMSE 11.58 11.86 11.65 12.07 12.07
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE„ 7.54 7.69 7.52 7.81 7.81
R2 0.77
* N=I50; fa  < l;5 , = 2 5 ; normal errors.
Table E.48 Monte Carlo (R 16 - Restrictions on (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE (ff) 49.49 65.62 3834 65.11 6236
RMSE (Jf) 7.04 8.10 6.19 8.07 7.90
Var Cp) 49.44 47.80 30.19 31.08 30.89
Bias2(j£f) 0.05 17.82 8.15 34.04 31.48
PRMSE 11.58 12.09 11.65 1238 12.22
PRMSE (p + e) 0.00 0.00 0.00
PRMSE0 7.54 7.86 7.52 7.97 7.92
R2 0.77
* N=150; < 0 ;  6, = 35;  normal errors.
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Table E.49 Monte Carlo IR 17 — Restrictions on fi3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
M SE (JJ) 49.49 77.24 38.44 77.77 77.64
RM SE {p) 7.04 8.79 630 8.82 8.81
V ar(P) 49.44 47.80 3030 33.72 33.71
Bias2(yS) 0.05 29.44 834 44.05 43.93
PRMSE 11.58 1238 11.65 12.54 12.54
PRM SE (p + e ) 0.00 0.00 0.00
PRM SE0 7.54 8.08 732 8.15 8.15
R 2 0.77
* N=I50; 0 3 < - l  ;S, = 4.5; normal errors.
Table E.50 Monte Carlo IR 11 -  Restrictions on P s (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE ip ) 49.49 49.49 39.32 37.88 41.53
RMSE (p) 7.04 7.04 637 6.15 6.44
Var (p) 49.44 49.44 17.97 17.04 17.55
Bias2(P) 0.05 0.05 21.35 20.84 23.98
PRMSE 11.58 11.58 11.68 11.71 11.70
PRMSE (p +  e) 0.00 0.00 0.00
PRM SE0 7.54 7.54 7.49 7.47 7.51
R2 0.77
* N=150; /?3 < 10\8 ,=  - 6 5 ; normal errors.
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Table L51 Monte Carlo IR 12 -  Restrictions on P 3 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE {p) 49.49 4927 3935 46.66 4729
R M SE (^) 7.04 7.02 629 6.83 6.88
Var CP) 49.44 49.22 17.92 17.08 17.22
Bias 0.05 0.05 21.63 2938 30.06
PRMSE 11.58 11.58 11.68 11.82 11.83
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.53 7.49 7.59 7.60
R2 0.77
* N=150: 0 3 < 5;S , =  —13; normal errors.
Table E32 Monte C arlo IR 13 -  Restrictions on f i 3 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE (P) 49.49 48.71 39.67 51.25 50.62
RMSE (p) 7.04 6.98 6.30 7.16 7.12
Var ip) 49.44 48.39 17.90 17.10 17.11
Bias2(p) 0.05 0.32 21.77 34.16 33 3 2
PRMSE 11.58 11.60 11.68 11.93 11.91
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.52 7.49 7.67 7.66
R2 0.77
* N=150: P 3 < 3 3 ; S t — 0; normal errors.
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Table EL53 Monte Carlo IR 14 — Restrictions on (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE (p) 49.49 48.96 40.00 56.48 55.07
RMSE (P) 7.04 7.00 632 7.52 7.42
Var (P) 49.44 48.13 17.90 17.13 1731
B ia s \p ) 0.05 0.82 22.10 3935 37.86
PRMSE 11.58 11.62 11.68 12.05 12.01
PRMSE ( p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.52 7.49 7.77 7.75
R2 0.77
* N=I50; P 5 <3 ;S, = 05 ; normal errors.
Table E.54 M onte Carlo IR 15 - Restrictions on P 3 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE (P) 49.49 56.96 40.15 6235 66.29
RMSE (P) 7.04 7.55 634 7.90 8.14
Var (p) 49.44 47.78 17.92 17.02 17.09
Bias 2(p) 0.05 9.18 T> ~>t 4533 49.20
PRMSE 11.58 11.86 11.68 12.20 12.29
PRMSE ( p + e ) 0.00 0.00 0.00
PRMSE0 7.54 7.69 7.49 7.88 7.96
R2 0.77
* N=150; P 3 <  1; 5, = 2 5 ;  normal errors.
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Table EL55 Moote Carlo IR 16 — Restrictions on P 3 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE OS) 49.49 65.62 40.48 78.16 74J6
R M S E (# 7.04 8.10 656 8.84 8.62
V ar (p) 49.44 47.80 17.93 17.14 17.17
Bias2 (fi) 0.05 17.82 22.55 61.02 5750
PRMSE 11.58 12.09 11.68 12.58 12.48
PRMSE (p + e ) 0.00 0.00 0.00
P R M S E o 7.54 7.86 7.50 8.18 8.11
R 2 0.77
* N=150; P 3 < 0 ;S , = 3 5 ; normal errors.
Table E56 Monte Carlo IR 17 - Restrictions on P 3 (See Table 4.1 for design)
O L S I R L S GME3-PM GME3-R1 GME3-R2
M S E  i P )
49.49 7754 40.83 8752 85.06
R M S E  (P) 7.04 8.79 6.39 9.34 9 22
Var ( P ) 49.44 47.80 17.94 1752 17.17
Bias2 00) 0.05 29.44 22.89 70.00 67.89
P R M S E 11.58 1238 11.68 12.80 12.75
P R M S E  (p +  e) 0.00 0.00 0.00
P R M S E o 7.54 8.08 7.50 8.35 8.31
R2 0.77
* N=150; P 3 < - 1 ;  5, = 4 5 ;  normal errors.
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Table E37 Monte Carlo IR 21 -  Restrictions on f i3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
M SE (Jf) 6938 6938 46.82 44.42 48.44
RM SE { f t 833 833 6.84 6.67 6.96
V ar { f t 6939 6939 35.62 33.97 35.04
Bias2(J5) 0.08 0.08 1130 10.46 13.40
PRMSE 9.12 9.12 9.19 932 931
PRM SE (p + e ) 0.00 0.00 0.00
PRM SE0 7.81 7.81 7.73 7.71 7.73
R 2 0.70
* N=100; 0 3 <IO;S, =  -6 .5 : normal errors.
Table E.58 M onte C arlo  IR 22 -  Restrictions on J3} (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
M SE CP) 6938 6832 47.00 52.97 53.30
RM SE (p) 833 837 6.86 738 7.30
Var Cp) 6939 6836 35.55 3431 34.43
Bias2(^ ) 0.08 0.06 11.45 18.77 18.87
PRMSE 9.12 9.12 9.19 9.29 9.29
PRMSE ( p + e ) 0.00 0.00 0.00
PRM SE0 7.81 7.80 7.73 7.76 7.76
R2 0.70
* N=100; 0 3 < 5;S , =  —13; normal errors.
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Table IL59 Monte Carlo IR 23 -  Restrictions on (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE 05) 6938 66.94 47.10 5730 56.80
RMSE (£ ) 833 8.18
6.86 7.57 734
V ar 00)
6939 66.64 35.52 3433 3431
Bias2(/7) 0.08 0.50 11.58 23.07 2239
PRMSE 9.12 9.15 9.19 9.36 935
PRMSE (p + e ) 0.00 0.00 0.00
PRM SE0 7.81 7.78 7.73 7.80 7.79
R2 0.70
* N=100; < 3 5  ,8, = 0 : normal errors.
Table E.60 Monte C arlo IR 24 - Restrictions on P 3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE (;5) 69.38 67.05 47.38 61.66 60.14
RMSE {p) 8.33 8.19 6.88 7.85 7.75
Var (P) 6939 65.90 35.54 34.44 34.48
Bias2(P) 0.08 1.15 11.84 27.22 25.65
PRMSE 9.12 9.17 9.20 9.42 9.40
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 7.81 7.79 7.73 7.84 7.83
R2 0.70
* N=100; >53 < 3; S, =  0.5; normal errors.
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Table E.61 Monte Carlo IR 25 -  Restrictions on (See Table 4.1 for design)
OLS IRLS C.ME2-PM GME2-R1 GME2-R2
M SE (JI) 69 38 75.73 47-51 7234 74.62
RM SE (yff) 833 8.70 6.89 831 8.64
V ar (fi) 6939 65.15 35-57 36.88 37.03
Bias2(>ff) 0.08 10.58 11.94 35.45 37.59
PRM SE 9.12 937 9 3 0 1030 1030
PRM SE (p + e ) 0.00 331 334
PRM SE0 7.81 7.89 7.73 831 832
R 2 0.70
*N=100; 0 3 < \;S , = 2-5; normal errors.
Table E.62 Monte C arlo IR 26 —Restrictions on f i s (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
M SE (>ff) 69.38 85.56 A i m 86.97 82.79
RM SE (0) 8.33 935 6.91 933 9.10
V ar Cp) 6939 65.11 3539 38.11 37.97
Bias2( /0 0.08 20.45 12.18 48.86 44.81
PRMSE 9.12 9.55 930 11.67 11.70
PRM SE (p + e ) 0.00 6.12 6.27
PRM SE0 7.81 7.99 7.73 938 9.29
R2 0.70
* N=100; f ij < 0 ;  S, =  3.5; normal errors.
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Table E.63 Monte Carlo IR 27 -  Restrictions on /?3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE (Jf) 693 8 98.75 48.05 96.98 9631
R M S E (^ ) 833 9.94 6.93 9.85 9.82
V a r (^ ) 6939 65.10 35.62 3839 38.88
Bias2 ( ^ ) 0.08 33.65 12.44 58.40 57.49
PRMSE 9.12 9.78 930 11.89 13.10
PRM SE (p + e ) 0.00 6.31 830
PRM SE0 7.81 8.14 7.73 9.45 1036
R 1 0.70
* N=100; f i 3 < - \ ; S , = 4 3 ;  normal errors.
Table E.64 Monte Carlo IR21 -  Restrictions on (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE Cp) 6938 69.38 48.19 45.66 52.89
RMSE (p) 833 833 6.94 6.76 7.27
Var (p) 6939 6939 20.58 19.04 19.76
Bias: (/?) 0.08 0.08 27.60 26.62 33.14
PRMSE 9.12 9.12 936 9.31 9.30
PRMSE (p + e ) 0.00 0.00 0.00
PRM SE0 7.81 7.81 7.68 7.67 7.69
R1 0.70
* N= 100; /?3 < 10; S, = -6 .5 ;  normal errors.
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Table E.65 Monte Carlo IR 22 — Restrictions on f i3 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE (JF) 6938 6832 48.71 6031 62.45
RMSE CP) 833 837 6.98 7.76 7.90
Var Cp) 6939 6836 20.46 19.11 1935
Bias2(>5) 0.08 0.06 2836 41.10 43.10
PRMSE 9.12 9.12 936 9.43 9.45
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 7.81 7.80 7.67 7.75 7.78
R2 0.70
* N=100; p ^ 5 ; S , = - 1 3 :  normal errors.
Table E.66 M onte Carlo IR 23 —Restrictions on f i 3 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE Cp) 6938 66.94 48.99 67.50 66.82
RMSE (P) 8.33 8.18 7.00 8.22 8.17
Var Cp) 6939 66.44 20.41 19.20 19.24
Bias: (^ ) 0.08 0.50 28.58 4831 47.58
PRMSE 9.12 9.15 936 9.54 9.53
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 7.81 7.78 7.67 7.83 7.82
R2 0.70
* N=100; P 3 < 35 ;S, = 0 ; normal errors.
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Table E.67 Monte Carlo IR 24 -  Restrictions on f i} (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
M SE Cp) 6928 67.05 49.76 75.58 75.16
RM SE CP) 8.33 8.19 7.05 8.69 8.67
V ar CP) 6929 65.90 20.42 1923 19.40
Bias2 CP) 0.08 1.15 29.33 5626 55.77
PRMSE 9.12 9.17 926 9.68 9.67
PRM SE (p +  e) 0.00 0.00 0.00
PRM SE0 7.81 7.79 7.68 7.91 7.91
R 1 0.70
* N=100; p 3 < 3;5 , = 0.5; normal errors.
Table E.68 Monte Carlo IR 25 -  Restrictions on P 3 (See Table 4 .1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE (P) 6928 75.73 50.10 81.15 87.86
RMSE {p) 8.33 8.70 7.08 9.01 9.37
Var Cp) 6929 65.15 20.46 19.17 1923
Bias2(p) 0.08 10.58 29.64 61.98 68.63
PRMSE 9.12 9.37 9.26 9.78 9.90
PRMSE (p + e ) 0.00 0.00 0.00
PRM SE0 7.81 7.89 7.68 7.97 8.05
R2 0.70
* N=100; P 3 < 1; S, =  2.5; normal errors.
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Table E.69 Monte Carlo IR 26 — Restrictions on (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE Cp) 69.38 85.56 50.87 102.91 101.02
RMSE (P) 8.33 925 7.13 10.14 10.05
Var OS) 6929 65.11 20.48 1926 1929
Bias2(/T) 0.08 20.45 3029 83.64 81.64
PRMSE 9.12 9.55 927 10.16 10.12
PRMSE ( p + e ) 0.00 0.00 0.00
PRMSE0 7.81 7.99 7.68 822 820
R2 0.70
* N=100; P 3 < 0 ;S , = 3.5; normal errors.
Table E.70 M onte Carlo IR 27 — Restrictions on P 3 (See Table 4.1 Tor design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE (P) 69.38 98.75 51.72 116.14 110.77
RMSE {P) 8.33 9.94 7.19 10.78 10.52
Var Cp) 6929 65.10 20.51 19.39 19.31
Bias2Cp) 0.08 33.65 3121 96.75 91.46
PRMSE 9.12 9.78 9.27 10.39 10.30
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 7.81 8.14 7.69 8.37 8.31
R2 0.70
* N=100; P 3 < - l ; S ,  = 45 \  normal errors.
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Table E.71 Monte Carlo IR 31 -  Restrictions on f i3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
M SE (JJ) 21138 21033 8038 75.14 7937
RM SE (P) 14.54 1430 8.96 8.67 8.90
V ar (p) 21131 21037 48.41 41.90 43.65
Bias2(^ ) 0.07 0.06 31.87 3334 35.61
PRMSE 5.73 5.74 5.90 5.96 5.95
PRM SE (p + e ) 0.00 0.00 0.00
PRM SE0 9.10 9.09 8.45 8.38 8.45
R2 0.84
* N=50: P 3 < \0 ;S , =  —6.5; normal errors.
Table E.72 Monte C arlo  IR32 -  Restrictions on P 3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE iP) 211.38 20432 78.74 83.37 89.51
RM SE (p) 14.54 1439 8.87 9.13 9.46
V ar (P) 211.31 203.66 47.31 42.12 42.80
Bias2(P) 0.07 0.56 31.44 4135 46.71
PRMSE 5.73 5.76 5.90 6.02 6.04
PRMSE (p +  e) 0.00 0.00 0.00
PRM SE0 9.10 9.04 8.44 8.50 8.58
R 2 0.84
* N=50; P 3 <5',8, = —13: normal errors.
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Table E.73 Monte Carlo IR 3 3 - Restrictions on f i3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE (p) 21138 202.70 78.46 9330 96.93
R M S E (^) 14.54 1434 8.86 9.66 9.85
V ar (p) 21131 20037 46.98 42.47 43.12
Bias2(/7) 0.07 233 31.48 50.82 50.82
PRMSE 5.73 5.78 5.91 6.07 6.07
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 9.10 9.03 8.44 8.62 8.62
R2 0.84
* N=50; f i3 <35 ; S, =  0 ;  normal errors.
Table E.74 Monte C arlo IR 34 - Restrictions on P 3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-RI GME2-R2
MSE (fl) 211.38 202.92 79.00 102.85 108.84
RMSE (P) 14.54 1435 8.89 10.14 10.43
Var (p) 211.31 199.46 47.08 42.53 4331
Bias2(^ ) 0.07 3.46 31.92 6032 65.63
PRMSE 5.73 5.79 5.91 6.13 6.15
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 9.10 9.03 8.45 8.74 8.81
R2 0.84
* N=50; /?3 < 3; 5, =  0.5; normal errors.
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Table E.75 Monte Carlo IR 35 — Restrictions on f i3 (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE (p) 211.38 209.51 79.54 110.71 12130
R M SE (^) 14.54 14.47 8.92 1032 11.01
Var (p) 21131 196.89 4732 42.83 43.07
Bias 1(p) 0.07 12.62 3231 67.88 78.13
PRMSE 5.73 5.86 5.91 6.17 633
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 9.10 9.07 8.45 8.83 8.95
R2 0.84
* N=50; = 2.5; normal errors.
Table E.76 Monte Carlo IR 36 —Restrictions on (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE(>3) 211.38 217.03 80.61 13634 145.83
RMSE (p) 14.54 14.73 8.98 11.67 12.08
Var (P) 211.31 196.06 47.49 42.98 43.65
Bias"(^) 0.07 20.97 33.12 9337 102.18
PRMSE 5.73 5.91 5.92 6.33 6.38
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 9.10 9.14 8.47 9.12 9.22
R2 0.84
* N=50; f3l < 0 ',8 l =  3.5; normal errors.
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Table E.77 Monte Carlo IR 37 — Restrictions on p y (See Table 4.1 for design)
OLS IRLS GME2-PM GME2-R1 GME2-R2
MSE CP) 21138 227.83 82.07 158.51 13329
RMSE (p) 14.54 15.09 9.06 12.59 1135
Var (P) 21131 195.58 47.71 4339 43.89
Bias2(>5) 0.07 3236 3436 115.12 89.40
PRMSE 5.73 6.98 5.92 6.46 629
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 9.10 9.22 8.49 9 3 6 9.09
Rr 0.84
* N=50; P 3 < - l  ;S, = 4 3 ;  normal errors.
Table E.78 Monte Carlo IR 31 -  Restrictions on (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE (P) 211.38 210.33 75.70 72.64 80.04
RMSE Cp) 14.54 14.50 8.70 8.52 8.95
Var CP) 211.31 21027 23.38 19.52 20.09
Bias2(^ ) 0.07 0.06 52.33 53.12 59.95
PRMSE 5.73 5.74 6.04 6.10 6.11
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 9.10 9.09 8 2 2 8.17 829
R2 0.84
* N=50; /? } < !() ;£ , = -6 .5 ; normal errors.
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Table E.79 Monte Carlo IR 32 — Restrictions on f i3 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R.1 GME3-R2
MSE (£ ) 21138 20432 73.98 8435 94.93
R M S E  Off) 14.54 1439 8.60 9.18 9.74
Var (p) 21131 203.66 2236 1937 19.80
Bias2 Off) 0.07 0.56 51.62 64.68 75.13
P R M S E 5.73 5.76 6.04 6.16 632
PRMSE (p + e ) 0.00 0.00 0.00
P R M S E o 9.10 9.04 830 835 8.49
R1 0.84
* N=50: yff3 < 5  ;S, =  - 1 3 ;  normal errors.
Table E.80 M onte C arlo IR 33 —Restrictions on P 3 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
M S E  Off) 211.38 202.70 74.04 98.26 107.68
R M S E  ( p ) 14.54 1434 8.60 9.91 10.38
Var Off) 211.31 200.37 22.09 19.68 19.99
Bias2 (P) 0.07 2.33 51.95 78.59 87.69
P R M S E 5.73 5.78 6.04 634 6.29
P R M S E  (p + e ) 0.00 0.00 0.00
P R M S E 0 9.10 9.03 831 8.53 8.65
R 2 0.84
* N=50; < 3 3 ;  8, = 0 ;  normal errors.
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Table E.8I Monte Carlo IR 34 -  Restrictions on (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE(yS) 21138 202.92 75.72 11032 125.47
R M SE (^) 14.54 1435 8.70 10.50 1130
Var (p) 21131 199.46 22.17 19.67 19.96
Bias2(P) 0.07 3.46 53.55 9036 105.51
PRMSE 5.73 5.79 6.05 632 6.40
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 9.10 9.03 833 8.68 8.87
R2 0.84
* N=50; P i< 3 ;5 , = 0 3 ;  normal errors.
Table E.82 Monte Carlo IR 35 - Restrictions on P 3 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE Cfi) 211.38 209.51 76.97 124.00 141.04
RMSE Cp) 14.54 14.47 8.77 11.14 11.88
Var (P) 211.31 196.89 2237 19.85 19.97
Bias2(P) 0.07 12.62 54.60 104.15 121.07
PRMSE 5.73 5.86 6.06 6.40 6.50
PRMSE (p +  e) 0.00 0.00 0.00
PRMSE0 9.10 9.07 835 8.85 9.05
R 2 0.84
* N=50; P 3 < 1; 5, = 2 5 ;  normal errors.
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Table E.83 Monte Carlo IR 36 — Restrictions on f i3 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-R1 GME3-R2
MSE Cp) 21138 217.03 80.06 154.88 182.99
RMSE (JJ) 14.54 14.73 8.95 12.45 13.53
Var CP) 21131 196.06 2230 19.80 20.14
Bias2 (P) 0.07 20.97 57.56 135.08 162.84
PRMSE 5.73 5.91 6.07 6.59 6.74
PRMSE (p + e ) 0.00 0.00 0.00
PRMSE0 9.10 9.14 830 9221 952
R1 0.84
* N=50; P 3 <0;S, = 3 3 ; normal errors.
Table E.84 Monte Carlo IR 37 —Restrictions onP 3 (See Table 4.1 for design)
OLS IRLS GME3-PM GME3-RI GME3-R2
MSE Cp) 21138 227.83 84.28 187.47 172.67
RMSE (P) 14.54 15.09 9.18 13.69 13.14
Var (p) 211.31 195.58 22.64 19.88 20.47
Bias2(P) 0.07 32.26 61.64 167.59 152.20
PRMSE 5.73 6.98 6.10 6.78 6.67
PRMSE ( p + e ) 0.00 0.00 0.00
PRMSE0 9.10 932 835 9.57 9.41
R2 0.84
* N=50; P 3 < -  I ; S, =  4 5 ;  normal errors.
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