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We study the hypocoercivity property for some kinetic equations
in the whole space and obtain the optimal convergence rates of
solutions to the equilibrium state in some function spaces. The
analysis relies on the basic energy method and the compensat-
ing function introduced by Kawashima to the classical Boltzmann
equation and developed by Glassey and Strauss in the relativis-
tic setting. It is also motivated by the recent work (Duan et al.,
2008 [8]) on the Boltzmann equation by combining the spec-
trum analysis and energy method. The advantage of the method
introduced in this paper is that it can be applied to some com-
plicated system whose detailed spectrum is not known. In fact,
only some estimates through the Fourier transform on the con-
servative transport operator and the dissipation of the linearized
operator on the subspace orthogonal to the collision invariants are
needed.
© 2009 Elsevier Inc. All rights reserved.
Contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1519
2. Compensating functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1525
3. Relativistic Boltzmann equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1531
3.1. Basic estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1532
3.2. Energy estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1537
3.3. Optimal time decay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1541
4. Relativistic Landau equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1546
* Corresponding author at: Department of Mathematics, City University of Hong Kong, Hong Kong, China.
E-mail address:matyang@cityu.edu.hk (T. Yang).0022-0396/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2009.11.027
T. Yang, H. Yu / J. Differential Equations 248 (2010) 1518–1560 15194.1. Basic estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1546
4.2. Energy estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1551
4.3. Optimal time decay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1554
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1559
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1559
1. Introduction
In this paper, we consider the relativistic Boltzmann and Landau equations for the dynamics of
dilute particles in the whole space. Recall that the relativistic Boltzmann equation takes the form
∂t F + vˆ · ∇x F = C(F , F ), (1.1)
with initial condition F (0, x, v) = F0(x, v). Here, F (t, x, v) is the distribution function of the particles
at time t  0, located at x = (x1, x2, x3) ∈ R3 with momentum v = (v1, v2, v3) ∈ R3. We normalize the
speed of light c and the particle mass m to unity. Then the relativistic velocity vˆ is deﬁned in the
terms of momenta v by
vˆ = v
v0
, v0 ≡
√
1+ |v|2.
By using the quantities
s = 2(u0v0 − u · v + 1), u0 ≡
√
1+ |u|2,
4g2 = 2(u0v0 − u · v − 1) = s − 4,
vM = 2g
√
1+ g2
u0v0
≡ Møller velocity,
the collision operator C(F , F ) is in the form [3,4,16]
C(F ,G)(v) =
∫
R3
∫
S2
vMσ(g, θ)
[
F
(
u′
)
G
(
v ′
)− F (u)G(v)]du dω, (1.2)
where dω is a surface measure on the unit sphere S2, and σ is the scattering kernel satisfying some
conditions given later. As usual, we abbreviate F (t, x,u) by F (u), etc., and use prime to represent the
moment after collision. For the relativistic model, the conservations of momentum and energy are
given by
u + v = u′ + v ′,
√
1+ |u|2 +
√
1+ |v|2 =
√
1+ ∣∣u′∣∣2 +√1+ ∣∣v ′∣∣2, (1.3)
for u, v ∈ R3. In (1.2), the scattering angle θ is deﬁned as follows. For given 4 dimension vectors
U = (u0,u1,u2,u3) and V = (v0, v1, v2, v3), set U · V = u0v0 − ∑3k=1 ukvk (which is the Lorentz
inner product). Then angle θ is given by
cos θ = (U − V ) · (U
′ − V ′)
.
(U − V ) · (U − V )
1520 T. Yang, H. Yu / J. Differential Equations 248 (2010) 1518–1560On the other hand, Landau in 1936, introduced the kinetic equation to model a dilute plasma in
which particles interact by Coulomb force. When particle velocities are close to the speed of light,
the relativistic effect becomes important. The relativistic version of Landau equation was proposed by
Belyaev and Budker in 1956 [1], which is a fundamental model to describe the dynamics of a dilute,
collisional and fully ionized plasma. It also takes the same form as (1.1) but with a different collision
operator
C(g,h)(v) = ∇v ·
[∫
R3
Φ(u, v)
[
h(u)∇v g(v) − g(v)∇uh(u)
]
du
]
. (1.4)
Here, Φ(u, v) is a 3× 3 matrix given by
Φ(u, v) = Λ(u, v)S(u, v),
with
Λ(u, v) = 1
u0v0
(u0v0 − u · v)2
[
(u0v0 − u · v)2 − 1
]γ /2
,
S(u, v) = [(u0v0 − u · v)2 − 1]I3 − u ⊗ u − v ⊗ v + (u0v0 − u · v)(u ⊗ v + v ⊗ u),
where γ is a parameter leading to the standard classiﬁcation of the hard potential (γ > 0),
Maxwellian molecule (γ = 0) or soft potential (γ < 0) [26]. The following study on this model is
restricted to the physically interesting case when γ = −3, that is, the Coulomb interaction in plasma
physics.
Since the analysis is about solutions around a global equilibrium state, without loss of generality,
we normalize this global relativistic Maxwellian to μ(v) ≡ e−
√
1+v2 . Then as before, set the pertur-
bation f (t, x, v) around μ(v) by F = μ + √μ f . The equation for the perturbation f (t, x, v) becomes
∂t f + vˆ · ∇x f + L f = Γ ( f , f ), (1.5)
with f (0, x, v) = f0(x, v). Here, the linearized collision operator is
L f = μ−1/2{C(μ,μ1/2 f )+ C(μ1/2 f ,μ)},
and the non-linear collision operator is
Γ (g1, g2) = μ−1/2C
(
μ1/2g1,μ
1/2g2
)
.
It is known that for the relativistic Boltzmann equation, L can be written as L f = ν(v) f − K f with
the collision frequency ν(v) deﬁned by
ν(v) =
∫
R3
∫
S2
vMσ(g, θ)μ(u)dωdu, (1.6)
and the operator K by
K f =
∫
3
∫
2
vMσ(g, θ)μ
1/2(u)
[
μ1/2
(
u′
)
f
(
v ′
)+ μ1/2(v ′) f (u′)− μ1/2(v) f (u)]du dω.R S
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c1
gβ+1
1+ g sin
γ θ  σ(g, θ) c2
(
gβ + g−δ) sinγ θ, (1.7)
where c1 and c2 are positive constants, 0 δ < 1/2, 0 β < 2− 2δ, and either γ  0 or
|γ | <min
{
2− β, 1
2
− δ, 1
3
(2− 2δ − β)
}
.
Under these conditions on σ(g, θ), it was shown in [9] that K is compact on L2(R3). And from
[13,14], we know that there is a constant C > 1 such that
C−1vβ/20  ν(v) C v
β/2
0 for all v ∈ R3. (1.8)
Note that for the relativistic Landau equation, the collision frequency is deﬁned as
σ i j(v) =
∫
R3
Φ i j(u, v)μ(u)du. (1.9)
By the H-theorem, L is dissipative and the null space of L is spanned by the ﬁve collision invariants
N = span{√μ, v j√μ, v0√μ}, 1 j  3.
Let P be the projection of the space L2(R3) to the null space N in v variable. We can decompose
f (t, x, v) as
f (t, x, v) = P f + (I− P) f . (1.10)
Here, P f represents the macroscopic part and (I− P) f the microscopic part respectively.
For the later presentation, we need the following notations. Denote α = (α1,α2,α3) and β =
(β1, β2, β3) and
∂αβ ≡ ∂α1x1 ∂α2x2 ∂α3x3 ∂β1v1 ∂β2v2 ∂β3v3 .
We use C β¯β to denote the binomial coeﬃcient (
β
β
). To discuss the optimal time decay of solutions
to (1.5), the space Zq = L2(R3v ; Lq(R3x)) is used and its norm is given by
‖ f ‖Zq =
(∫
R3
(∫
R3
∣∣ f (x, v)∣∣q dx)2/q dv)1/2.
In the following, we shall use 〈·,·〉 to denote the standard L2 inner product in R3v and (·,·) to
denote the standard L2 inner product in R3x × R3v . And we use | · |2 to denote the L2 norm in R3v and‖ · ‖ to denote the L2 norms in R3x × R3v .
For both the relativistic Boltzmann equation and the Landau equation, some weighted norms will
be used. Precisely, for the relativistic Boltzmann equation, we use
1522 T. Yang, H. Yu / J. Differential Equations 248 (2010) 1518–1560|g|2ν =
∫
R3
ν(v)g2(v)dv, ‖g‖2ν =
∫
R3×R3
ν(v)g2(v)dxdv.
And for the relativistic Landau equation with (1.9), we use
|g|2σ =
∑
1i, j3
∫
R3
{
σ i j∂i g∂ j g + σ i j vi v j
v20
g2
}
dv,
‖g‖2σ =
∑
1i, j3
∫
R3×R3
{
σ i j∂i g∂ j g + σ i j vi v j
v20
g2
}
dv dx.
Notice that from [26,32], there exists C > 1 such that
C−1
{|∇v g|22 + |g|22} |g|2σ  C{|∇v g|22 + |g|22}. (1.11)
Since in some part of the presentation, the estimates for both systems are in the same form, we will
sometimes use a uniﬁed notation |g|D and ‖g‖D to denote either |g|ν or |g|σ , ‖g‖ν or ‖g‖σ without
ambiguity.
In terms of the energy functionals, for the relativistic Boltzmann equation (1.5) and any l  0, we
use
El( f )(t) ∼ E˜l( f )(t) =
∑
|α|N
∥∥νl∂α f (t)∥∥2. (1.12)
Here and in the following, A ∼ B means that there exist two generic positive constants C1 and C2
such that C1A B  C2A. Correspondingly, the dissipation functional for (1.5) is given by
Dl( f )(t) ∼ D˜l( f )(t) =
∑
1|α|N
∥∥∂αP f (t)∥∥2 + ∑
|α|N
∥∥νl∂α(I− P) f (t)∥∥2
ν
. (1.13)
For the relativistic Landau equation, the energy functional is
E(t) ∼ E˜(t) =
∑
|α|+β|N
∥∥∂αβ f (t)∥∥2, (1.14)
with dissipation rate
D(t) ∼ D˜(t) =
∑
1|α|N
∥∥∂αP f (t)∥∥2 + ∑
|α|+|β|N
∥∥∂αβ (I− P) f (t)∥∥2σ . (1.15)
In the following discussion, we will choose the highest order of differentiation with respect to any
variable to be N with N  4. Notice that for the optimal convergence rate analysis, we need some
weight in the microscopic momentum for the relativistic Boltzmann equation, but no differentiation
with respect to the microscopic momentum. However, for the relativistic Landau equation, it is just
opposite.
Throughout this paper, we use C to denote a generic positive constant which may vary from line
to line. With the above preparation, the main results can be stated as follows.
T. Yang, H. Yu / J. Differential Equations 248 (2010) 1518–1560 1523Theorem 1.1. For the relativistic Boltzmann equation, let F0(x, v) = μ + √μ f0(x, v)  0 and σ(g, θ) sat-
isfy (1.7). There exists a suﬃciently small constant ε > 0 such that if El( f )(0)  ε for any l  0, then there
exists a unique global solution f (t, x, v) to (1.5) with F (t, x, v) = μ + √μ f (t, x, v) 0 satisfying
El( f )(t) +
t∫
0
Dl( f )(s)ds CEl( f )(0). (1.16)
If we further assume l 1 and ‖ f0‖Z1  ε, then∥∥ f (t)∥∥2 = ∥∥P f (t)∥∥2 + ∥∥(I− P) f (t)∥∥2  C(1+ t)−3/2, (1.17)∑
1|α|N
∥∥∂αP f (t)∥∥2 + ∑
|α|N
∥∥νl∂α(I− P) f (t)∥∥2  C(1+ t)−5/2. (1.18)
Theorem 1.2. For the relativistic Landau equation, let F0(x, v) = μ + √μ f0(x, v)  0. There exists a suﬃ-
ciently small constant ε > 0 such that if E(0) ε, then there exists a unique global classical solution f (t, x, v)
to (1.5). Moreover, F (t, x, v) = μ + √μ f (t, x, v) 0 satisfying
E(t) +
t∫
0
D(s)ds CE(0). (1.19)
If we further assume that ‖ f0‖Z1  ε, then∥∥ f (t)∥∥2 = ∥∥P f (t)∥∥2 + ∥∥(I− P) f (t)∥∥2  C(1+ t)−3/2, (1.20)∑
1|α|N
∥∥∂αP f (t)∥∥2 + ∑
|α|+|β|N
∥∥∂αβ (I− P) f (t)∥∥2  C(1+ t)−5/2. (1.21)
Finally in the introduction, let us review some related works on the Boltzmann equation and the
Landau equation. So far, there are several energy methods for the study on the Boltzmann equations
near Maxwellian. The earliest one is based on the spectral analysis of the linearized Boltzmann equa-
tion and a bootstrapping argument which was initiated by Grad [15] and developed by Ukai [36,37],
where the optimal convergence rate to the Maxwellian was given in some weighted L∞ space in the
microscopic velocity. The direct energy method through the macro–micro decomposition which was
initiated by Liu and Yu [29] and developed by Liu, Yang and Yu [28], and Guo [17,19] independently
in two different ways. In between there is another energy method introduced by Kawashima [25]
which is based on the compensating function through the thirteen moments decomposition. For
this, the compensating function and the fourteen moments decomposition was given by Glassey and
Strauss [14] for the relativistic Boltzmann equation.
Notice that by using only the energy estimate, the optimal convergence rate is diﬃcult to obtain.
Recently, an approach based on the combination of the spectrum method and energy method was in-
troduced by Duan, Ukai, Yang and Zhao [8] to obtain the optimal convergence rates in various settings.
However, for some complicated equations or systems, if we do not know the detailed structure of the
spectrum, it is diﬃcult to apply the method in [8]. For this, the approach introduced in this paper
which is based on the compensating function and the energy method is shown to be useful. In this
approach, we only need the interaction between conservative operator ∂t + v · ∇x and the dissipation
of the linearized operator on the subspace orthogonal to the space spanned by the collision invari-
ants, and some analysis on the non-linear collision operators. And this is exactly the hypocoercivity
property studied by Villani and his collaborators recently. In fact, the hypocoercivity theory which
1524 T. Yang, H. Yu / J. Differential Equations 248 (2010) 1518–1560is closely related to, but is different from, the hypo-ellipticity theory has become one of the main
focuses in the study of problems from mathematical physics. The main feature of this theory is that
the coupling of a degenerate diffusion operator and a conservative operator may give the dissipation
in all variables, and the convergence to the equilibrium state which lies in a subspace smaller than
the kernel of the diffusion operator. The hypocoercivity theory has been investigated extensively for
physical models which include the Boltzmann equation, oscillator chains, Fokker–Planck equation, etc.,
cf. [2,20,30,38–40,31,35] and references therein. And some elegant theorems on the (multiple) com-
mutators in the spirit of Hörmander’s celebrated regularity theorem for hypo-ellipticity phenomena
have been established, cf. [39].
Related to the hypocoercivity phenomena, there are a lot of works on the convergence rate for the
solutions to the kinetic equation. For example, in either a torus or a bounded domain, Desvillettes
and Villani [7] developed a framework for the study on the trend to equilibriums for large solutions
with an almost exponential decay rate. And Strain and Guo [34] obtained the exponential decay to
Maxwellian in the torus for solutions to the Boltzmann and Landau equations with soft potentials
near a global Maxwellian. Recently, Duan, Ukai, Yang and Zhao [8] proved the optimal decay estimates
on the Cauchy problem of the Boltzmann equation with the external force by combining the energy
method and the spectrum analysis. However, so far it seems diﬃcult to apply this method to the
relativistic Landau equation because there is no detailed information on the spectrum for this equation
with Coulomb interaction. Therefore, the method introduced in this paper has its own advantage and
can be applied to the study on more complicated equation or systems.
We now turn back to the problems considered in this paper. Firstly, the general background of
the relativistic equations can found in the references [3,4,16,1,21,27]. In fact, a lot of works have
been done on the relativistic Boltzmann equation, cf. [3,9,10,12–14,22] and references therein. More
precisely, the linearized relativistic Boltzmann equation was solved by Dudyn´ski and Ekiel-Jezewska
in [9]. Later Glassey and Strauss obtained the global solution of the relativistic Boltzmann equation
near a relativistic Maxwellian in the torus [14], where a more restrictive assumption on the scattering
kernel σ(g, θ) is imposed and the solution space is either
L∞β1
(
R3v; Hk1
(
R3x
)); or L∞β1(R3v ,Ck2(R3x)), β1 > 32 , k1  2, k2  0.
Here,
L∞β1
(
R3v
)≡ { f ∣∣ (1+ |v|)β1 f (v) ∈ L∞(R3v)}.
By adopting Kawashima’s compensating function method, in [14], the optimal decay of (1+ t)− 34 was
obtained for the perturbation in the function space L∞β1(R
3
v ; Hk1 (R3x)), β1 > 32 , k1  2. Since L∞β1(R3v) ⊂
L2(R3v ), the function space for solutions in this paper is larger than this space.
On the other hand, the classical (non-relativistic) Landau equation has also been extensively inves-
tigated, cf. [5,6,17,41–43] and references therein. Precisely, Desvillettes and Villani [6] proved global
existence and uniqueness of classical solutions for spatially homogeneous Landau equation for hard
potentials. Degond and Lemou [5] studied the spectral properties and dispersion relation of linearized
Landau operator. Guo [17] constructed global classical solutions near a global Maxwellian in a periodic
box by energy method. Hsiao and Yu extended Guo’s results to the whole space in [24].
Nevertheless, there are less results on the relativistic Landau equation. For this, Lemou [26] ex-
tended the result in [5] to the relativistic setting. Recently, global solutions for the relativistic Landau–
Maxwell system near a relativistic Maxwellian in a torus were constructed in [32] based on the energy
method, and the almost exponential time decay rate to the equilibrium was obtained in [33]. Global
solutions to the relativistic Landau equation (1.5) near a relativistic Maxwellian in the whole space
were constructed in [23] where the solution space contains the temporal derivatives. Here, the analy-
sis in this paper gives both the global existence and the optimal convergence rate to the equilibrium
state, and it does not involve any estimation on the temporal derivatives. Therefore, this method is
more direct and robust than the previous energy method on this system.
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pensating function developed by Kawashima and Glassey–Strauss and give some basic estimates on
the linear equation. The optimal convergence rates for the relativistic Boltzmann equation and the
relativistic Landau equation will be given in Sections 3 and 4 respectively.
2. Compensating functions
In this section, we will recall the compensating functions for the relativistic Boltzmann and Landau
equations. Most of the estimates can be found in the paper by [14] and we include some derivation
here for the convenience of the readers.
As in [14,25], the subspace W˜ for the 14 moments is deﬁned as the space generated by N and
the images of N under the mappings f (v) → vˆ j f (v) ( j = 1,2,3). That is,
W˜ = span{√μϕ j | j = 1, . . . ,14},
where
ϕ1 = 1, ϕ j+1 = v j, ϕ5 = v0, ϕ j+5 = v j vˆ j,
ϕ9 = v1 vˆ2, ϕ10 = v2 vˆ3, ϕ11 = v3 vˆ1, ϕ j+11 = vˆ j ( j = 1,2,3).
Here, N ⊂ W˜ and the operator of multiplication by vˆ· maps N into W˜ . Denote an orthogonal ba-
sis for this 14-dimensional space by e j , 1  j  14, as in [14]. Let P0 be the orthogonal projection
from L2(R3v ) onto W˜ :
P0 f =
14∑
k=1
〈 f , ek〉ek.
We will now deduce compensating function of the relativistic model equations
[∂t + vˆ · ∇x + L]h = g, (2.1)
with initial data h(0, x, v) = h0(x, v) and a source term g . Set Wk = 〈h, ek〉. Then we have by us-
ing (2.1) that
∂tW +
∑
j
V j∂x jW + LW = g + R,
where V j ( j = 1,2,3) and L are the symmetric matrices given by
L = {〈L[el], ek〉}14k,l=1, V (ξ) = 3∑
j=1
V jξ j =
{〈
(vˆ · ξ)ek, el
〉}14
k,l=1,
and g is the vector component 〈g, e j〉. Here R is the remaining term which has the factor (I− P0) f .
For later use, we will use Rz for the real part of z ∈ C, and
W = [WI ,WII]T , WI = [W1, . . . ,W5]T , WII = [W6, . . . ,W14]T .
The following deﬁnition of compensating function was introduced by Kawashima. For later use, we
also include the dissipation rate on the microscopic component |(I− P)h|2D in (iii) of the deﬁnition.
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tion for (2.1) if
(i) S(·) is C∞ on S2 with values in the space of bounded linear operators on L2(R3), and S(−ω) =
−S(ω) for all ω ∈ S2,
(ii) i S(ω) is self-adjoint on L2(R3) for all ω ∈ S2,
(iii) there exists c0 > 0 such that for all h ∈ L2(R3) and ω ∈ S2,
R〈S(ω)(vˆ · ω)h,h〉+ 〈Lh,h〉 c0(|Ph|22 + ∣∣(I− P)h∣∣2D).
To construct the compensating function of the relativistic model equation, the following lemma
was proved in [14].
Lemma 2.2. There exist three 14 × 14 real constant skew-symmetric matrices R j ( j = 1,2,3) and positive
constants c1 and c2 such that
R(ω) ≡
3∑
j=1
R jω j
satisﬁes
R〈〈R(ω)V (ω)W ,W 〉〉 c1|WI |2 − c2|WII|2
for all W ∈ C14 . Here 〈〈·,·〉〉 represents the inner product on C14 .
Now a compensating function for the relativistic equation (2.1) can be deﬁned as follows. Given
ω ∈ S2, set R(ω) ≡ {ri j(ω)}14i, j=1 and let
S(ω)h ≡
14∑
k,=1
λrk(ω)〈h, e〉ek for some λ > 0, h ∈ L2
(
R3
)
. (2.2)
The following lemma is also from [14]. We include the proof here to show that the dissipation rate
|(I− P)h|2D can also be included.
Lemma 2.3. There exists λ > 0 such that S(ω) : L2(R3) → W˜ is a compensating function for the relativistic
equation (2.1).
Proof. Recall that R(ω) ≡∑3j=1 R jω j , where R j is a real constant 14× 14 and skew-symmetric ma-
trix. Moreover, S(·) is C∞(S2) and S(−ω) = −S(ω).
Let h1,h2 ∈ L2(R3v). Then
〈
S(ω)h1,h2
〉= 14∑
k,=1
rk(ω)〈h1, e〉〈h2, ek〉. (2.3)
Set
W = {Wk}14k=1 =
{〈h1, ek〉}14 , u = {uk}14k=1 = {〈h2, ek〉}14 .k=1 k=1
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S(ω)h1,h2
〉= λ〈〈R(ω)W ,u〉〉,
and 〈
i S(ω)h1,h2
〉= λ〈〈iR(ω)W ,u〉〉.
Since R(ω) is skew symmetric, i S(ω) is self-adjoint.
From (2.2), it is straightforward to show that
〈
S(ω)(vˆ · ω)h,h〉≡ 14∑
k,=1
λrk(ω)
〈
(vˆ · ω)h, e
〉〈h, ek〉.
Put h = P0h + (I− P0)h. Then for W j = 〈h, e j〉, we have〈
(vˆ · ω)h, e
〉= 〈(vˆ · ω)P0h, e〉+ 〈(vˆ · ω)(I− P0)h, e〉
=
14∑
j=1
W j
3∑
p=1
〈e j,ωp vˆ pe〉 +
〈
(vˆ · ω)(I− P0)h, e
〉
.
Notice that
14∑
j=1
W j
3∑
p=1
〈e j,ωp vˆ pe〉 =
14∑
j=1
W j
3∑
p=1
ωp
(
V p
)
j =
14∑
j=1
W j
(
V (ω)
)
j =
14∑
j=1
W j
(
V (ω)
)
 j.
Thus, we have
R〈S(ω)(vˆ · ω)h,h〉= Rλ 14∑
k,=1
rk(ω)
14∑
j=1
V j(ω)W jWk + Rλ
14∑
k,=1
rk
〈
(vˆ · ω)(I− P0)h, e
〉
Wk
= Rλ〈〈R(ω)V (ω)W ,W 〉〉+ λR 14∑
k,=1
rk
〈
(vˆ · ω)(I− P0)h, e
〉〈h, ek〉
 λ
[
c3|Ph|22 − c4
∣∣(I− P)h∣∣2D]+ λR 14∑
k,=1
rk
〈
(vˆ · ω)(I− P0)h, e
〉〈h, ek〉,
where we have used Lemma 2.2 and the exponential decay property of ek in v .
Since ∣∣〈(vˆ · ω)(I− P0)h, e〉∣∣ c5∣∣(I− P0)h∣∣2  c5∣∣(I− P)h∣∣D,
we have
R〈S(ω)(vˆ · ω)h,h〉 λ[c3|Ph|22 − c4∣∣(I− P)h∣∣2D]− c5λ|h|2∣∣(I− P)h∣∣D
 λ(c3 − ε)|Ph|22 − λcε
∣∣(I− P)h∣∣2 ,D
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cf. [13,32],
〈Lh,h〉 δ0
∣∣(I− P)h∣∣2D for some δ0 > 0.
A suitable combination of the above estimates yields that there exists c0 > 0 such that
R〈S(ω)(vˆ · ω)h,h〉+ 〈Lh,h〉 c0(|Ph|22 + ∣∣(I− P)h∣∣2D). (2.4)
And this shows that S(ω) is a compensating function and completes the proof of the lemma. 
We now use the compensating function S(ω) to derive an energy estimate. Set ω = ξ/|ξ | and take
the Fourier transform in x of (2.1). We have
∂t hˆ + i|ξ |(vˆ · ω)hˆ + Lhˆ = gˆ. (2.5)
By multiplying (2.5) by the conjugate of hˆ, we have
1
2
∂t |hˆ|22 + 〈Lhˆ, hˆ〉 = R〈hˆ, gˆ〉. (2.6)
Then applying −i|ξ |S(ω) to (2.5) gives
−i|ξ |S(ω)∂t hˆ + |ξ |2S(ω)
(
(vˆ · ω)hˆ)− i|ξ |S(ω)Lhˆ = −i|ξ |S(ω)gˆ. (2.7)
The inner product of the above equation with hˆ yields
R〈−i|ξ |S(ω)∂t hˆ, hˆ〉+ |ξ |2R〈S(ω)(vˆ · ω)hˆ, hˆ〉= |ξ |R{〈i S(ω)Lhˆ, hˆ〉− 〈i S(ω)gˆ, hˆ〉}. (2.8)
Since i S(ω) is self-adjoint, the ﬁrst term is just − 12∂t[|ξ |〈i S(ω)hˆ, hˆ〉]. By multiplying (1+|ξ |2) to (2.6),
and adding κ times (2.8), we have
∂t
[
(1+ |ξ |2)
2
|hˆ|22 −
κ |ξ |
2
〈
i S(ω)hˆ, hˆ
〉]+ (1+ |ξ |2 − κ |ξ |2)
× 〈Lhˆ, hˆ〉 + κ |ξ |2{R〈S(ω)(vˆ · ω)hˆ, hˆ〉+ 〈Lhˆ, hˆ〉}
= (1+ |ξ |2)R〈hˆ, gˆ〉 + κ |ξ |R{〈i S(ω)Lhˆ, hˆ〉− 〈i S(ω)gˆ, hˆ〉}. (2.9)
For the second term on the left-hand side of (2.9), when 0 < κ < 1, we have
(
1+ |ξ |2 − κ |ξ |2)〈Lhˆ, hˆ〉 (1− κ)(1+ |ξ |2) · δ0∣∣(I− P)hˆ∣∣2D.
And by Lemma 2.3, the third term on the left-hand side of (2.9) is bounded by
κ |ξ |2{R〈S(ω)(vˆ · ω)hˆ, hˆ〉+ 〈Lhˆ, hˆ〉} κ |ξ |2 · c0(|Phˆ|22 + ∣∣(I− P)hˆ∣∣2D).
Notice that
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14∑
k,=1
λrk(ω)〈Lh, e〉ek =
14∑
k,=1
λrk(ω)
〈
L
[
(I− P)h], e〉ek,
and
∣∣〈L[(I− P)h], e〉∣∣= ∣∣〈(I− P)h, Le〉∣∣ C ∣∣(I− P)h∣∣D,
where we used the self-adjoint property of L and the exponential decay of e(v) in v . The second
term on the right-hand side of (2.9) is dominated by
cκ |ξ |{∣∣〈i S(ω)L̂h, hˆ〉∣∣+ ∣∣〈i S(ω)gˆ, hˆ〉∣∣} cκ |ξ |{∣∣(I− P)hˆ∣∣D|hˆ|2 + 14∑
k,=1
∣∣〈gˆ, e〉∣∣ · ∣∣〈hˆ, ek〉∣∣
}
 cεκ
∣∣(I− P)hˆ∣∣2D + κε|ξ |2|hˆ|22 + cε 14∑
=1
∣∣〈gˆ, e〉∣∣2.
If we choose κ,ε > 0 small enough and combine the above estimates, we know that there exist
δ1, δ2 > 0 such that
∂t
[(
1+ |ξ |2)|hˆ|22 − κ |ξ |〈i S(ω)hˆ, hˆ〉]+ δ1(1+ |ξ |2)∣∣(I− P)hˆ∣∣2D + δ2|ξ |2|Phˆ|22

(
1+ |ξ |2)R〈hˆ, gˆ〉 + cε 14∑
=1
∣∣〈gˆ, e〉∣∣2. (2.10)
(2.10) will be used to prove the following lemma which was proved in [14] with q = 1 and m = 0.
Set HN = HNx (L2v).
Lemma 2.4. Let k k1  0 and N  4. Assume that
(i) h0 ∈ HN ∩ Zq,
(ii) g ∈ C0([0,∞); HN ∩ Zq),
(iii) Pg(t, x, v) = 0 for all (t, x, v) ∈ [0,∞) × R3 × R3 .
Then if h(t, x, v) ∈ C0([0,∞); HN ) ∩ C1([0,∞); HN−1) is a solution of (2.1), we have
∥∥∇kxh∥∥2  C(1+ t)−2σq,m(∥∥∇k1x h0∥∥Zq + ∥∥∇kxh0∥∥)2
+
t∫
0
(1+ t − s)−2σq,m(∥∥∇k1x g∥∥Zq + ∥∥∇kx g∥∥)2 ds, (2.11)
for any integer m = k − k1  0, where q ∈ [1,2] and
σq,m = 3
2
(
1
q
− 1
2
)
+ m
2
.
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From (2.10), this gives
∂t
[(
1+ |ξ |2)|hˆ|22 − κ |ξ |〈i S(ω)hˆ, hˆ〉]
+ δ1
(
1+ |ξ |2)∣∣(I− P)hˆ∣∣2D + δ2|ξ |2|Phˆ|22  C(1+ |ξ |2)|gˆ|22. (2.12)
Thus,
∂t E[h] + δ |ξ |
2
1+ |ξ |2 E[h] C |gˆ|
2
2, (2.13)
where
E[h] = ∣∣hˆ(t, ξ, ·)∣∣22 − κ |ξ |1+ |ξ |2 〈i S(ω)hˆ(t, ξ, ·), hˆ(t, ξ, ·)〉.
Since κ > 0 can be suﬃciently small and S(ω) is a compensating function, it is clear that
1
2
∣∣hˆ(t, ξ, ·)∣∣22  E[h] 2∣∣hˆ(t, ξ, ·)∣∣22. (2.14)
Then (2.13) and (2.14) give
∣∣hˆ(t, ξ, ·)∣∣22  ce−δt |ξ |21+|ξ |2 ∣∣hˆ0(ξ)∣∣22 + c
t∫
0
e
−δ(t−s) |ξ |2
1+|ξ |2
∣∣gˆ(s, ξ, ·)∣∣22 ds.
Multiplying this by |ξ |2k and integrating over ξ yield
∥∥∇kxh∥∥2 = ∫
R3
|ξ |2k∣∣hˆ(t, ξ, ·)∣∣22 dξ
 c
∫
R3
|ξ |2ke−δt
|ξ |2
1+|ξ |2
∣∣hˆ0(ξ)∣∣22 dξ + c
t∫
0
∫
R3
|ξ |2ke−δ(t−s)
|ξ |2
1+|ξ |2
∣∣gˆ(s, ξ, ·)∣∣22 dξ ds. (2.15)
Set
I0 =
∫
R3
|ξ |2ke−δt
|ξ |2
1+|ξ |2
∣∣hˆ0(ξ)∣∣22 dξ
=
∫
|ξ |1
|ξ |2ke−δt
|ξ |2
1+|ξ |2
∣∣hˆ0(ξ)∣∣22 dξ + ∫
|ξ |1
|ξ |2ke−δt
|ξ |2
1+|ξ |2
∣∣hˆ0(ξ)∣∣22 dξ. (2.16)
Notice that
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|ξ |1
|ξ |2ke−δt
|ξ |2
1+|ξ |2
∣∣hˆ0(ξ)∣∣22 dξ ∣∣∣∣ ∫
|ξ |1
∣∣ξα−α′ ∣∣2e−δt |ξ |22 ∣∣ξα′ hˆ0(ξ)∣∣22 dξ

( ∫
|ξ |1
|ξ |2p′me−δp′t |ξ |
2
2 dξ
)1/p′( ∫
|ξ |1
∣∣ξα′ hˆ0(ξ)∣∣2q′2 dξ)1/q
′
,
where |α| = k, |α′| = k1, m = |α − α′| and p′ ∈ [1,∞) with 1p′ + 1q′ = 1. Since
∫
|ξ |1
|ξ |2p′me−δp′t |ξ |
2
2 dξ  C(1+ t)−3/2−p′m,
and
( ∫
|ξ |1
∣∣ξα′ hˆ0(ξ)∣∣2q′2 dξ)1/q
′

∥∥∂α′h0∥∥2Zq , 1q + 12q′ = 1,
we have
∫
|ξ |1
|ξ |2ke−δt
|ξ |2
1+|ξ |2
∣∣hˆ0(ξ)∣∣22 dξ  c(1+ t)−3/2−p′m∥∥∂α′h0∥∥2Zq .
On the other hand,
∫
|ξ |1
|ξ |2ke−δt
|ξ |2
1+|ξ |2
∣∣hˆ0(ξ)∣∣22 dξ  ce −δt2 ∥∥∂αh0∥∥2.
Thus, we obtain
I0  C(1+ t)−3/2p′−m
∥∥∂α′h0∥∥2Zq + ce −δt2 ∥∥∂αh0∥∥2
 C(1+ t)−2σq,m(∥∥∇k1x h0∥∥Zq + ∥∥∇kxh0∥∥)2.
Clearly, the above estimation holds also for the terms involving g in (2.15) so that the ﬁnal estimate
in the lemma follows. 
3. Relativistic Boltzmann equation
The global existence and the optimal convergence rate for the relativistic Boltzmann equation will
be considered in this section. Firstly, in the following subsection, we will derive some basic estimates
on relativistic Boltzmann collision operator.
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Lemma 3.1. For l 0 and any function g with the following norms well deﬁned, we have
〈
ν2l Lg, g
〉
 1
2
∣∣νl g∣∣2
ν
− C |g|2ν . (3.1)
Proof. Notice that
ν2l Lg = ν2lνg − ν2l K g. (3.2)
Consider v ∈ R3 in the regions |v| m and |v| > m with m  1 separately. For the operator K , we
know from Lemma 3.7 in [13] that K g(v) = ∫R3 K (u, v)g(u)du, and under the assumption (1.7) the
kernel K (u, v) satisﬁes that when γ < 0,
sup
v
∫
R3
∣∣K (u, v)∣∣du < ∞, ∣∣K (u, v)∣∣ c(1+ |v|)[3|γ |+β+2δ]/2 · e−c|u−v|[|u × v|2 + |u − v|2]1/2|u − v|δ+|γ | . (3.3)
When γ  0, the estimate (3.3) holds by replacing the |γ | by zero and the following estimation also
holds. Therefore, we only consider the case when γ < 0 in the following.
Since K is bounded on L2(R3v), we have〈
ν2l K g1{|v|m}, g
〉
 Cm|g|2ν,
and
〈
ν2l K g1{|v|>m}, g
〉
=
∫
|v|>m
ν2l(v)
{∫
R3
K (u, v)g(u)du
}
g(v)dv

∫
|v|>m
ν2l(v)
{∫
R3
∣∣K (u, v)∣∣g2(u)du}1/2{∫
R3
∣∣K (u, v)∣∣du}1/2∣∣g(v)∣∣dv

{ ∫
|v|>m
∫
R3
ν2l(v)
∣∣K (u, v)∣∣g2(u)du dv}1/2{ ∫
|v|>m
∫
R3
ν2l(v)
∣∣K (u, v)∣∣g2(v)du dv}1/2. (3.4)
For the ﬁrst factor in the last line of (3.4), we have from (1.8) and (3.3) that∫
|v|>m
∫
R3
ν2l(v)
∣∣K (u, v)∣∣g2(u)du dv
=
∫
R3
g2(u)du
∫
|v|>m
ν2l(v)
∣∣K (u, v)∣∣dv
 C
∫
3
g2(u)du
∫
|v|>m
ν2l(v)(1+ |v|)[3|γ |+β+2δ]/2 · e−c|u−v|
[|u × v|2 + |u − v|2]1/2|u − v|δ+|γ | dvR
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∫
R3
g2(u)du
∫
|v|>m
ν2l(v)(1+ |v|)[3|γ |+β+2δ]/2 · e−c|u−v|
|(u − v) × v| · |u − v|δ+|γ | dv
 C
∫
R3
g2(u)du
∫
|v|>m
ν2l(v)(1+ |v|)[3|γ |+β+2δ]/2 · e−c|u−v|
|(u − v)| · |v| sinϑ · |u − v|δ+|γ | dv
 2C
∫
R3
g2(u)du
∫
|v|>m
ν2l(v)e−c|u−v|
|(u − v)|(1+ |v|)1−[3|γ |+β+2δ]/2 sinϑ · |u − v|δ+|γ | dv
 C
m1−[3|γ |+β+2δ]/2
∫
R3
g2(u)du
∫
|v|>m
(1+ |v|2)βl/2 · e−c|u−v|
|(u − v)| sinϑ · |u − v|δ+|γ | dv,
where we have used |(u − v) × v| = |u − v| · |v| sinϑ with ϑ ∈ (0,π). Clearly, the last integral is
bounded by∫
R3
(1+ |v|2)βl/2 · e−c|u−v|
|(u − v)| sinϑ · |u − v|δ+|γ | dv =
∫
R3
(1+ |u − v|2)βl/2 · e−c|v|
sinϑ · |v|1+δ+|γ | dv
 C
∫
R3
(1+ |u|2 + |v|2)βl/2 · e−c|v|
sinϑ · |v|1+δ+|γ | dv
= C
∞∫
0
π∫
0
(1+ |u|2 + ρ2)βl/2 · e−cρρ2 sinϑ
sinϑ · ρ1+δ+|γ | dρ dϑ
 C
∞∫
0
(
1+ |u|2 + ρ2)βl/2 · e−cρ/2 dρ  C(1+ |u|2)βl/2.
Therefore,
〈
ν2l K g1{|v|>m}, g
〉= ∫
|v|>m
ν2l(v)
{∫
R3
K (u, v)g(u)du
}
g(v)dv
 C
m1/2−[3|γ |+β+2δ]/4
{∫
R3
(
1+ |u|2)βl/2g2(u)du}1/2
×
{
sup
v
∫
R3
∣∣K (u, v)∣∣du · ∫
|v|>m
ν2l(v)g2(v)du dv
}1/2
.
Then by (1.8) and (3.3), we have for β  0,
〈
ν2l K g1{|v|>m}, g
〉
 C
m1/2−[3|γ |+β+2δ]/4
∣∣νl g∣∣2
ν
.
By noticing that 1/2 − [3|γ | + β + 2δ]/4 > 0, we complete the proof of Lemma 3.1 by choosing m
large enough. 
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Lemma 3.2. Let p ∈ [1,∞], l 0 and δ ∈ [0,1]. For any g1, g2 ∈ Lp(R3v), it holds that∣∣νl−δΓ (g1, g2)∣∣Lp  C(∣∣νl+1−δ g1∣∣Lp ∣∣νl g2∣∣Lp + ∣∣νl g1∣∣Lp ∣∣νl+1−δ g2∣∣Lp ). (3.5)
Proof. Write
Γ (g1, g2) = Γ1(g1, g2) − Γ2(g1, g2),
with
Γ1(g1, g2) =
∫
R3×S2
vMσ(g, θ)e
−u0/2g1
(
u′
)
g2
(
v ′
)
du dω,
Γ2(g1, g2) =
∫
R3×S2
vMσ(g, θ)e
−u0/2g1(u)g2(v)du dω.
From Lemma 3.1 in [13] and the deﬁnition of g , we know that
|u − v|
2u1/20 v
1/2
0
 g  1
2
u1/20 v
1/2
0 .
By (1.8), it holds that
∫
R3
[
gqβ + g−qδ]e−qu0 du  C vqβ/20 + C vqδ/20 ∫ uqδ/20 e−qu0|u − v|qδ du
 C vqβ/20 + C vqδ0
[
1+ |v|]−qδ  Cν(v)q.
Firstly, we consider Γ1(g1, g2). From Lemma 3.1 in [13], we know that vM is bounded. Thus, the
Hölder inequality gives
∣∣Γ1(g1, g2)∣∣ ∫
R3×S2
σ(g, θ)e−u0/2
∣∣g1(u′)∣∣∣∣g2(v ′)∣∣du dω

∫
R3×S2
[
gβ + g−δ] sinγ θe−u0/2∣∣g1(u′)∣∣∣∣g2(v ′)∣∣du dω

( ∫
R3×S2
[
gqβ + g−qδ] sinγ θe−qu0/4 du dω)1/q
×
( ∫
R3×S2
∣∣g1(u′)∣∣p∣∣g2(v ′)∣∣p sinγ θe−pu0/4 du dω)1/p
 Cν(v)
( ∫
3 2
∣∣g1(u′)∣∣p∣∣g2(v ′)∣∣p sinγ θe−pu0/4 du dω)1/p,
R ×S
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∫
R3
∣∣νl−δ(v)Γ1(g1, g2)∣∣p dv  C ∫ ν(l+1−δ)p(v)∣∣g1(u′)∣∣p∣∣g2(v ′)∣∣p sinγ θe−pu0/4 dv du dω.
Since energy conservation implies
√
1+ |v|2 
√
1+ ∣∣u′∣∣2 +√1+ ∣∣v ′∣∣2,
when β ∈ (0,2), we have
[√
1+ |v|2 ]β/2  [√1+ ∣∣u′∣∣2 ]β/2 + [√1+ ∣∣v ′∣∣2 ]β/2,
which implies that ν(v) ν(u′) + ν(v ′).
Therefore, we obtain
∫
R3
∣∣νl−δ(v)Γ1(g1, g2)∣∣p dv
 C
∫
R3×R3×S2
(
ν(l+1−δ)p
(
u′
)+ ν(l+1−δ)p(v ′))∣∣g1(u′)∣∣p∣∣g2(v ′)∣∣p sinγ θe−pu0/4 dv du dω
= C
∫
R3×R3×S2
(
ν(l+1−δ)p(u) + ν(l+1−δ)p(v))∣∣g1(u)∣∣p∣∣g2(v)∣∣p
× e
−pu′0/4
√
1+ |u′|2√1+ |v ′|2√
1+ |u|2√1+ |v|2 sinγ θ dv du dω,
where we have used the change of the variables (u, v) → (u′, v ′) and the Jacobian [11]
∂(u′, v ′)
∂(u, v)
= −
√
1+ |u′|2√1+ |v ′|2√
1+ |u|2√1+ |v|2 .
This proves (3.5) for Γ1(g1, g2) for the case when p ∈ [1,∞). The case when p = ∞ can be proved
similarly and the proof for Γ2(g1, g2) is simpler so that we skip the details for brevity. This completes
the proof of the lemma. 
Remark 3.2. Lemma 3.2 was proved in [13] for the case p = ∞, δ = 1 and l = 0. The case p = 2,
δ = 1/2 and l 0 will be used in the following Lemma 3.3.
Lemma 3.3. Let |α| N and l 0, we have
∥∥νl− 12 ∂αΓ (g1, g2)∥∥2  C(E˜l(g1)(t)D˜l(g2)(t) + E˜l(g2)(t)D˜l(g1)(t)). (3.6)
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Γ (Pg1,Pg2) + Γ
(
Pg1, (I− P)g2
)+ Γ ((I− P)g1,Pg2)+ Γ ((I− P)g1, (I− P)g2). (3.7)
Notice that
∂αΓ (g1, g2) =
∑
α1α
Cα1α Γ
(
∂α1 g1, ∂
α−α1 g2
)
.
By using (3.5) with δ = 1/2 and p = 2, we have
∥∥νl− 12 ∂αΓ (Pg1,Pg2)∥∥2  C ∑
α1α
∫
R3x
{∣∣νl+ 12 ∂α1Pg1∣∣22∣∣νl∂α−α1Pg2∣∣22
+ ∣∣νl∂α1Pg1∣∣22∣∣νl+ 12 ∂α−α1Pg2∣∣22}dx. (3.8)
We only estimate the ﬁrst term of (3.8) because the second term can be estimated similarly. When
|α1| |α|/2, we have∫
R3x
∣∣νl+ 12 ∂α1Pg1∣∣22∣∣νl∂α−α1Pg2∣∣22 dx C sup
x∈R3
∣∣νl+ 12 ∂α1Pg1∣∣22∥∥νl∂α−α1Pg2∥∥2
 C
∑
|α′|1
∥∥∇x∂α1+α′Pg1∥∥∥∥∂α−α1Pg2∥∥2
 C E˜l(g2)(t)D˜l(g1)(t).
Here we have used the fact that |νl∂α1P f |2  C |∂α1P f |2.
Otherwise, when |α − α1| |α|/2, we have∫
R3x
∣∣νl+ 12 ∂α1Pg1∣∣22∣∣νl∂α−α1Pg2∣∣22 dx C sup
x∈R3
∣∣νl∂α−α1Pg2∣∣22∥∥νl+ 12 ∂α1Pg1∥∥2
 C
∑
|α′|1
∥∥∇x∂α−α1+α′Pg2∥∥∥∥∂α1Pg1∥∥2
 C E˜l(g1)(t)D˜l(g2)(t).
For the second term of (3.7), by Lemma 3.2, we obtain
∥∥νl− 12 ∂αΓ (Pg1, (I− P)g2)∥∥2  C ∑
α1α
∫
R3x
{∣∣νl+ 12 ∂α1Pg1∣∣22∣∣νl∂α−α1(I− P)g2∣∣22
+ ∣∣νl∂α1Pg1∣∣22∣∣νl+ 12 ∂α−α1(I− P)g2∣∣22}dx. (3.9)
Again, we only consider the ﬁrst term of (3.9). When |α1| |α|/2, we have
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R3x
∣∣νl+ 12 ∂α1Pg1∣∣22∣∣νl∂α−α1(I− P)g2∣∣22 dx C sup
x∈R3
∣∣νl+ 12 ∂α1Pg1∣∣22∥∥νl∂α−α1(I− P)g2∥∥2
 C
∑
|α′|1
∥∥∇x∂α1+α′Pg1∥∥∥∥νl∂α−α1(I− P)g2∥∥2
 C E˜l(g2)(t)D˜l(g1)(t).
Otherwise, when |α − α1| |α|/2, we have∫
R3x
∣∣νl+ 12 ∂α1Pg1∣∣22∣∣νl∂α−α1(I− P)g2∣∣22 dx C sup
x∈R3
∣∣νl∂α−α1(I− P)g2∣∣22∥∥νl+ 12 ∂α1Pg1∥∥2
 C
∑
|α′|2
∥∥νl∂α−α1+α′(I− P)g2∥∥∥∥∂α1Pg1∥∥2
 C E˜l(g1)(t)D˜l(g2)(t).
Since the other terms can be estimated similarly. This completes the proof of (3.6). 
3.2. Energy estimates
Since basically, the energy estimate on the solution without weight in the microscopic momen-
tum is given by using the compensating function and the estimate on the macroscopic component
is the same with or without weight, we will only apply the basic energy method to derive the en-
ergy estimate on the microscopic component with weight. For this, from the relativistic Boltzmann
equation (1.5), the equation on the microscopic component is
[∂t + vˆ · ∇x + L](I− P) f = Γ ( f , f ) − [∂t + vˆ · ∇x]P f . (3.10)
Lemma 3.4. For the relativistic Boltzmann equation (1.5), we have the following weighted estimate:
d
dt
[ ∑
1|α|N
∥∥νl∂α f ∥∥2 + ∥∥νl(I− P) f ∥∥2]+ ∑
|α|N
∥∥νl(I− P)∂α f ∥∥2
ν
 C
∑
1|α|N
∥∥P∂α f ∥∥2 + C ∑
|α|N
∥∥(I− P)∂α f ∥∥2
ν
+ C E˜1/2l ( f )(t)D˜l( f )(t). (3.11)
Proof. Taking the inner product of (3.10) with ν2l(I− P) f gives
1
2
d
dt
∥∥νl(I− P) f ∥∥2 + (L(I− P) f , ν2l(I− P) f )
= (Γ ( f , f ), ν2l(I− P) f )− ([∂t + vˆ · ∇x]P f , ν2l(I− P) f ). (3.12)
We estimate (3.12) term by term. By Lemma 3.1 and Lemma 3.3, we have
(
L(I− P) f , ν2l(I− P) f ) 1
2
∥∥νl(I− P) f ∥∥2
ν
− C∥∥(I− P) f ∥∥2
ν
,∣∣(Γ ( f , f ), ν2l(I− P) f )∣∣ C E˜1/2( f )(t)D˜1/2( f )(t)∥∥νl(I− P) f ∥∥ .l l ν
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∣∣([∂t + vˆ · ∇x]P f , ν2l(I− P))∣∣ Cη[‖∇xP f ‖2 + ‖∂tP f ‖2]+ η∥∥νl(I− P) f ∥∥2ν .
On the other hand, we can obtain from (3.10) that
1
C
‖∂tP f ‖2  ‖∇xP f ‖2 +
∥∥∇x(I− P) f ∥∥2.
By using the above estimates and taking η > 0 small enough, we have from (3.12) that
d
dt
∥∥νl(I− P) f ∥∥2 + ∥∥νl(I− P) f ∥∥2
ν
 C‖∇xP f ‖2 + C
∑
|α|1
∥∥(I− P)∂α f ∥∥2
ν
+ C E˜1/2l ( f )(t)D˜l( f )(t). (3.13)
We take ∂α on Eq. (1.5) with 1 |α| N to obtain
[∂t + vˆ · ∇x + L]∂α f = ∂αΓ ( f , f ).
Taking the inner product with ν2l∂α f yields
1
2
d
dt
∥∥νl∂α f ∥∥2 + (L∂α f , ν2l∂α f )= (∂αΓ ( f , f ), ν2l∂α f ). (3.14)
From Lemma 3.1, we know that
(
L∂α f , ν2l∂α f
)
 1
2
∥∥νl∂α f ∥∥2
ν
− C∥∥∂α f ∥∥2
ν
.
By Lemma 3.3, the non-linear collision operator have the following estimate
∣∣(∂αΓ ( f , f ), ν2l∂α f )∣∣ C E˜1/2l ( f )(t)D˜1/2l ( f )(t)∥∥νl∂α f ∥∥ν  C E˜1/2l ( f )(t)D˜l( f )(t).
By combining the above estimates and taking η > 0 small enough, we have from (3.14) that
d
dt
∥∥νl∂α f ∥∥2 + ∥∥νl∂α f ∥∥2
ν
 C
∥∥∂αP f ∥∥2 + C∥∥∂α(I− P) f ∥∥2
ν
+ CηE˜1/2l ( f )(t)D˜l( f )(t). (3.15)
A suitable combination of (3.13) and (3.15) implies (3.11) and completes the proof of the
lemma. 
In the following, we are going to use the compensating function of the relativistic Boltzmann
equation in Section 2 to obtain the estimate on the solution.
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d
dt
[ ∑
1|α|N
∥∥∂α f ∥∥2 − κ ∑
1|α|N−1
∫
R3
|ξ |〈i S(ω)(∂̂α f ), ∂̂α f 〉dξ]
+ δ1
∑
1|α|N
∥∥(I− P)∂α f ∥∥2
ν
+ δ2
∑
2|α|N
∥∥P∂α f ∥∥2
 C
(E˜1/2l ( f )(t) + E˜l( f )(t))D˜l( f )(t), (3.16)
d
dt
[ ∑
|α|N
∥∥∂α f ∥∥2 − κ ∫
R3
(
1+ |ξ |2)N−1|ξ |〈i S(ω) fˆ , fˆ 〉dξ]
+ δ1
∑
|α|N
∥∥(I− P)∂α f ∥∥2
ν
+ δ2
∑
1|α|N
∥∥P∂α f ∥∥2
 C
(E˜1/2l ( f )(t) + E˜l( f )(t))D˜l( f )(t), (3.17)
where κ > 0 is small enough.
Proof. By setting h in (2.10) to be ∂α f , we have
∂t
[(
1+ |ξ |2)∣∣∂̂α f ∣∣22 − κ |ξ |〈i S(ω)(∂̂α f ), ∂̂α f 〉]+ δ1(1+ |ξ |2)∣∣(I− P)∂̂α f ∣∣2ν + δ2|ξ |2∣∣P∂̂α f ∣∣22

(
1+ |ξ |2)R〈∂̂α f , gˆ〉+ cε 14∑
=1
∣∣〈gˆ, e〉∣∣2. (3.18)
Let g = ∂αΓ ( f , f ). Integrating (3.18) over ξ and summing over 1 |α| N − 1 give
∂t
[ ∑
1|α|N
∥∥∂α f ∥∥2 − κ ∑
1|α|N−1
∫
R3
|ξ |〈i S(ω)(∂̂α f ), ∂̂α f 〉dξ]
+ δ1
∑
1|α|N
∥∥(I− P)∂α f ∥∥2
ν
+ δ2
∑
2|α|N
∥∥P∂α f ∥∥2

∑
1|α|N−1
∫
R3
(
1+ |ξ |2)R〈∂̂α f , gˆ〉dξ + cε ∑
1|α|N−1
14∑
=1
∫
R3
∣∣〈gˆ, e〉∣∣2 dξ. (3.19)
For the second term on the right-hand side of (3.19), by Lemma 3.2 and the properties of Fourier
transform, we obtain
∑
1|α|N−1
∫
R3
∣∣〈gˆ, e〉∣∣2 dξ = ∑
1|α|N−1
∫
R3
∣∣〈∂αΓ ( f , f ), e〉∣∣2 dx
 C
∑
1|α|N−1
∑
α′α
∫
R3
[∣∣∂α′ f ∣∣22∣∣∂α−α′ f ∣∣2ν + ∣∣∂α−α′ f ∣∣22∣∣∂α′ f ∣∣2ν]dx
 C E˜l( f )(t)D˜l( f )(t).
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∣∣∣∣ ∫
R3
(
1+ |ξ |2)R〈∂̂α f , gˆ〉dξ ∣∣∣∣ ∣∣∣∣ ∫
R3
〈
∂̂α f , gˆ
〉
dξ
∣∣∣∣+ ∣∣∣∣ ∫
R3
|ξ |2〈∂̂α f , gˆ〉dξ ∣∣∣∣. (3.20)
For the ﬁrst term in (3.20), by using Lemma 3.3, the expression of g and the properties of Fourier
transform, we get
∣∣∣∣ ∫
R3
〈
∂̂α f , gˆ
〉
dξ
∣∣∣∣= ∣∣(∂αΓ ( f , f ), ∂α f )∣∣ E˜1/2( f )(t)D˜1/2( f )(t)∥∥∂α f ∥∥ν  C E˜1/2( f )(t)D˜( f )(t),
∣∣∣∣ ∫
R3
|ξ |2〈∂̂α f , gˆ〉dξ ∣∣∣∣= ∣∣∣∣ ∫
R3
〈
̂∂δi∂α f , ∂̂δi g
〉
dξ
∣∣∣∣= ∣∣(∂δi∂αΓ ( f , f ), ∂δi∂α f )∣∣ C E˜1/2l ( f )(t)D˜l( f )(t),
where |ξ |2 = −(iξδi )2, |δi | = 1 and |α|  N − 1. Note that (3.19) and the above estimates give the
estimate (3.16).
Now let h in (2.10) be f . Multiplying the resulting equation by (1+|ξ |2)N−1 and integrating over ξ
yield
∂t
[∫
R3
(
1+ |ξ |2)N | fˆ |22 dξ − κ ∫
R3
(
1+ |ξ |2)N−1|ξ |〈i S(ω) fˆ , fˆ 〉dξ]
+ δ1
∫
R3
(
1+ |ξ |2)N ∣∣(I− P) fˆ ∣∣2
ν
dξ + δ2
∫
R3
(
1+ |ξ |2)N−1|ξ |2|P fˆ |22 dξ

∫
R3
(
1+ |ξ |2)NR〈 fˆ , gˆ〉dξ + cε 14∑
=1
∫
R3
(
1+ |ξ |2)N ∣∣〈gˆ, e〉∣∣2 dξ. (3.21)
By setting g = Γ ( f , f ) in the above inequality, we have
d
dt
[ ∑
|α|N
∥∥∂α f ∥∥2 − κ ∫
R3
(
1+ |ξ |2)N−1|ξ |〈i S(ω) fˆ , fˆ 〉dξ]
+ δ1
∑
|α|N
∥∥(I− P)∂α f ∥∥2
ν
+ δ2
∑
1|α|N
∥∥P∂α f ∥∥2

∑
|α|N
∫
R3
(
1+ |ξ |2)R〈∂̂α f , gˆ〉dξ + cε ∑
|α|N
14∑
=1
∫
R3
∣∣〈gˆ, e〉∣∣2 dξ. (3.22)
Finally, by using Lemma 3.2, Lemma 3.3 and the properties of Fourier transform, similar argument
as above gives (3.17) and this completes the proof of the lemma. 
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The local existence of classical solution in the Sobolev space has been proved, cf. [22]. All we now
need is some uniform estimate for both the global existence and the time decay estimate. For the
convenience of the readers, we include the local existence result as follows.
Lemma 3.6. For the relativistic Boltzmann equation, let l 0. Then for any suﬃciently small ε > 0 and T ∗ > 0
with T ∗  ε/2 and E˜l( f )(0) ε, there is a unique classical solution to (1.5) in [0, T ∗) × R3 × R3 such that
E˜l( f )(t) +
∑
|α|N
t∫
0
∥∥νl∂α f (s)∥∥2
ν
ds C E˜l( f )(0),
and E˜l( f )(t) is continuous over [0, T ∗). If F0(x, v) = μ + √μ f0(x, v)  0, then F (t, x, v) = μ +√
μ f (t, x, v) 0.
The proof of Theorem 1.1 can now be given in two parts as follows.
Proof of global existence. By Lemma 3.5, we have
d
dt
[ ∑
|α|N
∥∥∂α f ∥∥2 − κ ∫
R3
(
1+ |ξ |2)N−1|ξ |〈i S(ω) fˆ , fˆ 〉dξ]+ δ2 ∑
1|α|N
∥∥P∂α f ∥∥2
+ δ1
∑
|α|N
∥∥(I− P)∂α f ∥∥2
ν
 C
(E˜l( f )(t) + E˜1/2l ( f )(t))D˜l( f )(t), (3.23)
where κ > 0 is small enough. From Lemma 3.4, we have
d
dt
[ ∑
1|α|N
∥∥νl∂α f ∥∥2 + ∥∥νl(I− P) f ∥∥2]+ ∑
|α|N
∥∥νl(I− P)∂α f ∥∥2
ν
 C
∑
1|α|N
∥∥P∂α f ∥∥2 + C ∑
|α|N
∥∥(I− P)∂α f ∥∥2
ν
+ C(E˜l( f )(t) + E˜1/2l ( f )(t))D˜l( f )(t). (3.24)
A suitable linear combination of (3.23) and (3.24) yields
d
dt
{ ∑
|α|N
∥∥∂α f ∥∥2 − κ ∫
R3
(
1+ |ξ |2)N−1|ξ |〈i S(ω) fˆ , fˆ 〉dξ + ∑
1|α|N
∥∥νl∂α f ∥∥2 + ∥∥νl(I− P) f ∥∥2}
+
{ ∑
|α|N
∥∥νl∂α(I− P) f ∥∥2
ν
+
∑
|α|N
∥∥∂α(I− P) f ∥∥2
ν
+
∑
1|α|N
∥∥∂αP f ∥∥2}
 C
(E˜l( f )(t) + E˜1/2l ( f )(t))D˜l( f )(t). (3.25)
On the other hand, we can obtain from (2.2) that∣∣∣∣κ ∫
3
(
1+ |ξ |2)N−1|ξ |〈i S(ω) fˆ , fˆ 〉dξ ∣∣∣∣ κ ∑
|α|N
∥∥∂α f ∥∥2 + κ ∑
|α|N−1
∥∥∂α f ∥∥2.
R
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El( f )(t) =
∑
|α|N
∥∥∂α f ∥∥2 − κ ∫
R3
(
1+ |ξ |2)N−1|ξ |〈i S(ω) fˆ , fˆ 〉dξ
+
∑
1|α|N
∥∥νl∂α f ∥∥2 + ∥∥νl(I− P) f ∥∥2,
Dl(t) =
∑
|α|N
∥∥νl∂α(I− P) f ∥∥2
ν
+
∑
|α|N
∥∥∂α(I− P) f ∥∥2
ν
+
∑
1|α|N
∥∥∂αP f ∥∥2.
Hence,
d
dt
El( f )(t) + Dl( f )(t) C
(E˜l( f )(t) + E˜1/2l ( f )(t))D˜l( f )(t)
 C
(El( f )(t) + E1/2l ( f )(t))Dl( f )(t). (3.26)
Based on the local existence and the standard continuity argument, if E˜l( f )(0) ε for ε > 0 small
enough, then the global existence follows from the above uniform estimate. 
Proof of the optimal time decay. Here, we will apply the ideas in [8] on the optimal decay rate
estimates. We ﬁrst give the optimal time decay rate of the solution itself.
By using Lemma 2.4, it holds that
∥∥ f (t)∥∥2  C(1+ t)−3/2(‖ f0‖2Z1 + ‖ f0‖2)
+ C
t∫
0
(1+ t − s)−3/2(∥∥Γ ( f , f )∥∥Z1 + ∥∥Γ ( f , f )∥∥)2 ds. (3.27)
By Lemma 3.2 with l = 0 and δ = 0, we know that
∥∥Γ ( f , f )∥∥2Z1  C‖ν f ‖2‖ f ‖2  CEl( f )(t)‖ f ‖2  Cε‖ f ‖2,∥∥Γ ( f , f )∥∥2  ∫
R3
|ν f |22| f |22 dx CEl( f )(t)‖ f ‖2  Cε‖ f ‖2,
where we have assumed l 1 and used El( f )(t) ε. Deﬁne
M0(t) = sup
0st
{
(1+ s)3/2∥∥ f (s)∥∥2}. (3.28)
Notice that M0(t) is non-decreasing and for any 0 s t ,(∥∥Γ ( f , f )∥∥Z1 + ∥∥∇xΓ ( f , f )∥∥)2  Cε‖ f ‖2  Cε(1+ t)−3/2M0(t).
With this, we have from (3.27) that
M0(t) C
(‖ f0‖2Z + ‖ f0‖2)+ CεM0(t).1
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We now use Lemma 2.4 to obtain the optimal time decay rate of the derivatives of the solution.
For this, we ﬁrst deduce some energy estimates on the derivatives.
By Lemma 3.5, we have
d
dt
[ ∑
1|α|N
∥∥∂α f ∥∥2 − κ ∑
1|α|N−1
∫
R3
|ξ |〈i S(ω)(∂̂α f ), ∂̂α f 〉dξ]+ δ2 ∑
2|α|N
∥∥P∂α f ∥∥2
+ δ1
∑
1|α|N
∥∥(I− P)∂α f ∥∥2
ν
 C
(E˜l( f )(t) + E˜1/2l ( f )(t))D˜l( f )(t), (3.30)
where κ > 0 is small enough. From Lemma 3.4, we have
d
dt
[ ∑
1|α|N
∥∥νl∂α f ∥∥2 + ∥∥νl(I− P) f ∥∥2]+ ∑
|α|N
∥∥νl(I− P)∂α f ∥∥2
ν
 C
∑
1|α|N
∥∥P∂α f ∥∥2 + ∑
|α|N
∥∥(I− P)∂α f ∥∥2
ν
+ C(E˜l( f )(t) + E˜1/2l ( f )(t))D˜l( f )(t). (3.31)
The standard energy estimate implies
d
dt
∥∥(I− P) f ∥∥2 + ∥∥(I− P) f ∥∥2
ν
 C‖∇xP f ‖2 + C
∥∥∇x(I− P) f ∥∥2ν + C(E˜l( f )(t) + E˜1/2l ( f )(t))D˜l( f )(t). (3.32)
A suitable linear combination of (3.30), (3.31) and (3.32) yields
d
dt
{ ∑
1|α|N
∥∥∂α f ∥∥2 − κ ∑
1|α|N−1
∫
R3
|ξ |〈i S(ω)(∂̂α f ), ∂̂α f 〉dξ
+
∑
1|α|N
∥∥νl∂α f ∥∥2 + ∥∥νl(I− P) f ∥∥2 + ∥∥(I− P) f ∥∥2}
+
{ ∑
|α|N
∥∥νl∂α(I− P) f ∥∥2
ν
+
∑
|α|N
∥∥∂α(I− P) f ∥∥2
ν
+
∑
1|α|N
∥∥∂αP f ∥∥2}
 C
(E˜l( f )(t) + E˜1/2l ( f )(t))D˜l( f )(t) + C‖∇xP f ‖2.
On the other hand, we obtain from (2.2) that∣∣∣∣κ ∑
1|α|N−1
∫
R3
|ξ |〈i S(ω)(∂̂α f ), ∂̂α f 〉dξ ∣∣∣∣ κ ∑
1|α|N
∥∥∂α f ∥∥2 + κ ∑
1|α|N−1
∥∥∂α f ∥∥2.
Therefore, we can deﬁne an energy functional by
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{ ∑
1|α|N
∥∥∂α f ∥∥2 − κ ∑
1|α|N−1
∫
R3
|ξ |〈i S(ω)(∂̂α f ), ∂̂α f 〉dξ
+
∑
1|α|N
∥∥νl∂α f ∥∥2 + ∥∥νl(I− P) f ∥∥2 + ∥∥(I− P) f ∥∥2},
which is bounded by CDl( f )(t) for some C and satisﬁes
Hl( f )(t) ∼
∑
1|α|N
∥∥∂αP f (t)∥∥2 + ∑
|α|N
∥∥∂α(I− P) f (t)∥∥2 + ∑
|α|N
∥∥νl∂α(I− P) f (t)∥∥2. (3.33)
Hence, we have
d
dt
Hl( f )(t) + Dl( f )(t) C
(E˜l( f )(t) + E˜1/2l ( f )(t))D˜l( f )(t) + C‖∇xP f ‖2
 C
(El( f )(t) + E1/2l ( f )(t))Dl( f )(t) + C‖∇xP f ‖2.
In the proof of global existence, we know that El( f )(t) < ε for some ε > 0 small enough. Then we
have
d
dt
Hl( f )(t) + Dl( f )(t) C‖∇xP f ‖2, (3.34)
which together with Hl( f )(t) CDl( f )(t) give
d
dt
Hl( f )(t) + cHl( f )(t) C‖∇xP f ‖2. (3.35)
By using Lemma 2.4, we can obtain
∥∥∇xP f (t)∥∥2  ∥∥∇x f (t)∥∥2
 Cλ0(1+ t)−5/2 + C
t∫
0
(1+ t − s)−5/2(∥∥Γ ( f , f )∥∥Z1 + ∥∥∇xΓ ( f , f )∥∥)2 ds,
where λ0 = ‖ f0‖2Z1 + ‖∇x f0‖2.
If l 1, the Hölder inequality and Lemma 3.2 with l = 0 and δ = 0 give
∥∥Γ ( f , f )∥∥2Z1  C‖ν f ‖2‖ f ‖2  C∥∥ν(I− P) f ∥∥4 + C‖P f ‖4  CEl( f )(t)Hl( f )(t) + C(1+ t)−3,∥∥∇xΓ ( f , f )∥∥2  C ∫
R3
{|ν∇x f |22| f |22 + |∇x f |22|ν f |22}dx CEl( f )(t)Hl( f )(t).
Deﬁne
M(t) = sup
0st
{
(1+ s)5/2Hl( f )(s)
}
. (3.36)
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(∥∥Γ ( f , f )∥∥Z1 + ∥∥∇xΓ ( f , f )∥∥)2  CεHl( f )(t) + C(1+ t)−3,
for any 0 s t , where we have used the fact that El( f )(t) ε.
With this, we have
∥∥∇xP f (t)∥∥2  ∥∥∇x f (t)∥∥2
 Cλ0(1+ t)−5/2 + C
(
1+ εM(t)) t∫
0
(1+ t − s)−5/2(1+ s)−5/2 ds
 C(1+ t)−5/2(1+ λ0 + εM(t)). (3.37)
On the other hand, by the Gronwall inequality, (3.35) gives
Hl( f )(t) e−ct Hl( f )(0) + C
t∫
0
e−c(t−s)
∥∥∇xP f (s)∥∥2 ds,
for some constant c > 0. Then, (3.37) yields
Hl( f )(t) e−ct Hl( f )(0) + C
t∫
0
e−c(t−s)(1+ s)−5/2 ds(1+ λ0 + εM(t))
 C(1+ t)−5/2(1+ Hl( f )(0) + λ0 + εM(t)).
Hence, for any t  0,
M(t) = sup
0st
{
(1+ s)5/2Hl( f )(s)
}
 C
(
1+ Hl( f )(0) + λ0 + εM(t)
)
.
Then, if ε > 0 is small enough, one has
M(t) C
(
1+ Hl( f )(0) + λ0
)
.
From (3.36), this gives
Hl( f )(t) C(1+ t)−5/2. (3.38)
Notice that
Hl( f )(t) ∼
∑
1|α|N
∥∥∂αP f (t)∥∥2 + ∑
|α|N
∥∥νl∂α(I− P) f (t)∥∥2.
Thus, (1.18) is proved and this completes the proof of Theorem 1.1. 
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The strategy for obtaining the optimal decay estimate for the relativistic Landau equation is similar
to the one given in the last section for the relativistic Boltzmann equation. First, we need the following
basic estimates on the relativistic Landau collision operators L f and Γ ( f , f ).
4.1. Basic estimates
Lemma 4.1. For two functions g1 = g1(x, v) and g2 = g2(x, v) with the following norms well deﬁned, it holds
that
∥∥Γ (g1, g2)∥∥Z1  C ∑
|β1|2
‖∂β1 g1‖ ·
∑
|β2|2
‖∂β2 g2‖. (4.1)
Proof. Recall that
Γ (g1, g2) = 1√
μ
C(√μg1,√μg2)
= μ−1/2(v)∂i
∫
R3
Φ i j(u, v)μ1/2(u)μ1/2(v)
{
g2(u)∂ j g1(v) − ∂ j g2(u)g1(v)
}
du
+ μ−1/2(v)∂i
∫
R3
Φ i j(u, v)μ1/2(u)μ1/2(v)
{
u j
2u0
− v j
2v0
}
g2(u)g1(v)du
= μ−1/2(v)∂i
∫
R3
Φ i j(u, v)μ1/2(u)μ1/2(v)
{
g2(u)∂ j g1(v) − ∂ j g2(u)g1(v)
}
du
=
(
∂i − vi2v0
)∫
R3
Φ i j(u, v)μ1/2(u)
{
g2(u)∂ j g1(v) − ∂ j g2(u)g1(v)
}
du, (4.2)
where we have used the fact that
3∑
i=1
Φ i j(u, v)
(
ui
u0
− vi
v0
)
=
3∑
j=1
Φ i j(u, v)
(
u j
u0
− v j
v0
)
= 0.
As [32], we will use the following relativistic differential operator:
Θα ≡ Θα(u, v) =
(
∂v3 +
u0
v0
∂u3
)α3(
∂v2 +
u0
v0
∂u2
)α2(
∂v1 +
u0
v0
∂u1
)α1
.
By using Theorem 3 in [32], we have
∂i
∫
R3
Φ i j(u, v)μ1/2(u)
{
g2(u)∂ j g1(v) − ∂ j g2(u)g1(v)
}
du
=
∫
3
ΘeiΦ
i j(u, v)μ1/2(u)
{
g2(u)∂ j g1(v) − ∂ j g2(u)g1(v)
}
ϕ
ei
ei ,0,0
(u, v)duR
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∫
R3
Φ i j(u, v)μ1/2(u)∂eiu
{
g2(u)∂ j g1(v) − ∂ j g2(u)g1(v)
}
ϕ
ei
0,ei ,0
(u, v)du
+
∫
R3
Φ i j(u, v)μ1/2(u)∂eiv
{
g2(u)∂ j g1(v) − ∂ j g2(u)g1(v)
}
ϕ
ei
0,0,ei
(u, v)du, (4.3)
where ϕeiβ1,β2,β3 (u, v) is a smooth function satisfying∣∣ϕeiβ1,β2,β3(u, v)∣∣ Cu0, (4.4)
for any multi-indices ei = β1 + β2 + β3. By using (4.2), (4.3) and (4.4), we have∥∥∥∥(∂i − vi2v0
)∫
R3
Φ i j(u, v)μ1/2(u)
{
g2(u)∂ j g1(v) − ∂ j g2(u)g1(v)
}
du
∥∥∥∥
L1x
 C
∫
R3
u0μ
1/2(u)
[∣∣Φ i j(u, v)∣∣+ ∣∣ΘeiΦ i j(u, v)∣∣]{[ ∑
|β1|2
∥∥∂β1 g1(v)∥∥L2x
]
×
[ ∑
|β2|2
∥∥∂β2 g2(u)∥∥L2x
]
+
[ ∑
|β1|2
∥∥∂β1 g1(u)∥∥L2x
]
·
[ ∑
|β2|2
∥∥∂β2 g2(v)∥∥L2x
]}
du
 C
(∫
R3
u20μ(u)
[∣∣Φ i j(u, v)∣∣+ ∣∣ΘeiΦ i j(u, v)∣∣]2 du)1/2{[ ∑
|β1|2
∥∥∂β1 g1(v)∥∥L2x
]
×
[ ∑
|β2|2
‖∂β2 g2‖
]
+
[ ∑
|β1|2
‖∂β1 g1‖
]
·
[ ∑
|β2|2
∥∥∂β2 g2(v)∥∥L2x
]}
. (4.5)
By Lemma 2 in [32], we know that on the set A = {|u − v| + |u × v| [|v| + 1]/2}
∣∣ΘαΦ i j(u, v)∣∣ C v−|α|0 u60, (4.6)
and on the set B = {|u − v| + |u × v| [|v| + 1]/2}
∣∣ΘαΦ i j(u, v)∣∣ Cu70v−|α|0 |u − v|−1. (4.7)
Then on the set A, we use (4.6) to obtain
[∣∣Φ i j(u, v)∣∣+ ∣∣ΘeiΦ i j(u, v)∣∣] u60,
which implies
(∫
R3
u20μ(u)
[∣∣Φ i j(u, v)∣∣+ ∣∣ΘeiΦ i j(u, v)∣∣]2 du)1/2  C1. (4.8)
On the set B, we use (4.7) to obtain
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which implies
(∫
R3
u20μ(u)
[∣∣Φ i j(u, v)∣∣+ ∣∣ΘeiΦ i j(u, v)∣∣]2 du)1/2  C2[1+ |v|]−1  C2. (4.9)
From (4.5), (4.8) and (4.9), we obtain
∥∥Γ (g1, g2)∥∥Z1  C ∑
|β1|2
‖∂β1 g1‖
∑
|β2|2
‖∂β2 g2‖.
And this completes the proof of the lemma. 
Lemma 4.2. For any f = f (t, x, v) with the following norms well deﬁned, it holds that∑
|α|1
∥∥∂αΓ ( f , f )∥∥2  C E˜(t)E(t) C E˜(t)D˜(t), (4.10)
where E(t) is deﬁned by
E(t) =
∑
1|α|N
∥∥∂αP f (t)∥∥2 + ∑
|α|+|β|N
∥∥∂αβ (I− P) f (t)∥∥2. (4.11)
Proof. By (4.2), we have
∂αΓ ( f , f ) = 1√
μ
C(√μ∂α1 f ,√μ∂α2 f )
=
∑
α1+α2=α
Cα1α
(
∂i − vi2v0
)∫
R3
Φ i j(u, v)μ1/2(u)
× {∂α2 f (u)∂α1j f (v) − ∂α2j f (u)∂α1 f (v)}du. (4.12)
By using Theorem 3 in [32], we have
∂i
∫
R3
Φ i j(u, v)μ1/2(u)
{
∂α2 f (u)∂α1j f (v) − ∂α2j f (u)∂α1 f (v)
}
du
=
∫
R3
ΘeiΦ
i j(u, v)μ1/2(u)
{
∂α2 f (u)∂α1j f (v) − ∂α2j f (u)∂α1 f (v)
}
ϕ
ei
ei ,0,0
(u, v)du
+
∫
R3
Φ i j(u, v)μ1/2(u)∂eiu
{
∂α2 f (u)∂α1j f (v) − ∂α2j f (u)∂α1 f (v)
}
ϕ
ei
0,ei ,0
(u, v)du
+
∫
3
Φ i j(u, v)μ1/2(u)∂eiv
{
∂α2 f (u)∂α1j f (v) − ∂α2j f (u)∂α1 f (v)
}
ϕ
ei
0,0,ei
(u, v)du, (4.13)R
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for any multi-indices ei = β1 + β2 + β3. Without loss of generality, suppose |α1| = 0 and |α2| = 1. By
using (4.12), (4.13) and the Hölder inequality, we obtain∥∥∥∥(∂i − vi2v0
)∫
R3
Φ i j(u, v)μ1/2(u)
{
∂α2 f (u)∂ j f (v) − ∂α2j f (u) f (v)
}
du
∥∥∥∥
L2x
 C
∫
R3
u0μ
1/2(u)
[∣∣Φ i j(u, v)∣∣+ ∣∣ΘeiΦ i j(u, v)∣∣]{[ ∑
|β1|2
∥∥∂β1 f (v)∥∥L∞x
]
×
[ ∑
|β2|2
∥∥∂α2β2 f (u)∥∥L2x
]
+
[ ∑
|β1|2
∥∥∂β1 f (u)∥∥L∞x
]
·
[ ∑
|β2|2
∥∥∂α2β2 f (v)∥∥L2x
]}
du
 C
(∫
R3
q20μ(u)
[∣∣Φ i j(u, v)∣∣+ ∣∣ΘeiΦ i j(u, v)∣∣]2 du)1/2{[ ∑
|α′|1, |β1|2
∥∥∇x∂α′β1 f (v)∥∥L2x
]
×
[ ∑
|β2|2
∥∥∂α2β2 f ∥∥]+ [ ∑
|α′|1, |β1|2
∥∥∇x∂α′β1 f ∥∥] · [ ∑
|β2|2
∥∥∂α2β2 f (v)∥∥L2x
]}
du. (4.15)
By (4.8) and (4.9), we get
(∫
R3
u20μ(u)
[∣∣Φ i j(u, v)∣∣+ ∣∣ΘeiΦ i j(u, v)∣∣]2 du)1/2  C .
Taking integration over R3v with respect to the momentum variable gives
∑
|α|1
∥∥∂αΓ ( f , f )∥∥2  C[ ∑
|α|+|β|N
∥∥∂αβ f ∥∥2] · [ ∑
1|α|, |α|+|β|N
∥∥∂αβ f ∥∥2] CE(t)E(t).
And this completes the proof of the lemma. 
We now recall some basic estimates from [32] which will be used later.
Lemma 4.3. (See [32].) For any η > 0, there exist Cη > 0 and C > 0 such that
〈∂β Lg, ∂β g〉 |∂β g|2σ − η
∑
β1β
|∂β1 g|2σ − Cη|g|22, (4.16)
∣∣〈∂αβ Γ ( f , g), ∂αβ h〉∣∣ C∑∣∣∂α1β1 f ∣∣2∣∣∂α−α1β2 g∣∣σ + ∣∣∂α1β1 f ∣∣σ ∣∣∂α−α1β2 g∣∣2∣∣∂αβ h∣∣σ , (4.17)
where |α| + |β| N and the above summation is over α1  α and β1 + β2  β .
For the non-linear collision operator, we also have the following estimate.
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∣∣(∂αβ Γ ( f , f ), ∂αβ (I− P) f )∣∣ C E˜1/2(t)D˜(t). (4.18)
Proof. Note that
Γ ( f , f ) = Γ (P f ,P f ) + Γ (P f , (I− P) f )+ Γ ((I− P) f ,P f )+ Γ ((I− P) f , (I− P) f ).
By (4.17) in Lemma 4.3, we have
∣∣(∂αβ Γ (P f ,P f ), ∂αβ (I− P) f )∣∣
 C
∑∫
R3
[∣∣∂α1β1 P f ∣∣2∣∣∂α−α1β2 P f ∣∣σ + ∣∣∂α1β1 P f ∣∣σ ∣∣∂α−α1β2 P f ∣∣2]∣∣∂αβ (I− P) f ∣∣σ dx. (4.19)
Here, the summation is over α1  α and β1 +β2  β . Note that there exists C  1 such that for any β ,
|∂βP f |2σ  C |P f |2. (4.20)
Without loss of generality, we assume |α1| + |β1| N/2. Then∫
R3
∣∣∂α1β1 P f ∣∣2∣∣∂α−α1β2 P f ∣∣σ ∣∣∂αβ (I− P) f ∣∣σ dx C sup
x∈R3
∣∣∂α1β1 P f ∣∣2∥∥∂α−α1β2 P f ∥∥σ ∥∥∂αβ (I− P) f ∥∥σ
 C
∑
|α|1
∥∥∇x∂α∂α1β1 P f ∥∥∥∥∂α−α1β2 P f ∥∥∥∥∂αβ (I− P) f ∥∥σ ,
which is bounded by the right-hand side of (4.18). The second term in (4.19) can be estimated simi-
larly.
We now turn to estimate ∂αβ Γ (P f , (I− P) f ). By Lemma 4.3 again, we have∣∣(∂αβ Γ (P f , (I− P) f ), ∂αβ (I− P) f )∣∣
 C
∑∫
R3
[∣∣∂α1β1 P f ∣∣2∣∣∂α−α1β2 (I− P) f ∣∣σ + ∣∣∂α1β1 (I− P) f ∣∣2∣∣∂α−α1β2 P f ∣∣σ ]∣∣∂αβ (I− P) f ∣∣σ dx.
We only need to consider the ﬁrst term because the second term can be estimated similarly.
If |α1| + |β1| N/2, we have∫
R3
∣∣∂α1β1 P f ∣∣2∣∣∂α−α1β2 (I− P) f ∣∣σ ∣∣∂αβ (I− P) f ∣∣σ dx
 C sup
x∈R3
∣∣∂α1β1 P f ∣∣2∥∥∂α−α1β2 (I− P) f ∥∥σ ∥∥∂αβ (I− P) f ∥∥σ
 C
∑
|α|1
∥∥∇x∂α∂α1P f ∥∥∥∥∂α−α1β2 (I− P) f ∥∥σ ∥∥∂αβ (I− P) f ∥∥σ .
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∣∣∂α1β1 P f ∣∣2∣∣∂α−α1β2 (I− P) f ∣∣σ ∣∣∂αβ (I− P) f ∣∣σ dx
 C sup
x∈R3
∣∣∂α−α1β2 (I− P) f ∣∣σ ∥∥∂α1P f ∥∥∥∥∂αβ (I− P) f ∥∥2σ
 C
∑
|α|1
∥∥∇x∂α∂α−α1β2 (I− P) f ∥∥σ ∥∥∂α1P f ∥∥∥∥∂αβ (I− P) f ∥∥σ ,
which is bounded by the right-hand side of (4.18). The other terms for Γ ( f , f ) can be estimated
similarly and this completes the proof of the lemma. 
4.2. Energy estimates
Similar to the relativistic Boltzmann equation, in this section, we will derive the energy esti-
mates on the microscopic component of the solution. Notice that for the relativistic Landau equation,
weighted energy estimate is not needed. Firstly, the relativistic Landau equation (1.5) gives
[∂t + vˆ · ∇x + L](I− P) f = Γ ( f , f ) − [∂t + vˆ · ∇x]P f . (4.21)
Lemma 4.5. Let |α| + |β| N with |β| 1. We have that
∑
1|β|, |α|+|β|N
[
d
dt
∥∥∂αβ (I− P) f ∥∥2 + ∥∥∂αβ (I− P) f ∥∥2σ]
 C
∑
1|α|N
∥∥∂αP f ∥∥2 + C ∑
|α|N
∥∥∂α(I− P) f ∥∥2
σ
+ C E˜1/2(t)D˜(t). (4.22)
Proof. Taking ∂αβ (|β| 1) of Eq. (4.21) gives
[∂t + vˆ · ∇x]∂αβ (I− P) f +
∑
β1<β
Cβ1β ∂β−β1 vˆ · ∇x∂αβ1(I− P) f + ∂αβ L(I− P) f
= ∂αβ Γ ( f , f ) − [∂t + vˆ · ∇x]∂αβ P f −
∑
β1<β
Cβ1β ∂β−β1 vˆ · ∇x∂αβ1P f . (4.23)
We take the inner product of (4.23) over R3 × R3 with ∂αβ (I− P) f . The ﬁrst term on the left-hand
side is equal to 12
d
dt ‖∂αβ (I − P) f ‖2. By using the Hölder inequality, the second term on the left-hand
side is bounded by
η
∥∥∂αβ (I− P) f ∥∥2 + Cη ∑
β1<β
∥∥∇x∂αβ1(I− P) f ∥∥2. (4.24)
From Lemma 4.3, for any η > 0, the last term on the left-hand side is bounded from below by(
∂αβ L(I− P) f , ∂αβ (I− P) f
)

∥∥∂αβ (I− P) f ∥∥2σ − η ∑
β β
∥∥∂αβ1(I− P) f ∥∥2σ − Cη∥∥∂α(I− P) f ∥∥2σ . (4.25)
1
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∣∣(∂αβ Γ ( f , f ), ∂αβ (I− P) f )∣∣ C E˜1/2(t)D˜(t).
Since |β| 1, for any η > 0, the second term on the right-hand side of (4.23) satisﬁes
∣∣([∂t + vˆ · ∇x]∂αβ P f , ∂αβ (I− P) f )∣∣ η∥∥∂αβ (I− P) f ∥∥2σ + Cη[∥∥∂t∂αP f ∥∥2 + ∥∥∇x∂αP f ∥∥2].
From the above inequality, we claim that
∣∣([∂t + vˆ · ∇x]∂αβ P f , ∂αβ (I− P) f )∣∣
 η
∥∥∂αβ (I− P) f ∥∥2σ + Cη[ ∑
1|α|N
∥∥∂αP f ∥∥2 + ∑
1|α|N
∥∥∂α(I− P) f ∥∥2]. (4.26)
In fact,
[∂t + vˆ · ∇x]∂αP f = ∂αΓ ( f , f ) − [∂t + vˆ · ∇x + L]∂α(I− P) f , (4.27)
and
〈
∂t∂
αP f , ∂αΓ ( f , f ) − [∂t + L]∂α(I− P) f
〉= 0.
By multiplying ∂t∂αP f to (4.27) and then integrating over R3 × R3, we get
∥∥∂t∂αP f ∥∥2  C[∥∥∇x∂αP f ∥∥2 + ∥∥∇x∂α(I− P) f ∥∥2]. (4.28)
For any η > 0, the last term on the right-hand side of (4.23) is bounded by
∣∣(∂β−β1 vˆ · ∇x∂αβ1P f , ∂αβ (I− P) f )∣∣ η∥∥∂αβ (I− P) f ∥∥2σ + Cη ∑
1|α|N
∥∥∂αP f ∥∥2.
In combination, we have
d
dt
∥∥∂αβ (I− P) f ∥∥2 + ∥∥∂αβ (I− P) f ∥∥2σ
 Cη
(∥∥∂αβ (I− P) f ∥∥2σ + ∑
β1<β
∥∥∂αβ1(I− P) f ∥∥2σ)+ C ∑
1|α|N
∥∥∂αP f ∥∥2
+
∑
|α|N
∥∥∂α(I− P) f ∥∥2
σ
+ Cη
∑
β1<β
∥∥∇x∂αβ1(I− P) f ∥∥2 + C E˜1/2(t)D˜(t). (4.29)
For any 1  |β|  N and any η > 0 small enough, we take the summation over |α| + |β|  N by a
suitable linear combination of (4.29) to give (4.22). And this completes the proof of the lemma. 
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d
dt
[ ∑
1|α|N
∥∥∂α f ∥∥2 − κ ∑
1|α|N−1
∫
R3
|ξ |〈i S(ω)(∂̂α f ), ∂̂α f 〉dξ]
+ δ1
∑
1|α|N
∥∥(I− P)∂α f ∥∥2
σ
+ δ2
∑
2|α|N
∥∥P∂α f ∥∥2  C(E˜1/2(t) + E˜(t))D˜(t), (4.30)
d
dt
[ ∑
|α|N
∥∥∂α f ∥∥2 − κ ∫
R3
(
1+ |ξ |2)N−1|ξ |〈i S(ω) fˆ , fˆ 〉dξ]
+ δ1
∑
|α|N
∥∥(I− P)∂α f ∥∥2
σ
+ δ2
∑
1|α|N
∥∥P∂α f ∥∥2  C(E˜1/2(t) + E˜(t))D˜(t), (4.31)
where κ > 0 is small enough.
Proof. Set h in (2.10) to be ∂α f . We have
∂t
[(
1+ |ξ |2)∣∣∂̂α f ∣∣22 − κ |ξ |〈i S(ω)(∂̂α f ), ∂̂α f 〉]+ δ1(1+ |ξ |2)∣∣(I− P)∂̂α f ∣∣2σ + δ2|ξ |2∣∣P∂̂α f ∣∣22

(
1+ |ξ |2)R〈∂̂α f , gˆ〉+ cε 14∑
=1
∣∣〈gˆ, e〉∣∣2. (4.32)
Let g = ∂αΓ ( f , f ). Integrating (4.32) over ξ and summing over 1 |α| N − 1 give
∂t
[ ∑
1|α|N
∥∥∂α f ∥∥2 − κ ∑
1|α|N−1
∫
R3
|ξ |〈i S(ω)(∂̂α f ), ∂̂α f 〉dξ]
+ δ1
∑
1|α|N
∥∥(I− P)∂α f ∥∥2
σ
+ δ2
∑
2|α|N
∥∥P∂α f ∥∥2

∑
1|α|N−1
∫
R3
(
1+ |ξ |2)R〈∂̂α f , gˆ〉dξ + cε ∑
1|α|N−1
14∑
=1
∫
R3
∣∣〈gˆ, e〉∣∣2 dξ. (4.33)
For the second term on the right-hand side of (4.33), by using Lemma 4.4 and the properties of
Fourier transform, we have
∑
1|α|N−1
∫
R3
∣∣〈gˆ, e〉∣∣2 dξ = ∑
1|α|N−1
∫
R3
∣∣〈∂αΓ ( f , f ), e〉∣∣2 dx
 C
∑
1|α|N−1
∑
α′α
∫
R3
[∣∣∂α′ f ∣∣22∣∣∂α−α′ f ∣∣2σ + ∣∣∂α−α′ f ∣∣22∣∣∂α′ f ∣∣2σ ]dx
 C E˜(t)D˜(t).
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R3
(
1+ |ξ |2)R〈∂̂α f , gˆ〉dξ ∣∣∣∣ ∣∣∣∣ ∫
R3
〈
∂̂α f , gˆ
〉
dξ
∣∣∣∣+ ∣∣∣∣ ∫
R3
|ξ |2〈∂̂α f , gˆ〉dξ ∣∣∣∣. (4.34)
For the ﬁrst term of the above inequality, by using Lemma 4.4, the expression of g and the properties
of Fourier transform, we get∣∣∣∣ ∫
R3
〈
∂̂α f , gˆ
〉
dξ
∣∣∣∣= ∣∣(∂αΓ ( f , f ), ∂α f )∣∣ E˜1/2(t)D˜(t),
∣∣∣∣ ∫
R3
|ξ |2〈∂̂α f , gˆ〉dξ ∣∣∣∣= ∣∣∣∣ ∫
R3
〈
̂∂δi∂α f , ∂̂δi g
〉
dξ
∣∣∣∣= ∣∣(∂δi∂αΓ ( f , f ), ∂δi∂α f )∣∣ C E˜1/2(t)D˜(t),
where |ξ |2 = −(iξδi )2, |δi | = 1 and |α| N − 1. (4.33) and the above estimates give (4.30).
Next, let h = f and g = Γ ( f , f ) in (2.10). Multiplying the equation by (1+|ξ |2)N−1 and integrating
over ξ give
∂t
[∫
R3
(
1+ |ξ |2)N | fˆ |22 dξ − κ ∫
R3
(
1+ |ξ |2)N−1|ξ |〈i S(ω) fˆ , fˆ 〉dξ]
+ δ1
∫
R3
(
1+ |ξ |2)N ∣∣(I− P) fˆ ∣∣2
σ
dξ + δ2
∫
R3
(
1+ |ξ |2)N−1|ξ |2|P fˆ |22 dξ

∫
R3
(
1+ |ξ |2)NR〈 fˆ , gˆ〉dξ + cε 14∑
=1
∫
R3
(
1+ |ξ |2)N ∣∣〈gˆ, e〉∣∣2 dξ. (4.35)
By using Lemma 4.3, Lemma 4.4 and the properties of Fourier transform, similar argument as
above gives (4.31). 
4.3. Optimal time decay
Firstly, notice that the local existence of classical solutions with spatially periodic initial data was
proved in [32] and it holds also in the whole space. For the global existence and the optimal decay,
again all we need is the uniform estimate. For convenience of the readers, we include the statement
of the local existence as follows.
Lemma 4.7. There exist ε > 0 and T ∗ > 0 such that if T ∗  ε and E˜(0)  ε, there is a unique solution
f (t, x, v) to (1.5) in [0, T ∗) × R3 × R3 such that
E˜(t) +
∑
|α|+|β|N
t∫
0
∥∥∂αβ f (s)∥∥2σ ds C E˜(0). (4.36)
Moreover, E˜(t) is continuous over [0, T ∗). If F0(x, v) = μ + √μ f0(x, v)  0, then F (t, x, v) = μ +√
μ f (t, x, v) 0.
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Proof of global existence. By Lemma 4.6, we have
d
dt
[ ∑
|α|N
∥∥∂α f ∥∥2 − κ ∫
R3
(
1+ |ξ |2)N−1|ξ |〈i S(ω) fˆ , fˆ 〉dξ]
+ δ1
∑
|α|N
∥∥(I− P)∂α f ∥∥2
σ
+ δ2
∑
1|α|N
∥∥P∂α f ∥∥2  C(E˜1/2(t) + E˜(t))D˜(t), (4.37)
where κ > 0 is small enough. From Lemma 4.5, we have
∑
1|β|, |α|+|β|N
[
d
dt
∥∥∂αβ (I− P) f ∥∥2 + ∥∥∂αβ (I− P) f ∥∥2σ]
 C
∑
1|α|N
∥∥∂αP f ∥∥2 + C ∑
|α|N
∥∥∂α(I− P) f ∥∥2
σ
+ C E˜1/2(t)D˜(t). (4.38)
A suitable linear combination of (4.37) and (4.38) yields
d
dt
{ ∑
|α|N
∥∥∂α f ∥∥2 − κ ∫
R3
(
1+ |ξ |2)N−1|ξ |〈i S(ω) fˆ , fˆ 〉dξ + ∑
1|β|, |α|+|β|N
∥∥∂αβ (I− P) f ∥∥2}
+
{ ∑
|α|+|β|N
∥∥∂αβ (I− P) f ∥∥2σ + ∑
1|α|N
∥∥∂αP f ∥∥2} C(E˜1/2(t) + E˜(t))D˜(t). (4.39)
On the other hand, using the boundedness of the operator S(ω) on L2(R3) gives∣∣∣∣κ ∫
R3
(
1+ |ξ |2)N−1|ξ |〈i S(ω) fˆ , fˆ 〉dξ ∣∣∣∣ κ ∑
|α|N
∥∥∂α f ∥∥2 + κ ∑
|α|N−1
∥∥∂α f ∥∥2.
Therefore, we can deﬁne equivalent functionals to (1.14) and (1.15) by
E(t) =
∑
|α|N
∥∥∂α f ∥∥2 − κ ∫
R3
(
1+ |ξ |2)N−1|ξ |〈i S(ω) fˆ , fˆ 〉dξ + ∑
1|β|, |α|+|β|N
∥∥∂αβ (I− P) f ∥∥2,
D(t) =
∑
1|α|N
∥∥∂αP f ∥∥2 + ∑
|α|+|β|N
∥∥∂αβ (I− P) f ∥∥2σ ,
to obtain
d
dt
E(t) + D(t) C(E˜1/2(t) + E˜(t))D˜(t)
 C
(E1/2(t) + E(t))D(t). (4.40)
(4.40) together with the smallness on the initial data give the global existence by the standard conti-
nuity argument. 
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d
dt
[ ∑
1|α|N
∥∥∂α f ∥∥2 − κ ∑
1|α|N−1
∫
R3
|ξ |〈i S(ω)(∂̂α f ), ∂̂α f 〉dξ]
+ δ1
∑
1|α|N
∥∥(I− P)∂α f ∥∥2
σ
+ δ2
∑
2|α|N
∥∥P∂α f ∥∥2  C(E˜1/2(t) + E˜(t))D˜(t), (4.41)
where κ > 0 is small enough. From Lemma 4.5, we have
∑
1|β|, |α|+|β|N
[
d
dt
∥∥∂αβ (I− P) f ∥∥2 + ∥∥∂αβ (I− P) f ∥∥2σ]
 C
∑
1|α|N
∥∥∂αP f ∥∥2 + C ∑
|α|N
∥∥∂α(I− P) f ∥∥2
σ
+ C E˜1/2(t)D˜(t). (4.42)
With (4.28), the standard energy estimate to (4.21) gives
d
dt
∥∥(I− P) f ∥∥2 + ∥∥(I− P) f ∥∥2
σ
 C‖∇xP f ‖2 + C
∥∥∇x(I− P) f ∥∥2σ + C E˜1/2(t)D˜(t). (4.43)
A suitable linear combination of (4.41), (4.42) and (4.43) yields
d
dt
{ ∑
1|α|N
∥∥∂α f ∥∥2 − κ ∑
1|α|N−1
∫
R3
|ξ |〈i S(ω)(∂̂α f ), ∂̂α f 〉dξ
+
∑
1|β|, |α|+|β|N
∥∥∂αβ (I− P) f ∥∥2 + ∥∥(I− P) f ∥∥2}
+
{ ∑
|α|+|β|N
∥∥∂αβ (I− P) f ∥∥2σ + ∑
1|α|N
∥∥∂αP f ∥∥2}
 C
(E˜1/2(t) + E˜(t))D˜(t) + C‖∇xP f ‖2.
On the other hand, using the boundedness of the operator S(ω) on L2(R3) gives∣∣∣∣κ ∑
1|α|N−1
∫
R3
|ξ |〈i S(ω)(∂̂α f ), ∂̂α f 〉dξ ∣∣∣∣ κ ∑
1|α|N
∥∥∂α f ∥∥2 + κ ∑
1|α|N−1
∥∥∂α f ∥∥2.
Therefore, we can deﬁne an equivalent functional to (4.11) by
E(t) ∼ H(t) =
∑
1|α|N
∥∥∂α f ∥∥2 + ∑
1|β|, |α|+|β|N
∥∥∂αβ (I− P) f ∥∥2 + ∥∥(I− P) f ∥∥2
− κ
∑
1|α|N−1
∫
R3
|ξ |〈i S(ω)(∂̂α f ), ∂̂α f 〉dξ,
to obtain
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H(t) + D(t) C(E˜1/2(t) + E˜(t))D˜(t) + C‖∇xP f ‖2
 C
(E1/2(t) + E(t))D(t) + C‖∇xP f ‖2.
As in the proof of the existence, E(t) < ε for some ε > 0 small enough. Then, we have
d
dt
H(t) + D(t) C‖∇xP f ‖2, (4.44)
which together with the fact that H(t) CD(t) give
d
dt
H(t) + cH(t) C‖∇xP f ‖2. (4.45)
By using Lemma 2.4, we obtain
∥∥∇xP f (t)∥∥2  ∥∥∇x f (t)∥∥2
 Cλ0(1+ t)−5/2 + C
t∫
0
(1+ t − s)−5/2(∥∥Γ ( f , f )∥∥Z1 + ∥∥∇xΓ ( f , f )∥∥)2 ds,
where λ0 = (‖ f0‖Z1 + ‖∇x f0‖)2. By Lemma 4.1 and Lemma 4.2, we have∥∥∇xΓ ( f , f )∥∥2  CE(t)H(t),∥∥Γ ( f , f )∥∥2Z1  C ∑
|β|2
∥∥∂β(I− P) f ∥∥4 + C‖P f ‖4  CE(t)H(t) + C‖P f ‖4.
Deﬁne
M(t) = sup
0st
{
(1+ s)5/2H(s)}, M0(t) = sup
0st
{
(1+ s)3/2∥∥ f (s)∥∥2}. (4.46)
Notice that M(t) and M0(t) are non-decreasing and(∥∥Γ ( f , f )∥∥Z1 + ∥∥∇xΓ ( f , f )∥∥)2  CE(t)H(t) + C‖P f ‖4
 Cε(1+ t)−5/2M(t) + C(1+ t)−3M20(t),
for any 0 s t . With this, we have
∥∥∇xP f (t)∥∥2  ∥∥∇x f (t)∥∥2
 Cλ0(1+ t)−5/2 + C
(
εM(t) + M20(t)
) t∫
0
(1+ t − s)−5/2(1+ s)−5/2 ds
 C(1+ t)−5/2(λ0 + εM(t) + M20(t)), (4.47)
where we have used the fact that E(t) ε.
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H(t) e−ct H(0) + C
∑
|α|=1
t∫
0
e−c(t−s)
∥∥∇xP f (s)∥∥2 ds,
for some constant c > 0. Then, (4.47) yields
H(t) e−ct H(0) + C
t∫
0
e−c(t−s)(1+ s)−5/2 ds(λ0 + εM(t) + M20(t))
 C(1+ t)−5/2(H(0) + λ0 + εM(t) + M20(t)).
Hence, for any t  0,
M(t) = sup
0st
{
(1+ s)5/2H(s)} C(H(0) + λ0 + εM(t) + M20(t)).
Then, if ε > 0 is small enough, one has
M(t) C
(
H(0) + λ0 + M20(t)
)
. (4.48)
From (4.46), this gives
H(t) C(1+ t)−5/2(H(0) + λ0 + M20(t)).
By using Lemma 2.4, it holds that
∥∥ f (t)∥∥2  C(1+ t)−3/2‖ f0‖2Z1∩L2 + C
t∫
0
(1+ t − s)−3/2(∥∥Γ ( f , f )∥∥Z1 + ∥∥Γ ( f , f )∥∥)2 ds
 C(1+ t)−3/2‖ f0‖2Z1∩L2 + C
(
εM(t) + M20(t)
) t∫
0
(1+ t − s)−3/2(1+ s)−5/2 ds
 C(1+ t)−3/2(‖ f0‖2Z1∩L2 + H(0) + λ0 + M20(t)), (4.49)
where we have used the fact that
(∥∥Γ ( f , f )∥∥Z1 + ∥∥Γ ( f , f )∥∥)2  Cε(1+ t)−5/2M(t) + C(1+ t)−3M20(t).
From (4.49), we obtain
M0(t) Cε + CM20(t).
Then, if ε > 0 is small enough, we have
M0(t) C, (4.50)
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∥∥ f (t)∥∥ C(1+ t)−3/4. (4.51)
From (4.48) and (4.50), we obtain
H(t) C(1+ t)−5/2.
On the other hand, we know that
H(t) ∼
∑
1|α|N
∥∥∂αP f (t)∥∥2 + ∑
|α|+|β|N
∥∥∂αβ (I− P) f (t)∥∥2.
Thus, (1.21) is proved. This completes the proof of Theorem 1.2. 
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