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Introduction.
The market capitalization of international bond markets is larger than that of international equity markets. However, compared to the large body of literature on international equity market linkages (see Bessler and Yang, 2003) , there are few empirical studies of bond systemic risk or international bond market linkages (Smith, 2002 and Barr and Priestley, 2004) . However, the extent of international bond market linkages does merit investigation, as it may have important implications for the cost of financing fiscal deficit, monetary policymaking independence, modeling and forecasting long-term interest rates, and bond portfolio diversification.
Conversely, more has been written on emerging countries, where a very important question in the study of spread co-movements is the analysis of the relative influence of fundamental variables on that behavior (see Cifarelli and Paladino, 2006) . Economies are related through trade and financial flows, and shifts in the economic fundamentals of one country may affect its neighbours. However, in periods of growing uncertainty, changes in market sentiment may go beyond fundamentals and generate "contagion phenomena" 1 . Calvo and Reinhart (1996) , Masson (1999) and, more recently, Bekaert, Harvey and Ng (2005) draw a distinction between fundamentals-based contagion, which arises when the "infected country" is connected to others via trade and/or financial links, and pure contagion, which is due to a shift in market sentiment without (or beyond) links in economic fundamentals. Therefore, even though there is far more literature on emerging than on developed economies, in both cases, it is well established that bond markets in different countries tend to move together, i.e. bond prices and returns are positively correlated across countries. Some of the early attempts to investigate this issue are Clare et al. (1995) who provided insight into the significance of international bond market linkages for bond portfolio diversification, and Ilmanen (1995), whose evidence suggested that excess returns of long international bonds were highly correlated implying, in turn, international bond market integration. More recently, Hunter and Simon (2005), using a bivariate conditional correlation GARCH model, examine the lead-lag and 1 In the context of developed countries, Favero and Giavazzi (2002) study the presence of non-linearities in the propagation of financial shocks (devaluation expectations) among the countries that were member of the Exchange Rate Mechanism of the EMS.
contemporaneous relationships between 10-year US government bond returns and 10-year UK, German, and Japanese government bond returns. They find that the mean and volatility of the US bond market lead the mean and volatility of both German and Japanese bond markets, whilst there is no significant lead-lag relation between the US and UK bond markets. Volatility spillover from world bond markets into individual bond markets has also focused the attention of the literature. In particular, Christiansen (2007) finds strong statistical evidence of volatility spillover from the US and aggregate European bond markets into individual European bond markets. For EMU countries, the US volatility spillover effects are rather weak (in economic terms) whereas the 2003)). These co-integration analyses do not, however, examine co-movement in the underlying factors determining bond yields. Ilmanen (1995) suggests a number of factors determining international bond returns, and finds that a small set of global (world) factors accounts for the predictable variation in bond returns and their crosscountry correlation. In particular, wealth-dependent risk-aversion of bond investors appears to be an important source of international co-movement. Barr and Priestley (2004) also find that bond returns in different countries are predictable over time; based on an international CAPM they find that 70 per cent of the variation in expected returns is due to world risk factors while the remaining 30 per cent is due to local country-specific risk factors. They interpret this result as indicating that national bond markets are only partially integrated into world markets.
In this context, this study contributes to the literature in several aspects. First, the main goal of this paper is to assess the relative importance of systemic/world risk factors or idiosyncratic/local risk factors in explaining yield spreads in EU-15 countries (both EMU and non-EMU participating) after the introduction of the common currency. In our opinion, the recent literature overestimates the impact of systemic risk on the behaviour of yield differentials in EMU countries (see Favero, Pagano and Von Thadden (2007); Geyer, Kossmeier and Pischer (2004) or Pagano and Von Thadden (2004), among others). Certainly, yield evolution depends on both world and local risk factors, i.e. systemic and idiosyncratic risk. However, when differentials between yields are taken, the impact of world or common risk factors should mostly cancel out. Second, our empirical estimation uses a broader dataset than in previous studies. To the best of our knowledge, this is the first empirical study that implements an analysis of the effects of Monetary Union on the relative importance of systemic and idiosyncratic risk in EU-15 governments' bonds yield spreads with daily data for such a long period of time (data set covers seven years since the beginning of EMU, from 1999 to 2005). Third, in this paper, the analysis goes beyond EMU countries and studies the influence of Monetary Union in the relative importance of the different sources of risk. Therefore, our final goal is to assess the relative importance of the two kinds of risk factors in yield differentials in two groups of EU-15 countries (EMU and non-EMU participating) during the first seven years of Monetary Integration. So, in order to be able to compare the results, we implement a similar methodology (both a panel and a country-specific analysis) as in our previous papers results differ in suggesting that it is idiosyncratic factors that mostly drive yield differentials, and that systemic risk plays only a marginal role. In this sense, Geyer et al. estimate a multi-issuer statespace version of the Cox-Ingersoll-Ross (1985) model of the evolution of bond-yield spreads (over Germany) for four EMU countries (Austria, Belgium, Italy and Spain). Their main findings are (i) one single ("global") factor explains a large part of the movement of all four processes, (ii) idiosyncratic country factors have almost no explanatory power, and (iii) the variation in the single global factor can to a limited extent be explained by EMU corporate-bond risk, but by nothing else.
The most striking finding in Geyer et al. (2004) is the virtual absence of country-specific yieldspread risk. On the other hand, despite the considerable differences in the methodology and data used, Geyer et al. and Pagano and von Thadden (2004) analysis agree that yield differentials under EMU are driven mainly by a common risk (default) factor and suggest that liquidity differences have at best a minor role in the time-series behavior of yield spreads. Our results differ clearly in suggesting that it is idiosyncratic factors that mostly drive yield differentials. Nevertheless, it is important to note that Geyer et al.'s measurement of liquidity variables is more indirect than ours, as they do not use data on bid-ask spreads; furthermore, and on the other hand, Pagano and von Thadden work with data taken from the Euro MTS trading platform which includes only the transactions made through this platform and not in the whole market, as we do in our paper.
However, Favero, Pagano and von Thadden (2007) recognize that aggregate (global) risk and liquidity may interact with each other in non-trivial manners, which allows us to accept that their results are consistent with the ones presented in this paper. In particular, these authors propose a simple asset-pricing model with exogenous transactions and endogenous liquidity demand, where a bond's liquidity premium depends both on its transaction cost and on investment opportunities.
Their model predicts that yield differentials should increase in both liquidity and aggregate risk, with an interaction term of the opposite sign. The empirical evidence they find support their predictions. Therefore, according to them a direct estimation of the impact of liquidity on prices, i.e. an estimation that ignores the indirect effect caused by the interaction with world-wide risk, is likely to underestimate its impact, which can be amplified or dampened by aggregate risk. The sign of this interaction term depends on the covariation between the cost of illiquidity and aggregate risk 2 Moreover, their "liquidity risk view" highlights that liquidity is priced not only because it creates trading costs but also because it is itself a source of risk since it changes unpredictably over 2 Their model is based on the idea that the demand for liquidity responds both to the magnitude of trading costs and to the availability of outside investment opportunities. First, investors are less inclined to trade securities with larger trading costs. Second, they are less likely to liquidate securities when outside investment opportunities are less attractive, a situation which is assumed to coincide with increased aggregate risk. As a result, when risk is expected to increase, investors' demand for liquidity abates, and the premium they place on more liquid securities declines. Therefore, although in general investors value liquidity, they value it less when risk increases. Their estimates support their intuition.
time. Since investors care about returns net of trading costs, the variability of trading costs affects the risk of a security. So, current liquidity is a predictor of future liquidity risk, and is therefore priced. This approach is then consistent with the self-fulfilling nature of liquidity that, following Economides and Siow (1988) , Gómez-Puig (2006 , 2008a , and 2008b ) put forward. The central intuition is that as long as "ex-ante" traders prefer bigger and liquid markets (because they will present lower price volatility, bigger scale economies and higher probability of a favorable match) to small and illiquid markets, liquidity will be "self-reinforcing". That is, since traders prefer to participate in liquid markets, more traders will participate in them, and more liquid they will be. In other words, liquidity will be self-fulfilling because deals create positive externalities by increasing the depth of the secondary market, and thus the price of a future resale. Therefore, if liquidity is self-fulfilling, the proxies of market liquidity might present a non-linear relationship, i.e. a liquid/illiquid market might lead to an increasingly lower/higher liquidity premium. This non-linear behaviour will also be analysed in this paper. In order to compare the results with those obtained in Gómez-Puig (2008a and 2008b), proxies for market liquidity present a specific nonlinear structure: "a quadratic form". In our opinion, this is a right way to capture self-fulfilling effects in liquidity, even though it is not the only one. For example, in the econometric model of contagion advanced in Pesaran and Pick (2007), self-fulfilling effects are generated by multiple equilibria (along the same lines as in Masson (1999)), and are created by the inclusion of endogenous dummy variables.
Methodology.
An important issue for assets that are traded internationally is the extent to which the time-varying compensation that investors require for accepting a risky payoff is the extent to which this compensation is driven by world, rather than domestic, factors, i.e. the extent to which the domestic market is integrated into world markets. Several papers have investigated this issue but, as we noted above, most of them focus on equity markets. In this paper we ask what can be learned from European bond markets after Monetary Integration and, in particular, we will assess the relative importance of systemic or idiosyncratic risk factors in explaining European Union-15 countries' yield spreads after the introduction of the Euro.
One way to study this is to assume that markets are fully integrated, and to test the restrictions generated by Asset Pricing Models (APMs): a rejection is interpreted as a rejection of the joint hypothesis of full integration and the APM (Dumas and Solnik, 1995) . However, this integration assumption reflects a fundamental difficulty in international asset pricing, since current APMs can accommodate only the two extremes of integration or segmentation, and both of these will be rejected if markets are only partially integrated. Some combination of the polar models is required in order to deal with partially integrated markets. The work by Harvey (1995, 1997 ) and Barr and Priestley (2004) is in this vein and allows the level of integration to change over time by combining the polar models. In this paper, we use a model that draws on Barr and Priestley (2004) and Favero, Pagano and von Thadden (2007) in order to investigate the level of integration in the European Union bond markets.
Therefore:
We assume that yields (y i,t ) for country i are related to world and local information variables as follows (see Barr and Priestley): 3 we allow yields to be explained in terms of exogenous risk premiums (specifically, banking risk premiums in the United States) which will appear in the regression both linearly and interacting with the domestic risk variables. The interaction term needs to be included to avoid the omitted variables problem. Equation (1) is consistent with a range of asset pricing models, and with any level of integration. If a market is fully integrated the local variables should be absent from it.
Similarly, if it is completely segmented, the world variables will be absent.
However, it should be easy to understand that when we take differences between yields, i.e. we calculate yield spreads (S i,t ) for country i over Germany, the effect of world risk variables should mostly disappear or cancel out. So, yield spreads will mostly depend on local or domestic risk factors. However, due to the recent debate in the literature, we will assess the impact of both kinds of variables on yield spreads by assuming that they are related to world and local information variables and to the interaction between them, as follows:
The yield patterns are reflected in their correlation across countries. All EU-15 (EMU and non-EMU participating) country yields are fairly highly correlated with the U.S. 10-year yields. Table 1 shows that the cross-sectional average correlation is 0.75, providing weak evidence of integration.
Therefore, the average contribution of world factors to domestic returns across the thirteen countries we study (Luxembourg and Greece are excluded from our sample) is 75%. This level seems surprisingly low in view of the absence of impediments to cross-country investment. Table 2 shows the correlation between spreads (adjusted spreads or spreads corrected from the exchange rate factor in the case of non-EMU countries 4 ) and the world risk variable used to capture international risk (the differential between 10-year fixed interest rates on US swaps and the yield on 10-year Moody's Seasoned AAA US corporate bonds, USSPREAD it ). This table clearly shows that the correlation with global risk factors can mostly be ignored when differentials are taken in EMU countries (the average value is -0.04, and Portugal is the only country that presents a slight positive average value of 0.107). In the case of non-EMU countries we find very different results. The average correlation between the variable adjusted spread (the yield spread corrected from the foreign exchange factor) and the global risk factor is 0.4. The country with the lowest coefficient is Denmark, whilst the country with the highest one is the United Kingdom (0.56) Finally, Table 3 presents the evolution of yield spreads or adjusted yield spreads (in the case of non-EMU countries) during three sub-periods into which the whole sample has been broken down: 1999- for the whole period. In the case of non-EMU countries, except in the case of Denmark which only presents a negative value during the third period (the fact that the exchange rate regime, in this country, links the evolution of its currency to the Euro explains why Denmark's yield spreads present a behavior which is closer to EMU-countries than to non-EMU countries), the other two countries (Sweden and the United Kingdom) display negative adjusted spread values in the four periods. Nevertheless, this negative differential is lower at the end of the sample than during the first years following the introduction of the Euro. Therefore, market capitalization of the advantage presented by these markets over Euro-area debt markets in terms of the benefits derived from portfolio diversification and risk reduction was higher in the first years after the beginning of Monetary Union. On the other hand, it can also be observed that volatility (measured by the standard deviation) has sharply decreased in the last period of the sample for most of the European countries (the only exceptions are Finland, the Netherlands and Ireland) These observations suggest that three separate estimations for each one of the sub-periods will present wider information than a single estimation for the complete sample. So, we will estimate the model for the four samples (the whole period and the three sub-periods) in order to compare the results.
Figures 1 and 2 display the evolution of 10-year yields and 10-year yield spreads over Germany, respectively, for EMU countries. These figures show, on the one hand, the high co-movement presented by 10-year yields during the first seven years of Currency Union ( figure 1 ) and, on the other, the lower co-movement and higher volatility presented by yield spreads throughout the sample (figure 2). The evolution of the same variables in the case of the three non-Euro countries included in our sample is displayed in figures 3 and 4. In particular, these figures show that the country with the highest spread over Germany is the United Kingdom, while the country whose government's yields follow those of Germany most closely is Denmark. Finally, figure 5 presents the evolution of 10-year swap spreads over Germany of the three countries in our sample that do not participate in the Euro (since, as it will be explained, we will use the 10-year swap differential over Germany as an approximation of currency risk), whilst figure 6 displays the evolution of the dependent variable we will use in the case of these countries: the spread corrected from the exchange rate risk factor which we will call "adjusted spread" (note that this variable presents a negative value in the case of Sweden and the United Kingdom throughout the sample).
As discussed by Favero et al. (1997) a direct measure of the component of yield differentials not related to exchange rate factors can be obtained by comparing the yields of assets issued by two different states in two different currencies (say, one in Spanish pesetas, the other in D-marks) and the yield spreads in the same currencies and with the same life to maturity issued by the same (nongovernment) subject, or by two otherwise comparable issuers (in the second case, apart from the exchange rate risk, other factors influencing yield spreads can then be ignored when differences are taken). Candidates for this measure are: (1) long-term bonds issued by the same supra-national organization (such as the World Bank or the European Investment Bank), (2) long-term bonds issued by the private sector, and (3) the fixed interest rates on swap contracts. However, on balance, the drawbacks of the interest differential on supranational issues or corporate issues seem to be greater. So though not a perfect measure, the spread on fixed interest rate swap contracts can be used as an indicator of the exchange rate determinant of the yield spread on government bonds, as it seems to be the best indicator of this yield spread component 5 .
So we denominate:
I i,10 = 10-year Yield on sovereign bonds of country i IRS i,10 = 10-year Interest Rate Swap rate of currency i
Where, considering that differences in tax-regimes were reduced to insignificant levels during the course of the 1990s:
DR i,10 = Default risk of country i 10-year sovereign bonds.
L i,10 = Liquidity of country i 10-year sovereign bonds.
ER i., 10 = Exchange rate risk of currency i over a 10-year horizon.
Therefore the 10-year yield differential of country i over Germany will be: 
it can be inferred that the variable ASPREAD it , which will be used as the dependent variable in the case of non-EMU countries, will mainly account for credit risk and market liquidity differences 6 of country i's sovereign securities over Germany. So this variable could be considered an appropriate 5 See Gómez-Puig (2008a) for a much more detailed explanation. 6 We are not considering the effect of international risk factors in this breakdown indicator of yield differential components not related to exchange rate factors. Table 4 presents the difference of 10-year spreads over Germany, in the three countries mentioned, when they are corrected from the exchange rate factor. As figure 6 shows, in the case of Sweden and the United Kingdom, their average is negative during the seven-year period.
Data and explanatory variables.
The sample includes all EU-15 countries, with the exception of Luxembourg and Greece. So, in this paper, we will expand on the analysis presented in Gómez-Puig (2008a and 2008b), where we studied the immediate effect of the introduction of a common currency on the risk factors that drive the evolution of yield spreads in both groups of countries. We will then use daily data spanning the period January 1, 1999 to December 31, 2005 which will enable us to analyse yield spreads behaviour of all EU-15 countries with the perspective given by this long period of time (seven years) since the beginning of Monetary Union.
The dependent variable used in our estimations is the spread (or adjusted spread) of 10-year government yield over Germany. Therefore, a crucial issue in this paper (and one that is vital for policymaking) is the identification of the two main local or domestic sources of risk that have made up yield spreads in European countries since the start of Monetary Integration. So, we attempt to break down the liquidity premium and credit-risk components by modeling their behavior to a number of factors that can potentially affect only one of them. With this goal in mind, the relative debt-to-GDP ratio will be used as a proxy to measure differences in credit risk 7 . This variable has been widely used in the literature by other authors (Bayoumi, Goldstein and Woglom (1995) among them 8 ) and, compared with other measures such as the rating differential, presents the advantage that it cannot be considered an ex-post measure of fiscal sustainability. Considering that a liquid market can be defined as one in which participants can rapidly execute a large volume of 7 Table 5 presents the outstanding amounts of government's securities at the end of each year of the sample. If we consider the EU-15 as a whole, the biggest markets, in descending order: the Italian, the German, the French, the British and the Spanish. 8 In particular, these authors find support for the market discipline hypothesis in the U.S. bond markets. This hypothesis assumes that yields rise smoothly at an increasing rate with the level of borrowing. However, if these incentives prove ineffective, credit markets will eventually respond by denying irresponsible borrowers further access to credit. Nevertheless, the model presented in this paper and Bayoumi et al.
model do not control for the same variables and cannot be compared.
transactions with a small impact on prices, in this paper, two different proxy variables will be used to measure this effect: (i) the bid/ask spread and (ii) the on-the run/off-the run spread. The bid/ask spread is one of the best measures of liquidity because it reflects the cost incurred by a typical investor in unwinding an asset position and measures one of the most important dimensions of liquidity: tightness, i.e. how far transaction prices differ from mid-market prices. Additionally, the liquidity of an asset is generally understood as the ease of its conversion into money. Therefore, because the conversion of an asset into money involves certain costs (search costs, delays, broker's commissions, etc…); the higher these costs, the lower the degree of liquidity. Note that as market dealers reduce their liquidity risk, the bid/ask spread should narrow with trading activity.
Nevertheless, we will also include in our model a secondary measure of liquidity: the yield spread between more and less liquid securities, which is also a liquidity measure used in the Treasury market (see Fleming, 2003) . Since liquidity has value, more liquid securities tend to have higher prices (lower yields) than less liquid securities. The yield spread is often calculated as the difference between the yield of an off-the-run (older securities of a given maturity) and that of an on-the-run (benchmark) security with similar cash-flow characteristics. Positive spreads indicate that on-therun securities are trading at a yield discount (or price premium) to off-the-run securities. Lastly, as noted above, a third point that will be assessed in this paper is the influence of international risk factors on yield spreads. Hence, the analysis will also build on the findings of recent works that suggest that yield spreads on government securities are sensitive to international risk factors, and compare the relative importance of these two sources (domestic and international) of risk factors on yield spreads.
Yields and swap rates were obtained from Datastream and correspond to the "on the run" (benchmark) 10-year issue for each market at every moment of time. They are quoted rates at market close. Datastream creates continuous yield series by taking the yield from the current benchmark in each market and using it to update a separate time series. As a benchmark changes, data are taken from a new stock on the first day of the month. Table 6 presents the starting benchmark dates used by Datastream as well as the characteristics of the different benchmarks that compose the yield series for the different countries of our sample. With regard to the bid/ask spreads series, daily time-series were created by calculating the spread between the bid and ask quotations provided by Bloomberg for the "on the run" (benchmark) 10-year issue for each market at every moment in time, using the same benchmarks and starting dates that Datastream uses to create the 10-year yield series. For all the different issues Bloomberg provides daily quoted prices calculated as the average bid and ask quotations at the close. A similar methodology is used to build the on-the-run/off-the-run spread daily time-series. These series were created by calculating the differences between the "on the run" (benchmark) 10-year issue and the "off the run" (immediately older security) 10-year issue yields provided by Bloomberg for each market at every moment of time, also using the same benchmarks and starting dates that Datastream uses to create the 10-year yield and swap rates series (see table 6 ).
The overall outstanding amounts of public debt data have been drawn from the Bank for
International Settlements (BIS; see table 5) and the GDP from Eurostat. However, as these series are only provided every three months, for the construction of the relative debt-to-GDP ratio daily timeseries, the rest of the data have been extrapolated assuming a daily constant rate of increase of those volumes, which in fact present very slight differences within countries over the studied period. For this reason, it can be assumed that the extrapolation will not produce important biases in the data and can be applied in this case. And finally, the spread between 10-year fixed interest rates on US swaps and the yield on 10-year Moody's Seasoned AAA US corporate bonds (USSPREAD it ), has been calculated from daily data obtained from Datastream. All the variables included in the estimation that capture domestic risk factors are relative to the German ones. Thus, BIDASKDIF it is the difference between the bid/ask spread in country i and the bid/ask spread in Germany, ONOFFDIF it is the difference between the on the run /off the run spread in country i and that in Germany and LNDEBTGDP it is the (log) deviation of country i debt-to-GDP ratio from Germany's debt-to-GDP ratio.
Model.
In the specification, in addition to the local and world risk variables mentioned (LNDEBTGDP it , BIDASKDIF it , ONOFFDIF it , and USSPREAD it ), country and monthly dummy variables will be introduced. Further, in order to assess whether there exists a varying relationship between liquidity variables and the yield SPREADS it or ASPREADS it (if liquidity is self-fulfilling, the proxies of market liquidity might present a non-linear relationship, i.e. a liquid/illiquid market might lead to an increasingly lower/higher liquidity premium) a quadratic specification for the variables BIDASKDIF it , and ONOFFDIF it is formulated.
So, with the following defined previously:
The local risk variables (Z L i,t ) will be:
While the world risk variables (Z W i,t ) will be:
We first estimate model I, which is a panel model, in order to analyse whether there exist important differences in the effect of the different sources of risk on yield differentials in the two group of countries (euro and non-euro participating), then we allow for slope heterogeneity by estimating in model II a specific regression for each of the twelve countries in the sample.
Then, model I is a static panel regression 9 with both domestic and international risk variables that will be estimated for both group of countries (EMU and non-EMU participating)
Where, with the world (Z W i,t ) and local risk variables (Z L i,t ) previously defined,
The vector of independent variables will be:
In the above panel regressions, with very few exceptions, country dummies turn out to be significant at the 5 per cent confidence level, meaning that specific factors in each different country are relevant and suggesting that a separate estimation for each of them will provide fuller information. We will do 9 In Gómez-Puig (2008a), taking into account that some aspects of both domestic and international risk do not change over the considered period, with the objective to identify the relative importance of risk variables in explaining fluctuations, rather than levels of yield differentials, a lag of the dependent variable was introduced in the model. However, the results from both specifications (static and dynamic) only presented slight differences. This is the reason why we only estimate a static model in this paper.
this in the second set of regressions (model II) where, using the same independent variables as in the panel regressions, a static regression will be implemented separately for each of the twelve countries in the sample. Therefore, the following empirical model on daily data will be implemented separately for each individual country 10 :
Hence, twelve regressions will be calculated, where the vector of independent variables will be:
Z L i,t ])
Model I and II will be estimated for the whole period (1999) (2000) (2001) (2002) (2003) (2004) (2005) , and the three sub-periods into which we have broken it down and, for both groups of countries. Our intention is to analyse whether 
Results
The estimation methods used in all specifications, Feasible Generalized Least Squares (FGLS) 11 in the panel estimation and a regression with Newey-West standard errors in the estimations for each Euro-country, are robust to the possible existence of autocorrelation and heteroscedasticity in the error terms. Tables 7 and 8 present the results for EMU-countries. The panel regressions (table 7) clearly show that domestic risk factors are much more significant than common or international risk factors in explaining yield spread behaviour in EMU countries during the first seven years of Monetary Union. Actually, the world risk variable is only positively significant at the 10% confidence level in the estimation corresponding to the whole period. With regard to the domestic risk factors, the results show the following conclusions. Both credit risk (when it is interacted with 10 As it has been explained, in order to analyse whether it exist important differences in the effect of the different sources of risk in yield differentials in the two group of countries (euro and non-euro participating). In specification I, we implicitly impose the slope homogeneity assumption. This is the reason why we also include specification II where we allow a different slope for each country.
11 FGLS is only used in order to deal with the problem of possible existence of heterocedasticity or autocorrelation of the error term. This method of estimation allows to avoid this problem and to obtain robust results even when we impose the assumption of fixed effects in a panel model as it is imposed in our model. the international risk variable 12 ) and liquidity risk (this one captured by the bid-ask spread) are the variables with higher impact on yield spreads. Both variables are positively significant at the 5% confidence level not only in the whole sample, but also in the three sub-periods. The self-fulfilling nature of liquidity is corroborated by the results. If we consider the coefficients of the quadratic liquidity variables interacted with the world risk variable, we can conclude that both the bid-ask spread and the on-the-run/off-the-run spread present a positive non-linear behavior (except in the period 1999-2000). Consequently, liquidity will be "self-reinforcing": since traders prefer to participate in liquid markets, more will participate in them, and the more liquid they will be. Finally, country dummy variables turn out to be always significant, with very few exceptions (France and the Netherlands in the estimation that includes the entire period, and Belgium in the first and second sub-periods). These results mean that specific factors in each different country are relevant and suggest that a separate estimation for each of them will provide wider information. This is why we estimate nine individual regressions for each country, using the same periods and the same explanatory variables as in the panel regressions. From these sets of estimations (tables 8) the following conclusions are worth noting. In the majority of the countries, the world risk factor only plays a marginal role. Actually, only in the case of Italy and Portugal (as we noted in table 2,
Portugal is the only country that presented a positive correlation between its 10-year yield spread over Germany and the US banking risk factor), does the world risk factor present a positive coefficient at the 5% confidence level not only for the complete period but also for at least one of the sub-periods. With regard to the domestic risk variables, the credit risk variable, except in the case of Ireland is positively significant in most of the countries at least for one or two sub-periods.
It is also important to note that the negative coefficient that this variable presents in the case of 12 The interaction term turns out to be significant in most of the cases, which supports the idea that it should be included in the estimations in order to avoid the omitted variables problem.
after the beginning of the Monetary Union. Therefore, with a longer time perspective, agents seem to believe in the "no-bail-out" clause imposed by the EMU, even in the case of large debt markets.
With regard to the liquidity variables, the linear and the non-linear behaviour of both the on-therun/off-the-run spread and the bid-ask spread is supported by the results (at least in most of the countries and sub-periods studied). Tables 9 and 10 present the results for non-EMU countries. In particular, table 9 displays the results of the panel estimation for the four periods. The most important conclusion that can be drawn from these results is that non-EMU countries present a greater vulnerability to world risk factors than EMU-countries 13 . In particular, the coefficient of the international risk factor is always positively significant at the 5% confidence level except for the 
Conclusions
In this paper we have implemented a panel regression both for the whole period (1999) (2000) (2001) (2002) (2003) (2004) (2005) and for the three sub-periods into which these seven years have been broken down, and an individual regression (with the same explanatory variables as in the panel regressions) for the nine and three countries in the two groups (EMU participants and EMU non-participants respectively). Specific- 13 
