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Résumé
Le paradigme Machine-to-Machine (M2M) im-
plique des appareils (capteurs, eﬀecteurs) inter-
agissant pour fournir des services localisés
dans le monde physique. Avec la maturité du
M2M, émerge une demande grandissante pour
des solutions mutualisées dans lesquelles les ap-
plications peuvent partager un ensemble com-
mun d’appareils. Dans ce contexte, le pro-
jet SensCity propose une infrastructure pour
mettre en œuvre des applications à l’échelle
de la ville, ce qui nécessite de fournir des
moyens de gouvernance agile pour prendre en
compte l’extensibilité du système (ie. scalabil-
ity). Nous proposons d’utiliser les technolo-
gies multi-agents pour répondre à cette problé-
matique. Selon cette approche, la stratégie de
gouvernance est exprimée par une organisation
multi-agent à l’aide du framework organisation-
nel MOISE. Nous illustrons notre proposition
par un système de gestion intelligente du stra-
tionnement.
Mots-clés : M2M, SMA, modèle organisation-
nel, ville intelligente
Abstract
The Machine-to-Machine (M2M) paradigm in-
volves devices (sensors, actuators) interacting
together to provide services located in the phys-
ical world. As the technology is gaining matu-
rity, there is a growing need for mutualized so-
lutions in which applications can share a com-
mon set of devices. In this context, the SensCity
project proposes an infrastructure to enable mu-
tualized city scale applications. Implementing
such an infrastructure raises the problem of pro-
viding an agile governance with respect to scal-
ability. Besides, Multi-Agent technologies grant
adaptability, flexibility and proactivity proper-
ties to such a decentralized applications. Thus,
this paper proposes a Multi-Agent organization
for expressing the governance strategy of such
systems. Using the MOIS E framework, we il-
lustrate how it is used within a smart parking
management application.
Keywords: M2M, MAS, Organizational model,
Smart City
1 Introduction
La prochaine génération de ville –les villes in-
telligentes ou smart cities– fournira des ser-
vices automatisés pour améliorer la vie de leurs
citoyens (e.g. ramassage optimisé des déchets
ménagés, télérelève de compteurs, adaptation
du trafic, gestion du stationnement). Ces ser-
vices à valeur ajoutée font un usage in-
tensif d’objets communicants 1 –capteurs ou
eﬀecteurs– interagissant sans intervention hu-
maine : on parle de systèmes Machine-to-
Machine ou M2M. En eﬀet, les progrès récents
des technologies sans-fil à faible consomma-
tion [12] permettent aux devices sans-fil d’être
connectés à l’Internet pour un faible coût de
déploiement et pour une durée de vie assez
longue (20 ans). Cependant, les applications
M2M nécessitent de nombreux acteurs métier :
fournisseurs d’applications, fabricants de de-
vices, experts radio et opérateurs de télécommu-
nications. Ainsi, les solutions “verticales” (i.e.
chaîne complète de l’application aux devices
dédiée à une seule application) sont trop coû-
teuses et rigides pour l’échelle de la ville. Par
ailleurs, diﬀérents acteurs expriment un besoin
grandissant pour une intégration “horizontale”
et un partage de compétences et de devices est
exprimé par les diﬀérents acteurs.
Cet article considère un cas d’étude concret
issu du projet SensCity 2 qui a pour but de
fournir une plateforme M2M mutualisée pour
déployer des services dans une ville. Cette plate-
forme permet de connecter des devices sans fil
très hétérogènes à une passerelle GPRS util-
isant Wavenis –une technologie radio eﬃcace
en énergie et à longue portée. Du point de vue
applicatif, elle fournit un accès standardisé aux
devices. Afin d’être déployé dans des villes,
un tel système doit considérer diﬀérentes di-
mensions telles que sa taille, son hétérogénéité,
sa topologie et son immersion dans le monde
physique ; toutes ces dimensions contribuent au
problème de passage à l’échelle dans les appli-
1. Dans le reste de l’article, nous parlerons de devices.
2. FUIMinalogic : http ://senscity.minalogic.net/http ://senscity.minalogic.net/
cations M2M [14]. Une telle architecture néces-
site un schéma de gouvernance agile de telle
sorte qu’elle puisse évoluer sans problème de
passage à l’échelle. De plus, il est très dif-
ficile de définir tous les besoins des applica-
tions M2M a priori à cause de leurs grandes
hétérogénéité et ouverture. Dans ce contexte,
les systèmes multi-agents (ou SMA) oﬀrent des
modèles et des technologies pour concevoir des
systèmes distribués et complexes [8]. De plus,
les SMA permettent de concevoir des organisa-
tions ouvertes avec des agents hétérogènes basés
sur des technologies disparates [5]. L’objectif de
cet article est de proposer un modèle de gou-
vernance d’infrastructure M2M par un SMA.
Ainsi, organisation multi-agent y est définie en
utilisant le framework MOIS E [6]. Grâce aux
spécifications explicites et interprétables par les
agents, ces derniers pourront raisonner sur la
structure de gouvernance afin de se ré-organiser
et de la changer de manière agile. Cette organi-
sation SMA est illustrée au travers d’une appli-
cation de gestion intelligente du stationnement
urbain.
Après avoir donné une description de l’archi-
tecture M2M et de l’application de gestion du
stationnement en section 2, un modèle organisa-
tionnel est présenté en section 3 et une représen-
tation agent des composants M2M est décrite en
section 4. Ensuite, la section 5 discute cette ap-
proche ainsi que des travaux connexes. Enfin, la
section 6 conclut cet article et dresse quelques
perspectives.
2 Contexte et applications du M2M
Cette section présente une vue d’ensemble de
l’architectureM2M et introduit le scénario d’ap-
plication de gestion du stationnement, puis, dis-
cute des besoins d’agilité dans la gouvernance
de tels systèmes pour faire face au problème de
passage à l’échelle.
2.1 ArchitectureMachine-to-Machine
LeM2M est une technologie encore à ses débuts
qui sort tout juste des solutions propriétaires.
Cependant, le comité technique M2M de l’ETSI
travaille sur les standards pour ces infrastruc-
tures. Cet article est basé sur la dernière ver-
sion des spécifications de l’ETSI 3 [4]. qui pro-
pose une architecture divisée en trois domaines
(cf. Fig. 1) : device, réseau et application. Dans
cette architecture les passerelles (gateways) et la
plateforme centrale font le lien entre deux do-
maines.
3. European Telecommunications Standards Institute
Figure 1 – Architecture M2M de l’ETSI [4].
Le domaine des devices est composé de devices
applicatifs –capteurs et effecteurs– et éventuel-
lement de répéteurs communicant dans un réseau
sans fil (WSAN) connecté à la passerelle. Un
WSAN regroupe plusieurs devices communicant
entre eux. Ces devices peuvent embarquer zéro
ou plusieurs capteurs et eﬀecteurs. Des répé-
teurs sont sont placés pour étendre la portée
d’un réseau relié à une passerelle.
La passerelle gère un ou plusieurs WSAN, ainsi
que la sécurité et l’authentification des devices.
Elle peut aussi générer des commandes aux
effecteurs afin de réagir plus rapidement aux
événements perçus. La passerelle envoie et reçoit
les messages transmis entre les devices et la plate-
forme M2M via un accès large bande. Elle est
donc située entre les domaines des devices et
celui du réseau.
La plateforme M2M se trouve à la jonction des
domaines du réseau et des applications. La ta-
ble 1 résume les diﬀérentes fonctionalités de la
plateforme selon les domaines. D’un côté, elle
gère les communications ainsi que les interac-
tions avec d’autres plateformes, et de l’autre, elle
fournit aux applications –qui gèrent les logiques
métiers– un aspect transparent aux devices.
Table 1 – Fonctionnalités de la plateformeM2M
définies par l’ETSI [4]
Domaine du Réseau Domaine des Applications
Remote Entity Management (REM Application Enablement (AE)
Generic Communication (GC) Compensation Brokerage (CB)
Reachability Addressing Transaction Management (TM)
and Repository (RAR)
Communication Selection (CS) History Data Retention (HDR)
Interworking Proxy (IP)
←−−−−−−−−−−−−−−−−− Security (SEC) −−−−−−−−−−−−−−−−−→
2.2 Gestion intelligente du stationnement
Le projet SensCity vise à partager les infrastruc-
tures et les réseaux existants entre diﬀérentes
applications M2M. Le scénario présenté dans
cette section illustre un exemple d’applications
déployées dans cette infrastructure.
Une application de gestion intelligente du sta-
tionnement est un système M2M qui surveille
l’occupation des places de parking pour guider
les conducteurs et ainsi contribuer à la réduction
du trafic et de la pollution. En eﬀet, la recherche
de stationnement est estimée responsable de 5%
à 10% du trafic et représente une perte de 70
millions d’heures pour un coût de 600 mil-
lions e en France [10] (chiﬀre 2005). Ce sys-
tème peut également être utilisé pour surveiller
des places non prévues pour le stationnement
(accès aux bornes d’incendie, sorties de garage,
etc...). Pour ce faire, des détecteurs de voitures
sont disposés sous les places. Comme l’envoi
de messages consomme beaucoup d’énergie, les
capteurs pourront alerter le système des change-
ments ou les enregistrer afin de les envoyer re-
groupés en messages statistiques, en fonction du
temps, du jour, ou de sa position. Les messages
sont envoyés à la passerelle GPRS grâce à des
répéteurs. Toutes les données sont collectées par
un serveur –la plateforme M2M– qui notifie les
applications : GPS des conducteurs, services de
planification urbaines de la ville, et commissari-
ats. De plus, afin de garantir au conducteur de
trouver un stationnement libre, les futurs sys-
tèmes de gestion de stationnement permettront
également aux conducteurs de le réserver depuis
leur véhicule en activant un plot télescopique.
Le conducteur pourra recevoir un e-ticket qui
sera utilisé pour redescendre le plot à son ar-
rivée.
Dans ce scénario, trois applications sont im-
pliquées, avec, chacune, diﬀérents besoins :
(1) la réservation et cartographie des sta-
tionnements pour le guidage des conducteurs,
(2) la planification urbaine et (3) la surveil-
lance policière. Les services de planification
urbaine et de police se soucient de l’occupa-
tion des places en diﬀérents termes : la plan-
ification nécessite uniquement des statistiques
sur toutes les places pour planifier l’aménage-
ment urbain en stationnement, alors que la po-
lice a besoin d’être alertée lorsque des sta-
tionnements interdits sont occupés. Les appli-
cations de cartographie et de réservation four-
nissent une vue de la disponibilité des places
aux clients et envoient les commandes de réser-
vation aux eﬀecteurs. Lorsqu’un utilisateur au-
thentifié souhaite réserver, l’application cherche
plusieurs places de stationnement et notifie le
client avec un e-ticket de réservation s’il en
trouve. Le e-ticket a une durée limitée (15 min-
utes) pour désactiver le plot et indiquer la posi-
tion exacte de la place réservée.
2.3 Gouvernance agile pour le M2M
Comme les systèmes M2M sont déployés dans
le monde physique, les interventions sur les de-
vices (ie. déploiement ou maintenance) sont très
coûteuses. Ainsi, partager les ressources entre
plusieurs acteurs permet de diminuer ce coût et
d’oﬀrir la possibilité de construire des applica-
tions plus complexes. Ceci mène au besoin d’as-
surer l’extensibilité 4 (scalability) du système en
le dotant d’un mode de gouvernance agile re-
spectueux de ses propriétés essentielles. L’ex-
tensibilité est abordée selon des dimensions de
passage à l’échelle, i.e. des métriques pour éval-
uer le système suivant ses caractéristiques [14].
Ces dimensions peuvent être regroupées en qua-
tre catégories –la taille (e.g. nombre de places
de parking surveillées), l’hétérogénéité (e.g.
gestion du stationnement couplée avec un sys-
tème de transport multi-modal), la topologie
(e.g. densité du réseau de capteurs) et l’im-
mersion dans le monde réel (e.g. dynamique
de la ville)– suivant trois types de propriétés
–utilisation (e.g. latence, disponibilité), perfor-
mance (e.g. eﬃcacité, robustesse) et administra-
tion (e.g. coût).
Ces dimensions ont un impact dans tous les do-
maines du système : du nombre et des types
de devices déployés dans un WSAN à la cou-
verture géographique couverte par les appli-
cations (e.g. bâtiment/ville/région/...). Dans ce
contexte, notre but est de proposer, dans un pre-
mier temps, une organisation multi-agent pour
gouverner les systèmes M2M afin de les doter
ultérieurement de capacité de réorganisation et
d’auto-organisation pour plus d’agilité.
3 Modèle organisationnel M2M
Cette section, et la suivante, décrivent l’ap-
proche multi-agent utilisée pour définir la gou-
vernance d’applications M2M. Nous avons util-
isé la plateforme JaCaMo [17] (Jason [2] +
CArtAgO [18] + MOIS E [6]) afin de séparer
clairement les diﬀérentes préoccupations qui se
posent dans de telles applications : les agents
pour les diﬀérentes entités de prise de décision,
les artefacts pour les ressources accessibles et
partagées entre les agents et l’organisation pour
4. Aptitude d’un produit ou d’un système à fonctionner correcte-
ment, sans perdre ses propriétés essentielles, lors d’un changement
d’échelle d’un ou plusieurs paramètres. Journal Oﬃciel, 23/02/2003
exprimer l’architecture de gouvernance régu-
lant le fonctionnement des diﬀérents agents au-
tonomes. JaCaMo fournit un cadre unifié pour
le développement de ces trois aspects du SMA.
Les organisations multi-agents concernent les
schémas de coopérations entre agents pour at-
teindre des buts globaux [5]. Ces schémas peu-
vent résulter du fonctionnement des agents dans
le cas de SMA auto-organisateurs [16]. Ils peu-
vent être explicites en termes de rôles, de plans,
de groupes et de liens dans le cas de SMA cen-
trés organisation [5]. Comme les infrastructures
M2M sont souhaitée ouvertes à des applications
et acteurs variés, il est nécessaire de spécifier ex-
plicitement le fonctionnement de tels systèmes
afin de garantir le respect des exigences glob-
ales. Dans cette section, une spécification organ-
isationnelle est proposée pour la gouvernance
d’architectures M2M vues en section 2.
MOIS E [6] définit une organisation suivant
deux dimensions : (i) la spécification struc-
turelle (SS) et (ii) la spécification fonctionnelle
(FS) ; reliées ensemble par la spécification nor-
mative (NS). Ainsi MOIS E est particulière-
ment adapté à la définition de modèles de gou-
vernance flexibles.
La spécification structurelle (section 3.1) est un
ensemble de groupes composés de rôles. En
fonction de cette spécification, les agents s’en-
gagent dans un rôle en fonction de leurs com-
pétences et créent des groupes suivant la spé-
cification organisationnelle. Un rôle définit une
place dans l’organisation régie par diﬀérent type
de liens avec les autres rôles : accointance, com-
munication, autorité et compatibilité. Quand un
agent s’engage dans un rôle, il s’engage à sat-
isfaire les normes concernant les plans pour at-
teindre les buts collectifs du système.
La spécification fonctionnelle (section 3.2)
définit un ensemble de buts pour l’organisation
et un ensemble de misssions à remplir pour at-
teindre ces buts, organisés en schémas sociaux.
Un schéma social est un plan pour atteindre un
but, décomposé en un arbre de sous-buts, décrits
en utilisant un opérateur de plan et une liste
de sous-buts. Deux types de buts peuvent être
définis : les buts ponctuels ou achievement (A),
devant être atteints une seule fois, et les buts
de maintenance (M) devant être constamment
satisfaits. Chaque but a un temps maximum
pour être accompli ou time-to-fulfill (TTF). Pour
chaque schéma, un ensemble de missions re-
groupent les buts du schéma en des ensem-
bles cohérents pouvant être alloués aux agents.
Comme les rôles, les missions ont une cardi-
nalité qui définit le nombre minimum/maximum
d’agents pouvant y souscrire.
Enfin, la spécification normative (section 3.3)
assigne les missions aux rôles. Les normes
définissent comment les missions peuvent ou
doivent être achevées et par quels rôles. Une
norme n spécifie une relation déontique d entre
un rôle r et une mission m avant un temps TTF
lorsque la condition c devient vraie.
3.1 Spécification structurelle
Les rôles sont utilisés pour attribuer aux agents
des parties de l’infrastructure M2M à surveiller
et à piloter afin d’en assurer le bon fonction-
nement. Suivant la description donnée en sec-
tion 2.1, l’organisation M2M est structurée en
trois groupes (voir figure 2) : (i) le groupe Device
Domain, (ii) le Network Domain et (iii) l’Application
Domain.
Le groupe Device Domain est composé de rôles
pour regrouper les devices communiquant en-
semble –ie. dans une même zone, indépendam-
ment de leur logique métier– dans un M2M Area
Network et pour gérer ces devices par passerelle
dans leur Gateway Domain. Chaque rôle a une
définition et une cardinalité dans l’organisation.
L’engagement des agents est validé si et seule-
ment si la cardinalité et les contraintes de com-
patibilité entre rôles sont respectées. Voici la
liste des rôles d’une infrastructure M2M :
– Gateway [1..1] : responsabilité de l’authen-
tification des devices et des mises-à-jours
logicielles et peut assumer des fonctions ap-
plicatives comme l’envoi de commandes vers
les devices pour réagir rapidement à certains
événements perçus par les capteurs. Ainsi, ce
rôle a un lien d’autorité sur le rôle Device et un
lien de communication avec le Gateway Proxy.
– Device [1..Ndevices] : abstrait qui peut com-
muniquer avec les autres Devices du même
M2M Area. Ils ont tous une relation d’accoin-
tance avec Gateway qui est responsable du
réseau de proximité même s’il ne peut com-
muniquer directement avec lui. Il est possible
pour un agent de s’engager sur des rôles De-
vice dans diﬀérents groupes M2M Network Area.
Dans certains cas, les Devices peuvent com-
muniquer directement avec la Platform.
– Repeater [0..Ndevices] : relais des messages en-
voyés par d’autres devices afin d’atteindre la
Gateway. Tout Device peut avoir à jouer ce rôle
afin de gérer les surcoûts entraînés par les
communications pour l’appareil.
– Sink [1..Nsink] : même responsabilité que le
rôle Repeater mais il peut communiquer di-
rectement avec la Gateway.
– Applicative Device [1..Ndevices] : rôle abstrait, re-
sponsable de l’exécution des commandes et
de la satisfaction des requêtes applicatives. Il
Figure 2 – Spécification structurelle pour un système M2M.
est compatible avec le rôle de Repeater. Ce
rôle est diﬀérencié sémantiquement par les
sous-rôles Actuator et Sensor.
– Actuator [0..Ndevices] : hérite du rôle Applica-
tive Device, responsable des actions agissant
sur l’environnement. Ces actions peuvent être
planifiées ou ordonnées à la demande par
commande.
– Sensor [0..Ndevices] : hérite du rôle Applicative
Device, responsable des mesures d’un aspect
de l’environnement et de l’envoi des notifica-
tions. Les messages peuvent être planifiés ou
provoqués par un état critique.
Comme la plateforme centrale M2M est im-
pliquée à la fois dans le domaine réseau et le do-
maine des applications, un rôle neutre –dont les
rôles de plateformes hériteront dans le groupe
Network Domain ou le groupe Application Domain–
est défini comme suit :
– Platform Manager [1..1] : responsable de la ges-
tion du M2M Core Platform. Les rôles héritant
de celui-ci sont compatibles entre eux et peu-
vent communiquer avec les autres sous-rôles
dans la même plateforme. Il peut communi-
quer avec les Applications et a autorité sur tous
les Devices.
Les rôles héritant du rôle Platform Manager corre-
spondent aux diﬀérentes fonctionnalités présen-
tées en section 2.1. Le groupe Network Domain est
composé de diﬀérents rôles responsable de la
gestion et de l’interaction avec les devices via
une passerelle. Certains rôles encapsulent des
composants de la plateforme centrale. Les rôles
de ce groupe sont :
– Gateway Proxy [NGW ..NGW] : responsable de la
communication avec la plateforme et de la
lier avec le Device Domain. Il peut communi-
quer avec un seul Gateway. Ces deux rôles sont
également compatibles et peuvent être joués
par le même agent GatewayAg.
– Remote Entity Manager [1..1] : gestion de la
configuration des passerelles et des devices
(mises-à-jour logicielles) (voir REM).
– Network Security Manager [1..1] : gestion
de l’authentification des devices et des
passerelles (voir SEC).
– Transaction Manager [1..1] : gestion de l’exécu-
tion des actions qui nécessitent plusieurs de-
vices (voir TM).
– Communication Enabler [1..1] : responsable du
routage des messages aux devices en util-
isant le chemin le plus pertinent. Ainsi, il gère
également l’accessibilité et la mobilité des de-
vices (voir GC, CS et RAR).
– Interworking Proxy [1..1] : fourni une communi-
cation transparente avec d’autres plateformes
M2M (voir IP).
Enfin, le groupe Application Domain inclut tous
les rôles correspondant aux services fournis par
la plateforme pour permettre aux applications
d’accéder aux devices applicatifs :
– Application [1..Napplication] : fournit un service
utilisant des données de capteurs ou con-
trôlant des eﬀecteurs. Pour ce faire, il peut
communiquer avec le Platform Manager pour
manipuler les Sensors et Actuators.
– Application Enabler [1..1] : interface pour les ap-
plications pour répertorier les services M2M
fournis, l’accès aux ressources et la réception
des notifications (voir AE).
– Application Security Manager [1..1] : vérification
de l’authenticité des applications et validation
de l’accès aux ressources (voir SEC).
– Data History Manager [0..1] : archivage des
transactions pertinentes suivant des profils
d’applications ou de devices, sans interpréta-
tion du message (voir HDR).
– Compensation Broker [1..1] : gestion du
courtage entre les applications clientes et les
ressources. Responsable de la gestion des
compensations financières, des conflits et pri-
orités d’accès aux devices –particulièrement
pour les eﬀecteurs (voir CB).
Cette spécification étant explicite et compréhen-
sible par les agents, ils peuvent raisonner sur la
structure de l’organisation et la modifier : aug-
menter/diminuer des cardinalités de rôles, ren-
forcer des liens de communication ou créer de
nouveaux rôles. Ils peuvent également ajouter
des liens de compatibilité en fonction de leurs
capacités, en considérant un rôle comme un
sous-ensemble des capacités de l’agent.
3.2 Spécification fonctionnelle
Cette section définit la spécification fonction-
nelle qui gouverne les buts et missions du sys-
tème M2M, à travers l’exemple de deux sché-
mas : collecte de données et commande de de-
vice.
Collecte des données (Fig. 3a). Consiste à
rapporter les données perçues par les capteurs
aux applications. Le but racine (MonitorEnvi-
ronment) est un but de maintenance qui est
satisfait par la séquence (i) percevoir l’envi-
ronnement (SenseEnvironment) puis (ii) noti-
fier de l’état de l’environnement (NotifyEnvi-
ronmentState). Le premier sous-but peut con-
sister à être informé de tout changement ou de
percevoir régulièrement une valeur. Il est ac-
compli par la mission mSense. De la même
manière, la notification peut être faite dès la per-
ception d’un changement ou être une synthèse
de plusieurs données perçues. La notification est
un but ponctuel satisfait par la séquence suiv-
ante : (i) envoyer à la passerelle (SendToGW),
(ii) envoyer à la plateforme (SendToPlatform)
et (iii) notifier les applications (NotifyApplica-
tion).
Commande de devices (Fig. 3b). Consiste à
envoyer une commande aux devices. Cette com-
mande peut être un simple ordre ou une plan-
ification à l’avance d’actions. Pour atteindre le
but racine (CommandDevice), il est nécessaire
de mettre en œuvre la séquence suivante : (i)
envoyer la commande (SendCmd ), (ii) eﬀectuer
la commande (PerformCmd ) et (iii) notifier du
succès de la commande (NotifyCmd ).
Les buts de ces schémas sociaux sont regroupés
dans les missions suivantes :
– mSense [1..Nsensor] pour percevoir l’envi-
ronnement, régulièrement ou occasionnel-
lement ;
– mExec [1..Nactuator] pour exécuter la com-
mande ;
– mNotify [3..Nsensor + NGW + Nplat f orm] pour
prévenir les entités M2M de changements
dans l’environnement ;
– mRepeat [0..Nhops] pour relayer les messages
à leur destination dans le WSAN (les exi-
gences de latence limitent le nombre de sauts
à Nhops ≤ 5) ;
– mCmd [3..Napp + NGW + Nplat f orm] pour éla-
borer et transmettre une commande aux de-
vices ;
– mRetrieve [1..Napp] pour collecter des don-
nées que la plateforme a produit grâce aux de-
vices ou à propose des devices ;
– mArchive [0..1] pour archiver les messages
transitant au travers de la plateforme.
Ces missions regroupent des buts de manière
cohérentes tels qu’ils soient assignés en même
temps aux agents. De plus, un but peut être com-
pris dans plusieurs missions et être ainsi réal-
isés par diﬀérents rôles dans des conditions dif-
férentes. Par exemple, la figure 3b montre que le
but Send to GW fait parti des missions mNotify
et mRepeat .
Concernant le scénario de gestion de parcs de
stationnements, le schéma Data Collection est
eﬀectué pour connaître le taux d’occupation
des places de parking et le schéma Commande
Device est utilisé pour réserver ou libérer une
place de parking. Les détecteurs de voitures
perçoivent chaque voiture dès qu’elle se gare ou
qu’elle libère une place. Mais pour économiser
de l’énergie, il peut être préférable de ne pas
envoyer trop de messages de notification. De
même, il n’est pas nécessaire de connaître le
Figure 3 – Spécifications fonctionnelles pour le M2M : collecte de données (a) et activation (b)
nombre exacte de place libres s’il y en a beau-
coup ou qu’il n’y a pas de demande. Ainsi, les
valeurs TTF peuvent être adaptées en fonction
de l’heure, du jour, de l’emplacement ou même
du type d’application.
Dans la perspective d’un modèle de gouver-
nance agile, les agents devraient être capables
d’adapter ces exigences en fonction de la sit-
uation et de leur propre exigences. Ceci signi-
fie que les agents ont besoin de détecter des
buts non atteignables ou trop coûteux. Alors, ils
pourraient décider et proposer de nouvelle défi-
nitions de schémas sociaux : redéfinir les TTF
ou les cardinalités, changer l’ordre des buts,
voire même créer de nouveaux sous-buts pour
compenser des buts non atteignables.
3.3 Spécification normative
Cette section définit les normes qui contraignent
les actions que les agents peuvent eﬀectuer dans
le système M2M. La table 2 résume certaines
de ces normes relatives aux schémas présentés
précédemment : les normes n01 à n07 définissant
comment les données doivent être perçues et en-
voyées à la plateforme, alors que les normes n10
à n16 spécifient les conditions pour envoyer des
commandes aux eﬀecteurs.
Les agents jouant le rôle de Sensor sont sup-
posés percevoir l’environnement, en eﬀectuant
la mission mSense. Comme précisé précédem-
ment, cette mission peut consister à percevoir
l’environnement régulièrement (n01) ou à la de-
mande (n02). Dans tous les cas, les agents Sen-
sors doivent s’engager dans la mission mSense
(n03). Cependant, la valeur tsense peut varier dans
les deux cas pour des raisons métiers. Par exem-
ple, ceci peut être vu comme un compromis ré-
sultant de la négociation entre des applications
pour préserver et économiser les capteurs.
Les commandes sont générées par les agents
Application (n10). Une commande est transmise
par le Application Enabler si et seulement si
l’Application a les droits sur le device en ques-
tion (n11). Les rôles de Gateway et Repeater sont
impliqués dans la transmission de la commande
à l’agent Actuator (n06, n12, n13). Ainsi, un agent
Actuator eﬀectue l’action (n14) et notifie du suc-
cès de cette dernière (n15, n16).
Ces normes sont directement applicables au cas
de la gestion de stationnement : réservation et
libération de places. Mais, dans le deuxième cas,
l’état du succès n’est pas si important, comme
le système détectera la place comme étant oc-
cupée. Par conséquent, il devrait être possible de
changer la relation déontique de la norme n18 en
permission. Une autre possiblité est de diviser
cette norme en deux et d’ajouter une condition
sur le succès de l’action (monter ou descendre
la borne).
Table 2 – Spécifications normative pour leM2M
Id Condition Rôle Rel. Mission TTF
n01 scheduled(sensing_time)Sensor permmSense tsense
n02 occurred(event) Sensor permmSense tsense
n03 n01 ∨ n02 Sensor obl mSense tsense
n04 changed(sensed_value) Sensor obl mNotify tsend∧is_critical(situation)
n05 tlast_msg ≥ msg_period Sensor obl mNotify tsend∨is_ f ull(bu f f er)
n06 on_receive(msg) Repeater obl mRepeat trepeat
n07 on_receive(msg) Gateway permmNotify tnoti f y∧is_authenticated(msg)
n10 – Application permmCmd tcmd
n11 is_auth(app) App Enabler obl mSend tsend∧has_right(app, dev)
n12 on_receive(cmd) Gateway permmSend tsend
n13 on_receive(cmd) Gateway obl mSend tsend∧high_priority(msg)
n14 on_receive(cmd) Actuator obl mExec tactuate
n15 succeeded(cmd) Actuator obl mNotify tCnoti f
n16 f ailed(cmd) Actuator obl mNotify tCnoti f
4 Systèmemulti-agent pour leM2M
Dans cette section, une représentation agentifiée
de l’architecture M2M présentée en section 2 est
donnée. L’objectif principal des agents est de
s’assurer du bon fonctionnement des éléments
de l’infrastructure M2M. La figure 4 illustre les
diﬀérentes entités M2M gérées par diﬀérents
types d’agents : DeviceAg, GatewayAg, PlatformAg
et AppAg.
Figure 4 – Les agents gèrent l’infrastructure
M2M par le biais d’artefacts.
Un agent DeviceAg pilote un device M2M qui
interagit avec le monde physique pour réaliser
certaines fonctions. Chaque DeviceAg gère un de-
vice : il s’assure de son bon fonctionnement en
contrôlant la quantité des messages émis, leur
fréquence et la latence. Les devices étant forte-
ment contraints, l’agent gère les diﬀérentes les
fonctionnalités engagées dans le reste du sys-
tème en adoptant les rôles Sensor, Actuator et Re-
peater et en engageant le Device dans diﬀérentes
missions. Ainsi, par exemple, le même Device
peut être Sensor dans un schéma et Repeater pour
un autre.
Un agent AppAg représente une application cliente
utilisant des devices. Il adopte donc le rôle Appli-
cation dans l’organisation. Il sélectionne les de-
vices selon ses besoins et envoie les commandes
et requêtes à ces derniers, en négociant les accès
avec les agents DeviceAg.
Ces deux types d’agents utilisent des artefacts
DeviceArt comme représentation des devices. L’a-
gent DeviceAg accède à l’état physique du device
–alimenté par les messages de statuts et/ou in-
féré en fonction des données statistique– et ac-
corde les droits aux agents AppAg. Ces derniers
lisent ses capacités afin de construire les com-
mandes dont ils ont besoin et de les envoyer,
l’arrivée de message leur est signalée par un sig-
nal. Ils peuvent ensuite le récupérer via la plate-
forme M2M.
La plateforme est gérée par un agent PlatformAg
qui évalue sa charge afin d’en assurer un bon
fonctionnement. Il authentifie les messages en-
trant, les transmets à leurs destinataire –ie.
applications et devices via la passerelle– et les
stocke si nécessaire. En cas de dysfonction-
nements, il peut déléguer une partie des traite-
ments à d’autres agents PlatformAg pour répartir
la charge. Il assume pour cela les rôles Platform
Manager, Application Enabler, Data History Manager,
Application Security Manager, Network Security Man-
ager, Compensation Broker, Communication Enabler,
Remote Entity Manager, Transaction Manager et In-
terworking Proxy.
Un agent GatewayAg pilote une passerelle en as-
sumant les rôles Gateway et GatewayProxy. Il as-
sure la transmission des messages entre les de-
vices et la plateforme en optimisant les commu-
nications en fonction de la priorité des mes-
sages. Il peut aussi générer des commandes en
réponses aux événements perçus par les capteurs
en fonctions de règles simples communiquées
par les applications.
La plateforme et les passerelles du projet SensCity
reposent sur des serveurs dont l’architecture est
à base de composants (Java Beans). Chaque
composant implémente une des fonctionnalités
présentées en section 2.1 et est encapsulé par
un artefact correspondant. Cet artefact fournit
un accès naturel au composant pour les agents
en fournissant des opérations correspondant aux
méthodes du composant. Il est ainsi facile pour
les agents d’utiliser mais aussi de manipuler (eg.
dupliquer) ces composants.
Les agents PlatformAg et GatewayAg sont défi-
nis indépendamment des applications métiers,
alors que les agents de types AppAg et
DeviceAg sont spécifiques aux politiques de
leur propriétaires –ie. respectivement l’appli-
cation cliente et le fournisseur de device.
Dans le scénario de gestion de parc de sta-
tionnement CarGuidanceNReservAg, UrbanPlanAg
et PoliceMonitorAg sont des agents AppAg alors
que CarDetectorAg et ParkPostAg sont des agents
DeviceAg.
5 Travaux connexes et discussion
Le M2M est un paradigme prometteur et est le
sujet de nombreux travaux. Le projet FP7 SEN-
SEI 5 propose une architecture virtuelle pour
regrouper des réseaux de capteurs dans des
“WSAN Islands”. Chaque capteur se voit af-
fecter un capteur virtuel qui fournit les données
5. SENSEI (Integrating the Physical with the Digital World
of the Network of the Future), EU ICT FP7, http ://www.sensei-
project.eu/http ://www.sensei-project.eu/
provenant du capteur physique. Le projet fournit
une infrastructure décentralisée et flexible mais
reste focalisé sur les technologies et n’oﬀre au-
cun modèle de gouvernance pour spécifier les
comportements des composants et de gestion du
niveau applicatif.
Une approche orientée agent est utilisée par
le US Ocean Observatories Initiatives pour
développer la Ocean Observatories Initiative
Cyberinfrastructure pour surveiller les océans
avec une plateforme de capteurs marins [3]. Ce
projet définit l’infrastructure pour un serveur
M2M composé de 6 réseaux de services inter-
agissant suivant des scénarios prédéfinis. Le
framework AAMSRT propose une autre ap-
proche multi-agent pour la gestion de capteurs
embarqués sur des satellites [11]. Ces deux ap-
proches utilisent un modèle organisationnel sta-
tique même si le second est basé sur des agents
négotiant pour s’engager dans des missions.
Les sections précédentes ont décrit un modèle
organisationnel pour la gouvernance de sys-
tèmes M2M afin de garantir un fonctionnement
global grâce à des règles sur l’adoption de rôles
et les interactions entre les agents. Cependant,
considérant le caractère ouvert et hétérogène de
l’infrastructure M2M, il apparaît qu’une telle
organisation devrait être capable d’évoluer afin
de gérer agilement les situations non planifiées.
Par exemple, les valeurs sensing_time et tsense
de la norme n01 sont spécifiques aux besoins
applicatifs. Ainsi l’agilité pourrait venir des
agents eux-même par l’extension de l’organi-
sation considérée en tant que cadre générique :
de nouvelles normes spécifiques aux besoins ap-
plicatifs, faisant intervenir des rôles spécifiques
hérités des rôles existant pour réaliser des sché-
mas sociaux paramétrés selon les besoins, peu-
vent être le résultat d’une négociation entre les
agents AppAg et DevAg.
Comme les spécifications organisationnelles
sont explicites et compréhensibles par les
agents, ils peuvent raisonner dessus pour
améliorer les performances du système. Dans
le cas du problème de passage à l’échelle, les
cardinalités des rôles peuvent être augmentées
pour déléguer des tâches à d’autres agents. À
l’inverse, des problèmes sécurité peuvent con-
duire à plus d’atomicité en réduisant la cardi-
nalité maximale d’un rôle.
Cependant de telles réorganisations soulèvent
plusieurs questions [15] : Quand ? Quoi ? Qui ?
Quand changer l’organisation ? Décider quand
adapter l’organisation est important d’après
deux aspect du système : la stabilité et la perfor-
mance. En eﬀet, il est nécessaire de prendre en
compte le coût de la réorganisation [9], surtout
dans le cas de systèmes très contraints comme
le M2M. De plus, si les systèmes émergents
et auto-organisateurs sont plus adaptatifs et ro-
bustes, ils peuvent diﬃcilement garantir de con-
verger vers une organisation stable [19]. Mais
la réorganisation peut être nécessaire pour réa-
gir aux événements imprévus (e.g. nouvelles ap-
plications, ressource indisponible) ou une perte
de performance (e.g. surcharge du trafic). Les
systèmes M2M ont besoin d’un support à long
terme qui signifie que de nouveaux rôles pour-
raient apparaître dans l’organisation et certaines
contraintes pourraient disparaître alors que de
nouvelles pourraient apparaître. Ainsi, le mo-
dèle organisationnel devraient être lui-même ca-
pable d’évoluer en cours de fonctionnement.
Pour ce faire, les propriétés du systèmes (sec-
tion 2.3) pourraient être utilisées comme critères
pour l’évaluation de l’organisation et ainsi la
gestion de l’organisation pourrait se mettre en
œuvre comme un problème d’optimisation de
contraintes distribuées [20].
Que changer dans l’organisation ? Dans le mo-
dèle de gouvernance présenté, l’adaptation de
l’organisation est possible au niveau des spéci-
fications structurelles, fonctionnelles et norma-
tives. La réorganisation structurelle peut consis-
ter à ré-aﬀecter des rôles aux agents, redéfinir
des rôles et des cardinalités voire les interac-
tions entre rôles. Quand de nouvelles applica-
tions sont déployées au sein du systèmes M2M,
de nouveaux buts et schémas sociaux pourraient
être définis comme des instances de buts et
schémas génériques. Mais la spécification fonc-
tionnelle elle-même pourrait également devoir
être revue et les missions et plans devraient
être adaptés en conséquence. Enfin, en modi-
fiant les normes, le système pourrait changer
l’aﬀectation des missions aux rôles, renforcer
ou relâcher certaines relations déontiques et
adapter les missions aux nouvelles conditions et
échéances.
Qui change l’organisation ? Afin de permettre
au système d’être réorganisé, il est nécessaire de
définir qui est responsable de tels changements.
Si l’organisation est représentée par des arte-
facts spécifiques, les agents peuvent manipuler
directement les spécifications. Ceci peut se faire
grâce à des agents dédiés qui surveillent le fonc-
tionnement du système et applique des poli-
tiques de réorganisation [7] ou en permettant
aux agents applicatifs d’adapter directement le
système suivant des indicateurs locaux, comme
les situations non-coopératives des AMAS [1].
Cependant, un système large échelle semble dif-
ficile à surveiller par un système externe centra-
lisé qui manque de robustesse alors que la deu-
xième approche augmente la charge des agents
lors des prises de décisions organisationnelles et
pose des problèmes de confiance. Combiner les
deux approches pourrait allier les atouts com-
plémentaires deux approches [13]. Entre autre,
les agents applicatifs pourraient détecter des si-
tuations imprévues ou des spécifications inadap-
tées et proposer des adaptations à court terme
alors que les agents de surveillance pourraient
valider (ou non) ces changements organisation-
nels et ainsi réguler le degré de réorganisation
du système en fonction des exigences origi-
nelles.
6 Conclusion et travaux futurs
Au travers d’une application de gestion intel-
ligente de stationnement urbain, cet article a
présenté une architecture multi-agent pour la
gouvernance agile de systèmes M2M, suivant
les dernières recommandations du groupe tech-
nique M2M de l’ETSI [4]. Afin de prendre en
compte des exigences d’extensibilité, il souligne
plusieurs points clés pour adapter les spécifica-
tions structurelles, fonctionnelles et normatives.
La prochaine étape de ce travail explorera les
aspects de réorganisation suivant deux direc-
tions : (i) la spécification comportementale per-
mettant aux agents de s’adapter à l’organisation
et (ii) la définition de nouveaux rôles spécifiques
à la surveillance de l’organisation et au proces-
sus de réorganisation. Entre temps, l’organisa-
tion, les agents et les artefacts proposés seront
déployés dans une infrastructure M2M comme
démonstrateur afin de tester et valider ce modèle
en environnement réel.
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