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Abstract
We treat a quantum mechanical system with certain general properties which are
expected to be common in macroscopic quantum systems. Starting from a pure initial
state (which may not describe an equilibrium) in which energy is mildly concentrated
at a single value, we consider a time evolution determined by a time-dependent Hamil-
tonian as a model of an adiabatic operation in thermodynamics. We take a family of
operations with the same procedure and various “waiting times.” Then the minimum
work principle is rigorously proved for almost all choices of the waiting time.
To develop a microscopic understanding of the second law of thermodynamics [1], which
is one of the most perfect macroscopic laws in physics, has been an unsolved fundamental
problem. If one puts aside the problem of “thermalization” and starts from equilibrium
states in the sense of statistical mechanics, then one can reasonably derive the second law
in some situations [2, 3].
In the present paper, we make a further step by discussing a rigorous derivation of the
second law directly from quantum mechanics without referring to statistical mechanics. More
precisely, we model adiabatic operation in thermodynamics as a time evolution according to
a time dependent Hamiltonian [5] in a closed quantum mechanical system. We assume
that the system has certain general properties (such as the existence of extensive entropy,
nondegeracy and non-resonance of the energy eigenvalues) which we expect to be common
in macroscopic systems. We take the initial state to be a pure state in which the energy
is concentrated at a single value, but not too sharply. We consider a family of operations
with the same procedure but with various “waiting times.” Then we prove, for large enough
systems, an inequality corresponding to the minimum work principle for almost all choices of
the waiting time. The initial state may or may not correspond to a macroscopic equilibrium
state. Thus we are dealing also with the problem of “thermalization” (although in an indirect
and incomplete manner).
Setup and main results: We consider a quantum mechanical system characterized by
a single parameter V > 0 (the volume) which can be made as large as one wishes. For
each V we fix two Hamiltonians Hinit and Hfin which have (infinite) discrete eigenvalues
Ej and E
′
j (j = 1, 2, . . .), respectively. We assume Ej < Ej+1 and 0 ≤ E
′
j ≤ E
′
j+1 for
any j. (For simplicity, we do not make explicit the V -dependence of the Hamiltonians, the
energy eigenvalues, and the eigenstates.) We have assumed the energy eigenvalues of Hinit
to be nondegenerate. We further assume that these eigenvalues satisfy the non-resonance
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condition, i.e., Ej − Ek = Eℓ − Em 6= 0 implies j = ℓ and k = m. We expect that a generic
Hamiltonian of a macroscopic quantum systems satisfy these conditions [6].
We assume that Hinit and Hfin have well-behaved thermodynamic limits as V → ∞ in
the following sense. Define the number of states ΩV (E) to be the number of eigenvalues
Ej of Hinit such that Ej ≤ E. We assume that there are V -independent constants C1 > 0,
C2 > 0, a, b, and a smooth increasing function s(·), and the number of states satisfy
C1V
a exp
[
V s
(
E
V
)]
≤ ΩV (E) ≤ C2V
b exp
[
V s
(
E
V
)]
, (1)
which is an expected behavior in a macroscopic system with the (infinite volume) entropy
s(ǫ) = limV→∞ V
−1 log ΩV (V ǫ). We also assume that there are V -independent smooth func-
tions f(·), g1(·) and ∣∣∣∣∣E
′
j
V
− f
(
Ej
V
)∣∣∣∣∣ ≤ 1V g1
(
Ej
V
)
, (2)
for any j. (Throughout the present paper, gi(·) is a function which appears as an unimportant
coefficient of a “small” term.)
In order to describe an adiabatic operation of an outside agent to the system, we choose
(for a fixed V ) an arbitrary time-dependent Hamiltonian H0(·) such that H0(0) = Hinit and
H0(T ) = Hfin. For an arbitrary τ ≥ 0, consider the same operation executed after a “waiting
time” of τ , which is described by the Hamiltonian Hτ (·) defined as
Hτ (t) =
{
Hinit for 0 ≤ t ≤ τ ;
H0(t− τ) for τ ≤ t ≤ T + τ .
(3)
It is essential in our approach to investigate the family of operations with a fixed H0(·) and
various “waiting time” τ .
For a fixed τ ≥ 0, let Uτ (·) be the solution of i∂Uτ (t)/∂t = Hτ (t)Uτ (t), and define
Uτ = Uτ (T + τ) which is the unitary operator representing the whole operation.
Let ϕj and ϕ
′
j be the normalized eigenstates of the Hamiltonians Hinit and Hfin, respec-
tively, with eigenvalues Ej and E
′
j . Then we define a unitary operator Uslow by Uslowϕj = ϕ
′
j .
Recalling the “adiabatic theorem” in quantum mechanics, one may interpret Uslow as de-
scribing the time evolution in an operation where the Hamiltonian changes from Hinit to Hfin
in an infinitely slow manner.
We assume that the system is initially in a normalized pure state ϕinit, and require that,
in ϕinit, the energy is concentrated around a single value, but not too sharply . (It is trivial to
extend all the results to mixed initial states.) More precisely we expand it as ϕinit =
∑
j ξjϕj ,
where ξj are complex coefficients, and assume that
ξj = 0 if
∣∣∣∣EjV − ǫ0
∣∣∣∣ ≥ C3V −δ (4)
where ǫ0, C3 > 0, and 0 < δ < 1 are (V -independent) constants, and
|ξj|
2 ≤
1
ΩV (ǫ0V )
(5)
2
for any j. Note that this upper bound for |ξj|
2 is quite mild since the number of allowed
basis states (which is ΩV (ǫ0V +C3V
1−δ)−ΩV (ǫ0V −C3V
1−δ)) is much larger than ΩV (ǫ0V )
if V is large. (From (1), we find it is larger by a factor of exp(C3s
′(ǫ0)V
1−δ).) There is a
huge freedom in the choice of ξj within the restrictions (4) and (5). In particular, we are not
assuming anything like all the eigenstates with energies in a finite range appear with equal
weights. We expect that generic macroscopic states (which, unlike Schro¨dinger’s cat states,
have more or less determined energies) automatically posses similar properties [7].
Now suppose that the system is initially in the state ϕinit, and one measures the energy
(described by Hfin) after the operation. The energy expectation value after the “slow”
operation is
Eslow = 〈ϕinit, U
−1
slowHfinUslowϕinit〉 =
∑
j
|ξj|
2E ′j . (6)
and that after the operation described by Hτ is
Eτ = 〈ϕinit, U
−1
τ HfinUτϕinit〉. (7)
Then our result is as follows.
Theorem: Take an arbitrary family of models with Hinit, Hfin, H0(·), and ϕinit satisfying
all the conditions stated above. Then for sufficiently large V , there exist τmax and a subset
I ⊂ [0, τmax] such that
|I|
τmax
≥ 1− exp
[
−
V s(ǫ0)
2
]
, (8)
where |I| denotes the “total length” of the set I, and for any τ ∈ I we have
Eτ
V
≥
Eslow
V
− g2(ǫ0)V
−δ (9)
where g2(·) is a (V -independent) function which depend only on C1, C2, a, b, δ, s(·), f(·),
and g1(·).
The theorem says that the inequality (9) holds unless one happens to choose the “waiting
time” τ from a very exceptional set [0, τmax]\I. Since the proportion of the exceptional set
is exponentially small in V , there is practically no chance of observing the violation of (9)
when V is large (provided that one takes the waiting time long enough).
Now the inequality (9) implies
Wτ
V
≥
Wslow
V
− g2(ǫ0)V
−δ, (10)
where Wτ = Eτ − 〈ϕinit, Hinitϕinit〉 and Wslow = Eslow − 〈ϕinit, Hinitϕinit〉 are the works done
by the agent to the system during the operations. When V is large, the inequality (10)
becomes Wτ/V >∼ Wslow/V , which is nothing but the minimum work principle [9] (for a
closed system) in thermodynamics [8]. Since the minimum work principle is expected to
3
hold for an arbitrary operation applied on a thermodynamic equilibrium state, the present
result shows (although in an indirect manner) that an equilibrium is attained after sufficiently
long “waiting time” [10].
We note that the minimum work principle for closed systems is one of the fundamental
forms of the second law for simple systems, and other forms (such as the Kelvin’s principle
or the law of entropy increase) can be derived from it by suitable thermodynamic arguments.
Moreover this form of the second law does not rely on definitions of heat or entropy, which
are always delicate. It depends solely on the notion of energy transfer which is the ultimate
object to be studied in thermodynamics.
Proof: From (6), (4), and (2), we see
Eslow
V
≤ f(ǫ0 + C3V
−δ) +
g1(ǫ0 + C3V
−δ)
V
, (11)
which implies
Eslow
V
≤
E¯
V
+ g3(ǫ0)V
−δ, (12)
where E¯ = V f(ǫ0), and g3(·) is a V -independent function.
Since Hfin is unbounded in general, we introduce a bounded operator H˜ = E¯(1 − P ) +
HfinP where P is the orthogonal projection onto the space spanned by ϕ
′
j with j such that
E ′j ≤ E¯ = V f(ǫ0). H˜ behaves exactly as Hfin for energies lower than E¯, and behaves as a
constant otherwise. Let E˜τ = 〈ϕinit, U
−1
τ H˜Uτϕinit〉. Since Hfin ≥ H˜ , we have Eτ ≥ E˜τ . We
shall prove (9) with Eτ replaced by E˜τ , which automatically leads to the desired result for
Eτ .
By noting that Uτ = U0 exp(−iHinitτ), we see that
E˜τ =
∑
j,j′
ξ∗j ξj′〈ϕj, U
−1
τ H˜Uτϕj′〉
=
∑
j,j′
ξ∗j ξj′ exp[i(Ej −Ej′)τ ]〈ϕj , U
−1
0 H˜U0ϕj′〉. (13)
For a function fτ of τ , we denote its “long-(waiting-)time” average as
fτ = lim
S→∞
1
S
∫ S
0
dτ fτ . (14)
Since the assumption of nondegeneracy implies ei(Ej−Ej′ )τ = δj,j′, we have
E˜τ =
∑
j
|ξj|
2〈ϕj, U
−1
0 H˜U0ϕj〉
=
∑
j,k
|ξj|
2〈ϕj, U
−1
0 ϕ
′
k〉〈ϕ
′
k, H˜ϕ
′
k〉〈ϕ
′
k, U0ϕj〉
=
∑
j,k
|ξj|
2αj,kE˜
′
k, (15)
4
where αj,k = |〈ϕj, U
−1
0 ϕ
′
k〉|
2, and E˜ ′k = 〈ϕ
′
k, H˜ϕ
′
k〉 = min{E
′
k, E¯}. Because of the unitarity,
(αj,k) is a doubly stochastic matrix [11], i.e., it satisfies 0 ≤ αj,k ≤ 1 and
∑
j αj,k =
∑
k αj,k =
1. Let j(·) be a permutation of integers such that |ξj(ℓ)| ≥ |ξj(ℓ+1)|. Then one can easily
prove [12] that
E˜τ =
∑
j,k
|ξj|
2αj,kE˜
′
k ≥
∞∑
k=1
|ξj(k)|
2E˜ ′k. (16)
Let Ω− = ΩV (V ǫ0 − C3V
1−δ). Then, by using (16), (2), E¯ = V f(ǫ0), (5), (1), and (12), we
can estimate the average E˜τ as
E˜τ ≥
∞∑
k=Ω−
|ξj(k)|
2E˜ ′k
≥ E˜ ′Ω−
∞∑
k=Ω−
|ξj(k)|
2
≥ {V f(ǫ0 − C3V
−δ)− g1(ǫ0 − C3V
−δ)}
∞∑
k=Ω−
|ξj(k)|
2
≥ {E¯ − g4(ǫ0)V
1−δ}

1− Ω−−1∑
k=1
|ξj(k)|
2


≥ {E¯ − g4(ǫ0)V
1−δ}
{
1−
ΩV (V ǫ0 − C3V
1−δ)
ΩV (V ǫ0)
}
≥ {E¯ − g4(ǫ0)V
1−δ}
{
1−
C2
C1
V b−a exp[−V {s(ǫ0)− s(ǫ0 − C3V
−δ)}]
}
≥ {E¯ − g4(ǫ0)V
1−δ}
{
1−
C2
C1
V b−a exp[−g5(ǫ)V
1−δ]
}
≥ E¯ − g6(ǫ0)V
1−δ
≥ Eslow − g7(ǫ0)V
1−δ, (17)
for sufficiently large V , where gi(·) are V -independent functions.
In order to convert the above bound for the average into information about E˜τ itself
[13], we evaluate the variance and follow the standard argument in the proof of Chebyshev
inequality [14].
From (13), we see that
(E˜τ )
2 =
∑
j,k,ℓ,m
ξ∗j ξk ξ
∗
ℓ ξm e
i(Ej−Ek+Eℓ−Em)τ h(j, k) h(ℓ,m), (18)
where h(j, j′) = 〈ϕj, U
−1
0 H˜U0ϕj′〉. From the non-resonance condition for the spectrum of
Hinit, we see that the average ei(Ej−Ek+Eℓ−Em)τ is equal to 1 when j = k, ℓ = m or j = m,
k = ℓ, and is vanishing otherwise. This means that
(E˜τ )2 =


∑
j
|ξj|
2h(j, j)


2
+
∑
j 6=j′
|ξj|
2|ξj′|
2h(j, j′)h(j′, j). (19)
5
Noting that the first term in the right-hand side is equal to
(
E˜τ
)2
, we find that
(
E˜τ − E˜τ
)2
= (E˜τ )2 −
(
E˜τ
)2
=
∑
j 6=j′
|ξj|
2|ξj′|
2h(j, j′)h(j′, j)
≤
{
max
j′
|ξj′|
2
}∑
j,j′
|ξj|
2〈ϕj, U
−1
0 H˜U0ϕj′〉〈ϕj′, U
−1
0 H˜U0ϕj〉
=
{
max
j′
|ξj′|
2
}∑
j
|ξj|
2〈ϕj, U
−1
0 H˜
2U0ϕj〉
≤
E¯2
ΩV (ǫ0V )
, (20)
where we used (5) and H˜ ≤ E¯. Since
(
E˜τ − E˜τ
)2
is continuous in τ , we see that for
sufficiently large τmax
1
τmax
∫ τmax
0
dτ
(
E˜τ − E˜τ
)2
≤
2 E¯2
ΩV (ǫ0V )
. (21)
Define
I = {τ | 0 ≤ τ ≤ τmax, |E˜τ − E˜τ | ≤ C4V
1−δ}. (22)
Let χ[true] = 1 and χ[false] = 0. Then, by noting that χ[|x| ≥ x0] ≤ (x/x0)
2, and using (21)
and (1), we see that
1−
µ[I]
τmax
=
1
τmax
∫ τmax
0
dτ χ[|E˜τ − E˜τ | ≥ C4V
1−δ]
≤
1
τmax
∫ τmax
0
dτ

E˜τ − E˜τC4V 1−δ


2
≤
(
E¯
V
)2
2 V 2δ
(C4)2ΩV (ǫ0V )
≤ {f(ǫ0)}
2 2 V
2δ−a
C1(C4)2
exp[−V s(ǫ0)]
≤ exp
[
−
V s(ǫ0)
2
]
, (23)
where the final bound is valid for sufficiently large V . This is the bound (8) for the size of the
exceptional set. Recalling (17), we have proved the desired theorem with g2(·) = g7(·) + C4.
It is a pleasure to thank Elliott Lieb, Takayuki Miyadera, Hiroshi Nagaoka, Shin-ichi
Sasa, Akira Shimizu, and Jakob Yngvason for useful discussions on related topics.
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