The authors examine the validity of the empirical rule connecting the randomness of high frequency stock prices to its future performance in a bully market conditions. For this purpose, the U.S. market in the period of 1993-1997 is chosen for investigation. The rule was first discovered in a bear market of 2007-2009 in Tokyo market, as one of the useful applications of the RMT-Test which is a new tool to measure the randomness of given time series based on the random matrix theory, showing that the stock of the highest randomness is more profitable than the Nikkei Average Price throughout the following year. The previous analysis was limited to the period of bear market, and inclusive analysis for a wider market conditions are necessary in order to establish the validity of the rule.
Introduction
The authors have proposed to measure the randomness of a given long time series based on RMT 1 , named the RMTtest 68 , and have demonstrated the effectiveness of this method by measuring the randomness of the physical random numbers and the pseudo-random numbers, and applied the same tool to measure various real-world time series including price fluctuation this process, a new empirical rule has been discovered, stating that the stocks having higher randomness in the previous year tend to perform better than the stocks of lower randomness 5 Although it is a striking discovery, the analysis was limited only the period 2007-2009 in the Tokyo market, which was a typical example of the weak market condition. In order to establish the validity of the rule, it is necessary to examine whether the same rule holds in a strong market. For this purpose, the U.S. market in the period of 1993 -1997 is employed and thoroughly examined.
The RMT test
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The method of the RMT-test is outlined as follows. We aim to test the randomness of a long 1-dimensional sequence of numerical data, S.
At the first step, we cut S into N pieces of equal length T, then shape them in an N×T matrix, S i,j , by placing the first T elements of S in the first row of the matrix S i,j , and the next T elements in the 2nd row, etc., by discarding the remainder if the length of S is not divisible by T. Each piece, S i = (S i,1, S i,2 , ... , S i,T ), is converted to a normalized vector x i = (x i,1, x i,2 , ... , x i,T ) by means of
where,
such that every row in the new matrix x has mean=0, variance =1. Since the original sequence S is random, in general all the rows are independent, i.e., no pair of rows is identical. The cross correlation matrix C i,j between two stocks, i and j, is constructed by the inner product of the two time series, 
