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INTRODUCTION 
The study of the spectra of substances has held the 
attention of scientists ever since the discovery of the 
refraction of light by Newton. This attention is well de­
served because the spectrum of a substance can give consid­
erable information concerning its detailed atomic or molecular 
structure. The spectrum gives information on the interac­
tions of the constituent particles with each other and with 
externally applied fields, and provides perhaps the fastest 
method of identifying and determining the concentration 
of many elements in a mixture. Spectral studies provide 
such an abundance of high precision data on the relative 
energies and intensities of transitions between the numerous 
discrete energy levels of substances that regularities ob­
served in one. region of a spectrum frequently suggest theories 
which can then be thoroughly checked in other regions of the 
same spectrum. For this reason the, results of spectra work 
were one of the big stimuli toward the development of the 
quantum theory, and the explanation of the spectra was among 
its most notable successes. It is the same today. There 
are many areas, particularly in the case of liquid and 
solid materials, where careful spectroscopic work can con­
tribute substantially to the advancement and understanding 
of theories, or to the prediction or Interpretation of 
thermodynamic and magnetic properties of materials. As we 
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shall see, rare earth compounds are well suited for this work 
because they have sharp line spectra In the liquid or solid 
state. 
Dysprosium ethylsulfate, chemical formula DyfCgH^SO^)^' 
SHgO, is one of a large class of crystalline rare earth com­
pounds whose properties are particularly Interesting to 
scientists because the rare earths form what is known as an 
inner shell transition series. In the case of the rare earth 
or lanthanide series this means that as we proceed through 
the elements in the periodic table from cerium through lute-
tium, the number of 4f electrons, as well as the nuclear 
charge, increases by one at each step. It is called an inner 
shell transition series because the radial probability func­
tion for electrons In the 4f shell reaches its maximum well 
inside those for the filled 5s and 5P shells. This causes 
the 4f electrons to be rather well shielded from the outside 
environment, and gives a series of metals and compounds of 
fairly similar behavior in which trends in physical and 
chemical properties may be observed, and in which theoretical 
predictions of these properties may be thoroughly checked. 
The optical absorption spectra of liquids and solids, 
in contrast with the sharp line spectra of gases, are gener­
ally characterized by broad diffuse bands without much resolv­
able structure. Although it is frequently possible to recog­
nize the presence of certain molecular groupings from these 
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spectra, it is usually very difficult to obtain information 
on the detailed structure of the material. Early in the 
history of spectroscopy, however, it was recognized that 
certain naturally occurring minerals containing lanthanide 
group elements showed sharp line spectra even at room temper­
ature. It was later found that this occurrence of sharp line 
spectra was characteristic of atoms or ions possessing a 
partially filled inner shell of electrons. 
The earliest review of these spectra was given by 
Kayser (l), covering the years before I9O5. Following the 
discovery of the Zeeman effect in I895 (2) and the subsequent 
calculation of the effect of a magnetic field on the spectral 
lines by Lorentz (3), Becquerel (4) and Becquerel et aJ. (5> 
6) studied the Zeeman effect and the Faraday effect of crys­
tals of the naturally occurring rare earth minerals at vari­
ous temperatures as low as that of liquid helium. In 1925 
Hund (7) was able to correlate the paramagnetic susceptibil­
ities of the rare earth salts at room temperature with the 
spectrographic ground states of the ions. He was the first 
to show that the ground states arise from 4f^ electron con­
figurations, where n is the number of 4f electrons. The agree­
ment with experiment was quite good except in the cases of 
europium and samarium.salts where more precise agreement was 
later obtained by Van Vleck and Frank (8). Hund's success 
indicated that the effects upon the magnetic behavior of the 
free rare earth ion induced by including it in a crystal 
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lattice were small compared to kT at room temperature and 
small even In comparison to the multiplet splitting of the 
ground LS term. These facts were to play an important role 
in the foundations of later theoretical works. 
In the period 1929 to 1940 Spedding (9), Freed (10), 
Ewald (11), Merz (12), Gobrecht (13), and many others con­
ducted an intensive experimental investigation, of the powder 
and polarized crystal spectra of many rare earth salts at 
various temperatures and external magnetic field strengths. 
Among the compounds investigated were the hydrated rare earth 
chlorides, bromides, iodides, sulfates, bromates, ethylsul-
fates, perchlorates, molybdates, acetates, the rare earth 
magnesium nitrates, and the p-dibrombenzolsulfonates. The 
great improvement of the results, compared to those obtained 
by the earlier workers was due to the use of synthetic crys­
tals of definite composition in contrast to the naturally 
occurring mineral crystals, which usually consisted of a 
mixture of rare earths. Prior to this time there had been 
little to gain from comparison of the data of two or more 
workers, even though they had made admirable attempts to 
identify and subtract lines due to "impurities". The use of 
synthetic crystals constituted a great advance toward the 
systemization of the study of rare earth spectra, though by 
today's standards, largely made possible by ion-exchange 
technology, the purity of these crystals would be considered 
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less than desirable. 
The spectra of the various rare earth salts were found 
to follow a general pattern of behavior. That is, the ab­
sorption lines occurred in relatively isolated groups, or 
multiplets, whose widths were on the order of a few hundred 
wavenumbers, and whose wavelengths were characteristic of 
the particular rare earth ion being studied, regardless of 
the negative ions or ligands with which it was associated. 
The internal structure of the multiplets, on the other hand, 
their numbers of lines, their polarization effects, and their 
Zeeman effects, were found to be dependent on the negative 
ions or ligands and upon the point symmetry of the rare earth 
ion. The spectra were also found to exhibit a general pat­
tern of behavior when observed at low temperatures. The lines 
were generally sharper than their room temperature analogs, 
corresponding to a decrease in the Doppler broadening, and to 
a decrease in variations in the electric field about the cen­
tral ion due to the thermal motions of its neighbors. The 
overall separations of the lines within the various multiplets 
were generally found to be increased at the lower temperature 
(l4), and this was attributed to an intensification of the 
electrostatic influence of the ligands caused by contraction 
of the whole crystal. The number of lines in the multiplets 
was also found to depend on the temperature. Certain "high 
temperature lines", appearing mostly on the red side of each 
multiplet, disappeared at the lower temperatures. This was 
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found to be due to thermal depopulation of the higher energy-
levels of the ground multiplet. 
Turning to the theoretical explanation of the rare earth 
spectra, it seems natural now to aooumc, as sugccnted by 
Hund'a success in identifying the spectrographic ground 
states, that the rare earth spectra are mainly characterized 
by the free ion spectra, slightly modified by the inclusion 
of the ions in crystals. Suggestions to this effect were 
made in 1928 and 1929 by Becquerel (15); who expressed the 
idea of a crystalline electric field, and by Brunetti (l6), 
and Brunetti and Ollano (17), who measured the order of magni­
tude of this perturbation of the free ion spectrum, and relat­
ed the splittings observed to the crystalline site symmetry of 
the ions. Freed and Spedding (l8) also developed this assump­
tion, but the classic paper of the time was Bethe's (19). He 
pointed out, working from group theory considerations, that 
the number and type of lines arising from any given free ion 
level is determined only by the symmetry of the crystalline 
field, and not by its strength. Kramers (20, 21), at the 
same time, discovered the requirement that the crystal field, 
if truly of electrostatic origin, must leave every level of 
systems with an odd number of electrons at least twofold de­
generate. The classic works in the theory of complex atomic 
spectra were the works of Slater (22), and Condon and Shortley 
(23). More descriptive works were published later by White 
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(24) and Herzberg (25). 
Even though it seemed certain that the spectra could be 
explained by a small perturbation of the free ion levels by 
the crystal field, the intensity of the spectra remained a 
puzzle. Which transitions were responsible for the lines 
was unknown, and the situation was complicated by an utter 
lack of detailed information on the free ion spectra. Even 
today only beginnings have been made toward understanding the 
transition mechanisms involved, Van.Vleck (26) pointed out 
that the intensity of the lines, when one considers the high 
concentration of ions present in crystalline samples, must 
correspond to transitions which are forbidden in ordinary 
atomic spectra. Van Vleck also calculated the relative prob­
abilities of electric dipole, magnetic dlpole, and electric 
quadrupole radiative transitions within the 4^^ configuration. 
He found no good reason for rejecting any of these as being 
not responsible for the lines. 
Bethe and' Spedding (2?) and Speddlng (28), by including 
the effects of the Intermediate coupling of the spin and or­
bital momenta of the states, showed that the energies of the 
sharp line groups could be understood in terms of transitions 
within the 4f^ configuration. Good agreement was obtained be­
tween experiment and theory with reasonable magnitudes for 
the electrostatic and spin-orbit interactions. Broer e_t al. 
(29) carefully repeated Van Vleck's estimation of transition 
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probabilities and concluded that the electric dlpolc type of 
transition was the most probable, and Indeed, that in most 
cases the probability was large enough to explain the ob­
served intensities. 
Between 1942 and 1949 Racah published a series of papers 
(30-33) under the title "Theory of Complex Spectra". In 
these he introduced a number of very powerful concepts which 
have since found wide use in nuclear as well as in atomic 
spectroscopy. Among these were the definition and use of 
irreducible tensor operators and coefficients of fractional 
parentage, and the application of the theory of continuous 
groups to the problem of identifying and calculating the 
energies of terms for configurations of equivalent electrons. 
His work is of extreme importance in the case of the rare 
earths because the standard methods of Slater and Condon and 
Shortley become very cumbersome when applied to systems of 
more than two equivalent f electrons such as occur in the 
case of the rare earths. The more recent and more detailed 
theoretical descriptions by Judd (34) and V/ybourne (35) have 
shifted almost entirely to the techniques and nomenclature 
given in these first four papers and in the 1959 book by 
Pano and Racah (36). 
Another major advance was the application of paramagnet­
ic resonance techniques to the study of rare earth crystals. 
Bleaney and Stevens (37) have given a review of this work. 
The method's advantages are high resolution and accuracy. 
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Its main advantage is that it is usually only applicable to 
studies of the lowest energy doublet of the ground multiplet. 
Several attempts have been made to calculate the crystal 
field potential from paramagnetic resonance- data (38), and 
from data obtained from heat capacity (39), and magnetic 
susceptibility (40, 4l) measurements. Although reasonable 
agreement was obtained with experiment in each case, the 
energy levels of the ground multiplet calculated using this 
potential were not in agreement with data from optical spec­
troscopy. This v/as especially true of the higher energy 
levels of the ground multiplet. The lack of success in cal­
culating the crystal field potential from heat capacity and 
magnetic susceptibility measurements is attributed to the 
relative insensltivlty of these statistical properties to 
the relative positions of all but the lowest two or three 
levels. In the case of the calculations from paramagnetic 
resonance measurements not enough, experimental data were 
available for an adequate determination of the crystalline 
potential. 
The period 1940 to the present saw an intense effort to 
gather high resolution spectral data on rare earth ions in 
crystals. Important workers in the field were Hellwege, 
Dieke, and Spedding. In a series of papers (42-47) published 
in 1948, Hellwege derived crystal quantum numbers and selec­
tion rules for electric dipole, magnetic dipole, and electric 
quadrupole transitions for ions in a number of different crys­
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tal symmetries. Viewing the experimental data, ho found the 
selection rules for electric dipole transitions were moot 
often obeyed, though occasionally transitions were observed 
which obeyed the selection rules for magnetic dipole transi­
tions. Hellwege also studied the hyperfine structure of the 
absorption lines, and electron-vibration combination fre­
quencies associated with the main lines. More recently, how­
ever, he and his associates have shifted their attention to 
studies of rare earth spectra in magnetically ordered crystals. 
Dieke demonstrated the importance of combining the results of 
absorption, fluorescence, and Zeeman measurements for maximum 
surety in identifying the levels (48), and was one of the few 
workers who made a serious attempt to determine the field 
free spectra of the trivalent ions (49, 50). Spedding and 
his group have made detailed studies of the Zeeman effects 
of the ethylsulfates. They found a variation of Zeeman 
splitting and intensity for certain, lines when the crystals 
were rotated about their c axis while the directions of the 
incident light and magnetic field were kept constant in the 
hexagonal plane (51). Most of the later high resolution 
work has been devoted to the ethylsulfates and anhydrous 
chlorides because of their relatively high symmetry. The 
point symmetry of a rare earth ion in these crystals is 
as demonstrated by the structure determinations of Ketelaar 
(52) and Pltzwater and Bundle (53). 
The study of rare earth spectra since i960 has been 
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especially marked by the use of large high speed computers. 
Many workers (54-62) have used these valuable tools to calcu­
late matrix elements, energy levels, eigenfunctions, and to 
fix theoretical parameters determining the electrostatic, 
spin-orbit, and crystal field interactions by least squares 
fitting of the experimental data. The aim of these calcula­
tions has largely been to explore the possibilities and 
limitations of a necessarily simplified theoretical model 
following Condon and Shortley, Although energy levels cal­
culated with the parameters obtained in this way often agree 
with the experimentally determined levels within one percent, 
the experimental energies can be measured to within one part 
in 10 . There is therefore much room for improvement in the 
calculations, particularly in the case of the higher energy 
levels. It was for this reason that Margolis (63) in his 
work on praseodymium chloride, considered not only the inter­
actions mentioned above, but also the magnetic orbit-orbit, 
spin-spin, and spin-other-orbit interactions. For the same 
reason other workers have explored the possible effects of 
configuration interaction (64, 65), closed shell correlation 
(66, 67), and covalent bonding (68). The biggest obstacle 
to advances in this area of the theory has been the lack of 
good experimental data on the excited levels, 
A recent example of how careful experimental work on 
the excited levels can stimulate advances in the theory of 
rare earth spectra has been provided by the group of research-
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ers headed by Professors Spedding and Good. Observations of 
non-linear Zeeman splitting behavior in a number of rare 
earth ethylsulfates and observations of transitions whose 
intensities depended on the strength of the' magnetic field 
led to an extensive theoretical treatment of the Zeeraan 
effect for rare earth ions in a crystal field of symme­
try (69). In addition to explaining the observed behavior, 
this work predicted that the Zeeman splittings and Intensi­
ties of transitions to certain energy levels of systems with 
an odd number of 4f electrons should be found to be aniso­
tropic with respect to rotation of the crystal about its c 
axis when the magnetic field is perpendicular to this axis. 
(The experimental situation in-which the magnetic field is 
perpendicular to the c axis will be referred to hereafter as 
the HsC case.) It has been c.ommonly believed up to this 
time that the Zeeman effect would be Isotropic in the a 
plane, although Hamm et aJ. (70) had observed an anisotropic 
Zeeman effect for Co*^ at cubic and tetragonal sites. For 
systems with an even number of 4f electrons the same theory 
predicted only intensity changes on rotation. Experimental 
results presented in a paper (51) published as a companion 
to the theoretical work and in the work of Spedding and Bartel 
(71) confirmed these predictions in the case of erbium and 
thulium ethylsulfate. Here the rare earth ions have 4f^^ and 
4f^^ configurations, respectively. Later experimental work 
on holmlum ethylsulfate (72) likewise supported the theory. 
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but here, since the magnetic splittings were not small com­
pared to the crystal field splittings, it was necessary to 
follow the extended theory outlined in reference (51) in 
order to explain the energy changes observed on rotation 
for a system with an even number of 4f electrons. 
In the past year two new theoretical works on the Zeeman 
spectra of rare earth ethylsulfates have appeared (73, 74). 
In the first it was pointed out that when the magnetic field 
is perpendicular to the c axis the,Hamiltonian has a strange 
symmetry of a type first described by Wigner (75). Studies 
of this symmetry led to simplifications in the energy level 
calculations for systems of both even and odd number of 4f 
electrons, and to the assignment of a new quantum number 
for each level. In the second work these ideas were applied 
to the problem of calculating relative intensities and in­
tensity variations on rotation for the.Zeeman absorption 
lines of erbium ethylsulfate. A number of fairly simple 
examples were treated, and the results were in good agree­
ment with the previously unexplained experimental data. 
The Zeeman theory of Murao, Spedding and Good (69) also 
defined a new property of crystals with point symmetry. 
This property is the direction of what is known as the x 
axis. Its direction is determined theoretically by choosing 
the z axis in the crystallographic c direction, and choosing 
a direction for the x axis which makes the coefficient of 
the imaginary part of the Vg crystal field potential vanish. 
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The direction of the x axis depends on the environment of the 
rare earth ion, and in general does not coincide with the 
direction of the crystallographic a axis of the crystal. It 
can be determined experimentally, and preliminary measure­
ments of 0, the angle between the a and x axes, have been 
presented in references (51) and (71) for erbium and thulium 
ethylsulfate. The measurements seemed to indicate that there 
was a small but measurable difference in the values of 0 ob­
tained in the pure salts and those obtained when either 
erbium or thulium ethylsulfate were diluted with yttrium 
ethylsulfate. If the environment of the rare earth ion in 
the crystal lattice of the pure salt is different from that 
in the yttrium ethylsulfate lattice one would expect 0 to be 
different, and if better techniques for aligning the crystals 
were developed it might be possible to use the 0 measurements 
for rare earth ions in various lattices as a sensitive probe 
of their immediate environments in mixed crystals. 
The aim of the present work is threefold; l) to observe 
and report the anisotropic HsC Zeeman effect for dysprosium 
ethylsulfate, 2) to determine the x axis direction in dys­
prosium ethylsulfate, and in mixed crystals containing 
various concentrations of Dy^^ in erbium and yttrium ethyl­
sulfate, and 3) to extend the present experimental and theo­
retical understanding of the excited levels of dysprosium 
ethylsulfate into the ultraviolet. 
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Single crystals of dysprosium ethylsulfate (hereafter 
referred to as DyES) were chosen for this investigation for 
two reasons. The first is that the theory Indicated that 
the ground state levels of DyES would have a sizeable aniao-
tropy in the HsC Zeeman effect (76). If this were true, the 
results of earlier Zeeman effect measurements in this orien­
tation would certainly be open to question. In addition, the 
substantial mixing of the wavefunctions which accompanies the 
HsC anisotropy would lead to the observance of many transi­
tions which are not visible at zero magnetic field. This 
would be a big help in the interpretation of absorption lines 
in the excited multiplets because the more lines we see, the 
more checks and- cross-checks we have. The second reason for 
choosing DyES was a desire to stimulate further theoretical 
work on the spectra of ions in crystals. Data on the 4f^  
levels of Dy"^^ would be ideal for this because here is a 
many electron problem in which the wealth of data which can 
be obtained completely overwhelms the number of theoretical 
parameters. Such a situation always provides an attractive 
proving ground for new theories. 
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THEORY 
Field Free Ion States 
The spectra of many electron atoms or ions in the absence 
of external fields has been discussed at length by-Condon and 
Shortley (23) and Slater (22). If the mass of the nucleus is 
assumed to be infinite, and all relativistic effects except 
the magnetic interaction of the spin and orbit of each elec­
tron are ignored, the Hamiltonian for an N electron system 
can be written as 
u, 
i-l ' ' i>j=4 J 
The first term is the sum of the kinetic energies of each of 
the electrons, the second is the sum of the potential ener­
gies of the electrons due to their Coulomb attraction to the 
nucleus, and the third term is the sum of the approximate 
spin-orbit interactions of each of the electrons. The last 
term is the sum of the mutual repulsion energies for all 
pairs of electrons. 
Exact solutions of the Schrodinger equation for this 
Hamiltonian are not possible, but approximate solutions can 
be obtained by use of the central field approximation. In 
this approximation each electron is assumed to move inde­
pendently in the field of the nucleus and a spherically sym­
metric central field due to the average potential fields of 
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all of the other electrons. If U(r^) is the potential energy 
of an electron in such a field, the central field Hamiltonian 
is 
N 
K f = I  ( 2 )  
isl 
Schrodinger's equation for this Hamiltonian has exact solu­
tions known as the Slater determinantal product wavefunctions. 
They satisfy the Pauli exclusion principle, and serve as a 
convenient starting point for a calculation in which the re­
maining part of the Hamiltonian in Equation 1 is treated as 
a perturbation. The perturbation Hamiltonian is written as 
(S) 
1=1 ' •• 
In the case of rare earth spectra we are only Interested 
in the relative energies of the 4f^ states, so we can ignore 
the first two terms in the brackets. They depend on the n 
and i. quantum numbers only, and therefore cannot affect the 
relative 4f^ energies. Condon and Shortley have shown that 
the sum over electrons in spherically symmetric closed shells 
in the last two terms may be omitted also, because this part 
of the sum can only give a shift of the entire 4f" configu­
ration. We are left with a perturbation Hamiltonian of the 
form 
' 1=1 i>j=i y 
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where now the sum Is only over the electrons In the 4f shell. 
The relative energies of the states are given by the 
eigenvalues of the matrix M, whose elements are given by 
Mij = W'HpeUtj . (5) 
or, in the Dirac notation, 
IViy = j 
Here and are the i^^ and functions in a complete 
ordered set of orthonormal solutions of the central field 
problem (the Slater determinantal product wavefunctions or 
unitary rearrangements of them), and is the Hermitian con­
jugate of . The integration- is understood to be over all 
allowed values of the space arid spin coordinates of all of 
the 4f electrons,. • 
The calculation of matrix elements of the perturbation 
Hamiltonian can be considerably simplified by an intelligent 
choice of the basis functions . There is a great deal of 
freedom in this choice because each of the Slater functions, 
or unitary rearrangements of them, gives the same energy in 
the central field problem. A particularly useful choice is 
one in which the basis function? are chosen to be eigenfunc­
tions of operators which commute with the Hamiltonian or its 
parts. This gives rise to selection rules on the matrix 
elements which can simplify the work considerably, and the 
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eigenvalues of the operators can be used as quantum numbers 
in labelling the states. 
In the case of the perturbation Hamiltonian in Equation 
4, for example^ the well known angular momentum operators 
(77) Sg, and commute with each other and with the 
electrostatic repulsion term. If we choose simultaneous 
eigenfunctions of these operators for our basis, we find 
that the matrix of the electrostatic interaction is diagonal 
in S, M_, Lj and Mv = This means that matrix elements of the 
electrostatic interaction between functions (f^ ^ SM.LM ) 0 jj 
and "^ (f" y' s'Mg'L'M^* ) are zero unless S = s ' ,  Mg =  Mg', 
L = l\ and Here f^ tells what configuration we 
are studying, and y stands for additional numbers used to 
distinguish functions with the same values of S, Mg, L, and 
»L-
The angular momentum stepping operators and also 
commute with this part of the. Hamiltonian, and give us the 
additional information that matrix elements of electrostatic 
Interaction are Independent of Mg and Solutions of the 
electrostatic part of the perturbation problem are completely 
characterized therefore by stating values of )f, S, Mg, L, 
and and states with the same values of K , L, and S have 
the same energy. 
The total angular momentum operators J and commute 
with each other and with both the electrostatic and spin-
orbit parts of the Hamiltonian. They also commute with 
20 
"*2 
and L . If we choose simultaneous elgenfunctlons of these 
four operators for our basis set, we get selection rules for 
both parts of the Hamiltonian. The matrix of the electro­
static interaction is diagonal in S, L, J, and M, and is 
independent of J and M, while the matrix of the spin-orbit 
interaction is diagonal in J and M, and is independent of M. 
The matrix elements do not depend on M because the stepping 
operators J. and J commute with the entire Hamiltonian. T — 
These facts greatly reduce ths amount of work in calculating 
the field free ion energy levels and elgenfunctlons because 
they reduce the number of matrix elements that have to be 
calculated, and because they reduce the size of the matrices 
that have' to be dlagonallzed. 
Racah (30-33) has shorn that an additional classifica­
tion of the 4f^ wavefunctions can be attained by studying 
their properties under certain groups of transformations. 
This is especially important for configurations of more than 
two equivalent" f-electrons because some way is needed to 
distinguish between states with the same values of L and S. 
The additional classification is not quite as useful as that 
furnished by the angular momentum operators because in gen­
eral the group operators do not commute with the Hamiltonian. 
Nevertheless it does simplify the calculation of matrix ele­
ments, and yields quantum numbers which are very useful in 
labelling the states. 
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The classification of states of f^ configurations by 
group theory depends on the fact that the states for a given 
S and Mg form a basis for a single irreducible representa­
tion of Uyj the continuous group of unitary transformations 
in seven dimensions. The representation does not depend on 
Mg, so identifying it by some label is equivalent to speci­
fying the spin. The process of using the labels of irreduc­
ible representations as quantum numbers can be continued be­
cause Uy has a succession of subgroups. The subgroups have 
irreducible representations too, and the labels of these can 
be used as additional quantum numbers. The succession of 
subgroups is written 
R3 cz Gg c= R? (:: Uy, 
where d is read as "is a subgroup of". and are the 
rotation groups in three• and seven dimensions, respectively, 
and Gq is a special group unique to f^ configurations. 
Just as specifying the irreducible representation of Uy 
is equivalent to specifying S, specifying the Irreducible 
representation of R^ is equivalent to specifying L. 
Racah's method lets us further classify the states according 
to the irreducible representations of the intermediate sub­
groups Ry and Gg. In this way states with the same values 
of L and S can usually be distinguished, and the calculation 
of matrix elements can be simplified by rearranging the 
Hamiltonlan into parts which separately transform according 
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to one or the other of the Irreducible representations of 
these groups. The basis states are completely specified by 
writing (f^t WUSMgLMj^) or t(f^'ï VAJSLJM) . Here W = 
(w-j^w^w^) and U s (U2U2) are sets of integers which serve to 
identify the irreducible representations of Ry and Gg accord­
ing to which the states transform, and T is an additional 
number used to distinguish between pairs of states with the 
same values of W, U, S, and L which occur for U = (31) and 
U = (4o). The numbers have much more significance than just 
labels, but that does not concern us here. The reader is 
referred to Judd (34) for an extensive discussion of their 
group theoretical significance. 
The states which arise from the 4f^ configuration of 
Dy"^^ have been classified by Wybourne (78) and are given in 
Table 1. They are the same as those which arise from the 
4f5 configuration because, as Condon and Shortley have shovm, 
the quantum mechanical problem for n f-electrons is the same 
as that for l4'-n positive holes. Wybourne has also calcu­
lated matrix elements of electrostatic (79) and spin-orbit 
^80) interaction appropriate for Dy"^^, and has calculated 
the free ion energy levels in intermediate coupling (81). 
This last calculation was also a least squares determination 
of the values of the radial parameters of electrostatic and 
spin-orbit interaction, Pg and ^ which give the best fit 
of the calculated energy levels to the experimental crystal 
levels determined by Rosa (82), Dleke and Singh (83), Gram-
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Table 1. Field free ion states of the 4f^ configuration of 
Dy+3 
w D SL 
(no) (10) % 
(11) 
(211) (10) ''p 
(11) 
(20) 
(21) 
(30) ''pVGW'IVM 
(111) (00) 4$ 
(10) 
(20) Wi 
(221) (10) 2p 
(11) 
(20) 
(21) 
(30) 
(31) 2p2j)2p2p2Q2jj2[j2j2j2g2g2j^2j,2j,2(3 
(210) (11) 
(20) 
(21) 
(100) (10) 2j 
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berg (84), and Crosswhite and Dleke (85). The values of 
and Pg were fixed by assuming hydrogenlike ratios for Py^ Pg 
and Pg/Pg. 
Wybourne's calculation showed that the' effect of inter­
mediate coupling is very pronounced in Dy"^^, and that it is 
impossible in most cases to assign physically significant 
values of L and S quantum numbers. He therefore followed 
the procedure of labelling the energy levels by their posi­
tion and J value, and listed percent contributions for the 
major LS states. The agreement with the experimental ener­
gies was quite good for the levels below 22000 cm~^, but 
there was insufficient data on the higher energy levels for 
a satisfactory interpretation. 
Crystal Field Levels 
Rare earth ions in a crystal lattice are subjected to 
the electric field of all the other atoms and ions in the 
crystal. The spherical symmetry of the free ion problem is 
destroyed, and the (2J+l)-fold degenerate levels of the free 
ion split under the influence of the field. The Hamiltonian 
for an ion in a crystal is 
H = + V, (7) 
where is the free ion Hamiltonian and V is the potential 
energy arising from interaction with the crystalline environ­
ment. Since the 4f electrons of the rare earth ions are well 
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shielded from the surroundings, the crystal field splittings 
in most cases will be small compared to the separation of 
the free ion levels. Therefore it is appropriate to treat 
the crystal field potential as a perturbation on the free 
ion levels. The basis states are taken to be the solutions 
of the free ion problem, and the crystalline potential is 
expanded in terms of spherical harmonics (34). 
The potential energy of the 4f electrons is given by 
V = 2 where 
Vi =-|! C8) 
and the sum is over the 4f electrons. Here q^e is the effec­
tive charge on the ion and the sum on j runs over all the 
ions in the crystal other than the one under consideration. 
Rj is the position vector of the ion and r^^ is the posi­
tion vector of the i^^ 4f electron. The factor l/|Rj - rj_[ 
can be expanded as an infinite series of .Legendre polynomi­
als P^(cos where is the angle between the position 
vectors,to give 
1 /I Rj - I = J . (9) 
k=o 
Here r^ is the lesser of and r^, and r^ is the greater. 
The spherical harmonic addition theorem (34) gives 
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P^ (cosw|j) = (4ir/2k + l)^ \*(0j,'5èj) 
1=-k 
so If we define 
(10) 
- \/(4Tr/21<+1) ^ (8;, , (11) 
i~ h the potential energy of the i electron can be written as 
OÔ 
j k=o 
(12)  
^=-U 
The potential is real so if we sum it and its complex 
conjugate and divide by two we get the same result. This 
gives 
M  =  n [ C ® c j ) C * \ o  H -  .  ( 1 3 )  
j k=0 c^s-k 
where has been substituted for (-q^e^r^/r^"^^). The terms 
which depend on the angular coordinates i and j can be fur­
ther separated, and the sum on q can be restricted to posi­
tive values if we write the potential.in the form 
j k=0 
c'^ 'w + 
-1 
2 1  
cTcL) 
(14) 
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Here 1 stands for 
Now the sum on j can be performed to give 
k«0 qsO 
{ C< 
H 
c^ 'u) + 
• r Ir 
Here 
f G?(j)+c'r<p 
(15) 
2 (16) 
and 
A,-I'nfVA"')[cV'i)rC'r'i' 
J L 
The crystal field potential must have the same symmetry 
as the environment of the rare earth ion. The potential 
must therefore be invariant under the group operations of 
the rare earth ion point symmetry group. This requirement 
considerably restricts the sum on k and q in Equation 15. In 
the case of the rare earth ethylsulfates the point group is 
(52, 53), and the group operators are the six powers of 
the operator. 
0 = l*exp(lTr jy3)P, (17) 
defined by Hurao, Spedding, and Good (69). Here P is the 
parity operator. The only terms in Equation I5 which fulfill 
the symmetry requirement are those with q equal to an integer 
multiple of three and k+q even. All other terms must be zero. 
The sum can be further restricted in the case of the 
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energy calculation because v;e are only Interested In matrix 
elements of between single electron states. The first 
reduction In this case is based on the parity argument. 
Both of the states In any 4f" matrix clement have parity 
order for the matrix element to be nonzero, the product of 
the parities of the two states times the parity of the 
operator must be (+l). Therefore the only potential terms 
which can contribute to nonzero matrix elements are those 
with k even. 
The final reduction is made by applying the Wigner-
Eckart theorem (34) for matrix elements of irreducible 
tensor operators. An irreducible tensor operator of rank k 
is defined by Racah (31) as an operator T^^) whose (2k+l) 
components T^f^) satisfy the same commutation properties 
with the total angluar momentum operators, J , J , and J , 
+ — z 
as do the spherical harmonics. Because of the definition 
in Equation 11, it is clear that the are components 
of an irreducible tensor operator. We are Interested in 
sums of matrix elements of the form (nlm& mg|Cq^^^(i)| 
nlm^ mg). The operator Cq^^^(l) is independent of mg, so 
the Wlgner-Eckart theorem gives 
(-1)^, and the potential operators have parity (-1)^. In 
(nlm& mLg|Cq(k)(i) I nlm^mg) 
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The factor (nl|| (i)11 nl) is called the reduced matrix 
(k) /I k 1 \ 
element of C ^ , and the factor 1 is a 3-j 
\-m% q m;/ 
symbol (86). Together with (-l)'^"^ it contains all of the 
m^^ and m^^ dependence of the matrix elements. One of the 
properties of the 3-J symbol, written in general as 
/ J -1 Jo J o\ 
I ^ , is that it is zero unless the triangular 
ym^ m^y 
conditions 
Jl + J2 ~ J3 " J3_ - J2 + J3 ^  0; - J^ + Jg + J^ - 0 
(19) 
are satisfied. Thus, in the case of matrix elements of 4f 
electron states, we get zero contribution from all terms in 
V with k>6. The only terms which need to be considered 
in the energy calculation when all the restrictions have been 
taken into account are those given in Table 2. 
Table 2. Significant crystal field terms for C-, energy 
calculation 
k q 
2 
4 
6 
6 
0 
0 
0 
+6 
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The odd parity terms of the crystal field potential 
which are not eliminated by symmetry requirements have been 
shown by the parity argument to have no effect on the energy 
levels when the calculations are carried out within a basis 
of 4f^ states. However these terms are very important in 
the determination of the intensities of the spectral lines. 
They represent the strongest odd parity interaction in the 
Hamiltonianj and are important in mixing states of opposite 
parity. It is the mixing of configurations of opposite 
parity which permits electric dipole transitions within the 
4f" configuration. The terms in the crystal field cx-
pansion which need to be cons idered in intensity calculations 
are given in Table 3. 
Table 3. Significant crystal 
calculations 
field terms for intensity 
k q 
3 1"3 
5 Î3 
7 Î3 
The requirement that the crystalline potential have the 
same symmetry as the environment of the rare earth ion does 
much more than tell us what potential terms to retain. If 
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we study the properties of the operator 0 whose powers gener­
ate the point group we can predict the number of crystal 
field levels to be expected from each of the free ion levels, 
we can know the transformation properties of the wavefunc-
tions corresponding to the crystal field levels under the 0 
operation, and we can derive selection rules for radiative 
transitions between the levels. 
The 0 operator is unitary and commutes with the entire 
Hamiltonian for an ion in a crystal field, so we can find 
solutions "^(/x-i) that are eigenfunctions of H and of 0 si­
multaneously: 
H = E(/'L) ) (20) 
and 
(21) 
Here yx is the crystal quantum number defined in (69), and i 
is a serial number which distinguishes between states with 
the same values of jx. The solutions may be expanded in 
terms of solutions of the central field problem, but since 
the crystal field potential is generally treated as a pertur­
bation on the free ion levels, it is usually more appropriate 
to expand in terms of the free ion solutions. This gives 
(22) 
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where the sum is over all possible values of the free ion 
quantum numbers X > J, M, for the configuration under consid­
eration. The expansion coefficients are represented by 
( iJM[yUi), and the connection between the and M quantum 
numbers for Dy"^^ is given in Table 4. 
Table 4. Relation between and M quantum numbers for Dy^3 
in symmetry 
yU values Contributing M values 
0 
-21/2, 
-9/2, 3/2, 15/2 
3 -15/2, -3/2, 9/2, 21/2 
1 -19/2, -7/2, 5/2, 17/2 
2 -17/2, -5/2, 7/2, 19/2 
-1 -23/2, -11/2, 1/2, 13/2 
-2 . -13/2, -1/2, 11/2, 23/2 
The sixth power of the 0 operator is equal to the iden­
tity operator regardless of the number of electrons, so we 
can write a single character table for the cases of both even 
and odd numbers of electrons. The irreducible representations 
are labelled by the crystal quantum numbers = Q, tl, 1"2, 
and 3, for both cases. The character table for the point 
group is given in Table 5- Using this table one can easily 
determine how the levels of the free ion will split due to 
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Table 5. character table for even or odd number of 
electrons — w = exp( iTr/3) 
E 02 0^  0 03 05 
0 1 1 1 1 1 1 
1 1 w^  -w w -1 
2 1 —w w^  w^  1 -w 
3 1 1 1 -1 -1 -1 
-1 1 -w w^  -v,2 -1 w 
-2 1 w2 -w -w 1 v;2 
the crystal field. 
Since the free ion levels in the rare earths are well 
separated in energy we can usually ignore crystal field inter­
actions between them, and we can consider the 2J-I-1 states of 
each free ion level as forming the basis of a reducible rep­
resentation of the symmetry operators of the group. The crys­
tal field splittings are found by diagonalizing the matrix 
representation of V in this basis, and the number of irreduc­
ible representations contained in the reducible representation 
corresponds to the number of levels into which the original 
free ion levels will split. The number of times ) that a 
given jx representation occurs in any J representation is 
given by 
34 
(i/g)^X^CG)X^)w. (23) 
G 
Here g is the order of the group, and the sum is over the G 
elements of the group. The reader is referred to Tinkham 
(87) for further information on the group theory. 
The characters > for symmetry are given 
by the expression 
Y''"(0") = Sln(T+^)(l<Tr/3) (24 ) 
Here cc is the parity of the configuration, and n is the number 
of electrons not in closed shells. The ^ are read 
from the character table given in Table 5. The character 
table for the half-integral J representations which occur in 
the Dy'*'3 4f^ configuration are given in Table 6, and the num­
ber of times the various jul representations occur for each J 
value are given in the right hand half of the table. 
Time Reversal 
Further progress on how the free ion levels split in the 
crystal field is made by studying the time reversal operator. 
T = TT CkCTyX K . (25) 
j= i=. ^ " J 
Here CT^ is the y-component of the Pauli spin matrices, and 
Table 6. Co}^ character table for half integer J representations in the 4f9 configu­
ration of Dy+3 
J E 0^ 0^ 0 o3 o5 a(0) a(l) a(2) a(3) a(-^) a(-2) 
1/2 2 -1 -1 -1/3 • 0 1 /3 0 0 0 0 1 1 
3/2 4 1 1 -i/3 0 1/3 1 0 0 1 1 1 
5/2 6 1 1 0 0 0 1 1 1 1 1 1 
7/2 8 0 0 1/3 0 -1/3 1 2 2 1 1 1 
9/2 10 2 2 1/3 0 -1 /3 2 2 2 2 1 1 
11/2 12 1 1 0 0 0 2 2 2 2 2 2 
13/2 14 0 0 -1/3 0 1 /3 2 2 2 2 3 3 
15/2 16 2 2 - l v/3 0 1/3 3 2 2 3 3 3 
17/2 18 1 1 0 0 0 3 3 3 3 3 3 
19/2 20 0 0 1/3 0 -1 /3 3 4 4 3 3 . 3 
21/2 22 2 2 1 /3 0 -1/3 4 4 4 3 3 3 
23/2 24 1 1 0 0 0 4 4 4 4 4 4 
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K is an operator which takes the complex conjugate of its 
operand. The serial numbers of the electrons are denoted by 
j. The time reversal operator commutes with the Hamiltonian 
for an ion in a crystal field, so if ^(yW.) is a solution of 
the Schrodinger equation with energy E(yU. ) then so is T'y(yU,). 
If T'^(yix) is orthogonal to ( yju) it is a distinctly differ­
ent state, but with the same energy as The degen­
eracy which results is known as the time reversal or Kramers 
degeneracy, and 'Y (yU.) and Tare said to be Kramers 
conjugate states. 
For a system with an odd number of electrons the time 
reversal operator commutes with the even powers of 0 and 
anticommutes with the odd powers. Thus 
= C-) 
and we see that the state T'^(yu.) belongs to a new irreducible 
representation of the symmetry group with crystal quantum 
number Ju. We can substitute % for in this 
equation because the representations are all one dimensional, 
and the matrix representations of 0^ are therefore Just the 
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characters of the representations. The characters of the new 
representations are given by 
./V. . .Jjp 
= . (27) 
When we look these up in the character table we find that 
yU = -yx t3. The states which remain twofold degenerate in 
the crystal field are "^(yU.Q) with 'l|/(/x=l) with 
and \p(/L«-l) with (^«-2). In the experimental 
description the degenerate levels will be written for conven­
ience as (0,3), (1,2), and (-1,-2). The number of twofold 
degenerate levels into which each Dy"^^ free ion level will 
split under the influence of the crystal field is J + 1/2. 
The Zeeman Splitting of the Levels 
The Hamiltonian for the interaction of an atom or ion 
with an external magnetic field is given by Condon and 
Shortley (23). • It can be written.as. . 
H'=-/3H-CL +  2S). (28) 
where yS is the Bohr magneton (eîi/2mc), and the L and S 
operators have the taken out of them. H is the magnetic 
field vector. The Hamiltonian can also be written in the 
form 
H' = gCW)/6H - J , (29) 
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where J also has its factor removed, and g( / J) is an effec­
tive Lande' g factor defined by 
g(/j) - X(ocSLi j)^g(SLJ). • (30) 
«<SL 
Here g(oCSLJ) is the Lande' g factor for a Russell-Saunders 
state with quantum numbers ocSLJ (23), and the numbers 
(odSLj y j) are coefficients in the expansion of the free ion 
states I VV) in terms of Russell-Saunders states. 
The Hamiltonian for an ion in the.presence of an external 
magnetic field does not commute with the time reversal opera­
tor, so the Kramers degeneracy is removed. Each level of the 
free ion splits into 2J+1 components and in the case of Dy"^^, 
which has an odd number of 4f electrons, every crystal 
field level splits into two components if the field is large 
enough. 
Koster and Statz (88, 89) have studied the magnetic field 
interaction for various symmetries, but confined most of their 
calculations to the unfilled d-shell in crystals with cubic 
symmetry. Their method used the same considerations of group 
theory and time reversal as does the method of Murao, Spedding 
and Good (69). The studies of reference (69) and the later 
work of Murao et aJ. (73) were confined to the magnetic inter­
action of rare earth ions in symmetry, so these works are 
more applicable for discussion of the experimental results 
obtained in this work. 
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Magnetic field parallel to the c axis 
The Hamlltonlan for the magnetic field interaction in 
the case where the field is parallel to the c axis of the 
crystal (HpC case) is, from Equations 28 and 29, 
Hp =-/3H(L,+ 2S^), (31) 
or equivalently 
Hp = g(lfJ)/3H. (32) 
Here the z axis has been taken in the c direction, and H is 
the magnitude of the magnetic field. The complete Hamlltonlan 
for an ion in a crystal field plus HpC Zeeman interaction 
is given by 
H - + V + (33) 
It commutes with the operators of the symmetry group so 
we can find solutions %{/( yx. i) which are simultaneous eigen-
functions of H and 0, Just as we did in the crystal field 
problem. 
(34) 
and 
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= exp(ln'/A/3)'^(^l) , (35) 
The solutions may be expanded in terms of solutions of the 
central field problem, but since the crystal field and mag­
netic splittings are usually small compared to the free ion 
splittings, it is more appropriate to expand in terms of the 
free ion solutions. The expansion is similar to that given 
in Equation 22 for the solution to the crystal field problem; 
only the values of the expansion coefficients are changed. 
If the crystal field and magnetic splittings are of a 
comparable size, but small compared to the separation of the 
I 
free ion levels, we can treat V + as a perturbation on the 
free ion levels and ignore matrix elements of the perturbation 
between them. The splittings caused by the combined effects 
of the crystal and HpC magnetic fields can then be calculated 
by diagonalizing the matrix representation of V + Hp in the 
basis formed by the 2J+1 functions of each free ion level. 
If the magnetic splittings are small compared to both 
the free ion and crystal field splittings. Hp is treated as 
a perturbation on the crystal field levels. Here the basis 
functions are taken to be the \|j( ^ l), and the usual approach 
is to use ordinary first or second order perturbation theory 
to solve for the eigenvalues and eigenfunctions. Bartel and 
Spedding (7l) used this method to show that the HpC splitting 
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for a twofold degenerate crystal field level described by 
is given to second order by 
= 2|WHpA)| 
= 2/3HgUJ)2(c;5^^)^M 
y, . 2 
Here £ J |y/|} M gives the effective M value of the crystal 
field level, and we see that to this order of the approxima­
tion the HpC Zeeman splittings should be linear in the magnet­
ic field strength. 
Magnetic field perpendicular to the c axis 
The Hamiltonian for the magnetic field interaction in the 
case where the field is perpendicular to the c axis of the 
crystal (HsC case) is given by 
H; . -/> [H,(i;+2S,) + H^ CL,+ 2S,)]. on 
or equivalently 
H; = gCU)/3[H,J, + HyjJ (38) 
The z axis has been taken in the c direction as before, and 
H^ and Hy are the components of the magnetic field along the 
X and y directions of the crystal. The x axis is taken so 
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that the factor /Sgg which occurs in the crystal field expan­
sion of Equation 15 vanishes. If is the angle between the 
magnetic field and the x axis the Hamiltonian can be written 
in the form (73) 
H; = -CyôH/2) [e""'-'CL;t-2Sy+<^''''"([.+25;] (39) 
or 
= g(KJ)(/iH/2} 
Here H is the magnitude of the magnetic field and S^, and 
are the usual angular momentum stepping operators without 
the -6 factor. 
The complete Hamiltonian for an ion in a crystal 
field plus HsC magnetic field is given by 
H = Hjon + " * "3- (41) 
It does not commute with the operators of the point group 
or with the time reversal operator because the Hg term does 
not commute with these operators. If the magnetic splittings 
are small compared to the crystal field splittings an appro­
priate way to treat the problem is by perturbation theory. 
This is the method employed in (69). The basis functions are 
taken to be the solutions l|) (//.i) for the crystal field prob­
+ 
(40) 
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lem, and Hg is treated as a perturbation. The results from 
(69) which are pertinent to the present work can be summarized 
as follows; 
1) (0,3) levels may show HsC Zeeman splittings which 
depend on the angle between the x axis and the magnetic 
field. Since the (0,3) splitting can only occur by virtue of 
a considerable magnetic interaction with both (1,2) and (-1, 
-2) levels, the HsC splittings of these levels might also 
depend on 
2) The HsC Zeeman splittings should be proportional to 
h3 for (0,3) levels, and should be periodic by 60° about the 
c axis according to Equation 42, 
S ÛC h3 I Aexp(i6j2f^) + B | , (42) 
where A and B are characteristic of each level. 
3) The maximum or minimum splitting of all levels should 
occur at = 0 + n60°, where n is any Integer. 
4) The HsC Zeeman splittings of (1,2) and (-1,-2) levels 
should be linear In the magnetic field strength If these 
levels are well separated in energy from other levels. 
5) The Intensities of the lines, if they vary at all, 
must be periodic by 60®. However, the maximum or minimum 
intensities of all of the lines need not occur at the same 
angle. 
While the conclusions from perturbation theory are in agree-
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ment with the experiment (51, 71> 72) at low magnetic field 
strengths, there are many observable cases where the magnetic 
splittings at finite magnetic fields are comparable to the 
crystal field splittings. Here the agreement is understandably 
less satisfactory. 
In (73) the theory of the HsC Zeeman effect was extended 
to the case where the magnetic and crystal splittings are 
comparable. It was shown, for both even and odd numbers of 4f 
electrons, that the energies of all the levels as functions of 
do not cross, have 60° periodicity, and have extreme values 
when the magnetic field is parallel to any one of the twelve 
equivalent x axes for a rare earth ion in symmetry. 
These features of the energy levels are in better agreement 
with the observations at high magnetic fields ($1, 72) than 
those predicted by the earlier theory. In (73) the combined 
effects of the crystal and magnetic fields were treated as a 
perturbation on the free ion functions "l|'( Y JM), and only the 
consequences of the symmetry of the problem were used. The 
results therefore apply as long as the splittings are small 
compared to the energy separation of the free ion states, and 
the details of the wavefunctions are not needed. 
In (73) it was also pointed out that although the com­
plete Hamiltonian for the HsC Zeeman effect does not commute 
with the C^h or time reversal operators, it does have a sym­
metry of the type first discussed by Wigner (75). The symmetry 
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operator in this case is O^T, "time reverse and reflect in 
the plane perpendicular to the c axis." O t^ is an antiunitary 
(75) operator, it commutes with the full Hamiltonian for the 
HsC Zeeman effect, and its second power is the identity oper­
ator for both even and odd number of electrons. As usual 
this symmetry property leads to quantum numbers for the 
states, selection rules on the matrix elements, and simplifi­
cations in the work required to solve the problem. 
Since there is no degeneracy in the HsC case the eigen-
functions of the full Hamiltonian must also be eigenfunctions 
of O^T. This led the authors of (73) to choose the functions 
XUlMI?) = Czf [^(JIMI) 4-^1'(J-IMl)] (43) 
for their basis of free ion functions. These functions have 
the advantage that they are eigenfunctions of O^T, 
"3 
so the selection rules arising from the 0-^T symmetry may be 
used in setting up the perturbation matrix. 
The matrix to be considered for the HsC Zeeman effect is 
with matrix elements 
=|XblMlf')[v®H-H;]X(JIMI^). (45) 
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3 The selection rule which results from the commutation of 0 T 
with the Hamlltonian is 
3j[ 
jablM'l?')[v®+HjXCJIMIf)] 
= Ç'?JxblM'lf')[v®H-H^]X(JIMIÏ) (ffi) 
so the matrix must have the form 
real 
purely 
imaginary 
\ = - \  
1 purely 
1 real / 
Here only magnetic field terms proportional to are non-
diagonal in ^ j so the problem uncouples into two smaller 
matrices when H is parallel to the x axis. 
If the perturbation matrix is set up with the basis 
functions %(J|M| ^  = +l) and iX(J|M| ^ = -l), then it is 
real and symmetric for all values of 0^. It must be possible 
to write the solutions in the forms 
=5[D,„f0jX(JIMl+l)+ lyszUXlJIMI-O] m 
IMI 
and 
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where the coefficients ^  ^ * etc., are real and 
contain all of the 0^ dependence of the solutions. Each 
solution has one or the other of these forms, and has quantum 
number ^ such that 
O3T (C, p = (_i) Tg ). (49) 
For free Ion states with half integer J values there are 
J T 1/2 levels with Ip » +1 and J + 1/2 with ^ » -1. 
The relationships between the solutions at various angles 
0^ have been thoroughly studied In (73), and are summarized 
below. 
= (50) 
(51) 
The sign which is to be used on the right hand side of Equa­
tion 50 depends on the state under consideration. States with 
the plus sign are called type A, those with the minus sign 
type B. The ^ numbers of type B states are sensitive to the 
choice of X axis, while those of type A states are not. If 
there Is effective symmetry In the crystal field terms 
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important for intensities, there is an experimental distinc­
tion between absorption transitions of the type A to A or B 
to B, and transitions of the type A to B or B to A. 
Interaction with Electromagnetic Radiation 
The perturbation Hamiltonian for Interaction of electrons 
with electromagnetic radiation is given by Schlff (90) as 
= . (52) 
j=l 
Here Pj is the momentum operator for the J electron (or 
hole) and A(rj,t) is the Instantaneous vector potential of 
the radiation at the electron with coordinates Fj. The 
absorption part of A is 
^abo(^j;^) " A^exp(ik.rj + la-rrv t), (53) 
where A^ is the polarization vector of the radiation with 
propagation vector k and frequency v . 
Time dependent perturbation theory gives the probability 
per unit time for absorption of a photon and transition from 
an initial state to a final state as 
W = (e^/2 TTm^c y^X^)l(v ) • 2exp(ik*rj )e'Pj i^^d-rj (54) 
Here V is the transition frequency, l(v )du is the intensity 
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of the light shone inside the frequency range dv, and e is 
a unit vector in the polarization direction of the light. So 
far nothing has been assumed about the parity of the functions. 
All we know is that in the case of the rare earth ethylsulfates 
the functions and will be eigenfunctions of 0 in the 
H = 0 or HpC case, and of O^T in the HsC case. They there­
fore have ^ or ^ as good quantum numbers regardless of 
whether or not their parity is well defined. 
The usual procedure in calculating transition probabili­
ties from Equation $4 is to assume that k*r is small. Then we 
can expand exp(ik'r) in an infinite series 
and keep only the first few terms. This is justified in the 
case of optical absorption in atoms or ions because the wave­
length of the light is large compared to the atomic dimensions, 
but it is not justified if the wavelength is in the X-ray 
region. In the latter case the higher order terms are more 
important and lead to scattering phenomena. 
If we replace exp(ik*rj) by only the first term in the 
expansion we get 
exp(ikTj) = 1 + ik'rj + (55) 
n 2 
but 
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Making this substitution In Equation ^6 gives 
W » (2 rre^cj^^)l( V ) 2 "c'r^ 'Vj^dr , (58) 
' J 
and transitions for which this approximation may be used are 
called electric dipole transitions. This is because only 
matrix elements of the electric dipole moment in the direc­
tion of the polarization vector are involved. 
The next term in the expansion of the vector potential, 
as Condon and Shortley have shown, contains all of the magnet­
ic dipole contribution and part of the electric quadrupole 
contribution to the Intensities. The probability for magnet­
ic dipole transitions is proportional to the square of the 
absolute value of the matrix element 
(59) 
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where y3 is the Bohr magneton. The probability for allowed 
magnetic dipole transitions is generally several orders of 
magnitude less than that for allowed electric dipole transi­
tions. This is because of the additional factor of I k.rl^ 
which enters into the expression for the transition probabil­
ities in the magnetic dipole case. This factor comes from 
the expansion of the vector potential, and for light in the 
visible region of the spectrum has a value of approximately 
icr5. 
Selection rules for electric and magnetic dipole transi­
tions have been worked out in (69) and (73) for ions in 
symmetry. In the absence of an external magnetic field the 
conclusion is that the transition probabilities are zero un­
less the conditions listed in Table 7 are fulfilled for the 
crystal quantum numbers of the initial and final states. 
Table 7. Selection rules for transitions between C^. crystal 
states of a 4f^^ configuration 
Polarization Electric dipole Magnetic dipole 
direction transitions transitions 
EsC, MpC Ayx = t2, tu Ayn. = 0 
EpC, MsC Ayw. = ±3 = ±1, 
The symbols EpC and EsC are used here to specify the direction 
of the electric vector of the incident radiation with respect 
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to the c axis of the crystal. EpC means that it is parallel 
to the c axis; EsC that it is perpendicular. The symbols MpC 
and MsC are used in the same way to specify the direction of 
the magnetic vector. 
In the case where an external magnetic field is applied 
parallel to the c axis of the crystal (HpC case) the selec­
tion rules are the same as for the zero magnetic field case. 
This is because the Harailtonian is still invariant to the 
operators of the group, and the crystal quantum number is 
still a good quantum number. 
When the external magnetic field is perpendicular to the 
c axis (HSC case) the symmetry of the Hamiltonian is reduced, 
as vje have seen, and the crystal quantum numbers no longer 
have any meaning. However, we can still get information on 
the transition probabilities by using the 0 operator. We 
know from Equation 50 that 
(50) 
Therefore if the transition probability when the field is at 
angle 0^ with respect to the x axis is 
W(0J= , (60) 
then the probability for the same transition when the field 
53 
is at angle Tr/3 is 
w(0„-f^ = k|{[±roi|'J Op 
= k|j1^[cr'OpO]t dr (61) 
Here k is a real positive proportionality factor which depends 
on the frequency and intensity of the incident light, and on 
whether the transition mechanism is electric or magnetic 
dipole. The operator in the matrix element, written here as 
Op, depends on the transition mechanism, and on the polariza­
tion of the incident light. The operators to be used in 
Equations 60 and 6l for the various cases of polarization and 
transition mechanisms are given in Table 8. 
Table 8. Electric and magnetic dipole moment operators for 
various polarizations of the incident light 
Transition Polarization Moment 
mechanism direction operator 
Electric dipole EpC 2 
j 
Electric dipole EsC 2 
j 
(xjC0Sj2f^ +yjSin;2^ jjj) 
Magnetic dipole MpC 2 j /3(4 +2^ )j 
Magnetic dipole MsC 2/5[(i^ +2>t^ )^ cos^ jj^ +(i'y.+§^ ) jSinpfm] 
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Here the directions of the c axis, the magnetic field, and 
the propagation vector of the incident light are assumed to 
be mutually perpendicular. Then the polarization vector in 
the EsC or MsC case is parallel to the magnetic field, and 
is at an angle 0^ from the x axis of the crystal. This is 
the experimental situation in the present work. 
There are no angle dependent factors in k in Equations 
60 and 6l so we can relate the transition probabilities for 
various angles by studying the transformation properties of 
the operators in Table 8 under the 0 operator. The result 
is that the transition probabilities for both electric and 
magnetic dlpole transitions must be 60° periodic when the 
directions of the magnetic field and the incident light are 
kept constant and only the crystal is rotated. 
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EXPERIMENTAL INVESTIGATION 
The Spectrograph and Optical Arrangement 
A Jarrell-Ash 3.4 meter Ebert spectrograph (91-93) was 
used to photograph the absorption spectra observed in this 
work. Most of the photographs were obtained using this in­
strument with an interferometrically ruled 300 line/mm 
Harrison plane grating blazed for 57000 X in the first order 
at 59°, The spectra of the various line groups were observed 
in the seventh through the nineteenth orders near the blaze 
angle, and the order of interest was Isolated on the plate 
by using either a Jarrell-Ash order sorter (94) or a Jarrell-
Ash l/4 meter grating monochromator as a predispersing in­
strument. The linear dispersion ranged from 0.62 X/mm in the 
O Y 
seventh order to 0.23 A/mm in the 19 order. Schematic 
drawings of the optical arrangement for these two cases are 
shown in Figures 1 and 2. 
When the order sorter was used several order's were ob­
tained at once, and they were displayed on the plate one 
above the other. However, to get a separation of the orders 
with the relatively low vertical dispersion of this instru­
ment, it was necessary to use a rather small vertical aperture 
at the slit of the order sorter. This limited the height of 
each spectral order to about two millimeters, and made it very 
difficult to place a useful reference spectrum adjacent to 
the order which was to be measured. There is no doubt that 
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Figure 1. Schematic drawing of the optical arrangement when the order sorter 
is used 
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Figure 2. .Schematic drawing of the optical arrangement when the grating 
monochrometer is used 
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the use of the order sorter reduced the resolution and accu­
racy which could have been obtained with the main spectro­
graph . 
When the grating monochromator was used as the predls-
perslng Instrument only one spectral order was obtained on 
the plate. However, since this Instrument dispersed the 
light In the same direction as the main spectrograph, there 
was no limitation on the vertical apertures. The full height 
of the spectrograph slit could be used, and the Hartmann 
dlaphram could be used to place reference spectra above and 
below the spectrum to be measured. This is the optimum 
condition for accurate measurement of the absorption lines. 
Some of the photographs were obtained in only the second 
or third order with a 600 line/mm grating in the main spec­
trograph. The dispersion in these photographs was only about 
one tenth that obtained with the 300 line/mm grating in high 
orders, but this seemed to make the very weak and very broad 
absorption lines much easier to observe and measure. For 
these photographs neither the order sorter or the monchromator 
was used because the limited spectral sensitivity of the 
photographic plates was enough to isolate the order of inter­
est. 
The procedure in obtaining the absorption spectra was to 
place the sample in the position Indicated in Figures 1 and 
2. The sample absorbs light of certain wavelengths from the 
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continuous spectrum emitted by the high pressure xenon lamp, 
and only a fraction of the light with these wavelengths 
reaches the photographic plate. The absorptions were ob­
served as unexposed or only partly exposed portions on the 
plate and the wavelengths which were absorbed were measured 
with respect to a standard reference spectrum. 
The reference spectrum In this work was obtained by re­
moving the sample and replacing the xenon source with a 
hollow iron cathode discharge tube (95). Many of the wave­
lengths emitted by tubes of this type have been measured by 
Interferometry techniques, and are the accepted standards 
for wavelength measurements (96) .  
In order to determine the polarization of the light 
which was absorbed by the sample, a Glan (97) polarizing 
prism was used. The polarizer was lined up so that the 
electric vector of the light which reached the spectrograph 
was either parallel or perpendicular to the c axis of the . 
sample. The polarizations will be referred to as EpC and 
EsC, respectively. 
The Magnet 
For the Zeeman studies the magnetic field was supplied 
by an Arthur D. Little electromagnet. The current was 
supplied by a 100 kilowatt D.C. generator driven by an A.C. 
motor, and the current was regulated by controlling the cur­
rent through the field windings of the generator. During each 
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exposure of the spectrum the current in the magnet was moni­
tored by measuring the voltage drop across a 1200 -O- shunt. 
The maximum field obtainable in the I-9/16 inch gap, for 
5-3/4 inch polo faces tapered from 11 Inches, was 27912 Gauss, 
The field strengths were measured with a Type 820 Rawson-Lush 
rotating coil Gaussmeter and Type 5OI meter type indicator. 
The probable error for the magnetic field measurements was 
less than O.I5# for all field values. 
The Dewar 
A stainless steel dewar, pictured in Figure 3> contained 
the samples in contact with up to six liters of liquid helium 
or liquid hydrogen. If the outside radiation shield was kept 
filled with liquid nitrogen the helium lasted up to ten hours, 
and the hydrogen up to one hundred hours. The transparent 
tip and plane windows were UV grade fused quartz to allow the 
transmission of ultraviolet light. 
Preparation of the Rare Earth Ethylsulfates 
The single crystal samples used in this work were grown 
by Mr. H. 0. Weber of Dr. Spedding's chemistry group. The 
rare earth ethylsulfates were obtained by reacting the rare 
earth chlorides with sodium ethylsulfate. The rare earth 
chlorides were prepared from 99.95# pure oxides obtained from 
the ion exchange group of the Ames Laboratory of the U.S.A.E.G. 
The sodium ethylsulfate was purchased from Amend Drug and 
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62 
Chemical Company, New York. 
The rare earth oxide was reacted with an equivalent 
amount of C.P. hydrochloric acid in water with a conductivity 
of 5 X 10"7 mhos. This mixture was heated just below the 
boiling point until almost all of the oxide had reacted. 
Water was added to adjust the concentration of the rare 
earth chloride to about two molar. A one percent excess of 
rare earth oxide was added to the solution and it was heated 
for two more hours. The excess oxide was filtered off, and 
the pH of the filtrate was adjusted to 3.0 by carefully 
adding dilute HCl. The solution was heated for one hour to 
destroy any colloidal rare earth oxide or oxychloride and 
then was cooled. The pH of the solution was checked, and the 
above process repeated until the pH remained unchanged after 
heating. The resulting solution was evaporated to the point 
where crystals formed. This solution was cooled slightly, 
and about 500 ml of absolute alcohol were added to it. The 
resulting rare earth chloride solution was added slowly with 
stirring to a one percent excess of sodium ethylsulfate in 
alcohol, and the sodium chloride precipitate was digested 
overnight. The alcoholic supernatant containing the rare 
earth ethylsulfate was decanted and the alcohol was distilled 
off under reduced pressure at 30° C. The salt remaining was 
dissolved in a minimum amount of conductance water and this 
solution was filtered. The salt was.then purified by frac-
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tional crystallization to remove any sodium chloride or sodium 
ethylsulfate that may have been present. Finally some of the 
purified rare earth ethylsulfate was dissolved in absolute 
alcohol in a sidearm flask and the alcohol was distilled off 
under reduced pressure until the solution was nearly satu­
rated. At this point it was set aside in a glove box whose 
temperature was kept at 25° C. Hexagonal crystals of the rare 
earth ethylsulfate nonahydrates grew (71) as the alcohol 
slowly escaped through the small sidearm orifice. 
Grinding, Mounting, and Alignment Procedures 
The crystals normally grew to a size of about 3 mm by 
3 mm by 2 mm thick, and all of the crystals used in this work 
were checked on a polarizing microscope to determine the 
direction of the c axis and to verify that they were indeed 
single crystals, men white light is passed through the 
crystal perpendicular to the c axis and through the crossed 
nlcol prisms of the microscope, a null in the intensity is 
observed every 90° as the crystal is rotated. The direction 
of the null corresponds to a direction either parallel or 
perpendicular to the c axis. The c axis was found to lie 
parallel to the long dimension of all of the crystals used 
in this work. 
In order to obtain samples thin enough to resolve certain 
features of the spectrum it was often necessary to grind the 
single crystals. Fine rayon polishing cloth and ethyl alco-
/w 
hoi were used for the Initial grinding, and cotton swabs mois­
tened with alcohol were used for the final reduction and 
polishing. Typical crystal thicknesses used in the experi­
ments were 0.1, 0.2, 0.5, 1.0, and 4.4 mm. 
Two crystals were mounted for each experiment, one with 
its c axis parallel to the magnetic field, and one with its 
c axis perpendicular to the field. The sample holder pic­
tured in Figure 4 was used to make the alignment as accurate 
as possible. It provides three axes of rotation for each 
crystal by means of the small adjusting screws, and it can 
be screwed into a standard optical goniometer head. Care was 
exercised in grinding the crystals so that one broad natural 
face of each crystal v;as not disturbed. Optical reflections 
from these faces were later observed on the goniometer and 
were used to aid in the crystal alignment procedure. The 
crystals were mounted over the holes in the outer plates of 
the sample holder with Duco cement and masking tape, and were 
aligned under the polarizing microscope so that their c axes 
were perpendicular to each other. 
The sample holder was next mounted on the optical goni­
ometer and both crystals were adjusted by means of the small 
screws above and below each crystal so that their broad 
natural faces were parallel to the long axis of the sample 
holder. The situation at this point in the alignment proce­
dure is shown in Figure 5* Here only the broad natural faces 
Figure 4. Front and side views of the single crystal sample holder 
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are shown for simplicity, and both faces are parallel to the 
long axis of the sample holder. 
The next step in the alignment procedure was a determi­
nation of the angle 0 subtended in the x-y plane by the 
broad natural faces of the two crystals. See Figure 5» This 
was important for determination of the angle between the a 
and X axes of the crystals because for this one needs to know 
the angle between the magnetic field and the a axis of the 
HsC crystal. In this work the a axis was assumed to be par­
allel to the broad natural face of the crystal. Therefore 
when and the angle between the magnetic field and the c 
axis of the HpC crystal were known, the angle between the 
magnetic field and the a axis was also known. The angle 0 
was measured on the optical goniometer, and the sample holder 
was returned to the polarizing microscope for a final check 
of the c axis directions. The latest version of the sample 
h o l d e r  h a d  p r o v i s i o n  f o r  a l i g n i n g  t h e  c r y s t a l s  s o  t h a t  0 = 0  
while the sample holder was in position on the optical goni­
ometer. Experience showed that the measurements and adjust­
ments performed on the optical goniometer were accurate to 
within plus or minus one tenth of one degree. 
The sample holder was threaded into the bottom of a 
stainless steel tube running the length of the dewar and a 
pointer was attached at the top. The crystals were rotated 
by simply turning the sample tube, and the angles of rotation 
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wore read from a dial which v;ao firmly abtachod to the body 
of the dcwar. For later moaouromonto in thla work the upper 
end of the sample rod v/aa held In the angle meaaurlng device 
shovjn in Figure 6. The inner plate and dome of thla device 
held the sample rod and the outer base plate was firmly 
attached to the dewar. The inner plate and sample holder - . 
were rotated by means of the worm gear drive, and the angles 
of rotation were measured with respect to the vernier scale 
on the base plate. The upper portion of the sample rod was 
milled flat and had a reference line scribed lengthwise on 
the flat part. To shift either the HsC or HpC crystal into 
the light path without disturbing the orientation of the 
crystals with respect to the magnetic field direction, one 
merely had to raise or lower the sample rod and make sure 
that the reference line remained in line with a similar 
reference line scribed on the top of the dome. When the 
dewar was removed from the light path for the recording of 
the reference spectrum, rotation was prevented by moving the 
dewar on a slot wheeled carriage which rode on an angle iron 
track. 
Crystal alignment in the external magnetic field 
The accurate alignment of crystals in the magnetic field 
is the single most critical and most vexing problem encoun­
tered in low temperature studies of the Zeeman effect of 
single crystals. It is a particularly annoying problem be-
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Figure 6. Top view of angle measuring device 
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cause misalignment is usually not discovered until after 
numerous plates have been prepared and measured. For example, 
Dieke, who was well known as a careful worker in this field, 
reported the possibility of a 12 degree misalignment in his 
paper with Singh (98) dealing with the spectrum of ErCl^. 
Hellwege at aJ. (99) tried to solve the problem by recording 
the spectra of two crystals mounted at right angles to each 
other. They then calculated the Zeeman splittings for cach 
level from the splittings resulting from the nominally 
parallel and from the nominally perpendicular crystals. The 
difficulty with this method is that a perpendicular com­
ponent of the Zeeman splitting can still result from misalign­
ment of the nominally parallel crystal in the horizontal 
plane, and the calculations take no account of this possibil­
ity. 
The methods used the present work for aligning the crys­
tals and for checking their alignment in the magnetic field 
were similar to those previously described for erbium ethyl-
sulfate (51). When these methods were used good alignment 
was obtained and the alignment checks allowed quick verifi­
cation of proper alignment. With the use of these methods 
it was possible to forego the lengthy measurement and analysis 
procedures until after it had been demonstrated that the 
crystals were properly aligned. 
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HpC alignment Photographs of the high field Zeeman 
spectrum were taken as the c axis of the crystal was rotated 
in the horizontal plane by 2° Increments through 10° on 
either side of the suspected aligned position. Photographs 
such as those shown in Figure 7 resulted. The c axis was 
parallel to the magnetic field when the EsC lines at 24966 
cm~^ and 24980 cm"^ vanished. The angle of best alignment 
was noted and the other degree of freedom was then checked 
by observing the spectrum of the HsC crystal mounted at $0^ 
to the HpC crystal. See below. If both crystals were 
aligned at the same angle, one could proceed with the meas­
urement and analysis of the HpC spectrum with considerable 
confidence that the crystal was properly aligned to within 
less than 0.5°. 
For some of the photographs in this work even more 
precise HpC alignment was obtained by using a larger range 
of angles in the alignment photographs. VJhen this was done 
the splittings of some of the more sensitive levels changed 
enough so that the angle of maximum or minimum splitting 
could be calculated to within a few tenths of a degree from 
the measured splittings at various angles. The most sensi­
tive levels are those with large HpC splittings and small 
HsC splittings, or vice versa, 
HsC alignment check Photographs of the high "field 
Zeeman spectrum were made as the HsC crystal was rotated 
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through 70° about Its c axis in 10° increments. The crys­
talline c axis was perpendicular to the magnetic field when 
the separation of the EsC lines at 25OO7.I cm"^ and 25OO8.O 
cm~^ did not change by more than 0.1 cm"- for this range 
of angles. The splitting of these lines corresponds to the 
HsO splitting of the (0,3) level of the ground state, and 
changes of up to 0.1 cm"^ could be attributed to anisotropy 
in the HsG splitting of this level if the separations re­
peated every 60^. However due to the large HpC splitting 
-1 
of this level, changes of 0.2 cm over this range of angles 
corresponded to a crystal misalignment of 1.9°. This was 
determined experimentally by photographing the spectrum of 
a crystal deliberately misaligned by 5°. For the experi­
ments in which mixed crystals of dysprosium and erbium 
ethylsulfate were used, the HsC alignment check previously 
reported for erbium ethylsulfate vjas used because this was 
a more sensitive check. In this case the c axis v;as perpen­
dicular to the field when the EpC lines of erbium ethylsulfate 
at 18466.7 cm"^ and 18455.5 cm~^ exhibited no splitting. 
These lines correspond to transitions from the (-1,-2) levels 
of the ground state to a (0,3) level in the excited state. 
According to the theory of the HsC Zeeman effect (69) it 
should not split if the field is precisely perpendicular 
to the c axis. 
The alignment of all the crystals used in this work 
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were checked by the procedures described above and none had 
to be realigned. This was probably due to the extreme care 
in aligning the crystals on the polarizing microscope and 
optical goniometer prior to their insertion in the dewar. 
Preparation and Measurement of Plates 
The photographs of the spectra for this investigation 
were obtained on 4" by 10" glass spectroscopic plates, 
Eastman Kodak types I03a0 and 103aF, They were developed 
for four minutes in Kodak D-19 developer, stopped In dilute 
acetic acid, and fixed in Kodak general purpose hardening 
fixer. The plates were dried by passing warm air over 
them. 
Since the standard iron reference spectrum interfered 
with the observation of the absorption spectrum when the 
order sorter was used, the plates obtained with the order 
sorter were photographed and measured as described below. 
Alternate exposures of the spectrum of the hollow iron 
cathode and of the absorption spectrum were photographed 
at Intervals down the plate. The plates were always care­
fully racked in the same direction from start to finish in 
order to eliminate any possibility of racking backlash with­
in the spectrograph. 
The plates were measured on a Jarre11-Ash model 23-500 
recording microphotometer. They were carefully aligned so 
that the recording slit of the microphotometer tracked pre­
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cisely in the order of Interest. The precision microphoto­
meter screw and the strip chart of the recorder were driven 
by synchronous motors at constant speeds of 1 mm/min and 
127 mn/min, respectively. Thus 1 mm at the plate was ex­
panded to 127 mm on the strip chart. A switching device 
activated by a pin on the crank of the precision micro-
photometer screw placed fiduciary marks on the chart at in­
tervals corresponding exactly to each revolution of the 
screw. By measuring the distance between these marks it was 
possible to check the relative drive speeds of the screw and 
the strip chart, 
Tlie positions of the absorption lines and of the stand­
ard iron lines in the appropriate order were measured from 
the strip chart, and the vertical positions of the exposures 
were measured from a vernier scale on the microphotometer 
stage. The data for each plate were treated in a linear 
least squares calculation to find equations describing the 
horizontal positions of the iron lines versus the vertical 
plate position. The equations were then used to project the 
standard iron lines into the positions they would have occu­
pied had the iron spectrum been superimposed upon the absorp­
tion spectrum. The plates were always racked vertically 
from the same direction in order to eliminate microphotometer 
backlash, and the racking of the precision screw for the 
horizontal position was carried out with the same caution. 
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The equations were found to fit the experimental positions 
to within t 0,0055 mm on the average or, in the regions of 
+ 0 
special interest here, to within - 0.002 A. The small 
errors seemed to Justify the use of the projected iron line 
positions as good position references for the measurement 
of the absorption lines. 
Calibration of plates 
The energies of the absorption lines in any order are 
not linearly related to their positions on the plate so It 
was necessary to obtain a calibration. The first step in 
the calibration was the Identification of the standard iron 
lines in the order of Interest. IVhen there were too few 
standard lines in the same order as the absorption spectrum 
it v;as necessary to include lines from adjacent orders. The 
wavelengths of these lines were converted to wavelengths in 
the order of interest by the relation 
\  (62) 
where n and n' are the order numbers of the order in which 
the line occurs and the order of Interest, respectively, and 
X and X' are the wavelength in the order in which the 
line occurs and the wavelength in the order of interest. The 
wavelengths were then converted into wavenumbers in vacuum 
by means of the Bureau of Standards tables (lOO). 
Two of the standard iron lines were chosen as end iron 
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lines for calculation of the dispersion. They were in the 
same order as the absorption spectrum and bracketed the 
region of absorption. The linear wavenumber dispersion was 
calculated from 
D = (cq - p^) J . (63) 
where (T^ and are the wavenumbers in vacuum of the two 
end iron lines, and p^ and Pg are their respective millimeter 
positions at the plate. The approximate vacuum wavenumbers 
of the other iron lines were calculated by means of 
(p.^-p^)D. (64) 
Here i is a serial number to distinguish between the differ­
ent iron lines. The differences between the wavenumbers 
calculated in this way and the true wavenumbers of the lines, 
(Tj^, which had been found from the tables, were then used 
to determine a calibration curve of 
versus ( - or^). Figure 8 shows a typical calibration 
curve. The second order equation of the type 
- cr^) + BCô: - (T^) -H C , (65)  
which best fit the experimental points in the least squares 
sense was found by solving the normal equations. 
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for A, B, and C. For simplicity ( - (T^) has been re­
placed In the above equations by Xj^, and n is the total num­
ber of iron lines. The wavenumber of an unknown line was 
given by the sum of Equations 64 and 65. 
In this work the second order approximation was found, 
by use in the measurement of many exposures of the standard 
hollow iron cathode spectrum, to yield results accurate to 
within t 0.005 cm"^ in the thirteenth order, T O.OO6 cm"^ in 
the fourteenth, - 0.004 cm~^ in the fifteenth, and - 0.012 
cm"^ in the sixteenth order. These were considered to be 
good results because the hollow iron cathode lines have been 
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estimated to be accurate to within - 0.001 2 in general. In 
the thirteenth order - 0.001 ^  corresponds to - 0.004 cm~^, 
and in the sixteenth order the same wavelength error corre­
sponds to - 0.008 cm"^. The errors in measuring and calcu­
lating by the second order calibration method were compa­
rable to the errors in the energies of the standard iron 
lines. The method used here is believed to be superior to 
many methods described in the literature for grating plates 
because of its accuracy when the proper polynomial is used 
and its speed when the calculations are performed by an 
electronic computer. In addition it eliminates the need to 
first calculate wavelengths and then to convert these to 
wavenumbers in vacuum for every unknov/n line. 
Calculation of vacuum wavenumbers for absorption lines 
The determination of the energies of the absorption 
lines in vacuum wavenumbers proceeded as follows. The 
millimeter positions of the absorption lines were measured 
from the atrip charts, and the positions of the first and 
last iron lines in the order of Interest were calculated 
by means of the previously described projection method. The 
dispersion was calculated using Equation 63 and the projected 
positions of the iron lines, and approximate vacuum wavenum­
bers for the absorption lines were calculated using Equation 
64. The measured energies of the absorption lines were given 
by the sum of the results of Equations 64 and 65. 
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Estimation of error arising from the measuring procedure 
If one assumes that the only sources of error in the 
energies of the absorption lines arise from l) not having 
the standard spectrum superimposed on the absorption spectrum 
when the order sorter was used, 2) error in the calculated 
correction curve, and 3) error in the estimation of line 
centers, then the probable error ranges from - 0.013 cm"^ 
in the thirteenth order to - 0.028 cm~^ in the sixteenth 
order. This estimate was obtained by adding the probable 
errors arising from l) and 2), and by assuming that the 
errors in estimation of line centers were already Included 
in the estimates given for l) and 2). This assumption is not 
quite true, however, since it was usually easier to estimate 
the centers of the iron lines than it was to estimate the 
centers of absorption lines. Better estimates of the errors 
for the absorption lines will be obtained in a later section 
of this work. 
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EXPERIMENTAL RESULTS 
Initial Survey'and General Observations 
The initial photographs of the spectrum were obtained 
with 0.5 mm and 1.0 mm dysprosium ethylsulfate crystals 
immersed in liquid hydrogen. These photographs were taken 
to find those line groups with sharp lines and closely 
spaced energy levels which would yield the best measurements 
of any basal plane anisotropy in the HsC Zeeman effect. Line 
groups I through S, as previously labelled by Crosswhlte and 
Dieke (85), were observed in the second order with the 600 
line/mm grating, and groups D through W were observed in 
orders seven through nineteen with the 3OO line/mm grating 
and order sorter. Some examples of the HsC Zeeman spectra 
as observed in the second order are shown in Figures 9 
through 11; examples of the higher order spectra will be 
given later. The absorption of groups D, E, J, L, N, and Q 
was quite strong, even in a 1.0 mm crystal, and one could 
not be sure that the lines were completely resolved. The ab­
sorption of groups E* and K was so weak and the lines were 
so diffuse that they were not observed in the high order 
spectrum. Groups G, I, M, 0, P, R, and S had very sharp and 
intense absorption lines, and because of the short exposure 
times required for groups G and I, these two groups were 
thought to be the most suitable for studies of basal plane 
anisotropy in the HsC Zeeman effect. 
Figure 9. HsC spectra of DyES group I 1.0 mrn crystal at 20°K 
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Figure 10. HsC spectra of DySS groups K and J -- 1.0 rrm crystal at 20°K 
FIELD 
I N  
GAUSS 
2 7 4 8 0  
24630 
2 0 0 4 0  
I  6 2 8 5  
1 4 2 7 5  
1 2 3  I  0  
8  1  8 0  
6  1  5 0  
4  1  3 5  
0 
I I I 
26537.4cm-' 26311.5CM-' 26 IIZICM-» 
I 1 1 
2 7 4 8 0  
2 4 6 3 0  
2 0 0 4 0  
25900.0 CM- 25591.3 CM-* 
I I 
Figure 11. HsC spectra of DyES groups M and L 1.0 nun crystal at 20°K 
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In the absence of an external magnetic field, and when 
a magnetic field was applied parallel to the c axis, most 
of the absorption lines observed in this work obeyed the 
selection rules for electric dlpole transitions. For the 
lines of group G however, an appreciable contribution from 
magnetic dlpole transitions was observed. This observation 
is in agreement with the earlier findings of Gramberg (84). 
For the case where the magnetic field was perpendicular to 
the c axis additional lines appeared with increasing magnet­
ic field strength which seemed to obey, the selection rules 
for magnetic dlpole transitions. They were in fact electric 
dlpole transitions, but were reflecting the fact that, since 
the matrix elements of the HsC Zeeman effect connect states 
with AyU = - 1, ycc is not a good quantum number for this 
case. The observation of transitions which are forbidden in 
the absence of the perpendicular field gives added incentive 
for studying the HsC Zeeman effect because their observation 
must certainly lead to less chance of error in measuring the 
centers of gravity and in assigning term symbols for the 
various line groups. 
Table 9 compares the approximate energies of the line 
groups of Dy^3 in DyES with the free Ion energy levels of 
Dy^3 as calculated in the intermediate coupling scheme by 
Wybourne (8l), and with some previously reported line group 
+3 
energies for Dy in other salts. The values given for the 
infrared groups Y through W and A through e' of DyEa were 
Table 9. Calculated free ion energy levels 
Dy^3 in various salts 
Calculated 
Term Empirical free ion 
symbol label levels®- DyES 
15/2 z 0 0 
H13/2 Y 3457 3600 
^11/2 X 5778 6000 
S/2 W 
7613 
7740 
^Fll/2 7920 
%/2 
S/2 
A 
9033 
9164 9025 
^From V/ybourne (8l). 
bprom Crossvjhite and Dieke (85). 
^Prom Dieke and Singh (83). 
dprom Rosa (82). 
eprom Gramberg (84). 
and observed line group energies for 
DyCl^ T>y^{SOi^)^ Dy(NO_)^ 
DyCl^^ -ôHgO® •8H20^ •6H2O® 
0 0 
3517 3588 
5835 5857 
7650 7666 
8973 
8987 
9043 
Table 9. (Continued) 
Term 
symbol 
Empirical 
label 
Calculated 
free ion 
levels^ DyES 
^5/2 B 10089• 10171 
^^7/2 C 11130 11004 
d 12550 12383 
^^3/2 e 13299 13178 
^1/2 e' 13843 13729 
%/2 f 20216 21100 
^^15/2 g 21427 22140 
^Gll/2 H 22442 23450 
^M2I/2 I 22734 25070 
^kiy/2 J 23428 25730 
^MI9/2 K 23903 26220 
^^13/2 L 24296 27420 
4py/2 M 24720 27920 
^^15/2 N 26170 28520 
DyClg 1)72(804)3 DyfNOg)^ 
DyCl^^ . 
10138 10157 
10925 11018 10939 
12323 12447 12358 
13116 13202 13182 
20963 21112 21049 21170 
.21954 22150 22117 22180 
23303 23450 23420 23500 
24940 25060 25120 
25581 25770 25790 
26098 26290 26340 
27280 
27827 
28326 
Table 9. (Continued) 
Calculated 
Term Empirical free ion , DyClo r»yo(SOi,)o Dy(NOo)o 
symbol label levels^ DyES DyCl^ .gHgOd .ÔHgOe 
^^11/2 0 26224 29570 29480 
^^3/2 P 26529 29980 29867 
^^17/2 Q 27662 30690 30583 
R 27752 31125 30996 
^^9/2 S 27772 31560 31462 
^G9/2 Ï 28592 33110 32985 
^^19/2 U 28949 33400 33262 
^^5/2 V 29161 33530 33444 
^^15/2 w 29167 33920 33781 
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obtained from the work of Sutherland ( 101 ) and Hellv/ege et. 
al. (102); respectively. It can be seen from the table that 
the energies of the line groups are fairly similar in the 
various salts. However, the energies of the nitrate groups 
for which data are available are all about 200 cm"^ greater 
than those of the corresponding anhydrous chloride groups, 
and the energies of the hydrated chloride, sulfate, and 
-1 
ethylsulfate groups are about 100 cm greater than those of 
the anhydrous chloride. In the rare earths the line groups 
are due to transitions between the energy levels of the 4f" 
configuration and the 4f electrons are well shielded from 
their external environment by filled shells of 5p and 6s 
electrons. Therefore the observed line group energies for a 
rare earth ion in any salt are very near what would be ob­
served for the free rare earth ion. The small changes in 
the energies which are observed in various salts are attri­
buted to small changes in the covalency of the chemical bonds 
of the rare earth ion to its nearest neighbors (103). It has 
been suggested (104) that as the covalency of the bonding 
increases, the "tail" of the 4f electron radial distribution 
function is enlarged, and that this leads to a decrease in 
the electrostatic interaction between the 4f electrons which 
decreases the separation of the 4f^ energy levels. The ex­
pansion of the 4f electron charge cloud, known as the 
nephelauxetic effect, is thought to be a direct result of the 
94 
screening of the 4f electrons by overlapping charge clouds 
from the surrounding ligands. 
The results given in Table 9 are in agreement with 
, g 
previous work on compounds of Pr (10$) which established 
that the energy of the line groups decreases and the cova­
lency of the rare earth—ligand bonds increases in the order 
RP^, R''"^*xH20, RCl^, RBr^, RgO^' where R stands for one of 
the rare earths. However the data for Dy(NO^)'oH^O suggest 
that the nearest neighbors of the Dy ion in this case are 
not all waters of hydration, as is true for DyES, but that 
the nitrate ions must be making an appreciable contribution 
to coordination complex. The data thus tend to support the 
results of a recent determination of the crystal structure 
of Pr(N0g)^'6H20 by Rumanova ejb aj. (l06), in which it was 
proposed that the Pr Ion has a coordination of ten, with 
four waters of hydration and six nitrate oxygens in the co­
ordination polyhedron. 
It can also be seen from Table 9 that while the agree­
ment of the observed and calculated energies and J values is 
good in the infrared the agreement deteriorates rapidly for 
the groups beyond 24000 cm" . For these groups no signifi­
cance can be attached to the fact that a particular term 
symbol and calculated free ion energy level corresponding to 
that state appears opposite one of the observed line groups. 
It was therefore clear at the outset of this work that much 
more work, both theoretical and experimental, remained to be 
95a. 
done before a clear understanding of the higher energy levels 
could be obtained. 
Basal Plane Aiiisotropy in HsC Zeeman Effect 
When the HsC Zeeman effects of groups D through P of 
DyES were observed as a function of the angle between the x 
axis of the crystal and a static external magnetic field of 
approximately 28 kG, variations with a 60° periodicity were 
observed for the energy and/or intensity of absorption lines 
in many of the line groups. Some examples of the observations 
are given in Figures 12 through l4. Of the line groups ob­
served, only groups D, K, and N showed no dependence of the 
observed pattern on the"angle between the x axis and the 
external magnetic field. 
When the HsC Zeeman effects of groups G and I were ex­
amined in detail as a function of the angle between the a 
axis of the crystal and a static external magnetic field of 
approximately 28 kG, it was determined that the energy of each 
absorption line obeys a relation of the type 
EiOZfg) = + Aj^oos6()2fg - (67) 
within experimental error. Ej^(j2fg) is the measured energy of 
the i^^ absorption line and is a function of the magnetic 
field strength and of 0^, the angle between the a axis and 
the external magnetic field. E^^ is that part of the energy 
of the i^^ absorption line which is dependent on the magnetic 
Figure 12. HsC spectrujii of DyES group G as a function of the angle between the 
magnetic field and the x axis of the crystal. This is a I.89 iTim 
crystal at 20®K e.nd the magnetic field is 27488 G 
I I 
22068.1 cm-' 22051.9 cm"' 220119.3 cm-* 
Figure 12. HsC spectrum of DyES group G as a function of the angle between the 
magnetic field and the x axis of the crystal. This is a 1.89 nun 
crystal at 20°K and the magnetic field is 27488 G 
Figure 13. HsC spectrum of DyES group H a.s a function of the angle between the 
magnetic field and the x axis of the crystal. This is a 1.0 mm 
crystal at 20<^K and the magnetic field is 2Y912 G 
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field strength, but which is independent of the 
rotation coefficient for the i^^ line, gives the amplitude 
of the variation in energy about which occurs when the 
crystal is rotated about its c axis in the HsC magnetic 
field. 0 has been defined previously as the angle between 
the a and x axes of the crystal. 
In the preliminary analysis of the data an equation of 
the type 6? was found for each line by solving the least 
squares normal equations 
cos6j2fei cos6i2fg2 . . . 
sin6j2fg3_ sln60Q2 • • • sinôjZf^^ 
cosôjïgl sinôjZfg^ 1 
oos60^2 sin6^g2 1 
cosëPgn slnG^en ^ 
A 
B 
E, 
oos60^^ cos6j2^g2 • • • cosSjZfg^ 
3±n60Qi s±n60Q2 • • • ®^^%n 
%Wel) 
(68) 
for A, B, and E^. Here n is the number of distinct angle 
settings, A is equal to A^ qos60, and B is equal to Aj:Sin6p. 
A^ is therefore given by 
A^ = A/cos 6^, (69) 
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where 
60 = arctan(B/A). (70) 
Examples of the results obtained for and are given in 
Tables 10 and 11. 
The Roman numerals used to identify the initial state 
for each absorption line are the numbers previously assigned 
by Gramberg to identify the three lowest lying crystal field 
levels of the ground term, and the yx, quantum numbers used to 
identify the final states are the crystal quantum numbers of 
Murao, Spedding, and Good. See Table 4. The plus and minus 
signs are used to identify the higher and lower energy Zeeman 
level of each of the crystal field states, and the primes 
serve to distinguish between crystal field states with iden­
tical crystal quantum numbers. 
The column headed by in the tables is defined by. 
r .2 CE. , - E. , )  ^ -I 
. i=-l icalc I obs 
v\, — i 
1/2 
(n) 
It indicates the goodness of fit of the type 67 equations to 
the observed energies of the lines in wavenumbers. Here the 
Eicaic obtained from the i^^ Equation 67 for the n values 
of 0^, and the E^^^^ are the corresponding observed energies 
of the i^^ absorption line. 
The phase angle 0, which according to the theory of 
(69) should be a measure of the angle between the a and x 
Table 10. Angular dependence of DyES 
at 20OK 
Transition 
to -1, 
-2+ 
1+ to -1, -2+ 
I_ to -1, -2_ 
1+ to -1, -2_ 
to -1, 
-2+ 
to -1^ -2_ 
Eq in cm"l 
22162.58^.12 
22157.61^.04 
22141.11^.02 
22132.82-.13 
22122.11±.08 
22121.87^.03 
22107.93-.02 
22107.87*.01 
22068.08^.03 
22067.27*.03 
22064.52^.01 
22063.68^.03 
22051.88*.01 
22048.27-.01 
group G absorption lines for I.89 mm crystal 
A in cm"! Polarization (T^ 
.37Ï.I7 p 
-.33 
.14-.05 p t.13 
.07±.02 p ±.06 
.30±.l8 p *.36 
.22^.11 s Ï.28 
0
 
0
 P Ï.IO 
00 0
 P Ï.06 
.02±.01 S ±.03 
.03^.04 S i.09 
-.05-.04 S *.09 
.04^.01 S t.03 
.07^.04 S t. 08 
.04^.02 P *.04 
CM 0
 
+1 CVl 0
 S ±.04 
Table 10. (Continued) 
Transition in cm"^ A in cm~^ Polarization (T^ 
11+ to -Ij-2+ 22043.98+.05 -.5IÎ.O8 S *.16 
III_ to -1,-2+ 22042.56^.02 .60*.03 S *.06 
I_ to -1,-2; 22039.89^.01 .Oit.03 S *.02 
1+ to -1,-2l 22038.98^.00+ -.02^.01 P *.02 
I_ to 22035.57^.00+ .04^.00+ P *.01 
1+ to 22034.70^.01 .O5Î.O2 S *.05 
II_ to -I,-2+ 22023.62^.01 .02±.01 S *.02 
II- to -l,-2l 22019.32t.01 .O3Ï.OI S *.02 
H
 
H
 
+
 to -1,-2; 22015.84-.02 -.38*.03 P *.08 
III_ to -1,-2; 22014.31-.03 .48*.04 P *.10 
111+ to -1,-2+ 22012.94t.01 -.21^.01 P *.02 
+
 
H
 
H
 to -l,-2l 22011.59^.04 -.47-.06 P *.12 
III_ to -1,-2: 22010.05t.03 .62t.03 S *.06 
III+ to -l,-2l 22008.62*.05 -.27*.07 S i.l6 
Table 11. Angular dependence of DyES group I absorption lines for 2.1 mm crystal 
at 200k 
Transition Eq in cm~^ A in cm~^ Polarization 
to -Ij-2^ 25008". 02±. 01 -.03^.01 s ±.03 
to -1,-2^ 25007.17^.00+ .04^.00+ s ±.01 
to -L,-2_ 24997.87-.01+ 
H
 
0
 
0
 1 s ±.02 
1+ to 24997.03t.00+ -.04t.00+ P *.01 
to 1,2+ 24992.96^.01 .27±.01 P *.03 
1+ to 1,2+ 24992.10^.01 .35*.01 s *.04 
II_ to -1,-2+ 24991.69^.01 -.03*.02 P *.o4 
I_ to 1,2_ 24991.04*.01 -.33±.01 s ±.03 
1+ to 1,2_ 24990.17-.01 -.24*.01 s *.03 
+
 
H
 
H
 to 
-1,-2+ 24983.76^.02 .42t.02 s ±.07 
to -1,-2+ 24982.27^.03 -.556.05 s ±.06 
11+ 
I-
to 
to 
-1,-2+ 
0,3+ 
24981.oot.00+ .15*.00+ P ±.01 
Table 11. (Continued) 
Transition 
1+ to 0,3_ 
1+ to 0,3+ 
I_ to 0,3_ 
1+ to 0,3-
II_ to 1,2+ 
II_ to 1,2_ 
III_ to -1,-2 
III+ to -1, -2 
III+ to -1,-2 
III_ to 1,2+ 
+
 
H
 
H
 to 1,2_ 
III+ to 1,2+ 
II- to 0,3+ 
in cm"! 
24980.93t.01 
24980.14^.02 
24980. or-t. 01 
24979.17^.00+ 
24976.62t.01 
24974.69t.01 
24972.16^.02 
24970.73^.01 
24970.75".02 
24967.21t.01 
24966.86i.Ol 
24965.82t.02 
24964.64^.02 
A in cm~l Polarization 
*1 
.20±.02 S t.05 
.08±.02 S *.07 
-.12t.01 S ±.04 
-.11±.01 P Ï.02 
.26*.01 S *.04 
-.33^.01 S Ï.03 
-.64Ï.04 S 
0
 
H
 
+1
* 
+.14^.01 P Ï.04 
+.18±.02 S + .06 
-.3IÏ.OI P . ±.03 
.14±.02 P + .06 
.53*.03 S *.07 
.10*.04 S *.08 
Table 11. (Continued) 
Transition Eq in cm~^ A in cra"^ Polarization 
^i 
II_ to 0,3+ 24964 .-66^.01 .14t.01 P t. 04 
II_ to 0,3_ 24963.84^.02 -.15-.03 P ±.07 
II_ to 0,3_ 24963.68±.00+ -.18*.01 S i.02 
1+ to 0,3_ 24979.19^.01 -.14±.01 S *.03 
H» 
o 
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axes of the crystals, was found to be the same within experi­
mental error for all observed lines. It has therefore not 
been tabulated. The fact that was the same for all lines 
in each crystal means that, within experimental error, every 
line attained either its maximum or minimum energy when an 
X axis was parallel to the magnetic field. This finding is 
in agreement with the theoretical findings of (73). Further 
discussion of the determination of 0 for the various crystals 
studied in this work will be presented in a later section. 
The standard deviations associated with the quantities 
given in the tables were derived from the variance-covariance 
matrix for each set of Equations 68 by the ordinary methods 
for studies of the propagation of error (107). In the pres­
ent case the variance-covariance matrix is the inverse of the 
product of the first two matrices on the left hand side of 
Equation 68. According to the theory of propagation of error. 
then the standard deviation for determination of f from values 
of A, B, and E^ is given by 
if 
f = f(A, B, Eq), (72) 
-11/2 
4-
S. f (73) 
"^©(IB) + El (HJ °AE„ (|§) (|^ )°BE„ 
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Here O"^ la the standard deviation of the measurements from 
2 
which A, B, and were determined, and the quantities cr^ , 
2 CTg , etc., are defined by 
== C;2C( 1,1) 
OQ^ = (T-^C(2,2) 
cr^ = çn^C(3,3) 
t-o i 
and 
(74) 
.2,  
OÂB == (fL C(1 
The C(l,j) are the elements of the variance-covariance 
matrix. Application of Equations 73 and 7^ to Equations 67, 
69, and 70 gives the expressions used to calculate the stand­
ard deviations of the derived quantities, Aj_, and 0: 
Sp = o-.\/C(3,3)' (75) 
ol 
s. = (S-J|AJ)\/A?ai,l)+ #CC2,2) + 2ABai,2) (76) 
S0 = (crj6A?)\/^ai,l)+ A^C(2.2) - 2ABC(1,2) (77) 
rt should be noted that the error in determination of the 
rotation coefficient A^^ is inversely proportional to | A^|, 
and that the error in determination of 0 is inversely propor-
2 tional to A^. Thus, as we might expect, the best determina-
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tlons of rotation coefficients, and of the angle between the 
a and x axes, are obtained from absorption lines with large 
rotation coefficients. 
Energy level scheme for the anisotropic HsC Zeeman effect 
The next step in the analysis of the basal plane aniso-
tropy in the HsC Zeeman effect was the determination of an 
energy level scheme such that the energy differences between 
the various energy levels would have the same angular depend­
ence as the observed absorption lines. In general the deter­
mination of the energy line scheme is complicated for DyES 
because the energy levels of both the initial and final states 
in each transition may depend upon the direction of the magnet­
ic field with respect to the x axis. When this is the case 
the energy of each of the absorption lines as a function of 
0Q is given by 
^absorption^^e^ ~ ^ final^^e) ~ ^initial^^e^* (^^0 
line level level 
The quantities on the left hand side are obtained directly 
from the experiment, and what are needed for the energy level 
diagram are the quantities on the right, the energies of the 
initial and final levels as functions of 0Q. 
We know from (69) and (73)  that the variations in the 
energies of the levels all have the same phase and 60° peri-
dicity, so the energies of the levels should be given by the 
Ill 
same type of equation as that used for the energies of the 
absorption lines. Thus we can substitute the right hand 
sides of equations like Equation 67 for E^ inal^ e^) 
, . , level 
Einitial(^ e' Equation 73 to obtain 
level 
Babsorptlon('^ e) (^ 0 final " ^ 0 initial) 
line level level 
+ (-^ flnal - Ainitlal)co86C0e - F) • (79) 
level level 
Equating coefficients of co36(jZf^  - 0) in Equations 67 and 79 
gives 
0^ absorption ~ ^ o final " ^ o initial  ^ (^ O) 
line level level 
and 
a^bsorption ~ -^ flnal " -^ initial • (^ )^ 
line level level 
For each pair of initial and final energy levels the Eg's 
and A's on the left hand sides are knovm from the experiment, 
and to construct the energy level diagram we have to solve 
for the Eq's and A's on the right. However, since only energy 
differences are observed in the experiment, not absolute 
energies, these equations have no unique solution unless 
additional conditions are imposed. 
Any additional conditions which provide a reference point 
for the measurement of energy and energy variations will allow 
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a unique solution for the E^'s and A's of the energy levels. 
For example, if one can observe absorption lines resulting 
from transitions from ground term Zeeman levels to a group 
of excited state levels whose center of gravity is not 
affected by the magnitude or direction of the applied HsC 
magnetic field, a good choice of extra conditions would be 
to take the center of gravity of the group of levels at 
zero magnetic field as the reference for energy measure­
ments, and to restrict the solution for the A's such that 
the sum of the A's of all of the excited state levels in 
the group is equal to zero. This is a very useful condition 
because it allows determination of the shifts of the levels 
with respect to their zero magnetic field positions, and 
because it gives the rotation coefficients of the levels 
with respect to the center of gravity of the configuration. 
This makes it easy to compare them with the results of 
theoretical calculations. 
The difficulty with using this choice of side conditions 
is that large amounts of experimental data are required to 
determine that the center of gravity of any group of excited 
state energy levels is independent of the direction and 
magnitude of the external magnetic field. The difficulty can 
be circumvented, however, if, proceeding under the assumption 
that the side conditions outlined in the previous paragraph 
are fulfilled for two or more relatively isolated groups of 
excited state levels, one obtains identical results for the 
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Eg's and A's of the ground levels. This is true because 
deviations from the assumed conditions would be reflected 
in the results obtained for the ground levels, and because 
it is unlikely that two or more relatively isolated groups 
of excited levels would have exactly the same dependence 
upon the direction or magnitude of the external magnetic 
field. 
In the present work the simultaneous Equations 80 and 
81 were solved for the absorption lines between 22005 and 
22070 cm"^  in group G, and for the lines between 24950 and 
25010 cm"^  in group I, under the assumption that the center 
of gravity of the group of final levels in each case was 
independent of the direction and magnitude of the external 
magnetic field. The lines treated for group G result from 
transitions from the Zeeman levels of the three lowest lying 
crystal field states of the ground term to the Zeeman levels 
of the (-1,-2) and (-1,-2)' crystal field states of the 
excited term. These levels of the excited term are separated 
by approximately 27 cm~^  at zero magnetic field, and the next 
nearest level is some 44 cm"^  away, so the assumption is 
certainly expected to be fulfilled. The lines treated in 
Group I result from transitions from the same levels in the 
group term to the Zeeman levels of (0,3), (1,2), and (-1,-2) 
levels In the excited term. These levels occur within the 
space of only l4 cm~^  at zero magnetic field and the next 
nearest level is 59 cm"^  away, so again the assumption is 
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expectcd to be fulfilled. 
The results obtained for the E^'s and A's which describe 
the energy variations of the ground term levels are given in 
Tables 12 and 13. Apart from the second order shifts which 
are expected from the difference in the strength of the 
external magnetic field, the results obtained from groups G 
and I are within experimental error. The conclusion is that 
the centers of gravity of both groups of excited levels are 
independent of the direction and magnitude of the external 
magnetic field as was assumed, and that in both cases the 
correct E^'s and A's were obtained for the ground levels. 
The results obtained for the levels of groups G and I are 
given in Tables l4 and 15-
Table 12. HsC anisotropy of the low lying levels of the 
ground term of DyES as determined from group G 
H = 27488 G 
Level. Eq A 
I_ - 3.14-.02 +.03-.02 
I., - 2.28t.02 +.01Ï.02 
T 
II_ 13.11-.02 +.03-.02 
11^  20.9lt.02 -.45-.03 
III_ 22.40Ï.02 +.57-.03 
III+ 23.8IÏ.O3 -.241.04 
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Table 13. HsC anlsotropy of the low lying levels of the 
ground term of DyES as determined from group I 
H = 27912 G 
Level 
:o 
A 
- 3.26Ï.01 +.03-.01 
- 2.41Î.01 -.Olt.Ol 
13.07-.01 +.04Ï.01 
20.95±.01 -.41-.02 
III_ 22.47-.01 +.59-.02 
III^  23.88t.01 -.22-.02 
Table l4. Observed HsC anlsotropy of low lying (-1,-2) 
levels of DyES group G 
H = 27488 G 
Level Eq A 
(-1,-2)+ 22064.96-.02 .02Ï.02 
(-l,-2)_ 22061.39t.02 -.02-.03 
(-1,-2)' 22036.73-.01 .01±.02 
*r 
(-1,-2)^ 22032.44-.01 -.01^.02 
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Table 15. Observed HsC anisotropy of some low lying levels 
of DyES group I 
H = 27912 G 
Level Bo A 
CV
J 
1 1
—
1 1 25004.75-.01 .02-.01 
24994.62-.01 -.05-.02 
(1,2)+ 24939.69-. 01 .31-.01 
24987.78-.01 -.28Ï.O2 
(0,3)+ 24977.72-.01 .13-.02 
(0,3)_ 24976.76-.01 -.12-.01 
The angular dependence of the Zeeman splitting of any 
pair of levels can be obtained from the quantities given in 
the tables by using Equation 82, and the center of gravity 
of any two levels can be obtained by using Equation 83. 
Si-jWm) = (Eol - Eoj) + (Ai - Aj)cos6^ m (82) 
= l/2(Eoj + Eoj) + l/2(Ai + Aj)oos6%n (83) 
Here 0^  = 0q - jS Iz the angle between the x axis and the 
external magnetic field, and 1 and j are labels to distin­
guish between the higher and lower energy levels of the pair. 
For example, the splitting and center of gravity of the 11^  
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and II_ levels of the ground terra are given by 
Sll+ - = (E0II+ - ^ oll-) + (A11+ - Aii_)co860m 
(84) 
®II+ - = l/2(BoII+ " BoII_) 
•I- 1/2(Ajj_j_ + Ajj_)cos6j2Cj^. (85) 
A comparison of the observed E^ 's and A's of the absorp­
tion lines and those calculated from the E^ 's and A'c ob­
tained for the energy levels is given in Tables I6 and 17. 
The agreement is quite good considering that in group G there 
were 20 absorption lines involving transitions between only 
6 initial and 4 final energy levels, and that in group I 
there were 26 absorption lines involving transitions between 
only 6 initial and 6 final energy levels. The standard devi­
ation between the observed and calculated Eq's and A's of 
the absorption lines in group G was - 0.037 cm"^  and - 0.054 
cm~^, respectively, and for the lines of group I - O.OI9 
cm"^  and - O.O3I cm~^ , respectively. 
Another useful choice of side conditions for the solu­
tion of the simultaneous equations is to require E^ and A for 
the lowest Zeeman level of the ground term to be zero for 
all values of the external magnetic field. This choice makes 
it especially easy to determine the E^'s and A's of the 
excited term Zeeman levels by merely watching transitions 
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Table 16. Comparison of observed Eg's and A's for group G 
absorption lines with values calculated from 
the energy level scheme 
Observed Calculated 
Eo A Eo A 
22068.08 
-.03 
22067.27 + .05 
22064.52 -.04 
22063.68 -.07 
22051.88 -.04 
22048.27 -.02 
22043.98 + .51 
22042.56 -.60 
22039.89 -.01 
22038.98 + .02 
22035.57 -.04 
22034.70 -.05 
22023.62 -.02 
22019.32 -.03 
22015.84 f.38 
22014.31 -.48 
22012.94 +.21 
22011.59 . +.47 
22010.05 -.62 
22008.62 +.27 
22068.09 -.01 
22067.23 -.00 
22064.52 
-.05 
22063.66 -.03 
22051.85 -.01 
22048.28 
-.05 
22044.05 +.46 
22042.55 -.56 
22039.87 -.02 
22039.01 -.00 
22035.58 -.04 
22034.72 -.02 
22023.62 -.02 
22019.34 
-.03 
22015.32 +.46 
22014.33 -.56 
22012.92 +.25 
22011.54 +.44 
22010.04 
-.58 
22008.63 +.23 
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Table 17. Comparison of observed Eq's and A's for group I 
absorption lines with values calculated from 
the energy level scheme 
Observed Calculated 
Eo A A 
25008.02 -.03 
25007.17 .04 
24997.87 -.09 
24997.03 -. o4 
24992.96 .27 
24992.10 .35 
24991.69 -.03 
24991.04 -.33 
24990.17 -.24 
24983.76 .42 
24982.27 
-.55 
24980.14 .08 
24980.01 -.12 
24979.17 -.11 
24976.62 .26 
24974.69 -.33 
24972.16 -.64 
24970.73 . .14 
24970.75 .18 
24967.21 -.31 
24966.86 .14 
24965.82 .53 
24964.64 .10 
24964.66 .14 
24963.68 -.18 
24979.19 -.14 
25008.01 -.02 
25007.16 .03 
24997.88 -.09 
24997.03 -.04 
24992.95 . 2 7  
24992.10 .32 
24991.67 -.02 
24991.04 -.31 
24990.19 -.27 
24983.79 .43 
24982.27 
-.57 
24980.14 .14 
24980.02 -.16 
24979.17 -.12 
24976.62 .27 
24974.70 -.31 
24972.14 -.64 
24970.74 . 16 
24970.74 .16 
24967.22 -.28 
24966.82 .13 
24965.81 .52 
24964.65 .09 
24964.65 .09 
24963.68 -.16 
24979.17 -.12 
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from the lowest ground term level to any of the excited 
term levels. This is because, as can be ceen from Equations 
80 and 8l with Eq and A for the initial level taken to be 
zero, the Eq's and A's of the excited term levels are simply 
equal to the measured E^ 's and A's of the absorption lines. 
This choice of side conditions also has the advantage that 
nothing at all needs to be known or assumed concerning the 
behavior of the center of gravity of the excited term. One 
may proceed immediately with the analysis of the data, and 
if it is later demonstrated that some group of excited levels 
is independent of the direction and magnitude of the magnetic 
field, it is then a simple matter to transform from this set 
of side conditions to the set described earlier. The dis­
advantage of this choice of side conditions is that the 
shifts and rotation coefficients which are obtained are not 
in the most useful form for comparison with theoretical 
results. 
The method of solving simultaneous equations for the 
Eq's and A's of the energy levels, no matter what the choice 
of side conditions, has the disadvantage that, while it is 
assumed that the variations in the energies of the levels 
all have the same phase and 60° periodicity, because of 
experimental error the equations used to describe the energy 
variations of the adsorption lines do not all have the same 
phase. Thus when the E^ 's and A's of the absorption lines 
are taken from tables like Tables 10 and 11, and used in the 
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solution of the simultaneous equation, phase errors are 
introduced. It is felt that errors are small however, be­
cause the absorption lines whose phases deviate most from 
the average are those with very small energy variations. 
The experimental error in determination of the phase angle 
for these lines therefore makes only a very small error in 
both the Eq's and A's of the lines, and those of the energy 
levels. 
This conclusion was checked by determining the variations 
of the ground term energy levels and their phases by another 
method. In this method the energies of absorption lines due 
to X to Y transitions were subtracted from the energies of 
lines due to I_ to Y transitions, and these energy differences 
and their respective angles for the orientation of the magnet­
ic field were used to determine the type 67 equation which 
gave the best least squares fit of the data. Here I_ is the 
lowest Zeeman level of the ground term, X is I^ , II_, 11^ , 
III_, or III^ , any one of the higher energy ground levels, 
and Y is any Zeeman level of the excited term. Equation 78 
tells us that the energies of these two types of absorption 
lines are given by 
I^ to Y^ ®^) ^  ^  level(0e) " level^ e^)' (86) 
lines 
and 
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% to  ^level(^ e) " \ level^ e^)' (8?) 
lines 
so the difference in their energies is 
to Y^ e^) " to Y^ e^) 
lines lines 
" level^ e^) ~ ^ i_ level^ e^^ ' 
There is no dependence on the final level so when these 
energy differences were fit for X = for example, with Y = 
(-1,-2)+, (-l,-2)_, (-1,-2)+, and (-1,-2)^ , an equation was 
obtained which describes the angular variation of the 1+ 
level and its phase with respect to the energy of the I_ 
level. The angular variations of the other ground term 
levels and their phases were obtained in a similar manner. 
The results are illustrated in Figure 15, and the E^ 's and 
A's for the energy variations of the ground term levels are 
given in Table l8. 
As can be seen by comparison of the results presented 
in this table and those in Table 19, which were obtained by 
solution of the simultaneous equations with side conditions . 
Ej =0 and Aj = 0, the difference method yields more pre­
cise results for the E^ 's and A's of the ground levels. This 
is due to the fact that in general several examples of each 
energy difference are observed for each orientation of the 
Figure 15. HsC anisotropy of low lying DyES ground term 
levels at H = 27488 G. The experimental points 
were derived by the difference method from the 
absorption lines of group G between 22005 cm"^ 
and 22070 cm~l, and the smooth curves are the 
best least squares fits with sixfold periodicity 
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Table l8. HsC anlsotropy of the low lying levels of the 
ground term of DyES as obtained from the sub­
traction method in group G 
H = 27488 G 
Level EG A 
0 0 
4 0.87t.01 -0.04Ï.0I t.05 3.15*3.040 
16.25t.01 +0.02Ï.01 t.04 12.00*6.360 
+
 
H
 
H
 24.04^ .02 -0.44-.03 1.10 5.33* .660 
III. 25.55-.02 +0.54Ï.02 
00 0
 
+1 
5.59* .410 
III+ 26.96t.01 -0.22Ï.02 -.05 5.12- .70O 
Table 19. HsC anisotropy of the low lying levels of the 
ground term of DyES as obtained from group G 
with side conditions Eo(l_) and A(l_) = 0 
H = 27488 G 
Level 0^ A 
0 +.00 
0
 
0
 
+
1 0
 
4 .86^ .03 -.02-.03 
16.24t.03 -0 i".03 
11+ 24,04-.03 -.48-.03 
III- 25.54*.03 +.54*.03 
III+ 26.94t.03 
0
 
<M 1 
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external magnetic field, and to the fact that the error for 
the measurement of energy differences between absorption 
lines is about one half that for the measurement of their 
absolute energies. 
Table l8 also shows that there is good agreement for 
the angle at which each of the levels with large energy 
variations attains its maximum or minimum energy. The devi­
ations which occur for the levels with very small energy 
changes are due to the fact that, since the amplitudes of 
their variations are comparable to the measuring error, it 
is extremely difficult, if not Impossible, to obtain a satis­
factory determination of the angle at which their maximum or 
minimum energy occurs. There is certainly nothing here to 
contradict the theoretical conclusion reached in (73) that 
every level must have its maximum or minimum energy at the 
same angle. 
Determination 'of 0 
The angle ^  between the a translational symmetry axis 
of the crystal and the x axis direction was determined for 
several single crystals of dysprosium ethylsulfate, and for 
mixed crystals of Dy"^  ^in erbium ethylsulfate (ErES) and 
yttrium ethylsulfate (YES). The results are given in Table 
20. 
The X axis direction was determined by finding the values 
of the adjustable parameters Sq, A, and in Equation 89 
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Table 20. Measured values of 0, the angle between the a and 
X axes, for Dy^ 3 and Er+3 in DyES, ErES, and YES 
single crystals at 20OK 
Sample 0 for Dy"^  ^ 0 for Er"^  ^
1.0 mm DyES 9.86° i- .56° 
0.5 mm DyES 4.93° .34° -
1.0 mm DyES 
O
 c
u 1—1 
± .51° 
-
1.9 mm DyES 5.51° .36° -
2.4 mm (DyES)^ q(ErES 6.35° ± 
o
 o
\ 1—1 6.63° t .26° 
1,4 mm (DyESErES)^Q 6.01° + .42° 6.25° ± 
o
 o
 
2.4 mm (DyES)^ q(ErES)^ q 6.23° .17° 6.06° ± 
o
 CV
J 
2.1 mm (DyES)io(YES)go 8.17° + .44° -
1.0 mm ErES - 4.80° ± .19° 
which gave the- best least squares fit of the energy differ­
ence between two absorption lines with large rotation co­
efficients of opposite sign. 
S(jfd) - So + Aaos6{0^  - fl^ ) (89) 
Here 0^  is the angle reading at the top of the dewar and 
Is the angle setting for which an x axis is parallel to the 
external magnetic field. Splittings were fit rather than 
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absorption line energies becausc, as noted earlier, the error 
for measurement of splittings is one half as large as the 
error for measurement of absolute energies, and because by-
choosing absorption lines with rotation coefficients of 
opposite sign, the variation of the splitting as a function 
of magnetic field direction has a larger amplitude than any 
of the absorption line energies. The use of splittings thus 
makes it possible to obtain more precise determinations of 
The absorption lines used for the determination of ^  
for Dy^ 3 in the various host lattices were the EsC lines re­
sulting from the III^  to (1,2)^  and III_ to (-l,-2)_ transi­
tions in group I. (See Table 11.) Those used for the 
determination for Er^ 3 in DyES and ErES were the EpC lines 
at 27497 and 27500 cm"^  which result from the (-1,-2)^  to 
(0,3)^  and (-1,-2)^  to (-1,-2)^  transitions, respectively. 
(See reference 51.) The variations of both of these split­
tings as a function of the magnetic field direction had 
amplitudes of approximately 1.1 cm~^  at 27.5 kG. 
The angle setting 0^  ^for which an a axis was parallel 
to the magnetic field was determined by reference to the HpC 
crystal in each experiment. Knowing the angle setting 
for which the c axis of the HpC crystal is parallel to the 
magnetic field, and knowing the angle 0 between the main 
faces of the HsC and HpC crystals, ^  is given by 
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= j0c + (90) 
For all of the HsC rotation experiments in this work 0^  was 
determined from spectra such as those shown in Figure 7. 
This was done by calculating values of Sq, A, and in 
Equation 91 which gave the best least squares fit of the 
distance (energy difference) between the absorption lines at 
24982 and 24991 cm"^  as a function of 0^  ^the angle reading 
at the top of the dcw&r. 
Sl0d) = Sg + Aco82L0d - 2^ ) (91) 
The results obtained in typical 0^  and 0Q determinations are 
illustrated in Figures I6 and 17. 
The standard deviations for the ^  and 0^  determinations 
were calculated using equations similar to Equation 77 for 
each of the nine crystals studied. In every case the stand­
ard deviations were less than - O.5 degrees; the average for 
all the determinations was 0.25 degrees. The standard 
deviations for the 0 measurements given in Table 20 were 
derived from the standard deviations for 0^ } 0q> and 0. Since 
a 
and 
= #2 + (91) 
0 = . (92) 
the standard deviation for each 0 determination is given by 
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plates Dy 101 -104 
= 13.81 ±.33* 
c" ^  .12 cm~i 
8.00 
7.60 
720 
6.80 
s 6.40 
6.00 
5.60 
5.20 
480 
80 100 60 40 20 0 
«Jb^ j DEGREES 
Figure l6. Typical result for determination 
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PLATE Dy 94 
=68.48° t .08' 
= -.008 mm 
68 72 76 
DEGREES 
80 84 88 
Figure 17. Typical result for p' determination 
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It la encouraging to note from the results given in 
Table 20 that fair precision can be obtained for the measure­
ments of 0, However, It is also obvious from Table 20 that 
either 0 Is not the same for all DyES crystals, or that the 
present 0 determinations are not very accurate. Since 0 is 
defined as the angle between an a translational symmetry axis 
and a choice of x axis which makes the lattice sum for ^{3 gg 
in Equation l6 vanish, one would have expected to obtain 
similar results for 0 measurements in the different single 
crystal samples of DyES. If the crystal lattices of the 
various samples were different, or if the lattices were dis­
torted by significantly different amounts when the crystals 
were cooled to liquid hydrogen temperature, one might expect 
varying results for 0. However these possibilities are 
extremely unlikely. It is much more likely that the dis­
crepancy results from errors in the determination of 0y^ , 0^ , 
or 0. 
Random errors in the measurement of 0Q, and 0 have 
been discussed earlier and are well understood. They are 
too small to account for the discrepancy. Systematic errors 
have not been discussed however, and it is possible that 
these are more Important than the random errors. There are 
only two possibilities for systematic errors in the 0 deter-
minatlons. Either jZf changed because of mounting failure v/hen 
the crystals were cooled to 20°K, or the sample rod was 
allowed to rotate slightly when it was lowered to shift from 
the HpC to the HaC crystal. Examination of the crystals 
after the experiments, and measurement of ^  after the crys­
tals had warmed up to room temperature completely discount 
the possibility of mounting failure. Therefore it seems that 
the major source of error was failure to prevent rotation 
when the HsC crystals were lowered into the light path. This 
error, which leads to a corresponding error in 0, is esti­
mated to be on the order of - 2°. It could be effectively 
eliminated in future measurements by using a light source 
and a mirror attached to the sample rod to check the rotation 
of the sample rod before and after changing samples. 
In view of the large discrepancy in the values of 0 ob­
tained for the four DyES crystals, and in view of its prob­
able cause, very little significance can be attached to the 
fact that the values of 0 obtained for different crystals 
agree or disagree. All that can be said is that 0 = 6.5° 
Ï 1.4° for both Dy+3 and Er*^  in all the ethylsulfate crys­
tals studied. It is significant, however, that the 0 values 
obtained for Dy"^  ^and Er*^  in any given (DyES)j,(ErES)^ QQ_^  
crystal are in agreement. Since the systematic error in 0 
is the same for Dy*^  and Er*^  in any one of these mixed 
crystals, it can be concluded that, within the. random error 
limits given in Table 20, the angle between the a and x axes 
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is the same for both rare earth ions in the mixed lattice. 
The 0 measurements do not indicate that there is any differ-
ence in the environments of Er and Dy in any given 
(DyES) (ErES) nn crystal. Before any fruitful comparison 
of the ^  results for different crystals can be made, it is 
clear that further work must be done in which more care is 
taken to eliminate the systematic errors in the determination 
of the a and x axis directions. 
Magnetic Field Dependence of the Energy Levels 
The Zeeman splittings and shifts of the energy levels 
of Dy"*"^  in the ethylsulfate lattice were also studied as a 
function of the external magnetic field strength for groups 
G through L (22000 cm~^  to 27500 cm"^ ). At least ten values 
of magnetic field between zero and 27.5 kG were used for each 
crystal and both the HpC and HsC orientations were studied. 
In the HsC case the magnetic field dependence was only 
studied for the case where 0^ , the angle between the magnet­
ic field and the x axis was equal to 0. This corresponds to 
the situation in which the magnetic field is perpendicular 
to the c axis and parallel to an a axis of the crystal. 
The crystals were immersed directly in liquid helium or 
liquid hydrogen. Photographs taken at liquid helium temper­
ature were particularly helpful because only the lowest 
ground term level is appreciably populated at 4.2°K. This 
considerably simplified the spectrum and in most cases the 
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crystal quantum numbers of the final states in the transi­
tions could be easily determined with the help of the selec­
tion rules given in Table 7. Also, as previously noted by 
Gramberg, the lowest crystal field level in the ground term 
has such a large Zeeman splitting in the HpC case that at 
4.2®K the high energy branch becomes depopulated and absorp­
tion lines originating from this branch fade out with in­
creasing external magnetic field. This fact is a big help 
in the analysis of the spectrum. 
The center of gravity of each Zeeman pattern was deter­
mined with respect to the center of gravity of the lowest 
ground term crystal field level and the Zeeman splittings 
of the initial and final states were determined, when possi­
ble, for each value of the external magnetic field. The 
shifts of the centers of gravity of all the patterns and the 
splittings of the levels as functions of the external magnet­
ic field are. summarized in Tables 21 through 39 in terms of 
coefficients for the polynomial equations which gave the 
best least squares fit of the experimental data. The equa­
tions for the centers of gravity have the form 
C » J! V ' (94) 
k=0 
and those for the splittings have the form 
4 
s = 2 (95) 
k=l 
Table 21. HpC pattern centers and Zeeman splittings for DyES 
group 0 1.83 mm single crystal at 20'^ K 
Pattern centers 
Transition M . lO^ c^  loGcg N CT 
(lolBcg) (10^ 0^4) 
I 1,2 212 22238.046 .1000 -.4308 4 ±.10 
6.104 *.0194 6.0705 
I -1,-2 212 22158.545 -.0444 .2908 8 ±,35 
i.337 =.0486 Ï.I636 
III 0,3 11 22154.316 -.2558 8 ±.16 
6.126 6.0085 
II -1,-2 4A11 22142.787 .0291 5 ±.12 
6.110 6.0076 
I 1,2 4A11 22122.615 .0061 -.0595 5 *.01 
6.007 ±.0015 6.0075 
I 0,3 4A11 22106.292 .0153 -.0985 5 *.02 
6.020 6.0045 6.0230 
II 0,3 11 22089.916 .2274 .1423 4 ±.11 
±.105 6.0236 6.0895 
III 0,3 212 22085.074 .^0037 -1.4020 4 i.08 
*.082 ±.0453 6.5456 
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Splittings 
M ID l03Ci 10^02 Range N cr 
(lOlGCg) (lolTc^) kO 
as .5109 0-27.5 4 Ï.21G 
±.0054 
.3591 0-27.5 8 Ï.586 
±.0118 
4.2-24.6 
4 EX .0127 0-20.1 5 ±.116 
±.0036 
8 GS .2649 0-20.1 5 r.269 
6.0084 
4 EX .1282 -.2424 0-20.1 5 ±.044 
i .008l 6.0472 
8 GS .5151 0-20.1 5 *.017 
+.0005 
4 EX " .3072 -.2327 0-20.1 5 t.069 
±.0127 6.0746 
8 GS .5047 0-20.1 5 t.019 
6.0006 
0-20.5 
1 GS+EX .8749 0-8.2 4 6.337 
6.0304 
Table 21. (Continued) 
Pattern centers 
,8r Transition M Cq 10 Cg N 
(lO^ GCg) (10^ 0^4) 
I -1,-2 4A11 22062.955 -.0045 .1436 8 Ï.01 
*.012 *.0017 i.0058 
II -1,-2 4A11 22046.845 -.OO38 .1332 5 *.05 
*.045 *.0098 6.0475 
III -1,-2 212 22041.867 -.0420 .9383 7 *.00 
±.002 ±.0030 6.0724 . 
(-•5608) (.1311) 
(±.0553) (1.0132) 
I -1,-2 423 22034.803 .0102 -.1587 7 -.043 
±.043 ±.0060 +.0204 
II -1,-2 4A11 22018.658 .0038 -.1211 10 t.015 
+.012 ±.0020 +.0070 
III -1,-2 323 22013.655 
6.048 
.0307 -.2866 
+.0107 +.0550 
5 ±.048 
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M ID lo3ci 
(lOlBCg) 
Splittings 
lO^ Cg 
(loifc^ ) 
Range 
kG 
N <r 
4 EX .4448 
+.0142 
(.1704) 
(*.1355) 
-.4321 
i.2456 
(-.3364) 
(+.2386) 
0-27.5 8 -.019 
8 GS .5149 
+.0005 
0-27.5 8 ±.026 
4 GS .2892 
+.0046 
-.0910 
±.0270 
0-20.1 5 +.030 
8 EX .4143 
+.0014 
-.0611 
±.0084 
0-20.1 5 +.009 
1 GS-EX .2369 
±.0058 
.0843 
+.0356 
0-20.1 7 +.046 
1 GS • .5080 
+.0045 
.0209 
+.0191 
0-27.4 6 + .042 
5 EX .5724 
+.0033 
-.1370 
+.0142 
0-27.4 6 +.031 
4 GS .2761 
±.0026 
-.0215 
+.0117 
0-27.4 10 +.035 
8 EX .5784 
t.0036 
-.1595 
±.0164 
0-27.4 10 +.049 
1 EX .5332 
+.0164 
.1182 
+.0962 
12.6-20.1 4 +.089 
5 GS .6186 
+.0206 
.1763 
+.1210 
12.6-20.1 4 ±.056 
Table 22. HsC pattern centers and Zeeman splittings for DyES 
group G 0.965 mm single crystal at 200K 
Pattern centers 
Transition M Co ICPCi 
(10^ 0^3) 
lO^ Cg 
(1016C4) 
N cr 
I 1,2 11 22238.537 
±.663 
-.1855 
' ±.1042 
.8594 
±.3515 
21 ±1.039 
I 1,2 11 22236.592 
±.182 
20 ± .813 
II 1,2 212 22220.037 
t.374 
.1234 
±.0252 
10 t .605 
I 0,3 212 22202.583 
±.234 
.0638 
±.0138 
23 ± .523 
III 0,3 212 22182.138 
t.195 
6 t .479 
I 0,3 313 22174.566 
±.057 
.0180 
i.0136 
.1918 
±.0485 
11 t .087 
21 22168.313 
±.114 
.0605 
±.0178 
.1430 
i.06ll 
23 ± .189 
11 22162.943 
±.300 
.0304 
±.0669 
.3181 
*.3157 
10 t .330 
I -1,-2 323 22158.605 
±.177 
.1107 
±.0255 
-.5619 
±.0838 
6 ± .177 
11 22157.727 
±.128 
15 ± .497 
11 22152.695 
±.100 
.1745 
±.0228 
5 t .142 
l4l 
Splittings 
M ID 103Ci lO^ Cg Range N 
(lOlGOg) (lOlTc^ ) kG 
0-27.4 
0-27.4 
1 .0802 2.7-27.4 10 ±1.143 
±.0244 
1 .0815 0-27.4 23 t .988 
+.0121 
1 -.0708 1.3813 2.7-15.4 6 t .581 
+.0918 t .6963 
5 .0220 .3301 0-27.4 11 t .232 
±.0263 ± .1059 
1 .0023 9.3-15.4 6 t .916 
i.0290 
0-19.1 
1 -.1339 1.0044 26.0-27.2 6 ± .235 
i.0213 ± .0897 
3 .2962 ,2870 12.6-27.2 6 ± .485 
. ±.0440 ± .1850 
0-27.4 
0-  8 .2  
Table 22. (Continued) 
Pattern centers 
Transition M Co lO^ C^  loGcg N 
(lol^ Cg) (lO^ C^^ ) 
II -1,-2 4l4 22142.628 -.0368 ' 5 ± .28? 
+.285 +.0181 
I 1.2 413 22122.772 -.0013 .5961 10 + .073 
+.073 ±.0119 +.0518 
I 0,3 212 22106.275 .0083 .1760 24 + .089 
+.054 +.0084 +.0284 • 
III 1,2 212 22101.8 1 
II 0,3 212 22089.946 -.0398 7 + .133 
+.114 ±.0100 
III 0,3 313 22085.002 .0256 -.3548 15 t .092 
+.058 +.0099 ±.0326 
I -1,-2 4A11 22062.954 -.0414 1.2616 14 + .044 
±.044 +.0258 ± .4565 
(-.5175) (_^ .0949) 
(+.2727) (+.0509) 
II -1,-2 4A11 22046.973 -.0537 .0864 21 + .086 
±.059 +.0088 +.0304 
143 
Splittings 
M ID 103ci lO^ Cg Range N 
(lOlBCg) (icATc^ ) kG 
r 
1 GS&EX .3614 0-20.1 10 t .737 
+.0160 
3 GS .0006 0-27.4 19 t .264 
+.0027 
7 EX .4441 -.1633 0-27.4 17 t .317 
+.0152 +.0715 
1 GS -.0008 0-27.4 24 + .192 
+.0024 
1 GS .4833 -.9202 0-17.1 7 t .276 
+.0421 t.3065 
3 EX -.0070 0-27.4 14 t .223 
±.0044 
5 GS -.0573 .4841 0-27.4 15 t .170 
• ±.0097 1.0421 
3 GS -.0258 .1900 0-27.4 21 t .148 
+.0055 +.0250 
7 EX .1150 .0543 0-27.4 . 18 t .129 
+.0048 t.0220 
4 EX .1382 -.0324 0-27.2 21 t .040 
±.0021 ±.0101 
8 OS .4300 -.5338 0-27.2 21 t .119 
±.0063 ±.0297 
Table 22. (Continued) 
Pattern centers 
Transition M Cq lO^ C^  10^ 02 N 
(10^ 0^3) (10^ %) 
III -1,-2 423 22041.732 .0327 -.3180 8 t .070 
+ .070 I-.OI73 1.0933 
I -1,-2 4A11 22034.770 .0098 .3002 20 t .030 
±.026 ±.0035 ±.0108 
II -1,-2 4A11 22018.819 -.0565 .0468 21 t .081 
±.062 ±.0088 f.0285 
III -1,-2 423 22013.700 .0286 -.4239 8 t .O61 
+.060 ±.0084 ±.0259 
145 
Splittings 
M ID 103ci 
(10^ 0^3) 
lO^ Cg 
(lolTc^ ) 
Range 
kG 
N (T 
3 GS .1078 
t.0165 
-.3489 
+.0973 
0-19.1 8 + .086 
7 EX .1311 
t.0018 
0-19.1 6 + .072 
4 GS -.0190 
+.0066 
(-.0182) 
(+.0174) 
.2303 
+.0695 
0-27.4 20 4- .040 
8 EX .1583 
+.0004 
0-27.4 20 t .035 
4 EX .1634 
+.0014 
-.0260 
+.0063 
0-27.4 21 + .027 
8 GS .4369 
i.0068 
-.5737 
+.0310 
0-27.4 21 + .134 
3 GS . -.0258 
±.0024 
.1973 
+.0980 
0-27.4 8 + .043 
7 EX .0573 
±.0072 
.3692 
+.0294 
11.4-27.4 8 + .131 
Table 23. HpC pattern centers and Zeeman splittings for DyES 
group G 1.83 mm single crystal at 4.2°K 
Pattern centers 
)30i Transition M ICPC^ 10^ 03 N 
(lO^ C^g) (IOIOC4) 
I 1,2 11 22237.507 .3434 -.2322 10 -,361 
±.295 +.0484 ±.1663 
I -1,-2 11 22158.512 .2851 10 ±.344 
±.203 t.0128 
I 1,2 323 22122.584 -.1046 .4898 5 ±.124 
Ï.120 ±.0407 *.3041 
Satellite 11 22125.044 .1188 4 *.ll6 
*.104 ±.0053 
I 0,3 423 22106.171 -.0291 .2019 7 -.168 
±.161 i.0337 t.l606 
I -1,-2 4l4 22062.968 .0022 .1054 7 -.009 
i.009 *.0024 +.0138 
147 
Splittings 
M ID 103Ci 
(IOI2C3) 
loOcg 
(lOlTc^ ) 
Range 
kG 
N <r 
0-27.5 
0-27.5 
1 EX .1019 
±.0066 
0-24.6 4 1.185 
3 GS .5263 
±.0130 
0-12.6 
0-27.5 
5 t.219 
1 EX .2964 
+.0106 
-.1012 
±.0476 
0-27.5 9 ±.139 
5 GS .7163 
6.0403 
-1.0858 
±.2456 
0-20.1 7 ±.320 
3 EX . .4489 
±.0043 
(-.0171) 
(±.0108) 
-.1688 
±.0443 
0-27.5 7 +.012 
4 EX .4493 
+.0019 
-.1962 
±.0127 
0-16.3 4 -.005 
7 GS .5276 
±.0003 
0-20.1 5 t.011 
Table 23. (Continued) 
Pattern centers 
Transition M CQ lO^ Cj lO^ Cg N 
(lOlGCg) (lOlGc^ ) 
111 22014.690 2 ±.008 
±.006 
149 
Spllttinga 
\12^  
M ID lo3ci lO^ Cg Range N 
(lOl^ Cg) (lOlTc^ ) kG 
8 GS .5276 0-16.3 4 i.009 
±.0004 
1 EX .5782 -.0131 0-27.5 10 -.019 
±.0072 ±.1399 
(-.0352) (-.0494) 
(6.O852) (+.1610) 
Table 24. HsC pattern centers and Zeeman splittings for DyES 
group G 1.89 mm single crystal at 4.2°K 
Patter ' centers • 
Transition M Co 103ci 
(10^ 0^3) 
lO^ Cg 
(lOlGc^ ) 
N cr 
11 22239.255 
±.190 
.0633 
±.0120 
10 *.322 
11 22236.536 
±.178 
-.0906 
±.0256 
.4001 
+.0863 
8 ±.186 
11 22224.772 
i-.209 
.0893 
±.0149 
9 ±.335 
I 0,3 11 22173.931 
±.223 
.1005 
+.0126 
8 ±.251 
I -1,-2 212 22158.756 
±.065 
.0066 
±.0091 
.3800 
±.0312 
7 ±.066 
I 1,2 4A11 22122.508 
±.022 
.0310 
±.0035 
.4819 
±.0136 
7 ±.023 
I 0,3 212 22106.277 
±.055 
.0114 
±.0092 
.1884 
±.0315 
10 ±.068 
I -1,-2 4A11 22062.974 
±.008 
-.0713 
+.0200 
1.6822 
±.3128 
6 ±.008 
(-.6974) ( .1169) 
(6.1563) (t.0252) 
151 
Splittings 
M ID lO^ Cn lofCg Range N cr 
(10^ 2q ) (iol7c^ ) kG 
0-27.5 
0-27.5 
0-24.6 
6.1-27.5 
1 EX .3043 .1933 0-27.5 7 t.368 
t.0333 ±.1464 
4 GS -.0241 .1399 0-24.6 7 ±.090 
±.0089 ±.0446 
8 EX .4663 -.3169 0-24.6 7 ±.071 
+.0070 ±.0353 
4 GS -.0179 .1834 0-27.4 6 t.lOO 
±.0102 ±.0437 
8 EX .1268 .0331 0-27.4 6 ±.060 
±.0061 ±.0261 
Table 24. (Continued) 
Pattern centers 
Transition M Cq lO^ Ci lO^ Cg N 
(lOl^ Cg) (lOlGc^ ) 
I -1,-2 4A11 22034.696 
+ .013 
.0012 .3875 9 *.0l4 
±.0042 ±.0381 
-.0227) 
t.0091) 
153 
Splittings 
M ID lO^ Ci 
(lOlBCg) 
lO^ Cg 
(lOlTc^ ) 
Range 
kG 
N <r 
4 GS -.0245 
+.0089 
(-.0280) 
(1.0244) 
.2784 
t.0961 
0-27.4 9 i.040 
8 EX .1553 0-27.4 9 
0
 
I—
( 0
 
+
 i 
±.0002 
Table 25. HpC pattern centers and Zeeman splittings for DyES 
group H 4.4 mm single crystal at 20°K ) 
Pattern centers 
Transition M 103c]_ lO^ Cg N cr 
I 1 M 1 ro
 
212 23485.321 
±.062 
-.0286 
+.0111 
3 +.063 
II -1.-2^  212 23468.915 
t.032 
.0179 
*.0017 
7 *.039 
I 0,3& 11 23467.933 
i.2l8 
-.2500 
6.0258 
.1582 
4^ 0696 
7 ±.069 
I 1,2 212 23461.776 
i.050 
-.0041 
*.0078 
.1088 
*.0264 
9 *.056 
II 0,3 212 23451.385 
*.021 
-.0060 
±.0059 
.0519 
*.0323 
4 *.021 
I 0,3 11 23439.432 
±.031 
.4840 
*.0020 
10 *.054 
III 1,2 212 23440.665 
+ .039 
— « 0196 
+.0113 
.1634 
*.0688 
7 Ï.041 
I 1,2 212 23429.153 
+ .020 
-.0047 
+.0034 
-.0722 
+.0117 
9 +.025 
II 0,3 212 23423.225 
+.033 
-.0056 
+.0036 
4 +.039 
III 1,2 423 23408.018 
*.031 
-.0059 
+.0052 
-.0523 
+.0180 
10 *.039 
IV 0,3 11 23381.031 
±.087 
.1834 
+.0118 
.0711 
+.0348 
8 +.044 
M^easured in 0.5 mm crystal. 
155 
M ID lo3ci 
Splittings 
lO^ Co Range 
kG 
N 
1 GS-EX .5476 
1 GS-EX .2160 
+.0038 
1 GS+EX 
1 GS-EX 
1 
1 
1 
1 
GS+EX 
GS+EX 
GS+EX 
EX 
GS 
.5092 
+.0040 
.0426 
+.0069 
.6480 
+.0058 
.6336 
+.0008 
.7969 
+.0238 
.0857 
+.0672 
.6446 
*.0020 
-.8041 
.0211 
+.0165 
.0419 
+.0183 
.6389 
+.0409 
.1602 
+.0451 
-.3906 
+.1922 
.0847 
+.0304 
0-7.7 3 
0-27.9 7 t.043 
8.2-27.9 
0-27.4 9 t.054 
0-19.1 4 ±.027 
0-27.4 
0-13.4 7 1.035 
0-27.4 9 ±.038 
0-13.4 4 +.071 
0-27.4 10 t.091 
0-27.4 7 -.095 
5.8-27.4 
Table 25. (Continued) 
Pattern centers 
Transition M lO^ c^  lofcg N 
II -1,-2 212 23374.862 -.0028 .0349 7 ±.043 
+.041 ±.0064 ±.0217 
IV -1,-2 212 23332.469 3 ±.153 
+ .088 
157 
Splittings 
M ID 103ct lO^ Cp Range 
 ^ kG ' 
I GS+EX .3677 .0191 0-27.4 7 ±.029 
- 6.0020 i.0115 
1 GS-EX .2653 -.0854 0-13.4 3 
s|rable 26. HsC pattern centers and Zeeman splittings for DyES 
group H 4.4 mm single crystal at 20°K 
Pattern centers 
Transition M loSc^  lO^ Cg N 
(lO^^Cg) (lOlGc^ ) 
I -1,-2 312 23485.330 -.0446 .9234 8 ±.02? 
+.129 t.0296 *.1999 
(-.0801) 
(±.0406) 
I 0,3 2- 23468. not resolved 
I 1,2 4A11 23461.914 -.0148 .1213 6 ±.052 
• *.105 ±.0147 6.0437 
II 0,3 313 23451.316 .0168 8 Ï.235 
6.164 ±.0116 
III 1,2 212 23440.645 .0529 -.5684 4 ±.030 
±.030 ±.0062 ±.0234 
I 0,3 11 23439.401 -.0066 .7090 10 
+.057 t.0185 t.l644 
(-.0601) 
(+.0396) 
159 
M ID IO^ Ct 
Splittings 
loGCn 
(lOlSCg) (lOlTc^ ) 
Range 
kG 
N (T 
1 
3 
4 
8 
1 
EX 
GS 
5 GS+EX 
GS 
EX 
GS 
3 EX 
5 GS+EX 
1 
.^3455 
±.0045 
-.0350 
±.0066 
.3173 
+.0016 
-.0164 
+.0122 
.3079 
+.0139 
.2859 
.2311 
+.0215 
.4027 
+.0089 
.2108 
+.0044 
-.2102 5.8-27.4 8 ±.060 
+.0205 
.2507 7.7-24.1 
+.0341 
.1407 
+.0550 
-.2951 
+.0626 
.0943 
6 1.067 
7.7-24.1 6 ±.064 
7.7-27.4 
5.8-27. 4  
5.8-27. 4  
19.1-24.1 
6 ±.146 
.6 +.166 
-.6034 19.1-27.4 4 ±.114 
±.0870 
0-24.1 8 ±.353 
-.2239 19.1-27.4 4 ±.023 
±.0178 
0-27.4 
Table 26. (Continued) 
Pattern centers 
Transition M CQ lo3Ci lO&Cg N 
(lOlBCg) (10^^04) 
I 1,2 212 23429.121 .0085 .2231 9 -.071 
t.063 t.0098 +.0331 
II 0,3 212 23423.227 -.0097 .0308 9 i.027 
t.023 +.0042 +.0168 
III 1,2 323 23407.955 .0364 -.5390 9 ±.120 
±.107 +.0165 ±.0561 
I -1,-2 11 23390.983 -.0395 .6792 9 ±.060 
±.059 ±.0185 ±.1675 
1^ .0594) 
0406) 
IV 0,3 11 23380.854 .0140 .1500 9 +.064 
+.053 +.0100 +.0397 
11-1,-2 212 23374.939 -.0360 10 +.067 
+.039 ±.0025 
IV -1,-2 11 23332.126 .0632 -.1133 10 +.150 
±.121 ±.0201 ±.0696 
I6l 
Splittings 
M ID iC^ Oi lO^ Cg Range % 
(10^ 0^3) (icATc^ ) 
1 EX .3035 -.2027 0-27.4 9 ±.139 
t.0105 ±.0473 
1 GS .4012 -.3942 0-24.1 9 ±.119 
t.0583 ±1.3279 
.0610) (- .6905) 
±.9272) (±1.9900) 
1 GS -.0869 .7565 0-27.4 9 ±.259 
±.0196 ±.0885 
3 EX .4251 -.6602 0-27.4 9 ±.218 
±.0165 ±.0745 
5 GS+EX .3381 .0963 0-27.4 9 ±.239 
±.0181 ±.0816 
0-27.4 
0-27.4 
GS .4139 -.4269 0-27.4 10 ±.227 
±.0166 ±.0753 
0-27.4 
Table 27. HpC pattern centers and Zeeman splittings for DyES 
group I 1.0 mm single crystal at 20°K 
Pattern centers 
Transition M Cq lO^ Ci lO^ Cg N <r 
I 
cn d
 212 25156.879 
+ .302 
.0368 
±.0142 
3 ±.303 
II 0 ,3  212 . 25140.925 
*1.000 
1 ±1.000 
I -1," -2 11 25137.974 
±.221 
.2366 
±.0310 
.3583 
±.1062 
7 ±.223 
II -1,--2 11 25123.088 
±.394 
-.1048 
±.0247 
8 ±.658 
I 
I 
0 ,3  
-1,--2 
212 25055.655 
*.057 
.0357 
6.0087 
-.1487 
±.0293 
9 ±.063 
II -1,--2 11 25036.363 
±.193 
.1839 
±.0319 
.5278 
±.1096 
10 ±.237 
III 0 ,3  212 25034.384 
±.212 
.0455 
*.0155 
5 ±.243 
I -1,--2 212 24996.655 
±.061 
-.0237 
±.0035 
8 • ±.082 
I 1,2 212 24986.572 
±.069 
5 ±.154 
I 0 ,3  212 24982.717 
*.053 
-.0128 
±.0029 
7 ± .064  
II -1 , --2 3123 24980.346 
±.008 
4 t.016 
163 
M ID lO^ C-
Splittings 
lO^ Cn Range 
kG 
N 
.9283 -.4654 24.6-27.4 
1 GS+EX .5186 
+.0238 
.2960 
±.1067 
0 
0-27.4 
0-27.4 
0-27.4 9 t.311 
0-27.4 
1 
1 
1 
1 
1 
2 
GS+EX 
GS-EX 
EX-GS 
EX-GS 
GS&EX 
GS&EX 
GS&EX 
.5752 
±.0571 
.2407 
.±.0038 
.2989 
±.0191 
.1471 
±.0015 
.3336 
±.0471 
.2706 
±.0004 
.2538 
±.0162 
.4922 
±.3315 
.0366 
±.0167 
.^0935 
±.0780 
-.8444 
t.6602 
0-20.0 5 t.341 
.1684 
±.1333 
0-27.4 8 ±.046 
0-27.4 5 -.140 
0-27.4 7 ±.073 
0-8.2 4 t.107 
0-24.6 6 +.014 
0-14.3 6 ±.088 
Table 27. (Continued) 
Pattern centers 
Transition M Cq lO^ Ci lofcg N cr 
II 0,3 212 24966.582 
±.026 
.0088 
+.0068 
-.0676 
±.0397 
6 + .026 
III 1,2 212 24965.481 
±.022 
-.0077 
±.0033 
.0166 
±.0113 
7 023 
III 0,3 11 24961.628 
±.032 
-.0044 
±.0031 
7 t. 044 
165 
Splittings 
M ID lO^ Ci lO^ Cp Hange 
kG 
1 EX-GS .3981 -.1471 0-16.3 6 ±.056 
+.0098 +.0703 
1 EX-GS .1861 0-27.4 7 ±.046 
+.0010 
0-16.3 
Table 28. HsC pattern centers and Zeeman splittings for DyES 
group_I 0.965 mm single crystal at 20°K 
Pattern centers 
Transition M Cq lO^ Cji lO^ Cg N r 
12/-I \ / T A16/ (lO^ C^g) (lO^ Oc^ ) 
I -1,-2 4A11 24996.529 
±.068 
.0095 
+.0146 
.0188 
t.0187 
.6952 
t.0940 
19 ±.016 
I 1,2 4A11 24986.347 .1339 
+.056 +.0092 
.2181 17 1.068 
+.0294 
II -1,-2 4l4 24980.605 -.0705 
±.074 t.0097 
.5451 17 t.083 
±.0302 
I 0,3 414 24982.881 
±.047 
.0713 
±.0083 
-.1027 17 t.074 
f.0273 
167 
Splittings • 
M ID lO^ Ci 
(10^ 0^3) 
lofog 
( 10 ^"^ 04) 
Range 
kG 
N cr 
'4 GS -.0018 
±.0043 
f .0252) 
(±.0121) 
.0453 
+.0466 
6.2-27.2 19 ±.027 
8 EX .5089 
+.0040 
-.5043 
+.0191 
6.2-27.2 19 +.077 
4 GS -.0158 
±.0069 
(,.0235) 
(±.0219) 
. 1134 
±.0819 
1.8-27.4 17 +.047 
8 EX -.0360 
±.0179 
(±.0566) 
.2627 
+.2118 
1.8-27.4 17 ±.122 
3 GS .3783 
+.0238 
( .0340) 
(±.2522) 
-.1470 
+.4422 
(-.0420) 
(±.0452) 
0-27.4 13 ±.053 
5 EX .4635 
+.0098 
-.1507 
+.0808 
0-14.3 8 ±.053 
10 GS+EX -.0476 
±.0057 
.4317 
+.0244 
0-27.4 17 ±.100 
Table 28. (Continued) 
Pattern centers 
Transition M Cq lO^ Ci lO^ Cg N cr 
(10^ 0^3) (10^ 0^4) 
III -1,-2 313 24975.225 .0480 4 1,006 
±.009 ±.0004 
II 1,2 4A11 24970.903 .0162 .0876 11 ±.016 
+.126 +.0128 +.0306 
III 1,2 4A11 24965.433 .1198 -.4024 11 +.104 
±.073 +.0137 ±.0454 
II 0,3 4l4 24967.147 -.1813 -.2232 11 ±.100 
+.094 +.0134 +.0423 
III 0,3 3123 24961.775 -.0261 -1.326 16 ±.019 
t.040 +.0188 + .2490 
.2746) (- .0439) 
+.1246) (+ .0216) 
169 
Splittings 
M ID lO^Ci 
(10^^03) 
lO^Cg Range 
kG 
N (T 
1 EX .5111 
±.0025 
-.5069 
±.0099 
13.4-27.4 4 ±.023 
3 GS .0739 
+.0082 
-.1733 
±.0363 
13.4-27.4 14 ±.125 
3 EX -.0092 
+.0034 
.3236 
+.0151 
12.6-27.4 15 ±.076 
7 GS .4548 
+.0070 
-.6507 
+.3080 
7.6-27.4 17 ±.162 
3 GS -.0204 
±.0032 
.1825 
+.0133 
0-27.4 16 ±.070 
7 EX -.0522 
±.0061 
.4860 
±.0253 
0-27.4 16 1.132 
3 EX 7.0255 
.±.0054 
.2467 
±.0214 
0-27.4 13 + .075 
7 GS .3961 
*.0154 
(-.1365) 
(±.0374) 
-.0642 
±.1555 
9.3-27.4 18 ±.075 
4 GS&EX .0238 . 
±.0044 
.0409 
±.0195 
1.8-27.4 16 ±.108 
Table 29. HpC pattern centera and Zeeman splittings for DyES 
group I 1.83 mm single crystal at 4.2°K 
Pattern centers 
Transition M Cq lO^C^ lO^bg N or 
II 25166.034 -.2955 1.5618 8 ±.058 
±.121 ±.0159 ±.0464 
I 0,3 11 25157.247 .3107 7 ±.142 
+.102 ±.0098 
I 0,3 " 212 25143.331 .0575 -.1980 5 ±.098 
±.097 ±.0277 ±.1687 
I -1,-2 212 25137.571 -.0130 .2204 5 ±.087 
Z.086 ±.0262 +.1738 
I 0,3 212 25055.674 .0295 5 ±.084 
±.072 ±.0074 
I -1,-2 11 25053.790 .3282 8 ±.058 
±.090 ±.0145 
I -1,-2 323 24996.516 -.0042 -.0514 6 T.014 
±.0l4 ±.0037 ±.0213 
I 1,2 313 24986.583 -.0013 10 ±.014 
±.008 ±.0005 
I 0,3 212 24982.805 -.0023 -.0171 7 ±.015 
±.015 ±.0021 ±.0072 
II 0,3 11 24966.740 -.2004 9 t.060 
±.036 ±.0023 
171 
Splittings 
M ID lO^C. lO^Cp Ranee 
kG 
6.1-27.5 
0-16.3 
1 GS-EX 1.0965 -5.8676 0-16.3 5 ±1.005 
±.1777 +1.2698 
1 .5061 .4993 0-14.3 5 ±.121 
±.0261 ±.2088 
1 GS+EX .5485 0-14.3 5 ±.241 
±.0111 
0-24.6 
3 GS-EX .2584 -.0521 0-16.3 6 Ï.OI6 
±.0028 ±.0199 
5 EX-GS .3398 -.0415 0-27.5 10 ±.025 
.±.0018 ±.0083 
1 EX-GS .1481 -.0274 0-27.5 7 ±.022 
±.0020 ±.0087 
0-27.5 
Table 30. HsC pattern centers and Zeeman splittings for DyES 
group_I 1,89 mm single crystal at 4.20K 
Pattern centers 
Transition M Co 103ci 
(10^^03) 
lO^Cg 
(10^%) 
N (T 
I 0,3 3123 25056.061 
±.718 
-.0730 
±.0761 
. 4966 
+.1890 
6 ±.095 
I -1,-2 323 25052.635 
I-.05I 
.0495 
±.0074 
-.0347 
±.0250 
8 ±.054 
Satellites 212 24998.766 
±.004 
2 ±.006 
CVJ 1 I
—
I 1 H 4A11 24996.513 
±.005 
-.0062 
±.0074 
(-.1197) 
(±.0957) 
.9425 
±.1508 
( .0247) 
(±.0184) 
6 ±.005 
11 24996.556 
±.136 
-.2283 
±.0153 
.9770 
±.0407 
5 ±.013 
Satellite 11 24988.092 
±.455 
.2024 
±.0213 
3 ±.456 
I 1,2 4A11 24986.457 
±.106 
.0959 
±.0207 
.3365 
±.0695 
7 ±.122 
173 
Splittings 
M ID 103Ci lO^ Cg Range  ^  ^
(10^%) (10^%) 
1 EX .3825 -.1657 0-27.5 9 ±.240 
±.0184 ±.0822 
3 .3386 .0929 12.6-27.5 6 ±.189 
+.0172 ±.0754 
3 EX .4241 -.1909 0-27.5 8 ±.150 
+.0123 +.0546 
1 .3467 0- 8.2 2 +.0 
.0 
4 GS -.0129 .1481 8.2-27.5 6 t.035 
t.0030 ±.0134 
8 EX .5155 -.5395 8,2-27.5 6 T.O76 
±.0064 -.0290 
12.6-24.6 
0 
4 GS -.0165 .1726 0-27.5 7 ±.037 
±.0035 ±.0144 
8 EX -.0154 .0517 0-27.5 7 ±.092 
±.0213 ±.2771 
.1192 
±.0763 
Table 30» (Continued) 
Pattern centers 
.8, Transition M CQ lO^Ci ICrCg N 
(lolZCg) (lOlGc^) 
I 0,3 212 
II 0,3 11 
24983.117 -.1156 
±,069 ±.0100 
24966.865 .0914 
±.102 i-.0l68 
.0419 9 +.048 
±.0312 
-.7490 10 t.126 
+.0579 
175 
Splittings 
M ID lO^Ci lO^Cg 
(10^^03) (10^^04) 
Range 
kG 
N cr 
4.2-27.5 
0-27.5 
Table 31. HpC pattern centers and Zeeman splittings for DyES 
group I 2.1 mm (DyES)^q(YES)^q crystal at 20°K 
Pattern centers 
Transition M Cq lO^c^ lO^tg N 
(IQlZCg) (lol^c^) 
I 0,3 11 25055.463 .2962 7 t.122 
±.101 ±.0054 
I =1,-2 212 24996.409 -.0012 -.0730 10 ±.016 
+.013 ±.0020 ±.0070 
I 1,2 212 24986.497 9 t.019 
±.006 
I 0,3 212 24982.696 .0057 -.0634 10 ±.007 
±.007 ±.0022 ±.0002 
.0074) 
±.0046) 
II -1,-2 3123 24980.273 -.0034 -.0467 9 -.014 
±.012 ±.0020 ±.0067 
II 0,3 
III 1,2 
III 0,3 
212 24966.567 -.0049 
±.015 ±.0028 
212 24965.372 .0006 
+.004 ±.0002 
.0172 9 
±.0109 
±.018 
10 t.006 
11 24961.586 -.0072 .0207 8 ±.020 
±.018 ±.0041 ±.0196 
177 
Splittings 
3l 
\l2f 
M ID 103ci lO^ Cg Range % 
(lOl^Cg) (lOlTC^) kG 
0-27.9 
1 GS-EX .2437 .0180 0-27.9 10 ±.011 
±.0008 ±.0040 
1 EX-GS .3232 -.0093 0-27.9 9 ±.018 
±.0014 ±.0062 
1 EX-GS .1382 0-27.9 10 ±.013 
±.0003 
1 .2270 -.0167 0-27.9 9 ±.024 
±.0019 ±.0082 
2 GS&EX .2693 -.0163 0-27.9 9 ±.014 
±.0011 ±.0050 
3 • .2705 -.0116 0-27.9 10 ±.023 
±.0017 ±.0076 
1 EX-GS .3786 0-24.6 9 t.0l4 
+.0003 
1 EX-GS .1857 0-27.9 10 ±.034 
±.0007 
EX=GS 
0-20.0 
Table 32. HpC pattern centers and Zeeraan splittings for DyES 
group J 1.0 mm single crystal at 20°K 
Pattern centers 
Transition M CQ lO^ Ci lO^ Cg N cr 
(10^^03) (10^^04) 
11 25863.970 
+ .066 
.0634 
±.0108 
. 6650 
t.0373 
10 +.080 
11 25853.624 
±.633 
.2998 
+.0370 
8 +.925 
I -1,-2 212 25840.691 
+.089 
-.0483 
+.0168 
.2258 
+.0590 
4 1.090 
11 25832.445 
±.569 
.2748 
+.0347 
8 +.932 
11 25830.407 
+.883 
.1842 
+.0443 
6 Î.592 
II -1,-2 43 25824.852 
+.048 
.1076 
+.0252 
(^/9068) 
(+.2401) 
-1.6464 
+.4138 
[iiVâl 
10 Î.049 
11 25794.900 
+.694 
.4956 
+.1144 
-1.4977 
+.3938 
10 +.850 
I 0,3 11 25789.720 
+.081 
.0340 
+.0051 
10 +.137 
I 1,2 212 25779.751 
+ .142 ' 
-.0599 
+.0074 
6 +.160 
:ii 1,2 212 25757.481 
+ .648 
2 -
11 25749.966 
+.054 
.0233 
+.0034 
10 +.092 
11 25744.192 
+.866 
.0519 
+.1282 
5 ±.167 
179 
Splittings 
M ID 10^C]_ icfcg Range N 
kG 
0-27.4 
0-27.4 
1 GS .4677 .2012 12.3-27.4 4 t.OôO 
±.0089 ±.0354 
0-27.4 
12.3-27.4 
4 EX .1349 27.4 2 
8 GS .2485 27.4 2 
0-27.4 
0-27.4 
1 GS-EX .1951 .8669 14.3-27.4 6 +.433 
±.0463 ±.1991 
1 GS+EX .8230 0-27.4 8 t.924 
t.1334 
0-27.4 
8.2-20.0 
Table 32. (Continued) 
Pattern centers 
Transition M 0© IC^Oi lO^Cg N or 
(10^^03) (10^^04) 
I—1 1 H -2 313 25731.113 
±.058 
-.0282 
±.0695 
.1258 
±.0328 
10 +.071 
II -1,. -2 414 25714.599 
t.059 
3 1.102 
I 1,2 212 25708.300 
±.039 
-.0076 
±.0082 
.1060 
±.0284 
7 ±.045 
I 0,3 212 25701.612 
±.083 
.0183 
±.0051 
7 ±.124 
I -1,. -2 11 25698.531 
±.066 
-.0281 
±.0108 
-.0456 
+.0372 
10 +.080 
[II 1,2 423. 25687.008 
±.041 
.0062 
±.0062 
.0623 
±.0214 
8 ±.045 
1—1 1 M 
M
 •2 212 25682.153 
±.169 
.0111 
±.0286 
3 ±.169 
II 0,3 11 25683.910 
±.245 
-.2020 
±.0139 
8 ±.277 
I 0,3 212 25675.202 
±.315 
. 0649 
±.0863 
-.4063 
±.4944 
4 ±.315 
I 1,2 212 25666.079 
+.070 
-.0274 
±.0110 
.0523 
±.0373 
7 ±.077 
181 
Splittings 
M ID lO^C^ lofcg Range N 
kG 
5 GS-EX .4120 .1037 0-27.4 10 ±.190 
±.0141 ±.0634 
4 EX .0857 0-8.2 2 
8 GS .2456 0-8.2 2 
1 GS+EX .6583 .1687 0-27.4 7 +.099 
±.0107 ±.0442 
1 GS+EX .7391 .1514 0-27.4 7 ±.284 
±.0245 ±.1041 
GSSEX 0-27.4 
1 EX .2265 -.2388 0-27.4 7 t.090 
±.0085 +.0352 
5 GS . .6818 -.0973 0-27.4 5 ±.158 
±.0193 +.0776 
6.1-27.4 
1 GS-EX .4384 0-27.4 7 ±.091 
+.0024 
Table 32. (Continued) 
Pattern centers 
Transition M Cq lO^ Ci 10^ 02 N <r 
(10^^03) (10^^04) 
II 0,3 212 25658.993 .0450 .2074 5 t.070 
±.070 ±.0196 ±.1193 
III 0,3 11 25654.087 -.3122 3 t.070 
±.068 ±.0116 
III 1,2 4AI1 25644.888 .0007 -.0514 9 ±.019 
+.016 ±.0030 +.0117 
II -1,-2 313 25632.488 -.1079 1.7563 4 ±.187 
.187 +.1043 il.2646 
183 
Splittings 
M ID lO^Cn lO^Co Range ^ (r 
kG 
1 GS-EX .1922 .1710 0-16.3 5 -.066 
±.0147 ±.1036 
0-8.2 
4 EX .0717 .0309 • 0-24.6 9 *.037 
±.0032 +.0163 
8 GS .6435 .0502 0-24.6 9 ±.065 
+.0056 ±.0288 
3 .5646 -1.5107 0-20.0 3 ±.223 
±.0877 ±.4704 
5 GS+EX .7843 0-8.2 4 t.151 
±.0137 
Table 33. HsC pattern centers and Zeeman splittings for DyES 
groupL_J 1.0 nun single crystal at 20°K 
Ai = 
Pattern centers 
Transition M Gq lO^c^^ lO^Cg N 
11 25863.952 .1120 9 +.752 
+.468 +.0336 
11 25853.763 .1313 5 t.332 
±.256 jr. 0283 
I -1,-2 323 25838.430 .2969 -.5786 6 +.247 
11.763 t.1883 ±.4700 
II -1,-2 212 25825.290 -.0528 10 t.309 
±.182 ±.0115 
313 25797.023 -.0430 3 t.343 
±.339 t.0185 
I 0,3 11 25789.689 .0294 10 +.102 
+.084 +.0138 
11 25778.779 7 ±.294 
+.111 
11 25777.464 5 t.lll 
+.500 
212 25749.543 .2416 -.7307 7 Ï.715 
6.656 +.1056 ±.3644 
I -1,-2 212 25731.064 
IV 0,3 
11 25726.854 -.0870 9 +.468 
±.291 +.0209 
185 
Splittings 
M ID 103ci lO^Cp Range ^ 
^ kO 
0-24.6 
0-14.3 
1 .2183 -.5354 12.3-27.5 6 t.399 
+.0361 ±.1585 
3 EX .5426 -.7646 12.3-27.5 6 t.682 
±.0616 ±.2708 
1 EX-GS .0008 .2209 0-27.5 10 Ï.641 
i.0475 ±.2134 
5 .5981 -1.0219 20.0-24.6 3 
0-27.5 
0-16.3 
12.3-24.6 
1 .5209 -1.8030 0-27.5 7 t.780 
±.0739 ±.3186 
1 -.1012 .5388 0-27.5 10 -.325 
±.0240 ±.1081 
0-24.6 
Table 33. (Continued) 
Pattern centers 
Transition M lO^Ci lO^Cg N 
II -1,-2 423 25714.860 -.0421 10 ±.186 
±.109 ±.0069 
III -1,-2 11 25709.558 • 2 ±.104 
±.074 
I 1,2 11 25707.436 2 t.l60 
±.113 
I 0,3 11 25701.752 -.0010 .2968 10 ±.207 
±.169 +.0278 t.0956 
I -1,-2 11 25698.409 .0877 5 t.l22 
±.098 +.0133 
III 1,2 3123 25686.991 -.0153 .2010 7 ±.152 
±.151 ±.0211 ±.0722 
II -1,-2 2- 25682.180 1 
I 0,3 11 25675.144 .0840 8 ±.306 
±.206 ±.0172 
I 1,2 212 25665.835 .0353 .1472 8 ±.053 
±.109 ±.0144 ±.0420 
II 0,3 313 25659.066 .0249 -.2979 7 -.103 
±.098 ±.0207 ±.0987 
187 
Splittings 
M ID lO^Cn 10®Co Range 
^ kG 
3 EX .0382 0-27.5 9 t.219 
±.0038 
7 GS .4088 -.3964 O-27.5 9 Ï.419 
i%0268 ±,1259 
0-4.1 
0-4.1 
0-27.4 
0-12.3 
2 GS&EX .0925 0-27.5 7 1.224 
±.0046 
4 GS&EX . .0909 0-27.5 10 ±.364 
±.0052 
0 
0-20.0 
1 GS+EX .1854 .0806 6.2-27.5 8 ±.105 
±.0081 ±.0004 
1 EX -.0543 .4571 6.2-20.0 6 +.233 
±.0292 ±.1785 
3 GS .3708 6.2-20.0 ±.243 
±.0072 
Table 33. (Continued) 
Pattern centers 
^8, Transition M Cq lOSc^ 10 C2 N 
III 0,3 212 25654.152 -.0269 3 ±.070 
±.156 ±.2456 
I -1,-2 11 25649.082 .0466 8 t.355 
t.212 ±.i 
III 1,2 4A11 25644.941 -.0297 -.0820 6 -.090 
.089 ±.0128 ±.0435 
II -1,-2 323 25629.252 .2746 -.8456 5 ±.l64 
.012 ±.1285 t.3174 
IV 0,3 11 25616.058 5 ±.593 
+.265 
189 
Splittings 
M ID lO^Ci lofcg Range ^ 
^ kG 
1 .0644 -.1405 4.1-8.2 3 -.005 
+.0022 ±.0305 
0-27.5 
4 GS .0165 .2462 0-27.5 6 ±.156 
+.0147 .0630 
8 EX .1656 .0648 0-27.5 6 ±.070 
+.0065 +.0281 
1 EX .0320 12.3-20.0 4 ±.797 
+.0249 
3 .5861 -.7871 12.3-27.5 5 ±.636 
+.0581 .2631 
0-12.3 
Table 34. HpC pattern centers and Zeeman splittings for DyES 
group J .098 mm single crystal at 20°K 
Pattern centers 
Transition M Cq 103Ci lO^Cg N (T 
I -1,' -2 212 25730.975 
+.048 
5 1
+ 0
 
II -1," -2 212 25714,745 
+.043 
-.0051 
+.0095 
.0524 
+.0492 
5 +.043 
I 1,2 212 25708.289 
+ .018 
.0011 
+.0029 
.0460 
+.0102 
10 + .021 
I 0,3 212 25701.681 
+.028 
5 +.062 
I -1," -2 11 25698.529 
Ï.056 
-.0504 
+.0168 
.1545 
+.1116 
5 ±.056 
III 1,2 423 25687.064 
±.069 
.0144 
+.0040 
8 +.092 
II -1,--2 11 25682.224 
+ .208 
-.0973 
+.0482 
3 ±.215 
I 0,3 212 25675.010 
+.029 
-.0019 
+.0045 
-.0608 
+.0156 
9 ±.032 
I 1,2 212 25665.950 
+ .024 
-.0045 
+.0045 
-.0212 
+.0174 
8 t.029 
II 0,3 212 25658.892 
+ .077 
-.0075 
+.0049 
5 +.078 
III 1,2 323 25644.896 
*.043 
-.0043 
+.0072 
-.0301 
+.0251 
10 ±,052 
191 
M ID lO^C-
Splittings 
lO^Co Range 
kG 
N cr 
1 
1 
GS-EX 
GS-EX 
GS+EX 
GS+EX 
GS=EX 
EX 
GS 
.4350 
+.0100 
.1779 
±.0171 
.6768 
+.0044 
.6304 
+.0242 
.1699 
±.0022 
.6628 
+.0056 
.0484 
+.0481 
.1603 
+.1006 
.0518 
+.0201 
1.1663 
±.1937 
12.6-24.6 5 ±.080 
12.6-20.0 5 +.092 
0-26.9 10 +.058 
6.2-14.3 5 ±.113 
0-14.3 
0-26.9 6 +.093 
0-26.9 7 t.236 
0-6.2 
1 
1 
1 
1 
5 
GS-EX 
GS-EX 
GS-EX 
EX 
GS 
.4468 
+.0071 
.4130 
+.0019 
.1965 
+.0091 
.0837 
+.0032 
.6576 
+.0056 
.0902 
+.0323 
.1540 
+.0449 
0-26.9 9 +.091 
0-24.6 8 ±.070 
0-24.6 5 ±.080 
16.3-26.9 4 +.128 
16.3-26.9 4 +.222 
Table 35' HsC pattern centers and Zeeman splittings for DyES 
group J .098 mm single crystal at 20°K 
Pattern centers 
' 
Transition M Co 103c]_ 
(10^^03) 
loGcg 
(10^%) 
N <r 
I 0,3 11 25790.028 
±.079 
.0029 
±.0132 
.2459 
±.0460 
10 +.096 
11 25752.768 
23.367 
-.8452 
±.7176 
5.2173 
±3.4839 
4 ±.418 
I -1,-2 11 25730.936 
+.086 
.0005 
+.0144 
.2309 
+.0502 
10 ±.105 
II -1,-2 4A11 25714.803 
±.014 
-.0194 
±.0046 
-.1901 
±.0346 
5 ±.014 
I 1,2 212 25708.336 
±.076 
.0253 
+.0117 
.3949 
±.0402 
9 +.083 
I 0,3 22 25701.748 
±.047 
-.0186 
±.0153 
(-.0657) 
(+.0334) 
.5314 
+.1373 
10 +.049 
I -1,-2 11 25698.445 
±.151 
.0679 
±.0188 
4 ±.195 
III 1,2 313 25687.138 
+ .200 
1 + .200 
I 0,3 11 25675.072 -.0097 .7405 10 + .018 
±.017 ±.0056 ±.0502 
(-.0658) 
(+.0122) 
193 
Splittings 
M ID 103ci lO^Cp Range % 
'2  
(lolGCg) (lOlTc^) 
kG 
0-26.9 
6.2-14.3 
0-26.9 
4 EX .0207 0-12.6 5 ±.124 
+.0074 
8 GS .3127 .3470 ' 0-12.6 5 +.050 
+.0108 +.1018 
1 EX .1262 .1463 0-26.9 9 t.l4l 
*.0111 +.0503 
20.0-26.9 
0-14.3 
.2864 -.5161 0-20.0 6 ±.408 
+.0593 +.3560 
0-26.9 
Table 35. (Continued) 
Pattern Centers 
Transition M Cq lO^C^ lO^Cg N 
(lOlGCg) (lOlGc^) 
I 1,2 4A11 25665.949 .0081 .2188 7 +.033 
+.112 i.0135 +.0371 
II 0,3 212 25658.780 .0277 -.2459 9 -.089 
+.081 +.0125 +.0430 
III 0,3 11 25652.862 .0887 -.2099 4 +.027 
+.527 t.0502 ±,1160 
III 1,2 423 25645.998 -.0554 8 ±.170 
+.128 +.0073 
195 
Splittings 
M ID 103Ci lO^Cp Range ^ 
12 - kG 
(lOr^Cg) (IQlfc^) 
4 GS -.0079 .1213 8.3-26.9 7 t.050 
+.0042 ±.0190 
8 EX .2039 -.0696 8.3-26.9 7 ±.034 
+.0028 +.0128 
1 GS .3696 0-26.9 9 ±.247 
±.0050 
16.3-26.9 
4 GS .1198 -.6215 0-12.6 3 
8 EX .2796 -.0498 0-12.6 3 
9 GS .1444 -.1514 0-26.9 8 Î.329 
+.0276 ±.1243 
10 EX .3995 -1.4713 0-12.6 3 
Table 36. HpC pattern centers and Zeeman splittings for DyES 
group K 1.0 mm single crystal at 20°K 
Pattern centers 
Transition M lO^C^ lO^Cg N CT 
11 26432.995 
+1.568 
.3704 
+.0995 
9 +2.656 
11 26410.628 
±1.120 
-.3045 
+.1845 
1.1060 
+.6349 
10 ±1.371 
11 26383.480 
+ .768 
.1893 
±.1266 
-1.1778 
t.4356 
10 1.941 
11 26306.032 
+1.008 
.1115 
+.0637 
10 +1.713 
11 26285.851 
+1.175 
.3695 
±.1936 
-.8590 
+.6661 
10 ±1.439 
212 26266.507 
+.271 
1 -
212 26265.288 
+.081 
-.0043 
+.0182 
.0797 
+.0689 
4 + .081 
11 26245.387 
±.325 
.1563 
+.0563 
.4635 
+.1924 
9 ±.392 
212 26244.235 
±.358 
-.0881 
±.0525 
.3166 
±.1857 
6 t.359 
11 26214.029 
+.126 
-.1331 
+.0082 
9 ±.214 
11 26201.224 
+ .974 
.2850 
+.1604 
-2.0605 
±.5521 
10 ±1.192 
11 26199.490 
+.230 
-.0436 
+.0145 
10 ±.391 
197 
Splittings 
M ID 103c, lO^Cp N cr 
 ^ ViG 
0-27.4 
0-27.4 
0-27.4 
0-27.4 
0-27.4 
1 .2790 27.4 2 
1 .2493 .1922 20.0-27.4 4 1.217 
+.0452 ±.1812 
0-27.4 
1 .7374 -.9682 14.3-27.4 6 ±1.342 
±.1436 ±.6172 
0-27.4 
0-27.4 
0-27.4 
Table 36. (Continued) 
Pattern centers 
Transition M IC^Ci lO^Cg N cr 
11 26185.413 
±1.223 
-.6332 
±.3752 
3.1684 
±2.4447 
6 ±1.272 
11 26182.743 
±.858 
.2804 
±.1413 
-1.0390 
±.4864 
10 ±1.051 
11 26168.597 
±.931 
.3033 
±.0668 
9 ±1.497 
11 26149.809 
±1.200 
. 1568 
±.0759 
10 ±2.039 
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Splittings 
M ID lO^ Ci lO^ Cg Range  ^  ^
kG 
0-14.3 
0-27.4 
0-24.6 
0-27.4 
Table 37. HsC pattern centers and Zeeman splittings for DyES 
group K 1.0 mm single crystal at 20®K 
Pattern centers 
Transition M Co loSc^ 10^ 02 N r 
11 26439.634 
±.066 
-.9646 
±.793 
3.0298 
±2.1591 
7 ±2.055 
11 26386.117 
±.013 
.3418 
±.0796 
10 ±2.142 
11 26309.695 
±.537 
9 ±1.612 
11 26288.062 
±.683 
.3260 
±.0427 
9 ±1.148 
4A11 26265.826 
±.610 
.1050 
±.0290 
4 .624 
212 26245.836 
i.528 
7.1235 
t.0472 
7 ±.780 
11 26214.095 
±.320 
-.0728 
±.0527 
.8962 
±.1811 
10 ±.392 
11 26199.390 
±.247 
-.0918 
±.0156 
10 ±.419 
11 26202.125 
±.771 
-.1674 
±.1269 
-.6006 
±.4362 
10 ±.945 
11 26168.516 
±1.107 
.2288 
±.1821 
-.9925 
±.6261 
10 ±1.357 
11 26150.801 
±1.445 
-.2504 
±.2376 
1.3064 
±.8168 
10 ±1.770 
11 26082.819 
±1.300 
-.6026 
±.2258 
1.0794 
±.7772 
9 ±1.575 
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Splittings 
M ID lO^ Cn lO^ Cp Range  ^
•'• kG 
8.2-27.5 
0-27.5 
0-24.6 
0-27.5 
5 .0527 20.0-27.5 4 Ï.839 
±.0200 
6 .0888 20.0-27.5 4 ±.989 
+.0235 
1 .0949 1.9398 0-20.0 7 +2.100 
±.2461 ±1.5150 
0-27.5 
0-27.5 
0-27.5 
0-27.5 
0-27.5 
0-27.5 
Table 38. HpC pattern centers and Zeeman splittings for DyES 
group L .096 mm single crystal at 20°K 
Pattern centers 
Transition M CQ IC^ Ci lO^ Cg M CT 
1 -1, • -2 212 27477.079 
±.015 
-.0138 
+.0021 
.0377 
±.0075 
7 ±.015 
II -1,' -2 212 27460.803 
±.025 
-.0032 
±.0035 
.0316 
±.0122 
7 ±.025 
I 0,3 212 27457.454 
±.038 
.0053 
±.0022 
8 ±.050 
II 0,3 11 27441.400 
+.074 
-.0214 
+.0123 
.1036 
±.0429 
10 ±.090 
III 0,3 212 27436.555 
±.088 
-.0169 
±.0080 
6 ±.108 
I 1,2 212 27416.408 
+.035 
-.0026 
±.0053 
.0197 
±.0191 
6 ±.035 
III 1,2 11 27395.118 
t.054 
.1239 
±.0029 
7 ±.064 
I 0,3 212 27390.754 
t.057 
.0404 
±.0082 
-.1792 
±.0285 
7 ±.058 
II 0,3 11 27374.900 
±. 286 
-.0905 
±.0663 
3 ±.295 
III 0,3 212 27374.779 
±.278 
7.5515 
±.0444 
1.4553 
±.1772 
6 ±.279 
I -1,--2 212 27354.421 
±.047 
.0122 
±.0066 
-.0507 
±.0231 
7 ±.047 
II -1," -2 212 27338.199 
±.150 
-.0572 
±.0213 
.2208 
±.0743 
7 ±.151 
203 
Splittings 
M ID lO^ Ci lO^ Cg 
kG 
1 GS-EX .4066 .0755 12.6-26.9 7 ±.071 
±.0066 +.0295 
1 GS+EX ,3687 12.6-26.9 7 t.050 
+.0010 
1 GS-EX .2317 .1271 8.3-26.9 8 ±.112 
±.0094 ±.0423 
GS=EX 0-26.9 
1 GS-EX .3820 0-16.3 6 ±.125 
±.0046 
1 GS-EX .0845 .0792 14.3-26.9 6 ±.028 
±.0031 ±.0136 
GS-EX 0-26.9 
1 GS-EX .3219 -.1865 12.6-26.9 7 -.126 
±.0118 ±.0525 
0-6.2 
1 GS-EX .4885 -.2169 0-24.6 6 ±,231 
±.0263 ±.1304 
1 GS-EX .4080 .2011 12.6-26.9 7 ±.181 
t.0169 ±.0753 
1 GS-EX .2914 -.3133 12.6-26.9 7 
±.0276 ±.1230 
Table 39. HsC pattern centers and Zeeman splittings for DyES 
group_L .098 mm single crystal at 20°K 
Pattern eentora 
Transition M IC^Ci lO^Cg N 
(10^ 0^3) (10^ 0^4) 
I -1,-2 212 27477.037 -.0072 .4366 7 lM99 
t.197 t.0281 +.0979 
II -1,-2 212 27460.874 .1259 -.2869 5 t.029 
±.029 ±.0046 ±.0160 
I 0,3 11 27457.691 .0068 .3053 10 ±.246 
+.203 t.0338 ±.1179 
III -1,-2 11 27455.711 -.1937 1.0499 4 ±.009 
±.020 +.0036 ±.0150 
II 0,3 212 27441.350 -.0251 5 ±.115 
t.098 t.OlOl 
III 0,3 11 27436.423 .0732 -.5624 10 ±.157 
±.129 t.0215 ±.0749 
I 1,2 212 27416.618 -.0441 .7788 9 t.022 
±.071 ±.0186 • ±.1354 
-.0940) 
t.0290) 
II 1,2 11 27398.730 .3188 -.5778 4 Ï.147 
±1.781 +.1816 ±.4413 
III 1,2 11 27395.307 4 ±.519 
±.260 
I 0,3 11 27391.124 -.1450 .8110 4 ±.091 
±.081 ±.0174 ±.0607 
II 0,3 212 27373.341 .3429 -.6396 4 +.086 
±.727 t.0793 ±.2021 
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Splittings 
M ID lO^ C^  10®C2 Range % 
(lOlZCg) (lol^ C^ ) 
EX .2603 -.1915 12.6-26.9 7 ±.304 
±.0285 t.1268 
.3638 12.6-26.9 5 t.054 
t.0013 
GS 24.6-26.9 
4.2-20.0 
GS .3498 0-14.3 5 ±.290 
t.0134 
0-26.9 
.0003 4.2-26.9 9 ±.024 
±.0005 
14.3-26.9 
0-26.9 
0-26.9 
-.0212 .1628 12,6-26.9 4 ±.222 
t.0293 ±.1229 
Table 39- (Continued) 
Pattern centers 
8^, Transition M Cq lo30i lO^ Cg N 
(lolGCg) (lol^ c^ ) 
III 0,3 11 27369.723 .0109 -.0491 10 ±.04l 
±.034 ±.0057 t.0198 
I  -1 , -2  11  27354 .467  .0249 6 ±.083 
±.051 ±.0033 
II  -1 , -2  3123  27338 .253  .0594  - .1403  7  ± .263  
±.261 +.0371 ±.1293 
Spl] .ttings 
M ID 103Ci 
(10^^03) 
10802 Range 
kG 
N <r 
0-26.9 
0-8.3 
1 EX .2076 
+.0192 
-.2279 
±.0856 
12.6-26.9 7 ±.206 
3 GS .2081 
t. 0064 
12.6-26.9 7 ±.309 
5 GS+EX .3658 
t. 0096 
12.6-26.9 7 +.468 
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C is the center of gravity of the pattern under consideration 
in cm"^ , S is the splitting in cm"^ , and in both cases is 
the coefficient of the power of the external magnetic 
field strength in Gauss. 
The criterion for choosing the "best" polynomial in 
each case was the standard deviation of its points from those 
observed in the experiment. If n is the number of observa­
tions, m the number of terms in the polynomial, and the 
difference between the observed and calculated points of C 
or S, the standard deviation is given by 
s = . (96) 
V n - m 
Because of the (n - m) factor in the denominator it was felt 
that this criterion always produced the lowest order polyno­
mial which came closest to representing the "true" behavior 
of the centers of gravity or of the level splittings. Poly­
nomials with inflection points in the region of experimental 
magnetic field strengths were rejected because the inflec­
tion points were almost always caused by random errors in the 
measurements and were not a true feature of the magnetic field 
dependence of the patterns or their splittings. 
The first two columns of Tables 21 through 39 identify 
the initial and final states in the transitions responsible 
for each Zeeman pattern. As before, the three lowest lying 
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crystal field levels of the ground term are identified with 
the Roman numerals assigned by Gramberg, and the final levels 
are identified with the crystal quantum numbers of Murao, 
Speddingj and Good. The first digit of the numbers given in 
column three indicates how many absorption lines were re­
solved in each Zeeman pattern and the remaining digits tell 
which absorption lines were used in the determination of the 
center of gravity of the pattern. The lines in each pattern 
were labelled 1, 2, 3, 4 in order of decreasing energy, and 
the lines used in the determination of the center of gravity 
were carefully chosen to make best use of the experimental 
data for the pattern under consideration. Thus, if a pattern 
had four lines, for example, and lines 2 and 3 were not 
clearly resolved for applied magnetic fields below 15 kG, the 
lines used for determination of the center of gravity would 
be lines 1 and 4. Columns four through six give the coeffi­
cients of the type 94 polynomial which gave the best least 
squares fit oC* the experimental pattern centers ai". a function 
of the external magnetic field, column seven indicates the 
number of magnetic field strengths for which reliable experi­
mental determinations of the center were made, and column 
eight gives the standard deviation of the centers calculated 
with the type 94 polynomial from those determined in the 
experiment. 
The remaining columns of the tables have to do with the 
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Zceman opllttlngo. The numbera In column nine arc code num­
bers to identify the method by which the Zeeman splittings 
of the crystal field levels were calculated from the experi­
mental data. The code numbers and corresponding methods 
for calculation of the splittings of the levels are given in 
Table 40. The method or methods listed for each splitting 
were very carefully chosen to make best use of the experi­
mental data for the pattern under consideration, and are 
thought to be the best methods available in each case. Col­
umn ten identifies the ground state or excited state crystal 
field levels whose Zeeman splittings, or sums or differences 
of Zeeman splittings, are described by the polynomial co­
efficients given in columns eleven and twelve. Column 
thirteen gives the range of magnetic field strengths and 
column fourteen gives the number of magnetic fields for 
which reliable determinations of the splittings were made. 
Column fifteen gives the standard deviation of the values 
of the splittings calculated from the type 95 polynomial and 
those determined in the experiment. The standard deviations 
of the coefficients in the polynomial expressions for the 
pattern centers and splittings were derived from the 
variance-covariance matrices used for determination of the 
coefficients. The method used was the same as that used 
earlier in this work for analysis of the HsC anlsotropy 
parameters, . 
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Table 40. Code numbers and corresponding methods for calcu­
lation of Zeeman splittings. The energies of the 
absorption lines are ss E2 -  ^
Number of lines In Code 
the Zeeman pattern number Calculating method 
3 1 (Ei-Eg) 
2 (Ei-EgX/S 
3 (E2-E3) 
4 (E^ -Eg) and/or (Eg-E^ ) 
5 (E1-E3) 
4 1 (E^ -Eg) 
2 (E^ -Eij.) 
3 (E^ -Eg) and/or (Eg-E^ ) 
4 [(Ei-E4).(E2-E2)]/2 
5 (E1-E3) 
6 (E2-E4) 
7 (E^ -E^ ) and/or (E^ -E^ ) 
8 [(Ei-E^ i+fEg-Eg) ]/2 
9 (Ea-Ej) 
10 (Ei-E,,) 
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Two words of caution must be given concerning the infor­
mation in Tables 21 through 39. The first is that all of 
group K and the high energy portions of most of the other 
line groups studied had very weak and diffuse absorption 
lines for which it was extremely difficult to identify the 
initial and final states. The Zeeman patterns arising from 
these lines were even more diffuse. The identifications 
for these patterns are tenuous if they are given at all, for 
It 13 not even certain that they arise from purely electronic 
transitions. Neither thicker crystals nor lower temperatures 
seemed to help in the measurement of these patterns, so the 
data given in the tables are probably as good as can be ob­
tained with ordinary photographic techniques. The patterns 
in question may be recognized in the tables by the large 
standard deviations obtained for their centers and splittings. 
The second word of caution has to do with the interpre­
tation of one line patterns, i.e., absorption lines which do 
not appear to split under the influence of the applied mag­
netic field. The rule of thumb followed in this work was 
that if the polynomial expression for the energy of the one 
line pattern had a sizeable coefficient for the first power 
of the magnetic field strength, then it was probably the 
only allowed line in what was potentially a multiline Zeeman 
pattern. If the first order coefficient was small, the one 
line pattern was probably due to a completely unresolved 
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pattern. Except In the case of the spectra observed at 
4.2°K, where parts of the patterns can be absent because of 
depopulation of the higher energy levels, the one line 
patterns are not to be relied on very much because of the 
uncertainty in knowing which type of one line pattern is 
being considered. 
Determination of the Field Dependent Energy Level Scheme 
The goal in this stage of the analysis was the deter­
mination of an energy level scheme such that the energy 
differences between the various initial and final Zeeman 
levels had the same magnetic field dependences as the corre­
sponding absorption lines observed in the experiments. The 
problem is essentially the same as that encountered earlier 
in this work when the energy level scheme for the aniso­
tropic HsC Zeeman effect was determined. The only difference 
is that this time it is the magnetic field dependence of the 
levels that we are interested in, not the angular dependence. 
Again only energy differences were observed in the experi­
ments, not absolute energies, so again it was necessary to 
state side conditions in order to obtain unique solutions 
for the behavior of the energy levels. 
Ordinarily the side conditions would have been specified 
by assuming that the center of gravity of the levels of an 
excited term which was energetically well isolated from all 
other excited terms was independent of the external magnetic 
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field In both the HsC and IIpC cases. This is a good asaump-
tion as long as the Zeeman splittings are small compared to 
the energy between terms, because, according to perturbation 
theory, the levels of such a term are negligibly affected by 
magnetic interactions with other terms and its center of 
gravity is expected to be independent of the magnetic field. 
In the determination of the energy level scheme this assump­
tion restricts the solutions for the magnetic field shifts 
of the levels so that the sum of the shifts for all the 
levels in the isolated term is equal to zero, and it allows 
the center of gravity of this term to be used as a constant 
energy reference for measurement of the energies and magnet­
ic field shifts of all the other levels of the configuration. 
The large uncertainties in the measured energies of 
the weak and diffuse absorption lines in the high energy 
portions of the line groups studied in the present work 
made it impossible to determine the center of gravity of any 
of the excited terms with sufficient precision to warrant 
its use in specifying side conditions. The side conditions 
were specified instead by assuming that the center of gravity 
of the two (-1,-2) final levels for the group G Zeeman 
patterns between 22005 and 22070 cm ^  was independent of the 
external magnetic field strength. The basis for this assump­
tion is the same as in the case of an isolated excited term. 
The Hamlltonian for the HpC Zeeman effect commutes with the 
215 
operator of the point symmetry group, so the two (-1,-2) 
crystal field levels can only have magnetic interactions 
with other (-1,-2) levels. Since the nearest (-1,-2) level 
is some 110 cm~l away and the Zeeman splittings are an order 
of magnitude smaller, perturbation theory tells us that the 
center of gravity of these two crystal field levels should 
be independent of the magnetic field. The situation is 
similar in the HsC case. The nearest level which can affect 
the center of gravity of the two (-1,-2) levels in this case 
is the (0,3) level nearly 60 cm"^ away. Again the Zeeman 
splittings are an order of magnitude smaller, so the center 
of gravity of the two (-1,-2) levels should be independent 
of the external magnetic field. 
The advantage of using these particular final levels 
to specify the side conditions was that, since the absorption 
lines which resulted from transitions to them were quite 
sharp, their center of gravity could be measured with much 
better precision than the center of gravity of any of the 
excited terms. This increased the precision which could be 
obtained in the determination of the energy level scheme, 
and the solutions for the magnetic field shifts were re­
stricted just as if the two (-1,-2) levels were a complete 
set of levels of an isolated excited term. The sum of their 
magnetic field shifts was restricted to zero for each orien­
tation of the external magnetic field, and their center of 
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gravity was used as a constant energy reference for determi­
nation of the magnetic field shifts of the initial, i.e., 
ground term, energy levels in each orientation. 
The field dependent energy level scheme for the four 
lowest crystal field levels of the " ground term of 
Dy"**3 in DyES is given in Tables 4l and 42 for the HpC case, 
and in Tables 43 and 44 for the HsC case with 0^  = 0. The 
zero of energy is the energy of the lowest crystal field 
level or the ground term in the absence of external magnetic 
fields, and the centers of gravity and Zeeman splittings as 
functions of the external magnetic field are summarized, as 
before, in terms of coefficients for the polynomial equation 
which gave the best least squares fit of the data. Tlie 
energy of thej^ ^^ h^ energy branch of each of the levels for an 
applied magnetic field up to 27.5 kG is equal to the value of 
the level center polynomial at that field one half the 
value of the Zeeman splitting polynomial at the same field. 
The results given in Tables 4l and 42 were obtained from 
the polynomial expressions for the centers and splittings of 
the Zeeman patterns in group G resulting from transitions to 
the two (-1,-2) levels at 22034.8 and 22063.0 cm~^ . These 
patterns were very sharp and were clearly the best patterns 
from which to determine the behavior of the ground term levels. 
In addition, the fact that magnetic dipole transitions contri­
bute to the intensity of the lines in group G made it possible 
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Table 4l. Polynomial expressions for the centers of gravity 
of the four lowest lying energy levels of the 
%-l_c/2 ground term of DyES as a function of the 
externally applied HpC magnetic field 
Level jj. Co loSc^  lO^ Cg lol^ c^  lO^ C^^  
(0,3) 0 -.0029 +.0076 
±.0031 ±.0106 
11^  (1,2) 16.127 +.0000 -.0061 
±.033 t.0050 +.0240 
Ilia (-1,-2) 21.118 +.0057 -.3259 +.2804 -.0656 
+.033 ±.0055 t.0455 ±.0277 ±.0066 
(0,3) 58.461 
+.069 
1° (0,3) 0 
11° (1,2) 16.133 
±.012 
111° (-1,-2) 21.118 
I'.OIO 
&DyES at 20°K. 
D^etermined from group H measurements; field dependence 
was not measured. 
°(DyES)^ Q(YES)^ Q at 20°K; zero field measurements only. 
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Table 42. Polynomial expressions for the Zeeman splittings 
Qf the four lowest lying energy levels of the 
^^ 15/2 Sround term of DyES as a function of the 
externally applied HpC magnetic field 
Level A lO^ Ci lO^ Cg 101203 lO^^c^ 
Splitting for 
H = 27.5 kG 
(0,3) .5149 
+.0005 
14.16 cm-1 
II& (1,2) .2761 
t.0026 
-.0215 
+.0117 
7.43 em"! 
III& (-1,-2) .6665 
±.0046 
-.1623 
±.1280 
+.0852 
+.0678 
-.1682 
±.1193 
17.91 om-1 
lya (0,3) .^8199 
±.0239 
22.55 cm-1 
lb (0,3) .5276 
+.0004 
14.51 cm-1 
IG (0,3) .5130 
+.0014 
+.0017 
+.0064 
• 14.12 cm-1 
0
 M 
H
 (1,2) .2702 
±.0012 
-.0118 
+.0048 
7.34 cm-1 
111° (-1,-2) .6501 
±.0015 
-.0075 
±.0061 
17.82 cm"l 
ADyES at 20°%:. 
D^yES at 4.20K. 
°(DyES)^ Q(YES)^ Q at 20®K; determined in group I. 
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Table 43. Polynomial expressions for the centers of gravity 
of the four lowest lying energy levels of the 
1^5/2 ground term of DyES as a function of the 
externally applied HsC magnetic field 
.^ m = F 
Level Co 10^ 01 lOlZCg lolGc^  
(0,3) 0 +.0158 
+.0130 
-.7809 
+.2283 
+.2588 
+.1364 
-.0475 
+.0255 
II" (1,2) 16.113 
+.036 
-.0160 
f.0076 
+.5749 
+.0640 
-.1522 
+.0151 
III^  ^(-1,-2) 20.979 
t.054 
+.0366 
+.0224 
-.2846 
+.2565 
+.2588 
+.1364 
-.0457 
+.0255 
IV^  (0,3) 58.548 
+.082 
-.0048 
+.0247 
-.2219 
+.2843 
+.1987 
+.1421 
-.0475 
±.0255 
1^  (0,3) 0 +.0351 
+.0102 
-1.0349 
±.1576 
+.3601 
+.0783 
-.0585 
+.0126 
D^yES at 20°K. 
T^he useful range of this polynomial is zero to l4.3 
kG only. 
D^yES at 4.2°K. 
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Table 44. Polynomial expressions for the Zeeman splittings 
of the four lowest lying energy levels of the 
1^5/12 Ground term of DyES at 20°K as a function 
of the externally applied HsC magnetic field 
o o TO Splitting for 
Level yd lO^ C^  lO^ Cg H = 27.5 kG 
I (0,3) -.0190 +.2303 -.0182 0.84 cm-1 
+.0066 ±.0695 ±.0174 
II (1,2) +.3609 +.2630 -.2109 7.528 cm-1 
+.0050 ±.0535 t.0138 
III (-1,-2) +.0238 +.0409 0.96 cm-1 
+.0044 ±.0195 
IV (0,3) No splitting observed 
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to obtain direct rather than indirect measurements of the 
Zeeman splittings of the levels involved. The latter fact 
is especially Important because it completely eliminated the 
possibility of error in the identification of the splittings. 
The results in Tables 43 and 44 for the HsC behavior of 
the I and II ground term levels were also derived from poly­
nomial expressions for the centers and splittings of the 
group G Zeeman patterns resulting from transitions to the 
same two (-1,-2) levels. However, in the case of the II 
level, it was necessary to allow inflection points in the 
curves of energy versus magnetic field and splittings versus 
magnetic field in order to obtain polynomial expressions 
which gave reasonable fits of the experimental data. It was 
later determined theoretically, as will be shown in a later 
section, that inflection points should be expected for both 
the II and III levels in the HsC case, but the fit of the 
experimental data for the III level did not improve when 
inflection points were allowed. The results for the HsC be­
havior of the III level were derived from the polynomial 
expressions for the I to (0,3) and III to (0,3) Zeeman pat­
terns at 24961.8 and 24982.8 cm"^  in group I because the 
latter pattern was the only really good example observed in 
this work of a transition originating from the III level. 
Once the magnetic field dependence was known for the 
ground term energy levels and their splittings, it was a 
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simple matter to determine the field dependent energy level 
scheme for the main lines of the line groups studied in this 
work. Polynomial expressions for the Zeeman splittings of 
most of the crystal field levels were already known, or 
could be calculated, from the right hand sides of Tables 21 
through 39> and expressions for the center of gravity of 
each of the final crystal field levels were obtained by 
adding the polynomial expression for the behavior of the 
appropriate crystal field level in the ground term to the 
polynomial expression for the behavior of the center of 
gravity of the Zeeman patterns given in the left hand sides 
of the tables. 
In general several expressions were obtained for the 
magnetic field dependence of each of the final levels. How­
ever, rather than average the results, the field dependence 
reported was obtained from the sharpest and most accurately 
determined Zeeman pattern to which it contributed. Coeffi­
cients for the polynomial expressions for the centers of 
gravity and Zeeman splittings of the final levels for the 
main lines in groups G through L are listed in Tables 45 
through 54. The format for these tables is similar to that 
used before. The only thing new is the plus or minus sign 
immediately following the yx. values in the tables for the 
HpC Zeeman effect. As pointed out in the THEORY section, y, 
is still a good quantum number in the HpC case, and the plus 
Table 45. HpC level centers and Zeeman splittings for DyES group G 
Level center Zeeman splitting 
jA. Value Co lO^Cj^ lO^Cg lOl^C^ IQl^C^ loSc^ lO^Cg 
1,2)+ 22238.046 
+.107 
+.0971 
+.0197 
-.4232 
+.0713 
.1528 
+.0960 
0,3)- 22175.434* 
±.130 
1549 
±.0176 
- I j -2 )+  22158.730 
±.179 
-.0091 
+.0248 
+.1462 
±.0829 
.0409 
+.0246 
1,2)+ 22122.615 
+ .024 
+.0032 
t.0034 
-.0519 
t.0130 
.1282 
+.0081 
-.2424 
±.0742 
0 ,3 )  +  22106.292 
t.030 
+.0124 
±.0055 
-.0909 
±.0253 
.3072 
+.0127 
7.2327 
±.0746 
-1,-2)+ 22062.955 
+ .025 
-.0074 
±.0035 
+.1512 
±.0121 
.4143 
+.0014 
-.0611 
±.0084 
-1,-2)- c
oc
o 
0
^
 CO 
0
 
^
+
1 
00 0
 
OJ OJ 
+.0073 
+.0068 
7.1511' 
t.0230 
.5784 
±.0036 
• -.1595 
±.0164 
^•The field dependence of this level was not determined. 
Table 46. HsC level centers and Zeeman splittings for DyES group G 
Level center Zeeman splitting 
ytt Value Co 103ci lO^Cg lol^Cg 10^^04 lO^Ci lO^Cg 
(1 ,2 )  22237.004* 
±1.327 
_b 
(0 ,3 )  22202.850^ 
±.155 
_b 
(0 ,3 )  22174.566 
±.063 
+.0338 
±.0188 
-.5891 
±.2335 
+.2588 
±.1364 
-..0475 
±..0255 
.0220 
±.0263 
+.3301 
±.1059 
( -1 , -2 )  22158.624 
i.289 
+.0183 
±.0191 
-.0666 
+.0208 
.3614 
±.0160 
(1 ,2 )  22122.772 
±.077 
+.0145 
±.0176 
-.1848 
±.2341 
+.2588 
±.1364 
7.0475 
±.0255 
.4441 
±.0152 
-.1633 
±.0715 
(0 ,3 )  22106.275 
+ .060 
+.0241 
±.0155 
-.6049 
±.2300 
+.2588 
±.1364 
-.0475 
+.0255 
No splitting 
observed 
( -1 , -2 )  22062.954 
±.051 
-.0256 
+.0289 
+.4807 
±.5109 
-.2587 
±.3050 
+.0474 
+.0569 
.1382 
±.0021 
-.0324 
±.0101 
( -1 , -2 )  22034.770 
±.037 
+.0256 
±.0135 
-.4807 
+.2285 
+.2588 
±.1364 
-.0475 
±.0255 
.1634 
±.0014 
-.0260 
±.0063 
^The magnetic field dependence was not determined. 
^No splitting was observed for these levels. 
Table 4?» HpC level centers and Zeeman splittings for DyES group H 
Level center Zeeman splitting 
jjL Value Co loSCj lO C^g lOl C^g lol^c lO^C^ loScg 
(-Ij-2)- 23485.042 
±.046 
+.0179 
1.0053 
-.0061 
±.0240 
.0601 
±.0046 
-.0426 
±.0202 
(0,3)- 23467.512 
±.039 
-.0060 
±.0078 
+.0458 
±.0402 
.2335 
±.0074 
-.66o4 
±.0425 
(1,2)+ 23461.776 
±.055 
-.0070 
±.0084 
+.1164 
+.0284 
-.0057 
±.0040 
+.0419 
±.0183 
(0,3)+ 23439.432* 
±.038 
.4531 
±.0040 
(1,2)+ 23429.153 
±.030 
-.0076 
±.0046 
-.0646 
±.0158 
.1187 
+.0010 
(-1,-2)+ 23390.989 
±.053 
-.0028 
±.0081 
+.0288 
+.0324 
.6438 
±.0037 
-.0024 
±.0164 
®'The field dependence of this level was not determined. 
Table 48. HsC level centers and Zeeman splittings for DyES group H 
Level center  ^ Zeeman splitting 
ju Value CQ 10^ 0^  lO^ Cg 10^ -^ C^  103c^  lO^ Cg 
(-1,-2) 23485.330 
= .132 
-.0288 
±.0324 
+.1425 
±.3035 
+.1787 
±.1425 
-.0475 
±.0255 
.3455 
±.0045 
— . 2102 
0205 
(0,3) 23467.282 
±.171 
+.0719 
±.0132 
-.0666 
±.0208 
_a 
(1,2) 23461.914 
±.108 
+.0010 
Ï.0196 
-.6596 
±.2324 
+.2588 
±.1364 
-.0475 
±.0255 
.3079 
±.0139 
— « 
±. 
2951 
0626 
(0,3) 23439.402 
±.063 
+.0092 
±.0226 
7.0719 
±.2814 
+.1987 
±.1421 
-.0475 
±.0255 
_b 
(1,2) 23429.121 
±.068 
+.0243 
±.0163 
-.5578 
±.2307 
+.2588 
±.1364 
-.0475 
±.0255 
.3035 
±-0105 + * 
2027 
0473 
(-1,-2) 23390.983 
±.064 
-.0237 
±.0226 
7.1017 
±.2832 
+.1994 
±.1425 
-.0475 
±.0255 
-b 
&The splitting polynomial for this level was not determined. The splitting 
is on the order of 2 cm-l at 27.5 kG. 
N^o splitting was observed for these levels. 
Table 49. HpC level centers and Zeeman splittings for DyES group I 
Level center Zeeman splitting 
yt Value Co lO^c^ lO^Cg lO^^Cg IcA^c^ lO^Cj^ lO^Cg 
(0,3)+ 
(0,3)-
(-1,-2)+ 
(0,3)+ 
(-1,-2)+ 
(-1,-2)-
(1,2)-
(0,3)-
25156.879* 
±.302 
25143.331* 
±.097 
25137.974* 
+ .221 
25055.502* 
±.2l4 
25052.490®-
±.196 
24996.655 
+ .065 
24986.599 
+.040 
24982.709 
±.042 
-.0266 
t.0047 
-.0020 
+.0064 
+.0088 
±.0084 
+.0076 
+.0106 
7.3093 
±.0469 
-.0737 
±.0464 
+.2804 
±.0277 
-.0656 
±.0066 
.0900 
±.0196 
.0958 
±.0220 
+.0201 
±.0110 
+.0037 
±.0238 
+.2742 
±.0038 
+.8138 
±.0191 
+.6742 
±.0101 
+.2960 
±.1067 
-.0366 
±.0167 
+.0935 
±.0780 
-.1686 
±.0713 
^The field dependence of these levels was not determined. 
^This splitting was not well resolved. 
Table 50. HsC level centers and. Zeeman splittings for DyES group I 
= F 
Level center Zeeman splitting 
y*Value CQ lO^Ci lO^Cg IO^^Q^ lO^^c^ lO^Ci lO^Cg 
(-1,-2) 24996.529 
±.073 
+.0253 
±.0195 
7.0857 
±.2470 
+.2776 
±.1378 + 
.0475 
.0255 
+.5089 
±.0040 
7.5043 
±.0191 
(1,2) 24986.347 
±.062 
+.1497 
±.0159 
-.5628 
±.2302 
+.2588 
±.1364 + 
.0475 
.0255 
+.4548 
±.0070 
-.6507 
±.3080 
(0,3)* 24982.781 
Ï.041 
-.0088 
±.0163 
-1.2054 
±.2375 
+.2588 
±.1364 + 
.0475 
.0255 
+.0238 
±.0044 
+.0409 
±.0195 
^-Interferences with other levels made it impossible to determine these poly­
nomials for fields greater than l4.3 kG. 
Table 51. HpC level centers and Zeeman splittings for DyES group J 
Level center Zeeman splitting 
^ Value Co lO^C^^ lO^Cg lO^^C^ IC^^c^ lO^c^ lO^C^ 
25863.970 
±.070 
+.0605 
+.0112 
+.6726 
±.0387 
25853.624% 
t.633 
(-1,-2) 25840.691 
+ .092 
-.0512 
±.0171 
+.2334 
±.0599 
b 
(0,3)- 25789.720 
+ .084 
+.0311 
±.0060 
+.0076 
+.0106 
+.5149 
(1,2) 25779.481 
±.l44 
-.0628 
±.0080 
+.0076 
+.0106 
+.3198 
±.0463 -.8669 ±.1991 
(-1,-2)- 25731.113 
Ï.O62 
-.0311 
±.0696 
+.1334 
+.0345 
t.1029 
±.oi4i 
-.1037 
+.0634 
(1,2)+ 25708.300 
+.045 
-.0105 
+.0088 
+.1136 
+.0303 
+.2265 
±. 0085 
-.2388 
±.0352 
^The field dependence of this level was not determined. 
^No splitting was observed for this level. 
Table 51. (Continued) 
Level center Zeeman splitting 
^ Value CQ lO^Ci lO^Cg lO^C^ lO^Cg 
(0,3)+ 25701.612 
+.086 
+.0154 
+.0060 
+.0076 
±.0106 
+.2242 
±.0245 
+.1514 
.±.1041 
(-If-2)- 25698.531 
+.070 
-.0310 
+.0112 
-.0380 
+.0387 
+.5149 
(0,3)- 25675.120 
±.077 
+.0450 
±.0202 
+.2013 
±.1217 
+.0839 
±.0149 
-.1925 
±.1044 
(1,2)- 25666.079 
±.073 
-.0303 
±.0114 
±.0599 
1.0387 
+.0717 
±.0032 
+.0309 
±.0163 
(-1,-2)+ 25648.615 
±.190 
-.1079 
+.1044 
tl.7502 
11.2649 
+.5141° 
±.0150 
^Thls is an estimate. Tlie splitting was not clearly resolved. 
Table 52. HsG level centers and Zeeman splittings for DyES group J 
= F 
Level center Zeeman splitting 
yt Value GQ lO^Gi lO^Cg lO^^C^ lO^G^ lO^Cg, 
25863.952 +.1278 -.7809 +.2588 -.0475 -b 
+.470 ±.0361 ±.2283 ±.1364 ±.0255 
25853.763^ . • -b 
±.257 
(-1,-2) 25838.430®- +.5426 -.7646 
±1.765 • +.0616 ±.2708 
a 
±.340 
25797.023 
(0,3) 25789.689 +.0452 -.7809 +.2588 -.0475 
±.088 ±.0189 ±.2283 ±.1364 ±.0255 
(1,2) 25778.779 +.0158 -.7809 +.2588 -.0475 -t) 
±.ll4 ±.0130 +.2283, ±.1364 ±.0255 
25777.464^ -O 
±.500 
25749.543^ -b 
±.656 
^The field dependence of these levels was not determined. 
^No splitting was observed for these levels. 
Table $2. (Continued) 
Level center Zeeman splitting 
yt Value CQ lO^Ci lO^Cg lO^^c^ lO^c^^ 10^02 
(-1,-2) 25730.936 
±.090 
+.0163 
1.0194 
-.5500 
±.2337 
+.2588 
±.1364 
-.0475 
t.0255 
+. 
+.  
0207C 
0074 
(1,2) 25708.336 
±.080 
+.0411 
±.0175 
-.3860 
±.2317 
+.2588 
±.1364 
-.0475 
±.0255 
+. 
+. 
1262 
0111 t-
1463 
0503 
(0,3) 25701.748 
±.054 
-.0028 
±.0201 
-.2495 
+.2665 
+.1931 
±.1404 
-.0475 
+.0255 
_b 
(-1,-2) 25698.409 
±.101 
+.1035 
±.0184 
-.7809 
±.2283 
+.2588 
±.1364 
-.0475 
±.0255 . 
_b 
(0,3) 25675.072 
±.031 
+.0061 
±.0l4l 
-.0404 
±.2337 
+.1930 
±.1371 
-.0475 
±.0255 
_b 
(1,2) 25665.949 
±.115 
+.0239 
±.0187 
-.5621 
±.2313 
+.2588 
±.1364 
-.0475 
±.,0255 
+. 
+ 
2039 
0028 +] 0696 0128 
(-1,-2) 25649.082 
±.215 
+.0624 
±.0188 
-.7809 
±.2283 
+.2588 
±.1364 
-..0475 
±.0255 
_b 
*^This polynomial applies only for H = 12.6 kG. 
Table 53- HpC level centers and Zeer.an splittings for DyES group L 
Level center Zeeman splitting 
/t Value CQ lO^c^ lO^Cg IO^^q^ lol^C^ lO^C^ lO^Cg 
( - 2 ) - 27477.079 -.0167 +.0453 +.0926 +.0215 
+ .027 ±.0037 ±.0130 ±.0028 Î.0117 
(0,3)- 27457.454 +.0024 -{-. 0076 +.2832 -.1271 
±.044 ±.0038 ±.0106 +.0094 ±.0423 
(1,2)- 27416.408 -.0055 +.0273 +.4304 -.0792 
±.04l +.0061 ±.0218 ±.0031 ±.0136 
(0,3)- 27390.754 +.0375 -.1716 +.1930 +.1865 
±.061 +.0088 ±.0304 ±.0118 ±.0525 
(-1,-2)- 27354.421 +.0093 -.0431 +.1069 -.2011 
+ .052 ±.0073 ±.0254 ±.0169 ±.0753 
Table $4. HsC level centers and Zeeman splittings for DyES group L 
Level center Zeeman splitting 
jjL Value Co lO^Ci lO^Cg 10^2(3^ lol^c^ 103cj_ lO^Cg 
(-1,-2) 27477.037 
i.199 
+.0086 
±.0310 
-.3443 
±.2484 
+.2588 
±.1364 
-.0475 
±.0255 
+.2603 
±.0285 
(0,3) 27457.691 
t.205 
+.0226 
r.0362 
-.4756 
±.2569 
+.2588 
±.1364 
-.0475 
±.0255 
_b 
(1,2) 27416.618 
±.076 
-.0283 
±.0227 
-.0021 
±.2655 
+.1648 
±.1396 
-.0475 
±.0255 
_b 
(0,3) 27390.702 
±.064 
+.0475 
±.0231 
-.3337 
±.2573 
+.2588 
±.1364 
-.0475 
±.0255 
_b 
(-1,-2) 27354.467a 
±.057 
+.0407 
±.0134 
-.7809 
±.2283 
+.2588 
±.1364 
7.0475 
±.0255 
+.2076 
±.0192 
-.2279 
±.0856 
^hls polynomial applies only for H = 12,6 kG. 
^No splitting was observed for these levels. 
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or minus sign tells whether the state with equal to 2, 3, 
or -2 increases or decreases In energy with Increasing ex­
ternal magnetic field. The yw = 2, 3, and -2 states corre­
spond to = +1/2, +3/2, and 5/2 states when Hellwege's 
crystal quantum numbers are used, so the signs used in the 
tables are consistent with the notation used by Gramberg 
(84). 
No success was obtained in attempts to determine the 
field dependent energy level scheme for group K and for some 
of the very weak and diffuse absorption lines in the high 
energy portions of groups I, J, and L, because the rather 
large experimental uncertainties in the centers of gravity 
and Zeeman splittings of these lines made it impossible to 
confirm any of the many energy level schemes which were tried. 
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DISCUSSION . 
The Ground Term 
The ground term of DySS has been studied exten­
sively In previous works. Hill and Wheeler (108) studied 
the far Infrared spectrum and Zeeman effect of transitions 
between levels of the ground term at 1.6°K and for magnetic 
fields up to 80 kG, Baker and Bleaney (IO9) determined the 
splitting factors and approximate energies of some of the low 
lying levels from paramagnetic resonance experiments, and 
Meyer and Smith (110) measured the magnetic specific heat be­
tween 2 and 20°K. Cooke et aj. (ill) measured both the mag­
netic specific heat and magnetic susceptibility in the neigh­
borhood of liquid helium temperature, and the magnetic sus­
ceptibility from 14 to 20°K. Although the methods employed 
in these works have been useful in exploring various features 
of the ground term, none of them furnishes as much high pre­
cision data on the behavior of the ground term levels under 
various conditions as can be obtained from measurements of 
the visible absorption spectra. For this reason the previous 
work which is most pertinent to the present discussion is 
Gramberg's (84). He determined the zero field energies of 
the five lowest crystal field levels at 4.2 and 58°K from 
absorption spectra, and measured the HpC and HsC Zeeman 
splitting factors for the three lowest levels at 4.2°K. Even 
more precise and detailed information was obtained in the 
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present Investigation. 
Zero magnetic field 
The energy levels of DyES at 4.2 and 58°K as determined 
by Gramberg are compared with the results of the present 
work for DyES and (DyES)^q(YES)gQ at 20°K in Table 55. The 
agreement is excellent, and although it appears that perhaps 
the energy of the II level decreases with increasing temper­
ature. there is no strong evidence that the energies of the 
levels change with either temperature or dilution with yttrium 
ethylsulfate. No transitions were observed from the V level 
in the present work, but Hill and Wheeler place this level at 
approximately 70 cm"^ at 1.6°K. 
HpC Zeeman splittings 
It is clear from the last column of Table 42 that the 
HpC Zeeman splittings of the ground term crystal field levels 
depend to a small extent on both the temperature and the con­
centration of DyES in the sample for an external magnetic 
field of 27.5 kG. As has been pointed out by Gramberg, this 
is due to the fact that the magnetic field at a dysprosium 
ion site in a crystal is not the same as the external magnetic 
field. Thus if one wishes to compare the magnetic splittings 
of dysprosium ion energy levels at various temperatures and 
in different crystalline samples, it is important to compare 
splittings for the same value of the magnetic field at the 
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Table 55» Measured energies of^some of the low lying crystal 
field levels of the term of DyES 
between 4.2 and 58°K 
DyES* (DyES)io(YES)qo 
Level /A 4.2°K 20°K 58°K 20°K 
I (0,3) 0 0 0 0 
II (1,2) 16.03 16.127 16.1 16.133 
±.05 t.033 t. 2  +.012 
III (-1,-2) 21.20 21.118 20.4 21.118 
±.10 ±.033 ±.2 ±.010 
IV (0,3) - 58.461 58.9 
+.069 ±.2 
V (-1,-2) - - 68.1 
±.2  
&The results listed for 4.2° and 58°K are from Gramberg 
(84). 
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dysprosium Ion site. 
The ordinary procedure for calculating the magnetic 
field within a crystal is to assume that the crystal lattice 
can be replaced by a homogeneous continuum with magnetization 
Mj and that the crystal shape can be approximated by an 
ellipsoid. The Internal magnetic field is then given by 
Hint = Hext " (97) 
where H^^ct the external magnetic field, and d is a demag­
netization factor which depends on the shape of the sample 
(112). The magnetization is 
M = (98) 
where X Is the magnetic susceptibility, so 
Hint = He%t/(1 + )• (99) 
As pointed out by Lorentz (3), however, it is not accurate 
to replace the near neighbors of an ion in a lattice by a 
homogeneous continuum. Within some small sphere about each 
ion it is necessary to take into account the actual locations 
of the magnetic dipoles associated with the neighboring ions, 
while outside the sphere the ion is unable to distinguish 
between the effects of magnetic ions in the lattice and the 
effects of the assumed continuous medium. Using this approach 
Gramberg found that the magnetic field at the site of a 
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dysprosium ion in the ethylsulfate was given by 
"ion = X) 
= + 0.65 i> )/(i + d y- ) (100) 
in the HpC case, and by 
«ion = + 0-17 % ) 
= + 0.17 X )/(! + i % ) (101) 
in the HsC case. Since the susceptibility depends on the 
magnetic field strength as well as on the temperature, a com­
parison of Zeeman splittings is normally done in the limit 
as the field approaches zero. The splittings are then given 
by 
s . (102) 
where 
= 0^(1 + d 3;)/(l + 0.65 %) (103) 
in the HpC case, and 
cj = 0^(1 + d )/(l +0.17 ) (104) 
in the HsC case. Here C^ is the coefficient of the first 
power of the external magnetic field strength in the poly­
nomial expressions for the Zeeman splittings as given in 
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Tables 21 through 39 and 4l through 54. 
When the HpC Zeeman splittings of the ground term levels 
are expressed in terms of instead of using the 
values of the magnetic susceptibility at 4.2 and 20^K as 
derived from reference (ill), the results given In Table 56 
are obtained. The result for the I level at 4.2^K is in 
Table 56. HpC Zeeman splitting factors C^ for some low lying 
levels of the 0H1^ yp ground term of DyES 
c| X lo3 
Level DyES 4.20k DyES 20°K (DyES)iQ(YE8)go 20OK 
I (0,3) .5064 
+.0004 
.5024* 
+.0047 
.5042b 
+.0093 
.5106 
+.0005 
.5126 
+.0014 
II (1,2) .2615* 
+.0093 
.2738 
+.0026 
.2700 
+.0012 
.2736° 
+.0047 
III (-1,-2) .5836* 
±.0093 
.6609 
+.0046 
.6496 
+.0015 
IV .8130 
+.0237 
^Gramberg (84). 
^Cooke et al. (ill). 
^Baker and Bleaney (109). 
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good agreement with the results of Gramberg and Cooke et aJ., 
and there seems to be a slight increase in the splitting 
factor for this level with increasing temperature and dilu­
tion. The values of the splitting factor for the II level 
in the concentrated and dilute crystal are in agreement with 
Baker and Bleaney's result, but are larger than Gramberg's 
result at 4.2°K. The results obtained for the splitting 
factor of the III level at 20^K are noticeably larger than 
the result obtained by Gramberg at 4.2°K. The probable reason 
for both of these discrepancies is that the absorption lines 
due to transitions from the II and III levels are very weak 
at 4.2° due to their small population. Gramberg's results 
for these levels are probably in error because of the larger 
errors encountered in measuring weak absorption lines. 
HpC shifts of the crystal field level centers 
The centers of gravity of the three lowest levels of the 
ground term were found to shift toward lower energies with 
increasing magnetic field. The shifts, calculated from 
Table 4 for =27.5 kG, were -.022, -.046, and -.228 cm"^ 
for the I, II, and III levels, respectively. The result for 
the I level is in agreement with Gramberg, who observed no 
shift, and with the result of Cooke et who reported that 
there is no temperature independent contribution to the HpC 
magnetic susceptibility. 
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HsC Zeeman splittings 
In the limit that the HsC magnetic field approaches 
zero, the ground term of DyES has no net magnetic moment and 
therefore no temperature dependent magnetic susceptibility. 
There is a temperature independent term which arises from 
the depression of the I level with increasing field, but, as 
shown by Gramberg and Cooke et it is much smaller than 
the HpC susceptibility. In addition, the demagnetization 
factors for the samples studied in this work were always near 
the value of .17 which appears in the numerator of Equation 
101. The result is that the difference between the magnetic 
field at the dysprosium ion and the external magnetic field 
is negligible in the HsC case. 
The HsC Zeeman splittings of the I and III ground term 
levels were much more difficult to determine than the HpC 
splittings because they were not well resolved below about 
l4 kG. The I level has yx = (0,3), so from reference (69) 
"3 
we know that its HsC splitting should be proportional to H"^. 
The observed splitting of 0.84 cm"^ for this level at 27.5 
kG is in agreement with the observations of Gramberg, and it 
is in agreement with the results of Cooke et , who mis­
takenly attributed its small contribution to the magnetic 
susceptibility below 3.3°K to misalignment of their sample. 
The HsC splitting of the II level, in agreement with the 
results of Hill and Wheeler, is clearly not linear for fields 
above 10 kG. The depression of the II splitting is due to 
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the exchange of effective M values for the II and III states 
in the magnetic field region where the energies of these 
levels become comparable. The first order splitting factors 
for the II and III levels at 20°K are not in agreement with 
Gramberg's results at 4.2°, but the splitting factor for the 
II level is in fair agreement with Baker and Bleaney's result 
of C-j_ = .397 - .023 for the dilute salt between l4 and 20°K. 
As has been pointed out earlier, Gramberg's results for the 
splittings of the II and III levels are questionable because, 
due to the small population of these levels at 4.2°K, ab­
sorption lines arising from transition from them are very 
faint. Powell and Orbach (113) have also noted that the ratio 
of Gramberg's HsC and HpC splitting factors for the II level 
is not consistent with the crystal symmetry. In the present 
work at 20°K the II and III levels were adequately populated, 
and the ratio of the HsC and HpC splitting factors obtained 
for the II level is consistent with the crystal symmetry. 
Powell and Orbach's attempt to determine crystal field param­
eters for DyES from Gramberg's crystal field and Zeeman split­
ting data at 4.2°K was probably not justified because the data 
on the II and III splittings were not very accurate. 
The HsC Zeeman splittings and the shifts of the centers 
of gravity of the three lowest levels in the ground term have 
also been shown to depend on the angle between the x axis 
and the external magnetic field. This so called anisotropic 
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HsC Zeeman effect had not been observed in previous studies 
of DyES and, as far as is known, DyES is the first of the 
rare earth ethylsulfates in which this effect has been shown 
to be important for the levels of the ground term. Other 
facets of the anisotropic HsC Zeeman effect have been dis­
cussed at length in previous sections of this work. 
Correlation with theory 
The theoretical and experimental behavior of the five 
lowest levels of the ground term of DyES under the influence 
of HpC, HsC {0^ = 0), and HsC {0^ = 30°) magnetic fields is 
summarized in Figure l8. The method used for calculating 
the theoretical behavior is the same as has already been 
described in considerable detail in reference (72), so it 
will not be described here. Hufner's (62) values for the 
crystal field parameters were used to calculalc approximate 
crystal field wavefunctions for the case of no external mag­
netic field, and matrix elements of the Zeeman effect calcu­
lated with these v/ave function s were used to perturb the ob­
served energies of the crystal field levels. VJybourne'a 
(8l) value for the g factor of the intermediate 
coupling was used in the calculation of the matrix elements 
of the Zeeman interaction. 
As can be seen'from Figure 18, the agreement between the 
observed and calculated HpC Zeeman effect is good except for 
the (0,3) level at 58.5 cm"^. This discrepancy might have 
Figure 18. Theoretical and experimental behavior of the five 
lowest levels of the ground term of DyES as a 
function of the external magnetic field 
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been expected, however, because the splitting of this level 
was determined indirectly from the single line IV to (0,3) 
Zeeman pattern at 23381 cm"^. It is felt that the indirect 
determination gives a good first approximation to the split­
ting, but one should be careful not to attach too much 
significance to the result. The calculated shift of the 
center of gravity of the I level in the HpC case is in good 
agreement with the observed behavior, so it can be concluded 
that the assumption that the center of gravity of the two 
(-1,-2) levels at 22034.8 and 22063.0 cm"^ is independent of 
the external magnetic field is indeed correct for the HpC 
case. This is a very Important conclusion since the energy 
level schemes for the HpC case were all based upon this 
assumption. 
Comparison of the observed and calculated results in the 
HsC case is a little more difficult than in the HpC case be­
cause of the dependence of the energy levels. Below about 
15 kG, where the 0^^ dependence is very small, the agreement 
is excellent. At higher fields the splittings are also in 
good agreement, but the observed energies of the levels are 
consistently a few tenths of a wavenumber higher than the 
calculated energies. One might try to explain this discrep­
ancy by saying that the assumption used to set the side con­
ditions for the HsC energy level determination was incorrect. 
This is not a logical explanation, however, because the two 
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(-1,-2) levels chosen to set the side conditions are the two 
lowest energy levels of group G. Therefore If their center 
of gravity is not independent of the' magnetic field, it must 
shift toward lower energies with increasing field. In this 
event the assumption that their center is independent of the 
field could only yield energies for the ground term levels 
which were too low, not too high. 
A more plausible explanation is that while Hufner's values 
for the crystal field parameters give a good fit of the ob­
served energies of the five lowest levels of the ground term, 
perhaps they give calculated energies for the three other 
levels expected for the ground term which are lower than the 
true values. If this were true, calculations of the Zeeman 
effect would yield erroneously depressed energies for the low 
lying levels. The error would be considerably larger for the 
HsC case than for the HpC case because matrix elements of the 
HsC Zeeman effect connect all states for values of the exter­
nal magnetic field under consideration here. Those of the 
HpC Zeeman effect only connect states which have the same 
crystal quantum number. Unfortunately no experimental infor­
mation is available on the three energy levels in question, 
so this explanation must be regarded as pure conjecture. 
It is a curious fact that the theoretical results of the 
present work are in significantly better agreement with the 
observed energies of the levels than are the results of Hill 
250 
and Wheeler (108), who used a more sophisticated theoretical 
treatment. 
Group G 
ThlB line group has been studied extensively in both 
DyClg (85) and DyES (84), but the present work is the first 
in which Zeeman splittings are reported for the excited 
levels. The assignment of crystal quantum numbers and the 
energies of the levels at zero magnetic field as given in 
Tables 45 and 46 are in agreement with Gramberg (84), and in 
the HsC orientation the energy levels of group G were found 
to have very little dependence on the angle between the mag­
netic field and the x axis. Magnetic dipole transitions make 
considerable contribution to the intensities of the lines and, 
from the selection rule AJ = 0 ± 1 for these transitions, it 
can be concluded that this group has a J value of 13/2, 15/2 
or 17/2. Gramberg (84) and Singh (ll4) found that both DyES 
and DyClg'GHgO had eight lines in this group at 4.2°K, so 
both the number of lines and the values of the crystal quantum 
numbers which were obtained for DyES indicate a J value of 
15/2. This is also in agreement with Wybourne's interpreta­
tion that group G results from the free ion level having 53 
percent character. 
In group G, as in most of the other groups studied in 
this work, there is a large decrease in the intensity of the 
absorption lines, and an increase in their width, as one pro­
251 
ceeds from the low energy portion of the group to the high 
energy part. See Figure 19. As a result thicker and thicker 
crystals are needed to observe the lines in the high energy 
part of the group and the Zeeman splitting of these lines 
are very difficult to measure. Many of the very broad and 
faint lines may not even be due to transitions between elec­
tronic energy levels, but may be arising from simultaneous 
excitation of the 4f electrons and a coupled oscillation of 
the crystal lattice or the rare earth ion—ligand complex. 
The result is that one cannot reliably determine J values 
for the line groups solely on the basis of the number of 
lines observed at 4.2^K. The point is illustrated quite well 
when we consider the results obtained by Sutherland (lOl) for 
group G. He observed thirteen lines in this group for a 3.2 
mm crystal of DyES at 4.2'^K. This number of lines, if they 
are all due to electronic transitions, is clearly not con­
sistent with the J value of 13/2, 15/2 or 17/2 demanded by 
the fact that magnetic dlpole transitions are observed, so 
it is clear that either many of the lines are not due to 
electronic transitions, or that more than one free ion level 
is involved in this group. 
Attempts have also been made to determine the effective 
Lande' g factors for the various line groups, and to use 
these as a basis for confirming J value assignments (84). In 
theory this is a fine idea. If one knew which were the elec-
Figure 19. HsC spectra of DyES group G for a 1.0 mm 
crystal at 20°K 
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tronic transitions, if he knew that only one free ion level 
was present, and if he were able to measure the splitting 
factors of all of the electronic transitions with precision, 
this would certainly be a good way of confirming assignments. 
The fact is that for most of the line groups of DyES above 
20000 cm"^ none of these conditions is fulfilled. In the 
case of group G, for example, V/ybourne has attempted to con­
firm his assignment by comparing Gramberg's value of g = 
1.02 .15, as determined from the (0,3) levels, with the 
calculated value of g = I.O67 for the Intermediate coupling 
state with 53 percent ^1^5/2 character. He failed to mention 
that Gramberg had also determined the g factor for group G 
from the HpC splitting factors of the (-1,-2) levels, and 
that quite a different result (g = 0.84 t .1) was obtained. 
When this is taken into consideration it is clear that, first, 
the experimental determination is not very reliable, probably 
because of difficulties in measuring the weak lines, and 
second, that the "confirmation" obtained by comparing ob­
served and calculated g values, In this case at least, is 
quite questionable. 
It seems that the most logical assignment for group G is 
J = 15/2, but this Is certainly not conclusive. Before one 
can have any real confidence in the assignments for the line 
groups of DyES above 20000 cm~^ it will be necessary to find 
some way to clearly determine which lines are due to purely 
255 
electronic transitions, and calculations of the crystal field 
and magnetic splittings expected for the proposed free ion 
levels will have to be done. These calculations have been 
performed for some rather complex line groups of ErES (51) 
and HoES (72) and it was found that they can provide very 
conclusive confirmations of the proposed assignments. 
Group H 
The Zeeman effect of group H has been studied earlier 
by Gramberg for both the HpC and HsC orientations at 4.2°K. 
The results of the present work agree within experimental 
error with Gramberg's results for the number of levels, their 
energies at zero magnetic field, and for the first order 
terms in the HpC and HsC splitting factors of all but the 
(0,3) level at 23467.3 cm"^. We are also in agreement for 
the values of the crystal quantum numbers assigned to the 
various levels. The discrepancy in the value of the HpC 
splitting factor for the (0,3) level arises from the fact 
that at 20°K the I to (0,3) transition is obscured by inter­
ference with the II to (-1,-2) transition. See Figure 20. 
At 4.2°K Gramberg was not bothered by this interference, so 
his result is probably correct. No anisotropy was observed 
for the energy levels of group H as a function of jZf in the 
HsC orientation, and in view of the energy differences be­
tween the levels, none was expected. 
The probable J value for the levels of group H is 
Figure 20. HpC spectra for DyES group H for a 1.0 mm crystal at 20®K. The lines 
marked by the asterisk are from group I 
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J = 11/2. There is no evidence of combination lines in this 
group, even with 4.4 mm crystals, so the fact that two (1,2), 
two (0,3), and two (-1,-2) levels are observed gives good 
indication that J = 11/2. The experimental values of the 
effective Lande g factor, 
g = 1.30 t .08 from Gramberg, and 
g = 1.23 t .03 from observations on the (1,2) 
and (-1,-2) levels in the present work, 
are in reasonable agreement with the value of g = 1.24-5 ob­
tained by Wybourne for the intermediate coupling state with 
88^ character. This also supports the assignment of 
J = 11/2. 
Group I 
The absorption lines in the high energy portion of group 
I were so weak and diffuse that it was very difficult to ob­
tain good measurements. See Figures 9 and 21. The lines 
above 25OOO cm~^ were measured from the second order spectrum 
obtained with the 6OO line/mm grating, and those below were 
measured from the fifteenth order spectrum obtained with the 
300 line/mm grating. 
Group I has been studied earlier by Gramberg. He re­
ported 8 lines in the ethylsulfate, 11 in the nitrate, and 
9 intense lines in the hydrated chloride at zero magnetic 
field and 4.2°K. He obtained four (0,3), one (1,2), and three 
Figure 21. HsC spectra of DyES group I for a 1.0 mm 
crystal at 20°K 
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(-1,-2) levels in the ethylsulfate and suggested a probable 
J value of 21/2 to account for the four (0,3) lëvels. No 
Zeeman data was reported. 
In the present work an additional (0,3) level was 
definitely identified at 25143.3 cm"^ (See Table 4$.), and 
there is good evidence for an additional (1,2) level very 
close to the previously identified (-1,-2) and (0,3) levels 
at 25052.5 and 25O55.5 cm~~. The EsC spectrum in the latter 
region has two very closely spaced lines at 4.2°K, and the 
EpC spectrum one line. Also, the Zeeman patterns which are 
observed for these lines are more complicated than those 
expected for transitions to the (-1,-2) and (0,3) levels 
only, and the HsC spectrum in this region resulting from 
transitions from the I level in the ground term has large 
energy variations as a function of 0^. Since the energy 
variations are not expected in the excited state unless three 
levels with different values of the crystal quantum numbers 
are present, it was concluded that there is a (1,2) level 
within a few wavenumbers of the (0,3) and (-1,-2) levels. 
There was also reasonable evidence, although the lines 
involved were so weak that they had to be measured from high 
contrast prints of the second order spectrum, for an addi­
tional (-1,-2) level at 25132.7 cm"^. At 4.2°K there is an 
-1 o 
EsC line at 25132.7 cm , and at 20 K there is another EsC 
line at 25II6.7 cm~^. These were attributed to I to (-1,-2) 
262 
and II to (-1,-2) transitions. 
Group I therefore has a total of five (0,3), two (1,2), 
and four (-1,-2) levels. The maximum value of J for the free 
ion levels of is 23/2, with four (0,3) levels, so it is 
clear that more than one free ion level must be contributing 
to the excited levels for group I. Wybourne (8l) has sug­
gested that perhaps the J = 13/2 and J = 7/2 levels calcu­
lated to occur at 24296 and 24720 cm~^, respectively, are 
contributing, but these do not yield the proper number of 
(0,3) levels. It seems unwise to speculate further until 
the intermediate coupling calculation is refined, or until 
better measurements of the very weak and diffuse absorption 
lines can be obtained. It is suggested that if long slits 
and fine grain photographic plates were used to obtain photo­
graphs of the first or second order spectrum at 4.2®K or 
lower, considerably better measurements could be obtained 
for these lines. 
Group J 
The absorption spectrum and Zeeman effect of group J 
and higher energy groups of DyES have not been reported 
before. In the present work four (-1,-2), three (l,2), and 
three (0,3) levels were measured and clearly identified. 
There were a number of absorption lines with energies greater 
than 25745 cm~^, however, whose initial and final states were 
0 
not identified. In addition, the 4.2 K spectrum showed a 
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large number of absorption lines between groups J and K which 
were so diffuse that it was impossible to measure them on 
the recording microphotometer. See Figure 22. These lines 
are almost certainly combination lines because they have no 
Zeeman splittings, and because they become even more diffuse 
with increasing temperature. This behavior is similar to 
that observed for known combination lines in the spectrum 
of thulium ethylsulfate. 
The fact that four (-1,-2) levels were observed would 
seem to indicate J = 23/2, However, according to VJybourne ' s 
intermediate coupling calculation, and J = 23/2 level is not 
expected below 40000 cm"^. This led to the conclusion that 
there must be more than one free ion level contributing to 
the spectrum of group J. It is not profitable to speculate 
on which free ion levels are involved, however, until more 
complete data is obtained for the very weak lines, and until 
more refined intermediate coupling and crystal field calcu­
lations are performed. 
Group K 
As noted earlier, the absorption lines of group K were 
so weak that they were not observable in the high order 
photographs of the spectrum. The measurements given in 
Tables 3d and 37 were therefore obtained in the second order 
with the 600 line/mm grating. It was not possible to con­
struct a reliable energy level scheme or to determine the 
Figure 22. HsC spectra of DyES groups K and J for a 1.0 mra crystal at 4.2°K 
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values of the crystal quantum numbers for the levels of 
group K because the Zeeman splittings were not resolved, 
and because the energies of the absorption lines could not 
be measured with sufficient precision even in the second 
order. All that can be said is that at 4.2°K there are seven 
lines in the EsC polarization and only two lines in the EpC 
polarization. At 20°K several other lines are present, but 
because the measurements are not very precise, it is not 
possible to state with certainty in any case whether the 
additional absorption line results from a transition from 
the II or III level in the ground state. The spectra shown 
in Figures 22 and 10 for 4.2 and 20°K seem to indicate that 
all the observed lines are due to purely electronic transi­
tions because the lines are quite sharply polarized. There­
fore, if the selection rules for electric dlpole transitions 
are being obeyed, group K has two (0,3) levels, a total of 
seven (-1,-2) and (1,2) levels, and a probable J value of 
17/2. 
Future work on this group should employ long slits, very 
fine grain photographic emulsions, and measurements at 2°K 
or lower in an attempt to improve the precision of the 
measurements. It should be a fairly simple matter to derive 
the energy level scheme and fix the J value for this group 
once precise measurements become available. 
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Group L 
Two (-1,-2), one (1,2), and two (0,3) levels have been 
clearly identified in group L. The lines resulting from 
transitions from the three lowest levels in the ground state 
to these levels were quite sharp and very intense. The 
measurements reported in Tables 38 and 39 and the energy 
level schemes given in Tables 53 and 54 are from photographs 
of the high order spectrum. There are a large number of 
much weaker absorption lines between 27480 and 27870 cm"^ on 
the high energy end of the group. See Figure 11. These 
weak lines were visible only in the second order spectrum 
and were not measured in this work. The 20°K spectrum had 
no more lines between 27480 and 2787O cm~^ than the 4.2°K 
spectrum, so it was concluded that the lines observed in this 
region were probably combination lines. If this assumption 
is Justified the J value for group L is 11/2 or greater be­
cause two (-1,-2) levels are observed. J values of 11/2 and 
13/2 can be excluded, however, because the data yield nega­
tive g factors for free ion levels with these J values. It 
was concluded therefore that at least some of the weak lines 
are due to electronic transitions, and that the J value for 
group L is 15/2 or greater. A J value of 15/2 cannot be 
ruled out, even though there is no evidence for magnetic 
dipole transitions, because, as VJybourne's calculations have 
shown, the 15/2 level expected in this region has very little 
^^15/2 ^15/2 character. Thus the contribution of mag-
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netlc dlpole transitions would be expected to be very small 
even if the J value were 15/2. 
Group M 
As will be seen below, the probable J value for group 
M is J » 11/2. This line group has six extremely sharp lines 
at 4.2^K, two in the EpC polarization and four in the EsC 
polarization. In addition, there are five very weak and 
diffuse lines between 28100 and 28350 çm~^ on the high energy 
end of the group. The latter are present at 4.2^, but are 
very much weaker at 20°K. They are probably combination 
lines. Figure 23 gives the energy level scheme and HpC split­
ting factors for the sharp lines of group M as derived from 
measurements of .the second order spectra at 20°K. Two (0,3), 
two (1,2), and two (-1,-2) levels were clearly identified, 
and both the total number of levels and the number in each jjl 
class suggest J = 11/2. 
The experimental values of the Lande g factor for group 
M were: 
g = 0,95 from the (0,3) levels, 
g = 1.05 from the (1,2) levels, and 
g = 0.83 from the (-1,-2) levels. 
The variation in the g factors obtained from the splittings 
of levels with different crystal quantum numbers is appreci­
ably larger than the experimental error, but this is probably 
due to interaction of the levels of group M with those of 
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groups L and N, whose centers are only 500 and 600 cin~^ away, 
respectively. The mean experimental value of the g factor, 
g = 0.94, compares favorably with the value of g = O.93 which 
was calculated for the free ion level which Wybourne's inter­
mediate coupling calculation places at 26224 cm This 
level, according to the calculation, has 76^ ^ ^11/2 character. 
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SUMMARY AND CONCLUSIONS 
The energies and/or Intensities of many absorption lines 
in the HsC Zeeman patterns of single crystals of DyES have 
been found to have 60° periodic anisotropy with respect to 
'the angle ^  between the x axis of the crystal and the direc­
tion of the external magnetic field. The energy of every 
line, if it had a measurable variation, reached its maximum 
or minimum at a common angle, but the intensities of the 
lines attained their maximum or minimum values at various 
angles. The observations were in qualitative agreement with 
recent works (69, 73) on the theory of the Zeeman effect for 
rare earth ions in crystal fields with Cg^ symmetry. 
Detailed measurements of the energy variations of the 
absorption lines of groups G and I of DyES in an external 
magnetic field of 28 kG showed that most of the energy vari­
ations resulted from changes in the energies of the low lying 
HsC Zeeman levels of the ground term. Since these levels are 
the initial levels in the absorption transitions responsible 
for all the line groups, the fact that their energies depend 
on 0^ explains why so many of the absorption lines observed 
throughout the spectrum have energy variations as a function 
of 0^. The present work is the first in which the anisotropic 
HsC Zeeman effect has been observed in DyES, and DyES is the 
first of the rare earth ethylsulfates for which this effect 
has been shovm to be important for the levels of the ground 
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term. 
In the HsC Zeeman effect the point symmetry at the 
rare earth ion imposes the requirement that the energy of 
every absorption line, if it varies at all/ must reach its 
maximum or minimum when the magnetic field is parallel to an 
X axis of the crystal. This fact was used to determine the 
angle 0 between the x axis and the a translation axis of sin­
gle crystals of DyES, (DyES)^Q(YES)go> and (DyE8)y(ErE8)iQQ_y 
with V equal to 10, 50, and 90. It was found that 0 was the 
same, to within a few tenths of a degree, for Dy^^ and Er^^ 
in each of the mixed crystals, but comparison of the results 
for different crystalline samples was not very fruitful be­
cause of a rather large uncertainty in the absolute values 
of 0. This uncertainty was primarily due to difficulties in 
determining the a axis direction while the samples were in 
place in the dewar. Methods were suggested to drastically 
improve the a axis determination in future measurements, but 
all that could be said from the present experiments was that 
the average value of ^  for both Er^^ and Dy"^^ in all the 
samples studied was 6.5 t 1.4°. 
The HpC and HsC Zeeman effects of line groups G through 
L (22000 to 27870 cm~^) were also studied as a function of 
external magnetic field, up to 28 kG, and field dependent 
energy level schemes were derived for the low lying levels 
of the ground term and for the excited levels of all but 
group K. The energy level scheme for the excited levels of 
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group M (27919 cm"^) was also determined, but only for the 
HpC case, since this was sufficient to determine the J value 
of the excited levels. The results for the ground term, 
including the HsC anisotropy at 28 kG, were in good agree­
ment with calculations performed in this work in which the 
crystal field and Zeeman interactions were treated as com­
parable perturbations on the free ion ground level. 
The experimental results for the excited levels of many 
of the line groups did not permit a definitive identifica­
tion of the free ion levels involved because the interpre­
tation of the spectrum was hampered by the large number of 
very weak and diffuse absorption lines in the high energy 
portions of the line groups. These will be discussed further 
in the next paragraph. The wealth of high precision data 
obtained in this work, however, will be extremely useful in 
later work in which the results of intermediate coupling 
calculations performed specifically for DyES and calculations 
of the crystal field and Zeeman splittings to be expected for 
the various free ion levels are used to obtain conclusive 
identifications. 
Identifications obtained in this way will also be help­
ful for the interpretation of the weak and diffuse lines. 
These are extremely difficult to measure and one can be sure, 
from the fact that most of them become even weaker with in­
creasing temperature, that many of these lines do not arise 
from purely electronic transitions between energy levels of 
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the 4f" configuration. Other possibilities are; l) that 
they result from the absorption of light and simultaneous 
excitation of the 4f electrons and a coupled oscillation of 
the crystal lattice or the rare earth ion-iigand complex, 
and 2) that they arise from 4f^ to ^-f"^ transitions, but 
that the final states in these particular transitions have 
very short lifetimes because the rare earth ion immediately 
gives up part of its energy to excite oscillatlonal modes of 
the lattice or rare earth lon-ligand complex, and decays to 
a lower energy electronic state. Both of these mechanisms 
are consistent with the fact that the weak and diffuse lines 
usually occur only in the high energy portion of the line 
groups and become weaker with increasing temperature, and it 
seems that further work on these lines could yield valuable 
information on the interaction of the rare earth ion with 
its surroundings in a crystal lattice. 
Precision data should also be obtained for the many line 
groups beyond 28000 cm~^.' This data should ultimately be 
included in calculations of the electrostatic and spin-orbit 
parameters for DyES, and in calculations of the effects of 
configuration Interaction. This is extremely Important be­
cause the calculations performed so far, by Wybourne, are 
hardly more than calculations of the spin-orbit splittings 
6 ^ 
of the H and F terms. Until more experimental data is 
included in these calculations, they will continue to provide 
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only very primitive estimates of the energies of the free 
ion levels. It should be clear that while much Is knovm 
about the spectrum of DyES, there is a great deal more to 
be learned. 
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