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Abstract—We investigate a remote estimation problem in which
a transmitter observes a Markov source and chooses the power
level to transmit it over a time-varying packet-drop channel.
The channel is modeled as a channel with Markovian state
where the packet drop probability depends on the channel state
and the transmit power. A receiver observes the channel output
and the channel state and estimates the source realization. The
receiver also feeds back the channel state and an acknowledgment
for successful reception to the transmitter. We consider two
models for the source—finite state Markov chains and first-order
autoregressive processes. For the first model, using ideas from
team theory, we establish the structure of optimal transmission
and estimation strategies and identify a dynamic program to
determine optimal strategies with that structure. For the second
model, we assume that the noise process has unimodal and
symmetric distribution. Using ideas from majorization theory,
we show that the optimal transmission strategy is symmetric and
monotonic and the optimal estimation strategy is like Kalman
filter. Consequently, when there are a finite number of power
levels, the optimal transmission strategy may be described using
thresholds that depend on the channel state. Finally, we propose
a simulation based approach (Renewal Monte Carlo) to compute
the optimal thresholds and optimal performance and elucidate
the algorithm with an example.
Index Terms—Remote estimation, real-time communication,
renewal theory, symmetric and quasi-convex value and optimal
strategies, stochastic approximation
I. INTRODUCTION
A. Motivation and literature overview
Network control systems are distributed systems where
plants, sensors, controllers, and actuators are interconnected
via a communication network. Such systems arise in a variety
of applications such as IoT (Internet of Things), smart grids,
vehicular networks, robotics, etc. One of the fundamental
problem in network control system is remote estimation—
how should a sensor (which observes a stochastic process)
transmit its observations to a receiver (which estimates the
state of the stochastic process) when there is a constraint
on communication, either in terms of communication cost or
communication rate.
In this paper, we consider a remote estimation system
as shown in Fig. 1. The system consists of a sensor and
Preliminary version of this paper was presented in the 2016 IFAC Workshop
on Distributed Estimation and Control in Networked Systems (NecSys), in
2017 International Symposium of Information Theory (ISIT) and in 2017
American Control Conference (ACC).
The authors are with the Department of Electrical and
Computer Engineering, McGill University, QC, Canada. Email:
{jhelum.chakravorty@mail., aditya.mahajan@}mcgill.ca.
This research was funded through NSERC Discovery Accelerator Grant
493011.
TransmitterMarkov process ReceiverChannel with state St
Xt (Xt, Ut) (St, Yt) Xˆt
One step delayed feedback
Fig. 1: Remote estimation over channel with state.
an estimator connected over a time-varying wireless fading
channel. The sensor observes a Markov process and chooses
the power level to transmit its observation to the remote
estimator. Communication is noisy and the transmitted packet
may get dropped according to a probability that depends on the
channel state and the power level. When the packet is dropped
the receiver generates an estimate of the state of the source
according to previously received packets. The objective is to
choose power control and estimation strategies to minimize a
weighted sum of transmission power and estimation error.
Several variations of the above model have been consid-
ered in the literature. Models with noiseless communication
channels have been considered in [1]–[6]. Since the channel
is noiseless, these papers assume that there are only two power
levels: power level 0, which corresponds to not transmitting;
and power level 1, which corresponds to transmitting. Under
slightly different modeling assumptions, these papers identify
the structure of optimal transmission and estimation strategies
for first-order autoregressive sources with unimodal noise
and for higher order autoregressive sources with orthogonal
dynamics and isotropic Gaussian noise. It is shown that
the optimal transmission strategy is threshold-based, i.e., the
sensor transmits whenever the current error is greater than a
threshold. It is also shown that the optimal estimation strategy
is like Kalman filter: when the receiver receives a packet, the
estimate is the received symbol; when it does not receive the
packet, then the estimate is the one-step prediction based on
the previous symbol. Quite surprisingly, these results show
that there is no advantage in trying to extract information
about the source realization from the choice of the power
levels. The transmission strategy at the sensor is also called
event-triggered communication because the sensor transmits
when the event ‘error is greater than a threshold’ is triggered.
Models with i.i.d. packet-drop channels are considered in [7]–
[9], where it is assumed that the transmitter has two power
levels: ON or OFF. Remote estimation over additive noise
channel is considered in [10].
In this paper we consider a remote estimation problem over
packet-drop channel with Markovian state. We assume that the
receiver observes the channel state and feeds it back to the
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2transmitter with one step delay. Preliminary results for this
model are presented in [11], where attention was restricted
to a binary state channel with two input power values (ON
or OFF). In the current paper, we consider arbitrary number
of channel states and power levels. A related paper is [12],
in which a remote estimation over packet-drop channels with
Markovian state is considered. It is assumed that the sensor
and the receiver know the channel state. It is shown that
optimal estimation strategies are like Kalman filter. A detailed
comparison with [12] is presented in Section V-A.
Several approaches for computing the optimal transmis-
sion strategies have been proposed in the literature. For
noiseless channels, these include dynamic programing based
approaches [4], [5], [13], approximate dynamic programming
based approaches [14], renewal theory based approaches [15].
It is shown in [16] that for event-triggered scheduling, the
posterior density follows a generalized closed skew normal
(GCSN) distribution. For Markovian channels (when the state
is not observed), a change of measure technique to evaluate the
performance of an event-triggered scheme is presented in [17].
In this paper, we present a renewal theory based Monte Carlo
approach for computing the optimal thresholds. A preliminary
version of the results was presented in [9] for a channel with
i.i.d. packet drops.
B. Contributions
In this paper, we investigate team optimal transmission and
estimation strategies for remote estimation over time varying
packet-drop channels. We consider two models for the source:
finite state Markov source and first order autoregressive source
(over either integers or reals). Our main contributions are as
follows.
1) For finite sources, we identify sufficient statistics for both
the transmitter and the receiver and obtain a dynamic
programming decomposition to compute optimal trans-
mission and estimation strategies.
2) For autoregressive sources, we identify qualitative proper-
ties of optimal transmission and estimation strategies. In
particular, we show that the optimal estimation strategy is
like Kalman filter and the optimal transmission strategy
only depends on the current source realization and the
previous channel state (and does not depend on the
receiver’s belief of the source). Furthermore, when the
channel state is stochastically monotone (see Assump-
tion 1 for definition), then for any value of the channel
state, the optimal transmission strategy is symmetric
and quasi-convex in the source realization. Consequently,
when the power levels are finite, the optimal transmission
strategy is threshold-based, where the thresholds only
depend on the previous channel state.
3) We show that the above qualitative properties extend
naturally to infinite horizon models.
4) For infinite horizon models, we present a Renewal Theory
based Monte-Carlo algorithm to evaluate the performance
of any threshold-based strategy. We then combine it with
a simultaneous perturbation based stochastic approxi-
mation algorithm to provide an algorithm to compute
the optimal thresholds. We illustrate our results with a
numerical example of a remote estimation problem with
a transmitter with two power levels and a Gilbert-Elliott
erasure channel.
5) We show that the problem of transmitting over one of m
available i.i.d. packet-drop channels (at a constant power
level) can be considered as special case of our model.
We show that there exist thresholds {k(i)t }mi=1, such that
it is optimal to transmit over channel i if the error state
Et ∈ [k(i)t , k(i+1)t ). See Sec. V-C for details.
C. Notation
We use uppercase letters to denote random variables (e.g, X ,
Y , etc), lowercase letters to denote their realizations (e.g., x, y,
etc.). Z, Z≥0 and Z>0 denote respectively the sets of integers,
of non-negative integers and of positive integers. Similarly, R,
R≥0 and R>0 denote respectively the sets of reals, of non-
negative reals and of positive reals. For any set A, let 1A
denote its indicator function, i.e., 1A(x) is 1 if x ∈ A, else 0.
|A| denotes the cardinality of set A. ∆(X) denotes the space of
probability distributions of X. For any vector v ∈ Rn, vi ∈ R
denotes the i-th component of v. For any vector v and an
interval A = [a, b] of R, w = [v]A means that wi equals a
if vi ≤ a; equals vi if vi ∈ (a, b); and equals b if vi ≥ b.
Given a Borel subset A ⊆ R and a density pi, we use the
notation pi(A) :=
∫
A
pi(e)de. For any vector v, ∇v denotes
the derivative with respect to v.
D. The communication system
We consider a remote estimation system shown in Fig. 1.
The different components of the system are explained below.
1) Source model: The source is a first-order time-
homogeneous Markov chain {Xt}t≥0, Xt ∈ X. We consider
two models for the source.
• Finite state Markov source. In this model, we assume
that X is a finite set and denote the state transition matrix
by P , i.e., for any x, y ∈ X, Pxy = P(Xt+1 = y |
Xt = x).
• First-order autoregressive source. In this model, we
assume that X is either Z or R. The initial state X0 = 0
and for t ≥ 0, the source evolves as
Xt+1 = aXt +Wt, (1)
where a,Wt ∈ X and {Wt}t≥0 is an i.i.d. sequence where
Wt is distributed according to a symmetric and unimodal
distribution1 µ.
2) Channel model: The channel is a packet-drop channel
with state. The state process {St}t≥0 ∈ S, is a first-order
time-homogeneous Markov chain with transition probability
matrix Q. We assume that S is finite. This is a standard model
for time-varying wireless channels [18], [19].
The input alphabet of the channel is X and the output
alphabet is Y := X∪{E} where the symbols E denotes that no
1With a slight abuse of notation, when X = R, we consider µ to the
probability density function and when X = Z, we consider µ to be the
probability mass function.
3packet was received. At time t, the channel output is denoted
by Yt.
The packet drop probability depends on the input power
Ut ∈ U, where U is the set of allowed power levels. We
assume that U is a subset of R≥0 and U is either a finite
set of the form {0, u(1), . . . , umax} or an interval of the form
[0, umax], i.e., U is uncountable. When Ut = 0, it means that
the transmitter does not send a packet. In particular, for any
realization (x0:T , s0:T , u0:T , y0:T ) of (X0:T , S0:T , U0:T , Y0:T ),
we have
P(St = st | X0:t = x0:t, S0:t−1 = s0:t−1, U0:t = u0:t)
= P(St = st | St−1 = st−1) = Qst−1st , (2)
and
P(Yt = yt | X0:t = x0:t, S0:t = s0:t, U0:t = u0:t)
=

1− p(st, ut), if yt = xt
p(st, ut), if yt = E
0, otherwise,
(3)
where p(st, ut) is the probability that a packet transmitted with
power level ut when the channel is in state st is dropped. We
assume that the set S of the channel states is an ordered set
where a larger state means a better channel quality. Then, for
all s ∈ S, p(s, u) is (weakly) decreasing in u with p(s, 0) = 1
and p(s, umax) ≥ 0. Furthermore, we assume that for all u ∈
U, p(s, u) is decreasing in s.
E. The decision makers and the information structure
There are two decision makers in the system—the trans-
mitter and the receiver. At time t, the transmitter chooses
the transmit power Ut while the receiver chooses an estimate
Xˆt ∈ X. Let I1t and I2t denote the information sets at the
transmitter and the receiver respectively.
The transmitter observes the source realization Xt. In ad-
dition, there is one-step delayed feedback from the receiver
to the transmitter.2 Thus, the information available at the
transmitter is
I1t = {X0:t, U0:t−1, S0:t−1, Y0:t−1}.
The transmitter chooses the transmit power Ut according to
Ut = ft(I
1
t ) = ft(X0:t, U0:t−1, S0:t−1, Y0:t−1), (4)
where ft is called the transmission rule at time t. The collec-
tion f := (f0, f1, . . . ) for all time is called the transmission
strategy.
The receiver observes Yt and, in addition, observes the chan-
nel state St. Thus, the information available at the receiver is
I2t = {S0:t, Y0:t}.
The receiver chooses the estimate Xˆt is chosen according to
Xˆt = gt(I
2
t ) = gt(S0:t, Y0:t), (5)
where gt is called the estimation rule at time t. The collection
g := (g0, g1, . . . ) for all time is called the estimation strategy.
The collection (f , g) is called a communication strategy.
2Note that feedback of Yt requires 1 bit to indicate whether the packet was
received or not and feedback of St requires
⌈
log2 |S|
⌉
bits.
F. The performance measures and problem formulation
At each time t, the system incurs two costs: a transmission
cost λ(Ut) and a distortion or estimation error d(Xt, Xˆt).
Thus, the per-step cost is
c(Xt, Ut, Xˆt) = λ(Ut) + d(Xt, Xˆt).
We assume that λ(u) is (weakly) increasing in u with λ(0) = 0
and λ(umax) < ∞. For the autoregressive source model, we
assume that the distortion is given by d(Xt − Xˆt), where d(·)
is even and quasi-convex with d(0) = 0.
We are interested in the following optimization problems:
Problem 1 (Finite horizon) In the model described above,
identify a communication strategy (f∗, g∗) that minimizes the
total cost given by
JT (f , g) := E
[ T−1∑
t=0
c(Xt, Ut, Xˆt)
]
. (6)
Problem 2 (Infinite horizon) In the model described above,
given a discount factor β ∈ (0, 1], identify a communication
strategy (f∗, g∗) that minimizes the total cost given as follows:
1) For β ∈ (0, 1),
Jβ(f , g) = (1− β)E
[ ∞∑
t=0
βtc(Xt, Ut, Xˆt)
]
. (7)
2) For β = 1,
J1(f , g) = lim
T→∞
1
T
E
[ T−1∑
t=0
c(Xt, Ut, Xˆt)
]
. (8)
Remark 1 In the above model, it has been assumed that
whenever the transmitter transmits (i.e., Ut 6= 0), it sends the
source realization uncoded. This is without loss of generality
because the channel input alphabet is the same as the source
alphabet and the channel is symmetric. For such models,
coding does not improve performance [20].
Problems 1 and 2 are decentralized stochastic control prob-
lems. The main conceptual difficulty in solving such problems
is that the information available to the decision makers and
hence the domain of their strategies grow with time, making
the optimization problem combinatorial. One could circumvent
this issue by identifying a suitable information state at the de-
cision makers, which do not grow with time. In the following
section, we discuss one such method to establish the structural
results.
II. MAIN RESULTS FOR FINITE STATE MARKOV SOURCES
A. Structure of optimal communication strategies
We establish two types of structural results. First, we use
person-by-person approach to show that (X0:t−1, U0:t−1) is
irrelevant at the transmitter (Lemma 1); then, we use the
common information approach of [21] and establish a belief-
state for the common information (S0:t, Y0:t) between the
transmitter and the receiver (Theorem 1).
4Lemma 1 For any estimation strategy of the form (5), there
is no loss of optimality in restricting attention to transmission
strategies of the form
Ut = ft(Xt, S0:t−1, Y0:t−1). (9)
The proof proceeds by establishing that the process
{Xt, S0:t−1, Y0:t−1}t≥0 is a controlled Markov process con-
trolled by {Ut}t≥0. See Appendix A for details.
For any strategy f of the form (9) and any realization
(s0:T , y0:T ) of (S0:T , Y0:T ), define ϕt : X→ U as
ϕt(x) = ft(x, s0:t−1, y0:t−1), ∀x ∈ X.
Furthermore, define conditional probability measures pi1t and
pi2t on X as follows: for any x ∈ X,
pi1t (x) := P
f (Xt = x | S0:t−1 = s0:t−1, Y0:t−1 = y0:t−1),
pi2t (x) := P
f (Xt = x | S0:t = s0:t, Y0:t = y0:t).
We call pi1t the pre-transmission belief and pi
2 the post-
transmission belief. Note that when (S0:T , Y0:T ) are random
variables, then pi1t and pi
2
t are also random variables (taking
values in ∆(X)), which we denote by Π1t and Π2t .
For the ease of notation, define B(pi1, s, ϕ) as follows:
B(pi1, st, ϕ) := P(Yt = E |S0:t = s0:t, Y0:t−1 = y0:t−1)
=
∑
xt∈X
pi1(xt)p(st, ϕ(xt)). (10)
Furthermore, define pi1|ϕt,s as follows:
pi1|ϕ,s(x) := pi
1(x)p(s, ϕ(x))
B(pi1, s, ϕ)
. (11)
Then, using Baye’s rule one can show the following:
Lemma 2 Given any transmission strategy f of the form (9):
1) there exists a function F 1 such that
pi1t+1 = F
1(pi2t ) = pi
2
tP. (12)
2) there exists a function F 2 such that
pi2t = F
2(pi1t , st, ϕt, yt) =
{
δyt , if yt ∈ X
pi1t |ϕt,st , if yt = E.
(13)
Note that in (12), we are treating pi2t as a row-vector and
in (13), δyt denotes a Dirac measure centered at yt. The
update equations (12) and (13) are standard non-linear filtering
equations. See supplementary material for proof.
Theorem 1 In Problem 1 with finite state Markov source, we
have that:
1) Structure of optimal strategies: There is no loss of
optimality in restricting attention to transmission and
estimation strategies of the form:
Ut = f
∗
t (Xt, St−1,Π
1
t ), (14)
Xˆt = g
∗
t (Π
2
t ). (15)
2) Dynamic program: Let ∆(X) denote the space of
probability distributions on X. Define value functions
V 1t : ∆(X)×S→ R and V 2t : ∆(X)×S→ R as follows:
for any st ∈ S,
V 1T+1(pi
1
t , st) = 0, (16)
and for t ∈ {T, . . . , 0}
V 1t (pi
1
t , st) = min
ϕt : X→U
{
Λ(pi1t , ϕt) +Ht(xt, pi
1
t , st, ϕt)
}
,
(17)
V 2t (pi
2
t , st) = min
xˆ∈X
D(pi2t , xˆ) + V
1
t+1(pi
2
tP, st), (18)
where
Λ(pi1, ϕ) :=
∑
x∈X
λ(ϕ(x))pi1(x),
Ht(x, pi
1, s, ϕ) := B(pi1, s, ϕ)V 2t (δx, s)
+ (1−B(pi1, s, ϕ))V 2t (pi1|ϕ,s, s),
D(pi2, xˆ) :=
∑
x∈X
d(x, xˆ)pi2(x).
Let Ψt(s, pi1) denote the arg min of the right hand side
of (17) and g∗t (pi
2
t ) := arg minxˆ∈XD(pi
2, xˆ). Then, the
optimal transmission strategy is given by
f∗t (·, s, pi1t ) = Ψt(s, pi1t )
and the optimal estimation strategy is given by g∗t .
The proof follows from the common information ap-
proach [21]. See Appendix B for details.
Remark 2 The first term in (17) is the expected communica-
tion cost, the second term is the expected cost-to-go. The first
term in (18) is the expected distortion and the second term is
the expected cost-to-go.
Remark 3 In (17) we use min instead of inf for the following
reasons. Let Φ denote the set of functions from X to U, which
is equal to
∏
x∈X U (since X is finite). When U is finite, Φ
is also finite and thus we can use min in (17). When U is
uncountable, Φ is a product of compact sets and hence is
compact and thus we can use min in (17).
Remark 4 Note that the dynamic program in Theorem 1
is similar to a dynamic program for a partially observable
Markov Decision Process (POMDP) with finite state space
and finite or uncountable action space (see Remark 3). Thus,
the dynamic program can be extended to infinite horizon
discounted cost model after verifying standard assumptions.
However, doing so does not provide any additional insight,
so we do not present infinite horizon results for this model.
We will do so for the autoregressive source model later in
the paper, where we provide an algorithm to find the optimal
time-homogeneous strategy for infinite horizon criteria.
III. MAIN RESULTS FOR AUTOREGRESSIVE SOURCES
A. Structure of optimal trategies for finite horizon model
We start with a change of variables. Define a process
{Zt}t≥0 as follows: Z0 = 0 and for t ≥ 0,
Zt =
{
aZt−1, if Yt = E
Yt, if Yt ∈ X.
5Next, define processes {Et}t≥0, {E+t }t≥0, which we call
the error processes and {Eˆt}t≥0 as follows:
Et := Xt − aZt−1, E+t := Xt − Zt, Eˆt := Xˆt − Zt.
The processes {Et}t≥0 and {E+t }t≥0 are related as follows:
E0 = 0, E+0 = 0, and for t ≥ 0,
E+t =
{
Et, if Yt = E
0, if Yt ∈ X
and Et+1 = aE+t +Wt. (19)
The above dynamics may be rewritten as
Et+1 =
{
aEt +Wt, if Yt = E
Wt, if Yt 6= E.
(20)
Since Xt − Xˆt = E+t − Eˆt, we have that d(Xt − Xˆt) =
d(E+t − Eˆt). Thus, with this change of variables, the per-step
cost may be written as λ(Ut) + d(E+t − Eˆt).
Note that Zt is a deterministic function of Y0:t. Hence, at
time t, Zt−1 is measurable at the transmitter and thus Et
is measurable at the transmitter. Moreover, at time t, Zt is
measurable at the receiver.
Lemma 3 For any transmission and estimation strategies of
the form (9) and (5), there exists an equivalent transmission
and estimation strategy of the form:
Ut = f˜t(Et, S0:t−1, Y0:t−1), (21)
Xˆt = g˜t(S0:t, Y0:t) + Zt. (22)
Moreover, for any transmission and estimation strategies of
the form (21)–(22), there exist transmission and estimation
strategies of the form (9) and (5) that are equivalent.
The proof is given in Appendix C.
An implication of Lemma 3 is that we may assume that the
transmitter transmits Et and the receiver estimates
Eˆt = Xˆt − Zt = g˜t(S0:t, Y0:t).
For this model, we can further simplify the structures of
optimal transmitter and estimator as follows.
Theorem 2 In Problem 1 with first-order autoregressive
source, we have that:
1) Structure of optimal estimation strategy: At each time t,
there is no loss of optimality in choosing the estimates
{Eˆt}t≥0 as
Eˆt = 0,
or, equivalently, choosing the estimates {Xˆt}t≥0 as:
Xˆ0 = 0, and for t > 0,
Xˆt =
{
aXˆt−1, if Yt = E
Yt, if Yt ∈ R
(23)
2) Structure of optimal transmission strategy: There is no
loss of optimality in restricting attention to transmission
strategies of the form
Ut = f˜t(Et, St−1). (24)
3) Dynamic programming decomposition: Recursively de-
fine the following value functions: for any e ∈ R and
s ∈ S,
JT+1(e, s) = 0, (25)
and for t ∈ {T, . . . , 0},
Jt(e, s) = min
u∈U
H¯t(e, s, u), (26)
where
H¯t(e, s, u) = λ(u) +
∑
s′∈S
Qss′p(s
′, u)d(e)
+ E[Jt+1(Et+1, St) |Et = e, St−1 = s, Ut = u].
Let f˜∗t (e, s) denote the arg min of the right hand
side of (26). Then the transmission strategy f˜∗ =
(f˜∗0 , . . . , f˜
∗
T ) is optimal.
See Appendix D for the proof.
B. Monotonicity and quasi-convexity of the optimal solution
For autoregressive sources we can establish monotonicity
and quasi-convexity of the optimal solution. To that end, let
us assume the following.
Assumption 1 The channel transition matrix Q is stochastic
monotone, i.e., for all i, j ∈ {1, . . . , n} such that i > j and
for any ` ∈ {0, . . . , n− 1},
n∑
k=`+1
Qik ≥
n∑
k=`+1
Qjk.
Theorem 3 For any t ∈ {0, . . . , T}, we have the following:
1) For all s ∈ S, Jt(e, s) is even and quasi-convex in e.
Furthermore, under Assumption 1,
2) For every e ∈ X, Jt(e, s) is decreasing in s.
3) For every s ∈ S, the transmission strategy f˜t(e, s) is even
and quasi-convex in e.
Sufficient conditions under which the value function and
the optimal strategy are even and quasi-convex are identified
in [22, Theorem 1]. Properties 1 and 3 follow because the
above model satisfies these sufficient conditions. Property 2
follows from standard stochastic monotonicity arguments. The
details are presented in the supplementary material.
An immediate consequence of Theorem 3 is the following:
Corollary 1 Suppose that Assumption 1 is satisfied and U
is finite set given by U = {0, u(1), . . . , u(m)}. For any i ∈
{0, 1, . . . ,m}, define3
k
(i)
t (s) := inf{e ∈ R≥0 : f˜t(e, s) = u(i)}.
For ease of notation, define k(m+1)t (s) =∞.
Then, the optimal strategy is a threshold based strategy
given as follows: for any s ∈ S, i ∈ {0, . . . ,m} and
|e| ∈ [k(i)t (s), k(i+1)t (s)),
f˜t(e, s) = u
(i). (27)
3Note that k(0)t (s) = 0 and Theorem 3 implies k
(i)
t (s) ≤ k(i+1)t (s) for
any i ∈ {0, 1, . . . ,m}.
6Some remarks:
1) It can be shown that under the optimal strategy, Π2t is
symmetric and unimodal (SU) (see Definition 1) around
Xˆt and, therefore, Π1t is SU around aXˆt−1. Thus, the
transmission and estimation strategies in Theorem 2
depend on the pre- and post-transmission beliefs only
through their means.
2) Since the distortion function is even and quasi-convex,
we can write the threshold conditions
k
(i−1)
t (s) ≤ |e| < k(i)t (s)
in (27) as
d(k
(i−1)
t (s)) ≤ d(e) < d(k(i)t (s)).
Thus, if we define distortion levels D(i)t (s) =[
d(k
(i−1)
t (s)), d(k
(i)
t (s))
)
, then we can say that the op-
timal strategy is to transmit at power level u(i) if Et ∈
D
(i)
t (St−1).
3) When Yt = E, the update of the optimal estimate is same
as the update equation of Kalman filter. For this reason,
we refer to the estimation strategy (23) as a Kalman-filter
like estimator.
C. Generalization to infinite horizon model
Given a communication strategy (f , g), let D(f,g)β (e, s) and
P
(f,g)
β (e, s) denote respectively the expected distortion and
expected transmitted prower when the system starts in state
(e, s), i.e., for β ∈ (0, 1),
D
(f,g)
β (e, s) := (1− β)E(f,g)
[ ∞∑
t=0
βtd(Et) |E0 = e, S−1 = s
]
,
P
(f,g)
β (e, s) := (1− β)E(f,g)
[ ∞∑
t=0
βtλ(Ut) |E0 = e, S−1 = s
]
,
and for β = 1,
D
(f,g)
1 (e, s) := lim
T→∞
1
T
E(f,g)
[ T−1∑
t=0
d(Et) |E0 = e, S0 = s
]
,
P
(f,g)
1 (e, s) := lim
T→∞
1
T
E(f,g)
[ T−1∑
t=0
λ(Ut) |E0 = e, S0 = s
]
.
Then, the performance of the strategy (f , g) when the system
starts in state (e, s) is given by
J
(f,g)
β (e, s) := D
(f,g)
β (e, s) + P
(f,g)
β (e, s).
The structure of optimal estimator, as established in Theo-
rem 2, continues to hold for the infinite horizon setup as well.
Thus, we can restrict attention to Kalman-filter like estimator
given by (23) and look at the problem of finding the best
response transmission strategy. This is a single agent stochastic
control problem. If the per-step distortion is unbounded, then
we need the following assumption—which implies that there
exists a strategy whose performance is bounded—for the
infinite horizon problem to be meaningful.
Assumption 2 Let f (0) denote the transmission strategy that
always transmits at power level umax and g∗ denote the
Kalman-filter like strategy given by (23). Then, for given
β ∈ (0, 1], and for all e ∈ X and s ∈ S, D(f(0),g)β (e, s) <∞.
Assumption 2 is always satisfied if d(·) is bounded. For β =
1, d(e) = e2 and S = {0, 1}, the condition a2(1 −Q00) < 1
is sufficient for Assumption 2 to hold (see [23, Theorem 8]
and [24, Corollary 12]). Similar sufficient conditions are given
in [25, Theorem 1] for vector-valued Markov source processes
with a Markovian packet-drop channel.
We now state the main theorem of this section.
Theorem 4 In Problem 2 with first-order autoregressive pro-
cesses under Assumption 2, we have that
1) Structure of optimal estimation strategy: The time-
homogeneous strategy g˜∗ = {g˜∗, g˜∗, . . . }, where g˜∗ is
given by (23), is optimal.
2) Structure of optimal transmission strategy: There is
no loss of optimality in restricting attention to time-
homogeneous transmission strategies of the form
Ut = f˜β(Et, St−1).
3) Dynamic programming decomposition: For β ∈ (0, 1),
let Jβ be the smallest bounded solution of the following
fixed point equation: for all e ∈ R and s ∈ S,
Jβ(e, s) = min
u∈U
H¯β(e, s, u), (28)
where
H¯β(e, s, u) = (1− β)λ(u) +
∑
s′∈S
Qss′p(s
′, u)d(e)
+ βE[Jβ(Et+1, St) |Et = e, St−1 = s, Ut = u].
Let f˜∗β(e, s) denote the arg min of the right hand side
of (28). Then the transmission f˜∗β = (f˜
∗
β , f˜
∗
β , . . . ) is
optimal.
4) Results for β = 1: Let f˜∗1 be any limit point of
{f˜∗β}β∈(0,1) as β ↑ 1. Then, f˜∗1 is optimal strategy for
Problem 2 with β = 1.
The proof is given in Appendix E.
Remark 5 We are not asserting that the dynamic pro-
gram (28) has a unique fixed point. To make such an assertion,
we would need to check the sufficient conditions for Banach
fixed point theorem. These conditions [26] are harder to check
than the sufficient conditions (P1)–(P3) of Proposition 2 that
we verify in Appendix E.
Corollary 2 The monotonicity properties of Theorem 3 hold
for the infinite horizon value function Jβ and transmission
strategy f˜β as well.
An immediate consequence of Corollary 2 is the following:
Corollary 3 Suppose that Assumption 1 is satisfied and U
is finite set given by U = {0, u(1), . . . , u(m)}. For any i ∈
{0, 1, . . . ,m}, define4
k
(i)
β (s) := inf{e ∈ R≥0 : f˜(e, s) = u(i)}.
4Note that k(0)β (s) = 0 and Corollary 2 implies k
(i)
β (s) ≤ k
(i+1)
β (s) for
any i ∈ {0, 1, . . . ,m}.
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Fig. 2: Timeline for pre- and post-transmission error state.
For ease of notation, define k(m+1)β (s) =∞.
Then, the optimal strategy is a threshold based strategy
given as follows: for any s ∈ S, i ∈ {0, . . . ,m} and
|e| ∈ [k(i)β (s), k(i+1)β (s)),
f˜β(e, s) = u
(i). (29)
IV. COMPUTING OPTIMAL THRESHOLDS FOR
AUTOREGRESSIVE SOURCES WITH FINITE ACTIONS
Suppose the power levels are finite and given by
U = {0, u(1), . . . , u(m)}, m ∈ Z>0,
with u(i) < u(i+1) and i ∈ {0, 1, . . . ,m − 1}. From Corol-
lary 3, we know that the optimal strategy for Problem 2 is a
time-homogeneous threshold-based strategy of the form (27).
Let k denote the thresholds {k(i)β (s)} and f (k) denote the strat-
egy (29). In this section, we first derive formulas for computing
the performance of a general threshold-based strategy f (k)β of
the form (27) and then propose a stochastic approximation
based algorithm to identify the optimal thresholds.
It is conceptually simpler to work with a post-decision
model where the pre-decision state is Et and the post-decision
state is E+t given by (19). The timeline of the various system
variables is shown in Fig. 2. In this model, the per-step cost
is given by λ(Ut) + d(E+t ).
5
A. Performance of an arbitrary threshold-based strategy
For β ∈ (0, 1], pick a reference channel state s◦ ∈ S. Given
an arbitrary threshold-based strategy f (k)β , suppose the system
starts in state (E+−1, S−1) = (0, s
◦) and follows strategy f (k)β .
Then, the process {(E+t , St)}t≥0 is a Markov process. Let
τ (0) = 0 and for n ∈ Z>0 let
τ (n) := {t > τ (n−1) : (E+t−1, St−1) = (0, s◦)}
denote the stopping times when the Markov process
{(E+t , St)}t≥0 revisits (0, s◦). We say that the Markov process
regenerates at times {τ (n)}n∈Z≥0 and refer to the interval
{τ (n), . . . , τ (n−1)} as the n-th regenerative cycle.
Define the following:
• L(k)β : the expected cost during a regenerative cycle, i.e.,
L
(k)
β := E
[ τ(1)−1∑
t=0
βt(λ(Ut) + d(E
+
t ))
∣∣∣
E+−1 = 0, S−1 = s
◦
]
. (30)
5From Theorem 2, we have that Eˆt = 0. Thus, d(E+t − Eˆt) = d(E+t ).
• M (k)β : the expected time during a regenerative cycle, i.e.,
M
(k)
β := E
[ τ(1)−1∑
t=0
βt
∣∣∣ E+−1 = 0, S−1 = s◦]. (31)
Using ideas from renewal theory, we have the following.
Theorem 5 For any β ∈ (0, 1], the performance of threshold-
based strategy f (k)β is given by
C
(k)
β := Cβ(f
(k)
β , g
∗) =
L
(k)
β
M
(k)
β
. (32)
See Appendix F for the proof.
B. Necessary condition for optimality
In order to find the optimal threshold, we first observe the
following.
Lemma 4 For any β ∈ (0, 1], L(k)β and M (k)β are dif-
ferentiable with respect to k. Consequently, C(k)β is also
differentiable.
The proof of Lemma 4 follows from first principles using an
argument similar to that in the supplementary material for [15].
Let ∇kL(k)β , ∇kM (k)β and ∇kC(k)β denote the derivatives of
L
(k)
β , M
(k)
β and C
(k)
β respectively. Then, a sufficient condition
for optimality is the following.
Proposition 1 A necessary condition for thresholds k∗ to be
optimal is that N (k
∗)
β = 0, where
N
(k∗)
β := M
(k)
β ∇kL(k)β − L(k)β ∇kM (k)β .
Proof: The result follows from observing that ∇kC(k)β =
N
(k)
β /(M
(k)
β )
2.
Remark 6 If C(k)β is convex in k, then the condition in Propo-
sition 1 is also sufficient for optimality. Based on numerical
calculations we have observed that C(k)β is convex in k but
we have not been able to prove it analytically.
C. Stochastic approximation algorithm to compute optimal
thresholds
In this section we present an iterative algorithm based on si-
multaneous perturbation and renewal Monte Carlo (RMC) [9],
[27] to compute the optimal thresholds. We present this
algorithm under the following assumption.
Assumption 3 There exists a K ∈ X≥0 such that for the
optimal transmission strategy
k(m−1)(s) ≤ K, ∀s ∈ S.
Remark 7 Assumption 3 is equivalent to stating that for
each channel state s, there is a state e∗(s) such that for all
e ≥ e∗(s), the optimal transmission strategy transmits at the
maximum power level umax in state (e, s). Assumption 3 is
similar to the channel saturation assumption in [14, Assump-
tion 1] and [12, Remark 5].
8Under Assumption 3, there is no loss of optimality in
restricting attention to threshold strategies in the set
K := {k : k(i)(s) ≤ K, ∀s ∈ S, i ∈ {0, . . . ,m− 1}}.
The main idea behind RMC is as follows. Given a threshold
k, consider the following sample-path based unbiased estima-
tors of L(k)β and M
(k)
β :
L̂
(k)
β :=
1
N
N−1∑
n=0
τ(n+1)−1∑
t=τ(n)
βt−τ
(n)
[
λ(Ut) + d(E
+
t )
]
, (33)
M̂
(k)
β :=
1
N
N−1∑
n=0
τ(n+1)−1∑
t=τ(n)
βt−τ
(n)
, (34)
where N is a large non-negative integer.
Then, simultaneous perturbation based unbiased estimators
of ∇kL(k)β and ∇kM (k)β are given by
∇̂L(k)β = δ(L̂(k+cδ)β − L̂(k−cδ)β )/2c, (35)
∇̂M(k)β = δ(M̂(k+cδ)β − M̂(k−cδ)β )/2c, (36)
where δ is an appropriately chosen random variable having
the same dimension as k and c is a small positive constant.
Typically, all components of δ are chosen independetly as
either Rademacher(±1) [28], [29] or Normal(0, 1) [30], [31].
If the estimates (L̂(k)β , M̂
(k)
β ) and (∇̂L(k)β , ∇̂M(k)β ) are gener-
ated from from independent sample paths, then the unbiased-
ness and independence of these estimates imply that
N̂
(k)
β := M̂
(k)
β ∇̂L(k)β − L̂(k)β ∇̂M(k)β
is an unbiased estimator of N (k)β .
Then, the RMC algorithm to compute the optimal threshold
is as follows.
1) Let j = 0 and pick any initial guess k0.
2) For sufficiently large number of iterations do
a) Generate L̂(kj)β and M̂
(kj)
β according to (33)–(34).
b) Sample a random direction δ.
c) Generate ∇̂L(kj)β and ∇̂M(kj)β according to (35)–(36).
d) Compute:
N̂
(kj)
β := M̂
(kj)
β ∇̂L(kj)β − L̂(kj)β ∇̂M(kj)β .
e) Update:
kj+1 = [kj − αjN̂(kj)β ]K,
where [·]K denotes projection on to the set K and {αj}
is a sequence of learning rates that satisfy
∑∞
j=1 αj =
∞ and ∑∞j=1 α2j <∞.
f) Set j = j + 1.
We assume the following (which is a standard assumption
for stochastic approximation algorithms, see e.g., [31, As-
sumption 5.6]).
Assumption 4 The set of globally asymptotically stable equi-
librium of the ODE
dk
dt
= −N(k)β
is compact.
TABLE I: Optimal thresholds and performance for different
values of communication cost for β = 0.9
λ1 k(0) k(1) C
(k)
β
(mean± 2σ) (mean± 2σ) (mean± 2σ)
50 8.669± 1.408 4.465± 0.061 4.991± 0.015
66.67 9.438± 1.592 4.914± 0.056 5.440± 0.009
83.33 9.843± 1.212 5.290± 0.061 5.791± 0.008
100 10.235± 1.259 5.635± 0.063 6.087± 0.009
116.67 10.377± 1.227 5.943± 0.063 6.334± 0.013
133.33 10.821± 1.053 6.226± 0.068 6.557± 0.010
150 10.991± 1.203 6.492± 0.065 6.750± 0.017
166.67 11.238± 1.105 6.744± 0.076 6.911± 0.008
183.33 11.523± 1.089 6.975± 0.080 7.070± 0.007
200 11.660± 1.056 7.203± 0.086 7.198± 0.014
Theorem 6 Consider the sequence of iterates {kj}j≥0 ob-
tained by the RMC algorithm described above. Let k∗ be any
limit point of {kj}j≥0. Then, under Assumptions 3 and 4,
N
(k∗)
β = 0 and therefore ∇kC(k
∗)
β = 0.
Proof: The proof follows from [27, Corollary 1].
D. Numerical example
Consider a real-valued autoregressive source with a = 1,
µ = Normal(0, 1) and a Gilbert-Elliott channel [32], [33]
with state space S = {0, 1}, transition matrix Q = [ 0.3 0.70.1 0.9 ],
power levels U = {0, 1}, loss probability
p(0, 0) = 1, p(0, 1) = 0.7, p(1, 0) = 1, p(1, 1) = 0.2,
transmission cost λ(0) = 0, λ(1) = λ1, and discount factor
β = 0.9. It can be verified that Q is stochastic monotone.
Thus, Assumption 1 is satisfied.
We run the RMC algorithm with s◦ = 0, N = 1000, the
learning rates {αj} chosen according to ADAM [34] (with α
parameter of ADAM equal to 0.1 and other parameters taking
their default values as stated in [34]), δ = Normal(0, 1) and
c = 0.1. Note that since m = 1, k(0)(s) = 0, and we simply
use k(0) and k(1) to denote k(1)(0) and k(1)(1).
We pick 10 uniformly spaced values of λ1 in [50, 200] and
run the RMC algorithm for 30,000 iterations. Since the output
is stochastic, we repeat each experiment 100 times. We take
the value of k at the end of each run and compute C(k)β
using Ĉ(k)β = L̂
(k)
β /M̂
(k)
β , where we compute L̂
(k)
β and M̂
(k)
β
by averaging over N = 106 renewals. The value of k at the
end of the run and C(k)β are shown in Table I. The table also
shows the two-standard deviation (denoted by σ) uncertainty
on k and C(k)β .
A plot of k versus iterations for λ1 ∈ {100, 200} is shown
in Fig. 3. This shows that the thresholds converge relatively
quickly.
V. DISCUSSIONS
A. Comparison with the results of [12]
Remote estimation over a packet-drop channel with Marko-
vian state was recently considered in [12]. In [12] it is
assumed that the transmitter knows the current channel state.
In contrast, in our model we assume that the receiver observes
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Fig. 3: The thresholds versus iterations for different values of λ1. The experiment is repeated 100 times. The bold lines represent
the sample means and the shaded regions correspond to mean ± twice the standard deviation (2σ) across the runs.
the channel state and sends it back to the transmitter. So, the
transmitter has access to a one-step delayed channel state.
In [12], the authors pose the problem of identifying the
optimal transmission and estimation strategies for infinite
horizon average cost setup for vector-valued autoregressive
sources. They identify the common information based dynamic
program and identify technical conditions under which the
dynamic program has a deterministic solution. The dynamic
program in [12] may be viewed as the infinite horizon average
cost equivalent of the finite horizon dynamic program in
Theorem 1. They then show that when the source dynamics
are orthogonal and the noise dynamics are isotropic, there
is no loss of optimality in restricting attention to estimation
strategies of the form (15) and transmission strategies of the
form (14). In addition, for every pi ∈ ∆(X) and s ∈ S,
ζt(·) := ft(·, s, pi) is symmetric and quasi-convex. This
structural property of the transmitter implies that when the
power levels are finite, there exist thresholds {kit(s, pi)}m−1i=0
such that the optimal strategy is a threshold based strategy
as follows: for any s ∈ S, pi ∈ ∆(X), i ∈ {0, . . . ,m} and
|e| ∈ [k(i)t (s, pi), k(i+1)t (s, pi)),
ft(e, s, pi) = u
(i). (37)
In this paper, we follow a different approach. We investigate
both finite Markov sources and first order autoregressive
sources. For Markov sources, we first show that there is no loss
of optimality in restricting attention to estimation strategies of
the form (15) and transmission strategies of the form (14).
For autoregressive sources, we show that the structure of
the transmission strategies can be further simplified to (23)
and (24). In addition for every s ∈ S, ϕt(·) = f˜t(·, s) is
symmetric and quasi-convex. This structural property of the
transmitter implies that when the power levels are finite, there
exist thresholds {kit(s)}m−1i=0 auch that the optimal strategy is
a threshold based strategy given by (27).
Once we restrict attention to estimation strategy of the
form (23), the best response strategy at the transmitter is a
centralized MDP. This allows us to establish the existence
of optimal deterministic strategies for both discounted and
average cost infinite horizon models without having to resort
to the detailed technical argument presented in [12].
Note that in the threshold-based strategies (37) identified
in [12], the thresholds depend on the belief state pi, while
in the threshold-based strategies (27) identified in this paper,
the thresholds do not depend on pi. We exploit this lack of
dependence on pi to develop a renewal theory based method
to compute the performance of a threshold based strategy. The
algorithm proposed in this paper will not work for threshold
strategies of the form (37) due to the dependence on pi (which
is uncountable).
B. Comparison with the results of [15]
A method for computing the optimal threshold for remote
estimation over noiseless communication channel (i.e., no
packet drop) is presented in [15]. That method relies on
computing L(k)β and M
(k)
β by solving the balance equations
(which are Fredholm integral equations of the second kind) for
the truncated Markov chain. When the channel is a packet-
drop channel, the kernel of the Fredholm integral equation
is discontinuous. Moreover, when the channel has state, the
integral equation is multi-dimensional. Solving such integral
equations is computationally difficult. The simulation based
methods presented in this paper circumvent these difficulties.
C. The special case with i.i.d. packet-drop channels
Consider the case when the packet drops are i.i.d., which
can be viewed as a Markov channel with a single state (i.e.,
|S| = 1). Thus we may drop the dependence on s from the
value function and the strategies. Furthermore, Assumption 1
is trivially satisfied. Thus the result of Theorem 3 simplifies
to the following.
Corollary 4 For Problem 1 with i.i.d. packet drops the value
function Jt(e) and the optimal transmission strategy ft(e) are
even and quasi-convex.
The above result is same as [7, Theorem 1]. Furthermore, when
the power levels are finite, the optimal transmission strategy
is characterized by thresholds (k(1)t , . . . , k
(m−1)
t ). For infinite
horizon models the thresholds are time-invariant.
In addition, the renewal relationships of Theorem 5 contin-
ues to hold. The stopping times {τ (n)}n≥0 correspond to times
of successful reception and the proposed renewal Monte-Carlo
algorithm is similar in spirit to [9]. Note that the algorithm
proposed in [9] uses simultaneous perturbation to find the
minimum of C(k)β , where C
(k)
β is evaluated using renewal
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Fig. 4: Remote estimation over multiple channels.
relationships. The algorithm proposed in this paper is different
and uses simultaneous perturbations to find the roots of N (k)β ,
which coincide with the roots of ∇kC(k)β .
It is worth highlighting that when the power levels are finite,
the model can also be interpreted as a remote estimator that has
the option of transmitting (at a constant power level) over one
of m available i.i.d. packet-drop channels, as shown in Fig 4.
For channel i, i ∈ {1, . . . ,m}, the transmission cost is λ(i)
and the drop probability is p(i). We assume that the channels
are ordered6 such that λ(1) ≤ · · · ≤ λ(m) and p(1) ≥ · · · ≥
p(m). In addition, the sensor has the option of not transmitting,
which is denoted by i = 0. Note that λ(0) = 0 and p(0) =
1. As argued above, the optimal transmission strategy in this
case is characterized by thresholds (k(1)t , . . . , k
(m−1)
t ) and the
sensor transmits over channel i, where i is such that |et| ∈
[k
(i)
t , k
(i+1)
t ) (and we assume that k
(0)
t = 0 and k
(m)
t = ∞).
The above result is similar in spirit to [35], which considers
i.i.d. source and additive noise channels.
VI. CONCLUSION
In this paper, we study remote estimation over a Markovian
channel with feedback. We assume that the channel state is
observed by the receiver and fed back to the transmitter with
one unit delay. In addition, the transmitter gets ACK/NACK
feedback for successful/unsuccessful transmission. Using ideas
from team theory, we establish the structure of optimal trans-
mission and estimation strategies for finite Markov sources and
identify a dynamic program to determine optimal strategies
with that structure. We then consider first-order autoregressive
sources where the noise process has unimodal and symmetric
distribution. Using ideas from majorization theory, we show
that the optimal transmission strategy has a monotone structure
and the optimal estimation strategy is like Kalman filter.
The structural results imply that threshold based transmitter
is optimal when the power levels are finite. We provide
a stochastic approximation based algorithm to compute the
optimal thresholds and optimal performance. An example of
a first-order autoregressive source model with Gilbert-Elliott
channel is considered to illustrate the results.
APPENDIX A
PROOF OF LEMMA 1
Arbitrarily fix the estimation strategy g and consider the best
response strategy at the transmitter. We will show that I˜1t :=
6assumption is without loss of generality. In particular, if there are channels
i and j such that λ(i) ≥ λ(j) and p(i) ≥ p(j), then transmission over
channel j dominates the action of transmission over channel i.
(Xt, S0:t−1, Y0:t−1) is an information state at the transmitter.
In particular, we will show that {I˜1t }t≥1 satisfies the following
properties:
P(I˜1t+1 | I1t , Ut) = P(I˜1t+1 | I˜1t , Ut), (38)
and
E[c(Xt, Ut, Xˆt) | I1t , Ut] = E[c(Xt, Ut, Xˆt) | I˜1t , Ut]. (39)
Given any realization (x0:T , s0:T , y0:T , u0:T ) of the
system variables (X0:T , S0:T , Y0:T , U0:T ), define i1t =
(x0:t, s0:t−1, y0:t−1, u0:t−1) and ı˜1t = (xt, s0:t−1, y0:t−1).
Now, for any ı˘1t+1 = (xt+1, s˘0:t, y˘0:t) = (xt+1, s˘t, y˘t, ı˘
1
t ),
we use the shorthand P(˘ı1t+1 |˜ı10:t, u0:t) to denote P(I˜1t+1 =
ı˘1t+1|I˜10:t = i˜10:t, U0:t = u0:t). Then,
P(˘ı1t+1|i1t , ut) = P(xt+1, s˘t, y˘t, ı˘1t |x0:t, s0:t−1, y0:t−1, u0:t)
(a)
= P(xt+1|xt)P(y˘t|xt, s˘t)P(s˘t|st−1)
× 1{(s˘0:t−1, y˘0:t−1) = (s0:t−1, y0:t−1)}
= P(˘ı1t+1|xt, s0:t−1, y0:t−1, ut)
= P(˘ı1t+1 |˜ı1t , ut) (40)
where (a) follows from the source and the channel models.
This shows that (38) is true.
Now consider (39). Recall that Xˆt = gt(I2t ). Therefore,
the expectation in the left hand side of (39) depends on
P(I2t | I1t , Ut). By marginalizing (40) with respect to Xt+1,
we get
P(I2t | I1t , Ut) = P(I2t | I˜1t , Ut),
which implies (39).
Eq. (38) shows that {I˜1t }t≥0 is a controlled Markov process
controlled by {Ut}t≥0. Eq. (39) shows that I˜1t is sufficient
for performance evaluation. Hence, by Markov decision the-
ory [36], there is no loss of optimality in restricting attention
to transmission strategies of the form (9).
APPENDIX B
PROOF OF THEOREM 1
Once we restrict attention to transmission strategies of the
form (9), the information structure is partial history shar-
ing [21]. Thus, one can use the common information approach
of [21] and obtain the structure of optimal transmission
strategy using this approach.
Following [21], we split the information available at each
agent into a common information and local information. Com-
mon information is the information available to all decision
makers in the future; the remaining data at the decision maker
is the local information. Thus, at the transmitter, the common
information is C1t := {S0:t−1, Y0:t−1} and the local informa-
tion is L1t := Xt, and at the receiver, C
2
t := {S0:t, Y0:t} and
L2t = ∅. The state sufficient for input output mapping of the
system is (Xt, St). By [21, Proposition 1], we get that
Θ1t (x, s) := P(Xt = s, St = s|C1t )
Θ2t (x, s) := P(Xt = s, St = s|C2t )
are sufficient statistics for the common information at the
transmitter and the receiver respectively. Now, we observe that
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1) Θ1t is equivalent to (Π
1
t , St−1) and Θ
2
t is equivalent
to (Π2t , St). This is because independence of {Xt}t≥0
and {St}t≥0 implies that θ1t (x, s) = pi1t (x)Qst−1s and
θ2t (x, s) = pi
2
t (x)1{St=s}.
2) The expected distortion D(Π2t , Xˆt) does not depend on
St and the evolution of Π2t to Π
1
t+1 (given by Lemma 2)
does not depend on Xˆt.
Thus, from [21, Proposition 1] we get that the optimal strategy
is given by the dynamic program of (17)–(18).
APPENDIX C
PROOF OF LEMMA 3
The proof relies on the fact that Zt is a deterministic
function of Y0:t, i.e., there exists an `t such that
Zt = `t(Y0:t).
We prove the two parts separately. We use the notation f =
(f1, . . . , fT ), g = (g1, . . . , gT ), f˜ = (f˜1, . . . , f˜T ) and g˜ =
(g˜1, . . . , g˜T ).
1) Given a transmission and an estimation strategy (f , g) of
the form (9) and (5), define
f˜t(Et, S0:t−1, Y0:t−1)
= ft(Et + a`t−1(Y0:t−1), S0:t−1, Y0:t−1)
and
g˜t(S0:t, Y0:t) = gt(S0:t, Y0:t)− `t(Y0:t).
Then, by construction the strategy (f˜ , g˜) is equivalent to
(f , g).
2) Given a transmission and an estimation strategy (f˜ , g˜) of
the form (21)–(22), define
ft(Xt, S0:t−1, Y0:t−1)
= f˜t(Xt − a`t−1(Y0:t−1), S0:t−1, Y0:t−1)
and
gt(S0:t, Y0:t) = g˜t(S0:t, Y0:t) + `t(Y0:t).
Then, by construction the strategy (f , g) is equivalent to
(f˜ , g˜).
APPENDIX D
PROOF OF THEOREM 2
A. Sufficient statistic and dynamic program
Similar to the construction of a prescription for the finite
state Markov sources, for any transmission strategy g˜ of the
form (21) and any realization (s0:t−1, y0:t) of (S0:t−1, Y0:t),
define ϕ : R→ U as:
ϕ(e) = f˜t(e, s0:t−1, y0:t−1), ∀e ∈ R.
Next, redefine the pre- and post-transmission beliefs in terms
of the error process. In particular, pi1t is the conditional pdf of
Et given (s0:t−1, y0:t−1) and pi2t is the conditional pdf of E
+
t
given (s0:t, y0:t).
Let Rt = 1{Yt∈X} and rt denote the realization of Rt.
The time evolution of pi1t and pi
2
t is similar to Lemma 2. In
particular, we have
Lemma 5 Given any transmission strategy f of the form (4):
1) there exists a function F 1 such that
pi1t+1 = F
1(pi2t ) = p˜i
2
t ? µ, (41)
where p˜i2t given by p˜i
2
t (e) := (1/|a|)pi2t (e/a) is the con-
ditional probability density of aE+t , µ is the probability
density function of Wt and ? is the convolution operation.
2) There exists a function F 2 such that for any realization
rt ∈ {0, 1} of Rt
pi2t = F
2(pi1t , st, ϕt, rt).
In particular,
pi2t = F
2(pi1t , st, ϕt, rt) =
{
pi1t |ϕt,st , if rt = 0
δ0 if rt = 1.
(42)
The dynamic program of Theorem 1 can be rewritten in
terms of the error process as given below. Consider X = R
(similar derivation holds for X = Z).
V 1T+1(pi
1
t , st) = 0,
and for t ∈ {T, . . . , 0}
V 1t (pi
1
t , st) = min
ϕt : X→U
{
Λ(pi1t , ϕt) +Ht(pi
1
t , st, ϕt)
}
(43)
V 2t (pi
2
t , st) = D(pi
2
t ) + V
1
t+1(pi
2
tP, st), (44)
where,
Λ(pi1t , ϕt) :=
∫
R
λ(ϕ(e))pi1t (e)de,
Ht(pi
1
t , st, ϕ) := B(pi
1
t , st, ϕt)V
2
t (δ0, st)+
(1−B(pi1t , st, ϕt))V 2t (pi1|ϕ,st , st),
D(pi2t ) := min
eˆ∈X
∫
R
d(e− eˆ)pi2t (e)de.
Note that due to the change of variables, the expression
for the first term of Ht does not depend on the transmitted
symbol. Consequently, the expression for V 1t is simpler than
that in Theorem 1.
Remark 8 The common-information approach for decentral-
ized stochastic control for finite state and finite action models
was presented in [21]. In general, to extend the approach to
Borel state and action spaces, one needs to impose a topology
on the space of prescriptions and establish an appropriate
“measurable selection theorem”. Such technical difficulties are
not present in the dynamic program of (43)–(44) because the
common information is finite7 and, therefore, all prescriptions
are measurable.
To establish the results of Theorem 2, we show that the
above dynamic program satisfies a monotonicity property with
respect to the partial order based on majorization. We start
with some mathematical preliminaries needed to present this
argument.
7In particuar, C1t = R0:t−1 and C2t = R0:t.
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B. Mathematical preliminaries
Definition 1 (Symmetric and unimodal density) A proba-
bility density function pi on reals is said to be symmetric
and unimodal (SU) around c ∈ R if for any x ∈ R,
pi(c− x) = pi(c+ x) and pi is non-decreasing in the interval
(−∞, c] and non-increasing in the interval [c,∞).
Definition 2 (Symmetric and quasi-convex prescription)
Given c ∈ R, a prescription θ : R → U is symmetric and
quasi-convex (denoted by SQC(c)) if θ(e − c) is even and
quasi-convex.
Now, we state some properties of symmetric and unimodal
distributions.
Property 1 If pi is SU(c), then
c ∈ arg min
eˆ∈R
∫
R
d(e− eˆ)pi(e)de.
Proof: For c = 0, the above property is a special case of [4,
Lemma 12]. The result for general c follows from a change
of variables.
Property 2 If pi1t is SU(0) and ϕt ∈ SQC(0), then for any
rt ∈ {0, 1} and st ∈ S, F 2(pi1t , st, ϕt, rt) is SU(0).
Proof: We prove the result for each rt ∈ {0, 1} separately.
Recall the update of pi1t given by (42).
• For rt = 0 and a given st ∈ S, we have that if
ϕt ∈ SQC(0), then p(st, ϕt(e) is SU(0) since p(st, ·)
is decreasing and p(st, ϕt(e)) = p(st, ϕ(−e)). Then
pi1t (e)p(st, ϕt(e)) is SU(0) since the product of two
SU(0) functions is SU(0). Hence pi2t is SU(0).
• For rt = 1, pi2t = δ0, which is SU(0).
Property 3 If pi2t is SU(0), then F 1(pi2t ) is also SU(0).
Proof: Recall that F 1 is given by (41). The property follows
from the fact that convolution of symmetric and unimodal
distributions is symmetric and unimodal [4].
Definition 3 (Symmetric rearrangement (SR) of a set)
Let A be a measurable set of finite Lebesgue measure, its
symmetric rearrangement Aσ is the open interval centered
around origin whose Lebesgue measure is same as A.
Definition 4 (Level sets of a function) Given a function
` : R → R≥0, its upper-level set at level ρ, ρ ∈ R, is
{x ∈ R : `(x) > ρ} and its lower-level set at level ρ is
{x ∈ R : `(x) < ρ}.
Definition 5 (SR of a function) The symmetric decreasing
rearrangement `σ↓ of ` is a symmetric and decreasing function
whose level sets are the same as `, i.e.,
`σ↓ (x) =
∫
R≥0
1{z∈R:`(z)>ρ}σ (x)dρ.
Similarly, the symmetric increasing rearrangement `σ↑ of ` is
a symmetric and increasing function whose level sets are the
same as `, i.e.,
`σ↑ (x) =
∫
R≥0
1{z∈R:`(z)<ρ}σ (x)dρ.
Definition 6 (Majorization) Given two probability density
functions ξ and pi over R, ξ majorizes pi, which is denoted
by ξ m pi, if for all ρ ≥ 0,∫
|x|≥ρ
ξσ↓ (x)dx ≥
∫
|x|≥ρ
piσ↓ (x)dx.
Definition 7 (SU-majorization) Given two probability den-
sity functions ξ and pi over R, ξ SU majorizes pi, which we
denote by ξ a pi, if ξ is SU and ξ majorizes pi.
An immediate consequence of Definition 7 is the following:
Lemma 6 For any non-negative SQC(c), function g, c ∈ R,
and given two probability density functions ξ and pi over R,
such that ξ a pi and ξ is SU(c), we have that for any A ⊆ R,∫
A
g(x)ξ(x)dx ≥
∫
A
g(x)pi(x)dx.
Property 4 For any ξ a pi, F 1(ξ) a F 1(pi).
This follows from [4, Lemma 10].
Recall the definition of D(pi2) given after (44).
Property 5 If ξ a pi, then
D(pi) ≥ D(piσ↓ ) ≥ D(ξσ↓ ) = D(ξ).
Proof: The inequalities follow from [4, Lemma 11]. The last
equality holds since ξ is SU(0) and thus ξσ↓ = ξ.
Lemma 7 For any c ∈ R, densities pi and ξ and a prescription
ϕ, there exists a SQC(c) prescription θ, c ∈ R, such that for
any u ∈ U
pi({e ∈ R : ϕ(e) ≤ u}) = ξ({e ∈ R : θ(e) ≤ u}).
We denote such a θ by T (pi,ξ)c ϕ.
Proof: Let η(u) := pi({e ∈ R : ϕ(e) ≤ u}). We prove the
construction separately for X = R and X = Z. First, let
us consider X = R. Let A(u) be a symmetric set centered
around c ∈ R such that ξ(A(u)) = η(u). By construction,
η(u) is increasing in u and therefore so is A(u). Define θ(e)
such that A(u) is the lower level set of θ(e). By construction,
θ(e) is symmetric around c. Moreover, since A(u) is convex,
θ(e) is quasi-convex.
Now, let us consider X = Z and c = 0. (The proof for
general c follows from a change of variables). Let Uϕ denote
the set {ϕ(e) : e ∈ Z}. Note that Uϕ is a finite or a countable
set which we will index by {u(i) ; i ∈ Z≥0}. Define k(i) such
that
ξ(A(i−1)) < η(i) ≤ ξ(A(i)),
where A(i−1) := {−k(i−1), . . . , k(i−1)} and A(i) :=
{−k(i), . . . , k(i)}.
Now, for any u(i) ∈ Uϕ, let η(i) denote η(i) := pi({e ∈ Z :
ϕ(e) ≤ u(i)}). Define δ(i) := (η(i) − ξ(A(i)))/2. Define the
prescription θ as follows
θ(e) =

u(i−1), if |e| ∈ (k(i−1), k(i))
u(i−1) w.p. δ(i−1), if |e| = k(i)
u(i) w.p. δ(i), if |e| = k(i).
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Then, by construction, θ is SQC(0) and ξ({e ∈ Z : θ(e) ≤
u}) = η(u). This completes the proof.
Remark 9 Suppose θ = T (pi,ξ)c ϕ. Then the probability of
using power level u at pre-transmission belief pi and prescrip-
tion ϕ is the same as that at pre-transmission belief pi and
prescription θ. In particular, for all u ∈ U,
pi({e ∈ X : ϕ(e) = u}) = ξ({e ∈ X : θ(e) = u}).
Property 6 For any density ξ, pi, and prescription ϕ let θ =
T (pi,ξ)c ϕ. Then, for any s ∈ S,
1) B(ξ, s, θ) = B(pi, s, ϕ).
2) Λ(pi, ϕ) = Λ(ξ, θ).
The above results follow from the definitions of B and Λ and
Remark 9. See supplementary material for a detailed proof.
Property 7 For any ξ a pi, where ξ is SU(c), and prescrip-
tion ϕ, let θ = T (ξ,pi)c ϕ. Then, for any s ∈ S
ξ|θ,s a pi|ϕ,s. (45)
Consequently, for any s ∈ S and r ∈ {0, 1}, we have
F 2(ξ, s, θ, r) a F 2(pi, s, ϕ, r). (46)
Proof: We prove the result for finite U = {u(0, . . . , u(m)}.
The result for the case when U is an interval follows from a
discretization argument.
For any i ∈ {0, . . . ,m}, let A(i) = {e : θ(e) = u(i)}
and B(i) = {e : ϕ(e) = u(i)} and A¯(i) = ⋃ij=0A(i) and
B(i) =
⋃i
j=0B
(i).
Since θ is SQC(0), A¯(i) is an interval (while B¯(i) need
not be an interval). Define a(i) = ξ(A¯(i)) and b(i) = pi(B¯(i)).
Also define ξ(i) as ξ(i)(e) = ξ(e)1{e∈A¯(i)}/a(i) and pi(i) =
pi(i)(e) = pi(e)1{e∈B¯(i)}/b(i). Then, by [4, Lemma 8],
ξ(i) a pi(i), ∀i ∈ {0, . . . ,m}. (47)
Fix an s ∈ S. For ease of notation, define p(i) = p(s, u(i)).
Then, we can write the following expression for ξ
∣∣
θ,s
ξ
∣∣
θ,s
(e) =
1
B(ξ, s, θ)
ξ(e)p(s, θ(e))
=
ξ(e)
B(ξ, s, θ)
m∑
i=0
p(i)1{e∈A(i)}
(a)
=
ξ(e)
B(ξ, s, θ)
m−1∑
i=0
[p(i) − p(i+1)]1{e∈A¯(i)} + p(m)1{e∈A¯(m)}
=
1
B(ξ, s, θ)
m−1∑
i=0
a(i)[p(i) − p(i+1)]ξ(i) + a(m)p(m)ξ(m),
(48)
where (a) uses the fact that A(i) = A¯(i) \ A¯(i−1). By a similar
argument, we have
pi
∣∣
ϕ,s
(e) =
1
B(pi, s, ϕ)
m−1∑
i=0
b(i)[p(i) − p(i+1)]pi(i)
+ b(m)p(m)pi(m). (49)
Property 6 implies that a(i) = b(i). The monotonicity of p(s, u)
implies that p(i)− p(i+1) ≥ 0. Using this, and combining (48)
and (49) with (47), we get (45). Eq. (46) follows from (13).
C. Qualitative properties of the value function and optimal
strategy
Lemma 8 The value functions V 1t and V 2t of (43)–(44),
satisfy the following property.
(V1) For any i ∈ {1, 2}, s ∈ S, t ∈ {0, . . . , T}, and pdfs ξi
and pii such that ξi a pii, we have that V it (ξi, s) ≤
V it (pi
i, s).
Furthermore, the optimal strategy satisfies the following
properties. For any s ∈ S and t ∈ {0, . . . , T}:
(V2) if pi1t is SU(c), then there exists a prescription ϕt ∈
SQC(c) that is optimal. In general, ϕt depends on pi1t .
(V3) if pi2t is SU(c), then the optimal estimate Eˆt is c.
Proof: We proceed by backward induction. V iT+1(pi
1, s), i ∈
{1, 2} trivially satisfy (V1). This forms the basis of induction.
Now assume that V 1t+1(s, pi
1) also satisfies (V1). For ξ2 a
pi2, we have that
V 2t (pi
2, s) = D(pi2) + V 1t+1(F
1(pi2), s)
(a)
≥ D(ξ2) + V 1t+1(F 1(ξ2), s) = V 2t (ξ2, s), (50)
where (a) follows from Properties 4 and 5 and the induction
hypothesis. Eq. (50) implies that V 2t also satisfies (V1). Now,
we have
Ht(pi
1, s, ϕ) = B(pi1, s, ϕ)V 2t (δ0, s)+
(1−B(pi1, s, ϕ))V 2t (pi1|ϕ,s, s)
(a)
≥ B(ξ1, s, θ)V 2t (δ0, s) + (1−B(ξ1, s, θ))V 2t (ξ1|θ,s, s)
= Ht(ξ
1, s, θ), (51)
where (a) holds due to Properties 6 and 7 and (50). Then, we
have from (43)
V 1t (pi
1, s) = min
ϕ : X→U
{
Λ(pi1, ϕ) +Ht(pi
1, s, ϕ)
}
(b)
≥ min
θ : X→U
{
Λ(ξ1, θ) +Ht(ξ
1, s, θ)
}
= V 1t (ξ
1, s), (52)
where (b) holds due to Property 6 and (51) and since inequality
is preserved in point-wise minimization. This completes the
induction step.
In order to show (V2), note that pi1t a pi1t trivially. Let ϕt
be the optimal prescription at pi1t . If ϕt ∈ SQC(c), then we are
done. If not, define θt = T (pi
1
t ,pi
1
t )
c ϕt where the transformation
T (pi1t ,pi1t )c is introduced in Lemma 7. Then, the argument in (52)
(with ξ1 replaced by pi1) also implies (V2). Furthermore, (V3)
follows from Property 1.
D. Proof of Theorem 2
Proof of Part 1: Properties 2 and 3 imply that for all t,
Π2t is SU(0). Therefore, by Property 1, the optimal estimate
Eˆt = 0. Recall that Eˆt = Xˆt − Zt. Thus, Xˆt = Zt. This
proves the first part of Theorem 2.
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Proof of Parts 2 and 3: Lemmas 1 and 3 imply that there
is no loss of optimality in restricting attention to transmitters
of the form
Ut = g˜t(Et, Y0:t−1). (53)
Part 1 implies that there is no loss of optimality in restricting
attention to estimation strategies of the form (23). So, we
assume that the transmission and estimation strategies are of
these forms.
Since the estimation strategy is fixed, Problem 1 reduces
to a single agent optimization problem. {(Et, St−1)}t≥0 is an
information state for this single agent optimization problem
for the following reasons:
1) Eq. (20) implies that {Et}t≥0 is a controlled Markov
process controlled by Rt. Moreover, for any realization
(e0:t, u0:t, s0:t−1) of (E0:t, U0:t, S0:t−1), we have
P(Rt = 0|e0:t, u0:t, s0:t−1) =
∑
s′∈S
Qss′p(s
′, u)
= P(Rt = 0|ut, st−1).
Combining the two we get that
P(Et+1, St|e0:t, u0:t, s0:t−1) = P(Et+1, St|et, ut, st−1).
2) Using (19), the conditional expected per step cost may
be written as
E[λ(Ut) + d(E
+
t )|e0:t, u0:t, s0:t−1]
= λ(ut) + E[p(St, u)d(e)|St−1 = s]. (54)
Thus, the optimization problem at the transmitter is an MDP
with information state (Et, St−1). Therefore, from Markov
decision theory, there is no loss of optimality in restriction
attention to Markov strategies of the form ft(Et, St−1). The
optimal strategies of this form are given by the dynamic
program of Part 3.
APPENDIX E
PROOF OF THEOREM 4
A. Proof of Part 1)
The structure of Theorem 2 holds the the infinite horizon
setup as well. The main idea is to use forward induction to
show that the optimal estimate for the error process, Eˆt =
0. The structure of optimal Xˆt is then derived by using the
change of variable introduced in Section III-A.
B. Some preliminary properties
We prove the following properties, which will be used
to establish the existence of the solution to the dynamic
program (28). Note that the per-step cost c(e, s, u) given
in (54) can be rewritten as c(e, s, u) := (1 − β)(λ(u) +∑
st∈SQsstp(st, u)d(e)).
Our model satisfies the following properties ( [26, Assum-
tions 4.2.1,4.2.2]).
Proposition 2 Under Assumption 2, for any λ(·) ≥ 0, the
following conditions of [26] are satisfied:
(P1) The per-step cost c(e, s, u) is lower semi-continuous8,
bounded from below and inf-compact9 on R × {0, 1},
i.e., for all e, r ∈ R, the set {u ∈ U : c(e, s, u) ≤ r} is
compact.
(P2) For every u ∈ {0, 1}, the transition kernel from
(Et, St−1) to (Et+1, St) is strongly continuous10.
(P3) There exists a strategy for which the value function is
finite.
Proof: (P1) is true because of the following reasons. The
action set U = U is either finite or uncountable and the per-
step cost c(·, s, u) is continuous on R (and hence lower semi-
continuous), and is non-negative. Finally, when U is finite, all
subsets of U are compact. When U is uncountable, all closed
subsets of U are compact.
To check (P2), note the following fact ( [26, Example C.6]).
Fact 1 Let P be a stochastic kernel and suppose that there is
a σ-finite measure φ on X such that, for every y ∈ X,
P(·|y) has a density p(·|y) with respect to φ, that is,
P (B|y) =
∫
B
p(x|y)φ(dx), ∀B ∈ B(X), y ∈ X.
If p(x|·) is continuous on X for every x ∈ X, then P is
strongly continuous.
(P2) is true for the following reasons. Let P denote the
transition kernel from (Et, St−1) to (Et+1, St). Then for any
Borel subset B of B(X),
P (Et+1 ∈ B |Et = e, St−1 = s, Ut = u)
= (1− p(s, u))
∫
B
µ(w)dw + p(s, u)
∫
B
µ(w − ae)dw.
Then, according to Fact 1, P is strongly continuous since the
real line R with Lebesgue measure φ(dx) = dx is σ-finite and
since the density µ is continuous on R.
(P3) is true due to Assumption 2.
C. Proofs of Parts 2) and 3)
For ease of exposition, we assume X = R. Similar argument
works for X = Z. We fix the optimal estimator with the
Kalman-filter like structure (23) and identify the best perform-
ing transmitter, which is a centralized optimization problem.
For the discounted setup, one expects that the optimal solution
is given by the fixed point of the dynamic program (28)
(similar to (25)–(26)). However, it is not obvious that there
exists a fixed point of (28) because the distortion d(·) is
unbounded.
Define the operator B given as follows: for any given s ∈ S
and function v : R× S→ R
[Bv](e, s) := min
u∈U
E[c(e, s, u) + v(Et+1, St)
|Et = e, St−1 = s].
8A function is lower semi-continuous if its lower level sets are closed.
9A function v : X × U → R is said to be inf-compact on X × U if, for
every x ∈ X and r ∈ R, the set {u ∈ U : v(x, u) ≤ r} is compact.
10A controlled transition probability kernel P (· |x, u) : X→ [0, 1] is said
to be strongly continuous if for any bounded measurable function v on X the
function v′ on X×U, v′(x, u) := EP [v |x, u], x ∈ X, u ∈ U, is continuous
and bounded.
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Then (28) can be expressed in terms of the operator B as
follows:
[BJβ ](e, s) := min
u∈U
E[c(e, s, u) + Jβ(Et+1, St)
|Et = e, St−1 = s].
Then, the proof of Parts 2) and 3) of the theorem follows
directly from [26]. In particular, we have the following propo-
sition, where the first part follows from [26, Theorem 4.2.3]
and the second part follows from [26, Lemma 4.2.8].
Proposition 3 Under (P1)–(P3), there exist fixed point solu-
tions Jβ of (28). Let J∗β : X → R denote the smallest such
fixed point and f˜∗β(e, s) denote the argmin of the right hand
side of (28) for Jβ = J∗β . Then,
1) f˜∗β is the optimal strategy for Problem 2 with β ∈ (0, 1).
2) Let J (0)β = 0 and define J
(n+1)
β := BJ (n)β . Then, J∗β =
limn→∞ J
(n)
β .
D. Properties of the value function
We can apply the vanishing discount approach and show
that the result for the long-term average cost is obtained as a
limit of those in the discounted setup, as β ↑ 1.
Our model satisfies the following conditions [26], [37].
Proposition 4 Under Assumption 2, for any λ(·) ≥ 0, the
value function Jβ , as given by (28), satisfies the following
conditions of [26], [37]: for any s ∈ S, and λ ∈ R≥0,
(S1) there exists a reference state e0 ∈ X and a non-negative
scalar Ms such that J∗β(e0, s) < Ms for all β ∈ (0, 1).
(S2) Define hβ(e, s) = (1− β)−1[Jβ(e, s)− Jβ(e0, s)]. There
exists a function Ks : X→ R such that hβ(e, s) ≤ Ks(e)
for all e ∈ X and β ∈ (0, 1).
(S3) There exists a non-negative (finite) constant Lλ such that
−Ls ≤ hβ(e, s) for all e ∈ X and β ∈ (0, 1).
Therefore, if f˜∗β denotes an optimal strategy for β ∈ (0, 1), and
f˜∗1 is any limit point of {f˜∗β}, then f˜∗1 is optimal for β = 1.
Proof: We prove the proposition for X = R. Similar argument
holds for X = Z.
Let J˜ (0)β (e, s) denote the value function of the ‘always
transmit with maximum power’ strategy. According to As-
sumption 2, Ms = J˜
(0)
β (0, s) < ∞. Hence, (S1) is satisfied
with e0 = 0 and Ms = J˜
(0)
β (0, s).
Since not transmitting is optimal at state 0 (because the
transmission strategy is SQC about 0), we have
J∗β(0, s) = β
∑
st∈S
Qsst
∫
R
µ(w)J∗β(w, st)dw.
Let J˜ (1)β (e, s) denote the value function of the strategy that
transmits with power level u = ϕ(e) at time 0 and follows the
optimal strategy from then on. Then
J˜
(1)
β (e, s) = (1− β)[λ(ϕ(e)) +
∑
st∈S
Qsstp(st, ϕ(e))d(e)]
+ β
∑
st∈S
Qsst
∫
R
µ(w)J∗β(w, st)dw
= (1− β)[λ(ϕ(e)) +
∑
st∈S
Qsstp(st, ϕ(e))d(e)]
+ J∗β(0, s). (55)
Since J∗β(e, s) ≤ J˜ (1)β (e, s) and J∗β(0, s) ≥ 0, from (55)
we get that (1 − β)−1[J∗β(e, s) − J∗β(0, s)] ≤ λ(ϕ(e)) +∑
st∈SQsstp(st, ϕ(e))d(e). Hence (S2) is satisfied with
Ks(e) = λ(ϕ(e)) +
∑
st∈SQsstp(st, ϕ(e))d(e).
According to [22, Theorem 1], the value function J∗β is even
and quasi-convex and hence J∗β(e, s) ≥ J∗β(0, s). Hence (S3)
is satisfied with Ls = 0.
E. Proof of Part 4)
The result for Part 4) of the theorem for X = Z follows
from [37, Theorem 7.2.3] and for X = R the result of Part 4)
follows from [26, Theorem 5.4.3].
APPENDIX F
PROOF OF THEOREM 5
For ease of notation, we use τ instead of τ (1). Let F0 denote
the event {E+−1 = 0, S−1 = s◦} and Fτ denote the event
{E+τ−1 = 0, Sτ−1 = s◦}.
First note that from (31) we can write
E[βτ | F0] = 1− (1− β)M (k)β . (56)
Now consider
C
(k)
β = (1− β)E
[ ∞∑
t=0
βt(λ(Ut) + d(E
+
t ))
∣∣∣ F0]
= (1− β)E
[ τ−1∑
t=0
βt(λ(Ut) + d(E
+
t ))
∣∣∣ F0]
+ (1− β)E
[
βτ
∞∑
t=τ
βt−τ (λ(Ut) + d(E+t ))
∣∣∣ F0]
(a)
= (1− β)L(k)β + (1− β)E[βτ | F0]
× E
[ ∞∑
t=τ
βt−τ (λ(Ut) + d(E+t ))
∣∣∣ Fτ]
(b)
= (1− β)L(k)β + [1− (1− β)M (k)β ]C(k)β , (57)
where the first term of (a) uses the definition of L(k)β as
given by (30) and the second term of (a) uses strong Markov
property; (b) uses (56) and time-homogenity. Rearranging
terms in (57) we get (32).
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APPENDIX G
PROOF OF LEMMA 2
Given any realization (x0:T , s0:T , y0:T , u0:T ) of the system
variables (X0:T , S0:T , Y0:T , U0:T ), consider
pi1t+1(xt+1) = P(xt+1|s0:t, y0:t)
=
∑
xt∈X
P(xt+1|xt)P(xt|s0:t, y0:t)
=
∑
xt∈X
Pxtxt+1pi
2
t (xt) = pi
2
tP (58)
which is the expression for F 1(·).
For F 2, we consider the following two cases separately.
First, given any realization (x0:T , s0:T , y0:T , u0:T ) of the sys-
tem variables (X0:T , S0:T , Y0:T , U0:T ), consider
pi2t (x) = P(Xt = x|s0:t, y0:t) (59)
1) Case 1: yt ∈ X: For yt ∈ X, we have
(60)
2) Case 2: yt = E: In this case we have
pi2t (x) = P(Xt = x|s0:t, y0:t)
=
P(Xt = x, Yt = yt|s0:t, y0:t−1)
P(Yt = yt|s0:t, y0:t−1) . (61)
Now, consider the numerator of (61).
P(Xt = xt, Yt = E | s0:t, y0:t−1)
= P(Yt = E | s0:t, y0:t−1, xt)P(xt | s0:t, y0:t−1)
(a)
=
∑
u∈U
1{ϕt(xt)=u}p(st, ϕt(xt)))pi
1
t (xt), (62)
where in (a) we use (3) and the fact that P(xt | s0:t, y0:t−1) =
P(xt | s0:t−1, y0:t−1) because the channel state is independent
of the source.
The denominator of (61) is obtained by averaging the
numerator over xt ∈ X.
APPENDIX H
PROOF OF THEOREM 3
We first note that Assumption 1 implies the following.
Lemma 9 [38] For any weakly increasing (respectively
weakly decreasing) function h◦ we have
E[h◦(St) |St−1 = s]
is weakly increasing (respectively weakly decreasing) in s.
Proof: (Theorem 3, Parts 1) and 3)) The results follow di-
rectly from [22, Theorem 1]. We verify conditions (C1)–(C5)
of [22, Theorem 1] in Section H-A.
Remark 10 Using similar argument as in finite horizon case,
one can show that the for discounted case infinite horizon, with
discount factor β ∈ (0, 1) and any s ∈ S, the optimal value
function J∗β(e, s) and the optimal rules f˜
∗
β(e, s) are even and
quasi-convex in e.
Proof: (Theorem 3, Part 2)) First we note that we can rewrite
the right hand side of (26) as follows:
H¯t(e, s, u) := λ(u) +
∑
st∈S
Qsst [p(st, u)d(e) + J¯t(e, st, u)],
where J¯t(e, s, u) := EW [Jt+1(aEt+Wt, s) |Et = e, Ut = u].
We prove the result of Part 2) by backward induction. The
statement is trivially true for t = T + 1 as JT+1 = 0.
Assume that for all e ∈ X, Jt+1(e, s) is decreasing in s.
Since J¯t(e, s, u) is a weighted average of Jt+1(Et+1, s) with
non-negative weights, we have that for all e ∈ X, u ∈ U,
J¯t(e, s, u) is weakly decreasing in s. By assumption, p(s, u) is
also decreasing in s. Thus, for any (e, u), p(s, u)d(e)+J¯t(e, s)
is decreasing in s. Thus by Lemma 9, for any (e, s), H¯t(e, s, u)
is decreasing in s. Since the pointwise minimum of decreasing
functions is decreasing, from (26) we have that Jt(e, s) is
decreasing in s. This completes the induction step.
A. Verification of conditions (C1)–(C5) of [22, Theorem 2]
We prove the result for X = R. Similar argument holds
for X = Z. To prove the result, we show that dynamic pro-
gram (25)–(26) satisfies conditions (C1)–(C5) of [22, Theorem
1]. We use the notation SQC(0) for even and quasi-convex.
To prove the lemma, we first define the following:
• The per-step cost function c as follows: for any e ∈
R; s ∈ S and u ∈ U,
c(e, s, u) := λ(u) +
∑
st∈S
Qsstp(s, u)d(e). (63)
• Let p˜(e+ | e, s;u) denote the conditional density of Et =
e+ given Et = e, St−1 = s and Ut = u.
• Let Ay := {e+ ∈ R : e+ < y}.
• Define the function M as follows: M(y | e, s;u) := 1 −∫
Ay
(p˜(e+|e, s;u) + p˜(−e+|e, s;u))de+.
For ease of reference, we restate the properties of the model:
(M0) p(s, 0) = 1 and p(s, umax) ≥ 0.
(M1) λ(·) is increasing with λ(0) = 0.
(M2) p(·, ·) is decreasing in s and u.
(M3) d(·) is even and quasi-convex with d(0) = 0.
In addition, we impose the following assumptions on the prob-
ability density/mass function of the i.i.d. process {Wt}t≥1:
(M4) The density µ of Wt is even.
(M5) µ(·) is unimodal (i.e., quasi-concave).
The following result follows from [22, Lemma 2].
Lemma 10 Under (M4) and (M5), for any e, y ∈ X≥0, we
have that
µ(y − e) ≥ µ(y + e)
An immediate implication of Lemma 10 are the following.
Lemma 11 Under (M4) and (M5), for any a ∈ X and e, y ∈
X≥0, we have that
a
[
µ(y − ae)− µ(y + ae)] ≥ 0.
Proof: For a ∈ X≥0, from Lemma 10 we get that µ(y −
ae) ≥ µ(y + ae). For a ∈ X<0, from Lemma 10 we get that
µ(y + ae) ≥ µ(y − ae).
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We now state and verify conditions (C1)–(C5) from [22,
Theorem 2].
1) Condition (C1): For any s ∈ S and u ∈ U, the per-step
cost c(e, s, u) is even and quasi-convex in e.
This follows from (63) and (M3).
2) Condition (C2): For any s ∈ S and u ∈ U, p(· | ·, s;u)
is even, i.e., for any e+, e ∈ R,
p˜(e+ | e, s;u) = p˜(−e+ | − e, s;u). (64)
This follows from (M4).
3) Condition (C3): For any s ∈ S, u ∈ U and y ∈ R≥0,
M(y | e, s;u) is (weakly) increasing in e for all e ∈ R≥0.
In order to do so, we arbitrarily fix s ∈ S.
Consider any y ∈ R≥0. Then,
M(y | e, s;u)
= 1−
∑
st∈S
Qsstp(st, u)
×
[ ∫ y
−∞
(µ(e+ − ae) + µ(e+ + ae))de+
]
−
∑
st∈S
Qsst(1− p(st, u))
[ ∫ y
−∞
(µ(e+) + µ(−e+))de+
]
(a)
= 1−
∑
st∈S
Qsstp(st, u)[M(y − ae) +M(y + ae)]
−
∑
st∈S
Qsst(1− p(st, u))2M(y), (65)
where M is the cumulative density function of µ and in
equality (a), we use the evenness of µ. The following lemma
shows that M(y|e, s, u) is increasing in e for all e ∈ R≥0.
Lemma 12 For any y ∈ R≥0, M(y|e, s, u) is increasing in
e, e ∈ R≥0.
Proof: Let Me(y|e, s;u) denote ∂M/∂e. Then
Me(y|e, s;u) =
∑
st∈S
Qsstp(s, u)a
[
µ(y − ae)− µ(y + ae)].
From (M0) and Lemma 11, we get that Me(y|e, s;u) ≥ 0 for
any e, y ∈ R≥0 and u ∈ U. Thus, M(y|e, s;u) is increasing
in e.
Remark 11 For X = Z, one needs to replace the partial
derivatives with finite differences. See [22] for the proof.
4) Condition (C4): For any s ∈ S, u1, u2 ∈ U, u1 < u2,
c(e, s, u) is submodular in (e, u) on R≥0 × U.
Consider e1, e2 ∈ R≥0 such that e1 ≤ e2. Then,
c(e1, s, u2)− c(e2, s, u2)
=
∑
st∈S
Qsstp(st, u2)(d(e1)− d(e2))
(a)
≥
∑
st∈S
Qsstp(st, u1)(d(e1)− d(e2))
= c(e1, s, u1)− c(e2, s, u1), (66)
where (a) holds since d(·) is SQC(0), with d(e) ≥ 0, for all
e ∈ R and p(st, ·) is decreasing. Eq. (66) implies that for any
s ∈ S, c(e, s, u) is submodular in (e, u) on R≥0 × U.
5) Condition (C5): For any s ∈ S, u ∈ U and y ∈ R≥0,
M(y | e, s;u) is submodular in (e, u) on R≥0 × U.
It is shown in Lemma 12 that M is increasing in e.
Recall Me as introduced in the proof of Lemma 12. From
(M2), Me(y|e, s;u) is decreasing in u. Thus, M(y|e, s;u) is
submodular in (e, u) on R≥0 × U.
APPENDIX I
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Consider uncountable U and X = R. Similar derivation
holds for finite U and X = Z.
1) Recall from (10),
B(pi, s, ϕ) =
∫
R
pi(e)p(s, ϕ(e))de
=
∫
U
[ ∫
R
pi(e)1{ϕ(e)=u}de
]
p(s, u)du
(a)
=
∫
U
[ ∫
R
ξ(e)1{θ(e)=u}de
]
p(s, u)du
= B(ξ, s, θ),
where (a) holds by Remark 9.
2) Recall from Theorem 1,
Λ(pi, ϕ) =
∫
R
λ(ϕ(e))pi(e)de
=
∫
U
[ ∫
R
pi(e)1{ϕ(e)=u}de
]
λ(u)du
(b)
=
∫
U
[ ∫
R
ξ(e)1{θ(e)=u}de
]
λ(u)du
= Λ(ξ, θ),
where (b) holds by Remark 9.
