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For a module over a ring R we introduce the concept of a forcing linearity number
which is a type of measure of how much local linearity is needed to imply global
linearity. We determine this number for vector spaces, for modules over integral
domains, not elds, and for modules over local rings, not integral domains. ' 2000
Academic Press
1. INTRODUCTION
Throughout this paper we let R denote a ring with identity and V a uni-
tal (left) R-module and consider the set MRV  x= f x V → V  f rv =
rf v, ∀r ∈ R, ∀v ∈ V . Under the operations of function addition and
composition of maps, MRV  is a near-ring called the near-ring of homo-
geneous functions on V . Note that MRV  contains EndRV , the ring of
R-endomorphisms of V . Recent investigations have considered the prob-
lem of how much local linearity is needed on a function f ∈ MRV  to
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obtain global linearity, i.e., to force f ∈ EndRV  (see [5, 6, 8]). A col-
lection S = Wαα∈A of proper submodules of V is said to force linear-
ity on V if whenever f ∈ MRV  and f is linear on each Wα ∈ S , i.e.,
f ∈ HomRWα; V  for each α ∈ A, then f ∈ EndRV . If one takes any
module V which is not generated by any two of its elements, then the col-
lection S = Rv + Rw  v;w ∈ V  forces linearity. Laszlo Fuchs [4] has
asked the question, If V is a free R-module what is the minimum number
of proper submodules needed to force linearity? We call this number the
forcing linearity number for V , denoted by flnV . More precisely we have
Denition 1.1. To each non-zero R-module V we assign a number
flnV  ∈ ∪ 0 ∪ ∞, called the forcing linearity number of V , as follows:
(i) If MRV  = EndRV , then flnV  = 0.
(ii) If MRV  6= EndRV  and there is some nite collection S of
proper submodules of V which forces linearity with (say) S  = s, but no
collection T of proper submodules of V with T  < s that forces linearity,
then we say flnV  = s.
(iii) If neither of the above conditions holds, we say flnV  = ∞.
It is easy to show that if V is a cyclic R-module then MRV  = EndRV ;
so flnV  = 0 for any cyclic R-module. In particular for any simple R-
module V , flnV  = 0. On the other hand, let F be a eld and V = F2.
Since MRV  6= EndRV  and no nite collection of 1-dimensional sub-
spaces forces linearity, we have flnF2 = ∞.
It is the purpose of this paper to determine flnV , where V is (1) a vec-
tor space over a eld; (2) a nitely generated free module over an integral
domain, not a eld; and (3) a nitely generated free module over a local
ring, not an integral domain. We consider each of these situations sepa-
rately in the following sections. Throughout the paper we let Rm denote
the free R-module on m generators, m ∈ , and we refer to e1; : : : ; em
as the natural basis of Rm, where as usual ei = 0; : : : ; 0; 1; 0; : : : ; 0 with
1 in the ith component.
We end this introduction with a general result used throughout the re-
mainder of the paper.
Lemma 1.2. If f ∈MRRm and f a1e1+ · · · + amem = f a1e1 + · · · +
f amem for arbitrary a1; : : : ; am ∈ R, then f ∈ EndRRm.
Proof. Let b = Pmi=1 biei and c = Pmi=1 ciei be arbitrary in Rm. Then
f b+ c = f Pmi=1bi + ciei = f b1 + c1e1 + · · · + f bm + cmem by
hypothesis. But
f bi + ciei = bi + cif ei = bif ei + cif ei = f biei + f ciei;
i = 1; 2; : : : ;m:
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Hence f b+ c = Pmi=1f biei + f ciei = Pmi=1 f biei +Pmi=1 f ciei =
f b + f c.
2. flnDm FOR D AN INTEGRAL DOMAIN, NOT A FIELD
In this section D will denote a commutative integral domain, not a eld,
so D is innite. Let K denote the eld of quotients of D, and as usual
V x= Dm; m ∈ . We say a submodule W of V is full if the D-rank of
W is m. Recall [3] that the D-rank of W is just the K-dimension of the
vector space KW ∼= K ⊗D W . Thus W is full if and only if there is a subset
B = v1; : : : ; vm of W such that B is a K-basis for Km ∼= KV ∼= K ⊗D W .
We give further characterizations in the next result.
Lemma 2.1. Let W be a submodule of V . The following are equivalent:
(1) W is full.
(2) There exist s1; : : : ; sm ∈ D∗ = D \ 0 such that T x=
Pm
i=1Dsiei is
a submodule of W .
(3) For each v ∈ V , there exists sv ∈ D∗ such that sv · v ∈ W .
Proof. 1⇒2: Since W is full, there exists a set B=v1; : : : ; vm ⊆
W such that B is a K-basis for Km. Thus there exist aij/bij ∈ K such that
for ei ∈ Dm ⊆ Km, ei =
Pm
j=1aij/bijvj , i = 1; 2; : : : ;m. Let si =
Qm
j=1 bij
and note that si 6= 0 and siei ∈ W . Hence
Pm
i=1Dsiei ⊆ W .
(2) ⇒ (3): From (2), let s = Qmi=1 si and let v ∈ V , say v = Pci/diei.
If d = Qmi=1 di then dv ∈ Dm and s dv ∈ W since Dsiei ∈ W .
(3) ⇒ (1): From (3), sei · ei ∈ W and se1 · e1; : : : ; sem · em is a basis
for Km; so W is full.
Lemma 2.2. If W is a full submodule of V , then W forces linearity.
Proof. Let f ∈MDV  and suppose f is linear on W . Let x; y ∈ V . Now
from the above lemma, there exist sx; sy ∈ D∗ such that sxx and syy are
in W . But then sxsyf x + y = f sysxx + sxsyy = f sysxx + f sxsyy =
sxsyf x + f y, which means f x+ y = f x + f y since sxsy 6= 0.
Suppose now that S x= W1; : : : ;Wt is a nite set of nonzero, proper
submodules of V , none of which is full. Then Sˆ x= KW1;KW2; : : : ;KWt
is a nite collection of proper (since none of the Wi are full) subspaces
of KV ∼= Km. We know Sti=1KWi $ Km since K is innite [11]. Dene a
function f x Km→ Km by
f x =
8><>:x; x ∈
t[
i=1
KWi
0; otherwise.
forcing linearity numbers 193
For x ∈ Km and r ∈ K∗, rx ∈ Sti=1KWi if and only if x ∈ Sti=1KWi. Thus
f ∈ MKKm. Let w ∈ W ∗1 ⊆
St
i=1KWi and u ∈ Km \
St
i=1KWi. We know
u is a K-linear combination of e1; : : : ; em, so, as above, there exists d ∈
D∗ with du ∈ V = Dm. Note further that du /∈ Sti=1Wi, otherwise u ∈St
i=1KWi. If w+ du /∈
St
i=1KWi, then f w+ du = 0 6= w = f w + f du.
If w + du ∈ Sti=1KWi, then f w + du = w + du 6= w = f w + f du. So
f is not linear on Km.
Consider the restriction f V of f to V and note that f V ∈MDV . Since
du /∈ Sti=1Wi, Sti=1Wi$V and f V is not the identity function on V . We
see that f V is linear on each Wi in S , but using w and du as above, f V
is not linear on V . Thus the set S does not force linearity.
On the other hand, if one of the subspaces in S is full and f ∈ MDV 
is linear on each of the Wi in S , then by Lemma 2.2, f is linear on V . This
establishes the next result.
Theorem 2.3. Let S = W1; : : : ;Wt be a nite set of nonzero, proper
submodules of V . Then S forces linearity if and only if Wi is full for some
Wi ∈ S .
Corollary 2.4. Let D be an integral domain, not a eld, and let m ∈ .
Then flnDm ≤ 1. Moreover, flnDm = 1 if and only if m 6= 1.
Proof. It remains here to show for m 6= 1, EndDDm 6= MDDm. To
this end, dene f x V → V by
f v =

v; v ∈ De1
0; v /∈ De1:
For y = y1e1 + · · · + ymem /∈ De1 and 0 6= d ∈ D, we nd dy /∈ De1, and
from this it follows that f ∈ MDDm. But f e1 + e2 = 0 6= e1 = f e1 +
f e2, so f /∈ EndDDm.
3. flnFm FOR F A FIELD
We now consider flnV , where V is a vector space over a eld. So,
for this section we will let F denote a eld. The case where dimF V = 1
is trivial (see Theorem 3.1(i)). Henceforth we take dimF V ≥ 2. Suppose
S = Wαα∈A, where Wα is a subspace of V and A is some indexing set. IfS
α Wα$V , then S does not force linearity. In fact, dene f x V → V by
f v =

0; v ∈ ∪Wα
v; otherwise.
Note that f 6= 0, and for r ∈ F , rv ∈ Sα Wα if and only if v ∈ Sα Wα.
This implies that f ∈ MFV  with f linear on each Wα in S . As in the
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discussion following Lemma 2.2, for 0 6= w ∈ Sα Wα and v ∈ V \Sα Wα we
nd f w + v 6= f w + f v. Thus S does not force linearity.
The next theorem gives some basic results.
Theorem 3.1. Let V be a vector space over a eld F .
(i) If dimF V = 1, then flnV  = 0.
(ii) If dimF V = 2, then flnV  = ∞.
(iii) If F is innite and dimF V > 1, then flnV  = ∞.
Proof. (i) MFV  = EndFV  if and only if V is one-dimensional
over F .
(ii) Each f ∈ MFF2 \ EndFF2 is linear on all the proper sub-
spaces of F2, but not on F2 itself.
(iii) When F is innite, no nite collection of proper subspaces can
cover V . So the result follows from the discussion preceding the theorem.
In view of this theorem, F will denote a nite eld of cardinality F  =
q = pn; n ∈ , and p a prime, for the remainder of this section. We rst
handle the case where V is nite-dimensional, so from Lemma 3.2 through
Theorem 3.9, we assume V = Fm, m ∈ , m ≥ 3. We call a subspace W of
V a hyperplane if dimF W = m− 1.
The last result (Theorem 3.10) of this section is directed to the innite-
dimensional case.
Lemma 3.2. For any t + 1 hyperplanes H0;H1; : : : ;Ht , t > 0, of V we
have  t[
i=0
Hi
−
t−1[
i=0
Hi
 ≤ qm−1 − qm−2:
Proof. For any two hyperplanes, H;K we have H ∩ K = qm−2 since
m = dimFH + K = dimF H + dimF K − dimFH ∩ K. Thus if t = 1,
H0 ∪H1 − H0 = H0 + H1 − H0 ∩H1 − H0 = qm−1 − qm−2. Now let
t > 1 and let k = St−1i=0 Hi. Then t[
i=0
Hi
 =

 
t−1[
i=0
Hi
!
∪Ht
 = k+ qm−1 −
Ht ∩
 
t−1[
i=0
Hi
!
≤ k+ qm−1 − Ht ∩ H0 ∪H1:
But Ht ∩ H0 ∪ H1 = Ht ∩ H0 ∪ Ht ∩ H1 = qm−2 + qm−2 − Ht ∩
H0 ∩H1 = 2qm−2 − qlt for some lt ≤ m− 2. Hence 
St
i=0Hi ≤ k+ qm−1−
forcing linearity numbers 195
2qm−2 + qlt , which in turn implies t[
i=0
Hi
−
t−1[
i=0
Hi
 ≤ qm−1 − 2qm−2 + qlt
≤ qm−1 − 2qm−2 + qm−2 = qm−1 − qm−2:
Lemma 3.3. If H0;H1; : : : ;Ht are hyperplanes which cover V (i.e.,St
i=0Hi = V ), then t ≥ q.
Proof. Let t0 + 1 denote the minimum number of these hyperplanes
needed to cover V , say H0;H1; : : : ;Ht0 . Now one only needs to count
elements. We have H0 = qm−1 and H0 ∪ H1 = 2qm−1 − qm−2. By
Lemma 3.2, the maximum number of elements in H0 ∪ H1 ∪ H2 is
2qm−1 − qm−2 + qm−1 − qm−2. Continuing in this manner, the maxi-
mum number of elements in
St0
i=0Hi is t0 + 1qm−1 − t0qm−2. Thus, since
St0i=0Hi = qm, it follows that t0q− 1 = q2 − q, so t0 = q.
In particular, if we want H0;H1; : : : ;Hq to be a cover of V then each
union (apart from the rst one) in the sequence
H0; H0 ∪H1;
2[
i=0
Hi; : : : ;
q[
i=0
Hi
must contain qm−1 − qm−2 more elements than the previous one. In other
words, each union
Ss
i=0Hi s ≥ 1 must be a maximum extension ofSs−1
i=0 Hi.
Corollary 3.4. Suppose a collection of q + 1 proper subspaces
W0;W1; : : : ;Wq of V is a cover of V . Then each Wi 0 ≤ i ≤ q is a
hyperplane.
Proof. First, suppose W1;W2; : : : ;Wq are hyperplanes, but W0 is prop-
erly contained in a hyperplane, say W0 = ql, where 1 ≤ l ≤ m− 2. Since
m = dimFW0 + W1 = l + m − 1 − dimFW0 ∩ W1, we have dimFW0 ∩
W1 = l − 1. (Of course, we may assume that Wi 6⊆ Wj if i 6= j.) Hence,W0 ∪W1 = ql + qm−1 − ql−1:
As in the proof of Lemma 3.2, it follows that, for t ≥ 2, t[
i=0
Wi
−
t−1[
i=0
Wi
 ≤ qm−1 − qm−2:
196 maxson and meyer
So the maximum value of Sqi=0Wi is given by
ql + qm−1 − ql−1 + q− 1qm−1 − qm−2 = qm − q− 1qm−2 − ql−1
< qm; since l − 1 < m− 2:
This contradicts the fact that
Sq
i=0Wi = V . So W0 must be a hyperplane.
It is now clear that the situation gets even worse when more than one of
the Wi are not hyperplanes.
Lemma 3.5. If H0;H1; : : : ;Hq is a cover of V by hyperplanes then Hi ∩
Hj = Hk ∩Hl for all 0 ≤ i; j; k; l ≤ q, i 6= j, k 6= l.
Proof. From the above two lemmas, we must have Sti=0Hi −
St−1i=0 Hi = qm−1 − qm−2 for each t; t = 1; 2; : : : ; q. This means that
lt = m − 2 for all t = 2; 3; : : : ; q in the notation used in the proof of
Lemma 3.2. Hence Ht ∩H0 ∩H1 = 2qm−2 − qlt = qm−2, t = 2; 3; : : : ; q.
Since H0 ∩ H1 = qm−2, we have H0 ∩ H1 = Ht ∩ H0 ∩ H1 ⊆ H0 ∩ Ht ,
so H0 ∩H1 = H0 ∩Ht for t = 2; 3; : : : ; q. Similarly, H0 ∩H1 = H1 ∩Ht .
By rearranging the hyperplanes H0; H1; : : : ;Hq in any order, we get the
result.
Theorem 3.6. No set S = H0;H1; : : : ;Hq of q+ 1 hyperplanes forces
linearity.
Proof. From the above explanations we must have
Sq
i=0Hi = V . Fur-
thermore, by Lemma 3.5, it follows that any intersection of two hyper-
planes equals any intersection of any three of the hyperplanes, which in
turn equals any intersection of any four of the hyperplanes. Continuing,
these intersections all equal H0 ∩ H1 ∩ · · · ∩ Hq, which must then be an
m − 2-dimensional subspace of V . Since no set of q hyperplanes covers
V (Lemma 3.3) it follows that each hyperplane Hi contains an element hi
such that hi /∈
S
j 6=i Hj .
Now let B x= H0 ∩H1 ∩ · · · ∩Hq and let b1; b2; : : : ; bm−2 be a basis for
B. Denote this by B = b1; : : : ; bm−2. Thus we have Hi = b1; : : : ; bm−2;
hi, i = 0; 1; : : : ; q. Dene a function f x V → V as follows: f H0 is the
projection of H0 onto Fh0, i.e., f α1b1 + · · · + αm−2bm−2 + βh0 = βh0
and f Hi is the zero map on Hi, i = 1; 2; : : : ; q. If y ∈ H0 ∩ Hi, then
y ∈ B, so that f y = 0. This means that f is well dened. One notes that
f ∈ MFV  and that f is linear on each Hi ∈ S . However, f is not linear
on V for f h0 + h1 = 0 since h0 + h1 /∈ H0, while f h0 + f h1 = h0 6= 0.
Corollary 3.7. No set of q+ 1 subspaces of V forces linearity.
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Proof. Suppose to the contrary that S = W0;W1; : : : ;Wq is a col-
lection of q + 1 subspaces which forces linearity. We know we must haveSq
i=0Wi = V . By Corollary 3.4, each Wi is a hyperplane, and this contradicts
Theorem 3.6.
We now obtain our main result of this section for nite-dimensional vec-
tor spaces over a nite eld.
Theorem 3.8. Let F be a nite eld, F  = q, and let V = Fm; m ≥ 3.
Then flnV  = q+ 2.
Proof. We have shown above that no collection S of proper subspaces
of V with S  < q+ 1 covers V , and consequently S does not force linear-
ity. Moreover, no collection S with S  = q + 1 forces linearity by Corol-
lary 3.7.
We now give a set S of q+ 2 proper subspaces which does force linearity.
This will establish the result. To this end, let b1; b2; : : : ; bm be a basis for
V , let W ′ = b1 + bm; b2; : : : ; bm−1, Wα = b1 + αb2; b3; : : : ; bm−1; b1 +
bm, for α ∈ F and W = b1; b2. Take S = W ′;W  ∪ Wα  α ∈ F.
We rst show that S covers V . Let v = β1b1 + · · · + βmbm ∈ V . If β1 =
βm, then v ∈ W ′. If β1 6= βm, then
v = β1 − βm

b1 +
β2
β1 − βm
b2

+ · · · + βm−1bm−1
+ βmb1 + bm ∈ Wα; where α =
β2
β1 − βm
∈ F:
Let f ∈ MFV . Recall that to show f is linear on V , it sufces to
show, for v = β1b1 + · · · + βmbm ∈ V , that f v = f β1b1 + f β2b2 +
· · · + f βmbm. Again, if β1 = βm, then v = β1b1 + bm + β2b2 + · · · +
βm−1bm−1 ∈ W ′, so f v = f β1b1 + bm + f β2b2 + · · · + f βm−1bm−1.
But b1 and bm ∈ W0, so f β1b1 + β1bm = f β1b1 + f β1bm, and thus
f v = f β1b1 + · · · + f βmbm in this case. If β1 6= βm, then
v = β1 − βm

b1 +
β2
β1 − βm
b2

+ β3b3 + · · · + βmb1 + bm:
For α = β2/β1 − βm, b1 + αb2; : : : ; bm−1; b1 + bm are in Wα, so f v =
β1 − βm f b1 + αb2 + f β3b3 + · · · + f βm−1bm−1 + βmf b1 + bm.
Since b1; b2 are in W and b1; bm are in W0, the result follows.
It is clear that not every set of q + 2 proper subspaces of Fm forces lin-
earity, for one can take 1-dimensional subspaces as a counterexample, e.g.,
V = 23 and let S consist of any four distinct 1-dimensional subspaces.
Furthermore, not every set of q+ 2 hyperplanes forces linearity. For exam-
ple, let e1; e2; e3 be the natural basis of 23 and let H1 = e1; e3, H2 =
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e2; e3, H3 = e1; e2 + e3, and H4 = e2; e1 + e3. Then
S4
i=1Hi$V , so
H1;H2;H3;H4 does not force linearity. In addition, there are collec-
tions with more than q + 2 hyperplanes which force linearity, but no sub-
collection does. Let V = 33 with the natural basis e1; e2; e3 and let
S = e1; e2, e1; e3, e2; e3, e1; e2 + e3, e2; e1 + e3, e3; e1 + e2.
Then S covers V and forces linearity, but no proper subcollection of S
covers V .
However, it is the case that if q+ 2 hyperplanes cover V = Fm then they
do force linearity on V . This is the content of the next theorem.
Theorem 3.9. Let F be a nite eld of order q and let V be an m-
dimensional vector space over F;m ≥ 3. Every set of q+ 2 hyperplanes which
covers V forces linearity.
Proof. We rst show that if a set S of q+ 2 hyperplanes covers V then
there is a subset S ′ of S with S ′ = q + 1 which also covers V . (We are
indebted to Prof. Aart Blokhuis of the Technical University Eindhoven for
the following argument.)
Let H1;H2; : : : ;Hq+2 be a set of q+ 2 hyperplanes which cover V . Thus
we can suppose there are q+ 2 hyperplanes in PGm− 1; F, the projective
m− 1-space over F . In the dual projective version, a set of hyperplanes
covering all points corresponds, via duality, to a set of points in the dual
space that intersects all hyperplanes. It follows from a result of Bruen and
Thas [2] on blocking sets that any set of points with the above property of
size less than q+√q+ 1 contains a line and hence a set of size q+ 1, since
each line has q + 1 points. Dualizing again, we obtain our subcollection of
H1; : : : ;Hq+2 with q+ 1 hyperplanes covering V .
Without loss of generality, suppose that S ′ = H1; : : : ;Hq+1 is a subset
of S = H1; : : : ;Hq+1;Hq+2 of size q + 1 which covers V . As we saw
in the proof of Theorem 3.6, there is an m − 2-dimensional subspace
B of V , namely B = H1 ∩ · · · ∩ Hq ∩ Hq+1. Let T = b1; : : : ; bm−2 be
a basis for B, let H1 = T; c1 (i.e., H1 is the span of T ∪ c1), and let
H2 = T; c2. Note that c1 /∈ H2 ∪ · · · ∪Hq+1, c2 /∈ H1 ∪H3 ∪ · · · ∪Hq+1,
and T ∪ c1; c2 is a basis of V . Next, let Hi = T; ci, i = 3; : : : ; q+ 1. We
have ci = αi1c1 + αi2c2 +
Pm−2
j=1 βijbj with αi1 6= 0 6= αi2, since the Hi are
distinct. So in each Hi, i = 3; 4; : : : ; q + 1, there is some c1 + αc2, α ∈ F∗,
and only one such element of this form in a given Hi. Thus, without loss of
generality, let ci = c1 + αic2 ∈ Hi, i = 3; 4; : : : ; q+ 1, and αi 6= αj if i 6= j.
We know H1 ∩Hq+2 is an m− 2-dimensional subspace. We claim B 6⊆
H1 ∩Hq+2. For if H1 ∩Hq+2 = B, then Hq+2 = T; d, where d = α1c1 +
α2c2 +
Pm−2
j=3 βjbj and not both α1; α2 are zero. But this implies Hq+2 = Hi
for some i ∈ 1; 2; : : : ; q + 1, a contradiction. From this it follows that
there is some c1 +
Pm−2
j=3 βjbj ∈ H1 ∩Hq+2 ⊆ Hq+2. In the same manner
forcing linearity numbers 199
we obtain some c2 +
Pm−2
j=3 γjbj ∈ H2 ∩Hq+2 ⊆ Hq+2; hence
c1 + c2 +
m−2X
j=3
βj + γjbj ∈ Hq+2 and
c1 + c2 +
m−2X
j=3
βj + γjbj ∈ T; c1 + c2:
Now take f ∈ MFV  with the property that f is linear on each of the
hyperplanes H1; : : : ;Hq+1;Hq+2. Thus
f

c1 + c2 +
m−2X
j=3
βj + γjbj

= f c1 + c2 +
m−2X
j=3
βj + γjf bj
since c1 + c2 +
Pm−2
j=3 βj + γjbj is in T; c1 + c2. Also,
f

c1 + c2
m−2X
j=3
βj + γjbj

= f

c1 +
m−2X
j=3
βjbj + c2 +
m−2X
j=3
γjbj

= f

c1 +
m−2X
j=3
βjbj

+ f

c2 +
m−2X
j=3
γjbj

;
since c1 +
Pm−2
j=3 βjbj , c2 +
Pm−2
j=3 γjbj are in Hq+2. But
f

c1 +
m−2X
j=3
βjbj

= f c1 +
m−2X
j=3
βjf bj
since c1;
Pm−2
j=3 βjbj are in H1, and similarly,
f

c2 +
m−2X
j=3
γjbj

= f c2 +
m−2X
j=3
γjf bj:
From this we obtain f c1 + c2 = f c1 + f c2. Also, one obtains f αc1 +
βc2 = αf c1 + βf c2.
Finally, we show that f is linear on V ; i.e., for v = α1c1 + α2c2 +Pm−2
j=3 βjbj we show that f v = α1f c1 + α2f c2 +
Pm−2
j=3 βjf bj. If
α1 = 0 or α2 = 0 the result is clear. Otherwise,
f v = f

α1c1 + α−11 α2c2 +
m−2X
j=3
βjbj

= α1f c1 + α−11 α2c2 +
m−2X
j=3
βjf bj = f α1c1 + α2c2 +
m−2X
j=3
βjf bj
= α1f c1 + α2f c2 +
m−2X
j=3
βjf bj;
as required.
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We conclude this section by taking care of the case where V is an innite-
dimensional vector space over a nite eld F .
Theorem 3.10. Let F be a nite eld with F  = q, and let V be an
innite-dimensional vector space over F . Then flnV  = q+ 2.
Proof. We show a proof for the case where V has a countable basis. The
same method applies to the uncountable case, although the modication to
the notation unnecessarily obscures the clarity of the argument.
Let b1; b2; b3; : : : be a countable basis for V over F . Consider the q+ 2
proper subspaces
W ′ = b1 + b3; b2; b4; b5; : : :
Wα = b1 + αb2; b1 + b3; b4; b5; : : :; α ∈ F
W = b1; b2
of V . As in the proof of Theorem 3.8, it can be shown that they cover V ,
and indeed also force linearity.
So let W1;W2; : : : ;Wn n ≤ q+ 1 be proper subspaces of V and suppose
that S = W1;W2; : : : ;Wn forces linearity. Let B be a basis for W1 ∩W2 ∩
· · · ∩Wn. Extend B to a basis of W1, using an element c ∈ W1 \
Sn
j=2 Wj . So
W1 = B ∪ c ∪D for some subset D ⊆ W1, independent of B ∪ c. For
l ∈ , let Fl denote the subspace of V , using only nonzero components in
the rst l positions, i.e., if v ∈ V , with v =P∞i=1 αibi and almost all αi = 0,
then v ∈ Fl if and only if αi = 0 for all i > l. There exists l1 ∈  such
that Fl1 *W1 (otherwise W1 = V ). Similarly, there exist l2; : : : ; ln such that
Fli *Wi, i = 2; : : : ; n. If l = maxl1 : : : ; ln, then Fl *Wi, i = 1; : : : ; n.
Dene f x V → V as follows: f W1 is the projection of W1 on its cth
component, i.e., f Pb∈B βib+ γc +Pd∈D δid = γc. Furthermore, f Wj =
0 for j = 2; : : : ; n. We show that f is well dened on V : Let 2 ≤ j ≤ n,
and suppose y ∈ W1 ∩ Wj . There exists t ∈  such that y ∈ Ft . Let m =
maxl; t, so that Fm = Fm ∩ V = Fm ∩ W1 ∪ · · · ∪ Fm ∩ Wn. Hence,
Fm ∩W1; : : : ; Fm ∩Wi is a cover of Fm by proper subspaces, since Fm ∩
Wi 6= Fm. By Lemma 3.3, we must have n ≥ q+ 1, implying that n = q+ 1.
So each Fm ∩ Wi is a hyperplane in Fm, by Corollary 3.4. But then y ∈
W1 ∩Wj ∩ Fm = W1 ∩ Fm ∩ Wj ∩ Fm =
Tn
i=1Wi ∩ Fm, by Lemma 3.5.
So y ∈ Tni=1Wi ∩ Fm ⊆ Tni=1Wi = B, i.e., f y = 0. Hence f is well
dened.
It is clear that f is linear on each Wi, and f ∈MFV . If e ∈ W2 \W1, then
c + e /∈ W1, so f c + e = 0 6= c + 0 = f c + f e, which contradicts the
assumption that W1;W2; : : : ;Wn forces linearity. As a result, flnV  =
q+ 2.
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4. flnRm FOR R A LOCAL RING, NOT AN INTEGRAL DOMAIN
In this section we answer Fuch’s question for nitely generated free mod-
ules, V = Rm, over a local ring R. By a local ring we mean a commutative
Noetherian ring, not an integral domain, such that R has a unique maxi-
mal ideal M consisting of all of the nonunits of R. As we have observed
above, if m = 1, then MRV  = EndRV , so flnV  = 0. Henceforth we
take m ≥ 2.
We rst handle the case where AnnRM = r ∈ R  rm = 0; ∀m ∈ M
is zero. For an example of a local ring, not a domain, with this property see
Example 99 in [7].
Theorem 4.1. Let R be a local ring with AnnRM = 0 and let V =
Rm, m ≥ 2. Then flnV  = 1.
Proof. First, we must have MRRm 6= EndRRm. This follows from [10,
Theorem 2.4], which says that if V is a nitely generated R-module where
R is a commutative Noetherian ring, then MRV  is a ring if and only if
MRV  is a commutative ring. Since here, V = Rm, if MRV  = EndRV ,
then, since EndRV  ∼= MmR, the m × m matrix ring over R, we get a
contradiction.
As usual let e1; : : : ; em be the natural basis of V and let W x=
Me1 ∪ Me2 ∪ · · · ∪ Mem. Take f ∈ MRV  and suppose f is lin-
ear on W . Let f ei = αi1; αi2; : : : ; αim, i = 1; 2; : : : ;m; take any
r1; : : : ; rm = r1e1 + · · · + rmem in V , and let f r1; : : : ; rm = s1; : : : ; sm.
Then, for all a ∈ M , we have f ar1; : : : ; rm = as1e1 + · · · + asmem.
Since ar1; : : : ; rm ∈ W , we have f ar1; : : : ; rm = ar1f e1 + · · · +
armf em = ar1α11; : : : ; α1m + · · · + armαm1; : : : ; αmm. Moreover, since
AnnRM = 0, we get sj = r1α1j + r2α2j + · · · + rmαmj , j = 1; 2; : : : ;m,
which in turn implies f r1; : : : ; rm = r1α11 + · · · + rmαm1e1 + · · · +
r1α1m + · · · + rmαmmem = r1α11; : : : ; α1m + · · · + rmαm1; : : : ; αmm =
r1f e1 + · · · + rmf em. By Lemma 1.2, f ∈ EndRV . Therefore we have
flnV  = 1.
Because of the above result we will henceforth suppose that our local
ring R is such that AnnRM 6= 0. This is true in particular for local rings
with the maximal ideal M nilpotent.
If MV is the submodule of V generated by mv  m ∈ M;v ∈ V , then
it is well known that V/MV is a vector space over the eld R/M . More-
over, if S = S1; : : : ; St is a cover of V , then S1 +MV /MV; : : : ; St +
MV /MV is a cover of V/MV . It follows from Nakayama’s lemma that
Si +MV /MV is a proper subspace of V/MV when Si is a proper sub-
module of V (see [1]).
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Lemma 4.2. If S = S1; S2; : : : ; St is a collection of proper submodules
of V = Rm, m ≥ 2, which forces linearity, then Sti=1 Si = V .
Proof. We assume
St
i=1 Si$V and show S does not force linearity. To
this end, we note that since R is Noetherian and V is nitely generated, the
set Rw  w /∈ Sti=1 Si has a maximal element, say Rv0. Also Rv0$V , since
V is not cyclic. Now let 0 6= a be an arbitrary but xed element in AnnRM
(recall our assumption that AnnRM 6= 0) and dene f x V → V by
f x =

rae1; if x = rv0 ∈ Rv0
0; otherwise.
We rst show that f is well dened. In fact, suppose s1v0 = s2v0. Then
s1− s2v0 = 0, so s1− s2 ∈M . But then s1− s2ae1 = 0, i.e., s1ae1 = s2ae2.
Next we show f ∈ MRV . Let w ∈ V , r ∈ R. If w = sv0, then rw = rsv0,
so f rw = rsae1 = rf w. If w /∈ Rv0 and rw /∈ Rv0, then rf w = f rw,
so we take w /∈ Rv0 and rw = sv0 ∈ Rv0. If s ∈ M , then again f rw = 0
and we are nished, so we take s ∈ U = R\M . Thus v0 = s−1rw and
Rv0 ⊆ Rw. If w /∈
St
i=1 Si, then by the maximality of Rv0 we get Rv0 = Rw
and w ∈ Rv0, a contradiction. Therefore w ∈
St
i=1 Si and v0 ∈
St
i=1 Si, again
a contradiction. Thus we have f ∈MRV .
Let w ∈ Sti=1 Si. If w /∈ Rv0, f w = 0. If w ∈ Rv0, say w = sv0, then
s ∈ M . Otherwise, s ∈ U and v0 = s−1w ∈
St
i=1 Si, a contradiction. Thus
f w = sae1 = 0. Consequently f 
St
i=1 Si = 0, and hence f is linear on
each Si ∈ S . Let vˆ ∈ V \ Rv0. Then vˆ + v0 /∈ Rv0, so f vˆ + v0 = 0 6= v0 =
f vˆ + f v0. That is, S does not force linearity on V .
Theorem 4.3. Let R be a local ring with unique maximal ideal M , with
AnnRM 6= 0 and let V = Rm.
(i) If m = 1, then flnV  = 0.
(ii) If m ≥ 2 and R/M is innite, then flnV  = ∞.
Proof. We have handled (i) above. For (ii), we see if some nite set S =
S1; : : : ; St of submodules of V forces linearity, then V/MV =
St
i=1Si +
MV /MV , a cover by proper subspaces. This is impossible when R/M is
innite.
Therefore, for the remainder of this section we suppose that R is a local
ring with AnnRM 6= 0 and R/M is a nite eld. Any nite local ring,
not a eld, satises these conditions. We give an example to show that there
are also innite local rings with these properties.
Example 4.4. Let F be a nite eld and let K denote the algebraic closure
of F . Furthermore, let Kx denote the ring of formal power series over K
and let R = P∞i=0 aixi  a0 ∈ F, a subring of Kx. One notes that R is a
local ring with unique maximal ideal M = x. Now let S = R/Mt for some
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t ≥ 2. Then S is a local ring with maximal ideal Mˆ = M/Mt . Furthermore,
Mˆ is nilpotent and S/Mˆ ∼= R/M ∼= F , so S/Mˆ is nite.
We let R/M = q and note that no collection S of proper submodules
with S  < q + 1 can force linearity. For in this case the submodules of
S would have to cover V (Lemma 4.2), and hence a cover of V/MV by
no more than S  proper subspaces is obtained, a contradiction. Thus if S
forces linearity then S  ≥ q + 1. To use results of the previous section we
take m ≥ 3, where V = Rm. Later, in Theorem 4.8, we consider the case
m = 2.
Now let S be a proper submodule of V . As we have noted above, S +
MV /MV is a proper subspace of V/MV . If S is a maximal submodule of
V and S 6⊇ MV , then S +MV = V . From Nakayama’s lemma we obtain
S = V , which means S +MV /MV = V/MV , contrary to the fact that S
is proper. Thus, for every maximal submodule S of V , S ⊇ MV . We use
this observation in the next result.
Lemma 4.5. If V = Rm is covered by q + 1 maximal submodules
S1; : : : ; Sq+1, then Si = B; gi, gi /∈
S
j 6=i Sj , i = 1; 2; : : : ; q + 1, for some
submodule B of V .
Proof. Since S1; S2; : : : ; Sq+1 is a cover for V , we have that S1/MV ,
S2/MV; : : : ; Sq+1/MV is a cover of V/MV by proper submodules. Be-
cause MV is contained in each maximal submodule and because there
is more than one maximal submodule, MV is not maximal. Therefore,
from the correspondence theorem, Si/MV is maximal in V/MV and
the vector space V/VM is covered by the q + 1 hyperplanes Si/MV .
From Lemma 3.2 we see that these q + 1 hyperplanes must be dis-
tinct. From Lemma 3.5 (see also the proof of Theorem 3.6) we see that
Si/MV = Bˆ; gi +MV , i = 1; 2; : : : ; q + 1, where Bˆ = S1/MV ∩ · · · ∩
Sq+1/MV , and gi +MV /∈
Sq+1
i=1 Si/MV . If Bˆ = b1 +MV; : : : ; bt +MV ,
then Si/MV = b1 + MV; : : : ; bt + MV; gi + MV . From [1, Proposi-
tion 2.8], Si = b1; : : : ; bt; gi = B; gi, where we let B = b1; : : : bt,
i = 1; 2; : : : ; q+ 1. Hence we have the result.
We use this result to show that no collection with q+ 1 proper submod-
ules forces linearity.
Theorem 4.6. No set of q + 1 proper submodules of V = Rm forces lin-
earity.
Proof. We rst show that no collection S with q + 1 maximal submod-
ules forces linearity. Suppose to the contrary that S = S1; : : : ; Sq+1,
where the Si are maximal submodules, forces linearity. From the above
lemma, Si = B; gi with B = b1; : : : ; bt and gi /∈
S
j 6=i Sj , and, of course,
gi /∈ B.
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From [9], the submodule Mm is contained in every maximal submodule of
V . If g1 ∈Mm, then, since B ⊆ B; g2 and Mm ⊆ B; g2, we get B; g1 ⊆
B; g2, a contradiction. Thus, since one of the components of g1 is not in
M and thus is a unit, we have ag1 6= 0 for any nonzero a ∈ AnnRM. We
choose an arbitrary but xed nonzero a0 ∈ AnnRM and dene f x V → V
by
f v =
8<:βa0g1; v ∈ S1; v =
tX
j=1
βjbj + βg1
0; v ∈ Si; i 6= 1:
We rst show that f is well dened. If v ∈ S1 is also represented as v =Pt
j=1 γjbj + γg1 in S1, then we have β − γg1 ∈ B. This means that β −
γ ∈ M , since otherwise β − γ is a unit and we would have g1 ∈ B. Since
a0 ∈ AnnRM, β − γa0g1 = 0. Suppose that v ∈ S1 ∩ Sj , j 6= 1. Thus
v also has a representation, v = Ptj=1 δjbj + δg1. Since Ptj=1 βjbj ∈ Sj we
obtain βg1 ∈ Sj , which implies β ∈ M . Consequently f v = βa0g1 = 0.
Thus f is well dened on V . We note that f is not the zero function since
f g1 = a0g1 6= 0. We next show that f ∈MRV .
For v ∈ S1, say v =
Pt
j=1 βjbj + βg1, and for any r ∈ R, we have rv ∈ S1,
so rf v = rβa0g1 = f rv. Now suppose v ∈ Sj , j 6= 1. Then f v = 0
and, for any r ∈ R, rf v = 0. Moreover, rv ∈ Sj , which implies f rv = 0.
Thus, rf v = f rv for all r ∈ R and v ∈ V . It is clear that f is linear
on each Si in S and that f g1 + g2 = 0, since g1 + g2 /∈ S1. However,
f g1 + f g2 = a0g1 6= 0. This shows that no cover of q + 1 maximal
submodules of V forces linearity.
We proceed now as we did in Theorem 3.6 to show that no cover by
any collection of q + 1 proper submodules forces linearity. Suppose to the
contrary that T = T1; T2; : : : ; Tq+1 is a collection of q + 1 proper sub-
modules which forces linearity. Let Si be a maximal submodule of V which
contains Ti, i = 1; 2; : : : ; q + 1. Thus
Sq+1
i=1 Si = V and so the q + 1 maxi-
mal submodules Si must be distinct. Consider the function f dened above.
Since f is linear on each Si; f is linear on each Ti. Thus f is linear on V ,
since T forces linearity. But this is a contradiction and the result follows.
We next show that there exists a set of q + 2 proper submodules of V
which forces linearity.
Theorem 4.7. Let R be a local ring with maximal ideal M such that
R/M is a nite eld of cardinality q. Suppose further that V = Rm, m ≥ 3,
and AnnRM 6= 0. Then flnV  = q+ 2.
Proof. Let M = m1;m2; : : : ;mk and let R/M∗ = u1 + M; : : : ;
uq−1 +M; i.e., u1; : : : ; uq−1 is a system of representatives for R/M∗. De-
ne S′ = m1e1; : : : ;mke1; e2; e3; : : : ; em, S′′ = e1;m1e2; : : : ;mkek; e3;
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: : : ; em, and for i = 1; 2; : : : ; q − 1, dene Si = e1 + uie2;m1e2;
: : : ;mke2; e3; : : : ; em. It is straightforward to verify that V = S′ ∪ S′′ ∪
Sq−1i=1 Si. Now let S = e1; e2 and consider S = S′; S′′; S1; : : : ; Sq−1; S.
Suppose f ∈ MRV  is linear on each submodule in S and let v =
a1e1 + · · · + amem be arbitrary in Rm. If a1 ∈ M , then v ∈ S′ and
f a1e1 + a2e2 + · · · + amem = f a1e1 + · · · + f amem. Also, if a2 ∈ M ,
then v ∈ S′′ and f a1e1 + · · · + amem = f a1e1 + · · · + f amem.
Now suppose both a1; a2 ∈ U = R\M . Then v = a1e1 + a−11 a2e2 +
a3e3 + · · · + amem ∈ Sl where a−11 a2 ≡ ul mod M , i.e., a−11 a2 = ul + mˆ,
mˆ ∈ M . Thus v = a1e1 + ule2 + a1mˆe2 + a3e3 + · · · + amem. Thus
f a1e1 + · · · + amem = a1f e1 + ule2 + f a1mˆe2 + f a3e3 + · · · +
f amem. Since f is linear on S, f e1 + ule2 = f e1 + f ule2. Hence
f v = f a1e1 + f a1ule2 + f a1mˆe2 + f a3e3 + · · · + f amem =
f a1e1 + f a1u` + a1mˆe2 + f a3e3 + · · · + f amem = f a1e1 +
f a2e2 + · · · + f amem. From Lemma 1.2, f is linear on V and S forces
linearity.
The remaining case of m = 2 and AnnRM 6= 0 is handled in our nal
theorem.
Theorem 4.8. Let R be a local ring with maximal ideal M such that
R/M = q. If V = R2 and AnnRM 6= 0 then flnV  = ∞.
Proof. We rst show that no cover with q+ 1 proper submodules forces
linearity. As we have noted, it sufces to consider covers by maximal sub-
modules, so we suppose we have a cover S of q + 1 maximal submodules
which forces linearity. We know e2 is in one of the submodules of S , say
S−1. Since V = R2, the other generators may be taken in the form me1,
where m ∈M . If for some m′ ∈M , m′e1 /∈ S1, then S−1$ S−1 + m′e1$V ,
contrary to S−1 being maximal. Thus we must have S−1 = Me1; e2. Now
let e1 ∈ S0, and, in the same manner, we get S0 = e1;Me2. As in the proof
of Theorem 4.7, let u1; u2; : : : ; uq−1 be a set of representatives for R/M∗
and let e1 + uie2 ∈ Si (say). Since ui 6≡ uj mod M for i 6= j, we nd that
e1 + uie2 /∈ Sj . One then shows that the other generators of Si can be taken
as me2, and again one nds that Si = Me2; e1 + uie2. Thus the set S of
q+ 1 maximal submodules covering V must be S−1; S0; S1; : : : ; Sq−1.
Let 0 6= a0 ∈ AnnRM be arbitrary but xed. Dene f x V → V by
f ae1 + be2 =

aa0e1; b ∈M
0; b ∈ U .
We show f ∈MRV . Let s ∈ R. If b ∈ U , then f ae1 + be2 = 0. If s ∈ U ,
then sb ∈ U , so f sae1 + be2 = 0. If s ∈M , then sb ∈M . Thus f sae1 +
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sbe2 = saa0e1 = 0, since sa ∈M . Now if b ∈M , then f ae1+ be2 = aa0e1
and sf ae1 + be2 = saa0e1. Since sb ∈M , f sae1 + be2 = saa0e1, hence
f ∈MRV .
We note that f is not linear on V since f e1 + e2 = 0 6= a0e1 = f e1 +
f e2. We next show that f is linear on each of the submodules in S . Let
v ∈ S−1, say v = ae1+m1e2 + · · · +mte2 ∈ S−1, so f v = aa0e1 = f ae1+
f m1e2 + · · · + f mte2. Let v ∈ S0, say v = m1e1 + · · · +mte1 + be2. If
b ∈ U , then f v = 0 = f m1e1 + · · · + f mte1 + f be2, and if b ∈ M ,
then f v = m1 + · · · +mta0e1 = 0 = f m1e1 + · · · + f mte1 + f be2.
Finally let v ∈ Si, say v = ae1 + uie2 + m1e2 + · · · + mte2. If a ∈ M ,
then aui +m1 + · · · +mt ∈ M , so f v = aa0e1 = 0 = f ae1 + uie2 +
f m1e2 + · · · + f mte2. If a ∈ U , then aui +m1+ · · · +mt ∈ U , so f v =
0 = f ae1 + uie2 + f m1e2 + · · · + f mte2. From these calculations, we
see as in Lemma 1.2 that f is linear on each of the submodules in S . But f
is not linear on V . Thus, no collection of q+ 1 maximal submodules forces
linearity.
Suppose next that we have a cover Sˆ of V with q + 2 distinct maxi-
mal submodules. Proceeding as we did above, we nd that the submodules
S−1; S0; S1; : : : ; Sq−1 must be in Sˆ . Thus Sˆ = S−1; S0; S1; : : : ; Sq−1; S.
Let g1 = x1e1 + y1e2; : : : ; gt = xte1 + yte2 be a generating set for S. If
all xi ∈ M , then S ⊆ S−1, which is a contradiction. Without loss of gen-
erality we let x1 ∈ U . But then e1 + x−11 y1e2 ∈ S. If x−11 y1 ∈ U , then as
above we nd S ⊆ Si for some i; i = 1; 2; : : : ; q − 1. Thus we must have
a generator x1e1 + y1e2 with x1 ∈ U and y1 ∈ M . If any other generator
gi = xie1 + yie2 has xi ∈ U , then a calculation shows that we must have
yi ∈ M , and then S ⊆ S0. Not all generators can be of this form, for then
S ⊆ S0. So we take x2e1 + y2e2 with x2 ∈M . Then x2e1 + x−11 ye2 ∈ S, so
x2x−11 y1 − y2e2 ∈ S. This means y2 ∈ M . Thus the generators must be of
the form xe1 + ye2, with x ∈ U and y ∈ M or x ∈ M and y ∈ M . But then
S ⊆ S0, again a contradiction. From this we see there is no cover with more
than q+ 1 distinct maximal submodules.
Finally, suppose T = T1; T2; : : : ; T` is a cover which forces linearity.
We know ` ≥ q+ 1. Each Ti is contained in some maximal submodule, and
we found above that S−1; S0; S1; : : : ; Sq−1 are the only maximal submodules.
Since T forces linearity, so does S = S−1; S0; : : : ; Sq−1, a contradiction.
Thus we must have flnR2 = ∞.
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