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The determining modes for the two-dimensional incompressible Navier-Stokes equa-
tions (NSE) are shown to satisfy an ordinary differential equation (ODE) of the form
dv/dt = F(v), in the Banach space, X, of all bounded continuous functions of the
variable s ∈ R with values in certain finite-dimensional linear space. This new evo-
lution ODE, named determining form, induces an infinite-dimensional dynamical
system in the space X which is noteworthy for two reasons. One is that F is globally
Lipschitz from X into itself. The other is that the long-term dynamics of the determin-
ing form contains that of the NSE; the traveling wave solutions of the determining
form, i.e., those of the form v(t, s) = v0(t + s), correspond exactly to initial data v0
that are projections of solutions of the global attractor of the NSE onto the determin-
ing modes. The determining form is also shown to be dissipative; an estimate for the
radius of an absorbing ball is derived in terms of the number of determining modes
and the Grashof number (a dimensionless physical parameter). C© 2012 American
Institute of Physics. [http://dx.doi.org/10.1063/1.4766459]
Dedicated to Professor Peter Constantin on the occasion of his 60th birthday
I. INTRODUCTION
The notion of determining modes5, 7, 18, 19, 25, 27 was introduced as a way to gauge the number of
degrees of freedom for the Navier-Stokes equations (NSE). Determining modes can be described as
a (finite) subset of Fourier modes, such that for any solution {u(t) : t ∈ R} in the global attractor
A its projection into those modes, denoted by {v(t) : t ∈ R}, determines the complete solution.
In particular, the projection of {u(t) : t ∈ R} into the higher modes, denoted by {w(t) : t ∈ R}, is
determined uniquely by {v(t) : t ∈ R}. Thus, there is a well-defined map W : v(·) → w(·), which
will play a major role in this paper. The number of determining modes is associated with the spatial
complexity of the long-time dynamics, and hence suggests the resolution needed for numerical
computations and data assimilations (see, e.g., Refs. 26 and 28). In this sense, estimates for number
of determining modes is used much like those for the dimension of the global attractor.6, 9, 30
If an inertial manifold exists, the high wavenumber spatial modes are enslaved by a finite set of
low wavenumber modes.6, 8, 20, 21, 30 As a consequence, if the low wavenumber modes are specified
at just one point in time, the high wavenumber modes are determined for all time. In the case of an
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inertial manifold, the low modes satisfy an ordinary differential equation (ODE) called the inertial
form whose phase space is finite-dimensional. The existence of an inertial manifold for the NSE,
however, remains open.
Since a finite set of modes, if specified for all time, can determine the solutions to the NSE,
a natural question is whether they satisfy an ordinary differential equation in a phase space of
trajectories, the dynamics of which is consistent with those of the NSE. In other words, can one
find an analog of the inertial form for determining modes? We show in Sec. IV that the determining
modes v for the NSE indeed satisfy a determining form, which is an ordinary differential equation
of the form dv/dt = F(v), where F: X → X is a globally Lipschitz map, and X is the Banach
space of all bounded continuous functions from R into the linear finite-dimensional space of the
low wavenumber modes, given in (2.15). The key step is to extend beyond the global attractor the
enslavement of the high modes mapping W : v(·) → w(·), defined above, to the space X. This is
done by analyzing a differential equation satisfied by w(·), and establishing the Lipschitz property
of W . We then show in Sec. V that the resulting determining form, dv/dt = F(v), is dissipative,
and estimate the radius of its absorbing ball in terms of the number of determining modes, and the
Grashof number (a dimensionless physical parameter given in (2.7)).
Though the number of determining modes is finite, the ODE, they satisfy, i.e., the determining
form, induces an infinite-dimensional dynamical system, since it is an evolution ODE in the infinite-
dimensional Banach space X. Just as the set of partial differential equations that comprise the
incompressible NSE can be written as an evolution equation, involving unbounded operators, in a
Hilbert space H of functions in the spatial variable, the determining modes evolve as solutions to
an ODE in a Banach space X of functions in an auxiliary time variable s. A significant difference,
however, is that the vector field that governs the evolution in the determining form ODE is a globally
Lipschitz map from the space X into itself, whereas in the case of the NSE evolution equation it
involves unbounded operators. Rather than being a dimension reduction of the NSE, the determining
form is in fact an embedding of the original dynamics in a larger phase space. In the phase space X,
the solutions at any moment in time, t, represent complete trajectories v(t, s), −∞ < s < ∞.
For certain initial trajectories, the behavior of solutions to the determining form is simple
to describe. We show in Sec. VI that traveling wave solutions to the determining form can be
characterized as those satisfying v(t, s) = p(t + s; u0), −∞ < s < ∞, where p(s; u0) denotes the
projection into the determining modes of the solution at time s to the NSE with initial condition
u0 ∈ A. As shown in Sec. IV any solution with an initial trajectory v(0, s), −∞ < s < ∞ which
is periodic in s, with period T, remains periodic in s, with period T, regardless of whether this initial
trajectory is on the global attractor of the NSE. As a special case, any solution with an initial trajectory
independent of s remains so; if v(0, s) = c(0), −∞ < s < ∞, then v(t, s) = c(t), −∞ < s < ∞.
We also compare the general long time behavior of the determining form with that
of the NSE. In Sec. VIII, we consider the sequences vn(t, s) = v(t + tn, s − (t + tn)) and
wn(t, s) = w(t + tn, s − (t + tn)). We show that vn + wn converges weakly to a solution of the NSE
with an additional Reynolds force which has only finitely many modes. The stationary solutions
of the determining form satisfy a differential algebraic system: an algebraic relation for v, coupled
with a differential equation for w. Analogs of the energy and enstrophy balances are used in
Sec. IX to show that, as in the case of the NSE, a certain extremal condition on norms of the
stationary solution occur only for forces that are eigenfunctions of the Stokes operator.
Over the years it was proven that there are several other finite systems of parameters, different
than the modes considered here, which also determine the long-time behavior of the solutions
to the Navier-Stokes equations (e.g., determining nodes, finite volumes averages, finite elements,
etc.3, 4, 17, 22, 23, 27). It is worth stressing that the determining form studied here uses only determining
modes, on which the partial differential operators in the NSE act in an obvious manner; this action
is seemingly quite involved for other systems of determining parameters. One also faces a similar
problem in representing inertial manifolds in terms of determining parameters other than the Fourier
modes. This challenging general parametrization issue of the inertial manifolds has been solved
in Ref. 24 for the determining nodes case and later in Ref. 4 for the general interpolant case,
including the finite elements case, etc. In a forthcoming paper,14 we will introduce a general, unified
construction of determining forms based on any finite system of determining parameters. This unified
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approach has also been used in Refs. 1 and 2 in the context of continuous data assimilations and
finite-dimensional feedback control, respectively.
II. STATEMENT OF MAIN RESULTS
Our results are for the incompressible Navier-Stokes equations
∂u
∂t
− νu + (u · ∇)u + ∇ p = ,
divu = 0,∫

u dx = 0 ,
∫

 dx = 0,
u(t0, x) = u0(x)
subject to periodic boundary conditions with basic domain  = [0, L]2. This system can be written
more compactly as
d
dt
u(t) + νAu(t) + B(u(t), u(t)) = f,
u(t) ∈ H , t ≥ 0 , and u(0) = u0 ,
(2.1)
where H is the closure in L2()2 of the set of all R2-valued trigonometric polynomials φ such that
∇ · φ = 0 and
∫

φ(x)dx = 0.
The bilinear operator B and force f are defined as
B(u, v) = P ((u · ∇)v) , f = P , (2.2)
where P is the Helmholtz-Leray orthogonal projector of L2()2 onto H, and where u, v are suf-
ficiently smooth. When the input to B is lengthy, and repeated, for convenience we will use the
shorthand notation
B(u) = B(u, u) . (2.3)
Unless specified otherwise, f ∈ H.
The operator A = − is self-adjoint, and its eigenvalues are of the form(
2π
L
)2
k · k, where k ∈ Z2 \ {0}.
We denote these eigenvalues by
0 < λ0 = (2π/L)2 ≤ λ1 ≤ λ2 ≤ · · ·
arranged in increasing order and counted according to their multiplicities, and write w0, w1, w2, . . .,
for the corresponding normalized eigenvectors (i.e., |w j | = 1 and Aw j = λ jw j for j = 0, 1, 2, . . . ).
We will also use the space V := D(A1/2) with natural norm denoted
‖u‖ = |A1/2u| =
⎛
⎝∫

2∑
j=1
∂
∂x j
u(x) · ∂
∂x j
u(x)dx
⎞
⎠
1/2
=
⎛
⎝ ∞∑
j=0
λ j (u, w j )2
⎞
⎠
2
. (2.4)
Since the boundary conditions are periodic, we can express any element in H as a Fourier series
u(x) =
∑
k∈Z2
uˆke
iκ0k·x , (2.5)
where
κ0 = λ1/20 =
2π
L
, uˆ0 = 0 , uˆ∗k = uˆ−k , (2.6)
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and due to incompressibility, k · uˆk = 0. We define the orthogonal projectors PN, QN, PN :
H → span{w j |λ j ≤ (κ0 N )2}, by
PN u =
∑
|k|≤N
uˆke
iκ0k·x ,
where u has the expansion in (2.5), and QN = I − PN.
The notion of determining modes is defined for solutions on the global attractorA, the minimal
compact set in V which attracts uniformly all solutions of the Navier-Stokes equations starting from
the absorbing ball {h ∈ V : ‖h‖ ≤ 2Gνκ0}, where
G = | f |
ν2κ20
(2.7)
is the generalized Grashof number introduced in Ref. 18. Recall that this set can also be characterized
as
A = {u0 ∈ H : ∃ u(t, u0) = solution ∀ t ∈ R, sup
t
‖u(t)‖ < ∞}. (2.8)
Definition 2.1: The projection PN is called determining if (and only if) for any two solutions
u1(t), u2(t) (t ∈ R) in A we have
PN u1(t) ≡ PN u2(t) =⇒ u1(t) ≡ u2(t) . (2.9)
This is equivalent to the original definition in which the high mode trajectories are determined
by the limit as t → ∞ of their projections.16, 17, 19 Using the original definition, it is shown in
Ref. 27 that for PN to be determining, it is sufficient to take N = O(G). For completeness, we
reproduce that estimate using Definition 2.1 in the Appendix.
A determining projection defines a natural mapping. By denoting
q(s) = W (s; PN u(·)) = QN u(s) (s ∈ R), (2.10)
we have that on the set
{PN u(·) : u(·) is a solution of (2.1) in A}, (2.11)
the map
PN u(·) → q(s) = W (s; PN u(·)) (s ∈ R) (2.12)
is well-defined by the following properties:
dq(s)
ds
+ νAq(s) = QN f − QN B(PN u(s) + q(s)), ∀ s ∈ R, (2.13)
sup
s∈R
‖q(s)‖ < ∞, (2.14)
where we used the shorthand notation in (2.3).
Now consider the Banach spaces
X = Cb(R, PN H ) = {v : R → PN H, v(s) continuous ∀ s ∈ R, ‖v‖X < ∞},
Y = Cb(R, QN H ) = {w : R → QN H, w(s) continuous ∀ s ∈ R, |w|Y < ∞},
(2.15)
where
‖v‖X = sup
s
‖v(s)‖ , |w|Y = sup
s
|w(s)| . (2.16)
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Let ϕ(ξ ) be a continuous, piecewise linear function, that is equal to 1 for |ξ | ≤ 2G, 0 for |ξ | ≥ 3G,
where G is the Grashof number given in (2.7), and consider
d
dt
v(t) + νAv(t) + PN B (ϕv(t) + W (v(t))) = PN f , (2.17)
where
ϕ = ϕ
(‖v(t)‖
νκ0
)
. (2.18)
The first result introduces the main notion in this paper.
Theorem 2.2: For N = O(G) (up to a logarithm, see (4.36)) the map in (2.12) can be extended
from the set in (2.11) to a Lipschitz map X → Y so that (2.17) can be written as
dv
dt
= F(v) (∀ t ∈ R, v ∈ X ), (2.19)
where F: X → X is globally Lipschitz, i.e.,
‖F(v1) − F(v2)‖X ≤ L F‖v1 − v2‖X , (2.20)
and the constant LF is independent of v1, v2.
Thus, the Navier-Stokes equations on the attractorA is transformed into an ordinary differential
equation in the space of trajectories X defined in (2.15). We refer to this ODE as the determining
form. Like the NSE itself, the determining form is dissipative.
Theorem 2.3: For N = O(G) (up to a logarithm) there is a ball centered at the origin, with
radius O(G2), which is an absorbing ball in X for (2.17).
While the above estimate for the radius of the absorbing ball for the determining is much larger
than that for the NSE, the two can be brought closer if N is taken larger (see Remark 5.1).
The long-time behavior of the determining form remains open. Let Br be an absorbing ball in
X, centered at 0 with radius r > r0, and let
M = ∩t>0SDF(t)Br , (2.21)
where SDF denotes the solution operator for (2.17), i.e., SDF(t)v0 = v(t), where v(t) is the solution
with initial value v(0) = v0. Note that M is independent of r: v0 ∈ X belongs to M if and only
if there is a bounded solution v : (−∞,∞) → X of (4.5) defined on the whole real line such
that v(0) = v0. We can also characterize M as the maximal bounded set that is invariant (i.e.,
SDF(t)M =M ∀t ≥ 0), both forward and backward in time, under the flow generated by (2.17).
We do not know if M is compact in X, though we suspect it is compact in an appropriate, larger
space. We do know that M contains the global attractor of the NSE since solutions in A can be
characterized as traveling wave solutions for the determining form (2.17).
Theorem 2.4: For N = O(G) (up to a logarithm) a solution v(t) of (2.17) is a traveling wave
solution if and only if v(0) is a projection of a solution of (2.1) in A.
For v(t) ∈ X we denote by v(t, s) the value of v(t) at the parameter s ∈ R.
Remark 2.1: Note that a function v(t, s − t) being independent of t is equivalent to v(t, s)
= v(0, s + t), for all s, t; thus if ‖v(0)‖X ≤ 2νκ0G, then v(t) is the PN-projection of a solution on
the global attractor of the Navier-Stokes equations.
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Another link to the dynamics of the NSE is that periodicity of trajectories is conserved by (2.17).
Proposition 2.5: If v(t) is the solution of (2.17) and v(0) is a periodic trajectory with period T,
then v(t) is periodic with period T for any t. In particular, if v(0) is constant trajectory, then v(t) is
constant for any t.
Recall that u0 ∈ H is stationary for (2.1) if
νAu0 + B(u0, u0) = f.
Clearly, if
v(0, ·) = PN u0(·) , (2.22)
then v(t, ·) = PN u0(·) for all t is a stationary solution of (2.17). In fact by Theorem 2.4 any stationary
solution v(t, s) of (2.17) which is constant in s must satisfy (2.22). The set of all stationary solutions
of (2.17) may, however, be much larger than the set of constant functions in X that are the projections
of the stationary solutions of (2.1) as in (2.22). In fact, we show in Ref. 13 that a determining form for
the Lorenz system has stationary solutions which are not in the global attractor of the Lorenz system.
III. SPECIFIC PRELIMINARIES
We will use the following elementary estimates in several places.
Lemma 3.1: Let x(t), y(t) be non-negative functions defined on the interval I, where I = [t0, t1),
for t0 finite, or (−∞, t1). Suppose that x2(t) is differentiable on (t0, t1), and satisfies
d
dt
x2(t) ≤ − ay2(t) + by(t), x(t) ≤ εy(t) (3.1)
for t ∈ I where a, b, ε are positive constants. Then the following hold:
(i) If x(t) ≥ εb/a for all t ∈ [t0, t1), then
x(t) − ε b
a
≤ e−a(t−t0)/2ε2 (x(t0) − ε b
a
); (3.2)
(ii) if x(t˜) ≤ εb/a, for some t˜ ∈ I , then x(t) ≤ εb/a for all t ∈ [t˜, t1);
(iii) if x(t) is bounded on (−∞, t1), then x(t) ≤ εb/a for all t ∈ (−∞, t1).
Proof: To prove (i) define c(t) := ε− 1x(t) − b/a. Since
y(t) ≥ x(t)
ε
= c(t) + b
a
≥ b
a
, (3.3)
we have
dc
dt
2ε2
a
(ac + b) = 2ε2c dc
dt
+ 2ε2 b
a
dc
dt
= d
dt
x2 ≤ − ay2 + by
≤ − a(c + b
a
)2 + b(c + b
a
) = −c(ac + b).
Thus, since ac + b = ax/ε ≥ b > 0,
eat/2ε
2
c(t) ≤ eat0/2ε2 c(t0) (3.4)
and (i) follows.
To prove (ii), suppose that x(t′) > εb/a for some t ′ > t˜ . It follows that both ddt x2 > 0 and
x > εb/a hold at some time between t˜ and t′. We have at that time by (3.3),
0 <
d
dt
x2 ≤ − ay2 + by ≤ 0, (3.5)
a contradiction.
(iii) follows from (i). 
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We also use the following immediate corollary of Lemma 3.1 for the case in which the coefficient
b varies with time.
Corollary 3.2: Suppose x(t), y(t) are positive functions defined on the interval I, where I
= [t0, t1) for t0 finite, or (−∞, t1), and ε > 0 is such that x(t) ≤ εy(t) and
d
dt
x2(t) ≤ − ay2(t) + b(t)y(t) (3.6)
for t ∈ I, with a, b(t) positive, then
(i) if x(t˜) ≤ ε supt ′≤t˜ b(t ′)/a, for some t˜ ∈ I , then x(t) ≤ ε supt ′≤t b(t ′)/a for all t ∈ [t˜, t1);
(ii) if x(t) is bounded on (−∞, t1), then x(t) ≤ εb/a for all t ∈ (−∞, t1).
IV. THE DETERMINING FORM
A. Extending the domain of W to Cb(R,PNV)
To ultimately write a differential equation for the low mode trajectories, we need to extend the
domain of W beyond the projection of the global attractor into PN V . We define
p(t, s) = PN u(s + t), (∀ s, t ∈ R) (4.1)
and apply the projection PN to (2.1) to obtain
∂
∂t
p(t, s) = −νAp(t, s) + PN f − PN B(p(t, s) + W (t + s; PN u(·))). (4.2)
But it is clear that
W (t + s; PN u(·)) ≡ W (s; τt PN u(·)) ≡ W (s; p(t, ·)), (4.3)
where τ t is the shift by t,
τt u(s) = u(s + t) , for all s ∈ R . (4.4)
Thus (4.2) becomes
∂
∂t
p(t, s) = −νAp(t, s) + PN f − PN B(p(t, s) + W (s; p(t, ·))). (4.5)
Let p(t, s) in (4.1) be written as v(t) ∈ X , so that (4.5) can be viewed as the “differential equation”
d
dt
v(t) = −νAv(t) + PN f − PN B(v(t) + W (v(t))) (∀ t ∈ R), (4.6)
where throughout v(t) denotes the function s → v(t, s) in X and W (v(t)) denotes the function
s → W (s; v(t)). We should stress that dv/dt in (4.6) is the derivative of a trajectory in the space X.
It is also useful to note that, in particular, the following partial differential equation holds
∂
∂t
v(t, s) = PN f − νAv(t, s) − PN B(v(t, s) + W (s; v(t, ·))) ,
for every s ∈ R, where ∂/∂t is taken in H. Note that (4.6) is defined only for those v(t) that come
from p(t, s), i.e., from u ∈ A.
Let h ∈ QNH, v be an element of X. We will show that
d
ds
w + νAw + QN B(ϕv + w, ϕv + w) = h (4.7)
has a unique bounded solution w(s) ∈ Y . Consider a Galerkin approximation for n > N, of Eq. (4.7),
namely,
d
ds
wn + νAwn + Pn QN B(ϕv + wn, ϕv + wn) = Pnh
wn(s) ≡ Pnwn(s) for s ≥ s0
(4.8)
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with the initial condition wn(s0) = 0. Since (4.8) is an ordinary differential equation, it has a unique
solution wn(s) for s in some maximal interval [s0, s1), on which ‖w(s)‖ < ∞.
Taking the scalar product of (4.8) with Awn and using relation (A5), we obtain
1
2
d
ds
‖wn‖2 + ν|Awn|2 + ϕ2(B(v, v), Awn) − ϕ(B(wn, wn), Av) = (h, Awn) . (4.9)
Note that it follows from the definition of ϕ that
[
ϕ
(‖v‖
νκ0
)]α
‖v‖ ≤ 3νκ0G ∀ v ∈ X , ∀ α > 0 . (4.10)
Using (A20) and (4.10), we have
ϕ2|(B(v, v), Awn)| ≤ ϕ2cT ‖v‖2|Awn|(ln eN )1/2 ≤ 9cT ν2κ20 G2(ln eN )1/2|Awn| ,
while using (A21), ‖wn‖ ≤ (1/κ0 N )|Awn|, |A3/2v| ≤ (κ0 N )2‖v‖, and (4.10), we get
ϕ|(B(wn, wn), Av)| = ϕ|(B(wn, Av), wn))| ≤ cL|wn|‖wn‖|A3/2v| ≤
3cLν
G
N
|Awn|2.
Thus
1
2
d
ds
‖wn‖2 + ν|Awn|2
≤ |h||Awn| + ϕ2|(B(v, v), Awn)| + ϕ|(B(wn, wn), Av)|
≤ 3cLν GN |Awn|
2 +
[ |h|
| f |ν
2κ20 G + 9cT ν2κ20 G2(ln eN )1/2
]
|Awn| .
(4.11)
Now we have by (ii) of Lemma 3.1 (with ε = 1/(κ0N)), that if N and G are such that
N > 3cLG, (4.12)
then
‖w(s)‖ ≤ νκ0
9cT G2(ln eN )1/2 + |h|| f | G
N − 3cLG .
(4.13)
In the following we assume that (4.12) is satisfied, and introduce the notation
β(G, N ) =
9cT G(ln eN )1/2 + |h|| f |
N − 3cLG . (4.14)
Thus for the solution wn(s) of (4.8) with initial condition wn(s0) = 0,
‖wn(s)‖ ≤ νκ0Gβ(G, N ) . (4.15)
It follows from the general theory of ordinary differential equations that wn can be extended to
the solution of (4.8) defined on [s0, ∞). Therefore, the classical proofs of existence for solutions of
Eq. (2.1) (see, e.g., Chap. 9 and Lemmas 8.2 and 8.4 in Chap. 8 of Ref. 6) apply almost verbatim to
(4.7). It follows that (4.7) has a unique solution on [s0, ∞) satisfying w(s0) = 0. Now denoting by
w(n)(·) the solution of (4.7) on [− n, ∞) satisfying w(n)(−n) = 0, we have
‖w(n)(s)‖ ≤ κ0νGβ(G, N ) for all s ∈ [−n,∞). (4.16)
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It is also easy to show using (4.11) that for any fixed, bounded interval [s0, s1] we have
sup
n
∫ s1
s0
|Aw(n)(s)|2ds < ∞. (4.17)
It is well known how to prove that there exists a subsequence {n j }∞j=1 such that w(n j ) converges to a
solution w(s) of (4.7) in L2([s0, s1]; V ) satisfying
‖w(s)‖ ≤ κ0νGβ(G, N ) for all s ∈ [s0, s1] , (4.18)
and moreover, there exists C = C(G), such that for s1 − s0 < 1,∫ s2
s1
|Aw(s)|2 ≤ Cνκ20νG for all s1, s2 such that s1 − s0 < 1 (4.19)
(see again Ref. 6).
We note that if w(s) is any bounded solution of (4.7), defined on (−∞, s1], then in exactly the
same way we get the analog of (4.11) for w, from which by (iii) of Lemma 3.1 we get the bound
‖w(s)‖ ≤ νκ0Gβ(G, N ) for all s ∈ (−∞, s1]. (4.20)
We now prove that this solution, which is bounded in the ‖ · ‖ norm, is unique for sufficiently
large N. Let w1, w2 be two bounded solutions of (4.7). Denote w = w1 − w2. Then
d
ds
w + νAw + QN B(ϕv + w1, ϕv + w1) − QN B(ϕv + w2, ϕv + w2) = 0.
Taking the scalar product of the above equation with w we get
1
2
d
ds
|w|2 + ν‖w‖2
= −(B(ϕv + w1, ϕv + w1), w) + (B(ϕv + w2, ϕv + w2), w)
= −(B(w, ϕv + w1), w) − (B(ϕv + w2, w), w) = −(B(w, ϕv + w1), w).
We apply (A21), (4.10), and (4.18) to obtain
|(B(w, ϕv + w1), w)| ≤ cL|w|‖w‖(ϕ‖v‖ + ‖w1‖) ≤ G(3 + β(G, N ))cLκ0ν|w|‖w‖
so that
1
2
d
ds
|w|2 + ν‖w‖2 ≤ G(3 + β(G, N ))cLκ0ν‖w‖|w|. (4.21)
Now we use
|w| ≤ 1
κ0 N
‖w‖ (4.22)
to get
d
ds
|w|2 + 2κ20νN 2(1 − cLG
3 + β(G, N )
N
)|w|2 ≤ 0. (4.23)
Since |w| is bounded on (−∞, ∞), we find that w = 0, when
N > cLG(3 + β(G, N )) . (4.24)
We next show that w(s) is continuous in s. Integrating (4.7), we have
|w(s2) − w(s1)| = |
∫ s2
s1
h − QN B(ϕv(s) + w(s)) − νAw(s) ds| .
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Using (A19), (A20), and (A23), together with (4.10) and (4.18), we find that
|B(ϕv)| ≤ 9cA(νκ0)2G2 , |B(ϕv,w)| ≤ 3cB(νκ0)2G2β(G, N ) ,
|B(w, ϕv)| ≤ 3cT (νκ0)2G2β(G, N ) , |B(w)| ≤ cAκ0N 1/2 (νGβ(G, N ))
3/2|Aw|1/2.
It follows that (for 0 < s2 − s1 < 1), we have
|w(s2) − w(s1)| ≤
{|h| + [(9cA + 3β(G, N )(cB + cT )G2 + C(G)] (νκ0)2} (s2 − s1)
+ cA
N 1/2
κ
3/2
0 ν
7/4(Gβ(G, N ))3/2[C(G)]1/4(s2 − s1)3/4 .
We work with both the | · |- and ‖ · ‖-norms to allow for h (hence f) to be in H, rather than in V .
Note that (4.24) implies (4.12). This concludes the proof of the following lemma.
Lemma 4.1: Assume that N satisfies (4.24), where β(G, N) is defined in (4.14). Then Eq. (4.7)
has a unique weak solution defined on the whole real line, which is bounded in the ‖ · ‖ norm.
Moreover, this weak solution is in Y with
‖w(s)‖ ≤ νκ0Gβ(G, N ) ∀ s ∈ R and |w|Y ≤ νG β(G, N )N . (4.25)
This lemma allows us to define the (nonlinear) operator W which takes v ∈ X to the unique
solution of the corresponding Eq. (4.7). By Lemma 4.1, we have that
W (s; τt (v(·))) = τt W (s; v(·)). (4.26)
It is also useful to have a bound for |Aw| if ‖h‖ is finite. Consider the following a priori
estimates of Aw. Taking the scalar product of (4.7) with A2w, we have
1
2
d
ds
|Aw|2 + ν|A3/2w|2 + ((B(ϕv + w), A2w) = (h, A2w) ≤ ‖h‖|A3/2w|. (4.27)
Using (A6), expanding, then applying (A2) (three times) and (A4), we obtain
((B(ϕv + w, ϕv + w), A2w)
= ϕ2(B(v, Av), Aw) + ϕ(B(v, Aw), Aw) + ϕ(B(w, Av), Aw) + (B(w, Aw), Aw)
− ϕ2(B(Av, v), Aw) − ϕ(B(Av,w), Aw) − ϕ(B(Aw, v), Aw) − (B(Aw,w), Aw)
= −ϕ2(B(v, Aw), Av) − ϕ(B(w, Aw), Av)
− ϕ2(B(Aw, v), Av) − ϕ(B(Av,w), Aw) − ϕ(B(Aw, v), Aw) − (B(Aw,w), Aw),
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so that by applying for the first term (A18) and for the rest of terms (A21), followed by (4.10) and
(4.25), we have
|((B(ϕv + w, ϕv + w), A2w)|
≤ cT ϕ2‖v‖|A3/2w||Av|(ln eN )1/2 + cLϕ|w|1/2‖w‖1/2|A3/2w||Av|1/2|A3/2v|1/2
+ cLϕ2|Aw|1/2|A3/2w|1/2‖v‖|Av|1/2|A3/2v|1/2
+ cLϕ|Av|1/2|A3/2v|1/2‖w‖|Aw|1/2|A3/2w|1/2
+ cLϕ|Aw||A3/2w|‖v‖ + cL|A3/2w||Aw|‖w‖
≤ cT (ϕ‖v‖)2κ0 N (ln eN )1/2|A3/2w| + cLϕ‖v‖ |A
3/2w|2
κ0 N
+ cL(ϕ‖v‖)2κ0 N |A3/2w| + cLϕ‖v‖ |A
3/2w|2
κ0 N
+ cLϕ‖v‖ |A
3/2w|2
κ0 N
+ cLκ0νβ(G, N )G |A
3/2w|2
κ0 N
≤cL[9 + β(G, N )]ν GN |A
3/2w|2 + 9ν2κ30 G2 N (cT (ln eN )1/2 + cL)|A3/2w| .
Thus if
N > cLG(9 + β(G, N )) , (4.28)
we can apply Lemma 3.1 (iii) to obtain
|Aw| ≤ ‖h‖ + 9ν
2κ30 G2 N (cT (ln eN )1/2 + cL)
νκ0 {N − cLG(9 + β(G, N ))} . (4.29)
Using the Galerkin approximation we get the bound (4.29) for wn , provided (4.28) holds.
Therefore, wn ∈ L∞(0, T ; D(A)). From (4.27), we obtain that each wn belongs to a bounded set of
L2(0, T; D(A3/2)) for any T. Therefore, as usual choosing a subsequence that converges weakly in L2
and weakly∗ in L∞, and taking the limit as n → ∞, we obtain the solution of (4.7). Note that (4.28)
implies (4.24). Therefore, the following lemma is true.
Lemma 4.2: Suppose h ∈ D(A1/2). If G and N satisfy (4.28), then the solution to (4.7) satisfies
|Aw| ≤ ‖h‖ + 9ν
2κ30 G2 N (cT (ln eN )1/2 + cL)
νκ0 {N − cLG(9 + β(G, N ))} . (4.30)
We note that the analog of the results in this section with w ∈ Cb((−∞, T ], QN H ) instead of
Cb(R, QN H ) in this section remains valid for v ∈ Cb((−∞, T ], PN H ).
B. Lipschitz property of W
Let v1, v2 be in X, and w1 = W (v1), w2 = W (v2). Denote γ = w1 − w2, δ = v1 − v2,
v˜i = ϕ
(
‖vi ‖
νκ0
)
vi , i = 1, 2, ˜δ = v˜1 − v˜2. Subtracting Eq. (4.7) for w2 from that for w1, we obtain
d
ds
γ + νAγ + QN B( ˜δ + γ, v˜1 + w1) + QN B(v˜2 + w2, ˜δ + γ ) = 0. (4.31)
Taking the scalar product with Aγ , we have
1
2
d
ds
‖γ ‖2 + ν|Aγ |2 ≤ |(B( ˜δ, v˜1 + w1), Aγ )| + |B(v˜2 + w2, ˜δ), Aγ )|
+ |(B(γ, v˜1), Aγ )| + |B(v˜2, γ ), Aγ )| + |(B(γ,w1), Aγ )| + |B(w2, γ ), Aγ )|.
(4.32)
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To estimate the right-hand side we apply (A19) to the first term, (A20) to the second, (A22) to the
third term, (A2), (A4), and (A24) to the fourth term, and (A23) and (A22), respectively, to the fifth
and sixth terms. Using then (4.10), (4.18), and (4.22), we have
1
2
d
ds
‖γ ‖2 + ν|Aγ |2 ≤ G(3 + β(G, N ))κ0ν(cT + cB)‖ ˜δ‖|Aγ |(ln eN )1/2
+ 3ν(cA + cL)|Aγ |2 GN + ν(cA + cL)
Gβ(G, N )
N
|Aγ |2,
(4.33)
and thus by Lemma 3.2 (ii), we have that
‖γ (s)‖ ≤ G(3 + β(G, N ))(ln eN )
1/2(cT + cB)
N − G(3 + β(G, N ))(cA + cL) sups ′≤s ‖
˜δ(s ′)‖ (4.34)
for G, N such that
N > G(3 + β(G, N ))(cA + cL) . (4.35)
From now on, we will consider G and N such that
N > G(9 + β(G, N ))(cA + cL), (4.36)
which implies (4.12), (4.24), (4.35), and (4.28).
We derive from (4.34) the following two corollaries.
Corollary 4.3: Suppose that G and N satisfy (4.36). Then if v1, v2 ∈ X , v1(s) = v2(s) for all
s ≤ s0 we have that W (s, v1) = W (s, v2) for all s ≤ s0.
Proof: Indeed, if s ≤ s0, it follows that ˜δ(σ ) = 0 for all σ ≤ s, thus (4.34) gives that γ (s) = 0.
Corollary 4.4: Suppose that G and N satisfy (4.36). Then W : X → Y is a Lipschitz function
with Lipschitz constant LW satisfying
LW ≤ 4 G(3 + β(G, N ))(ln eN )
1/2(cT + cB)
N − G(3 + β(G, N ))(cA + cL) . (4.37)
Proof: If we have both ‖v1‖ ≥ 3νκ0G and ‖v2‖ ≥ 3G, then ˜δ = 0. If, say ‖v1‖ ≤ 3G, then
‖v˜1 − v˜2‖ ≤ |ϕ
(‖v1‖
νκ0
)
− ϕ
(‖v2‖
νκ0
)
|‖v1‖ + ϕ
(‖v2‖
νκ0
)
‖v1 − v2‖
≤ 1
νκ0G
|‖v1‖ − ‖v2‖|3νκ0G + ‖v1 − v2‖
thus
‖ ˜δ‖ ≤ 4‖δ‖ . (4.38)

Theorem 4.5: Suppose G and N satisfy (4.36). Equation (2.17) is an ordinary differential
equation in the Banach space Cb(R, PN H ).
Proof: It suffices to show that F(v) = PN f − νAv − PN B(v + W (v), v + W (v)) is Lipschitz.
To estimate LF, the Lipschitz constant of F, we apply (A18), (4.10), and (4.18) and Corollary 4.4 to
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obtain for every (nonspecified) s ∈ R,
η(s) = |PN B(v˜1 + W (v1), v˜1 + W (v1)) − PN B(v˜2 + W (v2), v˜2 + W (v2))|
≤ |PN B(v˜1 + W (v1), v˜1 + W (v1)) − PN B(v˜1 + W (v1), v˜2 + W (v2))|
+ |PN B(v˜1 + W (v1), v˜2 + W (v2)) − PN B(v˜2 + W (v2), v˜2 + W (v2))|
= |PN B(v˜1 + W (v1), v˜1 − v˜2 + W (v1) − W (v2))|
+ |PN B(v˜1 − v˜2 + W (v1) − W (v2), v˜2 + W (v2))|
≤ cT (‖v˜1 + W (v1)‖ + ‖v˜2 + W (v2)‖)(ln eN )1/2‖v˜1 − v˜2 + W (v1) − W (v2)‖ .
It follows that
sup
s∈R
η(s) ≤ 2cT νκ0G(3 + β(G, N ))(ln eN )1/2(3 + LW )‖v1 − v2‖X
and, therefore,
‖F(v1)−F(v2)‖X ≤ κ0 N sup
s∈R
|F(v1(s)) − F(v2(s))|
≤ [νκ20 N 2 + 2cT νκ20 N G(3 + β(G, N ))(ln eN )1/2(3 + LW )]‖v1 − v2‖X . 
We denote the solution operator for (2.17) by SDF, i.e., SDF(t)v0 = v(t), where v(t) is the solution
with initial value v(0) = v0. Using (4.26), we obtain the following corollary which establishes
Proposition 2.5.
Corollary 4.6: τθ SDF(t) = SDF(t)τθ .
Recall that for v(t) ∈ X we denote by v(t, s) the value of v(t) at the parameter s ∈ R.
Lemma 4.7: Suppose v is a solution of (2.17) such that ‖v(0)‖X ≤ 2νκ0G and
v(t, s) = v(0, t + s) for all t, s ∈ R . (4.39)
Then u(t) = v(0, t) + W (t, v(0, ·)) is the solution of (2.1) satisfying
Pnu(t) = v(0, t) = v(t, 0) for all t ∈ R .
Proof: We first note that by (4.39) and (4.26),
W (0; v(t, ·)) = W (0; τtv(0, ·)) = τt W (0; v(0, ·)) = W (t ; v(0, ·)) ,
so we can set
w(t) = W (0; v(t)) = W (t ; v(0)) . (4.40)
Since ‖v(0)‖ ≤ 2νκ0G we have ϕ = 1, where ϕ is as in (2.18). By (4.39) and (4.40), and the
definition of the map W , we have
d
dt
w(t) + νAw(t) + QN B(v(0, t) + w(t)) =
d
dt
w(t) + νAw(t) + QN B(v(t, 0) + W (t ; v(0, ·))) = QN f
(4.41)
as well as
d
dt
v(t) + νAv(t) + PN B(v(t) + w(t)) =
d
dt
v(t, 0) + νAv(t, 0) + PN B(v(t, 0) + W (0; v(t, ·))) = PN f .
(4.42)
Adding Eqs. (4.42) and (4.41), we see that u(t) = v(0, t) + W (t, v(0, ·)) is a solution of (2.1). 
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We also have the following property of (2.17).
Proposition 4.8: Suppose that v1(0, s) = v2(0, s) for s ≤ s0. Then v1(t, s) = v2(t, s) for s ≤ s0
for any t.
Proof: By Corollary 4.3, the map W is well-defined on the space Cb((−∞, s0], PNH). Thus, we
can consider the differential equation (2.17) on this space. It is still an ordinary differential equation,
and so through each point there is only one solution. Each solution of (2.17) on the whole X gives
a solution of (2.17) on Cb((−∞, s0], PNH), by restriction. Since solutions v1(t) and v2(t) of the
restriction of (2.17) on Cb((−∞, s0], PNH) coincide for t = 0, they coincide for all t. 
V. ABSORBING BALL
We will now prove that the determining form (2.17) has an absorbing ball in X. Recall that this
means an estimate of the type (A14) holds but with ‖ · ‖ replaced by | · |X. Let g = PNf and take the
scalar product with v = v(t, s) (and denote W (v) by w) to obtain
1
2
d
dt
|v|2 + ν‖v‖2 ≤ |g||v| + |ϕ(B(v, v), w)| + |ϕ(B(w, v), w)|
≤ |g|‖v‖ + cBϕ‖v‖2|w|(ln eN )1/2 + cLϕ|w|‖w‖‖v‖
≤ κ0ν2 |g|| f |G‖v‖ + νcB‖v‖
2 Gβ(G, N )
N
(ln eN )1/2 + κ0ν2cL G
2β(G, N )2
N
‖v‖,
where we used inequalities (A19), (A21), (4.18), and (4.22). It follows from Lemma 3.1 that if
N > cB Gβ(G, N )(ln eN )1/2 (5.1)
holds, we have the following.
Proposition 5.1: If (5.1) and (4.36) hold, then
|v| ≤ νG
|g|
| f | + cLG β(G,N )
2
N
1 − cB Gβ(G,N )N (ln eN )1/2
. (5.2)
While the relation ‖v‖ ≤ κ0 N |v| provides an immediate bound on ‖v‖ provided (5.1) holds, we
can derive a sharper bound on ‖v‖. As above, taking the scalar product with Av we have
1
2
d
dt
‖v‖2 + ν|Av|2 = (g, Av) − (B(v˜ + w, v˜ + w), Av)
≤ |g||Av| − (B(v˜, w), Av) − (B(w, v˜), Av) − (B(w,w), Av)
≤ |g||Av| + cT (2‖v˜‖‖w‖|Av| + ‖w‖2|Av|)(ln eN )1/2
≤ ν2κ20
[ |g|
| f |G + cT (ln eN )
1/2G2(6 + β(G, N ))β(G, N )
]
|Av| ,
(5.3)
where v = v(t, s) and (5.3) is valid at each s ∈ R. Applying Lemma 3.1 (i) and then (ii) shows that
the ball centered at the origin, with radius (strictly) greater than
r0 = νκ0G
[ |g|
| f | + cT (ln eN )
1/2G(6 + β(G, N ))β(G, N )
]
(5.4)
is an absorbing ball in X for (2.17), which completes the proof of Theorem 2.3.
Remark 5.1: The O(G2) estimate (up to a logarithm) for the radius of the absorbing ball for
(2.17) in (5.4) is significantly larger than the O(G) estimate for radius of the absorbing ball for the
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NSE. These estimates can be brought closer if we assume N is larger. Indeed, if we take for some
γ > 1,
N ≥ (6cT G(ln eN )1/2)γ , (5.5)
then
β(G, N ) ≤ 9N
1/γ /(6cT ) + 1
N − N 1γ /2
≤ 3N
1
γ + 2
N
≤ 5N 1−γγ ,
and consequently
G(ln eN )1/2β(G, N ) ≤ 5
6cT
N
2−γ
γ .
Thus, if equality holds in (5.5) with γ = 3/2, we have (up to a logarithm) that r0 = O(G3/2), and if
(5.5) holds with γ = 2, we have r0 = O(G).
Let Br be an absorbing ball in X, centered at 0 with radius r > r0, and let M = ∩t>0SDF(t)Br .
Note thatM is independent of r: v0 ∈ X belongs toM if and only if there is a bounded solution v :
(−∞,∞) → X of (4.5) defined on the whole real line such that v(0) = v0. We can also characterize
M as the maximal bounded set that is invariant (i.e., SDF(t)M =M ∀t ≥ 0), both forward and
backward in time, under the flow generated by (2.17). We do not know if M is the analog for
the determining form (2.17) of the global attractor of the Navier-Stokes equations (see discussion
leading to (2.8)).
By Theorem 2.3,M is a subset of Br0 .
Lemma 5.2: If v is a bounded solution of (4.5) defined on the whole real line and
‖W (v(t))‖Y ≤ νκ0
√
2G/cL for all t, then ‖v(t)‖X ≤ 3νκ0G for all t. In particular, this is true
if N ≥ √2cL(9cT G3/2(ln eN )1/2 + G1/2) and N ≥ 6cLG.
Proof: Let w(t) = W (v(t)) and w(t, s) = w(t)(s). Suppose that ‖v(t ′, s ′)‖ > 3νκ0G for some
t′ and s′. Then since v is continuous there are t0 < t′ < t1 such that in the interval [t0, t1] we have
‖v(t, s ′)‖ ≥ 3νκ0G. On this interval, the map t → v(t, s ′) satisfies the equation
d
dt
v(t, s ′) + νAv(t, s ′) + B(w(t, s ′)) = g.
Taking its scalar product with Av(t, s ′), we obtain inequality
d
dt
‖v(t, s ′)‖2 + ν|Av(t, s ′)|2 ≤ |g||Av(t, s ′)| + |(B(w(t, s ′), Av(t, s ′)), w(t, s ′))|
and using (A21) we have that |(B(w, Av), w)| ≤ cL|w|‖w‖|A3/2v| ≤ cL‖w‖2Y |Av|, and hence
d
dt
‖v(t, s ′)‖2 + ν|Av(t, s ′)|2 ≤ (Gν2κ20 + cL‖w‖2Y )|Av(t, s ′)|.
Note that by Lemma 3.1 (i) t0 = −∞, since Gνκ0 + cL‖w(t)‖2/(νκ0) < 3Gνκ0, but by the Lemma
3.1 (iii) this is impossible. 
Remark 5.2: It is easy to give an analytic characterization of the solutions of (2.17) in M.
Indeed we have
v(t) = e−ν(t−t0)Av(t0) +
∫ t
t0
e−ν(t−θ)A[g − PN B(v˜(θ ) + W (v(θ )))]dθ,
and letting t0 → −∞ we easily obtain the relation
v(t) =
∫ t
−∞
e−ν(t−θ)A[g − PN B(v˜(θ ) + W (v(θ )))]dθ t > 0, (5.6)
in X. Clearly, (5.6) implies that v(t) is inM.
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In the case, when
v(t, s) = PN u(t + s), s, t ∈ R,
where u(t) is a solution of (2.1) in A, it is easy to see that the relation (5.6) is equivalent to
v(s) =
∫ s
−∞
e−ν(s−σ )A[g − PN B(v˜(σ ) + W (v(σ )))]dσ s ∈ R. (5.7)
It follows that
v(s) = PN u(s), s ∈ R,
where u(s) is a solution of (2.1) in A if and only if v ∈ X and satisfies (in H) the relation (5.7).
VI. TRAVELING WAVES
We say that v(t, s) = SDF(t)v0(s) is a traveling wave solution for (2.17) if
v(t, s) = v0(t + s). (6.1)
Denote w(t, s) = W (s; v(t, ·)), u(t, s) = v(t, s) + w(t, s), and define w0 ∈ Y , u0 ∈ Cb(R, H ) by
w0(s) = w(0, s), u0(s) = u(0, s). Suppose v is a traveling wave solution. Then by (6.1) and (4.26)
w(t, s) = w0(t + s), thus u(t, s) = u0(t + s). We will provide an equation for u0 and use it to derive
the properties of translation invariant solutions. Using (6.1), Eq. (2.17) can be written as
d
dt
v0 + νAv0 = PN f − PN B(ϕv0 + w0), (6.2)
while (4.7) is written as
d
ds
w0 + νAw0 = QN f − QN B(ϕv0 + w0). (6.3)
Changing t to s in (6.2) and combining the result with (6.3), we have the equation for u0,
d
ds
u0 + νAu0 = f − B(ϕv0 + w0). (6.4)
Taking the scalar product with Au0, we have
1
2
d
ds
‖u0‖2 + ν|Au0|2 = ( f, Au0) − (B(ϕv0 + w0), Au0). (6.5)
Using (A5) and (A3), we obtain
(B(ϕv0 + w0), Au0) = ϕ[(B(v0, w0), Av0) + (B(w0, v0), Av0)] + (B(w0, w0), Av0)
+ϕ2(B(v0, v0), Aw0) + ϕ[(B(v0, w0), Aw0) + (B(w0, v0), Aw0)]
= (ϕ2 − ϕ)(B(v0, v0), Aw0) + (1 − ϕ)(B(w0, w0), Av0) ,
so by applying (A5) again, we have
|(B(ϕv0 + w0), Au0)| ≤ ϕ|(B(v0, v0), Aw0)| + |(B(w0, w0), Av0)|
≤ ϕ|(B(v0, w0), Av0)| + ϕ|(B(w0, v0), Av0)| + |(B(w0, w0), Av0)| .
We now apply (A18), (4.10), and (4.25) to obtain
1
2
d
ds
‖u0‖2 + ν|Au0|2 ≤ | f ||Au0| + cT (6 + β(G, N ))ν2κ20 G2β(G, N )(ln eN )1/2|Av0|
≤ ν2κ20 G[1 + cT (6 + β(G, N ))Gβ(G, N )(ln eN )1/2]|Au0|
and consequently by Lemma 3.1 (iii),
‖u0(s)‖ ≤ νκ0G[1 + cT (6 + β(G, N ))Gβ(G, N )(ln eN )1/2] . (6.6)
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We next calculate an absolute constant c′T such that if
N ≥ c′T Gβ(G, N ) ln eN , (6.7)
then
cT (6 + β(G, N ))Gβ(G, N )(ln eN )1/2 ≤ 1 ,
so that (6.6) implies
‖v0(s)‖ ≤ ‖u0(s)‖ ≤ 2νκ0G . (6.8)
First note that for c′T ≥ 18cT , we have β(G, N) ≤ 2, for all N ≥ 1. Then estimate
8cT Gβ(G, N )(ln eN )1/2 = 8cT 9cT G ln eN + (ln eN )
1/2|h|/| f |
N − 3cT G(ln eN )1/2
≤ 8cT 9cT N/c
′
T + N/c′T
N − 3cT N/c′T
= 72c
2
T + 8cT
c′T − 3cT
,
so that it suffices in (6.7) to take
c′T ≥ 72c2T + 11cT . (6.9)
Proof of Theorem 2.4: Suppose (6.7) holds for c′T as in (6.9). The fact that any traveling wave
solution of (2.17) is the projection of a solution of (2.1) follows from (6.8) and Lemma 4.7. To prove
the converse, recall that any solution u(t) of the (2.1) which lies on the attractor can be extended to
a solution to the complexified NSE which is analytic and bounded on some strip |t| < c function
into H (see, e.g., Ref. 6). Let u(t) be a solution of (2.1) defined and bounded on the whole real line.
Consider a curve in X, t → (s → p(t + s)), where p = PN u. We need to show that this curve is
differentiable and its derivative is s → dp/dt(t + s); thus we need to prove that for any real t,
sup
s∈R
‖p(t + t + s) − p(t + s)
t
− d
dt
p(t + s)‖ → 0 as t → 0 . (6.10)
Since p is analytic and bounded in the strip |ζ | < c, its second derivative is also bounded in a
smaller strip. The limit in (6.10) now follows from Taylor’s theorem, specifically
sup
s∈R
‖p(t + t + s) − p(t + s)
t
− d
dt
p(t + s)‖ ≤ sup
s∈R
t sup
τ∈[t,t+t+t]
‖ d
2
dt2
p(τ + s)‖ .

VII. EQUICONTINUITY OF W
We have from (4.11) and (4.20) that∫ s1
s0
|Aw|2 ≤ E1(s1 − s0) + E0, (7.1)
for some constants E0, E1. We also have for any u ∈ H,
|(B(ϕv + w), u)| ≤ 9cB G2ν2κ20 (ln eN )1/2|u| + 3(cA + cT )ν2κ20 G2β(G, N )(ln eN )1/2|u|
+ cAνκ0 GN β(G, N )|Aw||u| ;
thus
|B(ϕv + w)| ≤ E2 + E3|Aw|, (7.2)
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where
E2 =[9cB + 3(cB + cT )β(G, N )]ν2κ20 G2β(G, N )(ln eN )1/2,
E3 =cAνκ0 GN β(G, N ) .
Integrating (4.7) from s0 to s1 we have
|w(s1) − w(s0)| ≤ ν
∫ s1
s0
|Aw| +
∫ s1
s0
|B(ϕv + w, ϕv + w)| +
∫ s1
s0
|h|
≤ (ν + E3)(s1 − s0)1/2[E1(s1 − s0) + E0]1/2 + (E2 + |h|)(s1 − s0).
We have proved the following.
Lemma 7.1: The family {W (v)(·)|v ∈ Cb(R, PN H )} is equicontinuous on R.
Let v(t) be a solution of (2.17), and denote w(s, t) = W (v(t))(s). Then by Lemma 4.4,
‖w(s, t) − w(s, t0)‖ ≤ LW ‖v(t) − v(t0)‖X .
Since v(t) is a solution of an ODE, it is continuous. Thus for any finite interval [− T, T] there is a
constant CT, such that
‖v(t) − v(t0)‖X ≤ CT |t − t0|, t, t0 ∈ [−T, T ].
This proves the following.
Proposition 7.2: For any solution v(t) of Eq. (2.17) the function w(s, t) = W (v(t))(s) is equicon-
tinuous on R2. Moreover, there are constants c, c1, and CT such that
|w(s, t) − w(s0, t0)| ≤ c|s − s0|1/2 + c1|s − s0| + CTN |t − t0|,
whenever t, t0 ∈ [− T, T].
We now assume that (4.36) holds, and that h ∈ D(A1/2). Then by (4.30), we have
|AW (v)(s)| ≤ ; for all v ∈ X, s ∈ R , (7.3)
where  is the right-hand side of (4.30). We have, therefore, that
‖w(s, t) − w(s0, t0)‖ ≤ (2)1/2|w(s, t) − w(s0, t0)|1/2
≤ (2)1/2
[
c|s − s0|1/2 + c1|s − s0| + CTN |t − t0|
]1/2 (7.4)
for all s0, s1 ∈ R, and all t, t0 ∈ [− T, T].
Recall the extension of the Arzela-Ascoli theorem to the case of Banach-valued functions.
Theorem 7.3: Let K be a compact metric space, X a Banach space, n : k → n(k) ∈ X ,
with {n}∞n=1 equicontinuous and {n(k)}∞n=1 relatively compact for each k ∈ K. Then there exists a
subsequence {n j }∞j=1 which converges in C(K ;X ).
VIII. WEAK LIMIT OF TIME TRANSLATED SOLUTIONS
According to Remark 2.1 (Sec. VII), a solution v to the determining form (2.17) in the set M
is the PN-projection of a solution of the Navier-Stokes Equation (2.1) in its global attractorA if and
only if
‖v(t, s)‖ ≤ 2νκ20 G , ∀ t, s ∈ R , (8.1)
and
v(t + tn, s − (t + tn)) = v(0, s) , ∀ t, s ∈ R ,
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for any sequence {tn}. It is, therefore, instructive to study the asymptotic behavior of a sequence
vn(t, s) = v(t + tn, s − (t + tn)) , n = 1, 2, . . . , (8.2)
where tn → ∞, and v(·) ∈M is a solution of (2.17) satisfying (8.1). We have the following lemma.
Lemma 8.1: There is a subsequence {nj} and functions v¯, w¯, and ¯R such that v¯,
¯R ∈ C(R, L∞(R, H )weak∗ ), w¯ ∈ C(R2, V ) and the following hold for each T, S:
lim
j
sup
t∈[−T,T ]
|(vn j (t, ·) − v¯(t, ·), ξ )| = 0 f or ξ ∈ L1(R, H ), (8.3)
lim
j
sup
t∈[−T,T ]
|(B(vn j (t, ·) − v¯(t, ·)) + ¯R(t, ·), ξ )| = 0 f or ξ ∈ L1(R, H ), (8.4)
wn j (t, s) = W (τtn j v)(s − (t + tn j )) → w¯(t, s) (t, s ∈ R ) (8.5)
in C([−T, T ] × [−S, S]; V ), for all T, S > 0.
Proof: It follows from (2.17) and (7.3) that there exists a constant C,
|∂vn(t, s)
∂t
| ≤ C (∀ t, s, n).
Choose a dense subset {ξ k} in the unit ball of L1(R, H ). Then it is well-known and easy to
check that
d(p, p′) =
∑
k
|(p − p′, ξk)|
2k(1 + |(p − p′, ξk)|)
defines a distance in the ball of any fixed size in L∞(R, H ). Let us compute d(vn(t, ·), vn(t ′, ·)).
Note first that
|
∫
R
(vn(t, s) − vn(t ′, s), ξk(s)) ds|
= |
∫
R
(v(t + tn, s − t − tn) − v(t ′ + tn, s − t ′ − tn), ξk(s)) ds|
≤ C |t − t ′| + |
∫
R
(v(t + tn, s − t − tn) − v(t + tn, s − t ′ − tn), ξk(s)) ds|
= C |t − t ′| + |
∫
R
(v(t + tn, s − tn), ξk(s + t) − ξk(s + t ′))| ds
≤ C |t − t ′| + 3Gνκ0‖ξk − τt−t ′ξk‖L1
which, provided k is fixed, goes to 0 when t − t′ goes to 0, uniformly in n. It follows that for any fixed
ε there is a δ such that |t − t′| < δ implies that d(vn(t, ·), vn(t ′, ·)) < ε for all n. This means that the
set of functions t → vn(t, ·) is an equicontinuous family of functions in C([−T, T ], L∞(R, H )weak∗ )
for any T. Note that |vn(t, s)| ≤ ‖v‖X/κ0, therefore, vn(t, ·) belongs to the ball of radius ‖v‖X/κ0 in
L∞(R, H ), which by the Banach-Alaoglu theorem is compact in L∞(R, H )weak∗ . Using the Arzela-
Ascoli Theorem 7.3 and the diagonal process, we obtain a function v¯ in C(R, L∞(R, H )weak∗ ) such
that for some subsequence of {vn j }, (8.3) holds for any T. Without loss of generality, we assume that
(8.3) holds for the sequence {vn}.
To deal with the sequence Rn(t, ·) = −B(vn(t, ·) − v¯(t, ·)) note that it is a composi-
tion of an equicontinuous family {vn(t, ·) − v¯(t, ·)} in C(R, L∞(R, PN H )weak∗ ) and a map
L∞(R, PN H )weak∗ → L∞(R, H )weak∗ induced by B. Since PNH is finite-dimensional, B is a contin-
uous quadratic form on PNH, and hence the induced map is continuous. It follows that the family
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Rn(t, ·) ∈ C(R, L∞(R, H )weak∗ ) is also equicontinuous. Now note that by (A23),
|B(vn(t, s) − v¯(t, s))| ≤ cA|vn(t, s) − v¯(s)|1/2|Avn(t, s) − Av¯(s)|1/2‖vn(t, s) − v¯(s)‖
≤ cA(κ0 N )2|vn(t, s) − v¯(s)|2 ≤ 2cA(κ0 N )2‖v‖X ,
thus Rn(t, · ) is in the ball of radius 2cA(κ0 N )2‖v‖X in L∞(R, H ). Therefore, again by Theorem
7.3 and the diagonal procedure, there exists ¯R(t, ·) ∈ C(R, L∞(R, H )weak∗ ) and a subsequence such
that (8.4) holds for any T. Once again, without loss of generality, we assume that (8.3) and (8.4) hold
for the whole sequence.
Finally, wn is equicontinuous in C(R2, V ) by Proposition 7.2, and for each t, s wn(t, s) is
precompact in V by (7.3), thus, by Theorem 7.3, (8.5) holds for some subsequence vn j . 
The main result in this section is the following.
Proposition 8.2: Suppose that N and G satisfy (4.36). Let v¯, w¯, and ¯R be as in Lemma 8.1. If
v¯(t, s) and w¯(t, s) are both independent of t, then ¯R is also independent of t and
u¯(s) = v¯(s) + w¯(s)
satisfies the Navier-Stokes equation
d
ds
u¯(s) + νAu¯(s) + B (u¯(s), u¯(s))) = f + ¯R(s) , s ∈ R . (8.6)
The function ¯R can be viewed as the analog of the Reynolds stress due to averaging the Navier-
Stokes equations in the theory of turbulence.15, 17 Thus, u¯(·) is a solution to the Navier-Stokes
Equation (2.1) with the original force f, if and only if v¯(t, s) and w¯(t, s) are independent of t, and
¯R(s) = 0. We do not know if any of these conditions are superfluous.
Proof: Using a change of variables, we write
wn(t, s) = w(t + tn, s − (t + tn)) = W (τtnv)(s − (t + tn))
=
∫ s−(t−tn )
−∞
e−ν(s−t−tn−σ )A [h − QN B(v(t + tn, σ ) + w(t + tn, σ ))] dσ
= (νA)−1h −
∫ s
−∞
e−ν(s−σ )A [QN B(vn(t, σ ) + wn(t, σ ))] dσ .
(8.7)
Now write
w¯(s) − (νA)−1h +
∫ s
−∞
e−ν(s−σ )A QN [B(v¯(σ ) + w¯(σ )) − ¯R(t, σ )]dσ
= w¯(s) − wn(t, s)−∫ s
−∞
e−ν(s−σ )A QN [B(vn(t, σ ) + wn(t, σ )) − B(v¯(σ ) + w¯(σ )) − B(vn(t, σ ) − v¯(σ ))] dσ
−
∫ s
−∞
e−ν(s−σ )A QN
[
B(vn(t, σ ) − v¯(σ )) + ¯R(t, σ )
]
dσ . (8.8)
Notice that
B(vn + wn) − B(v¯ + w¯) − B(vn − v¯) =
Bsym(vn + w¯, wn − w¯) + B(wn − w¯) + Bsym(v¯ + w¯, vn − v¯),
(8.9)
where
Bsym(u1, u2) = B(u1, u2) + B(u2, u1) .
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
129.79.34.151 On: Thu, 23 Oct 2014 19:39:54
115623-21 Foias et al. J. Math. Phys. 53, 115623 (2012)
Using (A23), (7.3), and (A22) as well, we find that
|B(vn + w¯, wn − w¯)| ≤ cA|vn + w¯|1/2|A(vn + w¯)|1/2‖wn − w¯‖
≤ cA
κ0
(|Avn| + |Aw¯|) ‖wn − w¯‖
≤ cA
(
N‖v‖X + 
κ0
)
‖wn − w¯‖ ,
|B(wn − w¯, vn + w¯)| ≤ cL|wn − w¯|1/2‖wn − w¯‖1/2‖vn + w¯‖1/2|A(vn + w¯)|1/2
≤ cL
κ0 N 1/2
(|Avn|2 + |Aw¯|2)1/2 ‖wn − w¯‖
≤ cL
κ0 N 1/2
(κ0 N‖vn‖X + |Aw¯|) ‖wn − w¯‖
≤ cL
κ0 N 1/2
(κ0 N‖v‖X + ) ‖wn − w¯‖ ,
|B(wn − w¯)| ≤ cA|wn − w¯|1/2|A(wn − w¯)|1/2‖wn − w¯‖
≤ cA
κ0 N
|A(wn − w¯)|‖wn − w¯‖
≤ 2cA
κ0 N
‖wn − w¯‖ ,
so that for each t,∫ s
−∞
e−ν(s−σ )A QN [Bsym(vn + w¯, wn − w¯) + B(wn − w¯)] dσ → 0 as n → ∞ ,
by the Lebesgue dominated convergence theorem. Indeed, the integrand is bounded by
2 ˜˜‖w‖Y e−ν(s−σ )κ20 , (8.10)
where
˜
˜ = (cA N + cL N 1/2)‖v‖X +
(
cA
κ0
+ cL
κ0 N 1/2
+ 2cA
κ0 N
)

and goes to 0 at each σ since ‖wn(t, σ ) − w¯(σ )‖ → 0 when n → ∞.
Let k ∈ D(A). Note that the function σ →e− ν(s − σ )Ak if σ ≤ s and σ →0 if σ > s is in L1(R, H ).
Thus by (8.4),∫ s
−∞
e−ν(s−σ )A(QN (B(vn(t, σ ) − v¯(σ )) + ¯R(t, σ )), k) dσ → 0 as n → ∞ . (8.11)
We also have
(
∫ s
−∞
e−ν(s−σ )A QN B(v¯ + w¯, vn − v¯) dσ, k)
=
∫ s
−∞
QN (B(v¯ + w¯, e−ν(s−σ )Ak), vn − v¯) dσ .
But by (A23) we have that, as a function of σ ,
B(v¯(σ ) + w¯(σ ), e−ν(s−σ )Ak) ∈ L1((−∞, s], H ) .
We conclude that ∫ s
−∞
(e−ν(s−σ )A QN B(v¯ + w¯, vn − v¯), k) dσ → 0 as n → ∞ .
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For the other half of Bsym(v¯ + w¯, vn − v¯), we write
(e−ν(s−σ )A B(vn − v¯, v¯ + w¯), k) = (vn − v¯, θ (σ )),
where (due to (A24)) we have
|θ (σ )| ≤ ‖v¯(σ ) + w¯(σ )‖e−ν(s−σ )κ0 |k|1/2|Ak|1/2 ∀ σ ≤ s .
It follows that θ (σ ) ∈ L∞((−∞, s]), and hence
∫ s
−∞
(e−ν(s−σ )A QN B(vn − v¯, v¯ + w¯), k) dσ → 0 as n → ∞ .
In particular, for k ∈ D(A), (8.8) now implies that
(w¯(s) − (νA)−1h +
∫ s
−∞
e−ν(s−σ )A QN (B(v¯(σ ) + w¯(σ )) − ¯R(t, σ ))dσ, k) = 0.
Since D(A) is dense in H, we deduce that for each t,
w¯(s) = (νA)−1h −
∫ s
−∞
e−ν(s−σ )A QN (B(v¯(σ ) + w¯(σ )) − ¯R(t, σ ))dσ . (8.12)
Note that (8.12) implies that QN ¯R(t, s) does not depend on t. Indeed, by the vector-valued version
of the Lebesgue differentiation theorem we obtain that for each t QN ¯R(t, s) = r (s) for almost all s,
for some function r ∈ C(R, L∞(R, QN H )weak∗ ), which means that QN ¯R is constant as a function
in C(R, L∞(R, H )weak∗ ).
Now observe that
vn(t, s) = v(t + tn, s − t − tn))
=
∫ t+tn
−∞
e−ν(t+tn−τ )A[g − PN B(v(τ, s − t − tn) + w(τ, s − t − tn))] dτ
=
∫ t
−∞
e−ν(t−τ )A[g − PN B(v(τ + tn, s − t − tn) + w(τ + tn, s − t − tn))] dτ
=
∫ t
−∞
e−ν(t−τ )A[g − PN B(vn(τ, s + τ − t) + wn(τ, s + τ − t))] dτ
for all t, s ∈ R; consequently
∫ S2
S1
(vn(t, s), k) ds = ((νA)−1g, k)(S2 − S1)
−
∫ t
−∞
[∫ S2
S1
(B(vn(τ, s + τ − t) + wn(τ, s + τ − t)), e−ν(t−τ )A PN k) ds
]
dτ
=((νA)−1g, k)(S2 − S1)
−
∫ t
−∞
[∫ S2+τ−t
S1+τ−t
(B(vn(τ, s) + wn(τ, s)), e−ν(t−τ )A PN k) ds
]
dτ ,
(8.13)
where k ∈ D(A), S1 < S2 are fixed (but otherwise arbitrary). By the convergence in (8.4), we can now
pass to the limit in (8.13) by going through steps analogous to those from (8.7) to (8.12). Indeed, if
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k is an eigenvector of A with Ak = λk, then by (8.9),
∫ t
−∞
[∫ S2+τ−t
S1+τ−t
(B(vn(τ, s) + wn(τ, s)), e−ν(t−τ )A PN k) ds
]
dτ
=
∫ t
−∞
[∫ S2+τ−t
S1+τ−t
(B(v¯ + w¯) − ¯R, e−ν(t−τ )A PN k) ds
]
dτ
+
∫ t
−∞
[∫ S2+τ−t
S1+τ−t
(Bsym(vn + w¯, wn − w¯) + B(wn − w¯), e−ν(t−τ )A PN k) ds
]
dτ
+
∫ t
−∞
e−ν(t−τ )λ
[∫ S2+τ−t
S1+τ−t
(Bsym(v¯ + w¯, vn − v¯), PN k) ds
]
dτ
+
∫ t
−∞
e−ν(t−τ )λ
[∫ S2+τ−t
S1+τ−t
( ¯R + B(vn − v¯), PN k) ds
]
dτ.
On the right-hand side the second, third, and fourth terms go to 0 as n → ∞. In the second term,
we use a bound similar to (8.10) and the Lebesgue dominated convergence theorem. For the third
and fourth note, first that the integrands are bounded by L1 functions, thus it suffices to show that
for fixed τ the integrals
∫ S2+τ−t
S1+τ−t
(Bsym(v¯ + w¯, vn − v¯), k) ds
and
∫ S2+τ−t
S1+τ−t
( ¯R + B(vn − v¯), k) ds
go to 0 as n → ∞. For the latter, note that the function χ[S2+τ−t,S1+τ−t](s)k is in L1(R, H ), where
χ I is the characteristic function of an interval I, and use (8.4). For the former, write (Bsym(v¯ + w¯, vn
− v¯), k) = (vn(t, s) − v¯(s), ψ(s)) and note that, as above, by (A23) and (A24) χ[S2+τ−t,S1+τ−t]
(s)ψ(s) is in L1(R, H ) and, therefore, we obtain the convergence by (8.3).
Setting u¯ = v¯ + w¯, we obtain
∫ S2
S1
(v¯(s), k) ds − ((νA)−1g, k)(S2 − S1)
= −
∫ t
−∞
[∫ S2+τ−t
S1+τ−t
(B(u¯(s)) − ¯R(τ, s), e−ν(t−τ )A PN k) ds
]
dτ
= −
∫ t
−∞
[∫ S2
S1
(B(u¯(s + τ − t)) − ¯R(τ, s + τ − t), e−ν(t−τ )A PN k) ds
]
dτ
= −
∫ S2
S1
(
∫ t
−∞
e−ν(t−τ )A PN [B(u¯(s + τ − t)) − ¯R(τ, s + τ − t)] dτ, k) ds
= −(
∫ S2
S1
{∫ s
−∞
e−ν(s−σ )A PN [B(u¯(σ )) − ¯R(t − s + σ, σ )] dσ
}
ds, k) .
Since for fixed S1 < S2, t in R, k can run over all linear combinations of eigenvectors of A, of
which are dense in H, we deduce
∫ S2
S1
{
v¯(s) −
∫ s
−∞
e−ν(s−σ )A[g − PN B(u¯(σ )) + PN ¯R(t − s + σ, σ )] dσ
}
ds = 0
for all S1 < S2, t in R.
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The final function in braces above is in L1([− S, S], H) for all S > 0. Therefore, the vector-valued
version of Lebesgue’s differentiation theorem now implies
v¯(s) =
∫ s
−∞
e−ν(s−σ )A[g − PN B(u¯(σ )) + PN ¯R(t − s + σ, σ ) dt] dσ (8.14)
for s ∈ t , where the measure of t is 0. Note that since C(R, L∞(R, H ))weak∗ ⊂ L1loc(R2), both the
right- and left-hand sides of (8.14) are in L1loc(R2), and therefore by Fubini’s theorem (8.14) holds
for almost all pairs (t, s) ∈ R2. By substituting (t, s) with (t + τ , s + τ ) we obtain that for almost
all t, s,
v¯(s + τ ) =
∫ s+τ
−∞
e−ν(s+τ−σ )A[g − PN B(u¯(σ )) + PN ¯R(t − s + σ, σ ) dt] dσ (8.15)
holds for almost all τ . Fix such t, s that (8.15) holds for almost all τ . Then the right-hand side of
(8.15) is continuous in τ and hence v¯ coincides almost everywhere with continuous function. Thus,
we can suppose that v¯ is (absolutely) continuous. Taking the derivative with respect to τ of (8.15),
we obtain that for almost all (t, s) ∈ R2,
d v¯(s + τ )
ds
+ νAv¯(s + τ ) + PN B(u¯(s + τ ), u¯(s + τ )) = g + PN ¯R(t + τ, s + τ )
for almost all τ . It follows that
d v¯(s)
ds
+ νAv¯(s) + PN B(u¯(s), u¯(s)) = g + PN ¯R(t, s)
for almost all t, s. We, therefore, obtain that the function ¯R ∈ C(R, L∞(R, H )weak∗ ) is almost
everywhere equal to some fixed element of L∞(R, H ). Since ¯R is continuous, this equality holds
everywhere, thus ¯R does not depend on t. 
IX. STATIONARY SOLUTIONS OF (2.17)
A solution v(t, ·) is a stationary solution of (2.17) if and only if v(t, s) = v0(s) for all t and
νAv0(s) = g − PN B(ϕv0(s) + W (v0)(s)),
that is, if and only if it satisfies the following differential algebraic equation:
νAv0(s) = g − PN B(ϕv0(s) + w0(s)), (9.1)
dw0(s)
ds
+ νAw0(s) = h − QN B(ϕv0(s) + w0(s)) , (9.2)
where w0 = W (v0). In this case, the energy and enstrophy balances are
1
2
d
ds
|w0|2 + ν‖u0‖2 = ( f, u0), (9.3)
1
2
d
ds
‖w0‖2 + ν|Au0|2 = ( f, Au0), (9.4)
where u0 = v0 + w0 (compare to (A10) and (A11)).
It is shown in Ref. 10 that solutions on the global attractor of the NSE must satisfy ν‖u(t)‖2
≤ |f||u(t)| for all t ∈ R, with equality holding for some t if and only if f is an eigenvector of A.
One might ask if at least the stationary solutions of (2.17) satisfy an analogous property. We will
give below a partial answer for this case, which involves an application of (9.3) and (9.4). It is only
a partial answer in that it holds only under the assumption that the L2-norm of the high modes is
nondecreasing.
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Let u0 = v0 + w0. We first prove the following.
Lemma 9.1: Let w0 and v0 satisfy (9.1) and (9.2), and let σ 0 < σ 1. Suppose that |w0(s)| is
nondecreasing in (σ 0, σ 1), then
(i) ν‖u0(s)‖2 ≤ |f||u0(s)| for all s ∈ (σ 0, σ 1).
(ii) If, in addition, w0(s) is nonzero for all s ∈ (σ 0, σ 1), ‖w0(s)‖2/|w0(s)| is nondecreasing,
and for some s0 ∈ (σ 0, σ 1), we have ‖u0(s0)‖2/|u0(s0)| = |f|/ν, then f is an eigenvector of A
for the eigenvalue λ0 = ‖u0(s0)‖2/|u0(s0)|2, λ0 > (Nκ0)2, and f = QNf.
Proof: In the proof we drop the subscript on w0, v0, u0, to simplify notation. Denote
χw = ‖w‖2/|w|, χu = ‖u‖2/|u|, λw = ‖w‖2/|w|2, λu = ‖u‖2/|u|2. Since w(s) = 0 in (σ 0, σ 1),
these quantities are well-defined. From (9.3) and the fact that |w| is nondecreasing it follows that
(f, u) − ν‖u‖2 ≥ 0, which in turn implies that χu(s) ≤ |f|/ν, proving (i).
Passing to the proof of (ii), we start by observing that from (9.3) and (9.4) it follows that:
χw(s) − χw(s0) =∫ s
s0
2ν
|w|
[
| f
2ν
|2 − χ
2
u
4
− | f
2ν
− (A − λu
2
)u|2 − λw − λu
2
(( f
ν
, u) − ‖u‖2)
]
dσ.
(9.5)
By (i), since |w| is nondecreasing, and the assumption χu(s0) = |f|/ν, we deduce from (9.3) that
(f, u) = |f||u|; hence we have u(s0) = cf, where c = |f|2/ν‖f‖2.
Since χw is assumed to be nondecreasing, the integrand in (9.5) is non-negative for almost
all σ ; also every summand in it is continuous, except for |f/2ν − (A − λu/2)u|, which is lower
semicontinuous. This suffices, however, to ensure that the integrand is in fact non-negative at every
point of (σ 0, σ 1).
In particular, at the point s0 we have that ‖u‖2 = (f/ν, u), thus it follows that:
| f
2ν
−
(
A − λu(s0)
2
)
u(s0)| = 0, (9.6)
hence (A − λ0)f = 0, where λ0 = λu(s0). Indeed,
(A − λ0) f = (A − λ
0
2
) f − λ
0
2
f = ν‖ f ‖
2
| f |2 (A −
λ0
2
)u(s0) − λ
0
2
f = ν‖ f ‖
2
| f |2
f
2ν
− λ
0
2
f = 0.
If λ0 ≤ (Nκ0)2 it would follow that f = g, which gives that w(s0) = 0, but this is contrary to our
assumption. Thus, we have that λ0 > (Nκ0)2, and so f = h, g = 0, v(s0) = 0, w(s0) = h/νλ0, and
Ah = λ0h. 
Let h0 = h/νλ0. Now we need the following lemma.
Lemma 9.2: Assume that v0 and w0 satisfy (9.1) and (9.2), and that g = 0 and h is an eigenvector
of A. Then for large enough N, v(s) = 0 and w(s) = h0 for all s, where λ0 is an eigenvalue of A.
Proof: Once again, denote w0, v0, u0 by w, v, u for simplicity. From (9.1), (A20), and (4.22),
we obtain that
ν‖v‖2 = −(B(u, w), v) = −(B(w,w), v) + (B(v, v), w)
≤ (B(w,w), v) + cT ‖v‖2‖w‖ (ln eN )
1/2
κ0 N
,
whence
ν‖v‖2
[
1 − cT Gβ(G, N )N (ln eN )
1/2
]
≤ − (B(w,w), v). (9.7)
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By denoting w = h0 + δ, we have
−(B(w,w), v) = − (B(δ,w), v) − (B(h0, δ), v)
≤ (ln eN )1/2‖δ‖(cT |w|‖v‖ + cB |h0|‖v‖)
≤ (ln eN )1/2(cT νGβ(G, N )N + cBν
κ20 G
λ0
)‖v‖‖δ‖.
(9.8)
From (9.7) and (9.8), we obtain
‖v‖
[
1 − cT Gβ(G, N )N (ln eN )
1/2
]
≤ (ln eN )1/2 G
N
(cT β(G, N ) + cB κ
2
0 N
λ0
)‖δ‖. (9.9)
Therefore, if
N > 2cT Gβ(G, N )(ln eN )1/2, (9.10)
we have the bound
‖v‖ ≤ c1‖δ‖, (9.11)
where
c1 = 2(ln eN )1/2 GN (cT β(G, N ) + cB
1
N
).
Now using (9.2) and (9.11), we obtain that
1
2
d
ds
|δ|2 + ν‖δ‖2 = −(B(u, u), δ) = −(B(v + h0 + δ, v + h0), δ)
= −(B(v + δ, h0), δ) − (B(u, v), δ)
≤ cT (ln eN )1/2‖v‖‖h0‖|δ| + cL|δ|‖δ‖‖h0‖ + cT (ln eN )1/2‖u‖‖v‖|δ|
≤ ν(cT c1(ln eN )1/2 + cL) GN 2 ‖δ‖
2 + cT c1(ln eN )1/2 ‖v‖X + νκ0Gβ(G, N )
κ0 N
‖δ‖2 .
It follows from Lemma 3.1 and Theorem 2.3, that if N is such that (9.10) holds and, moreover,
N 2 > 2G(cT c1(ln eN )1/2 + cL),
N > 2cT c1(G + cT (ln eN )1/2G2(6 + β(G, N ))β(G, N ) + Gβ(G, N )),
(9.12)
then δ(s) = 0 for all s. Therefore from (9.11), we have for all s that v(s) = 0 , and hence u(s)
= h/νλ0 = w(s). Since h is an eigenvector of A, it follows from (9.3) that Ah = λ0h. 
Therefore, we obtain the following proposition.
Proposition 9.3: Suppose N satisfies (9.10) and (9.12). If the assumptions of Lemma 9.1 hold for
w0 = W (v0) for some stationary solution v0 of (2.17), then any stationary solution of (2.17) is zero.
We finish by simplifying the conditions on N in Proposition 9.3. Suppose that G  1 and
N > CG(ln eN )1/2 (9.13)
for some sufficiently large constant C. Then (9.10) holds and, moreover, β(G, N) ≤ 36cT/C, and
so β(G, N) is small provided that C is large enough. Choose C such that β(G, N) < 1. Then c1
≤ 2(cT + cB)/C. Choose C, so that also c1 < 1. Moreover, the bound in Theorem 2.3 is less than
νκ0(G + 2cTG2(ln eN)1/2) ≤ C2G2(ln eN)1/2 for some constant C2, which does not depend on C,
since G >> 1. We obtain then that the first inequality in (9.12) holds, and to satisfy the second
inequality in (9.12), it suffices to take
N > εG2(ln eN )1/2 (9.14)
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for any fixed ε (provided that G is large). Note that if (9.14) holds, then (9.13) also holds. It follows
that conclusion of Proposition 9.3 is true as long as inequality (9.14) holds for N.
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APPENDIX: PRELIMINARIES ON NAVIER-STOKES EQUATIONS
We gather in this section a number of well-known results for the 2D Navier-Stokes equations.
The scalar product in the phase space H is taken to be
(u, v) =
∫

u(x) · v(x)dx, where a · b = a1b1 + a2b2
with associated L2-norm
|u| = (u, u)1/2 =
(∫

|u(x)|dx
)1/2
, (A1)
where, for a vector a ∈ C2, we denote its length by |a| = (a · a∗)1/2, with a∗ = (a¯1, a¯2). It will be
clear from the context when | · | refers to the length of a vector in C2, as opposed to an L2-norm.
The positive roots of the operator A are defined by linearity from
Aαw j = λαj w j , for j = 0, 1, 2, . . .
on the domain
D(Aα) = {u ∈ H :
∞∑
j=0
λ2αj (u, w j )2 < ∞}
for α ≥ 0.
Parseval’s identity reads as
|u|2 = L2
∑
k∈Z2
uˆk · uˆ−k = L2
∑
k∈Z2
|uˆk |2
as well as
(u, v) = L2
∑
k∈Z2
uˆk · vˆ−k
for v = ∑ vˆkeiκ0k·x .
We associate to each term in (2.5) a wave number κ0|k|.
Recall the orthogonality relations of the bilinear term (see, e.g.,Refs. 6 and 30),
〈B(u, v), w〉 = −〈B(u, w), v〉 , u, v, w ∈ V , (A2)
where 〈 · , · 〉 denotes the action of an element in V ′, as well as
(B(u, u), Au) = 0 , u ∈ D(A) . (A3)
The strengthened form of the enstrophy invariance
(B(Av, v), u) = (B(u, v), Av) , u ∈ V , v ∈ D(A) (A4)
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is proved in Ref. 11. Relation (A4) together with (A2) implies
(B(v, v), Au) + (B(v, u), Av) + (B(u, v), Av) = 0 , u, v ∈ D(A) , (A5)
(B(Av, v), u) − (B(v, Av), u) + (B(v, v), Au) = 0 , u, v ∈ D(A) , (A6)
see Ref. 15. We will also use Agmon’s inequality
‖u‖∞ ≤ cA|u|1/2|Au|1/2 , u ∈ D(A) , (A7)
and one of its consequences
|(B(u, v), w)| ≤ cA|u|‖v‖1/2|A3/2v|1/2|w| , u ∈ H, v ∈ D(A3/2), w ∈ H . (A8)
(See Refs. 6, 12, and 29).
In this paper, we will assume f ∈ D(Aj/2) for some specified j ∈ {0, 1, 2, 3}, which is sufficient
to guarantee that
1
2
d
dt
|u|2 = (du
dt
, u) , 1
2
d
dt
‖u‖2 = (du
dt
, Au) (A9)
in the sense of distributions (see Lemma 1.2 in Chap. 3 in Ref. 29 and its proof). Taking the scalar
product of (2.1) with u, respectively, Au, and applying (A2), (A3), and (A9) gives the energy,
enstrophy balance equations
1
2
d
dt
|u|2 + ν‖u‖2 = ( f, u) , (A10)
1
2
d
dt
‖u‖2 + ν|Au|2 = ( f, Au) . (A11)
In the scientific literature,
κ20 |u|2 = 2 times the total energy per unit mass
and
κ20‖u‖2 = the total enstrophy per unit mass .
Straightforward applications of the Cauchy-Schwarz, Young, and Gronwall inequalities to (A11)
gives
‖u(t)‖2 ≤ e−νκ20 t‖u(0)‖2 + | f |
2
ν2κ20
(
1 − e−νκ20 t
)
. (A12)
If |f| = 0, we have by (A12) that ‖u(t)‖ → 0 as t → ∞. Therefore, we assume throughout the paper
that
| f | > 0 . (A13)
It is clear from (A12) that the closed ballB of radius 2νκ0G, centered at 0, is absorbing and invariant,
meaning that for any u0 there exists T = T(‖u0‖) such that
‖u(t ; u0)‖ ≤ 2νκ0G , for all t ≥ T , (A14)
and
‖u(t ; u0)‖ ≤ 2νκ0G , for all t ≥ 0 , u0 ∈ B. (A15)
It is well known (see, e.g., Ref. 15) that for the flow to be turbulent, we must have G  1. While
most of our results apply for all G > 0, we will eventually assume G  1. We also have from (A12)
that
‖u‖ ≤ νκ0G for all u ∈ A . (A16)
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We often denote the solution as simply u(t) when the choice of u0 is irrelevant to our consid-
erations. It is easily shown using (A12) that T, the time of absorption in (A14), can be taken to be
T (‖u0‖) = 1
νκ20
max{1, log ‖u0‖
2
3ν2κ20 G2
} . (A17)
We will use the following bounds on the nonlinear term (see Refs. 10,17, and 31, and the references
therein)
|(B(w, u), v)| ≤ cT ‖w‖‖u‖
(
ln
e‖v‖
κ0|v|
)1/2
|v|, (A18)
|(B(w, u), v)| ≤ cB‖w‖‖u‖
(
ln
e|Aw|
κ0‖w‖
)1/2
|v|, (A19)
|(B(w, u), v)| ≤ cT ‖w‖‖u‖
(
ln
e|Au|
κ0‖u‖
)1/2
|v|, (A20)
|(B(u, v), w)| ≤ cL|u|1/2‖u‖1/2‖v‖|w|1/2‖w‖1/2, (A21)
|(B(u, v), w)| ≤ cL|u|1/2‖u‖1/2‖v‖1/2|Av|1/2|w|, (A22)
|(B(u, v), w)| ≤ cA|u|1/2|Au|1/2‖v‖|w|, (A23)
|(B(u, v), w)| ≤ cA|u|‖v‖|w|1/2|Aw|1/2, (A24)
which are valid whenever the norms involved make sense. One can use these inequalities to extend
the domain of B to larger functional spaces. For instance from (A23), one can infer that B(u, v)
can be extended by continuity to a map from D(A) × V to H. We will denote these extensions also
by B.
1. Proof of determining mode estimate
We recall (see Chap. 3, Sec. 1 of Ref. 17) that u = u1 − u2 satisfies
1
2
d
dt
|u|2 + ν‖u‖2 = −(B(u, u1), u) ≤ cL|u|‖u‖‖u1‖ ≤ cL|u|‖u‖Gνκ0, (A25)
whence (since PNu = 0 and so κ0N|u| ≤ ‖u‖),
d
dt
|u|2 + 2ν‖u‖2 ≤ 2cL Gνκ0
κ0 N
‖u‖2, (A26)
d
dt
|u|2 + 2νN 2λ0
(
1 − GcL
N
)
|u|2 ≤ 0, (A27)
so that
|u(t)|2 ≤ |u(t0)|2e−2νN 2λ0(1−GcL/N )(t−t0), ∀ t0 ≤ t. (A28)
Thus if
N > cLG, (A29)
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we conclude (by letting t0 → −∞) that u(t) ≡ 0; that is if (A29) holds, then PN is determining.
Note that (A29) implies that if u1(t) = u2(t) only for all t ≤ T, then still u1(t) ≡ u2(t). In particular,
QNu( · ) is uniquely determined by PNu( · ) in case (A29) holds.
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