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Abstract
Steered molecular dynamics (SMD) simulation method is applied to a fully
solvated membrane-channel model for studying the ion permeation process
in potassium channels. The channel model is based on the crystallographic
structure of a prokaryotic K+ channel– the KcsA channel, which is a repre-
sentative of most known eukaryotic K+ channels. It has long been proposed
that the ion transportation in a conventional K+-channel follows a multi-ion
fashion: permeating ions line in a queue in the channel pore and move in
a single file through the channel. The conventional view of multi-ion trans-
portation is that the electrostatic repulsion between ions helps to overcome
the attraction between ions and the channel pore. In this study, we proposed
two SMD simulation schemes, referred to ‘the single-ion SMD ’ simulations
and ‘the multi-ion SMD ’ simulations. Concerted movements of a K-W-K
sequence in the selectivity filter were observed in the single-ion SMD simula-
tions. The analysis of the concerted movement reveals the molecular mech-
anism of the multi-ion transportation. It shows that, rather than the long
range electrostatic interaction, the short range polar interaction is a more
dominant factor in the multi-ion transportation. The polar groups which
play a role in the concerted transportation are the water molecules and the
backbone carbonyl groups of the selectivity filter. The polar interaction is
sensitive to the relative orientation of the polar groups. By changing the
orientation of a polar group, the interaction may switch from attractive to
repulsive or vice versa. By this means, the energy barrier between binding
sites in the selectivity filter can be switched on and off, and therefore the
K+ may be able to move to the neighboring binding site without an external
driving force. The concerted transportation in the selectivity filter requires a
delicate cooperation between K+, waters, and the backbone carbonyl groups.
To accomplish a concerted transportation, the occupancy state of the selec-
tivity filter must be an alternative sequence of K+ and water molecules, i.e.,
a K-W-K-W or a W-K-W-K sequence.
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1. Introduction
A cell membrane is constituted by a continuous sheet of lipid bilayer. A lipid bilayer is
composed of various phospholipids, with the hydrophobic fatty acid chains buried inside,
and the polar head groups facing outside. The hydrophobic interior of the lipid bilayer
is highly impermeable to charged substances, including various ions like Na
+
, K
+
, Ca
2+
,
and Cl
−
. The transportation of ions through cell membrane relies on membrane proteins
called ion channels. An ion channel is composed of an integral protein surrounding an
aqueous pore. By this means a hydrophilic environment is created in the membrane, so
that ions are able to move through it. The influx and eﬄux of ions regulate the exciting
state of a cell, which is essential in the formation and propagation of neuronal signals
and many other physiological processes.
Most ion channels allow only particular types of ions to move through them. This
property is known as the selectivity of ion channels. For instance, K
+
channels, the
main subject of this study, are ion channels selectively permeable to K
+
. K
+
channels
are known for their high K
+
permeation rate. For a typical potassium channel, the
throughput rate of K
+
is close to its diffusion limit in water, which implies that the
energy barrier in a permeation process is only on the order of thermal fluctuation.
Meanwhile, they are highly selective between K
+
and Na
+
. In most K
+
channels, K
+
is 100∼1000 times more permeable than Na+, implying that the channel protein has a
much higher affinity to K
+
. The high throughput rate and strong affinity to K
+
seem
to be contradict to each other. How they compromise with each other energetically is
not understood yet. To answer this question, one has to examine the K
+
permeation
process in a K
+
channel.
In the 1950s, A. Hodgkin and collaborators conducted a series of experiments on K
+
channels. In their measurements of K
+
flux across the squid giant axon membrane,
they observed that the current-voltage ratio was higher than predicted by the theory of
independent movement of ions [1, 2]. Instead, there seemed to be some kind of coupling
of the K
+
movements. To explain their experimental results, they suggested that the
ions must move through the channel pore in a multi-ion fashion: permeating ions line
up in a single file in the channel pore; when an ion enters the channel from one end, it
induces a concerted movement of the lining ions, and knocks out the ion at another end.
This is known as the multi-ion mechanism [2], and has been observed a common picture
of K
+
transportation in K
+
channels. We believe that the multi-ion mechanism may
account for the high permeation rate of K
+
channels. This theory has been proposed
for decades, but its molecular mechanism remains unclear. To understand the molecular
mechanism of the multi-ion permeation, we need a K
+
channel model with all atomic
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details.
However, ion channels are membrane proteins, which are known particularly difficult
to handle and crystallize because of their amphipathic nature. In 1998, a breakthrough
was achieved by the experimental group of R. MacKinnon. They successfully crystallized
the KcsA channel– a small prokaryotic K
+
channel– and resolved its atomic structure
by X-ray diffraction analysis [3, 4]. The KcsA channel is an ideal model for K
+
channel
studies. The sequence homology analysis shows that the KcsA structure is highly similar
to the core part of most known eukaryotic potassium channels; moreover, various single-
ion measurements show that it contains all conduction properties of conventional K
+
channels. The crystallographic data shows that the channel pore has a wide water
cavity in the middle, and a narrow extracellular entryway called the selectivity filter, with
several K
+
captured in it. The selectivity filter, as told by its name, is the structural area
responsible for the ion selection. The structure of KcsA provides great insight about
ion transportation mechanism in K
+
channels. Because of this remarkable contribution,
R. MacKinnon won the Nobel prize of chemistry five years later in 2003.
Based on the KcsA structure, we have built up an atomic model and performed several
molecular dynamics simulations to study the ion permeation process in a K
+
channel.
Molecular dynamics have long been applied to studies of biomolecules [5, 38, 7]. Exper-
imental measurements usually provide a more static picture of a macromolecule, while
the dynamics of the molecule in many systems are of the same importance for under-
standing its biological function. Computer simulations offer a possibility to bridge this
gap. It can provide a more dynamical picture and details of the motion of a biomolecule.
The fast development of computing capability makes it possible nowadays to simulate a
larger system of higher complexity in a longer time scale. Currently the simulation of a
model up to 105 atoms including macromolecule, lipid membrane, and explicit solvent
in the length of 10 nanoseconds on parallel machines takes only weeks [7, 8].
Molecular dynamics simulation methods have been applied to the studies of various
channel systems, e.g. the gramicidin channel [9, 10, 11], the giant OmpF porin [12, 13],
and the KcsA channel [14, 15, 16]. However, the throughput rate of a KcsA channel is
about 108 ions per second, that means, it takes about tens nanoseconds for one potas-
sium ion to permeate the channel, which makes it a rare event during the simulation. To
increase the probability of the occurrence of a permeation event in a simulation, we ap-
plied a manipulated MD simulation method — the steered molecular dynamics simulation
method — to study the ion permeation process in the KcsA channel. We proposed two
simulation schemes, referred to the single-ion and the multi-ion steered MD simulations.
The simulation results reveal the molecular mechanism of a multi-ion conduction, and
provide important implications to the answer of the high K
+
permeation rate.
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The KcsA channel is a small prokaryotic potassium channel from the Gram-positive soil
bacterium Streptomyces lividans. It was first identified by Schremp et al. in 1995 [17].
The homology analysis of the KcsA protein sequence shows high structural similarity
to the core part of most known eukaryotic K
+
channels; moreover, it contains all con-
duction properties of conventional K
+
channels. Its high oligomeric stability in various
solvent, high expression levels in Escherichia coli, and ease of purification make it an
ideal candidate for high-resolution structure studies [17, 18, 19]. In 1998, R. MacKinnon
and collaborators have successfully crystallized KcsA and resolved the crystallographic
structure by X-ray diffraction analysis [3]. It was the first K
+
channel to have its crys-
tallographic structure resolved. Our knowledge about K
+
channel functions increased
remarkably since then. This great achievement brought R. MacKinnon the Nobel prize
of chemistry five years later in 2003.
Our studies about the ion permeation process in K
+
channels are mainly based on
the model of the KcsA channel. In this chapter I am going to introduce the experi-
mental facts about the KcsA channel, including its conduction properties, its molecular
structure, and the experimental observation about the gating mechanism.
2.1. The conduction properties of KcsA
The KcsA channel has all typical conduction properties of eukaryotic K
+
channels [20,
21]. In laboratories, KcsA is purified and reconstituted into planar lipid bilayer for the
measurement of its electrophysiologial properties. Studies of the activities of KcsA have
been carried out at the single-channel level by using the patch clamp technique. It was
found that the conductance of KcsA at physiological K
+
concentration is in the same
range measured for other eukaryotic potassium channels like Shaker,1
1The first cloned K
+
channel– Shaker– is a mutant K
+
channel from Drosophila (fruit fly). The name
Shaker comes from that flies with the Shaker mutation are hyperactive– they shake their legs under
anesthesia.
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Kir,
2 and BK 3 channels [21]. Measurements of the K
+
current in symmetrical ion
concentration show that KcsA channels are slightly outward rectifiered for K
+
: the
chord conductance for 200 mV is 56 pS, whereas for -200 mV it is 31 pS [22, 21]. For
other permeant ions, KcsA is slightly outward rectifiered as well [21].
K
+
channels are highly discriminating between K
+
and Na
+
. The selectivity ratio
of K
+
to Na
+
in eukaryotic K
+
channels ranges from 100 to 1000 [20, 23]. The ion
selectivity sequence of the KcsA channel determined in symmetrical solution is K+ >
Rb+, NH+4 , Tl
+  Na+, Li+, Cs+ [24, 25, 21], same as all known K+ channels [20].
Actually, the permeability of Na
+
is not detectable in a general physiological condition.
Measurements of the K
+
-dominated reversal potential under bi-ionic conditions (100 mM
K
+
internal/20 mM K
+
and 100 mM Na
+
external) with techniques of higher precision
determine that K
+
is at least 150-fold more permeant than Na
+
[21]. KcsA exhibits
block by Na
+
, Ba
2+
, and Cs
+
, which are common behaviors of eukaryotic K
+
channels.
Intracellular Na
+
block is a general property of K
+
channels [26, 27, 23]. For KcsA,
the internal Na
+
is a strong voltage-dependent blocker at low voltage (below 200 mV)
[22, 28]. It has been suggested that the blocking site of Na
+
is located at the inner
entryway of the selectivity filter [28]. In contrast, the external Na
+
has no effect on the
K
+
conductance. The Na
+
blocking asymmetry can be applied to the determination of
the orientation of the KcsA channel in experiments [22].
Mutation in the K
+
-channel signature sequence ‘TVGYG’ of KcsA dramatically alter
its permeation behaviors: the channel turns nonselective between monovalent cations,
that is, it turns a CNG-like channel (cyclic nucleotide-gated cation channel) [24, 25]. It
implies that the amino sequence of the selectivity filter is critical for the ion selection in
the KcsA channel.
2.2. The molecular architecture of KcsA
The KcsA channel protein is a tetramer composed of four identical monomers encoded
by 160 amino acids. The protein sequence of KcsA is given in Fig. 2.1. Each monomer
contains two transmembrane α-helices, denoted by TM1 and TM2, connected by a pore
region, which contains a P-helix and the K
+
channel signature sequence ‘TVGYG’, which
is highly conserved among K
+
channels. TM1 is connected to the N-terminal and TM2
to the C-terminal of the monomer. According to various investigations of the orientation
of the channel when inserted in the lipid bilayer, both N- and C-terminus should be in
the cytoplasmic side [22, 29]. The sequence alignment shows high homology to channels
belonging to the voltage-gated ion channel (VIC) superfamily, which includes voltage-
2Kir is the abbreviation of the ‘inward rectifier K
+
channels’. They act as a valve, and allow only
inward K
+
current.
3BK is the abbreviation of the ‘big K
+
channels. They are Ca
2+
dependent K
+
channels, and are
known by their long and large unitary currents.
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           1--------10  ---------20  ---------30 
KcsA       MPPMLSGLIA   RLVKLLLGRH   GSALHWRAAG
   
           ---------40  ---------50  ---------60   
KcsA       AATVLLVIVL   LAGSYLAVLA   ERGAPGAQLI
           ---------70  ---------80  ---------90
KcsA       TYPRALWWSV   ETATTVGYGD   LYPVTLWGRL
                                  
           ---------100 ---------110 ---------120
KcsA       VAVVVMVAGI   TSFGLVTAAL   ATWFVGREQE
           ---------130 ---------140 ---------150
KcsA       RRGHFVRHSE   KAAEEAYTRT   TRALHERFDR
           ---------160
KcsA       LERMLDDNRR
       
P
TM2
TM1
Figure 2.1.: The protein sequence of KcsA. The three α-helices TM1 (27–51), P (62–74), and TM2
(86–112) are marked out. The rectangular box involves the K
+
-channel signature sequence ‘TVGYG’
(residue 75-79) of the selectivity filter.
gated K
+
channels, inward rectifier K
+
channels, Ca2+-activated K+ channels, and cyclic
nucleotide-gated cation channels (CNG channels) [3].
The crystallographic structure of KcsA was resolved by the X-ray diffraction analysis
at the resolution of 3.2 A˚ by Doyle et al. in 1998 (PDB file 1BL8) [3], and later an
improved structure at the resolution of 2.0 A˚ in 2001 (PDB file 1K4C) [4]. Residues
126 to 160 on the carboxyl terminus of the channel were cleaved in the preparation
process. From the remaining sequence, only the structure of the membrane part (residues
23 to 119) was determined by the X-ray analysis. The four monomers are assembled
symmetrically surrounding a central pore through the membrane. They are arranged
in the way that the transmembrane helices TM2 are inside facing the channel pore and
TM1 are outside facing the membrane, as shown in Fig. 2.2. The four TM2 are bound
like an inverted teepee and form a central cavity of 10 A˚ in diameter located in the
middle of the membrane and a 18 A˚ long tunnel at the intracellular entryway. The
p-loop connecting the two transmembrane helices is in the upper part of the channel
close to the extracellular side. The P-helix is inserted to the membrane by about 45◦
to the membrane plane with its C-terminal pointing towards the center of the cavity.
Both the central cavity and the P-helices play certain functional roles on ion conduction.
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TM1
TM2
selectivity
filter P-helix
cavity
Figure 2.2.: The structure of the KcsA channel viewed from the top (left) and from the side (right).
Only two opposite ones of the tetramer are shown in the side view. From the top view one can see that
the channel is composed of four monomers surrounding a central pore. The pink ball is a K
+
located in
the selectivity filter. And in the side view, the transmembrane helices TM1, TM2 and the P-helices are
shown. The pore is lined by the p-loop at the upper part, and by TM2 at the lower part of the channel.
The aromatic residues showed here lie on the membrane surface (Trp26 and Trp113 at the intracellular
and Tyr45,Tyr66, and Trp87 at the extracellular sides) when inserted in the membrane.
First, the size of the cavity is large enough to contain about 50 water molecules in it,
and the P-helices pointing towards the cavity center impose a negative electrostatic field
at the cavity center. These two features effectively reduce the dielectric barrier for an
ion to move across the membrane [3, 30, 31]. The rest of the loop constructed the
narrowest part of the channel pore– the selectivity filter. The selectivity filter is about
12 A˚ long, lined by the backbone of the K
+
-channel signature sequence ‘TVGYG’. It
is the most important functional component of the channel; the high throughput rate
and the high selectivity are mainly controlled by this area. Therefore, maintaining the
stability of the selectivity filter structure is important to the function of the channel. The
crystallographic structure reveals that the structure of the selectivity filter is sustained
by a complicated hydrogen-bonded network in this area [3, 4, 14].
Some aromatic residues are found at both ends of the channel protein. When inserted
in the membrane, those aromatic side chains lie on the membrane surface and bond with
the surrounding lipid heads noncovalently [32]. The molecular architecture of the cyto-
plasmic domains of KcsA have been determined using site-directed spin-labeling methods
(SDSL) and electron paramagnetic resonance (EPR) spectroscopy. It was found that
the N-terminus of KcsA also serves to stabilize the channel protein in the membrane– it
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T
V
G
Y
G
T
V
G
Y
G
high-salt low-salt
Figure 2.3.: The structure of the selectivity filter in high-salt (left) and low-salt (right) condition. The
potassium ions are shown in magenta, and the red balls are water molecules. The probable hydrogen
bondings are shown in black dashed lines.
forms an α-helix anchored at the membrane surface [33].
2.3. The selectivity filter
The selectivity filter is the key structural component responsible for the selective per-
meation of ions. The 12 A˚ long, narrow pore is composed of the backbone carbonyl
groups of the K
+
-channel signature sequence ‘TVGYG’. The backbone carbonyl groups
point towards the pore axis, and form four and a half binding sites. When a K
+
sits in
one of the binding sites, it is stably coordinated by eight carbonyl oxygens. Indeed in
the crystallographic structures, several K
+
have been resolved located at these binding
sites. The filter structure is sustained by a delicate hydrogen-bonded network, as shown
in Fig. 2.3(a).
The structure of the binding sites at the two entryways are different from other binding
sites inside the selectivity filter. The binding site at the extracellular mouth is composed
of the carbonyl groups from Tyr78 below and Gly79 above. Instead of pointing towards
the pore axis, the carbonyl oxygens of Gly79 point upward into the extracellular solution
and surround the entryway of the selectivity filter in a ring. In the crystallographic
structure of KcsA channels, a water ring at the extracellular mouth has been observed
[4]. The K
+
entering this binding site will be coordinated by the carbonyl oxygens of
Tyr78 and the water ring; thus, the K
+
can be halfly hydrated. The binding site at the
inner entryway is composed of the backbone carbonyl groups and the side chain hydroxyl
groups from the same residue Thr75. The hydroxyl groups of the side chains are polar
11
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openclose
Figure 2.4.: Open and close conformations of K
+
channels viewed from top and side. In the top-viewed
pictures, only the backbone of the selectivity filter and inner helices are shown, and in the side-viewed
pictures, only two opposite monomers are shown. Arrows indicate the direction of the movement of
the inner helices from close to opene. The red crosses mark the hinge points on the inner helices. The
closed conformation is from the KcsA channel [3, 4] and the open one from the MthK channel [37].
groups; therefore, they are attractive to water molecules and can serve in the hydration
and dehydration of a K
+
at the inner entryway of the selectivity filter.
It has been observed that the structure of the selectivity filter is coupled to the ion
concentration environment. Except a structure in high K
+
concentration, a crystallo-
graphic structure of KcsA in low K
+
concentration was also resolved by Zhou et al. [4].
The two structures are referred to ‘the high-salt’ (PDB code 1K4C) and ‘the low-salt’
(PDB code 1K4D) structures. The low-salt structure is as shown in Fig. 2.3(b). Instead
of pointing towards the pore axis, the carbonyl turns to bond to a water molecule out-
side the pore, which makes the backbone of Val76–Gly77 twisted. The twisting backbone
makes the filter an hourglass appearance. Two K
+
, one at the outer and the other at
the inner entryway of the filter, and in between one water molecule was resolved in the
X-ray analysis. More leaking water were observed in the protein core of the filter region,
comparing with the high-salt structure.
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2.4. The gating of KcsA
The actual gating mechanism of KcsA is still unclear. It has been observed that the
gating of KcsA represents a pH-dependent behavior: the channel is mostly closed at
neutral pH, and detected open at pH < 5.0 [35, 36, 29]. It is believed that the protonated
sites which are responsible for the proton activated gating of KcsA are located on the
C-terminus, and they can be identified by measuring the open probability with specific
cytoplasmic deletions. The Rb
+
influx in the channel of the deletion of residue 140–160
at both pH 7.0 and pH 4.0 remains the same as the full-length KcsA. In the structure
with the deletion of residue 125–160, the Rb
+
influx at pH 7.0 is not affected, whereas at
pH 4.0 the close probability of the channel is 50% of control, indicating that the region
between residue 125 and 140 of the C-terminus is responsible for the proton activated
gating of KcsA [36].
Although the gating of KcsA is coupled to the pH environment significantly, it is not
identified as a pH-gated channel, because various experimental evidence shows that the
C-terminus of KcsA is at the intracellular side [22]. Since Streptomyces lividans, like most
bacteria, tightly regulates its cytoplasmic pH at neutral, it is unlikely that the channel
is gated directly by interior protons [22]. Except for the pH-dependent activation, the
gating of the channel is also found weak voltage-dependent [22]. To resolve the actual
gating mechanism of KcsA, more knowledges of its physiological role are required.
The KcsA crystallographic structure which has been resolved is considered as the
prototype for the closed conformation of K
+
channels. Then, how does the open con-
formation of K
+
channels look like? In 2002, a Ca
2+
-dependent K
+
channel from
Methanobacterium thermoautrophicum, known as the MthK, has its crystallographic
structure resolved in the open state (PDB file 1LNQ) [37]. A comparison between these
two structures reveals the conformational changes during gating. As shown in Fig. 2.4,
the structure at the selectivity filter region is similar between these two conformations.
While in MthK, the intracellular vestibule lined by the inner helices is widely opened.
The inner helices are bent at a hinge point and splay out. The hinge point corresponds
to a glycine, which usually serves as a flexible point in a peptide chain. The gating hinge
glycine is found highly conserved in K
+
channels, which implies that there may exist a
common mechanics for K
+
channels to switch between open and closed conformations.
The calculation of the electrostatic potential by solving the Poisson equation shows that
in a open pore, the water cavity is at the same potential as the intracellular solution,
indicating that ions only have to move through the 12 A˚ long filter in an open pore [37].
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3. Molecular dynamics simulation
methods
Molecular dynamics simulation methods have long been applied to studies of biomolecules
[5, 38, 7]. The first MD simulation of a biomolecule was carried out by A. McCammon et
al. in 1976 [39]. The system was a bovine pancreatic trypsin inhibitor (BPTI) molecule
in vacuum, which contains less than 500 atoms, and the simulation lasted only for 9.2 ps.
A simulation for a short period like this wouldn’t give much implication to its biological
function. However, it shows the possibility to apply molecular dynamics methods in
the study of biophysical systems. Since then, the computing power has been growing
exponentially, and the force field and simulation methods have been greatly improved.
The molecular dynamics methods have been applied to the study of various biophysical
systems involving proteins, ligands, membranes, DNA, etc. with explicit solvent. Nowa-
days, the simulation of such a complex system of 105 ∼ 106 atoms for tens nanoseconds
would take only weeks to a few months [7, 8].
Although the capability of molecular dynamics methods nowadays have increased
significantly, still the time scale of 10∼100 ns is much shorter than the typical time scale
of a biophysical reaction, which is usually of microseconds to milliseconds. Therefore,
biased MD methods have been developed to overcome the time-scale limitation [40, 41].
The basic idea of biased MD methods is that based on the conventional MD methods, a
kind of perturbation is applied to the target in the system to speed up the reaction. One
of the biased MD methods– the steered MD method– is to apply a harmonic force to the
target and make it move along a specific pathway. This method has been used mostly
in the studies of the unbinding process of a ligand-protein complex. The permeation
of ions through an ion channel can be considered as unbinding processes of a ligand-
protein complex as well. Therefore, we have applied the steered MD methods to study
the permeation process in KcsA channels in this study.
In this chapter, I will introduce the basic molecular dynamics simulation methods and
the steered molecular dynamics methods. Our simulations were performed by using the
AMBER programs [42]. A brief introduction of the AMBER force field will be presented
in this chapter as well.
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3.1. Finite difference methods of integrating the
equation of motion
The equations of motion of a classical N-particle system in the Lagrangian form is
d
dt
(∂L/∂q˙k)− (∂L/∂qk) = 0, (3.1)
where L is the Lagrangian of the system defined as the difference between the kinetic
and potential energies K − V , and qk is the generalized coordinates of particle k. For
simplicity, we restrict ourselves to the Cartesian coordinates. For Cartesian coordinates,
the generalized coordinates qk are represented by miri, and Eq. (3.1) becomes the familiar
Newton’s equation
mir¨i = Fi. (3.2)
Basically, molecular dynamics is to solve the equations of motion of the N-particle system
to obtain trajectories and other dynamics information of the system.
The equations of motion can be solved numerically by finite difference integration
algorithm. A good integration algorithm should be accurate and efficient. Meanwhile,
the conservation laws for energy and momentum must be satisfied [43]. The most widely
used integration algorithms in molecular dynamics simulations are the Verlet algorithm
and its variations [44, 45, 46].
The Verlet algorithm is derived as follows: for a continuous trajectory, the position of
a particle at time t + ∆t can be extrapolated by Taylor expansion at time t:
r(t + ∆t) = r(t) + ∆tr˙(t) +
1
2
∆t2r¨(t) + . . . (3.3)
For Cartesian coordinates, the r˙ and r¨ can be represented by the velocity v and the
acceleration a. The Taylor expansion of r at t = t±∆t is
r(t + ∆t) = r(t) + ∆tv(t) +
1
2
∆t2a(t) + . . . (3.4)
r(t−∆t) = r(t)−∆tv(t) + 1
2
∆t2a(t) + . . . (3.5)
By adding Eq. (3.4) and Eq. (3.5), the velocity term is eliminated:
r(t + ∆t) = 2r(t)− r(t−∆t) + ∆t2a(t) +O(∆t4). (3.6)
The velocity at time t is needed for the kinetic energy estimation. It can be calculated
using this formula:
v(t) =
r(t + ∆t)− r(t−∆t)
2∆t
+O(∆t3). (3.7)
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The accumulated error in Eq. (3.6) after a long integration period is of order O(∆t2)
[47]. Therefore the higher order terms in the position and velocity formulas are ignored,
and the position and velocity formulas written as
r(t + ∆t) = 2r(t)− r(t−∆t) + ∆t2a(t) (3.8)
a(t + ∆t) = − 1
m
∇V (r(t + ∆t)) (3.9)
v(t) =
r(t + ∆t)− r(t−∆t)
2∆t
. (3.10)
In the Verlet algorithm, to evolve the position from time t to t+∆t, only the position
at time t and t − ∆t, and the acceleration at time t are needed. The acceleration a(t)
can be obtained by calculating the force. Using this formula, only storage space of 9N
words are needed in each time step, which is rather compact for computer programming.
The Verlet algorithm has a couple of variations. One of the variations is called “the
leap-frog” scheme [45], which advances the velocity a half step forward in each step:
v(t +
1
2
∆t) = v(t− 1
2
∆t) + ∆ta(t) (3.11)
r(t + ∆t) = r(t) + ∆tv(t +
1
2
∆t) (3.12)
a(t + ∆t) = − 1
m
∇V (r(t + ∆t)). (3.13)
In this scheme, the velocity at t + 1
2
∆t is calculated first, and then it is used to evolve
the position to t+∆t. The new position is used in the evaluation of a(t+∆t), which can
be used in the calculation of v(t+ 1
2
∆t). The strategy of advancement is like the leap of
a frog, so comes the name “leap-frog”. The leap-frog scheme avoids adding a small term
O(∆t2) to a large term O(∆t) in the original Verlet, which usually introduces numerical
imprecision. For the energy calculation, it is necessary to have the position and velocity
at the same time t. The velocity is usually calculated by
v(t) =
1
2
(v(t +
1
2
∆t) + v(t− 1
2
∆t)). (3.14)
Another useful variation is called the “velocity Verlet” scheme [46], which advances
the position and velocity by the following formulas:
r(t + ∆t) = r(t) + ∆tv(t) +
1
2
∆t2a(t) (3.15)
v(t +
1
2
∆t) = v(t) +
1
2
∆ta(t) (3.16)
a(t + ∆t) = − 1
m
∇V (r(t + ∆t)) (3.17)
v(t + ∆t) = v(t +
1
2
∆t) +
1
2
∆ta(t + ∆t). (3.18)
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The velocity Verlet scheme has the best evaluation of velocities among the three Verlet
schemes. It is currently the most popular integration method in MD simulations.
The above two variations need no more than 9N words of storage in each time step,
same as the original Verlet algorithm. The Verlet algorithm and its variations are time-
reversible. This property assures no drift in the total energy for a long period. Another
remarkable property of Verlet algorithm is that it is symplectic. A symplectic integrator
will conserve the volume enclosed by its conjugated variables (qk, q˙k) in phase space as
it evolves. This property can assure the deviation of the energy staying bounded during
the simulation [47].
3.2. Constraint dynamics
The speed of a molecular dynamics simulation is restricted by the integration time step.
To increase the speed of a molecular dynamics simulation, one way is to use a larger
time step to integrate the equations of motion. However, the choice of the integration
time step is limited by the period of the highest frequency motion in the system, which
is usually associated to the vibration of covalent bonds. If the bond vibration degrees
of freedom are frozen by imposing correspondent constraints, it becomes possible to use
a larger integration time step.
The equations of constraint dynamics are usually solved by using the Lagrange multi-
pliers method. For a system of N particles with M constraint, one has to solve an M×M
matrix in each time step. This is applicable for a small, simple system, but less practical
for a large system with polyatomic molecules. An efficient algorithm has been devised
by Ryckaert et al. [48, 49]. This algorithm, known as SHAKE, calculates the position
of each particle iteratively till the constraint equations are satisfied within a given pre-
cision, instead of exactly solving the tangled equations of motion. The SHAKE method
has the advatange that it can be included in the Verlet integrator directly, and therefore
is the most commonly used method in constraint molecular dymaics simulations.
Generally, the SHAKE algorithm can be applied to any constraints. Although one
can use even a larger time step if other motions like the bond angle and dihedral angle
are also constrained, this is usually not recommended, because it is observed that they
may have significant structural effect [50]. Besides, the programs with these constraint
are inefficient in that the gain from using larger time step may not compensate the extra
cost from the calculation of these constraints.
In many MD simulations, the SHAKE is applied to the bond streching motion in-
volving hydrogen atoms, which has the highest vibration frequency among all covalent
bonds. With this constraint the integration time step can be increased from 1 fs to 2 fs.
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3.3. Simulation with constant temperature
The simulation methods introduced in the former sections described a system at constant
energy. While in experiments, it is more often to have a system at constant tempera-
ture. To mimic the experimental situation in a MD simulation, several methods have
henceforth been developed to control the system temperature. In experiments, the tem-
perature of the system is usually regulated by connecting to an external heat bath. The
particles from the system and the heat bath keep colliding with the wall between them
to exchange energy, and the system temperature can be maintained by this means.
Most of temperature regulation schemes in molecular dynamics simulations are based
on the above idea. In a simulation, the system temperature is calculated from the kinetic
energy by
N∑
i=1
1
2
miv
2
i =
3(N − 1)
2
kBT. (3.19)
That means, by modifying the velocity distribution during the simulation, one can reg-
ulate the temperature of the system. Here I introduce three commonly used schemes
[43, 47]:
• Stochastic scheme
H. C. Andersen first proposed a stochastic temperature regulation scheme: at
random times, a randomly selected particle is assigned a new velocity drawn from a
Maxwell-Boltzmann distribution corresponding to the desired temperature, which
imitates the collision with an imaginary particle from the heat bath [51]. The idea
of this method is intuitive and simple. While it is not as simple to determine the
collision rate. If the collision rate is too low, the equilibration process is inefficient.
On the other hand, if the collision rate is too high, the long-time behavior of the
velocity autocorrelation function may be destroyed. Andersen has suggested that
the collision rate λc can be derived by
λc =
κ
ρ1/3N2/3
, (3.20)
where κ is the thermal conductivity and ρ is the particle density.
• Weak coupling scheme
Berendsen et al. proposed a weak coupling scheme on the temperature regulation
[52]. In this scheme, the coupling to the heat bath is represented by the Langevin
equation
miv˙i = Fi −miγvi + ξ(t), (3.21)
where γ is the friction parameter, and ξ(t) is the Gaussian white noise. They
proposed that at each time step, the velocity can be scaled by
λv = [1 +
∆t
τT
(
T0
T
− 1)]1/2, (3.22)
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where ∆t is the time step, τT is a preset time constant, T0 is the desired tem-
perature, and T is the current temperature. With this friction form, the system
temperature will decay to the desired temperature exponentially at the rate of τT .
This method is efficient and simple, but has the disadvantage that the statistical
ensemble corresponding to the weak coupling thermostat is unknown. It has been
analytically proved that at the limit of τT = 0, the weak coupling samples the
canonical ensemble; whereas at the limit of τT = 1, it sample the microcanonical
ensemble [53].
• Extended system scheme
In this scheme, the system and the heat bath together are considered as an ‘ex-
tended system’ by including an additional degree of freedom s to represent the
heat bath. The heat bath carries a certain ‘thermal inertia’ represented by the
thermal inertia parameter Q. The corresponding kinetic energy is
Ks =
1
2
Qs˙2, (3.23)
and the corresponding potential energy is
Vs = (f + 1)kBT ln s. (3.24)
The Lagrangian of the extended system is
L = (K − V ) + (Ks − Vs). (3.25)
The extended system method was first proposed by Nose´ [54], but usually imple-
mented using the Hoover’s formulas [55]:
r˙i = pi/m, (3.26)
p˙i = Fi − ξpi. (3.27)
The ξ is the friction coefficient, given by
ξ˙ =
f
Q
(kBT − kBT0), (3.28)
where f is the number of degrees of freedom.
The Nose´-Hoover thermostat is the only one which generates the true canonical
ensemble. The thermal inertia parameter Q in this method has to be determined
in advance. If Q is too high, the energy flow between the system and the heat
bath is slow. On the other hand, if Q is too low, the system is equilibrated slowly.
The choice of Q has to be done by trial and error.
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3.4. Simulation with constant pressure
In experiments, not only the temperature is kept constant, but the pressure as well. The
coupling to a constant pressure follows the same principle of the temperature regulation,
only here the pressure tensor is regulated instead of the kinetic energy. The system box
usually has to change its volume accordingly during the pressure regulation. Three
popular schemes of pressure regulation are introduced as follows [43, 56]:
• Extended system scheme
This method, originally proposed by Andersen [51], is similar to the extended
system scheme in temperature coupling. An additional degree of freedom corre-
sponding to the volume of the box is included. This degree of freedom acts as a
‘piston’ and is given a ‘mass’ Q. The equations of motion for this extended system
are
r˙i = pi/m +
1
3
V˙
V
ri, (3.29)
p˙i = Fi − 1
3
V˙
V
pi, (3.30)
V¨ =
1
Q
[P − P0]. (3.31)
where V is the volume, P (t) is the current pressure, and P0 is the desired pressure.
Andersen proved that the solution of these equations generates trajectories in the
isobaric-isoenthalpic ensemble, where the pressure and enthalpy of the system are
constant.
The choice of the piston mass Q determines the decay time of the volume fluctu-
ations. Andersen suggested that the time scale for volume fluctuations should be
about the same as the as the time required for a sound wave to travel through the
box [51].
• Weak coupling scheme
A particularly simple pressure coupling method was developed by Berendsen et al.
r˙i = pi/m +
1
3
V˙
V
ri, (3.32)
p˙i = Fi, (3.33)
V˙ =
χ
τP
[P − P0]V, (3.34)
where χ is the isothermal compressibility and τP is the pressure coupling time.
Different from the extended system scheme, here the equation of volume is first
order. τP is a preset parameter, which determines the decay time of volume fluc-
tuations. The disadvantage of this scheme is, same as in the temperature coupling
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scheme, that the trajectories generated by it corresponds to an unknown ensemble.
Its simplicity for programming makes it the most popular scheme.
• Langevin piston scheme
This scheme was proposed by Feller et al. [56] to resolve the difficulties of the
previous two methods. The motion of piston in the weak coupling scheme can be
considered to be overdamped, while in the extended system scheme it is undamped.
In the Langevin piston scheme, the piston is allowed to move with partial damping
represented by applying the Langevin equation on the volume term:
r˙i = pi/m +
1
3
V˙
V
ri, (3.35)
p˙i = Fi − 1
3
V˙
V
pi, (3.36)
V¨ =
1
Q
[P − P0]− γv˙ + ξ(t), (3.37)
where γ is the collision frequency and ξ(t) is the Gaussian white noise.
This scheme can produce trajectories in the real NPT ensemble. While the ex-
change of thermal energy is slow in this scheme, combination of other more efficient
temperature regulation schemes, such as the Nose´-hoover thermostat, may be re-
quired when carrying out simulations in the NPT ensemble.
3.5. The long-range interaction
A pair interaction which decreases slower than r−d, where r is the pair distance and
d is the dimensionality of the system, is defined as a long-range interaction, such as
the electrostatic interaction (∼ r−2) and the dipole interaction (∼ r−3) are considered
long ranged. In order to obtain correct results, basically all interaction pairs should be
taken into account in the computation of long-range interactions. That means the com-
putation of long-range interactions is a O(N 2) problem, which makes it very expensive
for the simulations of large systems. Especially when employing the periodic boundary
conditions, where there are infinite number of unit cells, the number of interaction pairs
is infinite as well.
A lot of effort has been spent on finding efficient and precise methods on the calculation
of long-range interactions. In periodic boundary conditons, a commonly used method
is called the “Ewald summation method” [57]. The method was originally developed
for the energy calculation in an ionic crystal, which is a natural periodic system. The
Coulomb potential U in a periodic system of N particles is the sum of all interaction
pairs in the unit cell as well as the image cells
U =
1
2
∑
n
′
N∑
i=1
N∑
j=1
qiqj|rij + nL|−1, (3.38)
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where L is the length of the unit box (assumed to be cubic here), n represents the integer
set (nx, ny, nz) and the prime on the sum means that i 6= j for |n| = 0. For simplicity,
the factor 1/4pi0 is omitted. Eq. (3.38) is conditionally convergent, i.e. the convergence
of the interaction depends on the order of summation. Ewald introduced a convergence
factor e−s|n|
2
here. By multiplying this factor to the right hand side of Eq. (3.38), one
obtains
U =
1
2
∑
n
′e−s|n|
2
N∑
i=1
N∑
j=1
qiqj|rij + nL|−1, (3.39)
which becomes absolutely and uniformly convergent when s > 0. At the limit as s → 0,
Eq. (3.39) is equal to the original form. In the condition of charge neutrality, Eq. (3.39)
can then be shuﬄed and transform into different converging terms [57, 58]
U =
1
2
∑
n
′
N∑
i=1
N∑
j=1
qiqj
erfc(α|rij + nL|)
|rij + nL|
+
2pi
L3
∑
k6=0
N∑
i=1
N∑
j=1
qiqj
e−|k|
2/4α2
|k|2 e
ikrij
− α√
pi
N∑
i=1
q2i +
2pi
3L3
|
N∑
i=1
qiri|2. (3.40)
erfc(x) is the complementary error function, and α is a chosen parameter for the Gaussian
distribution function introduced into the equation during the transformation. The first
term of Eq. (3.40) is short-ranged if α is chosen to be large enough. In this case, only
the sum in the unit cell (i.e. n = 0) has to be taken into account. The second term
converges rapidly as well in the reciprocal Fourier space because of the exp(−|k|2/4α2)
term.
The physical meaning of this summation method is described as the following: in
order to make the Coulomb potential for a point charge in the system converge fast, a
charge distribution of the opposite sign is placed at the position of the point charge.
The counter charge distribution is usually chosen to be a Gaussian distribution. It is
like the point charge is screened by the counter charge in the system, which results in
the short-range Debye-Huckel potential. Then the effect of the added counter charge
has to be taken into account, which is the long-range part of the summation. This part
is then summed up in the Fourier space, which makes it converge fast.
Eq. (3.40) is an exact transformation of Eq. (3.38). It resolves the problem of summing
up infinite terms in a periodic system. But still the complexity of the sum is O(N 2).
For more efficient computation of the long-range forces, one usually combines the Ewald
sum with the particle-particle (PP) and particle-mesh (PM) algorithm [59]. The particle-
particle algorithm is only a direct sum of the pair interactions, used to treat the short-
range part of the Ewald sum. And the long-range part is treated by the particle-mesh
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stretching bending tortion
Figure 3.1.: The bonded terms in the force field: bond stretching (left), bond angle bending (middle),
and dihedral angle rotation (right).
method. In the PM method, a cubic grid is superimposed to the system. The point
charges of the system are then “meshed up” to the four neighboring grid points. The
potential is then calculated by solving Poisson’s equation on the grid. By applying
the fast Fourier transform technique to solve Poisson’s equation, the complexity of the
calculation can be reduced to O(N lnN) [59].
3.6. The force field
One of the important steps for biomolecule modeling is to determine the interaction form
between atoms, or the so called force field. Generally, a biomolecule modelling force field
contains two parts: bonded terms and nonbonded terms. The bonded terms include the
bond stretching, bond angle bending, and dihedral angle rotation terms, as illustrated
in Fig. 3.1). The non-bonded term usually include the van der Waals and electrostatic
interactions. Different force fields may include some additional terms. Currently, the
most widely used programs on biomolecule modelling are AMBER, CHARM/NAMD,
and GROMOS. The main difference of the force field among these programs is the charge
fitting philosophy.
We mainly use the AMBER programs [42] in our study. The first generation force
field of AMBER developed by Weiner et al. has the following form [60]
Utotal =
∑
bonds
Kr(r − req)2 +
∑
angles
Kθ(θ − θeq)2 +
∑
dihedrals
Vn
2
[1 + cos(nφ− γ)]
+
∑
i<j
[
Aij
R12ij
− Bij
R6ij
+
qiqj
Rij
]
+
∑
H−bonds
[
Cij
R12ij
− Dij
R10ij
]
. (3.41)
The first three terms are the bond stretching, bond angle bending, and dihedral angle
rotation terms, respectively. The nonbonded terms include the electrostatic interaction,
the 6-12 van der Waals interaction for non-hydrogen bond, and the 10-12 function for
hydrogen bonded terms. The 10-12 hydrogen bonded term is an empirical function. It
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is mainly to prevent the occurrence of unrealistic short hydrogen bonds and to fine-
tune the hydrogen-bond distance [60]. In the second generation force field of AMBER
developed by Cornell et al., the 10-12 H-bond terms are omitted [62]. The AMBER force
field parameters are developed by the following steps: first a set of initial parameters are
determined; then simulations on various model systems like proteins and nucleic acids
are carried out using AMBER programs. The simulation results are then compared
with the experimental data to adjust the parameter set. The quality of parameter set
obtained from this method is limited by the number of available systems in experiments,
and the parameter set is optimized only to these test systems. Since the experimental
data of various macromolecules is accumulating, the reliability of the parameter set is
improved with time.
The force field parameters development in AMBER is briefly introduced in the fol-
lowing:
Atom types The first step in parameter development is the choice of atom types. In the
case of a quantum mechanical calculation, only a single atom type is need for each
atom; that means, only the number of electron is relevant. In AMBER, except
the explicit atom model, the carbons with implicit inclusion of hydrogens can be
treated as a united atom. The development of united-atom parameters is to save
the computing time. Currently it is still used in some model system, such as the
long hydrocarbon chains of lipid molecules.
Bonded parameters The equilibrium parameters for bond length req, bond angle θeq,
and the torsion angle γ are usually taken from microwave and X-ray data on ap-
propriate compounds. Most of Kr and Kθ are obtained from the normal-mode cal-
culations, in which the Kr is determined by the best fit to experimental frequencies
of the test molecules. The development of torsion parameters Vn basically followed
the same line; only more modification was required during the test case, because
the torsion terms and the nonbonded terms are highly coupled.
VDW parameters The 6-12 van der Waals parameters can be derived from the inter-
atomic distance R∗ at the van der Waals minimum and the van der Waals well
depth ∗. The parameters R∗ and ∗ can be derived from a fit of the lattice energy
and crystal structures [60]. The van der Waals radii are dominated by the number
of electrons in an atom and are not very sensitive to the chemical environment.
Thus, to derive the van der Waals parameters for a new atom type, the first step
is to find analogy from the pre-existing parameters. For organic compounds, the
parameters may be found by analogy based on element and bond order alone.
The 6-12 van der Waals parameters can be derived from the atomic radius R∗
and the potential well depth ∗. For those of which no available analogy could
be found, such as metals, the atomic radii R∗ can be derived from experimental
measurements, like neutron or X-ray diffraction data. The parameter ∗ is usually
derived from the solvation free energy. The parameters thus derived depends on
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the solvent type. In AMBER, the most common solvent type is the TIP water
model [64]. Most van der Waals parameters in AMBER are adapted to the TIP
water model.
The parameters of the 10-12 hydrogen-bonded term use the geometric mean of the
parameters of H and the H-bond acceptor atom.
Electrostatic parameters The most difficult part of the derivation of the force field
parameters is to determine atomic charges. The first generation Weiner et al.
force field uses quantum mechanical calculations to derive electrostatic potentials
(ESP) fit the atomic charges. The electrostatic potential at each grid point is
calculated from the quantum mechanical wave function. The charges thus derived
depend on the choice of the basis set. The Weiner et al. force field used the STO-
3G basis set for the charge derivation. The derived charges reproduce interaction
energies well, but it is not well balanced with the TIP water models, which have
empirically derived higher charges. The second generation Cornell et al. force
field uses a modified ESP fit– the RESP (restrained ESP) fit charge model to
derive atomic charges [65, 63, 62]. The basis set of choice is the 6-31G* basis
set, which is bigger and better than the STO-3G. The basic idea of RESP is that
besides the original ESP fit, additional restraints are applied to the charges on
non-hydrogen atoms. These restraints serve to reduce the charges which can be
reduced without affecting the fit. This algorithm has a better determination on
the charges of buried atoms. The RESP charge model shows good reproduction
of the interaction energies and the solvation free energies. When a 1-4 scaling of
electrostatic interaction (the electrostatic interaction between atoms separated by
exactly three bonds) is applied, the charge model produces good conformational
energies for many systems of test.
3.7. The steered molecular dynamics simulation method
The time scale which a molecular dynamics simulation can reach is still much shorter
than the time scale of most biological reactions. To overcome this time-scale limitation,
various biased molecular dynamics methods have therefore been developed. In this sec-
tion, I am going to introduce one of the biased methods– the steered molecular dynamics
simulation method, which is employed in our study of the ion channel conduction.
The steered molecular synamics (SMD) simulation method is innovated by the atomic
force microscopy (AFM) technique, which has been applied to the study of the unbinding
processes of ligand-protein complexes. In AFM experiments, an elastic cantilever tip is
attached to a linker molecule of the ligand-protein complex. Retracting the cantilever
induces a dissociation of the ligand from its binding pocket. The applied force is moni-
tored during the process, and the peak of the data is labeled as the rupture force along
the unbinding pathway [66, 67].
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Figure 3.2.: A schematic picture of the steered molecular dynamics simulation method.
Inspired by AFM experiments, in the SMD simulation method an external force is
applied to the target ligand by attaching it to a symbolic “spring”, as shown in Fig 3.2.
By this means, the ligand is connected to a harmonic potential
U = k0(x− x0)2/2, (3.42)
where k0 is the spring constant, x is the coordinate of the linker molecule, and x0 is the
initial position of the end point of the spring. The “spring” is shifted along a specific
reaction coordinate subsequently with a constant velocity v, as in the AFM experiments,
and the force exerted on the ligand is
F = k0(x0 + vt− x). (3.43)
By this manipulation, the ligand is able to explore a larger configuration space, and a
dissociation process of the ligand-protein complex can be induced [68, 69, 70, 71].
A general problem of applying steered MD simulation method is to select a proper
reaction pathway. In some cases a straight line path is sufficient, e.g. in avidin-biotin
unbinding, extraction of lipids from membrane, actin phosphate release, etc. [68, 72,
70, ?]. In other biomolecule systems, more complicated methods to decide the reaction
pathway are required. The direction of the pulling force may have to be changed during
the simulation to avoid deformation of the protein structure. It can be chosen randomly
or based on the structure information. The direction can be decided by various weighting
schemes, which is problem specific [69, 73]. The permeation problem of ion channels is
relatively simple in this respect. Ion permeation through the narrow selectivity filter of
a KcsA channel is a quasi-one-dimensional process. Therefore it is natural to choose the
pore axis as the reaction coordinate in steered MD simulations of KcsA channels. In
steered MD simulation, not only the pathway, but also the direction of the reaction is
assigned, which is advantageous in the ion permeation study.
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simulations of KcsA channels
To explore the ion permeation mechanism in a K
+
channel, we have applied the molecular
dynamics simulation methods to a model K
+
channel embedded in a lipid membrane.
The K
+
-channel model is based on the crystallographic structure of the KcsA channel
[3, 4, 34]. Two MD trajectories were generated for reference, and six steered molecular
dynamics simulations with two simulation schemes were proceeded. The two steered
MD schemes are referred to the single-ion SMD and the multi-ion SMD simulation. In
this chapter, I will present the construction of the model system and the simulation
protocols. The analysis of the structural properties of the channel protein are given in
this chapter as well. The dynamical part of the simulation result will be discussed in
the next chapter.
4.1. Constructing the channel-membrane model
An atomic model of the KcsA channel embedded in the lipid bilayer has been constructed
for the molecular dynamics simulations. The atomic coordinates of the KcsA channel
were taken from its crystallographic structure in file 1BL8 in the Protein Data bank
(PDB) [74]. The structure is resolved by Doyle et al. with the X-ray diffraction method
at the resolution of 3.2 A˚ [3]. Details of the KcsA channel structure have been introduced
in Chapter 2. The four monomers of the KcsA channel were denoted by M1, M2, M3,
and M4 in our model. The coordinates of the side-chains of residue Arg27, Ile60, Arg64,
Glu71, and Arg117 were not determined in the crystallographic data. They were added
by the program LEaP [75].
In the selectivity filter, the backbone carbonyl oxygens of the filter residues form four
and a half binding sites, referred to S0 to S4, as illustrated in Fig. 4.1(a). An extra site
Sext located outside the extracellular mouth was identified in the KcsA crystallographic
structure of higher resolution. Three K
+
were placed in the selectivity filter at site
S1, S3, and S4, same as given in the crystallographic data, referred to K1, K2, and K3
respectively. One water molecule, denoted by W1, was placed in site S2 of the selectivity
filter between K1 and K2. The initial configuration of the selectivity filter is as shown
in Fig. 4.1(b).
The pore of the KcsA channel forms a cavity of 10 A˚ in diameter located in the middle
of the bilayer when embedded in the membrane [3]. The empty space in the cavity and
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Figure 4.1.: (a) The definition of the binding sites in the selectivity filter. (b) The initial configuration
of the selectivity filter.
the 18 A˚ long intra-vestibule of the channel was filled with TIP3P water molecules by
programs. In the subsequent equilibration process by restraining the coordinates of the
protein atoms and three K
+
, the waters in close contact with the protein atoms were
removed from the model. After that, 50 water molecules remained in the channel pore,
among them ∼ 40 were in the cavity region.
The channel protein was then inserted in a palmitoyloleoyl phosphatidylcholine (POPC)
lipid bilayer. The initial configuration of the POPC bilayer, containing 200 lipid molecules
solvated by TIP3P model waters, was provided by Dr. Heller [76]. The lipid-solvent
system was pre-equilibrated in the former study [77]. To insert the KcsA channel into
the bilayer, we first estimated the size of the channel protein, a hole of about this size
was then created by removing the corresponding number of lipid molecules. Because
of the asymmetric shape of KcsA, the number of removed lipid molecules were unequal
in the upper and lower parts of the bilayer— 55 lipid molecules from the upper layer
and 41 from the lower one have been removed. The protein was inserted parallel to the
membrane norm with the Cα of Arg
80 located around the average position of the phos-
phate group of the upper lipid layer. The membrane-protein system was then solvated
by TIP3P model waters. Eleven Cl− were added to keep the system neutral.
The resultant channel-membrane model contains 388 amino residues (97 residues in
each monomer, 5908 atoms in total), 104 lipid molecules, with 45 in the upper and
59 in the lower layer, and 5822 water molecules, in total 28928 atoms. The solvated
channel-membrane system is as shown in Fig. 4.2.
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Figure 4.2.: The model of the KcsA channel embedded in POPC lipid bilayer solvated by TIP3P water
molecules. The channel is represented with ribbons. Three K
+
(magenta) located in the selectivity filter
of the channel were denoted by K1, K2, and K3 from upper to lower. Water molecule W1 (cyan) located
between K1 and K2 is shown with spacefill. The nitrogen and phosphate atoms of the lipid head group
are displayed with spacefill in blue and yellow respectively.
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4.2. Protonation state of side-chain ionizable residues in
the KcsA channel
The electrostatic interaction is the most dominant term in a biophysical system, and
therefore it is important to determine the charge state of each atom in the system.
Among the twenty amino acids, seven of them have ionizable side chains (see Table A.1).
The ionization probabilities are represented by their pKA values, which depend on several
environmental parameters like temperature, ionic strength, and the microenvironment
of the ionizable group [78]. Details of the definition and the calculation of pKA values
are described in Appendix A.
The pH environment of our simulations is set to 7. Forty amino residues (ten in
each monomer) of the KcsA channel have ionizable side chains. They are His25, Arg27,
Glu51, Arg52, Arg64, Glu71, Asp80, Arg89, Arg117, and Glu118. Among them the ionization
states of Glu71 and Asp80, which are close to the selectivity filter, directly influence the
permeation process of the ion channel. It has been suggested by both experimental and
theoretical studies that the Glu71, which is buried inside the protein and hence has a
lower probability to contact solvent environment, should be in a protonated (neutral)
state, while the Asp80 which is exposed to the solvent is ionized [79, 80, 81]. The side
chains of Glu71 and Asp80 are predicted to form a strong hydrogen bond which is essential
for the stability of the selectivity filter structure [3, 81]. The pKA value of histidine is
about 6.0, implying that it is usually weakly charged in pH7 environment. Here we set
His25 to its δ-form, which is a neutral state, in our model. The other side-chain ionizable
groups of the protein are located mostly at a solvent exposed area and therefore are
assigned to their ionized state.
4.3. Simulation protocol
The simulation was carried out with the program SANDER of AMBER5.0 [42] on su-
percomputer CRAY T3E in the Zentralinstitut fu¨r Angewandte Mathematik (ZAM) of
Forschungszentrum Ju¨lich. SANDER, the acronym of Simulated Annealing with NMR-
Derived Energy Restraints, is the main program of AMBER for molecular dynamics sim-
ulations. The program has been parallelized under the Message Passing Interface (MPI)
standard and been optimized according to the environment of different platforms. All
parameters of atomic properties and interactions in the simulations were taken from
the AMBER ’91 parameter set, except the protonated glutamates, which were taken
from the ’94 parameter set. The carbons with their covalent hydrogen atoms in the
hydrocarbon chain of the lipid molecules were treated as a united-atom. In SANDER,
the equation of motion is integrated by using the Verlet leap-frog algorithm. Periodic
boundary conditions were applied to all three dimensions of the system. The simulation
was done under the NPT condition. The temperature was kept to 300 K by applying
the Berendsen coupling algorithm on the temperature scaling [52]. The atoms of solute
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and solvent were coupled to separate heat baths to prevent the “cold solute/hot solvent”
problem [82]. The pressure was kept to 1.0 Bar by using the anisotropic scaling with
the coupling constant equal to 0.1. The SHAKE constraint algorithm was employed to
remove the stretching freedom of all bonds involving hydrogens. In SANDER, the Parti-
cle mesh Ewald (PME) summation method [83, 84] with B-spline interpolation and fast
Fourier transforms (FFT) were used for calculating the electrostatic and Lennard-Jones
interactions. The order of B-spline interpolation was set to 4, implying a cubic spline
approximation, and the size of the charge grid was ∼ 1 A˚ in each dimension. The direct
sum tolerance of PME was 0.00001. The 1-4 van der Waals and the 1-4 electrostatic
interactions (van der Waals/electrostatic interactions separated by only three covalent
bonds) were both scaled by the factor 2.0 [60, 61]. The equation of motion was inte-
grated with a time step of 2 fs. The atomic coordinates were saved every 1 ps and the
velocity every 10 ps. One pico second calculation took 4–5 minutes on average on CRAY
T3E using 32 nodes, so 1 ns simulation took about 150 computing hours.
We have carried out two sets of MD simulations, referred to ‘KCM1’ and ‘KCM2’
respectively, based on different crystallographic structures (PDB file 1BL8 and 1K4C).
In simulation ‘KCM1’, the energy minimization was done for 100 cycles, in which the
first 10 cycles was done by steepest descent method, then switched to conjugate gradient
method in the rest of the minimization. The structure of the KcsA channel and the three
K
+
and water molecule W1 were kept intact in the minimization and the first 50 ps of
the simulation by turning on the belly option, by which the coordinates of the selected
atoms were frozen to its original structure. The simulation time was reset to zero when
the protein was released from the constrained forces. The system reached its equilibrated
density after 150 ps, and in total a 2 ns MD trajectory was generated. The data from
the first 50 ps constraint run are not included in the analysis shown in this chapter.
The structure of the KcsA channel in simulation KCM1 doesn’t show a good stability,
especially at the selectivity filter region. Some of the missing atoms in PDB file 1BL8
are indeed crucial for the maintainance of the structure, especially the side chains of
Glu71 at the filter region, which lie in the core part of the protein. According to the
study of protein folding problems, a folding process has to go through a glassy energy
landscape to find its native state, implying that it may take an infinitely long time
to achieve the folded state on computer. Therefore, we performed another simulation
’KCM2’, started with a conformation more close to the correct channel structure. In
simulation ‘KCM2’, the structure of the KcsA channel is based on the crystallographic
data (PDB file 1K4C) obtained by Zhou et al. with 2.0 A˚ resolution in 2001 [4]. Except
for the higher resolution, the new structure file contains the coordinates of the side-chain
atoms which were missing in file 1BL8. However, in file 1K4C, only the coordinates of
a single monomer are given. To construct a tetramer structure from it, we took the
crystallographic structure in file 1BL8 as a template, and employed the “orthogonal
transformation method” [85, 86] to generate the optimal superposition between the
structure of the 1K4C monomer and each monomer in 1BL8. The initial conformation
of the simulation KCM2 was taken from simulation KCM1 after the system reached its
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equilibrium size. The channel protein, three K
+
, and water molecule W1 were restrained
to the reference structure by gradually increasing the restraint constant in the first 60 ps.
The restraint forces exerted on the protein were then slowly released in another 90 ps.
The atomic coordinates of the channel protein were relaxed for 210 ps with restrained
K1, K2, K3, and W1. After then the system was completely released and the simulation
was continued for another 1 ns.
4.4. Steered MD simulations of ion translocation
processes in the KcsA channel
The permeation rate of a KcsA channel can reach 108 ions per second, that is, it takes
∼ 10 ns for a K+ to permeate through the channel. To reach this time scale for a system
like our model using conventional MD simulation methods, it is about the limit of current
computing power. Therefore, we proposed to apply the steered molecular dynamics to
our system to increase the probability of the permeation event. To study the multi-ion
conduction process, two simulation schemes were proposed by different manipulation
protocol: in one scheme, the external force was exerted to one potassium ion, and in
another scheme the external forces exerted to all three potassium ions simultaneously,
standing for the single-ion and multi-ion permeation processes respectively.
4.4.1. Single ion steered MD simulation
The initial configuration of the single-ion SMD simulation is taken from the MD sim-
ulation KCM2 after equilibration. As shown in Fig. 4.3(a), potassium ion K1 and K2
remain in the selectivity filter at site S1 and S3, and K3 in the central cavity close to S4.
Water molecule W1 is located at S2 between K1 and K2, and another water replaces K3
sitting at S4, generating an occupancy state (K–W–K–W) in the selectivity filter. An
external force F was applied to ion K1 by attaching it to a symbolic spring. The pore
axis of the channel was considered as a natural reaction coordinate of the ion translo-
cation process. The spring was shifted towards the extracellular mouth with velocity v
along the pore axis, as illustrated in Fig. 4.3(a). The mechanical force exerted on K1 is
given by
F = k0(zK1(t)− z0(t)), (4.1)
where k0 is the spring constant, zK1 is the position of K1, and z0 is the position of the
end point of the spring.
The steered MD simulation was done by the modified SANDER of AMBER5.0 [42]
on the supercomputer CRAY T3E in ZAM of Forschungszentrum Ju¨lich. The model
system and the simulation protocol were the same as in the previous MD simulations.
We have carried out three single-ion SMD simulations, referred to SMD1, SMD2, and
SMD3, starting with three different initial conformations taken from the previous MD
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Figure 4.3.: The single-ion (a) and the multi-ion (b) steered MD simulation schemes.
simulation KCM2. The initial ion occupancy states of the selectivity filter were the same
for all three simulations. A spring constant k0 of 140 pN/A˚ was used in all simulations,
and the spring was moved along the z-axis with a constant velocity v = 0.015 A˚/ps.
The thermal fluctuation of the constrained coordinate is (kBT/k0)
1/2 ≈ 0.55 A˚, and the
corresponding force fluctuation is (kBTk0)
1/2 ≈ 76 pN. The coordinates of the spring
were updated every 1 ps. A 500 ps trajectory was generated for each simulation.
4.4.2. Multi-ion steered MD simulation
The multi-ion steered MD simulations were implemented by applying external forces
to all three potassium ions K1, K2, and K3 simultaneously, to generate an artificial
multi-ion permeation process. It corresponds to attaching three symbolic springs to the
three potassium ions respectively and shifting the springs along the pore axis towards
the extracellular mouth with the same velocity, as illustrated in Fig. 4.3(b). Three sets
of simulations were conducted, denoted by SMD4, SMD5, and SMD6, starting with
the same initial configurations as in the single-ion SMD simulations SMD1, SMD2, and
SMD3 correspondingly. The rest of the simulation protocol is same as in the single-ion
SMD simulations.
For the comparison with the single-ion SMD simulations, we use the same spring
constant k0 = 140 pN/A˚ and shifting velocity v = 0.015 A˚/ps in all three potassium
ions in the muti-ion SMD simulations. The thermal fluctuation of each constrained
coordinate is ≈ 0.55 A˚, and the corresponding force fluctuation is ≈ 76 pN, same as in
single-ion SMD simulations. The coordinates of the spring were updated every 1 ps. A
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Figure 4.4.: The average helicity of each residue from simulation KCM1 (solid) and KCM2 (dashed)
in monomer M1, M2, M3, and M4 (from top to bottom). The three humps correspond to the TM1, P,
and TM2 helix (left to right).
500 ps trajectory was generated for simulation SMD4 and SMD5, and a 600 ps trajectory
for SMD6.
4.5. Average structural properties of the KcsA channel
in the simulations
4.5.1. The stability of the helical structure
The α-helix is one of the basic structural components of proteins. The conformation of
a helix is like a twisting spiral with the backbone of the peptide lying inside and the side
1BL8 KCM1 KCM2 SMD1 SMD2 SMD3
Helicity 0.69 0.62 0.64 0.65 0.65 0.64
SMD4 SMD5 SMD6
Helicity 0.65 0.64 0.65
Table 4.1.: The average helicity of the channel protein in each simulation, comparing with the helicity
of the crystallographic structure in PDB file 1BL8.
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Structure elements KCM1 KCM2 SMD1 SMD2 SMD3
Full structure 2.79 1.70 1.73 1.79 1.76
Filter (E71-D80) 1.34 0.66 0.64 0.72 0.65
SMD4 SMD5 SMD6
Full structure 1.83 1.79 1.81
Filter (E71-D80) 0.65 0.62 0.64
Table 4.2.: Average Cα-RMSD relative to the initial structure in A˚.
chains pointing outward. It is formed by hydrogen bonding between the carbonyl and
amide groups along the peptide: the oxygen from the CO group of residue i is bonded
to the hydrogen from the NH group of residue (i + 4) along the peptide. The helical
structure is then stabilized by these hydrogen bonds. In the KcsA channel, there are
three α-helices in each monomer: two transmembrane helices from residue 24-51 and
residue 86-118, denoted by TM1 and TM2 respectively, and in between a P-loop helix
from residue 62-73 (see Fig. 2.1).
The stability of the helical structure in a biomolecular simulation is one of the indi-
cations of the reliability of the model and simulation programs. To verify the stability
of the helical structure in our simulations, we have calculated the distance between
the carbonyl oxygen of residue i and the amide hydrogen of residue (i + 4) along each
monomer. A cut-off radius of 2.5 A˚ was set as the upper limit of a hydrogen bond [78].
The “helicity” of a single residue is then defined by the time it is involved in a helical
hydrogen bonding divided by the total simulation time. Figure. 4.4 shows the average
helicity of each residue of the four monomers from simulation KCM1 and KCM2. The
humps of the data correspond to the three α-helices TM1, P, and TM2. The figure shows
that the helical structure is on average better preserved in KCM2. The terminus in the
cytoplasmic side (N-terminus of TM1 and C-terminus of TM2), which have contact with
solvent, are loosened. The P-helices, which have important functional role, are well pre-
served in all simulations, except in KCM1. The average helicity of the whole channel
in simulation KCM1, KCM2, and SMD1–6 are given in Table 4.1. The helicity of the
crystallographic structure in PDB file 1BL8 is equal to 0.69. The average helicity of the
channel is higher in KCM2 than in KCM1. In simulations SMD1–6 they are about the
same value as in KCM2.
4.5.2. The RMS deviation of the KcsA channel structure
The integral structural variation of the KcsA channel during the simulation can be
presented by the root-mean-square deviation (RMSD) of the structure. The RMSD
of the structure was calculated by employing the “orthogonal transformation method”
[85, 86]. By using this method, a rotation matrix, which optimizes the superposition
between a given structure and a referenced one, is obtained, and the RMSD is equal to
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Figure 4.5.: Time variation of the Cα-RMSD of the selectivity filter from Glu
71 to Asp80 (solid), and
the whole KcsA channel (dashed) of simulation KCM1 and KCM2.
the minimum eigenvalue of this rotation matrix. Details of this method are described in
Appendix B. The crystallographic structure in PDB file 1BL8 was taken as the reference
structure for the RMSD calculation of simulation KCM1, and the structure in PDB file
1K4C as the reference structure of KCM2 and all SMD simulations. We have calculated
the time average RMSD of Cα atoms from the full structure and from the selectivity filter
(residue Glu71 to Asp80) in each simulation, and the results are given in Table 4.2. The
average Cα-RMSD of the full structure of KCM1 is equal to 2.79 A˚, while in KCM2 is
only 1.7 A˚, which is 1 A˚ smaller than in KCM1. The difference of the average structure
deviation in these two simulations is mainly from the selectivity filter segment. The
average Cα-RMSD of the selectivity filter in KCM2 is only 0.66, whereas in KCM1 it
goes up to 1.34. It has been suggested that the stability of the selectivity filter structure
is crucial to the function of the channel [3, 87, 4]. From the results of this analysis we
can say that the structure in simulation KCM2 still remained in a functioning state,
whereas in KCM1 the filter structure was deformed during the simulation. The RMSD
of the full structure and the filter region in SMD1–6 is about the same value as in
KCM2, indicating that the application of external forces didn’t induce large structural
deviation. The full-structure RMSD in multi-ion SMD simulations (SMD4–6) is slightly
higher than in single-ion SMD (SMD1–3), whereas the RMS deviation of the filter region
is about the same value, except in SMD2. It indicates that the application of the extra
external force has more disturbance on the other part of the channel rather than on the
filter region. The larger RMSD of the filter structure in SMD2 comes from a twist of
the filter backbone, and details about the structure deviation will be discussed in the
next section.
Figure 4.5 shows the time variation of the Cα-RMSD of the full structure and the
selectivity filter in simulation KCM1 and KCM2. In KCM1, the total Cα-RMSD rises
to 1.50 A˚ after the first relaxation, and goes up to 2.3 A˚ before the system reaches the
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Figure 4.6.: Time variation of the Cα-RMSD of the selectivity filter structure (residues 71-80) in SMD
simulations.
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equilibrium density. It mainly comes from the adaptation between the channel structure
and the membrane/solvent environment at the beginning of the simulation. The increase
of the Cα-RMSD of the selectivity filter around t = 700 ps in KCM1 is caused by the
movement of ion K2 from the selectivity filter into the central cavity. The Cα-RMSD
of the filter structure rises from 1.0 A˚ to 1.2 A˚ after this movement. A peak of the Cα-
RMSD of the selectivity filter appears around t = 1400 ps. It is due to water molecules
flowing through the narrow filter around this moment.
The time variation of the Cα-RMSD of the selectivity filter in SMD simulations is
shown in Fig. 4.6. The peaks of the RMSD in each simulation correspond mainly to the
translocation of ions, revealing that the structure of the selectivity filter adjusts itself
to various occupancy states during the translocation process. Details of the coupling
between the fluctuation of the filter structure and ion movement will be explored by
examining the complex hydrogen-bonded network of this region in the next section.
4.5.3. The RMS fluctuation of the KcsA channel structure
Details of the structure deviation are given by the root-mean-square fluctuation (RMSF)
of the Cα atom of each residue. The Cα-RMSF in KCM1, 2 and SMD1–6 are shown in
Fig. 4.7. The RMS fluctuation is calculated by the optimal transformation method as
well. The RMS fluctuation analysis identifies the flexible regions of the channel protein.
As expected, the solvent exposed area of the ion channel, which means both N- and
C-terminus at the intracellular side, and residue Arg52 to Pro63 of the P-loop at the
extracellular side of each monomer give rise to higher fluctuations in all simulations.
And those regions with smaller fluctuations between each peak correspond to the TM1,
P-, and the TM2 helices (see Fig. 2.1). In KCM1, only the lower part of the selectivity
filter remains stable. The upper part of the filter deviates too much from the initial
conformation. A particularly large fluctuation of the filter segment (residue Thr72 to
Leu81) appears in M4. It stands for a significant deformation of the selectivity filter of
M4 induced by the movement of waters. Whereas in KCM2, the structure of the channel
remains close to its reference conformation. The upper part of the whole channel, which
is buried in the membrane, has a fluctuation less than 1 A˚. A small peak appears
between the P-helix and TM2 corresponding to the turn connecting these two structural
elements. Note that this peak doesn’t appear in M4 of KCM2. Instead, the fluctuation
of the whole TM1 is larger than other monomers, implying that the motion of one
structural element might suppress the movement of the other part of the protein. The
average RMS fluctuation in both single-ion and multi-ion SMD simulations are similar
as in KCM2, except that the P-loops have larger fluctuation. The application of external
forces didn’t cause significant structural deviation in the membrane part of the channel
in SMD simulations.
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Figure 4.7.: The RMSF of the Cα atoms of the channel protein in simulation KCM1,2 and SMD1–6.
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Figure 4.8.: (a) hydrogen-bonded pair network in the selectivity filter region. The hydrogen bonds
between Asp80 and Arg89 are inter-chain interaction. (b) The inter-chain interaction between aromatic
amino acids Tyr78 and Trp68 viewed from the extracellular side.
4.6. The hydrogen-bonded network of the selectivity
filter
The selectivity filter is the most important structural component for the function of a
K
+
channel. It is composed of the backbone atoms of the K
+
-channel signature sequence
‘TVGYG’. Thus, the stability of the structure of the selectivity filter is essential for the
function of the KcsA channel [87, 4]. The filter structure is sustained by a complex
hydrogen-bonded network at this region, as revealed in the crystallographic data [3, 4].
Fig. 4.8 illustrates some of the possible bonded pairs which are important for sustaining
the filter structure. Among them the bonding between the aromatic residues Tyr78 and
Trp68, and between the charged residues Asp80 and Arg89 are inter-chain interactions
between residues from adjacent monomers. They are located close to the extracellular
mouth and contribute to keeping the tetramer structure together. The others are intra-
chain interactions. Among them the bonding between the side chains of Glu71 and Asp80
is the most crucial one to keep the selectivity filter structure. When the side chains of
these two residues are properly located and bond with each other, the filter loops will
be held in shape, and other intra-chain bonded pairs, the Glu71O-Val76HN and Thr72O-
Thr75HN pairs at the lower part, the Glu71OE1-Tyr78HN pairs at the middle, and the
Gly79HN-Asp80OD pairs at the upper part of the selectivity filter will be stabilized.
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Figure 4.9.: In KCM1, the backbone amide group of Gly79 twisted and bind with the water located
at the extracellular mouth during the simulation.
4.6.1. The hydrogen-bonded network in MD simulations
The stability of this hydrogen-bonded network in the MD simulations is presented by the
average distances between each bonded pair. The average distance of those bonded pairs
illustrated in Fig. 4.8 are given in Table 4.3. The pair distances of the crystallographic
structure in PDB file 1BL8 and 1K4C are given for comparison. The coordinates of
the side chain of Glu71 are missing in PDB file 1BL8; therefore, the distance between
Glu71HE1 and Asp80OD and between Glu71OE1 and Tyr78HN are not given. For those
bonded pairs involving the carboxylate oxygens of Asp80 and the amide hydrogens of
Arg89, only the nearest pairs are taken into account.
The data shows that in KCM1, only the lower part of the selectivity filter remained
stable, consistent with the RMSF analysis. The average bonding distances of pair
Thr72O-Thr75HN and Glu71O-V76HN are close to the crystallographic data with only
small fluctuations. Except in monomer M3, the hydrogen bond between the carboxylate
groups of Glu71 and Asp80 were not formed during the simulation. Without the support-
ing of this carboxyl-carboxylate bonding, the backbone atoms of the upper part of the
filter altered their orientation during the simulation. The carbonyl oxygen of Val76 of
M2 twisted inward, and the amide hydrogen of it turned towards the pore axis. Similar
alteration occurred to Gly79 at the extracellular mouth of the filter in M1, M3, and M4.
The amide hydrogens of Gly79 turned outward pointing towards the adjacent monomer,
and bind to water molecules entering from the extracellular mouth, as shown in Fig. 4.9.
In KCM2, the hydrogen-bonded network of the selectivity filter shows good agreement
to the crystallographic data. The bonding between the carboxylate groups of Glu71 and
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Pair 1BL8 KCM1 1K4C KCM2
Tyr78OH-Trp68NE1 2.71 3.87±0.77 3.40 2.81±0.22
2.74 4.03±0.46 3.46 2.90±0.27
2.63 5.27±1.65 3.51 2.83±0.22
2.69 2.96±0.34 3.46 3.07±0.37
Asp80OD-Arg89NH 4.23 3.66±2.06 3.95 2.61±0.95
4.26 4.92±0.87 4.00 3.68±0.36
4.08 9.15±1.20 4.02 3.53±0.50
4.19 8.14±1.72 4.10 4.15±0.55
Glu71HE1-Asp80OD - 5.59±1.46 1.70 1.74±0.09
- 3.48±1.67 1.70 1.72±0.08
- 1.74±0.09 1.70 1.73±0.08
- 4.29±1.66 1.70 1.74±0.10
Thr72O-Thr75HN 1.91 2.22±0.31 2.11 2.12±0.24
1.91 2.12±0.24 2.11 2.12±0.25
1.90 2.10±0.23 2.11 2.14±0.25
1.91 2.16±0.29 2.11 2.13±0.24
Glu71O-Val76HN 2.22 1.97±0.17 2.33 2.21±0.24
2.23 1.98±0.16 2.34 2.00±0.16
2.23 2.23±0.31 2.33 2.07±0.19
2.23 2.06±0.22 2.33 1.99±0.15
Glu71O-Gly77HN 3.25 2.66±0.66 2.01 3.40±0.51
3.25 5.17±0.90 2.02 2.85±0.44
3.25 3.67±0.51 2.01 2.92±0.45
3.25 2.85±0.64 2.01 2.51±0.42
Glu71OE1-Tyr78HN - 3.10±1.12 2.12 2.23±0.66
- 3.77±0.98 2.12 1.99±0.18
- 3.42±0.75 2.12 2.01±0.21
- 2.21±0.59 2.12 2.01±0.35
Gly79HN-Asp80OD 3.93 5.69±1.21 3.41 3.76±0.27
3.93 5.38±1.43 3.41 3.69±0.29
3.93 3.76±0.60 3.41 3.77±0.34
3.94 7.03±0.45 3.41 3.59±0.28
Table 4.3.: Average distances of bonded pairs in the hydrogen-bonded network in KCM1 and KCM2.
The distances of the corresponding pairs in the crystallographic data in file 1BL8 and 1K4C are given
as references. The first two pairs are inter-chain interaction between residues from adjacent monomers.
For each pair the first row corresponds to bonded pair of monomer (1,2), the second row to (2,3), the
third row to (3,4), and the fourth row to (4,1). The rest are intra-chain pairs in the four monomers.
44
4.6. The hydrogen-bonded network of the selectivity filter
Glu71
Tyr78
Asp80
Glu71
Tyr78
Asp80Gly79 Gly79
WG79 WG79
leaking water
Figure 4.10.: The location of water molecule WG79. It mediates the bonding between Glu
71OE1 and
Tyr78HN. Two alternative conformations of the side chain of Glu71 in KCM2 are presented here. The
switching-motion of the side chain is induced by a water molecule leaking into the core part of the
protein.
Asp80 was very stable with fluctuation less than 0.1 A˚ in all monomers. This aided to
stabilize other bonded pairs along the side chains of Glu71 and Asp80. At the extracellular
mouth, the average distance between the bonded pair Gly79 and Asp80 of the selectivity
filter was longer than a typical hydrogen bonded in all monomers, whereas the fluctuation
was small. Actually, the amide hydrogen of Gly79 and the carboxylate oxygen of Asp80
were not bonded with each other directly, but mediated by a water molecule. This has
been observed in the crystallographic data released in 2001 (PDB file 1K4C), in which
the coordinates of a water oxygen sitting between Gly79 and Asp80 was resolved [4]. The
oxygen of the water molecule forms hydrogen bond with the amide hydrogen of Gly79,
and its hydrogen (not presented in experimental data) atoms are supposed to bond to
the carboxylate oxygens of Asp80 and Glu71. We didn’t insert any water molecule at
this location when constructing the model. Instead, water molecules leaked into the
structure themselves during the simulation, and sat at the position exactly as predicted
in the crystallographic data. Here we denote this water molecule by WG79. The position
of water WG79 is as shown in Fig. 4.10. The average distances between WG79 and the
surrounding residue atoms in each monomer are given in Table 4.4. This water-mediated
bonded network was very stable during the 1 ns simulation.
For the pair distance of Glu71OE1-Tyr78HN, a relatively large fluctuation appeared to
the pair in M1. By examining the time variation of the bonded distance, a “switching
motion” of this bonded pair was observed, as shown in Fig. 4.11. The “switching motion”
was due to the side chain of Glu71 switching between its alternative conformations. The
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Pair 1K4C KCM2
Glu71OE-WG79 1.80 2.83±0.43
1.80 2.67±0.38
1.80 2.64±0.38
1.80 2.72±0.40
Gly79HN-WG79 1.88 1.99±0.21
1.88 1.98±0.15
1.88 1.96±0.13
1.88 1.98±0.15
Asp80OD-WG79 2.20 1.84±0.17
2.20 1.90±0.23
2.20 1.93±0.31
2.20 1.89±0.23
Table 4.4.: Average distance between water WG79 and the surrounded residue atoms in the four
monomers of KCM2, comparing with the crystallographic data.
carboxylate end of the side chain adopted different dihedral angles, as illustrated in
Fig. 4.10. By closely checking the details of different configurations, we observed that
such “switching motion” was induced by a water molecule leaking into the core part
of the filter. The carboxylate oxygen switching between bonding with the amide group
of Tyr78 or with the leaking water molecule (see Fig. 4.10). The time variation of the
number of water surrounding the Glu71OE1 is shown in Fig. 4.12. The carboxylate of
Glu71 stably bonded with WG79 in every monomer. And in M1 and M4, the Glu
71OE1
have contact with another water molecule once in a while. Comparing the variation of
the data shown in Fig. 4.11 and Fig. 4.12, we found that the fluctuation of the pair
distance of Glu71OE1-Tyr78HN is related to the variation of the number of surrounding
water.
4.6.2. The hydrogen-bonded network in SMD simulations
The average pair distances of those bonded pairs shown in Fig. 4.8 in SMD1–6 are given
in Table 4.5 and Table 4.6. As shown in the tables, both inter-chain pairs, the average
distance between the aromatic residues Tyr78 and Trp68 and between the charged residues
Asp80 and Arg89 in the SMD simulations stay stably within the range of the original
distances given in the crystallographic structure. The Glu71HE1-Asp80OD pair distances
are very stable in all SMD simulations, except in monomer M4 of SMD2 and SMD5. The
average pair distances remain close to the crystallographic data with fluctuations less
than 0.1 A˚. The stability of the carboxyl-carboxylate bond stabilized other surrounded
intra-chain bondings. Same as in KCM2, the pair distances of Gly79HN–Asp80OD are
long but the fluctuations are relatively small in most of the SMD simulations. The
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Figure 4.11.: Time variation of the pair distance of Glu71HE1-Tyr78OD in the four monomers of
KCM2. The pair distance switches between two alternative values in monomer M1 and M4.
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Figure 4.12.: Time variation of the number of water surrounding the carboxylate oxygen of Glu71 of
the four monomers in KCM2.
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Pair 1K4C SMD1 SMD2 SMD3
Tyr78OH-Trp68NE1 3.40 2.76±0.18 2.78±0.19 2.80±0.23
3.46 2.92±0.30 2.81±0.21 2.89±0.27
3.51 2.81±0.23 2.79±0.22 2.80±0.20
3.46 3.58±0.52 3.77±0.62 3.26±0.42
Asp80OD-Arg89NH 3.95 1.84±0.33 1.91±0.41 2.60±0.96
4.00 3.55±0.57 2.34±0.79 3.22±0.76
4.02 3.56±0.32 3.47±0.38 3.53±0.38
4.10 4.56±0.56 5.23±1.26 4.45±0.57
Glu71HE1-Asp80OD 1.70 1.72±0.08 1.73±0.08 1.73±0.08
1.70 1.73±0.09 1.72±0.08 1.73±0.14
1.70 1.72±0.08 1.71±0.08 1.72±0.08
1.70 1.74±0.10 3.48±1.72 1.75±0.09
Thr72O-Thr75HN 2.11 2.13±0.22 2.05±0.20 2.11±0.24
2.11 2.08±0.21 2.09±0.25 2.06±0.21
2.11 2.17±0.26 2.15±0.27 2.15±0.30
2.11 2.09±0.23 2.11±0.23 2.28±0.50
Glu71O-Val76HN 2.33 2.20±0.20 2.16±0.20 2.20±0.23
2.34 2.06±0.19 2.08±0.20 2.09±0.20
2.33 2.04±0.20 2.20±0.29 2.08±0.21
2.33 1.98±0.16 2.07±0.20 2.17±0.34
Glu71O-Gly77HN 2.01 3.70±0.37 3.66±0.43 3.61±0.45
2.02 2.95±0.45 3.11±0.54 2.91±0.47
2.01 2.72±0.42 2.80±0.50 2.69±0.45
2.01 2.85±0.48 4.79±1.18 2.74±0.59
Glu71OE1-Tyr78HN 2.12 2.72±1.05 2.30±0.72 2.02±0.29
2.12 1.99±0.22 1.97±0.17 2.03±0.29
2.12 2.10±0.30 1.99±0.21 2.02±0.21
2.12 2.25±0.77 4.00±1.41 2.92±1.10
Gly79HN-Asp80OD 3.41 3.82±0.26 3.78±0.27 3.81±0.29
3.41 3.82±0.30 3.70±0.29 4.06±0.86
3.41 3.74±0.29 3.81±0.31 3.76±0.28
3.41 3.70±0.30 4.97±1.72 3.71±0.32
Table 4.5.: Average distance of bonded pairs in the hydrogen-bonded network in SMD1–3. The first
two pairs are inter-chain interaction between adjacent monomers, where the first row corresponds to
bonded pair of monomer (1,2), the second row to (2,3), the third row to (3,4), and the fourth row to
(4,1). The other pairs are intra-chain interaction.
48
4.6. The hydrogen-bonded network of the selectivity filter
Pair 1K4C SMD4 SMD5 SMD6
Tyr78OH-Trp68NE1 3.40 2.76±0.20 2.77±0.19 2.77±0.20
3.46 2.93±0.31 2.91±0.31 3.05±0.51
3.51 2.81±0.21 2.82±0.22 2.85±0.25
3.46 3.03±0.34 3.24±0.48 3.22±0.53
Asp80OD-Arg89NH 3.95 2.30±0.77 2.63±0.86 2.56±0.95
4.00 3.25±0.65 3.40±0.56 4.49±0.79
4.02 3.51±0.63 3.49±0.64 3.59±0.45
4.10 4.42±0.64 4.73±0.96 4.11±0.53
Glu71HE1-Asp80OD 1.70 1.73±0.09 1.75±0.09 1.74±0.09
1.70 1.73±0.08 1.73±0.08 1.75±0.11
1.70 1.73±0.08 1.73±0.09 1.77±0.28
1.70 1.74±0.09 2.51±1.55 1.77±0.12
Thr72O-Thr75HN 2.11 2.06±0.20 2.09±0.21 2.15±0.27
2.11 2.05±0.18 2.04±0.18 2.12±0.26
2.11 2.13±0.25 2.10±0.21 2.25±0.33
2.11 2.17±0.27 2.12±0.25 2.03±0.18
Glu71O-Val76HN 2.33 2.16±0.19 2.10±0.20 2.13±0.20
2.34 2.04±0.17 2.06±0.20 2.03±0.18
2.33 2.13±0.22 2.06±0.22 2.26±0.28
2.33 2.22±0.40 2.20±0.29 1.99±0.16
Glu71O-Gly77HN 2.01 3.60±0.42 3.55±0.49 3.30±0.48
2.02 2.92±0.63 2.86±0.49 2.82±0.51
2.01 3.01±0.53 2.70±0.44 2.85±0.44
2.01 2.84±0.51 2.67±0.53 2.34±0.41
Glu71OE1-Tyr78HN 2.12 2.16±0.54 2.64±0.86 2.28±0.72
2.12 2.01±0.23 1.97±0.18 2.21±0.56
2.12 2.00±0.23 2.03±0.25 3.08±0.71
2.12 2.17±0.50 3.15±1.05 2.32±0.40
Gly79HN-Asp80OD 3.41 3.88±0.46 3.77±0.33 3.76±0.28
3.41 3.70±0.29 3.71±0.31 3.72±0.27
3.41 3.73±0.29 3.70±0.31 5.51±1.15
3.41 3.63±0.29 5.32±1.43 5.09±1.26
Table 4.6.: Average distance of bonded pairs in the hydrogen-bonded network in SMD4–6. The first
two pairs are inter-chain interaction between adjacent monomers, where the first row corresponds to
bonded pair of monomer (1,2), the second row to (2,3), the third row to (3,4), and the fourth row to
(4,1). The other pairs are intra-chain interaction.
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Pair 1K4C SMD1 SMD2 SMD3
Glu71OE-WG79 1.80 2.52±0.35 2.57±0.39 2.57±0.37
1.80 2.52±0.35 2.69±0.37 2.50±0.42
1.80 2.53±0.41 2.65±0.45 2.56±0.39
1.80 2.76±0.57 3.72±1.01 3.17±0.59
Gly79HN-WG79 1.88 1.95±0.18 2.03±0.27 2.12±0.30
1.88 1.98±0.14 1.99±0.15 2.01±0.19
1.88 1.94±0.12 2.12±0.55 1.95±0.13
1.88 1.99±0.15 2.41±0.90 2.02±0.18
Asp80OD-WG79 2.20 1.89±0.23 1.95±0.32 1.91±0.24
2.20 1.94±0.24 1.88±0.20 2.20±0.80
2.20 2.03±0.33 1.97±0.29 2.01±0.31
2.20 1.90±0.22 3.28±1.93 1.89±0.26
Table 4.7.: Average distance between water WG79 and the surrounded residue atoms in the four
monomers of SMD1–3, comparing with the crystallographic data.
Pair 1K4C SMD4 SMD5 SMD6
Glu71OE-WG79 1.80 2.53±0.38 2.35±0.00 2.56±0.40
1.80 2.64±0.35 2.61±0.35 2.75±0.42
1.80 2.53±0.38 2.57±0.38 2.07±0.38
1.80 2.77±0.41 2.63±0.84 2.24±0.44
Gly79HN-WG79 1.88 1.99±0.19 2.12±0.00 2.05±0.29
1.88 1.99±0.15 2.00±0.16 2.03±0.19
1.88 1.93±0.13 1.94±0.14 1.99±0.16
1.88 1.98±0.16 2.12±0.31 2.05±0.21
Asp80OD-WG79 2.20 1.95±0.43 1.85±0.00 1.86±0.20
2.20 1.90±0.23 1.89±0.22 1.88±0.19
2.20 1.92±0.23 1.94±0.25 3.74±1.09
2.20 1.87±0.21 3.61±1.68 3.35±1.17
Table 4.8.: Average distance between water WG79 and the surrounded residue atoms in the four
monomers of SMD4–6, comparing with the crystallographic data.
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Figure 4.13.: The alternative conformations of the selectivity filter in SMD2. (a) the initial confor-
mation of the selectivity filter. Only monomer M2 and M4 are shown here. (b) the alteration of the
selectivity filter conformation. The amide hydrogen of Gly77 in M4 turns towards the pore axis and
bound with a water molecule. And the side chain of Asp80 changes its orientation and the binding
between Glu71 and Asp80 is broken up.
bonding was mediated by a water molecule (WG79) as well in all simulations. The
average distances between WG79 and the surrounding residue atoms in SMD1–6 are
given in Table 4.7 and Table 4.8. Similar switching motion of the side chain of Glu71
occurred almost in every SMD simulation. It was mainly induced by water molecules
leaking into the protein structure, as illustrated in Fig. 4.10.
In SMD2, the average distance of pair Glu71HE1-Asp80OD in M4 is long compared to
other monomers. It was the result of a series of breakage of several bonded pairs. The
backbone of Val76-Gly77 peptide of M4 adopted a different conformation during the sim-
ulation. Instead of pointing towards the pore axis, the carbonyl oxygen of Val76 altered
its orientation and pointed away from the pore center, which caused the neighboring
amide hydrogen of Gly77 to point towards the pore, as shown in Fig. 4.13. Similar al-
teration of the backbone of the filter residues has been observed in the crystallographic
structure under low salt concentration resolved by Zhou et al. [4]. In their experiments,
because of the low salt concentration environment, the average ion occupancy number
in the selectivity filter was lower. Therefore, the backbone of the filter adopted itself to
an alternative conformation, in which the carbonyl oxygens of Val76 pointed away from
the pore axis and bonded to a water leaking into the core part of the protein. The alter-
native filter structure corresponds to a ‘non-conductive’ state of the KcsA channel. And
in SMD2, the amide hydrogen of Gly77 and the oxygen of water W1 formed a stable hy-
drogen bond and blocked the selectivity filter. The alteration of the backbone structure
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in SMD2 was induced by water molecule W1. Details of the dynamics of ions and waters
will be discussed in the next chapter. The twisting of Val76-Gly77 backbone destabilized
the filter structure in M4. It induced a breakage of the bonding of Glu71OE-Tyr78NH and
Gly79HN-Asp80OD, which resulted to a further breakage of Glu71HE1-Asp80OD bond.
The same story also occurred to the channel protein in SMD5. The twisting of the
Val76-Gly77 backbone induced the breakage of Glu71HE1-Asp80OD bond in M4 during
the simulation.
The average pair distances and fluctuation of Gly79HN-Asp80OD of M4 in SMD2,
SMD5, and SMD6 are larger. The side chain of Asp80 of M4 dislocates from its initial
position, as shown in Fig. 4.13. The dihedral angle between the side chain and the
backbone of Asp80 altered to a different value. The carboxylate of the side chain pointed
towards the neighboring monomer instead of pointing downward. Because of the strong
binding between the carboxylate groups of Asp80 and Glu71, the side chain of Glu71
also altered its conformation and moved with the side chain of Asp80. The binding
of Glu71HE1-Asp80OD in M4 was broken up finally when K1 exited from site S0 to
extracellular mouth. The alteration the side chain of Asp80 made it detached from the
amide hydrogen of Gly79/WG79, and hence gave a large fluctuation to the average pair
distance. The same condition appeared in the M3 and M4 in SMD6 as well.
4.7. Summary
In this chapter, I have introduced the channel-membrane system for our MD/SMD
simulations. The variation of the structural properties of the KcsA channel through the
simulation processes was first examined. From various structure analyses, we have the
following conclusions:
1. The structure of the selectivity filter is sustained by the hydrogen-bonded network.
The selectivity filter structure is sustained by a delicate hydrogen-bonded network
in the core part (see Fig. 4.8), as revealed in the crystallographic data [3, 4]. Among
them, the most essential one is the bonding between side chains of Glu71 and Arg80.
If the side chains of these two residues form stable hydrogen bond, other hydrogen
bonds in the network, including the water molecules leaking into the core part of
the filter (Fig. 4.10), will be stabilized, such as in simulation KCM2 and SMDs; on
the contrary, if Glu71-Arg80 bonds are broken, the selectivity filter structure will
be deformed, as in simulation KCM1.
2. The selectivity filter is very rigid.
If the hydrogen-bonded network is well sustained, the structure of the selectivity
filter is very rigid. Both the RMSD and RMSF analyses show that the selectivity
filter has a lower average fluctuation than other parts of the channel.
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3. The stability of the KcsA channel relies on the stability of the selectivity filter.
The stability of the selectivity filter is crucial to the stability of the whole channel
structure. In KCM1, because the selectivity filter was deformed, the RMSD of the
whole channel went beyond 3 A˚, which is 1 A˚ more than in other simulations.
4. The occupancy state in the selectivity filter is important to the stability of the
filter structure.
The occupancy state in the selectivity filter plays an role in the stability of the
filter structure as well. It may cause the deformation of the selectivity filter if
the ion occupancy number is too low. There must always be at least two K
+
in
the selectivity filter to keep the filter in a functional structure. Our simulations
were actually carried out in a low salt concentration environment, which usually
results in a low ion occupancy state in experiments. The crystallographic structure
prepared in low salt concentration shows a twist of the backbone of the selectivity
filter. In simulation SMD2, the same deformation on the selectivity filter appears,
whereas in multi-ion SMD simulations, no such deformation was found, even if
the hydrogen bonds of Glu71-Arg80 were broken off, because the selectivity filter
was enforced to be in a high occupancy state through the whole simulation in this
scheme.
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5. The ion permeation mechanism in
the KcsA channel
The structural properties of the model K
+
channel in the simulations have been presented
in the last chapter. In this chapter, I am going to present the dynamical part of the
simulation results.
The long-range electrostatic interaction is considered the most dominant term in many
biophysical reactions. In K
+
channels, ions are supposed to permeate through the chan-
nel pore in a multi-ion fashion. Intuitively, one would think that the efficiency of multi-
ion conduction is because the electrostatic repulsion between ions effectively reduce the
energy barrier on the permeation pathway. But a simple view like this is not sufficient
to describe the concerted movement of ions in a multi-ion permeation process. Such a
movement requires a delicate energy balance between all interaction groups, including
ions, waters, and the residue atoms along the channel pore. In our SMD simulations,
we observed concerted movements of potassium ions and water molecules. Analyzing
the interactions involving in this kind of movements may tell us the actual molecular
mechanism of the multi-ion conduction in K
+
channels.
5.1. The multi-ion permeation mechanism
The multi-ion mechanism was first proposed by A. Hodgkin and R. Keynes in 1955 in
their studies of the movement of potassium ions across the squid giant axon membrane
[2]. By using the radioactive potassium ions, they were able to measure the ion flux
at different applied membrane potentials. According to the assumption of independent
movement of permeating ions, the ratio between the eﬄux Jo and the influx Ji of ion X
is given by [1]
Jo
Ji
= exp[
(E − EX)zF
RT
], (5.1)
where z is the charge number of the ion (e.g. z = +1 for K
+
), F is the Faraday
constant (96 500 C mol−1), (E − EX) is the difference between the applied voltage and
the equilibrium potential of ion X. By taking logarithm of both sides of Eq. (5.1), one
obtains
ln
Jo
Ji
=
(E − EX)zF
RT
, (5.2)
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Figure 5.1.: A schematic picture of the multi-ion mechanism: permeating ions line up in the narrow
pore; an ion entering the channel from the left side pushes the ion at the right end to escape from the
channel.
that is, the logarithm of the flux ratio should be proportional to (E − EX) under the
assumption of the independence of diffusion ions. However, the experimental result of
Hodgkin and Keynes was 2∼3 fold steeper than predicted by the equation above. They
found that the data was fitted better by adding a factor n to the exponent in Eq. (5.1):
Jo
Ji
= exp[
n(E − EK)zF
RT
], (5.3)
with n = 2.5 in their original experiments. The factor n in this modified equation can
be explained by a complex containing n ions moving through the channel pore as an
integral, i.e., in a “multi-ion” fashion. To achieve a high conduction rate for a potassium
channel, they suggested that ions should move one after another successively in a single
file through the channel pore. An ion entering one end of the channel pore knocks out
the ion at the other end, as illustrated in Fig. 5.1. In this case, the channel pore must
be long and narrow. Therefore, the multi-ion permeation mechanism is also known as
“the long-pore effect”. This was actually the first time the idea of a channel appeared.
The theory of multi-ion transportation in potassium channels has been proposed for
decades, but its molecular mechanism remains unknown. The determination of the crys-
tallographic structure of the KcsA channel in 1998 provides a possibility to explore the
permeation process at the microscopic level. Based on the structure of the KcsA channel,
several theoretical calculations about the ion permeation process have been performed
[14, 15, 16, 88, 89, 90]. Some calculations have shown that a multi-ion conduction is
energetically more favored. For example, by using the FEP (free energy perturbation)
methods, J. A˚qvist and V. Luzhkov observed that the most favored conduction pathway
involves the transition only between the (K-W-K-W) state and the (W-K-W-K) state
in the selectivity filter with a free energy difference of 5 kcal mol−1 [89]. And the cal-
culation of the free energy profile shows that the activation barrier for this transition is
6 kcal mol−1. Similar results were obtained by S. Berne`che and B. Roux. They have
performed calculations for the free energy profile of a multi-ion conduction process using
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the umbrella sampling simulations [91]. The most favored ion conduction pathway they
found was in agreement with the FEP calculations. And the highest free energy barrier
of this conduction pathway is only around 2–3 kcal mol−1. In both calculations, the
(W-K-W-K) state was found energetically more stable than the other one.
In the study of Berne`che and Roux, they observed that the energy barrier for an ion
at the outermost binding site to exit to the extracellular space decreased progressively
when other K
+
in the channel pore approached it. They showed that basically a multi-
ion conduction of K
+
can be a barrierless process. The ion-ion repulsion is essential
for a fast ion conduction process, yet it seemed to act only at very short range. This
conclusion looks peculiar, while the results of our SMD simulations may may provide a
possible explanation to it. This will be discussed in section 5.3.
5.2. Ion dynamics in the simulations
In this section, I am going to show the dynamics of K
+
and water in MD and SMD
simulations of the model KcsA channels. As introduced previously, in the selectivity
filter there are 4+1 ion binding sites, denoted by S1 to S4 for the four binding sites in
the filter, and S0 for the one at the extracellular mouth (see Fig. 4.1). For simplicity,
a binary code is used to represent the occupancy state of the selectivity filter, where
‘1’ denotes a K
+
, ‘0’ denotes a water molecule, and an extra notation ‘x’ for an empty
binding site. The occupancy state of the selectivity filter is represented by the binary
code in a bracket ‘( )’ on the sequence from S0 to S4. All of our simulations started with
the occupancy state (01010).
5.2.1. Dynamics of K+ and water in MD simulations
As described in the structural analysis in the last chapter, there is a significant structural
difference in the selectivity filter region between simulation KCM1 and KCM2. So is
the dynamics of K
+
appeared in the two simulations. The trajectories of the three
potassium ions and some selected water molecules along the z-axis in simulation KCM1
and KCM2 are shown in Fig. 5.2, comparing with the average positions of the backbone
carbonyl oxygens of residue TTVGYG (residue 74–79). All trajectories shown in this
section were normalized by taking the center of mass of the KcsA channel as the origin.
It is clearly shown in the figures that the dynamics of K
+
and waters in the selectivity
filter in KCM2 are more stable than in KCM1.
The initial configuration of the three K
+
of the simulations are as shown in Fig. 4.1:
K1 and K2 were located in site S2 and S4 respectively in the selectivity filter, and K3
was in the water cavity close to the inner entryway of the filter. In KCM1, only ion K1
remained in the selectivity filter through the 2 ns simulation. Ion K2 moved downward
into the water cavity at 700 ps. It was due to the deformation of the selectivity filter. At
200 ps the backbone of Val76-Gly77 of monomer M2 twisted and the inner entryway of the
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Figure 5.2.: Ion dynamics in simulation KCM1 and KCM2. The z-trajectories of potassium ions
K1, K2, K3 (red), some selected water molecules (cyan), and the carbonyl oxygens of the selectivity
filter residues T-T-V-G-Y-G (black) are shown. All trajectories were normalized by taking the center
of mass of the KcsA channel as the origin. The positions of carbonyl oxygens were averaged over
the four monomers. In KCM1, K2 and W1 move downward into the central cavity at 700 ps and
950 ps respectively. At 1000 ps W2 from the extracellular side enters the selectivity filter. It moves
downward from site S1 to S3 across K1 at 1700 ps, and then moves upward again to site S1 at 1900 ps. In
KCM2, a “concerted movement” occurs between 30∼40 ps, where W3, K1, W1, K2, and W2 translocate
concertedly downward to the next binding sites. The occupancy state in the selectivity filter transfers
from (01010) to (00101) and remains in this state in the rest of the simulation.
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Figure 5.3.: The initial and the final configurations of the selectivity filter in KCM2. Only the
backbone of the selectivity filter of M1 and M3 are shown. The occupancy state of the selectivity filter
transfers from (01010) to (00101) during the simulation. A ‘water ring’ composed of four waters appears
at the extracellular mouth in the final snapshot.
filter was widened up (see section 4.6.1), and thus more water molecules from the cavity
were able to have close contact with K2. These water molecules gradually replaced the
carbonyl oxygens of Thr75 to bind to K2 and finally detached K2 from the selectivity
filter. After the displacement of K2, only K1 remained in the selectivity filter. The filter
structure was further disfigured with a single-ion occupancy state. The trajectories of
two water molecules W1 and W2 are also shown in Fig. 5.2. W1 was located at binding
site S3 between K1 and K2 at the beginning of the simulation. It moved downward into
the central cavity at 950 ps after the displacement of K2. W2 was located initially in
the extracellular space. It entered the selectivity filter from the extracellular mouth at
1000 ps and bound to K1. Later, some other water molecules entered the filter from both
the inner and the outer entryways of the filter and flowed through the filter (not shown
in Fig. 5.2). It implies that the filter was widened up and water molecules were able to
move through the space between K1 and the selectivity filter. Ion K3 kept fluctuating
up and down in the cavity for the whole simulation period.
In simulation KCM2, the structure of the selectivity filter was well sustained during
the simulation. In Fig. 5.2, the z-trajectories of three water molecules W1, W2, and
W3 are also presented. W1 was located at site S2 between K1 and K2, W2 was at
S4 between K2 and K3, and W3 was at the extracellular mouth at the beginning of
the simulation. A transition from the (01010) state to the (00101) state occurred in
the first 50 ps, in which ion K1, K2, and water W1, W2, and W3 moved concertedly
downward along the z-axis in the selectivity filter. The whole translocation process took
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less than 10 ps. After this movement, K1 and K2 remained stably at binding site S2 and
S4 respectively till the end of the simulation. It seems that the (00101) state is more
stable than the (01010) state, agreed to the observation of the FEP calculations [89].
Site S0 was occupied sometimes by more than one water molecules at the same time.
As described in section 2.3, because of the special structure of the extracellular mouth
constructed by the Gly79, water molecules at the extracellular mouth can form a water
ring, which usually contains four water molecules. Fig 5.3 shows the initial and final
configuration of the selectivity filter. As shown in this figure, a water ring appeared at
the extracellular mouth in the final configuration of the simulation. The water ring can
serve in the hydration of the K
+
at S0, and can be considered as an extended part of
the selectivity filter. Of course, the water ring is not a fixed structure. Water molecules
are mobile, and form a ring only at times. The formation of a water ring also relies on
the occupancy state in site S0.
5.2.2. Dynamics of K+ and water in single-ion SMD simulations
Among the three single-ion SMD simulations, the ion dynamics in simulation SMD1
and SMD3 have similar features. The z-trajectories of potassium ions K1, K2, K3,
and some water molecules in simulation SMD1 and SMD3 are shown in Fig. 5.4 and
Fig. 5.5, relative to the average position of the backbone carbonyl oxygens of residues
TTVGYG. The definition of the water dipole orientation appears in this figure will be
given later. In single-ion SMD simulations, an external force was exerted on ion K1 and
pulled K1 towards the extracellular mouth. In SMD1, the external force induced the
first translocation of K1 from binding site S1 to S0 at 140 ps. Following the movement of
K1, a concerted movement occurred to W1 and K2 at 140–146 ps, where W1 and K2
moved from site (S2, S3) to (S1, S2) respectively. As we can see in Fig. 5.4, the carbonyl
oxygens of the filter residues shifted slightly downward in this concerted transportation.
The whole transition of K1, W1, and K2 took less than 10 ps. It looked like that they
were bound to a K-W-K complex and moved together as an integral.
The spontaneous translocation of K2 and W1 was not expected at all. Intuitively,
because of the electrostatic repulsion between ions, we thought that a configuration
with a longer inter-ion distance should be energetically more favored. And this was not
a single case. The same spontaneous translocation also occurred in SMD3, where K1,
W1, and K2 moved concertedly upward at 160 ps. In SMD3, the carbonyl oxygens of
the filter residues also had a downward shift when the concerted translocation occurred
(Fig. 5.5). Ion K2 remained at site S2 after the translocation till the end of the simulation
in both SMD1 and SMD3.
Fig 5.6 shows the time variation of the number of molecules surrounding K1 in SMD1–
3. At the beginning, K1 was surrounded by 5–7 carbonyl oxygens. After K1 moved to S0,
the number of surrounding carbonyl groups decreased to 4, because the carbonyl oxygens
of Gly79 didn’t bind to K1 directly; in the meantime, the number of water surrounding
K1 increased from 2 to 4. The extracellular mouth was surrounded by a water ring, as
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Figure 5.4.: Top: ion dynamics in SMD1. The z-trajectories of ions K1, K2, K3 (red), water molecules
W1–W4 (cyan), and the carbonyl oxygens of the selectivity filter residues T-T-V-G-Y-G (black) are
shown. A concerted movement of K1, K2, and W1 occurs spontaneously around 140 ps, where K1,
K2, and W1 translocate concertedly upward to the next binding sites. K1 escapes completely from the
selectivity filter at 350 ps. Middle and bottom: the water dipole orientation ΩW of W1 and W3. At
140 ps when W1 translocates from S2 to S1, it orients upward (ΩW ∼ 1) and bind to K1. The ΩW of
W3 switches to -1 at 110 ps and remains in this value. It switches from -1 to +1 at 430 ps when moving
from S4 to S3.
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Figure 5.5.: Top: ion dynamics in SMD3. The z-trajectories of ions K1, K2, K3 (red), water molecules
W1–W3 (cyan), and the carbonyl oxygens of the selectivity filter residues T-T-V-G-Y-G (black) are
shown. A concerted movement of K1, K2, and W1 occurs around 160 ps, where K1, K2, and W1
translocate concertedly upward to the next binding sites. K1 escapes completely from the selectivity
filter at 300 ps. Middle and bottom: the water dipole orientation ΩW of W1 and W2. ΩW of W1 turns
to +1 when W1 moved from S2 to S1 at 160 ps. W2 oriented downward when K2 moves from S3 to S2
and oriented upward when W2 moves from S4 to S3.
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Figure 5.6.: Time variation of the number of water (solid) and carbonyl group (dot) surrounding K1
in simulation SMD1, SMD2, and SMD3.
revealed in the crystallographic structure. In SMD1, K1 stayed at S0 for about 200 ps.
Finally it penetrated through the water ring at 350 ps and was completely hydrated by
6–7 water molecules. In SMD3, K1 stayed at S0 for a shorter period. At 300 ps the
number of carbonyl groups surrounding it decreased to zero, and the number of water
molecules increased to ∼6 at the same time, implying that K1 escaped completely from
the channel pore.
Here we introduce a variable ΩW for the orientation of a water dipole along the z-axis
to describe the motion of a water molecule in the selectivity filter. ΩW is defined by
ΩW = zO − zHH/rO-HH, (5.4)
where zO is the z-coordinate of the water oxygen, zHH is the z-coordinate of the center of
the two hydrogen atoms, and rO-HH is the distance between water oxygen and the center
of the two hydrogens. The water dipole orientation ΩW is equal to 1 when the water
oxygen pointing upward along the z-axis, -1 when it points downward, as illustrated
in Fig. 5.7. According to the definition, we have calculated ΩW of waters appeared in
the selectivity filter. In Fig. 5.4, the time variation of ΩW of W1 and W3 of SMD1 are
given. We found that the translocation of water molecules in the selectivity filter has
particular features. A clear transition occurred to the ΩW whenever the water molecule
translocated to a neighboring site, e.g. the ΩW1 switched from 0 to +1 at 140 ps when
W1 moved from S2 to S1, and ΩW3 switched from −1 to +1 at 430 ps when W3 moved
from S4 to S3. It reveals that the translocation of a water molecule in the selectivity
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z
Figure 5.7.: Definition of the water dipole orientation ΩW along the z-axis.
filter is not only a simple displacement, but involving many tumbles and rotations of
the water molecule. The two water hydrogens attach to the carbonyl oxygen, like a
gymnast holding the rings with his two hands, and then flip upward to shift to the
next binding site. We observed that in the upward translocation of a water molecule,
the water will orient upward (i.e. ΩW > 0) after the translocation, and in a downward
translocation is the other way round (i.e. ΩW < 0). The orientation of a water dipole
is determined by the relative positions of surrounding ions and carbonyl groups of the
selectivity filter, and it has significant contribution to the concerted translocation of K
+
.
Further discussion will be presented in section 5.3.
In both SMD1 and SMD3, W1 oriented upward after the first translocation (Fig. 5.4,
Fig. 5.5). The oxygen atom of W1 was bound to K1 afterwards, and they formed an
ion-water complex. Following the movement of K1, W1 hopped back and forth between
S1 and S0 at the time between 300–400 ps. The ion-water complex was eventually broken
up when K1 escaped from the channel pore and W1 fell back to S1. The oxygen of W3
was bound to K3 as it entered the selectivity filter at 100 ps, and thus its ΩW was close
to −1 (Fig. 5.4). In both SMD1 and SMD3, it happened that water molecules were
sucked in to the filter from the inner entryway. The water at S4 translocated to S3,
and its ΩW flipped from −1 to +1 at the same time. The sucked-in phenomena offer us
a probable mechanism to transport K
+
from the cavity into the selectivity filter. If the
water at S4 is bound to a K
+
below it, it may have a chance to bring the K
+
with it to
enter the selectivity filter. In SMD1, K3 was unbound from W3 at 240 ps. Therefore,
when W3 translocated into S3 it failed to bring K3 upward with it. The same happened
to water W2 in SMD3 when it translocated into S3 (Fig. 5.5). We suggest that for a
continual flow of potassium ions, there should be at least two K
+
in the cavity at the
same time, so that the electrostatic repulsion between K
+
can aid to drive a K
+
entering
the selectivity filter.
The z-trajectories of the three K
+
and some water molecules (W1–W5) in simulation
SMD2 are shown in Fig. 5.8. The first translocation of K1 from site S1 to S0 occurred at
200 ps. Different from the other two simulations, no concerted movement was observed
in this simulation. Instead, W1 and K2 remained in their initial locations (site S2 and S3)
for the whole simulation. The structure of the selectivity filter was deformed during the
simulation. The Val76-Gly77 backbone of monomer M4 twisted, which made the carbonyl
oxygen of Val76 point away from the pore axis, and the amide hydrogen of Gly77 turn
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Figure 5.8.: Top: The z-trajectories of ions K1, K2, K3 (red), water molecules W1–W5 (cyan), and
the carbonyl oxygens of the selectivity filter residues T-T-V-G-Y-G (black) are shown. K1 translocates
from S1 to S0 at 200 ps and escapes from the selectivity filter at 380 ps. K2 and W1 remained in S3
and S2 respectively through the whole simulation. Middle and bottom: the water dipole orientation
ΩW of W1, W2, and W3. At 125 ps the ΩW of W1 turns to -1 and remains in this value till the end of
the simulation.
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Figure 5.9.: Snapshots of the selectivity filter from SMD2. The twist of the backbone of Val76-Gly77
of M4 is caused by the tumbling motion of W1. W1 binds to the amide hydrogen of Gly77 of M4 after
then and the filter is blocked.
in and point to the pore axis, as described in section 4.6.2. The twist of the Val76-Gly77
backbone was induced by the tumbling motion of W1. Being wedged between K1 and
K2, W1 was at its optimal orientation at the beginning, which is slightly upward. Owing
to the movement of K1, W1 had to adjust both its orientation and position. Unlike in
SMD1 and SMD3, in SMD2, when K1 translocated to S0, W1 failed to bind to K1. As
shown in Fig. 5.8, the ΩW of W1 fluctuated between 0 and +1 between 125 and 130 ps
and caused the Val76-Gly77 backbone of M2 to twist for short time and then turn back to
the original orientation. Later it caused the same segment of M4 to twist. The oxygen
atom of W1 and the amide hydrogen of Gly77 of M4 formed a stable hydrogen bond
and remained like this for the rest of the simulation. The water-induced deformation of
the selectivity filter is shown in Fig. 5.9. The binding of W1 and the amide hydrogen
of Gly77 blocked the selectivity filter and thus W1 and K2 remained at the same biding
sites till the end of the simulation. The crystallographic structure of the KcsA channel
at low salt concentration resolved by Zhou et al. [4] shows similar structural deformation
on the selectivity filter. We suggest that if a K
+
enters the selectivity filter from the
extracellular mouth, it might activate W1 again, so that W1 can unbind itself from the
amide hydrogen of Gly77, and the structure of the selectivity filter may be recovered.
While in a low salt concentration environment, the occurrence of such events is less
probable, and thus the filter structure remains in a disfunction conformation.
K1 kept fluctuating at site S0 till 380 ps and moved to Sext. It stayed at Sext for a
short period till it was fully hydrated by 6–8 waters (Fig. 5.6). Afterwards some water
molecules entered the selectivity filter from the extracellular mouth, as shown in Fig. 5.8,
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and occupancy state became (00010) at the end of the simulation.
5.2.3. Dynamics of K+ and water in multi-ion SMD simulations
In multi-ion SMD simulations, the external forces were applied to all three K
+
. There-
fore the movements of ions in multi-ion SMD simulations were more restricted. The
trajectories of ions K1, K2, K3 and water molecules W1 and W2 of the multi-ion SMD
simulations SMD4, SMD5, and SMD6 are shown in Fig. 5.10– 5.12. The average po-
sition of the backbone carbonyl oxygens of the selectivity filter residues TTVGYG are
given for comparisons as usual. In SMD4, the first translocation of all three K
+
ions
happened between 210 to 225 ps. The three K
+
and the two intervened water moved
upward to the next binding sites in this movement. The shift of the carbonyl oxygens of
the filter residues are even more clear here. It looks like it was the backbone carbonyl
groups conveying the K-W-K-W-K complex upward. The second translocation occurred
at 450 ps, where K1 moved to Sext and the other K
+
and waters shifted upward to the
next sites simultaneously. The time variation of the number of nearest carbonyl oxygens
and water molecules surrounding K1 in all three multi-ion SMD simulation are shown
in Fig. 5.13. The figure shows that in SMD4, the carbonyl groups binding to K1 were
gradually replaced after 380 ps, and till 450 ps K1 was completely solvated by water
molecules. Then K1 was able to escape into the extracellular space. The water dipole
orientation of W1 and W2 versus time are given in Fig. 5.10. After the first transloca-
tion, W1 oriented upward and bound to K1. Comparing with the data in single-ion SMD
simulation SMD1 and SMD3, the ΩW of W1 fluctuated more when it was at S1, because
in this simulation K2 kept approaching W1. When W1 unbound from K1 at 450 ps, it
oriented downward immediately and bound to K2. After moving to site S3, water W2
fluctuated wildly between ±1, which was due to the approach of ion K3. The occupancy
state turns to be (0101x) at the end of the simulation. No extra water molecule was
sucked into site S4 till the end of the simulation.
The ion dynamics in simulation SMD5 is different from SMD4. As shown in Fig 5.11,
the first translocation in SMD5 occurred at 126 ps. Only K1, W1, and K2 translocated
upward. A clear downward shift of the trajectories of the carbonyl oxygens was shown
as the ion-water complex moved upward, same as in SMD4. The time variation of ΩW3
shows that W3 oriented downward and bound to K3, and hence it failed to bring K3 to
attach to the K1-W1-K2 complex. K3 moved upward and entered site S4 later at 190 ps.
Instead of shifting to the empty site S3, water W2 exchanged its position with K3 and
moved into the central cavity at 193 ps. Thus, a vacancy was generated between K2
and K3 and remained there for the rest of the simulation. K1 moved from site S0 to Sext
at 400 ps. At 200 ps, the side chain of Asp80 of monomer M4 dislocate from its initial
position. It adopted an alternative conformation and hence the carboxylate of the side
chain pointed to the neighboring monomer rather than pointing downward. Since the
binding between the carboxylate groups of Asp80 and Glu71 was very strong, the side
chain of Glu71 adjusted its orientation following the movement of the side chain of Asp80
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Figure 5.10.: Top: ion dynamics in SMD4. The z-trajectories of ions K1, K2, K3 (red), water molecules
W1, W2 (cyan), and the carbonyl oxygens of the selectivity filter residues T-T-V-G-Y-G (black) are
shown. The first concerted translocation of the K-W-K-W-K complex occurs around 210 ps. The
occupancy state of the selectivity filter transfers from (01010) to (10101). A downward shift appears
in the trajectories of all carbonyl oxygens of the filter residues when the concerted movement of ions
takes place. The second translocation of the three K
+
and the two waters occurred at 450 ps and K1
escapes from the channel pore. Middle and bottom: the time variation of the water dipole orientation
ΩW of W1 and W2. ΩW of both W1 and W2 turn to +1 after their upward translocation. The large
fluctuation of ΩW are caused by the approach of the K
+
below.
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Figure 5.11.: Top: ion dynamics in SMD5. The z-trajectories of ions K1, K2, K3 (red), water
molecules W1, W2 (cyan), and the carbonyl oxygens of the selectivity filter residues T-T-V-G-Y-G
(black) are shown. The first concerted translocation occurs around 126 ps. Only K1, W1, and K2
translocated upward cooperatively. W2 failed to bind to K2 and move downward into the cavity at
193 ps. K3 moved into the filter later at 190 ps. K1 escapes from the channel pore at 400 ps, and K2
and K3 translocate upward to (S1, S3) at 420 ps. Middle and bottom: the water dipole orientation ΩW
of W1 and W2. ΩW shows a clear transition whenever the translocation of water occurs.
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Figure 5.12.: Top: ion dynamics in SMD6. The z-trajectories of ions K1, K2, K3 (red), water molecules
W1–W4 (cyan), and the carbonyl oxygens of the selectivity filter residues T-T-V-G-Y-G (black) are
shown. The first concerted translocation of the K-W-K-W-K complex occurs around 150–180 ps, and
the second concerted translocation occurs at 570 ps. Middle and bottom: the time variation of the
water dipole orientation ΩW of W1 and W2.
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Figure 5.13.: Time variation of the number of nearest neighbor of ion K1 from carbonyl groups (dot),
and from water (solid) in SMD4, SMD5, and SMD6.
(see Fig. 4.13). As described in section 4.6.2, due to the dislocation of the side chain
of Glu71, some hydrogen bonds which should support the structure of the selectivity
filter were broken, but the filter structure was still well sustained, because the K
+
inside
the filter were able to stabilize its structure. The binding of Glu71HE1-Asp80OD of M4
was finally broken around 400 ps when K1 escaped from site S0. Water molecules have
replaced the carbonyl oxygens and solvated K1 within a short period. W1 was bound to
K1 and moved back and forth between site S1 and S0 at 270–340 ps. At 340 ps when the
binding of K1 and W1 was broken, W1 oriented downward and bound to K2. K3 moved
from site S4 to S3 at 420 ps and drove K2 and W1 shifting from site (S1, S2) to (S0,
S1). W1 was replaced by other water molecules entering from the extracellular mouth
and it escaped into the extracellular space at the end of the simulation. The occupancy
state of the selectivity filter becomes (01x1x) at 500 ps; binding site S2 and S4 were left
empty till the end of the simulation.
The translocation process in simulation SMD6 has similar pattern as in SMD4. In
SMD6, the first concerted translocation of the K-W-K-W-K complex occurred at 150–
180 ps (see Fig. 5.12). A downward shift of the trajectories of the carbonyl oxygens
was observed in SMD6 as well. It took longer for the second concerted translocation to
occur in this simulation. At 570 ps, the K-W-K-W-K complex moved upward to the next
binding sites in the selectivity filter and K1 moved to Sext. The same deformation as in
SMD5 at the selectivity filter region also happened in SMD6. The side chains of Asp80 of
71
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monomer M3 and M4 dislocated at 160–180 ps, and hence the hydrogen bonds between
Gly79HN and Asp80OD were broken. Without the counterbalance of these hydrogen
bonds, the binding between the carbonyl oxygens and K
+
were stronger and thus the
whole filter backbone shifted slightly upward with the movements of ions. This explains
why the occurrence of the second translocation in SMD6 took a longer time. The water
dipole orientation of water W1 and W2 is rather stable in SMD6, compared to SMD4
and SMD5. The difference mainly came from different initial configuration, in which
the ion-ion distances were slightly different among the three simulations. After the first
concerted translocation, both W1 and W2 oriented upward and bound to the K
+
above
them. When the second translocation of the ion-water complex took place, both of them
oriented downward almost simultaneously.
5.3. The concerted movement in the selectivity filter of
KcsA channel
The concerted movement of K
+
and water in SMD1 and SMD3 is the most important
observation of our work. It provides us an insight to the mechanism of the high con-
duction rate in K
+
channels. This phenomenon has also been observed in some other
MD simulations of KcsA channels [14, 15]. Yet a clear explanation of its molecular
mechanism is still absent. In this section, I will focus on this phenomenon, and try to
investigate its molecular mechanism.
First we examine the interaction energy between those atoms involved in the concerted
movement. In simulation SMD1, the concerted translocation occurred around 140 ps.
Figure. 5.14 shows the variation of the interaction energy between ions, waters, and the
carbonyl groups of the filter residues before and after the first translocation. Both elec-
trostatic and van der Waals interactions were involved in the energy calculation. The
interaction energy involving carbonyl groups were summed over the four monomers.
From the figure one can see that between 140–150 ps there is a clear transition of the
interaction energy between K2 and the carbonyl groups of Thr75 and Gly77. The interac-
tion between K2 and Thr75CO switched from −25 to +10 kcal mol−1 around 145 ps, and
meanwhile, between K2 and Gly77CO it switched from +20 to −15 kcal mol−1. Between
K2 and Val76CO it turned slightly more attractive (from−20 to−30 kcal mol−1) after the
translocation. Before the translocation took place, K2 was surrounded by the carbonyl
groups of Thr75 and Val76, and after the translocation by the carbonyl groups of Val76
and Gly77. That is, the interactions between K2 and the carbonyl groups surrounding it
are attractive, while between K2 and the carbonyl groups from the neighboring sites are
repulsive. Similar transition of the interaction energy occurred to W1 as well. Fig. 5.4
shows that the dipole orientation ΩW1 is ≥ 0 most of the time, implying that its nega-
tively charged oxygen pointed more upward most of the time, and hence the interactions
between W1 and the carbonyl groups/K
+
below were attractive, while between W1 and
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Figure 5.14.: The variation of the interaction energy before and after the first translocation in SMD1.
The interaction energy between K2 and the carbonyl groups of Thr75, Val76, and Gly77 (top), between
W1 and the carbonyl groups of Val76, Gly77, and Tyr78 (middle), and between W1 and K1 and K2
(bottom) are shown. Both electrostatic and van der Waals interactions were involved in the energy
calculation. The interaction energy involving the carbonyl groups of the filter residues are summed
over the four monomers. When K2 translocates from S3 to S2, the interaction between K2 and the
carbonyl groups of Thr75 switches from attractive to repulsive with the energy transition from −25
to +10 kcal mol−1, while between K2 and the carbonyl groups of Gly77 it switches from repulsive
to attractive with the energy transition from +20 to −15 kcal mol−1. Between K2 and the carbonyl
groups of Val76 the interaction energy turns from −20 to −30 kcal mol−1. After the translocation,
the interaction energy between W1 and the carbonyl groups of Val76 becomes zero, bewteen W1 and
the carbonyl groups of Gly77 turns to −8 kcal mol−1, and bewteen W1 and the carbonyl groups of
Tyr78 turns to +10 kcal mol−1. W1 orients upward at 135 ps and binds to K1. The interaction energy
between W1 and K1 becomes −18 kcal mol−1, and between W1 and K2 turns to +10 kcal mol−1.
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Figure 5.15.: The variation of the interaction energy before and after the first translocation in SMD3.
The interaction energy between K2 and the carbonyl groups of Thr75, Val76, and Gly77 (top), between
W1 and the carbonyl groups of Val76, Gly77, and Tyr78 (middle), and between W1 and K1 and K2
(bottom) are shown. Both electrostatic and van der Waals interactions were involved in the energy
calculation. The interaction energy involving the carbonyl groups of the filter residues were summed over
the four monomers. Similar to SMD1, when K2 translocates from S3 to S2, the interaction between K2
and the carbonyl groups of Thr75 switches from attractive to repulsive with the energy transition from
−25 to +10 kcal mol−1, while between K2 and the carbonyl groups of Gly77 it switches from repulsive
to attractive with the energy transition from +20 to −15 kcal mol−1. Between K2 and the carbonyl
groups of Val76 the interaction energy turns from −20 to −30 kcal mol−1. After the translocation, the
interaction energy between W1 and the carbonyl groups of Val76 becomes zero, bewteen W1 and the
carbonyl groups of Gly77 turns to −8 kcal mol−1, and bewteen W1 and the carbonyl groups of Tyr78
turns to +10 kcal mol−1. W1 orients upward at 160 ps and bound to K1. The interaction energy
between W1 and K1 becomes −18 kcal mol−1, and between W1 and K2 turns to +10 kcal mol−1.
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Figure 5.16.: Charge distribution of the C (grey), O (red), N (blue), and H (white) atoms on the
backbone in electron unit.
the carbonyl groups/K
+
above were repulsive. After the translocation, W1 moved to S1
and were surrounded by the carbonyl groups of Gly77 and Tyr78. Its water dipole ori-
ented entirely upward (with ΩW ' 1) and bound to K1. The interaction between W1 and
the carbonyl groups of Gly77 became attractive with the energy of −8 kcal mol−1, and
between W1 and the carbonyl groups of Tyr78 it turned more repulsive with the energy
of +10 kcal mol−1. The interaction energy between W1 and K1 became −18 kcal mol−1,
and between W1 and K2 +10 kcal mol−1 after the translocation. Between a water and
the carbonyl groups of residues away from it (e.g. between W1 and Val76 in Fig. 5.14),
the interaction energy is zero. The time variation of the interaction energy between K
+
,
water, and the surrounding carbonyl groups around the first translocation in SMD3 are
shown in Fig. 5.15. The transition features of the interaction energy in SMD3 are similar
to SMD1.
From the analysis of the interaction energy, we observe that rather than the long-range
electrostatic interaction, the concerted movement is more dominant by the short-range
interaction with polar groups. A polar group is a chemical group with asymmetric
charge distribution on its components. Water, for example, is the most important polar
molecule in biophysical systems. Its oxygen atom is negatively charged, and the two
hydrogens are positively charged. A polar group has only short range contribution to
the electrostatic interaction. And for nearby atoms, the relative orientation of the polar
group is a more crucial factor in the interaction.
The backbone carbonyl groups of the selectivity filter residues play an important role
in the concerted movement. When a potassium ion sits at a binding site in the selectivity
filter, it is stably coordinated by eight carbonyl oxygens above and below it. However, a
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Figure 5.17.: (a) An illustration of the simplified 2-D model of the selectivity filter. Two parallel
rods with the length of 12 A˚ long separated by 7.1 A˚ from each other represent the backbone of the
selectivity filter. Five short sticks of the size of 1.24 A˚ are attached to each rods with equal spacing
represent the five carbonyl groups of the five filter residues. The connecting point of each stick carries
a charge of 0.62 electron unit and the tip of the stick 0.5 electron unit. (b) The energy profile along
the pore axis (z-axis) for a K
+
in the 2-D model illustrated in (a). Both electrostatic and van der
Waals interaction were involved in the energy calculation. Four potential wells are shown between each
binding site, corresponding to the four binding sites in the selectivity filter. The energy barrier between
each neighboring binding site is about 16 kcal mol−1.
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carbonyl group is also a polar group. Its oxygen end is negatively charged, and the carbon
atom is positively charged. The charge distribution of some of the backbone atoms is
given in Fig. 5.16, referred to the ’91 parameter set of AMBER [42]. The carbonyl oxygen
carries a charge of -0.5 electron unit and the carbon carries 0.62 electron unit. The total
charge of a carbonyl group is equal to 0.12, which is slightly positive. Therefore, when a
potassium ion is far from a carbonyl group, the electrostatic interaction between them
should be slightly repulsive. On the contrary, when they are very close to each other, the
relative orientation of the carbonyl group determines whether the interaction is repulsive
or attractive.
The interaction between a K
+
and the backbone carbonyl groups of the filter can be
described by a simplified 2-D model of the selectivity filter. Consider two parallel rods
with the length of 12 A˚ long separated by 7.1 A˚ from each other. Five short sticks
are attached to each rods with equal spacing. The short stick is of the size of 1.24 A˚,
which is about the equilibrium bond length of a carbonyl group. The connecting point
of each stick carries a charge of 0.62 electron unit and the tip −0.5 electron unit. The
2-D model filter is as illustrated in Fig. 5.17(a). The distance between the two parallel
rods is an average value obtained from MD simulation KCM2. The parallel line in the
middle of the two rods is defined as the z-axis (pore-axis) of the model filter. The
energy profile along the z-axis for a K
+
is as shown in Fig. 5.17(b). Both electrostatic
and van der Waals interactions are involved. Four potential wells are located between
each neighboring sticks, corresponding to the four binding sites in the selectivity filter.
The energy barrier between neighboring binding sites is about +16 kcal mol−1.
Now consider the interaction between a K
+
and only one pair of carbonyl groups in
the 2-D model filter, as illustrated in Fig. 5.18(a). The energy profile for a K
+
along
the z-axis is shown in Fig. 5.18(b). Two potential wells appear symmetrically with the
minimum at ±1.18 A˚. At ±3 A˚ the potential goes to zero and turns repulsive when the
distance is > 3 A˚, which is about the length of a binding site, i.e., a carbonyl group
acts mainly within the range of a binding site. Now consider if the carbonyl groups are
able to alter their orientation. Here we define the tip angle θ of a carbonyl group as in
Fig. 5.18(a). The energy profiles along the z-axis corresponding to different tip angles
θ are given in Fig. 5.18(b). One can see that as the carbonyl groups tip, the energy
profile becomes asymmetric: at one side the potential well rises up, and at the other
side the potential well goes down; the minimum of both potential wells shifts towards
the direction opposite to the tip direction. When θ ≥ 25◦, the two potential wells merge
into one. One side of the carbonyl groups turns more attractive to a K
+
, while the other
side becomes non-attractive, or even repulsive to a K
+
. The tipped carbonyl groups can
act even in the next binding site.
The interaction energy between a K
+
and another polar molecule in the system– the
water molecule– is shown in Fig. 5.19. It is calculated by fixing the water oxygen at
the zero point and moving the K
+
along the z-axis. The potentials shown in the figure
correspond to two different water orientations– ΩW = 0 and ΩW = +1 with respect to
the z-axis. When ΩW = 0, the potential is symmetric with shallow potential wells with a
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Figure 5.18.: (a) An illustration of the 2-D model filter with only one pair of carbonyl groups. The
tip angle θ of the carbonyl groups can be altered. (b) The energy profile along the filter axis (z-axis)
with different tip angles θ of the carbonyl groups in the 2-D model illustrated in (a). Both electrostatic
and van der Waals interaction were involved in the energy calculation. When the carbonyl groups are
perpendicular to the backbone rods (θ = 0), two potential wells appear symmetrically at ±1.18 A˚ with
the depth of −15.57 kcal mol−1. As θ increased, the potential well at the right side rises up, while at
the left side the potential well becomes deeper, and both potential well shift leftward. When θ ≥ 25◦,
only one potential well is left.
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Figure 5.19.: The interaction energy between a K
+
and a water molecule in different orientations
(ΩW = 0andΩW = 1).
depth of about −3 kcal mol−1 at ±2.7 A˚. When ΩW = 1, one side along the z-axis turns
repulsive for a K
+
, while the other side becomes more attractive with the well depth of
−18 kcal mol−1, same value as the interaction energy between K1 and W1 when they
were bound with each other after the first translocation (see Fig. 5.14 and Fig. 5.15).
Now consider the interaction between a water molecule and carbonyl groups. The
K
+
in Fig 5.18(a) is replaced by a water molecule, as illustrated in Fig. 5.20(a). The
energy profile of the water molecule with its ΩW fixed to 1 is shown in Fig. 5.20(b). It
shows that for the water to move through the carbonyl group pair, it has to cross over
an energy barrier with the height of +21 kcal mol−1. It is mainly from the electrostatic
repulsion between the water oxygen and oxygen atoms of the carbonyl groups. As the
carbonyl groups tilt progressively towards the right hand hand side, the energy barrier
decreases correspondingly. When the tip angle θ ≥ 25◦, more than half of the energy
barrier is reduced. It implies that when a water molecule moves through the selectivity
filter, the carbonyl groups must adjust their tip angle accordingly to decrease the energy
barrier in this process. Although not shown here, the water molecule will also adjust
its orientation accordingly during the translocation to minimize the energy cost of the
movement.
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Figure 5.20.: (a) An illustration of a water with its ΩW fixed to 1 moving along the z-axis. (b) The
energy profile for a water molecule along the z-axis corresponding to different tip angle θ of the carbonyl
groups illustrated in (a). Both electrostatic and van der Waals interaction were involved in the energy
calculation. An energy barrier of +21 kcal mol−1 appears for a water molecule to move through the
carbonyl groups pair with its ΩW fixed to 1. As the tip angle θ increased, the energy barrier is reduced
correspondingly. When θ ≥ 25◦, more than half of the energy barrier is reduced.
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From the simple analysis shown above, we understand that merely to alter the orien-
tation of carbonyl groups, the interaction can be changed noticeably. This is an effective
mechanism to reduce the energy barrier on the permeation pathway. We now come back
to the 2-D model with five carbonyl group pairs. With certain configurations, the energy
barrier between neighboring binding sites can be reduced to zero, and thus a K
+
can
easily move from one site to another, as shown in Fig. 5.21. Similar variation of the
potential profile appeared in SMD simulations as well. As shown in Fig. 5.22(a) and
(b), we took snapshots from SMD1 and SMD3, and calculated the potential profile for
a K
+
along the pore axis in the selectivity filter. Only the carbonyl groups of the five
filter residues were included in the calculations. In both SMD1 and SMD3, before the
translocation, K2 was located in S3, and therefore the potential well at S3 was deeper.
Then the potential barrier between S3 and S2 gradually reduced to zero, and K2 was
able to move to S2. And after the translocation, the potential well at S2 became deeper.
We can conclude that the concerted movement of K
+
is a result of interacting with the
polar carbonyl groups and water molecules, or more precisely, a result of the exquisite
interplay among carbonyl groups, water molecules, and K
+
itself. The movement of
K
+
induces the rotation of water molecules and the alteration of the carbonyl groups’
orientations, which reversely drive the K
+
to move further. To carry out such delicate
cooperative movement, the length of a binding site, the width of the selectivity filter,
and the size of a water molecule and a K
+
must all well match to each other. Therefore,
we can say that the structure of the selectivity filter itself provides the basis for the
concerted movement of potassium ions.
5.4. Summary
In this chapter, we have revealed the molecular mechanism of the concerted transporta-
tion of ions in potassium channels. The facts we observed in our simulations can be
summarized as follows:
1. The binding sites S2 and S4 in the selectivity filter are more stable for K
+
.
2. The concerted transportation is dominated by the polar interaction.
3. An alternative sequence of K
+
and water is required for the concerted transporta-
tion in the selectivity filter.
In simulation KCM2, the K-W-K-W occupancy state switched to the W-K-W-K state
at the beginning of the simulation and remained in the same state through the 1 ns sim-
ulation. This result agrees with the conclusions from other more elaborate calculations,
such as the free energy perturbation (FEP) calculation [89] and the umbrella sampling
simulations [91]. In those studies, it is shown that the W-K-W-K occupancy state is
energetically more stable than the K-W-K-W state.
81
5. The ion permeation mechanism in the KcsA channel
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Figure 5.21.: The variation of the potential profile along the z-axis in the 2-D model of the selectivity
filter corresponding to different configurations. As the carbonyl sticks tip, the energy barrier between
binding site S3 and S2 decreases, and thus the translocation of the K
+
is possible.
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Figure 5.22.: Snapshots of the potential profile along the pore axis in the selectivity filter in (a) SMD1
and (b) SMD3. Only the carbonyl groups were involved in the potential calculation. The empty and
full circles represent the position of K2 before and after the translocation (from S3 to S2). The energy
barrier between S3 and S2 is reduced short before the translocation, then the two potential wells merge
into one. K2 moves to S2 and potential well at S2 becomes deeper.
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The second fact of our observations is the most important one in this study. The
conventional view of the multi-ion conduction is that the electrostatic repulsion between
ions counterbalances the attraction between ions and the channel. In this view, the ion
channel has a fixed potential profile along the channel pore. However, the analysis of the
concerted movement occurred in the SMD simulations shows that the potential profile
along the channel pore is not a fixed function. The potential wells swing up and down
during the simulations. Occasionally, the barrier between two potential wells may van-
ish, and that is the moment when a spontaneous translocation of an ion can occur. An
incident like this can happen if the potential wells are constructed by polar groups. The
interaction of polar groups is sensitive to the relative orientation of the polar groups,
and thus the interaction form can be changed easily by altering the orientation of polar
groups. The binding sites of the selectivity filter are composed of the backbone car-
bonyl groups, which are polar groups. If the carbonyl groups can alter their orientation
simultaneously in a cooperative way, a concerted movement of ions can be induced.
To induce the cooperative motion of the carbonyl groups, the occupancy state in the
selectivity filter must be an alternative sequence of K
+
and water, i.e., a “K-W-K-W” or
“W-K-W-K” sequence. Water molecules plays an important role here. A water molecule
is also a polar molecule. When a water molecule sitting between two K
+
in the selec-
tivity filter, it has to rotate and flip to find the configuration of minimum energy. The
rotation and flip of the water molecule induce the carbonyl groups around it to change
their orientation, which then cause the translocation of K
+
and waters. The concerted
movement is a very dynamical picture; it is the result of a delicate cooperation among
K
+
, water molecules, and the carbonyl groups. Simulation methods like the free energy
perturbation or the umbrella sampling are superior on the free energy estimation though,
they can only make interpolation among static pictures. The steered molecular dynam-
ics simulation method is advantageous in revealing the dynamical parts of a reaction,
and complements the whole picture.
84
6. Reconstructing the potential of
mean force from SMD simulations
As introduced briefly in Chapter 3, the steered molecular dynamics simulation method is
inspired by the atomic force microscopy (AFM) technique. The original attempt of SMD
simulations is to reveal the microscopic process of AFM experiments [68]. However, these
two techniques indeed work on different time scales: in AFM experiments, unbinding
processes usually take place on the time scale of milliseconds to seconds, whereas SMD
simulations can cover only nanosecond time scale, which is at least 106 times smaller
than in AFM experiments. This implies that the mechanisms underlying the dissoci-
ation processes induced by these two methods are very different. AFM experiments
operate in a thermally activated regime, where a system remains in quasi-equilibrium
during the unbinding process, while SMD simulations operate in the drift regime, where
the unbinding rate is limited by friction. A significant amount of irreversible work is
generated by the fast manipulated reaction during SMD simulations. This work has to
be discounted from the reversible one in order to generate comparable thermodynamic
quantities.
The main purpose of employing micromanipulation methods in biomolecules studies is
to induce transitions from one equilibrium state to another. The manipulated transition
is an irreversible process where an extra work W is performed on the system. It has
been proved that the equilibrium free energy difference ∆G between two states can be
estimated from nonequilibrium processes by applying the Jarzynski identity [92, 93]:
〈exp[−W (x)/kBT ]〉 = exp[−∆G(x)/kBT ], (6.1)
in which 〈· · · 〉 denotes the ensemble average over many trajectories.
However, to derive the thermodynamic energy difference from the Jarzynski identity,
certain number of trajectories have to be generated to obtain reasonable statistics. Al-
ternative algorithm employed in SMD trajectory analyses includes the application of the
fluctuation-dissipation theorem, in which a fast manipulated process is represented by
a one-dimensional stochastic model [94, 95, 96]. A potential corresponding to a mean
force, U(x), along the selected pathway x can be reconstructed from the time series of
the position x(t) and the applied force F (x, t). An additional parameter, the friction
coefficient γ, is introduced here, and the accuracy of the above potential reconstruction
is usually limited by this parameter. The friction coefficient can be derived from the
velocity autocorrelation analysis.
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In this chapter, we employed the analysis based on the fluctuation-dissipation theorem
to reconstruct the potential of mean force along the ion permeation pathway.
6.1. The stochastic model
Assume that the dissociation process of a ligand-protein complex can be described by a
single reaction coordinate, which does not change when an external force is applied to
the system. When the time scale of the dissociation is long compared with the relaxation
times of all other degrees of freedom of the system, the friction coefficient γ between the
ligand and the protein can be taken as a time-independent parameter. With these two
assumptions, we can describe such a manipulated unbinding process by the Langevin
equation
mx¨ = −γx˙− dU
dx
+ F (x, t) + σξ(t), (6.2)
where x is the reaction coordinate of the unbinding process, U(x) is the associated
thermodynamic potential, F (x, t) is the applied force along the reaction path, γ is the
friction coefficient, ξ(t) represents the Gaussian white noise with correlation function
〈ξ(t)ξ(t′)〉 = δ(t− t′), and σ is the amplitude of the fluctuating forces. For large friction
coefficient, the second derivative term at the left hand side of Eq. (6.2) can be neglected.
Then we obtain the stochastic differential equation
γx˙ = −dU
dx
+ F (x, t) + σξ(t), (6.3)
According to the fluctuation-dissipation theorem, parameters γ and σ are related to
temperature as σ2 = 2kBTγ.
In the SMD simulation, an external force with the following functional form is applied
to the system
F (x, t) = k0(vt− x). (6.4)
It corresponds to attaching a symbolic spring with spring constant k0 to the ligand,
and dragging the spring along the reaction coordinate x with the constant velocity v.
According to the Boltzmann distribution of a harmonically bound particle, the position
fluctuation of the attached ligand is
δx ∼ (kBT/k0)1/2, (6.5)
and the fluctuation of the applied force is
δF ∼ (k0kBT )1/2. (6.6)
Therefore, a stiff spring with large spring constant confines the ligand fluctuating in a
small region of the binding pocket so that only local properties of the binding potential
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are sampled. Meanwhile, the fluctuation of the applied force is large. Whereas for a
soft spring with small spring constant, the ligand fluctuation is larger, and the force
fluctuation becomes small.
The position of the ligand can be written as x(t) = x0(t) + δx(t), in which x0(t)
represents the trajectory in the limit of zero noise, and δx(t) is the deviation of x0.
Substitute into Eq. (6.3), and we obtain
γ(x˙0 + δx˙) = −dU(x0 + δx)
dx
+ F (x0 + δx, t) + σξ(t). (6.7)
We can expand Eq.(6.7) in the power of δx. The zeroth order of the expansion is
γx˙0 = − d
dx
U(x0) + k0(vt− x0), (6.8)
and the first-order correction is
γδx˙ = −[k0 + d
2
dx20
U(x0)]δx + σξ(t). (6.9)
For a stiff spring, which means k0  |d2U/dx2|, the fluctuations δx are small according
to Eq. (6.5), so the higher-order corrections can be ignored, as well as the d2U(x0)/dx
2
0
term in Eq. (6.9). Equation (6.9) then becomes
γδx˙ = −k0δx + σξ(t), (6.10)
which is the Langevin equation for an overdamped harmonic oscillator. The character-
istic time τ in this system is
τ = γ/k0. (6.11)
When averaged over a time scale longer than τ , the position fluctuation δx is close to
zero, then we can replace x0(t) in Eq. (6.9) by the average position x¯(t) and get
γ ˙¯x ≈ −dU(x)
dx
+ k0(vt− x¯). (6.12)
For a stiff spring under the overdamped condition, the average velocity ˙¯x(t) is close to
v. We can then write Eq. (6.12) as
F¯ =
dU(x)
dx
+ γv, (6.13)
where F¯ = k0(vt− x¯).
According to Eq. (6.13), the binding potential U(x) can be obtained by integrating
over the average reaction coordinate x¯ by
U¯(x)− U(0) =
∫ x
0
dx′(F¯ − γv), (6.14)
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Figure 6.1.: Velocity autocorrelation function Cv(t) from simulation SMD1 (cross). The solid line is
the least squares fit of Eq. (6.18) which gives γ = 500 pN·ps/A˚.
so that the frictional contribution is discounted from the applied forces on reconstructing
the potential of mean force along the reaction pathway [95]. The friction coefficient γ
can be obtained by the velocity autocorrelation analysis.
Equation (6.14) is applied to the estimation of the unbinding energy in the following
SMD simulations. Higher order correction of reconstructing the potential of mean force
or data analyzing from multi SMD trajectories can be found in references [96, 97].
6.2. The velocity autocorrelation function
To evaluate the potential of mean force by employing Eq. (6.14), one needs to know
the friction coefficient γ. The friction coefficient can be determined by the velocity
autocorrelation function Cv(t)
Cv(t) =
〈[v(t′ + t)− 〈v〉][v(t′)− 〈v〉]〉
〈[v(t′)− 〈v〉]2〉 . (6.15)
The above equation is in the normalized form.
Since our system is in the strong friction regime, we assume that the potential U(x)
makes a negligible contribution to the velocity autocorrelation function. In our simula-
tions, the force term in Eq. (6.2) is
F (x, t) = k0(vt− x). (6.16)
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Then Eq. (6.2) can be written as
my¨ + γy˙ + k0y = σξ(t), (6.17)
where y is defined by y ≡ x− vt + γv/k0 [96].
Eq. 6.17 is in the same form as the Langevin equation describing the Brownian motion
in a harmonic potential. According to [98], the velocity autocorrelation function of such
a system is
Cv(t) = e
−γt/2m[cos
ωt
2
− γ
mω
sin
ωt
2
], (6.18)
where
ω ≡ [4k0
m
− ( γ
m
)2]1/2. (6.19)
Fig. 6.1 shows the velocity autocorrelation function Cv(t) and the nonlinear least-
squares fit using Eq. (6.18). The correlation function was determined by averaging over
a 100-ps trajectory from simulation SMD1. The figure shows that the relaxation time of
the system is shorter than 0.4 ps. The friction coefficient γ determined from the fitting
is equal to 442 pN·ps/A˚.
6.3. Energetics of ion permeation through the
selectivity filter
As described in section 6.1, the potential of mean force (PMF) along the permeation
pathway in the KcsA channel can be calculated from the steered MD simulation data
by employing stochastic models. According to Eq. (6.13) and Eq. (6.14), the PMF can
be calculated by the following formulas:
(
dU
dx
)x=vt = F¯ (t)− γv = dt
∆t
∆t/dt∑
j=0
F (jdt)− γv, (6.20)
U¯(x = vt) =
∆t/dt∑
j=0
(F¯ (jdt)− γv)vdt, (6.21)
where F [x(t), t] is the force applied to the target at time t, ∆t is a time period which
is long compared to the relaxation time of the system, but short compared to the total
unbinding time, v is the pulling velocity, and γ is the friction coefficient. F [x(t), t] is the
harmonic force with the pulling velocity of 0.015 A˚/ps in all SMD simulations. According
to the velocity autocorrelation analysis in the previous section, the friction coefficient γ
is 442 pNps/A˚. The relaxation time in our system is smaller than 1 ps (Fig. 6.1, and the
total unbinding time is about 300 to 400 ps (for K1). We take ∆t = 20 ps as the period
for averaging the force.
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The force exerted on ion K1 and the PMF U derived from it in single-ion SMD
simulation SMD1, SMD2, and SMD3 are shown in Fig. 6.2. In SMD1 and SMD3, two
peaks along the energy profile are shown. They correspond to the energy barrier between
binding site S1 and S0, and between S0 and the extracellular space. In SMD1 the barrier
height of the first peak is about 1.61 kcal mol−1, about three times of the thermal
energy (∼ 0.6 kcal mol−1 at 300 K), and the second peak is about 4.36 kcal mol−1.
In SMD3, the barriers height on the first and the second peaks are 3.17 kcal mol−1
and 4.43 kcal mol−1, respectively. In SMD2, in which the concerted movement did not
occur, the translocation of K1 is energetically difficult. The PMF shows a continuously
increasing barrier along the pathway of K1. The barrier height is 7.6 kcal mol−1, which
is almost the double of the height of the energy barrier in SMD1 and SMD3. The reason
is that when a K
+
translocates upward, the bindings between the K
+
and the carbonyl
oxygens below it must be broken off first. If there is a water molecule at the binding
site below it, then the carbonyl oxygens can easily bind to the water hydrogens instead,
and hence lower the energy barrier. In SMD2, W1 remained in S2 when K1 moved to
S0, that means no substitute to replace K1 to bind to the carbonyl oxygens of Tyr
78
when K1 moved upward, and therefore the free energy barrier is higher. The result from
our SMD simulations is comparable with the free energy obtained by using the umbrella
sampling method [91]. According to S. Berne´che and B. Roux, the free energy barrier
for a K
+
to move from S1 to the extracellular space is in the range of 0–5 kcal mol
−1,
depending on the configuration of the test, which is of the same order as our result.
In multi-ion SMD simulations, external dragging forces were applied to the three K
+
si-
multaneously. The electrostatic repulsion between ions in this scheme is stronger than in
single-ion SMD simulations. According to the conventional view of multi-ion mechanism,
the strong electrostatic repulsion is supposed to lower the energy barrier for ion translo-
cation. The force exerted on ion K1 and the corresponding PMF in multi-ion SMD simu-
lation SMD4, SMD5, and SMD6 are shown in Fig. 6.3. The first energy barriers for K1 in
the three SMD simulations are 2.41 kcal mol−1, 1.93 kcal mol−1, and 1.48 kcal mol−1, re-
spectively; and the second barriers are 2.20 kcal mol−1, 1.93 kcal mol−1, and 5.48 kcal mol−1,
respectively. The first energy barriers are not evidently smaller than in single-ion SMD
simulations; but the second barriers in SMD4 and SMD5 are less than the half of the
same barrier in single-ion SMD simulations. In SMD6, the barrier between S0 and the
extracellular space is two to three times higher than in the other two simulations. The
high energy barrier in SMD6 mainly comes from the deformation of the selectivity fil-
ter. The side chain of Asp80 of M4 dislocated, and thus the binding between Asp80 and
Gly79/WG79 was broken, as mentioned in section 4.6.2. In this condition, the binding
between K1 and the filter is stronger, and therefore the movement of K1 was impeded.
The PMF calculation for K1 in multi-ion SMD simulations seems to agree to the
hypothesis of multi-ion mechanism. Yet, the PMF for K2 and K3 reveal more about the
nature of multi-ion transportation. The PMF along the pathway of K2 and K3 in SMD4–
6 are shown in Fig. 6.4. In this figure, the z coordinates of the PMF are normalized to
the center of mass of the KcsA channel. The first barriers for K2 in SMD4, 5, and 6 are
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Figure 6.2.: The force exerted on K1 (left) and the derived potential of mean force (right) in the
single-ion SMD simulation SMD1, SMD2, and SMD3.
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Figure 6.3.: The force exerted on K1 (left) and the reconstructed PMF (right) in multi-ion SMD
simulation SMD4 (top), SMD5 (middle), and SMD6 (bottom).
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Figure 6.4.: The potential of mean force along the translocation path of the three K
+
in multi-ion
SMD simulations SMD4 (top), SMD5 (middle), and SMD6 (bottom). The perpendicular dashed lines
correspond to the average positions of carbonyl oxygens of the filter residue TVGYG (left to right).
The positions of K
+
and carbonyl oxygens have been normalized to the center of mass of the KcsA
channel.
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3.15 kcal mol−1, 1.91 kcal mol−1, and 0.19 kcal mol−1, respectively. After moving to S2,
the PMF for K2 keep increasing to over 10 kcal mol−1 in all three simulations. The high
energy barrier came from the particular orientation of W1. After the first translocation,
W1 oriented upward, i.e., ΩW ∼ 1 in all three multi-ion SMD simulations. With this
orientation, W1 is repulsive to K2, but attractive to K1. The binding between W1 and
K1 is very stable, as one can see from the fluctuation of ΩW in Fig. 5.10– 5.12. Water
molecules are important in the concerted transportation of ions. The tumbling motion
of water can induce the carbonyl groups to change their orientation. The strong binding
between W1 and K1 reduces the mobility of W1, and therefore has less perturbation
on the carbonyl groups. This configuration is unfavored for the upward translocation of
K2, as shown by the high energy barrier.
For K3, the first barriers in SMD4, 5, and 6 are 2.84 kcal mol−1, 1.6 kcal mol−1,
and 0.21 kcal mol−1, respectively; the second barriers are 6.72 kcal mol−1 in SMD4,
and 5.65 kcal mol−1 in SMD6; in SMD5, the PMF for K3 to move from S4 to S3 is
negative, though it had to move against the repulsion from K1 and K2. Same as K2,
the height of the energy barriers is related to the orientation of water molecule (W2)
between K2 and K3. In SMD4 and SMD6, W2 has a more upward orientation after the
first translocation, which creates the high energy barrier for K3 to move from S4 to S3.
The particular thing is the negative PMF that appeared in SMD5. In SMD5, when K3
entered the selectivity filter, W2 ran away from S4 to the cavity. Therefore, the binding
site between K2 and K3 is empty. Without the blockage of water, K3 can move to S3
freely. The electrostatic repulsion from K1 and K2 doesn’t seem to act on the movement
of K3.
Comparing the PMF among multi-ion SMD simulations, we found the energy barriers
for the first translocation of K2 and K3 in SMD6 are only about zero, which is lower
than in the other two simulations. The PMF seems to be sensitive to initial distances
between ions. The initial distances between K1 and K2 in SMD4–6 are 5.43 A˚, 5.67 A˚,
and 5.94 A˚, and between K2 and K3 are 6.39 A˚, 7.71 A˚, and 6.77 A˚, respectively. The
distances between K1 and K2 in SMD4 and SMD6 have a difference of 0.5 A˚, which is a
considerable quantity when comparing with the size of a binding site (∼3 A˚). The zero
translocation barriers imply that a spontaneous concerted movement of multiple ions is
possible, as occurred in the single-ion SMD simulations. We suggest that the concerted
transportation of multiple ions is the pathway of the lowest free energy in the configura-
tion space. As verified by the 2-D model in Chapter 5, the interaction energy is sensitive
to the variation of the interatomic distance and the relative orientation, i.e., sensitive
to the configurational variations. This indicates that the concerted transportation of
multiple ions must move along a very specific pathway in the configuration space. In
this case, the multi-ion SMD scheme may be too harsh to generate a “real” multi-ion
process.
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6.4. Summary
In this chapter, we have derived the potential of mean force along the permeation path-
way of ions in all single-ion and multi-ion SMD simulations. The results show that the
second translocation energy barriers for K2 and K3 in most multi-ion SMD simulations
are very high. The high energy barriers mainly come from the water molecules sitting
between ions. Water molecules are important in the concerted transportation of ions.
The water molecules between K1 and K2, and between K2 and K3 oriented upward
(i.e., ΩW > 0) after the first translocation. The water molecule with upward orientation
is repulsive to the ion below, but attractive to the ion above. With such orientation,
the water can bind to the ion above stably. The strong binding between the water and
the ion reduces the mobility of the water, and hence the water molecule generates less
perturbation to the surrounding carbonyl groups. This configuration is unfavored for
the upward movement of the ion below. Therefore the PMF for upward translocation is
high.
Comparing the results of single-ion and multi-ion SMD simulations, the approaching
of K2 and K3 reduced the translocation energy barrier for K1, as suggested in the multi-
ion mechanism. To accomplish the effective multi-ion transportation, the first thing is
to ‘have’ a multiply occupied state in the selectivity filter. Till now most free energy
studies of the multi-ion mechanism carried out on pre-defined multi-ion states [89, 91].
Same as in our multi-ion SMD simulations, the multi-ion occupancy state is manipu-
lated. The high energy barriers along the permeation pathway of K2 and K3 indicate
that to generate a multi-ion state in the selectivity filter is not a straightforward task.
The fact that the multi-ion transportation is dominated by the polar interactions implies
that it is sensitive to subtle configurational variations, like the interatomic distances and
the relative orientation. This implies that a multi-ion transportation moves along a very
specific pathway in the configuration space. To generate a more realistic, “dynamical”
multi-ion movement in simulations, we need better manipulation scheme and some mod-
ification of the simulation system, like employing the open conformation of a channel
and simulate the system in a high salt concentration environment.
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7. Summary
Multi-ion permeation is a general feature in the permeation process of potassium chan-
nels. In this study, the molecular mechanism of the multi-ion conduction is elucidated.
We found that K
+
and water molecules move concertedly while permeating through the
selectivity filter of the channel. This concerted movement is mediated by the carbonyl
groups of the backbone of residues lining the selectivity filter. The accomplishment of
this mechanism relies on the particular feature of the polar interaction. The backbone
carbonyl group is a polar group, as well as the water molecule. A polar group creates a
kind of bistable potential when there is a ion nearby. The ion can sit stably in one of the
potential wells. By changing the relative orientation of the polar group, the shape of the
bistable potential can be changed easily: one potential well becomes deeper and another
one shallower; at certain point, the barrier between the two potential wells vanishes com-
pletely, which turns the bistable potential unistable. By this means, the ions sitting in
one of the potential wells can easily move to another one by a minor perturbation. With
the proper arrangement, a sequence of ions lining in the channel pore can move from
one binding site to another simultaneously, like they move in an integral, such as the
concerted movement occurred in the single-ion SMD simulations shown in Chapter 5.
The proper arrangement includes: first, the positioning of the carbonyl groups. Both
the space between neighboring carbonyl groups and the distance between carbonyl
groups from the opposite monomers are crucial. Second, the occupancy state in the
selectivity filter must be an alternative sequence of K
+
and waters, i.e. a K-W-K-W or a
W-K-W-K sequence. Only then the interaction between carbonyl groups, K
+
, and water
molecules will fall in the same range and therefore can replace each other easily, which
makes the occurrence of the spontaneous concerted movement possible. The structure
of the selectivity filter itself offers the basis for the concerted movement of K
+
and water
molecules. In other words, the structure of the ion channel defines its function.
The potential of mean force calculation shows that the approaching of K2 and K3
reduced the translocation energy barrier for K1, i.e. the multi-ion transportation is
energetically more favored. To carry out the effective multi-ion transportation in potas-
sium channels, the selectivity filter must be occupied by multiple ions. However, the
high energy barriers along the permeation pathway of K2 and K3 indicate that to have a
multiply occupied state in the selectivity filter is not as straightforward as we expected
with our present system. The fact that the multi-ion transportation is dominated by
the polar interactions implies that it is sensitive to subtle configurational variations, like
the interatomic distances and the relative orientation. This implies that a multi-ion
transportation moves along a very specific pathway in the configuration space. To gen-
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erate energywise more realistic multiple ion transportation, the model system must be
improved, e.g. to simulate the system with a opened channel or in a high salt concen-
tration environment.
Finally, as described above, the structure of the selectivity filter is important to the
function of potassium channels. Despite the arrangement of the sequence of the channel
protein, the occupancy state in the selectivity filter also affects the stability of the filter
structure. As shown in one of the single-ion SMD simulations, the movement of the
water molecule in the selectivity filter induces the twist of the backbone of the filter,
which turns the selectivity filter to a dysfunctional state, same as the crystallographic
structure of the KcsA channel in low salt concentration. We can say that the functioning
of the channel sustains the protein structure as well.
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A. pKA values of ionizible amino
residues
Some amino acids have ionizable side-chains. That means when they are solvated in
solvent, their side-chains can be in different charged states. The pKA value of an amino
residue is a measure of its probability of being in a charged state under certain conditions.
It depends on several parameters from the environment like temperature, pH value,
microenvironment around the solute, etc.
The ionization equilibrium of a weak acid is given by
HA ⇀↽ H+ + A− (A.1)
The equilibrium constant K of this ionization is
K =
[H+][A−]
[HA]
(A.2)
The pK value of an acid is defined as
pK = −logK = log 1
K
(A.3)
And we already know the definition of pH value of a solution is
pH = log10
1
[H+]
= −log10[H+] (A.4)
One can derive the relationship between pH and pK values from equation (A.2)
1
[H+]
=
1
K
[A−]
[HA]
(A.5)
Take logarithm of both sides of equation (A.5)
log
1
[H+]
= log
1
K
+ log
[A−]
[HA]
(A.6)
substitute log 1/[H+] to pH and log 1/K to pK in equation (A.6) we get the so called
Henderson-Hasselbach equation
pH = pK + log
[A−]
[HA]
(A.7)
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Amino acid pKA value (25
◦C)
ASP 3.9
GLU 4.3
HIS 6.0
CYS 8.3
TYR 10.9
LYS 10.8
ARG 12.5
Table A.1.: pKA value of side-chain ionizable amino acids.
The pK value can be calculated if the molar proportion of A− to HA and the pH value
of the solution are known.
Table A.1 gives the typical pKA value of amino residues with ionizable side cahins:
In neutral pH, lysin and arginine are positively charged, and aspartic and glutamic
acid are negatively charged. The pKA value of the side chain of histidine is close to 7.0.
It can be either uncharged or positively charged, depending on its local environment.
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structure comparison
Conformation comparison is an important topic on bimolecular simulation. The main
subject of this calculation is to determine a proper transformation operator which gen-
erates the best superposition of the compared structures. The coordinate of a given
conformation is then translated by the operator and compared to the referenced one.
The criterion for the best superposition of two molecular conformations is that the sum
of the squared distances between corresponding atoms is minimal. The center of mass
of the structures under comparison are first moved the origin, then the rotation matrix
which generated the optimal superposition of the two coordinate sets is to be found.
However, the elements of the rotation matrix are not linearly independent, and some
iterative optimization procedures always occur. To solve this problem, a simple and
efficient algorithm using quaternion algebra has been developed by Mackay in 1984 [86]
and later been further improved by Kearsley [85].
A quaternion can be considered as a row matrix of four numbers or the combination
of a scalar with a 3D Cartesian vector;
Q = (q1, q2, q3, q4) ≡ [q1,q].
The product of two quaternions P and Q is also a quaternion and can be expressed by
matrix multiplication or through a combination of vector product:
PQ =


p1 −p2 −p3 −p4
p2 p1 −p4 p3
p3 p4 p1 −p2
p4 −p3 p2 p1




q1
q2
q3
q4


≡ [p1q1 − p · q, p1q + q1p + p ∧ q]. (B.1)
The norm squared of Q, |Q|2, is given by (q21 + q · q) and the inverse by [q1,−q]/|Q|2.
The norm of the product of two quaternions is equal to the product of their individual
norms, |PQ| = |P ||Q|. A unit quaternion Qˆ can be used as a rotation operator to
translate x to a new position xR as follows:
[0,xR] = Qˆ−1[0,x]Qˆ
= [0, q21x + (x · q)q + 2q1(x ∧ q)]. (B.2)
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xR = Rx
=

 q
2
1 + q
2
2 − q23 − q24 2(q2q3 + q1q4) 2(q2q4 − q1q3)
2(q2q3 − q1q4) q21 + q23 − q22 − q24 2(q3q4 + q1q2)
2(q2q4 + q1q3) 2(q3q4 − q1q2) q21 + q24 − q22 − q23



 xy
z

 ,
(B.3)
where vectors are treated as quaternions with zero scalar component.
Either Qˆ or R can be used for rotation. An advantage of using quaternion formulation
is that improper rotation is prevented, since the determinant of R, which reduced to
(q21 + q
2
2 + q
2
3 + q
2
4)
3, is always greater than zero.
However, without appropriate weighting scheme, applying a unit quaternion Qˆ doesn’t
minimize the sum of the squared distances between atoms, but rather the sum of angles
between tow coordinate sets. Therefore, instead of using a unit quaternion, a general
quaternion Q is used in Kearsley’s method. The difference between two comparing
structures after applying the transformation is defined as the residual quaternion [0, e],
where
[0, e] = [0,x
′
]−Q−1[0,x]Q. (B.4)
Q is determined by using corresponding atomic position vectors and minimizing the
sum of the squared magnitudes of the residual vectors
∑ |e|2 = ∑ |[0, e]|2. To solve the
problem algebraically, first multiply through by Q,
Q[0, e] = Q[0,x
′
]−QQ−1[0,x]Q = Q[0,x′]− [0,x]Q. (B.5)
then construct a least-squares residual function ε.
ε =
∑
|Q[0, e]|2 =
∑
|Q|2|e|2 = |Q|2
∑
|e|2
=
∑
|−q · (x′ − x), q1(x′ − x) + q ∧ (x′ + x)]|2. (B.6)
To prevent the transformed structure from expanding, the norm of Q is now constrained
to unity using the Lagrange multiplier procedure. The method is used to determine the
best plane through a set of points in the space. The residual function ε expressed in
terms of the quaternion components is given by
ε =
∑
{[q2(x′ − x) + q3(y′ − y) + q4(z′ − z)]2
+[q1(x
′ − x) + q3(z′ + z)− q4(y′ + y)]2
+[q1(y
′ − y) + q4(x′ + x)− q2(z′ + z)]2
+[q1(z
′ − z) + q2(y′ + y)− q3(x′ + x)]2}
+λ(1− q21 − q22 − q23 − q24). (B.7)
where λ is the Lagrange multiplier. The non-linear aspect of the least-squares refinement
has been moved to the λ multiplier. Differentiating ε with respect to each Q component
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and setting to zero, we find that the resulting equations can be organized as an eigenvalue
problem where xm = (x
′ − x), xp = (x′ + x) with similar definition for ym, yp, zm and zp.


∑
(x2m + y
2
m + z
2
m)
∑
(ypzm − ymzp)
∑
(xmzp − xpzm)∑
(ypzm − ymzp)
∑
(y2p + z
2
p + x
2
m)
∑
(xmym − xpyp)∑
(xmzp − xpzm)
∑
(xmym − xpyp)
∑
(x2p + z
2
p + y
2
m)∑
(xpym − xmyp)
∑
(xmzm − xpzp)
∑
(ymzm − ypzp)∑
(xpym − xmyp)∑
(xmzm − xpzp)∑
(ymzm − ypzp)∑
(x2p + y
2
p + z
2
m)




q1
q2
q3
q4

 = λ


q1
q2
q3
q4

 . (B.8)
Diagonalizing this symmetric matrix will give four orthogonal unit quaternions. The
eigenvalues is the value of the residual when applying the corresponding eigenvector to
transform the coordinate sets. The root-mean-squares deviation is given by
rmsd = (λ/n)1/2, (B.9)
where n is the number of atoms compared. The smallest eigenvalue gives the r.m.s.d. of
the optimal superposition of the compared structures.
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