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REPRESENTATIONS OF PRINCIPAL W -ALGEBRA FOR THE
SUPERALGEBRA Q(n)
ELENA POLETAEVA AND VERA SERGANOVA
Abstract. We classify irreducible representations of finite W -algebra of the queer
Lie superalgebra Q(n) associated with the principal nilpotent coadjoint orbits.
1. Introduction
In the classical case a finite We-algebra is a quantization of the Slodowy slice to
the adjoint orbit of a nilpotent element e of a semisimple Lie algebra g. Finite-
dimensional simple We-modules are used for classification of primitive ideals of U(g),
[7, 8, 9].
In the supercase the theory of the primitive ideals is even more complicated, [3]. It
is interesting to generalize Losev’s result to the supercase. One step in this direction
is to study representations of finite W -algebras for a Lie superalgebra g. In the
case when g = gl(m|n) and e is the even principal nilpotent, Brown, Brundan and
Goodwin classified irreducible representation ofWe and explored the connection with
the category O for g using coinvariants functor, [1, 2].
In this paper, we study representations of finiteW -algebras for the Lie superalgebra
Q(n) associated with the principal even nilpotent coadjoint orbit. Note that in this
case the Cartan subalgebra h of g = Q(n) is not abelian and contains a non-trivial
odd part. By our previous results ([12]), we realizeW as a subalgebra of the universal
enveloping algebra U(h). The main result of the paper is a classification of simple W -
modules (they are all finite-dimensional by [12]). The technique we use is completely
different from one used in [2] due to the lack of triangular decomposition of W in our
case. Instead we can describe the restriction of simple U(h)-modules to W and prove
that any simple W -module occurs as a constituent of this restriction.
Note that our results should have applications to classification of simple modules
for super Yangians of type Q. We also plan in a subsequent paper to study the
coinvariants functor from the category O for Q(n) to the category of W -modules.
Date: March 14, 2019.
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2. Notations and preliminary results
We work in the category of super vector spaces over C. All tensor products are
over C unless specified otherwise. By Π we denote the functor of parity switch
Π(X) = X ⊗ C0|1.
Recall that if X is a simple finite-dimensional A-module for some associative super-
algebra A, then EndA(X) = C or EndA(X) = C[ǫ]/(ǫ2 − 1), where the odd element
ǫ provides an A isomorphism X → Π(X). We say that X is of M-type in the former
case and of Q-type in the latter (see [6, 4]).
If X and Y are two simple modules over associative superalgebras A and B, we
define the A⊗ B-module X ⊠ Y as the usual tensor product if at least one of X , Y
is of M-type and the tensor product over C[ǫ] if both X and Y are of Q-type.
In this paper we consider the Lie superalgebra g = Q(n) defined as follows (see [5]).
Equip Cn|n with the odd operator ζ such that ζ2 = -Id. Then Q(n) is the centralizer
of ζ in the Lie superalgebra gl(n|n). It is easy to see that Q(n) consists of matrices
of the form
(
A B
B A
)
where A,B are n × n-matrices. We fix the Cartan subalgebra
h ⊂ g to be the set of matrices with diagonal A and B. By n+ (respectively, n−) we
denote the nilpotent subalgebras consisting of matrices with strictly upper triangular
(respectively, low triangular) A and B. The Lie superalgebra g has the triangular
decomposition g = n− ⊕ h⊕ n+ and we set b = n+ ⊕ h.
Denote by W the finite W -algebra associated with a principal1 even nilpotent
element ϕ in the coadjoint representation of Q(n). Let us recall the definition (see
[14]). Let {ei,j, fi,j | i, j = 1, . . . , n} denote the basis consisting of elementary even
and odd matrices. Choose ϕ ∈ g∗ such that
ϕ(fi,j) = 0, ϕ(ei,j) = δi,j+1.
Let Iϕ be the left ideal in U(g) generated by x−ϕ(x) for all x ∈ n−. Let π : U(g)→
U(g)/Iϕ be the natural projection. Then
W = {π(y) ∈ U(g)/Iϕ | ad(x)y ∈ Iϕ for all x ∈ n−}.
Using identification of U(g)/Iϕ with the Whittaker module U(g)⊗U(n)Cϕ ≃ U(b)⊗C
we can consider W as a subalgebra of U(b). The natural projection ϑ : U(b)→ U(h)
with the kernel n+U(b) is called the Harish-Chandra homomorphism. It is proven in
[12] that the restriction of ϑ to W is injective.
The center of U(g) is described in [16]. Set
ξi := (−1)i+1fi,i, xi := ξ2i = ei,i,
then
U(h) ≃ C[ξ1, . . . , ξn]/(ξiξj + ξjξi)i<j≤n.
1There is a unique open orbit in the nilpotent cone of the coadjoint representation, elements of
this orbit are called principal.
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The center of U(h) coincides with C[x1, . . . , xn] and the image of the center of
U(g) under the Harish-Chandra homomorphism is generated by the polynomials
p2k+1 = x
2k+1
1 + · · ·+ x2k+1n for all k ∈ N. These polynomials are called Q-symmetric
polynomials.
In [12] we proved that the center Z of W coincides with the image of the center of
U(g) and hence can be also identified with the ring of Q-symmetric polynomials.
3. The structure of W -algebra
Using Harish-Chandra homomorphism we realize W as a subalgebra in U(h). It
is shown in [12] that W has n even generators z0, . . . , zn−1 and n odd generators
φ0, . . . φn−1 defined as follows. For k ≥ 0 we set
(3.1) φ0 :=
n∑
i=1
ξi, φk := T
k(φ0),
where the matrix of T in the standard basis ξ1, . . . , ξn has 0 on the diagonal and
(3.2) tij :=
{
xj if i < j,
−xj if i > j.
For odd k ≤ n− 1 we define
(3.3) zk := [
∑
i1≥i2≥...≥ik+1
(xi1 + (−1)kξi1) · · · (xik − ξik)(xik+1 + ξik+1)]even,
and for even k ≥ 0 we set
(3.4) zk :=
1
2
[φ0, φk].
Let W0 ⊂ W be the subalgebra generated by z0, . . . , zn−1. By [12] Theorem 6.6,
W0 is isomorphic to the polynomial algebra C[z0, . . . , zn−1]. Furthermore there are
the following relations
(3.5) [φi, φj] =
{
(−1)i2zi+j if i+ j is even
0 if i+ j is odd
Define the Z-grading on U(h) by setting the degree of ξi to be 1. It induces the
filtration on W , for every y ∈ W we denote by y¯ the term of the highest degree.
Note that for even k, we have zk = z¯k. Moreover, zk is in the image under
the Harish-Chandra map of the center of the universal enveloping algebra U(Q(n)).
Therefore by [16] z2p is a Q-symmetric polynomial in C[x1, . . . , xn] of degree 2p+ 1.
For example,
z0 = x1 + · · ·+ xn, z2 = 1
3
(
(x31 + · · ·+ x3n)− (x1 + · · ·+ xn)3
)
.
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For odd k the leading term is given by the complete symmetric polynomial
z¯k =
∑
i1≥i2≥...≥ik+1
xi1 · · ·xik+1.
Lemma 3.1. (1) grW0 is isomorphic to the algebra of symmetric polynomials
C[x1, . . . , xn]
Sn = C[z¯0, . . . , z¯n−1] and the degree of z¯k is 2k + 2;
(2) U(h) is a free right W0-module of rank 2
nn!.
Proof. Since z¯0, . . . , z¯n−1 are algebraically independent generators of C[x1, . . . , xn]
Sn
we obtain (1).
It is well-known fact that C[x1, . . . , xn] is a free C[x1, . . . , xn]
Sn-module of rank n!,
see, for example, [17] Chapter 4. Since U(h) is a free C[x1, . . . , xn]-module of rank 2
n
we get that U(h) is a free C[x1, . . . , xn]
Sn-module of rank m = 2nn!. Let us choose a
homogeneous basis b1, . . . , bm of U(h) over C[x1, . . . , xn]
Sn. We claim that it is a basis
of U(h) as a right module over W0. Indeed, let us prove first the linear independence.
Suppose
m∑
j=1
bjyj = 0
for some yj ∈ W0. Let k = max{degyj + degbj |j = 1, . . . , m}. If J = {j | degyj +
degbj = k} we have
∑
j∈J b¯jyj = 0. By above this implies y¯j = 0 for all j ∈ J and we
obtain all yj = 0. On the other hand, it follows easily by induction on degree that
U(h) =
∑m
j=1 bjW0. The proof of (2) is complete. 
Consider U(h) as a free U(h0¯)-module and letW1 denote the free U(h0¯)-submodule
generated by ξ1, . . . , ξn. Then W1 is equipped with U(h0¯)-valued symmetric bilinear
form B(x, y) = [x, y].
Lemma 3.2. Let p(x1, . . . , xn) :=
∏
i<j(xi + xj) and Γ denotes the Gramm matrix
B(φi, φj). Then det Γ = cp
2x1 · · ·xn, where c is a non-zero constant.
Proof. Recall that φk = T
kφ0. Since the matrix of the form B in the basis ξ1, . . . , ξn
is the diagonal matrix C = diag(x1, . . . , xn), then Γ = Y
tCY , where Y is the square
matrix such that φi =
∑n
j=1 yijξj. Hence det Γ = x1 · · ·xn det Y 2. Since B(φi, φj)
is a symmetric polynomial in x1, . . . , xn, the determinant of Γ is also a symmetric
polynomial. The degree of this polynomial is n2. Therefore it suffices to prove that
(x1 + x2)
2 divides det Γ, or equivalently x1 + x2 divides det Y . In other words, we
have to show that if x1 = −x2, then φ0, . . . , φn−1 are linearly dependent. Indeed, one
can easily see from the form of T that the first and the second coordinates of T kφ0
coincide, hence φ0, Tφ0, . . . , T
n−1φ0 are linearly dependent. 
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We also will use another generators in W introduced in [13], Corollary 5.15:
uk(0) := [
∑
1≤i1<i2<...<ik≤n
(xi1 + (−1)k+1ξi1) · · · (xik−1 − ξik−1)(xik + ξik)]even,(3.6)
uk(1) := [
∑
1≤i1<i2<...<ik≤n
(xi1 + (−1)k+1ξi1) · · · (xik−1 − ξik−1)(xik + ξik)]odd.
For convenience we assume uk(0) = uk(1) = 0 for k > n.
Let i + j = n. We have the natural embedding of the Lie superalgebras Q(i) ⊕
Q(j) →֒ Q(n). If hr denotes the Cartan subalgebra of Q(r), the above embedding
induces the isomorphism
(3.7) U(h) ≃ U(hi)⊗ U(hj).
The following lemma implies that we have also the embedding of W -algebras.
Lemma 3.3. Let i+ j = n. Then W is a subalgebra in the tensor product W i⊗W j ,
where W r ⊂ U(hr) denotes the W -algebra for Q(r).
Proof. Introduce generators in W i and W j :
u+k (0) := [
∑
1≤i1<i2<...<ik≤i
(xi1 + (−1)k+1ξi1) · · · (xik−1 − ξik−1)(xik + ξik)]even,(3.8)
u+k (1) := [
∑
1≤i1<i2<...<ik≤i
(xi1 + (−1)k+1ξi1) · · · (xik−1 − ξik−1)(xik + ξik)]odd.
u−k (0) := [
∑
i+1≤i1<i2<...<ik≤n
(xi1 + (−1)k+1ξi1) · · · (xik−1 − ξik−1)(xik + ξik)]even,(3.9)
u−k (1) := [
∑
i+1≤i1<i2<...<ik≤n
(xi1 + (−1)k+1ξi1) · · · (xik−1 − ξik−1)(xik + ξik)]odd.
Then for d, e, f ∈ Z/2Z we have
(3.10) uk(d) =
∑
e+f=d
∑
a+b=k
(−1)ebu+a (e)u−b (f).
Here we assume u±0 (0) = 1 and u
±
0 (1) = 0. 
Corollary 3.4. If i1 + · · ·+ ip = n, then W is a subalgebra in W i1 ⊗ · · · ⊗W ip.
4. Irreducible representations of W
4.1. Representations of U(h). Let s = (s1, . . . , sn) ∈ Cn. We call s regular if si 6= 0
for all i ≤ n and typical if si + sj 6= 0 for all i 6= j ≤ n.
It follows from the representation theory of Clifford algebras that all irreducible
representations of U(h) up to change of parity can be parameterized by s ∈ Cn.
Indeed, let M be an irreducible representation of U(h). By Schur’s lemma every xi
acts on M as a scalar operator si Id. Let Is denote the ideal in U(h) generated by
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xi − si, then the quotient algebra U(h)/Is is isomorphic to the Clifford superalgebra
Cs
2 associated with the quadratic form:
Bs(ξi, ξj) = δijsi.
Then M is a simple Cs-module.
The radical Rs of Cs is generated by the kernel of the form Bs. Let m(s) be
the number of non-zero coordinates of s, then Cs/Rs is isomorphic to the matrix
superalgebraM(2
m
2
−1|2m2 −1) for evenm and to the superalgebraM(2m−12 )⊗C[ǫ]/(ǫ2−
1) for odd m.
Therefore Cs has one (up to isomorphism) simple Z2-graded module V (s) of type Q
for odd m(s), and two simple modules V (s) and ΠV (s) of type M for even m(s) (see
[10]). In the case when s is regular, the form Bs is non-degenerate and the dimension
of V (s) equals 2k, where k = ⌈n/2⌉. In general, dimV (s) = 2⌈m(s)/2⌉.
Consider the embedding Q(p)⊕Q(q) →֒ Q(n) for p+ q = n and the isomorphism
(3.7). It induces an isomorphism of U(h)-modules
(4.1) V (s) ≃ V (s1, . . . , sp)⊠ V (sp+1, . . . , sn).
4.2. Restriction from U(h) to W . We denote by the same symbol V (s) the re-
striction to W of the U(h)-module V (s).
Proposition 4.1. Let S be a simple W -module. Then S is a simple constituent of
V (s) for some s ∈ Cn.
Proof. Since W0 is commutative and S is finite-dimensional, there exists one di-
mensional W0-submodule Cν ⊂ S with character ν. Therefore S is a quotient of
IndWW0 Cν . On the other hand, the embedding W →֒ U(h) induces the embedding
IndWW0 Cν →֒ IndU(h)W0 Cν . Thus, S is a simple constituent of ResW Ind
U(h)
W0
Cν . By
Lemma 3.1, Ind
U(h)
W0
Cν is finite-dimensional, and hence has simple U(h)-constituents
isomorphic to V (s) for some s. Hence S must appear as a simple W -constituent of
some V (s). 
4.3. Typical representations.
Theorem 4.2. If s is typical, then V (s) is a simple W -module.
Proof. First, we assume that s is regular, i.e. si 6= 0 for all i = 1, . . . , n. The
specialization xi 7→ si induces an injective homomorphism θs : W/(Is ∩ W ) →֒ Cs
and a specialization of the quadratic form B 7→ Bs. By Lemma 3.2 det Γ(s) 6=
0. Therefore Bs is non-degenerate and θs is an isomorphism. Thus, V (s) remains
irreducible when restricted to W .
If s is typical non-regular, there is exactly one i such that si = 0. Let s
′ =
(s1, . . . , si−1, si+1, . . . sn). Note that (θs(ξi)) is a nilpotent ideal of Cs and hence ξi acts
by zero on V (s). Then V (s) is a simple module over the quotient Cs′ ≃ Cs/(θs(ξi)).
2We consider Clifford algebras as superalgebras with the natural Z2-grading
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Recall Y from the proof of Lemma 3.2 and let Y ′ denote the minor of Y obtained by
removing the i-th column and the i-th row. Then
φk =
∑
j 6=i
y′kjξjmod (ξi).
Hence θs(φ0), . . . , θs(φn−1) generate Cs′ ≃ Cs/(θs(ξi)) and the statement follows from
the regular case for n− 1. 
4.4. Simple W -modules for n = 2. Let n = 2, then by Theorem 4.2 V (s) is simple
as W -module if s1 6= −s2. The action of U(h) in V (s1, s2) is given by the following
formulas in a suitable basis:
ξ1 7→
(
0
√
s1√
s1 0
)
, ξ2 7→
(
0
√
s2i
−√s2i 0
)
.
Note that W is generated by φ0, φ1, z0 and z
′
1, where z
′
1 := u2(0). Using
φ0 = ξ1 + ξ2, φ1 = x2ξ1 − x1ξ2, z0 = x1 + x2, z′1 = x1x2 − ξ1ξ2
we obtain the following formulas for the generators of W :
(4.2)
φ0 7→
(
0
√
s1 +
√
s2i√
s1 −√s2i 0
)
, φ1 7→ √s1s2
(
0
√
s2 −√s1i√
s2 +
√
s1i 0
)
,
(4.3) z0 7→ (s1 + s2)Id, z′1 7→
(
s1s2 +
√
s1s2i 0
0 s1s2 −√s1s2i
)
.
Assume that s1 = −s2. If s1, s2 = 0 then V (s) is isomorphic to C⊕ ΠC, where C is
the trivial module. If s1 6= 0, we choose √s1,√s2 so that √s2 = √s1i. Note that the
choice of sign controls the choice of the parity of V (s). The following exact sequence
easily follows from (4.2) and (4.3):
(4.4) 0→ ΠΓ−s2
1
+s1 → V (s)→ Γ−s21−s1 → 0,
where Γt is the simple module of dimension (1|0) on which φ0, φ1 and z0 act by zero
and z′1 acts by the scalar t. The sequence splits only in the case s1 = 0, when Γ0 ≃ C
is trivial. Thus, using Proposition 4.1, Theorem 4.2, and (4.4) we obtain
Lemma 4.3. If n = 2, then every simple W -module is isomorphic to one of the
following
(1) V (s1, s2) or ΠV (s1, s2) for s1 6= −s2, s1, s2 6= 0;
(2) V (s, 0) if s 6= 0;
(3) Γt or ΠΓt.
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4.5. Invariance under permutations.
Theorem 4.4. Let s′ = σ(s) for some permutation of coordinates.
(1) If s is typical, then V (s) is isomorphic to V (s′) as a W -module.
(2) If s is arbitrary, then [V (s)] = [V (s′)] or [ΠV (s′)], where [X ] denotes the class of
X in the Grothendieck group.
Proof. First, we will prove the statement for n = 2. Assume first that s2 6= −s1. In
this case V (s1, s2) is a (1|1)-dimensional simple W -module.
Let
D =
(√
s2 +
√
s1i 0
0
√
s1 +
√
s2i
)
.
Then by direct computation we have
Dφ0D
−1 =
(
0
√
s2 +
√
s1i√
s2 −√s1i 0
)
and
Dφ1D
−1 =
√
s1s2
(
0
√
s1 −√s2i√
s1 +
√
s2i 0
)
.
Therefore D defines an isomorphism between V (s1, s2) and V (s2, s1).
Now consider the case s1 = −s2. Then the structure of V (s1,−s1) is given by the
sequence (4.4). Let V (s′) = V (−s1, s1), then analogously we have the exact sequence
(4.5) 0→ ΠΓ−s2
1
−s1 → V (s′)→ Γ−s21+s1 → 0.
The statement (2) now follows directly from comparison of (4.4) and (4.5). Now we
will prove the statement for all n. Note that it suffices to consider the case of the
adjacent transposition σ = (i, i+ 1).
The embedding of Q(i−1)⊕Q(2)⊕Q(n−i−1) into Q(n) provides the isomorphism
U(h) ≃ U(h−)⊗ U(h0)⊗ U(h+),
where h−, h0 and h+ are the Cartan subalgebras of Q(i − 1), Q(2) and Q(n− i− 1)
respectively. Using twice the isomorphism (4.1) we obtain the following isomorphism
of U(h)-modules
V (s) ≃ (V (s1, . . . , si−1)⊠ V (si, si+1))⊠ V (si+2, . . . , sn).
Suppose that si 6= −si+1. Let Di,i+1 = 1 ⊗D ⊗ 1. By Corollary 3.4 we have that
W is a subalgebra in W i−1⊗W 2⊗W n−i−1 and hence Di,i+1 defines an isomorphism
of W -modules V (s) and V (s′).
If si = −si+1, then the statement follows from (4.4) and (4.5). This completes the
proof of the theorem.

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4.6. Construction of simple W -modules. Now we give a general construction
of a simple W -module. Let r, p, q ∈ N and r + 2p + q = n, t = (t1, . . . , tp) ∈ Cp,
t1, . . . , tp 6= 0, and λ = (λ1, . . . , λq) ∈ Cq, λ1, . . . , λq 6= 0, such that λi + λj 6= 0
for any 1 ≤ i 6= j ≤ q. Recall that by Corollary 3.4 we have an embedding W →֒
W r ⊗ (W 2)⊗p ⊗W q. Set
S(t, λ) := C⊠ Γt1 ⊠ · · ·⊠ Γtp ⊠ V (λ),
where the first term C in the tensor product denotes the trivial W r-module. For
q = 0 we use the notation S(t, 0).
Lemma 4.5. All uk(1) act by zero on S(t, 0). The action of uk(0) is given by the
formula
uk(0) =
{
0 for odd k, and for k > 2p,
σk
2
(t1, . . . , tp) for even k,
where σa denote the elementary symmetric polynomials, 0 ≤ a ≤ p.
Proof. The first assertion is trivial. We prove the second assertion by induction on p.
For p = 1 it is a consequence of the definition of Γt for Q(2). For p > 1 we consider
the embedding Q(n− 2)⊕Q(2) →֒ Q(n). The formula (3.10) degenerates to
uk(0) = u
+
k (0)⊗ 1 + u+k−1(0)⊗ z0 + u+k−2(0)⊗ z′1.
As z0 acts by zero on Γtp the statement now follows from the obvious identity
σk
2
(t1, . . . tp) = σk
2
(t1, . . . tp−1) + tpσk
2
−1(t1, . . . tp−1).

Theorem 4.6. (1) S(t, λ) is a simple W -module;
(2) Every simple W -module is isomorphic to S(t, λ) up to change of parity.
Remark 4.7. By construction, if q is odd then S(t, λ) is of type Q and of dimension
2
q+1
2 . If q is even then S(t, λ) is of type M and of dimension 2
q
2 .
Proof. Let u−k (d), d ∈ Z/2Z, 1 ≤ k ≤ n be as in (3.9) where indices are taken in the
interval [n − q + 1, n]. If q = 0 we set u−k (0) = 1 and u−k (1) = 0. Using Lemma 4.5
and formula (3.10) we can easily write the action of uk(d) in S(t, λ) in terms of u
−
k (d)
after identifying S(t, λ) with V (λ):
(4.6) uk(d) =
∑
2a+j=k
σa(t1, . . . , tp)u
−
j (d),
From these formulas we see that u−k (d) and uk(d) generate the same subalgebra in
EndC(V (λ)). By Theorem 4.2 this proves irreducibility of S(t, λ).
To show (2) we use Proposition 4.1. Every simple W -module is a subquotient of
V (s). By Theorem 4.4 (2) we may assume that s1 = · · · = sr = 0, si 6= 0 for i > r,
sr+1 = −sr+2, . . . , sr+2p−1 = −sr+2p. We can compute W r ⊗ (W 2)⊗p ⊗ W q-simple
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constituents of V (s). They are S(t, λ) (up to change of parity) with tj = −s2r+2j±sr+2j
and λi = sr+2p+i. By (1) S(t, λ) remains simple when restricted to W . Hence the
statement. 
4.7. Central characters. Recall that the center of U(Q(n)) coincides with the cen-
ter Z ofW , see Section 2. Every s defines the central character χs : Z → C. Further-
more, Theorem 4.6 (2) implies that every simple W -module admits central character
χs for some s. For every s = (s1, . . . , sn) we define the core c(s) = (si1 , . . . , sim)
as a subsequence obtained from s by removing all sj = 0 and all pairs (si, sj) such
that si + sj = 0. Up to a permutation this result does not depend on the order of
removing. Thus, the core is well defined up to permutation. We call m the length of
the core. The notion of core is very useful for describing the blocks in the category
of finite-dimensional Q(n)-modules, see [11] and [15].
Example 4.8. Let s = (1, 0, 3,−1,−1), then c(s) = (3,−1).
The following is a reformulation of the central character description in [16].
Lemma 4.9. Let s, s′ ∈ Cn. Then χs = χs′ if and only if s and s′ have the same
core (up to permutation).
It follows from Lemma 4.9 that the core depends only on the central character χs,
we denote it c(χ). By Theorem 4.4 we obtain the following.
Corollary 4.10. Let χ : Z → C be a central character with core c(χ) of length m.
Then Wm-module V (c(χ)) is well-defined. From now on we denote it by V (χ) and
call it the core representation.
The category W − mod of finite dimensional W -modules decomposes into direct
sum
⊕
W χ − mod, where W χ − mod is the full subcategory of modules admitting
generalized central character χ.
Lemma 4.11. A simple W -module S belongs to W χ − mod if and only if it is
isomorphic to S(t, λ) with λ = c(χ).
Proof. We have to compute the central character of S(t, λ). For a Q-symmetric
polynomial pk = x
2k+1
1 + · · ·+ x2k+1n we have pk(t, λ) = λ2k+11 + · · ·+ λ2k+1q . Since pk
generate the center of W the statement follows. 
Proposition 4.12. Two simple modules S(t, λ) and S(t′, λ′) are isomorphic if and
only if t′ = σ(t) and λ′ = τ(λ) for some σ ∈ Sp and τ ∈ Sq.
Proof. First, (4.6) and Theorem 4.4 imply the “if” statement. To prove the “only
if” statement, assume that S(t, λ) and S(t′, λ′) are isomorphic. Then these modules
admit the same central character. Therefore by Lemma 4.11 λ′ = τ(λ) for some
τ ∈ Sq. Hence without loss of generality we may assume that λ′ = λ. Denote by tr x
and tr′ x the trace of x ∈ W in S(t, λ) and S(t′, λ) respectively. Then we must have
truk(0) = tr
′ uk(0).
REPRESENTATIONS OF PRINCIPAL W -ALGEBRA FOR THE SUPERALGEBRA Q(n) 11
Using the formula (4.6) we get
truk(0) =
∑
2a+j=k
σa(t1, . . . , tp) trV (λ) u
−
j (0),
tr′ uk(0) =
∑
2a+j=k
σa(t
′
1, . . . , t
′
p) trV (λ) u
−
j (0).
Let bj := trV (λ) u
−
j (0). Then the above implies
σa(t1, . . . , tp)b0 + σa−1(t1, . . . , tp)b2 + · · ·+ σ0(t1, . . . , tp)b2a =
σa(t
′
1, . . . , t
′
p)b0 + σa−1(t
′
1, . . . , t
′
p)b2 + · · ·+ σ0(t′1, . . . , t′p)b2a,
where we assume bi = 0 for i > q. Since b0 = dim V (λ) 6= 0 the above equations
imply σa(t1, . . . , tp) = σa(t
′
1, . . . , t
′
p) for all a = 1, . . . , p. Therefore t
′ = σ(t) for some
σ ∈ Sp. 
We denote by P l the subcategory of W l-modules which admit trivial generalized
central character.
Lemma 4.13. Let χ : Z → C be a central character with core c(χ) of length m.
Then the functor W n−m−mod→ W −mod defined by F (M) = ResW (M ⊗ V (χ)) 3
restricts to the functor Φ : Pn−m → W χ −mod. Furthermore, Φ is an exact functor
which sends a simple object to a simple object.
Proof. The first assertion is immediate consequence of Lemma 4.11 and the second
follows from the construction of S(t, λ). 
Conjecture 4.14. The functor Φ : Pn−m → W χ − mod defines an equivalence of
categories.
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