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Each of the three chapters included here attempts to meet a dierent comput-
ing challenge that presents itself in the context in Bayesian statistics. The rst
deals with the diculty of evaluating the computationally-expensive likelihood
functions that arise from models that include Gaussian random eld components.
This challenge can be mitigated by introducing sparsity into the covariance ma-
trix in a principled way. Chapter 1 analyzes the properties of estimates, including
Bayesian-like estimates, based on this \tapering" strategy. The second challenge is
how to design good MCMC samplers. Chapter 2 explores an adaptive Metropolis
Hastings sampler, motivating why such adaptation is needed, and demonstrating
its ecacy. Chapter 2 concludes by comparing the eciency of adaptively-tuned
Metropolis samplers to three very popular MCMC algorithms, demonstrating that
besides having the attractive properties of simplicity and almost unlimited exi-
bility, adaptively-tuned Metropolis samplers are also extremely ecient. Finally,
the third challenge is endowing hierarchical models with the ability to represent
conditional mean structures that are complicated, unknown functions of very many
covariates. Chapter 3 describes how this is accomplished through the HEBBRU
framework, whereby data mining methods are embedded into hierarchical models
and t using an approximate Gibbs sampler.BIOGRAPHICAL SKETCH
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viiiCHAPTER 1
TAPERED COVARIANCE: BAYESIAN ESTIMATION,
ASYPTOTICS, AND APPLICATIONS
1.1 Introduction
The idea of covariance tapering was introduced as a way to mitigate the compu-
tational burdens required for calculating statistically-relevant quantities involving
large covariance matrices arising from spatial data. These computations typically
require O(n3) operations, where n is the number of spatial observations. The idea
behind tapering is to introduce, in a principled way, many zeros into the covariance
matrices, enabling the use of sparse matrix algorithms, which have computational
complexities that are generally functions of the number of non-zero elements in
the matrix.
Tapering has been studied as a way to speed up computations required for op-
timal spatial prediction (Furrer et al. 2006; Furrer and Sain 2008) and for Kalman
lter updates (Furrer and Bengtsson 2007). Kaufman (2006) and Kaufman et al.
(2008) introduced the maximum tapered likelihood estimate as a way to use ta-
pered covariance matrices to quickly estimate covariance function parameters. Du
and Zhang (2009) and Zhang and Du (2008) further explicated the properties of
these estimators. In addition, Kaufman (2006) discussed approximating Bayesian
estimation using tapered likelihood functions.
Here, we examine the behavior of both maximum tapered likelihood estimators,
as well as what we will call tapered quasi-Bayesian estimators (we use the term
quasi-Bayesian here despite its previous introduction in Berger (2000) to describe,
pejoratively, something completely dierent).
Tapering is not the only approach that has been proposed to quickly compute
1approximations to the likelihood function for large spatial datasets. When the
data are sampled on a regular spatial grid, the resulting structure of the covari-
ance matrix may be exploited to increase computational eciency (Whittle 1954;
Zimmerman 1989). When one is not so lucky as to have gridded observations, it is
possible to integrate them onto a latent grid and use Fourier transform methods
for approximate inference (Fuentes 2007). Another approach for non-gridded data
is to factor the full likelihood into conditional likelihoods that ignore dependence
on far-away observations (Vecchia 1988; Stein et al. 2004). Composite likelihood
approaches have also been considered (Heagerty and Lele 1998; Curriero and Lele
1999).
Here, like Kaufman (2006), Kaufman et al. (2008), Du and Zhang (2009), and
Zhang and Du (2008), we study the use of tapering for parameter estimation. In-
deed, the present study may be seen as a follow-up to these works, and makes use
of some of the proof techniques contained in Kaufman (2006) and Kaufman et al.
(2008). Unlike the previous works, which introduced the method and considered
the asymptotic behavior of tapering with the popular Mat ern covariance function,
we do not restrict ourselves to a single covariance model. We also devote consider-
ably more theoretical attention to the quasi-Bayesian perspective than Kaufman
(2006).
In addition, while the previous asymptotic studies of the maximum tapered
likelihood estimator are as much results on inconsistency as they are on consistency
(see Section 1.2.1), we provide proofs for consistency and asymptotic normality
of both the maximum tapered likelihood estimator and tapered quasi-Bayesian
estimators. The key reason for the stronger results presented here is that we
consider a dierent type of asymptotic regime.
Asymptotics for random elds, unlike the case of asymptotics for independent
2data, are somewhat ill-dened because the manner in which sample points are
added such that their number increases to innity is not clear cut. There are
two standard approaches to increasing the number of observations toward innity
(Cressie 1991). The rst is called increasing-domain asymptotics, where the do-
main expands in spatial extent, while the sampling density stays constant. The
second is called inll, or xed-domain, asymptotics, where the domain stays con-
stant, while the sampling density increases to innity.
For spatial prediction, Stein (1999, Chapter 3.3) prefers inll asymptotics, ar-
guing essentially that because the usual goal for spatial prediction is interpolation,
and it is reasonable to posit that the denser the sample gets, the better the interpo-
lation ought to get, we are led towards xed-domain asymptotics. For parameter
estimation, however, the situation is somewhat dierent in that it is not imme-
diately clear which asymptotics better represents the case of innitely-increasing
information.
The maximum likelihood estimator for the parameters of popular covariance
models has been studied under both types of asymptotics. Mardia and Marshall
(1984) showed that the maximum likelihood estimate is consistent and asymptoti-
cally normal for many covariance models under asymptotic sampling that includes
increasing domain asymptotics as a special case. On the other hand, Zhang (2004)
proved that the usual parameters of the popular Mat ern covariance model are not
consistently estimable under inll asymptotics. The parameter estimation ana-
logue to Stein (1999)'s argument for prediction, then, seems to be that because
information increases innitely in the case of increasing-domain asymptotics, we
might prefer this scheme over xed-domain asymptotics, where information does
not increase to innity as the number of sample points increases to innity. In
addition, relative to inll, results concerning expanding domain asymptotics are
3available for a much more general cases.
In terms of how well the limiting distributions under the two asymptotic regimes
approximate their nite-sample correspondents, Zhang and Zimmerman (2005)
found that inll asymptotics are preferable in some situations. However, as we
will see from the simulations in Section 1.2.2, as long as the spatial extent of
the sampling region is large compared to the range of dependence of the process,
increasing-domain asymptotics provide a very accurate description of the behavior
of the maximum tapered likelihood estimate.
More concretely, let Z(s), be a Gaussian random eld, where s is a location in-
dex that varies continuously over a domain D. Suppose also that we have observed
Z at n locations s1;:::;sn. The covariance between measurements at two locations
Cov(Z(si);Z(sj)) = C(;si;sj) is assumed to be a function of only the locations
themselves, and is known up to a parameter . We will further assume that Z(s)
is second order stationary and, for simplicity, has mean zero. For convenience,
Z(s) may also be assumed to be isotropic, so that C(;si;sj) = C(;hij), where
hij = ksi   sjk, although this assumption may be dropped.
The log likelihood of Zn, a vector of n observations of Z(s), is
`n(;Zn) =  
1
2
log(jn()j)  
1
2
Z
0
nn()
 1Zn; (1.1)
up to an additive constant, where ij;n() = C(;hij).
Dependence of `n(;Zn) and n() on  will from here on be suppressed for
convenience. Also, for a matrix A, A0 will refer to the transpose of A. The
notation _ f will refer to the vector of rst derivatives of the scalar function f, and  f
will refer to the matrix of second derivatives of f. All derivatives are with respect
to the vector .
Let t(L;h) be a correlation function and T be a \taper matrix" such that
Tij = t(L;hij). All we assume about t(L;h) is that it not depend on , that
4it be a valid correlation function, and that it have support only on [0;L). One
example taken from a class of compactly-supported polynomials from Wendland
(1995, 1998) is
t(L;h) = (1   h=L)
6
+(1 + 6h=L + 35h
2=3L
2): (1.2)
Other useful examples of such functions may be found in Wendland (1995, 1998).
Dene the tapered log likelihood as
`t;n =  
1
2
log(jn  Tnj)
 
1
2
Z
0
n
 
(n  Tn)
 1  Tn

Zn; (1.3)
where the  notation denotes the element-wise product, sometimes called the
Hadamard or Schur product. Note that (1.3) does not correspond to the log
density of any random vector. Importantly, n  Tn is guaranteed to be positive
denite as long as both n and Tn are both positive denite (Horn and Johnson
1991, page 458). Equation (1.3) is referred to in Kaufman (2006) and Kaufman
et al. (2008) as the two-taper approximation.
Their one-taper approximation, which was studied by Du and Zhang (2009)
and Zhang and Du (2008), does not correspond to an unbiased estimating equation
and can produce signicantly biased estimates (Kaufman et al. 2008). We will not
consider it here.
Throughout this study, we favor simplicity of assumptions over slightly more
general results. In many cases, weaker but more elaborate assumptions are possi-
ble, requiring only minimal changes to the proofs.
51.2 The Maximum Tapered Likelihood Estimator
Quite simply, the maximum tapered likelihood estimate is dened as
^ t;n = argmax
2
`t;n():
In Section 1.2.1, we consider this estimator from within the framework of extremum
estimators and investigate its asymptotic properties. In section 1.2.2, we conduct
a simulation experiment to determine, rstly, how quickly and to what extent
asymptotic sampling distributions approximate empirical sampling distributions,
and secondly how the taper range aects sampling variability.
1.2.1 Asymptotic Behavior of the Maximum Tapered Like-
lihood Estimator
Here we study a form of increasing-domain asymptotics. The requirement of an
expanding domain is not stated explicitly, but rather, as in Mardia and Marshall
(1984), is implied by eigenvalue conditions on the covariance matrix and its deriva-
tives.
In contrast, Kaufman (2006) and Kaufman et al. (2008) study inll asymptotics.
Specically, consider the Mat ern covariance model, dened by
C(
2;;;h) =
2(h)
 ()2 1K(h); 
2;; > 0; (1.4)
where K is the modied Bessel function of the second kind of order . They show
that for a known  and some xed , ^ 22 a.s.     ! 2
02
0 , where 2
0 and 0 are the
true parameters and ^ 2 is the value that maximizes (1.3). Unfortunately, under
inll asymptotics, 2 and  cannot both be estimated consistently (Zhang 2004).
Kaufman (2006) and Kaufman et al. (2008) argue heuristically that a good way
to measure sampling variability of the estimator is to study a sandwich estima-
6tor of the sampling covariance matrix (e.g. Durbin 1960; Bhapkar 1972; Morton
1981; Ferreira 1982; Godambe and Heyde 1987; Kauermann and Carroll 2001),
and mention that, under conditions that are not met in the context of Gaussian
random elds, quasi-likelihood theory says that the quasi-likelihood estimator of
 is asymptotically normal with covariance equal to the sandwich matrix (Heyde
1997). We will show formally that under the asymptotic regime we consider, this
sandwich matrix is in fact the asymptotic covariance of ^ t;n.
Consistency
Let 0 be the true parameter vector and P0 the probability measure under 0.
Also, let E0 and Cov0 denote the expectation and covariance, respectively, under
0. Let maxfAg and minfAg denote, respectively, the moduli of largest and
smallest eigenvalues, in absolute value, of a matrix A. We assume throughout
that standard measurability conditions hold.
Theorem 1.1 (Consistency). Assume 0 2 , a convex compact subset of Rp.
(A) Assume a continuously dierentiable covariance function C(;h) and an in-
creasing sequence of domains fDng such that (n  Tn) 1 exists and
(A1) infn minfng > 0 and supn maxfng < 1 for all  2 ;
(A2) supn max
n
@n
@k  Tn
o
< 1 for all  2 , k = 1;:::;p.
(A3) For some N > 0 and  > 0, the minimum eigenvalue of the matrix
 E0[n 1 `t;n(0)] is greater than  for all n  N.
(B) Assume that 1 6= 2 ) (n(1)  Tn) 6= (n(2)  Tn).
Then ^ t;n = argmax2 `t;n() is consistent.
Proof. See Appendix A.3.
7For the covariance models often used in practice, the identiability assumption
(B) is usually satised by making sure the taper range L is larger than the smallest
interpoint distances in the data. Assumption (A) takes a bit more work to check,
but is not prohibitively dicult in most useful contexts. The following example
shows one common case.
Example 1.1 Exponential covariance function on a rectangular lattice (I)
A commonly-used covariance function is the exponential covariance function C(h;) =
2 expf hg, where  = (2;)0. Consider the increasing domain scenario where
sampling points s1;:::;sn are placed on a rectangular lattice fDng  Zd, for a
xed 0 <  < L, and Dn  Dn+1 for all n.
Dene the distance matrix Hn, with Hij;n = ksi   sjk, where k  k denotes the
Euclidian norm. Let n = 2 n, so that the correlation matrix  ij;n = e Hij;n.
Taking derivatives, we get
@n
@2 =  n
@n
@
=  
2Hn   n:
For any matrix norm, the spectral radius maxfAg of an nn matrix A satises
maxfAg  kAk
(Horn and Johnson 1991, page 297). If we choose the maximum row sum norm
(Horn and Johnson 1991, page 295),
maxf ng  k nk1
= sup
1in
n X
j=1
e
 Hij

X
s2Zd
e
 ksk: (1.5)
8One can check that
Z
s2Rd
e
 ksk ds < 1
for  > 0, which implies that the last line in (1.5) is nite, so supn maxf ng is
nite.
Similarly, for a taper function (L;h) with support on [0;L),
maxf(Hn   n  Tn)g  k(Hn   n  Tn)k1
= sup
1in
n X
j=1
Hije
 Hij(L;Hij)
 sup
1in
n X
j=1
Hije
 Hij1 1fHij<Lg

X
s2Zd
kske
 ksk1 1fksk<Lg
=
X
s2Zd\
fs:ksk<Lg
kske
 ksk: (1.6)
The last line in (1.6) is the sum of a nite number of bounded summands, and is
therefore itself nite. Thus, for 2 < 1, supn maxf(Hn  n Tn)g < 1. Now we
can see that supn max
n
@n
@k  Tn
o
< 1 for k = 1;2.
Next, since  is xed away from 0,  n and Tn are positive denite, so all their
eigenvalues, and their smallest eigenvalues in particular, are positive as n ! 1.
Then conditions (A1) and (A2) are veried.
For assumption (A3) it is possible to write down the form of the two eigenvalues
analytically. It is not obvious that the smaller is bounded away from zero as
n ! 1, but a sequence of numerical computations reveals that this is so.
Thus, this scenario satises assumptions (A) and (B), so the maximum tapered
likelihood estimate of  = (2;)0 is consistent.
9Asymptotic Normality
Let us rst dene some important matrices. Let
Pn = E0[_ `t;n_ `
0
t;n]
Qn =  E0[ `t;n]
Jn = QnP
 1
n Qn: (1.7)
The matrix J 1
n is familiar from generalized estimating equations, quasi-likelihood,
and other areas, and is referred to by various names, including the sandwich ma-
trix, the Godambe information criterion, and the robust information criterion (e.g.
Durbin 1960; Bhapkar 1972; Morton 1981; Ferreira 1982; Godambe and Heyde
1987; Heyde 1997). We are now ready to prove two useful lemmas.
Lemma 1.1. Let 1;k;n;:::;n;k;n be the eigenvalues of Wk;n, k = 1;:::;p, where
Wk;n =
h
(n  Tn)
 1
@n
@k
 Tn

(n  Tn)
 1  Tn
i
0:
Let bk;n =
P
i 4
i;k;n. Assume any of the following conditions are true for all k =
1;:::;p:
(C1) the series
P
i 4
i;k;n converges;
(C2) the series
P
i 4
i;k;n diverges, but
limsup
n!1
b
1=2
k;n log bk;n P
i 2
i;k;n
< 1
for some  < 1;
(C3) the series
P
i 4
i;k;n diverges, but logbk;n=4
i;k;n = O(logbk;n) and
limsup
n!1
b
1=2
k;n log bbk;n P
i 2
i;k;n
< 1
for some b > 3=2.
10Then _ `t;n
D   ! N(0;Pn), where Pn = E0[_ `t;n_ `
0
t;n].
Proof. See Appendix A.3.
Lemma 1.2. Assume a twice continuously dierentiable covariance function C(;h)
and an increasing sequence of domains fDng such that (n Tn) 1 exists, and for
the matrices
W1;jk;n =

(n  Tn)
 1
@n
@k
 Tn

(n  Tn)
 1 
@n
@j
 Tn

(n  Tn)
 1  Tn

0
W2;jk;n =

(n  Tn)
 1
 @2n
@j@k
 Tn


(n  Tn)
 1  Tn

0;
supn maxfW1;jk;ng < 1 and supn maxfW2;jk;ng < 1 for all j;k = 1;:::;p.
Then n 1 `t;n   n 1Qn
P0     ! 0, where Qn =  E0[ `t;n].
Proof. See Appendix A.3.
The assumptions for Lemmas 1.1 and 1.2 may be dicult to check. One can
proceed as in the derivation of (A.23) to show that conditions (A1){(A3) are
sucient for the assumptions of Lemma 1.1. Furthermore, one can show that
maxfW1;jk;ng 
max

@n
@k  Tn
	
max

@n
@j  Tn
	
maxf0g
minfng3
and
maxfW2;jk;ng 
max

@2n
@j@k  Tn
	
maxf0g
minfng2 :
Then the conditions (A1){(A3), along with
(A4) supn max

@2n
@j@k  Tn
	
< 1 for all  2 , j;k = 1;:::;p,
11are sucient for the assumptions of Lemmas 1.1 and 1.2.
Introducing some more notation, a pp symmetric positive denite matrix A
can be written as A = ODO0 with O orthogonal and D diagonal. Dene A1=2 to
be the square root OD
1=2O0.
Theorem 1.2 (Asymptotic Normality). Assume the conditions of Theorem 1.1
and Lemmas 1.1 and 1.2. Then
J
1=2
n (^ t;n   0)
D   ! N(0;I);
where Jn is dened as in (1.7).
Proof. See Appendix A.3.
Example 1.2 Exponential covariance function on a rectangular lattice
(II)
The conditions for asymptotic normality are satised in the expanding domain
exponential setting from Example 1.1. Since we have already shown that conditions
(A1){(A3) are satised, all we have left is (A4).
The second partial derivatives are
@2n
@2@
= Hn   n
@2n
@4 = 0
@2n
@2 = 
2Hn  Hn   n:
We showed in Example 1.1 that supn maxf(Hn   n  Tn)g < 1, and obviously
supn maxf0g < 1. So all that is left to do to demonstrate (A4) is show that
supn maxf(Hn  Hn   n  Tn)g < 1.
12As before, for a taper function (L;h) with support on [0;L),
maxf(Hn  Hn n  Tn)g
 k(Hn  Hn   n  Tn)k1
= sup
1in
n X
j=1
H
2
ije
 Hij(L;Hij)
 sup
1in
n X
j=1
H
2
ije
 Hij1 1fHij<Lg

X
s2Zd
ksk
2e
 ksk1 1fksk<Lg
=
X
s2Zd\
fs:ksk<Lg
ksk
2e
 ksk: (1.8)
Again, as before, the last line in (1.8) is the sum of a nite number of bounded
summands, and is therefore itself bounded. Thus, for 2 < 1, we see that
supn maxf(Hn  Hn   n  Tn)g = 1=2 supn max

@n
@2  Tn
	
< 1. So (A4)
is satised, and the maximum tapered likelihood estimate of  = (2;) is asymp-
totically normal with asymptotic variance Jn.
1.2.2 Simulation Example
To explore the sampling characteristics of the maximum tapered likelihood esti-
mator, we simulated datasets with an exponential covariance function, a setup
following examples 1.1 and 1.2. Each dataset consisted of 1000 random samples
drawn from a N(0;), where ij = 2 expf hijg, with 2 = 1 and  = 1
5. We
used the re-parametrization  = (2;c)0, where c = 2, because this parametriza-
tion is more easily identied by the data (Zhang 2004; Kaufman 2006). For the
taper function, we chose (1.2) from the class of compactly-supported polynomial
correlation functions introduced by Wendland (1995) and rst used for tapering
by Furrer et al. (2006).
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Figure 1.1: Covariance and tapered covariance functions for L = 2;5, and
15.
Sample points were located on the square grid (1;:::;
p
n)  (1;:::;
p
n), with
n = 100;400;1600, and 2500. All computations were carried out on a 2.3 GHz
Linux machine using the R package spam for handling sparse matrices.
The covariance function and tapered covariance functions are shown in Figure
1.1 for the three dierent taper ranges used in this simulation experiment. The
severity of the taper at L = 2 is evident. The times required to compute a single
evaluation of the tapered and full log likelihood functions are shown in Figure 1.2.
For the longest taper range (L=15), the overhead required for the sparse matrix
operations overwhelms the computational advantages. However, for the smaller
taper ranges, especially as n gets larger, the computational benets of tapering
become clear.
For each dataset, the maximum tapered likelihood estimate of  = (2;c)0
was calculated using three dierent taper ranges, L = 15;5, and 2. L = 15 was
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Figure 1.2: Time required, in seconds, for a single evaluation of tapered and
full log likelihood functions.
chosen because it is roughly equal to the \eective range," the distance at which
correlations drop below :05, of the process. L = 5 is equal to 1=, the range
parameter of the covariance function in its usual parametrization. Finally, L = 2
was chosen because it represents the extreme case where each sample point has
only its eight immediate neighbors contained within the taper range.
Finally, for each dataset, the sample covariance matrix was calculated for the
1000 ^ ts and compared to the matrix J, the asymptotic covariance matrix, calcu-
lated using (A.9) and (A.11) in Appendix A.1.
It is interesting to note that the domain corresponding to the largest sample
size considered here is a square grid 50 units on a side. The domain then is just
a few times larger than 15-unit eective range of the simulated process. This
conguration is important to keep in mind when considering the applicability of
expanding domain asymptotics to parameter estimation with data from small or
moderately-sized domains.
The resulting empirical density estimates from the simulations are shown in
Figures 1.3 and 1.4. In both of these gures, as expected, we see the empirical
15densities become more symmetric and more sharply peaked as the sample size in-
creases. More striking, however, is the comparison across taper ranges. Empirical
density plots for ^ t at the three taper ranges look almost indistinguishible. The
densities of ^ ct show some dierences, but they are not as large as one might expect
when tapering so severely. Kaufman et al. (2008) noted the the similarities be-
tween the empirical densities computed from maximum likelihood estimates and
maximum tapered likelihood estimates. What we see here is that we can taper
fairly extremely and pay only a modest price in statistical eciency while gain-
ing enormous benets in computational eciency, especially at large sample sizes
(Figure 1.2).
Figure 1.1 makes clear that the tapered covariance function is a poor approx-
imation to the full covariance function. It might seem confounding then that the
tapered likelihood, which is only given this poor approximation, can be success-
ful at estimating the true covariance function. However, viewed as an objective
function rather than as an approximation to the log likelihood, the theory above
gives insight into the demonstrated eectiveness of the tapered log likelihood for
parameter estimation.
For each sample size and taper range, tables comparing sample covariance ma-
trices of the 1000 estimates of  to their corresponding asymptotic calculations
using the sandwich matrix (1.7) can be found in Section A.4. We see that the
amount of tapering does not make a huge dierence in terms of statistical e-
ciency at moderate to large sample sizes, when computational considerations come
into play. Importantly, tables A.1, A.2, A.3, and A.4 also show that asymptotic
calculations of sampling variability become accurate at moderate sample sizes.
This should give us condence in the relevance of the asymptotic theory, and gives
credence to intervals constructed using the sandwich matrix.
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Figure 1.3: Density estimates for ^ 2
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Figure 1.4: Density estimates for ^ ct.
171.3 The Tapered Quasi-Bayesian Estimator
Often one might prefer Bayesian estimation over maximum likelihood-type estima-
tion for covariance parameters of Gaussian random elds for all the usual reasons:
the ability to quantify uncertainty without relying on asymptotics, the ability to
incorporate prior knowledge, the natural inclusion of parameter shrinkage, the
straightforward extension to larger hierarchical models, and so on.
Here we investigate the properties of tapered quasi-Bayesian estimators, which
are analagous to Bayesian estimators, only the likelihood is replaced by the ta-
pered likelihood. Specically, we show that tapered quasi-Bayesian estimators are
consistent in that the quasi posterior, dened below in (1.9), converges to a point
mass at the true parameter 0. We also show that the quasi-posterior is asymp-
totically normal, and hence that samples from the quasi-posterior (generated by
MCMC, e.g.) can be used to construct consistent condence intervals for .
Following Chernozhukov and Hong (2003), we dene the tapered quasi-posterior
distribution as
t;n(jZn) =
Lt;n(;Zn)() R
 Lt;n(;Zn)()d
; (1.9)
where Lt;n(;Zn) = expf`t;n(;Zn)g, and () is a prior density on . We will
assume, for convenience, that () proper. Recall that Lt;n is not a density, and
thus t;n(jZn) is not a true posterior. We are guaranteed, however, that as long
as the prior () is proper, then t;n(jZn) will be a proper density (Kaufman
2006).
In Section 1.3.1, we closely follow Chernozhukov and Hong (2003), who study
quasi-Bayesian estimation in a more general context. However, while their for-
mulation is the same, their outlook is quite dierent. They view quasi-Bayesian
estimation as a tool to enable the use of MCMC to maximize objective functions
that are not dierentiable or are otherwise poorly behaved. That is, they view
18it as a way to use Bayesian computational machinery to compute frequentist es-
timators. Although we study frequentist properties of quasi-Bayesian estimators
here, we consider the quasi-Bayesian framework an a computationally-tractable
alternative to exact Bayesian methods.
1.3.1 Asymptotic Behavior of Tapered Quasi-Bayesian Es-
timators
The theorems in this section are applications of theorems in Chernozhukov and
Hong (2003), re-stated in the language of tapering, and the main work is to verify
their assumptions. This can be done using our results in Section 1.2. The conclu-
sions of Theorem 1.1 and Lemmas 1.1 and 1.2 imply that the Assumptions 1{4 in
Chernozhukov and Hong (2003) hold, and therefore we assume the conditions for
Theorem 1.1 and Lemmas 1.1 and 1.2 throughout this section.
Convergence of the Tapered Quasi-Posterior
First, we dene the total variation of moments norm of a real-valued measurable
function f as kfkTVM(!) 
R
(1 + kk!)jf()jd. Note that the special case of
! = 0 is the usual total variation norm.
We now dene the parameter , the scaled deviation from 0, centered at the
tapered score _ `(0) (scaled by  `(0)) as  =
p
n(   0)  
p
n `(0) 1_ `(0).
The tapered quasi-posterior density of  is then


t;n(jZn) =
1
p
n
t;n
 
p
n
+ 0 +  `(0)
 1_ `(0)

:
We are now ready to state a consistency result about the tapered quasi-posterior
distribution.
19Theorem 1.3. For any 0  ! < 1
k

t;n(jZn)   

t;1(jZn)kTVM(!)
P   ! 0;
where


t;1(jZn) =

jQn=nj
(2)p
1=2
exp
n
 
1
2

0(Qn=n)
o
:
From Theorem 1.3 we see that t;n(jZn) concentrates its mass at 0 at a rate of
1=
p
n, as measured by the total variation of moments norm. Then, asymptotically,
t;n(jZn) approximates a normal random variable with mean 0 + Q 1
n _ `(0) and
covariance matrix Q 1
n .
Tapered Quasi-Bayesian Point Estimates
We will construct tapered quasi-Bayesian point estimates in a manner analogous
to the construction of proper Bayes estimators. Let the scaler function n(u) be a
loss function. For simplicity, we will only consider symmetric loss functions, with
n(u) = n( u), although this restriction is not necessary. Common symmetric
loss functions include the quadratic and absolute loss functions.
We can now dene the tapered quasi-posterior risk function as the expected
loss (with respect to the quasi-posterior),
Rn() =
Z

n(   
)t;n(
jZn)d
:
Then for a given choice of loss function n(u), the tapered quasi-Bayes estimator
is the value of  that minimizes the tapered quasi-posterior risk,
^ QB = argmin
2
Rn():
As usual, quadratic and absolute loss functions will lead, respectively, to the ta-
pered quasi-posterior mean and median as the quasi-Bayes estimators.
20Theorem 1.4. For a symmetric loss function n(u),
J
1=2
n (^ QB   0)
D   ! N(0;I):
What we see from Theorem 1.4 is that tapered quasi-Bayes estimators such as
the quasi-posterior mean and median are asymptotically normal with covariance
equal to the sandwich matrix Jn, the same asymptotic distribution as the maximum
tapered likelihood estimator.
Tapered Quasi-Bayesian Condence Regions
We now turn from the question of constructing point estimates to the question of
constructing condence regions from the tapered quasi-posterior. Here we continue
to use a frequentist vocabulary to derive frequentist properties, even though we
are studing quasi-Bayesian inference.
In constructing intervals, what we would like, from a practical point of view, is
to directly use the empirical quantiles of a sample (generated from MCMC) from
the tapered quasi-posterior as our condence region. What we will see, however,
is that this approach does not yield asymptotically valid condence intervals. The
question of how good such regions are is investigated on page 21.
It is useful to note that, in the larger context of quasi-Bayesian inference, quan-
tiles of Q;n(jZn), dened analogously as in (1.9) for some objective function LQ;n,
may provide asymptotically valid condence intervals for 0. This occurrs when
P
 1
Q;nQQ;n
P   ! I, with PQ;n and QQ;n dened analogously as in (1.7). Unfortunately,
this is not the case when LQ;n = Lt;n, the tapered likelihood.
Although the quantiles of t;n(jZn) do not converge to the quantiles of the
limiting normal distribution, we can still use a quasi-posterior sample to construct
intervals that are consistent using the delta method.
21Theorem 1.5. Let g() be some scalar function of , and let ^ Jn be a consistent
estmator for Jn. That is, ^ J 1
n Jn
P   ! I.
Dene
ct;g;n() = g(^ QB) + z
q
_ g(^ QB)0^ J 1
n _ g(^ QB);
where z is the th quantile of the standard normal distribution. Then
lim
n!1Pfct;g;n(=2)  g(0)  ct;g;n(1   =2)g = 1   :
This method, of course, requires one to somehow calculate ^ J 1
n , which itself
requires ^ Pn and ^ Qn. One possibility is to go back to the denition of these matrices
in (1.7) and use (A.5), (A.6), and (A.7) to directly compute _ `t;n(
(i))_ `t;n(
(i))0 and
 `t;n(
(i)) at each MCMC iteration, then take sample averages over the chain. This
approach, however, is more expensive computationally than the MCMC itself, and
is therefore not practical.
Assuming a sample from t;n(jZn), generated by MCMC, is available, a simple
way of estimating Q 1
n that immediately presents itself is to compute the sample
covariance matrix of the chain. Another possibility is to plug ^ QB into (A.9) and
(A.11) to estimate Pn and Qn. We compare these methods via simulation.
10 MCMC runs of length 100,000 were conducted for each sample size and taper
range to see how well the two methods of estimating Q 1
n proposed at the end of
Section 1.3.1 coincide, and to get a feel for the degree to which the quasi-posterior
distribution diers from the limiting normal based on on Jn.
To do this, we computed credible intervals for  in three ways. The rst two
proceed by estimating P by plugging ^ QB into equation (A.11) of Section A.1.
Next, we estimate matrix Q 1 in two ways. The rst, which we'll call ^ Q
 1
^  , was
obtained by plugging ^ QB into (A.9) of Section A.1 and computing the inverse.
The second, which we'll call ^ Q
 1
MCMC, was obtained by computing the sample
covariance of the Monte Carlo sample. The two estimates of Q 1 were each then
22combined with ^ P to get ^ J
 1
MCMC and ^ J
 1
^  , respectively. Finally, Theorem 1.5 was
applied using ^ J
 1
MCMC and ^ J
 1
^  to generate the intervals.
The third type of interval, which we call the naive interval, was specied simply
as the region between the =2 and 1 =2 quantiles of the MCMC sample. Figures
1.5 and 1.6 show box plots of interval lengths computed in these three ways. The
leftmost plots on each panel show intervals based on ^ J
 1
^  , the middle plots show
those based on ^ J
 1
MCMC, and the rightmost plots show the naive intervals.
For L = 2 at the smaller sample sizes, the MCMC chains tended to wander too
much around the parameter space, so their results were omitted. This diculty can
largely be eliminated by putting more informative priors on c, which we chose not
to do for consistency with the other simulations presented here. It does, however,
serve as a warning that care need be taken when using severe tapering for MCMC
when sample size is small.
The bias in the length of the naive intervals is clear at the larger sample sizes.
As one might expect, it is also clear that the bias gets worse at the taper range
decreases. Interestingly, the naive intervals for 2 tend to be too narrow, while the
naive intervals for c tend to be too wide. It appears that intervals based on ^ J
 1
^ 
are similar, though more dicult to compute, than intervals based on ^ J
 1
MCMC.
1.3.2 Simulation Example
Simulations to explore the sampling properties of tapered quasi-Bayesian estima-
tors were set up in exactly the same way as in Section 1.2.2, with 1000 sam-
ples drawn from a N(0;), where ij = 2 expf (c=2)hijg, with 2 = 1 and
c = 2 = 1
5, and using the same taper functions from Wendland (1995). Sample
points were again located on an expanding square grid, with n = 100;400;1600,
and 2500. Both parameters were assigned Cauchy prior distributions with scale
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Figure 1.5: Size of credible intervals for ^ 2
t computed three ways (each col-
umn is scaled consistently).
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Figure 1.6: Size of credible intervals for ^ ct computed three ways (note the
change of scale between L = 2 and L = 5).
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Figure 1.7: Density estimates for ^ 2
QB.
parameter 10, truncated to have non-negative support. This prior is proper but
extremely weakly informative.
Because of the computational infeasibility of conducting 1000 long MCMC
runs for each sample size and taper range, MCMC was avoided by dening the
estimators ^ QB as quasi-posterior modes. This enabled ^ QB to be computed much
faster using numerical optimization routines on the un-normalized quasi-posteriors.
Empirical density estimates of the resulting estimates are shown in Figures 1.7
and 1.8. Not surprisingly, these plots are almost indistinguishible from those in
Section 1.2.2, and show the same trend of collecting mass at the true parameter as
the sample size increases, while not dissipating much as the taper range decreases.
Tables A.5, A.6, A.7, and A.8 in Appendix A.4 also tell a similar story, that
decreases in statistical eciency due to tapering are modest compared to the in-
creases in computational eciency, and that asymptotic condence intervals based
on the sandwich estimator provide good estimates of sampling variability, even at
modest sample sizes.
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Figure 1.8: Density estimates for ^ cQB.
261.3.3 Data Example: Precipitation Anomalies
We apply tapered quasi-Bayesian estimation and inference to a dataset drawn from
weather stations across the United States during the years 1895{1997. Specically,
we look at precipitation totals from 1962 at n = 7352 observation stations, stan-
dardized by each station's long-term mean and standard deviation. For a more
detailed description, see Kaufman et al. (2008). Those authors chose this dataset
because it looks roughly stationary and isotropic. We use it here to compare their
maximum tapered likelihood estimates to tapered quasi-Bayesian estimates.
Following Kaufman et al. (2008), we t an exponential covariance model, which
we parametrize as in Section 1.2.2. Like Kaufman et al. (2008), we use a taper
range of 50 miles.
A slight dierence in the setup is that while Kaufman et al. (2008) measure dis-
tances between pairs of points as great circle distances, we prefer chordal distances.
A great circle distance is the shortest distance between two points measured along
the surface of a sphere. Technically, great circle distance does not satisfy our mod-
eling requirements because it is not a metric. Over small areas, it works just ne.
However, when the curvature of the sphere becomes non-negligible, using great
circle distances results in covariance matrices that are not positive denite. We
therefore use chordal distances, which measure the distance between two points
through the interior of the sphere. The chordal distance is a metric, and it coin-
cides with great circle distance quite well over modest sections of the sphere. For
a discussion see Banerjee (2005).
Let z = (z1;:::;zn)0 be the vector of observed temperature anomalies and
S = [s1;:::;sn] the set of spatial locations associated with each observation, in-
dexed by latitude and longitude. The model is then
z  N(0;(;S)); (1.10)
27with C(;h) = 2 expf (c=2)hg, where h are interpoint chordal distances.
Our rst step is to perform maximum tapered likelihood estimation on the
precipation data. The taper range of 50 miles results in a matrix with about
0.34% nonzero entries. This achieves a computational eciency increase of well
over ten-fold relative to the full likelihood. We nd ^ t = (^ 2;^ c)0 = (:784;:0217)0,
which agrees with Kaufman et al. (2008) to the third decimal place.
Next, we run a quasi-Bayesian analysis. We assign 2 and c vague Cauchy
priors, truncated to have positive support, just as in Section 1.3.2. MCMC is
performed with a random walk Metropolis sampler. Proposal densities are Normal
with covariance 2
m  Q 1(^ t), where 2
m is tuned to achieve an acceptance rate of
approximately 35%.
The chain was run for 35,000 iterations, with the rst 5,000 thrown out as a
burn-in. Examination of the sample revealed excellent mixing, as sample autocor-
relations were negligible after about lag 15. Sample means and sample medians
for the two covariance parameters agreed almost exactly, so we arbitrarily chose
the medians as our point estimates. As expected, ^ QB = (:784;:0218)0 coincided
very closely with ^ t.
We estimated the matrix Q 1 in the two ways described in Section 1.3.2. The
result is
^ Q
 1
MCMC = 10
6 
0
B
@
234  1:86
 1:86 :828
1
C
A
^ Q
 1
^  = 10
6 
0
B
@
232  2:10
 2:10 :835
1
C
A;
which show good agreement.
Next, we apply Theorem 1.5 to construct condence intervals for . This
method requires an estimate of the matrix P, which we compute by plugging ^ QB
28into (A.11) of Section A.1. The choice between ^ Q
 1
MCMC and ^ Q
 1
^  made almost
no dierence at all, so we only report that the 95% condence intervals computed
using ^ Q
 1
MCMC turned out to be (0:722;0:847) for 2 and (0:0206;0:0230) for c.
1.3.4 Data Example: Bird Counts
Here, we apply tapered quasi-Bayesian analysis to a hierarchical model. Instead
of a purely spatial random eld as in Section 1.3.3, we assume a spatio-temporal
random eld, which highlights some of the advantages of tapering over previous
methods.
The dataset comes from a \citizen science" initiative called eBird. The idea of
citizen science is that many non-professional observers can be leveraged to collect
an enormous amount of data. eBird participants across North America record the
birds they see, along with the time and location of the observation, into a web-
based database. Here, we look at 6114 observations of the Northern Cardinal in a
section of the eastern United States over a period from 2004 to 2007.
Inspection of the data suggests an overdispersed Poisson model. Let Y1;:::;Yn
be observed counts and X = [x1;:::;xn] be a matrix of covariates associated with
each observation. Also, let S = [s1;:::;sn] and T = [t1;:::;tn] be the spatial
temporal locations, respectively, associated with Yi;:::;Yn, with space indexed by
latitude and longitude.
For this example, we deliberately chose a small number of predictors. Pre-
liminary analyses led to a set of 10 covariates that includes time of day, day of
year, human population density, percentage of developed open space (single-family
houses, parks, golf courses, etc.), tree canopy density, and variables that measure
observer eort. Simple transformations (logs, powers, etc.) were applied to some
of the covariates, as suggested by ornithologists and exploratory analyses.
29We specify the model as
yiji  Pois(i)
logi(xi;si;ti) = x
0
i + zi(si;ti) + "i
z(S;T)j
  N(0;
(
;S;T))
"ij
2
"  iid N(0;
2
"); and independent of zi: (1.11)
We assume that the random eect z(S;T) has a Gaussian random eld structure.
Thus, this model is an example of \model-based geostatistics" of Diggle et al.
(1998). This model is identical to that of Wikle (2002) and Royle and Wikle
(2005), except these studies assume a constant xed eect, whereas we assume a
linear form.
Even though Northern Cardinals are not migratory birds, a spatio-temporal
structure for the random eect has a great intuitive appeal. One can easily imagine
clusters of birds habiting dierent locales, moving from place to place based on
things like food availability or disturbances.
The parameter " can be interpreted as either an overdispersion parameter, or as
the traditional \nugget" eect, representing small-scale variation or measurement
error.
It will be convenient to marginalize over the random eects z and " and consider
the distribution of the log-means directly. Furthermore, we will write the matrix

(
;S;T) + 2
"I simply as (;S;T) and condense 
 and 2
" into the single
parameter vector . The resulting model, equivalent to (3.5), is written as
yiji  Pois(i)
logi(xi;si;ti)  bi
b(X;S;T)j;  N(X;(;S;T)): (1.12)
30Another level in the hierarchy imposes a ridge penalty on the regression coe-
cients , specied as   N(0;2
I). Finally, we place independent priors one the
parameters  and 2
.
For (;S;T), we chose a spatio-temporal covariance model from Gneiting
(2002). The covariance functions described therein are nonseparable in that (except
in special cases) they cannot be written as the product of a purely spatial and
purely temporal covariance function. Specically, we let
C(
;h;u) =
2
(au2 + 1)2  exp

 (c=2)h2
(au2 + 1)!

; (1.13)
where h and u are distances between observation points in space and time, respec-
tively. The parameters  2 (0;1] and  2 (0;1] control the smoothness of the
process, and we x them at 1 and .5, respectively.
The parameter ! 2 [0;1] has the nice interpretation of specifying the degree of
nonseparability between purely spatial and purely temporal components; when ! =
0, C(;h;u) is the product of a purely temporal and an purely spatial (exponential)
covariance function.
Priors for the parameters 2, a, c, 2
", and 2
 are again specied as vague
Cauchy distributions, truncated to have only positive support. The interaction
parameter ! is given a uniform prior on [0;1].
A valid spatio-temporal taper matrix may be constructed as the element-wise
product of a spatial and a temporal taper matrix T = Ts  Tt: Constructed this
way, T inherits the sparse entries of both Ts and Tt, and may therefore itself be
extremely sparse.
Wikle (2002) and Royle and Wikle (2005) overcome the computational chal-
lenges inherent in tting the model (1.12) by embedding a continuous spatial pro-
cess z into a latent grid and working in the spectral domain using fast Fourier
31methods. This is possible because they assume that z is a purely spatial process
on Rd.
However, applying these methods in the present context is problematic, as it is
not obvious how to do so for a process z that has a spatio-temporal structure. In
contrast, the tapering approach in the spatio-temporal context is immediate and
even potentially enjoys increased computational eciency relative to the purely
spatial context because of the additional sparsity.
For the eBird data, a taper range of 20 miles and 60 days gives a tapered
covariance matrix with about 0.5% nonzero elements. MCMC is carried out using
a block Gibbs sampler. Each evaluation of the expensive Normal log likelihood is
replaced by its tapered analogue.
Within each Gibbs iteration, each of b, , and 2
 are updated with a random
walk Metropolis step. Because of its Normal prior, the full conditional distribution
for  is conditionally conjugate, enabling a simple update as a draw from the
appropriate Normal distribution.
After discarding 7000 burn-in iterations, 3000 MCMC samples were used for
estimation and prediction. Pointwise quantiles of the posterior correlation surface
are shown in Figure 1.9. The point at which the correlation drops to .05, often
called the \eective range" of a process, is the most extreme contour displayed in
each of the plots in gure 1.9. The fairly long median eective range of around 50
days at spatial lag 0 seemed reasonable to a panel of ornithologists, as Northern
Cardinals, while they do move around to some degree, are not migratory birds.
The eective range of 3 miles at time lag 0 seemed reasonable as well, given their
nesting behavior and small home ranges.
Posterior estimates for some of the more interesting xed eects, along with
95% pointwise credible intervals, are plotted in Figure 1.10.
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Figure 1.9: Posterior quantiles of correlation surface.
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Figure 1.10: Some estimated xed eects.
33Figure 1.11: Median predicted surface for 8 a.m. on April 11.
Recall that these xed eects are on the log scale. Here again, a panel of
ornithologists was pleased with the results. Obviously, the number of observed
counts should increase with the amount of time an observer spends watching. The
peak in the time of day eect at around 8 a.m. reects the time of the highest
activity level of the birds. The wide condence bands starting at around 4 p.m.
probably results from a lack of data in the afternoon. Northern Cardinals cannot
live in habitats found at higher elevations, a fact reected in the huge negative eect
estimated after about 700 meters. Finally, cardinals tend to be easier to detect
during the winter months because they are more vocal, and they visit feeders more
frequently. In the summer months, they tend to stay more hidden because it is
their breeding season, and they do not visit feaders as often because food is more
plentiful. These seasonal variations in detectability are reected in the pattern
shown in the estimated date eect.
The median posterior predicted surface (Figure 1.11) of the mean counts was
generated by drawing from the posterior predictive distribution at a large set of
sample points in the spatial domain, for xed values of \eort" covariates, and at
a xed time.
Maps like Figure 1.11, of course, vary in time as well as space, so a sensible
34visualization of the predicted counts might be an animation. The most prominent
feature of the predicted surface is the very low values along the Appalachians.
This is a result of the huge elevation eect, and corroborates expert knowledge.
Another noticeable feature of the prediction surface is the elevated counts around
population centers. It is well-known among ornithologists that Northern Cardinals
are most common in the suburbs. This happens for two reasons. The rst is that
they are attracted to the many bird feeders found in the suburbs. The second is
that suburban habitat, with landscaped gardens and mixes of open areas, shrubs,
and trees, is ideal habitat for cardinals.
1.4 Discussion
Covariance tapering provides a way to estimate parameters of stationary Gaussian
random elds from very large datasets. The method provides huge gains in com-
putational eciency by paying a small price in statistical eciency, and extends
the tractible size of problems many fold relative to standard likelihood estimation
tools. We showed that asymptotic theory for tapering provides a way to con-
struct sensible condence intervals. Furthermore, we provided a formal framework
for incorporating tapered likelihoods into an approximate Bayesian inferential and
computational engine. We have demonstrated this framework in a one stage model,
as well as in a hierarchical setting, which is where the Bayesian perspective really
shines.
The theoretical results presented here are only possible in the expanding domain
asymptotic regime, which others have argued is less appropriate than the inll
regime (Zhang 2004; Zhang and Zimmerman 2005). Here we have suggested the
converse, and demonstrated, through simulation, the accuracy of calculations based
on expanding domain asymptotics in a scenario where the domain is not much
35larger than the range of the process. In practice, we suspect that it would not be
dicult to nd datasets that are better approximated by one or the other types of
asymptotics.
36CHAPTER 2
EXPLORING AN ADAPTIVE METROPOLIS ALGORITHM
2.1 Introduction
Markov Chain Monte Carlo sampling has by now gained wide recognition as being
an essential tool for carrying out many Bayesian analyses. One of the most pop-
ular, exible, as well as oldest, MCMC algorithms is Metropolis Hastings (MH)
(Metropolis et al. 1953; Hastings 1970). For all its ubiquity, a generally under-
appreciated aspect of MH algorithms is how widely their performance can vary
due to dierent choices of tuning parameters.
Tuning MH usually proceeds by running short pilot chains and manually ad-
justing a single parameter to achieve a reasonable acceptance rate. Aside from
being tedious and ad hoc, this approach has the obvious limitation of only al-
lowing practical optimization of a single parameter, when often more exibility is
desirable.
One particular class of Metropolis Hastings algorithm is the Metropolis Ad-
justed Langevin Algorithm (MALA) (Besag 1994; Roberts and Tweedie 1996).
Inspired by stochastic models of molecular dynamics, MALA works, informally, by
encouraging the sampling process to move \uphill" towards regions of higher prob-
ability mass. The resulting Markov chain has many desirable properties relative
to Metropolis algorithms, the most important of which is markedly faster mixing.
Langevin samplers, however, also possess two undesirable properties that can
cause diculties in practice. The rst is that they are extremely sensitive to
the choice of tuning parameter, where small changes in the tuning parameter can
mean the dierence between a well-mixing chain and a chain that does not jump
at all. The second is that MALA chains behave very dierently in transience and
37stationarity, so that a good choice of tuning parameter in transience can be an
extremely poor choice in stationarity.
In tuning MALA chains then, one is left in a conundrum: the many pilot runs
required to obtain a tuning parameter within the tiny usable window produce,
necessarily, a sub-optimal chain in stationarity. That is, pilot runs, because they
are pilot runs, can, at best, produce tuning parameters that are optimal for the
transient phase. This tuning will be sub-optimal for the stationary phase, which
is ultimately what one cares about. On the other hand, if one knew the optimal
tuning for stationarity, the chain so tuned may behave so poorly in transience that
it never enters a stationary phase.
This paper explores an adaptive tuning strategy for MH samplers, including
MALA. The algorithm we describe in Section 2.3, which we call Log-Adaptive
Proposals (LAP), quickly produces samplers with excellent performance charac-
teristics, essentially without requiring human intervention. It painlessly generates
parameter tuning that is at once more exible and more accurate than is possible
with manual tuning. More subtly, it is capable of constructing MALA samplers
that mix well in transience, and then automatically adjust themselves for optimal-
ity in stationarity.
The automatic tuning of LAP is so eective, in fact, that it makes Metropolis
samplers at least as ecient as, and in some cases substantially more ecient
than, specialized MCMC algorithms designed to sample from posteriors arising
from specic classes of models. Its wide applicability, compatibility with almost
any priors, simplicity of implementation, and excellent performance make MH with
LAP an attractive option in almost any context in which MCMC is required.
Of course, if computational time and resources are not a concern, then using ef-
cient samplers is not particularly important. However, with increasing interest in
38hierarchical models for high dimensional data common in areas such as microarray
(e.g. Gottardo et al. 2006; Nott et al. 2007) and spatial analysis (e.g. Christensen
and Waagepetersen 2002; Royle and Wikle 2005; Banerjee et al. 2008), computa-
tional eciency is critical. In high-dimensional settings like these, each likelihood
evaluation, and thus each MCMC iteration, is extremely computationally expen-
sive, and therefore it is highly desirable to perform as few iterations as possible.
This is accomplished by using ecient MCMC samplers.
The remainder of this paper is organized as follows. In Section 2.2 we re-
view some important theoretical results that suggest why tuning MH and MALA
samplers is so important for eciency. In Section 2.3 we describe a simple and ef-
fective automatic tuning algorithm and demonstrate its use with MH and MALA
samplers. Finally, in Section 2.4 we compare the eciency of this algorithm to
well-known specialized algorithms for sampling from posterior distributions, con-
cluding that the automatically-tuned MH sampler performs at least as well as its
competitors, and in come cases dramatically better.
2.2 A review of Some Scaling Results
Throughout this paper we shall consider a d-dimensional target distribution 
with un-normalized density (with respect to the Lebesgue measure) denoted by .
It is this target distribution from which we wish to sample. Most commonly, in
Bayesian data analysis,  is the joint posterior density of the parameters given the
observed data.
The Metropolis Hastings algorithm requires a proposal kernel Q(x;), with
density (with respect to the Lebesgue measure) q(x;), and proceeds according to
Algorithm 1.
The collection fXt;t = 1;:::g are then samples from a Markov chain with
39Algorithm 1: Metropolis Hastings algorithm
Require: Set initial values for the vector X(0).
1: for t = 0 to T do
2: Draw a proposal value X from the density q(X(t);).
3: Calculate the ratio
r(X;X
) =
(X)q(X;X)
(X)q(X;X)
: (2.1)
4: Draw Y  U(0;1)
5: if r(X;X) > Y then
6: Set X(t+1)   X
7: else
8: Set X(t+1)   Xt
9: end if
10: end for
stationary distribution . Whenever the proposal X is accepted, we say the
chain has \jumped".
In this section we restrict our focus to two special cases of MH samplers: the
Random Walk Metropolis Algorithm (RWM) with Gaussian proposals and the
Metropolis Adjusted Langevin Algorithm, also with Gaussian proposals. These
two algorithms dier only in their proposal distributions. For RWM, Q(x;) 
N(x;m0) for some positive scaling constant m and some dd positive denite
matrix 0. In this case, the ratio (2.1) reduces to r(X;X) =
(X)
(X) because the
proposal density is symmetric in its arguments.
The proposal distribution for MALA requires computation of the gradient of
the log of the target density. The addition of a \drift" term that is a scalar
multiple of this gradient directs the chain toward regions of higher -probability
40mass. Specically,
Q(x;)  N(x +
m
2
rlog((x));m0): (2.2)
There is a substantial body of work, both theoretical and empirical, on how to
choose m for RWM and MALA. The common guiding principle in these results is
that an optimal MCMC sampler is one that generates output that is minimally au-
tocorrelated. The reason for this view of optimality is that the statistical eciency
of estimates derived from MCMC samples increases with decreased autocorrela-
tion.
Most of this work on scaling of MH proposals concerns the special case of
0 = I, and most of the results are asymptotic as d ! 1. In addition, analyt-
ical treatments generally only consider uncorrelated normal target distributions
because of their mathematical simplicity relative to more complicated target dis-
tributions. We now briey review some of these results.
2.2.1 Scaling Results for RWM
Several early studies have recommended rules of thumb for scaling RWM samplers
(see Besag et al. 1995, for example). Roberts et al. (1997); Gelman et al. (1996)
show analytically that the eciency of RWM algorithms can be written as a func-
tion of their acceptance rates. They then derive the heuristic that m should be set
such that the sampler has an average acceptance rate of .234. This result applies
to high-dimensional target distributions whose components are approximately iid,
and the gure .234 is computed assuming the target is normal, but seems to hold
fairly well in more practical settings.
When the components of  are approximately uncorrelated but heterogeneously
scaled, Roberts and Rosenthal (2001) show that, for large d, the optimal RWM
41sampler still accepts at a rate of .234. However, they also show that when 0 = I,
RWM becomes less ecient as a function of the variability in the scales of the
components of . If, on the other hand, 0 is chosen to match the scaling of ,
this ineciency disappears.
This is an important observation for the practitioner. When the target distri-
bution is the joint posterior distribution of parameters given a set of observations,
there is usually no reason to think that the marginal posterior distributions will
be of similar scale. Furthermore, it may be the case that there exist correlations in
the posterior, in which case it is well-known that RWM can perform very poorly
(Hills and Smith 1992; Roberts and Sahu 1997). There is therefore good reason to
think that using 0 = I is a poor choice. It is this intuition in part that guides
the development of the automatic tuning algorithm described in Section 2.3.
2.2.2 Scaling Results for Langevin Samplers
Like RWM, MALA samplers can in some sense be optimally scaled by making
them accept at a theoretically-derived rate. For homogeneously-scaled iid target
densities, as d ! 1, the optimal acceptance rate for MALA samplers is .574
(Roberts and Rosenthal 1998). The considerably higher optimal acceptance rate
(and thus higher optimal proposal variance) of MALA relative to RWM is of note
because it helps explain why MALA mixes much faster than RWM.
The behavior of MALA, however, can at times be frustrating for the practi-
tioner. One undesirable property of MALA samplers is that they are considerably
more sensitive to scale heterogeneity than RWM (Roberts and Rosenthal 2001).
This makes is all the more critical to nd a good proposal covariance when using
MALA.
A second property of MALA samplers that is a bit more subtle is that, unlike
42RWM, their characteristics in transience are vastly dierent than in stationarity.
Whereas Roberts and Rosenthal (1998) show that optimal scaling in the stationary
phase is given by m = O(d 1=3), Christensen et al. (2005) show that the optimal
scaling in the transient phase is m = O(d 1=2). This seemingly benign dierence
has important consequences.
In almost all practical situations, MCMC samplers are initiated in a transient
phase. This means that manual tuning via pilot runs, even if successful at achieving
the desired acceptance rate in transience, will produce sub-optimal tuning for
the stationary phase. Adding to this complication is the tendency for MALA
to reject many consecutive proposals while in transience, producing chains that go
for long periods without jumping at all. This property is sometimes referred to as
\stickiness". See the left panel of Figure 2.2 for a typical example.
Stickiness makes it extremely dicult to tune MALA samplers because when
scaled to perform well in stationarity, they simply will not jump for long periods
after initialization. A simple solution proposed by Christensen et al. (2005) is to
use m = O(d 1=2) initially, and then switch to m = O(d 1=3) once the chain
has reached its stationary phase. The rst obvious problem with this strategy is
that is completely ignores the constants embedded in the notation. The second,
and more crippling, problem is that it is notoriously dicult to detect when a
chain has reached stationarity. In practice, once one has obtained enough samples
to make this determination, one probably already has enough samples from  to
make inferences, so adjustment of m is already moot.
An adaptive strategy for generating good proposals, however, should be able to
scale the MALA algorithm such that it does not stick initially, and automatically
adjust such that it accepts at an optimal rate throughout the run, obviating the
need to assess convergence.
432.3 Automatic Tuning
There have been two general strategies for adaptive tuning of MH proposals that
have been popular in the recent literature. The rst is to run several parallel
chains to form a replicated state space, and then use information from the en-
semble of chains at their current states to construct a good proposal (Gilks et al.
1994; Gilks and Roberts 1996; Warnes 2001; Ter Braak 2006, for example). One
advantage of this approach is that is preserves the Markov property of the sam-
pler, so convergence to the desired target distribution is not an issue. The obvious
disadvantage is that it requires computational eort that is multiplicative in the
number of chains. Moreover, the number of chains required to produce eective
sampler increases with the dimension of the parameter space. In particular, if the
parameter space is high-dimensional, running many chains, each of which requires
expensive likelihood computations, may not be feasible.
Because of the high computational cost of running parallel chains, we focus
here on the second popular adaptive strategy of running a single chain that, at
each iteration, uses previous states to generate a proposal (Haario et al. 2001;
Atchad e and Rosenthal 2005; Atchad e 2006, for example). The complication is
that this approach destroys the Markov property, so care is needed to make sure
that the resultant processes are ergodic and hence converge to the desired target
distributions. A simple solution is to simply stop adapting the proposal after a
specied number of MC iterations (Gelfand and Sahu 1994), but this is somewhat
un-satisfying as it requires a great deal of user intervention in determining when to
stop the adaptation. Gilks et al. (1998) use the idea of Markov chain regeneration
to show that the proposal can be altered innitely often while still maintaining
ergodicity, as long as the alterations happen at regeneration times. This strategy
is of limited use, however, because regeneration times are extremely dicult to
44identify (Brockwell and Kadane 2005), and regenerations are too rare in high
dimensions to be of practical use.
Another way of adapting proposals for single chains while preserving ergodic-
ity is to use \controlled MCMC" (Andrieu and Robert 2001; Borkar 1991) with
vanishing adaptation. The idea here is to attenuate the adaptation process such
that the proposal distribution becomes approximately constant for large t. It is
possible to show that many algorithms of this type are indeed ergodic (see Andrieu
and Thoms 2008, and references therein). The most common mechanism for im-
plementing vanishing adaptation is through Robbins-Monro recursion, borrowed
from stochastic approximation (Benveniste et al. 1990). The general form of this
recursion is
(t+1)   (t) + (t)(h((t))   ); (2.3)
where h() is some some approximation to an unobservable function of interest g()
(with E[h()j] = g()), and it is used to nd roots of the equation g()    = 0.
Here, ft; t = 1;2;:::g is a decreasing deterministic sequence of positive step sizes
satisfying
P1
t=1 (t) = 1 and
P1
t=1 2
(t) < 1.
Given the discussion in Section 2.2, a sensible way to proceed would be, rst,
to scale the MH proposal by letting  = m, h() be an estimate of the sampler's
acceptance rate and  be the optimal acceptance rate (.234 for RWM and .574 for
MALA).
Next, a sensible way to adjust the shape of the proposal would be to let  =
h() = 0, and  be the covariance matrix that best approximates the shape of .
Since of course we do not know what this matrix is, we can estimate it using the
sample covaraince matrix of the chain up until time (t).
This is in fact exactly the algorithm in Atchad e (2006) up to a few technical
details. We modify this approach somewhat by using the log of m for adaptation
45rather than m itself, giving what we call Log Adaptive Proposals (LAP), Algo-
rithm 2. We note that this algorithm is essentially the same as Algorithm 4 of
Andrieu and Thoms (2008). The same LAP procedure may be used for MALA as
well, although we recommend the slight alteration of initializing 2
m(0) = 2:42d1=3
for MALA rather than 2:42=d for RWM. In addition, ropt should be set to .234 for
RWM, and .574 for MALA.
Algorithm 2: RWM with LAP algorithm
Require: Set initial values X(0), 2
m(0) = 2:42
d , and 0(0) = Id
1: for t = 0 to T do
2: take k RWM steps using 2
m(t) and 0(t)
3: calculate ^ r(t) =
# jumps
k
4: calculate ^ 0(t) = 1
k 1(Xdk    X(t))(Xdk    X(t))T
5: calculate 1(t) = 1
tc1 and 2(t) = c01(t)
6: set log2
m(t+1)   log2
m(t) + 2(t)(^ r(t)   ropt)
7: 0(t+1)   0(t) + 1(t)(^ 0(t)   0(t))
8: end for
The intuition behind Algorithm 2 is quite simple. It takes a block of RWM
steps, then estimates the acceptance rate for that block. If it accepts too often, it
increases m; if it accepts too rarely, it decreases m.
It then computes the sample covariance matrix for that block of samples, and
makes the the proposal covariance matrix 0 look a bit more like that sample
covariance matrix. The idea here is that a good estimate of the covariance matrix
that approximates the shape of the target  is the covariance matrix that is the
best t to the sample so far. We also note here that, in our experience, perhaps
surprisingly, this algorithm works very well for target densities that depart severely
46from normality, including multi-modal densities.
The only aspect of the LAP algorithm that is not completely automatic is the
choice of the attenuation parameters c0 > 0 and c1 2 (0;1]. In practice, we have
found that these choices matter very little. We typically choose c0 = 1 and c1 = :8,
and let it run without another thought.
Adapting the log of m rather than m itself has a huge eect (see Figure 2.1),
and accomplishes two tasks. Firstly, it elegantly ensures that m always remains
positive. Secondly, and more importantly, it allows m to make adjustments that
are multiplicative rather than additive (this can be seen by exponentiating step 6
of Algorithm 2). We have found that for many target distributions arising from
Bayesian data analysis, and in particular for MALA samplers, it is very dicult
to determine a priori an appropriate starting value for m, even to the nearest
order of magnitude. The multiplicative adjustments allow the adaptive procedure
to move quickly through orders of magnitude, and then quickly zero in on a good
value by making large adjustments, in an absolute sense, when the optimal m is
large, and making small adjustments, in an absolute sense, when the optimal m
is small. Additive adjustments of the kind in Atchad e (2006) do not make these
type of percentage-wise corrections.
Figure 2.1 demonstrates the eect of adapting m on the log scale. When
adapting m directly (panel (a)), the process takes quite a long time to attain
the optimal acceptance rate. In contrast, adapting the log (panel (b)) allows the
acceptance rate to shoot quickly to optimality.
The eect of adaptation is quite striking for MALA samplers. In Figure 2.2 we
plot the norm of vectors sampled, using MALA, from a 1000-dimensional standard
normal distribution.
In panel (a), the MALA sampler was scaled with its \optimal" value in sta-
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Figure 2.1: Acceptance rate as a function of iteration, moving average with
a window width of 1000. The target is a mixture of normals.
Panel (a) is from a RWM tuned by adapting m directly, and (b)
was tuned on the log scale with LAP. The horizontal line shows
the \optimal" rate of .234
tionarity; that is, the value of m for which the acceptance rate is .574 in the
stationary phase of the chain. This plot shows the characteristic \stickiness" of
MALA samplers, with the chain failing to jump even once until around iteration
20,000. This example, while dramatic, is not atypical. In panel (b), the MALA
sampler is tuned with LAP. It is able to adjust its tuning quickly so that the sam-
pler accepts jumps and hits stationarity almost immediately. It then automatically
adjusts such that the optimal acceptance rate is achieved in the stationary phase.
Thus, MALA tuned with LAP has the best of both worlds | fast convergence to
stationarity, and optimal performace once therein.
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Figure 2.2: Samples from a standard normal distribution, d = 1000, using
MALA. The chain in (a) is tuned \optimally" for the stationary
phase, and (b) is automatically tuned with LAP.
2.4 Comparisons with other MCMC techniques
Now that we have demonstrated the ecacy of LAP for tuning MH proposals, we
investigate how LAP compares with other methods for sampling from a posterior
density. Specically, we test RWM algorithms equipped with LAP (Algorithm 2)
against slice sampling (Agarwal and Gelfand 2005) for geostatistical data, data
augmentation (DA) (Albert and Chib 1993; Liu and Wu 1999) for binary response
data, and adaptive rejection sampling (ARS) (Gilks and Wild 1992) for log-concave
densities within a Gibbs sampler. We made an attempt to t the same datasets
analyzed in the original papers. Unfortunately, this was only possible in the case
of the slice sampler because the other two datasets are no longer available. For the
data augmentation case, we t the dataset analyzed by Roy and Hobert (2007),
who proved that parameter expansion data augmentation is a strict improvement
over data augmentation. Finally, for the comparison with Gibbs sampling using
49adaptive rejection sampling, we use a popular example that is included with the
WinBUGS (Lunn et al. 2000) software, to which WinBUGS applies its implementation
of ARS. Thus, we compare popular methods to Metropolis sampling with LAP to
\beat them at their own game."
These three somewhat specialized MCMC techniques were chosen for their
popularity and good performance. Adaptive rejection sampling is undoubtedly
the most often used, as it is the engine behind much of the popular WinBUGS
(Lunn et al. 2000) software. The immense number of citations of Albert and Chib
(1993) attests the popularity of data augmentation. Finally, slice sampling is the
method of choice for sampling from densities arising from point-referenced spatial
data in the recent book Banerjee et al. (2004).
Our basis for comparison among the dierent algorithms will essentially be how
quickly they work. There are three factors governing speed. The rst is simply
how long it takes to compute each iteration of the algorithm. The second is how
many iterations the sampler requires before it converges to stationarity. The third
factor is how autocorrelated the sample is that the algorithm generates. The more
autocorrelated the sample, the less information it contains, so we use the concept
of eective sample size (Gelman and Rubin 1992; Chib and Carlin 1999; Sargent
et al. 2000) to determine how informative a given sample is. Eective sample
size (ESS) is dened as the actual size of the sample, divided by 1 + 2
P1
k=1 (k),
where (k) is the autocorrelation at lag k. In practice, we compute this quantity
by estimating the spectral density at 0 of an autoregressive model tted to the
chain, as implemented in the R package coda (R Development Core Team 2008;
Plummer et al. 2007).
In each example, we conduct multiple pilot runs of the samplers to determine
the burn-in period. We initialize each chain with starting parameter values that
50are dispersed widely throughout their support. We then calculate Gelman and
Rubin shrink factors, sometimes referred to as ^ R (Gelman and Rubin 1992). For
each parameter we sample, we note the iteration at which the 97.5 percentile of
the shrinkage factor drops below 1.2 (a standard rule of thumb), and choose the
maximum over all the parameters. This value, plus a small safety margin, is chosen
as the burn-in period.
Next, we run each algorithm to generate 50,000 post burn-in iterations (we
found that the 5,000 iterations in Agarwal and Gelfand (2005) produced ESS es-
timates that were too variable). We use this sample to estimate ESS and ESS per
second. Finally, we use the burn-in period and the ESS per second estimates to
calculate the time needed to produce an eective sample of size 500, which we call
t500.
2.4.1 Data augmentation
Data augmentation for sampling from probit regression models was introduced by
Albert and Chib (1993). Since then, it has been widely adopted as a method of
choice when tting models to binary data. The central idea is to add a latent
variable to the model and condition on this new variable so that only draws from
standard distributions are needed.
The model we t is a probit regression model. Let Y1;:::;Yn be independent
Bernoulli random variables, with Pr(Yi = 1) = (x0
i). As usual, () is the
standard normal CDF, and xi is the p-vector of covariates corresponding to Yi.
The parameter of interest is the p-vector  of regression coecients. The likelihood
is then
L(;y) =
n Y
i=1
(x
0
i)
yi(1   (x
0
i))
1 yi (2.4)
51for y1;:::;yn 2 f0;1g. We assign at priors (j) / 1 for j = 1;:::;p.
Albert and Chib (1993) proposed a data augmentation algorithm (henceforth
referred to here as DA) to sample from the posterior distribution (jy). Denote
by TN(;2;w) the normal distribution with mean  and variance 2, truncated
to be positive if w = 1 and negative if w = 0. Also, let X be the design matrix
with ith row x0
i.
Algorithm 3: Data augmentation
Require: Compute ^ A = (X0X) 1 and ^ B = (X0X) 1X0.
1: for i = 1 to N do
2: Draw z1;:::;zn independently from zi  TN(x0
i;1;yi).
3: Draw  from N(^ Bz; ^ A)
4: end for
Liu and Wu (1999) modied the DA algorithm by introducing another aux-
iliary variable. Their \parameter expansion" data augmentation (PX-DA) adds
an additional draw from a gamma distribution, and it also simulates a Markov
chain whose stationary distribution is the posterior. Let G(a;b) be the gamma
distribution with shape parameter a and rate parameter b.
Algorithm 4: Parameter expansion data augmentation
Require: Compute ^ A = (X0X) 1 and ^ B = (X0X) 1X0.
1: for i = 1 to N do
2: Draw z1;:::;zn independently from zi  TN(x0
i;1;yi).
3: Draw g2 from G(n
2; 1
2
Pn
i=1 [zi   x0
i^ Bz]2) and set z = gz
4: Draw  from N(^ Bz; ^ A)
5: end for
52Roy and Hobert (2007) use asymptotic arguments to show that PX-DA should
generate less autocorrelated samples than DA, a result that has been noted em-
pirically (Liu and Wu 1999, e.g). Here, we compare both DA and PX-DA to a
Metropolis sampler with LAP on the same lupus data from van Dyk and Meng
(2001) that Roy and Hobert (2007) used.
The lupus data consists of n = 55 samples where yi;i = 1;:::;n; is an indicator
for latent membranous lupus nephritis, and xi1 and xi2, i = 1;:::;n; are measured
antibody levels. The unknown parameter is  = (0;1;2)0, where 0 is the
intercept.
Since the generated samples were so autocorrelated, we use 500,000 post burn-
in iterations to compute eective sample size. Gelman-Rubin plots drop below
1.2 at 6,000 iterations for DA, 800 for PX-DA, and 300 for Metropolis. Based
on this criterion, we select burn-in periods of 7,000 for DA and 1,000 for PX-DA.
Because the adaptation of the Metropolis proposal did not stabilize until about 800
iterations, we extended the burn-in for the Metropolis sampler to 1,000 iterations.
Results of timing experiments are shown in Tables 2.1 and 2.2. We nd that
PX-DA is dramatically faster than DA, though not as dramatically as Roy and
Hobert (2007) report. Metropolis with LAP, on the other hand, is staggeringly
more ecient than the data augmentation algorithms.
Table 2.1: Comparing RWM with LAP to DA and PX-DA in terms of
ESS/sec.
0 1 2
DA 0.46 0.28 0.47
PX-DA 16.16 15.72 16.08
RWM 525.98 626.44 555.71
53Table 2.2: Comparing RWM with LAP to DA and PX-DA in terms of time
required to generate 500 eective samples.
0 1 2
DA 1089.15 1772.27 1063.26
PX-DA 32.30 33.15 32.44
RWM 1.09 0.94 1.04
Metropolis is both computationally much faster per iteration and shows much
less autocorrelation than DA and PX-DA. The dierence in computational time is
surprising, given the simplicity of DA and PX-DA. Further investigation revealed
that well over 90% of compute time for DA and PX-DA goes into drawing from the
truncated normal distributions. We implemented these draws with the function
rtnorm from the R package msm (R Development Core Team 2008; Jackson 2008).
It is possible that rtnorm is a slow implementation. However, even if we assumed
that drawing from the truncated normal took no time whatsoever, it would not be
enough to make PX-DA equal the eciency of the Metropolis sampler.
Although DA can be extended to a small class of other models (Albert and
Chib 1993), it has nowhere near the generality of Metropolis. For binary data,
for example, Metropolis permits the use of a logit link instead of the probit. In
addition, one might wish to use something other than uniform priors on , which
is easily accomodated by Metropolis samplers. Simply, dramatically better per-
formance and greater exibility make the Metropolis algorithm with LAP greatly
preferable to data augmentation algorithms for Bayesian tting of binary data.
542.4.2 Slice sampling
In this example, we model data as a realization of a Gaussian random eld. The
observations are assumed to be jointly normal, with a constant mean and a covari-
ance structure that depends on the distances between observations.
Let Y1;:::;Yn be a sample from a Gaussian random eld with a constant mean,
and let s1;:::;sn be the set of corresponding locations. Then
Y  N(1;()); (2.5)
where ()ij = C(;si;sj) for some covariance function C. We let C be the
popular Mat ern covariance function (see Stein 1999, e.g.) with a nugget,
C(;si;sj) =

(ksi   sjk=)
2 1 ()

K

ksi   sjk


+ 
21 1si=sj; (2.6)
where K is the modied Bessel function of the second kind of order , and  =
(2;;;2)0.  is called the range parameter, and it determines how quickly the
correlation falls o as a function of distance.  governs the smoothness of the
process, and 2 is called the nugget and could represent measurement error.
An important special case of (2.6) is when  is xed at .5, called the exponen-
tial covariance function. We are interested here in both the full Mat ern and the
exponential covariance functions.
Agarwal and Gelfand (2005) propose to use slice sampling for computations on
this model. Slice sampling is an auxiliary variable method that works by \knocking
out" the likelihood. Consider the parameter vector 
 = ()0, and denote the
likelihood L(
;Y) and the prior (). The idea behind slice sampling is to draw
from a single auxiliary variable U which, conditional on Y and 
, is distributed
uniformly on (0;L(
;Y)) (see Agarwal and Gelfand (2005) for details). Agarwal
and Gelfand (2005) further introduce \shrinkage sampling" as a way to constrain
55the support over which certain draws are made, increasing the probability of good
draws.
Their version of slice sampling begins by partitioning 
 as (1;2), such that
f(1j2;Y) is a simple distribution from which to sample. We then execute Algo-
rithm (5) until we have enough samples to estimate posterior quantities of interest.
Algorithm 5: Slice sampler with shrinkage sampling
Require: Starting values 
 = (1;2)
1: for i = 1 to N do
2: Compute V    logL(
;Y) + z, where z  Exp(1).
3: Draw 2 from the prior (2j1), subject to the constraint that  logL(
) <
V < 1, using shrinkage sampling.
4: Draw 1 from f(1j2;Y).
5: end for
The exponential random variable in step (2) arises, in place of a uniform random
variable, because we prefer to evaluate the log likelihood instead of the likelihood
itself.
We note that step (4) in the slice sampling algorithm only works well if the full
conditional for 1 is a standard distribution. In particular, that restricts us to the
use of a conjugate prior. If this full conditional is not a standard distribution, one
must still draw from it, possibly using one or several Metropolis steps.
We apply slice sampling and Metropolis with LAP to t the model dened by
(2.5) and (2.6) to the scallop data of Ecker and Heltshe (1994). We t this data
twice, once keeping  is xed at .5, and once assuming  is unknown.
For the slice sampler, we determined an appropriate burn-in time of 800 itera-
tions for the exponential covariance model and 500 for the full Mat ern model. For
56the exponential model, this is considerably more than the 500 used by Agarwal
and Gelfand (2005). The Metropolis sampler required many more iterations before
it converged, 5,000 for the exponential model and 10,000 for the Mat ern model.
Agarwal and Gelfand (2005) present two dierent versions of the slice sampler
with shrinkage sampling. One version updates each parameter separately, and the
other updates 2 and 2 simultaneously. In our experiments, the former performed
uniformly better than the latter, so it is the version with individual updates that
we use for comparisons here.
In general, slice sampling produced samples that were much less autocorrelated
than Metropolis with LAP. However, per iteration, Metropolis is many times faster
that slice sampling. The sum of these two competing eects is that the performance
of the two algorithms is roughly comparable.
Table 2.3: Comparing RWM with LAP to Slice sampling in terms of ESS/sec.
2  2 
Slice 0.78 0.81 3.64 -
Exponential
RWM 2.27 2.01 6.10 -
Slice 0.77 0.57 1.72 0.68
Mat ern
RWM 0.54 0.38 0.61 0.76
Results of the timing experiments are displayed in Tables 2.3 and 2.4. For
the exponential model, Metropolis beats slice sampling handily in terms of both
ESS/sec and t500. However, with the exception of the  parameter, slice sampling
is faster than Metropolis on the Mat ern model. This happens primarily because
in the Mat ern case, computational eort at each iteration is dominated by the
evaluation of the Bessel function (about 70% of the total compute time). For the
57Table 2.4: Comparing RWM with LAP to Slice sampling in terms of time
required to generate 500 eective samples.
2  2 
Slice 710.37 687.28 204.95 -
Exponential
RWM 247.43 276.50 109.10 -
Slice 755.12 978.28 393.04 840.47
Mat ern
RWM 1160.79 1564.33 1060.28 897.41
slice sampler, which runs much more slowly per iteration to start with, the eect
of evaluating the Bessel function has less of an impact.
Agarwal and Gelfand (2005) present slice sampling as an o-the-shelf algorithm
that eciently samples from models with unknown covariance parameters. This
claim is true in that it requires almost no tuning, and it produces samples with
low autocorrelations. However, Metropolis sampling with LAP seems to perform
just as well, and also requires no tuning. Furthermore, slice sampling can only be
used in limited settings, even within the context of spatial data. For example, for
a generalized linear model with a random eect modeled as a Gaussian random
eld, slice sampling cannot be applied (Agarwal and Gelfand 2005). Metropolis
sampling, however, has no such limitations.
In addition, if one wishes to avoid making Metropolis steps from within the slice
sampler, one is required to use a conjugate prior for 1 in step (4) of Algorithm (5).
In the example above, that means using inverse gamma priors, which are known
to cause problems for variance components (see Gelman 2006, e.g.). Metropolis
algorithms, of course, impose no such restrictions on priors.
582.4.3 Gibbs sampling with adaptive rejection sampling
Adaptive rejection sampling (Gilks and Wild 1992; Gilks 1992) is a popular tool
for sampling from univariate log-concave densities. Its utility for Bayesian com-
putations is apparent when it is placed within a Gibbs sampler for models where
the full conditional distribution for one or more of the parameters is not easily
obtained via conjugacy, but which is known to be log-concave. In fact, ARS is the
algorithm employed by WinBUGS (Lunn et al. 2000) in these situations. Essentially,
ARS is a traditional rejection sampler that reduces the frequency of rejection by
building a picture of the target density using user-supplied derivative information.
Suppose we want to sample from a univariate distribution  with un-normalized
density (x). A rejection sampler uses an \envelope" function u(x), with u(x) 
(x), and a \squeezing" function `(x), with `(x)  (x), for all x in the support
of .
The rejection sampler independently samples a point x from u(x) and y from
a uniform (0;1) distribution. Then, if y  `(x)=u(x), we accept x. If not, we
compute (x) and accept only if y  (x)=u(x). This algorithm is only useful
if we can easily dene and sample from the envelope function u(x). The original
version of adaptive rejection sampling (Gilks and Wild 1992) uses user-supplied
derivatives of (x) to construct piecewise-linear envelope and squeezing functions
u(x) and `(x).
To compare ARS to RWM with MALA, we analyze the famous stackloss data
from Brownlee (1960). This dataset consists of 21 measurements of \stackloss"
and three covariates: air ow, temperature, and acid concentration. The model
we apply is taken directly from the \Stacks" example provided with WinBUGS. Due
to the suspected presence of outliers in the data vector y = y1;:::;yn, we model
model the response as having a Laplace distribution. Letting X be the n4 matrix
59of centered and scaled covariates, with the leftmost column consisting of ones,
yi Laplace(i;s) independently for i = 1;:::;21
i =
3 X
j=0
jxij
j N(0;0)
s Exponential(0); (2.7)
where 0 is the precision of the normal prior, and 0 is the rate of the Exponential
prior.
We deviate slightly from the Stacks example in that we replace their Gamma
prior on s with an Exponential prior because the Gamma density is not log-concave
for s < 1, which would preclude the use of ARS. We choose 0 = 0:00001 as in the
Stacks example, and 0 = 0:01, which gives very similar parameter estimates to
the model with the Gamma prior.
The implementation we use for ARS is from the R package ars (Rodriguez
2009). The required burn-in period for the Gibbs sampler with ARS was extremely
short, about 300 iterations. In contrast, RWM with LAP required 5,000 iterations
based on Gelman and Rubin shrink factors.
Table 2.5: Comparing RWM with LAP to ARS in terms of ESS/sec.
0 1 2 3 s
GS/ARS 85.51 29.08 31.85 72.68 100.93
RWM 1015.33 122.73 117.78 133.34 117.48
The Gibbs sampler with ARS did a phenomenal job of generating posterior
samples with low autocorrelations. However, each iteration of the Gibbs sampler
60Table 2.6: Comparing RWM with LAP to ARS in terms of time required to
generate 500 eective samples.
0 1 2 3 s
GS/ARS 7.87 19.22 17.72 8.91 6.98
RWM 0.99 4.58 4.75 4.25 4.76
took much longer to compute than each iteration of RWM. This is true for several
reasons. First, at each iteration, the Gibbs sampler has to make a draws from
all ve parameters in the model dened by (2.7), instead of just a single draw for
each iteration of RWM. In the best case, this requires ve times more likelihood
evaluations per iteration. Second, each ARS draw within a single Gibbs iteration
requires several likelihood and derivative calculations to construct the envelope
and squeezing functions, in addition to the computation needed for the sampling
step in ARS. Finally, at each Gibbs iteration, ARS may reject a few samples before
it accepts one, further increasing computing time per iteration.
Overall, Tables 2.5 and 2.6 show that RWM with LAP was considerably more
ecient for all parameters in model dened by (2.7), in terms of both ESS/sec
and t500. It is possible that a portion of the clear discrepancies in computational
eciency is due to the overhead involved in the R interface with the compiled ARS
code. However, it seems that for this model, the Metropolis sampler with LAP
handily out-performs the Gibbs sampler with ARS.
In addition to the its computational advantages over the Gibbs sampler with
ARS, RWM is again considerably more exible in the kinds of models it permits.
As the example highlights, the commonly-used Gamma prior will not work with
ARS (of course, the Gamma prior is most often used as half of a conjugate pair
whose full conditional distribution can be sampled directly). We also note that
61WinBUGS uses an implementation of ARS that makes several draws at each Gibbs
iteration, seeking to accept samples that are negatively autocorrelated with the
existing chain. This strategy takes longer per iteration, but may justify its expense
by generating a sample that has extremely low autocorrelations. We have made
no attempt to implement this strategy here. Finally, we note that more exible
versions of ARS do exist, which do not require user-supplied derivative functions
(Gilks 1992) (this is actually the version implemented in WinBUGS) and which do
not require log-concavity (Gilks et al. 1995), although the latter algorithm is not
as commonly used.
2.5 Discussion
The Metropolis Hastings algorithm is one of the oldest and simplest MCMC tech-
niques available. When equipped with a mechanism like LAP for generating good
proposals, MH may also be the best-performing MCMC technique available. We
have reviewed some important theoretical work concerning the eciency of MH
algorithms, and used some of these results to recommend LAP, an adaptive tech-
nique to optimize proposal distributions. We have argued that tuning RWM and
MALA is a crucial, though perhaps under-appreciated, exercise, and that, with
LAP, it does not have to be a painful one. Finally, we have compared the per-
formance of RWM with LAP to three commonly-used high-performance MCMC
algorithms and concluded that RWM with LAP is preferable both for its compu-
tational ecienty and its superior exibility.
62CHAPTER 3
EMBEDDING BLACK-BOX REGRESSION TECHNIQUES INTO
HIERARCHICAL BAYESIAN MODELS
3.1 Introduction
Hierarchical models provide a exible framework for encoding complex postulated
structures in many types of data. Modern computational tools, MCMC in general
and WinBUGS (Lunn et al. 2000) in particular, have facilitated an explosion in pop-
ularity of hierarchical Bayesian modeling. However, even with the exibility that
this paradigm aords, it may be the case that the modeler is unable or unwilling
to specify parametric structures for one or more components of the hierarchy. We
focus on the problem of nonparametrically modeling conditional means, within a
hierarchical structure, as functions of several covariates.
We will assume the modeling goals are two fold: producing models with high
predictive power, and attempting to understand the eects of many, possibly in-
teracting, covariates about whose functional dependence we may have no a priori
ideas. The rst objective is a common aim of regression analyses. The second,
however, is not quite as standard. It is not altogether unlike conventional model
selection, whereby one may ask whether certain terms in a regression model ought
to be included or excluded. Our outlook here, however, is purely exploratory, and
makes no attempt to do formal testing or model selection. We leverage the ability
of common data mining methods to automatically \decide" which covariates are
important, and to construct almost arbitrary response surfaces of those covariates.
The machine learning literature is rich with many examples of exible non-
parametric models for regression (see Hastie et al. 2001). Possible choices include
regression trees (Breiman et al. 1984), articial neural networks (Rumelhart et al.
631986), and support vector machines (Drucker et al. 1997), as well as their ensemble-
based variants produced from techniques like boosting (Friedman et al. 2000),
bagging (Breiman 1996), and gradient boosting (Friedman 2001). These types of
models are capable automatically discovering and tting complex functions of the
covariates, including higher-order interactions.
Non-parametric specication for Bayesian models has, of course, a rich history,
particularly in the use of Dirichlet processes (see Diaconis and Kemperman 1996).
Here, we take a completely dierent approach. Our modeling strategy proceeds by
incorporating black-box methods borrowed from the data mining community. The
idea is to combine the exibility and automation of data mining methods with the
ability of parametric models to exploit probabilistic structure inherent in data. We
accomlish this fusion through a kind of hierarchical modeling, and describe how
to incorporate data mining methods into an MCMC sampler in Section 3.2. We
propose a computational framework that modies a Gibbs sampler (Geman and
Geman 1984; Gelfand and Smith 1990) by replacing draws from certain conditional
distributions with point estimates based on exible data mining methods, which
permit almost arbitrary relationships between covariates.
This strategy is obviously not, strictly speaking, Bayesian. However, it can be
viewed as having a similar avor to an empirical Bayesian step within an approx-
imate Gibbs sampler, in that it inserts a point estimate into an otherwise fully
Bayesian structure. As such, one might argue that it is bound to under-represent
variability. The potential loss in variance is countered by constructing the point
estimate based on a response that is itself a draw from a conditional distribution
(see Section 3.2). We speculate that the combination of this tting strategy and
the high variance associated with tting and predicting using data mining models
at least compensates, and probably over-compensates, for the lost variance due to
64the use of a point estimator.
Blending data mining methods with parametric structures in a Bayesian frame-
work has been proposed before, for the case of Gaussian response data (Fink and
Hochachka 2009). Here we consider far more general classes of hierarchical models.
In Section 3.2 we use a simple hierarchical regression model to illustrate our
proposed modeling and computational framework. Application to other types of
models is apparent; indeed, this approach will work equally well whenever we
assume an unknown mean function is conditionally normal on some scale. We
describe a simulation experiment in Section 3.3, and demonstrate some ways of
\looking inside" the black box regression models. Section 3.4 describes the appli-
cation of the same model from the simulation to an ornithology dataset. A short
discussion follows in Section 3.5. Throughout, we will use the common bracket
notation [] to refer to densities where it is convenient.
3.2 An Approximate MCMC Sampler
In this section we dene a hierarchical regression model and describe how to wrap
it around a data mining method, a stragegy we call hierarchical embedded black
box regression updating (HEBBRU). It will be convenient to use notation familiar
from generalized linear mixed models (McCulloch et al. 2008), although from a
Bayesian viewpoint, the distinction between xed and random eects is not as
sharp because all parameters are considered to be random.
Suppose y = y1;:::;yn are observations from an exponential family with den-
sity fY j, conditionally independent given  = 1;:::;n, their conditional means.
Suppose further that  is related to some covariates through a link function g,
65with  = g(). Specically, we have
yi  fY ji for i = 1;:::;n
 = g()
= f(X) + Zu
u  N(0;); (3.1)
where X is a set of known covariates associated with the response vector y, Z is
a known model matrix, and u is the vector of \random eects" that occur in the
response. As for f(), for now we assume only that it is an unknown function of
the covariates X.
It will be convenient for computations to use the more condensed re-parameterization
(3.2) instead of the full hierarchy in (3.1).
  N(f(X);ZZ
T) (3.2)
Assuming, for simplicity, that  is a function only of a parameter vector  with
priors   , we can write down most of the full conditionals, up to constants
of proportionality, that constitute a Gibbs sampler for the model dened by (3.1)
and (3.2):
[jy;;f(X)] /[yj][jf(X);]
/
n Y
i=1
fY jg 1(i)(yi)exp
n
 
1
2
(   f(X))
T
 1(   f(X))
o
[jy;;f(X)] /[jf(X);][]: (3.3)
The remaining piece, of course, is a way to update the conditional mean function
f(X). Because we wish to avoid specifying a parametric model for the xed eects
given the many, possibly interacting, covariates, a black-box data mining model
66is incorporated into the MCMC framework. The rst step in accomplishing this,
and the key to the HEBBRU algorithm, is to temporarily consider the xed eect
vector f itself to be a parameter. That is, for the moment we consider the slightly
dierent model
yi  fY ji for i = 1;:::;n
 = g()
= f + Zu
u  N(0;)
f  f; (3.4)
so that now the entire vector f is a free parameter.
Treating the vector f as a parameter requires us to specify a prior distribution
[f] for f. Now, equipped with a prior, we can sample from the full conditional
distribution [fjy;;] / [f][jf;] in the usual way, either by drawing from a
standard distribution if [jf;] and [f] are a conjugate pair, or if not, by nesting an
MCMC sampler like Metropolis-Hastings (Metropolis et al. 1953; Hastings 1970).
We sample from the conditional distribution [fjy;;] as an intermediate step,
and then use the sample to t a data-mining model.
At each \Gibbs" iteration, the data-mining model is t by regressing the co-
variate vector X on the current draw from [fjy;;]. That is, we treat the draw
from [fjy;;] as a response vector, and use it to train the data miner. This gives
us the tted function ^ f(), which we can use to predict the xed eects at new
values of the covariates X.
We note that another possibility would be to t the data mining model to the
conditional mean of, rather than a draw from, the full conditional distribution
[fjy;;]. Doing so would result in less variance in the tted functions ^ f(X). We
favor regressing on the draw from [fjy;;], not only because it better preserves
67the feel of Gibbs sampling, but because we feel it results in more realistic error
propogation throughout the model.
For the remaining steps in the \Gibbs" sampler, we must choose a value of the
vector f to plug into the full conditional distribution of the remaining parameters.
Because the sample from [fjy;;] does not take the covariate information into
account, it is not constrained in any way by the information contained in X.
Therefore, we do not plug this sample into the next full conditional. Instead, we
use an estimate ^ f(X) from our data-mining model to eectively use the covariates
to smooth out the current state of f. It is this vector, ^ f = ^ f(X), that we plug in
when we draw from the full conditionals of the remaining parameters.
Algorithm 6: HEBBRU Algorithm
Require: Initial states (0), f(0), and 
(0)
1: for t = 0 to T do
2: f(t+1)   draw from [fjy;(t);
(t)]
3: Fit ^ f() to f(t+1) using data-mining model
4: ^ f(t+1)   ^ f(X)
5: (t+1)   draw from [jy;^ f(t+1);
(t)]
6: 
(t+1)   draw from [jy;^ f(t+1);(t+1)]
7: end for
As always, we are faced with choices regarding the prior distribution f. If we
simply let f  N(f;2
fI), then the full conditional of f is conditionally conjugate,
so it can be sampled easily by drawing from a known normal distribution. The
parameters f and 2
f may be specied by the user, or they may be modeled with
an additional level in the model hierarchy.
Informally, most regression-type data-mining models are designed for Gaussian
68data. Since we are assuming normality for the g()-transformed conditional mean
vector , [fjy;;] will generate a response that looks similar to a normal, and we
can expect these models to perform reasonably well. Moreover, choosing a normal
prior for f as we suggest results in a full conditional distribution [fjy;;] that is
exactly normal.
The remaining full conditional distributions, however, are more complicated,
and must be sampled by nesting another MCMC sampler like Metropolis-Hastings
(Metropolis et al. 1953; Hastings 1970) inside the Gibbs sampler.
We emphasize that Algorithm 6 can be trivially adapted to any hierarchical
model where an unknown mean function is conditionally normal. Another very
useful feature of this strategy is that the data mining component can be treated
as a completely self-contained modular unit, with one model used as a drop-in
replacement for another as the modeler sees t.
3.3 Poisson Regression: A Simulation Experiment
In this section we demonstrate the use of a HEBBRU sampler (Algorithm 6) to t
a model similar to (3.1). The random eects vector u will have a Gaussian random
eld structure with a covariance function indexed by a parameter vector  Such
a model is an extension of so-called \model-based geostatistics" of Diggle et al.
(1998) (similar models are also found, for example, in Wikle (2002) and Royle and
Wikle (2005)), with the linear xed eects replaced with an arbitrary function of
the covariates.
Specically, let y = yi;:::;yn be observed counts and X = [x1;:::;xn] be a ma-
trix of covariates associated with each observation. In addition, let S = [s1;:::;sn]
be the spatial locations associated with yi;:::;yn, indexed by a Euclidean coordi-
nate system.
69We assume a model that is a special case of (3.1),
yiji  Pois(i)
logi(xi;si) = f(xi) + ui(si) + "i
 i
u(S)j  N(0;(;S))
"ij  iid N(0;
2): (3.5)
We assume that the vector u (here the design matrix Z is just the identity) is
a realization of a second-order stationary, mean-zero Gaussian random eld with
an exponential covariance function. That is,
ij = 
2 expf ksi   sjk=g; (3.6)
where k  k denotes the Euclidean norm. The parameter " has several interpreta-
tions. It produces over-dispersion to the Poisson counts. It could also be viewed
as classical measurement error on the log scale. Finally, " serves as a nugget eect,
contributing small-scale variation to the underlying random eld.
We use Cauchy priors with scale parameter 10, truncated to have only non-
negative support, for the covariance parameters 2 and . Gelman (2006) recom-
mends heavy-tailed priors like the Cauchy for variance components in hierarchical
models, and we have found that these priors perform well, contributing almost no
information, in random eld models. To improve mixing of the MCMC chain, we
re-parameterize and sample from c = 2= (Kaufman 2006), and assign a normal
prior with mean zero and variance 100, again truncated to have only non-negative
support, to c. We need to use a somewhat informative prior for this parameter
because it is not as well-identied as the others, and the sampler tends to take long
excursions through the parameter space if it is not \reined in" by the prior. To
70complete the model, we give the vector f a mean-zero normal prior with variance
100.
The xed eects in the simulated dataset were generated by the highly non-
linear function
f(x)i =1 1fxi;1 > 0:5g   1:2xi;4+
:4sin(6xi;6) + :2sin(6r)=r; (3.7)
where r = ((xi;9 0:5)2+(xi;10 0:5)2)1=2. We provide the model with ten covariates,
x1;:::;x10, ve of which contain signal. The function dened by (3.7) includes a
step function of x1, a linear function of x4, a sinusoidal function of x6, and a
complicated radial function of x9 and x10, which strongly interact. We intended
this to be a dicult regression task, and one that would make parametric modeling
of the conditional mean particularly challenging when given no information about
the functional form of the xed eects.
We generated a 150010 matrix X of iid samples from U(0;1) and applied (3.7)
to produce the xed eects. To this we added a realization of a Gaussian random
eld with an exponential covariance function, with locations uniformly sampled
on the unit square. The covariance parameters were set to 2 = 0:3,  = 0:1, and
2 = 0:2, giving an \eective range", the distance at which the correlation decays
to 0.05, of approximately 0.3.
Finally, these log means were exponentiated and used to generate 1500 Poisson
samples. Of the 1500 points, 1000 were used to t the model, and the remaining
500 were set aside for model validation. The majority of the simulated mean counts
were very close to zero, with almost all of them less than 10, and a few very large
values (Figure 3.1). The preponderance of very small mean counts makes for a
dicult regression problem.
The data mining method we inserted into the HEBBRU sampler for this sim-
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Figure 3.1: Histogram of the simulated mean counts.
ulated dataset is RuleFit (Friedman and Popescu 2008), a tree-based ensem-
ble method that, in our experience, performs extremely well on dicult regres-
sion problems. An R interface for RuleFit can be found at http://www-stat.
stanford.edu/~jhf/R-RuleFit.html. We emphasize that our sampling method
is agnostic to the particular choice of data mining method. The modeler need not
know or care how the data mining method works, and is free to swap dierent
components in and out as he or she wishes. Of course, some methods will perform
better than others, and a little experimentation is useful for making this choice.
After 2000 MCMC burn-in iterations were thrown out, 2500 were used for
generating plots and diagnostics. As usual for Bayesian inference, we can look at
posterior density estimates based on the MCMC sample. Kernel density estimates
for the covariance parameters 2 and  are plotted in Figure 3.2.
We see from Figure 3.2 that HEBBRU is capable of estimating the covariance
parameters quite accurately, even though it is given almost no guidance with re-
gards to the mean structure. Estimate for both the scale of the random eld 2
and the range parameter  are quite good.
720.0 0.5 1.0 1.5 2.0 2.5
0
.
0
0
.
5
1
.
0
1
.
5
2
.
0
s s
2
D
e
n
s
i
t
y
0.0 0.2 0.4 0.6 0.8 1.0
0
1
2
3
4
r r
D
e
n
s
i
t
y
Figure 3.2: Kernel density estimates for the covariance parameters 2 and .
With regards to the xed eects estimation, we describe two exploratory tools
that provide a glimpse into the structure of the functional dependence on the
covariates. The rst tool is a description of relative importances of the predictor
variables variables, and the second is the partial dependence function.
Variable importances are not, in general, precisely dened, in that dierent
data miners measure the inuence of covariantes dierently. However, most data
mining methods do have some notion of variable importance, and it is available as
output for many data mining packages (see Breiman 2001; Friedman and Popescu
2008, e.g.). They attempt to measure inuence, relative to one another, that the
predictors have on the response surface. For example, in the linear regression
model, when the covariates are appropriately scaled, one often interprets the tted
coecients  as providing this information. For a tree-based method like RuleFit,
this information might be derived by looking at how much some loss criterion is
decreased by splitting on a particular variable.
One advantage of wrapping a data mining method inside a hierarchical model is
that, because the response surface at each MCMC iteration is slightly dierent, we
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Figure 3.3: Variable importances.
get an estimate of the distribution of variable importances. For RuleFit, variable
importances are given as numbers between 0 and 100. A boxplot summarizing the
posterior sample of variable importances from RuleFit is shown in Figure 3.3.
This variable importance distribution is a useful exploratory tool for model se-
lection, or possibly guidance on future data collection. From Figure 3.3 we see that
HEBBRU generates a variable importance distribution that reects the underlying
xed eects structure. The variables with the highest estimated importance are
in fact those which contain signal, with x1 in particular showing extremely high
inuence. As a cautionary note, we point out that x5 and x8 were also estimated
to have some importance, even though they did not, in reality, contribute to the
log response surface.
The second exploratory tool we demonstrate here is the partial dependence
function (see Friedman 2001). A partial dependence function for the explanatory
variable xi is the response function, averaged over the distribution of the remaining
explanatory variables xni
PDFi(xi) = Exni[f(xi;xni)]:
In practice, this expectation is computed via a Monte Carlo average of the response
74surface computed for xed values of xi and many bootstrap samples of xni.
Just as with the variable importance estimates, we can compute partial de-
pendence functions for each iteration of the HEBBRU sampler. In this way, we
produce estimates of the distribution of the partial dependence functions.
Figure 3.4 shows pointwise sample medians (solid lines), along with pointwise
90% credible intervals, for the four non-interacting covariates that contain signal,
x1, x4, and x6. The true values of the xed eects as function of the individual
covariates are shown as dashed lines.
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Figure 3.4: Partial dependences
75The step function should be easy for a tree-based method to estimate, so the
good agreement between the partial dependence of x1 and the true response is, to
a degree, to be expected. However, the agreement for the linear function, which
is notoriously dicult for tree-based regression methods, and the sine function,
are quite extraordinary. Remember, the data mining algorithm does not get to
see any information about the response on its original scale|the only data are
Poisson samples generated from the exponentiated conditional mean surface, which
is itself contaminated with \noise" in the form of the Gaussian random eld and
iid Gaussian error.
Partial dependence functions are analogously dened for pairs of covariates. We
show the estimated pointwise median partial dependence surface for the strongly
interacting covariates x9 and x10 in Figure 3.5.
Figure 3.5: 2-d Partial dependences on x9 and x10
The left and right-hand panels of Figure 3.5 show, respectively, the true eect
and estimated partial eect of x9 and x10. Given the diculty of the task, the
estimated surface looks quite good. The sampler seems to have smoothed out
the central peak and under-estimated the strength of the interactions (the surface
76is too low away from the coordinate axes), but it picked up the general shape
admirably.
Finally, we are interested in the predictive performance of our algorithm on a
hold-out set of data. To evaluate predictive performance, we compute the percent
deviance explained on the test set relative to the null model,
%D(y;^ y) = 100 
D(y; y)   D(y;^ y)
D(y; y)
; (3.8)
where D(y;) refers to the deviance function.
A value of zero indicates performance equivalent to predicting the sample mean
of the response in the training set. Negative values indicate worse performance than
predicting the mean, and positive values are improvements over this null model.
As a means of comparison, we t three ensemble-based data mining methods
that are known to have good predictive accuracy: bagged regression trees (BRT)
(Breiman et al. 1984; Breiman 1996) (implemented using the R package rpart
(Therneau and port by Brian Ripley. 2009)), gradient boosting machines (GBM)
(Friedman 2001) (as implemented in the R package gbm (Ridgeway 2007)), and
RuleFit (RF) (Friedman and Popescu 2008). Because the data are counts, we
follow the common practice in data mining of tting the models to the transformed
response y0 = log(y + 1). In addition, for fair comparison, we provide the three
\naked" data miners with location coordinates S to use as additional predictors.
The results are summarized in Table 3.1.
In addition to the more traditional data mining methods, Table 3.1 also includes
the predictive performance achieved by tting a generalized additive model (GAM)
(Hastie and Tibshirani 1990) (as implemented in the R package mgcv (Wood 2008))
to the data. GAM has the benet of being able to directly take advantage of the
Poisson structure of the response. Its handicap of only tting smooth functions of
77Table 3.1: %D for our HEBBRU algorithm and competing data mining
methods
%D{test set %D{train set
HEBBRU 32 89
BRT 13 27
GBM 23 56
RF -20 56
GAM 27 69
single predictors (i.e. assuming no interactions) did not seem to hamper greatly on
this simulated dataset. On datasets that have more and higher-order interactions,
however, the performance of GAM is expected to suer. Furthermore, since it can-
not automatically t interactions, the utility of GAM for some of the exploratory
aspects of this study is limited. Finally, its mixed-eects analogue, GAMM, is
unable to practically accommodate high-dimensional random eects of the type
simulated here.
Our HEBBRU algorithm seems to severely over-t the data. Even so, it clearly
outperforms the \naked" data mining algorithms on this simulated dataset. Be-
cause of the similar success of GAM, we speculate that most of the performance
benets are gained by taking advantage of the Poisson form of the response, and
not necessarily, in this case, by leveraging the Gaussian random eld structure.
When evaluated on predictive performance, HEBBRU is highly competitive with
some of the most successful data mining regression techniques in the literature.
We suspect that this performance advantage could increase on datasets where the
random eects account for a higher percentage, relative to the xed eects, of the
signal contained in the conditional mean vector .
783.4 Poisson Regression: An Example With Ornithological
Data
We now apply HEBBRU and the model dened by (3.5) to a \citizen science"
dataset consisting of counts of bird occurrences. The eBird project (http://www.
ebird.org) seeks to gather massive amounts of data from bird enthusiasts across
North America who submit their sightings as often as they like via a web interface.
The eBird database contains millions of records for hundreds of species. Here we
focus our attention on the Eastern Phoebe. The Eastern Phoebe is a woodland
bird that feeds on insects. It is relatively common, and it lives almost exclusively
in the eastern United States. This species presents a modeling challenge because
it is a seasonal migrator.
We restrict our area of study to the southern Cayuga Lake region in central
New York because this is where data are most abundant. The 1700 observations
from 2004{2007 are indicated in Figure 3.6.
The data are extremely sparse in the southeast portion of the region. In addi-
tion to the counts and the locations, we have 23 covariates. 5 of these covariates
describe the circumstances surrounding the sighting event. They include eort
hours (how long was the observer watching for birds?), calendar date, and hour of
the day. The remaining covariates are habitat descriptors and include things like
percentage of evergreen forest cover, percentage of land that is highly-developed,
percentage of grassland, amount of open water, etc.
Instead of modeling the covariance structure of the Gaussian random eld as
in (3.6), we consider the spatio-temporal covariance function
C(
;h;u) =
2
(au2 + 1)2  exp

 (c=2)h2
(au2 + 1)!

; (3.9)
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Figure 3.6: Locations of the 1700 Eastern Phoebe observations in the south-
ern Cayuga Lake region
where h and u are distances between observation points in space and time, re-
spectively (Gneiting 2002). The parameters  2 (0;1] and  2 (0;1] control the
smoothness of the process, and we x them at 1 and .5, respectively, because they
are very weakly identied by the data.
The parameter ! 2 [0;1] species the degree of interaction between spatial
and purely components of the covariance model. Note that when ! = 0, (3.9) at
temporal lag 0 reduces to the exponential model (3.6).
We ran 10,000 MCMC iterations, discarding the rst 3,000. The posterior
correlation surface is summarized in Figure 3.7. At each MCMC iteration, the
state of the parameter vector denes a correlation surface. Displayed in Figure 3.7
are the .05, 0.5, and .95 quantiles of each point in this surface. The lowest contour
line in each panel, the 0.05 contour, denes the \eective range" of the process.
Looking at the median surface in Figure 3.7, we see that the correlation in the
random eld is probably quite local, with an eective range of just 12 hours for at
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Figure 3.7: Pointwise quantiles of the posterior correlation surface
zero spatial lag and just 0.5 miles at zero temporal lag. This probably indicates
that, because the observations are not dense enough in space and time for this
correlation to have much of an impact, the random eld component of the model
contributes little to the predictions.
Estimated one-dimensional partial dependence functions for four predictors of
particular interest are shown in Figure 3.8.
A panel of ornithologists expected these four covariates to have large marginal
eects. As expected, because Eastern Phoebes are most vocal in the morning, the
hours since midnight covariate shows a decreasing trend starting at about 6:00
a.m. when we start to get data. Also, as expected, counts tend to increase the
longer an observer spends watching. The eect of the forest habitat predictors
was surprisingly at. This could be because they did not have a big eect on the
response, or it could be because they interact, and such that the averaging across
predictors attens their marginal partial dependence functions. In principle, this
issue could be explored by looking at higher-dimensional partial dependence plots
like those in Figure 3.5.
The eect of calendar date is by far the most dramatic. According to Figure
3.8, the Eastern Phoebe is absent from the southern Cayuga Lake region until some
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Figure 3.8: Partial dependences
time in March, when the population rises quickly and dramatically. The expected
counts fall a bit, level o, then plummet in October. We see this conrmed in the
predicted count surfaces of Figure 3.9, where we even see an increase in predicted
counts in early October before they crash shortly thereafter. According to the or-
nithologists, his phenomenon is easily explained by behavior typical of the Eastern
Phoebe. Phoebes are particularly detectable during the spring migration because
they increase their vocalizations. They become quiet again and a bit reclusive
during the summer breeding season, and then increase their activity level again for
82the fall migration.
Figure 3.9: Prediction surfaces for Eastern Phoebe
3.5 Discussion
We have presented a way to embed black box data mining regression models into
hierarchical statistical models which include unknown functions of covariates that
are assumed to be conditionally normal on some scale. We have demonstrated this
83technique on Poisson random eects models for both simulated and real data. We
have shown that, if the parametric model is correctly specied, as it was in our
simulation example, this melding of techniques can give a considerable performance
increase, while also providing tools for exploratory analysis. An added benet of
the approximate Bayesian avor of the method is that it permits estimation of
distributions of these exploratory measures.
A weakness of the approach presented here is that it is extremely computation-
ally intensive, requiring the training of a data mining model at each of potentially
very many MCMC iterations. This is in addition to the usual computational eort
required by the traditional MCMC components, which can itself be considerable.
These heavy computational requirements must be weighed against the substantial
modeling and exploratory benets.
In some sense, this semi-parametric framework combines the leveraging of struc-
ture inherent in parametric models with the exibility and automatic nature of
data mining methods, resulting in the best of both worlds; if one hypothesizes a
particular distributional form for part of the model, one can take advantage of this
structure without sacricing the ability to t arbitrary functional forms to other
components of the model. Or, conversely, one can view this as a way to enjoy
the benets of non-parametrically tting unknown conditional mean structures
without diminishing the ability to accurately estimate parametric components.
84APPENDIX A
DETAILED DERIVATIONS, PROOFS, AND TABLES
A.1 Derivative Calculations
For taking derivatives of (1.3), the following facts will be helpful:
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The only part of (A.5) that depends on the data is ZZ0, so when we calculate
E0[_ `t], we just plug in E0[ZZ0] = 0 into (A.5), and everything cancels at  = 0.
Thus, we see that E0[ _ `t(0)] = 0, so the tapered score function is an unbiased
estimating function.
We now calculate Jn as dened in section 1.2.1. The rst step is to dierentiate
(A.5) with respect to . Dierentiating the rst term, we get
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Again, only ZZ0 in (A.7) depends on the data, so some cancellation occurs (at
 = 0), and the expectation of (A.7) is
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86Next, we compute E0[ _ `t_ `
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Now apply Lemma 2 from Kaufman (2006) to (A.10), and get
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We can now put (A.9) and (A.11) together to get an expression for Jn in terms
of things we know.
87A.2 Expansions with iid 2 Random Variables
Consider the tapered likelihood function (1.3). Now factor the true covariance
matrix 0 = C0C so that C0 1Zn  N(0;In). Now we can write
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where i;n is the ith eigenvalue of Vn =
 
(n  Tn) 1  Tn

0, and the 2
i are iid
2
1 random variables. Now,
n X
i=1
i;n = tr
 
(n  Tn)
 1  Tn

0
	
= tr

(n  Tn)
 1(0  Tn)
	
by (A.4): (A.13)
88Plugging (A.13) into (A.12), we have that
`t;n =  
n
2
log(2)  
1
2
log(jn  Tnj)
 
1
2
tr

(n  Tn)
 1(0  Tn)
	
 
1
2
n X
i=1
i;n(
2
i   1): (A.14)
89Similarly, we can re-write _ `t;n as
[_ `t;n]k =  
1
2
tr
n
(n  Tn)
 1
@n
@k
 Tn
o
+
1
2
tr
n
(ZnZ
0
n  Tn)(n  Tn)
 1 
@n
@k
 Tn

(n  Tn)
 1
o
=  
1
2
tr
n
(n  Tn)
 1
@n
@k
 Tn
o
+
1
2
tr
n
(Z
0
n

(n  Tn)
 1
@n
@k
 Tn


(n  Tn)
 1  Tn

Zn
o
=  
1
2
tr
n
(n  Tn)
 1
@n
@k
 Tn
o
+
1
2
(C
0 1Zn)
0C

(n  Tn)
 1
@n
@k
 Tn


(n  Tn)
 1  Tn

C
0(C
0 1Zn)
=  
1
2
tr
n
(n  Tn)
 1
@n
@k
 Tn
o
+
1
2
X
0
nC

(n  Tn)
 1
@n
@k
 Tn


(n  Tn)
 1  Tn

C
0Xn;
where Xn  N(0;In)
=  
1
2
tr
n
(n  Tn)
 1
@n
@k
 Tn
o
+
1
2
n X
i=1
i;n
2
i;
=  
1
2
tr
n
(n  Tn)
 1
@n
@k
 Tn
o
+
1
2
n X
i=1
i;k;n(
2
i   1) +
1
2
n X
i=1
i;k;n
(A.15)
where i;k;n is the ith eigenvalue of the matrix
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Now we can re-write the tapered score as
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for each of the k = 1;:::;p parameters.
Next, we re-write the second derivative, given by equations (A.6) and (A.7), of
the tapered log likelihood (1.3). Dene the matrices
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
0:
Then, making a completely analogous argument to the one above, we can write
[ `t;n(0)]jk =  
1
2
tr
n
(n  Tn)
 1
@n
@k
 Tn


(n  Tn)
 1
@n
@j
 Tn
o
 
1
2
n X
i=1
i;1;jk;n(
2
i   1)
+
1
2
n X
i=1
i;2;jk;n(
2
i   1)
 
1
2
n X
i=1
i;1;kj;n(
2
i   1); (A.18)
where, for j;k = 1;:::;p, i;1;jk;n are the eigenvalues of W1;jk;n, i;2;jk;n are the
eigenvalues of W2;jk;n, and i;1;kj;n are the eigenvalues of W1;kj;n.
A.3 Proofs of Theorems and Lemmas
A.3.1 Proof of Theorem 1.1
Proof. We will show that there exists a local maximum of n 1`t;n() that converges
in probability to 0. The proof proceeds by rst showing that n 1`t;n() converges
uniformly to its expectation (see (A.27)), and next that this expectation has a
maximum and is suitably peaked at 0.
92To show uniform convergence, we rst dene the matrices
Vn =
 
(n  Tn)
 1  Tn

0
Wk;n =
 
(n  Tn)
 1
@n
@k
 Tn

(n  Tn)
 1  Tn

0
for each k = 1;:::;p.
Re-write
1
n
`t;n =  
1
2
log(2)  
1
2n
log(jn  Tnj)
 
1
2n
trf(n  Tn)
 1(0  Tn)g
 
1
2n
n X
i=1
i;n(
2
i   1); (A.19)
where i;n; i = 1;:::;n are the eigenvalues of Vn, and 2
i; i = 1;:::;n are iid 2
1
random variables (See Section A.2 for the calculations). Then it is apparent that
E0
h1
n
`t;n()
i
=  
1
2
log(2)  
1
2n
log(jn  Tnj)
 
1
2n
tr

(n  Tn)
 1(0  Tn)
	
: (A.20)
We wish to show that the last term in (A.19) converges in probability to zero.
If we can show that supn maxfVng is bounded, then we can apply Theorem 1.1 of
Cuzick (1995) to get almost sure convergence to zero.
To bound supn maxfVng, we apply Theorem 5.3.4 of Horn and Johnson (1991),
which states that for symmetric n  n matrices A and B, if A is positive semi-
denite, then any eigenvalue fA  Bg of A  B satises
min
1in
Aii  minfBg  fA  Bg  max
1in
Aii  maxfBg:
93Since Tii = 1 for all i = 1;:::;n, we have
maxfVng  maxf(n  Tn)
 1  Tngmaxf0g
 maxf(n  Tn)
 1maxf0g
=
maxf0g
minfn  Tng

maxf0g
minfng
: (A.21)
From (A.21) and assumption (A1), supn maxfVng < 1, so Theorem 1.1 of
Cuzick (1995) applies, and we see that
1
n
`t;n()   E0
h1
n
`t;n()
i
P0     ! 0
pointwise.
Now, re-write the tapered score (derived in Section A.2) as
@n 1`t;n()
@k
=  
1
2n
tr
n
(n  Tn)
 1
@n
@k
 Tn
o
+
1
2n
tr
n
(n  Tn)
 1
@n
@k
 Tn


(n  Tn)
 1(0  Tn)
o
+
1
2n
n X
i=1
i;k;n(
2
i   1) (A.22)
where i;k;n; i = 1;:::;n are the eigenvalues of W k;n, and 2
i; i = 1;:::;n are iid
2
1 random variables (Again, see Section A.2 for the calculations).
94Just as in (A.21),
maxfWk;ng  maxf(n  Tn)
 1
@n
@k
 Tn


(n  Tn)
 1  Tngmaxf0g
 maxf(n  Tn)
 1
@n
@k
 Tn


(n  Tn)
 1gmaxf0g
 maxf(n  Tn)
 1g
2 
max
n@n
@k
 Tn
o
maxf0g
=
max

@n
@k  Tn
	
maxf0g
minf(n  Tn)g2

max

@n
@k  Tn
	
maxf0g
minf(n)g2 : (A.23)
So by (A.23) and assumptions (A1) and (A2), and again applying Theorem 1.1
of Cuzick (1995), the last term in (A.22) converges almost surely, and hence in
probability, to 0.
Looking at the rst term in (A.22),
1
2n

 tr
n
(n  Tn)
 1
@n
@k
 Tn
o
 

1
2n
 nmax
n
(n  Tn)
 1
@n
@k
 Tn
o

1
2
maxf(n  Tn)
 1gmax
n@n
@k
 Tn
o
=
max
n
@n
@k  Tn
o
2minf(n  Tn)g
; (A.24)
so by assumptions (A1) and (A2),
limsup
n!1
1
2n
  tr
n
(n  Tn)
 1
@n
@k
 Tn
o   < 1:
95Similarly,
1
2n
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@n
@k
 Tn


(n  Tn)
 1(0  Tn)
o  

1
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 nmax
n
(n  Tn)
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@n
@k
 Tn


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 1(0  Tn)
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
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 
@n
@k  Tn
	
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2minf(n  Tn)g2 : (A.25)
Again by assumptions (A1) and (A2),
limsup
n!1
1
2n
  tr
n
(n  Tn)
 1
@n
@k
 Tn


(n  Tn)
 1(0  Tn)
o
  < 1: (A.26)
That means we can dominate
@n 1`t;n()
@k with some random variable Bn = Op(1),
E[Bn] < 1 for all k = 1;:::;p. Using this fact, along with the assumptions of
convexity and compactness, we can apply Corollary 2.2 of Newey (1991) to get
that n 1`t;n() is stochastically equicontinuous, and
sup
2

 
1
n
`t;n()   E0
h1
n
`t;n()
i
  = op(1); (A.27)
to get the desired uniform convergence.
Now we must check that E0[ 1
n`t;n()] has a local maximum at  = 0. Noting
that
@E0[n 1`t;n()]
@k
=  
1
2n
tr
n
(n  Tn)
 1
@n
@k
 Tn
o
+
1
2n
tr
n
(n  Tn)
 1
@n
@k
 Tn


(n  Tn)
 1(0  Tn)
o
; (A.28)
it is clear that 0 is a local maximum.
96Because the right hand side of (A.28) is zero, a Taylor expansion gives
E0[n
 1`t;n(0)]   E0[n
 1`t;n()] =
 
1
2
(   0)
0E0[n
 1 `t;n(0)](   0)
  o(k   0k
3) (A.29)
for  near 0.
Assumption (A3) guarantees that, for any  > 0 and for all n > N, the right
hand side of (A.29) can be bounded from below by some  > 0 (Horn and Johnson
1991). Hence,
E0[n
 1`t;n(0)]   sup
k 0k
E0[n
 1`t;n()]   (A.30)
for all n > N. Since ^  is a local maximum,
n
 1`t;n(^ ) > n
 1`t;n(0)   =3 (A.31)
with probability approaching 1. The uniform convergence in (A.27) gives
E0[n
 1`t;n(^ )] > n
 1`t;n(^ )   =3 (A.32)
and
n
 1`t;n(0) > E0[n
 1`t;n(0)]   =3 (A.33)
w.p.a. 1. Putting (A.31), (A.32), and (A.33) together,
E0[n
 1`t;n(^ )] > n
 1`t;n(^ )   =3
> n
 1`t;n(0)   2=3
> E0[n
 1`t;n(0)]    (A.34)
w.p.a. 1. Combining (A.30) and (A.34), we see that E0[n 1`t;n(^ )] >
supk 0k E0[n 1`t;n()], and hence k^    0k < , w.p.a. 1.
97A.3.2 Proof of Lemma 1.1
Proof. Recall from (A.22) that
[_ `t;n(0)]k =
1
2
n X
i=1
i;k;n(
2
i   1);
where 2
i; i = 1;:::;n are iid 2
1 random variables.
Note that 2
i;k;n; i = 1;:::;n, are the eigenvalues of W
2
k;n. Then Theorem
1 of Weber (2006) says that (1
2trfW2
k;ng) 1=2[_ `t;n()]k
D   ! N(0;1), for each k =
1;:::;p. The same theorem can be straightforwardly applied to show that all
linear combinations of the components of _ `t;n() are asymptotically normal.
Let the notation X
D   ! N(;
) denote 
 1=2(X   )
D   ! N(0;I). Since
each component and linear combination of components of _ `t;n() is asymptoti-
cally normal N(0; 1
2trfW2
k;ng), the whole vector is jointly asymptotically normal
N(;
) for some  and 
. To nd the values of  and 
, we can just match
moments of _ `t;n().
We have shown in (A.5) that ` = E0[_ `t;n] = 0. Then Cov0[_ `t;n] = E0[_ `t;n_ `
0
t;n] 
Pn. From (A.9) we see that [Pn]jk = 1
2trfWj;nWk;ng (note that this agrees with
the calculation of the marginal asymptotic variance of [_ `t;n()]k above). Therefore,
_ `t;n
D   ! N(0;Pn)
A.3.3 Proof of Lemma 1.2
Proof. See Section A.2 for how to write  `t;n(0) as a non-stochastic term plus a
weighted sum of iid 2
1 random variables (A.18). Then use Theorem 1.1 to see
that 
P0     ! 0. Finally, apply Theorem 1.1 of Cuzick (1995) to get almost sure
convergence, which implies convergence in probability.
98A.3.4 Proof of Theorem 1.2
Proof. Here, we apply Theorem 3.4.5 from Guyon (1995) concerning a sequence of
contrast functions fUn()g. The rst assumption is that ^ t;n is consistent, which
was established in Theorem 1.1. In addition, we need to check two key conditions.
The rst is that there exists a sequence (an) ! 1 such that Jn = Var(a
1=2
n Un(0))
exists and satises a
1=2
n J
 1=2
n Un(0)
D   ! N(0;I). To see that this holds, take
Un = n 1_ `n, an = n, and Jn = n 1Pn, and apply Lemma 1.1.
The second condition is that there exists a sequence of nonstochastic p  p
matrices fIng such that _ U(0)   In
P0     ! 0. To check this, take In = n 1Qn and
apply Lemma 1.2.
Then Theorem 3.4.5 from Guyon (1995) says that
p
anJ
 1=2
n In(^ t;n   0)
D   !
N(0;I), or, since
p
anJ
 1=2
n In =
p
n(
p
nP
 1=2
n )(n 1Qn) = J
1=2
n , that J
1=2
n (^ t;n  
0)
D   ! N(0;I), the desired result.
A.4 Comparing Simulation Results to Asymptotic Calcu-
lations
99Table A.1: 1000 covariance matrix for ^ t (n = 100).
Sample Cov. Asymp. Cov.
2 c 2 c
2 346.102  0.457 318.560  1.369
L = 15
c  0.457 0.905  1.369 0.911
2 394.577  0.614 366.419  0.984
L = 5
c  0.614 1.036  0.984 0.981
2 390.447 5.924 390.091 3.682
L = 2
c 5.924 2.107 3.682 1.610
Table A.2: 1000 covariance matrix for ^ t (n = 400).
Sample Cov. Asymp. Cov.
2 c 2 c
2 118.210  0.483 117.271  0.508
L = 15
c  0.483 0.225  0.508 0.223
2 86.857  0.384 133.427  0.463
L = 5
c  0.384 0.253  0.463 0.236
2 139.765 1.000 140.421 0.534
L = 2
c 1.000 0.403 0.534 0.374
100Table A.3: 1000 covariance matrix for ^ t (n = 1600).
Sample Cov. Asymp. Cov.
2 c 2 c
2 37.892  0.158 36.527  0.159
L = 15
c  0.158 0.053  0.159 0.055
2 38.475  0.182 40.310  0.164
L = 5
c  0.182 0.057  0.164 0.058
2 42.236  0.046 41.780  0.072
L = 2
c  0.046 0.084  0.072 0.082
Table A.4: 1000 covariance matrix for ^ t (n = 2500)
Sample Cov. Asymp. Cov.
2 c 2 c
2 24.097  0.102 24.486  0.107
L = 15
c  0.102 0.036  0.107 0.035
2 27.255  0.131 26.783  0.113
L = 5
c  0.131 0.039  0.113 0.037
2 27.105  0.108 27.651  0.084
L = 2
c  0.108 0.049  0.084 0.051
101Table A.5: 1000 covariance matrix for ^ QB (n = 100).
Sample Cov. Asymp. Cov.
2 c 2 c
2 332.483  1.307 318.560  1.369
L = 15
c  1.307 0.884  1.369 0.911
2 331.982  1.284 366.419  0.984
L = 5
c  1.284 1.080  0.984 0.981
2 355.319 1.456 390.091 3.682
L = 2
c 1.456 1.729 3.682 1.610
Table A.6: 1000 covariance matrix for ^ QB (n = 400).
Sample Cov. Asymp. Cov.
2 c 2 c
2 108.859  0.437 117.271  0.508
L = 15
c  0.437 0.229  0.508 0.223
2 85.299  0.362 133.427  0.463
L = 5
c  0.362 0.221  0.463 0.236
2 133.494 1.157 140.421 0.534
L = 2
c 1.157 0.383 0.534 0.374
102Table A.7: 1000 covariance matrix for ^ QB (n = 1600).
Sample Cov. Asymp. Cov.
2 c 2 c
2 36.038  0.161 36.527  0.159
L = 15
c  0.161 0.056  0.159 0.055
2 38.466  0.126 40.310  0.164
L = 5
c  0.126 0.058  0.164 0.058
2 37.365 0.047 41.780  0.072
L = 2
c 0.047 0.085  0.072 0.082
Table A.8: 1000 covariance matrix for ^ QB (n = 2500)
Sample Cov. Asymp. Cov.
2 c 2 c
2 25.179  0.085 24.486  0.107
L = 15
c  0.075 0.033  0.107 0.035
2 30.343  0.096 26.783  0.113
L = 5
c  0.096 0.036  0.113 0.037
2 28.727  0.114 27.651  0.084
L = 2
c  0.114 0.054  0.084 0.051
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