Introduction
Start from the family of elliptic curves
For a real parameter λ in the interval (0, 1), take the ratio of the periods
We have the theta representation of the λ-invariant
00 (τ )
.
(1.1)
Here, ϑ jk indicates the Jacobi theta constant
The classical theorem of arithmetic geometric mean by Gauss says
Here M (a, b) means the arithmetic geometric mean with the initial positive values a, b, and F (α, β, γ; x) indicates the Gauss hypergeometric function. Recall the Jacobi formula relating the elliptic integral and the theta constant:
Theorem 1.1. (see [J] and by putting x = ϑ 2 01 (τ )/ϑ 2 00 (τ ), we can derive the Gauss AGM theorem (1.2) from the above Jacobi formula. In fact, we have
So we have ϑ 2 00 (τ ) M (1, x) = 1. In this article we show a variant of this Jacobi formula for the Picard curves (2.1). The Jacobi formula shows that the modular form ϑ 4 00 (τ ) with respect to the principal congruence subgroup Γ(2) of P SL(2, Z) has an expression by the Gauss hypergeometric function F ( 1 2 , 1 2 , 1; 1 − λ) of the algebraic parameter λ via the inverse of the period map (1.1) for the family of elliptic curves E(λ).
Our result is a two dimensional exact analogy of this context. We use the Picard curves with two algebraic parameters λ 1 , λ 2 . The inverse of the period map is given by (3.1). Our modular form ϑ 2 Jacobi type formula for the Picard curves
The Picard modular form revisited
We express the Picard curve with the projective parameters:
where
It is a curve of genus three, The Jacobian variety Jac(C(ξ)) of C(ξ) has a generalized complex multiplication by √ −3 of type (2, 1). In fact we have a basis of holomorphic differentials
Put λ 1 = ξ 1 /ξ 0 , λ 2 = ξ 2 /ξ 0 . And we assume 0 < λ 1 < λ 2 < 1. Under this condition, we choose the following basis of H 1 (C, Z) already used in [S] . Here we put cut lines starting from branch points in the lower half z-plane to get simply connected sheets. The real line (resp. the dotted line, the chained line)
indicates a path on the first sheet (resp. the second sheet, the third sheet).
By the analytic continuation, they are multivalued analytic functions on the (
The normalized period matrix of C(ξ) is given by Ω = Ω −1
1 Ω 2 . By the relations of periods (2.3) together with the symmetricity t Ω = Ω, we can rewrite
η0 . So we set Ω = Ω(u, v). The Riemann period relation Im Ω > 0 induces the inequality 2Re (v) + |u| 2 < 0. We set
Set the Picard modular group
and set Γ(
here Ω is a variable on the Siegel upper half space of degree 3. We use the following Riemann theta constants and their Fourier expansions (see [S] , p.327, also [K-S] formula (1.3)):
with an index k ∈ Z, where trµ = µ +μ, N(µ) = µμ and
The following properties are already established. 
gives the inverse of the period map Φ.
(iii) ( [S] p.329) The projective group Γ( √ −3)/{1, ω, ω 2 } is generated by
Let G denote the group generated by g 1 , . . . , g 5 .
(iv) ( [S] p.346) We have the automorphic property:
Main Theorem
Under the relation
stated in Fact 2.1 , we have the following our main theorem:
Theorem 3.1.
here
Corollary 3.1. We have 
Remark 3.1. According to some classical literature (also in [M-T-Y]), it holds
We can take a nice choice of the cubic roots for b ′ , c ′ so that ψ 2 (a, b, c) becomes to be a triple of positive numbers again. Thus, we get a unique positive number
As a consequence of Main Theorem we obtain a new proof of the three terms AGM theorem in [K-S] (p.134 Theorem 2.2) :
Observing the following isogeny formula (see
we obtain the above corollary by the exactly analogous argument in the introduction.
Proof of the Main Theorem
is a single valued holomorphic function on D via the relation (3.1). And η 0 has only zeros possibly on Φ({ξ 0 = 0}).
For an element g =   p 1 q 1 r 1 p 2 q 2 r 2 p 3 q 3 r 3   ∈ G, there are actions on (u, v) ∈ D given by (2.5) and on the
Note that we don't have the ambiguity of the choice of the projective group in G.
0 is invariant under the action of G, namely it is a single valued rational function on D/G, and that is also identified as a function on the ξ space P 2 via the isomorphism Φ. By (2.6) we have
) .
The compactification D/G is obtained by attaching 4 points corresponding to
is zero on the divisor Φ({ξ k = 0}), and does not vanish at the point corresponding to a nondegenerate Picard curve. This is due to the argument in [S] p.316. If ϑ 3 0 (u, v) has a zero outside Φ({ξ 0 = 0}), it should be a common zero of all ϑ
According to the Fourier expansion in (2.6) we have
So, there is no common divisor of ϑ
Set G ′ ⊂ Γ be the group generated by G and δ = 
and that ϑ for some constant α. Now let us determine the value α. Suppose 0 < λ 1 < λ 2 < 1. We have
with some constant c 1 . Now recall the integral representation
By changing the variable z = 1 − z ′ we have
with some constant c 2 . Hence we have
with some constant β. If we put ξ = P 3 = [1, 1, 1], it corresponds to (ξ 0 : ξ 1 : ξ 2 ) = (1 : 1 : 1). So the right hand side is equal to βF 1 ( (0, −ω 2 ). Thus, we obtained the required equality.
q.e.d.
Degeneration to the case of Borweins' case
As a degenerate case λ = λ 1 = λ 2 , we obtain the Jacobi type formula for the Borweins curves (see [B-B] , This equality is obtained just as the case λ = λ 1 = λ 2 , namely the case u = 0, in the main theorem. 
