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1. INTRODUCTION 
We are concerned with the solvability of the generalized Dirichlet problem 
for a strongly nonlinear elliptic equation of second order of the form 
w4 (4 + P(44> = f(X), 
defined on the bounded smooth domain Q in R” (n 3 1). It is assumed that 
the operator 
(du) (x) = c (- 1)1”1 P&(x, U(X), DU(X)) 
Id<1 
gives rise to a “regular” boundary-value problem, i.e., that in particular the 
(nonlinear) Dirichlet form 
a(u, v) = c s A&, u, Du) D”v dx 
Ial< Q 
associated with .G! is defined for all u, v of some Sobolev space V = Wt*ysZ), 
1 < Q < co (this holds certainly if the coefficient functions A, satisfy at most 
polynomial growth conditions in u and its first-order derivatives). On the 
continuous function p: R + R we impose only the sign condition p(t) t >, 0 
(t E R); no restriction on its growth is made. If the form a(v, v) + snp(v) v  dx 
(v E C,“(Q)) is coercive, we prove that the Dirichlet problem for the equation 
&U + p(u) = f has a variational solution for each f E V*. 
Boundary-value problems for this type of equation were already investi- 
gated in our previous paper [5]. As an application of abstract existence 
theorems for a new class of mappings of monotone type we obtained there 
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a similar result (Theorem 6) under the following additional assumption on p: 
to each E > 0 there exists a constant K, >, 0 such that 
I+) s ,< ++I s + KU + 149 4 
for t, s in R. We note, however, that while the results of [5] are valid also for 
more general boundary conditions and can be easily extended to higher- 
order equations (cf. also Browder [3]), our present method is specifically 
adapted to the Dirichlet problem and equations of second order. For linear 
formally self-adjoint &‘, related results may also be found in Gossez [4]. 
2. STATEMENT OF THE RESULT 
Let ~2 be an open bounded smoothly bounded subset of the Euclidean 
space RR" (n > 1). The generic point of 52 is denoted by x = {x1 ,..., xn}, 
and dx is the (Lebesque) n measure. For 01 = {cur ,..., a,}, a multiindex of 
non-negative integers, with / 01 1 = C 01~ , let 
The Sobolev space IVY*’ ( m a non-negative integer, 1 < T < co) is the 
completion of Csm(Q) with respect to the norm 
II u Ilm,T = (, ; II D”u Il;rtn,)lir; 
n -.m 
it is a separable Banach space which is uniformly convex (and thus 
reflexive) for 1 < Y < co. We note that all our functions and spaces are 
assumed to be real. 
If X is a (general) Banach space, we let X* denote its conjugate space and 
(f, U) the value of the functionalfE X* at u E X. The symbols “-+” and “-” 
mean strong and weak convergence, respectively. 
On Q we consider the generalized Dirichlet problem for the equation 
Fu = f, where 
with 
w4 (4 = (@w (4 + PM+ (1) 
@‘u)(x) = c (- l)Ial D=A&, u(x), Du(x)) (2) 
l~l<l 
(we use the abbreviation Du for {Dh: / /3 / = I}). The following is imposed 
on &: 
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(i) Each A,(1 01 1 < 1) is a function from D x R x R* to R satisfying 
the Caratheodory condition: A,(x, 7, 4) is measurable in x E Sz for ftxed 7 E R, 
5 = (5s: I B I = 1) E R”, and continuous in (7, 5) for a.a. jxed x E J2. There 
exist a constant c and an exponent q (1 < q < co) such that 
I A&, ‘I> 5)l < 4 + I rl I@ + I 5 I”-‘) 
forIcuI<l,xEQ,and(~,<)ER~R~. 
Condition (i) implies that the (nonlinear) form 
a(u, v) = C 1 A,(x, u, Du) Dav dx (3) 
Ial< * 
is defined for all u, v in the space V = IJV~*~(Q). It follows from standard 
results about Nemytskii operators (e.g. Lions [7], Chap. 2.2) that the map- 
ping A: V+ V* given by 
a(u, v) = (Au, v) (u, v in V) 
is bounded and continuous. We further assume condition (ii): 
(4) 
(ii) The mapping A deJned by (4) is of the monotone type (AI): For any 
sequence {Us} in V with ule - II in V and Au, - x in V*, for which 
lim sup(Au, , ulc - u) < 0, it follows that x = Au. 
Remark. Condition (ii) holds in particular if &’ is linear, or if SZ’ is non- 
linear but satisfies the conditions of Leray-Lions (e.g. [7], Chap. 2.2): 
(4) hzl (A&, 7, 5) - A&, 7, t’)> (5, - L’) > 0 if i’ f  5’, for a.a. 
XEQ. 
(4) CI~I=~ A&, rl, t;) L/(1 5 I + I 5 IQ-‘) - + ~0 as I 5 I - 00, for a.a. 
$xed x E L2 and 1 r] 1 bounded. 
The following is imposed on the function p: 
(iii) p: R -+ R is continuous with p(t) t 3 0 for t E R. 
We define the subset V, of V by 
v, = {u E v: p(u) ELl(Q), p(u) u ELl(J-2)). 
The form 
Nu, 4 = j, P(U) w dx 
is then well defined for u E V, , w E C0m(S2). 
(3 
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DEFINITION. A function u is a solution of the generalized Dirichlet 
problem for the equation YU =f(f E I’* given) provided (a) u E I’, and 
(b) a(u, w) + b(u, w) = (f, w) for all w E C,,~(Q). 
THEOREM. Let F be a d#erential operator of the form (1, 2) which satisfies 
conditions (i)-(iii). Suppose 
(iv) II v  ll;;l,G+, v) + b(v, 41 - + ~0 (II v  l11.9. -+ 00, v  E Co”(Q)). 
Then the generalized Dirichlet problem for the equation 9-u = f  is solvable for 
any f E V*. 
3. PROOF OF THE THEOREM 
We introduce the space W = Wr*p(Q), m > 1 + [n/q] (so that by Sobo- 
lev’s embedding theorem, WC C(D)). F or simplicity we denote the norms 
in the spaces I’ and W by II . IIV and (/ . lIw, respectively. Similarly 11 . /I V* 
and I/ * (IV* are the norms in the conjugate spaces. By the Sobolev embedding 
theorem, WC I’, with a compact imbedding of W onto a dense subspace of I’. 
Also V* C W* in the following sense: If f/W denotes the restriction of the 
functional f E V* to W, then fl W E W*. Since f E V* is uniquely determined 
by its restriction f/W, we do not distinguish between f E V* and f/W E W* 
and simply write f E V* C W*. Further the embedding mapping of W into 
C(Q) is compact. 
The form b(u, w) given by (5) is uniquely defined for u E VI , w E W. For 
fixed u E VI , w n~f b(u, w) is a bounded linear functional on w E W. Hence 
there exists u* E W* such that b(u, w) = (u*, w) for w E W. The correspon- 
dence u ++ u* defines a mapping B: V, --+ W* by u* = Bu. Thus 
b(u, w) = (Bu, w) (UEV~,WEW). 
Clearly WC V, . It is easily seen that B is demicontinuous of W to W*: 
vk + v in W implies Bv, - Bv in W *. We let J denote the (normalized) 
duality mapping of W to 2 W*: 
Jv = (4 E w*: (4,4 = II 4 IIw* II v II&+/, I! P lIw* = II v llw>. 
Because of the special geometric properties of the spaces W and W*, the 
mapping J is single-valued, demicontinuous, and of the monotone type (S)+: 
for any sequence {vk} in W with vk - v in W, for which 
lim sup( Jvk , vk - v) < 0, 
the strong convergence vk + v in W follows (cf. [2], Section 17). 
We prove the theorem in two steps by a regularization method “of singular 
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perturbation type.” Note that by definition of the mappings A and B, a 
function u is a solution of the generalized Dirichlet problem for the equation 
9-u =fiffAu+ Bu =f, 
First step: the regularized equation E Jv + Av + Bv = f. For E > 0 we 
consider the mapping C,: W-t W* given by 
C,v = E Jv + Av + Bv (v E W). 
Clearly C, is demicontinuous from W to W*. 
(a) We claim that C, is of type (S)+. It suffices to show that for any 
sequence {v~} in W with v, - v in W, the relation 
((A + B) vk, vk - v) - 0 (h-t a> 
holds. Let us first examine the term (Av, , vk - v). Since the embedding 
of W into V is compact, vk -+ v in V. Hence {ok} is a bounded sequence in V, 
and the boundedness of the mapping A implies that the sequence {Av,} is 
bounded in I’*. We conclude that (Av, , vk - v) -+ 0. What concerns the 
second term (Bv, , vk - v), we first observe that by Sobolev’s theorem 
ok -+ v in C(D). Hence the sequence {p(s)} is bounded in C(a), and we 
obtain 
I@‘, 9 vk - V>I < R 1 $(vk)[ 1 Ok - V 1 dx + 0. 
s 
(b) Next we assert that the mapping C,: W+ W* is coercive: 
II v iI2 (0, v) + +a~ as II v IIw -+ 00, v E W. This follows readily from the 
definition of C, and the fact that ((A + B) v, v) is bounded below by some 
constant, for all v E W (note that if assumption (iv) holds for v E Com(S2), 
then it holds even for v E W, as an easy limiting argument shows). 
(c) It is known (e.g., [2], Section 17) that a demicontinuous coercive 
mapping of type (S)+ is surjective. For given f E V* we infer in particular 
that to each E > 0 there exists an element v, E W with the property that 
(Cc% 9 4 = (f, 4 for w E W. (6) 
Second step: passage to the limit E 4 0. The element f E V* is fixed in the 
following. Let {ck} be a sequence of positive numbers converging to 0, and let 
Vk = v,* (k = 1, 2 ,... ). 
(d) We start by deriving some a priori estimates on the vk . For E = ek 
we introduce w = vk in (6) and obtain 
Ek I/ vk Iii+’ + (Avk , vk) + (Bvk , ok) = (f, vk). (7) 
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Since the first summand on the left-hand side in (7) is non-negative, we 
conclude from the coerciveness of (A + B) (cf. the remark at the end of (b)) 
that 
II vk IIY -G const. (k = 1, 2,...). (8) 
By reflexivity of the space V, the estimate (8), and the boundedness of the 
mapping A, we may assume (after passing to subsequences) that 
ok-u in V, Av,- x in V*. (9) 
The boundedness of A and the inequality (Bv, , vJ > 0 (which follows from 
assumption (iii)) further imply that 
ck I/ vk llzw < const.; 
hence 
Moreover 
ekvk + 0 in W as k-+co. 
(Bv, , vk) < const. (k = 1, 2,...). 
Using (11) we derive as in [5, Proof of Theorem 31 that 
s 
n p(u) 24 dx < lim inf(Bv, , vk), 
UEVl, 
and 
PW -PP(f4 strongly in G(Q). 
For 6 = l lc we consider again Eq. (6): 
l ,(Jvb , w) + (Av, ,4 + W, , 4 = (f, 4 (WE w 
(10) 
(11) 
(12) 
(13) 
(14) 
and pass to the limit k + co. The first summand on the left-hand side 
converges to 0 by (lo), while by (9), (Au, , w) --, (x, w). Using (13) and (14) 
we conclude further that 
Thus 
Pfh 9 w) = I R P(Q) w dx -+ s, ~(4 w dx = b(u, w). 
(x, 4 + 4% 4 = (f> 4 
for w E W (and in particular for w E Cam(Q)). The proof of the theorem is com- 
pleted if we show that x = Au, since then (x, w) = (Au, w) = a(u, w) 
(w E Cov4)- 
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(e) The desired relation x = Au follows from the assumed property 
(n/r) of A if we prove that 
lim sup(dw, , ok - U) < 0. 
This is the goal of the remaining part. We set w = V~ - h (h E IV) in (6) 
for E = Ed: 
Ek(hk > vk - h) + &k, zIk - h, + @k, uk - h, = (f, vk - h). (15) 
Employing the relations (9), (lo), (12), and (14), we derive from (15) that 
lim sup(Av, , ZIP - U) = lim sup(Av, , vk - h) + (x, h - U) 
(16) 
for any h E W. We note that the left-hand side in (16) is independent of 
h E W. We pass to the limit h - u in V in a suitable way. 
For K a positive constant, let u(Q denote the truncated function 
u(x), if I N4l d K 
z@)(x) = K, if $4 3 K 
-K, if u(x) < - K. 
It is known that U(~) E V, and that 
dK)+ u in V as K-tfco. (17) 
We fix K and let {~,i}~zl be a sequence of functions in C,,“(Q) with 1 &x)1 < K 
for all i and x E Q, such that vi -I U(~) in V as i -+ co (the existence of such a 
sequence will be proved in (f)). Setting h = qi in (16), we obtain 
lim sup(& , vk - U)~(f-X,U--91i)-SnP(U)udJc+SnP(“)(Pids. 
(18) 
We observe that (at least for some subsequence), 
s p(u) vi dx + s p(u) ~4~) dx (19) R R 
as i-+ co. In fact, since ‘pi - U(~) in V, we have (for a subsequence) 
%(X) - 24 tK)(z) for a.a. x E Q, which implies that p(u) q’i -+ p(u) U(~) pointwise 
a.e. in Q. Moreover 1 p(u(x)) vi(X)] < K 1 P(u(x))\ for all i, with the 
function on the right-hand side integrable on Q because of (13). An applica- 
tion of the Lebesque convergence theorem guarantees (19). 
248 HESS 
Passage to the limit i -+ 00 in (18) gives 
lim sup(Avk , vlc - u) < (f - x, u - dK)) - J1, p(u) u dx + iI, p(u) u(Ic) dx. 
(20) 
We now let K -+ + co in (20). For that purpose we recall (17) and observe 
that again by the Lebesque theorem on dominated convergence (using once 
more (13)), 
s R p(u) dK) dx --t 52~(u) u dx. s 
It finally follows that 
lim sup(rlv, , vR - 24) < 0. 
(f) It remains to construct a sequence {~i}~=l as used in (e). Since 
u E V, there exist functions & E Corn(g) (i = 1, 2,...) with & -+ u in V as 
well as pointwise, a.e., in Sz as i+ co. We truncate the & and denote the 
truncated functions by &“’ (i = 1, 2,...). Since 
II 4”’ II v d II *i II v < const. 
for all i, we may pass to a subsequence (without changing the notation) and 
assume that 
I)!~)- v in L V 9 #jK’(x) -+ v(x) for a.a. x E Q, 
as i + co. But we also know that 
#!K) --+ dK) 2 a.e. on 9. 
Thus v = EL(~), i.e., 
q/~!~) -5 utK) in V L as i+ co. 
Each function $iK) is now mollified (e.g., [l], Sec. 1); for fixed i let {@ti,j}& 
denote a sequer[ce of mollified functions with @i,i -+ #ix) in V asj+ co. 
Then @i,i E Caco(s2) f or sufficiently largej, and 1 @i,j(~)I < K on SL. Since the 
weak topology on V in the ball of radius 2 11 u 11 r around the origin is metriz- 
able, we may for each i choose an element pi = Q)i,j(i) in such a way that 
cpi - u(K) in V as i -+ co. A desired sequence is obtained. Q.E.D. 
Remark. A similar method gives the same result for boundary conditions 
of von Neumann type: V = wl**(!J). Our arguments also allow to strengthen 
some statements in [6] on variational inequalities for strongly nonlinear 
elliptic equations of second order. 
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