Patch-based methods such as 3D block matching (BM3D) and the non-local Bayes (NLB) approach produce stateof-the-art results for removing Gaussian noise from single-frame images. In this work, we propose two extensions for these filters when there exist multiple frames of the same scene. To this end, we combine two novel inter-frame connectivity strategies with robust optical flow methods. Our extensions do not require additional parameters and outperform existing techniques qualitatively by a significant margin. By exploiting spatial and temporal separability, one of our approaches is also faster than its competitors. Since our strategy is not restricted to BM3D and NLB, it can be generalised to other similar singleframe patch-based methods.
I. INTRODUCTION
Restoring images corrupted with various types of noise degradations is a classical image processing problem [1] - [9] . Additive white Gaussian noise (AWGN), Poissonian and Poissonian-Gaussian mixture noise types are the most studied models in this application. AWGN elimination methods are particularly important because they can be combined with variance stabilising transformations (VSTs) [10] - [12] for also removing the latter two types of noise.
In the single-frame AWGN elimination scenario [13] - [24] , BM3D [21] , [22] and NLB [18] , [19] belong to the best performing filters. Both of them are non-local patch-based methods which utilise the similar information available at distant regions in the image. BM3D in particular is used for comparative evaluation in articles that involve neural networkbased methods [25] or traditional methods [18] . Both filters use a sequential strategy of grouping, collaborative filtering and aggregation. While grouping brings similar patches together to exploit the advantage of having more signal, collaborative filtering is responsible for simultaneous and efficient removal of noise at different pixels. The aggregation stage is a non-linear averaging technique that yields the final denoised image.
Multi-frame filters, on the other hand, utilise information from multiple frames of the same scene to compute the final denoised image. In this work, we concentrate on the fundamental problem of finding general approaches that can optimally extend single-frame patch-based methods such as NLB and BM3D to the multi-frame scenario.
There already exist two types of extensions [26] - [32] for BM3D and NLB which set the state-of-the-art standard in the multi-frame scenario [26] - [42] . The first strategy exploits the advantage of having an extra degree of freedom by employing a separable spatio-temporal similarity-based grouping on a single reference frame [26] - [30] . The other strategy makes use of the complete available information in all frames by employing combined spatio-temporal approaches [31] , [32] . We abbreviate these extensions as SF (single reference frame filtering) and CF (combined filtering), respectively. However, methods which combine the advantages of both these strategies and those which seperately filter information in the spatial and temporal dimensions, have not been studied. A careful and systematic evaluation of these techniques is also missing. Our contribution. In order to address the above problem, in our recent conference paper [43] we introduced two types of extensions: Firstly, we combined the advantages of both the above existing extensions into a single method, by employing a separable similarity measure on every frame. We abbreviate this extension as MF (multiple reference frame filtering). Secondly, we introduced two other extensions which utilise the advantage of separately filtering the different types of data in the temporal and the spatial dimensions. In the first strategy FA (filter-average), we performed the spatial filtering before the temporal averaging, while in AF (average-filter) we reversed this order. A comparative analysis of the above four extensions (we did not consider CF in our conference paper) when applied to BM3D, revealed that our proposed extension MF gives the best results for perfectly registered data.
In the present work we additionally make three novel contributions: Firstly, we introduce optimal parameter selections for our proposed extensions AF and MF. This will have a significant impact on the rankings observed in [43] .
Secondly, an investigation which reveals the true denoising capability of a filter for perfect registrations as well as robustness with respect to motion in a practical layout, is absent in the present research works. To this end, we additionally consider non-registered data when compared to [43] . We combine the multi-frame extensions with robust optical flow methods for dealing with the inter-frame motion.
Thirdly, whenever a new multi-frame filter was introduced till now, it was only tested on one single-frame filter. There has been no study with an overarching goal of finding a general strategy that can optimally extend all single-frame filters which are based on the sequential technique of grouping, collaborative filtering and aggregation. We address this problem by applying all the above five multi-frame extensions to not just BM3D but also NLB. Paper structure. In Section II we first review the central ideas behind the design of NLB and BM3D filters. We then introduce the five multi-frame extensions including our proposed techniques, along with the existing robust optical flow methods employed for registration. In Section III we showcase the results of several denoising experiments. We also give detailed explanations behind the observed ranking of various methods. Finally, in Section IV we conclude our work with a summary and also give an outlook on future directions of research.
II. MODELING AND THEORY A. Filters for Single-frame Image Datasets
NLB [18] , [19] and BM3D [21] , [22] are non-local patchbased denoising methods which consider similar patch infor-mation from distant regions in the image. Both single-frame filters are two step methods which combine the denoised image of the initial step with the noisy image in order to derive the final noise-free image. Furthermore, both of these steps are split into three sub-steps each, namely grouping, collaborative filtering and aggregation. Grouping: In order to exploit the advantage of having more information, one forms a 3D group of similar patches using L 2 distance, for every noisy reference patch considered. Collaborative Filtering: The term "collaborative" has a literal meaning here: Each patch in a group collaborates with the rest of the patches for simultaneous and efficient filtering. In NLB, one uses Bayesian estimation-based filtering (in both main steps) to denoise the 3D groups. In BM3D, a hard thresholding (first main step) and Wiener filtering (second main step) are We have used five-frame datasets for denoising using BM3D-MFW and BM3D-MF.
employed.
Aggregation: In order to derive the final denoised image, one computes a non-linear averaging of the several denoised versions of every pixel.
B. Various Multi-frame Extensions of Single-frame Filters
In this section, we describe the five multi-frame extensions for the above mentioned single-frame filters, in detail. Three of them were introduced in our conference paper [43] . The optimal parameter selections that we introduce for our methods in this paper, will be discussed later on. For a better comprehension, we arrange all the five extensions in an increasing order of complexity in terms of design. In the multi-frame scenario, there exists slightly different type of data in the temporal and spatial dimensions. Thus, in order to combine them carefully the first two extensions break down spatio-temporal filtering into two stages. Proposed Extension -AF [43] : First, we average all the frames registered using optical flow. Then we employ a single-frame filter for removing the remaining noise in the averaged frame. Proposed Extension -FA [43] : Here, we first denoise every frame by using a single-frame filter and then average the denoised and registered frames. Also, a separable grouping in the temporal and spatial dimensions gives rise to an extra degree of freedom while searching for similar information. The next two approaches exploit this particular advantage by employing a seperable spatio-temporal grouping.
Existing Extension -SF [26] - [30] : We first consider a single reference frame among all the frames in a dataset and then select reference patches from this frame only. For every reference patch, we consider similar patches from all the frames but not just one frame unlike the single-frame filters. Proposed Extension -MF [43] : The fourth extension differs from SF in three different steps. Firstly, in order to make complete use of the available information we consider all frames for reference patches. Secondly, we perform an aggregation of denoised pixels in such a way that after the first main step we have as many denoised frames as there are intial frames.
This paves the way for the final difference: For every reference patch we find similar patches from all frames in the second main step also. We cannot do this in the second main step using SF because it has considered reference patches from just one frame. We can thus formulate the aggregation step which yields the final denoised image u final from a combination of the noisy image f and the initial denoised image u initial , as
Here, x denotes the 2D position vector. We represent the set of most similar patches to the reference patch P belonging to frame , using P(P ). For every patch Q in the set P(P ), we have χ Q (x) = 1 if x ∈ Q and 0 otherwise. The symbol u wien Q,P (x) denotes the estimation of the value at pixel position x, belonging to the patch Q. We derive this estimation through Wiener filtering (with coefficients w wien P ) a combination of f and u initial . In similar spirit to (1), we can formulate the NLB aggregation process which gives us the final denoised image, as
Here, the superscript bayes implies Bayesian filtering as detailed in [18] , [19] . By restricting the total number of frames to one in (1) and (2), we obtain the original single-frame BM3D and NLB algorithms. This implies that MF encompasses the single-frame filters. While grouping and filtering stages produce noise-free patches, aggregation computes the final denoised image from them. Using a combined spatio-temporal approach gives us an advantage of having more information at the patch denoising steps itself, even before we employ the aggregation process. This exact idea is employed by the final extension.
Existing Extension -CF [31] , [32] : We fix 3D spatio-temporal patches and search for similar volumes instead of patches. We then use a 4D filtering technique that removes noise using all the considered similar volumes. Such ideas are in accordance with the single-frame NLB and BM3D filters, where we employ a 2D similarity measure combined with a 3D denoising technique.
C. Optical Flow Methods Used
As already mentioned, in this work, we perform experiments on both perfectly registered and non-registered datasets. In the latter scenario, we need to first register the images before applying the above multi-frame extensions. Thus, we have employed three robust discontinuity preserving optical flow methods [44] - [46] for this purpose, whose implementations are available in [47] . These motion estimation techniques perform better than some classical strategies [48] , [49] . In all the three approaches, we minimise a similar energy functional to determine the motion vector w = (w 1 , w 2 , 1) from the image sequence f :
Here, x = (x, y, t) T denotes the spatio-temporal location, Ω is the 2D image domain and ∇ is the spatio-temporal gradient. The above energy penalises deviations in both greyvalues and gradients. We also enable interactions in between neighbouring pixels through the smoothness term. The parameters γ and α represent the gradient and smoothness term weights, respectively. Moreover, we apply Ψ(s 2 ) = √ s 2 + 2 to attain a robust convex energy functional with = 0.001 ensuring strict convexity of Ψ. The smoothness function Φ(∇f, λ) with parameter λ specifies the regularisation strategy. The three optical flow methods that we use in this work differ in the choice of the function Φ(∇f, λ): We will abbreviate these three techniques as SOF-1, SOF-2 and SOF-3. SOF stands for sub-optimal flow. In SOF-1, we employ a decreasing scalar function [44] , [45] for Φ(∇f, λ). SOF-2 [46] , [47] additionally uses a constant parameter to ensure a minimum isotropic diffusion even when the gradient is very large. In SOF-3 [46] , [47] , we utilise an automatic selection strategy for λ which helps in dealing with numerical instabilities. We adopt the same minimisation procedure [46] , [47] to compute the motion using all the above three methods.
Thus, by combining the five multi-frame extensions and the two single-frame filters, we have ten filters in total. As an example, we will abbreviate one of these combined techniques as BM3D-MF, if it is a combination of single-frame BM3D with extension MF. While we use the above mentioned optical flow strategies for the first four extensions, the fifth method CF (author implementations available in the form of commonly known V-BM4D [31] and V-NLB [32] ) uses its own motion compensation techniques. The difference in the various motion estimation approaches used should not be an issue since we are also performing experiments on perfectly registered data. 
III. EXPERIMENTS AND DISCUSSION

A. Datasets
For creating perfectly registered data, we have considered multiple AWGN realisations of the classical Lena, House, Peppers and Bridge 1 images with six datasets each (combination of σ noise = 80, 100, 120 with five and ten-frame datasets). In a similar spirit, we have also created non-registered data by corrupting the Grove2 [50] , Shoe and Bird House [51] images with AWGN.
B. Parameter Selection
Optical Flow Parameters: For the Grove2 dataset, we have optimised the optical flow parameters with respect to the ground truth flow for all three methods. We then choose the best method to register every dataset. For Shoe and Bird House datasets we have optimised the SOF-3 parameters with respect to the final denoised image directly as the ground truth flow was not available. Table IV shows more details.
Denoising Parameters: Various studies [18] , [19] , [21] , [22] , [52] have contributed in making the single-frame filters BM3D and NLB parameter selection-free, while retaining the quality of the denoised images as much as possible. In a similar spirit to the above works, in this paper we use better versions of two extensions introduced in our conference paper [43] . 1 http://sipi.usc.edu/database/ Firstly, at the time of application of the filter in the first extension AF, the noise distribution has already changed due to temporal averaging. Since we are using an AWGN model, we know that the standard deviation of noise is reduced by √ L times for a dataset with L frames. We can improve the performance of type-AF extensions if we select the filter parameters corresponding to the new standard deviation. The second improvement is to optimise the number of patches in a 3D group for high amplitude noise elimination using both the original single-frame BM3D filter as well as the BM3D-MF technique. We mentioned in [43] that various extensions of BM3D give better results if we remove the threshold parameters on the L 2 distance during the grouping stage. Here, we show the visual and statistic difference in quality with such a change for both single-frame BM3D and BM3D-MF techniques (Table I and Figures 1 -2) . It is clear that having more patches by removing the thresholds minimises the artifacts in the homogeneous regions and the black square shaped patches in the darker regions of the image are also eliminated. Moreover, in the multi-frame scenario we have more similar patches, when compared to the single-frame layout. We thus check in the upcoming sections, whether an optimised version (BM3D-MFO) of the best performing extension (BM3D-MF) in our conference publication [43] , can give even better results by further increasing the number of patches in a 3D group through doubling. IV: Optical flow parameter values used for different datasets along with average L 2 error (AL2E). Left, Centre-left, Centre: Grove2 dataset with SOF-1, SOF-2 and SOF-3 methods, respectively. We have considered the tenth frame as the reference frame since ground truth flow information was available between frames 10 and 11. Centre-Right: Shoe dataset with SOF-3 method. Right: Bird House dataset with SOF-3 method. We have utilised the fifth frame as the reference frame for both these datasets and then employed frames 4-6 for optimising the optical flow parameters. Also, we have used BM3D-MF and BM3D-FA as denoising methods for optimising SOF parameters for these two datasets, respectively. . Bottom: Ten-frame datasets (frames 1-10). Frame size: 1280 × 720. Abbreviation: BM-MFO uses twice the number of patches as in BM-MF.
For the denoised results of perfectly registered noisy data using SF and CF extensions, we have always presented the best MSE value among all frames. For experiments on nonregistered datasets, we have calculated the MSE value by leaving out a border of fifty pixels on all sides of the reference frame at which different frames were registered. We do this in order to mitigate the ill-effects due to unavailable information at the borders of registered images. This also makes sense in multi-frame imaging because we capture the region of interest in the centre of the frame. Table II showcases the MSE values of the denoised images and Figure 3 displays the visual results, after we have applied all ten methods. It is clear from these results that extensions of type-AF outperform all other techniques. They are superior to type-MF methods (which is in contradiction to our conference paper) as we account for the change in the noise distribution due to temporal averaging.
C. Perfectly Registered Datasets
In the category-FA extensions, we directly apply the singleframe filters on every frame. This is a sub-optimal solution because we do not have enough signal on each of the frames. Techniques belonging to type-SF do not make use of the complete available information as they just consider a single reference frame.
In the MF and CF filters, we avoid the disadvantages of both FA and SF. However, they fall behind type-AF methods for two reasons: Firstly, we separate out temporal and spatial filtering in category-AF techniques. This is advantageous since we have noisy versions of the same original greyvalue in the temporal dimension for perfectly registered images. In the spatial dimensions we have noisy versions of approximately equal grey values in general. This outperforms simultaneous non-linear filtering of the final two types of techniques, where we combine the information in all dimensions at one go. Such a strategy proves to be inferior even though we use a nonlinear filtering in the temporal dimension when compared to the linear temporal averaging of category-AF filters. This is because linear averaging of different noisy versions of the same pixel intensity does not create artifacts like combination with dissimilar pixel intensities does. This is in congruence with why averaging is preferred in electron microscopy (Chapter 11 of [53] ). Moreover, the linear averaging helps in computing the new standard deviation of noise after temporal averaging through theoretical knowledge. Secondly, BM3D-AF and NLB-AF compute the grouping on the less noisy averaged image. In all the other four categories we do this on the highly noisy initial images, which makes the grouping error-prone.
The final remaining comparison is between MF and CF techniques: We can attribute the superior performance of BM3D-MF, when compared to present state-of-the-art NLB-CF and BM3D-CF methods, to the extra degree of freedom in the similarity measure during the grouping stage.
The overall better performance of type-AF filters does not mean we can immediately reject the next best MF and CF categories. We must remember that we assumed AWGN noise and perfect registration. In the first scenario, we were able to optimise the denoising ability of NLB-AF and BM3D-AF easily for AWGN. This is because of its signal independent nature, which helped in proper selection of filtering parameters through theorectical knowledge of the change in noise distribution due to temporal averaging. For noise of Poissonian type for example, AWGN elimination methods are normally combined with variance stabilising tranformations (VST) for noise elimination. This combination with VSTs and noise of signal dependent nature makes it difficult to optimise for the change in noise distribution. In another recent paper [54] , we evaluated the first four BM3D extensions in the Poissonian noise scenario and observed similar results as for our Gaussian noise study [43] : BM3D-MF outperformed BM3D-AF. This is because we cannot straightforwardly compute the new standard deviation of noise after temporal averaging in the Poissonian noise scenario. We speculate that employing a more sophisticated VST framework (see eg. [55] , [56] ) could help in accounting for the imprecision in variable stabilisation for all extensions. Furthermore, it might help in dealing with the additional imprecision caused due to change in the noise distribution in AF techniques. The second scenario where we cannot reject methods from categories other than type-AF is for imperfect registrations. We will examine this situation in the upcoming section where we consider non-registered datasets.
Furthermore, BM3D-AF is superior to NLB-AF (from Table  II and Figure 3 ) because BM3D is a better single-frame denoising method than NLB for greyvalue images. Even though both NLB and BM3D use Wiener filtering, BM3D additionally uses the discrete cosine transform (DCT) and the bi-orthogonal spline wavelet transform (BIOR) in the two main steps, respectively. We infer that the directional information preserved by the DCT and BIOR transforms leads to the superior edge-preservation of BM3D when compared to NLB.
D. Non-registered Datasets
Tables III, V and VI display the MSE values of the denoised images while Figures 4, 5 and 7 showcase the visual results. It can be clearly seen that NLB-AF and BM3D-AF are also significantly better for non-registered datasets. The superior registration capabilites of the robust optical flow methods and . Bottom: Ten-frame datasets (frames 1-10). Frame size: 1280 × 720.
the previously mentioned modelling advantages of type-AF techniques are the main reasons behind this. Moreover, we speculate that the final 2D spatial filtering operation after the temporal averaging in NLB-AF and BM3D-AF, also inherently accounts for the misregistered pixels. The BM3D-MFO variant helps in removing black patches in darker regions of the image. The decrease in MSE values from BM3D-MF to BM3D-MFO in Table V indicates that the black patches are eliminated by doubling the number of patches ( Figure 6 ). However, we must use the above strategy of increasing the number of patches only if we encounter black patches. Having too many patches in a 3D group would instead give rise to an undesirable blurring.
We can thus infer two conclusions from our results: The latest robust optical flow methods are also capable of preserving the best performing nature of average-filter (AF) multi-frame filters in the non-registered datasets scenario. Secondly, in the future we should concentrate on methods which separate the filtering in spatial and temporal dimensions for ideal as well as practical situations, like BM3D-AF and NLB-AF.
All the above results show that type-AF filters are the superior methods irrespective of whether there is any motion or not in the image dataset, what criteria have been used to optimise the optical flow, and what kind of optical flow method has been employed. For future references, we abbreviate BM3D-AF as BM3D-OF (3D block matching combined with optical flow) as it represents the new state-of-the-art standard in multi-frame image denoising.
In future, BM3D-OF can be combined with occlusion handling techniques in [42] as well as deflickering and sharpening strategies in [31] , for further qualitative improvement. We can also consider replacing BM3D with better single-frame filters and the present optical flow methods with even better motion estimation algorithms, for state-of-the-art results.
E. Computational Time
The BM3D-OF framework is the fastest among all extensions as it employs separable spatio-temporal filtering: Temporal averaging can be performed in real time. Thus, the net complexity is just a combination of the optical flow method and the 2D single-frame filter employed on the temporally averaged frame. To elaborate further, let us consider BM3D-MF which is the next best extension after the first category techniques. Our experimental demonstrations on an Intel(R) Core(TM) i7-6700 CPU @3.4 GHz using C++ and OpenMP, were eleven times slower for BM3D-MF when compared to the original single channel BM3D (5-frame 256 × 256 sized House dataset). This factor is slightly more than twice the number of frames that we used. It can be attributed to considering every frame as the reference frame instead of just one as well as to the extensive patch-search across all frames. We also have a GPU implementation of BM3D-MF using ANSI C and CUDA which takes 2.7 seconds on an NVIDIA Quadro P5000 architecture. This was about 6.5 times faster than the parallel CPU implementation. We have already shown that BM3D-MF encompasses BM3D-OF mathematically. Thus, the same GPU implementation can also be employed for BM3D-OF by just changing the number of frames to one and using the new standard deviation of noise after temporal averaging, as input.
IV. CONCLUSIONS AND OUTLOOK
We have have optimised the usage of NLB and BM3D filters for the multi-frame scenario by proposing two novel extensions and evaluating them with three other possible approaches. We can conclude from the experiments that our proposed sequential process of registering the images with robust optical flow methods, temporally averaging the registered noisy images, and then applying the single-frame filters with optimal parameters corresponding to the new noise distribution after temporal averaging, gives the best results. This is true for both NLB and BM3D, an observation which has surprisingly not been recognised for many years. This re-affirms the fact that sometimes the simpler methods are the most powerful ones. Furthermore, the significant quality improvement comes with zero additional parameters and less computational costs. The technique preserves a large amount of detail even when the images are corrupted with noise of very high amplitude. BM3F-OF is also robust with respect to several factors related to optical flow computation and thus can be employed in practice for many other multi-frame image processing applications.
Combining BM3D-OF with variance stabilising transformations, deflickering, sharpening and occlusion handling techniques will be considered in our future research. We will also use BM3D-OF as a regulariser in PDEs for robust multi-frame image reconstruction applications [57] - [60] .
