INTRODUCTION
A non-optimal generation schedule is most likely to offset the savings that are expected through economic dispatch efforts, thereby resulting in an inefficient system operation.
Even if an optimal production schedule for the day is available, rescheduling may become necessary due to unexpected deviations from the forecaste(d load and changes in the availability of system components. This updating and adjustment of the generation schedule should be performed promptly, keeping the total operating cost at a minimum. Resolving the entire scheduling problem again will resuilt in a new optimaal generation schedule, but it may not become available in time for the system operator to effect the proper changes, forcing manual changes which may lead the system to operate on a course far from the optimal.
The generation schedulinq problem, also referred to as unit commitment or predispatch [1] , has been the subject (of considlerable discussion in the power literature [2, 3, 4] .
Generally, solution techniques in present unit commitment routines can be categorized either as heuristic or as mathematical programminq methods. Heuristic methods [5, 6, 7] start with an initial feasible solution and use a logical approach to redu-ce the operating costs in successive refinements. Although heuristic methods are flexible and allow for the consideration of actual system operation constraints, there is no quarantee that their solutions are optimal.
Mathematical programming techniques such as dynamic programming [8] [9] [10] [11] [12] [13] [14] [15] [16] , linear and non-linear programming [17, 18] , Lagrangian relaxation [19, 20] and branch-and-bound methods [19, 21] July 17, 1985 ; made available for printing January 9, 1986. solve different formulations of the problem.
In dynamic programming based solutions, for each time interval (usually an hour), different comnbinations of units which render feasible solutions to the problem are considered.
Then economic dispatch is performed for each combination. Some dynamic proqramming formulations also yield a solution to the economic dispatch problem [9, 12] .
Others have implemented approximate economic dispatch subroutines [13] in order to save computation time.
System losses are usually neglected. Some studies include system losses in the total forecasted demand [20] .
Application of non-linear programming techni(ques is limited1 only to greatly simplified problems [8] .
Consideration of the pectinent constraints restults in a non-convex and noni-differentiable problem which is not amenable to non-linear programminq solutions. Linear programming methods do not generally present satisfactory solu-tions due to the level of approximation introduced by linearizing the problem [15, 17] .
More recent stadies obtain a solution for the dual of the origi-nal problem and combine this approach with the branch-and-bound technique and solve a mixedinteger programming problem [19, 20] The problem is decomposed into time intervals which constitute the stages of the problem.
At each stage the problem is completely defined by a combination of generating units which satisfies all the constraints, and the operating cost associated with that combination when its units are loaded to share the generation most economically. This is deFined as the state of the problem. Since the most economic loading of the generating units, or economic dispatch, is inherent in the process of evaluation of the production cost for each combination of on-line units, in the following discussion "combination" and "state" are used interchangeably. Therefore, whenever "state" is replaced by "combination" the associated minimum cost of production is implicit. The problem can be solved recursively using forward dynamic progra nfaing as follows:
The total transmission sented as a quadratic levels of units in the constants [22] .
loss PL is generally reprefunction of the (eneration system using the system B-
The distribution of reserve resulting from traditional economic dispatch inay not be practical because of the limitations in load pickup capability or response rate of the units.
If all the reserve capacity is on one of the on-line units, load pickup capability of the system will be a minimum. For maximum response rate the reserve must be distribOuted among the greatest number of units.
To achieve a proper distribati,lon of t'ne ceserve, a technique proposed by Wood [16] is used. In effect, this adds a set of unit maximum reserve constraints.
VARIABLE TRUNCATION DYNAMIC PROGRAMMING
Pang and Chen [13] introduced the concept of truncated dynamic programming for optimal scheduling of thermal units.
In their method, priorities are assigned to different units and a unit selection list is formed.
A higher priority corresponds to a more economic unit. After Formalation of the unit priority list, the minimum number of anits withi highest priority that satisfy load plus reserve requirements are assigned to must-run status.
Then a search window is placed aroujnd the lowest priority u-nit assigned to must-run status, which could include a number of uinits directly above and a number of units directly below this -it in the priority 1ist.
The number of units in the search window is specified by the user.
Furthermore, a control over the computational requirements is suggested by limiting the number of feasible states saved at each hourly interval.
However, once the level of truncation is chosen, it is uniformly applied to all hourly intervals in the horizon.
In other words, the truncation level is fixed over the entire horizon.
The variable truincation method proposed here dif-
fers from the fixed truncation approach in that it is based on the forecasted load profile and two userspecified parameters. These parameters define a high and a low value for the number of strategies that may be saved, which correspond to the number of states that will be considered for transition from any time interval to the next.
A criterion which identifies the periods where a high or low number of strategies must be saved is defined based on the followinq consideration.
It is apparent that during the periods of little or no ramping (low rate of increase or decrease of the demand), the set of states (and the associated strategies) which contains the optimal strategy, will often consist of the minimum cumulative cost state and a few of the states with cu-mnilative costs closest to the minimum.
In other words, during periods of little or no ramping, a small subset of the set of all strategies needs to be saved and examined during the solution process. The opposite is true for the periods of high ramping.
This seems quite logical considering the fact that it is more likely to have qenerating units started up or shut down during the periods of high ramping.
The algorithrm developed to identify the high ramping periods is simple. For each hourly interval a "demand change step" which is the absolute value of the change in demand from the present hour to the next hour is obtained.
Then, an average "demand change step" is calculated for the entire horizon. If the demand change step from any interval t to interval t+1 is larger than the average "demand change step", the specified high value is used for the number of strategies that must be savred in tiine interval t. Otherwise the specified low value is used. The FOP program was used to establish the optimal solutions of the problems studied. The VTDP was used to test the variable truncation technique, and to provide the schedule upon which the FAGER algorithm would operate .
The power system utilized consists of 20 thermal units whose characteristics are given in Table 1 . The parameters for the cost and start-up functions are listed in Table 2 .
An hourly load profile for a 24-hour period is specified in Table 3 . This is used as a base case to which alterations are introduced1 to force rescheduling.
The system reserve requirements are assumed to be 600 [(WW. Start-Up Functions All cases result in the optimal solution obtained via FDP, also shown. 
Before the sXignificance of the case studies is discussed, it is important to note at the outset that, for the rescheduling cases shown in n = total number of units. 
