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Abstract
This paper investigates the number and distribution of the limit cycles bifurcated from several graphics
and ensembles through a saddle-node P0 and two hyperbolic saddles P1 and P2 for the non-generic cases
of r1(0) = 1, r2(0) = 1 and r1(0) = 1, r2(0) = 1, where r1(0) and r2(0) are the hyperbolicity ratio of the
saddles P1 and P2, respectively. For the case of r1(0) = 1, r2(0) = 1, we suppose that the connection from
P0 to P2 and the connection from P0 to P1 keep unbroken. We prove that these graphics and ensembles
are of finite cyclicity respectively. Moreover, the cyclicity is linearly dependent on the order of the neutral
saddle P1 if P2 is contractive and r2(0) ∈ Q. We also show that the nearer r2(0) is close to 1, the more
the limit cycles are bifurcated. For the case of r1(0) = 1, r2(0) = 1, we obtain that these graphics and
ensembles are of finite cyclicity respectively if P1 is of finite order and the hp-connection from P0 to P2
keeps unbroken.
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This paper deals with the number and distribution of the limit cycles bifurcated from some
elementary graphics and ensembles without generic conditions. Roughly speaking, a graphic is
cyclically ordered collection of singular points together with orbits connecting them in specified
order, and an ensemble is unions of graphics with some elements (arcs or vertices) shared by
more than one graphic. A graphic is elementary if it contains only elementary (i.e. hyperbolic
and semi-hyperbolic) singularities.
This problem is closely related to the finiteness part of Hilbert’s 16th problem for quadratic
fields which consists in proving the existence of uniform bound for the number of limit cycles of
a quadratic vector field
P(x, y)
∂
∂x
+Q(x,y) ∂
∂y
. (1.1)
In [2], the following theorem is proved:
Theorem A. (See [2].) The existential part of Hilberts 16th problem for quadratic vector fields
will be proved as soon as the following conjecture is proved.
Conjecture. (See [2].) Any limit periodic set surrounding the origin in the family{
x˙ = λx −μy + ε1x2 + ε2xy + ε3y2,
y˙ = μx + λy + δ1x2 + δ2xy + δ3y2 (1.2)
with (λ,μ) ∈ S1 and (1, 2, 3, δ1, δ2, δ3) ∈ S5 has finite cyclicity inside (1.2).
The complete list of 121 graphics is given in [2]. The program is progress well and several
papers have permitted to prove the finite cyclicity for nearly all elementary graphics and pp-
graphics through a multiplicity 3 nilpotent singularity of elliptic type which does not surround a
center [3,4,14,18].
It is also known that graphics and ensembles are only possible limit periodic sets in the study
of bifurcation of limit cycles in generic (i.e. all singular points are isolated) few-parametric fam-
ilies of vector fields on the sphere [7]. Ilyashenko and Yakovenko [6] obtained the finite cyclicity
for elementary graphics in generic families and Kotova and Stanzo [7] studied the graphics with
codimension 2 and codimension 3 degeneration.
Recently Dumortier and Roussarie [1] show that in general, finite codimension of the Abelian
integral leads to a finite upper bound on the local cyclicity. They also show that near a 2-saddle
polycycle, the number of limit cycles produced in unfoldings with one unbroken connection can
exceed the number of zeros of the related Abelian integral. Hence it is clear that the study of the
cyclicity of graphics is important and complicated.
The present paper is devoted to the number and distribution of the limit cycles bifurcated from
the graphic G1 and the ensembles G2,G3,G4 (see Fig. 1) for the case of
(H1) r1(0) = 1, r2(0) = 1 (1.3)
and the case of
(H2) r1(0) = 1, r2(0) = 1, (1.4)
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tively. The graphics Gi , i = 1,2,3,4, are called to satisfy the generic condition if r1(0), r2(0) = 1
and r1(0)r2(0) = 1. For the generic case, the graphics Gi , i = 1,2,3,4, belong to “Zoo of Ko-
tova” [7] (denoted by (3.18), (3.23), (3.24) and (3.25)) and the cyclicity has been obtained in
[15–17]. The graphic G1 is also one of the 121 graphics listed in [2] (denoted by (I 227)) and it is
proved in [3,4] that (I 227) is of finite cyclicity for the generic cases and the cases of r1(0)r2(0) = 1.
We let WuLμ(P1) (resp. WuRμ(P1)) be the left-hand (resp. right-hand) unstable manifold of Xμ
departing from the saddle P1, and let P 2 be the intersection point of WuLμ(P1) for μ = 0 with the
transversal σ3 (see Fig. 4). Our main results can be stated as follows.
Theorem 1. Let Xμ, μ ∈ (Rn,0), be a C∞ family of planar vector fields such that for μ = 0
one of Gi (i = 1,2,3,4) is tangent to X0. Vertex P0 is a saddle-node of finite codimension with
the central transition. Vertex P1 is a neutral saddle with finite order m ∈ N and vertex P2 is a
hyperbolic saddle with hyperbolicity ratio r2(μ). Suppose that the connection from P0 to P2 and
the connection from P0 to P1 keep unbroken. Then:
(i) The graphic G1 and ensembles G2, G3 and G4 are of finite cyclicity respectively. Moreover,
the following results hold if r2(0) > 1 and r2(0) /∈ Q:
(ii) Cycl(Xμ,G1) 3m+ 1, and also
Cycl(Xμ,G1)m+ 3, if r2(0) > m.
(iii) The limit cycles bifurcated from polycycle G1 for m = 1 and m = 2 are distributed as
follows:
for m = 2, Cycl(Xμ,G1)
{
6, if r2(0) ∈ (1.5,2),
7, if r2(0) ∈ (1,1.5),
for m = 3, Cycl(Xμ,G1)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
7, if r2(0) ∈ (2,3),
8, if r2(0) ∈ ( 32 ,2),
9, if r2(0) ∈ ( 43 , 32 ),
10, if r2(0) ∈ (1, 43 ).
(iv) Cycl(Xμ,G2) 3m+ 2, Cycl(Xμ,G3) 3m+ 1, Cycl(Xμ,G4) 3m+ 2.
Theorem 2. Let Xμ, μ ∈ (Rn,0), be a C∞ family of planar vector fields such that for μ = 0
X0 has one of the following graphics and ensembles Gi , i = 1,2,3,4 (shown in Fig. 1). Vertex
P0 is a semi-hyperbolic singular point of finite codimension with the central transition. Vertex
P1 is a hyperbolic saddle of finite order with hyperbolicity ratio r1(0) = 1. Vertex P2 is a neutral
saddle with hyperbolicity ratio r2(0) = 1. If the hp-connection from P0 to P2 keeps unbroken
under the perturbations, then the following results hold.
(i) The graphics Gi have finite cyclicity, i = 1,2,3,4.
(ii) If r1(0) /∈ Q, then Cycl(Xμ,G1)  5, Cycl(Xμ,G2)  7, Cycl(Xμ,G3)  10,
Cycl(Xμ,G4)  11. Particularly, if WuLμ(P1) intersects σ3 at the point P 2 or above the
point P 2, then
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Cycl(Xμ,G1)
{
1, if r1(0) > 1,
2, if r1(0) < 1,
Cycl(Xμ,G2)
{
2, if r1(0) > 1,
3, if r1(0) < 1,
Cycl(Xμ,G3) = Cycl(Xμ,G1), Cycl(Xμ,G4) = Cycl(Xμ,G2).
As an application, we can give the cyclicity of graphic (I 227) which has the same structure as
graphic G1. The cyclicity of graphic (I 227) has been studied in [3,4]. It is found that the case of
r1(0) = 1, r2(0) = 1 and the case of r1(0) = 1, r2(0) = 1 have not been studied yet. It follows
from [4] that the saddle P1 is of finite order inside the quadratic systems. Noting that the con-
nection from P0 to P1 keeps unbroken inside quadratic systems, we can obtain the following
corollary.
Corollary 1. Suppose that (H1) or (H2) holds. If the hp-connection keeps unbroken under the
perturbations, then the graphic (I 227) is of finite cyclicity inside the quadratic systems.
Remark.
(i) It follows from Theorem 1 that the cyclicity of graphics Gi (i = 1,2,3,4) is linearly depen-
dent on the order of the neutral saddle P1 for the case of r1(0) = 1, r2(0) = 1 under the same
assumptions as in Theorem 1. The limit cycles bifurcated from G1 are distributed as follows:
the nearer the hyperbolicity ratio r2(0) is close to 1, the more the limit cycles are bifurcated.
(ii) The assumption on the unbroken connections is usually proposed in the literature [1,4,11]
because of the complexity of the displacement function.
The paper is organized in the following way. In Section 2 we give some generalities. One can
find more details in [2–5,9,10,13]. Theorems 1 and 2 will be proved by a series of lemmas in
Section 3 and 4. As usual, we decompose adequately the displacement function as a succession
of regular transitions and transition maps near the singular points. The cyclicity of the single
graphic is obtained by induction, derivation-division method and well-ordering the expression
of the displacement function. The cyclicity of the ensembles is gotten by analyzing the phase
portraits to determine the maximal number of the co-existing limit cycles.
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stand for a function belonging to Ik (defined in Section 2).
2. Preliminaries
Definition 2.1.
(1) A singular point is elementary if it has at least one non-zero eigenvalue. It is hyperbolic
(resp. semi-hyperbolic) if the two eigenvalues are not on the imaginary axis (resp. exactly
one eigenvalue is zero).
(2) The hyperbolicity ratio at a hyperbolic saddle is the ratio r = −λ1
λ2
, where λ1 < 0 < λ2 are
the two eigenvalues. The hyperbolic saddle is attracting (resp. repelling, neutral) if r > 1
(resp. r < 1, r = 1).
(3) A semi-hyperbolic point is called attracting (resp. repelling) if its non-zero eigenvalue is
negative (resp. positive).
(4) A graphic is formed by singular points p1, . . . , pm, pm+1 = p1 and oriented regular orbits
s1, . . . , sm connecting them so that
• sj is an unstable characteristic orbit of pj and a stable characteristic orbit of pj+1, and
• normal orientation nj of the regular orbits are coherent in the sense that if sj−1 has left-
hand orientation then so does sj .
(5) An ensemble is unions of graphics with some elements (arcs or vertices) shared by more
than one graphic.
2.1. Transition map near a hyperbolic saddle
Let Xμ, μ ∈ (Rn,0), be a C∞ family of vector fields defined in the neighborhood of a hyper-
bolic saddle at the origin. We also assume that the coordinate axes are the invariant manifolds
near the saddle point. Using the theory of normal form, we can write some explicit expressions
of the vector field Xμ up to Ck orbitally equivalence for fixed k ∈ N (cf. [5,12]). Let r(μ) be the
hyperbolicity ratio of Xμ at the origin.
(i) If r(0) is irrational then, for any fixed k ∈ N , the vector field Xμ is Ck orbitally equivalent
to
x˙ = x, y˙ = −r(μ)y (2.1)
for μ in some neighborhood of the origin in parameter space.
(ii) If r(0) = p
q
is rational then, for any fixed k ∈ N , there exists an integer N(k) such that the
vector filed Xμ is Ck orbitally equivalent to
x˙ = x, y˙ = y
(
−r(0)+
N(k)∑
i=0
αi+1(μ)
(
xpyq
)i) (2.2)
with α1(μ) = r(0)− r(μ) for μ in some neighborhood of the origin in parameter space.
We can suppose that formulae (2.1) and (2.2) are valid in a ball of radius 2. In the following
we assume that the vector field Xμ is given by one of the expressions (2.1) or (2.2).
850 L. Zhao / J. Differential Equations 245 (2008) 845–874Fig. 2. Transition map near a hyperbolic saddle.
Let σ and τ be the following segments transverse to the vector field Xμ:
σ = {(x, y); |x| 1, y = 1}, τ = {(x, y); |y| 1, x = 1}.
The flow of Xμ induces a transition map Δμ(x), also called Dulac map (see Fig. 2):
Δμ : (0, x0] → (0, y0], μ ∈
(
Rn,0
)
, (2.3)
which can be extended continuously by Δμ(0) ≡ 0 for all μ ∈ (Rn,0). The Dulac map Δμ(x) is
C∞ for x = 0. The following theorem of Mourtada describes its behavior near x = 0.
Theorem 2.2. (See [9].) The Dulac map Δμ(x) associated to system (2.1) or (2.2) can be written
as
Δμ(x) = xr(μ)
(
1 + φ(x,μ)), (x,μ) ∈ [0, x0] × (Rn,0), (2.4)
where φ is a C∞ for (x,μ) ∈ (0, x0] × (Rn,0). Furthermore, φ has the following property (Ik)
for any k ∈ N :
Ik =
{
φ(x,μ) ∈ C∞((0, x0] × (Rn,0),R) ∣∣∣ ∀n k,
lim
x→0x
n ∂
nφ
∂xn
(x,μ) = 0 uniformly in μ ∈ (Rn,0)}. (2.5)
(i) If r(0) is irrational, then φ is identically equal to zero.
(ii) If r(0) = p
q
, p ∧ q = 1, then the expression (2.5) is in general not sufficiently fine to finish
the analysis.
Theorem 2.3. (See [8,16].) Δμ(x) can be expressed as follows:
Δμ(x) = x1−α1(μ)
(
1 + φ(x,α1, α2, α3)
)
, (x,μ) ∈ [0, ε] × (Rn,0),
where α1(μ) = r(0)− r(μ), and φ, ∂φ∂α2 ,
∂φ
∂α3
∈ B,
B =
{
φ(x,μ) ∈ I2, ∀j  2,
∣∣∣∣xj ∂jφ∂xj (x,μ)
∣∣∣∣= O(1)x0.75
}
.
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is defined as
ω(x,μ) =
{
x−α1(μ)−1
α1(μ)
, if α1(μ) = 0,
− lnx, if α1(μ) = 0,
where α1(μ) = r(0)− r(μ).
The following theorem proved in [10] and [12] yields well-ordered asymptotic expressions
for Dulac map:
Theorem 2.5. For any k ∈ N , there exists a neighborhood (Rn,0) of μ = 0, some segments σ
and τ transverse to the vector field Xμ parameterized in class Ck respectively by x and y ∈ [0, ]
and C∞-functions αij : (Rn,0) → R such that the Dulac map for the vector field (2.2) has the
following form
Δμ(x) = xr(0) + α1xr(0)ω +
∑
1ji+1K(k)
1i
αij x
(iq+1)r(0)ωj +Ψk(x,μ), (2.6)
where αij are polynomials in the coefficients α1, α2, . . . , αN(k)+1 of (2.2). The function Ψk =
xkRk(x,μ) is a Ck-function, k-flat with respect to x = 0, where Rk has the property (Ik).
2.2. Pfaffian equation near a hyperbolic saddle point
Theorem 2.6.
(i) When r(0) /∈ Q, the graph y = Δμ(x) is an orbit of the following differential equations:
x dy − r(μ)y dx = 0. (2.7)
(ii) When r(0) = p
q
, the graph y = Δμ(x) is an orbit of the following differential equations:
xF
(
xp,μ
)
dy + yF (yq,μ)[−r(0)+ F (xp,μ)]dx = 0, (2.8)
where
F(x,μ) =
N(k)∑
i=0
αi+1(μ)ui .
Definition 2.7. If r(0) is rational, then we say that the saddle point is of finite order if there exists
an integer k such that for μ = 0 there exists i > 1 such that αi(0) = 0 in (2.2). It follows then
that there exists an integer m 1 such that the polynomial F(·,μ) has the form
F(u,0) = αum + o(um), α = 0. (2.9)
We call the integer m the order of the resonant saddle. So, it follows from Dulac normal form
around a hyperbolic saddle that O(0,0) is a weak saddle of order m.
852 L. Zhao / J. Differential Equations 245 (2008) 845–874In [5], the authors have proved that if a hyperbolic saddle has a finite order of m then the
perturbed family Xμ, for any integer k 
 2m is Ck-equivalent to a polynomial family of vector
fields of degree 2m(p + q)+ 1, independent of k. In this case, the family can be written
x˙ = x, y˙ = y(−r(0)+ F (xpyq,μ)),
where
F(u,μ) =
m−1∑
i=0
αi+1(μ)ui + um
(
1 + α2m+1(μ)um
)
with αi(0) = 0 for 1 i m.
2.3. Transition map near a semi-hyperbolic singular point
Let Xμ be a smooth family of planar vector fields sufficiently differentiable with respect to
(x, y,μ) ∈ R × R × (Rn,0). We suppose that in some coordinate (x, y) ∈ R2, the vector field
X0 has a semi-hyperbolic singular point P(0) = (0,0) at the origin of finite codimension m (i.e.
finite multiplicity m+ 1) and that the coordinate axes are its local invariant manifolds. In [5], the
authors have proved that for any k 
 2m, the family Xμ can be written up to a Ck-equivalence
as
x˙ = F(x,μ), y˙ = −y (2.10)
for μ in some neighborhood of Rn, where
F(x,μ) = c(μ)xm+1(1 + c(μ)α2m+1xm)+ m−1∑
i=0
αi(μ)x
i .
The αi(μ) are smooth functions of parameter μ with the property αi(0) = 0 for 0 i m − 1,
and c(0) = 0.
In [4], the authors give a refinement of the normal form (2.10), which is essential for our study.
The following proposition ensures that any center manifold can be chosen as a coordinate axis in
the normal form (2.10).
Theorem 2.8. (See [4].) Let Xμ be in normal form (2.10) in the neighborhood of a semi-
hyperbolic singular point and let Cμ be a CN -family (1  N ∞) of curves invariant under
the flow of Xμ, and such that C0 is a center manifold Wc of X0. We can perform a CN -change
of coordinates keeping the normal form (2.10) and bringing Cμ to the coordinate axis y = 0.
One can consider two types of transition maps induced by the flow of Xμ in (2.10), see Fig. 3.
The first one is called center-transition and the second one is called stable-center transition.
The center-transition is defined for some value of parameters such that the vector fields Xμ
have no singular points. This yields possible transition along the central manifold {y = 0} from
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σ = {x = −x0, −y0  y  y0} to τ = {x = x0, −y1  y  y1} where x0 > 0 and y0, y1 are
chosen such that the transition Δμ(y) is defined from σ to τ . Δμ(y) is defined for the open set
OF =
{
μ ∈ (Rn,0); F(x,μ) = 0, ∀x ∈ [−x0, x0]}.
The transition map in this case is linear:
Δμ(y) = m(μ)y, m(μ) = exp
(
−
x0∫
−x0
dx
F(x,μ)
)
. (2.11)
The function m(μ) is continuous and non-zero on OF and has a continuous extension m(μ) = 0
for μ ∈ ∂OF .
3. Proof of Theorem 1: r1(0) = 1, r2(0) = 1
For clearness and comprehension of the text, we will first limit ourselves to the case r2(0) /∈ Q
with r2(0) > 1.
Definition 3.1. We say that xα(μ) is before xβ(μ) if and only if 0 < α(μ) < β(μ).
Theorem 1 will be proved by a series of lemmas.
By finitely-smooth normal form theory, for any k ∈ N (we choose k > 2m), there exist a
constant d0 > 0 and transversals σi , τi to Xμ (i = 1,2,3, see Fig. 4) such that for (x,μ) ∈
[0, d0] × (Rn,0), the Dulac maps relating to the vertices have the following expressions:
ΔP0μ(x) = Λ(μ)x, ΔP2μ(x) = xr2(μ), (3.1)
where 0 <Λ(μ) → 0 as μ → 0. Since the saddle P1 is of finite order m, it follows from [4] that
the graph Δ−1P1μ(x) is an orbit of the following differential equation:
xF(x,μ)dy + yF(y,μ)[−1 + F(x,μ)]dx = 0, (3.2)
F(x,μ) = β1(μ)+ β2(μ)x + · · · + βm(μ)xm−1 + xm + β2m+1(μ)x2m (3.3)
with βi(0) = 0, i = 1,2, . . . ,m. The transition maps τ3 → σ1, τ1 → σ2 and σ3 → τ2 can be taken
in the forms:
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hμ(x) = c0(μ)+ c1(μ)x
(
1 + c2(μ)x + · · · + ck−1(μ)xk−2
)+ xk(ck(μ)+ hμ(x)),
fμ(x) = b0(μ)+ b1(μ)x
(
1 + b2(μ)x + · · · + bk−1(μ)xk−2
)+ xk(bk(μ)+ f μ(x)),
g−1μ (x) = a0(μ)+ a1(μ)x
(
1 + a2(μ)x + · · · + ak−1(μ)xk−2
)+ xk(ak(μ)+ gμ(x)),
where c0(μ), b0(μ) ≡ 0 (for the assumption of the unbroken connections and Proposition 2.8
in [4]); a0(0) = 0, c1(0), b1(0), a1(0) > 0 and hμ(x), f μ(x), gμ(x) ∈ Ik ,
Ik =
{
φ(x,μ) ∈ C∞((0, d0] × (Rn,0),R) ∣∣∣ ∀n k,
lim
x→0x
n ∂
nφ
∂xn
(x,μ) = 0 uniformly in μ ∈ (Rn,0)}. (3.4)
We can prove the following Lemma 3.2.
Lemma 3.2. (See [3,4,9].)
(i) Ik is an algebra: for f,g ∈ Ik and a(μ), b(μ) are Ck-functions of parameter μ, we have
af + bg ∈ Ik and f · g ∈ Ik .
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∂j κ
∂xj
= xr(μ)−j (∗(μ)+ φ2(x,μ)), φ2 ∈ Ik (j ∈ N), (3.5)
and hence κ(x,μ) ∈ Ik .
(iii) For i, j ∈ N ∪ {0}, i + j > 0,
κ(x,μ) = xir2(μ)+j (∗(μ)+ φ(x,μ)) ∈ Ik,
φ
(
κ(x,μ),μ
) ∈ Ik, if ∗(μ) = 0. (3.6)
We investigate the limit cycles by analyzing the zeros of the displacement function δ(x,μ)
defined on σ3. It can be expressed as follows:
δ(x,μ) = fμ ◦ΔP0μ ◦ hμ ◦ΔP2μ(x)−Δ−1P1μ
(
g−1μ (x)
)
. (3.7)
The equation δ(x,μ) = 0 is equivalent to the system:
{
y = H(x,μ) =: fμ ◦ΔP0μ ◦ hμ ◦ΔP2μ(x),
y = Δ−1P1μ
(
g−1μ (x)
)
.
As y = H(x,μ) is a connected graph the generalized Rolle’s Lemma [4,11,14,18] allows to
assert that the number of zeros of (3.7) is at most 1 plus the number of the solutions of the
following system:
{
y −H(x,μ) = 0,
Ω ∧D(H(x,μ)− y)= 0,
where
Ω = g−1μ (x)F
(
g−1μ (x),μ
)
dy + yF(y,μ)[−1 + F (g−1μ (x),μ)]dg−1μ (x)dx dx = 0.
Let y = H(x,μ) in the above formula, and we estimate the number of the positive zeros of
δ1(x,μ):
δ1(x,μ) = g−1μ (x)F
(
g−1μ (x),μ
)∂H
∂x
(x,μ)
+H(x,μ)F (H(x,μ),μ)[−1 + F (g−1μ (x),μ)]dg−1μ (x)dx . (3.8)
Lemma 3.3. The function g−1μ (x)F (g−1μ (x),μ)∂H∂x (x,μ) can be expressed as follows:
g−1μ (x)F
(
g−1μ (x),μ
)∂H
∂x
(x,μ)
= Λ(μ)r2(μ)γ1(μ)xr2(μ)−1
{
η0(μ)+ η1(μ)x + η2(μ)x2 + · · · + ηm+1(μ)xm+1
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+ ∗(μ)x2r2(μ) + ∗(μ)x2r2(μ)+1 + · · · + ∗(μ)x2r2(μ)+k
+ · · · + ∗(μ)x(k−2)r2(μ) + ∗(μ)x(k−2)r2(μ)+1 + · · · + ∗(μ)x(k−2)r2(μ)+k
+ xk(∗(μ)+ φ(x,μ))}, (3.9)
where ηi(0) = 0 (i = 0,1, . . . ,m), ηm+1(0) = am+11 (0) > 0.
Proof. Let H1(x,μ) = hμ ◦ΔP2μ(x). By Lemma 3.2, we have that
H1(x,μ) = c1(μ)xr2(μ)
(
1 + c2(μ)xr2(μ) + · · · + ck−1(μ)x(k−2)r2(μ)
)+ κ1(x,μ),
where κ1(x,μ) = xkr2(μ)(∗(μ)+φ(x,μ)). Noting that xr(μ)(∗(μ)+φ(x,μ)) ∈ Ik for r(μ) > 0,
we get
H 21 (x,μ) = c21(μ)x2r2(μ)
(
1 + c2(μ)xr2(μ) + · · · + ck−1(μ)x(k−2)r2(μ)
)2
+ κ21 (x,μ)+ 2c1(μ)xr2(μ)
(
1 + c2(μ)xr2(μ) + · · · + ck−1(μ)x(k−2)r2(μ)
)
κ1(x,μ)
= c21(μ)x2r2(μ) + ∗(μ)x3r2(μ) + · · · + ∗(μ)x(k−1)r2(μ) + xkr2(μ)
(∗(μ)+ φ(x,μ))
and in general,
H
j
1 (x,μ) = cj1(μ)xjr2(μ) + ∗(μ)x(j+1)r2(μ) + · · ·
+ ∗(μ)x(k−1)r2(μ) + xkr2(μ)(∗(μ)+ φ(x,μ)), 1 j  k − 1.
Since H(x,μ) = fμ ◦ΔP0μ(H1(x,μ)), we get that
H(x,μ) = b1(μ)
{
Λ(μ)H1(x,μ)+ b2(μ)Λ2(μ)H 21 (x,μ)
+ · · · + bi(μ)Λi(μ)H i1(x,μ)+ · · · + bk−1(μ)Λk−1(μ)Hk−11 (x,μ)
}
+Λk(μ)Hk1 (x,μ)
(
bk(μ)+ f μ
(
Λ(μ)H1(x,μ)
))
= Λ(μ){γ1(μ)xr2(μ) + · · · + γk−1(μ)x(k−1)r2(μ)
+ xkr2(μ)(∗(μ)+ φ(x,μ))}+ κ(x,μ),
where γ1(0) = b1(0)c1(0) > 0, κ(x,μ) = Λk(μ)Hk1 (x,μ)(bk(μ) + f μ(Λ(μ)H1(x,μ))). Com-
bining the facts that Hk1 (x,μ) = xkr2(μ)(ck1(μ)+φk+1) (φk+1 ∈ Ik+1) and f μ ∈ Ik , we can prove
that
κ(x,μ) = Λk(μ)xkr2(μ)(∗(μ)+ φ(x,μ)), φ(x,μ) ∈ Ik.
Thus it follows from (3.5) that
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{
1 + ∗(μ)xr2(μ) + ∗(μ)x2r2(μ) + · · ·
+ ∗(μ)x(k−2)r2(μ) + x(k−1)r2(μ)(∗(μ)+ φ(x,μ))},
∂H
∂x
= Λ(μ)r2(μ)γ1(μ)xr2(μ)−1
{
1 + ∗(μ)xr2(μ) + ∗(μ)x2r2(μ)
+ · · · + ∗(μ)x(k−2)r2(μ) + x(k−1)r2(μ)(∗(μ)+ φ(x,μ))}.
By (3.3), we obtain that
F
(
g−1μ (x),μ
)
= β1(μ)+
m∑
i=2
βi(μ)
{
a0(μ)+ a1(μ)x
(
1 + a2(μ)x + · · · + ak−1(μ)xk−2
)
+ xk(ak(μ)+ gμ(x))}i−1
+ {a0(μ)+ a1(μ)x(1 + a2(μ)x + · · · + ak−1(μ)xk−2)+ xk(ak(μ)+ gμ(x))}m
+ β2m+1(μ)
{
a0(μ)+ a1(μ)x
(
1 + a2(μ)x + · · · + ak−1(μ)xk−2
)+ xk(ak(μ)+ gμ(x))}2m
= η0(μ)+ η1(μ)x + η2(μ)x2 + · · · + ηm(μ)xm + · · · + ηk(μ)xk + s(x,μ),
where ηi(0) = 0 (i = 0, . . . ,m − 1), ηm(0) = am1 (0) > 0 and s(x,μ) = xk(∗(μ) + φ(x,μ)).
Therefore
g−1μ (x)F
(
g−1μ (x),μ
)
= a0(μ)
{
η0(μ)+ η1(μ)x + η2(μ)x2 + · · · + ηk(μ)xk + s(x,μ)
}
+ a1(μ)x
{
η0(μ)+ η1(μ)x + η2(μ)x2 + · · · + ηk(μ)xk + s(x,μ)
}
+ · · · + ak−1(μ)xk−1
{
η0(μ)+ η1(μ)x + η2(μ)x2 + · · · + ηk(μ)xk + s(x,μ)
}
+ xk(ak(μ)+ gμ(x)){η0(μ)+ η1(μ)x + η2(μ)x2 + · · · + ηk(μ)xk + s(x,μ)}
= η0(μ)+ η1(μ)x + η2(μ)x2 + · · · + ηm+1(μ)xm+1 + · · · + ηk(μ)xk + s(x,μ) (3.10)
with ηi(0) = 0 (i = 0, . . . ,m), ηm+1(0) = am+11 (0) > 0 and s(x,μ) = xk(∗(μ) + φ(x,μ)). Ac-
cording to Lemma 3.2, we can obtain the formula (3.9) by careful calculations. This completes
the proof. 
Lemma 3.4. There exists α(μ) ∈ Ck with α(0) > m + 1 such that δ1(x,μ) has the following
expression
δ1(x,μ) = Λ(μ)r2(μ)γ1(μ)xr2(μ)−1δ2(x,μ),
δ2(x,μ) = ξ0(μ)+ ξ1(μ)x + ξ2(μ)x2 + · · · + ξm(μ)xm + ξm+1(μ)xm+1
+
i =0∑
∗(μ)xir2(μ)+j
1<ir2(μ)+j<m+1
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finite terms∑
ir2(μ)+j>m+1
xir2(μ)+j
(∗(μ)+ φ(x,μ)), (3.11)
where i, j ∈ N ∪ {0}, ξi(0) = 0, i = 0,1, . . . ,m and ξm+1(0) = 0; φ ∈ Ik .
Proof. Since
Hi(x,μ) = Λi(μ)γ i1(μ)xir2(μ)
{
1 + ∗(μ)xr2(μ)
+ · · · + ∗(μ)x(k−2)r2(μ) + x(k−1)r2(μ)(∗(μ)+ φ(x,μ))}, 1 i  k,
[−1 + F (g−1μ (x),μ)]dg−1μdx = ∗(μ)+ ∗(μ)x + · · · + ∗m(μ)xm + · · · + ∗(μ)xk−2
+ xk−1(∗(μ)+ φ(x,μ)), ∗m(0) = ηm(0)a1(0) > 0,
we get that
F
(
H(x,μ),μ
)= β1(μ)+ ∗(μ)xr2(μ) + ∗(μ)x2r2(μ) + · · · + ∗(μ)xmr2(μ)
+ ∗(μ)x(m+1)r2(μ) + x(m+2)r2(μ)(∗(μ)+ φ(x,μ)),
and hence
F
(
H(x,μ),μ
)[−1 + F (g−1μ (x),μ)]dg−1μdx
= τ0(μ)+ τ1(μ)x + τ2(μ)x2 + · · · + τm(μ)xm + τm+1(μ)xm+1
+
i =0∑
1<ir2(μ)+j<m+1
∗(μ)xir2(μ)+j +
finite terms∑
ir2(μ)+j>m+1
xir2(μ)+j
(∗(μ)+ φ(x,μ)),
where i, j ∈ N ∪ {0}, τi(0) = 0, i = 0,1, . . . ,m+ 1. A careful calculation yields that
H(x,μ)F
(
H(x,μ),μ
)[−1 + F (g−1μ (x),μ)]dg−1μdx
= Λ(μ)γ1(μ)xr2(μ)−1
{
β1(μ)x + β2(μ)x2 + · · · + βm+1(μ)xm+1
+
i =0∑
2<ir2(μ)+j<m+1
∗(μ)xir2(μ)+j +
finite terms∑
ir2(μ)+j>m+1
xir2(μ)+j
(∗(μ)+ φ(x,μ))
}
,
where i, j ∈ N ∪{0}, βi(0) = 0, i = 0,1, . . . ,m+1. The formula (3.11) follows from Lemma 3.3
and a lengthy calculation. This completes the proof. 
Lemma 3.5. Assume that r2(0) > m. Then Cycl(Xμ,G1)m+ 3.
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the zeros of δ2(x,μ). First we assume that r2(0) > m+1. By Lemma 3.4, there exists α(μ) ∈ Ck
with α(0) > m+ 1 such that δ2(x,μ) has the following expression:
δ2(x,μ) = ξ0(μ)+ ξ1(μ)x + · · · + ξm(μ)xm + ξm+1(μ)xm+1 + xα(μ)
(∗(μ)+ φ(x,μ)),
where ξi(0) = 0, i = 0,1, . . . ,m and ξm+1(0) > 0. Since lim(x,μ)→(0,0) ∂m+1δ2∂xm+1 = (m +
1)!ξm+1(0) > 0, δ2(x,μ) has at most m + 1 positive zeros. Next we consider the case of
r2(0) ∈ (m,m + 1). Since xr2(μ) is before the term xm+1, by (3.11), δ2(x,μ) can be written
as
δ2(x,μ) = ξ0(μ)+ ξ1(μ)x + · · · + ξm(μ)xm + ξm,m+1(μ)xr2(μ)
+ ξm+1(μ)xm+1 + xα(μ)
(∗(μ)+ φ(x,μ)).
The (m+ 1)th derivative of δ′2(x,μ) respect to x is that
∂m+1δ2
∂xm+1
= ∗(μ)xr2(μ)−m−1 + (m+ 1)!ξm+1(μ)+ xα(μ)−m−1
(∗(μ)+ φ(x,μ)).
Let
δ′2(x,μ) =: xm+1−r2(μ)
∂m+1δ2
∂xm+1
= ∗(μ)+ (m+ 1)!ξm+1(μ)xm+1−r2(μ) + xα(μ)−r2(μ)
(∗(μ)+ φ(x,μ)).
Then the derivative of δ′2(x,μ) respect to x is that
∂δ′2
∂x
= (m+ 1)!ξm+1(μ)
(
m+ 1 − r2(μ)
)
xm−r2(μ) + xα(μ)−r2(μ)−1(∗(μ)+ φ(x,μ))
and
xr2(μ)−m
∂δ′2
∂x
= (m+ 1)!ξm+1(μ)
(
m+ 1 − r2(μ)
)+ xα(μ)−m−1(∗(μ)+ φ(x,μ)).
Since α(0) > m+ 1,
lim
(x,μ)→(0,0) x
r2(μ)−m ∂δ
′
2
∂x
= (m+ 1)!ξm+1(0)
(
m+ 1 − r2(0)
)
> 0,
which implies δ2(x,μ) has at most m+ 2 zeros. This completes the proof. 
Lemma 3.6. Suppose that the assumptions in Theorem 1 hold. Then Cycl(Xμ,G1) 3m+ 1.
Proof. We will prove the conclusion by induction. For m = 1, it follows from Lemma 3.5 that
the result is true. Suppose that the conclusion is true for m = l and consider the case of m = l+1.
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Lemma 3.5. By Lemma 3.4, there exists α(μ) ∈ Ck with α(0) > l + 2 such that
δ2(x,μ) = ξ0(μ)+ ξ1(μ)x + · · · + ξl+1(μ)xl+1 + ξl+2(μ)xl+2
+
i =0∑
1<ir2(μ)+j<l+2
∗(μ)xir2(μ)+j + xα(μ)(∗(μ)+ φ(x,μ)),
where ξi(0) = 0, i = 0,1, . . . , l + 1, ξl+2(0) > 0 and the term xr2(μ) is before the term
xα(μ)(∗(μ)+ φ(x,μ)).
Then we get
∂δ2
∂x
(x,μ) = ξ1(μ)+ · · · + (l + 1)ξl+1(μ)xl + (l + 2)ξl+2(μ)xl+1
+
i =0∑
1<ir2(μ)+j<l+2
∗(μ)xir2(μ)+j−1 + xα(μ)−1(∗(μ)+ φ(x,μ)).
Let δ3(x,μ) =: x1−r2(μ) ∂δ2∂x (x,μ). Thus
δ3(x,μ) = ξ1(μ)x1−r2(μ) + · · · + (l + 1)ξl+1(μ)xl+1−r2(μ) + (l + 2)ξl+2(μ)xl+2−r2(μ)
+ ∗(μ)+
j =0∑
1<r2(μ)+j<l+2
∗(μ)xj +
i2∑
1<ir2(μ)+j<l+2
∗(μ)x(i−1)r2(μ)+j
+ xα(μ)−r2(μ)(∗(μ)+ φ(x,μ))
and
∂δ3
∂x
(x,μ) = ξ1(μ)
(
1 − r2(μ)
)
x−r2(μ) + · · · + (l + 1)(l + 1 − r2(μ))ξl+1(μ)xl−r2(μ)
+ (l + 2)(l + 2 − r2(μ))ξl+2(μ)xl+1−r2(μ) + j =0∑
1<r2(μ)+j<l+2
∗(μ)xj−1
+
i2∑
1<ir2(μ)+j<l+2
∗(μ)x(i−1)r2(μ)+j−1 + xα(μ)−r2(μ)−1(∗(μ)+ φ(x,μ)).
Let δ4(x,μ) =: xr2(μ) ∂δ3∂x (x,μ), then
δ4(x,μ) = ξ1(μ)
(
1 − r2(μ)
)+ · · · + (l + 1)(l + 1 − r2(μ))ξl+1(μ)xl
+ (l + 2)(l + 2 − r2(μ))ξl+2(μ)xl+1 + j =0∑ ∗(μ)xr2(μ)+j−11<r2(μ)+j<l+2
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i2∑
1<ir2(μ)+j<l+2
∗(μ)xir2(μ)+j−1 + xα(μ)−1(∗(μ)+ φ(x,μ)).
Because δ4(x,μ) has the same form as the function defined by (3.11), we know that δ4(x,μ)
has at most 3l + 1 positive zeros by the assumption of the induction. Therefore, by Rolle’s
Theorem, δ2(x,μ) has at most (3l + 1) + 2 positive zeros, which implies that #{δ(x,μ) = 0}
(3l + 1) + 2 + 1 = 3(l + 1) + 1. Thus the conclusion is true for m = l + 1. This completes the
proof. 
Lemma 3.7. Suppose that the assumptions in Theorem 1 hold. Then the conclusions for m = 2,3
are true.
Proof. We just prove the case of m = 3. The case of m = 2 can be proved similarly. By
Lemma 3.4, there exists α(μ) ∈ Ck with α(0) > 4 such that δ2(x,μ) has the following expansion
δ2(x,μ) = ξ0(μ)+ ξ1(μ)x + ξ2(μ)x2 + ξ3(μ)x3 + ξ4(μ)x4
+
∑
(i,j)∈A
ξ ij (μ)x
ir2(μ)+j + xα(μ)(∗(μ)+ φ(x,μ)),
where ξi(0) = 0, i = 0,1,2,3, ξ4(0) > 0, A= {(1,0), (1,1), (2,0), (1,2), (2,1), (3,0)},
ξ ij ≡ 0 for (i, j) ∈
⎧⎪⎨
⎪⎩
A1, if r2(0) ∈ (2,3),
A2, if r2(0) ∈ ( 32 ,2),
A3, if r2(0) ∈ ( 43 , 32 ),
A1 =
{
(2,0), (1,2), (2,1), (3,0)
}
, A2 =
{
(2,1), (3,0)
}
, A3 =
{
(3,0)
}
.
The fourth derivative of δ2(x,μ) is that
∂4δ2
∂x4
(x,μ) = 4!ξ4(μ)+
∑
(i,j)∈A
∗(μ)xir2(μ)+j−4 + xα(μ)−4(∗(μ)+ φ(x,μ)).
Let δ3(x,μ) = x4−r2(μ) ∂4δ2∂x4 (x,μ), then
δ3(x,μ) = 4!ξ4(μ)x4−r2(μ) +
∑
(i,j)∈A1
∗(μ)x(i−1)r2(μ)+j
+ ∗(μ)+ ∗(μ)x + xα(μ)−r2(μ)(∗(μ)+ φ(x,μ)).
(a) Case of r2(0) ∈ (2,3). Since
lim
(x,μ)→(0,0) x
r2(μ)−2 ∂
2δ3
∂x2
(x,μ) = 4!(4 − r2(0))(3 − r2(0))ξ4(0) > 0,
δ2(x,μ) has at most 6 zeros.
862 L. Zhao / J. Differential Equations 245 (2008) 845–874(b) Case of r2(0) ∈ ( 32 ,2). Now we have that
∂2δ3
∂x2
(x,μ) = 4!
4∏
i=3
(
i − r2(μ)
)
ξ4(μ)x
2−r2(μ) + ∗(μ)xr2(μ)−2
+ xα(μ)−r2(μ)−2(∗(μ)+ φ(x,μ)).
Let δ4(x,μ) = x2−r2(μ) ∂2δ3∂x2 (x,μ). Then
δ4(x,μ) = ∗(μ)+ 4!
4∏
i=3
(
i − r2(μ)
)
ξ4(μ)x
4−2r2(μ) + xα(μ)−2r2(μ)(∗(μ)+ φ(x,μ)),
∂δ4
∂x
(x,μ) = 2 · 4!
4∏
i=2
(
i − r2(μ)
)
ξ4(μ)x
3−2r2(μ) + xα(μ)−2r2(μ)−1(∗(μ)+ φ(x,μ)).
Hence
x2r2(μ)−3 ∂δ4
∂x
(x,μ) = 2 · 4!
4∏
i=2
(
i − r2(μ)
)
ξ4(μ)+ xα(μ)−4
(∗(μ)+ φ(x,μ))
→ 2 · 4!
4∏
i=2
(
i − r2(μ)
)
ξ4(0) > 0,
which implies that δ2(x,μ) has at most 7 positive zeros.
(c) Case of r2(0) ∈ ( 43 , 32 ). Now we have
δ4(x,μ) =: x2−r2(μ) ∂
2δ3
∂x2
(x,μ) = ∗(μ)+ ∗(μ)x
+ 4!
4∏
i=3
(
i − r2(μ)
)
ξ4(μ)x
4−2r2(μ) + xα(μ)−2r2(μ)(∗(μ)+ φ(x,μ)).
The second derivative of δ4(x,μ) is that
∂2δ4
∂x2
(x,μ) = 2 · 4!
4∏
i=2
(
i − r2(μ)
)(
3 − 2r2(μ)
)
ξ4(μ)x
2−2r2(μ)
+ xα(μ)−2r2(μ)−2(∗(μ)+ φ(x,μ)).
Hence
x2r2(μ)−2 ∂
2δ4
∂x2
(x,μ) = 2 · 4!
4∏
i=2
(
i − r2(μ)
)(
3 − 2r2(μ)
)
ξ4(μ)
+ xα(μ)−4(∗(μ)+ φ(x,μ))> 0,
which implies that δ2(x,μ) has at most 8 positive zeros.
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the term x4 and δ4(x,μ) has the following well-ordered expansion:
δ4(x,μ) = ∗(μ)+ ∗(μ)x + ∗(μ)xr2(μ)
+ 4!
4∏
i=3
(
i − r2(μ)
)
ξ4(μ)x
4−2r2(μ) + xα(μ)−2r2(μ)(∗(μ)+ φ(x,μ)).
Hence
δ5(x,μ) =: x2−r2(μ) ∂
2δ4
∂x2
(x,μ) = ∗(μ)ξ30(μ)+ xα(μ)−3r2(μ)
(∗(μ)+ φ(x,μ))
+ 2 · 4!
4∏
i=2
(
i − r2(μ)
)(
3 − 2r2(μ)
)
ξ4(μ)x
4−3r2(μ),
and
δ6(x,μ) =: x3r2(μ)−3 ∂δ5
∂x
(x,μ)
= xα(μ)−4(∗(μ)+ φ(x,μ))
+ 2 · 4!
4∏
i=2
(
i − r2(μ)
)(
3 − 2r2(μ)
)(
4 − 3r2(μ)
)
ξ4(μ) > 0,
which implies that δ2(x,μ) has at most 9 positive zeros. Since the cyclicity of graphic G1 is not
more than 1 plus the number of zeros of δ2(x,μ), we can obtain the results in Theorem 1. This
completes the proof. 
Lemma 3.8. Suppose that the assumptions in Theorem 1 hold. Then Cycl(Xμ,G2)  3m + 2,
Cycl(Xμ,G3) 3m+ 1, Cycl(Xμ,G4) 3m+ 2.
Proof. It follows from [3, Theorem 2(ii)], [16] that the cyclicity of the right sub-graphic (de-
noted by Γ ) of graphic G2 is not more than 2. Since the connection from P0 to P1 keeps
unbroken inside the perturbations and the semi-hyperbolic singular point P0 is contractive, it
is easy to know that Cycl(Xμ,Γ ) 1 and then Cycl(Xμ,G2) 3m+2. Noting the assumptions
in Theorem 1 and the phase portraits of Xμ, we obtain that Cycl(Xμ,G3) = Cycl(Xμ,G1) and
Cycl(Xμ,G4) = Cycl(Xμ,G2) by the uniqueness of initial value problem. This completes the
proof. 
Proof of Theorem 1. (i) The conclusions (ii)–(iv) follow from Lemmas 3.2–3.8.
(ii) If r2(0) /∈ Q with r2(0) < 1, the expression of function δ1(x,μ) given by (3.11) is also
valid. Similarly to the processes for the case of r2(0) /∈ Q with r2(0) > 1, we can obtain the finite
cyclicity for Gi , i = 1,2,3,4.
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cyclicity, it will be helpful to use the Tchebychef systems [4] theory for the function δ1(x,μ). 
4. The case of r1(0) = 1, r2(0) = 1
As in Section 3, for (x,μ) ∈ [0, d0] × (Rn,0), the Dulac maps near the singular points can be
expressed as follows:
ΔP0μ(x) = Λ(μ)x,
ΔP1μ(x) = xr1(μ)
(
A(μ)+ φ0(x,μ)
)
, (4.1)
ΔP2μ(x) = x + α1xω +
∑
1jik, i2
αij x
iωj + xkΦ(x,μ), (4.2)
where 0 <Λ(μ) → 0 as μ → 0, A(0) > 0 and φ0,Φ ∈ Ik (defined by (3.4)); α1(μ) = 1 − r2(μ)
and ω is the Ecalle–Roussarie compensator defined as
ω(x,μ) =
{
x−α1(μ)−1
α1(μ)
, if α1(μ) = 0,
− lnx, if α1(μ) = 0.
The transition maps τi → σi+1 for i = 1,2,3 with σ4 = σ1 can be taken in the forms
fμ(x) = b0(μ)+ b1(μ)x + b2(μ)x2 + · · · + bk(μ)xk + xkΦ(x,μ),
b0(0) = 0, b1(0) > 0, f ∈ Ik, (4.3)
gμ(x) = a˜0(μ)+ x
(
a˜1(μ)+ g(x,μ)
)
, a˜0(0) = 0, a˜1(0) > 0, g ∈ Ik, (4.4)
hμ(x) = c0(μ)+ x
(
c1(μ)+ h(x,μ)
)
, c0(0) = 0, c1(0) > 0, h ∈ Ik. (4.5)
We study the limit cycles by investigating the zeros of the displacement function δ(x′,μ) defined
on σ3:
δ(x′,μ) = fμ ◦ΔP0μ ◦ hμ ◦ΔP2μ(x′)−Δ−1P1μ
(
g−1μ (x′)
)
,
where g−1μ (x′) is the inverse function of gμ(x) which can be expressed as
g−1μ (x′) = β0(μ)+ x′
(
β1(μ)+ g0(x′,μ)
)
, β0(0) = 0, β1(0) > 0, g0 ∈ Ik.
Let
x = x′(β1(μ)+ g0(x′,μ)), (4.6)
then
x′(x) = x(β1(μ)+ g˜0(x,μ)), β1(0) > 0, g˜0 ∈ Ik, (4.7)
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δ(x,μ) = fμ ◦ΔP0μ ◦ hμ ◦ΔP2μ
(
x′(x)
)−Δ−1P1μ(β0(μ)+ x). (4.8)
The equation δ(x,μ) = 0 is equivalent to the following system:{
y = H(x,μ) =: fμ ◦ΔP0μ ◦ hμ ◦ΔP2μ
(
x′(x)
)
,
y = Δ−1P1μ
(
β0(μ)+ x
)
.
(4.9)
For clearness and comprehension of the text, we consider the case of r1(0) /∈ Q first. Noting
that φ0 ≡ 0 in (4.1), we know that the graph y = Δ−1P1μ(β0(μ) + x) is an orbit of the following
differential 1-form:
Ω = (x + β0(μ))dy − s1(μ)y dx = 0, s1(μ) = r−11 (μ). (4.10)
It follows from the generalized Rolle’s Lemma that the number of solutions of (4.9) is at most 1
plus the number of the following system:{
y −H(x,μ) = 0,
Ω ∧D(H(x,μ)− y)= 0. (4.11)
We substitute H(x,μ) for y and reduce Eq. (4.10) to the function δ1(x,μ):
δ1(x,μ) = s1(μ)H(x,μ)−
(
x + β0(μ)
)∂H
∂x
(x,μ). (4.12)
Lemma 4.1. The function δ1(x,μ) can be expressed as follows:
δ1(x,μ) = Λ(μ)σ01(μ)ω +
(
Λ(μ)σ001(μ)+ s1γ00
)+Λ(μ)σ12(μ)xω2 +Λσ11xω +Λσ10x
+Λ(μ)
∑
0j3
∗(μ)x2ωj +Λ(μ)
∑
0j4
∗(μ)x3ωj +Λ(μ)Φ4(x,μ)
+Λ(μ)xk−2Φ(x,μ),
where σ01(0) = σ001(0) = γ00(0) = σ11(0) = σ12(0) = 0, σ10(0) = 0, Φk(x,μ) is Ck , k-flat.
Proof. By Proposition 2.8 [4], we can suppose that c0(μ) ≡ 0 if the hp-connection keeps unbro-
ken. It follows from Theorem 1.1 of [10] that for any k ∈ N (we choose k 
 1), hμ ◦ΔP2μ(x′(x))
admits the following expansion:
H1(x,μ) = hμ ◦ΔP2μ
(
x′(x)
)= ∑
0jik
rij (μ)x
iωj + xkΦ(x,μ)
= r00(μ)+ r11(μ)xω + r10(μ)x +
∑
1jik, i2
rij (μ)x
iωj
+
∑
ri0(μ)x
i + xkΦ(x,μ),2ik
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H(x,μ) = fμ ◦ΔP0μ ◦H1(x,μ) = fμ
(
Λ(μ)H1(x,μ)
)
= b0(μ)+ b1(μ)Λ(μ)
{
r00(μ)+ r11(μ)xω + r10(μ)x
+
∑
0jik, i2
rij (μ)x
iωj + xkΦ(x,μ)
}
+ b2(μ)Λ2(μ)
{
r00(μ)+ r11(μ)xω + r10(μ)x
+
∑
0jik, i2
rij (μ)x
iωj + xkΦ(x,μ)
}2
+ · · · + bk(μ)Λk(μ)
{
r00(μ)+ r11(μ)xω + r10(μ)x
+
∑
0jik, i2
rij (μ)x
iωj + xkΦ(x,μ)
}k
+Λk(μ){c1(μ)x1−α1[1 +Φ(x,μ)]}kΦ(Hk1 (x,μ))
= γ00(μ)+ γ11(μ)Λ(μ)xω
[
1 +
∑
0jin1, i1
γij (μ)x
iωj
]
+ γ10(μ)Λ(μ)x
[
1 +
∑
0jin2, i1
γ˜ij (μ)x
iωj
]
+Λ(μ)xk−1Φ(x,μ)
= γ00(μ)+ γ11(μ)Λ(μ)
(
xω +
∑
0jin1, i1
γij (μ)x
i+1ωj+1
)
+ γ10(μ)Λ(μ)
(
x +
∑
1jin2, i1
γ˜ij (μ)x
i+1ωj +
∑
1in2
γ˜i0(μ)x
i+1
)
+Λ(μ)xk−1Φ(x,μ),
where γ00(0) = γ11(0) = 0, γ10(0) = 0, γij , γ˜ij are polynomials of rij and bi, n1, n2 ∈ N .
By simple calculation, we get
∂H
∂x
(x,μ) = γ11(μ)Λ(μ)
(
(1 − α1)ω − 1 +
∑
0jin1, i1
γij (μ)
(∗(μ)xiωj+1 + ∗(μ)xiωj ))
+ γ10(μ)Λ(μ)
(
1 +
∑
1jin2, i1
γ˜ij (μ)
(∗(μ)xiωj + ∗(μ)xiωj−1))
+ γ10(μ)Λ(μ)
∑
(i + 1)γ˜i0xi +Λ(μ)xk−2Φ(x,μ).
1in2
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δ1(x,μ) = s1γ00(μ)+ s1γ11Λ(μ)
(
xω +
∑
0jin1, i1
γij (μ)x
i+1ωj+1
)
+ s1γ10Λ(μ)
(
x +
∑
0jin2, i1
γ˜ij (μ)x
i+1ωj
)
− γ11Λ(μ)
(
(1 − α1)xω − x
+
∑
0jin1, i1
γij (μ)
(∗(μ)xi+1ωj+1 + ∗(μ)xi+1ωj ))
− γ10Λ(μ)
(
x +
∑
1jin2, i1
γ˜ij (μ)
(∗(μ)xi+1ωj + ∗(μ)xi+1ωj−1)
+
∑
1in2
(i + 1)γ˜i0xi+1
)
− β0γ11(μ)Λ(μ)
(
(1 − α1)ω − 1
+
∑
0jin1, i1
γij (μ)
(∗(μ)xiωj+1 + ∗(μ)xiωj ))
− β0γ10(μ)Λ(μ)
(
1 +
∑
1jin2, i1
γ˜ij (μ)
(∗(μ)xiωj + ∗(μ)xiωj−1)
+
∑
1in2
∗(μ)(i + 1)xi
)
+Λ(μ)xk−2Φ(x,μ)
= −Λβ0γ11(1 − α1)ω +
[
β0Λ(γ11 − γ10)+ s1γ00
]+ ∗(μ)β0Λxω2
+Λ{s1γ11 − γ11(1 − α1)− β0γ11(∗(μ)γ10 + ∗(μ)γ11)− β0γ10(∗(μ)γ˜11)}xω
+Λ{(s1 − 1)γ10 − γ11 − ∗(μ)β0γ11γ10 − ∗(μ)β0γ10γ˜11 − 2β0γ10γ˜20}x
+Λ
∑
2i3,0j4
∗(μ)xiωj +Λ
finite terms∑
4i,0j
∗(μ)xiωj +Λxk−2Φ(x,μ)
=: Λ(μ)σ01(μ)ω +
(
Λ(μ)σ001(μ)+ s1γ00
)+Λ(μ)σ12(μ)xω2 +Λσ11xω +Λσ10x
+Λ(μ)
∑
0j3
∗(μ)x2ωj +Λ(μ)
∑
0j4
∗(μ)x3ωj +Λ(μ)Φ4(x,μ)
+Λ(μ)xk−2Φ(x,μ),
where Λ = Λ(μ), σ01(0) = σ001(0) = γ00(0) = σ11(0) = σ12(0) = 0, σ10(0) = γ10(0)×
(s1(0)− 1) = 0, Φk(x,μ) is Ck , k-flat. This completes the proof. 
Lemma 4.2. Suppose that r2(0) = 1, r1(0) /∈ Q and the hp-connection from P0 to P2 keeps
unbroken. Then Cycl(Xμ,G1) 5.
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∂δ1
∂x
(x,μ) = −Λ(μ)σ01(μ)x−1−α1 +Λ(μ)σ˜02(μ)ω2 +Λ(μ)σ˜01(μ)ω +Λ(σ10 − σ01)
+Λ(μ)
( ∑
0j3
∗(μ)xωj +
∑
0j4
∗(μ)x2ωj
)
+Λ(μ)∂Φ4
∂x
(x,μ)+Λ(μ)xk−3Φ(x,μ)
with σ˜02(0) = σ˜01(0) = 0. Hence
Λ−1(μ)x1+α1 ∂δ1
∂x
(x,μ) = −σ01(μ)+ σ˜02x1+α1ω2 + σ˜01x1+α1ω + (σ10 − σ01)x1+α1
+
( ∑
0j3
∗(μ)x2+α1ωj +
∑
0j4
∗(μ)x3+α1ωj
)
+ x1+α1Φ3(x,μ)+ xk−2+α1Φ(x,μ);
and
δ2(x,μ) = ∂
∂x
(
Λ−1x1+α1 ∂δ1
∂x
(x,μ)
)
= (∗(μ)xα1ω2)+ {∗(μ)xα1ω + [(1 + α1)(σ10 − σ01)− σ˜01]xα1
+
∑
0j3
∗(μ)x1+α1ωj +
∑
0j4
∗(μ)x2+α1ωj
+ ∗(μ)xα1Φ3(x,μ)+ xk−3+α1Φ(x,μ)
}
=: ∗(μ)xα1ω2 + xα1ν1(x,μ) = xα1
(∗(μ)ω2 + ν1(x,μ)).
Let
δ3(x,μ) = ∂
∂x
(
x−α1ω−2δ2(x,μ)
)= ω−3[∂ν1
∂x
ω + 2ν1x−1−α1
]
.
Noting that
∂ν1
∂x
ω + 2ν1x−1−α1
= ω
{
∗(μ)x−1−α1 +
3∑
∗(μ)ωj +
4∑
∗(μ)xωj +Φ2 + xk−4Φ
}
+ 2ν1(x,μ)x−1−α1j=0 j=0
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{
∗(μ)ω +
3∑
j=0
∗(μ)x1+α1ωj+1 +
4∑
j=0
∗(μ)x2+α1ωj+1
+ x1+α1ωΦ2 + xk−3+α1ωΦ + 2ν1(x,μ)
}
= x−1−α1(∗(μ)ω + ν2(x,μ))= x−1−α1ω
(
∗(μ)+ ν2(x,μ)
ω
)
,
where
ν2(x,μ) =
3∑
j=0
∗(μ)x1+α1ωj+1 +
4∑
j=0
∗(μ)x2+α1ωj+1 + x1+α1ωΦ2 + xk−3+α1ωΦ
+ 2[(1 + α1)(σ10 − σ01)− σ˜01]+Φ1(x,μ)+ xk−3Φ(x,μ),
we get
δ3(x,μ) = x−1−α1ω−2
(
∗(μ)+ ν2(x,μ)
ω
)
.
Let
δ4(x,μ) =: ∂
∂x
(
x1+α1ω2δ3(x,μ)
)= ω−2x−1−α1(∂ν2
∂x
x1+α1ω + ν2(x,μ)
)
.
Since
∂ν2
∂x
ω =
∑
0j3
∗(μ)xα1ωj+2 +
∑
0j4
∗(μ)x1+α1ωj+2 + ∗(μ)xα1ω2Φ2 + ∗(μ)xα1ωΦ2
+ ∗(μ)x1+α1ω2Φ1 + ∗(μ)xk−3+α1ω2Φ + xk−4+α1ωΦ +ω∂Φ1
∂x
+ xk−4ωΦ,
we have that lim(x,μ)→(0,0) ∂ν2∂x x
1+α1ω = 0 and lim(x,μ)→(0,0) ν2(x,μ) = 2σ10(0) = 0. Therefore
δ4(x,μ) has no zero for (x,μ) ∈ (0, d0) × (Rn,0) and δ1(x,μ) has at most 4 zeros in (0, d0) ×
(Rn,0) by generalized Rolle’s Theorem. This completes the proof. 
Lemma 4.3. Suppose that r2(0) = 1, r1(0) /∈ Q and the hp-connection from P0 to P2 keeps
unbroken. If WuLμ(P1) intersects σ3 at the point P 2 or above the point P 2, then
Cycl(Xμ,G1)
{
1, if r1(0) > 1,
2, if r1(0) < 1.
Proof. We will deal with the cyclicity by means of considering the fixed points of Poincaré map
P(x,μ) defined on transversal σ2:
P(x,μ) = (fμ ◦ΔP μ) ◦ (hμ ◦ΔP μ) ◦ (gμ ◦ΔP μ)(x) =: Fμ ◦Hμ ◦Gμ(x),0 2 1
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Fμ(x) = b0(μ)+Λ(μ)x
(
b1(μ)+ f
(
Λ(μ)x,μ
))
,
Gμ(x) = a˜0(μ)+ xr1(μ)
(
A(μ)+ g0(x,μ)
)
, A(0) > 0, g0 ∈ Ik,
Hμ(x) = c0(μ)+ x1−α1(μ)
(
B(μ)+ h0(x,μ)
)
, B(0) > 0, h0 ∈ Ik.
We can prove that ∂P
∂x
(x,μ) < 1 if r1(0) > 1. In fact, noting that a˜0(μ)  0, without loss of
generality, we can suppose that 0 <G(x,μ) < 1. Then
{
Gμ(x)
−α1(μ)  1, if α1(μ) 0,
Gμ(x)
−α1(μ)  x−r1(μ)α1(μ)
(
A(μ)+ g0(x,μ)
)−α1(μ), if α1(μ) > 0. (4.13)
Noting
∂P
∂x
(x,μ) = r1(μ)
(
1 − α1(μ)
)
Λ(μ)xr1(μ)−1Gμ(x)−α1(μ)
· (b1(μ)+ f1(Λ(μ)x1,μ))(B(μ)+ h1(x3,μ))(A(μ)+ g1(x,μ)) (4.14)
with f1, h1, g1 ∈ Ik , we get
∂P
∂x
(x,μ) <
{
O(1)Λ(μ)xr1(μ)−1, if α1(μ) 0,
O(1)Λ(μ)xr1(μ)(1−α1(μ))−1, if α1(μ) > 0.
Hence, lim(x,μ)→(0,0) ∂P∂x (x,μ) = 0 if r1(0) > 1 and P(x,μ)− x is monotonically decreasing in
(0, d0), which implies that Cycl(Xμ,G1) 1.
For the case of r1(0) < 1, we assert that there exists unique x0(μ) ∈ (0, d0) such that
∂P
∂x
(x0(μ),μ) = 1. Indeed, since limx→0+ ∂P∂x (x,μ) = +∞ and ∂P∂x (d0,μ) < 1, there exists at
least one x0(μ) ∈ (0, d0) such that ∂P∂x (x0(μ),μ) = 1. Moreover, limμ→0 x0(μ) = 0 (this can be
shown by (4.14)). A straightforward calculation by chain rule yields that
∂2P
∂x2
(x,μ) = Λ(μ)r1(μ)
(
1 − α1(μ)
)
Gμ(x)
−α1(μ)−1xr1(μ)−2
· (A1(x,μ)+A2(x,μ)+A3(x,μ)),
A1(x,μ) = r1(μ)
(
1 − α1(μ)
)
Λ(μ)Gμ(x)
1−α1(μ)xr1(μ)
(
2b2 + f2(x1,μ)
)
· (B(μ)+ h1(x3,μ))2(A(μ)+ g1(x,μ))2,
A2(x,μ) = r1(μ)xr1(μ)
(
b1(μ)+ f1(x1,μ)
)(−α1(μ)B(μ) + h2(x3,μ))(A(μ)+ g1(x,μ))2,
A3(x,μ) =
(
r1(μ)− 1
)
Gμ(x)
(
b1(μ)+ f1(x1,μ)
)(
B + h1(x3,μ)
)(
A+ g2(x,μ)
)
,
where f2, h2, g2 ∈ Ik , b1 := b1(μ), etc. Noting that
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(
x0(μ)
)= a˜0(μ)+ x0(μ)r1(μ)(A(μ)+ g0(x0(μ),μ))
 x0(μ)r1(μ)
(
A(μ)+ g0
(
x0(μ),μ
))
and r1(0) < 1, we have that
3∑
i=1
Ai
(
x0(μ),μ
)
O(1)Λ(μ)x0(μ)r1(μ) +O(1)x0(μ)r1(μ)
(−α1(μ)B(μ)+ h2(Gμ(x0(μ))))
+O(1)(r1(μ)− 1)x0(μ)r1(μ)(A(μ)+ g0(x0(μ),μ))
=: x0(μ)r1(μ)B
(
x0(μ),μ
)
,
where B(x0(μ),μ) → O(1)(r1(0)−1) < 0 as μ → 0, which implies that x0(μ) is unique. Hence
∂2P
∂x2
(x,μ) < 0 for (x,μ) ∈ (0, d0) × (Rn,0) and P(x,μ) has at most two fixed points. This
completes the proof. 
Lemma 4.4. Suppose that r2(0) = 1, r1(0) /∈ Q and the hp-connection from P0 to P2 keeps
unbroken. Then Cycl(Xμ,G1) 3 if r1(0) > 1.
Proof. It follows from Lemma 4.3 that we need only to consider the case that WuLμ(P1) intersects
σ3 below the point P 2. By using the expressions of Dulac maps given in [12,16], we represent
the displacement function δ(x,μ) in (4.8) as follows:
δ(x,μ) = Λ(μ){c0(μ)+ x1−α1(μ)(A1(μ)+ φ1(x,μ))}− {b0(μ)+B1(μ)(x + β0(μ))s1(μ)}
= Λ(μ){c0(μ)+ α1(μ)[xω + · · ·]x + c1(μ)x + α3(μ)[x2ω + · · ·]x + · · ·
+ α2k(μ)xk +ψk(x,μ)
}− {b0(μ)+B1(μ)(x + β0(μ))s1(μ)}, (4.15)
where b0(0) = 0, A1(μ),B1(μ) > 0, s1(μ) = r1(μ)−1 and the notation [f + · · ·] is defined as
in [2,12]. Because WuLμ(P1) intersects σ3 below the point P 2, we know that β0(μ) > 0. Let
x = β0(μ)t . Then we get
ω(x) = β−α10 (μ)ω(t)+ω(β0), xω(x) = β1−α10 (μ)tω(t)+ β0ω(β0)t.
We will show that δ(x,μ) has at most two small zeros and at most one “large.” The study for x
small corresponding to t ∈ (0, t0). We assert that there exists a t0 such that for sufficiently small
μ, δ(x,μ) has at most two zeros in t ∈ (0, t0). Indeed, by the second equality in (4.15), the zeros
of δ(x,μ) = 0 are the zeros of δ1(t,μ):
δ1(t,μ) =
[(
Λ(μ)c0(μ)− b0(μ)
)
β0(μ)
−s1(μ) −B1(μ)
]
+Λ(μ)α1(μ)β0(μ)1−α1−s1
[
tω(t)+ · · ·]
t
+ (Λ(μ)c1(μ)β1−s1 − s1B1 +Λ(μ)α1β1−s1ω(β0))[t + · · ·]t +O(t2),0 0
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the variable t . Similar to Lemma 4.2, we can prove that δ1(t,μ) has at most 2 zeros since
Λ(μ)c1(μ)β
1−s1
0 −s1B1 +Λ(μ)α1β1−s10 ω(β0) = 0 and s1(μ)B1(μ) > 0 for sufficiently small μ.
We now consider the large zeros: we will show that for all t0 > 0, there exists a neighborhood
(Rn,0) of μ = 0 such that for any μ ∈ (Rn,0), δ(x,μ) has at most one zero for t  t0. In fact,
from the first equality in (4.15), we have
∂δ
∂x
(x,μ) = Λ(μ)(1 − α1(μ))x−α1(μ)(A1(μ)+ φ2(x,μ))− s1(μ)B1(μ)(x + β0(μ))s1(μ)−1
= Λ(μ)(1 − α1(μ))x−α1(μ)(A1(μ)+ φ2(x,μ))
− xs1(μ)−1s1(μ)B1(μ)
(
1 + 1
t
)s1(μ)−1
,
∂δ
∂x
x1−s1(μ) = Λ(μ)(1 − α1(μ))x1−α1(μ)−s1(μ)(A1(μ)+ φ2(x,μ))
− s1(μ)B1(μ)
(
1 + 1
t
)s1(μ)−1
=: δ1(x,μ).
Hence, for all t  t0,
δ1(x,μ)Λ(μ)
(
1 − α1(μ)
)(
A1(μ)+ φ2(x,μ)
)− s1(μ)B1(μ)
(
1 + 1
t0
)s1(μ)−1
− s1(0)
(
1 + 1
t0
)s1(0)−1
B1(0) < 0 as μ → 0,
which implies δ(x,μ) has at most one zero for all t  t0. This completes the proof. 
Now we complete the proof of Theorem 2.
Proof of Theorem 2. Let us consider the cyclicity of the right sub-graphic (denoted by Γ ) of
G2 first. For μ ∈ (Rn,0) which ensure the semi-hyperbolic singular point P0 vanishes, we can
define the Poincaré map P2(x,μ) of graphic Γ on the negative side of the transversal σ2. Then
for (x,μ) ∈ (−d0,0)× (Rn,0), we can get that
⎧⎪⎪⎨
⎪⎪⎩
∂P2
∂x
(x,μ) < 1, if r1(0) > 1,
∂2P2
∂x2
(x,μ) > 0, if r1(0) < 1,
(4.16)
where d0 is a small positive constant and r1(0) ∈ R. Indeed,
Hence Cycl(Xμ,Γ ) 1 if r1(0) > 1 and Cycl(Xμ,Γ ) 2 if r1(0) < 1. Moreover, graphic Γ
may bifurcate two limit cycles only when P2(0,μ) > 0, which means that WuRμ(P1) intersects
the transversal σ2 at the positive side.
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r1(0) /∈ Q. If r1(0) = pq ∈ Q, then for any k 
 m, there exists an integer N(k) such that the
vector field Xμ is Ck orbitally equivalent to
x˙ = x, y˙ = y
(
−r1(0)+
N(k)∑
i=0
αi+1(μ)
(
xpyq
)i)
for μ ∈ (Rn,0), where α1(μ) = r1(0) − r1(μ) and m is the order of saddle P1. In this case the
graph y = Δ−1P1μ(x) is an orbit of the following differential equation:
xF
(
xp,μ
)
dy + yF (yq,μ)[−r1(0)+ F (xp,μ)]dx = 0, (4.17)
F(x,μ) =
m−1∑
i=0
αi+1(μ)xi + xm
(
1 + α2m+1(μ)xm
)
, αi(0) = 0 (1 i m). (4.18)
Similarly to Lemma 4.2, we can prove that graphic G1 has finite cyclicity. The finite cyclicity
of the ensembles G2,G3,G4 are yielded by the finite cyclicity of each sub-graphic.
For the conclusion (ii), we know the following facts:
(a) If there are 5 limit cycles bifurcated from graphic G1, then the outmost limit cycle is outer
stable. Hence only when WuLμ(P1) intersects the positive side of the transversal σ2 may graphic
G1 bifurcate 5 limit cycles.
(b) The cyclicity of ensemble G3 is equal to that of its sub-graphic G1 if WuLμ(P1) intersects
σ3 at the point P 2 or above P 2. Otherwise, each sub-graphic is of cyclicity 5 and Cycl(Xμ,G3)
10.
Combining the above facts with (4.16) and analyzing the phase portraits, we can obtain the
remaining results. This completes the proof. 
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