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Abstract
Eugene Wigner’s revolutionary vision predicted that the energy levels of large complex quan-
tum systems exhibit a universal behavior: the statistics of energy gaps depend only on the basic
symmetry type of the model. These universal statistics show strong correlations in the form of
level repulsion and they seem to represent a new paradigm of point processes that are charac-
teristically different from the Poisson statistics of independent points.
Simplified models of Wigner’s thesis have recently become mathematically accessible. For
mean field models represented by large random matrices with independent entries, the celebrated
Wigner-Dyson-Gaudin-Mehta (WDGM) conjecture asserts that the local eigenvalue statistics are
universal. For invariant matrix models, the eigenvalue distributions are given by a log-gas with
potential V and inverse temperature β = 1, 2, 4. corresponding to the orthogonal, unitary and
symplectic ensembles. For β 6∈ {1, 2, 4}, there is no natural random matrix ensemble behind
this model, but the analogue of the WDGM conjecture asserts that the local statistics are
independent of V .
In these lecture notes we review the recent solution to these conjectures for both invariant
and non-invariant ensembles. We will discuss two different notions of universality in the sense
of (i) local correlation functions and (ii) gap distributions. We will demonstrate that the local
ergodicity of the Dyson Brownian motion is the intrinsic mechanism behind the universality. In
particular, we review the solution of Dyson’s conjecture on the local relaxation time of the Dyson
Brownian motion. Additionally, the gap distribution requires a De Giorgi-Nash-Moser type
Ho¨lder regularity analysis for a discrete parabolic equation with random coefficients. Related
questions such as the local version of Wigner’s semicircle law and delocalization of eigenvectors
will also be discussed. We will also explain how these results can be extended beyond the mean
field models, especially to random band matrices.
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1 Introduction
1.1 The pioneering vision of Wigner
“Perhaps I am now too courageous when I try to guess the distribution of the dis-
tances between successive levels (of energies of heavy nuclei). Theoretically, the
situation is quite simple if one attacks the problem in a simpleminded fashion. The
question is simply what are the distances of the characteristic values of a symmetric
matrix with random coefficients.”
Eugene Wigner on the Wigner surmise, 1956
Large complex systems often exhibit remarkably simple universal patterns as the number of
degrees of freedom increases. The simplest example is the central limit theorem: the fluctuation
of the sums of independent random scalars, irrespective of their distributions, follows the Gaussian
distribution. The other cornerstone of probability theory identifies the Poisson point process as
the universal limit of many independent point-like events in space or time. These mathematical
descriptions assume that the original system has independent (or at least weakly dependent) con-
stituents. What if independence is not a realistic approximation and strong correlations need to be
modelled? Is there a universality for strongly correlated models?
At first sight this seems an impossible task. While independence is a unique concept, correlations
come in many different forms; a-priori there is no reason to believe that they all behave similarly.
Nevertheless they do, according to the pioneering vision of Wigner [86] at least if they originate
from certain physical systems and if the “right” question is asked. The actual correlated system he
studied was the energy levels of heavy nuclei. Looking at spectral measurement data, it is obvious
that the eigenvalue density (or density of states, as it is called in physics) heavily depends on the
system. But Wigner asked a different question: what about the distribution of the rescaled energy
gaps? He discovered that the difference of consecutive energy levels, after rescaling with the local
density, shows a surprisingly universal behavior. He even predicted a universal law, given by the
simple formula (called the Wigner surmise),
P
(
E˜j − E˜j−1 = s+ ds
)
≈ πs
2
exp
(− π
4
s2
)
ds, (1.1)
where E˜j = ̺Ej denote the rescaling of the actual energy levels Ej by the density of states ̺ near
the energy Ej . This law is characteristically different from the gap distribution of the Poisson
process which is the exponential distribution, e−sds. The prefactor s in (1.1) indicates a level
repulsion for the point process E˜j , i.e. the eigenvalues are strongly correlated.
Comparing measurement data from various experiments, Wigner’s pioneering vision was that
the energy gap distribution (1.1) of complicated quantum systems is essentially universal; it depends
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only on the basic symmetries of model (such as time-reversal invariance). This thesis has never been
rigorously proved for any realistic physical system but experimental data and extensive numerics
leave no doubt on its correctness (see [64] for an overview).
Wigner not only predicted universality in complicated systems, but he also discovered a re-
markably simple mathematical model for this new phenomenon: the eigenvalues of large random
matrices. For practical purposes, Hamilton operators of quantum models are often approximated
by large matrices that are obtained from some type of discretization of the original continuous
model. These matrices have specific forms dictated by physical rules. Wigner’s bold step was to
neglect all details and consider the simplest random matrix whose entries are independent and
identically distributed. The only physical property he retained was the basic symmetry class of
the system; time reversal physical models were modelled by real symmetric matrices, while systems
without time reversal symmetry (e.g. with magnetic fields) were modelled by complex Hermitian
matrices. As far as the gap statistics are concerned, this simple-minded model reproduced the
behavior of the complex quantum systems! The universal behavior extends to the joint statistics
of several consecutive gaps which are essentially equivalent to the local correlation functions of the
point process E˜j . From mathematical point of view, a universal strongly correlated point process
was found. The natural representatives of these universality classes are the random matrices with
independent identically distributed Gaussian entries. These are called the Gaussian orthogonal
ensemble (GOE) and the Gaussian unitary ensemble (GUE) in case of real symmetric and complex
Hermitian matrices, respectively.
Since Wigner’s discovery random matrix statistics are found everywhere in physics and beyond,
wherever nontrivial correlations prevail. Among many other applications, random matrix theory
(RMT) is present in chaotic quantum systems in physics, in principal component analysis in statis-
tics, in communication theory and even in number theory. In particular, the zeros of the Riemann
zeta function on the critical line are expected to follow RMT statistics due to a spectacular result
of Montgomery [68].
In retrospect, Wigner’s idea should have received even more attention. For centuries, the pri-
mary territory of probability theory was to model uncorrelated or weakly correlated systems. The
surprising ubiquity of random matrix statistics is a strong evidence that it plays a similar fun-
damental role for correlated systems as Gaussian distribution and Poisson point process play for
uncorrelated systems. RMT seems to provide essentially the only universal and generally com-
putable pattern for complicated correlated systems.
In fact, a few years after Wigner’s seminal paper [86], Gaudin [52] has discovered another
remarkable property of this new point process: the correlation functions have a determinantal
structure, at least if the distributions of the matrix elements are Gaussian. The algebraic identities
within the determinantal form opened up the route to calculations and to obtain explicit formulas
for local correlation functions. In particular, the gap distribution for the complex Hermitian case
is given by a Fredholm determinant involving Hermite polynomials. In fact, Hermite polynomials
were first introduced in the context of random matrices by Mehta and Gaudin [66] earlier. Dyson
and Mehta [23, 25, 65] have later extended this exact calculation to correlation functions and to
other symmetry classes. When compared with the exact formula, the Wigner surmise (1.1), based
upon a simple 2 × 2 matrix model, turned out to be quite accurate. While the determinantal
structure is present only in Gaussian Wigner matrices, the paradigm of local universality predicts
that the formulas for the local eigenvalue statistics obtained in the Gaussian case hold for general
distributions as well.
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1.2 Physical models
The ultimate mathematical goal is to prove Wigner’s vision for a very large class of realistic quantum
mechanical models. This is extremely hard, since the local statistics involve tracking individual
eigenvalues in the bulk spectrum. Wigner’s original model, the energy levels of heavy nuclei, is a
strongly interacting many-body quantum system. The rigorous analysis of such model with the
required precision is beyond the reach of current mathematics.
A much simpler question is to neglect all interactions and to study the natural one-body quan-
tum model, the Schro¨dinger operator −∆ + V with a potential V on Rd. The complexity comes
from assuming that V is generic in some sense, in particular to exclude models with additional
symmetries that may lead to non-universal eigenvalue correlations. Two well-studied examples are
(i) the random Schro¨dinger operators where V = V (x) is a random field with a short range corre-
lation, and (ii) quantum chaos models, where V is generic but fixed and the statistical ensemble
is generated by sampling the spectrum in small spectral windows at high energies (an alternative
formulation uses the semiclassical limit).
Unfortunately, there are essentially no rigorous results on local spectral universality even in these
one-body models. Random Schro¨dinger operators are conjectured to exhibit a metal-insulator tran-
sition that was discovered by Anderson [4]. The high disorder regime is relatively well understood
since the seminal work of Fro¨hlich and Spencer [50] (an alternative proof is given by Aizenman and
Molchanov [1]). However, in this regime the eigenfunctions are localized and thus eigenfunctions be-
longing to neighboring eigenvalues are typically spatially separated, hence uncorrelated. Therefore,
due to localization, the system does not have sufficient correlation to fall into the RMT universal-
ity class; in fact the local eigenvalue statistics follow the Poisson process [67]. In contrast, in the
low disorder regime, starting from three spatial dimension and away from the spectral edges, the
eigenfunctions are conjectured to be delocalized (extended states conjecture). Spatially overlapping
eigenfunctions introduce correlations among eigenvalues and it is expected that the local statistics
are given by RMT. In the theoretical physics literature, the existence of the delocalized regime
and its RMT statistics are considered as facts, supported both by non-rigorous arguments and
numerics. One of the most intriguing approach is via supersymmetric (SUSY) functional integrals
that remarkably reproduce all formulas obtained by the determinantal calculations in much more
general setup but in a non-rigorous way due to neglecting highly oscillatory terms. The rigorous
mathematics seriously lags behind these developments; even the existence of the delocalized regime
is not proven, let alone detailed spectral statistics.
Judged from the horizons of theoretical physics, rigorous mathematics does not fare much better
in the quantum chaos models either. The grand vision is that the quantization of an integrable
classical Hamiltonian system exhibits Poisson eigenvalue statistics and a chaotic classical system
gives rise to RMT statistics [8,10]. While Poisson statistics have been shown to emerge some specific
integrable models [63,76,79], there is no rigorous result on the RMT statistics. Recently there has
been a remarkable mathematical progress in quantum unique ergodicity (QUE) that predicts that
all eigenfunctions of chaotic systems are uniformly distributed all over the space, at least in some
macroscopic sense. For arithmetic domains QUE has been proved in [61]. For general manifolds
much less is known, but a lower bound on the topological entropy of the support of the limiting
densities of eigenfunctions excludes that eigenfunctions are supported only on a periodic orbit [2].
Very roughly, QUE can be considered as the analogue of the extended states for random Schro¨dinger
operators. Theoretically, the overlap of eigenfunctions should again lead to correlations between
neighboring eigenvalues, but their direct quantitative analysis would require a much more precise
understanding of the eigenfunctions.
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1.3 Random matrix ensembles
In these lectures we consider even simpler models to test Wigner’s universality hypothesis, namely
the random matrix ensemble itself. The main goal is to show that their eigenvalues follow the local
statistics of the Gaussian Wigner matrices which have earlier been computed explicitly by Dyson,
Gaudin and Mehta. The statement that the local eigenvalue statistics is independent of the law
of the matrix elements is generally referred to as the universality conjecture of random matrices
and we will call it the Wigner-Dyson-Gaudin-Mehta conjecture. It was first formulated in Mehta’s
treatise on random matrices [64] in 1967 and has remained a key question in the subject ever since.
The goal of these lecture notes is to review the recent progress that has led to the proof of this
conjecture and we sketch some important ideas. We will, however, not be able to present all aspects
of random matrices and we refer the reader to recent comprehensive books [3, 17,19].
1.3.1 Wigner ensembles
To make the problem simpler, we restrict ourselves to either real symmetric or complex Hermitian
matrices so that the eigenvalues are real. The standard model consists of N × N square matrices
H = (hij) with matrix elements having mean zero and variance 1/N , i.e.,
Ehij = 0, E|hij|2 = 1
N
i, j = 1, 2, . . . , N. (1.2)
The matrix elements hij , i, j = 1, . . . , N , are real or complex independent random variables subject
to the symmetry constraint hij = hji. These ensembles of random matrices are called (standard)
Wigner matrices. We will always consider the limit as the matrix size goes to infinity, i.e., N →∞.
Every quantity related to H depends on N , so we should have used the notation H(N) and h
(N)
ij ,
etc., but for simplicity we will omit N in the notation.
In Section 2 we will also consider generalizations of these ensembles, where we allow the matrix
elements hij to have different distributions (but retaining independence). The main motivation
is to depart from the mean-field character of the standard Wigner matrices, where the quantum
transition amplitudes hij between any two sites i, j have the same statistics. The most prominent
example is the random band matrix ensemble (see Example 2.1) that naturally interpolates be-
tween standard Wigner matrices and random Schro¨dinger operators with a short range hopping
mechanism (see [80] for an overview).
The first rigorous result about the spectrum of a random matrix of this type is the famous
Wigner semicircle law [86] which states that the empirical density of the eigenvalues, λ1, λ2, . . . , λN ,
under the normalization (1.2), is given by
̺N (x) :=
1
N
N∑
j=1
δ(x − λj)⇀ ̺sc(x) := 1
2π
√
(4− x2)+ (1.3)
in the weak limit as N →∞. The limit density is independent of the details of the distribution of
hij .
The Wigner surmise (1.1) is a much finer problem since it concerns individual eigenvalues and
not only their behavior on macroscopic scale. To understand it, we introduce correlation functions.
If pN (λ1, λ2, . . . , λN ) denotes the joint probability density of the (unordered) eigenvalues, then the
n-point correlation functions (marginals) are defined by
p
(n)
N (λ1, λ2, . . . , λn) :=
∫
RN−n
pN (λ1, . . . , λn, λn+1, . . . λN )dλn+1 . . . dλN . (1.4)
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To keep this introduction simple, we state the corresponding results in terms of the eigenvalue cor-
relation functions for Hermitian N ×N matrices. In the Gaussian case (GUE) the joint probability
density of the eigenvalues can be expressed explicitly as
pN (λ1, λ2, . . . , λN ) = const.
∏
i<j
(λi − λj)2
N∏
j=1
e−
1
2
Nλ2j , (1.5)
where the normalization constant can be computed explicitly. The Vandermonde determinant
structure allows one to compute the k-point correlation functions in the large N limit via Hermite
polynomials that are the orthogonal polynomials with respect to the Gaussian weight function.
The result of Dyson, Gaudin and Mehta asserts that for any fixed energy E in the bulk of the
spectrum, i.e., |E| < 2, the small scale behavior of p(n)N is given explicitly by
1
[̺sc(E)]n
p
(n)
N
(
E +
α1
N̺sc(E)
, E +
α2
N̺sc(E)
, . . . , E +
αn
N̺sc(E)
)
→ det (K(αi − αj))ni,j=1 (1.6)
where K is the celebrated sine kernel
K(x, y) =
sinπ(x− y)
π(x− y) . (1.7)
Note that the limit in (1.6) is independent of the energy E as long as it lies in the bulk of the
spectrum. The rescaling by a factor N−1 of the correlation functions in (1.6) corresponds to the
typical distance between consecutive eigenvalues and we will refer to the law under such scaling as
local statistics. Note that the correlation functions do not factorize, i.e. the eigenvalues are strongly
correlated despite that the matrix elements are independent. Similar but more complicated formulas
were obtained for symmetric matrices and also for the self-dual quaternion random matrices which
is the third symmetry class of random matrix ensembles.
The convergence in (1.6) holds for each fixed |E| < 2 and uniformly in (α1, . . . , αn) in any
compact subset of Rn. Fix now k compact subsets A1, . . . Ak in R. From (1.6) one can compute
the distribution of the number nj of the rescaled eigenvalues λ˜α := N(λα−E)̺sc(E) in Aj around
a fixed energy |E| < 2. The limit of the joint probabilities
P
(
#
{
λ˜α ∈ Aj
}
= nj, j = 1, 2, . . . , k
)
(1.8)
is given as derivatives of a Fredholm determinant involving the sine kernel. Clearly (1.8) gives
a complete local description of the rescaled eigenvalues as a point process around a fixed energy
E. In particular it describes the distribution of the eigenvalue gap that contains a fixed energy
E. However, (1.8) does not determine the distribution of the gap with a fixed label, e.g. the gap
λN/2+1 − λN/2. Only the cumulative statistics of many consecutive gaps can be deduced, see [17]
for a precise formulation. The slight discrepancy between the statements at fixed energy and with
fixed label leads to involved technical complications.
1.3.2 Invariant ensembles
The explicit formula (1.5) is special for Gaussian Wigner matrices; if hij are independent but non-
Gaussian, then no analogous explicit formula is known for the joint probability density. Gaussian
Wigner matrices have this special property because their distribution is invariant under base trans-
formation. The derivation of (1.5) relies on the fact that in the diagonalization H = UΛU∗ of H,
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where Λ is diagonal and U is unitary, the distributions of U and Λ decouple. The Gaussian measure
of hij with the normalization (1.2) can also be expressed as
exp
(
− 1
2
N TrH2
)
dH = exp
(
− 1
2
N TrΛ2
)
d(UΛU∗), (1.9)
where dH is the Lebesgue measure on hermitian matrices. The Vandermonde determinant in (1.5)
originates from the integrating the Jacobian d(UΛU∗)/dΛ over the unitary group. Similar argument
holds for real symmetric matrices with orthogonal conjugations, the only difference is the exponent
2 of the Vandermonde determinant becomes 1. The exponent is 4 for the third symmetry class
of Wigner matrices, the self-dual quaternion matrices with symmetry group being the symplectic
matrices (Gaussian symplectic ensemble, GSE).
Starting from (1.5), there are two natural generalizations of Gaussian Wigner matrices. One
direction is the Wigner matrices with non-Gaussian but independent entries that we have already
introduced in Section 1.3.1. Another direction is to consider a more general real function V (H)
of H instead of the quadratic H2 in (1.9). Since invariance still holds, TrV (H) = TrV (UΛU∗) =
TrV (Λ), the same argument gives (1.5), with V (λi) instead of λ
2
j/2, for the correlation functions of
exp(−N TrV (H)). These are called invariant ensembles with potential V . Their matrix elements
are in general correlated except in the Gaussian case.
Invariant ensembles in all three symmetry classes can be given simultaneously by the probability
measure
Z−1e−
1
2
NβTrV (H)dH,
where N is the size of the matrix H, V is a real valued potential and Z = ZN is the normalization
constant. The positive parameter β is determined by the symmetry class, its value is 1, 2 or 4, for
real symmetric, complex hermitian and self-dual quaternion matrices, respectively. The Lebesgue
measure dH is understood over the matrices in the same class. The probability distribution of the
eigenvalues λ = (λ1, . . . , λN ) is given by the explicit formula (c.f. (1.5))
µ
(N)
β,V (λ)dλ ∼ e−βNH(λ)dλ with Hamiltonian H(λ) :=
N∑
k=1
1
2
V (λk)− 1
N
∑
16i<j6N
log(λj − λi).
(1.10)
The key structural ingredient of this formula, the logarithmic interaction that gives rise to the
the Vandermonde determinant, is the same as in the Gaussian case, (1.5). Thus all previous
computations, developed for the Gaussian case, can be carried out for β = 1, 2, 4, provided that the
Gaussian weight function for the orthogonal polynomials is replaced with the function e−βV (x)/2.
The analysis of the correlation functions depends critically on the the asymptotic properties of the
corresponding orthogonal polynomials.
While the asymptotics of the Hermite polynomial for the Gaussian case are well-known, the
extension of the necessary analysis to a general potential is a demanding task; important progress
was made since the late 1990’s by Fokas-Its-Kitaev [49], Bleher-Its [9], Deift et. al. [17, 20, 21],
Pastur-Shcherbina [71,72] and more recently by Lubinsky [62]. These results concern the simpler
β = 2 case. For β = 1, 4, the universality was established only quite recently for analytic V with
additional assumptions [18,19,59,78] using earlier ideas of Widom [85]. The final outcome of these
sophisticated analyses is that universality holds for the measure (1.10) in the sense that the short
scale behavior of the correlation functions is independent of the potential V (with appropriate
assumptions) provided that β is one of the classical values, i.e., β ∈ {1, 2, 4}, that corresponds to
an underlying matrix ensemble.
Notwithstanding matrix ensembles or orthogonal polynomials, the measure (1.10) on N points
λ1, . . . , λN is perfectly well defined for any β > 0. It can be interpreted as the Gibbs measure
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for a system of particles with external potential 12V and with a logarithmic interaction (log-gas)
at inverse temperature β. From this point of view β is a continuous parameter and the classical
values β = 1, 2, 4 play apparently no distinguished role. It is therefore natural to extend the
universality problem to all non-classical β but the orthogonal polynomial methods are difficult to
apply for this case. For any β > 0 the local statistics for the Gaussian case V (x) = x2/2 is given
by a point process, denoted by Sineβ . It can be obtained from a rescaling of the Airyβ process
as lima→∞
√
a(Airyβ + a) = Sineβ. The Airy process itself is the low lying eigenvalues of the
one dimensional Schro¨dinger operator − d2
dx2
+ x + 2√
β
b′x on the positive half line, where b′x is the
white noise. The relation between Gaussian random matrices and random Schro¨dinger operators
is derived from a tridiagonal matrix representation [22]. Another convenient representation of the
Sineβ process is given by the “Brownian carousel” [75,84].
Beyond random matrices, the log-gas can also be viewed as the only interacting particle model
with a scale-invariant interaction and with a single relevant parameter, the inverse temperature
β. It is believed to be the canonical model for strongly correlated systems and thus to play a
similarly fundamental role in probability theory as the Poisson process or the Brownian motion.
Nevertheless, we still have very little information about its properties. Unlike the universality
problem that is inherently analytical, many properties of the log-gas are destined, at the first sight,
to be revelead by smart algebraic identities. Despite many trials by physicists and mathematicians,
the log-gas with a general β seems to defy all algebraic attempts. We do not really understand
why the algebraic approach is suitable for β = 2, and to a lesser extent for β = 1, 4, but it fails for
any other β, while from an analytical point of view there is no difference between various values of
β. To understand this fascinating ensemble, a main goal is to develop general analytical methods
that work for any β.
1.4 Universality of the local statistics: the main results
All universality results reviewed in the previous sections rely on some version of the explicit formula
(1.10) that is not available for Wigner matrices with non-Gaussian matrix elements. The only result
prior 2009 towards universality for Wigner matrices was the proof of Johansson [56] (extended
by Ben Arous-Pe´che´ [7]) for complex Hermitian Wigner matrices with a substantial Gaussian
component. The hermiticity is necessary, since the proof still relies on an algebraic formula, a
modification of the Harish-Chandra/Itzykson/Zuber integral observed first by Bre´zin and Hikami
in this context [13].
To indicate the restrictions imposed by the usage of explicit formulas, we note that previous
methods were not suitable to deal even with very small perturbations of the Gaussian Wigner
case. For example, universality was already not known if only a few matrix elements of H had a
distribution different from Gaussian.
Given this background, the main challenge a few years ago was to develop a new approach to
universality that does not rely on any algebraic identity. We believe that the genuine reason behind
Wigner’s universality is of analytic nature. Algebraic computations may be used to obtain explicit
formulas for the most convenient representative of a universality class (typically the Gaussian case),
but only analytical methods have the power to deal with the general case. In light of the two main
classes of random matrix ensembles, we set the following two main problems.
Problem 1: Prove the Wigner-Dyson-Gaudin-Mehta conjecture, i.e. the universality for Wigner
matrices with a general distribution for the matrix elements.
Problem 2: Prove the universality of the local statistics for the log-gas (1.10) for all β > 0.
We were able to solve Problem 1 for a very general class of distributions. As for Problem 2,
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we solved it for the case of real analytic potentials V assuming that the equilibrium measure is
supported on a single interval, which, in particular, holds for any convex potential. We will give a
historical overview of related results in Section 1.5.3.
The original universality conjectures, as formulated in Mehta’s book [64], do not specify the
type of convergence in (1.6). We focus on two types of results for both problems. First we show
that universality holds in the sense that local correlation functions around an energy E converge
weakly if E is averaged on a small interval of size N−1+ε. Second, we prove the universality of the
joint distribution of consecutive gaps with fixed labels.
We note that universality of the cumulative statistics of N ε gaps directly follows from the weak
convergence of the correlation functions but our result on a single gap requires a quite different
approach. From the point of view of Wigner’s original vision on the ubiquity of the random
matrix statistics in seemingly disparate ensembles and physical systems, the issue of cumulative
gap statistics versus single gap statistics is minuscule. Our main reason of pursuing the single gap
universality is less for the result itself; more importantly, we develop new methods to analyze the
structure of the log-gases, which seem to represent the universal statistics of strongly correlated
systems. In the next two sections we state the results precisely.
1.4.1 Generalized Wigner matrices
Our main results hold for a larger class of ensembles than the standard Wigner matrices, which we
will call generalized Wigner matrices.
Definition 1.1. ( [45]) The real symmetric or complex Hermitian matrix ensemble H with centred
and independent matrix elements hij = hji, i 6 j, is called generalized Wigner matrix if the
following assumptions hold on the variances of the matrix elements sij = E|hij |2:
(A) For any j fixed
N∑
i=1
sij = 1 . (1.11)
(B) There exist two positive constants, C1 and C2, independent of N such that
C1
N
6 sij 6
C2
N
. (1.12)
The result on the correlation functions is the following theorem:
Theorem 1.2 (Wigner-Dyson-Gaudin-Mehta conjecture for averaged correlation functions). [32,
Theorem 7.2] Suppose that H = (hij) is a complex Hermitian (respectively, real symmetric) gener-
alized Wigner matrix. Suppose that for some constants ε > 0, C > 0,
E
∣∣∣√Nhij∣∣∣4+ε 6 C. (1.13)
Let n ∈ N and O : Rn → R be compactly supported and continuous. Let E satisfy |E| < 2 and let
ξ > 0. Then for any sequence bN satisfying N
−1+ξ 6 bN 6 ||E| − 2| /2 we have
lim
N→∞
∫ E+bN
E−bN
dx
2bN
∫
Rn
dα1 · · · dαnO(α1, . . . , αn)
× 1
̺sc(E)n
(
p
(n)
N − p(n)G,N
)(
x+
α1
N̺sc(E)
, . . . , x+
αn
N̺sc(E)
)
= 0 . (1.14)
10
Here ̺sc is the semicircle law defined in (1.3), p
(n)
N is the n-point correlation function of the eigen-
value distribution of H (1.4), and p
(n)
G,N is the n-point correlation function of an N × N GUE
(respectively, GOE) matrix.
The condition (1.12) can be relaxed, see Corollary 8.3 [30]. For example, the lower bound can
be changed to N−9/8+ε. Alternatively, the upper bound C2N−1 can replaced with N−1+εn for some
εn > 0. For band matrices, the upper and lower bounds can be simultaneously relaxed.
We remark that for the complex Hermitian case the convergence of the correlation functions
can be strengthened to a convergence at each fixed energy, i.e. for any fixed |E| < 2 we have that∫
Rn
dα1 · · · dαnO(α1, . . . , αn) 1
̺sc(E)n
(
p
(n)
N − p(n)G,N
)(
E +
α1
N̺sc(E)
, . . . , E +
αn
N̺sc(E)
)
= 0 .
(1.15)
The main ideas leading to the results (1.14) and (1.15) have been developed in a series of papers.
We will give a short overview of the key methods in Section 1.5.1 and of the related results in
Section 1.5.3.
The second result on generalized Wigner matrices asserts that the local gap statistics in the
bulk of the spectrum are universal for any general Wigner matrix, in particular they coincide with
those of the Gaussian case. To formulate the statement, we need to introduce the notation γj for
the j-th quantile of the semicircle density, i.e. γj = γ
(N)
j is defined by
j
N
=
∫ γj
−2
̺sc(x)dx. (1.16)
We also introduce the notation JA,BK := {A,A + 1, . . . , B} for any integers A < B.
Theorem 1.3 (Gap universality for Wigner matrices). [44, Theorem 2.2] Let H be a generalized real
symmetric or complex Hermitian Wigner matrix with subexponentially decaying matrix elements,
i.e. we assume that
P
(√
N |hij | > x
)
6 C0 exp(−xϑ) (1.17)
holds for any x > 0 with some C0, ϑ positive constants. Fix a positive number α > 0, an integer
n ∈ N and a smooth, compactly supported function O : Rn → R. There exists an ε > 0 and C > 0,
depending only on C0, ϑ, α and O such that∣∣∣[E− Eµ]O(N(xj − xj+1), N(xj − xj+2), . . . , N(xj − xj+n))∣∣∣ 6 CN−ε, (1.18)
for any j ∈ JαN, (1 − α)NK and for any sufficiently large N > N0, where N0 depends on all
parameters of the model, as well as on n and α. Here E and Eµ denotes the expectation with respect
to the Wigner ensemble H and the Gaussian equilibrium measure (see (1.5) for the Hermitian case),
respectively.
More generally, for any k,m ∈ JαN, (1 − α)NK we have∣∣∣EO((N̺k)(xk − xk+1), (N̺k)(xk − xk+2), . . . , (N̺k)(xk − xk+n)) (1.19)
− EµO((N̺m)(xm − xm+1), (N̺m)(xm − xm+2), . . . , (N̺m)(xm − xm+n))∣∣∣ 6 CN−ε,
where the local density ̺k is defined by ̺k := ̺sc(γk).
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As it was already mentioned, the gap universality with a certain local averaging, i.e. for the
cumulative statistics of N ε consecutive gaps, follows directly from the universality of the correlation
functions, Theorem 1.2. The gap distribution for Gaussian random matrices, with a local averaging,
can then be explicitly expressed via a Fredholm determinant, see [17–19]. The first result for a single
gap, i.e. without local averaging, was only achieved recently in the special case of the Gaussian
unitary ensemble (GUE) in [83], which statement then easily implies the same results for complex
Hermitian Wigner matrices satisfying the four moment matching condition.
1.4.2 Log-gases
In the case of invariant ensembles, it is well-known that for V satisfying certain mild conditions
the sequence of one-point correlation functions, or densities, associated with µ = µ(N) from (1.10)
has a limit as N → ∞ and the limiting equilibrium density ̺V (s) can be obtained as the unique
minimizer of the functional
I(ν) =
∫
R
V (t)ν(t)dt−
∫
R
∫
R
log |t− s|ν(s)ν(t)dtds.
We assume that ̺ = ̺V is supported on a single compact interval, [A,B] and ̺ ∈ C2(A,B).
Moreover, we assume that V is regular in the sense that ̺ is strictly positive on (A,B) and vanishes
as a square root at the endpoints, see (1.4) of [12]. It is known that these condition are satisfied if,
for example, V is strictly convex. In this case ̺V satisfies the equation
1
2
V ′(t) =
∫
R
̺V (s)ds
t− s (1.20)
for any t ∈ (A,B). For the Gaussian case, V (x) = x2/2, the equilibrium density is given by the
semicircle law, ̺V = ̺sc, see (1.3).
The following result was proven in Corollary 2.2 of [11] for convex potential V and it was
generalized in Theorem 1.2 of [12] for the non-convex case.
Theorem 1.4 (Bulk universality of β-ensemble). Assume V is real analytic with infx∈R V ′′(x) > −∞.
Let β > 0. Consider the β-ensemble µ = µ
(N)
β,V given in (1.10) and let p
(n)
N denote the n-point
correlation functions of µ, defined analogously to (1.4). For the Gaussian case, V (x) = x2/2, the
correlation functions are denoted by p
(n)
G,N . Let E ∈ (A,B) lie in the interior of the support of ̺
and similarly let E′ ∈ (−2, 2) be inside the support of ̺sc. Let O : Rn → R be a smooth, compactly
supported function. Then for bN = N
−1+ξ with any 0 < ξ 6 1/2 we have
lim
N→∞
∫
dα1 · · · dαnO(α1, . . . , αn)
[ ∫ E+bN
E−bN
dx
2bN
1
̺(E)n
p
(n)
N
(
x+
α1
N̺(E)
, . . . , x+
αn
N̺(E)
)
(1.21)
−
∫ E′+bN
E′−bN
dx
2bN
1
̺sc(E′)n
p
(n)
G,N
(
x+
α1
N̺sc(E′)
, . . . , x+
αn
N̺sc(E′)
)]
= 0 ,
i.e. the appropriately normalized correlation functions of the measure µ
(N)
β,V at the level E in the
bulk of the limiting density asymptotically coincide with those of the Gaussian case. In particular,
they are independent of the value of E.
For the corresponding theorem on the single gap we need to define the classical location of the
j-th particle γj,V by
j
N
=
∫ γj,V
A
̺V (x)dx, (1.22)
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similarly to the quantiles γj of the semicircle law, see (1.16). We set
̺Vj := ̺V (γj,V ), and ̺j := ̺sc(γj) (1.23)
to be the limiting densities at the classical location of the j-th particle. Our main theorem on the
β-ensembles is the following.
Theorem 1.5 (Gap universality for β-ensembles). [44, Theorem 2.3] Let β > 1 and V be a real
analytic potential with inf V ′′ > −∞, such that ̺V is supported on a single compact interval, [A,B],
̺V ∈ C2(A,B), and that V is regular. Fix a positive number α > 0, an integer n ∈ N and a smooth,
compactly supported function O : Rn → R. Let µ = µV = µ(N)β,V be given by (1.10) and let µG denote
the same measure for the Gaussian case, V (x) = 12x
2. Then there exist an ε > 0, depending only
on α, β and the potential V , and a constant C depending on O such that∣∣∣∣∣EµV O((N̺Vk )(xk − xk+1), (N̺Vk )(xk − xk+2), . . . , (N̺Vk )(xk − xk+n)) (1.24)
− EµGO
(
(N̺m)(xm − xm+1), (N̺m)(xm − xm+2), . . . , (N̺m)(xm − xm+n)
)∣∣∣∣∣ 6 CN−ε
for any k,m ∈ JαN, (1− α)NK and for any sufficiently large N > N0, where N0 depends on V , β,
as well as on n and α. In particular, the distribution of the rescaled gaps w.r.t. µV does not depend
on the index k in the bulk.
We point out that Theorem 1.4 holds for any β > 0, but Theorem 1.5 requires β > 1. Most
likely this is only a technical restriction related to a certain condition in the De Giorgi-Nash-Moser
regularity theory that is the backbone of our proof.
1.5 Some remarks on the general strategy and on related results
1.5.1 Strategy for the universality of correlation functions
The proof of Theorem 1.2 consists of the following three steps, discussed in Sections 2, 3.1 and 3.2,
respectively. This three-step strategy was first introduced in [34].
Step 1. Local semicircle law and delocalization of eigenvectors: It states that the density of eigen-
values is given by the semicircle law not only as a weak limit on macroscopic scales (1.3), but also
in a strong sense and down to short scales containing only N ε eigenvalues for all ε > 0. This will
imply the rigidity of eigenvalues, i.e., that the eigenvalues are near their classical location in the
sense to be made clear in Section 3.1. We also obtain precise estimates on the matrix elements of
the Green function which in particular imply complete delocalization of eigenvectors.
Step 2. Universality for Gaussian divisible ensembles: The Gaussian divisible ensembles are com-
plex or real Hermitian matrices of the form
Ht = e
−t/2H0 +
√
1− e−tU,
where H0 is a Wigner matrix and U is an independent GUE/GOE matrix. The parametrization
of Ht reflects that Ht is most conveniently obtained by an Ornstein-Uhlenbeck process. There are
two methods and both methods imply the bulk universality of Ht for t = N
−τ for the entire range
of 0 < τ < 1 with different estimates.
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2a. Proposition 3.1 of [34] which uses an extension of Johansson’s formula [56].
2b. Local ergodicity of the Dyson Brownian motion (DBM).
The approach in 2a yields a slightly stronger estimate (no local averaging in the energy) than
the approach in 2b, but it works only in the complex Hermitian case. In these notes, we will focus
on 2b. As time evolves, the eigenvalues of Ht evolve according to a system of stochastic differential
equations, the Dyson Brownian motion. The distribution of the eigenvalues of Ht will be written
as ftµ, where µ is the equilibrium measure (1.5). We will study the evolution equation ∂tft = L ft,
where L is the generator to the Dirichlet form
∫ |∇f |2dµ. As time goes to infinity, ft converges
to constant, i.e. to equilibrium. The key technical question is the speed to local equilibrium.
Step 3. Approximation by Gaussian divisible ensembles: It is a simple density argument in the
space of matrix ensembles which shows that for any probability distribution of the matrix elements
there exists a Gaussian divisible distribution with a small Gaussian component, as in Step 2, such
that the two associated Wigner ensembles have asymptotically identical local eigenvalue statistics.
The first implementation of this approximation scheme was via a reverse heat flow argument [34];
it was later replaced by the Green function comparison theorem [45] that was motivated by the four
moment matching condition of [81].
The proof of Theorem 1.4 consists of the following two steps that will be presented in Sections 4.1
and 4.2.
Step 1. Rigidity of eigenvalues. This establishes that the location of the eigenvalues are not too
far from their classical locations γj,V determined by the equilibrium density ̺V , see (1.22). At this
stage the analyticity of V is necessary since we make use of the loop equation from Johansson [57]
and Shcherbina [78].
Step 2. Uniqueness of local Gibbs measures with logarithmic interactions. With the precision of
eigenvalue location estimates from the Step 1 as an input, the eigenvalue spacing distributions are
shown to be given by the corresponding Gaussian ones. (We will take the uniqueness of the spacing
distributions as our definition of the uniqueness of Gibbs state.)
There are several similarities and differences between the proofs of Theorem 1.2 and 1.4. Both
start with rigidity estimates on eigenvalues and then establish that the local spacing distributions
are the same as in the Gaussian cases. The Gaussian divisible ensembles, which play a key role
in our theory for noninvariant ensembles, are completely absent for invariant ensembles. The key
connection between the two methods, however, is the usage of DBM (or its analogue) in the Steps
2. In Section 3.1, we will first present this idea.
1.5.2 Strategy for gap universality
The proofs of Theorems 1.3 and 1.5 require several new ideas. The focus is to analyze the local
conditional measures µy and ft,yµy instead of the equilibrium measure µ and the DBM evolved
measure ftµ. They are obtained by fixing all but K consecutive points, denoted by y. The local
measures are Gibbs measures on K points, denoted by x, that are confined to an interval J = Jy
determined by the boundary points of y. The external potential, Vy, of the local measure contains
not only the external potential V from µ, but also the interactions between x and y.
The first step is again to establish rigidity, but this time with respect to the conditional mea-
sures µy and (ftµ)y =: ft,yµy, at least for most boundary conditions y. Due to the logarithmic
interactions, Vy is not analytic any more and the loop equation is not available, but the rigidity
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information can still be extracted from the rigidity with respect to the global measure with some
additional arguments.
In the second step, which is the key part of the argument, we establish the universality of the gap
distribution w.r.t µy by interpolating between µy and µy˜ with two different boundary conditions y
and y˜. This amounts to estimating the correlation between a gap observable, say O(xi−xi+1), and
Vy − Vy˜. The correlation between particles in log-gases decay only logarithmically, i.e. extremely
slowly:
〈xi;xj〉√〈xi;xi〉〈xj ;xj〉 ∼ 1log |i− j| (1.25)
at least if i, j are far from the boundaries. Here 〈· ; ·〉 denotes the covariance with respect to µy.
The key observation is that correlation between a gap xi−xi+1 and a particle xj decays much faster
〈xi − xi+1;xj〉√〈xi − xi+1;xi − xi+1〉〈xj ;xj〉 ∼ 1|i− j| , (1.26)
because it is essentially the derivative in i of (1.25). The decay of the gap-gap correlation is even
faster.
While the formulas (1.25)–(1.26) are plausible, their rigorous proof is extremely difficult due to
the very strong correlations in µy. We are able to prove a much weaker version of (1.26), practically
a decay of order |i− j|−ε for some small ε > 0, which is sufficient for our purposes. Even the proof
of this weaker decay requires quite heavy tools.
We start with a classical observation by Helffer and Sjo¨strand [55] that the covariance of any
two observables f, g with respect to a Gibbs measure µ = exp(−H(x))dx can be expressed as
〈f(x); g(x)〉µ =
∫ ∞
0
〈ht(x),∇g(x)〉µdt, ∂tht = −(L +H′′)ht, h0 = ∇f, (1.27)
where L > 0 is the generator to the Dirichlet form
∫ |∇f |2dµ and H′′ is the Hessian of the
Hamiltonian. The generator L in the heat equation in (1.27) creates a time dependent random
environment x(t) that makes the matrix entries (xi−xj)−2 of H′′ time dependent. The solution ht
to the equation in (1.27) can be thus represented as a random walk in a time dependent random
environment, where the jump rate from site i to j is given by (xi(t)− xj(t))−2 at time t. On large
scales and for typical realizations of x(t), this jump rate is close to a discretization of the
√−∆
operator. A discrete version of Di Giorgi-Nash-Moser partial regularity theory [14] then guarantees
that the neighboring components of ht are close, which renders the covariance 〈ht(x),∇g(x)〉µ
small, assuming that g is a function of xi − xi+1. In more general terms, the correlation decay
(1.26) with |i − j|−ε is equivalent to the Ho¨lder regularity a discrete parabolic PDE with random
coefficients. This approach has a considerable potential to study log-gases since it connects the
problem with one of the deepest phenomena in PDE.
Finally, in the third step, we pass the information on the universality of the gap w.r.t. local
measures to the global ones. For the invariant ensemble this step is fairly straighforward, while for
the Wigner ensemble we need to use an approximation step similar to Step 3 in Section 1.5.1.
1.5.3 Historical remarks
The method of the proof of Theorem 1.2 is extremely general and the result holds for a much larger
class of matrix ensembles with independent entries. Adjacency matrices of the Erdo˝s-Re´nyi graphs
are also covered as long as the matrix is not too sparse, namely more than N2/3 entries of each
row are non-zero on average [31,32]. Although Theorem 1.2 in its current form was proved in [32],
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the key ideas have been developed through several important steps in [34,40,45–47]. In particular,
the Wigner-Dyson-Gaudin-Mehta (WDGM) conjecture for complex Hermitian matrices in the form
of (1.15) was first proved in Theorem 1.1 of [34]. This result holds whenever the distributions of
the matrix elements are smooth. The smoothness requirement for (1.15) was partially removed
in [81] and completely removed in [35] but only in the averaged convergence sense (1.14). For a
general distribution (1.15) was proved in Theorem 5 in [82]. Although the proof in [82] took a
slightly different path, this generalization is an immediate corollary of previous results [43]. These
arguments are restricted to the complex Hermitian case since they still use some explicit formula.
The WDGM conjecture for real symmetric matrices in the averaged form of (1.14) was resolved
in [40] (a special case, under a restrictive third moment matching condition, was treated in [81]).
In [40], a novel idea based on Dyson Brownian motion was introduced. The most difficult case,
the real symmetric Bernoulli matrices, was solved in [46], where a “Fluctuation Averaging Lemma”
(Theorem 2.16 of the current paper) exploiting cancellation of matrix elements of the Green function
was first introduced. A more detailed historical review on Theorem 1.2 was given in Section 11
of [42].
For β = 2, Theorem 1.4 was proved for very general potentials, the best results for β = 1, 4
[18,59,78] are still restricted to analytic V with additional conditions. Prior to Theorem 1.4 there
was no result for general β, except for the Gaussian case [84].
Given the historical importance of the Wigner surmise, it is somewhat surprising that single
gap universality did not receive much attention until very recently. This is probably because our
understanding of the Wigner-Dyson-Gaudin-Mehta universality became sufficiently sophisticated
only in the last few years to realize the subtle difference between fixed energy and fixed label
universality. In fact, even the GUE case was not known until the very recent paper by Tao [83].
In this work, the complex Hermitian Wigner case was also covered under the condition that the
distribution matches that of the GUE to fourth order. Theorem 1.3 is considerable more general,
as it applies to any symmetry classes and does not require moment matching. Finally, the single
gap universality of the invariant ensembles has not been considered before Theorem 1.5.
1.5.4 What will not be discussed
In these lecture notes we focus on the four universality results, Theorem 1.2–1.5, and the necessary
background material. There are many related questions on random matrix universality and several
of them can be studied with the methods we present here. Here we just list them and give a few
relevant references.
• Edge universality for Wigner matrices. See Section 9 of [42] for a summary and also the
recent paper [60] that gives the the optimal moment condition.
• Universality of eigenvectors. See [58].
• Universality for sample covariance matrices. See [41,73,74].
• Sparse matrices and adjancency matrices of Erdo˝s-Re´nyi graphs. See Section 10 of [42].
1.5.5 Structure of the lecture notes
A large part of presentation in these lecture notes is borrowed from other papers and reviews
written on the subject [26, 30, 42] and sometimes whole paragraphs of the original articles are
verbatim taken over. The overlap is especially large with the review paper [42]; Sections 3.1–4.2
on the Dyson Brownian motion, the Green function comparison theorem and on the analysis of the
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β-ensemble are repeated without much changes. The local semicircle law (Section 2) is presented
here more generally than in [42], following the recent paper [30]. For pedagogical reasons, we will
give the proof in a simplified form in Section 2.4 and we only comment on the general proof in
Section 2.5. Sections 2.3.3–2.3.4 cover new results on random band matrices based upon the recent
work [33]. Section 5 presents an extensive outline of the proofs of Theorems 1.3 and 1.5 on the
single gap universality following the very recent paper [44].
We will use the convention that C and c denote generic positive constants whose actual values
are irrelevant and may change from line to line. For two N -dependent quantities AN and BN we
use the notation AN ≍ BN to express that c 6 AN/BN 6 C.
Acknowledgement. The results in these lecture notes were obtained in collaboration with Horng-
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with Jose Ramirez and Sandrine Pe´che. This article reports the joint progress with these authors.
2 Local semicircle law for general Wigner-type matrices
2.1 Setup and the main results
Let (hij : i 6 j) be a family of independent, complex-valued random variables satisfying Ehij = 0
and hii ∈ R for all i. For i > j we define hij ..= h¯ji, and denote by H = (hij)Ni,j=1 the N × N
matrix with entries hij . By definition, H is Hermitian: H = H
∗. (Note that this setup also
includes the case of a real symmetric matrix H.) Such ensembles will be called general Wigner-type
matrices. Note that we allow for the matrix elements having different distributions. This class
of matrices is a natural generalization of the standard real symmetric Wigner matrices for which
hij ∈ R are identical distributed, and the standard complex Hermitian Wigner matrices for which
the off-diagonal elements hij ∈ C are identically distributed and the diagonal elements hii ∈ R have
their own, but still identical distribution.
The fundamental data of the model is the N ×N matrix of variances S = (sij), where
sij := E |hij |2.
We introduce the parameter M ..=
[
maxi,j sij
]−1
that expresses the maximal size of sij:
sij 6 M
−1 (2.1)
for all i and j. We regard N as the fundamental parameter and M =MN as a function of N .
N δ 6 M 6 N (2.2)
for some fixed δ > 0. We assume that S is (doubly) stochastic:∑
j
sij = 1 (2.3)
for all i. For standard Wigner matrices, hij are identically distributied, hence sij =
1
N andM = N .
In this presentation, we allow for the matrix elements having different distributions but indepen-
dence (up to the Hermitian symmetry) is always assumed.
Example 2.1. Random band matrices are characterized by translation invariant variances of the
form
sij =
1
W
f
( |i− j|N
W
)
(2.4)
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where f is a smooth, symmetric probability density on R, W is a large parameter, called the
band width, and |i − j|N denotes the periodic distance on the discrete torus T of length N . The
generalization in higher spatial dimensions is straighforward, in this case the rows and columns of
H are labelled by a discrete d dimensional torus TdL of length L with N = L
d.
For convenience we assume that the normalized entries
ζij := s
−1/2
ij hij (2.5)
have a polynomial decay of arbitrary high degree, i.e. for all p ∈ N there is a constant µp such that
E|ζij |p 6 µp (2.6)
for all N , i, and j. We make this assumption to streamline notation, but in fact, our results hold,
with the same proof, provided (2.6) is valid for some large but fixed p. If we strengthen it to
uniform subexponential decay, (1.17), then certain estimates will become stronger. In this paper
we work with (2.6) for simplicity, but we remark that most of our previous work used (1.17).
Throughout the following we use a spectral parameter z ∈ C satisfying Im z > 0. We shall use
the notation
z = E + iη
without further comment. The eigenvalues of H in the N → ∞ limit are distributed by the
celebrated Wigner semicircle law,
̺(x) = ̺sc(x) ..=
1
2π
√
(4− x2)+ . (2.7)
and its Stieltjes transform at spectral parameter z is defined by
m(z) ..=
∫
R
̺(x)
x− z dx . (2.8)
To avoid confusion, we remark that m was denoted by msc and ̺ by ̺sc in most of our previous
papers. In this section we drop the subscript referring to “semicircle”. It is well known that the
Stieltjes transform m is the unique solution of
m(z) +
1
m(z)
+ z = 0 (2.9)
with Imm(z) > 0 for Im z > 0. Thus we have
m(z) =
−z +√z2 − 4
2
. (2.10)
We define the resolvent of H through
G(z) ..= (H − z)−1 ,
and denote its entries by Gij(z). The Stieltjes transform of the empirical spectral measure
̺N (dx) =
1
N
∑
α
δ(λα − x)dx
for the eigenvalues λ1 6 λ2 6 . . . 6 λN of H is
mN (z) ..=
∫
R
̺N (dx)
x− z =
1
N
TrG(z) . (2.11)
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An important parameter of the model is
Γ(z) ..=
∥∥∥ 1
1−m2(z)S
∥∥∥
∞→∞
. (2.12)
Note that S, being a stochastic matrix, satisfies −1 6 S 6 1, and 1 is an eigenvalue with eigenvector
e = N−1/2(1, 1, . . . 1), Se = e. We assume that 1 is simple for convenience. Another important
parameter is
Γ˜(z) ..=
∥∥∥∥∥ 11−m2(z)S
∣∣∣∣
e⊥
∥∥∥∥∥
∞→∞
, (2.13)
i.e. the norm of 1−m2S restricted to the subspace orthogonal to the constants. Clearly Γ˜ 6 Γ.
For standard Wigner matrices we easily obtain that
Γ(z) =
1
|1−m2(z)| ≍
1√
κE + η
, Γ˜(z) = 1, (2.14)
where κE :=
∣∣|E| − 2∣∣ denotes the distance of E to the spectral edges. For generalized Wigner
matrices (Definition 1.1) essentially the same relations hold:
Γ(z) =
1
|1−m2(z)| ≍
1√
κE + η
, Γ˜(z) ≍ 1. (2.15)
The following definition introduces a notion of a high-probability bound that is suited for our
purposes.
Definition 2.2 (Stochastic domination). Let
X =
(
X(N)(u) : N ∈ N, u ∈ U (N)) , Y = (Y (N)(u) : N ∈ N, u ∈ U (N))
be two families of nonnegative random variables, where U (N) is a possibly N -dependent parameter
set. We say that X is stochastically dominated by Y , uniformly in u, if for all (small) ε > 0 and
(large) D > 0 we have
sup
u∈U (N)
P
[
X(N)(u) > N εY (N)(u)
]
6 N−D
for large enough N > N0(ε,D). Unless stated otherwise, throughout this paper the stochastic
domination will always be uniform in all parameters apart from the parameter δ in (2.2) and the
sequence of constants µp in (2.6); thus, N0(ε,D) also depends on δ and µp. If X is stochastically
dominated by Y , uniformly in u, we use the notation X ≺ Y . Moreover, if for some complex family
X we have |X| ≺ Y we also write X = O≺(Y ).
For example, using Chebyshev’s inequality and (2.6) one easily finds that
hij ≺ (sij)1/2 ≺ M−1/2, (2.16)
uniformly in i and j, so that we may also write hij = O≺((sij)1/2). An easy exercise shows that the
relation ≺ satisfies the familiar algebraic rules of order relations, e.g. such relations can be added
and multiplied. The definition of ≺ with the polynomial factors N−ε and N−D are taylored for the
assumption (2.6). We remark that if (1.17) is assumed, a stronger form of stochastic domination
can be introduced but we will not pursue this direction here.
Since
lim
η→0+
Imm(E + iη) = π ̺(E),
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the convergence of the Stieltjes transform mN (z) to m(z) as N →∞ will show that the empirical
local density of the eigenvalues around the energy E in a window of size η converges to the semicircle
law ̺(E). Therefore the key task is to control mN (z) for small η = Im z.
We now define the lower threshold for η that depends on the energy E ∈ [−10, 10]
η˜E ..= min
{
η ..
1
Mη
6 min
{
M−γ
Γ˜(z)3
,
M−2γ
Γ˜(z)4 Imm(z)
}
for all z ∈ [E + iη,E + 10i]
}
. (2.17)
Here γ > 0 is a parameter that can be chosen arbitrarily small; for all practical purposes the reader
can neglect it. For generalized Wigner matrices, M ≍ N , from (2.15) we have
η˜E 6 CN
−1+2γ ,
i.e. we will get the local semicircle law on the smallest possible scale η ≫ N−1, modulo a polynomial
correction with an arbitrary small exponent. We remark that if we assume subexponential decay
(1.17) instead of the polynomial decay (2.6), then the small polynomial correction can be replaced
with a logarithmic correction factor.
Finally we define our fundamental control parameter
Π(z) ..=
√
Imm(z)
Mη
+
1
Mη
. (2.18)
We can now state the main result of this section, which in this form appeared in [30].
Theorem 2.3 (Local semicircle law). Uniformly in the energy |E| 6 10 and η ∈ [η˜E , 10] we have the
bounds ∣∣Gij(z)− δijm(z)∣∣ ≺ Π(z) =
√
Imm(z)
Mη
+
1
Mη
, z = E + iη (2.19)
uniformly in i, j, as well as ∣∣mN (z) −m(z)∣∣ ≺ 1
Mη
. (2.20)
We point out two remarkable features of these bounds. The error term for the resolvent entries
behaves essentially as (Mη)−1/2, with an improvement near the edges where Imm vanishes. The
error bound for the Stieltjes transform, i.e. for the average of the diagonal resolvent entries, is one
order better, (Mη)−1, but without improvement near the edge.
Various local semicircle laws have a long history. For standard Wigner matrices (i.e. M = N
and Γ˜ = 1), the optimal threshold for the smallest possible η ≫ 1/N has first been achieved in [38]
in the bulk after an intermediate result on scale η ≫ N−2/3 in [37]. The first effective result near the
edge was given in [39]. The optimal power (Nη)−1 for mN −m in the bulk has first been obtained
in [46] where the first version of the fluctuation averaging mechanism has appeared. The optimal
behavior near the edge was first derived in [47]. The case of M ≪ N has first been studied in [45]
where the threshold η ≫ 1/M in the bulk spectrum, |E| < 2, has been achieved. The optimal
power (Mη)−1 is proved in [30], where the technique of [45] was combined with the fluctuation
averaging mechanism. The edge behavior, i.e. the deterioration of the threshold η˜E near the edge
has also been extensively studied in [30] and it led to the power −3 of Γ˜ in the definition of η˜E ,
but it is yet unclear whether this power is optimal.
In Section 2.3 we demonstrate that all proofs of the local semicircle law rely on some version of
a self-consistent equation. At the beginning this was a scalar equation for mN . The self-consistent
vector equation for vi = Gii − m (see Section 2.3.2) first appeared in [45]. This allowed us to
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deviate from the identical distributions for hij and opened up the route to estimates on individual
resolvent matrix elements. Finally, the self-consistent matrix equation for E|Gxy|2 first appeared
in [33] and it yielded diffusion profile for the resolvent (Section 2.3.4).
We now list a few consequences of the local semicircle law. It is an elementary property of the
Stieltjes transform that once mN ≈ m is established for all spectral parameter z with Im z > η˜E ,
then ̺N and ̺ coincide on scales larger than η˜E near the energy E. This means that
∫
f̺N →
∫
f̺
for test functions on scale η˜E i.e. |f ′| ≪ 1/η˜E . In particular, if mN (z) → m(z) uniformly on the
half planes {z : Im z > ε} for any fixed ε, then ̺N converges to ̺ weakly. The bound (2.20) asserts
much more: it identifies ̺N with ̺ on scales of order 1/M . In the standard Wigner case, M = N ,
it is basically the optimal scale since below scale 1/N the empirical measure ̺N strongly fluctuates
due to individual eigenvalues.
Once the local density is identified, we can deduce results on the location of individual eigen-
values and on the counting function. Here we formulate the corresponding statements only for the
simpler case when sij is comparable with 1/N as they were stated in [47] (apart from the fact that
in [47] a subexponential decay was assumed). The precise results in the general case are somewhat
more complicated and they can be found in [30].
Let γα = γα,N denote the location of the α-th point under the semicircle law, i.e., γα is defined
by
N
∫ γα
−∞
̺(x)dx = α, 1 6 α 6 N. (2.21)
We will call γα the classical location of the α-th point. Furthermore, for any real energy E, let
nN (E) :=
1
N
#
{
λα 6 E
}
, n(E) :=
∫ E
−∞
̺(x)dx
be the empirical counting function of the eigenvalues and its classical counterpart.
Corollary 2.4 (Rigidity of eigenvalues and limit of the counting function). [47, Theorem 2.2] For
generalized Wigner matrices (Definition 1.1) we have
|λα − γα| ≺ 1
N2/3α̂1/3
, α̂ := min{α,N + 1− α}, (2.22)
uniformly in α ∈ {1, 2, . . . , N}. Furthermore,
|nN (E)− n(E)| ≺ 1
N
. (2.23)
uniformly in E ∈ R.
We remark that under the stronger decay condition (1.17) instead of (2.6), the N ε factors
implicitly present in the notation ≺ can be improved to logarithmic factors, see [47].
Corollary 2.4 is a simple consequence of the Helffer-Sjo¨strand formula which translates infor-
mation on the Stieltjes transform of the empirical measure first to the counting function and then
to the locations of eigenvalues. The formula yields the representation
f(λ) =
1
2π
∫
R2
∂z¯ f˜(x+ iy)
λ− x− iy dxdy =
1
2π
∫
R2
iyf ′′(x)χ(y) + i(f(x) + iyf ′(x))χ′(y)
λ− x− iy dxdy (2.24)
for any real valued C2 function f on R, where χ(y) is any smooth cutoff function with bounded
derivatives and supported in [−1, 1] with χ(y) = 1 for |y| 6 1/2. In the applications, f will be
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a smoothed version of the characteristic functions of spectral intervals so that
∑
j f(λj) counts
eigenvalues in that interval. From (2.24) we have
1
N
∑
j
f(λj) =
1
2π
∫
R2
(
iyf ′′(x)χ(y) + i(f(x) + iyf ′(x))χ′(y)
)
mN (x+ iy)dxdy,
and then mN can be approximated by m(x+ iy). The details of the argument can be found in [36].
Once (2.23) is established, it is an elementary argument to translate it into the rigidity of the
eigenvalues (2.22). The powers 2/3 and 1/3 in (2.22) stem from the fact that ̺(x) has a square
root singularity near the spectral edges x ≈ ±2, therefore n(x) ∼ (x+ 2)3/2+ for x near −2.
Although Wigner’s semicircle law and its local version only concerns mN =
1
N TrG, we remark
that the resolvent matrix elements, Gii and Gij also carry important information. For example a
good bound on Gii implies delocalization of the eigenvectors. Indeed, by the spectral decomposition,
we have
ImGii(z) = η
∑
α
|uα(i)|2
(λα − E)2 + η2 ,
where uα = (uα(1), . . . uα(N)) is the (normalized) eigenvector belonging to the eigenvalue λα.
Choosing the energy E in the η-vicinity of λα, we obtain |uα(i)|2 6 η ImGii(z). Therefore, if
|Gii(z)| 6 C can be shown uniformly for any z with Im z > η(N) for some N -dependent threshold
η(N), then we conclude
max
α
‖uα‖2∞ 6 Cη(N).
In the Wigner case, the threshold η(N) is almost 1/N , thus we obtain the complete delocalization
of the eigenvectors:
Corollary 2.5. For the ℓ2-normalized eigenvectors uα, α = 1, 2 . . . , N , of the standard Wigner
matrix, we have
‖uα‖∞ ≺ N−1/2. (2.25)
This result was first proven in [38] without bounding Gii. In contrast to the argument in [38],
the proof via Gii can also be easily extended to a general class of Wigner-type matrices. For
example, an elementary argument shows that if there are two positive constants c and C such that
c 6 Nsij 6 C for all i, j, then Γ˜(z) 6 C uniformly in z, thus η˜E 6 CN
−1+γ and (2.25) holds.
2.2 Tools
In this subsection we collect some basic definitions and facts.
Definition 2.6 (Minors). For T ⊂ {1, . . . , N} we define H(T) by
(H(T))ij ..= 1(i /∈ T)1(j /∈ T)hij .
Moreover, we define the resolvent of H(T) and its normalized trace through
G
(T)
ij (z)
..= (H(T) − z)−1ij , m(T)(z) ..=
1
N
TrG(T)(z).
We also set
(T)∑
i
..=
∑
i : i/∈T
.
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Definition 2.7 (Partial expectation and independence). Let X ≡ X(H) be a random variable. For
i ∈ {1, . . . , N} define the operations Pi and Qi through
PiX ..= E(X|H(i)) , QiX ..= X − PiX .
We call Pi partial expectation in the index i. Moreover, we say that X is independent of T ⊂
{1, . . . , N} if X = PiX for all i ∈ T.
We shall frequently make use of Schur’s well-known complement formula, which we write as
1
G
(T)
ii
= hii − z −
(Ti)∑
k,l
hikG
(Ti)
kl hli , (2.26)
where i /∈ T ⊂ {1, . . . , N}.
The following resolvent identities form the backbone of all of our calculations. The idea behind
them is that a resolvent matrix element Gij depends strongly on the i-th and j-th columns of H, but
weakly on all other columns. The first identity determines how to make a resolvent matrix element
Gij independent of an additional index k 6= i, j. The second identity expresses the dependence of
a resolvent matrix element Gij on the matrix elements in the i-th or in the j-th column of H. We
added a third identity that relates sums of off-diagonal resolvent entries with a diagonal one. The
proofs are elementary.
Lemma 2.8 (Resolvent identities). For any real or complex Hermitian matrix H and T ⊂ {1, . . . , N}
the following identities hold. If i, j, k /∈ T and i, j 6= k then
G
(T)
ij = G
(Tk)
ij +
G
(T)
ik G
(T)
kj
G
(T)
kk
,
1
G
(T)
ii
=
1
G
(Tk)
ii
− G
(T)
ik G
(T)
ki
G
(T)
ii G
(Tk)
ii G
(T)
kk
. (2.27)
If i, j /∈ T satisfy i 6= j then
G
(T)
ij = −G(T)ii
(Ti)∑
k
hikG
(Ti)
kj = −G(T)jj
(Tj)∑
k
G
(Tj)
ik hkj . (2.28)
Moreover, we have ∑
j
|G(T)ij |2 =
1
η
ImG
(T)
ii , (2.29)
which is sometimes called the Ward identity.
Finally, in order to estimate large sums of independent random variables as in (2.26) and (2.28),
we will need a large deviation estimate for linear and quadratic functionals of independent random
variables:
Theorem 2.9 (Large deviation bounds). Let
(
X
(N)
i
)
and
(
Y
(N)
i
)
be independent families of random
variables and
(
a
(N)
ij
)
and
(
b
(N)
i
)
be deterministic; here N ∈ N and i, j = 1, . . . , N . Suppose that all
entries X
(N)
i and Y
(N)
i are independent and satisfy
EX = 0 , E|X|2 = 1 , (E|X|p)1/p 6 µp (2.30)
23
for all p ∈ N and some constants µp. Then we have the bounds
∑
i
biXi ≺
(∑
i
|bi|2
)1/2
, (2.31)
∑
i,j
aijXiYj ≺
(∑
i,j
|aij |2
)1/2
, (2.32)
∑
i 6=j
aijXiXj ≺
(∑
i 6=j
|aij |2
)1/2
. (2.33)
Sketch of the proof. The estimates (2.31), (2.32), and (2.33) follow from estimating high mo-
ments of the left hand sides combined with Chebyshev’s inequality. The high moments of (2.31)
directly follow from the Marcinkiewicz-Zygmund martingale inequality. High moments of (2.32),
and (2.33) are computed by reducing them to (2.31) with a decoupling argument. The details are
found in Lemmas B.2, B.3, and B.4 of [29].
2.3 Self-consistent equations on three levels
By the Schur complement formula (2.26), we have
Gii =
1
hii − z −
∑(i)
k,l hikG
(i)
kl hli
. (2.34)
The partial expectation with respect to the index i gives
Pi
(i)∑
k,l
hikG
(i)
kl hli =
(i)∑
k
sikG
(i)
kk =
(i)∑
k
sikGkk +
(i)∑
k
sik
GikGki
Gii
,
where in the second step we used (2.27). Introducing the notation
vi ..= Gii −m
and recalling (2.3), we get the following self-consistent equation for vi:
vi =
1
−z −m− (∑k sikvk −Υi) −m, (2.35)
where
Υi ..= Ai + hii − Zi , Ai ..=
∑
k
sik
GikGki
Gii
, Zi ..= Qi
(i)∑
k,l
hikG
(i)
kl hli . (2.36)
All these quantities depend on z, which fact is suppressed in the notation. We will show that Υ
is a lower order error term. This is clear about hii by (2.16). The term Ai will be small since
off-diagonal resolvent entries are small. Finally, Zi will be small by a large deviation estimate
Theorem 2.9. Before we present more details, we heuristically show the power of the self-consistent
equations.
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2.3.1 A scalar self-consistent equation
Introduce the notation
[a] =
1
N
∑
i
ai (2.37)
for the average of a vector (ai)
N
i=1. Consider the standard Wigner case, sij = 1/N . Then∑
k
sikvk =
1
N
∑
k
vk = [v]
(
= mN −m
)
.
Neglecting Υi in (2.35) and taking the average of this relation for each i, we get
[v] ≈ 1−z −m− [v] −m. (2.38)
Since
m =
1
−z −m
by the defining equation of m, see (2.9), and this equation is stable under small perturbations, at
least away from the spectral edges z = ±2, we obtain from (2.38) that [v] ≈ 0. This means that
mN ≈ m and hence ̺N ≈ ̺, i.e. we obtained the Wigner’s original semicircle law.
Historically the semicircle law was first found via the moment method [86] by computing
1
NETrH
k, k = 1, 2, . . . in the N → ∞ limit, and identifying them with the moments of the
semicircle measure ̺(x)dx. In this approach the semicircle law emerges as a result of a somewhat
tedious, albeit elementary calculation. A more direct approach is to take the average in i of the
Schur’s formula (2.34) which immediately gives
mN ≈ 1−z −mN
after neglecting the error terms Υi. This identifies the limit of mN immediately with m, the
(unique) solution to (2.9). Taking the inverse Stieltjes transform then yields the semicircle law in
a very direct way.
2.3.2 A vector self-consistent equation
If the variances sij are not constant or we are interested in individual resolvent matrix elements Gii
instead of their average, 1N TrG, then the scalar equation (2.38) discussed in the previous section
is not sufficient. We have to consider (2.35) as a system of equations for the components of the
vector v = (v1, . . . , vN ).
From the explicit formula for m (2.10), we know that |m+ z| > 1. Assuming temporarily that∣∣∣∣∑
k
sikvk −Υi
∣∣∣∣ 6 12 , (2.39)
we can expand the right-hand side of (2.35) around −z − m up to second order and using the
identity (2.9) we obtain
vi = m
2
(∑
k
sikvk −Υi
)
+O
[(∑
k
sikvk −Υi
)2]
. (2.40)
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This is the key equation to study vi. Considering all higher order terms and Υi as errors we get a
self-consistent equation
vi = m
2
∑
k
sikvk + Error
or, with matrix notation for the vector v:
v = m2Sv+ E , (2.41)
where E represent the vector of error terms. Thus
v =
1
1−m2S E , hence ‖v‖∞ 6
∥∥∥ 1
1−m2S
∥∥∥
∞→∞
‖E‖∞ = Γ‖E‖∞,
and this relation shows how the quantity Γ emerges. If the error term is indeed small and Γ is
bounded, then we obtain that ‖v‖∞ = max |Gii −m| is small.
2.3.3 A matrix self-consistent equation
The off-diagonal resolvent matrix elements, Gij , are strongly oscillating quantities and they are not
expected to have a deterministic limit. However the local averages of their squares,
Txy :=
∑
i
sxi|Giy|2,
are expected to behave regularly. Note that in the Wigner case, using the identity (2.29), the
quantity
Txy =
∑
i
sxi|Giy |2 = 1
N
∑
i
GyiG
∗
iy =
1
N
(|G|2)
yy
=
1
Nη
ImGyy
is independent of x, but in the general case Txy carries information on the localization length of
the eigenfunctions. In particular, if Txy decays only beyond a scale ℓ, i.e. Txy remains comparable
with Txx for |x− y| ≪ ℓ, then most eigenfunctions have a localization length at least ℓ.
The self-consistent equation for Txy can be derived from (2.28):
Giy = −Gii
(i)∑
k
hikG
(i)
ky .
Replacing Gii with m and taking the square, we have
|Giy|2 ≈ |m|2
(i)∑
m,k
hikG
(i)
kyhimG
(i)
my.
Taking partial expectation yields
Pi|Giy|2 ≈ |m|2
(i)∑
k
sik|G(i)ky |2 ≈ |m|2
∑
k
sik|Gky|2 = |m|2Tiy,
where in the second step we used (2.27) to remove the upper index i and we used that the off-
diagonal elements are of smaller order. This formula holds for i 6= y, for the special case i = y we
have a diagonal element, i.e.
Pi|Giy|2 ≈ |m|2Tiy + |m|2δiy.
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Thus we have
Txy =
∑
i
sxi|Giy|2 =
∑
i
sxiPi|Giy|2 + T˜xy, T˜xy :=
∑
i
sxiQi|Giy|2. (2.42)
The term T˜xy is lower order by a fluctation averaging mechanism, see the explanation after Theo-
rem 2.16. Hence, neglecting this term we have
Txy ≈
∑
i
sxiPi|Giy|2 = |m|2
∑
i
sxiTiy + |m|2sxy,
i.e. the matrix T satisfies the self-consistent matrix equation
T = |m|2ST + |m|2S + E , (2.43)
where E is an error matrix. The solution is
T =
|m|2S
1− |m|2S +
1
1− |m|2S E , (2.44)
where the first term, given explicitly in terms of the variance matrix S, gives the leading order
behavior for T :
Txy ≈ Θxy, Θ := |m|
2S
1− |m|2S .
2.3.4 Application: diffusion profile for random band matrices
Depending on the structure of S, in some cases Θ can be computed. Consider, for example, case of
the random band matrices, (2.4). Here sxy and hence Θxy are translation invariant, Θxy = θx−y,
and the Fourier transform of θ is approximately given by
θ(p) ≈ 1
αη +W 2Dp2
, D :=
1
2
∫
x2f(x)dx, α :=
2√
4− E2 . (2.45)
This means that the profile of Θ is approximately given by a diffusion profile on scale W with
diffusion constant D.
The analysis of the error term in (2.44) requires estimating the norm of (1−|m|2S)−1. Note that
unlike in the analysis of (2.41), here 1− |m|2S and not 1 −m2S has to be inverted. Since |m|2 ∼
1− Cη for small η and S has eigenvalue 1, the inverse of 1− |m|2S is very unstable. Fortunately,
one can subtract the constant mode in (2.43) before solving the equation, thus eventually only the
norm of (1 − |m|2S)−1 on the subspace orthogonal to the constants is relevant. Thus the spectral
gap of S plays an important role and we use that for band matrices the gap is of order (W/N)2.
The details are found in [33], where, among other results, the following theorem was shown:
Theorem 2.10 (Diffusion profile). [33, Theorem 2.4] Let H be a random band matrix with band
width W , i.e. the variances are given by (2.4). Suppose that N ≪ W 5/4 and (W/N)2 6 η 6 1.
Then
|Txy −Θxy| ≺ 1
Nη
,
∣∣∣Px|Gxy|2 − δxy|m|2 − |m|2Θxy∣∣∣ ≺ 1
Nη
+
δxy√
W
. (2.46)
All estimates are uniform in x, y ∈ T and in the spectral parameter z = E + iη for |E| 6 2− κ and
for any fixed κ > 0.
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This theorem identifies |Gxy|2 in two different senses of averaging; Txy averages in one of the
indices, while Px takes partial expectation. In both cases the result is essentially Θxy.
The behavior of θx−y = Θxy can be analyzed by inverse Fourier transform from (2.45). If
η ≪ (W/N)2 then θ is essentially a constant, i.e. the profile is flat. Conversely, if η ≫ (W/N)2
then we get an exponentially decaying profile on the scale |x| ∼ Wη−1/2. The shape of the profile
is therefore nontrivial if and only if η ≫ (W/N)2. The total mass of the profile∑
x∈T
θx =
Imm
η
(1 +O(η)) = O(η−1), (2.47)
and the average height of the profile is of order (Nη)−1. The peak of the exponential profile has
height of order (W
√
η)−1, which dominates over the average height if and only if η ≫ (W/N)2.
The regime η ≫ (W/N)2 corresponds to the regime where η is sufficiently large that the complete
delocalization has not taken place, and the profile is mostly concentrated in the region |x − y| 6
Wη−1/2 ≪ N .
These scenarios are best understood in a dynamical picture in which η is decreased down from 1.
The ensuing dynamics of θ corresponds to the diffusion approximation, where the quantum problem
is replaced with a random walk of step-size of order W . On a configuration space consisting of
N sites, such a random walk will reach an equilibrium beyond time scales (N/W )2. Here η−1
plays essentially the role of time t, so that in this dynamical picture equilibrium is reached for
t ∼ η−1 ≫ (N/W )2. Figure 2.1 illustrates this diffusive spreading of the profile for different values
of η.
Figure 2.1: A plot of the diffusion profile function at five different values of η, where the argument
x ranges over the torus T. Left: the graph x 7→ ηθx (see (2.47) for the choice of normalization).
Right: the graph x 7→ log θx. Here we chose N = 25W and η = 5−k for k = 1, 2, 3, 4, 5. The cases
k = 1, 2, 3 (where η > (W/N)2) are drawn using dashed lines, the case k = 4 (where η = (W/N)2)
using solid lines, and the case k = 5 (where η < (W/N)2) using dotted lines.
One important consequence of Theorem 2.10 is that it proves delocalization for band matrices
with band width W ≫ N4/5 (see Corollary 2.3 of [33] for the precise statement). This improves
the earlier result from [27, 28] where delocalization for W ≫ N6/7 was proved with very different
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methods. We remark that from the other side it is known that narrow band matrices with W ≪
N1/8 are in the localized regime [77]. The conjectured threshold for the phase transition isW ∼ √N ,
see [51].
2.4 Proof of the local semicircle law without using the spectral gap
In this section we sketch the proof of a weaker version of Theorem 2.3, namely we replace threshold
η˜E with a larger threshold ηE defined as
ηE ..= min
{
η ..
1
Mη
6 min
{
M−γ
Γ(z)3
,
M−2γ
Γ(z)4 Imm(z)
}
for all z ∈ [E + iη,E + 10i]
}
. (2.48)
This definition is exactly the same as (2.17), but Γ˜ is replaced with the larger quantity Γ, in other
words we do not make use of the spectral gap in S. This will pedagogically simplify the presentation
and in Section 2.5 we will comment on the modifications for the stronger result.
We recall that here is no difference between Γ and Γ˜ away from the edges (both are of order
1), so readers interested in the local semicircle law only in the bulk should be content with the
simpler proof. Near the spectral edges, however, there is a substantial difference. Note that even in
the Wigner case (see (2.14)), ηE is much larger near the spectral edges than the optimal threshold
η˜E ∼ 1/N .
Definition 2.11. We call a deterministic nonnegative function Ψ ≡ Ψ(N)(z) an admissible control
parameter if we have
cM−1/2 6 Ψ 6 M−c
for some constant c > 0 and large enough N . Moreover, we call any (possibly N -dependent) subset
D = D(N) ⊂
{
z : |E| 6 10, η > M−1+γ
}
a spectral domain.
In this section we will mostly use the spectral domain
S :=
{
z : |E| 6 10, η ∈ [ηE , 10]
}
.
Define the random control parameters
Λo ..= max
i 6=j
|Gij | , Λd ..= max
i
|Gii−m| , Λ ..= max(Λo,Λd) , Θ ..= |mN−m| . (2.49)
In the typical regime we will work, all these quantities are small. The key quantity is Λ and we
will develop an iterative argument to control it. The first step is an apriori bound:
Proposition 2.12. We have Λ ≺M−γ/3Γ−1 uniformly in S.
The main estimate behind the proof of Theorem 2.3 for η > ηE is the following iteration
statement:
Proposition 2.13. Let Ψ be a control parameter satisfying
cM−1/2 6 Ψ 6 M−γ/3Γ−1 . (2.50)
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and fix ε ∈ (0, γ/3). Then on the domain S we have the implication
Λ ≺ Ψ =⇒ Λ ≺ F (Ψ) , (2.51)
where we defined
F (Ψ) ..= M−εΨ+
√
Imm
Mη
+
M ε
Mη
.
The proofs of these two propositions are postponed, we first complete the proof of the local
semicircle law.
It is easy to check that, on the domain S, if Ψ satisfies (2.50) then so does F (Ψ). We may
therefore iterate (2.51). This yields a bound on Λ that is essentially the fixed point of the map
Ψ 7→ F (Ψ), which is given by Π, defined in (2.18), (up to the factor M ε). More precisely, the
iteration is started with Ψ0 ..=M
−γ/3Γ−1; the initial hypothesis Λ ≺ Ψ0 is provided by Proposition
2.12. For k > 1 we set Ψk+1
..= F (Ψk). Hence from (2.51) we conclude that Λ ≺ Ψk for all k.
Choosing k ..= ⌈ε−1⌉ yields
Λ ≺
√
Imm
Mη
+
M ε
Mη
.
Since ε was arbitrary, we have proved that
Λ ≺ Π , (2.52)
which is (2.19).
To prove (2.20), i.e. to estimate Θ, we rewrite (2.35) as
−
∑
k
sikvk +Υi =
1
m+ vi
− 1
m
, (2.53)
and expand the right hand side. Since |m| > c and |vi| 6 Λ, the expansion is possible on the event
where Λ≪ 1, which occurs with very high probability by Proposition 2.12. On this event we get
m2
(
−
∑
k
sikvk +Υi
)
= −vi +O(Λ2) . (2.54)
Averaging in (2.54) yields
m2
(−[v] + [Υ]) = −[v] +O≺(Λ2) . (2.55)
We will show in Lemma 2.15 in the next section that |Υi| ≺ Π, but in fact the average [Υ] is
one order better. This is due to the fluctation averaging phenomenon, and we have
Proposition 2.14. Suppose that Λo ≺ Ψo for some deterministic control parameter Ψo satisfying
M−1/2 6 Ψ 6 M−c. Then [Υ] = O≺(Ψ2o).
We will explain the proof in Section 2.4.4. Using this proposition and (2.52), we get
[v] = m2[v] +O≺(Π2) .
Therefore
|[v]| ≺ Π
2
|1−m2| 6
(
Imm
|1−m2| +
1
|1−m2|Mη
)
2
Mη
6
(
C +
Γ
Mη
)
2
Mη
6
C
Mη
.
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Here in the third step we used the elementary explicit bound Imm 6 C|1 −m2|, and the bound
Γ > |1−m2|−1 which follows from the definition of Γ by applying the matrix (1 −m2S)−1 to the
constant vector. The last step follows from the definition of S. Since Θ = |[v]|, this concludes the
proof of (2.20), and hence of Theorem 2.3 in the regime S, i.e. for η > ηE .
In the next sections we explain the proofs of the three propositions used in this argument. We
first control the off-diagonal elements, i.e. Λo, then we turn to the proof of Propositions 2.12, 2.13
and 2.14.
2.4.1 Basic estimates for Λo and Υi
Lemma 2.15. The following statements hold for any spectral domain D and admissible control
parameter Ψ. If Λ ≺ Ψ then
Λo + |Υi| ≺
√
Imm+Ψ
Mη
. (2.56)
Moreover, for any fixed (N -independent) η > 0 we have
Λo + |Υi| ≺ M−1/2 , (2.57)
uniformly in z ∈ {w ∈ D : Imw = η}.
We remark that we could have written (2.56) as
Λo + |Υi| ≺
√
Imm+ Λ
Mη
, (2.58)
but this formulation, while it carries the essence, is literally incorrect since it holds only if Λ ≺M−c
has been apriori established.
Proof of Lemma 2.15. We first observe that Λ ≺ Ψ≪ 1 and the positive lower bound |m(z)| > c
implies that
1
|Gii| ≺ 1. (2.59)
A simple iteration of the expansion formulas (2.27) concludes that
|G(T)ij | ≺ Ψ, for i 6= j, |G(T)ii | ≺ 1,
1
|G(T)ii |
≺ 1 (2.60)
for any subset T of fixed cardinality.
We begin with the first statement in Lemma 2.15. First we estimate Zi, which we split as
|Zi| 6
∣∣∣∣∣
(i)∑
k
(|hik|2 − sik)G(i)kk
∣∣∣∣∣+
∣∣∣∣∣
(i)∑
k 6=l
hikG
(i)
kl hli
∣∣∣∣∣ . (2.61)
We estimate each term using Theorem 2.9 by conditioning on G(i) and using the fact that the family
(hik)
N
k=1 is independent of G
(i). By (2.31) the first term of (2.61) is stochastically dominated by
[ (i)∑
k
s2ik|G(i)kk |2
]1/2
≺M−1/2,
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where (2.60), (2.1) and (2.3) were used. For the second term of (2.61) we apply Theorem 2.9 (ii)
with akl = s
1/2
ik G
(i)
kl s
1/2
li and Xk = ζik (see (2.5)). We find
(i)∑
k,l
sik
∣∣G(i)kl ∣∣2sli 6 1M ∑
k,l
sik
∣∣G(i)kl ∣∣2 = 1Mη
(i)∑
k
sik ImG
(i)
kk ≺
Imm+Ψ
Mη
, (2.62)
where in the last step we used (2.27) and the estimate 1/Gii ≺ 1. Thus we get
|Zi| ≺
√
Imm+Ψ
Mη
, (2.63)
where we absorbed the bound M−1/2 on the first term of (2.61) into the right-hand side of (2.63),
using Imm > cη as follows from an explicit estimate.
Next, we estimate Λo. We can iterate (2.28) once to get, for i 6= j,
Gij = −Gii
(i)∑
k
hikG
(i)
kj = −GiiG(i)jj
(
hij −
(ij)∑
k,l
hikG
(ij)
kl hlj
)
. (2.64)
The term hij is trivially O≺(M−1/2). In order to estimate the other term, we invoke Theorem 2.9
(iii) with akl = s
1/2
ik G
(ij)
kl s
1/2
lj , Xk = ζik, and Yl = ζlj. As in (2.62), we find
(i)∑
k,l
sik
∣∣G(ij)kl ∣∣2slj ≺ Imm+ΨMη ,
and thus
Λo ≺
√
Imm+Ψ
Mη
, (2.65)
where we again absorbed the term hij ≺M−1/2 into the right-hand side.
In order to estimate Ai and hii in the definition of Υi, we use (2.60) to estimate
|Ai|+ |hii| ≺ Λ2o +M−1/2 6 Λo + C
√
Imm
Mη
≺
√
Imm+ Λ
Mη
,
where the second step follows from Imm > cη. Collecting (2.63), (2.65), this completes the proof
of (2.56).
The proof of (2.57) is almost identical to that of (2.56). The quantities
∣∣G(i)kk∣∣ and ∣∣G(ij)kk ∣∣ are
estimated by the trivial deterministic bound η−1 = O(1). We omit the details.
2.4.2 Sketch of the proof of Proposition 2.12
The core of the proof is a continuity argument. Its basic idea is to establish a gap in the range of
Λ by proving
Claim 1. On the event Λ 6 M−γ/4Γ−1 we actually have the stronger bound Λ ≺M−γ/2Γ−1.
In other words, for all z ∈ S, with high probability either Λ 6 M−γ/2Γ−1 or Λ > M−γ/4Γ−1. The
second step is to show that Λ 6 M−γ/2Γ−1 holds for z with a large imaginary part η:
32
Claim 2. We have Λ ≺M−1/2 uniformly in z ∈ [−10, 10] + 2i.
Thus, for large η the parameter Λ is below the gap. Using the fact that Λ is continuous in
η = Im z and hence cannot jump from one side of the gap to the other, we then conclude that Λ is
below the gap for all z ∈ S and this is Proposition 2.12. See Figure 2.2 for an illustration of this
argument.
Figure 2.2: The (η,Λ)-plane for a fixed E with the graph of η → Λ(E + iη). The shaded region is
forbidden with high probability by Claim 1. The initial estimate, Claim 2, is marked with a black
dot. The graph of Λ = Λ(E + iη) is continuous and lies beneath the shaded region. Note that this
method does not control Λ(E + iη) in the regime η 6 ηE .
Now we explain Claim 1. We will work on the event Λ 6 M−γ/4Γ−1 6 M−c, where we may
invoke (2.56) to estimate Λo and Υi. In order to estimate Λd, we expand the right-hand side of
(2.53) in vi to get (2.54). Using (2.56) to estimate Υi, we therefore have
vi −m2
∑
k
sikvk = O≺
(
Λ2 +
√
Imm+ Λ
Mη
)
. (2.66)
We write the left-hand side as [(1 −m2S)v]i with the vector v = (vi)Ni=1. Inverting the operator
1−m2S, we therefore conclude that
Λd = max
i
|vi| ≺ Γ
(
Λ2 +
√
Imm+ Λ
Mη
)
. (2.67)
Together with (2.56) and Γ > c, we therefore get
Λ ≺ Γ
(
Λ2 +
√
Imm+ Λ
Mη
)
. (2.68)
On the event Λ 6 M−γ/4Γ−1 we may estimate
ΓΛ2 6 M−γ/2Γ−1 .
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Moreover, by definition of S, we have Γ3Π 6 M−γ . Using the definition of Π (2.18), we therefore
get
Γ
√
Imm+ Λ
Mη
6 ΓΠ+ Γ
√
Γ−1Π 6 CM−γ/2Γ−1 .
Plugging this into (2.68) yields Λ ≺M−γ/2Γ−1, which is Claim 1.
Finally, we explain Claim 2. We write (2.53) as
vi =
m
(∑
k sikvk −Υi
)(
m−1 −∑k sikvk +Υi) . (2.69)
In the regime η = 2, all resolvent entries are bounded by 1/2, thus |vi| 6 1. Since |Υi| ≺M−1/2 by
(2.57) and |m−1| > 2 we find∣∣∣∣m−1 +∑
k
sikvk −Υi
∣∣∣∣ > 1 +O≺(M−1/2) .
Using |m| 6 1/2 we therefore conclude from (2.69) that
Λd 6
Λd +O≺(M−1/2)
2 +O≺(M−1/2)
=
Λd
2
+O≺(M−1/2) ,
i.e. Λd = O≺(M−1/2). Together with the estimate on Λo from (2.57), we obtained Claim 2.
2.4.3 Sketch of the proof of Proposition 2.13
This argument is very similar to the proof of Claim 1 in Section 2.4.2. We can work on the event
Λ 6 M−γ/4, then the bound (2.56) is available to estimate Λo and Υi . Next, we estimate Λd. We
expand the right-hand side of (2.53), we get
ψ|vi| 6 Cψ
∣∣∣∣∑
k
sikvk −Υi
∣∣∣∣+ CψΛ2 .
Using the fluctuation averaging estimate (2.75) explained in the next section, as well as (2.56), we
find
Λd ≺ ΓΨ2 +
√
Imm+Ψ
Mη
, (2.70)
which, combined with (2.56), yields
Λ ≺ ΓΨ2 +
√
Imm+Ψ
Mη
6 M−εΨ+
√
Imm
Mη
+
M ε
Mη
= F (Ψ), (2.71)
where in the last step we used the assumption Ψ 6 M−γ/3Γ−1 and ε 6 γ/3.
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2.4.4 Fluctuation averaging: proof of Proposition 2.14
The leading error in the self-consistent equation (2.54) for vi is Υi. Among the three summands of
Υi, see (2.36), typically Zi is the largest, thus we typically have
vi ≺ Zi (2.72)
in the regime where Γ is bounded. The large deviation bounds in Theorem 2.9 show that Zi ≺ Λo
and a simple second moment calculation shows that this bound is essentially optimal. On the other
hand, (2.29) shows that the typical size of the off-diagonal resolvent matrix elements is at least of
order (Nη)−1/2, thus the estimate
Zi ≺ Λo ≺ 1√
Nη
is essentially optimal in the standard Wigner case (M = N). Together with (2.72) this shows that
the natural bound for Λ is (Nη)−1/2, which is also reflected in the bound (2.19).
However, the bound (2.20) for the average, mN −m = [v], is of order Λ2 ∼ (Nη)−1, i.e. it is one
order better than the bound for vi. For the purpose of [v], it is the average [Υ] of the leading errors
Υi that matters, see (2.55). Since Zi, the leading term in Υi, is a fluctuating quantity with zero
expectation, the improvement comes from the fact that fluctuations cancel out in the average. The
basic example of this phenomenon is the central limit theorem. In our case, however, Zi are not
independent. In fact, their correlations do not decay, at least in the Wigner case where all indices i
play symmetric role. Thus standard results on central limit theorems for weakly correlated random
variables do not apply.
Here we formulate a version of the fluctuation averaging mechanism, taken from [30], that is
the most useful for this discussion and we comment on the history afterwards.
We shall perform the averaging with respect to a family of weights T = (tik) satisfying
0 6 tik 6 M
−1 ,
∑
k
tik = 1 . (2.73)
Typical example weights are tik = sik and tik = N
−1. Note that in both of these cases T commutes
with S.
Theorem 2.16 (Fluctuation averaging). Fix a spectral domain D and deterministic admissible con-
trol parameters Ψ,Ψo 6 M
−c. Suppose that Λ ≺ Ψ, Λo ≺ Ψo and the weight T = (tik) satisfies
(2.73). Then we have∑
k
tikQk
1
Gkk
= O≺(Ψ2o) ,
∑
k
tikQkGkk = O≺(Ψ2) . (2.74)
If in addition T commutes with S then∑
k
tikvk = O≺(ΓΨ2) ,
∑
k
tik(vk − [v]) = O≺(Γ˜Ψ2) . (2.75)
The estimates (2.74) and (2.75) are uniform in the index i.
The first version of the fluctuation averaging mechanism appeared in [46] for the Wigner case,
where [Z] = N−1
∑
k Zk was bounded by Λ
2
o. Since Qk[Gkk]
−1 is essentially Zk, see (2.26), this
corresponds to the first bound in (2.74). A different proof (with a better bound on the constants)
was given in [47]. A conceptually streamlined version of the original proof was extended to sparse
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matrices [31] and to sample covariance matrices [73]. Finally, an extensive analysis in [29] treated
the fluctuation averaging of general polynomials of resolvent entries and identified the order of
cancellations depending on the algebraic structure of the polynomial. Moreover, in [29] an additional
cancellation effect was found for the quantity Qi|Gij |2. This improvement plays a key role in the
proof of Theorem 2.10, see (2.42).
All proofs of the fluctuation averaging theorems rely on computing expectations of high moments
of the averages and carefully estimating various terms of different combinatorial structure. In [29]
we have developed a Feynman diagrammatic representation for bookkeeping the terms, but this is
necessary only for the case of general polynomials. For the special cases stated in Theorem 2.16,
the proof is relatively simple and it is presented in Appendix B of [30]. Here we will not repeat
the proof, we only indicate the main mechanism by estimating the second moment of the first term
in (2.74). The actual proof requires estimating all moments and then use Chebysev inequality to
translate the moment estimates to probabilistic estimates standing behind the notation O≺(Ψ2o) in
(2.74).
Second moment calculation. First we claim that∣∣∣∣Qk 1Gkk
∣∣∣∣ ≺ Ψo. (2.76)
Indeed, from Schur’s complement formula (2.26) we get |Qk(Gkk)−1| 6 |hkk|+ |Zk|. The first term
is estimated by |hkk| ≺M−1/2 6 Ψo. The second term is estimated exactly as in (2.61) and (2.62),
giving |Zk| ≺ Ψo. In fact, the same bound (2.76) holds if Gkk is replaced with G(T)kk as long as |T|
is bounded.
Abbreviate Xk
..= Qk(Gkk)
−1 and compute the variance
E
∣∣∣∣∑
k
tikXk
∣∣∣∣2 = ∑
k,l
tiktilEXkXl =
∑
k
t2ikEXkXk +
∑
k 6=l
tiktilEXkXl . (2.77)
Using the bounds (2.73) on tik and (2.76), we find that the first term on the right-hand side of
(2.77) is O≺(M−1Ψ2o) = O≺(Ψ4o), where we used that Ψo is admissible. Let us therefore focus on
the second term of (2.77). Using the fact that k 6= l, we apply (2.27) to Xk and Xl to get
EXkXl = EQk
(
1
Gkk
)
Ql
(
1
Gll
)
= EQk
(
1
G
(l)
kk
− GklGlk
GkkG
(l)
kkGll
)
Ql
(
1
G
(k)
ll
− GlkGkl
GllG
(k)
ll Gkk
)
. (2.78)
We multiply out the parentheses on the right-hand side. The crucial observation is that if the
random variable Y is independent of i (see Definition 2.7) then EQi(X)Y = EQi(XY ) = 0. Hence
out of the four terms obtained from the right-hand side of (2.78), the only nonvanishing one is
EQk
(
GklGlk
GkkG
(l)
kkGll
)
Ql
(
GlkGkl
GllG
(k)
ll Gkk
)
≺ Ψ4o ,
where we used that the denominators are harmless, see (2.59). Together with (2.73), this concludes
the proof of E
∣∣∑
k tikXk
∣∣2 ≺ Ψ4o, which means that ∑k tikXk is bounded by Ψ2o in second moment
sense.
Finally, Proposition 2.14 directly follows from the first estimate in (2.74) with tik = 1//N , since
from (2.26) we have
Qk
1
Gkk
= hkk − Zk = Υk −Ak = Υk +O≺(Ψ2o).
Taking the average over k, we get [Υ] = O≺(Ψ2o).
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2.5 Remark on the proof of the local semicircle law with using the spectral gap
In Section 2.4 we proved the local semicircle law, Theorem 2.3, uniformly for η > ηE instead of
the larger regime η > η˜E . The difference between these two thresholds stems from the difference
between Γ and Γ˜, see (2.17) and (2.48).
The bound Γ on the norm of (1−m2S)−1 entered the proof when the self-consistent equation
(2.66) was solved. The key idea is to solve the self-consistent equation (2.66) separately on the
subspace of constants (the span of the vector e) and on its orthogonal complement e⊥. Roughly
speaking, we obtain
|vi − [v]| ≺ Γ˜
(
Λ2 + r(Λ)
)
, r(Λ) :=
√
Imm+ Λ
Mη
, (2.79)
instead of (2.67). In fact, we can improve this by using the fluctuation averaging. Subtracting the
average over i from the self-consistent equation (2.54) and estimating |m|2 6 C, we have
∣∣vi − [v]∣∣ 6 C∣∣∣∣∑
k
sik
(
vk − [v]
)− (Υi − [Υ])∣∣∣∣+O≺(Λ2) ≺ Γ˜Λ2 + r(Λ) , (2.80)
where in the last step we used the fluctuation averaging estimate (2.75) with sik = tik, and |Υi| ≺
r(Λ) from (2.56).
On the space of constant vectors, (2.53) becomes a scalar equation for the average [v], which
can be expanded up to second order. More precisely, assuming |vi| ≪ 1, we can expand (2.53) up
to second order:
−
∑
k
sikvk +Υi = − 1
m2
vi +
1
m3
v2i +O(Λ
3) . (2.81)
In order to get a closed equation for [v], we take the average over i:
(1−m2)[v]−m−1 1
N
∑
i
v2i = −m2[Υ] +O(Λ3) . (2.82)
The nonlinear term is estimated by
1
N
∑
i
v2i = [v]
2 +
1
N
∑
i
(
vi − [v]
)2
= [v]2 +O≺
((
Γ˜Λ2 + r(Λ)
)2)
,
where (2.80) was used. The average [Υ] can be estimated by O≺(Λ2o) as in Proposition 2.14.
Moreover, Λo is estimated by r(Λ) as in Lemma 2.15. We thus obtain a quadratic equation for the
scalar quantity [v]:
(1−m2)[v]−m−1[v]2 = O≺
(
Λ3 +
(
Γ˜Λ2 + r(Λ)
)2)
. (2.83)
The main control parameter in this proof is Θ = |[v]|, and the key iterative scheme is formulated in
terms of Θ. However, many intermediate estimates still involve Λ. In particular, the self-consistent
equation (2.53) is effective only in the regime where vi is already small and in the calculation above
we tacitly used that |vi| ≪ 1. Hence we need a preparatory step to prove an apriori bound on Λ,
essentially showing that Λ ≪ 1, in fact we will need Λ ≪ Γ˜−1 (compare with Proposition 2.12).
This proof itself is a continuity argument similar to the proof of Proposition 2.12; now, however, we
have to follow Λ and Θ in tandem. The main reason why Θ is already involved in this part is that
we work in larger spectral domain η > η˜E, defined by using Γ˜. Thus, already in this preparatory
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step, the self-consistent equation has to be solved separately on the subspace of constants and its
orthogonal complement. We will omit here these details.
The second preparatory step is to control Λ in terms of Θ, which allows us to express the error
terms in the self-consistent equation (2.83) in terms of Θ = |[v]|. We first notice that (2.80) implies
|vi| ≺ Θ+ Γ˜Λ2 + r(Λ),
i.e.
Λ ≺ Θ+ Γ˜Λ2 + r(Λ).
Using the apriori bound Λ≪ Γ˜−1, we get
Λ ≺ Θ+ r(Λ).
This equation is analogous to (2.51) and can be iterated as in the application of in Proposition 2.13
leading to (2.52) to obtain
Λ ≺ Θ+
√
Imm
Mη
+
1
Mη
. (2.84)
Plugging this bound into (2.83), we have a self-consistent equation for the scalar quantity [v] since
Θ = |[v]|. An elementary calculation, using the apriori bound Λ≪ Γ˜−1, yields
(1−m2)[v] −m−1[v]2 = O≺
(
p(Θ)2 +M−γ/4Θ2
)
, p(Θ) :=
√
Imm+Θ
Mη
+
1
Mη
. (2.85)
Finally, in the main step we solve the quadratic inequality (2.85) for Θ. If we neglect the error
term in (2.85), then the equation reduces to
(1−m2)[v] = m3[v]2, (2.86)
which has two solutions: either [v] = 0 or [v] = (1−m2)/m3. Away from the spectral edge we have
|1 −m2| > c with some positive constant c, so the two solutions are separated and they both are
stable under small perturbations. The second solution would mean that [v] is strictly separated
away from zero. But this can be excluded by a continuity argument: for large η, say η = 2, it is
easy to prove that [v] is small. Since [v] is a continuous function of η, we find that as η decreases
continuously, [v] cannot suddenly jump from a value near zero to a value near (1−m2)/m3. Thus
[v] must remain in the vicinity of the zero solution to (2.86). This completes the sketch of the proof
of Theorem 2.3 for the more general case η > η˜E.
3 Universality of the correlation functions for Wigner matrices
In this section we explain the sketch of the proof of Theorem 1.2.
3.1 Dyson Brownian motion and the local relaxation flow
3.1.1 Concept and results
The Dyson Brownian motion (DBM) describes the evolution of the eigenvalues of a Wigner matrix
as an interacting point process if each matrix element hij evolves according to independent (up
to symmetry restriction) Brownian motions. We will slightly alter this definition by generating
the dynamics of the matrix elements by an Ornstein-Uhlenbeck (OU) process which leaves the
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standard Gaussian distribution invariant. In the Hermitian case, the OU process for the rescaled
matrix elements ζij := N
1/2hij is given by the stochastic differential equation
dζij = dβij − 1
2
ζijdt, i, j = 1, 2, . . . N, (3.1)
where βij , i < j, are independent complex Brownian motions with variance one and βii are
real Brownian motions of the same variance. Denote the distribution of the eigenvalues λ =
(λ1, λ2, . . . , λN ) of Ht at time t by ft(λ)µ(dλ) where µ is given by (1.10) with the Gaussian poten-
tial V (x) = x2/2.
Then ft = ft,N satisfies [24]
∂tft = L ft, (3.2)
where
L = LN :=
N∑
i=1
1
2N
∂2i +
N∑
i=1
(
− β
4
λi +
β
2N
∑
j 6=i
1
λi − λj
)
∂i, ∂i =
∂
∂λi
. (3.3)
The parameter β is chosen as follows: β = 2 for complex Hermitian matrices and β = 1 for
symmetric real matrices. Our formulation of the problem has already taken into account Dyson’s
observation that the invariant measure for this dynamics is µ. A natural question regarding the
DBM is how fast the dynamics reaches equilibrium. Dyson had already posed this question in 1962:
Dyson’s conjecture [24]: The global equilibrium of DBM is reached in time of order one and the
local equilibrium (in the bulk) is reached in time of order 1/N . Dyson further remarked,
“The picture of the gas coming into equilibrium in two well-separated stages, with micro-
scopic and macroscopic time scales, is suggested with the help of physical intuition. A
rigorous proof that this picture is accurate would require a much deeper mathematical anal-
ysis.”
We will prove that Dyson’s conjecture is correct if the initial data of the flow is a Wigner
ensemble, which was Dyson’s original interest. Our result in fact is valid for DBM with much
more general initial data that we now survey. Briefly, it will turn out that the global equilibrium
is indeed reached within a time of order one, but local equilibrium is achieved much faster if an
a-priori estimate on the location of the eigenvalues (also called points) is satisfied. To formulate
this estimate, let γj = γj,N denote the location of the j-th point under the semicircle law, i.e., γj
is defined by (2.21).
A-priori Estimate: There exists an a > 0 such that
Q = Qa := sup
t>N−2a
1
N
∫ N∑
j=1
(λj − γj)2ft(λ)µ(dλ) 6 CN−1−2a (3.4)
with a constant C uniformly in N . This condition first appeared in [40].
The main result on the local ergodicity of Dyson Brownian motion states that if the a-priori
estimate (3.4) is satisfied then the local correlation functions of the measure ftµ are the same as
the corresponding ones for the Gaussian measure, µ = f∞µ, provided that t is larger than N−2a.
The n-point correlation functions of the probability measure ftdµ are defined, similarly to (1.4), by
p
(n)
t,N (x1, x2, . . . , xn) =
∫
RN−n
ft(x)µ(x)dxn+1 . . . dxN , x = (x1, x2, . . . , xN ). (3.5)
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Due to the convention that one can view the locations of eigenvalues as the coordinates of particles,
we have used x, instead of λ, in the last equation. From now on, we will use both conventions
depending on which viewpoint we wish to emphasize. Notice that the probability distribution of
the eigenvalues at the time t, ftµ, is the same as that of the Gaussian divisible matrix:
Ht = e
−t/2H0 + (1− e−t)1/2 U, (3.6)
where H0 is the initial generalized Wigner matrix and U is an independent standard GUE (or
GOE) matrix. This establishes the universality of the Gaussian divisible ensembles. The precise
statement is the following theorem:
Theorem 3.1. [41, Theorem 2.1] Suppose that the a-priori estimate (3.4) holds for the solution
ft of the forward equation (3.2) with some exponent a > 0. Let E ∈ (−2, 2) and b > 0 such that
[E−b,E+b] ⊂ (−2, 2). Then for any s > 0, for any integer n > 1 and for any compactly supported
continuous test function O : Rn → R, we have
lim
N→∞
sup
t>N−2a+s
∫ E+b
E−b
dE′
2b
∫
Rn
dα1 . . . dαn O(α1, . . . , αn)
× 1
̺sc(E)n
(
p
(n)
t,N − p(n)G,N
)(
E′ +
α1
N̺sc(E)
, . . . , E′ +
αn
N̺sc(E)
)
= 0.
(3.7)
We can choose b = bN depending on N . In [41] explicit bounds on the speed of convergence and
the optimal range of b were also established. In particular, thanks to the optimal rigidity estimate
(2.22) which implies that (3.4) holds with any a < 1/2, the range of the energy averaging in (3.7)
can be reduced to bN > N
−1+ξ, ξ > 0, but only for t > N−ξ/8 (Theorem 2.3 of [47]).
Theorem 3.1 is a consequence of the following theorem which identifies the averaged gap distri-
bution of the eigenvalues.
Theorem 3.2 (Universality of the Dyson Brownian motion for short time). [41, Theorem 4.1]
Suppose β > 1 and let O : R → R be a smooth function with compact support. Then for any
sufficiently small ε > 0, independent of N , there exist constants C, c > 0, depending only on ε and
O such that for any J ⊂ {1, 2, . . . , N − 1} we have
∣∣∣ ∫ 1|J |∑
i∈J
O(N(xi − xi+1))ftdµ−
∫
1
|J |
∑
i∈J
O(N(xi − xi+1))dµ
∣∣∣ 6 CN ε√N2Q|J |t +Ce−cNε. (3.8)
In particular, if the a-priori estimate (3.4) holds with some a > 0 and |J | is of order N , then for
any t > N−2a+3ε the right hand side converges to zero as N → ∞, i.e. the gap distributions for
ftdµ and dµ coincide.
The test functions can be generalized to
O
(
N(xi − xi+1), N(xi+1 − xi+2), . . . , N(xi+n−1 − xi+n)
)
(3.9)
for any n fixed which is needed to identify higher order correlation functions. In applications, J
is chosen to be the indices of the eigenvalues in the interval [E − b,E + b] and thus |J | ∼ Nb.
This identifies the averaged gap distributions of eigenvalues and thus also identifies the correlation
functions after energy averaging. We will not explain here in detail how to pass information from
gap distribution to correlation functions (see Section 7 in [41]), but we note that this transfer is
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relatively easy if both statistics are averaged on a scale larger than the typical fluctuation of a single
eigenvalue (which is smaller than N−1+ε in the bulk by (2.22)). This concludes Theorem 3.1. Note
that the input of this theorem, the apriori estimate (3.4), identifies the location of the eigenvalues
only on a scale N−1/2−a which is much weaker than the 1/N precision for the eigenvalue differences
in (3.8).
By the rigidity estimate (2.22), the a-priori estimate (3.4) holds for any a < 1/2 if the initial data
of the DBM is a generalized Wigner ensemble. Therefore, Theorem 3.2 holds for any t > N−1+ε
for any ε > 0 and this establishes Dyson’s conjecture for any generalized Wigner matrices.
3.1.2 Main ideas behind the proof of Theorem 3.2
The key method is to analyze the relaxation to equilibrium of the dynamics (3.2). This approach
was first introduced in Section 5.1 of [40]; the presentation here follows [41].
We start with a short review of the logarithmic Sobolev inequality for a general measure. Let
the probability measure µ on RN be given by a general Hamiltonian H:
dµ(x) =
e−NH(x)
Z
dx, (3.10)
In applications µ will be the Gaussian equilibrium measure, (1.10) with V (x) = x2/2, so we use the
same notation µ, but the statements in the beginning of this section hold for a general measure. Let
L be the generator, symmetric with respect to the measure dµ, defined by the associated Dirichlet
form
D(f) = Dµ(f) = −
∫
fL fdµ :=
1
2N
∑
j
∫
(∂jf)
2dµ, ∂j = ∂xj . (3.11)
Recall the relative entropy of two probability measures:
S(ν|µ) :=
∫
dν
dµ
log
(
dν
dµ
)
dµ.
If dν = fdµ, then we will sometimes use the notation Sµ(f) := S(fµ|µ). The entropy can be used
to control the total variation norm via the well known inequality∫
|f − 1|dµ 6
√
2Sµ(f). (3.12)
Let ft be the solution to the evolution equation
∂tft = L ft, t > 0, (3.13)
with a given initial condition f0. The evolution of the entropy Sµ(ft) = S(ftµ|µ) satisfies
∂tSµ(ft) = −4Dµ(
√
ft). (3.14)
Following Bakry and E´mery [6], the evolution of the Dirichlet form satisfies the inequality
∂tDµ(
√
ft) 6 − 1
2N
∫
(∇
√
f t)(∇2H)∇
√
f tdµ. (3.15)
If the Hamiltonian is convex, i.e.,
∇2H(x) = HessH(x) > ̟ for all x ∈ RN (3.16)
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with some constant ̟ > 0, then we have
∂tDµ(
√
ft) 6 −̟Dµ(
√
ft). (3.17)
Integrating (3.14) and (3.17) back from infinity to 0, we obtain the logarithmic Sobolev inequality
(LSI)
Sµ(f) 6
4
̟
Dµ(
√
f), f = f0 (3.18)
and the exponential relaxation of the entropy and Dirichlet form on time scale t ∼ 1/̟
Sµ(ft) 6 e
−t̟Sµ(f0), Dµ(
√
ft) 6 e
−t̟Dµ(
√
f0). (3.19)
As a consequence of the logarithmic Sobolev inequality, we also have the concentration inequality
for any k and a > 0
P
µ (|xk − Eµ(xk)| > a) 6 2e−̟Na2/2. (3.20)
We will not use this inequality in this section, but it will become important in Section 4.1.
Returning to the classical ensembles, we assume from now on that H is given by (1.10) with
V (x) = x2/2 and the equilibrium measure µ is the Gaussian one. We then have the convexity
inequality 〈
v,∇2H(x)v
〉
>
1
2
‖v‖2 + 1
N
∑
i<j
(vi − vj)2
(xi − xj)2 >
1
2
‖v‖2, v ∈ RN . (3.21)
This guarantees that µ satisfies the LSI with ̟ = 1/2 and the relaxation time to equilibrium is of
order one.
The key idea is that the relaxation time is in fact much shorter than order one for local observ-
ables that depend only on the eigenvalue differences. Equation (3.21) shows that the relaxation
in the direction vi − vj is much faster than order one provided that xi − xj are close. However,
this effect is hard to exploit directly due to that all modes of different wavelengths are coupled.
Our idea is to add an auxiliary strongly convex potential W (x) to the Hamiltonian to “speed up”
the convergence to local equilibrium. On the other hand, we will also show that the cost of this
speeding up can be effectively controlled if the a-priori estimate (3.4) holds.
The auxiliary potential W (x) is defined by
W (x) :=
N∑
j=1
Wj(xj), Wj(x) :=
1
2τ
(xj − γj)2, (3.22)
i.e. it is a quadratic confinement on scale
√
τ for each eigenvalue near its classical location, where
the parameter τ > 0 will be chosen later. The total Hamiltonian is given by
H˜ := H +W, (3.23)
where H is the Gaussian Hamiltonian given by (1.10). The measure with Hamiltonian H˜,
dω := ω(x)dx, ω := e−NH˜/Z˜, (3.24)
will be called the local relaxation measure.
The local relaxation flow is defined to be the flow with the generator characterized by the natural
Dirichlet form w.r.t. ω, explicitly, L˜ :
L˜ = L −
∑
j
bj∂j , bj =W
′
j(xj) =
xj − γj
τ
. (3.25)
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We will choose τ ≪ 1 so that the additional term W substantially increases the lower bound (3.16)
on the Hessian, hence speeding up the dynamics so that the relaxation time is at most τ .
The idea of adding an artificial potentialW to speed up the convergence appears to be unnatural
here. The current formulation is a streamlined version of a much more complicated approach
that appeared in [40] and which took ideas from the earlier work [36]. Roughly speaking, in
hydrodynamical limit, the short wavelength modes always have shorter relaxation times than the
long wavelength modes. A direct implementation of this idea is extremely complicated due to the
logarithmic interaction that couples short and long wavelength modes. Adding a strongly convex
auxiliary potential W (x) shortens the relaxation time of the long wavelength modes, but it does
not affect the short modes, i.e. the local statistics, which are our main interest. The analysis of
the new system is much simpler since now the relaxation is faster, uniform for all modes. Finally,
we need to compare the local statistics of the original system with those of the modified one. It
turns out that the difference is governed by (∇W )2 which can be directly controlled by the a-priori
estimate (3.4).
Our method for enhancing the convexity of H is reminiscent of a standard convexification idea
concerning metastable states. To explain the similarity, consider a particle near one of the local
minima of a double well potential separated by a local maximum, or energy barrier. Although the
potential is not convex globally, one may still study a reference problem defined by convexifying
the potential along with the well in which the particle initially resides. Before the particle reaches
the energy barrier, there is no difference between these two problems. Thus questions concerning
time scales shorter than the typical escape time can be conveniently answered by considering
the convexified problem; in particular the escape time in the metastability problem itself can be
estimated by using convex analysis. Our DBM problem is already convex, but not sufficiently
convex. The modification by adding W enhances convexity without altering the local statistics.
This is similar to the convexification in the metastability problem which does not alter events before
the escape time.
3.1.3 Some details on the proof of Theorem 3.2
The core of the proof is divided into three theorems. For the flow with generator L˜ , we have the
following estimates on the entropy and Dirichlet form.
Theorem 3.3. Consider the forward equation
∂tqt = L˜ qt, t > 0, (3.26)
with the reversible measure ω defined in (3.24). The initial condition q0 satisfies
∫
q0dω = 1. Then
we have the following estimates
∂tDω(
√
qt) 6 − 1
2τ
Dω(
√
qt)− 1
2N2
∫ N∑
i,j=1
(∂i
√
qt − ∂j√qt)2
(xi − xj)2 dω, (3.27)
1
2N2
∫ ∞
0
ds
∫ N∑
i,j=1
(∂i
√
qs − ∂j√qs)2
(xi − xj)2 dω 6 Dω(
√
q0) (3.28)
and the logarithmic Sobolev inequality
Sω(q) 6 CτDω(
√
q0) (3.29)
with a universal constant C. Thus the relaxation time to equilibrium is of order τ :
Sω(qt) 6 e
−Ct/τSω(q0), Dω(qt) 6 e−Ct/τDω(q0). (3.30)
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Proof. Denote by h =
√
q and we have the equation
∂tDω(ht) = ∂t
1
2N
∫
(∇h)2e−NH˜dx 6 − 1
2N
∫
∇h(∇2H˜)∇he−NH˜dx. (3.31)
In our case, (3.21) and (3.22) imply that the Hessian of H˜ is bounded from below as
∇h(∇2H˜)∇h > C
τ
∑
j
(∂jh)
2 +
1
2N
∑
i,j
1
(xi − xj)2 (∂ih− ∂jh)
2 (3.32)
with some positive constant C. This proves (3.27) and (3.28). The rest can be proved by straight-
forward arguments analogously to (3.14)–(3.19).
Notice that the estimate (3.28) is an additional information that we extracted from the Bakry-
E´mery argument by using the second term in the Hessian estimate (3.21). It plays a key role in
the next theorem.
Theorem 3.4 (Dirichlet form inequality). Let q be a probability density
∫
qdω = 1 and let O : R→ R
be a smooth function with compact support. Then for any J ⊂ {1, 2, . . . , N − 1} and any t > 0 we
have∣∣∣ ∫ 1|J |∑
i∈J
O(N(xi−xi+1))qdω−
∫
1
|J |
∑
i∈J
O(N(xi−xi+1))dω
∣∣∣ 6 C(tDω(√q)|J | )1/2+C√Sω(q)e−ct/τ .
(3.33)
Proof. For simplicity, we assume that J = {1, 2, . . . , N − 1}. Let qt satisfy
∂tqt = L˜ qt, t > 0,
with an initial condition q0 = q. We write∫ [ 1
|J |
∑
i∈J
O(N(xi − xi+1))
]
(q − 1)dω (3.34)
=
∫ [ 1
|J |
∑
i∈J
O(N(xi − xi+1))
]
(q − qt)dω +
∫ [ 1
|J |
∑
i∈J
O(N(xi − xi+1))
]
(qt − 1)dω.
The second term in (3.34) can be estimated by (3.12), the decay of the entropy (3.30) and the
boundedness of O; this gives the second term in (3.33).
To estimate the first term in (3.34), by the evolution equation ∂qt = L˜ qt and the definition of
L˜ we have ∫
1
|J |
∑
i∈J
O(N(xi − xi+1))qtdω −
∫
1
|J |
∑
i∈J
O(N(xi − xi+1))q0dω
=
∫ t
0
ds
∫
1
|J |
∑
i∈J
O′(N(xi − xi+1))[∂iqs − ∂i+1qs]dω.
From the Schwarz inequality and ∂q = 2
√
q∂
√
q, the last term is bounded by
2
[ ∫ t
0
ds
∫
RN
N2
|J |2
∑
i∈J
[
O′(N(xi − xi+1))
]2
(xi − xi+1)2 qsdω
]1/2
(3.35)
×
[∫ t
0
ds
∫
RN
1
N2
∑
i
1
(xi − xi+1)2 [∂i
√
qs − ∂i+1√qs]2dω
]1/2
6 C
(Dω(√q0)t
|J |
)1/2
,
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where we have used (3.28) and that
[
O′(N(xi − xi+1))
]2
(xi − xi+1)2 6 CN−2 due to O being
smooth and compactly supported.
Alternatively, we could have directly estimated the left hand side of (3.33) by using the total
variation norm between qω and ω, which in turn could be estimated by the entropy (3.12) and the
Dirichlet form using the logarithmic Sobolev inequality, i.e., by
C
∫
|q − 1|dω 6 C
√
Sω(q) 6 C
√
τDω(
√
q). (3.36)
However, compared with this simple bound, the estimate (3.33) gains an extra factor |J | ∼ N in
the denominator, i.e. it is in terms of Dirichlet form per particle. The improvement is due to the
fact that the observable in (3.33) depends only on the gap, i.e. difference of points. This allows us
to exploit the additional term (3.28) gained in the Bakry-E´mery argument. This is a manifestation
of the general observation that gap-observables behave much better than point-observables.
The final ingredient in proving Theorem 3.2 is the following entropy and Dirichlet form esti-
mates.
Theorem 3.5. Suppose that (3.21) holds. Let a > 0 be fixed and recall the definition of Q = Qa
from (3.4). Fix a constant τ > N−2a and consider the local relaxation measure ω with this τ . Set
ψ := ω/µ and let gt := ft/ψ. Suppose there is a constant m such that
S(fτω|ω) 6 CNm. (3.37)
Then for any t > τN ε the entropy and the Dirichlet form satisfy the estimates:
S(gtω|ω) 6 CN2Qτ−1, Dω(√gt) 6 CN2Qτ−2 (3.38)
where the constants depend on ε and m.
Proof. The evolution of the entropy S(ftµ|ω) = Sω(gt) can be computed explicitly by the
formula [87]
∂tS(ftµ|ω) = − 2
N
∑
j
∫
(∂j
√
gt)
2 ψ dµ+
∫
gtLψ dµ.
Hence we have, by using (3.25),
∂tS(ftµ|ω) = − 2
N
∑
j
∫
(∂j
√
gt)
2 dω +
∫
L˜ gt dω +
∑
j
∫
bj∂jgt dω.
Since ω is L˜ -invariant and time independent, the middle term on the right hand side vanishes, and
from the Schwarz inequality
∂tS(ftµ|ω) 6 −Dω(√gt) + CN
∑
j
∫
b2jgt dω 6 −Dω(
√
gt) + CN
2Qτ−2. (3.39)
Notice that (3.39) is reminiscent to (3.14) for the derivative of the entropy of the measure gtω = ftµ
with respect to ω. The difference is, however, that gt does not satisfy the evolution equation with
the generator L˜ . The last term in (3.39) expresses the error.
Together with the logarithmic Sobolev inequality (3.29), we have
∂tS(ftµ|ω) 6 −Dω(√gt) + CN2Qτ−2 6 −Cτ−1S(ftµ|ω) + CN2Qτ−2. (3.40)
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Integrating the last inequality from τ to t and using the assumption (3.37) and t > τN ε, we have
proved the first inequality of (3.38). Using this result and integrating (3.39), we have∫ t
τ
Dω(
√
gs)ds 6 CN
2Qτ−1.
By the convexity of the Hamiltonian, Dµ(
√
ft) is decreasing in t. Since Dω(
√
gs) 6 CDµ(
√
fs) +
CN2Qτ−2, this proves the second inequality of (3.38).
Finally, we complete the proof of Theorem 3.2. For any given t > 0 we now choose τ := tN−ε
and we construct the local relaxation measure ω with this τ . Set ψ = ω/µ and let q := gt = ft/ψ be
the density q in Theorem 3.4. Then Theorem 3.5, Theorem 3.4 and an easy bound on the entropy
Sω(q) 6 CN
m imply that∣∣∣ ∫ 1
N
∑
i∈J
O(N(xi − xi+1))(ftdµ− dω)
∣∣∣ 6 C(tDω(√q)|J | )1/2 + C√Sω(q)e−cNε . (3.41)
6 C
(
t
N2Q
|J |τ2
)1/2
+ Ce−cN
ε
6 CN ε
√
N2Q
|J |t + Ce
−cNε ,
i.e., the local statistics of ftµ and ω are the same for any initial data fτ for which (3.37) is satisfied.
Applying the same argument to the Gaussian initial data, f0 = fτ = 1, we can also compare µ and
ω. We have thus proved (3.8) and hence the universality.
3.2 The Green function comparison theorems and four moment matching
We now state the Green function comparison theorem, Theorem 3.6. It will quickly lead to Theo-
rem 3.7 stating that the correlation functions of eigenvalues of two matrix ensembles are identical
on a scale smaller than 1/N provided that the first four moments of all matrix elements of these
two ensembles are almost the same. We will state a limited version for real Wigner matrices for
simplicity of presentation.
Theorem 3.6 (Green function comparison). [45, Theorem 2.3] Suppose that we have two N × N
Wigner matrices, H(v) and H(w), with matrix elements hij given by the random variables N
−1/2vij
and N−1/2wij , respectively, with vij and wij satisfying the uniform subexponential decay condition
(1.17). We assume that the first four moments of vij and wij are close to each other in the sense
that ∣∣Evsij − Ewsij∣∣ 6 N−δ−2+s/2, 1 6 s 6 4, (3.42)
holds for some δ > 0. Then there are positive constants C1 and ε, depending on ϑ and C0 from
(1.17) such that for any η with N−1−ε 6 η 6 N−1 and for any z1, z2 with Im zj = ±η, j = 1, 2, we
have
lim
N→∞
[
ETrG(v)(z1)TrG
(v)(z2)− ETrG(w)(z1)TrG(w)(z2)
]
= 0, (3.43)
where G(v) and G(w) denotes the Green functions of H(v) and H(w).
Here we formulated Theorem 3.6 for a product of two traces of the Green function, but the
result holds for a large class of smooth functions depending on several individual matrix elements
of the Green functions as well, see [45] for the precise statement. (The matching condition (3.42)
is slightly weaker than in [45], but the proof in [45] without any change yields this slightly stronger
version.) This general version of Theorem 3.6 implies the correlation functions of the two ensembles
at the scale 1/N are identical:
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Theorem 3.7 (Correlation function comparison). [45, Theorem 6.4] Suppose the assumptions of
Theorem 3.6 hold. Let p
(n)
v,N and p
(n)
w,N be the n−point functions of the eigenvalues w.r.t. the
probability law of the matrix H(v) and H(w), respectively. Then for any |E| < 2, any n > 1 and
any compactly supported continuous test function O : Rn → R we have
lim
N→∞
∫
Rn
dα1 . . . dαn O(α1, . . . , αn)
(
p
(n)
v,N − p(n)w,N
)(
E +
α1
N
, . . . , E +
αn
N
)
= 0. (3.44)
Notice that these comparison theorems hold for any fixed energy E, i.e. no averaging in energy
is necessary.
The basic idea for proving Theorem 3.6 is similar to Lindeberg’s proof of the central limit
theorem, where the random variables are replaced one by one with a Gaussian one. We will replace
the matrix elements vij with wij one by one and estimate the effect of this change on the resolvent
by a resolvent expansion. The idea of applying Lindeberg’s method in random matrices was recently
used by Chatterjee [15] for comparing the traces of the Green functions; the idea was also used by
Tao and Vu [81] in the context of comparing individual eigenvalue distributions.
The four moment matching condition (3.42) with δ = 0 first appeared in [81]. For comparison
with Theorem 3.6, we state here the main result of [81]. Let λ1 < λ2 < . . . < λN and λ
′
1 < λ
′
2 <
. . . < λ′N denote the eigenvalues of H and H
′, respectively. Then the joint distribution of any
k-tuple of eigenvalues on scale 1/N is very close to each other in the following sense:
Theorem 3.8 (Four moment theorem for eigenvalues). [81, Theorem 15] Let H and H ′ be two
Wigner matrices. Assume that the first four moments of hij and h
′
ij exactly match and the subex-
ponential decay (1.17) holds for the single entry distributions. Then for any sufficiently small
positive ε and ε′ and for any function F : Rk → R satisfying |∇jF | 6 N ε, j 6 5, and for any
selection of k-tuple of indices i1, i2, . . . , ik ∈ [εN, (1 − ε)N ] away from the edge, we have∣∣∣∣∣EF(Nλi1 , Nλi2 , . . . , Nλik)− E′F(Nλ′i1 , Nλ′i2 , . . . , Nλ′ik)
∣∣∣∣∣ 6 N−c0 (3.45)
with some c0 > 0. The exact moment matching condition can be relaxed to (3.42), but c0 will
depend on δ.
Note that the arguments in (3.45) are magnified by a factor N so the result is sufficiently
precise to detect individual eigenvalue correlations. Therefore Theorem 3.6 or 3.8 can prove bulk
universality for a Wigner matrix H if another H ′ is found, with matching four moments, for which
universality is already proved. This will be explained in Section 3.3.
Both Theorem 3.6 and Theorem 3.8 rely on some version of the local semicircle law on the
shortest possible scale. There are, however, three main differences between them.
(i) Theorem 3.6 compares the statistics of eigenvalues of two different ensembles near fixed en-
ergies while Theorem 3.8 compares the statistics of the j1, j2, . . . jk-th eigenvalues for fixed
labels j1, j2, . . . jk.
(ii) Both theorems are of perturbative nature that require some apriori information. Theorem 3.6
uses a bound on the resolvent matrix entries, |Gij(z)|, that has already been obtained in the
local semicircle law (see, e.g. (2.19)). Theorem 3.8 needs an apriori lower bound on the gaps
to exclude possible eigenvalue resonances that may render the expansion unstable. This is
achieved by a level repulsion estimate that is the most complicated technical part of [81].
Previously, even more precise level repulsion estimates were obtained in [39] but only for
smooth distributions.
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(iii) Theorem 3.6 also compares off-diagonal Green function elements, an information that cannot
be obtained from Theorem 3.8. Hence it directly provides information on the eigenvectors
as well, see [58] for the development. In fact, once Theorem 3.6 is proved for all energies, it
also implies Theorem 3.8. The reason is that we can integrate correlation functions in energy
with a precision smaller than the typical size of the gap, hence eigenvalues with a fixed label
can be identified. This was first done near the edge in [32] and later in the bulk in [58].
Sketch of the proof of Theorem 3.6. We fix a bijective ordering map on the index set of the
independent matrix elements,
φ : {(i, j) : 1 6 i 6 j 6 N} →
{
1, . . . , γ(N)
}
, γ(N) :=
N(N + 1)
2
,
and denote by Hγ the Wigner matrix whose matrix elements hij follow the v-distribution if φ(i, j) 6
γ and they follow the w-distribution otherwise; in particular H(v) = H0 and H
(w) = Hγ(N).
Consider the telescopic sum of differences of expectations (we present only one resolvent for
simplicity of the presentation):
E
(
1
N
Tr
1
H(w) − z
)
−E
(
1
N
Tr
1
H(v) − z
)
(3.46)
=
γ(N)∑
γ=1
[
E
(
1
N
Tr
1
Hγ − z
)
− E
(
1
N
Tr
1
Hγ−1 − z
)]
.
Let E(ij) denote the matrix whose matrix elements are zero everywhere except at the (i, j) position,
where it is 1, i.e., E
(ij)
kℓ = δikδjℓ. Fix a γ > 1 and let (i, j) be determined by φ(i, j) = γ. We will
compare Hγ−1 with Hγ . Note that these two matrices differ only in the (i, j) and (j, i) matrix
elements and they can be written as
Hγ−1 = Q+
1√
N
V, V := vijE
(ij) + vjiE
(ji), vji := vij,
Hγ = Q+
1√
N
W, W := wijE
(ij) + wjiE
(ji), wji := wij,
with a matrix Q that has zero matrix element at the (i, j) and (j, i) positions.
By the resolvent expansion,
Sγ−1 = R−N−1/2RV R+ . . .+N−2(RV )4R−N−5/2(RV )5S, R := 1
Q− z , Sγ−1 :=
1
Hγ−1 − z ,
and a similar expression holds for the resolvent Sγ of by Hγ . From the local semicircle law for
individual matrix elements (2.19), the matrix elements of all Green functions R, Sγ−1, Sγ are
bounded by CN2ε. Although (2.19) is not directly applicable to η > N−1+ε, it is easy to show that
|Gij(E + iη)| 6 max
i
|Gii(E + iη)| 6 η
′
η
max
i
|Gii(E + iη′)|
so choosing η′ ∼ N−1+ε we can prove a bound for η slightly below 1/N at the expense of a factor
η/η′. The estimates of the related resolvents R, Sγ−1, Sγ are similar.
By assumption (3.42), the difference between the expectation of matrix elements of Sγ−1 and
Sγ is of order N
−2−δ+Cε. Since the number of steps, γ(N) is of order N2, the difference in (3.46)
is of order N2N−2−δ+Cε ≪ 1, and this proves Theorem 3.6 for a single resolvent. It is very simple
to turn this heuristic argument into a rigorous proof and to generalize it to the product of several
resolvents. The real difficulty is the input that the resolvent entries can be bounded for a general
class of Wigner matrices down to the almost optimal scale η ∼ 1/N .
48
3.3 Universality for generalized Wigner matrices: putting it together
In this short section we put the previous information together to prove Theorem 1.2. We first focus
on the case when bN is independent of N . Recall that Theorem 3.1 states that the correlation
functions of the Gaussian divisible ensemble,
Ht = e
−t/2H0 + (1− e−t)1/2 U, (3.47)
where H0 is the initial Wigner matrix and U is an independent standard GUE (or GOE) matrix,
are given by the corresponding GUE (or GOE) for t > N−2a+ε provided that the a-priori estimate
(3.4) holds for the solution ft of the forward equation (3.2) with some exponent a > 0. Since the
rigidity of eigenvalues (2.22) holds uniformly for all generalized Wigner matrices, we have proved
(3.4) for a = 1/2 − ε with any ε > 0.
From the evolution of the OU process (3.1) for vij = N
1/2hij we have∣∣Evsij(t)− Evsij(0)∣∣ 6 Ct = CN−1+3ε (3.48)
for s = 3, 4 and with the choice of t = N−1+3ε. Furthermore, Ehsij(t) are independent of t for
s = 1, 2 due to Evij(0) = 0 and Ev
2
ij(t) = 1. Hence (3.42) is satisfied for the matrix elements of Ht
and H0 and we can thus use Theorem 3.7 to conclude that the correlation functions of Ht and H0
are identical at the scale 1/N . Since the correlation functions of Ht are given by the corresponding
Gaussian case, we have proved Theorem 1.2 under the condition that the probability distribution
of the matrix elements decay subexponentially. Finally, we need a technical cutoff argument to
relax the decay condition to (1.13) which we omit here (see Section 7 in [32]).
The argument for N -dependent b = bN in the range bN > N
−1+ξ, ξ > 0, is slightly different.
For such a small bN , (3.7) could be established only for relatively large times, t > N
−ξ/8. We
cannot therefore compare H0 with Ht directly, since the deviation of the third moments of vij(0)
and vij(t) in (3.48) would not satisfy (3.42). Instead, we construct an auxiliary Wigner matrix Ĥ0
such that up to the third moment its time evolution Ĥt under the OU flow (3.47) matches exactly
the original matrix H0 and the fourth moments are close even for t of order N
−ξ/8 (see Lemma 3.4
of [46]). Theorem 3.1 will then be applied for Ĥt, and Theorem 3.6 can be used to compare Ĥt and
H0. This completes the sketch of the proof of Theorem 1.2.
4 Universality of the correlation functions for β-ensembles
In this section we outline the proof of Theorem 1.4. We will use the notation µ = µ
(N)
β,V for the
probability measure defining the general β-ensemble with a potential V on N ordered real points
λ1 6 . . . 6 λN , see (1.10). We let P
µ and Eµ denote the probability and the expectation with
respect to µ. The equilibrium density is denoted by ̺ = ̺V and its Stieltjes transform by
m(z) = mV (z) =
∫
R
̺V (x)
x− z dx.
The classical location of the k-th point will be denoted by γk = γk,V , see (1.22). Note that in this
section µ, ̺, m and γk refer to the quantities related to the general V and not the Gaussian one
as in the previous sections. This avoids carrying the V subscripts all the time as in Section 2 we
dropped the subscripts sc referring to the semicircle law.
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4.1 Rigidity estimates
For simplicity of presentation we assume that the potential V is convex, i.e.,
̟ :=
1
2
inf
x∈R
V ′′(x) > 0, (4.1)
the equilibrium density ̺(s) is supported on a single interval [A,B] ⊂ R and satisfies (1.20) (for
the general case, see [12]). The Gaussian case corresponds to V (x) = x2/2, in which case the
equilibrium density is the semicircle law, ̺sc, given by (1.3). Our main result concerning the
universality is Theorem 1.4 and similar statement holds for the universality of the averaged gap
distributions directly. In fact, the proof of Theorem 1.4 goes via the averaged gap distribution as
we now explain.
The first step to prove Theorem 1.4 is the following theorem which provides a rigidity estimate
on the location of each individual point. The precision in the bulk is almost down to the optimal
scale 1/N , the estimate is weaker near the edges. In the following, we will denote Jx, yK = N∩ [x, y].
Theorem 4.1. [11, Theorem 3.1 and Lemma 3.6] Fix any α, ε > 0 and assume that (4.1) holds.
Then there are constants δ, c1, c2 > 0 such that for any N > 1 and k ∈ JαN, (1− α)NK,
P
µ
(|λk − γk| > N−1+ε) 6 c1e−c2Nδ . (4.2)
The following weaker bound is valid close to the spectral edges:
P
µ
(
|λk − γk| > N−4/15+ε
)
6 c1e
−c2Nδ . (4.3)
for any k ∈ JN3/5+ε, N −N3/5+εK. Finally, the bound
P
µ (|λk − γk| > ε) 6 c1e−c2Nδ . (4.4)
holds for any k ∈ J1, NK.
We explain some ideas of the proof of (4.2), the arguments for (4.3) are similar and (4.4) follows
from an easy large deviation bound, see [11]. The first ingredient to prove (4.2) is an analysis of
the loop equation following Johansson [57] and Shcherbina [78]. The equilibrium density ̺, for a
convex potential V , is given by
̺(t) =
1
π
r(t)
√
(t−A)(B − t)1[A,B](t), (4.5)
where r is a real function that can be extended to an analytic function in C and r has no zero
in R. Denote by s(z) := −2r(z)√(A− z)(B − z) where the square root is defined such that its
asymptotic value is z as z →∞. Recall that the density is the one-point correlation function which
is characterized by∫
R
dλ1O(λ1)p
(1)
N (λ1) =
∫
RN
O(λ1)dµ
(N)
β,V (λ), λ = (λ1, λ2, . . . , λN ). (4.6)
Let m¯N and m be the Stieltjes transforms of the density p
(1)
N and the equilibrium density ̺, respec-
tively. Notice that in Section 2 we have used mN to denote the Stieltjes transform of the empirical
measure (2.11); here m¯N denotes the ensemble average of the analogous quantity.
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Define the analytic functions
bN (z) :=
∫
R
V ′(z)− V ′(t)
z − t (p
(N)
1 − ̺)(t)1(t)
and
cN (z) :=
1
N2
kN (z) +
1
N
(
2
β
− 1
)
m¯′N (z), with kN (z) := Varµ
(
N∑
k=1
1
z − λk
)
.
Here for complex random variables X we use the definition that Var(X) = E(X2)− E(X)2.
The equation used by Johansson (which can be obtained by a change of variables in (4.6) [57] or
by integration by parts [78]), is a variation of the loop equation (see, e.g., [48]) used in the physics
literature and it takes the form
(m¯N −m)2 + s(m¯N −m) + bN = cN . (4.7)
Equation (4.7) can be used to express the difference m¯N −m in terms of (m¯N −m)2, bN and
cN . In the regime where |m¯N −m| is small, we can neglect the quadratic term. The term bN is
of the same order as |m¯N −m| and is difficult to treat. As observed in [5, 78], for analytic V , this
term vanishes when we perform a contour integration. So we have roughly the relation
(m¯N −m) ∼ 1
N2
Varµ
(
N∑
k=1
1
z − λk
)
, (4.8)
where we dropped the less important error involving m¯′N (z)/N due to the extra 1/N factor. In
the convex setting, the variance can be estimated by the logarithmic Sobolev inequality and we
immediately obtain an estimate on m¯N −m. We then use the Helffer-Sjo¨strand formula, see (2.24),
to estimate the locations of the particles. This will provide us with an accuracy of order N−1/2
for Eµλk − γk. This argument gives only an estimate on the expectation of the locations of the
particles since we only have information on the averaged quantity, m¯N . Although it is tempting
to use this new accuracy information on the particles to estimate the variance again in (4.8), the
information on the expectation on λk alone is very difficult to use in a bootstrap argument. To
estimate the variance of a non-trivial function of λk we need high probability estimates on λk.
The key idea in this section is the observation that the accuracy information on the λ’s can be
used to improve the local convexity of the measure µ in the direction involving the differences of
λ’s. To explain this idea, we compute the Hessian of the Hamiltonian of µ:〈
v,∇2H(λ)v
〉
> ̟ ‖v‖2 + 1
N
∑
i<j
(vi − vj)2
(λi − λj)2 .
The naive lower bound on ∇2H is ̟, but for a typical λ = (λ1, λ2, . . . , λN ) it is in fact much better
in most directions. To see this effect, suppose we know |λi − λj | . M/N with some M for any
i, j ∈ IMk , where IMk := Jk −M,k +MK. Then for v = (vk−M , . . . , vk+M ) with
∑
j vj = 0 we have〈
v,∇2H(λ)v
〉
>
N
M2
∑
i,j∈IM
k
(vi − vj)2 > C N
M
∑
j
v2j . (4.9)
This improves the convexity of the Hessian to N/M on the hyperplane
∑
j vj = 0. Let
λ
[M ]
k :=
1
|IMk |
∑
j∈IM
k
λj =
1
2M + 1
∑
j∈IM
k
λj
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denote the block average of the locations of particles and rewrite
λk − λ[N
1−ε]
k =
∑
j
(
λ
[Mj ]
k − λ
[Mj+1]
k
)
as a telescopic sum with an appropriate sequence of M1 = 0, M2, . . . with the property that
Mj/Mj−1 6 N ε. We can now use the improved concentration on the hyperplane
∑
j vj = 0 to the
variables λ
[Mj ]
k − λ
[Mj+1]
k to control the fluctuation of λk − λ[N
1−ε]
k . Since the fluctuation of λ
[N1−ε]
k
is very small for small ε, we finally arrive at the estimate
P
µ (|λk − Eµ(λk)| > a) 6 Ce−CN2a2/M . (4.10)
From (4.10) we thus have that |λk −Eµλk| .
√
M/N with high probability. This improves the
starting accuracy |λi−λj | . M/N for i, j ∈ IMk to |λi−λj | . M ′/N with some M ′ ≪M , provided
that we can prove that |Eµ(λi − λj)| ≪ M ′/N . But the last inequality involves only expectations
and it will follow from the analysis of the loop equation (4.7) we just mentioned above. Starting
fromM = N , this procedure can be repeated by decreasingM step by step until we get the optimal
accuracy, M ∼ O(1). The implementation of this argument in [11] is somewhat different from this
sketch due to various technical issues, but it follows the same basic idea.
4.2 The local equilibrium measure
Having completed the first step, the rigidity estimate, we now focus on the second step, i.e. on the
uniqueness of the local Gibbs measure. Let 0 < κ < 1/2. Choose q ∈ [κ, 1 − κ] and set L = [Nq]
(the integer part). Fix an integer K = Nk with k < 1. We will study the local spacing statistics of
K consecutive particles
{λj : j ∈ I}, I = IL := JL+ 1, L+KK.
These particles are typically located near Eq determined by the relation∫ Eq
−∞
̺(t)dt = q.
Note that |γL − Eq| 6 C/N .
We will distinguish the inside and outside particles by renaming them as
(λ1, λ2, . . . , λN ) := (y1, . . . yL, xL+1, . . . , xL+K , yL+K+1, . . . yN ) ∈ Ξ(N), (4.11)
but note that they keep their original indices. The notation Ξ(N) refers to the simplex {z : z1 <
z2 < . . . < zN} in RN . In short we will write
x = (xL+1, . . . , xL+K), and y = (y1, . . . , yL, yL+K+1, . . . , yN ),
all in increasing order, i.e. x ∈ Ξ(K) and y ∈ Ξ(N−K). We will refer to the y’s as external points
and to the x’s as internal points.
We will fix the external points (also called as boundary conditions) and study conditional
measures on the internal points. We define the local equilibrium measure on x with fixed boundary
condition y by
µy(dx) = µy(x)dx, µy(x) := µ(y,x)
[∫
µ(y,x)dx
]−1
. (4.12)
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Note that for any fixed y ∈ Ξ(N−K), the measure µy is supported on configurations of K points
x = {xj}j∈I located in the interval [yL, yL+K+1].
The Hamiltonian Hy of the measure µy(dx) ∼ exp(−βNHy(x))dx is given by
Hy(x) :=
∑
i∈I
1
2
Vy(xi)− 1
N
∑
i,j∈I
i<j
log |xj−xi| with Vy(x) := V (x)− 2
N
∑
j 6∈I
log |x−yj |. (4.13)
We now define the set of good boundary configurations with a parameter δ = δ(N) > 0
Gδ = G :=
{
y ∈ Ξ(N−K) : |yj − γj| 6 δ, ∀ j ∈ JNκ/2, LK ∪ JL+K + 1, N(1 − κ/2)K
}
, (4.14)
where κ is a small constant to cutoff points near the spectral edges. Some rather weak additional
conditions for y near the spectral edges will also be needed. They can be built in the definition of
G based upon the bounds (4.3) and (4.4) but we will neglect this issue here.
Let σ and µ be two measures of the form (1.10) with potentials W and V and densities ̺ = ̺W
and ̺V , respectively. For our purpose W (x) = x
2/2, i.e., σ is the Gaussian β-ensemble and its
density ̺W (t) =
1
2π (4 − t2)
1/2
+ is the Wigner semicircle law. Let the sequence γj be the classical
locations for µ and the sequence θj be the classical locations for σ. Similarly to the construction
of the measure µy, for any positive integer L
′ ∈ J1, N − KK we can construct the measure σθ
conditioned that the particles outside are given by the classical locations θj for j /∈ JL′, L′ +KK.
More precisely, we define a reference local Gaussian measure σθ ∼ exp(−βNHθ(x))dx on the set
[θL′ , θL′+K+1] via the Hamiltonian
Hθ(x) =
∑
i∈I′
[1
4
x2i −
1
N
∑
j 6∈I′
log |xi − θj|
]
− 1
N
∑
i,j∈I′
i<j
log |xj − xi|, (4.15)
where I ′ := JL′ + 1, L′ +KK. Since L′ will not play an active role, we will abuse the notation and
set L′ = L.
The measure µy lives on the interval [yL, yL+K+1] while the measure σθ lives on the interval
[θL, θL+K+1] and it is difficult to compare them. But after an appropriate translation and dilation,
they will live on the same interval and from now on we assume that [yL, yL+K+1] = [θL, θL+K+1].
The parameter K = Nk has to be sufficiently small since ̺V and ̺W are not constant functions and
we have to match these two densities quite precisely in the whole interval. There are some other
subtle issues related to the rescaling, but we will neglect them here to concentrate on the main
ideas. Our main result is the following theorem which is essentially a combination of Proposition
4.2 and Theorem 4.4 from [11].
Theorem 4.2. Let 0 < ϕ 6 138 . Fix K = N
k, δ = N−1+ϕ and k = 392 ϕ. Then for y ∈ Gδ we have∣∣∣∣∣Eµy 1K ∑
i∈I
O
(
N(xi − xi+1)
)
− Eσθ 1
K
∑
i∈I
O
(
N(xi − xi+1)
)∣∣∣∣∣→ 0 (4.16)
as N → ∞ for any smooth and compactly supported test function O. A similar formula holds for
more complicated observables of the form (3.9).
From the rigidity estimate, Theorem 4.1, it follows that Gδ has an overwhelming probability,
so the expectation Eµy can be changed to Eµ and similarly for the reference measure. Once (4.16)
is proven for all observables of the form (3.9), we get that the locally averaged gap statistics for µ
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coincide with those of the reference Gaussian case, hence they are universal. Since averaged gap
statistics identifies locally averaged correlation functions, we obtain Theorem 1.4.
It remains to prove Theorem 4.2. The basic idea is to use the Dirichlet form inequality (3.33).
Although (3.33) was stated for an infinite volume measure, it holds for any measure with repulsive
logarithmic interactions in a finite volume and with the parameter τ−1 being the lower bound on
the Hessian of the Hamiltonian. In our setting, we denote by τ−1σ the lower bound for ∇2Hθ, and
the Dirichlet form inequality becomes∣∣∣∣∣[Eµy − Eσθ] 1K ∑
i∈I
O
(
N(xi − xi+1)
)∣∣∣∣∣ 6 C(τσN εK D(µy|σθ) )1/2 + Ce−cNε
√
S(µy|σθ
)
, (4.17)
where
D(µy | σθ) := 1
2N
∫ ∣∣∣∇
√
dµy
dσθ
∣∣∣2dσθ. (4.18)
Thus our task is to prove that
τσN
εD(µy | σθ)
K
→ 0. (4.19)
By definition,
τσ
K
D
(
µy | σθ) 6 τσN
K
∫ ∑
L+16j6L+K
Z2j dµy,
where Zj is defined as
Zj :=
β
2
V ′(xj)− β
N
∑
k<L
k>L+K
1
xj − yk −
β
2
W ′(xj) +
β
N
∑
k<L
k>L+K
1
xj − θk . (4.20)
Using the equilibrium relation (1.20) between the potentials V , W and the densities ̺V , ̺W , we
have
Zj =β
∫
R
̺V (y)
xj − ydy −
β
N
∑
k<L
k>L+K
1
xj − yk − β
∫
R
̺W (y)
xj − ydy +
β
N
∑
k<L
k>L+K
1
xj − θk .
Hence Zj is the sum of the error terms,
Aj : =
∫
y 6∈[yL,yL+K+1]
̺V (y)
xj − ydy −
1
N
∑
k<L
k>L+K
1
xj − yk , (4.21)
Bj :=
∫ yL+K+1
yL
̺V (y)− ̺W (y)
xj − y dy, (4.22)
and there is a term similar to Aj with yj replaced by θj and ̺V replaced by ̺W .
With our convention, the total numbers of particles in the interval [yL+K+1, yL] are equal and
thus ∫ yL+K+1
yL
̺V (y)dy =
∫ yL+K+1
yL
̺W (y)dy.
Since the densities ρV and ρW are C
1 functions away from the endpoints A and B and yL+K+1−yL
is small, |ρV − ρW | is small in the interval [yL+K+1, yL] and thus Bj is small. For estimating Aj ,
we can replace the integral ∫ yL
−∞
̺V (y)
xj − ydy by
1
N
∑
k<L
1
xj − γk
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with negligible errors, at least for j’s away from the edges, j ∈ JL+N ε, L+K −N εK. Thus
|Aj | 6 C
N
∣∣∣ ∑
k<L
k>L+K
T kj
∣∣∣, T kj := 1xj − yk − 1xj − γk , (4.23)
and T kj can be estimated by the assumption |yk − γk| 6 δ from y ∈ Gδ. The same argument works
if j is close to the edge, but k is away from the edges, i.e. k 6 L− N ε or k > L+K +N ε. The
edge terms, T kj for |j − k| 6 N ε, are difficult to estimate due to the singularity in the denominator
and the event that many yk’s with k < L may pile up near yL. To resolve this difficulty, we show
that the averaged local statistics of the measure µy are insensitive to the change of the boundary
conditions for y near the edges. This can be achieved by the simple inequality∣∣∣ 1
K
∑
i∈I
∫
O
(
N(xi − xi+1)
)
[dµy′ − dµy]
∣∣∣ 6 C ∫ |dµy′ − dµy| 6 C√S(µy′ |µy) (4.24)
for any two boundary conditions y and y′. Although we still have to estimate the entropy that
includes a logarithmic singularity, this can be done much more easily since entropy is less sensitive
to singularities than Dirichlet form. Therefore, we can replace the boundary condition yk with
y′k = θk for |j − k| 6 N ε and then the most singular edge terms in (4.20) cancel out.
We note that we can perform this replacement only for a small number of index pairs (j, k),
since estimating the gap distribution by the total entropy, as noted in (3.36) in Section 3.1, is not
as efficient as the estimate using the Dirichlet form per particle. Thus we can afford to use this
argument only for the edge terms, |j − k| 6 N ε. For all other index pairs (j, k) we still have to
estimate T kj by exploiting that y is a good configuration, i.e. yk − γk is small.
Unfortunately, even with the optimal accuracy δ ∼ N−1+ε′ in (4.14) as an input, the relation
(4.19) still cannot be satisfied for any choice of N cε
′
6 K 6 N1−cε′. To understand this problem,
we remark that while the edge terms become a smaller percentage of the total terms in (4.24) as K
gets bigger, the relaxation time to equilibrium for σθ, determined by the convexity of H′′θ, increases
at the same time. At the end of our calculation, there is no good regime for the choice of K.
Fortunately, this can be resolved by using the idea of the local relaxation measure as in (3.22), i.e.,
we add a quadratic term 12τ (xj − γj)2 to the Hamiltonian of the measure µy and 12τσ (xj − θj)2 for
the measure σθ. With these ideas, we can complete the proof of Theorem 4.2.
5 Single gap universality
In this section we outline the proofs of Theorem 1.3 and 1.5 following closely [44]. Both proofs
rely on the single gap universality for the locally conditioned measure µy introduced already in
(4.12). This will be stated in Theorem 5.1, whose proof takes up most of this section. At the end,
in Section 5.4 we complete the proofs of Theorem 1.3 and 1.5.
5.1 Statements on local equilibrium measures
5.1.1 Definition
We work in the bulk spectrum and we consider the local equilibrium measure on K := 2K + 1
points which is the conditional measure after fixing all other points. To define it precisely, we fix
two small positive numbers, α, δ > 0 and choose two positive integer parameters L,K such that
L ∈ JαN, (1 − α)NK, N δ 6 K 6 N1/4. (5.1)
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All results will hold for any sufficiently small α, δ and for any sufficiently large N > N0, where the
threshold N0 depends on α, δ and maybe on other parameters of the model.
Denote I = IL,K := JL−K,L+KK the set of K consecutive indices in the bulk. As in Section 4.2,
we will distinguish external and internal points by renaming them as
(λ1, λ2, . . . , λN ) := (y1, . . . yL−K−1, xL−K , . . . , xL+K , yL+K+1, . . . yN ) ∈ Ξ(N), (5.2)
the only difference is that here the internal particles are labelled symmetrically to L. This discrep-
ancy is only notational, but we prefer to follow the notations of the original papers. In short we
will write
x = (xL−K , . . . xL+K) ∈ Ξ(K), and y = (y1, . . . yL−K−1, yL+K+1, . . . yN ) ∈ Ξ(N−K).
As in (4.12) we again define the local equilibrium measure on x with boundary condition y by
µy(dx) := µy(x)dx, µy(x) := µ(y,x)
[∫
µ(y,x)dx
]−1
, (5.3)
where µ = µ(y,x) is the (global) equilibrium measure (1.10). For a fixed y, this measure can also
be written as a Gibbs measure,
µy = µy,β,V = Z
−1
y
e−NβHy , (5.4)
with Hamiltonian
Hy(x) :=
∑
i∈I
1
2
Vy(xi)− 1
N
∑
i,j∈I
i<j
log |xj − xi|, Vy(x) := V (x)− 2
N
∑
k 6∈I
log |x− yk|. (5.5)
Here Vy(x) can be viewed as the external potential of a β-log-gas of the points {xi : i ∈ I} in the
configuration interval J = Jy := (yL−K−1, yL+K+1).
5.1.2 Universality of the local gap statistics for µy
Our main technical result, Theorem 5.1 below, asserts that the local gap statistics is essentially
independent of V and y as long as the boundary conditions y are regular. This property is expressed
by defining the following set of “good” boundary conditions with some given positive parameters
ξ, α (thet set G in (4.14) played exactly the same role)
R = RL,K(ξ, α) :={y : |yk − γk| 6 N−1Kξ, k ∈ JαN, (1− α)NK \ IL,K} (5.6)
∩ {y : |yk − γk| 6 N−4/15Kξ, k ∈ JN3/5Kξ, N −N3/5KξK}
∩ {y : |yk − γk| 6 1, k ∈ J1, NK \ IL,K}.
This definition is taylored to the rigidity bounds for the β-ensemble, see Theorem 4.1. Note that
R has a key parameter, the exponent ξ, which will be chosen as an arbitrary small positive number
in the applications. We will not follow its dependence precisely and we will often neglect it from
the notation, i.e. we will talk about “good” boundary conditions y ∈ R.
Good boundary conditions give rise to a regular potential Vy. More precisely, if y ∈ R, then
|Jy| = K
N̺(y¯)
+O
(Kξ
N
)
, (5.7)
V ′
y
(x) = ̺(y¯) log
d+(x)
d−(x)
+O
( Kξ
Nd(x)
)
, x ∈ Jy, (5.8)
V ′′
y
(x) > inf V ′′ +
c
d(x)
, x ∈ Jy. (5.9)
56
Here
y¯ :=
1
2
(yL−K−1 + yL+K+1)
denotes the midpoint of the configuration interval, d(x) := min{|x− yL−K−1|, |x− yL+K+1|} is the
distance of x to the boundary of the configuration interval J = (yL−K−1, yL+K+1) and d−(x) and
d+(x) are regularized versions of the distances of x to the closest and to the farthest endpoints of J ,
respectively. The key point is that the leading term of V ′
y
(x) depends on the boundary conditions
only through the density in the center, ̺(y¯). We also introduce
αj := y¯ +
j − L
K + 1 |J |, j ∈ IL,K , (5.10)
to denote the K equidistant points within the interval J .
Theorem 5.1 (Gap universality for local measures). Fix L, L˜ and K = 2K + 1 satisfying (5.1) with
an exponent δ > 0. Consider two boundary conditions y, y˜ such that the configuration intervals
coincide,
J = (yL−K−1, yL+K+1) = (y˜L˜−K−1, y˜L˜+K+1). (5.11)
We consider the measures µ = µy,β,V and µ˜ = µy˜,β,V˜ defined as in (5.4), with possibly two different
external potentials V and V˜ . Let ξ > 0 be a small constant. Assume that |J | satisfies
|J | = K
N̺(y¯)
+O
(Kξ
N
)
. (5.12)
Suppose that y, y˜ ∈ R and that
max
j∈IL,K
∣∣∣Eµyxj − αj∣∣∣+ max
j∈I
L˜,K
∣∣∣Eµ˜y˜xj − αj∣∣∣ 6 CN−1Kξ (5.13)
holds. Let the integer number p satisfy |p| 6 K − K1−ξ∗ for some small ξ∗ > 0. Then there
exists ξ0 > 0, depending on δ, such that if ξ, ξ
∗ 6 ξ0 then for any n fixed and any bounded smooth
observable O : Rn → R with compact support we have∣∣∣∣∣EµyO(N(xL+p − xL+p+1), . . .N(xL+p − xL+p+n)) (5.14)
− Eµ˜y˜O(N(x
L˜+p
− x
L˜+p+1
), . . . N(x
L˜+p
− x
L˜+p+n
)
)∣∣∣∣∣ 6 CK−ε
for some ε > 0 depending on δ, α and for some C depending on O. This holds for any N > N0
sufficiently large, where N0 depends on the parameters ξ, ξ
∗, α, and C in (5.13).
5.1.3 Rigidity and level repulsion of µy
In the following two theorems we establish rigidity and level repulsion estimates for the local log-gas
µy with good boundary conditions y. While both rigidity and level repulsion are basic questions
for log gases and are interesting in themselves, our main motivation to prove these theorems is to
use them in the proof of Theorem 5.1.
We remark that an almost optimal rigidity estimate in the bulk was given in Theorem 4.1 and
some level repulsion bound was given in (4.11) of [11], these results hold with respect to the global
measure µ. For the proof of Theorem 5.1 we need their local versions with respect to µy, at least
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for most y. Naively, this looks as a simple conditioning argument, but there is a subtle point. From
the estimates w.r.t. µ, one can conclude that µy has a good rigidity bound for a set of boundary
conditions with high probability w.r.t. the global measure µ. This will be sufficient for the proof of
Theorem 1.5, but not for Theorem 1.3. In the proof for the gap universality of Wigner matrices we
will need a rigidity estimate for µy for a set of y’s with high probability with respect to by the time
evolved measure ftµ which may be asymptotically singular to µ for large N . The following result
asserts that a rigidity estimate holds for µy provided that y itself satisfies a rigidity bound and an
extra condition, (5.15), holds. This condition will have to be verified with different methods in the
Wigner case.
Theorem 5.2 (Rigidity estimate for local measures). For y ∈ R consider the local equilibrium
measure µy defined in (5.4) and assume that∣∣∣Eµyxk − αk∣∣∣ 6 CN−1Kξ, k ∈ I = IL,K, (5.15)
is satisfied. Then there are positive constants C, c, depending on ξ, such that for any k ∈ I and
u > 0,
P
µy
(
N
∣∣xk − αk∣∣ > uKξ) 6 Ce−cu2 . (5.16)
The proof of this result is similar to that of the concentration estimate (4.10) in Theorem 4.1.
To estimate xk − Eµyxk, we again use a multiscale argument of local averages for which stronger
convexity bounds are available. The analogue of the accuracy estimate controlling Eµyxk − γk in
Theorem 4.1 is replaced by the assumption (5.15). Notice that, unlike for the global measure µ, a
direct accuracy control via the loop equation is not available for µy since the potential Vy is not
analytic.
Now we state the level repulsion estimates.
Theorem 5.3 (Level repulsion estimate for local measures). For y ∈ R we have the following
estimates:
i) [Weak form of level repulsion] For any s > 0 we have
P
µy [N(xi+1 − xi) 6 s] 6 C (Ns)β+1 , i ∈ JL−K − 1, L+KK. (5.17)
ii) [Strong form of level repulsion] Suppose that there exist positive constants C, c such that the
following rigidity estimate holds for any k ∈ I:
P
µy
(
N |xk − αk| > CKξ2
)
6 C exp (−Kc). (5.18)
Then there exists small a constant θ, depending on C, c in (5.18), such that for any s > exp(−Kθ).
we have
P
µy [N(xi+1 − xi) 6 s] 6 C
(
Kξs logN
)β+1
, i ∈ JL−K − 1, L+KK. (5.19)
The level repulsion bounds will mostly be used in the following estimate which trivially follows
from Theorem 5.3
Corollary 5.4. Let y ∈ R, then for any p < β + 1 we have
E
µy 1[
N |xi − xi+1|
]p 6 CpKC3ξ, i ∈ JL−K − 1, L+KK. (5.20)
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5.1.4 Sketch of the proof of the level repulsion
The proof of part (ii) of Theorem 5.3 goes in three steps. For simplicity, we consider (5.19) only
for the first gap, i.e. i = L−K − 1 and we also assume that y¯ = 0 by a simple shift.
Step 1. In this step we prove
P
µy(xL−K − yL−K−1 6 s/N) 6 CKs logN, (5.21)
which is essentially (5.19) but with factor K instead of Kξ and with the exponent β + 1 replaced
with one. The proof of (5.21) is dilation argument. For a nonnegative parameter ϕ, we define
Zϕ :=
∫
. . .
∫ a−aϕ
−a+aϕ
dx
∏
i,j∈I
i<j
(xi − xj)βe−N
β
2
∑
j Vy(xj)
= (1− ϕ)K+βK(K−1)/2
∫
. . .
∫ a
−a
dw
∏
i<j
(wi − wj)βe−N
β
2
∑
j Vy((1−ϕ)wj ), (5.22)
where we set
a := −yL−K−1, wj := (1− ϕ)−1xL+j, dx =
∏
|j|6K
dxL+j dw =
∏
|j|6K
dwj.
Clearly Zϕ=0 is the normalization constant of the measure µy and we have
P
µy(xL−K − (−a) > aϕ) > Zϕ
Z0
. (5.23)
The multiple integral on the r.h.s of (5.22) is almost the same as Z0, except that the argument of
Vy is rescaled by 1 − ϕ. This effect can be estimated from the explicit formula (5.5) for Vy. The
external potential V in (5.5) is unproblematic since it is smooth. Due to y ∈ R, the points yj are
regularly spaced on scales at least Kξ/N , thus the sum of the interaction terms log |x− yk| for k’s
away from the edges of Ic, i.e. k 6 L− 2K or k > L+2K, is a regular function of x and the effect
of dilation can be well approximated by Taylor expansion. For nearby k’s right below the lower
edge, i.e. L− 2K 6 k 6 L −K, we use the trivial bound (1 − ϕ)x − yk > (1 − ϕ)(x − yk). From
these estimates it follows that
Zϕ
Z0
> 1−CK2ϕ logN. (5.24)
Since a ∼ K/N , together with (5.23) it implies (5.21).
Step 2. Now we consider an auxiliary measure which are slightly modified version of the local
equilibrium measures:
µ(0) := Z(0)(xL−K − yL−K−1)−βµy; (5.25)
where Z(0) are chosen for normalization. In other words, we drop the term (xL−K−yL−K−1)β from
the measure µy. Setting X := xL−K − yL−K−1 for brevity, we have
P
µy [X 6 s/N ] =
E
µ(0) [1(X 6 s/N)Xβ]
Eµ
(0)
[Xβ ]
. (5.26)
The estimate (5.21) also holds for µ(0) and thus
E
µ(0) [1(X 6 s/N)Xβ ] 6 C(s/N)βKs logN
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and with the choice s = cK−1(logN)−1 in (5.21) we also have
P
µ(0)
(
X >
c
NK logN
)
> 1/2
with some positive constant c. This implies that
E
µ(0) [Xβ] >
1
2
(
c
NK logN
)β
.
Combining with (5.26), we have thus proved that
P
µy [X 6 s/N ] 6 C (Ks logN)β+1 , (5.27)
i.e. we obtained (5.21) but with an exponent β + 1 in the r.h.s.
Step 3. We now improve the constant K to Kξ in the r.h.s of (5.21). The factor K originated
from the number of particles in µy. We can further condition the measure µy on the points
zj := xj j > L−K +Kξ,
and we let µy,z denote the conditional measure on the remaining x variables {xj : L−K 6 j 6
L −K +Kξ}. From the rigidity estimate (5.18) we have (y, z) ∈ R with a very high probability
w.r.t. µy. We will now apply (5.27) to the measure µy,z to obtain
P
µy,z [X 6 s/N ] 6 C
(
Kξs logN
)β+1
. (5.28)
This holds for all z with a high µy-probability. The subexponential lower bound on s, assumed in
part ii) of Theorem 5.3, allows us to include the probability of the complement of R in the estimate,
we thus have proved (5.19).
The proofs of the weaker bound (5.17) for any s > 0 use similar arguments that have led to
(5.21), but without assuming y ∈ R which yields that one factor of K has to be replaced with N in
(5.24). The assumption that the boundary conditions are good needs to be dropped since in Step 3
of the above argument, (5.21) is also used after additional conditioning on z, distributed according
to µy, and without (5.18) there is no rigidity result available for µy.
5.2 Proof of Theorem 5.1
In this section, we start to compare gap distributions of two local log-gases on the same configuration
interval but with different external potential and boundary conditions. For simplicity, we consider
only an observable of a single gap; a few consecutive gaps can be handled similarly. From now on,
we use microscopic coordinates, i.e. we replace xj with xj/N , and we also relabel the indices so
that the coordinates of xj are j ∈ I = {−K, . . . , 0, 1, . . . K}. This will have the advantage that K
remains the only large parameter; N disappears.
The local equilibrium measures and their Hamiltonians will be denoted by the same symbols,
µy and Hy, as before, but with a slight abuse of notations we redefine them now to the microscopic
scaling, i.e.
Hy(x) :=
∑
i∈I
1
2
Vy(xi)−
∑
i,j∈I
i<j
log |xj − xi|, Vy(x) := NV (x/N)− 2
∑
j 6∈I
log |x− yj|, (5.29)
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The other Hamiltonian H˜y˜ is defined in a similar way with V in (5.29) replaced with another
external potential V˜ . We also rewrite (5.13) in the microscopic coordinate as
|Eµyxj − αj |+ |Eµ˜y˜xj − αj | 6 CKξ, (5.30)
where αj :=
j
K+1 |J | is the rescaled version of the definition given in (5.10), but we keep the same
notation. The concept of “good” set R is also rescaled accordingly.
Suppose that y, y˜ ∈ R and define the interpolating measures
ωr
y,y˜ = Zre
−βr(V˜y˜(x)−Vy(x))µy, r ∈ [0, 1], (5.31)
so that ω1
y,y˜ = µ˜y˜ and ω
0
y,y˜ = µy (Zr is a normalization constant). This is again a local log-gas
with Hamiltonian
Hr
y,y˜(x) =
1
2
∑
i∈I
V r
y,y˜(xi)−
1
N
∑
i<j
log |xi − xj |, V ry,y˜(x) := (1− r)Vy(x) + rV˜y˜(x). (5.32)
For any fixed r, the measure ωr
y,y˜ inherits all relevant properties of µy. In particular the rigidity
bound in the form
P
ω
(∣∣xi − αi∣∣ > CKCξ) 6 Ce−Kθ , i ∈ I, (5.33)
the level repulsion bounds (5.17)–(5.19) and their consequence in (5.20) hold w.r.t. the measure
ω = ωr
y,y˜ as well (in the new microscopic coordinates there are no N factors in the left hand sides of
these inequalities). The proofs are basically parallel with the arguments for µy; the only nontrivial
step is to show that (5.30) implies the analogous bound∣∣Eωxk − αk∣∣ 6 CKξ
w.r.t. ω = ωr
y,y˜ as well. Although ω appears to be some easy combination of µy and µ˜y˜, this
conclusion is nontrivial. It requires comparing ω and µy via the entropy inequality, which involves
controlling the exponential moment of |xk − αk| w.r.t. µy. At this point the Gaussian tail proven
in (5.16) is necessary.
The right hand side of (5.14) with n = 1, in the rescaled coordinates and with L = L˜ = 0, is
estimated by ∣∣∣[Eµy − Eµ˜y˜ ]O(xp − xp+1)∣∣∣ 6 ∫ 1
0
dr
d
dr
E
ωr
y,y˜O(xp − xp+1). (5.34)
For any bounded smooth function O with compact support
d
dr
E
ωr
y,y˜O(xp − xp+1) = β〈h0;O(xp − xp+1)〉ωr
y,y˜
, (5.35)
where
h0 = h0(x) =
∑
i∈I
(Vy(xi)− V˜y˜(xi)) (5.36)
and 〈f ; g〉ω := Eωfg− (Eωf)(Eωg) denotes the covariance. Thus Theorem 5.1 follows immediately
from the following estimate on the gap covariance function.
Theorem 5.5. Consider two smooth potentials V, V˜ and two good boundary conditions, y, y˜ ∈ R,
such that the configuration intervals coincide, Jy = Jy˜. For any r ∈ [0, 1] let ω = ωry,y˜ be the
interpolating measure defined in (5.31). Assume that (5.30) holds for both boundary conditions
y, y˜. Fix ξ∗ > 0. Then there exist ε > 0 and C > 0, depending on ξ∗, such that for any sufficiently
small ξ, for |p| 6 K1−ξ∗ we have
|〈h0(x);O(xp − xp+1)〉ω| 6 KCξK−ε (5.37)
for any smooth function O : R→ R with compact support provided that K is large enough.
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Theorem 5.5 is our key technical result. The main difficulty behind it is due to the fact that
the covariance function of two points, 〈xi;xj〉ω, decays only logarithmically. In fact, for the GUE,
Gustavsson proved that (Theorem 1.3 in [54])
〈xi;xj〉GUE ∼ log N
[|i− j| + 1] , (5.38)
and a similar formula is expected for ω. Although h0(x) depends strongly only on points near the
boundary and xp is away from the boundary, it is still very difficult to prove Theorem 5.5 based
on this slow logarithmic decay. However, the covariance function of the type
〈g1(xi); g2(xj − xj+1)〉ω (5.39)
decays much faster in |i−j|. Since the second factor g2(xj−xj+1) depends only on the difference of
two neighboring points, it is expected that the decay is the (discrete) derivative in j of the covariance
(5.38), i.e. it is |i− j|−1. The actual result (5.37) is much weaker, but it still provides a power-law
decay in K instead of a logarithmic decay. Covariances of the form 〈g1(xi − xi+1); g2(xj − xj+1)〉ω
are expected to decay even faster but we have not pursued this direction further.
We point out that the fact that observables of differences of particles behave much nicer was a
basic observation in DBM analysis (Theorem 3.4), see the explanation around (3.36).
5.3 Decay of correlation functions: Proof of Theorem 5.5
We will express the difference of gap distributions between two measures in terms of random walks
in time dependent random environments. The decay of correlation functions will be translated into
a partial regularity property of the corresponding parabolic equation. This partial regularity is a
discrete version of the De Giorgi-Nash-Moser theory but with a long range elliptic part.
5.3.1 Random Walk Representation
In this section we derive a random walk representation for the gap correlation function on the left
hand side of (5.37). We will apply it for the interpolating measure ω = ωr
y,y˜ (5.31) and for the
function h0 given in (5.36), but the representation formula (Proposition 5.6 below) is valid for any
ω and h0.
Let L ω be the reversible generator given by the Dirichlet form
Dω(f) = −
∫
fL ωfdω =
∑
|j|6K
∫
(∂jf)
2dω. (5.40)
This process can also be characterized by the following SDE
dxi = dBi + β
[
− 1
2
(V r
y,y˜)
′(xi) +
1
2
∑
j 6=i
1
(xi − xj)
]
dt, (5.41)
where {Bi : |i| 6 K} is a family of independent standard real Brownian motions. Let Ex denote
the expectation for this process with initial point x(0) = x. The expectation with respect to the
process starting from equilibrium is Eω[·] = ∫ Ex[·]ω(dx). With a slight abuse of notations, when
we talk about the process, we will use Pω and Eω also to denote the probability and expectation
w.r.t. this dynamics with initial data distributed w.r.t. ω, i.e., in equilibrium.
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Suppose h(t) = h(t,x) is the solution of the equation ∂th = L
ωh with an initial condition h0.
Introduce the notation
v(t,x) = ∇xh(t,x), i.e. vj(t,x) := ∂xjh(t,x). (5.42)
By integrating the time derivative of 〈h(t,x);O(xp−xp+1)〉ω and using the equation h(t,x) satisfies,
we have
〈h0(x);O(xp − xp+1)〉ω =
∫ ∞
0
dσ
∫
O′(xp − xp+1)[vp(σ,x)− vp+1(σ,x)]dω(x). (5.43)
For any fixed σ, the inner integral on the right hand side can be expressed by a random walk
representation. Fix a path {x(s) : s ∈ [0, σ]}. Define the following operators on RK
A(s) := B(s) +W(s) (5.44)
[B(s)v]j = −
∑
k
Bjk(x(σ − s))(vk − vj), Bjk(x) = 1
(xj − xk)2
> 0 (5.45)
[W(s)v]j =Wj(s)vj , Wj(s) := [V ry,y˜]′′(xj(σ − s)).
Clearly B(s) is diffusion operator with random rates andW(s) is a potential representing a random
environment. These operators depend on the whole path x(s), but we omit this fact from the
notation.
With these notations we have the following representation:
Proposition 5.6. For any smooth function h0 : J
K → R, for any p ∈ I, −K 6 p 6 K − 1, we have
〈h0;O(xp − xp+1)〉ω =
∫ ∞
0
dσ
∫
O′(xp − xp+1)Ex[wp(σ,x(·);σ) − wp+1(σ,x(·);σ)]ω(dx). (5.46)
Here, for any σ > 0 and for any fixed path {x(s) : s ∈ [0, σ]} we let w denote the solution of the
evolution equation
∂sw(s;x(·), σ) = −A(s)w(s;x(·), σ), (5.47)
with initial data w(0;x(·), σ) := ∇h0(x(σ)).
This representation in a slightly different setting already appeared in Proposition 2.2 of [16]
(see also Proposition 3.1 in [53]), which was a probabilistic formulation of the idea of Helffer and
Sjo¨strand [55] and Naddaf and Spencer [69]. The proof relies on taking the gradient of the equation
∂th = L
ωh. A direct computation of the commutator [∇,L ω] yields that
∂tv(t,x) = L
ωv(t,x) − A˜(x)v(t,x), (5.48)
with initial condition v0(x) = v(0,x) = ∇h0(x). Here A˜(x) = B(x) +W(x), where B(x) is the
operator given by the matrix Bjk in (5.45) and W(x) is the diagonal multiplication operator by
[V r
y,y˜]
′′(xj). Since L ω generates the process x(t), we can represent the solution to (5.48) by the
Feynman-Kac formula which can be written in the form (5.46).
When applying this proposition to our case, we will choose the initial condition h0 be given by
(5.36). The initial condition for the random walk (5.47) is given by ∇h0. Notice that the leading
term in ∂jh0(x) = V
′
y
(xj)−
[
V˜y˜
]′
(xj) cancel; this is because the leading term in (5.8) depends only
on the density ̺(y¯) which is matched for y and y˜ by Jy = Jy˜, see (5.7). We thus have
|∂jh0(x)| 6 CK
ξ
d(xj)
, (5.49)
63
i.e. initially w is small away from the boundary and for the small σ regime the inner integral in
the r.h.s. of (5.46) is small. After very long time w becomes constant, but then the right hand side
of (5.46) is zero. The analysis of (5.46) requires to monitor what happens to w for coordinates p
away from the boundary at intermediate times.
In the following sections we make a few preparations that exclude irrelevant regimes. First, it
is easy to see that the regular spacing of y, y˜ ∈ R implies that Wj(s) > cK−1, which means that
the L1-norm of the solution to (5.47) decays at a rate of order K. Thus the integral in (5.46) can
be truncated at σ 6 CK logK.
5.3.2 Preparation for the De Giorgi-Nash-Moser bound: Restriction to the good paths
The representation (5.46) expresses the covariance function in terms of the discrete spatial derivative
of the solution to (5.47). To estimate wp(σ,x(·);σ) − wp+1(σ,x(·);σ) in (5.46), we will now study
the Ho¨lder continuity of the solution w(s,x(·);σ) to (5.47) at time s = σ and at the spatial point
p. We will do it for each fixed path x(·), with the exception of a set of “bad” paths that will have
a small probability.
Notice that if all points xi were approximately regularly spaced in the interval J , then the
operator B had a kernel Bij ∼ (i − j)−2, i.e. it were essentially a discrete version of the operator
|p| = √−∆ (in one dimension). Ho¨lder continuity will thus be the consequence of the De Giorgi-
Nash-Moser bound for the parabolic equation (5.47). However, we need to control the coefficients
in this equation, which depend on the random walk x(·).
For the De Giorgi-Nash-Moser theory we need both upper and lower bounds on the time depen-
dent kernel Bij(s). The rigidity bound (5.33) guarantees a lower bound on Bij, up to a factor K−Cξ.
Since the subexponential probabilistic estimate in (5.33) is very strong, one can easily guarantee a
very similar estimate uniformly in time, i.e.
P
ω
{
x(s) : sup
06s6CK logK
sup
|j|6K
|xj(s)− αj| 6 KCξ
}
> 1− e−Kθ (5.50)
(maybe after reducing θ from (5.33)). This follows from the fact that ω is invariant under the
dynamics and x(t) has some stochastic continuity.
The level repulsion estimate implies certain upper bounds on Bij , but these estimates not
particularly strong. Even in the β > 1 case, the bound (5.20) implies only that
E
ωBi,i+1(s) = Eω 1
(xi+1 − xi)2 6 K
Cξ
is finite. In the β = 1 borderline case even the expectation of Bi,i+1 is infinite. Such a weak control
does not allow us to guarantee an effective simultaneous bound on Bi,i+1 for all i and for all time.
Instead of supremum bounds, we control these coefficients only in an average sense and we can
show that for any fixed index Z ∈ I, time s and parameter M , we have
P
ω
{
x(s) :
1
1 + s
∫ s
0
da
1
M
∑
|i−Z|6M
∑
j
Bij(x(σ − a)) 6 Kρ
}
> 1−KCξ−ρ. (5.51)
Here ρ will be chosen as large constant times ξ. The summation over j is harmless since for
|i− j| > Kξ the rigidity estimate can be used to bound Bij. By a dyadic choice of the parameters
s,M , it is easy to upgrade (5.51) to hold for any M 6 K and s 6 CK logK. But it is essential
that a reference point Z be fixed, one cannot guarantee that none of the gaps closes.
The expectation over the paths,
∫
Ex[ · ]ω(dx), in (5.46) will be restricted to the sets given in
(5.50) and (5.51). Due to the strong subexponential bound, the restriction to the set in (5.50)
64
is unproblematic. However, the estimate (5.51) is quite weak; the probability of the ”bad” paths
is bounded only by a small negative power of K. This is not sufficient to compensate the time
integration in (5.46) even after the upper cutoff σ 6 CK logK. We will need to use that the heat
kernel of the equation (5.47) has an L1 → L∞ decay of order 1/s after time s. Thus the solution
wp(σ,x(·);σ) decays as 1/σ which renders the dσ integration in (5.46) harmless.
For completeness, we state the Lp → Lq heat kernel decay estimate in a general form. Notice
that we only assume a lower bound in Bij to guarantee sufficient ellipticity; there is no upper bound
required for these bounds.
Proposition 5.7. Consider the evolution equation
∂su(s) = −A(s)u(s), u(s) ∈ RK (5.52)
and fix σ > 0. Suppose that for some constant b we have
Bjk(s) > b
(j − k)2 , 0 6 s 6 σ, j 6= k, (5.53)
and
Wj(s) > b
dj
, dj :=
∣∣|j| −K∣∣+ 1, 0 6 s 6 σ. (5.54)
Then for any 1 6 p 6 q 6∞ we have the decay estimate
‖u(s)‖q 6 (sb)−(
1
p
− 1
q
)‖u(0)‖p, 0 < s 6 σ. (5.55)
The proof relies on the usual Nash argument and uses the following critical Gagliardo-Nirenberg-
type inequality for the discrete version of the operator
√−∆:
Proposition 5.8. There exists a positive constant C such that
‖f‖4L4(Z) 6 C‖f‖2L2(Z)
∑
i 6=j∈Z
|fi − fj|2
|i− j|2 (5.56)
holds for any function f : Z→ R.
The continuous version of this inequality, ‖φ‖44 6 C‖φ‖22〈φ, |p|φ〉, was first proven in [70].
5.3.3 Preparation for the De Giorgi-Nash-Moser bound: Finite speed of propagation
The Ho¨lder continuity of the parabolic equation (5.47) emerges only after a certain time, thus for
the small σ regime in the integral (5.46) we need a different argument. Since we are interested in the
Ho¨lder continuity around the middle of the interval I (note that |p| 6 K1−ξ∗ in Theorem 5.5), and
the initial condition ∇h0 is small in this region (see (5.49)), a finite speed of propagation estimate
guarantees that wp(σ;x(0), σ) is small if σ is not too large.
Since (5.47) is linear, for the finite speed of propagation it is sufficient to consider the funda-
mental solution. For a fixed, let ua(s) denote the solution
∂su
a(s) = −A(s)ua(s), uaj (0) = δaj . (5.57)
with a delta function as initial data. We will assume that the coefficients of A satisfy, for some
fixed |Z| 6 K/2 and ρ > 0, the bound
sup
06s6σ
sup
06M6K
1
1 + s
∫ s
0
1
M
∑
i∈I : |i−Z|6M
∑
j∈I : |j−Z|6M
Bij(σ − a)da 6 CKρ. (5.58)
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Notice that (5.58) is satisfied on the set of good path given by (5.50) and (5.51). The following
lemma provides a finite speed of propagation estimate for the equation (5.57) under the condition
of (5.58). This estimate is not optimal, but it is sufficient for our purpose.
Lemma 5.9. [Finite Speed of Propagation Estimate] Fix a ∈ I and σ 6 CK logK. We assume that
the coefficients of A satisfy (5.53) and (5.54) with b = K−ξ. Assume that (5.58) is satisfied for
some fixed Z, |Z| 6 K/2. Then for the fundamental solution (5.57) we have the estimate for any
s 6 σ and p ∈ I
|uap(s)| 6
CKρ+2ξ+1/2
√
s+ 1
|p− a| . (5.59)
For the proof, we split the operator A = S +R into a short range and a long range part, where
the short range part S(s) is defined by
(S(s)v)j := −
∑
k : |j−k|6ℓ
Bjk(s)(vk − vj) +Wj(s)vj (5.60)
with some cutoff parameter ℓ. The norm of the long range part in any Lp is bounded by ℓ−1
and it is treated as a perturbation via Duhamel formula. For the short range part, we control
the exponentially weighted norm of the solution of ∂sr(s) = −S(s)r(s), i.e. we derive a Gronwall
bound for
f(s) =
∑
j∈I
e|j−a|/θr2j (s).
The result is
f(s) 6 exp
Cθ−2ℓ2 ∫ s
0
∑
k,j:|j−k|6ℓ
Bkj(s′)ds′
 f(0).
The exponent is estimated by (5.58) with M = K. The optimization of the lengthscale θ together
with the cutoff parameter ℓ yields (5.59).
Inserting the estimate (5.59) into (5.46) and using the estimate (5.49) on the initial data ∇h0,
we obtain that the contribution of the short time regime, σ 6 K1/4, is negligible if p is away from
edge, |p| 6 K1−ξ∗ for some ξ∗ > 0. This allows us to disregard the σ 6 K1/4 regime in (5.46) and
focus on σ ∈ [K1/4, CK logK].
5.3.4 A discrete De Giorgi-Nash-Moser bound
We will now treat the main part of the integral (5.46) by parabolic regularity. The prepa-
rations in the previous sections ensure that is is sufficient to consider the integration regime
σ ∈ [K1/4, CK logK] and we can assume that the path x(·) is good in the sense of the esti-
mates (5.50) and (5.51). In particular, the rigidity estimate implies not only lower bounds but also
upper bounds for distant indices; more precisely we have
Bij(s) 6 C
(i− j)2 (5.61)
for any |i− j| > CKξ and 0 6 s 6 CK logK; and similarly
Wi(s) 6 K
ξ
di
, if di > K
Cξ. (5.62)
The following regularity theorem combined with (5.49) completes the estimate of (5.46) and com-
pletes the proof of Theorem 5.5.
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Theorem 5.10 (Parabolic partial regularity with singular coefficients). Let u be a solution to (5.57),
where u = ua for any choice of a. Suppose that the coefficients of A satisfy the lower bounds (5.53)
and (5.54) with b = K−ξ, the upper bounds (5.61), (5.62) for distant indices and the upper bound
in (5.58) in average sense for all indices. Let σ ∈ [Kc1 , C1K logK] be fixed, where c1 > 0 is an
arbitrary positive constant. Then for any 0 < q′ < 1 there exists q > 0 so that for any |Z| 6 K/2
sup
max(|j−Z|,|j′−Z|)6σ1−q′
|uj(σ)− uj′(σ)| 6 Cσ−1−q, (5.63)
where u = ua for any choice of a.
Notice that this result is deterministic, all probability estimates are comprised in verifying the
conditions. We also remark that if we define the rescaled function v(j/K, t) := tuj(t), then (5.63)
can be interpreted as a type of Ho¨lder regularity of v on scale σ1−q′K−1 ≪ 1 at the point Z/K:
|v(x, σ) − v(y, σ)| 6 σ−q 6 |x− y|c1q (5.64)
for 1/K 6 |x− y| 6 σ1−q′/K and x, y near Z/K. The Ho¨lder exponent is thus at least c1q.
Although the statement of Theorem 5.10 seems to be complicated, the underlying mechanism
is that there is a positive exponent q in (5.63), which to a great degree is an universal constant.
This exponent provides an extra smallness factor in addition to the natural size of uj(σ), which is
σ−1 from the L1 → L∞ decay. As (5.64) indicates, this gain comes from a Ho¨lder regularity on the
relevant scale.
Our equation (5.57) is of the type considered in [14], but it is discrete and in a finite interval.
The key difference, however, is that the coefficient Bij = (xi−xj)−2 in the elliptic part of (5.57) can
be singular if gaps close, even temporarily, while [14] assumed the uniform bound Bij 6 C/|i− j|2.
The only control we have for the singular behavior of Bij is the estimate (5.58) which is very weak.
This estimate essentially says that the space-time maximum function of Bi,i+1(t) at a fixed space-
time point (Z, 0) is bounded by Kρ. Our main task is to show that this condition is sufficient
for proving Ho¨lder continuity at the same point. Our strategy follows the approach of Caffarelli-
Chan-Vasseur [14]. The main new feature of our argument is the derivation of a local energy
dissipation estimate for parabolic equation with singular coefficients satisfying (5.53), (5.54) as
lower bounds and only (5.58) as an upper bound. The analogous result in [14], called the first De
Giorgi lemma, is proved under uniform bounds on the coefficients. For our proof, roughly, we have
to run the argument of the first De Giorgi lemma twice; first we get a bound only in L2(Z) then
using this information we upgrade it to an L∞(Z) bound. This concludes the sketch of the proof
of Theorem 5.10.
5.4 From local measures to Wigner matrices and β-ensembles
Given Theorem 5.1, the proofs of Theorem 1.3 and 1.5 follow relatively standard ideas from previous
results, some of them were reviewed in Sections 3 and 4. The key inputs are to verify the condition
(5.13) and to ensure that the configuration intervals coincide (5.11).
For the β-ensemble, (5.13) simply follows from conditioning the global rigidity estimate in
Theorem 4.1. For matching the configuration intervals, first we match the local density by scaling
and translation that guarantees that |Jy| ∼ |Jy˜|, see (5.12). Then, with a second scaling, we
fine tune the slight discrepancy between the lengths of Jy and Jy˜. This finishes the proof of
Theorem 1.5.
In the Wigner case, we always work on the same configuration interval, so matching of J is
automatic. The proof of (5.13), however, requires a bit more effort than for the β-ensemble, but
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it will relatively easily follow from other information we already collected along the three step
strategy described in Section 1.5. As we explained in the proof of Theorem 1.2, the averaging over
the energy was really needed only in the second step, where the closeness of the local statistics of
ftµ and µ was shown for small t, where ft is the evolution of the DBM. As a byproduct of this
step, we obtain bounds on the global entropy and Dirichlet form, see (3.38). In particular, the local
Dirichlet form w.r.t µy can be estimated by the global one, which then can be used to compare
expectations w.r.t. the conditional measures ft,yµy and µy;
E
ft,yµyO(x)− EµyO(x). (5.65)
We are especially interested in controlling the difference∣∣Eft,yµyxj − Eµyxj∣∣ 6 CKξN−1. (5.66)
Since Eftµxj is close to its classical location γj by rigidity (5.16) for Wigner matrices, after con-
ditioning, we obtain that Eft,yµyxj is also close to γj , at least for most y w.r.t. ftµ. Combining
this information with (5.66) yields (5.13). Therefore Theorem 5.1 applies and we will use it for a
Gaussian case, V (x) = V˜ (x) = x2/2 but with two different boundary conditions y, y˜ ∈ R. Since
this holds for most y˜ w.r.t the measure µ, it also holds for µ itself, i.e. the gap statistics of µy and
µ coincide. On the other hand, the estimate (5.65) applied to the observable O(xj − xj+1) implies
directly that the single gap distribution w.r.t. ft,yµy and µy coincide for most of the y w.r.t.
ftµ. Finally, the gap statistics of ft,yµy and ftµ coincide for most y w.r.t. ftµ by conditioning.
Putting these relations together we obtain that the gap statistics of ftµ and µ coincide, i.e. the
local measures, that played an important auxiliary role, are eliminated.
Finally, the small Gaussian component present in ftµ for small but non-zero t can be removed
by the Green function comparison theorem, Theorem 3.6. Although the direct application of the
Green functions give information only on eigenvalues around a fixed energy and not on an eigenvalue
with a fixed label, the estimates are strong enough to transfer fixed energy information to fixed
label. The main reason for this flexibility is that Theorem 3.6 allows for very small η ∼ N−1−ε,
i.e. well below the typical spacing. Indeed, Theorem 1.10 from [58] implies that if the first four
moments of two generalized Wigner ensembles, Hv and Hw, are the same, then we have
lim
N→∞
[
E
v − Ew]O(N(xj − xj+1), N(xj − xj+2), . . . , N(xj − xj+n)) = 0. (5.67)
Roughly speaking, the proof of (5.67) in [58] was based on Theorem 3.6. In order to convert fixed
energy to a fixed eigenvalue index, one needs to know that the total number of eigenvalues up to
a fixed energy is the same for the two ensembles. The total number of eigenvalues up to a fixed
energy E can be expressed in terms of integration of imaginary part of the trace of Green functions,
i.e., ∫ E
−∞
dy Im Tr
1
H − (y + iη)
with an η slightly smaller than 1/N . Thus the basic idea of the Green function comparison theorem
can be employed and this leads to (5.67). This completes the proof of Theorem 1.3.
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