The problem of expressing an element of K 2 (F ) in a more explicit form gives rise to many works. To avoid a restrictive condition in a work of Tate, Browkin considered cyclotomic elements as the candidate for the element with an explicit form. In this paper, we modify and change Browkin's conjecture about cyclotomic elements into more precise forms, in particular we introduce the conception of cyclotomic subgroup. In the rational function field cases, we determine completely the exact numbers of cyclotomic elements and cyclotomic subgroups contained in a subgroup generated by finitely many different cyclotomic elements, while in the number field cases, using Faltings' theorem on Mordell conjecture we prove that there exist subgroups generated by an infinite number of cyclotomic elements to the power of some prime, which contain no nontrivial cyclotomic elements.
Introduction
It follows from Matsumoto's theorem ( [10] ) that for a field F, K 2 (F ), the Milnor K 2 -group, can be generated by symbols {a, b}, a, b ∈ F * . In general, an element of K 2 (F ) is only a product of symbols. Therefore, expressing an element of K 2 (F ) in a simple and more explicit form is highly expected. For a global field, Lenstra ([7] ) proved a curious fact that every element of K 2 (F ) is not just a product of symbols, but actually a symbol. More precisely, if G is a finite subgroup of K 2 (F ), then G ⊆ {a, F * } for some a ∈ F * . Furthermore, for a global field F containing ζ n , the n-th primitive root of unity, Tate ([18] ) investigated the n-torsion of K 2 (F ) and proved that (K 2 (F )) n = {ζ n , F * }, (
which implies that every element in the n-torsion (K 2 (F )) n can be written in the form of {ζ n , a}, where a ∈ F * . Throughout this paper, for an abelian group A, we use the symbol A n to denote the n-torsion of A, i.e., A n = {a ∈ A| a n = 1}. Tate conjectured that the equality (1.1) is true for any field containing ζ n . Mercurjev and Suslin proved Tate's conjecture ( [9] [17] ). Unfortunately, the condition ζ n ∈ F is too restrictive. For example, as is well known, K 2 (Q) is a torsion group and contains elements of any order In the present paper, we turn to the "inner structure" of G n (F ), in particular, we modify and change Browkin's conjecture into more precise forms. A subgroup of K 2 (F ) is called cyclotomic if it is contained in G n (F ). Our questions are formulated as follows.
Question 1 How many nontrivial cyclotomic elements are there in a subgroup of K 2 (F ) generated by finitely many different cyclotomic elements of order n ? Question 2 When G n (F ) contains a nontrivial cyclotomic subgroup ? Question 3 How many cyclotomic subgroups are there in a subgroup of K 2 (F ) generated by finitely many different cyclotomic elements of order n ?
It follows from [1] that for F = F 2 and n = 1, 2, 3, 4 or 6, G n (F ) itself is a cyclotomic subgroup of K 2 (F ). In [27] and [28] , the authors proved that for a local field F , G n (F ) is a cyclotomic subgroup in most cases (see also [4] ). Moreover, they conjectured that for a local field F, G n (F ) is always a cyclotomic subgroup of K 2 (F ). But for a number field, the picture seems different. From [25] , we only know that a subgroup of K 2 (F (x)) generated by a cyclotomic element contains at least two non-cyclotomic elements.
In this paper, for the rational function field F (x), we give more precise result, that is, we determine the exact number of nontrivial cyclotomic elements and nontrivial cyclotomic subgroups in a subgroup generated by some cyclotomic elements in G l (F (x)) ⊆ K 2 (F (x)), where l is a prime with l =ch(F ). More precisely, let G l (n; F ) denote a subgroup of K 2 (F (x)) generated by n essentially distinct (see section 4) cyclotomic elements of some kind in G l (F (x)), and let c(G l (n; F )) and cs(G l (n; F )) denote respectively the numbers of nontrivial cyclotomic elements and nontrivial cyclotomic subgroups contained in G l (n; F ), then we prove the following result (See Theorem 5.17).
Theorem 1.1 Assume that l ≥ 5 is a prime number and F is a field such that Φ l (x) is irreducible in F [x]. Let n be a positive integer satisfying n ≤ l − 3 2 .
i) If ch(F ) = 0, then c(G l (n; F )) = 2n, and so cs(G l (n; F )) = 0. ii) If ch(F ) = p = 0, then c(G l (n; F )) = n(2 + |Z(l, p)|), where Z(l, p) := {t | 2 ≤ t ≤ l − 2, t ≡ p 2m or − p 2m (mod l) for some m ∈ N}.
iii) If ch(F ) = p = 0, then we have cs(G l (n; F )) > 0 ⇐⇒ l ≡ 3 (mod 4) and p is a primitive root of l.
In this case, cs(G l (n; F )) = n, i.e., G l (n; F ) contains exactly n nontrivial cyclotomic subgroups. iv) Every nontrivial cyclotomic subgroup of G l (n; F ) is a cyclic subgroup of order l, i.e., every nontrivial cyclotomic subgroup has the form G l (1; F ).
We do not know how to remove the condition n ≤ l−3 2 in the above theorem. We present some computations for the cases n > l−3 2 , in particular for n = 2, 3. The results of computations coincide with the above theorem. So it seems that the condition n ≤ l−3 2 is removable. As for the number field cases, the situation seems quite different. In the proof of Theorem 1.1, the essential use is made of the fact that the function field F (x) has a nontrivial derivation. Thus the proof does not carry over to number fields.
However, it seems curious that we can really construct a number field F and a cyclotomic element in K 2 (F ) such that the cube of this element is also cyclotomic (we can do some things for the square), and furthermore, as a consequence, we can construct a number field F so that G 5 (F ) contains a cyclotomic subgroup, as suggested to me by Browkin. But, it seems that this is not true in general. In fact, using Faltings' theorem on Mordell conjecture, we can prove the following result (see Theorem 10.4 This implies that in K 2 (F ) there exists a subgroup generated by cyclotomic elements to the power of some prime, which contains no nontrivial cyclotomic elements. Clearly, this result is more precise than Browkin's conjecture. Hence, in general, for a number field F, we conjecture that if p > 5 is a prime, then G p (F ) contains no nontrivial cyclotomic subgroups.
This paper is organized as follows. The first part of this paper, i.e. from section 2 to section 8, focuses on the case of function fields. In section 2, we discuss some basic properties relative to cyclotomic polynomials; in section 3, the definition of tame homomorphism and its computation are given; in section 4, to remove superfluous generators in a finitely generated subgroup of K 2 (F (x)), we introduce the conception of 'essentially distinct elements'; while in section 5, our aim is to prove Theorem 1.1. In section 6, some computations are presented for the case n > l−3 2 , in particular, for n = 2 or 3; in section 7, for the preparation of the next section, two diophantine equations are discussed; while in section 8, a further example is given. Then, in the second part of this paper, we consider the number field cases. More precisely, in section 9, we construct the cube (resp. square) of some cyclotomic element which is also cyclotomic and as a result some cyclotomic subgroups of order five are constructed, and finally in section 10, Theorem 1.2 is proved.
Cyclotomic Polynomials.
Let l ≥ 5 be a prime number and F a field of characteristic = l. Through out this paper we will always assume that the cyclotomic polynomial Φ l (x) is irreducible in F [x]. We denote by ζ any root of Φ l (x).
Let Φ l (x, y) :
Proof: We have
Let a 0 x r and b 0 x s be leading terms of polynomials of f (x) and g(x), respectively. If r = s, say, r > s, then, by (2.1), the leading term of
r . If r = s, then all summands in (2.1) are of same degree, and the sum of their leading terms is
Thus in both cases the leading term of
are relatively prime polynomials, then the degree of every factor of Φ l (f (x), g(x)) is divisible by l − 1. Proof: It is sufficient to prove that the degree of every irreducible factor of
Let α be a root of an irreducible factor h(x) of Φ l (f (x), g(x)). Then it is a root of
Therefore f (α) = 0 if and only if g(α) = 0. It follows that f (α)g(α) = 0, since f (x) and g(x) cannot have a common root, because they are relatively prime.
Consequently
since α and ζ are roots of polynomials h(x) and Φ l (x), respectively, which are irreducible. ✷
) is irreducible. Proof: By Theorem 2.1, degΦ l (f (x), g(x)) = l − 1, and, by Theorem 2.2, every factor of
) has degree divisible by l − 1. Therefore the polynomial Φ l (f (x), g(x)) has only one factor, so it is irreducible. ✷
Proof: Since p is generated by an irreducible polynomial, it is a prime ideal of
, and g(x) ≡ 0(mod p), because f (x) and g(x) are relatively prime. Hence (f (x)/g(x)) l ≡ 1(mod p). If l ∤ r and (f (x)/g(x)) r ≡ 1(mod p), then from the last two congruences it follows
, which is impossible. The contradiction shows that l|r.
Let W (F ) be the group of roots of unity in F. We say that matrices A, B ∈ GL(2, F ) are essentially distinct if
for every α ∈ F * , µ ∈ W (F ), and ǫ = 0 or 1.
Thus if A = a b c d ∈ GL(2, F ) then all matrices which are not essentially distinct from A are α µa µb c d and α µc µd a b , for all α ∈ F * , µ ∈ W (F ).
Theorem 2.5 If matrices
are essentially distinct, then the polynomials
are relatively prime. Proof: If matrices A 1 and A 2 are essentially distinct, then for every B ∈ GL(2, F ) the matrices A 1 B and A 2 B are essentially distinct. Therefore, taking
we can assume that A 1 = I is the identity matrix, and
Assume that the corresponding polynomials Φ l (x) and Φ l (ax + b, cx + d) are not relatively prime. Since they are irreducible and of the same degree, they differ by a constant factor only :
Hence corresponding linear factors of both polynomials differ by a constant factor, in particular
Comparing coefficients we get
Eliminating α 1 we obtain 
In every case we get a contradiction. Therefore the polynomials Φ l (x) and Φ l (ax + b, cx + d) are relatively prime. ✷
Tame Homomorphisms
For a nonzero prime ideal p of F [x], the tame homomorphism
where u, v ∈ F (x) * .
(ii) In particular, if max(degf (x), degg(x)) = 1, then
l−1 (mod p). Hence, by (3.1) and (3.2),
If v p (g(x)) > 0 and r p = 0, then we prove similarly that
If r p > 0, then, by (3.1) and (
It is sufficient to apply the first part of the theorem with r p = 1. ✷
Essentially Distinct Elements
It is well-known that P GL(2, F ) := GL(2, F )/Z, where Z is the center of GL(2, F ), that is,
In the following, we will use the symbol We will focus on the following subset of G l (F (x)) :
We say that α, β are essentially distinct if the matrices 
as required. ✷
The following lemma implies that α, β are different if they are essentially distinct.
. If α, β ∈ GG l (F (x)) are essentially distinct, then they must be different, i.e., α = β.
Proof: Conversely, if α = β, then from Lemma 4.2 we have
This implies that the matrices 0
are not essentially distinct, which contradicts the assumption. Similarly, c 2 = 0 also leads to a contradiction. Therefore, we should have a 1 c 2 = a 2 c 1 = 0. Similarly, we have
also a contradiction. These discussions imply α = β. ✷
Then the following statements are equivalent. i) α and β are essentially distinct.
ii)⇒ iii) Clear.
iii)⇒i) It is easy to check directly that
In the following, we will use the symbols G l (n; F ), S l (n; F ) and T l (n; F ) to denote subgroups of K 2 (F (x)) generated by (any) n essentially distinct nontrivial elements in
From Corollary 4.4, we have
is generated as follows.
, we use the symbol c(H) to denote the number of cyclotomic subgroups of H.
The Rational Function Field Case
Assume that l ≥ 5 is a prime. Let
where 1 ≤ l i ≤ l − 1 and n ≥ 1. If n ≥ 2, we assume that
are different from each other. It is well known that
and that P GL(2, F ) acts as automorphisms on
. Applying the automorphism of the field F (x), we may assume that the first factor on the right hand side of (5.1) is c l (x) l1 . The polynomials Φ l (a i x + b i , c i x + d i ) are irreducible and by Theorem 2.5, pairwise relatively prime, hence the ideals
. . , n are prime and distinct.
We will prove some necessary conditions for β to be cyclotomic. First we investigate the factorization of Φ l (f (x), g(x)).
Theorem 5.1 Assume that the element β given by (5.1) is cyclotomic:
, and 5) and, by Lemma 3.1 (ii),
From (5.1) and (5.2) we get
Applying the tame homomorphism τ p , where p is any prime ideal of F [x], to both sides of (5.7), in view of (5.5) and (5.6), we obtain
It follows that in the representation of Φ l (f (x), g(x)) as the product of powers of relatively prime polynomials, the irreducible factors Φ l (a i x + b i , c i x + d i ) appear with the exponents r i not divisible by l, and other factors appear with the exponents divisible by l. This proves (5.3).
The divisibility l−1|degΨ follows from Theorem 2.2, since Ψ is a factor of Φ l (f (x), g(x)). Thus we have proved (i).
ri ≡ 1(mod p i ) and, by (5.6),
Consequently (5.7) implies that
Under the assumption of Theorem 5.1 we have l ≤ 2θ + 1.
Proof: By Theorem 5.1 (ii) and Theorem 2.4, we have
Therefore raising both sides of (5.4) to the exponent r
Assume that for some i 0 both polynomials on the r.h.s. of (5.9) are nonzero. Since
Adding these inequalities we get 2(l − 1) ≤ 2θ + l, hence l ≤ 2θ + 2, and l ≤ 2θ + 1, since l is an odd prime.
To finish the proof we have to exclude the possibility that for every i = 1, 2, . . . , n at least one of the polynomials on the r.h.s. of (5.9) vanishes. Since n ≥ 2, there is
Thus it is sufficient to prove that at most one of the polynomials
vanishes. Assume that at least two of these polynomials vanish. We consider several cases. 1)
From (5.10) we get max(degf (x), degg(x))= m i and from (5.11) max(degf (x), degg(x))= l − m i . Hence m i = l − m i , so l = 2m i , this is impossible, since l is an odd prime.
2) F 1 = F 3 = 0. (In the case F 2 = F 4 = 0 we proceed analogously).
Similarly as above we get
where
where λ ∈ F * . This means that the matrices
is quite analogous).
and p|r i for every i. Therefore (5.3) implies an analogous formula with
By Lemma 5.3 (ii) and (5.3), the polynomials Ψ(x) and
3) can be written in the form of
Replacing here x p by x we get the formula analogous to (5.3). ✷
, and Theorem 5.6 In the above notation, we have the inequalities
.
Multiplying by f (x) − g(x) both sides of (5.3) we get
By the well known property of the differentiation, we have
Consequently, from (5.13) we get
By (5.13) and (5.14),
and (F, f ) = 1, by (5.14) and (5.15), we conclude that
Therefore from (5.14) and (5.16) it follows that
Namely, it is an easy exercise to prove that for any polynomials f, g ∈ F [x] satisfying θ =degf ≥ degg and f g ′ − gf
It is sufficient to consider the leading terms of f and g.
Thus we have proved the two formulas (5.12) and (5.17) relating l, λ and θ. From (5.12) it follows that l − 1|λ, so λ = (l − 1)λ 1 , where λ 1 ≥ 0.
Dividing (5.12) and (5.17) by l − 1 we get
Since r i ≥ 1 and 1 ≤ i ≤ n, then n i=1 r i ≥ n. Consequently, (5.18) and (5.19) imply
From (5.20) we get θ ≥ n, which gives the first inequality in (i). By (5.18), (5.19) and (5.21), we have
This gives the second inequality in (i).
(ii) Assume that f ′ (x) = 0 and g ′ (x) = 0. Clearly we must have ch(F ) = p > 0 and f, g ∈ F [x p ]. By Theorem 5.5, we have
From (5.24) we get θ ≥ n, which gives the first inequality in (ii). By (5.22), (5.23) and (5.25), we have
This gives the second inequality in (ii).
(iii) If f ′ (x) = 0 or g ′ (x) = 0, from (5.21) and (i) we obtain
It follows that λ 1 < 1 if n − 1 < 1 2 (l 2 − 4l + 1). Since l 2 − 4l + 1 is an integer, the last inequality is equivalent to n ≤ If f ′ (x) = g ′ (x) = 0, from (5.25) and (ii) we obtain
Similarly n ≤ We can apply the theorem abc as follows. In the notation of (5.13) put a := f l , b := −g l , and c := the r.h.s. of (5.13). Then max(dega, degb, degc)=deg(f l ) = lθ, rad(a) ≤degf = θ, rad(b) ≤degg ≤ θ, and
Consequently, the theorem abc gives
Considering all terms of this inequality modulo 2, we see that the last term −1 can be replaced by −2. Hence
Thus we obtain the second inequality in Theorem 5.6 (i).
ii) When n = 1, (5.3) is trivial. In fact, we can prove the following statement:
We still assume that f ′ = 0 or g ′ = 0. In the case n = 1 the formula (5.3) takes the form Φ l (x) = Φ l (x).
Proof. By Theorem 5.6 (i), from n = 1 it follows that θ = 1, that is degf = 1 ≥degg. Hence f (x) = ax + b, g(x) = cx + d, where a = 1, since we always assume that f is monic.
Therefore (5.3) takes the form 
Comparing the leading terms we get α = 1, then the coefficients by x l−2 in both polynomials are 1 and µ. Hence µ = 1, so f (x) = x, g(x) = 1, and (5.22) takes the form Φ l (x) = Φ l (x). ✷ Theorem 5.8 In the above notation, assume that that 2 ≤ n ≤ 1 2 (l 2 − 4l + 1). Then we have l ≤ 2n + 1.
Proof: Assume that f ′ (x) = 0 or g ′ (x) = 0. Then in the case θ = n from Theorem 5.2 it follows that l ≤ 2θ + 1 = 2n + 1.
If θ > n, from Theorem 5.6 (iii) we get λ 1 = 0, then (5.18) and (5.19) give 1 ≤ θ − n ≤ 2 l−1 (θ − 1). Hence
Assume that f ′ (x) = g ′ (x) = 0. Then we have f ′ (x) = 0 or g ′ (x) = 0. In the case θ = n from Theorem 5.2 it follows that l ≤ 2 θ + 1 = 2n + 1.
If θ > n, from Theorem 5.6 (iii) we get λ 1 = 0, then (5.22) and (5.23) give 1 ≤ θ − n ≤ 2 l−1 ( θ − 1). Hence l ≤ 2n + 1. ✷ Corollary 5.9 Assume that l ≥ 5 is a prime number and F is a field such that
. Let n be an integer satisfying
and let γ 1 , γ 2 , . . . , γ n ∈ GG l (F (x)) be essentially distinct. Then
Proof: It follows from Theorem 5.5 and 5.8. ✷ Corollary 5.10 Assume that l ≥ 5 is a prime number and F is a field such that
If H is a cyclotomic subgroup of G l (n; F ), then it is a cyclic group of order l. ✷
The following result gives the relations between n and θ (or θ).
Theorem 5.11 Assume that n ≤ 1 2 (l 2 − 4l + 1). Then we have: 
which contradicts the assumption that l ≥ 5. Hence θ ≤ 2n − 1. Then proof of θ ≤ 2n − 1 is similar. ✷ Remarks 5.12 a) More precisely, in the case f ′ (x) = 0 or g ′ (x) = 0, from the proof of Theorem 5.11 it follows that (i) if θ = n, then l ≤ 2n + 1; (ii) if n < θ ≤ 2n − 1, then l ≤ 3 + 2 · n−1 θ−n . In particular, we have
If θ = 2n − 1, then l ≤ 5. b) From Theorem 5.2, we get the relation between l and θ, i.e., l ≤ 2θ+1. Furthermore, if ch(F ) = 0 and θ > n, then from (5.19) we have l ≤ 2θ − 1. As was suggested to me by Browkin, the last inequality is actually a necessary condition for the polynomial Φ l (f, g) having a multiple root. In fact, we can prove the following statement:
Assume that l ≥ 5 is a prime and Φ l (x) is irreducible in F [x]. If ch(F ) = 0 and Φ l (f, g) has a multiple root, where gcd(f, g) = 1, then l ≤ 2θ − 1.
In particular, if l = 5, θ = 2 and l = 7, θ = 2 or 3, then Φ 5 (f, g) and Φ 7 (f, g) have no a multiple root, respectively. Proof: Assume that α is a multiple root of Φ l (f, g), then it must be a multiple root of f (x) − ζg(x), where ζ = ζ l . Then
It follows that α is a root of the polynomial t(
. From (f, g) = 1 and ch(F ) = 0 it follows that t(x) is a non-zero polynomial of degree at most 2θ − 1.
From f (α) − ζg(α) = 0 we conclude that F ⊆ F (ζ) ⊆ F (α). Since [F (α) : F ] is the degree of the minimal polynomial for α over F, and [F (α) : F ] is divisible by [F (ζ) : F ] = l − 1 we conclude that l − 1 ≤ 2θ − 1, i.e., l ≤ 2θ, so l ≤ 2θ − 1 since l is odd, as claimed.
✷ Now, we turn to the case of n = 1. Let l, p be two different prime numbers. Define
Lemma 5.13 Assume that l ≥ 5 is a prime number and F is a field such that
, then none of the elements γ t , 2 ≤ t ≤ l − 2, is cyclotomic. So, the only cyclotomic elements contained in γ are γ, γ −1 . Hence, γ is not a cyclotomic subgroup. ii) If ch(F ) = p = 0, then
So γ contains exactly 2 + |Z(l, p)| nontrivial cyclotomic elements. Proof: Clearly, it suffices to consider γ = c l (x). Let t be a temporarily fixed integer satisfying 2 ≤ t ≤ l − 2. If γ t is cyclotomic, then there exist nontrivial polynomials
with f t monic. By Theorem 5.1 (i), we have the equality:
Let θ t :=max(degf t , degg t ) and λ t :=degΨ t . i) Assume that ch(F ) = 0. Then f ′ (x) = 0 or g ′ (x) = 0. From Theorem 5.6 (i) we have θ t = 1, hence λ t = 0 and r t = 1. Now, let
Easy computations show that the possible cases are only either
which implies c l (x) = 1, a contradiction; if f t (x) = c t , g t (x) = c t x, we get
so c l (x) t+1 = 1, therefore c l (x) = 1 since 2 ≤ t ≤ l − 2, also a contradiction. In summery, the equality (5.27) does not hold. So none of γ t , 2 ≤ t ≤ l − 2, is cyclotomic.
ii) Assume that ch(F ) = p > 0. If there exists some t satisfying 2 ≤ t ≤ l − 2 such that f ′ t = 0 or g ′ t = 0, then discussions similar as i) show that c l (x) t is not cyclotomic. Hence, if {x, Φ l (x)} t is cyclotomic for some 2 ≤ t ≤ l − 2, we must have f ′ t = 0 and g ′ t = 0. Similarly as in (i), we have
t is cyclotomic, then we have t ∈ Z(l, p). On the other hand, if t ∈ Z(l, p), then we have either
So we have either
This implies that if t ∈ Z(l, p), then we have
). Then we get the lemma. ✷ Lemma 5.14 The following statements are equivalent.
ii) l ≡ 3 (mod 4) and p is a primitive root of l. Proof: Clearly, if p is not a primitive root of l, then the order of p 2 (mod l) is less than
When p is a primitive root of l, the set of all quadratic residues (mod l) is
2 ) .
Consider the map: p 2m → −p 2m . This is a bijection. If l ≡ 3 (mod 4), then we have
is the Legendre symbol (modl). Hence, if t ≡ −p 2m (mod l), then t is a quadratic non-residue (mod l). So |Z(l, p)| = l − 3.
Conversely, if l ≡ 1 (mod 4), then
This implies that the integers in Z(l, p) are all quadratic residues (mod l). But the number of quadratic residues is l−1
a contradiction. Hence l ≡ 3 (mod 4). ✷ Corollary 5.15 Assume that l ≥ 5 is a prime number and F is a field with ch(
. For any γ ∈ GG l (F (x)), the subgroup of K 2 (F (x)) generated by γ is cyclotomic if and only if l ≡ 3 (mod 4) and p is a primitive root of l, i.e.,
and p is a primitive root of l.
Proof: Clearly, we have
If l ≡ 3 (mod 4), then from Lemma 5.14, we have 2 + |Z(l, p)| = l − 1, so from Lemma 5.13 ii), we get γ = {1, γ, γ
Conversely, from Lemma 5.13 ii), we have 
i) If ch(F ) = 0, then c(G l (n; F )) = 2n, and so cs(G l (n;
Proof: i) It follows from Lemma 5.9 and Lemma 5.13 i).
ii) It follows from Lemma 5.9 and Lemma 5.13 ii).
iii) It follows from Lemma 5. Corollary 5.20 Assume that l ≥ 5 is a prime number. If n is a positive integer satisfying
then c(G l (n; Q)) = 2n, so cs(G l (n; Q)) = 0. ✷
Corollary 5.21
Assume that l is a prime number, F is a field with ch(F ) = l and
Assume that l ≥ 5 is a prime number, F is a field with ch(F ) = l and
If n is a positive integer satisfying
In particular, when p is a primitive root of l and l ≡ 3 (mod 4), we have cs(S l (n; F )) = cs(T l (n; F )) = n. ✷ Remark 5.23 The equality (5.3) is actually a diophantine equation about X, Y, Z over the polynomial ring F [x], i.e., it can be rewritten as
, then from the proof of Theorem 5.17 we know that the above diophantine equation has no solution in
6. The Cases 5 ≤ l ≤ 2n + 1
Now, we consider the cases of n > l−3 2 , i.e. l ≤ 2n + 1, which seems difficult. For n = 2 and l = 5, we have:
Proof: It suffices to prove
where b = 0 and 1 ≤ l 1 , l 2 ≤ 4. Otherwise, if β ∈ G 5 (F (x)), then in the proof of Theorem 5.17, letting n = 2, we know that there exist two coprime polynomials f (x), g(x) ∈ F [x], with f (x) monic, such that
and that we have either degf = 2 or degf = 3. The proof of case degf = 3 is completely similar. Now, we consider the case degf = 2. In this case, we have e 1 = e 2 = 1, so (6.1) becomes
Similarly, letting x = ζ − b, we get
Since f (x) is monic, comparing the degrees we have the following equalities
where k 2 is the leading coefficient of g(x). We claim that k 2 = 0. Otherwise, if k 2 = 0, then we have either
. This is impossible, since elements 1, ζ and 1, ζ, ζ k (k > 1) are linearly independent over F, since the minimal polynomial of ζ is of degree 4.
If
Similarly, a contradiction arises. Now, the formulas (6.3) lead to the following four cases:
. This is impossible, since we have
. From the first equality it follows that f (x) = x 2 +x+l 0 , g(x) = (l 0 −1)x 2 −x−1. So the second equality gives −k 2 = 1−l 0 = 1−2b = 2b(l 0 −1)+1, so 1−2b = −k 2 = 2b(l 0 −1)+1 = 2b(2b − 1) + 1. Since ch(F ) = 2, we get b = 0, a contradiction.
(iv).
From the second equality it follows that f (x) = x 2 −k 2 x−k 2 , g(x) = k 2 x 2 +k 2 x+k 2 +1. Then the first equality implies that 2b + k 2 = −1, 2bk 2 − k 2 = 1. So 2b + 2bk 2 = 0, therefore k 2 = −1. But this implies b = 0, a contradiction.
Thus, in all the four cases we get a contradiction. In summary, the equality (6.2) does not hold. ✷ Remark 6.2 The main result in [25] is a special case of Theorem 6.1. The assumption ch(k) = 2 is needed in the proof of Theorem 6.1 because for ch(F ) = 2 we have the equality:
For n = 3 and l = 5 or 7, we have:
Assume that F is a field with ch(F ) = 2 and that
, and assume that l = 5 or 7.
Similar to the proof of Theorem 6.1, through a rather long computation, the proof can be achieved. ✷
Diophantine Equations
To give a further example, we need the following two lemmas.
Lemma 7.1
The integer solutions of the diophantine equation 
So, in either cases, we have
This is impossible since
The equation
has no real number solutions. Proof: The polynomial can be written in the form
First two summands in brackets are nonnegative and the third is ≥ 1. Hence the value of the polynomial for x, y ∈ R is ≥ 1. ✷
A Further Example
We continue to consider the cases of l ≤ 2n + 1. We use the symbol S * l (2; Z) denote a subgroup of K 2 (Q(x)) generated by 2 essentially distinct nontrivial elements of the form
satisfying the 'extra condition'
We have c(S * 5 (2; Z)) = 4, hence cs(S * 5 (2; Z)) = 0, i.e., S * 5 (2; Z) contains no nontrivial cyclotomic subgroups. Proof: Let
, where
We can assume 1 ≤ l 1 , l 2 ≤ 4. We claim that β / ∈ G 5 (Q(x)). Otherwise, if β ∈ G 5 (Q(x)), then as in the discussions of section 5, we know that there exist two coprime polynomials f (x), g(x) ∈ Q[x] such that
and that we have either degf = 2 or degf = 3. 1. Case degf = 2. In this case, we have e 1 = e 2 = 1, so (8.1) becomes
. Then, we have
where ad − bc = 1 and
Noting that ζ / ∈ Q, by the action of the Galois group Gal(Q(ζ)/Q), we have
Putting this expressions in to (8.3) and comparing the coefficients, we get
We only consider the following cases and the other cases are similar and easy. 1) If i = 1, j = 2, from (8.4)(8.5) we have
(8.9) From (8.6), we have (a 2 + c 2 + ac)k 2 = 1, so k 2 = 0; from (8.7), we have ac + c 2 = −1; so from this equality and (8.8), we have (a + c)d = 1 − a 2 ; therefore from (8.9), we have
Hence, we have c 8 + 2c 6 + 4c 4 + 3c 2 + 1 = 0, impossible. 2) If i = 1, j = 3, then we have
, From these equalities, we have k 2 = 0 and respectively
Clearly c = 0, and a = 0 since b 2 −abk 0 = 0. So k 1 = 1, therefore from c 2 k 1 −cdk 2 = c 2 −1, we have cdk 2 = 1; so from ck 2 + a − ak 1 + bk 2 = 0, we have b = −c. Hence from
, that is, ad − bc = 0, a contradiction. 4) If i = 2, j = 3, then we have
(8.11) From (8.10)(8.11), we have respectively
From Lemma 7.1, this is impossible. 5) If i = j = 2, we have This contradicts Lemma 7.2. 6) If i = j = 3, then we have
14) From (8.14)(8.15), we have respectively
A contradiction arises from Lemma 7.2. 7) If i = 3, j = 2, we have 
Therefore a = 0. If d = 0, then clearly c(x) and c( −c cx ) are not essentially distinct, which contradicts the assumption.
Hence we get a = 0, d = 0. So we have
Therefore we get
This contradicts the assumption. 2. Case degf = 3.
In this case, we have e 1 + e 2 = 3, so by symmetry, it suffices to consider the case e 1 = 2, e 2 = 1, hence (8.1) becomes
Similar as (8.2) , it suffices to consider
Putting these expression into (8.17) and comparing the coefficients, we have
Similar to the proof of the case of degf = 2, we can prove that these equalities do not hold. So we omit the details of computations.
In summary, the equality (8.1) does not hold. So β / ∈ G 5 (Q(x)), as claimed. ✷ This example implies that the cases of l ≤ 2n + 1 are more complicated than imagination. 
The Cubes and Squares
From this section on, we will turn to the number field cases. In this section we will focus on the problem: When the cube or the square of a cyclotomic element is still cyclotomic ? As a result, we will construct some cyclotomic subgroups of order 5.
We need the following lemmas.
Lemma 9.1(Selmer) i) If n ≡ 2(mod 3), then the polynomials
ii) If n ≡ 2(mod 3), then the polynomials x n + x + 1 have a factor x 2 + x + 1, but the polynomials
. Proof: See [15] . ✷ Lemma 9.2 (Zsigmondy) If a > b > 0, gcd(a, b) = 1 and n > 1 are positive integers, then a n + b n has a prime factor that does not divide a k + b k for all positive integers k < n, with exception 2 3 + 1 3 . Proof: See [29] .
✷
We can construct the cube of a cyclotomic element which is also cyclotomic as follows.
Suppose that we have the decomposition of prime ideals
p + 1, we can assume that e i ≥ 1 and m ≥ 1. Let p i be primes (need not be different) such that (
where f i = f (p i |p i ) are the residue class degrees. From Lemma 9.2, the number 2 p +1 has a primitive prime divisor, say, q, i.e., q | 2
where q ∤ a. Therefore
This implies that q must be one of the primes p 1 , p 2 , . . . , p m , say q = p 1 . Note that the primes p i may not be distinct. So we have
On the other hand, clearly we have q = 3, i.e., q ≥ 5, so
Hence from (9.1), we get
Therefore c p (α) = 1. ✷ Example 9.4 (Browkin) Let p = 5. Then it is easy to show that
Let α be a zero of f 5,2 (x) and F = Q(α). Then from Theorem 9.3, we get
On the other hand, we have
Hence we conclude that
So G 5 n (F n ) also contains the cyclotomic subgroup c 5 n ( 5 n−1 √ α ) We can also construct a cyclotomic element in K 2 of some quadratic field such that its square is also a cyclotomic element.
Lemma 9.5 For any integer n ≥ 1 and any prime p, the polynomials f (x) = x n +x n−1 +p are irreducible over Q. Proof: Clearly we can assume that n ≥ 2. The Newton polygon of f (x) for the prime p has vertices (0, 1), (n − 1, 0), (n, 0). Therefore this polygon has two sides with slopes 1/(n − 1) and 0, respectively. From p|1 + 3α = (1 + α) + 2α and p|q = 2, we know that p ∤ 1 + α, i.e., v p (1 + α) = 0. So τ p (c p (α)) = (−3) vp(1+3α) (−1) vp(1+α) ≡ (−3) vp(1+3α) ≡ 1(mod p).
Therefore c p (α) = 1. ✷ When p = 5, F = Q(α)/Q is an extension of degree 5. Similar to Example 9.4, we conclude that c 5 (α) generates a cyclotomic subgroup. We can also construct a quadratic field F such that G 5 (F ) contains a cyclotomic subgroup. ✷ We do not know how to construct other cyclotomic subgroups. In particular, we do not know whether c 7 (α) is a cyclotomic subgroup with α as described above.
The Non-Closeness
In this section, for any number field F, we will construct a subgroup generated by an infinite number of cyclotomic elements to the power of some prime, which contain no nontrivial cyclotomic elements. This is more clear than what Browkin's conjecture implies.
We need the following celebrated result.
Theorem 10.1 (Faltings [3] ) Any smooth, projective curve over a number field F that has genus greater than 1 can have only finitely many F -rational points. ✷
In the following, we will use the symbols g(C) and g(F (C)) to denote respectively the genus of a curve C and its function field F (C). We also need a genus formula on Kummer extensions of function fields.
Let K/k be an algebraic function field where k is the field of constants and contains a primitive m-th root of unity (with m > 1 and m relatively prime to the characteristic of k). Suppose that u ∈ K is an element satisfying u = w d for all w ∈ K and d|m, d > 1.
Let K ′ = K(y) with y m = u.
Such an extension K ′ /K is said to be a Kummer extension of K. We have the following genus formula. where r P := gcd(m, v P (u)) and S K is the set of places of K/k. ✷ Lemma 10.3 Let F be a number field. Assume that n ≥ 3 and p is a prime. If either p ≥ 5 or p = 2 but n = 3, 4, 5, 6, 8, 10, 12 or p = 3 but n = 3, 4, 6, then there are only finitely many F -rational points on the curve C : Φ n (x) = cy p , where c ∈ F * . Proof. Let C be the projective closure of C over F i.e.
C : Φ n (x, z) − cy p z ϕ(n)−p = 0.
Note that C is a singular curve with singular point (0 : 1 : 0). So we need to consider the normalization of C, i.e., π : C ′ −→ C.
As we know( [5] ), C ′ is a projective smooth curve over F. It is also well known that the genus of a projective smooth curve is equal to the genus of its function field( [6] ). So we have g(C ′ ) = g(F (C ′ )).
Since π is a birational morphism, we have F (C ′ ) ≃ F (C) ≃ F (C), so g(F (C ′ )) = g(F (C)), therefore g(C ′ ) = g(F (C)). Now, we calculate the genus g(F (C)). At first, since F is a perfect field, the genus is unchanged under the algebraic extension of F. So g(F (C)) = g(F (C)), where F is the algebraic closure of F.
Clearly, we have F (C) = F (x, y) = F (x)(y) with y p = Φ n (x).
It is easy to see that F (x)(y)/F (x) is a Kummer extension. As is well-known, the genus of the rational function field F (x) is trivial, i.e., g(F (x)) = 0. For the Kummer extension F (x)(y)/F (x) with
where ζ is the n-th primitive root of unity, it is easy to show that for any P ∈ S F (x) , we have i) if P = (x − ζ i ), 1 ≤ i ≤ n, gcd(n, i) = 1, then v P (u) = 1, so r P =gcd(p, v P (u)) = 1; ii) if P = (x − a), a = ζ i , gcd(n, i) = 1, then v P (u) = 0, so r P = p; iii) if P = ∞ = ( 1 x ), then v ∞ (u) = −ϕ(n), so r ∞ = gcd(p, ϕ(n)). We apply Lemma 10.2 to the extension F (x)(y)/F (x). Note that F is an algebraically closed field, so the constant field of F (x)(y) is also F and so degP = 1 for any place P ∈ S F (x) . Therefore we get g(F (C)) = 1 + p −1 + 1 2 ϕ(n) 1 − 1 p + 1 2 1 − gcd(p, ϕ(n)) p .
