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L 'enseignement des automatismes dans 1 e programme de Techno- 
logie de la mécanique est relativement récent: 1975-76. Son in- 
troduction fait partie d'un ensemble de nouveaux cours qui sont 
venus modifier assez profondément la substance des enseignements 
de cette concentration. 
De façon générale, les changements apportés se voulaient une 
réponse aux réalités industrielles et aux orientations nouvelles 
qui visaient à développer le secteur secondaire au Québec, notam- 
ment, 1 ' industrie de la transformation mécanique. Ces changements 
allaient dans le sens de privilégier davantage, chez les élèves, 
le développement de leurs capacités d'analyse et d'organisation du 
travail et de conception de nouveaux systemes et procédés indus- 
triel S. 
Pour ce faire, i l  a fallu non seulement introduire des nou- 
veaux cours et réviser en profondeur les contenus de certains 
cours existants, mais surtout amener les enseignants à modifier 
certaines approches pédagogiques. L 'util i sation de (wecettesb) et 
l'approche empirique et intuitive devaient céder leur place au sup- 
port théorique, ii la méthodologie et à la planification du travail. 
On a, en quelque sorte, intellectualisé davantage les ensei- 
gnemen ts . 
De façon plus spécifique, 1 'introduction de l'enseignement 
des automatismes dans le programme de Technologie de la mécanique 
s ' inscrit dans un contexte technologique parti cul ier: a 1 lori- 
gine, la partie crcommander (di te aussi partie iti ntell i gente)) ou 
((logique))) des circuits d'automatisation était presque exclusive- 
ment réalisée avec des technologies électromagn6tiques (relais). 
Par contre, la partie ccpuissancei.) (ou ctmuscle~)), de par la nature 
même des applications, &ait souvent et de plus en plus réalisée 
avec des technologies hydraul iques ou pneumatiques, qui relèvent 
toutes les deux du champ de la mécanique. Plus récemment, des dé- 
veloppements technologiques importants se sont produits autant 
dans le domaine de 1 'électrotechnique, avec 1 'utilisation massive 
de la microélectronique, que dans le domaine de la mécanique, 
avec l'apparition de cellules logiques pneumatiques et la miniatu- 
risation des composants, accompagnée de la diminution substantiel- 
le de leur coût relatif. 
Ces développements ont fait en sorte que, désormais, des so- 
lutions technologiques ((tout-pneumatique)) ou encore (tpneumatique- 
hydraulique)) qui, finalement , constituent toutes les deux des so- 
lutions ((tout-mécanique)), soient non seulement possibles mais 
souhaitables. 
Ces nouvel les possi bi 1 i tés technologiques, rel iées aux be- 
soins croissants d'automatisation des productions et des fabrica- 
tions industriel les sont venues modifier 1 'équi 1 i bre des responsa- 
bil ités professionnel les et, en ce qui nous concerne, ont créé de 
nouveaux domaines de compétence et ouvert de nouveaux champs d'ac- 
tion. 
Il devint donc nécessaire d'inclure dans la formation des 
techniciens en mécanique, les apprentissages nécessaires dans ce 
nouveau domaine qui, par ailleurs, est encore en plein développe- 
ment. 
DEFINITION DU PROBLEME 
Les enseignants en technologie de la mécanique ne pouvaient 
pas des le départ, et par la force des choses, être des experts 
dans la matiere dans ce nouveau champ de leur profession. La plu- 
part d'entre eux ont dû adapter, tant bien que mal, leurs connais- 
sances empiriques et très hétérog6nes iî un nouveau contenu de cours 
qui présupposait une bonne 'structuration des connai ssances théori - 
ques. 
Par ailleurs, l'industrie spécialisée dans le domaine, en 
pleine évolution, n'était pas en mesure d'exercer un leadership 
réel du point de vue de la méthodologie a suivre pour la concep- 
tion de circuits d'automatisation. Maintes fois, au cours de nos 
travaux, nous avons été forcés de constater que, mëme actuellement, 
un bon nombre de techniciens qui évoluent dans cette industrie spé- 
cial ide, accumulent, avec 1 'expérience, des rtrucsn qui finale- 
ment constitueront un certain bagage de connaissances , mai s com- 
bien hétérogenes, peu articulées et fortement teintées par le ha- 
sard du cheminement professionnel de chacun. 
L'industrie étant traditionnel lement une source d' inspira- 
tion privilégiée des enseignants, i l  n'est pas surprenant que les 
enseignements donnés aux collèges reflètent ces mêmes tendances. 
On comprendra facilement qu'il s'agit là d'un contexte idéal 
à la prolifération des ((méthodes-miracle)) et à la course aux nou- 
vel les trouvai1 les qui procurent des sol utions toutes faites. 
Dans ce contexte, 1 ' enseignement des automatismes peut rapidement 
devenir le lieu par excellence pour fonctionner au moyen de ((boi- 
tes noires)) que les élèves apprennent à ((tricoter)), souvent par la 
méthode d 'essai -erreur. 
De toute évidence cette approche donne des résultats à très 
court terme mais s'avere décevante par la suite au niveau de la 
transférabilité des apprentissages et de la généralisation des si- 
tuations. De plus, les résultats obtenus n'expriment ggnéralement 
pas la condition minimale de fonctionnement ce qui se traduit par 
une surconsommation de matériel. 
A 1 'opposé, une autre approche faisant appel à une formation 
theorique de base, au d6veloppement de la pensée logique et de 
1 'esprit d'analyse selon un cheminement structuré et rigoureux, 
est certainement mieux en mesure d 'éviter les problGmes mentionnes. 
Cette approche demande d ' aborder 1 e traitement des probletmes d ' au- 
tomatismes selon un processus général dont la description des gran- 
des étapes peut s'illustrer par le schéma suivant: 
ETAPES DU 
PROCESSUS GENERAL 
1 ENONCE D'UN BESOIN 
D ' AUTOMATISATION 1 
DESCRIPTION 
DES ETAPES 
Consiste essentiellement à b ien dé- 
f i n i r  l e  problgme. 
ANALYSE DETAILLEE DU 
FONCTIONNEMENT LOGIQUE 
Consiste à obten i r  l es  données des 
d i f férentes condit ions logiques qui  
doivent gérer 1 e fonctionnement de 




D 1 AGRAMME 
REALISATION DU CIRCUIT 
EN LABORATOIRE 
Consiste à t r a i t e r  l es  données de 
1 'analyse en appliquant un ensemble 
de l o i s  e t  de mecanismes f o r t  com- 
plexes, pour about i r  à des équations 
1 ogiques de fonctionnement. 
Consiste à ordonnancer, à détermi - 
ner l a  nature des d i f f é ren t s  corn- 
posants e t  a en 6laborer l e  diagram- 
me. 
Consiste à sélect ionner les  compo- 
sants, à r éa l i se r  l e s  intercon- 
nexions e t  3 v e r i f i e r  l e  fonction- 
nement du c i r c u i t .  
Ce processus s 'av6re , cependant, d 'appl icati on complexe et 
exigente. Il comporte certains aspects très rébarbatifs où les 
apprentissages sont peu substantiels. Tel est le cas pour 1 'en- 
semble des opérations rel iées 3 1 'étape du traitement des données, 
pendant laque1 le 1 'élève doit appl iquer de façon répétée des méca- 
nismes de traitement qu'une fois compris et justifiés, ne présen- 
tent aucun intérêt. C'est aussi une étape parsemée de possibil i- 
t8s d'erreurs et la plus longue. En fait, elle peut représenter 
facilement 50% du temps de tout le processus selon le degré de com- 
plexi té du probleme trai té. 
Somme toute, 1 'approche en question est susceptible de pro- 
duire à plus long terme des résultats nettement supérieurs en ce 
qui a trait à son utilisation comme outil de résolution de proble- 
mes d'automatisme, par rapport à des méthodes plus artisanales ba- 
sées sur l 'expérience et le {(savoir faire)) professionnel des indivi- 
dus. 
Toutefois, un certain plafonnement apparait , quand même, 
alors que la complexité d'analyse des problèmes traités augmente 
et que le temps nécessaire pour faire le traitement des données 
prend une importance démesurée. 
Il devient alors clair que les efforts des élèves gagneraient 
à être réorientés. 
OBJECTIFS DU PROJET 
Comne nous venons de l'établir, l'utilisation d'une démarche 
rigoureuse n'est pas à 1 'abri de contraintes qui méritent la plus 
grande attention. 
C'est ainsi que le présent projet se propose, dans un pre- 
mier temps, de développer un procédé permettant de réduire au maxi- 
mum les aspects les plus rébarbatifs de 1 'étape du traitement des 
données, et, dans un deuxième temps, nous tenterons de vérifier si 
1 'utilisation de ce procédé affecte le niveau d'apprentissage des 
élèves . 
Pour y arriver, on se propose de real iser le traitement des 
données au moyen d' un ordinateur, de tel le sorte que 1 es économies 
substantielles de temps qui seront réalisées, puissent permettre 
une redistri bution des temps d'apprentissage, rendant possible un 
pl us grand dével oppement des habi let& d'appl ication et surtout 
d'analyse. 
4. ENONCE DE L ' HY POTHESE 
L'hypothèse orientée que nous tenterons d ' infirmer ou de con- 
firmer au cours de 1 'exp6rimentation peut s'énoncer ainsi: 
Hypothèse orientée H 
Il existe une différence significative en termes d'accroissement 
des habiletés développées chez les éleves qui uti 1 i sent 1 'ordina- 
teur pour faire le traitement des données d'un probleme d'automa- 
tismes (groupe expérimental ) , par rapport à ceux qui ne 1 'utilisent 
pas (groupe contrôle), la différence étant en faveur des premiers. 
On entend par habiletés d6veloppées , des capaci tés intel lectuel les 
du domaine cognitif telles que définies selon la taxonomie de 
Bloom, aux niveaux 3.00: Application et 4.00: Analyse. ( 1  ) 
5. DEMARCHE 
Afin de vérifier 1 'hypothèse émise, nous allons procéder se- 
lon la démarche suivante: 
1"  Elaboration d'un logiciel pour réaliser le traite- 
ment des données. 
2" Expérimentation du logiciel en milieu d'apprentis- 
sage pour mesurer les effets de son utilisation 
sur les habiletés développées par les élèves. 




( 1  ) Bloom, B.S., Taxonomy of Educational Objectives, in Handbook 1 : Cogni- 
tive domain, David McKay, N. Y., 19%. 
l 
CHAPITRE I I  
Le logiciel 
1. L'ETAT DE LA QUESTION 
Ce pro jet se propose d'util i ser 1 'ordinateur comme support 
aux apprentissages. Plus spécifiquement, en tant qu 'outi 1 pédago- 
gique disponible dans une salle de cours pour faire le traitement 
des données de problemes d'automatismes, selon la méthode matri- 
ciel le dérivée de Karnaugh. 
La spécificité de 1 'appl ication expl ique surement que nous 
n'ayons pas été en mesure de repérer aucune application pédagogi- 
que de 1 'ordinateur équivalente. De tous les ouvrages et rapports 
de recherche consul tés, deux seulement impl iquent 1 'util isation de 
1 'ordinateur dans un domaine connexe à celui qui nous occupe: 
O Le rapport de William P. Love de l'université de 1'Etat 
de la Floride, datant de 1969, où 1 'ordinateur est utilisé pour 
dispenser des leçons (Computer Assisted Instructions) sur 1 'alg6- 
bre de Boole. 
O L'ouvrage de William 1. Fletcher, #An Engineering Approach 
to Digital Design)), 1978, Prentice-Hall , présente un programme pré- 
paré par le département de Génie Electrique de 1 'Université de 1 'E- 
tat de 1 'Utha, en 1977, pour déterminer, essentiel lement, l 'expression 
minimale d'un problème d'algèbre de Boole. 
Ce programme ne réal ise qu'une petite partie du traitement 
que nous nous proposons de faire. Par ailleurs, i l  n'est pas pos- 
sible de 1 'util iser avec un micro-ordinateur dans une salle de 
cours et, de plus, le traitement ne permet pas 1 'interaction avec 
1 'usager. Pour toutes ces raisons, i l  ne constitue pas le type 
d'outil pédagogique que nous recherchions. 
11 a donc fa1 lu que nous développions, en premier 1 ieu, un 
logiciel convenable. 
Les prochaines pages expliquent la nature des choix pédagogi- 
ques et technologiques qui ont déterminé la forme du logiciel qui 
est présenté à l'Annexe 1. 
CHOIX PEDAGOGIQUES 
Le logiciel que nous devions développer étant par dessus tout 
un outil pédagogique, une aide aux apprentissages, nous avons éta- 
bl i, dès le départ, que l 'élève devrait pouvoir en controler et en diri- 
ger le déroulement, c'est pourquoi, le logiciel travaille de façon 
entièrement interactive. 
La durée du traitement était aussi un aspect important mais, 
au traitement en lot, avec sa grande puissance, nous avons préféré 
le traitement avec micro-ordinateur dans la salle de classe. Encore 
là nous avons choisi de donner aux él6ves un maximum de flexibilit6 
en leur permettant d'avoir accès aux appareils à tout moment pen- 
dant le cours, même si nous étions conscients que la vitesse de 
traitement des micro-ordinateurs pouvait s'avérer parfois un peu 
décevante. 
Probablement, la solution idéale aurait été 1 'utilisation de 
terminaux périphériques rel i 6s ii un ordinateur central mais nous 
ne disposions pas des équipements nécessaires. 
3. CHOIX TECHNOLOGIQUES 
Une fois la décision prise de se servir de micro-ordinateurs 
dans la salle de cours, les choix du type (Radio SHACK, TRS-80 
MODELE 1 et III) ainsi que du langage de programmation (BASIC) ont 
été guidés simplement par la disponibilité des appareils et par 
1 'universatil ité de 1 'utilisation du langage. 
Pour la vers'ion actuel le du programme, une mémoire de 35K 
s 'avgre largement suffisante. Le nombre de variables d'entrée plus 
le nombre de mémoires ne doivent pas excéder huit; ce qui est trës supé- 
rieur aux besoins du projet. Par ailleurs, le programme peut être 
facilement modifié pour augmenter ce nombre. 
Finalement, nous sommes persuadés qu'une version du programme 
compi 1 ée en langage machine serait nettement pl us performante mais, 
malheureusement, nous ne disposions pas du compilateur adéquat au 
moment de 1 ' expérimentation. 
ELABORATION DU L O G I C I  EL 
Le logiciel réalise tout le traitement des donnges selon la 
méthode matricielle dérivée de Karnaugh. 
Essentiel 1 ement , le processus comprend les étapes suivantes: 
1" Entrée de lamatrice primitive au complet: nombre de varia- 
bles d'entrée, nombre de lignes, valeurs des cases ainsi que 
le nombre et les valeurs des sorties. (Des possibilités de 
correction et de modification sont prgvues). 
2 O  L'ordinateur procede à la construction de la matrice contrac- 
tée. Une première solution de matrice contractée à partir 
de la première ligne sera proposée (affichée) pour traitement 
ultérieur. 
3" A ce stade l'élève doit décider si la matrice contractée est 
convenable. Si non, 1 'ordinateur produira une nouvel le ma- 
trice contractée à partir de la deuxième ligne, et ainsi de 
sui te. 
4" Si oui, 1 'ordinateur procède à 1 'élaboration de la matrice 
de chacune des sorties. Il y a d'abord affichage des valeurs 
de la matrice, puis traitement de celle-ci pour le regroupe- 
ment des cases qui donnera l'expression minimale. Les termes 
de l'équation sont affichés. 
5" Elaborat ion de l a  matr ice de chacune des mémoires, regroupe- 
ment des cases e t  recherche de 1 'expression minimale comme 
pour 1 'étape 4. 
I l  e s t  à no ter  que l e  t ra i tement  peut se f a i r e ,  au choix, 
pour des appl i ca t i ons  technologiques monostables ou b i  stables. 
Une descr ip t ion  p lus d e t a i l l é e  du l o g i c i e l  e s t  donnée à 1 'An- 
nexe 1. 
CHAPITRE I I  1 
Méthodologie 
1. METHODOLOGI E 
Afin de vérifier 1 'hypothèse émise, nous avons employ6 le 
devis expérimental que nous décrivons dans ce troisième chapitre. 
Aussi nous exposerons le contexte expérimental, c'est à dire, la 
constitution de 1 'échantil lon, le contexte général de 1 'expérimen- 
tation, la formation des groupes et les instruments de mesure uti- 
lisés. 
2. DEVIS EXPERIMEMAL 
Le devis expérimental utilisé pour cette étude peut se re- 





X = variable ind6pendante ou expérimentale 
(1 'utilisation de 1 'ordinateur) 
Y = variable dépendante 
(résultats obtenus) 
a 
G E +  X + Y, - - $ X  4 Y 2  
Gc - Y: -Y !  
- 
Les résultats comparés serb:.: 
mesurés à deux moments différents de 1 'expérimentation. 
Ce devis implique que 1 'expérimentation portera sur deux 
groupes d'el èves. L'un d 'eux constituera le groupe expgrimental 
et réalisera les apprentissages avec 1 'ordinateur (variable expé- 
rimentale). L'autre sera le groupe controle et réalisera les ap- 
prentissages sans 1 'ordinateur. tzs diff6rences entre ces deux 
trai ternents seront devel oppées au chapitre 4. 
3. CONSTITUTION DE L ' ECHANTILLON 
Il s'agit des dix huit (18) élèves, tous de sexe masculin, 
inscrits au cours ((Automatismes , 241-270)) (60 heures) du programme 
de Technologie de la mécanique, à l'enseignement régulier au Col- 
lège de Valleyfield. 
TOUS les sujets participants en etaient à leur 2e année (4e 
session) d'etudes collégiales, à 1 'exception d'un qui reprenait le 
cours suite à un gchec, pour qui i l  s'agissait de la 3e année (6e 
session). Le hasard a déterminé qu'il fasse partie du groupe con- 
trôle. Tous les sujets avaient entre 18 et 20 ans, sauf deux qui 
avaient 21 et 22 ans. 
4. CONTEXTE GENERAL 
Dès le départ, tous les élèves ont été mis au courant de la 
nature et des modal ités de 1 'expérimentation. 
Les mëmes tests ont été administrés, au mëme moment, à tous 
les élèves réunis. 
Le temps de contact élèves-professeur a été identique pour 
les deux groupes. LI horaire dos cours était équivalent: 
pour un groupe: 
Mardi, de 8h00 à lOhOO et mercredi, de lOhOO ii midi. 
pour 1 'autre groupe: 
Mardi, de lOhOO a midi et mercredi de 8h00 a 10h00. 
Pour le groupe expérimental on disposait de deux micro- 
ordinateurs dans la salle de cours. Les 6leves y avaient accès à 
tout moment pendant les heures de cours. 
5. CONSTITUTION DES GROUPES 
L'objectif étant de former deux groupes d'éleves qui, dans 
1 'ensemble, présenteraient des caractéristiques de performances 
académiques passées 1 e pl us sembl ab1 es possible , nous avons com- 
mencé par la formation de paires d'étudiants selon les critères dé- 
veloppés ci-apres. Le sort a décidé par la suite, qui, de chaque 
paire, ferait partie du groupe expérimental et du groupe controle. 
Le cours n'exigeant pas de prérequis formel comme tel, on a 
retenu les deux critgres suivants pour la formation des paires. 
1 O La moyenne des écarts à la note moyenne du groupe obte- 
nue pour l'ensemble des cours au collégial. La note 
brute comme tel le a été dé1 aissée au profit de 1 'écart 3 
la moyenne car celui-ci est plus significatif. En ef- 
fet, une note brute de 70% obtenue dans un cours où la 
moyenne du groupe était de 72% aurait la même significa- 
tion qu'une note brute de 70% obtenue dans un cours où 
la moyenne du groupe serait de 62%. Par contre, si on 
considère les écarts à la moyenne, on obtient -2% (70% 
- 72%) et +8% (70% - 62%) respectivement, ce qui est plus 
révélateur de la performance réel le de l 'étudiant compa- 
rée 3 ce1 le du groupe. 
Z 0  La note moyenne obtenue aux deux tests portant sur les 
connaissances acquises pendant la 1 re phase de 1 ' expéri - 
mentation (voir page 29) .  
Un troisieme critère a été analysé: c'est la note aux cours 
de mathématiques. Ce critère a été finalement abandonné car, dans 
la plupart des cas, i l  donnait des observations très proches des 
autres criteres, tandis que dans les autres cas, i l  donnait des ob- 
servations aberrantes (cours échoués parfois repris, parfois non, 
abandons, . . . ) . 
Finalement 1 'âge variant peu (18-20 ans) n 'a pas et6 retenu 
comme critère significatif. Deux cas faisant exception (21 et 22 
ans), le hasard a fait qu'ils soient allgs un dans chaque groupe. 
Le tableau suivant rend compte du profil des deux groupes 
de neuf élsves chacun. 
Tableau no 1 
On peut observer que le groupe contrôle présentait un certain 
avantage par rapport au groupe expérimental pour le moins en ce qui 
a trait au premier critère. Tel ne semble pas le cas pour ce qui 
est du deuxième critère car, malgré un déséquilibre au niveau de la 





















Moyenne des écarts 
à la note moyenne 
(ensemble de cours 
au collggial ) 
Note moyenne 
aux deupetests 




' 0% + 
- 9% + 
-10% + 
90% + 
- +  




LES INSTRUMENTS DE MESURE 
Des tests objectifs ont été utilisés conne instrument de me- 
sure. Les deux tests administrés pendant la première phase (voir 
Chapitre IV) impl iquaient 1 es cotes taxonomiques 1 .O0 : Connai ssan- 
ce, 2.00: Compréhension et 3.00 : Appl ication, d'après la taxo- 
nomie de Bloom (domaine cognitif). Il est à noter, cependant, que 
les résultats à ces deux tests ont été utilisés pour la constitution 
des groupes tel que mentionne préc6denunent. C'est dire qu'i 1s n'ont 
pas été considér6s pour fins d'analyse et d' interpretation des résul- 
tats. 
Les tests objectifs administrés à la fin des deuxième et 
quatrième phases (voir chapitre IV) comprenaient 47 et 50 items 
respectivement répartis sel on 1 es cotes taxonomiques sui vantes : 
Les résultats obtenus sont présentés aux tableaux 2 à 5 du 
Chapitre V et constituent les seuls faisant 1 'objet de 1 'analyse et 




Ces tests ont été construits selon les normes d'usage concer- 
nant la validité et la fiddité interne. Cependant, ils n'ont pas 








CHAPITRE I V  
DEROULEMENT DE L ' EXPERIMENTATION 
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Déroulement de 1 'expérimentation 
1. DEROULEMENT DE L ' EXPERIMENTATION 
Dans cette partie du travail nous allons décrire, dans un 
premier temps, chacune des quatre phases qu'a comporté 1 'expéri- 
mentation. Dans un deuxième temps, nous dégagerons les différen- 
ces entre les traitements du groupe expérimental et du groupe con- 
tr6l e. 
Cette dual ité dans les traitements définit notre variable 
expérimentale comme nous 1 'avons sou1 igné précédemment, à savoir, 
1 'utilisation ou la non utilisation de 1 'ordinateur. 
DESCRIPTION DES PHASES 
2.1 Premiere phase: 
Pendant une durée de cinq semaines, 1 'ensemble des dix- 
huit él?ves, réunis en un seul groupe, ont reçu une formation 
de base, surtout théorique, uniforme et identique. La didac- 
tique uti 1 isée a été de type traditionnel , c 'est-à-dire: court 
exposé magistral, suivi de démonstrations et d'exemples entre- 
coupés de questions orales, le tout complété par des exercices 
et des problemes que les 615ves solutionnaient en classe et 
que le professeur reprenait au tableau par la suite. S'il y 
avait lieu, des exercices de laboratoire étaient aussi rgalisés. 
L'objectif principal de cette première phase était d'as- 
surer une formation de base, le plus uniforme possible, dans 
les connaissances et les habiletés nécessaires à la poursuite 
de l'expérimentation, cette fois, en groupes s6parés. Elle 
constituait en quelque sorte un moyen d'assurer un certain 
contrôle des prérequis à 1 'expérimentation proprement dite. 
Pendant le déroulement de cette phase on a administré 
deux tests objectifs de rendement, un aux trois semaines, 
1 'autre a la fin. Les résultats obtenus ont constitu6 un des 
critères pour la formation des paires d'élèves tel que décrit 
précédemment (voir page 23). 
2.2 Deuxième phase: 
Pendant cinq autres semaines, les deux groupes ont été 
séparés. 
Les éleves ont été appelés à résoudre des problèmes d'au- 
tomatismes selon le processus général décrit ci-apres et en 
uti 1 isant la méthode matriciel 1 e, derivée de Karnaugh ( I l  qui 
comprend les sous-étapes sui vantes: 
( 1 )  KARNAUGH, M., The map method for synthesis of combinational 
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D 1 AGRAMME 
REALISATION DU CIRCUIT 
EN LABORATO 1 RE 
SOUS-ETAPES 
METHODE MATRICI ELLE 
Déf in i t ion  du problGme, 
Etabl i ssement de l a  matr ice pr imi -  
t i ve :  déroulement des étapes; déter- 
mination des act ions d'entrée e t  de 
sor t ie .  
Etabl i ssement du polygone des 1 i a i  - 
sons, de l a  matr ice contractée, des 
matrices des so r t i es  e t  des matrices 
des mémoires. Regroupements des cases 
e t  obtention des équations logiques de 
fonctionnement. 
Ordonnancement des éléments logiques. 
Détermination de l a  nature des élé-  
ments. E l  aborat ion du diagramme e t  
des interconnexions . 
Sélect ion des composants. Cab1 age 
e t  v é r i f i c a t i o n  des condit ions l o g i -  
ques. 
Dans leur cheminement, les élèves du groupe expérimen- 
tal disposaient de deux micro-ordinateurs dans la salle de 
cours pour effectuer 1 'ensemble des étapes correspondantes 
au traitement des données. L 'accès aux micro-ordinateurs se 
faisait sur une base individuelle ou en groupe, 1 ibre et vo- 
lontaire. L 'élève pouvait soumettre au micro-ordinateur les 
résultats de son analyse logique du problème et diriger, de 
façon interactive, le traitement. Une validation avec le pro- 
fesseur de 1 'ensernbl e des résultats remplaçait généralement 
la reprise collective des exercices au tableau. 
Les élsves du groupe contrôle suivaient le même proces- 
sus décrit mais ne disposaient pas des micro-ordinateurs pour 
effectuer le traitement des données, qu'ils devaient faire ma- 
nuellement. 
Un test de rendement administré 3 la fin complétait cet- 
te phase. Il s'agit du premier test pour fins d'analyse et 
d' interprétation des résultats. 
2.3 Troisieme phase: 
Retour au travail en un seul groupe pour une durée de 
deux semaines. 
Pendant cette phase, tous les élèves ont reçu un nou- 
veau contenu théorique identique, nécessaire au déroulement 
de la phase suivante. La didactique utilisée a été la même 
que pendant la premiëre phase. L'ordinateur n'a pas été uti- 
1 isé. 
Cet arrêt du travail en deux groupes distincts devait 
permettre aux élèves de s'intéresser a un nouveau départ com- 
mun et aussi de constater que le cheminement fait (contenu, 
exercices, laboratoires,. . . ) par les deux groupes étai t 1 e 
même. 
Par ailleurs, i l  6tait important de discontinuer momen- 
tanément le travail en groupes séparés a cause des infiltra- 
tions possibles entre les travaux des deux groupes. En effet, 
ces elèves suivaient plusieurs autres cours ensemble et 1 'es- 
prit de camaraderie qui régnait entre eux risquait la crgation 
de mécanismes d'aide qui pouvaient fausser les résultats de 
1 'expérimentation. 
2.4 Quatrieme phase: 
D'une durée de quatre semaines, 
Retour au travail en groupes separés (les mêmes étu- 
diants dans les mêmes groupes). Reprise du même modële di- 
dactique et du même processus décrit à la deuxième phase. 
Un test de rendement a complété cette phase et l'expg- 
rimentation. C'est le deuxième test utilisé pour fins d'ana- 
lyse et d'interprétation des résultats. 
NATURE DES OBJECTIFS D 'APPRENTISSAGE 
Essentiellement, a la fin du cours, les élèves devaient être 
en mesure de concevoir et de réal iser des systèmes d'automatisa- 
tion de machines et d'installations industrielles diverses d'une 
complexité relativement importante. Il s devaient être en mesure de 
faire une analyse logique des conditions de fonctionnement d'un pro- 
blème soumis, d'en tirer des données et de les traiter en vue d'ob- 
tenir les expressions logiques (équations) de fonctionnement. Ils 
devaient ensuite être en mesure de déterminer la nature des éléments 
qui constitueraient le circuit, d'en établir le diagramme et de pro- 
céder à sa réalisation en laboratoire sur simulateur pneumatique. 
Il s'agissait donc d'être en mesure de résoudre des problèmes 
d'automatisation, en appl iquant le processus général décrit précé- 
demment (voir page 30). 
Toutefois, i l  est entendu, d'une part, qu'il y avait des con- 
naissances de base nécessaires avant de pouvoir aborder un tel pro- 
cessus et, d'autre part, que le degré de complexité des diff6rentes 
étapes augmentait au fur et à mesure que le cours avançait. 
A ce su jet, '1 'annexe I I  1 décrit 1 es contenus couverts ainsi 
que le modele suivi pour établ ir une graduation fine du degré de 
compl exi té des problèmes traités. 
De façon plus spécifique, les objectifs des diffgrentes pha- 
ses de l'expérimentation étaient les suivants: 
3.1 Première phase: 
Il s'agissait surtout d'acquisi tion de connaissances et 
de compréhension portant sur les lois fondamentales de la lo- 
gique et des mécanismes de traitement des données, ainsi que 
de leur application à des problèmes simples. C'était la phase 
00 1 '6lëve devait, essentiel lement, s'outiller. 
Deuxième phase : 
Les apprentissages 6taient de trois natures différen- 
tes selon 1 'étape du processus considér6e: 
O Lors de 1 'analyse du fonctionnement, 1 'élëve appre- 
nait à être rigoureux dans sa démarche, à développer ses capa- 
cités de raisonnement logique et à progresser de façon hypothé- 
tico-déducti ve pour parvenir à enchaTner un ensemble de raison- 
nements logiques. 
O Lors du traitement des données, 1 'élève devait faire 
preuve de capacités d'application des lois et des mécanismes 
déja appris, pour 1 'essentiel, pendant la première phase. 11 
n'y avait pas, proprement parler, de nouveaux apprentissages 
significatifs, tout au plus, une consolidation des acquis. 
O Lors de 1 'élaboration du diagramme et de la réalisa- 
tion du circuit, les élèves devaient faire Dreuve d'un éven- 
tai 1 d' habiletes assez important, comprenant des él éments de 
connaissances , de compréhension, d'appl ication, d'analyse et 
aussi de synthsse. Ce dernier aspect des apprentissages, quoi- 
que très intéressant, n'a pas été traité dans le présent tra- 
vail. 
3.3 Troisieme phase: 
Il s'agissait essentiellement du &me type d'apprentis- 
sages que ceux réalisés a la premiere phase: acquisition de 
connaissances, compréhension et appl ication , portant cependant 
sur des contenus assez distincts et plus complexes (voir Annexe 
III). 
3.4 Quatrième phase: 
Poursui te et développement des mêmes objectifs que ceux 
de la deuxieme phase. 
LES D IFFERENTS TRAITEMENTS 
Comme nous avons pu le constater, le traitement du groupe 
expérimental et du groupe contrôle a été identique pendant les pre- 
mière et troisième phases. Le traitement a été distinct pendant les 
deuxieme et quatrieme phases. Cette différence a consisté a utili- 
ser 1 'ordinateur (groupe expérimental ) ou à ne pas 1 ' uti 1 iser (groupe 
contrôle) pour faire le traitement des données. 
Son util isation a permis de réduire substantiellement le 
temps que les élsves ont consacré au traitement. On a pu ainsi pas- 
ser d'une importance relative d'environ 50% (soit environ 60 minutes 
pour le traitement, par rapport aux 60 minutes nécessaires pour 1 'en- 
semble des autres étapes) à quelque 15% (environ 15 minutes par rap- 
port aux mêmes 60 minutes). De ces économies de temps en a résulte 
une redistrlbution des efforts d'apprentissage qui ont été orientés 
vers un plus grand développement des capacités de compréhension et 
d'analyse des problSmes. 
C'est 13 1 'essence même de notre problématique de départ et 
de 1 ' hypothèse formulée. 
Dans la prochaine partie du travail, nous allons essayer de 
dégager les corrélations qui existent entre les différents traite- 
ments et les résultats obtenus aux deux tests administrés. 
CHAPITRE V 
ANALYSE E T  INTERPRETATION 
Analyse et interprétation des résultats 
1. ANALYSE ET INTERPRETATION DES RESULTATS 
Dans cette partie nous nous intéressons principalement a 
démontrer s'il existe ou non une différence significative entre 
les apprentissages faits par les élèves qui utilisaient 1 'ordina- 
teur et ceux qui ne l'utilisaient pas. 
Un niveau de signification impliquant un risque d'erreur 
égal ou inférieur 3 5% nous autorisera à recevoir 1 'hypothgse for- 
mu1 ée. 
2. CHOIX DU TEST POUR L'ANALYSE DES DONNEES 
Afin d'analyser si les résultats obtenus par les éleves aux 
deux tests prgsentent des différences significatives, nous avons 
utilisé le test non parametrique de Wilcoxon. 
Ce test a été retenu de préférence au test du signe car le 
premier tient compte, non seulement du sens de la différence entre 
les rgsultats obtenus à 1 'intérieur de chaque paire, mais aussi 
de 1 'ampleur de cette différence. 
C'est ainsi que le test de Wilcoxon considère d'abord les 
différences obtenues, puis, sans égard au sens (positif ou néga- 
tif) de ces dernières, i l  leur associe un rang par ordre d'ampleur. 
De toute évidence, si 1 'uti 1 isation d'une variable expéri- 
mentale n'a pas produit des effets différents de ceux obtenus sans 
qu'elle soit uti 1 isée, on devrait mesurer des différences 
dont le nombre et 1 'ampleur (ou rang) se repartiraient de façon 
équivalente du côté positif et du co'té négatif (loi de probabili- 
té). Si par contre, une variable expérimentale a produit des ef- 
fets différents, on devrait mesurer des écarts dont le nombre et 
l'ampleur seront distribues différemment et qui indiqueront le 
sens des effets produits. 
3. RESULTATS DU PREMIER TEST 
Ce premier test a été administré simultanément aux neuf pai- 
res d'élèves à la fin de la deuxieme phase de 1 'expérimentation 
(après cinq semaines de travail en groupes séparés). 
Les deux tableaux suivants rendent compte des résultats ob- 
tenus apres regroupement par niveau taxonomique. 
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Tableau no 2 
Résultats du ler Test NIVEAU TAXONOMIQUE 3.00: APPLICATION 
Nous pouvons observer 3 l a  l e c t u r e  du tableau no 2 que 
tous l e s  élèves du groupe expépimental sauf un, on t  obtenu une no- 










Les écar ts  mesurés por ten t  l e  signe n é g a t i f  car  i l s  vont 
dans l e  sens con t ra i re  de 1 'hypothèse à v é r i f i e r .  La s i g n i f i c a -  
t i o n  de T=O e s t  q u ' i l  n ' y  a aucun ind i ce  parmi l e s  neuf r6su l  t a t s  














































MO 1 NS FREQUENT 
O 
T=O 
En f a i t ,  nous serions fondés d'avancer qu 'à ce stade de 
1 'expérimentation, 1 ' u t i  1 i s a t i o n  de 1 'o rd ina teur  non seulement 
n ' a u r a i t  pas amél i o r é  l e s  r6su l  t a t s  maisau c o n t r a i r e  l e s  a u r a i t  a f fec-  
t& de façon négative. 
Toutefois, l e  t e s t  dichotomique de Wilcoxon ne nous au- 
t o r i s e  qu'à répondre par  l a  négative à 1 'hypothèse formulée. Au- 
trement d i t ,  1 ' hypothèse Hl e s t  re je tée  pour l e  ler Test au niveau 
taxonomique 3 .O0 : Appl i ca t ion .  
Tableau no 3 
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Par ailleurs, le tableau no 3 indique que, pour le niveau 
taxonomique 4.00: ANALYSE, i l  y a des différences mesurges qui 
vont dans le sens de llhypothSse (signe +) et d'autres qui vont 
dans le sens contraire (signe -). Il s'agit maintenant de véri- 
fier si 1 'ensemble des indications contraires est assez significa- 
tif (plus de 5%) pour nous interdire de recevoir 1 'hypothgse. 
Ces indications contraires sont représentées par la va- 
leur T= -10. L'annexe I I  montre que dans le cas de n=9 (nombre de 
paires) la valeur maximale de T est égale ii 6. En d'autres mots, 
les indications allant dans le sens contraire de l'hypothèse sont 
trop fortes et nous empêchent de la recevoir aussi pour cette par- 
tie du premier test. 
4. RESULTATS DU DEUXIEME TEST 
te deuxième test a été administré aussi simultanément aux 
neuf paires d'éleves, après un total de neuf semaines de travaSl en 
groupes séparés. 
Les deux tableaux suivants rendent compte des résultats 
obtenus apres regroupement par ni veau taxonomique. 
Tableau no 4 
Résultats du 2e Test NIVEAUTAXONOMIQUE 3.00: APPLICATION 
On peut observer que l e s  rQsu l ta ts  du Tableau no 4 ne 
f o n t  é t a t  que d'un seul cas dont 1 ' éca r t  mesuré va dans l e  sens 
con t ra i re  a c e l u i  de l 'hypothèse. Il e s t  à no te r  que l ' a m p l i t u -  
de de l ' é c a r t  é tan t  f o r t  importante, l a  va leur  de T=-6 nous amene 
a l a  cond i t ion  l i m i t e  pour un niveau de s i g n i f i c a t i o n  de 5% ( V O I R  
Annexe I I ) .  
Nous pouvons conclure cependant que nous sommes fondés 
























































MO 1 NS FREQUENT 
-6 
T=-6 
Tableau no 5 
Résultats du 2e Test NIVEAU TAXONOMIQUE 4.00 : ANALYSE 
Ce dern ier  tableau des r é s u l t a t s  indique que seulement deux 
cas présentent un écar t  négat i f .  De plus, 1 'amplitude des écar ts  
é tan t  f a i b l e ,  on ob t ien t  T = -3, ce qu i  nous autor ise  pleinement à 
recevo i r  aussi 1 'hypothèse pour c e t t e  p a r t i e  du t e s t .  
Af in de dégager 1 'évolut ion de 1 'exp6rimentation nous a l l ons  
maintenant procéder a une étude comparée des r é s u l t a t s  des deux 




























































Les tableaux 6 et 7 présentent les résultats moyens obte- 
nus par les deux groupes aux deux tests et par niveau taxonomique. 
Ces résultats moyens ont été regroupés en trois parties (rang supé- 
rieur, moyen et inférieur) de trois élèves chacune. 
Tableau no 6 





1 er Ti ers 
(n = 3) 
ze Tiers 
(n = 3) 
3e Tiers 
(n = 3) 
MOYENNE 
(n = 3) 
.- 
ler Test (20 items) 
I 




100 % 1 86.7 % 
1 
1 
93.3 X 1 76.7 X 
1 
I 
68.3 % 1 30 % 
1 
1 








(n = 3) 
2e Tiers 
(n  = 3) 
3e Tiers 
(n = 3) 
MOYENNE 
(n = 3) 
ze Test (25 items) 
I 





86.7 2 88 % 
I 
I 
73.3 % 1 70.7 % 
I 
I 
30.7 % 1 46.7 % 
I 
I 




ler Test (27 items) 
I Gr. Contr. : Gr. Exp. 
I 
1 
92 % 95 % 
I 
I 75.3% 1 77 % 
I 
44.3 % j 70.3 % 
I 




ze Test (25 items) 
I Gr.Contr. ; Gr. Exp. 
I 
I 
86.7 % I 1 90.7 % 
I 1 
66.0 % 1 85.3 % 
1 
I 
36.7 % 70.7 70 
I 




Du tableau no 6, nous pouvons dégager qu'au premier t e s t ,  
1 'ensemble du groupe expérimental ob t i en t  des notes p lus  f a i b l e s  
que l e  groupe contrôle. Une d i f fé rence t r è s  importante e s t  enre- 
g i s t r g e  au niveau du troisième t i e r s .  Cependant, au deuxième tes t ,  
l a  s i t u a t i o n  générale s ' e s t  modifiée: l e  premier e t  l e  deuxième 
t i e r s  obt iennent des notes sensiblement égales, tand is  qu'au t r o i -  
sieme t i e r s ,  l e  groupe expérimental l e s  o b t i e n t  nettement supérieu- 
res. 
Pour ce q u i  e s t  du tableau no 7, nous pouvons observer que 
dès l e  premier t e s t  l e s  résu l ta t s  du groupe expérimental sont su- 
périeurs; légèrement pour ce qu i  e s t  du premier e t  du deuxième t i e r s  
e t  t r è s  supérieurs pour l e  t ro is ieme t i e r s .  La même s i t u a t i o n  se 
reprodu i t  pour l e  deuxième t e s t  a lo rs  que l e s  écar ts  sont encore 
beaucoup p l  us substant ie l  S. 
5. INTERPRETATION DES RESULTATS 
De ces observations, il e s t  p laus ib le  de dégager l e s  tendan- 
ces suivantes: 
1 O 11 semble que, pour ce qu i  e s t  du niveau taxonomi- 
que 3.00: Appl icat ion, l a  var iab le  expérimentale 
a i t  d 'abord causé une évo lu t ion  a l l a n t  dans l e  sens 
cont ra i re ,  pu is  dans l e  sens de 1 'hypoth6se. 
Une explication possible à cette évolution serait que 
1 'utilisation de 1 'ordinateur ait nécessi té un certain 
temps d'adaptation pendant lequel les apprentissages 
n'auraient pas progressé au rythme nécessaire. La fa- 
mi 1 iarisation terminée cependant, une rapide récupéra- 
tion semble s 'être produite. 
2" Il semble au contraire que pour ce qui est du niveau 
taxonomique 4.00: Analyse, i l  y ait eu une évolution 
constante et progressive allant toujours dans le sens 
de 1 ' hypothèse. 
3" Dans tous les cas, sauf un (onze cas sur douze), le 
sens de 1 'effet mesuré (positif ou négatif) de la va- 
riable expérimentale est le mëme pour chacun des trois 
tiers et pour chaque groupe. 
4" Dans tous les cas les effets mesurés de la variable 
expérimental e ont été largement pl us importants chez 
les éleves du 3e tiers que chez les autres. 
L'ensemble de ces observations et tendances nous incite à 
penser que: 
O Les effets mesurés ont été, effectivement, causés 
par la variable expérimentale. 
O Les e f f e t s  mesurés vont, effectivement,  dans l e  
sens de 1 'hypothèse, mais seulement après un cer- 
t a i n  temps d ' u t i l i s a t i o n .  Autrement d i t ,  l e s  e f -  
f e t s  bénéfiques du procédé par ordinateur  n 'appa- 
ra issent  pas imédiatement.  
O Les él6ves plus f a i b l e s  sont ceux qui en bénéfi-  




Ce projet visait à vérifier si par une redistribution des 
temps d'apprentissage, on pouvait parvenir à dével opper chez les élèves 
des capaci tés intellectuel les supérieures dans 1 e domaine des automatis- 
mes. 
Pour y parvenir nous nous sormes d'abord intéresses à réduire 
substantiellement la dur&e de 1 'étape du traitement des données dans le 
processus de résolution de problèmes, car el le s'avère longue et stérile 
du point de vue des apprentissages réalisés. Cette réduction devait per- 
mettre de consacrer les efforts des élèves à d'autres aspects plus signi- 
ficatifs. 
Le moyen choisi pour parvenir à la redistribution des temps 
d'apprentissage a consisté à util iser 1 'ordinateur pour faire le traite- 
ment des données. 11 a fallu qu'en premier lieu nous développions le lo- 
giciel nécessaire pour effectuer ce traitement. 
Dans un deuxième temps nous nous sommes interessés à expéri- 
menter 1 'util isation du logiciel pour mesurer son impact sur les appren- 
tissages des 61 èves . 
i, 
L'expérimentation a été conduite aupres de dix-huit &lèves 
inscrits au cours d'automatismes 241-270 du programme de Technologie de 
la mécanique du Collt2ge de Valleyfield. Nous avons formé deux groupes 
de neuf élèves chacun. Un desdits groupes a constitué le groupe expéri- 
mental et s'est servi de 1 'ordinateur (et du logiciel mentionné pour ef- 
fectuer le traitement des données. L'autre, le groupe contrôle, a fait 
le traitement de façon conventionnelle. 
L'utilisation de 1 'ordinateur a permis, tel que prévu, une 
réduction substantielle du temps nécessaire aux élèves pour faire le trai- 
tement des données; ce qui a permis une redistribution des temps d'appren- 
tissage en faveur du développement d'un plus haut niveau d'habiletés intel- 
lectuelles. 
Les résultats mesurés aux deux tests admini strés pendant 1 'ex- 
périmentation tendent ii démontrer qu'effectivement, les élgves du groupe 
expérimental atteignent 3 la fin un plus haut degré d'habileté , d'appl ica- 
tion et d'analyse. 11 n'est pas étrange que pour ce qui est de l'applica- 
tion il y ait eu d'abord une baisse chez les élèves du groupe expérimental 
par rapport a ceux du groupe contrôle car 1 'utilisation de l'ordinateur 
demande nécessai remen t un certain temps d 'adaptation. 
L'analyse des résultats obtenus nous porte à conclure que nous 
pouvons affirmer notre hypothèse de départ mais dans le cas du deuxième 
test seulement. 
Cependant, le petit nombre d'él èves impl iqués dans 1 'expéri- 
mentation, d'une part, et les résultats peu concluants obtenus lors du 
. premier test, d'autre part, nous obligent beaucoup de prudence quant 
aux conclusions définitives. 
Pour ce qui est du logiciel, bien que de toute évidence i l  y 
a 1 ieu de 1 'amél iorer, notamment pour ce qui est du temps de traitement 
et des modalités d'entrée des données, nous sommes d'avis qu'il constitue 
un outil de base pour 1 'enseignement des automatismes. Disponible dans 
une salle de cours, i l  permettrait, au besoin, de faire un traitement ra- 
pide des données, de vérifier des solutions trouvées manuellement ou en- 
core d'explorer de façon exhaustive les multiples solutions â un même pro- 
bl ème. 
ANNEXE 1 
ELABORATION DU LOGICIEL 
Elaboration du logiciel 
BUT DU PROGRAMME 
Ce programme a pour but d'effectuer sur micro-ordinateur, 
le traitement des données d 'un probleme d 'automatismes, par 1 a 
méthode matriciel le dérivée de Karnaugh. 
Le programme est écrit en langage B A S I C  et la prgsente ver- 
sion fonctionne sur micro-ordinateur RADIO-SHACK TRS-80 Modèle 1 
ou III, Le micro-ordinateur doit avoir 3 2 K  de mémoire principale 
et i l  doit être equipé d'une unité de disquette. 
Le programme est entièrement interactif et les sorties se 
font toutes sur 1 'écran cathodique du micro-ordinateur. 
Le programme peut faire le traitement des données pour des 
technologies monostables ou bistables. 
Le programne est divisé en six phases de traitement. 
2.1 Phase 1: Initial isation et entrée du code réfléchi: 
Le code réfléchi réside dans un fichier sur disquette 
et doit être lu 3 chaque fois que le programme est exécuté. 
Lorsqu'il a été lu, le code réfléchi réside dans une 
matrice de dimension 256 X 8. 
Pour accélérer le traitement, 1 e programme uti 1 i se 
uniquement des variables entieres, et celles qui sont le 
plus souvent utilisées sont déclar6es au début. 
2.2 Phase I I  : Entrée du nombre de variables, de la matrice pri- 
mitive, du nombre de sorties et de la matrice des sorties: 
L'usager doit entrer le nombre de variables du pro- 
blème à traiter, celui-ci ne doit pas dépasser 4. 
Ensuite 1 'usager entre chaque élgment de la matrice 
primitive. Il entre la valeur numérique de 1 'élément sui- 
vi de son état (((Sn pour stable et @ pour transitoire) . 
L 'usager doit égal ement entrer 1 e nombre de sorti es 
et la matrice des sorties. 
2.3 Phase III: Construction de la matrice contractée: 
Le programme construit chaque matrice contract4e en 
utilisant chaque ligne comme point de départ. Ainsi, si 
une matrice primitive contient 4 1 ignes, alors 4 matrices 
contractees seront produites par le programme. 
La construction se fait en fusionnant successivement 
les 1 ignes de la matrice. Ainsi, 2 1 ignes sont fusionna- 
bles si, et seulement si, les éléments de ces lignes, dans 
une même colonne, sont identiques (c 'est-3-dire, sont de 
même valeur, stables ou transitoires) ou un des éléments 
est nul. 
2.4 Phase IV: Construction de la matrice de sortie pour chaque 
variable: 
La matrice de sortie de chacune des variables est pro- 
duite en utilisant une copie de la matrice contractée et de 
la matrice des sorties. Ainsi, les éléments de cette matri- 
ce sont, soit des O (ZERO), des 1 (UN) ou des 2 (DEUX, pour 
i. 
les ( (P~Y)). *? 
2.5 Phase V: Construction de la matrice de sortie pour chaque 
mémo i re : 
Les matrices de chaque mémoire sont construites apres 
les matrices de sortie de chaque variable. Le nombre de 
mémoires est établi en fonction du nombre de 1 ignes de 
la matrice contractée. 
2.6 Phase VI: Etablissement des termes de 1 'équation logique de 
fonctionnement, correspondant aux regroupements maximums des 
cases : 
Les cases obligatoires (valeur = 1 ) sont regroupées et 
les cases indifférentes (valeur = 4 )  sont util isges au besoin 
pour maximiser les regroupements. 
11 y a ensuite affichage de 1 'expression Booleenne de 
chacun des regroupements effectugs. Dans le cas d'un traite- 
ment pour appareil s à technologie bi stable, les regroupements 
se font d'abord dans le sens vertical de facon à éviter une 
mémoire supplémentaire. S i  le regroupement vertical ne per- 
met pas de cornplfiter la solution, un regroupement normal est 
alors effectué. 
ANNEXE II 
TEST NON PARAMETRIQUE DE 
TABLE DES VALEURS L I M I T E S  DE T 
Table o f  C r i t i c a l  Values o f  T i n  the  
W i  1 coxon Matched-Pai r s  S i  gned-Ranks Test 
SOURCE: F. W i  1 coxon, Some Rapid Approximate 
S t a t i  s t i  ca l  Procedures, Ameri can Cyanami d Com- 
pany, New York, 1949, tab le  1, p. 13, w i t h  the  
k ind  permission o f  the author and publ isher .  





















T i r 6  de: ((Educational S t a t i s t i c s ,  use and in terpre ta t ion) )  2e éd i t i on ;  
par  N. James Popham e t  Kenneth A. S i ro tn i k .  Editeur:  Harper 
and Row ( 1973) . 
Level o f  s i  gni f i  cance, d i  r e c t i o n  pred i  c ted  
. 
.O05 .O25 . O 1  
Level o f  s i g n i  f i  cance , d i r e c t i o n  
not  predi  c ted 
. 
.O5 
O - - 
2 O - 
4 2 O 
6 3 2 
8 5 3 
11 7 5 
14 1 O 7 
17 13 10 
2 1 16 13 
25 20 16 
30 2 4 2 0 
35 2 8 23 
40 3 3 28 
46 38 32 
52 43 38 
5 9 49 43 
66 56 49 
73 62 55 
8 1 6 9 61 
89 7 7 68 
.O2 .O1 
ANNEXE III 
CONTENUS DE COURS TRAITES 
Les contenus de cours traités 
Les contenus de cours traités à chacune des quatre phases de 1 'expéri- 
mentation décrites au chapitre IV ont été les suivants: 
O Première phase: 
Logique fondamentale: Algebre de Boole, propriétés, identités logi- 
ques de base. Fonctions OUI, NON et ET. ThéorSmes de De Morgan. 
Tableau de Karnaugh: minimisation des expressions logiques, lois 
des regroupements des cases, Gquations de fonctionnement. Logique 
combinatoire: cas permettant la résolution directe sur tableau de 
Karnaugh; cas nécessi tant 1 'établ issement d'une matrice primitive. 
Le polygone des liaisons et la matrice contractée; Les matrices des 
sorties. Logique séquentiel le avec appareils à technologie mono- 
stable: Les temps de réponse; notion de ((mémoire)); La matrice ((mé- 
moire)). Etabl issement de logigrammes et de diagrammes. Réal isation 
de circuits en laboratoire. 
O Deuxieme phase: 
Traitement de problemes de logique séquentielle, de degré de com- 
pl exi té croissante, pour des appareils a technologie monostable. 
Le degré de complexité é tan t  carac tér isé  par: 
1- Le niveau de d i f f i c u l t é  de 1 'analyse du problème, c e l u i - c i  
& tan t  déterminé à son tou r  par: 
a) Le nombre de var iables d 'entrée ou sources d ' i n fo rma t ion  
(ex. : boutons poussoirs, capteurs de f i n  de course, e t c ) .  
b )  Le type de déroulement de 1 'automatisme, c 'es t -à-d i re ,  du 
type d 'éventual i tés 3 considgrer (ex. : poss ib i  1 i t é  ou non 
d ' i n t e r a g i r  dans l e  système pendant son fonctionnement, ap- 
p a r i  t i o n  répétée ou non d 'entrées égal es devant entrayner 
des réponses d i s t i n c t e s ,  e t c ) .  
2- La compl e x i t 6  du t ra i tement  des données, dépendant notamment 
du nombre de cmémoi res)) nécessaires. 
i. 
C'est a i n s i  qui?, pendant c e t t e  phase, l e s  problèmes on t  é t é  abordés 
dans un ordre  de complexité mixte c ro issant  correspondant aux étapes 
de A jusqu'a G dans l e  diagramme suivant,  ce q u i  a permis une gradua- 
t i o n  f i n e  des d i f f i c u l t é s .  
Diagramme i 1 1  ustrant 1 'ordre 
de complexité croissant des 
problèmes traités. 
O Deuxieme phase: de A à G 
O Quatrieme phase: de E à K 
Deux mémoires et ,, 
Une variable 7 
O Troisième ohase: 
Les appareils à technologie bistable: distributeurs à double pilo- 
tage; particulari t& ; détermination des signaux obl igatoires , indif- 
ferents et interdits. Les matrices de sortie doubles. Regroupe- 
ments avec et sans m6moire supplémentaire. La matrice simplifiée. 
Le diagramme du cycle et les 6tats aux sommets. Logigrammes et dia- 
grammes compl exes. 
O Quatrième phase: 
Traitement de problèmes de logique séquentielle de degré de com- 
plexité croissant pour des appareils à technologie bistabl e. 
Le degré de complexit6 couvert pendant cette quatrieme phase cor- 
respond aux étapes E jusqu'à K dans le diagramme précédent. 
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