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Referat
Fu¨r die astrophysikalisch bedeutenden Moleku¨le C3 und C6 werden ab initio Berechnun-
gen von elektronischen Zusta¨nden verschiedener Isomere durchgefu¨hrt. Basierend auf der
Optimierung verschiedener neutraler Isomere von C3 im Grundzustand und mehreren
angeregten Zusta¨nden werden mo¨gliche Wege fu¨r die Reaktion C3+C3  C6 studiert.
Fu¨r C3 werden ab initio Berechnungen fu¨r die Fla¨chen der potentiellen Energie in
verschiedenen elektronischen Konﬁgurationen durchgefu¨hrt, einschließlich des Singulett-
Grundzustands [X˜1Σ+g , (
1A1)], des Triplett-Grundzustands [a˜
3Πu, (
3B1,
3A1)], und ei-
niger ho¨herer Anregungszusta¨nde. Die untersuchten Geometrien schließen gleichschenk-
lige Dreiecke mit zwei identischen Bindungsla¨ngen ein, wobei der Bindungswinkel da-
zwischen variiert wird. Die Gesamtenergien, die sich in einem gemischten Hartree-Fock-
Dichtefunktional-Verfahren und unter Verwendung der quadratischen Konﬁgurations-
wechselwirkung ergeben, reproduzieren die experimentell beobachtete Energiediﬀerenz
von 2.1 eV zwischen dem niedrigsten Triplett-Zustand und dem Singulett-Grundzustand.
In der Geometrie des gleichseitigen Dreiecks ergibt sich ein niedrigerliegender Triplett-
Zustand mit einer Energie von nur 0.8 eV u¨ber der Energie des Singuletts im linearen
Isomer, so dass die dreieckige Geometrie den niedrigsten Anregungszustand von C3 ergibt.
Fu¨r ho¨here Anregungsenergien bis zu 12 eV u¨ber dem Grundzustand wird zeitabha¨ngige
Dichtefunktional-Theorie zur Ermittlung der Energie angeregter elektronischer Konﬁgu-
rationen eingesetzt. Obwohl der von dieser Methode produzierte systematische Fehler
von der Gro¨ßenordnung von 0.4 eV ist, ergeben sich interessante neue Einblicke in die
Potentiallandschaft angeregter Zusta¨nde.
Fu¨r C6 betrachten wir das bekannte lineare Isomer D∞h in den Elektronenkonﬁgurationen
3Σ−g and
1∆g und das zyklische Isomer D3h im Zustand
1A′1. Der Verlauf der Potential-
oberﬂa¨chen wird fu¨r verschiedene Reaktionspfade C3+C3  C6 untersucht, wobei ein
gemischtes Hartree-Fock-Dichtefunktional-Verfahren einesetzt wird. Im Mittelpunkt des
Interesses stehen dabei kollineare Anordnungen linearer C3 Moleku¨le, symmetrische Kol-
lisionen nichtlinearer Reaktanden, sowie einige nichtsymmetrische koplanare Geometrien
des Zusammenstosses zweier linearer Moleku¨le. Als Ergebnis der Reaktionen mit sym-
metrischen Anordnungen ergibt sich lineares C6 oder zyklisches C6 mit D2h Symmetrie
in einem elektronischen Zustand der ho¨chsten Symmetrie 1Ag. Das nicht-symmetrische
Reaktionsschema fu¨hrt zu einem planaren Isomer Cs im Zustand
1A′. Um die Wege fu¨r
die Bildung von C6 aus zwei C3 zu untersuchen, ist die elektronische Konﬁguration der
Reaktanden von entscheidender Bedeutung. Als Ergebnis erha¨lt man die folgende Regel:
sowohl ein stabiles lineares als auch ein zyklisches C6 Moleku¨l ko¨nnen nur gebildet wer-
den, wenn zumindest eines der C3 Moleku¨le ein teilweise gefu¨lltes Orbital hat, wofu¨r eine
Anregung aus dem Singulett-Grundzustand 1Σ+g heraus erforderlich ist.
Schlagwo¨rter
Kohlenstoﬀ-Moleku¨le, Interstellares Medium, C3, C6, Molekularer Zustand, Elektronische
Konﬁguration, Walsh Diagramm, Potentialoberﬂa¨che, Isomer, Chemische Reaktion.
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Chapter 1
Introduction
The study of pure carbon molecules has been started over a century ago and still receives
a lot of interest, both for fundamental studies and for technological applications [17,
18]. Small carbon molecules were ﬁrst detected in astrophysical sources and continue
to be investigated intensively in connection with the chemistry of carbon stars and the
interstellar medium (ISM) [19–25]. Carbon clusters are studied in hydrocarbon ﬂames and
other soot-forming systems [26–28]. There are also many other chemical processes where
they are participating. Consequently, a detailed knowledge of the physical and chemical
properties of carbon clusters is important for understanding a large variety of chemical
systems. Despite of the large number of investigations of carbon molecules and clusters
in recent years, many unanswered questions still remain, even for small carbon molecules
in the range C3-C20. From this point of view, there is still a fundamental interest to
investigate small carbon clusters in more detail, starting with molecules as small as C3.
During the last decades, C3 has attracted a lot of experimental and theoretical atten-
tion [2–10,29,30], and meanwhile it is accepted that the singlet ground state has a linear
geometry with a very soft bending mode. An early discovery of an emission from comets
at 3.06 eV [31] was assigned much later to the lowest singlet transition of linear C3 [21],
and the absorption of the infrared-active asymmetric stretching mode was observed in
the surroundings of carbon stars [19], compare Refs. [17, 18] for a summary of the early
developments. As various spectroscopic features including the rotational constants indi-
cate a linear geometry, the theoretical investigations of the properties in the electronic
ground and excited states have mainly concentrated on small bending angles around this
shape [32–34]. The energetic position of the lowest a˜3Πu triplet state at about 2.1 eV above
the singlet ground state was determined from phosphorescence measurements [7], and the
lowest transition between triplet states in the linear geometry occurs at 0.8 eV [35].
In the interstellar medium the neutral C3 molecule can be formed in many chains of
chemical reactions with the participation of carbon, hydrocarbon and others molecules
typical for ISM. Here we introduce only some of important reactions that have been
investigated in previous works. One of the main reactions with participating and creation
of pure carbon molecules in the ISM is the reaction of successive growth via repeated
radiative association with C atoms [36]:
C + Cn−1 → Cn + hν. (1.1)
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Figure 1.1: Examples of the C3 spectrum corresponding to the A1Πu ← X1Σ+g transition
towards six stars (from observation by Oka et al. [1]).
For small molecules such as C2 and C3 the rate coeﬃcient of this reaction is relatively slow
(∼ 10−17 cm3 s−1), but for larger molecules this value increases rapidly, and for even n it
is considered to be fast, with a rate coeﬃcient of about kC=10
−10 cm3 s−1 [37]. However,
there are competing exothermic channels [38],
C + Cn−1 → Cm + Cn−m, (1.2)
which may slow down the reaction (1.1). Both channels (1.1) and (1.2) can be considered
as sources for the productions of C3. For the ﬁrst channel we obtain the following scheme
C + C2 → C3 + hν, (1.3)
and as an example for the second channel one can write
C + C6 → C4 + C3. (1.4)
However, these two reaction schemes are not the only possibilities for the creation of a
neutral C3 molecule.
Recently, Oka et al. [1] have detected C3 absorption towards 15 stars. Several examples
of observed C3 spectra corresponding to the A
1Πu ← X1Σ+g transition are shown in Fig.
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Figure 1.2: Formation of C3, as suggested by Oka et al. [1]
1.1, where the measured wavelength of 4051.6 A˚ is the transition between the lowest
vibrational levels of the lowest two singlet states. A strong correlation between the column
densities of C2 and C3 was found, with N(C2)/N(C3)∼ 40, indicating their close chemical
relation in the diﬀuse ISM. Based on previous studies of the chemistry of C3 [39, 40], the
reaction chain presented in Fig. 1.2 was developed. These reactions include the formation
of C3 from C2 by photoionization, ion neutral reactions, and dissociative recombinations.
In this simple steady state scheme for the chemical kinetics, the neutral molecules C3,
C2H, C2H2 and C3 are more abundant than the ionic species by at least 2 orders of
magnitude.
In a series of recent experimental and theoretical works [41–48], several reactions
of C(3Pj) with various unsaturated hydrocarbons were investigated, revealing a car-
bon/hydrogen exchange channel,
C(3Pj) + CnHm → Cn+1Hm−1 + H(2S1/2), (1.5)
dominating most of these reactions. Then, Mebel and Kaiser [49] suggested that the re-
action (1.5) of atomic carbon with the ethynyl radical could be a source for both linear
C3 as well as for C3 in the geometry of an equilateral triangle. Triangular equilibrium
geometries of related molecules like Si3 [50–52], Si2C [53], SiC2 [54], C3H2 [55] and C3H in
diﬀerent charge states [56] were known already for a long time, while the isomerization re-
action of linear C3 towards the lowest triplet state in the equilateral triangle was proposed
only recently [57]. In an investigation of triangular geometries of C3 with CASSCF and
MRD-CI methods, it was shown that the triplet state in the geometry of an equilateral
triangle is expected at 1.0 to 1.88 eV above the linear singlet ground state, so that it
forms the lowest excited state of C3 [57]. Thus, the investigation of the PES for the above
mentioned C + C2H reaction in Ref. [49] is important for proving the existence of C3 in
the shape of an equilateral triangle.
A lot of work was also devoted to investigations of the C6 molecule. At the present time
it is known that C6 is predicted to exist in the forms of two low-energy structural isomers, a
linear 3Σ−g form and a planar
1A′1 monocyclic ring of D3h symmetry [17,18]. These lowest
electronic states were investigated using diﬀerent ab initio techniques [58–62]. For the
linear C6 isomer several low-lying excited states with
1∆g,
1Σ+u and
3Πu conﬁgurations have
been predicted [60, 63], where the lowest 1∆g state has been conﬁrmed by spectroscopic
studies [13]. Although many investigations on C6 were performed, a detailed description
of the reactions for the creation of C6 from pure carbon molecules was not yet elucidated,
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including in particular the formation of C6 from two C3 subunits. Such an analysis
can make a signiﬁcant contribution towards a better understanding of the properties of
C6 based on the previous knowledge concerning C3 in diﬀerent electron conﬁgurations.
Moreover, the production of C6 by the C3+C3 reaction is one of the initial steps for
the growth of fullerenes [64], and an investigation of this reaction can therefore help to
elucidate the formation of larger carbon molecules and clusters.
The above mentioned large quantity of works devoted to C3 molecule reﬂects an out-
standing importance of this molecule in the chemical chain of ISM, and new detailed
investigations of C3 can still help to improve our understanding of some properties of
neutral C3 and other small carbon clusters. In this way, the present work gives some
new insight into the characteristics of excited states of C3, and explains some features for
pathways C3+C3  C6.
In Chapter 2 we give a theoretical foundation of basic quantum-mechanical principles
applied in the quantum chemical program package Gaussian98, which is applied in this
work to ab initio calculations of carbon molecules. In Chapter 3 of the present work we
investigate the geometries, electronic structures and behaviour the electronic terms as
a function of bond angles of the ground and excited states of neutral C3. Most of the
properties of C3 can be understood from an analysis of the Walsh diagrams. In this way,
a qualitative description of the behaviour of the electronic terms for several excited states
can be obtained. The application of time-dependent density functional theory (TD-DFT)
to the excited state of C3 allows to deduce a comprehensive map of the PES in all single
excited states up to an energy of about 12 eV. The comparison of some results for neutral
C3 and ions C
−
3 and C
−2
3 are presented at the end of Chapter 3.
In Chapter 4 we consider the ground state and some excited states for the linear and
cyclic isomers of the C6 molecule. Then we present the reaction schemes and potential
energy surfaces for the pathways of the reaction C3+C3  C6, and interpret them from
the point of view of the electron conﬁguration of the C3 reactants. This approach allows
to understand the nature of the bonds between the two C3 subunits during the reaction
towards diﬀerent C6 isomers. We investigate the pathways for several non-linear C6 iso-
mers obtained from a symmetric collision of two C3 reactants, and present a map giving
the picture of possible channels for the creation of cyclic C6 in the ground state. At the
end of Chapter 4 the general scheme for a non-symmetrical collision of two C3 molecules
is also considered.
A summary of the results obtained in the present work is presented in Chapter 5.
Chapter 2
Theoretical foundations
In this chapter we give the basic concepts of the non-relativistic quantum-mechanic theory,
based on the information given in several books, see Refs. [65–68].
2.1 The Schro¨dinger equation
The Schro¨dinger equation describes the wave function of a system:
HΨ(r, t) = i
∂Ψ(r, t)
∂t
. (2.1)
In this equation, H is the Hamiltonian operator, Ψ(r, t) is the wave function,  is the
Planck’s constant.
The product of Ψ with its complex conjugate (Ψ∗Ψ, often written as |Ψ2|) is interpreted
as the probability distribution of the particles of the system. The Hamiltonian consists
of kinetic and potential energy terms:
H = T + V. (2.2)
The stationary eigenstates can be obtained from a solution of the simpliﬁed time-
independent Schro¨dinger equation:
Hψ(r) = Eψ(r), (2.3)
where E is the energy of the system.
For a molecular system, Ψ is a function of the positions of the electrons and the nuclei
within the molecule, which we will designate as r and R, respectively.
The kinetic energy is a summation of ∇2 over all the particles in the molecule:
T = −
2
2
∑
k
1
mk
(
∂2
∂x2k
+
∂2
∂y2k
+
∂2
∂z2k
)
= −2
∑
k
1
mk
∇2k
2
, (2.4)
and the potential energy results from the Coulomb interaction between each pair of
charged entities:
V =
1
4πε0
(
−
∑
i
∑
α
Zαe
2
riα
+
∑
i
∑
j<i
e2
rij
+
∑
α
∑
β<α
ZαZβe
2
Rαβ
)
, (2.5)
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where riα is the distance between the i-th electron and the α-th nucleus, rij the distance
between the i-th and j-th electrons, Rαβ the distance between the nuclei α and β, e the
charge of electron, and Zα the atomic number for atom α. In the Eq. (2.5) the ﬁrst term
corresponds to electron-nuclear attraction, the second to electron-electron repulsion, and
the third to nuclear-nuclear repulsion.
In order to obtain a more compact representation, one usually introduces atomic units
(a. u.) for the length and energy:
1 a0 =
4πε0
2
mee2
= 5.2917710−11 m
1 Hartree =
e2
4πε0a0
= 4.3598110−18 J = 27.2116 eV,
Then we can write the Hamiltonian in the representation of atomic units as
H = −
∑
i
∇2i
2
−
∑
α
1
Mα
∇2α
2
−
−
∑
i
∑
α
Zαe
2
riα
+
∑
i
∑
j<i
e2
rij
+
∑
α
∑
α<β
ZαZβe
2
Rαβ
, (2.6)
where Mα is the mass of nucleus α.
2.2 The Born-Oppenheimer approximation
The solution of equation (2.3) with Hamiltonian (2.6) can be simpliﬁed if we note that
the masses of electrons and nuclei diﬀer by about m/M ∼10−3–10−5. In the Born-
Oppenheimer or adiabatic approximation this fact is applied for the separation of elec-
tronic and nuclear motion. In this approach we consider that the nuclei move very slowly
with respect to the electron motion, i. e. the electrons react essentially instantaneously
to changes in nuclear position. Thus, the electron distribution within a molecular system
depends on the positions of the nuclei, and not on their velocities.
Let us write the full Hamiltonian (2.6) for the molecular system as:
H = Tr + TR + V (R, r) + V (r) + V (R). (2.7)
where each term is the shorthand notation of the corresponding contribution to Eq. (2.6).
Then we rewrite the operator (2.7) in the form
H = H0 + TR, (2.8)
where
H0 = Tr + V (R, r) + V (r) + V (R). (2.9)
In a zero order approximation, when the mass of nuclei is considered to be inﬁnitely large,
one can write the Schro¨dinger equation for the motion of electrons in the ﬁeld of ﬁxed
nuclei
(H0 − εn(R))ψn(R, r) = 0, (2.10)
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where the index n determines quantum numbers for stationary states. The energy of the
system εn(R) and the wave functions ψn(R, r) depend on the nuclear coordinates R as
ﬁxed parameters.
If we know the solutions of Eq. (2.10), we can ﬁnd the stationary states of the system
with the full Hamiltonian
(H − E)Ψ(R, r) = 0, (2.11)
and the wave function can be written in the form
Ψ(R, r) =
∑
n
Φn(R)ψn(R, r), (2.12)
where ψn(R, r) is an eigenfunction of the operator H0. The sum refers to the discreet
summation of states as well as to the integration of continuous states.
Substituting Eq. (2.12) into Eq. (2.11), multiplying by ψ∗n(R, r) and integrating over
the electronic coordinates r, we ﬁnd the following system of equations
(TR + εm(R)−E)Φm(R) =
∑
n
ΛmnΦm, (2.13)
where the operator reads
Λmn =
∑
α
1
Mα
∫
ψ∗m(R, r)
∂
∂Rα
ψn(R, r)d
3r
∂
∂Rα
−
∫
ψ∗m(R, r)TRψn(R, r)d
3r. (2.14)
The system of equations (2.13) is exact, but in the Born-Oppenheimer approximation
the operator (2.14) is neglected. Thus, in the adiabatic approximation Eq. (2.13) becomes
a system of independent equations
(TR + εm(R))Φ
0
mν(R) = E
0
mνΦ
0
mν(R) (2.15)
where ν are the quantum numbers of the eigenstates of nuclear motion of an electronic
eigenstate m of Eq. (2.10). Eq. (2.15) is used for the nuclear motion, describing the vibra-
tional, rotational, and translational states of the nuclei. Solving the nuclear Schro¨dinger
equation is necessary for predicting the vibrational spectra of molecules.
Thus, in the Born-Oppenheimer approximation the wave function of the system (2.12)
factorizes
Ψmν(R, r) = Φ
0
mν(R)ψm(R, r), (2.16)
i. e. to each eigenstate m of electronic motion correspond several states ν of nuclear
motion.
The adiabatic approximation can be implemented if the matrix elements of the oper-
ator Λmn in Eq. (2.13) are negligible. It can be shown [66] that these values are propor-
tional to the vibrational quanta. Thus, a suﬃcient condition for the implementation of
the adiabatic approximation is the following inequality:
ωα  |εm − εn|, (2.17)
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where ωα is a vibrational frequency of the molecule, i. e. the vibrational frequencies of
the nuclei should be small with respect to electronic excitations.
In the Born-Oppenheimer approximation the nuclear motion is determined by Eq.
(2.15), where the potential energy is the electronic energy εm(R). As a matter of fact,
for each electronic state m the nuclei move in a diﬀerent potential:
H = −
N∑
α
1
Mα
∇2α
2
+ εn(R), (2.18)
where N is the quantity of atoms. Since R is the 3N -dimentional vector, it is convenient
to rewrite Eq. (2.18) in the following form
H = −
3N∑
j
1
Mj
∇2j
2
+ εn(R), (2.19)
where the mass Mj corresponds to the j-th degree of freedom.
Expanding the potential εn(R) in a Taylor series around the equilibrium conﬁguration
R0, one ﬁnds up to second order in the elongations (Rj − R0j )
εn(R) = εn(R
0) +
1
2
∑
j,k
∂2εn
∂Rj∂Rk
∣∣∣∣∣
R0
(Rj − R0j )(Rk − R0k). (2.20)
Then, applying the linear unitary transformation for the displacements (Rj−R0j ) one can
obtain a new set of coordinates Qj [69], so that the Hamiltonian for nuclear vibrational
motion with Qj will have a simple form:
H =
1
2
3N∑
j
(
− ∂
2
∂Q2j
+ Q2j
)
ω2j . (2.21)
The Hamiltonian (2.21) is the sum of the Hamiltonian operators for the separated har-
monic oscillators with the frequencies ωj. For such a system, the full vibrational energy
depends on the set of quantum numbers {νj} ≡ ν1, ν2, ...
E{νj} =
3N∑
j
ωj
(
νj +
1
2
)
, (2.22)
where each ωj can have the values νj=0, 1, 2, ... , ∞. Each energy level has its set of
vibrational quantum numbers {νj}. The lowest energy level, for which all νj=0, has the
energy
E{νj} =
3N∑
j
ωj
2
. (2.23)
This is the so-called zero-point energy (ZPE), and for a large molecule with many de-
grees of freedom it can be comparable with the dissociation energy, so that the harmonic
approximation is not fulﬁlled.
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The energetic scale of the rotational motion is below typical vibrational and electronic
energies. To leading order, it scales as [69]
εrot ∼
√
m
M
εvib ∼ m
M
εel. (2.24)
Therefore, the inﬂuence of the rotational motion on the electronic-vibrational motion can
be neglected.
2.3 The Hartree-Fock Theory
Molecular Orbitals. The Hamiltonian (2.6) depends only on the spatial coordinates of
the electrons and the nuclei. To completely describe an electron it is necessary, however,
to specify its spin. We deﬁne two spin functions, α and β, as follows:
α(σ) = |α〉 =
(
1
0
)
,
β(σ) = |β〉 =
(
0
1
)
,
where σ is the spin coordinate. Multiplying a molecular orbital ψ(r) function by α(σ) or
β(σ) will include the electron spin as a part of the overall electronic wave function Ψ. The
product of a molecular orbital and a spin function is deﬁned as a spin orbital, a function
of both the electron’s location and its spin:
ϕ(x) = ψ(r)α(σ) or ϕ(x) = ψ(r)β(σ), (2.25)
where x indicates both space and spin coordinates.
The ﬁrst approximation we will consider comes from the interpretation of |Ψ|2 as a
probability density for the electrons within the system. Molecular orbital theory decom-
poses Ψ into a combination of molecular spin orbitals: ϕ1, ϕ2 ... . In order to satisfy
the requirement that Ψ should be normalized, we choose a set of normalized orthogonal
molecular spin orbitals: ∫
ϕ∗i (x)ϕj(x)dx = 〈ϕi|ϕj〉 = δij (2.26)
Then, Ψ should be anti-symmetric, meaning that it must change sign when two identical
particles are interchanged. The simplest anti-symmetric function that is a combination of
molecular orbitals is a determinant. Thus, the wave function for a system with n electrons
has the following form:
Ψ(x) =
1√
n!
⏐⏐⏐⏐⏐⏐⏐
ϕ1(x1) ϕ2(x1) . . . ϕn−1(x1) ϕn(x1)
...
...
...
...
...
ϕ1(xn) ϕ2(xn) . . . ϕn−1(xn) ϕn(xn)
⏐⏐⏐⏐⏐⏐⏐ (2.27)
Each row is formed by representing all possible assignments of electron i to all spin orbital
combinations.
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Basis Sets. The next approximation involves expressing the molecular orbitals as linear
combination of a pre-deﬁned set of one-electron functions known as basis functions. These
basis functions are usually centered on the atomic nuclei and so bear some resemblance to
atomic orbitals. However, the actual mathematical treatment is more general than this,
and any set of appropriately deﬁned functions may be used.
An individual molecular orbital is deﬁned as:
ψi =
N∑
µ=1
cµiχµ, (2.28)
where the coeﬃcients cµi are known as the molecular orbital expansion coeﬃcients. The
basis functions χ1 . . . χN are also chosen to be normalized. We follow the usual notational
convention of using Roman subscripts on molecular orbital functions and Greek subscripts
on basis functions.
The Gaussian98 package and other ab initio electronic structure programs use
Gaussian-type atomic functions as basis functions. Including a polynomial pre-factor
depending on the angular momentum, the Gaussian functions have the general form:
g(α, r) = c xnymzle−ar
2
, (2.29)
where r is composed of x, y and z, a is a constant determining the radial extension, and
c a normalization constant, so that:∫
g2 dx dy dz = 1. (2.30)
Thus, c depends on a, and the powers l, m and n.
Here are three representative Gaussian functions for diﬀerent angular momentum
gs(α, r) = (
2a
π
)3/4e−ar
2
,
gy(α, r) = (
128a5
π3
)1/4ye−ar
2
, (2.31)
gxy(α, r) = (
2048a7
π3
)1/4xye−ar
2
,
corresponding to s, py and dxy orbitals, respectively.
Linear combinations of primitive gaussians like these are used to form the actual basis
functions, called contracted Gaussians:
χµ =
∑
p
dµpgp, (2.32)
where the dµp’s are ﬁxed constants within a given basis set resulting in normalized wave
functions χµ. Note that contracted functions are also normalized in common practice.
All of these constructions result in the following expansion for the molecular orbitals:
ψi =
∑
µ
cµiχµ =
∑
µ
cµi(
∑
p
dµpgp). (2.33)
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In the Gaussian98 package there are diﬀerent basis sets, which are classiﬁed by
the number and types of basis functions. The STO-3G basis set uses three gaussian
primitives per basis function. 3-21G and 6-31G are the split valence basis sets, and
they have two sizes of basis function for each valence orbital. 6-31G(d,p) is the split
valence polarized basis set, which uses 2 sets of functions in the valence region and adds
polarization functions, d-functions to heavy atoms and p-functions to hydrogen atoms. It
allows orbitals to change size and shape. 6-311(d,p) is the triple split valence polarized
basis set. Diﬀuse functions, such as 6-31+G(d) and 6-311+G(d), allow orbitals to occupy
a larger region of space than functions in polarized basis. They are important, for example,
for systems with negative charge and their excited states.
The Hartree-Fock Equations. The next question is how to solve for the set of molec-
ular orbital expansion coeﬃcients, cµi. Hartree-Fock theory takes advantage of the vari-
ational principle, which says that for the ground state of any anti-symmetric normalized
function of the electronic coordinates Ψ, the expectation value for the energy correspond-
ing to Ψ will always be greater than the energy for the exact wave function Ψ0:
E(Ψ) > E(Ψ0),Ψ = Ψ0. (2.34)
In other words, the energy of the exact wave function serves as a lower bound to the
energies calculated by any other normalized anti-symmetric function. Thus, the problem
can be transformed into a minimization of the energy expectation value and the calculation
of the corresponding wave function.
The Hartree-Fock equation for the molecular spin orbitals can be written in the fol-
lowing form: [
h +
∫
ρ(x′|x′)
|r − r′|dx
′
]
ϕi(x)−
∫
ρ(x|x′)
|r − r′|ϕi(x
′)dx′ = εiϕi(x), (2.35)
where
h = −1
2
∇2 −
∑
α
Zαe
2
riα
is the one-electronic Hamiltonian, and
ρ(x|x′) =
n∑
k=1
ϕk(x)ϕ
∗
k(x
′) (2.36)
is the density matrix. Next we deﬁne the operators J and K:
Jϕ(x) =
[ ∫
ρ(x′|x′)
|r − r′|dx
′
]
ϕ(x),
Kϕ(x) =
∫
ρ(x|x′)
|r − r′|ϕ(x
′)dx′.
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where J is the Coulomb operator, and K is the exchange operator. Based on these
ingredients, we can determine the Fock operator as
F = h + J −K, (2.37)
and Eq. (2.35) can be written in the compact form
Fϕi = εiϕi (2.38)
In Eqs. (2.35) and (2.38) εi is the one-electron orbital energy of the molecular spin orbital
ϕi.
Using expression (2.37) for the Fock operator and taking into account Eq. (2.36), the
orbital energies can be expressed as
εi = 〈ϕi|F |ϕi〉 = 〈ϕi|h + J −K|ϕi〉 = 〈i|h|i〉+ 〈i|J |i〉 − 〈i|K|i〉 = (2.39)
= 〈i|h|i〉+
n∑
k=1
[〈ik|ik〉 − 〈ik|ki〉],
where
〈ik|jl〉 =
∫
ϕ∗i (x)ϕ
∗
k(x
′)ϕj(x)ϕl(x′)
|r − r′| dx
′dx. (2.40)
Then the correct expactation value E0 = 〈Ψ0|H|Ψ0〉 for the ground state |Ψ0〉 is
E0 =
n∑
i=1
〈i|h|i〉+ 1
2
n∑
i=1
n∑
k=1
[〈ik|ik〉 − 〈ik|ki〉] = (2.41)
=
n∑
i=1
εi − 1
2
n∑
i=1
n∑
k=1
[〈ik|ik〉 − 〈ik|ki〉].
Thus, the total energy of the state |Ψ0〉 is not just the sum of the orbital energies, since
the sum of orbital energies counts the electron-electron interactions twice.
We also note that the expression (2.41) for the total energy of the Hartree-Fock method
one can write in the following form:
EHF = T + Ven + Vee + E
X , (2.42)
where, T is the kinetic energy term, Ven the nuclear-electron attraction term, Vee the
electron-electron repulsion term, and EX the exchange term.
Closed Shell Hartree-Fock For a closed shell we can operate only with a single spatial
molecular orbital φi using both types of the spin function, either α or β. In this case, the
Fock operator has the form:
f = h + 2J −K, (2.43)
where the second term is the Coulomb interaction between all electrons, and the last term
takes into account only an exchange interaction between electrons of parallel spin. Thus,
the closed shell spatial Hartree-Fock equation for n/2 molecular orbitals is just
fφi = εiφi. (2.44)
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In order to obtain the equations for the molecular orbital expansion coeﬃcients cµi, we
substitute Eq. (2.33) into Eq. (2.44) and multiply on the left and right sides by χ∗ν , and
then integrate over space. As a result we have the following equation for the expansion
coeﬃcients cνi:
N∑
ν=1
(fµν − εiSµν)cνi = 0, µ = 1, 2, . . . , N, (2.45)
where
fµν =
∫
χ∗νfχµdτ (2.46)
is the element of the Fock matrix, representing the average eﬀects of the ﬁeld of all the
other electrons on each orbital, and
Sµν =
∫
χ∗νχµdτ (2.47)
is the element of the overlap matrix, indicating the overlap between basis orbitals. Equa-
tion (2.45) can be rewritten in matrix form:
fC = SCε, (2.48)
where f , C, and S are matrices, and ε is a diagonal matrix containing the eigenvalues.
Both the Fock matrix – through the density matrix – and the orbitals depend on
the molecular orbital expansion coeﬃcients. Thus, Eq. (2.48) is non-linear and must
be solved iteratively. This procedure is called the Self-Consistent Field (SCF) method.
After convergence, the energy is minimal, and the orbitals generate a ﬁeld producing the
same orbitals, accounting for the method’s name. The solution produces a set of orbitals,
including both occupied and virtual (unoccupied). The total number of orbitals is equal
to the number of basis functions used.
Under the Hartree-Fock treatment, each electron is inﬂuenced by the average distri-
bution of all other electrons. Higher level methods attempt to remedy this neglect of
electron correlation in various ways, as described below.
The general strategy used by the SCF method is as follows:
• Evaluate the integrals. In a conventional algorithm, they are stored on disk and
read in for each iteration. In a direct algorithm, the integrals are computed each
time the Fock matrix is to be computed.
• Deﬁne an initial guess for coeﬃcients of the molecular orbitals, and construct the
density matrix.
• Form the Fock matrix.
• Solve the density matrix.
• Test for convergence. If it fails, begin the next iteration. If it succeeds, go on to
perform other parts of the calculation (such as a population analysis).
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Open Shell Method. For open shell systems, a method capable of treating unpaired
electrons is needed. For this case, the α and β electrons are in diﬀerent orbitals, resulting
in two sets of molecular orbital expansion coeﬃcients:
φαi =
∑
µ
cαµiχµ, (2.49)
φβi =
∑
µ
cβµiχµ. (2.50)
The two sets of coeﬃcients result in two sets of Fock matrices:
fα = h + (Jα −Kα) + Jβ, (2.51)
fβ = h + (Jβ −Kβ) + Jα, (2.52)
and ultimately in a solution producing two sets of matrix equations for the orbitals:
fαC
(α) = SαC
(α)ε(α), (2.53)
fβC
(β) = SβC
(β)ε(β). (2.54)
These separate orbitals reproduce the dissociation into separate atoms, the correct delocal-
ized orbitals for the resonant systems, and other attributes characteristic of an open shell
system. However, the eigenfunctions are not pure spin states, but contain some amount of
spin contamination from higher states (for example, doublets are contaminated to some
degree by functions corresponding to quartets and higher states).
2.4 Electron correlation methods
As we have noted, Hartree-Fock theory provides an inadequate treatment of the correlation
between the motion of the electrons within a molecular system, especially that arising
between electrons of opposite spin.
When Hartree-Fock theory fulﬁlls the requirement that |Ψ|2 shall be invariant with
respect to the exchange of any two electrons by anti-symmetrizing the wave function, it
automatically includes the major correlation eﬀects arising from pairs of electrons with
the same spin. This correlation is termed exchange correlation. However, the motion of
electron of opposite spin remains uncorrelated within Hartree-Fock theory.
Any method going beyond SCF in attempting to treat this phenomenon properly is
known as an electron correlation method or a post-SCF method. Here we will consider
three such methods: Conﬁguration Interaction (CI) method, Perturbation Theory, and
Density functional theory (DFT).
Conﬁguration interaction methods. CI methods begin by noting that the exact
wave function Ψ cannot be expressed as a single Slater determinant, as assumed in
Hartree-Fock theory. CI proceeds by constructing other determinants by replacing one or
more occupied orbitals within the Hartree-Fock determinant by a virtual orbital.
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In a single substitution, a virtual orbital, say ϕa, replaces an occupied orbital ϕi within
the determinant, which can be written as Ψai . This is equivalent to exciting an electron
to an orbital of higher energy.
Similarly, there can be double, triple, quadruple ... substitutions. In the full CI method
the wave function Ψ is a linear combination of the Hartree-Fock determinant and all
possible substituted determinants:
Ψ = b0Ψ0 +
(
1
1!
)2∑
ia
bai Ψ
a
i +
(
1
2!
)2∑
ikab
babikΨ
ab
ik +
(
1
3!
)2 ∑
iklabc
babcikl Ψ
abc
ikl + ..., (2.55)
where the 0-indexed term is the Hartree-Fock determinant, indexes i, k, l, ... belong to
occupied orbitals, and indexes a, b, c, ... to virtual orbitals. A factor (1/n!)2 provides
including a given excitation only once. The b’s are the set of coeﬃcients to be solved for,
again by minimizing the energy of the resultant wave function.
Practically, CI methods are used with limited set of substitutions, truncating the
CI expansion at some level of substitution. For example, the CIS method adds single
excitations to the Hartree-Fock determinant, CISD adds singles and doubles, CISDT
adds singles, doubles and triples, and so on. The QCISD method adds terms to CISD
to restore size consistency. It also accounts for some correlation eﬀects to inﬁnite order.
QCISD(T) adds triple substitutions to QCISD, providing greater accuracy. QCISD(TQ)
adds both triples and quadruples perturbatively.
Perturbation theory. Perturbation theory is based upon dividing the Hamiltonian
into two parts:
H = H0 + V, (2.56)
such that H0 is soluble exactly, and V is a perturbation applied to H0, a correction which
is assumed to be small in comparison to H0.
Let us consider the non-degenerate problem. Then, for the non-perturbed system we
have
H0ϕn = E
0
nϕn. (2.57)
Further, the perturbing term V can be rewritten as
V = λW, (2.58)
where λ is a small dimensionless parameter. In this case the equation for the perturbed
system can be recast into the following form:
(H0 + λW )ψ = Eψ. (2.59)
Then we write the wave function ψ as a sum of the wave functions ϕn of the operator H0
ψ =
∑
n
anϕn, (2.60)
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and Eq. (2.59) becomes an inﬁnite system of algebraic equations
(E −E0m)am = λ
∑
n
Wmnan, (2.61)
where Wmn = 〈ϕm|W |ϕn〉 are the matrix elements of the operator W .
To determine the correction to the energy and wave function of an eigenstate φ of H0,
the eigenvalue and expansion coeﬃcients can be written as a Taylor series of the small
parameter λ,
El = E
0
l + λE
(1)
l + λ
2E
(2)
l + ... ,
am = δml + λa
(1)
m + λ
2a(2)m + ... .
Substituting these series into Eq. (2.61), we ﬁnd the system of equations
(E0l − E0m + λE(1)l + λ2E(2)l + ...)(δml + λa(1)m + ...) = λ
∑
n
Wmn(δnl + λa
(1)
n + ...). (2.62)
Putting m = l, and taking into account the terms with the same order of λ we obtain for
the ﬁrst and second order approximations
E
(1)
l = Wll, (2.63)
E
(2)
l + E
(1)
l a
(1)
l =
∑
n
Wlna
(1)
n . (2.64)
From Eq. (2.63) it follows that in the ﬁrst approximation the energy of the system is
expressed in the form
E = E
(0)
l + λE
(1)
l = E
(0)
l + λWll = E
(0)
l + Vll. (2.65)
Thus, the correction of the ﬁrst approximation for the eigenvalue E
(0)
l is the average value
of the perturbation V , corresponding to the wave function ψ
(0)
l = ϕl of the zeroth order.
Eq. (2.62) with m = l gives the ﬁrst order correction
a(1)m =
Wml
E0l − E0m
, m = l. (2.66)
Using Eqs. (2.58), (2.60), (2.66) and the normalization condition 〈ϕl|ψl〉=1 we obtain the
wave function of ﬁrst order in the small perturbation in the following form
ψl = ψ
(0)
l + ψ
(1)
l = ϕl +
∑
m=l
Vml
E0l − E0m
ϕm. (2.67)
Substituting further Eq. (2.66) into Eq. (2.64) we ﬁnd a second order correction to the
eigenvalue:
E = E
(0)
l + λE
(1)
l + λ
2E
(2)
l = E
(0)
l + Vll +
∑
n(n =l)
|Vln|2
E0l −E0n
. (2.68)
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We note that the correction of second order to the ground state energy is always negative.
The subsequent approximations are determined in a similar way.
The perturbation method described above is valid if the Taylor series converges, cor-
responding to the condition
|Vlm|  |E0l −E0m| for any m = l. (2.69)
In the Gaussian98 package a perturbation method called Møller-Plesset (MP) per-
turbation theory is implemented. The MP perturbation theory adds higher excitations to
the Hartree-Fock theory as a non-iterative correction. In this case, the perturbation term
is written as
V =
∑
i<j
r−1ij − V HF , (2.70)
where V HF is the Hartree-Fock potential, which is deﬁned as
V HFϕi =
∑
i
(J −K)ϕi. (2.71)
Thus, the perturbation is the diﬀerence between the exact electron-electron interaction
and the sum of the Hartree-Fock Coulomb and exchange potentials. There are several
MP methods of diﬀerent orders as implemented in Gaussian98 package which allow to
calculate the energies up to ﬁfth order.
Density functional theory. The DFT methods derive from the Hohenberg-Kohn the-
orem [70], which demonstrated the existence of a unique functional which determines the
ground state energy and electron density exactly. However, the theorem does not provide
the explicit form of this functional.
Based on the work of Kohn and Sham [70], the approximate functionals employed by
current DFT methods partition the electronic energy into several terms, similar to Eq.
(2.42):
EDFT = T + Ven + Vee + E
XC , (2.72)
where, EXC includes the exchange and correlation terms.
All terms in Eq. (2.72) are functions of ρ, the electron density, where Vee is given by
the following expression:
Vee =
1
2
∫ ∫
ρ(r1)
1
|r1 − r2|ρ(r2)dr1dr2, (2.73)
and T is calculated from the kinetic term of the Schro¨dinger equation. T + Ven + Vee
corresponds to the classical energy of the charge distribution ρ. The EXC term in Eq.
(2.72) accounts for the remaining terms in the energy:
• The exchange energy arising from the anti-symmetry of the quantum mechanical
wave function.
• Dynamic correlation in the motion of the individual electrons.
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Hohenberg and Kohn demonstrated that EXC is determined entirely by the electron
density. In practice, EXC is usually approximated as an integral involving only the spin
densities ρα and ρβ and possibly their gradients:
EXC [ρ] =
∫
f [(ρα(r), ρβ(r),∇ρα(r),∇ρβ(r)]d3r, (2.74)
where α and β denote opposite spins.
EXC is usually divided into separate parts, referred to as the exchange and correlation
parts EX [ρ] and EC [ρ], corresponding to interactions between parallel and anti-parallel
spins, respectively:
EXC [ρ] = EX [ρ] + EC [ρ]. (2.75)
Both components can be of two distinct types: local functionals depending only on the
electron density ρ, while gradient-corrected functionals depend on both ρ and its gradient,
∇ρ.
At the present time there are two types of functionals: traditional functionals and
hybrid functionals. Traditional functionals can contain local exchange EXLDA[ρ] and cor-
relation functionals EC [ρ] which include electron spin densities, or gradient-corrected
exchange EX [ρ,∇ρ] and correlation functionals EC [ρ,∇ρ] which include electron spin
densities and their gradients. For example, the BLYP functional pairs Becke’s gradient-
corrected exchange functional EXB88 with the gradient-corrected correlation functional of
Lee-Yang-Parr ECLY P .
Hybrid functionals include a mixture of Hartree-Fock and DFT exchange along with
DFT correlation:
EXChybrid = cHFE
X
HF + cDFTE
XC
DFT . (2.76)
Example: B3LYP - Becke three-parameter functional.
EXCB3LY P = E
X
LDA + c0(E
X
HF − EXLDA) + cxEXB88 +
ECV WN3 + cc(E
C
LY P −ECV WN3),
where
EXLDA - LDA local exchange functional,
EXHF - Hartree-Fock exchange functional,
EXB88 - Becke’s gradient-corrected functional,
ECV WN3 - local correlation functional,
ECLY P - gradient-corrected correlation functional of Lee-Yang-Paar (LYP).
c0 allows admixture of Hartree-Fock and LDA local exchange functionals,
cx adds Becke’s gradient correction to LDA exchange,
cc allows to include optionally the LYP correlation correction.
In conclusion of this paragraph we also mention about time-dependent density func-
tional theory (TD-DFT). The formalism of TD-DFT generalizes Kohn-Sham theory to
include the case of a time dependent [71]. A practical computational formulation of TD-
DFT can be developed using time-dependent response theory [72]. This approach has
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been implemented succesfully for atoms, solids and molecules for the computation of dy-
namic polarizabilities and hyperpolarizabilities and electronic excitation spectra [73–75].
Moreover, the methods based on TD-DFT demand relatively inexpensive computational
eﬀorts, and it becomes essential particularly for large molecular systems.
Chapter 3
Excited states of C3
3.1 Introduction
In this chapter, we calculate the energies of the lowest singlet and triplet states for C2v
symmetric geometries of C3 with diﬀerent ab initio techniques, covering the entire range of
bond angles between 60◦ and 180◦. Moreover we address the potential energy landscape
for excited singlet and triplet conﬁgurations. As will be shown below in detail, some
higher-lying electronic orbitals in the linear conﬁguration decrease in energy when the
bond angle is reduced, resulting in the lowest virtual states for geometries close to the
equilateral triangle.
For similar systems like Si3, the dependence of the orbital energies on the bond angle
resembles the situation in C3, and it was shown that even the ground state geometry of
Si3 is nonlinear [50–52]. Furthermore, in the case of Si3 the low-lying excited states were
investigated for various bond angles, giving strong evidence for a low-lying triplet in the
geometry of the equilateral triangle. For some molecules based on a C3 ring like C3H,
C3H2 and charged states of these molecules, it is known that the angular dependence of
the orbital energies contributes to the stabilization of a triangular shape [56, 76], and for
SiC2, a T-shaped ground state geometry is well established [54].
As we are not aware of any explicit calculation of the excited state potential land-
scape for geometries with very low bond angles going beyond the two lowest singlet and
triplet states arising from the lowest Πg and Πu states in the linear geometry [33,57], we
extend these studies to a larger energetic region. The lowest singlet and triplet potential
energy surfaces will be investigated with the B3LYP, QCISD and QCISD(T) total energy
calculations for C2v symmetric geometries connecting the linear D∞h ground state geome-
try and the D3h symmetric equilateral triangle. Using time-dependent density functional
techniques based on the B3LYP approach, we present a map of the lowest 16 singlet and
triplet states, covering a range of about 12 eV above the ground state, with an estimated
uncertainty of about 0.4 eV. We investigate the entire range of bond angles from 60◦ to
180◦, where the intermediate C2v geometries considered have two equal bond lengths, like
the water molecule (see Fig. 3.1).
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Figure 3.1: Geometries of C3 investigated in the present work, where d is the bond length and
α the bond angle.
3.2 Reference calculations for linear C3
In this section, we compare the computational performance of the B3LYP [77–79], QCISD
and QCISD(T) approaches [80] as implemented in the gaussian98 package [81], cp. [82]
for a detailed description. It is known to compare well with experimental values for ge-
ometries and vibrational properties, while Hartree-Fock-based schemes for the calculation
of the electronic correlations like QCISD and QCISD(T) yield results of similar quality,
requiring however a much longer computational time. By comparing both methods and
diﬀerent basis sets, we can distinguish shortcomings inherent in the B3LYP approach
from eﬀects of the variational basis.
The results of the B3LYP calculations in Table 3.1 compare favorably with the ex-
perimental reference values, except for the low-frequency bending vibration ν3(πu) which
is overestimated, independently of the basis size used. Compared to the smallest polar-
ized basis 6-31G(d), the inclusion of diﬀuse basis functions in the 6-31+G(d) set does
not seriously improve any of the quantities reported in Table 3.1. However, the addi-
tion of further valence functions in the triple-zeta 6-311G(d) and the diﬀuse triple-zeta
6-311+G(d) bases does give some improvement, especially for the low-frequency bending
motion.
Concerning the reference calculations on the QCISD level, the main result is that the
dissociation energy is underestimated by nearly 2 eV, while the bending mode is slightly
underestimated, see Table 3.2. As the deviations for the bending mode obtained in the
B3LYP and QCISD calculations have opposite sign, we expect that the QCISD method
gives a lower limit for total energy calculations in bent geometries with respect to the
singlet in linear geometry, while B3LYP gives an upper limit.
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B3LYP 6-31G(d) 6-31+G(d) 6-311G(d) 6-311+G(d) exp.
Ed (eV) 13.57 13.43 13.56 13.52 14
a
d (A˚) 1.2967 1.2967 1.2912 1.2908 1.277b,d, 1.287c
ν1(σg) 1246 1243 1237 1236 1225
e, 1235f
ν2(σu) 2164 2153 2148 2145 2040
c
ν3(πu) 184 192 107 130 63
g, 63.42h
∆EZP (eV) 2.10 2.12 2.12 2.11 2.12
b, 2.1c,i
∆E (eV) 2.15 2.19 2.18 2.20
Table 3.1: Results of total energy calculations for linear C3, using the B3LYP approach and the
basis sets 6-311G(d), 6-31G(d), 6-31+G(d) and 6-311+G(d): Bond length d (A˚), dissociation
energy Ed (eV), vibrational frequencies νi (cm−1), and energy of the lowest triplet state with
respect to the singlet ground state, with and without corrections from the zero point motion,
∆EZP (eV), and ∆E (eV), respectively.
a Ref. [2], b Ref. [3], c Ref. [4], d Ref. [5], e Ref. [6], f Ref. [7], g Ref. [8], h Ref. [9], i Ref. [10].
QCISD 6-31G(d) 6-311G(d) 6-311+G(d) exp.
Ed (eV) 12.18 12.02 12.04 14
a
d (A˚) 1.2989 1.2987 1.2986 1.277b,d, 1.287c
ν1(σg) 1257 1233 1230 1225
e, 1235f
ν2(σu) 2159 2127 2122 2040
c
ν3(πu) 47 35 51 63
g, 63.42h
∆EZP (eV) 2.10 2.07 2.09 2.12
b, 2.1c,i
∆E (eV) 2.15 2.18 2.19
Table 3.2: As Table 3.1, but obtained with the QCISD method.
QCISD(T) 6-31G(d) 6-311G(d) exp.
Ed (eV) 12.60 12.69 14
a
d (A˚) 1.3095 1.3097 1.277b,d, 1.287c
ν1(σg) 1199 1176 1225
e, 1235f
ν2(σu) 2097 2066 2040
c
ν3(πu) 62 55 63
g, 63.42h
∆EZP (eV) 2.03 2.02 2.12
b, 2.1c,i
∆E (eV) 2.07 2.10
Table 3.3: As Table 3.1, but obtained with the QCISD(T) method.
On the other hand the QCISD(T) method gives better results in accordance with
experiments than the QCISD method (see Tables 3.2 and 3.3). As the partial geometry
optimization as applied in Sec. 3.4 is not implemented in the gaussian98 package for
the QCISD(T) method, we will perform these calculations only for QCISD and B3LYP
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Figure 3.2: Orbital energies of C3 as a function of bond angle for the singlet ground state as
obtained with B3LYP/6-31G(d) SPE calculations, for a reference bond length of d = 1.3 A˚. The
separation between occupied and empty orbitals is indicated by a zig-zag line.
approaches. However, for selected reference angles, we will compute optimized QCISD(T)
bond lengths and energies for comparison.
Concerning the B3LYP functional, it is a compromise between a very fast numeri-
cal performance with respect to more sophisticated Hartree-Fock based schemes and a
precision which we consider suﬃcient for our purpose. Our intention was to map the ex-
cited states over a large energy interval, not a benchmark calculation of the ground state
potential surface. From a comparison of the diﬀerent approaches applied to the ground
state potential, we obtain diﬀerences of up to 0.25 eV, remaining within the error mar-
gin deﬁned by other ingredients of the excited state calculations, like the time-dependent
density functional scheme used for the estimate of the transition energies.
In the following, we will use B3LYP with the smallest polarized basis set 6-31G(d)
in cases where we present a map of several excited states covering a large energy in-
terval. Concerning the total energy of the singlet ground state and the lowest triplet
states, we compare in detail both the B3LYP and QCISD computational approaches and
the 6-31G(d), 6-311G(d) and 6-311+G(d) variational bases. It will be shown that the
importance of the diﬀuse basis functions increases in the excited electronic states.
3.3 Electronic orbitals for diﬀerent bond angles
Using B3LYP in the 6-31G(d) basis, we have performed single point energy calculations
(SPE) in the singlet and lowest triplet states for diﬀerent bond angles. The total energy in
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Figure 3.3: Same as Fig. 3.2, but for the triplet ground state, and for electrons of the same
spin. The separation between singly occupied and empty orbitals is indicated by a zig-zag line.
The crossing points M and N are discussed in the text.
each of these states depends both on bond angle and bond lengths, resulting in energetic
minima for the singlet and triplet states corresponding to diﬀerent bond lengths as a
function of bond angle. For the lowest states of each spin conﬁguration, this problem will
be addressed in detail in the next Section.
For the qualitative discussion in the remaining part of the present Section, we use
instead a reference bond length of d = 1.3 A˚, close to the experimental value for linear
C3, cp. Table 3.1. The Walsh diagram of the orbital energies for the singlet case in Fig.
3.2 gives an overview over the energies of the electronic orbitals in diﬀerent C3 geometries
of C2v symmetry. At 60
◦ bond angle, the molecular geometry corresponds to an equilat-
eral triangle, so that degenerate orbitals within the symmetry group D3h should appear.
However, this degeneracy does not occur, because in terms of the representations of the
group D3h, the electronic conﬁguration has an open-shell structure: the two electrons
with the highest energy occupy two out of four possible 3e′ electronic states. This gives
rise to two diﬀerent singlet states of 1A′1 and
1E ′ symmetry, a problem discussed already
earlier [32]. Nevertheless, we can say about the symmetry for our case analyzing Fig.
3.2. 3e′ orbital arises from 3b2 and 6a1 orbitals, but in triangular geometry only 3b2 is
occupied, consequently all electrons are paired in the occupied orbitals, i. e. the state has
the total 1A′1 symmetry. In the case, if one electron is taken from 3b2 to 6a1, 3e
′ orbital
becomes degenerated in triangular geometry, and the symmetry will be 1E ′. For some
theoretical details compare Appendix A.
The scheme for the highest occupied and lowest virtual states in Fig. 3.2 allows already
a qualitative assignment of the energetics of the lowest excited states (cp. also the scheme
in Fig. 3.4). In order to obtain the lowest excited singlet states, an electron is promoted
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Figure 3.4: Schematic representation of the electronic structure for the singlet ground state
and the lowest triplet states.
from one of the four highest occupied orbitals in Fig. 3.2 into one of the lowest virtual
orbitals. If this electron is introduced into the ﬁrst pair of virtual orbitals (1a2 and 4b2),
the gap between the orbitals of the two unpaired electrons increases with decreasing bond
angle, resulting in an increase of the energy of the corresponding singlet states with respect
to the singlet ground state. If instead the unpaired electron is introduced into one of the
next two virtual states (6a1 and 2b1), the gap energy between the two orbitals with the
unpaired electrons decreases with decreasing bond angle, corresponding to a decrease of
the singlet energy. Obviously, in the ﬁrst case, the equilibrium geometries of the excited
singlets remain linear, while in the second case, the singlet energies will have maxima for
a bond angle of 180◦ and minima for some lower bond angle, depending in detail on the
excited singlet under study.
Qualitatively, the Walsh diagram in Fig. 3.2 resembles the diagram for Si3 [50], re-
sulting in some similarities of the dependence of the total energy on the bond angle. In
the next Section, we shall discuss further details of the total energy curves in the singlet
ground state and in the lowest triplet states of these two molecules.
For the lowest triplet state and its Walsh diagram in Fig. 3.3, the two highest electrons
of the same spin occur with 3b2 and 1a2 symmetry above 90
◦, and with 3b2 and 6a1
symmetry below 90◦. The jump in the orbital energies near 90◦ is related to the change
of the highest occupied orbital involved, and it is most pronounced for the two orbitals
exchanging their role from single occupied to empty. Because of the diﬀerent symmetries of
the lowest unoccupied electronic orbital, the symmetry of the lowest triplet state changes
with bond angle: 3B1 = b2×a2 for bond angles larger than 90◦, and 3B2 = b2×a1 for bond
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Figure 3.5: Schematic representation of some occupied and unoccupied orbitals of C3 for the
linear (left side) and a triangular geometry close to the equilateral triangle (right side). The
corresponding symmetries are shown above each electronic orbital.
angles below 90◦. This situation is visualized schematically in Fig. 3.4. The analysis of
the Walsh diagram for the triplet state allows the qualitative conclusion that the lowest
triplet state has two energetic minima of diﬀerent symmetry: 3Πu for linear geometry and
3B1 for large bond angles, and
3B2 when approaching the equilateral triangle, where the
representation should be denoted as 3A′2 in terms of the point group D3h.
If the molecule has degenerate orbitals, the ground state will be triplet if the degenerate
orbital is the last to be ﬁlled and contains only two electrons. This follows from Hund’s rule
which applies here as well as for atoms and diatomic molecules. Consequently, comparing
Figs. 3.2 and 3.3 in triangular geometry, we see that of the three states (1A′1,
1E ′ and
3A′2) arising from two electrons in a doubly degenerate 3e
′ orbital the triplet 3A′2 state is
the lowest.
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When continuing the lines representing the energies of the orbitals 6a1 and 1a2 as
shown in Fig. 3.3, we obtain the two crossing points M and N . As a result, in an interval
from approximately 70◦ to 115◦, the highest occupied orbital is either 6a1 or 1a2, resulting
in triplet symmetries of 3B1 or
3B2, respectively. In this region, the gaussian98 program
package succeeds in calculating angular scans including bond length optimization for both
triplet symmetries, as will be discussed in more detail in Sec. 3.4.
In order to understand the behavior of the orbitals better during the bond angle
decreasing let us see Fig. 3.5. For the orbital 6a1 the sign of the wave function coincides
for neighboring atoms in the triangular geometry, consequently the energy of this orbital
decreases, see case a) in Fig. 3.5. For the wave function of the orbital 1a2 the sign is
opposite for the neighboring atoms in bent geometry and energy increases in Fig. 3.5).
The same analysis one can repeat for the other two cases, where the energy for 3b2 increases
and for 5a1 decreases.
3.4 Singlet and triplet energies for optimized bond
length
For the singlet ground state, the equilibrium geometry was obtained by an optimization
of bond lengths and bond angles around the linear geometry, resulting in an absolute
minimum for linear C3 with two equal bond lengths as reported in Tables 3.1, 3.2 and 3.3.
In the subsequent scanning of the bond angle, a partial geometry optimization within the
C2v symmetry group was performed, varying only the identical lengths of the two bonds
forming the reference bond angle. This distinction is necessary, as for a bond angle below
70◦, the singlet energy could be decreased further by leaving the C2v symmetry, resulting
in three inequivalent bond lengths and bond angles. The results based on the B3LYP
and QCISD methods with the 6-311G(d) basis set are reported in Fig. 3.6, where the
reference energy used in each case is the corresponding total energy of the singlet in the
linear geometry.
As expected already from the frequencies obtained for the bending mode, the B3LYP
approach gives higher total energies for the singlet ground state than the QCISD method
with a maximum deviation of about 0.25 eV around a bond angle of 90◦. The QCISD(T)
method results in energies between the corresponding values of B3LYP and QCISD meth-
ods, again in agreement with the ordering of the computed bending mode frequencies.
For the lowest triplet states in Fig. 3.6, we ﬁnd indeed the two symmetries indicated
already by the Walsh diagram in the previous Section, cp. Fig. 3.3. The crossover
between the two types of the lowest triplet states occurs close to 90◦ at about 3 eV above
the reference energy. The 3B2-symmetric triplet for bond angles below 90
◦ results in
the absolute triplet minimum for a bond angle of 60◦ corresponding to the equilateral
triangle. This 3B2 triplet energy lies only about 0.8 eV above the reference energy of the
singlet in the linear geometry, resulting in the absolute minimum of all excited states of
C3. For the geometry of the equilateral triangle this is the lowest state of
3A′3 symmetry,
which was predicted in the previous section from the Walsh diagrams. The value of 0.9
eV obtained with the QCISD(T) method is somewhat higher, but still the lowest excited
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Figure 3.6: Total energy of C3 as a function of bond angle, for the singlet ground state (1Σ+g ,
1A1) and the lowest triplet states (3Πu, 3B1, 3B2). Solid lines: QCISD/6-311G(d), dashed:
B3LYP/6-311G(d), dot-dashed: QCISD/6-311+G(d). QCISD(T)/6-311G(d) calculations with
optimized bond length are shown for selected bond angles. ◦: singlet (1A1), : triplet 3B1
above 90◦, +: triplet 3B2 below 90◦. In each case, the bond lengths were optimized with ﬁxed
electronic conﬁguration.
state. When comparing the triplet minima in the triangular and linear geometries, our
energetic diﬀerence of 1.2 - 1.3 eV corroborates the range identiﬁed earlier [49, 57].
As in the case of the singlet ground state, for all bond angles the energy of the
3B1 energy obtained with B3LYP remains systematically higher than the value obtained
with QCISD. QCISD(T) results again in total energies between the B3LYP and QCISD
methods for the 3B1 state, with the exception of large bond angles: For linear C3 the
QCISD(T) triplet energy lies about 0.08 eV below the energies of the two others.
The total energy of both singlet and triplet states shows only a very weak dependence
on the basis set and the diﬀerence between the 6-31G(d) and 6-311G(d) bases is smaller
than the diﬀerence between the B3LYP/6-311G(d) and QCISD/6-311G(d) energies of the
3B2 triplet, i.e. below 0.02 eV. Therefore we have not included the result for the smaller
6-31G(d) basis in Fig. 3.6.
For the linear conﬁguration, the diﬀerences between the singlet and triplet energies as
reported in Tables 3.1, 3.2 and 3.3 agree with the experimental value of 2.1 eV [10] within
less than 0.1 eV, and the inﬂuence of the diﬀerent equilibrium bond lengths for singlet
and triplet is very small: About 1 meV for the B3LYP method, 10 meV for QCISD and
3 meV for QCISD(T).
As mentioned in the discussion of the Walsh diagram in Fig. 3.3, the angular intervals
where the two triplet minima 3B1 and
3B2 can be investigated with total energy calcula-
tions and bond length optimization overlap. In Fig. 3.6, the results of such calculations
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Figure 3.7: Equilibrium bond length of C3, in the singlet ground state 1A1 and the two types
of triplet minima, 3B1 and 3B2. Solid lines: QCISD/6-311G(d), dashed: B3LYP/6-311G(d),
dot-dashed: QCISD/6-311+G(d).
are shown for the B3LYP and QCISD methods in the basis set 6-311G(d). Using B3LYP,
the angular interval where the 3B1 triplet can be investigated ranges from 180
◦ to 73◦,
whereas for the 3B2 triplet, this interval extends from 60
◦ to 113◦, so that an overlapping
region develops between 73◦ and 113◦, coinciding with the points M and N in Fig. 3.3,
respectively. Due to the overestimation of the HOMO-LUMO gap in Hartree-Fock, this
overlap interval increases: In the case of the 3B1 triplet, the entire angular interval from
180◦ to 60◦ is accessible with QCISD, whereas bond length optimizations with QCISD
for the 3B2 triplet cover bond angles between 60
◦ and 165◦. A further increase of the
basis set to 6-311+G(d) does not extend the accessible angular range, but a qualitatively
diﬀerent behaviour is observed for bond angles above 145◦, where the 3B2 triplet energy
in the larger orbital basis set increases monotonously, whereas in the smaller variational
basis, it starts to decrease.
For Si3, it was demonstrated that the
1A1 ground state has a minimum in a C2v
geometry at a bond angle of 85◦, whereas the 3B2 triplet in the equilateral triangle is
only slightly higher [50,51]. Therefore, the main diﬀerence between the two systems does
not concern the 3B2 triplet minimum, but merely the diﬀerent angular dependence of the
total energy of the singlet ground state related to a signiﬁcant inﬂuence of the d orbitals
on the geometry of the singlet ground state of Si3.
The equilibrium bond lengths corresponding to the singlet and triplet ground states
are reported in Fig. 3.7. For the 1A1 and
3B1 states, we observe a monotonous increase
with decreasing bond angle. Close to the linear ground state, the triplet equilibrium
geometry has longer bond lengths than the singlet, where the bond lengths increase by
about 0.10 A˚ for QCISD, 0.04 A˚ for B3LYP and 0.06 A˚ for QCISD(T). In all cases,
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B3LYP 6-31G(d) 6-31+G(d) 6-311G(d) 6-311+G(d)
d (A˚) 1.3001 1.2999 1.2947 1.2943
ν1(σg) 1224 1221 1217 1216
ν2(σu) 932 812 622 415
ν3(πu) 263 264 227 232
ν4(πu) 406 398 389 389
Table 3.4: Results of total energy calculations for linear C3 in the 3Πu triplet state, using
the B3LYP approach and the basis sets 6-31G(d), 6-31+G(d), 6-311G(d) and 6-311+G(d):
Equilibrium bond length d (A˚) and vibrational frequencies νi (cm−1).
B3LYP 6-31G(d) 6-31+G(d) 6-311G(d) 6-311+G(d)
d (A˚) 1.374 1.3737 1.3694 1.3696
ν1(a
′
1) 1621 1621 1618 1616
ν2(e
′) 1151 1157 1155 1157
∆EZP (eV) 0.82 0.83 0.85 0.85
∆E (eV) 0.81 0.82 0.83 0.83
Table 3.5: Same as Table 3.4, but for triangular C3 in the 3A′2 triplet state. Energy of the lowest
triplet state is given with respect to the singlet ground state, with and without corrections from
the zero point motion, ∆EZP (eV), and ∆E (eV), respectively.
this diﬀerence increases with decreasing bond angle. The 3B2 triplet behaves diﬀerently:
First, for all computational methods investigated, its bond length remains below the
singlet bond length for bond angles below about 75◦, second, a minimum in bond length
develops around 80◦, and third, a maximum occurs around 130◦. The decrease of the
bond length above 130◦ results eventually in values below the bond lengths of the 1A1
singlet and the 3B1 states close to the linear conﬁguration. Interestingly, in the region
around 90◦ where the triplet states 3B2 and 3B1 cross, the bond lengths are quite similar
in both electronic conﬁgurations.
Results of the total energy calculations for the linear C3 in the
3Πu triplet state and
for the triangular C3 in the
3A′2 triplet state using the B3LYP approach in diﬀerent basis
sets are shown in Tables 3.4 and 3.5. For the triplet state in the linear geometry, the
overall Πu = σu × πg representation arising from the two unpaired electrons in the σu
and πg orbitals induces a diﬀerence between the bending vibrations ν3(πu) and ν4(πu),
contrary to the singlet ground state where they remain degenerate.
It is interesting to investigate also the behaviour of the lowest singlet state for bond
angles below 60◦. For this purpose we have applied the scanning procedure with partial
bond length optimization in the range of bond angles between 30◦ and 180◦, see Fig.
3.8. Since we are interested only in the qualitative behaviour of these curves, these
calculations are restricted to a relatively small basis set. The two lowest singlet states
take 1A1 symmetry, indicated as 1
1A1 and 2
1A1 in Fig. 3.8.
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Figure 3.8: Total energy of C3 as a function of bond angle for the ground singlet state (1Σ+g ,
11A1), and the ﬁrst excited singlet state (21A1). The results were obtained using the B3LYP/6-
31G(d) calculation. In each case, the bond lengths were optimized with ﬁxed electronic conﬁg-
uration.
Near a bond angle of 60◦, there is a crossing of both curves at about 2 eV above
the singlet minimum in the linear geometry. For bond angles below 60◦ the 21A1 state
has an energetic minimum at about 1.311 eV, for a bond angle at α=50.904◦, and a
bond length d=1.4738 A˚, with vibrational frequencies at ν(a1)=1870 cm
−1, ν(a1)=1255
cm−1, and ν(b2)=-1012i cm−1 (imaginary), i.e. the 21A1 state is a saddle point. By
small deformations, it can be transformed to a C1 isomer and then to the 1
1A1 state by
increasing the bond angle to 180◦. There is also a transition to the 11A1 state at the
crossing point near 60◦ without lowering symmetry. The HUMO for the 21A1 state is the
6a1 electronic orbital instead of 3b2 for 1
1A1, see Fig. 3.2. Thus, for bond angles above
60◦ this state is electronically a double excited state.
3.5 Higher excited states
In this section, we report the results of time-dependent density functional (TD-DFT) cal-
culations based on the B3LYP mixed functional in the 6-31G(d) basis set. This approach
is a relatively inexpensive numerical method for estimating transition energies from the
electronic ground state towards excited states [74, 75].
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Figure 3.9: Excitation energies from the singlet ground state to the lowest triplet states as a
function of bond angle, calculated with the TD-DFT method based on the B3LYP approach
in the 6-31G(d) basis. The calculations were carried out for the optimized bond length of the
singlet ground state. The diﬀerent symbols stand for diﬀerent triplet conﬁgurations: ©: A1, :
A2, : B1, +: B2. The calculations have been performed for the angles where the symbols are
shown, whereas the connecting lines are a guide for the eye.
3.5.1 Triplet states
When applying this method to the lowest triplet states discussed already in the previous
section, the comparison between total energy calculations and TD-DFT allows for an
estimate of systematic deviations of the latter.
The excitation energies from the singlet ground state with its optimized bond length
are shown in Fig. 3.9. Close to the linear geometry, the excitation energies of the lowest
eight triplet states increase with decreasing bond angle, as discussed already in connection
with the Walsh diagrams in Figs. 3.2 and 3.3. For the next eight triplet states, the decrease
of excitation energy with decreasing bond angle is directly connected with the angular
dependence of the electronic orbitals 6a1 and 2b1 in the Walsh diagrams. In the region
between 80◦ and 120◦ these two bunches of triplet states start to interfere, resulting in
anti-crossings between triplet pairs of the same symmetry.
As discussed previously, for molecules with more than a single internal degree of free-
dom, any two electronic states can cross, including two conﬁgurations with the same
symmetry [65]. In our case, the C3 molecule has two vibrational degrees of freedom
within the subset of internal coordinates used, i.e. the bond angle α and the two identical
bond lengths d. In the region between 90◦ and 120◦, we have several electronic conﬁgu-
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Figure 3.10: Total energy of the lowest triplet states, calculated as the sum of the B3LYP/6-
31G(d) energy of the singlet ground state with optimized bond length and the B3LYP/6-31G(d)
TD-DFT excitation energies reported in Fig. 3.9, denoted with the same symbols. The total
energy curves of calculations based on B3LYP/6-31G(d) (dashed), QCISD/6-311G(d) (solid)
and QCISD/6-311+G(d) (dot-dashed) as in Fig. 3.6 are included for comparison.
rations of the same symmetry within a small energy interval. It can be shown that by
small changes of the two geometry parameters, δd and δα, one can obtain crossings of any
two curves of the same symmetry [65]. However, as the bond length is ﬁxed to the value
for the singlet ground state, in general an anti-crossing will develop, whereas two nearly
degenerate electronic conﬁgurations of the same symmetry can only occur if accidentally
their adiabatic crossing is related to a bond length similar to the ground state. Thus, if
anti-crossings between triplet pairs of the same symmetry develop, they result in maxima
and minima of the excitation energies as a function of bond angle.
When approaching the equilateral triangle, the excitation energies of the lowest triplet
state becomes negative, indicating that the triplet state is below the singlet, so that it
becomes the ground state of C3, cp. Fig. 3.6.
In order to assess the total energy of the triplet states, we add the energy of the singlet
ground state and the excitation energies calculated with TD-DFT, cp. Fig. 3.10. For
linear C3, this estimate for the total energy of the triplet energy is only 1.8 eV, giving
an estimate of about −0.35 eV for systematic deviations between the TD-DFT excitation
energies and the total energy calculation excluding corrections due to zero point motion,
cp. Table 3.1. As can be seen from the low-energy region of Fig. 3.10, this systematic
deviation for the lowest triplet of 3B1 symmetry does not depend much on the bond
angle. For bond angles below 90◦, the deviation between the TD-DFT result and the
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Figure 3.11: Total energy of the lowest triplet states, calculated as the sum of the B3LYP/6-
31G(d) energy of the lowest 3B1 triplet state with optimized bond length and the B3LYP/6-
31G(d) TD-DFT excitation energies. The total energy curves of the B3LYP/6-31G(d) calcula-
tion for the 1A1 singlet and the 3B1 triplet are superimposed (solid line). The total energy curves
of the QCISD calculations of the 3B2 triplet (thick lines) are included for comparison, based
on the 6-311G(d) (solid) and 6-311+G(d) (dash-dotted) variational basis sets. The symbols are
deﬁned as in Fig. 3.9, and the 3B2 triplet state is highlighted with heavy symbols.
total energy of the lowest 3B2 triplet is somewhat larger, including some scatter close to
the inter-system crossing around 70◦. Interestingly, for linear C3 the calculated diﬀerence
of 0.86 eV between the two lowest triplet states 3Πu and
3Πg is in good agreement with
the experimental value of 0.80 eV [35,83].
From an analysis of Figs. 3.2 and 3.10, we can conclude that the 3B2 triplet minimum
for the equilateral triangle arises from the lower 6a1 branch of the high-lying
3Πg state in
the linear conﬁguration. In the region between 90◦ and 120◦, an anti-crossing with the
3B2 states arising from the lower bunch of triplet states in the linear geometry results in
a maximum of the lowest 3B2 branch near 110
◦.
Triplet energies deﬁned by excitations starting from the 3B1 triplet ground state are
shown in Fig. 3.11. As the starting electronic conﬁguration 3B1 contains already two
unpaired electrons, three kinds of excitations can occur, cp. Fig. 3.12. First, excitations
between diﬀerent valence states will result in low-lying excitations between diﬀerent triplet
conﬁgurations. Second, one of the remaining 7 electrons in the four highest occupied
valence states can be promoted into a virtual orbital, resulting in electronic conﬁgurations
which cannot be reached by a single excitation out of the singlet ground state. The third
possibility is an excitation of the unpaired electron in the LUMO into higher virtual
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Figure 3.12: Schematic representation of three possible excitations starting from the 3B1 triplet
ground state (1). The single excitations (2) and (3) involve a valence electron, (4) is a double
excitation. The ﬁnal state (2) occurs both in excitations from the singlet ground state in Fig.
3.10 and from the triplet ground state in Fig. 3.11. Case (3) is a single excitation starting from
the triplet ground state but a double excitation starting from the singlet ground state, so that
it is not included in Fig. 3.10. Case (4) is a double excitation with respect to the triplet ground
state but a single excitation with respect to the singlet ground state, so that it is included in
Fig. 3.10 but not in Fig. 3.11. Excitations of the electron in the 1a2 LUMO into higher orbitals
are not shown.
orbitals, resulting in some of the triplet states displayed in Figs. 3.9 and 3.10. However,
these excitations of a single electron starting from the triplet ground state still do not
cover all the excited states, as the double excited levels depicted on the right side of Fig.
3.12 are still excluded.
In Fig. 3.11, single excited states starting from the triplet ground state corresponding
to double excitations out of the singlet ground state, cp. case (3) in Fig. 3.12, give some
triplet states between 4 and 8 eV missing in Fig. 3.10. On the other hand, conﬁgurations
corresponding to case (4) in Fig. 3.12 are not included in Fig. 3.11.
In order to assess the inﬂuence of diﬀerent variational basis sets, triplet excitation
energies starting from the singlet ground state were recalculated with TD-DFT based
on B3LYP in the 6-311+G(d) basis. For the lower bunch of excited states, the picture
is almost the same as in Fig. 3.10, while for the upper bunch some changes occur.
In particular, the number of excited states in the energy interval below 12 eV increases
signiﬁcantly from 16 in the smaller 6-31G(d) basis to 40 in the 6-311+G(d) basis. However,
for excitation energies below 10 eV, both basis sets give similar results, so that we do not
include the corresponding ﬁgure for the 6-311+G(d) basis set.
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Figure 3.13: Total energy of the lowest singlet states, calculated as the sum of the B3LYP/6-
31G(d) energy of the singlet ground state with optimized bond length and the B3LYP/6-31G(d)
TD-DFT excitation energies. The diﬀerent symbols stand for diﬀerent singlet conﬁgurations: ◦:
A1, : A2, : B1, +: B2.
3.5.2 Excited singlet states
In the following, the excitation energies from the singlet ground state towards excited
singlet states will again be based on B3LYP TD-DFT calculations. As before, we deﬁne
the total energy by summing the TD-DFT excitation energies and the total energy of
the singlet ground state, cp. Fig. 3.13 for the 6-31G(d) basis set. The behaviour of the
total energy curves is qualitatively the same as for the triplet states in Figs. 3.10. The
main inﬂuence of the larger 6-311+G(d) basis set is again the number of states in the
upper bunch of excited states. From an analysis of Fig. 3.13, we deduce that the lowest
excited singlet state for low bond angles should be of 1B2 symmetry, corresponding to the
lowest triplet state 3B2 except for the spin conﬁguration. Comparing the corresponding
minimum at about 2 eV with the triplet energy of 0.8 eV, we obtain an estimate of 1.2
eV for the lowering of the triplet due to spin contributions. In the linear geometry, the
comparison of the 3B1 triplet and the
1B1 excited singlet gives an estimate of 1.5 eV for
the spin-dependent contributions. With respect to experimental reference values of 3.02
- 3.06 eV for the 1B1 state [10], the TD-DFT value of 3.28 eV for the 6-31G(d) basis set
is now overestimated by about 0.25 eV, whereas this deviation increases to about 0.3 eV
for the lowest excited singlet at 3.32 eV for the 6-311+G(d) basis set. Together with the
underestimate of the TD-DFT triplet energy by 0.3 eV, cp. Fig. 3.10, this indicates an
overestimate of spin-related diﬀerences between singlet and triplet by about 0.55-0.6 eV.
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excitation oscillator
transition energy (eV) strength
present, TD-DFT, A1Πu — X
1Σ+g 3.28 0.0211
B3LYP/6-31G(d) 1Σ+u — X
1Σ+g 8.26 0.8498
present, TD-DFT, A1Πu — X
1Σ+g 3.32 0.0247
B3LYP/6-311+G(d) 1Σ+u — X
1Σ+g 7.91 1.0014
I. Cˇermak et al., [10] A1Πu — X
1Σ+g 3.02 - 3.06 . . .
experiment . . . . . . . . .
K. W. Chang et al., [85] A1Πu — X
1Σ+g 3.02 . . .
experiment 1Σ+u — X
1Σ+g 6.6 . . .
K. H. Becker et al., [86] A1Πu — X
1Σ+g . . . 0.0246
experiment . . . . . . . . .
C. F. Chabalowski et al., [87] A1Πu — X
1Σ+g . . . 0.052
theory MRD-CI . . . . . . . . .
J. P. Maier et al., [88] A1Πu — X
1Σ+g 3.06 0.016
experiment . . . . . . . . .
G. Monninger et al., [89]
theory MR-AQCC A1Πu — X
1Σ+g 3.11 0.02
theory MR-AQCC 1Σ+u — X
1Σ+g 7.97 0.94
experiment 1Σ+u — X
1Σ+g 7.3, 7.75 . . .
Table 3.6: Excitation energies and oscillator strengths for the A1Πu—X1Σ+g and 1Σ+u —X1Σ+g
transitions in linear conﬁguration.
This systematic deviation is in qualitative agreement with earlier ﬁndings that TD-DFT
tends to overestimate the energies of excited singlet states and to underestimate excited
triplet states [84].
As already mentioned at the end of section 3.4 there is the lowest singlet 21A1 state
for the bond angles less than 60◦ which is shown in Fig. 3.8, and for the bond angles
more than 60◦ this state is electronically double excited state. Since the excited states
shown in Fig. 3.13 are electronically single excited there are no corresponding curves for
the 21A1 state there.
In Table 3.6 we list the results of the present TD-DFT calculations and previous
experimental and theoretical results concerning excitation energies and oscillator strengths
for the A1Πu—X
1Σ+g and
1Σ+u —X
1Σ+g transitions in the linear conﬁguration. One can see
that for the A1Πu—X
1Σ+g transition the larger 6-311+G(d) basis set results in a larger
overestimate of the transition energies than the smaller 6-31G(d) basis, whereas the value
for the 1Σ+u —X
1Σ+g transition is closer to the experimental values obtained recently by
Monninger et al. [89], i.e. 7.75 eV absorption in solid neon and 7.3 eV absorption in
solid argon. From an analysis of Table 3.6 one can also conclude that the values for the
oscillator strengths are in the range obtained in previous investigations.
Contrary to earlier investigations by Monninger et al. with a MR-AQCC (multi-
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A1Πu
1Σ−u
1∆u
1Πg
1Σ+u
B3LYP/6-31G(d) 3.28 3.86 4.09 4.48 8.26
B3LYP/6-311+G(d) 3.32 3.88 4.10 4.41 7.91
G. Monninger et al. [89] 3.11 3.98 4.02 4.00 7.97
M. Kolbuszewski [90] 3.20 4.24 4.15 4.02 8.10
S. Grimme and M. Waletzke [84] 2.88 8.10
Table 3.7: Excitation energies (in eV) obtained with TD-DFT based on B3LYP/6-31G(d) and
B3LYP/6-311+G(d) compared to previous calculations.
reference averaged quadratic coupled cluster) method [89], our approach is restricted to
singly excited levels with respect to well-deﬁned reference states, so that some double
excited states cannot be investigated. For the single excited states, the excited energies
found in the present work agree quite well with calculations by Kolbuszewski, both for
triplet and singlet states [90], and with the MR-AQCC results [89], cp. Table 3.7. The
deviation between the excitation energies obtained in the B3LYP/6-311+G(d) TD-DFT
calculation and the MR-AQCC results are below 0.21 eV, with the exception of the 1Πg
state where the deviation is 0.41 eV. As the MR-AQCC scheme includes dynamical cor-
relation, the computed excitation energies are systematically lower than in our B3LYP
TD-DFT calculations, with the exception of the 1Σ+u , where the CAS reference space used
could possibly be too small for a well converged result. As an alternative to this rather
complicated scheme, it was shown recently that DFT calculations including multiple ref-
erence CI are likely to give more precise excitation energies than TD-DFT, with an error
estimate of about 0.2 eV with respect to experimental reference energies [84]. Therefore,
for selected geometries of C3, it would be desirable if some of the excited states we have
mapped in the present work with TD-DFT could be investigated again with one of the
more precise computational schemes.
3.6 Comparison of total energy calculations for C3,
C−3 and C
−2
3
In this section we compare the results of total energy calculations for C3, and the nega-
tively charged molecular ions C−3 and C
−2
3 . The results based on the B3LYP method with
the 6-31G(d) basis set are reported in Figs. 3.14 and 3.15, where the reference energy
used in each case is the corresponding total energy in the linear geometry.
From the analysis of the Walsh diagrams in Figs. 3.2 and 3.3 one can suppose that if
we add one electron to the LUMO we will obtain a picture similar to Fig. 3.6 for C3. In
Fig. 3.14 we reproduce the results of Fueno and Taniguchi [57] for the total energy of the
C−3 ion as a function of bond angle. One can see that the curves behave qualitatively as
for C3. There is an absolute minimum in the linear geometry for the
2Πg state, so that
the total energy increases with decreasing bond angle. Near a bond angle of 90◦ there is
a crossing of two curves of diﬀerent symmetries: 2A2 and
2A1. The
2A1 state for bond
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Figure 3.14: Total energy of the C−3 ion as a function of bond angle, for the ground state (
2Πg,
2A2) and the lowest triangular isomer (2A1). The results were obtained using B3LYP/6-31G(d)
calculations with optimized bond length, excluding corrections arising from zero point motion.
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Figure 3.15: Same as Fig. 3.14, but for the C−23 ion, for the ground state (
1Πu, 11A1) and the
lowest triangular isomer (21A1).
angles below 90◦ results in a minimum for a bond angle of 70◦. This 2A1 energy lies about
0.62 eV above the reference energy of the 2A2 state in the linear geometry (compared
with 0.8 eV for C3), resulting in the absolute minimum of all excited states of C
−
3 .
If we put one further electron into the LUMO, corresponding to two additional elec-
trons with respect to neutral C3, the energy of the minimum in the triangular geometry
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B3LYP/6-31G(d) C3 C
−
3 C
−2
3
d (A˚) 1.2967 1.3119 1.3378
ν1(σg) 1246 1201 1133
ν2(σu) 2164 1771 1575
ν3(πu) 184 454 644
ν4(πu) 184 320 438
Table 3.8: Results of total energy calculations for linear C3, C−3 and C
−2
3 , using the B3LYP
approach and the basis set 6-31G(d): Equilibrium bond length d (A˚) and vibrational frequencies
νi (cm−1).
B3LYP/6-31G(d) C3 C
−
3 C
−2
3
d (A˚) 1.3710 1.3920 1.4582
ν1 (a
′
1) 1621 (a1) 1559 (a
′
1) 1386
ν2 (e
′) 1151 (b2) 935 (e′) 971
ν3 (e
′) 1151 (a1) 769 (e′) 971
∆EZP (eV) 0.82 0.60 -0.004
∆E (eV) 0.81 0.62 0.025
Table 3.9: Same as Table 3.8, but for triangular C3, C−3 and C
−2
3 . Energy of the lowest excited
state is given with respect to the ground state in linear geometry, with and without corrections
from the zero point motion, ∆EZP (eV), and ∆E (eV), respectively.
can be decreased. In Fig. 3.15 the calculation for the C−23 ion is presented, where the
minimum of the 1A1 state in the triangular geometry lies only about 0.024 eV above the
energy of the 1Πu state in the linear geometry. Thus, the obtained results for ions C
−
3
and C−23 are in good agreement with our qualitative discussions of the Walsh diagrams
3.2 and 3.3 for C3.
In Tables 3.8 and 3.9 we present the results of total energy calculations for linear and
triangular C3, C
−
3 and C
−2
3 , using the B3LYP approach and the basis set 6-31G(d). From
Table 3.8 one can see that the bond length d is increased with increasing negative charge,
because the larger negative charge gives an additional repulsive Coulomb force. The
frequencies of the vibrational modes ν1(σg) and ν2(σu) decrease with increasing negative
charge, but the frequencies of the bending modes ν3(πu) and ν4(πu) are increased. This
behaviour corresponds to the situation for neutral C3 for the singlet and triplet states,
compare Tables 3.1 and 3.4. Because the 1πg electronic orbital is not completely ﬁlled,
there is a diﬀerence between the two bending vibrations ν3(πu) and ν4(πu) for the negative
ions C−3 and C
−2
3 .
In the triangular geometry, see Table 3.9, the situation is similar to the previous
one. The bond length is increased and the frequencies are decreased for the ions. It
is interesting to note that if one takes into account the corrections from the zero point
motion, the energy of the 21A1 state in the triangular geometry for the C
−2
3 ion is slightly
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lower than the corresponding energy of the 1Πu state in linear geometry. Thus, the 2
1A1
state becomes the ground state for the C−23 ion.
Chapter 4
Pathways for the reaction
C3+C3  C6
4.1 Reference calculations for diﬀerent geometries of
C6
The C6 molecule has two low-energy structural isomers, a linear
3Σ−g form and a planar
1A′1
monocyclic ring (see Figs. 4.1 (a) and (b)). The energetically lowest cyclic structure has
D3h symmetry . The calculated relative energies of the two isomers are extremely sensitive
to the ab initio technique applied. These and other properties of C6 were described
by Weltner and Van Zee [17] and later by Orden and Saykally [18]. In Table 4.1 we
report previous results for the ground states of the linear and cyclic isomers together with
calculations performed in the present work. Raghavachari et al. [58, 59] investigated C6
using several diﬀerent levels of theory, the highest one being MP4/6-31G(d). Parasuk and
Almlo¨f used MCSCF and MRCI methods [60]. The calculations of Pless et al. [61] were
performed using the MRD-CI, CASPT2, and CCD methods with ANO basis functions.
Hutter and Lu¨thi [62] studied C6 by the CCSD(T) approach with ANO basis functions.
Our calculations were obtained using the B3LYP method and several basis sets. The
calculations were performed using the gaussian98 package with the B3LYP approach
resulting in the linear 3Σ−g form as the ground state. The cyclic D3h isomer lies higher in
energy, where the energetic diﬀerence increases with the size of the variational basis (see
Table 4.1).
In Tables 4.2 and 4.3 the results of total energy calculations for the linear X3Σ−g and
the cyclic 1A′1 isomers are illustrated. The calculations were performed using the B3LYP
approach with the basis sets 6-31G(d), 6-31+G(d), 6-311G(d) and 6-311+G(d). For the
linear C6 cluster the comparisons with experiments are also shown. Since for cyclic C6 the
experimental data are not so detailed as for the linear isomer, we present the comparison
with previous theoretical calculations of Wang et al. [15] and the experimental value for
one vibrational frequency ν4(e
′).
One can see that there are no major changes between diﬀerent basis sets, both for
the linear as well as for the cyclic isomer, but a general tendency of slightly decreasing
4.1. Reference calculations for diﬀerent geometries of C6 57
c)
d)
e)
α
β
d1 d2 d3a)
b)
d2d3
d
Figure 4.1: Diﬀerent geometries for C6. a) Linear C6: D∞h symmetry, b) Cyclic C6: D3h
symmetry, c) Cyclic C6: D6h symmetry, d) and e) Non-linear planar C6: D2h symmetry.
frequencies with increasing size of the variational orbital basis. Since the present investi-
gation is devoted to the reaction C3 + C3  C6, the precision of the smallest basis set
6-31G(d) can be regarded to be satisfactory.
In Table 4.4 we present the energies for isomers corresponding to the cases (a) to (e)
in Fig. 4.1. The results were obtained using the B3LYP approach with the 6-31G(d) basis
set. The energies with zero-point corrections are also included. The energy of the lowest
linear triplet C6 with D∞h symmetry will be considered as the reference energy. The
isomer D6h in Fig. 4.1 (c) represents a saddle point and it is transforming spontaneously
into the D3h isomer.
The reference energy ∆EZP=0.589 eV for the
1∆g state is overestimated much with
respect to the previous experimental and theoretical works. This energy was measured
by Xu et al., using photoelectron spectroscopy of C−6 they obtained 0.166±0.015 eV [13].
Liang and Schaefer have used the CISD/DZP level, with all valence electrons correlated,
including Davidson’s correction, which gives 0.15 eV for the term energy of the 1∆g
state [63]. Parasuk and Almlo¨f have predicted this value at 0.19 eV using CASSCF and
CI methods at the CISD/ANO level, with 14 valence electrons correlated and the inclusion
of Davidson’s correction [60]. In our calculations the use of bigger basis sets does not give
an essential decreasing for the term energy of the 1∆g state: ∆EZP=0.581 eV for basis
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Excited lowest Energy
Author, method Ground state state diﬀerence (eV)
Raghavachari et al. [58, 59]
MP4/6-31G(d) 1A′1 (D3h)
3Σ−g (D∞h) 0.83
Parasuk and Almlo¨f [60]
MCSCF, MRCI 3Σ−g (D∞h)
1A′1 (D3h) 1.74
Pless et al. [61]
MRD-CI, CASPT2, CCD 1A′1 (D3h)
3Σ−g (D∞h) 0.30
Hutter and Lu¨thi [62]
CCSD(T) 3Σ−g (D∞h)
1A′1 (D3h) 0.46
Present calculations
B3LYP/6-31G(d) 3Σ−g (D∞h)
1A′1 (D3h) 0.29
B3LYP/6-31+G(d) 3Σ−g (D∞h)
1A′1 (D3h) 0.36
B3LYP/6-311G(d) 3Σ−g (D∞h)
1A′1 (D3h) 0.38
B3LYP/6-311+G(d) 3Σ−g (D∞h)
1A′1 (D3h) 0.41
Table 4.1: The two lowest states of C6 and the energetic diﬀerence between them, for dif-
ferent approaches/variational basis sets, see the text for details. Present calculations include
corrections from ZPE.
B3LYP 6-31G(d) 6-31+G(d) 6-311G(d) 6-311+G(d) exp.
d1 (A˚) 1.2788 1.2792 1.2736 1.2734 r¯=1.2868
a
d2 (A˚) 1.2915 1.2925 1.2863 1.2863
d3 (A˚) 1.3056 1.3046 1.3000 1.2989
ν1(σg) 2193 2186 2181 2182 2061
b
ν2(σg) 1740 1737 1730 1732 1694
c
ν3(σg) 673 672 668 668 637
c
ν4(σu) 2043 2035 2030 2030 1960
a
ν5(σu) 1235 1233 1226 1227 1197
d
ν6(πg) 501 487 517 497
ν7(πg) 230 227 210 215 246
c
ν8(πu) 402 393 369 371
ν9(πu) 110 108 102 103 90
c
ZPE 5184 5147 5117 5106
Table 4.2: Results of the total energy calculations for linear C6 in the 3Σ−g ground state, using
the B3LYP approach and diﬀerent basis sets: di (A˚) – inner, middle, and outer equilibrium
bond lengths, respectively, νi (cm−1) – vibrational frequencies, ZPE (cm−1).
a Ref. [11], b Ref. [12], c Ref. [13], d Ref. [14].
set 6-311G(d), ∆EZP=0.579 eV for basis sets 6-31+G(d) and 6-311+G(d).
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B3LYP 6-31G(d) 6-31+G(d) 6-311G(d) 6-311+G(d) cc-pVTZa exp.
d (A˚) 1.3276 1.327 1.3226 1.3228 1.3200
α(deg) 149.1 148.3 147.8 147.7 148.1
β(deg) 90.9 91.7 92.2 92.3 91.9
ν1(a
′
1) 1228 1228 1220 1218 1221
ν2(a
′
1) 667 650 638 638 650
ν3(a
′
2) 1443 1443 1406 1406 1409
ν4(e
′) 1777 1771 1759 1756 1759 1695b
ν5(e
′) 1222 1232 1228 1228 1228
ν6(e
′) 643 639 643 641 645
ν7(a2”) 441 436 432 434 438
ν8(e”) 531 526 535 534 539
ZPE 6063 6045 6013 6007
Table 4.3: Results of total energy calculations for cyclic C6 in D3h symmetry in the 1A′1 state,
using the B3LYP approach and the basis sets 6-31G(d), 6-31+G(d), 6-311G(d), 6-311+G(d)
and cc-pVTZ: d (A˚) – equilibrium bond length, α and β – equilibrium bond angles, νi (cm−1)
– vibrational frequencies, ZPE (cm−1) – zero-point energy.
a Calculations were carried out by Wang et al. [15] using gaussian94, b Ref. [15,16] (Infrared
absorption transition).
Structure Point group State Energy ∆E ZPE ∆EZP
(Hartrees) (eV) (eV) (eV)
a D∞h 3Σ−g -228.25863 0.000 0.643 0.000
b D3h
1A′1 -228.25200 0.180 0.752 0.289
a D∞h 1∆g -228.23709 0.586 0.646 0.589
c D6h
1A1g -228.22076 1.030 0.699 1.086
d D2h
1Ag -228.18673 1.960 0.661 1.978
e D2h
1Ag -228.17974 2.147 0.562 2.066
Table 4.4: Results of total energy calculations for diﬀerent geometries of C6, using the B3LYP
approach and the basis set 6-31G(d). Letters a, b, c, d and e correspond to the geometries
depicted in Fig. 4.1. All energies are given in Hartree and in eV. ZPE – zero-point energy. ∆E
(∆EZP ) denotes the energy of each isomer with respect to the 3Σ−g ground state of the linear
isomer.
4.2 Collinear collisions of two C3 molecules
Curves for the singlet and triplet states in collinear collisions of two C3 molecules are
shown in Fig. 4.2, obtained from the B3LYP/6-31G(d) method with optimized bond
length for C3. The absolute minimum belongs to the triplet state
3Σ−g and the singlet
minimum of the 1∆g state lies 0.586 eV higher. Close to R=2 A˚ there is a crossing of
the curves of these states with the curves of the triplet 3Πg and singlet
1Σ+g states. The
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Figure 4.2: Total energy of linear C6 as a function of the reaction coordinate, for the reaction
C3 + C3  C6(D∞h). The calculations were performed using the B3LYP/6-31G(d) method
with optimized bond length for C3. Solid line: triplet state, dot-dashed: singlet state. The
energy reference is the energetic minimum for linear C6.
triplet 3Πg state has imaginary frequencies and it can be considered as a saddle point with
transition possibility to the ground triplet 3Σ−g state. With increasing reaction coordinate
the energy of the triplet 3Πg state increases up to about 8 eV above the energetic minimum
for C6 at R=1.28 A˚. The energy of the singlet
1Σ+g state decreases to the energy of two
separated C3 molecules in the
1Σ+g state, which is about 4.5 eV above the reference energy
corresponding to the energetic minimum of the 3Σ−g state.
To understand the nature and the behaviour of the creation of the linear C6 from
the two linear C3, we will consider the electron conﬁgurations for these molecules. The
electron conﬁgurations for the linear C3 reactants and the resulting linear C6 molecule in
the 1Σ+g state are shown in Table 4.5. One can see that both C3 subunits are in the singlet
ground 1Σ+g state resulting in completely ﬁlled orbitals. As a result the C3 reactants are
not reactive and give a repulsive potential curve (see Fig. 4.2).
The electron conﬁgurations for the 1∆g,
3Πg and
3Σ−g states are presented in Table
4.6. There are also the electronic transitions with respect to the singlet ground 1Σ+g state
for C3 and the
1Σ+g state for C6. From this table one can see clearly that at least one C3
reactant for all of the three states has partially ﬁlled orbitals (bold symbols for C3), and
as a consequence the C3 subunits can create a chemical bond. Moreover, the
1∆g and
3Σ−g states can be created from C3 in a singlet as well as in a triplet state. It follows from
the rule of algebraical addition for angular momentum [65,91].
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Molecule Electron conﬁguration
(State) Occupied Virtual
C3(
1Σ+g ) ... (4σg) (1πu)
2(1πu)
2 (4σg) (3σu) (3σu) (1πg)
2(1πg)
2 ...
C3(
1Σ+g ) ... (4σg) (1πu)
2(1πu)
2 (4σg) (3σu) (3σu) (1πg)
2(1πg)
2 ...
C6(
1Σ+g ) ... (6σ
b
g)
2(1πbu)
4(1πag )
4 (6σau)
2(7σbg)
2(7σau)
2 (2πbu)
4(2πag )
4 ...
Table 4.5: Electron conﬁgurations and states for linear C3 and C6. C3 molecules are the
reactants for the linear C6 molecule in the 1Σ+g state. The superscripts σ
b and σa denote
bonding and anti-bonding electronic orbitals respectively.
Molecule Electron conﬁguration Transition
(State) Occupied
C3(
1Πu,
3 Πu) ... (1πu)
2(1πu)
2 (4σg) (3σu) (1πg) (3σu)→ (1πg)
C3(
1Πu,
3 Πu) ... (1πu)
2(1πu)
2 (4σg) (3σu) (1πg) (3σu)→ (1πg)
C6(
1∆g) ... (1π
b
u)
4(1πag )
4 (6σau)
2(7σbg)
2 (2πbu)
2 (7σau)
2 → (2πbu)2
C3(
1Σ+g ) ... (1πu)
2(1πu)
2 (4σg) (3σu) (3σu)
C3(
3Πu) ... (1πu)
2(1πu)
2 (4σg) (3σu) (1πg) β(3σu)→ α(1πg)
C6(
3Πg) ... (1π
b
u)
4(1πag )
4 (6σau)
2(7σbg)
2α(7σau)α(2π
b
u) β(7σ
a
u)→ α(2πbu)
C3(
1Πu,
3 Πu) ... (1πu)
2(1πu)
2(4σg) (3σu) (1πg) (3σu)→ (1πg)
C3(
3Πu) ... (1πu)
2(1πu)
2(4σg) (3σu) (1πg) β(3σu)→ α(1πg)
C6(
3Σ−g ) ... (1π
b
u)
4(1πag )
4(6σau)
2(7σbg)
2α(2πbu)α(2π
b
u) α(7σ
a
u)→ α(2πbu)
β(7σau)→ α(2πbu)
Table 4.6: Electron conﬁgurations and states for linear C3 and C6. C3 molecules are the
reactants for the linear C6 molecule. The superscripts σb and σa denote bonding and anti-
bonding electronic orbitals respectively. Transitions are considered from the ground 1Σ+g state
of linear C3 and from the 1Σ+g state of linear C6 (see Table 4.5). The excited electronic orbitals
for these transitions are indicated by bold symbols.
A further criterion for determination of the bonding or anti-bonding states is the ratio
of the number of the bonding and anti-bonding orbitals [92]. This ratio for the 1Σ+g state
is 18/18, it gives equal probability for the creation of the bonding or anti-bonding states.
But the ratios 20/16, 19/17 and 20/16 for the 1∆g,
3Πg and
3Σ−g states respectively result
in a tendency to create bonding states, as demonstrated by the results obtained above. Let
us note that lower number of bonding orbitals gives a weaker minimum for the potential
surface, compare the ratio 19/17 for the 3Πg state and its minimum with the ratio 20/16
for the 1∆g and
3Σ−g states and their deeper minima (cp. Fig. 4.2).
Thus, the analysis of Tables 4.5 and 4.6 allows us to write reactions for the collinear
collisions of two C3 in the form:
l-C3(
1Σ+g ) + l-C3(
1Σ+g )→ l-C6(1Σ+g ), (4.1)
l-C3(
1Πu,
3 Πu) + l-C3(
1Πu,
3 Πu)→ l-C6(1∆g), (4.2)
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Figure 4.3: Schemes for symmetrical non-linear collisions of two C3 molecules: R – reaction
coordinate, α (γ) – bond angle, d – bond length.
l-C3(
1Σ+g ) + l-C3(
3Πu)→ l-C6(3Πg)→ l-C6(3Σ−g ), (4.3)
l-C3(
1Πu,
3 Πu) + l-C3(
3Πu)→ l-C6(3Σ−g ). (4.4)
4.3 Symmetrical non-linear collisions of two C3
molecules
Here we will discuss the possible reactions for the creation of the non-linear C6 isomer
by symmetrical non-linear collisions of two C3 molecules. In order to investigate these
pathways we have carried out a partial optimization procedure for two schemes with D2h
symmetry presented in Fig. 4.3: a) C3 + C3→ c-C6, b) C3 + C3→ γ-C6. Where c-C6 is the
cyclic molecule, γ-C6 is the molecule consisting from two C3 triangle subuntits connected
by the corners. For this investigation we consider the reaction of two C3 molecules with a
bond angle α (or γ) and two equal bond lengths d. The bond angle and the bond length
are the same for both C3. For the reaction coordinate we take a distance R between
two central atoms of the C3 molecules which are the reactants for the creation of cyclic
C6. The optimized potential surfaces for this reaction are shown in Fig. 4.4, where the
optimization parameters are the bond angle α and the bond length d. If the bond angle α
is more than 180◦ we denote this angle by the symbol γ = 360◦−α. The energy reference
is the minimum for the linear C6 isomer.
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Symmetry ag b1g b2g b3g b1u b2u b3u
11Ag(au) 5 1 1 2 4 4 1
21Ag(b2g) 6 1 1 2 4 3 1
31Ag(b2u) 6 0 1 2 5 3 1
41Ag(b1u) 5 0 1 3 5 3 1
51Ag(b1u) 6 0 1 2 6 2 1
Table 4.7: Correspondence between states of cyclic C6 and number of electrons for each sym-
metry of electronic orbitals with the same spin.
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Figure 4.4: Optimized potential energy surfaces of cyclic C6 for the reaction C3 + C3  c-C6
and C3 + C3  γ-C6. The calculations were performed using the B3LYP/6-31G(d) method with
optimized bond angle α (γ) and bond length d. Solid curves: total energy for the lowest bonding
states, dashed curve: total energy for the lowest anti-bonding state. The energy reference is the
energetic minimum for linear C6.
Since we consider here the C6 molecule with multiplicity one (or with total spin zero),
all states have the fully symmetrical representation due to the closed shell. Thus, all curves
in Fig. 4.4 refer to the same 1Ag symmetry of the point group D2h, but nevertheless, there
is a diﬀerence in the electronic structure between them, as can be seen in Table 4.7 where
the number of electrons for each symmetry of electronic orbitals with the same spin is
shown. In the brackets we denote the total symmetry for these orbitals.
For the states in Fig. 4.4 the calculated points are denoted by symbols. The bonding
11Ag(au) state is ﬁtted by a parabolic function, and the bonding 2
1Ag(b2g) and 3
1Ag(b2u)
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Symmetry Reaction coordinate, Energy, Bond angle, Bond length,
R (A˚) (eV) α (degrees) d (A˚)
: 1A1g, min 2.6192 1.031 120.000 1.3096
: 11Ag(au) 2.8000 1.215 111.740 1.3314
: 11Ag(au) 3.0000 1.870 103.485 1.3671
: 11Ag(au) 3.2000 2.997 96.311 1.4158
: 11Ag(au) 3.2290 3.196 95.369 1.4239
◦: 21Ag(b2g) 3.2290 3.254 83.550 1.3010
◦: 21Ag(b2g) 3.3000 2.763 80.478 1.3139
◦: 21Ag(b2g), min 3.5684 1.957 71.560 1.3832
◦: 21Ag(b2g) 3.8000 2.449 66.100 1.4617
◦: 21Ag(b2g) 4.0000 3.788 62.330 1.5391
•: 31Ag(b2u) 3.8000 4.595 67.356 1.3750
•: 31Ag(b2u), min 3.9738 4.356 62.947 1.4168
•: 31Ag(b2u) 4.0000 4.361 62.312 1.4232
•: 31Ag(b2u) 5.0000 7.148 59.330 1.4027
•: 31Ag(b2u) 6.0000 8.661 59.340 1.3922
•: 31Ag(b2u) 7.4000 9.258 59.882 1.3828
Table 4.8: Results of the total energy calculations with an optimization of the bond angle and
the bond lengths for the bonding states. The energies are given without ZPE corrections. The
energy reference in eV is the minimum for the linear C6. The energy in Hartree is the absolute
value.
states are ﬁtted by a Morse function. The dashed curve is the anti-bonding 41Ag(b1u) state
with the geometry shown in the left part of the picture for a short reaction coordinate.
The γ1Ag state corresponds to the γ-C6 molecule.
At the bottom in the left part of Fig. 4.4 there is the 11Ag(au) state corresponding to
the lowest singlet 1A1g state in D6h symmetry. For this state R=2.6192 A˚, α=120
◦ and
d=1.3096 A˚. With increasing reaction coordinate R, the bond angle is decreased and the
bond length is increased resulting in a reaction coordinate R=3.2290 A˚, α=95.369◦ and
d=1.4239 A˚. A similar behaviour is observed for the 21Ag(b2g) and 3
1Ag(b2u) states. In
Table 4.8 there are results of the total energy calculations for several calculated points
denoted in Fig. 4.4. From this Table one can see clearly the common tendency for α and
d mentioned above.
There is a crossing of the two curves for the 11Ag(au) and 2
1Ag(b2g) states near the
reaction coordinate R=3.2290 A˚ and an energy of about 3.2 eV, but the respective ge-
ometries diﬀer both in bond length d and bond angle α, compare Table 4.8.
The results of the total energy calculations in the equilibrium geometry for the
21Ag(b2g) state are presented in Table 4.9. The calculations were performed using the
B3LYP approach and diﬀerent basis sets. As for the D3h isomer (cp. Table 4.2) there are
no essential diﬀerences in geometry and there is only the tendency of slightly decreasing
frequencies with increasing size of the variational basis.
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B3LYP 6-31G(d) 6-31+G(d) 6-311G(d) 6-311+G(d)
d (A˚) 1.3834 1.3821 1.3794 1.3789
d′ (A˚) 1.3239 1.3244 1.3209 1.3210
R (A˚) 3.5684 3.5536 3.5536 3.551
α(deg) 71.576 71.82 71.94 72.08
ν1(ag) 1856 1854 1842 1842
ν2(ag) 1155 1151 1151 1149
ν3(ag) 887 879 879 875
ν4(b1u) 1227 1239 1222 1228
ν5(b1u) 727 717 723 719
ν6(b2u) 1392 1390 1360 1360
ν7(b2u) 701 704 684 686
ν8(b3u) 220 218 219 219
ν9(b2g) 473 466 480 479
ν10(b3g) 1099 1101 1086 1087
ν11(b3g) 541 539 548 547
ν12(au) 395 391 418 416
ZPE 5337 5325 5304 5303
Table 4.9: Results of total energy calculations for cyclic C6 in D2h symmetry in the 21Ag(b2g)
state, using the B3LYP approach and diﬀerent basis sets: d and R (A˚) – equilibrium bond
lengths, α – equilibrium bond angle, νi (cm−1) – vibrational frequencies, ZPE (cm−1).
Symmetry Reaction coordinate, Energy, Bond angle, Bond length,
R (A˚) E (eV) γ (degrees) d (A˚)
41Ag(b1u) 2.6192 4.875 127.958 1.3020
41Ag(b1u) 2.8000 4.788 138.112 1.3006
41Ag(b1u) 3.0000 4.710 153.469 1.2988
41Ag(b1u) 4.0000 4.544 179.292 1.2970
41Ag(b1u) 5.0000 4.538 179.604 1.2969
41Ag(b1u) 6.0000 4.535 179.880 1.2969
51Ag(b1u) 5.5000 7.414 51.388 1.4603
51Ag(b1u) 5.7000 7.286 51.152 1.4667
51Ag(b1u) 6.0000 7.198 50.967 1.4717
51Ag(b1u) 8.0000 7.162 50.884 1.4740
51Ag(b1u) 10.0000 7.157 50.891 1.4740
51Ag(b1u) 12.0000 7.155 50.895 1.4739
Table 4.10: Results of the total energy calculations with an optimization of the bond angle and
bond lengths for the anti-bonding states.
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Figure 4.5: Same as Fig. 4.4, but for the three 31Ag(b2u), 41Ag(b1u) and 51Ag(b1u) states and
longer reaction coordinate. Circles: total energy for the bonding states, solid curve: Non-linear
ﬁtting by the Morse formula for the 31Ag(b2u) state (circles), dashed curves: Total energy for
the anti-bonding states.
The dashed curve in Fig. 4.4 is the anti-bonding 41Ag(b1u) state. For a reaction
coordinate of R=2.6192 A˚ corresponding to the lowest energy of D6h geometry, it has
γ=127.958◦ and d=1.302 A˚. With increasing reaction coordinate R the bond angle γ
increases to 180◦ and the bond length d decreases to the equilibrium bond length for the
C3 molecule in the singlet ground state
1Σ+g (d=1.2967 A˚), see Table 4.10.
The results for the three states 31Ag(b2u), 4
1Ag(b1u) and 5
1Ag(b1u) are given in Fig.
4.5. The value R=7.4 A˚ is the maximum reaction coordinate at which one can perform the
energy calculation for the 31Ag(b2u) state, due to the restriction of the Gaussian98 pro-
gramm. Therefore, for R>7.4 A˚ we continue this electronic term using a non-linear ﬁtting
by the Morse function. For large R the geometry for the 31Ag(b2u) state becomes close
to two separated equilateral triangular C3 molecules, compare Table 4.8. The geometry
of the 51Ag(b1u) state for large reaction coordinate corresponds also to two triangular C3,
but not in an equilateral shape, see Table 4.10. Therefore it is interesting to investigate
these two states in more detail.
In Fig. 4.6 there is a schematic representation of some occupied and unoccupied
electronic orbitals of C6 in the case when the molecule is composed of two triangular C3
subunits at a distance of R=7.4 A˚. From this picture and Tables 4.11 and 4.12 one can
see that for the 31Ag(b2u) state the HOMO and HOMO-1 contain two 6ag and two 3b2u
electrons which correspond to 6a1 and 3b2 orbitals for each of the triangular C3 subunits in
the 1A′1 or
1E ′ singlet or in the 3A′2 triplet state, compare Figs. 4.6, 3.2, 3.3 and 3.5. The
energy of two separated C3 in the ﬁrst stable singlet excited
1A′1 or
1E ′ state corresponds
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Figure 4.6: Schematic representation of some occupied and unoccupied electronic orbitals of C6
in the case when the molecule is composed of two triangular C3 subunits at a distance of R=7.4
A˚. The symmetries of each electronic orbital of C6 are indicated on the left hand side, and the
symmetries of the corresponding electronic orbitals of C3 are shown above each C3 unit.
to the energy of C6 in the 3
1Ag(b2u) state for a large reaction coordinate. From results
of TD-DFT calculations for the singlet excited states in chapter 3 we obtain the energy
9.613 eV for two C3(
1A′1,
1 E ′) (cp. Fig. 3.13), and for C6[31Ag(b2u)] at R=7.4 A˚ the
energy is 9.258 eV (cp. Table 4.8). This allows us to conclude that the 31Ag(b2u) state
is created from two triangular C3 or separated into two triangular C3 in the singlet
1A′1
or 1E ′ state. The two separated C3 molecules in the 3A′2 triplet state is lower than the
energy of C6 in the 3
1Ag(b2u) state at R=7.4 A˚ by about 3 eV. The reaction channel with
participation of these subunits of the triplet multiplicity can also occur (see discussion at
the end of subsection 4.2). As a result we have the reaction in the following form:
c-C3(
1A′1,
1 E ′,3 A′2) + c-C3(
1A′1,
1 E ′,3 A′2) c-C6[31Ag(b2u)]. (4.5)
For the anti-bonding 51Ag(b1u) state the HOMO and HOMO-1 contain two 6b1u and
two 6ag resulting in two 6a1 orbitals for one triangular C3 in the 2
1A1 singlet state, which
is mentioned in the previous chapter. It was shown that the 21A1 singlet state of C3 is
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Molecule Electron conﬁguration
(State) Occupied Virtual
C3(
1A1) ... (5a1) (5a1) (3b2) (3b2) (1a2) (1a2) (4b2) (4b2) (6a1) ...
C3(
1A1) ... (5a1) (5a1) (3b2) (3b2) (1a2) (1a2) (4b2) (4b2) (6a1) ...
C6[4
1Ag(b1u)] ... (5a
b
g)
2(5ba1u)
2(3bb2u)
2(3ba3g)
2 (1bb1g)
2(1aau)
2(4bb2u)
2(4ba3g)
2(6abg)
2 ...
Table 4.11: Electron conﬁgurations and states for the non-linear C3 and C6, where the C3
molecules are the reactants forming non-linear C6 molecule in the 41Ag(b1u) state. The super-
scripts ab and aa denote bonding and anti-bonding electronic orbitals, respectively.
Molecule Electron conﬁguration Transitions
(State) Occupied
C3(2
1A1) ... (5a1) (5a1) (6a1) (6a1) (3b2)
2 → (6a1)2
C3(2
1A1) ... (5a1) (5a1) (6a1) (6a1) (3b2)
2 → (6a1)2
C6[5
1Ag(b1u)] ... (5a
b
g)
2(5ba1u)
2 (6abg)
2(6ba1u)
2 (3bb2u)
2(3ba3g)
2 → (6abg)2(6ba1u)2
C3(
1B2,
3B2) ... (5a1) (5a1) (3b2) (6a1) (3b2)→ (6a1)
C3(
1B2,
3B2) ... (5a1) (5a1) (3b2) (6a1) (3b2)→ (6a1)
C6[3
1Ag(b2u)] ... (5a
b
g)
2(5ba1u)
2(3bb2u)
2 (6abg)
2 (3ba3g)
2 → (6abg)2
C3(
1B1,
3B1) ... (5a1) (6a1) (3b2) (1a2) (5a1)(3b2)→ (6a1)(1a2)
C3(
1B1,
3B1) ... (5a1) (6a1) (3b2) (1a2) (5a1)(3b2)→ (6a1)(1a2)
C6[2
1Ag(b2g)] ... (5a
b
g)
2 (6abg)
2 (3bb2u)
2 (1bb1g)
2 (5ba1u)
2(3ba3g)
2 → (6abg)2(1bb1g)2
C3(
1A2,
3A2) ... (5a1) (4b2) (3b2) (1a2) (5a1)(3b2)→ (4b2)(1a2)
C3(
1A2,
3A2) ... (5a1) (4b2) (3b2) (1a2) (5a1)(3b2)→ (4b2)(1a2)
C6[1
1Ag(au)] ... (5a
b
g)
2 (1bb1g)
2 (3bb2u)
2 (4bb2u)
2 (5ba1u)
2(3ba3g)
2 → (1bb1g)2(4bb2u)2
C6[
1A′1(D3h)] ... ...
Table 4.12: Same as Table. 4.11, but for the 11Ag(au), 21Ag(b2g), 31Ag(b2u) and 51Ag(b1u)
states. Transitions are considered from the ground 1A1 state of C3 and from the 41Ag(b1u) state
of C6 (see Table 4.11). The excited electronic orbitals for these transitions are indicated by bold
symbols.
a saddle point transforming into the 11A1 state with increasing bond angle, resulting in
the linear 1Σ+g singlet ground state of C3 (see Fig. 3.8 and the corresponding discussion).
Thus, for the 51Ag(b1u) state as well as for 4
1Ag(b1u) state of C6, the result of the repulsive
potential are two linear C3 molecules in the singlet ground state.
Similar to the collinear collisions, we present the electron conﬁgurations for all states
obtained from the D2h symmetrical non-collinear collisions in Tables 4.11 and 4.12. The
C3 subunits are considered in terms of the C2v point group, and the C6 molecule in terms
of the D2h point group. The result for C6 in the 4
1Ag(b1u) state with C3 reactants in
the 1A1 state is shown in Table 4.11. The electron conﬁgurations for C6 in the 1
1Ag(au),
21Ag(b2g), 3
1Ag(b2u) and 5
1Ag(b1u) states with their C3 reactants are presented in Table
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B3LYP 6-31G(d) 6-31+G(d) 6-311G(d) 6-311+G(d)
d (A˚) 1.4208 1.4205 1.4182 1.4181
R (A˚) 1.3534 1.3534 1.3492 1.3489
γ(deg) 57.250 57.131 57.054 57.003
ν1(ag) 1717 1720 1710 1712
ν2(ag) 1412 1423 1414 1421
ν3(ag) 626 626 621 621
ν4(b1u) 1507 1514 1507 1510
ν5(b1u) 1123 1130 1120 1124
ν6(b2u) 734 730 729 725
ν7(b2u) 114 123 118 126
ν8(b3u) 212 210 211 213
ν9(b2g) 583 573 587 597
ν10(b3g) 567 578 574 578
ν11(b3g) 259 306 275 303
ν12(au) 210 209 207 207
ZPE 4532 4571 4537 4569
Table 4.13: Results of total energy calculations for γ-C6 in D2h symmetry in the γ1Ag state,
using the B3LYP approach and the basis sets 6-31G(d), 6-31+G(d), 6-311G(d) and 6-311+G(d):
d and R (A˚) – equilibrium bond lengths, γ – equilibrium bond angle, νi (cm−1) – vibrational
frequencies, ZPE (cm−1) – zero-point energy.
4.12. For the latter states we give the electronic transitions with respect to the 41Ag(b1u)
state, which is composed of two C3 subunits in the singlet ground
1Σ+g state for the D∞h
isomer or in the 1A1 state for the C2v isomer. The resulting excited states for C3 and
C6 are indicated by bold symbols. From an analysis of these tables one ﬁnds that for
the anti-bonding 41Ag(b1u) and 5
1Ag(b1u) states, the C3 subunits have completely ﬁlled
orbitals, and for the bonding 11Ag(au), 2
1Ag(b2g) and 3
1Ag(b2u) states, the C3 subunits
have partially ﬁlled orbitals.
As mentioned above for the 31Ag(b2u) state, the other bonding states can also be
created from the C3 reactants in the singlet states as well as in the triplet states. Taking
this fact into account we can write the reactions for the 11Ag(au) and 2
1Ag(b2g) in the
following form:
C3(
1A2,
3 A2) + C3(
1A2,
3 A2) c-C6[11Ag(au)], (4.6)
C3(
1B1,
3 B1) + C3(
1B1,
3 B1) c-C6[21Ag(b2g)], (4.7)
where the point group for the C3 subunits is C2v. Concerning the D3h isomer of C6, it is
formed from the 11Ag(au) state in the following way:
C6[1
1Ag(au)]→ C6[1A1g(D6h)]→ C6[1A′1(D3h)]. (4.8)
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This case is reﬂected in Table 4.12 as a reaction without any electronic transition.
Moreover, there is a further channel for the creation of the D2h isomer of the C6
molecule, as shown in Fig. 4.3 (b). We will denote this state γ1Ag state or γ-C6 molecule.
The results of the total energy calculations for this state using the B3LYP approach and
diﬀerent basis sets are given in Table 4.13.
The potential energy surface for the reaction C3 + C3  γ-C6 with optimized bond
angle γ and bond length d is presented in Fig. 4.4. In the equilibrium geometry the
energy of the γ1Ag state is 2.147 eV without ZPE correction, and for a reaction coordinate
R=4.0 A˚ E=9 eV, close to the energy of the 31Ag(b1u) state for large R (cp. Table 4.8).
Concerning the two triangular C3 reactants, the bond length changes from d=1.4206 A˚ at
the equilibrium distance R=1.3532 A˚ towards d=1.3765 A˚ at R=4.0 A˚. The bond angle
γ remains close to 60◦ along the reaction coordinate R. The electron conﬁguration of the
γ1Ag state corresponds to the 3
1Ag(b2u) state, see Table 4.12. Consequently, the reaction
for the γ1Ag state can be written in the form:
c-C3(
1A′1,
1 E ′,3A′2) + c-C3(
1A′1,
1 E ′,3A′2) γ-C6(γ1Ag) (4.9)
For the 31Ag(b2u) state in the equilibrium geometry there are three imaginary fre-
quencies: ν7, ν11 and ν12, indicating that this state is a transition state. Applying the
optimization calculations close to the equilibrium geometry with small deviations towards
the directions of the imaginary frequencies, the geometry transforms into the 21Ag(b2g)
and γ1Ag states. The result of these reactions can be expressed in the form:
C6[3
1Ag(b2u)]→ ν11, ν12 → C6[21Ag(b2g)], (4.10)
C6[3
1Ag(b2u)]→ ν7 → γ-C6(γ1Ag). (4.11)
Here we again note, as for the collinear collisions, that bonds between two C3 subunits
are created only in the case if at least one C3 has partially ﬁlled orbitals, that is an excited
state with respect to the singlet ground 1Σ+g state of C3. The criterion for the ratio of the
number of the bonding and anti-bonding orbitals also takes place. Thus, the anti-bonding
41Ag(b1u) state has the ratio 18/18, the bonding 3
1Ag(b2u) and γ
1Ag states have 20/16,
and the bonding 21Ag(b2g) and 1
1Ag(au) states with deeper minima have 22/14.
The considerations mentioned in this section, the possible reactions for the creation of
cyclic C6 and γ-C6 isomers can be summarized in Fig. 4.7, where the dotted lines denote
spin forbidden transitions between triplet and singlet states of C3, which can occur for
phosphorescence emission [10], and asterisks indicate excited states of C3 molecules. The
energies are given with respect to the minimum for the linear C6 isomer including the ZPE
correction. The excited 1A2,
3A2,
1B1 and
3B1 states of the C2v isomer of C3 correspond to
double electronic transitions with respect to the electron conﬁguration of the 1Σ+g singlet
ground state, or 1A1 for the C2v isomer. As mentioned in the previous chapter these
states lie between 4 and 8 eV above the 1Σ+g state of linear C3, corresponding to a range
of 12-20 eV in Fig. 4.7. The crossing of two 11Ag(au) and 2
1Ag(b2g) curves is indicated
in the ﬁgure, because at this point a relatively high transition probability between the
1A1g(D6h) and 2
1Ag(b2g) states can be expected.
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Figure 4.7: Scheme of possible reactions for the creation of cyclic C6 and γ-C6 isomers. The
energies are given with respect to the minimum for the linear C6 isomer including the ZPE
correction. Dotted lines indicate spin forbidden transitions between triplet and singlet states of
C3.
The results of this section can also be implemented to the reaction scheme when bond
angles for two C3 reactants in Fig. 4.3 are not equal, and the rules for bond creation
between two C3 subunits are determined by Tables 4.11 and 4.12.
4.4 Non-symmetrical collisions of two C3 molecules
In the previous sections we have concentrated on the symmetric collinear and non-collinear
collisions. In reality, molecules can collide in diﬀerent orientations with respect to each
other. Moreover, rotational and vibrations degrees of freedom can also inﬂuence on the
motion of the colliding molecules. Nevertheless, the ﬁnal states of C6 depend on the
electron conﬁgurations of the C3 reactants, and their analysis allows us to predict the be-
haviour also for non-symmetrical collisions, if the latter do not diﬀer much from symmetric
schemes. Further non-symmetrical collisions require additional considerations discussed
in this section.
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Figure 4.8: a) Scheme for a non-symmetrical collision of the linear C3 molecules, b) Creation
of 2-4 and 3-4 bonds, c) The result of this collision, the Cs isomer of C6 in the 1A′ state.
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State Energy (Hartrees) Activation Energy (eV)
Transition state -228.14431
1A′ -228.14670 0.065 (forward)
1∆g -228.21335 1.879 (reverse)
Table 4.14: Results for total energy with ZPE for transition state, 1A′ and 1Σ+g states, and acti-
vation energies for forward and reverse directions. Calculation were performed using B3LYP/6-
31G(d) method.
The scheme of a non-symmetrical collision is presented in Fig. 4.8 (a). Case (b)
corresponds to the creation of bond 2-4 and 3-4, and (c) is the resulting 1A′ state of the
Cs isomer of C6. The
1A′ state lies at 2.473 eV and 3.054 eV above the reference energy
excluding and including ZPE corrections, respectively. This state can be obtained, if the
length 2-4 is short enough for the creation of a chemical bond. In Fig. 4.9 the transition
state between the 1A′ and 1∆g states is shown. The distance 2-4 corresponding to the
transition state can be considered as a distance at which the bond 2-4 forms, resulting in
a value of about 1.811 A˚.
The 1A′ state can easily be transformed into a linear C6 in the 1∆g state, since it has
a barrier of only 0.065 eV, see Table 4.14. The reverse direction requires an activation
energy of 1.879 eV. It is important to note that the C3 subunits of the
1A′ state have
the same electron conﬁgurations as for the 1∆g state, indicating that a cyclic C6 isomer
cannot be obtained from linear C6 without an electronic transition, even if the latter
isomer might have enough energy to overcome the activation barrier.
For this reaction scheme the creation of a cyclic C6 isomer is also possible, but only
in case when the C3 reactants are prepared with the electron conﬁguration corresponding
to the creation of bonds between them (see Table 4.12).
Chapter 5
Conclusion
In the present work, we have applied the B3LYP functional and the Hartree-Fock based
schemes QCISD and QCISD(T) to the ground and excited states of C3. For the lowest
triplet, all methods gave an overall minimum in the geometry of an equilateral triangle,
with a total energy only about 0.8-0.9 eV above the singlet ground state for the linear C3.
Comparing the lowest 16 excited singlet and triplet states with the Walsh diagrams, we
found clear evidence that minima of the total energy for geometries around the equilateral
triangle can be related to the second pair of virtual 2πu orbitals in the linear geometry. For
reduced bond angle, the lower orbital of this pair has 6a1 symmetry, and for bond angles
below about 90◦, it becomes the lowest virtual orbital, so that it carries one electron for
the lowest triplet and for the lowest excited singlet states.
Applying TD-DFT based on the mixed B3LYP functional, we have presented a com-
prehensive map of the excited states arising from single excitations starting from the
singlet ground state and from the lowest triplet state. These results give new insight into
the excited state potential landscape of the C3 molecule.
As in earlier TD-DFT calculations, the energies of the excited singlet states were sys-
tematically overestimated, whereas the lowest triplet energies are slightly underestimated.
For the linear ground state geometry, the transition energies and oscillator strengths found
were in the range discussed in previous experimental and theoretical investigations.
For the C6 molecule we have applied the B3LYP functional for the investigation of pos-
sible pathways of the reaction C3+C3  C6. We have built the potential energy surfaces
for collinear and non-linear collisions of two C3 subunits, revealing the correspondence
between the electron conﬁgurations of C3 and C6 for each potential curve. The result-
ing tables for the electron conﬁgurations reﬂect the rules of bond creation for two C3
reactants. For a non-linear C6, the
1Ag states of the D2h isomer were investigated in two
diﬀerent shapes, one in a cyclic geometry, the other in the form of two triangles connected
by the corners (γ-C6). The transition state between these two stable isomers results in an
activation barrier of about 2.2 eV. Moreover, these latter isomers give additional channels
for the creation of the lowest 1A′1 states of the cyclic D3h isomer. It was also demonstrated
that cyclic C6 can be obtained from a reaction of two C3 molecules in the geometry of
an equilateral triangle in the singlet as well as in the triplet states of the reactants. The
result of the most general reaction scheme for a non-symmetrical collision of two linear C3
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subunits is the singlet 1∆g state in the linear geometry and the
1A′ state of the Cs isomer
transforming to the linear shape with an activation barrier of only 0.065 eV, whereas, the
reverse direction 1∆g→1A′ requires an activation energy of 1.879 eV.
The obtained results for the creation of C6 give a qualitative assignment for the be-
havior of all single and some double excited states of C3 in the range up to about 12 eV
above the singlet ground state in the linear geometry, and for the lowest excited states
the agreement with experimental data is reasonable. Nevertheless, it would be desirable
to apply more precise computational schemes for the calculation of transition energies
for the higher excited states, including single as well as double electronic excitations. As
it was shown in the analysis of the production of C6 from two C3 subunits, the double
excitations play an important role in the creation of bonds between the C3 reactants.
Consequently, the detailed information about these excitations can improve our under-
standing of the nature of reactions between pure carbon molecules. The calculation of
transition probabilities around the crossing point of the PES for C3 and C6 would be an
interesting topic for future theoretical studies of the reaction rates.
Appendix A
Molecular States and Electron
Conﬁgurations
Here we illustrate some building principles of molecular states out of the detailed electron
conﬁgurations, compare the book of Herzberg for further details [91]. Since only small
carbon molecules are considered in this work, in this section we will assume only the case
of small spin-orbit coupling.
Electronic states resulting from non-equivalent electrons If two electrons are
present in two diﬀerent (non-equivalent) orbitals χ1(r1) and χ2(r2), the resulting wave
function ψe can be approximated by the product of two orbital functions
ψe = χ1(r1)χ2(r2). (A.1)
Within the point group of the molecule, the representation of this function is the product
of the representations of the two orbitals. Similarly, if more than two non-equivalent
orbitals are ﬁlled with one electron each, the resulting wave function is the product of
the individual orbitals, so that the resulting representation is again the product of the
representations of the individual orbitals. We note that for electrons one must take into
account the spin si of each electron. The individual spins have to be added,
S =
∑
s. (A.2)
For two electrons in non-equivalent orbitals we have for total spin
S = 1 (triplet) or 0 (singlet);
for three electrons
S =
3
2
or
1
2
;
and for four electrons
S = 2, 1, or 0.
If an electron is in an orbital x, we call it for short an x electron, using small letters
for the orbital representation while capital letters refer to the resultant electronic state.
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Point Electron Resulting states
group conﬁgurations
C2v a1
2A1
a1a1
1A1,
3A1
a1a2
1A2,
3A2
b1b2
1A2,
3A2
C3v e
2E
a1e
1E, 3E
ee 1A1,
1A2,
1E, 3A1,
3A2,
3E
D3h a
′′
2e
1E ′′, 3E ′′
e′e′′ 1A′′1,
1A′′2,
1E ′′, 3A′′1,
3A′′2,
3E ′′
a′′1e
′e′′ 2A′1(2),
2A′2(2),
2E ′(2), 4A′1,
4A′2,
4E ′
Table A.1: States resulting from non-equivalent electrons.
If we have for example an a1 and an a2 electron in a molecule of symmetry C2v, since
A1 × A2 = A2, as far as the orbital motion of the electrons is concerned only one state,
A2, can arise. However, since the spins can be parallel or anti-parallel, we have S=1 or
0, resulting in two states of diﬀerent multiplicity 3A2 (triplet) or
1A2 (singlet), compare
Table A.1 for further examples.
Electronic states resulting from equivalent electrons According to the Pauli prin-
ciple only two electrons can occupy a non-degenerate orbital and, if they do, a single totally
symmetric state arises since the two electrons must have opposite spins and since any non-
degenerate representation multiplied by itself gives a totally symmetric representation. No
further discussion of equivalent electrons in non-degenerate orbitals is needed.
If there are two electrons in a doubly degenerate orbital, then several singlet and triplet
states result, but not all the states that can arise from two electrons in two non-equivalent
degenerate orbitals occur. The singlet states are given by the symmetrical product of the
representation with itself since the spin function for two electrons with anti-parallel spin
is anti-symmetric and the total eigenfunction must be anti-symmetric. In contrast, the
triplet states (with symmetric spin function) are given by the anti-symmetric product
of the representation with itself. Thus two equivalent e electrons of a molecule of point
group C3v give the states
1A1,
1E and 3A2, and similarly for other point groups.
If there are three electrons in one and the same doubly degenerate orbital only a single
2E state arises since there are only two possible distributions of the three electrons over
the two degenerate wave functions and these can occur only when two spins are anti-
parallel, that is, when the resulting state is a doublet state. In every case, the symmetry
of the state arising from three electrons corresponds to a single electron in a doubly
degenerate orbital. Four electrons in a doubly degenerated orbital always give a single
totally symmetric singlet state. For comparison, several examples are collected in Table
A.2.
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Point Electron Resulting states
group conﬁgurations
C3v a2
2A2
a22
1A1
e 2E
e2 1A1,
1E, 3A2
e3 2E
e4 1A1
D3h e
′ 2E ′
e′2 1A′1,
1E ′, 3A′2
e′3 2E ′
e′4 1A′1
e′′ 2E ′′
e′′2 1A′1,
1E ′, 3A′2
e′′3 2E ′′
e′′4 1A′1
D4, C4v, D2d e
2E
e2 1A1,
1B1,
1B2,
3A2
e3 2E
e4 1A1
Table A.2: States of equivalent electrons for several important point groups.
Conﬁgurations with equivalent and non-equivalent electrons If equivalent as
well as non-equivalent electrons are present the resulting states are found by ﬁrst forming
the resulting states of each group of equivalent electrons and then forming the direct
product of the representations so obtained. Since closed shells always give a single totally
symmetric singlet state they can be neglected in the determination of the representation
of the resulting states.
As an example consider the conﬁguration a21a2e
4e2f 61 f
2
2 of a tetrahedral molecule (point
group Td). We can neglect the closed shells a
2
1e
4f 61 and need only consider the states
resulting from a2e
2f 22 . The conﬁgurations a2, e
2 and f 22 give respectively
2A2;
1A1,
1E,
3A2; and
1A1,
1E, 1F2,
3F1. Multiplying the ﬁrst two sets yields
2A2,
2E, 2A1,
4A1. Each
of these must be multiplied by each of the representations of f 22 . This gives the following
states of a2e
2f 22 and therefore also of a
2
1a2e
4e2f 61 f
2
2 :
2A1(2),
2A2(2),
2E(4), 2F1(5),
2F2(4),
4A1,
4E, 4F1(3),
4F2(3),
6F1 where the numbers in brackets indicate how many times each
state occurs.
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