Abstract. Generalizing a notion of S. Bloch and H. Esnault on curves, we define homology groups for flat meromorphic connections, irregular singular along a divisor with normal crossings, on complex manifolds of any dimension together with a bilinear pairing between these homology groups and the de Rham cohomology of the connection. In dimension two we prove that this period pairing is perfect if one assumes a conjecture of C. Sabbah on the classification of meromorphic connections on surfaces, which is known to be true for bundles of rank less than or equal to 5.
Introduction
Consider a smooth variety X over the complex numbers. Associated to X we have the algebraic de Rham complex, where Ω In the sequel, we will drop the subscript X|C if the situation is clear. More generally, given a vector bundle E on X together with an integrable (i.e. flat) connection
one has the de Rham complex associated to (E, ∇):
and its hypercohomology, the de Rham cohomology of (E, ∇):
If X an denotes the complex manifold associated to X and E an the analytic vector bundle associated to E, then ∇ induces an integrable connection ∇ an on E an , so that we also have the holomorphic de Rham complex of (E an , ∇ an ) consisting of the corresponding analytic sheaves, and the analytic de Rham cohomology H p dR (X an ; E an , ∇ an ) as its hypercohomology. Grothendieck [G] considered this situation and proved the comparison theorem for the classical situation E = O X and ∇ = d:
In the same paper, he asked for a generalization for arbitrary (E, ∇). This question was solved by Deligne [D] , who pointed out that in order to have such a comparison theorem, one must assume a certain wellbehavior of the connection at infinity (which is fulfilled for (O X , d)), namely the connection has to be regular singular along the boundary in a chosen compactification of Xà la Nagata (we refer to [D] or to Borel's overview over Deligne's results in [Bo] for these notions). By Poincaré's Lemma, there is an isomorphism H * dR (X an ; E an ) ∼ = H * (X an ; E) , where the right hand side denotes singular cohomology with values in the local system
given by the horizontal sections in E an (which is a local system of C-vector spaces of rank n := rank(E) by Cauchy's theorem on linear differential equations). Let (E ∨ , ∇ ∨ ) denote the dual connection, characterized by d <e, ϕ>=<∇e, ϕ> + <e, ∇ ∨ ϕ> for local sections e of E and ϕ of E ∨ , and let E ∨ ⊂ (E ∨ ) an be the corresponding local system. Then we can formulate Deligne's result in the following way: Theorem 1.1 (Deligne) Let (E, ∇) denote an integrable connection on X, regular singular at infinity, and E ∨ be the local system of solutions of the dual connection (E ∨ , ∇ ∨ ). Then there is a duality
between algebraic de Rham cohomology and singular homology with values in the local system E ∨ .
Now, the natural question arises, how to generalize to the case of an irregular singular connection (E, ∇). The first step into this direction has been done by S. , where they consider the case of a complete curve X over C, together with an integrable connection (E, ∇) defined on the complement of a divisor D and possibly irregular singular along D. They introduce, with the notations as above, the notion of rapidly decaying chains c ⊗ ε ∈ C rd p (X; E ∨ , ∇ ∨ ) containing the usual topological chains C p (U ; E ∨ ) with values in the local system E ∨ which is defined on the open complement U of D only. For regular singular connections, the rapidly decaying chains in X are exactly the ordinary topological chains in X D.
These chains together with the usual boundary operator form a complex whose homology is the rapid decay homology H 
The proof relies on the classification of meromorphic connections with irregular singularities on curves carried out by B. Malgrange ([Mal1] , [Mal2] ). We do not want to go into details, but it seems appropriate to at least sketch the way this classification works. The first step is to consider the corresponding formal connections (i.e. instead of meromorphic functions one allows formal power series as solutions). For those one has a decomposition (eventually after ramification) into a direct sum of irregular singular connections of rank 1 tensor regular ones (Levelt-Turrittin theorem). The next step is to study the asymptotic behavior (in Poincaré's sense) of the solutions in sectors pointing at a singular point leading to the so-called Stokes structures of the connection, which turn out to determine the connection up to isomorphism.
This classification, being a one-dimensional result, was lately partially generalized to the case of surfaces by C. Sabbah ([S1] , [S2] and [S3] ). Sabbah conjectures the analog of the Levelt-Turrittin theorem in this situation and is able to prove it for vector bundles of rank ≤ 5. Additionally, he proves that this formal decomposition (if it exists) carries over to a corresponding asymptotic decomposition (a 'bonne A-structure' in [S1] ). This enables him to study the Stokes phenomenon on surfaces. Assuming Sabbah's Conjecture, we can study the period pairing on surfaces in a way described below.
First, we generalize the definition of rapid decay homology for a given flat connection (E, ∇) on X D, where D is assumed to be a normal crossing divisor, to any dimension dim(X) and prove that integration gives a well-defined pairing with the de Rham cohomology of (E, ∇). We conjecture that this pairing is perfect in any dimension (Conjecture 2.6) and prove that this holds for dim(X) = 2 (assuming Sabbah's Conjecture).
An important step will be to understand the contribution of the crossing-points of D to the irregularity and hence to the difference between the de Rham cohomology of the meromorphic connection and the one allowing essential singularities. By studying the corresponding local rapid decay homology groups for a line bundle, we obtain a geometric description of the behavior of the irregularity at a crossing point in terms of the Stokes directions of the connection: For a line bundle entering the crossing point 0 ∈ D with irregularity m 1 along one direction and m 2 along the other, the space of Stokes directions at the point 0 is homotopy equivalent to the standard (m 1 , m 2 )-torus knot, resulting in a contribution of dimension being the greatest common divisor of m 1 and m 2 to the rapid decay homology and to the de Rham cohomology in the corresponding degrees (cp. Theorem 5.4 and Theorem 5.6).
As a consequence, we will be able to prove perfectness of the period pairing unconditionally in the case of line bundles (possibly tensored with a regular singular connection). Assuming Sabbah's Conjecture, the general case can be deduced from this, so that we obtain our main result, namely Theorem 1.3 Let X be of dimension dim(X) = 2. If Sabbah's Conjecture (cp. section 4 
) is valid for a meromorphic connection (E, ∇) with singularities along a normal crossing divisor D (which is true for line bundles for trivial reasons and proved to be true by Sabbah for rank(E) ≤ 5), then the period pairing for (E, ∇) is a perfect pairing of finite-dimensional vector spaces.
There are several classical examples of irregular singular connections (mostly on curves) in the context of special functions, such as Bessel functions or confluent hypergeometric functions, which generalize to higher dimensions also (as the generalized hypergeometricsà la Gelfand and Aomoto). Their periods are interesting objects by themselves (see e.g. [Ha] ), but there is also another motivation to study them coming from the well-known, but rather mysterious, analogy between irregular singular connections in characteristic zero and wild ramification of ℓ-adic sheaves over finite fields (cp. [K] ), where the determinant of the period pairing seems to correspond to the ε-factor on the ℓ-adic side (in [Te] this is discussed for the confluent hypergeometric function in dimension one). With our considerations in the present notes, we hope to be able to contribute to further investigations of these analogies with a view toward higher-dimensional examples.
These notes are organized as follows. In the following second section we define rapid decay homology and the pairing with de Rham cohomology for any dimension of X. We then restrict ourselves to the two-dimensional case and state our main result (Theorem 2.7).
In section 3, we reduce to the local case. In the local situation of a crossing point, we additionally separate the contributions from the different local strata of D, namely the contribution of a smooth component of D running into the crossing-point and the contribution at the crossing-point itself (Localization Lemma 3.12). Section 4 represents a short reminder of C. Sabbah's work on the classification of meromorphic connections in dimension 2 ([S1]), especially Sabbah's Conjecture on the formal structure of these. We deduce some consequences for the local de Rham cohomology groups we have to consider.
Finally, in section 5 we prove the local perfectness assuming Sabbah's Conjecture. For the contribution coming from a crossing point, representing the most interesting and also most involved case, this is carried out in section 5.1. Section 5.2 treats the contribution coming from a smooth component running into a crossing point and in section 5.3 we prove perfectness at a smooth point of D. This completes the proof of the main theorem.
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2 Rapid decay homology and the pairing with de Rham cohomology
Rapid decay homology
Let X be an n-dimensional smooth complex manifold and D ⊂ X a divisor with normal crossings (i.e. in suitable local coordinates z 1 , . . . , z n it is of the form D = {z 1 · · · z k = 0} for some 1 ≤ k ≤ nsuch coordinates will be called good w.r.t D). We further consider a vector bundle E of rank r over X together with an integrable connection on X D with possibly irregular singularities at D. We will work in the analytic topology, so that the algebraic viewpoint we originally have in mind, is reflected by the assumption that the connection has meromorphic poles along D. In the usual notation E( * D) for the sheaf of local sections in E meromorphic along D, the connection then reads as
The local system of rank r vector spaces of horizontal sections in E will be denoted by
and the local system of the dual connection by E ∨ . We assume that the complement U := X D is Stein (in the algebraic context: U is affine), which we can always obtain by joining additional hypersurfaces, where the connection is not singular at all, to D. These do not affect our procedure. Then the de Rham cohomology is given by the cohomology of the global sections in U , i.e.
The homology we are going to define will be a generalization of the usual notion of singular homology with coefficients in a local system V, where one considers chain complexes built from pairs of a topological chain together with an element of the stalk of V at the barycenter of the chain. In our situation, we will have to allow the topological chains to be able to meet the divisor D, where the local system E := (E an ) ∇ is not defined. To this end, we will make the following definition:
Definition 2.1 For any x ∈ X, we define the stalk E x of E to be the usual stalk of E if x ∈ U and to be the coinvariants
where y ∈ U is any point near x ∈ D and we are taking coinvariants w.r.t. the local monodromy action π 1 (U, y) → Aut(E y ). Now, we can define the notion of rapidly decaying topological chains in analogy to the definition by S. 
is rapidly decaying in the following sense: For any y ∈ c(∆ p ) ∩ D, let e i denote a local meromorphic basis of E and z 1 , . . . , z n local coordinates at y such that locally D = {z 1 · · · z k = 0} and that the coordinates of y fulfill y 1 = . . . = y k = 0. We write
with analytic functions f i : c(∆ p ) D → C and require that these functions have rapid decay at y, i.e. that for all N ∈ N k there is a C N > 0 such that
We stress that we do not impose any decay condition on pairs (c, ε) with c(∆ p ) ⊂ D; nevertheless we call those pairs rapidly decaying as well. Now, let S D p X be the free vector-space over all singular chains ∆ p → X meeting D only in full subsimplices and let K rd p (X; E) be the C-vector space of all maps
such that ψ(c) = 0 for all but finitely many c and that (c, ψ(c)) has rapid decay. We will write c ⊗ ε ∈ K rd p (X; E) for the element ψ which takes the value ε at c and zero otherwise. We remark that any element of K rd p (X; E) can be written as a finite sum r i=1 c i ⊗ ε i . The notation ⊗ is justified by the fact, that it is linear in each of the entries.
There is a natural boundary map
Hereby, the elements ε j in the stalk of E at c(b j ), with b j being the barycenter of the j th face of ∆ p , are given as follows:
there is a unique homotopy class of paths from c(b) to c(b j ) (e.g. induced by the line [b, b j ] in ∆ p ) and ε j is defined as the analytic continuation along a representative.
ii) if c(b j ) ∈ D, we just define ε j to be the element represented by ε in the corresponding stalk of coinvariants under monodromy.
It can be easily seen, that ∂ • ∂ = 0 and that ∂ respects the support of the chains, so that we can define the rapid decay homology as follows: respectively.
Note that we have moduled out the chains that are mapped completely into D as they will not play any role in the pairing with meromorphic differential forms as described below. Nevertheless, one has to include them a priori into the definition of rapid decay chains in order to be able to define the boundary map ∂. We also include E into the notation to remind that the rd-homology does not depend on the local system alone, but on the connection.
The pairing and statement of the main result
Now, if we have i) a rapidly decaying chain c ⊗ ε ∈ C rd p (X; E ∨ ) in the dual bundle (with the dual connection) and ii) a meromorphic p-form ω ∈ E ⊗ Ω p ( * D) (where we will use the sheaf notation for the global sections (recall our assumption, that X D is Stein)), then the integral c <ε, ω> converges because the rapidly decaying chain c ⊗ ε 'annihilates' the moderate growth of the meromorphic ω. Let c t denote the topological chain one gets by cutting off a small tubular neighborhood with radius t around the boundary ∂∆ p from the given topological chain c. Then, for 
which we call the period pairing of (E, ∇).
We state the following Conjecture 2.6 Let X be of arbitrary dimension and (E, ∇) be an integrable meromorphic connection with singularities along the normal crossing divisor D. Then the period pairing of (E, ∇) is perfect.
The case dim(X) = 1 was proved by S. . The case of arbitrary dimension dim(X) ≥ 2 is not known in general. In the sequel, we will consider the case dim(X) = 2 which is more accessible by the work of C. Sabbah on the structure of meromorphic connections on complex surfaces. On the other hand side, the case dim(X) = 2 represents an important step toward the higher-dimensional generalization as it is the first case where the geometry of the divisor D comes into play. Our main result is the following In the proof, we use Sabbah's Conjecture to reduce to the case of irregular singular line bundles tensored with a regular singular connection. In particular, we prove perfectness for any such connection without relying on Sabbah's work: Theorem 2.8 On a complex surface X, the period pairing is perfect for any irregular singular line bundle tensored with a regular singular connection.
C. Sabbah proves his conjecture for several classes of examples, from which we can deduce Corollary 2.9 (using the result of [S1] ) Let X be of dimension dim(X) = 2. Then the period pairing for an irregular singular connection (E, ∇) on X is perfect provided that rank(E) ≤ 5.
The irregularity pairing
Let j : U := X D ֒→ X denote the inclusion (recall that we are working in the analytic topology). In addition to the de Rham cohomology H * dR (U ; E( * D)) of meromorphic sections, we will also have to consider the de Rham cohomology over U allowing essential singularities as well. We will denote the corresponding sheaves by
Note, that the de Rham cohomology of the connection induced on E ess pairs classically with the singular homology H * (U ; E ∨ ) of U with coefficients in the restricted local system E ∨ | U . Now, consider the short exact sequence of de Rham complexes on X:
as well as the following sequence of complexes of abelian groups
whose exactness is obvious. Both sequences induce a long exact (co-)homology sequence, and we have the following Lemma 2.10 The given pairings
can be extended to give a pairing between the two long exact sequences
Before beginning the proof, we want to fix the given connection (E, ∇) and drop E ∨ and E ∨ in the notation of the rd-homology groups from now on.
We claim, that this gives a well-defined pairing
We will have to proof a similar assertion in Lemma 3.2 in a slightly more interesting case, so that we refer to the proof given there for the well-definedness of (2.1). It remains to proof compatibility with the long exact sequences. We only sketch this briefly as we will use similar arguments later (e.g. in the proofs of Lemma 3.4 and Lemma 3.6) and we prefer to go more into details there.
Let ω ∈ E p ess be a p-form such that ∇ω ∈ E p+1 mero . Then the connecting morphism in the de Rham sequence is given by
is induced by the projection map at the level of the rd-chains. From this, the compatibility of the pairings with this part of the long exact sequences follows easily.
As for the map
is given by the boundary operator and compatibility with the pairings is obvious.
2
Now, let V denote a tubular neighborhood of D (i.e. one takes the union of small tubular neighborhoods around the smooth components of D−{crossing points} and re-joins the crossing points afterward).
Then an easy excision argument, which holds for the rapidly decaying chains, because one has the subdivision morphism homotopic to the identity map also in C rd * (X), shows that there is a natural isomorphism
. Thus, lemma 2.10 tells us that in order to proof perfectness of
it suffices to do this for the pairing
The (co-)homology groups involved measure the irregularity of the connection (vanishing in the regular singular case), hence we call this pairing the irregularity pairing.
3 Localization according to stratification of the divisor
In this section, we want to reduce the question of perfectness of the irregularity pairing in two steps. The first one, being rather standard, reduces to the local situation according to an open covering of the divisor. This leaves us with the task to study two different local situations, namely with D being of the form D = {x 1 = 0} or D = {x 1 x 2 = 0} in suitable local coordinates. In order to understand the situation at a crossing point, we will further split the pairing into one concentrating at the crossing point and one determining the contribution of the connection along the two local components meeting at 0.
Localization along the divisor
Recall that V denotes a tubular neighborhood of the normal crossing divisor D. If U denotes an open covering of V , we have two cohomological spectral sequences, the first one considered being
In the same way, one has a homological spectral sequence involving the sheafified rapid decay complex C rd * , i.e. the presheaf
. We consider the dual (cohomological) spectral sequence
Obviously, the pairing above induces a morphism between these spectral sequences. In order to prove perfectness of (2.2), we therefore can do so for the local situation. i.e. a suitable open covering. For small enough open U ′ , we thus have to consider two cases, the one at a crossing point and the one at a smooth point of D. Thus, we can assume, that V is a small bi-disc
ii) the union of two coordinate planes D = {x 1 x 2 = 0} with crossing point (0, 0).
Distinguishing the contribution of the local strata

The local (co-)homology groups at a crossing-point
We consider the case ii) above, i.e. V = ∆ a small bi-disc around the crossing-point 0 ∈ D = {x 1 x 2 = 0} in suitable local coordinates. We write
so that a local section u of E and therefore gives the following complex of sheaves on ∆, which we will denote by DR(E ν ):
In the same way, we write E p mero := E mero ⊗ Ω p . One knows from function theory, that E 1 ∩ E 2 = E mero , and so we have the following short exact sequence
of complexes of sheaves supported on D, where the map at the right is given by
It gives rise to the long exact cohomology sequence
(3.1) which is the long exact sequence we are going to pair with the corresponding sequence of rapid decay homology.
As for the rapid decay homology groups, an easy argument using the subdivision morphism shows that C
. It follows that the following sequence is exact: 
The members of the latter may be rewritten in the following form, where we retract ∆ D ν to the boundaray ∂V ν of a small tubular neighborhood V ν of D ν , i.e. if ∆ reads as the product of two disc
Proof: This follows easily by excision with the help of the subdivision morphism, subd ≃ id, on the complex of rapidly decaying cycles, as well as the observation that one can chose retracts of e.g. ∆ D ν to the boundary ∂V ν respecting the rapid decay condition on the cycles c ⊗ ε.
2 With these isomorphisms, the exact sequence (3.2) reads as
Our aim in this section is to define a pairing between the long exact sequences (3.1) and (3.3), that is a bilinear pairing of their members, such that the obvious diagrams all commute.
Definition of the pairings
In perfect analogy to the case of the complex DR(E ess ) itself, one defines for given
We remark, that the first integral exists, as ∇ω ∈ E p+1 mero is meromorphic along D and therefore pairs with the rapidly decaying c⊗ε. In the same way the second integral converges, because ω ∈ E p 1 is meromorphic along D 2 − 0 and ε decreases rapidly as ∂c − D possibly approaches D 2 .
Lemma 3.2 The application <., .> from (3.4) gives a well-defined pairing
Proof: Again, we take ν := 1. Suppose we have
It follows that ∇ω ′ = ∇ω + ∇ζ, and thus
Now, as ζ ∈ E p mero and ε is rapidly decaying as c approaches D one has the 'limit Stokes formula':
The integrals over the parts of ∂c t 'converging' into D vanish because of the rapid decay of ε. Together with ∇∇Ω = 0, it follows that <ω, c ⊗ ε>=<ω
where the first term obviously vanishes by Stokes formula and the last two terms add up to zero again by the 'limit Stokes formula' which applies here, as γ ⊂ ∂V 1 cannot meet
2 With the same arguments as above one also shows: Lemma 3.3 Integration and the pairing from Lemma 3.2 define a pairing between the two long exact sequences:
Returning to the long exact sequences (3.1) and (3.3), which we want to relate to each other, we now proof compatibility of the pairings we have so far:
are compatible with the pairings between the groups in the columns of the above diagram. (D) . Now, we can assume (by subdivision) that the topological chain c decomposes as a sum
Restricting the section ε of E ∨ to c ν does not affect its rapid decay properties. The diagram above reads as [
in the bottom row and we have to prove that
consider the decomposition c = c 1 + c 2 and observe, that c 2 ∩ D 1 = ∅, the section ε is rapidly decreasing as c 2 possibly approaches D 2 and that η 1 ∈ E p 1 is meromorphic along D 2 − 0, so that we can apply the 'limit Stokes formula' and obtain c <ε,
The same argument applies to c 2 , η 2 instead of c 1 , η 1 proving the assertion. 2
In the next step, we want to define a pairing H
To this end, let there be given
We have ∂∆ = ∂V 1 ∪∂V 2 . By subdivision we can decompose c as the sum c = c 1 +c 2 with ∂c ν ∩∂∆ ⊂ ∂V ν . With these choices, we define
A few words should be said about this definition: i) Integrability of ∇ ensures that 0 = ∇∇ω = ∇η 1 + ∇η 2 and therefore
This shows the convergence of the first and third integral in (3.5), as ε is rapidly decaying.
ii) η ν ∈ E p ν is meromorphic along D =ν − 0 and therefore <ε, η ν > can be integrated over the chain ∂c ν not meeting D ν , whence the second and fourth integral in (3.5) converge.
iii) ∂c 1 ∩ ∂c 2 consist of the subsimplices that arose in the chosen decomposition of c = c 1 + c 2 , which we equip with the orientation induced from c 1 . These simplices are either fully contained in ∆ D or in D. In the last integral in (3.5) we integrate over the first type completely contained in ∆ D, hence the integral is well-defined.
Lemma 3.5 The construction above gives a well-defined pairing
denote the simplices if we cut off a small tube of radius t from D, so that c t i converges to c i for t → 0. Then α is the limit t → 0 of the sum of the integrals as in (3.5) the cut-off c t i instead of c i . We decompose ∂c 
and thus α = lim t→0 ( ν t 1 <η 1 , ε> − ν t 2 <η 2 , ε> + ζ t <η 1 + η 2 , ε> + γ t <ω, ε>). Now, η 1 + η 2 = ∇ω and the Stokes formula gives
With this presentation of α independence of the choices made is easily shown. If e.g.
, and hence the rapid decay of ε implies that ν t
, one can take η i := ∇ω i and obtains that α = 0, since ∂ν
Compatibility with the long exact sequences
We now want to show that the pairings defined in the last section commute with the mappings of the long exact sequences (3.1) and (3.3). The first step toward this has already been done in Lemma 3.4.
First, we take a more precise look at the rd-homology sequence (3.3). In it we find the following mapping, the first row of the diagram:
The vertical mapping at the right hand side is defined by 'capping off at ∂∆'. More precisely, let c ⊗ ε ∈ C rd p+1 (∆). By subdivision, we can decompose the topological chain c into a sum c = c + γ such that c = c ∩ ∆ and we have H
We decompose c ν = c ν + γ ν as before. Then γ ν ∩ D =ν = ∅ and therefore we have the 'limit Stokes formula':
from which we can deduce that
(3.8)
From this the following lemma easily follows:
Lemma 3.6 The maps in the diagram
are compatible with the given pairings.
Proof: With the notation introduced right above the lemma, the diagram maps the given elements as 
Proof: Again, we are forced to take a better look at the mapping in the lower row of the diagram above:
where ψ is the connecting morphism in the long exact sequence induced by the short exact sequence
where c ⊗ ε makes its way through this diagram as follows (to be read from the upper right to the lower left corner):
where we decomposed the topological chain c ∈ C p (∆) into the sum c = c 1 + c 2 with
ess be given such that ∇ω ∈ E p mero . To keep notation, we set
Starting with the left hand side we obtain
which is the right hand side.
The Localization Lemma
Thus we have proved the following proposition concerning the local situation at a crossing-point as described before:
Proposition 3.8 There is a well-defined pairing between the following two long exact sequences:
This means, that in order to show that the pairing
→ C is perfect, it suffices to do so for the pairings
Now, consider the short exact sequence of de Rham complexes
where the mapping is defined via the isomorphism E
, which follows from
In the same manner we have a short exact sequence of complexes of rd-chains:
(3.12)
By excision and the usual retraction to the boundary, we again have:
In the next lemma we will see that the two long exact sequences induced by (3.11) and (3.12) are related by a pairing between them, where we define
Then we define
where the first integral exists, because c does not intersect D 2 and ∇ω is meromorphic along D 1 , and the second one does, as ∂c D 1 lies in X D.
With the same arguments already used several times above one shows that this gives indeed a welldefined pairing as desired.
Lemma 3.10 The given pairings are compatible with the long exact sequences
Proof: First, consider the maps
.
Let ω ∈ E p−1 ess be given with ∇ω ∈ E p 2 and c ⊗ ε ∈ C rd p+1 (∆) with ∂c ∈ C p (∂∆) + C p (D) . We decompose c = c 1 + c 2 as always such that ∂c ν ∩ ∂∆ ⊂ ∂V ν . A minute of homological yoga shows that the map on the lower row acts as follows
Thus the pairing at the left hand side reads
, which directly gives the right hand side (notice that we have moduled out the chains mapping into D).
Next, consider the maps
Let there be given ω ∈ E p−1
Then the upper row reads as
and thus
the result at the right hand side. Finally, the maps in the diagram
with the first row being induced by E
obviously commute with the corresponding pairings.
2 Proposition 3.8 and Lemma 3.10 reduce the problem of perfectness of the period pairing at a crossingpoint to the perfectness of a pairing involving (co-)homology groups supported at the crossing-point 0 and a pairing involving groups supported on the complement D {0}. Together with the considerations at the beginning of section 3, we have now achieved the Localization Lemma, which we will state using the following notion: 
is perfect, and ii) for each local situation D = {x 1 x 2 = 0} ⊂ ∆, the pairings
Localization Lemma 3.12 Let X be of dimension dim(X) = 2 and (E, ∇) be an integrable meromorphic connection on X with singularities along the normal crossing divisor D. Then the period pairing H p dR (U ; E( * D)) × H rd p (X; E ∨ ) → C is perfect if and only if (E, ∇) satisfies local perfectness.
We will prove local perfectness -assuming a conjecture of C. Sabbah on the formal classification of meromorphic connections on surfaces -in the following sections.
Formal classification and asymptotic developments
In order to understand de Rham cohomology and rapid decay homology at the crossing points, we will decompose the given connection in the sense of the classical Levelt-Turrittin theorem, i.e. the formal classification of meromorphic connections on curves and the corresponding asymptotic description of these (cp. [Mal1] ). In dimension 2, the corresponding questions have been studied by Claude Sabbah [S1] . For the convenience of the reader, we will shortly recall his results. 
The connection M is said to have a good formal structure along (D, Y ) at x 0 , if after a bicyclic ramification along the components of D the inverse image has a good formal decomposition. Finally, M has a good formal structure along D, if it has such a structure along (D, Y ) for any stratum Y at any point. Additionally, C. Sabbah proves that a given formal decomposition as above can be lifted to an asymptotic one in the following sense. We work in the local situation at a crossing-point and let X := ∆ be the bi-disc around the crossing point 0 with coordinates x 1 , x 2 such that D = {x 1 x 2 = 0} locally at 0. The situation at a smooth point is similar with a few obvious changes. Let π : X → X denote the oriented real blow-up (polar coordinates) given by
with S 1 := R 2πZ . In this situation, one has the following sheaves of functions on X (using the notation from [S1]): i) the logarithmic differential operators as well as their conjugates act on the sheaf C ∞ X of C ∞ functions on X and we let
The elements of A X are holomorphic functions on X which admit an asymptotic development in the spirit of Majima (cp. Proposition B.2.1 in [S1] and [Maj] ).
ii) let P
X denote the sheaf of C ∞ -functions on X which are flat on π −1 (D) (cp. [Mal3] or [Bi] ) and let A
The elements of A <D X are the functions with vanishing asymptotic development (cp. Proposition 1.1.11 in [S1]), i.e. which are rapidly decaying on compacta.
iii) let A X|D denote the formal completion of A X along π −1 (D) and T D the natural morphism:
According to Majima, the following Borel-Ritt type sequence
In the same situation as above, one says that M has a good A-decomposition along (D, Y ) at x 0 if there exists a good elementary model M el in a neighborhood of x 0 and for all ϑ ∈ π −1 (x 0 ) an isomorphism of the stalks
such that the induced formal isomorphism M ∼ = M el is independent of ϑ, where one has to keep in mind that A
The notions of a good A-structure is defined in an analogous manner as above. One has the following result: We make the following remarks concerning the application to the local period pairings:
i) It is easy to see, that question of perfectness of the pairings between de Rham-cohomology and rapid decay homology is compatible with point blow-ups: for any blow-up b : X → X with center y ∈ D, the given meromorphic connection (E, ∇) satisfies local perfectness at x 0 if and only if the inverse image connection b * (E, ∇) satisfies local perfectness at all points of the strict transform of D lying above y.
ii) By the description of A X as the holomorphic germs in bisectors with asymptotic expansion, we can deduce the following corollary to Theorem 4.3, stating that one can decompose a small neighborhood of a crossing point into bisectors such that the connection itself is isomorphic to the elementary model on each of these bisectors. 
Here, for a given interval ν ∈ S 1 , we denote by S(ν) ⊂ C the sector determined by ν.
The same holds, with a few minor changes, locally at a smooth point x 0 ∈ D.
Local perfectness
We are left with the task to prove local perfectness for the given connection (E, ∇) on the surface X. We assume, that (E, ∇) has a good formal structure in the sense described in the preceding section.
Local pairing supported on a crossing-point
We consider the local situation described in part ii) of Definition 3.11, i.e. ∆ is a small bi-disc around the crossing-point 0 ∈ D.
Local rd-homology
We introduce the following notions (after chosing fixed local coordinates) in the situation of a connection of the form e α ⊗ R with α(x) := x
u(x) with u(0) = 0 and R a regular singular connection.
Definition 5.1 The Stokes directions of e α ⊗ R at 0 are the elements of
The Stokes bisectors at 0 are the bisectors
We now calculate the local rapid decay homology groups at a crossing point. In the following, we will abbreviate: H rd * (Y, ∂) := H rd * (Y, ∂Y ; E) and in the same way for the rapid decay chains C rd * (Y, ∂) for any Y ⊂ ∆.
Proposition 5.2 If E has a good formal decomposition with model
where S α 0 denotes the Stokes-bisectors for the connection e α ⊗ R α and E α the stalk of the corresponding local system at a point nearby 0. The homology on the right hand side is the usual singular homology.
Proof: We first observe, that for given α ∈ A the element exp(α) of E α obviously is rapidly decaying along a given topological chain c which is contained in S α 0 . It follows that we have a natural homomorphism
for any Y ⊂ ∆. We claim, that this is an isomorphism for Y = ∆.
To see this, decompose ∆ into bisectors in the following way: Let ∆ 1 = n i=1 S(ν i ) and ∆ 2 = m j=1 S(µ j ) be a decomposition of the disc into closed sectors S(ν i ) and S(µ j ), where the ν i and µ j are intervals in S 1 , cyclically ordered, such that
the common lines of two consecutive sectors. By Corollary 4.4 to C. Sabbah's theorem on asymptotic decompositions, we can assume that on each bisector S(ν) × S(µ) the connection E is isomorphic to the direct sum
Additionally, we assume that for any of the finitely many α ∈ A, the intersection (ν i × µ j ) ∩ S 
This sequences reduces to a short exact sequence, because
and thus C rd * (Z ijk , ∂) = 0 for any i < j < k, as we have moduled out all chains inside D in the definition of C rd . We therefore obtain the following long exact sequence of rapid decay homology groups:
We also have the analogous Mayer-Vietoris sequence for the direct sum of the usual singular homology groups of the corresponding intersections with S α 0 together with maps from the latter sequence to the sequence (5.1).
In a similar way, we fix j and consider the decomposition of ∆ 1 × S(µ) := Z := Z j according to the decomposition of ∆ 1 from above:
Let B i := S(ν i ) × S(µ). The analogous Mayer-Vietoris sequence of the C rd -groups is again short exact (as B ijk := B i ∩ B j ∩ B k ⊂ D) and therefore gives rise to the following exact Mayer-Vietoris sequence:
together with a map form the corresponding MV-sequence for α∈A
Observe that
We keep j fixed and decompose
This leads to the Mayer-Vietoris sequence
where C k := S(ν k ) × κ and thus
Again, we have a map from the corresponding MV-sequence for 
Proof: By assumption (E, ∇)| S(ν)×S(µ) ∼ = α∈A e α ⊗ R α , so it suffices to consider the case E = e α ⊗ R α for some α = x −m1 1 x −m2 2 u(x) with u(0, 0) = 0 . We start with the proof for i) in this case. We claim, that if λ × κ ⊂ S α 0 , then there is no rapidly decaying chain c ⊗ ε approaching 0 inside λ × κ, which is not entirely contained in D. For, let l = [0, e iϑ1 ] and κ = [0, e iϑ2 ] and suppose that ε = e α(x) is rapidly decaying as x varies in c, it follows that
∈ (π/2, 3π/2) for x small enough and therefore (ϑ 1 , ϑ 2 ) ∈ Σ 0 and, because of the properties of the chosen decomposition with respect to the Stokes bisectors, finally 
We claim, that H preserves the rapid decay condition. To prove this, consider a curve γ : [0, 1] → S(ν) × κ with γ −1 (D) = 0, such that ε = e α(x) is rapidly decaying along γ. We have to show that ε then is rapidly decaying along all the curves H(t, .) • γ, t ∈ [0, 1]. Let γ(s) = (r 1 (s)e iθ(s) , r 2 (s)e iζ ). From the rapid decay of ε along γ, it is clear that the direction of γ at the point γ(0) ∈ D is in the closure of the Stokes-directions, i.e. (θ(0), ζ) ∈ Σ α 0 . But then, the direction of the transposed curve H(t, .) • γ at the point H(t, γ(0)) by construction lies in Σ α 0 , whence ε is rapidly decaying along this curve. Thus, H induces isomorphisms
The proposition now follows immediately using the 5-lemma applied to the various Mayer-Vietoris sequences above ((5.1) -(5.3)) for the rapid decay homology groups, where we recall that one obviously has the analogous sequences for the corresponding singular homology groups of the intersections with the S α 0 involved. Proposition 5.2 2
Computing the singular homology groups appearing in the proposition, we obtain the following Theorem 5.4 If E has a good formal decomposition with model α∈A e α ⊗R α after bicyclic ramification of bidegree
· u α (x) with u α (0) = 0 and (m, n) denotes the greatest common divisor of two non-negative integers m, n. Note, that the homology groups in degree 0 will play no role here.
Proof: Standard arguments (by decomposition into small enough bisectors) show that the dimension of the singular homology groups to be computed are multiplied by the bidegree in a bicyclic ramification, so that we can assume that the connection (E, ∇) itself has a formal decomposition as above.
We have to prove that for a given α = x
where we omitted the subscript α in S 0 . The subspace of the Stokes directions Σ 0 ⊂ S 1 × S 1 of α are homotopy equivalent to a torus knot of type (m 1 , m 2 ), which we denote by K. Let L ⊂ ∆ be the union of the radial sheets with directions in K, a radial sheet being the product of the two radii in each direction, then the homology group to be computed is isomorphic to H * (L, ∂∆ ∪ D). Now, consider a decomposition ∆ = S(ν i ) × S(µ j ) in bisectors as above, where we assume that the intersection of S 0 with any bisector has at most one connected component. Now observe that for two radii λ and κ and a sector S(ν) one has homotopy equivalences
Starting with this observation, we can make our way through the various Mayer-Vietoris sequences induced from the decomposition of ∆ in direct analogy to the sequences (5.1) -(5.3). One easily deduces that the homology groups to be computed vanish in degree 1 and greater than or equal to 4. As for the remaining degrees 2, 3, one sees that the one-dimensional contributions coming from H 2 (S 2 ) = C via (5.4) distinguish each other as long as they come from points on the torus knot K (i.e. the endpoint of λ × κ or any direction of some S(ν) × κ respectively) that belong to the same connected component of the torus knot. A careful book-keeping thus gives the desired result for H 2 and H 3 , the integers (m 1 , m 2 ) being the number of connected components of the torus knot. (Another way to look at it, is to cut the torus along the knot K and to use a Mayer-Vietoris argument to see that the dimension of the homology groups in question are given as the dimension of the analogous homology groups in the special case m 1 = 1 = m 2 , which is easily seen to be 1, times the number of connected components of the torus knot K, namely  (m 1 , m 2 ) ).
2 Note, that we could have combined Proposition 5.2 and Theorem 5.4 and would have obtained the result on the dimensions in a slightly faster and more direct way. The reason for the chosen presentation in two steps is that the description of the local rapid decay homology in terms of usual singular homology groups of certain cones over torus knots centered in the crossing point not only allows an intuitive geometric interpretation but also helps to better understand the way the crossing points contribute to the irregularity of the connection in a geometric way.
Local de Rham cohomology
In this section, we are going to compute the local de Rham cohomology H * dR (E ess /E 1 + E 2 ) at the crossing point. Recall, that we assume that E has a good formal decomposition E ∧ = ( α∈A e α ⊗ R α ) ∧ after some bicyclic ramification at 0, where each α ∈ A is of the form α = x
We begin by studying the effect of a formal decomposition on the local de Rham cohomology groups:
then the local de Rhamcohomology at the crossing point 0 ∈ D satisfies:
Proof: Let π : X → X denote the real blow-up considered before and A X denote the sheaf of asymptotic developable functions on X (cp. section 4). For any connection M on X D, we denote by
its lifted de Rham complex. We are interested in the de Rham cohomology of M at the point 0, i.e. the cohomology of the de Rham complex of the stalks at 0, and we clearly have:
Now, we identify π −1 (0) = S 1 × S 1 and decompose it in a similar way as we decomposed ∆ in the proof of Proposition 5.2, namely
with intervals ν i , µ j ⊂ S 1 , each family cyclically ordered. Let ν n+1 := ν 1 , µ m+1 := µ 1 , and denote by ζ i := ν i ∩ ν i+1 and ξ j := µ j ∩ µ j+1 the corresponding intersections.
Suppose that we have two connections M and N , whose lifted de Rham complexes are isomorphic after restriction to each ν i × µ j , then we can apply Mayer-Vietoris sequences analogous to those in Proposition 5.2. Before doing so, we recall that by definition
is a fine resolution of A X and that one has Mayer-Vietoris sequences for all the appearing sheaves E 0,• X of C ∞ differential forms, which therefore induce the same property for the lifted de Rham complex. Now, let T j := S 1 × µ j ⊂ π −1 (0) and T ij := T i ∩ T j . Note, that the disjoint of three different such set T i is empty, thus we have the exact Mayer-Vietoris sequence:
we again deduce the long exact sequence
as well as the corresponding long exact sequence
The middle terms in the latter two sequences are isomorphic to the corresponding cohomology groups for N by assumption, the isomorphisms commuting with the arrows in the exact sequences. It follows that
Applied to M := E ess E 1 + E 2 and N := α∈A (E α ) ess (E α ) 1 + (E α ) 2 , the proposition follows. 2 Since the sheaf E ess /E 1 + E 2 has support at the origin, it is sufficient to consider the stalk at 0. We will keep the same notation E ess , E 1 and E 2 but in the following think of these as the stalks. The main result of this section is the following
Proof: Again, by standard arguments it is clear that the dimensions are multiplied by d 1 d 2 in the bicyclic ramification ρ :
. Thus, we can assume that no such ramification is needed. According to the preceding Proposition 5.5 we can further reduce to the case, where
v(x), v(0) = 0, and R α regular singular. Now, the regular singular part does not give any contribution to
Therefore, the theorem follows from the following proposition:
Proposition 5.7 Let E be the connection e α with α = x Proof: Since v(0) = 0, we can locally transform the connection by multiplication with v −1 and obtain a new connection E ′ whose induced complex E
is quasi-isomorphic to the analogous complex for e α . Therefore we can omit the factor v(x) and take α = x
. We then have to consider the following complex
1.
Step: If we let
. Consider the following diagram with exact rows:
where the vertical arrows are induced by the connection ∇. We denote the columns of this diagram as K ′ , K and K, so that the diagram reads as the short exact sequence 0
Lemma 5.8 The first column K ′ of (5.6) is acyclic.
Proof: We denote the maps by ϕ and ψ respectively. To show that ker(ϕ) = 0, consider an element u = f kl x k 1 x l 2 in the kernel. This is equivalent to
Now, u ∈ E 1 + E 2 , so that f kl = 0 if both k and l are sufficiently negative and successive application of (5.7) gives u ∈ K 1,1 . Next, let (g, h) ∈ ker(ψ) be given, i.e. 1 αh ∈ K −2m1,−2m2 . By definition, there are numbers N, M with g, h ∈ K −M,−N . We want to solve ϕ(f ) = (g, h). To this end, let f kl := 0 for all k, l with k < −M + m 1 + 1 and l < −N + m 2 + 1, but (k, l) = (−M + m 1 , −N + m 2 ). The desired equation for f induces the necessary equality of
for k < −2m 1 and l < −2m 2 . We can choose representatives with g kl = 0 for k ≥ −m 1 or l ≥ −m 2 + 1, and h kl = 0 for k ≥ −m 1 + 1 or l ≥ −m 2 . We can assume that M > m 1 + 1 and N > m 2 + 1. Using (5.8) for k = −M − m 1 , l = −N − m 2 gives the desired equality m 2 g −M−1,−N = m 1 h −M,−N −1 and therefore the well-definedness of f −M+m1,−N +m2 . In the same manner, we can solve the equation kf kl − m 1 f k+m1,l+m2 = g k−1,l successively and get the coefficients for the remaining indices in
We obtain
with r := max{
2 ∈ E 1 + E 2 solves pr 1 (ϕ(f )) = g where pr 1 is the projection to the first direct summand. The same computations give a solution f ∈ E 1 + E 2 for the second direct summand, i.e. pr 2 (ϕ( f )) = h. Using ψ(g, h) = 0 as above, we easily see that the above calculations give the same coefficients f kl = f kl , so that we have found an f ∈ E 1 + E 2 with ϕ(f ) = (g, h).
To see the surjectivity of ψ, let u ∈ E 1 + E 2 K −2m1,−2m2 be given, represented by u ∈ K −M,−N for suitable M, N . Let h := 0. We then have to find g whose coefficients satisfy −lg kl + m 2 g k+m1,l+m2 = u kl for k < −2m 1 and l < −2m 2 + 1 .
(5.9)
Especially, lg kl = m 2 g k+m1,l+m2 for k < −M and l < −N − 1, so that we can take g kl := 0 for k < −M + m 1 and l < −N + m 2 + 1. Successively solving (5.9), it follows that
for a ≥ max{ Step: In order to calculate the cohomology of E ess E 1 + E 2 , we thus have to do so for the middle column K of (5.6). After transformation x i → x −1 i for i = 1, 2, we have to consider the following complex 10) where H denotes the ring of power-series in two variables which converge in the entire complex plane C 2 . The maps are given as follows. Let
H ∼ = H P MN and we put
Then u ∈ ker D translates into the following condition on the power series coefficients:
for all k ≥ m 1 and l ≥ m 2 . It follows that for u to be in the kernel of D, it is necessary that its nonvanishing coefficients u kl lie on the line L := {(k, l) ∈ N 0 × N 0 | lm 1 = km 2 }. Moreover, choosing values for the coefficients u kl on this line in the region 0 ≤ k < m 1 , 0 ≤ l < m 2 gives an element u ∈ ker D by means of (5.11) (the convergence of the solution so obtained is easily seen). Claim 1 follows as the line L intersects the integer lattice Z × Z in exactly (m 1 , m 2 ) points in this region. Claim 2: dim coker E = 0. Let η ∈ x 1 x 2 α −2 H be given. We have to find (
We let ω 1 be arbitrary and write
2 ) · ρ with an element ρ ∈ H yet to be determined. Then (ω 1 , ω 2 ) solves (5.12) if and only if
The right hand side defines an element in H which can be integrated in x 1 direction, so that such a ρ exists, proving Claim 2.
3.
Step: We prove that the complex given in (5.10) has vanishing Euler characteristic. To this end, consider the following diagram with exact rows:
To complete this step, we prove the following Lemma 5.9 The operator E : P m1,m2−1 ⊕ P m1−1,m2 −→ P 2m1,2m2
is Fredholm with index −1. More precisely, one has dim ker(E) = d + 2 and dim coker(E) = d + 3, where d := (m 1 , m 2 ) denotes the greatest common divisor of m 1 and m 2 .
Proof: We first calculate the dimension of the cokernel. Let u := k,l u kl x k 1 x l 2 ∈ P 2m1,2m2 . We have to solve E(g, h) = u. In terms of the coefficients in Laurent series expansions this reads as
Observe that in most cases either the first two or the last two summands vanish, as g kl = h kl = 0 for indices k, l ∈ A. There are several different cases of pairs (k, l) ∈ A to be considered: i) (k < m 1 or l < m 2 ) and (k > 0 and l > 0): then (5.14) for the pair (k, l) and the pair (k+m 1 , l+m 2 ) gives
ii) k = 0 and l > 0: Then (5.14) gives ψ 0,l = (l − 1)g 0,l−1 = u 0,l ,
and ψ 2m1,2m2+l = m 2 g m1,m2+l−1 − m 1 h m1−1,m2+l = u 2m1,2m2+l .
iii) k > 0 and l = 0: in analogy to the case ii), this gives
and ψ 2m1+k,2m2 = m 2 g m1+k,m2−1 − m 1 h m1+k−1,m2 = u 2m1+k,2m2+l .
iv) (k, l) = (0, 0): Gives the equation u 0,0 = 0. v) (k, l) ∈ {(m 1 , m 2 ), (2m 1 , 2m 2 )}: Then (5.14) gives ψ m1,m2 = −(m 1 − 1)h m1−1,m2 + (m 2 − 1)g m1,m2−1 = u m1,m2 and ψ 2m1,2m2 = −m 1 h m1−1,m2 + m 2 g m1,m2−1 = u 2m1,2m2 .
By some simple matrix calculations one sees that case i) gives a d-dimensional contribution to coker(E) if m 1 = m 2 and a d − 1-dimensional contribution if m 1 = m 2 ; cases ii) and iii) each give a one-dimensional contribution. Case iv) contributes with a one-dimensional subspace, whereas case v) adds another dimension if m 1 = m 2 and no contribution for m 1 = m 2 . Summing everything up, gives the result dim coker(E) = d + 3 as claimed above. We remark that the convergence of the solutions we obtain by the combinatorics of the Laurent coefficients above is an easy exercise.
To compute the dimension of ker(E) we proceed in a similar manner, looking at the cases i) -v) above with u = 0. Again, one easily sees that case i) give a d-dimensional subspace if m 1 = m 2 and a d − 1-dimensional one for m 1 = m 2 , cases ii) and iii) each add one dimension, case iv) gives no contribution to ker(E) and case v) contributes with a one-dimensional subspace for m 1 = m 2 and gives no solution for m 1 = m 2 . Hence, we have dim ker(E) = d + 2 , from which the lemma follows. 2 We are left with the task to calculate the index of the complex given by the middle column of (5.13). To this end, again consider the following diagram with exact rows: Proof: Decompose the operators as follows:
For any R > 0, consider the space Proposition 5.7 2
Non-degeneracy from the left
Finally, we will prove non-degeneracy of the local pairing at a crossing-point from the left. Note, that perfectness from the left is better accessible than the one from the right, the reason lying in the difficulty of constructing sufficiently good 'test forms' ω ∈ E ess with ∇ω ∈ E 1 + E 2 , whereas the 'test cycles' c ⊗ ε are easier to handle. The arguments used in the proof are similar to the one-dimensional case of [B-E1].
Theorem 5.11 The pairing
Proof: We start with the case p = 0. Let [ω] ∈ H 0 dR ( E ess E 1 + E 2 ) be given. Consider a bisector W , small enough such that E| W ∼ = α∈A E α | W . Let ε i be a basis of E compatible with this decomposition and let ε ∨ i denote the dual basis of E ∨ . Then ω can be written as ω = a i ε i with analytic functions a i and
where e i denotes a meromorphic local basis of E. We have to show that a i ε i ∈ E 0 1 + E 0 2 for all i. Fix an i and let c ∈ C 2 be the radial sheet c = [0, 
with η j = η 1,j + η 2,j , it follows that da i ∈ O (5.18) with the decompositions c = c 1 + c 2 and ∇ω = η 1 + η 2 ∈ E 1 1 + E 1 2 as in the definition of the pairing. Now, ∇η 2 = −∇η 1 = e i ⊗ ρ i with meromorphic two-forms ρ i . With these notations, one has c <∇η 2 , ε
In local coordinates, the section ε ∨ i is asymptotically equal to exp(−kx
) times a meromorphic section of E ∨ . Therefore, in order to understand the first term in (5.18) we have to study the behavior of
for (p 1 , p 2 ) → (0, 0) and some r 1 , r 2 ∈ Z. Similar to [B-E1] in one variable, substituting variables
and u i = y i − q i , the latter integral reads as
with a polynomial f with positive coefficients. This integral has at worst moderate growth as (q 1 , q 2 ) → (∞, ∞), so that its contribution vanishes modulo E 1 + E 2 . In a similar manner, the second summand in (5.18)
gives rise to study the integral
for p 1 → 0 with arbitrary η. As before, this has at most moderate growth for fixed p 2 and p 1 → 0 and thus lies in E 2 . The same argument shows that the third term in (5.18) vanishes modulo E 1 . It follows, that a i ε i lies in E 
If we write ε j = ψ j e j with the analytic function ψ j , this reads as
Now, ψ j has rapid decay along c by assumption. In order to prove that (5.19) induces ψ j a j ∈ O 0 1 + O 0 2 , we have to show that for any two functions g, a in the variables (x 1 , x 2 ) such that g has rapid decay and
. We apply the mean value theorem at a position (x 1 , x 2 ) after choosing a fixed point q = (q 1 , q 2 ) with 0 < |x i | < |q i | in order to find a point r = (r 1 , r 2 ) in between such that
where h = (h 1 , h 2 ) := q − x. By (5.19) we find functions
g(r) · (ϕ 1 (r) + ϕ 2 (r)). Now, g(x) is rapidly decaying as (x 1 , x 2 ) → (0, 0) along c, so that there is no growth contribution coming from the first term. As for the second term, the function ϕ 1 has moderate growth in x 2 -direction and thus for fixed x 1 and r 1 ,
proving moderate growth of the second term in x 2 -direction also. The same argument applies for the third term, proving ga ∈ O 0 1 + O 0 2 . Next, we consider the pairing for p = 1, i.e.
Consider the Mayer-Vietoris sequence (5.5) of Proposition 5.5 for M := E ess E 1 + E 2 at the degree 1 as well as the dual of the corresponding sequence in rapid decay homology (see (5.1))
according to the decomposition of the torus π 
for the local contribution of the connection along D 1 at the crossing point is perfect.
Proof: We omit ∆ from the notation of de Rham cohomology. According to Sabbah's Conjecture, there is an elementary model α∈A E α with E α = e α ⊗ R α and a formal isomorphism
after bicyclic ramification of bidegree (d 1 , d 2 ). We now prove the analogue of Theorem 5.4, namely Proposition 5.14 In the situation from above, we have
Proof: As above, the ramification contributes by multiplying with the its degrees, so that we can assume, that E itself has a formal decomposition. We then have
which is shown in the same way as the similar assertion of Proposition 5.5. Again, the regular singular part R α contributes by multiplication of the dimension with rk(R α ), so that it remains to prove, that dim H * dR ( (e α ) ess (e α ) 2 ) = 0 for * = 0, 1 m for * = 0, 1 . 
We claim, that β induces an isomorphism of the kernels of the horizontal arrows. To this end, consider u = i,j u ij x Next, we want to compute H 2 ( E ess E 2 ) = 0, i.e. for given η ∈ E ess , we have to find (ω 1 , ω 2 ) ∈ E ess ⊕ E ess and ν ∈ E 2 , such that It remains to prove that dim H 1 dR ( E ess E 2 ) = m. Consider an element [(ω 1 , ω 2 )] ∈ ker(ψ) im(ϕ) . We can write ω 2 = j a j (x 1 ) · x j 2 and then find some u ∈ E ess such that ∂u ∂x2 = j =−1 a j (x 1 )x j 2 . Modulo im(ϕ) we may therefore assume that ω 2 = a(x 1 ) · x −1 2 . We write ω 1 in the form ω 1 = j b j (x 1 )x j 2 . Since [ω 1 , ω 2 ] ∈ ker(ψ), there exists an η ∈ E 2 , written as η = j η j (x 1 ) · x ω 2 − η ∈ E 2 . But then ω 1 ∈ E 2 and we have obtained From the theory in the case of one variable, we know that its dimension is m as we wanted to prove. Proof: The proof uses literally the same arguments as the one for the corresponding statement for the pairing at a crossing-point including both directions D 1 and D 2 (Theorem 5.11) and is therefore omitted here.
2 The proposition completes the proof of Theorem 5.12.
Theorem 5.12 2
Local pairing at a smooth point
It remains to study the local pairing at a smooth point of D, i.e. we may now assume that in local coordinates D := D 1 = {x 1 = 0} and we have to consider a small bi-disc ∆ around the smooth point (0, 0) ∈ D. Our task is to prove perfectness of the local pairing Proof: Again, we assume a formal isomorphism as in (5.21) after cyclic ramification around D = {x 1 = 0} with degree d 1 . The proves of the following propositions is very similar to the proves of Proposition 5.13, 5.14 and 5.15, we will only briefly mention on the necessary changes: 
Proof:
The proof for degree 0 and 2 is nearly literally the same as in Proposition 5.13: We have to consider E ess E mero ϕ −→ E ess E mero ⊕ E ess E mero ψ −→ E ess E mero with ϕ and ψ defined as in (5.23). Now, we proceed in the same way considering the Laurent expansions. In the case here, these expansions have no polar part in x 2 -direction, but the arguments used for degree 0 and 2 still remain valid and give the desired result. The non-existence of polar parts in x 2 -direction, however, induces vanishing of H 1 dR ( E ess E mero ): Let [ω 1 , ω 2 ] ∈ ker(ψ). Now, ω 2 has no polar part in x 2 -direction, hence no residue in x 2 (with fixed x 1 ), so that ∂u ∂x 2 = ω 2 has a solution in E ess . Therefore, modulo the image of ϕ, we can assume that ω 2 = 0. But then ω 1 has to fulfill the equation
for some η ∈ E mero , i.e. with meromorphic functions η j . But this forces ω 1 to be meromorphic also, hence [ω 1 , ω 2 ] = 0 ∈ H Proof: The proof uses the same arguments as in Theorem 5.11 and is therefore omitted here. 2
Summary
We have seen, that in order to prove perfectness of the period pairing, it suffices to do so for the three different types of local pairings: i) the pairing H p dR ( E ess E 1 + E 2 ) × H rd p+2 (∆, ∂∆; D) → C at a crossing-point 0 ∈ D in the local situation D = {x 1 x 2 = 0} involving both directions simultaneously.
ii) the pairing H Assuming Sabbah's Conjecture (known true for rk(E) ≤ 5), we proved perfectness of i), the most involved case, with Theorem 5.4, 5.6 and 5.11. Similar arguments also prove case ii) (Theorem 5.12) and case iii) (Theorem 5.16 ). This completes the proof of the main result, Theorem 2.7.
