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1 Ausgangslage
In der Zeit von September 2017 bis Juni 2018 trafen sich die Autorinnen und Autoren dieses
Berichts regelma¨ssig, um diverse Fragen rund um Scha¨tzungen und Hochrechnungen im
Personenverkehr zu diskutieren. Insbesondere bescha¨ftigten wir uns intensiv mit der Frage,
wie man Scha¨tzungen sogenannter Quell-Ziel-Matrizen, die aufgrund notgedrungen kleiner
Stichprobengro¨ssen relativ ungenau sind, anhand umfangreicher und daher recht pra¨ziser
Daten zu sogenannten Abschnittsbelastungen oder Ein- und Aussteigerzahlen an einzelnen
Bahnho¨fen kalibrieren, also nachbessern kann. Zahlreiche Ansa¨tze wurden diskutiert, von
denen uns letztlich einer am meisten u¨berzeugte. Im vorliegenden Bericht beschreiben
und diskutieren wir die bisher verwendete Methode sowie den von uns favorisierten neuen
Ansatz.
Gegenu¨ber der ersten Version dieses Berichtes vom Juli 2018 wurden jetzt noch gewichtete
Distanzen eingefu¨gt, siehe Abschnitt 7.
2 Problemstellung
Ausgangspunkt sind ein oder mehrere Zu¨ge im Fern- oder Regionalverkehr und alle sinn-
vollen Verbindungen, welche von Fahrga¨sten mit diesen Zu¨gen gefahren werden ko¨nnen.
Dabei bezieht sich “Zug” auf einen bestimmten Wochentag oder Tagestyp (Werktag oder
Sonn- und Feiertag) und eine bestimmte Uhrzeit.
Wenn wir nur einen einzelnen Zug betrachten, ist die Definition von Verbindungen recht
einfach: Der Zug fa¨hrt nacheinander Bahnho¨fe 0, 1, . . . ,m an, und seine Fahrt besteht aus
Abschnitten 1, 2, . . . ,m. Eine Verbindung entspricht dann einem Paar (i, j) mit 0 ≤ i <
j ≤ m, bestehend aus einem Einstiegsbahnhof i und dem Ausstiegsbahnhof j, beziehungs-
weise der Menge {i+ 1, . . . , j} von aufeinanderfolgenden Abschnitten, welche ein Fahrgast
mit diesem Zug fahren kann.
Allgemein bezeichnen wir mit V die Menge aller sinnvollen Verbindungen fu¨r den oder die
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gegebenen Zu¨ge. Aus Sicht der Bahnbetriebe sind die Verbindungsbelastungen
x∗v := mittlere Zahl von Fahrga¨sten, welche Verbindung v pro Tag benutzen,
fu¨r v ∈ V von besonderem Interesse. Diese werden aufgrund von Fahrgastbefragungen
(FQ-Erhebungen) durch Werte
x̂v ≥ 0
gescha¨tzt. Da diese Befragungen recht aufwa¨ndig sind, ko¨nnen solche Befragungen nicht
allzu oft durchgefu¨hrt werden. Selbst in den Zu¨gen, in welchen Befragungsteams unterwegs
sind, wird nur ein Bruchteil aller Fahrga¨ste befragt. Daher sind diese Scha¨tzwerte x̂v
relativ ungenau. Im Folgenden schreiben wir x∗ und x̂ fu¨r das gesamte Tupel (x∗v)v∈V
bzw. (x̂v)v∈V .
In der Regel sind die Verbindungen durch Ausgangs- und Zielort eindeutig charakterisiert,
und man kann die Komponenten von x∗ bzw. x̂ in Form einer oberen Dreiecksmatrix
anordnen. Deshalb ist oft die Rede von Quell-Ziel-Matrizen. Im Beispiel eines einzelnen
Zuges mit m+1 Bahnho¨fen 0, 1, . . . ,m sieht die entsprechende Quell-Ziel-Matrix dann wie
folgt aus:
x∗(0,1) x
∗
(0,2) · · · x∗(0,m)
x∗(1,2) · · · x∗(1,m)
. . .
...
x∗(m−1,m)
 bzw.

x̂(0,1) x̂(0,2) · · · x̂(0,m)
x̂(1,2) · · · x̂(1,m)
. . .
...
x̂(m−1,m)

Eine weitere umfangreiche Informationsquelle sind Abschnittsbelastungen sowie Ein- und
Aussteigerzahlen (FRASY-Erhebungen). Ziemlich regelma¨ssig werden fu¨r jeden Zug ent-
weder die mittleren Fahrgastzahlen auf einzelnen Abschnitten durch die Zugbegleiter
gescha¨tzt (vor allem im Fernverkehr), oder an allen Bahnho¨fen werden mittels Sensoren an
den Tu¨ren die Ein- und Aussteigerzahlen automatisch gemessen (vor allem im Nah- und
Regionalverkehr). In unseren Betrachtungen gehen wir davon aus, dass diese Gro¨ssen so
genau bestimmt werden, dass die Ungenauigkeit vernachla¨ssigbar ist. In Formeln bedeutet
dies: Wir gehen davon aus, dass fu¨r vorgegebene Teilmengen
A1,A2, . . . ,AJ ⊂ V
die Zahlen
c∗j :=
∑
v∈Aj
x∗v, 1 ≤ j ≤ J,
bekannt sind.
Im Beispiel eines einzelnen Zuges mit Bahnho¨fen 0, 1, . . . ,m bedeutet dies zum Beispiel
Folgendes: Bestimmt man die mittleren Ein- und Ausstiegszahlen an allen Bahnho¨fen,
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dann entspricht dies den Teilsummen von x∗ u¨ber folgende J = 2m Mengen:
Aj :=
{
(j − 1, j), (j − 1, j + 1), . . . , (j − 1,m)}
(Einsteiger an Bahnhof j − 1, 1 ≤ j ≤ m),
Am+k :=
{
(0, k), (1, k), . . . , (k − 1, k)}
(Aussteiger an Bahnhof k, 1 ≤ k ≤ m).
Bestimmt man stattdessen die mittlere Anzahl von Fahrga¨sten pro Tag auf den m Ab-
schnitten, dann entspricht dies den Teilsummen u¨ber die J = m Mengen
Aj :=
{
(i, k) : 0 ≤ i < j ≤ k ≤ m}, 1 ≤ j ≤ m.
Auch bei netzweiten Betrachtungen mit Verbindungen, welche mehrere verschiedene Zu¨ge
beinhalten, liefern die FRASY-Daten solche Teilsummen fu¨r das unbekannte Tupel x∗.
Die Frage ist nun, ob und wie man den Scha¨tzer x̂ fu¨r x∗ verbessern kann, indem man die
Information u¨ber die J Teilsummen c∗j verwendet.
3 SIMBA-Kalibrierungen
Wir beschreiben und diskutieren nun die bisher verwendete Kalibrierungsmethode. In
diesem und den na¨chsten Abschnitten identifizieren wir die Menge V der Verbindungen
mit den Zahlen 1, 2, . . . , V , und die Tupel x∗, x̂ entsprechen dann Vektoren in RV , genauer
gesagt, Vektoren mit nichtnegativen Komponenten, also in [0,∞)V . Fu¨r einen beliebigen
Vektor x = (xv)
V
v=1 ∈ RV schreiben wir
Sj(x) :=
∑
v∈Aj
xv
fu¨r 1 ≤ j ≤ J . Wir gehen davon aus, dass alle Summen c∗j = Sj(x∗) und Sj(x̂) strikt
positiv sind. Fu¨r jeden Vektor x ∈ [0,∞)V mit Sj(x) > 0 fu¨r 1 ≤ j ≤ J betrachten wir
nun die Kalibrationsabbildung x 7→K(x) = (Kv(x))Vv=1 mit
Kv(x) := xv
J∏
j=1
( c∗j
Sj(x)
)γv,j
= xv exp
(
−
J∑
j=1
γv,j log(Sj(x)/c
∗
j )
)
.
Dabei sind γv,j ≥ 0 gewisse Exponenten, so dass
J∑
j=1
γv,j =
{
1 falls v ∈ ⋃Jk=1Ak,
0 sonst.
Derzeit arbeiten die SBB mit
γv,j = 1Aj (v)
/ J∑
k=1
1Ak(v),
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es wa¨ren aber auch andere Varianten denkbar, beispielsweise
γv,j = 1Aj (v)c
∗
j
/ J∑
k=1
1Ak(v)c
∗
k.
Ausgehend von x(0) = x̂ wird diese Abbildung K nun mehrfach iteriert, das heisst, man
berechnet x(1) = K(x(0)), x(2) = K(x(1)), x(3) = K(x(2)) und so weiter. Nach einer nicht
allzu grossen Zahl n von Iterationen sollte x(n) = K(x(n−1)) = Kn(x̂) na¨herungsweise ein
Fixpunkt der Abbildung K sein, und man hofft, dass dieser na¨her an der Wahrheit x∗ ist
als der urspru¨ngliche Vektor x̂.
Offensichtlich ist x∗ ein Fixpunkt dieser Kalibrationsabbildung K, das heisst,
K(x∗) = x∗.
Allgemeiner gilt: Wenn
⋃J
k=1Ak = V, dann ist
K(λx∗) = x∗ fu¨r beliebige λ > 0.
Das heisst, wenn x(0) = x̂ bis auf einen positiven Faktor mit x∗ u¨bereinstimmt, ist bereits
x(1) = x∗, und weitere Anwendungen von K bewirken keine Vera¨nderung mehr.
Um zu verstehen, inwiefern Kn(x̂) tatsa¨chlich besser ist als der urspru¨ngliche Scha¨tzer x̂,
analysieren wir nun K(x) fu¨r Vektoren x = x∗ + h mit Sto¨rungen h ∈ RV , so dass
δ(h) := max
v=1,...,V
|hv|
x∗v
 1.
Wegen |Sj(h)|/c∗j = |Sj(h)|/Sj(x∗) ≤ δ(h) ist
Kv(x
∗ + h) = (x∗v + hv) exp
(
−
J∑
j=1
γj,vSj(h)
c∗j
+O(δ(h)2)
)
= x∗v + hv −
J∑
j=1
x∗vγv,j
c∗j
Sj(h) +O
(‖x∗‖δ(h)2).
Das heisst, K(x∗ + h) ≈ x∗ +L∗(h) mit dem linearen Operator L∗ : RV → RV ,
L∗(h) = h−
( J∑
j=1
x∗vγv,j
c∗j
Sj(h)
)
v∈V
.
Nun fu¨hren wir folgende spezielle Vektoren ein:
ev := (1[u=v])
V
u=1, 1 ≤ v ≤ V,
aj := (1Aj (v))
V
v=1, 1 ≤ j ≤ J.
Fu¨r x ∈ RV ist dann Sj(x) = a>j x und
L∗(h) = Lh
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mit den Matrizen
L := I −GA>,
I := Einheitsmatrix im RV×V ,
A := [a1,a2, . . . ,aJ ] ∈ RV×J ,
G :=
(x∗vγv,j
c∗j
)
1≤v≤V,1≤j≤J
∈ RV×J .
Die Kalibrationsabbildung K liefert zumindest in der Na¨he von x∗ eine Verbesserung von
x̂, wenn diese Matrix L folgende Eigenschaften hat:
(K.1) Jeder Eigenwert λ ∈ C von L erfu¨llt die (Un-)Gleichung |λ| < 1 oder λ = 1.
(K.2) Algebraische und geometrische Vielfachheit des Eigenwertes 1 sind identisch.
Die geometrische Vielfachheit des Eigenwerts 1 ist mindestens gleich V − J , denn
Lh = h falls h ⊥ {a1, . . . ,aJ},
was gleichbedeutend ist mit A>h = 0. Wenn also L genau J Eigenwerte λ mit |λ| < 1
hat, sind die Bedingungen (K.1-2) erfu¨llt.
Allgemein ergibt sich aus (K.1-2), dass
RV = V1 ⊕ V2
mit zwei Untervektorra¨umen V1,V2 derart, dass dim(V1) ≥ V − J und
Lh = h fu¨r alle h ∈ V1,
LV2 ⊂ V2,
lim
n→∞L
nh = 0 fu¨r alle h ∈ V2.
Dies la¨sst sich mit Hilfe der Jordanschen Normalform von L leicht erkla¨ren. Mit anderen
Worten,
lim
n→∞L
nh = Ph
mit der Projektion(smatrix) P , so dass
Ph =
{
h falls h ∈ V1,
0 falls h ∈ V2.
In diesem Sinne ist L algebraisch schwach kontraktiv. Im Allgemeinen ist allerdings
V1 6⊥ V2
und dann gibt es definitiv Vektoren h mit der Eigenschaft, dass
‖Ph‖ > ‖h‖.
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Dabei bezeichnen wir mit ‖h‖ die u¨bliche Euklidische Norm (∑v h2v)1/2. In der Tat sind
folgende Eigenschaften von P a¨quivalent:
‖Ph‖ ≤ ‖h‖ fu¨r alle h ∈ RV ;
V1 ⊥ V2.
Die oben genannten Bedingungen (K.1-2) lassen sich in konkreten Fa¨llen numerisch u¨ber-
pru¨fen und waren in allen bisher betrachteten Beispielen erfu¨llt; ein allgemeines theoreti-
sches Resultat konnten wir allerdings nicht beweisen.
Diese Betrachtungen besta¨tigen, dass die bisher verwendete Kalibrierungsmethode durch-
aus sinnvoll ist. Allerdings stellte sich auch in allen von uns untersuchten numerischen
Beispielen heraus, dass V1 6⊥ V2, was bedeutet, dass ‖Kn(x̂)−x∗‖ mitunter strikt gro¨sser
ist als ‖x̂−x∗‖. Diese Problematik, auf die bereits in der Masterarbeit von Lukas Bossart
[1] hingewiesen wurde, und auch die schwierige Interpretation von K veranlassten uns,
nach einer neuen Kalibrierungsmethode zu suchen.
SIMBA-Kalibrierung logarithmisch betrachtet. Zur Erga¨nzung noch eine weitere
mathematische Betrachtung: Unter der sta¨rkeren Annahme, dass alle Komponenten von
x∗ und x̂ strikt positiv sind, kann man die Kalibrationsabbildung auch auf der logarithmi-
schen Skala beschreiben: Wir betrachten nun also Vektoren x∗, x̂ ∈ RV mit der Bedeutung,
dass exp(x∗), exp(x̂) die tatsa¨chlichen und die gescha¨tzten mittleren Verbindungsbela-
stungen sind; dabei ist exp(·) komponentenweise zu interpretieren. Nun betrachten wir die
Kalibrationsabbildung K : RV → RV mit Komponenten
Kv(x) := xv −
J∑
j=1
γv,j log
(
Sj(exp(x))/c
∗
j
)
wobei nun c∗j = Sj(exp(x
∗)). Nun gilt fu¨r beliebige x,h ∈ RV mit ‖h‖  1, dass
Kv(x+ h)−Kv(x) = hv −
J∑
j=1
γv,j
Sj(exp(x)h)
Sj(exp(x))
+O(‖h‖2)
mit exp(x)h := (exp(xv)hv)
V
v=1. Demnach ist
K(x+ h) = K(x) +Lh+O(‖h‖2)
mit den Matrizen
L :=
(
1[v=w] −
J∑
j=1
γv,j1Aj (w) exp(xw)∑
z∈Aj exp(xz)
)V
v,w=1
= I −GB>
und
B :=
[ exp(x)a1
a>1 exp(x)
,
exp(x)a2
a>2 exp(x)
, . . . ,
exp(x)aJ
a>2 exp(x)
]
∈ RV×J ,
G := (γv,j)1≤v≤V,1≤j≤J ∈ RV×J .
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Sowohl G als auch B haben nichtnegative Eintra¨ge, bei B sind die Spalten- und bei G
die Zeilensummen gleich 1.
Auch hier zeigte sich in zahlreichen numerischen Beispielen, dass die zu L geho¨rende lineare
Abbildung algebraisch schwach kontraktiv ist, aber die entsprechende Projektionsmatrix
P = limn→∞Ln hat in der Regel einen oder mehrere Singula¨rwerte, welche deutlich gro¨sser
als 1 sind.
4 Distanzminimierung
4.1 Zielfunktionen F
Einen beliebigen Kandidaten x ∈ [0,∞)V fu¨r x∗ kann man unter zwei Aspekten beurtei-
len:
(a) Wie nahe ist er am Vektor x̂ der aus den FQ-Erhebungen gescha¨tzten Verbindungs-
belastungen?
(b) Wie nahe ist der entsprechende Vektor A>x am Vektor c∗ der tatsa¨chlichen Ab-
schnittsbelastungen bzw. Ein- und Aussteigerzahlen?
Beide Aspekte lassen sich kombinieren, indem man fu¨r einen gegebenen Parameter λ mit
0 λ < 1 einen Vektor x ∈ RV bestimmt, so dass
F (x, x̂) := (1− λ)dV (x, x̂)
2
2
+ λ
dJ(A
>x, c∗)2
2
unter der Nebenbedingung
x ≥ xmin
(komponentenweise gemeint) minimal wird. Dabei sind dV (·, ·), dJ(·, ·) geeignete Abstands-
masse auf RV bzw. RJ . Der Parameter λ steuert also, wie sehr man Abweichungen von
bekannten mittleren Abschnittsbelastungen oder Ein- und Aussteigerzahlen bestraft. Im
Grenzfall λ→ 0 erga¨be sich einfach x = x̂, doch wir sind eher an Werten λ ≈ 1 interessiert.
Der Vektor xmin ≥ 0 ist ein vorgegebener Vektor von unteren Schranken fu¨r die Verbin-
dungsbelastungen. Im einfachsten Falle ist xmin = 0, denkbar wa¨re beispielsweise auch
xmin =  x̂ mit einem kleinen Faktor  ∈ (0, 1).
Als Abstandsmass dJ wa¨hlten wir die u¨bliche euklidische Distand auf RJ , also
dJ(A
>x, c∗)2 = ‖A>x− c∗‖2 =
J∑
j=1
(a>j x− c∗j )2.
Auf Ebene der Verbindungsbelastungen ko¨nnte man analog mit der euklidischen Distanz
auf RV arbeiten. Dies liefert dann die Zielfunktion
F1(x, x̂) := (1− λ)‖x− x̂‖
2
2
+ λ
‖A>x− c∗‖2
2
.
In Abschnitt 7 wird kurz auf andere Distanzen dV (·, ·) eingegangen.
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(Partielle) Skaleninvarianz. Obwohl die FQ-Scha¨tzungen so konzipiert sind, dass x̂
ein unverzerrter Scha¨tzer fu¨r x∗ sein sollte, wollten wir uns vor allem darauf konzentrieren,
wie sehr sich die entsprechenden Richtungsvektoren u(x) und u(x̂) unterscheiden, wobei
u(y) :=
{
‖y‖−1y falls y 6= 0,
0 falls y = 0.
Die Skalierung von x wird ja bereits durch den Abstand zwischen A>x und c∗ beru¨ck-
sichtigt. Von daher wa¨re es naheliegend, mit dV (x, x̂) =
∥∥u(x) − u(x̂)∥∥ zu arbeiten.
Rein algorithmisch wa¨re jedoch eine in x quadratische Zielfunktion angenehmer. Daher
verwenden wir
dV (x, x̂)
2 = min
s∈R
‖x− sx̂‖2
= min
s∈R
∥∥x− su(x̂)∥∥2
=
∥∥x− (x>u(x̂))u(x̂)∥∥2
= ‖x‖2 − (x>u(x̂))2.
Diese Gro¨sse misst, wie sehr sich x von irgendeinem skalaren Vielfachen von x̂ unterschei-
det. Sie ist also skaleninvariant bezu¨glich x̂. Da wir nur Vektoren x ≥ 0 betrachten und
auch x̂ ≥ 0, ist automatisch x>u(x̂) ≥ 0.
Diese Betrachtungen fu¨hren zu der Zielfunktion
F2(x, x̂) := (1− λ) min
s∈R
‖x− sx̂‖2
2
+ λ
‖A>x− c∗‖2
2
= (1− λ)‖x‖
2 − (x>û)2
2
+ λ
‖A>x− c∗‖2
2
.
Mit der Matrix
Π(x̂) := I − u(x̂)u(x̂)>,
welche die orthogonale Projektion auf u(x̂)⊥ = x̂⊥ beschreibt, kann man auch schreiben:
F2(x, x̂) = (1− λ)‖Π(x̂)x‖
2
2
+ λ
‖A>x− c∗‖2
2
= (1− λ)x
>Π(x̂)x
2
+ λ
‖A>x− c∗‖2
2
.
Anmerkung. Zusa¨tzlich zu den Nebenbedingungen, dass x ≥ xmin, ko¨nnte man noch
Nebenbedingungen der Form x ≤ xmax einfu¨hren, wobei xmax > xmin ein Vektor von
oberen Schranken fu¨r die Komponenten von x ist. Die nachfolgenden Betrachtungen lassen
sich recht einfach auf diese Variante anpassen.
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4.2 Minimierung von F
Bei festem x̂ stellen F1(·, x̂) und F2(·, x̂) quadratische Funktionen dar. Die entsprechenden
Gradienten sind
∇F1(x, x̂) = (1− λ)(x− x̂) + λA(A>x− c∗)
= H1x− ((1− λ)x̂+ λAc∗),
∇F2(x, x̂) = (1− λ)Π(x̂)x+ λA(A>x− c∗)
= H2(x̂)x− λAc∗
mit den Hesse-Matrizen
D2F1(·, x̂) ≡ H1 := (1− λ)I + λAA>,
D2F2(·, x̂) ≡ H2(x̂) := (1− λ)Π(x̂) + λAA>.
Offensichtlich ist H1 positiv definit. Dies gilt auch fu¨r H2(x̂) sofern A
>x̂ 6= 0. Denn fu¨r
einen beliebigen Vektor y ∈ RV folgt aus
y>H2(x̂)y = (1− λ)‖Π(x̂)y‖2 + λ‖A>y‖2 = 0,
dass Π(x̂)y = 0, also y = sx̂ fu¨r ein s ∈ R, und dann ist A>y = sA>x̂ = 0 genau dann,
wenn s = 0.
Fu¨r F = F1, F2 zeigen Standardargumente aus der konvexen Optimierung (siehe z.B. [2]),
dass ein Vektor x ≥ xmin das Optimierungsproblem genau dann lo¨st, wenn er folgende
Bedingungen erfu¨llt:
∇F (x, x̂)v = 0 falls xv > xminv , (1)
∇F (x, x̂)v ≥ 0 falls xv = xminv . (2)
Daher bietet sich eine Active-Set-Methode an. Fu¨r einen Vektor x ∈ RV definieren wir
A(x) := {v ∈ {1, . . . , V } : xv = xminv },
die Menge seiner “aktiven Nebenbedingungen”. Ausserdem betrachten wir fu¨r eine belie-
bige Indexmenge A ⊂ {1, . . . , V } die Menge
X(A) := {x ∈ RV : xv = xminv fu¨r alle v ∈ A} = {x ∈ RV : A ⊂ A(x)}.
Diese ist ein affiner Teilraum vom RV mit Dimension V−#A. Man kann daher die Funktion
F (·, x̂) auf diesem Raum problemlos minimieren, indem man das Gleichungssystem
∇F (x, x̂)v != 0 fu¨r v ∈ V \ A
unter der Nebenbdingung, dass
xv = x
min
v fu¨r v ∈ A
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lo¨st. Nun geht man wie folgt vor:
Active-Set-Algoritmus
Schritt 1 (Grobe erste Suche): Setze
x ← max(x̂,xmin),
x ← arg min
y∈X(A(x))
F (y, x̂).
Solange x 6≥ xmin, setze
x ← max(x,xmin),
x ← arg min
y∈X(A(x))
F (y, x̂).
Dabei ist max(·, ·) komponentenweise gemeint. Bei dieser Suche wird die Menge A(x) stets
gro¨sser. Spa¨testens wenn A(x) = {1, . . . , V }, werden die Bedingungen x ≥ xmin und (1)
erfu¨llt sein.
Schritt 2 (Deaktivieren einer Nebenbedingung): Gegeben sei ein Vektor x ≥ xmin
mit der Eigenschaft, dass
x = arg min
y∈X(A(x))
F (y, x̂),
was gleichbedeutend mit Eigenschaft (1) ist. Nun bestimme
δ ← min
v=1,...,V
∇F (x, x̂)v
Falls δ = 0, ist x das gesuchte Optimum gema¨ss (1) und (2). Falls nicht, wa¨hle einen Index
vo ∈ A(x) mit ∇F (x)vo = δ < 0 und bestimme
xneu ← arg min
y∈X(A(x)\{vo})
F (y, x̂).
Dieser Vektor xneu hat garantiert die Eigenschaft, dass xneuvo > x
min
vo . Nun setze
to ← max
{
t ∈ (0, 1] : (1− t)x+ txneu ≥ xmin},
x ← (1− to)x+ toxneu
und gehe zum na¨chsten Schritt.
Schritt 3 (Lokale Suche): Fu¨r einen gegebenen Vektor x ≥ xmin setze
xneu ← arg min
y∈X(A(x))
F (y, x̂).
Solange xneu 6≥ xmin, setze
to ← max
{
t ∈ (0, 1] : (1− t)x+ txneu ≥ xmin},
x ← (1− to)x+ toxneu,
xneu ← arg min
y∈X(A(x))
F (y, x̂).
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Schliesslich setze
x ← xneu
und wiederhole Schritt 2.
Sowohl in Schritt 2 als auch in Schritt 3 nimmt der Wert F (x, x̂) bei jeder Vera¨nderung
von x strikt ab. Wichtig ist, dass man bei der Durchfu¨hrung von
x ← (1− to)x+ toxneu
erzwingt, dass tatsa¨chlich neue Nebenbedingungen aktiviert werden. Ansonsten la¨uft man
Gefahr, in Endlosschleifen zu landen. Bei geeigneter Implementierung erha¨lt man nach
endlich vielen Schritten eine Lo¨sung x des besagten Optimierungsproblems.
In konkreten Beispielen zeigte sich, dass bereits Schritt 1 in der Regel schon einen nahezu
optimalen Punkt x liefert, und nach nur wenigen Durchfu¨hrungen der Schritte 2 und 3
ergab sich eine Lo¨sung.
5 Eine einfache (Nach-)Kalibrierung
Auch nach Durchfu¨hrung der vorangehend beschriebenen Kalibrierungsmethoden bietet
es sich an, einen Kandidaten x fu¨r x∗ noch durch
S(x) = s(x)x
mit dem Skalenfaktor
s(x) =
J∑
j=1
c∗j
/ J∑
j=1
a>j x
zu ersetzen. Dies fu¨hrt dazu, dass die Summe der J vorgegebenen Abschnittsbelastungen
oder Ein- und Aussteigerzahlen mit der entsprechenden Summe fu¨r S(x) u¨bereinstimmt.
6 Numerisches Beispiel
Wir illustrieren die Kalibrierung mittels SIMBA und Distanzminimierung mit F = F2 am
Beispiel eines einzelnen Zuges, na¨mlich des Intercity 710 von St. Gallen nach Genf Flugha-
fen. Dieser Zug verbindet 13 Bahnho¨fe, doch von den 78 =
(
13
2
)
mo¨glichen Verbindungen
hatten nur 69 einen strikt positiven Wert aus den FQ-Erhebungen. Daher schra¨nkten wir
uns auf diese V = 69 Verbindungen ein. Fu¨r diesen Zug sind keine Ein- oder Aussteiger-
zahlen bekannt, nur Abschnittsbelastungen von J = 10 der 12 Abschnitte.
Die Zahlenwerte in den nachfolgenden Tabellen sind stets auf eine bis drei Nachkomma-
stellen gerundet. Tabelle 1 zeigt die zu x̂ geho¨rende Quell-Ziel-Matrix.
Tabelle 2 zeigt die fu¨r diesen Zug bekannten Abschnittsbelastungen c∗j sowie die sich aus
x̂ ergebenden gescha¨tzten Abschnittsbelastungen a>j x̂ und a
>
j S(x̂).
11
SG 13.2 11.9 8.9 21.7 43.5 22.8 74.0 8.8 1.2 2.1 2.1 0.3
GSS 18.7 5.7 11.4 22.4 11.4 34.1 2.6 0 0.4 0.1 0
FLA 6.8 11.9 6.6 1.1 12.4 0.6 0 0.1 0.5 0
UZW 18.7 17.9 6.3 18.2 0.3 0 0 0.2 0
WIL 73.2 25.3 89.0 7.9 0.2 0.7 0.2 0
W 56.4 64.4 31.5 1.1 3.0 1.0 0
ZFH 83.7 18.7 5.3 3.2 1.5 0.1
ZUE 329.0 17.5 35.2 24.5 1.6
BN 117.0 61.2 23.8 4.2
FRI 43.2 10.2 2.2
LS 81.0 11.1
GE 14.7
GEAP
Tabelle 1: Gescha¨tzte Quell-Ziel-Matrix x̂.
j c∗j a
>
j x̂ a
>
j S(x̂)
SG-GSS 246.2 210.7 243.8
UZW-WIL 394.8 353.8 409.5
WIL-W 521.2 486.3 562.8
W-ZFH 562.5 480.1 555.6
ZFH-ZUE 534.1 469.2 543.0
ZUE-BN 562.8 501.2 580.1
BN-FRI 344.5 308.1 356.6
FRI-LS 260.2 221.5 256.4
LS-GE 203.2 164.5 190.4
Tabelle 2: Bekannte und aus x̂ gescha¨tzte Abschnittsbelastungen.
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v 1, . . . , 59 60 61 62 63 64 65 66 67 68 69
λv 1 0.84 0.81 0.74 0.70 0.55 0.46 0.32 0.20 0.07 0.00
Tabelle 3: Eigenwerte λv von DK(x
SIMBA).
v 1 2 3 4 5 6 7 8 9 10 11, . . . , 59 60, . . . , 69
σv 4.62 2.60 1.98 1.81 1.81 1.59 1.48 1.44 1.28 1.26 1 0
Tabelle 4: Singula¨rwerte σv von limn→∞DK(xSIMBA)n.
Nach 20 Iterationen der SIMBA-Kalibrationsabbildung K ergab sich ein Vektor xSIMBA ∈
R69, der im Wesentlichen ein Fixpunkt von K ist. Die absteigend sortierten Eigenwerte
λv der entsprechenden Ableitungsmatrix L = DK(x
SIMBA) sieht man in Tabelle 3, die
Singula¨rwerte σv der Matrix limn→∞Ln sieht man in Tabelle 4. Offensichtlich sind die
Bedingungen (K.1-2) erfu¨llt, denn 0 ≤ λv < 1 fu¨r J = 10 Verbindungen v ∈ V. Anderer-
seits sind zehn Singula¨rwerte gro¨sser als 1, einige recht deutlich. Es la¨sst sich also nicht
ausschliessen, dass ‖xSimba − x∗‖ gro¨sser ist als ‖x̂− x∗‖.
Der neue Ansatz der Distanzminimierung lieferte fu¨r λ = 0.999 und xmin = 0.01 · x̂
bereits nach Schritt 1 des Active-Set-Algorithmus in zwei Iterationen die Minimalstelle
xDIST. Tabelle 5 zeigt die tatsa¨chlichen und gescha¨tzten Abschnittsbelastungen fu¨r x =
S(x̂),S(xSIMBA),S(xDIST) sowie in Klammern die relativen Fehler
a>j x
c∗j
− 1
in Prozent. Eine graphische Darstellung der relativen Fehler sieht man in Abbildung 1.
Schliesslich sieht man noch in Tabelle 6 die Quell-Zielmatrizen zu S(x̂), S(xSIMBA) und
S(xDIST), und in Tabelle 7 werden die Faktoren
S(x)
S(x̂)
fu¨r x = xSIMBA,xDIST angegeben.
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j c∗j Rohdaten SIMBA Distanzmin.
SG-GSS 246.2 243.8 (−0.99) 246.3 (+0.007) 246.2 (±0.000)
UZW-WIL 394.8 409.5 (+3.72) 394.6 (−0.050) 394.8 (±0.000)
WIL-W 521.2 562.8 (+7.99) 521.6 (+0.075) 521.2 (+0.001)
W-ZFH 562.5 555.6 (−1.22) 562.1 (−0.074) 562.5 (−0.001)
ZFH-ZUE 534.1 543.0 (+1.68) 534.3 (+0.039) 534.1 (+0.001)
ZUE-BN 562.8 580.1 (+3.07) 562.8 (+0.000) 562.8 (±0.000)
BN-FRI 344.5 356.6 (+3.51) 344.5 (+0.001) 344.5 (+0.001)
FRI-LS 260.2 256.4 (−1.47) 260.2 (−0.001) 260.2 (±0.000)
LS-GE 203.2 190.4 (−6.29) 203.2 (+0.000) 203.2 (+0.003)
GE-GEAP 108.4 39.7 (−63.40) 108.4 (+0.000) 108.3 (−0.014)
Tabelle 5: Bekannte und gescha¨tzte Abschnittsbelastungen (samt relativen Fehlern in Pro-
zent).
SG-GSS UZW-WIL WIL-W W-ZFH ZFH-ZUE ZUE-BN BN-FRI FRI-LS LS-GE GE-GEAP
-0
.6
-0
.4
-0
.2
0.
0
SG-GSS UZW-WIL WIL-W W-ZFH ZFH-ZUE ZUE-BN BN-FRI FRI-LS LS-GE GE-GEAP
-0
.0
02
0.
00
0
0.
00
2
Abbildung 1: Relative Fehler der gescha¨tzten Abschnittsbelastungen fu¨r S(x̂) (grau),
S(xSIMBA) (rot) und S(xDIST) (blau).
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SG 15.3 13.8 10.3 25.2 50.4 26.4 85.7 10.2 1.4 2.4 2.4 0.3
17.2 15.5 11.6 26.4 47.6 26.4 84.9 10.1 1.3 2.4 2.4 0.4
15.4 14.0 10.8 25.7 42.9 27.6 80.3 12.2 2.2 3.6 0.0 11.6
GSS 21.7 6.6 13.2 25.9 13.2 39.4 3.0 0 0.5 0.1 0
18.7 5.7 12.9 22.4 12.7 37.9 2.9 0 0.5 0.1 0
19.8 6.0 13.4 19.1 14.1 36.6 4.1 0 0.4 0.0 0
FLA 7.9 13.8 7.6 1.3 14.4 0.6 0 0.1 0.5 0
6.8 13.5 6.6 1.2 13.8 0.6 0 0.1 0.5 0
7.2 13.9 2.5 3.2 13.8 2.0 0 0.1 0.0 0
UZW 21.7 20.7 7.3 21.0 0.3 0 0 0.2 0
21.2 17.9 7.0 20.2 0.3 0 0 0.2 0
21.1 14.4 8.7 19.8 1.6 0 0 0.0 0
WIL 84.7 29.3 103.0 9.1 0.2 0.8 0.2 0
65.0 27.9 98.3 8.7 0.2 0.8 0.2 0
71.5 27.4 93.3 8.4 0.0 0.0 0.0 0
W 65.3 74.5 36.5 1.3 3.4 1.2 0
77.3 79.3 37.5 1.3 3.5 1.2 0
66.1 73.1 39.1 5.1 7.6 0.4 0
ZFH 96.8 21.6 6.1 3.7 1.7 0.2
92.7 20.8 5.8 3.6 1.7 0.2
87.0 19.1 3.0 1.4 0.0 8.0
ZUE 380.7 20.2 40.7 28.4 1.9
366.6 19.1 39.9 27.7 2.5
348.1 17.2 36.4 20.0 10.9
BN 135.5 70.8 27.5 4.9
125.4 69.9 27.0 6.8
121.7 63.2 18.5 12.9
FRI 50.0 11.8 2.5
52.7 11.9 4.1
46.2 6.1 12.7
LS 93.8 12.8
91.0 25.4
80.4 21.6
GE 17.0
69.0
30.6
GEAP
Tabelle 6: Gescha¨tzte Quell-Ziel-Matrizen S(x̂), S(xSIMBA) und S(xDIST).
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SG 1.1 1.1 1.1 1.0 0.9 1.0 1.0 1.0 1.0 1.0 1.0 1.1
1.0 1.0 1.1 1.0 0.9 1.0 0.9 1.2 1.6 1.5 0.0 34.5
GSS 0.9 0.9 1.0 0.9 1.0 1.0 1.0 1.0 1.0
0.9 0.9 1.0 0.7 1.1 0.9 1.4 0.9 0.0
FLA 0.9 1.0 0.9 1.0 1.0 1.0 1.0 1.0
0.9 1.0 0.3 2.5 1.0 3.0 0.7 0.0
UZW 1.0 0.9 1.0 1.0 1.0 1.0
1.0 0.7 1.2 0.9 5.6 0.0
WIL 0.8 1.0 1.0 1.0 1.0 1.0 1.0
0.8 0.9 0.9 0.9 0.0 0.0 0.0
W 1.2 1.1 1.0 1.0 1.0 1.0
1.0 1.0 1.1 4.1 2.2 0.3
ZFH 1.0 1.0 0.9 1.0 1.0 1.2
0.9 0.9 0.5 0.4 0.0 48.8
ZUE 1.0 0.9 1.0 1.0 1.3
0.9 0.9 0.9 0.7 5.8
BN 0.9 1.0 1.0 1.4
0.9 0.9 0.7 2.6
FRI 1.1 1.0 1.6
0.9 0.5 5.0
LS 1.0 2.0
0.9 1.7
GE 4.9
1.8
GEAP
Tabelle 7: Faktoren S(x)/S(x̂) fu¨r x = xSIMBA,xDIST (in Prozent).
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7 Gewichtung der Verbindungsbelastungen
Es gibt gute Gru¨nde, die Abweichungen |xv − x̂v| je nach Verbindung v ∈ V unterschied-
lich zu gewichten. Zum einen liefern unterschiedliche Verbindungen auch unterschiedliche
mittlere Einnahmen, so dass die Auswirkungen allfa¨lliger Fehler je nach Verbindung unter-
schiedlich gross sind. Ausserdem ha¨ngen auch die Ungenauigkeiten der gescha¨tzten Werte
x̂v stark von der Verbindung ab. Zum Beispiel zeigen einfache Modellrechnungen, dass bei
FQ-Erhebungen fu¨r einen einzelnen Zug die Standardabweichung von x̂v in etwa propor-
tional zu 1/
√
`(v) ist, wobei `(v) die Fahrzeit von Verbindung v mit dem betrachteten
Zug ist.
Solche Betrachtungen legen gewichtete euklidische Abbsta¨nde nahe. Das heisst, anstelle
von ‖x− x̂‖ verwenden wir
dV (x, x̂) :=
( V∑
v=1
w2v(xv − x̂v)2
)1/2
mit gewissen Gewichten wv > 0, zum Beispiel wv = 1/
√
`(v). Die zuvor beschriebenen
Methoden bleiben aber gu¨ltig, wenn man einfach wie folgt vorgeht:
Zu Beginn der Kalibration werden die Vektoren x̂, xmin und xmax durch (wvx̂v)
V
v=1,
(wvx
min
v )
V
v=1 bzw. (wvx
max
v )
V
v=1 ersetzt. Gleichzeitig werden die Spaltenvektoren aj =
(avj)
V
v=1 der Matrix A jeweils durch (avj/wv)
V
v=1 ersetzt, aber c
∗ bleibt unvera¨ndert. Mit
anderen Worten, Zeile Nr. v von A wird durch wv dividiert. Dann fu¨hrt man die Kalibrati-
on wie gehabt durch und erha¨lt einen Vektor x. Letztlich ersetzt man diesen Vektor durch
(xv/wv)
V
v=1. Auf diese Weise erha¨lt man eine Minimalstelle der Zielfunktion F (x, x̂) mit
dem gewichteten euklidischen Abstand dV (·, ·) anstelle des u¨blichen euklidischen Abstands.
8 Schwache Kontraktivita¨t
Ein Kritikpunkt an der SIMBA-Kalibrierung war, dass oftmals
lim sup
h→0
‖K(x∗ + h)− x∗‖
‖h‖ > 1.
Die linke Seite der vorangehenden Ungleichung ist der gro¨sste Singula¨rwert der Matrix
DK(x∗) ∈ RV×V , also die Zahl
max
h6=0
‖DK(x∗)h‖
‖h‖ .
Eine naheliegende Frage ist, ob die zuvor beschriebenen Varianten der Distanzminimierung
in dieser Hinsicht besser abschneiden. Die entsprechenden Kalibrationsabbildungen sind
0 ≤ y 7→ ψ(y) := arg min
x∈RV :x≥xmin
F (x,y)
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mit F = F1 oder F = F2. Im Falle von x
∗ > xmin gelten fu¨r die Abbildung ψ(·) folgende
Taylor-Entwicklungen: Wenn RV 3 h→ 0, dann ist
ψ(x∗ + h) = ψ(x∗)−
(
I +
λ
1− λAA
>
)−1
h+O(‖h‖2) falls F = F1, (3)
ψ(x∗ + h) = ψ(x∗)−
(
Π(x∗) +
λ
1− λAA
>
)−1
Π(x∗)h+O(‖h‖2) falls F = F2. (4)
Offensichtlich ist stets ∥∥∥(I + λ
1− λAA
>
)−1
h
∥∥∥ ≤ ∥∥h∥∥.
Im Falle von F = F1 ist also schwache Kontraktivita¨t gegeben. Bei Verwendung von
F = F2 geht die schwache Kontraktivita¨t leider verloren. Numerische Beispiele zeigen,
dass oftmals der erste Singula¨rwert der Matrix(
Π(x∗) +
λ
1− λAA
>
)−1
Π(x∗)
strikt gro¨sser als 1 ist (wenn auch kleiner als der entsprechende Singula¨rwert fu¨r die
SIMBA-Methode), und alle u¨brigen sind kleiner oder gleich 1.
Beweis von (3) und (4). Wir ignorieren voru¨bergehend die Nebenbedingung x ≥ xmin
und setzen
ψ˜(y) = arg min
x∈RV
F (x,y)
fu¨r y ≥ 0. Angenommen, wir ko¨nnen zeigen, dass
ψ˜(x∗ + h) = x∗ +M(x∗)h+O(‖h‖2) (5)
fu¨r h → 0 mit einer gewissen Matrix M(x∗). Dann folgt aus x∗ > xmin, dass auch
ψ˜(x∗+h) > xmin fu¨r hinreichend kleine Werte von ‖h‖, und dies impliziert die Gleichung
ψ(x∗ + h) = ψ˜(x∗ + h).
Im Falle von F = F1 folgt aus
∇F1(x,x∗ + h) = H1x− ((1− λ)(x∗ + h) + λAc∗) = H1x−H1x∗ − (1− λ)h,
dass
ψ˜(x∗ + h) = x∗ +H−11 (1− λ)h = (I + µAA>)−1h
mit µ := λ/(1 − λ). Also ist (5) sogar eine Gleichung ohne Restterm O(‖h‖2) mit der
Matrix M(x∗) = (I + µAA>)−1.
Im Falle von F = F2 folgt aus
∇F2(x,x∗ + h) = H2(x∗ + h)x− λAc∗,
dass
ψ˜(x∗ + h) = H2(x∗ + h)−1λAc∗.
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Speziell fu¨r h = 0 ergibt sich die Formel
H2(x
∗)−1λAc∗ = x∗,
denn mit Π∗ := Π(x∗) folgt aus Π∗x∗ = 0 und c∗ = A>x∗, dass
H2(x
∗)x∗ =
(
(1− λ)Π∗ + λAA>)x∗ = λAA>x∗ = λAc∗.
Mit u∗ := u(x∗) gilt die Entwicklung
u(x∗ + h) =
(‖x∗‖2 + 2h>x∗ + ‖h‖2)−1/2(x∗ + h)
= ‖x∗‖−1(1− ‖x∗‖−2h>x∗ +O(‖h‖2))(x∗ + h)
= ‖x∗‖−1(1− ‖x∗‖−1h>u∗ +O(‖h‖2))(x∗ + h)
= u∗ + ‖x∗‖−1(h− u∗u∗>h)+O(‖h‖2)
= u∗ + ‖x∗‖−1Π∗h+O(‖h‖2).
Wegen Π∗> = Π∗ impliziert dies, dass
Π(x∗ + h) = Π∗ + ‖x∗‖−1u∗h>Π∗ + ‖x∗‖−1Π∗hu∗> +O(‖h‖2),
und wir ko¨nnen schreiben:
H2(x
∗ + h) = H2(x∗) +D∗(h) +O(‖h‖2),
D∗(h) = (1− λ)‖x∗‖−1(u∗h>Π∗ + Π∗hu∗>).
Hieraus folgt, dass
ψ˜(x∗ + h) =
(
H2(x
∗) +D∗(h) +O(‖h‖2))−1λAc∗
=
(
I +H2(x
∗)−1D∗(h) +O(‖h‖2))−1H2(x∗)−1λAc∗
=
(
I −H2(x∗)−1D∗(h) +O(‖h‖2)
)
x∗
= x∗ −H2(x∗)−1D∗(h)x∗ +O(‖h‖2)
= x∗ −H2(x∗)−1(1− λ)
(
u∗h>Π∗ + Π∗hu∗>
)
u∗ +O(‖h‖2)
= x∗ −H2(x∗)−1(1− λ)Π∗h+O(‖h‖2)
= x∗ − (Π∗ + µAA>)−1Π∗h+O(‖h‖2),
denn Π∗u∗ = 0 und u∗>u∗ = 1. Dies liefert (5) mit M(x∗) =
(
Π∗ + µAA>
)−1
Π∗.
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