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Using a ommon tehnique [1,2℄ for approximating distributions [generalized funtions℄, we are able to use
standard Monte Carlo methods to ompute QFT quantities in Minkowski spaetime, under phase transitions, or
when dealing with oalesing stationary points.
1. Theory
We use the molliation (approximate identity)
tehnique to rewrite the partition funtion in suh
a way that not only its omputation, but the om-
putation of its derivatives (Green's funtions), be-
ome well dened using Monte Carlo methods,
even for integrands that normally do not allow
this approah.
1.1. Molliation
A mollier, η, is a positive, C∞[I] funtion,
(I ∈ R), with supp(η) = B(0, l), where l =
length(I) and B(0, l) is the ball entered at 0
with radius l and
∫
I
η = 1. The sequene of fun-
tions, ηǫ = ǫ
−n η(x/ǫ) is an approximate iden-
tity. A molliation of a loally integrable fun-
tion f : U → R, (U ∈ Rn, open), is given by,
Uǫ = {x ∈ U | dist(x, ∂U) > ǫ}
fǫ = ηǫ ∗ f , fǫ ∈ Uǫ (1)
fǫ(x) =
∫
U
ηǫ(x− y) f(y) dy (2)
=
∫
B(0,ǫ)
ηǫ(y) f(x− y) dy .
1.2. Properties
The properties of molliers, (fǫ), are:
1. fǫ ∈ C
∞(Uǫ);
2. fǫ → f , almost everywhere, as ǫ→ 0;
∗
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3. If f ∈ C(U), then fǫ → f uniformly on
ompat subsets of U ; &
4. If 1 6 p <∞ and f ∈ Lp
lo
(U), then fǫ → f
in Lp
lo
(U).
It is not diult to see that this approximation,
(fǫ, the mollied version of f), an smooth osil-
lating funtions. fǫ is dierentiable and, not only
does it onverge to f when ǫ→ 0 but, depending
on where this onvergene takes plae, it an be
either uniform or in Lp
lo
.
1.3. Implementation of the Method
The objet we alulate will not be the usual
partition funtion, but its mollied version, Zǫ,
Zǫ[J ] =
w 〈
ei S(φ)−i J·φ
〉
ǫ
[dφ]w 〈
ei S(φ)
〉
ǫ
[dφ]
, (3)
where,
〈f〉ǫ ≡ fǫ ≡ ηǫ ∗ f .
From equation (2) it follows that, upon hoosing
U appropriately, the boundary onditions2 for the
theory (dened here by S) are set[4℄.
The method is applied in two steps:
2
Note that, a hoie of boundary onditions [Shwinger-
Dyson equation℄ is equivalent to hoosing the measure in
the path-integral.
21. Saddle-point expansion: For simpliity, the
mollier is hosen to be a Gaussian
3
,
ηǫ(ϕ) =
exp
{
− 12 ϕ
T · (ǫ2)−1 ·ϕ
}
√
(2π)n det(ǫ2)
, (4)
where ǫ2 is the ovariane matrix that de-
nes the Gaussian distribution. Thus, a
typial path-integral will look like,
Iǫ =
w 〈
f(ϕ) ei S(ϕ)−i J·ϕ
〉
ǫ
[dϕ]
= f(ϕ0) e
i S(ϕ
0
)−i J·ϕ
0 ×
×
w exp
{
−
1
2
B
T
· (1+ ǫT · S′′ · ǫ)−1 ·B
}
√
det(1+ ǫT · S′′ · ǫ)
[dϕ]+
+ orretions ,
where B = ǫ · ∇S(ϕ) and [S′′]ij =
∂2S(ϕ)/∂ϕi ∂ϕj (Hessian matrix for S).
2. Importane sampling: The Monte Carlo
simulation is handled as follows: Choose an
Importane Funtion, (W (ϕ)), and hange
the measure of integration aordingly,
Zǫ[J ] =
w [〈ei S(ϕ)−i J·ϕ〉
ǫ
W (ϕ)
]
[dW (ϕ)]
w [〈ei S(ϕ)〉
ǫ
W (ϕ)
]
[dW (ϕ)]
.
(5)
A reasonable hoie for W is given by [3℄
W (ϕ) = Wǫ(ϕ) =
∣∣〈ei S(ϕ)〉
ǫ
∣∣
. Upon a
saddle-point expansion, we nd,
Wǫ(ϕ) =
∣∣∣∣∣∣
exp
{
i S(ϕ0) −
1
2
B
T
· (1 + ǫT · S′′ · ǫ)−1 ·B
}
√
det(1+ ǫT · S′′ · ǫ)
∣∣∣∣∣∣ .
(6)
2. Appliations in Physis
Two basi examples will be shown here. Both
of them an be regarded as 0-dimensional [spae-
time℄ quantum eld theories.
3
Note that, bold symbols and bold letters, denote ve-
tor/matrix quantities.
2.1. Airy Ation
The ation is given by: S(x) = i x3/3 + i t x.
Note that,
∫
∞
−∞
exp{S(x)} dx = Ai(t), thus, the
partition funtion and its molliation are,
Z[t] =
∞w
−∞
exp
{
i
x3
3
+ i t x
}
dx
∞w
−∞
exp
{
i
x3
3
}
dx
≡
Ai(t)
Ai(0)
, (7)
Zǫ[t] =
∞w
−∞
〈
exp
{
i
x3
3
+ i t x
}〉
ǫ
dx
∞w
−∞
〈
exp
{
i
x3
3
}〉
ǫ
dx
. (8)
This is a partiular useful example for two rea-
sons:
1. We an easily ompare the approximated
results with the exat ones,
2. Boundary Conditions: Assuming integra-
tion on the real axis, the Eulidian version
of this theory does not exist, therefore work-
ing in Minkowski spae is neessary.
It is easy to see that this is a highly osillatory
integrand (what makes the use of Monte Carlo
tehniques impratible). However, one its mol-
liation is alulated, the task beomes simpler
(as shown below).
Plot of Re(e^(-S(x,t)))
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The importane funtion, (W (x)), is also shown
for several values of the parameter ǫ:
3W(x,–16,0.30)
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2.2. φ4 Theory
The ation is, S(φ) = µφ2/2 + g φ4/4. Thus,
the mollied generating funtional is given by:
Zǫ[J ] =
∞w
−∞
〈
exp
{
i
µ
2
φ2 + i
g
4
φ4 − i J φ
}〉
ǫ
dφ
∞w
−∞
〈
exp
{
i
µ
2
φ2 + i
g
4
φ4
}〉
ǫ
dφ
.
As usual, its parameters, (m, g), will determine
the phase struture of the theory. The follow-
ing are the plots of the 2-point Green's funtion
in the symmetri and broken-symmetri phases,
respetively.
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The plots below are the importane funtion and
the mollied integrand in the symmetri and bro-
ken symmetri phase, respetively.
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It is interesting to realize that, for the broken
symmetri phase, the importane funtion peaks
exatly at the point where the mollied integrand
eases to have two onavities and begins to have
only one.
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