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This thesis presents a comparative study of frequency-
domain and state variable (time domain) methods for the
solution of linear time varying systems. Stability crite-
ria for linear feedback systems, where the time variation
is limited to the feedback loop, are considered. In com-
paring state variable and frequency domain solutions, the
conclusion is reached that state variable methods are more
useful. Experimental computer results are presented which
indicate that, for the feedback system considered, suffi-
cient conditions for stability can be refined by consider-
ing the system to be dual mode ( a stable mode and an un-
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LIST OF SYMBOLS AND ABBREVIATIONS
A Matrix
A(t) Time varying matrix
0(t,t ) State transition matrix
j£(A(KT) ,T) Discrete state transition matrix for
fixed matrix A(KT) and period T.
x(t) Time varying quantity (scalar or vector)
T
x (t) Transpose of vector x(t)
X(-) Frequency transform of x(t)
X Generalized frequency transform variable
s Laplace frequency transform variable
CO Fourier frequency transform variable
Cn Integration contour in X-plane
K(X,t) Direct kernal for generalized transform
K(X,t) Inverse kernal for generalized transform
L(p,t) Linear differential operator
p d/dt (when used with linear differential
operator)
= Denotes




|| • || Norm of
det Determinate of
tr Trace of (sum of diagonal terms of a matrix)
ASIL Asymptotically stable in the large
SIL Stable in the large
S Mode stability ratio
u
Re Real part of
Im Imaginary part of
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1 . INTRODUCTION
Ao Background . Almost all physical systems are time
varying. In many cases, the time variation is sufficient-
ly slow so that the simplification of assuming time invari-
ance is valid. Prior to 1950, control engineering theory
was primarily limited to the analysis and synthesis of
systems with fixed parameters. Since 1950, a growing
number of papers [12,20] have appeared which discuss sys-
tems with varying parameters. The principal approaches to
time varying system study generally fall into one of the
following categories
;
a. Generalization of frequency domain methods to
time varying systems,
b„ Time domain analysis of time varying systems,
c. Time varying systems as solutions to optiminal
control problems.
d. Extensions of stability criteria for fixed
systems to time varying systems; or the estab-
lishment of simple stability criteria for time
varying systems.
In this thesis, frequency and time domain approaches to
the solution of time varying systems are reviewed, and
stability criteria for a specific class of time varying
feedback systems considered. The discussion is limited to
linear systems.
B. Linear Systems . The basic requirements for a
linear system [7l are superposition (additivity) and homo-
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geneity. Homogeneity implies that the zero-state response
of a system to an input of magnitude K is just K times the
zero-state response to the same input of unit magnitude [7],
Superposition implies that the zero-state response to the
sum of several inputs is equal to the sum of the zero-state
responses of the system to the same inputs acting indepen-
dently. If a system is both homogeneous and additive, then
the zero-state response of the system to a given input can
be determined by decomposing the input into a set of basis
functions, determining the response to each function, and
summing the responses. This process can be generalized
(for example; when the input basis is a set of impulse
function) by the superposition integral.
A basic property of all linear systems is that the
response of the system [7] can be separated into terms re-
lated to the initial (zero) state values and into terms
related to the system input.
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2. TRANSFORM METHODS
A. Introduction o The descriptive model which views a
transform as the projection of a signal vector onto an
m-dimension orthogonal coordinate system has been used more
frequently in the study of communication systems than in
the study of control systems. From this point of view,
amplification is a linear stretching of the spectrum space
and modulation is a warping of spectrum space. The latter
concept is of use in the discussion of time varying systems
Modulation does not occur in linear time invariant systems.
However, even in simple time varying feedback systems,
such as figure 2-1, the effect of modulation is the key
to the analysis of the system. The modulation effects of
the feedback, resulting from the product term a(t)y(t), is
discussed in Chapter 5. In this chapter the following
types of spectra are considered?
a. The sinusoidal steady state frequency spectrum
(jw),
b. The complex frequency spectrum (s)
,
c. The generalized frequency spectrum (X).
The sinusoidal frequency and complex frequency spectra are
obtained using the Fourier and Laplace transforms respec-
tively. The generalized frequency spectrum is obtained
using the following general transform pair [l] s







F(X) = f(t) K(X,t)dt (2)
a
where: a. f(t) denotes a time function,
b. F(X) denotes the general frequency domain
function,
c. K(X,t) denotes the direct transform kernal,
d. K (X,t) denotes the inverse transform kernal,
e. Cv is an appropriate contour in the X-plane
which encloses all of the poles of the inte-
grand.
The kernal is the expansion weighting function. In
the Laplace transform, the kernal is exp(-st) where the
variable, s, corresponds to the variable X in the general-
ized transform. The generalized transform becomes necessary
in the analysis of time varying control systems because the
outputs of these systems cannot usually be represented as
linear combinations of simple time constants (exponentials)
.
In the discussion which follows, the response of a simple
time varying feedback system is considered first. Then the
generalized transform, the compatible (time invariant) sys-
tem function, the incompatible (time varying) system
function, and transfer functions based on the incompatible
system function are discussed in order.
B. Simple Time Constant Response . In the system of
figure 2-1, the output of a time invariant system is modu-






















is the system Input
is the error function
is a fixed parameter plant
is the system output
is the linear time varying gain
is -he numerator polynomlnal of G(s)
is the denominator polynominal of G(s)
Figure 2-1 » Example of a Simple Time Varying Feedback
System
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is concerned with the form that the output, y(t), assumes,
In the first example it is assumed that the feedback gain
is a constant, A , and the input is an impulse function.
Now, if G(s) is assumed to have a first order pole and no
zeros, it is known that the output, y(t), will be the
simple time constant decay: Kexp(-Xt). The purpose of
the first example is to illustrate a procedure which will
be used shortly to show that the response for the time
varying system cannot usually be expected to involve the
linear combinations of simple time constant terms.







y(t) = Ke or
y {s) = i+T




G(s)y(s) = G(s) (1)
Substituting the assumed values of G(s) and Y(s) into
equation (1) yields:
_K_ AqK 1 1
s+X s+X " s+p s+p (2)
Equation (2) may be simplified to:
Ks + Kp + A K = s+X (3)
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Equation (3) reduces to;
Ks + K(p + A ) = s + X (4)




A + p = X
o ^
Hence, the output, y(t), is exponential.
Now, applying the procedure of example 2-1 to a time
varying feedback system, where a(t) = exp(-at), it is
demonstrated that the output cannot be a simple time con-
stant combination when the input is an impulse function.
While the impulse function is used as the input in this
example, the procedure may be extended to other inputs.
Example 2-1 : See figure 2-1.
Given %





y(t) = K e or
'y(s) = - K
s+X
where K and X are to be determined,
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From figure 2-1, where " * " denotes complex convolution*
Y(s) + G(s) Y(s) ^] = G(s) (6)
Because of the convolution properties* of exponentials,
equation (6) reduces to
Y(s) + G(s) Y(s+a) = G(s) (7)
Substituting the assumed values of G(s) and Y(s) into
equation (7) yields:
K 1 K 1_
s+X s+p " s+OH-X s+p (8)
Equation (8) may be simplified to
K(s+OH-X) (s+p) + K(s+X) = (s+X) (s+OH-X) (9)








where the integration is carried out along the vertical
line Re(s) = a, with cr.. and s constrained such that:




II. Re s-(7, > a
2
(abscissa of convergence of f 2 (t))
If f
2




> iT5= Fi< s+a >
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Carrying out the multiplications of equation (9) and col-
lecting coefficients of like powers of s on both sides of
the equation yields:
Ks + K(l+a+X+p)s + K(ap+Xp+X) = s 2 +(a+2X)s + X(a+X) (10)
Equating the coefficients of like powers of s yields:
X = 1 + p (11)
K = 1 (11a)
X
2
+ X (a-p-1) + Op = (12)
In general, solution of equations (11) and (12) are incom-
patible. Hence, a simple time constant solution is not
possible. This result is consistent with the view that the
time varying feedback is a modulation component. Hence,
modulation must appear in the output unless the fixed
plant, G(s) , filters the modulation.
It is possible to construct a time varying system with
a simple time constant output by means of a suitable choice
of the fixed plant, G(s), so that the modulation terms are
filtered out of the output.






Determine: G(s) such that the output is exp(-Xt).
From figure 2-1:
Y(s) + G(s) [y(s)*^] = G(s) (13)
19
Because of the properties of the exponential, equation
(13) reduces to:
Y(s) + G(s) Y(s+a) = G(s) (14)




c(s) §±> = Ms+a+X) (15)
K (s+X) (s+X+a-K) uw
s+X+a
If G(s) is to be asymptotically stable in the large, then
it is required that?
X > (16)
X + OL - K > (17)
For example let;
X = 4 (18)
Oi = 2 (19)
K = 1 (20)






- (s+Ihs + 5) < 22 >
This particular G(s) has the necessary cancellation proper-
ties for the given feedback modulation and input. If
either is changed, the output will no longer be a simple
time constant. To illustrate this dependence, let the
feedback gain be changed to exp(-3t), then, with K=l, equa-
20
tion (14) becomes:
Y(s) + G(s) Y(s) * -^ = G(s) (23)





+ (13+X)s 2 + (53+10X)s + 60 + 26X
s
3
+ (2X+9)s 2 + (X 2+15X+18) + X 2 + 18X (24)
Equating like powers of s on both sides of equation (24)
yields
:
53 + 10X = X 2 + 15X + 18
60 + 26X = X 2 + 18X (25)
13 + X = 2X + 9
2Since there is no X term on the left hand side of equa-
tion set (25) , this set of equations is incompatible and
the system output is no longer a simple time constant.
C. Generalized Transforms . For the plant of figure
2-2, it is assumed that the input/output relation is known
and given by:
L-^Pft) y(t) = L
2
(p,t) x(t) (1)
The explanation of the symbols in equation (1) is shown on
figure 2-2. The input/output relation is assumed to repre-
sent a physical plant and is causal (non-anticipatory) . For
convenience, it is also assumed that the initial time is
zero. If the initial time is not zero, the output is not
simply a function of the delay time. If the left hand
side of equation (1) is a first order differential equation,








i, (p,4) = a„(tij>"+ - - • a, (t) p t- Q a)
/gfp,i) = 6^(i\p™+... t>,(i)p*- b (i)





(p,t) = a^tjp + a (t)
Determine: Output y(t)
Substituting L, (p,t) into equation (1) yields:
a1 (t)p y(t) + aQ (t) y(t) = L2 (p,t) x(t) (2)
Assuming that a., (t) is not equal to zero at any time
greater than zero, it is possible to divide by a. (t) giving







Equation (3) is of the general form:
&$- + P(t) y(t) = Q(t) (4)
For equation (4) , the partial differential equation for
the integrating factor [9], u, is:
[P(t) y(t) - Q(t)] || - |^ + u P(t) = (5)
If the integrating factor, u, is assumed to be a function
of time only, then equation (5) reduces to:
£=uP(t) (6)
The particular integral solution to equation (6) is:
r rt i
u(t) = Kexp P(T)dT (7)
I— U —J
Applying equation (7) to equation (3) to obtain the in-
tegrating factor yields
:
u(t) = Kexp|_ a(T)dTj (8)
23




("ft "I L2 (p,t)x(t)
Kexp|J a(T)dT_|jpy(t)+a(t)y(t)}=Kexp[J a(T)dT] —r^r
(9)
Equation (9) may be re-written as an exact differential





t -i L ? (p,t)x(t)









-i rL2 (p f T)x(T)^
y(t) exp|_J a(T)dTj =
J
exp|_J a(T)dTj| ^-ryr jdT (11)
If exp a(T)dT t for t * .
y(t) a exp
-J










It is clear form equation (12) that if a(t) is a constant,
then the integrating factor is always a simple exponential,
exp(at). If a(t) is not a constant, then the form of the
integrating factor is not generally a simple exponential,
but a function of a(t)*. It is of interest to look at two
* If t
,. . 2 rr 2dTi
a(t) = •£ , exp|_J —^-
_
exp \t 2 ]
The integrating factor is an indefinite integral [3,9]
24
examples where the input is assumed to be exp(-Xt), where
X is a complex constant. In the first example, the feed-
back gain will be assumed constant. In the second example,
the feedback gain will be assumed to be a function of
time.
Example 2-5:







Determine: the output, y(t)
Substituting the assumed values of feedback gain and input
into equation (3) yields:







The solution of equation (13) from equation (12) is:
t
y(t) = exp|_A tJIJ exp[A T] e L2 (-X)dTJ
(13)
(14)
Combining exponential terms within the braces gives
t
y(t) = exp_-A t]{[ exp[(A -X)T] L
2 (-X)dTJ (15)




-, >L2 (-X)[expLCA -X)t - ll
L-Aot J l a-^x J (16)
Combining the exponential terms in equation (16) gives:
L
2
(-X) exp [-Xt] L
2
(-X) exp [-AQt]






In example 2-5, the steady state output, y(t), is of the
same form as the input but of different magnitude. A func-
tion whose shape is not changed between the input and out-
put of the system is called a characteristic function of
the system [2]. The fact that the simple exponential is
a characteristic function for all time invariant systems is
the basis of Fourier and Laplace analysis. In the previous
section it was shown that the output of a time varying feed-
back system to an impulse input will generally not be in
the form of simple time constants. In the next example, it
will be demonstrated that the exponential function does not
preserve its form between the input and output of a time
varying system.
Example 2-6:





where: x(t) = e
a(t) = e
Xt
at (in equation 3)
Then, from equation (12)





After integrating the function in the exponential, equa-
tion (18) yields:






_- VJ (J e*pLV + XT J V x > dTl (19)
Hence, y(t) does not have the same steady state form as
x(t).
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Using the integrating factor approach, the output,
y(t), of first order systems can usually be obtained. For
some second order systems explicit solutions exist [9].
However, for most second and higher order systems, an
explicit solution of the differential equation is not
always possible. For time invariant systems a similar pro-
blem is simplified by transforming the differential equa-
tion into an algebric expression with either the Laplace or
Fourier transform. If the Laplace transform:
F(s) = f (t) e St dt (19)
o
is applied to the differential equation (1) , the result is
a convolution integral equation. Since:
S£[L
1
















2 (p f t)]* x(s) (22)
Since equation (22) is generally not algebric, the Laplace
transform does not simplify the problem.
In equation (19), the term exp(-st) is called the
kernal. For time invariant systems, exp(-st) is a compa-
tible kernal - compatible in the sense that exp(-st) is a
characteristic function for a time invariant system.
* See section 2-B
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Hence, if the input signal is decomposed into a spec-
trum in terms of the compatible kernal*, the spectrum of
the output will also be in terms of the compatible kernal
and can be obtained by algebric operations on each of the
components of the input spectrum. Hopefully, in general-
izing the transform procedure to time varying systems, it
will be possible to determine a compatible kernal such that
the generalized transform is:




where? K (X,t) is the compatible kernal
X is the generalized frequency term, i.e. the para-
meter of the spectrum expansion.
Additionally, if equation (23) exists then it may be possi-








where.' K (X,t) is the inverse compatible kernal
C\ is an integration contour in the X-plane
* The compatible kernal need not be unique. For example,
either the Laplace or the Fourier kernals are compa-
tible for time invariant systems.
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Usually the inverse compatible kernal is the reciprocal of
the compatible kernal, but this need not always be true
[10],
Assuming that the compatible kernal has been determin-
ed for equation (23) , then the transform of the derivative
^b
Transform [^f£^"J = f ' (t) K (X,t) dt (25)
Cl















Since equation (19) and equation (23) represent only a
means of obtaining a spectral expansion in terms of the
selected kernal, it is necessary to return to the system
input/output relation to determine which function (s) to
use as compatible kernals. In order to simplify the deter-
mination of the compatible kernal, it is desirable to de-
fine a compatible system function. This definition is con-
sidered in the next section.
D. Compatible System Function . In this section the
steady state value of the compatible system function due to
L. A. Zadeh is considered. The approach used is due to
Johnson and Kilmer [l]. In the following, the terms sys-
tem function or compatible system function will mean the
steady state value of the Zadeh system function. The com-
29
patible system function is defined by?
H(X) = ^|||- ,X{Z}
x(t) = K
c
X (X,t) or K
c
(X,t) (1)
where; H(X) is the steady state response for the selected
characteristic function (compatible kernal)
K (X,t) is the inverse compatible kernal
K (X,t) is the compatible kernal.
The kernal input is a function of both the generalized fre-
quency, X, and time*. Since both the compatible kernal and
the inverse compatible kernal** are characteristic func-
tions, either may be used as the generating input for H(X)
.
However, the resulting H(X) will be different for each
case. In the following the inverse compatible kernal will
be used as the input. The significance of the compatible
system function is that it is not a function of time and
that several systems, having the same compatible kernal
,
may be combined by algebric means only.
In order to use the system function, it is necessary
to show that
:
y(X) = x(X) H(X) (2)
where; Y(X) is the X-transform of y(t)
X(X) is the X-transform of x(t)
y(t) and x(t) are related by the input/output
* Laplace kernal K (X,t) = exp(-st)




(p,t) y(t) = L
2
(p,t) x(t)
The relation of equation (2) can be proved as follows [l].
First write H(X) in terras of the superposition integral:
00
-1 ~ 1 f -1
H(X) = |_K
c




1 (X,T) dT (3)
— 00
where h(t,T) is the system response at time t to a unit




y(t) = h(t,T) x(T) dT (4)
— 00
Substituting the general inverse transform for x(t) into






x(X) K^a.t) dX} dT (5)
j c
x
where i C\ is the contour of integration in the X-domain.
If the transform exists, the integral in equation (5) may
be interchanged, yielding:
00
y(t) =2^- x(X)[J h(t,T) K^iX.T) dTj dT (6)
j c
x
Substituting equation (3) into equation (6) yields:




The proof is completed by applying the direct generalized
transform tc equation (7) yielding:
y(X) = X(X) H(X) (2)
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The system function is applied to determine compatible
kernals in the next section.
E. Compatible Kernals , In this section determination
of an inverse compatible kernal, K (X,t) from the given
input/output relation is considered. First the problem




a^t) py(t) + aQ (t) y(t) = L2 (p,t) x(t)
a
x
(t) ± 0; t*
Determine: a compatible kernal.
In this development [6] assume:
X(t) = K" 1 ^,^ (2)
Then, by definition of the compatible system function:
y(t) = H(X) K^ 1 (X,t) (3)




o (t)J H(X) K^
X (X,t) = L
2
(p,t) K^(X,t) (4)








(t)p K/(X,t) + La (t) "





-l rao (t) ^2 {Pft) "I
p K
c
(X,t) + La-^t) a^t) H(X)- K """(X^t) = (6)










L,(p,t) = b (t) (8)
It. is also possible for b (t) to be zero. The development
for this case is similar to the first two cases and will
not be considered. First consider the case where: L9 (p,t)
= bQ (t). Substituting bQ (t) for L2 (p,t) in equation (6)

















It is of interest to note in the special case where
b(t) = bt„ where b is a complex constant, the result is
similar to the integrating factor solution. Now, consider
the second case where %
L
2
(p,t) = b^tjp + bQ (t) (12)




(t) H(X) + b
x







Solving equation (13) (by integrating factor method)
yields
:








(t) H(X) - b
1
(t) ± ; t >. (15)
In the evaluation of equations (9) and (14) for K~ (X,t),
the selection of H(X) is not critical [6J, A convenient
selection is:
H(X) = j or H(X) = X (16)
The procedure of example 2-7 may be extended to higher
order systems [6] as follows:
Example 2-8:
Given:
L^pit) y(t) = L
2
(,t) x(t) (17)
Determine a compatible kernal.
As in example 2-7:
X(t) = K^ 1 (X,t)





(p,t)] K^ X (X,t) = (18)
The solution of equation (18) for K (X,t) is generally no
easier than the direct solution of the system differential
equation. Once the inverse compatible kernal has been de-
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termined from equation (18), the compatible kernal* is
generally given by?
When both the direct and inverse kernals have been deter-
mined, it is necessary to return to the generalized trans-
form pair and ensure that the integrals exist [6],
In addition to the difficulties of determinating com-
patible kernal and the existence problems associated with
the corresponding generalized transform pair, two signi-
ficant application problems arise. First, if the compa-
tible kernal is to be applied to systems, the kernal must
be generated either physically or on a computer. For
example, assume that the kernal is of the form:
K (X,t) = K exp[-X sin tj (20)
Such a kernal is not un-likely. But this kernal would be
hard to generate. The second problem is visualizing the
compatible kernal. Such a kernal as given in equation (20)
is difficult, if not impossible to visualize. Additional-
ly, even if a given compatible kernal could be generated
and visualized it will apply only to the small class of
* The result is obvious for the Laplace transforms. Equa-
tion (19) holds whenever K (X,t) is a solution of the
direct differential equation and K (X,t) is a solution
of the adjoint differential equation [lo].
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time varying systems for which it was developed. Even the
addition of one order (e.g. if L, (t) becomes third order)
will require a re-determination of the compatible kernal.
F. Incompatible System Function . The problem of ge-
nerating and visualizing a compatible kernal can be avoid-
ed if the system function is allowed to be a function of
time. In this case it becomes possible to select the ker-
nal so that the results have a more familiar interpreta-
tion. Specifically, either the Laplace or the Fourier
kernal can be selected. Either the Fourier selection:
H(jftVt) = :^r (1)
e J
or the Laplace selection:
H(s,t) = Z&- (2)
e
offers advantage because of the nature of simple exponen-
tial operations. The systems functions given in equa-
tion (1) and (2) are steady state expressions. The develop-
ment, by Johnson and Kilmer [l], is similar to that pre-
sented in section D for the compatible system function.




Let the input/output relation:
L
]










x(t) = eSt (3-b)
y(t) = H(s,t) est (3-c)
Substituting the assumed values of the input and output
into equation (3-a) yields;
a
1
(t)p H(s„t)est + a (t) H(s,t)s st = est (4)
After taking the derivative of the first term, dividing
both sides by exp(st) gives :
a^tjCp+s] H(s,t) + a (t) H(s,t) = 1 (5)




(t)p H(s,t) + Ca (t) + s a
1
(s,t)3 H(s,t) = 1 (6)
Equation (6) may be solved by the integrating factor method






























A comparison of equation (8) with the time invariant re-
sult is obtained if?
a (t) = A
o o




Substituting equation (9) and (10) into equation (8) and







a7 M(s? + 0*J - 1 J







After expanding and cancelling terms:
H(s,t) = eXpL"(A + s )tJA + A, S A + At S "^L V , VJ (12)
o 1 o 1 1 v '




> A A, 3 « 13 >
o 1
Equations (13) and (12) are equal only in the steady state
and only if the second term of equation (12) decays to zero
in the steady state.
G. Combination of Incompatible System Functions . If
H(s,t) is known for two systems, a natural problem is to
determine the system function of a combination of the two
systems.
Example 2-9'
For the cascade combination indicated in figure 2-3, deter-
mine the combined system function, H (s,t).
The solution of this problem, due to Zadeh [4], is as fol-
lows :
By the definition of the system sunction, H, (s,t)
C(t) = H
t










(il = rr<L cm
i
H2 ( Pl t)
<. . stem 1 1
A (p.-t)yii) - ^ a 0>, *; Xtt;
System 2t
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Figure 2-3' figure for Example 2-9
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From the figure 2-3, it is possible to write




Substituting equation (2) and (3) into equation (1) yields
c(t) = H
2
(p,t) [^(p^t) x(t)] (4)
Since:
st
x(t) = eou (5)









c(t) = eou H
2
(p+s) ^(s^t) (7)




(s,t) = eSt H
2







The result, equation (9) can now be used to define some
network functions.
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H. Basic Network Functions
. Several examples of net-
work functions are first developed following the approach
of Zadeh [4]. For a one port network with v(t) the voltage
across the port and i(t) the current into the port. The
input inpedance [4] is;
z(s t v H v(t)^ S ' r; i(t) i(t) = e





The system differential equation iss
^(p.t) y(t) = L
2
(p,t) i(t)
Substituting equation (1) into equation (3) yields
(2)
(3)
L, (p+s,t) Z{s,t) = L
2
(s,t) (4)




For a two port network, the gain transfer function can be
obtained in a similar manner [4]. For the network indica-









The network differential equation is:












§ = System one = *i»$W




For the voltages and currentsi
a
subscript 1 st input
A
subscript 2 —output
Figure 2-4i Figure for Example 2-10
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Substituting equation (6) into equation (7) yields:
L^p+s^t) G(s,t) = L
2
(s,t) (8)
For a given network, figure 2-4, the gain function, G(s,t)
or G(jto, t) can be determined in a manner similar to the
method used for time invariant systems provided the rela-
tion of equation 2-G-9 is observed.
Example 2-10
s
For the network of figure 2-4, where system S, is Z, (s,t)
and system S~ is Z 2 (s,t), determine G(s f t).




































(p+s # t)l_Z 1 (s,t)+Z 2 (s,t) J (11)
If S~ is assumed to be time invariant, as in the next
example, then?
r r1
G(s,t) = Z 2 (p+s) j_Z ]L (s,t)+Z 2 (s,t) J (12)
Example 2-11 s
Let;
Z 9 (s) = R be a fixed resistor
Z 1 ( s ^t) = L(t)s + L(t) be a time varying inductor.
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Determine the network differential equation starting from
the network gain function of equation (12)
.
Substituting the assumed impedances into equation (12)
yields
:
G(s,t) = R|_R + L(t)s + L(t) (13)
Substituting for G(s,t), the voltage ratio, yields:
RE
2
(s,t) = _R + L(t)s + L(t)J E
x
(s,t) (14)





(t) + L(t) ^ ei (t) + e^t) -^ L(t) (15)
= Re
1
(t) + J^ (L(t) e x (t)) (16)
e
2
(t) = e^t) +l^[L (t) e
1 (t)J (17)
Equation (17) is the expected differential equation for
the given system. Working backward, as in example 2-11,
provides a measure of confidence in the development of the
gain transfer function.
I. Conclusion . In contrast with the time invariant
system transform method, the transform method for time
varying systems is complicated by the fact that a single
kernal is not applicable to all time varying systems. If
the kernal is so chosen that the system function is not
dependent on time (compatible) , the kernal function and
transform will generally be difficult to generate.
Conversely, if the kernal is chosen for conceptual conven-
ience the resulting system function for interconnected
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blocks will not generally be algebric.
Additionally, the transform method assumes that all
component blocks have the same functional variation. This
assumption is generally too restrictive.
All of the above reasons restrict the general useful-
ness of the transform approach to time varying systems.
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3. STATE VARIABLE METHODS
A. Introduction . It is assumed that the basic meth-
ods of writing the state equations [18]:
x(t) = A(t) x(t) + B(t) u(t) (1)
y(t) = C(t) x(t) (2)
where: x(t) is the state vector
A(t) is the state matrix
B_(t) is the system input matrix
u(t) is the system input vector
y(t) is the system output vector
C(t) is the linear transformation matrix between
the state and output vectors,
are understood. The solution of equation (1) is given by:
x(t) = 0(t,tQ ) x(tQ ) +
t
0(t+f) B(T) u(T) dT (3)
t
o
where: _0(t,t ) is the state transition matrix for time t,
and initial time t .
o
The solution depends upon determining either an explicit or
tabular expression for the state transition matrix. In
this chapter several methods of determining or approximat-
ing the state transition matrix are considered.
B. Exponential Form of the State Transition Matrix .
The state variable approach for time varying systems is
similar to the approach used in time invariant systems with
two important exceptions. The exceptions are noted by
Zadeh and Desoer [7]. The following discussion is intended
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to relate these exceptions to the context of this thesis.
The first exception concerns the use of the exponential
form of the state transition matrix. The second exception
concerns the effect of an initial time other than zero on
the state transition matrix.
The first exception concerns the exponential expansion
for the state transition matrix;
0(t,tQ ) = exp|J A(T)dTj (1)
o









Equation (2) is the commutation requirement* on A(t) and
the integral of A(t) . The necessity for this requirement
can be seen from the defining equations;
x(t) = A(t) x(t) ; x(tQ ) = x . (3)
0(t,tQ ) = A(t) 0(t,tQ ) ; 0(to ,tQ ) = I (4)
* The state transition matrix can be expressed as an ex-
ponential function if and only if the integral commu-
tation requirement is satisfied [7]. For time invari-
ant linear systems the state matrix will always commute
with its integral.
47














0(t,tQ ) =1 + A(T)dT+ ^[J A(T)dT] + i[j A(T)dr] +--- (6)
c t t
o o o
The derivative of the exponential matrix, equation (6) , is
r--t .
_,t -2
dt j_0(t,to )J= A(t)+[J A(T)dT]A(t)+ -j, [J A(T)dT] +• • • (7)
d
dt 0(t,tQ )_ = exp
<t
A(T)dT] A(t) (8)
Now, if the exponential expansion, equation (6) is to be
valid, equation (8) and equation (5) must be equal. The
required equality will hold if and only if the commutation
on A(t) , equation (2), holds. If the commutation require-
ment holds, the A(t) may be extracted from equation (7) or
equation (8) as a pre-multiplication term. If this extrac-
tion is possible, then equation (8) and equation (5) are
equal.
The second exception is related to the group property


















) = 0(t 2 ,t 1 ) for all tr t2
(9)
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= t (initial time), and
t
3
= t (observation time), property (9) gives:
0(0,
t





0(t,tQ ) L^~1(0 ' to ) ^(°' fc )





If the system is time invariant, then:
0(t,tQ ) = 0(t-tQ )
i-l (10)
(ID
and the transition matrix is a linear function of the time
difference. Time varying systems do not generally have
this property. Specifically, consider a system for which
the commutation requirement on A(t) is satisfied. Then:










Unless B(t) is a linear function of the time difference,
the state transition matrix will not be a linear function
of the time difference.
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C. Determination of the State Transition Matrix
. if
the state matrix, A(t) , is in the phase variable form:





= [aQ (t), a x (t) ... a^t)]










It is possible to use the group property:





of the state transition matrix to establish a procedure for
determining the state transition matrix. The basis for the
procedure is the determination* of _<£(t,0). The first
column of 0(t,tQ ) is the response of the undriven system to
the set of initial conditions:
x (0) = [_i, o, ... (4)
This procedure is presented for the phase variable form,
but is not limited to this case only.
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The other columns may be determined by varying the state
having the unit initial condition. Consider the second
order system shown in the following example:
Example 3-1 :
x(t) = A(t) x(t) =
cos t sin t
x(t) (5)
The state matrix, A(t) , for this system* is periodic but
does not satisfy the commutation requirement. It is pos-
sible to determine the response of the system by a Runge-
Kutta technique for the two sets of unit initial state:
x(0) = (6)
x(0) = (7)
Some of the results of the calculation are given in table
I. The data from table I can now be used to define the
state transition matrix for a given observation time and
initial time. The example is now continued for the initial
condition:
x(t ) = x(l second) =
15
(8)
* It is of interest to note that this particular system
is not asymptotically stable in the large.
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TABLE I
Selected Values of the State Transition Matrix, 0(t,O)
,
for Example 3-1
Time 11 (t,O) 21 (t,O) 12 (t / O) * 22 (t.o)
0.0 1.0 0.0 0.0 1.0
0.4 1.0821 4.2140 4.2167 1.1642
0.8 1.3543 9.7151 9.8108 1.7037
1.0 1.5835 1.3325 1.3641 2.1478
1.4 2.2933 2.2599 2.4619 3.4261
1.8 3.4115 3.3224 4.1533 5.0447
2.0 4.1210 3.7474 5.2370 5.7621
2.4 5.6824 3.8386 7.6891 6.1941
2.8 6.9742 2.3369 9.8761 4.3092
3.0 7.3156 1.0331 1.0564 2.4917
Note: The values in this table are a result of a forth




and observation time of two seconds. First it is neces-
sary to write the state transition matrix at the initial
time.





Next, from table I, write the state transition matrix at
the observation time: t:
0(t,O) = 0(2,0) = 4.1210 5.2370
3.7474 5.7621
(10)
Using the group property of the state transition matrix,
the state transition matrix between the initial time and
the observation time may be written as the product of
equation (10) and the matrix inverse of equation (9)
.
0(t,tQ )= 0(t,O)0






With the desired state transition matrix known, the res-
ponse at the observation time is:











The preceeding procedure is useful when the response at a
fixed observation time is desired for a number of initial
conditions and initial times. Comparisons of the state
vectors, equations (12) and (13), indicates that the pro-
blem of computational accuracy must be considered.
Another method, of determining the state transition
matrix, is to assume that the state matrix, A(t) , is
constant over a small interval of time, T. The transition
property of the state transition matrix permits the follow-
ing expression for the state vector at the end of each
interval*
:
x[_(K+1)tJ = 0_(a{KT) ,TJ x(KT) (14)
Where: tf>(A(KT),T) represents the time invariant state
transition matrix during the interval.
* In developing the conditions for a series solution for
the state transition matrix, Hahn [lO] has used a simi-
lar approach. However, Hahn ' s presentation is orient-
ed toward proving the integral commutation requirement
on A(t) rather than toward obtaining a numerical ap-
proximation to the state response.
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Specifically, for the first interval
.0(T,O) = 0|_A(O),T = exp[_A(0)Tj (15)
where: A(0) is the approximate value of A(t) for the first
interval.
A(KT) is the approximate value of A(t) for:
KT ^ t £(K+1)T.
In evaluating equation (14) , several approximations of
A(KT) are possible. Two obvious approximations are to let
A(KT) equal the value of A(t) at the beginning of the in-
terval or to let A(KT) equal the average value of A(t)
during the interval. It is also possible to compute the
state transition matrix, _0[A(KT) ,t] , either as an exponen-
tial series for each interval or as the approximation:
0|_a(kt),tJ = 0LaQ(k-i)tJ,tJ|_x + tAa(kt)J (16)
AA(KT) = A(KT) - A (K-l)TJ (17)
Equation (16) results from neglecting the higher order
terms from the series expansion of:
exp [a(k-i)t]t + Aa(kt)tJ (18)
Equation (16) is valid only if the change in A(t) during
the time interval, T, is small.
It is of interest to note that it is not possible to
evaluate equation (18) as a product of two exponentials
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for all A((K-1)T) and A(KT) . In general [19]
[_A+B = exp A exp[_Bjexp A+ (19)
if and only if AB equals BA .
When the above procedure was applied to the system
of example 3-1, the results deviated from the results
given in example 3-1. In general it appears that the nu-
merical errors resulting from the increased number of ma-
trix multiplications required when the time interval, T,
is sufficiently small (for near constant A(t) over the
time interval) may limit the usefulness of this approach.
Further research is required in this area.
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4. REDUCTION TO TIME INVARIANT SYSTEMS
A. Introduction . Certain time varying systems are
equivalent to time invariant systems when the coordinate
basis of time invariant system is properly chosen[7l The
problem is to determine the proper coordinate basis for
the time invariant system and the linear transform from
the coordinate basis of the time varying system to the
coordinate basis of the time invariant system.
B. Linear Transformation Matrix . In the solution of
x(t) = A(t)x(t) (1)
x(t) is determined with respect to some fixed orthogonal
basis. If a new time invariant system
y(t) = Cy(t) (2)
is to be considered equivalent to equation (1) , then there
must exist a linear transformation matrix [7] such that
x(t) = £(t)y(t) (3)
Zadeh and Doeser [7] have discussed a transformation matrix
when the linear transformation matrix, £(t) , has the pro-
perties of a Lyapunov transform. For a matrix to be a
Lyapunov transform, the matrix must have the following pro-
perties [7] :
a. The matrix and its derivative are bounded on the
closed interval (t , infinity)
.
b. The magnitude of the determinate of the transform
must be greater than zero for all time greater than the
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initial time and less than time equal to infinity.
The state transition matrix for a system whose states are
bounded as time increases is an example of a Lyapunov
transform.
It is not required that the equivalent time invariant
system be unique. However, the set of Lyapunov transforms
for a given system do form a group [7], Hence the pro-
duct of any two transforms or the product of a transform
and a constant matrix will also be a Lyapunov transform of
the same set. This group property will be used later to
develop a relation between £(t) and the state transition
matrix for some systems. Before this subject is consider-
ed, it is desirable to indicate the procedure for deter-
mining Q_(t) .
Following Zadeh and Doeser [7], £(t) may be developed
from equations (1), (2), (3) as follows:
First differentiate equation (3)
x(t) = &(t)y(t) + Q(t)y(t) (4)
then substitute equation (1)
A(t)x(t) = fi(t)y(t) + Q(t)y(t) (5)
and equation (3)
A(t)fl(t)y(t) = i(t)y(t) + fl(t)y(t) (6)





The inverse of £(t) will always exist if Q(t) exists since
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the determinate of £(t) was required to be non zero (see
definition of Lyapunov transforms above)
. Now comparing
equations (7) and (2) gives:
C=£_1 (t) {/A(t)Q(t) - Q(t)} (8)
The constant matrix C may be varied to generate a set of
equivalent time invariant systems. The matrix C may gener-
ally be selected for convenience of solution. For an ar-
bitrary system, a suitable C matrix may not exist. How-
ever, if the state matrix, A(t) , is periodic a C may always
be found [7]. Hence, all periodic time varying systems
are equivalent to some time invariant system. If it is
possible to determine a £(t) for the special case where
the C matrix is the zero matrix, then the time varying sys-
tem will be asymptotically stable in the large (ASIL)[7]*.
C. Relations Between Q(t) and the State Transition
Matrix . The state transition matrix and its derivative
0(t,tQ ) = A(t)0(t,to ) (1)
are continuous if A(t) is continuous and the states have
been chosen such that the state must be physically con-
tinuous (i.e. voltage across capacitors). The magnitude
of the determinate of the state transition matrix is given by [7]
t
det 0(t,tQ )| = | exp { tr A(T)dT\\ (2)
t,
-o
* The state vector will approach zero as time approaches
infinity.
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where t tr A(t) = trace of A(t) = Sum of diagonal elements
of A(t).
Hence the second condition for a Lyapunov transform
I
det .0(t,t )| > constant matrix > 0_ (3)
can be determined from A(t) . Thus the state transition
matrix, if it is continuous and satisfies equation (3), is
a Lyapunov transform. Using the group property of the Lya-
punov transform it is possible to write:
0(t,tQ ) = £(t) K = K^flCt) for all tQ (4)
for well behaved state transition matrices and some con-
stant matrix K or K-, .
If the state vector x(t) for the system described by
x(t) = A(t)x(t) (5)
approaches zero as time approaches infinity for all sets
of initial conditions, then the system is asymptotically
stable in the large (ASIL) . Two necessary and sufficient
conditions for ASIL [7] on the norm* of the state transi-
tion matrix are:







)|| =0 for all t (7)
||0(t,t
o
)|| = norm of 0(t,tQ ) =
T (t,tQ ) 0(t,tQ ) in this
Thesis.
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By comparing equations (6) and (7) with equation (4), the
ASIL conditions may be re-stated as:
||fi(t) || £ constant matrix for all t ^ t (8)
K ^ finite constant matrix (9)
and
lim
llQ(t) || = for all t (10)
Hence, the ASIL property of a time varying system can be
determined from the bahavior of the norm of the linear
transform to an equivalent time invariant system provided
that the time invariant system has bounded states for all
time greater than the initial time.
The limitation of this approach is that the determination
of £(t) from
£ = S
_1 (t)[A(t)Q(t) - Q(t)] (8)
is in general no easier than the direct determination of
the state transition matrix. This same problem was en-
countered in the general transform approach where it was
noted that the determination of the transform solution is
generally as difficult as the direct solution of the dif-
ferential equation.
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5. LINEAR FEEDBACK SYSTEMS
A„ Introduction . In the previous chapters, methods
of solving time varying systems were discussed. Other
major areas of concern are stability, compensation, phase
margin, and gain margin. In Chapters 2 and 3 it was seen
that the solution of time varying systems is of orders of
magnitude more difficult than the solution of a correspon-
ding time invariant system, and that frequency domain
methods do not generally simplify the solution. In this
chapter, the emphasis is on linear time varying feedback
systems and in particular the stability of such systems.
In the later sections of the chapter, a special system is
considered where the time variation is limited to the feed-
back loop.
B. Stability in the Large and Initial Conditions .
Since the systems under consideration have been limited to
linear time varying systems*, stability in the large for
all sets of initial conditions can be established by con-
sidering the response of **
x(t) = A(t)x(t) (1)
y(t) = Cx(t) (2)
* In which all states can be reached from the initial
state for any initial state [7].
** See Chapter 3.
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to a set of independent initial conditions equal to the
order, n, of the system. The stability being established





or stability in the large (SIL) for which
lim |x(t) ^ finite constant (4)
Theorem 5-1: A linear time varying system will be stable
in the large if and only is the system state vector, x(t)
,






Theorem 5-2: A linear time varying system will be asympto-
tically stable in the large if and only if the system
state vector, x(t), goes to zero for large time for each








*** Norm x(t) = ||x(t) = xT (t)x(t)
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These theorems will be established by first showing that
the behavior of the norm is determined by the behavior of
the state transition matrix. When this relation has been
established, the theorem follows by showing that the col-
umns of the state transition matrix are determined by the
corresponding initial condition. That is, the i column
of the state transition matrix is determined by the
•HTi
initial condition where the initial value of the i state
is unity and the initial values of all other states are
zero.
The first part of the proof is established by expand-
ing the norm of the state vector. Since:
x(t) = 0(t,tQ )x(to ) (5)
the state vector norm may be re-written as:







Since the initial state vector, x(t ), has been assumed
finite, the stability conditions of equations (3) and (4)
may be re-written as
:
lim||0(t,t ) II = (7)
for ASIL and
lim||0(t,t ) || ^ finite constant matrix (8)
for SIL.
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The second part of the proof may be established by
observing the correspondence between the state vector for
each of the initial conditions and the columns of the
state transition matrix. Since:
x(t) =
11 (t,tQ ) ln (t'V
(t,tQ ) (t,t )nn v o
x(tQ )
(9)
the state vector for the initial condition where the ini-
tial value of the i state is unity and the initial values










Equation (10) is just the i column of the state transi-
tion matrix. Now, using the notation: x.(t,t ) to denote
-D 1 V O
the response, x(t), when the i state has the initial
value, (at initial time, t ) of unity and all other states
have the initial value of zero, the state transition matrix
may be written as
:
$ (t,tQ ) = [x-^t,^), x2 (t,tQ ) xn (t,tQ )] (11)


























x (t, t )x n (t, t )nolo "n^'W^V
If each of the responses, x.(t,t ), is bounded, the
matrix of equation (12) must also be bounded. Hence the
system is stable in the large Additionally, since the
diagonal terms are sums of squares, the matrix will not go
to zero* unless the responses, x.(t,t ), all go to zero.
Thus asymptotic stability in the large depends upon each of
the n-responses going to zero.
Since the response to the finite set of initial condi-
tions described above can be determined by a computer pro-
* Asymptotic stability is slightly misleading when applied
to time varying systems since the state transition
matrix need not go to zero exponentially.
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cedure, the stability of a given system can be determined.
Combining this result with the similar result given in
chapter 3 for determining the state transition matrix; it
is possible to specify both the response and stability of
a given system from the same computer analysis. The limit-
ation of this method is that no provision has been made
for any system compensation specification.
C. Time Varying Feedback . In this section the sys-
tem with time variation restricted to the feedback loop is
defined* (figure 5-1). This configuration is then discuss-
ed in more detail in the following sections. The time
varying feedback is assumed to be either:
a. a pure linear gain,
b. a pure linear phase shift,
c. a combination of linear phase shift and linear
gain.
The focus of the discussion will be on the effect of the
values of the feedback component on system stability and
system response when the input is zero. Results given are
based on either a fourth order Runge-Kutta solution of the
state equations or a state transition matrix difference
equation solution. The details of the solution methods
are given in Appendix I.
* The configuration of figure 5-1 has received consider-












is the system input
is the error function
is a fixed parameter plant
is the system output
is a linear time varying gain
is the numerator polynominal of G(s)
is the denominator polynominal of G(s)
Figure 5-1 » Example of a Simple Time Varying Feedback
System
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D. Nyquist Plot .** Since the plant is assumed fixed,
it is possible to obtain a Nyquist diagram for the given
G(s) . Such a diagram is shown in Figure 5-2. The stand-
ard procedure for determining the Nyquist diagram are
given in a number of texts [13,14], In this section, con-
sideration of the Nyquist diagram is limited to showing
the effect of a fixed pure gain and a fixed pure phase
shift on the Nyquist path. Specifically a fixed phase
shift will rotate the path while a fixed positive gain
will change the magnitude of the path.
In the case of a fixed gain, A , the resulting loop
gain is A G(jw). Now;
A G(jCO) = A ReG(jW) +A Im G(jCO) A 7^0
o J o ° °
(1)
Since both the real and imaginary parts of G(jw) are mul-
tiplied by the same positive number, the resulting path is
an enlargement of the original path.
In the case of a fixed phase shift, 6, the result is
seen by writing G(joo) in the polar form as:
G(jOJ) =
I
G(jOJ) | LG(jUi) (2)
Now, with the shift, the new path, G-^jW) is:
G
1
(jC0) = | G(jCO) | C ^G(jCO) + 9} (3)
** Polar plot of G(jw)
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Figure 5-2 i Example of a Nyqulst Diagram
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For combinations of fixed gain increase and a fixed
phase shift, the Nyquist path is both enlarged and rotated.
E. Circle Criteria for Pure Gain Feedback
. The
maximum and minimum values of the feedback gain for which
the system is stable are determined by using the Nyquist
diagram to study the stability of a time invariant system
with a fixed gain feedback. Specifically, the Nyquist
criteria states [ill:
If G(s)* has a number of poles, p, in the half plane,
Re(s) 2; o, then the system is stable if and only if the
Nyquist path of G(jto) makes p counterclockwise encircle-
ments of the critical point equal to -1/A, where A is the
fixed feedback gain.
If the feedback gain, A, is allowed to assume a series of
fixed values, a minimum stable gain, OL, and a maximum
stable gain,^ , can be determined. The allowable fixed
gain reciprocals define a section of the negative Re(jO))
axis between j3 and a.
* Note: G(s) is for the forward plant only. The feed-
back gain enters the criteria by shifting the critical
point from minus one to the reciprocal of the negative
of the feedback gain [ll]. This version of the Nyquist
criteria is more convenient for the presentation to fol-
low.
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This line* is shown on figure 5-2.
The circle criteria generalizes the Nyquist criteria
to time varying systems**. The g-plane, with the critic-
al circle indicated, is shown on figure 5-3. With a sig-
nificant difference, the circle criteria merely replaces
the critical point of the Nyquist criteria with a critical
disc. The significant difference is that the criterion no
longer is both a necessary and sufficient condition for
stability. The circle criteria gives a sufficient condi-
tion for stability. The circle criteria has been discuss-
ed in several recent papers by Brockett [11,12,15],
If the feedback gain functions; a(t); is known, the
circle criteria reduces to the Nyquist criteria point as
the magnitude of the time variation becomes smaller.
In the circle criteria nothing has been stated about
the shape or frequency components of the feedback gain.
Since the criteria is sufficient for asymptotic stability,
any functional form is allowed provided the maximum and
minimum values are between the indicated limits.
In establishing necessary conditions for stability, it is
necessary to consider only functions whose maximum and/or
* For some systems it is possible that the line of
stable fixed gains may be broken. In this thesis it
is assumed that the line is continuous.
** The circle criteria is not limited to linear systems,
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Im G( ju) )
Re Ci( ju>)
p o =
fl( is the minimum value of
feedback
P is the maximum value of
feedback
figure 5- 3'« Critical Disc bhown on g-Plane
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minimum values exceed the limits determined by the circle
criteria. Compensation may be added to ensure stability,
but the concept of phase and gain margins [13,14] depends
on the specific shape of a(t).
F. Instability Criteria for Pure Gain Feedback . In
view of the limitation of the circle criteria to a suffi-
cient condition for stability, Brockett [ll], has develop-
ed some sufficient conditions for instability (based on
the circle criteria) for the system of figure 5-1.
Brockett [ll] first develops a proof of the circle crite-
ria using Lyapunov functions and then applies the circle
criteria to various magnitudes of the feedback gain. For
example, if G(s) of figure 5-1 is:
G(s) =
" S + X
(1)
s + 2s + 1
Then, the resulting stability/instability regions, for
various magnitudes of the feedback gain; a(t), are shown
in figure 5-4. The regions have the following signifi-
cance :
a. The system is unstable provided the minimum
value, 0L„ and the maximum value, j3, of the feed-
back gain, a(t), are in region one.







3^3 - 9J3 + 8 + 4(0-2)^0+1'
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3^ - 9j3 + 8 - 4(j3-2)^/j3+T
d. The system is ASIL provided both a and j3 are
restricted to region four.
The limits of the various regions were determined by apply-
ing the circle criteria to the given G(s) and magnitudes
of a(t). That the conditions are not necessary is shown
in figures 5-5 and 5-6.
In figure 5-5, the solid line is for:
a(t) = 1. + cos (0.15t) (4)
and the dotted line is for:
a(t) = 1. (5)
In figure 5-6, the response is compared for:
a(t) = 1. +4. cos (15t) (6)
and:
a(t) = 1. (7)
It is of interest to note that the response when the time
variation is of high frequency (compared to the bandpass
of G(s) of about four radians per second) the response is
grouped around the response for a constant a(t) gain of
one.
G. Dual Mode Stability . In the previous sections
the current stability criteria were reviewed for the sys-
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Solid llnei response for a(t) =1
xi response for a(t) = 1 t k Cos(l5t)
Figure 5-6» Comparative Response for a(t) = 1 + 4 Cos(l5t)
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tem of figure 5-1. As was noted above, it is always pos-
sible to provide system compensation to ensure stability
for most given G(s) plants and known magnitude limits of
the feedback gain, a(t). However, the phase and gain mar-
gins depend not only on the magnitude of the feedback gain
but also on the shape of the feedback gain. In this sec-
tion the effect of the shape of a(t) on stability will be
considered. The basis of the discussion is that the state
transition matrix has two stability modes: an unstable
mode and a stable mode. In the system of figure 5-1, the
mode of the state transition matrix is controlled by the
magnitude of the feedback gain, a(t). It is convenient to
define an instantaneous stability mode as follows:
Definition 5-1: The instantaneous stability mode of
the state transition matrix is the stability of a corre-
sponding time invariant system with a fixed gain equal to
the instantaneous value of a(t).
It is conjectured that a comparison of the instantaneous
stability modes, to determine whether the set of instanta-
neous stable modes or the set of instantaneous unstable
modes predominate, will provide an estimate of system sta-
bility margins.
The significance of the definition is illustrated in
the following example.
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+ 2s + 1
u(t) =
Since the selected G(s) is asymptotically stable in the
large^, the system will be ASIL for a(t) =0. The stabi-
lity limits of the system with fixed gain feedback, A,
are determined by the characteristic equation:
1 + A G(s) = (1)
where s A — fixed feedback gain
The feedback gain, a(t), and stability limits for this ex-
ample are shown in figure 5-7. For the given G(s), a
fixed system will be asymptotically stable in the large
for gains between minus one and plus two. Hence, the sys-
tem of this example will be instantaneous unstable during
the period when a(t) equals three and instantaneous stable
during the period when a(t) equals zero. Clearly, for any
finite switching time, T, the instantaneous stable mode
will predominate and the system will be asymptotically
stable in the large.
It is of interest to carry the illustration a step
further by considering gains of the form:
a(t) = A sin Uit (2)
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-1 Min. stable fixed feedback
Figure 5-7' Figure for Example 5-1
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In equation (2), the average value of a(t) is zero, hence;
the fixed stability limits remain the same as in figure
5-7. The plant is a low pass filter. The magnitude of
G(jto) is shown in figure 5-8. The first set of responses,
figure 5-9, a frequency was selected within the bandpass
of G(s) . When the magnitude, A, is less than one, the sys-
tem is always instantaneous stable. When the value of the
magnitude, A, is greater than one, the system is instanta-
neous unstable during some periods. The instability is
indicated in figure 5-9 by the loops in the response. For:
a(t) =3 sin t ; CO = 1 (3)
the response is bounded, figure 5-10, but does not go to
zero. The effect of the modulation product, a(t)y(t),
appears in figure 5-10 as a modulation of the steady state
oscillations. When the magnitude; A; in equation (2) is
greater than three for a radian frequency of one, the
instantaneous unstable modes predominate and the overall
response is unstable.
Finally, if the frequency; to ; is chosen outside the
bandpass of G(jco), the instantaneous unstable mode has less
affect on the system response. Figure 5-11 shows the
response near the origin for:
a(t) =2 sin lOt (4)
It is conjectured that, for the system of figure 5-1,
a more exact criteria for system stability can be obtained
in terms of the instantaneous stability modes and the fixed
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Figure 5-11 1 Phase Plane Response for
a(t) = 2 Sln(lOt)
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plant's bandpass then can be obtained by the circle crite-
ria. Some results supporting this conjecture are given in
the next section.
H. Dual Mode Stability Results . In this section some
stability results for the system of figure 5-1 are present-
ed in terms of the instantaneous stability modes and the
bandpass for the fixed plant, G(s) . The basic G(s) select-
ed is :
G(s) =
" S + 1
(1)
s + 2s + 1
This G(s) is asymptotically stable in the large when the
feedback gain, a(t), is zero. The feedback gain used to
obtain the following results is assumed to have an average
value of zero. If the average value of a(t) is not zero,
it is assumed that the average value of a(t) can be incor-
porated into the fixed plant giving, as a new fixed plant:
<¥> = i ; HH c(s) (2)
where G, (s) is asymptotically stable in the large.
The criteria on the instantaneous stable modes is a
simple time ratio. Specifically:
Total time instantaneous unstable , -..
u Total time instantaneous stable
The method of determining the criteria, S , is to calcu-
late the stability limits for the fixed plant (stability
limits for equation (1) are given in figure 5-7) . When
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the fixed plant stability, limits are known, the feedback
gain; a(t); is plotted and the total time a(t) is outside
the fixed plant limits is measured to obtain the total
time the system is instantaneous unstable. The total time
the system is instantaneous stable is determined by measur-
ing the time a(t) is within the fixed plant stability
limits. To simplify calculations, only periodic feedback
gains were utilized.
To obtain the results shown in figure 5-12, feedback
gains of the forms
a(t) = A sin wt (4)
or
a(t) = A cos 0)t (5)
are used. In terms of the stability ratio; S ; the re-i
' u
sponse to the gains of equation (4) and equation (5) , re-
sulted in three consistent regions. For values of S in3 u
region I the response was asymptotically stable. For
values of S in region III the response was asymptotically
unstable. Regions I and III are divided by a region
(region II) of uncertainty. It is suspected that, with
additional computer runs, the width of region II could be
narrowed. It is significant that the stability regions do
not depend on the constant phase component of a(t), but do
depend on the frequency component of a(t).
A simple interpretation of the above result is that
during the instantaneous unstable mode the norm of the
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Figure 5-1 2 1 Dual ivlode Stability Regions
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taneous stable mode the norm of the state vector is moving
toward zero. Hence, the stability criteria, S , measures
u
the relative change in the norm of the state vector. Since
G(s) is a low pass filter, it is reasonable that the norm
of the state vector requires a finite time to change (as
does the voltage across a capacitor) . Hence, for high
frequencies, the change in the norm of the state vector
occurring during the instantaneous unstable mode becomes
smaller, and the stable value of S becomes larger.
u 3
If the stability criteria; S ; held only for feedback
of a single frequency, the regions of figure 5-12 would be
of little use. To test more general types of feedback
gain, the stable regions were obtained for:
a(t) = A (sin t + cos t) (6)
and:
a(t) + A, sin t + A
2
sin 1.5t (7)
and a triangular gain of period two. In each case the
stability regions were the same as shown in figure 5-12*.
For feedback gains; a(t); where the average value of
a(t) was not zero, the avergae value of a(t) was incorpo-
* In the case of several frequency components, S , was
determined for the overall waveform and plotted for the
lowest frequency component. This is one of the reasons
for the width of region II.
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rated into the fixed plant (equation 2) and new stability-
bounds determined. Provided that the resulting fixed plant
is asymptotically stable, the same stability regions, fi-
gure 5-12, apply.
I. Conclusion . For a sepcific system it is possible
to determine the system response and stability using di-
gital solutions of the system state equations. However,
this approach does not provide a clear indication of the
limits of stability. Attempts to study the limits of sta-
bility using frequency techniques (circle criteria) result
only in sufficient conditions and provide little informa-
tion on margins of stability. In an attempt to study the
margins of stability, it was conjectured a stability cri-
teria (for some systems) could be obtained in terms of
dual modes of response (stable and unstable) . Results for
a simple criteria indicate that a dual mode approach may




One of the traditional methods of solving time invar-
iant system equations is to transform the equations into
either Laplace or Fourier algebric equations. Application
of these standard transforms to time varying system equa-
tions normally results in a convolution integral equation
instead of an algebric equation. However, it is possible
to generalize the transform process to give algebric equa-
tions for specific systems.
Additionally, it is possible to define time varying system
functions in terms of the Laplace and Fourier variables.
These time varying system functions may be used to deter-
mine the response of certain systems. However, the gener-
al usefulness of the transform approach to time varying
is limited by?
a. The limitation of compatible kernals to systems
similar to the system for which the kernal for
derived,
b. The difficulty of generating a compatible kernal,
c. The fact that if the kernal is chosen for con-
ceptual convenience, the resulting system func-
tion for interconnected blocks will not generally
be algebric.
The state variable method for solving time invariant
systems can be extended to time varying systems. However,
the solution of the state equations is more difficult since
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an exponential series expansion for the state transition
matrix is not always possible. Despite the additional pro-
blemsof determining the state transition matrix, state var-
iable methods are more useful and direct than the transform
methods. Additional research is needed in the methods of
determining the state transition matrix.
Certain time varying systems, i.e. periodic, are equi-
valent to some time invariant systems. If the equivalent
time invariant system can be determined, the system re-
sponse and stability can be obtained with standard time
invariant techniques. Since an equivalent time invariant
system exists for each periodic time varying system, the
analysis of these systems would be simplified if convenient
methods could be found for obtaining the required linear
transformation matrix.
The special case of linear time varying feedback sys-
tems, where the time variation is only in the feedback
loop, requires the establishment of stability criteria
which are more than sufficient. The present sufficient
conditions for stability preclude the specification of gain
and phase margins. One approach that may be of use in re-
fining the sufficient conditions for stability, is to con-
sider the system as a dual mode system. In one mode the
system response is stable. In the other mode the system
response is unstable. Then the system is either stable or
unstable depending upon which mode predominates. The pro-
blem with this approach is the selection of suitable cri-
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teria for determining which mode predominates. In this
thesis a simple time ratio criteria was adopted. Applica-
tion of this criteria to a specific system has shown that
a refinement of the sufficient conditions for stability was
possible. Further research is desirable to determine if
the selected criteria can be applied to arbitrary systems.
If a simple dual mode stability criteria, S (to) , can be
obtained for arbitrary systems, then compensation based on
phase margins and gain margins becomes possible.
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Solution of State Equations
.
The solution of the system, shown in figure A-l, is
obtainable by either a Runge-Kutta or a difference equa-
tion method. The Runge-Kutta sub-routine unsed provides
the state Equation using a fourth order approximation. In
the difference equation solution, advantage is taken of
the fact that the open loop plant is fixed. For the fixed
plant an exponential series expansion is always possible
for the state transition matrix. The feedback signal is
treated as an input to the open loop plant, G(s). The
block diagram illustrating the difference equation solu-
tion is shown in figure A-2.
There is a difference in the numerical results of the
two solutions. The difference results from three effects:
a. Approximation errors in the Runge-Kutta solution
[17],
b. Approximation errors in the difference equation
solution. In the difference equation solution,
the errors are mainly in the subroutine that pro-
vides the state transition matrix and the input
transition matrix (Gamma)
.
c. The fact that the difference equation solution
uses a single time interval for each step while
the Runge-Kutta solution approximates the trans-
ition by a series of polynominal interpolations
[17].
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Wheret ult) is the system input
c(t) is the error function
G(s) is a fixed parameter plant
y(t) is the system output
a(t) is the linear time varying gain
Q(s) is the numerator polynominal of G(s)
P(s) is the denominator polynominal of G(s)
Figure A-H Example of a Simple Time Varying Feedback
System
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The effect of these differences is difficult to specify.
However, the results can be compared for a specific exam-
ple. Figure A-3 shows the difference in the two solutions






a(t) = 1 (2)
The significance of the result, figure A-3, is the exist-
ence of a difference between the solutions whenever the
state vector is changing rapidly.
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Figure A-2 1 Difference Equation Solution
Input (scalar) ' Output (scalar)
For the system of figure A-li




Q(s) = %^ s"% .4 j, s +g #
PCs) =r S\ • + fiS + ft
(The explanation of the terms on this figure Is
continued on the next page)
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Lett Q (i) = . a (-l)ya]+ t/(i)
Then the difference equations are»
(a scalar)
x[(Kt.)Tj = 4>H W* (*T > + rfTjer/cr;
toherei
K(fc £XP[6T]
r(r) r / **pf4*-&r]§ u(r) dr
—
•
Notei T^J and | ( 7"/ were obtained
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