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Using the soft collinear effective field theory approach, we derive the factorization theorem for the
quasi-transverse momentum dependent (quasi-TMD) operator. We check the factorization theorem
at one-loop and derive corresponding coefficient function and anomalous dimensions. The factorized
expression is build of the physical TMD distribution, and a non-perturbative lattice related factor.
We demonstrate that lattice-related functions cancel in appropriately constructed ratios. These
ratios could be used to explore various properties of TMD distributions, the main of which is the
non-perturbative evolution kernel. A discussion of such ratios and the related continuum properties
of TMDs is presented.
I. INTRODUCTION
Over the last years continuous progress in theory and
phenomenology of a transverse momentum dependent
(TMD) factorization theorem made it a valuable tool for
analysis and prediction of many observables (for a re-
view see [1]). It has been demonstrated that the TMD
factorization approach accurately describes the data in
a broad range of energies and a wide spectrum of pro-
cesses [2–6]. Conceptually, the TMD factorization [7, 8]
is different from the collinear factorization and gives rise
to a number of specific novel effects. In this article, we
apply TMD factorization for a certain class of operators
suitable for evaluation by QCD lattice methods.
A nucleon has eight leading twist TMD distributions,
each of which depends on an transverse variable and mo-
mentum fraction x, to that end, the purely experimental
determination of all of TMD distributions is a highly non-
trivial task. Therein, the prospects for obtaining comple-
mentary information from QCD lattice simulations look
extremely promising, in particular, due to the possibility
of measuring correlators directly in the coordinate space.
In fact, the TMD factorization theorem we discuss and
TMD distributions are naturally formulated in the coor-
dinate space, despite the fact that their interpretation is
usually given in the momentum space. From experimen-
tal data one can extract coordinate space information
only via a Fourier transformation, resulting in a signifi-
cant systematic error and model-bias. A good example
for the encountered problems is the TMD evolution ker-
nel D(b) (also known as Collins-Soper(CS) kernel [9]).
To extract the CS kernel from data one has to combine
data from many experiments performed at varying en-
ergies. The current global pool of data gives access to
energies from 1 to 150GeV [5]. However, the precision
of the most part of the data is quite limited and their
interpretation depends non-trivially on D. The later is
known up to α3s-order in perturbation theory [10], but is
poorly constraint beyond perturbative values of b. Even
the shape of D(b) is questionable (compare f.i. extrac-
tions in [5] and [6]). This problem can be resolved, or at
least, reduced by lattice simulations.
Suggestions for lattice studies of TMD observables
were made long ago [11, 12]. At that time, however, some
crucial assumptions were rather conjectural. Recently,
such efforts were promoted to a higher level [13–15] with
the formulation of appropriate factorization theorems. In
all cases, one considers an equal-time analog of a TMD
operator, which turns into an ordinary TMD operator
after the boost. In this paper, we present a different
analysis of the same operator within the TMD factoriza-
tion approach, based on the qT -dependent soft-collinear
effective field theory (SCET II). We demonstrate that the
TMD hadron tensor is more closely related to the sug-
gested lattice observables than the TMD distributions
making the use of TMD factorization approach advanta-
geous. Using the TMD hadron tensor we present a con-
struction which stresses the analogy between lattice ob-
servables and physical quantities used in the description
of ordinary processes like the Drell-Yan process, utilizing
the same terminology. Although the route of derivation
of the factorized expression differs from [14, 15] we arrive
at an equivalent result. Checking the factorized expres-
sion at one-loop level, we found that the perturbative
parts are in complete agreement with [14].
Convergence of the derived factorized expression is bad
due terms divergent at small-x. Such a problem is quite
common for factorization theorems for lattice observ-
ables. For example, the quasi-parton distribution func-
tions (PDF) [16, 17] also suffer from this problem, as is
discussed, e.g., in ref.[18]. In the TMD case, the small-x
divergent terms are more troublesome because they are
enhanced by TMD evolution effect. This is unavoidable,
since the hard scale in lattices problems is the parton mo-
mentum ∼ xP leading to strong factorization breaking at
small x.
The paper is split into three sections. In sec.II we de-
fine matrix elements suitable for lattice simulations and
derive the factorized expression using SCET II. In sec.III
we check factorization at one-loop level and derive the
corresponding coefficient function at next-to-leading or-
der (NLO). Finally, in sec.IV we discuss some proper-
ties of the ratios of matrix elements which have simpler
properties and thus could serve to determin TMD distri-
butions with less effort. We emphasis in particular the
advantages of ratios at small-longitudinal separation.
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2II. FACTORIZATION THEOREM
A. Definition of the lattice observable.
The considered lattice observable reads
W
[Γ]
f←h(b; `, L; v, P, S) =
1
2
〈P, S|q¯(b+ `v)Γ (1)
×[b+ `v, b+ Lv][b+ Lv,Lv][Lv, 0]q(0)|P, S〉,
where |P, S〉 is a single-hadron state with momentum P
and spin S, and Γ is a Dirac matrix. The hadron species
and the flavor of the quark field are specified by labels h
and f . [x, y] is the straight gauge link between points x
and y,
[x, y] = P exp
(
ig
∫ 1
0
dt(x− y)µAµ(y + t(x− y))
)
.(2)
The same object has been considered in [13–15, 19, 20].
Often, the matrix element (1) is called a quasi-TMD
distribution in analogy to the quasi-parton distribution
functions [16]. However, as we demonstrate in the next
section, the structure of (1) does not remind a TMD dis-
tribution but rather a TMD hadronic tensor, such as
the hadronic tensor for the Drell-Yan process or Semi-
inclusive deep inelastic scattering (SIDIS). For that rea-
son, we avoid the term quasi-TMD distribution, and de-
note (1) by the letter W .
The space-time orientation of different quantities in W
is given in fig.1. The lattice operator must be an equal
time operator and thus the vectors vµ and bµ do not have
time-components. Consequently, b2 < 0 and v2 < 0. The
vectors Pµ and vµ defines an analog of the scattering
plane. The transverse vector bµ is orthogonal to them,
(v · b) = 0, (b · P ) = 0. (3)
The vector bµ defined by (3) is restricted to a line, due to
absence of time-components (except a special case when
vectors vµ, Pµ and the time-direction lie in a plane). The
situation is different for the physical kinematics where the
scattering plane is formed by two time-like vectors and
thus the vector bµ is restricted to a plane.
B. Factorization limit.
The clear separation of collinear and soft field-modes
within the hadron is a prerequisite for any TMD factor-
ization theorem. It can be achieved by considering a fast
moving hadron, for which anti-collinear components of
field momenta are suppressed in comparison to collinear
ones. To quantify this condition we write the momentum
of a hadron as
Pµ = P+n¯µ +
M2
2P+
nµ, (4)
where M is the mass of the hadron, n and n¯ are light-like
vectors n2 = n¯2 = 0 (see also fig.1), normalized according
P
n¯n
v
b
`
L
FIG. 1. Illustration for the definition of the matrix element
W (b; `, L; v, P ) (1). Dashed lines denotes the Wilson links,
and black dots denotes the quark fields. Top and bottom
illustrations correspond to side and top views relative to the
gauge link plane.
to (n·n¯) = 1. Here, we use the standard notation of light-
cone components of a vector aµ:
aµ = n¯µa+ + nµa− + aµT . (5)
So, the factorization limit requires
P−
P+
=
M2
2(P+)2
∼ λ2  1. (6)
with λ being the generic small parameter of SCET. In
this regime the hadron momentum is almost light-like.
We also assume that the staple-shaped gauge links con-
tour (1) is much longer than broad
b, ` L. (7)
Under this assumption, the effects caused by the interac-
tion with the transverse gauge link [b+ Lv, Lv] are sup-
pressed as b/L and `/L, and thus can be neglected. We
then introduce a scalar field, H(x), with the Lagrangian
LHH = H†(iv ·D)H +O
(
L−1
)
, (8)
and approximate the gauge-links [x, x + Lv] by the H
propagator. In eq.(8), Dµ is the QCD covariant deriva-
tive. The field H differs from a usual scalar heavy quark
field [21] only by the fact that v2 < 0.
In the notation (8), the similarity of the matrix element
(1) with the ordinary hadron tensor for TMD factoriza-
tion becomes transparent. We rewrite (1) as
Wij(b; `, L; v, P ) = (9)∑
X
〈P, S|J†i (v`+ b)|X〉〈X|Jj(0)|P, S〉+O
(
L−1
)
,
where W [Γ] = 12Tr(WΓ) and Ji is the heavy-to-light cur-
rent
Ji(x) = H
†(x)qi(x). (10)
3(vP ) > 0
P
v
−∞n¯ −∞n
(vP ) < 0
P
v
−∞n¯
+∞n
FIG. 2. Illustration for Wilson lines structure for operators
Ji (13) and J i (15) in the plane (P, v). Red (solid and dashed)
color indicates the collinear fields, blue (dot-dashed) – anti-
collinear fields and black (double-dot-dashed) – soft fields.
The structure of the first term in (9) resembles the struc-
ture of the hadron tensor for TMD cross-sections, with
the main difference that there is only a single hadron.
The second hadron is replaced by the “instant” field H.
C. Field modes factorization and SCET current.
The analogy with the TMD hadron tensor (9) allows us
to recapitulate the main points of the TMD factorization
and apply it to the lattice case. To derive the factorized
expression, we use the soft-collinear effective field theory
with finite qT (SCET II) approach, similarly to ref.[8].
In SCET II, one distinguishes collinear, anti-collinear
and soft fields. At the leading term approximation, the
fast-moving hadron is a composition of collinear fields
(ξ for quarks and Ac,µ for gluons). Their momentum
components are of the structure
∂µξ ∼ {1, λ2, λ}ξ, ∂µAc ∼ {1, λ2, λ}Ac, (11)
where the curly brackets contain light-cone components.
The separation of transverse and collinear modes requires
a clear hierarchy between corresponding momentum com-
ponents. In the present case, the typical transverse mo-
menta in diagrams are ∼ b−1. And, therefore, we have
an additional constraint
1
|b|P+ ∼ λ. (12)
A priory it is not evident how to count the field H
in terms of λ since a Wilson line does not carry a mo-
mentum. However, the situation becomes clear if one
boosts the system such that P− → 0. Then the Wilson
line H is turned towards the light-cone direction n. In
the boosted frame, the v+-component of vµ can be ig-
nored and the field H can be approximately considered
as an anti-collinear Wilson line. Therefore, the fields H
and collinear fields have no direct interaction but only
through soft exchanges.
Using these counting rules we write the leading power
SCET operator that corresponds to the current Ji (10)
JSCETi (x) = CH(v · pˆ)(H†Wn¯)Y †n¯Yn(W †nξi)(x). (13)
In this expression the collinear Wilson line
Wn(x) = P exp
(
ig
∫ 0
−∞
dσn ·Ac(x+ nσ)
)
, (14)
contains all gluons radiated by the collinear quark field.
The anti-collinear Wilson line Wn¯ contains the gluons
radiated by the H-field and is given by a similar expres-
sion with n → n¯. The Wilson lines Y are the result of
the decoupling transformation [22]. They have analogous
expression to (14) but build with soft gluon fields.
The coefficient CH is the matching coefficient between
SCET and QCD operators. It depends on the momen-
tum of field ξ (in position space pˆ is an operator), and
is independent on the quark flavor. At the leading order
CH = 1.
Expression (13) applies for (vP ) > 0. If (vP ) < 0 the
gluon fields are summed with the opposite sign (in com-
parison to (13)) and thus they form Wilson lines pointing
to +∞n. So, for the case (vP ) < 0 the SCET operator
reads
J
SCET
i (x) = CH(v · pˆ)(H†Wn¯)Y †n¯Y n(W
†
nξi)(x), (15)
where
Wn(x) = P exp
(
ig
∫ 0
+∞
dσn ·Ac(x+ nσ)
)
, (16)
and similarly for Y . Alternatively, the directions of Wil-
son lines could be recovered by noting that in the P− → 0
boosted frame, Wilson lines H point to the past (future)
if (vP ) > 0 ((vP ) < 0). The visual representation of
operator J and J is shown in fig.2.
Combining (13) and (15) we write matching expression
for the QCD current (10)
Ji(x) =
{
JSCETi (x) +O(λ), (vP ) > 0,
J
SCET
i (x) +O(λ), (vP ) < 0.
(17)
Note, that different spinor components of ξi have differ-
ent power counting. The large (small) components can
be projected out by the matrix γ−γ+/2 (γ+γ−/2).
D. Factorized expression.
Substituting the effective currents (17) into the expres-
sion (1) we obtain (here for (vP ) > 0)
4W
[Γ]
f←h(b; `, L; v, P, S) = (18)∣∣∣CH(pˆ · v)∣∣∣2〈P, S|(ξ¯Wn(b+ `v)Γ
2
W †nξ(0)
)(
H†Wn¯(0)W
†
n¯H(b+ `v)
) Tr
Nc
[
Y †nYn¯(b+ `v)Y
†
n¯Yn(0)
]
|P, S〉.
Here, we have performed a Fiertz transformation to recouple color indices, and have dropped color-covariant structures.
The collinear, anti-collinear and soft fields operate on different Hilbert spaces, such that the total Hilbert space can be
written as a direct product of three distinct Hilbert spaces [23, 24]. Doing so one has to correct for overlap in the field
definitions in the soft region. The overlap contribution can be removed by the so-called zero-bin subtraction factor
[25]. Additionally the fields can be Taylor-expanded in the slow (in comparison to other components) directions,
which are determined by the counting rules (11). After these operations we obtain the following result
W
[Γ]
f←h(b; `, L; v, P, S) =
∣∣∣CH(pˆ · v)∣∣∣2Φ˜[Γ′]f←h(b, lv−;P, S)Ψ˜(b, lv+; v)S(b)Z.b. +O (λ) , (19)
where
Γ′ =
1
4
γ+γ−Γγ−γ+. (20)
The functions are
Φ˜
[Γ]
f←h(b, x
−;P, S) = 〈P, S|q¯(x−n+ b)[x−n+ b,−∞n+ b]Γ
2
[−∞n, 0]q(0)|P, S〉, (21)
Ψ˜(b, x+; v) = 〈0|H†(0)[0,−∞n¯][−∞n¯+ b, x+n¯+ b]H(x+n¯+ b)|0〉, (22)
S(b) =
Tr
Nc
〈0|[b,−n∞+ b][−n∞, 0][0,−n¯∞][−n¯∞+ b, b]|0〉, (23)
where we use the QCD fields since within its own Hilbert
space each sector of SCET is equivalent to QCD. The
zero-bin factor (denoted as Z.b.) removes the contribu-
tion from the overlap of soft and collinear modes. It is
not known explicitly except for certain regularizations,
f.i. in the δ-regularization [8] where it is equivalent to
the TMD soft factor.
The function Φ˜ is (a Fourier transform of) an unsub-
tracted TMD distribution. The function Ψ˜ has an anal-
ogous structure. The only difference is that it measures
a TMD distribution of a field H. For that reason we call
it an (unsubtracted) instant-jet TMD distribution. The
function S is the TMD soft factor. The expression (19)
applies for (vP ) > 0 and thus, Φ˜ and S correspond to
Drell-Yan kinematics. If (vP ) < 0 the Wilson line along
n point to +∞n, and Φ˜ and S correspond to SIDIS kine-
matics (and the coefficient function is replaced by CH).
E. Recombination of rapidity divergences.
Unsubtracted TMD distributions have rapidity diver-
gences that appear due to the presence of infinite light-
like Wilson lines separated in the transverse plane. Ra-
pidity divergences are associated with the directions of
Wilson lines. In the current case, there are two light-
cone directions, and thus we introduce two regularization
parameters δ+ and δ−. These parameters regularize ra-
pidity divergences associated with the directions n and n¯,
correspondingly. In the product of all functions in (19)
rapidity divergences cancel, and therefore, the last step of
the factorization approach is to recombine rapidity diver-
gences, and to introduce physical (aka finite) TMD dis-
tributions. In this procedure we follow ref.[26]. In what
follows, we use δ-regularization for rapidity divergences,
but the same procedure can be performed for different
kinds of regulators. The final result is independent of
the regularization used.
In the expression (19) the rapidity divergences are
present according to the following pattern (in this sec-
tion we omit all arguments of function, except the ones
related to rapidity divergences)
W = |CH |2Φ˜(δ+) S(δ
+, δ−)
Z.b.(δ+, δ−)
Ψ˜(δ−). (24)
In ref.[26] it has been shown that rapidity divergences
are structurally equivalent to ultraviolet divergences, and
therefore, can be absorbed into a divergent factor R. In-
troducing rapidity renormalization factors into (24) we
obtain
W = |CH |2Φ˜(ν+)S−10 (ν2)Ψ˜(ν−), (25)
where ν± are the scales of rapidity-divergence renormal-
ization, and
Φ˜(ν+) = Φ˜(δ+)R
(
δ+
ν+
)
, Ψ˜(ν−) = R
(
δ−
ν−
)
Ψ˜(δ−),
S−10 (ν
2) = R−1
(
δ+
ν+
)
S(δ+, δ−)
Z.b(δ+, δ−)
R−1
(
δ−
ν−
)
.
5The function S0 depends on ν
2 = 2ν+ν− due to Lorenz
invariance. This expression is independent on ν± by def-
inition, and each function here is finite. The dependence
on ν± is given by renormalization group equation
ν+
dΦ˜(ν+)
dν+
=
D
2
Φ˜(ν+), (26)
where D is the rapidity anomalous dimension [26], or CS-
kernel [9]:
D = 1
2
d lnR
d ln ν+
. (27)
The equation for Ψ˜ is analogous.
Introducing the boost-invariant variables
ζ = 2(p+)2
ν−
ν+
, ζ¯ = 2µ˜2(v−)2
ν+
ν−
, (28)
where p+ ∼ P+(to be fixed later) and µ˜ is a scale with
the dimension of mass. The parameter ζ is the standard
rapidity evolution parameter [7, 8, 26]. The parameter
ζ¯ is the analogous parameter for Ψ. Let us emphasize
that the scale of rapidity divergences is associated with
the collinear component of a momentum. However, as
already discussed, no momentum is associated with the
field H. The only momentum scale present in Ψ is the
factorization scale. Therefore, µ˜ ∼ µ. In sec.III, we
confirm the validity of this choice of parameters by a
one-loop calculation. The dependence of the function
Φ˜(ζ, ν2) on ζ follows from (26) and reads
ζ
dΦ˜(ζ, ν2)
dζ
= −DΦ˜(ζ, ν2). (29)
The function Ψ depends on ζ¯ in the same way.
Generally, the function S0(ν
2, b) is a process-
dependent and (at large-b) non-perturbative function. To
get rid of it, we note that the variable ν2 decouples from
the evolution, and thus the function S0 can be absorbed
into the definition of a TMD distribution without mea-
surable effects. In fact, the physical definition of TMD
distribution already includes such factors (see discussion
in [7, 26]). They are build from the remnants of TMD
soft factors. So, a physical TMD distribution, such as
the one used to describe Drell-Yan or SIDIS processes, is
defined together with an appropriate STMD0 as
Φ(ζ) =
Φ˜(ζ, ν2)√
STMD0 (ν
2)
. (30)
It is independent on ν2 [26]. To formulate the factoriza-
tion in terms of physical TMD distributions, we use the
definition (30) and compensate the extra factor
√
STMD0
by an appropriate redefinition of the instant-jet TMD
distribution:
Ψ(ζ¯) =
√
STMD0 (ν
2)Ψ˜(ζ¯, ν2)
S0(ν2)
. (31)
Note, that in a suitably defined regularization scheme
(f.i. δ-regularization [8]), the zero-bin subtraction factor
Z.b = S2(b), and thus STMD0 = S0. However, generally,
these factors could be different in the non-perturbative
regime.
F. Final form of the factorized expression.
The final form of the factorizated expression reads
W
[Γ]
f←h(b; `, L; v, P, S;µ) = (32)∣∣∣CH ( pˆ · v
µ
) ∣∣∣2Φ[Γ′]f←h(b, lv−;µ, ζ;P, S)Ψ(b, lv+;µ, ζ¯; v)
+O
(
P−
P+
,
1
|b|P+ ,
b
L
,
`
L
)
.
Here, we restored all arguments of functions including
the scale µ.
There are two points in the equation (32) to be clari-
fied. The first point is the dependence of Ψ on the vari-
able `. The variable ` appears in Ψ accompanied by
the light-like vector n¯, and thus can enter the function
only in a scalar product with some other vector in the
problem. This can only be the vector v, and thus the
dependence on ` can appear only as (v+v−`ΛQCD) or as
(v+v−`/L) in the presence of a regularization parameter
L (compare to the function Φ where the vector ` enters
via (`v−P+)). However, in the factorization limit both
of these combinations are negligible. Thus, we conclude
that the dependence on ` is marginal,
Ψ(b, lv+;µ, ζ¯; v) = Ψ(b;µ, ζ¯) +O
(
`
L
, `ΛQCD
)
. (33)
This statement is also clear from the perspective of a
boosted frame: boosting P−/P+ →∞ one automatically
gets v+/v− → 0. So, the dependence on ` is negligible,
unless ` is very large.
The second point concerns the definition of operator
pˆ = −i∂`, acting on the function Φ. To rewrite it in an
explicit form we recall the definition of TMD distribu-
tions as functions of the momentum fraction
Φ
[Γ]
f←h(x, b;µ, ζ) = (34)∫
dy−
2pi
e−ixy
−P+Φ
[Γ]
f←h(b, y
−;µ, ζ;P, S).
In this representation, the positive and negative values
of x are related to quark and anti-quark distributions
Φ
[Γ]
f←h(x, b;µ, ζ) = (35)
θ(x)Φ
[Γ]
f←h(x, b;µ, ζ)− (−1)rθ(−x)Φ[Γ]f¯←h(|x|, b;µ, ζ),
where r depends on Γ and the Lorentz structure of the
TMD. For example, Γ = γ+, r = 0(1) for unpolarized
(spin-flip) TMDs.
6Using these facts we rewrite (32) as
W
[Γ]
f←h(b; `, L; v, P, S;µ) = (36)
1
Pv
∫
dxeix`Pv
∣∣∣CH ( |x|Pv
µ
) ∣∣∣2Φ[Γ′]f←h(x, b;µ, ζ)Ψ(b;µ, ζ¯)
+O
(
P−
P+
,
1
|b|P+ ,
b
L
,
`
L
, `ΛQCD
)
,
where Pv = v
−P+. This is probably the most practi-
cal form of the factorization theorem, and we will use it
later. The factorization statement is independent on the
Dirac structure, which is standard for the TMD factor-
ization approach. Therefore, using this expression one
can describe polarized and unpolarized processes equally
well.
It is important to emphasize that the size of power cor-
rections in (36) significantly depends on x. In fact, the
typical momentum scale entering factorized expressions
is pˆ ∼ xP rather then just P . Therefore, the more reli-
able estimation of the power corrections is O(P−/x2P+).
This is a typical size of power corrections to factor-
ization theorems for lattice observables, see e.g. the
case of quasi-PDF power correction which are of order
O(Λ2/x2(pv)2) as is shown in ref.[18]. Such a large power
correction can undermine the applicability of the whole
approach as we show later.
III. NLO EXPRESSIONS
In this section we present the computation of elements
of the factorization theorem at one loop. The calcula-
tion confirms the correctness of the construction. The
calculation presented here is done in the δ-regularization
scheme [8, 27], that allows us to reuse results of earlier
calculations made in [27, 28]. Our results coincide with
those of [13], where they were reached in a different man-
ner.
A. Hard matching coefficient
To evaluate the matching coefficient of QCD current
(10) to SCET current (13) one needs to compute and
compare both sides of equations (17). At the same time,
one should demonstrate cancellation of collinear and soft
divergences. We use δ-regularization for collinear and
soft divergences and dimensional regularization (d = 4−
2) for ultraviolet divergences ( > 0).
In the δ-regularization scheme [8, 27] the zero-bin sub-
traction factor coincides with the soft factor squared
Z.b|δ−reg. = S2(b). (37)
Therefore, the matching relation at NLO turns into
C
[1]
H J
[0]
QCD = J
[1]
QCD − Φ[1] − Φ[0]Ψ[1] + Φ[0]S[1], (38)
where we omit arguments for simplicity, and use the
shorthand notation for coefficients of perturbative se-
ries X = X [0] + αsX
[1] + ... . We have also used that
Ψ[0] = S[0] = 1. There are four diagrams that contribute
to (38), presented in fig.3. It is not the full set of diagrams
contributing to each term of (38), but the contributions
from the other diagrams (these are various self-energy
diagrams) exactly cancel in the sum.
In δ-regularization the diagram JQCD reads
J
[1]
QCD =
∫
ddk
(2pi)d
−ig2CF ( 6k+ 6p) 6vun¯
[(p+ k)2 + i∆][k2 + i0][(kv) + i∆v]
,
where ∆ and ∆v are parameters of δ-regularization (∆ >
∆v > 0). Evaluating this diagram in the limit ∆, ∆v → 0
and p+  p− we obtain
J
[1]
QCD = un¯
αs
2pi
CF e
−ipi
{
(39)
−(−(pv)− i0)(i∆)−(i∆v)−Γ2()Γ(1− )
−(−v2)(2i∆v)−2Γ(2)Γ(−) + (i∆)− Γ()
(1 + )
+(−v2)(−2(pv)− i0)−2Γ(−1 + 2)Γ(2− )

}
+ ... ,
where the dots stand for power suppressed contributions
∼ ∆. The i0-terms are important for proper analytic
continuation between the cases (pv) > 0 and (pv) < 0. It
reads (−(pv) − i0) = |pv|ei(arg(pv)−pi). The first term in
brackets represents the soft divergence, whereas the sec-
ond and the third terms are collinear and anti-collinear
divergences. Note, that  > 0 throughout and thus fac-
tors ∆− are divergent at ∆→ 0.
Evaluating analogously the rest of the diagrams (note,
that the results for Φ[1] and S[1] in δ-regularization can
be found in refs.[8, 27] and [8, 28], correspondingly) we
JQCD
p
v Φ
p n
Ψ
n¯
v S
n¯ n
FIG. 3. Diagrams to be compute for evaluation of the hard
matching coefficient. Solid (dashed) lines represent the quark
field (Wilson line). In the case (vP ) > 0 (< 0) the Wilson
lines along n point to −∞ (+∞).
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Φ[1] = un¯
αs
2pi
CF e
−ipi
{
(i∆)−
Γ()
(1− )
−(∓(pn))(i∆)−(iδ+)−Γ2()Γ(1− )
}
, (40)
Ψ[1] =
αs
2pi
CF e
−ipi
{
− (−v2)(2i∆v)−2Γ(2)Γ(−)
−(−(vn¯))(2i∆v)−(iδ−)−Γ2()Γ(1− )
}
,(41)
S[1] = −αs
2pi
CF e
−ipi(±2δ+δ−)−Γ2()Γ(1− ), (42)
where the upper sign corresponds to the geometrical con-
figuration with (vP ) > 0 and the lower sign corresponds
to configuration with (vP ) < 0. The regularized prop-
agators reproduce soft propagators in the soft regime,
therefore, the parameters ∆ and ∆v are related to δ
±
according to
δ− =
∆
2p+
, δ+ =
∆v
±v− . (43)
The sign of v− is the same as the sign of (pv), and thus
δ+ > 0. Substituting these expression into (38) we ob-
serve that each divergent sector cancels exactly (i.e. at
all orders of -expansion). Clearly, it is important to keep
the proper direction of Wilson lines in mind, which leads
to different signs of (vP ) resulting in these cancellations.
Altogether, this confirms the derived factorization theo-
rem at NLO.
The hard-matching coefficient is
CH(pv) = 1 + CF
αs
2pi
ei(pi−2arg(pv)) (44)
×(2|pv|)−2Γ(−1 + 2)Γ(2− )

+O(α2s).
Performing renormalization in the MS-scheme we obtain∣∣∣CH (vp
µ
) ∣∣∣2 = 1 + (45)
CF
αs
4pi
(
−L2 + 2L− 4 + pi
2
6
)
+O(αs),
where L = ln((2|pv|)2/µ2). Importantly, the coefficient
function is the same for (pv) > 0 and (pv) < 0 at this per-
turbative order. Nonetheless, the continuation between
these regions is non-trivial, and for higher orders the coef-
ficient functions could be different. The expression (45)
coincides with the one derived for the hard coefficient
function in ref.[13, 14], where the calculation has been
done differently.
We have also performed the same computation with
a finite-length H-Wilson line, as in (1). At L → ∞
the results coincide with (39-42) after the replacement
∆nn → L−nΓ(1 + n). The cancellation of divergences
also takes place, although the matching relation between
δ+ and L depends on  and does not hold at higher orders
of perturbation theory.
B. Anomalous dimensions
The functions Φ and Ψ are TMD distributions and
obey the double scales evolution
d ln Φ[Γ](b, x−;µ, ζ;P, S)
d lnµ2
=
γF (µ, ζ)
2
, (46)
d ln Φ[Γ](b, x−;µ, ζ;P, S)
d ln ζ
= −D(b, µ), (47)
and
d ln Ψ[Γ](b, x+;µ, ζ; v)
d lnµ2
=
γΨ(µ, ζ)
2
, (48)
d ln Ψ[Γ](b, x+;µ, ζ; v)
d ln ζ
= −D(b, µ), (49)
where γF and γΨ are ultraviolet anomalous dimensions,
and D is the rapidity anomalous dimension. The inte-
grability condition for these equations gives the Collins-
Soper equation
dγF (µ, ζ)
d ln ζ
=
dγΨ(µ, ζ)
d ln ζ
=−dD(b, µ)
d lnµ
=−Γcusp(µ),(50)
where Γcusp is the cusp anomalous dimension for light-
like Wilson lines. The solution for ultraviolet anomalous
dimensions is
γF (µ, ζ) = Γcusp(µ) ln
(
µ2
ζ
)
− γV (µ), (51)
γΨ(µ, ζ) = Γcusp(µ) ln
(
µ2
ζ
)
− γΨ(µ). (52)
The anomalous dimension γV is known up to α
3
s-order,
and at LO γV = −6CFαs/(4pi). The anomalous dimen-
sion γΨ is the finite part of the heavy-to-light anomalous
dimension. Since the vertex diagram (41) contributes
only to the double logarithm structure, the finite part of
the anomalous dimension is twice the anomalous dimen-
sion of a heavy quark field [29]
γΨ(µ) = 8CF
αs
4pi
+O(α2s). (53)
All components of the current Ji are renormalized by
a single renormalization factor, J ren.i = ZJJi, and thus
the matrix element W is renormalized by
W [Γ]ren. = Z
2
JW
[Γ]. (54)
The corresponding anomalous dimension
µ2
dW [Γ
′]
dµ2
= γJW
[Γ′], (55)
is evaluated in [30] at NNLO (for v2 > 0) and reads
γJ = −3CF αs
4pi
+O(α2s). (56)
Note, that anomalous dimensions γJ and γΨ are known in
the literature related to heavy quarks physics (i.e. with
8v2 > 0) and agree with those presented here at LO. How-
ever, they could disagree at higher perturbative orders
due to v2 < 0 kinematics.
The renormalization group requires
d ln |CH(pv/µ)|2
d lnµ2
+
γV (µ, ζ) + γΨ(µ, ζ¯)
2
= γJ(µ).
Substituting LO anomalous dimensions and the NLO co-
efficient function (45), we check that this relation is sat-
isfied if the ζ-parameters are related by
ζζ¯ = (2pˆ+v−)2µ2. (57)
This fixes the relative freedom in the definition of boost-
invariant variables ζ and ζ¯. It also confirms our obser-
vation that in the absence of momentum the rapidity
divergence in Ψ are weighted by the factorization scale µ
(28).
IV. RATIOS OF LATTICE OBSERVABLES
The factorized expression (36) has a generic form of
a TMD factorization theorem, and, therefore, it incor-
porates three non-perturbative functions. These are the
TMD distribution Φ, the instant-jet TMD distribution
Ψ, and the rapidity anomalous dimension D. The later
is not explicitly presented in the formula, but enters via
the scaling properties of distributions (46-49). To deter-
mine these functions one needs to measure W in a large
range of parameters P and `. However, even in this case
the function Ψ, which depends on ` only weakly (33),
would be totally correlated with D.
There are two principal ways to by-pass this problem.
The first approach is to obtain the values of Ψ in an in-
dependent calculation. This could be done in the pertur-
bation theory (at small values of b) [14], or performing a
separate lattice calculation, such as the one suggested re-
cently in ref.[31]. The second approach is to consider ra-
tios of lattice observables, such that undesired factors (in
particular the function Ψ) cancel. This approach looks
more promising because the measurements of ratios is
simpler on the lattice. In addition to the cancellation of
Ψ one would also profit from the cancellation of various
other multiplicative factors such as lattice renormaliza-
tion constants, and a corresponding reduction of system-
atic uncertainties for the lattice results.
In this section, we consider ratios of the form
R =
W
[Γ1]
f1←h1(b; `, L; v, P1, S1;µ)
W
[Γ2]
f2←h2(b; `, L; v, P2, S2;µ)
. (58)
In such ratios the contribution of Ψ cancels, as well as
a common µ-dependence. Various properties of these ra-
tios have been considered in [12, 13, 20, 32, 33]. In the
subsequent sections, we discuss particularly interesting
combinations of parameters in R, that were not yet men-
tioned in the literature. These combinations allow to
check the validity of the factorization theorem, and esti-
mate the joined systematic uncertainties of the approach
and the lattice computation. Additionally, we consider
the case ` = 0. The ` = 0 case is particularly simple to
simulate on the lattice and has been done in refs.[32, 33].
We show that it grants access to the non-perturbative
rapidity dimension.
For brevity of the formulas in this section we denote
only those arguments of W that are different, assuming
that all the other arguments in the ratio (58) are the
same. Also, we universally denote all power corrections
by
O(λ) = O
(
P−
x2P+
,
1
|b|P+ ,
b
L
,
`
L
, `ΛQCD
)
. (59)
A. Sign-flip
The most elementary test of the factorization theorem
(36) is the measurement of the famous sign-flip of P-odd
TMD distributions between the Drell-Yan and SIDIS pro-
cesses [34]. SIDIS and Drell-Yan kinematics are distin-
guished by the sign of (vP ). Therefore, the sign-flip can
be tested by turning v → −v.
For example, considering Γ = γ+. We have two
Lorentz structures
W [γ
+] = W1 + i
µν
T bµsνW
⊥
1T , (60)
where µνT = 
+−µν . These structures can be indepen-
dently extracted from a lattice simulation [32], and are
proportional to unpolarized f1 and Sivers f
⊥
1T TMD dis-
tributions. The Sivers distribution is P-odd and it sign
depends on the direction of the Wilson lines, in contrast
to unpolarized distributions. Therefore, the following ra-
tios should hold
W1(−v)
W1(v)
= 1 +O(α2s, λ), (61)
W⊥1T (−v)
W⊥1T (v)
= −1 +O(α2s, λ).
These relations are trivial at NLO due to the indepen-
dence of coefficient |CH |2 of the sign of (vP ). However,
they could be violated by higher perturbative terms, if
there are non-trivial effects of analytical continuation in
(vP ).
Similar measurements have been performed in [32, 33],
where the ratios W⊥1T /W1 (and similar for Γ = iσ
+µγ5)
has been studied at different values of b and P and for
different signs of v. Perfect agreement with (61) has been
demonstrated.
B. Power suppressed terms
A great feature of lattice QCD is the possibility to
measure objects unaccessible in an experiment directly.
9In particular, one can compare measurements of different
Lorentz structures and check the counting of the TMD
factorization theorem in a completely controlled environ-
ment. The Dirac-structures of higher TMD twist must be
suppressed due to dominance of the collinear components
in the hadron. We have
W
[Γ1]
f←h
W
[Γ2]
f←h
= O(λ), (62)
where Γ′1 = 0 and Γ
′
2 = Γ2 with Γ
′ defined in (20).
Despite the apparent triviality of this statement its
measurement is very important for estimation of an sys-
tematic uncertainties. In a sense, it directly measures
the size of power corrections to the factorization theo-
rem (36). This is a very valuable information, because
the accessible hadron momenta in state-of-the-art lattice
simulations are at most a few GeV.
C. Non-perturbative rapidity anomalous dimension
The most exciting property of the ratios R is their
exclusive sensitivity to the rapidity anomalous dimen-
sion, which was also pointed out in refs.[13, 15, 20]. The
properly constructed ratio is almost independent of non-
perturbative functions except the rapidity anomalous di-
mension. To extract D one needs the ratio of W ’s at
different momenta
RP1/P2 =
W
[Γ]
f←h(P1)
W
[Γ]
f←h(P2)
. (63)
Using (36) we get
RP1/P2 =
P+2
P+1
∫
dx1e
ix1`v
−P+1
∣∣∣CH (x1v−P+1
µ
) ∣∣∣2Φ[Γ′]f←h(x1, b;µ, ζ1)∫
dx2e
ix2`v
−P+2
∣∣∣CH (x2v−P+2
µ
) ∣∣∣2Φ[Γ′]f←h(x2, b;µ, ζ2) +O(λ), (64)
where ζ1 = c0(2|x1v−|P+1 )2, ζ2 = c0(2|x2v−|P+2 )2 with c0 being a constant. Note, that the scale µ is taken to be the
same in numerator and denominator in order to cancel the functions Ψ. Evolving both functions along ζ to the same
point ζ0, and partially canceling evolution factors we get
RP1/P2 =
(
P+2
P+1
)2D(b,µ)+1 ∫ dx1eix1`v−P+1 ∣∣∣CH ( |x1v−|P+1
µ
) ∣∣∣2Φ[Γ′]f←h(x1, b;µ, ζ0)|x1|−2D(b,µ)∫
dx2e
ix2`v
−P+2
∣∣∣CH ( |x2v−|P+2
µ
) ∣∣∣2Φ[Γ′]f←h(x2, b;µ, ζ0)|x2|−2D(b,µ) +O(λ). (65)
A similar ratio is considered in details in ref.[20], where
it is suggested to calculate the Fourier transform of de-
nominator and numerator. Such a method has bright
prospects, but is noticeably more demanding on the lat-
tice side than the one discussed below. The main dif-
ficulty comes from the non-cancellation of lattice renor-
malization factors that, therefore, have to be computed
separately. An additional, but not smaller, problem
comes from the Fourier transformation in `, which has
to be deduced from the few measurable points with
` L,Λ−1QCD. Together, these problems could result in a
large systematic uncertainty.
To avoid these difficulties we suggest to consider the
case ` = 0. Roughly speaking the plain ` = 0 case corre-
sponds to the ratio of the first Mellin moments of TMD
distributions. The higher moments can be accessed by
taking derivative with respect to `. Let us denote
R(n) =
(
P+2
P+1
)n−2 ∂n−1` W [Γ]f←h(P1)
∂n−1` W
[Γ]
f←h(P2)
∣∣∣∣∣
`=0
, (66)
where the prefactor is chosen such that at b → 0 the
ratios become unity R(n) → 1. These ratios give direct
access to the rapidity anomalous dimension, since
R(n) =
(
P+2
P+1
)2D(b,µ)
r(n) +O(λ), (67)
where r(n) = 1 + O(αs). The NLO contribution to r(n)
is obtained using (45)
r(n) = 1 + 4CF
αs(µ)
4pi
ln
(
P+1
P+2
)[
(68)
1− ln
(
4P+1 P
+
2 |v−|2)
µ2
)
− 2M(n),Γln |x| (b, µ)
]
+O(α2s),
where
M
(n),Γ
f(x) (b, µ) = (69)∫
dxf(x) · |x|−2D(b,µ)+n−1Φ[Γ]f←h(x, b;µ, ζ0)∫
dx|x|−2D(b,µ)+n−1Φ[Γ]f←h(x, b;µ, ζ0)
.
It is straightforward to check that this expression is inde-
pendent on µ and ζ0. Therefore, it can be further simpli-
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FIG. 4. Functions M
(n),Γ
ln |x| at different values of b and n. The
computation is done for unpolarized TMD PDF (non-singlet
combination u−d) and D extracted in ref.[5], at µ = 3.2GeV.
The integral over x has been cut at |x| > x0, the thickness of
the line demonstrates the resulting uncertainty, as obtained
by the variation x−4±10 . The case n = 1 is divergent and not
presented.
fied by using the optimal definition of a TMD distribution
[35]. Setting ζ0 = ζµ(b) such that Φ
[Γ]
f←h(x, b;µ, ζµ(b)) =
Φ
[Γ]
f←h(x, b) is independent on µ, we obtain
M
(n),Γ
f(x) (b, µ) =
∫
dxf(x)|x|−2D(b,µ)+n−1Φ[Γ]f←h(x, b)∫
dx|x|−2D(b,µ)+n−1Φ[Γ]f←h(x, b)
,
where Φ[Γ](x, b) (without scale) is the optimal TMD dis-
tribution. The later is convenient for phenomenologi-
cal extractions [3–5, 35, 36]. Let us mention, that the
NNLO expression for r(n) can be derived using only the
NLO anomalous dimensions and the finite part of |CH |2
at NLO. Thus, it could be possibly reconstructed from
already existed calculations.
The case n = 1 is the most simple to measure on the
lattice. However, the integrals over x in M(1) have un-
clear convergence properties. They could be divergent at
x → 0 and the presence and the strength of a x → 0
divergence should depend on the Lorenz structure, flavor
combination and value of b. There are two sources of
such a divergence: the factor |x|−2D that is singular for
D > 0, and the TMD PDF itself.
The rapidity anomalous dimension D is greater then
zero for b & 2e−γE/µ. Its asymptotic behavior is
unknown, although typically it is expected to be a
monotonously growing function. The value of D also in-
creases with the increase of µ. The uncertainty of the
large-b behavior of modern extractions of D are quite
drastical [5, 6, 36]. Nonetheless, all recent extractions
agree that D > 1/2 for b & 3−4GeV−1 (here µ ∼ 2GeV).
Therefore, in this range the factor |x|−2D is singular.
The behavior of TMD PDFs of different kinds at small
values of x has been studied in [37, 38]. It has been
shown (in the large-Nc approximation) that TMD PDF
0 1 2 3 4 5
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0.7
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1.1
FIG. 5. Comparison of the functions R(2) evaluated with
two different phenomenological models for rapidity anomalous
dimension: “SV19” and “Pavia19” that are considered in [5]
and [6], correspondingly. The uncertainty band is obtained by
variation of model parameters within their uncertainty range.
behave as xα, where α < −1 for the unpolarized structure
Γ = γ+, −1 < α < 0 for the helicity structure Γ = γ+γ5,
and α > 0 for the transversity structure Γ = σ+µ. In
each case only the leading distribution has been consid-
ered (i.e. f1,g1L and h1). One can expect weaker singu-
larity with a similar general hierarchy for other distribu-
tions (i.e. f⊥1T , g1T , etc). Also the non-singlet combina-
tions have weaker small-x behavior (see e.g.[37]). From
that we can conclude that the best convergence of the
perturbative series is obtained for the flavor non-singlet
transversity Dirac structure. In contrast the unpolarized
case is expected to havethe worst convergence properties.
Using values from [5], we have tested that M
(0),unpol.
ln |x| is
divergent already at b & 0.5GeV−1.
The higher-n cases present a perfect environment for
extraction of the non-perturbative rapidity anomalous di-
mension. As is shown in fig.4 the functions M converge
even in the unpolarized case for a wide range of values b.
Moreover, M is weakly dependent on b, and this depen-
dence can be considered negligible in comparison to that
of other parts of formula (68).
In fig.5 we show the function R(1) for typical lattice
momenta P+1 = 2.5GeV and P
+
2 = 2GeV (and |v−| =
1/
√
2). The scale µ is set to be
µ¯ = 2|v−|
√
P+1 P
+
2 ,
such that the logarithm in (68) is zero. As input we take
two of the most recent extractions of unpolarized TMD-
PDFs and rapidity anomalous dimensions [5, 6]. The
computation is done with the artemide package [3]. The
uncertainty band is due to the uncertanty of the phe-
nomenological parameters. The considered models have
essentially different behavior at large values of b, which
should be clearly distinguishable on the lattice. Let us
also note that at small values of b, the limit R(n) → 1 is
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definitely violated. This is due to the (|b|P+)−1 correc-
tion that is the part of O(λ).
One of the most important properties of the rapidity
anomalous dimension is its universality. Therefore, the
ratios R(n) should be almost independent of quark flavor,
Dirac structure Γ, hadron type, and the momentum pa-
rameter n (for convergent cases). The difference between
all these cases is only due to functions M(n), which are
smaller for higher n and suppressed at small-x.
V. CONCLUSION
In the present article, we have considered quasi-TMD
operators, that can be investigated on the lattice. We
pointed out the similarity of the lattice observable to the
hadronic tensor of TMD processes, such as Drell-Yan or
SIDIS. Using the method of soft-collinear effective field
theory (SCET II) we derived the factorized expression for
the lattice hadronic tensor in terms of physical TMD dis-
tributions, and the new instant-jet TMD distribution Ψ
defined in (22), (31). The factorized expression generally
coincides with expressions derived in [14, 15], although
the route of derivation is different. We have checked the
factorized expression at one-loop level and derived the
hard matching coefficient at this order, which coincides
with the one derived in [14]. The LO anomalous dimen-
sion could be extracted from the literature related to the
heavy-quark physics, and also coincides with the results
of our calculation. The present derivation is done for ar-
bitrary Dirac structure, and can be easily extended to
other interesting cases, such as gluon operators.
Since the factorization formula contains an unknown
non-perturbative function Ψ, it is advantageous to con-
sider the ratios of lattice observables with the same geo-
metrical parameters of the operators (i.e. `, b, L and v).
In this case, many troublesome factors, such as Ψ and
lattice renomalization factors, cancel. The remaining pa-
rameters, namely the Dirac structure Γ, hadron momen-
tum, spin and flavor, are enough to extract valuable in-
formation on TMD distributions and to estimate the un-
certainties of the method. In particular, we pointed out
that the ratio of the first derivatives at ` = 0 with differ-
ent hadron momenta can be used to accurately determine
the rapidity anomalous dimension (Collins-Soper kernel).
In this case, one does not need to evaluate Fourier trans-
formations with respect to `, as suggested in [13]. Con-
sidering the ratio of suppressed Dirac structures versus
unsuppressed (62) allows to estimate the systematic un-
certainty of the method by lattice simulations.
The hard scale of the derived factorization theorem
is the hadron momentum P . Thus, one could expect
that the corrections to the factorized term are P−1-
suppressed. However, this is only a crude estimate be-
cause the parton fields carry only a fraction of the to-
tal hadron momentum. Therefore, the true factorization
scale is the parton momentum xP , which is generally
much smaller. In contrast to the scattering processes,
where the range of parton momentum is detected, lattice
simulations involve all possible parton momenta. This
leads to problems caused by low-x divergences. In par-
ticular, the power corrections to lattice factorizations are
1/x2-enhanced [18]. This observation limits the applica-
tion range of such factorization approaches. In particu-
lar, in the ` = 0 case (that was considered in [32, 33]), the
size of corrections is very strongly dependend on the kind
on operator. In certain cases (f.i. unpolarized operators)
already at NLO level on can encounter divergencies.
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