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CHAPTER 1
NONLINEAR PROGRAMMING
“Since the fabric of the universe is most perfect, and is the work of a most wise Creator, nothing
whatsoever takes place in the universe in which some form of maximum and minimum does not
appear.”
—Leonhard Euler
1.1 INTRODUCTION
In this chapter, we introduce the nonlinear programming (NLP) problem. Our purpose is to
provide some background on nonlinear problems; indeed, an exhaustive discussion of both
theoretical and practical aspects of nonlinear programming can be the subject matter of an
entire book.
There are several reasons for studying nonlinear programming in an optimal control class.
First and foremost, anyone interested in optimal control should know about a number of
fundamental results in nonlinear programming. As optimal control problems are optimiza-
tion problems in (innite-dimensional) functional spaces, while nonlinear programming
are optimization problems in Euclidean spaces, optimal control can indeed be seen as a
generalization of nonlinear programming.
Second and as we shall see in Chapter 3, NLP techniques are used routinely and are
particularly efcient in solving optimal control problems. In the case of a discrete control
problem, i.e., when the controls are exerted at discrete points, the problem can be directly
stated as a NLP problem. In a continuous control problem, on the other hand, i.e., when
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2 NONLINEAR PROGRAMMING
the controls are functions to be exerted over a prescribed planning horizon, an approximate
solution can be found by solving a NLP problem.
Throughout this section, we shall consider the following NLP problem:
min
x
f(x)
s.t. g(x) ≤ 0
h(x) = 0
x ∈ X
(NLP)
whereX is a subset of IRnx , x is a vector of nx components x1, . . . , xnx , and f : X → IR,
g : X → IRng and h : X → IRnh are dened on X .
The function f is usually called the objective function or criterion function. Each of the
constraints gi(x) ≤ 0, i = 1, . . . , ng, is called an inequality constraint, and each of the
constraints hi(x) = 0, i = 1, . . . , nh, is called an equality constraint. Note also that the
setX typically includes lower and upper bounds on the variables; the reason for separating
variable bounds from the other inequality constraints is that they can play a useful role in
some algorithms, i.e., they are handled in a specic way. A vector x ∈ X satisfying all
the constraints is called a feasible solution to the problem; the collection of all such points
forms the feasible region. The NLP problem, then, is to nd a feasible point x? such that
f(x) ≥ f(x?) for each feasible point x. Needless to say, a NLP problem can be stated as a
maximization problem, and the inequality constraints can be written in the form g(x) ≥ 0.
Example 1.1. Consider the following problem
min
x
(x1 − 3)2 + (x2 − 2)2
s.t. x21 − x2 − 3 ≤ 0
x2 − 1 ≤ 0
−x1 ≤ 0.
The objective function and the three inequality constraints are:
f(x1, x2) = (x1 − 3)2 + (x2 − 2)2
g1(x1, x2) = x
2
1 − x2 − 3
g2(x1, x2) = x2 − 1
g3(x1, x2) = −x1.
Fig. 1.1. illustrates the feasible region. The problem, then, is to nd a point in the feasible
region with the smallest possible value of (x1 − 3)2 + (x2− 2)2. Note that points (x1, x2)
with (x1 − 3)2 + (x2 − 2)2 = c are circles with radius
√
c and center (3, 2). This circle is
called the contour of the objective function having the value c. In order to minimize c, we
must nd the circle with the smallest radius that intersects the feasible region. As shown
in Fig. 1.1., the smallest circle corresponds to c = 2 and intersects the feasible region at
the point (2, 1). Hence, the optimal solution occurs at the point (2, 1) and has an objective
value equal to 2.
The graphical approach used in Example 1.1 above, i.e., nd an optimal solution by de-
termining the objective contour with the smallest objective value that intersects the feasible
region, is only suitable for small problems; it becomes intractable for problems containing
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Figure 1.1. Geometric solution of a nonlinear problem.
more than three variables, as well as for problems having complicated objective and/or
constraint functions.
This chapter is organized as follows. We start by dening what is meant by optimality,
and give conditions under which a minimum (or a maximum) exists for a nonlinear program
in  1.2. The special properties of convex programs are then discussed in  1.3. Then, both
necessary and sufcient conditions of optimality are presented for NLP problems. We
successively consider unconstrained problems (  1.4), problems with inequality constraints
(  1.5), and problems with both equality and inequality constraints (  1.7). Finally, several
numerical optimization techniques will be presented in  1.8, which are instrumental to solve
a great variety of NLP problems.
1.2 DEFINITIONS OF OPTIMALITY
A variety of different denitions of optimality are used in different contexts. It is important
to understand fully each denition and the context within which it is appropriately used.
1.2.1 Infimum and Supremum
Let S ⊂ IR be a nonempty set.
Denition 1.2 (Inmum, Supremum). The inmum of S, denoted as inf S, provided it
exists, is the greatest lower bound for S, i.e., a number α satisfying:
(i) z ≥ α ∀z ∈ S,
(ii) ∀α¯ > α, ∃z ∈ S such that z < α¯.
Similarly, the supremum of S, denoted as supS, provided it exists, is the least upper bound
for S, i.e., a number α satisfying:
(i) z ≤ α ∀z ∈ S,
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(ii) ∀α¯ < α, ∃z ∈ S such that z > α¯.
The rst question one may ask concerns the existence of inma and suprema in IR. In
particular, one cannot prove that in IR, every set bounded from above has a supremum, and
every set bounded from below has an inmum. This is an axiom, known as the axiom of
completeness:
Axiom 1.3 (Axiom of Completeness). If a nonempty subset of real numbers has an upper
bound, then it has a least upper bound. If a nonempty subset of real numbers has a lower
bound, it has a greatest lower bound.
It is important to note that the real number inf S (resp. supS), with S a nonempty set in
IR bounded from below (resp. from above), although it exist, need not be an element of S.
Example 1.4. Let S = (0,+∞) = {z ∈ IR : z > 0}. Clearly, inf S = 0 and 0 /∈ S.
Notation 1.5. Let S := {f(x) : x ∈ D} be the image of the feasible set D ⊂ IRn of an
optimization problem under the objective function f . Then, the notation
inf
x∈D
f(x) or inf{f(x) : x ∈ D}
refers to the number inf S. Likewise, the notation
sup
x∈D
f(x) or sup{f(x) : x ∈ D}
refers to supS.
Clearly, the numbers inf S and supS may not be attained by the value f(x) at any
x ∈ D. This is illustrated in an example below.
Example 1.6. Clearly, inf{exp(x) : x ∈ (0,+∞)} = 1, but exp(x) > 1 for all x ∈
(0,+∞).
By convention, the inmum of an empty set is +∞, while the supremum of an empty
set is −∞. That is, if the values±∞ are allowed, then inma and suprema always exist.
1.2.2 Minimum and Maximum
Consider the standard problem formulation
min
x∈D
f(x)
where D ⊂ IRn denotes the feasible set. Any x ∈ D is said to be a feasible point;
conversely, any x ∈ IRn \D := {x ∈ IRn : x /∈ D} is said to be infeasible.
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Denition 1.7 ((Global) Minimum, Strict (Global) Minimum). A point x? ∈ D is said
to be a (global)1 minimum of f on D if
f(x) ≥ f(x?) ∀x ∈ D, (1.1)
i.e., a minimum is a feasible point whose objective function value is less than or equal to
the objective function value of all other feasible points. It is said to be a strict (global)
minimum of f on D if
f(x) > f(x?) ∀x ∈ D, x 6= x?.
A (global) maximum is dened by reversing the inequality in Denition 1.7:
Denition 1.8 ((Global) Maximum, Strict (Global) Maximum). A point x? ∈ D is said
to be a (global) maximum of f on D if
f(x) ≤ f(x?) ∀x ∈ D. (1.2)
It is said to be a strict (global) maximum of f on D if
f(x) < f(x?) ∀x ∈ D, x 6= x?.
The important distinction between minimum/maximum and inmum/supremum is that
the value min{f(x) : x ∈ D} must be attained at one or more points x ∈ D, whereas
the value inf{f(x) : x ∈ D} does not necessarily have to be attained at any points x ∈ D.
Yet, if a minimum (resp. maximum) exists, then its optimal value will equal the inmum
(resp. supremum).
Note also that if a minimum exists, it is not necessarily unique. That is, there may be
multiple or even an innite number of feasible points that satisfy the inequality (1.1) and
are thus minima. Since there is in general a set of points that are minima, the notation
argmin{f(x) : x ∈ D} := {x ∈ D : f(x) = inf{f(x) : x ∈ D}}
is introduced to denote the set of minima; this is a (possibly empty) set in IRn.2
A minimum x? is often referred to as an optimal solution, a global optimal solution,
or simply a solution of the optimization problem. The real number f(x?) is known as the
(global) optimal value or optimal solution value. Regardless of the number of minima,
there is always a unique real number that is the optimal value (if it exists). (The notation
min{f(x) : x ∈ D} is used to refer to this real value.)
Unless the objective function f and the feasible set D possess special properties (e.g.,
convexity), it is usually very hard to devise algorithms that are capable of locating or
estimating a global minimum or a global maximum with certainty. This motivates the
denition of local minima and maxima, which, by the nature of their denition in terms of
local information, are much more convenient to locate with an algorithm.
Denition 1.9 (Local Minimum, Strict Local Minimum). A point x? ∈ D is said to be
a local minimum of f on D if
∃ε > 0 such that f(x) ≥ f(x?) ∀x ∈ Bε (x?) ∩D.
1Strictly, it is not necessary to qualify minimum with ‘global’ because minimum means a feasible point at which
the smallest objective function value is attained. Yet, the qualification global minimum is often made to emphasize
that a local minimum is not adequate.
2The notation x¯ = arg min{f(x) : x ∈ D} is also used by some authors. In this case, arg min{f(x) :
x ∈ D} should be understood as a function returning a point x¯ that minimizes f on D. (See, e.g.,
http://planetmath.org/encyclopedia/ArgMin.html.)
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x? is said to be a strict local minimum if
∃ε > 0 such that f(x) > f(x?) ∀x ∈ Bε (x?) \ {x?} ∩D.
The qualier ‘local’ originates from the requirement that x? be a minimum only for
those feasible points in a neighborhood around the local minimum.
Remark 1.10. Trivially, the property of x? being a global minimum implies that x? is also
a local minimum because a global minimum is local minimum with ε set arbitrarily large.
A local maximum is dened by reversing the inequalities in Denition 1.9:
Denition 1.11 (Local Maximum, Strict Local Maximum). A point x? ∈ D is said to
be a local maximum of f on D if
∃ε > 0 such that f(x) ≤ f(x?) ∀x ∈ Bε (x?) ∩D.
x? is said to be a strict local maximum if
∃ε > 0 such that f(x) < f(x?) ∀x ∈ Bε (x?) \ {x?} ∩D.
Remark 1.12. It is important to note that the concept of a global minimum or a global
maximum of a function on a set is dened without the notion of a distance (or a norm in the
case of a vector space). In contrast, the denition of a local minimum or a local maximum
requires that a distance be specied on the set of interest. In IRnx , norms are equivalent, and
it is readily shown that local minima (resp. maxima) in (IRnx , ‖ · ‖α) match local minima
(resp. maxima) in (IRnx , ‖ · ‖β), for any two arbitrary norms ‖ · ‖α and ‖ · ‖β in IRnx (e.g.,
the Euclidean norm ‖ ·‖2 and the innite norm ‖ ·‖∞). Yet, this nice property does not hold
in linear functional spaces, as those encountered in problems of the calculus of variations
(  2) and optimal control (  3).
Fig. 1.2. illustrates the various denitions of minima and maxima. Point x1 is the unique
global maximum; the objective value at this point is also the supremum. Points a, x2, and
b are strict local minima because there exists a neighborhood around each of these point
for which a, x2, or b is the unique minimum (on the intersection of this neighborhood with
the feasible set D). Likewise, point x3 is a strict local maximum. Point x4 is the unique
global minimum; the objective value at this point is also the inmum. Finally, point x5 is
simultaneously a local minimum and a local maximum because there are neighborhoods
for which the objective function remains constant over the entire neighborhood; it is neither
a strict local minimum, nor a strict local maximum.
Example 1.13. Consider the function
f(x) =
{
+1 if x < 0
−1 otherwise. (1.3)
The point x? = −1 is a local minimum for
min
x∈[−2,2]
f(x)
with value f(x?) = +1. The optimal value of (1.3) is −1, and arg min{f(x) : x ∈
[−2, 2]} = [0, 2].
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Figure 1.2. The various types of minima and maxima.
1.2.3 Existence of Minima and Maxima
A crucial question when it comes to optimizing a function on a given set, is whether
a minimizer or a maximizer exist for that function in that set. Strictly, a minimum or
maximum should only be referred to when it is known to exist.
Fig 1.3. illustrates three instances where a minimum does not exist. In Fig 1.3.(a), the
inmum of f over S := (a, b) is given by f(b), but since S is not closed and, in particular,
b /∈ S, a minimum does not exist. In Fig 1.3.(b), the inmum of f overS := [a, b] is given by
the limit of f(x) as x approaches c from the left, i.e., inf{f(x) : x ∈ S} = limx→c− f(x).
However, because f is discontinuous at c, a minimizing solution does not exist. Finally,
Fig 1.3.(c) illustrates a situation within which f is unbounded over the unbounded set
S := {x ∈ IR : x ≥ a}.
PSfrag replacements
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Figure 1.3. The nonexistence of a minimizing solution.
We now formally state and prove the result that if S is nonempty, closed, and bounded,
and if f is continuous on S, then, unlike the various situations of Fig. 1.3., a minimum
exists.
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Theorem 1.14 (Weierstrass’ Theorem). Let S be a nonempty, compact set, and let f :
S → IR be continuous on S. Then, the problem min{f(x) : x ∈ S} attains its minimum,
that is, there exists a minimizing solution to this problem.
Proof. Since f is continuous onS andS is both closed and bounded, f is bounded below on
S. Consequently, since S 6= ∅, there exists a greatest lower bound α := inf{f(x : x ∈ S}
(see Axiom 1.3). Now, let 0 < ε < 1, and consider the set Sk := {x ∈ S : α ≤ f(x) ≤
α + εk} for k = 1, 2, . . .. By the denition of an inmum, Sk 6= ∅ for each k, and so we
may construct a sequence of points {xk} ⊂ S by selecting a point xk for each k = 1, 2, . . ..
Since S is bounded, there exists a convergent subsequence {xk}K ⊂ S indexed by the set
K ⊂ IN; let x¯ denote its limit. By the closedness ofS, we have x¯ ∈ S; and by the continuity
of f on S, since α ≤ f(xk) ≤ α+ εk, we have α = limk→∞,k∈K f(xk) = f(x¯). Hence,
we have shown that there exist a solution x¯ ∈ S such that f(x¯) = α = inf{f(x : x ∈ S},
i.e., x¯ is a minimizing solution.
The hypotheses of Theorem 1.14 can be justied as follows: (i) the feasible set must
be nonempty, otherwise there are no feasible points at which to attain the minimum; (ii)
the feasible set must contain its boundary points, which is ensured by assuming that the
feasible set is closed; (iii) the objective function must be continuous on the feasible set,
otherwise the limit at a point may not exist or be different from the value of the function at
that point; and (iv) the feasible set must be bounded because otherwise even a continuous
function can be unbounded on the feasible set.
Example 1.15. Theorem 1.14 establishes that a minimum (and a maximum) of
min
x∈[−1,1]
x2
exists, since [−1, 1] is a nonempty, compact set and x 7→ x2 is a continuous function on
[−1, 1]. On the other hand, minima can still exist even though the set is not compact or the
function is not continuous, for Theorem 1.14 only provides a sufcient condition. This is
the case for the problem
min
x∈(−1,1)
x2,
which has a minimum at x = 0. (See also Example 1.13.)
Example 1.16. Consider the NLP problem of Example 1.1 (p. 2),
min
x
(x1 − 3)2 + (x2 − 2)2
s.t. x21 − x2 − 3 ≤ 0
x2 − 1 ≤ 0
−x1 ≤ 0.
The objective function being continuous and the feasible region being nonempty, closed and
bounded, the existence of a minimum to this problem directly follows from Theorem 1.14.
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1.3 CONVEX PROGRAMMING
A particular class of nonlinear programs is that of convex programs (see Appendix A.3 for
a general overview on convex sets and convex functions):
Denition 1.17 (Convex Program). Let C be a nonempty convex set in IRn, and let
f : C → IR be convex on C. Then,
min
x∈C
f(x)
is said to be a convex program (or a convex optimization problem).
Convex programs possess nicer theoretical properties than general nonconvex problems.
The following theorem is a fundamental result in convex programming:
Theorem 1.18. Let x? be a local minimum of a convex program. Then, x? is also a global
minimum.
Proof. x? being a local minimum,
∃ε > 0 such that f(x) ≥ f(x?), ∀x ∈ Bε (x?) .
By contradiction, suppose that x? is not a global minimum. Then,
∃x¯ ∈ C such that f(x¯) < f(x?). (1.4)
Let λ ∈ (0, 1) be chosen such that y := λx¯ + (1− λ)x? ∈ Bε (x?). By convexity of C, y
is in C. Next, by convexity of f on C and (1.4),
f(y) ≤ λf(x¯) + (1− λ)f(x?) < λf(x?) + (1− λ)f(x?) = f(x?),
hence contradicting the assumption that x? is a local minimum.
Example 1.19. Consider once again the NLP problem of Example 1.1 (p. 2),
min
x
(x1 − 3)2 + (x2 − 2)2
s.t. x21 − x2 − 3 ≤ 0
x2 − 1 ≤ 0
−x1 ≤ 0.
The objective function f and the inequality constraints g1, g2 and g3 being convex, every
local solution to this problem is also a global solution by Theorem 1.18; henceforth, (1, 2)
is a global solution and the global solution value is 4.
In convex programming, any local minimum is therefore a local optimum. This is a
powerful result that makes any local optimization algorithm a global optimization algo-
rithm when applied to a convex optimization problem. Yet, Theorem 1.18 only gives a
sufcient condition for that property to hold. That is, a nonlinear program with nonconvex
participating functions may not necessarily have local minima that are not global minima.
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1.4 UNCONSTRAINED PROBLEMS
An unconstrained problem is a problem of the form to minimize (or maximize)f(x) without
any constraints on the variables x:
min{f(x) : x ∈ IRnx}.
Note that the feasible domain of x being unbounded, Weierstrass’ Theorem 1.14 does not
apply, and one does not know with certainty, whether a minimum actually exists for that
problem.3 Moreover, even if the objective function is convex, one such minimum may not
exist (think of f : x 7→ expx!). Hence, we shall proceed with the theoretically unattractive
task of seeking minima and maxima of functions which need not have them!
Given a point x in IRnx , necessary conditions help determine whether or not a point is
a local or a global minimum of a function f . For this purpose, we are mostly interested in
obtaining conditions that can be checked algebraically.
Denition 1.20 (Descent Direction). Suppose that f : IRnx → IR is continuous at x¯. A
vector d ∈ IRnx is said to be a descent direction, or an improving direction, for f at x¯ if
∃δ > 0 : f(x¯ + λd) < f(x¯) ∀λ ∈ (0, δ).
Moreover, the cone of descent directions at x¯, denoted by F(x¯), is given by
F(x¯) := {d : ∃δ > 0 such that f(x¯ + λd) < f(x¯) ∀λ ∈ (0, δ)}.
The foregoing denition provides a geometrical characterization for a descent direction.
yet, an algebraic characterization for a descent direction would be more useful from a
practical point of view. In response to this, let us assume that f is differentiable and dene
the following set at x¯:
F0(x¯) := {d : ∇f(x¯)Td < 0}.
This is illustrated in Fig. 1.4., where the half-space F0(x¯) and the gradient ∇f(x¯) are
translated from the origin to x¯ for convenience.
The following lemma proves that every element d ∈ F0(x¯) is a descent direction at x¯.
Lemma 1.21 (Algebraic Characterization of a Descent Direction). Suppose that f :
IRnx → IR is differentiable at x¯. If there exists a vector d such that ∇f(x¯)Td < 0, then d
is a descent direction for f at x¯. That is,
F0(x¯) ⊆ F(x¯).
Proof. f being differentiable at x¯,
f(x¯ + λd) = f(x¯) + λ∇f(x¯)
T
d + λ‖d‖α(λd)
where limλ→0 α(λd) = 0. Rearranging the terms and dividing by λ 6= 0, we get
f(x¯ + λd)− f(x¯)
λ
= ∇f(x¯)
T
d + ‖d‖α(λd).
3For unconstrained optimization problems, the existence of a minimum can actually be guaranteed if the objective
objective function is such that lim‖x‖→+∞ f(x) = +∞ (O-coercive function).
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Since ∇f(x¯)Td < 0 and limλ→0 α(λd) = 0, there exists a δ > 0 such that ∇f(x¯)Td +
‖d‖α(λd) < 0 for all λ ∈ (0, δ).
We are now ready to derive a number of necessary conditions for a point to be a local
minimum of an unconstrained optimization problem.
Theorem 1.22 (First-Order Necessary Condition for a Local Minimum). Suppose that
f : IRnx → IR is differentiable at x?. If x? is a local minimum, then ∇f(x?) = 0.
Proof. The proof proceeds by contraposition. Suppose that ∇f(x?) 6= 0. Then, letting
d = −∇f(x?), we get ∇f(x?)Td = −‖∇f(x?)‖2 < 0. By Lemma 1.21,
∃δ > 0 : f(x? + λd) < f(x?) ∀λ ∈ (0, δ),
hence contradicting the assumption that x? is a local minimum for f .
Remark 1.23 (Obtaining Candidate Solution Points). The above condition is called a
rst-order necessary condition because it uses the rst-order derivatives off . This condition
indicates that the candidate solutions to an unconstrained optimization problem can be found
by solving a system of nx algebraic (nonlinear) equations. Points x¯ such that ∇f(x¯) = 0
are known as stationary points. Yet, a stationary point need not be a local minimum as
illustrated by the following example; it could very well be a local maximum, or even a
saddle point.
Example 1.24. Consider the problem
min
x∈IR
x2 − x4.
The gradient vector of the objective function is given by
∇f(x) = 2x− 4x3,
which has three distinct roots x?1 = 0, x?2 = 1√2 and x
?
2 = − 1√2 . Out of these values,
x?1 gives the smallest cost value, f(x?1) = 0. Yet, we cannot declare x?1 to be the global
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minimum, because we do not know whether a (global) minimum exists for this problem.
Indeed, as shown in Fig. 1.5., none of the stationary points is a global minimum, because f
decreases to −∞ as |x| → ∞.
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Figure 1.5. Illustration of the objective function in Example 1.24.
More restrictive necessary conditions can also be derived in terms of the Hessian matrix
H whose elements are the second-order derivatives of f . One such second-order condition
is given below.
Theorem 1.25 (Second-Order Necessary Conditions for a Local Minimum). Suppose
that f : IRnx → IR is twice differentiable at x?. If x? is a local minimum, then ∇f(x?) = 0
and H(x?) is positive semidenite.
Proof. Consider an arbitrary direction d. Then, from the differentiability of f at x?, we
have
f(x? + λd) = f(x?) + λ∇f(x?)
T
d +
λ2
2
dTH(x?)d + λ2‖d‖2α(λd), (1.5)
where limλ→0 α(λd) = 0. Since x? is a local minimum, from Theorem 1.22, ∇f(x?) = 0.
Rearranging the terms in (1.5) and dividing by λ2, we get
f(x? + λd)− f(x?)
λ2
=
1
2
dTH(x?)d + ‖d‖2α(λd).
Since x? is a local minimum, f(x? + λd) ≥ f(x?) for λ sufciently small. By taking the
limit as λ → 0, it follows that dTH(x?)d ≥ 0. Since d is arbitrary, H(x?) is therefore
positive semidenite.
Example 1.26. Consider the problem
min
x∈IR2
x1x2.
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The gradient vector of the objective function is given by
∇f(x) =
[
x2 x1
]T
so that the only stationary point in IR2 is x¯ = (0, 0). Now, consider the Hessian matrix of
the objective function at x¯:
H(x¯) =
(
0 1
1 0
)
∀x ∈ IR2.
It is easily checked that H(x¯) is indenite, therefore, by Theorem 1.25, the stationary point
x¯ is not a (local) minimum (nor is it a local maximum). Such stationary points are called
saddle points (see Fig. 1.6. below).
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Figure 1.6. Illustration of the objective function in Example 1.26.
The conditions presented in Theorems 1.22 and 1.25 are necessary conditions. That is,
they must hold true at every local optimal solution. Yet, a point satisfying these conditions
need not be a local minimum. The following theorem gives sufcient conditions for a
stationary point to be a global minimum point, provided the objective function is convex
on IRnx .
Theorem 1.27 (First-Order Sufcient Conditions for a Strict Local Minimum). Sup-
pose that f : IRnx → IR is differentiable at x? and convex on IRnx . If ∇f(x?) = 0, then
x? is a global minimum of f on IRnx .
Proof. f being convex on IRnx and differentiable at x?, by Theorem A.17, we have
f(x) ≥ f(x?) + ∇f(x?)T[x− x?] ∀x ∈ IRnx .
But since x? is a stationary point,
f(x) ≥ f(x?) ∀x ∈ IRnx .
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The convexity condition required by the foregoing theorem is actually very restrictive,
in the sense that many practical problems are nonconvex. In the following theorem, we
give sufcient conditions for characterizing a local minimum point, provided the objective
function is strictly convex in a neighborhood of that point.
Theorem 1.28 (Second-Order Sufcient Conditions for a Strict Local Minimum). Sup-
pose that f : IRnx → IR is twice differentiable at x?. If ∇f(x?) = 0 and H(x?) is positive
denite, then x? is a local minimum of f .
Proof. f being twice differentiable at x?, we have
f(x? + d) = f(x?) + ∇f(x?)
T
d +
1
2
dTH(x?)d + ‖d‖2α(d),
for each d ∈ IRnx , where limd→0 α(d) = 0. Let λL denote the smallest eigenvalue of
H(x?). Then, H(x?) being positive denite we have λL > 0, and dTH(x?)d ≥ λL‖d‖2.
Moreover, from ∇f(x?) = 0, we get
f(x? + d)− f(x?) ≥
[
λ
2
+ α(d)
]
‖d‖2.
Since limd→0 α(d) = 0,
∃η > 0 such that |α(d)| < λ
4
∀d ∈ Bη (0) ,
and nally,
f(x? + d)− f(x?) ≥ λ
4
‖d‖2 > 0 ∀d ∈ Bη (0) \ {0},
i.e., x? is a strict local minimum of f .
Example 1.29. Consider the problem
min
x∈IR2
(x1 − 1)2 − x1x2 + (x2 − 1)2.
The gradient vector and Hessian matrix at x¯ = (2, 2) are given by
∇f(x¯) =
[
2(x¯1 − 1)− x¯2 2(x¯2 − 1)− x¯1
]T
= 0
H(x¯) =
[
2 −1
−1 2
]
 0
Hence, by Theorem 1.25, x¯ is a local minimum of f . (x¯ is also a global minimum of f on
IR2 since f is convex.) The objective function is pictured in Fig. 1.7. below.
We close this subsection by reemphasizing the fact that every local minimum of an
unconstrained optimization problem min{f(x : x ∈ IRnx} is a global minimum if f is a
convex function on IRnx (see Theorem 1.18). Yet, convexity of f is not a necessary condition
for each local minimum to be a global minimum. As just an example, consider the function
x 7→ exp (− 1
x2
) (see Fig 1.8.). In fact, such functions are said to be pseudoconvex.
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Figure 1.7. Illustration of the objective function in Example 1.29.
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1.5 PROBLEMS WITH INEQUALITY CONSTRAINTS
In practice, few problems can be formulated as unconstrained programs. This is because the
feasible region is generally restricted by imposing constraints on the optimization variables.
In this section, we rst present theoretical results for the problem to:
minimize f(x)
subject to x ∈ S,
for a general set S (geometric optimality conditions). Then, we let S be more specically
dened as the feasible region of a NLP of the form to minimize f(x), subject to g(x) ≤ 0
and x ∈ X , and derive the Karush-Kuhn-Tucker (KKT) conditions of optimality.
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1.5.1 Geometric Optimality Conditions
Denition 1.30 (Feasible Direction). Let S be a nonempty set in IRnx . A vector d ∈ IRnx ,
d 6= 0, is said to be a feasible direction at x¯ ∈ cl (S) if
∃δ > 0 such that x¯ + ηd ∈ S ∀η ∈ (0, δ).
Moreover, the cone of feasible directions at x¯, denoted by D(x¯), is given by
D(x¯) := {d 6= 0 : ∃δ > 0 such that x¯ + ηd ∈ S ∀η ∈ (0, δ)}.
From the above denition and Lemma 1.21, it is clear that a small movement from x¯
along a direction d ∈ D(x¯) leads to feasible points, whereas a similar movement along a
direction d ∈ F0(x¯) leads to solutions of improving objective value (see Denition 1.20).
As shown in Theorem 1.31 below, a (geometric) necessary condition for local optimality
is that: Every improving direction is not a feasible direction. This fact is illustrated in
Fig. 1.9., where both the half-space F0(x¯) and the cone D(x¯) (see Denition A.10) are
translated from the origin to x¯ for clarity.
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Figure 1.9. Illustration of the (geometric) necessary condition F0(x¯) ∩D(x¯) = ∅.
Theorem 1.31 (Geometric Necessary Condition for a Local Minimum). Let S be a
nonempty set in IRnx , and let f : IRnx → IR be a differentiable function. Suppose that x¯ is a
local minimizer of the problem to minimize f(x) subject to x ∈ S. Then, F0(x¯)∩D(x¯) = ∅.
Proof. By contradiction, suppose that there exists a vector d ∈ F0(x¯) ∩ D(x¯), d 6= 0.
Then, by Lemma 1.21,
∃δ1 > 0 such that f(x¯ + ηd) < f(x¯) ∀η ∈ (0, δ1).
Moreover, by Denition 1.30,
∃δ2 > 0 such that x¯ + ηd ∈ S ∀η ∈ (0, δ2).
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Hence,
∃x ∈ Bη (x¯) ∩ S such that f(x¯ + ηd) < f(x¯),
for every η ∈ (0,min{δ1, δ2}), which contradicts the assumption that x¯ is a local minimum
of f on S (see Denition 1.9).
1.5.2 KKT Conditions
We now specify the feasible region as
S := {x : gi(x) ≤ 0 ∀i = 1, . . . , ng},
where gi : IRnx → IR, i = 1, . . . , ng, are continuous functions. In the geometric optimality
condition given by Theorem 1.31, D(x¯) is the cone of feasible directions. From a practical
viewpoint, it is desirable to convert this geometric condition into a more usable condition
involving algebraic equations. As Lemma 1.33 below indicates,we can dene a cone D0(x¯)
in terms of the gradients of the active constraints at x¯, such that D0(x¯) ⊆ D(x¯). For this,
we need the following:
Denition 1.32 (Active Constraint, Active Set). Let gi : IRnx → IR, i = 1, . . . , ng, and
consider the set S := {x : gi(x) ≤ 0, i = 1, . . . , ng}. Let x¯ ∈ S be a feasible point. For
each i = 1, . . . , ng , the constraint gi is said to active or binding at x¯ if gi(x¯) = 0; it is said
to be inactive at x¯ if gi(x¯) < 0. Moreover,
A(x¯) := {i : gi(x¯) = 0},
denotes the set of active constraints at x¯.
Lemma 1.33 (Algebraic Characterization of a Feasible Direction). Let gi : IRnx → IR,
i = 1, . . . , ng be differentiable functions, and consider the set S := {x : gi(x) ≤ 0, i =
1, . . . , ng}. For any feasible point x¯ ∈ S, we have
D0(x¯) := {d : ∇gi(x¯)Td < 0 ∀i ∈ A(x¯)} ⊆ D(x¯).
Proof. Suppose D0(x¯) is nonempty, and let d ∈ D0(x¯). Since ∇gi(x¯)d < 0 for each
i ∈ A(x¯), then by Lemma 1.21, d is a descent direction for gi at x¯, i.e.,
∃δ2 > 0 such that gi(x¯ + ηd) < gi(x¯) = 0 ∀η ∈ (0, δ2), ∀i ∈ A(x¯).
Furthermore, since gi(x¯) < 0 and gi is continuous at x¯ (for it is differentiable) for each
i /∈ A(x¯),
∃δ1 > 0 such that gi(x¯ + ηd) < 0 ∀η ∈ (0, δ1), ∀i /∈ A(x¯).
Furthermore, Overall, it is clear that the points x¯+ηd are in S for all η ∈ (0,min{δ1, δ2}).
Hence, by Denition 1.30, d ∈ D(x¯).
Remark 1.34. This lemma together with Theorem 1.31 directly leads to the result that
F0(x¯) ∩D0(x¯) = ∅ for any local solution point x¯, i.e.,
argmin{f(x) : x ∈ S} ⊂ {x ∈ IRnx : F0(x¯) ∩D0(x¯) = ∅}.
The foregoing geometric characterization of local solution points applies equally well
to either interior points int (S) := {x ∈ IRnx : gi(x) < 0, ∀i = 1, . . . , ng}, or boundary
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points being at the boundary of the feasible domain. At an interior point, in particular, any
direction is feasible, and the necessary conditionF0(x¯)∩D0(x¯) = ∅ reduces to∇f(x¯) = 0,
which gives the same condition as in unconstrained optimization (see Theorem 1.22).
Note also that there are several cases where the condition F0(x¯)∩D0(x¯) = ∅ is satised
by non-optimal points. In other words, this condition is necessary but not sufcient for a
point x¯ to be a local minimum of f on S. For instance, any point x¯ with ∇gi(x¯) = 0 for
some i ∈ A(x¯) trivially satises the condition F0(x¯) ∩ D0(x¯) = ∅. Another example is
given below.
Example 1.35. Consider the problem
min
x∈IR2
f(x) := x21 + x
2
2 (1.6)
s.t. g1(x) := x1 ≤ 0
g2(x) := −x1 ≤ 0.
Clearly, this problem is convex and x? = (0, 0)T is the unique global minimum.
Now, let x¯ be any point on the line C := {x : x1 = 0}. Both constraints g1 and g2
are active at x¯, and we have ∇g1(x¯) = −∇g2(x¯) = (1, 0)T. Therefore, no direction
d 6= 0 can be found such that ∇g1(x¯)Td < 0 and ∇g2(x¯)Td < 0 simultaneously, i.e.,
D0(x¯) = ∅. In turn, this implies that F0(x¯)∩D0(x¯) = ∅ is trivially satised for any point
on C.
On the other hand, observe that the condition F0(x¯) ∩ D(x¯) = ∅ in Theorem 1.31
excludes all the points on C, but the origin, since a feasible direction at x¯ is given, e.g., by
d = (0, 1)
T
.
Next, we reduce the geometric necessary optimality condition F0(x¯) ∩D0(x¯) = ∅ to a
statement in terms of the gradients of the objective function and of the active constraints.
The resulting rst-order optimality conditions are known as the Karush-Kuhn-Tucker (KKT)
necessary conditions. Beforehand, we introduce the important concepts of a regular point
and of a KKT point.
Denition 1.36 (Regular Point (for a Set of Inequality Constraints)). Let gi : IRnx → IR,
i = 1, . . . , ng, be differentiable functions on IRnx and consider the set S := {x ∈ IRnx :
gi(x) ≤ 0, i = 1, . . . , ng}. A point x¯ ∈ S is said to be a regular point if the gradient
vectors ∇gi(x¯), i ∈ A(x¯), are linearly independent,
rank (∇gi(x¯), i ∈ A(x¯)) = |A(x¯)|.
Denition 1.37 (KKT Point). Let f : IRnx → IR and gi : IRnx → IR, i = 1, . . . , ng be
differentiable functions. Consider the problem to minimize f(x) subject to g(x) ≤ 0. If a
point (x¯, ν¯) ∈ IRnx × IRng satises the conditions:
∇f(x¯) + ν¯T∇g(x¯) = 0 (1.7)
ν¯ ≥ 0 (1.8)
g(x¯) ≤ 0 (1.9)
ν¯Tg(x¯) = 0, (1.10)
