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Summary
This paper considers estimation of factor-augmented panel data regression mod-
els. One of the most popular approaches towards this end is the common
correlated effects (CCE) estimator of Pesaran (Estimation and inference in large
heterogeneous panels with a multifactor error structure. Econometrica, 2006, 74,
967–1012, 2006). For the pooled version of this estimator to be consistent, either
the number of observables must be larger than the number of unobserved com-
mon factors, or the factor loadings must be distributed independently of each
other. This is a problem in the typical application involving only a small number
of regressors and/or correlated loadings. The current paper proposes a simple
extension to the CCE procedure by which both requirements can be relaxed. The
CCE approach is based on taking the cross-section average of the observables as
an estimator of the common factors. The idea put forth in the current paper is to
consider not only the average but also other cross-section combinations. Asymp-
totic properties of the resulting combination-augmented CCE (C3E) estimator
are provided and tested in small samples using both simulated and real data.
1 INTRODUCTION
Consider the scalar and m × 1 vector of observable panel data variables yi,t and xi,t, where i = 1, … ,N and t = 1, … ,T
index the cross-sectional and time series dimensions, respectively. The data-generating process (DGP) of the T × 1 vector
yi = [yi,1, … , yi,T]′ is similar to the DGP of Pesaran (2006) and is given by
𝑦i = xi𝛽i + ei, (1)
ei = F𝜆i + 𝜖i, (2)
𝛽i = 𝛽 + 𝜉i, (3)
where xi = [xi,1, … , xi,T]′ is T × m, 𝛽 i is an m × 1 vector of slope coefficients, F = [F1, … ,FT]′ is a T × r matrix of
common factors with 𝜆i being the associated r × 1 vector of factor loadings, 𝜖i = [𝜖i,1, … , 𝜖i,T]′ is a T × 1 vector of errors
that are largely idiosyncratic, and 𝜉i is an m × 1 vector of errors.
The above model is the prototypical pooled panel regression with a factor error structure, in which 𝜖i is independent of
xi. If F is also independent of xi, then Equation 1 is nothing but a static panel data regression with exogenous regressors,
which can be estimated consistently using least squares (LS). If, however, xi is correlated with F, then consistency will be
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lost. To allow for this possibility, we follow Pesaran (2006) and assume that
xi = FΛ′i + 𝜂i, (4)
where Λi is an m × r loading matrix and 𝜂i = [𝜂i,1, … , 𝜂i,T]′ is a T × m matrix of idiosyncratic errors. By combining
Equations 1–4
wi = FCi + ui, (5)
where wi = [wi,1, … ,wi,T]′ is T × (m + 1), wi,t = [yi,t, xi,t′ ]′ is (m + 1) × 1, Ci = [Λi′ 𝛽 i + 𝜆i,Λi′ ] is r × (m + 1), and
ui = [ui,1, … ,ui,T]′ = [𝜂i𝛽 i + 𝜖i, 𝜂i] is T × (m + 1). Thus (1)–(4) can be rewritten equivalently as a static factor model for
wi, which is convenient because it means that the common component of the data can be estimated using existing methods
for such models (see Chudik & Pesaran, 2015b, for a recent survey). In this paper, however, we focus on the CCE approach
of Pesaran (2006), which has become very popular in the empirical literature, with a large number of applications.1 The
approach has also attracted much interest in the econometric literature, where it has been shown to work under very
general conditions, including models with weak factors, dynamic models and even models with nonstationary data (see,
e.g., Chudik et al., 2011; Chudik & Pesaran, 2015a; Kapetanios et al., 2011; Pesaran et al., 2013; Reese & Westerlund, 2016,
2018; Westerlund, 2018).
As is well known from the classical common factor literature, F and Ci are not separately identifiable, which means
that the best that one can hope for is consistent estimation of the space spanned by F. The idea of Pesaran (2006) was to
make use of the cross-section variation to estimate this space. A natural way to accomplish this is to take the cross-section
average, giving wt = C
′
Ft + ut, where C, wt and ut are the cross-section averages of Ci, wi,t and ui,t, respectively. Hence,





suggests using wt as an estimator of C
′
Ft, a strategy that would seem to require
rkC
′
= r ≤ m + 1, (6)
where rkA denotes the rank of any matrix A. Hence the number of observables must be at least as large as the number of
factors. The idea behind the CCE approach is then to estimate 𝛽 from a pooled LS regression of yi,t onto xi,t and wt, leading
to the pooled CCE (CCEP) estimator.2
Interestingly, as Pesaran (2006) pointed out, the condition in Equation 6 is actually not necessary when using the CCEP
estimator. However, as has been shown by Westerlund and Urbain (2013), and as we explain in detail in Section 3 of the
current paper, relaxing Equation 6 requires imposing additional restrictive independence conditions on 𝜆i and Λi, which,
if false, may well render the CCEP estimator inconsistent. Hence, even if Equation 6 can in principle be relaxed, in most
situations of practical relevance this is not necessarily so. Also, even if the more restrictive assumptions are satisfied, the
rate of consistency of the CCEP estimator when r > m + 1 is lower than when r ≤ m + 1.
The discussion in the previous paragraph suggests that it is important to have r ≤ m + 1. The question therefore arises
as to how likely this is in practice. The number of regressors, m, is usually a small number that is given by economic
theory (and/or previous empirical evidence). On the other hand, economic theory is not very informative regarding the
number of factors r (see, e.g., Eberhardt et al., 2013). Therefore, the theoretically implied value of m typically has little or
nothing to do with r. This is important because within CCE choosing m also means restricting r, and in many applications
there is little or no reason to believe that this number should be less than or equal to m + 1. For example, Su et al. (2015)
regress the gross domestic product (GDP) growth of a country on its investment share.3 They applied the information
criteria (IC) of Bai and Ng (2002), with which they found evidence of between three and four factors. Another interesting
example is provided by Holly et al. (2010), who used CCE to study the effect of income on housing prices in the USA. They
applied the same IC as Su et al., and reported evidence of up to six factors. Hence, in both examples, r is estimated to be
larger than m + 1. There are many more examples like these.4 In view of this and the potential problems involved when
1In the supplementary material, provided online as Supporting Information, we present some Monte Carlo results that enable comparison with the
principal components-based estimator considered by Greenaway-McGrevy et al. (2012), Westerlund and Urbain (2015), and Chudik et al. (2011), which
is arguably one of the closest competitors of the CCE approach.
2Another possibility is to estimate 𝛽 i from a time series LS regression of yi,t onto xi,t and wt . This is the individual-specific CCE estimator, which can be
averaged across the cross-section to obtain the mean group CCE (CCEMG) estimator. However, for reasons to be explained in Section 3, in this paper
we focus on the CCEP estimator, although we also discuss the results for the other CCE estimators.
3Su et al. (2015) also included the country's initial economic condition as a regressor. However, since this variable is time invariant it cannot be used in
the factor estimation stage.
4Most evidence on the number of common factors is based on univariate models. A prominent example is returns, where multifactor models such as
the three-factor model of Fama and French (1996) have attracted considerable attention. In fact, there is by now quite some evidence suggesting that
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r > m + 1, the restriction in Equation 6 cannot be given but should really be tested on a case-to-case basis. In practice,
however, this aspect is almost always ignored.
In the current paper we take this shortcoming as our starting point. The purpose is to provide a simple modification
of the original CCE approach allowing (but not requiring) r > m + 1. Hence the purpose here is not really to propose
an alternative estimator, but to show that original CCE belongs to a much broader class of estimators, which is hence-
forth referred to as combination-augmented CCE (C3E). The idea behind C3E is to consider not only the equal-weighted
cross-section average but also other combinations of w1,t, … ,wN,t. In particular, by considering k such combinations, we
can allow for
k(m + 1) ≥ m + 1
common factors. In addition to the larger number of factors that can be allowed, the new approach also enables one to
consider separately the selection of m and r, which is again not possible within the original CCE framework.
The remainder of the paper is organized as follows. Section 2 lays out the assumptions under which we will be working.
Some of the these are more restrictive than necessary, but are kept for ease of exposition. In the supplementary Supporting
Information we provide a set of more relaxed conditions that are used to establish the asymptotic distribution of the
pooled C3E estimator. This is done in Section 3. We show that the estimator is consistent and asymptotically normal with
the rate of consistency depending on whether the slopes are homogeneous or not. The results are established under the
condition that N,T → ∞ with T∕N → 𝜏 < ∞, although in the paper we focus on the case when T∕N → 0. As a solution
to the practical problem of how to pick the appropriate combinations, an IC-based selection rule is proposed in Section
4. Section 5 presents the results of an empirical application using as an example the gravity equation of trade. Section
6 concludes. All proofs are provided in the supplementary Supporting Information, which also reports the results of a
large-scale Monte Carlo study.
2 ASSUMPTIONS
In the supplementary Supporting Information, we provide a set of minimal conditions on 𝜖i, 𝜂i, F, 𝛽 i, 𝜆i, and Λi under
which our results hold. These are so-called “high-level” assumptions, and are similar to those used by Bai and Ng (2002)
and Bai (2003, 2009), for example. The advantage of making such high-level assumptions is that the results cover a wide
range of DGPs. The obvious disadvantage is that the assumptions are difficult to interpret, and in this section we therefore
provide a set of more primitive, easy-to-interpret conditions that satisfy the minimal ones. Here and throughout this paper,
tr A, and ||A|| = √tr (A′A) will be used to denote the trace and Frobenius (Euclidean) norm, respectively, of the matrix A.
Also, →d and →p signify convergence in distribution and probability, respectively.
Assumption 1.
(i) 𝜖i,t and 𝜂i,t are independent and identically distributed (i.i.d.) across i, and follow stationary linear processes with
zero means, E(𝜖2i,t) = 𝜎
2
𝜖,i, E(𝜂i,t𝜂i,t
′ ) = Σ𝜂,i, and absolutely summable autocovariances. Also, N−1
∑N
i=1 Σ𝜂,i → Σ𝜂
as N → ∞, where Σ𝜂 is positive definite.
(ii) Ft is covariance stationary such that E(||Ft||4) < ∞ and T−1 ∑Tt=1 FtF′t→pΣF as T → ∞, where ΣF is positive
definite.
(iii) 𝜉i is i.i.d. across i with E(𝜉i) = 0m× 1, E(𝜉i𝜉i′ ) = Σ𝜉 positive definite, and E(||𝜉i||4) < ∞.
(iv) 𝜆i and Λi are nonrandom such that ||𝜆i|| < ∞ and ||Λi|| < ∞.
(v) 𝜖i,t, 𝜂j,s, Fl, and 𝜉n are mutually independent for all i, t, j, s, l and n.
Remark 1. Assumptions 1(i)–(iii) and (v) are the same as in Pesaran (2006), and we therefore refer to that paper for
a thorough discussion. Here we only comment on the most important assumptions. Assumption 1(i) allows for weak
serial correlation in the idiosyncratic errors, but not unit roots, and is standard in the literature. Similarly, while Ft
can be serially correlated, it cannot contain unit roots or any other trends for that matter, as T−1
∑T
t=1 FtF′t would not
converge in this case. As with (i), condition (ii) is standard in the literature, and we will keep it here for comparability.
However, we would like to point out that both assumptions can actually be relaxed. In the supplementary Supporting
three factors are not enough, and that proper accounting for the observed cross-firm correlation might potentially require a large number of factors (see,
e.g., Bai & Ng, 2006b). Similar evidence has been found also for other variables (see, e.g., Greenaway-McGrevy et al., 2012; Moon & Weidner, 2015).
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Information, we show how (i) can be relaxed to allow for weak error cross-sectional correlation without affecting the
results. Condition (ii) can be relaxed along the lines of Westerlund (2018) to allow for more general types of factors
(see also Kapetanios et al., 2011), and in the supplementary Supporting Information we report some confirmatory
Monte Carlo results to this effect. In Section 5, we demonstrate the usefulness of being able to relax Assumption 1(ii)
in practice, and discuss the type of factors that can be permitted.
The main difference when compared to Pesaran (2006) is Assumption 1(iv). Specifically, while in Pesaran (2006,
Assumption 3) 𝜆i and Λi are assumed to be i.i.d. and also independent of each other, under our Assumption 1(iv) 𝜆i
and Λi are treated as fixed parameters, which is a more general consideration. Note in particular how the correlation
between 𝜆i and Λi is not restricted in any way. In Section 3, we elaborate on this.
For each of the m + 1 columns in wi, we consider k cross-section combinations, as given by the T × k(m + 1)
matrix N−1
∑N
i=1 wiZi, where Zi = (Im + 1 ⊗ zi′) is (m + 1) × k(m + 1) and zi = [z1,i, … , zk,i]′ is a k × 1 vector
of combinations. The combinations can be deterministic and/or stochastic, provided that Assumption 2 is satisfied.








a k(m + 1) × r matrix.
Assumption 2.
(i) rkH = k(m + 1) = r for all N < ∞ and H→p H as N → ∞, where rk H = k(m + 1) = r and ||H|| < ∞.
(ii) Zi is either deterministic such that ||Zi|| < ∞, or stochastic such that E(||Zi||2) < ∞. In the latter case, we also
assume that Zi is uncorrelated with uj,t for all i, j and t.
Remark 2. Note that if k = 1 and zi = 1, then N−1
∑N
i=1 wiZi = N−1
∑N
i=1(wi ⊗ z′i ) = w̄, and so we are back in
the cross-section average-only original CCE approach of Pesaran (2006). In this case, Assumption 2 is the same as
in Pesaran, in the sense that (i) boils down to Equation 6 with r = m + 1, and (ii) is trivially satisfied. Pesaran
does point out that the equal-weighted average is not the only way to combine the data. However, while recognizing
the fact that the weights do not have to be equal, it is still just one combination/weighted average per observable
that is being considered. The contribution of the present paper is the consideration of multiple combinations, which
is important, because it relaxes the m + 1 ≥ r requirement in Equation 6. This makes it necessary to be specific
about the combinations that can be permitted. Interestingly, zi can be thought of as acting as an instrument for Ci.
Assumption 2 is therefore analogous to the well-known orthogonality and validity conditions in the instrumental
variables (IV) literature (see Bai & Ng, 2010, for a panel IV approach based on similar assumptions). Specifically, zi
should be orthogonal in the sense that it should be uncorrelated with ui,t, and it should be valid in the sense that
rkH̄ = k(m+1) = r. The combinations should therefore be correlated with the loadings, and the loadings measure the
extent to which the cross-sectional units are affected by the common factors. The combinations should therefore be
informative about the effect of the factors. In Section 4 we elaborate on this. We also propose an IC-based procedure
that selects only the valid combinations from a set of possible candidates. In this sense, the assumption that k(m +
1) = r, as apposed to k(m + 1) ≤ r, is without loss of generality, which is a standard argument in the part of
the factor-augmented regression literature that is based on estimated principal components (PC) factors (see, e.g.,
Bai, 2009; Greenaway-McGrevy et al., 2012). Another reason for assuming k(m + 1) = r is that it simplifies the
interpretation of the outcome of the IC, as we explain in detail in Section 4.
Finally, note that the factors cannot be weak, as this would make H rank deficient in the limit as N → ∞. The
extension to the weak factor case should, however, be relatively straightforward following the steps of Chudik et al.
(2011) in the CCE context.
3 C3E ESTIMATION AND INFERENCE
In Section 3.1 we study the asymptotic properties of the pooled C3E estimator in the case when 𝛽1, … , 𝛽N are all equal,
and in the case when they are unrestricted. The estimation of the various covariance matrices that appear in Section 3.1
is discussed in Section 3.2.
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3.1 The pooled C3E estimator
As already mentioned, since F and Ci are not separately identifiable, F can only be estimated up to a matrix rotation. The






















where MA = IT − A(A′A)−1A′ for any T-rowed matrix A. The CCEP estimator, henceforth denoted by 𝛽CCEP, is simply 𝛽P
with F̂ = w̄.
Remark 3. The pooled C3E estimator considered here is based on “within” pooling, whereby the data are summed over
the cross-section before taking the ratio. Another approach is to use “between” pooling, in which case the ratio is taken
prior to summing over the cross-section. Pesaran (2006) considers both types of pooling. However, since in his Monte
Carlo study within pooling generally leads to the best performing estimator, in this paper we only consider this type.
However, as mentioned above, as a by-product of the need for consistent covariance estimation in the heterogeneous
slope case, in Section 3.2 we also consider the individual-specific C3E estimator. This estimator can be averaged,
leading to a between (or “group mean”) type C3E estimator.
Theorem 1. Suppose that Assumptions 1 and 2 are satisfied with 𝜉1 = · · · = 𝜉N = 0m× 1. As N,T → ∞with T∕N → 0,√

















with Ω𝜖,i = E(𝜖i𝜖i′).
Theorem 1 is concerned with the conventional homogeneous slope case, and is the C3E counterpart of Theorem 4 of
Pesaran (2006), which requires that r = 1. Theorem 1 only requires that k(m + 1) = r and is therefore more general
in this regard. The theorem supposes that T∕N → 0, which is the same condition as in Theorem 4 of Pesaran. The proof
provided in the supplementary Supporting Information is, however, more general in that it only requires T∕N → 𝜏 < ∞.
The results show that the asymptotic distribution of
√
NT(𝛽P −𝛽) is not correctly centered at zero when 𝜏 > 0. According
to our Monte Carlo results, however, the C3E estimator tends to perform very well in small samples, even in cases when
T > N. We therefore do not consider the 𝜏 > 0 case here, but put it in the supplementary material. The supplement also
introduces a bias-corrected C3E estimator and establishes its validity.
Analogous to the bulk of the existing literature on factor-augmented regressions (see, e.g., Bai, 2009; Gonçalves & Per-
ron, 2014; Greenaway-McGrevy et al., 2012; Moon & Weidner, 2015), Theorem 1 supposes that 𝜉1 = · · · = 𝜉N = 0m× 1.
The effect of a violation of this assumption is studied in Theorem 2.
Theorem 2. Under Assumptions 1 and 2, as N,T → ∞ with
√
N∕T → 0,√













Theorem 2 is the C3E counterpart of Theorem 3 of Pesaran (2006). It shows that the variance of the estimator emanates
from the heterogeneity of the slopes, as measured by Σ𝜉 . This result is analogous to that of Pesaran for the CCEP estima-
tor. However, the asymptotic variance of this estimator has an additional term that depends on the heterogeneity of the
factor loadings and that is there because the rank condition in Equation 6 is not assumed to be met. The C3E estimator
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does not depend on whether Equation 6 is satisfied, which is also the reason why the asymptotic distribution given in
Theorem 2 does not depend on the factor loadings. In order to illustrate this point, suppose first that m + 1 = r. Since
in this case wt = H
′
Ft + op(1), where H = C is of full rank and hence invertible, we have N−1∕2T−1
∑N
i=1 x′i MwF𝜆i =
N−1∕2T−1
∑N
i=1 x′i MFHF𝜆i + op(1) = N
−1∕2T−1
∑N
i=1 x′i MFF𝜆i + op(1) = op(1) (see Pesaran, 2006, Equation 40). Hence
√

























x′i M wxi𝜉i + op(1),
(10)
which converges to the same asymptotic distribution given in Theorem 2, provided that 𝜉i is “nicely” behaved in the sense
that Assumption 1(iii) is met. If, on the other hand, m + 1 < r, then N−1∕2T−1
∑N
i=1 x′i MwF𝜆i will not be negligible (see
Pesaran, 2006, Equation 38), and so we obtain
√












x′i M w(xi𝜉i + F𝜆i) + op(1), (11)
which will not converge in distribution unless 𝜆i is also nicely behaved. As pointed out by Westerlund and Urbain
(2013), one possibility here is to assume that 𝜆i and Λi are mutually independent, which seems like a rather restrictive
assumption. For example, when regressing investments on savings, as is commonly done in the literature on the so-called
“Feldstein–Horioka puzzle,” a common shock that increases savings is going to push interest rates down and investments
up, suggesting that 𝜆i and Λi should be negatively correlated. Thus, while the requirement that m + 1 ≥ r can be relaxed
also within the original CCE framework, this does not come free of charge.
It is important to note that in the above example the rate of consistency of 𝛽CCEP is given by
√
N and not by
√
NT. One
may think that this relatively low rate of consistency is due to the heterogeneity of 𝛽 i, and that imposing 𝜉1 = · · · = 𝜉N =
0m× 1 would prevent this from happening, regardless of whether m + 1 ≥ r or m + 1 < r.5 However, this is not the case.
The reason is easily appreciated by simply imposing 𝜉1 = · · · = 𝜉N = 0m× 1 and using (NT)−1∕2
∑N
i=1 x′i Mw𝜖i = Op(1),










x′i M wF𝜆i + Op(1). (12)
If m + 1 ≥ r, then (NT)−1∕2
∑N
i=1 x′i MwF𝜆i = op(1), and so we obtain
√
NT(𝛽CCEP − 𝛽) = Op(1). Hence, provided that
m + 1 ≥ r, imposing 𝜉1 = · · · = 𝜉N = 0m× 1 restores
√
NT-consistency. If, on the other hand, m + 1 < r, then
T−1x′i MwF = Op(1), and therefore
√














T−1x′i M wF𝜆i + Op(1), (13)
whose order is determined by the order of the first term on the right, which in turn depends on 𝜆i and Λi. If 𝜆i is i.i.d. and
independent of Λi, then the first term is Op(
√
T), whereas if 𝜆i is non-i.i.d. and/or correlated with Λi, then the same term
is Op(
√
NT ). Thus the rate of consistency is
√
N, at best, and if 𝜆i is non-i.i.d. and/or correlated with Λi, then 𝛽CCEP is even
inconsistent. The proposed C3E estimator in the homogeneous slope case is not only very simple but also
√
NT-consistent
regardless of the specification of 𝜆i and Λi, provided that Assumptions 1 and 2 are satisfied.
In the supplementary Supporting Information, we use Monte Carlo simulations to evaluate the small-sample per-
formance of the CCE and C3E estimators. The results are largely in agreement with our expectations given the above
discussion. In particular, we find that whenever Equation 6 is satisfied the performance of the CCE and C3E estimators are
comparable. If, however, Equation 6 is not met, then the C3E estimator continues to work well, while the CCE estimator
breaks down.
5It is not clear from Pesaran (2006) whether one can have 𝜉1 = · · · = 𝜉N = 0m× 1, while at the same time permitting m + 1 < r.
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3.2 Covariance matrix estimation
In this section, we derive consistent estimators of the covariance matrices that appear in Theorems 1 and 2. We begin by
considering Σ−1𝜂 SΣ−1𝜂 , which according to Theorem 1 is the appropriate covariance matrix to consider when 𝛽1, … , 𝛽N
are all equal. Let 𝜖i = [𝜖i,1, · · ·, 𝜖i,T]′ = MF̂(𝑦i − xi𝛽P) and ?̂?i = [?̂?i,1, · · ·, ?̂?i,T]′ = MF̂xi. A naturally consistent estimator of
















For Σ𝜂𝜖 , we follow Pesaran (2006), who recommend using a heteroskedasticity and autocorrelation consistent (HAC)























with p being the window size. The appropriate covariance matrix estimator to use in the homogeneous slope case is given
by Σ̂−1𝜂 ŜΣ̂−1𝜂 .
If, as in Theorem 2, 𝛽1, … , 𝛽N are not all the same, the above covariance estimator is no longer consistent. Specifically,
while Σ̂𝜂 is still consistent, because of the reduced rate of consistency of 𝛽P, Ŝ is inconsistent for R. Recognizing this
problem, Pesaran (2006) proposed a nonparametric method that made use of the individual-specific CCE estimator. The
























𝛽i = (x′i MF̂xi)
−1x′i MF̂𝑦i. (21)
The consistency of this estimator follows from the consistency of the individual-specific C3E estimator, 𝛽i, which is
established in the supplementary material. The fact that 𝛽i is consistent means that the appropriate covariance matrix
estimator to consider in the heterogeneous slope case is given by Σ̂−1𝜂 R̂Σ̂−1𝜂 .
4 SELECTING THE COMBINATIONS
A problem in applications is how to construct the combination matrix, z. This problem can be seen as being comprised
of two parts: (i) finding candidate combinations; and (ii) selecting among the candidates.
4.1 Finding combination candidates
While zi is not required to be uncorrelated with ui,t, the correlation is not irrelevant, as the rate of consistency of F̂ is
increased when zi and ui,t are uncorrelated. The combinations in zi are therefore ideally chosen to be uncorrelated with
ui,t. They should also be highly correlated with Ci. Specifically, since Ci = [Λi′𝛽 i + 𝜆i,Λi′], for zi to be highly correlated
with Ci, one should choose combinations that are believed to be highly correlated with the factor loadings.
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An obvious approach to selecting the combinations is to exploit whether there are natural candidates in the particular
application being considered, and we would like to argue that this scenario is in fact quite common. Indeed, the studies
that express a suspicion of cross-section dependence without providing any explanation for why are few. For example, in
macroeconomics usual common factor suspects include trade of goods and services, technology spillovers, and worldwide
supply shocks, such as oil price shocks (see, e.g., Dees et al., 2007). The task of finding combinations that are correlated
with the loadings is therefore tantamount to finding variables that measure the extent to which countries are affected by
these usual suspects.
Mastromarco et al. (2016), and Eberhardt and Teal (2011) argue that spillover effects of globalization and business
cycles, and common political, economic and spatial stimuli are likely to make production correlated across countries. As
examples of variables that measure the effect of these common factors they mention openness, trade agreements, physical
and human capital, growth determinants, initial per capita income, institutional environment, qualitative features of
governance, geographical features, adoption of efficiency-enhancing technology, and natural resource constraints. If the
analysis is made at the firm level, the extent to which a firm's production function is affected by common factors is likely
to depend on the size of the firm, financial constraints, and the technology adopted, for example (see Chudik & Straub,
2011; Eberhardt & Teal, 2011). In the spillover literature, absorptive capacity is known to be an important determinant
of the effect of knowledge, which can in turn be measured using, for example, openness, trade flows, human capital, and
various development indices (see, e.g., Fracasso & Marzetti, 2014, 2015).
Baxter and Kouparitsas (2004) and Imbs (2004) studied the determinants of business cycle comovements. They con-
cluded that trade was the most important determinant of cross-country business cycle linkages. Trade is an important
determinant of cross-country linkages also in financial markets (see, e.g., Dees et al., 2007; Forbes & Chinn, 2004),
although when modeling returns it is standard practice to use asset-specific characteristics (“fundamentals”) such as
industry classification, market capitalization, and style classification as observable loadings, or “betas” (Rosenberg, 1974).
A special kind of dependence that often arises is if there is a dominant unit (see Pesaran & Chudik, 2013). For example,
in multicountry studies, it is natural to think of the USA as a dominant unit, whose influence may be measured using US
trade weights and financial linkages, such as US equity and debt weights (see, e.g., Pesaran et al., 2004). Another example,
taken from Holly et al. (2011), is the modeling of house prices in different regions in the UK, where price movements in
London have had a dominating effect on all other regions.
Many of the above-mentioned sources of correlation are examples of what Conley (1999) referred to as “economic
distance,” and there are many more examples like these (see, e.g., Conley, 1999; Conley & Topa, 2002). Another important
source of correlation is physical distance. Indeed, as Tobler (1970) points out in his “first law of geography,” “everything
is related to everything else; but near things are more related than distant things.” A recent example of this is provided by
Holly et al. (2010), who studied the effect of income on house prices across US states, and reported evidence suggesting
that bordering states tend to be more correlated than states that are located further apart. Another example is provided
in the empirical illustration reported in Section 5, where we consider a panel of bilateral trade flows among 15 European
countries. Previous studies have shown that distance is important for trade, and our results confirm this.
As the above discussion illustrates, in many applications there are natural combination candidates that can go into
zi. Deterministic combinations are particularly simple to come by. Specifically, as Chudik et al. (2011) showed, the
cross-section average can be quite effective in mopping up cross-section dependence. A vector of ones is therefore a good
starting point. Tutz and Binder (2007) considered the problem of boosting ridge regression. They separated between “must
have” candidates and other variables. The cross-section average can therefore be thought of as a “must have combination.”
This special treatment of the cross-section average highlights the role of C3E as an extension rather than as an alterna-
tive to original CCE. Other readily available combination candidates are preliminary consistent estimates of (the space
spanned by) Ci. The only requirement is that the rate of consistency must be at least
√
N, which is sufficiently relaxed to
enable estimation by PC (see Bai, 2003).
4.2 An IC-based selection procedure
An advantage of using deterministic combinations and/or preliminary loading estimates is that they are (asymptotically)
uncorrelated with ui,t.6 However, in practice there is no guarantee that the combinations are valid, and if some of the
combinations are stochastic there is also likely to be uncertainty regarding the correlation with ui,t. In this section, we
6This advantage of using deterministic instruments has been pointed out before by Phillips and Hansen (1990) in the context of IV estimation of
cointegrated time series regressions.
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propose a selection criterion for the combination vector, zi. In so doing, it is convenient, albeit not necessary (as we discuss
at the end of this section) to assume that the valid combinations, henceforth denoted by z0,i, are ordered first (for similar
assumptions (see, e.g., Donald & Newey, 2001; Zheng & Loh, 1995, 1997), and that their number is given by k. In fact,
analogous to IV selection, it is useful to treat also the combinations within z0,i as ordered, but then according to their
correlation with Ci. The first combination in z0,i has the highest correlation. The invalid, or “nuisance,” combinations,
henceforth denoted by z1,i, are ordered least, implying that zi can be partitioned as zi = [z0,i′ , z1,i′ ]′, a kmax × 1 vector with
kmax ≥ k.
Remark 4. As usual, the correct model must be among the models considered in the selection or else the selection
procedure will be inconsistent. In our case, this is tantamount to requiring that kmax ≥ k, which is less restrictive than
in many other model selection problems. The reason is that the number of allowable factors does not increase by a
factor of 1 for each additional combination but rather by a factor of m + 1.
The IC considered in the present paper can be seen as a multivariate version of the IC criterion of Bai and Ng (2002)
and is given by
IC(s) = ln det V(F̂(s)) + s · g, (22)
where V(A) = (NT)−1
∑N
i=1 w′iMAwi for any T-rowed matrix A, F̂(s) is F̂ based on s combinations, and g is a penalty
term. The associated IC estimator k̂ of k is given simply by
k̂ = arg min
s=1,… ,kmax
IC(s). (23)
Theorem 3. Suppose that Assumptions 1 and 2 are met with zi replaced by z0,i, and that g → 0 and min{N,
√
T}·g → ∞,
as N,T → ∞. Then
P(k̂ = k) → 1.
Bai and Ng (2002) propose several ICs for selecting r in the context of PC estimation of common factor models. The
Theorem 3 requirement that g → 0 and min{N,
√
T}·g → ∞ is stronger than in their paper. The reason for this difference
is the invalid combination candidates, which are not restricted in any way and may therefore be correlated with ui,t. The
relatively large penalty employed here is necessary to be able to root out such correlated combinations. As usual, the
penalty g is not unique and has to be set by the researcher. Analogous to Bai and Ng, in this paper we set








where the term (m + 1) is there to account for the dimension of V(F̂(s)). This ensures that g → 0 and min{N,
√




The estimated number of combinations can be difficult to interpret. This is where the Assumption 2 requirement that
r = (m + 1)k comes in. It ensures (m + 1)k̂ is consistent for r: that is,
P[(m + 1)k̂ = r] → 1, (25)
which means that after scaling k̂ can be interpreted as an estimator of r. Another reason for requiring that r = (m + 1)k
is that it simplifies the proofs. By using the same arguments as in Westerlund (2018), the results reported in this paper
can be extended to the case when r ≤ (m + 1)k. In this case, however, r̂ is not necessarily consistent for r, but is instead
consistent for the minimal number of combinations required to approximate the underlying factor structure (see Smeekes,
2015, for a similar discussion in the context of subpanel selection).
Remark 5. In order to appreciate the implications of Theorem 3 it is convenient to treat 𝛽 as a function of k̂. Let us
therefore write 𝛽P(k̂) for 𝛽P. Clearly,
P[
√
NT(𝛽P(k̂) − 𝛽) ≤ 𝛿] = P[
√
NT(𝛽P(k̂) − 𝛽) ≤ 𝛿|k̂ = k]P(k̂ = k)
+ P[
√
NT(𝛽P(k̂) − 𝛽) ≤ 𝛿|k̂ ≠ k]P(k̂ ≠ k),
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where 𝛿 > 0. Because P(k̂ = k) → 1 and P(k̂ ≠ k) → 0 by Theorem 3, while the first term on the right-hand side
converges to P[
√
NT(𝛽P(k̂) − 𝛽) ≤ 𝛿|k̂ = k] = P[√NT(𝛽P(k) − 𝛽) ≤ 𝛿], the second term converges to zero. It follows
that
|P[√NT(𝛽P(k̂) − 𝛽) ≤ 𝛿] − P[√NT(𝛽P(k) − 𝛽) ≤ 𝛿]| → 0, (26)
implying that Theorem 1 is unaffected by the estimation of k.
So far we have assumed that the candidates can be preordered, which is not very restrictive. In fact, as Donald and Newey
(2001, p. 1156) point out in the classical IV context, “there will often be at least some information about which instruments
are most important.” Such information is, however, not necessary. If there is no natural ordering, then one possibility is
simply to use an all-subset grid search, which is the approach used in the empirical application of Section 5. Grid search
is feasible in applications where kmax is a relatively small number, which is likely to be the case in practice. For example,
in our empirical illustration, kmax = 2. If kmax is “large,” then it is sometimes possible to group the candidates and to grid
search among the groups (see, e.g., Donald & Newey, 2001). If this is not possible, one may follow, for example, Stock and
Wright (2000) or Zheng and Loh (1995, 1997), and order the candidates according to an estimate of their correlation with
Ci. This can be done by looking at Ĉi, which we show in the supplementary Supporting Information to be consistent for
the space spanned by Ci, provided that N,T → ∞.7 Alternatively, we may use w̄i = T−1
∑T
t=1 wi,t. The logic behind this
latter approach is that w̄i = T−1
∑T
t=1 wi,t = C′i F + ui = C
′
i F + op(1). This gives m + 1 correlations for each combination
in zi, which can be combined by taking, for example, the average of the absolute value of the correlations.
The idea of using the variation in Ci to say something about the nature of the cross-section dependence is not new but
has been used before, although not in this particular context. Holly et al. (2010) used the CCE approach to infer the effect
of income (xi,t) on house prices (yi,t) across US states. Motivated by the common practice in the capital asset pricing model
(CAPM) literature, they regressed yi,t − xi,t onto ?̄?t − xt (and a constant), and used the estimated slopes as estimators of
the factor loadings. They used the magnitude and sign of the estimated loadings to form roughly homogeneous groups,
which were then characterized based on observables. Similar approaches have been used by Ludvigson and Ng (2007,
2009), for example, but then for studying estimated factors as opposed to estimated loadings.
5 EMPIRICAL APPLICATION
Serlenga and Shin (2007) applied the CCEP estimator to a gravity equation of bilateral trade flows among 15 European
countries (91 pairs) over the 1960–2001 period.8 In their most general model, which they denoted “Case 3,” they regressed
real bilateral trade (TRADE) on the sum of the logged home and foreign country GDPs (TGDP), similarity in relative size
(SIM), differences in relative factor endowments (RLF), the log real exchange rate (RER), a dummy variable which took
on the value one when both countries belonged to the European community (CEE), and a dummy variable which took
on the value one when both countries adopted a common currency (EMU). As common factor estimates they took the
cross-section average of the observables plus the ECU/euro–US dollar real exchange rate (RERT), where the latter was
added to capture the common influence of the USA.
In this section, we revisit the data of Serlenga and Shin (2007) and the model described in the previous paragraph.
Our main reasons for doing so are to (i) illustrate the combination selection procedure and (ii) discuss the relevance of
some of the most important assumptions and allowances in C3E. As argued in Section 4, the process of finding suitable
combinations is to a large extent reliant on pre-knowledge regarding the cross-section dependence. In particular, the
combinations should be correlated with the loadings. Serlenga and Shin provided little or no motivation for their use
of the CCEP estimator, or for why they considered common factors in the first place. They therefore did not offer any
discussion of the nature of the cross-section dependence, although they did mention in their conclusions (see p. 377)
that “it would be worth investigating the effect of globalization on transport costs more explicitly. For instance, transport
and communication revolutions should lead to a dispersion of economic activity.” Anderson and van Wincoop (2004)
7In the literature on generated regressors (see, e.g., Pagan, 1984), the sampling error induced by the generated regressors inflates the variance of the
second-step regression estimator. This would be the case here too if N and /or Twere fixed. However, in this study, N and T are both large, and under this
assumption the estimated loadings are consistent. This means that asymptotically correlations based on estimated loadings are as good as correlations
based on known loadings (see, e.g., Bai & Ng, 2006a, for a similar argument in the context of PC estimation).
8Serlenga and Shin (2007) also applied a Hausman–Taylor IV version of the CCEP estimator. However, as Baltagi (2010) pointed out, the results obtained
by using this estimator seemed fragile.
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TABLE 1 Correlation between estimated loadings and
combinations
LAN BOR DIS
Variable ABS p value ABS p value ABS p value
TRADE 0.126 0.224 0.516 0.000 0.652 0.000
GDPT 0.076 0.465 0.274 0.007 0.282 0.005
RER 0.421 0.000 0.046 0.659 0.335 0.001
RLF 0.002 0.984 0.373 0.000 0.413 0.000
SIM 0.014 0.897 0.018 0.865 0.041 0.694
Average 0.128 0.245 0.345
Note. The loadings are estimated by taking the time series average of the observ-
ables, as explained in the text. The variables therefore refer to the time series
average associated with each variable. “ABS” refers to the absolute value of the
estimated coefficients between the estimated loadings and each combination
variable (LAN, BOR, and DIS).
introduced the concept of “multilateral resistance to trade,” which refers to the fact that trade between two countries
depends not only on the characteristics of the countries involved but also on the characteristics of other countries. Hence,
as much of the recent empirical evidence shows (see, e.g., Herwartz & Weber, 2013), relative costs to trade matter. In a
recent paper, Bertoli and Fernández-Huertas Moraga (2013) estimated a gravity equation to Spanish migration data. They
showed how multilateral resistance to migration gave rise to cross-section dependence in the form of common factors.
The authors also showed that the effect of the factors was likely to be heterogeneous across the cross-section, and that the
extent of this heterogeneity depended in part on the cost of migration. Hence, in terms of the trade illustration considered
here, the factor loadings are likely to be correlated with trade costs.
Motivated by the discussion of the previous paragraph, in this section we explore the possibility of using different mea-
sures of trade costs as means to combine the data. The by far the most common measure in the literature is physical
distance (see Anderson & van Wincoop, 2004). In order to capture this, here we follow much of the previous literature
(see again Anderson & van Wincoop, 2004, and the references provided therein), and use the distance between capital
cities (DIS), and a dummy variable that takes the value one if the countries within a pair share a border (BOR). We also
consider a vector of ones, and a dummy that is one if the countries have the same language (LAN), which is intended to
capture in part similarity in cultural and historical backgrounds, in part an established network of translation (see, e.g.,
Melitz, 2008). To get a feeling for the correlation between each combination variable and the loadings, as discussed in
Section 4, we check whether the combinations correlate with w̄i. The results are reported in Table 1. We see that while
LAN is not very correlated, with a few exceptions, BOR and DIS are highly correlated with the elements of w̄i. We also see
that the correlations reported for DIS are uniformly higher than those reported for BOR, and that they are highly signif-
icant (with one exception). Hence, based on these results, DIS stands out as the most preferred combination candidate.
To decide on which combinations to use, we apply the IC criterion. We grid search over all possible combinations of the
kmax = 4 candidates. The lowest value of the IC is obtained when using DIS only with the vector of ones ending up in
second place. Hence k̂ = 1, which is not that surprising given the relatively large number of regressors in this illustration.
The estimated factors are given by the DIS weighted cross-sectional averages of TRADE, GDPT, RER, RLF, and SIM.
RERT is also included as well as a vector of ones, which is tantamount to the inclusion of country-pair-specific fixed
effects. By construction, there is not much time variation in CEE and EMU. Therefore, in order to prevent multicollinearity
with the vector of ones, the weighted averages of CEE and EMU are not included among the estimated factors (as in
Serlenga & Shin, 2007). Figure 1 plots the estimated factors over time. The first thing to note is that, except possibly for
the weighted average of SIM, all the series have marked trends.9 This is very interesting because it is consistent with
the results of Bun and Klaassen (2007), who found that the residuals from their fixed-effects model exhibited trending
behavior over time. As a partial solution to the problem, they augmented their model with country-pair-specific linear
time trends, which was shown to have a substantial effect on the results. In particular, the estimated GDP and currency
union effects were markedly reduced when the trend was included—a finding that has received considerable attention
in the subsequent literature. As a result, it is now quite common to allow not only for fixed effects but also for linear
9Because the factors are only identified up to a matrix rotation, we cannot interpret their level and sign. We can, however, interpret their behavior over
time.
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FIGURE 1 Plotting RERT and the DIS weighted cross-sectional averages of TRADE, GDPT, RER, RLF and SIM over time. For ease of
comparison, all series have been normalized to have zero mean [Colour figure can be viewed at wileyonlinelibrary.com]
time trends. Of course, as Bun and Klaassen recognized themselves, such trends provide a very rough approximation to
omitted trending variables, and, as already mentioned, the results are highly sensitive in this regard. This is important,
because, as far as we are aware, no one has really tested the validity of the linear trend assumption, which means that we
do not know if the sensitivity of the results stops here or if we have to consider more general models.
The generality of the common factor model considered in the present paper enables us to test the validity of the linear
trend assumption. Note, in particular, that if the trend-augmented fixed effects model of Bun and Klaassen (2007) is
correct, then it can be written in the same form as Equations 1 and 2, with Ft = [1, 𝜃t, t]′ and 𝜆i = [𝛼i, 1, 𝛿i]′, such that
𝜆i
′Ft = 𝛼i + 𝜃t + 𝛿i · t. That is, the linear trend can be seen as a common factor, which fits in quite well with the trade
cost story, as trade costs tend to decrease over time (see Bun & Klaassen, 2007). Hence, while there are some studies that
allow for common factors (see, in particular, Cameraro et al., 2013; Serlenga & Shin, 2007), as already mentioned, their
motivation has been generic, and no one has made the connection to the model of Bun and Klaassen.10
In order to investigate the validity of the linear trend assumption, we test whether the linear trend spans the same
space as the true factors. This is done by applying the A(j) statistic of Bai and Ng (2006b), which is the empirical rejection
frequency of a sequence of point-wise two-sided 𝛼-level tests of equality between the spaces spanned by a linear trend and
the estimated factors. If the spaces are the same, then A(j) should be close to 2𝛼. We set 𝛼 = 0.05, and obtain A(j) ≈ 0.548,
suggesting that a linear trend is not enough to capture the trending behavior of the factors.11 Because the trend is not
deterministic, we examine whether the trending behavior of the factors is stochastic. This is done by applying a version
of the PANIC (PANICCA) approach (Bai & Ng, 2004; Reese & Westerlund, 2016). The idea is to estimate both the factors
and idiosyncratic errors from the first-differenced data. The estimated components are then accumulated up to levels and
subjected to a unit root test. The results are reported in Table 2. The estimated largest autoregressive root of the estimated
factors all fall in the [0.606, 0.908] range, and the augmented Dickey–Fuller (ADF) test does not provide any evidence
against the unit root null. By contrast, the estimated idiosyncratic errors are all stationary at the 10% level or better. Hence,
as might be expected, the trending behavior is not due to a simple linear time trend, but is rather due to a number of
common stochastic trends. In order to determine how many distinct stochastic trends there are, we apply the MQc and
MQF tests of Bai and Ng (2004), which both suggest that there are six stochastic trends: one per estimated factor (as in
Cameraro et al., 2013, 2014).
The fact that Ft contains unit roots is inconsistent with Assumption 1(ii). As already pointed out, however, this
assumption is not really necessary and can be relaxed without affecting the results. In fact, as Westerlund (2018) showed,
10It is also not clear if the PC-based approaches employed by Cameraro et al. (2013, 2014) are equipped to deal with the presence of trending factors.
11Bai and Ng (2006b) only consider principal components-based factor estimates. However, intuition suggests that the A(j) statistic should work well
also when applied to (weighted) cross-section averages, and unreported Monte Carlo results confirm this.
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TABLE 2 Unit root test results for the estimated
idiosyncratic errors and common factors
Errors Factors
Variable Pcê p value AR ADF p value
TRADE 5.011 0.000 0.708 -3.044 0.133
GDPT 5.051 0.000 0.908 -2.656 0.260
RER 1.506 0.066 0.739 -2.868 0.182
RLF 8.411 0.000 0.606 -2.990 0.147
SIM 4.409 0.000 0.814 -1.879 0.647
RERT 0.884 -1.738 0.715
Note. “Errors” and “Factors” refer to the estimated idiosyncratic
errors and common factors, respectively. Pcê is the combination of
p-value test statistic of Bai and Ng (2004) based on the (weighted)
cross-section averages instead of estimated principal component
factors (as in Reese & Westerlund, 2016). “AR” refers to the esti-
mated largest autoregressive root of each of the estimated factors
with “ADF” being the associated unit root test statistic. The test
regression for the idiosyncratic (common) unit root test is fitted
with a constant (constant and trend) and the Schwartz Bayesian
information criterion to select the lagged terms to include in order
to control for error serial correlation. RERT does not vary across the
cross-section and is treated as an observable common factor. Hence,
for this variable, there is no idiosyncratic component.
except for some basic moment conditions, Ft is virtually unrestricted. Examples of permissible factors include polynomial
time trends of any finite degree, seasonal and structural break dummies, factors with unknown heteroskedasticity over
time, and factors of an unknown but finite order of integration. While his proof is for the CCEP estimator, the same argu-
ments can be applied to C3E, and the Monte Carlo results reported in the supplementary Supporting Information confirm
this. The presence of unit root factors is therefore inconsequential for the results, which means that we can proceed as
if Assumption 1(ii) was in fact met. The estimation results are reported in Table 3.12 For comparison purposes, we also
consider the very popular one- and two-way fixed-effects estimators and their trend-augmented counterparts.
According to Table 3 the fixed-effects results depend quite substantially on whether the linear time trend is included
or not. In particular, except for RER in the one-way specification, the inclusion of the linear trend causes the estimated
coefficients to drop. To take an extreme example, in the two-way specification, while the effect of EMU without trend is
estimated to be 0.218, with the trend included it is −0.014, which is not even of the same sign. Hence, as argued by Bun
and Klaassen (2007), proper accounting for the trend in TRADE is key. However, we also know that a linear trend is not
enough, and that there is a need to account for common stochastic trends. In order to verify that this is indeed the case, the
regression residuals are tested for unit roots using the four panel unit root tests of Smith et al. (2004), henceforth denoted
by t, LM, max, and min, which are based on combining individual ADF tests, and using a sieve bootstrap to account for
weak cross-section (and serial) dependence in the errors. The fact that the dependence is not permitted to be strong is
key, because it means that while the errors can be cross-correlated, they cannot contain unit root factors. In fact, the
presence of unattended unit root factors will make the test biased towards accepting the unit root null. In agreement with
this, we see that all four tests are unable to reject the unit root null, and that this is true even when the trend is included.
Hence, again, a linear trend is not enough to account for the trending behavior of TRADE. We also computed the CD test
discussed in Pesaran et al. (2008), which tests the null hypothesis of no cross-correlation in the residuals. According to
the results, while the evidence against the null is reduced by the inclusion of time fixed effects, the null hypothesis is still
rejected at all conventional significance levels. Hence the regression errors are correlated across country pairs, which is
suggestive of omitted common factors.
Motivated by the above discussion we now go on to consider the C3E results. The first thing to note is that, in contrast
to before, now the CD test is insignificant and the hypothesis of a unit root in the regression errors is rejected. This is
important for at least four reasons. The first reason is that, as discussed in Section 2, while the regression errors do not
12Both the C3E estimator and its bias-corrected version (presented in the supplementary Supporting Information) were applied. However, since the
results were identical down to the third decimal, which is partly expected because N = 91 > T = 42, in Table 3 we only report the results of the
unadjusted estimator.
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TABLE 3 Estimation results
One-way FE Two-way FE
No trend Trend No trend Trend C3E
EST p value EST p value EST p value EST p value EST p value
RER 0.061 0.000 0.211 0.000 0.084 0.000 0.071 0.000 0.056 0.000
GDPT 1.812 0.000 1.109 0.000 3.053 0.000 1.019 0.000 1.719 0.000
RLF 0.033 0.000 -0.002 0.658 0.018 0.000 -0.016 0.000 -0.011 0.152
SIM 1.172 0.000 0.778 0.000 1.422 0.000 0.743 0.000 1.111 0.000
CEE 0.309 0.000 0.252 0.000 0.319 0.000 0.203 0.000 0.050 0.000
EMU 0.085 0.000 -0.013 0.001 0.218 0.000 -0.014 0.002 0.000 0.919
CD 0.170 0.000 0.260 0.000 -0.009 0.000 -0.007 0.002 0.000 0.961
t 5.068 1.000 -0.513 0.341 6.593 1.000 2.966 0.822 -18.331 0.000
LM -5.613 1.000 -2.706 0.357 -6.333 1.000 -5.528 0.872 17.807 0.000
max 1.886 1.000 -3.301 0.387 4.086 1.000 0.749 0.926 -21.258 0.000
min -2.662 1.000 0.232 0.401 -3.365 1.000 -3.195 0.932 24.441 0.000
Note. “One-way FE” (“Two-way FE”) refers to the model with cross-section (cross-section and time) fixed effects, which
in the “Trend” case is augmented with cross-section-specific linear trends. The C3E estimator is based on using DIS as a
combination. The top panel reports the estimated slopes and their p values, and the bottom panel reports some tests of the
estimated residuals. In particular, we report the CD test for the null hypothesis of no cross-correlation, and the t, LM, max
and min unit root tests of Smith et al. (2004) that allows error cross-correlation. The p values associated with the unit root
tests are based on bootstrapping using 499 bootstrap replications.
have to be cross-section independent, we do require that any correlation is of the weak form, which will be the case if
they are uncorrelated. The results based on the CD test can therefore be taken as evidence in favor of the at-most-weak
dependence assumption. The second reason is that by removing the cross-correlation from the errors the C3E approach
controls not only for error cross-section dependence per se, but also for endogeneity, as the factors are permitted to load
on the regressors. Countries that trade a lot with each other may experience high economic growth, may be more likely
to adopt a common currency, and so on. To the extent that reverse causality of this type is important, given the flexibil-
ity of the common factor component, C3E estimator is expected to be more robust than the popular fixed-effects-based
ordinary least squares estimator.13 The third reason is that the regression errors have to be stationary for Assumption 1(i)
to be met. The fourth and final reason has to do with the interpretation of the results when some of the factors are unit
root nonstationary. Bun and Klaassen (2007) recognized that the variables of the gravity equation were likely to contain
unit roots, and found evidence of cointegration using the test of Pedroni (2004; see Fidrmuc, 2009, for some confirma-
tory results using the same test). The problem is that this test is a so-called “first-generation” test that does not allow for
cross-section dependence, and its properties become suspect when this condition is not met. The fact that the no cointe-
gration null can be rejected when using this test is therefore likely to be due to size distortions. Our results show that the
variables of the gravity equation are not cointegrated on their own, but that cointegration requires augmentation by Ft.
That is, TRADE does not form a long-run relationship with its determinants unless the factors are included. This demon-
strates quite clearly the importance of the common factors not only for estimation but also for interpretation purposes—a
fact that seems to have gone largely unnoticed in the previous literature. Serlenga and Shin (2007) use the same data set as
us. They are among the few that recognize the importance of allowing for common factors. The issue of nonstationarity
and its implications for inference is, however, ignored.
Looking next at the C3E-based estimation results we see that the effect of TGDP is positive and highly significant, even at
the conservative 1% level, which is just as expected. The estimated effect, 1.719, is larger than in studies such as Cameraro
et al. (2014) and Fidrmuc (2009), but is very close to the CCEP estimate reported by Serlenga and Shin (2007). The fact that
the effects of SIM and CEE are positive and significant is in agreement with the trade cost story, and is therefore expected.
The effect of RER is also positive. This means that a depreciation of the home currency leads to an increase in trade,
which again is just as expected. RLF and EMU are insignificant, which means that trade is not affected by differences in
factor endowments or by monetary union membership. While the effect of RLF is ambiguous (see Serlenga & Shin, 2007),
the effect of EMU is expected to be positive. Rose and Stanley (2005) perform a meta-analysis of the results of 34 studies
on the effect of currency unions on trade. According to their results, currency unions have a significant positive effect
13See Bun and Klaassen (2007) for some arguments for why endogeneity is unlikely to be very important and for some confirmatory empirical results.
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that is estimated to lie between 0.26 and 0.64. Our EMU estimate is zero down to the third decimal, which is obviously
much smaller than this. Our estimate is, however, consistent with those of Bun and Klaassen (2007) and Serlenga and
Shin (2007), which account for the trend in trade. Looking across the estimators we see that the C3E estimates are smaller
than the corresponding fixed-effects estimates without trend, which is consistent with the finding of Bun and Klaassen
(2007) that trend augmentation reduces the estimated GDP and currency union effects. However, we also see that the
C3E results differ quite markedly from the trend-augmented fixed-effects results, which reinforces the evidence already
reported against the linear trend.
While we can of course speculate, which we have also done, the C3E approach used here does not provide any expla-
nation as to what the factors might represent. It does, however, enable us to control for the effects of the factors, which
is enough if the purpose is to estimate the impacts of the already known determinants of trade. The results reported here
suggest that there is a need for better understanding of the forces driving the common component of trade, and that
credible theories are likely to include some kind of common factors.
6 CONCLUSION
This paper considers the problem of consistent estimation of a factor-augmented panel regression model in which the
number of factors, r, is potentially larger than the number of observables, m + 1. The estimator that we propose can be
viewed as an extension of the CCEP estimator of Pesaran (2006), which is based on using the cross-section averages of
the observables as proxies for the latent factors. While CCEP does allow r > m + 1, it does so at a cost. In particular, it is
required that the factor loadings are independently distributed, which in most cases of practical relevance is likely to be
violated. But even if the assumption is in fact satisfied, violations of m + 1 ≥ r are still costly. This is particularly true





N. In the present paper, we take this last feature of CCE as our starting point. The purpose is to provide a simple
extension that preserves
√
NT consistency without requiring independent loadings.
The idea behind the proposed C3E approach is to use not only the cross-section average but also other (cross-section)
combinations of the observables. By taking k ≥ 1 such combinations we can allow k(m + 1) ≥ m + 1 common factors
without requiring independent loadings. In the analysis of the properties of the resulting pooled C3E estimator we consider
not only the standard scenario of homogeneous slopes but also the case when the slopes have a random distribution
across the cross-section. We show that the estimator is consistent and asymptotically normal, with the rate of consistency
depending on the heterogeneity of the slopes; if the slopes are homogeneous, the rate is the usual
√
NT, whereas if they
are heterogeneous the rate is only
√
N. This is true if the combinations are known. If there is uncertainty over which
combinations to use, an IC can be used to select the appropriate combinations.
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