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Abstract. We study stability properties of kinks for the (1+1)-dimensional
nonlinear scalar field theory models
∂2t φ− ∂2xφ+W ′(φ) = 0, (t, x) ∈ R× R.
The orbital stability of kinks under general assumptions on the potential W
is a consequence of energy arguments. Our main result is the derivation of a
simple and explicit sufficient condition on the potential W for the asymptotic
stability of a given kink. This condition applies to any static or moving kink, in
particular no symmetry assumption is required. Last, motivated by the Physics
literature, we present applications of the criterion to the P (φ)2 theories and
the double sine-Gordon theory.
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1. Introduction
1.1. General setting. This article is concerned with the stability of kinks for
general (1+1)-dimensional nonlinear scalar field theory models
∂2t φ− ∂2xφ+W ′(φ) = 0, (t, x) ∈ R× R. (1.1)
This model rewrites as a first order system for φ = (φ, ∂tφ) = (φ1, φ2){
∂tφ1 = φ2
∂tφ2 = ∂
2
xφ1 −W ′(φ1).
(1.2)
The assumptions on the potential W are standard
W : R→ [0,∞) is of class C3,
W has at least two zeros ζ−, ζ+ ∈ R such that ζ− < ζ+,
W ′(ζ±) = 0, W ′′(ζ±) > 0, and W > 0 on (ζ−, ζ+).
(1.3)
Such assumptions ensure that (1.1) admits a kink corresponding to the heteroclinic
orbit of the equation h′′ = W ′(h) connecting the two consecutive vacua ζ− and ζ+,
and whose main properties are gathered in the following statement (see §2.1 for a
proof and further properties).
Lemma 1.1 (Static kink). Assume (1.3). There exists a solution H of class C4 of
the equation {
H ′′ = W ′(H) on R,
lim−∞H = ζ−, lim+∞H = ζ+,
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unique up to translation, which satisfies H ′ > 0 on R. Moreover, there exist C > 0
and ω > 0 such that for any k = 1, 2, 3, 4,
|H(x)− ζ±| ≤ Ce∓ωx, |H(k)(x)| ≤ Ce−ω|x| on R. (1.4)
The solution H = (H, 0) of (1.2) is called the static kink. For c ∈ (−1, 1) we
define γ = γ(c) ∈ [1,∞) and the functions Hc, Hc by
γ =
1√
1− c2 , Hc(x) = H(γx), Hc(x) =
(
Hc(x)
−cH ′c(x)
)
.
The Lorentz boosted versions of the kink are defined by φ(t, x) = Hc(x − ct),
for any c ∈ (−1, 1). These solutions, together with their translated versions, form
the kink family of the model (1.2) related to the consecutive wells ζ−, ζ+ of the
potential W .
Recall the conservation laws of the model
E [φ] = 1
2
∫ [
φ22 + (∂xφ1)
2 + 2W (φ1)
]
, (Energy)
P[φ] =
∫
φ2∂xφ1. (Momentum)
Since W ≥ 0 on R, the set of functions φ ∈ L1loc(R)×L1loc(R) for which the energy
is finite is
E =
{
φ ∈ L1loc(R)× L1loc(R) : ∂xφ1 ∈ L2(R),
√
W (φ1) ∈ L2(R), φ2 ∈ L2(R)
}
.
To study the stability of H, we introduce the following subset EH of E
EH =
{
φ ∈ E : φ−H ∈ H1(R)× L2(R)} .
By the properties of W in (1.3) and Lemma 1.1, we observe that
EH =
{
φ ∈ L1loc(R)× L1loc(R) : ∂xφ1 ∈ L2(R), φ1 −H ∈ L2(R), φ2 ∈ L2(R)
}
.
For c ∈ (−1, 1) and v = (v1, v2) ∈ H1(R)× L2(R), we set
‖v‖2c = γ−1 ‖∂xv1‖2L2 + γ ‖v1‖2L2 + γ ‖v2 + c∂xv1‖2L2 ,
and for R > 0,
‖v‖2c,R = γ−1 ‖∂xv1‖2L2(|x|<R) + γ ‖v1‖2L2(|x|<R) + γ ‖v2 + c∂xv1‖2L2(|x|<R) .
1.2. Main results. For the sake of completeness, we state the result of orbital
stability of the kink family in the general context (1.3). The proof given in Sections 2
and 3 relies on standard energy arguments; see also [32, 55].
Theorem 1 (Orbital stability). Assume (1.3). There exist δ∗ > 0 and C∗ > 0
such that for any c0 ∈ (−1, 1) and any φin ∈ EH with∥∥φin −Hc0∥∥c0 ≤ δ∗,
there exists a unique global solution φ ∈ C(R,EH) of (1.1) with φ(0) = φin.
Moreover, for all t ∈ R
inf
y∈R
‖φ(t, ·+ y)−Hc0‖c0 ≤ C∗
∥∥φin −Hc0∥∥c0 .
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Remark 1.1. In the statement of Theorem 1, the constants δ∗ and C∗ are indepen-
dent of the speed c0 of the kink. To state such an optimal stability result, one has
to use the norm ‖ · ‖c0 . Moreover, while equivalent to ‖ · ‖H1×L2 , this norm seems
more natural since it measures the perturbation in the moving frame of the kink:
if φ is a Lorentz boosted version of the kink with speed c, then φ2 + c∂xφ1 = 0.
We turn to the notion of asymptotic stability.
Definition 1 (Asymptotic stability). Assume (1.3). The kink H is said to be
asymptotically stable if for any c0 ∈ (−1, 1) there exists δ0 ∈ (0, δ∗] such that for
any φin ∈ EH with ∥∥φin −Hc0∥∥c0 ≤ δ0,
there exist c−, c+ ∈ (−1, 1) and a C1 function y : R → R with limt→±∞ y˙(t) = c±,
such that the global solution φ of (1.1) with φ(0) = φin satisfies, for any R > 0
lim
t→±∞ ‖φ(t, ·+ y(t))−Hc±‖c±,R = 0.
This definition gives a strong notion of asymptotic completeness of the family of
kinks defined from H, requiring that any translated and Lorentz boosted version
of the kink is asymptotically stable, under any small perturbation in the energy
space. In this definition, the solution φ(t) approaches as t→ ±∞ the final moving
kinks Hc±(x− y(t)) locally in space around the time-dependent kink position y(t).
The goal of this article is to exhibit a simple and general sufficient condition on
the potential W for asymptotic stability, without assuming any symmetry property
for the potential nor for the kink. To formulate the condition, we introduce the
transformed potential V : (ζ−, ζ+)→ R defined by
V = −W (logW )′′ . (1.5)
The main result of this article is the following theorem, proved in Section 4.
Theorem 2 (Sufficient condition for asymptotic stability). Assume (1.3). If the
transformed potential V satisfies V ′ 6≡ 0 on (ζ−, ζ+) and
there exists ζ0 ∈ [ζ−, ζ+] such that (φ− ζ0)V ′(φ) ≤ 0 for all φ ∈ (ζ−, ζ+), (1.6)
then the kink H is asymptotically stable.
Remark 1.2. From the orbital stability result, in the context of Theorem 2, it also
holds, for a constant C > 0
γ20 sup
t∈R
|y˙(t)− c0|+ γ20 |c± − c0| ≤ C
∥∥φin −Hc0∥∥c0 .
Moreover, the proof of Theorem 2 yields the following information: there exists a
C1 function c : R→ (−1, 1) satisfying
lim±∞ c = c± and supt∈R
|c˙(t)− c0| ≤ C
∥∥φin −Hc0∥∥c0 ,
and such that, for any R > 0∫ +∞
−∞
‖φ(t, ·+ y(t))−Hc(t)‖2(H1×L2)(|x|<R) dt <∞. (1.7)
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The sufficient condition (1.6) is related to the repulsivity of the potential V (H)
(see Lemma 2.1) that appears after transformation by factorization of the linearized
equation around the kink. This condition implies that the model does not have
internal mode nor resonance for the kink H, which are known spectral obstructions
for estimates of the form (1.7). The factorization procedure is a key tool of the
proof of Theorem 2. We refer to §4.2 for its heuristic presentation and a more
technical discussion on the condition (1.6).
Interestingly, one easily checks that the transformed potential is constant for the
(integrable) sine-Gordon equation corresponding to the potential
WsG(φ) = 1− cosφ. (1.8)
The converse statement is established in §5.2. This threshold situation V ′ ≡ 0
is excluded by Theorem 2, which is consistent with the fact that the kink of the
sine-Gordon equation is not asymptotically stable in the sense of Definition 1 (see
references in §1.3). This observation also motivates the study of some models
approximating the sine-Gordon equation; see below and §5.
For the φ4 model, corresponding to the potential
W4(φ) = (φ
2 − 1)2, (1.9)
the asymptotic stability of the kink is usually conjectured but seems very challeng-
ing to prove in general mainly because of the presence of one even resonance and
one odd internal mode. In particular, the condition (1.6) does not hold for the φ4
model (see §5.3.1) and Theorem 2 is inconclusive in this case. However, the main
result in [41] establishes the asymptotic stability of the static kink in the case of odd
perturbations, avoiding the resonance, but taking into account the internal mode.
In the same context, for odd initial data in weighted spaces, a very recent result [23]
shows refined decay estimates on the solution, up to a time of size δ−β0 , where δ0 is
the size of the initial perturbation and β is any number less than 4.
The above two classical models contain the main obstructions and difficulties
encountered in addressing asymptotic stability and continue to be great challenges.
This being said, we point out that Theorem 2 allows us to prove new results of
asymptotic stability for several models from the Physics literature. In Section 5,
the sufficient condition (1.6) is first checked for the φ6 model
W6(φ) = φ
2(φ2 − 1)2, (1.10)
(see Theorem 4) and then for generalized versions of the φ4n and φ4n+2 models
for a large range of parameters (see Theorems 5, 6 and 7). It is also striking that
Theorem 2 implies asymptotic stability of kinks for several approximations of the
sine-Gordon equation in the P (φ)2 and double sine-Gordon theories, arbitrarily
close to the sine-Gordon model (see Theorems 8, 9 and 10).
1.3. References. The Physics literature provides many references motivating the
mathematical study of the dynamical properties of kinks for one-dimensional scalar
field models (see e.g. [18, 29, 35, 48, 56, 64, 74, 75, 77]). Two articles have especially
motivated the applications considered in Section 5: [55] for the P (φ)2 theories,
and [9] for the double sine-Gordon model (see also [5, 26, 36]).
Basic properties and orbital stability of kinks for general scalar field models were
studied in several previous articles, such as [3, 32, 33, 55].
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The results stated in Section 5, together with results in [2, 23, 41] concern the as-
ymptotic stability of kinks for the P (φ)2 and double sine-Gordon theories. Previous
works are devoted to asymptotic stability for various related models.
First, the question is similar to the asymptotic stability of the solitons of the
nonlinear focusing Klein-Gordon equation, addressed in [6, 44, 46].
Second, several authors have considered the model (1.1) under different assump-
tions on the potential. In [39, 40], the authors consider natural spectral assump-
tions (absence of resonance, knowledge of internal modes) but they also need a more
technical flatness condition of the potential near the wells (related to assumptions
in [7, 8]). Moreover, initial data in [39, 40] are taken in weighted spaces. A three-
dimensional version of the φ4 model is studied in [12], using dispersive estimates
for free solutions available in higher space dimensions.
The sine-Gordon model has been the object of many studies, mainly due to
its physical relevance and integrable structure (see the general references above).
Recall from [17] that exceptional periodic solutions called wobbling kinks arbitrarily
close to the kink, are obstacle to the asymptotic stability of the kink in the energy
space. However, there is no known obstruction to asymptotic stability in a different
topology (this corrects [41, End of Remark 1.3]). We refer to [2] for asymptotic
stability of the kink for perturbations with symmetry.
For the sine-Gordon and the φ4 models, breathers, kink-antikink solutions and
multi-solitons were studied mathematically in [1, 34, 62]. Other results concern the
nonexistence of breathers for nonintegrable models [24, 42, 47, 69].
More generally, the asymptotic stability of kinks is closely related to the asymp-
totic behavior of small solutions of nonlinear Klein-Gordon or wave-type equations,
which has been studied by many different techniques and various authors, for con-
stant or variable coefficients. Pioneering works on the subject are [37, 38, 70, 71,
72, 19]. We also refer to [20, 22, 4, 23, 27, 30, 31, 49, 50, 51, 52, 53, 73] for notable
progress on this question, in different directions. For the special case of the wave
equation in one dimension, we refer to [54, 78].
Last, recall that the question of the asymptotic stability of solitary waves has
been addressed by various techniques for nonlinear dispersive models, like the gen-
eralized Korteweg de Vries equation (generalization of the classical KdV equation)
and variants of the nonlinear Schro¨dinger equation, with or without potential, which
have some analogy with the models considered here. We briefly quote some results
and refer to the review [43] for more references. The techniques used and developed
in the present paper are partly reminiscent of the ones introduced in [57, 58, 59, 60]
to prove the asymptotic stability of the solitons of the gKdV equations. See also [11]
for an extension to a 2-dimensional variant of this model. Recall that the first re-
sult on such problem was obtained in [63] by different methods. Still different
techniques, involving the special algebraic structure of the modified KdV equation
and refined linear estimates were used in [28]. For the nonlinear Schro¨dinger equa-
tions, we mention the pioneering articles [7, 8] and [13, 14, 15, 21, 45, 67, 68, 76], as
well as [16] concerning the integrable case. See also [25, 61] in the blow up context.
The article [79] concerns kinks of nonlinear Schro¨dinger equations.
For the proof of Theorem 2, we follow and develop the approach to asymptotic
stability of kinks and solitons for wave-type equations initiated in [41] and [44]. In
particular, we adapt the method to the case of initial data without symmetry and
non zero speed. We emphasize that the articles [10, 57, 58, 60, 65] for the nonlinear
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Schro¨dinger equations, the generalized KdV equations and the wave maps were also
inspiring for this approach.
2. Modulation around the kink family
In this section, we study the neighborhood of kinks. This includes the expansion
of the conservation laws around the kink, the study of the linearized operator and
a decomposition result around the kink family by modulation.
2.1. Preliminary observations about the potential and the kink. First, we
provide a proof of Lemma 1.1, containing standard information on the kink (see
also [32, 34]). Set
ω− =
√
W ′′(ζ−), ω+ =
√
W ′′(ζ−), ω = min(ω−;ω+) > 0. (2.1)
Proof of Lemma 1.1. We integrate explicitly the equation H ′′ = W ′(H) after mul-
tiplication by H ′ as (H ′)2 = 2W (H). We obtain G(H(x)) = x, where the function
G : (ζ−, ζ+)→ R is defined by
G(h) =
∫ h
ζ0
ds√
2W (s)
, ζ0 =
ζ− + ζ+
2
. (2.2)
The invariance by translation of the equation is handled by the arbitrary choice
H(0) = ζ0. Note that by the assumptions (1.3) on W and the Taylor expansion at
the points ζ±, we have for s ∼ ζ±,
W (s) =
W ′′(ζ±)
2!
(s− ζ±)2 + W
′′′(ζ±)
3!
(s− ζ±)3 + o
(
(s− ζ±)3
)
. (2.3)
In particular, it holds
1√
2W (s)
=
1√
W ′′(ζ±)
1
|s− ζ±|
(
1− 1
6
W ′′′(ζ±)
W ′′(ζ±)
(s− ζ±) + o(s− ζ±)
)
.
This justifies that G is an increasing one-to-one map from (ζ−, ζ+) to R. Thus, H
is uniquely defined on R by H(x) = G−1(x). Moreover, by integration of the above
Taylor expansion, one has
G(h) = ∓ 1√
W ′′(ζ±)
log |h− ζ±|+ C± + C ′±(h− ζ±) + o(h− ζ±),
for some constants C± and C ′±. Using G(H(x)) = x, this gives
x = ∓ 1√
W ′′(ζ±)
log |H(x)− ζ±|+ C± + C ′±(H(x)− ζ±) + o(H(x)− ζ±).
It follows that for two positive constants λ±,
H(x) = ζ± ∓ λ±e∓ω±x +O
(
e±2ω±x
)
as x→ ±∞. (2.4)
Using H ′(x) =
√
2W (H(x)), (2.3) and (2.4) we also obtain
H ′(x) = ω±λ±e∓ω±x +O
(
e∓2ω±x
)
as x→ ±∞. (2.5)
By the equation H ′′ = W ′(H) and the C3 regularity of W , it is clear that H is
of class C4 and H ′′′ = H ′W ′′(H), H(4) = H ′′W ′′(H) + H ′2W ′′′(H). Moreover, by
8 M. KOWALCZYK, Y. MARTEL, C. MUN˜OZ, AND H. VAN DEN BOSCH
Taylor expansions of W ′, W ′′ and W ′′′ near ζ±, it holds
H ′′(x) = ∓ω2±λ±e∓ω±x +O
(
e∓2ω±x
)
,
H ′′′(x) = ω3±λ±e
∓ω±x +O
(
e∓2ω±x
)
,
H(4)(x) = ∓ω4±λ±e∓ω±x +O
(
e∓2ω±x
)
.
(2.6)
In particular, H ′′/H ′ is bounded on R. Another observation is
|W ′′(H(x))− ω2±| ≤ Ce∓ω±x.
This completes the proof of the lemma. 
Second, we observe that the sufficient condition for asymptotic stability (1.6) on
the potential V is a reformulation of the condition that will actually be used in
this paper. The formulation (1.6) is privileged in our presentation since it can be
checked directly on the potential W , without using the expression of the kink H.
Lemma 2.1. Let P : R→ R be the function of class C1 defined by
P =
(W ′(H))2
W (H)
−W ′′(H) = 2
(
H ′′
H ′
)2
− H
′′′
H ′
= H ′
(
1
H ′
)′′
.
The condition (1.6) on V is equivalent to P ′ 6≡ 0 on R and P satisfies one of the
following
Repulsivity at a point: there exists x0 ∈ R such that (x−x0)P ′ ≤ 0 on R;
Repulsivity at −∞: P ′ ≤ 0 on R;
Repulsivity at +∞: P ′ ≥ 0 on R.
Moreover,
lim±∞P = V (ζ±) = W
′′(ζ±) = ω2±. (2.7)
Proof. The result follows from P (x) = V (H(x)) so that P ′(x) = H ′(x)V ′(H(x))
and the fact that H ′ > 0 on R. The cases ζ0 = ζ− and ζ0 = ζ+ in (1.6) correspond
to the repulsivity of P at −∞ and +∞, respectively. The case ζ0 ∈ (ζ−, ζ+)
corresponds to the repulsivity of P at the point x0 = H
−1(ζ0) ∈ R.
Last, it is direct from its definition (1.5) and Taylor expansion that V extends
by continuity to [ζ−, ζ+] and that (2.7) holds. 
Remark 2.1. (1) Recall that by the standard virial argument, this assumption
on P implies the absence of eigenvalues for the Schro¨dinger operator L0 =
−∂2x + P . See [66, Theorem XIII.60]. See also the discussion in §4.2.
(2) Since we consider H1×L2 perturbations of the kink, the potential W only
needs to be defined in a neighborhood of the interval [ζ+, ζ−]. We also
observe that the assumption (1.6) of Theorem 2 only concerns the values of
W on the range (ζ−, ζ+) of the kink. For a potential having several kinks
joining different zeros of the potential, the criterion (1.6) for asymptotic
stability may hold or not depending on each kink. See examples in §5.3.
(3) By convention, we have chosen to consider the increasing kink H corre-
sponding to the heteroclinic orbit of H ′′ = W ′(H) joining ζ− to ζ+. One
can use the change of variable x 7→ −x to treat the decreasing kink H(−x).
(4) To prove the stability result in Theorem 1, the assumption that W is of
class C2 is sufficient. For the asymptotic stability result Theorem 2, our
method requires C3 regularity.
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(5) The non degeneracy assumption W ′′(ζ±) > 0 is needed for the exponen-
tial convergence of H to its limits at ±∞. However, some models, such as
special cases of the generalized φ8 model (see [35, p. 268]) and the double
sine-Gordon model (see §5.6), involve degenerate potentials W , i.e. satis-
fying W ′′(ζ±) = 0. Such case would require a specific study, taking into
account the lower decay rates of the kink at ±∞ and different spectral
properties for the linearized operator.
For future reference, we also state and prove some decay properties for auxiliary
functions that will be considered throughout the paper. Define the function Q (to
be used in §4.9) by
Q = (logH ′)′′ . (2.8)
Lemma 2.2. The functions P and Q are of class C1 on R and satisfy
|P (x)− ω2±| ≤ Ce∓ωx, |P ′(x)| ≤ Ce−ω|x|, (2.9)
|Q(x)|+ |Q′(x)| ≤ Ce−ω|x|. (2.10)
Moreover, under hypothesis (1.6), P ≥ ω2 on R, where ω is defined in (2.1).
Proof. The decay properties (2.10) and (2.9) follow directly from the definitions
of P and Q and the asymptotics (2.5) and (2.6) on H. The last property is a
consequence of Lemma 2.1. 
2.2. Notation and expansion of the conservation laws. We will use the fol-
lowing notation for functions u, v ∈ L2, u = (u1, u2), v = (v1, v2) ∈ L2,
〈u, v〉 =
∫
u(x)v(x) dx, 〈u,v〉 =
∫
[u1(x)v1(x) + u2(x)v2(x)] dx.
For c ∈ (−1, 1) and y ∈ R, we define the functions Hc,y and Hc,y
Hc,y(x) = Hc(x− y), Hc,y(x) = Hc(x− y).
Note that with this notation H ′c,y(x) = γH
′ (γ(x− y)).
Lemma 2.3. For any c ∈ (−1, 1) and y ∈ R, the following hold.
(1) Conservation laws for the kink.
E [Hc,y] = γ‖H ′‖2L2 , P[Hc,y] = −cγ‖H ′‖2L2 .
(2) Expansion of the conservation laws around the kink. For any u = (u1, u2)
such that ‖u1‖L∞ ≤ 1,
E [Hc,y + u] = E [Hc,y]− c
∫
H ′c,y(u2 − c∂xu1)
+
1
2
(‖u2‖2L2 + 〈Lc,yu1, u1〉+R) , (2.11)
P[Hc,y + u] = P[Hc,y] +
∫
H ′c,y(u2 − c∂xu1) + P[u], (2.12)
where
Lc,y = −∂2x +W ′′(Hc,y), (2.13)
and
|R| ≤ C‖u1‖L∞‖u1‖2L2 , (2.14)
for some constant C > 0.
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Remark 2.2. These computations motivate the use of the orthogonality relation∫
H ′c,y(u2 − c∂xu1) = 0 ⇐⇒
〈
u,
(
cH ′′c,y
H ′c,y
)〉
= 0. (2.15)
Proof. The proof of (1) follows from direct computations.
Proof of (2). First, we expand E [Hc,y + u] for u = (u1, u2). We have
E [Hc,y + u] = E [Hc,y] +
∫ [−cH ′c,yu2 +H ′c,y∂xu1 +W ′(Hc,y)u1]
+
1
2
∫ {
u22 + (∂xu1)
2 + 2 [W (Hc,y + u1)−W (Hc,y)−W ′(Hc,y)u1]
}
.
Using integration by parts and W ′(Hc,y) = γ−2H ′′c,y, we obtain∫ [−cH ′c,yu2 +H ′c,y∂xu1 +W ′(Hc,y)u1] = −c∫ H ′c,y(u2 − c∂xu1).
For u1 such that ‖u1‖L∞ < 1, we have by the Taylor formula (recall that we assume
the potential W of class C3)∣∣∣∣W (Hc,y + u1)−W (Hc,y)−W ′(Hc,y)u1 −W ′′(Hc,y)u212
∣∣∣∣ ≤ C|u1|3
where C = 16 sup[−1+ζ−,1+ζ+] |W ′′′|. This proves (2.11).
Second, we observe by a direct expansion
P[Hc,y + u] = P[Hc,y] +
∫ (
H ′c,yu2 − cH ′c,y∂xu1
)
+ P[u],
which is (2.12). 
2.3. Generalized null spaces. We introduce some more notation related to the
kink family. Let
T c,y = −∂yHc,y = H ′c,y, Dc,y = ∂cHc,y,
respectively related to translations and the Lorentz transform, given explicitly by
T c,y(x) :=
(
H ′c,y(x)
−cH ′′c,y(x)
)
,
Dc,y(x) :=
(
cγ2(x− y)H ′c,y(x)
−γ2H ′c,y(x)− c2γ2(x− y)H ′′c,y(x)
)
.
We also define
Gc,y = JT c,y, F c,y = JDc,y where J =
(
0 1
−1 0
)
.
Let
Lc,y =
(
Lc,y −c∂x
c∂x 1
)
, (2.16)
so that
〈Lc,yu,u〉 = ‖u2‖2L2 + 〈Lc,yu1, u1〉+ 2cP[u]. (2.17)
The following relations also motivate the introduction of T c,y and Dc,y.
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Lemma 2.4. It holds
Lc,yT c,y = 0, Lc,yDc,y = JT c,y, (2.18)
〈Dc,y,Gc,y〉 = −〈T c,y,F c,y〉 = γ3 ‖H ′‖2L2 . (2.19)
Proof. First, the statement Lc,yT c,y = 0 follows easily by differentiating in x the
relation (1 − c2)H ′′c,y + W ′(Hc,y) = 0. To compute Lc,yDc,y, we use Lc,yT c,y = 0
and a commutator relation
Lc,yDc,y = γ
2Lc,y
{(
0
−H ′c,y
)
+ c(x− y)T c,y
}
= γ2
(
cH ′′c,y
−H ′c,y
)
+ γ2c [Lc,y, (x− y)]T c,y
= γ2
(
cH ′′c,y
−H ′c,y
)
+ γ2c
(−2∂x −c
c 0
)
T c,y = JT c,y.
The proof of (2.19) is elementary. 
Remark 2.3. The functions T c,y and Dc,y span the generalized null space of the
operator JLc,y, whereas the functions Gc,y and F c,y span the generalized null
space of Lc,yJ . The function Gc,y is also related to the expansion of the invariant
quantities in Lemma 2.3. See (2.15) in Remark 2.2. We refer to [39, 40] for the
introduction of these functions.
For future reference, we also compute
Ac,y = −∂yDc,y = ∂cT c,y =
(
cγ2H ′c,y + cγ
2(x− y)H ′′c,y
−(1 + c2)γ2H ′′c,y − c2γ2(x− y)H ′′′c,y
)
and
Bc,y = ∂cDc,y =
(
γ4(1 + 2c2)(x− y)H ′c,y + c2γ4(x− y)2H ′′c,y
−3cγ4H ′c,y − cγ4(3 + 2c2)(x− y)H ′′c,y − c3γ4(x− y)2H ′′′c,y
)
.
2.4. Lorentz invariant conserved quantity. In addition to the energy E and
momentum P, we introduce the following Lorentzian invariant quantity M
M[φ] = (E [φ])2 − (P[φ])2 .
We continue the computations of Lemma 2.3.
Lemma 2.5. For any c ∈ (−1, 1) and y ∈ R, the following hold.
(1) Conservation law for the kink.
M[Hc,y] = ‖H ′‖4L2 .
(2) Expansion of the conservation law around the kink. For any u = (u1, u2)
such that ‖u1‖L∞ ≤ 1 and 〈u,Gc,y〉 = 0, it holds
M[Hc,y + u] = ‖H ′‖4L2
+ (〈Lc,yu,u〉+R)
(
γ‖H ′‖2L2 +
1
4
〈L−c,yu,u〉+ 1
4
R
)
. (2.20)
Remark 2.4. The quantity M enjoys two remarkable properties: the value of M
for a kink Hc,y does not depend on its speed c and any kink is a critical point of
M.
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Proof. The first point is a direct consequence of (1) of Lemma 2.3. Using (1) of
Lemma 2.3, (2.11), (2.12) and the orthogonality 〈u,Gc,y〉 = 0, we recall that
E [Hc,y + u] = γ‖H ′‖2L2 +
1
2
(‖u2‖2L2 + 〈Lc,yu1, u1〉+R) ,
P[Hc,y + u] = −cγ‖H ′‖2L2 + P[u].
As a consequence, we compute
M[Hc,y + u] = ‖H ′‖4L2 + γ‖H ′‖2L2
(‖u2‖2L2 + 〈Lc,yu1, u1〉+ 2cP[u] +R)
+
1
4
(‖u2‖2L2 + 〈Lc,yu1, u1〉+R)2 − (P[u])2.
Using the expression of 〈Lc,yu,u〉 in (2.17), we write
M[Hc,y + u] = ‖H ′‖4L2 + γ‖H ′‖2L2 (〈Lc,yu,u〉+R)
+
1
4
(〈Lc,yu,u〉+R) (〈L−c,yu,u〉+R) ,
which is (2.20). To justify Remark 2.4, observe that even without the assumption
〈u,Gc,y〉 = 0, the terms 〈u,Gc,y〉 in (2.11) and (2.12) vanish at order 1 in u in the
expression of M[Hc,y + u]. 
2.5. Linearized operator around the static kink.
Lemma 2.6 (See e.g. [55]). The linear operator L on L2 with domain H2 defined
by
L = −∂2x +W ′′(H)
satisfies the following properties.
(1) The absolutely continuous spectrum of L is [ω,+∞) where ω > 0 is defined
in Lemma 1.1.
(2) The operator L is non negative.
(3) Denote Y = H ′ > 0. Then, LY = 0 and there exists µ0 ∈ (0, 1) such that
for any v ∈ H1,
〈v, Y 〉 = 0 =⇒ 〈Lv, v〉 ≥ µ0‖v‖2H1 . (2.21)
(4) There exists µ1 ∈ (0, 1) such that for any Z ∈ L2 with 〈Z, Y 〉 = ‖Y ‖2L2 and
for any v1 ∈ H1,
〈Lv1, v1〉 ≥ 1‖Z‖2L2
(
µ1 ‖v1‖2H1 −
1
µ1
〈v1, Z〉2
)
. (2.22)
Proof. The first property follows from lim±∞W ′′(H) = W ′′(ζ±), the definition of ω
and standard arguments (see [32]). Differentiating the equation H ′′ = W ′(H), we
see with the notation Y = H ′ that Y ′′ = W ′′(H)Y . Moreover, from Lemma 1.1,
Y > 0 on R, which means that Y is the first eigenfunction of L and thus L is non
negative. The coercivity property (2.21) then follows from standard arguments (see
e.g. [32, 76]).
Now, we justify (2.22). We decompose v1 = v + aY , where 〈v, Y 〉 = 0, so that
〈Lv1, v1〉 = 〈Lv, v〉 ≥ µ0 ‖v‖2H1 . Next, a 〈Y, Z〉 = 〈v1, Z〉−〈v, Z〉 yields the estimate
|a| ≤ C |〈v1, Z〉|+C ‖Z‖L2 ‖v‖L2 and so ‖v1‖H1 ≤ C(1+‖Z‖L2) ‖v‖H1 +C |〈v1, Z〉|,
which completes the proof. 
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2.6. Lorentz invariant norm. Recall that for any c ∈ (−1, 1), we have defined
the norm ‖ · ‖c on H1 × L2 as follows
‖u‖2c = γ−1 ‖∂xu1‖2L2 + γ ‖u1‖2L2 + γ ‖u2 + c∂xu1‖2L2 . (2.23)
For fixed c, this norm is equivalent to the standard norm. We have
‖u‖H1×L2 ≤ 2γ
1
2 ‖u‖c and ‖u1‖L∞ ≤ ‖u‖c . (2.24)
Indeed, first using ‖u2 + c∂xu1‖2L2 ≥ 12‖u2‖2L2 − ‖∂xu1‖2L2 , we have
‖u1‖2H1 + γ2 ‖u2 + c∂xu1‖2L2 ≥ ‖u1‖2H1 +
1
2
‖u2 + c∂xu1‖2L2 ≥
1
4
‖u‖2H1×L2 .
Second, we observe by standard arguments ‖u1‖2L∞ ≤ 2‖∂xu1‖L2‖u1‖L2 ≤ ‖u‖2c .
We also observe that for gc(x) = (g(γx), h(γx)− cγg′(γx)), it holds
‖gc‖2c = ‖g‖2H1 + ‖h‖2L2 .
For future reference, we also prove the following result.
Lemma 2.7. There exist constants C, δ0 > 0 such that the following holds. Let
c0 ∈ (−1, 1) and y0 ∈ R. Set γ0 = (1− c20)−
1
2 . For any c ∈ (−1, 1) and y ∈ R such
that
γ20 |c− c0|+ γ0|y − y0| =: δ ≤ δ0, (2.25)
it holds
(1) Close kinks estimate.
‖Hc0,y0 −Hc,y‖c0 ≤ Cδ. (2.26)
(2) Close norms estimate. For all u ∈ H1 × L2,
‖u‖c ≤ C‖u‖c0 . (2.27)
Proof. First, by the definition of Hc,y and change of variable, we see that
‖Hc0,y0 −Hc0,y‖2c0 = ‖H −H(· − γ0(y − y0))‖H1 ≤ Cγ0|y − y0|.
Second, we have
‖Hc0,y −Hc,y‖2c0 =
∥∥∥∥H ′ −H ′( γγ0 ·
)∥∥∥∥2
L2
+
∥∥∥∥H −H ( γγ0 ·
)∥∥∥∥2
L2
+ γγ0(c0 − c)2‖H ′‖2L2 .
Thus,
‖Hc0,y −Hc,y‖c0 ≤ C
∣∣∣∣1− γγ0
∣∣∣∣+ C√γγ0|c0 − c|.
The estimate ∣∣∣∣1− γγ0
∣∣∣∣ ≤ Cγ20 |c− c0| ≤ Cδ (2.28)
completes the proof of (2.26). To prove (2.27), we observe from (2.28) and (2.25)
that 12γ0 < γ < 2γ0 and |c0 − c| ≤ γ−20 δ. In particular,
|‖u2 + c∂xu1‖L2 − ‖u2 + c0∂xu1‖L2 | ≤ |c0 − c| ‖∂xu1‖L2 ≤ γ−20 δ0‖∂xu1‖L2 .
Estimate (2.27) follows. 
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2.7. Spectral properties. For the vector-valued operator Lc,y defined in (2.13),
(2.16) and related to the expansion of M in (2.20), we prove a coercivity result
under the orthogonality condition with respect to F c,y.
Lemma 2.8. There exist constants C > 0 and µ ∈ (0, 1) such that for any c ∈
(−1, 1), y ∈ R and for any u ∈ H1 × L2, the following hold.
(1) Bound.
|γ 〈Lc,yu,u〉 | ≤ C ‖u‖2c . (2.29)
(2) Coercivity. If 〈u,F c,y〉 = 0 then
γ 〈Lc,yu,u〉 ≥ µ ‖u‖2c . (2.30)
Proof. Let c ∈ (−1, 1), y ∈ R and u = (u1, u2) ∈ H1 × L2. We change variable,
letting v = (v1, v2) ∈ H1 × L2 be such that
u1(x) = v1(γ(x− y)), u2(x) = v2(γ(x− y)),
γ‖∂xu1‖2L2 = γ2‖∂xv1‖2L2 , γ‖u1‖2L2 = ‖v1‖2L2 , γ‖u2‖2L2 = ‖v2‖2L2 .
In particular, by direct computations,
‖u‖2c = ‖v2 + cγ∂xv1‖2L2 + ‖v1‖2H1 , (2.31)
and
γ 〈Lc,yu,u〉 =
∫
v22 + γ
2
∫
(∂xv1)
2 +
∫
W ′′(H)v21 + 2γc
∫
(∂xv1)v2
= ‖v2 + cγ∂xv1‖2L2 + 〈Lv1, v1〉 . (2.32)
From (2.13), we have | 〈Lv1, v1〉 | ≤ C‖v1‖2H1 and (2.29) follows from (2.31)-(2.32).
Now, observe that
〈u,F c,y〉 = 0 ⇐⇒ 〈v1, Z〉+ cγ−1 〈v2 + cγ∂xv1, xY 〉 = 0, (2.33)
where
Z = (1 + c2)Y + 2c2xY ′, 〈Z, Y 〉 = ‖Y ‖2L2 .
Fix a constant C ≥ 1 independent of γ such that
1
C
≤ ‖Z‖L2 ≤ C, (2.34)
and from (2.33),
〈u,F c,y〉 = 0 =⇒ | 〈v1, Z〉 | ≤ Cγ−1 ‖v2 + cγ∂xv1‖L2 . (2.35)
Using (2.22), (2.34) and (2.35), we observe that
〈Lv1, v1〉 ≥ µ1
C2
‖v1‖2H1 −
C2
µ1
〈v1, Z〉2
≥ µ1
C2
‖v1‖2H1 −
C4
µ1γ2
‖v2 + cγ∂xv1‖2L2 .
By L ≥ 0, µ1 ∈ (0, 1), γ ≥ 1, and then the above estimate, we obtain
〈Lv1, v1〉+ ‖v2 + cγ∂xv1‖2L2 ≥
µ1
2C4
〈Lv1, v1〉+ ‖v2 + cγ∂xv1‖2L2
≥ µ
2
1
2C8
‖v1‖2H1 +
1
2
‖v2 + cγ∂xv1‖2L2 .
This proves (2.30). 
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Lemma 2.9. There exist constants C > 0 and µ, δ ∈ (0, 1) such that for any
c ∈ (−1, 1), y ∈ R and for any u ∈ H1 × L2 with ‖u‖c ≤ δ, the following hold.
(1) Bound.
M[Hc,y + u]− ‖H ′‖4L2 ≤ C‖u‖2c . (2.36)
(2) Coercivity. If 〈u,F c,y〉 = 〈u,Gc,y〉 = 0 then
M[Hc,y + u]− ‖H ′‖4L2 ≥ µ‖u‖2c . (2.37)
Proof. Note that (2.14), (2.23), (2.24) imply γ|R| ≤ C‖u‖3c . Thus, (2.36)-(2.37)
follow from (2.20), (2.29), (2.30) for δ > 0 small enough independent of (c, y). 
2.8. Time-independent modulation. We use a standard argument to modulate
any function φ close to a kink Hc0,y0 in terms of the orthogonality conditions
identified in the previous results.
Lemma 2.10. There exist C, δ1 > 0 such that for any c0 ∈ (−1, 1), y0 ∈ R,
δ ∈ (0, δ1), and for any φ ∈ (H, 0) +H1 × L2 with ‖φ−Hc0,y0‖c0 ≤ δ, there exist
unique c = c(φ) ∈ (−1, 1) and y = y(φ) ∈ R such that setting
u = φ−Hc,y (2.38)
the following hold.
(1) Smallness.
γ20 |c− c0|+ γ0|y − y0|+ ‖u‖c0 ≤ Cδ.
(2) Orthogonality.
〈u,Gc,y〉 = 〈u,F c,y〉 = 0.
Proof. For some δ1 > 0 small to be fixed, let δ ∈ (0, δ1). Let c0 ∈ (−1, 1), y0 ∈ R.
We define
B(c0, y0, δ) = {(c, y,φ) ∈ (−1, 1)× R× ((H, 0) +H1 × L2) :
γ20 |c− c0| < δ, γ0|y − y0| < δ, ‖φ−Hc0,y0‖c0 < δ}.
For any (c, y,φ) ∈ B(c0, y0, δ), we also define F = (F1,F2) where
F1(c, y;φ) = 〈φ−Hc,y,F c,y〉 , F2(c, y;φ) = 〈φ−Hc,y,Gc,y〉 .
We see that F(c0, y0;Hc0,y0) = (0, 0) and we compute using §2.3 (in particular,
identity (2.19)),
∂F1
∂y
(c, y;φ) = −〈∂yHc,y,F c,y〉+ 〈φ−Hc,y, ∂yF c,y〉
= −γ3‖H ′‖2L2 − 〈φ−Hc,y,JAc,y〉 ,
∂F1
∂c
(c, y;φ) = −〈∂cHc,y,F c,y〉+ 〈φ−Hc,y, ∂cF c,y〉 = 〈φ−Hc,y,JBc,y〉
∂F2
∂y
(c, y;φ) = −〈∂yHc,y,Gc,y〉+ 〈φ−Hc,y, ∂yGc,y〉 = −
〈
φ−Hc,y,JT ′c,y
〉
∂F2
∂c
(c, y;φ) = −〈∂cHc,y,Gc,y〉+ 〈φ−Hc,y, ∂cGc,y〉
= −γ3‖H ′‖2L2 + 〈φ−Hc,y,JAc,y〉 .
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We claim that
|F1(c, y;φ)| ≤ Cγ2‖φ−Hc,y‖c ≤ Cγ20δ,
|F2(c, y;φ)| ≤ Cγ‖φ−Hc,y‖c ≤ Cγ0δ,
(2.39)
and
| 〈φ−Hc,y,JT ′c,y〉 | ≤ Cγ2‖φ−Hc,y‖c ≤ Cγ20δ,
| 〈φ−Hc,y,JAc,y〉 | ≤ Cγ3‖φ−Hc,y‖c ≤ Cγ30δ,
| 〈φ−Hc,y,JBc,y〉 | ≤ Cγ4‖φ−Hc,y‖c ≤ Cγ40δ.
(2.40)
Indeed, for any Schwartz functions V and W , setting V c,y = (Vc,y,Wc,y), it holds
〈u,JV c,y〉 = −〈u2, Vc,y〉+ 〈u1,Wc,y〉
= −〈u2 + c∂xu1, Vc,y〉+
〈
u1,Wc,y − cV ′c,y
〉
= −γ−1 〈v2 + cγ∂xv1, V 〉+ γ−1 〈v1,W − γcV ′〉 .
In particular,
| 〈u,JV c,y〉 | ≤ γ−1‖u‖c (‖V ‖L2 + ‖W − γcV ′‖L2) . (2.41)
By (2.26) and (2.27), we have
‖φ−Hc,y‖c ≤ C‖φ−Hc,y‖c0 ≤ C‖φ−Hc0,y0‖c0 + C‖Hc0,y0 −Hc,y‖c0
≤ C‖φ−Hc0,y0‖c0 + C
(
γ20 |c0 − c|+ γ0|y0 − y|
) ≤ Cδ.
Combining this with (2.41), (2.40), |1 − γγ0 | ≤ Cδ (see (2.28)) and the definitions
of F c,y, Gc,y, T c,y, Ac,y, Bc,y, we obtain (2.39)-(2.40).
It follows from (2.39)-(2.40) that for δ1 > 0 small enough, for any (c, y,φ) ∈
B(c0, y0, δ1) the Jacobian Matrix of F writes
JacF (c, y;φ) = −γ30‖H ′‖2L2
(
1 +O(δ1) O(γ0δ1)
O(γ−10 δ1) 1 +O(δ1)
)
.
Therefore, there exists a small constant σ > 0 such that for any φ ∈ (H, 0)+H1×L2
with ‖φ−Hc0,y0‖c0 < δ ≤ σδ1, the Implicit Function Theorem shows the existence
of unique (c, y) such that F(c, y;φ) = (0, 0) and γ20 |c−c0|+γ0|y−y0| ≤ Cδ. Defining
u = φ−Hc,y, we find ‖u‖c0 ≤ ‖φ−Hc0,y0‖c0 + ‖Hc0,y0 −Hc,y‖c0 ≤ Cδ. 
2.9. Time-dependent modulation.
Lemma 2.11. There exist C, δ1 > 0 such that for any c0 ∈ (−1, 1), y0 ∈ R,
δ ∈ (0, δ1), if φ = (φ1, φ2) is a solution of (1.2) on [T1, T2] satisfying
sup
t∈[T1,T2]
{
inf
y0∈R
‖φ(t)−Hc0,y0‖c0
}
≤ δ,
then, there exist unique functions c : [T1, T2]→ (−1, 1) and y : [T1, T2]→ R of class
C1, such that decomposing
φ(t) = Hc(t),y(t) + u(t), (2.42)
the following properties hold, for all t ∈ [T1, T2],
(1) Smallness.
γ20 |c(t)− c0|+ ‖u(t)‖c0 ≤ Cδ. (2.43)
(2) Orthogonality.〈
u(t),Gc(t),y(t)
〉
=
〈
u(t),F c(t),y(t)
〉
= 0. (2.44)
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(3) Equation of u.
∂tu = (JLc,y − I c∂x)u+ (y˙ − c)T c,y − c˙Dc,y +R, (2.45)
where |R| ≤ Cu21.
(4) Estimate on time derivatives.
γ0|(y˙ − c)(t)|+ γ20 |c˙(t)| ≤
∫
u21(x)e
− 12γ0ω|x−y| dx. (2.46)
Proof. We begin with formal computations. Inserting (2.42) into the system (1.2),
we observe that
∂tu =
(
φ2
∂2xφ1 −W ′(φ1)
)
+ y˙T c,y − c˙Dc,y.
Using H ′′c,y = c
2H ′′c,y +W
′(Hc,y), we have
∂tu =
(
u2
∂2xu1 − [W ′(Hc,y + u1)−W ′(Hc,y)]
)
+ (y˙ − c)T c,y − c˙Dc,y
=
(
0 1
−Lc,y 0
)
u+ (y˙ − c)T c,y − c˙Dc,y +R,
where
R = −
(
0
W ′(Hc,y + u1)−W ′(Hc,y)−W ′′(Hc,y)u1
)
.
For u1 such that ‖u1‖L∞ ≤ 1, we have by Taylor expansion (recall that we assume
W of class C3)
|W ′(Hc,y + u1)−W ′(Hc,y)−W ′′(Hc,y)u1| ≤ u
2
1
2
sup
[−1+ζ−,1+ζ+]
|W ′′′|. (2.47)
From the definition (2.16), we have the relation(
0 1
−Lc,y 0
)
= JLc,y − I c∂x,
which formally justifies (2.45). Differentiating the first orthogonality condition
in (2.44), using (2.45), Gc,y = JT c,y, and 〈T c,y,JT c,y〉 = 0, we obtain
0 =
d
dt
〈u,Gc,y〉 = 〈∂tu,Gc,y〉+ 〈u, ∂tGc,y〉
= 〈(JLc,y − I c∂x)u,Gc,y〉 − c˙ 〈Dc,y,Gc,y〉
+ 〈R,Gc,y〉 − y˙ 〈u, ∂xGc,y〉+ c˙ 〈u,JAc,y〉 .
Note that by (2.18)
〈JLc,yu,Gc,y〉 = 〈Lc,yu,T c,y〉 = 〈u,Lc,yT c,y〉 = 0.
Thus, using also (2.19), the above identity rewrites
c˙
(
γ3‖H ′‖2L2 − 〈u,JAc,y〉
)
+ (y˙ − c) 〈u,JT ′c,y〉 = 〈R,Gc,y〉 . (2.48)
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Differentiating the second orthogonality condition in (2.44), using (2.45), F c,y =
JDc,y, and 〈Dc,y,JDc,y〉 = 0, we obtain
0 =
d
dt
〈u,F c,y〉 = 〈∂tu,F c,y〉+ 〈u, ∂tF c,y〉
= 〈(JLc,y − I c∂x)u,F c,y〉+ (y˙ − c) 〈T c,y,F c,y〉
+ 〈R,F c,y〉 − y˙ 〈u, ∂xF c,y〉+ c˙ 〈u,JBc,y〉 .
Note that by (2.18)
〈JLc,yu,F c,y〉 = 〈Lc,yu,Dc,y〉 = 〈u,Lc,yDc,y〉 = 〈u,Gc,y〉 = 0.
Thus, using also (2.19), the above identity rewrites
(y˙ − c) (γ3‖H ′‖2L2 + 〈u,JAc,y〉)− c˙ 〈u,JBc,y〉 = 〈R,F c,y〉 . (2.49)
Setting
D =
(
γ3‖H ′‖2L2 + 〈u,JAc,y〉 − 〈u,JBc,y〉〈
u,JT ′c,y
〉
γ3‖H ′‖2L2 − 〈u,JAc,y〉
)
,
M =
(
y˙ − c
c˙
)
, S =
(〈R,F c,y〉
〈R,Gc,y〉
)
,
we observe that (2.48)-(2.49) rewrite as DM = S. From the estimates of the proof
of Lemma 2.10, for ‖u‖c0 small, the matrix D writes
D = γ30‖H ′‖2L2
(
1 +O(δ1) O(γ
−1
0 δ1)
O(γ0δ1) 1 +O(δ1)
)
,
and thus
D−1 = γ−30 ‖H ′‖−2L2
(
1 +O(δ1) O(γ0δ1)
O(γ−10 δ1) 1 +O(δ1)
)
.
We rewrite
M = D−1S ⇐⇒ d
dt
(
y
c
)
=
(
c
0
)
+D−1S. (2.50)
From these computations, we see that the relations ddt 〈u,Gc,y〉 = ddt 〈u,F c,y〉 = 0
are equivalent to the differential system (2.50). The solution φ of (1.2) being fixed
on some time interval, (2.50) is a first-order non-autonomous differential system
with Lipschitz continuous dependency in (c, y) and continuity in t. The proof
of the lemma now goes as follows: at t = T1, we perform a time-independent
modulation of the function φ(T1) according to Lemma 2.10. Then, we apply the
Cauchy-Lipschitz theorem to the differential system (2.50) to prove existence of a
solution (c(t), y(t)) on [T1, T2]. This justifies (2.43), (2.44) and (2.45). To complete
the proof, in view of the form of the matrix D−1 above, we only have to establish
the estimates
| 〈R,F c,y〉 | ≤ Cγ0‖u‖2w,c0 , | 〈R,Gc,y〉 | ≤ C‖u‖2w,c0 . (2.51)
From the definition of F c,y, Gc,y, R and estimates (1.4), (2.28), (2.47), we have
| 〈R,F c,y〉 | ≤ Cγ20
∫
u21e
− 34γω|x−y| ≤ Cγ20
∫
u21e
− 12γ0ω|x−y|,
| 〈R,Gc,y〉 | ≤ Cγ0
∫
u21e
−γω|x−y| ≤ Cγ0
∫
u21e
− 12γ0ω|x−y|,
which imply (2.51). 
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3. Orbital stability
Let δ > 0 small enough to be chosen. Let c0 ∈ (−1, 1) and y0 ∈ R. We consider
an initial data φin ∈ EH such that
‖φin −Hc0,y0‖c0 ≤ δ. (3.1)
3.1. Local well-posedness in a neighborhood of a kink. Looking for a solu-
tion φ(t) = (φ1(t), φ2(t)) of (1.2) in EH for all time with data φ(0) = φ
in and
setting
v1(t) = φ1(t)−H(γ0(x− y0 − c0t)),
v2(t) = φ2(t) + γ0c0H
′(γ0(x− y0 − c0t)),
we are reduced to solve {
∂tv1 = v2
∂tv2 = ∂
2
xv1 − F (t, x, v1),
(3.2)
in H1 × L2, where
F (t, x, v1) = W
′(H(γ0(x− y0 − c0t)) + v1)−W ′(H(γ0(x− y0 − c0t))).
There exists C > 0 such that for any v1, v˜1, if ‖v1‖L∞ ≤ 1 and ‖v˜1‖L∞ ≤ 1 then
|F (t, x, v1)− F (t, x, v˜1)| ≤ C|v1 − v˜1|.
By standard arguments, for δ small enough, there exists a local in time solution
(v1, v2) of (3.2) in H
1 × L2. In this paper, we will only need the above notion of
solution φ = (φ1, φ2) of (1.2).
3.2. Proof of Theorem 1. Let φ(t) be the local in time solution of (1.2) with
initial data φin given in §3.1. For C∗ > 1 to be fixed later, define
T ∗ = sup
{
t ≥ 0 : φ(t) is well-defined on [0, t] and
sup
s∈[0,t]
(
inf
y1∈R
‖φ(s)−Hc0,y1‖c0
)
≤ C∗δ
}
.
By §3.1 and continuity, T ∗ > 0 is well-defined. Moreover, if T ∗ < ∞ then by a
continuity argument and §3.1, φ would be well-defined on [0, t+ τ ] for some τ > 0
and it would hold
inf
y1∈R
‖φ(T ∗)−Hc0,y1‖c0 = C∗δ. (3.3)
We assume T ∗ < ∞ and we work on the time interval [0, T ∗]. We use the decom-
position of φ(t) given by Lemma 2.11. In particular,
γ20 |c(0)− c0|+ ‖u(0)‖c0 ≤ Cδ, γ20 |c(t)− c0| ≤ CC∗δ. (3.4)
By (2.28), we have 12γ0 ≤ γ(t) ≤ 2γ0, and by (2.27), C−1‖ · ‖c ≤ ‖ · ‖c0 ≤ C‖ · ‖c.
By the conservation of energy and momentum, and Lemma 2.9, we have for any
t ∈ [0, T ∗],
µ‖u(t)‖2c0 ≤M[Hc,y + u(t)]− ‖H ′‖4L2
=M[Hc(0),y(0) + u(0)]− ‖H ′‖4L2 ≤ C‖u(0)‖2c0 ≤ Cδ2.
Thus, for all t ∈ [0, T ∗],
‖u(t)‖2c0 ≤ Cδ2, (3.5)
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where C is independent of C∗.
From (2.24), we have |P[u]| ≤ C‖u‖2H1×L2 ≤ Cγ‖u‖2c0 , and so using (2.12)
and (3.5),
|P[Hc,y + u]− P[Hc,y]| ≤ Cγ‖u‖2c0 ≤ Cγδ2.
Thus, by conservation of the momentum P[φ] = P[Hc,y + u] and P [Hc,y] =
−cγ‖H ′‖2L2 (see (1) of Lemma 2.3), we obtain
|c(t)γ(t)− c(0)γ(0)| ≤ Cγ0δ2.
Observe by direct computation that
d
dc
(cγ) = γ3c˙. (3.6)
Thus, the previous estimate shows that γ20 |c(t)−c(0)| ≤ Cδ2. Combined with (3.4),
this gives, for all t ∈ [0, T ∗],
γ20 |c(t)− c0| ≤ Cδ, (3.7)
where C is independent of C∗.
By (3.5), (3.7), (2.26) and the triangle inequality, we obtain, for all t ∈ [0, T ∗],
‖φ(t)−Hc0,y(t)‖c0 ≤ ‖u(t)‖c0 + ‖Hc(t),y(t) −Hc0,y(t)‖c0 ≤ C1δ
for some C1 independent of C
∗. We contradict (3.3) by fixing C∗ > C1. Therefore,
the solution φ is global for t ≥ 0, T ∗ = ∞ and (3.5), (3.7) hold for any t ≥ 0.
Moreover, estimate (2.46) shows that γ20 supt≥0 |y˙(t) − c0| ≤ Cδ. Last, by time
reversibility of the equation, the same holds true for all t ≤ 0.
4. Asymptotic stability
We work in the framework of the orbital stability result Theorem 1. In particular,
we consider a solution u ∈ C(R, H1×L2) of (2.44)-(2.45) that satisfies the uniform
smallness condition
γ20 |c(t)− c0|+ ‖u(t)‖c0 ≤ Cδ (4.1)
for all t ∈ R, where δ, defined from the initial data φin in (3.1) is to be taken
small enough. Moreover, (2.46) holds on R. In this section, we do not track the
dependency in c0 and γ0 (this is why the constant δ0 > 0 in Theorem 2 may depend
on c0) and constants C may depend on c0 from now on.
4.1. Change of variables. We define new unknowns z(t, x) = (z1(t, x), z2(t, x)),
by setting{
u1(t, x
′) = z1(t, γ(t)(x′ − y(t))),
u2(t, x
′) = z2(t, γ(t)(x′ − y(t)))− c(t)γ(t)∂xz1(t, γ(t)(x′ − y(t))).
(4.2)
This change of variables allows to work around the static kink H = (H, 0). This
does not mean that we are reduced to the case c = 0 since we do not change the
time variable. In particular, we note the following relations for the derivatives of
u(t, x′) in the Lorentz frame
(∂xu1 + cu2)
(
t,
x
γ(t)
+ y(t)
)
=
1
γ(t)
(∂xz1 + cγz2)(t, x),
(u2 + c∂xu1)
(
t,
x
γ(t)
+ y(t)
)
= z2(t, x).
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The directional derivative ∂xz1+cγz2 of z and the function z2 will appear naturally
in our computations (see for example Lemmas 4.4 and 4.8 and (4.36)). We introduce
the notation
Λ = x∂x.
We summarize the information on z. First, from (2.45) and explicit computations,
the equation satisfied by z writes{
z˙1 = z2 +M1,
z˙2 = Θ(z) +M2,
(4.3)
where
Θ(z) = ∂2xz1 − [W ′(H + z1)−W ′(H)] + 2cγ∂xz2,
and
M1 = (y˙ − c)γ∂x(H + z1)− c˙cγ2Λ(H + z1), (4.4)
M2 = (y˙ − c)γ∂xz2 − c˙cγ2Λz2 + c˙γ∂x(H + z1). (4.5)
Observe that Θ(z) also writes
Θ(z) = −Lz1 + 2cγ∂xz2 +R2, (4.6)
where the operator L is defined in Lemma 2.6 and
R2 = − [W ′(H + z1)−W ′(H)−W ′′(H)z1] .
We introduce the notation Ω(a) = (Ω1(a),Ω2(a)), where a = (a1, a2) and
Ω1(a) = (y˙ − c)γ∂xa1 − c˙cγ2Λa1,
Ω2(a) = (y˙ − c)γ∂xa2 − c˙cγ2Λa2 + c˙γ∂xa1.
(4.7)
Then, M = (M1,M2) rewrites as M = Ω(H) + Ω(z).
Second, from ‖z‖2H1×L2 = ‖u‖2c and (4.1),
γ20 |c(t)− c0|+ ‖z‖H1×L2 ≤ Cδ. (4.8)
Third, we check by direct computations that the orthogonality conditions (2.44)
on u rewrite (recall Y = H ′)
0 = 2cγ〈z1, Y ′〉+ 〈z2, Y 〉, (4.9)
0 = γ〈z1, (1 + c2)Y + 2c2xY ′〉+ c〈z2, xY 〉. (4.10)
Last, from (2.28) and (2.46)
γ20 |y˙ − c|+ γ30 |c˙| ≤ C
∫
sech
(ωx
4
)
z21 . (4.11)
4.2. Heuristic. Consider the linear problem{
z˙1 = z2
z˙2 = −Lz1 + 2cγ∂xz2
(4.12)
where for the sake of simplicity, we have neglected the modulation terms M1, M2
and the nonlinear term R2 in the system (4.3) for z. We follow the strategy of [44]
(see also references there for previous works), introducing a transformed operator
with simplified spectrum. In order to introduce the transformed problem, we set
U = Y · ∂x · Y −1, U? = −Y −1 · ∂x · Y,
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where the above notation means Uf = Y (f/Y )
′
, and
L0 = −∂2x + P where P = 2
(
Y ′
Y
)2
− Y
′′
Y
.
See Lemmas 2.1 and 2.2 for some properties of P . The strategy of the proof of
Theorem 2 is based on the following observations, inspired by [10, Section 3.2].
Lemma 4.1.
(1) Factorization by first order operators.
L = U?U, L0 = UU
?. (4.13)
(2) Commutator relation.
U∂x − ∂xU = 1
2
(L− L0). (4.14)
(3) Conjugate identities. It holds UL = L0U and more generally, for any c, γ,
(U + cγ∂t)(L− 2cγ∂x∂t) = (L0 − 2cγ∂x∂t)(U + cγ∂t). (4.15)
Proof. The identities in (4.13) follow from direct computations and have motivated
the introduction of the operator L0. Next, we remark by explicit computations
that U? = U − 2∂x, so that U?U = U2 − 2∂xU and UU? = U2 − 2U∂x, which
implies (4.14). Last, we check by expansion and using (4.14)
(U + cγ∂t)(−U?U + 2cγ∂x∂t) = (−UU? + 2cγ∂x∂t)(U + cγ∂t);
then (4.15) follows from (4.13). 
Setting {
g1 = (U + cγ∂t)z1,
g2 = (U + cγ∂t)z2,
we find from (4.12) and (4.15) (and neglecting that cγ depends on t) the following
transformed system for g = (g1, g2){
g˙1 = g2
g˙2 = −L0g1 + 2cγ∂xg2.
Now, we justify formally that under the condition for P given in Lemma 2.1, a
virial argument provides asymptotic stability for g. To simplify the discussion, we
choose c = 0 and we are thus reduced to the simple system{
g˙1 = g2
g˙2 = ∂
2
xg1 − Pg1.
For a bounded increasing function ψ : R→ R to be chosen (ψ′ > 0), let
G =
∫
(2ψ∂xg1 + ψ
′g1) g2.
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We obtain formally by integration by parts
G˙ =
∫
(2ψ∂xg˙1 + ψ
′g˙1) g2 +
∫
(2ψ∂xg1 + ψ
′g1) g˙2
=
∫
(2ψ∂xg1 + ψ
′g1) (∂2xg1 − Pg1)
= −2
∫
(∂xg1)
2ψ′ +
1
2
∫
g21ψ
′′′ +
∫
g21P
′ψ.
Setting ζ =
√
ψ′ and h1 = g1ζ we obtain (see the proof of Lemma 4.2)
− G˙ = 2
∫
(∂xh1)
2 +
∫ (
ζ ′′
ζ
− (ζ
′)2
ζ2
)
h21 −
∫
h21P
′ ψ
ψ′
. (4.16)
We claim that by the condition on P from Lemma 2.1 and for a suitable choice of ψ,
the above quadratic form in h1 is positive. The key idea is to define the function ψ
so that P ′ψ ≤ 0 and P ′ψ 6≡ 0, in order for the last term in (4.16) to be a positive
contribution related to h21. We distinguish three cases according to the conditions
in Lemma 2.1.
• If there exists x0 ∈ R such that (x− x0)P ′ ≤ 0, we consider a bounded in-
creasing function ψ which is negative on (−∞, x0) and positive on (x0,+∞).
• If P ′ ≤ 0 on R, we consider a bounded increasing function ψ : R→ (0,∞).
• If P ′ ≥ 0 on R, we consider a bounded increasing function ψ : R→ (−∞, 0).
Then, the second term on the right-hand side of (4.16) can be absorbed by the
term − ∫ h21P ′ ψψ′ for a suitable choice of ψ depending on P ′, as in [44, Section 4].
Observe that the condition on P given in Lemma 2.1 rules out for L the possibility
of having an eigenfunction other than Y . Indeed, by (4.13), if φ is an eigenfunction
for L0 then U
?φ is an eigenfunction for L different from Y . This means that we
cannot expect this condition to be necessary. When the condition on P is not
satisfied, it can be related to the existence of internal modes or resonances for
the operator L, which may not be definitive obstables to asymptotic stability but
may strongly complicate its proof. Last, from the proof of Theorem 2, we exhibit
examples where asymptotic stability is true, with no such spectral difficulty, but
for which the condition on P is not satisfied. In Corollary 1 and Remark 5.2 we
show that some flexibility in the proof of asymptotic stability can be used to treat
some of these cases.
To prove Theorem 2, we introduce tools to justify the above heuristic arguments
and to take into account the following technical difficulties:
• Regularity issues related to the transformed problem: the function g is only
bounded in L2 × H−1, which leads us to introduce a regularization f of
this function (Lemma 4.7).
• Localization of the virial arguments: the proof of Theorem 2 involves a
preliminary virial argument on the function z (Lemma 4.4) and a key
virial argument on the function f related to the formal computation (4.16)
(Proposition 3) . Since these two virial arguments involve a bounded func-
tion ψ, which is a bounded approximation of the function x 7→ x, we only
obtain control on localized versions of the functions z and f . For technical
reasons, the functions z and f have to be localized at two different scales,
denoted respectively by A and B and defined such that 1  B  A. See
notation introduced in §4.4.
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• Nonzero speed: the usual virial argument for linearized Klein-Gordon type
equations has to be adapted to the non zero speed case c 6= 0. General
computations are presented in Lemma 4.2, and then applied to both z
and f , respectively in Lemma 4.4 and Proposition 3. A consequence of
nonzero speed is that virial type arguments give control only on a partic-
ular directional derivative (Lemma 4.2), and thus most estimates have to
be integrated in time (see for example the estimate of the cubic terms in
Lemma 4.5).
In the rest of this section, the proof of Theorem 2 is organized in three steps.
Proposition 1: The virial argument in the variable z provides the first key
estimate for asymptotic stability, controlling the directional derivative of z
at the large scale A by a weighted L2 norm of z.
Proposition 2: The weighted L2 norm of z is estimated in terms of the
function f . It is decisive to use the orthogonality conditions (4.9),(4.10)
on z since they guarantee that no information is lost when applying the
transformation U .
Proposition 3: The main step of the proof is a second virial argument in
the regularization f of the tranformed function g. Using assumption (1.6),
localized versions of f at the scale B are controlled by the weighted L2
norm of z multiplied by an arbitrarily small factor. This is due to the fact
that ignoring the nonlinear terms, the localization of the virial argument
and regularity issues, the virial argument in the transformed variable yields
a positive quadratic form in (4.16).
Since we use several auxilliary functions related to the kink perturbation throughout
the proof, as a guide for the reader, we list these functions in Table 1.
Notation Use Definition Regularity
a = (a1, a2) Generic virial variable (4.17) H
1 × L2
u = (u1, u2) Perturbation in the moving frame (2.38) H
1 × L2
z = (z1, z2) Perturbation in the fixed frame (4.2) H
1 × L2
w = (w1, w2) Localization of z at scale A (4.26) H
1 × L2
k = (k1, k2) Directional derivative of z (4.36) L
2 ×H−1
j = (j1, j2) Regularization of k (4.37) H
2 ×H1
g = (g1, g2) Transformed function of z (4.45) L
2 ×H−1
f = (f1, f2) Regularization of g (4.51) H
2 ×H1
h = (h1, h2) Localization of f at scale B (4.76) H
2 ×H1
Table 1. Functions related to the kink perturbation used in §4.
4.3. General virial computation. In the sequel, we will need computations of
virial type on solutions of two linearized systems related to (1.2), the first of them
being the system (4.3) satisfied by z itself. Thus, we present a computation that is
sufficiently general to be applied to both of these cases. Let a = (a1(t, x), a2(t, x))
be a solution in H1 × L2 of the system{
a˙1 = a2 + Ω1(a) + β1
a˙2 = ∂
2
xa1 − f(x, a1) + 2cγ∂xa2 + Ω2(a) + β2,
(4.17)
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where f = f(x, a1) satisfies f(x, 0) = 0 and β = (β1(t, x), β2(t, x)) is a given
function, and where we recall the notation
Ω1(a) = (y˙ − c)γ∂xa1 − c˙cγ2Λa1,
Ω2(a) = (y˙ − c)γ∂xa2 − c˙cγ2Λa2 + c˙γ∂xa1.
The virial computation has to be adapted to the presence of the transport term
2cγ∂xa2 at the linear level. Denote F (x, a1) =
∫ a1
0
f(x, a) da. Consider a bounded
C3 function ϕ = ϕ(x) and set
A = A1 + cγ(A2 +A3),
where
A1 =
∫
(2ϕ∂xa1 + ϕ
′a1) a2,
A2 = −2
∫
(∂xa1)
2ϕ,
A3 =
∫ [
a22 + (∂xa1)
2 + 2F (a1)
]
ϕ.
The term A1 corresponds to the standard definition of a localized virial functional
for wave type equations. The terms A2 and A3 are introduced because of the
transport term 2cγ∂xa2 in the equation of a˙2.
Lemma 4.2 (General virial identity). Let a be a solution in H1 × L2 of (4.17).
(1) It holds
A˙ = −2
∫
(∂xa1 + cγa2)
2ϕ′ − 2
∫
(∂xa1 + cγa2)a1ϕ
′′ − 1
2
∫
a21ϕ
′′′
+
∫
(2F (a1)− a1f(a1))ϕ′ + 2
∫
ϕ(∂xF )(a1)
+ (y˙ − c)γI + c˙γJ +N + c˙γ3(A2 +A3),
where
I =
∫ [
cγ(∂xa1)
2 − cγa22 − 2(∂xa1)a2
]
ϕ′ −
∫
a1a2ϕ
′′
− 2cγ
∫
[F (a1)ϕ
′ + (∂xF )(a1)ϕ],
J =
∫
2(∂xa1)
2(1 + c2γ2)ϕ+ cγ[−cγ(∂xa1)2 + 2(∂xa1)a2 + cγa22](xϕ)′
− 1
2
∫
a21ϕ
′′ + cγ
∫
a1a2(xϕ
′)′ + 2c2γ2
∫
[(xϕ)′F (a1) + xϕ(∂xF )(a1)],
and
N =
∫
(2ϕ∂xβ1 + ϕ
′β1)a2 +
∫
(2ϕ∂xa1 + ϕ
′a1)β2
+ 2cγ
∫
[−ϕ(∂xβ1)(∂xa1) + ϕβ1f(a1)] + 2cγ
∫
ϕβ2a2.
(2) Assuming that ϕ′ > 0 and setting
ζ =
√
ϕ′, b1 = a1ζ, b2 = a2ζ,
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it holds
A˙ = −2
∫
(∂xb1 + cγb2)
2 −
∫
b21
(
ζ ′′
ζ
− (ζ
′)2
ζ2
)
+
∫
(2F (a1)− a1f(a1))ϕ′ + 2
∫
ϕ(∂xF )(a1)
+ (y˙ − c)γI + c˙γJ +N + c˙γ3(A2 +A3).
Proof. We set
α1 = Ω1(a) + β1, α2 = Ω2(a) + β2.
We compute A˙ using the system (4.17) and various integrations by parts. We will
use that for any functions f, g, integrating by parts, it holds∫
(2ϕf ′ + ϕ′f)g = −
∫
(2ϕg′ + ϕ′g)f,
∫
(2ϕf ′ + ϕ′f)f = 0.
First,
A˙1 =
∫
(2ϕ∂xa˙1 + ϕ
′a˙1) a2 + (2ϕ∂xa1 + ϕ′a1) a˙2
=
∫
(2ϕ∂xa1 + ϕ
′a1)
(
∂2xa1 − f(a1) + 2cγ∂xa2
)
−
∫
(2ϕ∂xa2 + ϕ
′a2)α1 +
∫
(2ϕ∂xa1 + ϕ
′a1)α2.
We observe that∫
(2ϕ∂xa1 + ϕ
′a1) ∂2xa1 = −2
∫
(∂xa1)
2ϕ′ +
1
2
∫
a21ϕ
′′′,
and
−
∫
(2ϕ∂xa1 + ϕ
′a1) f(a1) = −
∫
[2ϕ∂x{F (a1)} − 2ϕ(∂xF )(a1) + ϕ′a1f(a1)]
= −
∫
ϕ′ [a1f(a1)− 2F (a1)] + 2
∫
ϕ(∂xF )(a1).
Moreover,∫
(2ϕ∂xa1 + ϕ
′a1) (∂xa2) = 2
∫
ϕ(∂xa1)(∂xa2)−
∫
ϕ′(∂xa1)a2 −
∫
ϕ′′a1a2.
Thus,
A˙1 = −
∫ [
2(∂xa1)
2 + (a1f(a1)− 2F (a1))
]
ϕ′ + 2
∫
ϕ(∂xF )(a1) +
1
2
∫
a21ϕ
′′′
+ 4cγ
∫
(∂xa1)(∂xa2)ϕ− 2cγ
∫
(∂xa1)a2ϕ
′ − 2cγ
∫
a1a2ϕ
′′
−
∫
(2ϕ∂xa2 + ϕ
′a2)α1 +
∫
(2ϕ∂xa1 + ϕ
′a1)α2.
Second,
A˙2 = −4
∫
(∂xa1)(∂xa˙1)ϕ = −4
∫
(∂xa1)(∂xa2)ϕ− 4
∫
(∂xa1)(∂xα1)ϕ.
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Last,
A˙3 = 2
∫
[a2a˙2 + (∂xa1)(∂xa˙1) + f(a1)a˙1]ϕ
= 2
∫ [
a2(∂
2
xa1)− a2f(a1) + 2cγ(∂xa2)a2 + (∂xa1)(∂xa2) + f(a1)a2
]
ϕ
+ 2
∫
[a2α2 + (∂xa1)(∂xα1) + f(a1)α1]ϕ.
Thus,
A˙3 = −2
∫
(∂xa1)a2ϕ
′ − 2cγ
∫
a22ϕ
′
+ 2
∫
[(∂xa1)(∂xα1) + f(a1)α1]ϕ+ 2
∫
α2ϕa2.
Gathering the above computations and using ddt (cγ) = c˙γ
3, we obtain
A˙ = −2
∫
(∂xa1 + cγa2)
2ϕ′ − 2
∫
(∂xa1 + cγa2)a1ϕ
′′ − 1
2
∫
a21ϕ
′′′
+
∫
(2F (a1)− a1f(a1))ϕ′ + 2
∫
ϕ(∂xF )(a1) +N (α) + c˙γ3(A2 +A3),
where N (α) is defined by
N (α) =
∫
(2ϕ∂xα1 + ϕ
′α1)a2 +
∫
(2ϕ∂xa1 + ϕ
′a1)α2
+ 2cγ
∫
[−ϕ(∂xα1)(∂xa1) + ϕα1f(a1)] + 2cγ
∫
ϕα2a2.
To complete the proof of (1), we expand N (α), using α = Ω(a) + β so that
N (α) = N (Ω(a))+N (β). In the expression ofN (Ω(a)), terms multiplying (y˙−c)γ
are denoted by I. We compute using cancellations and integration by parts
I = −
∫
(2ϕ∂xa2 + ϕ
′a2)∂xa1 +
∫
(2ϕ∂xa1 + ϕ
′a1)∂xa2
+ 2cγ
∫
[−ϕ(∂2xa1)(∂xa1) + ϕ(∂xa1)f(a1)] + 2cγ
∫
ϕ(∂xa2)a2
=
∫ [
cγ(∂xa1)
2 − cγa22 − 2(∂xa1)a2
]
ϕ′ −
∫
a1a2ϕ
′′
− 2cγ
∫
[F (a1)ϕ
′ + (∂xF )(a1)ϕ].
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Similarly, terms multiplying c˙γ in the expression of N (Ω(a)) are denoted by J and
we compute
J = cγ
∫
(2ϕ∂xa2 + ϕ
′a2)Λa1 − cγ
∫
(2ϕ∂xa1 + ϕ
′a1)Λa2
+
∫
(2ϕ∂xa1 + ϕ
′a1)∂xa1 − 2c2γ2
∫
[−ϕ(∂xΛa1)(∂xa1) + ϕ(Λa1)f(a1)]
− 2c2γ2
∫
ϕ(Λa2)a2 + 2cγ
∫
ϕ(∂xa1)a2
=
∫ {
2(∂xa1)
2(1 + c2γ2)ϕ+ cγ[−cγ(∂xa1)2 + 2(∂xa1)a2 + cγa22](xϕ)′
}
− 1
2
∫
a21ϕ
′′ + cγ
∫
a1a2(xϕ
′)′ + 2c2γ2
∫
[(xϕ)′F (a1) + xϕ(∂xF )(a1)].
This justifies (1).
Last, we use ϕ′ = ζ2 and b1 = a1ζ, b2 = a2ζ to expand∫
(∂xb1 + cγb2)
2 =
∫
((∂xa1 + cγa2)ζ + a1ζ
′)2
=
∫
(∂xa1 + cγa2)
2ϕ′ +
∫
a21(ζ
′)2 +
∫
(∂xa1 + cγa2)a1ϕ
′′.
From this and 2(ζ ′)2 − 12ϕ′′′ = (ζ ′)2 − ζ ′′ζ, we see that (1) implies (2). 
4.4. Notation for virial arguments and repulsivity. First, we choose a cut-off
function adapted to the potential P . From the assumption (1.3), and Lemma 2.1,
the function P ′ is continuous. Since we assume P ′ 6≡ 0, there exists C1 > 0 and
x1, x2 ∈ R, x1 < x2 such that
for all x ∈ [x1, x2], |P ′(x)| ≥ 1
C1
.
We define x¯ = 12 (x1 + x2) and a smooth nondecreasing function η : R → R such
that
η(x) =
{
−1 if x < x1
1 if x > x2
and η(x¯) = 0.
In particular, it holds (x− x¯)η(x) ≥ 0 on R. For any K ≥ 1, we define the function
ζK as follows
ζK(x) = exp
(
− ω
K
(x− x¯)η(x)
)
.
(Recall that ω is defined in (1.4).) For A ≥ 10, we define the following function ϕA
ϕA(x) =
∫ x
0
ζ2A(y)dy, x ∈ R.
For B ≥ 10, we define
ϕB(x) =
∫ x
x0
ζ2B(y)dy, x ∈ R,
where, following the three cases in Lemma 2.1,
• either x0 ∈ R is such that (x− x0)P ′ ≤ 0 on R,
• or x0 = −∞ if P ′ ≤ 0 on R,
• or x0 = +∞ if P ′ ≥ 0 on R.
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In the three cases, since |P ′| > 0 on [x1, x2], we have x0 6∈ [x1, x2]. Moreover, by
the definition of ζB and (x − x¯)η(x) ≥ 0, there exists C2 > 0 such that, for all
B ≥ 1, for all x ∈ [x1, x2],
|ϕB(x)| =
∣∣∣∣∫ x
x0
ζ2B(y)dy
∣∣∣∣ ≥ ∣∣∣∣∫ x
x0
ζ2B=1(y)dy
∣∣∣∣ ≥ 1C2 .
In particular, for C0 = C1C2, the following lemma holds.
Lemma 4.3. There exist C0 > 0 and x1, x2 ∈ R with x1 < x2 such that, for any
B > 1,
ϕBP
′ ≤ 0 on R and ϕBP ′ ≤ − 1
C0
on [x1, x2].
This property of strict repulsivity of the potential P is essential in the proof. In
particular, it excludes the resonant case P ′ ≡ 0.
Next, we consider an even, smooth cut-off function χ : R→ R that satisfies
χ = 1 on [−1, 1], χ = 0 on (−∞,−2] ∪ [2,+∞) and χ′ ≤ 0 on [0,+∞).
We define the function ψA,B by setting
ψA,B(x) = χ
2
A(x)ϕB(x) where χA(x) = χ
( x
A
)
, x ∈ R. (4.18)
The functions ϕA and ψA,B will be used in two distinct virial arguments at different
scales A and B satisfying 1 B  A. In the final step of the proof of Theorem 2,
the constants A and B are fixed, and the parameter δ > 0 which controls the size of
the initial data (see (4.1)) is then taken small enough, depending of these constants.
In what follows, we will systematically assume the following
0 < δ ≤ 1
A4
. (4.19)
For future reference, we provide estimates that follow directly from the defini-
tions. We denote by 1lJ the indicator function of an interval J . First,
ζ ′K
ζK
= − ω
K
(η(x) + (x− x¯)η′(x)) ,
ζ ′′K
ζK
=
(
ζ ′K
ζK
)2
− ω
K
(2η′(x) + (x− x¯)η′′(x))
and
ζ ′′K
ζK
− (ζ
′
K)
2
ζ2K
= − ω
K
(2η′(x) + (x− x¯)η′′(x)) .
Thus, there exists C > 1 such that any K ≥ 1, on R
1
C sech
(
ω
Kx
) ≤ ζK(x) ≤ C sech ( ωKx) ,
|ζ ′K(x)| ≤ CK−1 sech
(
ω
Kx
)
,
|ζ ′′K(x)| ≤ CK−2 sech
(
ω
Kx
)
+ CK−11l[x1,x2](x),
|xζK(x)| ≤ CK, |xζ ′K(x)| ≤ C,
(4.20)
and ∣∣∣∣ζ ′′KζK − (ζ
′
K)
2
ζ2K
∣∣∣∣ ≤ CK 1l[x1,x2]. (4.21)
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Note that the expression in (4.21) appears in (2) of Lemma 4.2. For the function
ϕA, it holds on R,{
0 < ϕ′A(x) ≤ 1, |ϕA(x)| ≤ |x|, |ϕA(x)| ≤ CA,
|ϕA(x)H(k)(x)|+ |ϕA(x)ΛkH(x)| ≤ C sech
(
3ω
4 x
)
, for k = 1, 2, 3, 4.
(4.22)
For the functions ϕB and ψA,B , it holds on R,{
|ϕB(x)| ≤ CB, |ψA,B(x)| ≤ CB1l|x|<2A,
|ψ′A,B(x)| ≤ C BA1lA<|x|<2A(x) + C sech
(
ω
Kx
)
1l|x|<2A(x).
(4.23)
Let ρ be the following weight function
ρ(x) = sech
( ω
10
x
)
.
In particular, by (4.20), for K ≥ 10, it holds on R
ρ ≤ CζK . (4.24)
For any T > 0, we consider the norm ‖ · ‖T,ρ defined by
‖z‖2T,ρ =
∫ T
0
∫
z2(t, x)ρ2(x) dx dt. (4.25)
4.5. Virial computation on the linearized system. We perform a virial com-
putation on the function z solution of (4.3), applying Lemma 4.2 with f(x, z1) =
W ′(H + z1)−W ′(H) and so F (x, z1) = W (H + z1)−W (H)−W ′(H)z1. We set
Z = Z1 + cγ(Z2 + Z3),
where
Z1 =
∫
(2ϕA∂xz1 + ϕ
′
Az1) z2,
Z2 = −2
∫
(∂xz1)
2ϕA,
Z3 =
∫ {
z22 + (∂xz1)
2 + 2 [W (H + z1)−W (H)−W ′(H)z1]
}
ϕA.
We also define w = (w1, w2), where
w1 = ζAz1, w2 = ζAz2. (4.26)
Lemma 4.4. Assuming (4.19) it holds∫ T
0
∫
(∂xw1 + cγw2)
2 ≤ CAδ2 + C‖z1‖2T,ρ + C
∫ T
0
∫
|z1|3ζ2A.
Proof. From (2) of Lemma 4.2, it holds
Z˙ = −2
∫
(∂xw1 + cγw2)
2 −
∫
z21
[
ζ ′′AζA − (ζ ′A)2
]
+
∫
[2W (H + z1)− (W ′(H + z1) +W ′(H))z1 − 2W (H)] ζ2A
+ 2
∫
[W ′(H + z1)−W ′′(H)z1 −W ′(H)]H ′ϕA
+NH + (y˙ − c)γIz + c˙γJz + c˙γ3(Z2 + Z3),
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where
NH =
∫
(2ϕA∂xΩ1(H) + ϕ
′
AΩ1(H))z2 +
∫
(2ϕA∂xz1 + ϕ
′z1)Ω2(H)
+ 2cγ
∫
[−ϕA(∂xΩ1(H))(∂xz1) + ϕAΩ1(H)(W ′(H + z1)−W ′(H))]
+ 2cγ
∫
ϕAΩ2(H)z2, (4.27)
and
Iz =
∫ [
cγ(∂xz1)
2 − cγz22 − 2(∂xz1)z2
]
ϕ′A −
∫
z1z2ϕ
′′
A
− 2cγ
∫
[W (H + z1)−W (H)−W ′(H)z1]ϕ′A
− 2cγ
∫
[W ′(H + z1)−W ′(H)−W ′′(H)z1]H ′ϕA, (4.28)
Jz =
∫
2(∂xz1)
2(1 + c2γ2)ϕA + cγ[−cγ(∂xz1)2 + 2(∂xz1)z2 + cγz22 ](xϕA)′
− 1
2
∫
z21ϕ
′′
A + cγ
∫
z1z2(xϕ
′
A)
′
+ 2c2γ2
∫
(xϕA)
′[W (H + z1)−W (H)−W ′(H)z1]
+ 2c2γ2
∫
xϕAH
′[W ′(H + z1)−W ′(H)−W ′′(H)z1]. (4.29)
By (4.21) ∫
z21
∣∣ζ ′′AζA − (ζ ′A)2∣∣ ≤ CA−1 ∫ z21ρ2.
By Taylor expansion and the bound ‖z1‖L∞ ≤ Cδ (from (4.8)), we have∫
|2W (H + z1)− (W ′(H + z1) +W ′(H))z1 − 2W (H)| ζ2A ≤ C
∫
|z1|3ζ2A.
By (4.22), we have |ϕAH ′| ≤ ρ2, and so by Taylor expansion,∫
|[W ′(H + z1)−W ′(H)−W ′′(H)z1]H ′ϕA| ≤ C
∫
z21ρ
2.
Next, we compute and estimate the term NH . From (4.27), we compute
NH = (y˙ − c)γpz + c˙γqz
where
pz =
∫
(2ϕAH
′′ + ϕ′AH
′)z2
+ 2cγ
∫
{(ϕAH ′′)′z1 + ϕAH ′′[W ′(H + z1)−W ′(H)]} ,
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and
qz = −cγ
∫
(2ϕA(ΛH)
′ + ϕ′AΛH)z2
−
∫ [
2ϕAH
′′ + ϕ′AH
′ − 2c2γ2(ϕA(ΛH)′)′
]
z1
− 2c2γ2
∫
ϕA(ΛH)
′[W ′(H + z1)−W ′(H)].
Using the decay properties (1.4) of the derivatives of H and (4.22), we observe that
|pz|+ |qz| ≤ C‖z‖L2 .
Using (4.7), (4.8) and (4.11), we obtain
|NH | ≤ Cδ‖z1ρ‖2L2 .
By the expressions of Iz and Jz in (4.28)-(4.29) and (1.4), (4.22), we observe that
|Iz| ≤ C‖z‖2H1×L2 ≤ Cδ2, |Jz| ≤ CA‖z‖2H1×L2 ≤ CAδ2.
Thus, by (4.11), we obtain
|(y˙ − c)Iz|+ |c˙γJz| ≤ CAδ2‖z1ρ‖2L2 .
Last, we obtain similarly, by (4.11),
|Z2|+ |Z3| ≤ CA‖z‖2H1×L2 ≤ CAδ2,
and
|c˙Z2|+ |c˙Z3| ≤ CAδ2‖z1ρ‖2L2 .
Gathering these estimates, and using (4.19), we have proved
Z˙ ≤ −2
∫
(∂xw1 + cγw2)
2 + C
∫
z21ρ
2 + C
∫
|z1|3ζ2A.
Integrating in time on [0, T ] and using
|Z| ≤ CA‖z‖2H1×L2 ≤ CAδ2,
the proof is complete. 
4.6. Technical estimates. First, we prove a general inequality to be used to es-
timate the cubic term of Lemma 4.4. This result is analoguous to Claim 1 in [44].
Here, since we need to control the cubic term by a norm of ∂xw1 + cγw2 instead on
simply ∂xw1, time integration is necessary.
Lemma 4.5. For any T > 0, let w ∈ C([0, T ], H1) ∩ C1([0, T ], L2) and K > 0 be
such that
(t, x) 7→ w(t, x) cosh
( ω
K
x
)
∈ L∞([0, T ]× R).
and σ ∈ C1([0, T ],R) such that
sup
t∈[0,T ]
|σ˙(t)| ≤ ω
8K
.
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Then, the following inequality holds∫ T
0
∫
|w|3 cosh
( ω
K
x
)
dx dt
≤ 24K
ω
‖w cosh
( ω
K
x
)
‖L∞([0,T ]×R)
×
[
K
ω
∫ T
0
∫
(∂xw + σw˙)
2 dx dt+ sup
t∈[0,T ]
|σ(t)|‖w(t)‖2L2
]
.
Proof. On the one hand, for fixed t ∈ [0, T ], integrating by parts and using the
assumption on w cosh
(
ω
Kx
)
to eliminate the terms at ±∞, we have∫
|w|3 cosh
( ω
K
x
)
dx = −3K
ω
∫
(∂xw)w|w| sinh
( ω
K
x
)
dx.
On the other hand, for fixed x ∈ R,
3
∫ T
0
σ(t)(w˙w|w|)(t, x) dt = σ(T )|w(T, x)|3 − σ(0)|w(0, x)|3 −
∫ T
0
σ˙(t)|w|3(t, x) dt.
Thus, using the Fubini theorem
ω
K
∫ T
0
∫
|w|3 cosh(x) dxdt = −3
∫ T
0
∫
(∂xw + σw˙)w|w| sinh
( ω
K
x
)
dxdt
+
∫
(σ(T )|w(T, x)|3 − σ(0)|w(0, x)|3) sinh
( ω
K
x
)
dx
−
∫ T
0
σ˙(t)
∫
|w|3(t, x) sinh
( ω
K
x
)
dxdt
Now, we estimate terms on the right-hand side of the above identity. First, we
observe that for t = 0, T , using | sinhx| ≤ coshx, it holds∣∣∣∣σ(t)∫ |w(t, x)|3 sinh( ωKx) dx
∣∣∣∣
≤ ‖w cosh
( ω
K
x
)
‖L∞([0,T ]×R) sup
t∈[0,T ]
|σ(t)|‖w(t)‖2L2 .
and, by the assumption on the size of σ˙,∣∣∣∣∣
∫ T
0
σ˙(t)
∫
|w|3(t, x) sinh
( ω
K
x
)
dxdt
∣∣∣∣∣ ≤ ω8K
∫ T
0
∫
|w|3 cosh
( ω
K
x
)
dxdt.
Second, by | sinhx| ≤ coshx and the Cauchy-Schwarz inequality∣∣∣∣∣
∫ T
0
∫
(∂xw + σw˙)w|w| sinh
( ω
K
x
)∣∣∣∣∣
≤ ‖w cosh
( ω
K
x
)
‖ 12L∞([0,T ]×R)
(∫ T
0
∫
(∂xw + σw˙)
2
) 1
2
(∫ T
0
∫
|w|3 cosh
( ω
K
x
)) 12
≤ ω
4K
∫ T
0
∫
|w|3 cosh
( ω
K
x
)
+
K
ω
‖w cosh
( ω
K
x
)
‖L∞([0,T ]×R)
∫ T
0
∫
(∂xw + σw˙)
2
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Combining the above estimates we have proved
ω
8K
∫ T
0
∫
|w|3 cosh
( ω
K
x
)
≤ 3K
ω
‖w cosh
( ω
K
x
)
‖L∞([0,T ]×R)
∫ T
0
∫
(∂xw + σw˙)
2
+ 2‖w cosh
( ω
K
x
)
‖L∞([0,T ]×R) sup
t∈[0,T ]
|σ(t)|‖w(t)‖2L2 ,
which provides the desired inequality. 
Second, the following lemma, inspired by Lemma 4 in [44], will allow us to
compare localized norms of a function w at different scales K. As in the previous
lemma, the use of the quantity ∂xw+ σw˙ instead of ∂xw requires time integration.
Lemma 4.6. Let J be any non empty open interval. There exists C = C(J) > 0
such that, for any K ≥ 1, T > 0, w ∈ C([0, T ], H1) ∩ C1([0, T ], L2), and σ ∈
C1([0, T ],R) such that
sup
t∈[0,T ]
|σ˙(t)| ≤ ω
4K
the following inequality holds∫ T
0
∫
w2(t, x) sech
( ω
K
x
)
dx dt ≤ CK2
∫ T
0
∫
(∂xw + σw˙)
2(t, x) dx dt
+ CK
∫ T
0
∫
J
w2(t, x) dxdt+ CK sup
t∈[0,T ]
|σ(t)|‖w(t)‖2L2 .
Proof. Let y ∈ J . Integrating by parts in space, one has
2
∫ ∞
y
(∂xw)we
− ωK (x−y) dx =
ω
K
∫ ∞
y
w2e−
ω
K (x−y) dx− w2(t, y).
Integrating by parts in time, one has
2
∫ T
0
σ(t)w˙(t)w(t) dt = σ(T )w2(T )− σ(0)w2(0)−
∫ T
0
σ˙(t)w2(t) dt
Thus, it holds
ω
K
∫ T
0
∫ ∞
y
w2e−
ω
K (x−y) dx dt = 2
∫ T
0
∫ ∞
y
(∂xw + σw˙)we
− ωK (x−y) dxdt
+
∫ T
0
w2(t, y) dt−
∫ ∞
y
e−
ω
K (x−y)
(
σ(T )w2(T )− σ(0)w2(0)) dx
+
∫ T
0
σ˙(t)
∫ ∞
y
w2(t, x)e−
ω
K (x−y) dxdt
By the Cauchy-Schwarz inequality and e−
ω
K (x−y) ≤ 1 for x ≥ y, we obtain∣∣∣∣∣
∫ T
0
∫ ∞
y
(∂xw + σw˙)we
− ωK (x−y1) dx dt
∣∣∣∣∣ ≤ ω4K
∫ T
0
∫ ∞
y
w2e−
ω
K (x−y) dxdt
+
K
ω
∫ T
0
∫ ∞
y
(∂xw + σw˙)
2 dxdt.
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On the other hand, by the assumption on σ˙∣∣∣∣∣
∫ T
0
σ˙(t)
∫ ∞
y
w2(t, x)e−
ω
K (x−y) dxdt
∣∣∣∣∣ ≤ ω4K
∫ T
0
∫ ∞
y
w2(t, x)e−
ω
K (x−y) dxdt
and thus
ω
4K
∫ T
0
∫ ∞
y
w2e−
ω
K (x−y) dxdt ≤ 2K
ω
∫ T
0
∫ ∞
y
(∂xw + σw˙)
2 dxdt
+
∫ T
0
w2(t, y) dt+ 2 sup
[0,T ]
|σ(t)|‖w(t)‖2L2 .
Summing the analogous estimate for x < y, we obtain
ω
4K
∫ T
0
∫
R
w2e−
ω
K |x−y| dxdt ≤ 2K
ω
∫ T
0
∫
R
(∂xw + σw˙)
2 dx dt
+ 2
∫ T
0
w2(t, y) dt+ 4 sup
[0,T ]
|σ(t)|‖w(t)‖2L2 .
Finally, averaging the inequality over y ∈ J and using, for K ≥ 1
1
|J |
∫
J
e−
ω
K |x−y| dy ≥ e
− ωK |x|
|J |
∫
J
e−
ω
K |y| dy
≥ e
− ωK |x|
|J |
∫
J
e−ω|y| ≥ C(J) sech
( ω
K
x
)
,
we obtain the desired bound. 
We also state the following elementary estimates that will be necessary to treat
regularized functions. The Fourier transform of a function g is denoted by gˆ.
Lemma 4.7. For ε > 0, let Xε = (1− ε∂2x)−1 be the bounded operator from L2 to
H2 defined by its Fourier transform as
X̂g(ξ) =
gˆ(ξ)
1 + εξ2
for any g ∈ L2.
The following estimates hold.
(1) For any ε ∈ (0, 1) and g ∈ L2,
‖Xεg‖L2 ≤ ‖g‖L2 , ‖∂xXεg‖L2 ≤ ε− 12 ‖g‖L2 ,
‖∂2xXεg‖L2 ≤ ε−1‖g‖L2 , ‖∂xX
1
2
ε g‖L2 ≤ ε− 12 ‖g‖L2 .
(4.30)
(2) There exist ε1 > 0 and C > 0 such that for any ε ∈ (0, ε1), K ≥ 1 and
g ∈ L2, ∥∥∥sech( ω
K
x
)
Xεg
∥∥∥
L2
≤ C
∥∥∥Xε [sech( ω
K
x
)
g
]∥∥∥
L2
, (4.31)
and ∥∥∥cosh( ω
K
x
)
Xε
[
sech
( ω
K
x
)
g
]∥∥∥
L2
≤ C ‖Xεg‖L2 . (4.32)
Remark 4.1. In particular, (4.31) and (4.32) for K = 10 write
‖ρXεg‖L2 ≤ C‖Xε[ρg]‖L2 ≤ C‖ρg‖L2 , (4.33)
‖ρ−1Xε[ρg]‖L2 ≤ C‖Xεg‖L2 ≤ C‖g‖L2 . (4.34)
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Proof. (1) Let f = Xεg so that g = (1− ε∂2x)f , and by expanding and integrating
by parts,
‖g‖2L2 = ‖(1− ε∂2x)f‖2L2 = ‖f‖2L2 + 2ε‖∂xf‖2L2 + ε2‖∂2xf‖2L2 .
Moreover,
‖X 12ε ∂xg‖2L2 = |〈Xε∂2xg, g〉| ≤ ε−1‖g‖2L2 .
This implies (4.30).
The proof of (2) is an adaptation of [44, Lemma 5]. Let h = sech
(
ω
Kx
)
Xεg and
k = Xε[sech
(
ω
Kx
)
g]. We have
g = cosh
( ω
K
x
)
(1− ε∂2x)k = (1− ε∂2x)
[
cosh
( ω
K
x
)
h
]
= cosh
( ω
K
x
)
h− εω
2
K2
cosh
( ω
K
x
)
h− 2εω
K
sinh
( ω
K
x
)
h′ − ε cosh
( ω
K
x
)
h′′.
Thus,
(1− ε∂2x)k =
[(
1− εω
2
K2
)
− ε∂2x
]
h− 2εω
K
tanh
( ω
K
x
)
h′.
Applying the operator [(1− εω2K−2)− ε∂2x]−1 to this identity, we obtain
h =
[(
1− εω
2
K2
)
− ε∂2x
]−1
(1− ε∂2x)k
+ 2
εω
K
[(
1− εω
2
K2
)
− ε∂2x
]−1 [
tanh
( ω
K
x
)
h′
]
.
We note that for a constant C uniform for ε small and K ≥ 1,
‖[(1− εω2K−2)− ε∂2x]−1(1− ε∂2x)‖L(L2,L2) ≤ C,
‖[(1− εω2K−2)− ε∂2x]−1∂x‖L(L2,L2) ≤ Cε−
1
2 .
Thus,
‖[(1− εω2K−2)− ε∂2x]−1(1− ε∂2x)k‖L2 ≤ C‖k‖L2
and ∥∥∥∥∥
[(
1− εω
2
K2
)
− ε∂2x
]−1 [
tanh
( ω
K
x
)
h′
]∥∥∥∥∥
L2
≤
∥∥∥∥∥
[(
1− εω
2
K2
)
− ε∂2x
]−1 [
tanh
( ω
K
x
)
h
]′∥∥∥∥∥
L2
+
1
K
∥∥∥∥∥
[(
1− εω
2
K2
)
− ε∂2x
]−1 [
sech2
( ω
K
x
)
h
]∥∥∥∥∥
L2
≤ Cε− 12 ‖h‖L2 .
We deduce, for a constant C > 0 uniform for ε small and K ≥ 1,
‖h‖L2 ≤ C‖k‖L2 + Cε 12 ‖h‖L2 ,
which implies (4.31) for ε small enough.
We prove (4.32) similarly. Using (1− ε∂2x)k = sech
(
ω
Kx
)
g, we compute
(1− ε∂2x)
[
cosh
( ω
K
x
)
k
]
= g − 2εω
K
∂x
[
sinh
( ω
K
x
)
k
]
+
εω2
K2
cosh
( ω
K
x
)
k,
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and so
cosh
( ω
K
x
)
k = Xεg − 2εω
K
∂xXε
[
sinh
( ω
K
x
)
k
]
+
εω2
K2
Xε
[
cosh
( ω
K
x
)
k
]
Using (4.30) and K ≥ 1, it follows that∥∥∥cosh( ω
K
x
)
k
∥∥∥
L2
≤ ‖Xεg‖L2 + Cε 12
∥∥∥cosh( ω
K
x
)
k
∥∥∥
L2
,
and the result follows for ε small enough. 
4.7. Transfer estimates. The next lemma will allow us to exchange information
between the components of z, at any localization scale K ≥ 10.
Lemma 4.8. For any K ≥ 10 and any T > 0, it holds∫ T
0
∫
z22ζ
2
K ≤ Cδ2 + C
∫ T
0
∫ [
(∂xz1 + cγz2)
2 + z21
]
ζ2K .
Proof. For K ≥ 10, let
H =
∫
z1z2ζ
2
K . (4.35)
We have, using (4.3) and integration by parts
H˙ =
∫
z˙1z2ζ
2
K +
∫
z1z˙2ζ
2
K
=
∫
z22ζ
2
K −
∫ {
(∂xz1)
2 + z1 [W
′(H + z1)−W ′(H)]
}
ζ2K − 2cγ
∫
(∂xz1)z2ζ
2
K
+
1
2
∫
z21(ζ
2
K)
′′ − 2cγ
∫
z1z2(ζ
2
K)
′ +
∫
(z2M1 + z1M2) ζ
2
K .
We rewrite
H˙ = (1 + c2γ2)
∫
z22ζ
2
K −
∫ {
(∂xz1 + cγz2)
2 + z1 [W
′(H + z1)−W ′(H)]
}
ζ2K
+
1
2
∫
z21(ζ
2
K)
′′ − 2cγ
∫
z1z2(ζ
2
K)
′ +
∫
(z2M1 + z1M2) ζ
2
K .
From (4.4), (4.5) and integration by parts, we have∫
(z2M1 + z1M2) ζ
2
K = (y˙ − c)γ
∫
H ′z2ζ2K − c˙cγ
∫
(ΛH)z2ζ
2
K + c˙γ
∫
H ′z1ζ2K
− (y˙ − c)γ
∫
z1z2(ζ
2
K)
′ + c˙cγ2
∫
z1z2
(
xζ2K
)′ − c˙γ
2
∫
z21(ζ
2
K)
′.
By the properties of H and ζ2K+|(ζ2K)′|+|x(ζ2K)′| ≤ C from (4.20), (4.8) and (4.11),
we obtain ∣∣∣∣∫ (z2M1 + z1M2) ζ2K∣∣∣∣ ≤ Cδ‖z1ρ‖2L2 ≤ Cδ‖z1ζK‖2L2
(note that ρ ≤ CζK follows from the assumption K ≥ 10, see (4.24)). Now, we
estimate the other terms in the expression of H˙ above. Using the Cauchy-Schwarz
inequality, ∣∣∣∣2cγ ∫ z1z2(ζ2K)′∣∣∣∣ ≤ 12
∫
z22ζ
2
K + C
∫
z21ζ
2
K ,
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then | ∫ z21(ζ2K)′′| ≤ C ∫ z21ζ2K and last∣∣∣∣∫ z1 [W ′(H + z1)−W ′(H)] ζ2K∣∣∣∣ ≤ C ∫ z21ζ2K ,
so that
H˙ ≥ 1
2
∫
z22ζ
2
K −
∫
(∂xz1 + cγz2)
2ζ2K − C
∫
z21ζ
2
K .
Integrating in time on [0, T ] and using the bound |H| ≤ ‖z1‖L2‖z2‖L2 ≤ Cδ2, we
have proved the lemma. 
In the sequel, we will also need a similar estimate for the function ∂xz1 + cγz2.
We introduce {
k1 = ∂xz1 + cγz2
k2 = ∂xz2 + cγΘ(z).
(4.36)
We compute from (4.3) the system formally satisfied by k = (k1, k2). First, using
the relation ddt (cγ) = γ
3c˙,
k˙1 = ∂xz˙1 + cγz˙2 + c˙γ
3z2
= ∂xz2 + cγΘ(z) + ∂xM1 + cγM2 + c˙γ
3z2
= k2 +O1,
where we have set
O1 = ∂xM1 + cγM2 + c˙γ
3z2.
Second,
k˙2 = ∂xz˙2 + cγ(∂
2
xz˙1 −W ′′(H + z1)z˙1) + 2c2γ2∂xz˙2 + 2c˙cγ4∂xz2 + c˙γ3Θ(z)
= ∂xΘ(z) + cγ(∂
2
xz2 −W ′′(H + z1)z2) + 2c2γ2∂xΘ(z) +O2,
where
O2 = ∂xM2 + cγ(∂
2
xM1 −W ′′(H + z1)M1) + 2c2γ2∂xM2 + 2c˙cγ4∂xz2 + c˙γ3Θ(z).
We observe
∂xΘ(z) = ∂
2
x(∂xz1)−W ′′(H + z1)∂xz1 − [W ′′(H + z1)−W ′′(H)]H ′
+ 2cγ∂x(∂xz2).
Thus,
k˙2 = ∂
2
xk1 −W ′′(H + z1)k1 − [W ′′(H + z1)−W ′′(H)]H ′ + 2cγ∂xk2 +O2.
In conclusion, k satisfies the system
k˙1 = k2 +O1
k˙2 = ∂
2
xk1 −W ′′(H)k1 + 2cγ∂xk2
− [W ′′(H + z1)−W ′′(H)] (H ′ + k1) +O2.
Now, we define j = (j1, j2) where
j1 = Xεk1, j2 = Xεk2, (4.37)
where Xε = (1− ε∂2x)−1, see Lemma 4.7. Using
(1− ε∂2x) [W ′′(H)j1] = W ′′(H)k1 − ε(W ′′(H))′∂xj1 − ε∂x[(W ′′(H))′j1],
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we obtain the system satisfied by j
∂tj1 = j2 +XεO1
∂tj2 = ∂
2
xj1 −W ′′(H)j1 + 2cγ∂xj2
−εXε [(W ′′(H))′∂xj1 + ∂x((W ′′(H))′j1)]
−Xε [(W ′′(H + z1)−W ′′(H)) (H ′ + k1)] +XεO2.
Lemma 4.9. With ε1 > 0 defined in Lemma 4.7 there exists ε2 ∈ (0, ε1) such that
for any ε ∈ (0, ε2) the following holds. Assume (4.19) and let K ∈ [10, A]. Then,
ε
∫ T
0
∫
(j22 + ε(∂xj2)
2)ζ2K
≤ Cδ2 + C‖z1‖2T,ρ + C
∫ T
0
∫ [
j21 + ε(∂xj1)
2 + ε2(∂2xj1)
2
]
ζ2K .
Proof. We introduce the following functional
K =
∫
k1j2ζ
2
K .
The first observation is that K is well-defined and satisfies |K| ≤ Cε− 12 δ2 since
by (4.30) and the definitions of k and j, one has
‖k1‖L2 ≤ ‖z‖H1×L2 , ‖j2‖L2 = ‖Xεk2‖L2 ≤ ε− 12 ‖z‖H1×L2 .
Next, we have, using the systems satisfied by k and j and integrating by parts
K˙ =
∫
(∂tk1)j2ζ
2
K +
∫
k1(∂tj2)ζ
2
K
=
∫
(j22 + ε(∂xj2)
2)ζ2K −
∫ [
(∂xj1)
2 + ε(∂2xj1)
2 +W ′′(H)k1j1
]
ζ2K
− ε
2
∫
j22(ζ
2
K)
′′ +
1
2
∫
j21(ζ
2
K)
′′ + 2cγ
∫
k1(∂xj2)ζ
2
K
− ε
∫
k1Xε [(W
′′(H))′∂xj1 + ∂x[(W ′′(H))′j1]] ζ2K
−
∫
k1Xε [(W
′′(H + z1)−W ′′(H)) (H ′ + k1)] ζ2K
+
∫
(j2O1 + k1XεO2)ζ
2
K .
We observe∣∣∣∣∫ W ′′(H)k1j1ζ2K∣∣∣∣ ≤ C ∫ (j21 + k21)ζ2K ≤ C ∫ [j21 + ε2(∂2xj1)2] ζ2K ,
and, by (4.20), for ε small enough,∣∣∣∣ε2
∫
j22(ζ
2
K)
′′
∣∣∣∣ ≤ 14
∫
j22ζ
2
K ,
∣∣∣∣∫ j21(ζ2K)′′∣∣∣∣ ≤ C ∫ j21ζ2K .
Moreover,∣∣∣∣2cγ ∫ k1(∂xj2)ζ2K∣∣∣∣ ≤ ε4
∫
(∂xj2)
2ζ2K + Cε
−1
∫
k21ζ
2
K
≤ ε
4
∫
(∂xj2)
2ζ2K + Cε
−1
∫ [
j21 + ε
2(∂2xj1)
2
]
ζ2K .
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Next,∣∣∣∣ε∫ k1Xε {(W ′′(H))′∂xj1 + ∂x[(W ′′(H))′j1]} ζ2K∣∣∣∣ ≤ C ∫ [j21 + ε2(∂2xj1)2] ζ2K .
Besides, by Taylor expansion and (1.4),
|(W ′′(H + z1)−W ′′(H))H ′| ≤ C|z1|ρ
so that∣∣∣∣∫ k1Xε [(W ′′(H + z1)−W ′′(H)) (H ′ + k1)] ζ2K∣∣∣∣
≤ C‖k1ζK‖2L2 + C‖z1ρ‖2L2 ≤ C
∫ [
j21 + ε
2(∂2xj1)
2
]
ζ2K + C‖z1ρ‖2L2 .
Last, to estimate
∫
(j2O1 +k1XεO2)ζ
2
K , we do not seek special cancellation, but we
use the regularisation from Xε and thus estimates (4.30). We start by observing∣∣∣∣∫ j2O1ζ2K∣∣∣∣ = ∣∣∣∣∫ (X 12ε k2)X 12ε (O1ζ2K)∣∣∣∣ ≤ ‖X 12ε k2‖L2‖X 12ε (O1ζ2K)‖L2 .
By the definition of k2 and (4.30), it holds
‖X 12ε k2‖2L2 ≤ ε−
1
2 ‖z‖H1×L2 ≤ ε− 12 δ.
By the definition of O1, (4.30), (4.20), and then (4.11) and K ≤ A ≤ δ− 14 , it holds
‖X 12ε (O1ζ2K)‖L2 ≤ (|y˙ − c|+ |c˙|) (C + Cε−
1
2K‖z‖H1×L2)
≤ ‖z1ρ‖2L2(C + Cε−
1
2K‖z‖H1×L2) ≤ Cε− 12 ‖z1ρ‖2L2 .
Thus, ∣∣∣∣∫ j2O1ζ2K∣∣∣∣ ≤ Cε−1δ‖z1ρ‖2L2 .
Similarly, we check that
‖k1‖L2 ≤ Cδ, ‖(XεO2)ζ2K‖L2 ≤ Cε−1‖z1ρ‖2L2 .
We conclude ∣∣∣∣∫ (j2O1 + k1XεO2)ζ2K∣∣∣∣ ≤ Cε−1δ‖z1ρ‖2L2 .
Combining these estimates, we have proved
εK˙ ≥ ε
2
∫
(j22 + ε(∂xj2)
2)ζ2K − C‖z1ρ‖2L2 − C
∫ [
j21 + ε(∂xj1)
2 + ε2(∂2xj1)
2
]
ζ2K .
Integrating this estimate in time on [0, T ] and using the bound |K| ≤ Cε− 12 δ2
proved earlier, we have proved (4.9). 
4.8. First key estimate. Using the virial argument in the variable z (Lemma 4.4)
and the above technical estimates, we are in a position to state the first key estimate
for asymptotic stability, relating the directional derivative of z on a large scale A
(see the definition of w in (4.26)) to the weighted L2 norm of z1 (see the definition
of ‖ · ‖T,ρ in (4.25)). Below, ε2 is the constant in the statement of Lemma 4.9.
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Proposition 1. There exist ε3 ∈ (0, ε2), A1 > 1 and C > 0 such that for any
ε ∈ (0, ε3) and A ∈ [A1, δ−1/4], the following holds. For any T > 0 we have∫ T
0
∫
(∂xw1 + cγw2)
2 ≤ C(Aδ2 + ‖z1‖2T,ρ). (4.38)
Moreover, for any K ∈ [10, A/2],∫ T
0
∫
(∂xz1 + cγz2)
2ζ2K ≤ C(Aδ2 + ‖z1‖2T,ρ), (4.39)
∫ T
0
∫ [
(∂xz1)
2 + z21 + z
2
2
]
ζ2K ≤ CK2(Aδ2 + ‖z1‖2T,ρ), (4.40)
∫ T
0
∫ [
j21 + ε(∂xj1)
2 + ε2(∂2xj1)
2 + εj22 + ε
2(∂xj2)
2
]
ζ2K ≤ C(Aδ2 + ‖z1‖2T,ρ).
(4.41)
Proof. First, we prove (4.38). Using (4.20), we write∫ T
0
∫
|z1|3ϕ′A ≤ C
∫ T
0
∫
|w1|3 cosh
(ωx
A
)
.
By (2.46), and the assumption on A,∣∣∣∣ ddt (cγ)
∣∣∣∣ ≤ Cδ2 ≤ CA−71A (4.42)
and thus, by taking A1 sufficiently large, we may apply Lemma 4.5 with w = w1,
K = A and σ = cγ. We conclude that∫ T
0
∫
|z1|3ϕ′A ≤ C
∫ T
0
∫
|w1|3 cosh
( x
A
)
≤ CA‖z1‖L∞([0,T ]×R)
[
A
∫ T
0
∫
(∂xw1 + cγw˙1)
2 + sup
[0,T ]
‖w1‖2L2
]
.
By (4.8), ‖z1‖L∞([0,T ]×R) ≤ Cδ and A ≤ δ− 14 , we obtain∫ T
0
∫
|z1|3ϕ′A ≤ CA−2
[∫ T
0
∫
(∂xw1 + cγw2)
2 +
∫ T
0
∫
(w2 − w˙1)2
]
+ CAδ3.
From z˙1 − z2 = M1, the expression of M1 in (4.4), (4.11), ‖z1‖H1 ≤ Cδ and the
estimates ζA ≤ 1, |x|ζA ≤ CA (from (4.20)), we observe that (using also δ ≤ A−4)
‖w2 − w˙1‖L2 = ‖M1ζA‖L2 ≤ C‖z1ρ‖2L2 + CAδ‖z1ρ‖2L2 ≤ C‖z1ρ‖2L2 . (4.43)
Thus, we have proved∫ T
0
∫
|z1|3ϕ′A ≤ CA−2
∫ T
0
∫
(∂xw1 + cγw2)
2 + Cδ
3
4
∫ T
0
‖z1ρ‖2L2 + CAδ3.
Estimate (4.38) now follows from Lemma 4.4 taking A1 large enough.
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Second, we prove (4.39) and (4.40). Let 10 ≤ K ≤ A2 . Using the inequality
(u+ v)2 ≥ 12u2 − v2, we observe∫
(∂xw1 + cγw2)
2 ζ
2
K
ζ2A
=
∫
[(∂xz1 + cγz2)ζA + z1ζ
′
A]
2 ζ2K
ζ2A
≥ 1
2
∫
(∂xz1 + cγz2)
2ζ2K −
∫
z21
(
ζ ′A
ζA
)2
ζ2K .
Thus, by (4.20),∫
(∂xz1 + cγz2)
2ζ2K ≤ 2
∫
(∂xw1 + cγw2)
2 +
C
A2
∫
z21ζ
2
K . (4.44)
Using 10 ≤ K ≤ A2 and (4.20), we see that∫
z21ζ
2
K =
∫
w21
ζ2K
ζ2A
≤
∫
w21 sech
( ω
K
x
)
.
By (4.42), we may apply Lemma 4.6 on w1 with σ = cγ. Therefore∫ T
0
∫
z21ζ
2
K ≤
∫ T
0
∫
w21 sech
( ω
K
x
)
≤ CK2
∫ T
0
∫
(∂xw1 + cγw˙1)
2 + CK
∫ T
0
∫
w21ρ
2 + CKδ2
≤ CK2
∫ T
0
∫
(∂xw1 + cγw2)
2 + CK2‖z1‖2T,ρ + CKδ2
where we have used (4.43) in the last line. Using (4.38), we obtain∫ T
0
∫
z21ζ
2
K ≤ CK2(Aδ2 + ‖z1‖2T,ρ),
and so, by (4.44),∫ T
0
∫
k21ζ
2
K =
∫ T
0
∫
(∂xz1 + cγz2)
2ζ2K ≤ CAδ2 + C‖z1‖2T,ρ,
which is (4.39). Last, by Lemma 4.8, we obtain∫ T
0
∫
z22ζ
2
K ≤ CK2(Aδ2 + ‖z1‖2T,ρ)
and (4.40) follows.
Finally, we prove (4.41). Indeed, expanding∫
k21ζ
2
K =
∫ [
j21 + 2ε(∂xj1)
2 + ε2(∂2xj1)
2
]
ζ2K − ε
∫
j21(ζ
2
K)
′′.
and using |(ζ2K)′′| ≤ CK ζ2K (from (4.20)), for ε small, we obtain∫ [
j21 + ε(∂xj1)
2 + ε2(∂2xj1)
2
]
ζ2K ≤ C
∫
k21ζ
2
K .
We complete the proof of (4.41) by using Lemma 4.9 and (4.39). 
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4.9. Transformed problem. Following the heuristic strategy outlined in §4.2,
with z = (z1, z2) satisfying (4.3), we set{
g1 = Uz1 + cγz2
g2 = Uz2 + cγΘ(z).
(4.45)
We compute from (4.3) the system formally satisfied by g = (g1, g2). First, using
the relation ddt (cγ) = γ
3c˙,
g˙1 = Uz˙1 + cγz˙2 + c˙γ
3z2
= Uz2 + cγΘ(z) + UM1 + cγM2 + c˙γ
3z2
= g2 +N1,
where we have set
N1 = UM1 + cγM2 + c˙γ
3z2.
Second,
g˙2 = Uz˙2 + cγ(∂
2
xz˙1 −W ′′(H + z1)z˙1) + 2c2γ2∂xz˙2 + 2c˙cγ4∂xz2 + c˙γ3Θ(z)
= UΘ(z) + cγ(∂2xz2 −W ′′(H + z1)z2) + 2c2γ2∂xΘ(z) +N2,
where
N2 = UM2 + cγ(∂
2
xM1 −W ′′(H + z1)M1) + 2c2γ2∂xM2 + 2c˙cγ4∂xz2 + c˙γ3Θ(z).
Using the definition of R2 and identities from Lemma 4.1,
2U∂x = L− L0 + 2∂xU, UL = L0U, (4.46)
we observe
UΘ(z) = U(−Lz1 + 2cγ∂xz2 +R2)
= −L0(Uz1) + cγ(L− L0)z2 + 2cγ∂xUz2 + UR2
= −L0g1 + cγLz2 + 2cγ∂xUz2 + UR2.
Thus,
g˙2 = −L0g1 + 2cγ∂xg2 + S2 +N2
where S = (0, S2) and
S2 = −cγ[W ′′(H + z1)−W ′′(H)]z2 + UR2.
In conclusion, g satisfies the system{
g˙1 = g2 +N1
g˙2 = −L0g1 + 2cγ∂xg2 + S2 +N2,
(4.47)
and we will now simplify the expressions of N1, N2 and S2. Using
UH ′ = 0, −UΛH +H ′ = 0,
and next (from (4.46))
U∂xz1 = ∂xUz1 +
1
2
(L− L0)z1 = ∂xUz1 +Qz1,
UΛz1 − ∂xz1 = ΛUz1 + xQz1,
where we used Q, defined in (2.8) as
Q =
1
2
(L− L0) = Y
′′Y − (Y ′)2
Y 2
= (log Y )′′.
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We observe that N1 reads
N1 = (y˙ − c)γ(U∂xz1 + cγ∂xz2)− c˙cγ2(UΛz1 − ∂xz1 + cγΛz2) + c˙γ3z2
= (y˙ − c)γ (∂xg1 +Qz1)− c˙cγ2 (Λg1 + xQz1) + c˙γ3z2.
Similar computations lead to
N2 = (y˙ − c)γ (∂xg2 +Qz2)− c˙cγ2 (Λg2 + xQz2) + c˙γ∂xg1 + c˙γ3Θ(z).
Using the notation of (4.7), we find
N1 = Ω1(g) + (y˙ − c)γQz1 − c˙cγ2xQz1 + c˙γ3z2, (4.48)
N2 = Ω2(g) + (y˙ − c)γQz2 − c˙cγ2xQz2 + c˙γ3Θ(z). (4.49)
Last, we observe that
S2 = −g1 [W ′′(H + z1)−W ′′(H)]
+
H ′′
H ′
[W ′(H + z1)−W ′(H)−W ′′(H + z1)z1]
−H ′ [W ′′(H + z1)−W ′′(H)−W ′′′(H)z1] .
(4.50)
Now, we define
f1 = Xεg1, f2 = Xεg2. (4.51)
The next lemma provides simple estimates relating the functions z, g and f . The
constant ε3 below is defined in Proposition 1.
Lemma 4.10. There exist C > 0 and ε4 ∈ (0, ε3) such that for any ε ∈ (0, ε4), the
following estimates hold
‖g1‖L2 ≤ C‖z‖H1×L2 , (4.52)
‖g1ρ‖L2 ≤ C (‖(∂xz1)ρ‖L2 + ‖z2ρ‖L2 + ‖z1ρ‖L2) , (4.53)
‖f1‖L2 + ε 12 ‖∂xf1‖L2 + ε‖∂2xf1‖L2 ≤ C‖z‖H1×L2 , (4.54)
ε
1
2 ‖f2‖L2 + ε‖∂xf2‖L2 ≤ C‖z‖H1×L2 , (4.55)
‖f1ρ‖L2 + ε 12 ‖(∂xf1)ρ‖L2 ≤ C‖g1ρ‖L2 . (4.56)
Proof. By the definition of g1 in terms of z and the definition of U , Uz = ∂xz− Y ′Y z,
we observe that
|g1| ≤ C(|∂xz1|+ |z1|+ |z2|),
which is enough to justify (4.52) and (4.53). Next, (4.54) follows easily from (4.30).
Moreover, since
f2 = Xεg2 where g2 = ∂xz2 − Y
′
Y
z2 + cγΘ(z),
estimate (4.55) follows from (4.30). Note that Y ′/Y is bounded on R because of
(2.6). Last, (4.56) follows from (4.30) and (4.33). 
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4.10. Second key estimate. The second key point of the proof of asymptotic
stability is the estimate of the weighted L2 norm of z by similar quantities in f . At
this point, it is essential to use the orthogonality relations (4.9), (4.10) on z since
without them some information would be lost in passing to the variable f . The
following result is inspired by Lemma 6 in [44].
Proposition 2. Let ε4 > 0 be the constant defined in Lemma 4.10. For any
ε ∈ (0, ε4) and any T > 0,∫ T
0
∫
z21ρ
2 ≤ CAδ4 + C
∫ T
0
∫ (
f21 + (∂xf1)
2 + f22
)
ρ. (4.57)
Remark 4.2. Observe that terms in the left-hand and right-hand sides correspond to
the same level of regularity from the definitions of g and then f in (4.45) and (4.51).
Proof. First, we prove the following estimate.∫
z21ρ
2 ≤ Cδ2
∫
z21ρ+ C
∫ (
f21 + (∂xf1)
2 + f22
)
ρ. (4.58)
Proof of (4.58). Recall from (4.45) and (4.51) that
f1 − ε∂2xf1 = g1 = Uz1 + cγz2
f2 − ε∂2xf2 = g2 = Uz2 + cγΘ(z).
(4.59)
(Observe that the first line makes sense in L2 while the second line makes sense
in H−1). Using the expression of Θ(z) = −Lz1 + R2 + 2cγ∂xz2 from (4.6), and
combining the two lines of (4.59), we have
(f2 − 2cγ∂xf1)− ε∂2x(f2 − 2cγf1) = Uz2 − cγ(L+ 2∂xU)z1 + cγR2.
From (4.13) and U? + 2∂x = U (see §4.2) we obtain
L+ 2∂xU = U
?U + 2∂xU = U
2.
Thus,
U(z2 − cγUz1) = (f2 − 2cγ∂xf1 − cγR2)− ε∂2x(f2 − 2cγ∂xf1). (4.60)
We observe that for any function v,
v′′
Y
= ∂x
(
v′
Y
+
Y ′
Y 2
v
)
+
P
Y
v.
Using the expression of U and the above formula with v = ε(f2 − 2cγ∂xf1), we
rewrite identity (4.60) as
∂x
{
1
Y
(z2 − cγUz1 + ε∂x(f2 − 2cγ∂xf1)) + ε Y
′
Y 2
(f2 − 2cγ∂xf1)
}
=
1− εP
Y
(f2 − 2cγ∂xf1)− cγR2
Y
.
Integrating on [0, x], and then multiplying by Y , it holds, for a constant a,
z2 − cγUz1 = aY + g˜1 + g˜2 + g˜3, (4.61)
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where
g˜1 = −ε∂x(f2 − 2cγ∂xf1)− εY
′
Y
(f2 − 2cγ∂xf1),
g˜2 = Y
∫ x
0
{
1− εP
Y
(f2 − 2cγ∂xf1)
}
,
g˜3 = −cγY
∫ x
0
R2
Y
.
We use the orthogonality relation (4.9) to estimate a. Indeed, we have by taking
the scalar product of (4.61) with Y
|a| ≤ C|〈z2 − cγUz1, Y 〉|+ C|〈g˜1, Y 〉|+ C|〈g˜2, Y 〉|+ C|〈g˜3, Y 〉|.
Using U?Y = −2Y ′ and (4.9), it holds
〈z2 − cγUz1, Y 〉 = 〈z2, Y 〉+ 2cγ〈z1, Y ′〉 = 0.
Integrating by parts
〈g˜1, Y 〉 = ε
∫
(f2 − 2cγ∂xf1)Y ′ − ε
∫
Y ′(f2 − 2cγ∂xf1) = 0.
By the Cauchy-Schwarz inequality and the properties of Y = H ′ (see Lemma 1.1)
|g˜2(x)|2 ≤ CY 2(x)
(∫ |x|
0
1
Y 2ρ
)∫ (
f22 + (∂xf1)
2
)
ρ
≤ C
ρ(x)
∫ (
f22 + (∂xf1)
2
)
ρ, (4.62)
and so, in particular,
〈g˜2, Y 〉2 ≤ C
∫ (
f22 + (∂xf1)
2
)
ρ.
Moreover, since |R2| = |W ′(H+z1)−W ′(H)−W ′′(H)z1| ≤ Cz21 ≤ Cδ|z1|, we have
similarly
|g˜3(x)|2 ≤ Cδ
2
ρ(x)
∫
z21ρ, 〈g˜3, Y 〉2 ≤ Cδ2
∫
z21ρ. (4.63)
Thus, we have obtained the following estimate for a
a2 ≤ C
∫
(f22 + (∂xf1)
2)ρ+ Cδ2
∫
z21ρ. (4.64)
Combining the first line of (4.59) and (4.61), we obtain
z2 =
1
1 + c2γ2
(
aY + g˜1 + g˜2 + g˜3 + cγf1 − εcγ∂2xf1
)
, (4.65)
and
Uz1 =
1
1 + c2γ2
(−cγaY − cγg˜1 − cγ(g˜2 + g˜3) + f1 − ε∂2xf1)
=
1
1 + c2γ2
(
−cγaY + εcγ Y
′
Y
(f2 − 2cγ∂xf1)− cγ(g˜2 + g˜3) + f1
)
+
ε
1 + c2γ2
∂x [cγ(f2 − 2cγ∂xf1)− ∂xf1] .
(4.66)
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The identity (4.66) rewrites
∂x
{
z1
Y
− ε
1 + c2γ2
[
cγ
Y
(f2 − 2cγ∂xf1)− ∂xf1
Y
]}
=
1
1 + c2γ2
(
−cγa+ 2εcγ Y
′
Y 2
(f2 − 2cγ∂xf1)− cγ g˜2 + g˜3
Y
+
f1
Y
− ε Y
′
Y 2
∂xf1
)
.
Thus, by integration, it holds, for a constant b
z1 = bY +
ε
1 + c2γ2
[cγ(f2 − 2cγ∂xf1)− ∂xf1] + k˜, (4.67)
where
k˜ =
Y
1 + c2γ2
∫ x
0
(
− cγa+ 2εcγ Y
′
Y 2
(f2 − 2cγ∂xf1)
− cγ g˜2 + g˜3
Y
+
f1
Y
− ε Y
′
Y 2
∂xf1
)
.
Arguing as before and using (4.62), (4.63) and (4.64), we obtain
k˜2 ≤ C
ρ(x)
∫ [
f22 + (∂xf1)
2 + f21
]
ρ+
Cδ2
ρ(x)
∫
z21ρ,
and so ∫
k˜2ρ2 ≤ C
∫ (
f22 + (∂xf1)
2 + f21
)
ρ+ Cδ2
∫
z21ρ. (4.68)
Now, we use the orthogonality relation (4.10) to obtain a bound on b. Indeed,
projecting (4.67) on (1 + c2)Y + 2c2xY ′, using
〈(1 + c2)Y + 2c2xY ′, Y 〉 = ‖Y ‖2L2 ,
and
〈z1, γ((1 + c2)Y + 2c2xY ′)〉+ c〈z2, xY 〉 = 0,
we obtain
b‖Y ‖2L2 = −cγ−1〈z2, xY 〉 − 〈k˜, (1 + c2)Y + 2c2xY ′〉
− ε
1 + c2γ2
〈cγ(f2 − 2cγ∂xf1)− ∂xf1, (1 + c2)Y + 2c2xY ′〉.
We estimate 〈z2, xY 〉 from the expression of z2 in (4.65). First, by the expression
of g˜1 and integration by parts,
〈g˜1, xY 〉 = ε〈f2 − 2cγ∂xf1, Y 〉.
Second, using (4.62)
〈g˜2, xY 〉2 ≤ C
∫ (
f22 + (∂xf1)
2
)
ρ, 〈g˜3, xY 〉2 ≤ Cδ2
∫
z21ρ.
Last, by integration by parts,
〈∂2xf1, xY 〉2 = 〈f1, (xY )′′〉2 ≤
∫
f21 ρ.
Thus, using also (4.64), it holds
〈z2, xY 〉2 ≤ C
∫ (
f22 + (∂xf1)
2 + f21
)
ρ+ Cδ2
∫
z21ρ.
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Therefore, using (4.68) for the term in k˜ and the Cauchy-Schwarz inequality for the
last term in the expression of b, we have proved
b2 ≤ C
∫ (
f22 + (∂xf1)
2 + f21
)
ρ+ Cδ2
∫
z21ρ.
Inserting this information in (4.67) and using again (4.68), we have proved (4.58).
Now, we complete the proof of (4.57). Using (4.40) with K = 20, and then the
constraint A ≤ δ− 14 , we have
δ2
∫ T
0
∫
z21ρ ≤ Cδ2(Aδ2 + ‖z1‖2T,ρ) ≤ CAδ4 + Cδ2‖z1‖2T,ρ.
Thus, (4.57) follows by integrating (4.58) on [0, T ] and taking δ small enough. 
4.11. Third key estimate. The third key estimate relies on a Virial computation
for the transformed problem where the assumption (1.6) is decisive. For simplicity,
we fix the regularization parameter ε that appears in the definitions of j and f
in (4.37) and (4.51) and in Lemma 4.10 in terms of A as follows
ε =
1√
A
. (4.69)
Proposition 3. Let ε4 > 0 be the constant appearing in Lemma 4.10. There exist
A2 ≥ max(A1, 1/ε24) such that the following is true. Let A ≥ A2 and assume
that (4.19) and (4.69) hold. Then, for any T > 0,∫ T
0
∫ (
f21 + (∂xf1)
2 + f22
)
ρ ≤ CAδ2 + CA− 14 ‖z1‖2T,ρ. (4.70)
A crucial point in the estimate (4.70) is that the term ‖z1‖2T,ρ in the right hand
side is multiplied by the small factor A−
1
4 . This, together with the coercivity result
of Proposition 4.57 closes the estimate of ‖z1‖2T,ρ. The rest of §4.11 is devoted to
the proof of Proposition 3.
4.11.1. Equation of f . From (4.47) we compute the system satisfied by f = (f1, f2){
f˙1 = f2 +XεN1
f˙2 = −XεL0g1 + 2cγ∂xf2 +XεS2 +XεN2.
Since L0 = −∂2x + P , we have
(1− ε∂2x)L0f1 = L0(1− ε∂2x)f1 − εP ′∂xf1 − ε∂x(P ′f1)
= L0g1 − εP ′∂xf1 − ε∂x(P ′f1).
Thus,
XεL0g1 = L0f1 + εXε [P
′∂xf1 + ∂x(P ′f1)] .
Similarly, we have
XεΩ1(g) = Ω1(f)− 2εc˙cγ2Xε∂2xf1,
XεΩ2(g) = Ω2(f)− 2εc˙cγ2Xε∂2xf2,
to be used combined with (4.48) and (4.49). Therefore, the system for (f1, f2)
writes {
f˙1 = f2 + Ω1(f) + ξ1
f˙2 = −L0f1 + 2cγ∂xf2 + T2 +XεS2 + Ω2(f) + ξ2,
(4.71)
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where T = (0, T2),
T2 = −εXε [P ′∂xf1 + ∂x(P ′f1)] , (4.72)
and ξ = (ξ1, ξ2) is defined by
ξ1 = −2εc˙cγ2Xε∂2xf1 + (y˙ − c)γXε(Qz1)− c˙cγ2Xε(xQz1) + c˙γ3Xεz2, (4.73)
ξ2 = −2εc˙cγ2Xε∂2xf2 + (y˙ − c)γXε(Qz2)− c˙cγ2Xε(xQz2) + c˙γ3XεΘ(z). (4.74)
4.11.2. Virial computation for f . For some B ≥ 40 to be fixed in (4.82). Recall
that the function ψA,B is defined in (4.18). We set
F = F1 + cγ(F2 + F3), (4.75)
where
F1 =
∫ (
2ψA,B∂xf1 + ψ
′
A,Bf1
)
f2,
F2 = −2
∫
(∂xf1)
2ψA,B ,
F3 =
∫ [
f22 + (∂xf1)
2 + 2Pf21
]
ψA,B ,
and
h1 = χAζBf1, h2 = χAζBf2. (4.76)
Note that the system (4.71) is in a form that allows the use of Lemma 4.2 with
f(x, z1) = Pz1 and so F (x, z1) =
1
2Pz
2
1 =
1
2f(x, z1)z1. Using (1) of Lemma 4.2 on
(f1, f2), it holds
F˙ = −2
∫
(∂xf1 + cγf2)
2
ψ′A,B − 2
∫
(∂xf1 + cγf2)f1ψ
′′
A,B −
1
2
∫
f21ψ
′′′
A,B
+
∫
ψA,BP
′f21 +NT +NS + (y˙ − c)γIf + c˙γJf +Nξ + c˙γ3(F2 + F3),
where
If =
∫ [
cγ(∂xf1)
2 − cγf22 − 2(∂xf1)f2
]
ψ′A,B −
∫
f1f2ψ
′′
A,B − cγ
∫
(PψA,B)
′f21 ,
Jf =
∫
2(∂xf1)
2(1 + c2γ2)ψA,B + cγ[−cγ(∂xf1)2 + 2(∂xf1)f2 + cγf22 ](xψA,B)′
− 1
2
∫
f21ψ
′′
A,B + cγ
∫
f1f2(xψ
′
A,B)
′ + c2γ2
∫
(xψA,BP )
′f21 ,
NT =
∫ [
2ψA,B(∂xf1 + cγf2) + ψ
′
A,Bf1
]
T2, (4.77)
NS =
∫ [
2ψA,B(∂xf1 + cγf2) + ψ
′
A,Bf1
]
XεS2, (4.78)
and
Nξ =
∫
(2ψA,B∂xξ1 + ψ
′
A,Bξ1)f2 +
∫
(2ψA,B∂xf1 + ψ
′
A,Bf1)ξ2
+ 2cγ
∫
[−ψA,B(∂xξ1)(∂xf1) + ψA,Bξ1Pf1] + 2cγ
∫
ψA,Bξ2f2.
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We cannot use directly (2) of Lemma 4.2 since the function ψA,B is not monotone
due to the cut-off χA, but we follow closely its proof. Using h1 = χAζBf1 and
h2 = χAζBf2, we have∫
(∂xh1 + cγh2)
2 =
∫
((∂xf1 + cγf2)χAζB + f1(χAζB)
′)2
=
∫
(∂xf1 + cγf2)
2χ2Aζ
2
B + f
2
1 ((χAζB)
′)2
+
∫
(∂xf1 + cγf2)f1(χ
2
Aζ
2
B)
′.
Using ψ′A,B = χ
2
Aζ
2
B + (χ
2
A)
′ϕB , we obtain
− 2
∫
(∂xf1 + cγf2)
2
ψ′A,B − 2
∫
(∂xf1 + cγf2)f1ψ
′′
A,B −
1
2
∫
f21ψ
′′′
A,B
= −2
∫
(∂xh1 + cγh2)
2 − 2
∫
(∂xf1 + cγf2)
2(χ2A)
′ϕB
− 2
∫
(∂xf1 + cγf2)f1
[
ψ′′A,B − (χ2Aζ2B)′
]− ∫ f21 [12ψ′′′A,B − 2 ((χAζB)′)2
]
.
Note that
ψ′′A,B − (χ2Aζ2B)′ = ((χ2A)′ϕB)′,
and
1
2
ψ′′′A,B − 2 ((χAζB)′)2 = χ2A
[
ζ ′′BζB − (ζ ′B)2
]
+ (χ2A)
′ζ ′BζB + (χ
′
A)
2ζ2B + 3χ
′′
AχAζ
2
B +
1
2
(χ2A)
′′′ϕB .
Thus,
− 2
∫
(∂xf1 + cγf2)
2
ψ′A,B − 2
∫
(∂xf1 + cγf2)f1ψ
′′
A,B −
1
2
∫
f21ψ
′′′
A,B
= −2
∫
(∂xh1 + cγh2)
2 −
∫ (
ζ ′′B
ζB
− (ζ
′
B)
2
ζ2B
)
h21 + θ
where the error term θ defined by
θ = −2
∫
(∂xf1 + cγf2)
2
(χ2A)
′ϕB − 2
∫
(∂xf1 + cγf2)f1
(
(χ2A)
′ϕB
)′
−
∫
f21
[
1
2
(χ2A)
′′′ϕB +
(
3χAχ
′′
A + (χ
′
A)
2
)
ζ2B + (χ
2
A)
′ζBζ ′B
]
= θ1 + θ2 + θ3
(4.79)
is related to the cut-off function χA.
In conclusion, we have obtained
F˙ = −2
∫ [
(∂xh1 + cγh2)
2 + ZBh
2
1
]
+NT
+NS + θ + (y˙ − c)γIf + c˙γJf +Nξ + c˙γ3(F2 + F3),
(4.80)
where the potential ZB is defined by
ZB =
1
2
(
ζ ′′B
ζB
− (ζ
′
B)
2
ζ2B
)
− ϕBP
′
2ζ2B
. (4.81)
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4.11.3. Lower bound on the potential ZB. Recall from (4.21) that for some constant
C > 0 independent of B ∣∣∣∣ζ ′′BζB − (ζ
′
B)
2
ζ2B
∣∣∣∣ ≤ CB−11l[x1,x2].
Moreover, by ζB ≤ 1 on R and Lemma 4.3, one has
−ϕBP
′
2ζ2B
≥ 0 on R and − ϕBP
′
2ζ2B
≥ −ϕBP
′
2
≥ 1
2C0
on [x1, x2],
where the constant C0 is independent of B. Thus for B ≥ B1, where
B1 = max(40, 2C0C), (4.82)
it holds
ZB ≥ 0 on R and ZB ≥ 1
4C0
on [x1, x2]. (4.83)
We fix B = B1 and we will not track the dependence on B anymore.
4.11.4. Technical estimates.
Lemma 4.11. It holds
‖(∂xf1 + cγf2)χAρ‖L2 ≤ C‖∂xh1 + cγh2‖L2 + CB−1‖f1ρ‖L2 , (4.84)∫
|x|<A
(∂xf1 + cγf2)
2ρ ≤ C
∫
(∂xh1 + cγh2)
2 + C
∫
|x|<A
f21 ρ, (4.85)∫
|x|<A
f21 ρ ≤ C
∫
h21ρ
1
2 , (4.86)∫
|x|<2A
(∂xf1 + cγf2)
2 ≤ C
∫ [
(∂xj1)
2 + j22 + k
2
1
]
ζ4A + C
∫
z21ρ
2, (4.87)∫
|x|<2A
|f1|2 ≤ C
∫ (|∂xz1|2 + |z2|2 + |z1|2) ζ4A. (4.88)
Proof. We prove (4.84). By the definition of h in (4.76), we have
∂xh1 + cγh2 = χAζB(∂xf1 + cγf2) + (χAζB)
′f1,
and so using (4.20) and A > B,
χ2Aζ
2
B(∂xf1 + cγf2)
2 ≤ 2(∂xh1 + cγh2)2 + 2[(χAζB)′f1]2
≤ 2(∂xh1 + cγh2)2 + CB−2ζ2Bf21 .
In particular, since B ≥ 20,
χ2Aρ(∂xf1 + cγf2)
2 ≤ C(∂xh1 + cγh2)2 + CB−2f21 ρ,
which implies (4.84) (multiplicating by ρ and integrating on R) and (4.85) (inte-
grating on [−A,A]). Moreover, since B ≥ 40 (see (4.82)), by the definitions of h1
and χA, we have for |x| < A,
f21 ρ = h
2
1
ρ
ζ2B
≤ h21ρ
1
2 ,
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which implies (4.86). Last, we prove (4.87)-(4.88). Recall ((4.36), (4.37), (4.45)):
g1 = Uz1 + cγz2 = ∂xz1 + cγz2 − Y
′
Y
z1 = k1 − Y
′
Y
z1, (4.89)
g2 = Uz2 + cγΘ(z) = ∂xz2 + cγΘ(z)− Y
′
Y
z2 = k2 − Y
′
Y
z2,
and thus
f1 = j1 −Xε
(
Y ′
Y
z1
)
, f2 = j2 −Xε
(
Y ′
Y
z2
)
. (4.90)
In particular,
∂xf1 + cγf2 = ∂xj1 + cγj2 −Xε
(
Y ′
Y
k1
)
−Xε (Qz1) ,
where the function Q = (Y ′/Y )′ is defined in (2.8). Using also (4.30), (4.31), we
obtain (4.87). Last, from (4.89),∫
|x|<2A
|f1|2 ≤ C
∫
|f1|2ζ4A ≤ C
∫
|g1|2ζ4A ≤ C
∫ (|∂xz1|2 + |z2|2 + |z1|2) ζ4A
which is (4.88). 
4.11.5. Control of regularization terms NT . Recall NT in (4.77) and the expression
of T2 in (4.72)
T2 = −εXε [P ′∂xf1 + ∂x(P ′f1)] .
(Note that since the function P is of class C1 - see Lemma 2.1 - we will use the
regularization Xε to absorb the derivative of the term P
′f1 above.) Using the
Cauchy-Schwarz inequality, then |ϕB | ≤ CB (see (4.23)), (4.34) and the decay
property of P ′ from (2.9),∣∣∣∣∫ 2ψA,B(∂xf1 + cγf2)T2∣∣∣∣
≤ Cε‖ρ[ψA,B(∂xf1 + cγf2)]‖L2‖Xε
[
ρ−1(P ′∂xf1 + ∂x(P ′f1))
] ‖L2
≤ CBε‖ρχA(∂xf1 + cγf2)‖L2
(
‖(∂xf1)ρ‖L2 + ε− 12 ‖f1ρ‖L2
)
.
Using (4.56) and (4.84), we obtain∣∣∣∣∫ 2ψA,B(∂xf1 + cγf2)T2∣∣∣∣ ≤ CBε 12 ‖∂xh1 + cγh2‖L2‖g1ρ‖L2 + Cε 12 ‖g1ρ‖2L2
≤ ‖∂xh1 + cγh2‖2L2 + Cε
1
2 ‖g1ρ‖2L2 .
By (4.53), and then estimate (4.40) for K = 10, we deduce∫ T
0
∣∣∣∣∫ ψA,B(∂xf1 + cγf2)T2∣∣∣∣ ≤ ∫ T
0
∫
(∂xh1 + cγh2)
2 + Cε
1
2
(
Aδ2 + ‖z1‖2T,ρ
)
.
We treat the second term of NT similarly∣∣∣∣∫ ψ′A,Bf1T2∣∣∣∣ = ε ∣∣∣∣∫ (ψ′A,Bf1)Xε(P ′∂xf1 + ∂x(P ′f1)∣∣∣∣
≤ ε‖ρχAf1‖L2
(
‖(∂xf1)ρ‖L2 + ε− 12 ‖f1ρ‖L2
)
≤ Cε 12 ‖g1ρ‖2L2 .
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Therefore, using ε = A−
1
2 ,∫ T
0
|NT | ≤
∫ T
0
∫
(∂xh1 + cγh2)
2 + CA−
1
4
(
Aδ2 + ‖z1‖2T,ρ
)
. (4.91)
We will see that the remaining terms in the virial computation for f (the second
line of (4.80)) can be considered as error terms.
4.11.6. Control of nonlinear terms NS. These terms are at least cubic in the size
of the perturbation δ. Recall the expressions of NS in (4.78) and S2 from (4.50)
S2 = −g1 [W ′′(H + z1)−W ′′(H)]
+
H ′′
H ′
[W ′(H + z1)−W ′(H)−W ′′(H + z1)z1]
−H ′ [W ′′(H + z1)−W ′′(H)−W ′′′(H)z1] .
By Taylor expansions and the definition of g1 in (4.45), we see that
|S2| ≤ C|z1| (|g1|+ |z1|) ≤ C|z1| (|∂xz1|+ |z2|+ |z1|)
≤ Cδ (|∂xz1|+ |z2|+ |z1|) . (4.92)
Thus, by (4.31) and then (4.30) and (4.20),∫
|x|<2A
|XεS2|2 ≤ C
∫
|XεS2|2 sech2
( |x|
2A
)
≤ C
∫
|S2|2 sech2
( |x|
2A
)
≤ Cδ2
∫ (
(∂xz1)
2 + z22 + z
2
1
)
ζ4A.
Besides, recall from (4.23) that
|ψA,B | ≤ CB1l|x|<2A(x), |ψ′A,B | ≤ C1l|x|<2A(x).
Therefore, by the Cauchy-Schwarz inequality and (4.87)-(4.88), we have
|NS | ≤ CBδ
∫ (
(∂xj1)
2 + j22 + (∂xz1)
2 + z22 + z
2
1
)
ζ4A.
By (4.40) and (4.41) with K = A2 , using ε = A
− 12 and δ ≤ A−4, we obtain∫ T
0
|NS | ≤ Cδε−1BA2(Aδ2 + ‖z1‖2T,ρ) ≤ CA−
3
2 (Aδ2 + ‖z1‖2T,ρ).
4.11.7. Control of cut-off terms θ. Terms in θ appear because of the presence of
the cut-off χ2A at scale A in the definition of the function ψA,B = χ
2
AϕB , see (4.79).
First, we deal with θ1. Using (4.23), |(χ2A)′ϕB | ≤ C BA1l|x|<2A, and thus by (4.87),
|θ1| ≤ CB
A
∫
|x|<2A
(∂xf1 + cγf2)
2
≤ C
A
∫ [
(∂xj1)
2 + j22 + k
2
1
]
ζ4A +
C
A
∫
z21ρ
2.
Now, we apply (4.39) and (4.41) with K = A2 so that ζ
4
A ≤ Cζ2K . Using ε = A−
1
2 ,
we find ∫ T
0
|θ1| ≤ C
εA
(Aδ2 + ‖z1‖2T,ρ) ≤ CA−
1
2 (Aδ2 + ‖z1‖2T,ρ).
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Second, we estimate the term θ3 in (4.79). By (4.88)∣∣∣∣∫ f21 (χ2A)′′′ϕB∣∣∣∣ ≤ C BA3
∫
|x|<2A
f21 ≤
C
A3
∫ [
(∂xz1)
2 + z21 + z
2
2
]
ζ2A/2.
Moreover, since χ′A(x) = 0 for x such that |x| < A and ζB(x) ≤ Ce−
A
B for |x| > A,
it holds using (4.88),∫
f21
[
χA|χ′′A|ζ2B + (χ′A)2ζ2B + |(χ2A)′ζBζ ′B |
]
≤ C
A
e−2
A
B
∫
A≤|x|≤2A
f21 ≤
Ce−2
A
B
A
∫ [
(∂xz1)
2 + z21 + z
2
2
]
ζ2A/2.
Thus, by (4.40) with K = A2 , we obtain∫ T
0
|θ3| ≤ CA−1(Aδ2 + ‖z1‖2T,ρ).
Third, we consider the term
θ2 =
∫
(∂xf1 + cγf2)f1
[
(χ2A)
′′ϕB + (χ2A)
′ζ2B
]
.
We observe by similar estimates and the Cauchy-Schwarz inequality
θ2 ≤ CB
A
∫
|x|<2A
(∂xf1 + cγf2)
2 + C
B
A3
∫
|x|<2A
f21 ,
and thus, as before ∫ T
0
|θ2| ≤ CA−1(Aδ2 + ‖z1‖2T,ρ).
In conclusion, we have obtained∫ T
0
|θ| ≤ CA− 12 (Aδ2 + ‖z1‖2T,ρ). (4.93)
4.11.8. Control of the modulation terms. Here, we estimate the following terms
from (4.80)
(y˙ − c)γIf , c˙γJf , Nξ, c˙γ3(F2 + F3).
As in the proof of Lemma 4.4 for Iz and Jz, by the expressions of If and Jf
in Lemma 4.2 and estimates (1.4), (4.22) and then (4.54)-(4.55), (4.8), we observe
that
|If | ≤ C‖f‖2H1×L2 ≤ Cε−1δ2, |Jf | ≤ CA‖f‖2H1×L2 ≤ Cε−1Aδ2,
and so using (4.11) and then ε = A−
1
2 and δ < A−4, we obtain
|(y˙ − c)γIf |+ |c˙γJf | ≤ Cε−1Aδ2‖z1ρ‖2L2 ≤ CA−
13
2 ‖z1ρ‖2L2 .
Recall that ξ is defined in (4.73)-(4.74). By (4.54)-(4.55) and then (4.8), (4.11), we
observe that
‖ξ1‖H1 + ‖ξ2‖L2 ≤ Cε− 12 (|y˙ − c|+ |c˙|) ‖z‖H1×L2 ≤ Cε− 12 δ‖z1ρ‖2L2 .
Thus, by the definition of Nξ, the Cauchy-Schwarz inequality and |ψA,B | ≤ CB,
|ψ′A,B | ≤ C, (see (4.23)), we obtain (using also ε = A−
1
2 )
|Nξ| ≤ Cε− 12Bδ‖z1ρ‖2L2‖f‖H1×L2 ≤ Cε−
3
2 δ2‖z1ρ‖2L2 ≤ CA−
29
4 ‖z1ρ‖2L2 .
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Last, since by (4.54)-(4.55)
|F2|+ |F3| ≤ CB‖f |2H1×L2 ≤ Cε−1δ2,
we obtain similarly using (4.11)
|c˙F2|+ |c˙F3| ≤ Cε−1δ2‖z1ρ‖2L2 ≤ CA−
15
2 ‖z1ρ‖2L2 .
Thus, for the modulation terms, we have obtained∫ T
0
{|(y˙ − c)γIf |+ |c˙γJf |+ |Nξ|+ |c˙F2|+ |c˙F3|} ≤ CA− 132 ‖z1‖2T,ρ. (4.94)
4.11.9. First conclusion of the virial argument. Recall F from (4.75). By (4.54)-
(4.55) and then (4.69) we have
|F| ≤ CB‖f‖2H1×L2 ≤ Cε−1δ2 ≤ CA
1
2 δ2.
Thus, by integrating (4.80) on [0, T ] and using the estimates (4.83), (4.91), (4.93)
and (4.94) on error terms, we have obtained∫ T
0
[∫
(∂xh1 + cγh2)
2 +
∫
[x1,x2]
h21
]
≤ CAδ2 + CA− 14 ‖z1‖2T,ρ. (4.95)
4.11.10. Transfer estimate for f . We prove for f a result in the spirit of Lemma 4.8.
Set
T =
∫
f1f2ρ.
First note that T is well-defined and satisfies |T | ≤ ‖f1‖L2‖f2‖L2 ≤ Cε− 12 δ2
by (4.54), (4.55). Next, using (4.71), we compute
T˙ =
∫
f˙1f2ρ+
∫
f1f˙2ρ
= (1 + c2γ2)
∫
f22 ρ−
∫
(∂xf1 + cγf2)
2ρ− 2cγ
∫
f1f2ρ
′ +
1
2
∫
f21 ρ
′′ −
∫
f21Pρ
+
∫
[f2Ω1(f) + f1Ω2(f)]ρ+
∫
[f2ξ1 + f1ξ2]ρ+
∫
f1(T2 +XεS2)ρ.
We observe ∣∣∣∣2cγ ∫ f1f2ρ′∣∣∣∣ ≤ 12
∫
f22 ρ+ C
∫
f21 ρ
and ∣∣∣∣∫ f21 ρ′′∣∣∣∣+ ∣∣∣∣∫ f21Pρ∣∣∣∣ ≤ C ∫ f21 ρ.
Next, using the notation (4.7), and integration by parts,∫
[f2Ω1(f) + f1Ω2(f)]ρ = −(y˙ − c)γ
∫
f1f2ρ
′ + c˙cγ2
∫
f1f2(xρ)
′ − 1
2
c˙γ
∫
f21 ρ
′,
and so by (4.11), (4.54), (4.55),∫
|f2Ω1(f) + f1Ω2(f)|ρ ≤ Cε− 12 δ2‖z1ρ‖2L2 .
By the definitions of ξ1 and ξ2 in (4.73), (4.74), we have
‖ξ1‖L2 + ‖ξ2‖L2 ≤ Cε− 12 δ‖z1ρ‖2L2 ,
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and so ∫
|f2ξ1 + f1ξ2|ρ ≤ Cε−1δ2‖z1ρ‖2L2 .
By the definition of T2 (4.72), we have∫
|T2|2ρ ≤ Cε
∫ [
(∂xf1)
2 + f21
]
ρ,
and thus by the Cauchy-Schwarz inequality∫
|T2f1|ρ ≤ Cε 12
∫ [
(∂xf1)
2 + f21
]
ρ.
Last, by (4.92) and then (4.40), we have∫ T
0
∫
|f1(XεS2)|ρ ≤ C
∫ T
0
∫
f21 ρ+ Cδ
2
∫ T
0
∫ [
(∂xz1)
2 + z22 + z
2
1
]
ρ
≤ C
∫ T
0
∫
f21 ρ+ Cδ
2‖z1‖2ρ,T .
Therefore, using ε = A−
1
2 , we obtain∫ T
0
∫
f22 ρ ≤ CA
1
4 δ2 + C
∫ T
0
∫ [
(∂xf1 + cγf2)
2 + f21
]
ρ
+ CA−
1
4
∫
(∂xf1)
2ρ+ CA
1
2 δ2‖z1‖2T,ρ.
Using also ∫
(∂xf1)
2ρ ≤ 2
∫ [
(∂xf1 + cγf2)
2 + (cγf2)
2
]
ρ,
taking A large enough and using (4.19), it follows that∫ T
0
∫ [
f22 + (∂xf1)
2
]
ρ ≤ CA 14 δ2 + C
∫ T
0
∫ [
(∂xf1 + cγf2)
2 + f21
]
ρ
+ CA−
15
2 ‖z1‖2T,ρ.
(4.96)
4.11.11. End of the proof of Proposition 3. In view of (4.96), our goal is now to
estimate the quantity
∫ T
0
∫ [
(∂xf1 + cγf2)
2 + f21
]
ρ using the estimate (4.95). We
decompose∫ T
0
∫ [
(∂xf1 + cγf2)
2 + f21
]
ρ ≤ Cρ 12 (A)
∫ T
0
∫ [
(∂xf1 + cγf2)
2 + f21
]
ρ
1
2
+ C
∫ T
0
∫
|x|<A
[
(∂xf1 + cγf2)
2 + f21
]
ρ.
For the first term in the right hand side, we recall the pointwise bounds (see (4.90))
|f1| ≤ |j1|+
∣∣∣∣Xε [Y ′Y z1
]∣∣∣∣ , |f2| ≤ |j2|+ ∣∣∣∣Xε [Y ′Y z2
]∣∣∣∣ ,
|∂xf1| ≤ |∂xj1|+
∣∣∣∣∂xXε [Y ′Y z1
]∣∣∣∣ .
Then, by (4.31) and (4.30), with K = 40,∫ ∣∣∣∣Xε [Y ′Y z1
]∣∣∣∣2 ρ 12 ≤ C ∫ ∣∣∣∣Xε [Y ′Y z1 sech( ω40x)
]∣∣∣∣2 ≤ C ∫ z21ρ 12 ,
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and similarly,∫ [∣∣∣∣Xε [Y ′Y z2
]∣∣∣∣2 + ∣∣∣∣∂xXε [Y ′Y z1
]∣∣∣∣2
]
ρ
1
2 ≤ C
∫
(z22 + z
2
1 + (∂xz1)
2)ρ
1
2 .
Thus the estimates (4.40)-(4.41) of Proposition 1 (with K = 40) and ε = A−
1
2 yield
for A large
ρ
1
2 (A)
∫ T
0
∫ [
(∂xf1 + cγf2)
2 + f21
]
ρ
1
2 ≤ Cε−1ρ 12 (A) (Aδ2 + ‖z1‖2T,ρ)
≤ CAδ2 + CA− 14 ‖z1‖2T,ρ. (4.97)
Second, we claim∫ T
0
∫
|x|<A
[
(∂xf1 + cγf2)
2 + f21
]
ρ
≤ C
∫ T
0
[∫
(∂xh1 + cγh2)
2 +
∫
[x1,x2]
h21
]
+ Cδ2 + CA−
1
4 ‖z1‖2T,ρ.
(4.98)
Observe that combined with (4.95), (4.96) and (4.97), this estimate completes the
proof of the Proposition. To prove (4.98), we first use (4.85) and (4.86)∫
|x|<A
[
(∂xf1 + cγf2)
2 + f21
]
ρ ≤ C
∫ [
(∂xh1 + cγh2)
2 + h21ρ
1
2
]
.
Using Lemma 4.6 with K = 20, σ = cγ and J = [x1, x2] to estimate the term∫ T
0
∫
h21ρ
1
2 , we obtain (since A ≥ A1)∫ T
0
∫
|x|<A
[
(∂xf1 + cγf2)
2 + f21
]
ρ
≤ C
∫ T
0
[∫
(∂xh1 + cγh2)
2 +
∫
(h˙1 − h2)2 +
∫
[x1,x2]
h21
]
+ Cδ2.
Using h˙1 − h2 = χAζBXεN1 (N1 is defined in (4.48)) and (4.11), (4.20), (4.30),
(4.31), (4.52), and then ε = A−
1
2 , A ≤ δ− 14 and (4.8), we have
‖h˙1 − h2‖L2 ≤ CBε− 12 ‖z‖H1×L2‖z1ρ‖2L2 ≤ Cδ
15
16 ‖z1ρ‖2L2 ≤ CA−
31
4 ‖z1ρ‖L2 .
Thus, (4.98) is proved, which completes the proof of Proposition 3.
4.12. Conclusion of the proof of asymptotic stability. We place ourselves in
the context of Propositions 2 and 3. In particular, A ≥ A2 is to be chosen later
and B = B1. The parameter ε > 0 is fixed as in (4.69), and the parameter δ > 0 is
chosen small enough with the additional constraint (4.19). Set
L =
∫ [
(∂xz1)
2 + z21 + z
2
2
]
ρ2.
First, we claim ∫ +∞
0
L(t) dt ≤ Cδ2. (4.99)
Proof of (4.99). Let T > 0. Combining estimate (4.57) of Proposition 2 with
estimate (4.70) of Proposition 3, we obtain
‖z1‖2T,ρ ≤ CAδ2 + CA−
1
4 ‖z1‖2T,ρ.
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Thus, for A ≥ A3, where
A3 = max(A2; (2C)
4),
it holds
‖z1‖2T,ρ ≤ 2CAδ2.
Now, A = A3 is fixed and we will not mention the dependence on A anymore. Note
that ε is also fixed by (4.69). Using (4.24) and (4.40) with K = 10, we obtain the
estimate
∫ T
0
L(t) dt ≤ Cδ2. Passing to the limit T →∞, we have proved (4.99).
Second, we prove that
lim
t→+∞L(t) = 0. (4.100)
Using (4.3), we have
L˙ = 2
∫
[(∂xz˙1)(∂xz1) + z˙1z1 + z˙2z2] ρ
2
= 2
∫
[(∂xz2)(∂xz1) + z2z1 + Θ(z)z2 + (∂xM1)(∂xz1) +M1z1 +M2z2] ρ
2.
By integration by parts,
L˙ = 2
∫
z2 [z1 − (W ′(H + z1)−W ′(H))] ρ2 − 2
∫
(∂xz1)z2(ρ
2)′
+ 2(y˙ − c)γ
∫
(H ′′∂xz1 +H ′z1)ρ2 − (y˙ − c)γ
∫
[(∂xz1)
2 + z21 + z
2
2 ](ρ
2)′
− 2c˙cγ2
∫
[(ΛH)′∂xz1 + (ΛH)z1]ρ2 + 2c˙γ
∫
H ′z2ρ2
+ c˙cγ
∫
[(∂xz1)
2(ρ2 − x(ρ2)′) + z21(xρ2)′ + z22(xρ2)′] + 2c˙γ2
∫
(∂xz1)z2ρ
2.
Using this identity, we deduce from the estimate (4.11) and the decay properties of
the functions ρ, H ′ and H ′′ that
|L˙(t)| ≤ CL(t). (4.101)
From (4.99), there exists a sequence tn ↑ ∞ such that limn→∞ L(tn) = 0. Let t ≥ 0.
For n large enough so that tn > t, integrating (4.101) on [t, tn] and then passing to
the limit as n→∞, we obtain
L(t) ≤ C
∫ ∞
t
L(s)ds.
Thus, limt→+∞ L(t) = 0 follows from (4.99).
Third, since |c˙| ≤ CL (see (4.11)), it follows from (4.99) that there exists c+ ∈
(−1, 1) such that
lim
+∞ c = c+. (4.102)
Moreover, by (4.11) and (4.8)
lim
+∞ y˙ = c+, γ
2
0 |y˙ − c0|+ γ20 |c+ − c0| ≤ Cδ2.
By the change of variable (4.2), estimate (4.99) implies (1.7). Finally, (4.100),
(4.102) and (2.26), (2.27) combined give the conclusion of Theorem 2.
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4.13. Perturbations of the nonlinearity. Let W satisfy the condition (1.3), V
be a neighborhood of [ζ−, ζ+] and α0 > 0 be a small parameter to be chosen. We
consider perturbed potentials of the form
Wα = (1 + α)W (4.103)
where the function α satisfies{
α : V → R is of class C3,
supV |α(k)| ≤ α0 for k = 0, 1, 2, 3.
(4.104)
It is straightforward to check that for α0 small, the potential Wα also satisfies the
condition (1.3), with the same zeros ζ− and ζ+. Moreover, the corresponding kink
Hα defined in Lemma 1.1 is close to H (see (4.106) below).
In contrast, even if the potential W satisfies (1.6), the perturbed potential Wα
may not satisfy (1.6) for arbitrarily small α0 > 0. We refer to Remark 5.2 for
an explicit example in the P (φ)2 theory. However, we show that the result of
Theorem 2 extends to such potentials Wα for α0 small enough.
Corollary 1. Let W satisfy (1.3). Assume that the transformed potential V verifies
V ′ 6≡ 0 on (ζ−, ζ+) and (1.6). There exists α0 > 0 such that if α verifies (4.104) then
the kink Hα corresponding to the potential Wα defined in (4.103) is asymptotically
stable.
Remark 4.3. Considering a multiplicative perturbation (4.103) of the potential W
simplifies the proof since the wells of W and Wα are the same. However, using the
change of variable described in §5.1, one may also consider small perturbations of
the potential W with different wells.
Proof. One can observe that the only place in the proof where the assumption (1.6)
is required is to obtain the lower bound (4.83) on ZB (§4.11.3 of the proof of
Proposition 3). To prove Proposition 3 in the case of the perturbed potential Wα,
we consider the same choice of x0, x1, x2 ∈ R and C0, B > 0 as for W , to define the
localization functions of Section 4.4. Let ZB be defined in (4.81) and let Zα,B be
defined similarly for the potential Wα. To obtain a lower bound on Zα,B , we write
Zα,B ≥ ZB − |Zα,B − ZB |.
The goal is thus to bound the remainder term
Cα0
∫ T
0
∫
|Zα,B − ZB |
by a fraction of the main term appearing in (4.95)∫ T
0
[∫
(∂xh1 + cγh2)
2 +
∫
[x1,x2]
h21
]
.
In order to do so, we start by the following estimates that follow directly from
Lemma 1.1: for k = 1, 2, 3, for all x ∈ R,
|Hα(x)− ζ±| ≤ Ce∓ 12ωx, |H(k)α (x)| ≤ Ce−
1
2ω|x|; (4.105)
the coefficient of the exponentials in the above estimates are fixed to 12ω because
the values of ω± defined in (2.1) can be slightly different for Wα.
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Next, we check that the kink Hα is close to the kink H in the following sense:
for k = 0, 1, 2, 3, for all x ∈ R,
|H(k)α (x)−H(k)(x)| ≤ Cα0e−
1
4ω|x|. (4.106)
Proof of (4.106). We define the functions G and Gα corresponding respectively
to W and Wα as given by formula (2.2). Since x = Gα(Hα(x)) = G(H(x)), the
following identity holds
G(Hα(x))−Gα(Hα(x)) = G(Hα(x))−G(H(x)).
On the one hand, we have
G(Hα(x))−Gα(Hα(x)) =
∫ Hα(x)
ζ0
α(s)
1 +
√
1 + α(s)
ds√
2Wα(s)
,
and so by (4.104) and Gα(Hα(x)) = x,
|G(Hα(x))−Gα(Hα(x))| ≤ α0|x|.
On the other hand,
G(Hα(x))−G(H(x)) =
∫ Hα(x)
H(x)
ds√
2W (s)
,
and thus, using √
W (s) ≤ C(s− ζ−)(ζ+ − s),
for s ∈ (ζ−, ζ+), we obtain by (4.105)
|G(Hα(x))−G(H(x))| ≥ 1
C
e
1
2ω|x||Hα(x)−H(x)|.
Therefore, (4.106) for k = 0 is proved (the coefficient of the exponentials in (4.106)
became 14ω to absorb the factor |x|). For k = 1, 2, 3, it suffices to observe that
H ′α −H ′ =
√
2Wα(Hα)−
√
2W (H),
and to differentiate this relation to derive the estimate 4.106.
Next, we check that the transformed potential Vα corresponding to Wα is close
to the transformed potential V of W . From (1.5), we have the following formula
Vα = (1 + α)V +W
(
(α′)2
1 + α
− α′′
)
and thus setting Pα = Vα(Hα),
P ′α = H
′
αV
′
α(Hα) = H
′
αV
′
α(H) +H
′
αR1(Hα),
where
R1 = αV
′ + α′V +W ′
(
(α′)2
1 + α
− α′′
)
+W
(
− (α
′)3
(1 + α)2
+
2α′α′′
1 + α
− α′′′
)
.
Using (4.104) and (4.106), we observe that
|R1| ≤ Cα0, |V ′(Hα)− V ′0(H)| ≤ Cα0.
Finally, we estimate
|P ′α − P ′| ≤ |H ′α −H ′||V ′(H)|+H ′α|V ′(Hα)− V ′(H)|+H ′α|R1(Hα)|
≤ Cα0e− 14ω|x|.
(4.107)
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Therefore, we conclude that
|Zα,B − ZB | =
∣∣∣∣ϕBP ′αζ2B − ϕBP
′
ζ2B
∣∣∣∣ ≤ CBeω|x|B |P ′α − P ′| ≤ Cα0e− 18ω|x|.
Using Lemma 4.6 with K = 8 and σ = cγ, we estimate∫ T
0
∫
|Zα,B − ZB |h21
≤ C3α0
∫ T
0
∫
h21
φB
2ζ2B
|P ′α − P ′|
≤ C3α0
(∫ T
0
∫
(∂xh1 + cγh˙1)
2 +
∫ T
0
∫
[x1,x2]
h21 + sup
[0,T ]
γ(t) ‖h1(t)‖2L2
)
,
for some constant C3 independent of c. As in §4.11.11 of the proof of Proposition 3,
we have ∫ T
0
∫
|h˙1 − h2|2 ≤ CA− 14 ‖z1‖2T,ρ.
Therefore, for α0 ≤ 34C−13 , the remaining terms in (4.80) can be bounded as before.
We obtain (4.95) and from there prove Proposition 3 for the potential Wα. 
5. Applications
In this final section, we illustrate the applicability of Theorem 2 by discussing
some concrete examples of scalar field models for which the sufficient condition (1.6)
of asymptotic stability is indeed verified. Recall that (1.6) is a simple condition set
on the transformed potential V defined by (1.5). In this section, we provide an
analytic verification of this criterion for various models that appear in the Physics
literature, notably [9, 55]. For more complex models, it is possible to check the
condition numerically by plotting the associated V .
The first condition in (1.6) is that the transformed potential V is not constant. In
§5.2, we consider the threshold case where V is constant and prove that it is equiv-
alent to W = WsG (the sine-Gordon potential defined in (1.8)) up to invariances.
Invariances in the general setting (1.3) are discussed in §5.1.
Second, in the case of a non constant transformed potential V , we observe that
the sufficient condition (1.6) is satisfied either when V ′(φ) has a constant sign +
or − in the range (ζ−, ζ+) of the kink, or when it changes sign only once at some
ζ0 ∈ (ζ−, ζ+) and then it holds both V ′ ≥ 0 on (ζ−, ζ0) and V ′ ≤ 0 on (ζ0, ζ+). We
will see in §5.3-5.6 that these different possibilities do occur in explicit examples of
potential.
5.1. Change of variables. We summarize how invariances under dilations, trans-
lations, scaling and reflection allow to fix some properties of the kink and the
potential. The outcome of this discussion is that for any potential W satisfying
(1.3), we can restrict ourselves to the case where
ζ− = ζ1, ζ+ = ζ2, 1 = W ′′(ζ1) ≤W ′′(ζ2), (5.1)
for any given values ζ1 < ζ2 (typical cases are (ζ1, ζ2) = (0, 1) or (0, 2pi)). However,
if W ′′(ζ−) < W ′′(ζ+) then one cannot use invariances to reduce to W ′′(ζ−) =
W ′′(ζ+).
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First, by possibly changing W (φ) into W (−φ), we can assume without loss of
generality that 0 < W ′′(ζ−) ≤ W ′′(ζ+) (of course, this changes the values of ζ±,
but this will be settled right away). Second, let φ satisfy (1.1). For any a ∈ R and
λ, µ > 0, setting
φ˜(t, x) = λ(a+ φ(µt, µx)),
the equation of φ˜ is
∂2t φ˜− ∂2xφ˜ = λµ2W ′(λ−1φ˜− a) = W˜ ′(φ˜),
where the potential W˜ is defined by
W˜ (φ˜) = λ2µ2W (λ−1φ˜− a).
Choosing λ > 0 and a ∈ R such that
λ−1ζ1 − a = ζ− and λ−1ζ2 − a = ζ+,
we have prescribed the zeros of W˜ to ζ1 and ζ2. Moreover, since
W˜ ′′(φ˜) = µ2W ′′(λ−1φ˜− a)
by adjusting µ > 0, we can fix W˜ ′′(ζ1) to any given positive value (for example 1
as (5.1)). By the first reduction, we have W˜ ′′(ζ2) ≥ W˜ ′′(ζ1), but we have no other
free parameter to change W˜ ′′(ζ2).
5.2. Case of a constant transformed potential. In this section, we prove that
if the transformed potential V is constant then W is the sine-Gordon potential
given in (1.8), up to the invariances. Using §5.1, we restrict ourselves to the case
where (ζ−, ζ+) = (0, 2pi) and we assume W ′′(0) = 1.
Recall that the transformed potential V has the form (1.5)
V = −W
(
W ′
W
)′
.
Note from (2.7) that V (0) = W ′′(0) = 1. Thus, assuming that V is constant on
[0, 2pi], we have V ≡ 1 and the potential W satisfies on (0, 2pi)(
W ′
W
)′
= − 1
W
.
Multiplying by W
′
W and integrating, one finds on (0, 2pi),
1
2
(
W ′
W
)2
=
1
W
+ C,
where C is a constant. Note that the constant C has to be negative since otherwise
W ′ does not vanish on (0, 2pi) and so W (2pi) = 0 is impossible. We set C = −a22
where a > 0, so that the equation satisfied by W on [0, 2pi] becomes
(W ′)2 = 2W − a2W 2 = 1
a2
[
1− (1− a2W )2] ,
and setting U(φ) = 1−a2W (φ/a), we find (U ′)2+U2 = 1. Since U(0) = 1, U ′(0) = 0
and U ′′(0) = −1, we obtain U(φ) = cosφ, and thus W (φ) = a−2(1−cos(aφ)). Since
ζ+ = 2pi, we have a = 1 and so W (φ) = 1− cosφ, the sine-Gordon potential (1.8).
Since the kinks of the sine-Gordon equation are not asymptotically stable (in the
sense of Theorem 2, see references in the Introduction) this shows that the first
condition V ′ 6≡ 0 in (1.6) is necessary.
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5.3. The P (φ)2 theory for low degrees. Following [55] we consider two families
of models with finitely many wells. Let n ≥ 1 and 0 ≤ m1 < m2 < · · · < mn be n
distinct numbers representing the locations of the wells on the half line (0,∞). Set
W4n(φ;m1, . . . ,mn) =
n∏
k=1
(φ2 −m2k)2, (5.2)
W4n+2(φ;m1, . . . ,mn) = φ
2
n∏
k=1
(φ2 −m2k)2. (5.3)
These two potentials represent respectively the φ4n and φ4n+2 models in generalized
form. The usual φ4n and φ4n+2 models correspond to specific choices of the wells,
see [55], §5.5 and to a suitable normalization to approximate the sine-Gordon theory
in the limit n → ∞. We discuss in this section specific results for φ4, φ6, φ8 and
φ10, possibly depending on the location of the wells.
5.3.1. Failure of the criterion for the φ4 model. For n = 1 and m1 = 1 in (5.2)
(note that by §5.1, we may restrict ourselves to m1 = 1 without loss of gener-
ality), we obtain the φ4 model, with potential (1.9). The static kink of the φ4
model, corresponding to the potential (1.9) is given explicitely by H4 = (H4, 0)
where H4(x) = tanh
(√
2x
)
. By direct computation, the corresponding transformed
potential V4 defined by (1.5) writes
V4(φ) = 4(φ
2 + 1) and so V ′4(φ) = 8φ.
We observe that the criterion (1.6) is not satisfied on [−1, 1], while the unique
(increasing) kink for this model connects ζ− = −1 to ζ+ = 1. This is related to the
fact that the φ4 kink has an internal mode in addition to the zero eigenfunction H ′.
In particular, recall the result from [41].
Theorem 3 (The static φ4 kink under odd perturbation [41]). There exists δ > 0
such that for any odd φin with ‖φin −H4‖H1×L2 ≤ δ, the solution φ of the φ4
model with φ(0) = φin satisfies, for any bounded interval I,
lim
t→±∞ ‖φ(t)−H4‖(H1×L2)(I) = 0.
Recall that the φ4 model has an even resonance, which justifies the restriction
to odd initial perturbation of the odd static kink. The main difficulty in [41] was
to deal with the odd internal mode, which yields a weak decay rate of the solution.
5.3.2. Asymptotic stability for all kinks of the φ6 model. The φ6 model corresponds
to (1.10), which is the potential in (5.3) with n = 1 and m = 1. By §5.1, we
may restrict ourselves to the case m1 = 1. By direct computations, we obtain the
corresponding transformed potential
V6(φ) = 2(φ
2 − 1)2 + 4φ2(φ2 + 1) = 6φ4 + 2 and so V ′6(φ) = 24φ3.
Since (1 − φ)V ′6(φ) ≤ 0 on [0, 1], the static kink of the φ6 model which connects 0
to 1 and is explicitly given by
H6(x) =
(
1 + tanh(
√
2x)
2
)1/2
satisfies the condition (1.6) and is thus asymptotically stable. This is also the case
of all moving kinks obtained from H6 by the Lorentz boost.
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Theorem 4 (φ6 model). The kink H6 of the φ
6 model is asymptotically stable.
5.3.3. The generalized φ8 model. We consider the generalized φ8 model with the
potential
W8(φ;m) = (φ
2 − 1)2(φ2 −m2)2, (5.4)
where we assume m1 = 1 and m2 = m > 1 without loss of generality by §5.1.
Note that this model has four potential wells at ±1 and ±m and it has three static
kinks: the unique odd kink H8{−1, 1} connecting −1 to +1 and two non-symmetric
kinks H8{−m,−1} and H8{1,m} (images of each other by the symmetry x 7→ −x,
φ 7→ −φ), connecting respectively −m to −1 and 1 to m.
We study the function V8 and its derivative V
′
8 in terms of the parameter m > 1.
By direct computations
V8(φ;m) = 4
[
(φ2 + 1)(φ2 −m2)2 + (φ2 +m2)(φ2 − 1)2]
and so
V ′8(φ;m) = 8φU8(φ;m),
where
U8(φ;m) = (φ
2 −m2)2 + 2(φ2 −m2)(φ2 + 1) + 2(φ2 − 1)(φ2 +m2) + (φ2 − 1)2
= m4 − 2m2(φ2 + 2) + 6φ4 − 2φ2 + 1.
In particular, sign changes for V ′8 are related to the zeros of U(φ;m). We introduce
the functions
M+8 (φ) =
√
φ2 + 2 +
√
−5φ4 + 6φ2 + 3, for |φ| ≤
√
3 + 2
√
6
5
M−8 (φ) =
√
φ2 + 2−
√
−5φ4 + 6φ2 + 3, for 1
3
√
7
2
≤ |φ| ≤
√
3 + 2
√
6
5
.
We will use Figure 1 to guide us through different cases. The curves correspond to
portions of the graphs of φ 7→M±8 (φ).
k2 =
√
5
k1 =
√
2 +
√
3
φ = m
V ′8 < 0
φ
V ′8 > 0
m
Figure 1. The zero level set of V ′8(φ;m) for φ ≥ 0 and m ≥ 1.
ASYMPTOTIC STABILITY OF KINKS FOR SCALAR FIELDS 65
We check the criterion (1.6) for the two kinks H8{−1, 1} and H8{1,m}, positive
results for these kinks also holds for their Lorentz boosted versions. We see that
there are 2 threshold values k1 =
√
2 +
√
3 and k2 =
√
5 of the parameter m
(vertical axis) at which changes for the criteron (1.6) take place.
(i) Case 1 < m ≤ k1:
(a) Since φV ′8(φ;m) = 8φ
2U8(φ;m) ≤ 0 for all φ ∈ [−1, 1], the criterion
(1.6) is satisfied on (−1, 1) and so the kink H8{−1, 1} is asymptotically
stable by Theorem 2.
(b) For the kink H{1,m} the criterion is inconclusive since in the range
(1,m) of this kink, the function V ′8(φ;m) is negative and then positive
after changing sign on the red curve.
(ii) Case k1 < m < k2: the criterion is inconclusive for both kinks. Indeed,
φ ∈ (−1, 1) 7→ V ′8(φ;m) changes sign twice while φ ∈ (1,m) 7→ V ′8(φ;m) is
negative and then positive.
(iii) Case m ≥ k2:
(a) ForH{−1, 1} the criterion is inconclusive since φ ∈ (−1, 1) 7→ V ′8(φ;m)
is negative and then positive.
(b) Since (φ − 1)V ′8(φ;m) ≤ 0 for any φ ∈ [1,m], the criterion (1.6) is
satisfied on (1,m) and so the kink H{1,m} is asymptotically stable.
By symmetry, the kink H{−m,−1} is also asymptotically stable in
this case.
Theorem 5 (Generalized φ8 model). For the φ8 model with potential (5.4),
(1) If 1 < m ≤
√
2 +
√
3 the kink H8{−1, 1} is asymptotically stable.
(2) If m ≥ √5 the kink H8{1,m} is asymptotically stable.
Remark 5.1. After change of variable, the φ8 model considered in [55] (see also
§5.5.2) corresponds to m = 3 > √5 and thus the kink H8{1, 3} is asymptotically
stable.
Remark 5.2. There exists τ > 0 small such that for any m ∈ (k1, k1 + τ), the
condition (1.6) for V does not holds on (−1, 1), however, by Corollary 1, the kink
H{−1, 1} is asymptotically stable. Indeed, setting
α(φ) =
W8(φ;m)
W8(φ, k1)
− 1 = (φ
2 −m2)2
(φ2 − k21)2
− 1,
we see that for m ∈ (k1, k1 + τ) with τ > 0 small, for k = 0, 1, 2, 3, and any
φ ∈ (− 32 , 32 ),
|α(k)(φ)| ≤ C|m− k1| ≤ Cτ,
which is sufficient to apply Corollary 1.
5.3.4. The generalized φ10 model. The potential of the generalized φ10 model is
W10(φ;m) = φ
2(φ2 − 1)2(φ2 −m2)2 (5.5)
where m > 1 is a parameter. For this model there are two types of kinks H10{0, 1}
and H10{1,m}, and their symmetric counterparts.
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The transformed potential V10 and then V
′
10 are computed
V10(φ;m) = 2(φ
2 − 1)2(φ2 −m2)2
+ 4φ2
[
(φ2 + 1)(φ2 −m2)2 + (φ2 − 1)2(φ2 +m2)]
V ′10(φ;m) = 24φ
3U10(φ;m),
where
U10(φ;m) = m
4 − 2
(
φ2 +
2
3
)
m2 +
10
3
φ4 − 2φ2 + 1.
We introduce
M+10(φ) =
√
φ2 +
2
3
+
√
−7
3
φ4 +
10
3
φ2 − 5
9
,
M−10(φ) =
√
φ2 +
2
3
−
√
−7
3
φ4 +
10
3
φ2 − 5
9
,
for
√
5
7
−
√
40
147
= φ1 ≤ φ ≤ φ2 =
√
5
7
+
√
40
147
.
As in the previous case we use Figure 2.
k1 =
√
21
3
φ = m
φ
m
V ′10 < 0
V ′10 > 0
Figure 2. The zero level set of V ′10(φ;m) for φ ≥ 0 and m ≥ 1.
(i) Case 1 < m < k1 =
√
21
3 :
(a) On (0, 1), the function φ 7→ V ′10(φ;m) is positive and then negative.
The condition (1.6) holds on (0, 1) and so the kink H10{0, 1} is asymp-
totically stable.
(b) On (1,m), the function φ 7→ V ′10(φ;m) is negative and then positive.
Thus the criterion is inconclusive for the kink H10{1,m}.
(ii) Case m ≥ k1: V ′10(φ;m) ≥ 0 for any φ ≥ 0, and so both kinks H10{0, 1}
and H10{1,m} are asymptotically in this case stable.
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Theorem 6 (Generalized φ10 model). For the φ10 model with potential (5.5),
(1) If m > 1 then the kink H10{0, 1} is asymptotically stable.
(2) If m ≥
√
21
3 then the kink H10{1,m} is asymptotically stable.
Remark 5.3. After change of variable, the φ10 model considered in [55] (see also
§5.5.1) corresponds to m = 2 >
√
21
3 for which both kinks are asymptotically stable.
5.4. Maximal number of asymptotically stable kinks in the P (φ)2 theory.
By the previous section, any kink of the generalized φ8 and φ10 models (5.5), (5.5)
except the odd kink of the φ8 model, is asymptotically stable for m large enough (see
Theorems 5, 6). Now we prove a similar result for any n ≥ 2: for n wells sufficiently
far away, any kink of the generalized φ4n and φ4n+2 models, except possibly the
odd kink of the φ4n model, is asymptotically stable. Recall that without loss of
generality, one may assume that m1 = 1 (see §5.1).
Theorem 7. There exists a sequence (λn)n with λn > 1 such that for any n ≥ 2,
and (m1, . . . ,mn) satisfying
mj+1 ≥ λjmj > 0 for all j ∈ {1, . . . , n− 1}, (5.6)
the following hold.
(1) Any kink of the φ4n model with potential (5.2), except possibly the unique
odd kink, is asymptotically stable.
(2) Any kink of the φ4n+2 model with potential (5.3) is asymptotically stable.
Note that the condition on the wells is invariant by the change of variable §5.1.
Proof. Let W4n(φ; m) and W4n+2(φ; m) where m = (m1, . . . ,mn) be the potentials
defined in (5.2) and (5.3). We start by proving (1). By direct computations, we
have
V4n(φ; m) = 4
n∑
k=1
(φ2 +m2k)
n∏
j 6=k
(φ2 −m2j )2, (5.7)
∂φV4n(φ; m) = 8φU4n(φ; m), (5.8)
where
U4n(φ; m) =
n∑
k=1
n∏
j 6=k
(φ2 −m2j )2 + 2
n∑
k=1,j 6=k
(φ2 +m2k)(φ
2 −m2j )
n∏
l 6=k,l 6=j
(φ2 −m2l )2.
Set
R4n(φ; m) =
n∑
k=1
n∏
j 6=k
(φ2 −m2j )2. (5.9)
Note that R4n(φ; m) > 0 as soon as mj < mj+1 for some j ∈ {1, . . . , n − 1}. We
will prove the following statement by mathematical induction on n ≥ 2: there exist
constants cn depending only on n and λ1, . . . , λn−1 with λj > 1 , such that if (5.6)
holds then, for any φ ≥ 0
U4n(φ; m) ≥ cnR4n(φ; m). (5.10)
Suppose that this statement is true. By (5.8), it implies that ∂φV4n(φ; m) > 0
for all φ ∈ (0,∞), and in particular, the condition (1.6) is satisfied for the kink
connecting the wells mj and mj+1, for any j ∈ {1, . . . , n−1}. It also implies that 0
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is the minimum of V4n, so condition (1.6) is not satisfied for the odd kink connecting
−m1 to +m1.
First, we check that this property is satisfied for n = 2. Taking m1 = 1 and
m2 = m > 1 without loss of generality, we recall from §5.3.3
6U8(φ; m) = [6φ
2 − (1 +m2)]2 + (m2 − 5)(5m2 − 1).
Thus, fixing any λ1 >
√
5 (which is consistent with (2) of Theorem 5), the property
U8(φ; m) ≥ c2
(
(φ2 − 1)2 + (φ2 −m2)2) holds true for any m ≥ λ1, with some
c2 > 0 depending on the choice for λ1.
Now we suppose that the property holds true up to a given n ≥ 2 and we
consider the φ4n model with a configuration of wells m = (m1, . . . ,mn) satisfying
the condition (5.6) and thus (5.10). We add another well to this model, located at
mn+1 =  > mn, which means that we consider the potential W4(n+1)(φ; m, ). We
check that the corresponding transformed potential writes
V4(n+1)(φ; m, ) = V4n(φ; m)(φ
2 − 2)2 + 4W4n(φ; m)(φ2 + 2)
where we have used (5.7). Differentiating with respect to φ, using the notation (5.8)
and the induction hypothesis, we obtain
2U4(n+1)(φ; m, ) = (φ
2 − 2)V4n(φ; m) + 2(φ2 − 2)2U4n(φ; m)
+ 2W4n(φ; m) + (φ
2 + 2)
∂φW4n(φ; m)
φ
≥ 2cn(φ2 − 2)2R4n(φ; m) + 2W4n(φ; m)
+ (φ2 − 2)V4n(φ; m) + (φ2 + 2)∂φW4n(φ; m)
φ
.
For φ2 ≥ 2, both terms on the second line are non-negative and since
R4(n+1)(φ; m, ) = (φ
2 − 2)R4n(φ; m) +W4n(φ; m),
the property is satisfied for φ2 ≥ 2.
We now restrict our attention to the case φ2 ∈ [0, 2). We bound
∂φW4n(φ; m)
φ
= 4
n∑
k=1
(φ2 −m2k)
n∏
j 6=k
(φ2 −m2j )2 ≥ 4(φ2 −m2n)R4n(φ; m)
and
V4n(φ; m) = 4
n∑
k=1
(φ2 +m2k)
n∏
j 6=k
(φ2 −m2j )2 ≤ 4(φ2 +m2n)R4n(φ; m).
Therefore
2U4(n+1)(φ; m, ) ≥ min (2, cn)R4(n+1)(φ; m, ) + P4n(φ;mn, )R4n(φ; m),
where we have defined
P4n(φ;mn, ) = cn(φ
2 − 2)2 + 4(φ2 − 2)(φ2 +m2n) + 4(φ2 + 2)(φ2 −m2n).
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Expanding and completing the square gives
P4n(φ;mn, ) = cn(φ
2 − 2)2 + 8(φ4 − 2m2n)
= (cn + 8)
(
φ2 − cn
2
cn + 8
)2
− c
2
n
4
cn + 8
+ 4cn − 82m2n
≥ 84
(
cn
cn + 8
− m
2
n
2
)
.
Thus, if mn+1 =  ≥ λnmn with λn :=
√
cn+8
cn
> 1, then
P4n(φ;mn, ) ≥ 0 for all φ ∈ R,
and we conclude that, with cn+1 = min(1, cn/2),
U4(n+1)(φ; m, ) ≥ cn+1R4(n+1)(φ; m, ).
To prove (2), observe that
V4n+2(φ; m) = 2W4n(φ; m) + φ
2W4n(φ; m)
and by using the explicit expression (5.7),
∂φV4n+2(φ; m) = 8φ
3 (U4n(φ; m) +R4n(φ; m)) ,
which is non-negative if m satisfies (5.6). 
5.5. The P (φ)2 theory as approximation of the sine-Gordon theory. Fol-
lowing [55], we recall that the potentials W4n and W4n+2 with suitable choices of
wells {mk}k=1,...,n and after change of variables are approximations of the sine-
Gordon potential for n large. We study the asymptotic stability of the kinks of
these models in the sine-Gordon limit.
5.5.1. The W˜4n+2 potentials as approximation of sine-Gordon potential. Recall the
formula
sin(piφ)
piφ
=
∞∏
k=1
(
1− φ
2
k2
)
.
Thus, the sine-Gordon potential (1.8) can be written as
WsG(φ) = 1− cosφ = 2 sin2
(
φ
2
)
=
1
2
φ2
∞∏
k=1
(
1− φ
2
(2pik)2
)2
.
For n ≥ 1, setting
W˜4n+2(φ) =
1
2
φ2
n∏
k=1
(
1− φ
2
(2pik)2
)2
, (5.11)
we obtain an approximation of the sine-Gordon potential, with 2n kinks denoted
by H˜4n+2{2pij, 2pi(j + 1)}, for j = −n, . . . , n − 1. To study this perturbation, we
use the formulation
W˜4n+2(φ) = (1− cosφ)Pn(φ) where Pn(φ) =
∞∏
k=n+1
(
1− φ
2
(2pik)2
)−2
.
Then,
−W˜
′
4n+2
W˜4n+2
= − sinφ
1− cosφ −
1
pi2
∞∑
k=n+1
1
k2
φ
(
1− φ
2
(2pik)2
)−1
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and
V˜4n+2 = −W˜4n+2
(
W˜ ′4n+2
W˜4n+2
)′
= Pn [1−An(1− cosφ)] ,
where
An =
(
P ′n
Pn
)′
=
1
pi2
∞∑
k=n+1
1
k2
(
1 +
φ2
(2pik)2
)(
1− φ
2
(2pik)2
)−2
.
Thus,
V˜ ′4n+2 = P
′
n [1−An(1− cosφ)]− PnAn sinφ− PnA′n(1− cosφ).
The value of φ being fixed, for n large, the following estimates hold
Pn ∼ 1, P ′n ∼
φ
pi2n
, An ∼ 1
pi2n
, |A′n| ≤
C
n3
,
and so
V˜ ′4n+2(φ) ∼
1
pi2n
(φ− sinφ) .
For any J > 0, V˜ ′4n+2(φ) has constant sign on (−J, 0) and (0, J), for n large enough,
depending on J . Thus, the kinks of W˜4n+2 with range in (−J, J) are asymptotically
stable for such n.
Theorem 8 (The sine-Gordon limit for the φ4n+2 models). For any J ≥ 1, there
exists n(J) ≥ 1 such that for n ≥ n(J) and any j ∈ Z with |j| ≤ J , the kink
H˜4n+2{2pij, 2pi(j + 1)} of the φ4n+2 model with potential (5.11) is asymptotically
stable.
5.5.2. The W˜4n potentials as approximation of the sine-Gordon potential. Consider
the shifted sine-Gordon potential WssG(φ) = 1− cos(φ+ pi) = 1 + cos(φ). For this
model, there is an odd kink connecting −pi to pi and infinitely many other identical
translated kinks. Recall
cos(piφ) =
1
2
sin(2piφ)
sin(piφ)
=
∞∏
k=1
(
1− φ
2
(k − 12 )2
)
.
Thus, the shifted sine-Gordon potential has the infinite product expansion
WssG = 1 + cosφ = 2 cos
2
(
φ
2
)
= 2
∞∏
k=1
(
1− φ
2
pi2(2k − 1)2
)2
.
For n ≥ 1, setting
W˜4n(φ) = 2
n∏
k=1
(
1− φ
2
pi2(2k − 1)2
)2
, (5.12)
we obtain another approximation of the sine-Gordon potential. This model has
an odd kink connecting −pi to pi, denoted by H˜4n{−pi, pi}, n − 1 positive kinks
denoted by H˜4n{pi(2j−1), pi(2j+ 1)}, for j = 1, . . . , n−1, and n−1 negative kinks
H˜4n{−pi(2j + 1),−pi(2j − 1)}. Write
W˜4n(φ) = (1 + cosφ)Qn(φ) where Qn(φ) =
∞∏
k=n+1
(
1− φ
2
pi2(2k − 1)2
)−2
.
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Then,
−W˜
′
4n
W˜4n
=
sinφ
1 + cosφ
− 4
pi2
∞∑
k=n+1
1
(2k − 1)2φ
(
1− φ
2
pi2(2k − 1)2
)−1
and
V˜4n = −W˜4n
(
W˜ ′4n
W˜4n
)′
= Qn [1−Bn(1 + cosφ)] ,
where
Bn =
4
pi2
∞∑
k=n+1
1
(2k − 1)2
(
1 +
φ2
pi2(2k − 1)2
)(
1− φ
2
pi2(2k − 1)2
)−2
.
Thus,
V˜ ′4n = Q
′
n [1−Bn(1 + cosφ)] +QnBn sinφ−QnB′n(1 + cosφ).
The value of φ being fixed, for n large, the following estimates hold
Qn ∼ 1, Q′n ∼
φ
pi2n
, Bn ∼ 1
pi2n
, |B′n| ≤
C
n3
,
and so
V˜ ′4n(φ) ∼
1
pi2n
(φ+ sinφ) .
We observe that the criterion related to the condition (1.6) is inconclusive for the
odd kink H˜4n{−pi, pi} since on the interval (−pi, pi) the function V˜ ′4n is negative and
then positive. For all the other kinks, the condition (1.6) holds since the sign of
V˜ ′4n is constant on (0,∞) and on (−∞, 0).
Theorem 9 (The sine-Gordon limit for the φ4n models). For any J ≥ 1, there
exists n(J) ≥ 1 such that for n ≥ n(J) and any j ∈ N with 1 ≤ j ≤ J , the kinks
H˜4n{pi(2j − 1), pi(2j + 1)} and H˜4n{−pi(2j + 1),−pi(2j − 1)} of the φ4n model with
potential (5.12) are asymptotically stable.
5.6. The double sine-Gordon model. Last, following [9], we consider a model
with infinitely many wells which is related to the sine-Gordon equation.
First, for η > − 14 , we consider the potential
WdsG(φ; η) =
4
1 + 4|η|
[
η(1− cosφ) + 1 + cos
(
φ
2
)]
(5.13)
=
4
1 + 4|η|
[
1 + cos
(
φ
2
)][
1 + 2η
(
1− cos
(
φ
2
))]
.
For η ≥ 0, this potential interpolates between 1 + cos
(
φ
2
)
for η = 0 and 1− cosφ
as η →∞. Since the potential is periodic of period 4pi, it is sufficient to check the
criterion for the kink HdsG connecting −2pi with 2pi. We compute
−W
′
dsG
WdsG
=
1
2
sin
(
φ
2
)
1 + cos
(
φ
2
) − η sin
(
φ
2
)
1 + 2η
(
1− cos
(
φ
2
)) ,
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and
VdsG = −WdsG
(
W ′dsG
WdsG
)′
=
1 + 4η
1 + 4|η| −
2η
1 + 4|η|
(
1 + cos
(
φ
2
))2
1 + 2η
(
1− cos
(
φ
2
)) .
Thus,
V ′dsG(φ) =
2η
1 + 4|η|
(
1 + cos
(
φ
2
))
sin
(
φ
2
) 1 + 3η − η cos(φ2)[
1 + 2η
(
1− cos
(
φ
2
))]2 .
We see that for − 14 < η < 0, it holds V ′dsG 6≡ 0 and φV ′dsG(φ) ≤ 0 on [−2pi, 2pi], thus
the kink HdsG is asymptotically stable by Theorem 2. For η > 0, the criterion is
inconclusive.
Theorem 10 (Double sine-Gordon model I). For any − 14 < η < 0, the kink of the
double sine-Gordon model with potential (5.13) is asymptotically stable.
Second, we consider the other case of double sine-Gordon models, designated as
“Region I” in [9, Fig. I]. For η < − 14 , we set
WdsG(φ; η) =
4
1 + 4|η|
[
−η cosφ+ cos
(
φ
2
)
− η − 1
8η
]
(5.14)
=
8|η|
1 + 4|η|
[
cos
(
φ
2
)
− 1
4η
]2
.
We recall from [9] that for this potential there exist two types of kinks. Let ζη =
2 arccos 14η ∈ (pi, 2pi). We denote by HdsG{−ζη, ζη} the odd kink connecting −ζη to
ζη and by HdsG{ζη, 4pi − ζη} the kink connecting ζη to 4pi − ζη ∈ (2pi, 3pi). Other
kinks for this model are deduced from these two kinks by translation and symmetry.
We compute
−W
′
dsG
WdsG
=
sin
(
φ
2
)
cos
(
φ
2
)
− 14η
and
VdsG = −WdsG
(
W ′dsG
WdsG
)′
=
4|η|
1 + 4|η|
[
1− 1
4η
cos
(
φ
2
)]
.
Thus,
V ′dsG = −
1
2(1 + 4|η|) sin
(
φ
2
)
.
For the kink HdsG{−ζη, ζη}, the criterion (1.6) applies since φV ′dsG ≤ 0 on [−ζη, ζη]
and so HdsG{−ζη, ζη} is asymptotically stable from Theorem 2. For the kink
HdsG{ζη, 4pi − ζη}, the criterion is inconclusive since V ′dsG is negative on (ζη, 2pi)
and positive on (2pi, 4pi − ζη).
Theorem 11 (Double sine-Gordon model II). For any η < − 14 , the odd kink
HdsG{−ζη, ζη} of the double sine-Gordon model with potential (5.14) is asymptoti-
cally stable.
Remark 5.4. We have not considered the case η = − 14 since it corresponds to a
degenerate potential, not entering the general assumptions (1.3). See also (5) of
Remark 2.1.
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