This paper considers the problem of signal recovery from magnitude measurements for signals in modulation invariant spaces. It proposes a measurement setup such that almost every signal in such a signal space can be reconstructed from its amplitude measurements up to a global constant phase and with a sampling rate of four times the rate of innovation of the signal space. The applicability of the proposed scheme under noise measurements is demonstrated by computer simulations.
INTRODUCTION 2. SIGNAL MODEL AND NOTATIONS
x(w) = (Fx)(w) = fJR x(t) eiwt dt, w E lR . 
T r : x(t) H-x(t -r)
respectively. In the following lr stands for the interval [0, 27r] on the real axis lR and for any 1~p~00 we write LP (lr) for the usual Lebesgue space of functions on lr.
Nyquist rate. However, this approach can not be extended to complex signals. In [8] it was shown that complex-valued, time (resp. spatially) limited signals can be reconstructed from amplitude measurements taken with a rate of at least 4 times the Nyquist rate and by applying particular structured modulations before signal sampling. Also a corresponding recovery procedure was proposed. The assumption that the signal is perfectly time (or spatially) limited may be too restrictive in some situations and more flexible signal spaces are often desirable. Therefore, the present paper extends the approach from [8] to a larger signal class, namely to so called modulation-invariant spaces. It is shown that a sampling rate of four times the rate of innovation of the signal space is sufficient for perfect reconstruction. Numerical simulations will show that our approach is applicable also under disturbances of the measurements by additive noise.
The problem of recovering a signal from magnitude measurements of its Fourier transform (also known as phase retrieval) arises in many different applications. In Fig. 1 the phase retrieval problem is sketched for a typical setup in optics (assume for the moment that the mask, shown in Fig. 1 , is not present). The object of interest is illuminated by a light source. This produces a certain diffraction pattern x (t), where t stands for the spacial coordinate. This diffraction pattern contains the information about our object and the lens transform x into the Fourier domain. There the intensity 1x(w ) 1 
of the
Fourier transform x(w) is measured and sampled on a certain regular grid with frequency spacing (3. The phase retrieval problem is now to reconstruct the diffraction pattern x (t) from the set of discrete intensity measurements {lx(n(3)1 2 }nEZ.
Recently this phase retrieval problem has attracted some interest. For signals in finite dimensional spaces, [1] proposed an approach which applies a large number of intensity measurements to compensate for the loss of phase information. The paper derived necessary and sufficient conditions on the number on intensity measurements such that signal recovery becomes possible. Now it seems to be clear that in aN-dimensional space 4N -4 measurements are necessary and sufficient [2] . A related question is how to design the measurement vectors such that signal recovery is possible. In [3] a class of measurement vectors was proposed which allows for a simple analytic signal reconstruction. Nevertheless, M = N 2 measurements are needed in this case. Ideas from convex optimization where applied in [4, 5, 6] for phaseless signal recovery using O(N log N) random measurement vectors.
Only few results exist for infinite dimensional signal spaces. In [7] it was shown that real valued bandlimited function can be reconstructed from amplitude measurements taken uniformly at twice the It is not hard to see that 9 forms a stationary sequence in L 2 (lR) [9] and its correlation function has the spectral representation
. PI (t)
PM(t)
It characterizes in some sense the redundancy of 9T [10] . We always assume that the generating sequence 9 forms a frame for 9T. Similarly, we may describe our signal space in the Fourier domain. Then the Fourier transform xof every signal x E 9T belongs to the shift-invariant space [11] QT := span{ gn(
where 9is the Fourier transform of the generator 9 E 9T. Therewith, the Fourier transform of the signal (3) has the form
Following [12] we say that 9T has a rate ofinnovation of pg = l/r.
For us it will not be sufficient that the generator of 9T belongs to L 2 (lR). Instead we require that it satisfies the following condition.
Condition G: Let 9 be a function on lR. We say that 9 satisfies Condition G ifthere exist two constants C > 0 and € > 0 such that
Remark: If 9 satisfies Condition G then gELI (lR) n L 00 (lR) which implies in particular that gEL 2 (lR).
The spectral density, associated with this corresponding generator sequence, is then ipg(9) = T":r X[-TT,TT] (9), where XT stands for the indicator function of the set T.
STRUCTURED MODULATIONS
). In general, it is not clear whether it is possible to reconstruct a signal But rather more specific measurements are needed, Le. that slightly more general measurement functionals have to be applied.
In optical applications such measurement functionals are obtained by inserting specific mask between the object and the lens, as sketched in Fig. 1 . Each mask has a specific transmittance function Pm(t) such that the signal samples obtained with mask m become
where the functions 8~m) (t) := Pm(t) ein (3t are determined by the mask and the sampling interval {3. If the complex valued inner products (x, 8~m)) would be known then it would be fairly easy to determine a sequence {8~m)} such that every x E 9T can be reconstructed [13] . However, if only the amplitudes of these inner products are known then it is not known which conditions the sequence {8~m) } has to satisfy such that signal recovery is always possible.
In [8] a specific choice of the masks pm was proposed such that every x E L 2 ([-T, Tn can be recovered from its amplitude samples. It will be shown here that using the same masks and under some conditions on the generator g, every signal in any arbitrary modulation-invariant subspace of the form (1) can be reconstructed from its intensity measurements in the frequency domain. with the length K vectors
with the spectral density ipg, which is given by [9] ipg(9) = 2; LkEZ Ig (O+;27r) 1 2 , 9 E 1r .
With the spectral density ip9 of 9 we associate the set M g := { 9 E 1r : ipg(9) > 0 } . (10) nEZ and where the generator ¢ ofthe interpolation kemels is given by
where Qn = xn x~is a K x K matrix of rank 1, and IK stands for the K x K identity matrix. All values on the right hand side of (8) are known. Thus one can determine the matrix Qn and factorize it as Qn = xn x~. This yields the vector xn up to a constant phase factor, Le. one obtains x n e i9n where 9 n is an arbitrary phase which can not be determined due to the factorization of Qn. Remark: In the definition of ¢ in (11) it should be understood that ¢(t) = 0 for all t E lR where the denominator of the fraction on the right hand side is equal to zero.
Phase Propagation
Proof: Let x E Yr be arbitrary. Since {gn}nEZ is assumed to be a frame for Yr there exists a unique canonical coefficient sequence a = {an}nEZ such that x can be written as in (3) . By (4), we have
2~IT A(9) G(9) ein9 d9 (12) with A(9) = LkEZ ak e Since GEL00 (1") and A E L 2 (1") it follows that X E L 2 (1").
Therefore the coefficient sequence a can be determined from {x(nr)}nEZ by a linear filter where it was used that a is the canonical coefficient sequence such that A(9) = 0 for all 9 ¢ Mg. Finally, we plug (13) into (3) and a straightforward calculation gives (10) .
•
To apply Theorem 1 we have to choose the coefficients Ak and the sampling period as follows: values of x at these points. For simplicity of the presentation, we focus in this paper on the situation where the set of interpolation points is uniformly distributed on any horizontal axis of the complex plan. The following theorem considers the particular situation where
Then n/1+AK = (n+1)/1+A1 for all nEZ, i.e. there is an overlap between consecutive vectors x n in the sense that the last entry of x n is equal to the first entry of Xn +1.
Now we may start signal recovery at a certain index no E Z, determine Xno' and set the phase 9 no arbitrary. In the next step we determine X no +1 and use the overlap between x no and X no +1 to propagate the phase information from one vector to the next one. In this way, we are able to determine all vectors {Xn }nEZ up to one unknown global phase factor [8] . At the end of this step, we know all vectors x n which means that we know xat the frequency points n/1 + Ak with n E Z and k = 1, ... , K -1.
U{n/1+Ak}f=l = {mr}mEZ nEZ and it shows how x E Yr can be reconstructed from such frequency measurements.
Therewith the overlap condition (9) is satisfied and one gets with u(z) := x(z + A1). Then Theorem 1 can be applied to u.
Overall Reconstruction Algorithm To summarize the whole procedure: To design the measurement system in Fig. 2 for a certain modulation invariant signal space gr one has to
• Fix the degree K~2 of the modulation functions (6).
• Determine M = K 2 vectors am in C K such that they form a 2-uniform M/K-tight frame (cf. [3, 14] ). These vectors determine the coefficients om, k of the modulation functions (6).
• Choose the coefficients {Ak}{[=1 of the modulation functions (6) and the sampling interval (3 according to (14) .
Then the reconstruction of any x E gr follows the following steps 1. At every sampling instant n E Z one obtains the M intensity measurements {c~m) }~= 1 from the system in Fig. 2.  2 . Determine the vectors X n up to a constant phase factor e i9n using (8) with a subsequent factorization of Qn. The overall sampling rate (signal samples per frequency interval) is In future research, it is an interesting question whether the MSE can be improved by the application of different reconstruction schemes or whether the stability behavior is already determined by the measurement setup.
APPENDIX A -POISSON SUMMATION FORMULA

NUMERICAL SIMULATIONS AND DISCUSSION
To verify the applicability of our approach we performed numerical simulations. To this end, we fixed a modulation invariant signal space gr with generator 9 equal to a B-spline of order 2 [15] and with 7 = 3. The Fourier transform of 9 is known to be yew) = [sin(w/2)/(w/2)]3. It easily follows that the spectral density <p g (9) is strictly positive and bounded on T such that the sequence {gn(t) = get) einrt}nEZ is a Riesz basis for gr. Signals x E 9r were produced by x(t) = Lt:=-N angn(t) from a sequence {an} of independent, equally distributed, complex Gaussian random variables. In the frequency domain, the signal xhas the form (4) and because y is mainly concentrated in the interval [-27r, 27r], the bandwidth of x is essentially equal to Ox = 2 [N7 + 27r], Le. it is basically proportional to the degree N. We applied the sampling setup as in Fig. 2 with parameters given in Example 2 and determined an estimate x(t) of x (t), using the reconstruction procedure described above, from the noisy measurements m=l, ... ,M n = 0,±1, ... ,±Nmax , (15) 
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Lemma 3: Let 9 be afunction on lR which satisfies Condition Gand let 7 > 0 be arbitrary. Then we have G(9) := LtkEzy(k7)e ik9 = 2; LtkEZg (9+;27l") (16) for almost all 9 E T and GEL00 (T).
Proof: Condition G implies that gEL 1 (lR) and that the function on the right hand side of (16), Le. using that by Fubini's theorem the sum and integral can be exchanged since gEL
F(9)
:
