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ABSTRACT
This thesis contains three papers focusing on estimation and inference in the spatial data. In
the first paper (Chapter 2), we study the estimation and inference in spatial varying coefficient
models for data distributed over complex domains. We use bivariate splines over triangulations to
represent the coefficient functions. The estimators of the coefficient functions are consistent, and
rates of convergence of the proposed estimators are established.
In the second paper (Chapter 3), we extend the idea from the first project and consider a class of
flexible partially linear spatially varying coefficient autoregressive models. Under some regularity
conditions, the estimated constant coefficients are asymptotically normally distributed, and the
estimated varying coefficients are consistent and possess the optimal convergence rate. We further
develop an efficient algorithm to calculate the distance between neighbors over complex domains.
In addition, we propose a model selection approach to identify explanatory variables with constant
and varying effects. The proposed method is much more computationally efficient than the local
smoothing method such as the geographically weighted regression, and thus capable of handling
large scale of spatial data. The performance of the proposed estimation and model identification
methods are evaluated by two simulation examples and the Sydney real estate dataseet.
Note that selecting the smoothing parameter and triangulation mesh is a critical part of im-
plementing the bivariate penalized spline fitting in the first paper and second paper. In the third
paper (Chapter 4), we propose using the generalized cross-validation to show how to select the
roughness penalty parameter and the triangulation jointly. We demonstrate the effectiveness of
the proposed method via extensive numerical studies. We extend our method to spatially varying
coefficient models, a generalization of linear regression models for exploring non-stationarity of a
regression relationship in spatial data analysis.
1
CHAPTER 1. INTRODUCTION
A common problem in spatial data analysis is identifying the nature of the relationship among
variables. In many cases, linear regression models are not adequate to explain the relationships
between covariates and response variables. Some covariates may have varying effects along with
spatial locations which are referred to as “spatial non-stationarity”. Suppose given observations
{(Ui,Xi, Yi)}ni=1, to reflect such spatially varying structure within the data, we investigate a class of




i β(Ui) + εi =
p∑
k=0
Xikβk(Ui) + εi, i = 1, . . . , n, (1.1)
where Ui ∈ R2 denote the spatial locations, βk(·)’s are unknown varying-coefficient functions, and
εi’s are i.i.d random noises with mean zero and constant variance, and independent of covariates
Xi.
In Chapter 2, we assume that the coefficients of each covariate are unknown bivariate functions of
the spatial locations. There are some literature about how to estimate SVCMs, such as the Bayesian
approach (Assunção, 2003; Gelfand et al., 2003), and the local approach technique (Brunsdon et al.,
1996, 1998; Fotheringham et al., 2002b).
In this dissertation, we propose a powerful and efficient method to estimate SVCMs for data
distributed over two-dimensional complex domains. The coefficient functions are estimated by
using the bivariate splines over triangulations in Lai and Schumaker (2007a) and Lai and Wang
(2013). This approach solves the problem of “leakage” across the complex domains, which the
kernel method or Bayesian approach may suffer from. Another advantage of this approach is that
it can and formulate a global penalized least squares problem and give the closed form of estimators,
thus it is sufficiently fast and convenient to apply in analysing large datasets within seconds on
personal comupter. One problem we addressed is whether the coefficient function is really varying
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over space (Brunsdon et al., 1999; Leung et al., 2000). Inspired by the work of Brunsdon et al.
(1996), we come up with a bootstrap goodness-of-fit test based on the comparison of the residual
sum of squares from both global stationary models and nonparametric models.








Xikβ0k (Ui) + εi, i = 1, . . . , n, (1.2)
where α0 ∈ [0, 1] is a global parameter, wij is the weight of the neighbor effects, satisfying wii = 0,
and
∑
j 6=iwij = 1 for any i = 1, . . . , n. To solve model (1.2), Sun et al. (2014) proposed a profile
likelihood-based estimation procedure using the local smoothing technique. However, it will bring
a huge computation burden when dealing with a large volume of the spatial data. In addition,
although the traditional local smoothing method works well for a rectangular domain, it will still
encounter the well known “leakage” problem.
To overcome those difficulties and further balance the interpretability and flexibility of the
SVCMs, we propose using the bivariate spline over triangulation method for estimation and extend










Xikβ0k (Ui) + εi, i = 1, . . . , n, (1.3)
where Zi = (Zi1, . . . , Zip1)
> is a p1-dimensional vector of explanatory variables which are linearly
associated with the response variable, and Xi = (Xi1, . . . , Xip2)
> is a p2-dimensional vector of
explanatory variables which have varying relationship with the response across different locations.
γ0l’s are unknown coefficient parameters, and β0k(·)’s are unknown varying-coefficient functions.
The asymptotic properties for proposed estimators are also establised in this thesis. Then comes
another major concern when fitting model (1.3): which coefficients are constants and which are
really varying over space. In Chapter 3, we propose a backward selection via Bayesian information
criterion (BIC) for determining the linear and varying components in the SAR-PLVCM.
The performance of the bivariate splines we adopt in this dissertation is dependent upon the
triangulation. Thus, the triangulation selection is one of the key parts for obtaining satisfactory
3
results. There are rich literature and extensive studies about optimizing the knot locations and/or
smoothing parameters for univariate penalized splines cases, see Spiriti et al. (2013), Yao and Lee
(2008), Miyata and Shen (2003) and Ruppert (2002a). However, the works for how to choose the
optimal triangulation in the 2D literature is limited. The objective of Chapter 4 is to propose an
effective method for the selection of the smoothing parameter and the triangulation simultaneously
to enhance the performance of BPS in data fitting.
The rest of the paper is organized as follows. Chapter 2 presents the work to solve the SVCMs
by using bivariate splines over triangulation and perform the asymptotic analysis of the proposed
estimators. Two simulations and one particle pollution dataset are used as illustration examples.
Chapter 3 invents an algorithm to estimate the geo-desic distance addresses the approach to solve
SAR-PLVCMs and build up the asymptotic normality for constant parameters. Simulations are
given for evaluating the performance of the proposed method and a Sydney house price dataset is
used as an application. Chapter 4 introduces algorithms for selecting the appropriate triangula-
tions. It presents our simulation results based on some representative functions. To illustrate the
wide-range utility of the proposed method, an extension to spatially varying coefficient models is
discussed.
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CHAPTER 2. ESTIMATION AND INFERENCE IN SPATIALLY
VARYING COEFFICIENT MODELS
A paper published in Environmetrics
Jingru Mu, Guannan Wang and Lily Wang
2.1 Abstract
Spatially varying coefficient models (SVCMs) are a classical tool to explore the spatial non-
stationarity of a regression relationship for spatial data. In this paper, we study the estimation
and inference in SVCMs for data distributed over complex domains. We use bivariate splines over
triangulations to represent the coefficient functions. The estimators of the coefficient functions
are consistent, and rates of convergence of the proposed estimators are established. A penalized
bivariate spline estimation method is also introduced, in which a roughness penalty is incorporated
to balance the goodness-of-fit and smoothness. In addition, we propose hypothesis tests to ex-
amine if the coefficient function is really varying over space or admits a certain parametric form.
The proposed method is much more computationally efficient than the well-known geographically
weighted regression technique and thus usable for analyzing massive datasets. The performance of
the estimators and the proposed tests are evaluated by simulation experiments. An environmental
data example is used to illustrate the application of the proposed method.
2.2 Introduction
In spatial data analysis, a common problem is to identify the nature of the relationship that
exists between variables. In many situations, a simple “global” model often cannot explain the
relationships between some sets of variables, which is referred to “spatial non-stationarity”. To
handle such nonstationarity, the model needs to reflect the spatially varying structure within the
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data. In this paper, we investigate a class of spatially varying coefficient models (SVCMs) to explore
the spatial non-stationarity of a regression relationship. The data in our study need not be evenly
distributed, instead, we assume the observations are randomly distributed over two-dimensional
domain Ω ⊆ R2 of arbitrary shape, for example, a polygonal domain with interior holes. Suppose
there are n random selected locations, and let Ui = (Ui1, Ui2)
> be the location of i-th point,
i = 1, . . . , n, which ranges over Ω. Let Yi be the response variable and Xi = (Xi0, Xi1, . . . , Xip)
>
with Xi0 ≡ 1 being the explanatory variables. Suppose that {(Ui,Xi, Yi)}ni=1 satisfies the following
model (Brunsdon et al., 1996, 1998; Fotheringham et al., 2002b; Shen et al., 2011)
Yi = X
>
i β(Ui) + εi =
p∑
k=0
Xikβk(Ui) + εi, i = 1, . . . , n, (2.1)
where βk(·)’s are unknown varying-coefficient functions, and εi’s are i.i.d random noises with
E (εi) = 0 and Var (εi) = σ
2, and independent of Xi. Our primary interest is to estimate and
make inferences for β = (β0, β1, . . . , βp)
> based on the given observations {(Ui,Xi, Yi)}ni=1.
When βk(·)’s are univariate functions, model (2.1) is the typical varying coefficient model which
has been extensively studied in the literature (Hastie and Tibshirani, 1993; Fan and Zhang, 1999;
Xue, 2006; Ferguson et al., 2009; Tang and Cheng, 2009; Lian, 2012). In this paper, βk(·)’s are
bivariate functions of locations, and model (2.1) allows the regression coefficients to vary over space
and therefore can be used to explore spatial non-stationarity of the regression relationship via the
spatial variation patterns of the estimated coefficients.
In the past decade, SVCMs have been widely applied to a variety of fields including geography
(Su et al., 2017), ecology (Finley, 2011), econometrics (Bitter et al., 2007; Helbich and Griffith,
2016; Al-Sulami et al., 2017), epidemiology (Nakaya et al., 2005), meteorology (Lu et al., 2009),
and environmental science (Waller et al., 2007; Hu et al., 2013; Tang, 2014; Huang et al., 2017).
There is a rich literature on how to estimate SVCMs. Two competing methods are the Bayesian
approach, see Assunção (2003); Gelfand et al. (2003), and the local approach, such as the geograph-
ically weighted regression (GWR) technique (Brunsdon et al., 1996, 1998; Fotheringham et al.,
2002b). The Bayesian procedure is carried out by assuming a certain prior distribution of the
coefficients and computing their posterior distribution on which the estimation and inference are
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performed. However, there is no correct way of choosing a prior. In practice, misleading results will
be generated if one does not choose prior distributions with caution. In addition, for a large dataset
with many variables being estimated, the Bayesian method may be prohibitively computationally
intensive. The GWR method estimates the coefficients in the traditional regression framework of
kernel smoothing. It incorporates local spatial relationships into the regression framework in an
intuitive and explicit manner. While this local kernel-based approach is very nice and useful, it
becomes very computationally intensive for large datasets as it requires solving an optimization
problem at every sample location. Typically, the GWR model fitting and spatial prediction require
O(n2) operations for a data set of size n. Recent evolutions in technology provide increasing vol-
umes of spatial data (Banerjee et al., 2008; Zhang et al., 2013), which is beyond the computing
limit of the traditional Bayesian and GWR method. It is urgent to develop a more computationally
expedient tool for analyzing spatial data.
Tang and Cheng (2009) and Lu et al. (2014) proposed a B-spline approximation of the coeffi-
cient functions. The method is fast and efficient since it inherits many advantages of spline-based
techniques. However, the data are required to be regularly spaced over a rectangular domain. In
practice, spatial data are often collected over complex domains with irregular boundaries, peninsulas
and interior holes. Many smoothing methods, such as kernel smoothing, tensor product smoothing
and wavelet smoothing, suffer from the problem of “leakage” across the complex domains, which
refers to the poor estimation over difficult regions by smoothing inappropriately across boundary
features; see the discussions in Ramsay (2002a); Wood et al. (2008); Sangalli et al. (2013).
In this paper, we develop a powerful and efficient method to estimate SVCMs for data dis-
tributed over two-dimensional complex domains. Our method tackles the estimation problem dif-
ferently from the local approach, and the coefficient functions βk(·)’s are approximated using the
bivariate splines over triangulations in Lai and Schumaker (2007a) and Lai and Wang (2013). The
proposed estimator solves the problem of “leakage” across the complex domains. Another advan-
tage of this approach is that it can formulate a global penalized least squares problem, thus it is
sufficiently fast and efficient for the user to analyze large datasets within seconds. In addition,
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under the independence error condition, which is not uncommon in the GWR literature (Brunsdon
et al., 1996, 1998; Shen et al., 2011; Huang et al., 2017; Su et al., 2017, for example), we show the
proposed coefficient estimators converge to the true coefficient functions.
An important statistical question in fitting SVCMs is whether the coefficient function is really
varying over space (Brunsdon et al., 1999; Leung et al., 2000), which amounts to testing if the
coefficient functions are constant or in a certain parametric form. In the pioneering work of GWR
by Brunsdon et al. (1996), two kinds of permutation test are proposed for global stationarity and
individual stationarity, respectively. For the individual test, the variability of the estimated coeffi-
cient function is used to describe the plausibility of a constant coefficient. Brunsdon et al. (1999)
developed a test via comparing the residual sum of squares (RSS) from the GWR estimation with
that from the ordinary least square estimation for the null hypothesis of global spatial stationar-
ity. Moreover, Leung et al. (2000) introduced another RSS based statistics to test for the global
stationarity of the regression relationship. Motivated by many sophisticated statistical inferential
problems in a variety of areas and fueled by the power of modern computing techniques, bootstrap
methods get increasingly popular during the past two decades. For example, Mei et al. (2006) used
the bootstrap test to investigate the zero coefficients in a mixed GWR model and Cai et al. (2000)
proposed a new wild bootstrap test for the goodness of fit of the varying coefficient models for
nonlinear time series. In this work, we adopt the idea in Cai et al. (2000) and employ a bootstrap
test for testing a globally stationary regression relationship in an SVCM. For individual stationarity
test, we suggest the permutation test, which is an easily understandable and generally applicable
approach to testing problems. Our simulation shows that the resulting testing procedure is indeed
powerful and the bootstrap method does give the right null distribution.
The rest of the paper is organized as follows. In Section 2.3 we give a short review of the
triangulations and propose our estimation method based on bivariate splines. Section 2.4 is devoted
to the asymptotic analysis of the proposed estimators. Section 2.5 extends the bivariate splines to
the penalized bivariate splines, in which smoothing parameters are used to balance the goodness-
of-fit and smoothness. Section 2.6 describes the bootstrap goodness of fit test to examine the global
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stationarity, and the permutation test for each coefficient functions to check individual stationarity.
Section 2.7 presents simulation results comparing our method with its competitors. An illustration
of the proposed approach is provided in Section 2.8 by an analysis of the particle pollution data.
Section 2.9 concludes the paper. Technical details, some Matlab code and more numerical studies
are provided in Supplemental Materials.
2.3 Triangulations and bivariate spline estimators
Our estimation is based on bivariate splines over triangulations (BST). Below we briefly intro-
duce the techniques of triangulations and the bivariate spline smoothing for SVCMs.
2.3.1 Triangulations
Triangulation is an effective tool to handle data distributed on irregular regions with complex
boundaries and/or interior holes. In the following we use τ to denote a triangle which is a convex
hull of three points not located in one line. A collection 4 = {τ1, ..., τK} of K triangles is called a
triangulation of Ω = ∪Kj=1τj provided that if a pair of triangles in4 intersect, then their intersection
is either a common vertex or a common edge. Without loss of generality, we assume that all Ui’s
are inside triangles of 4, that is, they are not on edges or vertices of triangles in 4. Otherwise,
we can simply count them twice or multiple times if any observation is located on an edge or at a
vertex of 4.
There are quite a few packages available that can be used to construct a triangulation. For
example, one can use the “Delaunay” algorithm to find a triangulation; see MATLAB program de-
launay.m or MATHEMATICA function DelaunayTriangulation. “DistMesh” is another method to
generate unstructured triangular and tetrahedral meshes; see the DistMesh generator on http://persson.berkeley.edu/distmesh/.
A detailed description of the program is provided by Persson and Strang (2004). In all the simula-
tion studies and real data analysis below, we used the “DistMesh” to generate the triangulations.
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2.3.2 Bivariate spline estimators
For a nonnegative integer r, let Cr(Ω) be the collection of all r-th continuously differentiable
functions over Ω. Given a triangulation 4, let Srd(4) = {s ∈ Cr(Ω) : s|τ ∈ Pd(τ), τ ∈ 4} be a
spline space of degree d and smoothness r over triangulation 4, where s|τ is the polynomial piece
of spline s restricted on triangle τ , and Pd is the space of all polynomials of degree less than or












We use Bernstein basis polynomials to represent the bivariate splines. For any k = 0, . . . , p,
let {Bj}j∈Jk be the set of degree-d bivariate Bernstein basis polynomials for Srd(4) constructed in
Lai and Schumaker (2007a), where Jk denotes the index set of the basis functions. Then we can
write the function sk(u) =
∑
j∈Jk Bkj(u)γkj = Bk(u)
>γk, where γk = (γkj , j ∈ Jk)> is the spline











To meet the smoothness requirement of the bivariate splines, we need to impose some linear
constraints on the spline coefficients to enforces smoothness across shared edges of triangles. Denote
Hk the constraint matrix on the coefficients γk, which depends on the smoothness r and the
structure of the triangulation. Putting all smoothness conditions together yields Hkγk = 0. We









is an upper triangle matrix. We then reparametrize
using γk = Q2,kθk for some θk, then it is guaranteed that Hkγk = 0. Thus, the minimization












For simplicity, we assume B(u) = B0(u) = B1(u) = · · · = Bp(u) = {Bj(u)}j∈J , then H0 =
H1 = · · · = Hp and Q2 = Q2,0 = Q2,1 = · · · = Q2,p. In practice, if the coefficients are of
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very different degrees of smoothness, one can choose different bivariate spline basis functions with
variable triangulations for different coefficient functions to guarantee sufficient smoothness. Denote
θ = (θ>0 ,θ
>
1 , · · · ,θ>p )> and let Xi = (1, Xi1, . . . , Xip)>. Let B∗(Ui) = Q>2 B(Ui). Then the





















The BST estimator of βk(u) is β̂k(u) = B(u)
>γ̂k, where γ̂k = Q2θ̂k, for k = 0, . . . , p.
2.4 Asymptotic results
This section studies the asymptotic properties of the proposed estimators. To discuss these
properties, we introduce some notation of norms. For any function g over the closure of domain
Ω, denote ‖g‖2L2(Ω) =
∫
u∈Ω g
2(u)du1du2 the regular L2 norm of g, and ‖g‖∞,Ω = supu∈Ω |g(u)|
the supremum norm of g. For directions uj , j = 1, 2, let D
q
ujg(u) denote the q-th order derivative
in the direction uj at the point u. Let |g|υ,∞,Ω = maxi+j=υ ‖Diu1D
j
u2g(u)‖∞,Ω be the maximum
norms of all the υth order derivatives of g over Ω.
Let W `,∞(Ω) = {g : |g|k,∞,Ω <∞, 0 ≤ k ≤ `} be the standard Sobolev space. Given random
variables Tn for n ≥ 1, we write Tn = OP (bn) if limc→∞ lim supn P (|Tn| ≥ cbn) = 0. Similarly, we
write Tn = oP (bn) if limn P (|Tn| ≥ cbn) = 0, for any constant c > 0. Also, we write an  bn if there
exist two positive constants c1, c2 such that c1|an| ≤ |bn| ≤ c2|an|, for all n ≥ 1.
For a triangle τ ∈ 4 defined in Section 2.3.1, let |τ | be its longest edge length, and ρτ be
the radius of the largest disk which can be inscribed in τ . Define the shape parameter of τ as
the ratio πτ = |τ |/ρτ . When πτ is small, the triangles are relatively uniform in the sense that
all angles of triangles in the triangulation τ are relatively the same. Denote the size of 4 by
|4| := max{|τ |, τ ∈ 4}, i.e., the length of the longest edge of 4.
In the following we introduce some technical conditions.
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(C1) The joint density function of U = (U1, U2), fU (·), is bounded away from 0 and infinity.
(C2) For any k = 0, . . . , p, there exists a positive constant Ck such that |Xk| ≤ Ck. The eigenvalues
φ0(u) ≤ φ1(u) ≤ · · · ≤ φp(u) of Σ(u) = E(XX>|U = u) are bounded away from 0 and
infinity uniformly for all u ∈ Ω; that is, there are positive constants C1 and C2 such that
C1 ≤ φ0(u) ≤ φ1(u) ≤ · · · ≤ φp(u) ≤ C2 for all u ∈ Ω.
(C3) For any k = 0, . . . , p, the bivariate function βk ∈W `+1,∞(Ω) for an integer ` ≥ 1.
(C4) For every s ∈ Srd(4) and every τ ∈ 4, there exists a positive constant F1, independent of s
and τ , such that F1‖s‖∞,τ ≤
{∑
Ui∈τ, i=1,··· ,n s (Ui)
2
}1/2
, for all τ ∈ 4.
(C5) Let F2 be the largest among the numbers of observations in triangles τ ∈ 4. That is,{∑
Ui∈τ, i=1,··· ,n s (Ui)
2
}1/2
≤ F2‖s‖∞,τ , for all τ ∈ 4, where ‖s‖∞,τ denotes the supremum
norm of s over triangle τ . The constants F1 and F2 satisfy F2/F1 = O(1).
(C6) The triangulation 4 is π-quasi-uniform, that is, there exists a positive constant π such that
the triangulation 4 satisfies |4|/ρτ ≤ π, for all τ ∈ 4.
Conditions (C1) and (C2) are common in the nonparametric regression literature, specifically,
they are similar to Conditions (C1) and (C2) in Xue (2006) and Conditions (C1)-(C3) in Huang
et al. (2004). Condition (C3) describes the requirement for the coefficient functions as usually used
in the literature of nonparametric estimation. Condition (C4) ensures the existence of a discrete
least squares spline. In practice, it requires that within each triangle, the number of data points
should not be too small. Condition (C5) suggests that we should not put too many observations in
one triangle. In Section 2.5, we describe the penalized least squares spline fitting so that Conditions
(C4) and (C5) can be relaxed in the application, for example, F1 can be zero for some triangles.
Condition (C6) suggests the use of more uniform triangulations with smaller shape parameters and
this condition can be automatically handled via delaunay and distmesh triangulation program in
MATLAB/MATHEMATICA.
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The following theorem provides the convergence rate of β̂k(·). The detailed proofs of this
theorem are given in the supplemental materials.
Theorem 2.4.1. Suppose Conditions (C1)-(C6) hold, then for any k = 0, . . . , p, the spline esti-








Theorem 2.4.1 implies, if F2/F1 = O(1) and the number of triangles Kn and the sample size n
satisfy that Kn  n1/(`+2), then the BST estimator β̂k has the convergence rate ‖β̂k − βk‖2L2(Ω) =
OP (n
−(`+1)/(`+2)), which is the optimal convergence rate in Stone (1982b).
2.5 Bivariate penalized spline estimators
When we have regions of sparse data, bivariate penalized splines, as a direct ridge regression
shrinkage type global smoothing method, provide a more convenient tool for data fitting than the
BST approach presented in Section 2.3.2. In this section, we introduce a computationally efficient
and stable method to estimate the regression coefficients based on the bivariate penalized splines
over triangulations (BPST). In this approach, roughness penalty parameters are used to balance
the goodness-of-fit and smoothness. The number and shape of the triangles in triangulation are
no longer crucial, compared with the BST in Section 2.3.2, as long as the minimum number of











which is similar to the thin-plate spline penalty (Green and Silverman, 1994) except the latter is
integrated over the entire plane R2. An advantage of this penalty is that it is invariant with respect
to Euclidean transformations of spatial coordinates, thus, the bivariate smoothing does not depend
on the choice of the coordinate system.
Let λk ≥ 0 be the penalty parameter for coefficient function βk, k = 0, 1, . . . , p. Given
















where separate penalty parameters are used to allow different smoothness for different coefficient
















where Pk is the diagonally block penalty matrix satisfying that γ
>
k Pkγk = E(B>k γk).
Similar to what has been done in Section 2.3.2, we remove the constraint via QR decomposition



















Assuming B(u) = B0(u) = B1(u) = · · · = Bp(u) = {Bj(u)}j∈J , the minimization problem in


















Let Λ = diag(λ0, λ1, · · · , λp) and DΛ = Λ ⊗ (Q>2 PQ2). Solving the penalized least squares
















k, k = 0, . . . , p.
A crucial issue for the implementation of the above penalized smoothing is the selection of the
penalty parameters λk’s, which control the trade-off between the goodness of fit and smoothness.
A standard possibility is to select the penalty parameters using the cross-validation approach, for
example, multi-fold cross-validation (MCV) and generalized cross-validation (GCV). Based on our
simulation studies and real data applications, we find that MCV and GCV usually yield similar
results. In this work, we choose a common λ for all coefficient functions, nevertheless, separate
smoothing parameters for coefficient functions can be adopted with heavier computing; see the
discussions in Ruppert (2002b).
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2.6 Tests for Nonstationarity
2.6.1 Goodness-of-fit test
Statistical tests for examining if some of the coefficients vary over the space are fundamental in
achieving a valid interpretation of spatial non-stationarity of the regression relationship. To test
whether model (2.1) holds with a specified parametric form such as linear regression models, we
propose a bootstrap goodness-of-fit test based on the comparison of the residual sum of squares
(RSS) from both parametric and nonparametric fittings.
Consider the null hypothesis
H0 : βk(u) = βk(u;ρ), 0 ≤ k ≤ p, (2.10)
where βk(·;ρ) is a given family of functions indexed by unknown parameter vector ρ. Let ρ̂ be an




















The test statistic is defined as
Tn = (RSS0 − RSS1)/RSS1 = RSS0/RSS1 − 1, (2.11)
and we reject the null hypothesis (2.10) for large values of Tn. Due to the feature of less assumption
on the distribution of the error term of the model, bootstrap is a good technique for testing the
nonstationarity for the spatially varying coefficient models. We use the following nonparametric
bootstrap approach (Cai et al., 2000) to evaluate the p-value of the test.
Step 1. Based on the data {(Ui,Xi, Yi)}ni=1, obtain the following residuals ε̂i = Yi−
∑p
k=0Xikβ̂k(Ui),
i = 1, . . . , n, and calculate the centered residuals ε̂i − ε̂, where ε̂ = 1n
∑n
i=1 ε̂i;
Step 2. Generate the bootstrap residuals {ε∗i }ni=1 from the empirical distribution function of the
centered residuals ε̂i − ε̂ in Step 1, and define Y ∗i =
∑p
k=0Xikβk(Ui; ρ̂) + ε
∗
i ;
Step 3. Calculate the bootstrap test statistic T ∗n based on the sample {(Ui,Xi, Y ∗i )}ni=1;
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Step 4. Repeat Steps 2 and 3 B times and obtain a bootstrap sample of the test statistic Tn as




nb ≥ Tobs)/B, where I(·) is the
indicator function, and Tobs is the observed value of the test statistic Tn by (2.11); or reject
the null hypothesis H0 when Tn is greater than the upper-α quantile of {T ∗nb}Bb=1.
Note that the nonparametric estimate is always consistent, no matter the null or the alternative
hypothesis is correct. So here we bootstrap the centralized residuals from the nonparametric fit
instead of the parametric fit, and this should provide a consistent estimator of the null hypothesis
even when the null hypothesis does not hold. As proved in Kreiss et al. (2008), which considered
nonparametric bootstrap tests in a general nonparametric regression setting, asymptotically the
conditional distribution of the bootstrap test statistic is indeed the distribution of the test statistic
under the null hypothesis, as long as ρ̂ converges to ρ at the root-n rate.
2.6.2 Testing individual function stationarity
One important question arose in varying coefficient literature is that “Does a particular set of
local parameter estimates exhibit significant spatial variation?”. To answer this question, we focus
on testing the following null hypothesis
H0k : βk(u) = βk, v.s. H1k : βk(u) 6= βk, for a fixed k = 0, . . . , p. (2.12)
To conduct a hypothesis test, the variability of the local estimates can be used to examine the
plausibility of the stationarity assumption held in traditional regression (Brunsdon et al., 1996,
1999). Specifically, for a given covariate function βk at location i, suppose β̂k(ui) is the BST or
BPST estimate of βk(ui). If we take n values of this parameter estimate (one for each location
point within the region), an estimate of variability of the parameter is given by the variance of the
n parameter estimates.










and we reject the null hypothesis (2.12) for large values of Vnk.
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The next stage is to determine the sampling distribution of Vnk under the null hypothesis.
Under H0k, any permutation of Ui amongst the data points is equally likely. Thus, the observed
value of Vnk could be compared to the values obtained from randomly rearranging the data in
space and repeating the BPST procedure. The comparison between the observed Vnk value and
those obtained from a large number of randomized distributions can then form the basis of the
significance test.
Step 1. Randomly shuffle the n locations and obtain {U∗i }ni=1;
Step 2. Calculate the test statistic V ∗nk based on the sample {(U∗i ,Xi, Yi)}ni=1;
Step 3. Repeat Steps 1 and 2 B times and obtain a sample of the test statistic V ∗nk as {V ∗nk,b}Bb=1,




nk,b ≥ Vk,obs)/B, where Vk,obs is the observed
value of the test statistic Vnk by (2.13), or reject the null hypothesis when Vnk is greater
than the upper-α quantile of {V ∗nk,b}Bb=1.
2.7 Simulation
In this section, we analyze synthetic data generated from the model to assess the validity of the
proposed estimation and inference procedure based on BST and BPST smoothing methods. We
also implement the GWR method to each of these artificial data and compare the estimator with
our proposed ones.
To obtain the BST and BPST estimators, we set degree d = 2 and smoothness r = 1 when
generating the bivariate spline basis functions. The supplementary materials provide more simula-
tion results with different values of d and different triangulations. For BPST, a common penalty λ
for all coefficient functions is selected using 5-fold cross-validation from a 9-point grid, where the
values of log10(λ) are equally spaced between −2 and 2. For the GWR method, we use the “spgwr”
R package to obtain the GWR estimator. In all simulation studies, the total number of replications
is 500.
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2.7.1 Simulation study 1
Following Shen et al. (2011), the spatial layout in this example is designated as a [0, 6]2 domain,
and the population is collected at N = 100 × 100 lattice points with equal distance between any
two neighboring points along the horizontal and vertical directions. At each location, the response
variable is generated by Yi = β0(Ui)+Xiβ1(Ui)+εi, i = 1, . . . , N , where Xi is generated randomly
from a Uniform(0,2) distribution. The random error, εi, i = 1, . . . , n, are generated independently
from N(0, 1), and the coefficient functions are




, β1(u1, u2) =
2
81
{9− (3− u1)2}{9− (3− u2)2}. (2.14)
See Figure 2.1 (a) and (b) for the contour plots of the two true coefficient functions. We randomly
sample n = 500, 1000 and 2000 points from the 100× 100 points in each Monte Carlo experiment.
Figure 2.1 (c) shows the triangulation used to obtain the BST and BPST estimators, and there
are 13 triangles and 12 vertices in this triangulation. The mean squared estimation error (MSE)
and mean squared prediction error (MSPE) for the estimators of the coefficient functions, as well
























In addition, we report the bias (BIAS) of σ̂2 = 1n
∑n
i=1(Yi − Ŷi)2 in estimating the true variance of
errors σ2. All the results are summarized in Table 2.1.
We compare the proposed BST and BPST with GWR by evaluating the estimation accuracy and
their predictive accuracy of the spatial pattern. As the sample size increases, all three estimators
tend to result in better performance in terms of MSE, MSPE and BIAS. Moreover, regardless of
the sample size, both the BST and BPST estimators outperform the GWR estimator. Compared
with the BST estimators, the BPST estimators are more stable, especially when the sample size
is small, and the difference between the BST and the BPST estimators is getting smaller as the




Figure 2.1 Simulation study 1: plots of (a) true β0; (b) true β1; (c) triangulation.
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MSE MSPE MSE MSPE BIAS MSPE
500
BST 0.1046 0.1128 0.0840 0.0904 0.0642 1.0345 0.087
BPST 0.0628 0.0637 0.0548 0.0559 0.0527 1.0165 1.102
GWR 0.1708 0.1763 0.1379 0.1434 0.1439 1.1063 28.152
1000
BST 0.0479 0.0496 0.0410 0.0421 0.0427 1.0030 0.121
BPST 0.0340 0.0345 0.0326 0.0331 0.0381 0.9984 2.138
GWR 0.1127 0.1144 0.0889 0.0907 0.1097 1.0505 102.666
2000
BST 0.0241 0.0244 0.0219 0.0222 0.0300 0.9897 0.186
BPST 0.0204 0.0205 0.0205 0.0207 0.0266 0.9888 4.902
GWR 0.0726 0.0733 0.0564 0.0571 0.0798 1.0122 441.230
triangulations, which suggest that the number of triangles or the number of basis functions only
have a little effect on the BPST estimator, especially when there is a sufficient number of triangles.
Figure 2.2 visualizes the estimated surfaces of β0(·) and β1(·) using BST, BPST and GWR,
which are based on one typical replication with n = 2000. These plots suggest that the BPST
method is able to estimate the spatial pattern with the greatest accuracy, followed by the BST
method, and the GWR is not able to capture the spatial pattern very accurately.
In terms of the computing, since the GWR technique is largely based on kernel regression, a
locally weighted regression is required at every single point in the dataset, which results in a great
computational complexity. In contrast, both BST and BPST can be formulated as one single least
squares problem, thus, the computing is very easy and fast. The last column (Time) in Table 2.1
summarizes the average computing time per iteration in seconds for each method. All the methods
are implemented using a personal computer with Intel(R) Core(TM) i5 CPU dual core @ 2.90GHz
and 8.00GB RAM. Specifically, one can see that as the sample size increases, the computational time
for GWR method increases dramatically while BST and BPST almost provide a linear complexity
of the sample size when the number of triangles is much less than the sample size.
As one of the most important inferences in the GWR literature, the test for a globally stationary






Figure 2.2 Simulation study 1: estimated surface via (a) BPST; (b) BST; (c) GWR based
on sample size n = 2000.BPST=bivariate penalized splines over triangulation;
BST = bivariate splines over triangulation; GWR=geographically weighted
regression
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data. Next we investigate the performance of the proposed bootstrap test described in Section
2.6.1. We consider the following hypothesis:
H0 : βk(u) = βk, k = 0, 1 v.s. H1 : βk(u) 6= βk, for at least one k.
Note that H0 corresponds to the ordinary linear regression model. The power function is evaluated
under a sequence of the alternative models indexed by δ:




k(u)− β̄0k), k = 0, 1, (0 ≤ δ ≤ 1), (2.15)
where β0k(u), k = 0, 1, are given in (2.14), and β̄
0
k is the average height of β
0
k(u), and in our
simulation, β̄00 = 1.2604, β̄
0
1 = 0.8710. The parameter δ is designated different values to evaluate
the power of the test. The null hypothesis corresponds to δ = 0 in the coefficients.
We apply the bootstrap goodness-of-fit test in a simulation with 500 replications of sample
size n = 500, 1000, and record the relative frequencies of rejecting H0 under the significance level
α = 0.05. For each realization, we repeat bootstrap sampling 100 times. Figure 2.3 illustrates the
empirical frequencies of rejecting H0 against δ using BPST and GWR methods. For GWR, we use
the “BFC02.gwr.test” function within the “spgwr” package in R, where the test result is obtained
by test statistics based on the RSS described in Fotheringham et al. (2002b). When δ = 0, these
relative frequencies represent the size of the test. For BPST, the relative frequency is 0.060, which
is fairly close to the given significant level 5%. This demonstrates that bootstrap estimate of the
null distribution is approximately correct. However, the GWR gives 0.000, which is much smaller
than the significant level. For our BPST based bootstrap test, regardless of the sample size, the
power increases rapidly to one when δ = 0.2, suggesting that the proposed test is quite powerful.
Overall, the proposed test is of a higher power in identifying the varying coefficients than the GWR
based test.
Next we conduct an individual stationarity test with H0k : βk(u) = βk v.s. H1k : βk(u) 6= βk,
for k = 0, 1. Similar to (2.15), the power function is evaluated under a sequence of the alternative








Figure 2.3 Type I Errors and Power for Boostrap Tests in Simulation study 1: (a)




k(u) − β̄0k), k = 1, 2;




0(u) − β̄00); (c) H0 : β1(u) = β1




1(u) − β̄01). BPST=bivariate penalized splines over
triangulation; GWR=geographically weighted regression
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(a) β0 (b) β1
Figure 2.4 Simulation study 1: coefficient functions under H1 when δ = 0.4.
We apply the individual stationarity test described in Section 2.6.2 at significant level α = 0.05
with n = 500, 1000, respectively. Similar as in the global stationarity, 500 replications with B = 100
bootstrap samples in each replication are conducted to compute the p-value. The individual test
for the GWR is based on the test statistic proposed in Leung et al. (2000) and implemented using
the R function “LMZ.F3GWR.test”.
When δ = 0, the rejection frequencies of BPST are reasonably close to the given significance
level for both coefficient functions. Consider the specific alternative with δ = 0.4, where the
functions {βk(u)} under H1k are shown in Figure 2.4. Even with such a small difference, we can
correctly detect the alternative over 80% of the 500 simulations. With the value of δ increasing, the
rejection frequencies increase rapidly, and thus, the rejection frequency of BPST is definitely high if
coefficient functions are indeed spatially varying. However, for GWR, the rejection frequencies are
much higher than the given significance level, which indicates a much larger Type I error. Although
the results improve with the sample size increasing, the rejection rates are still twice or three times
higher than the significance level.
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In summary, the simulation study demonstrates that the proposed bootstrap tests can well
approximate the null distribution of the test statistic even for moderate sample size.
2.7.2 Simulation study 2
In this simulation study, we consider a modified horseshoe domain constructed in Wood et al.
(2008). In particular, we divide the entire horseshoe domain evenly into N = 401×901 grid points,
which is considered as the population. We adopt the coefficient functions shown in Figure 2.5 (a) and







The response variable Yi are generated from the following model: Yi = β0(ui) + Xiβ1(ui) + εi,
i = 1, . . . , N , where Xi is generated randomly from a Uniform(0,2) distribution. The random
error, εi, i = 1, . . . , n, are generated independently from N(0, 0.5
2) distribution. For each of the
500 Monte Carlo experiment, we randomly sample n = 2000 and 5000 locations uniformly on the
domain.
Figure 2.5 (c) shows the triangulation used to obtain the BST and BPST estimators, and there
are 77 triangles and 65 vertices in this triangulation. The results of MSE, MSPE and BIAS based
on 500 replications are summarized in Table 2.2, and the predicted surfaces from one iteration when
n = 2000 are demonstrated in Figure 2.6. These results highlight, on the irregular domain, that
both BST and BPST methods can provide more accurate and efficient estimation than the GWR
method.
Another computational issue worth mentioning is that when GWR is used for prediction, a
locally weighted regression is also required at every single point in the predicting dataset. In this
example, the prediction is conducted over the entire 401 × 901 = 361, 301 grid points. Therefore,
the entire process cannot be completed using personal computers, instead, the GWR algorithm is
conducted via cluster using a parallel computing of 24 general-purpose compute nodes with 128GB
RAM associated to each node and on average each iteration takes more than 5 hours to complete
for n = 2000. Unfortunately, when n = 5000, we are not able to obtain any results using the










Figure 2.6 Simulation study 2: estimated surface via (a) BPST; (b) BST; (c) GWR based
on sample size n = 2000.
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MSE MSPE MSE MSPE BIAS MSPE
2000
BST 0.0312 0.0348 0.0237 0.0269 0.0129 0.2647 12.376#
BPST 0.0130 0.0132 0.0080 0.0081 0.0060 0.2588 29.589#
GWR 0.0325 0.0337 0.0240 0.0248 0.0306 0.2697 18280.320∗
5000
BST 0.0117 0.0120 0.0085 0.0088 0.0051 0.2560 14.033#
BPST 0.0070 0.0070 0.0042 0.0042 0.0028 0.2545 64.016#
GWR –∗∗ –∗∗ –∗∗ –∗∗ –∗∗ –∗∗ –∗∗
# The average computational time is measured using personal computer with Intel(R) Core(TM)
i5 CPU dual core @ 2.90GHz and 8.00GB RAM.
∗ The average computational time is measured by cluster using a parallel computing of 24
general-purpose compute nodes with 128GB RAM associated to each node.
–∗∗ We don’t have results here because the computing time for 500 iterations in total is more than
168 hours even using cluster with 24 cores parallelly.
prediction can be done with one simple matrix multiplication, and thus it is very fast even when the
dataset is huge. For example, one BPST-based iteration of size 5000 only takes about one minute
on a personal computer with Intel(R) Core(TM) i5 CPU dual core @ 2.90GHz and 8.00GB RAM.
2.8 Application to Air Pollution Data Analysis
Recently, fine particles (PM2.5, particulate matter with diameter of 2.5 micrometers or less) has
become a major air quality concern since it poses significant risks to human health, such as asthma,
chronic bronchitis, lung cancer, atherosclerosis, etc. Many recent research works (Tai et al., 2010;
Hu et al., 2013; Russell et al., 2017, for example) suggest that the PM2.5 concentrations depend on
meteorological conditions. To improve the current pollution control strategies, there is an urgent
need for a more comprehensive understanding of PM2.5 and a more accurate quantification between
the meteorological drivers and the levels of PM2.5.
In this section, we show the applicability of the proposed SVCM on a meteorological dataset to
study the effect of meteorological characteristics on air quality. In our study, daily mean surface
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Table 2.3 Meteorological parameters.
Variable Meteorological Parameter
PPTN Daily total precipitation (mm)
RH Air relative humidity at 2m (%)
Tmin Surface daily minimum air temperature (
◦C)
Tmax Surface daily maximum air temperature (
◦C)
WS Surface wind speed (m/s)
TCDC Total column cloud cover (%)
concentrations of total PM2.5 for the year 2011 are obtained from the United States Environmental
Protection Agency; meteorological drivers are provided by the National Oceanic and Atmospheric
Administration (http://www.esrl.noaa.gov/psd/); daily total gridded precipitation (PPTN),
surface wind speed (WS), surface daily minimum air temperature (Tmin) and surface daily max-
imum air temperature (Tmax) are acquired from Livneh data (Livneh et al., 2013); air relative
humidity (RH) and total column cloud cover (TCDC) are obtained from North American Regional
Reanalysis. See Table 2.3 for details.
Noting that there are some missing values in RH, TCDC and total PM2.5, we aggregate the data
by season and focus on the most severe polluted season in a year — winter (December, January,
February). We predict the PM2.5 for winter season using the proposed SVCM:
PM2.5 = β0(u) + β1(u)PPTN + β2(u)RH + β3(u)Tmin + β4(u)Tmax
+β5(u)WS + β6(u)TCDC + ε. (2.16)
We also consider the multiple linear regression (MLR) without using the spatial information:
PM2.5 = β0 + β1PPTN + β2RH + β3Tmin + β4Tmax + β5WS + β6TCDC + ε. (2.17)
To evaluate different methods, we examine both the estimation accuracy and the prediction
accuracy of the MLR in (2.17), the GWR and the BPST in (2.16). The out-of-sample prediction
errors of each method are calculated by 10-fold cross validation. The MSE and MSPE of three
methods are summarized in Table 2.4. It is obvious that BPST estimator provides a much more
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Table 2.4 Estimation and prediction accuracy for air pollution data.
OLS GWR BPST
MSE 18.68 8.44 7.03
MSPE 18.95 13.20 12.30
Table 2.5 Hypothesis tests with their p–values of the tests for PM2.5 data.
Null hypothesis Corresponding variables p-Value
β0(u) = β0 Intercept < 0.001
β1(u) = β1 PPTN 0.406
β2(u) = β2 RH 0.688
β3(u) = β3 Tmin 0.430
β4(u) = β4 Tmax 0.020
β5(u) = β5 WS < 0.001
β6(u) = β6 TCDC < 0.001
βk(u) = βk, k = 0, 1, . . . , 6 < 0.001
accurate estimation and prediction. Figure 2.7 (b)-(h) summarize the coefficient estimation results
via BPST.
A natural question is if the coefficients are really varying over space in model (2.16). We now
use our proposed test procedure in Section 2.6 to answer this question. The p-values of these tests
are listed in Table 2.4. For the global stationary test, the p-value is smaller than 0.001, so under
the significance level α = 0.05 we conclude that at least one of the coefficient is nonstationary
over the entire United States. For the individual stationarity test, the resulting p-values for the
intercept, Tmax, WS and TCDC are all smaller than the significant level α = 0.05, indicating that
the coefficients β0(u), β4(u), β5(u) and β6(u) are really varying over space. However, for PPTN,
RH and Tmin, the p-value  α, so we don’t have enough evidence to reject the null hypothesis.
The estimated coefficient function plots in Figure 2.7 confirm the conclusion of the proposed tests.
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(a) Triangulation with Data Points (b) β0 (Intercept)
(c) β1 (PPTN) (d) β2 (RH)
(e) β3 (Tmin) (f) β4 (Tmax)
(g) β5 (WS) (h) β6 (TCDC)
Figure 2.7 Estimates of the coefficient functions of the SVCM for PM2.5 data.
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2.9 Concluding remarks
In summary, the proposed method has the following advantages in analyzing the spatial non-
stationarity of a regression relationship for spatial data. First, comparing with GWR, the proposed
method is much more computationally efficient to deal with large datasets. Specifically, the com-
putational complexity of BST and BPST is O(nK2n), which indicates that it is almost linear in
terms of the sample size. In addition, as a global estimation with an explicit model expression, the
proposed spline approach enables easy-to-implement prediction compared to the local approaches.
Second, the proposed method can overcome the problem of “leakage” across the complex domains
that many conventional tools suffer. Third, by introducing the roughness penalty into the BST, the
BPST can alleviate the adverse effect of the collinearity problem in GWR (Wheeler and Tiefels-
dorf, 2005) and provide more accurate estimators of the coefficient functions. The BPST also easily
allows different smoothness for different functional coefficients, which is enabled by assigning dif-
ferent penalty parameters accordingly. Finally, with increasing volumes of data being collected on
the environment through remote sensing platforms, complex sensor networks and GPS movement,
this work provides one feasible approach to study large scale environmental spatial data.
The proposed method in this article can be easily extended to semiparametric varying-coefficient
partially linear models (Brunsdon et al., 1999; Fotheringham et al., 2002b; Fan and Huang, 2005),
where some coefficients in the model are assumed to be constant and the remaining coefficients are
allowed to spatially vary across the studied region.
In spatial data analysis, there are mainly two issues: spatial dependence and spatial hetero-
geneity, and our paper focuses on the later one. To understand the theoretical behavior of the
estimators, we assume the errors are independent. Although this assumption is not uncommon in
the GWR literature, it is more realistic to relax the independence assumption. The spatial depen-
dence can be alleviated by choosing the optimal triangulation, it may not fully vanish, and certainly
there is more future work ahead to investigate this issue. Lu and Tjøstheim (2014) proposed non-
parametric kernel estimators for probability density functions for irregularly observed spatial data
and established a new framework of expanding-domain infill asymptotics, which might be useful in
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defining the “mixing” condition for the errors in our model and studying the asymptotics of our







i β(Ui) + εi, i = 1, . . . , n, (2.18)
where wij is the impact of Yj on Yi, for example, a specified physical or economic distance. This
model considers the neighboring effect and is thus able to take care of the spatial dependence
issue. We are interested in extending our work to this class of models for irregularly spaced data
over complex domains. However, it is challenging to define wij (distance) for our method due to
the “leakage” problem across complex boundary features. Another interesting future work is the
spatio-temporal extension to analyze data collected across time as well as space. We might be able
to establish some promising theoretical results under some dependent error assumptions if letting
the number of time points go to infinity. We believe more careful and intensive future work is
necessary in these directions.
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2.10 Supplemental Materials
The supplementary materials provide more numerical studies and technical proofs of Theorem
2.4.1 in the main paper. Some Matlab code to estimate and make inference for the SVCMs is also
provided.
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2.10.1 Appendix A: Extra Simulation Studies
When performing the proposed BPST estimation, one needs to decide the triangulation of the
domain and the degree of the bivariate spline space. To assess the effect of the number of triangles
and the degree of the bivariate spline space on the fitting, we provide more simulation studies in
this section. This simulation setting is the same as that in Simulation study 1 in the main paper.
For each simulated data, we fit the SVCM with different triangulations and different degree of the
spline space.
We consider three triangulations, 41, 42 and 43, in the data fitting, and a demonstration
of the three triangulations is given in Figure 2.8. Triangulation 41 is constructed with K = 8
triangles. Triangulation 42 with K = 13 triangles is the one we used in the main article. We refine
it further to get 43, which has K = 24 triangles.
We calculate the BPST estimates based on triangulations 41, 42 and 43, respectively. Table
2.6 shows the MSE, MSPE of the coefficient functional estimates, the bias of the variance estimate
(BIAS) of the true variance of errors, and the MSPE when predicting the response variable. The
results are based on 500 replications of the estimates at different K and d.
In general, the MSE and MSPE decrease as the triangulation gets finer. However, it is seen
that both MSE and MSPE quickly stabilize at the number of triangles as low as K = 13. Similarly,
as the degree of the spline space increases, the MSE and MSPE tend to decrease slightly, but no
significant difference is observed between d = 2 and d = 4. This suggests that the number of
triangles or the number of basis functions, and the degree of the spline space only have a little
effect on the proposed BPST estimator; especially when there is a sufficient number of triangles,
different degrees of the spline space only make very little difference.
Figures 2.9 and 2.10 visualize the estimated surfaces of β0(·) and β1(·), respectively, based on
different triangulations and values of d. The plots are drawn from one typical replication with
n = 2000. No significant difference is observed from these plots.
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(a) 41 (b) 42
(c) 43
Figure 2.8 Three triangulations constructed for Simulation study 1.
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Table 2.6 Estimation and prediction results for Simulation study 1 at different triangles





MSE MSPE MSE MSPE BIAS MSPE
500
8
2 0.0616 0.0625 0.0685 0.0701 0.0298 1.0363 1.160
4 0.0615 0.0622 0.0551 0.0563 0.0752 1.0210 1.661
13
2 0.0628 0.0637 0.0548 0.0559 0.0527 1.0165 1.102
4 0.0613 0.0620 0.0548 0.0559 0.0785 1.0211 2.066
24
2 0.0615 0.0623 0.0555 0.0567 0.0559 1.0178 1.188
4 0.0610 0.0617 0.0549 0.0561 0.0826 1.0212 3.856
1000
8
2 0.0340 0.0343 0.0484 0.0492 0.0155 1.0188 2.150
4 0.0347 0.0351 0.0331 0.0337 0.0549 0.9993 3.088
13
2 0.0340 0.0345 0.0326 0.0331 0.0381 0.9984 2.138
4 0.0347 0.0351 0.0331 0.0336 0.0575 0.9994 3.918
24
2 0.0360 0.0364 0.0359 0.0365 0.0410 0.9997 2.404
4 0.0348 0.0352 0.0331 0.0337 0.0618 0.9995 7.005
2000
8
2 0.0195 0.0196 0.0376 0.0379 0.0062 1.0097 4.247
4 0.0209 0.0210 0.0201 0.0202 0.0412 0.9867 6.107
13
2 0.0204 0.0205 0.0205 0.0207 0.0266 0.9888 4.902
4 0.0211 0.0212 0.0201 0.0203 0.0431 0.9868 7.504
24
2 0.0217 0.0219 0.0235 0.0237 0.0308 0.9891 4.986
4 0.0215 0.0216 0.0205 0.0207 0.0459 0.9868 13.619
37







Figure 2.9 BPST estimate for β0 based on one typical run of sample size n = 2000: (a)
|41|, d = 2; (b) |41|, d = 4; (c) |42|, d = 2; (d) |42|, d = 4; (e) |43|, d = 2;
(f) |43|, d = 4.
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Figure 2.10 BPST estimate for β1 based on one typical run of sample size n = 2000: (a)
|41|, d = 2; (b) |41|, d = 4; (c) |42|, d = 2; (d) |42|, d = 4; (e) |43|, d = 2;
(f) |43|, d = 4.
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2.10.2 Appendix B: Application to California house value data
In this section we illustrate the methodology via an application to the California house value
data from the StatLib repository. The data set appeared in Pace and Barry (1997) and consists of
information of all the block groups in California defined by centroid of census enumeration areas.
In the data set, a block group on average includes 1425.5 individuals living in a geographically
compact area and there are 20, 640 blocks in total.
It is of interest to study the association between the median house value (Value) in a block
group and some attributes describing the block, including the median income (MedInc), median
house age (Age), the average number of bedrooms (AveBedrms) and housing density as reflected
by the number of households (Hhd) in each block. It is obvious that the location of a house is very
crucial for making an accurate prediction, so we model the logarithmic of median house value using
the SVCM. Due to skewed distributions, the explanatory variables, Age, AveBedrms and Hhd, are
also transformed to their logs. The model
log(Value) = β0(u) + β1(u)MedInc + β2(u) log(Age) + β3(u) log(AveBedrms)
+β4(u) log(Hhd) (2.19)
is used to fit the given data. We also consider the purely linear model without using the spatial
information:
log(Value) = β0 + β1MedInc + β2 log(Age) + β3 log(AveBedrms) + β4 log(Hhd), (2.20)
and fit it using the ordinary linear least squares (OLS) method.
Based on the median house values, we classify the houses in the dataset into six groups: (1)
less than 50K, (2) 50K–100K, (3) 100K–150K, (4) 150K–200K, (5) 200K–300K, and (6) greater
than 300K. These groups are illustrated in Figure 2.11 (a). The estimated median house values
using BPST, OLS and GWR are depicted in Figure 2.11 (c)–(e). All the plots in Figure 2.11 show
that expensive houses are clustered around the major cities and inland house values are lower than
coastal house values. As shown in Figure 2.11 (d), the OLS significantly underestimates the coastal
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enclaves of expensive houses and overestimates the house values in the central valley. In contrast,
both BPST and GWR yield much more accurate estimates. Figure 2.12 summarizes the coefficient
estimation results via BPST.
To evaluate different methods, we consider both the estimation accuracy and the prediction
accuracy of the linear model in (2.20) and the SVCM in (2.19). The out-of-sample prediction
errors of each method are calculated by 5-fold cross validation. OLS, GWR and BPST yield mean
squared errors (MSE) of 0.1605, 0.0581 and 0.0509, respectively. Since the estimation error is
measured in the logarithmic scale, BPST estimator provides a much more accurate estimation.
Meanwhile, the mean squared prediction errors (MSPE) are 0.1609 and 0.0576 for OLS and BPST.
Unfortunately, due to the computing complexity of the GWR method and its collinearity issue (see
the discussions inWheeler and Tiefelsdorf (2005)), we are not able to implement the cross-validation
for GWR to evaluate the prediction error. It is worth mentioning that the entire estimation process
for GWR takes more than 2 Days and 5 hours while the BPST estimation can be implemented
within 2 hours on a personal computer with Intel(R) Core(TM) i5 CPU dual core @ 2.90GHz and
8.00GB RAM.
A natural question is if the coefficients are really varying over space in model (2.19). We now
use our proposed test procedure in Section 2.6 to answer this question. The p-values of these tests
are listed in Table 2.7. For the global stationary test, the p-value is very small, even close to
0.000, so under the significance level α = 0.05 we conclude that at least one of the coefficient is
nonstationary over California. For the individual stationarity test, the resulting p-values for the
intercept, MedInc and Age, AveBedrms are all very small, indicating that the coefficients β0(u),
β1(u), β2(u) and β3(u) are really varying over space. However, for Hhd the p-value = 0.08, so
when we conduct the significant test at level α = 0.05, we don’t have enough evidence to reject
the null hypothesis. The estimated coefficient function plots in Figure 2.7 confirm the conclusion





Figure 2.11 Plots for CA housing data: (a) observed housing values; (b) triangulation for
CA; (c) estimated housing values via BPST; (d) estimated housing values via
LM; (e) estimated housing values via GWR.
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(a) β0 (b) β1
(c) β2 (d) β3
(e) β4
Figure 2.12 Estimates of the coefficient functions of the SVCM for CA housing data.
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Table 2.7 Some hypothesis tests with their p–values of the tests for California housing
data.
Null hypothesis Corresponding variables p-Value
β0(u) = β0 Intercept < 0.001
β1(u) = β1 MedInc < 0.001
β2(u) = β2 Age < 0.001
β3(u) = β3 AveBedrms < 0.001
β4(u) = β4 Hhd 0.080
βk(u) = βk, k = 0, 1, 2, 3, 4 MedInc, Age, AveBedrms, Hhd < 0.001
2.10.3 Appendix C: Technical Proofs
In the following, we use c, C, c1, c2, C1, C2, etc. as generic constants, which may be different
even in the same line. For a real valued vector a, denote ‖a‖ its Euclidean norm. For a matrix
A = (aij), denote ‖A‖∞ = maxi
∑






}1/2 and ‖g‖∞,Ω = max0≤k≤p ‖gk‖∞,Ω, where ‖gk‖L2,Ω and gk‖∞,Ω are
the L2 norm and supremum norm of gk defined at the beginning of Section 2.4. For notation
simplicity, we drop the subscript Ω in the rest of the paper.
2.10.4 Properties of Bivariate Splines
We cite next two important results, the first from Lai and Schumaker (2007a), and the second
is Corollary of Theorem 6 in Lai (2008).
Lemma 2.10.1. Let {Bj}j∈J be the Bernstein polynomial basis for spline space Srd(4) defined
over a π-quasi-uniform triangulation 4. Then there exist positive constants c, C depending on the
















Lemma 2.10.2. Assume g(·) is in Sobolev space W `+1,∞(Ω) and (C4)-(C6) are satisfied. For




x2 (g − g
∗) ‖∞ ≤ C(F2/F1)|4|`+1−α1−α2 |g|`+1,∞, where C is an absolute constant depending
on the smoothness r, d, and the shape parameter π.
2.10.5 Inner Products
For g(1)(u) = (g
(1)
0 (u), . . . , g
(1)
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and the theoretical inner product as















where U is the random location with density function fU . Denote the corresponding empirical and
theoretical norms ‖ · ‖n and ‖ · ‖.
Lemma 2.10.3. Let g(u) = (g0(u), . . . , gp(u))
>, where gk(u) =
∑
j∈J γkjBj(u). Then, under
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kj Bj be any spline functions in S
r
d(4).
Denote the collection of vectors of functions g(u) = (g0(u), . . . , gp(u))
> with gk ∈ Srd(4) for












∣∣∣∣∣ = OP {(Kn log n)1/2/n1/2} .
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∣∣∣∣∣ = oP (1).







































where 〈Bkj , Bk′j′〉n = 1n
∑n
i=1XikXik′Bkj(Ui)Bk′j′(Ui). Following Condition (C2) and the bound-





















where 〈Bkj , Bk′j′〉 = E[XikXik′Bkj(Ui)Bk′j′(Ui)]. It follows from Conditions (C1), (C2), Lemma






























































}1/2 max ∣∣〈Bkj , Bk′j′〉n − 〈Bkj , Bk′j′〉∣∣ .
It follows that
Rn ≤ C−11 |4|
−2 max
∣∣〈Bkj , Bk′j′〉n − 〈Bkj , Bk′j′〉∣∣ . (2.21)
Next we show that with probability 1,
max
∣∣〈Bkj , Bk′j′〉n − 〈Bkj , Bk′j′〉∣∣ = OP {(log n)1/2/(nKn)1/2} . (2.22)


















}2  |4|4, E [X2kX2k′Bkj2(Ui)Bk′j′2(Ui)]  |4|2. Hence, ER2ξ,ζ,i 
|4|2. The m-th moment is
E
∣∣Rkj,k′j′,i∣∣m ≤ 2m−1 {E ∣∣XkXk′Bkj(Ui)Bk′j′(Ui)∣∣m + ∣∣EXkXk′Bkj(Ui)Bk′j′(Ui)∣∣m} ,
where
∣∣EBj(Ui)Bj′(Ui)∣∣m  |4|2m, E ∣∣Bj(Ui)Bj′(Ui)∣∣m  |4|2. Thus, there exists a constant
C > 0 such that E
∣∣Rj,j′,i∣∣m ≤ C2m−1m!ER2j,j′,i. So the Cramer’s condition is satisfied with
Cramer’s constant c∗ = cn−1.






























































∣∣∣∣∣ = OP {(log n)1/2/(nKn)1/2} .
Thus, (2.22) has been obtained. The desired result follows from (2.21) and (2.22).
As a direct result of Lemma 2.10.4, we can see that
sup
g∈Srd(4)
∣∣∣‖g‖2n/ ‖g‖2 − 1∣∣∣ = OP {(Kn log n)1/2/n1/2} . (2.24)
2.10.6 Proof of Theorem 2.4.1




i=1 {Xi ⊗B∗(Ui)} {Xi ⊗B∗(Ui)}
>. Then we can
state the following lemma.
Lemma 2.10.5. There are positive constants C1 and C2 such that, expect on an event whose
probability tends to zero, all the eigenvalues of KnVn fall between C1 and C2, and consequently Vn
is invertible.
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kj for θ = (θ
>
0 , · · · ,θ>p )> with θk = (θk1, · · · , θkJ)>. By Lemmas A.1
and A.3, except on an event whose probability tends to zero, ‖gθ‖2n  ‖gθ‖2  ‖θ‖2/Kn. Note
that θ>Vnθ = ‖gθ‖2n. The desired result follows.
Lemma 2.10.6. Suppose Condition (C1) holds. If Kn log n/n→ 0 as n→∞, then there exists a











∣∣ = |∑ni=1 ξi|, where ξi = n−1 {Bj(Ui)− EBj(Ui)}
with Eξi = 0 and for any k ≥ 2, Minkowski’s inequality implies that E |ξi|k = n−kE |Bj(Ui)− EBj(Ui)|k ≤
(2/n)k 2−1
[
EBkj (Ui) + |EBj(Ui)|k
]
, where EBkj (Ui)  |4|2, |EBj(Ui)|
k  |4|2k, and Eξ2i =
n−2E |Bj(Ui)− EBj(Ui)|2 ≥ c|4|2. It is then clear that one can find a constant c > 0 such that




k!E |ξi|2. Applying Bernstein’s inequality to
∑n
i=1 ξi, for any
















































for such δ > 0. Noting that E|Bj(Ui)|  K−1n , the desired result follows.
Let β∗ = (β∗0 , . . . , β
∗
p) ∈ Srd(4) be such that ‖β
∗ − β0‖ = O(F2F1 |4|
`+1|g|`+1,∞). Then there
exists θ∗ = (θ∗>0 , · · · ,θ∗>p )> with θ∗k = (θ∗k1, · · · , θ∗kJ)>, such that β






{Xi ⊗B∗(Ui)}X>i β∗(Ui). (2.25)
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{Xi ⊗B∗(Ui)} εi. (2.26)
Then one can decompose the estimation error of θ̂ as the following:
θ̂ − θ∗ = θ̃β − θ∗ + θ̃ε. (2.27)
The following two lemmas provides the asymptotic order of θ̃β − θ∗ and θ̃ε, respectively.
Lemma 2.10.7. Suppose Conditions (C1) and (C2) hold, then ‖θ̃ε‖2 = OP (K2n/n).


































>B∗(Ui′)εiεi′ . Because the eigenvalues of
Q2Q
>
2 are either 0 or 1, under Condition (C2), for any k, i,







 | ≤ C(d+ 1)(d+ 2)Kn|4|2,






2 B(Ui′)εiεi′ = 0.




Knp(n|4|2) = Cpn−1K2n. The conclusion of the lemma follows.
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Proof. By (2.25) and (2.26), θ̃β − θ∗ = V−1n 1n
∑n
i=1 {Xi ⊗B∗(Ui)}X>i {β0(Ui)− β
∗(Ui)}, so









{Xi ⊗B∗(Ui)}X>i {β0(Ui)− β∗(Ui)}.
According to Lemma 2.10.5,




















It follows from Conditions (C3)-(C6) and Lemma 2.10.2 that

































i=1 |Bj(Ui)|, thus Lemma
2.10.6 and Condition (C2) imply that














The proof of the lemma is complete.
Proof of Theorem 2.4.1. Note that ‖θ̂ − θ∗‖ ≤ ‖θ̂β − θ∗‖+ ‖θ̂ε‖ by (2.27). Thus, according to




KnF2/F1|4|`+1}. By the properties
of the bivariate spline basis functions in Lemma 2.10.1, ‖β̂ − β‖L2  |4|‖θ̂ − θ∗‖, k = 0, 1, . . . , p.
The desired result follows. 
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D. Matlab code
In this section, we provide the Matlab code for the proposed estimation and hypothesis testing
for SVCMs.
D.1 Matlab code to find the estimation
For the spline estimation part, there are two functions: ‘svcm est.m’ and ‘svcm fit.m’. The
svcm est() function is the main function for both BST estimation and BPST estimation, where
the tuning parameter λ is selected by 5-fold cross validation for the BPST estimation. For a given
λ, the bivariate spline fitting is implemented by ‘svcm fit.m’.
For svcm est(), there are seven input arguments, including
1. X: Explanatory Variables;
2. Y: Response Variable;
3. B: Bivariate Spline Basis;
4. Q2: QR Decomposition of the Transpose of Smoothness Condition Matrix;
5. K: Energy Matrix;
6. lambda: Tuning Parameter;
7. method: ‘bpst’ or ‘bst’ (‘Bivariate Penalized Spline’ or ‘Bivariate Spline’) .
In return, the outputs of the function contain
1. beta hat: Estimated Coefficient Function;
2. Y hat: Fitted Value for Response Variable;
3. sse: Sum of Squared Error;
4. lambda c: Tuning Parameter Chosen by CV/GCV;
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% Bivariate Penalized Spline Estimation
if(strcmp(method,’bpst’))




















































The second function in the estimation part is svcm fit() which conducts the BST fitting or
BPST fitting for a given penalty parameter λ. Both the input and the output arguments are very































D.2 Matlab code to perform the test
To conduct the hypothesis tests discussed in Section 5, the main function is: ‘svcm test.m’.
The following are the eight input arguments,
1. X: Explanatory Variables;
2. Y: Response Variable;
3. B: Berstein Spline Basis;
4. Q2: QR Decomposition of the Transpose of Smoothness Condition Matrix;
5. K: Energy Matrix;
6. lambda: Tuning Parameter;
7. nB: Number of Resampling;
8. test: Type of Test: ‘global’ or ‘individual’ (‘Global Test of Stationarity’ or ‘Individual Test
of Stationarity’).
The results returned from the function are as follows
1. pvalue: P-value of the Test;
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CHAPTER 3. SPATIAL AUTOREGRESSIVE PARTIALLY LINEAR
VARYING COEFFICIENT MODELS
A paper submitted to Journal of Nonparametric Statistics
Jingru Mu, Guannan Wang, and Lily Wang
3.1 Abstract
In this article, we consider a class of flexible partially linear spatially varying coefficient au-
toregressive models for data distributed over a complex domain. We propose approximating the
varying coefficient functions via bivariate splines over triangulation to deal with the complex bound-
ary of the spatial domain. Under some regularity conditions, the estimated constant coefficients
are asymptotically normally distributed, and the estimated varying coefficients are consistent and
possess the optimal convergence rate. A penalized bivariate spline estimation method with a more
flexible choice of triangulation is also proposed. We further develop a fast algorithm to calculate
the distance between the observed location sites over the complex domain. The proposed method
is much more computationally efficient than the local smoothing methods, and thus capable of
handling large scale of spatial data. In addition, we propose a model selection approach to identify
explanatory variables with constant and varying effects. The performance of the proposed estima-
tion and model identification methods are evaluated by two simulation examples and the Sydney
real estate dataset.
3.2 Introduction
Recently, the wide availability of data observed over space, due to the widespread collection
of network and inexpensive geographical information systems, has stimulated the spatial data
analysis. The scale and the complexity of the spatial data at the moment are far beyond our
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imagination. Complex data call for statistical models that are sufficiently flexible to adapt to
underlying signals. Varying coefficient models have attracted significant attention in semiparametric
or nonparametric regression studies, see for examples Hastie and Tibshirani (1993); Huang et al.
(2002); Fan and Huang (2005); Yang et al. (2006). In spatial regression, spatially varying coefficient
models (SVCMs) have also gained widespread popularity in recent years, enhancing the capability
of spatial analysis by exploring spatial non-stationarity of a regression relationship in geo-referenced
data analysis.
To estimate the varying coefficient functions in SVCMs, there are three popular methods, in-
cluding Bayesian approach (Gelfand et al., 2003), local smoothing method (Brunsdon et al., 1996;
Tang, 2013) and basis expansion approach (Mu et al., 2018). Most existing articles on SVCMs
focused on the modeling and methodology developments (Fotheringham et al., 2002a); and those
with theoretical justifications usually considered the situation where the data are observed on grid
points over a rectangular domain. Mu et al. (2018) studied the asymptotic properties of the esti-
mator of SVCM for spatial data collected over a complex domain, however, the errors are assumed
to be independent, which is too strong to be realistic for spatial data.
To incorporate the spatial dependence and balance the interpretability and flexibility of the
SVCM, in this article, we consider a spatial autoregressive partially linear varying coefficient model
(SAR-PLVCM). For i = 1, . . . , n, let Yi represent the response variable, Zi = (Zi1, . . . , Zip1)
> be
a p1-dimensional vector of explanatory variables which are linearly associated with the response
variable, and Xi = (Xi1, . . . , Xip2)
> be a p2-dimensional vector of explanatory variables which have
varying relationship with the response across different locations. Next, let Ui = (Ui1, Ui2)
> be the
location of the i-th observation randomly sampled from an arbitrary shaped spatial domain, Ω.










Xikβ0k (Ui) + εi, i = 1, . . . , n, (3.1)
where α0 ∈ [0, 1] is a global parameter, wij is the weight of the neighbor effects, satisfying wii = 0,
and
∑
j 6=iwij = 1 for any i, j = 1, . . . , n, γ0l’s are unknown constant coefficient parameters, and
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β0k(·)’s are unknown varying-coefficient functions, the εi’s are i.i.d random noises with E (εi) = 0
and Var (εi) = σ
2
0, and each εi is independent of Zi and Xi.
To estimate the unknown parameters in (3.1), Sun et al. (2014) proposed a profile likelihood-
based estimation procedure using the local smoothing technique. However, with the increasing
volume of the spatial data, the computation burden of the local smoothing method is extremely high
and usually out of the reach of a typical personal computer. In addition, although the traditional
local smoothing method works well for a rectangular domain, it will encounter the well known
“leakage” problem when smoothing cross the complex boundary which is common in practice. To
overcome those difficulties, in this article, we propose using the bivariate spline over triangulation
method for estimation. Furthermore, to handle the spatial dependence, SAR-PLVCM adds a
weighted average of the neighbors to the explanatory variables. As a result, to estimate the SAR-
PLVC model in (3.1), one very important step is to determine the weight matrix W ≡ {wij}ni,j=1,
which is typically based on the distance between observations. A most conventional way to define
the distance is using the Euclidean distance. However, for a complicated and irregular shaped
domain, the line segment that connects two points is often not included in the domain, and thus
the weights based on Euclidean distance may not be appropriate. To solve this problem, a better
strategy is using the geodesic distance. For example, Wang and Ranalli (2007) proposed the
great-circle distance which is the shortest distance measured along the surface of the sphere. They
considered a restricted graph G with every node only connected to its k nearest neighbors. However,
k must be carefully selected to make sure thatG is connected and avoid the case that endpoint is also
among the k-nearest neighbors of the other. In addition, the computational burden dramatically
increases for large-scale dataset. To approximate of the geodesic distance accurately and efficiently,
in this article we propose two algorithms based on triangulation technique.
Another major concern when fitting model (3.1) is the lack of prior knowledge on true model
structure, specifically, which coefficients are constant and which are really varying over space. In
this article, we propose a backward selection via Bayesian information criterion (BIC) for deter-
mining the linear and varying components in the SAR-PLVCM. Our numerical studies confirm the
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superb performances of our method in terms of estimation accuracy, model structure selection, and
computational time.
The rest of the article is organized as follows. In Section 3.3 we present our estimation procedure.
Section 3.4 is devoted to the asymptotic analysis of the proposed estimators. In Section 3.5, we
discuss the details of the implementation, such as how to estimate the geodesic distance, and how to
choose the penalty and how to separate the constant and varying coefficient in the SAR-PLVCM.
Section 3.6 presents simulation results comparing our method with its competitors. Section 3.7
illustrates our method using the Sydney housing price dataset. Technical details are provided in
Appendix A and the online Supplementary Material.
3.3 Methodology
3.3.1 Model Setting and Likelihood
Denote n-dimensional vectors Y = (Y1, . . . , Yn)
>, ε = (ε1, . . . , εn)
> and µ0 = (µ01, . . . , µ0n)
>,
where µ0i = Z
>
i γ0 + X
>
i β0(Ui), γ0 = (γ01, . . . , γ0p1)
>, and β0(u) = (β01(u), . . . , β0p2(u))
>. Let
W = (wij) be the n × n weight matrix. Then model (3.1) can be written as the following matrix
form:
Y = α0WY + µ0 + ε. (3.2)
For any α, denote T(α) = In − αW and T = T(α0), then the equilibrium vector Y is
Y = T−1(µ0 + ε). (3.3)
If the noise term in (3.2) is assumed to have the normal distribution N(0, σ2), then the log-






log(σ2) + log(|T(α)|)− 1
2σ2
{Y(α)− µ}>{Y(α)− µ}, (3.4)
where, for any value of α,
Y(α) = (Y1(α), . . . , Yn(α))
> = T(α)Y. (3.5)
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Such gaussian likelihood in (3.4) is commonly used in the SAR model literature; see, for example,
Lee (2004) and Sun et al. (2014). The gaussian assumption on the noise term is not necessary in
the technical proofs for theoretical results. We propose using the profile log-likelihood approach to
estimate the unknown parameters. For each fixed α, we construct the estimator of β(·) as β̂(·;α).
Next, we plug β̂(·;α) into the log-likelihood function, then we estimate (β̂, σ̂2) by maximizing (3.4).
Finally, we obtain the estimator β(·; α̂) for β(·).
3.3.2 Bivariate Spline over Triangulation
Note that in the above maximum likelihood estimation, we need to implement some appropriate
smoothing method to approximate the coefficient functions. We consider the bivariate spline ap-
proximation over triangulations (BST). Below we briefly describe the techniques of triangulations
and BST when α is fixed in (3.4).
As shown in Lai and Wang (2013), triangulation is an effective strategy to handle data dis-
tributed on the domain with complex boundaries. We use τ to denote a triangle over a plane, and
then a triangulation, 4, of Ω is defined as a collection of K triangles, 4 = {τ1, ..., τK}, within
which if any two triangles intersect, their intersection is either a common vertex or a shared edge.
Let |τ | denote the longest edge length for triangle τ ∈ 4, and ρτ denote the inscribed circle radius
with respect to τ . Define the shape parameter of τ as Rτ = |τ |/ρτ , and the size of 4 by the length
of the longest edge of 4, i.e., |4| = max{|τ |, τ ∈ 4}.
For nonnegative integers d, r, and a triangulation 4, define Srd(4) = {g ∈ Cr(Ω) : s|τ ∈
Pd(τ), τ ∈ 4}, where Cr(Ω) is the collection of all r-th continuously differentiable functions over Ω,
s|τ is the polynomial piece of spline s restricted on triangle τ , and Pd is the space of all polynomials
of degree less than or equal to d. It has been proved in Lai and Schumaker (2007a) that when the
datasets are noise-free, a spline space with d = 3r + 2 has the optimal approximation rate. In this
article, we consider the spline space S ≡ Sr3r+2(4).
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where gk(·), k = 1, . . . , p2, can be approximated by bivariate splines. For any k = 1, . . . , p2, denote
{Bj}j∈Jk the set of bivariate Bernstein basis polynomials for S. Then gk(u) can be represented
as the linear combination of Bernstein basis: gk(u) =
∑
j∈Jk Bkj(u)ckj = Bk(u)
>ck, where ck =
(ckj , j ∈ Jk)> is the spline coefficient vector. To guarantee the smoothness requirement of the
splines, it is necessary to add some constraints on the spline coefficients. Denote Hk the constraint
matrix on the coefficients ck, which depends on d, r and the structure of the triangulation.













, subject to Hkck = 0, k = 1, . . . , p2.





where Qk is an orthogonal matrix and R1,k is an upper triangle matrix, the submatrix Q1,k is the
first rk columns of Qk, where rk is the rank of matrix Hk, and R2,k is a matrix of zeros. We then
consider the minimization of ck using ck = Q2,kθk, then it is guaranteed that Hkck = 0. Thus, the
















For simplicity, we assume B(u) = B1(u) = · · · = Bp2(u) = {Bj(u)}j∈J , then H1 = · · · = Hp2 and
Q2,1 = · · · = Q2,p2 . Denote θ = (θ>1 , · · · ,θ>p2)
>. Let B∗(Ui) = Q
>
2 B(Ui). Then the minimization















Let ‘⊗’ denote the Kronecker product. Let Z = (Z1, · · · ,Zn)>, XB = (X1⊗B∗(U1), · · · ,Xn⊗
B∗(Un))
>, and Φ = (Z,XB). Solving the least squares problem in (3.7), we obtain (γ̂(α)>, θ̂(α)>)> =
(Φ>Φ)−1Φ>Y(α), where Y(α) is in (3.5).
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Therefore, for any fixed α, one obtains the bivariate spline estimator of ck and βk(·) as follows:
ĉk(α) = Q2θ̂k(α) and β̂k(u;α) = B(u)
>ĉk(α).
3.3.3 Estimation of α0 and σ
2
0
We now consider the maximization problem for estimating α0 and σ
2
0. Plugging β̂(u;α) into




log(σ2) + log(|T(α)|)− 1
2σ2
{Y(α)− µ̂(α)}>{Y(α)− µ̂(α)}, (3.8)
where µ̂(α) = PΦY(α) with PΦ = Φ(Φ
>Φ)−1Φ> being the projection matrix of Φ. Setting the




{Y(α)− µ̂(α)}>{Y(α)− µ̂(α)} = 1
n
Y(α)>(In −PΦ)Y(α).




(log(2π) + 1)− n log σ̂(α) + log |T(α)|. (3.9)
Maximizing the concentrated log-likelihood in (3.9), we obtain the quasi-maximum likelihood esti-
mator of α0, i.e.,
α̂ = arg max
α∈[0,1]
{−n log(σ̂(α)) + log(|T(α)|)} .




This section provides the asymptotic results for the proposed estimators. To facilitate the
presentation of the main results, we introduce the following notations.
Denote G = WT−1. By (3.2) and (3.3), and the fact that α0G + In = T
−1, we have
Y = µ0 + α0Gµ0 + (α0G + In)ε = µ0 + α0Gµ0 + T
−1ε.
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For any l = 1, . . . , p1, let g
∗
l (Ui) = (g
∗















{Z>i −X>i g∗(Ui)}>{Z>i −X>i g∗(Ui)}
]
, (3.10)
Σ(u) = E{(Z>i ,X>i )>(Z>i ,X>i )|Ui = u}. (3.11)
Denote ψ = (α, σ2)>,
Cψ =





































The proofs of the following theorems are provided in the Appendix.
Theorem 3.4.1. Suppose Assumptions (A1)–(A12) in the Appendix hold, or under Assumptions
(A1)–(A11), (A12′), and (A13) in the Appendix, σ20, α0 are globally identifiable and σ̂
2, α̂ are
consistent of σ20 and α0, respectively.
Theorem 3.4.1 shows the consistency of the estimators α̂, σ̂2, and based on this result, we are
able to derive the following asymptotic normality.
Theorem 3.4.2. Under Assumptions (A1)–(A12) or Assumptions (A1)–(A11), (A12′) and (A13)
given in the Appendix, if n−1/2Kn log n → 0 as n → ∞, then we have
√





Theorem 3.4.3. Under the Assumptions of Theorem 3.4.1, if n−1/2Kn log n→ 0 as n→∞, then
we have (nσ−20 Ξ)
1/2(γ̂ − γ0)
D−→ N(0, Ip1×p1).
Theorems 3.4.2 and 3.4.3 imply that the constant coefficient estimators in the proposed method
have the convergence rate of order n−1/2 when Cψ is nonsingular. Using these two theoretical
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results, we can establish the convergence rate of the BST estimator β̂k, k = 1, · · · , p2, as stated in
Theorem 3.4.4 below.
Theorem 3.4.4. Under the same Assumptions of Theorem 3.4.1, for any k = 1, . . . , p2, the spline





Theorem 3.4.4 implies that if the number of triangles Kn  n1/(`+1), then the spline estimators
would satisfy ‖β̂k−βk‖2L2 = Op{n
−(`+1)/(`+2)}, which is also the optimal convergence rate in Stone
(1982a).
3.5 Implementation
In this section, we discuss some details in the implementation of the proposed method.
3.5.1 Distance and Shortest Path over Irregular Domain
There are two popular row-normalized weight functions in spatially autoregressive regression
(SAR) models: (i) exponential weights: wij = exp(−c1dij)/
∑
k 6=i
exp(−c1dik), i 6= j, c1 > 0; (ii)





(d−c2ik ), i 6= j, c2 > 0, where dij measures the distance
between locations i and j.
In the following, we develop two efficient algorithms to approximate the geodesic distance over
a complex domain based on the triangulation technique. When the sample size is moderately large,
for example, at hundreds or thousands level, we propose Algorithm 1 for calculating the distance
between any sampled locations. In our extensive simulation studies, we find the number of auxiliary
points m in Step 4 doesn’t need to be very large, usually, m = 1000 is sufficient to construct a fine
triangulation. Although Algorithm 1 is much faster than the traditional methods in the literature,
it is still not fast enough when a dataset contains more than tens of thousands of observations. For
such a large scale, we propose a fast version of Algorithm 1; see Algorithm 2 below.
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Data: Location of sample observations {Ui}ni=1 and boundary of the domain Ω
Output: Distance matrix D = {dij}ni,j=1
Initialize: dij =∞, k = 0
while δ > threshold & k < K do
(i) k = k + 1
(ii) add m random auxiliary points over Ω
(iii) construct triangulation mesh 4 using the auxiliary points and the original sample
points as vertices





ij , the shortest path through the edges of 4}
end
(v) calculate the distance matrix D(k) = {d(k)ij }ni,j=1
(vi) calculate δ =
∣∣∣‖D(k)‖Fn − ‖D(k−1)‖Fn ∣∣∣
end
Algorithm 1: Algorithm to estimate the geodesic distance matrix.
3.5.2 Bivariate Penalized Spline
For fitting sparse spatial data, bivariate penalized splines over triangulation (Lai and Wang,
2013, BPST) is more flexible than the unpenalized bivariate splines presented in Section 3.3.2
when constructing the triangulation. To define the penalized spline method, for directions u1
and u2, denote D
q
ujf(x) as the q-th order derivative in the direction uj at the point u. Given




























du1du2, and λk > 0, k = 1, . . . , p2, are
the tuning parameters which control the smoothness of the functions gk’s. Adopting the bivariate



















where Pk is the diagonal block penalty matrix satisfying that c
>
k Pkck = Eυ(B>k ck).
Similar to Section 3.3.2, we wipe out the smoothness constraint by using QR decomposition of
H>k , the transpose of the constrain matrix. Then the minimization problem is now converted to
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Data: Location of sample observations {Ui}ni=1 and boundary of the domain Ω
Output: Geodesic distance matrix D = {dij}ni,j=1
Create triangulation mesh, 4 = {τ1, . . . , τK}, and find the centroid of each triangle
τk ∈ 4, k = 1, . . . ,K
Using Algorithm 1, find the geodesic distance matrix, C = {ckl}Knk,l=1, where ckl is the
geodesic distance between the centroids of τk and τl
for any two points Ui ∈ τk and Uj ∈ τl do
if τk = τl then
Set dij = the Euclidean distance between Ui and Uj
end
else if τk 6= τl then
(i) Calculate the Euclidean distance between the point and the corresponding
centroid, sik and sjl
(ii) Set dij = ckl + sik + sjl
end
end























Let Λ = diag(λ1, · · · , λp2), and DΛ = diag{0,Λ ⊗ (Q>2 PQ2)}, where 0 is a p1 × p1 matrix of







= (Φ>Φ + DΛ)
−1Φ>Y(α), µ̂(α) = Φ(Φ>Φ +DΛ)
−1Φ>Y(α) = SΛY(α).
by solving the least squares problem in (3.12).
We choose the best combination of (λ1, · · · , λp2) by minimizing the generalized cross-validation
(GCV):
GCV = n(n−m)−2‖Y(α)− SΛY(α)‖2, (3.13)
where m = tr(SΛ) can be regarded as the effective degrees of freedom (edf) for the model.
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3.5.3 Model Selection
A natural question in SAR-PLVCM is how to determine which explanatory variables have a
linear effect and which ones have a varying effect. As shown in Section 3.4, if the choice of constant
effect is correctly specified, the bias in the estimation of these components is eliminated and root-n
convergence rates can be obtained for the constant coefficients.
To separate the constant and varying coefficients, we propose a backward selection type of
algorithm based on BIC = −2 log(̂̀n) +m log(n), where m is the edf as in (3.13). In Algorithm 3,
we present our model selection procedure using BIC.
Data: Observations {Ui,Xi, Yi}ni=1
Output: Index sets Mv and Mc which indicates the index of the explanatory variables
with varying and constant effect, respectively
Initialize: Mv = {1, . . . , p}; Mc = ∅; BICold = BICnew = BIC(Mv,Mc)
while BICnew ≤ BICold & |Mv| > 0 do
(i) set BICold = BICnew
(ii) let k∗ = arg min
k∈Mv
BIC(Mv\{k}, Mc ∪ {k})
(iii) set Mv =Mv\{k∗}; Mc =Mc ∪ {k∗}




In this section, we investigate the numerical performance of the proposed model selection and
estimation method. We conduct two simulation studies based on two types of spatial domains: (1)
a regular rectangular domain, and (2) an irregular horseshoe domain.
As a benchmark, by assuming the variables of constant and varying effect as known, we im-
plement the BPST without model selection. For comparison, we implement the local smoothing
method with model selection based on the BIC proposed in Sun et al. (2014), referred to as the
“Kernel-BIC” method below.
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In both simulation studies, between two different locations i and j, we consider the exponential
weights wij = exp(−10dij)/
∑
k 6=i
exp(−10dik). In simulation study 1, we consider a rectangular
domain, and thus, the dij is the Euclidean distance. Since the domain in simulation study 2
has a complex boundary, dij is the geodesic distance. In both examples, when implementing the
proposed BPST method, we use Algorithm 1 to approximate the true distance. For Kernel method,
the Euclidean distance is used.
3.6.1 Simulation Study 1
Note that the Kernel method proposed in Sun et al. (2014) only works for data distributed on
rectangular domains. So in this example, we consider a regular squared domain, Ω = [0, 1]2, as in










Xikβ0k (Ui) + εi, i = 1, . . . , n, (3.14)













. The first row in Figure 3.5 in the Supplementary Material shows the contour plot for
the true coefficient functions: β01, β02 and β03. Both the explanatory variables, Xi’s and Zi’s, and
the random noise εi’s are generated independently from the standard normal distribution. The
sample size n takes values 500 and 1000 in each Monte Carlo experiment with 200 replications. In
this example, we consider two different triangulations as shown in the first column of Figure 3.5
in the Supplementary Material.The first triangulation, 41, contains 8 triangles and 9 vertices, and
42 contains 18 triangles and 16 vertices.
We first investigate how the proposed BPST method performs when we know the true model
structure, i.e., we know which variables have constant or varying effects when fitting the SAR-
PLVCM. To examine the accuracy of the proposed estimation procedure, we calculate the mean
squared error (MSE) for the estimators of the constant coefficients and the estimator of the neigh-
borhood effect parameter. We also calculate the mean integrated squared error (MISE) for the
functional coefficient estimators. Table 3.1 summarizes the average MSE and MISE results based
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on 200 replications. The last column records the average computation time per replication. Fig-
ures 3.5–3.6 in the supplemental materials show the estimated functions via different methods for
a typical simulation run based on sample size n = 500 and 1000, respectively. From Table 3.1 and
Figures 3.5–3.6, one sees that two different triangulations yield similar results.




β̂1(·) β̂2(·) β̂3(·) γ̂1 γ̂2 α̂
500
BSPT(41) 0.0313 0.0303 0.0243 0.0025 0.0022 0.0076 0.450
BSPT(42) 0.0337 0.0279 0.0249 0.0024 0.0022 0.0085 0.476
BPST-BIC(41) 0.0313 0.0303 0.0243 0.0025 0.0022 0.0076 3.434
BPST-BIC(42) 0.0337 0.0280 0.0249 0.0027 0.0025 0.0083 4.147
Kernel-BIC 0.0510 0.0493 0.0722 0.0174 0.0165 0.0115 116.905
1000
BSPT(41) 0.0168 0.0177 0.0128 0.0009 0.0010 0.0060 1.056
BSPT(42) 0.0197 0.0150 0.0135 0.0009 0.0010 0.0062 1.601
BPST-BIC(41) 0.0168 0.0177 0.0128 0.0009 0.0010 0.0060 14.575
BPST-BIC(42) 0.0197 0.0150 0.0135 0.0009 0.0010 0.0062 14.894
Kernel-BIC 0.0322 0.0277 0.0455 0.0100 0.0107 0.0085 531.900
Next, we investigate the performance of the proposed model identification method, abbreviated
as BPST-BIC, in terms of model selection and estimation accuracy. We start with the spatial
autoregressive model with all varying coefficients, and then implement our proposed Algorithm 3.
Note that the true constant set is Mc = {1, 2} and true varying set is Mv = {3, 4, 5}, Table 3.2
presents the proportion of M̂c selected among 200 replications using different methods. Based on
Table 3.1, one can see that the estimation of BPST-BIC is very close to BPST. Moreover, BPST-
BIC far outperforms the Kernel-BIC method in identifying the correct model structure. Specifically,
the Kernel-BIC fails to identify the correct model in all the simulation runs, while the proposed
BPST-BIC method can select the correct model with very high probability. As pointed out in
Sun et al. (2014), if a coefficient is identified to be a constant, instead of fitting a partially linear
model, they use the average of the estimated coefficient function over all sampled locations. As a
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result, when there are more than one constant coefficients, the performance of their model selection
becomes poor.
Table 3.2 Constant component selection for simulation study 1.
n Method ∅ {1} {2} {1,2}
500
Kernel-BIC 0.125 0.435 0.44 0.000
BPST(41) 0.000 0.000 0.000 1.000
BPST(42) 0.010 0.005 0.000 0.985
1000
Kernel-BIC 0.105 0.475 0.420 0.000
BPST(41) 0.000 0.000 0.000 1.000
BPST(42) 0.000 0.000 0.000 1.000
3.6.2 Simulation Study 2
In this example, we consider a more complex domain, and perform the data analysis based
on a modified horseshoe domain proposed by Wood et al. (2008). In this simulation study, the
lattice points are obtained by divided the entire domain into N = 80 × 180 = 14400 evenly. In
this example, we set α0 = 0.5, the linear coefficient γ = 1, the first coefficient function β1(·) is the





. The contour plots for true
coefficient functions are shown in Figure 3.1. Similar as in Simulation Study 1, the explanatory
variables, Xi’s and Zi’s, and random noises, ε’s, are generated independently from the standard
normal distribution. The sample size n = 500, and 1000.
The triangulations used in this example are shown in the first column of Figure 3.1. In the first
triangulation, there are 89 triangles and 73 vertices; 42 contains 165 triangles with 120 vertices,
and 43 has 238 triangles and 161 vertices.
For each setting, we repeat 200 times to calculate the proportion of selecting the correct model,
MSEs and MISEs. In this example, the true constant set is Mc = {1} and the true varying set
is Mv = {2, 3}. Table 3.3 presents the proportion of M̂c selected. Based on this table, we find
that when there is only one covariate with varying coefficient in the true model, Kernel-BIC is








Figure 3.1 Simulation study 1: contour plots for the estimated coefficient functions in
Simulation Study 2 based on n = 1000.
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component, Kernel-BIC fails to identify the correct model. In contrast, BPST-BIC can consistently
identify the right model regardless of the number of varying components.
Table 3.3 Estimation results for simulation study 2
n Method
Constant Selection MISE MSE
Time (s)
∅ {1} β̂1(·) β̂2(·) γ̂ α̂
500
BPST(41) 0.000 1.000 0.0446 0.0348 0.0021 0.0012 1.950
BPST(42) 0.000 1.000 0.0503 0.0351 0.0021 0.0013 4.792
BPST(43) 0.000 1.000 0.0441 0.0355 0.0021 0.0015 7.928
BPST-BIC(41) 0.020 0.980 0.0446 0.0352 0.0024 0.0012 10.453
BPST-BIC(42) 0.025 0.975 0.0505 0.0306 0.0026 0.0014 28.557
BPST-BIC(43) 0.020 0.980 0.0437 0.0353 0.0025 0.0014 52.356
Kernel-BIC 0.415 0.585 0.1564 0.1067 0.0468 0.0029 108.055
1000
BPST(41) 0.000 1.000 0.0277 0.0195 0.0010 0.0012 4.696
BPST(42) 0.000 1.000 0.0326 0.0198 0.0010 0.0012 11.232
BPST(43) 0.000 1.000 0.0275 0.0191 0.0010 0.0011 17.810
BPST-BIC(41) 0.000 1.000 0.0277 0.0195 0.0010 0.0012 23.911
BPST-BIC(42) 0.005 0.995 0.0326 0.0198 0.0011 0.0012 64.967
BPST-BIC(43) 0.000 1.000 0.0275 0.0191 0.0010 0.0011 102.797
Kernel-BIC 0.205 0.795 0.0780 0.0606 0.0131 0.0020 558.809
Table 3.3 also provides a summary of the estimation and prediction results. The estimated
functions under two methods for n = 1000 are visualized in Figure 3.1. The performance of the
Kernel-BIC method is impaired over the complex domain while the results of BPST and BPST-BIC
method are stable. For the sake of space saving, we display Figures 3.7 for case n = 500 in the
Supplementary Material.
3.7 Application
We apply the proposed method to Sydney real estate data analysis. In this study, we are
interested in examining how some economics and social factors affect housing prices in Sydney. The
dataset can be obtained from the R package HRW (Harezlak et al., 2018), and it contains 37, 676
properties sold in the Sydney Statistical Division (an official geographical region including Sydney)
in the calendar year of 2001. We focus on the winter quarter only to avoid the temporal issue,
and there are 7, 291 properties. Based on the values of housing price, we classify the observations
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in the dataset into five different groups: (1) less than 250K, (2) 250K–500K, (3) 500K–750K, (4)
750K–1000K, and (6) greater than 1000K. These groups are displayed in Figure 3.2 (a).
The factors we consider including lot size (LS), average weekly income (Income), distance from
house to main road in kilometers (DR), levels of particulate matter with a diameter of under 10
micrometers level recorded at the air pollution monitoring station nearest to the house (PM10) and
distance from house to the nearest coastline location in kilometers (DC).
We apply model (3.2) to fit the natural logarithm of the sale price in Australian dollars and with
the explanatory variables mentioned above. We adopt Algorithm 3 to perform the model selection




wij log(Pricej) + γ1 + β1(ui) log(LSi) + β2(ui) log(Incomei)
+ β3(ui)DRi + β4(ui)PM10i + β5(ui)DCi + εi.
As shown in Figure 3.2 (b), we use a triangulation with 197 triangle and 172 vertices for the
bivariate spline smoothing. For comparison, we also conduct the Kernel-BIC, the linear regression
model (LM), and the SAR-LM. Unfortunately, due to the size of the dataset and huge computational
cost, the Kernel-BIC cannot be implemented using regular PCs. The estimated housing price using
BPST-BIC, LM and SAR-LM are plotted in Figure 3.2 (c)–(e). All of these plots indicate that
the inland housing prices are obviously lower than the coastal regions. We observe that the LM
significantly overestimate the inland house values while it underestimates the coastal housing prices.
The SAR-LM method has a similar estimation issue when using the Euclidean distance. In contrast,
SAR-PLVCM is able to produce much more accurate estimation results. Figure 3.3 summarizes
the coefficient estimation results via the proposed method. As shown in Figure 3.3 (a), compared
with the northwest region, lot size has a higher positive effect on the housing price in the southeast
region. Income is generally positively associated with the housing price as shown in Figure 3.3
(b). The impact of distance to coastline on the housing price is negative especially for the houses
located on the east coast.
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(a) observed price (b) Triangulation (c) BPST estimated price
(d) OLS estimated price (e) SAR-LM estimated price
Figure 3.2 Scatter plot for Sydney housing data set
(a) lotsize (b) income
(c) dist to main road (d) PM 10 (e) dist to coastline
Figure 3.3 Coefficient maps for Sydney housing data set
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To evaluate different methods, we adopt the 10-fold cross-validation to calculate the out-of
sample predication errors. The estimation and prediction results are listed in Table 3.4. From this
table, it is obvious that BPST-BIC provides the most accurate result among the three methods. A
histogram and a scatter plot of the residuals of log-transformed housing prices via BPST-BIC are
showed in Figure 3.4 (a) and 3.4 (b), respectively.
(a) histogram of residuals (b) scatter plot of residuals
Figure 3.4 Residual plots for Sydney housing data set
Table 3.4 Estimation results for Sydney housing data
Method MSE MSPE α̂
BPST-BIC 0.0723 0.0773 0.23
Kernel-BIC – – –
LM 0.1171 0.1173 –
SAR-LM 0.1467 0.1461 0.87
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3.8 Appendices
3.8.1 Appendix A: Assumptions and the Proof of Theorems
3.8.1.1 Regularity Assumptions
To derive the asymptotic properties of the proposed estimators, we introduce some notation
of inner products and norms. For any function f over the closure of domain Ω, let En (f) =
n−1
∑n
i=1 f (Ui) and E (f) = E[f (U)]. Define the empirical inner product and norm as 〈f1, f2〉n,Ω =
En (f1f2) and ‖f1‖2n,Ω = 〈f1, f1〉n,Ω for measurable functions f1 and f2 on Ω. The theoretical L2
inner product and the induced norm are given by 〈f1, f2〉L2 = E (f1f2) and ‖f1‖
2
L2
= 〈f1, f1〉L2 .
Denote ‖f‖∞,Ω = supu∈Ω |f(u)| as the supremum norm of function f , and denote |f |υ,∞,Ω =
maxi+j=υ ‖Diu1D
j
u2f(x)‖∞,Ω as the maximum norms of all the υth order derivatives of f over Ω.
Let W `,∞(Ω) = {f : |f |k,∞,Ω <∞, 0 ≤ k ≤ `} be the standard Sobolev space. Given random
variables Tn for n ≥ 1, we write Tn = OP (bn) if limc→∞ lim supn P (|Tn| ≥ cbn) = 0, and Tn = oP (bn)
if limn P (|Tn| ≥ cbn) = 0, for any constant c > 0. Denote an  bn if there exist two positive
constants c1, c2 such that c1 ≤ |bn|/|an| ≤ c2, for all n ≥ 1.
We make the following assumptions to establish the results.
(A1) The bivariate functions g∗l,j(·) used in (3.10), l = 1, . . . , p1, j = 1, . . . , p2; and the true functions
β0k(·), k = 1, . . . , p2, ∈W `+1,∞(Ω) for an integer ` ≥ 1.
(A2) The random variables Zil and Xik are bounded, uniformly on i = 1, . . . , n, l = 1, . . . , p1, and
k = 1, . . . , p2. {(Z1,X1)>, . . . , (Zn,Xn)>} is an i.i.d. random sample and is independent of
{ε1, . . . , εn}. The eigenvalues λ1(u) ≤ · · · ≤ λp1+p2(u) of Σ(u) in (3.11) are bounded away
from 0 and infinity; that is, there are positive constants C1 and C2 such that C1 ≤ λ1(u) ≤
· · · ≤ λp(u) ≤ C2 for all u ∈ Ω.
(A3) There exists a constant C such that E{ε2a} ≤ C <∞ for some a > 2.
(A4) The density function f(u) of Ui is bounded away from zero and infinity on Ω.
(A5) There exists a positive constant π such that (minτ∈4Rτ )
−1|4| ≤ π.
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(A6) The number Kn of the triangles and the sample size. n satisfy that N = Cn
ξ for some
constant C > 0 and 1/(`+ 2) < ξ < 1.
(A7) T−1 exists.
(A8) W and T−1 are uniformly bounded in both row and column sums.
(A9) T(α)−1 are uniformly bounded in either row or column sums, uniformly in α ∈ D, where D
is a compact parameter space and α0 is an interior point of D.
(A10) Elements wij of W are at most of O(v
−1
n ), uniformly in all i, j, where limn→∞ vn/n = 0.
(A11) n−1(Z,X,Gµ0)
>(Z,X,Gµ0) exists and is nonsingular, where Z
> = (Z1, . . . ,Zn), X
> =
(X1, . . . ,Xn).
(A12) limn→∞ n
−1E{(Gµ0)>(In −PΦ)Gµ0} 6= 0.
(A12′) limn→∞ n
−1E{(Gµ0)>(In −PΦ)Gµ0} = 0.





∣∣∣σ20T−1(T−1)>∣∣∣− 1n log ∣∣∣σ2(α)T−1(α){T−1(α)}>∣∣∣
}
6= 0.
Assumptions (A1)–(A4) describes the requirement on the nonparametric functions usually used
in the literature of non-parametric or semiparametric estimation. The purpose of Assumption (A2
is to ensure the non-multicollinearity of covariates. Assumptions (A4)–(A6) are common in the
bivariate splines via triangulation (Lai and Schumaker (2007b), Lai and Wang (2013)). Assump-
tions (A7)–(A10) are common in the spatial autoregressive regression (SAR) model literature, for
example, they are similar to Assumptions 2–7 in Lee (2004). These assumptions provide the neces-
sary characteristic of the weight matrix and disturbances for the SAR models. Assumption (A11)
requires that the generated regressors Gµ0 and explanatory variables are not asymptotically mul-
ticollinear. Assumption (A12) guarantees the uniqueness of the maximizer of the pseudo-likelihood
function of α. If Assumption (A12′) holds, then Assumption (A13) will ensure the uniqueness of
maximizer.
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3.8.1.2 Proof of Theorems 3.4.1–3.4.4






2;α) is given in (3.8). Solving the maximization problem in (3.15), the optimal solu-
tions are {γ̂(α)>, θ̂
∗

























Eµ>0 (In −PΦ)µ0 +
2(α0 − α)
n
Eµ>0 (In −PΦ)Gµ0. (3.16)




{log(2π) + 1} − n
2
log σ̂∗2(α) + log |T(α)|.
Lemma 3.8.1. Under Assumptions (A1)–(A11), n−1sn(α) is uniformly equicontinuous on [0,1].
Lemma 3.8.2. Under Assumptions (A1)–(A11), supα∈[0,1] | 1n`n(α)−
1
nsn(α)| = oP (1).
3.8.1.3 Proof of Theorem 3.4.1
Proof. Note that
`∗n(σ
2, α) = −n
2
log(σ2) + log |T(α)| − 1
σ2
‖T(α)Y‖2 (3.17)




−1}>T(α)T−1]. Define s∗n(α) = maxσ2 E[`∗n(α, σ2)], which can be
represented as s∗n(α) = −n2 {log(2π) + 1} −
n
2 log σ





















It is clear that









2, α)] ≤ 0,
and by Lemma 3.8.12, log σ̂∗2(α0) − σ20 = oP (1). According to (3.45) in Section 3.8.2 in the
Supplementary Material, log σ2(α)− log σ̂∗2(α) ≤ 0, thus, n−1[sn(α)− sn(α0)] ≤ 0.
We can prove the uniqueness of α0 by contradiction. If the uniqueness of α0 doesn’t hold, then
exist δ > 0, and a sequence {αn} ∈ N̄δ(α0), such that,
lim
n→∞
n−1[sn(αn)− sn(α0)] = 0, lim
n
αn = α̃ 6= α0, (3.18)
where Nδ(α0) is the open neighborhood of α0 with radius δ, N̄δ(α0) is the closure of Nδ(α0).






















{log σ̂∗2(α)− log σ2(α)}+ n
2
{log σ2(α)− log σ20}+ log |T| − log |T(α)|.
Note that we have shown in Lemma 3.8.1 that n2 {log σ
2(α)− log σ20}+ log |T| − log |T(α)| ≥ 0, for
all α ∈ D, and σ̂∗2(α)− σ2(α) ≥ 0, for all α ∈ D. Then, we obtain that
lim
n→∞





[{log σ2(α̃)− log σ20}+ log |T| − log |T(α̃)|] = 0. (3.20)
Thus, by (3.19), we have limn→∞{σ̂∗2(α̃) − σ2(α̃)} = 0, which implies limn→∞ 1n‖(In − PΦ)(In −
(α0 − α̃)G)µ‖2 = 0. Therefore, limn→∞ 1n(Gµ0)
>(In − PΦ)Gµ0 = 0. Then, (3.20) conflicts with
Assumption A13. So α0 is unique.
Recall σ̂2(α) from (3.47) in Section 3.8.2 in the Supplementary Material. By Lemma 3.8.12,
limn→∞ n





tr[(T−1)>T(α)>(In −PΦ)T(α)T−1] = nσ20.
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From the discussion in Lemma 3.8.1, Lemma 3.8.2 and by Theorem 3.4 in White (1996), we obtain
that α̂ = arg maxα∈D `n(α)→α0 in probability. Therefore, σ̂2(α̂)→σ20 in probability.
3.8.1.4 Proof of Theorem 3.4.2




log σ2 + log |T(α)| − 1
2σ2
{T(α)Y}>(In −PΦ)T(α)Y,






















 tr[WT−1(α)]2 − 1σ2 (WY)>(In −PΦ)WY − 1σ4 (T(α)Y)>(In −PΦ)(WY)
− 1
σ4








−1(α)WT−1(α). By mean value theorem, tr{G2(α)} = tr(G2) +














By Theorem 3.4.1 and Assumption (A9), 2ntr{G
3(ᾰ)}(α̂− α0) = oP (1). By Lemma 3.8.12,










































(I−PΦ)WY = oP (1).
Since WY = W(T−1µ0 + T
−1(ε)) = Gµ0 + Gε, and by Lemmas 3.8.12 and 3.8.13,
‖(In −PΦ)T(α̂)Y‖2 =‖(In −PΦ){In − α0W + (α0 − α̂)W}Y‖2
=‖(In −PΦ)TY‖2 + (α0 − α̂)2(Gµ0 + Gε)>(In −PΦ)(Gµ0 + Gε)
+ 2(α− α̂0)(Gµ0 + Gε)>(In −PΦ)(µ0 + ε)























































in probability. Then, we need to establish the asymp-






= −n−1/2tr(G) + 1
n1/2σ20































































































(Eε4i − σ40)tr(G) > 0,
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where ψ̆ = (ᾰ, σ̆2)>, ᾰ falls between α0 and α̂, and σ̆
2 falls between σ20 and σ̂
2. Therefore, we
obtain the asymptotic normality of (α̂, σ̂), which has the
√
n convergence rates.
3.8.1.5 Proof of Theorem 3.4.3
Proof. Now we have proved that α̂ and σ̂2(α̂) are consistent estimators of α0 and σ
2
0. Note that
T(α0) = T. Let γ̄ = U11Z
>(In−PXB )TY, by Lemmas 3.8.10 and 3.8.16, ‖β0−β̄‖ = OP (|4|`+1 +
1√




By Theorem 3.4.2, α0 − α̂ = OP (n−1/2). Note that limn→∞ 1n(Gµ0)
>Gµ0 exists and is finite by
Assumption (A12). Then, by Lemma 3.8.15,
‖γ̄ − γ̂‖2  n−1‖U11Z>(In −PXB )WY‖
2 = n−3‖nU11Z>(In −PXB )WY‖
2
 n−3‖Z>(In −PXB )WT
−1TY‖2 = n−3‖Z>(In −PXB )G(µ0 + ε)‖
2
≤ 2n−3‖Z>(In −PXB )Gµ0‖
2 + 2n−3‖Z>(In −PXB )Gε‖
2
 n−3{µ>0 G>(In −PXB )Z}{Z
>(In −PXB )Gµ0}
+ n−3{ε>G>(In −PXB )Z}{Z
>(In −PXB )Gε}
 o(n−1).
Thus,‖γ̄− γ̂‖ = o(n−1/2). Noting that γ̂−γ0 = (γ̄− γ̂) + (γ0− γ̄), and by Lemma 3.8.17, we have
γ̄ − γ0 → N(0,Σγ). The desired result follows.
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3.8.1.6 Proof of Theorem 3.4.4
Proof. Let θ̄ = U22X>B(In − PZ)TY, β̄k(u) = B∗(u)>θ̄k, for k = 1, . . . , p2. by Lemma 3.8.18,
‖β0 − β̄‖ = OP (|4|`+1 + 1√n|4|), ‖γ0 − γ̄‖ = O(n
−1/2). Denote
θ̂ = U22X>B(In −PZ)T(α̂)Y, β̂k(u) = B∗(u)>θ̂k, k = 1, . . . , p2.
Then, by Lemmas 3.8.12, 3.8.13 and 3.8.15,
‖θ̄ − θ̂‖2 −1 ‖U22X>B(In −PZ)WT−1TY‖2  n−3K2n‖X>B(In −PZ)G(µ0 + ε)‖2
 n−3K2n‖X>B(In −PZ)Gµ0‖2 + n−3K2n‖X>B(In −PZ)Gε‖2
 n−1Kn + n−2K2n,
and ‖β̂ − β‖ ≤ |4|‖θ̄ − θ̂‖+ ‖β0 − β̄‖ = OP (|4|`+1 + n−1/2|4|).
3.8.2 Preliminary Lemmas
Lemma 3.8.3 (Theorem 2.7, Lai and Schumaker (2007a)). Let {Bj}j∈J be the Bernstein poly-
nomial basis for spline space S with smoothness r and degree d, where J stands for an index set.
















Lemma 3.8.4 (Theorem 1.3, Lai and Schumaker (2007a)). Assume g(·) ∈ W `+1,∞(Ω). For bi-
integer (α1, α2) with 0 ≤ α1 + α2 ≤ ν, there exist an absolute constant C denpending on r and π
and unique spline fit g∗(·) ∈ S such that ‖Dα1x1D
α2
x2 (g − g
∗)‖∞ ≤ C|4|`+1−α1−α2 |g|`+1,∞.
Lemma 3.8.5. If two sequences of n× n matrices {Fn} and {Cn} are uniformly bounded both in
row sums and column sums, then {FnCn} are uniformly bounded both in row sums and column
sums.















|cn,kj | = O(1).
So Pn are bounded in row sums. Similarly we can prove the result still holds for column sums.
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U−111 = V11 −V12V
−1
22 V21 = Z
>(In −PXB )Z,
U−122 = V22 −V21V
−1
11 V12 = X>B(In −PZ)XB. (3.21)
Then, the minimizer of (3.7) can be obtained in the following forms:
γ̂(α) = U11Z
>(In −PXB )T(α)Y, θ̂(α) = U22X
>
B(In −PZ)T(α)Y.
Lemma 3.8.6. Under Assumptions (A1)–(A6), if Kn log n/n → 0, the eigenvalues of both nU11
and nK−1n U22 are bounded below and above except on an event with probability going to zero.
Proof. Note that all the eigenvalues of PXB and PZ are either 1 or 0, thus, by (3.21), we have
(nU11)
−1 = n−1Z>(In −PXB )Z  n
−1Z>Z,
(nK−1n U22)
−1 = n−1KnX>B(In −PZ)XB  n−1KnX>BXB.
According to Assumption (A2), the eigenvalues of n−1Z>Z is bounded below and above except on
an event with probability going to zero. By Lemma C.5 in Mu et al. (2018), the the eigenvalues
of n−1KnX>BXB is bounded below and above except on an event with probability going to zero.
Therefore, the eigenvalues of nU11 and nK
−1
n U22 are bounded below and above except on an event
with probability going to zero.
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In the following, denote
Φ∗ = (Z,XB)K = (Z,
√
KnXB), (3.22)
where K = diag(Ip1 ,
√
KnIm) is a block diagonal matrix with m = p2|J |. Let V∗n = Φ∗>Φ∗.
Lemma 3.8.7. Under (A1)–(A6), except on an event with probability approaching to zero, there
exist positive constants C3 and C4 such that all the eigenvalues of n
−1V∗ fall between C3 and C4,
and n−1V∗ is nonsingular.
Proof. Since V∗n is symmetric, and n

















Then we can apply Lemma 3.8.6 and obtain that all the eigenvalues of V
∗
n are bounded by two
positive constants with probability approaching 1. By the properties of congruent matrices, all the
eigenvalues of V∗n are bounded away from zero and infinity except on an event whose probability
goes to zero. The desired result follows.
Lemma 3.8.8. Under the Assumptions of Lemma 3.8.7, except on an event whose probability tends
to zero, In −PZ are uniformly bounded in both row sums and column sums.
Proof. Note that under Assumption (A2), n−1Z>Z exists and nonsingular. Then by Lemma A.5





[Xi ⊗B∗(Ui)] X>i β0(Ui), β̃k(u) = B∗(u)>θ̃k, k = 1, 2, . . . , p. (3.23)
Lemma 3.8.9. For β̃ = (β̃1, . . . , β̃p2)
> defined in (3.23), under the same Assumptions of Lemma




Proof. For any k = 1, . . . , p2, there exists β
∗
k such that ‖β∗k − β0k‖∞ = O(|4|`+1|β0k|`+1,∞). Define
β∗ = (β∗1 , . . . , β
∗
p)
>, where β∗k ∈ Srd(4). Let θ
∗ = (θ∗>1 , · · · ,θ∗>p )> with θ∗k = (θ∗k1, · · · , θ∗kJ)> be







{Xi ⊗B∗(Ui)}X>i β∗(Ui). (3.24)
By Lemma C.1 and Lemma C.8 from Mu et al. (2018), ‖θ̃−θ∗‖ = OP (
√
Kn|4|`+1), thus, ‖β0−β̃‖ 




µ0 = µc + µv = (Z
>
1 γ0, . . . ,Z
>
n γ0)






>(In −PXB )µ0, (3.26)
γ̃ε = U11Z
>(In −PXB )ε. (3.27)
Lemma 3.8.10. Under Assumptions (A1)–(A6), we have ‖γ̃µ − γ0‖ = OP (|4|2(`+1)).
Proof. Denote Z = (Z1, . . . ,Zp1). We can write γ̃µ − γ0 as the following:
γ̃µ − γ0 = U11Z>(In −PXB )µv = nU11M,
where M = (M1, . . . ,Mp1)
>, and for l = 1, . . . , p1, Ml = n
−1Z
>
l (In−PXB )µv. Using Lemma 3.8.9,
we have






Let al be the coordinate mapping function that maps Zi to its l-th component, that is, al(Zi) = Zil.
Let g∗l (u) = (g
∗
l,1(u), . . . , g
∗
l,p2





= ‖Zil −X>i gl(Ui)‖2L2 ,
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and also note that g∗l = arg min ‖al −X>g‖2L2 . That is, X
>g∗l is the orthogonal projection of al
















































































= OP (|4|4(`+1)) = oP (n−1).
Follow the same discussion for any l = 1, . . . , p1, the desired result follows.
Lemma 3.8.11. Let θ̆ = U22X>B(In − PZ)µ0. Under Assumptions (A1)–(A6), ‖β̆k − β0k‖L2 =
OP (|4|`+1), where β̆k(u) = B∗(u)>θ̆k, k = 1, . . . , p2.
Proof. By Lemma 3.8.4, for any k = 1, . . . , p2, there exists β
∗
k ∈ S such that ‖β0k − β∗k‖∞ =
OP (|4|`+1|β0k|`+1,∞), and θ∗ in (3.24) can be rewritten as
θ∗ = U22X>B(In −PZ)µ∗v, (3.28)
where µ∗v is defined in (3.25). Then, we have
‖θ̆ − θ∗‖ = U22X>B(In −PZ)(µv − µ∗v). (3.29)
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By Lemma 3.8.6,
‖U22XB(In −PZ)(µv − µ∗v)‖2 
K2n
n2
‖X>B(In −PZ)(µv − µ∗v)‖2.
By Lemma 3.8.8, In − PZ are uniformly bounded in both rows and columns. Note that the row
sums of Q2Q
>
2 are all equal to 1. Let (c1, . . . , cn) = In −PZ, then we have
K2n
n2























































Plugging into (3.29), we obtain ‖β̆ − β0‖  |4|‖θ̆ − θ∗‖ = OP (|4|`+1).
Lemma 3.8.12. Under Assumptions (A1)–(A10),
n−1/2µ>0 (In −PΦ)µ0 = OP (n1/2|4|2(`+1) + n1/2|4|4(`+1)) = oP (1), (3.30)
n−1/2ε>(In −PΦ)µ0 = OP (|4|(`+1) + |4|2(`+1)) = oP (1), (3.31)
n−1/2(Gε)>(In −PΦ)µ0 = OP (|4|(`+1) + |4|2(`+1)) = oP (1). (3.32)
Proof. We first prove (3.30). Note that






where γ̃µ and β̃ are defined in (3.26) and (3.23). Therefore,
µ>0 (In −PΦ)µ0 =
n∑
i=1
































where, by Assumption (A2), Σ(u) = E{(Z>i ,X>i )>(Z>i ,X>i )|Ui = u}, and the eigenvalues of Σ(u)










 γ0 − γ̃µ
(β0 − β̃)(Ui)





 n‖γ0 − γ̃µ‖2 + n‖β0 − β̃‖2 = O(n|4|2(`+1) + n|4|4(`+1)).
Then (3.30) follows.




εi{Z>i (γ0 − γ̃µ) + X>i (β0 − β̃)(Ui)}.
Thus, E[ε>(In −PΦ)µ0] = 0, and













 O(|4|2(`+1) + |4|4(`+1)).








where gi is the ith column of G. It is easy to see that E[ε
>G(In−PΦ)µ0] = 0. Let gij denote the
(i, j)th entry of G. Under Assumption (A2), we have
n−1E{ε>G(In −PΦ)µ0}2 = n−1E
n∑
i=1






































|gsi||gs′i|O(|4|2(`+1) + |4|4(`+1)) = O(|4|2(`+1) + |4|4(`+1)),
since G are uniformly bounded in row sums and column sums by applying Lemma 3.8.5. Therefore
(3.32) is satisfied.
Lemma 3.8.13. Under Assumptions (A1)–(A10),
n−1µ>0 (In −PΦ)Gµ0 = oP (1), (3.33)
n−1ε>(In −P∗)Gµ0 = oP (1), (3.34)
n−1(Gε)>(In −P∗)Gµ0 = oP (1), (3.35)
where P∗ = PZ, PXB or PΦ.























|gsi| × {O(|4|`+1 + |4|2(`+1) + |4|3(`+1)/2)}
=O{n(|4|`+1 + |4|2(`+1))}.
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{Z>i γ0 + X>i β0(Ui)}{Z>s (γ0 − γ̃µ) + X>s (β0 − β̃)(Us)}







|gsi||gsi′ |[E{Z>i γ0 + X>i β0(Ui)}2][E{Z>s (γ0 − γ̃µ) + X>s (β0 − β̃)(Us)}2]
=O{n2(|4|4(`+1) + |4|2(`+1))}.
Then result (3.33) is desired. Next we prove (3.34). Note that E{ε>(In − PXB)Gµ0} = 0. Let
Σε = E[εε
>|{Zi,Xi,Ui}, i = 1, . . . , n]. Under Assumption (A2), Σε = σ20In.
E{ε>(In −PXB)Gµ0}
2 = E{(Gµ0)>(In −PXB)εε
>(In −PXB)Gµ0}




From the similar arguments, the above still holds for P∗ = PZ and PΦ, thus, the result (3.34)
follows.
Finally, we prove (3.35). It is straightforward that E{n−1(Gε)>(In − P∗)Gµ0} = 0. When
P∗ = PΦ, we have
E{(Gε)>(In −P∗)Gµ0}2 = E{(Gµ0)>(In −PΦ)Gεε>G>(In −PΦ)Gµ0}




By Assumption (A8) and Lemma 3.8.5, there exists a nonnegative constant M such that for any
i = 1, . . . , n,
∑n





{g>i (In −PΦ)Gµ0}2 = (Gµ0)>(In −PΦ)gig>i (In −PΦ)Gµ0 ≤M(Gµ0)>Gµ0,
and
n−2E{n−1(Gε)>(In −P∗)Gµ0}2 ≤ n−1M2 = O(n−1).
The above also holds when P∗ = PZ and PXB . The desired result in (3.35) follows.
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Lemma 3.8.14. Under Assumptions (A1)–(A10), when Kn log(n)/n
1/2 → 0 as n→∞,
n−1/2ε>PΦε = oP (1), (3.36)
n−1/2ε>G>PΦε = oP (1), (3.37)
n−1/2ε>G>PΦGε = oP (1). (3.38)





= n−1/2E{tr(ε>PΦε)} = n−1/2E{tr(PΦεε>)}
= n−1/2tr{E(PΦεε>)} = n−1/2tr{EPΦEεε>}
= n−1/2σ20E{tr(PΦ)} = o(1),


































|gij | = o(1).



























































|gjj′ ||gii′ | = o(1).
So (3.37) is proved. Similarly, we can prove (3.38).
Lemma 3.8.15. Under Assumptions (A1–(A11), if Cn is uniformly bounded both in row sums and
column sums in absolute values, then except on an event whose probability goes to zero,∥∥∥∥ 1nX>BCnµ0
∥∥∥∥2 = OP (|4|2), (3.39)∥∥∥∥ 1√n(Φ∗>Cnε)
∥∥∥∥2 = OP (|4|−2), (3.40)
where Φ∗ is in (3.22).
Proof. First we prove (3.39). Note that
























































B(Ui′)  OP (|4|2).




nCn are uniformly bounded






 , n−1/2Z>Cnε = OP (1).
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Next, let qnm =
√


























nm, where qnm are uniformly bounded. Note that
for any k, k′, i, i′, j, j′,
E{XikXi′k′Bj(Ui)Bj′(Ui′)} ≤ E{|Xik||Xi′k′ | ×Bj(Ui)Bj′(Ui′)} = O(|4|2),
which implies qnj are uniformly bounded. By applying Chebychev’s Inequality, the desired result
follows.
3.8.3 Asymptotic Results for Unpenalized Partially Linear Bivariate Spline Estima-
tors without Neighboring Effects







Xikβ0(Ui) + εi. (3.41)
Thus, γ̂ − γ0 = (γ̃µ − γ0) + γ̃ε, where γ̃µ, γ̃ε are defined in (3.26) and (3.27).
Lemma 3.8.16. Under Assumptions (A1)–(A6), as n→∞,
[Var (γ̃ε|{(Zi,Xi,Ui), i = 1, . . . , n})]
−1/2 γ̃ε → N(0, Ip1×p1).











η2i ≤ Cn−2 max
1≤i≤n
{










i′=1 |Z>i Zi′ |2}1/2 = O(n). Note that ‖ZZ
>‖2 ≤ ‖ZZ>‖F ≤
√
p1‖ZZ>‖2. Then, we have
‖V12V−122 XB,i‖








 n{Xi ⊗B∗(Ui)}>V−122 {Xi ⊗B
∗(Ui)}
 Kn‖Xi ⊗B∗(Ui)‖2  Kn  |4|−2.




2 = OP (|4|−2), max
1≤i≤n






















where Z∗i is the i-thcolumn of Z











i = OP (n
−1|4|−2) = oP (1). Applying Linderberg-Feller Central







ηiεi −→ N(0, 1).
Lemma 3.8.17. Under (A1)–(A6), for the covariance matrix Σγ = σ
−2Ξ of the estimator γ, Ξ
is defined in (3.10), (nσ−20 Ξ)
1/2(γ̂ − γ0)→ N(0, Ip1×p1), where Σγ could be consistently estimated
by (nσ̂2)−1
∑n
i=1(Zi − Z∗i )(Zi − Z∗i )>. That is,
Var (γ̃ε|{(Zi,Xi,Ui), i = 1, . . . , n}) = n−1Σγ + oP (1).
Proof. The proof is similar to Theorem 1 in Wang et al. (2018).
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Lemma 3.8.18. For Model (3.41), under Assumptions (A1)–(A6), for any k = 1, . . . , p2, the
spline estimator β̂k(·) is consistent and satisfies that ‖β̂k − β0k‖L2 = OP (n−1/2|4|+ |4|`+1).
Proof. By (3.8.2), if α = 0,
θ̂ = U22X>B(In −PZ)(µc + µv + ε)
= U22X>B(In −PZ)µv + U22X>B(In −PZ)ε ≡ θ̃µ + θ̃ε.
Then, we have the following decomposition:
θ̂ − θ∗ = θ̃µ − θ∗ + θ̃ε,
where θ∗ is defined in (3.28). Then, according to Lemma 3.8.8 and 3.8.15, n−1/2K
1/2
n X>B(In −









‖X>B(In −PZ)ε‖2 = OP (K2n/n).
Thus, by Lemma 3.8.11, we have
‖θ̂ − θ∗‖ ≤ ‖θ̃µ − θ∗‖+ ‖θ̃ε‖ = OP (|4|` +Kn/
√
n).
Therefore, Lemma 3.8.3 implies that ‖β̂k − β0k‖L2 = OP (|4|/
√
n+ |4|`+1).
3.8.4 Proof of Lemma 3.8.1









−1}>T(α)T−1] is uniformly bounded. Recall l∗n(σ2, α) defined in
(3.17) is the log-likelihood function of a standard SAR model:
Y = αWY + ε,
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where ε ∼ N(0, σ2In). Suppose that σ20 and α0 are the true parameters for this SAR process, then










0, α0), for all α ∈ D
i.e., by ignoring the constant term, we have
−n
2
log σ2(α) + log |T(α)| ≤ −n
2
log σ20 + log |T|.
That is, for all α ∈ D
1
2





(log |T| − log |T(α)|). (3.44)
For any α1, α2 ∈ D, by the mean value theorem, there exists an α between α1 and α2, such that
1
n








= O(ν−1n ). So
1
n log |T(α)| is uniformly equicontinous in α ∈ D. Thus by (3.44), log σ
2(α) is bounded from below.
Combined with (3.43), σ2(α) is uniformly bounded away from 0. Recall (3.16), by Assumptions
(A7)–(A10) and Lemma 3.8.12 and Lemma 3.8.13,









So σ̂∗2(α) ≥ σ2(α) + o(1). Therefore, σ̂∗2(α) is continuous and uniformly bounded away from zero.











The uniformly equicontinuity of n−1sn(α) holds.
3.8.5 Proof of Lemma 3.8.2









[log σ̂2(α)− log σ̂∗2(α)]. (3.46)
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Noting that T(α)T−1 = (In − αW)T−1 = In + (α0 − α)G, we have
(In −PΦ)T(α)Y = (In −PΦ)T(α)T−1TY
= (In −PΦ)[In + (α0 − α)G](µ0 + ε)
= (α0 − α)(In −PΦ)Gµ0 + (In −PΦ)T(α)T−1ε+ (In −PΦ)µ0,








(α0 − α)2(Gµ0)>(In −PΦ)(Gµ0) +
2
n














µ>0 (In −PΦ)Gµ0. (3.47)




(α0 − α)2(Gµ0)>(In −PΦ)(Gµ0) +
2
n








µ>0 (In −PΦ)T(α)T−1ε+ oP (1).
According to (3.45), we have
σ̂2(α)−σ̂∗2(α) = 1
n
(α0 − α)2(Gµ0)>(In −PΦ)(Gµ0)

























µ>0 (In −PΦ)T(α)T−1ε+ oP (1). (3.48)






































= oP (1). (3.51)
Note that
(α0 − α)(Gµ0)>(In −PΦ)T(α)T−1ε = (α0 − α)ε>{In + (α0 − α)G}(In −PΦ)Gµ0
= (α0 − α)ε>(In −PΦ)Gµ0 + (α0 − α)2(Gε)>(In −PZ)Gµ0,






(α0 − α)(Gµ0)>(In −PΦ)T(α)T−1ε
}
= oP (1). (3.52)













µ>0 (In −PΦ)(In + (α0 − α)G)ε
}
= oP (1). (3.53)
Recall Φ∗ defined in (3.22), then we can obtain thatPΦ∗ = PΦ. Then by Lemma 3.8.7 and Lemma
3.8.15, noting that lim
n→∞
n−1Kn = 0, T(α),T are matrices with off-diagonal elements non-positive,


































= oP (1). (3.54)
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|σ̂2(α)− σ̂∗2(α)| = oP (1),
where σ̌2(α) is between σ̂2(α) and σ̂∗2n (α). Therefore, supα∈D n
−1 |`n(α)− sn(α)| = oP (1).
3.8.6 Extra Plots of Simulation Study
In this section, we provide additional results from the simulation studies presented in the main
paper. Figures 3.5–3.6 depict the contour plots for the estimated coefficient functions for a typical
simulation run in Simulation Study 1 when n = 500, 1000, respectively. Figures 3.7 shows the
contour plots for the estimated coefficient functions for a typical simulation run in Simulation



















BPST(41), n = 500
BPST(42), n = 500
ı
BPST(43), n = 500
Kernel, n = 500
Figure 3.7 Simulation Study 2: the estimated contour plots for coefficient functions.
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CHAPTER 4. EFFICIENT SMOOTHING PARAMETER AND
TRIANGULATION SELECTION FOR BIVARIATE PENALIZED SPLINES
WITH APPLICATION’S TO GEOSPATIAL DATA AND IMAGE ANALYSIS
A paper to be submitted
Jingru Mu, Guannan Wang, and Lily Wang
4.1 Abstract
Bivariate splines over triangulations are commonly used in the computer graphics, signal pro-
cessing, and image processing to process noisy signals and to fit complicated functions distributed
over regular and/or irregular domains with complex boundary. In this paper we consider bivariate
penalized splines defined over triangulations, in which a penalized energy term based on the second-
order derivatives is employed to regularize the spline fit. Selecting the smoothing parameter and
triangulation mesh appropriately is a critical part of implementing the bivariate penalized spline
fitting. In this paper, using the generalized cross-validation, we show how to select the roughness
penalty parameter and the triangulation jointly. We demonstrate the effectiveness of the proposed
method via extensive numerical studies. We extend our method to spatially varying coefficient
models, a generalization of linear regression models for exploring non-stationarity of a regression
relationship in spatial data analysis. An example using Georgia educational attainment data is
provided to demonstrate the applicability of the methodology to spatial data analysis.
4.2 Introduction
In this paper, we focus on bivariate smoothing from a sample of discrete noisy observations.
Typically, we are interested in estimating a function over some bounded domain Ω ∈ R2 of arbitrary
shape, which may have complex boundaries and/or holes. We have observed the noisy function’s
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value at a collection of points in Ω. Let {(Ui, Yi)}ni=1 be a realization of (U , Y ) from
Y = m (U) + ε, (4.1)
where m(·) is an unknown but smooth bivariate function, and ε is the measurement error with
mean zero and variance σ2.
Our target of interest is the estimation of the unknown regression function m(·). Estimation
techniques that are commonly used for this purpose include kernel/local-polynomial smoothing,
thin-plate splines, wavelets and bivariate splines. As pointed out in Ramsay (2002b), the recovery
of the true functions from the data can be influenced by the geometry of domain of interest and the
configuration of the observations when applying bivariate smoothing methods. Bivariate splines
over triangulation (Lai and Schumaker, 2007a) have been proved to be effective in smoothing
data distributed on regular and/or irregular regions with complex boundaries. Recently, it has
attracted superabundant attention in many areas including geospatial studies, image processing,
and computer-aided geometric design such applied areas as seen in Liu et al. (2016); Guo and Lai
(2013); Lai and Wang (2013); Wang et al. (2017).
Our focus in this paper will be on the implementation of bivariate splines in data fitting, where
creating a triangulation is usually the first step in the application. Examples of triangulation
are seen all around us especially in engineering practice to approximate domains with complex
geometries. Throughout the discussion in the remaining part of the paper, we use τ to denote a
triangle over a plane, and then a triangulation, 4, of Ω is defined as a collection of K triangles,
4 = {τ1, ..., τK}, within which if any two triangles intersect, their intersection is either a common
vertex or a shared edge.
The performance of the bivariate splines is dependent upon the triangulation, and triangulation
selection is one of the key ingredients for obtaining satisfactory results. An optimal triangulation is
a partition of the domain into triangles, that is optimal according to some criterion that measures
the shape, size or number of triangles. In particular, a “good” triangulation usually refers to those
with well-shaped triangles, no small angles or/and no obtuse angles. Other criteria include the
density control (adaptivity) and optimal size (number of triangles), etc.
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For univariate penalized splines, extensive studies have been done to optimize the knot locations
and/or smoothing parameters for least-squares or penalized splines; see, for example, Spiriti et al.
(2013), Yao and Lee (2008), Miyata and Shen (2003) and Ruppert (2002a). However, there are
limited works on how to choose the optimal triangulation in the 2D literature. Since both the
number of triangles and the distribution of vertices need to be determined, an extremely large search
space of triangulation is required. Under the ideal scenario that the data are not contaminated with
noise, Lai and Mersmann (2017); Verfurth (1994) proposed adaptive triangulation algorithms to
improve numerical solutions of PDEs. Most of the existing adaptive triangulation methods decide
how to add vertices based on the underlying feature information of the unknown function, and they
can be sensitive to measurement noises. In this paper, we consider the selection of triangulation
from a statistical point of view, and the data in our studies are assumed to be contaminated with
measurement errors. More specially, we focus on how to select the number of triangles, K, for quasi-
uniform triangulations. Once K is selected, we can construct the triangulated meshes using typical
triangulation methods such as Delaunay Triangulation (Ruppert (1995) and Shewchuk (2002)).
After a triangulation is determined, one can build bivariate splines over the triangulation to
estimate the regression function m(·). A popular estimation approach is the penalized least squares
splines, called bivariate penalized splines (BPS Lai and Wang (2013)), that are similar to univariate
penalized splines (Eilers and Marx, 1996). When we have regions of sparse data, BPS provides a
more convenient tool for data fitting than the unpenalized least squares splines. To employ BPS,
a smoothing parameter that controls the trade-off between the fit and the smoothness is required,
and therefore, a critical component of implementing the BPS is the choice of smoothing parameter.
The objective of this paper is to propose an effective method for the selection of the smoothing
parameter and the triangulation simultaneously to enhance the performance of BPS in data fitting.
The rest of the paper is organized as follows. Section 4.3 discusses penalized least-squares estimation
of bivariate splines. A generalized cross-validation (GCV) introduced by Craven and Wahba (1978)
is developed for smoothing parameter selection for a given triangulation. Section 4.4 introduces
algorithms for selecting the number of triangles. Section 4.5 presents our simulation results based
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on some representative functions. To illustrate the wide-range utility of the proposed method, an
extension to spatially varying coefficient models is discussed in Sections 4.6. Section 4.7 contains
further discussion and a summary of the conclusions.
4.3 Bivariate Penalized Splines (BPS)
For nonnegative integers d, r, and a triangulation 4, define Srd(4) = {g ∈ Cr(Ω) : s|τ ∈
Pd(τ), τ ∈ 4}, where Cr(Ω) is the collection of all r-th continuously differentiable functions over Ω,
s|τ is the polynomial piece of spline s restricted on triangle τ , and Pd is the space of all polynomials
of degree less than or equal to d. To define the BPS method, for any direction uj , j = 1, 2, let
Dqujg(u) denote the q-th order derivative in the direction uj at the point u. Given λ > 0 and















du1du2, and λ is a smoothing parameter,
which controls the trade-off between fidelity to the data and the smoothness of the fitted splines.
Denote by {Bk}k∈K the set of bivariate Bernstein basis polynomials for Srd(4), where K is the
index set of Bernstein basis polynomials. We can write the function s(u) =
∑
k∈KBk(u)γk =
B>(u)γ, where γ> = (γk, k ∈ K) is the spline coefficient vector. For any spline function s ∈ Srd(4),
to meet the smoothness requirement, it is necessary to add some linear constraints on the spline
coefficients. Denote H the constraint matrix on the coefficients γ, which depends on d, r and the
structure of the triangulation. See Zhou and Pan (2014) for an example of the H matrix. Putting
all smoothness conditions together, we write Hγ = 0.
Let Y be the column vector of the response values Yi for i = 1, . . . , n. We denote B as the n×K
evaluation matrix of Bernstein basis polynomials, and its i-th row is given by B>i = {Bk(Ui), k ∈






(Y −Bγ)>(Y −Bγ) + λγ>Pγ
}
subject to Hγ = 0, (4.3)
where P is the diagonally block penalty matrix satisfying that γ>Pγ = E(Bγ).
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To solve the constrained minimization problem (4.3), we first apply a QR decomposition of H>
to remove the constraint and convert (4.3) to a conventional penalized regression problem without





, where Q is an orthogonal
matrix and R1 is an upper triangle matrix, the sub-matrix Q1 is the first r columns of Q, where r
is the rank of matrix H, and R2 is a matrix of zeros. We re-parametrize using γ = Q2θ for some




(Y −BQ2θ)>(Y −BQ2θ) + λ(Q2θ)>P(Q2θ)
}
.
Denote W = BQ2 and D = Q
>
2 PQ2. For a given penalty parameter λ, we have
θ̂ = (W>W + λD)−1W>Y.




4.3.1 Penalty parameter selection
An appropriate value of smoothing parameter λ is critical for a good model fit. A small value
of λ yields a roughly fitted function and produce potentially smaller fitting errors, while a larger
λ might enforce a smoother fitted function with potentially larger fitting errors. Due to the in-
sample fitting errors are not enough to reveal the prediction property of the fitted function, a
criterion function that imitates the performance of out-of-sample under the fitted model should be
considered. In this article, we adopt the generalized cross-validation (GCV) (Craven and Wahba,
1978; Wahba, 1990) as the criterion. We choose λ by minimizing
GCV(λ) = n‖Y − S(λ)Y‖2/[n− tr{S(λ)}]2 (4.4)
over a grid of values of λ, where S(λ) = W(W>W + λD)−1W>. In nonparametric regression,
tr{S(λ)} can be regarded as the effective degrees of freedom (edf) for the model. In all the simulation
studies, a 15-point grid is used with values of log10(λ) equally spaced between −6 and 1.
The practical problem in using GCV is the minimization of (4.4). When the sample size is
large, calculating tr{S(λ)} can be computationally expensive. To overcome such difficulty and
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accelerate computation of GCV, we consider the following Cholesky decomposition of W>W:
A−1(A−1)> = W>W, and the orthogonal diagonalization of ADA>: MCM> = ADA>, where M
is the orthogonal matrix and C is a diagonal matrix. Define G = W(A>M), and υ̂ = M>(A−1)>θ̂,
then υ̂ solves the diagonal system: (I + λC)υ̂ = (M>A)W>Y. In addition, W>θ̂ = Gτ̂ . Thus,
S(λ) = G(I + λC)−1G>, and the edf is





where Ci is the ith diagonal element of C.
4.4 Triangulation Selection
Triangulation selection is intended to select the “best” triangulation according to some criterion.
There exist quite a few efficient algorithms for the triangulation construction. However, there may
be exponentially many triangulations with widely varying appearance. The performance of bivariate
spline approximation is related to the minimum angle in the triangulation. For most problems the
closer a triangle is to equilateral the better.
A well-known mesh construction algorithm, called Delaunay Triangulation, optimizes several
measures; for example it optimizes the shape of the triangles by maximizing the minimum angle.
There are many packages available to construct a triangulation using Delaunay algorithm, for in-
stance, delaunay.m in MATLAB program, DelaunayTriangulation in MATHEMATICA. “DistMesh”
is another popular tool to generate unstructured triangular and tetrahedral meshes; see the DistMesh
generator on http://persson.berkeley.edu/distmesh/ ; see the detailed description in Persson and
Strang (2004).
For a given shape of triangles, the approximation error of the BPS fitting grows with the size
of the triangles. We now turn to the task of selecting the number of triangles. Our simulation
studies show that, in order to capture the features of the surface, we need to have sufficiently
fine triangulation, however, further increasing the number of triangles usually will only have little
effect on the fitting process once this minimum necessary number of triangles has been reached.
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Therefore, the goal for triangulation selection algorithm is to make certain that the triangulation is
fine enough to capture the underlying pattern in the dataset and not so large that computational
burden is unnecessarily heavy.
To select the optimal size of triangulation, we consider a sequence of trial values of the number
of vertices of the triangles “equally-spaced” (or evenly-distributed over) on the domain, and apply
the Delaunay triangulation method. The more vertices used over the entire domain, the finer the
triangulation. As an alternative, we can also consider a sequence of trial values of the initial edge
length and/or different scaled edge length functions in the DistMesh generator. The shorter the
initial edge length, the finer the triangulation. We allow the number of triangles, K, to be large
but typically far less than the sample size n. For each case, a bivariate penalized spline is fitted,
and the smoothing parameter λ is chosen by minimizing GCV(λ).
4.5 Simulation Studies
This section illustrates how the triangulation affects the BPS method and evaluates the practical
performance of the proposed selection scheme for the smoothing parameter and triangulation. When
generating the bivariate basis, one needs to decide the smoothness r and the degree of the bivariate
spline space d. In our simulation studies below, we fix d = 4 and r = 1, which usually works well in
practice when the regression surface m(·) is smooth. More simulation studies have been conducted
for the examples illustrated below with different d and r, but we observe similar performance, thus
the results are not reported here.
4.5.1 Example 1
We obtain the true signal and noisy observation for each coordinate pair lying on aN = 101×101
grid over a rectangular domain [0, 1]2 using the following model: Yi = m(Ui) + εi, i = 1, . . . N ,
and we consider the following representative functions of m(·):
• Cubic: m(u1, u2) = −u31 + u32;
• Sine 1: m(u1, u2) = − sin{3π(u1 + 0.25)}+ sin(3πu2);
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• Sine 2: m(u1, u2) = − sin{10π(u1 + 0.25)}+ sin(10πu2);
• Bump: m(u1, u2) = exp[−50{(u1 − 0.5)2 + (u2 − 0.5)2}];
• Logit: m(u1, u2) = 11+exp{−10(u1+u2)+10)} ;
• Arctan: m(u1, u2) = arctan{(8u1 − 4)2 − (8u2 − 4)2}.
The random error, εi, is generated from N(0, σ
2) distribution, where σ2 is chosen such that the
signal-noise ratio, the ratio of the sample variance of {m(Ui)}Ni=1 to σ2, is roughly 10 and 5.
We take 100 Monte Carlo random samples of size n = 200 and 500 from the 101× 101 points.
We consider six triangulations, 41, . . . ,46, in the data fitting, with K = 8, 18, 32, 50, 72, 112
triangles, respectively. A demonstration of the six triangulations is given in Figure 4.1. BPS
estimators with different triangulations are compared using root mean squared error (RMSE) and
root mean squared prediction error (RMSPE).
Cubic function. For the cubic function, one sees that the number of triangles has a relatively
little effect on the performance of the BPS method, and any fixed number of triangles of 8 or
greater works reasonably well. The RMSE or RMSPE in Table 4.1 is nearly constant for all
six triangulations. Figure 4.2 (e) plots the frequency against the number of triangles for each
combination setting of noise and sample size. The GCV selection chooses K = 8 in at least 67%
of all samples regardless the noise level or sample size. When the regression function is simple and
there is a fair amount of noise, the number of triangles is not very important as long as there are at
least 8 triangles, and a fixed number of triangles in the range of 8 to 32 seems to be enough. Figure
4.2 (c) and (d) show the surface and contour map for the spline fit based on the GCV-selected
triangulation for a typical dataset, and the estimate is fairly close to the truth.
Sine function 1. For a 3-cycle sine function as illustrated in Figure 4.3 (a) and (b), trian-
gulations with 8 or 18 triangles seem to work pretty well, and we don’t need a fine triangulation.
In fact, there is some penalty for using finer triangulations than necessary. As shown in Table
4.2, for σ = 0.5, the RMSE increases monotonically as the triangulation becomes finer. Figure 4.3




Figure 4.1 Triangulations: (a) 41; (b) 42; (c) 43; (d) 44; (e) 45; (f) 46.
Table 4.1 Simulation results: Cubic.
4
n = 200 n = 500
σ = 0.1 σ = 0.2 σ = 0.1 σ = 0.2
RMSE RMSPE FGCV RMSE RMSPE FGCV RMSE RMSPE FGCV RMSE RMSPE FGCV
41 0.0275 0.0292 72 0.0491 0.0511 67 0.0189 0.0192 68 0.0347 0.0351 69
42 0.0281 0.0298 9 0.0508 0.0531 18 0.0195 0.0199 16 0.0351 0.0356 19
43 0.0280 0.0298 3 0.0507 0.0529 3 0.0197 0.0200 5 0.0351 0.0355 6
44 0.0280 0.0297 3 0.0508 0.0529 5 0.0198 0.0201 3 0.0353 0.0358 6
45 0.0280 0.0296 1 0.0508 0.0530 4 0.0198 0.0201 6 0.0353 0.0357 3
46 0.0280 0.0297 2 0.0508 0.0530 3 0.0198 0.0202 2 0.0353 0.0357 3










































































































































































Figure 4.2 Cubic function: (a) surface of the true function; (b) contour of the true function;
(c) sampled observations (dots) with surface of the fit based on GCV search;
(d) contour of the fit based on GCV search and (e) GCV search frequency.
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sample size. The GCV suggests selecting coarse triangulations. The RMSE is nearly constant for
all triangulations when n increases to 500. For σ = 0.3, that the minimum adequate number of







































































































































































































































Figure 4.3 Sine function 1: (a) surface of the true function; (b) contour of the true function;
(c) sampled observations (dots) with surface of the fit based on GCV search;
(d) contour of the fit based on GCV search and (e) GCV search frequency.
Sine function 2. Figure 4.4 (a) and (b) show the surface and contour map for a 10-cycle sine
wave. It seems that at least 50 triangles are needed for a satisfactory estimation. From Table 4.3,
one sees that the RMSE drops by 30% as the number of triangles increases from 32 to 50. The
RMSE/RMSPE is also nearly constant for 72 or 112 triangles. The proposed GCV suggests to
choose triangulations with at least 72 triangles; see Figure 4.4. Comparing the results of σ = 0.3
and 0.5, we find that the minimum adequate number of triangles increases with the signal-to-noise
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Table 4.2 Simulation results: Sine 1.
4
n = 200 n = 500
σ = 0.3 σ = 0.5 σ = 0.3 σ = 0.5
RMSE RMSPE FGCV RMSE RMSPE FGCV RMSE RMSPE FGCV RMSE RMSPE FGCV
41 0.1397 0.1691 26 0.2052 0.2340 53 0.0961 0.1034 39 0.1495 0.1583 30
42 0.1314 0.1526 56 0.2094 0.2334 33 0.0954 0.1011 55 0.1464 0.1533 48
43 0.1348 0.1562 9 0.2136 0.2380 8 0.1014 0.1078 4 0.1468 0.1537 11
44 0.1375 0.1587 4 0.2144 0.2389 2 0.1050 0.1115 1 0.1475 0.1542 4
45 0.1392 0.1600 2 0.2152 0.2391 3 0.1073 0.1139 1 0.1482 0.1549 6
46 0.1403 0.1606 3 0.2159 0.2397 1 0.1084 0.1154 0 0.1490 0.1557 1
4GCV 0.1357 0.1598 0.2082 0.2330 0.0974 0.1039 0.1487 0.1562
ratio of the data. It also increases when we increase the sample size. The GCV-driven search does
a good job of selecting a fine triangulation with either 72 or 112 number of triangles.
Table 4.3 Simulation results: Sine 2.
4
n = 200 n = 500
σ = 0.3 σ = 0.5 σ = 0.3 σ = 0.5
RMSE RMSPE FGCV RMSE RMSPE FGCV RMSE RMSPE FGCV RMSE RMSPE FGCV
41 0.9796 1.0222 0 0.9841 1.0233 0 0.9403 0.9958 0 0.9568 1.0028 0
42 0.7372 1.1525 0 0.8343 1.1209 0 0.6642 0.8337 0 0.6874 0.8611 0
43 0.4015 0.9071 0 0.4907 0.9417 0 0.4345 0.6291 0 0.4875 0.6505 0
44 0.2831 0.7967 0 0.4066 0.8117 5 0.2848 0.4688 0 0.3676 0.4999 0
45 0.2554 0.6448 29 0.3878 0.7469 38 0.2123 0.3095 3 0.3036 0.3994 30
46 0.2539 0.6271 71 0.3852 0.7252 57 0.1946 0.2771 97 0.3007 0.3904 70
4GCV 0.2537 0.6328 0.3876 0.7355 0.1951 0.2778 0.3016 0.3933
Bump function. Figure 4.5 (a) and (b) plot the surface and contour map of a “bump” function,
which is similar to those in practice with a unimodal regression function. For this function, the
triangulation with 8 triangles seems not fine enough. One sees from Table 4.4 that both the RMSE
and RMSPE decreases as K increases from 8 to 18 and is about 50% higher at K = 32 than at
K = 8. However, triangulations with 18 and more triangles all have similar RMSE values. Figure
4.5 (e) shows the frequency against the triangulation for each setting. The proposed GCV selection
chooses 32 or more triangles in all samples. We can observe that as the increase with the sample
size, GCV is more likely to choose more triangles; as the increase in the noise, the choices with
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Figure 4.4 Sine function 2: (a) surface of the true function; (b) contour of the true function;
(c) sampled observations (dots) with surface of the fit based on GCV search;
(d) contour of the fit based on GCV search and (e) GCV search frequency.
Table 4.4 Simulation results: Bump.
4
n = 200 n = 500
σ = 0.05 σ = 0.1 σ = 0.05 σ = 0.1
RMSE RMSPE FGCV RMSE RMSPE FGCV RMSE RMSPE FGCV RMSE RMSPE FGCV
41 0.0540 0.0729 0 0.0664 0.0809 0 0.0555 0.0610 0 0.0612 0.0659 0
42 0.0300 0.0366 8 0.0478 0.0538 26 0.0244 0.0265 0 0.0362 0.0380 17
43 0.0286 0.0340 17 0.0465 0.0521 26 0.0209 0.0223 3 0.0344 0.0362 24
44 0.0281 0.0327 36 0.0466 0.0519 21 0.0192 0.0203 39 0.0346 0.0362 34
45 0.0283 0.0329 23 0.0471 0.0521 12 0.0193 0.0204 42 0.0356 0.0370 16
46 0.0283 0.0329 16 0.0475 0.0525 13 0.0193 0.0206 16 0.0360 0.0375 9































































































































































Figure 4.5 Bump function: (a) surface of the true function; (b) contour of the true func-
tion; (c) sampled observations (dots) with surface of the fit based on GCV
search; (d) contour of the fit based on GCV search and (e) GCV search fre-
quency.
125
Logit function. Figure 4.6 (a) and (b) depict the logit function. Table 4.5 presents the
RMSE/RMSPE of the spline fit. At noise level σ = 0.2, one sees that the RMSE/RMSPE is also
nearly constant for all triangulations with triangles 18 and above. When σ is decreased to be 0.1,
8 triangles is clearly not enough. The RMSE drops by 20% as the number of triangles increases
from 8 to 18. The GCV-driven search suggests choosing triangulations with at least 18 triangles




















































































































































































Figure 4.6 Logit function: (a) surface of the true function; (b) contour of the true function;
(c) sampled observations (dots) with surface of the fit based on GCV search;
(d) contour of the fit based on GCV search and (e) GCV search frequency.
Arctan function. For the arctan function shown in Figure 4.7 (a) and (b), 32, 50, 72 and
112 all have similar MSPE values for sample size n = 200. From Figure 4.7 (e), one sees that the
GCV-based triangulation selection gives pretty uniform selection among triangulations with 32, 50,
72 and 112 triangles. When sample size increases to be 500, 18 triangles seems not enough, and 32
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Table 4.5 Simulation results: Logit.
4
n = 200 n = 500
σ = 0.1 σ = 0.2 σ = 0.1 σ = 0.2
RMSE RMSPE FGCV RMSE RMSPE FGCV RMSE RMSPE FGCV RMSE RMSPE FGCV
41 0.0409 0.0452 4 0.0658 0.0703 26 0.0314 0.0328 0 0.0492 0.0506 10
42 0.0360 0.0390 57 0.0636 0.0672 41 0.0258 0.0266 61 0.0453 0.0464 39
43 0.0365 0.0395 19 0.0635 0.0670 11 0.0263 0.0271 16 0.0452 0.0463 12
44 0.0364 0.0393 9 0.0633 0. 0667 11 0.0266 0.0273 11 0.0450 0.0460 19
45 0.0365 0.0394 5 0.0635 0.0669 5 0.0268 0.0273 4 0.0451 0.0461 6
46 0.0365 0.0393 6 0.0635 0.0669 6 0.0269 0.0277 8 0.0451 0.0462 14
4GCV 0.0366 0.0387 0.0644 0.0681 0.0261 0.0269 0.0461 0.0472
triangles seem to be adequate at noise level 0.5. If σ is lowered from 0.5 to 0.3, then at least 72
triangles are needed for the RMSE/RMSPE to be near its minimum. The proposed GCV method
selects enough triangles under all the combinations of σ and n.
Table 4.6 Simulation results: Arctan.
4
n = 200 n = 500
σ = 0.3 σ = 0.5 σ = 0.3 σ = 0.5
RMSE RMSPE FGCV RMSE RMSPE FGCV RMSE RMSPE FGCV RMSE RMSPE FGCV
41 0.2856 0.3740 0 0.3372 0.4069 4 0.2844 0.3173 0 0.3089 0.3385 0
42 0.2238 0.3196 35 0.2970 0.3692 6 0.2025 0.2460 0 0.2520 0.2843 1
43 0.2069 0.2974 32 0.2837 0.3552 39 0.1766 0.2179 18 0.2344 0.2665 29
44 0.2060 0.2943 19 0.2816 0.3507 19 0.1721 0.2129 14 0.2320 0.2631 17
45 0.2061 0.2927 22 0.2801 0.3485 20 0.1685 0.2087 33 0.2280 0.2586 20
46 0.2056 0.2908 22 0.2800 0.3483 12 0.2844 0.3554 35 0.2265 0.2572 33
4GCV 0.2036 0.2948 0.2844 0.3554 0.1689 0.2098 0.2303 0.2618
4.5.2 Lena Image
In this example, we test the performance of the proposed method on image recovery. A standard
noise-free test image with 155× 94 pixel, Lena Sjooblom, is used as an example in this study. We
crop the picture as seen in Figure 4.8 (a). Among the 8401 pixels on the cropped picture, n = 2000
pixels are selected randomly and Gaussian noises with σ = 5 are added to the gray-scale values
over the selected pixels. In the simulation, 100 noisy images are obtained by repeating this process









































































































































































































































Figure 4.7 Arctan function (a) surface of the true function; (b) contour of the true func-
tion; (c) sampled observations (dots) with surface of the fit based on GCV
search; (d) contour of the fit based on GCV search and (e) GCV search fre-
quency.
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We consider six different triangulations, 41, . . . ,46, with 98, 148, 235, 309, 416 and 530 tri-
angles, shown in Figure 4.8 (c)–(h), respectively. We use the BPS method to smooth the noisy
image values. After finding the BPS fittings, we evaluate the fittings over all 8401 data points and
compute the average RMSE, RMSPE and PSNR (peak signal-to-noise ratio) which is defined as
PSNR = 20 log10(255/RMSE) to measure the goodness of fit. Table 4.7 shows these measurements
and the frequency of the GCV-selected triangulations. Among 100 replications, GCV selects 46
90 times. For the random sample in Figure 4.8 (b), the recovered images based on six different
triangulations are illustrated in Figure 4.8 (c)–(h). Triangulations 45 and 46 clearly provide the
best estimation.
Table 4.7 Simulation results for Lena imaging example.
4 RMSE RMSPE PSNR FGCV 4 RMSE RMSPE PSNR FGCV
41 8.765 11.990 29.291 0 44 6.239 10.457 32.249 0
42 7.373 11.024 30.794 0 45 5.804 10.120 32.871 8
43 6.644 10.526 31.700 2 46 5.449 9.925 33.419 90
4GCV 5.460 9.938 33.403
4.6 Extension to Spatially Varying Coefficient Models
In many applications, we are interested in building regression models to explain a response
variable over a region of interest under the assumption that the responses are spatially correlated.
Spatially varying coefficient models (SVCMs) are a generalization of classical linear regression
models allowing regression coefficients to change with spatial location. In this section, we extend
our method to SVCMs.
Let Ui, i = 1, . . . , n, represent n random selected locations, which range over Ω. For the i-th
observation, denote by Yi the response variable, and let Xi = (Xi0, Xi1, . . . , Xip)
> with Xi0 ≡ 1 be
the predictors. Suppose that {(Ui,Xi, Yi)}ni=1 satisfy the following SVCM:
Yi = X
>
i β(Ui) + εi =
p∑
l=0
Xilβl(Ui) + εi, i = 1, . . . , n, (4.5)






Figure 4.8 (a) noise-free image; (b) noisy image based on σ = 5 and n = 2000; (c) triangu-
lation 41 and its spline estimate; (d) triangulation 42 and its spline estimate;
(e) triangulation 43 and its spline estimate; (f) triangulation 44 and its spline
estimate; (g) triangulation 45 and its spline estimate; (h) triangulation 46
and its spline estimate.
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4.6.1 Estimation of SVCMs
Our primary interest is to estimate β = (β0, β1, . . . , βp)
> based on the dataset {(Ui,Xi, Yi)}ni=1.
Mu et al. (2018) studied the estimation of (4.5) for data distributed over complex domains, in which
bivariate spline basis functions over triangulations are adopted to represent the coefficient functions,
and a single roughness penalty is incorporated to balance the goodness-of-fit and smoothness.
We consider a generalization of Mu et al. (2018) to allow multiple smooth parameters in the
model fitting, which provides flexible accounts of different smoothness structures for different co-
efficient functions. Let λl ≥ 0 be the penalty parameter for coefficient function βl, l = 0, 1, . . . , p.































l Plγl subject to Hlγl = 0, (4.6)
where Pl is the diagonal block penalty matrix satisfying that γ
>
l Plγl = E(B>l γl).
Similar to the techniques described in Section 4.3, we remove the constraint via QR decompo-



















Note that selecting both triangulations and different values of λ for each variable, would result in
a rather complex and intensive computing. Therefore, we recommend using a common triangulation
for all the explanatory variables: B(u) = B0(u) = B1(u) = · · · = Bp(u) = {Bk(u)}k∈K. The
reason for this recommendation, is that the number of triangles is not too important, provided it



















Let Λ = diag(λ0, λ1, · · · , λp) and DΛ = Λ⊗(Q>2 PQ2). Further, we denote B∗(Ui) = Q>2 B(Ui).









Therefore, the penalized estimator of βl(u) is β̂l(u) = B(u)
>γ̂l, where γ̂l = Q2θ̂l, l = 0, . . . , p.
Next, denote W = (X1 ⊗B∗(U1), . . . ,Xn ⊗B∗(Un))>, then the “hat” matrix is S(λ0, . . . , λp) =
W(W>W + DΛ)
−1W>.
4.6.2 Penalty Parameters Selection
The GCV minimization problem over a (p+1)-dimensional space is computationally expensive.
We propose the following algorithm:
Step 1: Find the common value of λl, call it λ, that minimizes GCV. Here one can apply directly the
diagonalization technique of the single bivariate function case with the “smoother” matrix:
S(λ) = W(W>W+λD)−1W>, where D = D0+D1+. . .+Dp and Dl = diag{el}⊗(Q>2 PQ2).
Step 2: Find the value of λl that minimizes GCV with the other λk, k 6= l, fixed. Then we find a square
A such that A−1(A−1)> = W>W +
∑
k 6=l λkDk, so that θ̂ solves {A−1(A−1)> + λlDl}θ̂ =
W>Y. With A chosen in this manner, the computation of spline fits and GCV over a grid
of values of λl is done as in Section 4.3 for a single bivariate function, but with λ and D
replaced by λl and Dl.
Step 3: Repeat Step 2 until the algorithm converges.
Since diagonalization is rapid, this amount of computation is not burdensome.
4.6.3 Application to Georgia educational attainment data analysis
In this section, we illustrate the methodology via an application to the Georgia educational
attainment data from the StatLib repository. It consists the aggregated data from 159 counties
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in the State of Georgia from the 1990 census. This dataset has been used to illustrate the non-
stationary relationship between the percentage of the county population with a bachelor’s degree
(PctBach) and investigated factors in Fotheringham et al. (2002c) and it is also discussed in (Harris
et al., 2015). In this case study, for illustration, we consider the following factors as our investigated
factors: population of the county in 1990 (TotPop90), the percentage of the county population
defined as rural (PctRural) and the percentage of the county population born outside the US
(PctFB). The following SVCM
log(PctBach) = β0(u) + β1(u)TotPop90 + β2(u) log(PctRural) + β3(u) log(PctFB) (4.9)
is used to fit the data, where u = (u1, u2) denote the longitude and latitude of the observation. We
consider six different triangulations, 41, . . . ,45; see Figure 4.9.
To evaluate different triangulations, we report both the estimation accuracy and the prediction
accuracy of the SVCM in (4.9). The out-of-sample prediction errors of each triangulation are
calculated by 10-fold cross-validation. The GCV method chooses 44 with 108 triangles. The
estimates β̂k(·), k = 0, 1, 2, 3, based on the selected triangulation are also shown. One observes that
the coefficients are varied with the spatial locations. For TotPop90 and PctRural, β̂1 and β̂2 in the
East are smaller than the West in Georgia. For PctRB, β̂3 will increase as the location moves from
the South to the North.
Table 4.8 Georgia Educational Attainment Data Analysis.
41 42 43 44 45
RMSE 3.1382 3.1510 3.1527 3.1504 3.1527
RMSPE 3.6357 3.6369 3.6012 3.5908 3.5920
GCV 15.7001 19.0551 17.0114 9.9782 14.9926
4.7 Conclusion and Discussion
Bivariate spline smoothing (Lai and Schumaker (2007a)) is well-developed in applied mathe-




Figure 4.9 Triangulations: (a) 41; (b) 42; (c) 43; (d) 44; (e) 45.
statisticians as a general tool in data fitting. In this paper, we have advanced BPS as a flexible
and computationally efficient tool for bivariate smoothing over regular/irregular regions. Our re-
sults clearly demonstrate the effectiveness of our method in selecting triangulation and smoothing
parameters. Specifically, our simulation studies find the following: (1) For the number of triangles
used in the bivariate spline smoothing, there is usually a minimum adequate value. Fits using less
than this minimum have low statistical accuracy. Fits using more than this number of triangles
give satisfactory fits. (2) When using more than the minimum number of triangles, often there is
a slight penalty of statistical accuracy. However, the cost of using fine triangulations is much less
than the cost of using coarse triangulations.
Nonetheless, there are still some open issues that haven’t been explored yet in this paper. For
example, how to place the vertices of the triangles adaptively in BPS fitting remains a difficult prob-
lem because of the following critical challenges: (1) Both the shape and the size of the triangles











































(a) (b) (c) (d)
Figure 4.10 Contours of estimated coefficient functions: (a)β̂0;(b)β̂1;(c)β̂2;(d)β̂3.
problem. (2) The basis functions are nonlinear in terms of location of the vertices even if the
number of triangles is given, which make the search space nonlinear. (3) Existing adaptive trian-
gulation generation methods are tailored for noise-free data, and can be sensitive to measurement
noises. These methods typically utilize the underlying feature information of the unknown function.
However, when data are contaminated with relatively large noises, it is challenging to estimate the
features of the regression function very well, especially when the function is bumpy. In the future,
we will continue to work on this research direction.
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CHAPTER 5. GENERAL CONCLUSION
To summarize, we focus on exploring the statistical analysis for spatial data by studying the
non/semi-parametric regression models. This dissertation investigates three topics in spatial data:
estimation and inference in spatially varying coefficient models (SVCMs), study on spatial autore-
gressive partially linear varying coefficient models (SAR-PLVCMs), and triangulation selection for
bivariate penalized splines.
In Chapter 2, the proposed method has several advantages in analyzing the spatial nonstation-
arity. It is much more computationally efficient to deal with large datasets by comparing with
GWR. To be more specific, the computational complexity of BST and BPST is O(nK2n), indicating
that it is almost linear in terms of the sample size, while the complexity of local smoothing methods
is O(n3). Moreover, it could alleviate the adverse effect of the collinearity problem that may exist
in the benchmark method. The algorithm we proposed showed much better numerical performance
in simulation studies and the real data example than the existing approaches.
In Chapter 3, we addressed the neighbors’ effects to the SVCMs and extend SVCMs to a
more flexible partially linear format in order to consider the dependence of spatial neighborhoods
when estimating the functional coefficients in the model. The method we developed is stable and
convenient to construct consistent estimators. We provide detailed proof to show the asymptotic
normality of estimators for constant parameters and consistency of estimators for bivariate func-
tions. Computing the geodesic distance over a complex domain is another intriguing issue because
the euclidean distance may not be an appropriate choice to measure the spatial distance between
two locations. A popular approach is considering each point as a node, constructing some graph
on the data points, and then find the shortest path within the graph to approximate the geodesic
distance. We proposed using a Delaunay triangulation scheme to find the distance in an efficient
way.
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In Chapter 4, our results demonstrated the effectiveness of our method in selecting triangulation
and smoothing parameters. The simulation studies find that there is a minimum adequate value
of number of triangles in the data fitting, and there is a slight penalty of statistical accuracy if the
triangulation with a greater number of triangles is adopted.
