Abstract Information on flood seasonality is required in many practical applications, such as estimation of seasonal design floods, flood forecasting and protection, flood-plain management and operation of water resources systems. Directional statistics (DS) and relative frequency (RF) are two of the popular methods for identifying flood seasonality. A new method, which is an improvement over DS, the IDS method, is proposed to identify flood seasonality and partition the flood season into sub-seasons. The performance of the IDS method was evaluated using synthetic data as well as observed data. The RF, DS and IDS methods were applied to the Geheyan and Baishan reservoir basins in China, and their results were compared and analysed. The results of flood seasonality identified by the IDS method were more objective than those of the RF and DS methods.
INTRODUCTION
Seasonal fluctuations in rainfall are a significant source of variability in basin runoff (Chen et al. 2010) . Proper identification of flood seasonality is important for many practical applications in hydrology and water resources management (Cunderlik et al. 2004a (Cunderlik et al. , 2004b . Numerous hydrological designs require flood seasonality estimates (McCuen and Beighley 2003) , such as seasonal flood frequency analysis (McCuen and Beighley 2003 , Singh et al. 2005 , Fang et al. 2007 , Chen et al. 2010 ; identification of relatively homogeneous regions in regional flood frequency analysis (Burn 1997 , Castellarin et al. 2001 , Cunderlik and Burn 2002 ; seasonal inflow forecasting (Chowdhury and Ward 2007) ; and seasonal reservoir operation (Guo et al. 2004) .
The segmentation of a flood season into multiple sub-seasons is useful in the planning and management of reservoirs (Liu et al. 2010) . In China, in the Yangtze River basin for example, annual maximum or large flood events only concentrate in some period within the flood season, and median or small floods occur at other times within it. According to the Chinese Flood Control Act, the water level of a reservoir should be kept below the flood control water level (FCWL) during the flood season in order to provide adequate storage for flood prevention (Chen et al. 2010) . The FCWL currently used in China is determined mainly for design floods estimated from annual maximum flood series, and neglects seasonal information about the flood season. Therefore, it is necessary to divide the flood season into multiple subseasons and then use different FCWL values in each sub-season. This practice can produce greater benefits in hydropower, navigation, etc., without increasing flood risk (Liu et al. 2010) . Chen et al. (2010) used seasonal frequency analysis to determine the seasonal FCWL of the Geheyan Reservoir and concluded that the seasonal design flood method can enhance the floodwater utilization rate and yield economic benefits without lowering the annual flood protection standard. In this study, these sub-seasons are defined as pre-flood season, main-flood season and post-flood season. This kind of definition can be found in Ngo et al. (2007) , Chen et al. (2010) and Liu et al. (2010) .
There are several approaches to the identification of flood seasonality. One method is based on different meteorological and climate phenomena that generate floods, but can be very time-consuming (Black and Werrity 1997 , Singh et al. 2005 , Liu et al. 2010 . Other methods are based on statistical analysis of flood data, such as the directional statistics (DS) method, the relative frequency (RF) method, and so on. Of these, the DS and RF methods are widely used because of their relative simplicity and ease of calculation. The DS method consists of defining the mean day of flood (directional mean) and the flood variability measure (Magilligan and Graber 1996 , Black and Werritty 1997 , Burn 1997 , Ouarda et al. 2006 . Burn (1997) measured similarities in the timing and seasonality of floods for catchments via the mean direction and mean resultant vector. For the RF method, dates of flood occurrences are usually grouped into months and relative frequencies of flood occurrences are calculated for every month (Black and Werritty 1997 , Cunderlik et al. 2004a , Ouarda et al. 2006 ). Black and Werrity (1997) described flood seasonality with the relative frequencies of flood occurrences in six two-month seasons. Cunderlik et al. (2004a) compared the directional statistics method and the relative frequency method using Monte Carlo simulations and concluded that the performance of the latter did not depend on the flood seasonality type as much as the former did. In addition, Ouarda et al. (1993) proposed two variations of a graphical method for the identification of river flood seasons in peaks-over-threshold (POT) data. Cunderlik et al. (2004b) indicated that the methods mentioned above identify flood seasons subjectively by assessing the temporal distribution of flood occurrence at the site of interest. They introduced a new, objective method for the identification of flood seasons. Their method used a circular uniform distribution to express a non-seasonal model of flood occurrence and tested the significance of seasons of high and low probability of flood occurrence by comparing the observed monthly variability of flood occurrences with the theoretical monthly flood variability obtained from this non-seasonal model. However, their method is not designed to identify segmentation points and is therefore unable to segment the entire flood season into multiple sub-seasons (Liu et al. 2010) .
The objective of this paper, therefore, is to develop a new method to identify flood seasonality during the flood season. This new method is an improvement of the DS method and is based on the theory of directional statistics. To distinguish it from the original DS method, the new method is referred to as the IDS (improved DS) method. Two versions of the IDS method are developed to divide the flood season into sub-seasons. The performance of the method is evaluated using synthetic as well as observed data. For generating synthetic daily flow data, a statistical experiment, based on the first-order autoregression, AR(1), method, is conducted. Observed data are obtained from the Geheyan and Baishan reservoir basins, China. The three methods: RF, DS and IDS are compared for these basins.
The paper is organized as follows: in Section 2 we briefly review two flood identification methods, and in Section 3 we propose two types of IDS method. The data used in the study are discussed in Section 4 and the proposed IDS methods using generated and observed data are evaluated in Section 5. In Section 6, the proposed methods are compared with the original RF and DS methods, and, finally, the conclusions and a recap of the proposed methods are given in Section 7. 
REVIEW OF RF AND DS METHODS
The RF and DS methods are frequently used for the identification of flood seasonality. The former is usually based on the distribution of monthly relative frequencies of flood occurrences, and the latter is based on directional statistics. These two methods are briefly discussed below.
RF method
In this method, dates of flood occurrences are usually grouped into months or weeks and the relative frequencies (RF) of flood occurrences are calculated for each time interval. When the data are classified into time intervals, an adjustment must be applied. Mardia (1972) proposed a method for adjusting the frequencies in such a way that all time intervals have the same length. For example, the observed frequencies for 31-day months are multiplied by 30/31 and the frequency for February by 30/28 or by 30/29, respectively, for a normal or a leap year. Finally, the sum of the original RF (S RF ) is not identical to the sum of the adjusted data (S RF ). To preserve the sum S RF , the final adjusted frequencies are obtained by multiplying by S RF /S RF (Cunderlik et al. 2004a , Ouarda et al. 2006 .
DS method
Data, where the single response is not scalar but is angular or directional, are called directional data. Circular data are the simplest case of directional data. In this section, we provide a brief introduction to directional statistics; more details can be found in Mardia (1972) and Fisher (1993) . Observations arising from the measurement of times can be converted into angles according to the periodicity of time, such as days or years (Otieno and Anderson 2006) .
Directional statistic (Mardia 1972 ) is an effective way to define similarity measures on the basis of timings of hydrological extreme events. The seasonality of floods can be described by means of directional statistics (Fisher 1993) . Black and Werrity (1997) , Burn (1997) and Cunderlik et al. (2004a) applied directional statistics to identify flood seasonality during a year. The DS method is based on defining individual dates of flood occurrences as a directional variable and then calculating the directional mean and variance. The procedure of the DS method is as follows.
The date of occurrence of a peak flow, as a directional statistic of time, is translated into location on the circumference of a circle, with the mathematical convention that the start of the flood season is shown at its most easterly point and time proceeds in a counter-clockwise direction (Mardia 1972 , Fisher 1993 .
First, dates of flood occurrences can be converted to angular values α i as:
where T is the length of flood season, and D i is the date of flood occurrence. Second, the x and y coordinates of the flood dates described by the angles can be determined as:
Third, the mean flood date described by angles can be defined as:
where N is the sample size. Fourth, the mean direction of the circular data, denoted by α, can be defined as:
Fifth, a measure of the variability of flood occurrences about the mean date can be determined by defining the mean resultant vector as:
where r describes the dispersion measure. If all the flood events in the sample occurred on exactly the same day of the year, then r is close to 1. If the flood occurrence dates spread around the circle evenly, r will be near zero. Therefore, r is a measure of the spread (Burn 1997) . If r is sufficiently large, it can be conceived that one particular season is dominant.
IMPROVEMENT OF DS (IDS) METHODS
The proposed method is called the IDS method hereafter, and is an improvement of the DS method. Two versions of the IDS method, designated as IDS-I and IDS-II, are now introduced for dividing the flood season into sub-seasons.
IDS-I method
The IDS-I method uses the circular standard deviation for dividing the flood season. The circular standard deviation (σ ) is related to the circular variance (S) and the relationship between them can be expressed as:
where S is a common dispersion statistic defined in terms of the length of the standardized resultant vector as:
Using equations (6) and (7), the circular standard deviation σ related to r can be defined as:
The start day and end day of the main-flood season can be obtained as:
where D f and D l are the start day and end day of the main-flood season, respectively. Therefore, two segmentation points divide the whole flood season into three parts (sub-seasons). The first, second and third sub-seasons are named pre-flood season, main-flood season and post-flood season, respectively.
IDS-II method
Information on the flood magnitude is important in the identification of flood seasonality. Therefore, in order to take the flood magnitude into account, plane coordinates, x and y , in IDS-II can be defined as:
where q i is the peak flow value of the flood event.
In accordance with the variance of the coordinate, the mean flood date is defined as:
Then r can be defined as:
Values of σ , D f and D l are calculated as in the first method.
DATA
Two types of daily flow data, synthetic and observed, were obtained for evaluating the two IDS methods.
Generation of seasonal daily flow data
Since the aim of this statistical experiment is to verify the proposed IDS methods, seasonal information should be added to the generated data. Cunderlik et al. (2004a) varied the values of the periodic mean in specific periods of the year in order to define the modality of the seasonal distribution. Actually, the mean daily flow, which is an essential parameter for daily series simulation, is different on each day in each sub-season. Thus, the first step is to generate the periodic mean daily flow data. Experimental data simulation entails two steps: (a) generation of periodic mean series, and (b) generation of the daily data.
Generation of periodic mean series
For generating synthetically seasonal daily series (designated as statistical experiment), a first-order autoregressive, AR(1), model was employed. References to various applications of low-order AR models are given in Maidment (1993) . The synthetic series can be simulated from the following lag-1 AR model:
where z(t) denotes the normalized variable at time t; φ 1 is the lag-1 autoregressive coefficient and can be estimated by data series measured; and ε is the residual that is assumed to be normally distribution with zero mean and a standard deviation of σ 2 ε , where the σ 2 ε is an independent and identically distributed variable and can be calculated by the following equation:
where σ z is the standard deviation of z(t).
When each sub-season is given a different mean μ t to introduce the flood seasonality, the periodic mean daily series are simulated from the following equation:
where σ t and μ t are the standard deviation and mean of the generated daily series, respectively, which has been set as
is the segmentation point that separates the flood season into several sub-seasons. Using equation (15), the normalized series are transferred into new series for each segment with different mean and standard deviation.
Simulating with an AR(1) model, the generated periodic mean series are characterized by both seasonality and dependences.
Generation of daily series
When the periodic mean series are generated, another AR(1) model is used to simulate the daily series. That is, the normalized series are calculated following another lag-1 AR model: 
where C s (t) is the skewness coefficient of the generated daily hydrological series. Once the Pearson III series are obtained from equation (17), the daily hydrological series are generated by using equation (18) to implement the flood seasonality represented by the periodic mean series:
Generation of flow samples and validation
Simulation experiments were repeated 1000 times for each value of N, where N is the number of years (N = 20, 30, . . . , 100). The first-order AR model was applied to generate data during the flood season for each year. The IDS-I and IDS-P methods were then employed to calculate the start and end dates of the main-flood season. In order to validate the hydrological series, frequency curves of sub-seasons were constructed and compared. For each sub-season, a maximum sampling method was used to select flood events. The Pearson Type X distribution was used for frequency analysis, and the L-moment method was employed to estimate the parameters. The frequency curves are drawn in Fig. 1 , which shows that the frequency curves of pre-flood and post-flood seasons were lower than those of the main-flood season. This indicates that the synthetic seasonal flow sequence was able to express the flood seasonality properly.
Observed data from river basins
The proposed two IDS methods were applied to the Qing and Songhua river basins, in China. The Qing River basin (17 000 km 2 ) is one of the main tributaries of the Yangtze River. It lies in the subtropical region of warm and humid climate. Floods, mainly caused by rainfall, occur frequently in summer from June to early August when the monsoon fronts advance from south to north, or in the autumn from late August to early October, when the fronts withdraw from north to south (Singh et al. 2005) . The Geheyan Reservoir, which is a key control and multipurpose water resources engineering project, is located in the Qing River basin. The flood season of the basin lasts for five months from May to September. The flood season daily flow series from The Songhua River is the third-largest river in China, with a catchment area of about 556 800 km 2 . It lies at the junction of the temperate and coldtemperate zones. The region has a long cold winter, a hot rainy summer and a dry windy spring. Flood events, mainly caused by the three types of rainfall, typhoon storms, frontal rainfall and localized thunder showers, occur mostly in summer. The Baishan Reservoir is an important hydropower project in the Songhua River basin, where the flood season lasts for four months from June to September. The flood season daily flow series from 1957 to 2007 of Baishan Reservoir was used in this study.
The flood seasonality of the two reservoirs needs to be identified in order to determine the seasonal FCWL and apply different reservoir operation policies in each sub-season. Cunderlik et al. (2004a) and Liu et al. (2010) used a Monte Carlo experiment to evaluate models for flood season identification. The same approach was used here to evaluate the performance of the proposed IDS methods. It entails three steps: (a) generation of data, (b) definition of evaluation criteria, and (c) evaluation of the IDS methods. Cunderlik et al. (2004b) proposed a method to test the significance of flood seasons by comparing the observed variability of flood occurrences with the theoretical flood variability in a non-seasonal model. The method used here is inspired by the Cunderlik method and entails the following steps: (a) identification of seasonality using the two IDS methods; (b) performance evaluation; and (c) validation with observed data.
EVALUATION OF THE IDS METHOD

Performance evaluation criteria
5.1.1 Criterion for generated data The performance of the two methods for synthetic data was evaluated using the root mean square error (RMSE) defined as:
where M denotes the number of experiments (M = 1000); n denotes the number of sub-seasons;m i,j is the calculated value for real-world time series obtained by the IDS method, and m j is the theoretical result. Cunderlik et al. (2004b) identified a flood-rich and a flood-poor season by comparing the monthly variability of flood occurrences with the monthly flood variability in a non-seasonal model. This study aims to divide the flood season into several sub-seasons. When using different segmentation points, the observed RF value of each sub-season is changed. The greater strength of flood seasonality is thus shown where the observed RF values are significantly outside of the confidence interval of a uniform distribution. Hence, the deviation between the observed relative frequency of flood occurrence and the confidence interval of a uniform distribution is a key criterion and, for the wet season or main flood season, can be expressed as:
Criterion for observed data
and for the dry season or other sub-seasons as: Fuzzy set theory (Zadeh 1965 ) was used here to choose the best alternative candidates. The fuzzy theory requires that the values of alternatives be converted into a common dimensionless unit for comparison, i.e. the relative membership degree r k,j which was proposed by Chen and Ji (2005) as:
Based on equation (21), the ideal alternative is the one with the largest d k,j corresponding to r k,j equalling 1, and defined as G = (1,1,1) T (three sub-seasons were considered in the case study). In contrast, the worst alternative is the one with smallest d k,j corresponding to r k,j equalling 0, and defined as B = (0,0,0) T (Chen and Fu 2003, Chen and Ji 2005) . For a specific segmentation scheme, it is not possible for all r k,j to equal 0 or 1; usually the values lie between. The distance of alternative k to the ideal alternative can be described as (Zhou et al. 1999, Chen and Fu 2003) :
where w j is the weight, n j=1 w j = 1. In this study, since each sub-season had the same importance, the weight was equal to 1/3.
The distance of alternative k to the worst alternative can be described as:
The membership degree with respect to the optimum is denoted by u k for alternative k, and (1 -u k ) is its membership degree with respect to the worst. The scheme with the largest u k is the best. From the perspective of fuzzy sets, the membership degree may be regarded as a weight. Thus, equation (22) or (23) will better describe the difference between alternative k and the optimum or the worst. The weighted distance to the optimum of alternative k can be described as (Zhou et al. 1999) :
Similarly, the weighted distance of alternative j to the worst can be described as:
In order to solve for the optimal membership degree u k , an objective function is established as:
By solving dF(u k )/du k = 0, u k can be expressed as:
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Testing using statistical experimentation with synthetic data
The results of the two IDS methods for statistical experimentation are given in Table 1 and Fig. 2 . The RMSE values of these two methods fluctuated within the range of five to ten days. In the case of u t set as 1.0-2.5-1.0, the smallest RMSE value was obtained with a record length of 100 years. The largest RMSE value occurred when u t equalled 1-2.5-1.5 with a record length of 20 years. It can be inferred that both methods performed satisfactorily. The IDS-method was superior to the IDS-I method, because the RMSE values of IDS-I exceeded those of IDS-by one or two days. The performance improved with increasing sample size of the statistical experiment. The RMSE values of the two methods decreased by about two or three days when the record length increased. In the case of u t set as 1.0-2.5-1.0 and the record length increasing to 100, the RMSE values decreased by 44%. The t-day maximum runoff volume W td was also taken into account. It also can be seen from Tables 2 and 3, when variable t equals different values (1, 3, 5, 7 and 10 days), small differences in the mean date, start day D f , and end day D l , are shown. There does not appear to be a strong relationship between the mean date of flood occurrence and the time interval t. In order to show the differences between the two versions of IDS, their absolute errors (AE) and relative errors (RE) were calculated. The absolute error is the magnitude of the difference between values of IDS-II and IDS-I, and the relative error is the absolute error divided by the magnitude of the values of IDS-II. Table 4 shows that the average relative errors of the mean resultant (or directions) for the Geheyan and Baishan reservoir basins are 9.95 and 18.95 (or 6.44 and 3.60), respectively. Thus, a significant difference exits between the mean resultant vectors of the two methods, which indicates that when considering the flood magnitude, the timing of flood occurrence exhibits a higher degree of clustering. For both reservoirs, the locations of the first segmentation points are close, and the locations of the second segmentation points have some differences. These results of application show that the two versions of IDS are a little different. samples) are generated by sampling with replacement from the original sample (Diaconis and Efron 1983, Efron and Tibshirani 1993) . In this study, the process was as follows: an original sample set of size N, which describes the observations of flow with a length of N years was assumed. Sampling with replacement, one observation was randomly and independently selected from the original sample and placed into the bootstrap sample. Random selections continued until a new bootstrap sample of N observations had been created. Due to the replacement process, note that some of the original sample values may appear more than once, and others not at all. The RF values of each bootstrap sample were calculated. Repeating the above process M times, the bootstrap replicates of size M were drawn, and their RF values were obtained. The confidence intervals for the relative frequencies generated from the uniform (non-seasonal) distribution of flood occurrences were estimated using the Cunderlik method (Cunderlik et al. 2004b) , and 95% confidence intervals for seasonal relative frequencies of flood occurrence were plotted, as shown in Fig. 4 .
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Testing
The u k values corresponding to different schemes were calculated. As the test does not consider flood magnitude, only the IDS-I method was used for comparison. For the first segmentation points in the Geheyan Reservior data, results in Fig. 5(a that the highest u k values occurred with the first segmentation on the 30th day (30 May) and the second segmentation on the 92nd day (31 July) corresponding to the value of 92 in the X-axis during the flood season. The identification results were very close to those of IDS-I, with only a one day difference. For Baishan Reservoir (Fig. 5(b) ), the highest u k values occurred on the 30th day (30 June) for the first segmentation point, and 95th day (3 September) for the second segmentation point. There are some differences between the proposed methods and the test, especially in the second segmentation points. This is because there are so few post-flood season data, as shown in Fig. 3 .
COMPARISONS OF RF, DS AND IDS METHODS
The results of flood season identification by the RF method are shown in Fig. 6 and Table 5 , from which it can be inferred that the highest RF value occurs in the middle of July. Flood events increase in June and decrease in September in the Geheyan Reservoir basin. Therefore, May is the pre-flood season, June and July are the main-flood season, and September is the post-flood season. Similar results were found in the Baishan Reservoir basin. The highest flood frequency occurs in late July. Therefore, the pre-flood season is June; the main-flood season is June and July; and the post-flood season is August and September. For the DS method, the mean direction and the mean resultant vector were calculated, as given in Tables 2 and 3 for the Geheyan and Baishan reservoir basins are also shown in Fig. 3 and Table 5 .
Compared with the IDS methods, both the RF and DS methods identified the seasonality by visual assessment of the the temporal distribution of flood occurrences at the sites of interest. There is no uniform standard. Different people may derive different segmentation results. The proposed IDS method identifies the seasonality in a flood season via statistical calculation, which leads to more objective results.
CONCLUSIONS
The IDS method, which is an improvement of the DS method, was developed and applied to identify flood seasonality in the Geheyan and Baishan reservoir basins, China. The reliability of two versions of the IDS method were investigated and analysed using statistical experiment and real data. The main conclusions are:
(1) The results of statistical experimentation using synthetic data demonstrate that the two versions of the IDS method are satisfactory. It was found that that the IDS-II method, which considers flood magnitude, is superior to the IDS-I method. The performance of the IDS methods improves with increasing record length. (2) The testing results based on the synthetic data and observed data show that the proposed IDS method is rational. (3) The IDS method is objective, because it can identify the seasonality via statistical calculation instead of visual assessment.
