Abstract. Let Fr be a free group of rank r, Fq a finite field of order q, and let SLn(Fq) act on Hom(Fr, SLn(Fq)) by conjugation. We describe a general algorithm to determine the cardinality of the set of orbits Hom(Fr, SLn(Fq))/SLn(Fq). Our first main theorem is the implementation of this algorithm in the case n = 2. As an application, we determine the E-polynomial of the character variety Hom(Fr , SL 2 (C))/ /SL 2 (C), and of its smooth and singular locus. Thus we determine the Euler characteristic of these spaces.
Introduction
In recent years there has been many new results concerning the E-polynomial of twisted character varieties: [9] , [13] , [16] , [15] and [14] . In this paper we consider free group character varieties.
Let G be a reductive algebraic group over an algebraically closed field L, and let Γ be finitely generated group. Let G act on Hom(Γ, G) by conjugation. Then the ring of invariants L[Hom(Γ, G)]
G is finitely generated since G is reductive and consequently we have the GIT quotient the E-polynomial of the GIT quotient X Fr (SL 2 (C)), and that of the free Abelian case X Z r (SL 2 (C)) as well.
Our first main theorem is the following:
Theorem A. Let r ≥ 2 and q be odd. The cardinality of Q r (SL 2 (F q )) is C r (q) = (q − 3)(q − 1) r−1 2 + (q − 1)(q + 1) r−1 2 + 2 r+1 q r−1 + 2(q 3 − q) r−1 .
Since the conjugation action is not free, counting the orbits is not direct. Consequently, we stratify the set Hom(F r , SL 2 (F q )) into orbit-types that allows us to use a generalization of the classical group theory theorem of Lagrange to count the orbits in each strata. We first determine how many strata there are and describe them. Then we determine the cardinality of each of strata and the cardinality of its uniform stablilizer. Using this we prove the theorem.
Thereafter, we prove our main application using a theorem of Katz (see Appendix of [9] ). Let X sm (respectively X sing ) denote the smooth points (respectively singular points) of a variety X.
Here is our second main theorem:
Theorem B. Let q = xy. Then the E-polynomial for X Fr (SL 2 (C)) is E Fr (q) = (q − 1) r−1 (q + 1) r−1 − 1 q r−1 + 1 2 q (q − 1) r−1 + (q + 1) r−1 ,
and the E-polynomial of X Fr (SL 2 (C)) sing ∼ = X Z r (SL 2 (C)) is given by E Z r (q) = 1 2 ((q − 1) r + (q + 1) r ) .
Consequently, the difference of these is the E-polynomial of X Fr (SL 2 (C)) sm .
We note that the reducible (or Abelian) strata corresponds to the singular locus by [6] , and so this is how we recover the E-polynomial of X Z r (SL 2 (C)) and X Fr (SL 2 (C)) sing . To simplify the notation in what follows, we will often shorten X Fr (SL 2 (C)) to X r . Let χ(X) denote the Euler characteristic of a topological space X. In Section 8, we give an independent proof of Corollary C by computing the Poincaré polynomials for these two moduli spaces. Although to prove Corollary C it suffices to evaluate the E-polynomials in Theorem B at q = 1, and use its additivity property for the other strata.
E-Polynomial
In what follows, for an affine variety X, we consider singular cohomology H * (X; k) where k is a field of characteristic 0 (sometimes writing simply H * (X) when k is not important). It is equivalent to simplicial cohomology since algebraic sets are simplicial, and also to sheaf cohomology with the constant sheaf since algebraic sets are locally contractible. P. Deligne in [3, 4] showed that a complex variety X admits an increasing weight filtration 0 = W −1 ⊂ W 0 ⊂ · · · ⊂ W 2j = H j (X; Q), and a decreasing Hodge filtration H j (X; C) = F 0 ⊃ · · · ⊃ F m+1 = 0 such that for all 0 ≤ p ≤ l,
where F p (Gr W ⊗C l ) = (F p ∩ W l ⊗ C + W l−1 ⊗ C)/W l−1 ⊗ C. This allows one to define the mixed Hodge numbers for every H j (X; C) by h p,q;j (X) := dim C Gr
and subsequently define the mixed Hodge polynomial H(X; x, y, t) := h p,q;j (X)x p y q t j .
Likewise, one can also consider cohomology with compact support and obtain the same structure (recall this is the cohomology of the complex C * c (X) ⊂ C * (X) of cochains α such that there is a compact K ⊂ X so α(σ) = 0 for any chain σ with image in X − K). We denote this by H * c (X; k), and correspondingly the mixed Hodge numbers by h p,q;j c and the mixed Hodge polynomial by H c (X; x, y, t). The E-polynomial is defined to be E(X; x, y) := H c (X; x, y, −1). This immediately implies that the classical Euler characteristic is given by χ(X) = E(X; 1, 1). For further detail we refer the reader to the book [17] .
A spreading out of X is a scheme X over a Z-algebra R with an inclusion ϕ : R ֒→ C such that the extension of scalars satisfies X ϕ ∼ = X. X is said to have polynomial count if there exists P X ∈ Z[t] and a spreading out X such that for all homomorphims φ : R → F q to finite fields (for all but finitely many primes p so q = p k ) we have #X φ (F q ) = P X (q). Katz shows in [9] that if X has polynomial count, then E(X; x, y) = P X (xy).
Let F r be a rank r free group. Then the representation variety Hom(F r , SL 2 (C)) is acted upon by SL 2 (C) via conjugation. Let C[Hom(F r , SL 2 (C)] be the coordinate ring of the representation variety. The GIT quotient
where C[Hom(F r , SL 2 )] SL2(C) is the ring of invariants, is called the SL 2 (C)-character variety of F r . By Seshadri's extension of GIT to arbitrary base, see [18] , there exist a scheme
and thus X r admits a spreading out. We end this section with a proof, based on the theorems developed subsequently in this paper, of Theorem B. Recall that Theorem B says that the E-polynomial for X r (SL 2 (C) is
Proof of Theorem B. There is a bijection between the Zariski closed orbits (over the algebraic closure) and the GIT points. Let Q * (F q ) be the orbit space of orbits that consist of points whose SL 2 (F q )-orbits are Zariski closed. Thus, Q * r (F q ) maps onto the F q -points of X r (F q ). With respect to Definition 2, the points that have closed orbits are the trivial, diagonal, extendably diagonal and absolutely irreducible representations since upper-triangular representations that are not diagonalizable do not have closed orbits. By Remark 8 and the fact that G acts trivially on s Z , |s
and |s U | = (q + 1) ((2q) r − 2 r ). And by Proposition 8
and
Therefore, using Corollary 1, we obtain an explicit formula
and consequently for |s AI /G| since G acts uniformly of order 2 on s AI . By Proposition 9, the number of F q -points in the smooth locus of X r is |s AI /G|/2. The resulting formula, counting
for q = p k where p is an odd prime. Thus, since X r admits an appropriate spreading out by Seshadri, we conclude that X r is polynomial-count, and so by Katz's theorem the counting polynomial is the E-polynomial, as claimed. Likewise we conclude that the E-polynomial for
Counting Representations
In this section we take a step back and introduce precisely the notation and begin a detailed discussion of the computations to prove the main theorems. We sacrifice generality for a self-contained and detailed exposition.
3.1. Notation. Let p be a prime integer, and let F q be the finite field of order q = p k for k ≥ 1. The group GL n (F p ) is the group of n × n invertible matrices over F q , and SL n (F q ) is the subgroup of those elements in GL n (F q ) whose determinant is 1. Denote F * . The n − 1 projective space over F q is defined to be
* . In general, we will denote k
denote its class in P n−1 (F q ). Naturally, GL n (F q ), and
* and any g ∈ GL n (F q ). This action is well-defined since scalar multiplication commutes with matrix multiplication.
We begin this section by counting the total number of elements in Hom(F r , SL n (F q )) where F r is a rank r free group. Let |X| denote the cardinality of a set X. Since Hom(F r , G) ∼ = G ×r for any group G, and |X × Y | = |X||Y | for any sets X and Y , it suffice to compute the order of SL n (F q ). For this we use an argument similar to one found on page 67 in [8] .
For any group G acting on a set X let Orb G (x) denote the orbit of x ∈ X, and Stab G (x) denote its stabilizer. When G and X are finite, the Orbit-Stabilizer Theorem tells |G| = |Orb G (x)||Stab G (x)| (see [10] ).
3.2.
Representations. Since SL n (F q ) acts on the projective space P n−1 (F q ), we simply apply the Orbit-Stabilizer Theorem to obtain |GL n (F q )|, and use this to count |SL n (F q )|.
Let e i be the vector in F ×n q with 1 in the i-th component and zeros elsewhere.
. It suffices to prove that for any [v] ∈ P n−1 (F q ) there exists g ∈ SL n (F q ) such that ge i = λv for some λ ∈ F * q . Since v is not the zero vector, there is a non-zero j-th component v j . We can then divide v by v j and preserve the class [v] . Thus, we can assume v j = 1.
Construct a matrix g by putting v in the i-th column, and create a row of zeros, except at the i, j-th position, in the j-th row. Then without further assumptions ge i = v. To ensure that g has unit determinant, we make the following further assumptions. The complement of the i-th column and the j-th row of g is an (n − 1) × (n − 1) matrix; call it h.
Define h to be any (n − 1) × (n − 1) matrix over F q having determinant (−1) i+j . Certainly if i + j is even such a matrix exists (identity matrix), and if i + j is odd we can take the identity and replace one diagonal entry by −1.
Thus by expanding along the j-th row, we have det
. This completes the argument that Orb SLn(Fq) ([e i ]) = P n−1 (F q ). Secondly, we determine the cardinality of P n−1 (F q ). Let [v] ∈ P n−1 (F q ) and let v i be the components of v for 1 ≤ i ≤ n. By definition there is some v k = 0, and thus there is a unique representative of [v] so its k-th entry is 1; let it be v. When k = 1, we thus have q n−1 choices since we have n − 1 remaining coordinates and |F q | = q. We have only not counted the vectors so v 1 = 0. So next consider v 2 = 1 with v 1 = 0. There then are q n−2 such vectors. We have yet to count those vectors with v 1 = v 2 = 0. So let v 3 = 1 and v 1 = v 2 = 0, and we count q n−3 vectors. Repeating this process, we conclude that 
Proof. Clearly, F i ⊂ GL n (F q ) since expanding the determinant along the i-th column of g ∈ F i we see det(g) = a ii det(A) = 0 since a ii ∈ F * q and A ∈ GL n−1 (F q ).
and thus ge i = λe i for λ = 0. Denote the entries of g by g kj for 1 ≤ k, j ≤ n. We conclude that g ii = λ = 0 and g ij = 0 for j = i. Letting A be the complement of the i-th column and i-th row in g, we compute det(A) = λ −1 det(g) = 0. Thus, g ∈ F i , and so
q , which implies that we have (q−1) choices for a ii . Also, a ki ∈ F q for k = i, so we have q choices for each of these components. The only remaining choice is for A ∈ GL n−1 (F q ). Thus, in total, we have |Stab
Remark 2. Using the same notation as above,
which eliminates that choice in the above argument.
Lemma 3.
Proof. We proceed by induction. Let n = 1. Then obviously |GL 1 (F q )| = |F q | = q − 1 and the result holds. Next, assume that the statement is true for n > 1 and consider n + 1. Then, the Orbit-Stabilizer Theorem, our previous lemmas, and the induction hypothesis together imply:
Thus, by induction, the statement is true for all n ≥ 1.
Remark 3. The same argument above shows |SL n (F q )| = q
Example 1. The cardinality of the sets above coincides with the number of F qpoints in the Z-schemes Hom(F r , GL n ) and Hom(F r , SL n ) since they are products of group schemes, and the cardinality of these groups by definition corresponds to the F q -points of the associated schemes. Thus these varieties are of type polynomial-count, and so the counting polynomials are the E-polynomials by Katz's work in the appendix of [9] (see the previous section for definitions and references). Consequently, the Euler characteristic of the space of C-points is 0 by setting q = 1. This is as expected since χ(Hom(F r , SL n (C))) = χ(SU(n)) r = 0 given that SU(n) is a fibration over S 2n−1 ; and so χ(Hom(F r , GL n (C))) = χ(Hom(F r , SL n (C)))χ(Hom(F r , C * )) = 0.
Remark 4. All of the above computations can be generalized greatly, in fact any split reductive algebraic group G is polynomial count. Moreover, using the Bruhat Decomposition, as shown by Chevalley in [2] , the explicit counting-polynomial can be written. Thus, Hom(F r , G) is explicitly polynomial-count for any such G.
3.3.
Characters. Let g ∈ SL n (F q ) and ρ ∈ Hom(F r , SL n (F q )). Then SL n (F q ) acts by conjugation on Hom(F r , SL n (F q )); g · ρ = gρg −1 . Through the evaluation mapping identifying Hom(F r , SL n (F q )) with SL n (F q ) ×r this action becomes simultaneous conjugation; g · (g 1 , ..., g r ) = (gg 1 g −1 , ..., gg r g −1 ). We can therefore formulate the quotient space
which is by definition the set of conjugation orbits of homomorphisms. Our first goal in the coming sections is to determine |Q r (SL 2 (F q ))|. If the action were free, we would simply take the computation for |Hom(F r , SL n (F q ))| and divide it by the computation of |SL n (F q )|. However, the action is not free, so we will have to partition the set of homomorphisms into subsets of equal stabilizer type, whose quotients we will be able to count. The strategy is then to relate Q r (SL n (F q )) to the F q -points of the Z[1/n]-scheme associated to the character variety X r (SL n (C)) = Hom(F r , SL n (C))/ /SL n (C). See [19] for a detailed description of this scheme. We will do this only for the case n = 2, although we expect the n = 3 case to likewise be tractable.
Stratification
In this section we divide Hom(F r , SL n (F q )) into conjugate invariant subsets. We choose such a stratification so that two homomorphisms are in the same strata if and only if their stabilizers have the same cardinality. Definition 1. Let G be a finite group acting on a set X. We say that two elements x, y ∈ X have the same stabilizer type if |Stab G (x)| = |Stab G (y)|. Then, G is said to act uniformly on X if there is exactly one stabilizer type for all x ∈ X. In this case, letting the cardinality of the stabilizer be m, we say that G acts uniformly of order m on X.
Since Hom(F r , SL n (F q )) is finite, there are a finite number of stabilizer types. Let N be that number (N may depend on q, r, n). Denote s i ⊂ Hom(F r , SL n (F q )) for 1 ≤ i ≤ N be the distinct and disjoint subsets of fixed stabilizer type. Then
To count the total number of orbits in each strata, we will make extensive use of the following proposition; itself a generalization of the Lagrange's Theorem (see [10] ).
Proposition 1 (Uniform Action Theorem). Let X be a finite set, and let G be a finite group acting uniformly of order m on X. Then, |X/G| = m|X|/|G|.
Proof. The result follows from Burnside's Counting Theorem (see [10] ), but we prove it here to be complete. Since X is finite
where N ≤ |X| and x i = g · x j for all g ∈ G and 1 ≤ i = j ≤ N . Orbits are disjoint, and so
By definition, SL n (F q ) acts uniformly of some order m i on s i , for 1 ≤ i ≤ N . Thus,
.
We now specialize to n = 2, q odd, and r ≥ 2. The special case of r = 1, the character variety is C and so its E-polynomial is q. Excluding p = 2 does not change our results since we need only have a counting function that works on a dense set of primes.
4.1. Strata. For the rest of this paper, let G = SL 2 (F q ) and denote Hom(F r , G) by R r . We also assume that p is odd and r ≥ 2. Let I be the identity matrix. The following definitions were motivated via computer experimentation over Z p using Mathematica. Denote the algebraic closure of F q by F q .
Remark 5. Let Z be the center of G. It is easy to see that Z = {±I} simply by solving AB − BA = 0 over Z for A where B ∈ G. For instance, the cases when B is strictly triangular forces A to be a multiple of the identity. But since the det(A) = 1, the result follows.
Definition 2.
1. Define s Z to be {ρ ∈ R r | ρ(w) ∈ Z, for all w ∈ F r }. We call these homomorphisms central, and this set the central strata.
2. Let D denote the set of diagonal matrices in G. Define s D to be {ρ ∈ R r | there exists g ∈ G such that gρ(w)g −1 ∈ D, for all w ∈ F r } − s Z . We call these homomorphisms diagonalizable, and this set the diagonalizable strata. 3. Let D denote the set of diagonal matrices in SL 2 (F q ). Define s D to be {ρ ∈ R r | there exists g ∈ SL 2 (F q ) such that gρ(w)g −1 ∈ D, for all w ∈ F r } − s D ∪ s Z . We call these homomorphisms extendably diagonalizable, and this set the extendably diagonalizable strata.
We call these homomorphisms projectively unipotent, and this set the projectively unipotent strata.
We call these homomorphisms non-Abelian, and this set the non-Abelian strata.
Call an element of ρ ∈ R r Abelian if its image is an Abelian group, and call ρ reducible over G if there exists g ∈ G so that gρg −1 has its image contained in the set of upper-triangular matrices. It will be called absolutely irreducible if ρ is not reducible over SL 2 (F q ). We will see that s N consists of absolutely irreducible homomorphims, and also reducible homomorphisms that are not projectively unipotent, not (extendably) diagonalizable, and not central.
Proposition 2. The sets defined in Definition 2 are disjoint conjugate invariant sets whose union equals R r . Moreover, (a) s N is exactly the set of non-Abelian homomorphisms which consists of absolutely irreducible homomorphims and nonAbelian reducible homomorphims, and (b) G acts on each strata uniformly.
Proof. By definition all the sets are disjoint from each other, are conjugate invariant, and
Abelian and reducible over SL 2 (F q ), and s N is by definition their complement. Thus, s N contains all absolutely irreducible homomorphims (they are non-Abelian since by Burnside's Theorem ( [12] , p.649) they algebraically generate all 2 × 2 matrices but if they were Abelian they would generate an Abelian algebra which is a strict subset). By Shur's Lemma (see [11] ) the stabilizer of the absolutely irreducible representation must be the center of G, and so G acts uniformly on that subset of s N . So to prove (a) we need to show that s N does not contain any Abelian homomorphisms (therefore Abelian homormophisms are necessarily reducible over F q ). This will follow from part (3) of the No-Mixing Theorem below. We will prove the rest of part (b) in the next section.
Remark 6. Given the preceding proposition, we denote the set of non-Abelian reducible representations by s NR . By definition, s NR ⊂ s N . We also denote the set of absolutely irreducible representations by s AI . Thus, s AI = s N −s NR . Lastly, we let the set of Abelian representations be denoted by s Ab , and so s Ab = s Z ∪s D ∪s D ∪s U .
Remark 7. The above proposition also shows that the number of strata for q odd and r ≥ 2 does not depend on q or r. In particular, excepting r = 1 or q = 2 k , there are always 5 strata. We conjecture that for Q r (SL n (F q )) the number of strata N , for r ≥ 2 and q such that gcd(q, n) = 1, depends only on n.
be an eigenvector of M with e its eigen-value. Suppose e ∈ F q m − F q for some non-trivial field extension
q . Without loss of generality let v 1 = 0. Since
In analogy with the usual notion of quadratic residues over Z p , we will call an element a ∈ F * q a quadratic residue if there exists a solution in F q to the equation x 2 = a. Otherwise, a is called a quadratic non-residue. We will also use the Legendre symbol a q to be 1 if a is a residue and −1 otherwise.
Lemma 5. Let F q be a finite field of order q = p k where p is an odd prime. Then
Proof. It is just the observation that the F * q is cyclic of even order and so isomorphic to Z 2m , which has exactly half its elements multiples of 2. Thus in F * q there are (q − 1)/2 squares. The set of these squares is a subgroup S, so F * q /S ∼ = Z 2 . Thus, a non-residue times a non-residue must be a residue. From the definition of residue alone, a residue times a residue is a residue, and a residue times a non-residue is a non-residue. The result follows.
Lemma 6. Let ρ = (A 1 , ..., A r ) ∈ Hom(F r , G) and suppose that for each i the eigenvalues of A i are in F q , and for at least one A i its eigenvalues are not repeated. If ρ is upper-triangularizable over F q , then ρ is upper-triangularizable over F q . If ρ is diagonalizable over F q , then ρ is diagonalizable over F q .
Proof. By assumption, there exists g ∈ SL 2 (F q ) so that g −1 ρg is upper-triangular.
Since at least one such matrix, say g
, has non-repeated eigenvalues, we can conjugate g −1 ρg further by 1
We assume we have done so without changing no- or e 2 is a common eigenvector. In the first case ρ is upper-triangular to begin with, and in the second case it is lower-triangular to begin with. Since conjugating ρ by f := 0 1 −1 0 turns a lower-triangular representation into an upper-triangular one, we conclude that in the case b = 0 = c, that ρ is upper-triangularizable over the base field F q . Moreover, the same argument shows that if ρ was diagonalizable, the matrices A 1 , ..., A r would share two common eigenvectors, and so they would be have to be e 1 and e 2 . In that case we conclude that ρ was diagonal to begin with.
If
as noted before, all multiples λ, µ provide simultaneous eigenvectors. So in fact,
we know that one of v := b x − a or w := b x −1 − a is a simultaneous eigenvector (both are if ρ was diagonalizable). To verify that these vectors are in fact eigenvectors for A i , we check g −1 A i g in the case λ = 1 = µ to obtain
The lower left entry and the upper right entry each simplify (using the identities ad − bc = 1 and a + d = x + x −1 ) to multiples of the characteristic polynomial in terms of x. Hence they are each 0 since x is an eigenvalue.
We claim that C := b b x − a x −1 − a , after possibly conjugating by f , will upper-triangulize ρ, and in fact will diagonalize ρ if ρ was diagonalizable. Since this matrix is over the base field, we are done. First note that C is invertible since det(C) = 0 if and only if b(x −1 −a−x+a) = 0, which only occurs if b = 0 or x = ±1. Neither is true given our assumptions at this point in the argument. Moreover, we can scale the columns of C over the base field (as described above), and preserve their being simultaneous eigenvectors over F q and yet arrange for the det(C) = λµb(x −1 − x) = 1; for instance λ = 1 and µ = (b(x −1 − x)) −1 . Indeed, suppose that v is the simultaneous eigenvector with eigenvalue x j for the matrix factor A j , then for each A j , we have
where second column * * = C −1 A j w. Thus, C −1 ρC is upper-triangular where C is over the base field.
If w is the simultaneous eigenvector, then likewise we have
where first column
x j 0 0 y j , and thus C −1 ρC is diagonal where again C is over F q .
Denote the free group on r letters as F r = γ 1 , ..., γ r . The next proposition loosely says that if ρ ∈ Hom(F r , SL 2 (F q )) is reducible, then ρ(γ i ) for each i either has all its non-trivial eigenvalues in a quadratic extension of F q but not in F q itself, or all of the eigenvalues are in F q -hence the name, "no-mixing".
Proposition 3 (No-Mixing Theorem). Let q = p k for p an odd prime. Let ρ ∈ Hom(F r , SL 2 (F q )) be reducible over F q . Then:
(1) For any fixed 1 ≤ i, j ≤ r it is impossible for ρ(γ i ) = ±I with eigenvalues in F q and ρ(γ j ) with an eigenvalue in
Conversely, if ρ ∈ Hom(F r , SL 2 (F q )) is diagonalizable, and for all 1 ≤ i ≤ r either ρ(γ i ) has an eigenvalue of ±1, or ρ(γ i ) has an eigenvalue not in F q that satisfies x 2 − t i x + 1 = 0 for t i ∈ F q , then there exists g ∈ SL 2 (F q ) so that gρ(F r )g −1 ⊂ SL 2 (F q ). Proof. Since ρ is reducible, there is h ∈ SL 2 (F q ) so hρ(γ i )h
. To simplify notation we now assume that ρ is already in upper-triangular form. Note that the characteristic polynomial says that (a
i ) + 1 = 0 where t i ∈ F q is the trace of ρ(γ i ). Thus, since p > 2, we can write a
is a quadratic field extension if and only if t 2 i − 4 is a quadratic non-residue which occurs if and only if x 2 − t i x + 1 is an irreducible polynomial over F q . In this case, we work in the quadratic field extension F q ( t 2 i − 4). Let e i := t 2 i − 4 for simplicity. In analogy with the complex numbers, let ℑ(s+te i ) = t and ℜ(s + te i ) = s, where s, t ∈ F q . Note that ℑ and ℜ are F q -linear.
We first prove item (1). Take we can assume that x = 0 or x = 1. Again, we note that this does not change the upper-triangular form of ρ, and again, we assume now we have done this.
According to our hypothesis, there exists g ∈ SL 2 (F q ) so that gρ(F r )g −1 ⊂ SL 2 (F q ), and in particular M := gAg 
. Thus all coordinates of v, w are in fact non-zero. Since N has two distinct eigenspaces we can still say more. There must exist λ, µ ∈ F q * such
where N = (n ij ). This follows by simply observing that the columns are in fact eigenvectors for N . For instance,
since b 2 − (n 11 + n 22 )b + 1 = 0. Also note that n 12 = 0 since otherwise N has an eigenvalue, namely n 22 , in F q , which it does not.
We now show that M = gAg −1 cannot be in SL 2 (F q ); which is a contradiction.
We compute M = g a x 0 a 
is not in F q since by assumption 2b = t + √ t 2 − 4 is not in F q where t = n 11 + n 22 ∈ F q . Thus, since n 12 (a −1 − a) ∈ F * q , we conclude that the upper right entry of M is not in F q if x = 0, or if x = 1 and either
. Consequently, M is not in SL 2 (F q ) in these cases; the desired contradiction. If x = 1 and . So for M to be in SL 2 (F q ) the latter condition must hold. Using this, we simplify m 21 , and solve for ℑ(m 21 ) = 0. In this way, after a fairly lengthy calculation, we obtain that ℜ(λ 2 ) = a −1 −a n12(2n11−t) . Note that since a = ±1, it must be the case that 2n 11 − t = n 11 − n 22 = 0. Thereafter, we substitute these necessary values for ℜ(λ 2 ) and ℑ(λ 2 ) into m 22 . Simplifying, again after a lengthy calculation, we obtain that ℑ(m 22 ) = a −1 −a 2(2n11−t) . But this latter expression is never 0 since a = ±1. This last contradiction finishes the proof of (1).
We now prove item (2). Again we assume the ρ = (A 1 , ..., A r ) is upper-triangular. By (1), for each i either A i is a multiple of the identity matrix, or the eigenvalues of A i are in F q [x]/(x 2 − tx + 1) − F q where tr(A i ) = t. Suppose that ρ is not diagonalizable over F q , yet has eigenvalues outside of F q . Therefore, similar to the proof of (1), we can assume there exists distinct indices i, j so
By hypothesis, ρ is conjugate a representation in SL 2 (F q ), and so there exists a g ∈ SL 2 (F q ) so that gρg −1 ∈ SL 2 (F q ). As in the proof of (1), we know there exists
and det(g) = λµn 12 b −1 − b = 1. We show that M = gA i g −1 cannot be in SL 2 (F q ); which is a contradiction. Similarly to the calculation in the proof of (1),
By assumption a = s/2 + f /2 where f = √ s 2 − 4 and s 2 − 4 is a quadratic non-residue, and s = tr(A i ). Likewise, b = t/2 + e/2 where e = √ t 2 − 4 and t 2 − 4 is a quadratic non-residue, and t = tr(A j ). Simplifying m 12 with these values we determine that m 12 = ef n12
. Since e 2 and f 2 are quadratic non-residues, the fact that the Legendre symbol is multiplicative (by Lemma 5) implies that (ef ) 2 is a quadratic residue and therefore, ef is in F q . We thus conclude that λ 2 must also be in F * q . With that acknowledged, we now likewise simplify m 11 obtaining
Again, since ef ∈ F q and λ 2 , n 12 = 0 but are in F q , we deduce that m 11 ∈ F q , the desired contradiction. Therefore, we have shown that if ρ is reducible and any component matrix has an eigenvalue not in F q , then ρ ∈ s D .
We now prove the converse. Since ρ is diagonalizable, we assume that ρ =
for all i, then the result holds trivially. So we assume there exists 
, we see that
Supposing that is the case and letting g := det(g i0 ) −1/2 g i0 ∈ SL 2 (F q ), we have gρg
×r , as desired.
∈ SL 2 (F q ). Indeed, simplifying we obtain g i0 g
. However, since e 2 i is a quadratic non-residue, we conclude that 1/e 2 i is also a quadratic non-residue. Again, since the Legendre symbol is multiplicative (Lemma 5) and e 2 i0 is also a quadratic non-residue, we conclude that (
2 is quadratic residue which implies that
∈ SL 2 (F q ) as needed.
Now we prove (3). By Lemma 6, if ρ = (A 1 , ..., A r ) ∈ s D then some A i has an eigenvalue in F q − F q . Thus, by assumption, ρ ∈ s D .
We now prove that if all eigenvalues are ±1, then ρ is in s Z ∪ s U . Assume that ρ = (A 1 , ..., A r ) is not central. By definition, there exists g ∈ SL 2 (F q ) so that g −1 ρg is upper-triangular. We will show that g can be chosen from SL 2 (F q ). i0 (1+x(ǫ i0 −a i+0 )), will make g −1 A i g upper-triangular for all 1 ≤ i ≤ r. Obviously this holds for any central A i , so we need only show that this holds for non-central components. Since A 1 , ..., A r share exactly one common eigenspace, and since [b i0 , ±1 − a i0 ] † is an eigenvector for A i0 , there is λ i = 0 so for any non-central with y = 0. Notice that A i1 A i2 − A i2 A i1 is the zero matrix if and only if ay = y/a, which itself occurs only if y = 0 or a = ±1. Neither holds by construction. Therefore, A i1 and A i2 do not commute and thus ρ(F r ) is non-Abelian.
Uniform Action on Strata
The point of this section is to prove that SL 2 (F q ) acts uniformly on each strata defined in Definition 2. This will finish the proof of Proposition 2.
The following elementary proposition will be used repetitively.
Proposition 4. Let G and Γ be groups, and let G act on Hom(Γ, G) by conjugation. Then for any ρ ∈ Hom(Γ, G) and g ∈ G, the map φ g :
Proof. For any h ∈ Stab G (ρ), ρ = hρh −1 , and so
which implies that φ g is well-defined. Conversely,
Remark 8. Obviously, since p > 2, |s Z | = 2 r , and SL 2 (F q ) acts trivially and thus uniformly on s Z (and when p = 2, |s Z | = 1).
In other words, G acts on s D uniformly of order q − 1.
Proof. Let ρ ∈ s D . Then there exists g ∈ G so that gρg −1 ∈ D ×r . By Proposition 4, 
; that is, G acts uniformly of order 2q on s U .
Proof. Let ρ = (A 1 , ..., A r ) ∈ s U . Then by definition, there exists g ∈ G so for all
for a i ∈ F q , and there exists at least one j so
Thus, since a j = 0, we obtain that c = 0 and a = ±1. This forces d = ±1 = a since det(B) = 1. Thus, B ∈ U and so Stab G (gρg −1 ) ⊂ U . We have shown Stab G (gρg −1 ) = U . Since |U | = 2q, Proposition 4 implies the result.
Proof. We first prove that there are exactly (q − 1)/2 values of t in F q so that
. Any solution to x 2 − tx + 1 = 0 in F q , by the quadratic formula, has the form x = t± √ t 2 −4 2
. So x 2 − tx + 1 is irreducible if and only if t 2 − 4 is a quadratic non-residue; that is, y 2 = t 2 − 4 does not have a solution in F q . This equation is equivalent to t 2 − y 2 = 4 and thus
But the variety z 2 − w 2 = 1 is isomorphic to the variety uv = 1 via u = z + w and v = z − w. However, uv = 1 is isomorphic to GL 1 (F q ) and thus has q − 1 solutions.
So there exists q − 1 pairs (t/2, y/2) of solutions. This implies that for all t/2 = ±1 there exists two values of y (namely ±y), and if t/2 = ±1 then y = 0. Consequently, there are
2 choices for t/2. This implies that there are (q + 1)/2 choices for t that yield a reducible polynomial x 2 − tx + 1, and q − (q + 1)/2 = (q − 1)/2 choices that do not.
and by the No-Mixing Theorem (Proposition 3) we know that gρg
Thus each A i is diagonal with eigenvalues either ±1 or in F q [x]/(x 2 − tx + 1) where x 2 − tx + 1 is irreducible; but gρg −1 is not central. From the proof of Lemma 7 the only elements that stabilize such a representation are D. However, we must determine the number of elements in SL 2 (F q ) that stabilize ρ. Observe that B ∈ SL 2 (F q ) stabilizes ρ if and only if gBg −1 stabilizes gρg −1 . Thus we must count the number of elements in D that are conjugate to elements in SL 2 (F q ) via g. Since there are (q − 1)/2 irreducible polynomials and each gives exactly two distinct eigenvalues, there are 2(q − 1)/2 = q − 1 such diagonal matrices whose eigenvalues are not in F q yet are conjugate to an element in SL 2 (F q ). Note that by the No-Mixing Theorem (item (2)) that g does conjugate each of these diagonal matrices to SL 2 (F q ), and furthermore (by item (1)) if gBg −1 is not ±I but in D, then B cannot be in SL 2 (F q ). Thus, we need only add in ±I from D to the q − 1 diagonal elements that come from D − D, and so there are (q − 1) + 2 = q + 1 elements in Stab G (ρ). with y = 0. We have already seen that the elements that stabilize A i1 are diagonal.
, which implies that c 2 y = y, or c = ±1 since y = 0. Thus, C ∈ Z and so Stab G (ρ) = Z, as required.
Remark 9. Lemma 10 finishes the argument in Proposition 2 which shows that SL 2 (F q ) acts uniformly of order 2 on s N , which together with Remark 8 and Lemmata 7, 8, 9 finish the proof of part (b) of Proposition 2 which says that SL 2 (F q ) acts uniformly on each of the subsets defined in Definition 2.
Counting Strata and Orbits
Recall our convention that G denotes SL 2 (F q ) with q = p k , p an odd prime. In this section we will count the number of points as a polynomial in q (for every r) in each strata defined in Definition 2, and thereby determine the number of orbits in Q r (G), again as a polynomial in q (for every r), by Propositions 1 and 2.
By Remark 8 and the fact that G acts trivially on s Z , |s Z | = |s Z /G| = 2 r . We next address the diagonalizable strata.
, and note that it acts on D ×r by simultaneously permuting the diagonal entries. 
, and x = e f g h , we have:
which yields the following set of equations:
From Equation (4), we have that either g = 0 or h = 0. If g = 0, then from Equations (1) and (2) we have that ehb j = a j and ehb
j . Then, e = 0, and so from Equation (3), this implies that f = 0 and so x = e 0 0 e −1
. Next, suppose that h = 0. Then, from Equations (1) and (2), we have that −f gb −1 j = a j and −f gb j = a −1 j which implies that f = 0. Then, from Equation (3), we have that e = 0, and so
and so x = dw and ρ 1 = (dw)ρ 2 (dw) −1 which implies . Let E be the set of diagonal matrices that are either central, or whose eigenvalues λ are zeros of an irreducible polynomial
. From Lemma 9, we know there are exactly (q − 1)/2 values of t in F q so that
. Thus, |E| = 2(q − 1)/2 + |Z| = (q − 1) + 2 = q + 1 since for each such irreducible polynomial we get exactly two distinct diagonal matrices λ 0 0 λ −1 and λ
For the same reason as in the proof of Proposition 5, W acts uniformly of order 2 on E ×r − s Z , thus by Proposition 1, 
, and δ is diagonal in SL 2 (F q ). Therefore we have wδ
Note that that h 0 has columns that form a pair of linearly independent simultaneous eigenvectors for each component of ρ 1 , and thus h 0 ρ 1 h −1 0 is diagonal, and so δ acts trivially on it. Since w preserves the diagonal form of ρ 1 , we conclude that wδ 
Since the trace t := λ+λ −1 is in F q , it is apparent that the claim holds. Therefore,
Lastly, the converse of part (2) of the No-Mixing Theorem (Proposition 3), directly says that ϕ is surjective.
q , y ∈ F q , which has order q(q − 1). Since upper-triangular matrices preserve upper-triangular matrices by conjugation, T acts on U ×r . We claim the map ϕ defined in the following diagram is a bijection:
, and therefore T acts uniformly of order 2q on U ×r − s Z since |U | = 2q. Therefore, by Proposition 1 and the bijection ϕ,
Then by Proposition 1 and Lemma 8, we conclude |s U /G| = 2q |sU | |G| and so 
where
q , and the ±1's correspond since the eigenvalues are repeated and conjugation does not change their value. As in the proof of Lemma 8, since det(g) = 1, we have:
Since a i = 0, we conclude y = 0, and g = w x 0 w in T * , we will say they are diagonally compatible if is a Z 2 action on Q r (F q ). Since it is diagonal, it acts trivially on the orbit spaces of diagonal and trivial strata, and for the same reason it acts uniform of order 2 on the quotient of the absolutely irreducible strata. Therefore, we have shown Proposition 9. The surjective mapping Q * r (F q ) → X r (F q ) is injective over the reducible locus, and 2-to-1 over the irreducible locus.
Final Remarks
As determined in [5] , the Poincaré Polynomial for X r is P F r (t) = − t t 3 + 1 r 1 − t 4 + Evaluating at t = −1 gives the Euler characteristic χ(X r ) = 2 r−2 (for r ≥ 2). In [6] , it is shown that X sing r = X Z r (SL 2 (C)), and in [7] it is shown that X Z r (SL 2 (C)) is homotopic to (S 1 ) ×r /Z 2 . However, the cohomology of the latter is generated by Z 2 -invariant cocycles, and so is trivial in odd dimensions, and is Z ( r 2k ) in dimension 2k. Thus, the Poincaré polynomial for X sing = X Z r (SL 2 (C)) is P Z r (t) = ⌊n/2⌋ k=0 n 2k t 2k . Evaluating at t = −1, we see that χ(X sing ) = 2 r−1 . Note that this formula simplifies to 1 2 ((1 − t) r + (t + 1) r ), which implies the equations q r E Z r (1/q) = P Z r (q) and q r P Z r (1/q) = E Z r (q). The above paragraph gives an alternative proof of Corollary C by the inclusion-exclusion principle since X r and its strata are complex algebraic sets. Given that we have both the E-polynomial and the Poincaré polynomial for X r , it would interesting to try to compute the full mixed Hodge polynomial which encodes them both. Lastly, given Remark 4, and that X r (SL n (C)) always admits a spreading out over Z[1/n], we expect the following conjecture to hold. Conjecture 1. X r (G) is polynomial-count for any split reductive algebraic Cgroup.
It would be interesting to work out the case SL 3 (C) since characteristic polynomial is a cubic and so elliptic curves are likely to be in play.
