The aim of this paper is to compute all isolated solutions to symmetric polynomial systems. Recently, it has been proved that modelling the sparse structure of the system by its Newton polytopes leads to a computational breakthrough in solving the system. In this paper, it will be shown how the Lifting Algorithm, proposed by Huber and Sturmfels, can be applied to symmetric Newton polytopes. This symmetric version of the Lifting Algorithm enables the e cient construction of the symmetric subdivision, giving rise to a symmetric homotopy, so that only the generating solutions have to be computed. E ciency is obtained by combination with the product homotopy. Applications illustrate the practical signi cance of the presented approach.
Introduction
Most polynomial systems coming from practical applications give rise to systems which often have a symmetric structure. Computing all isolated solutions of polynomial systems can be done e ciently by homotopy continuation methods, see 18] for an introduction. This paper deals with methods for constructing symmetric homotopies.
In contrast to the problem class in 11], 12] the parameter is introduced by the homotopy. Secondly one is interested in all complex solutions which can not be assured by the approach in 12] . Recently, by a paper of Canny and Rojas 6], attention has been drawn on a root count for the number of solutions in C n 0 , C 0 = Cnf0g, for systems of polynomials, where also negative exponents are allowed, the so-called Laurent polynomial systems. This root count has been developed by Bernshte n 3], Kushnirenko 16] and Khovanski 15] , therefore it is also named the BKK bound. First, the following de nitions are needed:
De nition 1.1 Given a Laurent polynomial, denoted by f = P q2Z Z n c q x q , where c q 2 C and x q = x q 1 1 x q 2 2 x qn n . Its support is the set A = f q j c q 6 = 0 g. The Newton polytope is de ned as the convex hull of its support. Then the BKK bound can be de ned by the following combinatorial formula:
De nition 1.2 The BKK bound of a Laurent polynomial system F is de ned as the mixed volume V n (P) of an n-tuple of Newton polytopes P = (P 1 ; P 2 ; : : : ; P n ):
V n (P) = X I f1;2;:::;ng (?1) n?#I vol( X i2I P i );
where vol(P) stands for the volume of a polytope P in IR n . When all polytopes are the same: V n (P; P; : : : ; P) = n!vol(P). The mixed volume has some interesting properties: it is multilinear and invariant under a shift of the polytopes.
The main theorem proved in 3] can be stated as follows: Theorem 1.3 Let F be a system of Laurent polynomials, with Newton polytopes P = (P 1 ; P 2 ; : : : ; P n ). Then the number of isolated solutions in C n 0 is bounded by the mixed volume V n (P). For almost all choices of the coe cients of F, the number of isolated solutions equals V n (P). There are at least two reasons to consider the symmetry of the given system of equations. On the one hand the approach in 14] works generically for almost all choices of coe cients, but symmetry may force the exceptional situation, see Section 3. On the other hand the use of symmetry makes the algorithm much more e cient, see Example 4.14. So the aim of this paper is to investigate the in uence of symmetry. This paper is structured as follows. We start by recalling the idea behind the Lifting Algorithm. Terminology and notation concerning symmetry groups applied to Laurent polynomial systems is the topic of the third section. In the fourth section, symmetric Newton polytopes and subdivisions are discussed. The symmetric lifting function, which leads to the construction of a symmetric mixed subdivision and to a symmetric homotopy, is explained in the fth section. Applications such as the cyclic n-roots problem 5] , the four-bar problem 19] , and a problem from neurofysiology show the practical signi cance of our method.
Homotopy de ned by coherent subdivision
In this section we recall the notations from the theory of polytopes used in the approach by Huber and Sturmfels 14] . Summarizing their algorithm we give a sketch of their proof of Thm. 1.3. A lifting is used which de nes a homotopy and generically gives a ne mixed subdivision. For more on polytopes see 24] .
We are interested in systems of equations F = (F (1) ; F (2) ; : : :; F (r) ), where r equals the number of di erent supports. When r = 1, the system is called to be unmixed, i.e. there is only one polytope. For r = n it is called fully mixed and for 1 < r < n semi-mixed, see 14] . The system can then be denoted as De nition 2.1 (i) A cell C of A = (A (1) ; : : : ; A (r) ) is a tuple C = (C (1) ; : : : ; C ; i = 1; : : :; r.
(ii) A face F of A is a cell such that some linear functional (x) =< ; x >2 IR n 0 attains its minimum over A (i) at F (i) ; i = 1; : : : ; r. The vector is called the inner normal of F.
The following conventions are used. The convex hull of a cell C is denoted by conv(C). Its volume is written as vol(C) = vol(conv(C)).
type(C) = (dim(conv(C (1) )); : : : ; dim(conv(C (r) ))) 2 IN r conv(C) = conv(C (1) + + C (r) ) IR n The proof of Theorem 1.3 in 14] is based on cells of A with special properties. De nition 2.2 ( 14] ) (i) A subdivision of A is a collection S = fC 1 ; : : : ; C m g of m cells C j = (C (1) j ; : : :; C (r) j ) such that (a) dim(conv(C j ))= n for j = 1; : : :; m, (b) C j \ C k is a common face of C j and of C k for all pairs C j ; C k 2 S, (c) m j=1 conv(C j ) = conv(A).
(ii) The subdivision is called mixed if the additional property (d) P r i=1 dim(conv(C (i) j )) = n for all cells C j 2 S holds.
(iii) The subdivision is called ne mixed if (e) P r i=1 (#(C (i) j ) ? 1) = n for all cells C j 2 S. This de nition is consistent with de nitions by Lee 17] . In the case r = 1 the ne mixed subdivisions are usually called triangulations. To compute the mixed volume of a tuple of polytopes, Betke 4] proposed to embed the polytopes in (n + 1)-dimensional space. In 14] , this is called the lifting of the polytopes.
De nition 2.3 An r-tuple of functions ! = (! (1) ; : : :; ! g IR n+1 and A is lifted toÂ = (Â (1) ; : : : ;Â (r) ). Then one denotesQ (i) = conv(Â (i) ) andQ = P r i=1Q (i) . Then the lower hull ofQ gives a subdivision of A. De nition 2.4 Let S ! be the set of cells C of A which satisfy (a) dim(conv(Ĉ)) = n, (b)Ĉ is a face ofÂ whose inner normal 2 IR n+1 0 has positive last coordinate, n+1 > 0.
Lemma 2.5 ( 14] ) S ! is a subdivision of A. De nition 2.6 S ! is called the subdivision induced by ! and is said to be coherent.
Huber and Sturmfels 14] discuss that for a generic choice of ! the induced subdivision S ! is ne mixed. They give a combinatorial algorithm for the computation of the cells of type (k 1 ; : : :; k r ) of the subdivision, which are needed in Algorithm 2.7. But there is a more e cient way, see Canny and Emiris 7] .
Application to solving systems of Laurent polynomials
Considering the system (2) a solution process is described based on the following homotopy (q) ; i = 1; : : : ; r j = 1; : : :; k i ;
The homotopy H is de ned by the r-tuple of lifting functions ! on the supports A which yields H(x;1) = F(x). For polynomial continuation, w (i) must be an integer valued lifting function, which will be assumed for the following.
A generic choice of the lifting function implies that the induced subdivision is ne mixed. For the proof we only need to assume that the subdivision is mixed. The advantages of ne mixed are discussed after the proof.
Proof of Thm. 1.3:
The proof of Thm. 1.3 starts in 14] with the observation that for generic choices of coe cients the solutions of H(x;t) = 0 corresponds to the solutions at t very close to zero. The solutions for t 0 are approximated by Puiseux series x(t) = (x 10 t 1 ; : : :; x n0 t n ) + higher order terms; (4) where the i are rational numbers. For an introduction to Puiseux series see 20, Chapter 2]. Substituting (4) into (3) gives X
+ higher order terms = 0; i = 1; : : : ; r; j = 1; : : :; k i :
The lower order terms in (5) give approximations of solutions. If we assume that ( ; 1) is the inner normal of a cell C of type (k 1 ; : : : ; k r ) of the coherent subdivision S ! this system is F
q x q = 0; i = 1; : : : ; r; j = 1; : : :; k i : (6) We call it the initial form system. For almost all choices of coe cients c (ij) q the homotopy (3) has only solutions of the form (5) for a mixed subdivision S ! , where ( ; 1) denotes the inner normal of cells C of type (k 1 ; : : : ; k r ).
The system F (x) = 0 has generically k 1 ! k r ! vol(C ) solutions. Since the mixed volume of the Newton polytopes (Thm. 2.4 in 14]) satis es V n (P) = X C 2 S! type(C) = (k 1 ;: : :; kr)
Theorem 1.3 is proved.
2 For generic choices ! the subdivision is even ne mixed. Then the initial form system F (x) = 0 in (6) can easily be solved in the following way. For the computation of a Smith normal form see e.g. 1]. Altogether the following algorithm was derived: Algorithm 2.7 14] The Lifting Algorithm solves a system (2) of type (k 1 ; : : : ; k r ):
1.) Choose a generic lifting function ! = (! (1) ; : : :; ! (r) ) and compute the cells C of type (k 1 ; : : :; k r ) of the ne mixed subdivision S ! . 2.) For each computed cell C solve F (x 0 ) = 0 by 2a.) for i = 1; : : : ; r do Gaussian elimination for F (i) (x 0 ) 2b.) compute the Smith normal form 2c.) compute the solutions x ; = 1; : : : ; k 1 ! k r ! vol(C ) of F (x 0 ) = 0.
3.) For each cell C do for each do path tracking of H(x;t) starting at (x ; ) giving a solution for t = 1, after x i !x i t i , i = 1; 2; : : : ; n has been transformed in H(x;t)
The computation of the subdivision in Step 1) includes the determination of the BKK bound with (7). Huber and Sturmfels describe how to compute the volume of a ne mixed cell C of type (k 1 ; : : :; k r ). Then C = (C (1) ; : : :; C ; i = 1; : : :; r; = 1; : : : ; k i is equal to k 1 ! k r !vol(C). 
which de nes another homotopy with H(x;1) = F(x) such that the Puiseux series leads to initial form systems with the coe cients d (ij) q of F 0 . However, it can often be desirable to know all solutions of F 0 , as it can then be used as start system for a whole family of problems. Secondly, the numerical experience shows that it is better to proceed in two steps. Solving F 0 can be done with any standard path tracker, as the generic choice of the coe cients implies the homotopy (9) to be well conditioned, whereas several numerical di culties can occur when it comes to solving F. Such as paths leading to singularities or diverging to in nity, which force the use of special path trackers. Additionally, often F 0 may possess more symmetry properties than F which can be exploited.
(ii) Observe that the mixed volume V n (P) does not depend on points in the middle of the Newton polytopes. Even more one often notices that subdivisions do not contain points in the middle. This can be forced by giving these points q a su ciently high lifting value ! (i) (q). We call this lifting out a point. (iii) In contrast to (ii) it may be helpful to have an additional middle point which does not change the volume. This may help to nd a subdivision or may help to exploit symmetry. This is applied in combination with (i). (iv) Verschelde and Cools 22] introduced a product homotopy. If the system contains a lot of terms, a combination of this method with the Lifting Algorithm is promising. Apply the product homotopy rst on the system as a whole, and then apply the Lifting algorithm to the subsystems of the constructed start systems, which are in general much sparser than the original problem. While in 22] the subsystems are assumed to be linear, the combination with the Lifting Algorithm extends the product approach to nonlinear subsystems. This advantage makes the product homotopy even more e cient, i.e. with fewer paths to follow.
Recursion makes any subdivision worthy
For randomly chosen lifting functions, the subdivision is ne mixed. However, this random choice is often prohibitive for the exploitation of the symmetry as will become clear in the following sections. Therefore, Algorithm 2.7 will be applied recursively. To explain this, we proceed by reading the proof of Theorem 1.3 backwards. Formula (7) can be written as
as each cell C (j) is characterized by its inner normal (j) , j = 1; 2; : : : ; m. Only when the subdivision is mixed, one can compute the mixed volume by (11) , whereas the following
holds for any subdivision S ! = fC (1) ; C (2) 
can be used to compute the mixed volume. By Steps 2) and 3) in Algorithm 2.7, the initial form systems F (j) induced by the cells C (j) in the subdivision S ! can be solved, by the use of the ne mixed subdivision S (j)
! . The solutions of F (j) (x) = 0 will serve as start solutions in Step 3) of Algorithm 2.7, but now for the homotopy de ned by the subdivision S ! . Note that (12) generalizes both the recursion formula used by Bernshte n 3] and the non-recursive approach of Huber and Sturmfels 14].
Non-generic systems
If the Gaussian elimination in Step 2a.) of Algorithm 2.7 fails then this is a signal that the system has less solutions than indicated by the BKK bound. In this situation the system may be non-generic. But this is only a hint and the system may have as well as many solutions as stated by the BKK bound. The following theorem states explicitly when the BKK bound is sharp, see Canny, Rojas 6] and Bernshte n 3]. Theorem 2.9 If for all faces C of P with inner normal 2 IR n the corresponding initial form systems F (ij) have no solutions in C n 0 then the system F(x) = 0 has exactly V n (P) solutions, counting multiplicities.
Due to a symmetric choice of the coe cients, the actual number of solutions can be lower than the BKK bound, as illustrated below in Example 3.6.
Laurent systems with symmetry
This section demonstrates which problems arise when the concept of Section 2 is applied to symmetric systems. We start with summarizing the well-known solution structure of systems with symmetry and continue with an example.
Let F = (f 1 ; : : : ; f n ) be a systems of Laurent polynomials as in (2) (19) and considering the reduced system F red (x) = 0, 
Choosing ! (1) (A (1) ) as ! 
In 4 1 and 4 2 the point (1; 1) t does not appear because the lifting value is greater than the others and it is in the middle. We say that this point was lifted out. 
They have 4 solutions each. These solutions are used as start solutions of a homotopy leading to 8 solutions of (17) . For practical computations one would use random complex coe cients of a start system F 0 as described in Section 2. )-symmetric putting restrictions on the coe cients and forcing them to be among the exceptions. This is also shown by observation of system (18) which has the same support as (17) . Here the rst cell of 4 3 gives the initial form system Although (18) 
System (27) 
Symmetric Newton Polytopes
In this section the consequences of the symmetry of systems to the Newton polytopes and the exploitation of symmetry with symmetric lifting functions and symmetric and conjugate cells are shown. The e ciency of using symmetry is demonstrated with an example. De nition 3.1 describes with matrix representations how a group G operates on a system of equations. Obviously G operates as well on the Newton polytopes (P 1 ; : : : ; P n ). It is important to distinguish this induced symmetry from an additional symmetry which is present in the support A. The exploitation of this second symmetry makes the construction of a coherent subdivision more e cient even when the system is not symmetric, see Example 4.14.
We restrict to cases where the group operation leaves the support A = (A (1) ; A (2) g, where A
(1) = A (2) . In order to use the symmetry we do not use the equality. Then Z 2 (s 1 ) is acting on the support with D 
Both systems have the same solution structure: two orbits of di erent types. Remark 4.10 One may ask the question why not rst reduce to xed point spaces and then construct the homotopy. In order to nd solutions with trivial isotropy this restriction is no e ort. Eventually, this restriction can be done during continuation, for tracing the paths starting at solutions which belong to a particular xed point space.
Genericity
It is important to note that symmetric lifting functions are often no longer generic. This means that the induced subdivision may fail to be mixed or ne mixed. Even for non-linear liftings this is a problem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5  10000  3840  160 = 10  16  6 2985984 46080  384 = 12  32  7 105413504 645120 896 = 14 64 n (2n) n n! 2 n n 2 n = 2n 2 n?1 Table 1 : The total degree bound d, the n-homogeneous bound B and the BKK bound for the number of solutions of system (40) depending on n.
The system (17) Table 1 demonstrates that this bound is much better than the other bounds. As n increases, solving the problem based on the total degree bound d or the n-homogeneous bound B becomes hopeless, where the mixed volume remains exact. The following algorithm makes sure that points in the same orbit receive the same lifting value. The implementation of the lifting process consists of two steps: rst the points will be classi ed into orbits, then each point will be lifted.
Instead of this approach, the subdivision can be computed iteratively, by adding each time to the yet computed cells in the subdivision a new point and computing the new cells spanned by the new point and other cells. As this new point only is lifted on the time of addition, the process is a dynamic lifting. Points which belong to the interior of a cell will be lifted out. The process makes also use of e cient techniques in dynamic convex hull construction methods.
This concept of dynamic lifting is exible enough for the immediate exploitation of the symmetry relations. Each time a new cell has been computed, also its conjugate cells are known. The two conclusions of Section 4 have to be taken into account. This leads to an e cient construction of the symmetric subdivision.
To ensure a good condition of the solution paths, while path tracking, the coe cients of the start systems should be chosen randomly, of course with the preservation of the symmetric structure. The following algorithm provides a possible implementation for generating random coe cients for a start system F 0 . The notation j =D In this algorithm we restrict to the case of permutation representations which immediately transports to the supports. Sign symmetries such as Z 2 (s 2 ) in Example 3.2 are automatically ful lled.
Example 5.4 (Example 4.14 continued.) As explained in Example 3.5, there is only one subdivision of A = (A (1) ) suitable for solving the system F (2) , i.e. 4 2 , with lifting de ned by ! 2 = 7; 1; 1; 8; 7], for n = 2. This lifting will now be generalized to general dimensions.
First we discuss n = 3 and use that A (1) = A (2) = A (3) . According to the term order of equation (40), choose ! 3 = 7; 1; 1; 1; 8; 7], which lifts (1; 1; 1) t out. The induced subdivision yields the following two initial form systems: )-symmetric. While S 3 describes the symmetry of the polytopes, F (3) has another symmetry which does not operate on the polytopes, but automatically inherits to F 1 and F 2 . F (3) consists of polynomials which are invariant under the re ections D -orbits of solutions of F (3) . Altogether only 6 = 2 3 = 2 + 4 instead of 24 continuation paths need to be traced.
For general n we state that the symmetry group of F . For n odd this is an additional sign-symmetry of F 1 and F 2 which is not valid for F (n) itself. By restriction to x point spaces we see that for n even the solutions of F 1 are two S n Z n?1 2 -orbits: one is generated by a solution with isotropy S n and the other by a solution of type (?x 1 ; x 1 ; : : :; x 1 ). For n odd F 1 has two S n Z n?1 2 -orbits as solutions, generated by x and ?x with isotropy S n . This is one S n Z n 2 -orbit. Analogously, F 2 has 2(n ? 1) S n Z n?1 2 -orbits as solutions. Altogether this means that the n2 n solutions of F (n) are generated by 2n solutions.
Applications
The polynomial systems considered here are all coming out of the literature. The focus lies on symmetric systems which could not be treated well by homotopies with symmetric random product systems, see 21].
The system of E.R. Speer
The following system has been given by E.R. Speer and in 10] the Gr obner basis has been computed. A symmetric lifting could be chosen, but the system has a lot of terms, which makes the construction of the mixed subdivision quite lengthy. Therefore it is better to exploit the product structure in the system. So we consider the start system )-symmetric. Since the Newton polytopes of F are contained in those of F 0 , one can be sure that the BKK bound of F 0 is greater or equal to the BKK bound of F. That means that the useful ideas in Section 2 (i), (iii), (iv) are applied in a symmetry preserving way.
Because of the product structure the solution of (45) simpli es to the solution of subsystems. The subsystems are here nonlinear, but a lot sparser than the original system, which means that the BKK bound can be computed faster. The BKK bound of F 0 is the sum of the BKK bounds of the subsystems yielding 97. The augmentation of the BKK bound with 1 is due to the addition of the point (0; 0; 0; 0) t to the Newton polytopes of F in order to exploit its product structure. There are 16 subsystems, which can be divided into ve groups, according to their type. A subsystem is said to be of type k if it contains k nonlinear equations. Only 7 subsystems need to be considered, due to symmetry. Table  2 lists the characteristics of the subsystems.
Note that the subsystems should be considered as fully mixed, in order to have nondegenerate initial form systems which correspond to the cells in their induced subdivision. The last subsystem deserves some special attention. Although its BKK bound equals #systems #generating BKK #generated type in F 0 systems bound solutions 0 1  1  1  1  1  4  1  4  16  2  6  3  3 8  48  3  4  1  8  32  4  1  1  0  0  Total:  16  7  37  97  Table 2 : Solving the subsystems of (45): The number of nonlinear equations, number of systems, the BKK bound of the generating system, and the number of generated solutions.
zero, it has solutions in C n 0 , due to the symmetric choice of the coe cients. The 4-homogeneous B ezout bound equals 24. These 3 8 solutions of the system can be found by considering the restriction to the following xed point spaces: (x 1 ; x 1 ; x 3 ; x 3 ), (x 1 ; x 2 ; x 1 ; x 2 ) and (x 1 ; x 2 ; x 2 ; x 1 ), as each restriction yields 8 solutions. Hence, the last subsystem only contributes to solutions in xed point spaces, which can be computed seperately, by directly putting the restrictions on the original system F. So, by considering the generating solutions of F 0 which lie not in any xed point space, only 10 instead of 96 paths need to be traced.
The cyclic n-roots problem
The following system belongs to a family of systems, the so-called cyclic n-roots problem, given in 5]: (48) So the name n-cyclic is misleading ignoring part of the symmetry. The total degree equals 120. A generalized B ezout number based on a set structure, see 22], equals 108. The BKK bound is 70, which matches the number of nite solutions.
The exploitation of the symmetry requires the construction of a D 5 -invariant homotopy. A problem occurs when the lifting algorithm is applied to F, as all lifting values for one polynomial are the same and no proper mixed subdivision is obtained. In order to exploit this kind of symmetry we add points which are invariant w.r.t. D 5 and do not change the mixed volume, see Section 2. For the kth polynomial (x 1 x 2 x 3 x 4 x 5 ) k 5 is added, k = 1; 2; 3; 4. Because the Newton polytopes are left unchanged, the BKK bound of this new system will remain the same. However, the new system is not a polynomial system anymore. The transformation y k = x 5 k , k = 1; 2; : : : ; 5, is not used because it introduces new solutions and blows up the BKK bound.
A special trick is used which exploits the special structure of the system. From the last equation Table 3 : The n-cyclic root problem for n = 5. The normals of 4 cells are given, one for each orbit of cells of the D 5 -invariant subdivision. Secondly, their volume, order of the orbit, and the number of generated initial solutions are contained.
An application from neurofysiology
This system has been posted by Sjirk Boon to the newsgroups sci.math.num-analysis and sci.math.symbolic: Application of the symmetric lifting algorithm leads to 6 orbits. The symmetric subdivision has three cells with respective volumes 12, 4 and 4. The last two are conjugates, so at most 16 paths are to be followed. By exploitation of the symmetry, only 3 paths need to be computed for solving the randomized system F 0 . It turns out that the rst subsystem has no nite solutions, while the second one has one generating solution. This generating solution can then be used to compute the generating solution of F.
To solve the original non-symmetrical problem, one can use the symmetric system as start system. In this sense, a parameter-homotopy has been constructed.
Computational Experiences
The algorithms described above have been implemented in Ada, compiled and executed on a DECstation 5000/240. Table 4 summerizes all characteristical gures for the applications. The execution times listed in Table 5 only have a relative meaning, only meant to compare the advantages of exploiting the symmetry. Table 5 : Execution times for the applications. Each system has been solved twice, once with (symmet.) and once without (no sym.) the exploitation of the symmetry. In the rst case, F 0 is a system with random coe cients to be used as start system. The timings are given for the construction of the subdivision (Subdiv.), the solution of F 0 and F. The last column contains the sum of these timings.
