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Abstract—The class imbalance problem in machine learning occurs when certain classes are underrepresented relative to the 
others, leading to a learning bias toward the majority classes. To cope with the skewed class distribution, many learning methods 
featuring minority oversampling have been proposed, which are proved to be effective. To reduce information loss during feature 
space projection, this study proposes a novel oversampling algorithm, named minority oversampling in kernel adaptive subspaces 
(MOKAS), which exploits the invariant feature extraction capability of a kernel version of the adaptive subspace self-organizing 
maps. The synthetic instances are generated from well-trained subspaces and then their pre-images are reconstructed in the 
input space. Additionally, these instances characterize nonlinear structures present in the minority class data distribution and help 
the learning algorithms to counterbalance the skewed class distribution in a desirable manner. Experimental results on both real 
and synthetic data show that the proposed MOKAS is capable of modeling complex data distribution and outperforms a set of 
state-of-the-art oversampling algorithms. 
 Index Terms—Class Imbalance, Adaptive Subspace Self-Organizing Maps, Kernel, Minority Oversampling 
——————————      —————————— 
1 INTRODUCTION
NE of the ten challenging problems in data mining re-
search [1] is the imbalance learning problem which
has been widely reported in various real-world applica-
tions, such as medical diagnosis [2], detection of fraudulent 
financial activities [3, 4], detection of oil spills [5], brain-
computer interface applications [6], and customer churn 
prediction [7]. The class-imbalance learning problem oc-
curs when highly unequal distribution of data exists 
among different classes in a learning task [8]. The majority 
class having a relatively large number of data points can 
overwhelm the data distribution of the minority class. As 
a result, the minority class with a relatively small number 
of data points may be severely underrepresented during 
the learning process and this may make the machine learn-
ing algorithms fail to accurately learn the minority class 
concepts [9, 10]. 
With great influx of attention devoted to the imbalance 
learning problem, several strategies have been proposed, 
which can be roughly divided into two categories: algo-
rithm-level methods and data-level methods [11]. Some of 
the algorithm-level methods [12-14] use cost-sensitive 
learning [15], in which the imbalance present in the dataset 
is counterbalanced by assigning higher cost to misclassifi-
cation of the minority class instances and lower cost to that 
of the majority class instances [16]. On the other hand, 
data-level methods establish class balance through data 
resampling techniques such as undersampling of the ma-
jority class [17], oversampling of the minority class [11, 18-
25], or a combination of both [26]. This study lays emphasis 
on oversampling techniques since these methods do not 
disregard informative and important instances, which un-
dersampling algorithms may during rejection of majority 
class instances. 
Oversampling algorithms enforce emphasis on the mi-
nority class by augmenting it with generated instances. 
The most straightforward approach is to generate in-
stances in the data space (i.e., the original input space in 
which the training data are available) such as duplicating 
the existing minority class instances as much as necessary 
to balance the dataset or performing operations like rota-
tion and skew to perturb the data [27]. However, this strat-
egy will inevitably lead to over-fitting [28] and cannot sig-
nificantly improve minority class recognition. To address 
this problem, several advanced methods have been pro-
posed including interpolation-based [18-20] and structure-
preserving approaches [11, 21] that tend to introduce cer-
tain variations in the synthetic instances from the existing 
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instances. In the interpolation-based approach, minority 
class instances are selected as seed instances in turn, and 
synthetic instances are generated by interpolating between 
a seed instance and one of its random nearest minority 
class neighbors. The interpolation-based methods include 
synthetic minority over-sampling technique (SMOTE) [18] 
and its extensions, adaptive synthetic sampling approach 
(ADASYN) [19], majority weighted minority over-
sampling technique (MWMOTE) [20], and certainty 
guided minority oversampling (CGMOS) [29]. In SMOTE, 
the minority class is over-sampled by taking each minority 
class instance to generate synthetic instances along the line 
segments joining any/all of the minority class nearest 
neighbors. The synthetic instances can be generated in a 
less application-specific manner by operating in the fea-
ture space rather than data space. In ADASYN and 
MWMOTE, advanced mechanisms to determine the hard-
to-learn minority class instances are proposed to improve 
the classifier learning efficiency. The CGMOS [28] aims at 
improving the Bayesian classification performance for 
both majority and minority class by examining the cer-
tainty change while adding synthetic instances to the da-
taset. On the other hand, structure preserving over-
sampling (SPO) aims at allowing the resulting synthetic in-
stance data to preserve the main structure of the original 
minority-class instances. For example, Mahalanobis dis-
tance-based oversampling technique (MDO) [22] main-
tains covariance structure of target instances in the minor-
ity class and generates synthetic data along with the prob-
ability contours of the selected instances. A hybrid over-
sampling technique called Integrated Oversampling 
(INOS) [11] is proposed to address imbalanced learning is-
sue by synergistically combining enhanced structure pre-
serving oversampling (ESPO) [11] with interpolation-
based oversampling. In this way, INOS can inherit the 
main covariance structure of the original minority-class in-
stances and at the same time can protect the existing hard-
to-classify instances that are close to the class boundary.  
To consider the probability distribution of data, several 
methods have been developed recently. For example, dis-
tribution random oversampling (DRO) [23] extends the 
original vector representation of the input data with addi-
tional features that are generated by some stochastic func-
tion to oversample the minority class. Synthetic instances 
are generated exploiting the distributional characteristics 
of the training data. These additional features are called la-
tent features and the associated feature space as latent 
space. RACOG and wRACOG [24] both generate instances 
for the minority class by considering joint probability dis-
tribution of data features. The probability distribution of 
the minority class is learnt using a dependence tree algo-
rithm and the Gibbs sampler is used to generate instances 
from the distribution. RACOG and wRACOG differ only 
in the strategy to select instances generated by the Gibbs 
sampler.      
To address nonlinear boundary problem, the absent 
data generator (ADG) [25] algorithm, which applies kernel 
Fisher discriminant analysis, ensures that the synthetic in-
stances are close to the border of the majority class and 
their projections to a lower dimension are near to that of 
exiting minority points. As opposed to working in the orig-
inal data space (or input space), mapping data into a (usu-
ally high-dimensional) feature space, where linear separa-
tion may exist among different classes, and generating syn-
thetic minority class instances in such a feature space are 
expected to enhance the performance of classifiers.  How-
ever, the information loss during feature space projection 
and reconstruction is usually significant. The characteris-
tics of the synthetic instances generated by such a mecha-
nism may differ from that of the input instances consider-
ably. To cope with class imbalance problem in the above-
mentioned circumstance, this study proposes an innova-
tive oversampling technique using a kernel based adaptive 
subspace self-organizing map that is expected to model 
complex data distribution of the minority class while gen-
erating synthetic instances. There are two important fea-
tures of the proposed algorithm. First, the synthetic in-
stances bear significant resemblance to the existing in-
stances, but introduces necessary variation and, therefore, 
holds great potential in generating synthetic instances. Sec-
ond, multiple subspaces are exploited to model different 
characteristics of the input data distribution, that the syn-
thetic instances generated by different subspaces will in-
herit.  
The rest of the paper is organized as follows. Section 2.1 
is a revisit of previous works. In Section 2.2, the proposed 
oversampling algorithm, named minority oversampling in 
kernel adaptive subspace (MOKAS), is introduced in de-
tail. Experimental design and results are presented in Sec-
tion 3. In Sections 4 and 5, discussion and conclusions are 
included, respectively. 
2 MINORITY OVERSAMPLING IN ADAPTIVE
SUBSPACES 
2.1 Adaptive Subspace Self-Organizing Map 
A special type of self-organizing map (SOM) [30], the 
adaptive subspace self-organizing map (ASSOM) algo-
rithm, proposed by Kohonen et al., [31], [32] consists of dif-
ferent modules where each module learns to recognize in-
variant patterns that are subjected to simple transfor-
mation (each module represents a subspace). If weight vec-
tors can be trained in a way such that they act like invariant 
feature-filters, then such weight vectors can be used to gen-
erate input representation invariant to certain transfor-
mations and hence can be very effectively used for pattern 
recognition. 
Let 𝑩𝑚 = (𝒃𝑚1, 𝒃𝑚2, … , 𝒃𝑚𝐻) be a set of orthonormal
basis vectors defining a subspace. Then the projection opera-
tor matrix for orthogonal projection of a data point x on the 
subspace spanned by 𝐵𝒎 is 𝑷 = 𝑩𝑚𝑩𝑚
𝑇 = ∑ 𝒃𝑚ℎ𝒃𝑚ℎ
𝑇𝐻
ℎ=1 . So
the orthogonal projection 𝒙  of x on the subspace is given by 
𝒙 = 𝑷𝒙 = (∑ 𝒃𝑚ℎ𝒃𝑚ℎ
𝑇𝐻
ℎ=1 )𝒙 = ∑ 𝒃𝑚ℎ( 𝒃𝑚ℎ
𝑇 𝒙) =𝐻ℎ=1
∑ (𝒃𝑚ℎ




ℎ=1 ,  (1) 




𝑇 𝒙).   (2) 
The vector x may not exactly lie in the subspace spanned 
by 𝐵𝒎 and in that case 𝒙 ≠ 𝒙 and there will be some error 
in the projected or reconstructed vector 𝒙. The error vector 
is 𝒙 = (𝒙 –𝒙) and a good measure of error can be defied as 
‖𝒙‖2 = ‖𝒙 –𝒙‖𝟐. 
An ASSOM [31, 32]. is a neural network that uses (1) and 
(2) to adaptively find different subspaces, where each sub-
space characterizes some invariant aspect of the data used 
to train the network. An ASSOM (Fig. 1) is realized using 
three layers of neurons: input layer, first layer and the sec-
ond layer. In the second layer, each neuron represents a 
module. Each module is connected with a number of neu-
rons in the first layer. Each module represents a prepro-
cessing unit in a special SOM array. Let the mth module be 
connected with H neurons in the first layer. Each neuron 
in the first layer is connected with all input nodes. There-
fore, a neuron in the first layer is associated with a weight 
vector in the same dimension as that of the input. Conse-
quently, a module is associated with a set of such weight 
vectors. For module m, let us denote the weight vector of 
neuron ℎ in the first layer by 𝑏𝑚ℎ. We orthonormalize the 
set weight vectors 𝑩𝒎 = (𝒃𝑚1, 𝒃𝑚2, … , 𝒃𝑚𝐻)  associated 
with the module m.  Thus 𝑩𝒎 forms an orthonormal basis 
vectors of a linear subspace ℒ (𝑚). The hth neuron in the first 
layer that is associated with the mth module computes the 
inner products of an input instance and its associated basis 
vector using (2). In other words, it computes the similarity 
between the basis and the input.  The second-layer neurons 
(𝑚) form quadratic functions of the first-layer neurons’ 
outputs. As mentioned earlier, a given input pattern 𝒙 may 
not exactly lie in any of the linear subspaces. The quadratic 
neurons compete among themselves to find the best 
matching subspace, i.e., winner, 𝒄 = argmin𝑚‖𝒙 − 𝒙𝑚‖
2 . 
The network then updates  the basis vectors associated 
with the winner as well as its topological (spatial) neigh-
bors so that the associated subspaces capture some invari-
ant characteristics of the data [31, 32]. In case of a SOM, the 
weight vectors quantize the data, where each weght vector 
represent a set of similar data points (cluster). But in case 
of an ASSOM, each quadratic neuron represents a sub-
space which represents a subset of the data (i.e., a subset of 
the data that lies on the subspace). Thus, each suspace rep-
resents some invariant characteristics of a subset of the 
data. It is therefore, reasonable to assume that if we can 
generate synthetic instances from each of these subspaces, 
these instances will follow the distribution of the original 
data. We shall exploit this property to deal with classifica-
tion with imbalanced data.    
Since the set of basis vectors associated with a module 
is required twice, once to compute (1) and then to compute 
(2), to make an efficient network implementation, a quad-
ratic neuron representing a module in Fig. 1 has been ex-
panded in Fig. 2 to have another layer of neurons so that a 
copy of the basis vectors is available for computation of (2). 
 
Fig. 1. ASSOM original structure. Each dotted square box distinguishes 
a processing unit in the ASSOM structure and is called a module. Each 
module can be regarded as a linear subspace. The structure can be 
trained to represent transformations, including translation, scaling and 
rotation. 
 
Fig. 2. Three-layer structure of the minority oversampling in adaptive 
subspace. 
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Note that, if the number of first-layer nodes is smaller 
than the dimension of input instances, the first-layer neu-
rons will not form a full-rank orthonormal basis. As a re-
sult, the reconstructed vector from the second-layer neu-
rons will not be identical to the input vector. However, 
with proper training of the subspaces, this variation be-
comes beneficial and results in synthetic instances that 
bear strong resemblance to the existing instances. This 
mechanism introduces adequate and apropriate variation 
for generation of samples implicitly from the original data 
distribution. Therefore, this holds a great potential in gen-
erating synthetic instances for minority oversampling. An-
other major feature of the minority oversampling in adap-
tive subspaces is that multiple subspaces are exploited to 
model different characteristics of data distribution. This 
suggests that the synthetic instances generated by each 
subspace will inherit different characteristics of the input 
data. 
2.2 Minority Oversampling in Kernel Adaptive 
Subspaces 
In this section, the proposed oversampling method, named 
minority oversampling in kernel adaptive subspace 
(MOKAS), is introduced. First, we discuss the kernel ver-
sion of ASSOM proposed by Kawano et al., [33], which en-
hances the capability of modeling complex data distribu-
tion with invariant features. Second, we explain generation 
of synthetic instances by projecting existing minority in-
stances onto these kernel adaptive subspaces to cope with 
the class imbalance problem. In this method, the obtained 
synthetic instances that preserve characteristics of the ex-
isting instances and yet possess certain variations might 
improve the classifier learning efficiency and avoid the 
over-fitting problem. Then, an inverse transformation, i.e., 
the pre-image process [34], is performed to map the syn-
thetic data in the feature space back to the original input 
space. 
The system flowchart in Fig. 3 depicts that there are five 
major phases in the proposed algorithm. In the first phase, 
certain system parameters are initialized according to the 
target task. In the second phase, input instances are 
mapped to a feature space and projected onto different 
subspaces of the feature space. Next, weight vectors of 
each subspace are trained using a competitive learning 
scheme [35] in the third phase. In the fourth phase, the 
Gram-Schmidt process is applied in the feature space   to 
generate orthonormal bases. Training epoch is repeated 
until a pre-defined termination criterion is reached. Fi-
nally, in the fifth phase, synthetic instances are generated 
by projecting existing instances onto the well-trained fea-
ture subspaces and then performing an inverse transfor-
mation of the synthetic instances back to the input space. 
Thus, each training instance can be used to generate as 
many synthetic instances as the number of subspaces. De-
tails will be discussed in the following subsections. 
2.2.1 Initialization 
Two major parameters, i.e., the number of modules 𝑀 
(each module represents a subspace) and the number of or-
thogonal basis 𝐻, have to be determined for initialization. 
The number of modules 𝑀 reflecting the imbalance ratio is 
defined as 
𝑀 = round (
𝑁𝑚𝑎𝑗
𝑁𝑚𝑖𝑛
) − 1,                         (3) 
where 𝑁𝑚𝑖𝑛 and 𝑁𝑚𝑎𝑗 are the numbers of instances in the 
minority and majority classes, respectively. The value is 
defined such that the dataset after oversampling will make 
the imbalance ratio approach one. That is, for each existing 
instance, we can generate 𝑀 synthetic instances. The value 
of 𝐻 can be randomly selected as long as the value is not 
greater than 𝑁𝑚𝑖𝑛 for initialization. This is because the basis 
vectors are represented by the minority class instance vectors 
and therefore we can guarantee orthonormal basis only if the 
number of basis vectors is not greater than 𝑁𝑚𝑖𝑛 . The number 
of basis vectors has a close connection to the similarity be-
tween original data and synthetic data. The larger the value, 
the more similar synthetic data are expected to be to the orig-
inal data. When two parameters have been determined, the 
subspaces can be initialized as 
𝑽𝑚 = [𝒃𝑚1, 𝒃𝑚2, … , 𝒃𝑚𝐻],                     (4) 
where 𝑚 = 1, 2,… ,𝑀 and each basis vector in the feature 
space can be represented as [33] 
𝒃𝑚ℎ = ∑ 𝛼𝑚ℎ𝑛
𝑁𝑚𝑖𝑛
𝑛=1
𝜙(𝒙𝑛),                         (5) 
where ℎ = 1,2, … , 𝐻. Here 𝒃𝑚ℎ is the ℎ
th basis vector of the 
 
Fig. 3. Procedure of the proposed MOKAS algorithm. The proposed algorithm is composed of five major parts: I) Initialization, II) Projection on 
subspaces in feature space, III) Competitive learning and subspace training, IV) Basis vectors orthonormalization, V) Synthetic instance gener-
ation. 
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𝑚th  subspace in the feature space. 𝜙(𝒙𝑛)  is the feature 
space representation of the 𝑛th minority class instance, and 
𝛼 is a subspace parameter. Here 𝑏𝑚ℎ  is written as a liner 
combination of 𝜙(𝒙𝑛). 
2.2.2 Transformation and projection 
As stated earlier,  𝒃𝑚ℎs are the basis vectors in the 𝑚
th sub-
space in the feature space. The projection of input 𝜙(𝒙) on 





.                (6) 
































































.                                       (8) 
Note that, the above equation is solely dependent on the 
kernel function. Kawano et al., [33] call Eq. (8) as the re-
sponse of the 𝑚𝑡ℎ  neuron. One can easily select from a 
wide variety of commonly used kernel functions, such as 
linear, polynomial, sigmoid, or, radial basis function (RBF) 
kernel, depending on the target application to yield useful 
results. Here we shall use the RFB kernel. 
2.2.3 Competitive learning 
Using a competitive learning algorithm, the ASSOM finds 
the basis vectors of the subspaces by minimizing the ex-
pected weighted squared projection error. This is equiva-
lent to maximizing the expected weighted squared projec-
tion lengths. The output of a module is invariant to limited 
linear transformation that occurs within the subspace [31]. 
Here each module learns to represent a different subset of 
the data that are invariant to some linear transformation. 
In other words, a module captures some invariant charac-
teristics of a subset of the data. The output of a module 
(quadratic neuron) can be viewed as the degree of match 
between the input and the subspace. 
In case of a competitive learning environment like SOM 
or for a clustering algorithm, a prototype represents a set 
of points (i.e., a cluster) and each such cluster represents a 
different substructure present in the data. Similarly, here 
also, different subspaces model different subsets of the 
data. In case of clustering, for every data point there is a 
best representative cluster, here too for a data point there 
is a best matching subspace. The set of points, that best 
matches a subspace, enjoys some invariant characteristics 
 
Fig. 4. Scatter plots of the original data and synthetic data of (a) Half ring, dataset, (b) Petals dataset, (c) Regular dataset, and (d) Saturn 
dataset generated by SMOTE, ADASYN, MWMOTE, ESPO, INOS, and MOKAS. The cyan dots represent synthetic minority class instances, 
blue crosses represent existing minority class instances and red crosses represent existing majority class instances. 
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represented by the subspace.   When we do the training in 
a feature space (after projecting the data to a high dimen-
sional space), the same is true in the feature space. In this 
case, an additional advantage is that when the subset of 
data corresponding to a module is projected back to the in-
put space, the invariance is likely to be with respect to 
some nonlinear characteristics.   
The minimum length of an orthogonal projection of a vec-
tor on a subspace is zero when the vector does not lie on the 
subspace and the maximum length of the projection is the 
length of the vector itself, and it happens when the vector lies 
exactly on the subspace. In all other cases, the length of the 
projection will be between zero and the length of the vector. 
Hence, larger the length of the projection, the more similar 
the projected vector to the input vector. Consequently, the 
winner module for every training iteration can be identi-
fied according to the following criterion: 
𝑐 = argmax𝑚=1,..,𝑀‖?̂?𝑚(𝒙)‖
2
.               (9) 
After the winner module is identified, the following neigh-
borhood function with respect to the winner module 𝑐 is ap-
plied to evaluate the relationship between the winner module, 







where 𝑚 = 1, 2, . . , 𝑀 . For the conventional ASSOM, the 
neighborhood function is defined such that a module 
closer to the winner module will result in a higher value 
and vice versa. This is realized considering a neighbor-
hood function on the ASSOM array. This helps to realize 
the toplogy preservation property, which is important for 
SOM. However, in our application, this property is not rel-
evant. There is no utility of having two subsaces associated 
with two neighboring neurons to be similar. On the con-
trary, we want each subspace to model some invariant 
structure of the data as good as possible. Hence, use of 
neighborhood function in the feature space is more useful. 
For this we use (10) to define the strength of association 
between the winner module c and some other mdule 𝑚. 
The learning momentum is thus dissipated according to 
the neighborhood relation in the feature space, in which 
the winner module receives the largest momentum and as 
the distance of a neighbor increases, the learning strength 
decreases. 
Following the same strategy as done in [33] the learning 
objective function to be maximized is defined as 











.    (11) 
 
The objective function states that the weighted summa-
tion of the projection length on the subspaces should be 
maximized, so that the projected vectors are as similar as 
possible to the original data distribution. This is using   
search. Taking the derivative of the objective function with 
respect to the subspace parameter 𝛼 yields 
𝜕𝐷(𝑥)
𝜕𝛼𝑚ℎ𝑛
= 2 ⋅ 𝐺𝑚
𝑐 (∑ 𝛼𝑚ℎ𝑎𝜅(𝒙𝑎, 𝒙)
𝑁𝑚𝑖𝑛
𝑎=1
)𝜅(𝒙𝑛, 𝒙).  (12) 







,         (13) 
where the superscript (𝑡)  denotes training iteration and 
λ(𝑡) is a learning-rate factor that diminishes with 𝑡. 
2.2.4 Orthonormalization 
After updating the subspace parameters  α , the Gram-
Schmidt process [36] is performed in the feature space to 
ensure that the basis vectors are orthonormalized. Con-
sider a basis  𝐵 = [𝑏1, 𝑏2, … , 𝑏𝑀] , where 𝑏ℎ =
∑ 𝛼ℎ𝑛𝜙(𝑥𝑛)
𝑁𝑚𝑖𝑛





′ , … , ?̅?𝐻
′  ] can be found using Gram-
Schmidt process, where  
TABLE 1 
UTILITY OF THE SYNTHETIC DATA MEASURED BY THE ACCURACY OF A 1-NN 
CLASSIFIER TRAINED WITH THE ORIGINAL DATA 
 SMOTE ADASYN MWMOTE ESPO INOS MOKAS 
Half ring 100.0 100.0 100.0 98.3 98.1 100.0 
Petals 100.0 100.0 100.0 98.8 98.8 100.0 
Regular 98.0 78.0 94.8 76.0 76.3 100.0 
Saturn 98.2 96.2 96.8 86.0 87.7 98.4 
 























,                           (14) 
ℎ = 1,2, … , 𝐻, and 𝐾 is the Gram matrix. 
2.2.5 Inverse transformation 
To this point, we are able to train the subspaces so that they 
approximate the distribution of the original data in the fea-
ture space, and are able to generate an orthonormal basis 
for each subspace. Therefore, the synthetic data can now 
be generated by projecting the original data onto the 





.              (15) 
However, the formula in (15) only provides representa-
tion of the synthetic instances in the feature space. An in-
verse transformation, i.e., a pre-image process [34], that ex-
ploits the concept of multi-dimensional scaling [37] is used 
to reconstruct the input space representation of the syn-
thetic instances. The distances with neighbors are the most 
important in determining the location of synthetic data 
points. To preserve the local neighborhood structure, this 
pre-image method directly finds the location of the pre-im-
age based on distance constraints, in which the 𝑛-neigh-
bors are used in locating the pre-image. This method in-
volves only linear algebra and does not suffer from numer-
ical instabilities or the local minimum problem [34]. 
3 EXPERIMENTAL DESIGN AND RESULTS 
This section compares the performance of the proposed 
minority oversampling in kernel adaptive subspaces (us-
ing an RBF kernel function with a width parameter 
gamma) with that of five selected state-of-the-art algo-
rithms including interpolation-based and structure-pre-
serving methods from two perspectives. First, the pro-
posed MOKAS is compared with other state-of-the-art 
oversampling algorithms by visualizing the data distribu-
tion with scatter plots. Additionally, the similarity between 
original data and synthetic data is examined by the nearest 
neighbor method. Second, to further assess the quality of 
the samples generated by MOKAS, we have made an ex-
tensive comparison of classfier performance using the data 
generated  by different state-of-the-art oversampling 
methods on ten real-word benchmark imbalanced datasets 
from the UCI machine learning repository [38] and one 
electroencephalographic (EEG) datasets [39].  For interpo-
lation-based methods, SMOTE, ADASYN, and MWMOTE 
are selected. On the other hand, ESPO and INOS are se-
lected to be representatives of the structure-preserving 
group. 
TABLE 2 
THE DATASETS USED FOR COMPARING THE CLASSIFICATION PERFORMANCE ARE BENCHMARK IMBALANCED LEARNING DATASETS AND ARE OBTAINED 
FROM THE UCI MACHINE LEARNING DEPOSITORY AND AN EEG EXPERIMENT. MINOR MODIFICATIONS WERE MADE ON THE DATASETS IN ORDER TO FIT 
OUR RESEARCH INTEREST. 
Data set name 
# of total 
instances 
# of attributes Minority class Majority class 
# of minority 
instances 




Abalone 731 7 Class of ‘18’ Class of ‘9’ 42 689 16.4 
Breast cancer 683 9 
Class of ‘malig-
nant’ 
Class of ‘benign’ 239 444 1.9 
Ecoli 336 7 Class of ‘im’ All other classes 77 259 3.4 
Glass 214 9 Class of ‘5,6,7’ All other classes 51 163 3.2 
Pima 768 8 Class of ‘1’ Class of ‘0’ 268 500 1.9 
Vehicle 846 18 Class of ‘van’ All other classes 199 647 3.3 
Yeast 1484 8 




All other classes 304 1180 3.9 
Libras 360 90 Class of ‘1’ All other classes 24 336 14.0 
Ozone 1848 72 Class of ‘1’ Class of ‘0’ 57 1791 31.4 
Letter 20000 16 Class of ’Z’ All other classes 734 19266 26.2 
VEP (EEG; 14 
subjects) 
~264 10 
Class of ‘enemy 
combatant (tar-
get)’ 
Class of ‘US sol-
dier (non-tar-
get)’ 
~33 ~231 ~7.0 
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3.1 Data Distribution 
To test the performance of the proposed oversampling al-
gorithm, MOKAS, and the selected state-of-the-art algo-
rithms, 2D datasets named Half ring, Petals, Regular and 
Saturn (as shown in the left panel of Fig. 4) [40] were cho-
sen to consider non-Gaussian and arbitrary shaped data 
distributions. Note that each algorithm was required to 
generate 3 × 𝑁𝑚𝑖𝑛  synthetic instances for a predefined 
class. All the instances generated by different over-
sampling algorithms are visualized with 2D scatter plots 
for comparison. As shown in Fig. 4, red crosses symbolize 
majority class instances, blue crosses stand for minority 
class instances, and cyan dots represent synthetic minority 
class instances generated by oversampling algorithms. The 
effectiveness of the synthetic data is measured by the clas-
sification accuracy of a nearest neighbor (1-NN) classifier 
(as shown in Table 1), where the 1-NN classifier is trained 
with the original data (two-class: minority class vs. major-
ity class) and is tested using the synthetic data generated 
by MOKAS. 
In Half ring (Fig. 4(a)) and Petals (Fig. 4(b)) datasets, we 
observe that the synthetic instances generated by 
MWMOTE are more densely located near the class bound-
ary. In Saturn dataset (Fig. 4(d)), some of the synthetic in-
stances (generated by MWMOTE) are placed at erroneous 
positions. Originally, existing minority class instances are 
located on a horizontal ellipse. However, some of the syn-
thetic instances are found around the central region. On 
the other hand, synthetic instances generated by 
ADASYN, ESPO, and INOS for Half ring (Fig. 4(a)), Petals 
(Fig. 4(b)), and Saturn (Fig. 4(d)) datasets are distributed 
with lower similarity to the original minority class com-
pared to the instances generated by SMOTE and 
MWMOTE. Also, notice that for Half ring and Petals da-
tasets, the boundaries expand considerably after synthetic 
instances are appended to the minority class.  
TABLE 3 
ASSESSMENT METRICS ADAPTED TO EVALUATE CLASSIFICATION PER-
FORMANCE IN IMBALANCE LEARNING TASKS. 
  Intrinsic class  
 Total Pop-
ulation (T) 




































2 × 𝑟𝑒𝑐𝑎𝑙𝑙 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 
    G-mean 
√𝑟𝑒𝑐𝑎𝑙𝑙 × 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 
 
TABLE 4 
CLASSIFICATION RESULTS. THE RESULTS USING NEURAL NETWORK ARE 
ORGANIZED IN THE LEFT COLUMN AND THAT USING SVM (WITH BALANCED 
MODE* AND SVMLIGHT†) ARE IN THE RIGHT COLUMN. THE BEST RESULTS 
ARE HIGHLIGHTED IN BOLD FACE. 
 Method NN SVM 







w/o 0.401 0.414 0.394 0.606 
0.202 0.599 0.293 0.418 
0.769* 0.370* 0.500* 0.840* 
0.143† 0.750† 0.240† 0.327† 
SMOTE 0.765 0.355 0.483 0.832 0.567 0.353 0.431 0.716 
ADASYN 0.511 0.345 0.407 0.687 0.422 0.336 0.369 0.626 
MWMOTE 0.683 0.426 0.518 0.797 0.447 0.440 0.434 0.652 
ESPO 0.634 0.299 0.404 0.753 0.655 0.363 0.458 0.773 
INOS 0.666 0.306 0.416 0.771 0.587 0.298 0.390 0.725 









w/o 0.862 0.937 0.896 0.913 
0.961 0.945 0.952 0.965 
0.986* 0.932* 0.958* 0.958* 
0.967† 0.947† 0.957† 0.957† 
SMOTE 0.940 0.934 0.937 0.952 0.962 0.932 0.947 0.962 
ADASYN 0.902 0.936 0.918 0.933 0.984 0.931 0.956 0.972 
MWMOTE 0.949 0.929 0.938 0.954 0.988 0.935 0.961 0.975 
ESPO 0.969 0.936 0.952 0.966 0.988 0.928 0.957 0.973 
INOS 0.947 0.917 0.931 0.950 0.983 0.931 0.956 0.971 





w/o 0.714 0.645 0.674 0.791 
0.761 0.873 0.811 0.857 
0.773* 0.586* 0.667* 0.673* 
0.779† 0.811† 0.795† 0.795† 
SMOTE 0.864 0.664 0.746 0.863 0.776 0.683 0.722 0.829 
ADASYN 0.734 0.655 0.689 0.803 0.773 0.726 0.744 0.837 
MWMOTE 0.818 0.716 0.761 0.858 0.843 0.727 0.775 0.869 
ESPO 0.863 0.608 0.710 0.846 0.925 0.631 0.747 0.878 
INOS 0.818 0.654 0.722 0.841 0.892 0.681 0.765 0.877 





w/o 0.817 0.800 0.800 0.870 
0.789 0.840 0.799 0.860 
0.667* 0.800* 0.727* 0.730* 
0.882† 0.918† 0.900† 0.900† 
SMOTE 0.863 0.842 0.849 0.903 0.876 0.850 0.857 0.910 
ADASYN 0.790 0.857 0.817 0.867 0.890 0.835 0.855 0.914 
MWMOTE 0.871 0.843 0.850 0.906 0.885 0.874 0.875 0.919 
ESPO 0.859 0.889 0.867 0.908 0.862 0.843 0.850 0.904 
INOS 0.875 0.835 0.851 0.908 0.986 0.876 0.927 0.971 




w/o 0.556 0.604 0.577 0.667 
0.536 0.691 0.602 0.681 
0.685* 0.625* 0.654* 0.654* 
0.571† 0.662† 0.613† 0.615† 
SMOTE 0.739 0.596 0.657 0.730 0.613 0.573 0.590 0.679 
ADASYN 0.634 0.551 0.589 0.677 0.560 0.555 0.553 0.648 
MWMOTE 0.708 0.603 0.649 0.726 0.643 0.607 0.623 0.706 
ESPO 0.677 0.568 0.617 0.700 0.735 0.616 0.667 0.740 
INOS 0.663 0.573 0.613 0.697 0.708 0.608 0.652 0.728 






w/o 0.898 0.904 0.900 0.933 
0.952 0.939 0.946 0.966 
0.983* 0.862* 0.918* 0.968* 
1.000† 0.765† 0.867† 0.875† 
SMOTE 0.949 0.907 0.926 0.959 0.960 0.934 0.946 0.969 
ADASYN 0.935 0.899 0.917 0.951 0.935 0.941 0.935 0.957 
MWMOTE 0.962 0.920 0.940 0.968 0.962 0.906 0.931 0.964 
ESPO 0.967 0.849 0.903 0.956 0.991 0.872 0.927 0.973 
INOS 0.965 0.849 0.903 0.955 0.991 0.866 0.924 0.971 





w/o 0.674 0.730 0.700 0.793 
0.670 0.810 0.733 0.801 
0.847* 0.537* 0.658* 0.837* 
0.641† 0.809† 0.716† 0.720† 
SMOTE 0.806 0.636 0.710 0.842 0.714 0.678 0.695 0.807 
ADASYN 0.782 0.558 0.650 0.809 0.658 0.591 0.621 0.761 
MWMOTE 0.809 0.641 0.714 0.845 0.746 0.646 0.690 0.815 
ESPO 0.775 0.649 0.706 0.831 0.804 0.624 0.702 0.838 
INOS 0.828 0.603 0.696 0.842 0.817 0.622 0.705 0.843 





w/o 0.609 0.917 0.718 0.769 
0.621 0.988 0.744 0.779 
0.737* 0.980* 0.836* 0.855* 
0.686† 0.986† 0.786† 0.817† 
SMOTE 0.629 0.755 0.662 0.770 0.783 0.818 0.788 0.876 
ADASYN 0.629 0.934 0.731 0.779 0.816 0.831 0.811 0.893 
MWMOTE 0.634 0.819 0.682 0.767 0.740 0.848 0.772 0.846 
ESPO 0.751 0.631 0.662 0.844 0.783 0.750 0.753 0.869 
INOS 0.714 0.727 0.690 0.816 0.829 0.633 0.682 0.882 
MOKAS 0.674 0.815 0.708 0.803 0.849 0.855 0.836 0.912 
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Overall, as shown in Fig. 4 and Table 1, synthetic in-
stances generated by MOKAS better fit existing minority 
class instances. This is also revealed by the fact that for 
each data set, the performance of a 1-NN classifier on the 
data generated by MOKAS is better than or equal to the 
best of the other five synthetic instance generation 
schemes. Regardless of the distinct characteristics of differ-
ent datasets, MOKAS, utilizing the kernel adaptive sub-
spaces, demonstrated its robustness to describe the distri-
bution of the minority class. 
3.2 Classification performance 
The effectiveness of each oversampling algorithm in assist-
ing classification algorithms in an imbalanced learning 
task is thoroughly compared in this subsection. The exper-
iment is conducted on 10 real-world datasets (as listed in 
Table 2), taken from the UCI machine learning repository 
[38]. To fit our research interests, some minor modifica-
tions were made on the datasets. For example, manual se-
lection of two classes as majority and minority classes or 
given a selected class as the minority class, combining all 
other classes as the majority class. Additionally, to verify 
the performance of the proposed algorithm on data with 
high noise and variation, EEG datasets collected from 14 
human subjects in a VEP oddball task [39] are used. Re-
garding classification algorithms, three-layer neural net-
works (with an input layer, a 10-node hidden layer, and an 
output layer) and support vector machines (with  RBF ker-
nel function) [41] are used in this study. The penalty pa-
rameter 𝐶 of SVM and the spread parameter 𝛾 for the RBF 
kernel in SVM are selected by a grid search [42]. For 𝛾 we 
consider the set {2−15, 2−13, ⋯ , 23, }and for 𝐶  we consider 
the set {2−5, 2−3, ⋯ , 215, }. Note that, these parameters are 
obtained directly from the training data. To find the sepa-
rating hyperplane for imbalanced data, the “balanced” 
mode of SVM is also applied. The “balanced” mode auto-
matically adjusts weights inversely proportional to class 
frequencies in the input data [43].  
When the classification problem is a balanced one, accu-
racy or error rate is a good measure of performance. How-
ever, for highly imbalanced data, accuracy is not at all a 
good performance index as a classifier may learn the ma-
jority class completely ignoring the minority class, yet 
yielding a high accuracy. Hence, in this study, in addition 
to Accuracy (ACC) or Area Unver Curve (AUC), four com-
monly used metrics, recall, precision, f-value, and g-mean 
, are calculated to assess the effectiveness of imbalance 
learning techniques. The confusion matrix provided in Ta-
ble 3, interprets the physical meaning of such metrics. Re-
call is often regarded as a measure of completeness, indi-
cating faction of correctly classified positive (minority) in-
stances among the actual positive instances. On the other 
hand, precision is a measure of exactness that states the 
fraction of true positive instance among positively classi-
fied instances. Thus, precision and recall, two together pro-
vides a better picture, but each of them separately gives a 
one sided picture. The F-value and G-mean act as overall 
assessment metrics that reflect compromised performance 
between the two classes. 
TABLE 5  
CLASSIFICATION RESULTS OF DATASETS WITH HIGH IMBALANCE RATIO (>20) AND VEP DATASET. THE RESULTS USING NEURAL NETWORK ARE ORGA-
NIZED IN THE LEFT COLUMN AND THAT USING SVM (WITH BALANCED MODE* AND SVMLIGHT†) ARE IN THE RIGHT COLUMN. THE BEST RESULTS ARE 
HIGHLIGHTED IN BOLD FACE. 
 Method NN SVM 





w/o 0.035 0.089 0.047 0.094 0.840 0.967 
0.197 0.25 0.209 0.421 0.860 0.956 
0.287* 0.186* 0.223* 0.516* 0.845* 0.939* 
0.181† 0.217† 0.212† 0.398† 0.843† 0.955† 
SMOTE 0.360 0.173 0.228 0.572 0.698 0.925 0.238 0.259 0.243 0.452 0.845 0.957 
ADASYN 0.358 0.172 0.228 0.570 0.707 0.928 0.199 0.283 0.225 0.434 0.884 0.958 
MWMOTE 0.362 0.173 0.228 0.566 0.730 0.928 0.311 0.288 0.293 0.54 0.882 0.954 
ESPO 0.499 0.139 0.214 0.659 0.779 0.889 0.327 0.167 0.219 0.542 0.847 0.931 
INOS 0.482 0.149 0.227 0.657 0.793 0.901 0.235 0.169 0.223 0.459 0.899 0.945 





w/o 0.8729 0.936 0.9093 0.9330 0.996 0.993 
0.9691 0.9831 0.9760 0.9841 0.999 0.998 
0.6364* 0.9204* 0.7520* 0.7967* 0.973* 0.985* 
0.9560† 0.9776† 0.9666† 0.9773† 0.999† 0.998† 
SMOTE 0.9722 0.7788 0.8642 0.9807 0.997 0.989 0.9778 0.9715 0.9746 0.9883 0.999 0.998 
ADASYN 0.9640 0.7382 0.8348 0.9752 0.996 0.986 0.9669 0.9709 0.9688 0.9827 0.999 0.998 
MWMOTE 0.9709 0.6992 0.8119 0.9773 0.997 0.983 0.9713 0.9491 0.9598 0.9845 0.999 0.997 
ESPO 0.9804 0.5467 0.7016 0.9746 0.996 0.969 0.9802 0.8745 0.9240 0.9873 0.999 0.994 
INOS 0.9782 0.5465 0.7006 0.9735 0.996 0.969 0.9825 0.8563 0.9148 0.9881 0.999 0.993 





w/o 0.106 0.225 0.132 0.189 0.636 0.873 
0.198 0.270 0.211 0.352 0.622 0.825 
1.000* 0.124* 0.220* 0.000* 0.487* 0.124* 
0.206† 0.293† 0.225† 0.372† 0.633† 0.828† 
SMOTE 0.461 0.226 0.295 0.564 0.639 0.706 0.320 0.245 0.271 0.487 0.618 0.775 
ADASYN 0.468 0.225 0.295 0.568 0.640 0.704 0.296 0.235 0.256 0.455 0.615 0.785 
MWMOTE 0.446 0.235 0.299 0.564 0.652 0.729 0.332 0.257 0.281 0.491 0.627 0.781 
ESPO 0.502 0.222 0.299 0.575 0.649 0.697 0.421 0.217 0.281 0.538 0.629 0.723 
INOS 0.511 0.218 0.297 0.582 0.642 0.679 0.425 0.230 0.292 0.549 0.628 0.725 
MOKAS 0.513 0.234 0.309 0.591 0.660 0.694 0.371 0.249 0.288 0.517 0.636 0.756 
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For a fair comparison, each oversampling algorithm is 
required to generate as much synthetic instances as neces-
sary to balance the datasets. Here, the number of synthetic 
instances generated, 𝑀,  is determined by Eq. (3). In 
MOKAS, the gamma value of the RBF kernel function is set 
to 0.5 for data generation. In the pre-image process, five 
neighbors are selected to reconstruct the input space rep-
resentation. After some preliminary experiments, the num-
ber of basis vectors is empirically set to 𝑁𝑚𝑖𝑛 × 0.35.  
The classification results are obtained via a training-test 
partition based validation scheme consisting of an outer it-
eration and an inner iteration. In the outer iteration, 70% of 
randomly selected instances and the remaining 30% in-
stances are used to form the training and the testing sets, 
respectively. Notice that the selection process is separately 
performed on each class data so that the imbalance ratio 
remains the same in the training and test sets. The chosen 
oversampling algorithms are trained using the training set, 
and then synthetic instances are generated to balance the 
training set. Afterwards, in the inner iteration, classifiers 
are trained using the balanced training set and the trained 
classifiers are applied on the test dataset. For each outer 
iteration, the inner iteration is repeated 50 times. The outer 
iteration is repeated five times. In short, the classification 
results are obtained by averaging the results of 250 itera-
tions to account for randomness in oversampling algo-
rithms as well as in the generated data partition. 
Tables 4 and 5 show the comparison of classification re-
sults among SMOTE, ADASYN, MWMOTE, ESPO, INOS, 
and MOKAS. Classification results obtained without apply-
ing any oversampling algorithm are labeled “w/o”. The aster-
isk and cross denote classification results obtained using 
SVM with ‘balanced’ mode and SVMlight [44], respectively.  
To further interpret the results, as done in [14], for each data 
set and each validation measure we rank the performance of 
different instance generation methods. In each assessment 
metric, the method that exhibits the best result is assigned a 
rank one; the second one is given a rank two and so on. This 
is done separately for the neural networks and SVMs and the 
average ranks for all algorithms considered are summarized 
 
Fig. 5. Overall performance (average of performance matrices) of different oversampling methods against different imbalance ratios. (a) NN. 
(b) SVM. 
TABLE 6 
AVERAGE RANKS GATHERED FROM NEURAL NETWORK RESULTS ARE PRE-
SENTED IN THE UPER HALF AND THAT FROM SVM ARE IN THE LOWER HALF. 










w/o 6.82 3.30 5.82 6.80 5.68 
SMOTE 3.45 3.60 3.36 2.80 3.30 
ADASYN 5.64 4.10 4.91 5.50 5.04 
MWMOTE 3.64 3.00 2.91 3.20 3.19 
ESPO 2.82 5.20 4.27 3.10 3.85 
INOS 2.82 5.80 4.73 3.70 4.26 





w/o 8.09 2.09 5.36 6.91 5.61 
Balanced mode 4.45 5.91 5.73 6.36 5.61 
SVMlight 6.82 2.55 5.36 8.36 5.77 
SMOTE 5.64 4.91 5.09 5.09 5.18 
ADASYN 6.55 5.36 5.82 6.09 5.95 
MWMOTE 4.27 3.82 4.18 4.45 4.18 
ESPO 2.55 6.36 5.00 2.64 4.14 
INOS 2.73 6.55 5.00 2.64 4.23 
MOKAS 3.18 3.36 2.27 2.45 2.82 
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in Table 6. The overall performance (average of performance 
matrices) against different imbalance ratios is shown in Fig. 
5. Overall, MOKAS (black trace) performs better than other 
oversampling methods in most of cases. 
When neural networks are applied, MOKAS is ranked 
the number one in terms of recall (2.55 rank value), preci-
sion (2.80 rank value), f-value (2.00 rank value), g-mean 
(2.40 rank value), and overall rank (2.44 rank value). When 
SVMs are applied, MOKAS is ranked the topmost one in 
terms of f-value (2.27 rank value), g-mean (2.45 rank 
value), and overall rank (2.82 rank value). In terms of re-
call, MOKAS (3.18 rank value) falls behind ESPO (2.55 rank 
value) and INOS (2.73 rank value). These results suggest 
that, in terms of precision, the oversampling method may 
not help much.   
4 DISCUSSION 
4.1 Classification performance 
Referring to the experimental results provided in the pre-
vious section, we find that whenever an oversampling al-
gorithm is applied, with a few exceptions, recall rates are 
improved. On the contrary, precision rates are often de-
graded after oversampling algorithms are applied. This 
phenomenon usually arises when there are overlapped 
classes in the datasets, and overlapped classes are com-
monly observed in real-world data sets. When an over-
sampling algorithm acts on a dataset with some overlap 
between classes, oversampling may push the boundary to-
wards the majority class. Consequently, classifiers are able 
to detect more minority class instances but might also mis-
classify a portion of the majority class instances around the 
boundary, resulting in an improved recall rate but a de-
graded precision rate.  
The results in Table 4, reveal that the structure-preserv-
ing methods improve the performance in terms of Recall 
rate but degrade the results in terms of precision rate. On 
the other hand, MWMOTE, one of the interpolation-based 
methods used in this study, tends to generate better results 
in terms of precision rate but worse results in terms of re-
call rate when compared with MOKAS. The oversampling 
mechanisms account for these differences. In INOS algo-
rithm, although principal components are extracted from 
the training data, a normal distribution is assumed when 
producing synthetic instances. Such an assumption may 
fail to reflect the actual data distribution and may result in 
a larger boundary for the minority class. Hence, recall rate 
can be expected to be improved but at the cost of degrada-
tion in precision rate. On the other hand, interpolation-
based methods generate synthetic instances on the line 
segment between a seed instance and its neighboring in-
stances. So we can expect that the boundary of the minority 
class will not expand considerably. In addition, MWMOTE 
exploits an advanced mechanism to identify hard-to-learn 
instances. This mechanism further avoids over-fitting 
problem. However, such a conservative strategy may also 
limit the improvement on recall rate. In the subspace-pro-
jection methods such as the one proposed here, MOKAS, 
the synthetic instances are generated from subspaces that 
are trained to appropriately describe the minority class dis-
tribution. In this category, no specific distribution type is 
presumed and certain variations are introduced when gen-
erating synthetic instances. This results in a more useful 
oversampling strategy, which strikes a balance between re-
call and precision rates. 
4.2 Number of Basis Vectors in MOKAS 
A major factor determining the outcome of MOKAS is the 
number of basis vectors. In Fig. 6, several scatter plots are 
presented to visualize the differences when adopting var-
ying number of basis vectors to model data distribution. 
When the number of basis vectors increases, the synthetic 
instances are located closer to the existing instances. This 
is straightforward since the information loss is reduced 
when more basis vectors are exploited to model the data 
distribution and hence results in more similar synthetic in-
stances. 
4.3 Limitation of MOKAS 
A limitation of the proposed method is that it does scale 
well with number of data points in the training set. Like 
SVM, the size of kernel matrix increases quadratically with 
the number of data points making memory storage and 
computation requirement difficult, as show in Table 7. 
5 CONCLUSIONS 
Inspired by the kernel-based ASSOM structure, we de-
TABLE 7  
COMPARISON OF COMPUTATION TIME OF DIFFERENT METHODS FOR DIFFERENT DATA SETS (IN SECOND). 
  Dataset 
  
Ozone Libras Letter abalone 
Breast 
cancer 







SMOTE 0.207 0.082 6.692 0.15 0.118 0.077 0.066 0.126 0.171 0.312 0.066 
ADASYN 0.362 0.102 16.701 0.185 0.273 0.11 0.077 0.302 0.343 0.79 0.075 
MWMOTE 0.283 0.108 40.473 0.243 2.019 0.197 0.117 2.813 1.482 4.03 0.075 
ESPO 5.214 0.301 529.323 1.171 0.495 0.214 0.127 0.581 0.998 2.978 0.142 
INOS 5.384 0.376 508.599 1.292 0.606 0.231 0.136 0.499 1.049 3.158 0.164 
MOKAS 12.89 2.355 106340 5.109 110.096 5.473 1.798 156.326 176.577 745.274 0.269 
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velop a novel oversampling algorithm, MOKAS, which ex-
ploits subspaces to model data distribution in a high-di-
mensional feature space. The subspaces are trained in a 
competitive learning framework like SOM and they adapt 
to different characteristics of the minority class instances. 
Synthetic instances are generated by projecting existing 
minority class instances onto different subspaces. The syn-
thetic instances bear much resemblance to existing in-
stances but each possesses different characteristic inher-
ited from the subspace. A pre-image method is utilized to 
transform the synthetic instances from the feature space 
back to the input space.  
 
Visualization results show that MOKAS is capable of mod-
eling complex data distribution. Classification results also 
show that the proposed algorithm effectively copes with 
imbalanced distribution of instances over different classes 
and assists classifiers in learning from imbalanced data. 
MOKAS exhibits superior overall performance compared 
to selected state-of-the-art interpolation-based and struc-
ture-preserving oversampling algorithms. 
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