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a b s t r a c t
Penalized spline estimators have received considerable attention in recent years because of
their good finite-sample performance, especially when many regressors are employed. In
this paper, we propose a penalized B-spline estimator in the context of the partially linear
model and study its asymptotic properties under a two-sequence asymptotics: both the
number of knots and the penalty factor vary with the sample size. We establish asymptotic
distributions of the estimators of both the parametric and nonparametric components
in the model. In addition, as a previous step, we obtain the rate of convergence of the
estimator of the regression function in a nonparametric model. The results in this paper
contribute to the recent theoretical literature on penalized B-spline estimators by allowing
for (i) multivariate covariates, (ii) heteroskedasticity of unknown form, (iii) derivative
estimation, and (iv) statistical inference in the semi-linear model, under the two-sequence
asymptotics. Our main findings rely on some apparently new technical results for splines
that may be of independent interest. We also report results from a small-scale simulation
study.
© 2016 Elsevier Inc. All rights reserved.
1. Introduction
The partially linear model has a long tradition in statistics and econometrics. In this model, for a dependent variable y
and covariates x ∈ Rdx and z ∈ Rdz , the conditional mean function is assumed to satisfy
E(y|x, z) = x⊤θ + g(z),
where both the finite-dimensional parameter θ and the infinite-dimensional parameter g are of potential interest. This
is a very popular model in empirical work because it provides a parsimonious, yet flexible, approach to inference in many
different contexts. See, e.g., [23,38] for recent textbookdiscussions. Typically, the dimension ofx is smallwhile the dimension
of z is large. In the program evaluation literature, for example, x is usually just a treatment indicator and θ is the scalar
treatment effect of interest, while g is a nonparametric nuisance function which is present to ‘‘control’’ for many (dz > 1)
potential confounding factors in a flexible way. See, e.g., [11,26] for a discussion of treatment effects with many covariates.
The multivariate function g and its derivatives are also parameters of interest in other cases, for instance in policy analysis,
e.g., [43].
Inference in the partially linear model is a well-studied semiparametric problem. For instance, large-sample results are
available for inference on θ and g when the nonparametric component is estimated using kernel regression [37] or regression
splines [19]. These results rely on classical smoothing techniques that are sometimes quite sensitive to the specifics of their
implementation in applications, a problem that is only exacerbated when the dimension of z is large, e.g., [10]. Partially
motivated by the poor finite-sample performance of conventional smoothing techniques, a recent literature on penalized
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spline estimation has emerged and is receiving considerable attention. Proposed by O’Sullivan [35], and later popularized
by Eilers and Marx [20], this alternative smoothing technique has generated great interest because it is perceived as a very
competitive alternative to classical nonparametric estimators. Section 1.1 offers a brief literature review on penalized spline
estimation.
Motivated by their recent popularity, and with the goal of increasing the finite-sample performance of the resulting
statistical procedures, we propose a multivariate penalized B-spline estimator for the infinite-dimensional parameter in
the partially linear model and study the large-sample properties of the resulting estimators of θ, g , and its derivatives. Our
asymptotic results allow for a two-sequence asymptotics where both the number of knots and the penalty term vary with
the sample size, following the recent work of Claeskens et al. [15]. This more general asymptotic approximation gives a
rich array of possible limiting behaviors for the estimators. Our results extend and complement recent theoretical work in
the literature on penalized spline estimators by allowing for multivariate covariates, heteroskedasticity of unknown form,
derivative estimation, and statistical inference in the semi-linear model under the two-sequence asymptotics. The main
findings rely on some apparently new technical results for B-splines that may be on independent interest. In a Monte Carlo
experiment,we find that the estimators performwell in finite samples. The specific results are consistentwith the theoretical
results given in Sections 3 and 4.
The rest of the paper is organized as follows. The remainder of this section provides a brief literature review on penalized
spline estimation and introduces the main notation used throughout this paper. Section 2 introduces the partially linear
model and discusses the penalized spline estimator. Section 3 derives the mean-square convergence rates for multivariate
penalized spline estimators of the regression function and its derivatives in the nonparametric regression model. These
results are then employed in Section 4 to establish asymptotic distributional approximations, with consistent standard-
errors, for the resulting estimators of θ, g , and its derivatives. Section 5 summarizes the results of a small-scale Monte Carlo
study aimed to assess the finite-sample performance of these estimators. Appendix A contains brief proofs of our main
results.
1.1. Related literature
Despite the recent popularity of penalized spline smoothing techniques, there is only a handful of papers analyzing their
theoretical properties. Early work has obtained asymptotic results under fixed-knot asymptotics, that is, when the number
of knots is assumed to be fixed and only the penalty factor is assumed to vary with the sample size at some appropriate rate.
Examples of this approach in the literature include [2,47,48,50]. An alternative large-sample approximation for penalized
spline estimators of the regression function was more recently proposed by Hall and Opsomer [22], who considered a
sequential asymptotic experiment where first the number of knots is assumed to diverge to infinity and then the (scaled)
penalty term is assumed to vanish.
These asymptotic approximations are arguably restrictive and may not always characterize appropriately the finite-
sample behavior of the penalized spline estimators. For this reason, more recent work has focused on the asymptotic
properties of penalized splines when both the knots and penalty vary with the sample size simultaneously. Claeskens
et al. [15] study univariate penalized splines under quite general sequences of tuning parameters (knots and penalty),
and show that these estimators are asymptotically equivalent in a mean-square error (MSE) sense to either regression
splines or smoothing splines depending on the sequence of tuning parameters considered. Li et al. [30] study univariate
penalized splines when the number of knots is ‘‘large’’ and derive an asymptotic equivalence between kernel smoothing
and penalized (smoothing) splines. Kauermann et al. [27] extend some of the previous results to the context of univariate
generalized spline smoothing, while Krivobokova et al. [28] propose asymptotically conservative uniform confidence bands
for univariate penalized spline estimators of the regression function.
Other semi-parametric methods used in the partially linear model include empirical likelihood [31,40], kernels
[32,37], andwavelets [12]. Specific to the additive partially linearmodel, [29] considered general series estimation, including
regression splines.
In this paper, we contribute to this emerging literature on two-sequence asymptotics for penalized spline estimators by
allowing for multivariate covariates, heteroskedasticity of unknown form, derivative estimation, and statistical inference
on both the parametric and nonparametric components in the partially linear model. These extensions are nontrivial, as
the mathematical techniques employed for univariate (and level of the) regression function do not immediately extend to
multivariate (and derivatives of the) regression functions. We discuss this point more explicitly in Remarks 2 and 3, after
the necessary notation and main results have been introduced.
1.2. Notation
We employ the following notation throughout the paper. LetCp(A ) denote the set of p-times continuously differentiable
functions on A . For clarity we bold vectors and matrices but not scalars. For any k ≥ 1, 0k denotes the zero vector of
dimension k, and Ik denotes the identity matrix of dimension k. We employ conventional multi-index notation: for a multi-
index kdn ∈ Zd∗ with d ∈ Z+, let |kdn| = k1 + · · · + kd, along with the usual Euclidean norm ∥A∥ =

tr(A⊤A) for scalar,
vector, or matrix A. We also let rn ≍ r¯n indicate rn ≥ c1 r¯n and rn ≤ c2 r¯n for some c1 > 0 and c2 <∞.
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2. Model, estimator, and other preliminaries
Weassume a random sample {(yi, x⊤i , z⊤i )⊤ : i = 1, . . . , n} of the randomvector (y, x⊤, z⊤)⊤ is observed, where y ∈ R is
a dependent variable and x ∈ Rdx and z ∈ Rdz are explanatory vectors.Wewill also assume z is continuously distributed, but
we do not restrict y and x beyond the usual support and smoothness restrictions, formally discussed below. The semilinear
model is
yi = x⊤i θ + g(zi)+ εi, E(εi|xi, zi) = 0, σ 2ε (xi, zi) = E(ε2i |xi, zi),
where the vector-valued parameter θ and the real-valued functions g and σ 2ε are unknown. We impose the following
conventional assumption on this model.
Assumption 1. (a) {(yi, x⊤i , z⊤i )⊤ : i = 1, . . . , n} is i.i.d., with zi ∈ Z = [0, 1]dz .
(b) zi is continuously distributed on Z with Lebesgue density f (z) bounded above and bounded away from zero.
(c) g ∈ Cαg (Z ) for some αg ≥ 1.
Our main goal is to develop asymptotically valid inference procedures for θ, g , and its derivatives, employing penalized
B-splines to approximate nonparametrically the unknown function g . Specifically, we consider the estimation problem
{θˆ, gˆ} = arg min
θ∈Rdx ,s∈Sn,r
n
i=1
{yi − x⊤i θ − s(zi)}2 + λn

Z

|ℓ|=m
{∂ℓs(z)}2dz, (1)
where m ∈ Z+, λn is the penalty sequence, and Sn,r is the set of tensor product B-spline functions of order r ∈ Z+ (and
degree r − 1) with knot sequence controlled by the tuning parameter kn → ∞. For simplicity, we assume the same knot
sequence is used for each covariate in z = (z1, . . . , zdz )⊤, denoted by κ(j, kn) = {κj,0 < · · · < κj,r−1 = 0 < κj,r < · · · <
κj,kn = 1 < κj,kn+1 < · · · < κj,kn+r−1}, and that each knot is simple.
More specifically, the set Sn,r is constructed as follows (see, e.g., [18,39,46] for more details). For each covariate in
z = (z1, . . . , zdz )⊤, a B-spline basis of order r ∈ Z+ for the jth covariate, denoted by {pj,k,r(zj)}knk=1, is constructed by first
partitioning the support of zj, [0, 1] under Assumption 1, into the kn− r + 1 intervals [κj,r , κj,r+1], . . . , [κj,kn , κj,kn+1], with
knots 0 = κj,r < · · · < κj,kn+1 = 1. Tomanage boundary effects, an extra 2(r−1) knots are addedwith κj,1 < · · · < κj,r = 0
and 1 = κj,kn+1 < · · · < κj,kn+r , creating an extended partition. Then the B-splines for the jth covariate are constructed
using the well-known Cox–de Boor recursion relation:
pj,k,1(zj) =

1 κj,k ≤ zj < κj,k+1
0 otherwise
and, for ℓ ≥ 2,
pj,k,ℓ(zj) = zj − κj,k
κj,k+ℓ−1 − κj,k pj,k,ℓ−1(zj)+
κj,k+ℓ − zj
κj,k+ℓ − κj,k+1 pj,k+1,ℓ−1(zj),
where pj,k,ℓ is the kth spline of order ℓ, and the convention 0/0 = 0 is used. The set {pj,k,r}knk=1 spans Sn,j,r , where
Sn,j,r = {s ∈ Cr−2([0, 1]) : s is a polynomial of order r on each subinterval [κj,k, κj,k+1]}.
Multivariate tensor-product splines are formed using
pn(z) = (p1(z), p2(z), . . . , pkdzn (z))
⊤ = (p1,1,r(z1), . . . , p1,kn,r(z1))⊤ ⊗ · · · ⊗ (pdz ,1,r(zdz ), . . . , pdz ,kn,r(zdz ))⊤.
Other references on B-splines and related nonparametric estimators include [9,13,20,44].
We also impose the following rate restriction throughout.
Assumption 2. (a) |κj,kn−1 − κj,kn | ≍ 1/kn, for all kn and j = 1, . . . , dz .
(b) ln(kn)kdzn /n → 0.
This assumption describes the conditions imposed in the construction of the B-splines. Part (a) of these conditions
is weaker than those imposed in [15,51,52], and analogous to those imposed in [8], which allows for several bases of
approximation, and [25]. Part (b) imposes a simple, well-known side condition on the (growth rate of the) number of knots
relative to the sample size. See for example [24].
Now observe that for s ∈ Sn,r , the Cartesian product of Sn,1,r , . . . , Sn,dz ,r ,
Z

|ℓ|=m
{∂ℓs(z)}2dz =

Z

|ℓ|=m

∂ℓpn(z)⊤β
2
dz = β⊤Dβ
with D a kdzn × kdzn matrix with typical element
(D)k,j =

Z

|ℓ|=m
{∂ℓpk(z)}{∂ℓpj(z)}dz,
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and β = (β1, . . . , βkdzn )⊤. Define y = (y1, . . . , yn)⊤,X = (x1, . . . , xn)⊤, Z = (z1, . . . , zn)⊤. Also, let P =
(pn(z1), . . . , pn(zn))⊤. Under the regularity conditions imposed, it follows that
θˆ = (X˜⊤X˜)−X˜⊤y˜, X˜ = X− RX, y˜ = y− Ry, R = P(P⊤P+ λnD)−P⊤,
and
gˆ(z) = gˆ(z; θˆ), gˆ(z; θ) = pn(z)⊤(P⊤P+ λnD)−P⊤(y− Xθ),
where A− denotes a generalized inverse of A. We drop the second evaluation point of gˆ(z; θ) whenever possible for
notational simplicity. We consider simultaneously kn and λn varying with the sample size, which heuristically encompasses
both regression and smoothing splines procedures for the approximation of the unknown control function g(z) in large
samples.
3. Convergence rates in the nonparametric regression model
When θ = 0, the estimation problem (1) reduces to a conventional nonparametric multivariate penalized B-spline
regression problem, and the resulting estimator of the regression function g(z), which wewill denote by gθ=0(z), is given by
gˆθ=0(z) = gˆ(z; 0). In this section, we derive mean-square convergence rates for this estimator and its derivatives, under the
two-sequence asymptotics kn → ∞ and lim supn→∞ λn ≤ ∞. Our results not only contribute to the recent literature on
asymptotic properties of nonparametric penalized spline estimators, but also will be useful in the following section when
studying the large-sample properties of the estimators discussed above for the partially linear model.
To describe the convergence rate result we define the following weighted L2 norm:
∥gθ=0∥2w,2,ℓ = sup|ℓ|≤ℓ ∥∂
ℓgθ=0∥2w,2 = sup|ℓ|≤ℓ

{∂ℓgθ=0(z)}2dw(z), ℓ ∈ Zdz∗ .
Our results are based onw(z) = Fˆ(z)with Fˆ(z) =ni=1 1(zi ≤ z)/n the empirical distribution function of z, but Remark 1
discusses other fixed norms including the more standard L2 norm where w(z) = F(z) with F(z) the distribution function
of z.
Theorem 1. Suppose Assumptions 1 and 2 hold and E(y2i |zi) is bounded. Let rg = min(αg , r − 2) and m ≤ rg .
(a) If λnk2mn /n < 1 for all sufficiently large n, thengˆθ=0 − gθ=02Fˆ ,2,ℓ = Op kdz+2ℓnn + λ2nn2 k2(m+ℓ)n + k−2(rg−ℓ)n

.
(b) If λnk2mn /n ≥ 1 for all sufficiently large n, and dz/d < m if lim supn→∞ λnk2mn /n = ∞, thengˆθ=0 − gθ=02Fˆ ,2,ℓ = Op n(dz−2m)/2mk2ℓn
λ
dz/2m
n
+ λnk
2ℓ
n
n
+ k−2(rg−ℓ)n

,
for any ℓ = (ℓ1, . . . , ℓdz ) ∈ Zdz∗ such that maxℓ≤j≤dz ℓj ≤ rg .
This result establishes the (empirical) mean-square convergence rate for the penalized B-spline estimator of a
multivariate regression function and its derivatives, under weak side rate-conditions (i.e., Assumption 2). It follows that
the estimator behaves asymptotically as a regression splines estimator in case (a), while it behaves asymptotically as a
smoothing splines estimator in case (b); see, e.g., [16,34,36]. The penalized B-spline estimator attains the optimal rate of
convergence so that ∥gˆθ=0 − gθ=0∥2Fˆ ,2,ℓ = Op{n−2(rg−ℓ)/(2rg+dz )} in case (a) if kn ≍ n1/(dz+2rg ) and λn . n(rg−m+dz )/(2rg+dz ),
and in case (b) if kn ≍ nm/{rg (2m+dz )} and λn ≍ ndz/(2m+dz ) withm = rg .
We obtain the same rates of convergence as in the recent work of Claeskens et al. [15] in the univariate case, but allow
for random regressors of any dimension, derivative estimation, weaker rate conditions, and heteroskedasticity.
Remark 1. Under the same assumptions and conditions of Theorem 1, we also show in the supplemental appendix (see
Appendix A) that
gˆθ=0 − gθ=02Fˆ ,2,q≍p gˆθ=0 − gθ=02F ,2,q, with F(z) the distribution function of z. As the proof shows, other
weighting functions could also be used under appropriate conditions. We present our results in terms of the empirical norm
because the proof will be used heavily in the following section.
Remark 2. Extending [15] to handle multivariate covariates is nontrivial. The main challenge is the eigenvalues of the
penalization matrix, which are the solutions µˆ1 ≤ · · · ≤ µˆkdzn to
Z

|ℓ|=m
{∂ℓu(z)}{∂ℓw(z)}dz = µˆ

Z
u(z)w(z)f (z)dz, (2)
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for some u ∈ Sn,r , for allw ∈ Sn,r . These eigenvalues are usually approximated by the first kdzn eigenvaluesµ1 ≤ · · · ≤ µkdzn
of the continuous problem with the same equation but with u ∈ Hm(Z ) andw ∈ Hm(Z ), where Hm(Z ) is the set of those
L2(Z ) functions that have distributional derivatives up to orderm in L2, and L2(Z ) is the set of square-integrable real-valued
functions; see, e.g., [1].
In the univariate case, µ1, µ2, . . . are found by solving the differential equation (−dmw/dwm)2 = µfw with the
Neumann boundary conditions, using a transformation (see, e.g., [3,7], [33, p.78], and [42]), which is the approach taken
implicitly in [15]. In the multivariate case, the differential equation is (−∆)mw = µfw. If f (z) ≡ 1, the equation is easily
solved for small values ofm, as in [21,45] for example, but a solution for variable f (z)was not available in the literature, due
to the difficulty associated with mixed partial derivatives. We appeal to a geometric argument using concepts in functional
analysis to present an expression for the eigenvalues of the discrete problem directly, without comparing to the continuous
problem. See Lemmas 5 and 6 in Appendix A.
Remark 3. Our results permit derivative estimation of the multivariate regression function. We also obtain an apparently
novel multivariate derivative approximation result (Lemma 4), extending in particular the results reported in [52] for
univariate regression splines.
Remark 4. Recently, it was shown that splines achieve the optimal uniform rate of convergence [14]. We conjecture that
Theorem 1 and Remark 1 could be used to establish optimal uniform rates of convergence for splines with a penalization,
based on the uniform norm ∥g∥2∞,ℓ = sup|ℓ|≤ℓ ∥∂ℓg∥2∞ = sup|ℓ|≤ℓ supz∈Z |∂ℓg(z)|2. We do not spell out the details here to
conserve space.
Remark 5. An extension of the partially linear model can be used in functional data analysis, which is an active field in the
statistics literature and is of interest in applied statistics. Specifically, the semi-functional partially linear regression model
is yi = x⊤i θ + g(ti) + εi, where as usual, E(εi|xi, ti) = 0 and g is an unknown smooth function, but now ti is a random
function instead of a single random variable. Some recent papers include [4,5]. Aneiros and Vieu [4] discuss using only some
discretized values of the functional used to predict yi, on some grid, which relates to variable selection with many variables,
and Aneiros–Pérez and Vieu [5] use a functional version of the familiar Nadaraya–Watson-type kernel estimation. Aneiros
and Vieu [4] suggest using a least penalized least squares estimator. A natural question, which could be a topic of future
research, is how well penalized splines or even regression splines would perform in this context, in place of the functional
version of kernel estimation or penalized least squares.
4. Inference in the partially linear model
In this section we establish asymptotic normality of the estimators θˆ, gˆ(z) = gˆ(z; θˆ), and its derivatives introduced in
Section 2 in the context of the partially linear model. We also prove consistency of the natural plug-in heteroskedasticity-
robust standard-error estimators. To this end, we introduce the following additional notation:
xi = h(zi)+ νi, h(zi) = E(xi|zi), E(νi|zi) = 0, 6ν(zi) = E(νiν⊤i |zi),
where h = (h1, . . . , hdx)⊤ ∈ Rdx and 6ν ∈ Rdx×dx are unknown.
We impose the following additional assumption.
Assumption 3. (a) E(ε4i |xi, zi) and E(∥νi∥4|zi) are bounded.
(b) σ 2ε (x, z) and 6ν(z) are bounded away from zero.
(c) hj ∈ Cαh(Z ) for all j = 1, . . . , dx and some αh ≥ 0.
4.1. Parametric component
To obtain the asymptotic linear representation for θˆ, and establish consistency of an associated plug-in standard-error
estimator, we define
Vn = V(θˆ|X, Z) = 6ν(z)−n n6ν(z)−n , 6ν(z)n = X˜⊤X˜/n, n = X˜⊤(In − R)6ε(In − R)⊤X˜/n,
6ε = E(εε⊤|X, Z) = diag{σ 2ε (x1, z1), . . . , σ 2ε (xn, zn)},
where ε = (ε1, . . . , εn)⊤.
Since the only unknown matrix is 6ε , a simple plug-in standard-error estimator is
Vˆn = 6ν(z)−n ˆn6ν(z)−n , ˆn = X˜⊤(In − R)6ˆε(In − R)⊤X˜/n
with
6ˆε = diag(εˆ21, . . . , εˆ2n), εˆ = (εˆ1, . . . , εˆn)⊤ = y− Xθˆ − Gˆ,
and Gˆ = (gˆ(z1), . . . , gˆ(zn))⊤.
The following theorem describes our result for θˆ.
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Theorem 2. Suppose Assumptions 1–3 hold, and define rh = min(αh, r − 2). In addition, assume that nk−2rg−2rhn → 0 and one
of the following holds:
(i) If λnk2mn /n < 1 for all sufficiently large n, then λ
2
nk
2m
n /n → 0.
(ii) If λnk2mn /n ≥ 1 for all sufficiently large n, then λn → 0.
Then
V−1/2n
√
n (θˆ − θ) = V−1/2n
1√
n
n
i=1
νiεi + op(1)→dN (0dx , Idx),
Vn = 6ν(z)−16ν(z)−1 + op(1), 6ν(z) = E(νiν⊤i ),  = E(νiν⊤i ε2i ).
ˆn = n + op(1) = + op(1).
This theorem outlines a set of simple sufficient conditions to obtain the asymptotic linear representation of θˆ with
heteroskedasticity-robust consistent standard-error estimators. For example, 95% confidence intervals for c⊤θ, with c ∈ Rdx ,
may be easily constructed using these results, taking the familiar form
c⊤θˆ ± 1.96

c⊤Vˆnc/n.
In the next section,we explore the performance of these confidence intervals, as a function of the choice of tuning parameters
kn and λn.
The condition nk−2αg−2αhn → 0 imposes the usual ‘‘undersmoothing’’ required to remove asymptotically the presence of
smoothing-bias in semiparametric estimation. The conditions λ2nk
2m
n /n → 0 and λn → 0, which may be binding depending
on the asymptotic behavior of the sequence λnk2mn /n, ensure that the penalization-bias is also negligible in large samples.
4.2. Nonparametric component
Next, we establish the asymptotic distribution of the nonparametric component and its derivatives in the partially linear
model. Define
Wn,ℓ(z; θ) = V{∂ℓgˆ(z; θ)|X, Z} = ∂ℓpn(z)⊤(P⊤P+ λnD)−P⊤6εP(P⊤P+ λnD)−∂ℓpn(z),
for multi-index ℓ ∈ Zdz∗ . A simple plug-in estimator is
Wˆn,ℓ(z) = ∂ℓpn(z)⊤(P⊤P+ λnD)−P⊤6ˆεP(P⊤P+ λnD)−∂ℓpn(z),
with 6ˆε as given in the previous subsection.
Using this notation we have the following result.
Theorem 3. Suppose Assumptions 1–3 hold, m ≤ rg , and k2|ℓ|+dzn /n → 0. In addition, the following hold:
(i) If λnk2mn /n < 1 for all sufficiently large n, then
λ2nk
2m−dz
n
n
→ 0 and nk−dz−2rgn → 0.
(ii) If λnk2mn /n ≥ 1 is bounded above for all sufficiently large n, then λn/kdzn → 0.
(iii) If λnk2mn /n →∞, then
max(λn, 1)λ2nk
4m−dz
n
n2
→ 0 and dz/4 < m.
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Then, for gˆ(z) = gˆ(z; θˆ),
∂ℓgˆ(z)− ∂ℓg(z)
Wn,ℓ(z)
→dN (0, 1), Wˆn,ℓ(z) = Wn,ℓ(z)+ op(1),
for any ℓ = (ℓ1, . . . , ℓdz ) ∈ Zdz∗ such that max1≤j≤dz ℓj ≤ rg .
This theorem gives asymptotic normality of the nonparametric component and its derivatives. The theorem could also
be extended to functionals of the nonparametric component, as in [9], for example. The rate restrictions are necessary in
order to ensure that the bias vanishes asymptotically.
5. Simulations
This section reports results from a Monte Carlo experiment designed to explore the interaction between the tuning
parameters, along with their effect on the coverage rates of the 95% confidence intervals, the mean-square error of θˆ, and
the average mean squared error of gˆ(z). Specifically, we considered the following model, with dz = 1 and dz = 2:
yi = x⊤i β + g(zi)+ εi, εi = σεu1i
xi = h(zi)+ νi, νi = σνu2i
In the univariate model, dz = 1, g(zi) = e−32(zi−0.5)2 + 2zi − 1, and h(zi) = zi/√2+ zi. In the bivariate model,
dz = 2, g(zi) = 3xi + e−32{(z1i−0.5)2+(z2i−0.5)2} + 2(z1i + z2i) − 1, and h(zi) = z1i/√2+ z1i + z2i/√2+ z2i, chosen to be
additive for simplicity. In both models, dx = 1, β = 3, zi ∼ U(0, 1), σε = 0.1, σν = 1, and u = (u1i, u2i)⊤ ∼ N (0, I2).
In the first part of the study, we considered the empirical coverage rates of β = 3 and g(0.67) in the first model, along
with themean-square error of βˆ and the averagemean squared error of gˆ(z).We used a grid ofλn = 0, 0.00025, . . . , 0.0015
and kn− r+1 = 10, 50, 100, 200, 400, 800, where as above, kn− r+1 is the number of subintervals of [0, 1]. In the second
model, we considered β = 3 and g(z1, z2)with z1 = 0.67 and z2 = 0.33, and with a grid of λn = 0, 0.0005, . . . , 0.004 and
kn − r + 1 = 10, 18, 26. The study is based on 1000 replications, with n = 1000, n = 500, and n = 100.
In each case, the results illustrate that the mean-square error of θˆ and the average mean-square error of gˆ decrease and
the coverage rates of θ, g(0.67), and g(0.67, 0.33) get closer to 95% as the sample size increases.
The first set of results correspond to n = 1000 (see Tables 1–8), the second set correspond to n = 500 (see Tables 9–16),
and the third set correspond to n = 100 (see Tables 17–24).
In this study, we also considered the bias and variance of gˆ in the bivariate model, in order to better understand the
empirical coverage rates. The column ‘‘95% CI, without bias’’ reports the coverage of the 95% confidence intervals using
zb ≡ gˆ(0.67, 0.33)− Engˆ(0.67, 0.33)
Wn,(0,0)(0.67, 0.33)
,
Table 1
Empirical coverage rates of 95% confidence intervals for g(0.67), univariate model, n = 1000.
λn (×10−4) kn − r + 1
10 50 100 200 400 800
0 0.941 0.937 0.906 0.829 0.711 0.344
2.5 0.936 0.947 0.947 0.948 0.940 0.938
5 0.921 0.935 0.942 0.947 0.937 0.934
7.5 0.887 0.920 0.934 0.944 0.932 0.934
10 0.847 0.902 0.923 0.932 0.929 0.930
12.5 0.804 0.877 0.918 0.924 0.930 0.927
15 0.746 0.861 0.900 0.924 0.920 0.929
Table 2
Average mean squared error (×10−2) of gˆ(zi), univariate model, n = 1000.
λn (×10−4) kn − r + 1
10 50 100 200 400 800
0 0.013 0.053 0.103 0.204 0.404 0.768
3 0.015 0.325 1.148 2.368 3.354 3.935
5 0.018 0.562 1.719 3.148 4.182 4.765
8 0.021 0.763 2.141 3.680 4.734 5.314
10 0.025 0.941 2.484 4.094 5.158 5.736
13 0.030 1.103 2.777 4.437 5.507 6.083
15 0.035 1.252 3.034 4.733 5.806 6.379
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Table 3
Empirical coverage rates of 95% confidence intervals for θ , univariate model, n = 1000.
λn (×10−4) kn − r + 1
10 50 100 200 400 800
0 0.946 0.942 0.933 0.923 0.893 0.847
2.5 0.948 0.955 0.923 0.830 0.745 0.693
5 0.948 0.956 0.892 0.761 0.668 0.621
7.5 0.948 0.946 0.854 0.705 0.624 0.572
10 0.949 0.936 0.825 0.675 0.586 0.534
12.5 0.949 0.930 0.794 0.651 0.551 0.498
15 0.950 0.922 0.766 0.625 0.520 0.474
Table 4
Mean squared error (× 10−4) of θˆ , univariate model, n = 1000.
λn (×10−4) kn − r + 1
10 50 100 200 400 800
0 0.101 0.106 0.111 0.124 0.164 0.424
2.5 0.101 0.118 0.256 0.697 1.252 1.659
5 0.101 0.143 0.422 1.104 1.823 2.307
7.5 0.101 0.173 0.580 1.438 2.263 2.796
10 0.101 0.205 0.731 1.730 2.634 3.203
12.5 0.101 0.239 0.876 1.993 2.959 3.558
15 0.101 0.275 1.014 2.233 3.253 3.875
Table 5
Empirical coverage rates of 95% confidence intervals for g(0.67, 0.33), bivariate model, n =
1000.
λn (×10−4) kn − r + 1
10 18 26
0 0.912 0.816 0.634
5 0.912 0.888 0.882
10 0.901 0.891 0.89
15 0.893 0.894 0.899
20 0.884 0.894 0.903
25 0.864 0.883 0.903
30 0.844 0.878 0.902
35 0.829 0.872 0.900
40 0.804 0.860 0.899
Table 6
Average mean squared error (×10−2) of gˆ(zi), bivariate model, n = 1000.
λn (×10−4) kn − r + 1
10 18 26
0 0.170 0.443 0.819
5 0.107 0.262 0.562
10 0.129 0.430 1.011
15 0.162 0.609 1.451
20 0.200 0.789 1.874
25 0.240 0.969 2.281
30 0.283 1.148 2.675
35 0.326 1.325 3.057
40 0.371 1.501 3.427
whereWn,(0,0) is as in Theorem 3 and Engˆ(0.67, 0.33) equals the average estimate of g(0.67, 0.33) in the simulations with
1000 repetitions.
The column ‘‘95% CI, sim SE’’ reports the coverage of the 95% confidence intervals using
zse ≡ gˆ(0.67, 0.33)− g(0.67, 0.33)
Vn{gˆ(0.67, 0.33)}
,
with Vn{gˆ(0.67, 0.33)} is equal to the simulation variance with 1000 repetitions (see Tables 25–27).
We note that for samples sizes of 1000 and 500, the coverage rates were best using zse for small values of λn and zb for
large values ofλn. For a sample size of 100, the coveragewas bestwith zse and smallλn. This illustrates that the standard error
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Table 7
Empirical coverage rates of 95% confidence intervals for θ , bivariate model, n = 1000.
λn (×10−4) kn − r + 1
10 18 26
0 0.924 0.895 0.798
5 0.935 0.936 0.921
10 0.949 0.94 0.864
15 0.952 0.936 0.786
20 0.959 0.915 0.698
25 0.961 0.894 0.612
30 0.965 0.873 0.536
35 0.962 0.846 0.459
40 0.961 0.818 0.393
Table 8
Average mean squared error (×10−4) of θˆ , bivariate model, n = 1000.
λn (×10−4) kn − r + 1
10 18 26
0 0.120 0.175 0.536
5 0.111 0.120 0.177
10 0.110 0.140 0.327
15 0.110 0.175 0.546
20 0.111 0.222 0.818
25 0.113 0.279 1.136
30 0.115 0.347 1.493
35 0.119 0.424 1.883
40 0.123 0.509 2.305
Table 9
Empirical coverage rates of 95% confidence intervals for g(0.67), univariate model, n = 500.
λn (×10−4) kn − r + 1
10 50 100 200 300
0 0.957 0.929 0.856 0.681 0.517
2.5 0.938 0.951 0.954 0.959 0.960
5 0.905 0.93 0.95 0.955 0.955
7.5 0.846 0.905 0.931 0.946 0.948
10 0.794 0.874 0.909 0.93 0.937
12.5 0.735 0.828 0.883 0.907 0.909
15 0.679 0.776 0.841 0.875 0.882
Table 10
Average mean squared error (×10−2) of gˆ(zi), univariate model, n = 500.
λn (×10−4) kn − r + 1
10 50 100 200 300
0 0.026 0.107 0.207 0.407 0.604
2.5 0.028 0.569 1.721 3.149 3.816
5 0.035 0.946 2.485 4.094 4.787
7.5 0.044 1.257 3.035 4.732 5.434
10 0.054 1.525 3.475 5.226 5.932
12.5 0.066 1.765 3.846 5.635 6.342
15 0.078 1.984 4.171 5.985 6.693
Table 11
Empirical coverage rates of 95% confidence intervals for θ , univariate model, n = 500.
λn (×10−4) kn − r + 1
10 50 100 200 300
0 0.933 0.915 0.900 0.878 0.846
2.5 0.931 0.955 0.933 0.874 0.838
5 0.934 0.954 0.910 0.821 0.782
7.5 0.933 0.947 0.881 0.784 0.745
10 0.934 0.938 0.861 0.759 0.715
12.5 0.936 0.931 0.842 0.733 0.693
15 0.935 0.925 0.818 0.712 0.674
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Table 12
Mean squared error (×10−4) of θˆ , Univariate Model, n = 500.
λn (×10−4) kn − r + 1
10 50 100 200 300
0 0.225 0.244 0.270 0.363 0.540
2.5 0.225 0.299 0.664 1.497 2.025
5 0.225 0.382 1.035 2.222 2.885
7.5 0.226 0.470 1.367 2.796 3.544
10 0.226 0.560 1.670 3.286 4.096
12.5 0.227 0.652 1.952 3.721 4.580
15 0.227 0.744 2.217 4.116 5.017
Table 13
Empirical coverage rates of 95% confidence intervals for g(0.67, 0.33), bivariate model, n =
500.
λn (×10−4) kn − r + 1
10 15 20
0 0.884 0.747 0.494
5 0.902 0.874 0.867
10 0.895 0.873 0.877
15 0.876 0.87 0.882
20 0.854 0.863 0.879
25 0.821 0.834 0.863
30 0.77 0.806 0.844
35 0.716 0.769 0.808
40 0.674 0.719 0.774
Table 14
Average mean squared error (×10−2) of gˆ(zi), bivariate model, n = 500.
λn (×10−4) kn − r + 1
10 15 20
0 0.339 0.646 0.998
5 0.178 0.323 0.553
10 0.233 0.518 0.979
15 0.306 0.733 1.413
20 0.387 0.953 1.840
25 0.472 1.175 2.258
30 0.560 1.397 2.667
35 0.650 1.618 3.067
40 0.741 1.838 3.458
Table 15
Empirical coverage rates of 95% confidence intervals for θ , bivariate model, n = 500.
λn (×10−4) kn − r + 1
10 15 20
0 0.886 0.834 0.720
50 0.919 0.910 0.899
100 0.924 0.919 0.894
150 0.930 0.922 0.861
200 0.931 0.914 0.819
250 0.939 0.900 0.782
300 0.941 0.890 0.751
350 0.939 0.870 0.713
40 0.940 0.855 0.665
estimates converge more slowly than the estimate, and other methods for estimating the variance, such as bootstrapping,
may perform better. This is a topic of future work.
Choosing the parameters kn and λn in practice is a subject of much discussion in the smoothing spline, penalized spline,
and ridge regression literature. The most common data-driven method is generalized cross-validation, which is used to
determine the optimal λn for a fixed kn. See, for example, [6,17,20,41,49]. In this method, the generalized cross validation
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Table 16
Average mean squared error (×10−4) of θˆ , bivariate model, n = 500.
λn (×10−4) kn − r + 1
10 15 20
0 0.3236 0.5978 4.0237
5 0.262 0.2858 0.3558
10 0.2602 0.3241 0.5279
15 0.2662 0.3874 0.7741
20 0.2767 0.4694 1.079
25 0.2907 0.5681 1.434
30 0.3076 0.6821 1.833
35 0.3273 0.8103 2.2714
40 0.3495 0.952 2.7454
Table 17
Empirical coverage rates of 95% confidence intervals for g(0.67), univariate model, n = 100.
λn (×10−4) kn − r + 1
10 20 30 40 50
0 0.89 0.857 0.771 0.688 0.586
0.5 0.898 0.87 0.87 0.868 0.869
1 0.895 0.875 0.876 0.878 0.878
1.5 0.892 0.874 0.876 0.874 0.873
2 0.885 0.871 0.866 0.869 0.871
2.5 0.869 0.864 0.862 0.859 0.862
5 0.797 0.78 0.789 0.787 0.783
7.5 0.706 0.659 0.662 0.668 0.668
10 0.62 0.555 0.559 0.563 0.559
12.5 0.528 0.436 0.424 0.412 0.413
15 0.462 0.347 0.332 0.327 0.326
Table 18
Average mean squared error (×10−2) of gˆ(zi), univariate model, n = 100.
λn (×10−4) kn − r + 1
10 50 100 200 300
0 0.133 0.234 0.336 0.440 0.542
0.5 0.104 0.155 0.255 0.408 0.601
1 0.103 0.195 0.379 0.643 0.951
1.5 0.107 0.241 0.501 0.852 1.246
2 0.114 0.288 0.616 1.043 1.505
2.5 0.123 0.337 0.727 1.219 1.738
5 0.181 0.576 1.223 1.958 2.670
7.5 0.252 0.805 1.651 2.553 3.385
10 0.327 1.023 2.033 3.061 3.979
12.5 0.404 1.233 2.382 3.512 4.494
15 0.481 1.433 2.705 3.918 4.952
Table 19
Empirical coverage rates of 95% confidence intervals for θ , univariate model, n = 100.
λn (×10−4) kn − r + 1
10 50 100 200 300
0 0.925 0.912 0.894 0.873 0.856
0.5 0.93 0.929 0.938 0.943 0.952
1 0.929 0.934 0.943 0.955 0.954
1.5 0.932 0.94 0.952 0.958 0.962
2 0.93 0.939 0.957 0.962 0.964
2.5 0.931 0.943 0.961 0.964 0.964
5 0.933 0.958 0.966 0.961 0.96
7.5 0.94 0.962 0.966 0.961 0.952
10 0.947 0.959 0.961 0.956 0.946
12.5 0.95 0.962 0.962 0.951 0.942
15 0.955 0.965 0.961 0.944 0.937
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Table 20
Mean squared error (×10−4) of θˆ , univariate model, n = 100.
λn (×10−4) kn − r + 1
10 50 100 200 300
0 1.1447 1.2855 1.4706 1.7557 2.0835
0.5 1.1182 1.1511 1.2034 1.2982 1.4451
1 1.109 1.1478 1.2495 1.4338 1.7023
1.5 1.1021 1.1566 1.3091 1.5777 1.9528
2 1.0976 1.1707 1.3739 1.7223 2.1934
2.5 1.0946 1.1878 1.4414 1.8659 2.4252
5 1.0933 1.2956 1.795 2.5617 3.4877
7.5 1.1048 1.4218 2.1584 3.2231 4.4396
10 1.1247 1.5582 2.5234 3.854 5.3126
12.5 1.1513 1.7014 2.8862 4.4562 6.1216
15 1.1833 1.8491 3.244 5.0311 6.8758
Table 21
Empirical coverage rates of 95% confidence intervals for g(0.67, 0.33), bivariate model, n =
100.
λn (×10−4) kn − r + 1
4 6 8
0 0.808 0.639 0.035
5 0.758 0.813 0.744
10 0.687 0.771 0.686
15 0.614 0.703 0.606
20 0.549 0.643 0.550
25 0.498 0.584 0.505
30 0.451 0.552 0.458
35 0.417 0.511 0.423
40 0.394 0.464 0.386
Table 22
Average mean squared error (×10−2) of gˆ(zi), bivariate model, n = 100.
λn (×10−4) kn − r + 1
4 6 8
0 0.517 0.870 140.276
5 0.279 0.350 0.445
10 0.325 0.446 0.631
15 0.392 0.583 0.869
20 0.469 0.734 1.124
25 0.551 0.891 1.385
30 0.636 1.050 1.646
35 0.722 1.208 1.905
40 0.808 1.365 2.160
Table 23
Empirical coverage rates of 95% confidence intervals for θ , bivariate model, n = 100.
λn (×10−4) kn − r + 1
4 6 8
0 0.889 0.760 0.056
5 0.926 0.912 0.899
10 0.939 0.938 0.924
15 0.948 0.948 0.936
20 0.958 0.953 0.946
25 0.961 0.963 0.954
30 0.963 0.963 0.955
35 0.964 0.967 0.963
40 0.965 0.971 0.961
score for the data generating process y = x⊤θ + g(z)+ ε is given by
GCV(λn) = 1n
n
i=1
(x⊤i θˆ
[i]
λn
+ gˆ [i]λn − yi)2wi(λn), wi(λn) =

1− rii(λn)
1
n tr{I− R(λn)}
2
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Table 24
Mean squared error (×10−4) of θˆ , bivariate model, n = 100.
λn (×10−4) kn − r + 1
4 6 8
0 1.805 5.664 9993.012
5 1.257 1.372 1.513
10 1.250 1.328 1.521
15 1.255 1.358 1.648
20 1.271 1.424 1.829
25 1.296 1.511 2.044
30 1.328 1.613 2.286
35 1.365 1.725 2.547
40 1.406 1.844 2.824
Table 25
Empirical coverage rates of 95% confidence intervals for gˆ(0.67, 0.33), bivariate model, n =
1000.
kn − r + 1 λn(×10−4) 95% CI 95% CI, without bias 95% CI, sim SE
10 0 0.912 0.914 0.947
10 5 0.912 0.920 0.953
10 10 0.901 0.920 0.936
10 15 0.893 0.919 0.922
10 20 0.884 0.927 0.907
10 25 0.864 0.931 0.888
10 30 0.844 0.932 0.871
10 35 0.829 0.931 0.850
10 40 0.804 0.932 0.829
18 0 0.816 0.816 0.951
18 5 0.888 0.893 0.947
18 10 0.891 0.904 0.944
18 15 0.894 0.907 0.937
18 20 0.894 0.913 0.930
18 25 0.883 0.918 0.919
18 30 0.878 0.924 0.906
18 35 0.872 0.925 0.902
18 40 0.860 0.926 0.890
26 0 0.634 0.617 0.976
26 5 0.882 0.887 0.946
26 10 0.890 0.902 0.947
26 15 0.899 0.902 0.947
26 20 0.903 0.907 0.946
26 25 0.903 0.914 0.943
26 30 0.902 0.921 0.936
26 35 0.900 0.923 0.932
26 40 0.899 0.927 0.925
where θˆ
[i]
λn
and gˆ [i]λn , the so-called leave-one-out estimators, are theminimizers of (1), with R(λn) ≡ R and rii(λn) equal to the
ith diagonal element of R(λn). A computational formula of the generalized cross validation score is
GCV(λn) =
1
n
n
i=1
{x⊤i θˆ + gˆ(zi)− yi}2
1− 1n tr{R(λn)}
2
The optimal λn is the minimizer of GCV(λn) and is approximated using some type of grid search.
The second part of the simulation study used generalized cross-validation, with an appropriate grid in each case, to select
an optimal λn for various values of the number of knots. The grid was selected in each case by adjusting themaximum value
and step size of λn based on the optimal value chosen by GCV in the first several repetitions. The same data generating
process was used as in the first part of the study, for both the univariate and bivariate cases. The columns ‘‘%, g(0.67)’’, ‘‘%,
g(0.67, 0.33)’’, and ‘‘%, θ ’’ report the coverage rates for the 95% confidence intervals. (See Tables 28–33).
The samemethod can be used to choose kn and λn simultaneously. The equation for the generalized cross validation score
becomes
GCV(kn, λn) =
1
n
n
i=1
{x⊤θˆ + gˆ(zi)− yi}2
1− 1nTr{R(kn, λn)}
2 ,
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Table 26
Empirical coverage rates of 95% confidence intervals for gˆ(0.67, 0.33), bivariate model, n =
500.
kn − r + 1 λn(×10−4) 95% CI 95% CI, without bias 95% CI, sim SE
10 10 0.884 0.889 0.944
10 10 0.902 0.902 0.942
10 10 0.895 0.909 0.929
10 10 0.876 0.916 0.920
10 10 0.854 0.922 0.893
10 10 0.821 0.926 0.858
10 10 0.770 0.931 0.822
10 10 0.716 0.929 0.783
10 10 0.674 0.934 0.727
15 15 0.747 0.752 0.941
15 15 0.874 0.884 0.935
15 15 0.873 0.907 0.936
15 15 0.870 0.913 0.929
15 15 0.863 0.917 0.918
15 15 0.834 0.920 0.891
15 15 0.806 0.922 0.861
15 15 0.769 0.925 0.818
15 15 0.719 0.929 0.775
20 20 0.494 0.097 0.992
20 20 0.867 0.878 0.937
20 20 0.877 0.905 0.937
20 20 0.882 0.911 0.936
20 20 0.879 0.911 0.931
20 20 0.863 0.916 0.915
20 20 0.844 0.918 0.894
20 20 0.808 0.919 0.856
20 20 0.774 0.923 0.814
Table 27
Empirical coverage rates of 95% confidence intervals for gˆ(0.67, 0.33), bivariate model, n =
100.
kn − r + 1 λn(×10−4) 95% CI 95% CI, without bias 95% CI, sim SE
4 0 0.808 0.816 0.947
4 5 0.758 0.885 0.871
4 10 0.687 0.897 0.791
4 15 0.614 0.898 0.724
4 20 0.549 0.906 0.656
4 25 0.498 0.909 0.600
4 30 0.451 0.911 0.562
4 35 0.417 0.910 0.532
4 40 0.394 0.910 0.508
6 0 0.639 0.641 0.985
6 5 0.813 0.831 0.937
6 10 0.771 0.853 0.890
6 15 0.703 0.863 0.842
6 20 0.643 0.873 0.787
6 25 0.584 0.882 0.734
6 30 0.552 0.883 0.685
6 35 0.511 0.887 0.636
6 40 0.464 0.889 0.598
8 0 0.035 0.001 0.995
8 5 0.744 0.794 0.911
8 10 0.686 0.829 0.855
8 15 0.606 0.855 0.790
8 20 0.550 0.864 0.732
8 25 0.505 0.872 0.673
8 30 0.458 0.875 0.620
8 35 0.423 0.877 0.577
8 40 0.386 0.887 0.542
where R(kn, λn) = R. The optimal pair of (kn, λn) is the minimizer of GCV(kn, λn) and can be approximated using a grid
search on both kn and λn. We present coverage rates and mean-square errors for sample sizes of n = 1000, 500, and 100,
using the same data-generating process as used above (see Tables 34 and 35).
As seen in these results, generalized cross-validation usually performs well in that it produces small mean-square and
average mean-square errors. However, when both λn and kn are allowed to vary, and when kn is fixed and λn varies,
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Table 28
Generalized cross-validation, univariate model, n = 1000.
kn − r + 1 λn (×10−6) %, g(0.67) %, θ AMSE, gˆ (×10−2) MSE, θˆ (×10−4)
10 38.88 0.945 0.946 0.013 0.101
50 4.533 0.937 0.945 0.039 0.105
100 0.996 0.911 0.939 0.059 0.107
200 0.215 0.900 0.939 0.087 0.110
400 0.051 0.879 0.930 0.126 0.114
800 0.014 0.840 0.921 0.177 0.121
Table 29
Generalized cross-validation, bivariate model, n = 1000.
kn − r + 1 λn (×10−4) %, g(0.67, 0.33) %, θ AMSE, gˆ (×10−2) MSE, θˆ (×10−4)
10 3.543 0.915 0.933 0.106 0.112
18 1.529 0.853 0.920 0.189 0.123
26 0.812 0.797 0.900 0.264 0.137
Table 30
Generalized cross-validation, univariate model, n = 500.
kn − r + 1 λn (×10−6) %, g(0.67) %, θ AMSE, gˆ (×10−2) MSE, θˆ (×10−4)
10 53.560 0.953 0.934 0.026 0.226
50 4.277 0.941 0.920 0.069 0.239
100 0.942 0.910 0.922 0.102 0.246
200 0.221 0.884 0.913 0.148 0.259
300 0.114 0.866 0.904 0.181 0.268
Table 31
Generalized cross-validation, bivariate model, n = 500.
kn − r + 1 λn (×10−4) %, g(0.67, 0.33) %, θ AMSE, gˆ (×10−2) MSE, θˆ (×10−4)
10 3.118 0.901 0.916 0.172 0.267
15 1.702 0.840 0.879 0.249 0.297
20 1.049 0.791 0.856 0.317 0.331
Table 32
Generalized cross-validation, univariate model, n = 100.
kn − r + 1 λn (×10−6) %, g(0.67) %, θ AMSE, gˆ (×10−2) MSE, θˆ (×10−4)
10 74.970 0.890 0.926 0.112 1.124
20 25.480 0.853 0.918 0.155 1.185
30 10.880 0.833 0.909 0.189 1.234
40 5.836 0.817 0.901 0.216 1.273
50 3.737 0.794 0.893 0.242 1.314
Table 33
Generalized cross-validation, bivariate model, n = 100.
kn − r + 1 λn (×10−4) %, g(0.67, 0.33) %, θ AMSE, gˆ (×10−2) MSE, θˆ (×10−4)
2 0.079 0.289 0.916 0.450 1.535
4 2.500 0.791 0.922 0.284 1.261
6 3.117 0.805 0.891 0.349 1.443
Table 34
Generalized cross-validation, univariate model.
n kn − r + 1 λn (×10−6) %, g(0.67) %, θ AMSE, gˆ (×10−2) MSE, θˆ (×10−4)
1000 7.546 40.970 0.925 0.947 0.013 0.101
500 7.188 47.120 0.921 0.931 0.024 0.226
100 7.160 53.390 0.819 0.914 0.111 1.130
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Table 35
Generalized cross-validation, bivariate model.
n kn − r + 1 λn (×10−4) %, g(0.67, 0.33) %, θ AMSE, gˆ (×10−2) MSE, θˆ (×10−4)
1000 4.396 1.263 0.706 0.945 0.053 0.105
500 4.122 1.352 0.756 0.931 0.085 0.234
100 4.880 1.864 0.604 0.727 3.681 243.429
Table 36
Robinson’s kernel estimator, univariate model.
n a b %, θ AMSE, gˆ (×10−2) MSE, θˆ (×10−4)
1000 0.030 0.001 0.971 0.028 0.103
500 0.035 0.001 0.926 0.052 0.237
100 0.049 0.001 0.940 0.212 1.255
Table 37
Robinson’s kernel estimator, bivariate model.
n a b %, θ AMSE, gˆ (×10−2) MSE, θˆ (×10−4)
1000 0.064 0.001 0.974 0.199 0.121
500 0.075 0.001 0.969 0.337 0.282
100 0.104 0.001 0.946 1.099 9.773
generalized cross-validation does not achieve the optimal coverage rate for gˆ . Also, for 100 observations, it does not choose
the optimal parameter values for our purposes, as seenwhen comparing Tables 33 and 35. Using other data-drivenmethods
in this model is a topic of future research.
The third part of the simulation study evaluated the results from another type of semiparametric estimation, as a
way to evaluate and compare the performance of the estimators proposed herein. Specifically, we used Robinson’s kernel
estimators [37] with the same data generating process used above. In their notation, we used k(u) = 121(|u| ≤ 1) with
K(u) = Πdzj=1k(uj). We choose the bandwidth a and the parameter b, which is used to trim out any small values of the
estimate of f (z) via the indicator function 1(|fˆi| > b), using generalized cross-validation with criterion function
GCV(a, b) =
1
n
n
i=1
{x⊤i θˆ + g˜(zi)− yi}2
1− 1n
n
i=1
Li
2 ,
with Li ≡ Li(a) = K(0)/nj=1 K{(zi− zj)/a} and g˜(zi) = yˆi− xˆ⊤i θˆ, on an appropriate grid. (The dependence on b is through
θˆ.) We noted that the value of b apparently did not change the cross-validation score, implying that none of the estimates of
f (z) were small enough to be trimmed out in our study. To the knowledge of the author, Robinson [37] did not propose an
estimator for g(z) for z not in the set of observations, so we did not report the coverage rates of g(0.67) and g(0.67, 0.33)
here (see Tables 36 and 37).
In the univariate case using cross-validation, the results are very similar for penalized spline estimation and kernel
estimation. The mean-square error of θˆ and average mean-square error of gˆ are slightly smaller with spline estimation,
whereas the coverage rates of θ are slightly better with kernel estimation. In the bivariate case with cross-validation,
penalized spline estimation performs slightly better for 500 and 1000 observations. For 100 observations (which is quite
small for dz = 2), kernel estimation performs better. We suspect that better results could be achieved for spline estimation
with a different parameter selector.
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Appendix A
Let λmin(A) and λmax(A) denote the minimum and maximum eigenvalues of the square matrix A. We also introduce the
usual regression B-spline estimator sˆ(z) = pn(z)⊤(P⊤P)−P⊤y, sˆ ∈ Sn,r , which equals gˆ(z; 0dx)when λn = 0.
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A.1. Preliminary lemmas
We present six preliminary technical lemmas and discuss their novelty relative to the literature on regression and
penalized B-splines. The first lemma is a well-known result from the regression B-splines literature [25], which gives
(asymptotic) control of the eigenvalues of the B-splines (random) design matrix.
Lemma 1. Suppose Assumptions 1 and 2 hold. Then, for all sufficiently large n,
λmin(P⊤P/n)≍p 1, λmax(P⊤P/n)≍p 1, and λmax{E(P⊤P/n)− P⊤P/n} = op(1).
The following lemma gives the best L∞ approximation rate to derivatives of g over Sn,r . (Recall that ∂0dz g(z) ≡ g(z).)
Lemma 2. Suppose Assumptions 1 and 2 hold. Then, for g ∈ Cαg (Z ) and ℓ = (ℓ1, . . . , ℓdz )⊤ ∈ Zdz∗ with max1≤j≤dz ℓj ≤ rg ,
there exists sg ∈ Sn,r such that
sup
z∈Z
|∂ℓsg(z)− ∂ℓg(z)| . k−(rg−|ℓ|)n , sup
z∈Z
|sg(z)− g(z)| . k−rgn .
The next lemma gives simple sufficient conditions ensuring that a particular band matrix has its minimum eigenvalue
bounded away from zero. This result will be used in the proof of Lemma 4.
Lemma 3. Let AN be a band matrix of the form
AN =

a21 a1b1 0 0 0 0
a1b1 a22 + b21 a2b2 0 0 0
0 a2b2 a23 + b22
. . . 0 0
0 0 a3b3
. . . 0 0
0 0 0
. . . aN−2bN−2 0
0 0 0 0 a2N−1 + b2N−2 aN−1bN−1
0 0 0 0 aN−1bN−1 a2N + b2N−1

.
Suppose that ai ≥ c > 0 for all i = 1, . . . ,N, where c is independent of N. Then λmin(AN) ≥ c.
The following lemma describes the rate of approximation of the derivative of a regression B-spline to the unknown
regression function for each evaluation point not taking a knots value. We conjecture that this latter restriction, which is
not crucial for our purposes, is in fact an artifact of our method of proof. This result extends Lemma 5.1 of Huang [25] to
multivariate derivatives.
Lemma 4. Suppose Assumptions 1 and 2 hold. Then,
|∂ℓE{sˆ(z)|X, Z} − ∂ℓg(z)|.p k−(rg−|ℓ|)n
for any z = (z1, . . . , zdz )⊤ ∈ Z such that zj is not equal to a knot value, j = 1, . . . , dz , and for any ℓ = (ℓ1, . . . , ℓdz )⊤ ∈ Zdz∗
withmax1≤j≤dz ℓj ≤ rg .
The final two technical lemmas are used to characterize (and control) asymptotically the properly standardized
penalization matrix D. More specifically, Lemma 5 finds a simple representation of an appropriately scaled version of D
based on its eigenvalues. Then, Lemma 6 characterizes asymptotically the rate of the eigenvalues.
For any u, v ∈ H , let a˜(u, v), b(u, v), and a(u, v) be the bilinear forms:
a˜(u, v) =

Z

|ℓ|=m
{∂ℓu(z)}{∂ℓv(z)}dz, b(u, v) =

Z
u(z)v(z)f (z)dz, a(u, v) = a˜(u, v)+ b(u, v).
We consider the eigenvalues of the differential equation
a(u, v) = µb(u, v), for all v ∈ Sn,r and for some u ∈ Sn,r , (3)
which we denote by µˆ1 ≤ · · · ≤ µˆkdzn .
Lemma 5. Suppose Assumptions 1 and 2 hold. Then, for all n large enough,
{E(P⊤P/n)}−1/2D{E(P⊤P/n)}−1/2 = UMU⊤,
whereM is the (kdzn × kdzn ) diagonal matrix of eigenvalues µˆ1, . . . , µˆkdzn and U is an orthogonal matrix of eigenvectors.
Lemma 6. Let {µˆk : k = 1, . . . , kdzn } be the eigenvalues associated with (3). Then, µˆ1 = · · · = µˆm = 0, and for
k = m+ 1, . . . , kdzn , c1k2m/dz ≤ µˆk ≤ c2k2m/dz , where c1 > 0 and c2 <∞ are independent of k and kn.
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A.2. Proof of theorems
Proof of Theorem 1. Let 1n equal 1 if λmin(P⊤P/n) is bounded away from 0 and λmax(P⊤P/n) and λmax{E(P⊤P/n)−P⊤P/n}
are bounded away from infinity, and equal 0 otherwise. Note that1n→p 1 by Lemma1. Recall θ = 0dx in this theorem.Define
Gˆ = (gˆ(z1), . . . , gˆ(zn))⊤ and Sˆ = (sˆ(z1), . . . , sˆ(zn))⊤.
Observe that
E(1n∥gˆ − g∥2Fˆ ,2,0|Z) ≍ E{1n∥Gˆ− E(Gˆ|Z)∥2|Z}/n+ ∥E{1n(Gˆ− Sˆ)|Z}∥2/n+ ∥E{1n(Sˆ− G)|Z}∥2/n.
We first study each of these three terms. Let B = P(P⊤P)−1/2U andM as given in Lemma 5. We omit qualifiers such as ‘‘for
all n large enough’’ or ‘‘with probability approaching 1’’ whenever possible to simplify the exposition.
For the first term (variance) we have:
E{1n∥Gˆ− E(Gˆ|Z)∥2|Z}/n = E{1n∥(In + λnM/n)−1B⊤(y− G)∥2|Z}/n
. 1n
1
n
kdzn
k=1
1
1+ λnn µˆk
2 (using E(y2i |zi) bounded)
≍ 1n 1n
kdzn
k=1
1
1+ λnn k2m/dz
2 (using Lemma 6),
where the first inequality is an equality under homoscedasticity (and the numerator would be replaced with σ 2ε ).
For the second term (penalization bias), letting (b1, . . . , bkdzn )
⊤ = B⊤G, we have:
∥E{1n(Gˆ− Sˆ)|Z}∥2/n = E[1n∥{In − (In + λnM/n)−1}B⊤G∥2|Z]/n
. 1n
1
n
kdzn
k=1
b2k

λn
n µˆk
1+ λnn µˆk
2
≍ 1n λ
2
n
n
kdzn
k=1
b2k

1
nk
2m/dz
n


1+ λnn k2m/dzn
2 (using Lemma 6).
For the third term (smoothing bias) we have ∥E{1n(Sˆ− G)|Z}∥2/n.p k−2rgn , using Lemmas 2 and 4.
Now, if λnk2mn /n < 1, we have:
1
n
kdzn
k=1
1
1+ λnn k2m/dzn
2 ≤ kdznn ,
and
E
1n λ2nn b2k
kdzn
k=1

µˆk
n
  1
nk
2m/dz


1+ λnn k2m/dz
2
 ≤ E
1n λ2nk2mnn2
kdzn
k=1
b2k
µˆk
n
 . λ2nk2mn
n2
,
because
E

1n
kdzn
k=1
b2kµˆk/n

= E(1nG⊤P(P⊤P)−1/2UMU⊤(P⊤P)−1/2P⊤G/n) . 1.
Therefore, in this case, we conclude that ∥gˆ − g∥2
Fˆ ,2,0
.p kdzn /n+ λ2nk2mn /n2 + k−2rgn .
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Next, if λnk2mn /n ≥ 1 for all sufficiently large n, we have:
1
n
kdzn
k=1
1
1+ λnn k2m/dz
2 = 1n
 kdzn
0
dv
1+ λnn v2m/dz
2 + rm
= 1
n

λn
n
−dz/2m  (λn/n)dz /2mkdzn
0
du
(1+ u2m/dz )2 + rm
.
1
n

λn
n
−dz/2m
with rm the remainder term from the Euler–Maclaurin formula, using the substitution u = (λn/n)dz/2mv (the integral is
finite form > dz/4, even if λnk2mn /n is unbounded), and
E
λnn
kdzn
k=1
b2k

µˆk
n

( λnn k
2m/dz )
1+ λnn k2m/dz
2
 ≤ E
λn
4n
kdzn
k=1
b2k
µˆk
n
 . λn
n
because x(1+ x)−2 ≤ 0.25 for x ≥ 1. Therefore, in this case, ∥gˆ − g∥2
Fˆ ,2,0
.p n(dz−2m)/2m/λ
dz/2m
n + λn/n+ k−2rgn .
This completes the proof for the case |ℓ| = 0, so we consider next the case |ℓ| > 0. Let ℓ = (ℓ1, . . . , ℓdz )⊤ ∈ Zdz∗ , and
define1j,(ℓ) = 1⊤j,1 · · ·1⊤j,ℓ, where ℓ ∈ Z+ and
1j,η = (r − η)

−1
κj,r+1 − κj,η+1 0 0 . . . 0
1
κj,r+1 − κj,η+1
−1
κj,r+2 − κj,η+2 0 . . . 0
0
1
κj,r+2 − κj,η+2
−1
κj,r+3 − κj,η+3 . . . 0
0 0
1
κj,r+3 − κj,η+3
. . . 0
...
...
...
. . .
−1
κj,kn+r−η − κj,kn
0 0 0 . . .
1
κj,kn+r−η − κj,kn

for η = 1, . . . , ℓ. As shown in [52] using [18] when dz = 1,
sˆ(ℓ)(z) = ∂ℓsˆ(z) = ∂ℓ{pn(z)⊤βˆ} = pn,(ℓ)(z)⊤11,(ℓ)βˆ,
where pn,(ℓ)(z) is the vector of B-spline basis functions of order r − ℓ. Thus, let pn,j,(ℓj) be the vector of B-spline basis
functions in direction j of degree r − ℓj, and let 1j,(ℓj) be the matrix given above using the knots in direction j. Also, let
pn,(ℓ)(z) = pn,1,(ℓ1)(z)⊗· · ·⊗pn,dz ,(ℓdz )(z), and P(ℓ) be the B-spline design matrix using B-splines of order r− ℓj in direction
j and1(ℓ) = 11,(ℓ1) ⊗ · · · ⊗1dz ,(ℓdz ).
Using this notation and for S¯g(z) = pn(z)⊤β¯ in Lemma2,we have ∂ℓgˆ(z)−∂ℓS¯g(z) = pn,(ℓ)(z)⊤1(ℓ)(βˆ−β¯) and therefore,
using Lemma 2,
1n∥gˆ − g∥2Fˆ ,2,ℓ .p 1n sup|ℓ|≤ℓ ∥(βˆ − β¯)
⊤1⊤(ℓ)P
⊤
(ℓ)P(ℓ)1(ℓ)(βˆ − β¯)/n∥2 + k−2(rg−ℓ)n .
Finally, using Lemma 1, 1n∥βˆ− β¯∥1n .p ∥gˆ − s¯g∥Fˆ ,2,0 and λmax(P⊤(ℓ)P(ℓ)/n) bounded in probability for all ℓ ∈ Zdz+ . Therefore,
because sup|ℓ|≤ℓ ∥1n1(ℓ)∥ . kℓn, collecting the results above the proof is complete.
Proof of Theorem 2. Observe that
√
n (θˆ − θ) = (X˜⊤X˜/n)−1X˜⊤(In − R)ε/√n + (X˜⊤X˜/n)−1X˜⊤(In − R)G/√n, and let
ν = (ν1, . . . , νn)⊤ and H = (h(z1), . . . ,h(zn))⊤. Also, let νj⊤ be the jth row of ν and hj⊤ be the jth row of H, and let
R0 equal Rwhen λn = 0.
First, we show that X˜⊤X˜/n = E(νiν⊤i )+ op(1). Note that
X˜⊤X˜/n = ν⊤(In − R)⊤(In − R)ν/n+ H⊤(In − R)⊤(In − R)ν/n
+ ν⊤(In − R)⊤(In − R)H/n+ H⊤(In − R)⊤(In − R)H/n,
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where (i) ν⊤(In − R)⊤(In − R)ν/n = ν⊤ν + op(1) = E(νiν⊤i ) + op(1), (ii) H⊤(In − R)⊤(In − R)ν/n = op(1), (iii)
ν⊤(In − R)⊤(In − R)H/n = op(1), and (iv) H⊤(In − R)⊤(In − R)H/n = op(1). More specifically, for (i), note that
E(1nνj
⊤Rνj)/n = E[1ntr{RE(νjνj⊤|Z)}]/n = 1nn
kdzn
k=1
1
1+ λnn µˆk
≤ kdzn /n,
and
E(1nνj
⊤RR⊤νj)/n = E[1nTr{RR⊤E(νjνj⊤|Z)}]/n = 1nn
kdzn
k=1
1
1+ λnn µˆk
2 ≤ kdzn /n.
So ν⊤Rν/n = Op(kdzn /n) and ν⊤RR⊤ν/n = Op(kdzn /n), and thus ν⊤(In−R)⊤(In−R)ν/n = E(viv⊤i |zi)+op(1). For (iv), define
hˆj0 = hˆj when λn = 0. Then
hj⊤{(In − R)− (In − R0)}⊤{(In − R)− (In − R0)}hj/n =
n
i=1
{E(hˆj0(zi)− hˆj(zi)|Z)}2/n,
which is Op(λnkmn /n) if λnk
2m
n /n < 1 and Op(
√
λn/n) if λnk2mn /n ≥ 1. Also, hj⊤(In − R0)(In − R0)⊤hj/n = Op(k−2rhn ), so
H⊤(In − R)(In − R)⊤H/n = op(1). For (ii) and (iii),
hj⊤(In − R)(In − R)⊤νj/n = νj⊤(In − R)(In − R)⊤hj/n
≤ {hj⊤(In − R)(In − R)⊤hj/n · νj⊤(In − R)(In − R)⊤νj/n}1/2
= op(1).
Second, we show that X˜⊤(In − R)ε/√n = ν⊤ε/√n+ op(1). Note that
X˜⊤(In − R)ε/
√
n = ν⊤(In − R)⊤(In − R)ε/
√
n+ H⊤(In − R)⊤(In − R)ε/
√
n,
where (i) ν⊤(In − R)⊤(In − R)ε/√n = ν⊤ε/√n+ op(1) and (ii) H⊤(In − R)⊤(In − R)ε/n = op(1). For (i),
E(1nνj
⊤Rε/
√
n)2 . E(1nνj
⊤R⊤Rνj)/n . λ−2min(I+ λnM/n)E(1nνj⊤Rνj)/n . kdzn /n.
Also, since λmin(I + λnM/n) ≥ 1, ν⊤RR⊤ε/√n . ν⊤Rε/√n = op(1). For (ii), since the kth diagonal element of
{I− (I+ λnM/n)−1}2 is [(λµˆk/n)/{1− (λµˆk/n)}]2 ≤ 1,
E[1n[hj⊤{(In − R)− (In − R0)}{(In − R)− (In − R0)}⊤ε/
√
n]2|X, Z] . E(hˆj0 − hˆj|Z)⊤E(hˆj0 − hˆj|Z),
so [H⊤{(In − R)− (In − R0)}{(In − R)− (In − R0)}⊤ε/√n]2 is Op(λnkmn /d) if λk2m/dz < 1 and Op(
√
λn/n) is λk2mn /dz ≥ 1.
Also, E[1n{hj⊤(In − R0)(In − R0)⊤ε/√n}2|X, Z] . hj⊤(In − R0)(In − R0)⊤hj/n, so H⊤(In − R)(In − R)⊤ε = Op(k−2rhn ).
Third, we show that X˜⊤(In − R)G/√n = op(1) because (i) ν⊤(In − R)⊤(In − R)G/√n = op(1) and (ii) H⊤(In − R)⊤(In −
R)G/
√
n = op(1). Specifically, for (i), we have νj⊤(In−R)(In−R)⊤G/√n ≤ √n{νj⊤(In−R)(In−R)⊤νj/n}1/2{G⊤(In−R)(In−
R)⊤G/n}1/2 = op(1), and for (ii), hj⊤(In− R)⊤(In− R)G/√n = √n{hj⊤(In− R)⊤(In− R)hj/n · G⊤(In− R)⊤(In− R)G/n}1/2,
using the assumptions in the statement of Theorem 2.
Finally, note that E(νiεi) = E{νiE(εi|xi, zi)} = 0. Then  ≡ V(ν⊤ε/√n) = E(νiν⊤i ε2i ), so by the Central Limit Theorem,
−1/2ν⊤ε/
√
n→dN (0, 1). So V−1/2n √n(θˆ − θ)→dN (0, 1).
Last, we show that Ωˆn = Ω+ op(1). Note that
1n
n
j=1
(R)2ij = 1n
n
j=1
pn(zi)⊤(P⊤P+ λnD)−1pn(zj)pn(zj)⊤(P⊤P+ λnD)−1pn(zi)
= 1npn(zi)⊤(P⊤P)−1/2U(I+ λnM/n)−2U⊤(P⊤P)−1/2pn(zi)
≤ 1nλ−1min(P⊤P/n)λ−2min(I+ λnM/n)pn(zi)⊤pn(zi)/n
. kdzn /n.
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Let Nδ be the number of observations lying in a hyper-interval δ, then E(Nδ) = n

δ
f (z)dz/

[0,1]d f (z)dz . n/k
dz
n . So by
Markov’s inequality, Nδ = Op(n/kdzn ) for all δ, and thus
n
i=1 pk(zi).p n/k
dz/2
n . So
1n
n
j=1
(R)ij ≤ 1nλ−1min(P⊤P/n)λ−1min(I+ λnM/n)pn(zi)⊤
n
j=1
pn(zj)/n
≍p k−dz/2n
kdzn
k=1
pk(zi)≍p 1.
Also, 1n(R)ii ≥ 1nλ−1max(P⊤P/n)λ−1max(I+λnM/n)pn(zi)⊤pn(zi)/n ≥ 0, so 1n|(R)ii| = 1n(R)ii, and 1n(R)ii . pn(zi)⊤pn(zi)/n =
kdzn /n.
Then defining T = In − R,
n
j=1
(T)2ij =
n
j=1,j≠i
(R)2ij + {1− (R)ii}2 ≤
n
j=1
(R)2ij + (R)2ii + 1.p 1,
and  n
j=1
(T)ij
2 =  n
j=1,j≠i
(R)ij + 1− (R)ii
2
.
 n
j=1
(R)ij
2 + {1− (R)ii}2 .p 1.
Now letting ε¯ = Tε and similarly for X¯ and y¯,
εˆ = y− Xθˆ − Gˆ = y− Xθˆ − P(P⊤P+ λnD)−1P⊤(y− Xθˆ) = T(y− Xθˆ) = ε¯+ X¯(θ − θˆ)+ G¯.
So εˆi = ε¯i+X¯⊤i (θ−θˆ)+G¯i, where G¯i is the ith element of G¯ and X¯⊤i is the ith rowof X¯. Then εˆ2i = ε¯2i +2ε¯i(εˆi−ε¯i)+(εˆi−ε¯i)2 =
ε¯2i + 2ε¯i{X¯⊤i (θˆ − θ) + G¯i} + {X¯⊤i (θˆ − θ) + G¯i}2. Consider X¯⊤i (θˆ − θ), and note that
n
j=1 TijXℓj .p
n
j=1 Tij .p 1. Since
θˆ − θ = Op(n−1/2),
X¯⊤i (θˆ − θ) = T⊤i X(θˆ − θ) =
d
ℓ=1
n
j=1
TijXℓj(θˆℓ − θℓ).p n−1/2,
where T⊤i is the ith row of T. Also,
G¯i = T⊤i G =
n
j=1
Tijg(zj) ≤ sup
z∈[0,1]d
g(z)
n
j=1
Tij .p 1.
So X¯⊤i (θˆ − θ)+ G¯i .p 1. Finally, E(ε¯2i |X, Z) =
n
j=1 T
2
ij E(ε
2
j |X, Z) . 1. So ε¯2i .p 1 and thus εˆ2i .p 1.
Now letting ˆ0 = ˆ and T0 = Twhen λ = 0, consider
ˆ− ˆ0 = (X⊤TT⊤6ˆTT⊤X− X⊤T0T⊤0 6ˆT0T⊤0 X)/n
= X⊤(T− T0)(T− T0)⊤6ˆ(T− T0)(T− T0)⊤X/n+ X⊤(T− T0)(T− T0)⊤6ˆ(T− T0)T⊤0 X/n
+X⊤(T− T0)(T− T0)⊤6ˆT0(T− T0)⊤X/n+ X⊤(T− T0)(T− T0)⊤6ˆT0T⊤0 X/n
+X⊤(T− T0)T⊤0 6ˆ(T− T0)(T− T0)⊤X/n+ X⊤(T− T0)T⊤0 6ˆ(T− T0)T⊤0 X/n
+X⊤(T− T0)T⊤0 6ˆT0(T− T0)⊤X/n+ X⊤(T− T0)T⊤0 6ˆT0T⊤0 X/n
+X⊤T0(T− T0)⊤6ˆ(T− T0)(T− T0)⊤X/n+ X⊤T0(T− T0)⊤6ˆ(T− T0)T⊤0 X/n
+X⊤T0(T− T0)⊤6ˆT0(T− T0)⊤X/n+ X⊤T0(T− T0)⊤6ˆT0T⊤0 X/n
+X⊤T0T⊤0 6ˆ(T− T0)(T− T0)⊤X/n+ X⊤T0T⊤0 6ˆ(T− T0)T⊤0 X/n+ X⊤T0T⊤0 6ˆT0(T− T0)⊤X/n.
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As above, since the elements of the diagonalmatrix T−T0 have absolute value less than one, the elements of (T−T0)(T−T0)⊤
are less than (the absolute value of) the elements of T−T0. Since εˆ2i = Op(1),Xj⊤(T−T0)6ˆ(T−T0)Xj/n.p n−1
n
i=1{hˆj0(zi)−
hˆj(zi)}2 = op(1). So X⊤(T− T0)(T− T0)⊤6ˆ(T− T0)⊤(T− T0)X/n = op(1). Then using the Cauchy–Schwarz inequality and
the fact that ˆ0 = Op(1), we see that each term above is op(1), and thus ˆ = ˆ0 + op(1). Then since ˆ0 =  + op(1) as
shown in [10], we obtain ˆ−  = (ˆ− ˆ0)+ (ˆ0 − ) = op(1).
Proof of Theorem 3. First, note that in case (ii), since rg ≥ m+ 1, λnk2rgn /n ≥ 1. So
nk−dz−2rgn = λn/k
dz
n
λnk
2rg
n /n
→ 0.
In case (iii),
λ2nk
4m−dz−2rg
n
n
= λ
3
nk
4m−dz
n /n
2
λnk
2rg
n /n
→ 0.
Consider the variance of ∂ℓgˆ(z), and observe that 1j,(ℓ) is an upper triangular band matrix with the last η rows missing
and that the kth diagonal entry of 1j,(ℓ) is
ℓ
s=1
s−r
κj,k−κj,k−r+s . Define pj,n,(ℓj)(z) to be the vector of B-spline basis functions in
direction j of order r − ℓj. Then
pn,(ℓ)(z)⊤1(ℓ)1(ℓ)pn,(ℓ)(z) =
dz
j=1
pj,n,(ℓj)(zj)
⊤1j,(ℓj)1
⊤
j,(ℓj)pj,n,(ℓj)(zj)
&
dz
j=1
kn

ℓj
s=1
1
κj,r − κj,s
2
≍ k2|ℓ|+dzn .
So defining Q = E(P⊤P/n),
Wn,ℓ(z) = V{∂ℓpn(z)⊤(P⊤P+ λnD)−1P⊤ε|X, Z}
= pn,(ℓ)(z)⊤1(ℓ)(Q+ λnD/n)−1P⊤E(εε⊤|X, Z)P(Q+ λnD/n)−11⊤(ℓ)pn,(ℓ)(z)/n2 + op(1)
&p λ
−2
max(I+ λM/n)pn,(ℓ)(z)⊤1(ℓ)1⊤(ℓ)pn,(ℓ)(z)/n
≍ (1+ λnk2mn /n)−2k2|ℓ|+dzn /n.
If λnk2mn /n < 1, then (1 + λnk2mn /n)−2 ≍ 1, so Wn,ℓ(z)&p k2|ℓ|+dzn /n. If 1 ≤ λnk2mn /n < ∞, then Wn,ℓ(z)&p k2|ℓ|+dzn /n ≍
k2|ℓ|n n(dz−2m)/2m/λdz/2m; and if λnk2mn /n is unbounded, then (1 + λnk2mn /n)−2 ≍ λnk2mn /n−2, so Wn,ℓ(z)&p k2|ℓ|n (n/λnk2mn )2
(kdzn /n) & k
2|ℓ|
n (n/λnk2mn )
2{n(dz−2m)/2m/λdz/2mn }.
Second, consider the bias of ∂ℓgˆ(z), and note that
∂ℓgˆ(z)− ∂ℓg(z) = {∂ℓpn(z)⊤(P⊤P+ λnD)−1P⊤G− ∂ℓg(z)} − ∂ℓpn(z)⊤(P⊤P+ λnD)−1P⊤X(θˆ − θ)
+ ∂ℓpn(z)⊤(P⊤P+ λnD)−1P⊤ε,
where (i) ∂ℓpn(z)⊤(P⊤P + λnD)−1P⊤G − ∂ℓg(z) is op[kℓn{(λnkm/n) + k−rgn }] if λnk2mn /n < 1 and is op{kℓn(
√
λn/n + k−rgn )}
if λnk2mn /n ≥ 1, and (ii) ∂ℓpn(z)⊤(P⊤P + λnD)−1P⊤X(θˆ − θ) is Op[kℓn{(λnkmn /n) + n−1/2}] if λnk2mn /n < 1 and is
Op{kℓn(
√
λn/n+ n−1/2)} if λnk2mn /n ≥ 1. Specifically, for (i),
E{∂ℓgˆ(z)− ∂ℓsˆ(z)|X, Z} = −1n{λnpn(z)⊤1(ℓ)(P⊤P+ λnD)−1D(P⊤P)−1P⊤S¯g
− λnpn(z)⊤1(ℓ)(P⊤P+ λnD)−1D(P⊤P)−1P⊤(G− S¯g)}.
For the first term,
1nλnpn(z)⊤(P⊤P+ λnD)−1D(P⊤P)−1P⊤S¯g . 1nλnpn(z)⊤(I+ λnM/n)−1(M/n)P⊤S¯g/n
. 1n
λn
n
n
i=1
kdzn
k=1
µˆk
n
1+ λnn µˆk
pk(z)pk(zi).
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If λnk2mn /n < 1, since the number of observations for which pk is nonzero is Op(n/k
dz
n ),
1n
λn
n
n
i=1
kdzn
k=1
µˆk
n
1+ λnn µˆk
pk(z)pk(zi) . 1n
λn
n
n
i=1
kdzn
k=1
k2m/d
n
pk(z)pk(zi)
.p
λn
n
kmn k
dz/2
n
1
n
kdz/2n
n
kdzn
≍ λnkmn /n,
If λnk2mn /n ≥ 1,

λnk2m/d/n/(1+ λnk2m/d/n) ≤ 1/2. Then letting Sz be the set of all k such that pk(z) ≥ 0,
1n
λn
n
n
i=1
kdzn
k=1
µˆk
n
1+ λnn µˆk
pk(z)pk(zi) ≍ 1n

λn
n
1
n
n
i=1

k∈Sz

λnk2m/d
n
1+ λnn k2m/d
pk(z)pk(zi)
.p

λn
n
kdz/2n
1
n
kdz/2n
n
kdzn
≍ λn/n.
So using the structure of 1(ℓ) as in the proof of Theorem 1, we obtain the rates kℓnλnk
2m/n, kℓn
√
λn/n, and
kℓn

λnk2m/d/n
√
λn/n for E[1n{∂ℓgˆ(z) − ∂ℓsˆ(z)}|X, Z]. Then using Lemmas 3 and 4, if λnk2mn /n ≤ 1, ∂ℓpn(z)′(P⊤P +
λnD)−1P⊤G−∂ℓg(z).p kℓn{(λnkmn /n)+k−rgn }, and if λnk2mn /n ≥ 1, ∂ℓpn(z)′(P⊤P+λnD)−1P⊤G−∂ℓg(z).p kℓn(
√
λn/n+k−rgn ).
For (ii), let bn equalλnkmn /n ifλnk
2m/n < 1 andλn/n ifλnk2m/n ≥ 1. As shown in the proof of Theorem2, if nk−2rg−2rhn → 0
and bn → 0, then X˜⊤X˜/n = 6ν(z) + op(1). So under these conditions, (X˜⊤X˜/n)−1 = Op(1) since 6ν(z) > 0. Also, using
the same steps as in the proof of Theorem 2, we see that under the same conditions, X˜⊤(y˜− X˜θ)/n = ν⊤ε/n+ Op(bn). We
also showed that−1/2ν⊤ε/
√
n→dN (0, 1). Since E(νiν⊤i ε2i |xi, zi) ≤ {E(∥νi∥4|xizi)}1/2{E(ε4i |zi)}1/2 is bounded above, is
bounded above, so ν⊤ε/n = Op(1/√n). Then θˆ − θ = (X˜⊤X˜/n)−1X˜⊤(y˜− X˜θ)/n = Op(n−1/2 + bn), so
pn(z)⊤(P⊤P+ λnD)−1P⊤X(θˆ − θ) = pn(z)⊤(Q+ λnD/n)−1P⊤X(θˆ − θ)/n+ op(1)
.p
1
n
kdzn
k=1
pk(z)
1+ λnn µˆk
n
i=1
pk(zi)
d
j=1
Xji(θˆj − θj)
.p
1
n
kdz/2n × kdz/2n ×
n
kdzn
(n−1/2 + bn)
= n−1/2 + bn.
Then using the structure of1(ℓ), we obtain ∂ℓpn(z)⊤(P⊤P+ λnD)−P⊤X⊤(θˆ − θ).p kℓn(n−1/2 + bn).
Finally, consider {∂ℓgˆ(z)− ∂ℓg(z)}/Wn,ℓ(z). If λnk2mn /n < 1,
∂ℓpn(z)′(P⊤P+ λnD)−1P⊤G− ∂ℓg(z)
Wn,ℓ(z)
= Op
λnkmn /n+ k−rgn
kdzn /n
 = op(1);
if λnk2mn /n ≥ 1 is bounded above,
∂ℓpn(z)′(P⊤P+ λnD)−1P⊤G− ∂ℓg(z)
Wn,ℓ(z)
= Op
√λn/n+ k−rgn
kdzn /n
 = op(1);
and if λnk2mn /n is unbounded,
∂ℓpn(z)′(P⊤P+ λnD)−1P⊤G− ∂ℓg(z)
Wn,ℓ(z)
= Op
λnk2mnn
√λn/n+ k−rgn
kdzn /n
 = op(1).
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Similarly, if λnk2mn /n < 1,
∂ℓpn(z)′(P⊤P+ λnD)−1P⊤X(θˆ − θ)
Wn,ℓ(z)
= Op
√1/n+ λkmn /n
kdzn /n
 = op(1);
if λnk2mn /n ≥ 1 is bounded above,
∂ℓpn(z)′(P⊤P+ λnD)−1P⊤X(θˆ − θ)
Wn,ℓ(z)
= Op
√1/n+√λn/n
kdzn /n
 = op(1);
and if λnk2mn /n is unbounded,
∂ℓpn(z)′(P⊤P+ λnD)−1P⊤X(θˆ − θ)
Wn,ℓ(z)
= Op
λnk2mn
n
√
1/n+√λn/n
kdzn /n
 = op(1).
Note thatWn,ℓ(z) & pn,ℓ(z)⊤1(ℓ)(P⊤P+λnD)−1P⊤P(P⊤P+λnD)−11(ℓ)′pn,ℓ(z). Define di = ∂ℓpn(z)⊤(P⊤P+λnD)−1pn(zi),
then since pn(z)′pn(z) ≤ kdzn ,
1nd2i = 1npkdzn −ℓ(z)
⊤1(ℓ)(P⊤P+ λnD)−1pn(zi)pn(zi)⊤(P⊤P+ λnD)−11(ℓ)′pkdzn −ℓ(z)
≤ 1nλmax{pn(zi)pn(zi)⊤}pkdzn −ℓ(z)
⊤1(ℓ)(P⊤P+ λnD)−1(P⊤P)−1P⊤P(P⊤P+ λnD)−11(ℓ)′pkdzn −ℓ(z)
. kdzn Wn,ℓ/n
= o(Wn,ℓ).
So since
n
i=1 d
2
i ≍ Wn,ℓ(z),max1≤i≤n d2i = o
n
i=1 d
2
i
 = o(Wn,ℓ(z)), and by the Lindeberg–Feller Central Limit
Theorem, 1n{∂ℓgˆ(z) − ∂ℓg(z)}/

Wn,ℓ(z)→dN (0, 1). Then since (1n − 1){∂ℓgˆ(z) − ∂ℓg(z)}/

Wn,ℓ(z)→p 0, we have
{∂ℓgˆ(z)− ∂ℓg(z)}/Wn,ℓ(z)→dN (0, 1).
Last, we show that Wˆn,ℓ(z) = Wn,ℓ(z)+ op(1). Note that X⊤i (θˆ − θ).p
d
j=1(θˆj − θj).p n−1/2 + bn. Then
1n{Wˆn,ℓ(z)−Wn,ℓ(z)} .p 1npn(z)⊤∆ℓ(P⊤P+ λnD)−1P⊤P(P⊤P+ λnD)−1∆ℓ⊤pn(z)
= 1npn(z)⊤∆ℓ∆ℓpn(z)/n+ op(1)
.p k
2|ℓ|
n k
dz
n /n
. 1
So Wˆn,ℓ(z)−Wn,ℓ(z) = op(1), as desired.
Appendix B. Supplementary data
Supplementary material related to this article can be found online at http://dx.doi.org/10.1016/j.jmva.2016.10.001.
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