In this presentation we describe Bayesian analysis of nonlinear hierarchical mixture models with a finite but unknown number of components. Our approach is based on Monte Carlo Markov Chain (MCMC) methods. One of the applications of our method is directed to the clustering problem in gene expression analysis. From a mathematical and statistical point of view, we will touch upon the following aspects:
1. Theoretical and practical convergence problems of the MCMC method, 2. Determination of the number of components in the mixture, 3. Computational problems associated with likelihood calculations.
In the existing literature, these problems mainly been addressed in the linear case. Developing a method for the nonlinear case is one of the main contributions of this work.
In the framework of mixture models the clustering problem is equivalent to the problem of determining which mixture component an observation is most likely to come from. Our approach is a combination of three previously developed methods:
1. BirthDeath MCMC (BDMCMC) approach outlined by Mathew Stephens, 2. Random Permutation Sampler (RPS) by Sylvia FruhwirthSchnatter, 3. Choosing the optimal number of components using the weighted Kullback Leibler (KL) distance by Sahu and Cheng, and 4. Relabelling strategy developed by Mathew Stephens For nonlinear models the calculation of the likelihood in BDMCMC requires numerical integration. The KLMCMC method replaces this calculation by using the KL distance. We illustrate the KLMCMC method using both simulated and reallife datasets and compare the performance of the algorithm with existing clustering methods.
