distribution, from which we can think of the points as arising, has a density with elliptical contours. Two of the features of the point clouds are the ratio of the lengths of the minor and the major axes and the area. Subjects might be using either to judge association.
g(r), which, as described earlier, is shown in Fig. 2 .
The area. of an elliptical contour of the associated bivariate normal distribution divided by the area of a rectangle with sides parallel to the horizontal and vertical axes of the plot is equal to .25rr A/1 -r2. If subjects were judging association by judging the areas of the point clouds relative to a circumscribed rectangle, the judged scale would be w(r), which, as described earlier, is shown in Fig. 2 .
Neither of the curves w(r) and g(r) appears to describe the judged association (15) . It could be, however, that one of the two geometrical tasks-judging axis ratios or judging areas-is being carried out but that there are biases in the judgments that alter the perceived association. For example, it is known that judgments of area and length tend to be proportional not to the physical quantity but rather to the physical quantity to a power less than 1 (16). New experiments are needed in order to better understand the perceptual mechanism that people use in judging association (17 Costanza makes two major changes in traditional input-output analysis. First, he expands the transaction matrix to include the household and government sectors. With this change, the total net output of the economy is not gross national product (GNP) but the sum of gross capital formation, net inventory change, and net exports. Costanza justifies this shift of system boundaries with Odum's argument (2) that primary factors of production (capital, labor, and natural resources) are not independent, but Odum's argument has no bearing on this shift of system boundaries. What this shift of boundaries does mean, for example, is that the household sector receives energy from other sectors in proportion to employee compensation (modified by indirect business taxes and so on), While it is acceptable to argue in a national income accounting sense that the market value of the goods and services received by the household sector is equal to the market value of the employee compensation received (with mcdification for indirect business taxes and so on), Costanza's tracing of Btu flows in this manner is highly debatable and is, in fact, double counting (although he argues it is not). This shift of system boundaries is the most debatable aspect of Costanza's argument and the most important.
The second major change Costanza makes in traditional input-output analysis is the addition of solar energy flows after correcting for the lower thermodynamic usefulness of direct sunlight in comparison with fossil fuels. He assumes that solar energy enters the economy through the agriculture, forestry, and fisheries sectors according to their relative land areas and admits that this crude approximation should be improved. While it is highly debatable whether solar and environmental services should be valued in terms of nonmarket-determined Btu flows and added to the market-determined Btu flows of traditional input-output analysis, Costanza's use of solar energy flows has little to do with the conclusions he reached. This in itself may be of interest, since he added a total of 51. (2) crude petroleum and natural gas, (3) petroleum refining, (4) electric utilities, (5) gas utilities, (6) miscellaneous agriculture products, and (7) In national income accounts the net primary inputs (capital, labor, and natural resources) are value added. Each sector's value added (or Btu's transferred) to government and households under option A is transferred right back (except for gross investment, net inventory change, and exports) in proportion to labor and government services under option C. It is for this reason that Costanza finds a nearly linear relation between the dollar value of a sector's output and its embodied energy consumption. Costanza notes that what he has done with energy could also be done with any of the other primary factors of production to support capital, labor, or government service theories of value, except that physical reality would not support the notion that "labor creates sunlight." But, as we have seen above, his results are not due to the addition of solar Btu's but rather to computations that could be reformulated to support many different theories of value. (It would be of interest to consider how his arguments would apply to a nuclear energy economy-that is, an economy where the use of fossil fuels is nonexistent. ) Costanza states that the idea of an energy theory of value is "summarily dismissed by neoclassical economists," including myself (8) , and at several points quotes Georgescu-Roegen's statement (9) that an increase of capital implies an additional depletion of resources (10) . He states that his approach represents a return to Leontief's concept of a closed system, yet ignores GeorgescuRoegen's conclusion (11) based on a Leontief system that "relative prices are indeterminate under net energy analysis or gross energy analysis." There are valid reasons for dismissing an energy theory of value.
In a recent review of energy modeling and the economic theory of exhaustible resources (12) , I noted that the common assumption that energy is the ultimate limiting factor is not only unacceptable but also arbitrary. One can just as easily and legitimately view technological change as the ultimate limiting factor or argue that other resources could be depleted before energy exhaustion is reached. While there is a clear need to treat environmental and other physical constraints more realistically in economic modeling, the approach offered by Costanza is not the answer, nor does it support an energy theory of value or the policy conclusions stated. The questions to be answered require recognition of the fact that energy is but one constraint and that resource augnmentation can be induced in various ways. Physical and environmental systems need to be incorporated more explicitly into economic models, and the linkages between growth and technological change deserve more attention. The insights of energy and environmental analysts will reach their fullest potential if they are built into valid economic models so that interrelationships can be traced and analyzed.
DAVID A. HUETTNER Division of Economics, University of Oklahoma, Norman 73019 I disagree with Huettner's contention that the modifications to the economic system boundaries that I employed in (1) are unacceptable, that they lead to double counting, and that the conclusions in my article are therefore invalid. Contrary to Huettner's interpretation, the method I used was not to first calculate embodied energies under option A and then simply add on the household and government energy costs. This approach would indeed be double counting. Rather, all options were based on separate calculations, made with the constraint that the total energy embodied in the net output from the system (sum of the energy intensities times the net outputs over all sectors) had to equal the total energy input to the system. This constraint eliminated the possibility of double counting regardless of the numerical value of the net output. Huettner's comment that "the double counting would be exactly 2.0" if net output were zero and would be equal to 1.7 with the net output values used is not correct in view of the way the calculations were performed. If net output were zero the system of equations would be indeterminate. In all cases, however, the total energy counted is equal to the total energy input.
The assertion that traditional inputoutput (1-0) analysis draws boundaries that exclude households and government in order to avoid double counting is not correct. The boundaries in 1-0 studies are placed as a matter of convention and convenience in performing certain types of analysis, and there are several examples in the literature of 1-0 systems with endogenous household and/or government sectors (2) . Inclusion of these sectors is necessary when the interdependencies between them and the rest of the economy are of interest, as they are in energy analysis, and it dramatically affects the results and conclusions. Huettner notes that "the household sector receives energy from the other sectors in proportion to employee compensation" (EC). Figure 2 in (1) shows that households receive inputs in proportion to personal consumption expenditures (not EC) and provide labor services to other sectors in proportion to EC. Again, the contention that "Each sector's value added (or Btu's transferred) to government and households under option A is transferred right back . . . in proportion to labor and government services under option C" is not an accurate description of the modifications made.
Huettner states that Odum's argument (that "primary" factors of production are interdependent) has no bearing on the shift of system boundaries. However, incorporation of these interdependencies into a valid economic model was the intent and the effect of shifting the boundaries.
The point that the Btu/GNP ratio has declined since 1974 is correct, but this decline could hardly be called significant in light of the long-term relation between these variables and the problems with measuring and interpreting aggregate real GNP and energy (3). More important, as I pointed out in (1), some measure of total investment would be more appropriate than GNP as a measure of net system output with the revised boundaries. In general, within the range of uncertainty in the data, Btu/GNP and Btu/total investment time series (4) do bear out my conclusions.
Huettner calls the assumption that energy is the ultimate limiting factor arbitrary, and states that "one can just as easily and legitimately view technological change as the ultimate limiting factor...." There are, in fact, some good reasons for considering available energy the ultimate limiting factor. It is the only input that is both necessary for all productive activities and impossible to create internally or recycle. It must be supplied from outside the system and can only be dissipated internally. The same cannot be said for the other "intermediate" factors of production, land, labor, capital, and technology. Technological change is certainly an important characteristic of our economic growth, but it is no more independent of direct and indirect energy costs than any other component of the economy. Most technological change in the past century has been aimed at increasing the intensiveness of fossil fuel use (5), and it is debatable whether technological change has improved the overall "efficiency" of economic production (6) . We can expect technological change to help us adapt to new energy sources, but it cannot create available energy.
Embodied energy is a fairly new concept that deserves further theoretical and empirical development before any final conclusions are drawn. Although Huettner concludes that "There are valid reasons for dismissing an energy theory of value," there is significant theoretical and empirical support for at least some versions of such a theory. One can hope that the "clear need to treat environmental and other physical constraints more realistically in economic modeling" that Huettner acknowledges will induce economists to assist in the further development and scientific testing of what may turn out to be a very useful theory.
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