The Calculus of Constructions is a higher-order formalism for writing constructive proofs in a natural deduction style, inspired from work of de Bruijn [2, 3] , Girard [12], and Scott [18] . The calculus and its syntactic theory were presented in Coquand's thesis [7] , and an implementation by the author was used to mechanically verify a substantial number of proofs demonstrating the power of expression of the formalism [9] . The Calculus of Constructions is proposed as a foundation for the design of programming environments where programs are developed consistently with formal specifications. The current paper shows how to define inductive concepts in the calculus.
we write it rather as an implication A ⇒ B. We assume known the logical constructions ∇ (absurdity), ∧ (conjunction), + (intuitionistic disjunction), ∨ (classical disjunction) and ∃ (existential quantification).
We use the symbol := for definitional equality of constants.
A constructive set theory
We assume a global context where we have declared: [U :
T ype]. We may think of U as the current universe, or as the domain of interpretation, in the sense of predicate calculus. Sets defined over U are represented as predicates of type U → P rop, which we abbreviate from now on as Set U , or even as Set when U is clear from the context. This may be formally justified by the type synthesis algorithm described in [11] . If A : Set U and x : U , we define x ∈ A as the proposition (A x). That is, the elements of U -sets are of type U . We abbreviate the quantification (x : U )E as ∀x · E, and the abstraction [x : U ]E as {x | E}. For successive bindings, we use respectively ∀x, y · E and {x, y | E}. We define inclusion of sets A and B by:
A ⊆ B := ∀x · x ∈ A ⇒ x ∈ B and set equality by:
Note that this equality is extensional equality of sets. We could also define intensional equality between two elements x and y of type U , as:
x ≡ y := (A : Set) x ∈ A ⇒ y ∈ A.
If we decided to give a primitive equality = on type U this would complicate matters quite a bit, since we would have to state that sets are predicates compatible with this equality, i.e. such that (P x) and x = y imply (P y), and iterate this condition with classes, etc...
The empty U -set is defined as: ∅ := {x | ∇}.
The usual set operations are available through the corresponding logical connectives:
Remark. If we were completely formal, we should index all our notations with U , and write for instance x ∈ U A, ∅ U , etc. We assume here no ambiguity arises as to which universe we are into.
Our sets resemble ordinary sets, except that the inclusion relation is defined constructively. Thus, we have A ⊆∼∼ A, but the converse in not true in general. That is, our sets behave more like open sets of a topological space, and classical sets are the analogue of closed sets, i.e. double-negation closed. The complement ∼ A of A is closed, and for every A we get its closure as ∼∼ A.
We now define classes as set predicates. That is, a U -class is of type (Set U → P rop), abbreviated Class U or simply Class. For instance, the class of subsets of A is defined as:
Class inclusion may be defined in the same way as set inclusion. Actually, all sets operations above extend to class operations, since U may be instantiated with Set U .
If C is a U -class, we define the intersection of C as the U -set defined as follows:
For instance, we may define the singleton {x} as follows:
We say that set A is universal if it contains all the objects of the universe:
A mapping maps a set to a set. More precisely, a U -map has type Set U → Set U , abbreviated M ap U or simply M ap. If ϕ is a U -map, we define:
Note that these two constructions are of type Class U . We now define the standard interpretation of map ϕ as the intersection of the class of sets for which ϕ is stable:
that is, in expanded form:
Induction
We get an induction principle by restricting ourselves to the standard interpretation:
or, in an equivalent expanded formulation:
Note that Initial and Induction are really the same construction, up to permutation of independent hypotheses: the binding on u migrated from the outermost abstraction in (Initial ϕ) to the innermost quantification in (Induction ϕ). This notion is especially important when ϕ is an increasing map:
since then we may apply Tarski's theorem, and thus consider (Initial ϕ) as the least solution to ϕ considered as a recursive definition. Let us check out the details. Tarski's theorem may be stated in the constructions calculus as follows. Consider the following context Γ:
In the context Γ, we consider the set P 0 defined as:
and its least upper bound x 0 : T :
We first prove a few lemmas. We leave it to the reader to check that
with:
Similarly, we get Γ Lemma 2 : (Leq x 0 (f x 0 )), with
and also Γ Lemma 3 : (Leq (f x 0 ) x 0 ), with
Now the proof is concluded easily, that is Γ T arski : (Eq (f x 0 ) x 0 )), with
The careful reader will check that this is the traditional proof of Tarski's theorem [20] . We may now use Tarski's theorem in the particular case of the subset relation. That is, we instantiate the type variable T with Set, (Leq x y) becomes y ⊆ x, and Eq is set equality. The hypotheses Leqtrans and Leqantisym are easy to fulfill. We take for Lub the intersection operation, for which it is immediate to show U pperb and Least. Note that it is essential here that Tarski's theorem be expressed over an arbitrary type. This allows us to instantiate T over the type of sets given with the inclusion relation, obtaining thus what is usually called the theorem of Knaster-Tarski.
Hence we get:
Actually it is possible to refine Tarski's theorem and prove that the fixpoint obtained in the proof is actually the Lub of the set of all fixpoints. Here this shows that (Initial ϕ) is the smallest fixpoint:
Note the similarity of our approach with the treatment in Park [16] , where Induction is called a convergence formula.
Let us use the abbreviation Rel U , or simply Rel, for the type U → U → P rop. Rel U is the type of binary relations on U .
Note that every relation may be seen as an indexed family of sets. Thus if ≥ is a preorder, (≥ x) is the set of elements below x.
Let R : Rel. We define the adjoint map associated with R as the U -map:
It is a simple exercise (left to the reader) to prove that this map is always increasing:
The class of R-inductive sets is defined as:
The induction associated with the adjoint map states that the inductive sets are universal. This is just what is usually called Noetherian induction [5] :
or, in expanded form:
We recognize the definition used in [9] to prove Newman's lemma:
Thus we see that this very powerful transfinite induction principle is but a special case of the very general Induction above. Usual complete induction principles are in turn obtained by further specialization. For instance, we shall see below that complete induction over the naturals is simply (Noetherian >).
Structural Induction
It is now time to introduce some further notation. Let A be a U -set, and E be any construction expression. We let ∀x ∈ A · E to stand for an abbreviation of ∀x · x ∈ A ⇒ E, and similarly we let {x ∈ A | E} stand for {x | x ∈ A ∧ E}. We shall also use the notation ∃x ∈ A · E to stand for ∃[x : U ](x ∈ A ∧ E).
We shall now show how to express structural induction [4] in the calculus. First we define the relation "f preserves A", when f is a U -function (i.e. f : U → U ) and A is a U -set:
Now we define what it means for the element y : U to be reachable from element x : U using function f . This notion is axiomatized by the relation:
The general method consists in defining, in the structure under consideration, the suitable generalization of reachability expressing what are the elements expressible using the operations of the structure. The expressibility predicate may then be seen as a set (the initial algebra, or standard model). Similarly to above we get an induction principle by postulating that every element of type U is in this set.
Let us consider for instance arithmetic. The structure is given here by a successor operation S : U → U and a zero constant 0 : U . A universe presented with this structure we call a Peano algebra. On any Peano algebra, we may define a relation
and it is easy to show that ≤ is reflexive and transitive (using as proofs respectively identity and composition of the proper type). Now the set {n | 0 ≤ n} is the characteristic predicate of the standard model N :
The corresponding universally quantified sentence is Peano's induction principle:
Note how the binding on n migrated from N to P eano, similarly to the transformation between Initial and Induction.
Let us now indicate the relationship with our general induction principle above. The map ϕ needed here may be defined as sending A to: {n | ∃m ∈ A · n ≡ (S m) + n ≡ 0}, or equivalently, we define:
It is easy to prove that N at map is increasing, and that:
and thus we get that (Induction N at map) ⇔ P eano.
Indeed, a simple Curryfication suffices to show that:
Remark. The equivalence between (Stable N at map) and N at stable boils down to recognizing the following propositional equivalence:
Intuitively, it means that every proposition is equivalent to its operational contents.
Actually P eano is only one half of initiality. What it says is that the universe contains only elements which are definable with the algebra operators. The other half is to postulate that different operators give rise to distinct elements. In the case of arithmetic, for instance, this amounts to adding the following two postulates:
A standard model of arithmetic is thus any universe verifying P eano, P eano1 and P eano2.
Remark. We recall that the natural numbers may be expressed logically by the second-order proposition:
with the successor function, of type N at ⇒ N at, defined as:
and the zero, of type N at, defined as:
It is possible to apply the whole theory above, with N at standing for the universe U . However, even in N at we need to postulate the P eano axioms. This is a bit puzzling, since we know that the normal forms of constructions (with η conversion allowed) of type N at are isomorphic to the standard model of natural numbers. But this knowledge is from meta-theoretic analysis, and cannot be internalized in the system. However, it is a simple matter to define in the metalanguage of constructions appropriate macros, so that the Peano axioms are automatically generated from the signature N at.
The method above is of course generalizable in a straightforward way to any algebraic type, leading to structural induction over a wide variety of structures.
Finally, complete induction is easily seen a direct application of Noetherian induction. For instance, over integers, with x > y := (S y) ≤ x we get complete induction (course-of-values induction) as (Noetherian >).
Computational Induction
We now show how to imbed in Constructions Scott's computational induction method, as presented for instance in LCF [13] .
The domain postulates
We assume axioms on the universe U giving it the structure of a pre-ordering:
We define . = as the associated equivalence:
We say that the U -set A is directed whenever:
(Directed A) := ∀x ∈ A · ∀y ∈ A · ∃z ∈ A · x z ∧ y z.
Now we postulate the partial order U to be complete, in the sense that every directed set possesses a limit, its lub: (A : Set) (Directed A) ⇒ ∃u · u ∈ (Lub A), with:
For ease of application, we shall Skolemize the limit u as a function (lim A). We could have lim depend on an extra argument of type (Directed A), but this extra generality is not needed; this is an application of the principle of "proof irrelevance". Thus we postulate:
It is easy to show that the elements of (Lub A) are equivalent:
The empty set ∅ is directed, and thus every complete pre-order possesses a minimum element:
It is straightforward to prove that ⊥ is indeed minimum:
Computational induction
Let f : U → U . We define the set of (finite) f -approximants as:
Remark the similarity with the definition of the standard model N above. Similarly to maps above, we define the notion of increasing function:
and we may show that:
The proof of this proposition, left as an exercise, is analogous to defining inductively the function computing the maximum of two natural numbers. We may now define, for any increasing f : (Y f ) := (lim (Approx f )).
The limit of finite approximants (Y f ) is intuitively n f n (⊥).
We now define an admissible U -set as one which contains all the limits of its directed subsets:
The restriction of A to admissible sets in the definition of approximant permits to iterate f in the transfinite, which gives the notion of transfinite f -approximation:
Note that (∞ f ) is the intersection of the class of admissible sets preserved by f , whereas (Approx f ) is the intersection of the class of sets containing ⊥ and preserved by f . In some sense (∞ f ) is to (Approx f ) what ordinals are to natural numbers.
Let us now show that (∞ f ) is admissible:
where l 1 is proved by:
where l 2 : B ⊆ C is proved by:
Discharging all this temporary context, we get:
Now it is a simple matter to prove:
where the proof of incl : (Approx f ) ⊆ (∞ f ) is left to the reader. Thus we get finally:
By unwinding this proposition it is easy to see that this is precisely Scott's computational induction principle. Writing it in long form:
(Comp Ind) Two remarks are in order. Firstly, note that this principle is provable from our postulates on the domain U (i.e., the complete partial ordering axioms). Secondly, the notion of admissible set is axiomatized inside the calculus, and thus we can use all the power of the logical system to prove that a given set is indeed admissible, whereas in LCF [13] the notion of admissible predicate is weakened to a syntactic check of the meta-linguistic support. Finally note that the hypothesis ⊥ ∈ A is not needed above, since it is implicit from the hypothesis (Adm A).
Continuity and fixpoints
It may seem curious that it is not necessary in the justification of computational induction to assume that f is continuous. But this assumption is indeed needed for recursion. Let us now make this point precise.
First, let us define the image by f of a U -set A:
It is easy to show that:
Thus, for every increasing f and directed set A, we may define:
(Lim f A) := (lim (Image f A) ).
Now let us call diagram any non-empty directed set:
Next we define what it means for an increasing f to be continuous:
Note that we must restrict A to be a non-empty directed set, since we do not demand our functions to be strict. This is analogous to Tarski's theorem, but still significantly different.
A variant of Tarski's theorem would say here is that if f is increasing (and not necessarily continuous), then (Z f ) is the minimum fixpoint of f , where (Z f ) := (lim (∞ f )).
Problem. Show the above statement. In particular, you will need to prove that (∞ f ) is itself directed.
Thus, continuity is needed for finiteness, i.e. computability. This concludes our incursion into domain theory.
Noetherian as a well-foundedness principle
We are going to show in this section that (Noetherian R) implies that there are no infinite R-chains, relating induction to well-foundedness. Let A be a U -set. We say that A is R-eternal iff:
(Eternal R A) := ∃x ∈ A ∧ ∀x ∈ A · ∃y ∈ A · (R x y).
It is straightforward to show, with the definition of Noetherian given above, that:
where the incompatibility connective | is Sheffer's stroke.
Thus (Noetherian R) implies (classically) that R is well-founded, in the sense that there are no infinite R-chains: (WFR) := (A : Set) ¬(Eternal R A).
Intuitively, the set (Initial (Adjoint R)) contains all elements which have only finite R-chains issued from them, and (Noetherian R) says that this set is universal.
