Like the previous proofs on this problem, ours is constructive as well. We'll give a so-called \on{line algorithm" and analyze it using game theory.
Introduction
Discrepancy theory is dealing with questions of the kind \How far does the optimal solution of a problem deviate from an ideal solution?" In combinatorial discrepancy theory our problem is to color the points of a hypergraph with two colors in such a way that all hyperedges are about balancedly colored. So an ideal solution would be one where every hyperedge has the same number of points in one color as in the other. To be more precise:
Let H = (X; E) denote a nite hypergraph, i. e. X is a nite set (of \vertices") and E is a family of subsets of X (called hyperedges). A coloring of H is simply a mapping " : X ! f?1; +1g (we call ?1 and +1 colors). For a hyperedge E 2 E de ne "(E) = P x2E "(x). The discrepancy of H is de ned by disc(H) = min ":X!f?1;+1g max E2E j"(E)j:
This concept may be generalized to matrices in a natural way. Let A = (a ij ) be any m n{matrix and set disc(A) := min successively to a vector of shorter binary expansion until we have a 0{1{vector.
Suppose that for a l 2 f0; : : : ; k?1g the (a The key idea now is based on the following simple observation: If we replace " (l) by ?"
, we get ?d (l) instead of d (l) . By choosing signs for the " (l) , l 2 k] in a clever way and not using the triangle{inequality, we are going to improve the above result. Note that if we change the sign of one " (l) , this leads to a di erent a (l+1) and thus may change all the subsequently determined variables. So we have to decide the signs \online". This might be described best in the language of games. Consider the following two{player game:
The Game: At We complete the proof by determining this constant c. We show Lemma 2. The maximum value Player A can reach is c = 2 (1 ? 2 ?q ).
Proof. We investigate the following strategy for Player B: Whatever vectors w (1) ; : : : ; w This proves Lemma 2 and thus the theorem.
Discussion
All of the above is constructive in the following sense: Let A and p be given as above. Assume that one has a coloring for every submatrix of discrepancy not greater than herdisc(A) (discrepancy is an NP{ complete problem, so we can't skip this assumption There are some ideas which we didn't know how to use (or didn't want to). Remember that the d (l) i are discrepancies of hyperedges of induced subgraphs under an optimal coloring. We assumed all d (l) i to take the worst possible value in ? herdisc(A); herdisc(A)], but in general an optimal coloring just creates a few badly colored hyperedges. Furthermore, in general not all induced subgraphs do have herdisc(A) as discrepancy. This last point might be used also in a di erent "{choosing{strategy: Choose the " (l) in such a way that the resulting a (l+1) represents a hypergraph with small discrepancy. Acknowledgments I would like to thank J. Spencer for pointing out a mistake in Lemma 2 and some discussion on this topic. He is also the one who drew my attention on this problem at the Discrepancy Workshop in Kiel this summer.
