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In this paper we propose efficient algorithmic solutions for the computation of the hairpin
completion distance between two given words, for the computation of a minimum-
distance common hairpin completion ancestor of two given words (i.e., a word fromwhich
we can obtain the two given words by iterated hairpin completion, such that the sum of
the hairpin completion distances from this word to the two given words is minimum),
and, respectively, for the computation of an arbitrary hairpin completion ancestor of two
given words. In all the cases we improve the upper bounds known for time complexity of
solving these problems. Then we show how the algorithms designed for these three initial
problems can be modified to solve a series of related problems.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
This paper extends and improves some of the algorithmic results reported in a series of works started with [6] (based
on some ideas from [4]), where, inspired by the DNA manipulation, a new formal operation on words, called hairpin
completion,was introduced. That initialworkwas followedby a series of related papers [14–16,8],where several algorithmic
problems related to both the hairpin completion as well as its inverse operation, namely the hairpin reduction, were further
investigated.
We briefly highlight some of the biological background that inspired the definition of theWatson–Crick superposition in
[4] and take, in this way, a first step towards the definition of the hairpin completion. The starting point is the structure of
the DNA molecule. It consists of a double strand, each DNA single-strand being composed by nucleotides which differ from
each other in their bases: A (adenine), G (guanine), C (cytosine), and T (thymine). The two strands which form the DNA
molecule are kept together by relatively weak hydrogen bonds between the bases: A always bonds with T and C with G.
This phenomenon is usually referred to asWatson–Crick complementarity. The formation of these hydrogen bonds between
complementary DNA single-strands is called annealing; the operation of annealing requires a heated solution containing the
two strands,which is cooled down slowly. Similar phenomena happen also in the case of RNAmolecules, the only differences
(as far as we are concerned in this paper) being that RNA molecules are usually single-stranded, and the basic nucleotides
are A, C , G and U (uracil), A being complementary to U and C to G.
Besides Watson–Crick complementarity and annealing, a third essential feature from biochemistry is the PCR
(Polymerase Chain Reaction). From two complementary, annealed strands, where one is shorter than the other, it produces a
complete double strandedDNAmolecule as follows: enzymes called polymerases add themissing bases (if they are available
in the environment) to the shorter strand, called the primer, and thus turn it into a complete complement of the longer strand,
called the template.
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Fig. 1. Lengthening a strand by hairpin completion.
We now informally explain the superposition operation and how it can be related to the aforementioned biochemical
concepts. Let us consider the following hypothetical biological situation: two single stranded DNA molecules x and y are
given such that a suffix of x is Watson–Crick complementary to a prefix of y or a prefix of x is Watson–Crick complementary
to a suffix of y, or x is Watson–Crick complementary to a subword of y. Then x and y get annealed in a DNA molecule with
a double stranded part by complementary base pairing and then a complete double stranded molecule is formed by DNA
polymerases. The mathematical expression of this hypothetical situation defines the superposition operation. Assume that
we have an alphabet and a complementarity relation on its symbols. For two words x and y over this alphabet, if a suffix of x
is complementary to a prefix of y or a prefix of x is complementary to a suffix of y, or x is complementary to a subword of y,
then x and y bond together by complementary symbol pairing and then a complete double stranded word is formed by the
prolongation of x and y. Now the word obtained by the prolongation of x is considered to be the result of the superposition
applied to x and y. Clearly, this is just a mathematical operation that resembles a biological reality considered here in an
idealized way.
On the other hand, it is known that a single-stranded molecule (either a single-stranded DNA molecule, or, more
commonly, a RNA molecule), might produce a hairpin structure, a phenomenon based on the first two biological principles
mentioned above (Watson–Crick complementarity and annealing). In this case, the single-stranded molecule bends, and
one part of the strand bonds to another part of the same strand. In many DNA-based algorithms, these DNAmolecules often
cannot be used in the subsequent steps of the computation, and are eliminated. Therefore it has been the subject of a series
of studies to find encodings that will avoid the formation of hairpins, to find sets of DNA sequences which are unlikely to
lead to ‘‘bad’’ hybridizations, see e.g. [7,10,11] or [12]. Also, sets of words that may form hairpin structures were considered
in the context of formal languages theory, see e.g., [17], [5], andmore recently in [12]. Moreover, suchmolecules, whichmay
form a hairpin structure, have been used as the basic feature of a new computational model reported in [18]; in that paper,
the 3-SAT problem has been solved by a DNA-algorithm whose second phase is mainly based on the elimination of hairpin
structured molecules.
We now consider again a hypothetical biochemical situation inspired by the one we met when the superposition
operationwas defined. In that case we defined an operation that takes two single-stranded DNAmolecules, and prolongates
them; here we define an operation that obtains from a single-stranded molecule a longer one, in a similar manner: instead
of annealing two distinct strands, a suffix (or a prefix) of a strand and a subsequence of the same strand are annealed, and
the strand is prolongated by polymerases. More formally, we are given one single-stranded molecule z such that either a
prefix or a suffix of z is Watson–Crick complementary to a subword of z. Then the respective prefix or suffix of z and the
corresponding subword of z get annealed by complementary base pairing and, then, the obtained structure is lengthened by
polymerases up to a complete hairpin structure (the situation when the single stranded molecule is prolongated by adding
a suffix is depicted in Fig. 1). The mathematical expression of this hypothetical situation defines the hairpin completion
operation. By this formal operation one can generate a set of words, starting from a single word: for each possible pairing
between a prefix and a complementary subword, or a suffix and a complementary subword, we can obtain a new word by
hairpin completion. Once again, we stress that the hairpin completion is just a mathematical operation with a biological
motivation.
This operation is considered in [6] as an abstract language theoretic operation. Some algorithmic problems regarding
the hairpin completion are investigated in [14]. In [15] the inverse operation to the hairpin completion, namely the hairpin
reduction, is introduced and one compares some properties of the two operations. This comparison is continued in [16],
where a mildly context-sensitive class of languages is obtained as the homomorphic image of the hairpin completion of
linear context-free languages. This is, to our knowledge, the first class of mildly context-sensitive languages obtained in a
way that does not involve formal grammars or acceptors.
As most of the unary operations on words, the hairpin completion defined above can be extended canonically to an
operation on languages, and, then, its iterated version can be defined. Nevertheless, the iterated hairpin completion has
also a biological motivation. Since hairpin completion can be seen as an operation by which one single stranded molecule
evolves into a new single strandedmolecule, it is natural to consider the situationwhenmultiple evolution steps occur, thus
the initial word is transformed by multiple hairpin completion steps. In this context several natural algorithmic questions
appear: given two words, can we decide if the smaller one evolved (by iterated hairpin completion) into the longer one,
or, given two words, can we decide if they both evolved from the same word – called usually common ancestor; both
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Fig. 2. Hairpin completion.
these problems were already discussed in [14,15]. Moreover, one can be also interested in finding how many steps are
needed to transform one word into another by iterated application of hairpin completion, or, if we consider our biological
motivation, how many evolution steps are needed to transform a single stranded molecule into another. In this way, the
hairpin completion distance between two words was defined, in [14], as the minimum number of times we must iterate the
hairpin completion operation, starting from one of the two words, in order to obtain the other. Further, one can also be
interested in finding, for two words, a common ancestor that minimizes, or respectively maximizes, the sum of the hairpin
distances to the two words – called minimum, respectively maximum, distance common hairpin completion ancestor (see
[15]). Such common ancestors have also a biologicalmotivation: they can be seen as extreme common ancestors of the given
single-stranded molecules. The maximum-distance common ancestor of two given molecules can be seen as the simplest
(less evolved) molecule from which the given molecules could have evolved; on the other hand, the minimum-distance
common ancestor is the most complex (most evolved) molecule from which both the given molecules could have evolved.
In [14] the authors show how the hairpin completion distance between two words can be computed in cubic time. Here,
we present an algorithm that requires onlyO(n2 log n) time to compute the distance between two givenwords, of which the
longest has n symbols. Then, we show how a minimum-distance common hairpin completion ancestor of two given words
can be computed in O(n2 log n) time, where, again, n is the length of the longest input word; this improves the previously
known boundO(n3) [15]. A similar algorithm, with the same time bounds, can be easily derived to compute the maximum-
distance commonhairpin completion ancestor. Further,we particularize this result to showhowan arbitrary ancestor of two
words can be computed in quadratic time, and improve the previously known bound ofO(n3) [15]. Finally, we give a series
of related problems that can be solved similarly. Note that the algorithms we design are usually dynamic programming
algorithms, which makes them quite similar to the existing ones; however, they use extensively some efficient data
structures, allowing us to obtain better upper bounds on the computational time needed to solve the approached problems.
2. Basic definitions
An alphabet is a finite set of symbols. For a finite set A we denote by card(A) the cardinality of A. The set of all words
over an alphabet V is denoted by V ∗. The empty word is written λ; moreover, V+ = V ∗ \ {λ}. Given a word w over an
alphabet V , we denote by |w| its length, while |w|a denotes the number of occurrences of the symbols a inw. Ifw = xyz for
some x, y, z ∈ V ∗, then x, y, z are called prefix, subword, suffix, respectively, of w. If both x and z are non-empty, then y is
called a proper subword ofw. For a wordw,w[i..j] denotes the subword ofw starting at position i and ending at position j,
1 ≤ i ≤ j ≤ |w|. If i = j, thenw[i..j] is the ith symbol ofw, which is simply denoted byw[i].
LetΩ be a ‘‘superalphabet’’, that is an infinite set such that any alphabet considered in this paper is a subset ofΩ . In other
words,Ω∗ is the universe of the languages in this paper, i.e., all words and languages are over alphabets that are subsets of
Ω . An involution over a set S is a bijective mapping σ : S −→ S such that σ = σ−1. Any involution σ on Ω such that
σ(a) ≠ a for all a ∈ Ω is said to be, in this paper’s context, aWatson–Crick involution. Despite that this is nothing more than
a fixed point-free involution, we prefer this terminology since the hairpin completion defined later is inspired by the DNA
lengthening by polymerases, where the Watson–Crick complementarity plays an important role. Let · be a Watson–Crick
involution fixed for the rest of the paper. The Watson–Crick involution is extended to a morphism from Ω∗ to Ω∗ in the
usual way. We say that the symbols a and a are complementary to each other. For an alphabet V , we set V = {a | a ∈ V }.
Note that V and V can intersect and they can be, but need not be, equal. Remember that the DNA alphabet consists of four
symbols, VDNA = {A, C,G, T }, which are abbreviations for the four nucleotides and we may set A = T , C = G.
We denote by (·)R the mapping defined by R : V ∗ −→ V ∗, (a1a2 . . . an)R = an . . . a2a1. Note that R is an involution and
an anti-morphism ((xy)R = yRxR for all x, y ∈ V ∗). Note also that the two mappings · and ·R commute, namely, for any word
x, (x)R = xR holds.
Let V be an alphabet, and k a natural number, k ≥ 1. For any w ∈ V+ we define the k-hairpin completion of w, denoted
by (w→k), as follows:
w ⇀k = {γ Rw|w = αβαRγ , |α| = k, α, β ∈ V+, γ ∈ V ∗}
w ⇁k = {wγ R|w = γαβαR, |α| = k, α, β ∈ V+, γ ∈ V ∗}
w→k = w ⇀k ∪w ⇁k .
The hairpin completion ofw is defined by
(w→) =

k≥1
(w→k).
This operation is schematically illustrated in Fig. 2.
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Clearly, (w→k+1) ⊆ (w→k) for anyw ∈ V+ and k ≥ 1, hence (w→) = (w→1). The hairpin completion is naturally
extended to languages by
(L →k) =

w∈L
(w→k) (L →) =

w∈L
(w→).
Of course, all these phenomena are considered here in an idealized way. For instance, we allow polymerase to extend in
either end (3′ or 5′) despite that, due to the greater stability of 3′ when attaching new nucleotides, DNA polymerase can
act continuously only in the 5′ −→ 3′ direction. However, polymerase can also act in the opposite direction, but in short
‘‘spurts’’ (Okazaki fragments). Moreover, in order to have a ‘‘stable’’ hairpin structure the subword α should be sufficiently
long.
The iterated version of the k-hairpin completion operation is defined, as usual, by:
w(→k)0 = {w}, w(→k)n+1 = (w(→k)n)→k, w(→k)∗ =n≥0w(→k)n
w(→)0 = {w}, w(→)n+1 = (w(→)n)→, w(→)∗ =n≥0w(→)n.
The iterated k-hairpin completion can be also applied to languages:
L(→k)∗ =

w∈L
w(→k)∗ L(→)∗ =

w∈L
w(→)∗.
The k-hairpin completion distance between two words x and y is defined as the minimal number of hairpin completions
which can be applied either to x in order to obtain y or to y in order to obtain x. If none of them can be obtained from the
other by iterated hairpin completion, then the distance is∞. Formally, the k-hairpin completion distance between x and y,
denoted by HCDk(x, y), is defined by:
HCDk(x, y) =

min{p | x ∈ y(→k)p or y ∈ x(→k)p},
∞, if neither x ∈ y(→k)∗ nor y ∈ x(→k)∗.
We stress from the very beginning that the function HCDk, applied on pairs of words, is not a distance function in the
strict mathematical sense, since it does not necessarily verify the triangle inequality. It can be rather seen as a similarity
measure between strings, or, if we consider our biological motivation, a measure that tells us howmany evolution steps are
needed to transform a string into the other. However, we prefer to call it distance in order to make the presentation easier
to follow.
In [14] it is shown that HCDk is not trivial (i.e., for all natural numbers k, n there exist two words x and y such that
HCDk(x, y) ≥ n), and that the hairpin completion distance between two words x and y can be computed in O(n3), where
n = max(|x|, |y|).
A word w will be called a k-hairpin completion ancestor of two words x and y if {x, y} ⊆ w(→k)∗. A word w will be
called a minimum-distance common k-hairpin completion ancestor of two words x and y if w is a k-hairpin completion
ancestor of x and y, and HCDk(w, x) + HCDk(w, y) ≤ HCDk(w′, x) + HCDk(w′, y), for all w′ such that {x, y} ⊆ w′(→k)∗.
Similarly, a wordw will be called a maximum-distance common k-hairpin completion ancestor of two words x and y ifw is
a k-hairpin completion ancestor of x and y, and HCDk(w, x)+HCDk(w, y) ≥ HCDk(w′, x)+HCDk(w′, y), for allw′ such that
{x, y} ⊆ w′(→k)∗. In [15] it is shown how an ancestor of two words x and y, as well as one minimum/maximum-distance
common k-hairpin completion ancestor of the two words, can be computed in cubic time with respect to the lengths of the
input words.
Finally, we mention several denotations that we will use throughout the paper. For an array A with n elements, and for
i ∈ {1, 2, . . . , n}, let A[i] denote the element on the ith position in this array; also, for i, j ∈ {1, 2, . . . , n}with i ≤ j, let A{i..j}
denote the set {A[i], A[i + 1], . . . , A[j]} (i.e., the subarray of A starting on position i and ending on position j). For a matrix
M with n rows and m columns, and for i ∈ {1, 2, . . . , n} and j ∈ {1, 2, . . . ,m}, let M[i][j] denote the element found at the
intersection of the ith row with the jth column of the matrix M . If x ∈ V ∗ is a word of length n over the alphabet V , and
i ∈ {1, . . . , n}, let x[i] denote its ith symbol; for i, j ∈ {1, 2, . . . , n}, let x[i..j] denote the factor (or subword) of x starting on
position i and ending on position j, i.e., x[i..j] = x[i]x[i+ 1] . . . x[j].
3. Data structures
In this sectionwe present two algorithmic problems thatwill become useful in the sequel. The solution of these problems
is based on two data structures, and a series of efficient procedures for their manipulation. The first problem asks us to
construct a data structure for an array A containing n natural numbers, in order to be able to answer efficiently queries
asking which is the minimum/maximum value stored in a subarray A{i..n} of the vector; moreover, we are interested in
efficiently updating this data structure when an element of the array is changed. The solution we propose for this problem
is using the segment tree data structure, and the specific operations implemented on such a structure. This problem, and
the corresponding data structure, will be used both for computing the k-hairpin completion distance between two words
and for computing the minimum/maximum-distance common k-hairpin completion ancestor of two words. In the second
problem we are asked to compute a minimum/maximum-distance common subword of two give words, with respect to a
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given similarity measure (we will clarify a little bit later what we mean by this). The solution of this problem is based on
a trie-related data structure, and show how it can be used to solve an algorithmic problem, which is useful in the case of
computing a (minimum/maximum-distance) common k-hairpin completion ancestor of two words. Note that all the time
bounds we give here (and in the rest of the paper) hold on the unit-cost RAMmodel.
3.1. Segment trees
Consider the following algorithmic problem:
Problem 1. Given an array A of natural numbers, with n elements, construct a data structure that allows us to answer
queries: ‘‘find theminimum value in the subarray A{s..n}’’, for s ∈ {1, . . . , n}. Moreover, define amethod to update this data
structure when an element of the array is changed, such that the time needed to answer queries remains the same.
Usually, we are interested in a solution of this problem that meets three conditions: the construction of the data structure
is done efficiently, the space needed to store this structure is small, and answering a query or performing an update takes
little time. Here we propose such a solution using the min-segment trees data structures.
Segment trees are data structures that were introduced in [1], andwere used, in the beginning, to solve efficiently several
computational geometry problems [1–3].
Here we are interested in a particular type of segment tree, associated with an array containing n natural numbers; we
will call this type of segment tree min-segment trees throughout this paper.
Definition 1. Amin-segment tree, associatedwith an arrayA containing n natural numbers, is a complete binary tree, defined
in a recursive manner, as follows:
• The tree is denoted TA.
• Each node of the tree is associated with a pair of indices [i, j] of the array, that verify 1 ≤ i ≤ j ≤ n.
The node contains a value A[t], where i ≤ t ≤ j, such that A[t] ≤ A[l] for all l such that i ≤ l ≤ j; basically, the node
stores the minimum value of the set {A[i], A[i+ 1], . . . , A[j]}.
If a node is associated with the pair [i, j], with i < j, then this node has two children:
– the left children is associated with the pair [i, ⌊(i+ j)/2⌋], and
– the right children is associated with the pair [⌊(i+ j)/2⌋ + 1, j].
If a node is associated with the pair [i, i] then it is a leaf of the tree.
• The root of the tree, denoted root(TA) is a node associated with the pair [1, n].
• For a node N of the segment tree we denote by p(N) the pair of indices associated with N and by v(N) the value stored
in N . Also r(N) denotes the right child of N , and l(N) denotes the left child of N .
It is not hard to see that a min-segment tree constructed for an array A with n elements has 2n− 1 nodes: n leaves and
n − 1 internal nodes. Also, we note that the height of such a min-segment tree (i.e., the number of edges on the longest
simple downward path from the root to a leaf) is ⌈log2 n⌉.
In the following, we give a recursive function that can be used to construct a min-segment tree, for a given array Awith
n elements. This function, called BuildA(i, j), constructs a min-segment tree for the subarray A{i..j} of A (which contains the
elements A[i], A[i+ 1], . . . , A[j]); the function returns the root node of that tree.
Algorithm 1.
BuildA(i, j) (return value: node of min-segment tree)
begin
1. if i = j then allocatememory for a node N ,
2. set v(N) = A[i], p(N) = [i, i], r(N) = l(N) = Nil,
3. return N;
4. if i < j then allocate memory for a node N ,
5. set l(N) =BuildA(i, ⌊(i+ j)/2⌋),
6. set r(N) =BuildA(⌊(i+ j)/2⌋ + 1, j),
7. set p(N) = [i, j], v[N] = min(v(r(N)), v(l(N))),
8. return N;
end.
The function BuildA(i, j) correctly constructs a min-segment tree for the subarray A{i..j} of A: if i = j the tree is only a
leaf, and the values associatedwith this leaf are initialized; if i < j the function first constructs, recursively, the left and right
children of the root, and, then, initializes the values associated with the root accordingly. In order to build the min-segment
tree for the entire array A, which contains n natural numbers, we execute BuildA(1, n).
To obtain the running time of the algorithm, we note that the time needed to construct the min-segment array for an
array with n elements is the same regardless of the input array. If we denote by T (n) the time needed to construct the min-
segment tree for an arbitrary array with n elements, we have T (n) = T (⌊n/2⌋)+ T (n−⌊n/2⌋)+ k, for n ≥ 2, and T (1) = k,
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where k is the constant time needed to allocate memory for a node of the tree and to initialize all the values stored in that
node. It is not hard to see that T (n) ∈ O(n), thus BuildA(1, n) is executed in linear time, regardless of the values stored in A.
Consider an array Awith n elements, and the tree TA constructed, as above, for this array. We defined two operations that
can be implemented efficiently on these structures:
• UpdateA(s, x): modifies the value on the sth position of the array, by setting A[s] = x, and updates the min-segment tree
structure accordingly;
• QueryA(s): returns the minimum value from the subarray A{s..n}.
In the following, we give two recursive procedures implementing efficiently these operations.
First we define the procedure UpdateA(N, s, x), where N is a node of the tree TA, s is a natural number 1 ≤ s ≤ n (an
index of the array), and x is an arbitrary natural number. If N is associated with a pair of indices (i, j) such that i ≤ s ≤ j, the
procedure sets A[s] = x, and updates the sub-tree with root N of the min-segment tree constructed for the array A.
Algorithm 2.
UpdateA(N, s, x)
begin
1. set (i, j) = p(N);
2. if s < i or j < s then end the procedure;
3. if i = j = s then set A[s] = x, set v(N) = x, and end procedure;
4. if v(N) < x then set v(N) = x;
5. if s ≤ ⌊(i+ j)/2⌋ then Update(l(N), s, x);
6. else Update(r(N), s, x);
end.
In order to complete the operation UpdateA(s, x) we just have to execute the procedure UpdateA(root(TA), s, x). Since the
process of updating the array and the associated min-segment tree consists in the traversal of a path from the root to a leaf
in the tree, and modifying, if necessary, the values stored in some of the nodes on this path, it follows that the time needed
to complete an update operation is O(log2 n).
In the following, we define the recursive function QueryA(N, s), where N is a node of TA, associated with the pair (i, j), s
is a natural number 1 ≤ s ≤ n. The function returns the minimum value of the sub-array A{s..j}, given that i ≤ s ≤ j.
Algorithm 3.
QueryA(N, s) (return value: natural number or+∞)
begin
1. set (i, j) = p(N);
2. if s < i or j < s then return+∞;
3. if i = j = s then return A[s];
4. if s ≤ ⌊(i+ j)/2⌋ then returnmin(v(r(N)),QueryA(l(N), s));
5. else return QueryA(r(N), s));
end.
The function implements the announced behavior. Indeed, given a node N , associated with the pair (i, j), and an index s, the
minimum value of the array A{s..j}, given that i ≤ s ≤ j, is either obtained as min(v(r(N)), QueryA(l(N), s)), if the index s
corresponds to a leaf of the left subtree of N , or as QueryA(r(N), s)), if the index s corresponds to a leaf of the right subtree
of N , respectively. In order to answer a query QueryA(s) for the array A, for which we constructed the min-segment tree TA,
we just have to return the value computed by QueryA(root(TA), s). The processing done in this case consists in traversing a
path from the root to a leaf in the segment tree, and, for each node on this path, making a constant number of comparisons
that help us identify the minimum value from A{s..n}. Thus the time needed to answer a query is O(log2 n).
To conclude, Problem 1 can be solved using min-segment trees as follows:
• We construct the tree TA for the array A by running the function BuildA(1, n), in linear time. The obtained min-segment
tree can be stored in linear space;
• We answer queries ‘‘find the minimum value in the subarray A{s..n}’’, for s ∈ {1, . . . , n} by running the function
QueryA(root(TA), s), in O(log2 n) time.• We update the constructed data structure by executing the procedure UpdateA(root(TA), s, x), in O(log2 n) time.
3.2. Computing a minimum-distance common subword
Consider the following general problem:
Problem 2. Given two words over V , x andw, with |x| ≤ |w|, a |x| × |x| upper triangular matrixMx and a |w| × |w| upper
triangular matrixMw , both containing natural numbers or+∞, find a common subword x[i..j] = w[i′..j′] of x and w, such
thatMx[i][j] +Mw[i′][j′] ≤ Mx[i1][j1] +Mw[i′1][j′1], for all 1 ≤ i1 ≤ j1 ≤ |x| and 1 ≤ i′1 ≤ j′1 ≤ |w| with x[i′..j′] = w[i′1..j′1],
andMx[i][j] +Mw[i′][j′] ≠ ∞.
4168 F. Manea / Theoretical Computer Science 411 (2010) 4162–4178
Before solving this problem, we briefly discuss its motivation. Let dx : {x[i..j] | 1 ≤ i ≤ j ≤ |x|} → (IN ∪ {+∞})
and dw : {w[i..j] | 1 ≤ i ≤ j ≤ |w|} → (IN ∪ {+∞}) be two functions, and assume that dx(x[i..j]) (and, respectively,
dw(w[i..j])) measures, in some way, the similarity (or the distance) between the subword x[i..j] (respectively the subword
w[i..j]) and x (respectively, w). For instance, dx may measure the hairpin completion distance between x and its subwords,
or, in other case, dx may indicate whether x can be obtained by hairpin completion from its subwords or not (of course,
similar definitions for dw can be given). However, for the sake of generality, we consider dx and dw as abstract functions. The
function dx (as well as the function dw) can be encoded as a |x| × |x| upper triangular matrixMx, withMx[i][j] = dx(x[i..j])
(respectively, as a |w| × |w| upper triangular matrix Mw verifying Mw[i][j] = dw(w[i..j])). In this context, a minimum-
distance common subword of x and w, with respect to the functions dx and dw , is defined as a subword y of x and w such
that dx(y)+ dw(y) ≤ dx(y′)+ dw(y′), for all the other subwords y′ of x andw, and dx(y)+ dw(y) ≠ +∞. That is, a common
subword y = x[i..j] = w[i′..j′] of x and w, such thatMx[i][j] +Mw[i′][j′] ≤ Mx[i1][j1] +Mw[i′1][j′1], for all 1 ≤ i1 ≤ j1 ≤ |x|
and 1 ≤ i′1 ≤ j′1 ≤ |w| with x[i′..j′] = w[i′1..j′1], and Mx[i][j] + Mw[i′][j′] ≠ ∞. In conclusion, solving Problem 2 for the
matricesMx andMw , defined above, is actually the same as computing a minimum-distance common subword for x andw,
with respect to dx and dw .
In the following we present a solution of Problem 2, although in this paper we will use it (in Section 5) only to solve the
more particular problem of computing a minimum-distance subword of two words, for some particular distance functions,
in the framework described above. However, we were not able to solve this particular problem more efficiently, so we give
the solution in the general setting.
First, we define a data structure related to tries (see [9] for the basic definitions of tries). We will call this new structure
Min-trie.
Definition 2. A Min-trie, constructed for two words x and w, and for the matrices Mx and Mw , is a tree Tr that verifies the
following conditions:
• Each node N of Tr stores two values sx(N) and sw(N), that may be natural numbers or+∞.
• Each node N of Tr has |V | children (some of them may be null), denoted c(N, a) for all a ∈ V . For simplicity we say that
the edge [N, c(N, a)] of the tree is labeled with a.
• If c(N, a) = N ′, for some a ∈ V and two nodes N and N ′, we say that N is the father of N ′, and denote this by f (N ′) = N .
The root R of Tr has no father, thus we define f (R) = Null. We assume that for each node N we also store the value f (N).
• The labels of the edges on any path from the root R to a node N (or, simply, the label of any path from R to a node
N) form a word from the set {x[i..j] | 1 ≤ i ≤ j ≤ ji} (here, and in the following, we denote by ji the value
ji = max{s | 1 ≤ s ≤ |x|,Mx[i][s] ≠ ∞}). Also, any word from the set {x[i..j] | 1 ≤ i ≤ j ≤ ji} can be obtained
as the label of exactly one path in the tree Tr . In other words, each word x[i..j], with 1 ≤ i ≤ j ≤ ji, uniquely identifies a
node of the tree, since it provides the path from the root to that node.
• If the word v is the label of the path from R to a node N then sx(N) = min{q | q = Mx[i][j] and x[i..j] = v} and
sw(N) = sx(N)+min{q | q = Mw[i][j] andw[i..j] = v}.
The Min-trie Tr corresponding to the words x and w, and to the matrices Mx and Mw , is effectively constructed by the
following algorithm:
Algorithm 4.
Build-Min-trie(x, w,Mx,Mw) (return value: a Min-trie)
begin
1. set n = |x|,m = |w|, set ji = max{j | i ≤ j ≤ |x|,Mx[i][j] ≠ ∞} for 1 ≤ i ≤ n;
2. allocate memory for j1 + 1 Min-trie nodes N0,N1,N2, . . . ,Nj1 ;
3. set f (N0) = Null, sx(N0) = sw(N0) = +∞, c(N0, a) = Null ∀a ∈ V ;
4. for 1 ≤ j ≤ j1
5. set f (Nj) = Nj−1, sx(Nj) = M[1][j], sw(Nj) = +∞,
c(Nj−1, x[j]) = Nj, c(Nj, a) = Null for all a ∈ V ;
6. endfor;
7. for 2 ≤ i ≤ n
8. set N = N0, g = i;
9. while c(N, x[g]) ≠ Null do
10. N = c(N, x[g]);
11. if sx(N) > Mx[i][g] then set sx(N) = Mx[i][g];
12. set g = g + 1;
13. if g > ji then go to 15;
14. endwhile;
15. if g ≤ ji then
16. allocate memory for ji − g + 1 Min-trie nodes N ig , . . . ,N iji ;
17. denote by N ig−1 the node N;
18. for g ≤ j ≤ ji
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19. set f (N ij ) = N ij−1, sx(N ij ) = M[i][j], sw(N ij ) = +∞,
c(N ij−1, x[j]) = N ij , c(N ij , a) = Null for all a ∈ V ;
20. endfor;
(end of the if block on line 15)
21. endfor;
22. set ti = max{j | 1 ≤ j ≤ m,Mw[i][j] ≠ ∞}, for 1 ≤ i ≤ m;
23. for 1 ≤ i ≤ m
24. set N = N0, g = i;
25. while c(N, w[g]) ≠ Null do
26. N = c(N, w[g]);
27. if sw(N) > sx(N)+Mw[i][g] then set sw(N) = sx(N)+Mw[i][g];
28. set g = g + 1;
29. if g > ti then go to 31 (and restart the cycle);
30. endwhile;
31. endfor;
32. return the tree of root N0, constructed above;
end.
The idea implemented by the above algorithm is rather simple: we construct the tree by iteratively adding to it the edges
and the nodes of every path it should contain. The basic idea is that instead of adding separately all the paths labeled with
x[i..j], for some fixed i and all j such thatMx[i][j] ≠ +∞, we add just the path labeled with x[i..ji] since it already includes
all the paths x[i..j] that should be contained by the tree. First we add in the (initially empty) tree the edges and the nodes
corresponding to the path labeled with x[1..j1] (steps 2–6), and, then, the edges corresponding to the paths x[i..ji], for all
i ∈ {2, . . . , |x|} (steps 7–21). Of course, when we try to add a new path some of its edges (from the beginning of the path)
may already exist in the tree. In this case, we simply traverse these edges until we find the first edge of the path that was
not already present in the tree (steps 8–14); from that moment we simply add the rest of the edges, with the corresponding
nodes (steps 15–20). While we execute this process we also set the values sx(N) stored in the nodes of the tree. These values
are initially set to +∞ but, when we find a path labeled with x[i..j] from the root to a node N with sx(N) > Mx[i][j] we
set sx(N) = Mx[i][j] (steps 5, 11 and 19). After the tree is constructed, we will compute the values sw(N) for every node N
it contains (steps 22–31). In this respect, we set all these values initially to +∞, and then identify the paths labeled with
strings w[i..j], for all i and j. To do this we simply try to traverse a path of the tree labeled with w[i..m]. If, during this
process, we find a path labeled withw[i..j]which connects the root with a node N , with sx(N)+Mw[i][j] < sw(N), then we
set sw(N) = sx(N) + Mw[i][j] (step 27). Clearly, the algorithm constructs correctly the Min-tree corresponding to the pair
of words x andw, and to the matricesMx andMw .
The time needed to execute the procedure described above is clearly upper boundedO(nm) (where |x| = n ≤ |w| = m).
Indeed, we construct the tree by inserting in it, one by one, all the words x[i..ji]. Each of these words has length at most n,
thus its insertion in the tree requires a linear time with respect to its length. Therefore, the construction of the tree, without
computing the sw values for its nodes, takesO(n2) time. Then, we check, for each i ∈ {1, . . . ,m}, which are the paths of this
tree that are labeled with words w[i..j], such that Mw[i][j] ≠ +∞, and compute, accordingly, the value sw(N) for all the
nodes N on these paths. This operation consists, in the worst case, in traversing completely a path from the root of the tree
to a leaf, thus it may take as many steps as the length of the longest such path in the tree, which is less or equal to n.
Note that if a node N of the tree constructed by the previous algorithm verifies sx(N) ≠ +∞ ≠ sw(N) then the label of
the path from R to the node N is a subword v of both x and w, such that sw(N) = min{Mx[i][j] + Mw[i′][j′] | 1 ≤ i ≤ j ≤
|x|, 1 ≤ i′ ≤ j′ ≤ |w|, v = x[i..j] = w[i′..j′]}. Therefore, finding a node N having the minimum value sw(N) is equivalent
to finding a minimum-distance common subword of x and y, with respect to Mx and Mw; we just have to return the word
obtained by the concatenation of the labels of the edges on the path from R to N .
Consequently, a solution of Problem 2 is:
Algorithm 5.
Compute_MDCA(x, w,Mx,Mw) (return value: a word)
begin
1. set Tr = Build-Min-trie(x, w,Mx,Mw);
2. find N node of Tr such that sw(N) = min{sw(N ′) | N ′ node of Tr};
3. letw be the word obtained by the catenation of the labels of the edges on the path from the root of Tr to N;
4. if sw(N) ≠ +∞ then returnw (the solution of the problem)
else return λ (the problem has no solution);
end.
The time complexity of the above algorithm is O(|x||w|), since the steps 2–4 can be implemented in linear time in the
number of the nodes of the tree Tr (which is quadratic in |x|), by simply traversing the tree; step 1 requires, as we have
explained already, O(|x||w|) time. The space used to solve Problem 2 in this manner is quadratic in the lengths of the input
words x and w, since the tree we construct has O(|x|2) nodes, each of them storing a constant amount of information, and
the matricesMx andMw are stored in O(|x|2 + |w|2) space.
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Thus Problem 2 can be solved in quadratic time, and space, with respect to the length of the input words.
We conclude this section with the following remark:
Remark 1. A similar approach can be applied to obtain all the minimum-distance common subwords of x and w, with
respect to Mx and Mw . Assume that we store, for every node N of the tree Tr constructed by the function Build − Min −
trie(x, w,Mx,Mw), a pair (i, j), 1 ≤ i ≤ j ≤ |x| such that x[i..j] = v, where v is the label of the path from the root of the tree
to the node N , and sx(N) = Mx[i][j]. This can be easily done in the same time as the construction of the tree, and the space
used after storing all these pairs remains quadratic. Indeed, each pair (i, j) appears in at most one node, and there is only
a quadratic number of such pairs. Then, we can proceed by finding the nodes N of Tr for which sw(N) is minimum, and by
storing the pairs associated with these nodes in a set Sol; this requires the traversal of the entire tree Tr , and takes O(|x|2)
time. Finally, by the remarkswemade above, all theminimum-distance common subwords of x andw, with respect toMx and
Mw , are the words x[i..j]with (i, j) ∈ Sol. If we resume to the identification of these words by the indices denoting their first
and last symbols as subwords of x, the running time of the algorithm remains O(|x||w|); however, if we want to effectively
construct thesewords, the running time of the algorithm becomesO(T1(x, w,Mx,Mw)+|x||w|)), where T1(x, w,Mx,Mw) is
the sumof the lengths of all thewords x[i..j]with (i, j) ∈ Sol. Theworst case is reachedwhen, for instance, |w| = |x| = n and
Mx[i][j] = Mw[i][j] = 0 for all 1 ≤ i ≤ j ≤ n; in this case all the subwords of x are minimum-distance common subwords of
x andwwith respect toMx andMw . As a consequence, effectively constructing all theminimum-distance common subwords
of x andw, with respect toMx andMw , takesΩ(n3) time.
4. Computing the hairpin distance
Let us assume that we are interested in computing the k-hairpin completion distance between two words x andw, such
that |w| = n and |w| ≥ |x|. Note that only two cases may occur: w can be obtained by k-hairpin completion from x, or w
can not be obtained at all by k-hairpin completion from x; clearly, x can not be obtained by k-hairpin completion fromw.
In [14] an algorithm was proposed computing the n× nmatrix P defined by:
P[i][j] =

max({t | w[i..i+ t − 1] = w[j− t + 1..j]R} ∪ {0}), i < j
0, otherwise.
This algorithm, working in O(n2) time and space, implements a simple dynamic programming strategy, based on the
following formula:
P[i][j] =

P[i+ 1][j− 1] + 1, if j ≥ i+ 1 andw[i] = w[j]
0, otherwise.
In the following we assume that we have a function Compute_matrix(P, w) that computes the matrix P for a word w (see
[14] for an effective implementation of this function). Note that, both here and in [14], computing this matrix is only one
preliminary step in the computation of the k-hairpin completion distance between two words.
Further, following the approach in [14], we define a n × n matrix M , with M[i][j] = HCDk(x, w[i..j]). The basic idea in
computing this matrix is to make sure that the following conditions are verified for 1 ≤ i, j ≤ n:
• InitiallyM[i][j] = +∞.
• If, at some point of the execution of the algorithm computing the matrixM , we setM[i][j] = t , for some natural number
t ≠ +∞, then HCDk(x, w[i..j]) = t . Once we setM[i][j] to a value t ≠ +∞we will never change it.
We denote by M[i][·] the array formed by the ith row of the matrix, and by M[·][j] the array formed by the reversed jth
column of the matrix (i.e.,M[i][j] = M[n− i+ 1][j], for all i ∈ {1, . . . , n}).
We propose a dynamic programming algorithm for the computation of the k-hairpin completion distance between x and
w. This algorithmworks as follows:we analyze all the subwords ofw, in increasing order of their length; during this process,
we identify all the subwords w[i..j] of w that can be obtained by k-hairpin completion from x, we compute the k-hairpin
completion distance between x and such a subword, and save it asM[i][j].
In order to decide if w[i..j] can be obtained by k-hairpin completion from x we simply have to check if w[i..j] = x, or if
one of the following two conditions hold: there exists an index s such that w[i..s] ∈ x(→k)∗ and w[i..j] ∈ w[i..s] →k, or
there exists an index t such thatw[t..j] ∈ x(→k)∗ andw[i..j] ∈ w[t..j] →k.
Further, if w[i..j] ∈ x(→k)∗, we need to compute the distance between x and w[i..j], namely M[i][j]. If x = w[i..j]
then, clearly, we set M[i][j] = 0. Otherwise, we search for an index s such that w[i..s] ∈ x(→k)∗, w[i..j] ∈ w[i..s] →k,
and the distance between x and w[i..s] is less than the distance between x and any other proper prefix of w[i..j] that can
be transformed by (one-step) hairpin completion into w[i..j]; also, we search for an index t such that w[t..j] ∈ x(→k)∗,
w[i..j] ∈ w[t..j] →k, and the distance between x andw[t..j] is less than the distance between x and any other proper suffix
ofw[i..j] that can be transformed by (one-step) hairpin completion intow[i..j]. Once the indices s and t are computedwe set
M[i][j] = min(M[i][s],M[t][j])+ 1. Note that the dynamic programming strategy ensures the fact that when we compute
M[i][j] the valuesM[i][s] andM[t][j], needed in the above formula, were already correctly computed.
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To implement the above strategy efficiently we can proceed in the following manner, inspired by the solution of
Problem 1.
• Initially, we haveM[i][j] = +∞, for all i, j ∈ {1, . . . , n}.
• First, we construct the min-segment trees TM[i][·] and TM[·][j], for all i, j ∈ {1, . . . , n}.
• Then we setM[i][j] = 0 for all i and j such thatw[i..j] = x, and update the min-segment trees accordingly.
• For all the other pairs of indices i and j, 1 ≤ i ≤ j ≤ n, taken in increasing order with respect to |j − i + 1|, we
proceed as follows: we compute u = QueryM[i][·](j − P[i][j] + k) and v = QueryM[·][j](n − (i + P[i][j] − k) + 1), we set
M[i][j] = min(u, v)+ 1 and update TM[i][·] and TM[·][j], accordingly.
Since the pairs of indices i and j are considered in the above computation in increasing order with respect to
|j − i + 1|, when we try to compute M[i][j] we have M[i][j′] = +∞, for all j ≤ j′, and M[i′][j] = +∞, for all
i′ ≤ i. Thus QueryM[i][·](j − P[i][j] + k) returns the minimum value M[i][s], for s ∈ {j − P[i][j] + k, . . . , j − 1}, and
QueryM[·][j](n − (i + P[i][j] − k) + 1) returns the minimum value M[t][j], for t ∈ {i + 1, . . . , i + P[i][j] − k}; also,
since s ∈ {j − P[i][j] + k, . . . , j − 1} we have w[i..j] ∈ w[i..s] →k, and since t ∈ {i + 1, . . . , i + P[i][j] − k} we have
w[i..j] ∈ w[t..j] →k.
• Clearly, ifM[i][j] = +∞, after all the pairs i and j were analyzed as explained above, then w[i..j] /∈ x(→k)∗; otherwise,
we haveM[i][j] = HCDk(x, w[i..j]).
As we have explained in Section 3.1, computing each of the elementsM[i][j] takes, in the above implementation, O(log2 n)
time.
The algorithm computing the k-hairpin completion distance between x andw can now be stated.
Algorithm 6.
function HCD(x, w, k) (return value: a natural number or+∞)
begin
1. if x = w then return 0;
2. if (min(|x|, |w|) < 2k+ 1)) or (|x| = |w| and x ≠ w) then return+∞
3. if |x| > |w| then interchange xwithw; set n = |w|; (now we have |x| < |w| = n)
4. allocate memory for the n× nmatricesM and P;
5. set M[i][j] = +∞ for all i, j ∈ {1, . . . , n};
6. construct the min-segment trees forM[i][·] andM[·][i], for 1 ≤ i ≤ n;
7. locate all the occurrences of x inw;
ifw[i..j] = x then setM[i][j] = 0, UpdateM[i][·](j, 0), UpdateM[·][j](n− i+ 1, 0);
8. Compute_matrix(P, w);
9. for l = |x| + 1 to n
10. for i = 1 to n− l+ 1
11. set j = i+ l− 1;
12. set u =QueryM[i][·](j− P[i][j] + k);
13. set v =QueryM[·][j](n− (i+ P[i][j] − k)+ 1);
14. setM[i][j] = min(u, v)+ 1;
15. UpdateM[i][·](j,M[i][j]);
16. UpdateM[·][j](n− i+ 1,M[i][j]);
17. endfor;
18. endfor;
19. returnM[1][n];
end.
The soundness of this algorithm is immediate according to the remarkswe alreadymade. To compute its time complexity, let
w denote the longest input word, let n be its length, and let x be the shortest input word (as in step 3 of the above algorithm).
First, remark that the execution of steps 1–3 takes O(n) running time, while steps 4 and 5 run in O(n2) time. Step 6 runs,
also, in quadratic time. Indeed, it basically consists in building one min-segment tree for each of the rows of the matrix
M , and one min-segment tree for each of the columns of the matrix M; that is 2n min-segment trees, each of them for an
array with n elements, and, as we have seen in the Section 3.1, this takesO(n2) time. Step 7may require at mostO(n log2 n)
running time. Locating all the occurrences of x in w takes linear time (using the Knuth–Morris–Pratt algorithm, [13]), and
for each of these occurrences (there are at most n− |x| of them) we have to update 2 of the min-segment trees constructed
at step 6, which takesO(log2 n) time per update. Finally, as we have already explained, steps 11–16 takeO(log2 n) time, and
they are executedO(n2) times. This means that steps 9–18 are completed inO(n2 log2 n) time. Concluding, the overall time
complexity of the algorithm isO(n2 log2 n). The data structures that we use are thematricesM and P , which are memorized
in O(n2) space, and the 2n min-segment trees constructed for the rows and the columns of the matrix M . But these min-
segment trees have 2n− 1 nodes each, thus the space needed to store them is O(n2). In conclusion the total space used by
this algorithm is O(n2).
4172 F. Manea / Theoretical Computer Science 411 (2010) 4162–4178
We proved the following theorem:
Theorem 1. Given two words, x and w, and an integer k, the function HCD(x, w, k) computes (as described in Algorithm 6)
the k-hairpin completion distance between x and w (namely HCDk(x, w)) in time O(max(|x|, |w|)2 log2(max(|x|, |w|))), using
O(max(|x|, |w|)2) space.
5. Computing common hairpin completion ancestors
5.1. Computing a minimum-distance common k-hairpin completion ancestor
In the following we approach another problem related to k-hairpin completion distance. Namely, we are interested in
computing, for two input words x and w, a minimum-distance common hairpin completion ancestor. The strategy that we
use is rather straightforward, although its efficient implementation requires a more detailed analysis. Basically, we seek the
subwords of x, from which we can obtain x by iterated hairpin completion, then we seek the subwords of w from which
we can obtain w by iterated hairpin completion, and see if there exists a common subword from which both words can be
obtained; if more than one such subword exist, then we return the one that minimizes the sum of the distances to x andw.
Let |x| = n and |w| = m. We define a n× nmatrixMx, withMx[i][j] = HCDk(x[i..j], x). The computation of the elements
ofMx follows the following basic guidelines:
• InitiallyMx[i][j]= +∞, for all i, j ∈ {1, . . . , n}with (i, j) ≠ (1, n). Also,Mx[1][n] = 0.• If, while running the algorithm that computes thematrixMx, we setMx[i][j] = t , for 1 ≤ i ≤ j ≤ n, and a natural number
t ≠ +∞, then HCDk(x[i..j], x) = t . Once we setMx[i][j] to a value t ≠ +∞we will never change it.
Similarly to the definition of the matrixMx for the word x, we define am×mmatrixMw for the wordw.
Also, denote by Px and Pw the matrices obtained by executing the procedures Compute_matrix(Px, x) and, respectively,
Compute_matrix(Pw, w).
Assume now that we were able to compute the matrixMx. We can identify easily the k-hairpin completion ancestors of
x: we search the subwords x[i..j], with 1 ≤ i ≤ j ≤ n, that verify the conditionMx[i][j] ≠ +∞, i.e., HCDk(x[i..j], x) ≠ +∞.
Similarly, we can identify the k-hairpin completion ancestors of w, using the matrix Mw defined as above for the word w.
Once we identify the ancestors of the two words, we are able to identify the common ancestors; since the matricesMx and
Mw store the distance between an ancestor of x and x, respectively an ancestor of w and w, we will be able to identify the
minimum-distance ancestors, as well.
In the following, we explain howwe can compute efficiently thematricesMx andMw , and howwe can identify efficiently
the minimum-distance common ancestors of the two words.
Again, we propose a dynamic programming algorithm for the computation of the elements of thematrixMx, for the input
word x. Of course, the same algorithm can be applied to compute Mw for the word w. The main idea is to analyze all the
subwords of x in decreasing order of their length and identify the subwords x[i..j] of x such that x ∈ x[i..j](→k)∗; once such
a subword is found, we also compute the distance HCDk(x[i..j], x), and store it inMx[i][j].
To decide if x can be obtained by iterated k-hairpin completion from x[i..j], for a pair (i, j) ≠ (1, n), we verify if one of
the following two conditions hold:
• There exists an index s, with n ≥ s > j, such that x ∈ x[i..s](→k)∗ and x[i..s] ∈ x[i..j] →k. More precisely, we seek for an
index s such that s− Px[i][s] + k ≤ j andMx[i][s] ≠ +∞.• There exists an index t , with 1 ≤ t < i, such that x ∈ x[t..j](→k)∗ and x[t..j] ∈ x[i..j] →k. More precisely, we seek for
an index t such that t + Px[t][j] − k ≥ i andMx[t][j] ≠ +∞.
Then, if x can be obtained by iterated k-hairpin completion from x[i..j], we computeMx[i][j] = HCD(x[i..j], x) as follows:
• We search for an index s, with j < s ≤ n, such that x ∈ x[i..s](→k)∗, x[i..s] ∈ x[i..j] →k and the distance HCDk(x[i..s], x)
is less than the distance HCDk(x[i..s′], x) =Mx[i][s′], for any other string x[i..s′] ∈ x[i..j] →k, with n ≥ s′ > j.• We search for an index t , with 1 ≤ t < i, such that x ∈ x[t..j](→k)∗, x[t..j] ∈ x[i..j] →k and the distance HCDk(x[t..j], x)
is less than the distance HCDk(x[t ′..j], x) =Mx[t ′][j], for any other string x[t ′..j] ∈ x[i..j] →k, with 1 ≤ t ′ < i.• Once the indices s and t are found, we setMx[i][j] =min(Mx[i][s],Mx[t][j])+ 1.
Since our strategy is based on dynamic programming, and we analyze the subwords of x in decreasing order of their
length, it is clear that when we analyze x[i..j], and try to compute Mx[i][j], we have already computed Mx[i′][j′], for all
i′ ≤ i ≤ j ≤ j′ with j′ − i′ > j − i. Therefore the routines described above work correctly. However, in order to implement
them efficiently we need some additional data structures.
For each index iwe initialize and maintain two arrays Ri and Li, each containing n natural numbers, such that they verify
the following properties:
• Initially, we have Ln[1+ P[1][n]] = 0, R1[n− P[1][n]] = 0, while all the other elements of these arrays are set to+∞.• When the algorithm reached the point whereMx[i][j] is computed, we have:
For every index e such that 1 ≤ e ≤ n, Ri[e] = c , with c ∈ IN ∪ {+∞}, if and only if there exists an index s, with
i + 1 ≤ s ≤ n, such that Mx[i][s] = c , s − Px[i][s] = e, and Mx[i][s] ≤ Mx[i][s′], for all i + 1 ≤ s′ ≤ n that verifies
s′ − Px[i][s′] = e.
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• When the algorithm reached the point whereMx[i][j] is computed, we have:
For every index e such that 1 ≤ e ≤ n, Lj[e] = c , with c ∈ IN ∪ {+∞}, if and only if there exists an index t , with
j − 1 ≥ s ≥ 1, such that Mx[t][j] = c , t + Px[t][j] = e, and Mx[t][j] ≤ Mx[t ′][j], for all j − 1 ≥ t ′ ≥ 1 that verifies
t ′ + Px[t ′][j] = e.
As a consequence of the above, wewill always have Ri[s] = +∞, for all s ∈ {1, . . . , i}, and Lj[t] = +∞, for all t ∈ {j, . . . , n}.
It is not hard to see that the space needed to store the arrays Li and Ri, for all i ∈ {1, . . . , n}, is O(n2).
In the computation ofMx we use again the min-segment tree data structure. The details are defined in the following:
• When the arrays Ri and Lj are initialized, we also construct the min-segment trees TRi and TLj , for all i, j ∈ {1, . . . , n}. By
Ri we denote the array obtained by reversing Ri (i.e., Ri[x] = Ri[n− x+ 1]).• We setMx[1][n] = 0.• We consider the pairs (i, j), different from (1, n), in decreasing order with respect to j− i+ 1, and computeMx[i][j] for
each of them. We set u = QueryRi(n− (j− k)+ 1), v = QueryLj(i+ k), andMx[i][j] = min(u, v)+ 1.
Note that QueryRi(n − (j − k) + 1) returns the minimum value Ri[x], for x ≤ j − k. More precisely, this query returns
the minimum value Mx[i][s], for some index s, n ≥ s > j, such that s − P[i][s] ≤ j − k; since s > j, and, consequently,
s − i + 1 > j − i + 1, it follows that the pair (i, s) was already considered and the valueM[i][s] was already computed
whenwe consider the pair (i, j). Similarly, QueryLj(i+k) returns theminimum valueMx[t][j], for some index t , 1 ≤ t < i,
such that t + P[t][j] ≥ i+ k.
• Clearly, ifMx[i][j] = +∞, then x /∈ x[i..j](→k)∗; otherwise, according to the above remarks,Mx[i][j] = HCDk(x[i..j], x). If
Mx[i][j] ≠ +∞we update the arrays Ri and Lj by setting Ri[j−P[i][j]] = min(Ri[j−P[i][j]],Mx[i][j]) and Lj[i+P[i][j]] =
min(Lj[i+ P[i][j]],Mx[i][j]); then, we update the min-segment trees TRi and TLj accordingly.
The time needed to compute the elementsMx[i][j] is, in this implementation, O(log2 n) time, for each i, j ∈ {1, . . . , n}.
In conclusion, an algorithm computing the matrixMx, for a word x of length n, is the following:
Algorithm 7.
function Compute_ancestors(x, k) (return value: a |x| × |x|matrix)
begin
1. set n = |x|;
2. allocate memory for the n× nmatricesMx and Px;
3. set M[i][j] = +∞ for all i, j ∈ {1, . . . , n};
4. set M[1][n] = 0;
5. Compute_matrix(Px, x);
6. allocate memory for the arrays Li and Ri with n positions each, for 1 ≤ i ≤ n;
7. set Li[e] = Ri[e] = +∞, for i, e ∈ {1, . . . , n};
8. set Ln[1+ P[1][n]] = 0, R1[n− P[1][n]] = 0, set all the other elements of the arrays to+∞;
9. construct the min-segment trees TRi and TLi , for 1 ≤ i ≤ n;
10. for l = n− 1 downto 1
11. for i = 1 to n− l+ 1
12. set j = i+ l− 1;
13. set u =QueryRi(n− (j− k)+ 1)
14. set v =QueryLj(i+ k);
15. setMx[i][j] = min(u, v)+ 1;
16. ifMx[i][j]<Ri[j− P[i][j]) then UpdateRi(n−(j−P[i][j])+1,Mx[i][j]);
17. ifMx[i][j] < Li[i+ P[i][j]) then UpdateLj(i+ P[i][j],Mx[i][j]);
18. endfor;
19. endfor;
20. returnMx;
end.
The soundness of this algorithm is immediate from the remarks wemade prior to the code of the Algorithm. To compute its
time complexity, let n = |x|. Note that steps 1–8 run in quadratic time. Also, step 9 runs in quadratic time. Indeed, it basically
consists in building one min-segment tree for each of the rows of the arrays Ri, and one min-segment tree for each of the
arrays Li, for all i ∈ {1, . . . , n}; consequently, in this step, 2nmin-segment trees are built, each of them for an array with n
elements. By the considerations made in Section 3.1, this takesO(n2) time. Steps 13 and 14 run inO(log2 n) time, since they
consist in executing queries on previously constructedmin-segment trees. Steps 12 and 15 can be executed in constant time,
while steps 16 and 17 require at most O(log2 n) running time, because in these steps we execute, if necessary, updates on
the previously constructed min-segment trees. The steps 12–17 are executed forO(n2) times, thus steps 9–18 are executed
in O(n2 log2 n) time. Concluding, the overall time complexity of the algorithm is O(n2 log2 n). The data structures that we
use are the matrices Mx and Px, which are memorized in O(n2) space, and the 2n min-segment trees constructed for the
arrays Li and Ri, for all i ∈ {1, . . . , n}. As we have explained in the former section, each of these min-segment tree has 2n−1
nodes, thus the space needed to store them is, once again, O(n2).
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In conclusion, the function Compute_ancestors(x, k) computes the matrixMx in O(n2 log2 n) time and quadratic space.
Now, we can solve the problem of computing a minimum-distance common hairpin completion ancestor, for two words
x andw.
The algorithm, implemented as the function Compute_MCHA(x, w, k), is straightforward: for each of the words x and
w we compute Mx and Mw , and then we execute Compute_MDCA(x, w,Mx,Mw). If we recall the motivation of Problem 2,
we can consider that Mx (and respectively Mw) encodes the function that gives the hairpin completion distance between
the subwords of x and x (respectively, the subwords of w and w). So, it is not hard to see that the word returned by
Compute_MDCA(x, w,Mx,Mw) is a minimum-distance common k-hairpin completion ancestor of x and w. Formally, if a
word y is returned by Compute_MDCA(x, w,Mx,Mw) then there exist the pairs (i, j) and (i′, j′) such that y = x[i..j] = w[i′..j′],
Mx[i][j] + Mw[i′][j′] ≠ +∞, and Mx[i][j] + Mw[i′][j′] ≤ Mx[i1][ji] + Mw[i′1][j′1], for any other pairs (i1, j1) and (i′1, j′1);
therefore such a word y is a common hairpin completion ancestor of x and w, having the sum of the hairpin completion
distances to these two words minimal compared to their other ancestors. Thus it is a valid return value for the function
Compute_MCHAk(x, w).
Algorithm 8.
function Compute_MCHA(x, w, k) (return value: a word)
begin
1. if |x| > |w| then interchange x andw;
2. allocate memory for the |x| × |x|matrixMx;
3. allocate memory for the |w| × |w|matrixMw;
4.Mx = Compute_ancestors(x, k);
5.Mw = Compute_ancestors(w, k);
6. return Compute_MDCA(x, w,Mx,Mw);
end.
Let n be the length of the longest of the two input words. The time complexity of this algorithm is O(n2 log2 n), since steps
1, 2, 3 and 6 are completed in quadratic time, while steps 4 and 5 are the most time consuming, requiring O(|x|2 log2 |x|)
time, and, respectively O(|w|2 log2 |w|) time; the algorithm uses quadratic space. Thus, we have proved that:
Theorem 2. Given two words x and w, and an integer k, the function Compute_MCHA(x, w, k) computes (as described in
Algorithm 8) a minimum-distance common k-hairpin completion ancestor of the words x and w in time O(max(|x|, |w|)2
log2(max(|x|, |w|))), using O(max(|x|, |w|)2) space.
By Remark 1, it follows that the above algorithm can be applied to obtain all the minimum-distance common hairpin
completion ancestors of two words x and w. By the same Remark, we obtain that if we want to effectively construct these
words the overall running time of the algorithm is upper bounded by O(T2(x, w) + max(|x|, |w|)2 log2(max(|x|, |w|))),
where T2(x, w) is the sum of the lengths of all the minimum-distance common hairpin ancestors of x and w; clearly
T2(x, w) ≤ min(|x|, |w|)3. However, if we are interested only in finding all the indices (i, j), 1 ≤ i ≤ j ≤ |x|, such that
x[i..j] is a minimum-distance common hairpin completion ancestors of x andw, the running time of the algorithm remains
O(max(|x|, |w|)2 log2(max(|x|, |w|))).
5.2. Computing a common hairpin completion ancestor
The results in the previous section can be easily particularized to get an algorithm computing a common k-hairpin
ancestor of two words x andw.
This time, we define a |x| × |x| matrix Mx such that Mx[i][j] = 0 if x ∈ x[i..j](→k)∗, and Mx[i][j] = +∞ otherwise.
Similarly to the definition of the matrix Mx for the word x, we define a |w| × |w| matrix Mw for the word w. Intuitively,
the elements ofMx andMw which are equal to 0 are associated with the subwords of x andw from which we can obtain by
hairpin completion x and w, respectively; the main difference from the previous section is that now we are not interested
in storing in these matrices the hairpin completion distance between the subwords and the two input words.
As before, denote by Px and Pw the matrices obtained by executing the procedure Compute_matrix(Px, x), respectively
Compute_matrix(Pw, w).
The ideas used to compute the matricesMx andMw are quite similar to those presented in the previous section: initially
we set all the values stored in thesematrices to+∞ and, then, we use a dynamic programming strategy to find the elements
which should be set to 0 – or, all the subwords of x (respectively w) from which we can obtain by hairpin completion
x (respectively w). We analyze all the subwords of x, in decreasing order of their length, to see if we can obtain x from
them by iterated hairpin completion. To decide if x can be obtained by iterated k-hairpin completion from x[i..j], for a pair
(i, j) ≠ (1, n), we verify if one of the following two conditions holds:
• There exists an index s, with n ≥ s > j, such that x ∈ x[i..s](→k)∗ and x[i..s] ∈ x[i..j] →k. More precisely, we seek for
an index s such that s− Px[i][s] + k ≤ j andMx[i][s] ≠ +∞. Finally, an index swith these properties exists if and only if
the minimum value r[i] that verifies r[i] = s′ − Px[i][s′], for some index s′ with s′ > j and x ∈ x[i..s′](→k)∗, also verifies
r[i] < j.
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• There exists an index t , with 1 ≤ s < i, such that x ∈ x[t..j](→k)∗ and x[t..j] ∈ x[i..j] →k. More precisely, we seek for
an index t such that t + Px[i][s] − k ≥ i andMx[t][j] ≠ +∞. Finally, an index t with these properties exists if and only
if the maximum value l[j] that can be obtained as l[j] = t ′ + Px[t ′][j] for some index t ′ with t ′ < i and x ∈ x[t ′..j](→k)∗,
also verifies l[j] > i.
Since we analyze the subwords of x in decreasing order of their length, it is clear that when we try to compute Mx[i][j] we
have already computedMx[i′][j′], for all i′ ≤ i ≤ j ≤ j′.
The values r[i] and l[j], for all i, j ∈ {1, . . . , n} will be stored in 2 arrays with n positions, and they will be updated, if
necessary, every time we discover a new subword x[i..j], from which x can be obtained by hairpin completion. This update
is done in the followingmanner: if j−Px[i][j] < r[i]we set r[i] = j−Px[i][j], and if i+Px[i][j] > l[i]we set l[i] = i+Px[i][j].
According to the above, we can compute the matrixMx using the following algorithm:
Algorithm 9.
function Compute_ancestors2(x, k) (return value: a matrix)
begin
1. set n = |x|;
2. allocate memory for the n× nmatricesMx and Px;
3. set M[i][j] = +∞ for all i, j ∈ {1, . . . , n};
4. set M[1][n] = 0;
5. Compute_matrix(Px, x);
6. allocate memory for the arrays r and lwith n positions each, for 1 ≤ i ≤ n ;
7. set l[e] = r[e] = +∞, for e ∈ {1, . . . , n};
8. set r[1] = n− Px[1][n] and l[n] = 1+ Px[1][n];
9. for l = n− 1 downto 1
10. for i = 1 to n− l+ 1
11. set j = i+ l− 1;
12. if r[i] ≤ j− k thenMx[i][j] = 0 (we have x[i..j] ∈ x[i..r[i] + k] →k);
13. if l[i] ≥ i+ k thenMx[i][j] = 0 (we have x[i..j] ∈ x[l[j] − k..j] →k);
14. if j− Px[i][j] < r[i] then r[i] = j− Px[i][j];
15. if i+ Px[i][j] > l[i] then l[i] = i+ Px[i][j];
16. endfor;
17. endfor;
18. returnMx;
end.
The soundness of this algorithm follows from the remarks we already made. Also, its complexity is clearly O(n2). The main
simplification comparing with the algorithm in the previous section is that here, when computingMx[i][j], we simply check
if a subword x[i..j] can be completed to obtain x, instead of computing theminimumnumber of hairpin completion steps that
should be applied on x[i..j] to obtain x. As a consequence, we do not need to store and update min-segment trees anymore,
and this lowers the time complexity of the algorithm with a O(log2 n) factor.
To solve the problem of computing a k-hairpin completion ancestor for two words x andw we proceed exactly as we did
in the previous section, using this time the Compute_ancestors2 function instead of Compute_ancestors.
Algorithm 10.
function Compute_CHA(x, w, k) (return value: a word)
begin
1. if |x| > |w| then interchange x andw;
2. allocate memory for the |x| × |x|matrixMx;
3. allocate memory for the |w| × |w|matrixMw;
4.Mx = Compute_ancestors2(x, k);
5.Mw = Compute_ancestors2(w, k);
6. return Compute_MDCA(x, w,Mx,Mw);
end.
The correctness of the algorithm is a consequence of the fact that the function Compute_MDCA(x, w,Mx,Mw) returns the
label of a path from the root to a node N , with sw(N) = 0, in the Min-trie constructed during the execution of the function
Compute_MDCA(x, w,Mx,Mw). Clearly, this label is a subword x[i..j] of x, such that Mx[i][j] = 0, for which there exists i′
and j′ such that w[i′..j′] = x[i..j] and Mw[i′..j′] = 0. That is a subword of x from which we can obtain by iterated k-hairpin
completion both x andw, i.e., a k-hairpin completion ancestor of x andw. It is immediate that the algorithm uses quadratic
time and space.
Thus, we have proved that:
Theorem 3. Given two words x and w, and an integer k, the function Compute_CHA(x, w, k) computes (as described in
Algorithm 10) a common k-hairpin completion ancestor of the words x andw in O(max(|x|, |w|)2) time and space.
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This theorem improves the cubic time upper bounds shown in [15] for computing a common hairpin completion ancestor
of two words.
As in the former section, from Remark 1 it follows that the above algorithm can be adapted to obtain all the indices (i, j),
1 ≤ i ≤ j ≤ |x|, such that x[i..j] is a common hairpin completion ancestors of x andw, in O(max(|x|, |w|)2) time and space.
Constructing, effectively, these words would require, in the worst case, O(max(|x|, |w|)2 + T3(x, w)) time, where T3(x, w)
is the sum of the lengths of the common ancestors of x and w. Clearly T3(x, w) ≤ min(|x|, |w|)3, and we can show that the
inequality is, in this case, tight. Consider, for example, the case when x, w ∈ {a, b}∗, a¯ = b, x = w = anbn, and n ≥ k; it is
clear that any word y = ambl, with k ≤ m, l ≤ n, is a common ancestor of x and w. Writing all these words would require
Ω(|x|3) time.
6. Further results
In [15] another concept, that seems interesting to us, was considered: the hairpin primitive root of a word. First of all, a
word is said to be k-hairpin primitive if it cannot be obtained from any of its proper subwords word by k-hairpin completion.
Given a word x ∈ V ∗ and a positive integer k, the word y is said to be the k-hairpin primitive root of x if the following two
conditions are satisfied: x ∈ y(→k)∗ and y /∈ z(→k), for all the proper subwords z of y. In other words, x can be obtained
from y by iterated k-hairpin completion (i.e., y is an ancestor of x) and y is k-hairpin primitive. A common k-hairpin primitive
root of two words x andw is a word y such that y is a k-hairpin primitive root for any of both the two words.
ThematricesMx (defined in Section 5.2 and computed by the function Compute_ancestors2(x, k)) and Px (described in the
Section 4) can be easily used to determine all the k-hairpin primitive roots of a word x. More precisely, x[i..j] is a k-hairpin
primitive root of x if and only ifMx[i][j] = 0 and P[i][j] ≤ k. Using this relation one can find, in quadratic time and space, all
the pairs (i, j) such that x[i..j] is a k-hairpin primitive root of x. However, an upper bound for the effective construction of all
the k-hairpin primitive roots of a word xwould beO(T4(x)+ |x|2), where T4(x) is the sum of the lengths of all the k-hairpin
primitive roots of a word x. Clearly, T4(x) ≤ |x|3.
Using methods similar to the ones presented in the Section 5.2 we can identify a common k-hairpin primitive root of
two given words x and w. First we compute the |x| × |x|matrix Ax (and, respectively, the |w| × |w|matrix Aw) defined by
Ax[i][j] = 0 if x[i..j] is a k-hairpin primitive root of x, and Ax[i][j] = +∞ otherwise (respectively, Aw[i][j] = 0 if w[i..j] is a
k-hairpin primitive root ofw, and Aw[i][j] = +∞ otherwise). Then, a common k-hairpin primitive root of these words is the
word returned by Compute_MDCA(x, w, Ax, Aw). The whole computation requires O(max(|x|, |w|)2) time. From Remark 1
it follows that one can also find in timeO(max(|x|, |w|)2) all the pairs (i, j) such that x[i..j] is a common k-hairpin primitive
root of x and w. The same Remark provides an upper bound for the time needed to effectively construct all the common
k-hairpin primitive roots of two words x and w; this bound is O(T5(x, w)+max(|x|, |w|)2), given that T5(x, w) is the sum
of the lengths of all the common k-hairpin primitive roots of x andw. It is immediate that T5(x, w) ≤ min(|x|, |w|)3.
A rough approximation would lead to the conclusion that an upper bound for the effective construction all the k-hairpin
primitive roots of aword x isO(|x|3), while an upper bound for the effective construction all the common k-hairpin primitive
roots of two words x andw isO(min(|x|, |w|)max(|x|, |w|)2). However we conjecture that these time bounds are not tight,
and leave it as an open problem to find tight approximations for T4(x), the sum of the lengths of all the k-hairpin primitive
roots of a word x, and for T5(x, w), the sum of the lengths of all the common k-hairpin primitive roots of x andw.
As we announced in the Introduction, one can also consider the problem of finding a maximum-distance common k-
hairpin completion ancestor of two words x and w. Clearly the problem can be solved in exactly the same way as in the
case of finding a minimum-distance common k-hairpin completion ancestor of the two words. Thus, given two words x and
w, and an integer k, one can compute a maximum-distance common k-hairpin completion ancestor of the words x and w
in time O(max(|x|, |w|)2 log2(max(|x|, |w|))), using O(max(|x|, |w|)2) space. By Remark 1, we can effectively construct all
the maximum-distance common ancestors of two words x andw in timeO(T6(x, w)+max(|x|, |w|)2 log2(max(|x|, |w|))),
where T6(x, w) is the sum of the lengths of all the maximum-distance common k-hairpin ancestors of x and w; clearly
T6(x, w) ≤ min(|x|, |w|)3. As in the former case, finding only the indices (i, j), 1 ≤ i ≤ j ≤ |x|, such that x[i..j] is a
maximum-distance common hairpin completion ancestors of x and w, require only O(max(|x|, |w|)2 log2(max(|x|, |w|)))
time.
It seems interesting to us the fact that a maximum-distance common k-hairpin completion ancestor of two words x and
w is also a common k-hairpin primitive root of the two words, while the reversal does not necessary hold. Indeed, for the
first implication, assume, for the sake of contradiction, that y is a maximum-distance k-hairpin completion ancestor of x and
w, and there exists a proper subword z of y such that y ∈ z →k. It follows immediately that z is a common ancestor of x and
w, and HCDk(x, z)+ HCDk(w, z) > HCDk(x, y)+ HCDk(w, y), a contradiction. Therefore, a maximum-distance common k-
hairpin completion ancestor of twowords x andw is also a common k-hairpin primitive root of the twowords. To see that not
all common primitive roots of two words x andw are maximum-distance ancestors of these words, consider the case when
x, w ∈ {a, b}∗, a¯ = b, x = w = anbn, and n > k+ 1; it is clear that the words y = anbk and ak+1bk+1 are common primitive
roots of x and w. However, HCDk(w, anbk) = HCDk(x, anbk) = 1, while HCDk(w, ak+1bk+1) = HCDk(x, ak+1bk+1) > 1, and,
consequently, anbk cannot be a maximum-distance common ancestor of x andw.
This last remark shows that T6(x, w) ≤ T5(x, w). Thereforewe conjecture that the rough approximation thatweproposed
previously, namely to approximate T6(x, w) with O(min(|x|, |w|)3) is not tight, and leave as another open problem the
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task of finding a tight approximation for T6(x, w), the sum of the lengths of all the maximum-distance common k-hairpin
ancestors of two words x andw.
We can briefly summarize the results presented in this section in the following theorem:
Theorem 4. 1. Given aword x and an integer k one can compute a k-hairpin primitive root of this word inO(|x|2) time and space.
Moreover, all the common k-hairpin primitive roots of the word x can be identified in O(|x|2) time and space.
2. Given two words x and w, and an integer k, one can compute a common k-hairpin primitive root of these words in
O(max(|x|, |w|)2) time and space. Moreover, all the common k-hairpin primitive roots of the words x andw can be identified in
O(max(|x|, |w|)2) time and space.
3. Given two words x and w, and an integer k, one can compute a maximum-distance common k-hairpin completion ancestor of
these words in O(max(|x|, |w|)2 log2(max(|x|, |w|))) time and quadratic space. Moreover, all the maximum-distance common
k-hairpin completion ancestors of the words x andw can be identified in O(max(|x|, |w|)2) time and space.
7. Conclusions
In this paper we proposed several algorithms solving efficiently a series of problems related to the iterated hairpin
completion.More precisely,we showedhow the hairpin completion distance between twowords can be computed, and how
a minimum-distance common ancestor, with respect to the hairpin completion operation, of two words can be obtained;
from the last result we derived an algorithm computing a hairpin ancestor of two words. Further, we showed how the
algorithms computing aminimum-distance commonancestor and an arbitrary commonancestor can bemodified in order to
obtain all theminimum-distance common ancestors and, respectively, a common ancestor, without altering the overall time
complexity. Finally, we briefly exhibited how the problems of computing a k-hairpin primitive root of a word, a common
primitive root of two words and a maximum-distance common hairpin completion ancestor of two words can be solved
using the same techniques.
The algorithms we proposed are somehow similar, all being based on a dynamic programming strategy; moreover, the
algorithm computing the distance and the algorithm computing theminimum-distance ancestor both use themin-segment
trees data-structure. However, in order to be able to compute aminimum-distance common ancestor, as well as an arbitrary
ancestor, we defined and used in our solutions a more general problem (Problem 3.2) which we solved efficiently using a
trie-like data structure. We stress that the usage of the already mentioned data structures essentially improves the time
complexity bounds known before for solving all the three problems.
It remains as an open question if these problems can be solved even faster. We expect that using the same dynamic
programming ideas on which our algorithms are based and maybe other, more efficient, data structures, one can possibly
improve the upper bounds we have shown by at most a log2 n factor; we conjecture that lowering the complexity even
morewill require a completely new approach. In this respect, we recall that deciding if a word can be obtained from another
word by iterated hairpin completion also requires quadratic time [14], and the algorithm used in that case is also based on
a dynamic programming strategy.
Another open problem is to (efficiently) find, given two words x and w, a hairpin completion common successor, i.e., a
word in x(→k)∗∩w(→k)∗. If a solution to this problem is obtained, we can, of course, ask for aminimum-distance common
successor of two words. Note, however, that the existence of a hairpin completion common successor for two words is not
even known to be a decidable problem.
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