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I IITRODUÇÃO 
O tipo de problema considerado neste trabalho sob a 
denominação de "Hétodos Nii!o-Paramétricos para a Análise de 
Curvas de Resposta", envolve conjunt.os de unidades experimentais 
(individuas, animais, etc.) classif'icados em dif'erenles gr-upos 
experimentais ou tratamentos Ct.ipo de medicamento, raça. tipo de 
dieta, etc,). Cada unidade experimental será medida várias vezes 
quanto à variável em e-studo ao longo do t.empo, e ao conjunt-o 
destas mediç~es denominaremos curva de resposta. 
O principal objetivo deste trabalho é fornecer métodos 
alternativos de análise quando algumaCs) daCs) exigênciaCas) 
vi i i 
Iei~aCs) pelas técnicas paramétricas não forCem) satisieitaCs). 
Segundo CONOVER & I MAN C 1981) "Um problema que os 
estatisticos aplicados têm se confrontado com virtualidade desde 
os primórdios da estatistica paramétrica é quanto ao ajustamento 
de problemas do mundo rêal à estrutura da estatistica normal 
quando mui-los dos dados são. muitas vezes, claramente 
não-norma i s. De tais problemas t.êm emergido dois caminhos ou 
escolas de pensamento: a) transformar os dados na forma que mais 
pareça com a estrutura da distribuição normal. b) usar o 
procedimento de distribuição livre. O primeir·o método pode 
incluir t..ransf'ormaçBes log. raiz quadrada, arcosen.o e assim por 
diant..e. e podem ser sempre t .. olerantes o bastante para incluir 
procedimen~os robus~os que ~endem a dar pesos pequenos aos 
"out.li ers". is-to é, às observaçê:ies que podem con~ribuir 
grandemen-te para a íorma não-normal dos dados. O segundo mé~odo 
inclue um grande corpo de mé'lodos baseados nos post.os dos dados." 
WALTER C1964), cit.ado por SACHS (1982), afirma que "os 
procedimen-tos est.at.ist.icos clássicos s~o usualmente baseados na 
distribuição normal. Na na~ureza, entretanto, a distribuição 
normal n~o ocorre. Por-tanto, a aplicação da ~eoria normal, para 
algumas pessoas dá um sentimento de insatisf'ação. Por essa 
razã:o. o desenvolviment .. o de métodos chamados de dist..ribuição 
ix 
livre ou de di st....r i bui ção independent.e encon"lraram muit.o 
i nt.eresse. Nenhuma pressuposição é f'eita sobre a dist.ribuição 
dos dados . .. 
Os métodos de dist.ribuição livre são também chamados de 
mét.odos não-paramétricas. As pr i nci pais vant.agens do uso de 
métodos não-paramétricas devem-se ao :fat.o de serem menos 
exigent.es e mais eficientes que os paramét.ricos quando os dados 
da população não t.êm distribuição normal. e além disso. são úteis 
nos casos em que é dif'icil estabelecer uma escala de valores 
quantitativos para os dados. existindo ainda, t.estes que nos 
permitem trabalhar com dados de populaç(:.>es distintas. 
Desta maneira, as técnicas não-paramétricas devem ser 
tomadas como alt.ernat.ivas aos procediment.os paramét.ricos. nas 
situaç~es em que estes não :forem os mais recomendados. 
Est.e Lrabalho consist.e de um levantamento bibliográlico 
de diversos ar-Ligas. com vários mét.odos para análise 
não-paramétrica de curvas de resposta. dispersos na 11-t.era-t.ura. 
com o intuito de facilit.ar o estudo de est.a-t.ist.icos ou 
pesquisadores que se interessem pela área. 
De acordo com a bibliografia pesquisada f' oi possi vel 
dividir nosso Lrabalho em cinco capitulas. 
O capitulo I t~ata de conceitos fundamentais ~elativos 
à teoria de postos, os quais se~ão de g~ande importância para o 
entendimento do capitulo III. 
o capitulo rr. apresenta quat~o testes de o~dem p~edita 
pa~a a comparação de g~upos de curvas de resposta. A principal 
caracteristica destes testes, é a de que tomam as curvas de 
respost-a originais ou suas 1 ~s ou 2~9 diferenças e as transformam 
em cu~vas de postos ou modelos de sinais. 
No capitulo III. enconl~amos procedimentos que levam em 
conta a distribuição dos dados. através de indicadores de 
simetria e longitude da cauda. para selecionar- a função escore 
ótima. Esta f'unção, deverá ser aplicada aos postos das curvas de 
respost-a originais para que. em seguida, possamos realiza~ os 
test..es de comparação de grupos ou tratamentos. 
No capit.ulo IV apresenLamos uma técnica para 
suavizamenlo não-pa~amét~ico de curvas de resposta. 
utilizada no capitulo V. 
que se:rá 
E no quin.t.o e último capit.ulo. ap~esentamos t.estes de 
aleat.arização. cujas estat.ist..icas fo~necem valo~es aproximados 
dos "P-Values" exales. 
xi 
No ANEXO. enconlrarnos programas criados a partir do 
módulo CM do pacole cienl-if'ico SOC, desenvolvidas para realizar 
os testes dos capitulas III e v. além de listagens de comandos de 
programas utilizados nos exemplos. 
xii 
I. TEORIA DE POSfOS 
1 ~ 1 Introduçgo 
Trat-aremos nest..e capi t.ulo de alguns conceitos 
f'undament.ais necessários para que se possa conhecer as 
propriedades e aplicações da Est.at..istica Linear de Postos. a qual 
será de grande utilidade para a const..rução dos testes 
não-paramétricas desenvolvidos no capit.ulo III. 
1.2 Espaço de Permutações (Definições) 
1 
Definição 1. 2,1 Permutações Dado um número inteiro N 
podemos considerar ~odes os pon'los r "" {r r •. 
,. 2 
r } 
N 
ohl-idos 
redistribuição 
de 
das 
= {i ,2,- ,N} através 
coordenadas, chamamos 
permutação. O conjunto de permutações r ={r,r-,. 
' 2 
" " . 
da 
uma 
" " . 
r } forma um espaço que denotaremos por fR, e o número 
N 
de el ement.os de IR é N! . 
De:finição 1. 2~ 2 Composição de Permutaç5es Sejam v, r 
e s E fR. A permutação v, é uma composição de duas 
outras permutações r e s, que denotamos r os. se v= 
l 
r-Cs,), para 1:S.i:5:.N. 
' 
A composição de permutações não é 
comutativa. ou seja, r-os ~ sor. 
Definição 1~2.3 Permutação Inversa Dizemos que d é 
uma permutação inver-sa de r se dor = rod = e. i st.o é, 
dCr.) = i para 1 S. i ::5 N, 
_, 
por r 
e podemos também denotá-la 
1~3 Distribuição sobre o Espaço de Permutações 
Seja R= (R ,R, ... ,R]' um vetor aleatório com valores 
1 2 N 
em ~. dizemos que R tem distribuição uniforme sobre ~ se: 
2 
P CR = r) _1_ ~ N! 
Teorema 1. 3. 1 Se R= [R,R,. 
' 2 
dis'Lribuido sobre ~. en'Lão: 
D PCR. =kJ ~ J__ 1 
' 
N 
2) PCR=k,R.=hJ 1 1 ~ 
< J NCN 1) 
s 
" 
(1.1) 
, R J • é vni:formemen'Le 
N 
i. k s N (1. 2) 
i;:.!j,~h 
" 
N (1. 3) 
3J PCR=k R=kJ = O i. • j 1 ::<.; i;otj,k ::<.; N (1. 4) 
Prova: 
1J Card {R= [R ,R , ... ,RNJ' 
' 2 
PCR.=k) = 
< 
CN-1J! 
N! 
~ 
_1_ 
N 
R ~k} = CN-1)! 
< 
2) Card {R = [R ,R , ... ,RNl' 
' 2 
R ""k R =h i;::o!j} = CN-2)! , enU!o: i. • j • 
CN-2)! 
N! 
1 1 S i;:o!j,k?!-h :S: N NCN-1J 
3J PCR""k,R.=k) ""PCevent.o impossivelJ 
< J 
= PC0J = O 1 S i~j.k :::::; N 
3 
Teorema 1. 3. 2 Se R é uniformemente dis~ribuido em ~. 
então: 
1) ECR_) N+1 C i. 6) = 
' 
2 
2) V ar( R.) N
2
+1 Cl. 6) = 
' 
12 
3) CovCR .R.) N+1 1 
" 
i>"'j 
" 
N C i. 7) = 
' 
' 
J 12 
Prova: OPAZO (1991). 
1~4 Estatistica Linear de Postos 
Sejam X .X, ...• x uma amostra alea~ória com runção de 
i 2 N 
distribuição F absolutamen~e continua e 
respectivos postos. 
N 
S "" E c.aCR_) 
' ' i.=l-
é chamada esta~istica linear de postos. onde: 
R • R , ...• R 
i 2 N 
seus 
Cl. 8) 
c ~s são constantes, chamadas cons::t.antes de regressão. 
' 
cuja finalidade é identificar o grupo Cou tratamento) ao qual os 
4 
dados perLencem, e 
. a( R_) 
' 
é a íunção escore, avaliada nos postos R 
' 
para 
todo i=1 •... ,N, que será estudada na seção C1.6J. 
A estatistica linear de postos S é utilizada para íazer 
inferância concernente uma seqtiencia de observações 
onde cada observaç~o é obtida, geralmente sob 
diíerent-es condições experimentais e desejamos decidir se estas 
variações causam modiíicações nas dis-tribuições das observaçôes 
individuais. 
A seleção de escores depende da Íorma da distribuição 
adjacente e dos parâmetros~ os quais são sensiveis às variações 
nas condições experimentais; enquanto que, as constantes de 
regressão dependem da relação entre os parâmetros mencionados e 
algumas caracterist-icas numéricas das condições experimentais. 
Para determinar a dis-tribuição adjacente dos dados é 
recomendável f'azer. inicialment-e, uma análise exploratória dos 
dados. Esta análise poderá ser encon~rada na seção C1.6.2). 
1e4.1 Distribuição Assintótica da Esla-tistica Linear de Postos 
5 
Nesta seção determinamos a Iunç~o de distribuição 
assintótica da estatistica linear de postos S. Para tanto. 
daremos as condiçBes necessárias sobre as íunç~es escore e 
constantes de regressão para que a distribuição de S seja 
simétrica e assintótica normal. 
Teorema 1.4.1~1 Se R é uniformemente distribuído sobre 
N 
o espaço de permutaç~es r.R e S = E c.aCR,), então: 
' ' i.= :t 
1) ECS) = N c a 
2) VarCS) = CN-1) 
1 
ondêo: a = 
N 
-
1
- E aCR.) 
N ' L:::::t 
Prova: OPAZO C1991). 
N 
- 2 
a) I:Cc.-
' 
c = 
- 2 
c) 
_1_ 
N 
N 
E c .. 
' L= :t 
Teorema 1.4.1.2 Simetria da Est-at .. istica Linear de 
Postos Seja R uniformemente distribuido sobre [R com: 
aCR.) 
' 
+ aCN-R +1) = k 
' 
ou 
cCi) + cCN-i+1) = k• 
6 
1 :::; i ::S N 
1 -:5. i ::S N 
onde, h. e N_• são cans-Lan-Les, en-Lão a distribuição da 
esta-Listica Sé simétrica em ECS), ou seja: 
V s real. 
Prova: NEGRILLO (1988). 
Para es-Ludar a dist.ribuição da Estat..istica Linear de 
Post..os. são necessárias algumas suposiçêSes, que serão 
apresentadas a seguir. 
1.4.2 Suposições 
SD As constantes de regressão satisf'azem a condição de 
"Noet..her ": 
onde: _1_ c = N 
{ Lim N~OO 
N 
E c .. 
Í. =:i L 
- z } max Cc.-c) ~.~i.SN ' = o N E Cc.- - 2 c) 
i."' :l L 
SZ) Os escores aCR.) são escrit..os na seguint..e f'orma: 
' 
7 
aCR.) = 
' 
U + V'{> 1:5iSN 
onde v;;>!O e u?;O são conslantes arbitrárias. e rp uma funç::ão. enlão, 
dizemos que os escores aCR.) são gerados pela função p. 
' 
S3) Os escores aCR.) satisfazem: 
' 
- ECp CU. ))]
2 
"' 
o 
onde u,i.} denota a i--ésima est..ati:stica de ordem de uma amostra de 
tamanho N proveniente de uma distribuição Unilorme em (0,1). 
1~4.3 Normalidade Assintótica da Estatística Linear de Postos 
Nesta seção estudaremos a dis:t..ribuição assint..ót....ica da 
estatist..ica linear de postos. definida em (1.8). 
Seja uma amostra aleatória de uma 
dist-ribuição arbitrária possivelmente discreta. Ent-ão. o 
conjunt..o de estatísticas: de ordem X decomp~e-se em e grupos de (\.> 
valores empatados 
X = 
«> 
= X 
(T > 
i 
{ X = 
<T +.t> 
i 
= X 
8 
(T +T } 
i 2 
< < 
X = 
<T +T +. . +T +:U 
.1 2 g-1-
= X 
"" 
A ocorrência de empat-es é caracterizada pelo vet.or de 
empat.es r ""' (T • T , • 
< 2 
'T ) 
g 
onde tantos como r_'s são aleatórios. 
' 
Tk 
Seja a.Ci,r) E aCj) Cl. Q) 
j =T +1-k-< 
com T =T+T+ lc-1. .t 2 + T ( k-< i ~ T + T + < 2 
ent~o. a est.atist.ica linear de postos s. é definida como: 
N 
S"" Ec.aCR.,T) 
i. ""i- 1. 1. 
c 1. 1 0) 
Se a distribuição de X. 's é não cont-inua, ent-ão não é 
' 
verdade que R = CR , R , ... , R ) 
< 2 N 
é uma permutação de (1,2, ... ,N) 
com probabilidade 1. Ent.ret.ant.o, a distribuição condicional de S 
dado T é a mesma como se R fosse uniformement-e distribuida 
sobre o espaço de per-mutaçe5es em virtude da f'orma especial de 
aCRi.,r) CHÃJEK. 19?0). 
A dist-ribuição assint.6t.ica da estat.is-Lica linear de 
post.os S pode assumir t.rês formas diferentes: 
Forma 1 A estat.ist.ica S é assintoU.camente normal com parâmetros 
g 
CECS). Var(S)). onde Var($) é independentE'!' dê r, mas: de-pende-- da 
f'unção de dis:tribuiçíão F dos: X. •s:, se F n~o é absolutamente 
' 
continua, CVORL!~KOVÃ. 1970). 
Forma 2 A distribuição condicional de S dado T diíere da 
distribuição normal com parâmetros CECS), VarCSjT)) na distância 
de Kol mogor o v, par a & > O pequeno, com pr obabi 1 idade mal or que 
1 -c se N ?:: NC e) • CVORLI~KOVÃ, 1970). 
Forma 3 Estabelece-se a região W tal que a distância de 
Kolmogorov entre o limite LCS!T) e NCECS),Var-CS!T)) é menor que e 
se TEW e N~NCe,{W}), 
Teorema 1. 4. 3. 1 (Caso sem Empates) R é 
uniformemente dist..r-ibuido sobre ~ e S pode ser- escr-ito 
como: 
(1.11) 
onde u~o. v.-o são constantes, se é uma f' unção 
não-decrescente no intervalo (0,1) ou não-crescente em 
CO,a) e não-decr-escente em Ca,1) para algum a e (0,1) e 
que sat..ist'az: 
10 
onde: 
'P = ff._ .pCt)dl 
o 
então, V c> O, existe ó = óCc~pJ. tal que: 
max 
1 :5: i. :S:N 
e temos que: 
sup 
-00( X< 00 
[ 
x-ECS) 
PCS<.x)-if> ] 
-1 varCS) 
< e. 
(1.12) 
(1.13) 
C1. 14) 
onde ~ é a distr. acumulada da normal padronizada. 
Assim, se as condiçBes deste teorema s~o satisfeitas, 
podemos concluir que S tem distribuição aproximadamente normal. 
Prova: HÃJEK AND SIDAK C1967J. 
Teorema 1.4.3.2 (Caso de Empates) Seja 
satisfazendo CS3J ande é uma f'unção integrável e 
não constante. Seja X ,X,.-· ,XL. uma amostra aleatória 
' 2 " 
iid. Então V e> O e n > O existe um ó = 6Cc,n), tal 
que: 
11 
max Cc.-
t~~~N l 
N 
;;-) 2 < ó r:cc.-
í.. :::t ~ 
N N 
com . E (acRí..)- ,;)z > TJ_ E (acRi.,T) 
l ,;f ~ =J. 
-)z 
- a 
sup 
-(X}< >t < 00 
P(s 5: E($) + xCVarCSjT))u2 
Prova: HÃJEK C1970). 
- 2 
c) 
implica que: 
T J - WC x.) < &. 
Os experimentos que vamos analisar neste trabalho irão 
envolver, geralment-e, várias grupos ou trat..ament..os. Por isso. 
será necessário def"inir a est..atistica Q, pelo teorema 1. 4. 3. 3, 
para que possamos utilizá~la no capitulo III. 
Teorema 
Sejam 
1. 4. 3. 3 
X , X , . 
1 2 
,X 
N 
Distribuição 
distribuidos 
da Esta ti stica Q 
em c grupos ou 
tratamentos. denotamos S a soma dos escores para o 
i-ésimo tratamento. Seja, 
a 
N 
si. =j~1c~j aCR., T) j 
estatistica linear de postos das 
alocadas no i-ésimo grupo ou tratamento, onde: 
12 
unidades 
c .. 
'J 
Sobre 
= { 01 
as 
se 
CC. 
condições 
xj pertence ao i-ésimo ~ratamento 
do teorema (1.4.3.2), para 
estatistica Q dada por: 
a 
(1.16) 
então, V c ) O e n > O existeM= MCe,n), lal que: 
N 
E (acR? 
J"";l 
-)2 
- a 
e Min Cn ,n,. 
' 2 
sup 
-oo< x < oo 
• n ) > M, 
c 
> 
N 
E (acR.,T) 
j=1 J 
-)2 
- a 
implica que: 
- P (x2 ,;x) 
c-' 
onde possui distribuição Qui-~adrado com c-1 
graus de liberdade. 
Prova: HÃJEK (1970). 
Como podemos observar nos teoremas anteriores, as 
rest.riçe>es são :feitas principalmenle sobre as :funções escore. 
Então, a idéia é selecionar estas :funç5es de tal maneira que elas 
13 
salisraçam as suposiç5es dos ~eoremas e ~ambém nos ~orneçam 
testes localmente mais poderosos. 
1 ~ 5 Testes Localmente Mais Poderosos de Tamanho 01. 
Apresentaremos o teste mais poderoso de tamanho 01 
somente para o caso de duas amostras~ pois para as casos com um 
nUmero maior de amostras~ os testes têm o mesmo comportamento. 
1. 5.1 Testes de Posição para 2 Amostras 
Sejam X , X • ••. • X 
t 2 m 
e Y , Y •••• , Y duas amostras 
t 2 n 
aleatórias com distribuições absolutamente continuas. que 
denotaremos por (;(x) e HCy) com f'unções densidades gCx) e h(y). 
respectivamente. Seja R 
"' 
< R < 
<2> < R o post.o 
'"' 
y < 
<2> 
< y 
<n> 
nas observações combinadas. 
Teorema 1.5.1 .. 1 
Então: 
p r • 
' 
Suponha que hC x) > O 
• R = r 
<n) n 
14 
de y < 
"' 
g(x) ) o. 
= 
ondeV <V< < 
<:U <Zl 
[ 
hCV ) ] n <r> 
i.~ f -::g"c~v",-,~c~?' 
c 
(1.16) 
v • 
<m+n> 
são es-ta~isticas de 
ordem de uma amostra de tamanho m+n = N de G. 
Prova: HETTMANSPERGER C1984). 
·No caso do modelo de posição com GCx) = FCx) e HCy) = 
FCy-lD, F E Oo = {F: F é absol ul-amente cont.i nua e FCO) = 1/2, 
única}. Sob Ho: A=O a distribuição de R < R < < R é {i.) {2) 
uniforme sobre sequências equiprováveis. [mm+n) 
mostrado através do teorema (1.5.1.1)~ com g =h. 
p ( R(U= r • 
' 
... R = rn ) <n> = 
se~ k é um número inteiro tal que, 
k 
= O< 
então, qualquer conjunto C de k vetores 
16 
de pos-tos 
<n> 
Is-to pode ser 
Vejamos: 
C r • r •. 
' 2 
CL 17) 
C i. 18J 
,r ) 
n 
é urna regi~o criLica de Lamanho a para Ho: â=O. 
onde 
= 
A pot~ncia da região critica C de tamanho ~. é dada por 
( r , r , . 
' 2 
E 
' • > 
n 
1 [ " m+n E n 
e C ( m ) C=< 
f( v -)/1) ] < I"' ) 
' 
f( V 
{I". ) 
' 
(1.19) 
V < V < ... < V são esLat.ist.icas de ordem de uma 
<:tl <2> <m+nl 
amosLra de tamanho m+n de FCxJ. 
Definição 1. 5.1. 1 O teste localmente mais poderoso de 
tamanho ct CLMPRT) é dado pela região critica c* de 
tamanho a, tal que (1"C0) é máximo, onde (3'C0) é a 
derivada de (K!0 avaliada em b. = O. 
Teorema 1.5.1.2 Dado F e Oo, suponhamos que a derivada 
em (Kb.). então o t.est..e localmen-te mais poderoso de 
tamanho 01 que rejei t.a Ho: 1.:.. = O em .f'avor de HA: A > O 
é dado por: 
r-•cv ) ] <r.) 
' f'CV ) 
<r.> 
> 
onde c é determinado por PCV ~ c) = ct, sob Ho. 
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C i. 20) 
Prova: HETTMANSPERGER C1984). 
Vejamos um exemplo, Seja a estat.i st.i c a 1 i near de 
post.os: 
t.emos, 
N 
S = E c.aCR,) 
' ' i.=.t 
s = 
com c = 
' 
e c = c 
n+' 
n 
E a( R_) 
' i.=.'l 
onde Ri. é o pos:t.o de yi. na amostra combinada. 
Os escores aCR.) são gerados por: 
' 
aCR.) 
' 
c = = c = 1 
2 n 
= = c = o 
n+2 n+m 
(1.21) 
sendo V < V < 
<:O C2) < v <N> estat.ist.ica.s de ordem de FCx) • para 
N=m.+n.. 
Então o t.este localment.e mais poderoso é obtido pela 
est.atist.ica: 
n 
s v 
i.=.t 
E aCR.). 
' 
(1. 2:2) 
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1.6 Obtenção de Escores em Testes de Posição 
Como a função escore deve satisfazer cer~as condiçBes, 
para que a dis-tribuição da esta~ist.ica linear de postos tenha 
distribuição assintó-tica normal, e forneça testes localmente mais 
poderosos, apresen~aremos ià segui r. algumas regras de seleção 
para que possamos obter tais escores. 
1. 6~ 1 Quando a Fw~ção Densidade Adjacente é conhecida 
Se a função de densidade adjacente f é conhecida, e se 
consideramos a po-Lênci a dos testes, convém escolher os escores 
segundo o t.eorema (1. 5.1. 2). ou seja, os escores são dados por 
C1.21J. 
A seguir apresent.aremos os escores 6~imos para algumas 
distribuiçBes adjacentes: 
a) Distribuição Normal 
Se f(x) tem distribuição normal padr~o. então: 
18 
e 
logo, 
= 
1 
exp -{ n -oo<x<oo C2n) :t/2: 
= 
1 
exp -{ ~2} C -x) 
C2rr) :1./z 
f. (x) 
f(x) = -x , 
Desenvolvendo C1.21) ~emas: 
f, c v )] 
[ 
<r.> 
= - E --,~c~v~c~J' = 
(f'. } 
c 
E[-V J 
<r.> 
c 
-oo<x<oo 
= E[V l 
<r.) 
• 
onde V são as N est...atisticas de ordem da dist..ribuiçã:o Normal 
<r,> 
c 
padrão. Logo. os escores da distribuição são dados por: 
aCR,) (1.23) 
c 
conhecido como o escore de VAN DER WAERDEN. 
Portanto, se a distribuição adjacente das observações é 
Normal, ent.ão. a estatis"lica que nos fornece o t.est.e localmente 
mais poderoso de tamanho a, para o caso de duas amostras 
independentes é: 
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n 
s ""'.E w-:~. [R/CN+1J). 
~=.:L 
b) Distribuição Logistica 
F'Cx) = 
logo: 
Se :fC:xJ t.em dis·lribuição logis"lica então, 
exp {-x) 
f"CXJ=---'-----
2 Ci + exp {-x}) 
-oo<x<oo 
1 
:CC:x.) = PCx) ( 1 - F'Cx) J, C1 + exp { x}) 
:f'Cx) ""F'Cx.) E1 - FC:x:)J + FCx) El - FC:x.)J' 
= :f(x) [1 - FCxJJ - FCxJ f'Cx) 
= f'CxJ E1 - E!FC:x:)J 
e subst.i tuindo IC:xJ por FCx) E 1 - FCx) J. temos que: 
:f'Cx) = FCx) [1 - FCxJJ [1 - 2FCxJJ 
Assim, 
f'Cx) 1 - 2FCxJ. 
Desenvolvendo (1.81) temos: 
ao 
aCR.) 
• 
e sabendo que E[Fcv )J ~ 
<r. ) 
• 
R 
N+1 
a( R.) = 
' 
- 2FCV )] 
<r. > 
• 
~ E[aFCV ) 
<r. > 
• 
• chegamos à: 
N+i - 1 
conhecido como o escore de MANN WHITNEY. 
Já que a Iunç~o escore é invarian~e sob ~ransíormaç~es 
lineares. então: 
R 
aCR.) = 
• 
conhecido como o escore de WILCOXON. 
aCR.) = R 
' . 
(1. 24) 
Portanto, se a dis~ribuição adjacente das observaç~es é 
Logistica. então, a estatistica que nos fornece o test-e 
localmente mais poderoso de tamanho a, para o caso de duas 
amostras independentes é: 
n R n 
s E ' s I; R .. ~ ou ~ N+1 
' i.:::.t. i..=:t 
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c) Distribuição Exponencial Dupla 
Se l(x) Lem distribuição exponencial dupla então: 
f'(x) = + exp { fxj} , -oo<x<oo 
f''(x) = + exp <fxj> fxf' 
= _1_ 
2 exp {lxj> sinal(x) 
Assim, 
f'•(:x) 
f(x) = sinal(x) , V x~O. 
Desenvolvendo (1.21) temos: 
aCR.) 
' 
- E[sinal CV )] 
<r i.' 
Observemos que x > O, se C2FCx) - 1) > O , assim: 
a( R_) 
' 
= E [sinal CV )] 
()•. ) 
' 
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= sinal 
= sinal 
FCV ) 
u--. > 
' 
(R' - N2+1) aCR.) = sinal 
' 
em tão: 
aCR.) 
' 
~ { 1' 
o, 
se 
se 
conhecido como o escore da MEDIANA. 
d) Distribuição Uniforme 
R > CN+i)/2 
R. ~ CN+i)/2 
Se ~Cx) tem dis~ribuição uniforme, en~ão: 
aCR.) 
' 
~ { 
f(XJ ~ 1 b-a 
O escore aconselhado é: 
g 
N + 
1/2) / CN+1) 
g - 1/2) / CN+i) 
o 
a < x < b. 
se R ~ e 
' 
se R ~ N-e+1 
' 
c. c. 
(1. 25) 
C1. 26) 
onde: tJ = [t], t=CN+3)/4. e [ t] é o valor int.eiro de t. 
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Este escore é conhecido como o escore de GASTWIRTH. 
1~6.2 Quando a Fnnção Densidade Adjacente é Desconhecida 
Para o caso em que a :função de densidade 
desconhecida apresen~amos agora. algumas :funções escore e regras 
para selecioná-las. 
Devemos escolher os escores adequados com a finalidade 
de obtermos estimadores mais eficientes e testes localmente mais 
poderosos. porque a seleção errada dos escores pode acarretar em 
erros maiores do que aqueles que se cometeriam. se :fossem 
ut-ilizados 'Lest-es paramét..ricos quando os erros não ~em 
distribuição normal. 
Para selecionar os escores de cada test-e, precisamos 
estudar a simetria e a longitude das caudas do conjunto de dados 
amostrais. 
amos'Lrais, 
Para analisar a simetria do conjunto de dadas 
def'inimos a função rp : 
2 
uco. 06) 
MC0.25) 
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MCO. 26) 
(1. 27) 
LCO. 05) 
onde UCy), MCy) e LCy) s~o as médias ari"lmélicas das: (Ny+i] 
maiores, cen"lrais e inferiores est.at.ist.icas de ordem do conjunt.o 
de dados amost.rais, respeclivament.e, e ( tl representa a parte 
int.eira. 
se 
ent.:ão: 
e, para 
a média 
logo. 
Vamos exempliricar com os seguint.es valores: 
0.05 
50 (Ny+iJ = 3, 
uco. 06) =::(X +X +X )/3 (!50) <49} (48} 
LCO. 05J =(X +X +X )/3 (.'U (Z) nn 
MCy) 
0.26 
60 .. lNy+1J = 
~ 
_1_ 
h 
N-tNyl 
E 
i.=: CNYl+f 
X. 
'" 
MC0.25) =(X +X + 
H.9) ({4) 
13, 
par-a h ~ N - 2[ Nyl 
+X )/26 
<99> 
A par"lir· do valor calculado de rp
2 
podemos class:i:ficar a 
dist.ribuição das observações em: 
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AssiméLrica à Esquerda • se 
Simé'lrica se 
Assimétrica à Direita se 2. 
Na caso da disLribuição das observações sec 
assimétrica, escolhemos os escores através das regras abaixo 
C NEGRI LLO. 1 989) : 
1) Se 'P > a (assimetria à direita): 
z 
se 
aCR.) 
' se 
R ~ CN+l)/2 
' 
R > CN+1)/2 
' 
2) Se p< 1/2 (assimetria ã esquerda) 
z 
{ R. /CN+1) se R.?: CN+i)/2 aCR.) ' ' = ' 1/2 R.< CN+l)/2 se 
' 
Quando a distribuição das observações :for simétrica, 
deveremos estudar a longitude das caudas da disLribuição dos 
dados amo.sLrais. 
seleLora tp : 
' 
Com esta finalidade, definimos a função 
26 
por exemplo. para: 
uco. 05) 
uco. 5) 
0.5 
60 
LCO. 05) 
LC0.5) 
.. ( Ny+1 J = 
UCO. 5) = (X + X + 
U,) (2) 
+ X ) / 26 (26} 
LCO. 5) = (X + X + 
<25) <Zd) 
+X )/26 (50> 
(1. 28) 
26, 
De acordo com o valor de p
1 
utilizamos as regras abaixo 
para escolher os escores CNEGRILLO. 1999): 
3)Se p<2 
' 
(simetria e cauda curLa). devemos escolher escores 
derivados da disLribuição uniforme. do Lipo de GA~RTH: 
{ C R.- g 1/2) / CN+i) se R s e ' ' aCR.) = CR.- N + g - 1/2) / CN+l) se R " N-e+l ' ' ' o c. c. 
onde 8 = [CN+3)/4J e (. J signi:fica a part...e int.eüra de 6· 
4) 2 2.98 (simetria e cauda média-). devemos 
escolher escores derivados da distribuição normal. do Lipo de VAN 
DER WAERDEN, 
= ~- 1 [ R./CN+i)] 
' 
onde ~ é a distr. NC0.1J 
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5) Se 2.92 < p~ S 3.8 Csime~ria e cauda média+), escolhemos os 
escores derivados da distribuição 1og1s~ica. do tipo de WILCOXON: 
aCR_) = 
' 
6) Se f/> 3. 8 
' 
R 
N+1 
(simetria e cauda comprida) devemos escolher os 
escores derivados da distribuição exponencial dupla, do 'lipo da 
MEDIANA: 
se R > CN+l),.-'2 
aCR_) 
' se R :f CN+l)/2 
Para o caso de c 2: 2 amostras. de~erminarnos p . e 'P _ 
1. L Z. L 
Ci=l •... ,c) para a i-ésima amost1a e rede~inimos as duas íunções 
seleloras, da seguinte maneira: 
para, 
c 
E ni.pL i. 
L =:t. N 
U.co. 05) 
' 
v. co. 5) 
' 
28 
C CO. 05) 
' 
L. CO. 5) 
' 
(1. 29) 
i=l •...• c 
(1. 30) 
Ü.C0.05) M.co. 2eD 
para. ' ' i.=1 •.. • c 
M.CO. 2!3) L. CO. 06) 
' ' 
c 
onde N sendo o ~amanho da i-ésima amosLra. i=l •...• c. 
F,;:::,it.o is-t.o. já. pad0mos .aplicar .as r9gras dascrit..as 
acima. 
L 7 Eficiência 
Nes~a seção estudaremos a éf"iciência relativa dos 
testes não-paramétricas que utilizam a est.at.ist..ica linear de 
postos definida na seç~o (1.4). 
Eficiência Relativa de Pitman 
Ef'iciência é um critério que pode ser utilizado para 
escolher entre dois ou mais testes. que podem ser comparados 
ent.re si. Na teoria de estimação pontual. a eficiência de dois 
estimadores pode ser definida como sendo: 
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Definição 1.7.1.1 Sejam T e T 
' 2 
dois esLimadores não 
viciadas para um parâmet.ro e. 
e 
T por-~ 
2 
Def'inimas ef'iciência de T relat-iva a 
' 
var 8 cT1..) 
var eCT
2
) 
C1.31) 
e dizemos que T1.. é mais eficient.e que T
2 
se: 
1.7e2 E:ficiéncia Relativa Assintótica CARE) 
Agora vamos nos direcionar à t-eoria não-paramétrica. A 
familia dos t.estes que ut.ilizam a estat.ist.ica linear de post.os e 
os t.esLes de razão verossimilhança possue algumas propriedades em 
comum sob a hip6t-ese nula, entre elas a dist.ribuiç~o assintótica 
normal. 
Vamos supor duas est-ati sti c as consi st.entes denotadas 
por Q e T para t.est.ar a mesma hipót-ese nula H versus alguma 
N N' o 
alt-ernativa H . 
A 
Além disso, supomos t-ambém, que a esLatist.ica do 
t.est.e Q é baseada na est.at..isLica linear de posLos def'inida no 
N 
t.eore>ma 1. 4. 3. 3, e obt..ida de uma amostra de t..amanhq N. A 
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est.alist.ica Tw é obtida através de função de razão de 
verossimilhança. para uma amostra de tamanho N'. 
Os dois testes terão o mesmo poder assintótico se: 
onde: 
1/2 -1 N o Cp) ;vCu,f) 
Lim = 1 
N, N'-f"OO 
a
2 é a variància da estat.istica T 
N' 
z r:t -z 
o Cp) = Jc/ rp(u) - p) du 
rp = J:p(u)du 
yCu,f') = J~p(u)p(u,f)du 
p(u,f) = 
f''CF'- 1 Cu)) 
f'CF'- 1 (u)) 
U E (0,1) 
Desenvolvendo (1.32). obtemos 
Lim [ ~·) = 
2 2 
o- r cu,í) 
2 
O' (p) 
C i. 32J. 
C1.33) 
pela definição C1.33) acima, a Ef"iciência Relativa Assintótica 
CARE) de QN com relaç;ro a T é: 
N' 
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ARE CQ , T ) N W 
z z 
o y Cu,I) 
z 
tY c rp) 
C i. 34) 
Porém. se a disLribuiç~o dos erros FC.) é conhecida, enL~o. a 
eficiência máxima é encon~rada quando tomamos: 
p(:.u) = <p{u,f') = 
C MANSOURI , 1 990). 
f"•cF- 1 Cu)) 
fCF-:t(u)) 
U E (0,1) 
PIRIE e RAUCH (1984), apresentam a Eficiência Relativa 
Assint.6t.ica de Pit.man CARE) na comparação dos mét.odos 
Ni.Io-Paramé"lricos e os Paramétricas, para o modelo fat.orial 3x4 
com interação. Usando ARE para várias dist.ribuiçeies adjacentes 
eles encontraram os resultados apresentados na tabela 1.1, 
TABELA 1.1 -ARE CNP,P). para várias distribuições adjacentes 
onde: 
Distribui ç(5es 
Normal 
Normal Contaminada 
Exponencial Dupla 
Exponencial 
Cauchy 
32 
ARECNP,P) 
0.9649 
1.840 
1. 50 
3.00 
00 
NP repr-esent.a mét-odos não-paramét.r-i c os, utilizando o escore de 
WILCOXON, 
P representa métodos paramétr-icas. 
Obs: Na di st.r i bui çã'o normal cont-aminada f' oi usado de 
contaminação com desvio padrão igual a 5. 
Através desta tabela, podemos verificar como os t.estes 
não-paramétricas são mais eficientes que os paramétricas. quando 
a distribuição adjacente não é normal. 
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I I • TESTES DE ORDEM PREDITA PARA A COMPARAÇÃO DE 2 GRUPOS DE 
CURVAS DE RESPOSTA 
2 .. 1 Intr-odução 
Nes~e ~~abalho. es~amos inLer-essados par~icula~mente em 
expe~imen~os em que observaç5es sucessivas são fei~as numa mesma 
unidade experimen~al. num certo pericdo de tempo. Es~e tipo de 
experimento envolve N sujeitos escolhidos aleatoriamente. 
distribuidos entre c 
em cada grupo. 
grupos ou tratamentos. com 
34 
n. 
c 
elementos 
De cada uma das unidades experimentais é obtido um vetor 
de observaçe5es. onde cada componen:le represênta a respost.a da 
unidade experiment.al em um determinado tempo. Seja: 
resposta da j-ésima unidade experiment.al atribuida ao 
i-ésimo tratamento no k-ésimo tempo. 
para i = 1. a •. ,c (grupo ou tratamento) 
j = 1. 2 •. ,n C unidade 
' 
experimental) 
c 
k = 1. 2 •.. ,p C tempo) e N = J:n .. ca.D 
. ' \.=i 
A estrutura deste tipo de experimento pode ser vista na 
tabela 2.1~ a seguir: 
TABELA 2.1 -ESTRUTURA GERAL DE DADOS PARA ESTUDO DE EXPERIMENTOS 
EM CURVAS DE RESPOSTA. 
grupo ou Unidades Tempo 
tratamento Experimentais ~ t ~ 
' 
z p 
1 X Ct) X ct) X (t) 
" ' " 
z 
" 
p 
a X ct) X ct) X c~ ) 
1 .. ' 
.. z .. p 
n X Ct ) X Ct ) X Ct ) 
' '" ' 
<n 2 <n p 
' ' ' 
1 X (t ) X c t ) X Ct ) 
2< 
' 
Zi z 2< p 
a X c~) X Ct ) X ct) 
a 22 ' 22 2 22 p 
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c 
n 
2 
1 
2 
n 
c 
Assim Sendo. 
X Ct) 
2n < 
2 
X Ct ) 
c< < 
X Ct ) 
c2 < 
X Ct ) 
cn < 
c 
X ("l ) 
2n 2 
2 
X Ct ) 
c< 2 
X Ct ) 
c2 2 
X Ct ) 
cn 2 
c 
X Cl ) 
2'1'12: p 
X Ct ) 
c< p 
X Ct ) 
c2 p 
X Ct ) 
cn p 
c 
para o j-ésimo individuo atribuido ao 
i-ésimo tratamento. corresponderá um vetor p-variado, ao qual 
chamaremos curva de resposta~ 
X =Ex. _Ct. ), x_.Ct. J, 
LJ Lj .t \.J 2 
.... X .. C t ) ] •. 
CJ p 
Neste capitulo consideraremos experimentos em curvas de 
resposta, para c=2 grupos ou tratamentos. 
LI ENERT & MUNZERT C 1 982) e LI ENERT & VON EYE C 1 987J • 
~izeram um levantamento de vários métodos não-paramétricas para a 
comparação de um grupo experiment-al Ctratament.o) contendo n 
< 
curvas de resposta, com um grupo controle. este contendo n 
2 
curvas de resposta, ambos os grupos retirados da mesma população. 
Os testes, que apresentaremos a seguir, são indicados se 
o pesquisador é capaz de predizer qual é a sequência de medidas 
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na curva de resposta individual é a mais provável de ser 
observada no grupo tratamento que no grupo controle. Os testes 
resultantes desta peculiaridade são chamados Testes de Ordem 
Predita. 
Apresentaremos nas próximas seçaes, 4 Testes de Ordem 
Predi. ta. cuja caracteristica principal é tomar as curvas de 
resposta originais ou suas 1~"' ou dif'erenças 
t-rans:formá.-las em curvas de postos ou modelos de sinais, para a 
seguir analisar os resultados at-ravés de tabelas de contingência. 
2. 2 Teste de IMMICH-SONNEMANN 
Nest-e teste, as medidas de cada individuo devem ser 
subst-ituidas pelos seus postos. Cada ordem de postos reflete uma 
cert.a t.endênci a. Assumindo p medidas por individuo, t-eremos p! 
ordens posslveis de post.os em que as medidas podem ser arranjadas 
para os N individues. e podemos representá-las por uma t.abela de 
con~ingência p! x 2 Cpara duas amos~ras). 
Se o pesquisador prediz sob a hipótese alLernat.iva: 
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uma de~erminada ordem de postos é mais provável de 
ocorrer no grupo tratamento que no grupo controle. 
a ordem ~em a mesma probabilidade de ocorrer nos 
grupos cont .. role e ~ratamento. 
estamos interessados em verificar se existe uma di~erença predita 
na :forma das curvas de resposta. e podemos testar es~a híp6-lese 
através do seguinte procedimento. Primeiramente. construímos uma 
tabela 2x2 como esta; 
TABELA 2.2 
MODELO AMOSIRA E 
ordem predita a b a+b 
outras ordens c d c+d 
E n n N 
' 
2 
onde: 
a = Irequência da ordem de postos predita den~ro do grupo 
tratamento, 
b = :frequência da ordem de postos predita dentro do grupo 
cont..role. 
c=n1-a, 
e n 
2 
d = n - b. 
2 
são os tamanhos de amost..ra dos grupos 
~rat..amento e controle. respectivamente. 
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Esta ~abela de con~ingência pode ser avaliada pelo Teste 
Qui-Quadrado Pearson CaJ, ou pelo Teste Exato de 
Fisher-lrwin (b). 
a) Teste Qui-Quadrado de Pearson 
A estatis~ica do teste é a seguinte: 
NCad-bc) 2 
Ca+b)Cc+d)n n 
' 2 
(2.. 2) 
2 Sob Ho. a estatistica Q tem distribuição X com gl=Cc-1) 
graus de liberdade. portanto. gl=l. 
Regra de Decisão: 
Se Q > 2 X Ct.-cV 
"' 
então. não aceitamos a hipótese 
nula Ho ao nivel a de signiricãncia. 
b) Teste Exato de Fisher-lrwin 
A estatistica do teste é a seguinte: 
Mb 
PCX?:a) = E 
(a+b) ( c+d) x n -x 
' [ ~ ) 
' 
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C2. 3) 
Regra de Decisão: 
Para testar a hipótese nula, a estat.istica do teste 
Íornece um "P-value''• ou seja. calculamos a probabilidade de 
obter um resultado tão extremo quanto o valor observado de a. 
EXEMPLO 2.1 Num exemplo de aprendizado verbal CLIENERT & 
MUNZERT, 1 982) , te mos n "" 16 
' 
curvas de r·espost-a de alunos 
rápidos C dei i ni dos por um pré-t-est-e) comparados com 
" 2 
= 18 
curvas de resposta de alunos lentas, no aprendizado de 24 silabas 
sem sentido (associaçôes par-eadas) • apresent.adas e relembradas 
p~5 vezes em intervalos de tempo Iixos. Ctabela 2.3) 
TABELA 2.3 
APRENDIZES RAPIDOS APRENDIZES LENTOS 
1 2 3 4 '3 1 2 3 4 '3 
14 21 23 24 24 '3 11 18 19 20 
" + 
'3 19 22 23 24 
" + 4 16 14 14 22 
6 19 19 20 24 2 4 17 20 17 
6 20 24 24 24 7 7 16 17 20 
12 19 22 23 23 4 16 a a 24 24 
11 13 20 23 24 
" 
+ 6 8 12 19 ao 
" 
+ 
4 8 13 2a 21 + 6 10 14 16 1'3 + 
11 aa 23 22 23 4 11 14 16 18 
" 
+ 
10 18 18 20 20 3 16 22 23 24 
" 
+ 
6 14 19 21 a1 8 16 19 22 23 
" 
+ 
11 17 18 19 22 
" + 7 16 22 21 24 
'3 11 17 18 17 a !3 11 1a 16 .. + 
9 14 17 19 a3 
" 
+ 4 13 ao a3 a4 
" 
+ 
6 17 a1 22 21 g ao 19 ao 20 
'3 1'3 23 a3 a4 6 10 1'3 20 a1 
" 
+ 
11 22 a3 a3 24 6 8 14 17 23 
" 
+ 
'3 10 20 23 24 
" 
+ 
4 9 18 23 a3 
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aC1234!3*) ~ .. bC12345M) ~ 10 
c(out...ros) ~ 12 dCoutros) ~ 8 
aC12345+) ~ 6 bC12345+) ~ 11 
cCout.ros) ~ 11 dCout.rosJ ~ 7 
Predição 1: 
HA1: Alunos rápidos produzirão menos curvas estritamente 
crescentes que alunos lentos. 
Baseamos esta predição na suposição de que os alunos 
rápidos atingem mais rapidamente o teta de escores C24) antes da 
última lembrança que os alunos lentos. 
Consideraremos na t.abela 2. 3 as curvas assinaladas com 
um asterisco. assim. para alunos rápidos a=4 curvas com a 
sequência de postos C12345J e c=16-4=12 curvas com ordens 
não-preditas. Para alunos lentos há b=10 curvas com asterisco e 
d=18-10=8 curvas com ordens não-preditas. Montamos uma t.abela de 
contingência 2x2 Ctabela 2.4 abaixo), de acordo com a tabela 2.2 
descrita anteriormente. com o modelo predit-o: 
TABELA 2.4 
ORDEM AMOSTRA E PREDITA 1 2 
(12345*) 4 10 14 
outras 12 8 20 
E 16 18 34 
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Analisaremos 
Qui -Quadrado de Pearson: 
Q = 
Par a um ni vel 
a tabela acirna através 
34C4x8 - 10x12)z 
14:x20x16x:18 
(,)! = 10%, z X a-co 
' 
= 3.27 
= 2.71. 
Q = 3. 27 > z X a-ro "" 2. 71. 
' 
do Teste 
Logo. 
ent.ão. não aceitamos Ho, e port.anto não podemos rejeitar a 
predição 1. 
2~3 Teste de SARRIS-WILKENING 
SARRIS & WILKENING C1977) e HSU (1979). introduziram o 
conceito de ordens de postos equivalentes. Por exemplo. se "lemos 
as segui nt.es ordens de post.os C 1 3 2) e C 2 3 1) • podemos dizer 
que são equivalentes para curvas de 3 pontos. pois ambas as 
curvas tem a forma de u inverso. Se as curvas de respost-a sob a 
'forma de inverso s;to esperadas ocorrer sob HA mais 
frequent.emente no grupo tratamento que no grupo controle. uma 
tabela de cont.ingência 2x2 deve ser construida com: 
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a = número de curvas sob a Íorma de u no grupo ~ratamento. 
b = idem para grupo controle. 
c "" n- a 
' 
"· 
d = n- b. 
z 
Es~a tabela deverá ser analisada pelos testes: Exato de 
Fisher-lrwin ou Qui-Quadrado de Pearson. 
Considerando o exemplo 2.1. e a hipótese HA~. assumimos 
que. as ordem de postos 12345 e 12364 são equivalentes e as: 
curvas que satisfazem a predição 1 estão assinaladas com (+) na 
~abela 2. 3. Temos. agora a:=5 e c=16-6=11. b=11 e d=iS-11=7. 
Montando-se uma tabela de contig4ncia baseada na tabela 2.2 
encontramos: 
ORDEM 
PREDITA 
(12346+) 
ouLras 
E 
TABELA 2.6 
AMOSTRA 
1 2 
6 
11 
16 
11 
7 
18 
Analisaremos Labela acima 
Qui-Quadrado de Pearson: 
Q = 
34C6x7 - 11x11) 2 
1 6x18x16x18 
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= 
E 
16 
18 
34 
aLravés 
3.03 
do teste 
Para um ni vel OI. = 10%, 2 X <1-W 
' 
= 2. 71. Logo, 
Q = 3. 03 > 2 X a-oo 
' 
= 2. 71. 
ent..ão, não aceít.amos Ho, portanto não podemos rejeí t.ar 
a predição 1. 
2~4 Teste de KRAUTH-MUNZERT 
Est.e t.est.e propõe trocar cada curva de r-espost.a pelo 
modelo de sinais das dif'erenças: de valores adjacent.es. 
cada curva de resposta 
será trocada pelo modelo de sinal 
.... x .. Ct. )) ' 
,, p 
S .. ~ ,, [ s • s • 
' 2 
. . . . s l p-< 
onde: 
se 
se 
se 
X Ct. ) 
í.j k-1 
x Ct. ) 
í.j k-:l 
X Ct. ) 
í.j k-1 
> o 
< o 
~ o 
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k=1 •. ,p 
1 ~1 •. • p-1 
i. =1, 2 e j=i,. ,n 
' 
Assim, 
(2. 3) 
Por exemplo, para a curva de resposta: 
X = 
u 
[14, 21, 23, 24. 24J' 
as primeiras diierenças são: 
s = 
" 
[C21-14), C23-21), C24-23), C24-24)J• 
.. s = 
H 
[7, 2. 1. oJ•. 
considerando somen~e os sinais temos: 
s = 
" 
[+, +, +, =]'. 
Podemos t.er possíveis modelos de- sinais, para o 
exemplo acima, o que signiiica um ~ot.al de 81 possíveis modelos. 
Se não exist.em primeiras diierenças iguais a zero, 
podemos ter o seguinte modelo: 
{ + se xi..jct.1_? x Cl ) > o k=1 •. .p " i=1. 2 s, = i..j k-:1. Sé xi..{tk) x ,Ct ) < o ~=1 •. • p-1 
" 
j=1 •.. .n. i..J k-:t 
' 
(2. 4) 
ou seja, há exatamente 2p-:~. possíveis modelos de sinais. 
Se as p medidas Iorem monótonas em sua inclinação, 
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sugerimos consider-ar- as Cp-1) primeiras diferenças. Vejamos um 
exemplo: 
Se o pesquisador prediz qua alunos r-ápidos produzirão 
mais curvas com inclinação decrescent..e que os alunos lent..os, a 
ordem de posLos das primeiras diferenças {(p-1) •.. , • 1} ocorr-erá 
mais lrequent..ement..e em alunos r-ápidos que em alunos lent..os. Est..a 
hipót..ese poder-á ser- leslada pelos t..esles 2.2 ou 2.3. 
Para exemplificar. vamos considerar a seguinte predição: 
Predição 2: 
HAz: Os Aprendizes rápidos ter~o t..eoricamenle mais 
curvas aceleradas negat..ivamente que os aprendizes lent..os. 
Calcularemos as p-1 primeiras diferenças: 
= [(x .. Ct.. ) - x. ,Ct.. )) , 
'-J 2 1.J :l 
.(x.C~)- x.Cl ))]· 
1.J p lJ p-:t 
As p-1~4 primeiras dilerenças est~o calculadas na tabela 2.6. 
TABELA 2.6 (PRIMEIRAS DIFERENÇASO 
APRENDIZES RÃPIDOS 
2-1 3-2 4-3 6-4 
7 
14 
2 
3 
1 
1 
0 X 
1 
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APRENDIZES LENTOS 
2-1 3-2 4-3 6-4 
6 
12 
7 
-1 
1 
o 
1 
8 
13 o 1 4 2 13 3 -3 
14 4 o o o g 1 3 
7 3 1 o X 12 6 2 o X 
2 7 3 1 2 4 7 1 
4 6 g -1 4 4 2 -1 
11 1 -1 1 7 3 1 3 
8 o 2 o 13 6 1 1 
g 6 2 o X 7 4 3 1 X 
6 1 1 3 g 6 -1 3 
6 6 1 -1 3 6 1 4 
6 3 2 4 g 7 3 1 X 
11 4 1 -1 X 11 -1 1 o 
10 8 o 1 4 8 6 1 
11 1 o 1 2 6 3 6 
5 10 3 1 
6 g 8 o 
aC4321 x) ~ 4 bC4321 x) = 3 
c( out.ros) = 12 dCoul-ros) = 15 
Montando-se uma Labela de conligência baseada na tabela 
2.2 encont-ramos: 
TABELA 2.7 
ORDEM AMOSTRA 
PREDITA 1 2 
(4321 x) 4 3 
out.ras 
E 
Analisaremos 
Qui-Quadrado de Pearson: 
Q = 
12 18 
16 18 
a t.abeLa acima 
34C4x16 - 3x12) 2 
7x27x16x18 
47 
E 
7 
27 
34 
at..ravés do Teste 
= 0.36 
Para um ni vel OI "" 10%. 2 X <~-ro 
' 
= 2.71. Logo. 
Q = o. 36 < 2 X <~-ro 
' 
= 2.71. 
enl~o. não rejeiLamos Ho. e porLanLo não aceitamos a predição 2. 
2~4 Teste de MUNZERT-BARTQSZYK 
Se as curvas de respost-a não ségu.e-m uma Lendênci a 
monótona mas bítónica ou triLónica. as primeiras di:ferenças não 
podem ser ordenadas de acordo com uma predição. Neste caso. 
sugerimos que as curvas de resposta individuais sejam trocadas 
por um vetor de sinais com p componentes. onde o componente (+) 
denota escores sit-uados acima da mediana e o componente (-) 
denota escores abaixo da mediana. Temos. enLão, r=2P modelos 
acima-abaixo os quais poderão ser avaliados pelos Lestes 2. 2 ou 
2.3. 
Curvas longas são geralment-e crescenLes no inicio devido 
ao aprendizado e trans:ferência e decrescentes no :final devido ao 
cansaço. resultando numa curva mediana sob a :forma de 
invert.ido. Vejamos como exemplo a seguint.e predição; 
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Predição 3: 
HAa: Os escores dos aprendizes rápidos começam depois da 
primeira lembrança a se dis~anciar dos escores da curva mediana e 
v~o gradualmente juntando-se a ela depois (ordem predita 4321). 
Os escores das medianas (excluindo a primeira lembrança) 
são: X = 14. 
z 
X = 19. 
• 
X = 23. 
~ 
Os desvios de cada 
curva X da curva mediana X, são descritos na tabela abaixo: 
i.j 
TABELA 2.8 
C DESVIO DE CADA CURVA DE RESPOSTA INDIVIDUAL DA CURVA MEDIANA) 
APRENDIZES RAPIDOS APRENDIZES LENTOS 
- - - - - - - -X =14 X =19 X =21 X =23 X =14 X =19 X =21 X =23 
z • • 
, 2 • • 
, 
7 4 3 1 X -3 -1 -2 -3 
6 3 2 1 X 2 -6 -7 -1 
6 o -1 1 -10 -2 -1 -6 
6 6 3 1 X -7 -3 -4 -3 
6 3 2 o X 2 3 3 1 
-1 1 2 1 -6 -7 -2 -3 
-6 -6 1 -2 -4 -6 -6 -8 
8 4 1 o X -3 -6 -6 -6 
4 -1 -1 -3 2 3 2 1 
o o o -2 1 o 1 o 
3 -1 -2 -1 2 3 o 1 
-3 -2 -3 -6 -9 -8 -9 -7 
o -2 -2 o -1 1 2 1 
3 2 1 -2 X 6 o -1 -3 X 
1 4 2 1 -4 -4 -1 -2 
8 4 2 1 X -6 -6 -4 o 
-4 1 2 1 
-6 
-1 2 o 
aC4321 x) = 7 bC4321 x) = 1 
cCoutros) = 9 dCoutros) = 17 
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Mon"lando·-se uma tabela de cont..ig'ªncia baseada na tabt.•la 
2. 2 encontramos: 
TABELA 2.9 
ORDEM AMOSTRA 
E PREDITA 1 2 
(4321 x) 7 1 8 
outras 9 17 26 
E 16 18 34 
Aplicaremos o Teste Exato de Fi.sher-Irwin: 
a+b 
PCX~a) = E ( ~ ) 
' 
• 
PCX2:7) = E 
( ~ ) ( 26 ) 16-x 
= + 
= 
x=7 
8! 26! 16! 18! 
34!7!1!9!17! + 
8! 26! 16! 18! 
34!8!0!8!18! = o. 01205. 
Considerando P=O. 01205 como o ''P-value" da est.at.ist.ica, 
rejeitamos à 5% a hipótese nula, e confirmamos a predição 3. 
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predit.a. 
Faremos agora, uma rest.rição ao uso de t.est.es de ordem 
pois na verdade est.es Lest.es não apresent.am nenhum 
embasamen'lo t.eór.i co profundo, porém, os apresent.amos nest.e 
trabalho~ por const.arem na bibliografia exist.ent.e sobre análise 
de curvas de resposta. 
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III. TESTES PARA A ANÃLI SE DE CURVAS DE RESPOSTA UTILIZANDO A 
FUNÇÃO ESCORE óTIMA 
34 1 Introdução 
Descrevemos nesle capitulo, dois procedimentos baseados 
em LEHMACHER & WALL (1978) e LEHMACHER (1979) para lest.ar efeito 
de t.rat.ament.o em curvas de resposta. A um deles denominamos 
Tesle Uni variado. e que será descrit-o na seção 3. 2, e ao outro 
Teste Mullivariado, o qual será estudado na seção 3.3. 
Os testes em que nos baseamos ut.ilizam os escores de 
Wilcoxon, ou seja~ levam em conta os postos ocupados pelas 
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observações. porém sem nenhum estudo prévio sobre a distribuição 
dos dados. Neste t.rabal ho propomos incorporar aos testes, a 
informação acerca da distribuição dos dados. e deste modo evitar 
erros que poderiam ocorrer se t.rat.ássemos os dados com escores 
inadequados. Para t..ant.o, adapt.amos aos testes o uso de f'unções 
escore, as quais serão escolhidas de acordo com funções selet..oras 
e ohlidas dos dados, que tornarão os testes mais 
eficientes e localmente mais poderosos, 
3.2 Teste Univariado 
Considere o experimento def'inido em C2.1), porém, 
redefinindo a notação de tempo, teremos o seguinte experimento: 
N unidades experimentais, di vi di das em c grupos ou 
tratamentos, com para cada grupo, e são tomadas p medidas 
em cada unidade. Seja: 
resposta da j-ési ma unidade experimental atribuida ao 
i-ésimo ~ratamento no k-ésimo tempo. 
par-a: i = 1. 2 •. ,c C tratamento) 
j = 1 ,2 •... ,n C unidade 
' 
experimental) 
c 
k = 1. 2 •... ,p C tempo) e N = En .. C3.1) 
i. =:t ~ 
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Dei'inimos a matriz X CCx .. k)), 
" 
composla 
vetores estocasLicamente independentes da seguinLe forma: 
de N 
X = (x .. , X .. 
•JZ 
. . . . X. ] 
'JP 
(3. 2) 
LJ I..Ji 
que representa o vetor de resposLa do j-ésimo individuo 
at..ribuldo ao i-ésimo tratamento. 
Nosso objetivo é testar a homogeneidade dos c 
tratamentos. através da hipót..ese de que todas as N curvas de 
resposta X. ,, têm per:fis paralelos. ou seja, somente as 
diferentes reações sobre o tempo enLre os c tratamentos são de 
interesse. 
Para cada i os vetores são i . i. d com f' unção de 
distribuição Fi p-variada. Então, nossa hipótese de interesse é: 
F C{1 -r , ... • {3 -r) "" 
;t_ ;t_ :1 p :1 
= FC(l-T , ... ,(l-y) = FC(l, ... ,(l) 
c:tc pc :1 p 
onde: 
T. é o efeito do i-ésimo tratamento e, 
' 
{3k é o e:feito do k-ésimo tempo. 
Portanto. estamos interessados em testar; 
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Ho: < "" r = ""' T "" Ü. 
' 2 c 
Dada a mat-riz X, const.rulmos a mat...riz de post-os R 
CNxp). onde R,k ,, é o post-o de na unidade 
experiment-al do i-ésimo 
xi.jk 
t.rat.arnenLo para k=1,2, ...• p, ou seja, 
o posto é dado por linha: 
{x .. ,,, - - . . x_. } . 
'JP 
(3. 3) 
A mat-riz de post-os R CNxp) t-erá a seguint-e Iorma: 
R R R l "' U2 Up 
R R R 
1n 
' 
1n 2 1n p 
R ' ' ' ' (3. 4) 
R R R 
cU c12 c1p 
R R R 
cn 
' 
cn 2 cn p 
c c c 
De acordo com as funçBes selet-oras e 
definidas na seção (1.6.2), as quais nos inlormam a longit-ude das 
caudas 
" 
simet-ria dos dados originais, respect.i vament-e, 
det-erminamos a r-unção escore a(.). e const-rui mos a mat-riz de 
escores A CNxp): 
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e o vet.or 
A = 
aCR ) 
<U 
aCR ) 
<n < 
< 
aCR ) 
cu 
aCR ) 
cn < 
c 
aCR ) 
H2 
aCR ) 
<n 2 
< 
aCR ) 
cU 
aCR ) 
cn 2 
c 
aCR ) 
Hp 
aCR ) 
<n P 
< 
aCR ) 
c<p 
aCR ) 
cn p 
c 
(3. 6) 
Podemos agora definir a estat.istica linear de postos: 
S. = 
c.k 
(3. 6) 
para i=1.2 •... ,c e k=1,2, ... ,p 
.... S. J • • 
,. p 
para i=1,2, ... ,c. S = [S , S , 
Li. t.2 
Se a(.) satisfaz as condições dos teoremas de simetria 
(1.4.1.2) e normalidade (1.4.3.1), então a est.aList.ica linear de 
postos 
onde: 
s k tem distribuição assintótica normal com parâmetros: c. 
ECS ) 
i.. k 
E[_;_ E'aCR.. )] 
n. . t.Jk 
l- J"":t. 
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1 
n. 
' 
e 
onde: 
Sob Ho, 
c n. 
~ 
-
1
-E E'l.aCR ) N '-k 
t=J.j=i I.J 
Vares ) 
Lk 
~ 
1 
vkk = N=T 
N -
n. 
' 
~ a 
. .k 
n 
' v N kk 
para k ""1,2 •... ,p é i"" 1,2, ... ,c. 
Considere a es'latistica: 
c 
CN-1) E n. (s 
Í-=1- L L,k 
- )2 
- a 
•• k 
para k=1,2, ... ,p. 
(3. 7) 
e S. 
'· k 
tem distribuição assintoticamente 
normal, en'lão a es'lat.istica é assint.ot.icamente distribuida 
segundo uma distribuição Qui-Quadrado com Cc-1) gr-aus de 
liberdade. 
Prova: A prova segue-se do teorema 1.4.3.3. 
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p 
A es~a~istica adequada para ~es~ar Ho seria Q = E ~· 
k=.t_ 
Se as es'La'li s~i c as ~assem independen'Les, Q 'Lambém Leria 
dis'Lribuiçâ:o z X· Porém. como as p medidas s~o ~ei'Las na mesma 
unidade experimen~al, as es'la'Lis~icas são dependenLes. 
Ent-ão, a solução encon'Lrada ~oi decompor o t.est.e Q em p 
z X de 
c-< 
test-es simultâneos baseados na dist-ribuição 
Regra de Decisão: 
Para manter um nível a desejado. utilizamos " !X = o./p. Se 
pelo menos uma est.at..istica > rejei t..amos Ho para 
" " ck(a) igual à Cl-o:) quan'Lil da distribuição z X . c-< 
3.2.1 Comparações Múltiplas Univariadas 
Se Ho é rejei t..ada ao ni vel de signi~icãncia. 
est-amos admi'Lindo que exist-e di~erença ent-re os tratamentos, para 
um ou mais tempos Ck=1.2 •...• pJ. Como estamos t..rabal hando com 
estatisticas ~ , veri~icamos para qual tempo rejeitamos Ho e ai 
en~ão, realizamos as comparações múltiplas, com a :finalidade de 
de~ermina~ a origem da significância. 
Exis~em cCc-1)/8 pares de comparações para cada k, 
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assim nossa nova hipótese nula com relação à comparação será 
CGIBBONS, 1985): 
{ 
Ho' para um k. :fixo 
HA: para algum i< i~"" 1.2 •... ,c 
onde: 
e, 
Seja o contras~e. 
n 
S. = Ei a C R. .k) e S. 
c.k . CJ c.k 
J"'i 
n 
5 i·. k 
L • 
sv.k = E aCR .. k) e 
. t..'J 
J"'.i. 
A variância de D é dada por: 
i.i..'k 
1 
= s 
n. i... k 
' 
1 s = n~. t.". k 
VarCD ) = 
ii.'k 
- 2coveS. k.S., ,)] 
\.• ~ . 
[ 1 
onde: 
Vares ) 
i.. k 
+ 
1 Vares ) + 
v. k 
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2 
CovCS. k.s .. k)] 
1... 1... 
(>0 
(3. 8) 
e, 
para: 
Vares ) 
i... k 
n. 
"" vare E~aeR )) ""' 
j= .1 i.jk 
n_CN-n.) 
' ' N 
Vares ) V.k 
nv 
""' Vare E aCR. _k)) "" 
. CJ 
J= :t 
+ vcs. ) + vcs. )] \.. k v. k 
vcs + s ) = 
i. k v. k 
Cn + n )CN-n -n ) 
i. i.' i v 
N 
Assim obtemos: 
CovCS. .s. ) = - 1-[cn +n )CN-n -n ) - n.eN-n,) 
..... k ~-. k 2N i. v i v ~. ~ - n. CN-n. )] 1.' v 
E. substituindo os termos necessários em(*), temos que: 
VarCD ) = (2._ + - 1-) v i.Vk n. n _ , kk · 
' ' 
(3. Q) 
Regra de Decisão: 
A hipótese nula será rejeitada se: 
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2a 
onde: c(c-1)-
1-</>(2, ) ~ a'/2. 
"' /2 
2 
01.'/Z 
/V arCO ) 
i\.'k 
para um de~erminado k em que 
3Q3 Teste Multivariado 
C3. 10) 
Para este leste. de~iniremos contrastes do tipo: 
(3.11) 
para Z:=1.2~ ...• c e k=1, 2, ...• p 
e o velar de cont.rast.es D = [0. • D. 
1,. l.. 1. 1.. z 
.. " . D J • para 
i. p 
i=1 •... c. 
Se aC.) sa:lis:faz as condições dos teoremas de simetria 
(1.4.1.2) e normalidade C1.4.3.1J, ent.ão D. tem distribuição 
c.k 
assintótica normal com parâmet-r-os: 
onde: 
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sendo: 
1 
v = kk· N-1 
para 
ECD ) "" O 
Lk 
c n 
E r (acRijk) - a 
t.=ij=i 
i=1.2 •... • c e 
v kk• 
k,k'""1.2, ... • p. 
Vamos deno~ar a matriz de covariância do vetor de 
contras~es D_ por 
' 
í.: Ccpxcp). Podemos obter 
seguinte produto cruzado; 
onde: 
L = P 0 C, 
c é uma matriz Cpxp) com elementos 
p = [_!i_ &' - 1) 
n v 
' 
para i, i'=1 •... ,c 
Então o test.e será da forma: 
L 
c 
E n.o:c D 
' ' ' i."' .t 
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v kk• 
at.ravés do 
(3. 12) 
onde C represent..a a inversa de Moore-Penrose da ma'lriz C. 
Prova: LEHMACHER C1979). 
Regra de Decisão: 
Podemos proceder como segue: 
{ "' 2 c. !to aceitamos H o X a-ro. Se L (p-!I.Hc-:1.) < 2 x<p-.f.)(c-:l) {:'t_-Ol} não rejei '\:..amos H o > c 3. 13) 
onde 2 x a-cu é o C1-cú-ésimo quantil 
<p-t.Hc-ü 
da distribuição 2 X 
com Cp-1)Cc-1) graus de liberdade e O<o.<1 é o nivel de 
significância desejado do teste. 
EXEMPLO 3.1 Este experiment..o pode ser encont..rado em GRIZZLE & 
ALLEN C1969). A variável em est.udo, Coronary Sinus Po-lassium 
C mil equivalentes/litro), é medida 7 vezes durante os t.reze 
minu-los iniciais após a oclusã:o coronária, nos t.empos 
1.3.6,7.9.11 • 13. Os grupos ou tratament.os são derinidos como: 
Grupo I Cachorros do grupo Controle 
Grupo II Denervação Cardiaca Extrinseca três semanas antes da 
oclusão coronária. 
Grupo III Degeneração Cardiaca Extrinse-ca imediat.ame-nl-e- a 
priori à oclusão coronária. 
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G!'"Upo IV - Simpat.ect.omia To!'"áxica Bilate!'"al e estelect..omia l-rês 
semanas anl-es da oclusão coronária. 
TABELA 3.1 - Coronary Sinus Potassium Cmil equivalentes/litro) 
grupo unid. exp. Tempo em minutos após a oclusão 
0'-J traL CACHORRO 1 3 6 7 9 11 13 
1 4.0 4.0 4.1 3.6 3.6 3.8 3.1 
a 4.a 4.3 3.7 3.7 4.8 6.0 6.a 
3 4.3 4.a 4.3 4.3 4.6 6.8 6.4 
4 4.2 4.4 4.6 4.9 6.3 6.6 4.9 
GRUPO I 5 4.6 4.4 6.3 6.6 5.9 6.9 6.3 
6 3.1 3.6 4.9 6.a 6.3 4.a 4.1 
7 3.7 3.9 3.9 4.8 5.a 5.4 4.a 
8 4.3 4.a 4.4 5.a 6.6 6.4 4.7 
9 4.6 4.6 4.4 4.6 5.4 5.9 6.6 
1 3.4 3.4 3.5 3.1 3.1 3.7 3.3 
a 3.0 3.a 3.0 3.0 3.1 3.a 3.1 
3 3.0 3.1 3.a 3.0 3.3 3.0 3.0 
4 3.1 3.a 3.a 3.a 3.3 3.1 3.1 
GRUPO II 5 3.8 3.9 4.0 a.9 3.5 3.5 3.4 
6 3.0 3.6 3.2 3.1 3.0 3.0 3.0 
7 3.3 3.3 3.3 3.4 3.6 3.1 3.1 
8 4.2 4.0 4.2 4.1 4.2 4.0 4.0 
9 4.1 4.2 4.3 4.3 4.a 4.0 4.2 
10 4.5 4.4 4.3 4.5 5.3 4.4 4.4 
1 3.2 3.3 3.8 3.8 4.4 4.a 3.7 
2 3.3 3.4 3.4 3.7 3.7 3.5 3.7 
3 3.1 3.3 3.2 3.1 3.2 3.1 3.1 
GRUPO III 4 3.6 3.4 3.6 4.6 4.9 5.2 4.4 
5 4.5 4.5 5.4 5.7 4.9 4.0 4.0 
6 3.7 4.0 4.4 4.2 4.6 4.9 5.4 
7 3.6 3.9 6.8 5.4 4.9 5.3 5.6 
8 3.9 4.0 4.1 5.0 5.4 4.4 3.9 
1 3.1 3.5 3.6 3.2 3.0 3.0 3.2 
2 3.3 3.a 3.6 3.7 3.7 4.2 4.4 
3 3.6 3.9 4.7 4.3 3.9 3.4 3.5 
4 3.4 3.4 3.6 3.3 3.4 3.2 3.4 
GRUPO IV 5 3.7 3.9 4.2 4.3 3.6 3.9 3.7 
6 4.0 4.6 4.8 4.9 6.4 6.6 4.9 
7 4.2 3.9 4.5 4.7 3.9 3.9 3.7 
8 4.1 4.1 3.7 4.0 4.1 4.6 4.7 
9 3.6 3.6 3.6 4.2 4.8 4.9 6.0 
64 
Consideramos que o exper i men'lo L em 36 unidades 
experiment-ais, at-ribuídas ao acaso à 4 grupos experimentais e 
que são 'lomadas 7 medidas em t...empos diferentes. Seja: 
xi.jk resposta do j-ésimo cachorro, at.ribuido ao i -és i mo grupo 
no k-ésimo t.empo. 
para: i=1,2.3,4 (grupo ou t...ratament...c) 
}=1,2, ... ,n. (unidade experimental) 
' 
k=1,2, ...• 7 Ct...empo) 
a) Análise dos Perfis Médios 
Obset"var-emos ó per-fil médio de cada gr-upo, at.ravés da 
tabela 3. 2 das médias amost.rais de cada grupo, e da figura 3.1 
dos perfis médios da respost.a dos 4 grupos nos 7 tempos. 
TABELA 3.2 - Curvas Médias de Respost..a 
GRUPO 1 3 5 7 9 11 13 
1 4.11 4.18 4.51 4.77 6.07 5.22 4.72 
2 3.54 3.63 3.62 3.56 3.56 3.60 3.46 
3 3.60 3.73 4.20 4.44 4.50 4.53 4.26 
4 3.64 3.78 4. 01 4.07 3.98 4.07 4.04 
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CURVAS MEDIAS DE RESPOSTA 
1000 eq/lltro 
5 
3L_----~----~-----_L ____ _J ______ L_ ____ _ 
1 3 5 1 9 n a 
Minutos depois da Oclusao Coronarla 
-Grupo I -+-- Grupo 11 -*- Grupo 111 ---a--- Grupo IV 
FIGURA 3.1 -Representação grárica dos periis médios dos 4 grupos 
experiment..ais, observados em 7 tempos após a oclusão coronár-ia. 
b) Análise Exploratória dos Dados 
Faremos uma análise exploratória dos dados. a'Lravés do 
diagrama de ramos-e-~olhas. box-plot, 2~ coelicient.e de Pearson e 
o coeficiente Percenlilico de Curt.ose. 
iJ Ramos-e-Folhas 
Veriiicaremos a forma da distribuição dos dados. at.ravés 
do seguinte diagrama de ramos-e-Iolhas na íigura abaixo: 
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ramos 
2 
3 
3 
3 
3 
3 
4 
4 
4 
4 
4 
5 
5 
5 
6 
5 
i i) Box-Pl o'l 
f'olhas 
g 
0000000000000111111111111111111 
2222222222222233333333333 
44444444444455566555555 
66666666666777777777777777 
88888889999999999 
000000000000011111111 
2222222222222222223333333333 
444444444444666555 
6666666667777 
88888899999999 
000 
22222333333 
444444444 
6666667 
88999 
---------I + 1-----------------------
----+---------+---------+---------+---------+---------+--
3.00 3.60 4.20 4.80 5.40 6.00 
De acordo com o diagrama de ramos-e-f'olhas e o box-plol, 
podemos concluir que a distribuição dos dados apresenta uma 
assimetria à direita. 
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iii) 2~ Coeficiente de Pea~son 
Uma medida usada muito f'requentemente para avaliar o 
g~au de assimetria ou de def'o~mação de uma distribuição é o 2=' 
Coeficiente de Pearson, o qual se calcula através da expressão: 
Cp = 
onde: 
3CX Md) 
s (3.14) 
X é a média amostra!, S o desvio-padrão e Md a mediana. 
Obtemos para os nossos dados o seguinte coef'iciente: 
Cp 
3 C4. 048413-4) 
0.766035 = 0.1896 
Este valor nos indica assimetria à direita. 
iv) Coeficiente Percentilico de Curtose 
O Coef'iciente Percentilico de Curtose é usado para 
indicar qual é a forma da distribuição dos dados. 
Para avaliar o grau de curtose da distribuição de 
Irequências. usaremos a seguinte medida: 
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onde: 
K = 2 CP 
"" 
p ) 
w 
(3. 15) 
Q. é o t-és:imo quartil 
' 
e P. o j-ésimo percent..il. 
J 
Através de K. podemos identificar a forma da curva. se: 
K > 0.263 => platicúrtica (excessivamente achatada) 
K = 0.263 => mesocúrtica (normalmente achatada) 
K < 0.263 => leplocúrtica (muito afilada). 
Obtemos para os nossos dados o seguinte coeficiente: 
K = 4.5- 3.4 = 0.25 ê (6.3- 3.1) 
Como K < 0.263. a curva ou distribuição dos dados é leptocúrtica. 
A seguir. calculamos os indicadores de sime-lria e de 
longitude da cauda da distribuição dos dados. 'P e 
' 
para cada 
tempo. considerando os tratamentos. Os resul -Lados apresent.ados 
na tabela abaixo. Ioram ohtidos através do pacot.e estat.istico 
SENP (Sistema Estalistico Não-Paramétrica). 
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TABELA 3. 3 Escolha da :função escore 6Lima para cada t.empo, 
levando-se em con-ta os LraLamenLos. 
TEMPO 
"'· 
'~'z DI STRI 8UI ÇÃO ESCORE 
1 2.3567 1. 5277 NORMAL VAN DER WAERDEN 
3 2.3689 1. 5363 NORMAL VAN DER WAERDEN 
5 2.0724 1.7875 UNIFORME GASTWIRTH 
7 2.2086 1" 4144 UNIFORME GASTWIRTH 
g 2.7933 1.6774 NORMAL VAN DER W AERDEN 
11 2.2274 1.2858 UNIFORME GASTWIRTH 
13 2.2008 1.7018 UNIFORME GASTWIRTH 
De acordo com a análise explorat.6ria dos dados. e a 
análise uni variada apresentada na -tabela 3. 3, onde encontramos 
alguns t.empos com dis-tribuição normal e outros com distribuição 
uni:forme, escolhemos a f'unção escore de Van Der Waerden como 
sendo adequada aos dados: 
C3. 16) 
onde~ é a distribuição NCO,lJ. 
Par-a a realização dos t.estes, t.omaremos os post.os como 
descrit.o em C3.3) e (3.4). Port.anto. devemos subs-tituir N por p 
em (3.16). 
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A matriz de postos R CNxp) dada na expressão C3.4). pode 
ser- obtida através do programa UNIMUL. PRG. que se encontra em 
anexo. utilizando as duas matrizes PL e C Csa1das do programa). 
A matriz de postos R CNxp) é a seguinte: 
6-6 6-6 7 2-3 2-3 4 1 
3 4 1-2 1-2 6 6 7 
2-4 1 2-4 2-4 6 7 6 
1 2 3 4-6 6 7 4-6 
2 1 3-4 6 6-7 6-7 3-4 
1 2 6 6 7 4 3 
1 2-3 2-3 6 6 7 4 
2 1 3 6 7 6 4 
2-4 2-4 1 2-4 6 7 6 
4-6 4-6 6 1-2 1-2 7 3 
1-3 6-7 1-3 1-3 4-6 6-7 4-6 
1-4 6 6 1-4 7 1-4 1-4 
1-3 4-6 4-6 4-6 7 1-3 1-3 
6 6 7 1 3-4 3-4 2 
1-4 7 6 6 1-4 1-4 1-4 
3-6 3-6 3-6 6 7 1-2 1-2 
6-7 1-3 6-7 4 5-7 1-3 1-3 
R = 2 3-6 6-7 6-7 3-6 1 3-6 
6-6 1-4 1-4 6-6 7 1-4 1-4 
1 2 4-6 4-6 7 6 3 
1 2-3 2-3 6-7 6-7 4 6-7 
1-4 7 6-6 1-4 6-6 1-4 1-4 
3 1 2 6 6 7 4 
3-4 3-4 6 7 6 1-2 1-2 
1 2 4 3 6 6 7 
1 2 7 6 3 4 6 
1-2 3 4 6 7 6 1-2 
3 6-7 6-7 4-6 1-2 1-2 4-6 
2 1 3 4-6 4-6 6 7 
2-3 4-6 7 6 4-6 1 2-3 
3-6 3-6 7 2 3-6 1 3-6 
2-3 4-6 6 7 1 4-6 2-3 
1 2 3-4 6 6 7 3-4 
5 3-4 6 7 3-4 2 1 
3-5 3-6 1 2 3-5 6 7 
1 2-3 2-3 4 6 6 7 
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A seguir. calculamos a ma~riz de escores A CNxp) dada na 
expressão C3.6)~ utilizando os escores de VAN DER WAERDEN. Esta 
mat.riz corresponde a matriz ESC encontrada nas saidas do programa 
UNI MUL. PRGo 
0.49666 0.49666 1. 15036 -0.49666 -0.49656 o -1.16035 
-o. 31964 o -O.Q1242 -0.91242 0.31864 0.67449 1. 16035 
-0.33104 -1.16035 -0.33104 -0.33104 0.31864 1.15035 0.67449 
-1.15036 -0.67449 -0.31864 0.15932 0.67449 1.15035 0.15932 
-0.67449 -1.15035 -0.15932 0.31864 O. 91242 0.91242 -0.15932 
-1.16036 -0.67449 0.31864 0.67449 1.16036 o -o. 31864 
-1.16036 -0.49656 -0.49656 0.31864 0.67449 1.15035 o 
-0.67449 -1.16036 -0.31864 0.31864 1. 16036 0.67449 o 
-0.33104 -0.33104 -1.16036 -0.33104 0.31864 1.16036 0.67449 
0.15932 0.15932 0.67449 -0.91242 -0.91242 1.15035 -0.31864 
-0.71449 0.91242 -0.71449 -0.71449 0.15932 0.91242 0.16932 
-0.53597 0.31864 0.67449 -0.53587 1. 15035 -0.53587 -0.53587 
-0.71449 0.33104 0.33104 0.33104 1. 15035 -0.71449 -0.71449 
0.31864 0.67449 1.15035 -1" 15035 -0.16932 -0.15932 -0.67449 
-0.53587 1" 15035 0.67449 0.31864 -0.53587 -0.63587 -0.53587 
o o o 0.67449 1.15035 -0.91242 -0. 91242 
0.71449 -0.71449 0.71449 o 0.71449 -0.71449 -0.71449 
-0.67449 o 0.91242 0.91242 o -1.19036 o 
0.49656 ~0.33104 -1" 15035 0.49666 1. 15036 -0.33104 -0.33104 
-1.16035 -0.67449 0.15932 0.16932 1.15035 0.6?449 -0.31864 
-1.15035 -0.49656 -0.49656 0.71449 0.71449 o 0.?1449 
-0.63567 1.16035 0.49656 -0.53587 0.49656 -0.53587 -0.53587 
-0.31864 -1" 15035 -0.6?449 0.31864 0.67449 1" 16035 o 
-0.15932 -0.15932 0.67449 1" 15035 0.31864 -0.91242 -0.91242 
-1" 16035 -0.67449 o -0.31864 0.31864 0.67449 1.15035 
-1.15036 -0.67449 1" 15035 0.31864 -0.31864 o 0.67449 
-0.91242 -0.31864 o 0.67449 1.15036 0.31864 -0.91242 
-o. 31864 0.91242 0.91242 0.15932 -0.91242 -0.91242 0.16932 
-0.67449 -1.16035 -0.31864 0.15932 0.15932 0.67449 1.15035 
-0.49656 0.15932 1.16036 0.67449 o. 15932 -1. 15035 -0.49656 
0.16862 0.16862 1.15035 -0.67449 0.16862 -1. 15035 0.16862 
-0.49656 0.16932 0.67449 1" 15035 -1.16035 0.16932 -0.49656 
-1. 16036 -0.67449 -0.15932 0.31864 0.67449 1" 15035 -0.15932 
0.31864 -0.15932 0.67449 1. 15035 -0.16932 -0.67449 -1.15035 
o o -1.15036 -0.67449 o 0.67449 1. 15035 
-1.16035 -0.49666 -0.49656 o 0.31864 0.67449 1. 16035 
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Quanto ao t...este mult.ivariado. a matriz de covariância 
C é a seguinte: 
0.30363 0.10663 0.08457 -0.08384 -0.09749 -0.16451 -0.14899 
0.10663 0.42989 0.19310 -0.11488 -0.19008 -0.26480 -0.16986 
0.08457 0.19310 0.52395 0.04536 -0.19518 -0.38073 -0.27108 
-0.08384 -0.11488 0.04536 0.38378 o. 06121 -0.15149 -0.14014 
-0.09748 -0.19008 -0.1961.8 o. 06121 0.41279 0.04412 -0.03538 
-0. 16461 -0.26480 -0.38073 -0.15149 0.04412 0.64483 0.27258 
-0.14899 -0.15986 -0.27108 -0.14014 -0.03638 0.27258 0.48286 
e a inversa generalizada de Moore-Penrose da mat.riz C é: 
3.06222 -1.23246 -0.80707 -0.06214 -0.62716 -0.37808 -0.05532 
-1.23245 2.80674 -1.33784 0.22388 -0.06194 0.08997 -0.48834 
-0.80707 -1.33784 2.70674 -1.17673 0.27072 0.31152 0.03367 
-0.06214 0.22388 -1.1?673 2.60654 -1.19616 -0.07735 -0. 21806 
-0.52715 -0.06194 0.27072 -1.19616 2.27683 -0.58295 -0.17836 
-0.37808 0.08997 o. 31162 -0.07735 -0.58295 2.08933 -1.45244 
-0.06632 -0.48834 0.03367 -0.21806 -0.17836 -1.45244 2.36884 
O veLar de contrastes. onde cada elemento é de~inido em 
C3.11). resultou em: 
[ -0.11219 -0.38376 -0.37966 -0.13914 0.80649 0.63234 0.17691] 0.32632 0.43644 0.19347 -0.16687 o. 03531 -0.42930 -0.39637 -0.34102 -0.18838 0.03049 0.2023 0.21166 0.04102 0.04393 0.05275 0.06626 0.13758 o. 14362 -0.43386 -0.1918 0.22545 
A est.at.ist.ica do t.est.e, o grau de liberdade e o 
"Pval ue", podem ser ver i :ficados na t.abel a 3. 4. 
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TABELA 3.4 
ESTA TI STI CA GL PVALUE 
2.7.52.666 18 0.083568 
Se considerarmos que a signi~icância de 8,36% do ~este 
multivariado é suíicien~e (signiiicativa) para o experimenlador, 
então podemos dar prosseguimento ao estudo~ investigando em quais 
tempos a di~erença entre os tra~amentos é signiíica~iva. 
Apresentamos na tabela 3. 5 abaixo, as es~alist.icas ~ 
do teste. urü variado para 1<:1.=1,2 •...• 7 seus respectivos 
''P-value''• para 3 graus de liberdade: 
TABELA 3.5 
TEMPO ESTATISTICA o, PVALUE 
1 7.026742 0.071050 
3 8.266225 0.040818 
6 3.529724 0.316927 
7 2.507730 0.473896 
g 5.932101 0.114961 
11 8.973194 0.029649 
" 13 4.809828 o. 186264 
• Conclusão: Tomando ot=O. 05, teremos ot =a./ p=O. 007 e com 
este ni vel n:ã:o rejeitaremos Ho para nenhum dos ~empos. Porém, 
para demonstração dos métodos vamos supor que aceitemos Ho para o 
tempo 11 minutos após a oclusão coronária, onde o "P-Value" é 
* aproximadamente 0.03, e equivale a um ot =0.21. 
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O próximo passo, 
é verificar quais são os t-ratamentos que di:fer-em nos tempos 
significat-ivos. 
Vejamos na tabela abaixo. quais são os grupos ou 
t-ratamentos que dif'erem para o tempo considerado signi:ficativo, 
ou seja, vamos t-estar a seguinte hipót-ese: 
{ Ho: T. = 'i- v i <i.'= 2,3,4 e k=6 ' HA: T. ,., T. para algum i< i • = 2,3.4 
c ' . 
TABELA 3. 6 - Comparações Múl t.iplas entre os grupos 11 minutos 
após a oclusão coronária. 
PROVAS 1°cc. k I PVALUE 
T = T 2.877386 0.002005 
" 
' • 
T = T 1.6164!32 0.064829 
' 
3 
T = T 2.177125 0.014736 
' 
4 
T = T 1. 234743 0.108463 2 3 
T = T 0.643703 0.259884 
z • 
T = T 0.596669 0.276364 g 
• 
Para um a=0.05, t-eremos 2a cCc-i) = 0.0083 e de acordo 
com este valor e os resultados apresent-ados na tabela 3.6, 
concluimos que existe diferença significativa para o tempo 11 
minutos após a oclusão coronária ent..re os grupos 1 e 2. 
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IV. SUAVIZAMENTO NAO-PARAMt:TRICO 
4.1 Introdução 
Vamos tratar neste capitulo de suavizamento 
não-paramét..rico de f"unçê5es de regressão, mais especificamente 
queremos suavizar a curva média de resposta de um certo grupo ou 
t-ratamento. Assim, este capitulo será necessário para que 
possamos desenvolver a seção 5.3 do capitulo V. 
Dentre os vários t.rabalhos sobre alisamento 
não-paramétrica encontrados na literatura est.atistica podemos 
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citar alguns. como por exemplo: PRIESTLEY & CHAO C1972). CLARK 
C1977), GASSER & MULLER C1979), HART & WEHRLY (1986). 
A maior~ia dos trabalhos que acabamos de citar considera 
est.imadores de kernel de regressão envolvendo erros 
não-correlacionados; porém, para o tratamento de curvas de 
respost.a é imprescindivel utilizarmos as correlaçe:>es, visto que 
as obser vaçeies :feit.as na mesma unidade experimental serão, 
geralmente~ correlacionadas. HART & WEHRLY C1986) f"ornece um 
mét.odo baseado nos dados para selecionar o ''bandwidt.h'' b, levando 
em cont-a a correlação entre os erros e de f'orrna a minimizar o 
erro quadrático médio. A seguir descreveremos o mét-odo de 
suavizamento em queslão. 
4.2 O Modelo 
Assumiremos o mesmo tipo de experiment.a descri t.o no 
capit.ulo II, onde Í-""'1, ...• c C grupo ou trat.ament.o)~ j=i •... ,n_ 
' 
(individuo j pertencent..e ao i.-ésimo grupo) e k=1 •... ,p Clempo). 
Considere o seguinte modelo: 
(4. 1) 
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para j=l, .. • n. • 
' 
onde os t • s 
k 
são f'i::x:as corn 
o :$ t -:5 t -:5 
' 2 
'St::S1. 
p 
QuanLo aos erros: 
EC e .. Ct.k)) = O, ,, v k""i •.. - ,p. 
para f=j' 
caso contrário (4. 2) 
A ~unç~o de correlação p ~em as seguintes propriedades: 
a) p(O) = 1 
b) l pe y) 1 ::S 1 • v y e E -1 , 1 J . 
Este modelo implica que as observações X. _Ct), 
'J ' 
x _ _(t.), 
'J p 
feitas no j-ésimo individuo s~o correlacionadas e as 
observações :feitas em dif'erentes individuas são não 
correlacionadas. Considerando est.e t.ipo de modelo, evitamos o 
supersuavizame-nto, f'ato que ocorre quando os dados são tratados 
como não-cor relacionados quando na verdade 
correlacionados. 
Def'inindo X ct. ) 
L k 
expressões C4.1) e C4.2), temos: 
onde: 
n 
_1_ E\.x Ct. ) 
n ij k 
i j =t 
e, 
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eles são 
retomando as 
(4. 3) 
e. Ct..k) ~ 
'-
cave e Ct. ) • 
i.. k 
e. Ct JJ 
L k' 
= (4. 4J 
Para um modelo definido dest.a maneira, podemos ajustar 
uma curva suavizada às médias amost..rais X Ct.. J. 
i.. k O es-Li mador 
ut..ilizado para o ajust..e é o seguinte: 
onde: 
s ~ 
o 
sk ~ 
s ~ 
p 
' 
,ui.b c t) = 
1 p 
-b Ex. Ct.J 
'. k k"':l 
O· 
• 
Clk + t. J kH 
2 k=1 •...• p-1 e 
1 
O denomi nadar de f.ii.b C tJ 
OStSt.-:5 
' 2 
será denotado por 
(4. 5) 
< t 5 1 
p 
b é uma const.ant.e posi t.i va. denominada ampl i t.ude de 
suavizament.o e que especif:ica o grau de suavizamento, é t.ambém 
conhecida como ''bandwidt.h'', e pode assumir valor-es tal que: 
o < b s [c t + t ) /2] • 
p ' 
7Q 
onde: 
[(t + t )/2] representa a parte inteira de Ct + t )/2:. 
p i p i 
W é uma f'unçâo densidade com suporte [-1,1), além disso, a Iunção 
peso W deve satisf'azer: 
a) WC>O 
"' 
o, v X 
bJ /"' WCxJdx = 1 
00 
c) f"' W2 C x:Jdx < 00 00 
d) WCx) = WC-x) 
Escolhemos a f'unção Kernel de Epanechnikov: 
WCXJ 
= { 
z 0.75(1-x J, 
o 
se 
se 
!xl :::: 1 
lx! > 1 
esta !'unção também é conhecida como função quadrát.ica e. em se 
tratando de suavizamento, é a mais recomendável entre as f'unç~es 
existent...es. 
O método consiste na escolha do "bandwidth" b, que 
minimiza a curva do Erro Quadrát...ico Médio com relação à Média 
CEQMND, o qual é def'inido por: 
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(4. 6) 
e quando levamos em conta o modelo definido em (4.1) e C4.2). o 
EQMMCb) é dado por: 
EQMMCb) = 1 p ECSQRCb)) -
z 
"' n. 
' 
onde: 
SQRCb) "" P [ ~ Jz E E X. c-t ) - /J. bc t ) 
L. k \. k k=t 
é a soma de quadrados residual. 
(4. 7) 
H é a matriz de pesos Cpxp), também chamada matriz 
chapéu. cujo Ck,k')-ésimo elemento é: 
h = k k • p s t u +E J:· w(--\:;-)du 
k' =:t k• -:1 
C4. 8) 
R é a matriz de correlações Cpxp), cujo Ck.k')-ésimo 
elemento é dado por pCJl- l j). k k• 
Para dados igualmente espaçados, definimos A = 
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t - t • 
2 ' 
t.rC HR.) 
onde: 
onde: 
+ 2 
Jl/<Zbl f WCx)dx 
o 
p-1 < k+:t/ZlfL...'b 
E d cu 
k"':l p,b 
pCkA:l J WCx)dx 
d (k) = 
p,b 
< k-1/2 )fvb 
a Ct ) 
k' =:t b k' 
p-k 
E 1 
Se ~=1; então pCk) é estimado por: 
"' cCk) pCk) = par-a k=i,, .. ,p-1 
eCO) 
C4, 9) 
(4. 10) 
~ 1 
cCk) = n. p-k ) [ ) E' E (x .. Ct.) - X. Ct.LJ x. _ct ) - X. Ct.L k) . 
n p 
' 
j=:t l=:l q l. 1.. I.J L+k t. + 
;;CO) é a estimat.iva de a 2 . 
Para erros cor-relacionados o EQMMCbJ dado em (4.7) pode 
ser expresso como: 
EQMMCb) = 
. 
SQRCb) 
p 
~ 
eCO) 
n. 
' 
C4. 11) 
sendo que, t.rCHR) é obt.ido subst.it.uindo-se em C4.9), p(k) por 
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' pCk), dado em (4.10). 
Assim. iniciamos o processo at-ribuindo um de-ler-minado 
valor pequeno para b, e veri~icamos de acordo com (4,11) qual é o 
EQMMCb). E prosseguimos. até que seja possivel construir a curva 
de EQMM e at.ravés dela veriiicar qual é o valor de b que a 
minimiza. 
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V. TESTES DE ALEATORIZAÇÃO APLICÁVEIS A CURVAS DE RESPOSTAS 
5.1 Introdução 
Nes~e capi~ulo desenvolvemos ~es~es de alea~orização 
baseados em ZERBE & WALKER C1977) e ZERBE (1979), para análise de 
curvas de respos~a. ~es~es aqui propos~os u~ilizam 
eslatisticas que rornecem valores aproximados dos "P-values" 
exat.os em t.est.es aleat.orizados. Estas: aproximações são mui t.o 
viáveis, porque em casos onde o número de elemen~os envolvidos na 
amostra é grande. t.orna-se praticamente impossivel calcular todas 
as permu-laçôes possi veis que seriam necessái~ias para se obt.er o 
"P-value'' exato de um teste aleatorizado. 
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Na seçâo 5.2. aplicamos os 'Lestes em curvas 
i nt.erpol adas. Utilizamos um procedimento compulacional baseado 
na mat.r-iz C, at.ravés da qual podemos repre-sentar o tempo ou 
int.ervalo de l-empo desejado. Os tesl-es apresenl-ados possibilitam 
a verificação de ef'eit.o de t-rat-amento em um determinado ponto ou 
então, em um intervalo de tempo especirico. 
Na seção 6. 3, aplicaremos suavizament.o não-paramét.rico 
às curvas de resposta (veja como fazer o suavizamento no capitulo 
IV), combinado ao uso de 'Lestes de aleal-orização. Este tipo de 
t.rat.ament.o est.atist.ico em experimenLos com medidas repetidas no 
tempo é mui t-o i nt.er-essante e foi proposto por RAZ C 1 989). O 
suavizament.o pode aumentar o poder dos test-es para e:fei to de 
tempo e interação tempo x tr~tamento enquanto introduz um pequeno 
vicio. porém tem pouca influência no poder- do leste para efeito 
de t.ratamento, 
5~2 Testes de Aleatorização~ Utilizando Curvas Interpoladas 
A finalidade desta seção (5. 2) é introduzir a idéia de 
aleatorização mostrar que com os testes aproximados de 
aleat..orização podemos obter ótimos resultados. sem a necessidade 
de se calcular todas as permutações possiveis que seriam 
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necessárias para se obter o "P-value" exato de um teste 
aleatorizado. Além disso, os testes apresentados na seção 6. 3. 
ser :?lo baseados nos testes para ef'ei to de trat~amen+...o sobre um 
ponto no tempo ou um deter~inado intervalo de tempo, que 
apresentaremos a seguir. 
Considere o experimento delinido em (2.1), assim sendo, 
para a j-ésima unidade experimental atribuida ao i-ésima 
tratamento, as p medidas constituem um vetor de observaç~es: 
Y. . = ( y _c t ) • y. _c t
2
) , 
~J ~J :1 ~J 
y .Ct ) J '. 
" p 
Vamos agora deíinir a curva de resposta Y .. Ct) 
CJ 
curva observada sobre o intervalo de tempo Ca,b) para o 
como a 
j-ésimo 
individuo atribuido ao i-ésimo tratamento. A curva de resposta 
Y_.Ct) pode ser obtida por int .. erpolação polinomial. ,, 
onde: 
Assumimos o seguinte modelo: 
Yt{tJ f.i(t,) + T_Cl) 
' 
+ E_ .C t.J 
CJ 
f.i(t,) é a média geral, 
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(5.1) 
T.CtJ é o e:feit.o do tratamento i. 
' 
E .. Ct.) é o erro aleatório, com E(E .. Ct.JJ =O e V ar (E .. C t) J 
q 
2 
"" O' • LJ LJ 
5~2.1 Teste para Efeito de Tratamento num Ponto no Tempo 
Para testar a exist-ência ou não do éfoaito de tratamento. 
considere a seguinte hipótese nula: 
TABELA 
F. V. 
ENTRE 
DENTRO 
TOTAL 
onde: 
Hoc o T 
2 
Observe a tabela abaixo: 
T 
c 
o o C6. 2) 
5.1 - TABELA DE ANÃLI SE DE VAR!Ãlo,jCIA P/ UM PONTO NO TEMPO 
G. L. Soma de Quadrados Quadrado Médio 
c 
Y_. CtJ) 2 c-1 
. E ni. (Yi.. c-u o BC t.J 8(-t) /(c -1) 
L"'!. 
c n 
Yi._Ct.)J 2 N-c E E'(Y.CD - o wc t.) WC t.) /( N-c) 
i.= S. j ::t LJ 
c n 
. (t.) )2 N-1 E E' (y .cu y o TCU 
i.o::c.ij=1. LJ 
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y 
Y. Ct) 
'· 
cu = _1_ N 
e as esperanças da somas de quadrados são: 
E[WCt.)J = CN-c)0'2 Ct). C5. 3) 
A estatistica apropriada para teslar Hoc é a seguinte: 
FCt.) = 
BCt)CN-c) 
WCt)Cc 1) 
a) Distribuição Exata de FCt) 
Sabemos que existem: 
C5. 4) 
permutações possiveis de N sujeites atribuidos a c tratamentos, e 
S é a permutação obtida no experimento em estudo. 
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Para encont.rar o "P-value'' exato do teste, teriamos que 
calcular FCt.) para todas as R permutaçeies possi VE'Üs dest.es N 
sujei tos. 
Se M destas R permutaç~es result.arem em FCt.) ~ Io 
Co valor calculado da est.at.ist.ica FCt.) em C5.4)), então: 
PCS) = 
é o "P-value" exato de FCt). 
Porém, quando R é muito grande, calcular t.odas as 
permut.ações se torna inviável, porisso, é aconselhável estimar o 
valor exato de "P-value''. através de uma amostra aleat..ória A. das 
R permutaçeíes. 
Se est.a amost.ra A. consist.e de r permutaç~es e destes 
r, m das quais resultarem em FCt) ~ fo, ent.ão, uma estimat.iva 
do "P-val ue" exat.o é: 
PCS, A) = 
Se a amostragem é com reposiç~o, m é uma variável 
aleatória binomialment.e dist.ribuida com parãmet.ros r e PCS), 
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ou seja~ 
m ~ 8 Cr • PCS)) 
Podemos também, construir intervalos de confiança para 
PCS). e se por exemplo, 99% é o nivel de signiiicância 
pré-est.abelecido. então. O. gg é a "conf'iança" de que examinar-
todas as R permutações t.eria resultado na mesma decisão. 
b) Aproximação da Estatística FCt) por RCtJ 
Sob Hoc. FCtJ tem distribuição Y de Snedecor com v e v 
< 2 
graus de liberdade. ou seja; 
FC l) - :F C v v ) 
' 2 
Consequenlemente, podemos utilizar uma est.at.ist.ica equivalente a 
FCt.): 
RCt) = WCt.) C!3. 5) BC t.) +WC t.J 
que t.em distribuição Beta com parâmetros v /2 e v /2, ou seja; 
< 2 
v v 
RCt.J ~ :B ( 2 '* • ;::/] 
90 
onde: 
.. 
Sob Hoc, 
e 
onde: 
v = 
' Vai' ( RC l) J 
v = 
z 
{1 - E[R(t,)]) v 
' 
f:(R(t,)] 
E[RCt)J = c-1 N-1 
2EERCt)J 
+ r V[R(t,)} = 
(C B(-L) +WC t))/( N-1) J z 
q = (NcN+l)e - Cc 2 +2c-2)N + cCc-2)) / m 
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(6.6) 
C6. 7) 
Regra de Decisão: 
BCt)+WCt) 
N 1 = 
TCD 
N 1 
-N"1"'1;--. E .EL (YL{t) - Y_ :t.))• 
l. =íj=i 
(5. 8) 
Agora que já sabemos os valores dos graus de liberdade 
v e v em C5. 6). atr-avés da apr-oximação de FCt) por RCt), 
' 2 
podemos utiliza-los para calcular o "P-value" aproximado de F(t-), 
para a distribuição ~- E rejeitaremos a hipótese nula Hoc caso o 
valor- calculado do "P-value" seja pequeno o bast-ant.e. 
c) Aproximação de FCt) utilizando a Variância Assintótica de RCt) 
Se cada n. Ior grande, a variância assintótica de R(t-) 
' 
será dada por: 
VAfRCl) J ~ acc-1) 
N2 
C5. 9) 
Agora. subst.ituimos a variância assintót.ica C6. 9) em 
C5. 6) e os graus de liberdade v e v serão dados por: 
' 2 
Q2 
e 
v ~ 
' 
Regra de Decisão: 
v ~ 
2 
VA( RC t.J J 
-{1 - EERCt.)J} v 
' 
EE Rct.) J 
2E( RC t.J J 
Calculamos o "P-value'' aproximado de FCt.J. 
(5.10) 
para a 
dist.ribuição ~ utilizando os graus de liberdade assint.ót.icos v e 
' 
v dados em (5.10). e a eslatist.ica F'Cl) dada em (6.4). E 
2 
rejeitaremos a hipót.ese nula Hoc caso o valor calculado do 
"P-val ue" seja pequeno o bast.ante. 
d) Aproximação de FCt.J ut.ilizando os graus de liberdade padrões 
Podemos utilizar os graus de liberdade padrões, Cc-1J e 
CN-c), para calcular o ''P-val ue" do test.e FCt.J aproximado. 
Porém. verificaremos mais tarde no exemplo 5.1. que sua 
utilização não é recomendável. 
Teste para Efei t.o de Tratamento sobr-e um Intervalo de 
Tempo 
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Considere um intervalo de tempo Ca.b). especificado pelo 
investigador do experimento em questão. 
A hipótese nula para testar efeito de tratamento sobre 
um intervalo de tempo t e Ca.b} é dado por: 
Hoc T (l) 
< 
"" T Ct) 
2 
Vteca.b) 
= T (t) 
c 
= o 
(5.11) 
TABELA 5.2- ANÃLISE DE VARIANCIA ALEATORIZADA DE CURVAS DE 
RESPüSrA SOBRE O INTERVALO DE TEMPO Ca.b) 
F. V. G. L. Soma de Quadrados Quadrado Médio 
ENTRE c-1 B B/Cc-i) 
DENTRO N-c - Y. Ct..)] 2dt = w 
'· 
W/CN-c) 
TOTAL N-1 
Os quadrados médios esperados são obtidos por B 
J:sct)dt e W = J:wct)dt.. e resultam em: 
E[BJ _1_ 
c-1 
c 
E n. fb ,J~ 
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e (5.12) 
A es'Lat.i st.i c a para t.est.ar a hi p6'Lese nula Hoc em 
(5.11). é dada por: 
BCN-cJ 
Wcc 1) 
b) Aproximaç~o da Est.at.istica F por R 
(5.13) 
Sob Hoc, F t.em di st.r i bui çâ'o :!F de Snedecor- com v e v 
< z 
graus de liberdade, ou seja; 
F~:PCv v) 
< z 
Consequent.emente, podemos utilizar uma est.at.ist.ica equivalente a 
p, 
R " 8 CB.14) B+W 
que tem distribuição Beta com parâmet.ros v /2 e v /2., ou seja; 
< 2 
onde: 
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e 
Sob Hoc, 
onde: 
2E2 CR) [1-ECRJJ 
vJ. "" VarCR) - 2ECR) 
[1 - ECR)J v 
' v2 = ECR) 
V[RJ 
E[RJ c-1 
N 1 
• 2 (r-s)p + qk 
[CB+WJ/CN-1JJ 2 
+ s 
2 2 2 2 
s = [ -NCN-1) e + c N - 2Cc -c+1JN - cCc-2) J / Nm 
• C' 
• p 
1 
CN-1) 2 
1 
N 1 
E E' E E'. f: Y .cu c n c n [ 
i.=:tj=:ti.':=J.j'=i a.( ~J 
Q6 
(5.15) 
(5. 16) 
C5. 1 7) 
Reg~a de Decisão: 
Agora que já sabemos os valores dos graus de liberdade 
v e v através da aproximação de F por R, podemos calcular o 
' 2 
P-value da esta'lis-lica F. de uma distribuição ;'J;'. ut-ilizando estes 
valores calculados em C5.15). E rejeitaremos a hipótese nula Hoc 
caso o valor do P-value seja pequeno o basta~te. 
c) Aproximação de F utilizando a Variância Assintótica de R 
dada por: 
Se cada n. for grande. a variância assintótica de R será 
' 
VACR) ~ • 2Cc-1)p 
N2a" 
(6.18) 
Agora, subst.it..uimos a variância assintót-ica C5.18) em 
(5.15) e os graus de liberdade v e v serão dados por: 
' 2 
e 
v ~ 
' 
v ~ 
2 
2E 2 CR) [1-ECRJJ 
VACR) 
[1 - ECRJJ v 
' 
ECR) 
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- 2ECRJ 
(6.19) 
Reg~a de Decis~o: 
Calculamos o "P-value'' .ap~ oxi ma do de F, pa~a a 
di st.~ i bui ção :!F • utilizando os graus de liberdade assintóticos v 
• 
e v dados em (5.19)~ e a eslatist.ica F dada em C5.13). E 
2 
rejeit.aremos a hipótese nula Hoc caso o valor calculado do 
''P-value'' seja pequeno o baslant.e. 
d) Aproximação de F utilizando os graus de liberdade padrões 
Podemos utilizar os graus de liberdade padrões, Cc-1) e 
CN-c), para calcular o "P-value'' do t.est..e F ap~oximado. Porém, 
verificaremos mais: tarde no exemplo 5.1, que sua ut-ilização não é 
recomendável. 
5~2.3 Procedimento Computacional 
Veremos agora um procediment.o computacional para o caso 
em que curvas de respost.a Y. ,C t.) , são determinadas como a 
'J 
combinação linear das p medidas: 
X = [X, ,C t. ) • 
t.j t.J :l . . . . 
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X .. Ct )J • . 
'J p 
mesma 
Cada curva de resposta é da forma: 
Y_<Ct) = c'Ct-JX .. 
lJ lJ 
para coe~ícientes c'Ct) conhecidos: 
c'CtJ =[c Ct), 
' 
• < • • c c t)]. 
p 
Então, a média dos grupos é dada por: 
Y. CtJ = c'CtJX 
L • 1.-. 
a média geral por: 
'" 
Y CtJ = c'Ct.JX 
c 
B = E n, X~ C X - N X,. C X 
. L L • l. 
L :::J. 
c n. 
T : E r:'x: ex 
. . l j l.J 
NX' ex e 
• p 
L=1.j=1. 
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J •c ex 
'". j• 
W = T- B 
(5. 20) 
e 
Prova: 
x )•c ex .. 
q 
(5. 21) 
Vamos agora desenvolver B. a soma de quadrados entre os 
tratamentos (tabela 5.2). utilizando (5.20): 
= 
= 
= 
c 
['i. cu -
'" 
E n. 
' 
Ct) + Y_ ~Ct) )dt 
c c f( E n'i'cu -
(l. - 1.. L, 
2 E n_Y Ct.)Y 
' '· i = 1 
cu + . E ni.Y. ~Ct.))d~ 
1..=1 1..=1 
n. c n 
f'azendo: y cu 
'· 
_1_ 
n. 
' 
I:'Y .CU 
j =1 tJ 
e y cu _1_ = N E E'-Y (t,) 
" L::: :i j =i 
B = 
c ,.., c ,.., 
2 E n_-1- EtY __ Ct.)+ E E-LY. _Ct.) 
i.=:t ,_ n~j= 1 ~J ~= 1 j=:t '-J 
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c n 
-
1
- E r:'Y. cu 
N i.=tj=:t. "J 
= J:[.E n~Yl.~ct-J- 2NY 2 Ct-J + NY. ~cu]ct~ 
l = 1 
Para Y.Cl-) = c'Ct.JX. e Y Cl-) = c'(t.)X 
c 
NX' [t: cCt)c'CUdt- )X .. = E n X' i. i... 
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e. Iinalmen~e. obtemos B dado em (5.21): 
B 
c 
E n.X~ ex_ 
- 1.. t . t. 
t =:t 
NX' ex 
Para encontrar a expressão de T. retornaremos ao T 
inicial na ~abela 5.2; 
c n 
E E' (Y .. CD 
i=tj=:L I..J 
2Y .CDY CD 
<j 
c n, _ 
2 E E'Y .. CDY 
i..=:t j::::J. I..J • 
c n 
Ct) +_E ,r:.iY_ ~(t))dt 
L:::Oof.j':::J. 
c n 
+E E'YJD)ctt 
~=i.J=-1. 
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c n. ~ "'[E E'x• .cCDc'CDX .. )dL Ja . . ~J Y 
\."' :l J = :l 
NJ:(. E Í:'x:. cCDc'CUX. )dL 
t.=1J<=:1 
c(t)c'Ct)dt.)x .. -
CJ 
c n. 
N E I::x• 
i. "':1 j =:1 
e. finalmente, obtemos T dado em (6.21); 
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(J~ cCt-)c•ct)dt)x .. 
e 
c h. 
T = E E' X~ .ex .. 
i.=:tj=:l ~J tj 
W = T - B. 
NX' ex 
As demais expressões de C5.21), • P e 
encontradas da mesma maneira, através de subs~ituições. 
podem ser 
Se CCt) = cCl)c'Ct) é substiluido por C na expressão 
C5. 21J, então: 
8, T, 
sâ:i:o reduzidos à: 
BCtJ, TCtJ, WC-tJ, 
w. 
• p, 
• p, 2 0', VCRJ e VACRJ 
2 2 k C L) e a C t) , V( RCtJ) e VAlRCt.JJ. 
EXEMPLO 5.1 Este exemplo f' oi retirado de ZERBE C1Q79J. Num 
estudo de associação de hiper·glicemia e hiperinsulinemia 
relativa, são administrados testes de tolerância de glicose 
padrão a 13 pacientes controle (grupo !) e 20 pacientes obesos 
Cgrupo IIJ na Sala de Investigação Clinica Pediátrica da 
Universidade do Centro Médico do Celerado. As medi das de fosf'a-Lo 
inorgânico no plasma são determinadas em amostras de sangue 
retiradas nos periodos de O. 0.5, 1, 1.5, 2, 3, 4 e 5 horas após 
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a dose padrão oral de glicose. Os dados consLam na tabela 6.3~ 
abai :x:o: 
TABELA 5. 3 - FOSFATO INORGANICO NO PLASMA Cmg/dl) 
grupo horas depois da dose-teste de glicose 
Ctrat...) pacient..e o 0.5 1 1. 5 2 3 4 5 
1 4.3 3.3 3.0 2.6 2.2 2.5 3.4 4.4 
2 3.7 2.5 2.6 1.9 2.9 3.2 3.1 3.9 
3 4.0 4.1 3.1 2.3 2.9 3.1 3.9 4.0 
4 3.6 3.0 2.2 2.8 2.9 3.9 3.8 4.0 
5 4.1 3.8 2.1 3.0 3.6 3.4 3.6 3.7 
6 3.8 2.2 2.0 2.6 3.8 3.6 3.0 3.5 
I 7 3.8 3.0 2.4 2.5 3.1 3.4 3.5 3.7 
8 4.4 3.9 2.8 2.1 3.6 3.8 4.0 3.9 
9 5.0 4.0 3.4 3.4 3.3 3.6 4.0 4.3 
10 3.7 3.1 2.9 2.2 1. 5 2.3 2.7 2.8 
11 3.7 2.6 2.6 2.3 2.9 2.2 3.1 3.9 
12 4.4 3.7 3.1 3.2 3.7 4.3 3.9 4.8 
13 4.7 3.1 3.2 3.3 3.2 4.2 3.7 4.3 
1 4.3 3.3 3.0 2.6 2.2 2.5 2.4 3.4 
2 5.0 4.9 4.1 3.7 3.7 4.1 4.7 4.9 
3 4.6 4.4 3.9 3.9 3.7 4.2 4.8 5.0 
4 4.3 3.9 3.1 3.1 3.1 3.1 3.6 4.0 
5 3.1 3.1 3.3 2.6 2.6 1.9 2.3 2.7 
6 4.8 5.0 2.9 2.8 2.2 3.1 3.5 3.6 
7 3.7 3.1 3.3 2.8 2.9 3.6 4.3 4.4 
8 5.4 4.7 3.9 4.1 2.8 3.7 3.5 3.7 
9 3.0 2.5 2.3 2.2 2.1 2.6 3.2 3.5 
li 10 4.9 5.0 4.1 3.7 3.7 4.1 4.7 4.9 
11 4.8 4.3 4.7 4.6 4.7 3.7 3.6 3.9 
12 4.4 4.3 4.3 3.4 3.5 3.4 3.Q 4.0 
13 4.9 4.3 4.0 4.0 3.3 4.1 4.2 4.3 
14 5.1 4.1 4.6 4.1 3.4 4.2 4.4 4.9 
15 4.8 4.6 4.6 4.4 4.1 4.0 3.8 3.8 
16 4.2 3.5 3.8 3.6 3.3 3.1 3.5 3.9 
17 6.6 6.1 5.2 4.1 4.3 3.8 4.2 4.8 
18 3.6 3.4 3.1 2.8 2.1 2.4 2.5 3.5 
19 4.5 4.0 3.7 3.3 2.4 2.3 3.1 3.3 
20 4.6 4.4 3.8 3.8 3.8 3.6 3.8 3.8 
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A cur-va do fluxo de fosfato par-a o sujei-Lo j no grupo i 
foi gerada por interpolação linear entr-e as 8 medidas x .. Ct), 
" ' 
x_.Ct. ), 
'J 2 
x_ .Ct ) descri -Las acima. 
CJ B 
discu-Lida em (5.20), com: 
c'Ct) ~ [ 1 -Zt., 2t, o, o. o. 
~ [ o. 2-2t, 2-L-1. O, o. 
~ [ O, o. 3-2t, 2t-2, o. 
~ [ O, O, o, 4-2t~ 2t-3. 
~ [ O, o. O, O, 3--L, 
~ [ o. o. o, o. o. 
~ [ o. o. O, o. o. 
Enlão, Y_ .Ct.) é da f'orrna ,, 
o. O, Ol se O:'St.S0.5 
o. o. Ol S€" o. 5:5-L:'Sl 
o. O, Ol se 1 ::<:St:Sl . 5 
o. o. Ol se 1 . 5:'St.S2 
t-2, o. 0] se 2:5t:'S3 
4-t. t-3, Ol S€" 3:5t:'S4 
o. 6-t. 4-t.l se 4:5t.:55 
As curvas médias do fluxo de fosfato dos grupos, obtidas 
at.ravés da interpolação en-tre as médias das medidas de fos:fato 
observadas estão dispostas na figura 5.1. 
Devido à mudança metabólica no papel desempenhado pelo 
figado durante as primeiras e duas últimas horas da 
aplicação do -Leste de tolerância à glicose, os investigadores, 
desejam comparar a.s curvas médias, separadamemte sobre estes dois 
intervalos, e -Lambém, verificar a significância da diferença 
inicial entre os dois grupos. 
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CURVAS MEDIAS DE RESPOSTA 
mg/dl 
5~-----------------------------------------, 
3 
1 2 3 4 5 
Horas apos a oose-Teste de Glicose 
-Grupo 1 (Controle) -+-Grupo 2 (Obesos) 
FIGURA 5,1 -Represent-ação gráfica dos perfis médios dos 2 grupos 
de pacientes observados em 8 tempos após a dose-teste de glicose. 
Primeiramente, vamos construir a matriz C para cada um 
dos intervalos especilicados pêlo investigador. Vejamos, por 
exemplo o intervalo 3 à 5. A matriz C "lerá a seguinte Ior·ma: 
c = CO: c Ct.)c•Ct)dt Ja l m = J"'c (t)c'Ct..)dt. + ~c CL)c'Ct)dt 3 L rn J4 L m 
c Ct.)c'Ct.,) 
L m 
será o cC~.m:J-ésimo element.o de C. Assim. o 
intervalo 3 à 6 será a união dos intervalos 3 à 4 e 4 à 6. 
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Como primeiro passo, construir-emos C para o intervalo 
3 à 4 
o 
o 
o 
c c(t)c'Ct) o [ o o o o o (4-t) Ct-3) = = X o 
4-~ 
~-3 
o 
o o o o o o o 
o o o o o o o 
o o o o o o o 
c o o o o o o o = o o o o o o o 
o o o o o C4--t.)2 C4-t.)Ct..--3) 
o o o o o c 4-t.) c 3-t..-) Ct-3) 2 
o o o o o o o 
obs: os únicos elementos de C diferen-tes de zero são: 
c , 
"" 
c , c e c 
ó7 7d' 77 
E agora construiremos C para o intervalo 4 à S 
o 
o 
o 
o 
o 
o 
o 
o 
o ] 
C = cCt)c'Ct.) = 
o 
o 
o 
o 
o 
o 
X [ o o o o o o C6-t) Cl-4) ] 
6-~ 
L-4 
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o o o o o o o o l o o o o o o o o o o o o o o o o o o o o o o o o c = 
J 
o o o o o o o o 
o o o o o o o o 
o o o o o o (5-t,) z c 5-t,) ( t. -4) 2 
o o o o o o (5-t..)(t,-4) Ct.-4) 2 
c.c.c ec 
77 79 87 BB 
Agora. calcularemos c ulilizando as duas mat.rizes 
acima. Logo, 
c 67 = .r: C4-t)Ct..-3)dt. + I: CO)dt. = 1/"6 + O 1/6 
idem para c , 
?<$ 
c ?e = I: CO)dt + r: c 5-t.) c t. -4) dt, = o + = 1/6 
109 
idem par-a c • O? 
e 'Lodos os demais elementos da matriz C são nulos. 
Portanto. para o intervalo 3 à 5. a matriz C será: 
o o o o o o o o 
o o o o o o o o 
o o o o o o o o 
c o o o o o o o o = o o o o o o o o 
o o o o o 1/3 1/6 o 
o o o o o 1/6 2/3 1/6 
o o o o o o 1/6 1/3 
Para o intervalo O à 3, a matriz C será: 
1/6 1/12 o o o o o o 
1/12 2/6 1/12 o o o o o 
o 1/12 2/6 1/12 o o o o 
c o o 1/12 2/6 1/12 o o o = o o o 1/12 6/12 1/6 o o 
o o o o 1/6 2/6 o o 
o o o o o o o o 
o o o o o o o o 
Para o intervalo O à 5, a matriz C será: 
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1/6 1/13 o o o o o o 
1/12 2/6 1/12 o o o o o 
o 1/12 2/6 1/12 o o o o 
c o o 1/12 2/6 1/12 o o o = o o o 1/12 6/12 1/6 o o 
o o o o 1/6 2/3 1/6 o 
o o o o o 1/6 2/3 1/6 
o o o o o o 1/6 1/3 
CCO) = c•(Q)c(O) 
o que resultará na mat.ríz: 
1 o o o o o o o 
o o o o o o o o 
o o o o o o o o 
c o o o o o o o o = o o o o o o o o 
o o o o o o o o 
o o o o o o o o 
o o o o o o o o 
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TABELA 5. 4 - COMPARAÇÃO DAS CURVAS Mf::DIAS [X) FLUXO DE FOSFATO 
I NORGANI CO NO PLASMA DE PACI ENTES CONTROLE E OBESOS, NO TEMPO 
I NI CI AL E SOBRE INTERVALOS DE TEMPO SELECI ONA[X)S A PARTI R 
DA DOSE-TESTE ORAL DE GLICOSE 
Estatist.ica 
Entre 
Dent.ro 
Tot.al 
F 
v 
' 
v 
2 
c) 
"P-value" aproximado 
Horas depois da dose t..est.e oral 
o o à 3 3 à 5 
a) soma de quadr-ados 
1. 51 10.28 0.25 
14.57 40.02 24.17 
16.08 50.30 24.42 
b) est..atistica do teste 
3. 21 7.96 0.32 
t.est.es baseados na variância de 
1. 06 1. 74 1. 14 
32.81 54.03 35.20 
0.0804 0.0016 0.6036 
de glicose 
o à 5 
10.52 
64.19 
74.41 
6.08 
R 
1. 91 
59.27 
o. 0101 
d) testes baseados na variância assintótica de R 
v 0.97 
' 
v 30.00 
2 
"P-value" aproximado 0.0844 
1. 68 
61.97 
0.0018 
1. 11 
34.2:3 
0.6974 
1. 84 
57.10 
0.0110 
e J :"c:"::s::l::.:e::.s::....::b::ca:.:so:":::a:::=d::o::s:_-n,::o::.s::__,g'-'1'-'p'='a"-"d"-r.::õ:::e:::s'-.:...v~ _=_::1_:ec_v:... = 31 2--
''P-val ue" apr-oximado 
"P-value" estimado 
LC SUP 99% 
LC INF 99% 
0.0829 0.0083 0.5757 0.314 
f) simulação de Monte Carla do t.est.e exato 
0.0780 
0.0675 
0.102:2 
0.0040 
0.0007 
0.0125 
0.6200 
0.5795 
0.6594 
0.0130 
0.0064 
0.0251 
Observação: O item f) da ~abela acima foi consultado em ZERBE 
(1979). Os demais resultados podem ser obtidos através do 
progr-ama ALEAT1.PRG Cem anexo). 
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Podemos observar na tabela 6.4 que os testes baseados em 
VCRJ e VACR) aproximam-se bem dos testes exatos, já que para 
todos os três intervalos de tempo de interesse. seus "P-values" 
estão todos inseridos nos limites do intervalo de confiança de 
99%, obtidos através de simulação de Monte Carlo do teste exalo. 
Os "P-values" exatos foram obtidos de uma amostra de 1000 
permutaçéSes, e como a amostragem foi com reposição, o "P-value" 
exato pode ser considerado como uma proporção binomial. 
As aproximaçê:íes baseadas nos graus de liberdade usuais 
Cc-1) e CN-c), não podem ser recomendadas, pois seus "P-values" 
caem fora dos intervalos de confiança para 2 dos 3 intervalos 
testados. Para o intervalo 3 à 5 horas o "P-value'' resultante 
foi abaixo do limite inierior do teste exato e para o in'lervalo O 
à 5 horas encontrou-se um "P-value'' acima do limite superior-. 
Para um nivel de signi~icância pré-definido de 0.05, o 
investigador pode concluir que as curvas médias do :fluxo de 
f'osfat.o inorgânico int.erpolados dos pacientes cont.r-ole e obeso 
diferem durante as 5 primeiras horas CO à 6), o que se deve à uma 
grande diierença entre as curvas durante as 3 primeiras horas CO 
à 3). diíerença esta que desaparece nas duas últimas horas C3 à 
5). 
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5~2.4 Comparaç5es Múltiplas 
O procedimento ''st.epwise'' que vamos propor é baseado em 
PETRONDAS & GABRIEL (1983). e utiliza as aproximações da 
distribuição exata da estatistica F desenvolvidas no inicio deste 
capitulo CZERBE & MURPHY, 1986). 
Prime i r amente. de:finimos a :familia de hipóteses 
subhip6teses na qual estamos interessados. 
Iniciamos os l-estes "stepwise". por uma hipólese nula 
global, e a seguir pelas subhip6leses sugeridas na .familia. O 
procediment.o é ínt.errompido. se uma hipótese é acei t.a. Todas as 
hipóteses implicadas por uma hipót.ese aceita são também aceitas e 
não precisam ser testadas. 
Se a cada passo todos os t-estes s:i!o conduzi dos à um 
nivel a de significância, então, quando o procedimento estiver 
completo. a probabilidade de um erro de Tipo I dada alguma 
subhip6tese na familia será, quando muilo a. 
O procediment.o se lornará ma.is claro. após o est.-udo 
dest.e exemplo: 
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EXEMPLO 5. 2 - Vamos agora r-etomar os ?ados do exemplo 5.1 do 
f'luxo de f'osf'at..o inorgânico no plasma. Porém. Íaremos uma 
divisão no grupo dos 20 pacientes obesos. dos quais os 8 
primeiros não s~o hiperinsulinêmicos e os 12 últimos pacient.es 
são. As curvas médias de f'osf'at.o inorgânico no plasma para os 3 
grupos de pacientes podem ser observadas na f'igura 5. 2. e os 
dados na tabela abaixo: 
TABELA 8. 6 - FOSFATO INORGANICO NO PLASMA Cmg/dl) 
grupo horas depois da dose-t.est.e dE> glicose 
Clrat.) paciente o 0.5 1 1.5 2 3 4 5 
1 4.3 3.3 3.0 2.6 2.2 2.5 3.4 4.4 
2 3.7 2.6 2.6 1.9 2.9 3.2 3.1 3.9 
3 4.0 4.1 3.1 2.3 2.9 3.1 3.9 4.0 
4 3.6 3.0 2:.2: 2:.8 2:.9 3.9 3.8 4.0 
5 4.1 3.8 2.1 3.0 3.6 3.4 3.6 3.7 
6 3.8 2.2 2.0 2.6 3.8 3.6 3.0 3.6 
I 7 3.8 3.0 2.4 2.5 3. 1 3.4 3.5 3.7 
8 4.4 3.9 2.8 2.1 3.6 3.8 4.0 3.9 
9 5.0 4.0 3.4 3.4 3.3 3.6 4.0 4.3 
10 3.7 3.1 2.9 2.2 1. 5 2.3 2.7 2.8 
11 3.7 2.6 2.6 2.3 2.9 2.2 3.1 3.9 
12 4.4 3.7 3.1 3.2 3.7 4.3 3.9 4.8 
13 4.7 3.1 3.2 3.3 3.2 4.2 3.7 4.3 
1 4.3 3.3 3.0 2.6 2.2 2.5 2.4 3.4 
2 5.0 4.9 4.1 3.7 3.7 4.1 4.7 4.9 
3 4.6 4.4 3.9 3.9 3.7 4.2 4.8 5.0 
4 4.3 3.9 3.1 3.1 3.1 3.1 3.6 4.0 
II 5 3.1 3.1 3.3 2.6 2.6 1. g 2.3 2.7 
6 4.8 5.0 2.9 2.8 2.2 3.1 3.5 3.6 
7 3.7 3.1 3.3 2.8 2.9 3.6 4.3 4.4 
8 5.4 4.7 3.9 4.1 2.8 3.7 3.5 3.7 
1 3.0 2.5 2.3 2.2 2.1 2.6 3 -· .c 3.5 
2 4.9 5.0 4.1 3.7 3.7 4.1 4.7 4.9 
3 4.8 4.3 4.7 4.6 4.7 3.7 3.6 3.9 
4 4.4 4.3 4.3 3.4 3.5 3.4 3.9 4.0 
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5 4.9 4.3 4.0 4.0 3.3 4.1 4.2 4.3 
III 6 5.1 4. 1 4.6 4.1 3.4 4.2 4.4 4.9 
7 4.8 4.6 4.6 4.4 4. 1 4.0 3.8 3.8 
8 4.2 3.5 3.8 3.6 3.3 3.1 3.5 3.9 
9 6.6 6.1 5.2 4.1 4.3 3.8 4.2 4.8 
10 3.6 3. 4 3. 1 2.8 2. 1 2.4 2.5 3.5 
11 4.5 4.0 3.7 3.3 2.4 2.3 3.1 3.3 
12 4.6 4.4 3.8 3.8 3.8 3.6 3.8 3.8 
CURVAS MEDIAS DE RESPOSTA 
srm~g~td=:'-----------------------~----------
3 
1 2 3 4 5 
Horas apos a Dose-Teste de Glicose 
--Controle -1-- Nao Hlperlnsullnemia ----. Hlperlnsullnemla 
FIGURA 5.2 ~Representação grálica dos perlis médios dos 3 grupos 
de pacientes em 8 tempos após a dose oral de glicose. 
Para demonstrar o procedimento de comparaçôes múltiplas 
stepwise, considere a ~amilia das 12 hipóteses indicadas na 
Iigura 6.3 abaixo: 
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p-o 0234 
[r~C~J~TzC~)=ra(L) sobre C0.6J [ 
P=0.1510 
rl r:~.( t,) =< z.C t-) sobre (0,5) r 
P=0.0028 
-1 r :tC t.) =rzC t.J =r s( t) sobre co. 3) ~ 
?=0.0040 
~-TJ.C t) =rg( t.J sobre C0,5J ~ 
P=O. 8161 l T :~.C t.J =r z( t.J =TsC t.J sobre C3, 5) ~ 
P=0.3963 
~rzCt.)=Ta(t.) sobre co. 5) r 
P=0.0279 I X /TJ:Ct.)=rzCt.) (0,3)1 sobre 
P=0.8503 
X Tl ( t.) T2(t.) sobre (3,6) X 
P=0.0010 
r:tCtJ=rsCt.) sobre co, 3) 
P=0.4757 
!T.:tCtJ=Ts(t.) sobr-e C3,5) X 
P=0.2553 
X 
:rzCt.J=nJCt.) sobr·e co, 3) J 
p,o_ 7321 
X lrzCt)=TsCt..) sobre C3,5) I X 
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FIGURA 5.3- Procedimento de comparações múltiplas "stepwise" Cos 
números acima dos blocos representam os P-values dos testes. e os 
x's indicam as subhip6leses implicadas pelas hipóteses não 
significativas). 
Antes de iniciarmos o procedimento de comparações 
múl li pl as , vamos apresentar algumas tabelas de análise de 
variãncia para os intervalos de tempo O à 3. 3 à 5 e O à 6 para 
os pacientes do grupo I (controle), grupo II C não 
hiperinsulinêmicos) e do grupo III Chiperinsulinêmicos). 
TABELA 5. 6 - COMPARAÇõES DAS CURVAS Mt:DIAS DO FLUXO DE FOSFATO 
INORGANICO NO PLASMA DE PACIENTES DOS GRUPOS I. II E III. 
Estatística 
Entre 
Dentro 
Total 
F 
v 
' 
v 
2 
"P-val ue" 
Horas depois 
o à 3 
da dose teste 
3 à 6 
oral de glicose 
o à 6 
a) soma de quadrados 
12.46 0.38 12.85 
37.83 24.03 61.86 
50.30 24.41 74.71 
b) estatistica do tes-te 
4.94 0.24 3.11 
c) t.est.es baseados na variância de R 
3. 49 2.27 3.82 
52.30 34.07 57.37 
d) "P-value" aprox.i mado do -t.est.e 
0.0028 o. 8161 0.0234 
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TABELA 6. 7 - COMPARAÇOES DAS CURVAS Mt::DIAS 00 FLUXO DE FOSFATO 
INORGÂNICO NO PLASMA DE PACIENTES DOS GRUPOS I E II. 
Est.at.ist.ica 
Ent.re 
Dent.ro 
Tot.al 
F 
v 
' 
v 
z 
"P-value" 
Horas depois 
o à 3 
da dose 'leste 
3 à 6 
or-al 
o à 
de 
6 
a) soma de quadrados 
3.49 0.05 3.54 
18.39 15. 92: 34.31 
21.88 16.97 37.85 
b) est.a-listica do -leste 
3. 61 0.06 1.96 
c) 
-lest-es baseados na va.riância. de R 
2.40 1. 18 2.14 
45.66 22.46 40.71 
d) "P-value" aproximado do -les-Le 
0.0279 0.8502 0.1510 
glicose 
TABELA 5. 8 - COMPARAÇOES DAS CURVAS Mf::DIAS DO FLUXO DE FOSFATO 
I NORGANI CO NO PLASMA DE PACIENTES DOS GRUPOS I E I I I . 
Est.at.ist.ica. 
Ent.re 
Dent-ro 
Tot-al 
F 
v 
' v 
z 
Horas depois 
o à 3 
da dose-test.e 
3 à 6 
oral 
o à 
de 
6 
a) soma de quadrados 
11.77 0.35 12.12 
29.49 13.67 43.16 
41.26 14.02 55.28 
b) est.at.ist.ica do t.es-le 
9.18 0.60 6.46 
c) t.est.es baseados na variância de R 
1. 68 1. 20 1. 89 
38.73 27.73 43.53 
d) "P-val ue'' apr-oximado do -lest.e 
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glicose 
"P-value" 0.0010 O. 4757 0.0040 
TABELA 5. 9 - COMPARAÇOES DAS CURVAS ME:DIAS DO FLUXO DE FOSFATO 
INORGANICO NO PLASMA DE PACIENTES DOS GRUPOS II E III. 
Est.at.istica 
Entre 
Dent..ro 
Total 
F 
v 
' 
v 
2 
"P-value" 
PASSO 1: 
Horas depois 
o à 3 
da dose t.est.e 
3 à 5 
oral 
o à 
de 
5 
a) soma de quadrados 
2.19 0.13 2.32 
27.78 18.47 46.25 
29.97 18.61 48.58 
b) estal.istica do t.este 
1. 42 0.13 0.90 
c) test.es baseados na variância de R 
1. 45 1.04 1. 61 
26.12 18.72 29.08 
d) "P-value" aproximado do teste 
0.2553 0.7321 0.3963 
glicose 
Iniciamos no primeiro passo com a hipótese nula global 
T Ct)""< (t.,)""T Ct.J sobre C0.5) 
' 2 3 
podemos verif'icar at.ravés da t..abela (6. 6) que est..a hip6t..e.se é 
rejeitada ao nivel 0.05 de signif'icância CP = 0.0234 com 3.82 e 
57.37 graus de liberdade); então. procedemos às cinco 
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subhip6Leses no segundo passo. Se a hipótese nula global tivesse 
sido aceiLa. -lériamos terminado o procedimento. 
O Les-le comparando os três grupos sobre o in-lervalo de 
t-empo C3.5) é obt-ido simplesment.e quando mudamos a matriz C, de 
tal ~arma que ela represente este intervalo. Através da tabela 
5.6 podemos ver que o test-e foi n~o significativo CP~ 0.8161 com 
2.27 e 34.07 graus de liberdade), as subhipóteses implicadas pela 
hipótese: 
T Ct)=::r Ct)=r Ct.) sobre (3,5) 
' z • 
não precisam ser testadas. 
O teste comparando os três grupos sobre o intervalo de 
tempo (0,3) Ioi significat-ivo. podemos verificar na labela 5.6 CP 
= 0.0028 com 3.49 e 52.30 graus de liberdade). Isto requer 
comparaç~es pareadas ent-re os grupos neste subint.ervalo. 
Para comparar o grupo I (cont-role) com o grupo II 
C obesos hiper i nsuli nêmi c os) sobre o int.ervalo co. 5). 
execu~amos o tes~e F padrão, através da aproximação propost-a por 
ZERBE-WALKER. depois de eliminar os dados do grupo III da 
121 
análise, os resultados estão apresentados na tabela 5.7. Corno o 
Lest.e resultou não signif"icat.ivo CP = 0.1510 com 2:.14 e 40.71 
graus de liberdade) sobre o intervalo C0.6). a diferença ent.re os 
grupos I e !I sobr-e o int.ervalo (0,3) nã:o precisam ser t.estadas. 
O mesmo acontece, com a comparação do grupo I! com o grupo III, 
sobre o intervalo C0,6J, veja tabela 5.9, cujo teste r-esultou não 
significativo CP = 0.3963 com 1.61 e 29.08 graus de liberdade). 
Porém, para os grupos I e III sobre o intervalo de tempo (0,5), 
cujos resultados podem ser verif'icados na tabela 5. 8, o t.est.e 
resultou signif"icat.ivo CP :=: 0.0040 com 1.9 e 43.53 graus de 
liberdade), devemos então iniciar o passo 3. 
PASSO 3: 
Para este passo, somente a comparação ent.re os grupos I 
e III sobre o intervalo de tempo C0,3) deve ser examinada, porque 
no pr-imeir-o passo já eliminamos as comparações ent.re os grupos 
para o intervalo C3,5J. A comparação ent.re os grupos I e III 
sobre o intervalo (0,3) é execut.ada pelo test.e F padrão, com a 
aproximação de ZERBE~WALKER, eliminando os dados do grupo II, 
veja t.abel a 5. 8. O teste resultou significativo CP= 0.0010 com 
1.68 e 38.73 graus de liberdade). 
Faremos agora uma breve conclusão geral. Após 
realizarmos os testes de comparações múltiplas, verificamos que: 
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a) A dif"erença ent.re os grupos é signi.fic.at.iva no int.ervalo 
C0,6), 
b) is~o se deve principalmen~e. à diferença ent.re os grupos I e 
III no int.ervalo (0,3). 
6.3 Test-es de Aleatorização~ Utilizando Suavizame-ni..o 
Não-Paramét-rico 
Considerando ainda, o experiment.o de:finido em C2. 1), 
vamos assumir o seguint.e modelo: 
= ";Ct.k) + e Ct. ) r-~ i.j k (6. 22) 
para: i = 1 ' . 'c' j = 1 ' . ,n 
' 
k = 1'. ,p e t 
" 
t 
" " ' 
1 2 p 
onde: 
xij(t.k) é a respost.a no t.empo tk do individuo j no 
t-ratamento i, 
J.li.(tk) é a respost.a esperada no tempo tk de um individuo 
123 
escolhido alea~oriamen~e no tra~amento i, 
Sejam os N vetores de erros: 
= (e_,Ct ), 
'J • 
• e .. C t ) J • 
,, p 
independen~es com dis-lribuição comum e matriz de covariãncia z. 
X = (x .. Ct ), . 
1-J l.J :1 
• x .. Ct- )J 
,, p 
o vet-or de respostas para o individuo j no trat-amento i e, 
= [f.J_(~ ),. 
' , 
,f.J,(~ )]' 
' p 
a resposta média do tratamento i. Então o modelo pode ser 
esc r i to como: 
+ E ... ,, 
A média f.J~t; do tratamento i pode ser parame~rizada: 
1-1- + T + (K~ ) + y Ct. ) 
l. k i k (5. 23) 
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onde: 
~ é a grande média, 
T é o efeito principal do tratamento i. 
' 
(Kt.k) é o efeito principal de tempo e, 
yiCtk) é o efeito da interação entre tratament-o x tempo. 
Temos que: 
c 
E n.<. 
' ' i=J. 
c p 
=ErCtJ 
' k k=J. 
""o. C5. 2:4) 
Nosso objetivo é verificar a existência ou não dos 
seguintes ef'eitos: 
a,) efeito de t-ratamento, 
b) efeito de interação entre trat.ament.o e t.empo, 
c) efeito de tempo. 
Para tanto, devemos testar as seguintes hipóteses nulas: 
a) Não existência do efeito de tratamento: 
Hoc: T_ :::::: Ü C i=!, ... ,c) 
' 
b) N~o existência de interação entre tratamento e tempo: 
Hoct: c i <=1 •...• c; k=i •...• p)-
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c) Não existência do efeito de tempo: 
Hot: Ck=1 • ... , p) 
Através do modelo C5.22), podemos escrever 
X. CO + E. CLJ C6. 25) 
c. c. 
onde: 
n. 
X CtJ = 1 
n. 
' 
l:CX .cu 
. 'J J=t 
é a curva de resposta média do 
c. 
tratamento i em função do tempo, e 
E CO 
'· 
zero. 
f.-l.(t) 
' 
1 n ElE, ,C t.) 
cJ 
F':l 
é o processo aleat-6rio com média 
é a r-unção de suavizamento no tempo, que pode 
ser estimada ajust.ando-se uma curva suavizada no gráfico de 
disper-são das 
capitulo IVJ. 
médias de tratamentos X Ct) 
L 
ver-sus o tempo C veja 
O estimador da curva f.i.Ct.) nos pont.os observados pode 
' 
ser escrito como: 
p 
= E h X, Ct. ) 
k kk' 1.-. k' • =t 
(5. 26) 
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H é a ma~riz de pesos, ~amb~m chamada ma~riz chapéu, e 
seus el ement.os h k podem ser obtidos a~ravés de C4. 8). k ' 
podemos escrever (6.26) como: 
para. 
" 
""C~J_Ct. )~ 
' ' 
-z[x.Ct), 
'· ' 
J.J.,Ct.)J• 
' p 
x. Ct. )J'. 
'· p 
Assim. 
A mat.riz chapéu definida em (4.8) t.em a caract.erislica 
de que suas linhas somam 1. ist.o é: 
Seja o vet.or suavizado: 
Y. = ty.Ct ), Y .. Ct ) l = HJ( 
'J CJ i 'J p CJ 
y = rY. CL ) . y, CL ) l • = HX 
'· '· ' '· 
p 
'· 
1 n. HX = EtY .. 
'. 
h j :::1 tJ 
' 
Considere também, que um único parâme~ro de suavizament.a é 
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escolhido para lodos os individuas no tralamenlo i, ou seja, 
estimaremos uma curva de resposla média diierent.e para cada 
lralamenlo, e o processo de suavizamenlo é linear. 
Os est.imadores da grande média~· eieilos de tratamento 
efeitos de tempo (JC lk) e e:fei los de int.eração t.rat.ament.o x 
t.empo yiCt.k) são obl-idos de acordo com as r-esl-riçêíes (6. 24), 
são r-espect.ivamenle: 
T "" Y. Y 
L 1., -
y 
L-
(5. 27) 
para, 
1 n. 
y Ctk) = E .. Y .. Ctk) = ,uiCt.k) 
L n j =J. LJ 
' 
1 n p Y- = E' EY (Lk) 
'- nip j=:tko:;J. LJ 
1 c n_ y (t..,k) = 
" 
E E .. Y .. c t...k) 
i::: :1 j::: :1 LJ 
1 c n. p y = Np E E' E Y ük) i::::tj::::tk=:i LJ 
(6. 28) 
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Ap6s utilizarmos sua vi zamemto não-paramét.rico, os 
estimadores dados em C5.28) tornam-se viciados e suas esperanças 
são as seguintes: 
para. 
* • 1.1 = EC ,u) 
p 
=i'= Et\hk. 
* T_ = ECT_) 
' ' 
ko:c:t 
p 
=Ti.+ r:ri.ct..k)hk. 
k"':t 
p 
=Eflct)Ch -h) 
k' kk' . k' 
h = 
• k• 
k '=:I. 
p 
= E r ct- )C h -
i. k' kk' k' :o::t 
1 p 
E h . p kk' 
k =:t 
As variâncias dos estimadores são: 
• 1 
VarCf-l) = """"Np- A 
. 1 ( ~ -+J VarCT ) = A 
' 
p 
' 
. 1 
Var[(1Clk)] = ~ CB- A) k 
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h ) 
. ,. (5. 29) 
para: 
5. 3~ 1 
A = 1 p 1'1IL:H'1. 
"(+- +J 
' 
1 é um p-vetor de uns, 
CB - A) 
k 
h~ é a transposta da linha k da matriz chapéu e, 
= h'Eh k k . 
Teste para Efeito de Tratamento 
Os testes est..atisticos apresentados nesta 
(5. 30) 
e nas 
próximas seções, são derivados a part.ir da decomposição da soma 
de quadrados para as medidas suavizadas Y .. Ct .. ,.) 
,, ' 
C veja a 
5.10 abaixo). 
TABELA 5.10 DECOMPOSI Ç7W DAS SOMAS DE QUADRAOOS 
F. V. G. L. SOMA DE QUADRADOS 
c 
T GRUPO Cc-i) <l< = p E n. (:Y -y i. "':1 l ..... 
TEMPO Cp-D (à = N E (:Y . Ct.k)-y. 
.T k:::t:t 
c 
"T - y ERRO 1 CN-c) (à = p E E Y. -y 
. . l..J. 1,. •• 
I. "' i J :::1. 
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tabela 
INTERAÇÃO Cp-1JCc-1J 
ERRO 2 CN-cJCp-1) 
TOTAL CNp-1J 
SOMA DE QUADRADOS ESPERADA 
ECQ1J = P_Eni(1<J 2 + Cc-i)A 
~ =1. 
EC()>) = Nk~i (r/"ct.k) Jz + B 
ECQa) = CN-c)A 
c n 
ECQ<) = E E~n~ (r 7ct.k) ) 2 + Cc-1)8 
1..=1.J=1 
ECQ5) = CN-c)B 
Not.e que: 
A = C1/pJ1•HEH'1 = t.r C HEI-I' C) , 
p 
B = t..rcm::n•)ci-C) = EB-k 
k=i 
A. 
c = (1/p)ll. e. 
I é uma mat..riz ident-idade (pxp). 
Para t.est.ar a existência ou nâo do efeito de t.rat..amento. 
considere a seguint.e hipótese nula: 
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Hoc: T "" T ""' 
' 2 
= T = 0 
c 
A es~a~is~ica para ~es~ar a hipó~ese acima é a seguin~e; 
C!3. 31) 
Para computar Ft, considere o modelo M1 definido pelas 
expresseJes (5.22), C6. 23) e (5. 24). condicional à alguma 
realização par~icular dos ve~ores de erro E , 
" 
. - - . E 
cn 
c 
assim, 
todas as N! permutações dos vetores de erros são equiprováveis. 
Portanto sob Hoc, todas as N!/Cn !n ! .. n !) 
' 2 c 
vetores de resposta Y são equiprováveis. ,, 
permutaçê5es dos 
Sob Hoc e M1 • Ft tem distribuição :F de Snedecor com v e 
' 
v graus de liberdade, ou seja: 
2 
F:t AO ::r c v • v ) . 
' z 
Observamos que a estatistica F:t tem a mesma forma da 
estatis~ica FC l-) • expressão C5. 4). proposta na seção 5.2. 
Podemos obter um paralelo entre as expressões de F1 e FCt) 
Iazendo as seguintes modificações, entre elas: 
Y .. C~) em FCt) ,, devem ser subs~i tuidos por 
Y Ct). 
L 
y 
'· 
y Ct), 
y e 
Y. 
'J· 
em FL Assim sendo, soma de quadrados entre os 
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tra~amentos, pode ser considerada como BCt) e Q3. soma de 
quadrados dentro dos tratamentos, como WCt). 
De (5.5), obtemos que: 
R1 = º' Q,.+Qa 
tem distribuição Beta com parâmetros v /"2 e v /2. ou seja: 
' 2 
onde: 
e 
Sob Hoc, 
V ar [R J 
' 
2E[R J 
' 
v = 
z 
E[ R J 
' 
V[ R J = 
' 
{1-E[RJ} 
' 
E(R J 
' 
[CQ +Q J/CN-1)) 2 
' 3 
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+ r 
(5. 32) 
onde: 
Regra de Decisão: 
c 1 
e= r;--
n 
L=:t L 
Agora que já sabemos os valores dos graus de liberdade 
v e v em C6. 32D. alravés da aproximação de F:t por R.:t. podemos 
' 2 
ut.iliza-los para calcular o ''P-value" apr-oximado de Ft, para a 
dis-tribuição Y. E rejeitaremos a hipó-tese nula Hoc caso o valor 
calculado do "P-value" seja pequeno o bastante. 
134 
5.3.2 Teste para Efeito de Interação entre Tratamento e Tempo 
Pa;a Lestar a exisLência ou não do eleito de interação 
enLre tratamento e tempo. considere a seguinte hipótese nula: 
Hoct: 
Se :fizermos 
e 
para. 
chegaremos aos mesmos 
c i =1 • - - - • c; k=1 •...• p) . 
c p 
= E E n. (;. c t.. ) 
l.. L. k 
io:t:tk=:::t 
c n, p [ 
= E E E z. c~k) 
i..= 1. j= J.k=:::t I..J 
z c~ ))2 
• k 
- z Ct ) - )2 
i. k 
y .. ) • 
resultados do teste F aproximado de 
aleatorização para e:feit.o de tratamento sob um int-ervalo de 
t-empo, excet..o pelas integr-ais que devem ser trocadas pot' somas. 
A estat-ist.ica para t..est.ar a hipótese nula é a seguinte: 
136 
(5. 33) 
Para computar Fz. considere o modelo M1 já def'inido na 
seção 5. 3. 1. Port.ant.o. sob Hoct.. t.odas as 
permut.ações dos vetores de resposta Y .. são equiprováveis. 
'J 
Sob Hoct e o modelo Ml • Fz t.em distribuição 3" de 
Snedecor com v e v graus de liberdade. ou seja: 
' 2 
Fz ~ !PC v , v ) . 
' 2 
De C5.5), obtemos que: 
Q• 
que tem distribuição Beta com parâmetros 
onde: 
v = 
' 
v v 
Rz ~ .:B ( 21. • 2 z) 
V ar [R J 
2 
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v /2 e v /2, ou seja; 
' 2 
2E[ R J 
2 
{1 - EE R J} v 
e v = 
2 
2 ' C5. 34) 
Sob Hoct, 
onde: 
E[R l = 
2 
VER J = 
2 
E[R J 
2 
• 2 Cr-s)p + qw 
ECQ +Q )/(N-1) J 2 
• s 
+ s 
2 2 2 2 
s = ( -NCN-1) e + c N - 2Cc -c+i)N - cCc-2)] / Nm 
• p E E' E E'· [E [z .. c~ )-z c~)) (z .. n )-~c~ ))] 2 
i) 2 LJ k • • k L J k . . k CN- i=sj=&i"=&j"z& k=& 
1 
2 
w = 
i 
N-1 
c n [ p ] E Ei E [z .. Cl-) -; Ct.. ))2 2. 
l.J k •• k i..= :l j o:='{ k = :\ 
Regra de Decisão: 
Calculamos o "P-value" apl~oximado de Fz, utilizando os 
graus de liberdade assinl-6t.icos v e v dados em C6. 34::>, 
' 2 
e a 
estatistica dada em C5. 33) para uma distribuição ::F. E 
rejeitaremos a hipótese nula Hocl caso o valor- calculado do 
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"P-value'' seja pequeno o bastante. 
5~3~3 Teste para Efeito de Tempo 
Para testarmos a existência ou não do ef'ei to de lempo, 
vamos considerar a seguinte hipótese nula: 
Hot: {3(~) = (JC~ ) = 
' 2 
= (JCl ) = O 
p 
O teste de efeito de t.empo requer a seguinle suposição 
no modelo: 
Para. 
erros E.-~ 
'J 
1) d .. e - d t.em a mesma distribuição. 
l.J tj 
= [e . . Ct. ) 
'J ' 
e .. •- ..• e __ Cl) 
e .. = ,,. 
lJ. ~J p 
e .. J 
'J· 
e 
Sob a suposição 1 • dada alguma realização do vetor de 
os vet.ores e -d ~j são equiprováveis para cada um 
dos N individuas, gerando ê!.N conjuntos equiprová.veis da forma 
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{+d •... ,+d }. 
-:t:t -cn 
Port.ant.o, M2 demot.ará o modelo def'inido por 
c 
esta distribuiçâo de erro condicional e as equaçees (5.22). 
C6.23) e (5.24). 
Definindo a variável: 
z. _Ctk) = Cy __ Ct.k) 
LJ LJ 
z_, = [z .. Ct.), 
tj LJ :i 
.z. _Ct. )] •. 
,, p 
Ent.ão, a soma de quadrados para o t.empo pode ser dada por: 
A estat.ist.ica do teste exat.o de permut.ação é dado por, 
CN-1)Qz 
(5. 35) 
Sob Hol e o modelo M2, Fa t.em dislribuição :F' de Snedecot~ 
com v e v graus de liberdade, ou seja: 
1 2 
De (5.6), obt.emos que: 
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que tem distribuição Beta com parâmetros 
v v 
Rs ~ .:B ( 2 1. • 2 2 ) 
v/2 
' 
e v /2. ou seja; 
2 
O t..este aproximado requer a suposiçliío de que Hocl seja 
verdadeira. ou seja. 
tratamento e tempo. A expressão do denominador de Rs sob Hot e 
Hocl é: 
e a expressões da esperança e variância são: 
ECR.a) = 1/N 
VarCR~ü = 
2 2 N CQz+Q4+Q5) 
e os graus de liberdade aproximados da est.at.istica Fa s:il(o os 
seguintes; 
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ZEzC RsJ [ 1-ECRa) J 
v = 
' 
- 2ECR9) 
Ragra da Décis~o: 
v = 
z 
VarCRaJ 
v. 
' 
C5. 36) 
Calculamos o "P-value" aproximado de Fs. utilizando os 
graus de liberdade v e v dados em (6. 36J. 
' z 
e a estatist..ica Fa 
dada em C5. 35). para urna distribuição ::P. E r-ejei t.aremos a 
hipótese nula Hot caso o valor calculado do "P-val ue" seja 
pequeno o bastante. 
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EXEMPLO 6.3- Os dados das~e exemplo foram ob~idos de um ~~abalho 
de Monografia Cem andamenlo) do Dep. de Fisiot-erapia da UNESF>. 
campus de Presidente Prudente. O experimenta consist-e de 2 
grupos de pacientes com Doença Pulmonar Obs~rutiva Crônica~ sendo 
que a 10 pacientes é aplicado um tratamento padrã:o Cgrupo I 
con~role) e a outr-os 10 pacien~es é aplicado um t.ra~amento 
experimen~al Cgrupo II experiment-al). Os pacient-es são trat-ados 
durante 18 sess6es, uma por dia. A variável em estudo é a Pimáx, 
pressão inspirat6ria máxima. medida em em H20. Os dados s~o 
apresentados na t-abela 5.11. a seguir: 
TABELA 5.11 -PRESSÃO INSPIRAT6RIA MÃXIMA Cem H20) 
pacientes 
grupo tempo 1 2 3 4 6 6 7 8 9 10 
1 100 60 60 76 70 160 70 70 86 80 
2 130 60 60 70 70 90 80 80 100 80 
3 100 60 70 76 80 70 80 90 160 80 
4 160 60 80 76 90 180 80 90 80 60 
6 100 60 70 90 90 120 90 70 100 100 
6 160 60 60 86 100 190 90 80 86 90 
7 100 60 60 90 70 120 90 70 100 110 
8 90 60 70 70 70 160 90 96 100 100 
I 9 80 60 70 76 90 160 90 90 120 90 
10 90 60 60 86 90 160 100 86 120 90 
11 110 66 70 80 90 120 80 80 130 90 
12 100 60 60 86 90 120 90 60 110 110 
13 110 46 76 86 80 160 70 66 110 60 
14 80 40 86 90 90 180 70 70 90 60 
16 80 60 90 90 80 180 80 76 110 70 
16 70 40 90 86 80 180 80 60 80 70 
17 70 60 90 70 80 180 90 70 80 100 
18 90 60 90 80 80 180 90 70 90 80 
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1 80 80 150 60 110 80 70 100 55 70 
z 80 80 80 50 150 70 70 110 50 70 
3 80 80 70 80 150 90 80 170 55 75 
4 50 80 180 60 70 70 80 100 50 80 
6 90 110 160 60 100 70 80 110 50 90 
6 90 100 160 60 90 90 90 100 60 90 
7 160 90 160 60 100 86 70 110 60 80 
8 1ZO 100 170 70 100 76 70 100 60 70 
II 9 90 90 180 75 90 80 70 120 45 80 
10 90 90 160 76 96 70 100 1ZO 60 80 
11 90 90 120 76 100 80 90 120 60 80 
12 110 90 120 66 80 50 90 120 60 86 
13 60 70 160 70 96 56 80 110 40 90 
14 70 70 180 85 80 76 90 100 60 86 
16 80 80 zoa 60 80 76 80 86 40 90 
16 80 80 180 90 70 56 80 100 50 85 
17 100 80 180 90 100 76 80 90 60 86 
18 80 110 190 90 100 80 80 110 40 85 
a) Análise dos Perfis Médios 
Observaremos o perf:il médio de cada grupo. alravés da 
tabela 5.12. e da figura 5.4. 
TABELA 5.12 - Curvas Médias de Resposta 
Tempo Grupo I Gr-upo II 
1 81 84.5 
2 80 81 
3 83.5 93 
4 92.6 8Z 
6 88 9Z 
6 97 91 
7 86 94.6 
8 89.6 92.5 
9 90.5 92 
10 93 93 
11 90.5 89.5 
12 87.5 86 
13 86 83 
14 86.6 88.6 
16 90.6 87 
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16 
17 
18 
82.5 
88 
90 
87 
93 
96.5 
CURVAS MEDIAS DE RESPOSTA 
PRESSAO INSPIRATORIA MAXIMA 
em H20 100.-------------------------------------------, 
90 
80 
70L_--~ __ J_ __ ~---L--~--~--~~--L---~ 
o 2 4 6 8 10 12 14 16 18 
- GRUPO CONTROLE -t- GRUPO EXPERIMENTAL 
FIGURA 5. 4 - Representação gr-áf'ica dos per-t'is médios dos grupos 
controle e experimental~ observados em 18 dias de tratamento. 
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b) Análise Exp1ora~6ria dos Dados 
Faremos a análise explorat-ória dos dados utilizando o 
o diagrama de ramos-e-folhas. box-ploL. 2- coe~iciente de Pearson e 
o Coeficiente Percentilico de Curtose. 
i) Ramos-e-Folhas 
4 0000055 
5 00000000000000000000000000000000565665 
6 0000000000000005 
7 oooooooooooooooooooooooooooooooooooooooooooooo55555555555555 
8 00000000000000000000000000000000000000000000000000000000000000000+ 
g oooooooooooooooooooooooooooooooooooooooooooooooooooooooooosss 
10 000000000000000000000000000000 
11 0000000000000000 
12 0000000000000 
13 00 
14 
16 000000000 
16 00000000 
17 00 
18 000000000000 
19 o 
20 o 
ii) Box-Plo"l 
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----------I + !----------
" " " " " 
o 
--------+---------+---------+---------+---------+--------
60 90 120 160 180 
De acordo com o diagrama de ramos-e-folhas e o box-plot. 
podemos concluir que a distribuição das dados apresenta uma 
assimetria à direita. 
iii) 2~ Coericiente de Pearson 
Uma medida muito usada para avaliar o grau de assimetria 
ou deformação de uma distribuição é o 2~ Coeficiente de Pearson. 
que pode ser calculado pela expressão C3.14). 
Obtemos para estes dados o coeficiente: 
c = 
p 
3C 88. 51-80) 
31.01 = o. 82. 
O valor obtido acima indica que os dados apresentam 
assimetria à direita. 
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iv) Coeficien~e Percentilico de Cur~ose 
Para avaliar o grau de curtose da distribuição de 
frequências. usaremos a expressão (3.15). 
Para o exemplo 5.3 obtemos: 
K = (100-70) = o. 2143 2(120-50) 
O valor encontrado é menor que O. 263. logo a curva ou 
distribuição dos dados é lep~ocúrtica. 
Passaremos agora. ao suaviza.tltênto das duas curvas de 
resposta médias (controle e experimental). Primeirament-e, 
raremos uma análise da curva de EQMM CErro Quadrático Médio com 
relação à Média)~ com o objetivo de escolher o "bandwith" Cb) que 
minimiza a curva. Os pon~os da curva serão calculados através da 
equação (4.11), utilizando-se o programa ALISAR.PRG, que se 
encontra em anexo. 
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CURVA ESTIMADA DO EQMM 
GRUPO CONTROLE 
S _Q~R~T~(E~Q~M~M~) __________________________ __ 
10r 
81-
6 
4 
2 
oL_~--~---L __ _L __ J_ __ ~--L_~--~--~ 
o 1 2 3 4 5 6 7 
B (BANDWIDTH) 
8 9 10 
F!$URA 5.5 -Curva Es~imada do EQMM para o grupo con~role. 
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CURVA ESTIMADA DO EQMM 
GRUPO EXPERIMENTAL 
S _Q~R~T~(~EQ~M~M~)----------------------------------, 12 r 
10 
8 
6 
4 
2 
1 2 3 4 5 6 7 8 9 10 
B (BANDWIDTH) 
FIGURA 5.6- Curva Estimada do EQMM para o grupo experimen~al. 
Observamos que nenhuma das duas curvas apresentou ponto 
de minimo. Decidiu-se tomar b=9. para suavizar as curvas-
novas curvas médias suavizadas podem ser observadas na tabela 
5.13 abaixo e graficamente, na figura 6.7. 
TABELA 6.13 - Curvas Médias de Resposta Suavizadas 
Tempo Grupo I Grupo II 
1 86.2:4 87.84 
2 86.78 88.40 
3 87.66 88.73 
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4 87.92 88.97 
6 89.13 89.08 
6 88.34 89.16 
7 88.49 89.21 
8 88.66 89.26 
9 88.80 89.40 
10 88.84 89.62 
11 88.84 89.82 
12 88.74 89.89 
13 88.63 89.96 
14 88.33 89.90 
16 88.12 89.83 
16 88.01 89.78 
17 87.85 89.80 
18 87.67 89.91 
CURVAS MEDIAS DE RESPOSTA 
PRESSAO INSPIRATORIA MAXIMA 
em H20 
100r-------------------------------------------, 
90 
80 
70L_ __ L_ __ ~ __ J_ __ _L __ _L __ ~ __ _J ____ L_ __ ~ 
o 2 4 6 8 10 12 14 16 18 
CONTROLE -1-- EXPERIMENTAL 
......_ CONTR.SUAVIZADA 8•9 --- EXPER.SUAVIZADA 8•9 
FIGURA 6.7- Curvas Médias Suavizadas para ambos os grupos. 
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A seguir. t-omamos a nova matriz de dados suavizada Y. 
que pode ser ob'Lida a'Lravés do programa ALISAR.PRG. e calculamos 
os t..estes de aleat.orização aproximados para ef'eit..os de 
tratament..o, t..empo e int..eraç:ii:o ent..re eles. Para t..ant.o, 
desenvolvemos out..ro programa denominado ALEATZ.?RG. vide anexo A. 
Os resul t.ados dos t.estes são dados a segui r na t.abel a 
5. 14. 
TABELA 5.14 
TESTE ESTATISTICA GL PVALUE 
GRUPO o. 011911 Vt = 0.834514 0.878825 
V2 = 15.021248 
GRUPO X TEMPO 0.026101 Vt = 1" 120903 0.996544 
vz = 20.17625 
TEMPO 0.226841 Vt = 1.139643 0.670277 
vz = 21.6532!21 
De acordo com os resultados dos t.est.es. não encont.ramos 
nenhum ef'ei t.o signif'icat.i vo. Port..ant.o. não há dif'erença 
signif'icat.iva ent.re os grupos controle e t.ratamento. 
Para nos cer-tif'icarmos de que o mét.odo de suavizamento 
est.á adequado, estudaremos ou'Lro exemplo: 
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EXEMPLO 5. 4 - Vamos supor dois tratame-ntos. um cont..role e cu-lro 
experimental. onde 14 unidades experiment-ais em cada gr-upo são 
medidas com relação a uma det-erminada variável 10 vezes 
consecutivas no tempo. Veja os dados na tabela a seguir: 
TABELA 5.15 - Medidas Repet-idas em 10 vezes no tempo para dois 
grupos. um cont.role e outro tratamento. 
unid. tempos 
grupo exper. 1 2 3 4 5 5 7 8 9 10 
1 516 633 1697 441 596 1610 493 820 1258 1270 
2 367 398 458 463 516 436 505 823 692 497 
3 471 457 626 594 775 446 472 1394 568 635 
4 450 452 465 456 651 454 717 704 680 727 
6 709 798 883 984 872 894 750 876 913 867 
6 273 261 348 637 624 364 361 471 379 664 
I 7 346 376 408 359 614 636 686 1422 2346 2608 
8 261 248 354 460 483 302 357 473 401 441 
9 433 650 771 565 550 466 604 616 649 826 
10 388 432 287 316 283 639 463 289 1111 376 
11 477 369 460 437 464 548 1366 2068 1366 857 
12 513 419 1030 626 416 479 799 1316 600 790 
13 360 350 377 429 669 296 2459 674 1463 685 
14 373 414 609 678 1634 562 538 455 661 1094 
1 406 470 382 388 411 226 289 253 306 355 
a 396 330 309 294 311 346 323 363 478 490 
3 370 354 374 396 433 414 295 446 696 351 
4 470 488 672 620 676 622 627 614 641 694 
6 441 664 640 411 430 360 736 404 612 563 
6 479 676 624 466 471 379 619 620 446 658 
II 7 353 483 578 561 376 439 473 601 579 658 
8 292 334 363 482 482 466 1030 627 410 828 
9 244 282 323 397 320 289 342 633 255 279 
10 263 347 449 321 317 298 1226 573 648 413 
11 461 270 206 289 302 252 254 445 446 364 
12 384 363 438 309 270 347 384 286 259 674 
13 519 573 647 479 687 604 618 660 678 617 
14 600 679 531 609 493 423 420 468 626 499 
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a) Análise dos Perris Médios 
Observaremos o perril médio de cada grupo, através da 
tabela 5. 16. 
TABELA 5.16- Curvas Médias de Respos-ta 
Tempo Grupo I Grupo II 
1 424.07 379.71 
2 439.71 429.60 
3 618.78 462.67 
4 609.64 430.14 
5 662.64 412.64 
6 573.00 390.21 
7 747.07 545.43 
8 885.64 491.57 
g 919.78 477.07 
10 880.43 624.5 
b) Análise Exploratória dos Dados 
Faremos a análise exploratória dos dados utilizando o 
o diagrama de ramos-e-rolhas. box-plot., 2- coeficiente de Pearson e 
o Coeficiente Percent.ilico de Curt.ose. 
i) Ramos-e-Folhas 
Cada rolha deve ser multiplicada por 100. 
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o 22222222222222222222222222222333333333333333333333333333333333333+ 
o 44444444444444444444444444444444444444444444444444444444444444á44+ 
o 66666666666666666666666666666666666677777777777 
o 888888888899 
1 0001 
1 2223333 
1 44 
1 666 
1 
2 o 
2 3 
2 4 
2 6 
ii) Box-Plot.. 
---I + I------ *** **()(X) 000 o o o o 
+---------+---------+---------+---------+---------+----
o 600 1000 1600 2000 2600 
De acordo com o diagrama de ramos-e-~olhas e o box-plot... 
podemos cone! ui r que a di st.r i bui ç~o das dados apresenta uma 
assimetria à direita. 
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iii) 2~ Coeficiente de Pearson 
Uma medida muito usada para avaliar o grau de assimetria 
ou deformação de uma distribuição é o 2~ Coeficiente de Pearson. 
que pode ser calculado pela express~o (3.14). 
Obtemos para estes dados o coeficiente: 
c = 
p 
3(560.1-471. 6) 
333.5 = o. 80. 
O valor obtido acima indica que os dados apresentam 
assimetria à direita. 
iv) Coeficiente Percentilico de Curtose 
Para avaliar o grau de curtose da distribuição de 
frequências. usaremos a expressão (3.15). 
Para o exemplo 6.4 obtemos: 
K = c 617-374. 6) = 0.22 8(842.6 297) 
O valor encontrado é menor que O. 263. logo a curva ou 
distribuição dos dados é leptocúrtica. 
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Vamos iniciar agora, o estudo da curva de EQMM. Podemos 
verificar nas figuras 5.8 e 5.9 que cada uma das curvas possue um 
pont.o de mini mo, 1os quais s~o. b""3. 7 e b""1. a. para os grupos 
conLrole e experimenLal. respectivamente. 
CURVA ESTIMADA DO EQMM 
GRUPO CONTROLE 
SQRT(EQMM) 
120~--~--~----------------------------------, 
100 
80 
60 
40 
20 
oL------4------L------L------~----~----~ 
o 1 2 3 4 5 6 
B (BANDWIDTH) 
FIGURA 6.8- Curva Estimada do EQMM para o grupo controle. 
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CURVA ESTIMADA DO EQMM 
GRUPO EXPERIMENTAL 
SQRT(EQMM) 
50 r-------~--------------------------------~ 
40 
30 
20 
10 
oL-----~------L-----~------L-----~----~ 
o 1 2 3 4 5 6 
B (BANDWIDTH) 
FIGURA 5.9- Curva Es~imada do EQMM para o grupo experimental. 
Utilizando estes valores para o "bandwidlh''• calculamos 
as novas curvas médias de resposta suavizadas para cada grupo. 
através do programa ALISAR.PRG. veririque os resultados na tabela 
6.17. 
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TABELA 5.17 - Curvas Médias de Resposta Suavizadas 
Tempo Grupo I Grupo II 
1 477.0.2 404.38 
2 502.11 427.71 
3 528.18 443.22 
4 566.75 431.16 
5 621. 15 411.63 
6 682.97 426,74 
7 744.49 502.46 
8 801.89 499.66 
9 844.02 489.80 
10 878.03 514.55 
CURVAS MEDIAS DE RESPOSTA 
870-
670 
470 
270 
70L---L-__ L_ __ L_ __ L_ __ L_ __ L_ __ L_ __ L_ __ L_ __ L_~ 
o 1 2 3 4 5 
CONTROLE 
~ CONTA.SUAV. 8•3.7 
6 7 8 9 
-+-- EXPERIMENTAL 
.....g... EXPER.SUAV. 8•1.2 
10 11 
FIGURA 5.10- Curvas Médias e Curvas Médias Suavizadas com b=3.7 
e b=1.2 para os grupos controle e experimental, respectivamente. 
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A seguir, tomamos a nova matriz de dados suavizada Y. 
que pode ser obtida através do programa ALISAR.PRG. Após 
calculamos os testes de aleatorização aproximados para ereitos de 
tratamento, tempo e interação entre eles. utilizando o programa 
ALEAT2.PRG. em anexo. 
Os resultados dos testes são dados a seguir na tabela 
6.19. 
TABELA 6.18 
TESTE ESTATISTICA GL PVALUE 
GRUPO 14.184602 V< = 0.985736 0.001403 
V2 = 23.029146 
GRUPO X TEMPO 4.639233 V< = 2.386666 0.010269 
V2 = 62.063033 
TEMPO 10.761381 V< = 1.920425 0.000160 
V2 = 61.851498 
Observamos que todos os três testes são significativos, 
ou seja. não podemos rejeitar a existência de efeito de 
tratamento C "P-val ue" ~ O. 001). nem o efei lo de interação entre 
t..empo e grupo C "P-value" ~ O. 01), t-ampouco o ef'eit.o de tempo 
C "P-value" ~ 0). 
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CONCLUSÃO 
Mui~as vezes nos encontramos em situações experimentais 
onde a aplicação da Teoria Paramétrica não é a mais recomendada, 
devido ao ~aLo de não serem satisfeitas algumas das suposiç~es 
necessárias a esta teoria. 
Por outro lado~ exist-em muitos experiment.os, 
principalmente na Área biomédica, que são realizados em função do 
tempo. mais especificamente denominados experimentos com medidas 
repetidas no t.empc. cu curvas de r-espost.a, onde as suposições 
ciLadas acima não são satisfeitas, ou a distribuição dos dados ê 
as si mét.r i c a. 
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Por isto, desenvolvemos este trabalho. onde a 
Estatistica Não-Paramétrica surge coma uma complementação para o 
estudo de experimentos em curvas de resposta. Isto pode ser 
comprovado através dos tópicos propostos. onde foram obtidos 
test-es localment.e mais poderosos e estimadores: mais e.f'icient.es. 
quando a distribuição adjacente das observaçôes não é normal. 
A t.écnica de suavizamento não-par-amét.rico aliada à 
testes de aleat.orização, nos fornecem um método alter-nativo de 
análise de curvas de resposta não-estacionárias. 
Apresentamos~ em anexo, programas computacionais com o 
objetivo de f'acilitar a utilização dos métodos pr-opostos neste 
trabalho, para que pessoas interessadas possam fazer aplicaçeíes 
práticas sem mui-la d:lf'iculdade. 
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ANEXO 
AJ Programas Computacionais: 
UNIMUL.PRG, ALEAT1.PRG. ALISAR.PRG e ALEAT2.PRG 
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/M-------------------------------------------------------------*/ 
/X )()!MXlo!***** PROGRAMA U N I M U L . P R G *********** */ 
/X Esta programa executa os testes Uni e Multivariado, para a X/ 
/X comparacao de C amostras de curvas de resposta, de acordo X/ 
/* com a funcao escore otima. X/ 
/)(-------------------------------------------------------------)(/ 
SE CSAICOMPL==l) {MSF=1; MESPER=i; MS=i; MABK=l; MCN=i; MIGCN=1; 
MD=1; } 
CC {MSF'=O; MESPER=O; MS=O; MABK=O; MCN=O; MIGCN=O; MD=O; } 
ANOTE "ACNxPJ = MATRIZ ORIGINAL CAJ " 
IMPRIME A$ 8o6; 
ANOTE " "; 
N = NLINCAJ; 
P = NCOLCAJ; 
PLL ""CRIAMATCP.N,OJ; 
CL = CRIAMATCP.N.OJ; 
AL = A'; 
I=1; 
ENQUANTO CI<=N) CPLL[ ,Il=ORDEMCAL[,IJ); 
I =I +1; 
} 
PL=PLL'; 
ANOTE "PLCNxP) =POSTOS DA MATRIZ DE DAOOS CAJ, POR LINHA"; 
IMPRIME PL $ 6o0; 
ANOTE " "; 
I =1; 
ENQUANTO CI<=N) <F=1; 
AL=; F=~ 
C=CL • ; 
ENQUANTO CF<=PJ <K=i; 
ENQUANTO CK<=PJ {SE CPLL[K,IJ==FJ 
<CL[F,IJ=AL[K,IJ; 
K=K+1; } 
F=F+l; 
} 
} 
CC K=K+l; 
ANOTE "CCNxPJ = MATRIZ DE DADOS CAJ ORDENADA POR LINHA"; 
IMPRIME C $ 8o 6; 
ANOTE .. " 
C=· 
• 
I=i; 
ENQUANTO CI<=NJ {PLL[.IJ = ORDEMCCLE,IJJ; 
I =I +1; 
} 
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I =1; 
ENQUANTO CI<=N) <K""'i; 
ENQUANTO CK<=CP-1)) <H=K+1; 
SE C CL[H,IJ==CL(K,IJ ) <PLL(H,IJ=O; 
K=K+l; 
CL=; H=; 
PL=PLL' t 
H=O; 
I =I +1;. 
} 
CC {K=K+1; 
} 
} 
} 
ANOTE"PLCNxP) = 
ANOTE" 
POSTOS DA MATRIZ DE DADOS C A) POR LINHA • " ; 
SUBSTITUINDO POR ZERO OS POSTOS COM EMPATE" ; 
IMPRIME PL 6: O; 
ANOTE " " 
SE CESCOR==i) { 
/*-------------------------------------------------------------*/ 
/* ***** SUBROUTINA ESC O R 1. P R G ***** */ 
/* */ 
/* Esta subroutina calcula os escores para: */ 
/M Assimetria •a Direita. armazenando-os na matriz ESC. */ 
/*-------------------------------------------------------------*/ 
ANOTE "ASSIMETRIA A DIREITA " 
ESCL = CRIAMATCP,N,O); 
VERIF = CP+l)/2~ 
J=l; 
ENQUANTO CJ<=N) {1=1; 
ENQUANTO CI<=P) {SE CPLLCI,JJ==O) <INI=I-1; CONT=2; 
I=I+l; FIFI=I-1; 
ENQUANTO CI<=PJ <ENQUANTO CPLL[I,JJ==OJ <FIFI=I; 
CONT=CONT+l; I=I+1~ 
SE CI==CP+l)) {!=I-1; 
PLL[I,JJ,P+1; } 
DIV=O; L=INI; 
} 
I =P+l; 
} 
ENQUANTO CL<=FIFIJ {SE CL<=VERIFJ <DIV=DIV+CL/CP+i)J; L=L+i; } 
CC {DIV=CDIV+O. !'!:D+Cl/CP+i)J; L""'L+i; }} 
RESULT=DIV/CONT; L=INI; 
J=J+l; 
} 
ENQUANTO CL<=FIFIJ <ESCL[L,JJ=RESULT; L=L+1;} 
I=FIFI+l; } 
CC {SE CI<=VERIFJ <ESCL[I.Jl=I/CP+1J; I=I+l;) 
CC {ESCL[l,JJ=C0,6+Cl/CP+i)J); I=-!+1;}} 
} 
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} 
SE CESCOR==2) { 
/M-------------------------------------------------------------M/ 
/* ***** SUBROUTINA E S C O R 2. P R G ***** */ 
/* M/ 
/* Esta subroulina calcula os escores para: */ 
/* Assimetria •a Esquerda, armazenando-os na matriz ESC. */ 
/M-------------------------------------------------------------*/ 
ANOTE "ASSI METRI A A ESQUERDA" ; 
ESCL = CRIAMATCP,N,O); 
VERIF = CP+D/2; 
J=i; 
ENQUANTO CJ<=N) {1~1; 
ENQUANTO CI<=P) {SE CPLL[I.JJ==O) {INI=I-1> CONT=2; 
I=I+l; FIF'I=I-1~ 
ENQUANTO CI<=P) <ENQUANTO CPLL[I.JJ==O) {FIFI=I; 
CONT=CONT+l; I=I+l; 
SE CI==CP+l)) {I=I-1; 
PLLEI.JJ=P+l; } 
DIV=O; L=INI; 
} 
I ""P+1; 
} 
ENQUANTO CL<=FIFIJ <SE CL>=VERIFJ {DIV=DIV+CL/CP+l)); L=L+l~ } 
CC {DIV=CDIV+0.5); L=L+i; }} 
RESULT=DIV/CONT; L=INI; 
ENQUANTO CL<=FIFIJ {ESCLEL,JJ=RESULT; L=L+1;) 
I=FIFI+1; } 
CC {SE CI>=VERIF) {ESCL(I .JJ=I/CP+1); I=I+1 ;) 
CC <ESCL(!,J)=0.5; I=I+1;}} 
J=J +1; 
} 
} 
SE C ESCOR==3) { 
} 
/·-------------------------------------------------------------·/ 
/* ***** SUBROUTINA E S C O R 3. P R G ***** */ 
/* */ 
/* Es~a subrou~ina calcula os escores derivados da distribui- */ 
/* cao Uniforme, do tipo de GASTWIRTH, armazenando-os na */ 
/* matriz ESC. M/ /K--------------·-----------------------------------------------M/ 
ANOTE "SIMETRIA E CAUDA CURTA'';. 
ESCL = CRIAMATCP,N,O); 
ARGU = CP+3)/4; 
G = INTCARGUJ; 
J=1; 
ENQUANTO CJ<=N) <I=1; 
ENQUANTO CI<=P) {SE CPLL[I~JJ==O) <INI=I-1; CONT=2; 
I =I +1; FIFI=I -1; 
ENQUANTO CI<=P) <ENQUANTO CPLL[I,Jl==O) {FIFI=I; 
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} 
DIV=O; L""INI; 
CONT=CONT+1; I=I+1; 
SE CI==CP+1)) {l=I-1;: 
PLL(I ,JJ=P+1 ~) 
} 
I =P+1 ~ 
ENQUANTO CL<=FIFI) {SE CL<=G) <DIV=DIV+CCL-G-0.6)/(P+i));L=L+lo) 
CC {SE CL>CP-G+1)) 
<DIV~DIV+CCL-P+G-0.5)/(P+i)); 
} 
RESULT=DIV/CONT; L=INI; 
L=L+l;> 
CC {DIV=CDIV+O); L=L+1~ }} 
ENQUANTO CL<=FIFI) {ESCL[L,JJ=RESULT; L=L+1;> 
I=FIFI+1; } 
CC {SE CI<=G) {ESCL[I ,JJ=CI-G-0. 5)/(P+l); I=I+1 ;} 
CC {SE CI>CP-G+i)) {ESC[I,JJ=CI-P+G-0.5)/CP+l); L=L+1; ) 
CC {ESCL[I,JJ=O; I=I+1;}}} 
} 
J""J +1; 
} } 
SE C ESCOR==4) { 
/*-------------------------------------------------------------*/ 
/* ***** SUBROUTINA E S C O R 4. P R G ***** */ 
>V 
/* Es~a subrou~ina calcula os escores derivados da dis~ribui- */ 
/* cao Normal, do lipo de VAN DER WAERDEN. armazenando-os na */ 
/W ma~riz ESC. */ 
/*-------------------------------------------------------------*/ 
ANOTE "SIMETRIA E CAUDA MEDIA 'A ESQUERDA"; 
ESCL = CRIAMATCP,N,O); 
J=1 ~ 
ENQUANTO CJ<=N) {1=1~ 
ENQUANTO CI<=P) {SE CPLLEI,JJ==O) <INI=I-1; CONT=2; 
I=I+1 ~ FIFI=I-1; 
ENQUANTO CI<~P) <ENQUANTO CPLLU ,JJ~~m <PIFI~I; 
CONT,CONT+i; I =I +1; 
SE CI==CP+1)) {l=I-1; 
PLL(I ,JJ=P+-1; } 
DIV=O; L=INI;. 
} 
r =P+1; 
} 
ENQUANTO CL<=FIFI) {ARGUM=CL/CP+-1)); 
DIV=DIV+NINVC1-ARGUMD 
RESULT=DIV/CONT; L=INI; 
ENQUANTO CL<~FIPI) {ESCL[L,JJ~RESULT; L~L+1;> 
I ~FI FI +f•?i} 
J=J +1; 
} 
CC {ARGUM=CI/CP+l)); 
ESCL[!,JJ=NINVCl-ARGUM) 
} 
} 
I =I +1 ~ 
} 
SE CESCOR==5) < /*-------------------------------------------------------------*/ 
/* ~*~ SUBROUTINA E S C O R 5. P R G ***** ,W/ /* M/ 
/* Es-La subrout.ina calcula os escores derivados da di.s-Lribui- -M/ 
/* cao Logis-Lica. do tipo de WILCOXON. armazenando-os na */ 
/* ma-Lriz ESC. */ 
/*-------------------------------------------------------------*/ 
ANOTE "SIMETRIA E CAUDA MEDIA • A DIREITA"; 
ESCL = CRIAMATCP.N,O); 
J=l; 
ENQUANTO CJ< o::N) {I =1; 
ENQUANTO CI<=P) <SE CPLL[I,Jl==O) <INI=I-1; CONT=2; 
I=I+l; FIFI=I-1; 
ENQUANTO CI<=P) <ENQUANTO CPLL[I,Jl==O) <FIFI=I; 
CONT=CONT+l; I=I+l; 
SE CI==CP+l)) <I=I-1; 
PLL[ I • J J =P+1 ; ) 
J=J+l; 
} 
DIV=O; L=INI; 
} 
I =P+l; 
} 
ENQUANTO CL<=FIFI) {DIV=DIV+CL/CP+l)); L=L+l; ) 
RESULT=DIV/CONT; L=INI; 
ENQUANTO CL<=FIFI) <ESCL[L,JJ=RESULT; L=L+l;) 
I =FIFI +1 ; > 
CC <ESCLU.JJ=I/CP+l) ; 1=1+1; 
} 
} 
} 
SE CESCOR==6) { 
/*---~----------------------------------------------------------*/ 
/* ·*-*'*** SUBROUTINA E S C O R 6. P R G ***** */ 
/.wi */ 
/* Es~a subrou-Lina calcula os escores de~ivados da dis~ribui- */ 
/* cao Exponencial Dupla, do ~ipo da Mediana. armazenando-os M/ 
/M na ma~r iz ESC. 'M/ 
/*-------------------------------------------------------------*/ 
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ANOTE "SIMETRIA E CAUDA 
ESCL = CRIAMATCP,N,OJ; 
VERIF = CP+lJ./2; 
J=l; 
{I =1; 
COMPRIDA"; 
ENQUANTO C J < =N) 
ENQUANTO C I< =P) (SE CPLL[!,JJ==O) {!NI=I-1; CONT=2; 
I=I+l ~ FIFI=I-1; 
ENQUANTO CI<=PJ <ENQUANTO CPLL[I,JJ==OJ <FIFI=I; 
CONT=CONT+l; I=I+l; 
SE CI =""CP+l)) {!=I -1; 
PLL[ I. J J =P+l; } 
DIV=O; L=INI;. 
} 
I =P+i ; 
) 
ENQUANTO CL<=FIFIJ <SE CL>VERIFJ {DIV=DIV+1; L=L+l;) 
CC <DIV=O; L=L+l; }} 
RESULT=DIV/CONT; L=INI; 
ENQUANTO CL<=FIFIJ {ESCL[L,JJ=RESULT; L=L+l;.} 
I=FIFI +1; } 
J=J+l; 
) 
CC {SE CI>VERIFJ <ESCL[!,JJ=l; 1=1+1;} 
CC {ESCL[I,JJ=O; I=I+l;.)} 
) 
/* Es~a subroutina calcula as estatísticas para as testes uni */ 
/*e multivariados */ 
/* A partir do vetor coluna KOL. calcularemos agora as somas dos 
escores CSF), para cada amostra por tempo. */ 
/* Esta subroutina calcula a matriz PLCNxTJ com ordem real da 
da matriz CA'J */ 
C=NLINCKOL); 
PLL~CRIAMATCP,N,O)o 
I =1; 
AL=:A' ; 
ENQUANTO CI<~N) {PLL[.IJ=ORDEMCAL[,!J); 
I=I+1 ~ } 
A=; AL=; 
/*Esta subroutina substitue os dados da matriz 
matriz ESCCNxPJ que devera conter a íuncao escore 
cada aos postos da matriz de observacoes (A). 
I =1; 
ENQUANTO CI<=NJ {K=i; 
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PL acima 
adequada 
pela 
apli~ 
>V 
ENQUANTO CK<=P) <PLL(K,Il=ESCL(CPLL(K,IJJ,Il; 
K=K+1 ~ 
I =I +1; 
} 
ESC=PLL•;. 
ESCL=; PLL=; 
} 
ANOTE "ESCCNxP) =ESCORES C/ ORDEM REAL DA MATRIZ DE DADOS (A)"; 
IMPRIME ESC$ 12,6; 
ANOTE " "; 
/*-------------------------------------------------------------*/ 
/* Calculo da soma dos escores por ~empo para cada amos~ra ou 
~oatamento */ 
SF=CRIAMATCC,P,O); 
K=1; 
ENQUANTO CK<=P) {J=i; 
CONT = KOL(1,1l; 
I=O; 
ENQUANTO C I< C) {I =I +1 ; 
SE CMSF==l) { 
K=K+l; 
} 
CONT=C J +KOL[ I • 1 J -1) ; 
ENQUANTO C J < =CONT) { 
SFEI,KJ =CSFEI,KJ + ESC(J,KJ); 
J=J +1; 
} 
} 
ANOTE ''SOMA DOS ESCORES~ POR TEMPO. PARA CADA AMOSTRA ''; 
IMPRIME SF $ 12,6; 
ANOTE " "; } 
ESPER = CRIAMATCC,P,O); 
1=1; 
ENQUANTO ti<=C) { ESPER(l, ) = CSFEI, ]/KOLEI, ]) ; 
I =I +1; } 
SE CMESPER==l) { 
ANOTE "SOMA DOS ESCORES DIVIDIDO PELO TAMANHO DAS AMOSTRAS "; 
IMPRIME ESPER $ 12:6; 
ANOTE " "; } 
/*-------------------------------------------------------------*/ 
/* SUBROUTINA PARA CALCULAR AS ESTATISTICAS VCD */ 
/*-------------------------------------------------------------*/ 
Q = CRIAMATCP.l.OJ; 
NF = CRIAMATCP,l,OJ; 
S = CSOMACSF)~ 
SE CMS==l) { 
ANOTE "SOMA DAS COLUNAS DE SF " 
IMPRIMES$ 12:6; 
ANOTE " "; } 
174 
ABK = S/N; 
SE CMABK==1J < 
ANOTE "MEDIA GERAL DOS ESCORES POR TEMPO A .. K"; 
IMPRIME ABK $ 12,6; 
ANOTE " " } 
ANOTE " 
ANOTE " ";. 
/* 
K=1; 
***** T E S T E U N I V A R I A D O *****''; 
ENQUANTO CK<=PJ <I=1; 
AJU=O; 
ENQUANTO CI<~CJ { 
AJU=C1 /( KOL[ I ,1 DJ*CCSF( I, KJ -CC KOL[ I ,1 D/N)*S( 1 • KJ) #2) +AJU; 
I =I +1; 
K=l;. 
NUM,CAJU*CN-1)); 
SQ=CSQUAIX ESC) ; 
S1R2 = CS(1,KJ#2)/N; 
} 
DEN=CSQt1,KJ-S1R2); */ 
ENQUANTO CK<=P) <I=1; 
AJU=O; 
ENQUANTO CI<=CJ {AJU~CCCESPER[I,KJ-ABKC1,KJ)#2J*KOL[I,1JJ+AJU~ 
I =I +1 ; 
} 
NUM=CN-1J*AJU; 
I=l; DEN=O; 
ENQUANTO CI<=JD <DEN=CESCCI ,KJ#ê:J+DEN; 
I =I +1; 
} 
DEN=CDEN~N*CABK[1,KJ#2)); 
SE CDEN!=OJ {Q[K,lJ=CNUM/DENJ;J 
CC {Q[K,1 J =C-9. 99); NFCK,l J =C-9. 99) ;} 
SE CDEN! =0) <GL=CC-1J; NF( K,l J =XPROBCQ[ K,1 J, GL);} 
CC <GL=C-9.99);} 
K=K+1; 
} 
RESULTADOS= {Q NF}; 
ANOTE " ESTATISTICA 
IMPRIME RESULTADOS $; 
ANOTE " "; 
ANOTE "GRAU DE LIBERDADE"; 
IMPRIME GL $; 
ANOTE " "; 
PVALUE"; 
/*----------~--------------------------------------------------*/ 
/* SUBROUTINA PARA CALCULAR AS COMPARACOES MULTIPLAS */ 
/*-------------------------------------------------------------*/ 176 
ANOTE "COMPARACOES MULTIPLAS"; 
DIP=CRIAMATCC,C,O); 
VAR=DIF; PVALUE=DIF; 
VKK=CRIAMATC1,P,0); 
K=i; 
ENQUANTO CK<=P) <I=l; 
ENQUANTO CI<=N) < 
VKK[1,KJ=CCESCEI.KJ-ABKC1.KJ)*CESCEI,KJ-ABKE1.KJ))+VKK(1,KJ; 
I =I +1; 
TEMPO = <K>; 
IMPRIME TEMPO $ 
ANOTE " " 
ANOTE " 
L=l; 
} 
VKKEl,KJ=VKK[i,KJ/CN-1); 
L=1;. 
ENQUANTO CL<=C) -<M=1; 
ENQUANTO CM<=C) -<SE CL<M) { 
DIF(L,MJ=CESPER(L,KJ-ESPEREM,KJ); 
VAREL,Ml=VKKE1,KJ*CC1/KOL[L,1J)+(1/KOL(M,1J)); 
DIFEL,MJ=DIFEL,MJ/SQRTCVAR(L,MJ); 
SE CDIFEL,MJ<O) {DIFEL,Ml=CDIFEL,MJ*-1);: 
} 
PVALUE(L,Ml=NPROBCDIP(L,Ml); 
} 
TRATAMENTOS 
M=M+l; 
} 
L=L+l; 
ESTATISTICA 
} 
PVALUE"; 
ENQUANTO CL<=C) {M=l; 
K=K+1 ; 
} 
IMPRIME VKK $;. 
ANOTE " " 
ENQUANTO CM<=C) {SE 
PAR = -(L 
IMPRIME 
CL<M.) { 
M DIF(L,Ml 
PAR $; 
} 
M=M+1;. 
} 
L=L+1; 
} 
PVALUECL,MJ); 
/*-------------------------------------------------------------*/ 
/* SUBROUTINA PARA CALCULAR A ESTATISTICA LN C TESTE MULT.) */ 
/*-------------------------------------------------------------*/ 
ANOTE " ***** T E S T E M U L T I V A R I A D O *****"; 
ANOTE " " 
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CN = CRIAMATCP,P,O); 
D = CRIAMATCC,P,O)o 
L= CRIAMATCC,i,O); 
M=i; 
ENQUANTO CM<=P) <K=1; 
ENQUANTO CK<=P) { 
I ""1; 
ENQUANTO CI<=N) { 
CNEM,KJ=CCESC[!,MJ~ABK(l,MJ)*CESC(!,KJ-ABK[l,KJ))+CNEM,KJ; 
I =I +1; } 
CN(M,KJ=CN[M,KJ/CN-1); 
ANOTE '' 
K=K+i; } 
M=M+l; } 
SE CMCN==1) { 
ANOTE ''MATRIZ DE COVARIANCIA''; 
IMPRIME CN $ 12o6; ANOTE" "; } 
CN=INVPCCN)~ 
SE CMIGCN==1) { 
ANOTE "INVERSA GENERAL! ZADA DE M(X)RE-PENROSE DE CN"; 
IMPRIME CN $ 12: 6; ANOTE " ";} 
I =1; 
ENQUANTO CI<=C) <K=1; 
ENQUANTO CK<=P) <:DU,KJ""CCSFU,KJ./KOLri,1J)~CSE1,KJ/N)); 
K=K+i; } 
LU,1J,KOL(!,1]*DEI, J*CN*D(!, 1'; 
I :e:: I +1;. } 
SE CMD==1) { 
IMPRIME D $ 12: 6; ANOTE " " } 
LN=SOMA(L); 
GL = CC-i)*CP-1); 
NFM = XPROB CLN,GL); 
RESULTADO= {LN GL NFMG; 
ESTATISTICA GL PVALUE " 
IMPRIME RESULTADO $; 
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/*----------~--~--~--------------------------------------------*/ 
/* ************* PROGRAMA: A L E A T 1 . P R G *********** */ /* */ 
/* Este programa Iaz a Analise de Variancia para os testes de */ 
/* aleatorizacao baseados nos graus de liberdade padroes, na */ 
/* variancia assintotica de R Caproximacao da estatistica F). */ 
/* e na variancia assintotica de R. */ 
/*-------------------------------------------------------------*/ 
SE CSAICOMPL==1) {MA=1; MED=1; MATAUX=1; EXATA=l; } 
CC ~MA=O; MED=O; MATAUX=O; EXATA=O~} 
SE CMA=""'1) -(ANOTE "A CNxP) = MATRIZ ORIGINAL CA) '' 
IMPRIME A$ 8:6; 
ANOTE " "; } 
ABB = CSOMACAJ/NLINCAJ~ 
ABL = CRIAMATCNCOLCKOL). NCOLCA)~ 0); 
I=l; INI=O; FIFI=O; 
ENQUANTO CI<=NCOLCKOL)) {NI=KOL[1~IJ; 
T=l~ FIFI=FIFI+NI; 
ENQUANTO CT<=NCOLCA)) { J~INI+l; 
ENQUANTO CJ<~FIFI) {ABL[I,TJ=A[J,TJ+ABLEI.TJ; 
J=J +1; 
} 
} 
ABL[ I, TJ =ABL( I • TJ /NI; 
T=T+i; 
} 
I=I+l; INI = FIFI; 
SE CMED==l) {ABEL= ABB'; 
AB = ABL'; 
I~l;. Tl=O; 
ANOTE "ABBL CPxl.) => VETOR DE MEDIAS POR TEMPO"; 
I MPRI ME ABBL $ ; 
ANOTE " "; 
ANOTE "AB CPxC) ~> VETOR DE MEDIAS POR GRUPO"; 
IMPRIME AB $; 
ANOTE " " 
ENQUANTO CI<=NCOLCKOL)) {Ti = KOLE1,IJ*CA8L[!,)*CMA8L[I,J') +Ti; 
) 
T2 = NLINCA)*ABB*C*ABB'; 
B = T1-T2; 
AUX1 =O~ I =1; 
I =I +1 ;. 
ENQUANTO CI<=NLINCA)) {AUX1=AUX1+AEI.J*C*AEI,J'; 
I =I +1; 
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} 
AUX2 = NLINCAJ*ABB*C*ABB·~ 
T = AUX1-AUX2; 
W = T-B; 
ANOTE "SOMA DE QUADRADOS "; 
IMPRIME 8 $; 
IMPRIME W $; 
IMPRIME T $; 
ANOTE " "; 
N = NUNCA); 
G = NCOLCKOL); /* OBS: USAREMOS NO. DE GRUPOS= G M/ 
Vi = CG-1); 
V2 = CN-GJ; 
F= CB*V2J/CW*V1J; 
ANOTE "TESTE F PADRAO BASEADO NOS GL CG-D E CN-G)"; 
IMPRIME F; 
ANOTE " "; 
PVALUE = PPROBCF,V1,V2); 
IMPRIME PVALUE; 
ANOTE " " 
AUX1 =O; I =1; 
ENQUANTO (I< ""N) -(AUX1 =AUX1 +CCC A( I. J -ABBJ *C*( A[ I, J -ABBJ •) ""2J ; 
I =I +1; 
K2 = AUXi/CN-1); 
SIGZ = CT/CN-1)); 
1=1; E""O; 
} 
ENQUANTO CI<=G) {E= E+ (1/KOL[l.IJJ; 
I =I +1; 
M = 
} 
CN-1)-*CN-1)M(N-2J *CN-3); 
Q 
R 
R 
= 
= 
= 
CN*CN+l)*E - N*CGMG+2*G-2J + GMCG-2))/M; 
C2*CG-1)·*<:W'3) -3*N*C C N-1) "2D ME+CG*G-4*G+6) *CN'''2)) õ 
CR-6*N-3*G*CG-2))/(N*M:>; 
SE CMATAUX==1J <IMPRIME K2 $; 
IMPRIME SIGa $; 
IMPRIME E $; 
IMPRIME M $; 
IMPRIME Q $; 
IMPRIME R $; } 
SE CINTER ="" OJ {ANOTE "***·* PARA UM PONTO NO TEMPO 
ANOTE " "; 
ANOTE "TESTE BASEADO NA VARIANCIA EXATA DE R"; 
ANOTE " "; 
SIG4 = CT/CN-1))A2; 
VAR = CCQMK2J/SIG4J+R; 
ESP = CG-1)/CN-1); 
Vi = CC2*CESP~2J*C1-ESP)J/VARJ-2*ESP; 
V2 = CC1-ESPJWV1J/ESP; 179 
*~**". 
• 
IMPRIME F $; 
IMPRIME VAR $~ 
IMPRIME ESP $; 
IMPRIME Vi $~ 
IMPRIME V2 $; 
PVALUE = FPROBCF,V1,V2J; 
IMPRIME PVALUE 
ANOTE " " 
ANOTE " " 
ANOTE ''TESTE BASEADO NA VARIANCIA ASSINTOTICA DE R"; 
VAR = 2*CG-1J/CW'2J; 
Vl = CC2*CESP"2)*<=1-ESPJ)/VAR)-2*ESP; 
V2 = ((1-ESPJMV!)/ESP; 
IMPRIME F $; 
IMPRIME VAR $; 
IMPRIME ESP $; 
IMPRIME V1 $; 
IMPRIME V2 $; 
PVALUE = FPROBCF.Vl,V2J; 
IMPRIME PVALUE ; 
ANOTE " " 
ANOTE " ";. 
) 
SE CINTER == lJ {ANOTE "**** 
ANOTE " "; 
PARA UM INTERVALO DE TEMPO 
ANOTE "TESTE BASEADO NA VARIANCIA EXATA DE R"; 
CON1=CRIAMATC1, NCOLCAJ, OJ; 
CON2=CON1; 
1=1; P=NCOLCAJ; R04=0; 
ENQUANTO CI<=NJ {T=l; 
****''· • 
ENQUANTO CT<=PJ {CON1[1,TJ=A[I,TJ-AB8[1,TJ~ 
T=T+l; 
) 
J•1; 
ENQUANTO CJ<=NJ {T=l; 
ENQUANTO CT<=PJ {CON2[1,TJ=AEJ,TJ-ABB[1,TJ; 
T=T+1; 
I =I +1; 
} 
R04=R04/CCN-1J~2J; 
} 
} 
R04=CCCON1*C*CON2')A2J+R04; 
J=J+1; 
s = C-N*CCN-1)A2)*E) + CGA2)*CNA2) - 2*CCGA2)-G+1)*N - G*<G-2); 
S = S/CN*M); 
SIG4 = CSIGZ-"-2) ~ 
SE CEXATA==1) {IMPRIME R04 $; 
IMPRIME S $; 
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IMPRIME SIG4 $; 
} 
ESP ~ CG-D/CN-D; 
VAR = CCCR-SJ*R04+Q*K2)/SIG4)+S; 
Vi = CC2*CESPA2)*C1-ESP))/VAR)-2*ESP; 
V2 = CC1-ESP)*V1)/ESP> 
IMPRIME F $; 
IMPRIME Vt>R $; 
IMPRIME ESP $; 
IMPRIME Vi $; 
IMPRIME V2 $; 
PVALUE = FPROBCF,V1,V2); 
IMPRIME PVALUE 
ANOTE " ". 
ANOTE " "-; 
ANOTE "TESTE BASEADO NA VARIANCIA ASSINTOTICA DE R"; 
V AR = C 2*<: G-1) ~R04) /C C W'2) *SI G4) ; 
Vi = CC2*CESPA2)*C1-ESP))/VAR)-2*ESP; 
V2 = CC1-ESP)*V1)/ESP; 
IMPRIME F $; 
IMPRIME VAR $; 
IMPRIME ESP $; 
IMPRIME Vi $; 
IMPRIME V2 $; 
PVALUE = FPROBCF,V1,V2); 
IMPRIME PVALUE 
ANOTE 
ANOTE " " 
} 
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/*------------------------------------------------------------- ·*/ 
/* SUBROUTINA A L I S A R . P R G '""/ 
/* ESTA SUBROUTINA PARA ALISAMENTO DE CURVAS DE RESPOSTA FOI ~/ 
/* BASEADA NO ARTIGO: "KERNEL REGRESSION ESTIMATION USING */ 
/M REPEATED MEASUREMENTS DATA". */ 
/*DE: HART.J. & WEHRLY.T. (1986), JASA (396): VOL 81 */ 
/*--------------------------------------------------------------*/ 
/* SUBROUTINA P/ CALCULAR CURVA MEDIA DE RESPOSTA DA MATRIZ CXT)*/ 
XB = CSOMACXT)/NLINCXT); 
/)f--------------------------------------------------------------)f/ 
/* SUBROUTINA P/ CALCULAR A ESTIMATIVA DA VARIANCIA */ 
CO=O~ 
I =1; 
ENQUANTO CI<=NLINCXT)) {J=i; 
ENQUANTO CJ<~NCOLCXT)) { 
CO=CCXT[I.JJ-X8[1.JJ)A2) +CO; 
J=J+1; 
} 
I =I +1 ~ 
} 
CO=CO/CNLINCXTJ*NCOLCXTJ); 
/* ANOTE "ESTIMATIVA DA VARIANCIA";. 
IMPRIME CO $; */ 
/*--------------------------------------------------------------*/ 
/* SUBROUTINA P/ CALCULAR AS CORRELACOES */ 
C=CRIAMATC1,NCOLCXT),0); RO=C~ 
K=1; 
ENQUANTO CK<=NCOLCXDJ <I=1; 
ENQUANTO CI<=NLINCXDJ {J=1; 
ENQUANTO CJ<=CNCOLCXTJ-K)){ 
C( 1, KJ =CXT[ I ,JJ -XB[ 1, JD*CXT[ I ,J+KJ -XB[ 1, J+KD + C[ 1, KJ; 
J=J +1; 
I =I +1; 
} 
} 
C[ 1 • KJ =C[ 1. KJ /CNLI NCXD*NCOLC XT)); 
R0(1,KJ=C(1,KJ/CO; 
K=K+l; 
} 
/* ANOTE "CORRELACOES "; 
I MPRI ME RO $; ~·V 
/*--------------··-----------------------------------------------*/ 
S=T; 
SO=O; 
J=1;. 
ENQUANTO CJ< =C NCOLCXT) -1 )) {S[ 1 , J J =CCT[ 1, J J +T( 1. J+i J )/2); 
J=J+1; 
} 
182 
SC1.NCOLCXTJJ = NCOLCXT)+1; 
/* IMPRIME S $~ M/ 
/*--~-~---~------------------------------------~----------------*/ 
/* SUBROUTI NA P/ CALCULAR O NUMERADOR DA FUNCAO DE ALISAMENTO"~ */ 
FX=CRIAMATC1,NCOLCXTJ,0); 
H=CRIAMATCNCOLCXTJ,NCOLCXTJ,O); 
AH=CRIAMATC1,NCOLCXT),0); 
I =1; 
ENQUANTO CI<=NCOLCXT)) <X=I; 
NUM=O; DEN:O; 
J=1; 
ENQUANTO CJ<=NCOLCXTJ) {SE CJ==1) {NUM1=SO~ 
NUM2=S[1, JJ; 
> 
/M IMPRIME J $; M/ 
CC <NUM1=S[i,J-1J; 
NUMZ=S[ 1 , JJ ; 
> 
SE CNUMi<CX-8)) {SE CNUM2<CX-8)) {/w. ANOTE " CASO 6 "; */ 
Di=O; /*IMPRIME 01 $; */ 
H li, JJ =O; 
} 
DEN=DEN; 
02=0; /* IMPRIME D2 $; */ 
NUM=NUM; 
CC {SE CNUM2>CX+8)) {/* ANOTE " CASO 2 "; M-/ 
SUPER=X+B; INFER=X-B; 
D1=CB.-..2)*CSUPER-INFERJ-CX.-..2)*CSUPER-INFER); 
D1=D1+CX*CCSUPERA2)-CINFER.-..2)))-((CSUPERA3)-CINFER~3))/3); 
D1=CD1*0.75)/CB.-..2); 
> 
/* IMPRIME Di $; M/ 
H[l,JJ=Di; 
DEN=Di+DEN; 
D2=CD1*XB[i.JJ); 
/* IMPRIME D2 $; */ 
NUM=D2+NUM; 
CC {/* ANOTE "CASO 4 "; */ 
SUPER=NUM2; INFER=X-B; 
D1 =CBA2)*( SUPER-I NFER) -( XA2)*CSUPER~INFER); 
D1=01+CX*CCSUPER .... 2)-CINFER.-..2)))-CCCSUPER.-..3)-CINFER~3))/3); 
D1=CD1*0.75)/(BA2); /*IMPRIME Di$; */ 
} 
} 
) 
H ri .JJ=Dl; 
DEN=Dl+DEN; 
D2=CD1*XB(1,J))~ /*IMPRIME 02 $~ */ 
NUM=D2+NUM; 
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CC {SE CNUM1<=CX+B)J {SE CNUM2>CX+B)) {/M ANOTE '' CASO 3 "; */ 
SUPER=X+B; INFER~NUM1; 
D1=CBA2J*CSUPER-INFER)-CXA2)*CSUPER-INFERJ; 
Di :=o Di +C XMC C SUPER"2J -C I NFER_,.,_2))) -C C CSUPERA3) -CI NFEW'3)J /3); 
Di=CD1*0.75)/CB"2); 
} 
/* IMPRIME Di $; M/ 
H[I,JJ=Dl; 
DEN=D1+DEN; 
D2=CD1-*XB(1,JD; 
r'* IMPRIME D2 $; */ 
NUM=D2+NUM; 
CC {SE CNUMZ>=CX-BJJ {/*ANOTE "CASO 1"; */ 
SUPER=NUM2; INFER=NUM1; 
D1 =CB"2) *C SUPER-INFERJ -CX.-..2J*CSUPER-INFER); 
D1 =Di +CX*CCSUPER"2J -CINFER-"2))) -CCC SUPER"3) -CINFER""3)J/3); 
D1=CD1*0.75)/(8A2J; 
} 
} 
} 
/* IMPRIME D1 $; -~/ 
H[I,JJ=Dl; 
DEN=D1 +DEN; 
D2=CD1*XB[1,JJJ;. 
/M IMPRIME D2 $; M/ 
NUM=D2+NUM; 
CC {SE CNUM2>CX+8)) (/*ANOTE " CASO 6 ''; ~v 
D1=0; /* IMPRIME 01 $; */ 
HU, Jl =O; 
} 
} 
J=J+l; 
} 
NUM=NUM/B; 
DEN=DEN/B; 
/* IMPRIME NUM $; 
IMPRIME DEN $o */ 
FX[l,IJ=CNUM/DENJ; 
Hri, l=CCH[I ,l/B)/DEN); 
AH(i,Il=DEN; 
I =I +1; 
} 
} 
DEN=DEN; 
02=0; /* IMPRIME D2 $; M/ 
NUM= NUM; 
/*--------------------------------------------------------------*/ 
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/* IMPRIME AH $; */ 
J=i; 
BPHO=O; 
ENQUANTO CJ<=NCOLCXT)) {8PHO=BPHO+C1/AH(1,J]); 
J=J+1; 
) 
DELTA=T[1.2J-T(1.1J; 
NUM2:DELTA/C2M8)~ 
NUMi =O; 
SE CNUM2<=1J {/*ANOTE "CASO 1"; M/ 
} 
SUPER=NUM2; INFER=NUM1; 
D1=CSUPER-INFERJ-CCCSUPERA3J-CINFERA3))/3); 
RESULT=CD1*0.76J; 
/M IMPRIME RESULT $; */ 
CC {/'1~ ANOTE " CASO 3 "; M/ 
} 
SUPER=i; INFER=NUMi; 
Di=CSUPER-INFERJ-CCCSUPER~3)-CINFER~3)J/3); 
R E SUL T=C D1 *O. 75) ; 
/M I MPRI ME RESUL T $; M/ 
TERM1 = 2*BPHOMRESUL T; 
/M I MPRI ME TERM1 $; */ 
TERM2=0; 
I =1; 
ENQUANTO CI<=CNCOLCXTJ-1)) {NUM1=CCI-0.5)*DELTAJ/8; 
NUM2=CCI+0.5)*DELTAJ/B; 
SE C NUM1 <C -1)) -c SE C NUM2< C -1)) {/M ANOTE " CASO 5 " M/ 
RESULT=O; 
/* IMPRIME RESULT $; */ 
) 
CC {SE CNUM2>1J {/* ANOTE " CASO 2 "; */ 
SUPER=1; INFER=-1; 
D1=CSUPER-INFERJ-CCCSUPERA3)-CINFER~3JJ/3); 
RESULT~CD1*0.75); 
/M- I MPRI ME RESUL T $ ; ~'/ 
) 
CC {/* ANOTE "CASO 4 "; */ 
SUPER=NUM2; INFER=-1; 
D1=CSUPER-INFERJ-CCCSUPERA3J-CINFERA3JJ/3J; 
RESUL T""C D1 *O. 75) ; 
/* IMPRIME RESULT $; JV 
) 
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} 
} 
CC {SE CNUM1<=1) {SE CNUM2>1J {/* ANOTE " CASO 3 "; */ 
SUPER=l; INFER=NUM1; 
D1=CSUPER-INFER)-CCCSUPERA3J-CINFERA3))/3); 
RESULT=CD1*0.75J; 
/* IMPRIME RESULT $; */ 
} 
CC {SE CNUM2>=C-1JJ {/*ANOTE "CASO 1"; ~f/ 
SUPER=NUM2; INFER=NUM1; 
D1=CSUPER-INFERJ-CCCSUPERA3)-CINFERA3))/3J; 
RESUL T=C D'l *O. 76) ; 
} 
/* I MPRI ME RESUL T $ ; -~f/ 
} 
CC {SE CNUM2>1J {/* AJ"OTE " CASO 6 " */ 
RESULT=O~ 
/* IMPRIME RESULT $; */ 
} 
) 
} 
IDEL=I*DELTA~ 
J=1 ~ 
BPHI=O; 
ENQUANTO CJ<=NCOLCXTJ-IJ <BPHI=Cl/AH[l.J'JJ+BPHI; 
J=J +1 ; 
} 
/* IMPRIME BPHI $; */ 
AJUDA=BPHI*R0(1.IDELJ*RESULT; 
/* IMPRIME AJUDA $; */ 
TERM2=AJUDA+TERM2; 
I =I +1; 
} 
/)E I MPRI ME TERM2 $; */ 
TRKHR=TERM1+2*TERM2; 
/* ANOTE "TRACO DE W*RO"; 
IMPRIME TRKHR $; */ 
I =1; RSSH=O; 
ENQUANTO CI<=NCOLCXTJJ {RSSH=RSSH+CCXB[l,IJ-FX[1,IJJ~2J; 
I =I +1; 
) 
EQNM=CRSSH/NCOLCXTJ)-CCO/NLINCXTJ)*C1-CC2/NCOLCXTJJ*TRKHRJ); 
EQMM=SQRTC EQMM) ; 
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/*---------------------------------------------------------*/ 
/M ANOTE "VETOR CONTENDO A CURVA MEDIA DE RESPOSTA " 
XBL=XB~; 
IMPRIME XBL $; */ 
ANOTE "PARAMETRO DE ALISAMENTO "; 
IMPRIME 8 $; 
/* ANOTE "MATRIZ DE PESOS H " 
IMPRIME H $; */ 
YL=HMXT'; 
Y=YL • ; 
ANOTE "TRANSPOSf A DA MATRI Z Y ALI SADA" ; 
IMPRIME YL $; 
ANOTE "MATRIZ Y ALISADA"; 
IMPRIME Y $; 
ANOTE "FUNCAO ALISADA"; 
FXL""'FX • ; 
IMPRIME FXL $; 
ANOTE "RAIZ QUADRADA DE EQMM P/ Y' S CORRELACIONADOS";. 
IMPRIME EQMM $; 
ANOTE"-----------------------------------------------------''; 
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/*-------------------------------------------------------------*/ 
/* ********* PR(')(5RAMA: A L E A T 2 . P R G ********* :~v 
/* lo!/ 
/* Es~e programa faz a Analise de Variancia para os ~es~es de */ 
/* alea~orizacao baseados na variancia assin~oLica de R Capro */ 
/* ximacao da es~a~is~ica F), uLilizando dados suavizados. */ 
/*-------------------------------------------------------------*/ 
SE CSAICOMPL==1) <MA=1; MED=1; MATAUX=1; } 
CC <MA=O; MED=O; MATAUX=O; } 
SE CMA==1) {ANOTE "A CNxP) = MATRIZ ORIGINAL CA) " 
IMPRIME A $ 8: 6; 
ANOTE " " } 
N = NLINCA);. 
p = NCOLCAJ; 
G = NCOLCKOL); /* OBS: USAREMOS NO. DE GRUPOS= G */ 
YPPP = SOMACA)/CN*P); 
YIJP = LSOMACA)/P; 
AUX = LSOMAC AJ ; 
/* YPPP C1x1) */ 
/* YIJP CNx:l) */ 
YIPP = CRIAMATCG,1,0); /* YIPP CCx1) */ 
1""'1;. INI=O; FIFI=O; 
ENQUANTO CI<=NCOLCKQL)) {NI=KOL[i,IJ; 
FIFI=FIFI+NI; J""INI+1; 
ENQUANTO CJ<=FIFI) { 
YIPPCI,1J=AUXLJ,1)+YIPP(I.1l; 
J=J+l; 
} 
YIPP( I .1 J =YIPP( I ,1] /CNHW); 
I=I+1; INI=FIFI; 
} 
YPPK = CSOMACAJ/N; /* YPPK ClxPJ */ 
YIPK = CRIAMATCG.P.O); 
K=1~ 
ENQUANTO CK<=PJ {!=1; INI=O; FIFI=O; 
YLIPK = YIPK•; 
ENQUANTO CI<=G) <NI = KOL[i.IJ; 
J = INI-~"1; 
FIFI = FIFI+NI;. 
ENQUANTO CJ<=FIFIJ {YIPKCI,KJ=A[J.KJ+YIPK[I.KJ; 
J =J +1; 
K=K +1 ~ 
} 
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} 
} 
YIPK[I,Kl~YIPK[I,KJ/NI;. 
I=I+1; INI=FIFI; 
SE CMED==1J <ANOTE "YPPP C1:x:1) .. IMPRIME yppp $; 
ANOTE "YIPP CCxl) .. IMPRIME YIPP $; 
ANOTE "YIJP CNx1J .. IMPRIME YIJP $; 
ANOTE "YPPK ClxPJ ... IMPRIME YPPK $~ 
• 
ANOTE "YLIPK CCxP) ... IMPRIME YLIPK $;> 
• 
I=l; Q1=0; 
ENQUANTO C I< =G) {Q1 =KOU 1, I l *CCYIPP(I ,1l-YPPPY2) +Q1; 
I =I +1 ; 
} 
K=1; Q2=0; 
ENQUANTO CK<=P) {~=CCYPPK(1,KJ-YPPP)A2)+Qe 0 
K=K+l; 
} 
I=l; Q3=0~ INI=O;. FIFI==O; 
ENQUANTO CI<::=G) {NI=KOL[1.IJ; J=INI+l; FIFI=FIFI+NI; 
Q3=P><Q3; 
I =1; Q4=0; 
ENQUANTO CJ<=FIFIJ {Q3=CCYIJP(J,1J-YIPPri,1JJA2J+Q3; 
J=J +1. 
} 
INI,FIFI; 
I =I +1; 
} 
ENQUANTO CI<=G) {K=i; CONS=O; 
ENQUANTO CK<=P) < 
CONS=CCYIPK[I,KJ-YIPP[!,1l-YPPK[1,KJ+YPPPJA2J+CONS; 
K=K+l; 
} 
Q4=CKOLf1.IJ*CONS)+Q4; 
I "'1 +1; 
} 
1=1; Q5=0; INI""O; FIFI=O; 
ENQUANTO CI< =GJ {J=INI +1; NI =KOL[l .I J; FIFI =FIFI +NI; 
ENQUANTO CJ<=FIF!) <K=l; 
ENQUANTO CK<=P) { 
Q5=CCACJ,KJ-YIJP(J,1J-YIPKCI,KJ+YIPP[I,1J)A2)+Q5; 
K=K+1; 
} 
INI =FIFI; 
I =I +1; 
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J=J +1 ~ 
} 
} 
]=1; Q6=0; 
ENQUANTO CJ<=NJ {K=i~ 
ENQUANTO CK<=P) {Q6=CCA[J,Kl-YPPP)A2)+Q6; 
K=K+l; 
J=J +1 ~ 
) 
ANOTE "-----------------------"; 
ANOTE " SOMA DE QUADRADOS "; 
ANOTE "-----------------------"; 
IMPRIME Q1 $; 
IMPRIME Q2 $; 
IMPRIME Q3 $· 
• 
IMPRIME Q4 $; 
IMPRIME Q6 $; 
IMPRIME Q6 $· 
• 
ANOTE .. .. 
} 
ANOTE "--------------------------------------------------------'' > 
ANOTE " TESTE PARA EFEITO DE GRUPO ", 
ANOTE ''--------------------------------------------------------"; 
I =1; K2=0; 
ENQUANTO CI<=NJ <K2=CCYIJP[I,1J-YPPPJA4J+K2; 
I =I +1; 
) 
K2=K2/CN-1J; 
I=l~ E=O; 
ENQUANTO CI<=GJ <E= E+ C1/KQL(1,IJJ; 
I =I +1; 
M = 
) 
CN-1J*CN-1)*CN-2J*CN-3J; 
Q 
R 
R 
= 
= 
= 
CN*CN+l)*E - N*CGw-<7+2-wG-2) + G*CG-2))/M; 
C2*C G-1 )*CW'3) -3MHM(( N-1)A2)-*E); 
CR+CG*G-4*G+6)*CNA2)-6*N-3*G*CG-2))/CN*MD; 
SE CMATAUX==i) {IMPRIME K2 $; 
IMPRIME E $; 
IMPRIME M $; 
IMPRIME Q $;. 
IMPRIME R $; } 
DEN = CCQ.1+Q3)/CN-1))""2; 
VAR = CCO*K2)/DEN)+R; 
ESP CG-1)/CN-1); 
Vl = CC2*CESP~2)*C1-ESP))/VAR)-2*ESP; 
V2 = CC1-ESP)*V1)/ESP; 
Fl=CCN-G)-MQ1)/(CG-1)-*Q3); 
IMPRIME F1 $; 
IMPRIME VAR $; 
IMPRIME ESP $; 
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IMPRIME Vi $; 
IMPRIME V2 $; 
PVALUE = FPROBCF1,V1,V2); 
IMPRIME PV ALUE 
ANOTE " " 
ANOTE " "; 
ANOTE "--------------------------------------------------------"; 
ANOTE " TESTE P/ EFEITO DE I NTERACAO ENTRE GRUPO E TEMPO ; 
ANOTE '' -----------------------------------__ -----------------__ ,, ~ 
!=1~ W2=0;. 
ENQUANTO CI<=N) {K=l; CONS=ú; 
ENQUANTO CK<=P) {CONS=CCA[!,KJ-YIJP[I,1J-YPPK[1,KJ+YPPP)n2)+CONS; 
K""K+l; 
W2=W2/CN-1); 
1=1; R04=0; 
} 
W2=CCONS"'2)+W2; 
I =I +1; 
} 
ENQUANTO CI<~N) <J~l; 
ENQUANTO CJ<=N) {K=l; CONS=O; 
ENQUANTO CK<~P) { 
TER1 =Af I, KJ -YIJP[ I ~1 J; 
TER2=YPPK[1,KJ-YPPP; 
TER3=A[J,KJ-YIJP[J,1J; 
CONS=CTER1-TER2)*CTER3-TER2)+CONS; 
K=K+1; 
R04=R04/CCN-1)A2); 
} 
R04=R04+CCONS"2); 
J=J+i; 
} 
I =I +1; 
} 
S = C-N*CCN-1)-"'-2)*E) + CG"2)*CN"2) - 2*CCG'''2)-G+1)*N - Go.KG-2); 
S = $/( N*M.:> ; 
SE CMATAUX==1) <IMPRIME W2 $; 
IMPRIME R04 $; 
IMPRIME S $;} 
ESP CG-1J/CN-1J o 
DEN = CCQ4+Q6)/(N-1))A2; 
VAR = CCCR-S:>*R04)+C~W2)J/DEN; 
VAR = VAR+S~ 
V1 = CC2*CESPAZJ*C1-ESP))/VARJ-2*ESP; 
V2 = CCi-ESP)MVi)/ESP; 
F2~CCN-G)><Q4)/CCG-D*0_5); 
IMPRIME F2 $; 191 
IMPRIME VAR $; 
IMPRIME ESP $; 
IMPRIME Vi $~ 
IMPRIME Vê: $; 
PVALUE = FPROBCF2.Vl,V2)~ 
IMPRIME PVALUE ; 
ANOTE " "; 
ANOTE " " 
ANOTE "--------------------------------------------------------"; 
ANOTE " TESTE PARA EFEITO DE TEMPO 
ANOTE "--------------------------------------------------------
K=1~ CONS1=0; CONS2=0; 
ENQUANTO CK<~PJ {KL=i~ 
ENQUANTO CKL<=PJ {!=1; CONSi=O; 
ENQUANTO CI<=NJ { 
CONS1 =CA[! .KJ -YI JP[I ,i J J*CA( I, KLJ -YIJP[!, 1 J J+CONS1 ~ 
I =I +1 ~ 
K=K+l; 
} 
I=i; CONS3=0; CONS4=0; 
ENQUANTO CI<=N) {K=1; CONS3=0; 
} 
} 
CONS2=CCONS1A2)+CONS2; 
KL=KL+l; 
ENQUANTO CK<=P) {CONS3=CCA[I,KJ-YIJP[I,1J)~2J+CONS3; 
K=K+1; 
} 
CONS4=CCONS3A2J+CONS4; 
I =I +1; 
} 
DEN = CCNA2)*((Q2+Q4+Q5)A2JJ; 
VAR=C2*CCONS2-CONS4J)/DEN; 
ESP=Cl/NJ; 
V1=CC2*CESP~2J*C1-ESPJJ/VARJ-C2*ESPJ; 
V2=CC1-ESPJMV1J/ESP; 
F3:CCN-1J*G,2)/CQ4+Q5); 
IMPRIME F3 $; 
IMPRIME VAR $; 
IMPRIME ESP $; 
IMPRIME V1 $; 
IMPRIME V2 $; 
PVALUE = FPROBCF3,V1.V2J; 
I MPRI ME PV ALUE ; 
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8) Listagens de Comandos de Programas utilizados nos exemplos 
193 
CM 
/*-------------------------------------------------------------~/ 
/K Este e' um pr·ograma de entrada de dados que utiliza a sub- */ 
/* roulina UNIMUL.PRG para executar os testes univariados, */ 
/* comparacoes mult..iplas e o teste mult..ivariado, os dados */ 
/*apresentados no programa sao do exemplo 3.1. */ 
/*-------------------------------------------------------------*/ 
/* MATRIZ DE 
A={4.0 4.0 
4.2 4.3 
4.3 4.2 
4.2 4.4 
4.6 4.4 
3.1 3. 6 
3.7 3.9 
4.3 4.2 
4.6 4.6 
3.4 3.4 
3.0 3.2 
3.0 3.1 
3.1 3. 2 
3.8 3.9 
3.0 3.6 
3.3 3.3 
4.2 4.0 
4.1 4. 2 
4.6 4.4 
3.2 3.3 
3.3 3.4 
3.1 3. 3 
3.6 3.4 
4. 5 4. 5 
3.7 4.0 
3.5 3.9 
3.9 4.0 
3.1 3. 5 
3.3 3.2 
3.5 3.9 
3.4 3.4 
3.7 3.8 
4.0 4.6 
4.2 3.9 
4.1 4.1 
3.6 3.6 
ENTRADA DE DADOS => 
4.1 3.6 3.6 3.8 
3.7 3.7 4.8 6.0 
4.3 
4.6 
6.3 
4.8 
3.9 
4.4 
4.4 
3.6 
3.0 
3.2 
3.2 
4.0 
3.2 
3.3 
4.2 
4.3 
4.3 
3.8 
3.4 
3.2 
3.6 
5.4 
4.4 
5.8 
4.1 
3.5 
3.6 
4.7 
3.5 
4.2 
4.8 
4.5 
3.7 
3.6 
4.3 
4.8 
5.6 
5.2 
4.8 
5.2 
4.6 
3.1 
3.0 
3.0 
3.2 
2.9 
3. i 
3.4 
4. i 
4.3 
4.5 
3.8 
3.7 
3.1 
4.6 
5.7 
4.2 
5.4 
5.0 
3.2 
3.7 
4.3 
3.3 
4.3 
4.8 
4.7 
4.0 
4.2 
4.5 
6.3 
5.8 
5.3 
5.2 
6.6 
5.4 
3.1 
3.1 
3.3 
3.3 
3.5 
3.0 
3.6 
4.2 
4.2 
6.3 
4.4 
3.7 
3.2 
4.9 
4.9 
4.6 
4.9 
5.4 
3.0 
3.7 
3.9 
3.4 
3.6 
6.4 
3.8 
4.1 
4.8 
5.8 
5.6 
6.9 
4.2 
5.4 
5.4 
5.8 
3.7 
3.2 
3.0 
3. i 
3.5 
3.0 
3.1 
4.0 
4.0 
4.4 
4.2 
3.6 
3.1 
5.2 
4.0 
4.8 
5.3 
4.4 
3.0 
4.2 
3.4 
3.2 
3.8 
5.6 
3.8 
4.6 
4.8 
A CNxP) 
3. 1, 
5.2, 
6.4, 
4.9, 
5.3, 
4. 1. 
4.2, 
4.7. 
5.6, 
3.3. 
3. 1. 
3.0, 
3.1. 
3.4, 
3.0, 
3. 1, 
4.0. 
4.2. 
4.4, 
3.7, 
3.7, 
3. 1, 
4.4, 
4.0, 
5.4, 
6.6, 
3.9, 
3.2, 
4.4. 
3.5, 
3.4. 
3.7, 
4.8. 
3.7, 
4.7, 
5. 0); 
M/ 
/* KOL CONTEM O NUMERO DE ELEMENTOS POR TRATAMENTO, OBSERVE */ 
/* QUE ESTE EXEMPLO TEM C=4 TRATAMENTOS, SENDO O PRIMEIRO COM */ 
/* 9, O SEGUNDO COM 10, O TERCEIRO COM 8, E O QUARTO COM 9 */ 
/* UNIDADES EXPERIMENTAIS */ 
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KOL~< 9, 
10, 
8, 
9}~ 
/* O VALOR DE ESCOR DEVE SER ESCOLHIDO DE ACORDO COM OS */ 
/M INDICADORES FI1 E FI2. CALCULADOS NO PROGRAMA FI1FI2.PRG */ 
ESCOR=4; 
/* SE SAI COMPL=1 • O PROGRAMA IMPRIMIRA • SAI DAS COMPLEMENTARES */ 
/* CC SAICOMPL=O. O PROGRAMA IMPRIMIRA• SOMENTE OS RESULTADOS ~v 
/* PRINCIPAIS */ 
SAI COMPL = 1 ; 
EXEC "UNIMUL. PRG"; 
FIM; 
196 
,. 
CM 
/*-------------------------------------------------------------*/ 
/* Este p~ograma Iaz a comparacao dos 2 grupos ou ~ra~amentas */ 
/*do exemplo 6.1, para o tempo zero e os intervalos de tempo */ 
/* (0,3), (3.6) e C0.6). Os resultados Cou saidas) deste */ 
/*programa foram utilizados na montagem da TABELA C6.4). */ 
/*-------------------------------------------------------------*/ 
/* MATRIZ DE ENTRADA DE DADOS ""'> A CNxP) */ 
A= {4.3 3.3 3.0 2.6 2.2 2.5 3.4 4.4, 
3.7 2.6 2.6 1.9 2.9 3.2 3.1 3.9, 
4.0 4.1 3.1 2.3 2.9 3.1 3.9 4.0. 
3.6 3.0 2.2 2.8 2.9 3.9 3.8 4.0. 
4.1 3.8 2.1 3.0 3.6 3.4 3.6 3.7. 
3.8 2.2 2.0 2.6 3.8 3.6 3.0 3.5. 
3.8 3.0 2.4 2.6 3.1 3.4 3.5 3.7, 
4.4 3.9 2.8 2.1 3.6 3.8 4.0 3.9. 
5.0 4.0 3.4 3.4 3.3 3.6 4.0 4.3. 
3.7 3.1 2.9 2.2 1.5 2.3 2.7 2.8. 
3.7 2.6 2.6 2.3 2.9 2.2 3.1 3.9, 
4.4 3.7 3.1 3.2 3.7 4.3 3.9 4.8. 
4.7 3.1 3.2 3.3 3.2 4.2 3.7 4.3. 
4.3 3.3 3.0 2.6 2.2 2.5 2.4 3.4, 
5.0 4.9 4.1 3.7 3.7 4.1 4.7 4.9. 
4.6 4.4 3.9 3.9 3.7 4.2 4.8 5.0. 
4.3 3.9 3.1 3.1 3.1 3.1 3.6 4.0, 
3.1 3.1 3.3 2.6 2.6 1.9 2.3 2.7. 
4.8 6.0 2.9 2.8 2.2 3.1 3.5 3.6, 
3.7 3.1 3.3 2.8 2.9 3.6 4.3 4.4, 
5.4 4.7 3.9 4.1 2.8 3.7 3.5 3.7, 
3.0 2.5 2.3 2.2 2.1 2.6 3.2 3.5. 
4.9 6.0 4.1 3.7 3.7 4.1 4.7 4.9, 
4.8 4.3 4.7 4.6 4.7 3.7 3.6 3.9, 
4.4 4.2 4.2 3.4 3.5 3.4 3.9 4.0, 
4.9 4.3 4.0 4.0 3.3 4.1 4.2 4.3, 
5.1 4.1 4.6 4.1 3.4 4.2 4.4 4.9, 
4.8 4.6 4.6 4.4 4.1 4.0 3.8 3.8. 
4.2 3.5 3.8 3.6 3.3 3.1 3.5 3.9, 
6.6 6.1 5.2 4.1 4.3 3.8 4.2 4.8, 
3.6 3.4 3.1 2.8 2.1 2.4 2.5 3.5. 
4.5 4.0 3.7 3.3 2.4 2.3 3.1 3.3. 
4.6 4.4 3.8 3.8 3.8 3.6 3.8 3.8}; 
/* KOL CONTEM O NUMERO DE ELEMENTOS POR TRATAMENTO, OBSERVE */ 
/* QUE ESTE EXEMPLO TEM C=2 TRATAMENTOS, SENDO O PRIMEIRO COM */ 
/* 13 E O SEGUNDO COM 20 UNIDADES EXPERIMENTAIS ~v 
KOL = {13 20};. 
ANOTE "ANALISE DE VARIANCIA PARA O TEMPO ZERO"; 
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c = {1 o o o o o o o, 
o o o o o o o o. 
o o o o o o o o, 
o o o o o o o o, 
o o o o o o o o, 
o o o o o o o o, 
o o o o o o o o. 
o o o o o o o 0}; 
/" SE SAI COMPL =1 , o PROORAMA IMPRIMIRA' SAlDAS COMPLEMENTARES ></ 
/* CC SAICOMPL=O; o PROGRAMA IMPRIMIRA' AS SAlDAS PRINCIPAIS */ 
SAICOMPL=O; 
/* SE I NTER=O; FAREMOS os TESTES PARA UM PONTO NO TEMPO */ 
/*CC INTER=!; FAREMOS os TESTES PARA UM INTERVALO DE TEMPO .. / 
INTER = O; 
EXEC "ALEAT. PRG"; 
ANOTE " " 
ANOTE "ANALISE DE VARIANCIA PARA o INTERVALO o A 3 "· 
' 
c = {1/6 1/12 o o o o o o, 
1/12 2/6 1/12 o o o o O, 
o 1/12 2/6 1/12 o o o o, 
o o l/12 2/6 1/12 o o O, 
o o o 1/12 6/12 1/6 o o, 
o o o o 1/6 2/6 o o, 
o o o o o o o o, 
o o o o o o o 0}; 
/* SE SAICOMPL""1, O PROGRAMA IMPRIMIRA' SAI DAS COMPLEMENTARES */ 
/* CC SAICOMPL=O; O PROGRAMA IMPRIMIRA' AS SAlDAS PRINCIPAIS */ 
SAICOMPL""O; 
/* SE INTER=O; FAREMOS OS TESTES PARA UM PONTO NO TEMPO */ 
/* CC INTER=i ~ FAREMOS OS TES1ES PARA UM /iNTERVALO DE TEMPO ~E/ 
INTER= 1~ 
EXEC "ALEAT, PRG"; 
ANOTE " " 
ANOTE "ANALISE DE VARIANCIA 
c = {0 o o o o o o 
o o o o o o o 
o o o o o o o 
o o o o o o o 
o o o o o o o 
o o o o o 1/3 1/6 
o o o o o 1/6 2/3 
o o o o o o 1/6 
""" 
SE SAICOMPL=1, o PROORAMA 
/* CC SAI COMPL=O; o PROGRAMA 
SAICOMPL=O; 
PARA O INTERVALO 3 A 5"; 
O, 
o, 
O, 
o, 
O, 
O, 
1/6, 
1/3}; 
IMPRIMIRA' SAIDAS COMPLEMENTARES */ 
IMPRIMIRA' AS SAIDAS PRINCIPAIS >U 
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/* SE INTER=O; FAREMOS os 1ESTES PARA UM PONTO NO TEMPO ''-" 
/*CC INTER=1; FAREMOS OS TESTES PARA UM INTERVALO DE TEMPO >V 
INTER= 1; 
EXEC "ALEAT. PRG"; 
ANOTE .. ... 
• 
ANOTE "ANALISE DE VARIANCIA PARA o INTERVALO o A 5"; 
c ~ {1/6 1/12 o o o o o o. 
1/12 2/6 1/12 o o o o o. 
o 1/12: 2/6 1/12 o o o o, 
o o 1/12 2/6 1/12 o o o. 
o o o 1/12 6/12 1/6 o O, 
o o o o 1/6 2/3 1/6 o. 
o o o o o 1/6 2/3 1/6. 
o o o o o o 1/6 1/3}; 
/* SE SAICOMPL=1. O PROGRAMA IMPRIMIRA• SAIDAS COMPLEMENTARES */ 
/* CC SAI COMPL=O; O PROGRAMA IMPRIMIRA • AS SAI DAS PRINCIPAIS */ 
SAICOMPL=O; 
/* SE INTER=O; FAREMOS OS TESTES PARA UM PONTO NO TEMPO M/ 
/* CC INTER=!; FAREMOS OS TESTES PARA UM INTERVALO DE TEMPO */ 
INTER= 1; 
EXEC "ALEAT. PRG"; 
FIM; 
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" 
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/M-------------------------------------------------------------*/ 
/* EsLe programa faz a comparacao dos grupos 3 do Exemplo 5.2 */ 
/M para os intervalos de tempo C0,3), C3,6) e C0,6). E suas */ 
/* saidas CP-values) foram utilizadas na montagem de parte da */ 
/* Figura C6. 3). */ 
/*-------------------------------------------------------------*/ 
/* MATRIZ DE ENTRADA DE DADOS => A CNxP) 
A= <4.3 3.3 3.0 2.6 2.2 2.5 3.4 4.4, 
3.7 2.6 2.6 1.9 2.9 3.2 3.1 3.9. 
4.0 4.1 3.1 2.3 2.9 3.1 3.9 4.0. 
3.6 3.0 2.2 2.8 2.9 3.9 3.8 4.0. 
4.1 3.8 2.1 3.0 3.6 3.4 3.6 3.7. 
3.8 2.2 2.0 2.6 3,8 3.6 3.0 3.6, 
3.9 3.0 2.4 2.5 3.1 3.4 3.5 3.7, 
4.4 3.9 2.8 2.1 3.6 3.8 4.0 3.9, 
6.0 4.0 3.4 3.4 3.3 3.6 4.0 4.3. 
3.7 3.1 2.9 2.2 1.6 2.3 2.7 2.8. 
3.7 2.6 2.6 2.3 2.9 2.2 3.1 3.9. 
4.4 3.7 3.1 3.2 3.7 4.3 3.9 4.8, 
4.7 3.1 3.2 3.3 3.2 4.2 3.7 4.3, 
4.3 3.3 3.0 2.6 2.2 2.6 2.4 3.4. 
5.0 4.9 4.1 3.7 3.7 4.1 4.7 4.9. 
4.6 4.4 3.9 3.9 3.7 4.2 4.8 5.0. 
4.3 3.9 3.1 3.1 3.1 3.1 3.6 4.0, 
3.1 3.1 3.3 2.6 2.6 1.9 2.3 2.7. 
4.8 6.0 2.9 2.8 2.2 3.1 3.5 3.6. 
3.7 3.1 3.3 2.8 2.9 3.6 4.3 4.4. 
5.4 4.7 3.9 4.1 2.8 3.7 3.5 3.7, 
3.0 2.5 2.3 2.2 2.1 2.6 3.2 3.5. 
4.9 5.0 4.1 3.7 3.7 4.1 4.7 4.9, 
4.8 4.3 4.7 4.6 4.7 3.7 3.6 3.9. 
4.4 4.2 4.2 3.4 3.6 3.4 3.9 4.0, 
4.9 4.3 4,0 4.0 3.3 4.1 4.2 4.3, 
5.1 4.1 4.6 4.1 3.4 4.2 4.4 4.9. 
4.8 4.6 4.6 4.4 4.1 4.0 3.8 3.8. 
4.2 3.5 3.8 3.6 3.3 3.1 3.5 3.9. 
6.6 6.1 5.2 4.1 4.3 3.8 4.2 4.8. 
3.6 3.4 3.1 2.8 2.1 2.4 2.5 3.5. 
4.5 4.0 3.7 3.3 2.4 2.3 3.1 3.3. 
4.6 4.4 3.8 3.8 3.8 3.6 3.8 3.8); 
" 
"" 
/* KOL CONTEM O NUMERO DE ELEMENTOS POR TRATAMENTO, OBSERVE */ 
/* QUE ESTE EXEMPLO TEM C=3 TRATAMENTOS, SENDO O PRIMEIRO COM */ 
/* 13, O SEGUNDO COM 8 E O TERCEIRO COM 12 UNIDADES EXPERIMEN- */ 
/*TAIS */ 
KOL = {13 8 12}; 
ANOTE "ANALISE DE VARIANCIA PARA O TEMPO ZERO"; 
c = {1 o o o o o o o. 
o o o o o o o o. 199 
o o o o o o o o. 
o o o o o o o O, 
o o o o o o o o, 
o o o o o o o o, 
o o o o o o o O, 
o o o o o o o 0}; 
/* SE SAICOMPL=1 • O PROGRAMA IMPRIMIRA' SAI DAS COMPLEMENTARES */ 
/* CC SAICOMPL=O; O PROGRAMA IMPRIMIRA' AS SAIDAS PRINCIPAIS */ 
SAICOMPL=O; 
/K- SE INTER""O; FAREMOS OS TESTES PARA UM PONTO NO TEMPO */ 
/:W: CC INTER=!; FAREMOS OS TESTES PARA UM INTERVALO DE TEMPO */ 
INTER =O; 
EXEC "ALEAT. PRG"; 
ANOTE " "; 
ANOTE "ANALISE DE VARIANCIA PARA O INTERVALO O A 3 " 
c = {1/6 1/12 o o o o 
1/12 2/6 1/12 o o o 
o 1/12 2/6 1/12 o o 
o o 1/12 2/6 1/12 o 
o o o 1/12 6/12 1/6 
o o o o 1/6 2/6 
o o o o o o 
o o o o o o 
/* SE SAI COMPL""l , O ?ROORAMA IMPRIMIRA • 
/* CC SAI COMPL=O; O PROGRAMA IMPRIMIRA • 
SAI COMPL=O; 
o o, 
o O, 
o o, 
o o, 
o o, 
o o, 
o o, 
o O>; 
SAlDAS COMPLEMENTARES 
AS SAlDAS PRINCIPAIS 
*/ 
•v 
/* SE INTER=O; FAREMOS OS TESTES PARA UM PONTO NO TEMPO */ 
/* CC INTER=1; FAREMOS OS TESTES PARA UM INTERVALO DE TEMPO */ 
INTER= 1; 
EXEC "ALEAT. PRG"; 
ANOTE 
ANOTE "ANALISE DE VARIANCIA 
c = {0 o o o o o o 
o o o o o o o 
o o o o o o o 
o o o o o o o 
o o o o o o o 
o o o o o 1/3 1/6 
o o o o o 1/6 2/3 
o o o o o o 1/6 
PARA O INTERvil.o 3 A 6"; 
o, 
o, 
o, 
o, 
o, 
o, 
1/6, 
1/37; 
/* SE SAICOMPL=1. O PRc:x::>RAMA IMPRIMIRA' SAIDAS COMPLEMENTARES */ 
/* CC SAICOMPL=O; O PROGRAMA IMPRIMIRA" AS SAIDAS PRINCIPAIS */ 
SAI COMPL=O; 
/* SE INTER=O; FAREMOS OS TESTES PARA UM PONTO NO TEMPO ~v 
/* CC INTER=l; FAREMOS OS TESTES PARA UM INTERVALO DE TEMPO >V 
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INTER= 1; 
EXEC "ALEAT. PRG"; 
ANOTE .. "· • 
ANOTE "ANALISE DE VARIANCIA PARA o INTERVALO o A 6"; 
c = {1/6 1/12 o o o o o o, 
1/12 2/6 1/12 o o o o o, 
o l/12 2/6 1/12 o o o O, 
o o 1/12 2/6 1/12 o o o, 
o o o 1/12 6/12 1/6 o o, 
o o o o 1/6 2/3 1/6 O, 
o o o o o 1/6 2/3 1/6, 
o o o o o o 1/6 1/3); 
/* SE SAICOMPL""1, O PRCX3RAMA IMPRIMIRA' SAIDAS COMPLEMENTARES */ 
/* CC SAICOMPL=O~ O PROGRAMA IMPRIMIRA' AS SAIDAS PRINCIPAIS */ 
SAICOMPL=O; 
/* SE INTER=O~ FAREMOS OS TESTES PARA UM PONTO NO TEMPO */ 
/* CC INTER=l; FAREMOS OS TESTES PARA UM INTERVALO DE TEMPO */ 
INTER = 1; 
EXEC "ALEAT. PRG"; 
FIM; 
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/*-------------------------------------------------------------*/ 
/* Es~e programa ~az a comparacao dos grupos 1 e 2 do Exemplo */ 
/* 5.2. para os intervalos de lempo (0,3), C3,5) e (0,5). */ 
/*Suas saidas CP-values) roram utilizadas na montagem de */ 
/*parte da Figura C5.3). */ 
/*-------------------------------------------------------------*/ 
/* MATRIZ DE ENTRADA DE DAOOS => A CNxP) */ 
A= {4.3 3.3 3.0 2.6 2.2 2.5 3.4 4.4, 
3.7 2.6 2.6 1.9 2.9 3.2 3.1 3.9. 
4.0 4.1 3.1 2.3 2.9 3.1 3.9 4.0. 
3.6 3.0 2.2 2.9 2.9 3.9 3.8 4.0. 
4.1 3.8 2.1 3.0 3.6 3.4 3.6 3.7, 
3.8 2.2 2.0 2.6 3.8 3.6 3.0 3.5, 
3.8 3.0 2.4 2.5 3.1 3.4 3.5 3.7, 
4.4 3.9 2.8 2.1 3.6 3.8 4.0 3.9, 
5.0 4.0 3.4 3.4 3.3 3.6 4.0 4.3, 
3.7 3.1 2.9 2.2 1.5 2.3 2.7 2.8, 
3.7 2.6 2.6 2.3 2.9 2.2 3.1 3.9. 
4.4 3.7 3.1 3.2 3.7 4.3 3.9 4.8, 
4.7 3.1 3.2 3.3 3.2 4.2 3.7 4.3, 
4.3 3.3 3.0 2.6 2.2 2.5 2.4 3.4, 
5.0 4.9 4.1 3.7 3.7 4.1 4.7 4.9, 
4.6 4.4 3.9 3.9 3.7 4.2 4.8 5.0, 
4.3 3.9 3.1 3.1 3.1 3.1 3.6 4.0. 
3.1 3.1 3.3 2.6 2.6 1.9 2.3 2.7, 
4.8 5.0 2.9 2.8 2.2 3.1 3.6 3.6, 
3.7 3.1 3.3 2.8 2.9 3.6 4.3 4.4, 
6.4 4.7 3.9 4.1 2.8 3.7 3.5 3.7}; 
/* KOL CON1EM O NUMERO DE ELEMENTOS POR TRATAMENTO, OBSERVE */ 
/* QUE ESTE EXEMPLO TEM C=2 TRATAMENTOS, SENDO O PRIMEIRO COM */ 
/* 13 E O SEGUNDO COM 8 UNIDADES EXPERIMENTAIS */ 
KOL = {13 8); 
ANOTE "ANALISE DE VARIANCIA PARA O INTERVALO O A 3 "; 
c = {1/6 
1/12 
o 
o 
o 
o 
o 
o 
1/12 
2/6 
1/12 
o 
o 
o 
o 
o 
o 
1/12 
2/6 
1/12 
o 
o 
o 
o 
o 
o 
1/12 
2/6 
1/12 
o 
o 
o 
o 
o 
o 
1/12 
6/12 
1/6 
o 
o 
o 
o 
o 
o 
1/6 
2/6 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o, 
o. 
o, 
o. 
O, 
o, 
o, 
0); 
/* SE SAICOMPL=1, O PROG-RAMA IMPRIMIRA' SAI DAS COMPLEMENTARES */ 
/* CC SAICOMPL""'O; O PROGRAMA IMPRIMIRA' AS SAIDAS PRIHCIPAIS */ 
SAICOMPL=O; 
/* SE INTER=O; FAREMOS OS TESTES PARA UM PONTO NO TEMPO ~v 
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/* CC I NTER=l ; F AREMOS OS TES1ES PARA UM INTERVALO DE TEMPO >V 
INTER=!;. 
EXEC "ALEAT. PRG";. 
ANOTE " " 
ANOTE "ANAL I SE DE V ARI ANCI A PARA O INTERVALO 3 A 5" ; 
c = {0 o o o o o o O, 
o o o o o o o O, 
o o o o o o o o, 
o o o o o o o o, 
o o o o o o o o, 
o o o o o 1/3 1/6 o, 
o o o o o 1/6 2/3 1/6, 
o o o o o o 1/6 1 /3)- ; 
/* SE SAICOMPL=l. o PROGRAMA IMPRIMIRA• SAlDAS COMPLEMENTARES 
/* CC SAI CO MPL =O;. o PROGRAMA IMPRIMIRA • AS SAIDAS PRINCIPAIS 
SAI COMPL=O; 
/* SE I NTER=O ~ FAREMOS os TESTES PARA UM PONTO NO TEMPO 
/*CC INTER=!; FAREMOS os TES1ES PARA UM INTERVALO DE TEMPO 
INTER= 1;. 
EXEC "ALEAT. PRG"; 
ANOTE .. .. 
ANOTE "ANALISE DE VARIANCIA PARA O INTERVALO O A 5"; 
c = {1/6 1/12 o o o o o o, 
1/12 2/6 1/12 o o o o O, 
o 1/12 2/6 1/12 o o o o, 
o o 1/12 2/6 1/12 o o o, 
o o o 1/12 6/12 1/6 o O, 
o o o o 1/6 2/3 1/6 O, 
o o o o o 1/6 2/3 1/6, 
o o o o o o 1/6 1/3); 
/* SE SAI COMPL=l • o PROGRAMA IMPRIMIRA• SÀIDAS COMPLEMENTARES 
/* CC SAICOMPL=O; o PROGRAMA IMPRIMIRA" AS SAlDAS PRINCIPAIS 
SAICOMPL=O; 
/* SE I NTER=O; FAREMOS os TESTES PARA UM PONTO NO TEMPO 
/*CC INTER=!; FAREMOS os TESTES PARA UM INTERVALO DE TEMPO 
INTER= 1; 
EXEC "ALEAT. PRG"; 
FIM; 
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*/ 
>V 
*/ 
*/ 
>V 
•v 
*/ 
CM 
/*-------------------------------------------------------------*/ 
/* Este programa faz a comparacao dos grupos 1 e 3 do Exemplo */ 
/* 5.2, para os intervalos de tempo (0,3), (3~6) e C0,5). */ 
/*Suas saídas CP-values) foram utilizadas na montagem de */ 
/*parte da Figura (5.3). */ 
/*-------------------------------------------------------------*/ 
/* MATRIZ DE ENTRADA DE DADOS => A CNxP) ''-" 
A = {4.3 3.3 3.0 2.6 2.2 2.6 3.4 4.4, 
3.7 2.6 2.6 1.9 2.9 3.2 3.1 3.9. 
4.0 4.1 3.1 2.3 8.9 3.1 3.9 4.0, 
3.6 3.0 2.8 2.9 2.9 3.9 3.9 4.0, 
4.1 3.8 2.1 3.0 3.6 3.4 3.6 3.7, 
3.8 2.2 8.0 2.6 3.8 3.6 3.0 3.6, 
3.8 3.0 2.4 8.6 3.1 3.4 3.6 3.7, 
4.4 3.9 8.8 8. 1 3.6 3.8 4.0 3.9, 
6.0 4.0 3.4 3.4 3.3 3.6 4.0 4.3, 
3.7 3.1 2.9 8.2 1.6 2.3 2.7 2.8, 
3.7 2.6 2.6 2.3 2.9 2.2 3.1 3.9, 
4.4 3.7 3.1 3.2 3.7 4.3 3.9 4.8. 
4.7 3.1 3.8 3.3 3.2 4.2 3.7 4.3, 
3.0 2.6 2.3 2.2 2.1 2.6 3.2 3.5. 
4.9 6.0 4.1 3.7 3.7 4.1 4.7 4.9, 
4.9 4.3 4.7 4.6 4.7 3.7 3.6 3.9. 
4.4 4.2 4.2 3.4 3.6 3.4 3.9 4.0, 
4.9 4.3 4.0 4.0 3.3 4.1 4.2 4.3. 
5.1 4.1 4.6 4.1 3. 4- 4.2 4.4 4.9, 
4.9 4.6 4.6 4.4 4.1 4.0 3.9 3.8, 
4.2 3.6 3.8 3.6 3.3 3.1 3.6 3.9, 
6.6 6.1 6.2 4.1 4.3 3.8 4.2 4.8, 
3.6 3.4 3.1 2.8 2.1 2.4 2.6 3.5, 
4.6 4.0 3.7 3.3 2.4 2.3 3.1 3.3, 
4.6 4.4 3.8 3.8 3.8 3.6 3.8 3.8}~ 
/* KOL CONTEM o NUMERO DE ELEMENTOS POR TRATAMENTO, OBSERVE */ 
/* QUE ESTE EXEMPLO TEM C=2 TRATAMENTOS. ,sENDO O PRIMEIRO COM •v 
/* 13 E o SEGUNDO COM 12 UNIDADES EXPERIMENTAIS */ 
KOL = {13 12}; 
ANOTE "ANALISE DE VARIANCIA PARA o INTERVALO o A 3 .. 
c = {1/6 1/12 o o o o o o, 
1/12 2/6 1/12 o o o o o, 
o 1/12 2/6 1/12 o o o O, 
o o 1/12 2/6 1/12 o o o, 
o o o 1/12 6/12 1/6 o O, 
o o o o 1/6 2/6 o O, 
o o o o o o o O, 
o o o o o o o O>; 
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/M- SE SAICOMPL""l, O PROGRAMA IMPRIMIRA' SAlDAS COMPLEMENTARES -*/ 
/M CC SAICOMPL=O; O PROGRAMA IMPRIMIRA' AS SAlDAS PRINCIPAIS :w/ 
SAICOMPL=O; 
/* SE INTER=O; FAREMOS OS TESTES PARA UM PONTO NO TEMPO */ 
/* CC INTER=l; FAREMOS OS TESTES PARA UM INTERVALO DE TEMPO */ 
INTER= 1; 
EXEC "ALEAT. PRG"~ 
ANOTE " " 
ANOTE "ANALISE DE VARIANCIA 
c = {0 o o o o o o 
o o o o o o o 
o o o o o o o 
o o o o o o o 
o o o o o o o 
o o o o o 1/3 1/6 
o o o o o 1/6 2/3 
o o o o o o 1/6 
PARA O INTERVALO 3 A 6"; 
o. 
O, 
O, 
o, 
o. 
o. 
1/6, 
1/3); 
/* SE SAICOMPL=i, O PROGRAMA IMPRIMIRA' SAlDAS COMPLEMENTARES */ 
/* CC SAICOMPL=O; O PROGRAMA IMPRIMIRA' AS SAlDAS PRINCIPAIS */ 
SAICOMPL=O; 
/* SE INTER=O; FAREMOS OS TESTES PARA UM PONTO NO TEMPO i!V 
/* CC INTER=1; FAREMOS OS TESTES PARA UM INTERVALO DE TEMPO */ 
INTER= 1; 
EXEC "ALEAT. PRG"; 
ANOTE " " 
ANOTE "ANALISE DE VARIANCIA 
c = {1/6 1/12 o o 
1/12 2/6 1/12 o 
o 1/12 2/6 1/18 
o o 1,..-'12 2/6 
o o o 1/12 
o o o o 
o o o o 
o o o o 
PARA o INTERVALO o A 6"; 
o o o O, 
o o o o, 
o o o o, 
1/12 o o o. 
' 6/12 1/6 o O, 
1/6 2/3 1/6 o, 
o 1/6 êl/3 1/6, 
o o 1/6 1/3}; 
/* SE SAICOMPL=l. O PROGRAMA IMPRIMIRA' SAIDAS COMPLEMENTARES */ 
/* CC SAICOMPL=O; O PROGRAMA IMPRIMIRA' AS SAlDAS PRINCIPAIS */ 
SAICOMPL=O; 
/* SE INTER=O; FAREMOS OS TESTES PARA UM PONTO NO TEMPO */ 
/* CC INTER=1; FAREMOS OS TESTES PARA UM INTERVALO DE TEMPO 3</ 
INTER= 1; 
EXEC "ALEAT. PRG"; 
FIM; 
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/*-------------------------------------------------------------*/ 
/* Este programa ~az a comparacao dos grupos 2 e 3 do Exemplo */ 
/* 6.2. para os intervalos de tempo C0,3), C3.5) e C0,5). */ 
/* Suas saidas CP-values) roram utilizadas na montagem de */ 
/*parte da Figura C5.3). */ /*-------------------------------------------------------------*/ 
/* MATRIZ DE ENTRADA DE DADOS ""> A CNxP) */ 
A= {4.3 3.3 3.0 2.6 2.2 2.5 2.4 3.4, 
5.0 4.9 4.1 3.7 3.7 4.1 4.7 4.9. 
4.6 4.4 3.9 3.9 3.7 4.2 4.8 6.0, 
4.3 3.9 3.1 3.1 3.1 3.1 3.6 4.0. 
3.1 3.1 3.3 2.6 2.6 1.9 2.3 2.7. 
4.8 5.0 2.9 2.8 2.2 3.1 3.5 3.6, 
3.7 3.1 3.3 2.8 2.9 3.6 4.3 4.4. 
6.4 4.7 3.9 4.1 2.8 3.7 3.5 3.7. 
3.0 2.5 2.3 2.2 2.1 2.6 3.2 3.5. 
4.9 6.0 4.1 3.7 3.7 4.1 4.7 4.9, 
4.8 4.3 4.7 4.6 4.7 3.7 3.6 3.9. 
4.4 4.2 4.2 3.4 3.6 3.4 3.9 4.0. 
4.9 4.3 4.0 4.0 3.3 4.1 4.2 4.3. 
6.1 4.1 4.6 4.1 3.4 4.2 4.4 4.9, 
4.8 4.6 4.6 4.4 4.1 4.0 3.8 3.8, 
4.2 3.6 3.8 3.6 3.3 3.1 3.5 3.9, 
6.6 6.1 5.2 4.1 4.3 3.8 4.2 4.8. 
3.6 3.4 3.1 ê.é 2.1 2.4 2.5 3.5. 
4.6 4.0 3.7 3.3 2.4 2.3 3.1 3.3, 
4.6 4.4 3.8 3.8 3.8 3.6 3.8 3.8); 
/* KOL CONTEM O NUMERO DE ELEMENTOS POR TRATAMENTO, OBSERVE K/ 
/* QUE ESTE EXEMPLO TEM C"=2 TRATAMENTOS, SENDO O PRIMEIRO COM */ 
/* 8 E O SEGUNDO COM 12 UNIDADES EXPERIMENTAIS */ 
KOL = {8 12); 
,. 
ANOTE "ANALISE DE VARIANCIA PARA O INTERVALO O A 3 ";. 
c = {1/6 1/12 o 
1/12 2/6 1/12 
o 1/12 2/6 
o o 1/12 
o o o 
o o o 
o o o 
o o o 
o 
o 
1/12 
2/6 
1/12 
o 
o 
o 
o 
o 
o 
1/12 
6/12 
1/6 
o 
o 
o 
o 
o 
o 
1/6 
2/6 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o. 
o, 
o. 
o, 
o. 
o, 
O, 
0}; 
/* SE SAI COMPL=1 • O PROGRAMA I MPRI MIRA' SAI DAS COMPLEMENTARES */ 
/* CC SAICOMPL=O;. O PROGRAMA IMPRIMIRA' AS SAIDAS PRINCIPAIS *-/ 
SAICOMPL=O; 
/* SE INTER=O; FAREMOS OS TESTES PARA UM PONTO NO TEMPO */ 
206 
/* CC I NTER=1 ; FAREMOS OS TESTES PARA UM INTERVALO DE TEMPO 
INTER = 1 ~ 
EXEC "ALEAT. PRG"; 
ANOTE .. .. _ 
• 
ANOTE "ANALISE: DE VARIANCIA PARA O INTERVALO 3 A !3"; 
c = {0 o o o o o o o. 
o o o o o o o O, 
o o o o o o o o, 
o o o o o o o O, 
o o o o o o o o, 
o o o o o 1/3 1/6 O, 
o o o o o 1/6 2/3 1/6, 
o o o o o o 1/6 1/3).; 
/* SE SAI COMPL=1 • O PROGRAMA IMPRIMIRA • SAI DAS COMPLEMENTARES ~/ 
/* CC SAICOMPL=O;. O PROGRAMA IMPRIMIRA' AS SAlDAS PRINCIPAIS ~'/ 
SAICOMPL=O~ 
/* SE INTER=O; FAREMOS OS TESIES PARA UM PONTO NO TEMPO */ 
/* CC INTER=l; FAREMOS OS TESTES PARA UM INTERVALO DE TEMPO ·lV 
INTER= 1; 
EXEC "ALEAT.PRG"; 
ANOTE " ";. 
ANOTE "ANAL! SE DE VARIANCIA 
c = {1/6 1/12 o o 
1/12 2/6 1/12 o 
o 1/12 2/6 1/12 
o o 1/12 2/6 
o o o 1/12 
o o o o 
o o o o 
o o o o 
PARA o INTERVALO o A 6"; 
o o o o, 
o o o O, 
o o o o. 
1/12 o o o. 
6/12 1/6 o o, 
1/6 2/3 1/6 O, 
o 1/6 2/3 1/6, 
o o 1/6 1./3); 
/* SE SAICOMPL=1, O PROGRAMA IMPRIMIRA' SAlDAS COMPLEMENTARES *-/ 
/* CC SAICOMPL=O; O PROGRAMA IMPRIMIRA' ft5 SAIDAS PRINCIPAIS ioV 
SAICOMPL=O~ 
/* SE INTER=O; FAREMOS OS TESTES PARA UM PONTO NO TEMPO '}1./ 
/* CC I NTER=i ; F AREMOS OS TESTES PARA UM I NTERV ALO DE TEMPO */ 
INTER = i;. 
EXEC "ALEAT. PRG"; 
FIM; 
207 
CM 
/*-------------------------------------------------------------*/ 
/* ESTE PROGRAMA E' UTILIZADO PARA ENCONTRAR A CURVA EQMM M/ 
/* PARA O GRUPO COTROLE CPIMAX) 00 EXEMPLO 5. 4 M/ 
/*---------------·----------------------------------------------*/ 
/* MATRIZ DE ENTRADA DE DADOS => XT CNxP) */ 
XT=t100 130 100 150 100 150 100 90 80 90 110 100 110 80 80 70 70 90, 
50 50 50 60 50 50 50 50 50 50 55 50 45 40 50 40 50 50, 
60 50 70 80 70 60 60 70 70 60 70 60 76 86 90 80 90 90, 
75 70 75 75 90 85 90 70 75 85 80 85 86 90 90 85 70 80, 
70 70 80 80 90 100 70 70 80 90 90 90 80 90 80 80 80 so. 
160 90 70 180 120 180 120 160 160 160 120 120 160 190 180 180 180 190, 
70 80 80 80 90 90 90 90 90 100 80 90 70 70 90 80 90 QO, 
70 80 80 90 70 80 70 95 90 85 80 60 55 70 75 60 70 70. 
85 100 150 80 100 85 100 100 120 120 130 110 110 90 110 80 80 90, 
80 80 80 50 100 90 110 100 90 90 90 110 60 60 70 70 100 BOJ; 
/* ENTRAR COM OS VALORES DOS TEMPOS NA MATRIZ T */ 
T = {1 2 3 4 6 6 7 8 9 1 O 11 12 13 14 15 16 1 7 18) ; 
/* ENTRAR COM O VALOR DE B */ 
8=0.5; 
ENQUANTO CB< =9) {EXEC ''ALISAR. PRG";. 
FIM; 
B=B+0.5; 
} 
209 
CM 
/*-------------------------------------------------------------*/ 
/* ESTE PROGRAMA E~ UTILIZADO PARA ENCONTRAR A CURVA EQMM */ 
/* PARA 0 GRUPO EXPERIMENTAL CPIMAX) DO EXEMPLO 5. 3 */ 
/*-------------------------------------------------------------*/ 
/* MATRIZ DE ENTRADA DE DAOOS => XT CNxP) */ 
XT={BO ao ao 5o go go 1so 120 go go go 110 5o ?O so ao 1oo ao. 
80 80 80 80 110 100 90 100 90 90 90 90 70 70 80 80 80 110, 
150 80 70 180 160 160 150 170 180 160 120 120 160 180 200 180 180 190, 
50 50 80 60 60 50 60 70 75 75 75 65 70 85 60 90 90 90, 
110 160 150 70 100 QO 100 100 90 Q6 100 80 QS BO 80 70 100 100, 
80 70 90 70 70 90 86 75 80 70 80 50 56 75 75 55 75 90, 
?o ?o ao ao ao go 70 ?o ?o 100 go ao ao go ao so so so. 
100 110 170 100 110 100 110 100 120 120 120 120 110 100 85 100 90 110. 
55 60 56 50 50 60 50 50 45 50 60 50 40 50 40 50 50 40, 
70 70 75 80 90 90 80 70 80 80 80 85 90 85 90 86 85 85); 
/* ENTRAR COM OS VALORES DOS TEMPOS NA MATRIZ T */ 
T = {1 2 3 4 6 6 7 8 g 10 11 12 13 14 15 16 17 18); 
/* ENTRAR COM O VALOR DE B */ 
B~0.6; 
ENQUANTO C B< =9) { EXEC "ALISAR. PRG"; 
8=8+0.5; 
) 
FIM; 
209 
CM 
/*-------------------------------------------------------------*/ 
/* ESTE PROGRAMA DE ENTRADA DE DADOS EXECUTA OS TESTES DE */ 
/* ALEATORIZACAO APROXIMADOS. APOS O SUAVIZAMENTO DAS CURVAS */ 
/*DE RESPOSTA. CEXEMPLO 5.3- P!MAX). */ 
/*-------------------------------------------------------------*/ 
/* MATRIZ DE ENTRADA DE 
Ai={ 
114.311029 
112:. 837681 
111.641204 
110.554206 
109.691837 
108.309269 
106.677468 
104.599048 
102:.106053 
99.411437 
96.672145 
94.25293 
91.852778 
90.021095 
88.305156 
87.394097 
86.717459 
85.903676 
Aê={ 
132.633089 
134.570636 
135.813079 
136.64216 
137.578002 
139. 218981 
141.386275 
144.022924 
147.139489 
150.809757 
1 !34. 657872 
157.589222 
159.340741 
161.290228 
162.986052 
166.144676 
167.03125 
169.216176 
AL={A1 A2); 
51.269118 
51.209001 
51.227431 
51.214339 
51.079768 
50.8 
50.509144 
60.116052 
49.733368 
49.373285 
49.025087 
48.669212 
48.315278 
48.094584 
47.897295 
47.696759 
47.492252 
47.285294 
81.727206 
82.859633 
83.708333 
84.42202 
84.769427 
84.840278 
94.846969 
84.861211 
84.994856 
85.147462 
85.115484 
84.964933 
84.69213 
84.283752 
83.8694 
83.479167 
83.127583 
82.844118 
DADOS => A C NxP) 
64.492647 
64.707516 
64.9376 
68.082183 
66.397125 
66.026463 
66.966554 
68.074827 
69.471451 
71.094393 
72.631488 
73.829013 
74.991204 
76.352041 
77.832312 
79.265625 
80.627583 
82.111765 
78.35625 
79.038611 
79.510995 
79.494136 
79.0626 
78.547917 
78.032227 
77.341696 
76.586934 
75.712449 
74.718426 
73.756658 
72.844444 
72.079082 
71.1903 
70.217593 
69.029894 
68.093382 
77.946324 
78.281573 
78.601852 
79.978233 
79.418416 
79.979398 
80.640092 
81.296064 
81.787766 
82.193716 
82.481401 
82.600642 
82.684028 
82.448489 
82.407809 
82.466435 
82.689824 
62.7025?4 
100.237132 
101.152182 
102.403646 
103.661126 
104.553326 
105.201157 
106.761053 
105.915009 
105.705376 
105.118527 
104.142734 
103. 18315 
102.649074 
10.2.308673 
101.570953 
100.360532 
98.?24819 
96.594853 
A.A1 =AL • ; /M AA1 CONTEM DADOS DO GRUPO CONTROLE */ 
AL=; A1 =; A2=;. 
210 
78.254412, 
78.764205, 
79.408565, 
90.1061Q2, 
80.716248, 
81.364352, 
81.939364, 
82.452855, 
82.937671, 
83.296896, 
83.429498, 
83.362038. 
83.206481, 
82.989109, 
82.894125, 
83. 104745, 
83.137268, 
82.8}; 
83.3125, 
84.441503, 
86.457755, 
86.5765, 
87.062402, 
87.013426, 
86.704102, 
86.280277, 
86.10511, 
85.88906, 
85.57872, 
85.203303, 
84.650463, 
83.482143, 
82.262219, 
80.962384, 
79.957386, 
79.208088}; 
81 ={ 86. 463971 
88.185046 
89.64919 
90.856932 
91.451629 
91.599074 
91.679368 
91.50519 
91.612664 
81.561214 
91.301903 
90.906428 
90.243056 
88.816228 
86.97221 
84.85706 
83.670506 
82.980147 
82={78.594853 
78.507231 
78.36169 
77.73!3366 
76.838942 
76.039583 
75.298517 
74.366566 
73.476938 
72.761917 
72.190311 
71.580256 
71. 140741 
70.628925 
70.00951 
69.618345 
59.497998 
69.550735 
8L={81 82}; 
87.666912 
88.404571 
88.990162 
89.418322 
89.441228 
89.157407 
88.780185 
88.347751 
87.929955 
87.834791 
87.798875 
87.585671 
87.153241 
86.515895 
86.113166 
86. 913194 
85.793518 
85.973529 
75.8625 
76.411415 
77.16088 
77.978128 
78.716641 
79.499537 
80.21528:8 
80.87673 
81.519633 
82.064043 
82.413927 
82.596768 
82.741667 
82.869898 
83.0056 
83.285301 
83.369706 
83.059559 
137.269853 
140.047133 
141.707755 
142.646344 
143.752463 
145.41713 
147.80229 
150.596453 
153.810871 
157.603738 
161.491782 
164.20277 
165.641204 
166.958889 
168.505389 
170.15626 
171.815599 
173.969853 
113.526 
113.485279 
113.612269 
113.817095 
113.898155 
113.690046 
113.072177 
112.262976 
111.21742.1 
110.069444 
108.748702 
107.472035 
106.996296 
106.542877 
106.038673 
105.323496 
104.444731 
103.197059 
69.249632 
60.257296 
61.305645 
62.223161 
63.141434 
64.2:31481 
65.233043 
66.536766 
68.201732 
70.065586 
71.735727 
73.109908 
7-4.615741 
76.091062 
77.467773 
78.566713 
79.441503 
80.313603 
51.698162 
51.292936 
51.039063 
50.792213 
50.425579 
50.064583 
49.610929 
49.183607 
48.760502 
48.252629 
47.776384 
47.343972 
46.998148 
46.68073 
46.377853 
46.091435 
45.829029 
45.587132 
110.863603, 
109.096074. 
107.511674, 
105.789043, 
104.109596, 
102.2662:04, 
100.209517. 
97.864619, 
95.566272, 
93.416924, 
91.564446, 
90.5269, 
90.343066, 
89.97449, 
89.618026, 
89.21412. 
88.926911, 
88.831618}~ 
77.342647, 
77.709194, 
78.05584!3, 
78.482671, 
79.039197, 
79.646769. 
80.349121, 
81.089749, 
81.879501. 
82.62.:9244, 
83.193123, 
83.650692, 
83.766898, 
83.937647, 
84.249625, 
84.764757, 
85.321216, 
85.677574}; 
BB1=BL'; /* 881 CONTEM DADOS DO GRUPO EXPERIMENTAL*/ 
BL=; 81=; 82=~ ,i' 
A={AA1, 
BB1J-; 
AA1=; 881=; 
/* KOL CONTEM O NUMERO DE ELEMENTOS POR TRATAMENTO, OBSERVE */ 
/* QUE ESTE EXEMPLO TEM C=2 GRUPOS, CADA UM COM 10 UNIDADES *./ 
/* EXPERIMENTAIS */ 
KOL = <10 10}; 
/* SE SAI COMPL=i , 
/* CC SAI COMPL=O; 
SAI COMPL=1 ; 
EXEC "ALEAT2. PRG"; 
FIM; 
O PROGRAMA IMPRIMIRA • SAI DAS COMPLEMENTARES 
O PROGRAMA I MPRI MI RA • AS SAI DAS PRI NCI PAIS 
211 
CM 
/*-------------------------------------------------------------*/ 
/* ESTE PROGRAMA E' UTILIZADO PARA ENCONTRAR A CURVA EQMM */ 
/*PARA O GRUPO COTROLE DO EXEMPLO 5.4 */ 
/*-------------------------------------------------------------*/ 
XT={516 633 1697 441 696 1610 493 830 1258 1270, 
367 398 468 463 616 436 505 833 592 497, 
471 457 526 594 775 446 472 1394 568 635. 
450 452 465 456 651 454 717 704 580 727, 
709 798 883 984 872 894 750 875 913 867, 
273 261 348 637 624 364 361 471 379 654. 
346 375 408 359 614 536 586 1422 2346 2:609, 
261 248 354 450 483 302 357 473 401 441 ~ 
433 550 771 666 550 466 604 616 549 826. 
388 432 287 316 283 639 463 289 1111 375, 
477 369 450 437 464 548 1365 2068 1366 857~ 
613 419 1030 525 416 479 799 1315 600 790, 
360 350 377 429 669 296 2459 674 1463 685. 
373 414 609 578 1634 562 638 455 661 1094}; 
/'< ENTRAR COM OS VALORES DOS TEMPOS NA MATRIZ T >V 
T = {i 2 3 4 56 7 8 g 10}~ 
/* ENTRAR COM O VALOR DE B :M/ 
8=0.6~ 
ENQUANTO CB< =9) {EXEC "ALISAR. PRG"; 
8=8+0.5; 
) 
/* DEPOIS DE EXECUTAR ESTA PRIMEIRA PARTE. VAMOS NOS CONCEN- >V 
/* TRANDO PROXIMO AO PONTO DE MINIMO, ATE QUE ENCONTREMOS O ></ 
/* "BANDWI DTH" OTIMO, PARA ESTE CASO 8=3.70 */ 
8=3.70; 
EXEC "ALISAR. PRG"~ 
FIM; 
. 
212 
CM 
/*-------------------------------------------------------------*/ 
/* ESTE PROGRAMA E' UTILIZADO PARA ENCONTRAR A CURVA EQMM */ 
/*PARA O GRUPO COTROLE DO EXEMPLO 5.4 */ 
/*-------------------------------------------------------------*/ 
XT=<406 470 382 388 411 226 289 263 306 356, 
396 330 309 294 311 345 323 353 478 490. 
370 354 374 396 433 414 295 445 595 351. 
470 488 572 520 575 522 527 614 541 694. 
441 564 540 411 430 360 735 404 512 563, 
479 576 524 456 471 379 619 620 445 658, 
353 483 578 561 376 439 473 601 679 669. 
292 334 363 482 482 466 1030 627 410 928. 
244 282 323 397 320 289 342 633 266 279. 
263 347 449 321 317 298 1226 673 648 413. 
481 270 205 289 302 262 264 446 446 364. 
384 353 438 309 270 347 384 285 259 674, 
519 673 647 479 587 604 618 560 678 517, 
600 679 631 609 493 423 420 468 625 499}~ 
/* ENTRAR COM OS VALORES IX>S TEMPOS NA MATRIZ T */ 
T = {1 2 3 4 56 7 8 g 10}; 
/* ENTRAR COM O VALOR DE B */ 
8=0.5; 
ENQUANTO CB<=9) <EXEC "ALISAR.PRG"; 
8.,8+0.5; 
> 
/* DEPOIS DE EXECUTAR ESTA PRIMEIRA PARTE. VAMOS NOS CONCEN- */ 
/* TRANDO PROXIMO AO PONTO DE MINIMO, ATE QUE ENCONTREMOS O */ 
/* "BANDWIDTH'' OTIMO, PARA ESTE CASO 8=1.20 */ 
8=1. 20; 
EXEC "ALISAR.PRG"; 
FIM; 
213 
CM 
/*-------------------------------------------------------------*/ 
/* ESTE PROGRAMA DE ENTRADA DE DADOS EXECUTA OS TESTES DE */ 
/* ALEATORIZACAO APROXIMADOS. APOS O SUAVIZAMENTO DAS CURVAS */ 
/*DE RESPOSTA, CEXEMPLO 5.4). */ 
/*-------------------------------------------------------------*/ 
/-M MATRIZ DE ENTRADA DE DADOS => A CNxP) */ 
A1={ 
780.965341 
794.504178 
866.283886 
907.611672 
917.366666 
912.660691 
939.721102 
1026.544766 
1067.675387 
1100.149813 
A2={ 
311.968265 
357.591703 
393,807368 
421.266973 
442.792095 
448.252917 
450.774248 
459.374592 
477.090296 
612.584060 
A3={ 
438.654255 
438.633756 
448.112355 
520.205220 
705.705328 
934.633171 
1114.691884 
1228.494967 
1294.606055 
1288.736900 
AL={A1 A2 A3}; 
AA:l=AL'; 
403.687443 
421.506937 
436.997813 
466.768297 
494.309946 
641.712633 
576.114061 
595.597157 
609.200016 
616.215312 
368.494116 
389.830466 
419.783795 
460.05433 
560.618192 
779.58269 
1113.449332 
1478.744223 
1791.065878 
2092.093538 
594.119907 
596.822578 
588.244416 
596.842379 
652.050856 
698.806606 
733.975283 
791.710444 
836.016677 
846. 116201 
AL=; Ai=; A2=; A3=; 
81={ 
419.421488 
438.761167 
401.324942 
382.159091 
339.261302 
310.233507 
491.427965 
523.687779 
545.848093 
559.29935 
620.715871 
682. 3712Q1 
715.910588 
729.947873 
741.709985 
755.284744 
295.640759 
326.658356 
349.393325 
368.863266 
389.417073 
401.910074 
404.814917 
406.546811 
413.948326 
428.182803 
368.457475 
396.065775 
418.593653 
566.207451 
745.266361 
926.272876 
1056.58269 
1112.234776 
1124.344892 
1063.098234 
366.644628 
361.401042 
374.411169 
214 
454.79923 
470.527251 
484.8294.42 
611.139735 
560.216486 
686.6374-94 
618.96478 
646.434699 
664.50444 
681. 167412 
646.663632 
664.228344 
570.481095 
578.120665 
580.67149 
570.420192 
578.36373 
614.638591 
660.772773 
686.277982 
456.006857. 
566.886803, 
666.460682. 
737.881113, 
766.624208, 
7!34.780704, 
740.9!39805, 
729.672168, 
795.66413. 
825.688212. 
851.476539, 
869.437269, 
876.11846, 
873.394271, 
866.230589, 
869.606128, 
862.347058, 
869.5826}; 
371.819319, 
356.990778, 
364.172259, 
381.905968. 
394.36432, 
451. 1 381 95, 
613.346468, 
646.9681, 
562.724588, 
563.77506}; 
,i' 721 . 287256. 
789.237438); 
473.774793 
501.568576 
664.698958 
466.794421, 
554.337529, 
577.29673, 
391.494936 300.578704 399.083767 600.880642 461.994954, 
368.238426 314.494936 421.487269 593.913773 411.7029, 
276.984954 333.487269 393.441551 613.365451 451.690683, 
270.70298 333.690394 350.607813 683.299479 590.446181, 
277.18533 372.630527 466.352865 601.664931 494.457176. 
307.233507 454.768963 573.677228 587.4-62095 500. 281 684. 
344.724174 487.483471 423.350207 661.914256 552.30475};. 
Bê-={ 
499.341942 380.262397 300.807851 251.969008 272. 712:81 • 
565.92636 475.804543 331.327402 282.616753 348.644676. 
581.649595 554.974537 381.502604 329.784288 401.715567. 
499.510272 526.256221 457.535446 365.966742 346.493477, 
451.058304 426.396123 478.505064 329.456887 313.91623. 
447.254051 432.832465 684.660174 306.269097 492.688613, 
669.865307 492.324942 830.994213 370.37066 900.97092, 
583.81713 570.162326 665.238716 436.580874 722.665509, 
524.766782 699.764034 540.546152 317.086516 584.268808. 
613.331612 641.432851 740.340909 273.966942 462.28202}; 
83""{ 
420.945248 379.596074 530.32438 516.567149. 
296.10923 382.736111 556.563241 662.89077, 
236.22092 396.060764 538.365451 556.903646. 
274.609086 327.502604 515.18287 569.116609, 
289.048177 293.847801 668.291811 602.456887. 
262.690394 338.77662 603.383247 436.774161. 
292.856469 356.040509 621.700521 430.484809, 
405.938947 300.007668 628.619213 470.055846, 
428.936487 349.66276 580.261429 508.525318, 
381.196281 586.970041 529.792355 504.66219); 
BL={81 82 83}; 
BB1=BL'~ /* 881 CONTEM DADOS DO GRUPO EXPERIMENTAL :W/ 
BL=~ B1=; 82=; 83=~ 
A={AAi, 
BB1}; 
AA1~; 881~; 
/* KOL CONTEM O NUMERO DE ELEMENTOS POR TijATAMENTO. OBSERVE */ 
/* QUE ESTE EXEMPLO TEM C=2 GRUPOS, CADA UM COM 14 UNIDADES */ 
/* EXPERIMENTAIS */ 
KOL = {14 14)~ 
/* SE SAICOMPL=1, O PROGRAMA IMPRIMIRA' SAlDAS COMPLEMENTARES */ 
/M CC SAI COMPL=O; O PROGRAMA IMPRIMIRA • AS SAI DAS PRINCIPAIS */ 
SAICOMPL=1; 
EXEC "ALEAT2. PRG"; 
FIM; 
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