ABSTRACT
INTRODUCTION

27
The thermal regime of the uppermost ground is determined by the geothermal heat flow and by the 28 fluctuations of temperature at the surface. If rock was homogeneous and no temperature change were to 29 occur at the surface, the temperature would increase linearly with depth, unless spontaneous heat 30 production is present on the vicinity of the well.. The gradient of this temperature increase would be 31 governed solely by the magnitude of the terrestrial heat flow and by the thermal conductivity of the rock. 32
However, variations of ground surface temperature (GST) propagate downwards into the rock as 33 attenuating thermal waves, superimposed on the aforementioned linear temperature profile. The depth to 34 which disturbances can be recorded is determined mainly by the amplitude and duration of the 35 temperature change at the surface. Generally, propagation of climate signals is slow and it can take more 36 than 1,000 years to reach the depth of 500m (Huang et al., 2000) . For a better conservation of the climate 37 signal in the thermal profile, no lateral heat advection (due for example to ground water flow) should be 38 present (Lewis and Wang, 1992) . Since normally no groundwater circulation is present within continuous 39 permafrost in the polar areas but also in rocky areas within mountain permafrost, boreholes drilled in these 40 areas are particularly suited for GST reconstructions. 41 Lachenbruch and Marshall (1986) were among the first to demonstrate that thermal profiles obtained 42 from boreholes drilled in permafrost can be used to reconstruct ground surface temperature changes. 43 These do not require calibration because the heat conduction equation is directly used to infer 44 temperature changes at the ground surface. Today, the majority of permafrost boreholes used to 45 reconstruct ground surface temperatures are located in the Polar regions of North America and Eurasia 46
where the boreholes can be drilled on flat terrain, with negligible topographical effects, and with a 47 permafrost thicknesses typically exceed 100 m, thereby providing deep temperature logs and long ground 48 surface temperature reconstructions. On the other hand several factors like porosity, water/ice and latent 49 heat flows can influence significantly the thermal properties and the thermal signal especially measured in 50 frozen sediments boreholes as well discussed in Mottaghy and Rath (2006) . 51
The Share Stelvio borehole (SSB) in the Italian Alps is the deepest drilled within permafrost in the mid-52 latitude mountains of Europe. Because the permafrost thickness exceeds 200 m at this site it allows 53 reconstruction of GST for some centuries and much more than in the other mountain permafrost 54 boreholes.. In addition, the Stelvio borehole is located on a rounded summit with gentle side slopes. 55
Therefore, site-specific topographic influences are largely eliminated. As such, it is different to the other 56 boreholes drilled in permafrost in the Alps (e. The SSB data provides GST history from a high elevation site (3000 m a.s.l. 
Laboratory data
101
The thermal properties of the three main facies observed in the stratigraphy were measured in the 102 laboratory at three different temperatures (0°C, -1°C; -3°C). Thermal diffusivity and specific heatwere 103 measured by NETZSCH Gerätebau GmbH (Selb, Germany) using a NETZSCH model 457 MicroFlashTM laser 104 flash diffusivity apparatus. Thermal diffusivity measurements were conducted in a dynamic helium 105 atmosphere at a flow rate of c. 100 ml/min between −3 °C and 0 °C. Specific heat capacity was measured 106 using the ratio method of ASTM-E 1461 (ASTM, 2003) with an accuracy of more than 5%. Density of the 107 rock at room temperature was determined using the buoyancy flotation method with an accuracy better 108 than 5%. Thermal conductivity was calculated following Carlsaw and Jaeger (1959): 109 λλ= ρρ* cp * κ,
110
where λ is the thermal conductivity (W m −1 K −1 ), ρρ is the bulk density (gcm ). 112
Theory
113
The temperature anomaly in the borehole at time t at depth z is modeled by the solution of the heat 114 equation 115
for the domain ( , ) ∈ (− , 0) × (0, ). Note that equation (1) can be derived from the classical 116 formulation of Carlsaw and Jaeger (1959) under the hypothesis that the density and the specific heat 117 capacity are constant with respect to the depth z (see also Liu and Zhang, 2014) , which is a good 118 approximation for the SSB (see Section 4.1 and appendix). Further, we have indicated with t max the earliest 119 time for which we will reconstruct the GST and with z max the depth of the borehole. Equation (1) can be 120 solved to compute the temperature anomaly at any given past time t and depth z from the boundary values 121 A(t; 0) which represent the GST history. If the GST data A(t,0) are piece-wise constant, the solution of the 122 direct problem for equation (1) can be found explicitly (see Carlsaw and Jaeger, 1959) . In our case, we need 123 to solve the inverse problem of finding the GST from the borehole data, which provide the anomaly 124 measured at present (t=0) or past times (t>0) at some depth z in the borehole. 125
In order to exploit the abovementioned explicit solution, it is customary to approximate the GST with a 126 piece-wise constant function (see Figure 3 ) 127
where tk, for k = 1,…,N, is the sequence of times in the past where we want to compute the value of the 128 GST, and the 's are the unknown values to be computed. entry in the vector m), corresponds to a measured temperature in the well at present or at some time in 150 the past. In this fashion, the GST reconstruction can be based not only on a single temperature profile but 151 also on the variation of the temperature profile between the present and some years ago. To the best of 152 our knowledge, this possibility, which enhances the robustness of the reconstruction, has never been 153 exploited before in the literature. Given the detrended measures ⃗⃗⃗, we must compute the vector ⃗ solving 154 the linear system (4). However it is well known that the inverse problem for the heat equation (1) is severly 155 ill-posed and thus solving directly the linear system (4) would lead to a computed GST that would be highly 156 oscillating and very far from the true physical values for ⃗. It is then necessary to introduce a regularization 157 process by modifying the original problem (4), in order to obtain an approximation that is well posed and 158 less sensitive to errors in the right-hand-side of (4). Classical regularization techniques include the 159 truncated singular value decomposition (TSVD) and the Tikhonov regularization in standard form (Hansen,  160 1998), applied in Beltrami and Boulron, (2004) and Liu and Zhang, (2014), respectively. In this paper, we 161
propose the use of the generalized Tikhonov regularization, where the damping term is measured by a 162
proper seminorm. In practice, instead of dealing with the linear system (4), we solve the minimization 163 problem 164
where > 0is the regularization parameter and R is the regularization matrix. The use of a regularization 165 matrix R for this application is a novelty although several other regularization smoothing parameters were 166 already used (i.e. Shen et al., 1992; Rath and Mottaghy, 2007) If R is simply the identity matrix, then the 167 problem (5) reduces to the standard Tikhonov method used in Liu and Zhang, (2014). When α is large the 168 restored GST is very smooth but the differences between the measured data and the temperatures in the 169 well that would be computed by (4) from the recovered GST are large. On the contrary, when α is too small 170 the data fitting is good but the GST becomes highly oscillating due to the ill-posedness. A good tradeoff is 171 not trivial and several strategies can be explored for estimating an optimal value of α: as an example, the 172 generalized cross validation (Golub et al., 1979) often provides good results. 173
A common choice for R is a finite difference discretization of a differential operator (Hansen, 1998 ]. In this 174
paper, we consider a standard discretization of the Laplacian so that the constant and linear components of 175 the solution are not damped in the Tikhonov regularization, (5) while we have a penalization of high 176 oscillations. The details of the chosen regularization and of the GST inversion employed are described in the 177 appendix. 178
Validation on synthetic data 179
In order to validate our GST inversion method we have generated a synthetic data set as follows. An ideal 180
GST was chosen (dashed curve in Fig. 4 ) and equation (1) was solved by a finite difference method with a 181 spatial grid spacing of 1 m. Homogeneous Neumann boundary conditions were imposed at the well bottom 182 and the ideal GST as Dirichlet data at z=0, thus obtaining synthetic data for the measurements of 183 temperature in the well. The computed temperatures were saved for the depth at which the real 184 thermometers in SBB are located (see Section 3.1), for the present time, as well as for 1, 2 and 3 years 185 before present. We then used the generated data as input to the inversion algorithm described in the 186 previous section and compared the reconstructed GST with the ideal one used to generate the synthetic 187 data. 188
In the first experiment we fed our inversion algorithms only with the synthetic data for the present time. 189 The value of alpha that best fits the exact GST is alpha=0.15, but in Figure 4 one can see that also varying 190 this value by 33% the reconstructed GST does not vary significantly. 191
Next we fed the inversion algorithm also with the synthetic data for the past years. First, the inversion is 192 expected to be more accurate since the algorithm can average not only on the temperature at a given 193 depth but also on the variation of the temperature in the last years at that depth. Moreover, the algorithm 194 should also be more robust, since it relies on a larger data set. Both these effects can be appreciated in Fig.  195 5, where it can be seen that the inversion in the last 50 years is more accurate than the inversion of Table 1 ). 210 Table 2 shows the thermal properties of the three main stratigraphic facies encountered in the borehole.
211
Facies a and c show similar density and thermal properties while facies b has higher density and higher 212 conductivity. All facies have heat capacity values that increase with a decrease of temperature. In facies a, 213 this behavior occurs also for thermal conductivity and diffusivity values. In contrast, facies b and c show a 214 reversed bell shape behavior, with the minimum value recorded at -1°C and an absolute maximum at -3°C. . This is especially the case for alpine areas where topography influences both the re-distribution 240 of the snow by wind-drift and actual snow cover evolution (e.g. melting date and duration). Nevertheless, 241
GST and air temperature are well correlated (R 2 = 0.8027) and present a very similar pattern over the last 242
15 years with only a slight warming (Figure 11 ). This relatively slight effect of snow at this site is probably 243 due to the high wind velocities during winter that, on average, prevent buildup of a thick snowpack. Figure  244 12 illustrates the temporal variability of snow cover on the GST. In general, the highest (>±5°C) differences 245 between mean daily GST and mean daily air temperature occur when there are large drops of air 246 temperature during the winter. Sometimes, large differences occur also when there are large drops of air 247 temperature during the summer where there is little or no snow cover, because of high solar radiation that 248 heats the ground surface. Correlation is even better between monthly mean air temperature, mean annual 249 air temperature (MAAT) and mean annual ground surface temperature (MAGST) (R 2 = 0.8712 for this 250 latter). This agrees with the results of Zhang and Stamnes, (1998) who found that, in a flat area in northern 251
Alaska, changes in seasonal snow cover had a smaller effect than MAAT on the ground thermal regime. 252 and 1834 AD, with a peak at 1760, when the difference between the GST anomaly and the MAAT anomaly 291 was maximum. This peak is pretty similar to the peak of the LIA in the Solda Glacier (1770 AD) but not to 292 the peak in the Trafoi glacier (1580 AD); this could be related to Vedretta Piana having a more similar 293 glacier size and aspect (NE-N) to the Solda Glacier than to the Trafoi Glacier, although this latter is the 294 closest to the Vedretta Piana. 295 2013) shows GST pattern of the last 300 years in the 300 context of the permafrost of Northern Quebec. There, after the LIA (1500-1800 AD), it was found an almost 301 constant and marked warming of ca 1.4 °C until 1940, followed by a cooling episode (≈0.4 °C) which lasted 302 40-50 yr, and finally a sharp ≈1.7 °C warming over the past 15 yr. 303
GST Fluctuations between 1950 and today
Other permafrost borehole temperature reconstructions
There is a some similarity between the Stelvio reconstruction and the pattern of Canadian permafrost GST 304 reported by Chouinard et al., (2013) after the LIA. Indeed, also in our site there was an almost simultaneous 305 but greater cooling (0.9°C) in the period between 1941 and 1989, followed by a sharp warming of ca 1.7°C. 306
On the other hand, GST reconstructions can be obtained with different models and it is interesting to 307 compare our data with, for example, the PMIP3/CMIP5 simulations that include the effect of aerosol 308 forcing by Garcia-Garcia et al., (2016): there, in the last 500 years, the GST shows a cold anomaly (LIA) 309 between 1582 and 1840, with the most negative peaks between 1798 and 1840, slightly delayed with 310 respect to our data. 311 312
CONCLUSIONS
313
The general climatic pattern of the last 500 years recorded by this mountain permafrost borehole is similar 314 to the majority of other studies in the European Alps and Central Europe. The main difference concerns 315 post LIA events. In fact, the different multidisciplinary proxies considered (see Figure 13) Table 2 . Thermal properties of the three different facies occurred in SSB borehole measured in the 523
Laboratory at three different steps of temperature (0; -1 and -2°C). 524 fact, the anomaly observed in the borehole t years ago, originating from a GST that has been constant 535 except for an increase of δ °C between t 2 and t 1 years ago is: 536
The above formula of course makes sense only for t < t1 and the value t = 0 corresponds to present time. 537
For the purpose of reconstructing the GST history, it is customary to approximate it with a piece-wise 538 constant function (see Figure 3 ) 539
where tk, for k = 1,…,N, is the sequence of times in the past where we want to compute the value of the 540 GST, and the 's are the unknown values to be computed. The prediction of model (1) for the borehole 541 temperature t years ago, originating from the GST (2) is 542 We point out that each row of the matrix L can have a different value of , so that the GST reconstruction 546
can be based not only on a single temperature profile, but also on the variation of the temperature profile 547 between the present and some years ago. Further, it is not needed that the reconstruction times tk are 548 equally spaced in the past. 549
Given the detrended measures ⃗⃗⃗, we must compute the vector ⃗ solving the linear system (4). Note that 550 the inverse problem for the heat equation (1) is well-known to be severely ill-posed, the matrix L is strongly 551 ill-conditioned and its singular values decay exponentially to zero, with related singular vectors largely 552 intersecting the subspace of high frequencies (Serra-Capizzano, 2004). Therefore, since the right-hand side 553
⃗⃗⃗ is affected by error measurements, solving directly the linear system (4) would lead to a computed GST 554 that would be highly oscillating and very far from the true physical values for ⃗. It is then necessary to 555 introduce a regularization process by modifying the original problem (4), in order to obtain an 556 approximation that is well posed and less sensitive to errors in the right-hand-side of (4). The Tikhonov 557 regularization usually provides better restorations than the trucated SVD, because it is characterized by a 558 smooth transition in the filtering of the frequencies and the smoothness of the transition can be somehow 559 chosen by manipulating the regularization parameter of the method (Hansen, 1998). In this paper, we thus 560 propose the use of the generalized Tikhonov regularization, where the damping term is measured by a 561
proper seminorm. In practice, instead of dealing with the linear system (4), we solve the minimization 562 problem 563 ⃗⃗ ‖ ⃗ − ⃗⃗⃗‖ + ‖ ⃗‖ (5) where > 0is the regularization parameter and R is the regularization matrix. The presence of the matrix 564 R in (5) allows to impose some a-priori information on the true solution. Indeed, when minimizing (5), the 565 components of the solution belonging to ( ) = { ⃗ . . ⃗ = 0 ⃗⃗ } are perfectly reconstructed. In fact, if a 566 vector x belongs to ker(R) then ||Rx||=0 and hence the penalization term disappears in the minimization 567 problem (5) and consequently the data are perfectly fitted. Note that in order to guarantee the uniqueness 568 of the solution (5), the condition ( ) ∩ ( ) = 0 ⃗⃗ has to hold. 569
In this paper, we use as regularizer a standard discretization of the Laplacian 570 Finally, let us remark that for the forward model, a numerical 3D simulation takes hours to complete on 16 594 computing nodes of our HPC cluster. Using a numerical multi-dimensional simulator in the inverse problem 595 would of course require to compute several times the forward model and would thus take a lot longer than 596 the few seconds in which our proposed method can compute the reconstructed GST depicted in Fig. 10 . 597 
