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Abstract
This thesis consolidates, improves and extends the smooth en-
tropy framework for non-asymptotic information theory and
cryptography.
We investigate the conditional min- and max-entropy for quan-
tum states, generalizations of classical Re´nyi entropies. We in-
troduce the purified distance, a novel metric for unnormalized
quantum states and use it to define smooth entropies as op-
timizations of the min- and max-entropies over a ball of close
states. We explore various properties of these entropies, includ-
ing data-processing inequalities, chain rules and their classical
limits. The most important property is an entropic formulation
of the asymptotic equipartition property, which implies that the
smooth entropies converge to the von Neumann entropy in the
limit of many independent copies. The smooth entropies also
satisfy duality and entropic uncertainty relations that provide
limits on the power of two different observers to predict the
outcome of a measurement on a quantum system.
Finally, we discuss three example applications of the smooth
entropy framework. We show a strong converse statement
for source coding with quantum side information, character-
ize randomness extraction against quantum side information
and prove information theoretic security of quantum key dis-
tribution using an intuitive argument based on the entropic
uncertainty relation.
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Abbreviations and Notation
Abbreviation Description
CPM Completely positive map
TP-CPM Trace-preserving completely positive map
SDP Semi-definite program
POVM Positive operator-valued measurement
QKD Quantum key distribution
i.i.d. Independent and identically distributed
UCR Uncertainty relation
CQ Classical-quantum (e.g. CQ-states)
lhs. Left-hand side (of an equation)
rhs. Right-hand side (of an equation)
Table 1: List of Abbreviations.
Symbol Description
A,B′, AD Typical physical systems and joint systems
X, Yˆ , Z Typical registers (random variables)
HAB,HX Hilbert spaces corresponding to a joint quantum and
to a classical system
dA Dimension of the system A, dA = dim {HA}
trA ≡ trHA Partial trace over subsystem A
S=(H) Normalized quantum states on H
S≤(H) Sub-normalized states on H
ρ, τˆ , ωiA, σ¯BC Typical (possibly sub-normalized) quantum states
|ψ〉, ϕABC Typical pure states, i.e. rank 1 quantum states
piA, γAA′ Completely mixed state on A and maximally entan-
gled state between A and A′
D(ρ, τ) Generalized trace distance between ρ and τ
F (ρ, τ) Generalized fidelity between ρ and τ
P (ρ, τ) Purified distance between ρ and τ
Table 2: Notational Conventions for Quantum Mechanics.
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Symbol Description
log ≡ log2 Binary logarithm, i.e. logarithm to the basis 2
ln Natural logarithm
R,C Real and complex numbers
H,H′ Typical Hilbert spaces
|ϕ〉, |ν〉, |ϑi〉 Typical elements of a Hilbert space, kets
〈ψ|, 〈φ| Typical functionals on a Hilbert space, bras
tr, trH Trace and partial trace over H
L(H),L(H,H′) Linear operators on H and from H to H′
H(H),P(H) Hermitian and positive semi-definite operators on H
A ≥ B Equivalent to A−B ∈ P(H)
X† The adjoint operator of X
XT The transpose operator of X, defined with regards
to a basis that needs to be specified
X−1 The generalized inverse operator of X
|X| Modulus, |X| =
√
X†X
||X||1 Trace norm, ||X||1 = tr |X|
||X||∞ Largest singular value of X, operator norm
1 Identity operator
E,X,L Typical linear operators on a Hilbert space
M,N Typical positive semi-definte operators
U, V,W Typical unitary operators or isometries
P,Π Typical projectors
E ,F , I Typical trace-preserving completely positive maps
Table 3: Notational Conventions for Mathematical Expressions.
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Chapter 1
Introduction
This chapter starts with a rather philosophical introduction into quantum
mechanics that does not assume any prior knowledge. Here, we attempt to
explain and justify the information theoretic approach this thesis will take
on the topic. This will lead into a short overview of some relevant aspects
of information and quantum information theory. Then, we discuss the
importance of non-asymptotic quantum information theory to characterize
elementary information processing tasks. Finally, the introduction ends
with a detailed outline of the thesis.
1.1 Quantum Mechanics
The laws of quantum mechanics govern the behavior of microscopic physi-
cal systems and are verified daily in experiments conducted in physics labo-
ratories worldwide. Here, we restrict our attention to non-relativistic quan-
tum mechanics and take a static perspective on quantum theory, where the
state of a physical system is the central object of interest.
Non-relativistic quantum mechanics is the theoretical basis of today’s
semiconductor industry. As we further miniaturize physical devices used
for information processing, the impact of quantum mechanics will become
more and more relevant. Hence, a thorough understanding of quantum
physics will be pivotal for successfully engineering the next generation of
information processing devices. In quantum cryptography [BB84, Eke91],
some of the more peculiar effects of quantum mechanics are already ex-
ploited today in order to ensure secrecy of the communication between two
distant parties.
While an understanding of the laws of quantum mechanics is thus nec-
essary in order to fully comprehend the physical world surrounding us,
these laws are nevertheless in stark contrast with our intuition about the
causal structure of the universe. In our everyday experience, any observa-
tion about a physical system can be predicted perfectly given a complete
7
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objective description of the state of said system. For example, position,
momentum and spin of a football are part of its objective state and every
observer can verify their value independently, given appropriate measure-
ment equipment. This perspective is deeply ingrained in our language: We
talk about the position, momentum and spin of a football, directly asso-
ciating our observations (the outcomes of position, momentum and spin
measurements) with the football and, thus, implying that there exists an
objective reality — the state of the football — beyond our observations.
However, quantum mechanics does not allow for an objective descrip-
tion of the state of a physical system that deterministically predicts all ob-
servations about said system. For example, it is impossible to write down
a quantum mechanical state of an electron such that the outcomes of both
position and momentum measurements can be predicted with arbitrary
precision. This is known as the Heisenberg uncertainty principle [Hei27]
and has mystified physicists since the early days of quantum mechanics.
In what sense can position and momentum then be considered real? Is it
even permissible to speak of the position and momentum of a quantum
mechanical object like an electron?
Furthermore — as if the loss of determinism was not enough to confuse
our human minds — quantum mechanics generally does not even allow for
an objective description of the state of a physical system that provides the
probabilities with which different observations about it are made. These
probabilities, even if the description of the state is complete within quan-
tum mechanics, are in general subjective to the observer. It is crucial to
note here that classical theory allows for describing subjective knowledge
about the state of a system, for example through conditional probability
distributions. (We will encounter an example model of subjective classi-
cal information in the next section.) However, such a description cannot
be considered complete within classical theory, since, in principle, every
observer may hold a copy of the full objective state of the system, e.g.
position, momentum and spin of the football.
To convince yourself that quantum mechanics is incompatible with this
notion of objectivity, consider two particles that are in an entangled state.
More specifically, this could be two electrons, A and B, that are in a
spin singlet state. In this setting, quantum mechanics postulates that an
observer controlling electron B can perfectly predict the outcomes of all
possible spin measurements on electron A.1 We call this observer an omni-
scient observer of the electron A. At the same time, all other observers (i.e.
observers who do not have access to B) are ignorant about A, which means
that they will see all possible measurement outcomes on A with equal prob-
ability. Quantum mechanics, in contrast to classical theory, does not allow
1The observer simply measures the spin of B in the same direction as the spin of A
is measured to get a fully anti-correlated result.
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to copy the quantum information encoded in the state of electron B and
share it with other observers. On an intuitive level, this is often explained
using the concepts of no-cloning [WZ82] or the monogamy of entangle-
ment . These statements can be formulated quantitatively and we will see
in Chapter 4 that the fact that one observer is close to omniscient about
a quantum system implies that all other observers are necessarily close to
ignorant about it.
This apparent deficiency of quantum mechanics led Einstein, Podolsky
and Rosen to ask “Can quantum-mechanical description of physical reality
be considered complete?” [EPR35]. The search for a theory, consistent with
quantum mechanics, that would assign objective descriptions1 to physical
systems that probabilistically predict observations about said systems, was
abandoned when Bell [Bel64] as well as Kochen and Specker [KS68] proved
their pivotal theorems. They show that such objective descriptions cannot
fully predict the probabilities of certain observations that are consistent
with quantum mechanics and can be verified experimentally.2
Furthermore, the existence of preferred observers renders quantum cryp-
tography possible. In quantum key distribution, we consider two players,
traditionally called Alice and Bob, who want to share a secret over a public
channel. Once the two players can establish that Bob is almost omniscient
about a quantum system Alice controls, a shared secret can be produced
by an arbitrary measurement of Alice’s system: while Bob can predict Al-
ice’s observed measurement result, by the laws of quantum mechanics, any
eavesdropper is guaranteed to have almost no knowledge about it.
1.2 Information Theory
Luckily, some of the counter-intuitive effects of quantum mechanics — in
particular, the appearance of non-determinism and subjective knowledge
as explained above — have also been considered in a completely different
context, in probability and information theory . The latter was founded by
Nyquist [Nyq28] and Shannon [Sha48] in the early days of telegraph com-
munication in order to investigate information sources and the capacities
of channels to transmit digital information.
Following Shannon, consider a source that outputs English text. Clearly,
the different letters in the Latin alphabet will not be produced with equal
probability by such a source. This is used, for example, in the Morse
1Such objective descriptions of a system are usually called (local) hidden variables
in this context, since they are not accessible from within quantum mechanics.
2In fact, it was recently shown that if such objective descriptions have any predictive
power exceeding quantum mechanics, they can be falsified experimentally under minimal
assumptions. [CR08, CK11]
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alphabet, where the most frequent letters are given the simplest codes.1
Going one step further, note that certain combinations of letters are more
likely than others. For example, the letter ‘q’ is almost always followed by
a ‘u’. Hence, given that the last letter this source produced was a ‘q’, the
information content, or uncertainty , of the next letter is very low.
This implies that the probability with which letters occur is relevant in
order to characterize the information content of the source — a source that
produces every letter with equal probability produces more information
than a source that is biased towards certain letters. To quantify these
considerations, Shannon used entropies. Very generally, he considered
events that are known to occur with a certain probability p and assigned
to them the value − log p, called surprisal , which measures how surprising
the occurrence of the event is. (The logarithm is taken to the binary basis
throughout this thesis.) If an event occurs with certainty its surprisal is
zero and as the event gets less likely its surprisal can grow arbitrarily large.
In the above example, the surprisal of the letters ‘e’ and ‘t’ is smaller than
the surprisal of less common letters. Moreover, the surprisal of the letter
‘u’ given that the last letter was ‘q’ is close to zero.
The Shannon entropy of a source is the average surprisal of the events it
produces and is introduced more formally in the following. For the purpose
of this thesis, a probability distribution on a random variable X that takes
values from a discrete set X is a function PX from X to non-negative real
numbers with the property that
∑
x∈X PX(x) = 1. The Shannon entropy
of a random variable X with distribution PX is then defined as
H (X)P := −
∑
x∈X
PX(x) logPX(x). (1.1)
Here, − logPX(x) is the surprisal of the event “X = x” and has the proper-
ties described above. On one hand, Shannon [Sha48] and later Re´nyi [R6´1]
derived the mathematical form of the entropy, Eq. (1.1), from intuitive ax-
ioms that measures of the average surprisal should satisfy. On the other
hand, the Shannon entropy is intimately related to physics and was in-
spired directly by the Gibbs entropy of thermodynamics [Gib76, Bol72].
Next, we consider the case where we have side information about X,
modeled as another random variable Y . The two random variables, X and
Y , have a joint probability distribution, PXY (x, y). The marginal proba-
bility distributions of the individual random variables X and Y are thus
given as PX(x) =
∑
y PXY (x, y) and PY (y) =
∑
x PXY (x, y), respectively.
We employ the conditional Shannon entropy of X conditioned on Y , which
is defined as H (X|Y )P := H (XY )P −H (Y )P . This definition, aside from
its operational interpretation that we will discuss below, has very natural
1The most frequent letters ‘e’ and ‘t’ are given the codes ‘ · ’ and ‘−’, respectively,
whereas all other letters have codes with at least two symbols.
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properties that we would expect from a conditional entropy, i.e. a measure
about the average surprisal or uncertainty of X given side information
Y . For example, we have H (X|Y )P ≤ H (X)P , namely, the uncertainty
about X increases if one ignores the side information. Equality holds if
the side information is independent of X, i.e. if PXY (x, y) = PX(x)PY (y).
1
Relations of this type are called data processing inequalities and will be
discussed in Chapter 5.
Conditional entropies can be employed to model subjective classical in-
formation. To see this, we return to Shannon’s text sources and treat them
quantitatively. Let us first consider a source that outputs all 26 letters of
the English alphabet with equal probability. Clearly, the entropy of the
output U of this source is H (U) = log 26 ≈ 4.7. A source that outputs let-
ters of English text, X, has lower entropy —H (X) ≈ 4.14 [Sha51] — due
to the non-uniform distribution of the different letters. Moreover, if we
consider two consecutive letters of English text, denoted X1 and X2, we
find that the conditional entropy —H (X2|X1) ≈ 3.56 [Sha51] — is even
smaller due to correlations between the probabilities of adjacent letters.
For another example, consider an unbiased die that is thrown secretly
in a cup. The state of the die before the result is revealed is modeled as
a random variable, X, on the set { , , , , , } of faces with uniform
probability distribution PX(·) = 16 . The Shannon entropy or uncertainty
about the outcome is simply H (X)P = log 6 ≈ 2.58. However, a cheating
observer may peek under the cup and take note of a face on the side of the
die. This face, let us denote it by Y , is a random variable itself and we can
describe the correlations between the result of the throw and Y using the
joint probability distribution PXY . For example, if the cheater sees a ‘ ’,
he can rule out the throws ‘ ’ and ‘ ’ whereas all other throws are equally
likely. This results in the probabilities PXY ( , ) = PXY ( , ) = 0 and
PXY ( , ) = PXY ( , ) = PXY ( , ) = PXY ( , ) =
1
6 · 14 = 124 . The
uncertainty the cheating observer has about the outcome is thus reduced
to H (X|Y )P = 2. Another observer may have seen the result already and
stored it in a random variable Z; hence, H (X|Z)P = 0. The subjective
uncertainty an observer has about the outcome of the throw thus critically
depends on the available side information, Y or Z.
The Shannon entropy has found a vast number of applications in in-
formation theory. Shannon’s source coding theorem [Sha48] concerns itself
with the question of how much we can compress the output of a source. If
a source produces a long stream of independent and identically-distributed
(i.i.d.) symbolsX, it states that any attempt to compress the output to less
1More generally, and in accordance with our intuition, any function applied to the
random variable Y can at most increase the uncertainty about X, i.e. H (X|Y )P ≤
H (X|Z)P if Z = f(Y ). The entropy H (X|Z)P is evaluated for the probability distribu-
tion induced by f , i.e. the distribution PXZ(x, z) =
∑
y:f(y)=z PXY (x, y).
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than H (X)P logical bits per symbol will almost certainly lead to informa-
tion loss. Here, PX is the probability distribution of the source symbols.
On the other hand, it is possible to compress the stream to arbitrarily
close to H (X)P bits per symbol with insignificant probability of informa-
tion loss. More generally, if some additional side information Y about each
X is available, the quantity H (X)P can be replaced by H (X|Y )P in the
above statements [SW73], where PXY is the joint probability distribution
of source and side information. The Shannon entropy thus quantifies the
amount of memory (in bits) needed to store the output of a source reli-
ably. Memory can be considered a resource in source coding and, more
generally, the Shannon entropy is often used to analyze the resource usage
of a task in the limit of many independent and identical repetitions. In
the following, we call this the i.i.d. limit
As a further important example, the capacity of a channel to transmit
information (in the i.i.d. limit of many independent uses of a memoryless
channel) can be expressed in terms of Shannon entropies [Sha48].
1.3 Quantum Information Theory
An observation about a physical system, in the sense described in Sec-
tion 1.1, constitutes an event . Moreover, a measurement , i.e. a complete
set of mutually exclusive observations about a physical system, can be seen
as an information source. It is thus very natural to try to apply the entropy
formalism of the previous section to quantum measurements. In addition
to that, many information theoretic tasks (we will discuss the example
of source compression in more detail) can be generalized to the quantum
setting and thus the question arises whether the resource usage of these
tasks can be characterized using an analogue of the Shannon entropy as
well. We will see that this is possible indeed.
In the quantum formalism, to be comprehensively introduced in Chap-
ter 2, a random variable is modeled as a (classical) register , X and the
probability distribution, PX , is represented as a diagonal matrix with the
probabilities PX(x) as eigenvalues. More generally, the state of a quantum
system, A, is modeled as a positive semi-definite operator with unit trace,
ρA, called the density operator or quantum state. Thus, a random variable
or register is a special case of a quantum system and the quantum formal-
ism encompasses classical probability theory. Furthermore, a measurement
is simply a map from a quantum system to a register.
Schumacher and Wootters [Sch95] introduced the term qubit to denote
the smallest unit of quantum information, which can be represented as
a two-by-two matrix. The spin degree of freedom of an electron, as we
have seen before, constitutes a physical example of such a qubit system.
Holevo’s bound [Hol73] implies that a qubit can only store one bit of clas-
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sical information. This indicates that the power of quantum information
processing over classical information processing lies in the possible correla-
tions between multiple quantum systems and not necessarily in individual
quantum systems themselves.
To see a first application of entropies in quantum information theory,
we consider a simple uncertainty relation. Let A be qubit, e.g. an electron
spin in a state ρA, and let X and Y be registers containing the outcomes of
two complementary measurements on A, for example spin measurements
in the x or y direction. Then, an entropic formulation of Heisenberg’s
uncertainty principle tells us that H (X)ρ +H (Y )ρ ≥ 1. [MU88]. In other
words, independently of how the initial state ρA is prepared (as long as
there is no quantum side information present), there will be uncertainty
about at least one of the outcomes. Such uncertainty relations, expressed
in terms of entropies, are the topic of Chapter 7.
The von Neumann entropy [vN32] of a quantum system is given as
H (A)ρ := − log tr(ρA log ρA),
where tr denotes the trace. For a register this expression reduces to the
Shannon entropy . In order to investigate the effect of quantum correla-
tions, we introduce the conditional von Neumann entropy. For a bipartite
quantum state ρAB, this is given as H (A|B)ρ := H (AB)ρ −H (B)ρ. If the
system A is a classical register, this entropy is nonnegative and can safely
be interpreted as a measure of uncertainty given quantum side information.
To see this, we reconsider the example of Section 1.1, where two elec-
trons, A and B, are in a spin singlet state. As we have noted before, quan-
tum mechanics predicts that a preferred observer controlling the electron
B can predict any outcome of a spin measurement on the A electron with
certainty. Thus, the surprisal of any observation about electron A is zero
for this observer. More formally, we denote by X the random variable that
stores the outcome of an arbitrary spin measurement on the electron A.
Then, the conditional von Neumann entropy evaluates to H (X|B)ρ = 0.
Here, the entropy is evaluated for the post-measurement state ρXB that
results from measuring X on the joint quantum state ρAB. On the other
hand, all other observers will see a uniformly random measurement out-
come and thus have maximum surprisal. We denote by C such an ignorant
observer. And indeed, for any tripartite quantum state ρABC that is com-
patible with the marginal state ρAB, we find H (X|C)ρ = 1. Again, the
entropy is evaluated for the post-measurement state ρXC that results from
measuring X on the joint state ρAC .
However, the conditional von Neumann entropy can also be evaluated
for the quantum state ρAB of the electron pair before measurement. This
entropy evaluates to H (A|B)ρ = −1 in the example above. Generally, the
conditional entropy can be negative in the presence of entanglement and
13
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its interpretation as a measure of uncertainty has been controversial. (See,
e.g., [HOW05, BCC+10, dRAR+11] for recent work elucidating the issue.)
Generalizing the source coding theorem with side information of the
previous section, we ask how much we can compress a long stream of i.i.d.
random variables X such that an observer with quantum side information
B about each X can reconstruct the original from the compressed stream.
Such side information can be modeled in a joint quantum state ρXB. The
answer was given by Devetak and Winter [DW03], who propose a quantum
generalization of the Slepian-Wolf theorem. They show that, consistent
with the classical result, the stream can be compressed to H (X|B)ρ bits
per symbol in the i.i.d. limit of long streams.
In another generalization of source coding, we ask how much we can
compress a long stream of independent and identical quantum systems A
that are in the state ρA. The answer, that such a string can be compressed
to H (A)ρ qubits, was given by Schumacher [Sch95] in his pioneering work
on quantum information theory.
We can go one step further into the quantum world and consider state
merging [HOW06]. Here, we start with a joint quantum state ρAB shared
between two parties, A and B. The task is to recreate the state (including
its correlations with the environment) at B using free classical communica-
tion between A and B and entanglement between A and B as a resource.
The amount of this resource that needs to be utilized (in the i.i.d. limit
of many copies of the state) is then quantified by the conditional von
Neumann entropy, H (A|B)ρ. The conditional entropy can be consistently
interpreted as the amount of entanglement needed to complete the task.
In particular, if H (A|B)ρ is negative (which may happen only in the pres-
ence of entanglement in ρAB), it is possible to extract −H (A|B)ρ units of
entanglement from the state while recreating it at B.
1.4 Non-Asymptotic Information Theory
So far, we have considered tasks in the i.i.d. limit of many repetitions and
found that the resource usage is characterized by expressions involving the
Shannon and von Neumann entropies. This leads to the question of what
happens to the resource usage when we consider a finite number of trials
and allow a small probability of failure. In many contexts, in particular in
cryptography, we are even interested in the amount of resource needed to
perform a task just once, with high probability of success. We call this the
one-shot setting in the following. These questions, which we are going to
tackle in the quantum setting, have also been the topic of recent research
in classical information theory (see, e.g., [PPV10, Pol10, WCR09]).
It turns out that the Shannon entropy and von Neumann entropies,
which have been invaluable tools in the previous sections, are insufficient
14
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to characterize the required resources in the one-shot setting. Nevertheless,
there are other entropies that can be used instead to quantify uncertainty,
as we will see in the following.
We will now introduce some aspects of non-asymptotic information
theory on the example of source compression. For this purpose, let us
consider a source X with probability distribution PX . The number of bits
of memory needed to store the output of this source so that it can be
recovered with certainty is given by dH0(X)P e, where H0(X)P denotes the
Hartley entropy [Har28] of the distribution PX , defined as
H0(X)P := log
∣∣{x : PX(x) > 0}∣∣,
The Hartely entropy corresponds to the Re´nyi entropy of order 0 [R6´1] and
simply measures the size of the support of X. As an example, we consider
again a source that outputs characters of the English alphabet. If we want
to store a single character produced by this source such that it can be
recovered with certainty, we clearly need dlog 26e = 5 bits of memory as a
resource. This first result is rather unsatisfactory since the resource usage
does not depend on the actual probability distribution of the letters but
only on the size of the alphabet.
More interestingly, we may ask how much memory we need to store the
output if we allow a small probability of failure, ε. One way to tackle such
problems is by investigating encoders that assign code words (i.e. binary
strings) of a fixed length m (in bits) to the events a source produces.
These code words are then stored in m bits of memory and a decoder is
later used to compute an estimate of X from that memory. For a source X
with probability distribution PX , we are thus interested in the minimum
code length, mε(X)P , for which there exists an encoder and a decoder that
achieve a probability of failure not exceeding ε. Gallager [Gal79] showed
that a random assignment of source events to code words on average leads
to a failure probability of at most ε if the code length is sufficiently long.
His results imply that the minimal code length satisfies
mε(X)P ≤ Hmax(X)P + log
1
ε
+ 1. (1.2)
Here, Hmax(X)P denotes the max-entropy , which corresponds to the Re´nyi
entropy of order 12 and is defined as
Hmax(X)P := log
(∑
x∈X
√
PX(x)
)2
.
Upper bounds of the type (1.2) are called direct bounds and show that
there exist protocols using a certain amount of resource that do not exceed
a fixed probability of failure.
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The above analysis can be further refined by smoothing the max-
entropy. For this purpose, let us consider probability distributions QX that
are close to PX and have max-entropy Hmax(X)Q smaller than Hmax(X)P .
In principle, we could design the encoding and decoding scheme for a
source with distribution QX instead of PX . Clearly, this reduces the up-
per bound in (1.2). In fact, the upper bound can be expressed in terms
of a smooth max-entropy , Hε1max(X)P := infQ≈P Hmax(X)Q, which mini-
mizes the max-entropy over probability distributions QX that are within
statistical distance ε1 of PX .
1 More precisely, the statistical distance
is defined as D(PX , QX) :=
1
2
∑
x
∣∣PX(x)−QX(x)∣∣ and we require that
D(PX , QX) ≤ ε1.
However, if this scheme is applied to the original source, we incur an
additional error that grows with the statistical distance between PX and
QX . The total probability of failure, ε ≤ ε1 + ε2, is thus split into two
contributions: the statistical distance of the distributions, ε1, and the
contribution from the Gallager bound, which we denote ε2. Hence, we get
a family of direct bounds on the minimal code length:
mε(X)P ≤ Hε1max(X)P + log
1
ε2
+ 1, ∀ ε1, ε2 with ε1 + ε2 = ε. (1.3)
We also consider converse bounds that give a lower bound on the re-
sources required to achieve a certain probability of success. In fact, it can
be shown that
mε(X)P ≥ Hεmax(X)P . (1.4)
Hence, both the lower and upper bound on the quantity mε(X)P can be
expressed in terms of a smooth max-entropy. We thus say that the re-
quired memory for one-shot source compression is characterized by the
smooth max-entropy. (Note that a more detailed analysis of one-shot
source compression with quantum side information can be found in Chap-
ter 8 and [RR12].)
To see why the Shannon entropy does not suffice to characterize the
one-shot version of source compression, consider a source that produces the
symbol ‘a’ with probability 12 and k other symbols each with probability
1
2k . On the one hand, for any fixed failure probability ε 1, the converse
bound in (1.4) evaluates to approximately log k for large enough k. This
implies that we cannot compress this source much beyond the Hartley
entropy . On the other hand, the Shannon entropy of this distribution is
1
2(log k + 2) and underestimates the required resources by a factor of two.
1Note that we use the statistical distance as a metric here for convenience of expo-
sition. In Chapter 3, we will argue that the purified distance should be used instead to
define the smooth entropies in the quantum setting. All smooth entropies used in this
thesis, except in this introductory exposition, are thus based on the purified distance as
a metric.
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In this thesis, we will mainly encounter two entropic quantities that are
defined for quantum states in Chapters 4 and 5. Surprisingly, it turns out
that these two entropies suffice to characterize the resource usage of many
information theoretic tasks in the one-shot setting in a manner similar to
source compression. The first quantity, the smooth min-entropy , Hεmin, is
a generalization of the min-entropy or Re´nyi entropy of order ∞, which
evaluates the minimum surprisal of a random variable X. Namely,
Hmin(X)P := min
x∈X
− logPX(x),
One of the major applications of the smooth min-entropy is in randomness
extraction, where it characterizes the amount of uniform randomness that
can be extracted from a biased source [ILL89]. The second quantity, the
smooth max-entropy , Hεmax, is used to characterize source compression, as
we have seen above.
The smooth min- and max-entropies were first generalized to the quan-
tum settings by Renner and Ko¨nig [RK05, Ren05]. The smooth min-
entropy we use in this thesis is a refined version of the smooth min-entropy
proposed in [Ren05], whereas the smooth max-entropy is based on later
work by Renner, Ko¨nig and Schaffner [KRS09]. The significance of these
extensions to the quantum setting stems from their operational meaning.
For example, the quantum generalization of the min-entropy, Hεmin(X|B)ρ,
characterizes randomness extraction against quantum side information B,
i.e. it characterizes the amount of uniform randomness, independent of
the side information B, that can be extracted from X [Ren05, TSSR11].
The quantum generalization of the max-entropy, Hεmax(X|B)ρ, character-
izes source compression with quantum side information B in the one-shot
setting [RR12]. Moreover, the amount of entanglement needed in one-shot
state merging is characterized by Hεmax(A|B)ρ [Ber08]. We will discuss
source compression with quantum side information as well as randomness
extraction against quantum side information in Chapter 8.
In addition to their operational meaning, the smooth entropies exhibit
many useful properties, including data processing inequalities and chain
rules. Furthermore, the smooth min- and max-entropies converge to the
von Neumann entropy in the i.i.d. limit . For any 0 < ε < 1,
lim
n→∞
1
n
Hεmin(X
n|Bn)ρ = lim
n→∞
1
n
Hεmax(X
n|Bn)ρ = H (X|B).
We call this the entropic form of the asymptotic equipartition property and
it is the topic of Chapter 6.
This means that if the resource usage is characterized by a smooth
entropy in the one-shot setting, the resource usage in the i.i.d. limit is
given by the von Neumann entropy. In fact, a simple analysis shows the
upper and lower bounds in (1.3) and (1.4) on the code rate, r = 1nm
ε(Xn),
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converge to the von Neumann limit when we let n go to infinity for any
fixed 0 < ε < 1. This also shows the advantage of the smoothed direct
bound (1.3) over the Gallager bound (1.2), for which such an asymptotic
convergence can only be shown using additional techniques.
Moreover, the smooth entropies satisfy a duality relation. For any
tripartite quantum state ρABC and any 0 ≤ ε < 1, we find [KRS09, TCR10]
Hεmin(A|B)ρ ≥ −Hεmax(A|C)ρ (1.5)
and equality holds if the joint state ρABC is pure.
1 This relation provides
a connection between the min- and max-entropy, and thus the tasks char-
acterized by them, that does not exist in classical information theory.
It also allows us to close the circle to the discussion of quantum mechan-
ics at the beginning of this chapter. For this purpose, let B and C be two
observers of a quantum system A. Then, the min-entropy, Hmin(A|B), can
be viewed (cf. Chapter 4) as the distance of B to an omniscient observer
of the quantum system A. Furthermore, the max-entropy, −Hmax(A|C),
can be viewed as the distance of C to an ignorant observer of A. The
duality relation, Eq. (1.5), thus states that if B is close to an omniscient
observer of the quantum system A, then C is at least as close to an igno-
rant observer of A. This can be seen as a manifestation of the subjective
knowledge of observers quantum mechanics imposes on the world.
1.5 Goal and Outline
The goal of this thesis is to consolidate the smooth entropy framework
for non-asymptotic information theory and to introduce important addi-
tions to the framework, including the entropic asymptotic equipartition
property and various uncertainty relations. This work should be a useful
reference for researchers interested in the smooth entropy framework for
non-asymptotic quantum information theory. The focus of this work is
thus mainly on the properties of the smooth entropies and not on their
applications.
The remainder of this thesis is organized as follows.
In Chapter 2, the notation and mathematical foundations of Hilbert
space quantum mechanics are introduced. Relevant results of linear algebra
are summarized in Section 2.1 and the axioms of quantum mechanics are
introduced in 2.2. Moreover, Section 2.3 covers operator convex functions
and semi-definite programming, completing a mathematical toolkit that
will be used extensively in this thesis.
In Chapter 3, we introduce a novel measure of distance between (po-
tentially incomplete) quantum states, the purified distance. In particular,
1Pure states offer the most complete description of a joint quantum system.
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we explore its properties and argue why they are relevant for the definition
of the smooth quantum entropies.
In Chapter 4, we formally define the min- and max-entropies for quan-
tum states, give a collection of different expressions for the entropies and
explore some of their properties. In particular, we explore the relation be-
tween the min- and the max-entropy and their relation to classical Re´nyi
entropies. We also show that both entropies are continuous functions of
the quantum state.
In Chapter 5, we introduce smoothing and define the smooth min- and
max-entropy. Various properties of the smoothing operation are discussed.
We establish relations between the smooth min- and max-entropy and
investigate data processing inequalities. The special case where one or
more systems are classical is considered in detail. We also give a list of
chain rules that have recently been shown for the smooth min- and max-
entropies.
In Chapter 6, we show that the smooth entropies converge to the von
Neumann entropy when we consider a sequence of independent and iden-
tically distributed quantum systems. This result is an entropic version of
the asymptotic equipartition property and confirms the fundamental role
of the von Neumann entropy in quantum information theory. In addition
to the asymptotic result, the chapter also provides bounds for finite block
lengths.
In Chapter 7, we introduce a variety of entropic uncertainty relations
that give bounds, analogous to Heisenberg’s uncertainty principle, on the
uncertainty of the outcomes of two incompatible measurements on a quan-
tum system. These uncertainties are expressed in terms of smooth en-
tropies as well as von Neumann entropies, which makes them directly ap-
plicable to problems in quantum cryptography.
In Chapter 8, we combine results from Chapters 3-6 to investigate
two information theoretic tasks, source compression with quantum side
information and randomness extraction against quantum side information.
In particular, we show a strong converse statement for source compression
which implies that any attempt to compress to less than the Shannon limit
will fail with high probability. These results can then be used in another
example application, quantum key distribution. There, we show how the
entropic uncertainty relations of Chapter 7 can be employed in order to
prove security of the original BB84 quantum key distribution protocol in
a concise and intuitive way.
The thesis ends with Chapter 9 in a short conclusion and outlook.
Some open problems are discussed.
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Chapter 2
Preliminaries
The preliminaries consist of three sections. The first two sections, which
cover the mathematical foundations of Hilbert space quantum mechanics in
finite dimensions, can be skipped entirely by readers already familiar with
the concepts of linear algebra used in quantum information theory. The
notation used throughout this thesis is introduced in these sections and
is summarized in Tables 2 and 3. The last section then introduces some
mathematical tools that are needed to derive the results of the follow-
ing chapters, including semi-definite programming and operator monotone
functions.
2.1 Linear Algebra on Hilbert Spaces
This section is based on many introductory text books, mostly on the two
books Matrix Analysis and Positive Definite Matrices by Bhatia [Bha97,
Bha07]. Moreover, John Watrous’s lecture notes [Wat08] as well as Nielsen
and Chuang’s Quantum Computation and Quantum Information [NC00]
were an invaluable resource.
2.1.1 Hilbert Spaces
Bras and Kets
Let H be a finite-dimensional vector space over the complex numbers
equipped with an inner product 〈·, ·〉 : H × H → C. In the following,
we will call H a Hilbert space. The dual space of H is the Hilbert space
of (linear) functionals from H to C. We use Dirac’s bra-ket notation to
denote elements of H and its dual space, H∗. Every ket, |ψ〉 ∈ H, is in
one-to-one correspondence with its dual bra, 〈ψ| ∈ H∗. The bra is defined
in terms of the ket via the Hilbert space’s inner product as
〈ψ| : |ϕ〉 7→ 〈ψ|ϕ〉 := 〈|ψ〉, |ϕ〉〉 . (2.1)
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The right-hand side of the above equation gives a natural expression
for the inner product in terms of a bra-ket product, and we will use this
notation frequently. The bra-ket product 〈·|·〉 in (2.1) has the following
properties, which follow directly from properties of the underlying inner
product.
• Conjugate symmetry: 〈ψ|ϕ〉 = 〈ϕ|ψ〉.
• Sesquilinearity: Let |ϑ1〉, |ϑ2〉 ∈ H and let α1, α2 ∈ C be such that
|ϕ〉 = α1|ϑ1〉+ α2|ϑ2〉. Then, 〈ψ|ϕ〉 = α1〈ψ|ϑ1〉+ α2〈ψ|ϑ2〉 and, due
to conjugate symmetry, 〈ϕ|ψ〉 = α¯1〈ϑ1|ψ〉+ α¯2〈ϑ2|ψ〉.
• Positive-definiteness: 〈ψ|ψ〉 ≥ 0 with equality if and only if |ψ〉 = 0,
where 0 is the zero element of the vector space.
Norms and Metrics
The usefulness of Hilbert spaces in physics stems in part from the fact
that they have natural measures of angle and distance through the inner
product. In fact, the inner product of a Hilbert space H induces a norm,
||·|| : H → R, which in turn induces a metric, D(·, ·) : H ×H → R. They
are given by the expressions∣∣∣∣|ψ〉∣∣∣∣ := √〈ψ|ψ〉 and D(|ψ〉, |ϕ〉) := ∣∣∣∣|ψ〉 − |ϕ〉∣∣∣∣.
More generally — and for later reference — a metric on an arbitrary set
is defined as follows.
Definition 2.1 (Metric). Let X be a set and let a, b, c ∈ X . Then, the
functional D : X × X → R is a metric on X if it satisfies
1. Positive-definiteness: D(a, b) ≥ 0 with equality if and only if a = b.
2. Symmetry: D(a, b) = D(b, a).
3. Triangle inequality: D(a, c) ≤ D(a, b) +D(b, c).
It is easy to verify that the induced metric introduced above fulfills these
conditions.
Orthonormal Bases
Let B be a set of kets |ϑ1〉, |ϑ2〉, . . . , |ϑn〉 ∈ H. The linear span of B is the
subspace of H containing all linear combinations of these kets,
span {B} = span {|ϑ1〉, |ϑ2〉, . . . , |ϑn〉} :=
{ n∑
i=1
αi|ϑi〉 : αi ∈ C
}
.
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We call B a basis of H if span {B} = H. Furthermore, a basis {|ei〉}di=1 :=
{|e1〉, |e2〉, . . . , |ed〉} is called orthonormal if its elements are mutually or-
thonormal. Formally, this means that 〈ei|ej〉 = δij , where the Kronecker
delta or indicator function is given by δi,j = 1 if i = j and 0 otherwise.
Every orthonormal basis has exactly d elements, where d := dim {H} is
the Hilbert dimension of H. A ket |ψ〉 ∈ H has a unique decomposition
into any orthonormal basis {|ei〉}, where it can be represented as a d × 1
column vector.
|ψ〉 =
d∑
i=1
〈ei|ψ〉 |ei〉 ∼

〈e1|ψ〉
〈e2|ψ〉
...
〈ed|ψ〉
 .
Similarly, a bra 〈ψ| ∈ H∗ can be represented as a 1× d row vector.
〈ψ| =
d∑
i=1
〈ψ|ei〉〈ei| ∼
( 〈ψ|e1〉 〈ψ|e2〉 . . . 〈ψ|ed〉 ) .
Direct Sum Spaces
Given two Hilbert spaces H and H′, we introduce the direct sum Hilbert
space of H and H′, denoted H ⊕H′. This space consists of linear combi-
nations of tuples in H×H′, which we denote by |ψ〉⊕ |ψ′〉, where |ψ〉 ∈ H
and |ψ′〉 ∈ H′. The direct sum space is motivated via its inner product,
which we want to be a sesquiliniar extension of the relation〈
|ψ〉 ⊕ |ψ′〉, |ϕ〉 ⊕ |ϕ′〉
〉
= 〈ψ|ϕ〉+ 〈ψ′|ϕ′〉
for any two tuples |ψ〉 ⊕ |ψ′〉, |ϕ〉 ⊕ |ϕ′〉 ∈ H ⊕H′. This inner product is
positive-definite if and only if α
(|ψ〉 ⊕ |ψ′〉)+ |ϕ〉 ⊕ |ϕ′〉 = (α|ψ〉+ |ϕ〉)⊕(
α|ψ′〉 + |ϕ′〉) for any α ∈ C. This constitutes the rule for multiplication
by a scalar and addition of elements in H ⊕H′ and we may thus write
H ⊕H′ := span {|ψ〉 ⊕ |ψ′〉 : |ψ〉 ∈ H, |ψ′〉 ∈ H′} .
An orthonormal basis of this space is given by {|ei〉 ⊕ 0} ∪ {0 ⊕ |e′j〉},
where {|ei〉} is an orthonormal basis of H and {|e′j〉} is an orthonormal
basis of H′. Hence, dim {H ⊕H′} = d+ d′, where d and d′ are the Hilbert
dimensions of H and H′, respectively.
Tensor Product Spaces
Given two Hilbert spaces H and H′, we define the tensor product Hilbert
space of H and H′, denoted H⊗H′. The space consists of linear combina-
tions of tuples (pure tensors) in H×H′, denoted |ψ〉⊗ |ψ′〉, where |ψ〉 ∈ H
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and |ψ′〉 ∈ H′. Again, we motivate the tensor product space via its inner
product, which we want to be a sesquiliniar extension of the relation〈
〈ψ| ⊗ 〈ψ′|, |ϕ〉 ⊗ |ϕ′〉
〉
= 〈ψ|ϕ〉 〈ψ′|ϕ′〉 .
for any two tuples |ψ〉 ⊗ |ψ′〉, |ϕ〉 ⊗ |ϕ′〉 ∈ H ⊗H′. This inner product is
positive-definite if and only if the following relations are satisfied. For any
α ∈ C, we need
α
(|ψ〉 ⊗ |ψ′〉) = (α|ψ〉)⊗ |ψ′〉 = |ψ〉 ⊗ (α|ψ′〉) ,
|ψ〉 ⊗ |ψ′〉+ |ψ〉 ⊗ |ϕ′〉 = |ψ〉 ⊗ (|ψ′〉+ |ϕ′〉) and
|ψ〉 ⊗ |ψ′〉+ |ϕ〉 ⊗ |ψ′〉 = (|ψ〉+ |ϕ〉)⊗ |ψ′〉 .
The tensor product Hilbert space is then defined as the vector space built
from linear combinations of all pure tensors modulo the above equivalence
relations. Moreover, if H has an orthonormal basis {|ei〉}i and H′ has an
orthonormal basis {|e′j〉}j , then the pure tensors |ei〉 ⊗ |e′j〉 ∈ H⊗H′ form
an orthonormal basis of H ⊗H′ and dim {H ⊗H′} = d · d′.
2.1.2 Operators on Hilbert Spaces
Linear Operators
We denote the set of linear operators from H to H′ (vector space ho-
momorphisms) by L(H,H′). Every operator L ∈ L(H,H′) has a unique
decomposition into any pair of orthonormal bases, {|ei〉} of H and {|e′j〉}
of H′. The operator can be represented as a d′ × d matrix in these bases.
L =
∑
i,j
〈e′j |L|ei〉 |e′j〉〈ei| ∼

[L]11 [L]12 [L]13 · · · [L]1d
[L]21 [L]22 [L]23 ·
...
... · · · ...
[L]d′1 · · · · · · · · · [L]d′d
 , (2.2)
where [L]ji := 〈e′j |L|ei〉. Note that representations of kets, bras and op-
erators in a particular basis are only used as illustrations throughout this
thesis.
For every L ∈ L(H,H′), we define its adjoint operator L† ∈ L(H′,H)
as the unique operator that satisfies
〈ψ|L|ϕ〉 = 〈ϕ|L†|ψ〉 for all |ϕ〉 ∈ H and |ψ〉 ∈ H′ .
(This is equivalent to the condition
〈|ψ〉, L|ϕ〉〉 = 〈L†|ψ〉, |ϕ〉〉 expressed
in terms of the inner product.) In particular, this definition, together
with (2.1), implies that a ket L|ϕ〉 has the dual bra 〈ϕ|L†.
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Moreover, we will also need the transpose LT of L with respect to a
pair of bases, {|ei〉} of H and {|e′j〉} of H′. This is defined as
LT :=
∑
i,j
〈e′j |L|ei〉|ei〉〈e′j | .
The kernel of an operator L ∈ L(H,H′) is the subspace of H spanned
by all kets that are mapped to zero by L, that is
kern {L} := span {|ϕ〉 : |ϕ〉 ∈ H and L|ϕ〉 = 0} .
In contrast, the support of L is the subspace orthogonal to the kernel of
L, namely
supp {L} := span {|ϕ〉 : ∀|ψ〉 ∈ kern {L} we have 〈ψ|ϕ〉 = 0} .
The rank of L is the dimension of its support, rank {L} := dim {supp {L}}.
Finally, the image of L is the subspace of H′ spanned by L, that is
image {L} := span {L|ϕ〉 : |ϕ〉 ∈ H} .
Projectors, Identity and Inverse
The linear operators from H onto itself (vector space endomorphisms) are
denoted L(H) := L(H,H). A projector into a subspace H′ of H is an
operator P ∈ L(H) with supp {P} = image {P} = H′ that acts as an
identity on all |ϕ′〉 ∈ H′, i.e. P |ϕ′〉 = |ϕ′〉. Thus, P 2 = P and P = P †.
We use the symbol 1 to denote the identity operator on H, which is the
projector from H onto H. The identity operator can be decomposed in any
orthonormal basis {|ei〉} of H as 1 =
∑
i |ei〉〈ei|. For any linear operator
L ∈ L(H), we denote the projector onto its support by ΠL.
For operators L ∈ L(H), we define their inverse (if it exists), L−1 ∈
L(H), as the unique operator satisfying L−1L = LL−1 = 1. We will often
use a generalized inverse, which is defined for every operator L ∈ L(H,H′)
and is the inverse of L on its support. This means, we define the generalized
inverse L−1 as the unique operator satisfying L−1L = ΠL and supp {L−1} =
image {L}.
Isomorphisms, Unitaries and Isometries
An isomorphism is a linear bijective map associating elements of two struc-
tured sets in a way that preserves that structure. In particular, an isomor-
phism u : H → H′ between Hilbert spaces H and H′ preserves the inner
product and, thus, satisfies〈|ψ〉, |ϕ〉〉 = 〈u(|ψ〉), u(|ϕ〉)〉 (2.3)
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for all |ψ〉, |ϕ〉 ∈ H. We call two Hilbert spaces H and H′ isomorphic,
denoted H ∼= H′, if there exists an isomorphism between H and H′. Two
Hilbert spaces are isomorphic if and only if they have the same Hilbert
dimension. (To see this, note that an isomorphism can always be seen as
a bijective map between elements of two orthonormal bases.)
A unitary operator is an operator U ∈ L(H) that is an isomorphism
between H and itself. Since an isomorphism has to satisfy (2.3), we have
〈ψ|ϕ〉 = 〈ψ|U †U |ϕ〉 or, equivalently, U †U = 1. Hence, the inverse of a
unitary operator U is well defined and U−1 = U †.
A partial isometry is an operator V ∈ L(H,H′) that is an isomorphism
between supp {V } ⊆ H and image {V } ⊆ H′. A partial isometry satisfies
V †V = ΠV and, thus, V −1 = V † is its generalized inverse (and a partial
isometry too). An isometry is a partial isometry with full support on H.
In the following, we denote the set of unitary operators on a Hilbert
space H as U(H) and the set of partial isometries from H to H′ as
U(H,H′). Isometries can always be understood as embeddings. Let H
and H′ be two Hilbert spaces such that dim {H} < dim {H′} and let
V ∈ U(H,H′) be an isometry that embeds H into H′, i.e. it satisfies
V †V = 1 on H. Then, for every operator L ∈ L(H), we implicitly define
its embedding L′ := V LV † ∈ L(H′).
Trace
For any Hilbert space H, the trace of an operator in L(H) is the (linear)
functional tr : L(H)→ C with the defining properties
tr(AB) = tr(BA) and tr(1) = d (2.4)
for all linear operators A ∈ L(H,H′) and B ∈ L(H′,H). In particular the
trace is invariant under unitary conjugation, tr(U †LU) = tr(L) for any
U ∈ U(H) and L ∈ L(H). This implies that there exists a representation
of the trace as a functional on matrix representations that is independent
of the choice of basis used for the representation.
If we choose an orthonormal basis {|ei〉} for H and {|e′j〉} for H′, the
operators AB and BA can be represented as matrices with entries
[AB]ji =
∑
k
〈e′j |A|ek〉〈ek|B|e′i〉 and [BA]ji =
∑
k
〈e′k|A|ei〉〈ej |B|e′k〉
and it is easy to verify that the only functional that satisfies (2.4) is the sum
of the diagonal elements,
∑
i[AB]ii =
∑
i[BA]ii. Hence, for any L ∈ L(H)
and any basis {|ei〉} of H, we have tr(L) =
∑
i[L]ii =
∑
i〈ei|L|ei〉, which
is how the trace of a matrix is commonly defined.
26
2.1 Linear Algebra on Hilbert Spaces
Singular Values
For any operator L ∈ L(H,H′), there always exists a pair of bases {|ei〉}
of H and {|e′i〉} of H′ such that L can be decomposed as
L =
∑
i
si |e′i〉〈ei| and s1 ≥ s2 ≥ . . . ≥ sm > 0 , (2.5)
where m is the rank of L. This is called the singular value decomposition
and the unique positive si = si(L) are called singular values. The singular
values are invariant under unitary rotations, as these operations can be
absorbed into the basis. Thus, for any U ∈ U(H) and V ′ ∈ U(H′),
si(V
′LU) = si(L) . (2.6)
The support and image of L can be expressed in terms of the two bases,
that is supp {L} = span {|ei〉} and image {L} = span {|e′i〉}.
Note that the operator L†L =
∑
i si
2 |ei〉〈ei| ∈ L(H) has a unique
positive square root, namely the modulus of L,
|L| :=
√
L†L =
∑
i
si|ei〉〈ei|.
Comparing this with the singular value decomposition (2.5), we find the
polar decomposition, L = W |L|, where W : |ei〉 7→ |e′i〉 is a partial isometry
fromH toH′ defined through the bases of the singular value decomposition
of L.
Hilbert-Schmidt Inner Product and Schmidt Decomposition
Given two Hilbert spaces H with orthonormal basis B = {|ei〉} and H′,
we associate operators in L(H,H′) with tensors in H ⊗ H′ through the
isomorphism vecB : L 7→
∑
i |ei〉 ⊗ L|ei〉. Using the decomposition of L
in (2.2), we find that vec(L) can be written as
vecB(L) =
∑
i,j
[L]j,i |ei〉 ⊗ |e′j〉 ,
which simply corresponds to the rearrangement of the matrix entries of L
(in the given bases) as a column vector.
This isomorphism is useful because it induces an inner product on linear
operators. We define the Hilbert-Schmidt inner product on the complex
Hilbert space L(H,H′) as
〈A,B〉 := 〈vecB(A), vecB(B)〉 = ∑
i,j
〈ej |ei〉〈ej |A†B|ei〉 =
∑
i
〈ei|A†B|ei〉,
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for any A,B ∈ L(H,H′). This expression is equal to the trace and, thus,
independent of the basis B chosen for the isomorphism:
〈A,B〉 = tr(A†B). (2.7)
The tensor vecB(1) =
∑
i |ei〉 ⊗ |ei〉 takes a special role in the analysis
of quantum systems. In particular, we will need the following property.
Lemma 2.1 (Mirror Lemma). Let H be a Hilbert space with orthonormal
basis B and L ∈ L(H), then (1⊗L) vecB(1) = (LT⊗ 1) vecB(1), where the
transpose is taken with regards to B.
Proof. By inspection.
This, together with the above isomorphism, can be used to prove the
existence of the Schmidt decomposition.
Lemma 2.2 (Schmidt Decomposition). Let H, H′ be Hilbert spaces and
let |θ〉 ∈ H ⊗ H′. Then, there exist orthonormal bases {|ϑi〉} of H and
{|ϑ′i〉} of H′ as well as non-negative numbers si such that
|θ〉 =
∑
i
si |ϑi〉 ⊗ |ϑ′i〉 .
Proof. Given a linear operator L ∈ L(H,H′) and an orthonormal basis
B = {|ei〉}, we use the singular value decomposition of L to get
vecB(L) = vecB(V
†S U) =
∑
i
si(L) U
T|ei〉 ⊗ V †|ei〉 , (2.8)
where S =
∑
i si(L) |ei〉〈ei| is diagonal in B. The isometries U ∈ U(H)
and V ∈ U(H′,H) map the bases of the singular value decomposition to
B. Hence, every tensor can be written in the form (2.8), which concludes
the proof.
Operator Norms
The singular value decomposition allows the definition of various norms on
L(H,H′). In particular, we will often use the Schatten norms. For p ≥ 1,
they are defined as (cf. e.g. [Bha97, Wat08])
||L||p :=
( m∑
i=1
si(L)
p
) 1
p
.
In particular, we will often use the infinity norm, ||·||∞, which is equal to
the induced norm of the underlying Hilbert space norm, that is
||L||∞ = s1(L) = sup
|ψ〉∈H
||L|ψ〉||
|||ψ〉|| .
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The 1-norm is equal to the trace norm,
||L||1 =
m∑
i=1
si(L) = tr |L| .
And, finally, the 2-norm is equal to the induced norm of the Hilbert-
Schmidt inner product,
||L||2 =
( m∑
i=1
si(L)
2
)1/2
=
√
〈L,L〉 .
These three norms satisfy ||L||∞ ≤ ||L||2 ≤ ||L||1. And, thanks to (2.6),
they are invariant under unitary rotations. Hence, |||L||| = |||V ′LU |||, where
|||·||| denotes any of the Schatten norms introduced above. For any three
operators L,M,N ∈ L(H), these norms satisfy
|||MLN ||| ≤ ||M ||∞ |||L||| ||N ||∞ . (2.9)
Moreover, these norms are sub-multiplicative, i.e. |||MN ||| ≤ |||M ||||||N |||.
2.1.3 Positive Semi-Definite Operators
Hermitian Operators
An operator M ∈ L(H) is called self-adjoint or Hermitian if M † = M .
The set of Hermitian operators on H is denoted H(H) := {M ∈ L(H) :
M † = M}. Note that the real vector spaceH(H) together with the Hilbert-
Schmidt inner product in (2.7) form a real Hilbert space.
Every M ∈ H(H) has an eigenvalue decomposition, namely
M =
∑
i
λi |ei〉〈ei| , where λi ∈ R and |λ1| ≥ |λ2| ≥ . . . ≥ |λm| > 0.
The coefficients λi = λi(M) are called eigenvalues of M and |ei〉 are eigen-
vectors. Together, the eigenvectors form an eigenbasis {|ei〉}, which is an
orthonormal basis of supp {M} = image {M}. This eigenbasis is unique if
and only if all the eigenvalues are mutually different. The singular values
can be expressed in terms of the eigenvalues, that is si(M) = |λi(M)|.1
The eigenvalue decomposition is particularly useful to define the ac-
tion of functions on operators. Note, for example, that M2 = MM =
1The existence of the eigenvalue decomposition follows, for example, from the
fact that the singular value decompositions of M†M =
∑
i si
2|ei〉〈ei| and MM† =∑
i si
2|e′i〉〈e′i| have to be the same. Thus, if all singular values are mutually different, we
have |e′i〉 = eιϕ|ei〉 and the eigenvalue decomposition is of the form M =
∑
i±si|ei〉〈ei|.
More generally, an eigenvalue decomposition exists for all normal L ∈ L(H), where
normal means that L†L = LL†.
29
2. PRELIMINARIES
∑
i λi
2 |ei〉〈ei|, |M | =
∑
i |λi| |ei〉〈ei| and M−1 =
∑
i
1
λi
|ei〉〈ei|. We gener-
alize this and define the action of arbitrary functions f : R/{0} → R on
Hermitian operators as
f : M =
∑
i
λi |ei〉〈ei| 7→
∑
i
f(λi) |ei〉〈ei|.
Note that the function f only acts on the support of the Hermitian oper-
ator, leaving its kernel intact.
For any M ∈ H(H), we denote by {M}+ and {M}− the projections of
M onto its positive and negative eigenspace, respectively, that is
{M}+ =
∑
i:λi>0
λi |ei〉〈ei| and {M}− =
∑
i:λi<0
λi |ei〉〈ei| .
Positive Semi-Definite Operators
The set of positive semi-definite operators, P(H) ⊂ H(H) is the set of
operators that have positive inner products with all vectors in H, namely
P(H) :={M ∈ H(H) : 〈ψ|M |ψ〉 ≥ 0 for all |ψ〉 ∈ H}
= {M ∈ H(H) : λi(M) > 0 ∀i} .
We write M ≥ 0 if and only if M ∈ P(H). In the following, we simply
call these operators positive. Moreover, given two Hermitian operators
M,N ∈ H(H), we write M ≥ N if and only if M − N ≥ 0 and we write
M ≤ N if and only if N −M ≥ 0. Note that this relation constitutes a
partial order on H(H).
2.1.4 Operators on Tensor Spaces
We will often use linear operators on tensor product spaces, for example
L(H ⊗H′, H¯ ⊗ H¯′) ∼= L(H, H¯)⊗ L(H′, H¯′), where the second isomorphic
space is constructed from the Hilbert spaces L(H, H¯) and L(H′, H¯′) as in
Section 2.1.1. Hence, we can write every element L ∈ L(H ⊗H′, H¯ ⊗ H¯′)
as a linear combination of the form
L =
∑
α,β
χαβ σα ⊗ σ′β , where χαβ ∈ C , (2.10)
and {σα} and {σ′β} are bases of L(H, H¯) and L(H′, H¯′), respectively. If
L is Hermitian, then the χαβ can be chosen real and the bases can be
chosen Hermitian. (This follows directly from the fact that H(H) is a real
Hilbert space.) Furthermore, this allows us to introduce a trivial extension
of operators L ∈ L(H, H¯) to operators L ⊗ 1 in L(H ⊗H′, H¯ ⊗H′). In
the following, this extension is assumed implicitly whenever an operator
defined on a subspace is applied to a tensor space.
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2.1.5 Completely Positive Maps
Super-Operators
A super-operator is a linear map from linear operators on one Hilbert
space to linear operators on another Hilbert space. For example, if the
two Hilbert spaces are H and H′, we denote the set of super-operators
from L(H) to L(H′) by L(L(H),L(H′)). The super-operators form a vec-
tor space and, since every operator in L(H) can be decomposed according
to (2.10), the action of a super-operator on an operator in a (larger) tensor
space is well-defined via linearity. We use the symbol ◦ to denote concate-
nations of super-operators, for example (E ◦ F)[·] = E[F[·]].
For any super-operator E ∈ L(L(H),L(H′)), its adjoint super-operator,
E† ∈ L(L(H′),L(H)), is defined via the Hilbert-Schmidt inner product as
the unique operator satisfying〈
E[A], B
〉
=
〈
A,E†[B]
〉
for all A ∈ L(H), B ∈ L(H′) .
Completely Positive Maps
Super-operators that (consistently) map positive operators onto positive
operators are called completely positive maps (CPMs).
Definition 2.2 (Completely Positive Map). Let H and H′ be Hilbert
spaces. A super-operator E ∈ L(L(H),L(H′)) is called completely posi-
tive, if, for any auxiliary Hilbert space H′′, it holds that
E[M ] ≥ 0 for all M ∈ P(H ⊗H′′) .
An example of such a completely positive super-operator is the conju-
gation with an operator L ∈ L(H,H′), that is the map L : M 7→ LML†.
We will often use the following basic property of completely positive maps.
Let E ∈ L(L(H),L(H′)) be completely positive, then
A ≥ B =⇒ E[A] ≥ E[B] for all A,B ∈ H(H) . (2.11)
Furthermore, we take note of the following property of positive semi-
definite operators. For any M,N ∈ P(H), we have
tr(MN) = tr(
√
MN
√
M) ≥ 0 ,
where the last inequality follows from the fact that the conjugation with√
M is a completely positive map. In particular, if X,Y ∈ H(H) satisfy
X ≥ Y , we find tr(MX) ≥ tr(MY ).
A completely positive map E is called trace preserving if tr(E[M ]) =
tr(M) for all M ∈ L(H). We denote the set of all trace preserving com-
pletely positive maps (TP-CPMs) from L(H) to L(H′) by T (H,H′). If E
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is a TP-CPM, then its adjoint E† is completely positive and unital . Since
tr(M) = tr(E[M ]) = tr
(
E†[1]M
)
for all M ∈ L(H) ,
unital maps are defined by the property that they map the identity onto
an identity, i.e. E†[1] = 1.
Finally, a completely positive map E is called trace non-increasing if
tr(E[M ]) ≤ tr(M) for all M ∈ P(H). It is easy to verify (using the same
argument as above) that its adjoint is completely positive and sub-unital ,
i.e. it satisfies E†[1] ≤ 1.
Partial Trace
Given a bipartite Hilbert space H ⊗ H′, we are interested in the partial
trace super-operator, denoted trH′ ∈ T (H ⊗H′,H). The partial trace is
defined as the adjoint super-operator to L 7→ L⊗ 1, which maps operators
L ∈ L(H) to L(H ⊗H′). It is easy to verify, using (2.7), that the trace is
the special case of the partial trace where H ∼= C.
To justify this definition, let us investigate the action of the partial
trace trH′ of a product state K ⊗ L, where K ∈ L(H) and L ∈ L(H′), on
an arbitrary state Q ∈ L(H). We have
〈Q, trH′(K ⊗ L)〉 = 〈K ⊗ L,Q⊗ 1H′〉 = 〈K,Q〉 tr(L) .
Since this holds for all Q, we have trH′(K ⊗ L) = tr(L)K.
The partial trace is cyclic in operators on the same Hilbert space and
commutes with operators on other Hilbert spaces. Specifically, let L ∈
L(H ⊗H′,H ⊗H′′) and K ∈ L(H′′,H′). We use the decomposition L =∑
α,β χαβ σα ⊗ σ′β of (2.10). Since the partial trace is linear and K only
acts on H′, we have, using the cyclicity of the trace,
trH′(KL) =
∑
α,β
tr(Kσ′β)σα =
∑
α,β
tr(σ′βK)σα = trH′′(LK) .
Moreover, using this decomposition, it is easy to verify that trH(KL) =
KtrH(L) and trH(LK) = trH(L)K.
Choi-Jamiolkowski Isomorphism
In the same spirit as the vec-isomorphism between operators L(H,H′) and
tensorsH⊗H′, we now define the Choi-Jamiolkowski isomorphism [Jam72],
Ω, between super-operators in L(L(H),L(H′)) and operators in L(H′⊗H).
Ω : E 7→ ωE = E[|Γ〉〈Γ|], where |Γ〉 = ∑
i
|ei〉 ⊗ |ei〉 ∈ P(H ⊗H)
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and {|ei〉} is an orthonormal basis of H. The state ωE is called the
Choi-Jamiolkowski state of E. The inverse operation Ω−1 maps Choi-
Jamiolkowski states ωE ∈ L(H′ ⊗H) to super-operators
E : L(H)→ L(H′), X 7→ trH
(
ωE(1H′ ⊗XT)
)
where the transpose is taken with regards to the basis {|ei〉}.
There are various relations between properties of super-operators and
properties of the corresponding Choi-Jamiolkowski states. The following
can be verified by inspection.
• E is completely positive ⇐⇒ ωE is positive semi-definite.
• E is trace-preserving ⇐⇒ trH′(ωε) = 1H.
• E is unital ⇐⇒ trH(ωE) = 1H′ .
Kraus Operators and Stinespring Dilation
The following two lemmas are of crucial importance in quantum informa-
tion theory. They describe two alternative representations of completely
positive1 maps, especially trace non-increasing and trace preserving maps.
Every completely positive super-operator can be represented as a sum
of conjugations of the input with Kraus operators. [HK69, HK70].
Lemma 2.3 (Kraus Representation). A super-operator E ∈ L(L(H),L(H′))
is completely positive if and only if there exists a finite set of linear oper-
ators {Ek}, Ek ∈ L(H,H′) such that
E[A] =
∑
k
EkAE
†
k for all A ∈ L(H) .
Furthermore, a completely positive E is trace non-increasing if and only if∑
k E
†
kEk ≤ 1 and it is trace preserving if and only if
∑
k E
†
kEk = 1.
The operators {Ek} are called Kraus operators. Note that the adjoint
E† of E is completely positive and has Kraus operators {E†k} since
tr(E†[B]A) = tr(B E[A]) = tr
(∑
k
E†kBEk A
)
for all A ∈ L(H) .
Moreover, every CPM can be decomposed into its Stinespring dilation
form [Sti55] as follows.
Lemma 2.4 (Stinespring Dilation). A super-operator E ∈ L(L(H),L(H′))
is completely positive if and only if there exists a Hilbert space H′′ and an
operator L ∈ L(H,H′ ⊗H′′) such that
E(A) = trH′′(LAL
†) for all A ∈ L(H) .
Moreover, if E is trace preserving then L is an isometry. If E is trace
non-increasing, then L is an isometry followed by a projection in P(H′′).
1An extension of this to arbitrary super-operators is possible (see, e.g. [Wat08]).
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Proofs of these lemmas can be found in most quantum information
textbooks (see, e.g. [NC00]). We will only prove the result for trace non-
increasing CPMs, which is a bit less standard.
Proof. Let E be a trace non-increasing CPM. First, note that its Kraus
representation has to satisfy, for all A ∈ P(H),
tr(E(A)) = tr
(∑
k
EkAE
†
k
)
= tr
(∑
k
E†kEkA
)
≤ tr(A) .
This is equivalent to the condition
∑n
k=1E
†
kEk ≤ 1. Hence, the map can
be extended to a trace preserving CPM by adding another Kraus operator
into the sum, e.g.
En+1 =
(
1−
n∑
k=1
E†kEk
) 1
2
.
We now construct a Stinespring dilation for this extended operation. In
fact, a possible dilation is L =
∑n+1
k=1 Ek⊗|ek〉, where {|ek〉} is an orthonor-
mal basis of H′′. This operation is an isometry and a Stinespring dilation of
E can be recovered by projecting onto
∑n
k=1 |ek〉〈ek| after applying L.
2.2 Quantum Mechanics
In this thesis, we will use a mathematical model for quantum mechan-
ics — the density operator formalism on finite-dimensional Hilbert spaces —
that is restricted to physical systems with a finite dimensional configura-
tion space. This means that continuous observables such as position and
momentum need to be considered discretized and bounded. While it is
unknown whether such a framework is sufficient to describe all possible
correlations between observations of physical systems [SW08]1, it offers
the opportunity to focus on the main physical concepts without getting
lost in delicate mathematical arguments. Moreover, the main results of
this thesis are independent of the actual dimension of the physical systems
under consideration and some of the results have already been re-derived
in a more general model of quantum mechanics that is based on infinite
dimensional Hilbert spaces [FAbR11] or (von Neumann) operator algebras
of observables [BFS11].
This section is partly inspired by Nielsen and Chuang [NC00] as well
as Hardy [Har01] and introduces quantum mechanics from a strictly infor-
mation theoretic perspective.2 The most important deviations from the
standard treatment of quantum mechanics are pointed out.
1More precisely, it is unclear whether all correlations can be approximated to arbi-
trary precision using the density operator formalism.
2Quantum mechanics is often formulated in a way that highlights its relation to
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2.2.1 Systems and States
We use a very abstract notion of physical systems, describing them as gen-
eral purpose information carriers without specifying their actual physical
realization. In fact, the only system parameter we consider is its dimen-
sion, which, as we will see, corresponds to the dimension of the Hilbert
space used to describe the system.
The dimension of an isolated system is given by the number of mutu-
ally perfectly distinguishable states that can be prepared on the system.
This assumes perfect (idealized) preparation and measurement equipment.
Alternatively, the dimension can be interpreted as the information storage
capacity of the system. Very abstractly, an encoder is a map E from a set
X to states of the system and a decoder D is a map from states of the sys-
tem to X . A pair {E,D} of encoder and decoder is perfect if x = D[E[x]]
for all x ∈ X . The dimension of a system is then given by the maximum
cardinality of a set X such that there exist perfect encoders and decoders
between X and states of the system.
The simplest such system, a qubit or two-level system, has dimension
two and may have different physical realizations. For example, the infor-
mation could be encoded as the spin degree of freedom of an electron or
the polarization of a photon.
Postulate 1 (State Space). Isolated quantum systems are mod-
eled as Hilbert spaces with the dimension of the system. The
system’s state is represented by a positive semi-definite opera-
tor with unit trace acting on this space.
The state of an isolated quantum system A is thus fully characterized
by all linear functionals on the state space, i.e. the functionals tr(ρALA)
where LA ∈ L(HA) and ρA is the state of the system.
We denote isolated physical systems with capital letters, i.e. A, B, C,
and their associated Hilbert spaces with HA,HB,HC . The states them-
selves are denoted using lowercase greek letters, i.e. ρA, σB, τC , where the
subscripts indicate which system is meant when necessary. The dimension
of a system A is denoted by dA := dim {HA}.
We use S=(HA) to denote the set of quantum states on A, i.e. the
set S=(HA) := {ρ ∈ P(HA) : tr(ρ) = 1}. Hence, a state of a system A
is represented as an element ρA ∈ S=(HA). In addition, we sometimes
employ a larger set of states on HA, the sub-normalized states S≤(HA) :=
{ρ ∈ P(HA) : 0 < tr(ρ) ≤ 1}. These states by themselves do not have
a physical interpretation and usually only appear in technical statements
classical mechanics. In quantum information science, due to its interdisciplinary na-
ture between physics, computer science and information theory, a different approach to
quantum mechanics has proven fruitful.
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However, they can be seen as normalized quantum states on a Hilbert
space HA′ that are projected onto a subspace HA of HA′ .
We call a positive semi-definite operator ρA ∈ P(HA) pure if it has
rank one, i.e. if rank {ρA} = 1. Pure operators can be represented as kets
|ρ〉A ∈ HA, where |ρ〉A is determined by the relation ρA = |ρ〉〈ρ|A up to a
phase factor. An operator that is not pure is called mixed . We often employ
the completely mixed state on a system A, which is given by piA := 1A/dA.
In most introductions to quantum mechanics — supposedly for histori-
cal reasons — the theory is first formulated in terms of pure quantum states
and then later extended to arbitrary mixed states. From an information
theoretic perspective, however, mixed states are more fundamental as they
are generalizations of classical random variables.
Classical Registers
Discrete probability distributions can be conveniently represented as states
of a quantum system. We call these systems registers and typically denote
them by the letters X, Y or Z. To a register X and its respective Hilbert
space HX , we associate an orthonormal basis {|x〉X} where x ∈ X and X
is a set with cardinality |X | = dX .
A probability distribution on X is a map PX : X → [0, 1] such that∑
x PX(x) = 1. It can be represented as a quantum state ρX on X, i.e.
ρX =
∑
x
PX(x) |x〉〈x|X .
It follows from the properties of PX that this state is positive semi-definite
and has unit trace. In classical probability theory, a register corresponds
to a discrete random variable and the state of a register to the probability
distribution over the random variable. In this sense, quantum mechanics
can be seen as a generalization of classical probability theory. Moreover,
registers will become important to describe the outcomes of measurements,
as we will see in the following.
2.2.2 Separated Systems
Consider two separate quantum systems, A and B, modeled by a Hilbert
space HA and HB, respectively. We can prepare dA different perfectly dis-
tinguishable states on system A and dB different perfectly distinguishable
states on system B. On the joint system AB, we can thus prepare dAdB
different perfectly distinguishable states. Hence, according to Postulate 1,
the dimension of the joint system is dAB = dAdB and it can be modeled
using the Hilbert space HAB ≡ HA ⊗HB of dimension dAdB. Joint states
of the two systems are then described by normalized positive semi-definite
operators ρAB ∈ S=(HAB).
36
2.2 Quantum Mechanics
Given a state ρAB on the joint system, what are the states of the in-
dividual systems A and B? As we have seen before, the state of the
system A is fully characterized by the linear functionals acting on it, i.e.
the functionals tr(ρABLA) = tr(ρAB(LA ⊗ 1B)) = tr(trB(ρAB)LA). Here, we
introduced the notation trB ≡ trHB for the partial trace over the subsystem
B. Since the state on A is thus fully characterized by linear functionals
on the operator trB(ρAB), we define the marginal state or marginal of ρAB
on A as ρA := trB(ρAB). Similarly, we define the marginal of ρAB on B as
ρB := trA(ρAB). In the following, the marginals are introduced implicitly
with the joint state.1
Entanglement
We call a state ρAB of a joint quantum system AB separable if it can be
written in the form
ρAB =
∑
k
σkA ⊗ τkB , where σkA ∈ P(HA) and τkB ∈ P(HB) . (2.12)
Otherwise, it is entangled . The occurrence of entangled states is one of the
most intriguing properties of the formalism of quantum mechanics.
The prime example of an entangled state is the maximally entangled
state
|γ〉
AA′ =
1√
dA
∑
i
|ei〉A ⊗ |ei〉A′ ,
where {|ei〉} is an orthonormal basis of HA ∼= HA′ . This state cannot be
written in the form (2.12) as the following argument, due to Peres and
Horodecki [Per96, HHH96], shows. Consider the super-operator T : ρA′ 7→
ρT
A′ , where the transpose is taken with regards to the basis {|ei〉} of A′.
This super-operator is called the partial transpose (on A′) and it is positive
but not completely positive. Applied to separable states (2.12), it always
results in positive semi-definite states
∑
k σ
k
A ⊗
(
τkB
)T
. Applied to γAA′ ,
however, we get
T[γAA′ ] =
1
dA
∑
i,j
|ei〉〈ej | ⊗ T
[|ei〉〈ej |] = 1
dA
∑
i,j
|ei〉〈ej | ⊗ |ej〉〈ei| .
This operator is not positive semi-definite. For example, we have
〈ϕ|T[γAA′ ]|ϕ〉 = − 2
dA
, where |ϕ〉 = |e1〉 ⊗ |e2〉 − |e2〉 ⊗ |e1〉 .
Generally, we have seen that a bipartite state is separable only if it remains
positive semi-definite under the partial transpose. The converse is not true
in general.
1Whenever we introduce a state (e.g. ρABC) on a joint system, we also implicitly
introduce all its marginals (e.g. ρAB = trC(ρABC) and ρC = trAB(ρABC)).
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Classical-Quantum Systems
Joint systems where one (or more) subsystems are classical registers are of
particular importance. Consider, for example, the case where a classical
register X is described jointly with a quantum system A. The possible
joint states ρXA can be written as
1
ρXA =
∑
x
PX(x) |x〉〈x|X ⊗ τxA , where τxA ∈ S=(HB) (2.13)
and PX is a probability distribution on X . These states are called classical-
quantum (CQ) states. They are of the form (2.12) and, thus, separable.
A special case occurs when the two classical registers, X and Y , are
considered jointly. In this case, the states ρXY are of the form
ρXY =
∑
x,y
PXY (x, y) |x〉〈x|X ⊗ |y〉〈y|Y
=
∑
x
PX(x) |x〉〈x|X ⊗
∑
y
P xY (y) |y〉〈y|Y ,
where PXY is a probability distribution on X ×Y and, for each x, P xY (y) =
PXY (x, y)/PX(x) is the conditional probability distribution on Y given a
fixed x ∈ X . Such states allow the description of arbitrarily correlated
classical random variables.
Purifications and Extensions
For any state ρA of a system A, we can find a purification on an auxiliary
system A′ with HA ∼= HA′ . A purification is a pure state |ρ〉 ∈ HAA′ of the
joint system AA′ with the property that ρA = trA′(ρAA′). More specifically,
if ρA =
∑
i λi |ei〉〈ei|A is the eigenvalue decomposition of ρA, then a possible
purification is given by |ρ〉
AA′ =
∑
i
√
λi |ei〉A ⊗ |ei〉A′ . Purifications of ρA
are separable if and only if ρA is pure. More generally, we call a (not
necessarily pure) state ρAA′ that satisfies trA′(ρAA′) = ρA an extension of
the state ρA.
Purifications of CQ states of the form (2.13) can be constructed as
|ρ〉
XX′AA′ =
∑
x
√
PX(x) |x〉X ⊗ |x〉X′ ⊗ |τx〉AA′ ,
where |τx〉 is a purification of τx on AA′. We call the two registers X and
X ′ coherent classical . In particular, the marginal states ρXAB and ρX′AB
are classical on X and X ′, respectively, and they are equal with regards to
the isomorphism |x〉
X
7→ |x〉
X′ .
1This describes the full set of states that have a classical marginal on X.
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2.2.3 Evolutions and Measurements
Evolution
The evolution of a separate quantum system is most generally described
by a quantum channel . A quantum channel is a linear map (i.e. a super-
operator) from quantum states on a system A to quantum states on a
system B. Since such super-operators map quantum states onto quantum
states, they must necessarily be positive and trace-preserving. Moreover,
since quantum channels describe the evolution of quantum systems that
may be part of a larger joint system, they are required to map positive
semi-definite states of any joint system to positive semi-definite states.
This implies that they are completely positive and, thus, TP-CPMs.
Postulate 2 (Evolution). The evolution of quantum systems is described
by trace-preserving completely positive maps.
An important example of such a map is a time evolution. Here, system
A is any system at time t0 and system B the same system at a later time
t1 > t0. In the traditional treatment of quantum mechanics, the time
evolution of a system is described by a unitary evolution that is induced
by the Hamiltonian of the system. A unitary evolution is a special case
of a TP-CPM and describes the evolution of a closed system, i.e. a system
that does not interact with any other system.
Measurement
A measurement of a quantum systems can be described in the above frame-
work of general evolutions.
Postulate 3 (Measurement). A quantum measurement is a trace-preser-
ving completely positive map from a system to a classical register contain-
ing the measurement outcome and a system that contains the state of the
system after measurement.
Let A be a quantum system, X the classical register containing the
measurement result and A′ the system modeling the quantum system after
measurement. The corresponding measurement map, M ∈ T (HA,HXA′),
with HA′ ∼= HA, has a Kraus decomposition
M : ρ 7→
∑
k
EkρE
†
k, where Ek ∈ L(HA,HXA′) and
∑
k
E†kEk = 1A.
Since the resulting state is required to be classical on the register X, we
further know that
M[ρA] =
∑
x
PX(x) |x〉〈x| ⊗ τxA′ where τxA′ ∈ S=(HA′). (2.14)
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Here, PX(x) is the probability that the outcome “x” is measured and τ
x
A′ is
the state of the system conditioned on the event that the outcome “x” has
been measured. Due to (2.14), the Kraus operators Ek necessarily have
the form Ek = |xk〉 ⊗ Fk, where Fk ∈ L(HA,HA′) ∼= L(HA) and, thus,
τxA′ =
1
P (x)
∑
k:xk=x
FkρAF
†
k and PX(x) = tr
( ∑
k:xk=x
F †kFk ρ
)
.
The second equality follows from the fact that τx
A′ is normalized.
Hence, a measurement is fully specified by the operators {Fk} and
the partitioning {k : xk = x}. Note that this viewpoint is consistent;
specifically, PX is a probability distribution since
0 ≤
∑
k:xk=x
F †kFk ≤ 1A and
∑
x
∑
k:xk=x
F †kFk =
∑
k
F †kFk = 1A.
Often we are not interested in the specific state after measurement but
only the probability distribution the measurement induces on the register
X. In this case, the measurement is fully characterized by the operators
Mx =
∑
k:xk=x
FkF
†
k , which define the probability PX(x) = tr(Mxρ). The
set {Mx} is called a positive operator-valued measure (POVM).
Definition 2.3 (POVM). A positive operator-valued measure on a quan-
tum system A is a set {Mx} with Mx ∈ P(HA) and
∑
xMx = 1A. The
corresponding measurement TP-CPM M : HA → HX is given by ρ 7→∑
x trA′
(
Mx ρ
) |x〉〈x| and the operators Mx are called POVM elements.
We often use the following Stinespring dilation of POVM measure-
ments. The isometry U ∈ U(HA,HA′XX′) maps the state to the classi-
cal register X containing the measurement outcome, a coherent classical
copy of it, X ′, and a possible post-measurement state on A′. The post-
measurement states that result from a POVM are not unique; however,
conventionally, one takes xk = k where k is chosen from the same set as x
and Fk =
√
Mx. Thus,
M[ρ] = trX′A′(UρU †) where U =
∑
x
|x〉
X
⊗ |x〉
X′ ⊗
√
Mx .
A special case of a POVM occurs when the POVM elements are projec-
tors, i.e. Mx = M
2
x . We call such a measurement a projective measurement .
If these projections are of rank 1, e.g.Mx = |x〉〈x|X , the corresponding mea-
surement TP-CPM takes on the simple formM : ρA 7→
∑
x〈x|ρA|x〉 |x〉〈x|X .
Comparing this to the traditional treatment of quantum measurements,
we note that it is not necessary to introduce a separate formalism for
measurements and that we can treat measurements as a special case of
an evolution. This is possible since we always consider the outcome of
a measurement as a random variable that is correlated with the state of
the system after measurement and do not condition the resulting quantum
state on a particular measurement outcome.
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2.3 Mathematical Toolkit
This section covers the most important mathematical tools used through-
out this thesis. The (smooth) min- and max-entropy introduced in Chap-
ter 4 can be formulated as semi-definite programs. Operator monotone
functions are used to explore properties of another class of entropies, gen-
eralizations of Re´nyi entropies, in Chapter 6.
2.3.1 Semi-Definite Programs
This overview is based on the Watrous Lecture Notes [Wat08] and all proofs
can be found there. A semi-definite program (SDP) is a triple {A,B,Ψ},
where A ∈ H(H), B ∈ H(H′) and Ψ ∈ L(L(H),L(H′)) is a super-operator
from H to H′ that preserves Hermiticity. The following two optimization
problems are associated with the semi-definite program:
primal problem dual problem
minimize : 〈A,X〉 maximize : 〈B, Y 〉
subject to : Ψ[X] ≥ B subject to : Ψ†[Y ] ≤ A
X ∈ P(H) Y ∈ P(H′)
We call an operator X ∈ P(H) primal feasible if it satisfies Ψ[X] ≥ B.
Similarly, we say that Y ∈ P(H′) is dual feasible if Ψ†[Y ] ≤ A. Moreover,
we denote the optimal solution of the primal problem with α and the
optimal solution of the dual problem with β. Formally,
α := inf
{〈A,X〉 : X ∈ P(H),Ψ[X] ≥ B}
β := sup
{〈B, Y 〉 : Y ∈ P(H′),Ψ†[Y ] ≤ A}. (2.15)
The following two theorems provide a relation between the primal and
dual problems of an SDP.
Theorem 2.5 (Weak Duality). Let {A,B,Ψ} be a SDP and α, β defined
as in (2.15). Then, α ≥ β.
This implies that every dual feasible operator Y provides a lower bound
of 〈B, Y 〉 on α and every primal feasible operator X provides an upper
bound of 〈A,X〉 on β.
Theorem 2.6 (Strong Duality). Let {A,B,Ψ} be a SDP and α, β defined
as in (2.15). Then the following holds:
• If α is finite and there exists an operator Y > 0 such that Ψ†[Y ] < A,
then α = β and there exists a primal feasible X such that 〈A,X〉 = α.
• If β is finite and there exists an operator X > 0 such that Ψ[X] > B,
then α = β and there exists a dual feasible Y such that 〈B, Y 〉 = β.
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Optimization problems that can be formulated as semi-definite pro-
grams can be efficiently solved numerically.1
2.3.2 Operator Monotone Functions
Here, we discuss some useful properties of operator monotone, concave
and convex functions. This section is largely based on Chapter V of Bha-
tia [Bha97] and we simply repeat the results here in the form we need in
later chapters.
Operator monotone functions preserve the partial order on operators
induced by ‘≥’ and are, thus, necessarily monotone.
Definition 2.4. Let Ω ⊆ R. A function f : Ω→ R is operator monotone
on Ω if A ≥ B implies f(A) ≥ f(B) for any Hermitian operators A,B
with eigenvalues in Ω.
Similarly, operator concave and convex functions generalize the concept
of concavity and convexity to operators.
Definition 2.5. Let Ω be an interval on R. A function f : Ω → R is
operator concave on Ω if f
(
µA + (1 − µ)B)) ≥ µf(A) + (1 − µ)f(B) for
all Hermitian operators A,B with eigenvalues in Ω and all µ ∈ [0, 1]. The
function f is operator convex on Ω if −f is operator concave on Ω.
Prominent examples of such functions include (cf. Chapter V in [Bha97])
• The logarithm function, which is operator monotone on R+.
• The function h : t 7→ −t log t with its extension to h(0) = limt→0 h(t) =
0, which is operator concave on R+0 .
• The family of functions gα : t 7→ tα. These functions are operator
concave and operator monotone on R+0 for α ∈ (0, 1] and operator
convex on R+0 for α ∈ [1, 2]. (Note that these functions are convex
but not operator convex if α > 2.)
We start with a straightforward application of Jensen’s inequality:
Lemma 2.7. Let Ω be an interval on R and let f : Ω→ R be concave on
Ω. Then, for any |ϕ〉 ∈ H with ||ϕ|| = 1 and A ∈ H(H) with eigenvalues
in Ω, we have 〈ϕ|f(A)|ϕ〉 ≤ f(〈ϕ|A|ϕ〉).
Proof. Using the eigenvalue decomposition A =
∑
i λi|ei〉〈ei|, we get
〈ϕ|f(A)|ϕ〉 =
∑
i
f(λi) |〈ϕ|ei〉|2 ≤ f
(∑
i
λi |〈ϕ|ei〉|2
)
= f
(〈ϕ|A|ϕ〉),
where we used that
∑
i |〈ϕ|ei〉|2 = 1.
1For example, using the SeDuMi solver [SED] and YALMIP front-end [L0¨4].
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A comprehensive generalization of Jensen’s inequality to operator con-
vex functions is given in [HP03]. We state a specialized version here for
completeness.
Lemma 2.8 (Operator Jensen’s Inequality). Let Ω be an interval on R
and let f : Ω → R be continuous and operator concave on Ω. Then, for
any isometry U : H→ H′ and A ∈ H(H) with eigenvalues in Ω, we have
Uf(A)U † ≤ f(UAU †) .
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Chapter 3
The Purified Distance
This chapter is based on [TCR10], where the purified distance was first
proposed as a metric on the space of sub-normalized quantum states. The
usefulness of the purified distance will become apparent when it is applied
to define the smooth min- and max-entropies in Chapter 4, providing them
with natural properties such as invariance under local isometries and var-
ious data processing inequalities.
3.1 Introduction and Related Work
Smooth entropies, evaluated for a quantum state ρ, are defined indirectly
via an optimization (either a maximization or a minimization) of an under-
lying unsmoothed entropy over a set of states that are ε-close to ρ, where
ε is a small smoothing parameter . The resulting quantities are called ε-
smooth entropies. (See, for example, Chapter 4, where the ε-smooth min-
and max-entropies are defined in this way.)
Consequently, various definitions of such sets of close states — subse-
quently called ε-balls — have appeared in the literature. However, to the
best of our knowledge, none of the existing definitions simultaneously ex-
hibit the following two properties that are of particular importance in the
context of smooth entropies in the quantum regime.
• Firstly, the definition of the ε-smooth entropies should be indepen-
dent of the Hilbert spaces used to represent the quantum state ρ.
In particular, embedding ρ into a larger Hilbert space prior to smooth-
ing should leave the ε-smooth entropies unchanged. Note that, in
general, embedding ρ into a larger Hilbert space offers more flexi-
bility for smoothing as more dimensions orthogonal to the support
of ρ become available for the optimization. Indeed, for some ε-balls
that contain only normalized states, smoothing outside the support
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becomes advantageous and the smooth entropy thus depends on the
Hilbert space representation of ρ.
We can avoid this problem by including sub-normalized quantum
states in the ε-balls.
• Secondly, it will be important that we can define a ball of pure states
that contains purifications of all the states in a given ε-ball. This will
allow us to establish duality relations between smooth entropies and
is achieved by using a fidelity-based metric to determine ε-closeness.
3.1.1 Main Contributions
The following sections introduce a new metric on sub-normalized quantum
states, the purified distance. We call two quantum states ρ and τ ε-close,
denoted ρ ≈ε τ , if and only if the purified distance between them is at
most ε. The purified distance has various interesting properties, among
them are the following.
Result 1 (Purified Distance). The purified distance is a metric on sub-
normalized states and has the following properties:
• If at least one of the states is normalized, it can be expressed in terms
of the fidelity as P (ρ, τ) =
√
1− F (ρ, τ)2.
• It is an upper bound to the trace distance.
• For any trace non-increasing CPM E and any states ρ and σ, we
have ρ ≈ε τ =⇒ E[ρ] ≈ε E[τ ].
• If ρAB is a state and σA ≈ε ρA is close to its marginal, then there
always exists an extension σAB of σA with σAB ≈ε ρAB.
3.1.2 Outline
Section 3.2 introduces two metrics on the set of sub-normalized states, the
generalized trace distance and the purified distance. In Section 3.3, we
discuss various properties of the purified distance, including its relation to
the generalized trace distance, its monotonicity under trace non-increasing
CPMs and an adaption of Uhlmann’s theorem to the purified distance.
Section 3.4 then explains some notational conventions, made possible by
the use of the purified distance as a metric, that should help the reader
through the remaining chapters.
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3.2 Two Metrics for Quantum States
For the remainder of this chapter, let H be an arbitrary finite-dimensional
Hilbert space.1 The two most common measures of distance between nor-
malized quantum states are the trace distance and the fidelity .
3.2.1 Generalized Trace Distance
We start by introducing a straight-forward generalization of the trace dis-
tance to sub-normalized quantum states.
Definition 3.1. For ρ, τ ∈ S≤(H), we define the generalized trace dis-
tance between ρ and τ as
D(ρ, τ) := max
{
tr{ρ− τ}+, tr{τ − ρ}+
}
.
The generalized trace distance can be expressed alternatively in terms
of the Schatten 1-norm as
D(ρ, τ) =
1
2
||ρ− τ ||1 + 1
2
∣∣tr ρ− tr τ ∣∣
and it is easy to verify that it is a metric on L(H). In the case where
both ρ and τ are normalized states, we recover the usual definition of the
trace distance, D(ρ, τ) := 12 ||ρ− τ ||1. Furthermore, the trace distance has
a physical interpretation as the distinguishing advantage between the two
states. In other words, the probability pdist(ρ, τ) of correctly distinguishing
between two equiprobable states ρ and τ by any measurement is upper
bounded by [NC00]
pdist(ρ, τ) ≤ 1
2
(
1 +D(ρ, τ)
)
. (3.1)
3.2.2 Generalized Fidelity
On the other hand, various metrics are derived from the fidelity , which is
given as F (ρ, τ) = ||√ρ√τ ||1 for two normalized states ρ and τ . We will
not use the letter F to denote the fidelity hereafter, instead reserving it
for the generalized fidelity defined below. (We will also see that the two
quantities agree if at least one state is normalized.) The fidelity has many
interesting properties, some of which we will list here for further reference.
The most important properties of the fidelity are summarized in Table 3.1.
Here, we propose a generalization of the fidelity to sub-normalized
states. The generalization is motivated by the observation that sub-nor-
malized states can be thought of as normalized states on a larger space
1Note also that most results of this chapter have recently been generalized to the
framework of general von Neumann algebras [BFS11].
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The following holds for arbitrary positive operators ρ, τ, σ ∈ P(H).
i. The fidelity is symmetric in its arguments, ||√ρ√τ ||1 = ||
√
τ
√
ρ||1.
ii. The fidelity is monotonically increasing under the application of
TP-CPMs (cf. e.g. [NC00], Theorem 9.6). This implies that, for
any TP-CPM E, we have
√
tr ρ
√
tr τ ≥
∣∣∣∣∣∣√E[ρ]√E[τ ]∣∣∣∣∣∣
1
≥ ∣∣∣∣√ρ√τ ∣∣∣∣
1
. (3.2)
To get the first inequality, we used that tr is a TP-CPM.
iii. Uhlmann’s theorem [Uhl85] states that, for any purification ϕ of ρ,
||√ρ√τ ||1 = max|ϑ〉 |〈ϕ|ϑ〉|, (3.3)
where the maximum is taken over all purifications ϑ of τ .
iv. For any projector Π ∈ P(H), we have∣∣∣∣√ΠρΠ√τ ∣∣∣∣
1
=
∣∣∣∣√ΠρΠ√ΠτΠ∣∣∣∣
1
=
∣∣∣∣√ρ√ΠτΠ∣∣∣∣
1
. (3.4)
v. For any σ ≥ ρ, we have ||√σ√τ ||1 ≥ ||√ρ
√
τ ||1.
vi. For states ρ = ρ1 ⊕ ρ2 and τ = τ1 ⊕ τ2, where ρ1, τ1 ∈ P(H1) and
ρ2, τ2 ∈ P(H2), we have∣∣∣∣√ρ√τ ∣∣∣∣
1
=
∣∣∣∣√ρ1√τ1∣∣∣∣1 + ∣∣∣∣√ρ2√τ2∣∣∣∣1.
Table 3.1: Properties of the Fidelity.
which are projected onto a subspace. Hence, we define the generalized
fidelity as the supremum of the fidelity between such normalized states.
Definition 3.2. For ρ, τ ∈ S≤(H), we define the generalized fidelity be-
tween ρ and τ as
F (ρ, τ) := sup
H′
sup
ρ¯,τ¯∈S=(H′)
∣∣∣∣∣∣√ρ¯√τ¯ ∣∣∣∣∣∣
1
, (3.5)
where the supremum is taken over all embeddings V of H into H′ and all
states ρ¯, τ¯ ∈ S=(H′), such that ρ and τ are images of ρ¯ and τ¯ under V †.
(Namely, the states satisfy V †ρ¯ V = ρ and V †τ¯ V = τ .)
This expression reduces to the fidelity when at least one state is nor-
malized. To see this, consider the following alternative expression for the
generalized fidelity.
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Lemma 3.1. Let ρ, τ ∈ S≤(H). Then,
F (ρ, τ) = F (ρˆ, τˆ) =
∣∣∣∣√ρ√τ ∣∣∣∣
1
+
√
(1− tr ρ)(1− tr τ) , (3.6)
where ρˆ := ρ⊕ (1−tr ρ) and τˆ := τ ⊕ (1−tr τ).
Proof. Let U : H → H′, ρ¯ and τ¯ be an arbitrary candidate for the supre-
mum in (3.5). Moreover, let E be the pinching ρ 7→ ΠρΠ + Π⊥ρΠ⊥, where
Π := UU † projects onto the image of U and Π⊥ := 1−Π is its orthogonal
complement on H′. Then, due to the monotonicity property (3.2), we find∣∣∣∣∣∣√ρ¯√τ¯ ∣∣∣∣∣∣
1
≤
∣∣∣∣∣∣√E[ρ¯]√E[τ¯ ]∣∣∣∣∣∣
1
=
∣∣∣∣∣∣√Πρ¯Π√Πτ¯Π∣∣∣∣∣∣
1
+
∣∣∣∣∣∣√Π⊥ρ¯Π⊥√Π⊥τ¯Π⊥∣∣∣∣∣∣
1
≤ ∣∣∣∣√ρ√τ ∣∣∣∣
1
+
√
(1− tr ρ)(1− tr τ) .
In particular, the r.h.s. is an upper bound on F (ρ, τ). Finally, it is easy
to verify that this upper bound is achieved with the choice H′ ∼= H⊕C as
well as ρˆ and τˆ .
3.2.3 Purified Distance
Next, we define a distance measure based on the fidelity, analogous to the
one proposed in [GLN04, Ras06]1.
Definition 3.3 (Purified Distance). For ρ, τ ∈ S≤(H), we define the pu-
rified distance between ρ and τ as
P (ρ, τ) :=
√
1− F (ρ, τ)2.
Other distance measures based on the fidelity have been investigated
in the literature. In particular, the Bures metric [Bur69], B(ρ, τ)2 :=
2(1− F (ρ, τ)), and the angular distance, A(ρ, τ) := arccosF (ρ, τ) [NC00].
We prefer the purified distance because it constitutes an upper bound on
the trace distance as we will see below and thus inherits its operational
interpretation as an upper bound on the distinguishing advantage.
The name “Purified Distance” is motivated by the fact that, for nor-
malized states ρ, τ ∈ S=(H), we can write P (ρ, τ) as the minimum trace
distance between purifications |ϕ〉 of ρ and |ϑ〉 of τ . More precisely, using
Uhlmann’s theorem (3.3), we have
P (ρ, τ) =
√
1− F (ρ, τ)2 =
√
1−max
ϕ,ϑ
|〈ϕ|ϑ〉|2
= min
ϕ,ϑ
√
1− |〈ϕ|ϑ〉|2 = min
ϕ,ϑ
D(ϕ, ϑ) .
1The quantity C(ρ, τ) =
√
1− F 2(ρ, τ) is introduced in [GLN04], where the authors
also show that it is a metric on S=(H). In [Ras06], the same quantity is called sine
distance and some of its properties are explored.
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The purified distance is a metric on the set of sub-normalized states
according to Definition 2.1.
Proposition 3.2. The purified distance P (·, ·) is a metric on S≤(H).
Proof. Let ρ, τ, σ ∈ S≤(H). The condition P (ρ, τ) = 0 ⇐⇒ ρ = τ can be
verified by inspection, and symmetry P (ρ, τ) = P (τ, ρ) follows from the
symmetry of the fidelity.
It remains to show the triangle inequality, P (ρ, τ) ≤ P (ρ, σ) +P (σ, τ).
Using Lemma 3.1, the generalized fidelities between ρ, τ and σ can be
expressed as fidelities between the corresponding extensions ρˆ, τˆ and σˆ.
We employ the triangle inequality of the angular distance, which can be
expressed in terms of the purified distance as A(ρ, τ) = arccosF (ρ, τ) =
arcsinP (ρ, τ).1 This leads to
P (ρ, τ) = sinA(ρˆ, τˆ)
≤ sin (A(ρˆ, σˆ) +A(σˆ, τˆ))
= sinA(ρˆ, σˆ) cosA(σˆ, τˆ) + sinA(σˆ, τˆ) cosA(ρˆ, σˆ) (3.7)
= P (ρ, σ)F (σ, τ) + P (σ, τ)F (ρ, σ) (3.8)
≤ P (ρ, σ) + P (σ, τ) ,
where we employed the trigonometric addition formula to get (3.7).
Note that the purified distance is not an intrinsic metric, i.e. given two
states ρ, τ with P (ρ, τ) ≤ ε it is in general not possible to find intermediate
states σλ with P (ρ, σλ) = λε and P (σλ, τ) = (1 − λ)ε. In this sense, the
above triangle inequality is not tight. It is thus sometimes useful to employ
Eq. (3.8) instead. For example, given three states ρ, τ, σ ∈ S≤(H) and
0 ≤ ε, ε¯ ≤ 1, we find that P (ρ, σ) ≤ ε and P (σ, τ) ≤ ε¯ implies
P (ρ, τ) ≤ ε
√
1− ε¯2 + ε¯
√
1− ε2 (3.9)
if arcsin ε+ arcsin ε¯ ≤ pi2 . This bound is plotted in Figure 3.1.
3.3 Properties of the Purified Distance
The purified distance has simple upper and lower bounds in terms of the
generalized trace distance.
Proposition 3.3. Let ρ, τ ∈ S≤(H). Then
D(ρ, τ) ≤ P (ρ, τ) ≤
√
2D(ρ, τ)−D(ρ, τ)2 ≤
√
2D(ρ, τ) .
1A proof that A is a metric for normalized states is given in [NC00].
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Figure 3.1: Improved Triangle Inequality. Contour plot of the expression
in Eq. (3.9) with axes ε and ε¯. The boundary contains all pairs {ε, ε¯} that
lead to the trivial bound P (ρ, τ) ≤ 1. This shows that Eq. (3.8) gives
significantly tighter results than the triangle inequality for the purified
distance if ε and ε¯ get large. For example, if P (ρ, σ) = P (σ, τ) = 0.5, we
find P (ρ, τ) ≤ 0.87 instead of the trivial P (ρ, τ) ≤ 1.
Proof. We express the quantities using the normalized extensions ρˆ and τˆ
of Lemma 3.1 to get
P (ρ, τ) =
√
1− F (ρˆ, τˆ)2 ≥ D(ρˆ, τˆ) = D(ρ, τ) and
P (ρ, τ)2 = 1− F (ρˆ, τˆ)2 ≤ 1− (1−D(ρˆ, τˆ))2
= 2D(ρ, τ)−D(ρ, τ)2 ≤ 2D(ρ, τ),
where we employed the Fuchs – van de Graaf inequalities 1 − F (ρˆ, τˆ) ≤
D(ρˆ, τˆ) ≤√1− F (ρˆ, τˆ)2 (cf. [Fuc96] and [NC00], Section 9.2.3).
One very useful property of the purified distance is that it does not
increase under simultaneous application of a quantum operation on both
states. We consider the class of trace non-increasing CPMs, which includes
TP-CPMs, projections and partial isometries.
Theorem 3.4 (Monotonicity of Purified Distance). Let ρ, τ ∈ S≤(H) and
E : H→ H′ a trace non-increasing CPM. Then,
F
(
E[ρ],E[τ ]
) ≥ F (ρ, τ) and P (E[ρ],E[τ ]) ≤ P (ρ, τ).
Proof. Remember that a trace non-increasing CPM E : H → H′ can be
decomposed into an isometry U : H → H′ ⊗H′′ followed by a projection
Π ∈ P(H′ ⊗H′′) and a partial trace over H′′ (cf. Lemma 2.4). Isometries
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and the partial trace are TP-CPMs and, hence, it suffices to show that
F (ρ, τ) ≤ F (E[ρ],E[τ ]) for TP-CPMs and projections.
First, let E be a TP-CPM. Using (3.6) and the monotonicity under
TP-CPMs of the fidelity (3.2), we see that
F (ρ, τ) =
∣∣∣∣√ρ√τ ∣∣∣∣
1
+
√
(1− tr ρ)(1− tr τ)
≤
∣∣∣∣∣∣√E[ρ]√E[τ ]∣∣∣∣∣∣
1
+
√
(1− tr ρ)(1− tr τ)
= F
(
E[ρ],E[τ ]
)
.
Next, consider a projection Π ∈ P(H) and the CPM E : ρ 7→ ΠρΠ. Fol-
lowing the definition of the generalized fidelity in (3.5), we write F (ρ, τ) =
sup
∣∣∣∣√ρ¯√τ¯ ∣∣∣∣
1
, where the supremum is taken over all normalized exten-
sions {H′, ρ¯, τ¯} of {H, ρ, τ}. Since all normalized extensions of {H, ρ, τ}
are obviously also normalized extensions of
{
supp {Π},ΠρΠ,ΠτΠ}, we find
F
(
ΠρΠ,ΠτΠ
) ≥ F (ρ, τ).
Finally, the second statement trivially follows from the first one by
definition of the purified distance.
The main advantage of the purified distance (and other metrics based
on the fidelity) over the trace distance is that we can always find extensions
and purifications without increasing the distance. This is captured in the
following two results.
Theorem 3.5 (Uhlmann’s Theorem for Purified Distance). Let ρ, τ ∈
S≤(H), H′ ∼= H and |ϕ〉 ∈ H ⊗ H′ be a purification of ρ. Then, there
exists a purification |ϑ〉 ∈ H ⊗H′ of τ that satisifies P (ρ, τ) = P (ϕ, ϑ).
Proof. We use Uhlmann’s theorem for the fidelity (3.3) to choose |ϑ〉 ∈
H ⊗H′ such that ∣∣∣∣√ρ√τ ∣∣∣∣
1
= |〈ϕ|ϑ〉| holds. Then, due to (3.6), we have
F (ρ, τ) = F (ϕ, ϑ) as well as P (ρ, τ) = P (ϕ, ϑ).
Corollary 3.6. Let ρ, τ ∈ S≤(H) and ρ¯ ∈ S≤(H⊗H′) be an extension of ρ.
Then, there exists an extension τ¯ ∈ S≤(H⊗H′) of τ with P (ρ, τ) = P (ρ¯, τ¯).
Proof. Let H′′ ∼= H⊗H′ be an auxiliary Hilbert space and ϕ ∈ H⊗H′⊗H′′
be a purification of ρ¯. We introduce a purification ϑ ∈ H ⊗ H′ ⊗ H′′
of τ with P (ϕ, ϑ) = P (ρ, τ) using Uhlmann’s theorem for the purified
distance above and define τ¯ = trH′′(ϑ). However, due to monotonicity (cf.
Theorem 3.4), we have P (ϕ, ϑ) ≥ P (ρ¯, τ¯) ≥ P (ρ, τ), which implies that all
three quantities must be equal.
The next lemma offers an explicit construction that satisfies Corol-
lary 3.6. This was shown in [DBWR10] and we provide the proof here for
completeness.
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Lemma 3.7. Let ρ, τ ∈ S≤(H) and let ρ¯ ∈ S≤(H ⊗H′) be an extension
of ρ. Then, there exists an operator X ∈ L(H) such that τ¯ = Xρ¯X† ∈
S≤(H ⊗H′) is an extension of τ with P (ρ, τ) = P (ρ¯, τ¯).
Proof. We show the theorem for the case when ρ¯ is pure. The general
statement then follows from the same arguments outlined in the proof of
Corollary 3.6. Let U |√ρ√τ | be the polar decomposition of √ρ√τ . Then,
we define X := τ 1/2Uρ−1/2 using the generalized inverse. Clearly. τ¯ =
Xρ¯X† is an extension of τ as trH′(τ¯) = XρX† = τ . Furthermore, we find∣∣∣∣√ρ¯√τ¯ ∣∣∣∣
1
=
∣∣〈ρ¯|τ¯〉∣∣ = ∣∣〈ρ¯|X|ρ¯〉∣∣ = ∣∣tr(Xρ)∣∣ = ∣∣tr(U√ρ√τ)∣∣ = ∣∣∣∣√ρ√τ ∣∣∣∣
1
.
The equality of the purified distance then follows by Lemma 3.1 and the
definition of the purified distance.
The following lemma (see also [BCC+10, TR11]) gives a bound on the
distance between a state and the projection of that state onto a subspace.
Lemma 3.8. Let ρ ∈ S≤(H) and let Π ∈ P(H) be a projector, then
P
(
ρ,ΠρΠ
) ≤√2 tr(Π⊥ρ)− tr(Π⊥ρ)2 ,
where Π⊥ := 1−Π is the complement of Π on H.
Proof. The generalized fidelity between the two states can be bounded
using tr(Πρ) ≤ tr(ρ) and ∣∣∣∣√ρ√ΠρΠ∣∣∣∣
1
= tr(Πρ), which follows from (3.4).
We have
F (ρ,ΠρΠ) ≥ tr(Πρ) + 1− tr(ρ) = 1− tr(Π⊥ρ) .
The desired bound on the purified distance follows from its definition.
3.4 Notational Conventions
We will often use the notation ρ ≈ε τ (in words, “ρ is ε-close to τ”) to say
that P (ρ, τ) ≤ ε, where ε 1 is a small parameter and ρ, τ ∈ S≤(H).
The following intuitive notational conventions will be used widely in
the following chapters and shortens many proofs. Let HAB be a bipar-
tite Hilbert space. If ρAB ∈ S≤(HAB) and ρ˜A ∈ S≤(HA) are defined, we
implicitly define ρ˜AB as the extension of ρ˜A that has minimum purified
distance to ρAB according to Corollary 3.6 and Lemma 3.7. This implies
that P (ρ˜AB, ρAB) = P (ρ˜A, ρB).
Generally, states with the same Greek letter will be treated in this way,
where the distance of the modified letter states (e.g. ρ˜, σˆ, τ¯) is always mea-
sured with regards to the unmodified letter state (e.g. ρ, σ, τ). Consistent
with that, if an extension is introduced that is not of minimum distance,
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we will always use another greek letter to denote it. Due to the argu-
ments above, it is usually sufficient to write P (ρ˜, ρ) without mentioning
the subspaces on which the states are compared.
These minimum distance extensions often inherit properties of the orig-
inal state. For the example discussed above, if ρ is classical on B then ρ˜ is
also classical on B. This follows directly from the monotonicity (cf. The-
orem 3.4) of the purified distance under trace non-increasing maps, since
P (M[ρ˜], ρ) = P (M[ρ˜],M[ρ]) ≤ P (ρ˜, ρ), where M measures in the classi-
cal basis of B and thus leaves ρ invariant. Using the same argument, one
can show that the minimum distance extension ρ˜AB lives in the subspace
HA ⊗ supp {ρB} of HAB.
Furthermore, if E : HA → HB is a trace non-increasing map and τB =
E[ρA], then, the definition of a state ρ˜ ≈ε ρ also implicitly defines a state
τ˜ = E[ρ˜A] ≈ε τ . This will often be used when E is an isometry. In
this case, we often give the states the same letter, for example if U =∑
x |x〉X ⊗ |x〉X′〈x|A is the isometry that purifies a projective measurement
of the system A in the basis {|x〉}, we use ρXX′ = UρAU † to denote the
mapped state.
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Min- and Max-Entropies
This chapter formally introduces the min- and max-entropies for quantum
states and discusses some of their properties. We provide a plethora of
different expressions for the min- and max-entropy and introduce the in-
terpretation of the min-entropy as a guessing probability. Moreover, we
explore the classical limits of the min- and max-entropy and investigate
their continuity and the concavity of the max-entropy.
4.1 Introduction and Related Work
We have seen in the introduction that generalizations of the classical Re´nyi
α-entropies [R6´1] can be used to characterize different information theo-
retic tasks in the one-shot setting. For a discrete probability distribution
PX over a set X , the Re´nyi α-entropies are defined as
Hα(X)P :=
1
1− α log
∑
x
PX(x)
α, where α ∈ (0, 1) ∪ (1,∞).
These entropies have a trivial generalization to the quantum setting, which,
for a state ρ ∈ S=(HA), is given as
Hα(A)ρ :=
1
1− α log tr
(
ραA
)
. (4.1)
The range of allowed α can be extended to include 0 and ∞ by taking the
respective limits of (4.1). This leads to the expressions
H∞(A)ρ := − log ||A||∞ and H0(A)ρ := log rank {ρA}.
Furthermore, taking the limit to α = 1 from both sides recovers the von
Neumann entropy ; hence, we set H1 ≡ H and have now defined a spectrum
of entropies for α ∈ [0,∞]. These entropies are monotonically decreasing
in the parameter α, i.e.
α ≥ β =⇒ Hα(A)ρ ≤ Hβ(A)ρ for all ρ ∈ S=(HA).
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One of the first questions to answer is now whether we need to con-
sider the whole spectrum of Re´nyi α-entropies for our framework for non-
asymptotic information theory. This was answered in the negative by
Renner and Wolf [RW04, RW05]. They show that if we allow a small vari-
ation of the state of the system — in the following called smoothing — these
entropies can be separated into three classes, the elements of each being
approximately equal. The three classes are: the von Neumann entropy,
the α-entropies with α < 1 and the α-entropies with α > 1.
To follow their argument, we define ε-smooth Re´nyi α-Entropies,
Hεα(A)ρ =
{
minρ˜ Hα(A)ρ˜ if α < 1
maxρ˜ Hα(A)ρ˜ if α > 1
, where 0 ≤ ε < 1
and the optimization in each case is over an ε-ball of close states, ρ˜ ≈ε ρ.
Note that we smooth in the direction of the von Neumann entropy in both
ranges, α < 1 and α > 1.
These entropies now satisfy the following inequalities. (The proof of
these statements can be adapted from results in [RW04, RW05].)
H2ε+ε
′
1/2 (A)ρ −
1
1−α log
2
ε2
≤ Hε+ε′α (A)ρ ≤ Hε
′
1/2(A)ρ + 2 log
2
ε2
(α < 1),
Hε+ε
′
∞ (A)ρ +
1
α−1 log
2
ε2
≥ Hε′α (A)ρ ≥ Hε
′
∞(A)ρ (α > 1). (4.2)
Note that the deviation terms in α and ε do not depend on properties
of the state. Hence, if the entropies are large enough, these terms will be
negligible in comparison.
On one hand, the second statement of Eq. (4.2) thus shows that smooth
Re´nyi entropies of order α > 1 are well approximated by the smooth Re´nyi
entorpy of order ∞. We choose the min-entropy , Hmin(A)ρ = H∞(A)ρ,
as the representative of this class of Re´nyi entropies. The choice of the
Re´nyi∞-entropy is motivated by its operational interpretation as a guess-
ing probability (see [KRS09] and Section 4.4) as well as the fact that its
quantum generalization has a simple form that can be expressed as a semi-
definite program.
On the other hand, the first statement of Eq. (4.2) implies that the
smooth Re´nyi entropies of order α < 1 are well approximated by the
smooth Re´nyi entropy of order 12 . We call this entropy the max-entropy ,
Hmax(A)ρ = H1/2(A)ρ. The choice of this entropy as a representative of
the class may seem arbitrary at this point. Indeed, it could be argued that
the Re´nyi entropy of order 0 is also a natural choice, as it characterizes
such tasks as the amount of memory needed to store the output of a source
perfectly in the one-shot setting.1 However, the choice of 12 is motivated
1In fact, the initial extension to the fully quantum setting was done for the Re´nyi
entropy of order 0 [Ren05].
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by the duality relation of the conditional min- and max-entropies, which
holds for this choice of the max-entropy (see [KRS09] and Lemma 4.1).
Conditional Re´nyi entropies can be defined in various ways. In analogy
with the von Neumann entropy, we might be tempted to define Hα(A|B) =
Hα(AB)−Hα(B). However, to the best of our knowledge, this definition is
not very useful to characterize information theoretic tasks in the one-shot
setting. In this chapter, we propose a natural generalization of the min-
entropy that is motivated by its operational interpretation as a guessing
probability. Our generalization of the max-entropy then follows immedi-
ately from the duality of the min- and max-entropies.
Quantum generalizations of the min- and max-entropies were first con-
sidered by Renner and Ko¨nig [RK05, Ren05] in order to investigate security
in quantum cryptography and related tasks, e.g. information reconciliation.
They considered a generalization of the Re´nyi-entropy of order 0 and two
variations of the conditional min-entropy as well as a different method
of smoothing than the one proposed in this thesis. The smooth entropy
framework has been consolidated since and we attempt to summarize the
most important results in this and the following chapter.
4.1.1 Main Results
The main result of this chapter is a collection of expressions for the quan-
tum conditional min- and max-entropies.
Result 2 (Expressions for the Min- and Max-Entropy). Let ρABC be a
pure quantum state, then
Hmax(A|C)ρ = log min
{∣∣∣∣ZC∣∣∣∣∞ : ZAC ∈ P(HAC) ∧ ρABC ≤ ZAC ⊗ 1B}
= log dA max
σ
F 2
(
ρAC , piA ⊗ σC
)
= log dA max
B → B′B′′
max
τ
F 2
(
ρAB′B′′ , γAB′ ⊗ τB′′
)
= log min
{
tr(σ) : σ ∈ P(HB) ∧ ρAB ≤ 1A ⊗ σB
}
= min
σ
log
∣∣∣∣σ−1/2B ρAB σ−1/2B ∣∣∣∣∞
= min
σ
inf
{
λ ∈ R : ρAB ≤ 2λ1A ⊗ σB
}
= −Hmin(A|B)ρ,
where σ, τ are quantum states and B → B′B′′ is an embedding.
In particular, this result can be interpreted as follows. The expression
maxB → B′B′′ maxτ F
(
ρAB′B′′ , γAB′ ⊗ τB′′
)
measures the fidelity with a state
that corresponds to an omniscient observer B = B′B′′ of the system A.
Any such observer necessarily controls a system B′ that is fully entan-
gled with the system A and may, in addition, control a system B′′ that
57
4. MIN- AND MAX-ENTROPIES
is uncorrelated with A. Moreover, the expression maxσ F
(
ρAC , piA ⊗ σC
)
measures the fidelity with a state that corresponds to an ignorant observer
of the system A. Such an observer C necessarily holds a state σC that
is product with the system A. Since these two quantitates are equal, we
find the following: For any pure state ρABC , the marginal ρAB is close to
an omniscient observer B of the system A if and only if ρAC is close to an
ignorant observer C of system A.
4.1.2 Outline
In Section 4.2 we formally introduce the conditional min- and max-entropies
and show how they can be expressed as semi-definite programs. We also
formally introduce the von Neumann entropy. In Section 4.3 we evaluate
the conditional min- and max-entropies for classical probability distribu-
tions, and in Section 4.4, we explore the interpretation of the min-entropy
as a guessing probability. Section 4.5 then discusses various properties
of the min- and max-entropy. Most importantly, we give first bounds on
the min- and max-entropies and show that these entropies are continuous
functions of the state.
4.2 Min- and Max-Entropies
4.2.1 The Min-Entropy
Here, we start with specific definitions of the min- and max-entropy and
then develop a variety of alternative expressions.
Definition 4.1. Let ρAB ∈ S≤(HAB). The min-entropy of A conditioned
on B of the state ρAB is
Hmin(A|B)ρ := maxσ sup
{
λ ∈ R : ρAB ≤ 2−λ1A ⊗ σB
}
, (4.3)
where the maximum is taken over all states σ ∈ S≤(HB).
Note that there exists a feasible λ only if supp {σB} ⊇ supp {ρB}.
However, if this condition on the support is satisfied, there exists a feasible
λ∗ = − log
∣∣∣∣σ−1/2B ρABσ−1/2B ∣∣∣∣∞ which achieves the supremum. The min-
entropy can thus alternatively be written as
Hmin(A|B)ρ = maxσ − log
∣∣∣∣σ−1/2B ρABσ−1/2B ∣∣∣∣∞, (4.4)
where we use the generalized inverse and the maximum is taken over all
σB ∈ S≤(HB) with supp {σB} ⊇ supp {ρB}.
We can also reformulate (4.3) as a semi-definite program (SDP). (Semi-
Definite Programs are introduced in Section 2.3.1.) For this purpose, we
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include 2−λ in σB and allow the new σB to be an arbitrary positive semi-
definite operator. The min-entropy is then given by
Hmin(A|B)ρ = − log min
{
tr(σ) : σ ∈ P(HB) ∧ ρAB ≤ 1A ⊗ σB
}
and the optimization problem thus has an efficient numerical solver. In
particular, we consider the SDP for the expression 2−Hmin(A|B)ρ .
primal problem dual problem
minimize : 〈1B, σB〉 maximize : 〈ρAB, XAB〉
subject to : 1A ⊗ σB ≥ ρAB subject to : trA(XAB) ≤ 1B
σB ∈ P(HB) XAB ∈ P(HAB)
(4.5)
Clearly, the dual problem has a finite solution; in fact, it is easy to verify
that 〈ρAB, XAB〉 ≤ tr(XAB) ≤ dB. Furthermore, there exists a σB > 0 with
1A⊗σB > ρAB. Hence, strong duality (Theorem 2.6) applies and the primal
and dual solution are equivalent.
Let us now investigate the dual problem more closely. We can replace
the inequality in the condition XB ≤ 1B by an equality since adding a posi-
tive part to XAB only increases 〈ρAB, XAB〉. Hence, XAB can be interpreted
as a Choi-Jamiolkowski state of a completely positive unital map (cf. Sec-
tion 2.1.5) from HB′ ∼= HA to HB. Let E† be that map, then
2−Hmin(A|B)ρ = max
E†
〈
ρAB,E
†[ΓAB′ ]
〉
= dA max
E
〈
E[ρAB], γAB′
〉
,
where the second maximization is over all TP-CPMs E from B to B′, i.e.
all super-operators whose adjoint is completely positive and unital from B′
to B. The fully entangled state γ = Γ/dA is pure and normalized, hence,
we can write [KRS09]
Hmin(A|B)ρ = − log dA max
E
F 2
(
E[ρAB], γAB′
)
, (4.6)
where the maximum is taken over all TP-CPMs from B to B′. (Note
that γ is defined as the fully entangled in an arbitrary but fixed basis of
HA ∼= HB′ . The expression is invariant under the choice of basis, since
the fully entangled states can be converted into each other by a unitary
appended to E.) We write F for the generalized fidelity, which corresponds
to the fidelity in this case as γ is normalized.
Alternatively, we can interpret XAB as the Choi-Jamiolkowski state of
a TP-CPM map from HA′ ∼= HB to HA. This immediately leads to the
relation
Hmin(A|B)ρ = − log dB max
E
〈
ρAB,E[γA′B]
〉
,
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where the maximization is over all TP-CPMs from A′ to A.
We may now decompose the TP-CPMs of (4.6) into their Stinespring
dilation: an isometry U : HB → HB′B′′ followed by a partial trace over
HB′ . Uhlmann’s theorem now implies that there exists an extension of
γAB′ to B
′′ such that F (UρABU †, γAB′B′′) = F (E[ρAB], γAB′). Since such
extensions of a pure state are necessarily of the form γAB′B′′ = γAB′ ⊗ τB′′ ,
we recover the following expression for the min-entropy
Hmin(A|B)ρ = − log dA max
B → B′B′′
max
τ
F 2
(
ρAB′B′′ , γAB′ ⊗ τB′′
)
, (4.7)
where the maximization is over all isometries from B to B′B′′ and states
τ ∈ S=(HB′′).
Using the expression in (4.7), the min-entropy can be interpreted as a
measure of distance to a state describing an observer B that is omniscient
about A. Such an observer must necessarily hold a state γ that is fully
entangled with A and may, in addition, hold an arbitrary state τ that
is uncorrelated with A. The min-entropy now evaluates the distance (in
terms of the fidelity) of ρ to the closest such state.
Finally, we introduce the quantity Ĥmin(A|B), which is a trivial lower
bound on Hmin(A|B) and is sometimes used instead of Hmin(A|B) [Ren05].
Ĥmin(A|B)ρ := − log
∣∣∣∣ρ−1/2B ρABρ−1/2B ∣∣∣∣∞ ≤ Hmin(A|B)ρ .
The inequality follows by the choice σB = ρB in (4.4). It has been shown
that the smooth versions of Ĥmin(A|B) and Hmin(A|B) are equivalent up
to terms in the smoothing paramter [TSSR11].
4.2.2 The Max-Entropy
We use the following definition of the max-entropy.
Definition 4.2. Let ρAB ∈ S≤(HAB). The max-entropy of A conditioned
on B of the state ρAB is
Hmax(A|B)ρ := maxσ log
∣∣∣∣√ρAB√1A ⊗ σB∣∣∣∣21, (4.8)
where the maximum is taken over all states σ ∈ S≤(HB).
Since the maximum is taken for normalized states σ ∈ S=(HB), we
may rewrite this as
Hmax(A|B)ρ = maxσ log dAF
2
(
ρAB, piA ⊗ σB
)
.
Contrasting this to the min-entropy in (4.7), the max-entropy can be seen
as a measure of proximity of ρ to a state describing an observer B that
is ignorant about A. Such an observer necessarily holds a state that is
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product with the state on A and the max-entropy evaluates the fidelity
with the closest such state.
Introducing an arbitrary purification ρABC of ρAB and applying Uhlmann’s
theorem, we rewrite this as the following optimization problem.
2Hmax(A|B)ρ = dA max
τ
〈ρABC |τABC |ρABC〉 ,
where τ has the marginal τAB = piA ⊗ σB for some σ ∈ S≤(HB). This is
the dual problem of the following SDP:
primal problem dual problem
minimize : µ maximize : 〈ρABC , YABC〉
subject to : µ1B ≥ trA(ZAB) subject to : trC(YABC) ≤ 1A ⊗ σB
ZAB ⊗ 1C ≥ ρABC tr(σB) ≤ 1
ZAB ∈ P(HAB) YABC ∈ P(HABC)
µ ≥ 0 σB ∈ P(HB)
Again, it is easy to verify that the dual problem has a finite solution. To
see this, note that tr(Y ) ≤ dA due to the constraints in the dual problem,
hence, the maximum cannot exceed dA for normalized states. Moreover, we
can easily construct a primal feasible solution with ZAB ⊗ 1C > ρABC and
µ1B > ZB. Hence, strong duality (Theorem 2.6) applies and the primal
and dual solution are equivalent.
The primal problem can be rewritten by noting that the optimization
over µ corresponds to evaluating the ∞-norm of ZB.
Hmax(A|B)ρ = log min
{∣∣∣∣ZB∣∣∣∣∞ : ZAB ⊗ 1C ≥ ρABC , ZAB ∈ P(HAB)} .
(4.9)
This can be used to prove upper bounds on the max-entropy. For
example, the quantity Ĥmax(A|B) — which is sometimes used instead of
the max-entropy [Ren05] — is an upper bound on Hmax(A|B).
Ĥmax(A|B)ρ := log maxσ tr(Π
ρAB1A ⊗ σB) ≥ Hmax(A|B)ρ .
This follows from (4.9) by the choice ZAB = Π
ρAB , which is the projector
onto the support of ρAB. Note also that smooth versions of Ĥmax(A|B)
and Hmax(A|B) are equivalent up to terms in the smoothing parame-
ter [TSSR11].
Furthermore, Ko¨nig et al. [KRS09] showed that the max-entropy can
be expressed as a min-entropy of the purified state.
Lemma 4.1. Let ρ ∈ S≤(HABC) be pure. Then,
Hmax(A|B)ρ = −Hmin(A|C)ρ.
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Proof. We show that 2Hmax(A|B)/dA = 2−Hmin(A|C)/dA using the expres-
sion (4.7) for the min-entropy and Def. 4.2 for the max-entropy, i.e. we
will show that
max
σ
∣∣∣∣√ρAB√piA ⊗ σB∣∣∣∣1 = maxC → C′C′′ maxτ ∣∣∣∣√ρAC′C′′√γAC′ ⊗ τC′′∣∣∣∣1,
where the maximization is over quantum states σ ∈ S≤(HB) and τC′′ ∈
S≤(HC′′) as well as embeddings C → C ′C ′′.
Due to Uhlmann’s theorem (3.3) and the fact that the fidelity cannot
decrease under partial trace, we have∣∣∣∣√ρAB√piA ⊗ σB∣∣∣∣1 = maxC → C′C′′ ∣∣∣∣√ρABC′C′′√γAC′ ⊗ ϕBC′′∣∣∣∣1
≤ max
C → C′C′′
max
τ
∣∣∣∣√ρAC′C′′√γAC′ ⊗ τC′′∣∣∣∣1,
where |ϕ〉 is any purification of σ and the fully entangled state |γ〉 purifies
the fully mixed state pi by definition. Since this holds for every σ, it
particularly holds when σ maximizes the fidelity in the definition of the
max-entropy. On the other hand,∣∣∣∣√ρAC′C′′√γAC′ ⊗ τC′′∣∣∣∣1 = max|ϕ〉 ∣∣∣∣√ρABC′C′′√γAC′ ⊗ ϕBC′′∣∣∣∣1
≤ max
σ
∣∣∣∣√ρAB√piA ⊗ σB∣∣∣∣1.
Since this holds for all embeddings C → C ′C ′′ and all states τ , it particu-
larly holds for the tuple that achieves the maximum fidelity in (4.7). Thus,
we established the equality of the two expressions.
4.2.3 The von Neumann Entropy
For completeness, we also define the von Neumann entropy for sub-normalized
states.
Definition 4.3. Let ρAB ∈ S≤(HAB). Then, the von Neumann entropy is
H (A|B)ρ := H(ρAB)−H(ρB) , where H(ρ) := − tr(ρ log ρ) .
We may rewrite this as an optimization problem. For any σ ∈ S≤(HB)
with tr(σ) ≤ tr(ρ), we find
H (A|B)ρ = tr
(
ρAB(1A ⊗ log σB − log ρAB)
)− tr (ρB(log σB − log ρB))
≥ tr (ρAB(1A ⊗ log σB − log ρAB)).
We used that the second term, the relative entropy tr(ρB(log σB − log ρB)),
is non-negative thanks to Klein’s inequality [Kle31]. Furthermore, the term
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vanishes for the choice σB = ρB. If we optimize the expression over all
σ ∈ S≤(HB) with tr(σ) ≤ tr(ρ), we therefore get
H (A|B)ρ = max
σ
tr
(
ρAB(1A ⊗ log σB − log ρAB)
)
. (4.10)
We have seen that the min- and max-entropy satisfy a duality relation
in Lemma 4.1. Here, we show that the von Neumann entropy also satisfies
a duality relation. Note that H(ρ) =
∑
i λi log
1
λi
is a function of the
eigenvalues {λi} of ρ only. Due to the Schmidt decomposition of any pure
state ρABC , it holds that
H (A|B)ρ = H(ρAB)−H(ρB) = H(ρC)−H(ρAC) = −H (A|C) . (4.11)
4.3 Relation to Classical Entropies
Here, we evaluate the min- and max-entropy for states on two classical
registers, X and Y . Their content is described by a joint probability
distribution PXY encoded in the state
ρXY =
∑
x,y
PXY (x, y) |x〉〈x|X ⊗ |y〉〈y|Y .
4.3.1 Classical Min-Entropy
In order to evaluate the min-entropy Hmin(X|Y )P = Hmin(X|Y )ρ for this
state, we consider the SDP for the min-entropy. We use the operators
σY =
∑
y
PXY (x
y
∗, y) |y〉〈y| and XAB =
∑
y
|xy∗〉〈xy∗| ⊗ |y〉〈y| ,
where xy∗ is the x that maximizes PXY (x, y) for a given y. It is easy to
verify that σY is primal feasible and XAB is dual feasible. Since they both
give the same (upper and lower, respectively) bound on the min-entropy,
we get the equality
Hmin(X|Y )P = − log
∑
y
PXY (x
y
∗, y) = − log
∑
y
PY (y) 2
−Hmin(X)Py ,
(4.12)
where Hmin(X)Py = log maxx P
y
X(x) is the min-entropy of X evaluated for
the conditional probability distribution P yX(x) = PXY (x, y)/PY (y).
4.3.2 Classical Max-Entropy
For the max-entropy Hmax(X|Y )P = Hmax(X|Y )ρ the calculation is a bit
more involved. First, note that we can assume that σY in the optimization
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of Def. 4.2 is classical in the same basis as ρY . If the fidelity F (ρXY , 1X⊗σY )
is maximal for a given σY , we can always measure both ρY and σY in the
classical basis of ρY . This operation cannot decrease the fidelity due to (3.2)
and the measured state σ∗Y thus achieves the optimum and is of the form
σ∗Y =
∑
y
QY (y) |y〉〈y| , where QY is a probability distribution.
Hence, we maximize over all probability distributions QY so that
Hmax(X|Y )P = max
QY
log
(∑
x,y
√
PXY (x, y)
√
QY (y)
)2
.
It is straightforward to verify — for example using the method of La-
grange multipliers — that the optimal QY is proportional to the map y 7→(∑
x
√
PXY (x, y)
)2
. Hence, if we insert the (normalized) optimal QY into
the above equation, we get
Hmax(X|Y )P = log
(∑
y
(∑
x
√
PXY (x, y)
)2)
= log
∑
y
PY (y) 2
Hmax(X)Py ,
where Hmax(X)Py = 2 log
∑
x
√
P yX(x) = H1/2(X)Py is the Re´nyi entropy
of order 1/2.
4.4 Guessing Probability
The classical min-entropy Hmin(X|Y )P in (4.12) can be interpreted as a
guessing probability . Consider an observer with access to Y . What is
the probability that this observer guesses X correctly, using his optimal
strategy? The optimal strategy of the observer is clearly to guess the x
with the highest probability conditioned on his observation y. As before,
we denote the probability distribution of x conditioned on a fixed y by P yX .
Then, the (average) guessing probability is given by∑
y
PY (y) max
x
P yX(x) = 2
−Hmin(X|Y )P (4.13)
It was noted by Ko¨nig et. al. [KRS09] that this interpretation of the
min-entropy extends to the case where Y is replaced by a quantum system
B and the allowed strategies include any measurement of B.
Consider a CQ-state ρXB =
∑
x PX(x)|x〉〈x| ⊗ ωxB with ωx ∈ S=(HB).
For states of this form, the expression in (4.6) simplifies to
2−Hmin(X|B)ρ = max
E
〈
ΓXB′
∣∣∑
x
PX(x) |x〉〈x| ⊗ E[ωxB]
∣∣ΓXB′〉
= max
E
∑
x
PX(x)
〈
x
∣∣E[ωxB]∣∣x〉 .
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This expression reaches its minimum when E is a measurement, i.e. a map
from B to a register HB′ ∼= HX . Moreover, the expression optimizes the
probability that E[ωxB] is mapped to |x〉 over all such measurement. We can
interpret |x〉B′ as the observer’s guess of the value x and thus 2−Hmin(X|B)ρ
is the guessing probability in the sense described above.1
4.5 Properties of the Min- and Max-Entropy
Many properties of the min- and max-entropies (and their smooth variants,
introduced in Section 5.2) can be derived from properties of the SDP for
the min-entropy, Eq. (4.5). Let us consider the functional ΦA|B : ρAB 7→
2−Hmin(A|B)ρ , given by the SDP, which we extend to arbitrary Hermitian
arguments K ∈ H(HAB). We use the shorthand notation Φ ≡ ΦA|B in the
following. We restate the SDP here for the convenience of the reader.
primal problem dual problem
minimize : 〈1B, σB〉 maximize : 〈KAB, XAB〉
subject to : 1A ⊗ σB ≥ KAB subject to : trA(XAB) ≤ 1B
σB ∈ P(HB) XAB ∈ P(HAB)
We may express the min- and max-entropies of A conditioned on B
of a pure state ρ ∈ S≤(HABC) as follows. The min-entropy is given as
Hmin(A|B)ρ = − log ΦA|B(ρAB) and the max-entropy as Hmax(A|B)ρ =
log ΦA|C(ρAC), by duality. The most important properties of the functional
Φ are listed in Table 4.1.
Some properties can be readily verified by close inspection of the SDP
and we will only provide their proof when necessary.
Proof of Property iii. The inequality follows from the fact that dual fea-
sibility of XAB is independent of the argument of Φ. Hence, if XAB is
optimal for K +L, we have Φ(K +L) = 〈K,X〉+ 〈L,X〉 ≤ Φ(K) + Φ(L).
For equality, consider the optimal primal for K + L, which we denote
σB. Then, Π
LBσBΠ
LB is primal feasible for L and ΠKBσBΠ
KB is primal
feasible for K. Hence, if these projectors are orthogonal, we have
Φ(K) + Φ(L) = tr((ΠKB + ΠLB )σB) ≤ tr(σ) = Φ(K + L).
Proof of Property vi. Let σB be the optimal primal for M . Then, E[σ] is
primal feasible for E[M ] since
1A ⊗ σB ≥MAB =⇒ 1A ⊗ E[σB] ≥ E[MAB] .
1Note that the special case when B is classical is recovered by setting E : |y〉 7→ |xy∗〉.
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Let K,L ∈ H(HAB) and M ∈ P(HAB).
i. Multiplication with scalar: Let λ ≥ 0. Then, Φ(λK) = λΦ(K).
ii. Monotonicity: K ≥ L =⇒ Φ(K) ≥ Φ(L).
iii. Sub-Additivity: Φ(K + L) ≤ Φ(K) + Φ(L). Furthermore, equality
holds if KB and LB have orthogonal support.
iv. Convexity: Φ(λK+(1−λ)L) ≤ λΦ(K)+(1−λ)Φ(L) for λ ∈ [0, 1].
v. Invariance under Isometries: Φ is invariant under local isometries
on the A or B system. Namely, ΦA′|B′
(
(U⊗V )K(U †⊗V †)) = Φ(K),
where U : HA → HA′ and V : HB → HB′ are isometries.
vi. Data Processing: Let E be a trace non-increasing CPM from B to
B′ and let F be a sub-unital CPM from A to A′ (F[1A] ≤ 1A′).
Then, we have ΦA|B′
(
E[M ]
) ≤ Φ(M) and ΦA′|B(F[M ]) ≤ Φ(M).
vii. Data Processing on Extension: Let E be a trace non-increasing
CPM from C to C ′. Then, Φ(E[M ]) ≤ Φ(M).
viii. Tensor Product: ΦA1A2|B1B2(L⊗K) = ΦA1|B1(L) ΦA2|B2(K).
Table 4.1: Properties of Φ.
Moreover, tr(E[σ]) ≤ tr(σ), concluding the proof of the first statement. To
prove the second statement, note that σ is primal feasible for F[M ] since
1A ⊗ σB ≥MAB =⇒ 1A′ ⊗ σB ≥ F[1A]⊗ σB ≥ F[MAB] ,
where we applied the defining property of sub-unital maps.
Proof of Property vii. Lemma A.1 establishes that trC(E[M ]) ≤ trC(M).
The property then follows from monotonicity.
Proof of Property viii. If σB1 is primal optimal for L and σB2 is primal
optimal for K, then σB1 ⊗ σB2 is primal feasible for L ⊗ K. Moreover,
if XA1B1 is dual optimal for L and XA2B2 is dual optimal for K, then
XA1B1 ⊗XA2B2 is dual feasible for L⊗K. Hence, the equality follows from
properties of the inner product.
4.5.1 First Bounds and Order
We first show the following technical lemma.
Lemma 4.2. Let K ∈ H(HAB), d∗A = rank {trB{K}+} ≤ dA and d∗B =
rank {trA{K}+} ≤ dB. Then,
1
d∗A
tr{K}+ ≤ Φ(K) ≤ min{d∗A, d∗B} tr{K}+.
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Proof. Using the eigenvalue decomposition K =
∑
i λi |ϕi〉〈ϕi| and Prop-
erties i. to iii., we find
Φ(K) ≤ Φ
( ∑
i:λi>0
λi ϕ
i
)
≤
∑
i:λi>0
λi Φ
(
ϕi
)
.
Since the ϕi are normalized and pure, we have, ϕi ≤ 1A ⊗ ΠϕiB and,
thus, σB = Π
ϕiB is primal feasible. This means that Φ(ϕi) ≤ tr(ΠϕiB ) =
tr(Πϕ
i
A) ≤ min{d∗A, d∗B}, where the equality follows from the Schmidt de-
composition and the latter inequality from
supp {ϕiB} ⊆ supp {trA{K}+} and supp {ϕiA} ⊆ supp {trB{K}+}.
This concludes the proof of the upper bound.
On the other hand, we use that
XAB =
1
d∗A
ΠtrB{K}+ ⊗ΠtrA{K}+ ≥ 1
d∗A
Π{K}+ .
is dual feasible. Hence, Φ(K) ≥ tr(KABXAB) ≥ 1d∗A tr{K}+.
Using these properties, we now establish bounds on the conditional
min- and max-entropies in terms of the support of the marginals of the
state. This also establishes that — for normalized states — the min-entropy
is always smaller than the von Neumann entropy, which is in turn smaller
than the max-entropy.
Proposition 4.3. Let ρAB ∈ S≤(HAB), d∗A = rank {ρA}, d∗B = rank {ρB}
and d∗AB = rank {ρAB}. Then, using t = 1/ tr(ρ), the following bounds
hold:
− log min{d∗A, d∗B} ≤ Hmin(A|B)ρ − log t
≤ tH (A|B)ρ
≤ Hmax(A|B)ρ + log t ≤ log min{d∗A, d∗AB}.
Proof. The lower bound on the min-entropy follows directly from Lem-
ma 4.2. To get the second inequality, we consider the tuple {σB, λ} that
optimizes the min-entropy in Def. 4.1. Hence, 1A ⊗ tr(ρ)σB ≥ tr(ρ)2λρAB.
We now plug tr(ρ)σB into (4.10), providing us with a lower bound on the
von Neumann entropy.
H (A|B)ρ ≥ tr
(
ρAB
(
1A ⊗ log
(
tr(ρ)σB
)− log ρAB))
≥ tr (ρAB( log ( tr(ρ)2λρAB)− log ρAB))
= tr(ρ)
(
λ+ log tr(ρ)
)
,
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where we used the operator monotonicity of the log function (cf. Sec-
tion 2.3.2) to get the second inequality. This establishes the second in-
equality of the statement of the lemma.
The third and fourth inequality follow symmetrically from the first
two inequalities applied to the marginal state ρAC of any purification
ρ ∈ S≤(HABC) of ρ together with the duality relations Hmax(A|B) =
−Hmin(A|C) and H (A|B) = −H (A|C). Note also that d∗C = d∗AB due
to the Schmidt decomposition.
For example, the above lemma implies that the min- and max-entropy
of normalized pure states is at most zero and that the min-entropy cannot
exceed the max-entropy for normalized states.
4.5.2 Continuity
For classical-quantum states, the operational interpretation of the condi-
tional min-entropy as a guessing probability (cf. [KRS09]) already implies
its continuity in the state. To see this, note that a discontinuity in the
guessing probability could be detected experimentally using a fixed num-
ber of trials (the number depending only on the required precision), hence
giving us the means to distinguish between arbitrarily close states for a
cost (in terms of the number of trials) independent of their distance. For
sufficiently close states, this would contradict the upper bound on the
distinguishing advantage, Eq. (3.1). Here, we make this statement more
precise.
Proposition 4.4. Let ρ, τ ∈ S≤(HAB) and δ := D(ρ, τ), then
∣∣Hmin(A|B)ρ −Hmin(A|B)τ ∣∣ ≤ δ dA min{dA, dB}ln 2 ·min{tr(ρ), tr(σ)} .
Proof. We use continuity of the functional Φ to obtain
Φ(τ) = Φ(ρ+ (τ − ρ)) ≤ Φ(ρ) + Φ(τ − ρ)
≤ Φ(ρ) + min{dA, dB} tr{τ − ρ}+ ≤ Φ(ρ) + min{dA, dB} δ . (4.14)
Note that Φ > 0 for all states in S≤(HAB). Taking the logarithm and using
the bound ln(a+ x) ≤ ln a+ xa , we find
log Φ(τ)− log Φ(ρ) ≤ δ min{dA, dB}
ln 2 · Φ(ρ) ≤ δ
dA min{dA, dB}
ln 2 · tr(ρ) .
The same argument also applies on exchange of ρ and τ and we obtain the
statement of the lemma by substituting Hmin(A|B)ρ = − log Φ(ρ).
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Remark 4.5. The above result is tight in the following sense: Consider a
system with Hilbert spaces HA and HB = HA′⊕HB′, where HA′ ∼= HA. Let
γAB be the normalized fully entangled state on HA⊗HA′ and σB ∈ S≤(HB′)
be orthogonal to γB. The choice ρ = piA ⊗ σB and τ = ρ + δγ for some
small δ > 0 leads to D(ρ, τ) = δ,
Φ(ρ) =
tr(ρ)
dA
and Φ(τ) = Φ(ρ) + δ min{dA, dB}.
Taking the logarithm (for small δ) leads to
log Φ(τ)− log Φ(ρ) ≈ δ min{dA, dB}
ln 2 · Φ(ρ) = δ
dA min{dA, dB}
ln 2 · tr(ρ) .
Proposition 4.4 implies that the conditional min-entropy is uniformly
(Lipschitz) continuous on the set of normalized states and in any ε-ball.
Since D(ρ, τ) ≤ P (ρ, τ), the bound also holds for δ = P (ρ, τ). Due to the
duality between min- and max-entropy, Lipschitz continuity in P (ρ, τ) also
follows for the max-entropy.
4.5.3 Conditioning on Classical Information
Let us, more generally, consider a general state between two quantum
systems, A and B, and a classical register, K. Such a state has the form
ρABK =
∑
k
pk |k〉〈k| ⊗ τkAB, where τk ∈ S≤(HAB) (4.15)
and {pk} is a probability distribution.
Proposition 4.6. Let ρ ∈ S≤(HABK) be of the form (4.15). Then,
Hmin(A|BK)ρ = − log
(∑
k
pk 2
−Hmin(A|B)τk
)
and
Hmax(A|BK)ρ = log
(∑
k
pk 2
Hmax(A|B)τk
)
.
Proof. The first statement follows directly from the sub-additivity of Φ,
Property ii., and the fact that the marginal states on the conditioning
system, τkB ⊗ |k〉〈k|, are orthogonal. Thus,
ΦA|BK(ρ) =
∑
k
pk ΦA|BK(τ
k ⊗ |k〉〈k|) =
∑
k
pk ΦA|B(τ
k).
Note that we can remove the trivial register K in the last expression since
Φ is invariant under the isometry τ 7→ τ ⊗ |k〉〈k|.
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The second statement follows by the duality relation of the min- and
max-entropy (Lemma 4.1). We consider purifications of τk on C and in-
troduce a purification of ρ as
|ρ〉
ABCKK′ =
∑
k
√
pk |τk〉ABC ⊗ |k〉K ⊗ |k〉K′ , (4.16)
where HK′ ∼= HK . Using this state and the fact that its marginal ρACK′ is
of the form (4.15), we find
Hmax(A|BK)ρ = −Hmin(A|CK ′)ρ = log
(∑
k
pk 2
−Hmin(A|C)τk
)
= log
(∑
k
pk 2
Hmax(A|B)τk
)
.
4.5.4 Concavity of the Max-Entropy
The following bounds follow directly from the above lemma and the con-
cavity of the log function. For a state of the form (4.15), we have
Hmin(A|BK)ρ ≤
∑
k
pkHmin(A|B)τk and
Hmax(A|BK)ρ ≥
∑
k
pkHmax(A|B)τk .
Moreover, Hmax(A|B)ρ = log ΦA|CKK′(ρ) ≥ log ΦA|CK′(ρ) = Hmax(A|BK)ρ
due to data processing of Φ applied to the purification of ρ given in (4.16).
Together with the fact that ρAB =
∑
k pk τ
k
AB, this implies that the max-
entropy is a concave function of the state.
Furthermore, we have seen that ΦA|B (which corresponds to the guess-
ing probability if A is classical) is convex in the state. However, numerical
evidence suggests that the min-entropy itself is neither concave nor convex
in the state.
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Chapter 5
Smooth Entropies
Smooth entropies are defined as optimizations of the min- and max-entropy
over a set of close states. In this chapter, based on [TCR10], we propose
that this closeness should be measured in terms of the purified distance.
This endows the smooth entropies with many useful properties, for example
invariance under isometries and a duality relation. Among many other
properties, we also show that the smooth entropies satisfy a data processing
inequality and chain rules.
5.1 Introduction and Related Work
Generally, smooth entropies are defined as optimizations of the underlying
entropy over a ball of states close to the state under consideration. In
particular, the smooth min- and max-entropies are defined as
Hεmin(A|B)ρ = max
ρ˜
Hmin(A|B)ρ˜ and Hεmax(A|C)ρ = min
ρ˜
Hmax(A|C)ρ˜,
where the optimization is over an ε-ball of states ρ˜ close to ρ. The con-
ditional smooth entropies for quantum states are first introduced by Ren-
ner [Ren05]. In this work, various properties of the smooth entropies are
shown, among them chain rules and various data processing inequalities.
It is important to note that the metric used in [Ren05] to define the
ε-ball was a generalization of the trace distance to sub-normalized states.
Subsequently, we found that a metric based on the fidelity would be more
suitable [Wul]. Using such a metric, we can always find extensions, due
to Uhlmann’s theorem, that are as close as their marginals. This property
does not hold for the trace distance metric used in [Ren05]. Note also
that Renner used a max-entropy based on the Re´nyi entropy of order 0 as
a basis for the smooth max-entropy and was thus unable to harness the
duality relation, which simplifies many proofs.
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5.1.1 Main Contributions
Using the purified distance as a metric, we are able to show many properties
of the smooth entropies in a much more direct way as compared to [Ren05].
In particular, this smoothing allows us extend the duality relation of the
min- and max-entropy (cf. Lemma 4.1) to ε-smooth entropies.
Result 3 (Duality Relation). For any ε ≥ 0 and ρABC pure, we have
Hεmin(A|B)ρ = −Hεmax(A|C)ρ.
Another result we want to highlight is a data processing inequality. It
states that the uncertainty about the A system gets at most larger when
we condition on less side information.
Result 4 (Data Processing Inequality). For any ε ≥ 0, we have
Hεmin(A|BC)ρ ≤ Hεmin(A|B)ρ and Hεmax(A|BC)ρ ≤ Hεmax(A|B)ρ.
This is a special case of a more general data processing inequality that
holds for any TP-CPM applied to the system we condition on.
This section also includes a variety of other results. For example, var-
ious properties of smooth entropies of classical registers are discussed and
should be very helpful in many applications. For example, we show that
the smoothing on registers can be restricted to valid classical states with-
out loss of generality. This implies that the smooth entropies are also
well-defined in their classical limit.
5.1.2 Outline
In Section 5.2, we introduce the smooth min- and max-entropies and show
several properties of the smoothing. Section 5.3 discusses some properties
of the smooth entropies, including their invariance under isometries and a
duality relation. One of the most striking properties, a generalized data
processing inequality, is shown in Section 5.4. Then, Section 5.5 explores
the properties of the smooth entropies of classical registers. Finally, Sec-
tion 5.6 summarizes some chain rules that were recently proven for the
smooth entropies.
5.2 Smooth Min- and Max-Entropies
The smooth entropies of a state ρ are defined as optimizations over the
min- and max-entropies of states ρ˜ ≈ε ρ, i.e. over states that are close to
ρ. Here, we define the smooth min- and max-entropies and explore some
properties of the smoothing. In particular, we show that our definition of
smoothing allows us to extend the duality relation of the min- and max-
entropy to the smooth entropies.
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5.2.1 The Smooth Entropies
We introduce sets of ε-close states that will then later be used to define
the smooth entropies.
Definition 5.1 (ε-Ball). Let ρ ∈ S≤(H) and 0 ≤ ε <
√
tr(ρ). We define
the ε-ball of operators on H around ρ as
Bε(H; ρ) := {τ ∈ S≤(H) : P (τ, ρ) ≤ ε}.
Furthermore, we define the ε-ball of pure states around ρ as Bεp(H; ρ) :=
{τ ∈ Bε(H; ρ) : rank {τ} = 1}.
For the remainder of this chapter, we will assume that ε is sufficiently
small so that ε <
√
tr(ρ) is always satisfied. Furthermore, if the Hilbert
space used is obvious from context, we will omit it and simply use the
notation Bε(ρ). We now list some properties of this ε-ball that come in
addition to the properties of the underlying purified distance metric.
i. The set Bε(H; ρ) is compact and convex.
Proof. The set is closed and bounded, hence compact. For convexity,
we require that, for any λ ∈ [0, 1] and σ, τ ∈ Bε(ρ), the state ω :=
λσ + (1 − λ)τ is also in Bε(ρ). We define ωˆ = ω ⊕ (1− trω) and
analogously ρˆ, σˆ and τˆ . Thus, ωˆ = λσˆ + (1 − λ)τˆ by linearity. By
assumption, we have F (σˆ, ρˆ) ≥ √1− ε2 and F (τˆ , ρˆ) ≥ √1− ε2. We
use the concavity of the fidelity (cf. [NC00], Section 9.2.2) to find
P (ω, ρ) =
√
1− F (ωˆ, ρˆ)2
=
√
1− F (λσˆ + (1−λ)τˆ , ρˆ)2
≤
√
1− (λF (σˆ, ρˆ) + (1−λ)F (τˆ , ρˆ))2 ≤ ε .
Therefore, ω ∈ Bε(ρ), as required.
ii. Normalized states in Bε(H; ρ) are not distinguishable from a normal-
ized state ρ with probability more than 12(1 + ε).
Proof. By Proposition 3.3, τ ∈ Bε(ρ) implies D(τ, ρ) ≤ P (τ, ρ) ≤ ε.
The statement then follows from (3.1).
iii. The ball grows monotonically in the smoothing parameter ε, namely
ε < ε′ =⇒ Bε(H; ρ) ⊂ Bε′(H; ρ). Furthermore, B0(H; ρ) = {ρ}.
The smooth entropies are now defined as follows.
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Definition 5.2 (Smooth Entropies). Let ρ ∈ S≤(HAB) and ε ≥ 0. Then,
we define the ε-smooth min- and max-entropies of A conditioned on B of
the state ρ as
Hεmin(A|B)ρ := max
ρ˜
Hεmin(A|B)ρ˜ and
Hεmax(A|B)ρ := min
ρ˜
Hεmax(A|B)ρ˜,
where the optimization is over all states ρ˜ ∈ Bε(ρAB) in both cases.
Note that the extrema can be achieved due to compactness of the ε-ball
(cf. Property i.). We usually use ρ˜AB to denote the state that achieves the
extremum, e.g., for the min-entropy, there exists a state ρ˜AB ∈ Bε(ρAB)
such that Hεmin(A|B)ρ = Hmin(A|B)ρ˜. The state ρ˜ is ε-indistinguishable
from ρ in the sense described in Property ii. Moreover, the smooth min-
entropy is monotonically increasing in ε due to Property iii. of the ε-
ball and we recover the non-smooth min-entropy in the limit ε = 0, i.e.
H0min(A|B)ρ = Hmin(A|B)ρ. Similarly, the smooth max-entropy is mono-
tonically decreasing in ε and H0max(A|B)ρ = Hmax(A|B)ρ.
If ρABC is normalized, the optimization problems defining the smooth
min- and max-entropies can be formulated as SDPs. To see this, note that
the restrictions on the smoothed state ρ˜ are linear in the purification ρABC
of ρ. In particular, consider the condition P (ρ, ρ˜) ≤ ε on ρ˜, or, equivalently,
F 2(ρ, ρ˜) ≥ 1 − ε2. If ρABC is normalized, then the squared fidelity can be
expressed as F 2(ρ, ρ˜) = tr(ρABC ρ˜ABC).
We give the primal of the SDP for 2−Hεmin(A|B)ρ as an example. This
SDP is parametrized by an (arbitrary) purification ρ ∈ S=(HABC).
primal problem
minimize : 〈1B, σB〉
subject to : 1A ⊗ σB ≥ trC(ρ˜ABC)
tr(ρ˜ABC) ≤ 1
tr(ρ˜ABCρABC) ≥ 1− ε2
ρ˜ABC ∈ P(HABC)
σB ∈ P(HB)
This program allows us to efficiently compute the smooth min-entropy.
5.2.2 Remarks on Smoothing
For both the smooth min- and max-entropy, we can restrict the optimiza-
tion in Def. 5.2 to states in the support of ρA ⊗ ρB.
Proposition 5.1. For any state ρ ∈ S≤(HAB), there exist optimal states
ρ˜, ρ¯ ∈ Bε(ρAB) in supp {ρA}⊗supp {ρB} such that Hεmin(A|B)ρ = Hmin(A|B)ρ˜
and Hεmax(A|B)ρ = Hmax(A|B)ρ¯.
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Proof. Let ρABC be any purification of ρ on C, where HC ∼= HAB. More-
over, let Π = ΠρA ⊗ ΠρB be the projector onto the support of ρA ⊗ ρB.
Recall that we can express the min- and max-entropies in terms of the
functional Φ, i.e.
Hmin(A|B)ρ = − log Φ(ρ) and Hmax(A|B)ρ = log ΦA|C(ρ). (5.1)
For the min-entropy, first consider any state ρ˜′ ∈ Bε(HAB, ρAB) that
achieves the maximum in Def. 5.2, i.e. Hεmin(A|B)ρ = − log Φ(ρ˜′). We
have Φ(ρ˜′) ≥ Φ(Πρ˜′Π) due to the data processing property of Φ (Prop-
erty vi.). This implies that projecting onto Π will not decrease the min-
entropy. Moreover, since ρ = ΠρΠ, we find P (Πρ˜′Π, ρ) ≤ P (ρ˜′, ρ) ≤ ε due
to the monotonicity of the purified distance under trace non-increasing
maps. Hence, ρ˜ = Πρ˜′Π ∈ Bε(ρAB) and, thus, necessarily Hmin(A|B)ρ˜ =
Hεmin(A|B)ρ.
For the max-entropy, consider a state ρ¯′ ∈ Bε(ρABC) whose marginal
achieves the minimum in Def. 5.2. (Note that every ρ¯AB ∈ S≤(HAB) has a
purification in this ε-ball around ρABC due to Theorem 3.5.) Thus,
Hεmax(A|B)ρ = log ΦA|C(ρ¯′) ≥ log ΦA|C(ΠρA ρ¯′ΠρA) ≥ log ΦA|C(Πρ¯′Π).
Here, the first inequality follows from the data processing property of Φ
(property v.) and the second one from data processing on the purifying
system (Property vii.). Since ρ¯ = Πρ¯′Π ∈ Bε(ρABC), we get Hmax(A|B)ρ¯ =
Hεmax(A|B)ρ.
Note that these optimal states are not necessarily normalized. In fact,
it is in general not possible to find a normalized state in the support of
ρA ⊗ ρB that achieves the optimum. However, if ρ is normalized, we can
always find normalized optimal states if we embed the systems A and B
into large enough Hilbert spaces that allow smoothing outside the support
of ρA⊗ρB. For the min-entropy, this is intuitively true since adding weight
in a space orthogonal to A, if sufficiently diluted, will neither affect the
min-entropy nor the purified distance. For the max-entropy, the result
follows from the duality of the entropies.
Lemma 5.2. Let ρ ∈ S=(HAB). Then, there exists an embedding from HA
to HA′ and a normalized state ρˆA′B ∈ Bε(ρA′B) such that Hmin(A′|B)ρˆ =
Hεmin(A|B)ρ. Moreover, there exist embeddings HA to HA′ and HB to HB′
and a state ρˆA′B′ ∈ Bε(ρA′B′) such that Hmax(A′|B′)ρˆ = Hεmax(A|B)ρ.
Proof. To prove the property for the min-entropy, let {ρ˜AB, σB} be such
that they maximize the smooth min-entropy λ = Hεmin(A|B)ρ, i.e. we have
ρ˜AB ≤ 2−λ1A⊗σB. Then we introduce an auxiliary Hilbert space HA¯ with
dimension dA¯ to be defined and embed HA into HA′ ∼= HA⊕HA¯. The state
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ρˆA′B = ρ˜AB ⊕ (1 − tr ρ˜)piA¯ ⊗ σB, where piA¯ = 1A¯/dA¯, satisfies the required
conditions. We have
ρˆA′B = ρ˜AB ⊕ (1− tr ρ˜)piA¯ ⊗ σB ≤ 2−λ(1A ⊕ 1A¯)⊗ σB
if 2λ(1 − tr ρ˜) ≤ 2λε ≤ dA¯, i.e. if dA¯ is chosen large enough. This implies
that the Hmin(A
′|B)ρˆ of ρˆ is at least λ. Moreover, F (ρˆ, ρ) = F (ρ˜, ρ) is not
affected by adding weight into an orthogonal subspace.
The equivalent statement for the max-entropy follows by duality. For
any purification ρABC , we have H
ε
max(A|B)ρ = −Hεmin(A′|C)ρˆ. The state ρˆ
has a purification on B′ (in fact, this defines the embedding) that is ε-close
ρA′B′C . Hence, the result follows.
5.3 Properties of the Smooth Entropies
5.3.1 Invariance under Isometries
The ε-smooth min- and max-entropies are independent of the Hilbert
spaces used to represent the density operator locally, as the following
lemma shows.
Proposition 5.3. Let ε ≥ 0 and ρAB ∈ S≤(HAB). Then, for all embed-
dings HA → HA′ and HB → HB′, the embedded state ρA′B′ satisfies
Hεmin(A|B)ρ = Hεmin(A′|B′)ρ and Hεmax(A|B)ρ = Hεmax(A′|B′)ρ .
Proof. Let U : HA → HA′ and V : HB → HB′ be above-mentioned em-
beddings and let ρABC be a purification of ρ. We also introduce the state
ρA′B′C = (U ⊗ V )ρABC(U † ⊗ V †), which purifies ρA′B′ .
We first consider the special case ε = 0. The property for the min-
entropy then follows directly from the invariance of Φ, i.e. ΦA|B(ρAB) =
ΦA′|B′(ρA′B′). For the max-entropy, we use ΦA|C(ρAC) = ΦA′|C(ρA′C), which
establishes the equivalence of the max-entropies expressed in terms of the
purifications ρABC and ρA′B′C , respectively.
To extend this to ε > 0, we apply the following argument separately
to the statement for the smooth min-entropy and the statement for the
smooth max-entropy. The argument for the min-entropy goes as fol-
lows. We first introduce states ρˆAB ∈ Bε(supp {ρA ⊗ ρB}; ρAB) and ρ¯A′B′ ∈
Bε(supp {ρA′ ⊗ ρB′}; ρA′B′) that maximize Hεmin(A|B) and Hεmin(A′|B′), re-
spectively (cf. Proposition 5.1). Since the purified distance is non-increasing
under trace non-increasing CPMs (cf. Theorem 3.4), we immediately find
that
ρˆA′B′ = (U ⊗ V )ρˆAB(U † ⊗ V †) ∈ Bε(HA′B′ ; ρA′B′)
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is a candidate for the optimization of Hεmin(A
′|B′). Hence,
Hεmin(A
′|B′)ρ ≥ Hmin(A′|B′)ρˆ = Hmin(A|B)ρˆ = Hεmin(A|B)ρ .
The same argument applies in the converse direction. There, we define ρ¯AB
as the pre-image of ρ¯A′B′ under the isometry U ⊗V . (This is possible since
ρ¯A′B′ lies in the support of ρA′ ⊗ ρB′ and, thus, in the image of U ⊗ V .)
This establishes
Hεmin(A|B)ρ ≥ Hmin(A|B)ρ¯ = Hmin(A′|B′)ρ¯ = Hεmin(A|B)ρ .
Therefore, equality holds.
Note that the above extension of a non-smooth argument to a smooth
argument is quite generic and only relies on the monotonicity of the purified
distance under trace non-increasing maps. We will often use variations of
the above technique to lift proofs for ε = 0 to ε > 0.
5.3.2 Duality of Smooth Entropies
The duality relation in Lemma 4.1 extends to smooth entropies.
Theorem 5.4. Let ε ≥ 0 and let ρ ∈ S≤(HABC) be pure. Then,
Hεmax(A|B)ρ = −Hεmin(A|C)ρ .
Proof. According to Proposition 5.3, the smooth entropies are invariant
under embeddings. Let ρABC′ be an embedding of ρABC into a space HAB⊗
HC′ with dim {HC′} = max{dC , dAB}. Then,
Hεmax(A|B)ρ = min
ρ˜∈Bε(ρAB)
Hmax(A|B)ρ˜ = min
ρ˜∈Bεp(ρABC′ )
Hmax(A|B)ρ˜
= − max
ρ˜∈Bεp(ρABC′ )
Hmin(A|C ′)ρ˜ ≥ − max
ρ˜∈Bε(ρAC′ )
Hmin(A|C ′)ρ˜
= −Hεmin(A|C ′)ρ = −Hεmin(A|C)ρ .
We used that HC′ is chosen large enough to accommodate all purifications
of states ρ˜ ∈ Bε(ρAB) (cf. Theorem 3.5). However, this also means that
not all purifications of states ρ˜AC′ ∈ Bε(ρAC′) can be found in Bεp(ρABC′),
which leads to the inequality.
On the other hand, we may consider the embedding ρAB′C into a space
HAC ⊗HB′ with dim {HB′} = max{dB, dAC}. Then, using the same argu-
ments as above,
Hεmax(A|B)ρ = Hεmax(A|B′)ρ = min
ρ˜∈Bε(ρAB′ )
Hmax(A|B′)ρ˜
≤ min
ρ˜∈Bεp(ρAB′C)
Hmax(A|B′)ρ˜ = − max
ρ˜∈Bεp(ρAB′C)
Hmin(A|C)ρ˜
= − max
ρ˜∈Bε(ρAC)
Hmin(A|C)ρ˜ = −Hεmin(A|C)ρ .
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5.3.3 Relation between Smooth Entropies
We have established in Proposition 4.3 that the min-entropy cannot exceed
the max-entropy for normalized states. Here, this result is extended to
smooth entropies. (See also [VDTR12] for an alternative proof, which
inspired the one provided here.)
Proposition 5.5. Let ρ ∈ S=(HAB) and ε, ε′ ≥ 0 s.t. ε+ ε′ < 1. Then,
Hεmin(A|B)ρ ≤ Hε
′
max(A|B)ρ + log
1
1− (ε+ ε′)2 .
Proof. First, note that we can always embed HA into a larger space HA′
such that there exists a normalized state ρ˜A′B ∈ Bε(ρA′B) that maximizes
Hεmin(A
′|B) = Hεmin(A|B) (cf. Lemma 5.2). Similarly, by duality, there
exists a normalized state ρ¯A′B′ ∈ Bε′(ρA′B′) that minimizes Hε′max(A′|B′) =
Hε
′
max(A|B). The system B′ contains B and the purification of the addi-
tional weight introduced to normalize the dual smooth min-entropy.
Hence, by definition of the smooth min-entropy, there exists a state
σ ∈ S=(HB′) such that ρ˜A′B′ ≤ 2−λ1A′ ⊗ σB′ with λ = Hεmin(A′|B′)ρ.
Thus,
Hε
′
max(A|B)ρ = Hε
′
max(A
′|B′)ρ ≥ log
∣∣∣∣√ρ¯A′B′√1A′ ⊗ σB′∣∣∣∣21
≥ λ+ log ∣∣∣∣√ρ¯A′B′√ρ˜A′B′∣∣∣∣21 = λ+ log (1− P 2(ρ¯A′B′ , ρ˜A′B′))
≥ Hεmin(A|B)ρ − log
1
1− (ε+ ε′)2 .
The first inequality follows from the definition of the smooth max-entropy,
together with the fact that we took a particular σ instead of optimizing
over all σ. The second inequality is a simple application of the operator
inequality that defines Hεmin(A
′|B). Finally, the triangle inequality for the
purified distance establishes P (ρ¯, ρ˜) ≤ ε+ ε′.
Remark 5.6. The term − log (1− (ε+ ε′)2) can be reduced by the use of
Eq. (3.8) instead of the triangle inequality for the purified distance. Hence,
Hεmin(A|B)ρ ≤ Hε
′
max(A|B)ρ + log
1
1−
(
ε
√
1− ε′2 + ε′√1− ε2
)2 .
The range of allowed pairs {ε, ε′} is extended to those satisfying arcsin(ε)+
arcsin(ε′) < pi2 . In particular, this means that the term is finite if we choose
ε′ = 1− ε, for any 0 < ε < 1. (See also Figure 3.1.)
Proposition 5.5 implies that smoothing states that have similar min-
and max-entropies has almost no effect. More precisely, let ρ ∈ S=(HAB)
be such that Hmin(A|B)ρ = Hmax(A|B)ρ − δ. Then,
Hεmin(A|B)ρ ≤ Hmax(A|B)ρ − log(1− ε2) = Hmin(A|B)ρ + δ − log(1− ε2).
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For δ = 0, this inequality is tight. Note that the smoothed state ρ˜ =
ρ(1 − ε2) ≈ε ρ reaches equality in this case. A corresponding inequality
can be derived for the smooth max-entropy.
5.4 Data Processing Inequalities
We expect measures of uncertainty about the system A given side infor-
mation B to be non-decreasing under local physical operations (e.g. mea-
surements or unitary evolutions) applied to the B system. Such operations
can be described most generally by TP-CPMs. Here, we show that the
smooth entropies, Hεmin(A|B) and Hεmax(A|B), have this property.
Another data processing inequality concerns rank-1 projective mea-
surements of the system A. Such measurements can be described in
terms of an orthonormal basis {|x〉} of HA and a measurement TP-CPM
M∈ T (HA,HX) from HA to HX ∼= HA, which maps ρ to
∑
x〈x|ρ|x〉 |x〉〈x|.
We expect that the uncertainty about the system A as well as the smooth
entropies, Hεmin(A|B) and Hεmax(A|B), do not decrease when such a mea-
surement is executed on the A system.
In fact, we show a more general theorem that encompasses the two
example data processing properties above. (Note, in particular, thatM is
a unital map.)
Theorem 5.7 (Generalized Data Processing). Let ε ≥ 0 and ρ ∈ S≤(HABC).
Moreover, let E be a sub-unital and trace non-increasing CPM from HA to
H′A, let F be a trace non-increasing CPM from HB to HB′ and let G be
a trace non-increasing CPM from HC to HC′. Then, the state τA′B′C′ =
(G ◦ F ◦ E)[ρABC ] satisfies
Hεmin(A|B)ρ ≤ Hεmin(A′|B′)τ .
Furthermore, if E, F and G are also trace preserving, then
Hεmax(A|B)ρ ≤ Hεmax(A′|B′)τ .
Proof. We first prove the result for the smooth min-entropy. Let ρ˜ ∈
Bε(ρAB) be the state that maximizes the smooth min-entropy. Then, data
processing of Φ (Properties vi. and vii.) implies
Hεmin(A|B)ρ = Hmin(A|B)ρ˜
= − log ΦA|B(ρ˜)
≤ − log ΦA′|B′
(
(F ◦ E)[ρ˜])
≤ − log ΦA′|B′
(
(G ◦ F ◦ E)[ρ˜]) .
We now introduce the state τ˜ = (G ◦F ◦ E)[ρ˜], which is ε-close to τ due to
the monotonicity of the purified distance under trace non-increasing maps
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(cf. Theorem 3.4). Thus, we conclude
Hεmin(A|B)ρ ≤ − log ΦA′|B′(τ˜) = Hmin(A′|B′)τ˜ ≤ Hεmin(A′|B′)τ .
To prove the result for the max-entropy, we take advantage of the
Stinespring dilation of two TP-CPM maps E and F. Namely, we introduce
the isometries U : A→ A′A′′ and V : B → B′B′′ and the state τA′A′B′B′′ =
(U ⊗ V )ρAB(U † ⊗ V †) of which τA′B′ is a marginal. Let τ˜ ∈ Bε(τA′A′′B′B′′)
be the state that minimizes the smooth max-entropy Hεmax(A
′|B′)τ . Then,
Hεmax(A
′|B′)τ = max
σ
log
∣∣∣∣√τ˜A′B′√1A′ ⊗ σB′∣∣∣∣21
≥ max
σ
log
∣∣∣∣√τ˜A′B′√trA′′(ΠA′A′′)⊗ σB′∣∣∣∣21 . (5.2)
We introduced the projector ΠA′A′′ = UU
† onto the image of U , which
exhibits the following property due to the fact that E is sub-unital:
trA′′(Π) = trA′′(U1AU
†) = E[1A] ≤ 1A′ .
The inequality in (5.2) is then a result of the fact that the fidelity is non-
increasing when an argument A is replaced by a smaller argument B ≤ A.
(Property v. of the fidelity). Next, we use the monotonicity of the fidelity
under partial trace (3.2) to bound (5.2) further.
Hεmax(A
′|B′)τ ≥ max
σ
log
∣∣∣∣√τ˜A′A′′B′B′′√ΠA′A′′ ⊗ σB′B′′∣∣∣∣21
= max
σ
log
∣∣∣∣√ΠA′A′′ τ˜A′A′′B′B′′ΠA′A′′√1A′A′′ ⊗ σB′B′′∣∣∣∣21
= Hmax(A
′A′′|B′B′′)τˆ .
Finally, we note that the projector τˆ = Πτ˜Π ∈ Bε(ρA′A′′B′B′′) due to the
monotonicity of the purified distance under trace non-increasing maps.
Hence, we establishedHεmax(A
′|B′)τ ≥ Hεmax(A′A′′|B′B′′)τ = Hmax(A|B)ρ,
where the last equality follows due to the invariance of the max-entropy
under embeddings (Proposition 5.3).
Note that a generalization of the data processing results to trace non-
increasing maps is not possible for the max-entropy. For example, the
max-entropy can decrease when a projection is applied to the B system.
5.5 Classical Information
Here we discuss smooth entropies of quantum states that encode partially
classical information. To maintain full generality in the following argu-
ments, we consider states on a four-partite system composed of X, Y , A
and B, where X and Y are classical registers. The smooth entropies are
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evaluated for the classical register X and the quantum register A condi-
tioned on classical side information Y and quantum side information B.
In the following, we say that the state ρ ∈ S≤(HXYAB) is classical-
classical-quantum-quantum (CCQQ) if it can written in the form
ρXYAB =
∑
x,y
pxy |x〉〈x|X ⊗ |y〉〈y|Y ⊗ ωxyAB , where ωxyAB ∈ S≤(HAB), (5.3)
the kets {|x〉}, {|y〉} are orthonormal bases of HX and HY , respectively,
and {pxy} is a probability distribution. This state has the property that it
remains invariant under a projective measurement of X in the basis {|x〉}
and under a projective measurement of Y in the basis {|y〉}. Formally, we
define measurement TP-CPMs
MX : ρ 7→
∑
x
〈x|ρ|x〉
X
|x〉〈x|X and MY : ρ 7→
∑
y
〈y|ρ|y〉
Y
|y〉〈y|Y (5.4)
and note that MX [ρ] = MY [ρ] = ρ. Furthermore, given an arbitrary state
τ ∈ S≤(HXYAB), it is easy to verify that the measured state (MY ◦MX)[τ ]
is of CCQQ form (5.3).
Partially classical states of the form (5.3) can be purified in a way
that preserves their structure. For this, we introduce purifying Hilbert
spaces HX′ ∼= HX , HY ′ ∼= HY and HC ∼= HAB. Then, one may purify
the states ωxyAB individually on S≤(HABC), which allows us to write down
a purification |ρ〉 ∈ HXX′Y Y ′ABC of the form
|ρ〉
XX′Y Y ′ABC =
∑
x,y
√
pxy |x〉X ⊗ |x〉X′ ⊗ |y〉Y ⊗ |y〉Y ′ ⊗ |ωxy〉ABC . (5.5)
It is easy to verify that purifications of this form commute with the
following projectors,
ΠXX′ :=
∑
x
|x〉〈x|X⊗|x〉〈x|X′ and ΠY Y ′ :=
∑
y
|y〉〈y|Y ⊗|y〉〈y|Y ′ . (5.6)
In the converse, any state τ ∈ S≤(HXX′Y Y ′AB) that commutes with both
ΠXX′ and ΠY Y ′ has a CCQQ marginal τXYAB. We say that the two systems
X and X ′ as well as Y and Y ′ are coherent classical pairs.
Some important properties of min- and max-entropies of coherent clas-
sical states are discussed in Appendix A, Section A.2 and will be used in
the following.
5.5.1 Smoothing of Classical States
First, we show that — in order to smooth min- and max-entropies — it is
sufficient to consider a ball of close states that are classical on the same
subsystems as the original state. This is formalized in the following propo-
sition.
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Proposition 5.8 (Classical Smoothing). Let ρ ∈ S≤(HXYAB) be classical
on X and Y and let ε ≥ 0. Then, there exist states ρ¯, ρ˜ ∈ Bε(ρ) that are
classical on X and Y such that
Hεmin(XA|Y B)ρ = Hmin(XA|Y B)ρ¯ and
Hεmax(XA|Y B)ρ = Hmax(XA|Y B)ρ˜ .
Proof. We first prove the statement for the min-entropy. By definition
of the smooth min-entropy, there exists a state ρˆ ∈ Bε(ρ) such that
Hεmin(XA|Y B)ρ = Hmin(XA|Y B)ρˆ. We propose the CCQQ state ρ¯ =
(MX ◦MY )[ρˆ] using the measurement in (5.4) as a candidate. Due to the
data processing inequalities in Theorem 5.7, we have
Hmin(XA|Y B)ρˆ ≤ Hmin(XA|Y B)ρ¯ .
Furthermore, ρ¯ ≈ε ρ due to Theorem 3.4 and, hence, ρ¯ satisfies all condi-
tions of the proposition.
To prove the statement for the max-entropy, we consider the dual prob-
lem for the min-entropy using the purification |ρ〉 in (5.5). Namely, we need
to show that there exists a state ρ˜ ∈ Bε(ρ) that satisfies
Hεmin(XA|X ′Y ′C)ρ = Hmin(XA|X ′Y ′C)ρ˜ ,
commutes with ΠXX′ , and is classical on Y
′. Due to the first part of this
lemma, there exists a state ρˆ ∈ Bε(ρ) such that Hεmin(XA|X ′Y ′C)ρ =
Hmin(XA|X ′Y ′C)ρˆ and ρˆ is classical on Y ′. We propose the state ρ˜ =
ΠXX′ ρˆΠXX′ as a candidate. Then, Lemma A.3 and Theorem 3.4 establish
that ρ˜ satisfies all conditions, which conclude the proof.
5.5.2 Entropy of Classical Information
Here, we bound the smooth entropies of a classical system X. For full
generality, we consider the state ρXAB, which is simply the state (5.3) with
trivial classical subsystem Y .
Proposition 5.9. Let ρ ∈ S≤(HXAB) be classical on X and let 0 ≤ ε < 1.
Then,
Hεmin(A|B)ρ ≤ Hεmin(XA|B)ρ ≤ Hεmin(A|B)ρ + log dX and (5.7)
Hεmax(A|B)ρ ≤ Hεmax(XA|B)ρ ≤ Hεmax(A|B)ρ + log dX . (5.8)
Proof. To show the first inequality of (5.7), we consider the dual problem
for the max-entropy. Namely, we need to show that
Hεmax(XA|X ′C)ρ ≤ Hεmax(A|CXX ′)ρ
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for the state ρXX′AC that is coherent classical between X and X
′. To
do this, note that there exists a ρ˜ ∈ Bε(ρ) with Hεmax(A|CXX ′)ρ =
Hmax(A|CXX ′)ρ˜ that has support on supp {ρA}⊗supp {ρXX′C} (cf. Propo-
sition 5.1) and, thus, commutes with ΠXX′ . The first inequality now follows
after we apply Lemma A.4 to ρ˜ and realize that
Hεmax(XA|X ′C)ρ ≤ Hmax(XA|X ′C)ρ˜ ≤ Hmax(A|XX ′C)ρ˜ .
Since smoothing can be restricted to states that are classical on X
(cf. Proposition 5.8), there exist states ρ¯ ∈ Bε(ρ) and σ ∈ S=(HB) such
that
ρ¯XAB =
∑
x
p¯x |x〉〈x|X ⊗ τ¯xAB ≤ 2−H
ε
min(XA|B)ρ 1XA ⊗ σB .
Since both sides of the inequality are block diagonal in X, this implies that
∀x : p¯x τ¯xAB ≤ 2−H
ε
min(XA|B)ρ 1A ⊗ σB
=⇒ ρ¯AB =
∑
x
p¯x τ¯
x
AB ≤ dX 2−H
ε
min(XA|B)ρ 1A ⊗ σB .
This implies the second inequality of (5.7).
The first inequality of (5.8) is equivalent to the statement
Hεmin(A|XX ′C)ρ ≥ Hεmin(XA|X ′C)ρ
for a state ρ that is coherent classical between X and X ′. The inequality
then follows directly from Lemma A.3 applied to the state τ¯ ∈ Bε(ρ)
that maximizes Hεmin(XA|X ′C)ρ and Theorem 3.4, which establishes that
ρ¯ = ΠXX′ τ¯ ΠXX′ is a candidate for the maximization of H
ε
min(A|XX ′C)ρ.
The second inequality of (5.8) is shown as follows. By the definition
of the smooth max-entropy, there exists a state ρ˜ ∈ Bε(ρ) and a state
σ ∈ S=(HB) such that
Hεmax(A|B)ρ ≥ 2 logF
(
ρ˜AB, 1A ⊗ σB
)
≥ 2 logF (ρ˜XAB, 1
dX
1XA ⊗ σB
) ≥ Hεmax(XA|B)ρ − log dX ,
where σ maximizes Hmax(XA|B)ρ˜ and ρ˜ minimizes Hεmax(A|B).
5.5.3 Conditioning on Classical Information
We investigate the maximum amount of information a classical register
X can contain about a quantum state A. (Various relations of this type
have appeared in the literature, see, e.g. [RR12, WTHR11]. The following
lemma generalizes these results.)
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Proposition 5.10. Let ρ ∈ S≤(HXAB) be classical on Y and let 0 ≤ ε < 1.
Then,
Hεmin(A|B)ρ ≥ Hεmin(A|BY )ρ ≥ Hεmin(A|B)ρ − log dY and (5.9)
Hεmax(A|B)ρ ≥ Hεmax(A|BY )ρ ≥ Hεmax(A|B)ρ − log dY . (5.10)
Proof. The first inequalities of both (5.9) and (5.10) directly follow from
data processing (cf. Theorem 5.7) applied to the TP-CPM trY .
Let ρ˜ ∈ Bε(ρABY ) be a state that achieves the maximal min-entropy
for Hεmin(AY |B)ρ = Hmin(AY |B)ρ˜ = λ. In particular, there exists a state
σ ∈ S≤(HB) s.t.
ρ˜ABY ≤ 2−λ1AY ⊗ σB = dY 2−λ1A ⊗ piY ⊗ σB.
This implies that Hεmin(A|BY )ρ ≥ Hεmin(AY |B)ρ − log dY . The second
inequality in (5.9) then directly follows from Proposition 5.9.
To establish the second inequality in (5.10), we prove the dual property,
i.e. for the purification ρABCY Y ′ that is coherent classical between Y and Y
′,
we show thatHεmin(A|CY ′)ρ ≤ Hεmin(A|CY Y ′)ρ+log dY . Let ρ˜ ∈ Bε(ρACY ′)
and σ ∈ S≤(HCY ′) be such that
ρ˜ACY ′ ≤ 2−λ1A ⊗ σCY ′ , where λ = Hεmin(A|CY ′)ρ.
Lemma A.2 implies that any extension ρ˜ACY Y ′ ∈ Bε(ρ) satisfies
ρ˜ACY Y ′ ≤ dY ρ˜ACY ′ ⊗ 1Y ≤ 2−λdY 1Y A ⊗ σCY ′ .
Hence, we find the following inequality
Hmin(AY |CY ′)ρ˜ ≥ Hεmin(A|CY ′)ρ − log dY .
An application of Lemma A.3 to the min-entropy on the lhs. establishes
Hmin(A|CY Y ′)τ˜ ≥ Hεmin(A|CY ′)ρ − log dY , where τ˜ = ΠY Y ′ρΠY Y ′
is coherent classical between Y and Y ′. Since ρ has the same property,
Theorem 3.4 implies that τ˜ ∈ Bε(ρ), which concludes the proof.
5.5.4 Functions on Classical Registers
Let us again consider the state ρAXBY of (5.3). On the one hand, applying
a function f : Y → Z on the register Y is a special case of data processing
(cf. Theorem 5.7) and we immediately find
Hεmin(A|BY )ρ ≤ Hεmin(A|BZ)ρ and Hεmax(A|BY )ρ ≤ Hεmax(A|BZ)ρ.
On the other hand, Proposition 5.10 can be used to show that applying
a function on the register X cannot increase the smooth entropies. (Note
that for the min-entropy, using its interpretation as a guessing probability ,
this corresponds to the intuitive statement that it is always at least as hard
to guess the input of a function than to guess its output.)
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Proposition 5.11. Let ρXAB =
∑
px |x〉〈x| ⊗ ωxAB with ωxAB ∈ S≤(HAB)
be classical on X. Furthermore, let 0 ≤ ε < 1 and let f : X → Z be a
function. Then, the state τZAB =
∑
px |f(x)〉〈f(x)|Z ⊗ ωxAB satisfies
Hεmin(ZA|B)τ ≤ Hεmin(XA|B)ρ and Hεmax(ZA|B)τ ≤ Hεmax(XA|B)ρ.
Proof. A possible Stinespring dilation of f is given by the isometry U :
|x〉
X
7→ |x〉
X′ ⊗ |f(x)〉Z followed by a partial trace over X ′. Applying U on
ρXAB, we get
τXZAB := UρXABU
† =
∑
px |x〉〈x|X′ ⊗ |f(x)〉〈f(x)|Y ⊗ ωxAB
which is classical on X ′ and Z and an extension of τZAB. Hence, the
invariance under isometries of the smooth entropies (cf. Proposition 5.3)
in conjunction with Proposition 5.10 implies
Hεmin(XA|B)ρ = Hεmin(XZA|B)τ ≥ Hεmin(ZA|B)τ .
An equal argument for the smooth max-entropy concludes the proof.
5.6 Chain Rules
The chain rule for the von Neumann (or Shannon) entropy is the relation
H (AB|C) = H (A|BC) +H (B|C). To see that the von Neumann entropy
satisfies this relation, simply substitute the definition of the conditional
entropy, i.e. H (A|B) = H (AB) −H (B). For the smooth min- and max-
entropies, this rule does not hold with equality.
Instead, we give a collection of inequalities that replace the chain rule
for the smooth min- and max-entropies. These were recently derived
in [Vit11, VDTR12]. (See also [TSSR11, BCC+10] for preliminary results.)
These chain rules generalize some of the above results for classical regis-
ters to general quantum systems; however, they introduce an additional,
necessary smoothing parameter, ε, and correction terms in log(2/ε2) that
do not appear in the results of the previous section. This is due to the fact
that, previously, we gave bounds in terms of the dimension of the classi-
cal register instead of its max-entropy. This simplifies the analysis and is
sufficient in many applications involving classical information.
The chain rules provided here should thus be considered complemen-
tary the other results of this chapter.
Theorem 5.12. Let ε > 0, ε′ ≥ 0, ε′′ ≥ 0 and ρ ∈ S≤(HABC). Then, the
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following chain rules hold
Hε+2ε
′+ε′′
min (AB|C)ρ ≥ Hε
′
min(A|BC)ρ +Hε
′′
min(B|C)ρ − log
2
ε2
, (5.11)
Hε+ε
′+2ε′′
max (AB|C)ρ ≤ Hε
′
max(A|BC)ρ +Hε
′′
max(B|C)ρ + log
2
ε2
, (5.12)
Hε+3ε
′+2ε′′
min (A|BC)ρ ≥ Hε
′
min(AB|C)ρ −Hε
′′
max(B|C)ρ − 2 log
2
ε2
, (5.13)
H2ε+ε
′+2ε′′
max (A|BC)ρ ≤ Hε
′
max(AB|C)ρ −Hε
′′
min(B|C)ρ + 3 log
2
ε2
, (5.14)
H2ε+ε
′+2ε′′
min (B|C)ρ ≥ Hε
′
min(AB|C)ρ −Hε
′′
max(A|BC)ρ − 3 log
2
ε2
, (5.15)
Hε+3ε
′+2ε′′
max (B|C)ρ ≤ Hε
′
max(AB|C)ρ −Hε
′′
min(A|BC)ρ + 2 log
2
ε2
. (5.16)
For a proof, we refer to [Vit11]. Note that Eqs. (5.12), (5.14) and (5.16) fol-
low by duality of the smooth entropies from Eqs. (5.11), (5.15) and (5.13),
respectively.
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Chapter 6
The Quantum Asymptotic
Equipartition Property
The classical asymptotic equipartition property (AEP) is the statement
that, in the limit of a large number of identical repetitions of a random
experiment, the output sequence is virtually certain to come from the
typical set, each member of which is almost equally likely. In this chapter,
expanding on previous results in [TCR09], a fully quantum generalization
of this property is shown, where both the output of the experiment and side
information are quantum. We give an explicit bound on the convergence,
which is independent of the dimensionality of the side information.
6.1 Introduction and Related Work
One of the pivotal results of classical information theory is the asymptotic
equipartition property (AEP). This result justifies the use of the Shannon
entropy to characterize many information theoretic tasks. It concerns a se-
quence of independent and identically distributed (i.i.d.) random variables
Xn = (X1, X2, . . . , Xn) and states that [CT91]
− 1
n
logPXn(x
n)→ H (X)P in probability .
Here, PXn(x
n) = PXn(x1, x2, . . . , xn) = PX(x1)PX(x2) . . . PX(xn) denotes
the probability of the independent events x1, x2, . . . , xn. More precisely,
the AEP states that, for any 0 < ε < 1, any µ > 0 and for large enough n,
a randomly chosen sequence (x1, x2, . . . , xn) is with probability more than
1− ε in a typical set of sequences that satisfy
H(X)− µ < − 1
n
logPXn(x
n) < H(X) + µ . (6.1)
This typical set of sequences of length n is denoted Anµ.
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The AEP can be stated equivalently in terms of entropies. Recall the
min- and max-entropies of a classical random variable Xn, which satisfy
Hmin(X
n)P = H∞(X
n)P = min
xn
− logPXn(xn) and
Hmax(X
n)P = H1/2(X
n)P ≤ max
xn, P (xn)6=0
− logPXn(xn) . (6.2)
The bounds in (6.1) can now be expressed in terms of the smooth min-
and max-entropy. For this purpose, we consider the probability distribu-
tion Q which restricts P to the typical set. It is formally defined as
QXn(x
n) =
{
PXn(x
n)/c if xn ∈ Anµ
0 else
, where c =
∑
xn∈Anµ
PXn(x
n) .
The AEP now states that for large enough n, the fidelity between the
distributions P and Q satisfies
F (P,Q)2 =
(∑
xn
√
PXn(xn)QXn(xn)
)2
=
∑
xn∈Anµ
PXn(x
n) > 1− ε ,
and, thus, the purified distance is upper bounded by
√
ε. Finally, the AEP
in (6.1), in conjunction with (6.2), implies that, for any 0 < ε < 1, µ > 0
and large enough n,
1
n
H
√
ε
min(X
n)P >
1
n
Hmin(X
n)Q > H (X)P − µ and
1
n
H
√
ε
max(X
n)P <
1
n
Hmax(X
n)Q < H (X)P + µ . (6.3)
Conversely, its entropic form (6.3) implies an AEP of the form (6.1).
We only roughly sketch this argument here. First note that the fact that
the smooth min-entropy converges to the von Neumann entropy implies the
existence of a set A˜n with the property max{P (xn) : xn ∈ A˜n} ≈ 2−nH (X)
and xn ∈ A˜n with probability almost 1. Similarly, the convergence of
the max-entropy (together with the fact that the smooth max-entropy is
related to smooth Re´nyi entropy of order 0) implies the existence of another
set A¯n with |A¯n| ≈ 2nH (X) and xn ∈ A¯n with probability almost 1. Since
both these sets occur with probability almost 1, it is easy to see from the
union bound that their intersection, A˜n ∩ A¯n, constitutes a typical set.
The entropic form of the AEP explains the crucial role of the von Neu-
mann entropy to describe information theoretic tasks. While operational
quantities in information theory (such as the amount of extractable ran-
domness, the minimal length of compressed data and channel capacities)
can naturally be expressed in terms of smooth entropies in the one-shot
setting, the von Neumann entropy is recovered if we consider a large num-
ber of independent repetitions of the task.
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Figure 6.1: Emergence of Typical Set. We consider n independent Bernoulli
trials with p = 0.2 and denote the probability that an event xn (a bit
string of length n) occurs by PXn(x
n). The plot shows the surprisal per
round, − 1n logPXn(xn), over the cumulated probability of the events. The
curves for n = {50, 100, 500, 2500} converge to the von Neumann entropy,
H (X) ≈ 0.72. This indicates that, for large n, most (in probability) events
are close to typical and have surprisal H (X) per round.
The min-entropy, Hmin(X) ≈ 0.32, constitutes the minimum of the curves
while the max-entropy, Hmax(X) ≈ 0.85, is upper bounded by their max-
imum. Moreover, the respective ε-smooth entropies, 1nH
ε
min(X
n) and
1
nH
ε
max(X
n), can be approximately obtained by cutting off a probabil-
ity ε from each side of the x-axis and taking the minima or maxima of
the remaining curve. Clearly, the ε-smooth entropies converge to the von
Neumann entropy.
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Moreover, the entropic approach to asymptotic equipartition lends it-
self to a generalization to the quantum setting. Note that the traditional
approach, which considers the AEP as a statement about (conditional)
probabilities, does not have a natural quantum generalization due to the
fact that we do not know a suitable generalization of conditional probabil-
ities to quantum side information.
Here, we want to show that the smooth conditional min- and max-
entropies converge to the von Neumann entropy in the i.i.d. limit . Recall
that the conditional von Neumann entropy of a state ρ is defined as
H (A|B)ρ = H(ρAB)−H(ρB), where H(ρ) = − tr(ρ log ρ). (6.4)
This convergence can be shown in several ways, for example through the
use of chain rules for smooth entropies [BR12], which reduce the problem to
the classical AEP, or through the use of typical subspaces (cf. e.g. [NC00]).
While these techniques achieve the desired asymptotic limit, they fail to
give good bounds on the convergence for finite n. More precisely, we
are interested in the difference between the smooth entropies and the von
Neumann entropy for finite n. This distance is in general a function of n,
ε and some properties of the quantum state under consideration.
We call such a relation a fully quantum AEP because both the A and
B systems are general quantum systems.
For the smooth conditional min- and max-entropy, the convergence for
finite n was first analyzed by Holenstein and Renner [HR11] for classical
probability distributions. Renner also generalized these arguments to the
quantum setting [Ren05]. He shows that1, for any ε > 0 and for tensor
product states ρ⊗nAB = ρAB ⊗ ρAB ⊗ . . .⊗ ρAB, it holds that
1
n
Hεmin(A
n|Bn)ρ ≥ H (A|B)ρ − δ√
n
, (6.5)
where δ scales with the product of H0(A)ρ and
√
log(1/ε).2
On a technical level, our results are related to recent findings in quan-
tum hypothesis testing [AMAV07, ANSV08, NO00].
6.1.1 Main Contributions
This chapter is based on [TCR09]; however, the results presented here are
strictly more general as we extended certain proofs to relative entropies and
a more general class of operators. This allows us to plug the inequalities
into other arguments, where (e.g. smoothed) states are not necessarily
normalized.
1Note that the smoothing of the min-entropy was defined differently in [Ren05].
2Note that H0(A)ρ = dA if the state ρ has full support on HA; thus, this bound
depends on the dimension of the A system.
90
6.1 Introduction and Related Work
The main result of this chapter establishes that δ in (6.5) scales with
Hmax(A|B) and Hmax(A|R) instead of H0(A), where R is a reference sys-
tem purifying ρAB. These conditional entropies measure the correlations
between the subsystems A, B and R and are often much smaller than
H0(A). In particular, conditional entropies do not depend on the Hilbert
space dimension of any subsystem, which is useful in the context of quan-
tum cryptography, where these dimensions are generally unknown.1
Result 5. For any ε > 0 and n large enough, we have
1
n
Hεmin(A
n|Bn) ≥ H (A|B) − δ(ε, υ)√
n
and
1
n
Hεmax(A
n|Bn) ≤ H (A|B) + δ(ε, υ)√
n
,
where δ(ε, υ) = 4 log υ
√
log(2/ε2) and υ =
√
2Hmax(A|B) +
√
2Hmax(A|R) +1.
Together with converse bounds, this implies the fully quantum asymp-
totic equipartition property.
Result 6. The smooth entropies converge to the von Neumann entropy in
the asymptotic limit of many copies. For any 0 < ε < 1, we have
lim
n→∞
1
n
Hεmin(A
n|Bn) = lim
n→∞
1
n
Hεmax(A
n|Bn) = H (A|B) .
Note, in particular, that our statement holds for any 0 < ε < 1. This
improves on the previous results in [TCR09], where the converse bound was
only shown in the limit ε→ 0. Additionally, we improve many bounds for
the case where the smoothing parameter is close to 1. This extension is
important to show strong converse statements, as we will see in Section 8.1.
6.1.2 Outline
The remainder of the chapter is organized as follows. In Section 6.2, we
explore the special case of classical registers without side information and
introduce the proof techniques, based on relations between the smooth min-
entropy and Re´nyi entropies, that will also lead to the fully quantum AEP.
In Section 6.3, we introduce quantum generalizations of the classical Re´nyi
1Note also that the appearance of the reference system in the convergence rate is
not entirely unexpected. This can be seen from the fact that (6.5) directly implies a
bound on the max-entropy, i.e.
1
n
Hεmax(A
n|Rn) ≤ H (A|R) + δ√
n
,
by duality of the entropies. Hence, it is no surprise that this duality also appears in the
convergence rate.
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α-entropies. (See also Appendix B, where some of their properties are
discussed.) Then, in Section 6.4, we show, analogous to the classical proof,
that the smooth min-entropy can be bounded in terms of these entropies.
Section 6.5 then bounds the difference between Re´nyi α-entropies and the
von Neumann entropies for α close to 1. Finally, these results are combined
in Section 6.6 to prove the fully quantum AEP.
6.2 Sketch of a Classical Proof
The relation between the traditional formulation of the AEP in terms of
probabilities [CT91] and its entropic formulation was already explored in
the preceding section. To give an intuitive idea of the techniques used in
the following, we first prove a special case of the AEP for classical registers
and take an additional limit ε→ 0. More precisely, we show that
lim
ε→0
lim
n→∞
1
n
Hεmin(X
n) = H (X) .
We employ the Re´nyi α-entropies [R6´1]
Hα(X) :=
1
1− α log
∑
x∈X
P (x)α, α ∈ (0, 1) ∪ (1,∞) , (6.6)
for which H∞ (α → ∞), H0 (α → 0) and the Shannon entropy (α → 1)
are defined as limits. Furthermore, the entropies Hα are monotonically
decreasing in α and, as shown in [RW04], the Re´nyi entropies with α > 1
are close to the smooth min-entropy in the sense that
Hεmin(X) ≥ Hα(X) −
1
α− 1 log
1
ε
, α > 1
while those with α < 1 are close to the smooth max-entropy. Note that the
error term 1α−1 log 1/ε above diverges when we try to recover the Shannon
entropy. However, in the case of an i.i.d. sequence we find
1
n
Hεmin(X
n) ≥ Hα(X) −
1
n(α− 1) log
1
ε
, (6.7)
where we have used Hα(X
n) = nHα(X). We proceed by bounding the
entropy 1nH
ε
min(X
n) in the limit n→∞, ε→ 0 from above and below. To
get the lower bound, we choose α = 1 + 1/
√
n and take the limit n → ∞
in (6.7). An upper bound in this limit follows directly from the fact that
Hmin(X) ≤ H (X) (cf. Proposition 4.3 or [R6´1]) and the continuity of the
Shannon entropy.1
A similar argument shows that the smooth max-entropy converges to
the von Neumann entropy in the asymptotic limit.
1See, e.g. Fannes [Fan73, AF04], where the relevant continuity property is shown for
(conditional) von Neumann entropies.
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6.3 Quantum Relative Entropies
We prove the asymptotic equipartition property for relative entropies,
which are introduced here. Conditional entropies can be seen as special
cases of relative entropies.
6.3.1 Quasi-Entropies
A very general class of classical relative entropies are the f -divergences,
originally introduced by Csisza´r [Csi72]. They have been generalized to
the quantum setting by Petz [Pet84], who calls them quasi-entropies. (See
also [OP93, Pet10, HMPB11] for an overview of recent results on these
entropies.) The crucial observation is that some of the most interesting
mathematical properties of the von Neumann and Shannon entropies are
a direct consequence of the (operator) concavity of the function h : t 7→
−t log t that defines the functional H(ρ) = tr(h(ρ)). Hence, the following
generalization of this functional was investigated.
Definition 6.1 (Quasi-Entropy). Let A,B ∈ P(H) and let f : R+0 → R
be continuous. Then, the f -quasi-entropy of A relative to B is
Sf (A ‖B) := lim
ξ→0
〈
Γ
∣∣∣√B + ξ1⊗ 1 f((B + ξ1)−1 ⊗AT)√B + ξ1⊗ 1 ∣∣∣Γ〉,
where |Γ〉 = ∑i |i〉⊗|i〉 and {|i〉} is an orthonormal basis of H, with respect
to which the transpose is defined.
Unconditional quasi-entropies are recovered when we substitute B = 1.
Let us consider a few examples of such functions. For this purpose, let
A,B ∈ P(H) be two positive operators whose supports satisfy supp {A} ⊆
supp {B}, such that the limit in Def. 6.1 is always finite and B−1 can be
interpreted as a generalized inverse. First, using h : t 7→ −t log t extended
to R+0 using h(0) = limt→0 h(t) = 0, the von Neumann relative entropy is
given as
S(A‖B) := Sh(A‖B) = tr
(
A(logB − logA)) . (6.8)
Note that we omit a minus sign here that is present in the conventional
definition of the relative entropy. To derive this well-known expression from
Def. 6.1, we used that 〈Γ|X ⊗ 1|Γ〉 = tr(X) and (X ⊗ 1)|Γ〉 = (1⊗XT)|Γ〉
for any operator X ∈ L(H).
6.3.2 Relative Re´nyi entropies
As another example, we recover generalizations of the Re´nyi entropies of
order α ∈ (0, 1) ∪ (1,∞). This is achieved using gα : t 7→ tα and
Sα(A‖B) := 1
1− α logSgα(A‖B) =
1
1− α log tr(A
αB1−α) , (6.9)
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where, for α > 1, we use the generalized inverse of B. We may continuously
extend the range of α to the limits α→ 0 and α→∞. Moreover, the von
Neumann relative entropy emerges in the limit α→ 1± if tr(A) = 1. Hence,
we can continuously extend the range of valid parameters to α ∈ R+0 by
setting S1 ≡ S in this case. Some properties of these entropies are discussed
in Appendix B.
6.3.3 Relative Min- and Max-Entropy
In addition to this, we will also need a relative entropy version of the
min- and max-entropies. The relative min-entropy was introduced by
Datta [Dat09]1 and is directly related to the conditional min-entropy de-
fined in [Ren05]. The relative min- and max-entropies of A ∈ P(H) relative
to B ∈ P(H) are given by
Smin(A ‖B) := sup
{
λ : A ≤ 2−λB} and (6.10)
Smax(A ‖B) := log
∣∣∣∣√A√B∣∣∣∣2
1
.
We also need a smoothed version of the relative min-entropy, which we
define for any ρ ∈ S≤(H) and σ ∈ P(H).
Sεmin(ρ ‖σ) := max
ρ˜∈Bε(ρ)
Smin(ρ˜ ‖σ) . (6.11)
Clearly, the (smooth) min- and the max-entropy (as defined in Chap-
ter 4) of A conditioned on B, Hεmin(A|B)ρ and Hmax(A|B)ρ, can be recov-
ered by the substitution A = ρAB and B = 1A⊗σB, where σB is maximized
over S=(HB).
6.4 Lower Bounds on the Smooth Min-Entropy
The following lemma gives a first lower bound on the smooth relative
entropy (6.11). (A similar, less general lemma can be found in [DR09].)
Lemma 6.1. Let ρ ∈ S≤(H), σ ∈ P(H) and λ ≥ Smin(ρ ‖σ). Then,
Sεmin(ρ ‖σ) ≥ λ , where ε =
√
2 tr(∆)− tr(∆)2 and ∆ = {ρ− 2−λσ}+.
Proof. We first choose ρ˜, bound Sεmin(ρ˜ ‖σ), and then show that ρ˜ ∈ Bε(ρ).
We use the abbreviated notation Λ := 2−λσ and set
ρ˜ := GρG†, where G := Λ
1
2 (Λ + ∆)−
1
2 ,
where we use the generalized inverse. From the definition of ∆, we have
ρ ≤ Λ + ∆; hence, ρ˜ ≤ Λ and Smin(ρ˜ ‖σ) ≥ λ.
1There, it appears under the name Dmax ≡ −Smin.
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Let |ψ〉 be a purification of ρ, then (G ⊗ 1)|ψ〉 is a purification of ρ˜
and, using Uhlmann’s theorem (3.3), we find a bound on the (generalized)
fidelity:
F (ρ˜, ρ) ≥ |〈ψ|G|ψ〉|+
√
(1− tr(ρ))(1− tr(ρ˜))
≥ <{ tr(Gρ)}+ 1− tr(ρ) = 1− tr ((1− G¯)ρ) ,
where we introduced G¯ := 12(G+G
†). This can be simplified further after
we note that G is a contraction.1 To see this, we multiply Λ ≤ Λ + ∆ with
(Λ + ∆)−
1
2 from left and right to get
G†G = (Λ + ∆)−
1
2 Λ(Λ + ∆)−
1
2 ≤ 1. (6.12)
Furthermore, G¯ ≤ 1, since ||G¯|| ≤ 1 by the triangle inequality and ||G|| =
||G†|| ≤ 1. Moreover,
tr
(
(1− G¯)ρ) ≤ tr(Λ + ∆)− tr (G¯(Λ + ∆))
= tr(Λ + ∆)− tr((Λ + ∆)1/2Λ1/2) ≤ tr(∆) ,
where we used ρ ≤ Λ + ∆ and √Λ + ∆ ≥ √Λ. The latter inequality fol-
lows from the operator monotonicity of the square root function (cf. Sec-
tion 2.3.2). Finally, using the above bounds, the purified distance between
ρ˜ and ρ is bounded by
P (ρ˜, ρ) =
√
1− F 2(ρ˜, ρ)) ≤√1− (1− tr(∆))2 = √2 tr(∆)− tr(∆)2 .
Hence, we verified that ρ˜ ∈ Bε(ρ), which concludes the proof.
In particular, this means that for a fixed ε ∈ [0, 1) and supp {ρ} ⊆
supp {σ}, we can always find a finite λ s.t. Lemma 6.1 holds. To see this,
note that ε(λ) =
√
2 tr(∆)− tr(∆)2 is continuous in λ with ε(Smin(ρ ‖σ)) =
0 and limλ→∞ ε(λ) = 1.
Re´nyi Entropies and Smooth Min-Entropy
Our main tool for proving the fully quantum AEP is a family of inequalities
that relate the smooth relative min-entropy to relative Re´nyi entropies for
α ∈ (1, 2]. This family contains the von Neumann relative entropy in the
limit α→ 1. This can be seen as a quantum generalization of the classical
inequality in [RW04].
Proposition 6.2. Let ρ ∈ S≤(H), σ ∈ P(H), 0 < ε < 1 and α ∈ (1, 2].
Then,
Sεmin(ρ ‖σ) ≥ Sα(ρ ‖σ)−
g(ε)
α− 1 , where g(ε) = log
1
1−√1− ε2 . (6.13)
1A contraction G is an operator with operator norm ||G|| ≤ 1.
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Proof. We consider two cases: (1) The α entropy diverges (to −∞) and the
inequality holds trivially. (2) We have supp {ρ} ⊆ supp {σ}. In this case,
we can find an isometry H′ → H that maps a σ′ to σ and ρ′ to ρ s.t. σ′ has
full support. The min- and α-entropies are invariant under this isometry
due to Proposition 5.3 and Lemma B.1, thus, we henceforth assume that
σ is invertible in this proof.
We use Lemma 6.1 to get a first bound on Sεmin; in particular, we
choose λ s.t. Lemma 6.1 holds for ε. Next, we introduce the operator X :=
ρ− 2−λσ with eigenbasis {|ei〉}i∈S . The set S+ ⊆ S contains the indices i
corresponding to positive eigenvalues of X. Hence, P+ :=
∑
i∈S+ |ei〉〈ei| is
the projector on the positive eigenspace of X and P+XP+ = ∆ as defined
in Lemma 6.1. Furthermore, let ri := 〈ei|ρ|ei〉 ≥ 0 and si := 〈ei|σ|ei〉 > 0.
It follows that
∀ i ∈ S+ : ri − 2−λsi ≥ 0 and, thus, ri
si
2λ ≥ 1.
For any α ∈ (1, 2], we bound tr(∆) = 1−√1− ε2 as follows:
1−
√
1− ε2 = tr(∆) =
∑
i∈S+
ri − 2−λsi ≤
∑
i∈S+
ri
≤
∑
i∈S+
ri
(
ri
si
2λ
)α−1
≤ 2λ(α−1)
∑
i∈S
rαi s
1−α
i .
Hence, taking the logarithm and dividing by α− 1 > 0, we get
λ ≥ 1
1− α log
∑
i∈S
rαi s
1−α
i −
1
α− 1 log
1
1−√1− ε2 . (6.14)
Next, we use the monotonicity of the Re´nyi entropies (cf. Lemma B.4).
We use the measurement TP-CPM M : X 7→ ∑i∈S |ei〉〈ei|X|ei〉〈ei| to ob-
tain
Sα(ρ ‖σ) ≤ Sα
(
M(ρ)‖M(σ)) = 1
1− α log
∑
i∈S
rαi s
1−α
i .
We conclude the proof by substituting this into (6.14) and applying the
upper bound on λ in Lemma 6.1.
We also note here that the term 1−√1− ε2 in g(ε) can be bounded by
simpler expressions (cf. Fig. 6.2). We find 1−√1− ε2 ≥ ε22 using a second
order Taylor expansion of the expression around ε = 0 and the fact that
the third derivative is non-negative. This is a very good approximation for
small ε. Hence, Eq. (6.13) can be simplified to
Sεmin(ρ ‖σ) ≥ Sα(ρ ‖σ)−
1
α− 1 log
2
ε2
. (6.15)
This form of the inequality has been reported previously [TCR09].
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Figure 6.2: Bound on g(ε). Plot of the function g(ε) = − log (1−√1− ε2)
and its upper bound, log 2
ε2
. The horizontal axis denotes ε.
Conditional Entropies
Proposition 6.2 is of particular interest when applied to the smooth con-
ditional min-entropy. In this case, let ρ ∈ S≤(HAB) and σ be of the form
1A ⊗ ρB. Then, for any α ∈ (1, 2], we have
Hεmin(A|B)ρ ≥ Sεmin(ρAB‖1A ⊗ ρB)
≥ Sα(ρAB‖1A ⊗ ρB)− g(ε)
α− 1 = Hα(A|B)ρ −
g(ε)
α− 1 . (6.16)
The duality relation for the smooth min- and max-entropies (cf. Theo-
rem 5.4) and the Re´nyi α-Entropies (cf. Lemma B.5) imply a corresponding
dual relation for the max-entropy. For any α ∈ [0, 1), we have
Hεmax(A|B)ρ ≤ Hα(A|B)ρ −
g(ε)
1− α. (6.17)
6.5 From Re´nyi to von Neumann Entropies
We will use Proposition 6.2 to get a lower bound on the smooth min-
entropy in terms of α-entropies and, hence, it remains to find a lower
bound on the α-entropies in terms of the von Neumann entropy. In turn,
the bound on the convergence will depend on the smoothing parameter ε
and a contribution Υ(ρ ‖σ) that describes how fast the α-entropies converge
to the von Neumann entropy.
Definition 6.2. Let ρ, σ ∈ P(H), then we define the α-entropy conver-
gence parameter,
Υ(ρ ‖σ) := 2− 12S3/2(ρ ‖σ) + 2 12S1/2(ρ ‖σ) + 1 .
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We can now state a bound on the α-entropies for α close to 1.
Lemma 6.3. Let ρ ∈ S=(H), σ ∈ P(H) and 1 < α < 1 + log 34 log υ , where
υ = Υ(ρ ‖σ). Then,
Sα(ρ ‖σ) > S(ρ ‖σ)− 4(α− 1)
(
log υ
)2
.
Proof. We assume that σ is invertible in this proof. The general result
then follows by the arguments outlined at the beginning of the proof of
Proposition 6.2.
Let {|i〉} be an orthonormal basis of H. The state |γ〉 := ∑i |i〉 ⊗ |i〉
is the (unnormalized) fully entangled state on H ⊗ H. We introduce a
purification |ϕ〉 := √ρ |γ〉 of ρ. To simplify notation, we use β := α− 1 as
well as X := ρ⊗ (σ−1)T .
Let us first approximate Sα for small β > 0.
Sα(ρ ‖σ) = − 1
β
log 〈ϕ|Xβ|ϕ〉 ≥ 1
β ln 2
(
1− 〈ϕ|Xβ|ϕ〉) ,
where we used lnx ≤ x− 1 for all x > 0. We now expand the exponential
tβ for each eigenvalue t > 0 of X as follows: tβ = 1 + β ln t+ rβ(t), where
rβ(t) := t
β − β ln t− 1. This leads to
Sα(ρ ‖σ) ≥ 1
β ln 2
(
1− tr(ρ)− β〈ϕ|lnX|ϕ〉 − 〈ϕ|rβ(X)|ϕ〉
)
≥ S(ρ ‖σ)− 1
β ln 2
〈ϕ|rβ(X)|ϕ〉 . (6.18)
To simplify this further, we note that
rβ(t) ≤ 2(cosh(β ln t)− 1) =: sβ(t) .
It is easy to verify that sβ is monotonically increasing for t ≥ 1 and concave
in t for β ≤ 1/2 and t ∈ [3,∞). Furthermore, we have sβ(t) = sβ(1t ) and
sβ(t
2) = s2β(t). We use this to bound
1
sβ(t) ≤ sβ
(
t+
1
t
+ 2
)
= s2β
(√
t+
1√
t
)
≤ s2β
(√
t+
1√
t
+ 1
)
. (6.19)
Next, we apply (6.19) to the matrix element in (6.18) and use the fact
that the operator
√
X + 1/
√
X + 1 has its eigenvalues in [3,∞) and 2β <
log 3
2 log υ ≤ 12 together with Lemma 2.7 to get
〈ϕ|sβ(X)|ϕ〉 ≤
〈
ϕ
∣∣s2β(√X + 1√
X
+ 1
)∣∣ϕ〉 ≤ s2β(υ) , (6.20)
1Adaptions of this step lead to different bounds. Here, we are interested in a bound
that can be expressed in terms of S1/2 and S3/2.
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where we substituted υ = 〈ϕ|√X + 1/√X + 1|ϕ〉.
Taylor’s theorem and an expansion around β = 0 gives an upper bound
on sβ(t): sβ(t) ≤ β2(ln t)2 cosh(β ln t). Hence,
1
β ln 2
s2β(υ) ≤ 4β(log υ)2 ln 2 cosh(2β ln υ) < 4β(log υ)2 , (6.21)
where we simplified the expression (for convenience of exposition) using
ln 2 cosh(ln 3/2) < 1. The lemma now follows after we substitute (6.21)
and (6.20) into (6.18).
This Lemma can be extended to include sub-normalized states, ρ ∈
S≤(H). Let ρˆ = ρ/ tr(ρ) and υˆ = Υ(ρˆ ‖σ), then
Sα(ρ ‖σ) = Sα(ρˆ ‖σ) + α
α− 1 log
1
tr(ρ)
> S(ρˆ ‖σ) + α
α− 1 log
1
tr(ρ)
− 4(α− 1)(log υˆ)2
=
1
tr(ρ)
S(ρ ‖σ) + 1
α− 1 log
1
tr(ρ)
− 4(α− 1)(log υˆ)2.
Now we combine Proposition 6.2 and 6.3 to get the desired bound for
i.i.d. operators. (Note that we restrict ρ to normalized states because, if
tr(ρ) < 1 then the trace of ρ⊗n drops exponentially to zero. An extension
of this to sub-normalized states, while possible, thus seems uninteresting.)
Theorem 6.4. Let ρ ∈ S=(H), σ ∈ P(H), 0 < ε < 1 and υ = Υ(ρ ‖σ).
Then, for any n ≥ 85g(ε), the i.i.d. operators ρ⊗n and σ⊗n satisfy
1
n
Sεmin(ρ
⊗n‖σ⊗n) ≥ S(ρ ‖σ)− δ(ε, υ)√
n
where δ(ε, υ) = 4 log υ
√
g(ε)
and g(ε) = − log (1−√1− ε2).
Proof. We use Proposition 6.2, the additivity property of the Re´nyi en-
tropy (B.3) and Lemma 6.3 to get a bound on the smooth min-entropy.
Let α := 1 + 1
2µ
√
n
for a parameter µ (to be optimized over), then
1
n
Sεmin(ρ
⊗n‖σ⊗n) ≥ 1
n
Sα(ρ
⊗n‖σ⊗n)− 1
n(α− 1)g(ε)
= Sα(ρ ‖σ)− 2µ√
n
g(ε)
≥ S(ρ ‖σ)− 2√
n
(
µ g(ε) +
1
µ
(log υ)2
)
. (6.22)
Clearly, we want to choose µ such that it minimizes the expression µ g(ε)+
µ−1(log υ)2. However, the requirement α < 1+ log 34 log υ in Lemma 6.3 restricts
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the choice of µ for any fixed n, hence, the error term is in general also a
function of n. Nonetheless, for large enough n the optimum, µ∗, can be
reached1 and we get
µ∗ =
√
(log υ)2
g(ε)
for n ≥ 8
5
(log υ)2
µ 2∗
=
8
5
g(ε) . (6.23)
Substitution of this expression into (6.22) concludes the proof.
6.6 The Asymptotic Equipartition Property
6.6.1 Direct Part
In this section, we are mostly interested in the application of Theorem 6.4
to conditional min- and max-entropies. Here, for any state ρ ∈ S=(HAB),
we choose σAB = 1A ⊗ ρB and apply Theorem 6.4. This implies that
1
n
Hεmin(A
n|Bn)ρ ≥ 1
n
Sεmin
(
ρ⊗nAB‖σ⊗nAB
)
≥ S(ρAB‖σAB)− δ(ε, υ)√
n
= H (A|B)ρ − δ(ε, υ)√
n
.
This (and the dual of this relation) leads to the following corollary.
Corollary 6.5. Let ρ ∈ S=(HAB) and 0 < ε < 1. Then, the smooth
entropies of the i.i.d. product state ρAnBn = ρ
⊗n
AB satisfy
1
n
Hεmin(A
n|Bn)ρ ≥ H (A|B)ρ − δ(ε, υ)√
n
and (6.24)
1
n
Hεmax(A
n|Bn)ρ ≤ H (A|B)ρ + δ(ε, υ)√
n
, (6.25)
where δ(ε, ν) is defined in Theorem 6.4 and υ = Υ(ρAB ‖1A ⊗ ρB).
We may now use (B.2) and its dual relation, H3/2(A|B)ρ ≥ Hmin(A|B)ρ
(cf. Theorem 5.4 and Lemma B.5), to bound
Υ(ρAB|1A ⊗ ρB) ≤
√
2−Hmin(A|B)ρ +
√
2Hmax(A|B)ρ + 1 .
This is Result 5 of Section 6.1.
The following is a trivial corollary from Theorem 6.4 and the above
arguments, in particular (6.24) and its dual relation (6.25).
Corollary 6.6 (AEP, direct). Let ρ ∈ S=(HAB) and 0 < ε < 1. Then,
lim
n→∞
1
n
Hεmin(A
n|Bn)ρ ≥ H (A|B)ρ ≥ lim
n→∞
1
n
Hεmax(A
n|Bn)ρ .
1To verify this, evaluate an upper bound to α = 1+(2µ∗
√
n)−1 using the expression
for n in (6.23) and note that
√
5/2 < log 3.
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6.6.2 Converse Part
To prove asymptotic convergence, we will also need converse bounds. For
ε = 0, the converse bounds are given by Proposition 4.3, i.e. Hmin(A|B) ≤
H (A|B) ≤ Hmax(A|B). For ε > 0, similar bounds can be derived from
the continuity of the conditional entropy in the state [AF04]. However,
such bounds do not allow a statement of the form of Corollary 6.6 as the
deviation from the von Neumann entropy scales as nf(ε), where f(ε)→ 0
only for ε → 0. (See, for example, [TCR09] for such a weak converse
bound.) This is not sufficient for some applications of the asymptotic
equipartition property.
Here, we prove a tighter bound, which relies on the bound between
smooth max-entropy and smooth min-entropy established in Proposition 5.5.
Applying this Proposition in conjunction with Eqs. (6.24) and (6.25) es-
tablishes the converse AEP bounds. Let 0 < ε < 1. Then, using any
smoothing parameter 0 < ε′ < 1− ε, we bound
1
n
Hεmin(A|B)ρ ≤
1
n
Hε
′
max(A|B)ρ +
1
n
log
1
1− (ε+ ε′)2
≤ H (A|B)ρ + 1
n
log
1
1− (ε+ ε′)2 +
δ(ε′, η)√
n
. (6.26)
The corresponding statement for the smooth max-entropy follows by the
dual argument. We thus find
Corollary 6.7 (AEP, converse). Let ρ ∈ S=(HAB) and 0 < ε < 1. Then,
lim
n→∞
1
n
Hεmin(A
n|Bn)ρ ≤ H (A|B)ρ ≤ lim
n→∞
1
n
Hεmax(A
n|Bn)ρ .
These converse bounds are particularly important to bound the smooth
entropies for large smoothing parameters. In this form, the AEP implies
strong converse statements for many information theoretic tasks that can
be characterized by smooth entropies in the one-shot setting (see, for ex-
ample, Chapter 8).
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Chapter 7
Uncertainty Relations for
Smooth Entropies
Entropic uncertainty relations (UCRs) provide lower bounds on the un-
certainty of the outcomes of two incompatible measurements given side
information in terms of conditional entropies. In this chapter, which is
based on [TR11] and [TH13], we prove several uncertainty relations using
smooth min- and max-entropies as well as the von Neumann entropy as
measures of uncertainty.
7.1 Introduction and Related Work
Uncertainty relations have inspired physicists since the early days of quan-
tum mechanics, when Heisenberg [Hei27] formulated his famous uncer-
tainty principle. In its Robertson [Rob29] form, it states that the product
of the standard deviations of the outcomes of two incompatible measure-
ments on a pure state |ψ〉 is lower bounded in terms of the commutator of
the observables (Xˆ and Yˆ ) of these measurements,
ΣX · ΣY ≥ 1
2
∣∣∣〈ψ∣∣[Xˆ, Yˆ ]∣∣ψ〉∣∣∣. (7.1)
Here, the variance of the measurement outcomes is given as Σ2Z = 〈ψ|Zˆ2|ψ〉−
〈ψ|Zˆ|ψ〉2 where Z is either X or Y . The commutator, [Xˆ, Yˆ ] = XˆYˆ − Yˆ Xˆ,
quantifies the incompatibility of the two observables.
Note that the uncertainty relation becomes trivial if the measured state
is an eigenstate of either X or Y . More generally, the lower bound in (7.1)
depends on the state |ψ〉 before measurement, which is often undesirable.
For example, the state might be unknown or, in a cryptographic setting,
prepared by an adversary. Furthermore, the standard deviation is not our
preferred measure of uncertainty as it conflates two concepts: the value
associated with different measurement outcomes and the uncertainty in
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the probability distribution of the outcomes. The latter is the uncertainty
we are interested in and is often quantified by entropies.
Uncertainty relations in terms of entropies were first proposed by Hirsch-
man [Hir57], and Deutsch [Deu83] for the case of a finite output alphabet.1
In the form proposed by Maassen and Uffink [MU88], it states that
H (X) +H (Y ) ≥ log 1
c
, where c = max
x,y
∣∣〈x|y〉∣∣2. (7.2)
for any state ρ before measurement. Two registers, X and Y , store the
respective outcome of two different projective measurements, X and Y.
The overlap, c, is determined by these measurements and independent
of the state before measurement. More specifically, the maximization in
the definition of the overlap is taken over all eigenvectors |x〉 of Xˆ and
|y〉 of Yˆ , where Xˆ and Yˆ are observables corresponding to the projective
measurements X and Y.
More generally, Krishna and Parthasarathy [KP02] considered POVMs,
given by sets X = {Mx} and Y = {Ny} of positive semi-definite opera-
tors. For such measurements, the states of the registers containing the
measurement outcomes are given by
ρX =
∑
x
tr
(√
Mx ρ
√
Mx
)
|x〉〈x| and ρY =
∑
y
tr
(√
Ny ρ
√
Ny
)
|y〉〈y|.
The uncertainty relation (7.2) now holds for these states and the overlap
c := max
x,y
∣∣∣∣∣∣√Mx√Ny∣∣∣∣∣∣2∞ . (7.3)
Note that the overlap reduces to (7.2) if the measurements are projective.
The uncertainty relation can be extended to one with classical side
information (see also [Hal95, CBKG02]). Let the state between the sys-
tem to be measured, A, and an observer, O, be of CQ form ρAO =∑
o po |o〉〈o|O ⊗ ρoA. This can be seen as the observer preparing the state
ρoA with probability po. What is the entropy of the observer O about the
measurement outcomes X and Y ? It is easy to see that
H (X|O) +H (Y |O) =
∑
o
po
(
H (X)ρo +H (Y )ρo
)
≥ log 1
c
.
Thus, the uncertainty relation (7.2) still holds. Furthermore, we may model
the random basis choice by a uniformly distributed bit Θ ∈ {X ,Y} that
is independent of the state ρAO. Hence, we consider a joint state ρAOΘ =
ρAO⊗piΘ and a measurement on the A system that depends on the classical
1See also [WW10], which offers a comprehensive review of uncertainty relations.
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register Θ.1 The measurement outcome is denoted Z, which replaces X
and Y . Thus,
H (Z|OΘ) = 1
2
H (X|O) + 1
2
H (Y |O) ≥ 1
2
log
1
c
. (7.4)
This uncertainty relation with classical side information is also visualized
in Figure 7.1.
A statement of the uncertainty relation in this form naturally leads to
the question of what happens if the observer is allowed to store quantum
information about the system, i.e. if the state ρAO is entangled. For the
case of (7.4), only the trivial bound H (Z|OΘ)ρ ≥ 0 holds. To see this,
consider a fully entangled state between A and O. In this case, the observer
can predict the value of Z perfectly using an appropriate measurement
(depending on Θ) on his system. This is explained in Figure 7.2.
However, due to the monogamy of entanglement2, it is unclear what
happens if we introduce a second observer. Note, for example, that the
entropy H (A|O) before measurement can be negative for entangled states
while the sum H (A|O1) +H (A|O2) is always non-negative.
In fact, Renes and Boileau [RB09] (see also [CW05]) conjectured the fol-
lowing uncertainty relation, which was later shown by Berta et al. [BCC+10].
For a tripartite quantum state shared between the system A which is mea-
sured in the basis determined by Θ and two observers, O1 and O2, it holds
that
H (Z|O1Θ) +H (Z|O2Θ) ≥ log 1
c
, (7.5)
with c defined as in (7.3) but only for rank-1 projective measurements. This
proof was later extended to POVMs and simplified by Coles et al. [CYGG11,
CYZ11]. Concurrently, our results also imply a simplified proof of the un-
certainty relation for von Neumann entropies and POVMs.
7.1.1 Main Contributions
We have already seen in Chapter 5 that the smooth entropies, for any
tripartite state ρABC and ε ≥ 0, satisfy the duality relation
Hεmin(A|B)ρ +Hεmax(A|C)ρ ≥ 0 .
Our result now shows that this lower bound increases (as is the case for
von Neumann entropies) when we apply incompatible measurements on
the A system. This extends the entropic uncertainty relation of (7.5) to
smooth entropies.
1This can be seen a measurement of the joint system consisting of A and Θ.
2Or, depending on the reader’s preference, due to no-cloning.
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ρ = . . .
Given Θ, what is X?
b
b
b
b
b
b
b
ρ
Θ ∈ {+,×}
X
uniform
O
(a) A quantum system in the state ρ is measured in one out of two bases, determined
by a uniformly random bit, Θ. Then the basis choice Θ is sent to an observer, O,
who is asked to determine the measurement outcome, X. The observer is allowed
to use classical information about the state ρ before measurement, including a full
characterization of the density matrix. One may alternatively think of the observer
preparing the state ρ before the game. The uncertainty relation (7.4) ensures that
the entropy the observer has about the measurement outcome satisfies the lower
bound H (X|OΘ) ≥ 1
2
log 1
c
. Hence, if the overlap is nontrivial, the observer cannot
predict X with certainty.
ρ = . . .
Given Θ, what is X?
b
b
b
b
b
b
b
ρ
Θ ∈ {+,×}
X
uniform
O1
ρ = . . . O2
(b) This game can be trivially extended to two observers, O1 and O2. In this case,
the sum of their entropies satisfies H (X|O1Θ) +H (X|O2Θ) ≥ log 1c . This scenario
is mainly interesting in the quantum case.
Figure 7.1: Uncertainty Relations with Classical Side Information.
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Given Θ, what is X?
b
b
b
b
b
b
b
ρ
Θ ∈ {+,×}
X
uniform
O
b
b
b
b
b
b
b
(a) A quantum system, A, is measured in one out of two bases, determined by
a uniformly random bit, Θ. Then the basis choice Θ is sent to an observer, O,
who is asked to determine the measurement outcome, X. The observer holds a
quantum system which might be entangled with the measured system. One may
alternatively think of the observer preparing the bipartite state ρAO, of which the
A part is measured and the O part is stored in a quantum memory. For this setup,
no uncertainty relation of the type (7.4) exists. As a counter-example, consider the
case where ρAO is fully entangled. In this case, the observer can always choose a
measurement (depending on Θ) whose outcome is perfectly correlated with X. For
example, if the state is a singlet, measuring both the A and O parts in the same,
arbitrary basis will lead to perfectly anti-correlated binary variables.
Given Θ, what is X?
b
b
b
b
b
b
b
ρ
Θ ∈ {+,×}
X
uniform
O1
O2
b
b
b
b
b
b
b
b
b
b
b
b
b
b
(b) However, if we instead consider two observers, O1 and O2, an uncertainty rela-
tion is possible. Note, in particular, that the counterexample provided for the case of
one observer fails due to the monogamy of entanglement. As in the classical case, the
sum of the entropies of the two observers satisfies H (X|O1Θ) +H (X|O2Θ) ≥ log 1c .
However, in the quantum case it is possible that one of these entropies is zero, which
implies that the other entropy is large. This trade-off between the two entropies
does not exist in the classical case and can be seen as an effect of no-cloning — it is
generally not possible that the two observers hold copies of each other’s quantum
information.
Figure 7.2: Uncertainty Relations with Quantum Side Information.
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Result 7. For ε ≥ 0, any tripartite state ρABC as well as two POVMs
{Mx} and {Ny} on A, it holds that
Hεmin(X|B) +Hεmax(Y |C) ≥ log
1
c
, where c = max
x,y
∣∣∣∣∣∣√Mx√Ny∣∣∣∣∣∣2∞.
This uncertainty relation has been used to prove security in quantum
cryptography. In [TLGR12], it was used to derive tighter key rates for fi-
nite block lengths in quantum key distribution. In [LSS12], Le et al. prove
security of a reference frame independent quantum key distribution proto-
col using the above uncertainty relation.1 Furthermore, the result has been
shown in the framework of general von Neumann algebras in [BFS11], indi-
cating that the UCR for min- and max-entropies is a fundamental property
of quantum physics and not a relict of the density operator formalism.
Furthermore, we explore a tighter version of the uncertainty relation
with a lower bound in terms of an effective overlap. The effective over-
lap — in contrast to the overlap — is a function of the marginal state prior
to measurement as well as the two measurements. A preliminary ver-
sion of this result appeared in [TH13], where the relation is shown for
von Neumann entropies. We extend these results here and show that
a generalized uncertainty relation also holds for smooth min- and max-
entropies, enabling its substitution into existing cryptographic security
proofs [TLGR12, LPT+12].
Result 8. For ε > 0, any tripartite state ρABC as well as two POVMs
X = {Mx} and Y = {Ny} on A, it holds that
H3εmin(X|B) +Hεmax(Y |C) ≥ log
1
c∗
− log 2
ε2
,
where c∗ =
∑
k tr(P
kρA)ck. Here, {P k} is any projective measurement
that commutes with both X and Y and ck is the overlap of X and Y on the
subspace P k.
7.1.2 Outline
The remainder of this chapter is structured as follows. In Section 7.2, we
introduce the notion of overlap and show the uncertainty relation for the
min- and max-entropy. The proof is very instructive and will also guide the
proof of the generalized uncertainty relation, which is given in Section 7.3.
There, we will also formally define the effective overlap. In Section 7.4,
we discuss a variety of corollaries of the generalized uncertainty relation.
We consider an application of the uncertainty relation to quantum key
distribution. Finally, in Section 7.5, we consider a bipartite uncertainty
1Applications of the uncertainty relation to quantum cryptography will also be the
topic of Section 8.3 of the next chapter.
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relation which might have applications in cryptographic settings where
only two parties are involved.
7.2 Traditional Formulation
7.2.1 Overlap
Let ρ ∈ S≤(HABC) be an arbitrary, tripartite quantum state. We want to
bound the entropy about the result of a measurement on the A subsystem
given side information stored in either B or C. Without loss of generality,
such a measurement on the A system can be described by a POVM.1
Here we consider two POVMs, X = {Mx} and Y = {Ny}, on HA. They
measure the state on the A subsystem and store the measurement outcome
in classical registers X and Y , respectively. These two registers can be
seen as classical random variables that are correlated with quantum side
information on the B and C systems. Note that, in our analysis here, we
are not concerned with the state of the A system after the measurement.
The relevant post-measurement states are thus given as
ρXBC =
∑
x
|x〉〈x| ⊗ trA(
√
MxρABC
√
Mx) and (7.6)
ρY BC =
∑
y
|y〉〈y| ⊗ trA(
√
NyρABC
√
Ny) . (7.7)
We also define the overlap of these two measurements.
Definition 7.1 (Overlap). Let X = {Mx} and Y = {Ny} be two POVMs.
Then, we define the overlap of X and Y as
c(X ,Y) := max
x,y
∣∣∣∣√Mx√Ny∣∣∣∣2∞ .
This is in accordance with [KP02], where an uncertainty relation (with-
out side information) was first shown for von Neumann entropies. If the
two measurements are projective, the expression for the overlap reduces to
c = max
x,y
∣∣〈x|y〉∣∣2 ,
where the maximization is over all eigenvectors |x〉 of X and |y〉 of Y. The
name overlap is clearly motivated by this expression.
1This is true since we do not use the post-measurement state on the A system
and, thus, the freedom to choose a phase in the decomposition of the POVM elements
M = E†E is meaningless.
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7.2.2 Uncertainty Relation for Min- and Max-Entropies
The following inequality (cf. [TR11]) bounds the sum of the min- and
max-entropies of the post-measurement states in terms of the overlap. In
the next sections, we will formulate a generalization of this statement to
smooth entropies and mixed states. Here, we simply consider the special
case (7.8), as its proof highlights the basic concepts and techniques used
for the proof of the subsequent generalized uncertainty relation.
Theorem 7.1 (UCR). Let ρ ∈ S≤(HABC) be pure and X as well as Y two
POVMs on HA. Then, the post measurement states (7.6) and (7.7) satisfy
Hmin(X|B)ρ +Hmax(Y |C)ρ ≥ log
1
c(X ,Y) . (7.8)
Proof. It will be helpful to describe the two measurements in the Stine-
spring dilation picture (cf. Lemma 2.4) as isometries followed by a par-
tial trace. Let U be the isometry from A to A, X and X ′ given by
U :=
∑
x
√
Mx ⊗ |x〉 ⊗ |x〉. The isometry stores two copies of the mea-
surement outcome in the registers X and X ′ and the measured state in
A. Here, {|x〉} is an orthonormal basis of HX ∼= HX′ . Analogously,
V :=
∑
y
√
Ny⊗|y〉⊗|y〉. Furthermore, we introduce the states ρAXX′BC =
UρABCU
† and ρAY Y ′BC = V ρABCV †, of which the post-measurement states
appearing in Eq. (7.8), ρXB and ρY C , are marginals.
The duality relation (cf. Lemma 4.1) applied to ρ˜AY Y ′BC gives
Hmax(Y |C)ρ +Hmin(Y |AY ′B)ρ = 0 . (7.9)
Comparing (7.9) with the statement of the theorem, it remains to show
that Hmin(Y |AY ′B)ρ ≤ Hmin(X|B)ρ− log 1c holds. More precisely, we will
show that
Hmin(Y |Y ′AB)ρ = maxσ sup{λ ∈ R : ρAY Y ′B ≤ 2
−λ
1Y ⊗ σAY ′B}
≤ sup{λ ∈ R : ρXB ≤ 2−λc 1X ⊗ σB} (7.10)
= Hmin(X|B)ρ − log
1
c
.
In order to arrive at (7.10), we thus need to show that, for any σ ∈
S=(HAY ′B), the following implication holds
ρAY Y ′B ≤ 2−λ1Y ⊗ σAY ′B =⇒ ρXB ≤ 2−λc 1X ⊗ σB . (7.11)
To show this, we apply the partial isometry W := UV † followed by a
partial trace over X ′ and A on both sides of the inequality on the left-hand
side. This implies
2λρXB ≤ trX′A
(
W (1Y ⊗ σAY ′B)W †
)
. (7.12)
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Moreover, substituting the definition of W , we find that the trace term on
the rhs. evaluates to
rhs. =
∑
x,y
|x〉〈x| ⊗ 〈y∣∣trA(√Mx√Ny σAY ′B√Ny√Mx)∣∣y〉 . (7.13)
Lemma A.1, in particular Eq. (A.1), now establishes that
trA
(√
Mx
√
Ny σAY ′B
√
Ny
√
Mx
) ≤ ∣∣∣∣√Mx√Ny∣∣∣∣2∞ σY ′B ≤ c · σY ′B .
Combining this with (7.13) and (7.12) results in the inequality
2λρXB ≤ 2−λc
∑
x,y
|x〉〈x| ⊗ 〈y|σBY ′ |y〉 = 2−λc 1X ⊗ σB .
This establishes (7.11) and concludes the proof.
7.2.3 Modeling the Measurement Basis Explicitly
An alternative formulation of the uncertainty principle requires an addi-
tonal random variable, Θ, which determines the choice of measurement on
the A system. Consider, for example, the setup of the previous section,
where the choice is between two incompatible measurements, X and Y,
which we assume both have the same number of different outcomes. In
this case the random experiment of picking ϑ ∈ Θ = {0, 1} determines
the binary choice of measurement. More specifically, say that ϑ = 0 leads
to a measurement of X and ϑ = 1 leads to a measurement of Y. The
measurement outcome, in either case, is stored in a classical register Z.
If Θ is uniform and independent of the state ρ before measurement, we
find
Hmin(Z|BΘ) +Hmax(Z|CΘ) ≥ log
1
c(X ,Y) . (7.14)
To see this, note that (7.8) implies
2−Hmin(X|B) ≤ c 2Hmax(Y |B) and 2−Hmin(Y |B) ≤ c 2Hmax(X|B) .
Taking the convex sum with equal weight 12 of these two inequalities leads
to (7.14), where we used the fact that the min- and max-entropies with
classical side information can be expressed as averages (cf. Proposition 4.6).
A generalization of this type of uncertainty relation to smooth entropies
will be discussed below in Corollary 7.4.
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7.3 The Generalized Uncertainty Relation
7.3.1 Effective Overlap
The overlap c(X ,Y) used in Theorem 7.1 is a function of the POVM el-
ements of the two measurements under consideration and independent of
the state prior to measurement. This is often desirable because this state
might be unknown, or, in a cryptographic setting, prepared by an adver-
sary. However, we will see that in some situations partial knowledge about
the state before measurement can be used to improve the bound on the
uncertainty. What follows is thus a generalized uncertainty relation of the
form of Theorem 7.1 that introduces a trade-off between information about
the marginal state before measurement and tightness of the uncertainty
relation. Specifically, we consider the effective overlap of a measurement
setup, denoted c∗, which describes the overlap of two measurements on a
given marginal state.
Definition 7.2 (Effective Overlap). Let ρA ∈ S≤(HA) be a state and let
X = {Mx}, Y = {Ny} be two POVMs on HA. Then, we call the triple
{ρA,X ,Y} a measurement setup. The effective overlap of this measurement
setup is defined as
c∗(ρA,X ,Y) := minK
{∑
k
tr(P kρ) max
x
∣∣∣∣∣∣P k∑
y
NyMxNy
∣∣∣∣∣∣
∞
}
where the minimum is taken over all projective measurements K = {P k}
on HA that commute with both X and Y.1
In the following sections, we will show that an UCR also holds for this
definition of effective overlap.
As a first example of the usefulness of such a generalized UCR, con-
sider the scenario where we apply one of two projective measurements,
either in the basis {|0〉, |1〉, |⊥〉} or {|+〉, |−〉, |⊥〉} on a state ρ which has
the property that ‘⊥’ is measured with probability at most η.2 A direct
application of the state-independent uncertainty relation (Theorem 7.1) to
this setup will not lead to the desired results as the overlap of the two
bases is trivially c = 1. Still, our intuitive understanding of this situation
tells us that the uncertainty about the measurement outcome is high as
long as η is small.
In fact, the effective overlap of this setup satisfies c∗ ≤ (1 − η)12 + η.
This formula can be interpreted as follows: with probability 1−η we are in
the subspace spanned by |0〉 and |1〉, where the overlap is 12 , and with prob-
ability η we measure ⊥ and have full overlap. To prove this upper bound,
1The property that two measurements X and K commute is equivalent to the con-
dition MxP
k = P kMx for all x and k.
2The diagonal states |±〉 are defined as |±〉 := (|0〉 ± |1〉)/√2.
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simply choose the projective measurement K = {|0〉〈0| + |1〉〈1|, |⊥〉〈⊥|} in
Definition 7.2. Hence, while Theorem 7.1 thus only provides a trivial bound
for this example, an uncertainty relation in terms of the effective overlap
would give the expected bound.
We get a state-independent bound on the effective overlap with the
choice K = {1A}, namely
c∗(ρA,X ,Y) ≤ max
x
∣∣∣∣∣∣∑
y
NyMxNy
∣∣∣∣∣∣
∞
.
Furthermore, note that for projective measurements X and Y, the rhs. can
be simplified to maxx,y
∣∣〈x|y〉∣∣2, in agreement with the the usual overlap
in Definiton 7.1. In general, it is conjectured that c∗ ≤ c, i.e.
max
x
∣∣∣∣∣∣∑
y
NyMxNy
∣∣∣∣∣∣
∞
≤ max
x,y
∣∣∣∣∣∣√NyMx√Ny∣∣∣∣∣∣∞= maxx,y ∣∣∣∣∣∣√Mx√Ny∣∣∣∣∣∣2∞.
(7.15)
Finally, if the two measurements on the A system have binary out-
comes, it is possible to upper bound the effective overlap (and, thus, lower
bound the uncertainty) by the maximal CHSH Bell violation [CHSH69]
that can be observed using this measurement setup on A with an arbitrary
second party (i.e. on an arbitrary extension of the state and using arbitrary
measurements by the other party.) This establishes an analytic relation
between two fundamental concepts in quantum theory, Bell non-locality
and uncertainty relations. We refer the interested reader to [TH13], where
this relation is discussed in detail.
7.3.2 The Generalized Uncertainty Relation
We now consider a theorem that gives a very general formulation of the
uncertainty principle for smooth entropies. It gives a lower bound on
the uncertainty — in terms of smooth min- and max-entropies — about the
outcome of two (incompatible) measurements, X and Z, conditioned on
quantum side information and the result of an additional, projective mea-
surement, K, that was done on the state before measuring X and Z.
More formally, we consider an arbitrary tripartite quantum state, ρABC ,
two POVMs on A, X = {Mx} and Y = {Ny}, as well as a projective
measurement, K = {Pk}. The post-measurement states when X and Y
are measured after K are
ρXKB =
∑
x,k
|x〉〈x| ⊗ |k〉〈k| ⊗ trAC(
√
MxP
kρABCP
k
√
Mx) and (7.16)
ρYKC =
∑
y,k
|y〉〈y| ⊗ |k〉〈k| ⊗ trAB(
√
NyP
kρABCP
k
√
Ny) . (7.17)
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The following theorem generalizes previously known uncertainty rela-
tions for the smooth min- and max-entropies in a tripartite setting.1 The
UCRs discussed in Section 7.4 are corollaries of this relation.
Theorem 7.2 (Generalized UCR). Let ε ≥ 0, ε¯ > 0 and ρ ∈ S≤(HABC).
Moreover, let X = {Mx}, Y = {Ny} be POVMs on HA and K = {P k} a
projective measurement on HA. Then, the post-measurement states (7.16)
and (7.17) satisfy
Hεmin(X|KB)ρ +Hεmax(Y |KC)ρ ≥ log
1
cK
and (7.18)
H2ε+ε¯min (X|KB)ρ +Hεmax(Y |KC)ρ ≥ log
1
c∗K
− log 2
ε¯2
. (7.19)
where the K-overlap, cK, and the effective K-overlap, c∗K, are given as
cK := max
k,x,y
∣∣∣∣√MxP k√Ny∣∣∣∣∞ and
c∗K :=
∑
k
tr(P kρ) max
x
∣∣∣∣∣∣∑
y
P kNyP
kMxP
kNyP
k
∣∣∣∣∣∣
∞
.
Proof. We will in the following prove the statement for pure ρABC . Its
generalization to mixed states then trivially follows from data processing
inequalities for the smooth entropies (cf. Theorem 5.7). More specifically,
we consider a purification ρABCD of ρABC , for which (7.18) and (7.19) hold
with the substitution C → CD and then take the partial trace over D. As
this cannot decrease the smooth max-entropy, the generalization follows.
We consider the Stinespring dilation (cf. Lemma 2.4) of the joint mea-
surement of X and K, denoted U , which coherently stores the measurement
outcome of X in registers X and X ′ and the measurement outcome of K
in K and K ′. The isometry U : HA → HAXX′KK′ is given by
U :=
∑
x,k
|x〉
X
⊗ |x〉
X′ ⊗ |k〉K ⊗ |k〉K′ ⊗
√
Mx P
k .
Similarly, we introduce the Stinespring dilation of the joint measurement
of Y and K as
V :=
∑
y,k
|y〉
Y
⊗ |y〉
Y ′ ⊗ |k〉K ⊗ |k〉K′ ⊗
√
Ny P
k .
We will also need the partial isometry W := UV †, which, using P kP k′ =
δkk′P
k, evaluates to
W =
∑
x,y,k
|x〉〈y| ⊗ |x〉〈y| ⊗ |k〉〈k| ⊗ |k〉〈k| ⊗
√
MxP
k
√
Ny . (7.20)
1The author is tempted — but will resist — to call it the mother uncertainty relation.
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These isometries allow us to introduce the states ρAXX′KK′BC = UρABCU
†
and ρAY Y ′KK′BC = V ρABCV
†, whose marginals are the post-measurement
states ρXKB and ρYKC of (7.16) and (7.17), respectively.
The proof now proceeds in several steps. First, we reformulate the
statement of the theorem in terms of smooth min-entropies using the du-
ality relation. Then, in order to show (7.18), we use use techniques sim-
ilar to the ones discussed in Section 7.2.2 to extract the K-overlap. To
show (7.19), we first use Lemma A.6 to find an upper bound on one of
the entropies in terms of a relative entropy that is conditioned on ρ. The
properties of ρ can then be used to extract the effective K-overlap.
Due to the duality between smooth min- and max-entropy (cf. Theo-
rem 5.4), the first statement of the theorem is equivalent to
Hεmin(X|KB)ρ ≥ Hεmin(Y |AY ′K ′B)ρ + log
1
cK
. (7.21)
Let ρ¯ be a state that maximizes the smooth min-entropy on the rhs. Then,
there exists a σ such that
λ = Smin(ρ¯AY Y ′K′B‖1Y ⊗ σAY ′K′B) = Hεmin(Y |AY ′K ′B)ρ . (7.22)
The state ρ¯ can be chosen classical on K ′ due to Proposition 5.8.
Furthermore, note that the minimum distance purification of ρ¯, since its
marginal is classical on K ′, also inherits the coherence between K and K ′
from ρ. This follows from
P (Πρ¯Π, ρ) = P (Πρ¯Π,ΠρΠ) ≤ P (ρ¯, ρ) ,
where Π =
∑
k |k〉〈k|K ⊗ |k〉〈k|K′ is the projector onto coherent superposi-
tions of K and K ′. We also used that trK(Πρ¯Π) = M[ρ¯] = ρ¯, where M
measures the K ′ system; thus, the projection does not change the marginal
state. We also need another extension of ρ¯ to K, which we define via the
TP-CPM E : ρ 7→ ∑k |k〉〈k|K′ ρ |k〉〈k|K′ ⊗ |k〉〈k|K . This map measures K ′
and creates a (classical) copy of it in K. Since ρ¯AY Y ′K′B is classical on K,
it is easy to see that τ¯AY Y ′KK′B = E[ρ¯AY Y ′K′B] is an extension of ρ¯AY Y ′K′B.
Furthermore, we can equivalently write τ¯AY Y ′KK′B = Π(ρ¯AY Y ′K′B ⊗ 1K)Π
and note that the two extensions agree on the diagonals:
∀k, k′ : 〈kk′|τ¯AY Y ′KK′B|kk′〉 = 〈kk′|ρ¯AY Y ′KK′B|kk′〉 . (7.23)
From the definition of Smin(ρ¯AY Y ′K′B‖1Y ⊗ σAY ′K′B), we get
ρ¯AY Y ′K′B ≤ 2−λ 1Y ⊗ σAY ′K′B . (7.24)
Taking the tensor product with 1K on both sides of (7.24) leads to
ρ¯AY Y ′K′B ⊗ 1K ≤ 2−λ 1YK ⊗ σAY ′K′B .
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We conjugate this inequality with W and take the partial trace over A, Y ′
and K ′ to get
τ¯XKB = trAX′K′
(
W (ρ¯AY Y ′K′B ⊗ 1K)W †
)
≤ 2−λ trAX′K
(
W (1YK ⊗ σAY ′K′B)W †
)
. (7.25)
We first evaluate the trace term on the rhs. of (7.25) using the expres-
sion for W in (7.20) and Lemma A.1 as in Eq. (A.1). We get
trAX′K′
(
W (1YK ⊗ σAY ′K′B)W †
)
=
∑
x,y,k
|x〉〈x| ⊗ |k〉〈k| ⊗ 〈yk|trA
(√
MxP
k
√
NyσAY ′K′B
√
NyP
k
√
Mx
)|yk〉
≤ 1X ⊗
∑
k
|k〉〈k| ⊗max
x,y
∣∣∣∣∣∣√NyP k√Mx∣∣∣∣∣∣2∞〈k|σKB|k〉
= 1X ⊗ ω˜KB .
The last equality defines the operator ω˜. Note that tr(ω˜KB) ≤ cK; hence,
using ωKB = ω˜KB/cK ∈ S≤(HKB) and (7.25), we find a lower bound on
Smin(τ¯XKB‖1X ⊗ ωKB) in terms of λ and cK.
Smin(τ¯XKB‖1X ⊗ ωKB) ≥ λ+ log 1
cK
= Hεmin(Y |AY ′K ′B)ρ + log
1
cK
,
(7.26)
where we substituted (7.22) for λ. The state τ¯XKB is sub-normalized.
Furthermore, its purified distance from ρXKB is bounded by
P (τ¯XKB, ρXKB) = P (ρ¯XKB, ρXKB) ≤ ε ,
where we used that τ¯XKB = ρ¯XKB. This follows from the property that the
two states agree on the diagonals of |kk〉— in the sense of (7.23) — together
with the expression
τ¯XKB = trAX′K′
(
Wτ¯AY Y ′KK′BW
†) = ∑
k,x,y,y′
|x〉〈x| ⊗ |k〉〈k| ⊗
trA
(√
MxP
k
√
Ny
〈
yykk
∣∣τ¯AY Y ′KK′B∣∣y′y′kk〉√Ny′P k√Mx),
and the respective expression for ρ¯XKB. Hence, using the definition of the
smooth min-entropy, we get
Hεmin(X|KB)ρ ≥ Smin(τ¯XKB‖1X ⊗ ωKB) ,
which, substituted into (7.26), concludes the proof of (7.18).
It remains to show the second statement of the theorem. Again, due
to the duality between smooth min- and max-entropy this is equivalent to
H2ε+ε¯min (X|KB)ρ ≥ Hεmin(Y |AY ′K ′B)ρ + log
1
c∗K
− log 2
ε¯2
. (7.27)
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Applying Lemma A.6, we define the state ρ˜ ∈ B2ε+ε¯(ρ) such that the
following holds:
Smin(ρ˜AY Y ′K′B‖1Y ⊗ ρAY ′K′B) ≥ Hεmin(Y |AY ′K ′B)ρ − log
2
ε¯2
.
We use the monotonicity of Smin under TP-CPMs to measure the K sys-
tem, i.e. we apply the map M : τ 7→ ∑k |k〉〈k|K′ τ |k〉〈k|K′ to both states
in Smin above. This will have no effect on ρAY ′K′B, which is classical on K
′
by definition. Using the state ρ¯AY Y ′K′B =M[ρ˜AY Y ′K′B], we have
λ = Smin(ρ¯AY Y ′K′B‖1Y ⊗ ρAY ′K′B) ≥ Hεmin(Y |AY ′K ′B)ρ − log
2
ε¯2
. (7.28)
Moreover, the purified distance satisfies
P (ρ¯, ρ) = P (M[ρ˜],M[ρ]) ≤ P (ρ˜, ρ) ≤ 2ε+ ε¯ .
From the definition of Smin(ρ¯AY Y ′K′B‖1Y ⊗ ρAY ′K′B), we get
ρ¯AY Y ′K′B ≤ 2−λ 1Y ⊗ ρAY ′K′B , (7.29)
where we employed the marginal state
ρAY ′K′B = trYK′(V ρABV
†) =
∑
y,k
√
NyP
kρABP
k
√
Ny ⊗ |k〉〈k| ⊗ |y〉〈y|.
(7.30)
The remainder follows the proof of the first statement closely. However, we
will take advantage of the form of the marginal state in (7.30) to extract
the effective K-overlap. Taking the tensor product with 1K on both sides
of (7.29) leads to
ρ¯AY Y ′K′B ⊗ 1K ≤ 2−λ 1YK ⊗ ρAY ′K′B .
We conjugate this inequality with W and take the partial trace over A, Y ′
and K ′ to get
τ¯XKB = trAX′K′
(
W (ρ¯AY Y ′K′B ⊗ 1K)W †
)
≤ 2−λ trAX′K
(
W (1YK ⊗ ρAY ′K′B)W †
)
. (7.31)
We again evaluate the trace term on the rhs. of (7.31) using the ex-
pressions for W and ρAY ′K′B in (7.20) and (7.30). We get
trAX′K′
(
W (1YK ⊗ ρAY ′K′B)W †
)
=
∑
x,y,k
|x〉〈x| ⊗ |k〉〈k| ⊗ 〈yk|trA
(√
MxP
k
√
NyρAY ′K′B
√
NyP
k
√
Mx
)|yk〉
=
∑
x
|x〉〈x| ⊗
∑
k
|k〉〈k| ⊗ trA
(∑
y
√
MxP
kNyP
kρABP
kNyP
k
√
Mx
)
≤ 1X ⊗
∑
k
|k〉〈k| ⊗max
x
∣∣∣∣∣∣∑
y
P kNyP
kMxP
kNyP
k
∣∣∣∣∣∣
∞
trA(P
kρAB)
(7.32)
= 1X ⊗ ω˜KB .
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We used Lemma A.1 to arrive at (7.32). The last equality defines the
operator ω˜. Note that tr(ω˜KB) = c
∗
K; hence, we choose ωKB = ω˜KB/c
∗
K ∈
S=(HKB) and (7.31) and find a lower bound on Smin(τ¯XKB‖ωKB) in terms
of λ and c∗K.
Smin(τ¯XKB‖ωKB) ≥ λ+ log 1
c∗K
≥ Hεmin(Y |AY ′K ′B)ρ + log
1
c∗K
− log 2
ε¯2
,
(7.33)
where we substituted (7.28) for λ. We have P (τ¯XKB, ρXKB) = P (ρ¯XKB, ρXKB)
≤ 2ε+ ε¯. Hence, using the definition of the smooth min-entropy, we get
H2ε+ε¯min (X|KB)ρ ≥ Smin(τ¯XKB‖1X ⊗ σKB) ,
which, substituted into (7.33), concludes the proof of the second statement
and the theorem.
7.4 Miscellaneous Uncertainty Relations
This section contains a collection of useful corollaries of Theorem 7.2, in-
cluding the results discussed in the introduction of this chapter.
7.4.1 Commuting Measurements
A specialization of the generalized UCR which is of particular interest
concerns the case when the two measurements X and Y both commute
with K. In this case, the marginal states of (7.16) and (7.17) when K is
traced out correspond to the post-measurement states when only X and
Y are measured, Eqs. (7.6) and (7.7). Formally,
trK(ρXKB) =
∑
x
|x〉〈x| ⊗ trAC(
√
MxρABC
√
Mx) = ρXB and
trK(ρYKC) =
∑
y
|y〉〈y| ⊗ trAB(
√
NyρABC
√
Ny) = ρY C .
They satisfy the following inequality.
Corollary 7.3. Let ε > 0, ε′ ≥ 0, ρ ∈ S≤(HABC) and X = {Mx},
Y = {Ny} two POVMs on HA. Then, the post-measurement states (7.6)
and (7.7) satisfy
H2ε
′+ε
min (X|B)ρ +Hε
′
max(Y |C)ρ ≥ log
1
c∗(ρA,X ,Y) − log
2
ε2
,
Proof. Let K be the measurement — commuting with X and Y— that min-
imizes the effective overlap, c∗(ρA,X ,Y), in Definition 7.2. The corollary
now follows from Theorem 7.2 applied to K and the data processing in-
equality of the smooth min- and max-entropy (cf. Theorem 5.7) applied
for the partial trace over K.
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7.4.2 Modeling the Measurement Basis Explicitly
The full power of Theorem 7.2 comes to bear when we consider the follow-
ing scenario. Let Θ be a classical register storing the choice of measurement
that will be performed on the system A. For this purpose, we decompose
HA′ ∼= HΘ ⊗HA and consider a family of POVMs {Zϑ} on HA that share
the same output alphabet. For all ϑ, let Zϑ = {Lϑz} be the POVM on HA
that is performed if ϑ is measured on Θ. This process can be equivalently
modeled as a POVM Z on HΘA, i.e.
Z :=
{∑
ϑ
|ϑ〉〈ϑ| ⊗ Lϑz
}
z
. (7.34)
If ρΘABC =
∑
ϑ |ϑ〉〈ϑ|Θ ⊗ ρϑABC is an arbitrary state classical on Θ, the
post-measurement state is
ρΘZBC =
∑
ϑ,z
|ϑ〉〈ϑ| ⊗ |z〉〈z| ⊗ trA
(√
Lϑz ρ
ϑ
ABC
√
Lϑz
)
. (7.35)
This leads to the following result, which, in contrast to the uncertainty
relations discussed above, relates the smooth min- and max-entropies of
the same post-measurement state.
Corollary 7.4. Let ε ≥ 0 and ρΘABC =
∑
ϑ |ϑ〉〈ϑ|Θ ⊗ ρϑABC ∈ S≤(HΘABC)
be classical on Θ and let f : Θ → Θ be a bijective function such that
ρϑABC = ρ
f(ϑ)
ABC. Then, the post-measurement state (7.35) after measuring
the POVM (7.34) satisfies
Hεmin(Z|ΘB)ρ +Hεmax(Z|ΘC)ρ ≥ log
1
cf
,
where cf = maxϑ c(Zϑ,Zf(ϑ)).
Proof. We consider the POVMs X = Z and Y = {∑ϑ |ϑ〉〈ϑ| ⊗ Lf(ϑ)z }z as
well as the projective measurement K = {|ϑ〉〈ϑ|}, k = ϑ. It is easy to verify
that K commutes with X and Y and that the K-overlap of Theorem 7.2
evaluates to cK = cf . Thus,
Hεmin(X|ΘB)ρ +Hεmax(Y |ΘC)ρ ≥ log
1
cf
.
Now, the corollary follows from the observation that the post-measurement
states are equivalent up to local isometries, ρΘXB = ρΘZB and ρΘY C =
F †ρΘZCF , where F =
∑
ϑ |f(ϑ)〉〈ϑ| and we used the natural isometries
|i〉 7→ |i〉 between the Hilbert spaces HZ ∼= HX ∼= HY . Clearly, the smooth
entropies are invariant under local isometries (cf. Proposition 5.3).
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Note that a similar result can be derived based on the effective overlap
formulation of the uncertainty relation, resulting in an overlap of c∗f =∑
ϑ tr(ρ
ϑ) c(Zϑ,Zf(ϑ)).
Finally, the uncertainty relation (7.14) of Section 7.2.3 is a special case
of this corollary where ρΘABC =
1
21Θ ⊗ ρABC and f is the bit flip.
7.4.3 The von Neumann Limit
Using the asymptotic equipartition property, we directly get an uncertainty
relation for the von Neumann entropy as well.
Corollary 7.5. Let ρ ∈ S=(HABC) and X = {Mx}, Y = {Ny} two POVMs
on HA and K = {P k} a projective measurement on HA. Then, the post-
measurement states (7.16) and (7.17) satisfy
H (X|KB)ρ +H (Y |KC)ρ ≥ log 1
c∗K
,
where cK is defined in Theorem 7.2. Furthermore, it holds that
H (X|B)ρ +H (Y |C)ρ ≥ log 1
c∗(ρA,X ,Y) .
Proof. We prove the first statement, from which the second follows by the
same considerations that led to Corollary 7.3.
Consider an n-fold tensor product Hilbert space HAnBnCn ∼= H⊗nABC
for an arbitrary n ∈ N. We consider i.i.d. product states of ρABC on this
space, i.e. the states ρAnBnCn = ρ
⊗n
ABC . Furthermore, we define i.i.d. product
measurements X n = X⊗n := {⊗iMxi}xn , where xn = (x1, x2, . . . , xn) is a
string of n measurement outcomes. Similarly, Yn = Y⊗n and Kn = K⊗n.
Clearly, the post-measurement states of the n-fold measurement setup also
have i.i.d. product form, i.e. ρXnKnBn = ρ
⊗n
XKB and ρY nKnCn = ρ
⊗n
YKC .
The effective overlap of the n-fold setup can now be calculated as
c∗Kn =
∑
kn
tr
(⊗
i
P kiρ
)
max
xn
∣∣∣∣∣∣∣∣∑
yn
⊗
i
P k
i
NyiP
kiMxiP
kiNyiP
ki
∣∣∣∣∣∣∣∣
∞
=
∑
kn
∏
i
tr(P k
i
ρ) max
xi
∣∣∣∣∣∣∑
yi
P k
i
NyiP
kiMxiP
kiNyiP
ki
∣∣∣∣∣∣
∞
=
∏
i
∑
ki
tr(P k
i
ρ) max
xi
∣∣∣∣∣∣∑
yi
P k
i
NyiP
kiMxiP
kiNyiP
ki
∣∣∣∣∣∣
∞
= (c∗K)
n (7.36)
The uncertainty relation for smooth min- and max-entropies, Theo-
rem 7.2, now states that
Hε+2ε
′
min (X
n|KnBn)ρ +Hε′max(Zn|KnBn)ρ ≥ log
1
cKn
− log 2
ε2
.
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for any ε, ε′ > 0 such that ε+ 2ε′ < 1. We divide this inequality by n and
use expression (7.36) for the effective overlap above to get
1
n
Hε+2ε
′
min (X
n|KnBn)ρ + 1
n
Hε
′
max(Z
n|KnBn)ρ ≥ log 1
cK
− 1
n
log
2
ε2
.
Taking the limit n → ∞ using the asymptotic equipartition property
(Corollaries 6.6 and 6.7), we find the uncertainty relation for von Neu-
mann entropies.
7.4.4 The Quantum Key Distribution Setup
A specific example of the setup of Section 7.4.2 is very relevant in the
application of the uncertainty relation to quantum key distribution. (See,
for example, Section 8.3.)
We use Θn ∈ {0, 1}n as a basis choice for a measurement on an n-partite
system An. The measurement we consider is a product measurement,
where, on the i-th part of the system, the measurement Zϑi = {Lϑiz }z is
executed depending on the corresponding bit ϑi in ϑ
n. The full POVM
corresponding to this measurement process is
Z =
{∑
ϑn
|ϑn〉〈ϑn| ⊗
n⊗
i=1
Lϑizn
}
zn
. (7.37)
The result is an n-bit string zn, which is stored in a classical register Zn.
Hence, the post-measurement state — when Θn is uniform and independent
of ρ— is given as
ρΘnZnBC =
∑
ϑn
1
2n
|ϑn〉〈ϑn| ⊗ trAn
(⊗
i
√
Lϑizi ρAnBC
⊗
i
√
Lϑizi
)
. (7.38)
Corollary 7.6. Let ε ≥ 0, ε¯ > 0 and ρ ∈ S≤(H⊗nA ⊗ HBE). More-
over, let Z0 and Z1 be two POVMs on HA. Then, the post-measurement
state (7.38) that is produced by measuring Z in (7.37) in a uniform and
independent basis, Θn, satisfies
Hεmin(Z
n|ΘnB)ρ +Hεmax(Zn|ΘnC)ρ ≥ n log
1
c(Z0,Z1) .
Furthermore, if the marginal ρAn = ρ
⊗n
A is of i.i.d. product form, we have
H2ε+ε¯min (Z
n|ΘnB)ρ +Hεmax(Zn|ΘnC)ρ ≥ n log
1
c∗(ρA,Z0,Z1) − log
2
ε¯2
.
Proof. To prove the first statement, we start with Corollary 7.4 and the
measurements described above. The function f is in this case the bit-flip
on the whole string Θ and the condition ρϑAnBC = ρ
f(ϑ)
AnBC is trivially satisfied
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since Θ is independent of ρ by assumption. Finally, it is easy to verify that
the overlap cf evaluates to c(Z0,Z1)n.
The second statement requires an additional, projective measurement
K on HA that commutes with both Z0 and Z1. Let K be the measurement
that minimizes the effective overlap c∗(ρA,Z0,Z1) in Definition 7.2. We
measure K on all n subsystems together with Θn resulting in an additional
classical register Kn. Using Theorem 7.2, this leads to the relation
H2ε+ε¯min (Z
n|ΘnKnB)ρ +Hεmax(Zn|ΘnKnC)ρ
≥ n log 1
c∗K(ρA,Z0,Z1)
− log 2
ε¯2
,
where we used the arguments in the proof of Corollary 7.5 to simplify the
expression for the effective overlap. The statement then follows after a
partial trace over Kn on both entropies.
Note that the above results can be extended to the case where measure-
ments and the marginal state are of general product but not i.i.d. form. In
this case, the logarithm of the overlap on the rhs. is replaced by an average
over the logarithmic overlap on all subsystems.
7.5 Bipartite Uncertainty Relations
We have argued that the natural generalizations of uncertainty relation
without side information to uncertainty relations with quantum side infor-
mation introduces two distinct observers. Here, applying the chain rules
for the smooth entropies introduced in Section 5.6, we show a bipartite un-
certainty relation. Note that such an uncertainty relation necessarily needs
to have a term on the rhs. that characterizes the entanglement between the
observer and the system prior to measurement. If entanglement is present,
the bound has to be reduced accordingly. In particular, if two projective
measurements are executed on a system that is fully entangled with the
observers, there is no uncertainty on the measurement outcome.1 Hence,
we see a trade-off between entanglement and uncertainty in bipartite un-
certainty relations — the more entanglement there is prior to measurement,
the less uncertainty is created.
Here, we show that this picture is still not complete. In order to get
a tight result for arbitrary projective measurements and POVMs, we also
need to consider the entanglement that is left after the measurement. This
is due to the fact that general measurements (in contrast to rank-1 projec-
tive measurements) do not necessarily destroy all entanglement between
the two parties.
1See, for example [Ber08], where this is discussed for an uncertainty relation in the
von Neumann limit and for rank-1 projective measurements.
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This result might have applications in two party quantum cryptogra-
phy, where uncertainty relations are used to bound the knowledge of one
party about the measurement results of the other party. An example of
such an application of bipartite UCRs can be found in [BFW11].
We consider a bipartite system shared between A and B, where, as
before, the system A is measured using one of two measurements X or Y.
The entanglement before measurement is characterized by the smooth min-
entropy of A given B while the entanglement after measurement is given
by the smooth max-entropy of the system after measurement, denoted A′
given B and the measurement outcome. More precisely, we start with an
arbitrary state ρAB and consider post-measurement states
ρA′XB =
∑
x
|x〉〈x| ⊗
√
Mx ρAB
√
Mx and (7.39)
ρA′Y B =
∑
y
|y〉〈y| ⊗√Ny ρAB√Ny . (7.40)
Note that, in contrast to the entropic uncertainty relations discussed
earlier, the system A′ will appear explicitly in our statements. Since the
state of this system is not unique for a given POVM, we simply chose the
simplest measurement TP-CPM consistent with the POVM, which leads
to Eqs. (7.39) and (7.40). This implies the following uncertainty relation.1
Theorem 7.7. Let ε ≥ 0, ε¯ > 0, ε˜ ≥ 0, ε˜′ ≥ 0 and ρAB ∈ S≤(HAB).
Moreover, let X and Y be two POVMs on HA. Then, the post-measurement
states (7.39) and (7.40) satisfy
H εˆmin(X|B)ρ +Hεmax(Y |B)ρ ≥ H ε˜min(A|B)ρ −H ε˜
′
max(A
′|Y B)ρ
+ log
1
c∗
− 4 log 2
ε¯2
,
where εˆ = 7ε¯+ 6ε˜+ 4ε˜′ + 8ε and c∗ = c∗(ρA,X ,Y).
Proof. We start from Corollary 7.3, which implies
H εˆmin(X|B)ρ ≥ H3ε¯+3ε˜+2ε˜
′+4ε
min (Y |A′Y ′B)ρ + log
1
c∗
− log 2
ε¯2
.
Now, we apply the chain rule (5.13) to the min-entropy on the rhs. with
the substitutions ε← ε¯, ε′ ← ε˜ and ε′′ ← ε¯+ ε˜′+ 2ε as well as the systems
A← Y , B ← A′Y ′ and C ← B. This leads to
H εˆmin(X|B)ρ ≥ H ε˜min(A′Y Y ′|B)ρ −H ε¯+ε˜
′+2ε
max (A
′Y |B)ρ + log 1
c∗
− 3 log 2
ε¯2
,
1Other uncertainty relations of the types discussed above can be made bipartite too.
Here, we are interested in a simple example.
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where we used that Y and Y ′ are interchangeable. Then, we apply the
chain rule (5.12) to the max-entropy with the substitutions ε← ε¯, ε′ ← ε˜′
and ε′′ ← ε as well as the systems A ← Y ′, B ← A′ and C ← B. This
directly leads to the statement of the theorem when we note that
H ε˜min(A
′Y Y ′|B)ρ = H ε˜min(A|B)ρ (7.41)
due to the invariance of the smooth entropies under isometries (cf. Propo-
sition 5.3).
We are also interested in the von Neumann limit of this uncertainty
relation. Using the AEP and the same techniques as in the proof of Corol-
lary 7.5, we find
H (X|B)ρ +H (Y |B)ρ ≥ log 1
c∗
+H (A|B)ρ −H (A′|Y B)ρ .
Due to the symmetry of the lhs. of this expression, we can replace the Y
on the rhs. by an X; thus, the lower bound is effectively a function of the
minimum of these two entropies. In the following, we prefer to model the
basis explicitly and use that H (Z|ΘB) = 12H (X|B) + 12H (Y |B) if the
basis choice is uniform. We get1
H (Z|ΘB)ρ ≥ 1
2
log
1
c
+
1
2
(
H (A|B)ρ −H (A′|ZΘB)ρ
)
.
Note also that if the measurement is projective and rank-1, the system
A′ will simply contain a copy of Z and the second entropy thus vanishes.
This leads to the uncertainty relation of [BCC+10],
H (Z|ΘB)ρ ≥ 1
2
(
log
1
c
+H (A|B)ρ
)
.
7.5.1 Chained Uncertainty Relations
Consider two consecutive applications of the uncertainty relation — first
measure Z1 of a system A1 in the basis Θ1 and then Z2 on A2 in the basis
Θ2. We can now derive two different bounds on the total entropy produced
by these operations. First, we consider the two measurements together to
get
H (Z|ΘB)ρ ≥ log 1
c
+
1
2
(
H (A|B)ρ −H (A′|ZΘB)ρ
)
, (7.42)
where Θ = Θ1Θ2, Z = Z1Z2, A = A1A2 and A
′ = A′1A′2 contains the
systems A1 and A2 after measurement. On the other hand, we may write
down the uncertainty of the first measurement separately.
H (Z1|Θ1B)ρ ≥ 1
2
log
1
c
+
1
2
(
H (A|B)ρ −H (A′1A2|Z1Θ1B)ρ
)
.
1For the following arguments, we replaced the effective overlap by the overlap.
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Now, the second system is measured. Namely, we consider a measurement
of Z2 in the basis Θ2 on the second part of the joint system A
′
1A2. The
observers hold the information gained in the first measurement, i.e. Θ1 and
Z1 in addition to B.
H (Z2|Z1ΘB)ρ ≥ 1
2
log
1
c
+
1
2
(
H (A′1A2|Z1Θ1B)ρ −H (A′|ZΘB)ρ
)
.
Adding the previous two inequalities leads to
H (Z1|Θ1B)ρ +H (Z2|Z1ΘB)ρ ≥ log 1
c
+
1
2
(
H (A|B)ρ −H (A′|ZΘB)ρ
)
.
(7.43)
The two bounds, Eqs. (7.42) and (7.43), are equivalent since Z1 is inde-
pendent of Θ2 and, thus, H (Z1|Θ1B) = H (Z1|ΘB).
This shows that we can split the process of producing uncertainty into
two individual steps without loosening the bound on the uncertainty. In
this sense, the bipartite uncertainty relation can be considered tight.
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Chapter 8
Applications
This chapter discusses three example applications of the smooth entropy
framework and uses results from Chapters 3-7.
In Section 8.1, we consider source compression, which has been used
as an example in the introductory remarks, and show how the characteri-
zation of this task in the one-shot setting allows us to retrieve direct and
converse bounds on coding for finite block-lengths as well as strong con-
verse statements. In Section 8.2, we consider randomness extraction, a
task that is very important in cryptography and is naturally considered in
the one-shot setting. Then, in Section 8.3, we combine the above results
and show how, in conjunction with an uncertainty relation, they allow us
to prove security of a quantum key distribution protocol.
8.1 Full Characterization of Source Compression
This section provides an example of how the one-shot characterization of
an information theoretic task is sufficient to derive bounds on the resource
usage for finite block lengths and in the i.i.d. limit .
We consider source compression with quantum side information, or,
equivalently, information reconciliation. In particular, we give a strong
converse to information reconciliation. We employ many results of this
thesis, including properties of the purified distance from Chapter 3, the
data processing inequalities of Chapter 4 and the asymptotic equipartition
property of Chapter 6.
The bounds derived here clearly also hold in case the side information is
classical or non-existent. Thus, we provide bounds for classical source com-
pression tasks as well. From this viewpoint, the following sections prove
Shannon’s source coding theorem [Sha48], as well as its extension to side in-
formation (Slepian-Wolf [SW73]) and quantum side information [DW03].1
1The Slepian-Wolf setting with two separate encoders can be viewed as source com-
pression followed by source compression with side information.
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We also prove a strong converse of source compression with side informa-
tion. Related to this work, a strong converse for compression of quantum
information [Sch95] was shown by Winter [Win99]. (See also [Ooh94],
where a the error exponent of the Slepian-Wolf strong converse is investi-
gated.)
8.1.1 One-Shot Characterization
The one-shot results are adapted from a recent paper by Renes and Ren-
ner [RR12]. Given a classical-quantum state ρZB, shared between two
parties, Alice and Bob, how much information needs to be transmitted
from Alice to Bob such that Bob can reconstruct Z with probability of
error at most ε? To investigate this question, we consider non-interactive
(one-way) information reconciliation protocols from Alice to Bob. These
consist of an encoding function, e : Z →M, that creates a message M to
be sent from Alice to Bob. Bob then uses a decoder, a POVM D = {Dz′}
acting on the joint state of B and M that produces a classical estimate
of Z in the register Z ′ (HZ ∼= HZ′). A protocol is thus characterized by
the tuple P = {e,D}. Note that this is the most general model for a
non-interactive information reconciliation protocol. In particular, since we
consider a fixed state ρZB, it is sufficient to consider deterministic encoding
strategies.
The initial state ρZB is of the form
ρZB =
∑
z
PZ(z) |z〉〈z|Z ⊗ ρzB, (8.1)
where PZ(z) is the distribution over the input alphabet Z and ρ
z
B ∈ S=(HB)
are quantum states on B. Applying a protocol {e,D} as described above
to this state results in the final state
ρZZ′ =
∑
z,z′
PZ(z) tr
(
Dz′
(
ρzB ⊗ |e(z)〉〈e(z)|M
))|z〉〈z|Z ⊗ |z′〉〈z′|Z′ ,
or, equivalently, the joint probability distribution PZZ′(z, z
′) = PZ(z) ·
tr
(
Dz′
(
ρzB ⊗ |e(z)〉〈e(z)|
))
. The error probability of this protocol is
perr(P, ρZB) := 1−
∑
z
P (z) tr
(
Dz
(
ρzB ⊗ |e(z)〉〈e(z)|M
))
.
The error probability is thus equivalent to the trace distance between ρZZ′
and the state χZZ′ =
∑
z P (z)|z〉〈z|Z⊗|z〉〈z|Z′ describing perfect correlation
between Z and Z ′.
We characterize information reconciliation of a state ρZB from Z to B
with the minimum message length (in bits), mε, required to achieve an
error probability of at most ε.
mε(Z|B)ρ := min{m : ∃P s.t. log dM = m and perr(P, ρZB) ≤ ε}.
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We now slightly extend a result from [RR12]. The converse bound
found there is not strong enough for our purposes when ε gets close to 1.
However, this can be fixed easily.
Theorem 8.1. Let ρZB ∈ S≤(HZB) be classical on Z and let 0 < ε < 1.
Then,
H
√
2ε−ε2
max (Z|B)ρ ≤ mε(Z|B)ρ ≤ Hε1max(Z|B)ρ + 2 log
1
ε2
+ 4,
for any ε1, ε2 s.t. ε1 + ε2 = ε.
Proof. The direct bound, mε(Z|B)ρ ≤ Hε1max(Z|B)ρ+ 2 log 1ε2 + 4, is shown
in [RR12]. To get a converse bound, we also follow their argument and
note that perr(P, ρZB) ≤ ε is equivalent to the condition D(ρZZ′ , χZZ′) ≤ ε.
This implies P (ρZZ′ , χZZ′) ≤
√
2ε− ε2 = ε′ according to Proposition 3.3.
Hence,
Hε
′
max(Z|Z ′)ρ ≤ Hmax(Z|Z ′)χ = 0 (8.2)
by definition of the smooth max-entropy. The data-processing inequality
(Theorem 5.7) then states that Hε
′
max(Z|MB)ρ ≤ 0 before measurement.
And finally we use the fact that conditioning on classical information
M can at most reduce the smooth max-entropy by log dM (cf. Proposi-
tion 5.10). This leads to the following inequality:
0 ≥ Hε′max(Z|MB)ρ ≥ Hε
′
max(Z|B)ρ − log dM .
Hence, all protocols with perr(P, ρZB) ≤ ε have to satisfy the constraint
log dM ≥ Hε′max(Z|B)ρ. This results in the improved converse bound of the
theorem.
8.1.2 Finite Block Lengths and Asymptotic Limits
The one-shot result in principle characterizes all data-reconciliation tasks.
Comparing the one-shot analysis with asymptotic results, where mε con-
verges to the von Neumann entropy [DW03], we might be interested to
know how fast the one-shot result in terms of the smooth max-entropy
convergences to the von Neumann entropy.
For this purpose, we consider the task of encoding a block of length
n of i.i.d. random variables Z about each of which Bob independently
has quantum side information B. This is data reconciliation for the state
ρZnBn = ρ
⊗n
ZB and Theorem 8.1 applies. The minimum message length (per
round) for this task, m¯ε(Z|B) = 1nmε(Zn|Bn), thus satisfies
1
n
H
√
2ε−ε2
max (Z
n|Bn)ρ ≤ m¯ε(Z|B)ρ ≤ 1
n
(
Hε/2max(Z
n|Bn)ρ + 2 log 1
ε
+ 6
)
,
(8.3)
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where we chose ε1 = ε2 =
ε
2 for convenience of exposition. Next, we bound
the smooth max-entropies using the asymptotic equipartition property in
its entropic form.
Direct Bounds
We start with the upper bound in (8.3). For sufficiently large n, the AEP
states that (cf. Theorem 6.4 and Corollary 6.5)
m¯ε(Z|B)ρ ≤ H (Z|B)ρ +
4 log υ
√
g( ε2)√
n
+
2 log 1ε + 6
n
, (8.4)
where g(ε) = − log (1−√1− ε2) and υ = √2−Hmin(Z|B)ρ+√2Hmax(Z|B)ρ+1.
Hence, in the asymptotic limit of large n, we have
lim
n→∞ m¯
ε(Z|B)ρ ≤ H (Z|B)ρ.
Namely, there exists an encoding strategy that transmits at most H (Z|B)ρ
bits per round to Bob with an arbitrarily small positive probability of error
(ε > 0). The converse question is whether we can do better than this.
Converse Bounds
To see that this is not possible, even for large error probabilities, we ap-
ply the AEP to the lower bound in (8.3). In the following, we use ε to
denote the success probability, i.e. 1 − ε is the error probability. Using
Proposition 5.5 and Remark 5.6, we find
m¯1−ε(Z|B)ρ ≥ 1
n
H
√
1−ε2
max (Z
n|Bn)ρ
≥ 1
n
(
H ε˜min(Z
n|Bn)ρ − 2 log 1
1−
(
ε ε˜+
√
1− ε2√1− ε˜2
)2
)
.
Here, the smoothing parameter of the min-entropy, ε˜, is restricted by the
inequality arcsin(ε˜) + arccos(ε) < pi2 . This holds if and only if ε˜ < ε and,
for convenience of exposition, we choose ε˜ = ε2 . This ensures that the
logarithmic correction term is finite for any 0 < ε < 1. For the fun of
introducing a symmetry with Eq. (8.4) where there is none (at least not in
the form of the explicit deviation terms), we further bound this as follows.1
m¯1−ε(Z|B)ρ ≥ 1
n
(
H
ε/2
min(Z
n|Bn)ρ − 2 log 1
ε
− 6
)
,
1We hope the reader does not mind us skipping the details of this simple procedure,
which we have tested numerically and analytically.
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Using the AEP, this time for the min-entropy, leads to
m¯1−ε(Z|B)ρ ≥ H (Z|B)ρ −
4 log υ
√
g( ε2)√
n
− 2 log
1
ε + 6
n
. (8.5)
Hence, in the asymptotic limit, for all 0 < ε < 1, we find
lim
n→∞ m¯
1−ε(Z|B)ρ ≥ H (Z|B)ρ.
This is the converse of data-reconciliation. It states that, even for an
arbitrarily small success probability (ε > 0), there does not exist a protocol
that allows us to decode using less than H (Z|B)ρ transmitted bits per
round.
8.1.3 Strong Converse
Finally, the non-asymptotic converse bound, Eq. (8.5) gives us the means
to make this statement more precise. For example, we can ask how the
maximal success probability, εmax, scales if we use a protocol that encodes
only H (Z|B)ρ−µ bits per round for large n. For this analysis, we neglect
the term scaling reciprocally in n, i.e. we consider the approximate bound
m¯1−ε(Z|B)ρ ' H (Z|B)ρ −
4 log υ
√
g( ε2)√
n
.
This implies that
εmax(µ) / sup
{
ε > 0 :
4 log υ
√
g( ε2)√
n
≥ µ
}
≤
√
2 · 2−
µ2n
2(4 log υ)2 . (8.6)
In order to find (8.6), we used the bound g(ε/2) ≤ log 8
ε2
(cf. Figure 6.2).
This establishes that the maximal success probability drops exponentially
in n and µ2 if we transmit less than the Shannon limit, H (Z|B)ρ bits per
round. The exponential drop of the success probability in n is called the
strong converse.
8.2 Randomness Extraction
This section discusses randomness extraction, the art of extracting uni-
form randomness from a biased source. More precisely, we consider a
source that outputs a register Z about which there exists side informa-
tion E— potentially quantum — and ask how much uniform randomness
S, independent of E, can be extracted from Z. This primitive is of crucial
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importance in many cryptographic tasks, for example in quantum cryp-
tography. There, we are interested to distill a secret key from a raw key
that is partially correlated with a quantum eavesdropper.
The quality of the extracted randomness is measured using the trace
distance; we consider the distance
∆(S|E)ρ := min
σE
D(ρSE, piS ⊗ σE), where piS = 1
dS
1S
and the optimization is over all σE ∈ S=(HE). Due to the operational inter-
pretation of the trace distance as a distinguishing advantage (3.1), a small
∆ implies that the extracted random variable cannot be distinguished from
a uniform and independent random variable with probability more than
1
2(1+∆). This viewpoint is at the root of the universally composable secu-
rity framework [Can01, PW01] in cryptography, which was extended to the
quantum setting in [Unr10] based on earlier work, for example in [Ren05].
We allow probabilistic protocols to extract this uniform randomness.
These can be modeled by introducing an additional independent random
seed, stored in a register F and then applying a (deterministic) function
f ∈ F on X to get S. Namely, we consider a joint state ρZEF of the form
ρZEF =
∑
z
PZ(z) |z〉〈z|Z ⊗ ρzE ⊗
∑
f
PF (f) |f〉〈f |F , ρzE ∈ S≤(HE).
and require that
∑
PF (f) ∆(S|E)ρf is small, where ρfSE is the state pro-
duced when f is applied to the Z register of ρZE.
1 A randomness extraction
protocol, P, thus consists of a probability distribution PF (f) on a register
F and a family of functions f ∈ F from Z to S.
The maximal number of bits of uniform randomness, `ε, that can be
extracted from a state ρZE is defined as
`ε(Z|E)ρ := max
{
` : ∃P s.t. log dS = ` and
∑
PF (f) ∆(S|E)ρf ≤ ε
}
.
A protocol that satisfies
∑
PF (f) ∆(S|E)ρf ≤ ε is called ε-good.
8.2.1 Direct Bound
A particular class of protocols that can be used to extract uniform random-
ness are based on two-universal hashing (see Carter and Wegmann [CW79]).
The classical Leftover Hash Lemma [Mcl87, ILL89, IZ89] states the amount
of extractable randomness is at least the min-entropy of Z given E. This
construction was then extended to the quantum setting in [KMR05, RK05,
1This is satisfied if if ∆(S|EF )ρ is small, i.e. if the extracted randomness is inde-
pendent of the seed F as well as E [TSSR11]. This is also called the strong extractor
regime in classical cryptography.
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Ren05]. In fact, since hashing is an entirely classical process, one may ex-
pect that the physical nature of the side information is irrelevant and that
a purely classical treatment is sufficient. This is, however, not necessarily
the case. For example, the output of certain extractor functions may be
partially known if side information about their input is stored in a quantum
device of a certain size, while the same output is almost uniform condi-
tioned on any side information stored in a classical system of the same
size.1 For protocols based on two-universal hashing, the following direct
bound holds [TSSR11].
`ε(Z|E)ρ ≥ Hε1min(Z|E)ρ − 2 log
1
ε2
+ 1, where ε = ε1 + ε2. (8.7)
Other protocol families that extract the min-entropy against quantum ad-
versaries2 are based on almost two-universal hashing [TSSR11] or Trevisan
extractors [DPVR12].
Note that the protocol families discussed above work on any state ρZE
with sufficiently high min-entropy, i.e. they do not take into account other
properties of the state. Next, we will see that these protocols are essentially
optimal.
8.2.2 Converse Bound
We prove a converse bound by contradiction. This formalizes an intuitive
argument given in [TSSR11]. Assume for the sake of the argument that we
have an ε-good protocol that extracts ` > Hε
′
min(Z|E)ρ bits of randomness,
where ε′ =
√
2ε− ε2. Then, due to Proposition 5.11 we know that applying
a function on Z cannot increase the smooth min-entropy, thus
∀ f ∈ F : Hε′min(S|E)ρf < ` and, thus, ∆(S|E)ρf > ε. (8.8)
The second statement of (8.8) follows from the following observation. The
inequality Hε
′
min(S|E)ρf < ` implies that all states ρ˜ with D(ρ˜SE, ρfSE) ≤ ε
(cf. Proposition 3.3) must necessarily satisfy Hmin(S|E)ρ˜ < `. In particu-
lar, these close states can thus not be of the form piS ⊗ σE, because such
states have min-entropy `. Hence, ∆(S|E)ρf > ε.
However, (8.8) implies that
∑
PF (f) ∆(S|E)ρf > ε, contradicting our
initial assumption that the protocol was ε-good. This implies the following
converse bound
`ε(Z|E)ρ ≤ H
√
2ε−ε2
min (Z|E)ρ. (8.9)
Collecting (8.7) and (8.9), we have the following theorem
1See [GKK+07] for a concrete example and [KR11] for a more general discussion).
2These families are considered mainly because they need a smaller seed or can be
implemented more efficiently than two-universal hashing.
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Theorem 8.2. Let ρZE ∈ S≤(HZE) be classical on Z and let 0 < ε < 1.
Then,
Hε1min(Z|E)ρ − 2 log
1
ε2
+ 1 ≤ `ε(Z|E)ρ ≤ H
√
2ε−ε2
min (Z|E)ρ,
for any ε1, ε2 s.t. ε1 + ε2 = ε.
We have established that the extractable uniform and independent ran-
domness is characterized by the smooth min-entropy. A similar analysis
for finite block lengths and the i.i.d. limit as in Section 8.1 is thus possi-
ble. However, we omit it here since most applications consider the task of
randomness extraction only in the one-shot setting. An example of such
an application, quantum key distribution, follows in the next section.
8.3 Security in Quantum Key Distribution
The smooth entropy formalism was first introduced in the quantum setting
by Renner [Ren05] in order to prove information theoretic security of quan-
tum key distribution (QKD) protocols [BB84, Eke91] against adversaries
restricted only by the laws of physics. Prior to this work, the security of
QKD protocols was mostly analyzed in the limit of long keys and using
questionable security definitions [KRBM07].
In this section, we show that the uncertainty relations for smooth en-
tropies in Chapter 7 can be employed to provide a very concise and intu-
itive security proof for QKD. This is based on two recent papers [TR11]
and [TLGR12]. The latter paper contains a thorough analysis of the sta-
tistical tests required to assert security of the final key that goes beyond
the discussion here.
8.3.1 The Protocol
We consider the original BB84 quantum key distribution protocol [BB84].
Here, two legitimate parties, Alice and Bob, try to distill a shared secret
key that is independent of all wiretapped information. To do this, Alice and
Bob share a public quantum channel and a public, authenticated classical
channel. In the entanglement-based version of the BB84 protocol [BBM92],
Alice now prepares n fully entangled qubit pairs of the form
|ψ〉
AiBi
=
1√
2
(
|0〉
Ai
⊗ |0〉
Bi
+ |1〉
Ai
⊗ |1〉
Bi
)
, (8.10)
where i ∈ {1, . . . , n}. She then sends the systems Bn = B1 . . . Bn over the
public quantum channel to Bob.
Next, Alice chooses a basis for each qubit, Θi ∈ {0, 1}, uniformly at
random. She communicates the basis choices, Θn = Θ1 . . .Θn, to Bob
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over the classical channel and then measures her qubits Ai in the basis
X = {|0〉, |1〉} if Θi = 0 or Y = {|+〉, |−〉} if Θi = 1.1 The collected mea-
surement outcomes, called raw key, are stored in a string Zn = Z1 . . . Zn.
Bob does a measurement on each of his systems depending on the value of
Θi to produce a raw key Z¯
n. This already concludes the quantum part of
the protocol.
Next, Alice and Bob employ a one-way data reconciliation protocol
that allows Bob to create an estimate Zˆn of Zn using his raw key Z¯n.
Finally, Alice invokes a randomness extraction protocol on her string Zn
to distill a key S and broadcasts the seed, F , over the classical channel in
order to allow Bob to extract an estimate Sˆ of S. The latter step is usually
called privacy amplification [BBR88, BBCM95].
We note that, if the eavesdropper does not interfere and Bob simply
measures his part of the entangled pair using the same bases as Alice, the
resulting raw keys, Zn and Z¯n, will be perfectly correlated. In this case,
security of the key simply follows from the monogamy of entanglement
(i.e. Bob is the preferred observer of Alice’s system) and no information
reconciliation is necessary. In the next section, we analyze this protocol
in the presence of an eavesdropper and noise. (The effects of noise and
wiretapping can in general not be distinguished; hence, we consequently
assume that correlations are degraded due to wiretapping on the quantum
channel.)
8.3.2 Security in the Finite Key Regime
Under what conditions will the key extracted by the above protocol be
both secret (i.e. uniform and independent of the eavesdropper’s informa-
tion) and correct (i.e. S = Sˆ)? We will see that quantum mechanics allows
us to ascertain both secrecy and correctness from the correlations between
Alice’s measurement outcomes and Bob’s side information about them.
This is in contrast to classical theory, where, without further assump-
tions, we could only hope to determine correctness from such correlations.
Quantum mechanics enables this due to the asymmetry between different
quantum mechanical observers, as discussed in the introduction of this the-
sis. If it can be established that one observer, Bob, is a preferred observer
of a quantum system Alice holds, then this ensures that an eavesdropper’s
knowledge about the outcomes of measurements performed on that system
is limited. Here, we show how this asymmetry can be verified using the
entropic uncertainty relation of Chapter 7.
Since the eavesdropper is allowed to interact arbitrarily with the quan-
tum communication sent from Alice to Bob, we do not make assumptions
about the form of the resulting state ρAnBnE. In particular, the systems Bi
1The diagonal basis is given by |±〉 = 1/√2(|0〉 ± |1〉).
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that arrive at Bob’s lab do not need to be qubits and E is an arbitrarily
large system, held by the eavesdropper, that may be correlated with the
systems An = A1 . . . An and B
n.
The uncertainty relation for smooth min- and max-entropies, in par-
ticular Corollary 7.6, can be applied to this setup. It states that
Hεmin(Z
n|ΘnE) +Hεmax(Zn|ΘnB) ≥ n log
1
c
, (8.11)
where c is the overlap of Alice’s measurements (on one qubit). In the case
of entanglement-based BB84 as described above, we have c = 12 and, thus,
the left-hand side of (8.11) evaluates to n. This means that the smooth
min-entropy of the eavesdropper’s information about Zn right after Alice’s
measurements is lower bounded by n minus the max-entropy of Bob’s
correlations with Zn. After Bob’s measurement, using the data-processing
inequality (cf. Theorem 5.7), we thus have
Hεmin(Z
n|ΘnB) ≥ n−Hεmax(Zn|Z¯n).
During information reconciliation, using a protocol as discussed in the
direct part of Theorem 5.7, Alice sends a message M to Bob which satisfies
log dM ≤ Hεc/2max (Zn|Z¯n) + 2 log
1
εc
+ 6,
where εc is the required correctness. This ensures that the probability that
Bob cannot correctly estimate Alice’s string is at most εc. Note that this
message might be wiretapped by the eavesdropper and stored in a register
M ′. However, using Proposition 5.10, we bound
Hεmin(Z
n|ΘnEM) ≥ Hεmin(Zn|ΘnE) − log dM
≥ n−Hεmax(Zn|Z¯n) −Hεc/2max (Zn|Z¯n) − 2 log
1
εc
− 6. (8.12)
The direct part of Theorem 8.2 now states that we can extract at least `
bits of εs-secure key, where
` ≥ Hεs/2min (Zn|ΘnEM) − 2 log
1
εs
− 1.
By the term εs-secure we mean that ∆(S|ΘnEMF )ρ ≤ εs. This implies
that the secret key is in particular independent of the seed F , which Alice
needs to send to Bob and which could be wiretapped by the eavesdropper.
Using (8.12), we can express this bound entirely in terms of correlations
between Alice and Bob, i.e.
` ≥ n−Hεs/2max (Zn|Z¯n) −Hεc/2max (Zn|Z¯n) − 2 log
1
εc
− 2 log 1
εs
− 7.
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This means that if the classical correlations between Alice’s and Bob’s
measurement outcomes are sufficiently good — namely if the corresponding
smooth max-entropies are small — we can safely extract a secret key using
this protocol.
It thus remains to find a statistical test to determine upper bounds
on the smooth max-entropies. This is usually done in the following way.
Alice and Bob, after measuring, compare a random subset of their raw
keys using the classical channel. Then, if the frequency of errors found in
this sample is smaller than an agreed threshold value, they will proceed
with the protocol and extract a key. In this case, it can be shown that the
smooth max-entropy is indeed small, and the key thus secure. Otherwise,
they abort and do not produce a key. (A detailed analysis of the statistical
tests and the precise security statements that follow is beyond the scope
of this thesis. Such an analysis can be found in [TLGR12], for example.)
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Chapter 9
Conclusions and Outlook
The goal of this thesis was to consolidate the smooth entropy framework for
non-asymptotic information theory and to introduce important additions
to the framework, including the entropic asymptotic equipartition property
and various uncertainty relations. My sincere hope is that this work will
provide a reference for researchers interested in non-asymptotic quantum
information theory and quantum cryptography.
9.1 Applications of the Framework
The smooth entropy framework has already found a wide range of appli-
cations since its inception.
In cryptography, particularly quantum key distribution, the smooth
entropy framework has become a standard tool to analyze security for
finite keys [Ren05, SR08]. This analysis was simplified for some proto-
cols thanks to the entropic uncertainty relation [TSSR11, TLGR12]. The
smooth entropy formalism allows to investigate entropically secure encryp-
tion [FS08, DD10], and, together with results from randomness extraction,
we use it to show that bit commitments cannot be expanded [WTHR11] in
a quantum world. Furthermore, composable security in the bounded stor-
age [WW08] and noisy storage [KWW12] models is analyzed using smooth
entropies.
Decoupling of quantum systems [DBWR10] can be viewed as a fully
quantum generalization of randomness extraction and is characterized by
smooth entropies. The decoupling approach — a quantum generalization
of random coding — leads to direct bounds for many information theoretic
tasks. (Some of them are listed in [Dup09] and [DBWR10].) We have also
shown that decoupling is possible using approximate two-designs [SDTR11],
which suggests that decoupling can be achieved efficiently in nature.
The smooth entropy formalism has also been used to investigate vari-
ous quantum channel capacities and converses [BD10, DHB11, DH11]. In
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particular, it leads to a conceptually simple proof of the quantum Reverse
Shannon Theorem [BCR11].
In thermodynamics, smooth entropies have been used to quantify work
extraction [DRRV11] and the work cost of erasure [dRAR+11] in small
systems. The smooth entropies have also been used to investigate ther-
malization [HW13].
Finally, it has been shown [DR09] that the smooth entropy frame-
work entails the information spectrum method by Han and Ve´rdu [HV93,
Han02] and its quantum generalization due to Hayashi, Nagaoka, and
Ogawa [HN03, NH07, NO00].
9.2 Outlook and Open Questions
Some of the technical results in this thesis are new and applications re-
main unexplored. The entropic asymptotic equipartition property pre-
sented here has been improved from earlier work [TCR09] and now pro-
vides a converse bound for finite smoothing. This may help in the quest to
prove strong converse statements for various tasks in quantum information
theory, including channel capacities. These arguments apply to classical
theory as well and it remains to be seen how these converse bounds com-
pare to the literature.
In Chapter 7, Eq. (7.15), it was conjectured that the effective overlap
is always smaller than the overlap. It remains an open question to show
that this is true for general POVMs.
The entropic uncertainty relation has been generalized from previous
work [TR11]. The lower bound on the uncertainty is now expressed using
an effective overlap. In turn, this effective overlap can be bounded in terms
of the maximal CHSH value that can be reached — using the same mea-
surement setup — with an arbitrary second party. The CHSH value is mea-
sure of the non-locality of classical correlations produced by two parties.
We thus believe that the generalized uncertainty relation provides a new
avenue into device-independent quantum cryptography [TH13, LPT+12].
More generally, the applications of the uncertainty relation for smooth
entropies in quantum cryptography are not fully explored yet. Another
interesting extension is the bipartite uncertainty relation. It has potential
applications in two-party quantum cryptography, which are unexplored.
Finally, the recent addition of a complete set of chain rules for the
smooth entropies provides an important missing link and will lead to an
even larger range of applicability of the framework.
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Appendix A
Various Lemmas
A.1 Two Lemmas for Tensor Spaces
The following Lemma gives an operator inequality that relates the marginal
states on one Hilbert space before and after a CPM is applied on the other
space.
Lemma A.1. Let M ∈ P(H ⊗H′) and let E be a CPM from H′ to H′′.
Then,
trH′′
(
E[M ]
) ≤ ∣∣∣∣E†[1]∣∣∣∣∞ trH′(M) .
Proof. We write E in its Kraus representation, i.e. E[M ] =
∑
k EkM E
†
k,
where Ek ∈ L(H′,H′′). Due to the linearity and cyclicity of the partial
trace, we have
trH′′
(
E[M ]
)
= trH′
(∑
k
E†kEkM
)
= trH′
(
E†[1]M
)
We introduce the operator R = 1||E†[1]||∞ − E†[1] ≥ 0 and note that
trH′(
√
RM
√
R) ≥ 0 and, thus,
trH′
(
E†[1]M
) ≤ trH′((E†[1] +R)M) = ∣∣∣∣E†[1]∣∣∣∣∞ trH′(M).
In particular, this lemma implies that TP-CPMs do not affect the
marginal state on another space. To see this, note that the bound evaluates
to trH′′(E[M ]) ≤ trH′(M). Hence, the operator trH′(M) − trH′′(E[M ]) is
positive and has vanishing trace, implying that the two marginal states are
in fact equal. Moreover, if the map E is trace non-increasing, we still find
trH′′(E[M ]) ≤ trH′(M) as its adjoint is sub-unital.
As a further example, consider the CPM L : M 7→ LML† that con-
jugates M with an arbitrary linear operator L ∈ L(H′,H′′). In this case,
L†[1] evaluates to L†L = |L|2 and we find
trH′′
(
L[M ]
) ≤ ∣∣∣∣|L|2∣∣∣∣∞trH′(M) = ||L||2∞ trH′(M). (A.1)
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To simplify the expression, we used that ||N2||∞ = ||N ||2∞ for N ∈ P(H)
and that |||L||| = ||L|| due to the unitary invariance of the norm applied to
the polar decomposition of L.
Moreover, the following operator inequality holds.
Lemma A.2. Let M ∈ P(H ⊗H′). Then, M ≤ dim {H′} trH′(M)⊗ 1H′.
Proof. Since M has an eigenvalue decomposition with positive eigenvalues,
it is sufficient to prove the property for an operator M of the form M =
|ϕ〉〈ϕ|, where ϕ ∈ H ⊗H′. The general result then follows by linearity.
Let X = trH′(M) and Λ = X
−1/2|ϕ〉〈ϕ|X−1/2, where we take the gen-
eralized inverse of X. Since tr(Λ) = rank {X} ≤ dim {H′} due to the
Schmidt decomposition, we have Λ ≤ dim {H′} 1. The statement of the
lemma than follows by conjugating this inequality with X1/2.
A.2 Entropies of Coherent Classical States
The following two technical lemmas are useful when coherent classical
states are discussed.
Lemma A.3. Let τ ∈ S≤(HXX′AB). Then, the corresponding coherent
classical state ρ = ΠXX′τ ΠXX′ satisfies
Hmin(XA|X ′B)τ ≤ Hmin(XA|X ′B)ρ ≤ Hmin(A|XX ′B)ρ .
Proof. By the definition of the min-entropy, there exists a state σ ∈
S=(HX′B) such that
τXX′AB ≤ 2−Hmin(XA|X′B)τ1XA ⊗ σX′B .
Therefore, by conjugation with ΠXX′ , we have
ρXX′AB ≤ 2−Hmin(XA|X′B)τ1A ⊗
∑
x
|x〉〈x|X ⊗ |x〉〈x|X′ ⊗ 〈x|σX′B|x〉X′
≤ 2−Hmin(XA|X′B)τ1AX ⊗MX′ [σX′B] .
Since the measurement MX′ is trace-preserving, MX′ [σ] is a candidate for
the optimization of Hmin(XA|X ′B)ρ and the first inequality of the lemma
follows. The second inequality follows by a similar argument, where σX′B
is chosen to maximize Hmin(XA|X ′B)ρ and the state
σXX′B =
∑
x
|x〉〈x|X ⊗ |x〉〈x|X′ ⊗ 〈x|σX′B|x〉X′
is a candidate for the optimization of Hmin(A|XX ′B).
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Lemma A.4. Let ρ ∈ S≤(HXX′AB) be coherent classical between X and
X ′. Then,
Hmax(XA|X ′B)ρ ≤ Hmax(A|XX ′B)ρ .
Proof. Since the coherent classical state ρ commutes with ΠXX′ , there
exists a state σ ∈ S=(HX′B) such that
2Hmax(XA|X
′B) =
∣∣∣∣√ρXX′AB√1XA ⊗ σX′B∣∣∣∣1
=
∣∣∣∣√ρXX′AB√1A ⊗ΠXX′(1X ⊗ σX′B)ΠXX′∣∣∣∣1
≤ 2Hmax(A|XX′B) .
The last inequality follows from the fact that tr
(
ΠXX′(1X ⊗ σX′B)ΠXX′
)
=
tr
(
MX′ [σ]
)
= 1, which makes this state a candidate for the optimization
in Hmax(A|XX ′B).
A.3 Selected Relations between Entropies
The first lemma appeared in [TSSR11] and relates the min-entropy and
the relative entropy where the conditioning is done on ρ.
Lemma A.5. Let ε > 0 and ρ ∈ S≤(HABC) be pure. Then, there exists a
projector ΠAC on HAC and a state ρ˜ = ΠρΠ such that ρ˜ ∈ Bεp(ρ) and
Smin(ρ˜AB‖1A ⊗ ρB) ≥ Hmin(A|B)ρ − log
2
ε2
.
Proof. The proof is structured as follows: First, we give a lower bound on
the entropy Smin(ρ˜AB‖1A⊗ρB) in terms of Hmin(A|B)ρ and a projector ΠB
that is a dual projector of ΠAC in the sense described below. We then find
a lower bound on the purified distance between ρ and ρ˜ in terms of ΠB
and define ΠB (and, thus, ΠAC) such that this distance does not exceed ε.
Let λ and σ be the pair that optimizes the min-entropy Hmin(A|B),
i.e. Hmin(A|B)ρ = Smin(ρAB‖1A⊗σB) = λ. We have ρ˜B ≤ ρB by definition
of ρ˜. Hence, Smin(ρ˜AB‖1A ⊗ ρB) is finite and can be written as
2−Smin(ρ˜AB‖1A⊗ρB) =
∣∣∣∣ρ−1/2B ρ˜ABρ−1/2B ∣∣∣∣∞ . (A.2)
We bound this expression using the dual projector of ΠAC , ΠB, i.e. the
projector that satisfies (cf. Lemma 2.1)
ΠB|Γ〉 = ΠAC |Γ〉, where |Γ〉 = ρ−1/2B |ρ〉 = ρ−1/2AC |ρ〉 = vec(ΠρB )
is the unnormalized fully entangled state between supp {ρB} and supp {ρAC}.
We also use that ρAB ≤ 2−λ1A⊗σB by definition of the min-entropy. Thus,
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we bound the rhs. of (A.2) as
rhs. =
∣∣∣∣trC((ΠAC ⊗ ρ−1/2B ) ρABC (ΠAC ⊗ ρ−1/2B ))∣∣∣∣∞
=
∣∣∣∣ΠB ρ−1/2B ρAB ρ−1/2B ΠB∣∣∣∣∞
≤ 2−λ∣∣∣∣1A ⊗ (ΠB ρ−1/2B σB ρ−1/2B ΠB)∣∣∣∣∞
= 2−λ||ΠBΛBΠB||∞ ,
where, in the last step, we introduced the Hermitian operator ΛB :=
ρ
−1/2
B σB ρ
−1/2
B . Taking the logarithm on both sides leads to
Smin(ρ˜AB‖1A ⊗ ρB) ≥ Hmin(A|B)ρ − log ||ΠBΛBΠB||∞ . (A.3)
We use Lemma 3.8 to bound the distance between ρABC and ρ˜ABC , namely
P (ρ, ρ˜) ≤
√
2 tr(Π⊥ACρABC) =
√
2 tr(Π⊥BρB) , (A.4)
where the Π⊥AC and Π
⊥
B are the orthogonal complements of ΠAC and ΠB,
respectively.
Clearly, the optimal choice of ΠB will cut off the largest eigenvalues of Λ
in (A.3) while keeping ρ and ρ˜ close. We thus define ΠB to be the minimum
rank projector onto the smallest eigenvalues of Λ such that tr(ΠBρB) ≥
tr(ρ)−ε2/2 or, equivalently, tr(Π⊥BρB) ≤ ε2/2. This definition immediately
implies that ρ ≈ε ρ˜ and it remains to find an upper bound on ||ΠBΛBΠB||∞.
Let Π′B be the projector onto the largest remaining eigenvalue in the
operator ΠBΛBΠB and note that Π
′
B and Π
⊥
B commute with ΛB. Then,
||ΠBΛBΠB||∞ = tr(Π′BΛB) = minµ
tr(µB(Π
⊥
B + Π
′
B)ΛB)
tr(µ)
,
where µ is minimized over all positive operators in the support of Π⊥B+Π
′
B.
Fixing instead µB = (Π
⊥
B + Π
′
B)ρB(Π
⊥
B + Π
′
B), we find
||ΠBΛBΠB||∞ ≤ tr(Γ
1/2
B ρBΛ
1/2
B (Π
⊥
B + Π
′
B))
tr((Π⊥B + Π
′
B)ρB)
≤ tr(Γ
1/2
B ρBΛ
1/2
B )
tr((Π⊥B + Π
′
B)ρB)
≤ 2
ε2
.
In the last step we used that
tr(Λ
1/2
B ρBΛ
1/2
B ) = tr(σB) = 1 and tr((Π
⊥
B + Π
′
B)ρB) ≥
ε2
2
by definition of Π⊥B. This concludes the proof.
In addition, we need the following extension of this result to the smooth
min-entropy.
156
A.3 Selected Relations between Entropies
Lemma A.6. Let ε > 0, ε′ ≥ 0 and ρ ∈ S≤(HAB). Then, there exists a
state ρ¯ ∈ Bε+2ε′(ρ) such that
Smin(ρ¯AB‖1A ⊗ ρB) ≥ Hε′min(A|B)ρ − log
2
ε2
.
Proof. Let ρ ∈ S≤(HABC) and ρˆ ∈ Bε′(ρABC) be pure states such that
Hε
′
min(A|B)ρ = Hmin(A|B)ρˆ. We apply Lemma A.5 to this state to get
Smin(ρ˜AB‖1A ⊗ ρˆB) ≥ Hε′min(A|B)ρ − log
2
ε2
, where |ρ˜〉 = ΠAC |ρˆ〉, ρ˜ ≈ε ρˆ .
Using Lemma 3.7, we define the operator FB with the property FBρˆBF
†
B =
ρB; hence FBρˆABCF
†
B ≈ε′ ρˆABC . Applying this to the defining operator
inequality of the relative entropy above leads to
ρ˜AB ≤ 2−λ1A ⊗ ρˆB =⇒ ρ¯AB := FBρ˜ABF †B ≤ 2−λ1A ⊗ ρB
and, thus, Smin(ρ˜AB‖1A ⊗ ρˆB) ≤ Smin(ρ¯AB‖1A ⊗ ρB). Furthermore, ρ¯ ∈
S≤(HABC) since tr(ρ¯) = tr(FBρ˜BF †B) ≤ tr(FBρˆBF †B) = tr(ρB) ≤ 1. Hence,
it remains to bound P (ρ¯, ρ) ≤ P (ρ¯, ρ˜) +P (ρ˜, ρˆ) +P (ρˆ, ρ) ≤ P (ρ¯, ρ˜) + ε+ ε′
and
P (ρ¯, ρ˜) = P
(
(FB ⊗ΠAC) ρˆABC(FB ⊗ΠAC),ΠAC ρˆABCΠAC
)
≤ P (FBρˆABCF †B, ρˆABC) ≤ ε′,
where we used the monotonicity of the purified distance (cf. Theorem 3.4)
under projections. This concludes the proof.
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Appendix B
Properties of
Quasi-Entropies
This appendix discusses properties of the quasi-entropies and relative Re´nyi
Entropies introduced in Chapter 6.
B.1 Properties of Quasi-Entropies
The quasi entropies (cf. Def. 6.1) are well-defined in the sense that they
are covariant under isometries on A and B.
Lemma B.1. Let U : H → H′ be an isometry. Then, for all f -quasi
entropies and for all A,B ∈ P(H), we have
Sf (A |B) = Sf (UAU † ‖UBU †) .
Proof. Let A =
∑
i λi|ei〉〈ei| and B =
∑
j µj |fj〉〈fj | with eigenvalues λi ≥
0, µj ≥ 0. Now, we write (see also [NO00])
Sf (A ‖B) = lim
ξ→0
∑
i,j
(
µj + ξ
)
f
(
λi
µj + ξ
) ∣∣〈ei|fj〉∣∣2 .
The isometry U keeps eigenvalues and the scalar product 〈ei|fj〉 invariant.
Furthermore, any zero eigenvalues introduced do not contribute since they
lie in a space orthogonal to the image of U , where the summands vanish
since limξ→0 ξf(0) = 0.1
Furthermore, it turns out that quasi-entropies have nice properties if
the function f is chosen operator concave. In particular, the following
1In Def. 6.1, we require that f(0) ∈ R is finite.
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property holds.1
Lemma B.2. Let E be a TP-CPM. Then, for all f quasi-entropies with f
operator concave and for all A,B ∈ P(H), we have
Sf (A ‖B) ≤ Sf
(
E(A) ‖E(B)) .
Proof. Any TP-CPM can be expressed as an isometry followed by a partial
trace (cf. Lemma 2.4), hence, in conjunction with Lemma B.1, it remains
to show the property for the partial trace operation. We will show this
under the assumption that B is invertible and the result for general B will
follow from the continuity (by definition) of Sf when ξ → 0.
To show monotonicity under partial trace, we let H = H1 ⊗H2 with
bases {|i〉1} and {|j〉2}, respectively. We use the (unnormalized) fully
entangled state |γ〉 = ∑i,j (|i〉1 ⊗ |j〉2)⊗ (|i〉1 ⊗ |j〉2) in the product basis
and its marginal |γ〉1 =
∑
i |i〉1⊗|i〉1. It remains to show that Sf (A ‖B) ≤
Sf (A1‖B1), where A1 = tr2(A) and B1 = tr2(B).
Let us define a linear map V : H1 ⊗H′1 → H ⊗H′ by
V :=
∑
i
(√
B
(√
B1
−1 ⊗ |i〉2
))
⊗ 11 ⊗ |i〉2 .
The map V is an isometry, i.e. V †V = 111 and satisfies
V
(√
B1 ⊗ 11|γ〉1
)
=
√
B ⊗ 112|γ〉 . (B.1)
We have tr2(A
T) = AT1 , since the transpose is taken in the product basis.
Hence, V †(B−1 ⊗AT)V = B−11 ⊗AT1 . Next, we apply the Operator Jensen
Inequality (Lemma 2.8) to get
V †f(B−1 ⊗AT)V ≤ f(V †(B−1 ⊗AT)V ) = f(B−11 ⊗AT1 ) .
Finally, using (B.1), we recover Sf (A ‖B) ≤ Sf (A1‖B1) by taking the
matrix element for (
√
B1 ⊗ 11)|γ〉1 on both sides of the inequality.
B.2 Properties of the Re´nyi Entropy
Here, we prove some general properties of the relative Re´nyi entropies,
introduced in Chapter 6 as
Sα(A‖B) = 1
1− α log tr
(
AαB1−α
)
.
1This was essentially already shown in [Pet84] for the partial trace (see also [Hay06])
up to the continuity arguments above that allow us to define the quasi-entropies for non-
invertible B. This extension (cf. Lemma B.1) is crucial, since even if B is invertible,
E(B) is generally not if E is an isometry. Hence, our contribution is to extend the
monotonicity argument to general TP-CPMs.
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Note that a similar quantity appears in quantum hypothesis testing [NO00,
AMAV07] and in [Hay06, OP93, MD09], where alternative proofs of some
of the following properties can be found.
Unlike their classical counterparts, the quantum relative (and condi-
tional) min- and max-entropies cannot be recovered as special cases of
α-entropies. However, it can be shown [KRS09] that
S1/2(A‖B) = 2 log tr(
√
A
√
B) ≤ 2 log tr ∣∣√A√B∣∣ = Smax(A‖B) . (B.2)
Furthermore, using the eigenvalue decompositions A =
∑
i λi|ei〉〈ei| and
B =
∑
j µj |fj〉〈fj |, we have
S∞(A ‖B) = lim
ξ→0
− log max
i,j
〈ei|fj〉6=0
λi
µj + ξ
≤ Smin(A ‖B) .
The entropies are additive, e.g. evaluation for an i.i.d. operator A⊗n
relative to another i.i.d. operator B⊗n results in
Sα
(
A⊗n‖B⊗n) = nSα(A‖B) . (B.3)
The relative Re´nyi entropies decrease monotonically in α.
Lemma B.3. Let α ≥ β ≥ 0 and let ρ ∈ S=(H), σ ∈ P(H) with supp {ρ} ⊆
supp {σ}. Then, Sα(ρ ‖σ) ≤ Sβ(ρ ‖σ).
Proof. We first show that Sα decreases monotonically with increasing α
by showing that its derivative is negative for all α ∈ [0, 1) ∪ (1,∞).
Using the (unnormalized) fully entangled state |γ〉, we define a pu-
rification |ϕ〉 := (√ρ ⊗ 1)|γ〉 of A. Furthermore, we set α¯ = α − 1 and
X = (ρ⊗ σ−1)T. It is easy to verify that, for f : t 7→ t log t,
Sα(A ‖B) = − 1
α¯
log 〈ϕ|X α¯|ϕ〉 and
∂
∂α
Sα(A ‖B) = 1
α¯2
log 〈ϕ|X α¯|ϕ〉 − 1
α¯
〈ϕ|X α¯ logX|ϕ〉
〈ϕ|X α¯|ϕ〉
=
f(〈ϕ|X α¯|ϕ〉)− 〈ϕ|f(X α¯)|ϕ〉
α¯2 〈ϕ|X α¯|ϕ〉 ≤ 0 .
The monotonicity follows from the convexity of f together with Jensen’s
inequality (cf. Lemma 2.7).
The Re´nyi entropies cannot decrease under simultaneous application
of a CPM on both arguments. This is equivalent to a data-processing
inequality for the conditional version of the entropies.1
1Conversely, it is easy to see that the data-processing inequality for the min- and
max-entropy (cf. Theorem 5.7) imply monotonicity for Smax and Smin.
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Lemma B.4 (Monotonicity of Re´nyi Entropy). Let α ∈ [0, 2], let A,B ∈
P(H) and let E be a TP-CPM. Then, Sα(A ‖B) ≤ Sα
(
E(A) ‖E(B)).
Proof. This follows directly from Lemma B.2 and the fact that gα : t 7→ tα
is operator concave for α ∈ (0, 1) and operator convex for α ∈ (1, 2].
(Also note that the pre-factor conveniently changes sign between these
two domains.) In the limits α → 0 and α → 1, the property follows by
continuity.1
We define conditional versions of these entropies as follows. For a state
ρ ∈ S≤(HAB), the conditional Re´nyi α-entropy of A given B is
Hα(A|B)ρ := Sα(ρAB‖1⊗ ρB) .
This definition allows a duality relation for pure tri-partite states.
Lemma B.5. Let ρ ∈ S≤(HABC) be pure and α ∈ [0, 1) ∪ (1, 2]. Then
Hα(A|B)ρ +H2−α(A|C)ρ = 0 .
Proof. We write ρ = |ϑ〉〈ϑ| and note that the marginal states ρAB and ρC
satisfy ρAB|ϑ〉 = ρC |ϑ〉 and ρB|ϑ〉 = ρAC |ϑ〉. Thus,
(1− α)Hα(A|B)ρ = log tr
(
ραABρ
1−α
B
)
= log 〈ϑ|ρα−1AB ρ1−αB |ϑ〉
= log 〈ϑ|ρα−1C ρ1−αAC |ϑ〉 = (α− 1)H2−α(A|B)ρ.
The last equality follows from α− 1 = 1− (2− α).
1For the von Neumann entropy this property (and strong sub-additivity) also follows
from the operator concavity of h : t 7→ −t log t, as noted in [NP05].
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