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Abstract
Motivated by applications of rateless coding, decision feedback, and ARQ, we study
the problem of universal decoding for unknown channels, in the presence of an erasure
option. Specifically, we harness the competitive minimax methodology developed in
earlier studies, in order to derive a universal version of Forney’s classical erasure/list
decoder, which in the erasure case, optimally trades off between the probability of era-
sure and the probability of undetected error. The proposed universal erasure decoder
guarantees universal achievability of a certain fraction ξ of the optimum error exponents
of these probabilities (in a sense to be made precise in the sequel). A single–letter ex-
pression for ξ, which depends solely on the coding rate and the threshold, is provided.
The example of the binary symmetric channel is studied in full detail, and some con-
clusions are drawn.
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1 Introduction
When communicating across an unknown channel, classical channel coding at any fixed
rate, however small, is inherently problematic since this fixed rate might be larger than the
unknown capacity of the underlying channel. It makes sense then to try to adapt the coding
rate to the channel conditions, which can be learned on–line at the transmitter whenever a
feedback link, from the receiver to the transmitter, is available.
One of the recent promising approaches to this end is rateless coding (see, e.g., [3],
[4], [5], [11], [12], [13], [15], and references therein). According to this approach, there
is fixed number of messages M , each one being represented by a codeword of unlimited
length, in principle. After each transmitted symbol of the message selected, the decoder
examines whether it can make a decision, namely, decode the message, with “reasonably
good confidence,” or alternatively, to request, via the feedback link, an additional symbol
to be transmitted, before arriving at a decision. Upon receiving the new channel output,
again, the receiver either makes a decision, or requests another symbol from the transmitter,
and so on.1 The coding rate, in such a scenario, is defined as logM divided by the expected
number of symbols transmitted before the decoder finally commits to a decision. Clearly,
at every time instant, the receiver of a rateless communication system operates just like
an erasure decoder [7],2 which partitions the space of channel output vectors into (M + 1)
regions,M for each one of the possible messages, and an additional region for “erasure,” i.e.,
“no decision,” which in the rateless regime, is used for requesting additional information
from the transmitter. Keeping the erasure probability small is then motivated by the desire
to keep the expected transmission time, for each message, small. Although these two criteria
are not completely equivalent, they are nonetheless strongly related.
This observation, as well as techniques such as ARQ and decision feedback, motivate
us to study the problem of universal decoding with an erasure option, for the class of
discrete memoryless channels (DMC’s) indexed by an unknown parameter vector θ (e.g., the
set of channel transition probabilities). Specifically, we harness the competitive minimax
methodology proposed in [6], in order to derive a universal version of Forney’s classical
erasure/list decoder. For a given DMC with parameter θ, a given coding rate R, and a
1Alternatively, the receiver can use the feedback link only to notify the transmitter when it reached a
decision regarding the current message (and keep silent at all other times). In network situations, this would
not load the network much as it is done only once per each message.
2See also [16], [1], [10], [9] and referecnes therein for later studies.
2
given threshold parameter T (all to be formally defined later), Forney’s erasure/list decoder
optimally trades off between the exponent E1(R,T, θ) of the probability of the erasure event,
E1, and the exponent, E2(R,T, θ) = E1(R,T, θ) + T , of the probability of undetected error
event, E2, in the random coding regime.
The universal erasure decoder, proposed in this paper, guarantees universal achievability
of an erasure exponent, Eˆ1(R,T, θ), which is at least as large as ξ ·E1(R,T, θ) for all θ, for
some constant ξ ∈ (0, 1], that is independent of θ (but does depend on R and T ), and at
the same time, an undetected error exponent Eˆ2(R,T, θ) ≥ ξ · E1(R,T, θ) + T for all θ (in
the random coding sense). At the very least this guarantees that whenever the probabilities
of E1 and E2 decay exponentially for a known channel, so they do even when the channel
is unknown, using the proposed universal decoder. The question is, of course: what is the
largest value of ξ for which the above statement holds? We answer this question by deriving
a single–letter expression for a lower bound to the largest value of ξ, denoted henceforth
by ξ∗(R,T ), that is guaraneteed to be attainable by this decoder. It is conjectured that
ξ∗(R,T ) reflects the best fraction of E1(R,T, θ) (and of E2(R,T, θ) in the above sense)
that any decoder that is unaware of θ can uniformly achieve. Explicit results, including
numerical values of ξ∗(R,T ), are derived for the example of the binary symmetric channel
(BSC), parameterized by the crossover probability θ, and some conclusions are drawn.
The outline of the paper is as follows. In Section 2, we establish the notation conventions
and we briefly review some known results about erasure decoding. In Section 3, we formulate
the problem of universal decoding with erasures. In Section 4, we present the proposed
universal erasure decoder and prove its asymptotic optimality in the competitive minimax
sense. In Section 5, we present the main results concering the performance of the proposed
universal decoder. Section 6 is devoted to the example of the BSC. Finally, in Section 7,
we summarize our conclusions.
2 Notation and Preliminaries
Throughout this paper, scalar random variables (RV’s) will be denoted by capital letters,
their sample values will be denoted by the respective lower case letters, and their alpha-
bets will be denoted by the respective calligraphic letters. A similar convention will apply
to random vectors of dimension n and their sample values, which will be denoted with
same symbols in the bold face font. The set of all n–vectors with components taking
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values in a certain alphabet, will be denoted as the same alphabet superscripted by n.
Thus, for example, a random vector X = (X1, . . . ,Xn) may assume a specific vector value
x = (x1, . . . , xn) ∈ X
n as each component takes values in X . Channels will be denoted
generically by the letter P , or Pθ, when we wish to emphasize that the channel is indexed
or parametrized by a certain scalar or vector θ, taking on values in some set Θ. Information
theoretic quantities like entropies and conditional entropies, will be denoted following the
usual conventions of the information theory literature, e.g., H(X), H(X|Y ), and so on. The
cardinality of a finite set A will be denoted by |A|.
Consider a discrete memoryless channel (DMC) with a finite input alphabet X , finite
output alphabet Y, and single–letter transition probabilities {P (y|x), x ∈ X , y ∈ Y}.
As the channel is fed by an input vector x ∈ X n, it generates an output vector y ∈ Yn
according to the conditional probability distribution
P (y|x) =
n∏
i=1
P (yi|xi). (1)
A rate–R block code of length n consists of M = enR n–vectors xm ∈ X
n, m = 1, 2, . . . ,M ,
which representM different messages. We will assume that all possible messages are a–priori
equiprobable, i.e., P (m) = 1/M for all m = 1, 2, . . . ,M .
A decoder with an erasure option is a partition of Yn into (M+1) regions,R0,R1, . . . ,RM .
Such a decoder works as follows: If y falls into Rm, m = 1, 2, . . . ,M , then a decision is
made in favor of message number m. If y ∈ R0, no decision is made and an erasure is
declared. We will refer to R0 as the erasure event.
Given a code C = {x1, . . . ,xM} and a decoderR = (R0,R1, . . . ,Rm), let us now define
two additional undesired events. The event E1 is the event of not making the right decision.
This event is the disjoint union of the erasure event and the event E2, which is the undetected
error event, namely, the event of making the wrong decision. The probabilities of all three
events are defined as follows:
Pr{E1} =
1
M
M∑
m=1
∑
y∈Rcm
P (y|xm) (2)
Pr{E2} =
1
M
M∑
m=1
∑
y∈Rm
∑
m′ 6=m
P (y|xm′) (3)
Pr{R0} = Pr{E1} − Pr{E2}. (4)
Forney [7] assumes that the DMC is known to the decoder, and shows, using the Neyman–
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Pearson methodology, that the best tradeoff between Pr{E1} and Pr{E2} (or, equivalently,
between Pr{R0} and Pr{E2}) is attained by the decoder R
∗ = (R∗0,R
∗
1, . . . ,R
∗
M ) defined
by
R∗m =
{
y :
P (y|xm)∑
m′ 6=m P (y|xm′)
≥ enT
}
, m = 1, 2, . . . ,M
R∗0 =
M⋂
m=1
(R∗m)
c, (5)
where (R∗m)
c is the complement of R∗m, and where T ≥ 0 is a parameter, henceforth referred
to as the threshold, which controls the balance between the probabilities of E1 and E2.
Forney devotes the remaining part of his paper [7] to derive lower bounds to the random
coding exponents (associated with R∗), E1(R,T ) and E2(R,T ), of Pr{E1} and Pr{E2},
the average3 probabilities of E1 and E2, respectively, and to investigate their properties.
Specifically, Forney shows, among other things, that for the ensemble of randomly chosen
codes, where each codeword is chosen independently under an i.i.d. distribution Qn(x) =∏n
i=1Q(xi),
E1(R,T ) = max
0≤s≤ρ≤1
max
Q
[E0(s, ρ,Q) − ρR− sT ] (6)
where
E0(s, ρ,Q) = − ln

∑
y∈Y
(∑
x∈X
Q(x)P 1−s(y|x)
)
·

∑
x′∈X
Q(x′)P s/ρ(y|x′)


ρ
 , (7)
and
E2(R,T ) = E1(R,T ) + T. (8)
A simple observation that we will need, before passing to the case of an unknown channel,
is that the same decision rule R∗ would be obtained if rather than adopting the Neyman–
Pearson approach, one would consider a Lagrange function,
Γ(C,R)
△
= Pr{E2}+ e
−nTPr{E1}, (9)
for a given code C = {x1, . . . ,xM} and a given threshold T , as the figure of merit, and
seek a decoder R that minimizes it. To see that this is equivalent, let us rewrite Γ(C,R) as
follows:
Γ(C,R) =
1
M
M∑
m=1

 ∑
y∈Rm
∑
m′ 6=m
P (y|xm′) +
∑
y∈Rcm
e−nTP (y|xm)

 , (10)
3Here, “average” means w.r.t. the ensemble of randomly selected codes.
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and it is now clear that for each m, the bracketed expression (which has the form of weighted
error of a binary hypothesis testing problem) is minimized by R∗m as defined above. Since
this decision rule is identical to Forney’s one, it is easy to see that the resulting exponential
decay of the ensemble average
E{Γ(C,R∗)} = Pr{E2}+ e
−nTPr{E1}
is E2(R,T ), as Pr{E1} decays according to e
−nE1(R,T ), Pr{E2} decays according to e
−nE2(R,T ),
and E2(R,T ) = E1(R,T ) + T , as mentioned earlier. This Largrangian approach will be
more convenient to work with, when we next move on to the case of an unknown DMC,
because it allows as to work with one figure of merit instead of a trade–off between two.
3 Unknown Channel – Problem Description
We now move on to the case of an unknown channel. While our techniques can be applied to
quite general classes of channels, here, for the sake of concreteness and conceptual simplicity,
and following in [7], we confine attention to DMC’s. Consider then a family of DMC’s
{Pθ(y|x), x ∈ X , y ∈ Y, θ ∈ Θ}, where θ is the parameter, or the index of the channel in
the class, taking values in some set Θ. For example, θ may be a positive integer, denoting
the index of the channel within a finite or a countable index set. As another example, θ
may simply represent the set of all |X | · (|Y| − 1) single–letter transition probabilties that
define the DMC, and if there are some symmetries (like in the BSC), these reduce the
dimensionality of θ. The basic questions are now the following:
1. How to devise a good erasure decoder when the underlying channel is known to belong
to the class {Pθ(y|x), x ∈ X , y ∈ Y, θ ∈ Θ}, but θ is unknown?
2. What are the resulting error exponents of E1 and E2 and how do they compare to
Forney’s exponents for known θ?
In the quest for universal schemes for decoding with an erasure option, two difficulties
are encountered in light of [7]. The first difficulty is that here we have two figure of mer-
its, the probabilities of E1 and E2. But this difficulty can be alleviated by adopting the
Lagrangian approach, described at the end of the previous section. The second difficulty
is somewhat deeper: Classical derivations of universal decoding rules for ordinary decoding
(without erasures) over the class of DMC’s, like the maximum mutual information (MMI)
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decoder [2] and its variants, were based on ideas that are deeply rooted in considerations of
joint typicality between the channel output y and each hypothesized codeword xm. These
considerations were easy to apply in ordinary decoding, where the score function (or, the
“metric”) associated with the optimum maximum likelihood (ML) decoding, log Pθ(y|xm),
involves only one codeword at a time, and that this function depends on xm and y only
via their joint empirical distribution, or, in other words, their joint type. Moreover, in the
case of decoding without erasures, given the true transmitted codeword xm and the result-
ing channel output y, the scores associated with all other randomly chosen codewords, are
independent of each other, a fact that facilitates the analysis to a great extent. This is very
different from the situation in erasure decoding, where Forney’s optimum score function for
each codeword,
Pθ(y|xm)∑
m′ 6=m Pθ(y|xm′)
,
depends on all codewords at the same time. Consequently, in a random coding analysis, it
is rather complicated to apply joint typicality considerations, or to analyze the statistical
behavior of this expression, let alone the statistical dependency between the score functions
associated with the various codewords.
This difficulty is avoided if the competitive minimax methodology, proposed and de-
veloped in [6], is applied. Specifically, let Γθ(C,R) denote the above defined Lagrangian,
where we now emphasize the dependence on the index of the channel, θ. Let us also define
Γ¯∗θ = E{minR Γθ(C,R)}, i.e., the ensemble average of the minimum of the above Lagrangian
(achieved by Forney’s optimum decision rule) w.r.t. the channel {Pθ(y|x)} for a given θ.
Note that the exponential order of Γ¯∗θ is e
−n[E1(R,T,θ)+T ] = e−nE2(R,T,θ), where E1(R,T, θ)
and E2(R,T, θ) are the new notations for E1(R,T ) and E2(R,T ), respectively, with the de-
pendence on the channel index θ, made explicit. In principle, we would have been interested
in a decision rule R that achieves
min
R
max
θ∈Θ
Γθ(C,R)
Γ¯∗θ
, (11)
or, equivalently,
min
R
max
θ∈Θ
Γθ(C,R)
e−n[E1(R,T,θ)+T ]
, (12)
but as is discussed in [6] (in the analogous context of ordinary decoding, without erasures),
such an ambitious minimax criterion of competing with the optimum performance may be
too optimisitic. A better approach would be to compete with a similar expression of the
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exponential behavior, but where the term E1(R,T, θ) is being multiplied by a constant
ξ ∈ (0, 1], which we would like to choose as large as possible. In other words, we are
interested in the competitive minimax criterion
Kn(C)
△
= min
R
max
θ∈Θ
Γθ(C,R)
e−n[ξE1(R,T,θ)+T ]
. (13)
Similarly as in [6], we wish to find the largest value of ξ such that the ensemble average
K¯n
△
= E{Kn(C)} would not grow exponentially fast, i.e.,
lim sup
n→∞
1
n
log K¯n ≤ 0. (14)
The rationale behind this is the following: If K¯n is sub–exponential in n, for some ξ, then
this guarantees that there exists a universal erasure decoder, say Rˆ, such that for every
θ ∈ Θ, the exponential order of E{Γθ(C, Rˆ)} is no worse than e
−n[ξE1(R,T,θ)+T ]. This, in
turn, implies that both terms of Γθ(C, Rˆ) decay at least as e
−n[ξE1(R,T,θ)+T ], which means
that for the decoder Rˆ, the exponent of Pr{E1} is at least ξ ·E1(R,T, θ) and the exponent
of Pr{E2} is at least ξ ·E1(R,T, θ) + T , both for every θ ∈ Θ. Thus, the difference between
the two (guaranteed) exponents remains T as before (as the weight of the term Pr{E1} in
Γ(R, C) is e−nT ), but the other term, E1(R,T, θ), is now scaled by a factor of ξ.
The remaining parts of this paper focus on deriving a universal decoding rule that
asymptotically achieves K¯n(C) for a given ξ, and on analyzing its performance, i.e., finding
the maximum value of ξ such that K¯n still grows sub–exponentially rapidly.
4 Derivation of a Universal Erasure Decoder
For a given ξ ∈ (0, 1], let us define
f(xm,y)
△
= max
θ∈Θ
{
en[ξE1(R,T,θ)+T ]Pθ(y|xm)
}
(15)
and consider the decoder
Rˆm =
{
y :
f(xm,y)∑
m′ 6=m f(xm′ ,y)
≥ enT
}
, m = 1, 2, . . . ,M
Rˆ0 =
M⋂
m=1
Rˆcm. (16)
Denoting
Kn(C,R) = max
θ∈Θ
Γθ(C,R)
e−n[ξE1(R,T,θ)+T ]
, (17)
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for a given encoder C = {x1, . . . ,xM} and decoder R, our first main result estabilishes
the asymptotic optimality of Rˆ in the competitive minimax sense, namely, that Kn(C, Rˆ)
is within a sub–exponential factor as small as Kn(C) = minRKn(C,R)}, and therefore,
E{Kn(C, Rˆ)} is within the same sub–exponential factor as small as K¯n = E{Kn(C)}.
Theorem 1 For every code C,
Kn(C, Rˆ) ≤ (n + 1)
|X |·|Y|−1Kn(C). (18)
Comment: Note that the summation
∑
m′ 6=m f(xm′ ,y) might pose some numerical chal-
lenges since it is a summation of many terms within a potentially large range of order of
magnitudes. An asymptotically equivalent version of Rˆ, that avoids such summations al-
together, is the following. Let M(α) be the number of {xm′} for which f(xm′ ,y) = α.
Since f(xm′ ,y) depends on (xm′ ,y) only via their joint empirical distribution (see the
proof of Theorem 1, next), then the number of possible values of α is at most polynomial
in n. Then,
∑
m′ 6=m f(xm′ ,y) can be replaced by maxα[α ·M(α)], without affecting the
asymptotic optimality.
Proof. The proof technique is similar to that of [6]. As x and y exhaust their spaces,
X n and Yn, let Θn denote set of values of θ that achieve {f(x,y), x ∈ X
n, y ∈ Yn}.
Observe that for every θ, the expression [en[ξE1(R,T,θ)+T ]Pθ(y|x)] depends on (x,y) only
via their joint empirical distribution (or, the joint type). Consequently, the value of θ that
achieves f(x,y) also depends on (x,y) only via their joint empirical distribution. Since the
number of joint empirical distributions of (x,y) never exceeds (n+1)|X |·|Y|−1 (see [2]), then
obviously
|Θn| ≤ (n + 1)
|X |·|Y|−1 (19)
as well. Now, for every encoder C and decoder R,
Kn(C,R) = max
θ∈Θ
Γθ(C,R)
e−n[ξE1(R,T,θ)+T ]
= max
θ∈Θ
1
M
M∑
m=1

 ∑
y∈Rm
∑
m′ 6=m
Pθ(y|xm′)
e−n[ξE1(R,T,θ)+T ]
+ e−nT
∑
y∈Rcm
Pθ(y|xm)
e−n[ξE1(R,T,θ)+T ]


≤
1
M
M∑
m=1

 ∑
y∈Rm
∑
m′ 6=m
max
θ∈Θ
Pθ(y|xm′)
e−n[ξE1(R,T,θ)+T ]
+ e−nT
∑
y∈Rcm
max
θ∈Θ
Pθ(y|xm)
e−n[ξE1(R,T,θ)+T ]


=
1
M
M∑
m=1

 ∑
y∈Rm
∑
m′ 6=m
f(xm′ ,y) + e
−nT
∑
y∈Rcm
f(xm,y)


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△
= Kˆn(C,R)
=
1
M
M∑
m=1

 ∑
y∈Rm
∑
m′ 6=m
max
θ∈Θn
Pθ(y|xm′)
e−n[ξE1(R,T,θ)+T ]
+ e−nT
∑
y∈Rcm
max
θ∈Θn
Pθ(y|xm)
e−n[ξE1(R,T,θ)+T ]


≤
1
M
M∑
m=1

 ∑
y∈Rm
∑
m′ 6=m

 ∑
θ∈Θn
Pθ(y|xm′)
e−n[ξE1(R,T,θ)+T ]

+
e−nT
∑
y∈Rcm

 ∑
θ∈Θn
Pθ(y|xm)
e−n[ξE1(R,T,θ)+T ]




=
∑
θ∈Θn
1
M
M∑
m=1

 ∑
y∈Rm
∑
m′ 6=m
Pθ(y|xm′)
e−n[ξE1(R,T,θ)+T ]
+
e−nT
∑
y∈Rcm
Pθ(y|xm)
e−n[ξE1(R,T,θ)+T ]


≤ |Θn| · max
θ∈Θn
1
M
M∑
m=1

 ∑
y∈Rm
∑
m′ 6=m
Pθ(y|xm′)
e−n[ξE1(R,T,θ)+T ]
+
e−nT
∑
y∈Rcm
Pθ(y|xm)
e−n[ξE1(R,T,θ)+T ]


≤ (n+ 1)|X |·|Y|−1 ·max
θ∈Θ
1
M
M∑
m=1

 ∑
y∈Rm
∑
m′ 6=m
Pθ(y|xm′)
e−n[ξE1(R,T,θ)+T ]
+
e−nT
∑
y∈Rcm
Pθ(y|xm)
e−n[ξE1(R,T,θ)+T ]


≤ (n+ 1)|X |·|Y|−1 ·Kn(C,R). (20)
Thus, we have defined Kˆn(C,R) and sandwiched it between Kn(C,R) and (n+ 1)
|X |·|Y|−1 ·
Kn(R, C) uniformly for every C and R. Now, obviously, Rˆ minimizes Kˆn(C,R), and so, for
every R,
Kn(C, Rˆ) ≤ Kˆn(C, Rˆ) ≤ Kˆn(C,R) ≤ (n+ 1)
|X |·|Y|−1 ·Kn(C,R), (21)
where the first and the third inequalites were just proved in the chain of inequalities (20),
and the second inequality follows from the optimality of Rˆ w.r.t. Kˆn(C,R). Since we have
shown that
Kn(C, Rˆ) ≤ (n+ 1)
|X |·|Y|−1 ·Kn(C,R)
for every R, we can now minimize the r.h.s. w.r.t. R and the assertion of Theorem 1 is
obtained. This completes the proof of Theorem 1.
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5 Performance
In this section, we present an upper bound to K¯n from which we derive a lower bound to
ξ∗, the largest value of ξ for which K¯n is sub–exponential in n.
Given a distribution Py on Y, a positive real λ, and a value of θ, let
F (Py , λ, θ)
△
= ln |X | −max
Px|y
[H(X|Y ) + λE lnPθ(Y |X)], (22)
where E{·} is the expectation and H(X|Y ) is the conditional entropy w.r.t. a generic joint
distribution Pxy(x, y) = Py(y)Px|y(x|y) of the RV’s (X,Y ). Next, for a pair (θ, θ˜) ∈ Θ
2,
and for two real numbers s and ρ, 0 ≤ s ≤ ρ ≤ 1, define:
E(θ, θ˜, ρ, s) = min
Py
[F (Py, 1 − s, θ) + ρF (Py, s/ρ, θ˜)−H(Y )], (23)
where H(Y ) is the entropy of Y induced by Py. Finally, let
ξ∗(R,T )
△
= min
θ,θ˜
max
0≤s≤ρ≤1
E(θ, θ˜, s, ρ)− ρR− sT
(1− s)E1(R,T, θ) + sE1(R,T, θ˜)
, (24)
with the convention that if the denominator vanishes, then ξ∗(R,T )
△
= 1. Our main result,
in this section is the following:
Theorem 2 Consider the ensemble of codes where each codeword is drawn independently,
under the uniform distribution Q(x) = 1/|X |n for all x. Then,
1. For every ξ ≤ ξ∗(R,T ),
lim sup
n→∞
1
n
log K¯n ≤ 0.
2. For ξ = ξ∗(R,T ), the average probability of E1 and the average probability of E2,
associated with the decoder Rˆ, decay with exponential rates at least as large as ξ∗(R,T )·
E1(R,T, θ) and ξ
∗(R,T ) · E1(R,T, θ) + T , respectively, for all θ ∈ Θ.
The proof of Theorem 2 appears in the appendix.
We now pause to discuss Theorem 2 and some of its aspects.
Theorem 2 suggests a conceptually simple strategy: Given R and T , first compute
ξ∗(R,T ) using eq. (24). This may require some non-trivial optimization procedures, but it
has to be done only once, and since this is a single–letter expression, it can be carried at
least numerically, if closed–form analytic expressions are not apparent to be available (see
the example of the BSC below). Once ξ∗(R,T ) has been computed, apply the decoding rule
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Rˆ with ξ = ξ∗(R,T ), and the theorem guarantees that the resulting random coding error
exponents of E1 and E2 are as specificed in the second item of that theorem.
The theorem is interesting, of course, only when ξ∗(R,T ) > 0, which is the case in
many situations, at least as long as R and T are not too large. When ξ∗(R,T ) > 0, the
proposed universal decoder with ξ = ξ∗(R,T ) has the important property that whenever
Forney’s optimum decoder yields an exponential decay of Pr{E1} (E1(R,T, θ) > 0), then so
does the corresponding exponent of the proposed decoder, Rˆ. It should be pointed out that
the exponential rates ξ∗(R,T ) · E1(R,T, θ) and ξ
∗(R,T ) · E1(R,T, θ) + T , guaranteed by
Theorem 2, are only lower bounds to the real exponential rates, and that true exponential
rate, at some points in Θ, might be larger.
The derivation of ξ∗(R,T ) is carried out (see the appendix) using the same bounding
techniques as in Gallager’s classical work and as in [7], which are apparently tight in the
random coding sense. We therefore conjecture that ξ∗(R,T ) is not merely a lower bound
to the best achievable fraction of E1(R,T, θ) that is universally achievable, but it actually
cannot be improved upon. If this conjecture is true, it means that unlike the case of ordinary
universal decoding (without erasures), where the optimum random coding error exponent
is universally achievable over the DMC, i.e., ξ∗ = 1 [2],[17], here, when erasures are brought
into the picture, this is no longer the case, as ξ∗(R,T ) is normally striclty less than unity,
as we demonstrate later in the example of the BSC. We will also demonstrate, in this
example, that for the case T = 0, which is asymptotically equivalent to the case without
erasures in the sense that E1(R, 0, θ) = E2(R, 0, θ) coincide with Gallager’s random coding
exponent [8] (although erasures are still possible), we get ξ∗(R, 0) = 1, in agreement with
the aforementioned full universality result for ordinary universal decoding.
In Theorem 2, we assumed that the random coding distribution Q is uniform over
X n. This assumption is reasonable since, in the absence of any prior knowledge about the
channel, no vectors in X n appear to have any preference over other vectors (see also [14] for
another justification). It is also relatively simple to analyze the random coding performance
in this case. It is straightforward, however, to modify the results to any random coding
distribution Q(x) which depends on x only via its empirical distribution (for example, any
other i.i.d. distribution, or a uniform distribution within one type class). This can easily be
done using the method of types [2] (see the appendix).
Our last comment concerns the choice of the threshold T . Thus far, we assumed that
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T is a constant, independent of θ. However, in some situations, it makes sense to let T
depend on the quality of the channel, and hence on the parameter θ. Intuitively, for fixed
T , if the signal–to–noise ratio (SNR) becomes very high, the erasure option will be used so
rarely, that it will effectively be non–existent. This means that we are actually no longer
“enjoying” the benefits of the erasure option, and hence not the gain in the undetected
error exponent that is associated with it. An alternative approach is to let T = Tθ depend
on θ in a certain way. In this case, Kn(C) would be redefined as follows:
Kn(C) = min
R
max
θ∈Θ
e−nTθPr{E1}+ Pr{E2}
e−n[ξE1(R,Tθ ,θ)+Tθ]
. (25)
The corresponding generalized version of the competitive minimax decision rule Rˆ, would
now be:
Rˆm =

y : g(xm,y) ≥
∑
m′ 6=m
h(xm′ ,y)

 , m = 1, . . . ,M
Rˆ0 =
M⋂
m=1
Rˆcm, (26)
where
g(xm,y)
△
= max
θ
[Pθ(y|xm) · e
nξE1(R,Tθ ,θ)] (27)
and
h(xm,y)
△
= max
θ
[Pθ(y|xm) · e
n[ξE1(R,Tθ ,θ)+Tθ]]. (28)
By extending the performance analysis carried out in the appendix, the resulting expression
of ξ∗ now becomes
ξ∗(R)
△
= min
θ,θ˜
max
0≤s≤ρ≤1
E(θ, θ˜, s, ρ)− ρR− sTθ˜
(1− s)E1(R,Tθ, θ) + sE1(R,Tθ˜, θ˜)
. (29)
The main question that naturally arises, in this case, is: which function Tθ would be rea-
sonable to choose? A plausible guideline could be based on the typical behavior of
τθ = lim
N→∞
1
N
E ln
Pθ(Y |xm)∑
m′ 6=m Pθ(Y |xm′)
which can be assessed, using standard bounding techniques, under the hypothesis that xm
is the correct message. For example, Tθ may be given by ατθ with some constant α ∈ [0, 1],
or τθ − β for some β > 0. This will make the probability of erasure (exponentially) small,
but not too small, so that there would be some gain in the undetected error exponent for
every θ.
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6 Example – the Binary Symmetric Channel
Consider the BSC, where X = Y = {0, 1}, and where θ designates the crossover probability.
We would like to examine, more closely, the expression of ξ∗(R,T ) and its behavior in this
case. Let h2(u) denote the binary entropy function, −u lnu − (1 − u) ln(1 − u), u ∈ [0, 1].
Denoting the modulo 2 sum of X and Y by X ⊕ Y , we have:
F (Py, λ, θ) = ln 2−max
Px|y
[H(X|Y ) + λE lnP (Y |X)]
= ln 2−max
Px|y
{
H(X|Y ) + λE ln
[
(1− θ)
(
θ
1− θ
)X⊕Y ]}
= ln 2− λ ln(1− θ)−max
Px|y
[
H(X|Y ) + (λ ln
θ
1− θ
) ·E(X ⊕ Y )
]
= ln 2− λ ln(1− θ)−max
Px|y
[
H(X ⊕ Y |Y ) + (λ ln
θ
1− θ
) ·E(X ⊕ Y )
]
≥ ln 2− λ ln(1− θ)−max
Px|y
[
H(X ⊕ Y ) + (λ ln
θ
1− θ
) ·E(X ⊕ Y )
]
= ln 2− λ ln(1− θ)−max
u
[
h2(u) + (λ ln
θ
1− θ
) · u
]
= ln 2− λ ln(1− θ)− ln
[
1 +
(
θ
1− θ
)λ]
= ln 2− ln[θλ + (1− θ)λ], (30)
where the inequality is, in fact, an equality achieved by a backward Px|y where X ⊕ Y is
independent of Y . Since F (Py, λ, θ) is independent of Py, this easily yields
E(θ, θ˜, ρ, s) = ρ ln 2− ln[θ1−s + (1− θ)1−s]− ρ ln[θ˜s/ρ + (1− θ˜)s/ρ] (31)
and so,
ξ∗(R,T ) = min
θ,θ˜
max
0≤s≤ρ≤1
ρ ln 2− ln[θ1−s + (1− θ)1−s]− ρ ln[θ˜s/ρ + (1− θ˜)s/ρ]− ρR− sT
(1− s)E1(R,T, θ) + sE1(R,T, θ˜)
,
(32)
with
E1(R,T, θ) = max
0≤s≤ρ≤1
{ρ ln 2− ln[θ1−s + (1− θ)1−s]− ρ ln[θs/ρ + (1− θ)s/ρ]}. (33)
This expression, although still involves non–trivial optimizations, is much more explicit
than the general one. We next offer a few observations regarding the function ξ∗(R,T ) for
the example of the BSC.
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First, observe that if Θ is a singleton, i.e., we are back to the case of a known channel,
then θ = θ˜, and the numerator, after maximization over ρ and s, becomes E1(R,T, θ), and
so does the denominator, thus ξ∗(R,T ) = 1, as expected. Secondly, we argue that there
exists a region of R and T (both not too large) such that ξ∗(R,T ) > 0. To see this, note
that there are four possibilities regarding the minimizers θ and θ˜ in the above minimax
problem:
1. θ = θ˜ = 1/2: In this case, the denominator vanishes too and so, ξ∗(R,T ) = 1.
2. Both θ 6= 1/2 and θ˜ 6= 1/2: Let θˆ be the closer to 1/2 between θ and θ˜. Then, the
numertor is obviously lower bounded by
ρ ln 2− ln[θˆ1−s + (1− θˆ)1−s]− ρ ln[θˆs/ρ + (1− θˆ)s/ρ]− ρR− sT,
which upon maximizing over ρ and s gives E1(R,T, θˆ), which is positive as long as R
and T are not too large.
3. θ = 1/2 and θ˜ 6= 1/2: In this case, the numerator is given by
ρ ln 2− ρ ln[θ˜s/ρ + (1− θ˜)s/ρ]− ρR− s(T + ln 2).
Choosing ρ = 1 and s = 1/2, we get
1
2
ln 2− ln
[√
θ˜ +
√
1− θ˜
]
−
(
R+
T
2
)
,
which is positive as long as R and T are not too large.
4. θ 6= 1/2 and θ˜ = 1/2: In this case, the numerator is given by
s ln 2− ln[θ1−s + (1− θ)1−s]− ρR− sT,
and once again, choosing ρ = 1 and s = 1/2 gives exactly the same expression as in
item 3, except that θ replaces θ˜, and hence the conclusion is identical.
We next demonstrate that ξ∗(R, 0) = 1. Referring to the definition of the Gallager
function E(θ, ρ) for the BSC:
E(θ, ρ) = ρ ln 2− (1 + ρ) ln[θ1/(1+ρ) + (1− θ)1/(1+ρ)]− ρR, (34)
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R/T T = 0.000 T = 0.025 T = 0.050 T = 0.075 T = 0.100 T = 0.125 T = 0.150
R = 0.00 1.000 0.364 0.523 0.418 0.396 0.422 0.298
R = 0.05 1.000 0.756 0.713 0.656 0.535 0.562 0.495
R = 0.10 1.000 0.858 0.774 0.648 0.655 0.585 0.518
R = 0.15 1.000 0.877 0.809 0.720 0.713 0.662 0.622
R = 0.20 1.000 0.905 0.815 0.729 0.729 0.684 0.647
R = 0.25 1.000 0.912 0.832 0.763 0.706 0.661 0.627
R = 0.30 1.000 0.896 0.850 0.788 0.738 0.644 0.613
Table 1: Numerical values of ξ∗(R,T ) for various values of R and T .
let us define ρ′ = 1/(1−s)−1 and ρ′′ = ρ/s−1, and rewrite the numerator of the expression
for ξ∗(R, 0) as follows:
ρ ln 2− ln[θ1−s + (1− θ)1−s]− ρ ln[θ˜s/ρ + (1− θ˜)s/ρ]− ρR
= ρ ln 2− ln[θ1/(1+ρ
′) + (1− θ)1/(1+ρ
′)]− ρ ln[θ˜1/(1+ρ
′′) + (1− θ˜)1/(1+ρ
′′)]− ρR
=
1
1 + ρ′
{ρ′ ln 2− (1 + ρ′) ln[θ1/(1+ρ
′) + (1− θ)1/(1+ρ
′)]− ρ′R}+
+
ρ
1 + ρ′′
{ρ′′ ln 2− (1 + ρ′′) ln[θ˜1/(1+ρ
′′) + (1− θ˜)1/(1+ρ
′′)]− ρ′′R}
= (1− s)E(θ, ρ′) + sE(θ˜, ρ′′)
= (1− s)E
(
θ,
1
1− s
− 1
)
+ sE
(
θ˜,
ρ
s
− 1
)
. (35)
Now, let us choose s = ρ/(1 + ρ˜), where ρ˜ is the achiever of E∗(θ˜) = max0≤ρ≤1E(θ˜, ρ), and
ρ = ρ∗(1+ ρ˜)/(1+ρ∗), where ρ∗ is the achiever of E∗(θ) = max0≤ρ≤1E(θ, ρ) (observing that
ρ∗(1 + ρ˜)/(1 + ρ∗) ≤ 1, therefore this is choice is feasible). With this choice, the numerator
of ξ∗(R,T ) becomes equal to the denominator, and so, ξ∗(R,T ) = 1.
Finally, in Table 1, we provide some numerical results pertaining to the function ξ∗(R,T ),
where all minimizations and maximizations were carried out by an exhaustive search with a
step-size of 0.01 in each dimension. As can be seen, at the left–most column, corresponding
to T = 0, we indeed obtain ξ∗(R, 0) = 1. As can also be seen, ξ∗(R,T ) is always strictly
less than unity for T > 0, and it in general decreases as T grows.
7 Conclusion
We have addressed the problem of universal decoding with erasures, using the competitive
minimax methodology proposed in [6], which proved useful. This is in contrast to earlier
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approaches for deriving universal decoders, based on joint typicality considerations, for
which we found no apparent extensions to accommodate Forney’s erasure decoder. In order
to guarantee uniform achievability of a certain fraction of the exponent, the competitive
minimax approach was applied to the Lagrangian, pertaining to a weighted sum of the two
error probabilities.
The analysis of the minimax ratio, K¯n, resulted in a single–letter lower bound to the
largest universally achievable fraction, ξ∗(R,T ) of Forney’s exponent. We conjecture that
ξ∗(R,T ) is a tight lower bound that cannot be improved upon. In addition to the reasons we
gave earlier, why we believe in this conjecture, we have also seen that it is supported by the
fact that at least in extreme cases, like the case T = 0 and the case where Θ is a singleton,
it gives the correct value ξ∗(R,T ) = 1, as expected. An interesting problem for future work
would be to prove this conjecture. This requires the derivation of an exponentially tight
lower bound to Kn, which is a challenge.
The analysis technique offerred in this paper opens the door to similar performance
analyses of competitive–minimax universal decoders with various types of random coding
distributions (cf. the second to the last paragraph of the discussion that follows Theorem
2). This is in contrast to earlier works (see, e.g., [2], [17]), which were strongly based on the
assumption that the random coding distribution is uniform within a set. A similar analysis
technique can be applied also to universal decoding without erasures.
Finally, we analyzed the example of the BSC in full detail and demonstrated that
ξ∗(R, 0) = 1. We have also provided some numerical results for this case.
Appendix – Proof of Theorem 2
For an event E ⊆ Yn, let 1{y|E} denote the indicator function of E , i.e., 1{y|E} = 1 if y ∈ E
and 1{y|E} = 0 otherwise. First, observe that
1{y|Rˆm} = 1

y|f(xm,y) ≥ enT
∑
m′ 6=m
f(xm′ ,y)


≤ min
0≤s≤1
[
f(xm,y)
enT
∑
m′ 6=m f(xm′ ,y)
]1−s
(A.1)
and similarly,
1{y ∈ Rˆcm} ≤ min
0≤s≤1
[
enT
∑
m′ 6=m f(xm′ ,y)
f(xm,y)
]s
. (A.2)
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Then, we have:
K¯n ≤ E{Kn(Rˆ, C)}
= E
{
max
θ
e−nTPr{E1}+ Pr{E2}
e−n[ξE1(R,T,θ)+T ]
}
= E

maxθ 1M
M∑
m=1
∑
y∈Yn
e−nT
(
Pθ(y|Xm) · e
n[ξE1(R,T,θ)+T ]
)
· 1{y|Rˆcm}+

 ∑
m′ 6=m
Pθ(y|Xm′) · e
n[ξE1(R,T,θ)+T ]

 · 1{y|Rˆm}


(a)
≤ E

 1M
M∑
m=1
∑
y∈Yn
e−nT max
θ
(
Pθ(y|Xm) · e
n[ξE1(R,T,θ)+T ]
)
· 1{y|Rˆcm}+

 ∑
m′ 6=m
max
θ
[Pθ(y|Xm′) · e
n[ξE1(R,T,θ)+T ]]

 · 1{y|Rˆm}


= E

 1M
M∑
m=1
∑
y∈Yn
e−nT f(Xm,y) · 1{y|Rˆ
c
m}+

 ∑
m′ 6=m
f(Xm′ ,y)

 · 1{y|Rˆm}


(b)
≤ E

 1M
M∑
m=1
∑
y∈Yn
e−nT f(Xm,y) · min
0≤s≤1
[
enT
∑
m′ 6=m f(Xm′ ,y)
f(Xm,y)
]s
+

 ∑
m′ 6=m
f(Xm′ ,y)

 · min
0≤s≤1
[
f(Xm,y)
enT
∑
m′ 6=m f(Xm′ ,y)
]1−s

= E

 2M
M∑
m=1
∑
y∈Yn
min
0≤s≤1

e−nT (1−s)f1−s(Xm,y)

 ∑
m′ 6=m
f(Xm′ ,y)


s



= E

 2M
M∑
m=1
∑
y∈Yn
min
0≤s≤1
{
e−nT (1−s)
(
max
θ∈Θn
Pθ(y|Xm)e
n[ξE1(R,T,θ)+T ]
)1−s
·

 ∑
m′ 6=m
max
θ˜∈Θn
Pθ˜(y|Xm′)e
n[ξE1(R,T,θ˜)+T ]


s



(c)
≤ E

 2M
M∑
m=1
∑
y∈Yn
min
0≤s≤1
{
e−nT (1−s)
[
max
θ∈Θn
Pθ(y|Xm)e
n[ξE1(R,T,θ)+T ]
]1−s
×

 ∑
m′ 6=m
∑
θ˜∈Θn
Pθ˜(y|Xm′)e
n[ξE1(R,T,θ˜)+T ]


s



= E

 2M
M∑
m=1
∑
y∈Yn
min
0≤s≤1
{
e−nT (1−s)
[
max
θ∈Θn
Pθ(y|Xm)e
n[ξE1(R,T,θ)+T ]
]1−s
×

 ∑
θ˜∈Θn
∑
m′ 6=m
Pθ˜(y|Xm′)e
n[ξE1(R,T,θ˜)+T ]


s



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(d)
≤ E

 2M
M∑
m=1
∑
y∈Yn
min
0≤s≤1
{
e−nT (1−s)
[
max
θ∈Θn
Pθ(y|Xm)e
n[ξE1(R,T,θ)+T ]
]1−s
×

|Θn| · max
θ˜∈Θn
∑
m′ 6=m
Pθ˜(y|Xm′)e
n[ξE1(R,T,θ˜)+T ]


s



≤ E

2|Θn|M
M∑
m=1
∑
y∈Yn
min
0≤s≤1
{
e−nT (1−s)
[
max
θ∈Θn
Pθ(y|Xm)e
n[ξE1(R,T,θ)+T ]
]1−s
×

max
θ∈Θn
∑
m′ 6=m
Pθ˜(y|Xm′)e
n[ξE1(R,T,θ˜)+T ]


s



(e)
≤ E

2|Θn|M
M∑
m=1
∑
y∈Yn
∑
θ∈Θn
∑
θ˜∈Θn
min
0≤s≤1
{
e−nT (1−s)
[
Pθ(y|Xm)e
n[ξE1(R,T,θ)+T ]
]1−s
×

 ∑
m′ 6=m
Pθ˜(y|Xm′)e
n[ξE1(R,T,θ˜)+T ]


s



=
2|Θn|
M
∑
θ∈Θn
∑
θ˜∈Θn
M∑
m=1
∑
y∈Yn
E min
0≤s≤1
{
e−nT (1−s)
[
Pθ(y|Xm)e
n[ξE1(R,T,θ)+T ]
]1−s
×

 ∑
m′ 6=m
Pθ˜(y|Xm′)e
n[ξE1(R,T,θ˜)+T ]


s

(f)
≤
2|Θn|
3
M
max
θ∈Θn
max
θ˜∈Θn
M∑
m=1
∑
y∈Yn
E min
0≤s≤1
{
e−nT (1−s)
[
Pθ(y|Xm)e
n[ξE1(R,T,θ)+T ]
]1−s
×

 ∑
m′ 6=m
Pθ˜(y|Xm′)e
n[ξE1(R,T,θ˜)+T ]


s

≤
2|Θn|
3
M
max
θ∈Θ
max
θ˜∈Θ
min
0≤s≤1
M∑
m=1
∑
y∈Yn
E
{
e−nT (1−s)
[
Pθ(y|Xm)e
n[ξE1(R,T,θ)+T ]
]1−s
×

 ∑
m′ 6=m
Pθ˜(y|Xm′)e
n[ξE1(R,T,θ˜)+T ]


s

=
2|Θn|
3
M
max
θ∈Θ
max
θ˜∈Θ
min
0≤s≤1
en[ξ{(1−s)E1(R,T,θ)+sE1(R,T,θ˜)}+sT ] ×
M∑
m=1
∑
y∈Yn
E

P 1−sθ (y|Xm) ·

 ∑
m′ 6=m
Pθ˜(y|Xm′)


s
 , (A.3)
where (a) follows from the fact that the maximum (over θ) of a summation is upper bounded
by the summation of the maxima, (b) follows from (A.1) and (A.2), and (c), (d), (e) and
(f) all follow from the fact that if g(θ) is non–negative then
max
θ∈Θn
g(θ) ≤
∑
θ∈Θn
g(θ) ≤ |Θn| · max
θ∈Θn
g(θ).
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Assuming that the codewords are drawn independently, we then have:
K¯n ≤
2|Θn|
3
M
max
θ∈Θ
max
θ˜∈Θ
min
0≤s≤1
en[ξ{(1−s)E1(R,T,θ)+sE1(R,T,θ˜)}+sT ] ×
M∑
m=1
∑
y∈Yn
E{P 1−sθ (y|Xm)} ·E



 ∑
m′ 6=m
Pθ˜(y|Xm′)


s

=
2|Θn|
3
M
max
θ∈Θ
max
θ˜∈Θ
min
0≤s≤1
en[ξ{(1−s)E1(R,T,θ)+sE1(R,T,θ˜)}+sT ] ×
M∑
m=1
∑
y∈Yn
E{P 1−sθ (y|Xm)} · mins≤ρ≤1
E





 ∑
m′ 6=m
Pθ˜(y|Xm′)


s/ρ


ρ

≤
2|Θn|
3
M
max
θ∈Θ
max
θ˜∈Θ
min
0≤s≤1
en[ξ{(1−s)E1(R,T,θ)+sE1(R,T,θ˜)}+sT ] ×
M∑
m=1
∑
y∈Yn
E{P 1−sθ (y|Xm)} · min0≤s≤ρ≤1
E



 ∑
m′ 6=m
P
s/ρ
θ˜
(y|Xm′)


ρ

≤
2|Θn|
3
M
max
θ∈Θ
max
θ˜∈Θ
min
0≤s≤ρ≤1
en[ξ{(1−s)E1(R,T,θ)+sE1(R,T,θ˜)}+sT ] ×
M∑
m=1
∑
y∈Yn
E{P 1−sθ (y|Xm)} ·

 ∑
m′ 6=m
E{P
s/ρ
θ˜
(y|Xm′)}


ρ
, (A.4)
where in the last step we have used Jensen’s inequality. Now, observe that the summands
do not depend on m, therefore, the effects of the summation over m and the factor of
1/M cancel each other. Also, the sum of M − 1 contributions of identical expectations
E{P
s/ρ
θ˜
(y|Xm′)} creat a factor of M − 1 (upper bounded by M) raised to the power of ρ.
Denoting
U(y, λ, θ) = E{P λθ (y|X)},
we have:
K¯n ≤ 2|Θn|
3max
θ∈Θ
max
θ˜∈Θ
min
0≤s≤ρ≤1
Mρ · en[ξ{(1−s)E1(R,T,θ)+sE1(R,T,θ˜)}+sT ] ×
∑
y∈Yn
U(y, 1− s, θ) · Uρ(y, s/ρ, θ˜). (A.5)
To compute U(y, λ, θ), we use the method of types [2]. Now, Q is assumed i.i.d. and uniform
over the entire input space, i.e., Q(x) = 1/|X |n for all x. Let Pˆxy denote the empirical
joint distribution of (x,y) and let Eˆxy{·} denote the corresponding empirical expectation,
i.e., the expectation w.r.t. Pˆxy. Also, let T (x|y) denote the conditional type class of x
given y, i.e., the set of x′ with Pˆx′y = Pˆxy and let Hˆxy(X|Y ) denote the corresponding
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empirical conditional entropy of X given Y . Then,
U(y, λ, θ) =
1
|X |n
∑
x∈Xn
P λθ (y|x)
=
1
|X |n
∑
T (x|y)⊂Xn
|T (x|y)| · eλn
ˆExy lnPθ(Y |X)
≤
1
|X |n
∑
T (x|y)⊂Xn
enHˆxy(X|Y ) · eλn
ˆExy lnPθ(Y |X)
≤ (n + 1)|Y|·(|X |−1) · e−nF (Pˆy ,λ,θ), (A.6)
where F (Py, λ, θ) is defined as in eq. (22). On substituting this bound into the upper bound
on Kn(Rˆ), we get:
K¯n ≤ 2|Θn|
3(n+ 1)2|Y|·(|X |−1)max
θ∈Θ
max
θ˜∈Θ
min
0≤s≤ρ≤1
Mρ · en[ξ{(1−s)E1(R,T,θ)+sE1(R,T,θ˜)}+sT ] ·
∑
y∈Yn
e−n[F (Py ,1−s,θ)+ρF (Py ,s/ρ,θ˜)]
≤ 2|Θn|
3(n+ 1)2|Y|·(|X |−1)max
θ∈Θ
max
θ˜∈Θ
min
0≤s≤ρ≤1
Mρ · en[ξ{(1−s)E1(R,T,θ)+sE1(R,T,θ˜)}+sT ] ·
∑
Ty⊂Yn
enHˆy(Y ) · e−n[F (Py ,1−s,θ)+ρF (Py ,s/ρ,θ˜)]
≤ 2|Θn|
3(n+ 1)3|Y|·(|X |−1)max
θ∈Θ
max
θ˜∈Θ
min
0≤s≤ρ≤1
Mρ · en[ξ{(1−s)E1(R,T,θ)+sE1(R,T,θ˜)}+sT ] · e−nminPy [F (Py,1−s,θ)+ρF (Py,s/ρ,θ˜)−H(Y )]
≤ 2|Θn|
3(n+ 1)3|Y|·(|X |−1)max
θ∈Θ
max
θ˜∈Θ
min
0≤s≤ρ≤1
Mρ · en[ξ{(1−s)E1(R,T,θ)+sE1(R,T,θ˜)}+sT ] · e−nE(θ,θ˜,s,ρ). (A.7)
We would like to find the maximum value of ξ such that K¯n would be guaranteed not to
grow exponentially. To this end, we can now ignore the factor 2|Θn|
3(n+1)3|Y|·(|X |−1), which
is polynomial in n (cf. eq. (19)). Thus, the latter upper bound will be sub–exponential in
n as long as
min
θ,θ˜
max
0≤s≤ρ≤1
[E(θ, θ˜, s, ρ)− ξ{(1− s)E1(R,T, θ) + sE1(R,T, θ˜)} − ρR− sT ] ≥ 0, (A.8)
or, equivalently, for every (θ, θ˜), there exist (ρ, s), 0 ≤ s ≤ ρ ≤ 1, such that
E(θ, θ˜, s, ρ) ≥ ξ{(1− s)E1(R,T, θ) + sE1(R,T, θ˜)}+ ρR+ sT, (A.9)
i.e.,
ξ ≤
E(θ, θ˜, s, ρ)− ρR− sT
(1− s)E1(R,T, θ) + sE1(R,T, θ˜)
. (A.10)
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In other words, for every ξ ≤ ξ∗(R,T ), where ξ∗(R,T ) is defined as in eq. (24)), Kn(Rˆ) is
guaranteed not to grow exponentially with n. This completes the proof of Theorem 2.
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