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Resume { Dans cette contribution on s'interesse a la caracterisation des minima du critere Module Constant (MC) pour un
canal Auto Regressif (AR) particulier. Le resultat principal montre la colinearite stricte entre l'ensemble des minima du critere
MC (locaux et globaux) et les solutions de Wiener de me^me retard. En montrant que les solutions sous-optimales ont pour origines
un eet comparable a une sous-modelisation de l'egaliseur, nous pouvons ainsi unier des resultats a priori contradictoires qui
permettent d'expliquer la presence de minima locaux. Ce resultat integre comme cas particulier l'exemple bien connu de minimum
local decrit par Ding et al [1].
Abstract { In this contribution, we are interested in the characterization of Constant Modulus equalizers for an AR channel.
Our main result shows that CM equalizers (local and global CM minima) are colinear to the Wiener solutions (which achieve
MMSE equalization). We show that the sub-optimal solutions (local minima) are induced by an eect of undermodeling of the
equalizer. This result includes, as a special case, the well-known example of local minima introduced by Ding et al. [1].
1 Introduction
Le critere Module Constant (MC) ou critere de Godard
[3] est un critere bien connu en egalisation dite aveugle
(i.e. qui n'utilise pas de sequence d'apprentissage pour
l'estimation de l'egaliseur). De nombreuses etudes lui ont
encore ete recemment consacrees (cf. [4], par exemple).
Neanmoins certains aspects de la caracterisation de ses
minima (pour les ltres d'ordres ni) restaient obscurs.
Il a ete montre recemment qu'en presence de bruit les
minima globaux du critere MC, dans le cas d'un canal
MA multivarie, sont tres proches de la solution de Wiener
[2] (en l'absence de bruit les solutions sont identiques et
conduisent a un egalisation parfaite [5] malgre le caractere
multi-modale du critere). Ce resultat est d'un intere^t pra-
tique non negligeable dans la mesure ou il montre que l'on
peut approcher les estimateurs optimaux au second ordre
sans sequence d'apprentissage. Toutefois, il n'existe pas
d'intersection entre ces resultats et ceux donnes par Ding
dans le cas d'un modele AR particulier pour lequel il decrit
un exemple de minimum local (a notre connaissance le seul
clairement etabli) [1]. Il semble des lors qu'il existe une
contradiction entre le fait d'armer l'absence de minima
locaux parasites dans le cas MA multivarie (qui peut e^tre
inverse par un ltre d'ordre ni [2]) et la presence de min-
ima locaux dans le cas d'un ltre AR scalaire pour lequel
il existe egalement un inverse d'ordre ni. Dans ce cas
d'ou proviennent les minima locaux? s'agit-il reellement
de minima locaux parasites? sont-ils lies au noyau de la
matrice de convolution ? existe-il une relation entre ces

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minima et les solutions de Wiener par exemple? (comme
dans le cas MA [7]).
Les resultats que nous exposerons dans la suite donnent
les reponses suivantes :
{

A partir d'une generalisation du modele AR utilise
par Ding, nous montrons que les minima stables du
critere MC se divisent en deux categories : un ensem-
ble de solutions ideales, qui conduit a une egalisation
parfaite et un ensemble de solutions sous-optimales
qui correspondent a des minima locaux,
{ nous montrons que tous les minima du critere MC
sont strictement colineaires aux solutions de Wiener
de me^me retards,
{ nous montrons que les minima locaux proviennent
d'une sous-modelisation de l'egaliseur lors de l'es-
timation du signal source pour des retards partic-
uliers (voir (4)). La presence de minima locaux n'est
donc pas imputable a la multimodalite du critere
MC puisque la solution de Wiener (avec apprentis-
sage) ne fait pas mieux.
{ par ailleurs, nous montrerons que la presence d'un
noyau non nul pour la matrice de convolution du
melange ne sut pas a prouver l'existence de min-
ima locaux parasites. Ce point est tres important
car nous obtenons la situation singuliere suivante ou
les minima locaux du critere MC dans le cas d'un
modele AR (et en particulier l'exemple de Ding)
peuvent e^tre caracterises a partir du noyau de la
matrice de convolution du melange, ces solutions
restent cependant colineaires aux solutions de Wiener,
{ enn, nous reprendrons le cas particulier donne par
Ding, et nous donnerons les conditions pour une
egalite stricte en fonction de la distribution de la
source et/ou du canal entre les solutions de Wiener
et tous les minima du critere MC.
2 Formulation du probeme
2.1 Modele de donnees
Nous considerons (une legere) generalisation du modele
de canal AR introduit dans [1], qui s'ecrit :
y(n) + y(n  ) = s(n) (1)
ou 0 < jj < 1 avec  2 IR et  > 1. Nous supposons que le
signal source(s(n))
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] representant le signal d'intere^t. En regroupant
les observations (y(n))
n2ZZ
dans le vecteur de regression
Y
N
(n) = (y(n); :::; y(n   N + 1))
>
de longueur N (avec






ou, S(n) represente un vecteur semi-inni contenant la
sequence d'entree. Il est deni par S(n) = (s(n); s(n  




() est une matrice inconnue de di-
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Egaliseur MA de degre ni
L'egalisation du canal (1), c'est-a-dire, l'estimation du
signal d'entree a l'aide d'un ltre RIF equivaut a car-


















(n) = s(n  ) (4)
ou  designe est un retard arbitraire et  un facteur d'echelle
non nul.
Nous considerons le probleme de l'estimation des ltres
g
()






















les minima de 
MC
(g) et on introduit de
facon parallele la notation g

w
pour les solutions de Wiener






Dans la suite nous considerons le probleme de l'estima-
tion des egaliseurs g
()
a partir du critere MC ainsi que





Pour aller a l'essentiel, nous donnons directement les so-
lutions de l'egalisation EQMM i.e. les solutions de Wiener
pour les retards  2 f0; : : : ; N   1g. Nous montrerons en-
suite que tous les minima de 
MC
(g) sont colineaires a
ceux fournis par un ltrage de Wiener. Le premier resultat
est donne dans le lemme suivant.




























pour N   1   > N   
(6)














(z) sont obtenues par une (( translation ))





dans la tramedes observations : y(n),y(n 
1),:::; y(n N+1) de dimensionN . Pour un retard  > N 
 , il apparait un eet de sous-modelisation de l'egaliseur
qui ne peut plus s'exprimer comme une combinaison lineaire
de deux observations y(n   k) et y(n   k   ). Dans ce




Nous ne donnons pas les details de la demonstration de
ce resultat par manque d'espace. On pourra en revanche
consulter [7] pour plus d'informations.
Exemple: An de mieux visualiser le resultat du Lemme
2, nous donnons ci-dessous les solutions EQMM dans le
cas particulier ou  = 2 et N = 3. Pour ces parametres
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est un vecteur canonique). Un calcul simple et di-


































































Lemme 2 Les minima stables du critere MC et les solu-








































pour  > N   
ou  est le kurtosis de la source.
Les solutions associees aux retards   N    four-
nissent un ensemble de minima globaux qui conduisent a
une egalisation parfaite. Les solutions pour  > N   
fournissent un jeu de minima locaux. On peut noter que
si la solution EQMM depend uniquement du canal (c'est-
a-dire de ), les solutions g
()
mc
pour  > N    obtenues
pour le critere MC dependent conjointement du canal et
de la distribution de la source par le biais notamment du
kurtosis de . Signalons que dans le cas d'un modele AR
le fait de considerer N tres grand (mais ni) n'ameliore
pas les performances d'egalisation et en particulier ne fait
pas dispara
^




  N    . Comme dans le cas des solutions EQMM, ces
minima proviennent d'une sous-modelisation de l'ordre de
l'egaliseur.
Demonstration :






s(n   k), on
peut aisement etablir que la r.i. du ltre g
()
mc





















pour 0N    ce qui permet d'armer que les g
()
mc
sont des extrema de 
MC












) > 0) en ces points. Ces solutions sont iden-
tiques aux solutions deWiener pour les retards d'egalisation
  N    . Par ailleurs, nous pouvons etablir que les














(g) pour  > N    . La stabilite de ces
solutions est deduite d'un resultat donne par Ding [1].










































), nous pouvons exprimer le
gain  a partir du parametre de canal  et des moments





























Exemple: Dans l'exemple de la gure 1, nous visualisons
les contours du critere MC en fonction de l'egaliseur pour
un modele AR de parametre  = 0:4 et N = 2. On peut
voir qu'il existe deux minima dierents : un minima global
caracterise par g
mc
= (1; 0:4) et son symetrique et un min-
ima local g
mc
= (0; 0:74) et son symetrique. Ces minima







= (0; 0:84). Nous verions donc que les minima
globaux sont identiques et que les minima locaux sont
colineaires.












Fig. 1: Modele AR : Contours du critere MC en fonction
de l'egaliseur,  = 0:4, N = 2.






Nous voudrions ici apporter quelques eclaircissements
sur l'origine des minima locaux de 
MC
(g) obtenus pour
le modele AR decrit dans (1). Etant donne que les minima

















Il est tres simple de montrer que les solutions ideales, c'est-
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] ce qui est vrai par denition de r. La caracterisation
des minima locaux obtenue pour les solutions sous-optimales
du critere MC est etablie dans la proposition suivante.











pour  > N    (13)
de reponses impulsionnelles g
()
mc
































La demonstration de ce lemme est donnee dans [7]. Les
solutions sous-optimales du citere MC (qui fournissent
les minima locaux), sont indirectement caraterisees par
le noyau de H
1
(). Elles pourraient donc e^tre a priori
considerees comme des solutions indesirables qui annu-
lent le gradient du critere. En fait, ces solutions ne peu-
vent pas e^tre caracterisees de minima locaux parasites
dans la mesure ou ces elles sont egalement colineraires
aux solutions de Wiener (de me^me retard), et correspon-
dent donc a l'estimation du signal source pour les retards
 > N    . Autement dit, par cet exemple nous montrons
que la presence d'un noyau non nul pour la matrice de
convolution du melange ne sut pas a prouver l'existence
de minima locaux parasites. Les conclusions apportees par
Z.Ding sur cette question sont donc incompletes. On re-
marque enn que dans la mesure ou les solutions EQMM
appartiennent a l'espace signal il en est de me^me pour les
minima du critere MC. Notons qu'il existe des resultats
similaires dans le cas d'un canal MA, [8][7].
Tab. 1: Valeurs admissibles pour  en fonction de 
 = 1:5 0:48209 1:19761
 = 1 0:66464 1:16544
 = 0:5 0:80599 1:12226
 = 0:1 0:92793 1:05924

4 Minima de Ding ( = 1)
A titre illustratif, nous considerons l'exemple de mini-
mum local g
mc
= (0    0) decrit par Ding, pour un canal
(1) avec  = 1. Notons que pour  = 1, il existe un min-
imum local et N   1 minima globaux. Nous donnons, ci-
dessous, les conditions qui conduisent a une egalite stricte
entre le minimum local g
(N 1)
mc




de me^me retard entree/sortie. Pour cela on peut
xer soit la distribution i.e. , soit le canal i.e. . Nous
considerons les deux cas.
Pour  xe on obtient l'equivalence des performances
lorsque





+ 3(  2) = 0
	
(15)
La premiere solution correspond au canal trivial h(z) = 1.
La resolution de la deuxieme equation p() = 0 permet de









Dans le tableau 1, nous donnons les solutions numeriques
, pour dierentes valeurs (arbitraires) de , a partir de
l'expression ci-dessus. Les solutions admissibles, qui con-
duisent a un modele AR stable, sont donnees en gras.












compte tenu de la contrainte  < 3 sur le signal a l'entree,





















la contrainte (18) sur  n'est donc pas restrictive dans la
mesure ou les conditions de stabilite du modele AR (1)







Exemple : Nous illustrons ce comportement pour une sequence




= (1; 0:66) et g
(1)
w
(z) = (0; 0:56). Nous verions, sur
la courbe de niveau donnee ci-dessous (gure 2), que ces
solutions sont identiques aux minima du critere MC.
5 Conclusion
Dans cette contribution, nous avons considere les min-
ima du critere MC pour un modele AR assez simple. L'ob-
jectif etait, en particulier, de comprendre quel etait la












Fig. 2: Modele AR : Contours du critere MC en fonction
de l'egaliseur g,  = 0:66,  = 1, N = 2.
nature des mnima decrits par Ding. La presence de ces
minima s'emblait e^tre en contradiction avec des resultats
recents montrant l'absence de minima locaux lorsque le
canal est inversible [5][4] (voir egalement [7]). Au terme de
l'analyse, nous montrons que les minima obtenus (locaux
et globaux) sont strictement colineaires a ceux fournis par
la solution optimale (au second ordre) EQMM c'est-a-dire
la solution obtenue par un ltrage de Wiener. Les min-
ima locaux, qui sont engendres par une sous-modelisation
de l'egaliseur, ne peuvent donc e^tre consideres comme des
solutions parasites indesirables du critere MC puisqu'illes
contribuent (aux me^me titre que les solutions optimales) a
l'estimation du signal source. Ainsi, toutes les techniques
de regularisation du critere MC (motivees par l'exemple
de Ding) qui s'appuient, par exemple, sur des idees de
decorrelation de la sortie, auront egalement ici pour ef-
fet d'interdire (potentiellement) l'estimation de certaines
entrees. Sans compter que de nouveaux attracteurs para-
sites peuvent a priori appara^tre.
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