ABSTRACT. We study the stability of the standing wave solutions of a Gross-Pitaevskii equation describing Bose-Einstein condensation of dipolar quantum gases and characterize their orbit. As an intermediate step, we consider the corresponding constrained minimization problem and establish existence, symmetry and uniqueness of the ground state solutions.
INTRODUCTION
Since the experimental realization of the first Bose-Einstein condensate (BEC) by Eric Cornell and Carl Wieman in 1995, tremendous efforts have been undertaken by mathematicians to exploit this achievement especially in atomic physics and optics. In the last years, a new kind of quantum gases with dipolar interaction, which acts between particles as a permanent magnetic or electric dipole moment has attracted the attention of a lot of scientists. The interactions between particles are both long-range and non-isotropic. Describing the corresponding BEC via Gross Pitaevskii approximation, one gets the following nonlinear Schrödinger equation , N ∈ N is the number of particles, m denotes the mass of individual particles and a its corresponding scattering length. The external potential V (x) describes the electromagnetic trap and has the following harmonic confinement
The factor d 2 denotes the strength of the dipole moment in Gaussian units and (1.2) K(x) = 1 − 3 cos 2 θ |x| 3 , where θ = θ(x) is the angle between x ∈ R 3 and the dipole axis n ∈ R 3 . The local term g|ψ| 2 ψ describes the short-range interaction forces between particles, while the non-local potential K * |ψ| 2 describes their long-range dipolar interactions. For the mathematical analysis, it is more convenient to rescale (1.1) into the following dimensionless form
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where
, and a 0 = m .
In the following, we assume that λ 1 and λ 2 are two given real-valued parameters.
In [5] , the authors have studied the existence and uniqueness of the equation (1.3) with initial condition ψ 0 ∈ H 1 (R 3 ),
They have established that (1.4) has a unique, global solution if λ 1 4 3 πλ 2 0. They called this situation stable regime, referring to the fact that no singularity in formed in finite time. In this paper, we study another notion of stability, that is, the stability of standing waves. They have also showed that in the unstable regime (λ 1 < 4 3 πλ 2 ), finite time blow up may occur, hence the denomination.
The evidence of blow-up relies on a function for which the corresponding energy is strictly negative ([5, Lemma 5.1]). They concluded using the virial approach of Zakharov and Glassey. Some refinements of the above result have been discussed in [5, Proposition 5.4] .
The most important issue in view of the applications of (1.4) in atomic physics and quantum optics seems to be the study of ground state solutions of (1.4). These solutions are the "only" observable states in experiments. A standing wave solution of (1.4) is a wave function having the particular form ψ(t, x) = e iµt u(x), µ ∈ R. Therefore ψ(t, x) is a solution of (1.1) if and only if u solves the following elliptic partial differential equation:
Ground state solutions are the solutions of (1.5) obtained by minimizing an associated energy functional. The most common way to get such minimizers is to consider the corresponding Weinstein functional or the constrained energy functional. In [1] , the authors have studied (1.5) (without the term V (x)) by using the first approach. More precisely, they introduced the following minimization problem:
. Using various tricks, they were able to show that (1.6) is achieved when λ 1 < 
Then there exists a non-negative function u ∈ H 1 (R 3 ) solution to
Note that there is no contradiction with Proposition 4.1 and Lemma 5.1 of [5] , since the solitary wave constructed in [1] corresponds to an initial data with a positive energy, while finite time blow up is established in [5] only for negative energy solutions. A complete analysis of such situations has been done in [10] and [11] . The second variational formulation associated to (1.5) is the following constrained minimization problem
and (1.10) S c = u ∈ Σ :
According to the breakthrough paper of Grillakis, Shatah and Strauss [8] , the stable solutions of (1.5) are the ones obtained via the variational problem (1.8). In [1] , the authors seem to be very skeptical concerning the use of such approach in this context. In [1, p. 427], after the introduction of the energy functional they stated "At this point it might be tempting to study (1.5) via minimization of the energy E(u). However, it is well known, that even without the dipole nonlinearity, i.e. λ 2 = 0, this approach fails (. . . )". Note however that in [1] , (1.1) is considered in the absence of an external potential, V = 0. A key aspect in our approach consists in using a balance between both nonlinear terms, the cubic one and the dipolar one. Also, the presence of the confining potential V (not necessarily quadratic, see below) seems to be extremely helpful in the proof, although it is not clear whether it is necessary or not. Their feelings have been reinforced by the approach of Bao et al. in [2] , which, however, contains some flaws, which we fix in the present paper. Note also that our method is simpler and applies to any potential V (|x|) which increases to infinity when |x| tends to infinity (the radial symmetry of the potential is needed in order to ensure that the minimzer is Steiner symmetric). Their main result, which we revisit here, can be stated as follows:
then (1.8) has a unique non-negative minimizer, which is Steiner symmetric.
B) If
(1.12)
However, the proof of B) in [2] contains a flaw, which we fix here. From now on, we suppose that λ 2 > 0. The case λ 2 < 0 can be treated in the same fashion.
Note that the range of λ 1 and λ 2 ensuring the existence of minimizers via Weinstein function does not intersect at all with the one enabling us to get minimizers of (1.8).
Our paper is organized as follows. In the next section, we fix some notations and state some preliminary results. In Section 3, we prove Theorem 1.2. Finally, in the last section, we prove the orbital stability of standing waves when (1.11) holds true. We also characterize the orbit of standing waves.
with ∇w For w ∈ Σ, we define
Equivalently for all c > 0, we set 
Technical results.
We first recall two important properties of the dipole established in [5] .
Lemma 2.2 (Lemma 2.3 from [5]). Define the Fourier transform on the Schwartz space as
Then the Fourier transform of K is given by
Using Fourier transform and Plancherel's Theorem, we can rewrite the energy functional as
where ρ(x) = |u(x)| 2 .
Since V (x) → +∞ as |x| → ∞, we have the standard result:
Proceeding as in [9] , we have:
(1) The energy functional E and E are C 1 on Σ and Σ, respectively. (2) The mapping c → I c is continuous.
Cauchy problem.
We shall consider the initial value problem (1.4) in two situations: either ψ is a scalar function, or ψ = (ψ 1 ψ 2 ) is a vector function. In the second case, (1.4) means
along with the initial condition ψ(0, x) = ψ 0 (x). The main technical remark concerning the Cauchy problem for (1.4), made in [5] , is that in view of Lemma 2.1, the operator
. Therefore, on a technical level, it is not really different from considering a cubic nonlinearity, for which the local existence theory at the level of Σ follows from Strichartz inequalities and a fixed point argument (see e.g. [6] ). Note that because of the presence of the harmonic potentiel, working in H 1 (R 3 ) is not enough to ensure local well-posedness: working in Σ is necessary if one wants to consider a solution which remains in H 1 (R 3 ) ([4]). Standard arguments (which can also be found in [6] ) imply the conservations of mass and energy. Proposition 2.5. Let λ 1 , λ 2 ∈ R, and ψ 0 ∈ Σ. There exists T , depending on ψ 0 Σ and a unique solution
4). The following quantities are conserved by the flow:
Mass:
Energy:
In particular, if λ 1 2.4. Stability. For a fixed c > 0, we use the following definition of stability introduced by Cazenave and Lions [7] . Definition 2.6. The set Z c is said to be stable if Z c = ∅ and: For all w ∈ Z c and ε > 0, there exists δ > 0 such that for all ψ 0 ∈ Σ, we have
where ψ(t, x) is the unique solution of (1.4), corresponding to the initial data ψ 0 .
Notice that if w ∈ Z c , then there exists a Lagrange multiplier λ ∈ R such that
Therefore w = (w 1 , w 2 ) solves the following elliptic system (2.5)
Let us first prove part A). Thanks to (2.4), the minimization problem (1.8) can be rewritten in the following manner
Now in view of (2.3) and (1.11), E(u) 0 for any u ∈ S c . Let {u n } ⊂ Σ be such that |u n | 2 2 → c 2 and lim n→∞ E(u n ) = I c . the above property implies that (u n ) is bounded in Σ, therefore, we can suppose (up to a subsequence) that u n ⇀ u in Σ. On the other hand, by the lower semi-continuity of the norm, we certainly have
Finally using Lemma 2.1, we obtain that
Relations (3.1), (3.2) and (3.3) imply that
We conclude that E(u) = I c , since |u| 2 = c. Now, taking into account the fact that |∇|u|| 2 |∇u| 2 , we have E(|u|) E(u) for any u ∈ H 1 . Finally, using rearrangement inequalities established by F. Brock [3] , we certainly get that E(|u| # ) E(|u|) E(u), where u # stands for the Steiner symmetrization with respect to the x 3 -axis.
As proved in ([2, Lemma 2.1]), the energy E is strictly convex, and therefore the minimizer constructed above is unique. Remark 3.1. All minimizing sequences of (1.8) are relatively compact in Σ. Now, let us prove part B) of Theorem 1.2. To reach this goal, we need to construct an appropriate sequence of functions ensuring that I c = −∞. In doing so, we fix a flaw in the proof of [2] . Let
At this stage, the idea is to use anisotropy. For ε, h > 0 to be made precise later, let
Clearly {ρ n } ⊂ Σ and for all n ∈ N and 1 j 3,
.
we get by Lemma 2.4 that
and hence
On the other hand (4.1) implies that
We infer from (4.2), (4.3) and Remark 3.1 that there exists ρ ∈ Σ such that ρ n → ρ in Σ.
Clearly ρ ∈ S c and E(ρ) = I c . Then ρ 0 and Steiner symmetric. Moreover ρ is a weak solution of (1.5). Thus ρ ∈ C 1 (R 3 ) and ρ > 0. Hence ρ ∈ W c ⊂ Z c since I c = I c . Next, we prove that
Combining this and the fact that (u This, together with the weak convergence of z n to z in Σ, enables us to conclude.
Proof of ii).
Let z = (u, v) ∈ Z c and set ρ = (u 2 + v 2 ) 1/2 . By the previous proof, we know that ρ ∈ W c and
On the other hand, E(z) = I c which implies that there exists a Lagrange multiplier λ ∈ C such that :
Letting ξ = z, it follows immediately that λ ∈ R and    
Elliptic regularity theory implies that u, v ∈ C 1 (R 3 ) ∩ H 2 (R 3 ).
Let Ω = {x ∈ R 3 : u(x) = 0}, then Ω is closed since u is continuous. Let us prove that it is also open. Suppose that x 0 ∈ Ω, using the fact that v(x 0 ) > 0, we can find a Ball B centered in x 0 such that v(x) = 0 for any x ∈ B. Thus for x ∈ B (u∂ j v − v∂ j u) Now let us find the relationship between u and v. Proof of iii). Let z = (w cos σ, w sin σ), σ ∈ R, w ∈ W c . We denote z by z = e iσ w by identifying C with R 2 . Then z ∈ S c and E(z) = E(w) = I c = I c . Thus {e iσ w, σ ∈ R, w ∈ W c } ⊂ Z c . Conversely, for z = (u, v) ∈ Z c , set w = |z|. Then E(z) = E(w) = I c = I c and w ∈ W c . If v ≡ 0, w = |w| > 0 on R 3 and so z = e iσ w ∈ W c where σ = 0 if u > 0 and σ = π if u < 0 on R 3 . Otherwise v(x) = 0 for all x ∈ R 3 . In this case, it follows that ∇( u v ) = 0 on R 3 . Therefore there exists a constant α ∈ R such that u = αv on R 3 . Hence z = (α + i)v and W = |α + i||v|. Let θ ∈ R be such that (α + i) = |α + i|e iθ and let ϕ = 0 if v > 0 and ϕ = π if v < 0 on R 3 . Setting σ = θ + ϕ, we have z = (α + i)v = |α + i|e iθ |v|e iϕ = we iσ , where w ∈ W c .
