In an increasingly competitive global business environment, the fast pace of technological change, widely dispersed expertise and strong competition demands proactive decision-making by today's corporations. Global information management has become increasingly important, as businesses strive to leverage their information resources for competitive advantage. Innovative expert systems that enhance and speed up the decision-making process are one avenue for improving an organization's competitive position. However, most expert systems are designed as standalone products and, as such, they do not reflect actual decision-making within an organization. This paper discusses a design that extends the concept of a hierarchical expert system management system into a network of expert systems from multiple domains. This model is designed to bring the best source of knowledge to the decision-making process. Further, it is intended to use these resources to quickly make adjustments to the rapidly changing business environment. The model is less restrictive, thus making it suitable for use in self-directed team environments. Furthermore, these concepts also provide support for dynamic organizational change. An illustration is provided to show how such a network of expert systems can assist a manager attempting to identify principal labour needs within an organization.
Introduction
Organizations face a number of trends that demand more responsive and comprehensive information systems and expert systems. Among these are: delegation of more responsibilities to self-directed work groups. These trends have been in part responsible for the growth of the American economy. Much of this growth was due to improvements in productivity.
The global business environment requires the decision maker to have quick access to the knowledge necessary to respond effectively to these trends. Innovative expert systems that can meet these challenges are one avenue for improving an organization's competitive position in the marketplace. However, while most expert systems are designed as stand-alone products, organizations are moving towards teamoriented decision-making as a means of increasing worker productivity. Therefore, most expert systems (which are designed to emulate human decisionmaking) do not accurately reflect organizational decision-making processes. This poses a number of challenges for the management of information and knowledge within an organization.
A number of models have been proposed that link expert systems. Recent research has been conducted on integrating corporate databases with expert systems [1, 2, 3] . There have also been attempts to resolve multiple conflicting expert strategies within a specific knowledge domain [4, 5, 6] . However, these attempts have only addressed problems associated with the management of knowledge among experts within a given domain. They have not addressed problems directly related to sharing knowledge among experts in multiple domains. Team orientation adds impetus to the need for a network of expert systems that can support knowledge from multiple domains. By modeling manual procedures in the form of expert systems that are networked to each other, and to the corporate database, the network can be used to better emulate organizational decision-making.
There have been proposals for a hierarchical expert systems management system (ESMS) for multiple domains [7] . However, a hierarchical ESMS is restrictive and reflects the hierarchical decision-making found in traditional management approaches. As such, a hierarchical ESMS only supports Hackathorn and Keen's [8] personal and organizational categories of decision making. However, this paper extends the idea of a hierarchical ESMS by generalizing the framework to include a network of expert systems that supports team decision-making.
This design allows for knowledge from multiple domains within a network and so supports decisions requiring knowledge from multiple experts. The design limits knowledge only by the number of experts within the system and it supports unstructured decisions that might require unanticipated links. The design is modular and permits expansion of the network as necessary. Confidentiality of knowledge is both recognized and supported.
The structure of the paper is as follows. Section 2 provides the foundation for the conceptual model by reviewing research on decision making within organizations and expert system design issues. Section 3 proposes a framework for viewing how expert systems 'fit' within an organization's information system structure. Section 4 presents the design of a network ESMS that addresses knowledge search strategies necessary for implementing a network of expert systems. Section 4 also illustrates how a network ESMS can support an organization's management of labour needs. Section 5 offers final remarks and discusses directions for further research.
Literature review
A number of areas must be addressed prior to the development of a framework for classifying expert systems within an organization. These areas include decision making within an organization, current knowledge base principles and the designs and limitations of previous expert systems. This section discusses these issues and provides a foundation for the conceptual framework of the system.
Decision making in an organization
Before developing a framework that assists in understanding how expert systems can be developed and networked, it is necessary to first understand the implications of organizational decision-making. Decision making within an organization can be categorized in several ways: the hierarchy of decision making, the degree of structuredness of the decision-making task and the nature of decision support.
One early classification scheme of decision making was presented by Anthony [9] . Anthony classified decisions according to the type of decision required: strategic, tactical or operational in character. Strategic decisions are concerned with establishing goals, policies and guidelines for an organization. They are characterized as non-routine, semi-structured decisions. Strategic decisions require primarily external data, have an uncertain outcome, are long-ranged in focus and are performed on an infrequent basis. Tactical decisions are concerned with implementing policies established by strategic planners. Tactical decisions are characterized as routine, structured to semi-structured decisions that require primarily internal data with a limited amount of external data. The decisions contain an element of uncertainty, are mid-ranged in focus and are performed on a frequent basis. Operational decisions are concerned with the daily operations of an organization. Operational decisions are characterized as routine, structured decisions that primarily require internal data, are relatively certain in nature, are shortranged in focus and are performed on a frequent basis.
Simon [10] developed another classification scheme of decision making, based on the structuredness of a decision. In this classification scheme, decisions can be categorized as structured, semi-structured and unstructured. Simon [11] also later introduced the concept of programmed and non-programmed decisions. Programmed decisions are those described by a clear set of rules, making it possible to replace the judgement of a human decision-maker with an automated, computer-based system. Non-programmed decisions are typically unstructured and require the use of heuristics to arrive at a solution. These kinds of decisions have complex problem spaces that are not easily describable.
Hackathorn and Keen [8] classified decisions based on the type of interaction required to produce a solution. Three types of decision support include personal support, group support and organizational support. Personal support is directed at a user or class of users in addressing a specific decision task, such as selecting a stock, which is relatively independent of other tasks. No interaction with domain experts is required to produce a solution. Group support is directed at a group of individuals participating in separate, but highly interrelated tasks (e.g. strategic planning or selfdirected team decision-making). This level of support implies that a pool of experts must work together concurrently to produce a solution. Organizational support is directed at a task or activity composed of a sequence of operations that require multiple experts (e.g. capital budgeting). This type of interaction requires a sequential transfer of knowledge or information between experts to produce a solution to a problem.
Knowledge base design principles
This section discusses the two design principles that will be incorporated into the conceptual framework of the ESMS. These topics deal with a networked versus hierarchical organization of knowledge and with the design of functionally adjacent expert systems.
Network versus hierarchical organization of knowledge
A hierarchical organization of knowledge is often used to handle multiple strategies within a given expert system (see Fig. 1 ). For example, the Hearsay-II system [12] is built around the notion of a committee with members and a chairman. The 'members' generate several suggestions in the form of hypotheses and then the 'chairman' of the committee evaluates and selects which hypothesis will be 'pursued'. Such a system is an example of a 'blackboard-based' expert system (i.e. a system that adopts a blackboard-based model of problem solving). The blackboard model partitions the domain knowledge into separate knowledge bases, with each having its own inference engine. This reduces the cohesion between components, allowing for a more flexible and dynamic behaviour. Many applications of blackboard models are within inherently hierarchical domains.
The OPIS system [13] implemented a hierarchical structure for a scheduling system that incorporated two types of knowledge systems: 'manager' knowledge systems and 'scheduler' knowledge systems. Manager knowledge systems were responsible for directing, controlling and coordinating the problem-solving activity of subordinate knowledge systems. Scheduler knowledge systems were responsible for carrying out the manager knowledge systems directives. This was done by making decisions that extend the partial solution to a problem or by collecting information about the state of the problem. The manager knowledge systems are concerned only with the level of knowledge systems directly below them. This approach facilitates the design and maintenance of large systems.
The proposed extension of the hierarchical ESMS provides an organization of knowledge that includes support for the concept of self-directed teams composed of expert systems. It is based on the features of the Hearsay-II system, in that it is built around the notion of a committee using a 'facilitator' (parent node) and a blackboard for recording the hypotheses of 'team members'. It differs, in that the facilitator serves as a problem-solving manager of the team. The facilitator is treated as an equal member of the team, with the team making the final decision (rather than a chairperson).
The hierarchy of teams is modeled around the organizational concept of a core team of executives and subordinate teams, each containing team members and a facilitator. The members generate several suggestions in the form of hypotheses. The facilitator records all of these hypotheses on a blackboard and then requests a rank order of the hypotheses from the team members. The committee members evaluate and then select which hypotheses will be 'pursued'. Selection is based on a given set of criteria established by teams and/or facilitators higher up in the hierarchy. The facilitator serves the team in the role of directing, controlling and coordinating the problem-solving activities of the team members. The core team members (or top hierarchical team) serve as coaches for subordinate teams. They are responsible for providing criteria to be used by subordinate teams in selecting hypotheses to pursue. Similarly, a team on a lower level can establish criteria for subordinates directly below it, assuming the criteria do not conflict with the ones established by its own superiors.
Functionally adjacent expert systems
Functionally adjacent management information systems often exist within an organization. Such systems share common data elements, generate data necessary for each other to function, and have functional overlap [14] . If one views the organization as a whole, and recognizes that knowledge is rarely used for just one specific purpose, then the importance of managing knowledge stored in separate knowledge bases is apparent. Expert systems usage should also be evaluated based on this concept. Decision support system researchers Hackathorn and Keen [8] recognized that decision support should be provided for personal decision-making, group decision-making and/or organizational decision-making. Personal decision support offers guidance for specific tasks that do not cross task boundaries. Group decision support coordinates the decision-making activities of several decision-makers working on a given problem at the same time. Organizational decision support offers assistance for decision making that requires knowledge generated throughout an organization on a sequential basis.
Expert system researchers should also attempt to develop methods for coordinating decision-making activities. This may be accomplished by ensuring that, for each of these decision support categories, knowledge can be shared between different expert systems.
Previous designs to integrate expert systems
Most expert systems have been developed as standalone systems. Such systems are not able to share knowledge or make decisions that require multiple domain expertise. However, many decisions often require the knowledge of multiple experts to produce a solution. Recently, research has begun to address these limitations by integrating and networking expert systems. Application areas span a wide range of interests, including manufacturing machine control [15] , handwriting recognition [16] , forestry resource management [17] and spacecraft control systems [18] . This section discusses its use in the more traditional corporate decision-making process.
Multiple experts within a given domain
There have been several conceptual frameworks proposed to network multiple expert systems. These frameworks have ranged from supporting fixed links between specific functional areas [19] to more general frameworks that permit flexible access to multiple expert systems [6, 12, 20, 21, 22] .
Supporting multiple experts with fixed-link protocols
A number of models (and systems) have been developed that utilize multiple expert systems with fixed communication links. For example, Digital Equipment Corporation implemented a network of expert systems [19] for the customer-sales-manufacturing-distributioncustomer cycle, where the interfaces between expert systems within the network are fixed. Jacob and Pirkul [6] designed a networking framework based on communication models found in office information systems research. In this model, knowledge outside a given expert system's domain is identified as 'peripheral' knowledge. The primary limitation of this model is that predefined communication protocols must be established for communication to be permitted within the network. If a link has not been predefined, then an expert cannot access that knowledge. The network cannot handle situations not anticipated in the original network design.
Both Ho, Hong and Kuo's [23] society model and Woo and Lochovsky's [24] model focus 'on problem solving within an office, and models the office as a society of interacting agents' or objects. The models indicate that an agent (or object) may need personal domain knowledge, as well as knowledge belonging to other agents (or objects). The pre-specification of links also makes these models inflexible for unstructured decisions that might require unanticipated links. Interestingly, there has been renewed interest in the concept of cooperating 'interacting agents' in the context of the Internet and distributed objects. 
Supporting multiple experts with flexible links
An early general framework for communicating between experts was the contract net [20, 21] . In a contract net, the node requiring information would broadcast its need and the other nodes in the network would communicate back to it their ability to supply the needed information. The main limitation to the contract net framework is its inefficiency. A node must evaluate all other nodes' abilities before entering into a contract with the node that can best provide the information it needs.
The Hearsay-II system [12, 21] is an expert system that is designed to understand speech. Its design incorporated the concept of multiple cooperating experts using a blackboard for communication within the network. A primary limitation with this design is that it assumes that all knowledge is communal and that there is no issue of privacy. This paper offers a network design that permits sequential or group access to any expert system's knowledge within the network, unless it has been identified as 'sensitive and unavailable'. This design expands the domain of knowledge available to a given expert to include the whole network of experts. It does not restrict access to predefined peripheral knowledge or specific domain knowledge. With these extensions, the design will support each category of Hackathorn and Keen's decision classification scheme.
Conceptual framework
A number of conceptual frameworks have been developed and used within the realm of information systems research [14] . There is a benefit to research continuity if the same framework can be applied across research topics. In fact, the degree of robustness is a critical factor in the applicability of a given framework. A generally well-accepted framework is the Gorry and Scott-Morton [25] framework (see [26] for validation of this framework).
Applicability of the Gorry and Scott-Morton framework to expert system research
The Gorry and Scott-Morton framework model is based upon two dimensions of decision making. The first dimension is the level of the decision [9] : operational, tactical or strategic. The second dimension is the type of decision as identified by Simon [10] : structured, semistructured or unstructured. Several authors have since identified the areas or cells within the Gorry and ScottMorton model that are applicable to electronic data processing (EDP) systems, management information systems (MIS) and decision support systems (DSS) [14] .
Applicability of MIS, DSS and expert systems to the Gorry and Scott-Morton framework
Operational structured decisions typically fall within the realm of EDP. The primary reason for this is that EDP is mostly transaction-based processing. Tools that are common to these types of decisions are decision trees, decision tables and simplistic expert systems. Expert systems that are used in this capacity are highly structured, with very narrowly defined problem domains. In reality, the use of expert systems within this capacity is often considered an inefficient use of resources.
An MIS system is typically considered for use with semi-structured tactical decisions, often under the domain of middle management. The information used is typically derived from EDP systems. It is further summarized and processed to provide information to support tactical decisions. Some more complex expert systems are used for tactical decision-making, as are DSS.
Expert systems are considered to be a subordinate of DSS. Therefore, it would only be logical to identify positions of expert systems within the realm of DSS positioning within the Gorry and Scott-Morton framework. DSS are usually thought of as providing the greatest aid to strategic decision-makers, especially if the decision maker is operating with unstructured decisions. It is this area that provides the greatest potential for the use of expert systems.
However, the biggest problem with the application of expert systems to this area is the degrees of interaction between multiple domains and functional areas. A third dimension, involving degrees of interaction, must be added to the Gorry and Scott-Morton framework to properly place all types of information systems. Hackathorn and Keen's [8] decision interaction classification scheme provides a vehicle for defining this third dimension (see Fig. 2) .
A logical, though complex, alternative to traditional DSS and expert system design would allow for interaction between multiple domains and functional areas. The design should provide support for multiple domains, multiple sources of data, a high degree of uncertainty and a high degree of integration between function units (both internal and external). Such a system would require multiple expert systems and would require some method of managing these experts. What is needed is an expert system management system. 
ESMS design
This section discusses the design of the proposed network ESMS. Discussion begins with a description of the system components and basic assumptions of the network model. This is followed by a description of the method of knowledge representation and methods used to traverse the network. A concluding example illustrates use of the network to identify labour needs within an organization.
System components and assumptions
The ESMS model is based upon an organized network of expert systems. Each node in the network is an expert system and the nodes are connected via links. At the top of the network is a root node with meta-knowledge of all domains within the hierarchy. Remaining nodes are referred to as sibling nodes. Communication between nodes is accomplished via the traversal of activated links. All other links in the network are inactive until invited into a team session by a facilitator node. The network organization is therefore based upon a hierarchical overlay of activated links that represent the traditional flow of decision making within an organization. Facilitator nodes represent organizational decision-making in a team setting.
This conceptual framework for the network ESMS is based upon the following ten assumptions.
(1) The network is noise-free.
(2) The domain of each node (expert system) is independent of other domains within the network, except for functional dependency [27] with ancestral domains (i.e. no redundancy and no inconsistencies). (3) A node contains meta-knowledge about the domains of its sub-tree of siblings.
(4) An expert node can communicate with any other node in the network via direct access links (i.e. with its parent (facilitator) and its siblings) or via other expert systems acting as facilitators. (5) The interface between two experts is assumed to be standardized and consistent (i.e. common language to eliminate ambiguities, e.g. homonyms, synonyms, etc). (6) An expert node, if it lacks expertise in the area questioned and consults its neighbours, trusts its neighbours completely. (7) A request may be split into sub-requests if it requires the knowledge from a union of domains. (8) An expert node will always be available for group decision-making. (9) Each facilitator node is also linked to every other node, but these links are activated only when required in a specific team setting. The traversal benefits of a traditional hierarchy exist with the flexibility to assemble or disassemble teams and thus permit direct communication between experts when decisions require a team effort. (10) The link between a facilitator node and sibling node is bi-directional. Fig. 3 provides an illustration of the ESMS in the context of an organizational setting. The expert system nodes are as follows: the Chief Executive Officer (CEO) expert is the root node and has domain knowledge in strategic planning. The CEO's siblings include experts in administration, production and marketing. Administration's expertise is in financial analysis and human resources. The administration node has two siblings: a finance director and a human resource manager. The finance director's expertise is in financial analysis and projecting cash flow. The human resource manager's expertise is in managing the human relations aspects of the company. Production's expertise is in facility planning. The production node has four siblings: a receiving manager, a processing manager, a final inspection manager and a post-production manager. The receiving manager's expertise is in controlling and ensuring traceability of a product with respect to the raw materials. The processing manager's expertise is in assessing and managing production rates and rejection levels. Marketing's expertise is in sales forecasting. The marketing node has two siblings: an advertising manager and a sales manager. The advertising manager's expertise is in tracking and assessing consumer preferences. The sales manager's expertise is in evaluating the sales force performance. In Fig. 3 , solid lines indicate activated links and inactive links are indicated by dotted lines. To facilitate readability, only one facilitator (production) is linked. The marketing, administration and CEO nodes would also have dotted lines linking them to the other nodes in the network.
Example of ESMS

Knowledge representation
A frame-based representation of knowledge [28] was chosen, because frames permit a modular specification of knowledge. Ideally, frames are designed to represent objects, actions or events (procedures can be linked to the frame itself). A special type of frame, called the master frame, is associated with the root node. A master frame differs from any other frame in the system, in that it does not have a parent. Fig. 4 illustrates the frame-based description of knowledge in the master frame for the root node of the last example. Fig. 5 depicts the same for a sibling node. In each of these frames, 'self-knowledge' represents the domain of knowledge of the expert in question. As listed in the assumptions, all domains of knowledge within the hierarchy are independent. 'Sibling knowledge' refers to the domain of knowledge of the node's siblings and can be incorporated as a facet of domain knowledge. In Fig. 3 , there are three siblings: administration, production and marketing. The 'parent' slot is a pointer to the parent node, which, in the case of a master frame, is null.
'Activity table' is a procedure that updates two tables used to track the requests/responses that are sent/received over the network via packets. A request packet is represented as: 
Traversal through the ESMS
Consider a request made of a node in the network. If the node's domain of knowledge is not appropriate, the request is transferred to the facilitator node. If the request is for organizational support, the facilitator searches its domain, and its siblings' domains, to route the request to an appropriate expert node. unsuccessful in identifying a node that can supply the needed expertise, the request is transferred to the next level up and that node searches its domain and the meta-knowledge of its siblings' domains. If the request reaches the root node, and the request cannot be answered within the domain of the ESMS, then the root will declare the request as illegitimate and send a response back to the source. If the request is legitimate, then the root node transfers the search to another subtree until an appropriate expert is found to respond. Once a response is established, the path stored in a request packet is reversed and stored in a response packet. This response packet is sent back using the reversed path.
If the request is for group support, the facilitator searches its domain and its siblings' domains to identify the experts needed on the 'team'. The facilitator then routes the request for a team meeting to the appropriate experts. If it is unsuccessful in identifying a node that can supply the needed expertise, the request is transferred to the next level up and that node searches its domain and the meta-knowledge of its siblings' domains. If the request reaches the root node and the request cannot be answered within the domain of the ESMS, then the root will declare the request as illegitimate and send a response back to the source. If the request is legitimate, then the root node transfers the search to another subtree until an appropriate expert is found to participate. Once a participant is found, then the path stored in a request packet is reversed and stored in a response packet. This response packet is sent back using the reversed path. Once the facilitator receives responses from all participants, then it 'calls a meeting' by activating the appropriate links to establish a group decision-making session (or new team setting). This approach permits the modeling of a dynamic organization of teams, rather than the static set of teams found in traditional hierarchical models (i.e. parent and siblings).
Illustration of traversal through the ESMS
For illustration, let us assume that the production node (E 2 ) must identify labour needs for the next quarter. To accomplish this, the production expert node determines that its request should be disaggregated and sent to each of its siblings. This is done to obtain knowledge about the labour market and to query an expert that understands labour availability. Node E 2 sends a request to its sibling nodes E 6 , E 7 , E 8 and E 9 to participate in a team meeting. The objective of the meeting is to identify the top labour needs for the next quarter.
Additionally, node E 2 sends a request to the root node (its facilitator) for the identification of an expert outside of its domain that is available to participate in the meeting. This expert is required to provide information on the labour market.
Initially, node E 2 's request table includes five entries (note: a status of S indicates that the request packet has been sent): (2) knowledge acquisition that is not restricted to predefined links within the network; and (3) support for organization and group decisionmaking. However, this model makes a number of assumptions that will not always hold true. More research is needed in the area of networking expert systems to address communication problems that may arise within the network. Examples of such problems include overloading the network (flooding), deadlocks when two experts are waiting for each other to respond, plus the occurrence of noise in the network (which would require the management of acknowledgements). In addition, several interesting knowledge base issues arise that involve anomalies resulting from lack of knowledge base integrity, redundancy of knowledge between experts and inconsistencies in the knowledge bases [5] .
Other interesting areas to investigate would include the ability to handle unexpected (dynamic) situations that might arise in the midst of the decision-making process, the propagation and handling of run-time errors and real-time scheduling deadlines for decision making. The issues of what determines optimal group size and the impact of network design on large-scale management of information also require attention. Lastly, the ideas presented here may be applied to other decision-making scenarios. For example, Jacobson and Levin [29] have been investigating conceptual frameworks for network learning environments, where information flows through the network based on decisions made by 'mediator' nodes. In this context, decision making is used to filter the tremendous amounts of information that may flow through a network (such as the World Wide Web). 
