Interactive cooperation of local best or global best solutions encourages particles to move towards them, hoping that better solution may present in the neighbouring positions around local best or global best. This encouragement does not guarantee that movements taken by the particles will always be suitable. Sometimes, it may mislead particles in the wrong direction towards the worst solution. Prior knowledge of worst solutions may predict such misguidance and avoid such moves. The worst solution cannot be known in prior and can be known only by experiencing it. This paper introduces a cognitive avoidance scheme to the particle swarm optimisation method. A very similar kind of mechanism is used to incorporate worst solutions into strategic movement of particles as utilised during incorporation of best solutions. Time varying approach is also extrapolated to the cognitive avoidance scheme to deal with negative effects. The proposed approach is tested with 25 benchmark functions of CEC 2005 special session on real parameter optimisation as well as with four other very popular benchmark functions.
Introduction
Application domain of swarm intelligent techniques has grown extensively in last two decades. Several domains including image processing (Liu et al., 2011) , sociological analysis (Honghao et al., 2013) , power system (Rajagopalan and Mala, 2014; Sharma et al., 2014) , fuzzy system (Khosla et al., 2014) , signal processing (Zhang et al., 2013) , process scheduling (Chen et al., 2014) , etc. have adopted such techniques mainly for optimisation purpose. With diverse application domains most of these techniques have been modified to get better result. Particle swarm optimisation (PSO) is one such technique. Despite numerous modifications, some of the problems still remain with the approach adopted.
PSO is a very successful algorithm of last two decades for solving optimisation problems, and originally proposed in Kennedy and Eberhart (1995) , Eberhart and Kennedy (1995) , and Eberhart et al. (1996) . Main inspiration behind the PSO algorithm is social behaviour of swarms such as birds flocking, fish schooling. Similar to other population-based algorithms such as genetic algorithm (GA) (Holland, 1975; Goldberg, 1989 Goldberg, , 1990 Srinivas and Patnaik, 1994) , PSO also maintains a population of particles referred as the swarm. Individual solution is considered as particles in the swarm. Each particle interacts with the others and simultaneously learns from its own experience. Similar to GA, the suitability of a particle is defined by its ability to survive in the solution domain, i.e., fitness. As PSO learns from its neighbour so, particles with higher fitness put comparatively greater impact on swarm behaviour. Each particle is associated with a velocity and a position in the solution domain. Every particle maintains its best solution experienced so far, i.e., the local best (pbest) and best solution experienced by neighbour, i.e., the global best (gbest). Positions and velocities are updated in accordance with current pbest and gbest.
Position, velocity, pbest and gbest vector of i th particle at t th iteration in d dimension can be represented respectively as shown below: ( 1) ( 
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Here, R 1 and R 2 are uniformly distributed random numbers in range [0, 1] . C 1 and C 2 are the positive constants in range (0, 2], known as acceleration coefficients. C 1 controls particle's movement towards local best and C 2 controls particle's movement towards global best. The term C 1 × R 1 × (P ij (t) -X ij (t)) is associated with particle's cognition of its own best solution. The term C 2 × R 2 × (G ij (t) -X ij (t)) is associated with particle's collaborative interaction with its neighbours. These two terms are related with particle's acceleration (rate of change in velocity) so these are often known as cognitive acceleration and social acceleration respectively. In this paper, another component, called cognitive avoidance, is introduced. The rest of this paper is organised as follows: Section 2 briefed variants of PSO and motive behind such variations, also our contribution to this paper. Section 3 describes the main motivation of our proposal. Section 4 illustrates our proposed approach in detail. Section 5 discusses performance of proposed approaches with benchmark functions. Finally, concluded in Section 6.
PSO variants
Binary PSO
In binary PSO (Tasgetiren and Lian, 2004; Gong and Tuson, 2007; Chuang et al., 2008) , each particle represents its position in binary values which are 0 or 1. Decisions taken by each particles in the population is binary, i.e., either YES/TRUE = 1 or NO/FALSE = 0. The velocity vector equation and position vector equation are defined as:
where r is a uniform random number in the range [0, 1].
Discrete PSO
In discrete PSO, particle's positions (Parsopoulos and Vrahatis, 2002) are discrete values. The algorithm uses real (discrete) values velocities and positions. Discrete PSO has a high success rate in solving integer programming problems and has the ability to quickly converge towards the optimal solution (Shayeghi et al., 2010) .
Constricted PSO
Velocity of particle is cannot be controlled in the standard version of PSO. Hence, there is a possibility that sometime particles may achieve very high velocity and move outside the search space. Kennedy et al. (2001) introduce a mechanism to control velocities of particles by limiting them to V max . Clerc and Kennedy (2002) introduce constriction parameter χ equivalent to the V max parameter. Several types of constrictions such as Type 1, Type 1′ and Type 1″ have been proposed in Clerc and Kennedy (2002) . Type 1″ constriction is simplest among all other constrictions. In this type of PSO, velocity is updated as follows:
Generally, the value of φ is considered so as φ 1 = φ 2 = 2.05 and k = 1 which results χ ≈ 0.729.
Fully informed particle swarm
In classical PSO as well as in constricted PSO, velocity of a particle is influenced only by particle's personal best and global best. It seems that other knowledge available to neighbour has remain unused. As far as social behaviour is concern, generally shares information of all individuals. Mendes (2004) has proposed fully informed particle swarm (FIPS) considering all information of neighbour to update velocity. In FIPS, velocity is updated as follows:
where N is the swarm size, P k (t) is the personal best value of neighbour k at time t.
Orthogonal learning PSO
In traditional PSO learns from best values experienced summing linearly. Though it is very easy to build-up such strategy, it is not so efficient for the complex system. , and proposed a mechanism which utilises orthogonal learning strategy in the traditional PSO. The strategy incorporates orthogonal experimental design (OED) (MSR Group, 1975; Montgomery, 2000) . OED is used to discover the best combination of a particle's personal best position and global best position. Best combinations of sample position are generated with OED method, which allows particles to fly more steadily.
Parameter tuning
In original PSO main challenge was to choose appropriate parameters for efficient performance and this has been studied since introduction of PSO. The primary focus of such study is inertia weight, cognitive acceleration coefficient and social acceleration coefficient. These parameters are tuned for improving the optimal solution in the solution domain. Parameter tuning strategy is needed because the basic version of the PSO was very effective on some problems. Proper and fine tuning of the parameters shows improvement in result . Exploration of solution space means to search solution space far from the current position covering entire solution space, while exploitation means to look around the current position and to cover smaller area surrounding present location (Črepinšek et al., 2013) . Initially, the values of the parameters of PSO algorithm were constant, which results in imbalanced exploration and exploitation. However, experimental results proved that it is better to initially set the parameters to a large value, in order to promote global exploration of the search space, and gradually decrease to get more refined optimal solutions. A large parameter value facilitates global exploration, while a small one tends to facilitate exploitation. A suitable value for the parameters usually provides balance between global and local exploration abilities and consequently results in a reduction of the number of iterations required to locate the optimum solution. Most prominent parameter tuning approaches are briefed below.
PSO -time varying inertia weight (PSO-TVIW)
A large inertia weight results a global search while a small inertia weight results a local search. Shi and Eberhart (1999) have linearly decreases weight from larger value implies global search ability at the beginning and local search ability at the end. The inertia weight changes with the following equation:
where ω min and ω max are the minimum value and maximum value of weight respectively. I max is the maximum number of iterations and I current is the present iteration number. Shi and Eberhart (1999) show ω min = 0.4 and ω max = 0.9 shown better performance.
PSO-random inertia weight (PSO-RANDIW)
It cannot be predicted whether exploration is for a larger inertia weight value or exploitation is for a smaller inertia weight. It may be better at any given time for exploration or exploitation irrespective of smaller or larger weight. Eberhart and Shi (2001) proposed random inertia weight instead of gradually decreasing or any static value. The inertia weight changes randomly according to the following equation:
where r is any random value in between 0.5 to 1.
PSO -time varying acceleration coefficients (PSO-TVAC)
With extension to PSO-TVIW, Ratnaweera et al. (2004) introduce linearly varying acceleration coefficients C 1 and C 2 along with ω. This additional linearity to PSO-TVIW became more effective to global search during beginning of the algorithm and to local search at the end. Parameters of PSO-TVAC are updated as follows:
where C 1min is the minimum value of C 1 , C 1max is the maximum value of C 1 , C 2min is the minimum value of C 2 and C 2max is the maximum value of C 2 . Ratnaweera et al. (2004) show the algorithm performs better when C 1 varies from 2.5 to 0.5, C 2 from 0.5 to 2.5 and ω from 0.9 to 0.4.
Our contributions
All the variants of PSO briefed above, considers either personal best or global best solution for making strategy on next move. During movement of each particle, it experiences both good as well as bad solution. Strategy made on the basis of good solution may mislead particles. Moreover, part of experienced knowledge remains unutilised and gets wasted if only one kind of solution is used. To meet the requirements of knowledge empowerment and utilisation of both kind of knowledge, we proposed an avoidance scheme along with the best solution strategy. The approach incorporates bad solutions experienced by the particle for making strategy on next move. Instead of following only good solution, the approach uses bad solution to discourage particles to not follow such solution. This paper has been significantly extended from previous work (Biswas et al., 2013) , which discussed preliminary work and the technical aspects of the proposed scheme. The work introduces cognitive avoidance scheme to the standard PSO. Here represents latest results and discussed another aspect of such avoidance scheme. This work enhances cognitive avoidance scheme varying with time, discussed in coming section. Result evaluation is extended to 25 benchmark functions that were presented in CEC 2005 special session (Suganthan et al., 2005) .
Motivation
Awareness of a particle's own best position (pbest) and neighbour's best position (gbest) helps particles to decide which direction to move and is suitable for convergence. Each particle tracks pbest and gbest in successive iterations. Strategic decision regarding movement of any particle is made based on these two known values. These known best positions attract particles towards themselves with a hope that neighbouring position of best solution will as good as or better than the best one. Indeed, sometimes it may happen that these attractions act as traps for particles. This is because solution nearby current pbest or gbest is not always good, as it is actually depends on the solution domain. Though pbest and gbest influence particle's movement, actual movement is affected by two random values R 1 and R 2 . However, this interference is necessary for the algorithm to improve overall exploration of the solution domain.
Despite the fact that pbest and gbest motivate particles to move towards optimal solution, interference of random values may cause particles to move to some unfruitful positions. These unfruitful movements may degrade the algorithm's overall performance. Any wrong movement of a particle may lead to divergence from optimal solution, which may delay convergence. Effect of such unfruitful movement propagated in successive iterations resulting in extra iterations to reach the destination or may diverted to completely different direction. Though such effect may reduce subsequent iterations, the effect of unnecessary movement is always there, causing extra iterations to attain same position. Awareness of such pitfalls may improve overall performance of PSO by avoiding them. Table 1 Benchmark functions It is impossible to assure whether the next position is good or bad, it can only be predicted probabilistically depending on previous and present situation. Tracking of pbest and gbest is the best predictive notion incorporated in PSO and which motivates each particle to make movement nearby them considering that the probable good solution might be around the pbest or gbest. With this little greedy approach PSO works very well but as mentioned above every solution around the pbest or gbest is not always good resulting in unbeatable consequences. To avoid such situations, very similar mechanism that pbest and gbest does to a particle to attract towards themselves can be used by making particles aware of such unfruitful movements.
Cognitive avoidance scheme
As the nature of solution space is unknown to the particles so the only possibility is to predict next good movements ensuring that particles are moving in the right direction. In PSO convergence towards the optimal solution is guided by two acceleration components (cognitive component and social component). However, it cannot be assured 100% that next position is better. This is only an assumption that solutions near pbest or gbest may be better. There is always a possibility of attaining bad solution due to interference of random parameters as described in previous section. Any misguidance may slow down overall convergence of algorithm towards the optimal solution. Therefore, it is very crucial to handle properly this kind of discrepancy to guide particles in appropriate direction to enhance efficiency and accuracy. Considering this issue, in this paper we have proposed an approach called cognitive avoidance scheme to avoid such situations. In our proposed approach, each particle maintains its worst value that it has attained so far along with the pbest and gbest. With this known worst value particles try to avoid further movement towards it, having the sense that solutions nearby the worst one may not be suitable. Particles' own known worst solutions so far (pworst) pushes particles backward so that they can never be trapped again into it. This avoidance mechanism also reduces movement of particles towards other bad solutions around the pworst. This is a kind of inverse greedy approach where particles are distracted instead of attracting as pbest and gbest does. To define such avoidance scheme we have added a new component called cognitive avoidance component to the existing velocity equation of PSO. Current pworst vector of i th particle can be represented as W i (t) = (w i1 , w i2 , w i3 , …, w id ) where, d is the dimension of particle. Velocity equation is redefined as follows: Fourth component in equation (12) represents cognitive avoidance and is considered as negative since it represents distraction, which is opposite to cognitive acceleration and social acceleration. To control the effect of this avoidance on a particle a cognitive avoidance coefficient C 3 is used along with randomness R 3 in range [0, 1]. Position equation remains unaltered as in equation (2). This new addition to the existing PSO is referred as PSO with cognitive avoidance (PSOCA). Effect of the newly added component is shown with an example in Figure 1 . Black circle represents current position of a particle. Black diamond represents next position of the particle guided by pbest and gbest only. White diamond represents next position influenced by cognitive avoidance component. Proposed approach avoids movement towards worst solution and pushes final solution towards either pbest or gbest. In this case, it moves towards pbest. A population of particles is initialised with randomly generated positions and velocities. Fitness of each particle is evaluated with user defined objective function. At each generation velocity of the particle is updated with equation (12) and next positions of particles are evaluated with equation (2). At each generation a particle finds best position or worst position, notes down that position, and updates its current pbest, pworst and gbest. Generally, velocities of particles are controlled with predefined values. If any particle gains larger velocity than the predefined velocity, modulus of the velocity is considered for updating positions. We have not considered any predefined velocity limits for particles. Let particles move with any finite velocity outside the search space then that movement is controlled with defined limits of each dimensions.
Although, strategically, we have overcome the problem of unfruitful moves, the problem of misguidance still remains in PSOCA. As the method incorporates probabilistic move by avoiding unfruitful moves, which may again misguide particles in some cases where optimal value is nearby the present pworst value. Particle may wrongly avoid move towards the optimal solution and may never reach the optimal solution. There has to be some mechanism so that such misinterpretation can compensated in successive iterations. To overcome such situation a varying cognitive avoidance coefficient (C 3 ) is introduced to PSOCA. A very similar mechanism used for varying weight in PSO-TVIW is utilised here for varying C 3 . We refer this extension to PSOCA as time varying PSOCA (PSO-CATV). C 3 is updated in each iteration as follows:
mIter Iter C C C C mIter
Here, mIter is the maximum number of iterations and Iter is the current iteration number. It is clear from the equation (13) that the value of C 3 gradually decreases with successive iterations. Hence, effect of cognitive avoidance reduces as iteration increases. So, even if situation arises where solution are nearby the pworst, particle can reach the optimal solution as effect of misinterpretation reduces.
Experimental evaluation
Benchmark functions and performance metrics
For analysing results of the proposed approach, two sets of benchmark functions are used. First set comprises very popular four benchmark functions that were used for performance evaluation. Among these Rosenbrock's function is uni-modal, where as Ackley's, Rastrigin's and Schwefel's functions are multi-modal function. All functions have global optimal solution at or near the origin except Schwefel's function, which have global optimal solution at the edges of the solution domain. Function definitions and their initial ranges are shown in Table 1 and  Table 2 , respectively. Second set comprises 25 benchmark functions that were presented in CEC 2005 special session.
• Five unimodal functions a f1: Shifted sphere function. b f2: Shifted Schwefel's problem 1.2. c f3: Shifted rotated high conditioned elliptic function. d f4: Shifted Schwefel's problem 1.2 with noise in fitness. e f5: Schwefel's problem 2.6 with global optimum on bounds.
• 20 multimodal functions a seven basic functions 1 f6: Shifted Rosenbrock's function. Optima of all the functions have been displaced from the origin or from the previous position to ensure that optimal solutions can never be obtained in centre of the domain. This displacement mechanism has made it difficult for the algorithms which have central tendency.
Since cognitive avoidance approach is added to PSO to improve overall performance, so proposed PSOCA is compared with standard PSO only. However, improved version of PSOCA i.e. PSO-CATV is compared with other two variants of PSO, PSO-TVIW and PSO-TVAC. Along with these two variants of PSO, we have also considered another state-of-the-art competitor jDE (Brest et al., 2006) to compare performance of PSO-CATV. This is an extension to the differential evolution approach. jDE can adapt parameters CR and F, suitable to corresponding situation.
Analysis methods
To analyse results obtained, we have considered two statistical approaches, value-based approach and rank-based approach. In value-based approach, we have evaluated two performance metrics mean and standard deviation. These metrics are evaluated for each algorithm with different functions from benchmark function sets in three different dimensions. In rank-based approach, we have adopted chess rating system for evolutionary algorithms (CRS4EAs) (Veček et al., 2014) to compare and rank PSO-CATV with respect to other competitor. Apart from this statistical approach, we also have considered graphical approach to visualise and compare convergence of PSO-CATV with other. We have noted best values obtained at each generation for different functions to visualise convergence and relative exploration or exploitation.
Experimental setup
Environment settings
First set of benchmark functions are tested with dimensions 10, 20 and 30 to evaluate PSOCA. Population size is considered for this case is 40 and maximum iteration limit as 1000 for each run to made comparisons more precise. Second set 25 functions CEC 2005 special session is divided in two subsets. Subset 1 includes first 14 functions and subset 2 includes remaining 11 hybridised functions. Subset 1 is considered for both statistical analysis methods to evaluate PSO-CATV. For both value-based method and CRS4EAs considered dimensions are 50, 60 and 70. As increase in dimensionality increases complexity of the problem we have considered larger population size 100 for this case. Also considered different maximum iteration limit depending on there complexity level. For dimensions 50, 60 and 70, maximum iteration or generation limit are considered as 3,000, 4,000 and 5,000, respectively. For all statistical analysis, each function and corresponding considered dimension are executed over 50 trials to present performance metrics. CRS4EAs is utilised in two ways to rank algorithms. First, ranking is done by considering single dimension at a time and second ranking is done by considering all dimension at the same time. The initial CRS4EAs parameter settings for any new algorithm is considered as follows: rating R = 1,500, rating deviation RD = 350 and rating volatility σ = 0.06. The 99.7% confidence interval RI is used for analysis. This RI indicates that the difference between two ratings is significant if the difference is larger than 3 × RD. Code for CRS4EAs is obtained from Github (2013). For convergence analysis consider subset 2 of CEC 2005 benchmark functions. As subset 2 consist of 11 functions, all are hybrid functions of multiple functions of subset 1. These functions are more complex than subset 1. So, we have considered these functions to visualise how first algorithm reaches to optimal value. We keep population size 100 as before, but consider only one trial and observe best values over 1,000 generations. For all experiments population is initialised with uniformly distributed random values covering solution domain.
Parameter settings
Acceleration coefficients of PSOCA C 1 , C 2 and newly added C 3 kept as constant values 0.6, 1.5 and 0.4, respectively. However, for PSO-CATV acceleration coefficients C 1 and C 2 are kept same constant value as PSOCA, but the newly added C 3 varied linearly from C 3max = 2.0 to C 3min = 0.25. For PSO-TIVW, the value of ω updated with ω min = 0.4 and ω max = 0.9 (Shi and Eberhart, 1999) . For PSO-TVAC, value of C 1 varied from 2.5 to 0.5, C 2 from 0.5 to 2.5 and ω from 0.9 to 0.4 (Ratnaweera et al., 2004) . jDE not required any parameter setting as its parameters CR and F are adapted during execution.
Result analysis
Value-based analysis
Results of PSOCA and PSO on the first set of benchmark functions, performance metrics of optimal solutions over 50 trials are presented as in Table 3 . For Rastrigin's function in all dimensions PSOCA performs better than PSO in terms of both mean and standard deviation. For Ackley's function in dimensions 10 and 20 shows almost similar results, but in 30 PSOCA performs better than PSO. In dimension 10 both reaches optimal value. For Rosenbrock's function in dimension 10 performance of PSOCA is poor. In dimension 20, PSOCA performs very well. In dimension 30 shows little improvement in performance than PSO. From these experiments, it is clear that introduction of cognitive avoidance to PSO not only improves results but also gives benefit for higher dimensional problems. Performance of PSOCA seems better with increment of dimensionality.
Results of PSO-CATV and other competitor on first seven of subset 1 of CEC 2005 special session benchmark functions with the performance metrics of optimal solutions over 50 trials are presented as in Table 4 . This is clear from the results presented in Table 4 that PSO-CATV outperforms over PSO-TVIW, PSO-TVAC and jDE in functions f1 and f2 for all dimensions. In f3, PSO-CATV shows better result than PSO-TVIW and PSO-TVAC, and shows very similar results to jDE. In f4, for all dimensions PSO-CATV outperforms jDE and PSO-TVAC, but fall behind PSO-TVIW. In f5, for dimensions 50 and 60 performance of PSO-CATV is almost similar to both the competitor, but for dimension 70 PSO-CATV shows drastic improvement. However, for dimension 50 performance of jDE is better than PSO-CATV and it gives a better result than jDE on dimensions 60 and 70. Again in functions f6 and f7, PSO-CATV outperforms over PSO-TVIW and PSO-TVAC for all dimensions. But, in f6, jDE performs better than PSO-CATV. Performance of PSO-CATV again seems better than jDE and noted that jDE is getting stick to some specific values over all 50 trials. Which indicates that jDE might have fall into that local optima and unable to come out of that optima.
Results on rest of the functions of subset 1 are presented in Table 5 . In f8, performance of PSO-CATV shows very similar performance as jDE, PSO-TVIW and PSO-TVAC. In f9, performance of PSO-CATV is poor. In f10, PSO-CATV outperforms in almost all dimensions than PSO-TVIW and PSO-TVAC, but poorer than jDE. Again in f11, PSO-CATV outperforms all three competitors in almost all dimensions. In f12, PSO-CATV shows very poor performance. However, all three competitors also show poor result in this function, though comparatively better than PSO-CATV. In f13, PSO-CATV outperforms PSO-TVIW but, falls behind PSO-TVAC and jDE. In f14, performance of PSO-CATV is almost similar but comparatively better than all three competitors. Overall performance of PSO-CATV is better than all three PSO-TVIW, PSO-TVAC and jDE in all functions except f9 and f12. Our observation regarding cognitive avoidance for PSOCA remains for PSO-CATV as well. 
Rank-based analysis
Results obtained with CRS4EAs are presented in Table 7 , where algorithms' ranking corresponding to different dimensions are shown. Hence, we have four rankings corresponding to the dimensions 50, 60, 70 and all (i.e., 50, 60 and 70 taken same time in the tournament). An algorithm's ranking R represents the power of the algorithm after all executed tournaments. Along with this ranking, we have also considered measurements like RD and rating interval (RI) as suggested by the Glicko-2 rating system with known explanations (Veček et al., 2014) . We have noted change in ranking with addition of a function. We have added functions in sequence of f1, f2, … up to f14 in the tournament to do so. Change in ranking of algorithms with such incremental tournament is presented in Figure 3 . With the change in ranking, we have also noted change in RD with addition of functions to the tournament. We have observed same change in RD for single dimensions, but different for all dimensions together. Change in RD for single and all dimensions are shown in Figure 2 . At the end of tournament RD values for single dimension and all dimensions reached to 1.6 and 0.9, respectively. Table 7 displays final ranking after the end of the tournaments. 99.7% confidence interval [R-3 × RD, R+3 × RD] is considered to make sure that any possible error is minimal. RI for all algorithms with respect to their final RD values of ranking is shown in Table 6 . The leaderboards for all four ranking are designed with the best algorithm on the top with a rank of 1. A graphical presentation of these results are presented in Figure 5 . Nodes in the graph present algorithms. Two nodes are connected if their RIs do not overlap. Two connected algorithms indicate that these two algorithms are significantly different. Rankings obtained with CRS4EAs shows clearly superiority over other three competitors as in Table 7 . In 3 of 4 rankings except for dimension 50 PSO-CATV shows highest ranks. In 50 dimension also, PSO-CATV shows higher ranking than PSO-TVIW and PSO-TVAC. Though PSO-CATV lagging behind jDE in final rank on dimension 50, it would be clear from change in rankings with addition of new function (as shown in Figure 3 ) to the tournament that most of the cases PSO-CATV had higher ranking than jDE. But, as PSO-CATV performs badly in f12 its ranking degrades and it was also noted during value-based analysis. As mentioned in Veček et al. (2014) , a skewed result can effect very badly in ranking of algorithms, but still with such skewness in results PSO-CATV managed to have highest ranking for other cases. Normally, addition of new function causes decrement in RD value (as shown in Figure 2 ), but after f12 it remains same indicating something odd things present in results. Again from view point of RI (as presented in Table 6 ) and ranking, it is clear that PSO-CATV has been the best among these competitors. Ranking shows superiority and RI indicates significance level of that superiority. As mentioned in Veček et al. (2014) , non-overlapping interval means significant difference in algorithms. RI overlapping can be clearly visible in leaderboards presented in Figure 4 . Graphical presentation of these results presented in Figure 5 shows that only in case dimension 60 have overlapping. Hence, rest of the ranking indicates significant difference in algorithms performance.
Convergence analysis
Convergence results on subset 2 of CEC 2005 special session benchmark functions that includes f15 to f25 hybridised functions are displayed in Figure 6 . PSO-CATV shows slow convergence at beginning as it should be, because initially PSO-CATV explores and as gradually decreases cognitive avoidance component it start exploiting. Hence, convergence of PSO-CATV is observable almost after 50% of generations completed. While exploration for all three components seems to be ends early. Though they exploits thereafter, best fitness value does not improves significantly and after a while remains constant. It is also notable that despite being PSO-CATV starts with slow convergence, but most of the cases at the end of execution gradually improves best fitness and results better than all three competitors. Though in functions f15, f20 and f21 show exception to this observation as PSO-CATV lagging behind some these competitors, exploration of solution space is observable. PSO-CATV shows extensively very high convergence rate in f24 and f25, it leaves all three competitors far behind both in terms of best result and exploration. Overall performance of PSO-CATV seems to be better than all three competitors.
Conclusions
This paper introduces a novel mechanism to improve performance of PSO by avoiding particle's unfruitful moves. New additional component called cognitive avoidance is introduced to the velocity equation of PSO. Cognitive avoidance coefficient controls the effect of this component. The approach tracks personal worst positions and directs particle to avoid movement towards such positions. The concept of linearly decreasing cognitive avoidance coefficient is also introduced to negotiate the negative effect and to maintain balance between exploration and exploitation. Proposed approach is evaluated with two sets of benchmark functions comprising total of 29 functions. Empirical result shows performances of two proposed cognitive avoidance schemes PSOCA and PSO-CATV are better than three previous versions of PSO and state-of-the-art competitor jDE. Result is evaluated with three different approaches, value-based, rank-based and convergence-based. In value-based approach, PSO-CATV shows higher quality solutions than all competitors and is also ranked higher. Gradually improved convergence of PSO-CATV is also better than other competitors, as most of the cases it able to reach nearer to the optimal value. Hence, it is worthwhile to mention that additional cognitive avoidance component definitely improves PSO to certain extent.
