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Abstract
Spectral inference on multiple networks is a rapidly-developing subfield of graph
statistics. Recent work has demonstrated that joint, or simultaneous, spectral embed-
ding of multiple independent network realizations can deliver more accurate estimation
than individual spectral decompositions of those same networks. Little attention has
been paid, however, to the network correlation that such joint embedding procedures
necessarily induce. In this paper, we present a detailed analysis of induced correlation
in a generalized omnibus embedding for multiple networks. We show that our embed-
ding procedure is flexible and robust, and, moreover, we prove a central limit theorem
for this embedding and explicitly compute the limiting covariance. We examine how
this covariance can impact inference in a network time series, and we construct an
appropriately calibrated omnibus embedding that can detect changes in real biolog-
ical networks that previous embedding procedures could not discern. Our analysis
confirms that the effect of induced correlation can be both subtle and transformative,
with import in theory and practice.
1 Introduction
Networks and graphs, which consist of objects of interest and a vast array of possible rela-
tionships between them, arise very naturally in fields as diverse as political science (party
affiliations among voters); bioinformatics (gene interactions); physics (dimer systems); and
sociology (social network analysis), to name but a few. As such, they are a useful data
structure for modeling complex interactions between different experimental entities. Net-
work data, however, is qualitatively distinct from more traditional Euclidean data, and
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statistical inference on networks is a comparatively new discipline, one that has seen explo-
sive growth over the last two decades. While there is a significant literature devoted to the
rigorous statistical study of single networks, multiple network inference—the analogue of the
classical problem of multiple-sample Euclidean inference—is still relatively nascent.
Much recent progress in network inference has relied on extracting Euclidean representa-
tions of networks, and popular methods include spectral embeddings of network adjacency [3]
or Laplacian [42] matrices, representation learning [19, 41], or Bayesian hierarchical methods
[15]. Moreover, many network models [21] allow for important properties of network entities
to be hidden, or latent, and posit that relationships between entities depend on these latent
variables. Such models, known as latent position networks, have wide intuitive appeal. For
instance, relationships among participants in a social network are a function of the partici-
pants’ personal interests, which are typically not directly observed. In these cases, spectral
embeddings can provide useful estimates of latent variables, effectively transforming, via
eigendecompositions, a non-Euclidean inference problem into a Euclidean one.
For single latent position networks, spectrally-derived estimates of important graph pa-
rameters are well-understood, and under mild assumptions, these estimates satisfy classical
notions of consistency [44, 42], asymptotic normality [4, 48], and efficiency [48, 47, 53, 5].
More recently, spectral methods have proven useful in multi-sample network inference also,
including (non)parametric estimation [15, 49], two-sample hypothesis testing [45, 46, 2, 27],
and graph matching [31, 59, 60]. Typically, these methods rely upon separately embedding
multiple networks into a lower-dimensional Euclidean space and then aligning the embed-
dings via Procrustes analysis [18] or point set registration methods [34]. An important issue
in multi-sample inference, however, is the leveraging of multiple networks both for improved
estimation of underlying model parameters and for more streamlined testing across several
populations of networks. To this end, a number of recent papers are dedicated to the devel-
opment of novel techniques for simultaneously embedding several networks into a common
Euclidean space, employing spectral graph techniques [26, 35, 52, 1], tensor factorizations
[57, 56], multilayer network decompositions [25, 38, 39], and nonparametric Bayesian algo-
rithms [15, 14].
While multisample joint embedding methods allow for accurate graph inference and are
often superior to individual separate embeddings [26, 1], there are a number of potential
pitfalls in joint embeddings. In particular, network statisticians must confront issues of noisy
vertex alignments across graphs [29]; large, high-rank matrices that arise in a joint embedding
[13]; the relationship between individual network sparsity and the signal in a joint embedding;
and the induced correlation across estimates that arise from the joint embedding, the last
of which is inevitable in any simultaneous embedding procedure. This induced correlation,
and its effect in either masking or amplifying important signal in the context of the omnibus
multiple graph embedding procedure (OMNI) [26], is a primary focus of the present paper.
To understand the importance of this induced correlation, it is instructive to recall that
theoretical guarantees for most multisample joint embedding procedures hold when the net-
work realizations are independent. Thus, the error bounds for such algorithms often do
not apply for correlated networks or network time series. However, when the independent
network samples are jointly embedded, correlation across the embedded point clouds is auto-
matically induced (this is the price we pay to circumvent the pairwise Procrustes/registration
analysis necessary in separate embedding settings). It is natural, then, to seek a joint em-
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bedding technique that induces in independent graphs the same correlation that would be
present if edge-wise correlated networks are embedded separately and then aligned. For one,
this would allow for the jointly-embedded independent networks to be a more appropriate
proxy in embedding space for sequences of non-independent graphs. This, in turn, enables
the application of a collection of independent-network inference techniques to the case of
correlated networks and network time series. Moreover, experimental results (see Section
5) indicate that well-constructed joint embeddings can better preserve the latent correlation
structure across a time series of networks, especially when compared to current methods
that do not account for the inherent, pre-existing correlation in the network time series.
To understand this phenomena more rigorously, we consider a specific class of latent
position random graphs, the random dot product graph [54]. Random dot product graphs
have proven to be a theoretically tractable family of latent position networks [3] suitable for
modeling a host of complex real-data networks [48, 40, 37]. We consider the omnibus em-
bedding methodology (OMNI) of [26], in which adjacency matrices of multiple independent,
vertex-aligned random dot product graphs are inserted as diagonal blocks in a larger matrix
M , and a pairwise combination of these adjacency matrices is placed on each off-diagonal
block of M . If the common vertex set is of size n, and we have m distinct adjacency matrices,
then M is of size mn×mn. Under mild assumptions, M is a random matrix whose condi-
tional expectation is low rank, say rank d, where d does not grow with n, and the omnibus
embedding is defined as the d-dimensional eigendecomposition of M given by the scaled
eigenvectors of the d largest-magnitude eigenvalues of M . As such, the omnibus embedding
is an mn× d-dimensional matrix, one that provides m distinct representations for the latent
attributes of each of the n vertices in the collection of graphs. Because the omnibus embed-
ding is a joint embedding of a matrix with diagonal blocks that consist of pairwise convex
combinations of adjacency matrices, the m distinct n×d blocks in the embedding (there are
m such blocks) are correlated.
The major contributions of this paper are as follows. By comparing the omnibus
embedding of independent graphs to the separate embeddings of correlated (and subsequently
Procrustes-aligned) graphs, we are able to explicitly capture the level of correlation the joint
OMNI embedding induces in the limit across independent networks. This, in turn, motivates
modifications of the omnibus matrix M that produce more complex correlation structure in
the embedded space, enabling higher-fidelity application of the omnibus methodology in real
data. This ability to replicate more complicated correlation structure renders the omnibus
embedding suitable for inference on network time series, because it permits us to reproduce,
via realizations of independent networks, the correlation that is an important component of
a time series. The core result underlying each of the above contributions is a novel central
limit theorem (Theorem 3) for the row-wise residuals of the estimated latent positions in
RDPGs in a very general omnibus embedding framework.
A part of this limit theorem is an explicit formulation of the induced correlation. As
an illustration of the power of this correlation in a more general omnibus embedding, we
present in Section 5 an analysis of a motor program time series of networks in the the brain
of the marine mollusk Aplysia californica. The classical omnibus embedding on this time
series homogenizes the latent correlation, effectively obscuring important network changes
corresponding directly to transitions in animal behavior (from stimulus to gallop and crawl).
Our generalized omnibus embedding, however, is flexible enough to permit different weight-
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ings of networks over time, and this more general joint inference procedure captures exactly
the signal the earlier omnibus embedding misses. Figure 6 and Figure 8 demonstrate this
contrast in inferential accuracy between the two.
It is a genuine challenge to design a flexible, easily interpretable inference procedure
for analyzing time-varying (or correlated) networks. Moreover, deducing the dependence
induced across networks by any given joint network inference methodology is an under-
explored area of research in the multiple network literature, and as we demonstrate in Section
5, this dependence can often hide statistically important signal in the data. Our generalized
omnibus embedding is a tractable, scalable, transparent inference procedure that correctly
identifies important and subtle network changes that its predecessors miss.
Notation: Here, we introduce the notation being used throughout this text. For a positive
integer n, we let [n] = {1, 2, · · · , n}, and let Jn ∈ Rn×n be the matrix with all entries
identically equal to one. The set of n × n real orthogonal matrices is denoted by On. We
represent a simple (no self-loops or multiple edges), un-weighted and un-directed graph as
the ordered pair g = (V,E), where V = [n] represents the set of nodes and E ⊂ (n
2
)
the set
of edges of the graph; we denote the set of all n-vertex labeled graphs via Gn. For the graph
g = (V,E), we will denote its adjacency matrix via A ∈ {0, 1}n×n; i.e., Aij is equal to 1 if
there exists an edge between nodes i and j in g, and 0 otherwise. Where there is no danger
of confusion, we will often refer to a graph g and its adjacency matrix A interchangeably.
The Kronecker product is denoted by ⊗ and the direct sum by ⊕. Finally, the symbols
‖ · ‖F , ‖ · ‖, and ‖ · ‖2→∞ correspond to the Frobenius, spectral and two-to-infinity norms
respectively.
2 Background
In this section, we will introduce the modeling and spectral embedding frameworks that we
build our theory and methods upon.
2.1 Random Dot Product Graphs
The theoretical developments to follow are situated in the context of the random dot product
graph (abbreviated RDPG) model of [54]. Random dot product graphs are a special case
of the more general latent position random graphs (LPGs) [22]. Every vertex in a latent
position random graph has associated to it a (typically unobserved) latent position, itself an
object belonging to some (often Euclidean) space X . Probabilities of an edge between two
vertices i and j, pij, are then a function κ(·, ·) : X ×X → [0, 1] (known as the link function)
of their associated latent positions (xi, xj). Thus pij = κ(xi, xj), and edges between vertices
arise independently of one another. Given these probabilities, the entries Aij of the adjacency
matrix A are conditionally independent Bernoulli random variables with success probabilities
pij. We consolidate these probabilities into a matrix P = (pij), and we write A ∼ P to denote
this relationship.
In a d-dimensional random dot product graph, the latent space is an appropriately-
constrained subspace of Rd, and the link function is simply the dot product of the two latent
d-dimensional vectors. Random dot product graphs are often divided into two types: those
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in which the latent positions are fixed, and those in which the latent positions are themselves
random. Specifically, we consider the case in which the latent position Xi ∈ Rd for vertex i is
drawn from some distribution F on Rd, and we further assume that the latent positions for
each vertex are drawn independently and identically from this distribution F . Random dot
product graphs have proven to be a tractable and useful model for low-rank latent position
networks, and variants of the RDPG model have recently emerged that extend the framework
to allow for modeling more complex network topologies [43, 48].
Definition 2.1 (d-dimensional RDPG). Let F be a distribution on a set X ∈ Rd satisfy-
ing 〈x, x′〉 ∈ [0, 1] for all x, x′ ∈ X . Let X1, X2, · · · , Xn ∼ F be i.i.d. random variables
distributed via F , and let P = XXT , where X = [XT1 |XT2 | · · · |XTn ]T ∈ Rn×d. Let A be a
symmetric, hollow adjacency matrix with above diagonal entries distributed via
P (A|X) =
∏
i<j
(XTi Xj)
Ai,j(1−XTi Xj)1−Ai,j ; (1)
i.e., conditioned on X the above diagonal entries are independent Bernoulli random variables
with success probabilities provided by the corresponding above diagonal entries in P . The pair
(A,X) is then said to be an instantiation of a d-dimensional Random Dot Product Graph
with distribution F , denoted (A,X) ∼RDPG(F, n).
To model the setting of multiple correlated RDPGs, we consider pairwise edge-correlated
RDPGs as in [37].
Definition 2.2 (ρ-correlated RDPG). Let F be a distribution on a set X ∈ Rd satisfying
〈x, x′〉 ∈ [0, 1] for all x, x′ ∈ X . Let X1, X2, · · · , Xn ∼ F be i.i.d. random variables dis-
tributed via F , and let P = XXT , where X = [XT1 |XT2 | · · · |XTn ]T ∈ Rn×d. We say that
(A(1),X) and (A(2),X) are an instantitation of a ρ-correlated RDPG(F, n) model (written
(A(1), A(2),X) ∼RDPG(F, n, ρ)) if
i. Marginally, (A(1),X) ∼RDPG(F, n) and (A(2),X) ∼RDPG(F, n);
ii. Conditioned on X, the collection
{A(k)(i, j)}k=1,2,i<j
is mutually independent except that for each {i, j} ∈ (V
2
)
, corr(A
(1)
i,j , A
(2)
i,j ) = ρ.
As the correlation is introduced across a pair of networks, it is immediate that we can sample
from (A(1), A(2),X) ∼RDPG(F, n, ρ)) by first sampling from (A(1),X) ∼RDPG(F, n)), and
then conditional on A(1) and X, independently sampling the edges of A(2) according to the
following rubric:
P(A(2)i,j = 1 |A(1)i,j = 1,X) = XTi Xj + ρ(1−XTi Xj); (2)
P(A(2)i,j = 1 |A(1)i,j = 0,X) = (1− ρ)XTi Xj. (3)
This allows for a natural model for correlated, stationary time series of networks (A(t))t≥0 to
be realized as follows. First sample (A(0),X) according to an RDPG(F, n) model; then for
each i ≥ 0, conditioned on A(i), and X generate A(i+1) according to Eq. (2)-(3). Note that
by suitably varying ρ and the probabilities in (2)-(3), we can also model non-stationary time
series (i.e., allowing the distributions of A(i) and A(j) to differ; see [30] for detail).
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Remark 1. Note that there is a rotational non-identifiability inherent to the RDPG model.
Indeed, if Y = XW for W ∈ Od, then the distribution over graphs induced by Eq. (1)
by X and Y are identical; i.e., P(A|X) = P(A|Y) for all A. As inference in the RDPG
setting often proceeds by first estimating the latent positions X, which can only be done up
to a rotation factor, this model is not generally suitable for inference tasks that are not
rotationally invariant.
2.2 Spectral graph embeddings
One of the key inference tasks in latent position random graphs (LPGs) is to estimate the
unobserved latent positions for each of the vertices based on a single observation of the
adjacency matrix of a sufficiently large graph. Since the matrix of connection probabilities
for an RDPG is expressible as an outer product of the matrix of true latent positions, and
since the adjacency matrix A can be regarded as a “small” perturbation of P , the inference of
properties of P from an observation of A is a problem well-suited to spectral methods, such
as singular value decompositions, of adjacency or Laplacian matrices. Indeed, these spectral
decompositions have been the basis for a suite of approaches to graph estimation, community
detection, and hypothesis testing for random dot product graphs. (For a comprehensive
summary of these techniques, see [3].) Because of the invariance of the inner product to
orthogonal transformations, however, the RDPG exhibits a clear nonidentifiability: latent
positions can be estimated only up to an orthogonal transformation. Note that the popular
stochastic blockmodel (SBM) can be regarded as a random dot product graph. In an SBM,
there are a finite number of possible latent positions for each vertex—one for each block—and
the latent position exactly determines the block assignment for that vertex.
Random dot product graphs are often divided into two types: those in which the latent
positions are fixed, and those in which the latent positions are themselves random. Specif-
ically, we consider the case in which the latent position Xi ∈ Rd for vertex i is drawn from
some distribution F on Rd, and we further assume that the latent positions for each vertex
are drawn independently and identically from this distribution F . A common graph infer-
ence task is to infer properties of F from an observation of the graph alone. For example, in
a stochastic block model, in which the distribution F is discretely supported, we may wish
to estimate the point masses in the support of F . In the graph inference setting, however,
there are two sources of randomness that culminate in the generation of the actual graph:
first, the randomness in the latent positions, and second, given these latent positions, the
conditional randomness in the existence of edges between vertices.
A rank-d RDPG has a connection probability matrix P that is necessarily low rank (rank
d, regardless of the number of vertices in the graph); hence random dot product graphs can
be productively analyzed using low-dimensional embeddings. Under mild assumptions, the
adjacency matrix A of a random dot product graph approximates the matrix P = E(A) (to be
more precise, P = E(A|X)) in the sense that the spectral norm of A−P can be controlled;see
[36, 28]. It is reasonable to ask how close the spectrum and associated invariant subspaces
of A are to those of P . Weyl’s Theorem [24] describes how the eigenvalues of A differ from
those of P . Sharp bounds on differences between the associated invariant subspaces are
fewer, with the Davis-Kahan Theorem [12, 6, 55] perhaps the best known.
Since P is a symmetric, positive definite, rank d-matrix of the form P = XXT , the latent
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position matrix X can be written as X = UPS
1/2
P W for some orthogonal matrix W , where
SP is the diagonal matrix of the d nonzero eigenvalues of P , sorted by magnitude, and UP
the associated eigenvectors. The Davis-Kahan Theorem translates spectral norm bounds on
A−P to projection operator bounds between UAUTA and UPUTP , and, in turn, into Frobenius
norm bounds between UA and a rotation of UP [42].
These bounds can be sufficiently sharpened to ensure that the rows of a partial spectral
decomposition of A, known as the adjacency spectral embedding (ASE) are accurate estimates
of the latent positions Xi for each vertex. With this in mind, we define the adjacency spectral
embedding (ASE) as follows.
Definition 2.3 (Adjacency Spectral Embedding (ASE)). Let d ≥ 1 be a positive integer.
The d-dimensional Adjacency Spectral Embedding of a graph A ∈ Gn into Rd is defined to
be X̂ = UAS
1/2
A , where
|A| = (A>A)1/2 =
[
UA | U˜A
] [
SA ⊕ S˜A
] [
UA | U˜A
]T
,
is the spectral decomposition of |A|, SA ∈ Rd×d is the diagonal matrix with the d largest
eigenvalues of |A|, and UA ∈ Rn×d the corresponding matrix of the d-largest eigenvectors.
Now, if we define X̂ = UAS
1/2
A , where SA is the diagonal matrix of the top d eigenvalues of
(ATA)1/2, sorted by magnitude, and the columns of UA are the associated unit eigenvectors,
then [44] and [32] establish that, under assumptions on the spectrum of P , the rows Xˆ are
consistent estimates of the latent positions {Xi} (up to orthogonal rotation). Further, in
[4], it is shown that under the RDPG, the (suitably-scaled) ASE of the adjacency matrix
converges in distribution to a Gaussian mixture.
The utility of the ASE in single graph inference points us to a natural test statistic
for determining whether two random dot product graphs have the same latent positions.
Namely, we can perform Procrustes alignment of two graphs’ embeddings [45]. Specifically,
let A(1) and A(2) be the adjacency matrices of two random dot product graphs on the same
vertex set, with vertices aligned so that vertex i in A(1) can be sensibly identified with vertex
i in A(2) for all i ∈ [n]. Letting X̂ and Ŷ be the respective adjacency spectral embeddings of
these two graphs, if the two graphs have the same generating P matrices, then it is reasonable
to surmise that the Procrustes distance
min
W∈Od×d
‖X̂ − ŶW‖F , (4)
will be small. In [45], the authors show that a scaled version of the Procrustes distance in (4)
provides a valid and consistent test for the equality of latent positions for pairs of graphs.
Unfortunately, the fact that a Procrustes minimization must be performed both complicates
the test statistic and compromises its power.
The Procrustes alignment is necessary, though, because these two embeddings may well
inhabit different d-dimensional subspaces of Rn. An alternative approach is to consider
jointly embedding a collection of random graphs into the same subspace, which is the topic
of [26] and which we extend here. To start, we first define a model for an m-fold collection
of d-dimensional random graphs.
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Definition 2.4 (Joint Random Dot Product Graph). Let F be a distribution on a set X ∈ Rd
satisfying 〈x, x′〉 ∈ [0, 1] for all x, x′ ∈ X . Let X1, X2, · · · , Xn ∼ F be i.i.d. random
variables distributed via F , and let P = XXT , where X = [XT1 |XT2 | · · · |XTn ]T ∈ Rn×d. The
random graphs (A(1), A(2), · · · , A(m)) are distributed as a Joint Random Dot Product Graph
(abbreviated JRDPG), written
(A(1), A(2), · · · , A(m),X) ∼ JRDPG(F, n,m)
if marginally each (A(i),X) ∼RDPG(F, n) and conditioned on X the A(i) are independent
with distribution given by Eq. (1).
In the above definition, once the latent position matrix is generated, the m independent
random graphs with respective adjacency matrices A1, · · · , Am all have the same connection
probability matrix P . That is, E(A(i)|X) = P for all i. This is a direct graph-analogue of
i.i.d Euclidean data from the same generating distribution, and given that we have multiple
independent adjacency matrices from the same distribution, it is plausible that a latent
position inference procedure using all the A(i) matrices is superior to an inference procedure
that depends on a single A(i). In addition, since individual graph embeddings cannot be
compared without Procrustes alignments, a joint embedding procedure that eliminates post-
hoc pairwise alignments can be particularly useful. In [26], the authors build a spectral
embedding of an mn×mn matrix M from the Ai matrices by placing each A(i) on the main
block-diagonal and, on the (i, j)-th off-diagonal block, the average A
(i)+A(2)
2
. That is, for, say
the m = 2 case, the matrix M is
M =
[
A(1) A
(1)+A(2)
2
A(1)+A(2)
2
A(2)
]
, (5)
Observe that the expected value of M is the matrix
E[M ] =
[
P P
P P
]
, (6)
which is still a rank d matrix. As a consequence, a d-dimensional embedding of M can
produce an m-fold collection of correlated estimates for the rows of the latent position matrix
X. This joint or omnibus spectral embedding, denoted OMNI, is defined as follows.
Definition 2.5 (Omnibus Spectral Embedding). Let A(1), A(2), · · · , A(m) be a collection of
m graphs each in Gn. Define the omnibus matrix of A(1), A(2), · · · , A(m) to be the mn×mn
matrix M defined via
M =

A(1) A
(1)+A(2)
2
A(1)+A(3)
2
· · · A(1)+A(m)
2
A(2)+A(1)
2
A(2) A
(2)+A(3)
2
· · · A(2)+A(m)
2
A(3)+A(1)
2
A(3)+A(2)
2
A(3) · · · A(3)+A(m)
2
...
...
. . .
...
A(m)+A(1)
2
A(m)+A(2)
2
A(m)+A(3)
2
· · · A(m)
 .
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The d-dimensional Omnibus Spectral Embedding of A(1), A(2), · · · , A(m) is then given by
OMNI(A(1), A(2), · · · , A(m), d) = ASE(M,d) = UMS1/2M ,
where ASE(M,d) is the d-dimensional adjacency spectral embedding of M ; that is, SM is the
diagonal matrix of the top d eigenvalues of M , and UM the corresponding eigenvectors.
Note that the omnibus embedding is an mn×d-dimensional matrix. Each n-fold block of
rows supplies an n×dmatrix that can serve as a latent position estimate for the corresponding
graph. That is, the s-th n× d block of the omnibus embedding, denoted Xˆ(s) = [UMS1/2M ]s,
is an estimate for X(s), the matrix of latent positions for the s-th graph.
In [26], it is shown that—in parallel to the same result for the ASE—when all graphs
have the same underlying latent positions, the rows of the omnibus embedding provide
simultaneously consistent estimation for the latent positions Xj, where 1 ≤ j ≤ n. There
are m such rows for each vertex j. In addition, [26] demonstrates that for fixed m, as
n → ∞, the distribution of any fixed k subcollection of the rows of the omnibus matrix,
suitably scaled, converges in distribution to a mixture of Gaussians.
The omnibus embedding forces correlation across the estimated latent positions, and in
return it obviates the need for Procrustes alignments between n × d matrices Xˆl and Xˆs,
where 1 ≤ l ≤ s ≤ m. With the omnibus embedding, an empirically useful test statistic for
assessing latent position equality is simply the Frobenius norm ‖Xˆl − Xˆs‖F .
Quantifying the correlation induced by this joint embedding, and determining how it
relates to the choice of block-matrix on the off-diagonal of M , is an important question. The
classical omnibus matrix uses a simple pairwise average, chosen to balance the requirements
of estimation accuracy (when all graphs have the same latent positions) with the need to
retain discriminatory power in hypothesis testing (when some of the graphs have different
latent positions). By analyzing precisely how the off-diagonal blocks can impact this cor-
relation, we can describe how the omnibus embedding can be used to perform inference
on collections of graphs that are not necessarily independent, or can replicate some desired
correlation structure in spectral estimates.
3 Latent and induced correlation
Consider the task of embedding a pair of n-vertex correlated d-dimensional random dot
product graphs, (B(1), B(2),X) ∼ RDPG(F, n, ρ). Prior to the development of methods to
jointly embed the networks, a common approach was to separately embed the two graphs
into a common Euclidean space, and then align the networks via orthogonal Procrustes
analysis [45]. Our motivating question was how to capture the effect of the correlation on
the embedded pair. Before delving into the theoretical exposition, we first consider a simple,
motivating example. Consider n = 300, ρ ∈ {0, 0.25, 0.5, 0.75, 1} and F a mixture of point
mass distributions defined via:
F =
1
2
δξ1 +
1
2
δξ2 , (7)
where ξ1, ξ2 ∈ R2 satisfy [
ξ1
ξ2
] [
ξ1
ξ2
]T
=
[
0.7 0.3
0.3 0.5
]
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Figure 1: The effect of induced versus latent correlation in the embedded space. In panels 1–
5 we plot, for various levels of ρ, the difference in the aligned estimates of X1 from separately
spectrally embedding (B(1), B(2),X) ∼ RDPG(F, n, ρ) (where F has the form in Eq. (7)).
In the sixth panel, we consider (B(1), B(2),X) ∼ JRDPG(F, 300, 2), and plot the difference
in the pair of estimates of X1 = ξ1 derived from the omnibus embedding. In all panels, the
experiment was repeated nMC = 500 times.
(so that the RDPG’s drawn from F are examples of correlated Stochastic Blockmodel random
graphs [23]). In order to better understand the role of the correlation in the embedded space,
we separately spectrally embed each network, X̂(1) =ASE(B(1), 2) and X̂(2) =ASE(B(2), 2),
and then align the networks via X̂(1)W (1) and X̂(2)W (2) where for each k = 1, 2,
W (k) = argminW∈O2‖X̂(i)W −X‖F .
In Figure 1, we plot (X̂(1)W (1) − X̂(2)W (2))1 (i.e., the first row of X̂(1)W (1) − X̂(2)W (2)), the
distance between the (aligned) estimates of X1 = ξ1 derived from the embeddings over a
range of values of ρ; note that in each panel the experiment is repeated nMC = 500 times.
In the first five panels of the figure, we see the effect of increasing ρ on the difference, namely
that the covariance of the difference is monotonically decreasing as ρ increases.
In the sixth panel of Figure 1 (again considering nMC = 500 Monte Carlo replicates),
we consider the ρ = 0 (i.e., conditionally independent case), so that (B(1), B(2),X) ∼
JRDPG(F, 300, 2). We consider the omnibus spectral embedding of (B(1), B(2)), denoted
X̂M =OMNI(B
(1), B(2), 2), and plot the difference in the estimates of X1 = ξ1 derived from
the omnibus embedding, namely (X̂M)1 − (X̂M)301. From the figure, we see that the corre-
lation induced between the independent graphs in embedded space is (roughly) equivalent
to the latent correlation between ρ = 0.75 correlated networks that have been separately
embedded and aligned. In the next section, we will formalize this notion of induced versus
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latent correlation, and we will see that, as the Figure suggests, OMNI does indeed induce
correlation of level ρ = 0.75 across independent graphs in the embedded space.
3.1 Central limit theorems and correlation in the embedded space
Viewing (B(1), B(2),X) as an element of the sequence(
(B(1)n , B
(2)
n ,Xn)
)∞
n=1
,
where for each n ≥ 1, (B(1)n , B(2)n ,Xn) ∼ RDPG(F, n, ρ), the Central Limit Theorem paradigm
established in [4] provides a path forward for rigorously understanding the effect, in the em-
bedded space, of the edge-wise correlation across networks. Letting X̂
(1)
n = ASE(B
(1)
n , d)
and X̂
(2)
n = ASE(B
(2)
n , d), Theorem 3.3 of [4] (in the form presented in Theorem 9 of [3])
implies that if ∆ := E[X1XT1 ] is rank d, then there exists a sequence of orthogonal d-by-d
matrices (W˜n)
∞
n=1 such that for all z ∈ Rd and for any fixed index i, and for each k = 1, 2,
lim
n→∞
P
[
n1/2
(
X̂(k)n W˜n −Xn
)
i
≤ z
]
=
∫
supp F
Φ (z,Σ(x)) dF (x),
where
Σ(x) := ∆−1 E
[
(xTX1 − (xTX1)2)X1XT1
]
∆−1; (8)
Φ(·,Σ) denote the cdf of a (multivariate) Gaussian with mean zero and covariance matrix Σ,
and (X̂nW˜n −Xn)i denotes the i-th row of X̂nW˜n −Xn. Combining the above central limit
theorems for X̂
(1)
n and X̂
(2)
n , we have the following theorem (proven in Section A.1).
Theorem 1. Let ρ ∈ (0, 1) be fixed. Let F be a distribution on a set X ⊂ Rd, where {x, x′} ∈
[0, 1] for all x, x′ ∈ X , and assume that ∆ := E[X1XT1 ] is rank d. Let (B(1)n , B(2)n ,Xn) ∼
RDPG(F, n, ρ), be a sequence of adjacency matrices and associated latent positions, where for
each n ≥ 1 the rows of Xn are i.i.d. distributed according to F . Letting X̂(1)n = ASE(B(1)n , d)
and X̂
(2)
n = ASE(B
(2)
n , d), there exists sequences of orthogonal d-by-d matrices (W
(1)
n )∞n=1,
(W
(2)
n )∞n=1 such that for all z ∈ Rd and for any fixed index i,
lim
n→∞
P
[
n1/2
(
X̂(1)n W
(1)
n − X̂(2)n W (2)n
)
i
≤ z
]
=
∫
supp F
Φ
(
z, Σ˜(x, ρ)
)
dF (x), (9)
where Σ˜(x, ρ) = 2(1− ρ)Σ(x).
From Theorem 1, we see that the effect of the correlation ρ in the embedding space is
to introduce a dampening factor of (1− ρ) into the asymptotic limiting covariance (see Fig-
ure 1). This is entirely reasonable (indeed, consider Y1, Y2 to be ρ correlated Norm(µ, σ
2)
random variables, then Y1−Y2 ∼Norm(0, 2(1−ρ)σ2) as desired), and no extraneous correla-
tion is introduced (at least in the limit) by separately embedding the networks and aligning
the embeddings via (W
(k)
n )∞n=1 for k = 1, 2. Joint embedding procedures like the omnibus
method, in forgoing the Procrustes rotations, will induce correlation across even indepen-
dent networks. To understand this better, we consider the omnibus central limit theorem
framework of [26] to derive the following theorem (whose proof is an immediate consequence
of Theorem 4).
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Theorem 2. Let F be a distribution on a set X ⊂ Rd, where {x, x′} ∈ [0, 1] for all x, x′ ∈ X ,
and assume that ∆ := E[X1XT1 ] is rank d. Let (A
(1)
n , A
(2)
n , · · · , A(m)n ,Xn) ∼JRDPG(F, n,m)
be a sequence of JRDPG random graphs, and for each n ≥ 1, let Mn denote the omnibus
matrix as in Definition 2.5 and X̂Mn =ASE(Mn, d). Consider fixed indices i and s1, s2 ∈ [m]
and set h1 = n(s1−1)+ i, and h2 = n(s2−1)+ i. Then there exists a sequence of orthogonal
matrices (W˜n)
∞
n=1 such that
lim
n→∞
P
[
n1/2
[(
X̂MnW˜n
)
h1
−
(
X̂MnW˜n
)
h2
]
≤ z
]
=
∫
supp F
Φ(z, Σ˜(x, 3/4))dF (x). (10)
Unpacking Theorem 2, first note that (X̂Mn)h1 and (X̂Mn)h2 represent the estimates of Xi
derived from A(s1) and A(s2) by the omnibus embedding paradigm. In light of Theorem 1, the
induced correlation in OMNI can be understood in the context of the limiting covariance of
the difference of a pair of estimates for the same underlying latent position. Comparing Eqs.
(9) and (10), we see that OMNI effectively induces a correlation of level ρ = 3/4 uniformly
across embedded network pairs. This correlation is independent of m and the particular
indices s1 and s2 chosen, suggesting that OMNI is not ideal for embedding temporal sequences
of networks that exhibit a change point or anomaly. Indeed, OMNI is unable to induce more
complex correlation structures amongst the embedded A(i), and the OMNI embedding is
a poor surrogate for edge-wise correlated networks that are embedded separately and then
aligned. We demonstrate in the next section that we can partially remedy these issues by
considering more general structures in the OMNI matrix M .
4 Generalized omnibus embeddings
The consistency and asymptotic normality of the classical omnibus embedding rest on a few
defining model assumptions: first,
E(Mn) = P˜ := Jm ⊗ P,
and second, in the i-th block-row of Mn, the weight put on Ai (which is equal to 1+(m−1)/2)
is strictly greater than the weight put on any Aj for j 6= i (as each of these is 1/2). The
low-rank RDPG structure of E(Mn) = P˜ allows us to use random matrix concentration
results to prove that the scaled eigenvectors of Mn are tightly concentrated about the scaled
eigenvectors of P˜ which, up to a possible rotation, are equal to Z := ~1m⊗X. The weights in
block-row i being maximized for Ai ensures that the i-th block in ASE(Mn, d) corresponds
to the embedding of Ai, which is essential for subsequent inference (e.g., hypothesis testing
[13]) in the omnibus setting.
It is natural to ask if, subject to the above conditions, we can generalize the omnibus
structure to permit more esoteric induced correlation in the embedded space. This motivates
the following definition of the generalized omnibus matrix. Let F be a distribution on a set
X ⊂ Rd, where {x, x′} ∈ [0, 1] for all x, x′ ∈ X . Suppose that (A(1), A(2), · · · , A(m),X) ∼
JRDPG(F, n,m), and let k ∈ [m]. The convex hull of A(1), A(2), · · · , A(m) is denoted via
Am =
{ m∑
i=1
ciA
(i) ∈ Rn×n
∣∣∣ with ci ≥ 0 for all i ∈ [m] and m∑
i=1
ci = 1
}
.
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Definition 4.1 (Generalized Omnibus Matrix). Consider M ∈ Rmn×mn, a generalized ver-
sion of the omnibus M of Definition 2.5 defined as follows. M is a block matrix satisfying
the following assumptions:
1. Each block entry M(i,j) ∈ Rn×n, i, j ∈ [m] is an element of Am; in the sequel, we will
write M(i,j) =
m∑`
=1
c
(i,j)
` A
(`)
2. For each block row i ∈ [m] of M, the cumulative weight of A(i) is greater than the
cumulative weight of the rest of the A(`), ` 6= i; i.e., for ` 6= i∑
j
c
(i,j)
` <
∑
j
c
(i,j)
i .
3. M is symmetric.
Such a block matrix satisfying assumptions 1-3 above will be referred to as a Generalized
Omnibus Matrix.
IF M is a Generalized Omnibus Matrix, then each block of M being an element of Am
ensures that E(M) = P˜ , and setting α(i, `) =
∑
j c
(i,j)
` to be the weight put on A` in the i-th
block-row of M, assumption 2 above ensures that for each i ∈ [m],
α(i, `) < α(i, i) for all ` 6= i. (11)
BecauseM (i.e., E(M) = P˜ ) is unbiased and low-rank, we can appropriately modify matrix
concentration and perturbation results for the scaled eigenvectors ofM, and we can establish
that the rows of ASE(Mn, d) consistently estimate the associated rows of Z and the associated
residual errors satisfy a distributional central limit theorem (whose proof can be found in
Appendix A.4).
Theorem 3. Let F be a distribution on a set X ⊂ Rd, where {x, x′} ∈ [0, 1] for all x, x′ ∈ X ,
and assume that ∆ := E[X1XT1 ] is rank d. Let (A
(1)
n , A
(2)
n , · · · , A(m)n ,Xn) ∼JRDPG(F, n,m)
be a sequence of JRDPG random graphs, and let Zn = [X
T
n |XTn | · · · |XTn ]T ∈ Rmn×d. Further,
for each n ≥ 1, let Mn denote the generalized omnibus matrix as in Definition 4.1 and
X̂Mn =ASE(Mn, d). If h = n(s−1)+ i, for fixed i ∈ [n], s ∈ [m], then there exists a sequence
of orthogonal matrices {Rn}n such that
lim
n→∞
P
[
n1/2
(
X̂MnRn − Zn
)
h
≤ z
]
=
∫
suppF
Φ(z, Σˇ(x))dF (x),
where
Σˇ(x) =
1
m2
(
m∑
`=1
α2(s, `)
)
∆−1 E
[
(xTXj − (xTXj)2)XjXTj
]
∆−1 =
1
m2
(
m∑
`=1
α2(s, `)
)
Σ(x).
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Since α(s, `) :=
∑m
t=1 c
(s,t)
` , the coefficient in the matrix Σˇ(x) can be written in terms of
c`’s, i.e.,
Σˇ(x) =
1
m2
m∑
`=1
( m∑
t=1
(c
(s,t)
` )
2 + 2
∑
t1<t2
c
(s,t1)
` c
(s,t2)
`
)
Σ(x) (12)
Under the JRDPG model, Eq. (12) reveals precisely the effect of a given omnibus matrix
structure on the corresponding covariance matrices of the latent positions, Σˇ(Xi). As an
example, in the classical omnibus setting of [26],
c
(i,j)
` =

1 if i = j = `
1/2 if i 6= j, and ` ∈ {i, j}
0 else,
and so
α(s, `) =
{
1 + (m− 1)/2 if s = `
1/2 else.
The associated coefficient of Σ(x) in Σˇ(x) is then
1
m2
(
m∑
`=1
α2(s, `)
)
=
1
m2
(
(m− 1)/4 + (1 + (m− 1)/2)2)
=
1
4m2
(
m2 + 3m
)
=
m+ 3
4m
,
which (of course) agrees with the covariance structure computed in [26, Theorem 1].
Moving beyond the classical case, the following examples of generalized omnibus struc-
tures highlight the impact the structure of M has on the limiting covariance (and hence on
the limiting induced correlation; see Theorem 3.
Example 1. Total Average Omnibus In the total average case, letting
A¯ =
A(1) + A(2) + · · ·+ A(m)
m
,
we define the generalized omnibus matrix MA via
MA =

A(1) A¯ · · · A¯
A¯ A(2) · · · A¯
...
...
. . .
...
A¯ A¯ · · · A(m)
 .
In this example,
c
(i,j)
` =
{
1 if i = j = `
1/m else,
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and so
α(s, `) =
{
1 + (m− 1)/m if s = `
(m− 1)/m else.
The associated coefficient of Σ(x) in Σˇ(x) is then
1
m2
(
m∑
`=1
α2(s, `)
)
=
1
m2
(
(m− 1)3/m2 + (1 + (m− 1)/m)2)
=
m2 +m− 1
m3
.
In the classical setting, for large m, the limiting covariance is approximately Σ(x)/4, and is
not degenerate; in the total average omnibus setting for large m, the limiting covariance is
approximately Σ(x)/m ≈ 0. This is sensible heuristically, as in that setting, we are effectively
embedding Jm⊗A¯ ≈ P˜ , and the correct scaling of the residuals would ideally be
√
nm rather
than
√
n.
Example 2. Weighted Pairwise Average Omnibus In the classical omnibus setting,
we have that
M(i,j) =
A(i) + A(j)
2
,
and all matrices are effectively weighted equally in the omnibus matrix. This is sensible if
all A(i) are i.i.d., but is, perhaps, less ideal in the setting where the networks are noisily
observed with the level of noise varying in i ∈ [m]. In that setting, the Weighted Pairwise
Average Omnibus matrix defined via
MW =

A(1) w1A
(1)+w2A(2)
w1+w2
w1A(1)+w3A(3)
w1+w3
· · · w1A(1)+wmA(m)
w1+wm
w2A(2)+w1A(1)
w2+w1
A(2) w2A
(2)+w3A(3)
w2+w3
· · · w2A(2)+wmA(m)
w2+wm
w3A(3)+w1A(1)
w3+w1
w3A(3)+w2A(2)
w3+w2
A(3) · · · w3A(3)+wmA(m)
w3+wm
...
...
. . .
...
wmA(m)+w1A(1)
wm+w1
wmA(m)+w2A(2)
wm+w2
wmA(m)+w3A(3)
wm+w3
· · · A(m)

may be more appropriate. In this case, the block entries of the omnibus matrix are defined
via
M
(i,j)
W =
wiA
(i) + wjA
(j)
wi + wj
with weights wi > 0 i, j ∈ [m]. In this example,
c
(i,j)
` =

1 if i = j = `
w`
w`+wj
if ` = i 6= j
w`
w`+wi
if ` = j 6= i
0 else,
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and so
α(s, `) =
{
1 +
∑
k 6=s
ws
ws+wk
if s = `
w`
w`+ws
else.
As (if each wi > 0) α(s, `) < 1 for ` 6= s, we immediately have that α(s, s) > α(s, `) for
` 6= s. While the associated coefficient of Σ(x) in Σˇ(x) is not easily expressed in general,
specific examples can nonetheless be instructive. Consider the setting where w1 = w and
wi = 1 for all i 6= 1. Considering s = 1 in Theorem 3 provides that the associated coefficient
of Σ(x) in Σˇ(x) is
1
m2
(
m∑
`=1
α2(s, `)
)
=
1
m2
(
(m− 1) 1
(1 + w)2
+ (1 + (m− 1)w/(1 + w))2
)
=
m− 1 + (1 +mw)2
m2(1 + w)2
.
If w is large, then this coefficient is approximately equal to 1, which is the limiting covariance
achieved by embedding A(1) separately. This will be be further explained in the context of
limiting induced correlation in the next section. If w is small, then this coefficient is of the
order 1/m, and increasing the number of graphs in the embedding results in a degenerate
limiting covariance for the underweighted network in the embedded space.
4.1 Limiting induced correlation
In the generalized omnibus embedding, similar to in the classical setting, we can precisely
compute the limiting induced correlation between estimates of the same latent position in
the embedded space. To wit, we have the following Theorem whose proof can be found in
Appendix B.
Theorem 4. With notation and assumptions as in Theorem 3, consider fixed indices i ∈ [n]
and s, s1, s2 ∈ [m] and set h = n(s − 1) + i, h1 = n(s1 − 1) + i, h2 = n(s2 − 1) + i.
Denote the estimated latent position from graph A(s) of the hidden latent position Xi as(
X̂Mn
)
h
=
(
ASE(Mn, d)
)
h
. There exists a sequence of orthogonal matrices (Rn)∞n=1 such
that for all z ∈ Rd, we have that
lim
n→∞
P
[
n1/2
((
X̂M
)
h1
−
(
X̂M
)
h2
)
Rn ≤ z
]
=
∫
supp F
Φ
(
z, Σ˜(x, ρ(s1, s2))
)
dF (x), (13)
where ρ(s1, s2) is given by
ρ(s1, s2) = 1−
∑m
`=1(α(s1, `)− α(s2, `))2
2m2
. (14)
Before considering the more exotic examples considered above, recall that in the classical
omnibus embedding setting, we have that
α(s, `) =
{
1 + (m− 1)/2 if s = `
1/2 otherwise
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Plugging this into Eq. (14), we see that ρ(s1, s2) = 3/4 for all distinct s1, s2 ∈ [m], and
Theorem 2 is thus proven.
Example 1 con. In the total average case, we have that
ρ(s1, s2) = 1−
∑m
`=1(α(s1, `)− α(s2, `))2
2m2
= 1− 2
2m2
= 1− 1
m2
.
This is sensible, as for large m we have that MA ≈ Jm ⊗ A¯ and the embedding of each
A(i) is effectively equivalent to repeatedly embedding A¯, yielding the large m correlation
approximately equal to 1. Note also that this induced correlation is independent of the
particular indices s1 and s2, and also when m = 2, the induced correlation from the total
average case coincides with the pairwise (unweighted) average case (i.e., the matrix structure
as in Definition 2.5). However, the covariance matrix Σˇ depends on m in the MA setting,
and for m ≥ 3, the correlation induced byMA is always greater than the correlation induced
by the classical M .
Example 2 con. In the weighted average setting, the limiting induced correlation for the
(scaled) row difference in Theorem 4 is given by
ρ(s1, s2) = 1−
∑m
`=1(α(s1, `)− α(s2, `))2
2m2
= 1−
a21,2 + a
2
2,1 + (ws1 − ws2)2
∑
`6=s1,s2
w2`
(ws1+w`)
2(ws2+w`)
2
2m2
(15)
where for i, j ∈ [m],
ai,j := 1 +
∑
` 6=si,sj
wsi
w` + wsi
.
Setting different values for the weights wi, different block matrix structures are created which
can exploit the relationship between the correlation of two estimates with the structure of
the (weighted) omnibus matrixMW . For instance, letting ws1 = ws2 , we have that a1,2 = a2,1
and the limiting induced correlation is equal to
ρ(s1, s2) = 1−
(a1,2
m
)2
.
In the classical omnibus setting (where all wi = 1/2) this further reduces to ρ(s1, s2) = 3/4,
as, in this setting, ai,j = m/2 for all i, j ∈ [m].
Figure 2 further highlights this relationship between the matrix structure ofMW and the
limiting covariance for the weighted pairwise average case. In this example, we set m = 10
and we set ws1 = ws2 = 1 (left panel) or ws1 = ws2 = 10 (right panel). The remainder of the
weights, wi i 6= s1, s2, are set to be equal, taking values in the interval [0, 10]. In this case,
a1,2 =
{
1 + 8
1+w
left panel
1 + 80
10+w
right panel
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Figure 2: The number of graphs is m = 10. The plots illustrate the correlation ρ(s1, s2)
between estimates of the same true latent position across different values of the weights
wi, where wi = wj for all i, j 6= s1, s2. Left panel: The limiting correlation between the
estimated latent positions of the graphs A(s1), A(s2) when ws1 = ws2 = 1, and the black
dot corresponds to the classical omnibus ([26]) case. Right panel: The limiting correlation
between the estimated latent positions of the graphs A(s1), A(s2) when ws1 = ws2 = 10, and
the black dot corresponds to the classical omnibus ([26]) case.
and
ρ(s1, s2) =
1−
(
9+w
10(1+w)
)2
left panel
1−
(
90+w
10(10+w)
)2
right panel
In each panel of Figure 2, we plot ρ(s1, s2) as a function of wi i 6= s1, s2, and we see that
as the weights wi, i 6= s1, s2 are decreasing, the correlation ρ(s1, s2) decreases towards 0.19
as well (i.e., in the limit, the embedded estimates derived from A(s1) and A(s2) are “less”
dependent on each other). On the contrary, as the weights wi, i 6= s1, s2 are increasing,
the correlation ρ(s1, s2) increases (towards 1 in the ws1 = ws2 = 1 setting, and towards
0.75 in the ws1 = ws2 = 10 setting). Indeed, the driving force behind the limiting induced
correlation between A(s1) and A(s2) is the cumulative weights of the other A(i) for i 6= s1, s2.
If these weights are high, then the relative contribution to block-row s1 (resp., s2) by A
(s1)
(resp., A(s2)) is small when compared to the cumulative effect of the other networks, and
this masks the signal corresponding to A(s1) (resp., A(s2)) in the s1-th (resp., s2-th) block of
the embedding. If, however, the weights of the A(i) for i 6= s1, s2 are low, then the relative
contribution to block-row s1 (resp., s2) by A
(s1) (resp., A(s2)) is large when compared to the
cumulative effect of the other networks, and this has the effect of de-correlating A(s1) and
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G1-G2 G1-G3G2-G3
Figure 3: We consider (A(1), A(2), A(3),X) ∼ JRDPG(F, 300, 3), and plot the difference in
the pair of estimates of X1 = ξ1 derived from the omnibus embedding. Each column panel
corresponds to a different pair of estimates, and each row panel corresponds to a different
weighted omnibus matrix M created by the weight vectors (1, 1, 10), (1, 1, .1), (1, 1, 0) (resp.
top, middle, bottom). Each panel has estimates derived from two different omnibus embed-
dings, namely ASE(M0, 2) and ASE(M, 2) (resp. blue and red points), and the experiment
was repeated nMC = 100 times.
A(s2).
We are also interested in showcasing how different assigned weights in the weighted pair-
wise average case affect the scaled difference between two estimates and their limiting covari-
ance structure. To investigate this relation, we simulate three 300-vertex random undirected
graphs A(1), A(2), A(3) via the JRDPG model from Definition 2.4 (i.e., (A(1), A(2), A(3),X) ∼
JRDPG(F, 300, 3)) with underlying distribution F be a mixture of point mass distributions
defined via:
F =
1
2
δξ1 +
1
2
δξ2 ,
where ξ1, ξ2 ∈ R2 satisfy [
ξ1
ξ2
] [
ξ1
ξ2
]T
=
[
0.7 0.2
0.2 0.7
]
= P
Marginally, each graph is generated from the Stochastic Blockmodel with K = 2 communities
and block probability matrix P . Further, we consider the weighted average omnibus matrices
M ∈ R900×900, created by the weight vectors
(w1, w2, w3) ∈ {(1, 1, 1), (1, 1, 10), (1, 1, .1), (1, 1, 0)}.
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Figure 4: Correlation values for the α in Eq. (16) plotted as a function of c ∈ (2, 3].
Letting X̂M = ASE(M, 2), in Figure 3 we plot the scaled differences between two estimates
of X1 = ξ1 derived from the omnibus embedding, namely
√
n
(
(X̂M)1 − (X̂M)301
)
in column 1,
√
n
(
(X̂M)1 − (X̂M)601
)
in column 2,
√
n
(
(X̂M)301 − (X̂M)601
)
in column 3.
Each panel in the figure represents 100 Monte Carlo replicates (as the plotted points), and
the limiting covariance structures are plotted as smooth curves. The different weightings
in M are denoted via blue (always ~w = (1, 1, 1)) and red. Figure 3 exhibits some inter-
esting insights. First, the top left panel (denoted panel (1,1)) and the middle left panel
(denoted panel (2,1)) capture the relationship between the omnibus matrix structure and
the correlation as shown in Figure 2. Specifically, the weight of A(3) in block rows 1, 2 of M
influences the scaling of the covariance matrix according to Eq. (15); we have ρ(1, 2) = .8677
in panel (1, 1) which provides more covariance shrinkage as compared to panel (2,1) where
ρ(1, 2) = .5950 and as compared to panel (3,1) where the correlation is further dampened.
Note that the third panel row correspond to the weighted matrix where its third block row
does not satisfy Assumption 2 from 4.1. In these cases, the estimated differences of the
middle and right bottom panels do concentrate around 0, as the theory does not break down
in this case.
Example 3. To demonstrate the types of correlation structures that can be created in the
generalized omnibus embedding framework, we consider the following simple m = 3 example.
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Consider
α = [α(i, j)] =
 c 3− c 03− c 2c− 3 3− c
0 3− c c
 (16)
for c ∈ (2, 3]. In this case, we can compute
ρ(1, 3) = 1−
( c
m
)2
ρ(1, 2) = ρ(2, 3) = 1− 14c
2 − 54c+ 54
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Plotting the two correlation values over a range of c in Figure 4, we see that even in this
simple, one-parameter example we can achieve a structure in which embeddings correspond-
ing to consecutive pairs of networks are significantly more correlated in the limit than the
embeddings of A(1) and A(3).
5 Dampened correlation: Aplysia spike train analysis
We next consider applying our generalized omnibus methodology to a time series of networks
derived from the Aplysia californica escape motor program of [20]. The motor program
consists of a 20 min recording of the action potentials generated by 82 neurons in the dorsal
pedal ganglion of an isolated brain preparation from the marine mollusk Aplysia californica.
One minute into the recording a brief electrical stimulus was applied to pedal ganglion
nerve 9 to elicit the animals rhythmic escape locomotion motor program. This consists
of an initial rapid bursting lasting several cycles that drives the animals gallop behavior,
followed by a slower rhythm persisting until the end of the recording that drives the animals
crawling behavior. To extract a network time series from the recording, we binned the motor
program into 24 bins, each approximately ≈ 50 second long; the binned motor program
(with the second bin, containing the stimulus, highlighted) is pictured in Figure 5. Using
the meaRtools package in R [17], we apply the STTC (spike time tiling correlation) method
of [11] to convert each 50 second window into a weighted correlation matrix amongst the 82
neurons. Each of the 24 bins then yields one weighted graph on 82 vertices representing this
correlation structure amongst the 82 neurons. The stimulus occurs then in the second of the
24 bins, followed by the gallop and crawling motor programs. The first bin is the unique bin
corresponding to spontaneous firing activity.
5.1 Classical omnibus embeddings and correlation masking
Our motivation in the following analyses is to determine whether the classical or generalized
OMNI methods can detect the distinct phases of behavior in the motor program. To this
end, we first apply the classical omnibus embedding methodology on the Aplysia time series
motor program. As in [26], we consider both Mn and to M¯n := Mn − Jm ⊗ A¯, where
A¯ = 1
m
∑
`A
(`). The effect of centering by A¯, while not fully theoretically explored, can be
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Binned Aplysia motor program 
Figure 5: The 20 minute Aplysia escape motor program from [20], binned into 24 windows,
each approximately 50 seconds in length. The stimulus happens one minute into the motor
program, in the highlighted second bin.
understood as removing the common structure across the A(`) and effectively emphasizing
the differences across the networks (whereas the uncentered omnibus embedding can be
understood as emphasizing the similarities across the networks). In previous neuroscience
applications of the omnibus methodology, centering has proven to be a key pre-processing
tool for discovering biologically relevant trends in the data [26, 51].
In order to explore the impact of the flat correlation induced in the classical omnibus
embedding, we embed the {(A(`)}24`=1 into a common Rd (where d = 4 in the uncentered and
d = 6 in the centered cases, as chosen by locating the elbow in the scree plot as suggested by
[61, 9]). Further isolating the impact of the stimulus and the evolution of the galloping and
crawling phases of the motor program, we plot the average distance between the estimated
latent positions for each vertex (as the bar heights) in the embedding between embedded
graph 1 (res., embedded graph 2) and embedded graph k for each k ∈ [m] (where the location
of the bars in Figure 6 correspond to k = 1, 2, · · · , 24). To wit, we plot (where
X̂Mn := [(X̂
(1)
Mn
)T | (X̂(2)Mn)T | · · · | (X̂(m)Mn )T ]T ,
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Figure 6: In the top row, we plot the average vertex distance (as the bar heights) in the
embedding between graph 1 (res., graph 2) and graph k for each k ∈ [m] in OMNI (where
the bars are labeled k = 1, 2, · · · , 24). The left two panels correspond to uncentered OMNI,
and the right two to centered OMNI. In the bottom panels (uncentered on the L, centered
in the R), we compute the 24 × 24 distance matrices D and D¯, and embed each into R2.
The resulting 24 data points are clustered using Mclust (clusters denoted by shape), and
are plotted, with graphs 1 and 2 further labeled with their corresponding number.
and similarly for X̂M¯n)
1
82
82∑
i=1
∥∥∥(X̂(1)Mn)
i
−
(
X̂
(k)
Mn
)
i
∥∥∥
2
in the top row, leftmost panel in Figure 6;
1
82
82∑
i=1
∥∥∥(X̂(2)Mn)
i
−
(
X̂
(k)
Mn
)
i
∥∥∥
2
in the top row, second panel from the left in Figure 6;
1
82
82∑
i=1
∥∥∥(X̂(1)M¯n)i − (X̂(k)M¯n)i∥∥∥2 in the top row, second panel from the right in Figure 6;
1
82
82∑
i=1
∥∥∥(X̂(2)M¯n)i − (X̂(k)M¯n)i∥∥∥2 in the top row, rightmost panel in Figure 6.
From Figure 5, we see that if the omnibus embedding is able to detect the biologically distinct
phases of this network time series, then the distance between the embeddings of graphs 1
and 2 will be large (as demonstrated in Figure 6), while the distance between graphs 2 and
k > 2 will be increasing as the Aplysia transitions from galloping to crawling. Moreover, the
23
distance from graph 1 to graphs k > 2 should be large, as the Aplysia never returns to its
spontaneous firing state in the motor program. While we see that the omnibus methodology
demonstrates the capacity to detect the anomaly (namely, the stimulus) in the second graph,
the flat correlation structure induced in the embedding space has the effect of masking the
transition from galloping to crawling and creates an artificial similarity between graphs 1
and k > 2 in the embedded space.
Exploring this further, we compute the 24 × 24 distance matrices D and D¯ (D¯ being
defined analogously for X̂M¯n), where
D = [Di,j] where Di,j = ‖X̂(i)Mn − X̂(j)Mn‖F . (17)
These distance matrices are then each embedded into R2 (where d = 2 is, again, chosen by
the elbow in the Scree plot as suggested by [61, 9]), and the 24 data points are clustered using
Mclust [16]. The resulting clusters are plotted in the bottom row of Figure 6 (uncentered
on the L, centered in the R). Points 1 and 2 (corresponding to graphs 1 and 2 resp.) are
plotted with larger symbols and labeled. The cluster labels found by Mclust are as follows:
Graph 1 2 3 4 5 6 7 8 9 10 11 12
Uncentered 1 2 5 3 5 5 4 5 3 1 1 1
Centered 1 2 3 3 3 3 3 3 3 1 1 1
Graph 13 14 15 16 17 18 19 20 21 22 23 24
Uncentered 1 5 3 1 1 4 1 3 3 1 4 3
Centered 1 3 3 1 1 3 1 3 3 1 3 3
This reinforces that while the stimulus is detected (graph 2 is clustered apart from the
others), the transition from stimulus to gallop and crawl and the distinct nature of graph 1
(as the only spontaneous firing state measurement) are masked in this analysis.
5.2 Dampened Omnibus Structure
In the above example, we see how the uniformity of the induced correlation in the classical
omnibus embedding effectively masks much of the biologically relevant signal in the Aplysia
motor program. In the Aplysia motor program, there is a dramatic spike in the data signal
(the stimulus) followed by structured behavior and decay in spike intensity. In this case (and
in many other time series settings where we are modeling the impact of anomalous events),
it is natural to assume that the dependence between two networks at different times t1, t2
decays as their difference |t1 − t2| gets bigger, and also decays over time as t1, t2 get bigger.
This motivates the definition of the dampened omnibus matrix defined via
M
(i,j)
damp =

wiA
(i)+A(j)
wi+1
if i > j
A(i) if i = j
A(i)+wjA
(j)
wj+1
if i < j
where ~w is a strictly increasing vector of weights. In the dampened omnibus matrix,Mdamp,
the relative contribution of each successive matrix (i.e., as ` > i increases in A(`)) increases
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Figure 7: In the dampened omnibus embedding setting with wi = i (L) and wi = 1 + log(i)
(R) and m = 100, we plot ρ(s1, s2) for s1 > s2, and s2 ∈ {1, 50, 75, 100}.
in block-row i; this (keeping the form of ρ(s1, s2) in mind) can have the effect of decreasing
the limiting induced correlation between A(i) and A(`) as ` > i increases. Analytically,
the correlation structure can be computed as follows. Letting h1 = n(s1 − 1) + i and
h2 = n(s2 − 1) + i, where s1, s2 ∈ [m], s1 > s2 and i ∈ [n], we have that
ρ(s1, s2) =1− η(s1, s2)
2m2
where
η(s1, s2) =
(s2 − 1)(ws1 − ws2)2
(ws1 + 1)
2(ws2 + 1)
2
+
(s2ws2 + 1
ws2 + 1
+
∑
t>s2, t6=s1
1
wt + 1
)2
+
∑
s2<`<s1
( w`
w` + 1
− 1
ws1 + 1
)2
+
((s1 − 1)ws1 + 1
ws1 + 1
+
∑
t>s1
1
wt + 1
)2
As an example, consider wi = i and wi = log(i) + 1, and m = 100. In Table 1 below, we list
the limiting induced correlation for a number of (s1, s2) pairs, offering a sharp contrast to the
flat induced correlation in the classical omnibus setting. In Figure 7, in the m = 100 case,
we further plot ρ(s1, s2) for s1 > s2, and s2 ∈ {1, 50, 75, 100}. We see the general trend that
ρ(s1, s2) is decreasing as s1 increases for a fixed s2 (and as ρ(·, ·) is a symmetric function, as
s2 increases for a fixed s1). Note the level of correlation decays differs dramatically across
the two figures, as the slower growth of the weights in the wi = 1 + log(i) setting allows for
a slower decay in the pairwise correlations. We are presently working to generalize this idea
(i.e., choosing the right growth rate in ~w to induce the right amount of decaying correlation).
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m = 100 dampened wi = i dampened wi = 1 + log(i) classical
s1 = 1, s2 = 2 .9981 .9653 .75
s1 = 1, s2 = 50 .8781 .8622 .75
s1 = 1, s2 = 100 .5140 .6259 .75
s1 = 49, s2 = 50 .7626 .7618 .75
s1 = 50, s2 = 100 .3936 .5222 .75
s1 = 99, s2 = 100 .0391 .2918 .75
Table 1: In the m = 100 and m = 10 settings, we list the limiting induced correlation for
dampened omnibus and classical omnibus for a number of (s1, s2) pairs
In both cases, the decaying correlation structure appears well-suited for the Aplysia motor
program, as it precisely allows for a large correlation at early time-points (corresponding to
the dampening of signal after an anomalous event) that dissipates in time. We will explore
this further in the next section.
5.3 Dampened spike train analysis
Since the generalized omnibus embedding permits additional degrees of freedom for the off-
diagonal entries, a richer spectrum of induced correlation is possible. The dampened omnibus
embedding, in particular, is designed to weaken cross-graph interplay over time. Given
that the correlation homogeneity of the classical omnibus makes inter-network changes less
apparent, it is natural to ask if an appropriately-calibrated dampened omnibus embedding
can detect what the more limited classical omnibus can not.
We next apply the methodology of Section 5.1 with wi = i (results with wi = log(i) + 1
being similar), using both Mdamp (uncentered) and M¯damp := Mdamp − Jm ⊗ A¯ (centered).
Results are summarized in Figure 8 where Dd and D¯d are the corresponding distance matrices
from Eq. 17 in the dampened and centered, dampened settings respectively. We again see
that, both in the centered and uncentered settings, dampened omnibus is able to isolate the
stimulus in the second graph. However, unlike in the standard omnibus setting, dampened
omnibus is able to tease out additional relevant structure including the uniqueness of graph 1,
the transition from gallop to crawl and an unstable dynamic in the crawling motor program.
In this dampened setting with weights wi = i (results with wi = log(i) + 1 being similar),
the cluster labels found by Mclust are as follows:
Graph 1 2 3 4 5 6 7 8 9 10 11 12
Uncentered 1 2 3 3 3 3 3 3 3 4 4 4
Centered 1 2 3 3 3 3 4 3 3 5 9 5
Graph 13 14 15 16 17 18 19 20 21 22 23 24
Uncentered 4 5 5 4 4 5 4 5 5 4 5 5
Centered 5 6 4 9 7 8 7 6 10 11 12 12
In both the centered and uncentered cases, we further see that the clustering is better able
to isolate graph 1 (the spontaneous firing state graph) than in the classical omnibus setting.
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CMDS ‘o’ DampOmni, Uncentered CMDS ‘o’ DampOmni, Centered
Figure 8: Using weights wi = i in dampened OMNI: In the top row, we plot the average
vertex distance (as the bar heights) in the embedding between graph 1 (res., graph 2) and
graph k for each k ∈ [m] in dampened OMNI (where the bars are labeled k = 1, 2, · · · , 24).
The left two panels correspond to uncentered dampened OMNI, and the right two to centered
dampened OMNI. In the bottom panels (uncentered on the L, centered in the R), we compute
the 24× 24 distance matrices Dd and D¯d, and embed each into an appropriately chosen Rd
(d = 2 in the uncentered, and d = 3 in the centered cases, plotting here the first two
dimensions of the embedding). The resulting 24 data points are clustered using Mclust
(clusters denoted by shape), and are plotted, with graphs 1–6 further labeled with their
corresponding number.
Moreover, the clustering of graphs 3–9 and the CMDS graph embedding, shows that the
dampened setting is better able to capture (imperfectly) the transition from galloping in
bins 3 and 4 to crawling in bins 5–24. In the uncentered case, clustering yields classes
that progress in orderly fashion over the first half of the motor program, after which states
irregularly alternate between 4 and 5, suggesting an unstable dynamic to the program not
apparent from simple visual inspection of the firing traces. In the centered setting, while
an unstable dynamic is present (from a visual inspection of the CMDS projection), the
alternating is less regular and there is more differentiation within the alternating classes.
Here, the dampened omnibus structure allows us to better tease out the biologically
relevant structure in the data; namely, the distinct nature of graph 1, the transition from
gallop to crawl, the unstable dynamic in the crawling. Indeed, from Figure 6, we see that
the flat correlation structure induced by classical OMNI (with or without centering) masks
much of this latent structure in these biological networks, while the dampened structure
induces the right correlation and (with and without centering) both uncovers and clarifies
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this neuroscientifically relevant signal in the data.
6 Conclusion
One of the key features of the omnibus embedding methodology is its theoretical tractability,
because the method is particularly amenable to the rigorous analysis of its component pieces.
One such component is the level of induced correlation introduced across networks in the
omnibus framework, and in this paper we provide a first step toward understanding this
correlation in the classical setting and altering the classical setting to produce more exotic
correlation structures. The implications of this are many, both in the analysis of real data
(Section 5), and in the setting where we desire the omnibus method to transform i.i.d. data
into embedded data with latent correlation structure. While this paper offers a first step
towards answering these questions, there is much yet to do.
A natural question is whether, given a feasible correlation structure for a collection of
networks, we can choose weights in the generalized omnibus setting that would (from i.i.d.
networks) reproduce this structure in the embedded space. Representing the correlation
matrix via ρ = [ρ(s1, s2)] ∈ Rm×m and the matrix of weights α = [α(s1, s2)] ∈ Rm×m, we see
that this amounts to finding α solving
ρ = 1− 1
2m2
Dα, (18)
where
Dα = [Dα(i, j)] = [‖α(i, ·)− α(j, ·)‖22].
This would be easily solved (if a solution exists) using the tools of multidimensional scaling [7]
if not for the condition that each α(i, ·) must be nonnegative and sum to m. We are exploring
possible approximation approaches for this problem, including alternately projecting onto
the cone of distance matrices [58] and the polytope defining the constraints on the α’s. An
approximate solution for this is essential, as it would allow us to use the generalized omnibus
framework to induce a given correlation structure in embedded space.
In the absence of a general solution, there are a number of M we could consider that
would induce differing limiting levels of correlation amongst the network pairs. For example,
we could consider the forward omnibus matrix Mfor, where
M
(i,j)
for =

(i−1)A(j)+A(i)
i
if i > j
A(i) if i = j
(j−1)A(i)+A(j)
j
if i < j
Comparing this to the dampened setting in the m = 100 case, we have the following analogue
of Table 1 in which we show the limiting induced correlation between A(i) and A(j) for a
variety of (i, j) pairs (where in the dampened case, we are considering wi = i),
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m = 100 dampened forward
s1 = 1, s2 = 2 .9981 .0914
s1 = 1, s2 = 50 .8781 .4136
s1 = 1, s2 = 100 .5140 .5443
s1 = 49, s2 = 50 .7626 .7301
s1 = 50, s2 = 100 .3936 .8663
s1 = 99, s2 = 100 .0391 .9964
We see that Mfor can be used to model time series where the correlation is progressively
building up as the series progresses. While the understanding of the limiting induced cor-
relation structure given in Eq. 14 does allow for these example-based constructions, a more
automated approach is needed for broader applications.
We lastly touch on the structure of the omnibus mean matrix P˜ = Jm⊗P . This structure
maintains the low-rankedness of P in P˜ and allows for the leading d eigenvectors of P to be
related to those of P˜ (indeed ~1⊗UP provides a basis for the leading d-dimensional eigenspace
of P˜ ). If we consider other structures in the Kronecker product that have the form E⊗P , with
the restriction that ~1 is a leading eigenvector of E, can we replicate the omnibus analysis?
We are exploring this at present with examples of interest including E having ring-graph
structure. While more complex E will necessarily violate the low-rankedness of P˜ , we are
exploring if there is still sufficient concentration (about ~1⊗X) of the leading d-dimensional
eigenspace of M in order to still make use of a low-rank approximation of P˜ .
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A Proofs of main results
Herein we collect the proofs of the main theoretical results of the paper. Before proving the
theorems, we will first establish some convenient asymptotic notation for our theory moving
forward.
Definition A.1. Given a sequence of events {En} ∈ F , where n = 1, 2, · · · , we say that En
occurs
i. asymptotically almost surely and write En a.a.s. if P(En)→ 1 as n→∞.
ii. with high probability, and write En w.h.p. , if for some a0 ≥ 2, there exists finite
positive constant A0 depending only on a0 such that
P[Ecn] ≤ A0n−a0
for all n.
We note that En occurring w.h.p. is stronger than En occurring a.a.s., as w.h.p. implies, by
the Borel-Cantelli Lemma [10], that P(lim supEn) = 1 and with probability 1 all but finitely
many En occur.
The following Lemma will be needed in the proof of Theorem 3 at Section A.2. For a proof,
see [8].
Lemma 1. For A ∈ Rp1×p2 and B ∈ Rp2×p3, we have the folloing:
‖A‖2→∞ = max
i∈[p1]
‖Ai‖2;
‖AB‖2→∞ ≤ ‖A‖2→∞‖B‖2;
where Ai denotes the i-th row of A.
A.1 Proof of Theorem 1
For each n ≥ 1, we write the spectral decomposition of the positive semidefinite Pn via
Pn = XnX
T
n = UPnSPnU
T
Pn .
In the sequel, we will suppress the implicit dependence on n. Let the singular value decom-
position of UTP UB(1) be denoted W11D1W
T
12 and define W
∗,1 = W11W T12. Similarly, let the
singular value decomposition of UTP UB(2) be denoted W21D2W
T
22 and define W
∗,2 = W21W T22.
As in the proof of Theorem 9 in [3], we have that for each k = 1, 2 and fixed index i,
√
n
(
UB(k)S
1/2
B(k)
− UPS1/2P W ∗,k
)
i
=
√
n
(
(B(k) − P )UPS−1/2P W ∗,k
)
i
+O(n−1/2 log n) (19)
with high probability. Letting Wn be a sequence of orthogonal matrices such that
UPnS
1/2
Pn
Wn = Xn
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for all n ≥ 1, we have then that, again with high probability,
√
n
(
UB(k)S
1/2
B(k)
(W ∗,k)TW − UPS1/2P W
)
i
=
√
n
(
(B(k) − P )UPS−1/2P W
)
i
+O(n−1/2 log n)
(20)
It follows then that for fixed i, we have with high probability
√
n
(
UB(1)S
1/2
B(1)
(W ∗,1)TW − UB(2)S1/2B(2)(W ∗,2)TW
)
i
=
√
n
(
UB(1)S
1/2
B(1)
(W ∗,1)TW − UPS1/2P W
)
i
+
√
n
(
UPS
1/2
P W − UB(2)S1/2B(2)(W ∗,2)TW
)
i
=
√
n
(
(B(1) − P )UPS−1/2P W
)
i
−√n
(
(B(2) − P )UPS−1/2P W
)
i
+O
(
log n√
n
)
=
√
n
(
(B(1) −B(2))UPS−1/2P W
)
i
+O
(
log n√
n
)
.
(21)
Next note that
√
n
(
(B(1) −B(2))UPS−1/2P W
)
i
=
√
n
(
(B(1) −B(2))X)
i
W TS−1P W
=
√
n
(∑
j
(B
(1)
i,j −B(2)i,j )Xj
)
W TS−1P W
=
(
n−1/2
∑
j
(B
(1)
i,j −B(2)i,j )Xj
)
(nW TS−1P W )
Conditioning on Xi = xi, the sum
n−1/2
∑
j
(B
(1)
i,j −B(2)i,j )Xj
is a scaled sum of n− 1 i.i.d random variables (the (B(1)i,j −B(2)i,j )Xj), each with mean
E((B(1)i,j −B(2)i,j )Xj) = E(E((B(1)i,j −B(2)i,j )Xj|Xj))
= E(XjE(B(1)i,j −B(2)i,j |Xj)) = 0
and covariance matrix
Σ˜(xi) = 2(1− ρ)E[XjXTj (xTi Xj − (xTi Xj)2)],
as
Cov((B
(1)
i,j −B(2)i,j )Xj) = E[(B(1)i,j −B(2)i,j )2XjXTj ]
= E(E[(B(1)i,j −B(2)i,j )2XjXTj |Xj])
= E(XjXTj E[(B
(1)
i,j −B(2)i,j )2|Xj])
= E(XjXTj E[((B
(1)
i,j )
2 + (B
(2)
i,j )
2 − 2B(1)i,j B(2)i,j )|Xj])
= E(XjXTj [2xTi Xj − 2xTi Xj(xTi Xj + ρ(1− xTi Xj))])
= E(XjXTj [2xTi Xj − 2(xTi Xj)2 − ρ2(1− xTi Xj)xTi Xj])
= 2(1− ρ)E[XjXTj (xTi Xj − (xTi Xj)2)].
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The classical multivariate central limit theorem then yields
n−1/2
∑
j
(B
(1)
i,j −B(2)i,j )Xj D−→ N (0, 2(1− ρ)E[XjXTj (xTi Xj − (xTi Xj)2)]). (22)
The strong law of large numbers (SLLN) ensures that 1
n
XTX = 1
n
W TSPW
a.s−→ ∆ and there-
fore, nW TS−1P W
a.s−→ ∆−1. Therefore, by the multivariate Slutsky’s Theorem, conditional on
Xi = xi, we have that
√
n
(
(B(1) −B(2))UPS−1/2P W
)
i
D−→ N (0, Σ˜(xi, ρ)). (23)
The result then follows from multivariate Slutsky’s applied to Eq. (21) and (23), and inte-
grating the above display over the possible values of xi with respect to distribution F .
A.2 Proof of Theorem 3
To ease notation, in this proof we will suppress the explicit dependence on n in the subscript
ofM =Mn, P˜ = P˜n, noting that this dependence is to be implicitly understood throughout.
Recall that the spectral decomposition of P˜ is given by
P˜ = E(M) = UP˜SP˜U
T
P˜
,
where UP˜ ∈ Rmn×d and SP˜ ∈ Rd×d. Also recall that the adjacency spectral embedding ofM
is given by ASE(M, d) = UMS
1/2
M .
To prove Theorem 3, we adapt the proof of Theorem 1 in [26]. The main difficulty in
this adaptation is the more complex structure of the generalM, which requires a number of
modifications in the proof reasoning:
• The proofs of the Berstein matrix concentration result and Lemma 4 necessitate a more
delicate decomposition of M in order to leverage classical concentration inequality
results. Moreover, the constructed proof of Lemma 5 highlights how the coefficients
matrices C(l) of the adjacency matrices A(l) inM fully characterize the omnibus matrix
M.
• We adapt the general exchangeability result in the proof of Lemma 5 of [26] (used there
to bound the term ‘B1’) to our current setting, and the general block-form of M still
allows for a weaker (within block) exchangeability argument to be employed, which is
sufficient for our purposes.
• The weights in theM matrix necessitate novel decompositions to compute the relevant
covariance structures.
• Considering row-wise differences of M is a key contribution to the literature.
The overall layout of the proof is as follows. Let X̂Mn = ASE(Mn, d) = UMnS
1/2
Mn
∈ Rmn×d
and let Zn := [X
T
n |XTn | · · · |XTn ]T ∈ Rmn×d. The quantity of interest is the h-th row of
n1/2
(
X̂MnV
T
n Wn − Zn
)
,
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where Vn,Wn ∈ Rd×d are suitable orthogonal transformations and Wn is such that Zn =
UP˜nS
1/2
P˜n
Wn. This quantity can be decomposed into a sum of matrices (Eq. (31)) as (dropping
the subscripted dependence on n)
n1/2
(
UMS
1/2
M − UP˜S1/2P˜ V
)
h
V TW = n1/2
(
(M− P˜ )UP˜S−1/2P˜ V
)
h
V TW + (n1/2RhV )V
TW
= n1/2
(
(M− P˜ )UP˜S−1/2P˜ W
)
h
+ n1/2RhW,
where Rh ∈ Rmn×d is the residual matrix. As a consequence of the consistency of the omnibus
estimates illustrated in Theorem 5, we obtain that the rows of the matrix n1/2Rh converge
in probability to 0. Next, Lemma 6 establishes that
n1/2
(
(M− P˜ )UP˜S−1/2P˜ W
)
h
converges in distribution to a mixture of normals, and by applying Slutsky’s Theorem the
proof of Theorem 3 is complete.
A.3 General omnibus consistency
Theorem 5 (Consistency of omnibus estimates). With notation as in Theorem 3, assume
that F is such that if X ∼ F , then E(XXT ) is rank d. Then there exists an orthogonal
matrix V ∈ Od and a constant C > 0 such that, with high probability,
‖UMS1/2M − UP˜S1/2P˜ V ‖2→∞ ≤ C
m3/2 log1/2mn
n1/2
.
To prove Theorem 5, we will need a number of intermediate supporting lemmas (Lemmas
2–7), including a Bernstein concentration inequality bound given in subsection A.3.2, all of
which are suitably adapted from [26].
A.3.1 Supporting Lemmas
Lemma 2 (Observation 2 in [26]). Let F be a distribution on a set X ∈ Rd satisfying
〈x, x′〉 ∈ [0, 1] for all x, x′ ∈ X . Let X1, X2, · · · , Xn, Y i.i.d∼ F , and let P = XXT where
X = [XT1 |XT2 | · · · |XTn ]T . Then with probability at least 1− d
2
n2
, we have that
|λi(P )− nλiE(Y Y T )| ≤ 2d
√
n log n.
Furthermore, with high probability there exists a constant C > 0 such that for all i ∈ [d],
λi(P ) ≥ Cnδ and λi(P˜ ) ≥ Cnmδ, where δ = λd(E(Y Y T )).
Combining Lemma 2 with the fact that the rows of UP˜S
1/2
P˜
are bounded in Euclidean norm
by 1, we obtain
‖UP˜‖2→∞ ≤ C(mn)−1/2 w.h.p. (24)
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Lemma 3. With notation as in Lemma 2, assume that δ > 0 so that E(Y Y T ) is full rank.
Let the singular value decomposition of UT
P˜
UM ∈ Rd×d be given by V1ΣV T2 . Then, there exists
a constant C > 0 such that
‖UT
P˜
UM − V1V T2 ‖F ≤
Cm logmn
n
w.h.p.
Adapted from the proof of Proposition 16 in [33]. Working on the intersection of the sets
where both Lemma 5 and 2 hold (noting this set has high probability), note that Weyl’s
theorem gives that λd(M) ≥ Cnm for some constant C. Let σ1 ≥ σ2 ≥ · · · ≥ σd be the
singular values of UT
P˜
UM, so that σi = cos(θi) where the θi’s are the principal angles be-
tween the subspaces spanned by UP˜ and UM. The Davis-Kahan theorem (see, for example,
Theorem 3.6 in [6] Theorem VII.3.1) then implies that with high probability (where C is a
constant that can change line-to-line)
‖UT
P˜
UM − V1V T2 ‖F =
√∑
i
(1− σi)2
≤
∑
i
(1− σ2i )
≤ dmax
i
| sin(θi)|2
≤ Cd
2‖M− P˜‖2
λd(M)2
≤ Cm
3(n− 1) logmn
n2m2
≤ Cm logmn
n
,
where the bounds in the fourth line follows from Davis-Kahan, and those in the second-to-last
line follow from Lemma 5 (numerator) and Lemma 2 (denominator).
Lemma 4. With the assumptions and notation of Lemma 3, let V = V1V
T
2 . Then we have
that
‖V SM − SP˜V ‖F ≤ Cm2 logmn w.h.p. (25)
‖V S1/2M − S1/2P˜ V ‖F ≤ C
m3/2 logmn
n1/2
w.h.p. (26)
‖V S−1/2M − S−1/2P˜ V ‖F ≤ C
m1/2 logmn
n3/2
w.h.p. (27)
(where S−1M , and S
−1
P˜
are understood to be the pseudoinverses of SM, and SP˜ in the unlikely
event these matrices are singular).
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Proof: Adapted from the proof of Proposition 17 in [33]. Let
R := UM − UP˜UTP˜ UM,
so that
V SM = (V − UTP˜ UM)SM + UTP˜ UMSM
= (V − UT
P˜
UM)SM + U
T
P˜
MUMI±
= (V − UT
P˜
UM)SM + U
T
P˜
(M− P˜ )UMI± + UTP˜ P˜UMI±
= (V − UT
P˜
UM)SM + U
T
P˜
(M− P˜ )RI± + UTP˜ (M− P˜ )UP˜UTP˜ UMI± + UTP˜ P˜UMI±
= (V − UT
P˜
UM)SM + U
T
P˜
(M− P˜ )RI± + UTP˜ (M− P˜ )UP˜UTP˜ UMI± + SP˜UTP˜ UMI±,
where I± is a random diagonal matrix with ±1 entries on its diagonal indicating whether
the signs of the eigenvalues associated with UM agree for M and for |M|.
We will first bound the Frobenius norm of UT
P˜
(M− P˜ )UP˜ . The i, j-th entry of UTP˜ (M−
P˜ )UP˜ ∈ Rd×d is of the form (where ui is the i-th column of UP˜ )
uTi (M− P˜ )uj =
m∑
k,`=1
(Mk,` − P˜k,`)ukiu`j
= 2
∑
k<`
(Mk,` − P˜k,`)ukiu`j −
∑
k
P˜k,kukiukj
Conditioning on X (and hence on P ), we have that 2
∑
k<`(Mk,` − P˜k,`)ukiu`j is a mean
zero random variable and is a function of m
(
n
2
)
independent Bernoulli random variables (the
{A(h)α,β}h,α,β). If M˜ is M computed with one Bernoulli (say A(h)α,β) flipped, then note that
- If α, β ∈ [n] are such that {k, `} ≡ {α, β} (mod n), then we can write Mk,` as
Mk,` =
∑
h
c
(dk/ne,d`/ne)
h A
(h)
α,β.
Therefore
|Mk,` − M˜k,`| ≤ c(dk/ne,d`/ne)h
- If α, β ∈ [n] are such that {k, `} 6≡ {α, β} (mod n), then Mk,` = M˜k,`.
Therefore changing A
(h)
α,β can change the value of 2
∑
k<`
(Mk,` − P˜k,`)ukiu`j by at most
|2
∑
k<`
(M˜k,` − P˜k,`)ukiu`j − 2
∑
k<`
(Mk,` − P˜k,`)ukiu`j|
≤ 2
∑
k<`
{k,`}≡{α,β} (mod n)
|c(dk/ne,d`/ne)h ||uki||u`j|
≤ 2
∑
k<`
{k,`}≡{α,β} (mod n)
|uki| · |u`j| := ch,α,β
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Therefore, the total amount of possible change (the denominator in the McDiarmid bound
exponent) is bounded via
m∑
h=1
n∑
α=1
n∑
β=1
c2h,α,β = 4
m∑
h=1
n∑
α=1
n∑
β=1
( ∑
k<`
{k,`}≡{α,β} (mod n)
|uki| · |u`j|
)2
C.S. 6=
≤ 8m2
m∑
h=1
n∑
α=1
n∑
β=1
∑
k<`
{k,`}≡{α,β} (mod n)
|uki|2 · |u`j|2
≤ 8m2
m∑
h=1
n∑
α=1
n∑
β=1
( ∑
k<`
k≡α (mod n)
`≡β (mod n)
|uki|2 · |u`j|2 +
∑
k<`
k≡β (mod n)
`≡α (mod n)
|uki|2 · |u`j|2
)
≤ 8m2
m∑
h=1
n∑
α=1
n∑
β=1
( ∑
k:k≡α (mod n)
|uki|2
∑
`:`≡β (mod n)
|u`j|2 +
∑
k:k≡β (mod n)
|uki|2
∑
`:`≡α (mod n)
|u`j|2
)
≤ 16m3
( n∑
α=1
∑
k:k≡α (mod n)
|uki|2
)( n∑
β=1
∑
`:`≡β (mod n)
|u`j|2
)
= 16m3
Therefore, McDiarmid’s inequality implies that 2
∑
k<`(Mk,` − P˜k,`)ukiu`j is, w.h.p., of the
order O(m2 logmn). Noting that |∑k P˜k,kukiukj| ≤∑k |ukiukj| ≤ ‖ui‖2‖uj‖2 = 1, we have
uTi (M−P˜ )uj is, w.h.p., O(m2 logmn). Further, applying the Frobenius norm to d×d matrix
UT
P˜
(M− P˜ )UP˜ , and integrating over the possible X, we get that with high probability, there
exists a constant C such that
‖UT
P˜
(M− P˜ )UP˜‖F ≤ Cm2 logmn. (28)
Consider the events (where C is an appropriately chosen constant)
E1 :=
{
‖UT
P˜
(M− P˜ )UP˜‖F ≤ Cm2 logmn
}
E2 := { the statement of Lemma 2 holds}
E3 := { the statement of Lemma 3 holds}
E4 := { the statement of Lemma 5 holds}
As each Ei is a high probability event, E = ∩4i=1Ei is also a high probability event. In what
follows, we will condition on the events in E occurring.
Conditioning on E , we have that from the Davis-Kahan theorem,
‖UM − UP˜UTP˜ UM‖ ≤
√
Cm logmn
n
holds for some constant C. Also, Weyl’s theorem [24, Section 6.3] with Lemmas 2 and 5
imply that
|λj(M)| ≤ Cm3/2
√
n logmn
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for j > d, and that
|λj(M)− λj(P˜ )| ≤ Cm3/2
√
n logmn
j ≤ d. As for j ≤ d, we have that there is a constant C > 0 such that λj(P˜ ) ≥ Cnmδ, and
so λi(|M|) = λi(M) ≥ Cnmδ for all i ∈ [d] and an appropriately chosen constant C (abusing
notation, the two C’s need not be equal). Therefore, we have that I± = Id so that
SP˜U
T
P˜
UMI± = SP˜U
T
P˜
UM = SP˜ (U
T
P˜
UM − V ) + SP˜V.
We have then that
‖V SM − SP˜V ‖F ≤ ‖V − UTP˜ UP˜‖F (‖SM‖+ ‖SP˜‖)
+ ‖UT
P˜
(M− P˜ )R‖F + ‖UTP˜ (M− P˜ )UP˜UTP˜ UM‖F
Now, we have that ‖M‖, ‖P˜‖ ≤ mn. It follows then that there exists a constant C such that
‖V − UT
P˜
UP˜‖F (‖SM‖+ ‖SP˜‖) ≤ Cm2 logmn
‖UT
P˜
(M− P˜ )R‖F ≤
√
d‖UT
P˜
(M− P˜ )R‖ ≤ Cm2 logmn
so that
‖V SM − SP˜V ‖F ≤ Cm2 logmn+ ‖UTP˜ (M− P˜ )UP˜‖F ≤ Cm2 logmn.
as desired, thus proving Eq. (25).
To prove Eq. (26) and (27), note that we have shown that with high probability, both of
the following events hold:
i. ‖V SM − SP˜V ‖F ≤ Cm2 logmn (by the first part of the Lemma)
ii. For all i, j ∈ [d], λi(M), λj(P˜ ) are of order Ω(nmδ) (by Lemmas 2 and 5).
Given these events, as we have that
(S
1/2
M − S1/2P˜ )(S
1/2
M + S
1/2
P˜
) = (SM − SP˜ )⇒ (S1/2M − S1/2P˜ ) = (SM − SP˜ )(S
1/2
M + S
1/2
P˜
)−1,
the i, j-th entry of V S
1/2
M − S1/2P˜ V is equal to
Vi,j(λ
1/2
i (M)− λ1/2j (P˜ )) =
Vi,j(λi(M)− λj(P˜ ))
λ
1/2
i (M) + λ
1/2
j (P˜ )
and Eq. (26) follows. To prove Eq. (27), note that the i, j-th entry of V S
−1/2
M − S−1/2P˜ V is
equal to
Vi,j(λ
−1/2
i (M)− λ−1/2j (P˜ )) =
Vi,j(λj(P˜ )
1/2 − λi(M)1/2)√
λi(M)λj(P˜ )
The proof then follows immediately.
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A.3.2 Concentration inequality via matrix Bernstein
Lemma 5. With the assumptions in Lemma 3, there exists a constant C > 0 such that, with
high probability,
‖M− EM‖ ≤ Cm
√
L˜(n− 1) logmn ≤ Cm3/2
√
(n− 1) logmn,
where L˜ = max
`
max
ij
m∑
k=1
c
(i,k)
` c
(j,k)
` and C > 0 a fixed constant.
Proof. Condition on X and let P = XXT , so that
EM = P˜ =

P P · · · P
P P · · · P
...
...
. . .
...
P P · · · P
 .
For all l ∈ [m] and i, j ∈ [n], we define an auxiliary block matrix E(l)i,j ∈ Rmn×mn which will
help us express the differenceM−EM as a sum of independent Hermitian matrices, which
will allow us to apply Bernstein’s matrix bound (see, for example, Theorem 5.4.1 in [50]).
For i 6= j, let eij = eieTj + ejeTi where ei is a vector in Rn with all its entries equal to 0
except the i-th entry which is equal to 1, so that eij is a matrix whose entries are all equal
to 0 except the (i, j)th and (j, i)th entries which are equal to 1. For ` ∈ [m], we define the
m×m matrix C(`) (symmetric because M is symmetric) as follows,
C(`) =

c
(1,1)
` c
(1,2)
` · · · c(1,m)`
c
(2,1)
` c
(2,2)
` · · · c(2,m)`
...
...
. . .
...
c
(m,1)
` c
(m,2)
` · · · c(m,m)`
 .
We then define the mn × mn block (symmetric) matrix E(`)i,j as the Kronecker product of
C(`) and eij, i.e., E
(`)
i,j = C
(`) ⊗ eij. Now, we can write M− EM as
M− EM =
∑
1≤`≤m
∑
1≤i<j≤n
(A
(`)
ij − Pij)E(`)i,j
which is a sum of m
(
n
2
)
independent zero-mean matrices (the (A
(`)
ij − Pij)E(`)i,j ), with
‖(A(`)ij − Pij)E(`)i,j ‖ ≤ ‖C(`)‖ ≤ max
`∈[m]
max
i∈[m]
m∑
j=1
c
(i,j)
`
for all ` ∈ [m] and i, j ∈ [n].
To apply the matrix Bernstein inequality, it remains to compute the variance term
ν(M− EM) =
∥∥∥∥∥ ∑
1≤`≤m
∑
1≤i<j≤n
E
[
(A
(`)
ij − Pij)2(E(`)i,j )2
]∥∥∥∥∥ .
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Let Dij = e
ijeij = eie
T
i + eje
T
j ∈ Rn×n. From the mixed-product property of Kronecker
matrix multiplication, we have that
E
(`)
i,jE
(`)
i,j = (C
(`) ⊗ eij)(C(`) ⊗ eij) = (C(`))2 ⊗Dij.
Note that for any symmetric matrix A, we have that ‖A‖ ≤√‖A‖1‖A‖∞ = ‖A‖∞ (see, for
example, [24] Ex. 5.6.21), where ‖ · ‖1 is the maximum column sum matrix norm and ‖ · ‖∞
the maximum row sum matrix norm. We then have
ν(M− EM) =
∥∥∥ ∑
1≤`≤m
∑
1≤i<j≤n
Pij(1− Pij)E(`)i,jE(`)i,j
∥∥∥
≤
∥∥∥ ∑
1≤`≤m
∑
1≤i<j≤n
Pij(1− Pij)[(C(`))2 ⊗Dij]
∥∥∥
∞
≤ (n− 1)m2 max
`∈[m]
max
i,j∈[n]
m∑
k=1
c
(i,k)
` c
(j,k)
` .
Let
L := max
`∈[m]
max
i∈[m]
m∑
j=1
c
(i,j)
` ≤ m;
L˜ : = max
`∈[m]
max
i,j∈[n]
m∑
k=1
c
(i,k)
` c
(j,k)
` ≤ L
To apply Bernstein’s bound, let t = 4m
√
L˜(n− 1) logmn, and then
P
[
‖M− EM‖ ≥ 4m
√
L˜(n− 1) logmn
]
≤ 2nm · exp
 −8m2L˜(n− 1) logmn
ν(M− EM) + 4mL
√
L˜(n−1) logmn
3

≤ 2nm · exp
 −8m2L˜(n− 1) logmn
(n− 1)m2L˜+ 4mL
√
L˜(n−1) logmn
3

≤ 2nm · exp
{
−8m2L˜(n− 1) logmn
2(n− 1)m2L˜
}
= 2m−3n−3,
where the third inequality holds for n sufficiently large. Integrating over the X then yields
the desired result.
A.3.3 Supporting lemmas
Before proving our main results, we first state and prove a pair of intermediate lemmas.
Lemma 6. With the assumptions in Lemma 3, denote the SVD of UT
P˜
UM as V1ΣV
T
2 and set
V := V1V
T
2 . There exists a constant C such that w.h.p.
‖(M− P˜ )UP˜‖2→∞ ≤ C
√
dm
√
logmn. (29)
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Proof. We note first that
1√
d
‖(M− P˜ )UP˜‖2→∞ ≤ ‖(M− P˜ )UP˜‖max = max
i∈[mn],j∈[d]
|〈(M− P˜ )U·j, ei〉|,
where ei ∈ Rmn is the unit vector with all of its entries equal to 0, except for the i-th entry.
Let s ∈ [m] arbitrary. There exists a matrix W such that
UP˜S
1/2
P˜
W = Z⇒ UP˜ = ZW T (SP˜ )−1/2 =

XW T (SP˜ )
−1/2
XW T (SP˜ )
−1/2
...
XW T (SP˜ )
−1/2
 .
Therefor, for all 1 ≤ k ≤ n, Uk,j = Uk+n,j = · · · = Uk+(m−1)n,j. For each (s−1)n+1 ≤ i ≤ sn
and 1 ≤ j ≤ d,
〈(M− P˜ )U·j, ei〉 = eTi (M− P˜ )U·j (30)
=
mn∑
k˜=1
(Mi,k˜ − P˜i,k˜)Uk˜,j
=
n∑
k=1
[ m∑
t=1
M
(s,t)
i,k −mPi,k
]
Uk,j
=
n∑
k=1
[ m∑
t=1
m∑
`=1
c
(s,t)
` A
(`)
i,k −mPi,k
]
Uk,j
=
n∑
k=1
[ m∑
`=1
α(s, `)A
(`)
i,k −mPi,k
]
Uk,j,
where α(s, `) :=
m∑
t=1
c
(s,t)
` ≥ 0 and
m∑`
=1
a(s, `) = m for all s ∈ [m]. For all s ∈ [m], for any
(s − 1)n + 1 ≤ i ≤ sn and 1 ≤ j ≤ d, the above expansion is a sum of n independent
(in k), bounded, mean zero random variables taking values in [−mUk,j,mUk,j]. Hence, by
Hoeffding’s inequality,
P
(∣∣∣ mn∑
k˜=1
(Mi,k˜ − P˜i,k˜)Uk˜,j
∣∣∣ ≥ 2m√logmn) ≤ 2 exp(− 8m2 logmn∑n
k=1(2mUk,j)
2
)
≤ 2(mn)−2,
where we used the fact that
∑n
k=1(2mUk,j)
2 ≤ 4m2 as the columns of UP˜ are norm 1. There-
fore, w.h.p. there exists a constant C > 0 such that ‖(M− P˜ )UP˜‖2→∞ ≤ C
√
dm
√
logmn as
desired.
Lemma 7. With the assumptions in Lemma 3, denote the SVD of UT
P˜
UM as V1ΣV
T
2 and set
V := V1V
T
2 . Set also Q
(1) = UM − UP˜V , there exists a constant C such that w.h.p.,
‖Q(1)‖ ≤ Cm
1/2 log1/2mn
n1/2
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Proof. Following the reasoning from Lemma 6.8 in [8], we add and substract UP˜U
T
P˜
UM and
by triangle inequality,
‖Q(1)‖ = ‖UM − UP˜V ‖ ≤ ‖UM − UP˜UTP˜ UM‖+ ‖UP˜ (UTP˜ UM − V )‖.
The first term can be rewritten as follows,
‖UM − UP˜UTP˜ UM‖ = ‖UMUTM − UP˜UTP˜ UMUTM‖ = ‖(I − UP˜UTP˜ )UMUTM‖ = ‖ sin Θ(UM, UP˜ )‖
Given the intersection of the events in the statements of Lemmas 2 and 5, the Davis-Kahan
theorem gives that,
‖UM − UP˜UTP˜ UM‖ ≤
‖M− P˜‖
λd(M)
≤ Cm
1/2 log1/2mn
n1/2
Further, we can bound ‖UP˜ (UTP˜ UM − V )‖ using Lemma 3; as the intersection of the events
in Lemma 2, 3 and 5 has high probability, this leads us to the desired result.
Proof of Theorem 5. Let Wn be a sequence of matrices such that Z = Z
∗Wn, and let V be
as in Lemma 4. Define the matrices Q(1), Q(2) as follows
Q(1) = UM − UP˜V ;
Q(2) = UP˜U
T
P˜
UM − UP˜V.
Note that, as defined, MUM = SMI± where I± is a random sign matrix indicating whether
the signs of the eigenvalues associated with UM agree for M and |M|. Given the events
of Lemmas 2 and 5, we have that (by Weyl’s Theorem) I± = Id; as this term appears
only in the residual terms (H2-H5) of the below decomposition, and as, when bounding the
residual terms we assume the events of Lemmas 2 and 5, we (slightly abusing notation) write
MUM = SM in the below decomposition. We decompose the term UMS
1/2
M − UP˜S1/2P˜ V as
follows,
UMS
1/2
M − UP˜S1/2P˜ V = (M− P˜ )UP˜S
−1/2
P˜
V︸ ︷︷ ︸
:=H1
+ (M− P˜ )UP˜ (V S−1/2M − S−1/2P˜ V )︸ ︷︷ ︸
:=H2
− UP˜UTP˜ (M− P˜ )UP˜V S
−1/2
M︸ ︷︷ ︸
:=H3
+ (I − UP˜UTP˜ )(M− P˜ )Q(1)S
−1/2
M︸ ︷︷ ︸
:=H4
+Q(2)S
1/2
M + UP˜ (V S
1/2
M − S1/2P˜ V )︸ ︷︷ ︸
:=H5
(31)
Here, H4 presents a deviation from the proof in the standard omnibus setting (indeed, we
cannot utilize the exchangeability they employ to bound H4). For the Hi’s, i = 1, 3, there
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exists a constant C > 0 such that the following bounds hold w.h.p.:
‖H1‖2→∞ ≤ ‖S−1/2P˜ ‖ · ‖(M− P˜ )UP˜‖2→∞
≤ Cm
1/2 log1/2mn
n1/2
[Lemmas 2, 6]
‖H2‖2→∞ ≤ ‖V S−1/2M − S−1/2P˜ V ‖ · ‖(M− P˜ )UP˜‖2→∞
≤ Cm
3/2 log3/2mn
n3/2
[Lemmas 4, 6]
‖H3‖2→∞ ≤ ‖UP˜‖2→∞‖UTP˜ (M− P˜ )UP˜‖ · ‖S
−1/2
M ‖
≤ Cm logmn
n
[Lemma 2; Eq. (24),(28)]
‖H4‖2→∞ ≤ ‖(I − UP˜UTP˜ )‖2→∞‖(M− P˜ )‖‖Q(1)‖‖S
−1/2
M ‖
≤ Cm
3/2 logmn
n1/2
[Lemmas 2, 5, 7 ].
Next, by Lemmas 2, 3 and Eq. (24) we get
‖Q(2)S1/2M ‖2→∞ ≤ ‖UP˜‖2→∞‖UTP˜ UM − V ‖ · ‖S
1/2
M ‖ ≤
Cm logmn
n
and by Lemma 4 and Eq (24) we get
‖UP˜ (V S1/2M − S1/2P˜ V )‖2→∞ ≤ ‖UP˜‖2→∞‖(V S
1/2
M − S1/2P˜ V )‖ ≤
Cm logmn
n
.
Hence, by triangle inequality,
‖H5‖2→∞ ≤ Cm logmn
n
.
Plugging into Eq. (31) the bounds above, then for sufficiently large n, applying triangle
inequality yields the desired result.
A.4 Central limit theorem
Recall that, by the definition of the JRDPG, the latent positions of the expected omnibus
matrix EM = P˜ = UP˜SP˜UTP˜ are given by
Z? =

X?
X?
...
X?
 = UP˜S1/2P˜ ∈ Rmn×d
Recall that the matrix of the true latent positions is denoted by Z = [XTXT · · ·XT ]T ∈
Rmn×d, so that Z = Z?W for some suitable-chosen orthogonal matrix W .
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Theorem 6. With notation and assumptions as in Theorem 3, fix some i ∈ [n] and some
s ∈ [m] and let h = n(s − 1) + i. Conditional on Xi = xi ∈ Rd, there exists a sequence of
d-by-d orthogonal matrices {Wn}n such that
n1/2
[
(M− P˜ )UP˜S−1/2P˜
]
h
Wn
L−→ N (0, Σˇ(xi)),
where
Σˇ(xi) :=
1
m2
(
m∑
`=1
α2(s, `)
)
∆−1 E
[
(xTi Xj−(xTi Xj)2)XjXTj
]
∆−1 =
1
m2
(
m∑
`=1
α2(s, `)
)
Σ(xi)
is a covariance matrix that depends on xi.
Proof. Following the proof of Lemma 6 in [26], for each n = 1, 2, · · · , choose orthogonal
Wn ∈ Rd×d so that Z = Z?Wn = UP˜S1/2P˜ Wn. Dropping the explicit dependence on n, we
rewrite the term n1/2
[
(M − P˜ )UP˜S−1/2P˜
]
h
W as follows
n1/2
[
(M− P˜ )UP˜S−1/2P˜
]
h
W = n1/2
[
(M− P˜ )UP˜S−1/2P˜ W
]
h
= n1/2
[
(M− P˜ )UP˜S1/2P WW TS−1P˜ W
]
h
= n1/2
[
(M− P˜ )Z
]
h
W TS−1
P˜
W
=
n−1/2
m
[
MZ− P˜Z
]
h
[
nW TS−1P W
]
(32)
The h-th scaled row of the matrix difference MZ− P˜Z can be further expanded as
n−1/2
m
[MZ− P˜Z]h = n
−1/2
m
mn∑
k=1
(M− P˜ )hk(Z)k
=
n−1/2
m
m∑
`=1
n∑
j=1
(
M
(s,`)
i,j − Pij
)
Xj
=
n−1/2
m
∑
j 6=i
(
m∑
`=1
M
(s,`)
i,j −mPij
)
Xj − n−1/2PiiXi,
Conditioning on Xi = xi ∈ Rd, we first observe that
Pii
n1/2
Xi =
xTi xi
n1/2
xi
a.s.−−→ 0.
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Moreover, the remaining portion of the scaled sum becomes
n−1/2
∑
j 6=i
1
m
(
m∑
`=1
M
(s,`)
i,j −m(xTi Xj)
)
Xj
= n−1/2
∑
j 6=i
1
m
( m∑
`=1
(
m∑
k=1
c
(s,`)
k A
(k)
i,j
)
−m(xTi Xj)
)
Xj
= n−1/2
∑
j 6=i
1
m
( m∑
k=1
( m∑
`=1
c
(s,`)
k
)
︸ ︷︷ ︸
:=α(s,k)
A
(k)
i,j −m(xTi Xj)
)
Xj,
where
m∑
k=1
α(s, k) = m for all s ∈ [m].
The above expression is a sum of n− 1 independent 0-mean random variables, each with
covariance matrix denoted by Σ˘(xi), computed as follows (suppressing the conditioning on
Xi = xi)
Σ˘(xi) =
1
m2
E
(( m∑
`=1
α(s, `)A
(`)
i,j −m(xTi Xj)
)2
XjX
T
j
)
=
1
m2
E
[
E
[( m∑
`=1
α(s, `)A
(`)
i,j −m(xTi Xj)
)2
XjX
T
j
∣∣∣Xj]]
=
1
m2
E
[(
E
[( m∑
`=1
α(s, `)A
(`)
i,j
)2
|Xj
]
−m2(xTi Xj)2
)
XjX
T
j
]
=
1
m2
E
[(( m∑
`=1
α2(s, `)
)
xTi Xj +
(
2
∑
k<`
α(s, `)α(s, k)−m2
)
(xTi Xj)
2
)
XjX
T
j
]
=
1
m2
(
m∑
`=1
α2(s, `)
)
E
[
(xTi Xj − (xTi Xj)2)XjXTj
]
,
where the third equality holds because conditioning on P = XXT ,
E
[ m∑
`=1
α(s, `)A(`)
∣∣∣P] = mXXT .
The fourth equality holds from the fact that conditioning on Xi and Xj,
E[(A(`)i,j )2|Xi, Xj] = XTi Xj
for all ` ∈ [m] and
E[A(k)i,j A
(`)
i,j |Xi, Xj] = E[A(k)i,j |Xi, Xj]E[A(`)i,j |Xi, Xj] = (XTi Xj)2
for all k 6= l. Lastly, the fifth equality holds by simply observing that
( m∑`
=1
α(s, `)
)2
= m2.
48
By the multivariate central limit theorem we have that
n−1/2
∑
j 6=i
1
m
(
m∑
`=1
M
(s,`)
i,j −m(xTi Xj)
)
Xj
L−→ N (0, Σ˘(xi)). (33)
Next, recall (as in the proof of Theorem 1) nW Tn S
−1
P Wn
a.s.−−→ ∆−1, so that by the multivariate
version of Slutsky’s theorem in Eq. (32) we get
n1/2
[
(M− P˜ )UP˜S−1/2P˜
]
h
Wn
L−→ N (0, Σˇ(xi)),
where Σˇ(xi) = ∆
−1Σ˘(xi)∆−1.
Proof of Theorem 3. Fix the index h ∈ [mn] as h = n(s−1)+ i, where s ∈ [m],i ∈ [n]. Recall
that for each n = 1, 2, · · · , we choose orthogonal Wn ∈ Rd×d so that Z = Z?Wn = UP˜S1/2P˜ Wn.
With Vn defined as in Lemma 3, the matrix difference
n1/2
(
UMnS
1/2
Mn
− UP˜nS
1/2
P˜n
Vn
)
h
V Tn Wn
can be decomposed into a sum of matrices (as shown in Eq.(31) of Theorem 5) as follows
n1/2
(
UMnS
1/2
Mn
− UP˜nS
1/2
P˜n
Vn
)
h
V Tn Wn = n
1/2
(
(Mn − P˜n)UP˜nS
−1/2
P˜n
Wn
)
h
+ n1/2Rh,nWn,
where Rh,n ∈ Rmn×d is the residual matrix defined as R = H2 −H3 + H4 + H5. Further, in
the proof of Theorem 5 it is shown that for any i = 2, 3, 5 we have
n1/2‖Hi‖2→∞ ≤ Cm
3/2 logmn
n1/2
w.h.p.
It remains to provide an appropriate bound for H4.
Rather than showing
√
n‖H4‖2→∞ converges to 0 in probability, we will prove directly
that
√
n‖(H4)h‖2 converges to 0 in probability, which is sufficient. Adapting the exchange-
ability bound on the analogous term from [26], we recall that
H4 :=(I − UP˜UTP˜ )(M− P˜ )Q(1)S
−1/2
M
=(I − UP˜UTP˜ )(M− P˜ )(UM − UP˜UTP˜ UM)S
−1/2
M
+ (I − UP˜UTP˜ )(M− P˜ )(UP˜UTP˜ UM − UP˜V )S
−1/2
M
Denote the first term in this expression via H41 (the second via H42), and note that
H41 :=(I − UP˜UTP˜ )(M− P˜ )(UM − UP˜UTP˜ UM)S
−1/2
M
= (I − UP˜UTP˜ )(M− P˜ )(I − UP˜UTP˜ )UMUTM︸ ︷︷ ︸
:=E1
(UMS
−1/2
M )
H42 :=(I − UP˜UTP˜ )(M− P˜ )(UP˜UTP˜ UM − UP˜V )S
−1/2
M
=(I − UP˜UTP˜ )(M− P˜ )UP˜ (UTP˜ UM − UP˜ )V S
−1/2
M
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Considering first H41, we have that
‖(H41)h‖2 ≤ ‖(E1)h‖2‖UMS−1/2M ‖.
Consider now the term ‖(E1)h‖2. As in [26], define the matrix operator (where for any
symmetric matrix B ∈ Rk×k, we define Πd(B) to be the orthogonal projection onto the
eigenspace corresponding to the eigenvectors of B with the d largest (in magnitude) eigen-
values). Similarly, let Π⊥d (B) denote the orthogonal projection onto (Πd(B))
⊥.
Note that for any permutation matrix Q, we have that
Πd(QBQ
T ) = QΠd(B)Q
T
Π⊥d (QBQ
T ) = QΠ⊥d (B)Q
T .
As in [26], for any (B,H) ∈ Rk×k × Rk×k, define the operator L(B,H) via:
L(B,H) = Π⊥d (H)(B −H)Π⊥d (H)Πd(B)
Let us consider permutations Q˜ ∈ Rmn×mn of the form
Q˜ = Im ⊗Q
for permutations Q ∈ Rn×n. Note that, for such a Q˜, we have that
Q˜MQ˜T =

QM(1,1)QT QM(1,2)QT · · · QM(1,m)QT
QM(1,2)QT QM(2,2)QT · · · QM(2,m)QT
...
...
. . .
...
QM(1,m)QT QM(2,m)QT · · · QM(m,m)QT
 ,
and that for each (i, j) pair,
QM(i,j)QT =
∑
`
c
(i,j)
` QA
(`)QT .
Similarly,
Q˜P˜ Q˜T = Jm ⊗ (QPQT ).
Note that L(M, P˜ ) = E1, and as these orthogonal projections are unique, we have
L(Q˜MQ˜T , Q˜P˜ Q˜T )
= Q˜(I − UP˜UTP˜ )Q˜T Q˜(M− P˜ )Q˜T Q˜(I − UP˜UTP˜ )Q˜T Q˜(UMUTM)Q˜T
= Q˜E1Q˜
T
(34)
Since the rows of X are i.i.d., together this implies that the matrix-pair entries of (M, P˜ ) are
equal in distribution to those of (Q˜MQ˜T , Q˜P˜ Q˜T ). Therefore, the entries of L(Q˜MQ˜T , Q˜P˜ Q˜T ) =
Q˜E1Q˜
T are equal in law to those of L(M, P˜ ) = E1. Therefore, for each row i we have that
‖(Q˜E1)i‖2 = ‖(Q˜E1Q˜T )i‖2 L= ‖(E1)i‖2,
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which implies that for any i, j ∈ [n] and k ∈ [m],
E(‖(Q˜E1)(k−1)n+i‖2) = E(‖(E1)(k−1)n+j‖2) (35)
Since this guarantees that
E(‖(Q˜E1)(k−1)n+i‖2)
depends only on k, and not on i, we can define for i, j ∈ [n],
rk := E(‖(Q˜E1)(k−1)n+i‖2) = E(‖(E1)(k−1)n+j‖2).
Observe that
E(‖E1‖2F ) =
m∑
k=1
nrk ≥ nmax
k
rk.
Because h = (s− 1)n+ i, for i ∈ [n], Eq.(35) and an application of Markov’s inequality yield
P(
√
n‖(E1)h‖ > t) ≤ nE(‖(E1)h‖
2)
t2
=
nrs
t2
≤ E(‖E1‖
2
F )
t2
.
The entries of M − P˜ are bounded between [−1, 1], and (I − UP˜UTP˜ )UMUTM is rank d (with
spectral norm bounded by 1). Hence
‖E1‖2F ≤ ‖I − UP˜UTP˜ ‖2‖M− P˜‖2F‖(I − UP˜UTP˜ )UMUTM‖2F ≤ m2n2d2.
Now, we also have that, with high probability (so that the bad set has probability bounded
above by Cn−2), there exists a constant C > 0 such that
‖E1‖2F ≤ d2‖I − UP˜UTP˜ ‖2‖M− P˜‖22‖(I − UP˜UTP˜ )UM‖2‖UTM‖2F
≤ Cm
4n log2mn
n
= Cm4 logmn by Lemma 5, Eq.(A.3.1)
We then have that
E(‖E1‖2F ) ≤ C(m4 logmn+ n−2m2n2d2) = C(m4 logmn+m2d2).
Letting t = n1/4 in our Markov bound, we see that P(
√
n‖(E1)h‖ > n1/4) → 0. As, w.h.p.,
we have that ‖UMS−1/2M ‖ ≤ C/
√
mn, we have that
n1/2‖(H41)h‖2 ≤ n1/3‖(E1)h‖n1/6‖UMS−1/2M ‖ P→ 0.
Turning our attention to H42, we have that (w.h.p.)
‖H42‖F ≤ ‖(I − UP˜UTP˜ )(M− P˜ )(UP˜UTP˜ UM − UP˜V )S
−1/2
M ‖F
≤ ‖(I − UP˜UTP˜ )‖ · ‖M− P˜‖ · ‖UP˜‖ · ‖UTP˜ UM − V ‖F‖S
−1/2
M ‖
≤ C(m3/2
√
n logmn)
(
m logmn
n
)(
1
(mn)1/2
)
≤ Cm
2 log3/2mn
n
,
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where the last line follows from Lemmas 2, 5, and 3. Therefore, n1/2H42 converges to 0 in
probability, and combined this yields that n1/2H4 converges to 0 as desired.
Since the matrix Wn is unitary, the bounds above imply that the term n
1/2Rh,nWn con-
verges to 0 in probability. Moreover, by Lemma 6 we have
lim
n→∞
P
[
n1/2
(
(M− P˜ )UP˜S−1/2P˜
)
h
Wn ≤ x
] D−→ ∫
suppF
Φ(x, Σˇ(y))dF (y),
by integrating over the latent positions Xi. Finally, an application of Slutsky’s theorem
completes the proof.
B Proof of Theorem 4
We mimic the proof of Theorem 1 here, and so omit some detail. Conditioning on Xi = xi,
we write (where Rn = V Tn Wn as defined in the proof of Theorem 3)
n1/2
((
X̂MV
T
n Wn
)
h1
−
(
X̂MV
T
n Wn
)
h2
)
= n1/2
((
X̂MV
T
n Wn
)
h1
− (Zn)h1 + (Zn)h2 −
(
X̂MV
T
n Wn
)
h2
)
= n1/2
(
(Mn − P˜n)Z
)
h1
+ n1/2Rh1,nWn − n1/2
(
(Mn − P˜n)Z
)
h2
− n1/2Rh2,nWn.
Now,
n1/2
(
(Mn − P˜n)Z
)
h1
− n1/2
(
(Mn − P˜n)Z
)
h2
=
n−1/2
m
(∑
j 6=i
( m∑
`=1
M
(s1,`)
i,j −M(s2,`)i,j
)
Xj
)
[nW Tn S
−1
P Wn]
= n−1/2
(∑
j 6=i
1
m
( m∑
`=1
α(s1, `)A
(`)
i,j − α(s2, `)A(`)i,j
)
Xj
)
[nW Tn S
−1
P Wn].
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Each of the n−1 terms, 1
m
(∑m
`=1 α(s1, `)A
`
i,j−α(s2, `)A`i,j
)
Xj, is an independent, mean zero,
random variable with covariance matrix given by (suppressing the conditioning on Xi = xi)
Φ(xi, s1, s2) :=
1
m2
Cov
(( m∑
`=1
α(s1, `)A
(`)
i,j −
m∑
`=1
α(s2, `)A
(`)
i,j )
)
Xj
)
=
1
m2
E
[
E
[( m∑
`=1
(α(s1, `)− α(s2, `))A(`)i,j
)2
XjX
T
j |Xj
]
=
1
m2
(
E(E[(xTi Xj)XjXTj |Xj])
m∑
`=1
(α(s1, `)− α(s2, `))2
+ 2E(E[(xTi Xj)2XjXTj |Xj])
∑
k<`
(α(s1, k)− α(s2, k))(α(s1, `)− α(s2, `))
)
=
1
m2
m∑
`=1
(α(s1, `)− α(s2, `))2 E[(xTi Xj − (xTi Xj)2)XjXTj ], (36)
where the third equality holds because
∑m
`=1 c
(s,t)
` = 1 for any s ∈ [m], and, as a consequence,( m∑`
=1
(α(s1, `)− α(s2, `))
)2
= 0, and hence
m∑
`=1
(α(s1, `)− α(s2, `))2 = −2
∑
k<`
(α(s1, k)− α(s2, k))(α(s1, `)− α(s2, `)).
The multivariate CLT then provides that
n−1/2
(∑
j 6=i
1
m
( m∑
`=1
α(s1, `)A
(`)
i,j − α(s2, `)A(`)i,j
)
Xj
)
L→ Norm(0,Φ(xi, s1, s2)).
As [nW Tn S
−1
P Wn] converges a.s. to ∆
−1 and each residual (n1/2Rhk,nWn for k = 1, 2) converges
in probability to 0, the result follows from multivariate Slutsky’s and integrating over xi.
Finally, equating Σ˜(xi, ρ) from Theorem 1 with Eq. (36) yields the desired result.
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