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Abstract
This work presents the results of calculations using filtered basis functions performed
with the ab initio modelling program (AIMPRO). The filtration method works by pro-
jecting out (filtering) components of a reference basis function that are not required
for a description of the occupied states, thereby producing functions that are localised
in energy. This leads to a significant reduction in the number of functions that are
needed. It is demonstrated that when studying diamond, silicon and defects in these
materials, the use of filtered basis sets using just four basis functions per atom can
achieve a comparable accuracy to conventional calculations that use 30–40 basis func-
tions. This enables a massive increase in computational efficiency that could have far
reaching consequences for first principles modelling calculations.
The accuracy of the filtration method is first examined for the bulk materials
diamond and silicon, in which the energy, lattice constant, bulk modulus and band
structure are studied. It is shown that the filtration approximation applied with an
efficient spatial cut-off is able to reproduce current calculated values for these to a
very high degree of accuracy.
A study of the energies of various reconstructed surfaces in diamond and silicon is
then presented. It is first demonstrated that the AIMPRO modelling software without
filtration reproduces previous published values of surface energies to within about 100
meV per 1x1 surface cell, with this difference being related to different choices for the
pseudo-potential and other details of the calculation. It is also demonstrated that
iv
changes of this degree also occur when changing the exchange-correlation functional
used to model the surface. In contrast, the use of filtered basis sets changes these
energies by only 1–2 meV, one hundred times smaller, indicating the excellence of this
approach and showing that filtered basis calculation with efficient cut-off radii are of
essentially equal quality to those of conventional localised basis functions.
Finally a series of defect structures in diamond is considered, including both native
defects and nitrogen containing defects. Properties studied include formation ener-
gies, binding energies, localised vibrational modes, and hyperfine coupling matrices.
In all these cases it is shown that the filtration method produces results which closely
match those with conventional basis sets and demonstrate that this method has ex-
cellent potential for modelling defecting semiconductor structures in the future. The
asymptotic speed up of two to three orders of magnitude will then enable a new range
of systems with significantly increased size and complexity to be modelled.
v
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Chapter 1
Introduction
1.1 Introduction
The use of computational modelling techniques has become widespread in many sci-
entific subjects, for instance, physics, chemistry and biology. Simulation techniques
can be used to analyse many complex problems in science and modern technology.
Introducing modelling techniques also has many advantages in industry, for example,
saving time and effort, only requiring computers, being safer (e.g. testing aircraft
flight), allowing experiments to be more targeted, and allowing behaviour under ex-
treme condition to be investigated safely.
The interest in this thesis is in the modelling of materials. This area of modelling
is very important technologically, for example developing an understanding of a mate-
rial’s strength (mechanical applications), optical properties, electronic properties and
magnetic properties. Realistic modelling must not be limited to ideal cases (e.g. the
conductivity of perfect silicon), but must take into account the complex defects and
imperfections in materials as these often dominate properties. For example a small
amount of carbon in steel increases its strength; a small concentration of impurities
can change the colour of glass (or diamonds); small concentrations of impurities can
determine the conductivity of semiconductors. There is also interest in modelling
processing, such as the migration of impurities as part of an annealing process for
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example. In conclusion, we need the ability to calculate many properties of materials,
particularly the total energy as this will determine stability, but also other properties
that can link with experiment properties. These are all determined by the interac-
tion between atom nuclei and the electrons (which of course adapt to the chemical
environment), and therefore, we need to perform quantum mechanics calculations.
The simulation technique that has been applied within this work is density func-
tional theory (DFT) a technique commonly used in quantum mechanical calculations.
This theory has been used as a basic theory in this work using an implementation
incorporated in the AIMPRO software [12, 13], density functional theory enables what
are known as ab initio calculations, there are very powerful and can be predictive.
Because experimental input is not required by the calculation there are no fitted pa-
rameters except the atomic numbers of the atoms present. In an ab initio calculation
a carbon atom is treated just as a carbon atom, there are no assumptions with regard
to the type of its bonding or chemical environment. Diamond, graphite, graphene or
carbon nanotubes are thus treated using exactly the same theory. It is the absence
of empirical input relating to the properties of these different materials that gives ab
initio calculations there great predictive powers.
An important consideration in all materials modelling methods is the size of system
that has to be modelled to represent the real problem. Many properties are controlled
by point defects, that is imperfections in a crystal that may involve only a few (e.g. 1-
10) atoms being displaced significantly from their crystalline positions. Such defects
can be modelled using a large unit cell of (e.g. 100-200) atoms. Other problems
involve surfaces or line defects (e.g. dislocations). These can often require larger unit
cells (1000s atoms). It has become clear that a category of problem exists for which
a defective solid can be modelled using 100-10000 atom unit cells. The technique of
choice for systems of this size is density functional theory (DFT). This is discussed in
detail in chapter (2).
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1.2 The AIMPRO modelling code and Filtration method
The solution of the equations of DFT is very complex. In this thesis a computer
code AIMPRO will be used. AIMPRO is a software package which solves the Kohn-
Sham [14, 15] equations of density functional theory and enables it to be applied to
solids and molecules [12]. The AIMPRO acronym has been derived from four words
(ab initio modelling program). Over 20 years, the code has been written by Briddon,
Jones and Rayson [16,17]. The code is discussed in detail in chapter 2, but the main
feature is that it performs calculations largely in real space, using localised basis func-
tions. This gives it the ideal character for studies of molecules, such as C60 [18, 19].
It can however also be used to model solids by introducing supercells. The supercells
used throughout this thesis contain (2–1000) atoms. Speed and time are important
-1000 atom cells are still time consuming on modest computing resources; and there
is therefore much interest in improving the speed of calculation while maintaining
control over the accuracy achieved. Recently, the AIMPRO code has been improved by
introducing the filtration method, which uses a filtered basis set. An overview of the
computational steps in aimpro is given in figure 1.1. In this thesis, the emphasis is
on a comparison of the relative accuracies of the standard and filter diagonalisations.
The importance of this is that diagonalisation is the time dominant step in large sim-
ulations and filtration can reduce the time for this (by a factor of up to 1000). More
details are given in chapter (3). Filtration has been introduced relatively recently and
published results have so far focused on total energies of silicon based structures. This
thesis will extend the application to another material , diamond and to several other
calculated properties. Using the AIMPRO code, one can compute many experimental
observables that can be predicted and give an understanding of experimental quan-
tities, such as vibration modes, heat capacity, electronic structure, band structure,
surface energy, hyperfine interactions and minimum energy paths, that to enable us
to compare the results.
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Figure 1.1: Schematic show the working of the AIMPRO simulation process.
1.3 Other simulation methods
In this section, two other approaches which may be used to model large systems will
be considered. These are tight binding and the use of generalised Wannier functions.
1.3.1 Tight binding
Originally, the empirical tight binding method was derived as an approximation to
the method of linear combination of atomic orbitals (LCAO) [20–22]. The idea is
that matrix elements of the Hamiltonian are only evaluated for nearby atoms (within
a cut-off radius or even just for nearest neighbours). These elements are usually
either fitted or obtained from a very much simplified form of density functional theory
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(DFT) [23–25]. The integrals are tabulated as a function of distance and interpolated
between these values when a real simulation is done. The Hamiltonian matrix is then
diagonalised and the band structure energy found. This is supplemented by a repulsive
energy term which is generally fitted, either to experimental data or to results from
ab initio calculations [26].
There is a superficial resemblance to the filtration approach used in this thesis,
but in comparison,
 In tight binding (TB) calculations, no integrals (matrix elements) are found in
the full run (i.e. on the solid or cluster). This makes TB much faster for this part
of the calculation, something that was a crucial advantage in the past. However, in
most modern codes, integral evaluation does not determine the overall run time when
large systems are modelled reducing the advantage that this gives.
 Diagonalisation, TB uses 4 functions per atom in silicon, much less than a usual
AIMPRO run but the same as filtration. This part of the calculation does scale as
O(N3), and therefore the conclusion is that the asymptotic speed is the same.
 The filtration method uses specially constructed functions, whereas TB involves
significant assumption and parametrisation, even in the more sophisticated implemen-
tations [26].
 TB does have the advantage of producing very sparse Hamiltonian matrices
very quickly, and this could be useful in implementing linear scaling codes.
1.3.2 Generation of Wannier Functions: the ONETEP code
ONETEP [1,27–29] is a code which uses an apparently similar approach to filtration
in that it uses a large starting basis and, in the case of silicon or carbon, generates
four basis functions per atom, termed non-orthogonal generalised Wannier functions
(NGWFs) from this. There are however important differences. ONETEP uses a
starting basis set which is made up from psinc functions. These functions have the
advantage of forming a systematic basis set so that the total energy can (in principle,
at least) be converged in a simple way. However, they have the disadvantage that
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the representation of the NGWFs is less compact, making the code potentially slower
and more demanding in terms of memory usage. ONETEP has the ability to perform
linear–scaling calculations using these, but this is not what is being considered in
this work. Linear scaling approaches to the modelling of large systems work best
in systems which have large band gaps, and metals are still problematic for many
linear scaling approaches. ONETEP can also operate in a O(N3) scheme and some
comparison with results when run in this mode will be given later in this thesis.
1.4 The choice of diamond
We have chosen diamond due to its interesting properties that enable a broad range
of applications, particularly when these properties are combined. In this section, we
have used diamond as a material to test the validity and sufficiency of the modified
(filtered) basis set. Diamond is classified as an insulator and possesses a wide indirect
band gap, compared with other elements in the same group in the periodic table.
For example, the band-gap of silicon is around 1.12 eV, and for diamond is around
5.47 eV at 300 K [30]. It is well known that diamond possesses unique properties
such as high thermal conductivity, which depends upon the percentage of impurities
such as nitrogen [31] and upon the temperature, where its range is 8.95 - 23 W/cm.K
at 300 K [32]. This is a very large value compared with the thermal conductivity
in silicon, 1.48 W/cm.K at 300 K. Diamond is also characterised by a high optical
transparency in the near ultraviolet, visible, and infrared spectra. The filtration
method has previously only been tested for silicon, the calculations were in good
agreement with other theoretical and experimental results [33], and so application to
diamond represents a new test. There is also significant experience in the modelling of
this material in Newcastle University. This facilities the further evaluation of filtration
by calculating other derived quantities such as hyperfine couplings.
6
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1.5 Thesis Summary
The thesis is divided into three parts, theoretical background, applications and con-
clusions and future work. Each part is subdivided into chapters and a summary.
1.5.1 Part I -Theory and methodology
Chapter 2 -Theoretical Background and AIMPRO Package
This chapter gives details of the theoretical background which underpins the AIMPRO
package, discussing approximations which have been used to solve the many-body
Schro¨dinger equation. This starts with the Born-Oppenheimer approximation, and
moves to discussion of the first principle density functional theory (DFT), which
has made obvious advances in the provision of computation accuracy. The exchange-
correlation term approximations, such as the local density and the generalised gradient
approximations are also presented, followed by a brief treatment of the pseudopotential
approximation, which replaces the movement of the core electrons of an atom and its
nucleus. Ultimately, an extensive dialogue is then given of the execution of quantum
mechanical density functional theory using the ab initio modelling program (AIMPRO).
This comprises the conventional basis set, self-consistency, structure optimisation, the
supercell approximation, and Brillouin zone sampling.
Chapter 3 -The Modelling Technique Filtration
This chapter presents the filtration method. It discusses how a small number of chosen
filtered basis functions can be used to obtain accurate energies. It also explains the
most important parameters, which are required to use the technique, such as the
filtration radius, and the filtration temperature.
Chapter 4 -The AIMPRO Calculation of Observables
This chapter discusses the main quantities that have been tested to study the working
accuracy and efficiency of the filtered basis approach and also explains the relationship
7
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which links density functional theory with the relevant experimental technique.
1.5.2 Part II -Applications
Chapter 5 -The Accuracy of Filtration applied to Diamond and Silicon
This chapter presents the results associated with the examination of density func-
tional methods by using filtered and unfiltered basis sets to determine the optimised
geometries, electronic structures, phonon frequencies, and specific heat capacities of
bulk diamond and silicon. The data have been obtained using both the LDA and
GGA functionals to enable a conclusion regarding the validity of the modified basis
set.
Chapter 6 -Semiconductor surfaces
The chapter shows testing of the filtered basis set on the clean diamond and silicon
surfaces, in addition to testing the electron affinity of diamond, and comparing the
results with standard AIMPRO findings and with experimental values.
Chapter 7 -Native Defects in Diamond
Since many of the defects of interest in diamond are complexes of selected native
defects (self-interstitials), in this chapter a study of the properties of native defects
is offered. In particular, their energies and geometries are reviewed, all the findings
have been computed with the GGA approach, also with filtered and standard basis
functions and, where appropriate, compared with each other and with values from the
experimental and theoretical publications.
Chapter 8 -Impurities in diamond
The final chapter focuses on testing the filtration method on some impurities in dia-
mond, and examining the validity of the filtered basis function to study some physical
and chemical properties, for instance the vibrational modes, electronic structure, band
8
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structure and hyperfine interactions. The calculations have been done with and with-
out filtered basis sets, and comparing with each other and with measured experimental
values.
1.5.3 Part III -Conclusions
Chapter 9-Summary
In the final chapter overall conclusions are presented from the thesis. Suggestion for
developments of the work are presented and future avenues of research to achieve
enhanced methods such as screened exchange, the calculation other properties and
the application of the filtration technique to other materials problems.
9
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1.6 Abbreviations
The following abbreviations have been used within this thesis.
Abbreviation Definition
AIMPRO Ab Initio Modelling PROgram.
DFT Density Functional Theory.
HF Hartree-Fock theory.
HK Hohenberg and Kohn.
KS Kohn Sham.
BZ Brillouin Zone.
LDA Local Density Approximation.
GGA Generalised Gradient Approximation.
HGH Hartwigsen-Go¨edecker-Hutter.
PBE Perdew, Burke and Ernzerhof.
PW Plane Wave.
CGOs Cartesian Gaussian Orbitals.
MP Monkhorst-Pack.
EA Electron Affinity.
EPR Electron Paramagnetic Resonance.
LVM’s Local Vibrational Modes.
ZPE Zero-Point Energy.
VBM Valence Band Maximum.
CBM Conduction Band Minimum.
FPMM First Principles Marker Method.
FEM Formation Energy Method.
Filt Filtered.
Unfilt Unfiltered.
Abs-errors Absolute errors
Per-errors Percentage errors
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1.7 Notation
The following notations have been used throughout this thesis.
Notation Definition
HˆHar Hartree Hamiltonian.
EGs Ground State Energy.
Ts Non-interacting Kinetic Energy.
Vext External Potential.
εxc Exchange Correlation Energy.
Ex Exchange Energy.
EH Hartree Energy.
V H Hartree Potential.
Vps Psudopotential.
Ry Rydberg.
kB Boltzmann constant.
Cv Specific heat capacity at constant volume.
Ebs Band Structure Energy.
Ef Formation Energy.
Eb Binding Energy.
EV AC Vacuum Energy Level.
EV BM Energy of Valence Band Maximum.
Rc Cut-off Radius.
µi Chemical Potential.
ψfilt Filtered Function.
T Temperature.
11
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Chapter 2
Theoretical Background and AIMPRO
Package
2.1 Many-body wavefunction method
In principle, many-body theory [34], can be used to find properties of molecules
and other systems for a specific configuration of atoms by solving the many-body
Schro¨dinger equation,
HˆΨi = EiΨi (2.1)
where Hˆ represents the many-body Hamiltonian and Ψi represents the many-body
wave function, determining the total energy for the ith state. The Hamiltonian oper-
ator includes the usual kinetic and potential operators for the system, given by
Hˆ = Tˆe + Tˆn + Vˆee + Vˆen + Vˆnn (2.2)
and, in full, is given by,
Hˆ = −1
2
N∑
i=1
▽2i−
1
2Mα
M∑
α=1
▽2α−
N∑
i=1
M∑
α=1
Zα
riα
+
N∑
i=1
N∑
j>i
1
rij
+
M∑
α=1
M∑
β>α
ZαZβ
Rαβ
(2.3)
whereMα is the mass of nucleus α, Zα is the charge on nucleus α, Rαβ = |Rα−Rβ |
where Rα is the coordinate of nucleus α , and rij = |ri− rj | where ri is the coordinate
13
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of electron i. The parameters(e, ~, m and 4πǫ◦ ) are unity in the atomic units (a.u.)
system, where 1 a.u of energy is 2Ry (Rydberg) = 27.211652 eV = 4.359748×10−18
J), and 1 a.u of length is equivalent to (1 Bohr radius = 0.5291 A˚= 5.291×10−11 m).
Solving the Schro¨dinger equation for larger systems, which contain many electrons and
ions is an impossibly complicated problem, and in order to achieve the high accuracy
in the calculations, we shall also need to use a significant series of approximations.
The next section will present some of them.
2.1.1 The Born-Oppenheimer Approximation
Fundamentally, the Born-Oppenheimer approach [35] is based upon the separation of
the motion of nuclei and electrons as a consequence of their different masses. Since
the electron mass is thousands of times smaller than the nuclei mass, the motion
of the nuclei is much slower than that of the electrons. Therefore, it is possible to
consider that the electrons are moving in a potential field generated by fixed nuclei.
By separating the total wave function, which describes the movement of the nuclei
and the electrons, into two terms (Ψelec,R(r),Ψnucl(R)), the mathematical formula for
this approach is written as shown,
ΨT (r, R) = Ψelec,R(r)Ψnucl(R) (2.4)
Here, Ψelec,R(r) is the wave function of the electrons, calculated assuming the nuclei
are fixed at positions R, and Ψnucl(R) is the wave function for the nuclei, r and R
represent all coordinates of the electrons and nuclei. As a result, the problem (2.2,
2.4) is reduced to the simpler equation:
HˆΨR(r1, r2, ..., rN) = EΨR(r1, r2, ..., rN) (2.5)
Hˆ =
1
2
N∑
i=1
∇2i +
1
2
∑
i6=j
1
| ri − rj | −
∑
i,a
Za
| ri − Ra | (2.6)
with a second equation available to calculate Ψnucl(R). The potential energy term
in the Schro¨dinger equation is still complicated and does not allow us to treat the
electrons as independent. A further approximation is thus made in the next section.
14
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2.2 The Hartree and Hartree-Fock schemes
Hartree simplified the above equation, by proposing a form for the wave function:
Ψ(r1, r2, ...rN) = Ψ1(r1)Ψ2(r2)Ψ3(r3) (2.7)
which corresponds to the idea of placing on electron into each state (i.e. first electron
goes into Ψ1, second one goes into Ψ2). This enables a simplification of equations 2.5
and 2.6 to a one electron equation for the states Ψ1(r1),Ψ2(r2),...
HˆHarΨi(r) = Ei(r)Ψi(r) (2.8)
where
HˆHar = −1
2
∇2 + V H(r)−
jα∑ Zα
|r −Rα| (2.9)
and where the Hartree potential V H(r) is given by,
V H(r) =
∑
i
∫ |Ψ(r′)|2
|r − r′| dr
′
(2.10)
This has produced a one electron equation, which can be solved much more easily.
The Hartree-Fock method is an attempt to improve the Hartree approach [36–39]
to compute the ground state wave function and ground state energy. The Hartree-
Fock approximation has described the wave function by a Slater determinant [40,41],
given by,
Ψ(r1, r2......, rN) =
1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Ψ1(r1) Ψ1(r2) ... Ψ1(rN )
Ψ2(r1) Ψ2(r2) ... Ψ2(rN )
... ... ... ...
... ... ... ...
ΨN(r1) ΨN(r2) ... ΨN(rN )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.11)
This approximation leads to another type of potential (the exchange potential)
influencing the electrons, which reflects the Pauli exclusion principle associated with
the anti-symmetrised wavefunction. The exchange energy contribution then may be
15
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written,
−12∇2 + V (r) +
∑
j
∫ | Ψj(r′) |2
| r − r′ | dr
′

Ψi(r)+
′∑
j
Ψj(r)
∫ | Ψ∗j (r′)Ψi(r′) |
| r − r′ | drdr
′ = ǫiΨi(r)
(2.12)
where the sums are over occupied states and the prime indicates only states of the
same spin as ψi should be summed over, ǫi represents one-electron energy eigenvalues.
The exchange energy term in the Hartree-Fock equation has resulted from the
correlated movement of the electrons. The appearance of this term in the total energy
equation complicates the calculations. Density functional theory is one approach to
develop these theories further.
2.3 Density Functional Theory (DFT)
The Thomas-Fermi method was the first DFT based method and was first proposed in
1927 [23–25], well before the fundamentals of density functional theory were presented
by Hohenberg and Kohn in 1964 [15]. The basic variable in this theory is the electron
density n(r) and not the many-electron wave function [42]. Since then, this theory has
been applied to many systems, and DFT has been become one of the most widely used
tools to determine the ground state energy and properties of many atoms, molecules
and solids. The simplest system to which it can be applied is an electronic system
with a non-degenerate ground state. Since, the charge density n(r) is considered as
the basic variable, we need to have it as a function of three variables the Cartesian
coordinates (x, y and z), instead of the 3N variable problem represented by equation
2.2
2.3.1 The Hohenberg Kohn Theorem
Hohenberg and Kohn (HK) developed density functional theory from two important
fundamental theorems.
The first theorem :
16
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For a system with a non-degenerate ground state, the external potential V (r) is
determined to within an additive constant by the electron density n(r). This means
that in principle the total energy E can be written down as a functional of density:
E[n] [13].
This can be seen as follows. Suppose have a system of N particles in the ground
state, with a wave function Ψ1 and a charge density n(r), the electrons move in an
external potential V1(r) and have an energy E1. Also suppose that there exists another
system having an external potential V2(r), with wave function Ψ2 and total energy
E2. However, we will assume the electron density of this second system is identical to
that of the first system, namely n(r). The Hamiltonians of two systems are related
by:
Hˆ1 − Vˆ1(r) = Hˆ2 − Vˆ2(r) (2.13)
Clearly,
E1 < 〈Ψ2|H1|Ψ2〉 (2.14)
by the usual variation principle. Now,
Hˆ1 = Hˆ2 + V1 − V2 (2.15)
So that,
E1 < 〈Ψ2|Hˆ2|Ψ2〉+ 〈Ψ2|V1 − V2|Ψ2〉 (2.16)
or
E1 < E2 +
∫
n(r)(V1 − V2)dr (2.17)
Similarly,
E2 < 〈Ψ1|H2|Ψ1〉 (2.18)
E2 < E1 +
∫
n(r)(V2 − V1)dr (2.19)
Adding (2.17 and 2.19) gives
E1 + E2 < E2 + E1 (2.20)
17
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This result is logically impossible. This means that it can not be possible for the two
systems to both have the same density n(r). In other words the external potential
and therefore the energy E are uniquely determined by the density, and therefore,
the charge density n(r) can be used as the basic variable in density functional theory
(DFT).
The second theorem:
If the functional E[n] is known, the charge density can be found as that charge
density which minimizes E[n] subject to the constraint that n(r) is consistent with
an N particle density (e.g n > 0; n is normalised correctly) [15].
This can be seen as follows, clearly the true ground state energy can be written
as,
EGS = lim
Ψ
〈Ψ|Hˆ|Ψ〉 (2.21)
This can be written as,
EGS = lim
n
E[n] (2.22)
where
E[n] = lim
Ψ→n
〈Ψ|Hˆ|Ψ〉 (2.23)
or in other words E[n] has been minimised with respect to all wave functions consistent
with a given n(r).
Once these theorems are accepted, the obvious question is: what is the formula
E[n]? If this is known, the energy can be calculated.
Clearly, we may write,
Ev[n(r)] =
∫
V (r)n(r)dr + F [n(r)] (2.24)
where
F [n(r)] = 〈Ψ|(T + U)|Ψ〉 (2.25)
where F [n(r)] is a universal functional, T and U are operators of the kinetic energy
and electron-electron interaction energy, respectively. Clearly, F [n] is a large term as
18
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it includes the electron-electron interaction. We may write
F [n] =
1
2
∫ n(r1)n(r2)dr1dr2
|r1 − r2| +G[n(r)] (2.26)
where G[n(r)] is a universal function of the density n(r). The important step is that G
will be more easily approximated than F [n]. However, direct approximation of G[n],
by HK, was not successful. Instead, progress was made by Kohn and Sham one year
later.
2.3.2 The work of Kohn and Sham
Initially, Hohenberg and Kohn tried to develop a formula for E[n] based on slowly
varying charge densities. This was not successful and in 1966, Kohn and Sham pub-
lished a paper in which they described a new idea to solve this problem by introducing
another system which involves N non-interacting electrons in an external potential
Vext(r), so that the charge density in that system is the same as the charge density in
the interacting system i.e.
N∑
λ=1
|Ψλ(r)|2 = n(r) (2.27)
where N is the number of electrons. The wavefunctions Ψλ(r) can be used to compute
the kinetic energy Ts[n(r)] of the non-interacting system, which will then be close to
the correct kinetic energy of the interacting system. Thus, the total energy is written
as follows:
Etotal[n(r)] = Ts[n(r)] + Uext[n(r)] + EH [n(r)] + Exc[n(r)] (2.28)
where Ts represents the kinetic energy of the non-interacting system
Ts[n(r)] =
N∑
λ=1
〈Ψλ| − 1
2
▽2 |Ψλ〉 (2.29)
The second term in equation (2.28) is the energy associated with the interaction
between the electrons and the external potential and that is:
Uext =
∫
Vext(r)n(r)dr (2.30)
19
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The third term in (2.28) is the Hartree energy which is given by,
EH [n(r)] =
1
2
∫
n(r1)n(r2)
|r1 − r2| dr1dr2 (2.31)
A last term is Exc[n(r)] which represents the exchange and correlation energy. For
more details see for example [14, 42], and the following section. Exc[n(r)] is hard to
find and an approximation must be developed, for this (see next section).
2.4 Approximations for Exc[n]
2.4.1 Local Density and Local Spin Density Approximations
The local density approximation (LDA) [14, 43, 44] is one of the most important ap-
proximations proposed to study electronic systems, which have a zero spin. The LDA
expresses the exchange-correlation energy (Exc), of the electronic system by,
ELDAxc [n(r)] =
∫
n(r)εxc[n(r)]dr (2.32)
where εxc[n] represents sum of the exchange εx(n) and correlation εc(n) energies per
electron for a homogeneous electron gas. It can be shown that the total exchange
energy is,
Ex = −3
4
(
3
π
) 1
3
n
4
3 (2.33)
The LDA may then written as,
Ex[n(r)] = −3
4
(
3
π
)
)
1
3
∫
[n
4
3 (r)]dr (2.34)
The correlation energy per electron in a homogeneous electron gas in harder to de-
termine, but an approximation to this can be found [45]. The LDA is formed by
assuming that the homogeneous electron gas formula εxc[n] can be used as in 2.32.
Von Barth and Hedin extended this to a spin polarized system [43], where n(r)
represents the charge density, that possessing the spin-up (n↑) and spin-down (n↓)
electron densities, respectively.
Ex[n(r)] = −3
2
(
3
4π
) 1
3
∫ (
n
4
3
↑ (r) + n
4
3
↓ (r)
)
dr (2.35)
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2.4.2 Generalised Gradient Approximation
Owing to the appearance of some inadequacies in the LDA, the generalised gradient
approximation attempted to improve this by addition of another factor to Eqn (2.32)
by modifying the LDA expression as to become,
EGGAxc [n(r)] =
∫
n(r)εxc[n]fxc[n↑(r), n↓(r), |∇n↑(r)|, |∇n↓(r)|]dr (2.36)
The GGA therefore includes a factor fxc to include higher orders in the gradient
of the charge density, in order to give more accuracy to the exchange correlation
contribution. A popular approximation of this form has developed by Perdew, Burke
and Ernzerhof [PBE] [46]. In fact the GGA does improve binding energies for small
molecules. It generally slightly weakens the strength of bonds leading to slightly
larger lattice constants and smaller bulk modulii than the LDA (but still very close
to experiment). The band gap however is not improved.
2.5 Pseudopotentials
One of the extremely significant components in ab − initio methods used to model
the properties of many body systems is the pseudopotential [47]. Core electrons do
not play a significant direct role in chemical bonding they largely retain the wave
functions that describe them in atoms. In contrast, valence electrons in atoms have
wave functions which overlap neighbouring atoms and hence control the strengths of
bonds. It is desirable for a calculation to take into account the effect of core electrons
on the valence shells without the need to calculate them explicitly [47,48]. This is done
by replacing the −Z
r
potential by a pseudopotential (see Figure 2.1). This removes
the fast oscillations in the valence states and this in turn makes it much easier to
expand them in terms of basis functions (see section 2.8).
We therefore replace the nuclear potential −Z
r
by a pseudopotential Vps(r). This
potential is sensed by valence electrons and in this way accounts for the effect of the
core electrons. On the other hand, the approximation of the pseudopotential has
21
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Figure 2.1: Schematic illustrating the pseudo-wave function (top) and the
pseudopotential (bottom) core electrons. The cut-off radius rc indicates the
defined region at which point the systems must match. The pseudo-wave
function and potential are plotted with a red line whilst the true all-electron
wave function and core potential are plotted with the blue lines.
some disadvantages, particularly in the associated calculations of certain quantities
which require details of the core states, for instance hyperfine tensors. The idea
of the pseudopotential is based on a number of assumptions, first one is a frozen
core, that the wave functions of the core states are supposed to be unaffected by the
local environment of the atom, so that this supposition enables the pseudopotential
to be transferable between systems. The second supposition assumes the exchange-
correlation energy Exc can be split into contributions from core electrons and valence
electrons :
Exc(nc + nv) = Exc(nc) + Exc(nv) (2.37)
where nc represents the core electron density, nv represents the electron density. This
assumption is wrong if there is overlap between the core electrons and valence electrons
22
2.6. BASIS SETS 23
wave functions [49–51]. The pseudopotentials used throughout this work are developed
by Hartwigsen, Goedecker and Hutter [51](HGH).
2.6 Basis sets
One of the most significant features of any first principle modelling code is the choice
of basis set functions used to expand the Kohn-Sham states. Plane waves (PW)
and Cartesian Gaussian functions are possibly the most popular options to use for
a representation of the basis functions [52]. We will here focus more on Gaussian
functions for their importance in this study. A wavefunction ψλ is expanded in terms
of basis functions thus;
ψλ =
∑
i
Cλi φi(r) (2.38)
where φi represents on uncontracted Cartesian Gaussian function, where these func-
tions are used to build the basis set (primitive). They are given by the following
equation,
φi(r) = (x−Rix)n1(y − Riy)n2(z −Riz)n3 exp[−αi(r −Ri)2] (2.39)
where n1, n2 and n3 are positive integers. If these integer numbers are all zero, the
function corresponds to an s-orbital and has spherical symmetry, an orbital of Px
symmetry has n1 = 1, otherwise zero, whilst, if
∑
ni = 2 the orbitals correspond to
the five d-like orbitals and one s-like orbital. Ri indicates the centre of the function and
is generally chosen to be an atom location, αi is an exponent with controls the width
of the Gaussian type orbital. For each atom one must specify the Gaussian functions
but this requires considering both the exponents and their coefficient functions in 2.39.
To yield 4 functions for angular-momentum up to ℓ = 1 or 10 functions for up to ℓ = 2
involves multiplying the function exp[−αi(r−Ri)2] by all their factors of the Cartesian
(nx, ny, and nz), where the nx + ny + nz ≤ l, thus, one can be illustrated briefly by
this example. We typically label the basis sets as (ddpp). The four letters indicate the
use of 4 exponents, where the first and second letters (dd) represent exponents which
23
2.7. SELF-CONSISTENCY 24
have 10 functions for each of them and the last two letters (pp) have 4 functions for
each of them. The overall basis therefore has 28 functions.
The Cartesian Gaussian Orbitals (CGOs) have some advantages and drawbacks.
The first advantage is the low number of functions required, for instance, if using
between 20 to 40 functions per atom, the CGOs will give an acceptable result, in
contrast to the plane waves, where a larger number of basis functions are used. An-
other important characteristic is the flexibility (adaptability) where additional basis
set functions can be placed on any atom within the system. For example, if the system
has an extra atom, such as an impurity with a higher angular-momentum, such as
f -orbitals, the CGOs enables us to treat that defect by putting additional functions
on that atom only. The rapid decay is another significant advantage for the CGOs,
this feature is very useful in reducing the number of the elements of the Hamiltonian
matrix which we store. On the other hand, one of the disadvantages of the CGOs is
especially when we are deal with large numbers of basis functions levels, for example,
if two basis functions with a similar exponents are placed on the same atom this will
make the calculation unstable [52].
2.7 Self-consistency
Self-consistency is a process by which charge is redistributed around the system to
obtain the minimum energy. The process is
1. start with an input density nin0 (r). Solve the Kohn-Sham equations, and deter-
mine the output density, nout0 (r) from the Kohn-Sham states.
2. An updated density is chosen for the input density of the next iteration, i.e.
nin1 (r). A simple choice would be:
nin1 (r) = n
in
0 (r) + α(n
out
0 − nin0 ) (2.40)
with a suitable value of the constant α. Typically α ∼ 0.1-0.3.
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3. An improvement is the use of an optimised α, rather than fixed α, this is achieved
for example by the DIIS method, e.g. Pulay [53], Bowler and Gillan [54].
4. This method proved unstable in certain situations, for example large metallic
cells, or strongly inhomogeneous systems. As a result a preconditioning operator
is introduced:
nin1 (r) = n
in
0 (r) + αPˆ [n
out
0 − nin0 ] (2.41)
The details of a suitable operator Pˆ are given in the work of Kresse and Furth-
muller [55], and this operator has been used in this work.
2.8 Structural optimisation
Structural optimisation is the process by which atoms are moved to minimise the
energy, this will result in the equilibrium structure. To do this the forces on the
atoms are calculated,
fiα = − ∂E
∂Riα
(2.42)
where fiα is the α component (x, y and z) of the force on atom i [13]. The atoms can
be relaxed using a series of line minimisations:
R
′
iα = Riα + ωfiα (2.43)
where ω is chosen to minimise the energy. This method, the steepest descent can be
slow to converge and so the conjugate gradient [56, 57] is used instead. Here we use
R
′
iα = Riα + ωdiα (2.44)
where diα is a search direction determined from the force in the current and previous
iterations [57]. Typically structures are optimised until the change in energy between
iterations is smaller than 10−5 Ha, and forces are below 10−4a.u.
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2.9 Supercell technique
A supercell is usually a large unit cell created by putting together many primitive unit
cells, for example in diamond, the conventional cell has 8 atoms, but supercells used for
modelling point defects may have 64, 216, 512 or 1000 atoms. This is important as a
single defect placed in a large unit cell will be separated from the corresponding defect
in neighbouring cells by a distance large enough to ignore the resulting interactions.
The advantage gained by this is that periodic boundary conditions can still be used to
model a periodic problem, so that the crystal can still be described by a small number
of atoms in a repeating unit cell.
2.10 Brillouin Zone sampling
To calculate many observables within the supercell framework, one must complete a
Brillouin-zone (BZ) integration. This is needed in order to compute the total energy,
and charge density. For example,
n(r) =
∑
λk
|Ψλk|2 (2.45)
where λ the labels occupied bands (including spin) and k all allowed values in the
Brillouin zone. Clearly, the number of allowed values of k is equal to the number of
unit cells in the crystal (impossibly large number). As a result, a smaller number of
sampling points are chosen to approximate this sum:
n(r) =
∑
λα
ωα|Ψλkα|2 (2.46)
where different prescriptions are given for the special point kα and weights ω [58,59].
In this work the points kα defined by Monkhorst and Pack [60] are used. An n1×n2×n3
grid of points having the same symmetry as the lattice is used. Typically for a 216
atom diamond cell, a 2 × 2 × 2 grid is sufficient to converge the energy and this is
referred to as an MP 23 grid elsewhere in this thesis.
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2.11 Conclusion
In this chapter some methods of treating many electron systems have been presented,
with attention focusing on DFT, and pseudo-potentials. The next chapter will present
the filtration method, which presents a new type of basis function (filtered basis
function).
27
Chapter 3
The Modelling Technique Filtration
3.1 Introduction
The simulation method (Filtration) has been introduced into the AIMPRO code by
Rayson and Briddon in Newcastle in 2009. The main idea in this technique is to
optimise the generation of basis functions so that between 2-4 basis functions per
atom is sufficient in diamond or silicon, and to filter out the elements of high energy
states, which have no significant role in the properties of the ground state of the
material. The Gaussian function is the fundamental starting point to build these
functions for its features, such as rapid decay, flexibility and a capacity for small
memory requirement. This technique creates a new basis set (filtered basis set),
that contains admixtures of the atomic (s, p, d and f or g) basis functions. The
filtration method enables us to increase the number of the atoms in the system being
modelled up to 10,000 atoms, minimising the running time of solving the eigenvalues
(Hamiltonian matrix), increasing the speed up of the computational processes, whilst
maintaining the accuracy of the calculations, and hence allowing simulation of a larger
number of atoms.
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3.2 The concept of the filtration method
This method uses an automated projection scheme to produce a small number of basis
functions that gives a good description of the occupied states, and for elements like C
or Si produces a basis set with 4 functions per atom. This technique produces quite
similar results in terms of accuracy to calculations which use 28 functions for each
atom. As the time taken is proportional to N3 this will asymptotically make the run
(28
4
)3 times faster, also it could obtain an higher accuracy in the calculations in a
shorter time.
3.2.1 The filtration basis set technique
In AIMPRO the solutions to the KS equations are expressed in terms of φi a set of
localised basis functions:
ψλ(r) =
∑
λ
ciλφi(r) (3.1)
where λ is the energy level, and ciλ points to the coefficients of the energy level. For
more detailed discussion of this technique see for example Ref [13]. The filtered basis
is defined in terms of the primitive basis:
φ
′
I(r) =
∑
i
KiIφi(r); [I = 1, 2, ........., n
′] (3.2)
where KiI is the filtration coefficients matrix. This work will provide an automatic
construction method for the optimal set of the coefficients KiI without returning to
atomic results. This technique enables us to filter the elements of the high-energy non-
desirable states from the primitive basis to give a much smaller basis which still spans
the occupied subspace adequately. This approximation is built on the contracted diag-
onalisation algorithm of Neuhauausev [61] and the Fermi operator projection method
of Goedecker [62].
3.2.2 The overall process in the calculation
The filtration calculation works as follows:
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1. First the Hamiltonian matrix, Hij =
∫
φiHˆφjdr and overlap matrix Sij =∫
φiφjdr are found for the system being modelled.
2. Cycle through all atoms. For each atom:
(a) Identify all basis functions atoms with centres which lie within a cut-off
radius Rc of the given atom.
(b) Extract the parts of the matrices Hij and Sij which correspond to these.
(c) Solve the eigenvalue problem 3.9 for this small set of basis functions to
determine the charge density matrix bij .
(d) The corresponding row of KiI is obtained from a column of this matrix .
The size of the eigenvalue problem in (c) above is n ∼ 500 − 1000. The amount of
work is Natom×3n3 which clearly scales linearly with Natom and will not be important
for large Natom [33].
3.2.3 Primitive set−→ subset transition
After executing the last stage at each atom, this will be create a new matrix (K),
therefore, to form the subspace eigenproblem, one can use this equation.
H
′
IJ =
∫
φ
′
I(r)Hˆφ
′
J(r)dr (3.3)
=
n∑
i
n∑
j
KiIKjJ
∫
φi(r)Hˆφj(r)dr (3.4)
If we define
Hij =
∫
φi(r)Hˆφj(r)dr (3.5)
then,
H
′
IJ =
n∑
i
n∑
j
KiIKjJHij (3.6)
H
′
= KTHK (3.7)
To construct the overlap matrix, we follow the same steps,
S
′
= KTSK (3.8)
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so, the subspace eigenproblem is given by
H
′
c′ = S
′
c′Λ
′
(3.9)
where Λ
′
is a diagonal matrix containing the eigenvalues. This may be solved by using
direct diagonalisation, thus the subset eigenproblem will be have the smallest basis
calculations, for instance, each carbon or silicon atom in the approach of pseudopo-
tential will have just four functions, so we can be calculated the density matrix b
′
IJ of
the subset directly together with the band structure by using this equation [33].
b
′
IJ =
∑
λ
f(ελ)c
′
Iλc
′
Jλ (3.10)
where f(ελ) gives the occupancy of a KS state of energy ε. The band structure energy
is then,
Ebs =
∑
λ
f(ελ)ελ =
n′∑
IJ
b
′
IJH
′
IJ (3.11)
3.2.4 Subset−→ primitive set transition
In order to transition the density matrix b
′
IJ which was formed in the subspace b
′
IJ to
the primitive set we are using, we proceed thus:
n(r) =
n
′∑
IJ
b
′
IJφ
′
I(r)φ
′
J(r) (3.12)
n(r) =
n
′∑
IJ
n∑
ij
KiIKjJb
′
IJφi(r)φj(r) (3.13)
n(r) =
n∑
ij
bijφi(r)φj(r) (3.14)
where
bij =
n′∑
IJ
b
′
IJKiIKjJ (3.15)
This is in the form of a matrix product:
b = Kb
′
KT (3.16)
where the matrices b, b′ and K are all sparse
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3.3 The filtration process
The filtration process begins by describing the Kohn-Sham levels in terms of the
Gaussian basis set, φi(r), and by inverting the equation 3.1, we will obtain:
φi(r) =
∑
λ
diλψλ(r) (3.17)
where
diλ =
∫
ψλ(r)φi(r)dr =
∑
j
Sijcjλ (3.18)
then, the filtered function φ
′
i(r) can be generated from equation 3.17 as follows,
φ′i(r) = Fˆ φi(r) =
∑
λ
fλdiλψλ(r), (3.19)
where
fλ = fFD(Eλ) (3.20)
where fFD(Eλ is the Fermi Dirac function. By putting Eq. 3.18 into 3.19 we will
obtain the final filtered function formula
φ′i(r) =
∑
k
Kkiφk(r) (3.21)
as used previously (equation 3.2)
The most important feature of this procedure is that the filtered function φ′i is
Localised provided the FD function is at a high enough temperature. This means
that it can be constructed from functions φi(r) that are nearby in space. In other
words the sum in 3.2 is limited to including Gaussian functions φi which are centred
on atoms close to ‘i′. This means that the matrix K is sparse. In practice this may be
done by including only those Gaussian whose centres are inside a cut-off radius (see
figure 3.1).
This filtration radius or Rc is one of the most significant parameters, which the
filtration functions depend upon, and has the main role of maintaining and increasing
the accuracy of the filtration method. The effect of the filtration radius depends upon
the shape of the filtered function and the filtration temperature (kT). This parameter
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is chosen to reproduce a calculations using an established basis set (i.e.(dddd or ddpp)
for Si). Typical values that give an acceptable accuracy, with keeping a sufficiently
small radius are Rc = 7 or Rc = 8 a.u in diamond, or Rc = 10 or Rc = 12 a.u in
silicon. The number of functions included can be further reduced (trimmed) using
parameters referred to as rad trim and tol trim. These have the following meaning:
 
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c
Figure 3.1: A schematic showing the subspace and the cutoff radius (Rc)
which includes a limited number of atoms. The filtered basis functions are
constructed only from Gaussians on these atoms.
Suppose a sphere of radius rad trim is drawn around the atom in question (i.e.
the one for which we are determining the filtered function). Primitive basis functions
with centres outside this sphere (but still within the cut-off radius Rc) will only be
included to build the filtered function if they have a value greater than exp[tol trim]
on the surface of the sphere. This greatly reduces (i.e. trims down) the number of
primitive functions used. This significantly speeds up the filtration process, but has
not been used in the work presented here.
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3.4 The filtration Fermi temperature
The insertion of the occupancy fλ in equation 3.3 introduces a chemical potential
and a filtration temperature into the calculation. It is very important that we do
not confuse the filtration temperature with the usual temperature which controls the
occupancy of the KS states, just as in a conventional run. The filtration temperature
is chosen to be high (e.g ∼2-3 eV in Si) for a few reasons. First and most importantly,
it is the filtration temperature that makes the functions φ′i exponentially localised
in metals (without it, they would not have this essential property). Further a high
temperature will increase the localisation of the functions, contributing to a small
cutoff radius being possible. The temperature can be automatically optimised given
the constraints of the imposed Rc values and the predefined number of filtration
functions. The chemical potential introduced in the filtration step is given an initial
approximate value and this too is then optimised as part of the self-consistency cycle.
3.5 Evaluation of the filtered forces
Forces in an ab initio calculation are found using the Hellmann-Feynmann theorem:
fβ = − ∂E
∂Rβ
= −∑
λ
〈Ψλ| ∂Hˆ
∂Rβ
|Ψλ〉 (3.22)
fβ = −
∑
ij
bij
∂Hij
∂Rβ
(3.23)
where the potential is the only part of the Hamiltonian that depends explicitly on
atomic positions. When using localised atom centred basis sets, it is necessary to also
differentiate the basis function with respect to the centre. This leads to an additional
Pulay term
−fβ = ∂E
∂Rβ
=
∑
ij
∂Hij
∂Rβ
bij −
∑
ij
∂Sij
∂Rβ
ωij (3.24)
ωij =
∑
λ
cλi c
λ
j ε
λf(ελ) (3.25)
However, in a filtration calculation the matrix K will also depend on atomic posi-
tion. This will lead to additional terms in the force but we have checked that these are
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not significant for the cut-off radii used in this work, typically being smaller than the
errors due to residual non-self consistency. Numerical demonstrations of this are given
in [34]. Further evidence is given by the accuracy of optimised structures presented
later in this work.
3.6 Filtration contrasted with contraction
(a) (b)
(c) (d)
Figure 3.2: Filtered basis functions generated for a single atom in bulk dia-
mond. The four functions have been projected from (a) S, (b) Px (c) Py, and
(d) Pz Cartesian Gaussian functions. The red and blue surface are positive
and negative iso-surfaces of the filtered functions.
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(a) (b)
(c) (d)
Figure 3.3: Filtered basis functions generated for a single atom at a (111)
surface in diamond. The four functions have been projected from (a) S, (b)
Px (c)Py, and (d)Pz. Cartesian Gaussian functions. The red and blue surface
are iso-surfaces of the filtered functions.
The process indicated by equation 3.2, where a small number of basis functions are
constructed from a much larger number of starting functions does have an apparent
resemblance with that of basis set contraction, frequently used in quantum chem-
istry [63] and indeed also in previous AIMPRO calculations. The idea of contraction is
usually that a reference system is defined (e.g. an atom or a solid [52] and that the
matrix KiI in 3.2 is optimised, for example to give the lowest energy for that system.
In the standard quantum chemistry basis sets 6-311G* the valence shell of carbon
is represented by 3 s-type functions, 9 p-type functions and 6 polarisation functions
giving 18 functions in total. These are contracted from 26 functions, a modest im-
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(a) (b)
(c) (d)
Figure 3.4: Filtered basis functions generated for a single atom in [100] in-
terstitial in diamond. The four functions have been projected from (a) S,
(b) Px, (c)Py, and (d)Pz. Cartesian Gaussian functions. The red and blue
surface are iso-surfaces of the filtered functions.
provement. It is assumed that the contraction is transferable to other environments
containing carbon (e.g. diamond, graphite, organic molecules) although this is less
easily tested.
In contrast filtration is much more ambitious, it reduces the number of valence
basis functions in the 6-311G* case from 26 to 4, does so in a controlled manner
37
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(a) (b)
(c) (d)
Figure 3.5: Filtered basis functions generated for a single atom in a P1 centre
in diamond. The four functions have been projected from (a) S, (b) Px (c)Py,
and (d)Pz. Cartesian Gaussian functions. The red and blue surface are iso-
surfaces of the filtered functions.
and crucially does so for the system being modelled. This means that the reference
system and the errors incurred through the transferability assumption are entirely
absent from a filtration calculation. The filtered functions automatically adapt to the
chemical environment and the electronic structure at that stage of the self consistency
cycle.
As an illustration of this, Figure 3.2 shows the four filtered functions generated for
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diamond - it is seen that these do have a symmetry resemblance to s and p functions
(in so far as they respectively have no nodal plane and one nodal plane). More
correctly they correspond to a1 and t2 symmetry adapted functions in the Td point
group. Figure 3.3 shows the corresponding filtered functions for an atom at the (111)
surface of diamond. It is seen that this time there is a definite asymmetry between
the functions projected from p-type Cartesian Gaussians, with the function aligned
along [111] differing noticeably in shape from the other two functions in the plane.
The a1 symmetry function is also significantly distorted.
Figure 3.4 shows a similar result for the [100] split-interstitial defect structure
in diamond (this will be considered at greater length in chapter 7). Here it is seen
that there is a clear difference between the three functions projected from the p-type
Cartesian Gaussians. The resulting function aligned along the [100] bond now has
a clear asymmetry, unlike the other two. Figure 3.5 shows the four basis functions
generated for the N atom in the P1 centre (to be considered in more detail in chapter
8). The functions again differ markedly from those in figure 3.2 again illustrating the
fact that the functions adapt to the local environment.
3.7 Conclusion
This chapter has introduced the filtration technique with the idea that projected (Fil-
tration) basis functions can be produced which accurately span the occupied subspace
and which adapt to the chemical and structural environment automatically. The fol-
lowing chapter will explore the accuracy of this as applied to the semiconductors
silicon and diamond.
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Chapter 4
The calculation of observables in AIMPRO
Previous chapters have described the theory required to calculate the total energy of
a system of atoms. In this chapter we will consider how additional properties may be
calculated enabling further comparison with experimental measurements
4.1 Lattice constant and bulk modulus
The lattice constant for a cubic system or lattice parameters for other materials are
fundamental properties, and were one of the very first properties to be calculated
using density functional theory, more than 30 years ago [64]. The determination of
lattice parameters for a lattice of general symmetry is somewhat complex, but is more
straightforward for a cubic material. Theoretically, this parameter is found by opti-
mising the positions of the atoms within the unit cell for a number of lattice constants
a0 and then attempting to find the a0 value which produces the lowest energy. In prac-
tice, a set of 6-10 a0 values are sampled which surround the approximate equilibrium
value by ±4% and the resulting energies fitted to the Birch-Murnaghan equation [65]:
E(V ) = E0 +
B0V
B
′
0

(V0/V )B
′
0
B
′
0 − 1
+ 1

− B0V0
B
′
0 − 1
(4.1)
where E and V are the total energy and volume, E0 is the equilibrium energy, V0 is
the equilibrium volume, B0 is the bulk modulus, B
′
0 is the first derivative of the bulk
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modulus (B) with respect the pressure, and is given by,
B
′
0 =
∂B
∂P
∣∣∣∣∣
T
(4.2)
These fitted parameters are then used as the determined values of a0 and B0.
In local density functional calculations, a0 is typically underestimated by about 1%
with respect to experimental values, with a tendency to slightly over estimate bulk
moduli. The GGA sometimes reverses this trend (slightly high lattice constants and
low bulk moduli), although in both cases, agreement with experiment is generally
quite acceptable. The purpose of the work in this thesis will be to assess the impact
of filtration on these parameters.
4.2 The band structure
The band structure has a significant role in determining the electronic properties for
any material. The band structures plotted in this work are the Kohn-Sham eigenvalues
determined as a function of the wavevector k. The band gap may be estimated as
the energy difference between the valance band maximum (VBM) and the conduction
band minimum (CBM). This generally has a poor agreement with experiment, a
well-known failing of DFT [66, 67]. The valence and some conduction bands of bulk
diamond are shown in figure 4.1.
It is well-known that the band structures for diamond and silicon are indirect,
where the VBM occurs at the Γ point and the CBM is near the X point. The experi-
mental value for diamond is around 5.50 eV at room temperature [68]. The value of
the direct band gap is around 7.1-7.3 eV at (Γ−Γ) point [69–71]. The GGA and LDA
calculated values for these are lower 5.59 eV and 5.64 eV respectively. This is a well
known shortcoming of density functional theory, as mentioned above.
41
4.3. THE DYNAMICAL MATRIX AND PHONON FREQUENCIES 42
-20
-15
-10
-5
 0
 5
 10
 15
L Γ X K Γ
E
n
er
g
y
(e
V
)
Figure 4.1: Calculated electronic band structure of bulk diamond, using a two
atom unit cell. The red and green (Kohn-Sham) levels show the occupied and
unoccupied bands, respectively.
4.3 The dynamical matrix and phonon frequencies
The local vibrational modes (LVM’s) [72–79] associated with defects are one of the
significant physical quantities observable experimentally. The vibrational frequencies
are considerably affected by the atomic structure of the defect and hence are a sensitive
tool to be used for characterisation.
For a molecule or cluster, if the displacement of atom i in direction α [α=1 means
the x-direction; α=2 means the y-direction; etc] in mode λ is denoted by uλiα, and the
frequency of vibration is ωλ, then
∑
jα
Diα,jαu
λ
jα = ω
2
λu
λ
iα (4.3)
where the dynamical matrix is,
Diα,jα =
1√
mimj
∂2E
∂Riα∂Rjβ
(4.4)
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Figure 4.2: A schematic diagram showing the phonon dispersion for a di-
atomic linear chain of atoms of masses m1 and m2.
and Riα and mi are the position and mass of atom i. If this approach is used in a
supercell the frequencies obtained are for the wave vectors q = 0 (i.e. the Γ point).
Frequencies at other wave vectors can be obtained by using a larger unit cell (see
discussion in chapter 5).
This technique enables us to predict peaks in infrared or Raman spectra in a defect
due to the atomic vibrations. Simple models of a linear chain of atoms lead to spectra
of the form shown in figure 4.2. It is clear that there is a maximum frequency at
which the atoms can vibrate in a phonon mode. Above this, modes will be attenuated
and this gives rise to the phenomena of localised vibrational modes: modes which are
at a higher frequency that those in the host material but which are localised in the
immediate vicinity of the defect. Localised modes can sometimes also occur in the
gap between acoustic and optical modes.
In order to calculate the vibrational modes, the process begins from the self-
consistent charge density, the atoms have to be relaxed until the forces on them are
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converged. Then an atom i is displaced by an amount ε in the direction α and the
self-consistent charge density and energy are recalculated. The forces on all atoms
are then found. Suppose that the resulting force on atom j in direction β is then
f+(iα, jβ). The process is repeated, this time moving atom i by −ε in the α direction
giving a force f−(iα, jβ). The dynamical matrix can then be calculated using the
formula:
Diα,jβ =
f+(iα, jβ)− f−(iα, jβ)
2ε
(4.5)
The eigenvalues of the dynamic matrix are the squares of the vibration frequencies
within the harmonic approximation [80] as shown in equation 4.3. Ideally the shift
ε should be very small, but must be finite for numerical reasons. The implemented
technique will therefore generate vibrational frequencies with some an harmonic terms,
thus these modes are termed quasi− harmonic [81].
4.4 The specific heat capacity
The specific heat capacity is one of the most significant experimental observable quan-
tities in thermodynamics. The specific heat capacity is the amount of heat required to
change the temperature of one kilogram of the substance one degree centigrade. Cal-
culations of the specific heat of semiconductors depend essentially upon the phonons,
not electrons. Indeed, the specific heat capacity and other thermodynamic properties
can be easily determined if the Γ − phonon vibrational frequencies for large super-
cell of perfect material are known. This is achieved by solving the dynamical matrix
eigenvalue problem see equation 4.3 in section 4.3 from ab− initio calculations using
density functional theory (DFT).
According to statistical physics, the energy, U , of a harmonic oscillator of frequency
ω in contact with a temperature reservoir (temperature T ) is
U =
1
2
~ω +
~ω
exp ~ω/kT − 1
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The specific heat at constant volume may be derived as the temperature derivative
of this. If instead of a single harmonic oscillator, we have a set of oscillators with
frequencies ωi, the formula is generalised to:
Cv = kB
∑
i
(
~ωi
2kBT
)2
 1sinh2( ~ωi
2kBT
)

 (4.6)
Here kB is the Boltzmann constant, ωi is the phonon frequency, T is the temper-
ature in the Kelvin scale, ~ is Planck’s constant.
4.5 Electronic energy levels
The electrical level of a defect is represented by the electron chemical potential, when
the relevant charged states have the same energy [82]. This can be found using the
formation energy method, where the formation energies of neutral and charged defects
are found. The supercell size for both states should be have the same size. The (0/+)
and (-/0) levels represent the donor and acceptor levels relative to the valence band
maximum (VBM) energy, respectively. The electrical level of a defect is represented
by the electron chemical potential, when the relevant charged states have the same
energy [52].
For a charged system, the formation energy will depend on the position of the
electron chemical potential, for example,
Ef(X, q) = E(X, q)−
atoms∑
i
µi + q(µ+ EV BM ) + χ(X, q) (4.7)
where µi is the chemical potential of atom i, µ is the electron chemical potential
and χ(X, q) is a correction due to the approximate treatment of a charged defect in
a finite sized unit cell. The formation energy is then plotted as a function of the
electron chemical potential see fig 4.3. A plot allows estimating the electrical energy
levels for the defect. The ionization energy for a couple of different charged states
is the chemical potential at which the defect has the same formation energy in each
charge state. The ionization energy has been computed relative to the valence band
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maximum energy of the solid (VBM) which is given by this formulae, for example
the donor level ε(0/+) is the value of chemical potential, for which the neutral and
positive charge states have the same formation energy,
ε(0/+) = E(X, 0)− E(X,+)−EV BM (4.8)
where E(X, q) are the total energies of the supercell with the defect in charge state q.
+ve−ve
neutral
E VBM  E CBM(0/+)        (−/0)
f
A
  E F
E  (q) (eV)
µ (
e
eV)
0
Figure 4.3: Schematic diagram showing the formation energy EfA(q) for three
charge states q of a structure A, as a function of the electron chemical poten-
tial µe. Rad and blue vertical lines represent the bulk valence and conduction
boundaries, respectively. The donor level (0/+) is the Fermi energy above
which the neutral charge state is lower in energy than the positive charge
state, while the acceptor level (-/0) is the value of EF above which the neg-
ative charge state is favoured over the neutral.
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4.6 Marker method
The marker method [52] is a semi-empirical method to calculate the energy of an
electronic level this method uses a well known experimental value of the acceptor or
donor levels as a reference. A representation of the ionisation energy is found by
estimating the difference between the energies of the neutral and charged structures,
as shown in the following equation,
(0/+)X = (0/+)Y + {[E(X0)− E(X+)]− [E(Y 0)− E(Y +)]} (4.9)
where (0/+)X is the donor level of the system under study, (0/+)X is the donor
level potential of the reference defect, E(X0) and E(X+) are the total energies of
the system X(0,+) in the neutral and charge states, E(Y 0) and E(Y +) are the total
energies of the reference system Y (0,+) in the neutral and charge states. Cancellation
of the errors in the two calculated values is the important feature of this method, and
this enables more accurate defect levels to be found.
4.7 Binding energy
The binding energy is important in practice as it gives information about the temper-
ature at which a defect complex will dissociate. The concept of the binding energy
arises when a complex defect is formed, by the assembly of two or more primary de-
fects α, β. A definition of the binding energy of the substance is the amount of the
energy released when one defect complex is formed [83]. The binding energy can be
computed as the difference in formation energies of the complex αβ and the individual
defects α, β is and given by
Eb(αβ) = {Ef(α) + Ef(β)} − Ef(αβ) (4.10)
From this equation, a positive value of the binding energy Eb(α, β) represents a bound
complex.
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4.8 Hyperfine parameters
Electron paramagnetic resonance (EPR) [84–87] is one of the major spectroscopes used
to probe properties of defects in semiconductors. In its simplest form, a defect with
an unpaired electron will have spin S = 1
2
and there will be two quantum states (up
and down) associated with this. These have different energies in a magnetic field and
the energy difference can be determined by finding the frequency of electromagnetic
radiation which is resonantly absorbed. A study of this frequency as a function of the
direction of the magnetic field leads to information about the symmetry of a defect.
In practice the situation may be more complicated if nuclei which also have a
magnetic moment are present. In this case more than one absorption peak may be
seen (figure 4.4)
Figure 4.4: Schematic of EPR spectra for an unpaired electron S = 1
2
inter-
acting with nuclear spin I = 1
2
.
The hyperfine interaction arises from the interaction between a nuclear spin and
an electron spin. It is therefore seen in defects which include an atom with a non-zero
nuclear spin (for example, the 14N nucleus has a spin I = 1 ; the 13C nucleus has a spin
I = 1
2
) and also which have a non-zero electron spin (for example, a defect with an
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unpaired electron). It is important that the calculation of hyperfine interactions uses
a true wavefunction, not a pseudopotential wavefunction, as the effect is dominated by
the spin-density in the vicinity of the nucleus. This creates a problem for many abinitio
calculations which are performed with a pseudopotential. However, a procedure exists
to reconstruct an all-electron wavefunction from the pseudo-wavefunction [47, 88].
This is used in the work in this thesis.
The hyperfine structure is generally described by a 3×3 matrix, and usually the
principal values (eigenvalues) of this are reported. In the special case of an axially
symmetric defect (e.g. symmetry C3v) two of these values are equal. One eigenvector
of the tensor lies along the axis of the defect (the associated eigenvalue is A‖) and
two are perpendicular to this (with the two equal values A⊥). These are sometimes
also reported in terms of As which depends on the unpaired electron density at a
nucleus (originating from s-states) and a term Ap which, in most defects in diamond,
originates from p electrons. The parameters are related by,
As =
(A‖ + 2A⊥)
3
(4.11)
Ap =
(A‖ −A⊥)
3
(4.12)
A comparison between calculated and measured hyperfine spectra can be very pow-
erful, as information obtained from the experiment is very detailed. It is chemically
specific (i.e. an absorption will relate to an individual nucleus in a defect) and struc-
turally sensitive (there is information about the symmetry of the defect as seen on
each nuclear site that has a magnetic moment). It has been a key probe used to
characterise defect centres in diamond, and will be further discussed in chapter 8.
4.9 Modelling surfaces
Studies of the surfaces of semiconductors such as diamond and silicon have attracted
interest from many researchers [89–92], due to various reconstructions of the surfaces
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which have interesting properties [93–97]. A surface is simulated within the supercell
method by constructing a so-called slab system, by repeating the supercell in one of
the lattice vectors, this will generate an extra supercell volume which is emptied of
atoms, therefore this will create a vacuum region between the substance and their
repeated images in one direction. The vacuum thickness between slabs has to be
adequate to reduce the interaction between atoms which are on the lower and upper
surface of slabs [98], but increasing the vacuum thickness will need a larger number
of plane waves, which will be require a large memory in the computer and spending
much time to model [2, 99].
4.9.1 Absolute surface energy
The absolute surface energy (En×msurf ) of the n×m reconstructed surface of a substance
is the difference between the total energy (Etot) of the system and its energy, when
in a reference state. The amount of energy required to create one unit cell of new
surface of substance is called the surface energy [83], and is given by the expression,
En×msurf =
1
2
(Etot −
∑
i
µiN) (4.13)
Here the µi are the chemical potentials of the atoms present, and the pre-factor
1
2
is
present as centrosymmetric slabs have two equivalent surfaces, which are introduced
into the calculations. The (n ×m) reconstructions indicates to the number of 1 × 1
unit cells in the primitive (n ×m) case, this number must be divided by a factor 2
in the centered structure case (n ×m). A fuller discussion of the surfaces studied is
given in chapter 6.
4.10 Electron affinity
The electron affinity (EA) is the difference between the energy of the vacuum level
EV AC , (the energy above which electrons do not need extra energy to leave the material
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Figure 4.5: The scheme shows the energy level for semiconductor materials
with negative electron affinity.
surface freely), and the conduction band minimum (ECBM ).
χ = −(ECBM − EV AC) (4.14)
The values of the electron affinity can be negative or positive [100]. A negative value
comes when the vacuum level is lower in energy than the conduction band minimum,
this makes the substance an efficient photo-emitter, as in hydrogenated C(100) and
(111) surfaces [101, 102]. This means that the electrons in the conduction band close
to the surface will move from the sample to the vacuum level, due to the vacuum level
being lower than the conduction band minimum, as shown in figure 4.5. It is much
more common for the EA to be positive in which case electrons in the conduction
band can not readily escape from the material.
4.11 Conclusion
Many experimental quantities can be determined computationally, using the AIMPRO
package, enabling many scientific analyses and predictions to be made. The applica-
tion part of the thesis looks at a sequence of materials problems, and will calculate
the observable quantities described in this chapter in order to assess the accuracy and
reliability of the filtered basis set.
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Chapter 5
The Accuracy of Filtration applied to
Diamond and Silicon
5.1 Introduction
The AIMPRO code has a long and successful track record in examining electronic sys-
tems [13,18]. The method used to obtain the results presented in this thesis includes
the recent development called the filtration method. The main goal achieved in the
development of this method is a reduction of running time, while keeping the accuracy
of calculations largely unaffected, and this work will check the effect of implementation
of the filtration on the basic Figure 5.1 shows the conventional unit cell of diamond
and silicon.
In order to test the accuracy of any set of basis functions, the first and most
common physical quantities that must be investigated are the lattice parameter and
bulk modulus. The accuracy of an improved modelling technique is first estimated
by computing the values of these parameters. The electronic band structure is an-
other fundamental physical quantity which underpins a study of the electronic and
optical properties of solids. Therefore in this chapter it is calculated and compared
with previous calculated and experimental values. As indicated in section 4.3, the
vibrational modes are calculated by diagonalisation of the dynamic matrix, to test
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a0
Figure 5.1: Conventional unit cell of diamond, where a0 is the lattice constant.
the accuracy of the filtration method on some optical properties, such as Raman and
Infrared spectra. The effect of the application of filtration upon these key physical
parameters is presented for bulk diamond and silicon.
5.2 Computational method
Our calculations have been carried out using the density functional method, by using
filtered and unfiltered techniques, which are implemented in the AIMPRO software
[16, 33, 103, 104], as described in chapters 2 and 3. The calculations of the lattice
parameter and bulk modulus for diamond and silicon were performed in a face centred
cubic (fcc) unit cell containing 2-atoms. The charge density is expanded in plane waves
with an energy cutoff of 350 Ry, yielding well-converged total energies. Optimization of
the structure, using computed forces, was always included. LDA [45] and GGA [105]
functionals have been used to address the exchange-correlation term. The lattice
constant values which have been computed by the (dddd) basis set which provides 40
Gaussian functions for each carbon and silicon atom is compared with the calculations
which have been achieved using the filtration technique, that uses only 4 combinations
of Gaussian functions. The success of the filtration technique relies on there being only
a small number of basis functions. Sampling of the Brillouin zone is achieved using a
Monkhorst-Pack (MP) grid of 4× 4× 4 [60] special k-points. The pseudopotentials of
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Hartwigsen, Goedecker and Hutter [51] are used, for elimination of core electrons [51].
Most comparison of our results are made with a standard reference calculation, and
have been achieved with the same primitive basis set. All results by the filtration
method have been computed for different cutoff radii(Rc), (for more details see section
3.3 in chapter 3.1), which are between 6-10 a.u. in diamond and 8-12 a.u. in silicon,
and is unlimited for the traditional AIMPRO method. The temperature (kT ) associated
with the solution of the KS states in all results of the filtration and conventional
calculations was 0.01 eV, although this does not affect the results in any way. The
electronic band structure has been calculated using a unit cell of two carbon atoms in
diamond and silicon. The lattice constants obtained with LDA and GGA functionals
are 6.68 a.u (3.53 A˚) and 6.76 a.u (3.57 A˚) in diamond, and in silicon are 10.17 a.u
(5.38 A˚) and 10.39 a.u (5.49 A˚) respectively.
We calculated the phonon frequencies by diagonalizing the dynamical matrix,
which basically depends upon the second derivatives of the energy and atomic masses.
In section 5.5.1, we shall present more details of the modelling of the simulation tech-
nique. In this chapter all results obtained by the filtration method are compared to
the standard results, which are in good agreement with the measured experimental
values.
5.3 Computational results
5.3.1 Lattice parameter and bulk modulus
Diamond
In this section, calculations of lattice constants and bulk modulus are made using
the filtration method and are compared with unfiltered (traditional) calculations and
with experiment.
It should be noted (see table 5.1) that the lattice constants calculated using the
LDA and GGA differ from the experimental value by 1.1% and 0.06% respectively in
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Table 5.1: Optimised lattice constants a0 (in A˚) and bulk modulus B0 (in
GPa) calculated using the LDA and GGA in diamond, (Rc in a.u).
Parameters Rc LDA GGA
6 3.53418 3.57581
7 3.53386 3.57567
a0 8 3.53194 3.57338
9 3.53162 3.57303
10 3.53120 3.57256
∞ 3.53079 3.57215
Exp 3.57 [106]
6 458.7 437.5
7 463.2 436.8
B0 8 463.1 431.1
9 463.5 431.2
10 463.7 431.2
∞ 463.6 431.4
Exp 443 [106]
diamond. The differences in bulk modulus are 4.6% and 2.62%. Any comparison of
the accuracy achieved by filtration should be made in the light of this underpinning
uncertainty related to the approximations that are made in the LDA and GGA; our
use of pseudopotentials and the underlying basis set of 40 functions per atom. It is
seen from table 5.1 that even with a cut-off radius (Rc) of 6 a.u the error in lattice
constant is 0.09% in the LDA and 0.1% in the GGA, much smaller than the error of
1.1% mentioned above as intrinsic to a conventional DFT calculation. Use of larger
cut-off radii give far more accurate results with the Rc=10 a.u having reduced the
error to 0.01% in the LDA and 0.015% in the GGA.
A similar pattern emerges on studying the behaviour of bulk modulus. Table 5.1
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shows that even with a cut-off radius (Rc) of 6 a.u the error in bulk modulus is 1%
in the LDA and 1.4% in the GGA, much smaller than the error of 2.62% mentioned
above as intrinsic to a conventional DFT calculation using these functionals. Use of
larger cut-off radius (Rc) gives far more accurate results, with the Rc=10 a.u. having
reduced the error to 0.02% in the LDA and 0.05% in the GGA.
In conclusion it may be seen that the errors associated with reducing the number
of independent basis functions from 40 to 4 are much smaller than those which are
intrinsic to a standard DFT calculation and with Rc=8 a.u. are appropriate for
standard modelling as used later in this thesis.
Silicon
In this section, calculations of lattice constants and bulk modulus of silicon are made
using the filtration method and are compared with unfiltered (traditional) calculations
and to experiment. It should be noted (see table 5.2) that the lattice constants
calculated using the LDA and GGA differ from the experimental value by 0.8% and
1.2% respectively in silicon. The differences in bulk modulii are 3% and 13.5%. Any
comparison of the accuracy achieved by filtration should be made in the light of this
underpinning uncertainty related to the approximations that are made in the LDA
and GGA; our use of pseudopotentials and the underlying basis set of 40 functions
per atom. It is seen from table that even with a cut-off radius(Rc) of 8 a.u the error in
lattice constant is 0.34% in the LDA and 0.03% in the GGA, much smaller than the
error of 0.8% mentioned above as intrinsic to a conventional DFT calculation. Use of
larger cut-off radius (Rc) give far more accurate results with the Rc=12 a.u having
reduced the error to 0.06% in the LDA and 0.12% in the GGA.
A similar pattern emerges on studying the behaviour of bulk modulus. Table 5.2
shows that even with a cut-off radius of 8 a.u the error in bulk modulus is 0.52% in
the LDA and 0.23% in the GGA, much smaller than the error of 3% mentioned above
as intrinsic to a conventional DFT calculation. Use of larger cut-off radius gives far
more accurate results with the Rc=12 a.u having reduced the error to 0.21% in the
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Table 5.2: Optimised lattice constants a0 (in A˚) and bulk modulus (B0 in
GPa) calculated using the LDA and GGA in silicon, (Rc in a.u.).
Parameters Rc LDA GGA
8 5.40091 5.49996
9 5.38711 5.49884
a0 10 5.38711 5.49884
11 5.38693 5.49882
12 5.38560 5.49898
∞ 5.38235 5.49834
Exp 5.43 [106]
8 95.6 85.4
9 96.1 84.6
B0 10 96.1 84.6
11 94.9 84.6
12 95.9 85.6
∞ 96.1 85.6
Exp 99 [106]
LDA and 0.00% in the GGA.
We now make a brief study of the localisation of the filtration basis functions in
silicon. From figure 5.2, we can see that the effect of the temperature on the basis
set, where the filtered basis sets become more localised by increasing the temperature.
The figure 5.3 shows that increasing the temperature gives a greater percentage of the
filtered basis function inside a sphere of radius (r) within allowed cut-off radius Rc,
for each type of the atomic structure. This gives a different validation for the use of
a finite cut-off and illustrates the fact that Rc = 10 a.u. is sufficient.
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Figure 5.2: The figure shows the change in a shape of a spherically averaged
filtered function as the filtration temperature is varied. The red, green, blue
and pink colours have respectively, kT=0.1 Ha, 0.2 Ha, 0.3 Ha, and 0.4 Ha.
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Figure 5.3: The fraction of the normalisation integral of a filtered function,
ψfilt(r), lying outside a radius (r). This again illustrates the greater localisa-
tion obtained at higher filtration temperature. The curves are coloured as in
figure 5.2.
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5.3.2 Comparison with CASTEP/ONETEP
As explained in section 1.3.2, the ONETEP code also operates by producing four basis
functions per atom, this time derived from an underlying PSINC basis [1]. In this
brief section we compare our results obtained for 8 atoms of silicon modelled with the
filtration method with published data from ONETEP calculations.
First we look at the change in total energy produced by the reduction from prim-
itive to filtered basis. Figure 6 in Ref [1] shows that the total energy changes by 1–2
eV as a result of restriction to 4 basis functions per atom. In contrast, in our work
table 5.3 shows that the corresponding variation is less that 0.1 eV, and is just 10
meV/atom for a cutoff of 8 au. This shows the accuracy of our filtration step.
Table 5.3: Difference between energies of eight silicon atoms for unfiltered
and filtered calculations for LDA functional, and for three cut-of radii, Rc.
Rc (a.u) 8 10 12
Energy difference (eV) 0.088 0.086 0.044
Furthermore, Ref [1] contains data for the calculated lattice constant and bulk
modulus for silicon. The data is reproduced in table 5.4 together with data from
filtered runs. It is seen that in ONETEP, the lattice constant changes by 0.038A˚ and
the bulk modulus by 3.9 GPa In comparison, changes in the filtration step are an
order of magnitude smaller.
As a final point it is seen that unfiltered AIMPRO and CASTEP are in excep-
tionally close agreement, both with regard to lattice constant (the difference is only
0.001A˚) and bulk modulus (the difference is only 0.2 GPa).
In conclusion it can be seen that the lattice constant and bulk modulus are re-
produced accurately in the filtration calculation, and that the changes introduced are
much smaller than is the case in alternative methodologies.
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Table 5.4: Lattice constant and bulk modulus data for bulk silicon calculated
by CASTEP/ONETEP (taken from [1]), filtered AIMPRO with three cut-off
radii, (Rc in a.u) and finally unfiltered AIMPRO (Rc =∞).
Calculation CASTEP ONETEP Rc = 8 Rc = 10 Rc = 12 Rc =∞
a0 (A˚) 5.383 5.421 5.400 5.387 5.385 5.382
B0 (GPa) 95.9 99.5 95.6 96.1 95.9 96.1
5.4 Band structure
Turning now to a second test of the accuracy of filtration, we consider the band
structures for bulk diamond and silicon using two-atom (fcc) unit cells. The accuracy
of filtration on this quantity has not been evaluated previously with only properties
dependent on total energy being presented. The band structures of bulk diamond
and silicon are given along high-symmetry directions throughout these results. We
can compare the width of the energy gap throughout the graphs in the figure 5.4, we
note that there is no significant changing in the valence band levels positions, and in
the conduction band level sites, the values of the band structures are calculated at
three k-points (Γ, X and L) are shown in the tables 5.5, 5.6, another comparison for
the band structures on the accuracy of the filtration technique are presented in figure
5.5.
Diamond
To assess the accuracy of the filtration method efficiency, we present in this section the
calculations of the band structure in diamond using the LDA and GGA functionals.
As shown in figure 5.4, there is a good visual agreement between the band structures
calculated with and without filtration, especially in the valence band and at the
bottom of the conduction band. Clearly, the fact that we only have four filtered
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Table 5.5: Band structure energies in eV at three k-points L, Γ and X in
diamond, using the LDA functional, as a function of Rc (in a.u.).
k-points Rc = 6 Rc = 7 Rc = 8 Rc = 9 Rc = 10 Rc =∞
Γ25′ 0.00 0.00 0.00 0.00 0.00 0.00
Γ1 -21.63 -21.63 -21.64 -21.64 -21.65 -21.65
L3′ -2.84 -2.84 -2.85 -2.85 -2.85 -2.85
L1 -13.60 -13.60 -13.61 -13.61 -13.61 -13.62
L2′ -15.65 -15.65 -15.66 -15.66 -15.66 -15.66
X4 -6.41 -6.42 -6.42 -6.42 -6.42 -6.43
X1 -12.76 -12.76 -12.77 -12.77 -12.77 -12.78
Table 5.6: Band structure energies in eV at three k-points L, Γ and X in
diamond, using the GGA functional, as a function of Rc (in a.u).
k-points Rc = 6 Rc = 7 Rc = 8 Rc = 9 Rc = 10 Rc =∞
Γ25′ 0.00 0.00 0.00 0.00 0.00 0.00
Γ1 -21.31 -21.32 -21.33 -21.33 -2133 -21.33
L3′ -2.76 -2.77 -2.77 -2.77 -2.77 -2.77
L1 -13.23 -13.24 -13.24 -13.24 -13.25 -13.25
L2′ -15.60 -15.60 -15.60 -15.60 -15.61 -15.61
X4 -6.21 -6.22 -6.22 -6.22 -6.22 -6.23
X1 -12.66 -12.67 -12.67 -12.67 -12.67 -12.68
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Table 5.7: Mean average differences between energies of band structure for
unfiltered and filtered calculations the two atom (fcc) cell of diamond at three
k-points L, Γ, and X for the LDA and GGA functionals, and for five choices
of Rc.
Rc (a.u) 6 7 8 9 10
Mean differences (LDA) 0.013 0.013 0.005 0.005 0.002
Mean differences (GGA) 0.014 0.008 0.003 0.003 0.002
L 2’ 
L 1
L 3
Γ1
Γ25’
X 4
1X
Figure 5.4: Schematic electronic band structure of bulk diamond, using a
two atom unit cell, Rc=∞ and Rc=10 a.u, using the LDA functional. The
red and green circles (Kohn-Sham) levels show the occupied and unoccupied
unfiltered bands, and the black lines (Kohn-Sham) levels show the occupied
and unoccupied filtered bands, respectively.
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basis functions per atom (i.e. only 8 functions in total) will only enable 8 bands to
be found and the higher bands will become unreliable - it is seen here at the conduction
states agree reasonably well for several electron volts into the conduction band. A
quantitative comparison is given in tables 5.5 and 5.6 and a summary in table 5.7. It
is seen that mean differences are in the range 1–10 meV for cutoff radii which would
be employed in practice (e.g. 8 a.u), and of the order 1 meV for a cutoff radius Rc of
10 a.u.
Silicon
In order to assess the accuracy of the filtered basis functions, the calculations of the
band structure were performed for silicon using the LDA and GGA functionals. Figure
5.5 presents the results obtained by using filtered and unfiltered basis sets have shown
that the edges of the valence and conduction bands at all k-points are extremely close
together, and checking the higher levels in the conduction band, we can see that again
the filtered and unfiltered energy levels begin to diverge, once again due to that the
filtration technique does not taking those higher energies in its the construction of
the filtered basis as we mentioned in the filtration methodology in chapter 3. The
results for occupied bands and low-lying conduction states gives strong evidence that
the improved simulation technique, which is suggested through this thesis gives good
results. Quantitative comparisons are given in tables 5.8 and 5.9. The mean absolute
differences between the energies of filtered and unfiltered band structures of silicon
vary between around 0.001–0.013 eV and between around 0.0007–0.004 eV using the
LDA and GGA functionals respectively, as Rc is varied (see table 5.10. For silicon, a
typical calculation could use Rc= 10 a.u showing that the errors in the band structures
are only ∼ 1 meV. Finally, our calculations indicate that the modified basis functions
have given excellent findings, in comparison with the conventional Gaussian basis
functions results, showing that the LDA and GGA results of the Kohn Sham levels
are substantially the same. Although, the GGA values are slightly better than the
LDA, both calculations give the same positive findings. These findings enhance our
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Table 5.8: Band structure energies in eV at three k-points L ,Γ, and X in
silicon, LDA functional as a function of Rc (in a.u).
k-points Rc = 9 Rc = 10 Rc = 11 Rc = 12 Rc =∞
Γ25′ 0.00 0.00 0.00 0.00 0.00
Γ1 -12.14 -12.14 -12.13 -12.13 -12.13
L3′ -1.20 -1.20 -1.21 -1.20 -1.21
L1 -7.10 -7.10 -7.10 -7.10 -7.10
L2′ -9.73 -9.73 -9.73 -9.73 -9.73
X4 -2.90 -2.90 -2.90 -2.90 -2.90
X1 -7.90 -7.90 -7.90 -7.90 -7.90
confidence in the application of the filtration technique.
Table 5.9: Band structure energies in eV at three k-points L ,Γ, and X in
silicon, GGA functional as a function of Rc (in a.u).
k-points Rc = 9 Rc = 10 Rc = 11 Rc = 12 Rc =∞
Γ25′ 0.00 0.00 0.00 0.00 0.00
Γ1 -11.82 -11.84 -11.84 -11.84 -11.84
L3′ -1.22 -1.22 -1.22 -1.22 -1.22
L1 -6.95 -6.95 -6.95 -6.95 -6.95
L2′ -9.57 -9.57 -9.57 -9.57 -9.57
X4 -2.85 -2.85 -2.85 -2.86 -2.86
X1 -7.80 -7.80 -7.80 -7.80 -7.80
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Table 5.10: Mean differences between energies of band structure for unfiltered
and filtered calculations the two atoms at three k-points L,Γ, and X in silicon
for LDA and GGA functionals, and for five values of Rc .
Rc (a.u) 6 7 8 9 10
Mean differences (LDA) 0.013 0.003 0.003 0.001 0.003
Mean differences (GGA) 0.004 0.003 0.003 0.0007 0.0007
Figure 5.5: Schematic electronic band structure of bulk silicon, using a two
atom unit cell, Rc=∞ and Rc=10 a.u, LDA functional. The red and green cir-
cles (Kohn-Sham) levels show the occupied and unoccupied unfiltered bands,
and the black lines (Kohn-Sham) levels show the occupied and unoccupied
filtered bands, respectively.
66
5.5. PHONON FREQUENCIES 67
5.5 Phonon frequencies
Raman and infrared [107–111] spectroscopes are experimental probes of the phonon
frequencies of a molecule or solid. In this section, the impact of filtered basis sets
on the calculation of bulk phonon modes associated with pure diamond and silicon
will be considered. Modes may be classified as acoustic (lower three branches) or
optical (higher three branches) [112]. Modes can further be classified as transverse or
longitudinal and in diamond or silicon the transverse modes are degenerate at high
symmetry points (such as X or L). A schematic diagram of a phonon spectrum is given
in figure 5.6. Computationally, the phonon frequencies are obtained by finding the
double-derivatives of the energy with respect to atomic displacements, which are com-
puted numerically using a difference of forces. Diagonalizing the resulting dynamical
matrices yields the frequencies. Previously, no results examining this quantity with
the filtration method have been published.
5.5.1 Simulation details
The calculations will address phonon frequencies at the Γ, X and L points, and will
compare frequencies obtained in filtered basis calculations with experiment and non-
filtered AIMPRO findings. The nature of a phonon mode with a non-zero wave-vector
is that atoms in different unit cells have different phases of oscillation. As such it is
not possible to obtain these from a primitive two atom unit cell, just by calculating
energies or forces corresponding to different displacements. However, such a phonon
mode can be modelled using a unit cell of twice the size. Hence, in this work the
Γ-point phonon modes are calculated in a 16 atom (fcc) cell. The frequencies and
displacement patterns of these will incorporate those of the primitive cell at Γ and
the zone boundary X and L points. Our calculations are performed using supercells
containing 16-host carbon or silicon atoms. All quantities have been calculated using
LDA and GGA functional. In order to give strong evidence on the accuracy of the
filtration method, we used many values of filtration radius (Rc) from 6 to 10 (a.u.) in
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Figure 5.6: Schematic dispersion curves for acoustic and optical phonons
in silicon. The special points are Γ = (000), L=pi
a
(111) and X=(2pi
a
)(100).
The (TA), (LA), (LO) and (TO) phonon branches are at the zone boundary
position, K = (pi
a
)(111), the (TA), (LAO) and (TO) phonon branches are at
zone boundary position K(2pi
a
)(100), and the (TO/LO) phonon branch is at
K = 000(Γ-point).
diamond, and from 8 to 12 (a.u.) in silicon, for more detailed information see section
3.3 in chapter 3. In all cases, we employ the Monkhorst-Pack [60] scheme for sampling
the Brillouin zone, with a mesh of 23 special k points. The phonon frequencies of bulk
diamond in various non-primitive supercells (only 16-host atom) are calculated using
finite difference approximations for the derivatives of the forces with respect to the
displacement of the atoms from the equilibrium sites, followed by the construction of
the dynamical matrix from which the phonon frequencies are found in the usual way.
The force constants were obtained by shifting atoms in three directions (x, y and z)
by 0.1 a.u), with a cutoff of 175 Ry to expand the charge density using plane waves,
to yield well-converged values of the vibrational modes. The calculations have been
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repeated by using three different values of the shifts, with cutoff 400 Ry.
Diamond
The resulting phonon frequencies are shown in table 5.11, along with the mean error
associated with the filtration method. In addition, by comparing our results with the
experimental values, we find that the mean differences with conventional calculations
is typically 5.4% with the LDA, and with the GGA is typically 5.7% (see table 5.13)
and the mean difference between the LDA and GGA is 0.33%. Overall, we can con-
clude that the effect of the filtration approximation is small on either of these scales
and is also smaller than other internal convergence parameters. As final test, table
5.12 shows that the maximum differences associated with convergence in the plane
wave cut-off (Rc) are typically 0.55 cm
−1 and 4.8 cm−1 with the LDA and GGA re-
spectively, and the maximum differences associated with choice of shifting employed
in numerical differencing are 1.35 cm−1 and 10 cm−1 with the LDA and GGA re-
spectively. Finally, our results are in reasonably good agreement with other reported
computational values. These simulation findings appear to give good support for the
filtration method.
Silicon
For more evidence on the accuracy of the filtration technique, we shall now use silicon
as a material for testing. The resulting phonon frequencies are shown in table 5.14,
which also presents the mean error associated with the filtration method. In addi-
tion, by comparing our results with the experimental values, we find that the mean
differences with a conventional calculation is typically 6.29% with the LDA, and with
the GGA is typically 5.78%, see table 5.16 and the mean difference between the LDA
and GGA is 0.76%. In comparison, the shift associated with filtration is 0.6 %. Over-
all, we can conclude that the effect of the filtration approximation is negligible when
compared with experiment and is also smaller than other internal convergence param-
eters. As a final test, table 5.15 shows that differences associated with convergence
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Table 5.11: Optical and acoustical phonon frequencies (in cm−1), showing the
values at three points K = 0, K = (2pi
a0
)(100), and K = ( pi
a0
)(111) in diamond
using the LDA and GGA. Rc is in a.u. The errors are given with respect to
unfiltered calculations. Frequencies are given as a function of cut-off (Rc).
Symmetry Phonon LDA
point branch Rc = 6 Rc = 7 Rc = 8 Rc = 10 Rc =∞ Exp [113]
L (TA) 546.10 547.70 549.69 549.52 549.70 563
X (TA) 777.65 778.30 785.88 785.67 785.35 807
L (LA) 1064.09 1063.45 1067.84 1066.60 1065.27 1006
X (LAO) 1088.59 1087.80 1088.50 1088.19 1085.90 1185
L (TO) 1204.94 1202.19 1210.68 1211.02 1211.22 999
X (TO) 1224.33 1223.26 1223.22 1222.48 1220.59 1206
L (LO) 1252.017 1249.75 1257.67 1258.21 1258.59 1252
Γ (TO/LO) 1319.88 1318.25 1317.306 1316.61 1314.43 1332
M.abs.error 4.65 4.64 1.58 1.10 0.00 —
M.per.error 0.45 0.45 0.14 0.10 0.00 —
GGA
L (TA) 532.10 536.04 537.83 544.11 544.99 563
X (TA) 768.65 768.36 778.06 777.03 776.33 807
L (LA) 1033.24 1033.47 1039.21 1032.49 1029.91 1006
X (LAO) 1051.60 1050.18 1051.64 1050.39 1047.79 1185
L (TO) 1182.72 1178.89 1185.09 1183.74 1183.14 999
X (TO) 1185.54 1185.77 1186.01 1188.03 1185.71 1206
L (LO) 1234.01 1232.96 1242.52 1238.34 1237.77 1252
Γ (TO/LO) 1286.05 1283.15 1281.05 1287.51 1283.86 1332
M.abs.errors 4.28 4.09 3.98 1.74 0.00 —
M.per.errors 0.57 0.51 0.45 0.17 0.00 —
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Table 5.12: Optical and acoustical phonon frequencies (in cm−1), showing the
values at three points K = 0, K = (2pi
a0
)(100), and K = ( pi
a0
)(111), by shifting
the values of phonon frequencies (in a.u) for different locations in diamond
using the LDA and GGA.
LDA
Symmetry Phonon e-cut=400 a.u e-cut=175 a.u
point branch Shift=0.1 Shift=0.01 Shift=0.05 Shift=0.1
L (TA) 548.51 549.86 549.15 549.70
X (TA) 784.52 785.70 785.14 785.35
L (LA) 1064.66 1065.18 1064.79 1065.27
X (LAO) 1085.30 1085.92 1085.58 1085.90
L (TO) 1210.39 1211.21 1211.04 1211.22
X (TO) 1220.06 1220.86 1220.49 1220.60
L (LO) 1258.08 1258.93 1258.57 1258.59
Γ (TO/LO) 1313.94 1314.85 1314.46 1314.43
GGA
Symmetry Phonon e-cut=400 a.u e-cut=175 a.u
point branch Shift=0.1 Shift=0.01 Shift=0.05 Shift=0.1
L (TA) 543.33 536.22 541.62 544.99
X (TA) 778.78 777.58 781.14 776.33
L (LA) 1030.76 1040.81 1032.06 1029.91
X (LAO) 1049.50 1048.55 1051.01 1047.79
L (TO) 1182.76 1182.11 1184.38 1183.14
X (TO) 1184.96 1192.69 1184.69 1185.71
L (LO) 1238.47 1247.38 1239.93 1237.77
Γ (TO/LO) 1281.20 1276.71 1280.20 1283.86
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Table 5.13: Mean percentage error between AIMPRO unfiltered and filtered
calculations with experiment values for phonon frequencies. Rc is in au.
Errors Rc = 6 Rc = 7 Rc = 8 Rc = 9 Rc = 10 Rc =∞
M.per.errors (LDA) 5.45% 5.40% 5.43% 5.48% 5.43% 5.45%
M.per.errors (GGA) 6.15% 6.07% 5.93% 5.82% 5.68% 5.73%
in the plane wave cut-off is typically 0.5cm−1 (0.05%) and the difference associated
with choice of shifting employed in numerical differencing is 0.12 cm−1 (0.012%) —
smaller than all other errors encountered in this section. Finally, our LDA and GGA
calculations for both basis functions are in good agreement with the experimental
values.
5.6 Specific heat capacity
Phonon frequencies are one of the important physical properties which depend sen-
sitivity on the material being concerned. They also influence many properties of the
system especially thermodynamic quantities, such as specific heat capacity Cv [116].
The heat capacity property at constant volume can be calculated by several methods
from equation 4.6, as we stated in section 5.5.1.
5.6.1 Simulation details
The gamma–point phonon frequencies computed using 216 atom carbon and silicon
atoms unit cells. Before the heat capacity calculation, the geometry is optimized fully
with the standard and filtered basis set functions. All other simulation details are as
described in section 5.5.1.
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Table 5.14: Optical and acoustical phonon frequencies (in cm−1),showing the
values at three points K = 0, K = (2pi
a0
)(100), and K = ( pi
a0
)(111) in silicon
using the LDA and GGA. Rc is in au.
Symmetry Phonon LDA
point branch Rc = 9 Rc = 10 Rc = 11 Rc = 12 Rc =∞ Exp [114,115]
L (TA) 104.21 104.21 104.31 108.17 105.79 114
X (TA) 132.07 132.07 131.36 135.59 134.58 149
L (LA) 372.20 372.20 371.16 372.52 371.70 374
X (LAO) 407.96 407.96 407.52 409.87 408.80 412
L (TO) 412.30 412.30 412.33 413.04 412.35 491
X (TO) 462.11 462.11 462.38 462.15 460.64 463
L (LO) 490.97 490.97 490.79 491.32 489.45 426
Γ (TO/LO) 514.58 514.58 515.04 516.62 513.86 517
M.abs.errors 1.15 1.15 1.35 1.51 0.00 —
M.per.errors 0.56 0.56 0.64 0.61 0.00 –
GGA
L (TA) 114.57 114.57 114.90 112.80 112.47 114
X (TA) 150.52 150.52 150.84 147.39 147.10 149
L (LA) 368.43 368.43 368.36 367.79 368.06 374
X (LAO) 397.76 397.76 397.59 396.15 395.50 412
L (TO) 398.18 398.18 397.70 397.61 397.19 491
X (TO) 444.54 444.54 444.63 443.35 442.02 463
L (LO) 474.52 474.52 474.68 473.93 472.49 426
Γ (TO/LO) 500.16 500.16 499.83 500.80 498.71 517
M.abs.errors 1.89 1.89 1.87 0.85 0.00 —
M.per.errors 0.80 0.80 0.84 0.23 0.00 –
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Table 5.15: Unfiltered optical and acoustical phonon frequencies, showing the
values at three points K = 0, K = (2pi
a0
)(100), and K = ( pi
a0
)(111), by shifting
the values of phonon frequencies (in au) for different locations in silicon using
LDA and GGA.
LDA
Symmetry Phonon e-cut=400 a.u e-cut=175 a.u
point branch Shift=0.1 Shift=0.01 Shift=0.05 Shift=0.1
L (TA) 105.83 105.99 105.96 105.79
X (TA) 134.61 134.88 134.81 134.58
L (LA) 371.71 371.85 371.82 371.70
X (LAO) 408.81 408.89 408.87 408.80
L (TO) 412.36 412.41 412.38 412.35
X (TO) 460.65 460.69 460.68 460.64
L (LO) 489.46 489.54 489.52 489.45
Γ (TO/LO) 513.87 513.99 513.96 513.86
GGA
Symmetry Phonon e-cut=400 a.u e-cut=175 a.u
point branch Shift=0.1 Shift=0.01 Shift=0.05 Shift=0.1
L (TA) 112.61 112.96 112.75 112.47
X (TA) 147.24 147.70 147.46 147.10
L (LA) 368.09 368.26 368.20 368.06
X (LAO) 395.53 395.55 395.55 395.50
L (TO) 397.22 397.27 397.28 397.19
X (TO) 442.05 442.05 442.07 442.02
L (LO) 472.52 472.54 472.56 472.49
Γ (TO/LO) 498.73 498.78 498.81 498.71
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Table 5.16: Mean percentage errors between AIMPRO (unfiltered and filtered)
calculations with experiment values for phonon frequencies, Rc is in a.u.
Errors Rc = 9 Rc = 10 Rc = 11 Rc = 12 Rc =∞
M.per.errors (LDA) 6.67% 6.67% 6.74% 5.81% 6.29%
M.per.errors (GGA) 5.50% 5.50% 5.60% 5.66% 5.78%
Diamond
From table 5.17, we compare the values of the heat capacities obtained by using filtered
and unfiltered techniques, where the specific heat capacities have been calculated at
300 K and 800 K, together with the zero point energy.
From the table we can see that the absolute errors between filtered and unfiltered
calculations at T=300 K is smaller than the error between unfiltered and experimental
results with both functionals. In addition, the percentage errors in the simulation
methods are much smaller than the percentage errors between the unfiltered AIMPRO
findings and the experimental value. Furthermore both calculations the experimental
value, and computationally are substantially close. By checking the calculated values
of Cv computed by unfiltered and filtered basis functions, we found that there is no
important impact from filtration on our findings. This emphasises the fact that the
filtration technique works well and is without significant impact upon the accuracy of
the calculations.
Silicon
From table 5.18, comparing values of the filtered and unfiltered Cv with each other
and with the experimental values, we note that these values are very close to each
other, for both functionals. Also, the absolute errors and the percentage errors are
largely small, in all cases. The LDA results are slightly lower than GGA values, and
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Table 5.17: Thermodynamic parameters of cubic diamond using the LDA and
GGA functionals: specific heat at constant volume Cv (J/mol K) at T=300 K
and 800 K and zero-point energy (ZPE) (kJ/mol) are shown. Rc is in (a.u).
LDA GGA
Rc ZPE Cv(300 K) Cv(800 K) ZPE Cv(300 K) Cv(800 K)
8 17.996 6.375 19.575 17.524 6.725 19.906
9 17.989 6.382 19.578 17.517 6.732 19.831
10 17.986 6.384 19.581 17.500 6.746 19.830
∞(unfilt) 17.980 6.388 19.584 17.508 6.738 19.836
Exp [117] - 6.19 - - 6.19 -
Abs-errors
unfilt vs filt (Mean) 0.010 0.007 0.006 0.011 0.009 0.027
Exp vs unfilt - 0.190 - - 0.545 -
Per-errors
unfilt vs filt (Mean) 0.057% 0.119% 0.030% 0.062% 0.133% 0.031%
Exp vs unfilt - 3.074% - - 8.808% -
also underestimate the experimental values, in contrast for the GGA calculations.
Furthermore, both calculations give acceptable values. However, these findings show
that the LDA results are slightly lower than GGA values, and also underestimate
the experimental values, in contrast for the GGA calculations. These comparisons
indicate that the filtration technique works accurately.
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Table 5.18: Thermodynamic parameters of cubic silicon using the LDA and
GGA functionals: specific heat at constant volume Cv (J/mol K) at T=300
K and 800 K, and zero-point energy (ZPE) (kJ/mol) are shown. Rc is in
(a.u).
LDA GGA
Rc ZPE Cv(300 K) Cv(800 K) ZPE Cv(300 K) Cv(800 K)
10 6.024 20.336 24.597 5.932 20.524 24.638
11 6.117 20.257 24.584 5.928 20.530 24.639
12 6.126 20.249 24.583 5.928 20.530 24.639
∞(unfilt) 6.098 20.279 24.588 5.920 20.540 24.641
Exp [117] 6.00 20.05 - 6.00 20.05 -
Abs-errors
unfilt vs filt (Mean) 0.040 0.036 0.006 0.009 0.012 0.002
Exp vs unfilt 0.091 0.248 - 0.073 0.481 -
Per-errors
unfilt vs filt (Mean) 0.661% 0.179% 0.024% 0.157% 0.057% 0.009%
Exp vs unfilt 1.521% 1.148% - 1.216% 2.399% -
5.7 Conclusion
Density functional simulations of bulk diamond and silicon have largely confirmed that
the use of filtered basis functions to calculate the lattice constant and bulk modulus
as a function of total energy in diamond and silicon have given good agreement with
the standard AIMPRO calculations and with the experiments findings. Further, band
structures produced in filtered basis calculations differ from standard calculations
by only 1–10 meV in the valence band. Finally, it is also noted that the phonon
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frequencies and the heat capacities also demonstrate the accuracy and utility of the
filtration results. Our tests therefore show that many physical properties can be
addressed accurately using a filtered basis set.
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Chapter 6
Semiconductor Surfaces
6.1 Introduction
Surfaces of semiconductors are extremely important for many reasons. They are
important technologically [118–122], an understanding of them can be an ingredient
of modelling growth and there have been many previous attempts to model them
using DFT [123,124]. They are also in one sense the most fundamental “defect” of a
solid.
In this chapter clean surfaces will be modelled first, that is surfaces which are
not terminated by an impurity layer (such as CH bonds for diamond). An ideal
surface can be imagined to be created by cleaving a crystal across a crystallographic
plane, with the (100), (110) and (111) planes being most important for diamond and
silicon. The resulting structure will have dangling bonds at the surface (two per atom
for (100), one per atom for (110) or (111) surfaces). These surfaces are unstable
against reconstruction. For example, a simple chemical rebonding of the atoms in
pairs on the (100) face will reduce the number of dangling bonds to one per atom,
making the surface more stable. The resulting surface is known as a 1×2 reconstructed
surface. Reconstructions are possible on (100) [125] (110) surface [126] and the (111)
surface [127].
The purpose of the modelling performed here is to compare filtered with non-
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filtered calculations. This is in some respects an important test, as it could (erro-
neously) be suggested that the concept of a spherical cut-off region in filtration may
be less accurate in an extremely inhomogeneous system and a surface is an extreme
case of inhomogeneity. The results presented here will show that this is not so, and
filtration performs well. The tests that will be applied to filtration will be to repro-
duce the modelled surface reconstructions and also the resulting surface energy per
1×1 surface unit cell and the resulting band structures. Calculated values can also be
compared with previous published values using other codes.
A second property that can be considered here is the electron affinity. The hydro-
genated [128] C(111)-1×1:H surface of diamond has been found to have a negative
electron affinity (NEA) [2, 129–131], which gives diamond a valuable technological
property, important in applications such as efficient photoemitters or electron mul-
tipliers. The key feature for this is that the vacuum level should be lie below the
conduction band minimum (CBM). In all these calculations Gaussian functions are
used as a starting basis for the filtered and unfiltered basis functions for the expan-
sion of the one-electron wave functions. A study of these will give a good test of the
filtration process and how accurately it treats the extreme inhomogeneity of a surface.
6.2 Computational method
Our calculations have been carried out using the density functional technique, imple-
mented in the AIMPRO ab initio simulation package [16, 33, 103, 104]. To model the
various surfaces, 14, 28, 30, 40, and 44 atom supercells have been used and details
of these with be given the calculations later in this chapter. The total energies are
calculated using density functional theory (DFT) and in the local-density and gen-
eral gradient approximations (LDA and GGA) developed by Perdew-Wang [45] and
Perdew, Burke and Ernzerhof [105] respectively. The pseudo-potentials of Hartwigsen,
Goedecker and Hutter [51] are used to treat the electron-ion interaction. The Kohn-
Sham eigenfunctions are expanded using atom-centered Gaussian basis sets, which
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consist of independent s, p and d type Gaussian functions of differing widths for each
carbon and silicon atom. In this (unfiltered) case this gives a total of 40 functions per
atom. Filtration was performed starting from this same primitive basis reducing the
number of functions from 40 to 4. A minimization of the total energy of the system
with respect to the atomic coordinates was performed using the conjugate-gradient
scheme [56, 57], with the structure optimization continuing until the forces on atoms
are less than 10−4 a.u., and the total energy of the final optimal structure changing
by much less than 10−5 Ha. A plane wave expansion of the density and Kohn-Sham
potential is used to determine the Hamiltonian matrix elements with a cutoff of 175
Ha. for diamond and 40 Ha. for silicon. For all surfaces, Monkhorst-Pack sam-
pling grids [60] were used to sample the Brillouin zone, also in all surface calculations
the Brillouin zone was two dimensional. Figure 6.1, 6.2 show cross-sections through
different diamond and silicon structures.
As described in chapter 4, the electron affinity (EA) of a diamond surface is defined
as the energy difference between the vacuum level and the conduction band minimum
in perfect diamond. In order to calculate the EA, we have adopted the standard prac-
tice [102,129,132–134] of calculating the electrostatic potential for a slab of diamond,
averaging this across the plane of the slab, and examining the result as a function of
distance above and below the surface. This establishes the position of the vacuum
level relative to the potential in the diamond. A second calculation, this time of the
electrostatic potential in bulk diamond then positions the valence band maximum
relative to this vacuum level. The conduction band minimum is then established by
adding the experimental value of the band gap (5.47 eV) to the valence band maxima
(VBM). The LDA band gap is underestimated, and so is not used for this purpose.
6.3 Simulation details
This study focuses mainly on the (111)-2×1, (111)-1×1, (110)-1×1 and (100)-2×1 sur-
faces in diamond and silicon. Computationally, the surfaces have been geometrically
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(a)
(b)
(c)
(d)
Figure 6.1: Perspective view of the stable atomic geometries for (a) the clean
(100)-2×1, (b)(110)-1×1, (c) (111)-1×1, and (d) (111)-2×1 diamond surfaces.
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(a)
(b)
(c)
(d)
Figure 6.2: Perspective view of the stable atomic geometries for (a) the clean
(100)-2×1, (b) (110)-1×1, (c) (111)-1×1, and (d) (111)-2×1 silicon surfaces.
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formed by reconstructing the atoms at the surface of the structures. The modelling
details are described previously in section 5.1. For the bulk materials (diamond and
silicon), the lattice constants (a0) were determined to be 3.530 A˚ and 5.382 A˚ re-
spectively in the DFT-LDA calculations (carried out in two atom, face-centred cubic
unit cells, with BZ sampling of a 8×8×8 mesh of grid points, leading to a total of 60
non-equivalent k-points generated by the Monkhorst-Pack scheme [60]). To simulate
various surface orientations, we need to model a periodic arrangement of slabs, where
each slab possesses a specific number of atomic layers which are restricted to the
surface unit cell. To avoid the interaction which would occur between the slabs, the
layers have been separated by a sufficiently wide region of vacuum. A calculation of
the absolute surfaces energies as described in the section 4.9.1 requires the calculation
of the values of the chemical potentials for the atoms present. This has been done
separately for each filtration cutoff and the results are presented in table 6.1. The ab-
solute surface energy (per 1×1 surface cell) and electron affinity have been calculated
as stated in equation 4.13 respectively in the chapter 4.
Table 6.1: The table shows the values of chemical potentials (µ in Ha) of
carbon and silicon atoms as a function of filtration cut-off, (Rc in a.u).
Rc 6 7 8 10 12 ∞
µ(C) 5.7133 5.7134 5.7138 5.7139 − 5.7140
µ(Si) 3.9600 − 3.9655 3.9662 3.9664 3.9666
Four types ( orientation / reconstruction) of the surface were considered. In cal-
culations of the clean surface energies [99, 135], the size and the shape of the BZ and
its irreducible part, will vary with the orientation of the surface. To model clean
carbon and silicon surfaces with (111)-2×1, (110)-1×1 and (100)-2×1 orientations,
simple-orthorhombic (ort-p) supercells were used. The (111)-1×1 surface is simulated
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using a hexagonal cell as shown in figure 6.3, the Brillouin zone integration was car-
ried out using a 8×4×1 grid for the 2×1 reconstruction and an 8×8×1 grid for the
1×1 reconstruction. These grid meshes in the irreducible part of the BZ correspond
to 8(2×1) and 20 (1×1) k-points, respectively.
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Figure 6.3: Surface Brillouin zones for the (110), (111), and (001) surfaces
of zincblende-compound semiconductors. The lower part shows the Brillouin
zones of (1×1) and (2×1) surfaces geometries.
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Table 6.2: Details of the orientations and reconstructions, symmetries and
lattice parameters of four surfaces investigated in diamond.
Surface Lattice Sym N of Parameter/a.u Sampling
type atom a b c
(100)-(2×1) ort-p C2 44 4.719 9.439 60.000 8×4×1
(110)-(1×1) ort-p D2h 28 4.719 65.000 6.674 8×1×6
(111)-(1×1) hex-p D3d 14 4.719 - 50.509 8×8×1
(111)-(2×1) ort-p C2h 40 4.719 8.174 60.000 8×5×1
Table 6.3: Details of the orientations and reconstructions, symmetries and
lattice parameters of four surfaces investigated in silicon.
Surface Lattice Sym N of Parameter/a.u Sampling
type atom a b c
(100)-(2×1) ort-p C2 44 7.195 14.390 80.000 8×4×1
(110)-(1×1) ort-p D2h 30 7.195 90.000 10.175 8×1×6
(111)-(1×1) hex-p D3d 14 7.195 - 77.002 8×8×1
(111)-(2×1) ort-p C2h 40 7.195 12.462 90.000 8×5×1
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6.4 Simulation of Diamond Surfaces
6.4.1 Surface energies
The computational method is as described in section 6.2. Specific details of the
parameters of the unit cells used are shown in table 6.2. All parameters have estimated
Table 6.4: Absolute surface energies En×msurf (eV/1×1 cell) for various orien-
tations and reconstructions in diamond, (Rc in a.u). The previous theory
calculations used the LDA.
Orientation No atom Rc E
LDA
surf E
GGA
surf Previous theory
7 2.215 1.976
(100)-(2×1) 44 8 2.209 1.972 2.222 [99]
10 2.204 1.966 2.12 [134]
∞ 2.202 1.964
7 3.373 3.043
(110)-(1×1) 28 8 3.372 3.027 3.264 [99]
10 3.362 3.018
∞ 3.359 3.015
7 2.217 2.009
(111)-(1×1) 14 8 2.210 2.005 2.165 [99]
10 2.205 2.002 2.18 [134]
∞ 2.206 2.001 2.151 [136]
7 1.425 1.243
(111)-(2×1) 40 8 1.426 1.240 1.369 [99]
10 1.418 1.234 1.35 [134]
∞ 1.416 1.232 1.356 [136]
87
6.4. SIMULATION OF DIAMOND SURFACES 88
by filtered and unfiltered basis functions. To estimate the computational errors,
we computed the clean surface energies of the diamond surfaces using several filtration
cut-off radii as shown in the table 6.4. In this section, calculations of the surface ener-
gies are performed using filtered and unfiltered basis sets, and the results are compared
with the previous theory in table 6.4. It is seen from table 6.4 that the values of all
surface energies, with the LDA functional, filtered with Rc=10 a.u. are in agreement
with unfiltered data to within 1-3 meV, while the GGA functional is similar, apart
from a small 3 meV error per 1×1 cell for the (110) orientation. A cut-off of 10 a.u.
gave an error of order 1 meV. However, compared with previous theory, the differences
are 10-40 meV per 1×1 cell. This is due to differences of pseudopotential and basis
set. In conclusion, the effect of basis set filtration has been to introduce a very much
smaller error to the calculations compared to the uncertainly which is present in all
calculation due to more fundamental approximations (i.e. pseudopotential). Also the
differences between the LDA and PBE-GGA is much larger (up to 200 meV) again
emphasising that the 1 meV filtration error is insignificant. Our results confirm that
the filtration modelling technique has substantially maintained the accuracy of the
calculations and indicate its applicability for extremely inhomogeneous systems such
as surfaces or interfaces.
6.4.2 Band structure
The band structures for the clean surfaces in diamond were found using the unit cells
shown in table 6.2. The band structures of all structures in diamond in the vicinity
of the band gap along high-symmetry directions are shown in figure 6.4. The mean
differences in the energies of occupied states with Rc = 8 a.u. at Γ-point are 0.006 eV
for (100)-2×1, 0.014 eV for (110)-1×1, 0.016 eV for for (111)-1×1 and 0.014 eV for
(111)-2×1 with the LDA functional. In particular, the positions of the surface related
states throughout the graphs in the figures 6.4 are very well reproduced by filtered
calculations. Through these results, we find that the filtration modelling technique
has kept he accuracy of the calculation of the band structure largely unaffected.
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Figure 6.4: Schematic pictures of the clean diamond surface of band struc-
tures for (a) (100)-2×1, (b) (110)-1×1, (c) (111)-1×1, and (d) (111)-2×1
directions. Blue and red shading crosses indicate filled and empty bands,
which are calculated by standard method, respectively, while black lines in-
dicate the comparable bands of clean surfaces, which are computed by the
filtration method.
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The present study confirms the previous findings for bulk materials are also valid in
surface calculations, and contributes additional evidence that the filtration modelling
method works with high accuracy.
6.5 Simulation of Silicon Surfaces
6.5.1 Surface energies
We now turn to a study of the four corresponding surfaces of silicon. The simulation
details of the surfaces are shown in table 6.3. In this section, calculations of the
surface energies are performed using filtered and unfiltered basis sets, and the results
are compared with previous theory. During simulation, we noted that the values
of GGA surface energies for all surfaces, filtered with Rc=10 a.u. in very close (1
meV) agreement with unfiltered calculations, while the LDA results are very similar.
However, differences with previous theory are 10-30 meV per 1×1 cell. This is due to
a different pseudopotential and basis set. Also the difference between LDA and PBE
values is up to 150 meV per 1×1 cell. In conclusion, energies are in good agreement
with a maximum difference of only 7 meV per 1×1 cell.
6.5.2 Band structure
The band structures for the clean surfaces in silicon were found using the unit cells
as shown in the table 6.3. The band structures of all structures in silicon in the
vicinity of the band gap along high-symmetry directions are shown in figure 6.5. The
mean differences in the energies of occupied states with Rc = 10 a.u. at Γ-point are
0.05 eV for (100)-2×1, 0.06 eV for (110)-1×1, 0.09 eV for (111)-1×1 and 0.07 eV for
(111)-2×1 with the LDA functional. In particular, the positions of the surface related
states throughout the graphs in the figures 6.5 are very well reproduced by filtered
calculations. Through these results, we found that the filtration modelling technique
has kept the accuracy of the calculation of the band structure largely unaffected. The
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Table 6.5: Absolute surface energies En×msurf (eV/1×1 cell) for various orienta-
tions and reconstructions in silicon, Rc in a.u.
Orientation No atom Rc E
LDA
surf E
GGA
surf Published [99]
6 1.388 1.216
(100)-(2×1) 44 8 1.334 1.329 1.321
10 1.344 1.341
∞ 1.345 1.344
6 2.520 1.907
(110)-(1×1) 30 8 2.195 2.046 2.190
10 2.209 2.053
∞ 2.211 2.059
6 1.468 1.179
(111)-(1×1) 14 8 1.389 1.293 1.372
10 1.386 1.299
∞ 1.385 1.301
6 1.241 0.954
(111)-(2×1) 40 8 1.136 1.085 1.141
10 1.144 1.084
∞ 1.145 1.091
present study confirms the previous findings for bulk materials also applying in surface
calculations and contributes additional evidence that the filtration modelling method
works with high accuracy.
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Figure 6.5: Schematic pictures of the clean silicon surface of band structures
for (a) (100)-2×1, (b) (110)-1×1, (c) (111)-1×1 ,and (d) (111)-2×1 direc-
tions. Blue and red shading crosses indicate filled and empty bands, which
calculated by standard method, respectively, while black lines indicate the
comparable bands of clean surfaces, which computed by filtration method.
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6.6 Electron affinity of diamond
We turn now to a calculation of the electron affinity (EA) of the hydrogenated (111)
diamond surface. The MP sampling used was 8 × 8 for a 1 × 1 surface cross section
of the (111) surface. The surface was modelled using 14 layers of diamond and a 22
A˚ vacuum region. A H atom is attached to every atom on the diamond surface as
shown in figure 6.7. The lattice is a simple-hexagonal(hex-p) supercell.
(a)
(b)
Figure 6.6: Structure of (a) the clean diamond surface, and (b) the 100%
H-terminated (111)-1×1 diamond surface.
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Table 6.6: Values of electron affinity (eV) of the hydrogenated diamond sur-
face. Experimentally measured values of electron affinity [2–5] are given for
comparison with calculated filtered and unfiltered EA values (Rc in a.u.).
Orientation Termination EAs
surface surface Rc=6 Rc=8 Rc=10 Rc=∞ Exp
(111)-(1×1)GGA H -2.30 -2.26 -2.27 -2.28 -1.65
(111)-(1×1)LDA H -1.95 -1.94 -1.98 -1.99
Absolute error
Filt vs Unfilt GGA 0.02 0.02 0.01 - -
Theory vs Exp GGA 0.65 0.61 0.62 0.63 -
Filt vs Unfilt LDA 0.04 0.05 0.01 - -
Theory vs Exp LDA 0.30 0.29 0.33 0.34 -
The electron affinities were calculated as detailed in section 6.2. Figure 6.7 shows
the alignment of the electrostatic potential. The results are listed in table 6.6. During
our test, we found that the absolute errors in the EA at Rc=10 a.u. is 0.01 eV in both
cases with the GGA and LDA. By comparing our results with the experimental value,
we show that these errors are very small in comparison with the error in standard LDA
and GGA calculations. The experimental value was taken as an average over many
experimental values [2–5]. In addition, figure 6.7 shows the corresponding values of
the electrostatic potentials for the (111)-1×1:H diamond surface and bulk diamond,
which calculated by filtered and unfiltered basis functions, from the table we can
notice the differences in the filtered and unfiltered values of the electrostatic potential
of bulk diamond and H-terminated are less than 10 meV in both cases with the
LDA functional. Generally, we conclude that the filtration method is suitable for the
simulation of electron affinity.
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Figure 6.7: Plane-averaged electrostatic potentials for the (111)-1×1:H dia-
mond surface and bulk diamond. The potential of bulk diamond has been
aligned with that found in the middle of the slab. The green and black lines
are the H-diamond surfaces and the red and blue lines are the bulk diamond
for filtered and unfiltered techniques, respectively.
6.7 Conclusions
In summary, we have used a filtration method to calculate the clean surface ener-
gies in diamond and silicon and the electron affinity in diamond. The technique is
computationally simple and can be used for larger systems. Our method serves as
a viable technique for the reliable calculation of clean surface energies and electron
affinity the identification of orientation surfaces and hydrogen terminated in bulk and
polycrystalline semiconductors.
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Chapter 7
Native defects in diamond
7.1 Introduction
This chapter presents a study of the properties of native defects in diamond. Un-
derstanding the behaviour of native defects is critical to the successful application
of any semiconductor material, especially in compound materials. After testing the
filtration technique in the last two chapters on the bulk and on clean diamond and
silicon surfaces, leading to a good results, this chapter will provide more evidence
of the accuracy of the filtration technique. The properties of crystalline solids and
defects therein have great technological importance. The next two chapters will be
consider the application to defects in bulk diamond. Native defects can be considered
to be defects which contain only the same chemical species as the host material, and
form the subject of this chapter. More general defects will be considered in chapter
8.
A study of defects in semiconductors is valuable as many different types of chem-
ical bonding can be present in a defect, and a comparison of the energies of different
defects often involves a balance between strain energy (small changes in length for
large numbers of bonds) and the energies of broken bonds. As such this could be
considered as a quite demanding test of the filtration method, to investigate the accu-
racy to which such changes can be replicated using 4 functions per atom. The main
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goal of the modelling performed here is to compare filtered with unfiltered calcula-
tions, to estimate the impact of the filtered basis sets on the accuracy of calculation
to calculate the formation, binding and relative energies for the native defects, for
example, the single self-interstitial (I1), di-interstitial(I
NN
2 ), tri-interstitial (O3) and
the tetra-interstitial (I4). A examining of these structures will give a good test of the
filtration method.
7.2 Self-interstitial defects and their aggregates in
diamond
As an example testing the accuracy of the filtration method when applied to a real ma-
terials problem, a number of native defects composed of aggregates of self-interstitials
in diamond will be considered. These calculations have previously been performed
using conventional AIMPRO calculations [137], and here the results produced using
filtered basis sets will be compared to this previous work.
7.2.1 The single interstitial in diamond I
〈001〉
1
This defect is the lowest energy structure for a single carbon interstitial atom in
diamond [137]. The structure of this can be visualised by removing a host atom and
replacing it with two atoms, displaced in [100] and [1¯00] directions form the centre of
the vacancy created. As described, this defect hasD2d symmetry, although subsequent
structural relaxations, with reduce this. All runs performed here keep this symmetry
and are performed with spin S=0 [137,138].
7.2.2 Di-interstitial in diamond INN2
Three defects will be considered, each of which contains two interstitial C atoms. All
three have lower energies than two isolated 〈100〉 interstitial defects and this binding
energy will be calculated in this work and used to assess the accuracy of the filtration
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method as compared with a standard AIMPRO calculation. The binding energy can be
found in the following way:
Eb = E(I2) + E[pure]− 2E(I1) (7.1)
where E[I2] is the energy of a unit cell (say 216 atoms) into which one of the I2
defects have been placed; E[I1] is the energy of a unit cell (say 216 atoms) into
which the S=0 I1 (100) defect has been placed and E[pure] is the energy of a 216
atom unit cell containing carbon atoms in the perfect diamond structure. The three
energies differ greatly as they correspond to different numbers of atoms, however the
difference given in equation 7.1 only describes the binding energy of the complex,
associated with the chemical bonding changes as the defect is formed. The effect
of moving from a conventional calculation to a filtered calculation may result in the
energies E[I2],E[I1] and E[pure] changing significantly (by many eV). However, it is
important that the binding energy Eb should be well converged (to less than 0.1 eV)
if the filtration method is considered to be successful.
The R1 defect
This defect can be constructed by inserting two 〈100〉 interstitials on neighbouring
atom sites in diamond. Two bonds form between these as seen in figure 7.1 in which
there are only two three-fold co-ordinated atoms. This results in the combined defect
having two dangling bonds, as compared with four for two isolated 〈100〉 defects. As
such this defect has a lower energy than two isolated 〈100〉 centres.
The Humble defect
This defect can be constructed by inserting two 〈100〉 interstitials on second neighbour
atom sites in diamond. One bond forms between these as seen in figure 7.1 it is seen
from this that there are again only two three-fold co-ordinated atoms. This defect
again has a lower energy than two isolated 〈100〉 centres.
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The π-bonded defect
The π-bonded structure is formed by inserting two C atoms near the centres of two C-
C bonds which are on opposite sides of a hexagon in the diamond structure as shown
in figure 7.1. It has previously been reported that this has a lower energy than either
the R1 or Humble structures [137,138], because a double (π) bond forms between the
interstitial atoms with the result that there are no dangling bonds at all.
7.2.3 Large-interstitial defects in diamond I3 and I4
The binding and formation energies will be calculated in this work and used to assess
the accuracy of the filtration method as compared with a standard AIMPRO calculation.
The binding energy can be found from the formation energy as the difference in the
formation energy of an aggregate In of n interstitials and nEf (I1), as shown in the
following equation:
Eb = nEf(I1)−Ef (In) (7.2)
the formation energy can be calculated as in equation 4.7 in chapter 4.
The I3 defect
The I3 defect can be constructed by inserting three 〈100〉 interstitials on second and
third neighbour atom sites in diamond. One bond forms between these, it is seen from
this that there are again only two three-fold co-ordinated atoms. The structure is in
Ref. [137].
The I4 defect
The structure of the I4 defect has suggested from the I3 tri-interstitial structure. One
further [001] split interstitial has been added to I3 structure, by inserting a further C
atom.
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(a)
(b) (c)
(d) (e)
Figure 7.1: Schematic pictures of models of diamond interstitial models
viewed along a direction close to [110] for (b) R2,(c) R1,(d) Humble, and
(e) π − bonded models. A section of pure diamond is shown for comparison
in (a). 100
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7.2.4 Method of calculation
Our calculations have been performed in the local density approximation (LDA) using
the AIMPRO code. The pseudopotentials are Hartwigsen, Goedecker, and Hutter [51].
The modelling of the interstitial defects is done by inserting the suitable number of
additional carbon atoms in the supercell. By using the conjugate gradient algorithm,
the atoms are moved to their optimal positions. The sampling used in our results was
carried out using a MP(2 2 2) [60] set of k-points in the Brillouin zone. The standard
basis set (ddpp) containing 28 function per atom will be reduced to 4 functions per
atom in the filtered basis set. Each supercell included (216+n) atoms of carbon. The
next section discusses six relevant defects, the (100) interstitial and three complexes
in which two of these defects have aggregated.
7.3 Relative energy
The relative total energies of the interstitial pairs relative to the lowest energy π-
bonded structure have been determined as a function of the basis and functional,
with the results listed in Table 7.1, Rc=∞ is used as shorthand for an unfiltered
calculation.
Table 7.1: Total energies (eV) of Humble and R1 structures relative to the
most stable, π-bonded structure (eV) as defined in the text for the neutral
charge state. The energies are quoted to three decimal places to allow for
comparison.
Defect Rc
6 7 8 ∞
Humble 1.053 1.122 1.103 1.125
R1 2.011 2.101 2.088 2.090
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There is clearly no significant impact upon the relative energies due to the filtra-
tion, with differences typically of the order of 10meV, and less than 1% of the relative
energy values. Indeed the impact of filtration is smaller than that arising from other
factors in the calculation. Our filtered results therefore show the reliability of the
filtration method in this calculation.
7.4 Binding energy
The relative energies found in the previous section can be presented in terms of binding
energies found using equation 7.2. The resulting values are given in table 7.2. It is
seen that the differences between binding energies evaluated with cut-off Rc=8 a.u.
Table 7.2: Binding energies relative to single interstitials (eV) as defined in
the text for the neutral charge state, Rc in a.u.
Defect Eb Rc
6 7 8 ∞
R1(I2) per defect 6.28 6.30 6.28 6.28
per interstitial 3.14 3.15 3.14 3.14
π-bonded per defect 8.30 8.40 8.36 8.36
per interstitial 4.15 4.20 4.18 4.18
Humble(I2) pre defect 7.24 7.28 7.28 7.26
per interstitial 3.62 3.64 3.64 3.63
(I3) per defect 10.10 10.22 10.16 10.16
per interstitial 5.05 5.11 5.08 5.08
(I4) per defect 13.62 13.70 13.66 13.64
per interstitial 6.81 6.85 6.83 6.82
and unfiltered calculations is less than 10 meV and that even a very small cutoff
radius of Rc=6 a.u. introduces errors of only 30 meV per interstitial. Clearly the
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filtered calculations are entirely reliable for this type of calculation. It should be noted
that the unfiltered results in table 7.2 differs very slightly from previous published
work [137]. This is a consequence of smaller cells used in the earlier calculations.
7.5 Formation energy
Finally, we present the energies of the different defects as formation energies relative
to the energy of atoms in bulk diamond. The formation energy of course is a factor
controlling the concentration of the defect in thermal equilibrium and is a slightly
different test of the calculation as the energy of a unit cell containing a defect is being
compared with a bulk unit cell (there is less cancellation of energies between defects
Table 7.3: Formation energies relative to bulk diamond (eV) as defined in the
text for interstitial defects in the neutral charge state, Rc in a.u.
Defect Ef Rc
6 7 8 ∞
R2(I1) per interstitial 12.23 12.17 12.16 12.15
R1(I2) per defect 18.18 18.04 18.04 18.01
per interstitial 9.09 9.02 9.02 9.00
π-bonded per defect 16.17 15.94 15.95 15.92
per interstitial 8.08 7.97 7.97 7.96
Humble (I2) per defect 17.22 17.06 17.05 17.03
per interstitial 8.61 8.53 8.52 8.51
(I3) per defect 21.53 21.17 21.22 21.18
per interstitial 7.17 7.06 7.07 7.06
(I4) per defect 21.65 21.28 21.30 21.26
per interstitial 5.41 5.32 5.32 5.31
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containing dangling bonds as there is in binding energies). The resulting formation
energies are given in table 7.3. It is seen that the maximum difference in formation
energy calculated with cut-off radius Rc=8 a.u. is 20 meV per interstitial (in values
which are typically 7 eV), an error which is very small on the scale of charges that
may be expected to occur if other ingredients of the calculations were changed (for
example, the difference between the LDA formation energy and diffusion Monte-Carlo
calculated value for a vacancy in diamond is 1 eV). There is again an insensitivity to
the variation of cut-off radius - the results with Rc=6 a.u. are noticeably inferior, with
errors being of order 100 meV per interstitial, but this is still small in comparison to
the quantity being considered. In conclusion, these results suggest that total energies
of defects obtained using the filtration approach are of sufficient quality to replace
standard calculations containing nearly 10 times as many basis functions.
7.6 Band structure
We now turn our calculation to the band structure of the supercells containing the
interstitial defects discussed above. The band structure was calculated in the vicinity
of the band gap along high-symmetry directions. The values of the valence band
maximum (VBM), the defect band (DB) and the conduction band minimum (CBM)
are given in tables 7.4, 7.5 and 7.6 for the six defects considered previously.
Figures 7.2 and 7.3 give a graphical representation of a large energy range of the
band structures. These figures show that the KS energies are visually unchanged by
filtration, from the tables, we can see that the maximum difference in all band cases
between Rc=10 a.u and Rc=∞ is around 0.03 eV. Throughout these results, we found
that the positions of the Kohn-Sham levels was only very slightly changed in all defect
cases, and both techniques, filtered and unfiltered have given very similar results, this
seems clear through the matching of the bands lines, as shown in the figures 7.2 and
7.3. The computational findings in this study have provided a new confirmation on
the accuracy of the filtration method.
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Table 7.4: Band structure energies in eV at four high symmetry k-points Γ,
X, M, and R for the R2 and R1 centres in diamond, LDA functional as a
function of (Rc in a.u). The energies are given for the highest valence band
state (VB), the defect bands (DB) and the lowest an occupied state (CB).
Structure K-points level Rc
6 8 10 ∞
VB 0.000 0.000 0.000 0.000
Γ DB 1.972 1.972 1.955 1.942
DB 1.972 1.972 1.955 1.942
CB 4.172 4.173 4.149 4.133
VB -0.512 -0.514 -0.512 -0.515
R2 X DB 2.065 2.064 2.048 2.036
DB 2.065 2.064 2.058 2.036
CB 4.210 4.213 4.196 4.182
VB -0.276 -0.279 -0.287 -0.279
M DB 2.014 2.014 1.997 1.985
DB 2.068 2.068 2.053 2.040
CB 5.168 5.168 5.156 5.136
VB -0.949 -0.953 -0.955 -0.956
R DB 2.021 2.020 2.005 1.992
DB 2.021 2.020 2.005 1.992
CB 5.136 5.128 5.115 5.096
VB 0.000 0.000 0.000 0.000
Γ DB 1.505 1.509 1.492 1.480
DB 1.969 1.973 1.954 1.940
CB 4.122 4.122 4.100 4.083
VB -0.419 -0.419 -0.419 -0.421
R1 X DB 1.622 1.627 1.611 1.600
DB 2.022 2.025 2.007 1.993
CB 4.154 4.156 4.140 4.126
VB -0.246 -0.248 -0.248 -0.249
M DB 1.602 1.607 1.591 1.581
DB 1.996 1.999 1.979 1.966
CB 5.086 5.086 5.072 5.055
VB -0.774 -0.772 -0.776 -0.786
R DB 1.585 1.589 1.574 1.563
DB 1.970 1.973 1.954 1.940
CB 5.065 5.087 5.045 5.026
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Table 7.5: Band structure energies in eV at four high symmetry k-points Γ, X,
M, and R for the π-bonded and Humble centres in diamond, LDA functional
as a function of (Rc in a.u). The energies are given for the highest valence
band state (VB), the defect bands (DB) and the lowest an occupied state
(CB).
Structure K-points level Rc
6 8 10 ∞
VB 0.000 0.000 0.000 0.000
Γ DB .0394 0.411 0.399 0.392
CB 4.163 4.163 4.140 4.124
VB -0.506 -0.508 -0.5081 -0.509
π-bonded X DB 0.451 0.468 0.456 0.449
CB 4.261 4.262 4.246 4.232
VB -0.238 -0.242 -0.242 -0.242
M DB 0.463 0.479 0.468 0.462
CB 4.479 4.476 4.464 4.443
VB -0.837 -0.838 -0.841 -0.842
R DB 0.424 0.440 0.429 0.422
CB 4.353 4.348 4.336 4.315
VB 0.000 0.000 0.000 0.000
Γ DB 1.554 1.558 1.543 1.531
DB 2.499 2.492 2.474 2.461
CB 4.014 4.016 3.994 3.977
VB -0.535 -0.534 -0.536 -0.538
Humble X DB 1.596 1.601 1.586 1.574
DB 2.547 2.538 2.522 2.508
CB 4.342 4.344 4.323 4.307
VB -0.261 -0.263 -0.264 -0.264
M DB 1.616 1.620 1.605 1.594
DB 2.584 2.575 2.561 2.548
CB 4.886 4.887 4.869 4.852
VB -0.848 -0.843 -0.849 -0.851
R DB 1.596 1.600 1.585 1.574
DB 2.565 2.555 2.541 2.528
CB 4.789 4.785 4.777 4.748
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Table 7.6: Band structure energies in eV at four high symmetry k-points
Γ, X, M, and R for the I3 and I4 defects in diamond, LDA functional as a
function of (Rc in a.u). The energies are given for the highest valence band
state (VB), the defect bands (DB) and the lowest an occupied state (CB).
Structure K-points level Rc
6 8 10 ∞
VB 0.000 0.000 0.000 0.000
Γ DB 0.266 0.266 0.266 0.266
CB 4.137 4.139 4.107 4.099
VB -0.442 -0.443 -0.445 -0.447
I3 X DB -0.143 -0.145 -0.144 -0.147
CB 4.133 4.133 4.117 4.101
VB -0.127 -0.130 -0.131 -0.132
M DB -0.002 -0.004 -0.005 -0.006
CB 4.770 4.766 4.751 4.732
VB -0.730 -0.733 -0.736 -0.738
R DB -0.609 -0.611 -0.608 -0.616
CB 4.662 4.655 4.644 4.620
VB 0.000 0.000 0.000 0.000
Γ DB 0.344 0.344 0.344 0.343
CB 4.088 4.091 4.070 4.052
VB -0.447 -0.448 -0.450 -0.452
I4 X DB 0.006 0.014 0.007 0.006
CB 4.601 4.601 4.582 4.566
VB -0.255 -0.258 -0.258 -0.258
M DB -0.058 -0.048 -0.056 -0.057
CB 4.675 4.678 4.663 4.642
VB -0.584 -0.583 -0.587 -0.589
R DB -0.354 -0.340 -0.351 -0.352
CB 4.641 4.638 4.622 4.604
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Figure 7.2: Band structures for 216 atom supercells containing the (a) R2,
(b)R1, (c) π-bonded. Blue and red crosses indicate filled and empty bands
respectively calculated by standard Aimpro method, while black lines indi-
cate the comparable bands computed by the filtration method (Rc=8 a.u).
Quantitative values are given in tables 7.4 and 7.5 for R1, R2, and π-bonded
centres.
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Figure 7.3: Band structures for 216 atom supercells containing the (d) Hum-
ble, (e) I3 defect, and (f) I4 defect. Blue and red crosses indicate filled and
empty bands respectively calculated by standard Aimpro method, while black
lines indicate the comparable bands computed by the filtration method (Rc=8
a.u). Quantitative values are given in tables 7.5 and 7.6 for Humble, I3, and
I4 defects.
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7.7 Conclusion
The results presented in this chapter show that filtered basis calculation employing
just 4 basis functions per atom are able to reproduce the conventional calculations
of the relative energies between a number of interstitial defect complexes to within
10 meV or so. This is true for binding energies and formation energies. This shows
that the previously reported conclusions given for defects in silicon [33] are also valid
in diamond. The ability to calculate accurate formation energies is clearly vital for
filtration to be used as a mainstream technique, and these results show that the
delicate balances between the strain energy and the energy of dangling bonds that
gives rise to the varying stabilities of these defect centres is reproduced to a very good
degree in these calculations. Results given in this chapter also show for the first time
that the band structures are reproduced to within 10-30 meV for appropriate and
convenient choices of cut-off radius, at least for the important states in the valence
band and near the band gap.
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Chapter 8
Impurities in diamond
8.1 Introduction
A common type of defect in solids is the point defect. These defects can be native
defects as considered in the previous chapter or extrinsic defects which involve atoms
of another chemical species. An understanding of these is important technologically
as they can be introduced deliberately (for example as dopants) or unintentionally
during growth or processing. They are also present naturally, for example nitrogen
in diamond. In this chapter, we will look at a number of these defects in diamond
using them as a basis for assessing the accuracy of the basis set filtration approach.
Many theoretical, computational modelling and experimental researches have focused
on the common impurities in diamond such as nitrogen, boron and hydrogen [139].
However, the classification of diamonds is based on to the number and structure of
the nitrogen impurities in diamond. This classification will be presented in the next
section.
8.2 Classification of diamond
The impurities in natural diamond play a significant role in the classification of dia-
mond as they play the main role in determining the colour of diamond. Nitrogen is
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by far the most common impurity in diamond, therefore, the primary classification of
diamond is relative to its nitrogen contact.
Type I diamond contains significant quantities of nitrogen. Type I diamond has
been further divided into two types “Ia and Ib ”, which depends on the nature of the
nitrogen atoms in the material whether are isolated or combined.
Type (Ia)
Most natural diamonds are of type Ia and can contain up to 3000 ppm of nitro-
gen [140]. Type Ia diamond is further divided into type IaA in which the N atoms
are predominantly incorporated as defects known as A centres which contain two sub-
stitutional N atoms on adjacent suites and type IaB diamonds in which 4 N atoms
occupy substitutional sites which surround a vacancy, a defect known as the B centre.
Type (Ib)
This type of diamond contains isolated nitrogen atoms which are known as C centres
or in EPR experiments these are known as P1 centres, the appearance of this type
in natural diamond is less than 0.1%, but is more common in a synthetic diamond.
Diamonds in this class possess a slight yellow colour. The material of the type Ib can
be changed to type Ia, if subjected to a high temperature and pressure.
The second type of diamond (II) has been labelled into two types “IIa and IIb”,
Type (IIa)
The percentage of concentration nitrogen in natural type (IIa) diamonds is less than
1-2 ppm [141] and is undetectable by optical spectroscopy, particularly in the single
phonon region. These diamonds are therefore colourless.
Type (IIb)
This type of diamond contains B atoms, which give it a blue colour. This type of im-
purity could produce p-type semiconductors, and appears rarely in natural diamond.
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(a) (b)
(c)
(d)
Figure 8.1: Schematic diagram showing the geometry of (a) the Ns (P1),
(b) the N2s (c) the Ni and (d) the N2i (H1a) centres. Substitutional and
interstitial nitrogen atoms are showing a blue colour, with the three-and
four-fold coordinated carbon atoms being gray, respectively. Horizontal and
vertical directions are approximately [110] and [001], respectively.
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8.3 Computational Method
All the calculations are performed using the local-spin-density functional theory im-
plemented in the AIMPRO [12, 16] ab initio modelling package, using two modelling
techniques. Exchange-correlation is addressed using the generalized gradient approx-
imation (GGA) [105] as developed by Perdew, Burke and Ernzehof. We use a k-point
sampling grid 2 × 2 × 2 [60]. With a cutoff of 350 Ry, the charge density is Fourier
transformed and plane waves used to determine the Hartree potential. Two types of
pseudo-wave-functions basis have been used to address the system, the first type is
a filtered basis function which consists of an admixture of sets of Gaussian orbitals
centered at each atomic site, with total of 4 filtered functions on each atom [33,104].
The second type is an unfiltered independent basis set which contains s, p and d Gaus-
sian orbitals [52], with a total of 28 functions centred on each atom, with two sets of
d functions added to allow for polarization. The elimination of the core electrons is
achieved using norm-conserving pseudopotentials [51]. Unless otherwise stated struc-
tures have been optimised by relaxing all atoms in supercells comprised from 64 or 216
host sites (simple-cubic lattice with lattice vectors of length 2a0 or 3a0). By using the
conjugate gradient algorithm, the atoms are moved to their optimal positions until
the total energy changes by less than 10−4 a.u, and the atoms must be relaxed until
the forces between them have converged. The lattice constant and bulk modulus of
bulk diamond are as shown in chapter 5. The calculations of the direct and indirect
band gaps are in agreement with the previous calculated plane-wave values [142]. The
local vibration modes [143] have been computed by finding the second derivatives of
the total energy with regard to the atoms position from the equilibrium sites, followed
by the construction of the dynamical matrix which is then diagonalised. The elec-
trical levels [144] for the P1 centre have been examined using the formation energy
method (FEM), and is discussed fully in Ref [145] and chapter 4, (0/+) and (-/0)
levels represent the donor and acceptor levels, respectively. The electrical level of the
defect is represented by the electron chemical potential, at which the two charged
states concerned have the same formation energy. The following definition has been
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used to address the formation energy of the neutral system (X),
Ef(X) = E(X)−
atom∑
i
µi (8.1)
where E(X) is the total energy of a unit cell containing the defect (X) and µi are the
chemical potentials of the atomic species present. The energy of a state (0/+) or (-/0)
is the Fermi energy at which the two charge states have the same total energy. The
ionisation energy has been calculated relative to the valence band maximum energy
of the diamond (VBM) is given by,
ε = E0tot −E+tot − EV BM (8.2)
where E0,+tot (X) is the total energy.
To confirm the accuracy of the computational technique (filtration method) the
optical properties, such as the hyperfine interaction of some impurities in diamond
configurations have been tested. Hyperfine-interactions are modelled as outlined pre-
viously [48]. The wave functions are expanded in atom centred Gaussian unfiltered
basis functions with 28 functions for C, 40 functions for each N, Si, and S, and 16
functions for H atoms respectively. They are also are expanded by using filtered basis
functions with 4 functions for each atom.
8.4 Nitrogen containing defects
As previously explained, there are a number of well-known nitrogen-containing defects
in diamond, and in this section we first assess the filtration algorithm in relation to
these. A selection of these is illustrated in figure 8.1. First the isolated substitutional
nitrogen atom Ns, referred to as the P1 centre or C centre is modelled by replacing
a single C atom by a N atom. In this case, it is well known that one of the four
NC bonds breaks, giving a defect of C3v symmetry. The A centre consists of two
adjacent substitutional N atoms (referred to as N2s in this section). In this case the
NN distance lengthens as shown in figure 8.1, this time giving a defect of symmetry
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D3d. A possible structure of interstitial nitrogen denoted Ni is created in a unit cell
by replacing one of the 2 C atoms in an R2 centre (previous chapter) with a N atom
(symmetry C2v). Finally, the H1a centre contains two N atoms, and is created by
replacing both C atoms in an R2 centre with N. Here this defect is referred to as N2i
(symmetry D2d).
8.4.1 The local vibrational modes
To test the accuracy of our calculations, which have been carried out using the fil-
tration algorithm technique within the AIMPRO code, we first calculated the frequency
of atomic vibrations ω (cm−1) of the substitutional P1 and H1a centres in the neu-
tral charge state [72, 73]. The models for the neutral state of these defects have C3v
and D2d symmetry, respectively. Our results have been obtained performed by using
supercells containing 63-host carbon atoms, the resulting highest frequency modes
are shown in table 8.1. The structures have been relaxed twice, once with the full
unfiltered basis (28 functions per atom) and once with the filtered basis (4 functions
per atom). It is seen that the percentage change in result incurred by filtration, even
with a filtration radius of 6 a.u are just 0.26%, reducing to 0.049% with a cutoff
radius of 10 a.u. This is much smaller than the percentage difference between the-
ory and experiment (typically about 1%) showing that the filtration process has not
had a significant impact upon the accuracy of calculations. All phonon frequencies
for all supercells are underestimated compared with the measured value by 1-3%, a
consequence of the GGA being used.
8.4.2 Binding energy
We have checked the accuracy of the binding energies of defects using the two different
basis sets described 8.3. First, the binding energy of N2i was found relative to the
isolated N atom, Ns, and a nitrogen interstitial, Ni:
Ns +Ni → N2i (8.3)
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Table 8.1: A comparison between the high frequency vibrational modes ω in
cm−1 calculated in filtered and unfiltered basis set calculations, (Rc is in a.u).
Defect Rc
6 8 10 ∞ Exp
P1 1319.97 1320.13 1318.25 1317.60 1344
H1a 1830.96 1822.27 1818.40 1811.05 -
1438.39 1440.32 1436.20 1433.24 1450
1438.39 1440.32 1436.20 1433.24 1450
Abs-errors (cm−1)
P1(Filt vs Unfilt) 2.37 2.53 0.65 - -
P1(Theory vs Exp) 24.03 23.87 25.75 26.4 -
H1a(Filt vs Unfilt) 5.15 7.08 2.96 - -
H1a(Theory vs Exp) 11.61 9.68 13.80 16.76 -
Per-errors
P1(Filt vs Unfilt) 0.26% 0.19% 0.049% - -
P1(Theory vs Exp) 1.78% 1.77% 1.91% 1.96% -
H1a(Filt vs Unfilt) 0.36% 0.49% 0.21% - -
H1a(Theory vs Exp) 0.80% 0.66% 1.13% 1.15% -
which is found using according to the equation
Eb = E[N2i] + E[pure]− E[Ns]−E[Ni] (8.4)
where E[X] is the total energy of a unit cell containing defect X, and E[pure] is the
energy of a unit cell without a defect present. A second reaction was also considered:
Ci +N2s → N2i (8.5)
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Table 8.2: The table compares the binding energies of N2i found according
to equations 8.4 and 8.6 in the text. They have been calculated using two
techniques, using a filtered basis (Rc=6, 8, and 10 a.u), and an unfiltered
basis (Rc=∞).
Defect Rc
6 8 10 ∞
Equation 8.4 5.096 5.116 5.113 5.105
Equation 8.6 7.105 7.167 7.118 7.100
in which the binding energy of N2i is found relative to an A center, N2s, and an R2
centre according to
Eb = E[N2i] + E[pure]−E[R2]− E[N2s] (8.6)
These binding energies are shown in table 8.2. The results show that there is
no significant impact on the values caused by filtration, the differences between the
binding energies shift by only 0.01 eV or so relative to Rc=∞ indicating a satisfactory
performance of the filtration algorithm.
8.4.3 Electronic structure
As a different test of the filtration method, we calculated the ionisation energies of
the single substitutional Ns donor. It is known experimentally that the donor level of
this defect is at Ec-1.7 eV [146]. Table 8.3 shows both filtered (Rc=6, 8, and 10 a.u)
and unfiltered (Rc=∞) results, which are very close to each other. Figure 8.2 presents
the variation of the formation energy as a function of the electron chemical potential.
This plot allows estimation of the energy levels given in table 8.3. The difference
between filtered and unfiltered calculations at Rc=6 a.u and Rc=∞ is 0.07 eV and
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Figure 8.2: Plot of formation energy Ef vs. electron chemical potential µe
for the N defect in diamond. The energy is calculated using the 64 atom
supercell: Rc=6 (∗), Rc=8(),Rc=10(x), Rc=∞ (+).
between Rc=10 a.u and Rc= ∞ less than 0.01 eV. For comparison, the difference
with the experimental result is 0.27 eV for the (0/+) level. The results in table 8.3
therefore show that, the computational filtered basis set has given a good agreement
with the standard and the experimental calculations.
8.4.4 Band structure
Turning now to the Kohn-Sham band structure, we present results for the P1 and H1a
centres in diamond in the vicinity of the band gap along high-symmetry directions
119
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Table 8.3: The table compares the ionization energies of the substitutional
nitrogen donor, which have been found using two techniques, (Rc in a.u).
Defect Rc
6 8 10 ∞
E(0/+)(eV ) Ev+2.78 Ev+2.76 Ev+2.75 Ev+2.76
E(−/0)(eV ) Ev+4.08 Ev+4.05 Ev+4.04 Ev+4.01
Abs-errors
Filt vs Unfilt(E(0/+)) 0.02 0.00 0.01 -
Filt vs Unfilt(E(−/0)) 0.07 0.04 0.03 -
Per-errors
Filt vs Unfilt(E(0/+)) 0.72% 0.00% 0.36% -
Filt vs Unfilt(E(−/0)) 1.74% 0.99% 0.74% -
in figure 8.3. These are obtained from cells of 215 carbon atoms. Throughout these
results, we found that, the filtration modelling technique has kept the accuracy of
the calculation of the band structure largely unaffected over the valence band and for
some way into the CB. The maximum errors in Kohn-Sham band structure energies
for the P1 centre are 0.052 eV (Rc=6 a.u), 0.021 eV (Rc=8 a.u) and 0.011 eV (Rc=10
a.u). For the H1a centre the values show a similar pattern: Rc=6 a.u is 0.099 eV,
Rc=8 a.u is 0.038 eV and Rc=10 a.u is 0.016 eV. We can compare the positions of the
defect-related levels throughout the graphs in the figures above, we can note that there
is no significant change in the defect level positions. Tables 8.4 and 8.5 confirm the
principle of the filtration idea and this stresses that the performance of the filtration
method is good and works well and is again reliable for the calculation of electronic
structure.
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Figure 8.3: Calculated electronic band structure of (a) P1 and (b)H1a centres
in diamond, using (Rc=∞ and Rc=8 a.u). The red and green circles show
the occupied and unoccupied unfiltered bands (KS levels), and the black
lines show the occupied and unoccupied filtered bands (Kohn-Sham levels),
respectively.
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Table 8.4: Band structure energies in eV at four k-points Γ, X, M, and R for
the P1 centre in diamond, the GGA functional as a function of (Rc in a.u).
VB is the valence band, DB is the defect band, and CB is the conduction
band.
K-points level Rc
6 8 10 ∞
VB 0.000 0.000 0.000 0.000
Γ DB 1.296 1.290 1.287 1.286
DB 2.675 2.650 2.641 2.634
CB 4.150 4.119 4.106 4.098
VB -1.149 -1.148 -1.147 -1.147
X DB 1.670 1.666 1.664 1.663
DB 3.048 3.027 3.020 3.013
CB 3.893 3.880 3.876 3.865
VB -0.683 -0.683 -0.682 -0.682
M DB 1.777 1.774 1.773 1.773
DB 3.278 3.257 3.251 3.244
CB 5.266 5.258 5.246 5.237
VB -1.049 -1.048 -1.044 -1.043
R DB 1.589 1.582 1.583 1.582
DB 3.087 3.062 3.057 3.051
CB 5.224 5.199 5.194 5.189
8.5 Donor Levels for Substitutional Pnictogen Im-
purities
Experimental studies have found that phosphorus in diamond has donor level at Ec-
0.6 eV. This is deep in comparison with similar defects in silicon and there has been
122
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Table 8.5: Band structure energies in eV at four k-points Γ, X, M, and R for
the H1a centre in diamond, the GGA functional as a function of (Rc in a.u).
VB is the valence band, DB is the defect band, and CB is the conduction
band
K-points level Rc
6 8 10 ∞
VB 0.000 0.000 0.000 0.000
Γ DB 0.139 0.173 0.187 0.197
CB 4.093 4.071 4.062 4.056
VB -1.333 -1.333 -1.335 -1.334
X DB -0.109 -0.053 -0.031 -0.016
DB 0.360 0.421 0.444 0.460
CB 4.313 4.301 4.300 4.290
VB -0.869 -0.869 -0.869 -0.869
M DB 0.361 0.421 0.443 0.459
CB 4.872 4.871 4.867 4.862
VB -1.475 -1.479 -1.480 -1.481
R DB 0.087 0.146 0.169 0.184
CB 5.099 5.085 5.086 5.083
interested in attempting to discover a shallower impurity. Computational studies
[52,147–150] suggest that other group-5 impurities show as Arsenic (As) or Antimony
(Sb), should give rise to shallower dopant levels. These atoms have a large volume
relative to a carbon atom and this creates a compression of the surrounding diamond,
giving an elastic strain energy. Previously published work has typically used 216 atom
cells [148], although some larger simulations were reported in [151]. There is therefore
123
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Table 8.6: The table compares the electrical levels (eV) for various centers in
diamond from unfiltered, compared to those calculated using the formation-
energy (FEM) and first principal marker methods (FPMM) of the substitu-
tional phosphor Ec-0.6 eV [6], arsenic and antimony donor levels, which have
been found using two techniques, (Rc in a.u).
Energy Defect Rc
State 6 8 10 ∞
FEM
E(0/+) Ps Ev+4.249 Ev+4.218 Ev+4.173 Ev+4.132
E(0/+) Ass Ev+4.378 Ev+4.351 Ev+4.350 Ev+4.320
E(0/+) Sbs Ev+4.404 Ev+4.443 Ev+4.415 Ev+4.382
FPMM
E(0/+) Ass Ec-0.469 Ec-0.467 Ec-0.422 Ec-0.410
E(0/+) Sbs Ec-0.386 Ec-0.325 Ec-0.358 Ec-0.349
Abs-errors
Filt vs Unfilt(E(0/+)) Ps 0.117 0.086 0.041 –
Filt vs Unfilt(E(0/+)) Ass 0.058 0.031 0.030 –
Filt vs Unfilt(E(0/+)) Sbs 0.022 0.061 0.033 –
Abs-errors
Filt vs Unfilt(E(0/+)) Ass 0.059 0.057 0.012 –
Filt vs Unfilt(E(0/+)) Sbs 0.037 0.024 0.009 –
a question as to whether larger unit cells could render the donor level shallower or
deeper. This is a suitable problem for the filtration technique. Our results have
studied substitutional defects PS, AsS and SbS in the tetrahedral (Td) structure in
the neutral (S=1
2
) and positive (S=0) charge states. The total energies have been
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Table 8.7: The table compares the electrical levels (eV) for various centers in
diamond from unfiltered, compared to those calculated using the formation-
energy and principal marker methods of the substitutional arsenic and an-
timony donor levels, which have been found using two techniques, (Rc in
a.u).
Energy Defect Cell size
State 512 1000 1728
E(0/+) Ass Ec-0.495 Ec-0.507 Ec-0.511
E(0/+) Sbs Ec-0.439 Ec-0.465 Ec- 0.478
optimised with MP 23 sampling. The LDA approximation has been used to treat the
exchange correlation interactions. Filtration enables the supercell cell type size to be
significantly increased (i.e, 216, 512, 1000, and 1728 atoms). First, however, 216 atom
cells were used to validate the filtration technique.
We calculated the donor levels of the single substitutional for As and Sb in 216-
atom supercells, by using the formation energy method (FEM) as indicated in section
4.5, which naturally calculates levels relative to the valence band maximum(Ev+ donor
level), and the first principles marker method (FRMM) as indicated in section 4.6,
which calculates levels relative to another similar impurity using experimental values
for this Marker defect naturally leads to an answer given relative to the conduction
band minimum(Ec-donor level). The phosphorus donor level which has a well known
value (Ec-0.6 eV was used as the marker. From table 8.6 and by comparing the
filtration results for Rc= 6, 8 and 10 a.u with the standard results for Rc = ∞, we
can note that the mean differences for the As and Sb impurities inserted in to a 216
diamond atom are 0.040 eV and 0.042 eV, and for Sb are 0.038 eV and 0.023 eV, for
the FEM and FPMM methods, respectively. The differences have been estimated by
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taking the difference between filtered and unfiltered calculations, as shown in table
8.6.
Table 8.8: The table compares filtered and unfiltered timing required to cal-
culate the total energy of three defects when using the LDA functional. Tfilt.
/ Tunfilt. represents the percentage of the running time per an iteration.
Defect Charge Tfilt. / Tunfilt.
State 216 512 1000
Ps Neutral 56.33% 26.15% 9.24%
Positive 50.49% 30.76% 8.75%
Ass Neutral 58.77% 26.72% 8.29%
Positive 52.57% 26.14% 9.54%
Sbs Neutral 53.17% 32.10% 6.95%
Positive 52.88% 27.35% 8.58%
Our aim in this section is to examine the effect of the cell size on dopant level. It
is seen from table 8.7 that, as cell size increases, levels become slightly deeper, but
that the ordering P:As:Sb is unchanged.
Table 8.8 lists timings for the calculations, which show the results may be obtained
significantly more efficiently using the filtration approach, with a typical speed up of
a factor of four for 512 atoms and 10 from 1000 atoms. It should be remembered
that this is seen in what is a very small run (with 216, 512, and 1000 atoms) and it is
encouraging that even for these small systems some speed improvement is seen. For
larger systems a much bigger speed up would be expected.
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8.6 Decorated Ni:vacancy centers
As another test of filtration, we turn to a more complex defect, the nickel split vacancy
decorated by two nitrogen atoms. This is of interest as this defect includes a transition
metal atom, possibly a more challenging test of filtration. All runs in this section
were performed by creating the defect in a 216 atom cubic cell of diamond, using a
23 Monkhorst-Pack sampling grid and with all other parameters being unaltered from
the above runs.
Table 8.9: Spin polarisation energy (in eV) of Ni:V structure and energy dif-
ferences (in eV) between three N-decorated structures (energies given relative
to that of the C1h structure which has the lowest energy). The energies are
quoted to three decimal places to allow for comparison.
Defect symmetry Rc
point 6 8 10 ∞
Ni-V D3d 0.187 0.174 0.184 0.176
Ni-V-2N C2 0.134 0.176 0.167 0.174
C2h 0.310 0.600 0.613 0.623
Abs-errors
Filt vs Unfilt D3d 0.011 0.002 0.008 -
Filt vs Unfilt C2 0.040 0.002 0.007 -
C2h 0.313 0.023 0.010 -
In these tests, C and N atoms were treated using 4 filtered functions; Ni was
treated using 9 filtered functions. The GGA approximation was used to treat the
exchange correlation interactions.
Initially a nickel-vacancy defect was considered in a split-vacancy structure, which
can be created by placing the Ni atom at the centre of a bond between two C atoms
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(a) (b)
(c) (d)
Figure 8.4: Schematic diagram showing the geometry of (a) the (Ni-V) ,
(b, c, and d) the (Ni-V-2N) three different sites for two nitrogen atoms.
Substitutional one nickel atom and two nitrogen atoms are showing a light
grey and blue colours, respectively. Horizontal and vertical directions are
approximately [110] and [001], respectively.
which are then removed leaving a defect of D3d symmetry. The electronic structure
for this defect has a partially occupied one-electron state of eu symmetry containing
two electrons. It may be expected to have a spin S=1 ground state. In order to look
at the accuracy of the filtration energy, the energy difference between the S=0 (spin
averaged) and S=1 (spin polarised) fillings was considered.
This defect is often seen decorated by nitrogen atoms. Three structures containing
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two N atoms were considered, as shown in figures 8.4. These have C1h, C2 and C2h
symmetry. The energy differences between these are not too great, and the calculation
of these differences was chosen to be used as a further test for the accuracy of filtration.
It is seen that the calculated energy differences are affected by filtration by a small
amount of order 10 meV, comparable to findings in Table 8.9 with Rc=10 a.u and
Rc=∞, quite comparable to similar calculations elsewhere in this thesis.
8.7 Calculation of Hyperfine Tensors
8.7.1 Impurity details
In this section, we present a test of the accuracy of the filtration method when calcu-
lating hyperfine tensors. For a defect to show a hyperfine coupling it must clearly have
an unpaired electron and must involve a nucleus with a net spin. Defects involving
N or C are therefore suitable choice in diamond. The following defects were therefore
chosen to test the accuracy of filtered hyperfine calculations:
1. The P1(N0s) centre is a substitutional nitrogen atom in diamond, has C3v sym-
metry in the neutral configuration, and has a single unpaired electron. This
thus a good choice as a test as much experimental data is available.
2. The W24 (N1N)+ [152], EPR centre in diamond has been shown to have a
positive charge state, and is a trigonal defect which D3d symmetry, and spin
S = 1
2
.
3. The N1 centre (N2N)+ relaxes to a trigonal structure with C1h symmetry [153,
154]. It has a positive charge state, and S = 1
2
configuration.
4. The most stable structure found for N4 (N5N)+ has C2h symmetry [155, 156],
the structure has S = 1
2
and positive charge.
5. The KUL1 (Si− V)0 (S = 1) complex is transforming under the D3d point
group, and in the neutral charge state possesses two unpaired electrons, and the
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KUL3 EPR centre has been assigned to (Si− H− V)0, due to the overall C1h
symmetry of the defect [157].
6. The W31 EPR (Ss − V)− centre in diamond has been relaxed to negative charge
state, and to a trigonal defect (D3d) symmetry, with S =
1
2
, which makes six
bonds with six neighbours carbon atoms.
7. The substitutional site for sulphur S atom has trigonal C3v symmetry, we have
tested the hyperfine tensors, with positive charge state, and with S = 1
2
config-
uration [158].
8. Bond-centre H [159–161] relaxes to a trigonal D3d symmetry, the hyperfine ten-
sors examined, with neutral charge state, and with S = 1
2
configuration.
The defects all have well characterised hyperfine spectra and have previously been
studied with the AIMPRO code.
8.7.2 Results
First-principle density functional calculations of the hyperfine interaction were made
using the filtration method and compared with unfiltered (traditional) calculations
and with experiment. The filtered calculations have been done in two ways, the first
keeping 4 filtered functions per atom (table 8.10) and the second keeping 9 filtered
functions per atom (table 8.11). These tables show the principle values of the hyperfine
tensor and also the experimentally measured values. A summary showing the mean
and maximum errors is given in table 8.12.
It should first be noted that the hyperfine interactions calculated using the GGA
functional differ from the experimental value by an average of 9% (a typical expecta-
tion). Any comparison of the accuracy achieved by filtration should be made in the
light of this underpinning uncertainty related to the approximations that are made in
the GGA. It is seen in table 8.12 that with a cut-off radius of Rc= 8 a.u the mean error
in the value of hyperfine tensor calculated with 4 filtered basis functions is less than
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1% with this being smaller again if either Rc is increased or more filtered functions are
retained. These results also show the improvement obtained by keeping 9 functions
per atom, a noticeable improvement, but not dramatically so. Clearly, for large unit
cells, it would be better to increase Rc to aim for better accuracy, thereby enabling
a lower filtration temperature and hence ensuring 4 functions are sufficient. This is
to ensure that the time–dominant step for large runs (the O(N3) diagonalisation) is
being optimised. For smaller cells, it may be more efficient to keep 9 functions, run-
ning with lower Rc and higher temperature, although this approach has not been used
elsewhere in this thesis.
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(a) (b)
(c) (d)
(e)
Figure 8.5: Schematic showing (a) Pure, (b) the P1, (c) N1N, (d) N2N, and
(e) N5N structures and the directions of the three components of the hyperfine
interactions at N atoms and a neighbouring C sites.
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(a) (b)
(c) (d)
(e)
Figure 8.6: Schematic showing (a) the Si-H-V, (b) Si-V, (c) Ss, (d) W31, and
(e) Bond-centre H structures and the directions of the three components of
the hyperfine interactions at N atoms and a neighbouring C sites.
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Table 8.10: Calculated hyperfine tensors (MHz) for N0s , N1N, N2N, N5N, Si-V, Si-H-V, Ss, S-V, and Bond-centre H, for
the sites identified in figures 8.5 and 8.6. The defect crystallographic orientation has been chosen to facilitate comparison
with experimental values [7–11], (Rc is in a.u). The filtration results have been treated using 4 filtered functions.
Site Rc=6 Rc=8 Rc=10 Rc=∞ Exp
A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3
N0s 105.10 70.38 70.38 106.33 70.49 70.49 106.88 70.65 70.65 107.81 71.12 71.12 114.03 81.31 81.31
N1N 153.46 73.24 73.24 153.89 73.04 73.04 154.51 73.18 73.18 155.13 73.41 73.41 155.26 81.51 81.51
N2N 120.15 78.19 78.19 121.86 78.43 78.43 122.47 78.56 78.56 123.63 79.15 79.16 126.36 89.20 89.20
N5N 120.11 77.33 77.33 121.03 77.31 77.31 121.88 77.53 77.53 122.88 78.09 77.98 117.95 84.48 84.48
Si-V 78.14 81.69 81.69 78.37 82.28 82.28 78.67 82.55 82.55 78.59 82.49 82.49 76.3 78.9 78.9
Si-H-V 91.72 95.65 95.65 92.93 97.16 97.16 92.24 96.47 96.47 90.80 95.04 95.04 81.1 76.1 76.1
Ss − V 1068.47 1074.75 1074.75 1095.53 1102.22 1102.22 1098.31 1105.14 1105.14 1100.72 1107.68 1107.68 1034 1029 1029
Ss 150.14 53.64 53.64 161.58 54.13 54.13 163.71 54.78 54.78 166.00 56.01 56.01 - - -
BC-H 16.24 -39.12 -39.12 16.34 -39.17 -39.17 16.31 -39.32 -39.32 16.27 -39.50 -39.50 - - -
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Table 8.11: Calculated hyperfine tensors (MHz) for P1, N1N, N2N, N5N, Si-V, Si-H-V(w31), Ss, S-V, and Bond-centre
H, for the sites identified in figures 8.5 and 8.6. The defect crystallographic orientation has been chosen to facilitate
comparison between filtered and unfiltered results with experimental values [7–11]. The filtration results have been
treated using 9 filtered functions.
Site Rc=6 Rc=8 Rc=10 Rc =∞ Exp
A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3 A1 A2 A3
N0s 107.23 71.09 71.09 107.39 70.94 70.94 107.81 71.10 71.10 107.81 71.12 71.12 114.03 81.31 81.31
N1N 155.37 74.10 74.10 154.89 73.44 73.44 155.05 73.43 73.43 155.13 73.41 73.41 155.26 81.51 81.51
N2N 123.15 78.99 78.99 123.15 78.99 78.99 123.48 79.09 79.09 123.63 79.15 79.16 126.36 89.20 89.20
N5N 122.20 78.08 77.97 122.36 77.89 77.78 122.72 78.04 77.92 122.88 77.98 78.09 117.95 84.48 84.48
Si-V 77.38 81.27 81.27 77.62 81.51 81.51 78.21 82.08 82.08 78.59 82.46 82.46 76.30 78.90 78.9
Si-H-V 90.63 94.78 94.29 91.27 95.49 94.97 91.34 95.57 95.07 90.80 95.54 95.04 81.1 76.1 76.1
Ss − V 1105.34 1112.38 1112.38 1095.38 1102.28 1102.28 1098.18 1105.14 1105.14 1100.72 1107.68 1107.68 1034 1029 1029
Ss 162.55 054.18 054.18 164.41 055.63 055.63 165.59 055.84 055.84 166.00 056.01 056.01 - - -
BC-H 16.29 -39.30 -39.30 16.21 -39.39 -39.39 16.25 -39.40 -39.40 16.27 -39.50 -39.50 - - -
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Table 8.12: Maximum and mean percentage errors for principal values of the
hyperfine tensor, calculated using 4 and 9 filtered basis functions, Rc is in
a.u.
N o function Rc Max % error Mean % error
4 6 2.973 1.387
4 8 2.346 0.982
4 10 1.586 0.632
9 6 1.539 0.560
9 8 1.234 0.405
9 10 0.595 0.173
8.8 Conclusion
This chapter has looked at a range of impurities in diamond, including naturally
occurring nitrogen-containing centres; transition metal defects and potential shallow
dopants. Filtration has focused on a number of properties: vibrational frequencies,
ionisation energies, band structures, hyperfine couplings, thereby extending previous
published tests of filtration. It has been seen that the vibrational modes are repro-
duced to a similar degree of accuracy to the bulk materials (percentage changes of
order 0.1% relative to unfiltered calculations) and that the changes in band structure
caused by filtration are of order 10 meV, again similar to results ion previous chapters
for bulk materials. Binding energies are obtained to within 10 meV in energies of order
5-10 eV, again consistent with previous chapters looking at different systems. Finally,
filtered basis calculations have been used to calculate hyperfine couplings, again with
controlled error. It is seen in all of these tests, the filtered basis calculation is as
reliable as the underpinning uncontracted Gaussian calculation, and may be used as
a faster alternative for larger calculations.
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Chapter 9
Conclusion and Future work
9.1 Conclusion
The purpose of this thesis has been to test the accuracy the filtration method, and
to present the results of using density-functional theory (DFT) to recalculate some
observed quantities by using a new basis set (filtered basis set). Conclusions have
been presented at the end of each application’s chapter, an overall summary of the
findings is given in this chapter.
In studying the accuracy of the filtration approach, it must of course be understood
that filtration introduces an error which can be made vanishingly small as the cut-
off radius (Rc) tends to infinity. The accuracies mentioned here pertain to values
of radial cutoff of 8 a.u. for diamond and 10 au for silicon, values which would be
computationally efficient. In all sections of the thesis larger and smaller cut-offs have
also been tested and it is almost universally the case that larger values of cutoff give
much smaller errors than are quoted here.
The filtration method has been presented by Rayson and Briddon in 2009, the
idea basically depending upon filtering out contributions from the unoccupied electron
states from the basis set. Typically the number of basis functions per atom reaches
about 40 in some cases. Simulating a system of 100 atoms, would therefore need 4000
basis functions, which would make the Hamiltonian matrix very large, and would
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therefore need a large memory to store such matrices in the computer and it would
be required a significant time to process. The idea of reducing the number of basis
functions from 40 to 4 wave functions per atom, whilst at the same time, maintaining
the accuracy of the calculation is therefore very important.
The work included in this thesis has demonstrated that for convenient choices of
filtration cut-off (8 a.u. in diamond and 10 a.u. in silicon), the lattice constants and
bulk modulus are modified by only 0.01%, and 0.03%, respectively with respect to
the unfiltered values, a small change when considering that the difference between
the GGA and experimental value is 0.06%. It has also been demonstrated that the
maximum deviation in the occupied band structure (which determines the total energy
and is therefore of greatest significance) is less than 20 meV. In fact errors in the lowest
conduction states have been shown to be of similar size and the conduction band
structure is visually reasonable for up to 5 eV in the conduction band. Filtration has
also been shown to perform well for phonon frequencies, with results being perturbed
by only 2 cm−1 in diamond or silicon, small error in frequencies of order 1000 cm−1.
As a second test, the surface energies of the (111), (110) and (100) clean surfaces
of diamond and silicon have been considered. During simulation, we noted that the
values of surface energies produced by filtered basis calculations are in excellent agree-
ment with conventional calculations (surface energies are changed by of 1-3 meV per
1×1 cell, with cutoff radii Rc=10 a.u. This conclusion is valid independently of func-
tional (LDA or GGA) and surface considered. In contrast, when comparing previous
theoretical calculations there is a scatter of up to 50 meV per 1×1 cell, reflecting
technical differences between the calculations, such as different pseudopotentials. It
should also be noted that the difference between the LDA and PBE-GGA has been
shown to typically be 200 meV per 1×1 cell, a much greater change. The effect of the
filtration technique on the accuracy of the calculated values of the electron affinity of
H-terminated diamond has been shown to be less than 10 meV again a small change
on the scale of the differences between the LDA and GGA difference 0.3 eV. These
results show that the filtration algorithm is able to perform well in an extremely in-
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homogeneous system. As a separate point, the use of ghost basis functions in the
vacuum layer, not used in this work could be easily incorporated into a filtered ba-
sis calculation, with no overhead being felt in the ultimately time-dominant O(N3)
diagonalisation.
Studying native point defects in diamond has shown that calculations of the for-
mation energies, binding energies and relative energies with filtered basis calculations
were in good agreement with conventional results. A cutoff radius of Rc=8 a.u. was
sufficient to converge these energies to around 10 eV per interstitial atom, an ex-
tremely small error when it is noted that formation energies are of order 10 eV for
example. It should be noted that the energy differences relate to defects with very
different structures and bonding patterns some have dangling bonds, others do not
making this comparison quite challenging.
Regarding impurities in diamond, it has been shown that the absolute and percent-
age errors in the vibrational mode values between filtration and standard calculations,
for the P1 and H1a centres were typically less than 1 cm−1 (less than 0.1%), respec-
tively, an order of magnitude smaller than the difference between theoretical and
experimental values, again emphasising that the effect of the filtration is small com-
pared to the intrinsic uncertainty in the LDA and pseudopotential approximations.
The accuracy of the band structures is comparable to the bulk materials described
above (typically of order 10 meV in the valence states). Calculations of the ionisation
energy of the P1 centre gave a similar error in comparison to an unfiltered calcu-
lation. This may be regarded as an impressive result, showing that the automatic
setting of the filtration temperature and chemical potential easily copes with changes
in the physical chemical potential from mid-gap to just below the conduction band in
diamond. Similar agreement is produced when studying a number of other different
defect centres — either defects containing transition metals or shallow impurities.
In conclusion, the work of this thesis extends previous applications of filtration
which have focused only on the total energies of defects in silicon in two regards.
First by looking at a greater variety of defect centres in a different material, and
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secondly by studying a number of different properties, for example band structure,
bulk modulus, electrical levels, ionisation energy, hyperfine coupling. All results have
demonstrated an impressive accuracy, showing that a filtered basis run can replace a
conventional calculation with no significant reduction in the accuracy or the predictive
power of the results.
9.2 Future work
We have shown that applying the filtration method to diamond and silicon has given
good results and the approach clearly shows a great ability to maintain the accuracy
of calculations. Further assessment of the accuracy of the filtration method needs an
analysis of its performance on other parameters. It would be important to test the
method on different materials, for example, ionic materials such as ZnO and SrTiO3,
or on metals (where results have previously been published only for Al [33]), also
applying it on molecular systems. There is no reason to doubt that the accuracy of
filtration will be similar, but this should be demonstrated explicitly.
A further step that needs to be performed is the testing of filtration in the calcula-
tion of other observable properties (e.g. g-tensors or NMR shifts). The calculation of
properties like this is very important for workers using ab−initio calculations. Indeed,
the ability to produce a large range of derived properties is one of the key strengths
of these calculations and it is clearly vital that the filtration method should also be
able to reproduce these accurately if it is to be uniformly used. A more challenging
problem would be the calculation of electron energy loss spectra (EELS), where un-
occupied states are needed in the calculation. This is more complex, as the filtration
method will naturally produce less accurate conduction states unless a modification
is made to the filtration technique. An assessment of the accuracy of filtration should
also be made with other functionals, for example the screened-exchange now widely
used for ionic materials.
A further development, important for improving the speed performance of the
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filtration step to make it more competitive for small systems is the automatic setting
of εf and kT . At present this requires additional SCF cycles, slowing down the run
time. Algorithms could be developed to set these quantities locally i.e. in O(N) time
rather than O(N3) as at present. A related issue is the development of an automated
method for choosing functions from which the filtration projection will be performed.
This is especially important in materials in which semi-core states exist, in which it
may be possible to truncate the number of filtered functions used or to optimise in
some other way.
Finally, there is the possibility of using a very large primitive basis and filtering
from this to make the calculations more converged. This would be very advantageous
as the Hamiltonian build and filtration steps (the only ones affected) are O(N) and
therefore unimportant for large systems. The subsequent system-wide diagonalisations
would not be affected. This essentially enables much greater accuracy to be achieved at
a very small cost. It seems clear that this approach has a promising future, especially
when these further steps are completed.
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