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第 1章
序論
1.1 研究の背景
1.1.1 企業におけるマーケティング活動
米国マーケティング協会 (AMA) によると，マーケティングとは，”Marketing is the
activity, set of institutions, and processes for creating, communicating, delivering, and ex-
changing offerings that have value for customers, clients, partners, and society at large.”と定
義されている．企業は，この定義にある通り，消費者を含む社会全体にとって価値のある
商品を創造し，市場に届けていくことを求められている．
また，コトラー，ケラー (2008)では，「マーケティング・マネジメント」という用語を
用いて，より具体的にマーケティング活動を定義している．これは「標的市場を選び出
し，優れた顧客価値を作り出し，分配し，コミュニケーションすることによって，顧客を
獲得し，維持し，増やすための技術と知識である」というものである．すなわち，企業の
マーケティング担当者は，マーケティング活動に関する様々なツールを用いて，ターゲッ
トとなる市場から望ましい反応を引き出すことを求められている．その「ツール」は，
「マーケティングの 4P」としてマッカーシー (E.J. McCarthy)によって整理・分類されてい
る．この 4つの Pとは，それぞれ「製品政策 (Product)」，「価格政策 (Price)」，「流通政策
(Place)」，「プロモーション政策 (Promotion)」を示す．また，これらを組み合わせること
を「マーケティング・ミックス」と呼ぶ．企業のマーケティング担当者は，効果的なマー
ケティング・マネジメントを実現するために適切なマーケティング・ミックスを策定し，
ターゲットとなる消費者にコミュニケーションしていく必要がある．
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1.1.2 現代のマーケティング活動における課題
経済のグローバル化の進展による国際競争の激化，少子高齢化の進行による人口構成の
変化，インターネットの普及による eコマースの台頭など，社会・経済環境は大きく変化
している．これにともなって企業を取り巻く環境も大きく変わりつつあり，マーケティン
グ活動にも変化が求められている．本節では，マーケティング環境の変化とそれにともな
う現代のマーケティング活動における課題をあげる．
消費者のニーズの多様化．過去，高度成長期のような，市場が右肩上がりに拡大してい
く時代には，消費者は人と同じものを持つことで満足していた．この時期は，供給側が需
要側を規定している市場が多いことも特徴であり，これは言い換えると「作れば売れる」
という状況であった．このような時代におけるマーケティング活動は，消費者は基本的に
均質であるとみなしておこなう，マス・マーケティングが主流であった．あるいはまった
く均質と考えなくとも，同じ特徴を持つ消費者をいくつかのグループに分ける「セグメン
テーション」により市場の要請に応えることができていた．一方，現代の消費者は，当時
とは異なり，他人と違うものを持つことに喜びを感じるようになっている．すなわち，現
代の多くの市場においては，マス・マーケティングやセグメンテーションでは，消費者の
態度変容を喚起することが難しくなっている．これは，消費者一人ひとりの異なるニーズ
に応える「マイクロ・マーケティング」が求められる時代になっているとも言える．
前段の変化は，AMA のマーケティングの定義にも表れている．現在のものは前述
のとおりだが，1970 年初頭の，AMA でのマーケティングの定義は以下の通りであっ
た．”Marketing is the performance of business activities that direct the flow of goods and
services from producer to consumer or user.” これを先述した現在の定義と比較すると，
1970年初頭のものは，生産者 (供給側)が「生産者から消費者へ商品を届ける」ことを前
提としている．一方，現在のものは，”value for customers”というフレーズが用いられて
おり，消費者側の需要を満たすことに視点が置かれている．これは，市場において主導権
を持つ存在が，供給側から需要側に移ったともいえ，現代のマーケティング活動では，供
給側が消費者個々のニーズを汲み取り，それに応えていくことが必要とされている．この
ような状況のもと，実際の市場には，下記のような課題が存在している．
競合商品の増加．商品間の競争は，消費者ニーズの多様化などの要因により激化してい
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る．日本スーパーマーケット協会などが公表している「スーパーマーケット年次統計調
査」によると，取り扱い商品を増やす店舗の増加が続いている．消費者にとって，取り扱
い商品が増えることは，自身の好みにあった商品を見つけやすくなる点でメリットがあ
る．一方，供給者としては，消費者の選択肢が増えるために，自社の商品を選択してもら
うことが難しくなる．また近年は，主に流通業者が企画した商品である，プライベート・
ブランド (PB)商品の影響もその競争激化に拍車をかけている．一般に，価格は商品購入
の意思決定の際の大きな要因となるが，PB商品は価格が低く抑えられていることが多く，
既存の商品に対して大きな脅威となっている．「マーケティングの 4P」で考えると，価格
で優位に立てない場合は，商品の変更やプロモーションを通じたブランドイメージの形成
などでそれを補わなければならない．しかし，その実現には多大な費用や時間が必要とな
るため，メーカーにとって非常に難しい問題だといえる．
プロモーション費用の増加．各企業は，マーケティングの 4Pのなかで，プロモーショ
ン活動にも多額の費用を投じている．プロモーション活動は，消費者の商品購買意欲を喚
起する一連の活動を指すが，このうち，一般にはセールスプロモーションと広告の 2つの
費用が増大傾向にある．セールスプロモーションは，購買時点 (ないしは購買に近い時点)
で，消費者を刺激して売上の増大を図るプロモーション手法である．具体的には，店頭で
の値引きや商品を目立ちやすいところに陳列する特別陳列，商品を無料で配布し試しても
らうサンプリングなどの手法がある．一方，広告は自社商品の広告をメディア (テレビ，
新聞，雑誌，ウェブサイトなど)に掲載することで，商品認知率の向上や，購買の促進を
図る手法である．高橋 (2013)によると，上場メーカー 20社の対売上高プロモーション費
率は，1990年代から 2000年台にかけて増加し，その状況は現在も継続している．セール
スプロモーションが多く利用されるようになった背景として，恩蔵，守口 (1994)は，低
関与下での購買行動が認識されはじめたこと，非計画購買が一定の割合で存在することが
認識されはじめたこと，ブランド数が増加していることの 3点を指摘している．1点目と
2点目に関しては，今回研究の対象とした，日常的にスーパーマーケットで購買されるよ
うな商材にあてはまり，消費者はそれらの購買意思決定にそれほど深く関与しない，すな
わち低関与であることが明らかになっている．そのため，来店前に購買商品を決める計画
購買の比率が低く，それに代わり店舗内で購買の意思決定をおこなう，非計画購買の比率
が高い (恩蔵，守口，1994)．この点で，購買時点に近い店舗内で，商品の購買を促進でき
る，セールスプロモーションが注目されている．3点目に関しては，前項で述べたとおり，
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ブランド数の増加にともない店舗内での競争が激しくなり，その状況下で自社の商品をア
ピールするために，セールスプロモーションが多用された結果を反映している．
電通 (2018)によると，2017年の日本の広告費は，6年連続で伸び，約 6兆 3000億円
であった．この金額は日本の GDPに対して 1.17%であり，これは農林水産業の GDP比
率に匹敵する．すなわち，各企業は消費者から望ましい反応を得るため，広告に対して膨
大な金額を投資している．近年はインターネット広告の台頭にともない，その費用が大き
く増加している．以上述べたように，セールスプロモーションや広告などのプロモーショ
ン活動は年々重要性を増し，それにともない費用も増大しており，各企業はその効率化を
求めている．
製品サイクルの短期化．最後の課題は，製品サイクルの間隔の短期化をあげる．製品ラ
イフサイクル理論によると，製品は一般に，導入期，成長期，成熟期，衰退期の 4つの段
階を経るといわれている．当然，マーケティング施策も各商品のライフステージに対応し
なければならない．また，自社の商品のみならず，競合商品のライフステージも同時に考
慮しなければならない．中小企業研究所 (2004)では，1980年代までは，売れ筋商品の約
半数は 5年以上販売が継続されていた．すなわち 5年以上のライフサイクルがあった．一
方，2000年代では，その割合が約 5%まで下がっている．この理由としては，低価格商品
の出現や消費者のライフスタイルの変化に伴うニーズの変化などがある．過去，製品ライ
フサイクルが長い時代には，時間による市場構造の変化は穏やかであった．そのため，各
種マーケティング施策も自社商品や競合商品の経年によるライフステージの変化をそれほ
ど考慮する必要がなかった．一方で，製品ライフサイクルが短くなると，自社商品，競合
商品ともに，ライフステージが急速に進展し，またブランドが頻繁に入れ替わることにな
る．このため，企業は急激な市場環境の変化に対応した高度なマーケティング施策を必要
としている．
1.2 マーケティング施策の高度化
前節で，マーケティング環境の変化とそれにともなう現代のマーケティング活動におけ
る課題を指摘した．上述した課題を解決するには，マーケティング施策を高度化しなけれ
ばならない．マーケティング施策の高度化には，データの活用が必要不可欠となってい
る．マーケティングのデータを取り巻く環境は大きく変化している．具体的には，情報シ
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ステムの高速化，データストレージの大量化やクラウド環境の進展により，消費者の行
動の結果を示すデータが自動的かつ大量に蓄積されるようになってきている (ビッグデー
タ)．佐藤・樋口 (2013)では「消費者の行動結果を示すビッグデータが，潜在的に高い価
値を有する」と述べられており，施策の高度化には，データの高度解析技術が非常に重要
だとわかる．
一方，マーケティング実務では，現代であっても属人的な，いわゆる「勘と経験と度胸」
による意思決定が多くおこなわれている．上記のビッグデータ解析の普及によってデータ
活用は多少は進展しているものの，それでも大半は KPI(Key Peformance Indicater) をモ
ニタリングし，それをもとに，担当者が施策を考えるという程度に終始している．このよ
うな手段は，まだ属人的な要素が強く，高度なデータ活用とは言い難い．また，モニタリ
ングによる意思決定は，現在多くの企業でおこなわれており，競争優位の源泉にはなりづ
らい．よって，競合優位性を確保するためには，高度なデータ活用が求められる．その手
段は様々考えられるが，方法のひとつに統計モデルがある．マーケティング事象を統計モ
デルで表現できれば，予測，シミュレーションおよび最適化などを適用することができ，
結果として，新たな知見を獲得できる．実務では，PDCA(Plan-Do-Check-Action)サイク
ルにより施策の改善が図られることが多い．PDCAとは，施策の計画を立て (Plan)，それ
を実施し (Do)，結果を振り返り (Check)，次のアクションを導く (Action)という，施策の
質の向上させるための手法である．統計モデルは，この PDCAサイクルとの相性がよい．
具体的には，Plan の場面で，モデルに対して予測や最適化を適用することで，もっとも
期待値が大きい施策を選択できる．Checkの場面では，モデルの予測値と実績値を比較す
ることで，成功・失敗の判断と，その理由の追求ができる．このような点からも，マーケ
ティングに統計モデルを導入することは，企業にとって競争力の源泉となりうる．
マーケティング研究には，実務からのこのような要請に応えるものとして，市場反応分
析がある．市場反応分析とは，大まかにいうと，マーケティング施策に対する市場反応の
度合いを，データを用いて測定しようとするものである．岡太他 (2001)では，「価格変更，
広告，セールスプロモーションなどのマーケティング活動に対して，市場全体，ないしは
個々の消費者がどのように反応するのかを分析しようとするものである」と定義されてい
る．マーケティング施策の高度化には，市場反応分析による統計モデルの構築が一つの有
効な手段となりうる．
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1.3 問題意識
前段に提示したマーケティング実務における課題は，過去にも指摘されてきたものであ
り，目新しいものではない．各企業は，これらの課題に対処すべく努力を重ねている．一
方，アカデミックでも多くの先行研究が存在する．表 1.1には，マーケティング活動での
課題と，その課題に対するアカデミックでの解決アプローチをまとめる．アカデミックで
の解決アプローチが，本研究における研究の視点となっている．以下で，それぞれの視点
について議論を進める．
表 1.1 マーケティング活動での課題とアカデミックでの解決アプローチ
マーケティング活動での課題 アカデミックでの解決アプローチ
消費者ニーズの多様化 階層ベイズモデルによる消費者異質性の考慮
製品ライフサイクルの高速化 状態空間モデルによる時間異質性の考慮　
競合商品の増加 多変量モデルによる競争環境のモデル化
プロモーション費用の増加 プロモーション効果のモデル化
消費者異質性．消費者のマーケティング施策に対する反応は，消費者間で共通の部分も
あれば，消費者個々で異なる部分もあると考えるのが自然である．例えばセールスプロ
モーションに関して考えると，店頭での商品の販売価格を通常よりも下げると，多くの消
費者は購入したい気持ちを喚起させられる．これは，消費者間で共通する反応といえる．
しかし，その反応の度合いには個人差がある．具体的には，所得の高い人は，生活に余裕
があるため，所得の低い人よりも値引きによって購買を喚起されにくい可能性がある．ま
た，その商品へのニーズの大きさによって値引きに対する反応が変わることも容易に想像
できる．このように消費者のマーケティング施策に対する反応は，消費者間で共通の部分
と個別の部分とに分けて考えるべきである．上述した市場反応分析では，マーケティング
施策に対する消費者ごとの異なる反応を「消費者異質性」と呼び，階層ベイズモデルなど
を用いて評価できる．一方，マーケティング実務でも，「ワン・トゥ・ワン・マーケティ
ング」が標榜されて久しい．これは，個々の消費者に最適なマーケティング施策をおこな
うことで，その効果をより大きくすることを目指すものである．ワン・トゥ・ワン・マー
ケティングの実施には個人ごとの市場反応を測定しなければならないが，ここで述べた階
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層ベイズモデルを用いることでそれが可能になる．
時間的異質性．前項では，マーケティング施策に対する反応は消費者個々により変化す
ると考える「消費者異質性」について述べた．一方で，マーケティング施策に対する反応
は，同じ消費者でも，時間的に変化すると考えることが自然である．佐藤，樋口 (2008b)
でも，「価格戦略やプロモーション戦略の変化，また社会環境の変化などに伴って消費者
の反応が時間的に変化すると仮定することは自然である」と述べられている．これは，上
述した市場反応の動的な変動を考慮することとも換言できる．この「動的な変動」は，時
間的異質性と呼ぶこともできる (佐藤，樋口，2013)．逆に考えると，市場や消費者の常な
る変化を加味しない静的なモデルは，現実の市場を精緻にとらえるためには，不十分であ
る可能性もある．しかし，アカデミックにおいて，時間的異質性を考慮したマーケティン
グ研究は，消費者異質性を考慮した研究と比較すると非常に少なく，発展途上にある．
競合環境のモデル化．本研究で対象とする最寄品の市場では，一般に一つの商品カテゴ
リー内に複数のメーカーの複数の商品が存在し，競争状態にある．先述したとおり，スー
パーマーケットにおける商品数は増加する傾向にあり，商品間の競争は激化している．
市場反応分析でこのような競争状態を扱う場合，大きく分けて 2 つのアプローチが存在
する．
1つ目は，非集計型のモデルとして，ロジットモデルやプロビットモデルなどの離散選
択モデルを用いたアプローチである．このアプローチは，市場反応分析では標準的なもの
となっている．ただし，ロジットモデルでは，選択肢数が多い場合，パラメータの推定値
にバイアスが生じる可能性がある．またプロビットモデルでは，計算量の観点から，あま
り多くの商品を同時に扱うことは難しい．
2つ目は，商品ごとに集計したデータを用いて多変量のモデルを構築するアプローチで
ある．これは，先述した市場反応分析のうち，集計的市場反応分析に属する．集計的市場
反応分析とは，期間単位で集計された販売個数などのデータを用いて，消費者個人ではな
く，市場全体の平均的反応をとらえようとするアプローチである．この手法を用いる場
合，被説明変数は購買個数などのカウントデータとなることが多い．集計的アプローチに
関しては，情報量が減少したり，集計した際にバイアスがかかるなどの議論もある (阿部，
2013)が，近年のデータ環境の進展により，多数の競合商品を同時に扱える点にメリット
がある．
プロモーション効果測定．プロモーション施策は多種にわたるが，実務で重要視され，
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費用が多くかけられているのは，テレビ広告やセールスプロモーションである．セールス
プロモーションは，購買時点に近い施策のため，商品の購買喚起効果が高いと考えられて
いる．セールスプロモーションには，値引き，エンド陳列，チラシ掲載およびサンプリン
グなどが含まれる．これらのうち，特に値引きは実務上，購買に対する効果が大きいこと
が知られている．一方，値引きを繰り返した結果，消費者が値引きに慣れてしまい，値引
いても購買されない現象も起こりうる．これに対し，テレビ広告は非常に多くの人の目に
自社の商品が触れることになるため，商品の認知を広げられるという点で重視されてい
る．ただし，広告は購買に対する影響が測定しにくいため，その効果は実務とアカデミッ
クの両面において長期間，議論の対象となっている．
プロモーションの効果を測定する際に，観測された変数だけを用いるのでは不十分なこ
とがある．具体的には，消費者が値引きに慣れる，広告を記憶する，など一般的に起こり
うるこれらの現象を，観測された変数だけで表現するのは難しい．先行研究では，潜在変
数をが導入したモデルにより，この現象に接近している．例えば，価格では参照価格とい
う概念がある．これは，消費者がもっているその商品はおおよそいくらであるという価格
基準で，消費者の心の中にある潜在的な量である．このような量は，データとして測定で
きないため，潜在変数として表現してモデルに取り込まなければならない．実際に，参照
価格を対象にした研究は数多い．また，広告の記憶を表現する潜在変数は広告ストックと
呼ばれる．広告に関しては，購買に対する即時効果が小さいと考えられている．一方で頭
の中に記憶にその内容が蓄積され，何らかのきっかけでそれが記憶から呼び出され結果と
して購買に影響する．それらを表現するのが広告ストックであり，多くの研究の蓄積が
ある．
1.4 研究テーマ
1.1節から 1.3節において，実務上の課題とそれに関する問題意識を述べた．この課題
や問題意識に対しては，上述したようにアカデミックでも多くの先行研究が存在する．本
研究は消費者異質性，時間的異質性および競争構造を考慮し，市場反応メカニズムを明ら
かにすることを目的としている．本研究でも，先行研究と同様，マーケティング実務への
示唆を提供し，マーケティング施策の高度化への貢献を目指す．本研究では，上述のよう
に消費者異質性，時間的異質性，競争環境を表現できるモデルの枠組みを導入し，それに
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よってプロモーション施策の効果を今まで以上に精緻に捉える．これができれば，そこか
ら得られた知見により，マーケティング施策の高度化につながることが期待できる．先行
研究では，このような枠組みを提案したものはなく，この点で，アカデミックへの貢献も
あわせて期待できる．
本研究では，上記の目的を達成するために，以下の 3つのテーマで研究を構成する．表
1.2には，問題意識と個々の研究テーマと関連を示す．各テーマの詳細は，先行研究をレ
ビューした後に 2章で述べるため，ここでは概要のみの説明に留める．
表 1.2 研究テーマ
実務課題 問題意識 テーマ 1 テーマ 2 テーマ 3
消費者ニーズの多様化 消費者異質性の考慮 ◦ ◦
製品ライフサイクルの高速化 時間的異質性の考慮 ◦ ◦
競合商品の増加 多変量モデル ◦ ◦ ◦
プロモーション費用の増加 プロモ効果モデル ◦ ◦ ◦
研究テーマ 1．本テーマでは，テレビ広告とセールスプロモーションの同時的な効果に
着目する．また，この市場反応が時間的異質性をもつと仮定し，多変量 3階層状態空間モ
デルで表現する．状態空間モデルを用いれば，施策の動的な変動を評価できる．本研究で
は，店頭で実施される値引き，エンド陳列およびチラシ配布などの反応がテレビ広告量の
変動などによって影響される構造を精緻にモデル化し，検証を進める．本研究でおこなっ
た形式でセールスプロモーションの動的効果の変動メカニズムを評価した研究は確認され
ていない．
研究テーマ 2．本テーマでは，セールスプロモーションの効果を，消費者異質性の仮定
のもとで評価する．その際，競争状態にある 17商品のカウントデータを多変量モデルで
同時にあつかうモデルを提案する．このモデルにより，セールスプロモーションの効果を
個人ごとに評価し，同時に商品間の競争構造 (相関構造)を評価する．通常，高次元のカウ
ントデータのモデル化は困難であるが，本テーマでは，これを簡易に実施するモデルを提
案する．具体的には，ポアソン回帰のリンク関数をデータ拡大法により発生させる．これ
により，既存の手法を用いて簡易にパラメータ推定が実施できる．また，リンク関数の分
布として多変量正規分布を仮定するため，モデルの拡張性も高い．
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研究テーマ 3．本テーマでは，多数の商品の購買個数を被説明変数とし，消費者異質性
および時間的異質性の仮定のもとでセールスプロモーション効果を評価するモデルを提案
する．具体的には，階層ベイズ型状態空間モデルの枠組みで，各 SKUの販売個数を目的
変数としたモデルを構築する．提案するモデルは，SKU間の競争構造 (相関構造)を表現
し，同時に消費者ごと，時点ごとのセールスプロモーション効果を評価可能な枠組みに
なっている．本テーマのモデルは，テーマ 2のモデルの動的拡張になっており，より精緻
なモデルとなっている．消費者，時間，競争構造の 3点を同時に評価できるモデルの枠組
みはこれまで提案されていない．
1.5 本論文の構成
1章では，本研究の背景となる現代のマーケティングにおける課題をまとめた．そのう
えで，問題意識と研究の目的を設定し，それを達成するための 3つの研究テーマの概要を
述べた．2章では，本研究および各テーマに関する先行研究を整理し，先行研究の限界と
残された課題を議論する．先行研究を整理する視点は，上述した 4つの問題意識，すなわ
ち消費者異質性，時間的異質性，多変量モデル，プロモーション効果である．3章から 5
章は，それぞれ第 1から第 3のテーマの研究成果を示す．最後に 6章では，各テーマの結
果と，そこから導かれる本研究の結論と貢献を統合的に整理し，今後の展望を述べる．
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第 2章
先行研究
本研究の主題は，消費者の市場反応メカニズムを明らかにすることである．その課題
に接近するには第 1章に提示したように，様々な視点が存在する．本研究では，「市場反
応のモデリングに関する先行研究 (2.1節)」，「プロモーション評価に関する先行研究 (2.2
節)」および「カウントデータのモデリングに関する先行研究 (2.3節)」に区分し，整理し
た．2.4節には，それらの先行研究を総合的に整理し，残された課題を明確化する．なお，
図 2.1 には，研究目的，テーマおよび先行研究の視点の関連を示した．図 2.1 の SP は，
セールスプロモーションを示す．
研究目的
消費者・時間的異質性と競
争構造を考慮した
市場反応メカニズムの解明
テーマ１
時間的異質性と競争構造
を考慮した広告とSPの
同時的効果分析
テーマ２
消費者異質性と競争構造
を考慮したSP効果分析
テーマ３
時間的異質性、消費者異
質性と競争構造を考慮し
たSP効果分析
2.1.1 階層ベイズモデル
2.1.2 状態空間モデル
2.1 市場反応モデリング
2.2.1 広告と売上の関係
2.2.2 SPと売上の関係
2.2 プロモーションの評価
2.2.3 広告とSPの関係
2.3 カウントデータのモデル
2.2.4 SP間の相乗効果
図 2.1 研究目的，テーマおよび先行研究の視点
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2.1 市場反応のモデリングに関する先行研究
マーケティング分野の市場反応分析では，ベイズモデルを用いた研究が主流になってい
る．それらの研究の視点は，消費者異質性や時間的異質性を評価することである．逆にい
えば，それらの異質性を評価するためにベイズモデルを用いているともいえる．以下の 2
つの項では，消費者異質性および時間的異質性に焦点を当てた先行研究を整理する．
2.1.1 階層ベイズモデルによる消費者異質性を評価した研究
Allenby and Rossi(1998)にあるとおり，計量経済学では集約効果 (aggregate effects)に
関心が置かれ，消費者の異質性はバイアスであり除去するべきものであるとみなされてい
た．一方で，マーケティングでは，1章で述べたとおり，消費者異質性，すなわち消費者
ごとの違いを知ることに強い関心がある．市場反応分析では，消費者異質性を評価する手
法としてベイズモデルの一種である階層ベイズモデルを用いることが一般的となってい
る．階層ベイズモデルを用いれば，関心のある施策に関する個人ごとのパラメータを得る
ことができ，このパラメータが消費者ごとの反応を表現するものとなる．消費者の異質性
を示すパラメータは，消費者ごとに最適な施策を実現するための基礎的な情報になる．実
際，この考え方は，ワン・トゥー・ワン・マーケティングと呼ばれる先進的なマーケティ
ング施策につながる．市場反応分析において階層ベイズモデルを用いた先行研究は，前
段に示した研究をはじめとし，非常に多い．階層ベイズモデルの技術的側面に関しては，
Rossi et al.(2005)や照井 (2008)などを参考のこと．
階層ベイズモデルのなかでも，本研究でも分析対象とする広告効果に焦点を当てた研究
を整理する．Terui and Ban(2008) では，洗剤とインスタントコーヒーを対象とし，シン
グルソースデータに階層ベイズモデルを適用した．シングルソースデータには，各世帯で
の商品の購買記録に加えて，テレビ広告を見た回数が記録されている．当該研究では，こ
のデータを用いて，テレビ広告のブランド選択に対する消費者ごとに異質な効果を抽出し
ている．ただし，当該研究で用いたデータは，同一の形式で利用可能なものはほとんどな
く，その拡張性に課題を有している．マーケティング分野では，テレビ広告には，将来に
わたる持ち越し効果の存在が先行研究において示唆されている．これをストック効果と呼
ぶ．当該研究では，ストック効果を含む広告の効果が表出する広告量が世帯によって異な
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ると仮定し，階層ベイズモデルを用いて世帯ごとに異なるパラメータを推定している．そ
の結果，非集計レベルで，広告に対する反応の非線型性が確認され，また閾値効果が存在
する可能性を示唆している．さらに，また世帯ごとのパラメータの分布は対称でも一様で
もないことが明らかにされている．また，実務におけるテレビ広告スケジューリングへの
示唆として，高い頻度で繰り返し (high-frequency pulsing) 広告を提示することも示され
ている．なお，照井 (1994)では，ストック効果のさまざまな表現を検討している．
Terui et al.(2011)は，世帯ごとに時系列に集計したデータを対象に広告効果の解析をお
こなった．提案モデルには，潜在変数として広告ストック，ブランドロイヤリティおよび
ディスプレイストックが取り込まれている．当該研究の示唆は，高頻度で購買される，成
熟した商品では，広告は効用に直接効果を有するというより，間接的に考慮集合の形成に
影響を与えるというものである．
日高・佐藤 (2016)では，広告の露出実験データに階層ベイズ順序ロジットモデルを適
用し，消費者異質性を考慮した複数広告素材の相乗効果 (クロスメディア効果) の評価を
試みている．消費者によって効果的な広告が異なるという結果が得られ，広告の効果が多
様性をもつことが示唆されている．また，ブランド態度指標の評価が高い消費者の広告効
果は，そうでない人の広告効果よりも大きいという，Ehrenberg et al.(2002)の弱い広告効
果理論と整合する結果も示されている．
その他，階層ベイズモデルの枠組みでセールプロモーションの効果を対象とした研究
として，Terui and Dahana(2006)がある．この研究では，インスタントコーヒーの ID付
POS データに対して，消費者の価格反応の異質性および閾値を含むモデルの適用を提案
した．すなわち，提示価格と参照価格の差が，閾値を持って効用に影響すると仮定し，さ
らにこの参照価格と閾値は消費者によって異なると仮定した．このモデルから，個人ごと
の参照価格と価格反応の閾値が導かれ，これらの値を用いることで，個人ごとに最適な価
格設定が可能になることを示した．最適価格は，個人による変化だけでなく，時間による
変化の可能性もあることから，消費者異質性に加えて，時間的異質性を取り込むことが必
要であると述べている
ここまで，消費者異質性を対象とした広告効果研究をあげたが，Manchanda and Chin-
tagunta(2004)，Manchanda et al.(2004)，井上 (2010)のように，消費者ではなく，処方箋
薬の販売における医師の異質性に着目した研究も存在する．これらの研究では，階層ベイ
ズモデルによって，製薬企業による医師への営業活動であるディテール数が，処方回数に
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与える効果を医師別に推定した．特に最新の井上 (2010)では，ディテールの蓄積による
効果を表現する，ディテール・ストックを導入し，この係数が当期のディテールと比較し
て大きな値になることを示した．この研究では，モデル拡張の方向性として，ディテール
に対する反応の商品間の差異および時間変動を考慮することなどがあげられた．
2.1.2 状態空間モデルによる時間的異質性を評価した研究
市場反応分析に関する先行研究は膨大に存在するが，これらの先行研究の多くでは，本
研究で焦点を当てる市場反応の動的変化 (時間的異質性)を考慮していない (佐藤，樋口，
2008a)．一方，1章であげた製品サイクルの短期化などの要因もあり，市場反応の動的変
化を考慮可能なモデルは，1990年代の後半からみられるようになった．現在もその数は
増え続けている．佐藤，樋口 (2008b)でも，「小売業やメーカーの価格戦略やプロモーショ
ン戦略の変化，また社会環境の変化などに伴って，消費者の反応も動的に変化すると仮定
することが自然である」と述べている．逆にいえば，市場反応の動的変化を考慮しない静
的モデルは，現実の市場を精緻にとらえるためには不十分なのである．以下では，市場反
応の動的変化 (時間的異質性)を考慮した分析を，動的市場反応分析と呼ぶ．
動的市場反応分析では，状態空間モデルと呼ぶ，時系列モデルのベイズモデルを用いる．
Dekimpe et al.(2006)によれば，Naik et al.(1998)，Xie et al.(1997)が，市場反応分析に状
態空間モデルを適用した先駆的研究であるとされている．一方，国内では Kitagawa and
Kondo(1998)，近藤 (1999)などが早期の研究である．また最近の研究としては，Dube et
al.(2005)，Naik et al.(2005)，Sriram and Kalwani(2007)，Bass et al.(2007)，Bruce(2008)，
佐藤，樋口 (2008a)，佐藤，樋口 (2008b)，佐藤，樋口 (2009)，本橋，樋口 (2013)，Ernst et
al.(2010)，Bruce et al.(2012)，Harvey et al.(2012)などが存在する．これらの研究は，平滑
化事前分布と呼ぶ，反応係数が時間進展とともに滑らかに変動するという制約を課したモ
デルをシステムモデルとして導入し，市場反応係数の動的変化を表現する．平滑化事前分
布では，隣り合う時点間の反応係数の差は，微小なホワイトノイズ程度だと仮定しモデル
化する．平滑化事前分布によって市場反応係数をモデル化すれば，その動的変化は近似的
に表現できるが，なぜそれらが時間変動するのか，というメカニズムの理解には限界があ
る．そのため，平滑化事前分布による動的市場反応のモデル化は，先行研究において議論
の対象になっている．照井 (2008)は，「マーケティングのアカデミズムとして，因果構造
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の理解をより尊重する風土があり，この点で，滑らかに変動する前提のもとで得られた結
果によって，知識を獲得したとは言えない立場の研究者は少なくない」と指摘しており，
この点で平滑化事前分布を用いた動的市場反応モデルはアカデミズムにおける議論の対象
になりうるものだ，と述べている．さらに「滑らかに変動するという制約で得られたパラ
メータは，欠落した説明変数や誤ったモデル仕様の結果として発生した残余に影響を受け
た人工的な値である」(阿部，2008)，「動的個人モデルのパラメータはランダムウォーク
で記述されており，どのような要因によって変化するのかを知ることができない」(里村，
2008)といった指摘もある．阿部 (2008)は，さらに「平滑化事前分布の問題点を回避し，
マーケティングで有用な動的知見を抽出するには，市場反応の動的進展に影響する要因を
用いて，階層モデル化することが一つの方策だ」と述べている．これらの指摘は，動的市
場反応分析における課題であり解決すべきものである．本研究では，研究テーマ 1で，階
層的な動的市場反応モデルにより，本課題に接近している．
2.2 プロモーションの評価に関する研究
2.2.1 テレビ広告と売上の関係
広告効果を分析する手法は様々存在するが，代表的なアプローチとして市場実験および
市場反応分析がある．市場実験は大掛かりなデータ収集の仕組みが必要であり，さらに広
告主にとっては多くのコストを要するため，日本ではほとんど行われることはなく，市場
反応分析が広告効果測定の中心となっている (阿部，2003)．
企業での広告投資の目的は，自社商品の売上の増大または改善である．売上は広告活動
以外の多くの要素から影響を受けるため，実務ではブランド認知率やブランド好意率など
を目標指標として設定する．それらの指標を目標指標とする論拠は，学術上の知見にあ
る．DAGMAR理論 (R.H.Colley，1961)は，消費者が広告を認知し，そこから最終的に当
該ブランドを購入するまでのプロセスを細かく規定した．具体的には，広告は「未知，認
知，理解，確信，行為」のコミュニケーション・スペクトラムを通じて，販売につながると
主張した．また，広告の効果測定に当たっては，その各段階において中間目標を設定し，
その目標を広告効果のための指標とすればよいとした．DAGMAR理論以外にも，AIDA
モデル (Strong，1925)，AIDMAモデル (Hall，1924)などでも，消費者の認知から行動の
プロセスはいくつかの段階に分けられている．また，DAGMAR理論の未知と認知の間を
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より細かく分けたものとして，ARF(Advertising Research Foundation)の媒体評価モデル
がある．
広告の売上への効果を明確に提示することは困難ではあるが，1章で述べたとおり，企
業の競争力を高めるためには，マーケティング施策の高度化が必要である．この点で，広
告の売上への効果の有無やメカニズムを評価できれば，より競争力のあるマーケティング
戦略の策定につながる．
Naik et al.(1998)，Naik and Raman(2003)，Naik et al.(2005)，Bass et al.(2007)などが，
2.1.2 項に示した時間的異質性に対応した広告効果研究である．これらの研究はすべて
状態空間モデルを利用している．Naik(1999) は広告効果の時間変動を状態空間モデルに
よって定式化し，さらにコピー効果とレピュテーション効果の摩耗を推定するために，カ
ルマンフィルタを利用した．また Naik and Raman(2003)は，メディア間の広告の相乗効
果の存在に関する研究を行っている．さらに，Naik(2005)では，競合の存在を考慮した，
マーケティング・ミックス分析を行っている．また Bass et.al(2006)においては，広告コ
ピーのウェアアウト効果の一般化を試みている．一方，国内の研究としては Ando(2006)，
星野 (2008)がある．Ando(2006)では，コンビニエンス・ストアの各商品の売上個数を目
的変数とし，曜日，天候，広告，値引き率を説明変数とした，複数の商品のモデルを同時
に推定する，非ガウス型かつ多変量の状態空間モデルを構築した．この際、パラメータの
推定手法として，マルコフ連鎖モンテカルロ (Marcov Chain Monte Carlo；MCMC)法を
用いている．この研究では，プロモーション変数として価格，エンド，チラシ，テレビ広
告を含めているが，時間的異質性に関しては，切片 (ベースライン)のみの設定となってい
る．星野 (2008)では，ビール，緑茶飲料，缶コーヒーを対象に，広告量を説明変数，広告
想起率を被説明変数としたモデルを作成している．この研究の特徴としては，以下の 3点
があげられる．1点目として，摩耗効果，忘却効果をモデルに組み込んでいること，2点
目として，ブランドレベルでの集計バイアスを除去するため，多くのブランドのデータを
同時にモデル化していること，3点目として，ブランドごとの広告効果の違いを説明する
ために，各ブランドの「業界内地位順位」を広告効果係数の説明変数として組み込み，モ
デルを階層化していること，である．この研究では，売上ではなくブランド認知率を目的
変数としている．
本節では，状態空間モデル用いた研究を主に説明したが，階層ベイズモデルを用いてテ
レビ広告効果の異質性を評価した研究としては，2.1.1 項で述べた Terui and Ban(2008)，
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Terui et al.(2011)，日高，佐藤 (2016)などがある．
2.2.2 セールスプロモーションと売上の関係
マーケティング実務では，セールスプロモーションを短期的な売上増を狙いとして実施
する．学術研究でも，セールスプロモーションの売上に対する影響を対象とした研究は，
初期の Hawkins(1957)，Waugh(1959)から，膨大な蓄積がある．本研究での視点の一つで
ある，消費者異質性を考慮した研究の先駆けとして，Allenby and Rossi(1998)が，同様に
時間的異質性を対象とした研究では，近藤 (1999)，Kondo and Kitagawa(2000) などがあ
る．また多くの研究で，セールスプロモーションは売上の向上に効果があるという示唆を
得ている．しかし，その一方で，セールスプロモーションを過剰に実施すると，ブランド
価値を毀損したり，セールスプロモーションを実施しないと売れなくなる，など，企業に
とってネガティブな影響が出ることも示唆されている (DelVecchio et al.，2007)．この状
況を回避するためには，セールスプロモーションの効果とその形成メカニズムを計量的に
把握し，適切に施策をコントロールする必要がある．
セールスプロモーションのなかでも，値引きは短期的な売上増には最も効果があると
考えられている (恩蔵，守口，1994)．また値引き効果のメカニズムの理解を深化させる
ことを狙いとした研究も数多くなされている．その一つが，消費者個人の値頃感を示す，
参照価格である．参照価格に関するレビュー論文としては，Mazumdar et al.(2005)，中村
(2001)がある．参照価格とは，前述の通り，個人が有する商品に対する値頃感を示す概念
であり，先述した Terui and Dahana(2006)など，基本的に個人レベルの概念として研究が
なされている．一方で，それらの研究とは異なり，代表的消費者の仮定のもと，店舗レベ
ルの参照価格を用いた研究も存在する (Terui and Imano，2005，佐藤・樋口，2008b)．佐
藤，樋口 (2008b)は，状態空間モデルの枠組みで参照価格を説明変数として取り込んだモ
デルを提示している．具体的には，店舗レベルの商品別週別販売個数 (実際には点数 PI)
に対して，参照価格をモデル化し，売価やエンド陳列実施の有無などのコーザルデータと
あわせて動的市場反応モデルに取り込み，動的市場反応の評価を試みている．宮津，佐藤
(2015)では，消費者行動理論における心理的財布という概念を取り入れて，購買点数生起
メカニズムの解明を試みている．この研究では，階層ベイズ閾値ポアソン回帰モデルの枠
組みを用いており，結果として，消費者の心理的財布の状況によって値引き反応が変化す
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るという結果を報告している．
2.2.3 広告とセールスプロモーション効果との関係
一般に，広告が直接的に売上に影響することを直接効果，他の施策を通じて売上に影響
を与えることを同時効果 (間接効果，相乗効果) とそれぞれ呼ぶ．先述のとおり，広告の
売上への効果を明示することが一般的に難しいこともあり，店舗で実施されるセールスプ
ロモーションとの同時効果を研究対象とすることで広告効果の抽出を試みた研究も存在す
る．広告と値引きの関係は，Harvey et al.(2012)，上田 (1986)にある通り，広告量の増加
によって価格感度が低下するという見解が一般的となっている．これは広告によってブラ
ンドロイヤリティが強化され，その結果として値引を実施しなくても売れるようになる，
という理由にもとづいている．広告と値引きの同時効果を対象とした研究としては，古く
は Eskin and Baron(1977)で，この研究では値引と広告の負の同時効果の存在が示されて
いる．最近では，Naik et al.(2005)に値引やクーポンなどの価格プロモーションとテレビ
広告の負の同時効果の存在が示されている．この研究では，時系列データによってモデル
を構築しているが，その際，同時効果の説明変数として価格と広告量を掛け合わせたもの
を用いている．Harvey et al.(2012)では，最寄品のシングルソースデータを集計し，テレ
ビ広告は値引きと正の同時効果を持つこと，広告量の増加によって必ずしも価格感度が低
下しないこと，値引以外のセールスプロモーションについても，テレビ広告と同時に実施
することで，それぞれを単独で実施するよりも高い効果が得られること，などの知見を得
ている．Kanetkar et al.(1992)では，ペッドフードのシングルソースデータを用い，価格
変数と広告変数を掛け合わせたものを同時効果の説明変数としてモデルを構築した．その
結果，ペッドフードカテゴリにおいて，広告への接触回数が増えると，価格感度が高まる
ことを示した．
以上の先行研究は，セールスプロモーションと広告の相乗効果に焦点を当てているもの
の，相乗効果を集計や説明変数同士の掛算を変数とすることでとらえようとしている点
で，同時効果を明示的に表現していない．一方，本研究では，階層モデルを用いて，明示
的に同時効果を表現することを試みる．
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2.2.4 セールスプロモーション施策間の相乗効果
1章で述べたとおり，セールスプロモーションには，店頭での値引きやエンド陳列，サン
プリングなどの施策がある．これらの施策間の相乗効果に着目した先行研究も存在する．
Wilkinson et al.(1982)では，石鹸，パイ生地，果実飲料，米の 4つの商品を対象に，実店
舗での実験をおこない，値引き，エンド陳列，広告について，それぞれの効果および相乗
効果の抽出を試みた．結果として，果実飲料以外の商品で値引きとエンド陳列の相乗効果
が統計的に有意であることを示し，その存在が示唆されている．Kumar and Robert(1988)
では，紙おむつの POSデータを用いた回帰分析により，値引き，エンド陳列およびチラ
シの相乗効果を分析した．当該研究では，相乗効果は確認されなかった．西尾他 (1992)
では，ニューラルネットワークを用いて，インスタントコーヒーを対象に，セールスプロ
モーションの効果を分析した．当該研究では，値引きのみの場合よりも，値引きと同時に
エンド陳列をおこなう方が売上数量に対する効果が大きくなるという結果になっており，
相乗効果の存在が示唆されている．
本項でまとめたとおり，セールスプロモーション施策間の相乗効果については，その存
在も示唆され，マーケティング実務においては関心も高い．一方，本研究では，消費者異
質性，時間的異質性および競争構造の解明および広告とセールスプロモーションの同時効
果の分析に主眼をおいている．そのため，セールスプロモーション施策間の相乗効果を明
示的にあつかうことは，今後の課題とする．
2.3 多変量カウントデータを対象にした研究
1章で述べたとおり，市場には複数商品が存在することが一般的であり，市場反応分析
においても，それは当然考慮されるべきである．同じく 1章で，市場反応分析には非集計
型と集計型があると述べたが，非集計型市場反応分析では，個人が購入したか否かに関心
があるため，解析にはロジットモデルやプロビットモデルなどの離散選択モデルが用いら
れる．このモデルはブランド選択モデルと呼ばれ，McFadden(1973)により経済学に導入
され，その後，マーケティングでの解析においても広く用いられている．このモデルで
は，消費者は与えられた選択肢の中から効用が最大となるものを選ぶことを仮定してお
り，多項ロジットモデルなどを用いてブランド選択モデルを構築することで，自然な形で
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競争状態を表現することができる．一方で，集計的市場反応分析では，目的変数となるの
は，一定期間内に購買された個数を集計した購買個数やその値から算出したマーケット・
シェア，もしくは来店者数などを分母にして計算した購買率などである．こちらの分析で
も，競争状態を評価することは可能である．購買個数であれば，競合商品も目的変数に含
めた多変量モデルを用いればよいし，マーケット・シェアであれば，値そのものが，競争
状態を反映している．
商品を構成する最小単位は「SKU」と呼ばれる．SKUは「Stock Keeping Unit」の略称
であり，最小管理単位を示す．通常，商品というと，銘柄名を指すことが多いが，実際は
一つの銘柄の傘の下に重量や味種が異なる多くの細かい商品が含まれている．POS デー
タや ID付 POSデータなどでは，この SKU単位でその状況が記録されている．売場で商
品を選ぶ際，消費者は銘柄だけではなく，その重量や味種も考慮する必要がある．つまり，
市場の競争状況を精緻に捉えるためには，商品レベルではなく，SKUレベルで分析しなけ
ればならない．一方，ある市場で SKU単位でのモデル化を考えると，その数は非常に多く
なり，通常の統計技術だけではモデル化が困難になる．先に述べたプロビットモデルは，
モデル化する商品数が多い場合，計算量の点でパラメータの推定が難しくなることがあ
る．Bhat(2011) では，Maximum Approximate Composite Marginal Likelihood(MACML)
を提案し，選択肢数が 10 以上であっても，パラメータ推定が実現できることを示した．
しかし，市場を構成する SKUの数を鑑みると，そのアプローチを用いても不十分である．
また，ロジットモデルでは，対象商品数 (選択肢数)が多い場合には，適切な選択肢集合を
作成することが難しい．このような意味で，商品数が多い場合，非集計型のモデルでの競
争構造の表現が難しい．そもそも，離散選択モデルで SKU 間の競争を捉えるためには，
消費者の選択行動を示す ID 付 POS データに代表されるマイクロなデータが必要になる
点も留意しなければならない．
一方で，多変量カウントデータを表現するモデルにおいても，高次元のパラメータ
推定を実現しなければならず，計算量の観点から困難が生じる．King(1989)，Jung and
Winkelmann(1993) および Karlis(2003) で提案された，見かけ上無相関なポアソン回帰
モデル (Seemingly Unrelated Poisson Regression Model，SUPREME)および Munkin and
Trivedi(1999)，Chib and Winkelmann(2001)によって提案された多変量ポアソン対数正規
(Multivariate Poisson-log Normal; MVPLN)回帰モデルなどは，上記の問題に対するさき
がけ的研究である．それらのモデルを用いれば，高次元カウントデータモデルのパラメー
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タ推定は実現できるが，拡張性の観点で課題も多い．以下で，多変量カウントデータを対
象にしたマーケティング研究を整理する．なお，SUPREMEおよび MVPLN回帰モデル
の詳細は 4章で述べる．
Brijs et al.(2004)は，SUPREMEを多変量ポアソン混合モデルに拡張し，2つの消費財カ
テゴリ (ケーキミックスとケーキシロップ)の購買データに適用した．当該モデルでは，同
時購買の構造が多変量ポアソン分布の共分散で表現される．Wang(2007) では，MVPLN
回帰モデルを用いて，複数の消費財カテゴリの同時購買をモデル化している．この研究で
も，多変量ポアソン分布の分散共分散行列で，5つのカテゴリー間の同時購買の生起を表
現している．5 変量のモデルは SUPREME では計算量の点でパラメータ推定が困難だっ
たが，MVPLN回帰モデルによりそれが可能となった．Terui et al.(2010)では，同カテゴ
リー内の複数の商品を同時にモデル化した．各商品の販売数量はそれぞれ独立なポアソン
分布に従い，よってその合計数量もポアソン分布に従う．そして合計販売数量を条件付き
にすると，各商品については多項分布に従うモデルになっている．多項分布なので負の相
関をもつ．
パラメータ推定は，多項分布のパラメータを多変量正規分布に従うリンク関数とみな
し，データ拡大で発生させている．また，このリンク関数の時間遷移を状態空間モデルで
表現し，時間的異質性を評価するモデルになっている．Dippold and Hruschka(2013)では，
MVPLN回帰モデルを多数の消費財カテゴリーの購買データに適用し，カテゴリー間の購
買量の相関関係を分析した．モデルとしては，Wang(2007)とほぼ同じものである．補完
的な商品カテゴリーにおいては，一方の購買によって他方の購入確率が上昇することは先
行研究の知見として得られていたが，この研究では，購買個数は増加しないという結果を
得ている．続いて，多変量カウントデータに対して状態空間モデルを適用し，動的構造を
表現した研究をあげる．まだその数は極めて少なく，特に消費者異質性を評価したモデル
は確認できていない．Ando(2008)では，アロマ製品の販売個数を目的変数とした，多変
量の状態空間モデルを構築した．カウントデータを表現するために，打ち切りのある分布
(正規分布，t分布，コーシー分布)を用いている．この研究では，消費者異質性はモデル化
していない．Aktekin et al.(2018) では，Multivariate Confluent Hyper-geometric Negative
Binomial Distributionおよび Dynamic Multivariate Negative Binomial Distributionを用い
てモデル化をおこない，パラメータ推定を粒子フィルタで実施している．Chen et al.(2015)
では，目的変数の分布に多変量ポアソン対数正規分布を仮定して，Brijs et al.(2004)と同
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じデータでの 2変量相関をモデル化した．これら 2つの研究でも，消費者異質性は評価し
ていない．
2.4 先行研究のまとめと残された課題
表 2.1から表 2.3には，2.1節から 2.3節で提示した先行研究を総括的に示した．本章で
ここまで議論してきたとおり，先に述べた 4つの問題意識に関する先行研究は豊富に存在
する．4つの観点を再度確認すると，消費者の異質性を考慮するための階層ベイズモデル
を用いた研究，時間的異質性を表現するための状態空間モデルを用いた研究，競争状態を
表現するための離散選択モデルや多変量分布を用いた研究およびプロモーション効果測定
モデルである．先行研究の多さを鑑みても，現代のマーケティングにおいては，これらの
観点を考慮することが重要である．
一方で，このように多くの先行研究が存在するものの，まだ十分に解明されていない部
分も多い．以降では，1章であげた本研究の 3つの研究テーマについて，さらに詳細を述
べつつ，本研究を通じて残された課題を整理する．
第 1の研究テーマでは，時間的異質性を考慮し，複数の商品におけるセールスプロモー
ションと広告の同時効果をモデル化する．具体的なモデルとしては，通常は観測モデルと
システムモデルの 2階層で表現される状態空間モデルを，3段階に拡張する．1段階目の
モデルでは，セールスプロモーション (値引き，エンド陳列およびチラシ配布) が売上に
影響を与える構造を表現する．2段階目のモデルでは， 1段階目のセールスプロモーショ
ンの効果に対して，テレビ広告が影響する構造を表現する．3段階目のモデルには，平滑
化事前分布を導入し，モデル全体が動的に変動することを表現する．この研究テーマでの
新規性をあげる．1点目は，セールスプロモーションとテレビ広告の同時的な効果を，実
験データでなく，観測されたデータでモデル化した事例がほとんどみられない点である．
Neelamegham and Chintagunta(2004)でなされているものの，この研究は 1変量のモデル
であり，カテゴリ内の競争構造を考慮したものにはなっていない．
2点目は，広告とセールスプロモーションの同時効果の分析を，時間的変化を考慮して
おこなった研究は存在しない点である．これらの点で，第 1のテーマでは，セールスプロ
モーションと広告の同時効果について，新たな知見を得ることが期待される．
第 2の研究テーマでは，消費者異質性を考慮し，セールスプロモーションの効果をモデ
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ル化する．またモデルは SKUレベルでの多変量モデルとし，SKU間の競争構造も同時に
表現する．具体的なモデルとしては，階層ベイズモデルの枠組みで，各 SKUの販売個数
を目的変数とした多変量カウントデータのモデルとする．ポアソン回帰におけるリンク関
数をパラメータととらえてデータ拡大を用いることで，SKU間の相関構造，すなわち競争
構造を表現する．このようなアプローチであれば，多変量ポアソン分布の尤度を独立とし
てとらえても，平均構造の意味で相関構造をとりこめる. 多変量カウントデータのモデル
に，階層ベイズモデルや状態空間モデルなどの多層のモデルを適用することは，一般には
計算量の観点から難しい．また，既存研究では，競争状態を表現するために，多項ロジッ
トモデルや多変量プロビットモデルを用いた研究が多いが，こちらも選択肢として組み込
める競合ブランド数には限界がある．しかし，本テーマで提案するモデルを用いること
で，競合商品の数が多い場合でも，既存の手法を用いて容易にパラメータ推定が実現でき
る．なお，本テーマで提案するモデルを，見かけ上独立なポアソン回帰モデル (Seemingly
Independent Poisson Regression Model; SIPRM)と呼ぶ．
本テーマでの新規性を以下に述べる．まず，既存研究には，消費者の異質性を考慮した
多変量カウントデータでのモデルは存在しない．また，本テーマでは，17SKUを多変量
モデルで同時にモデル化しているが，それほど多くの商品を同時にモデル化した研究は少
ない．しかし，1章で述べたとおり，一つの商品カテゴリには，SKUレベルでみると非常
に多くの商品が存在することが一般的である．この意味で，本研究で提案するモデルは，
市場をより精緻にモデル化するための一つの枠組みを提案できると期待される．
第 3の研究テーマでは，時間的異質性と消費者異質性を考慮し，セールスプロモーショ
ンの効果をモデル化する．またモデルは SKUレベルでの多変量モデルとし，SKU間の競
争構造も同時に表現する．
具体的なモデルとしては，状態空間モデルの枠組みで，各 SKUの販売個数を目的変数
とした多変量カウントデータのモデルとする．またその際，多変量モデルとして，9つの
SKUを同時にモデル化し，かつ個人ごとにパラメータを設定することで，消費者異質性
も同時に表現する．これにより，セールスプロモーションの効果を時間ごと，および個人
ごとに得ながら，SKU間の競争構造 (相関構造)も把握することができる．本テーマでは，
第 2のテーマで提案した，見かけ上独立なポアソン回帰モデルを用いている．
本テーマの新規性をあげる．このテーマのモデルは，多変量のカウントデータに対し
て，消費者異質性と時間的異質性を同時に取り込みつつ，動的な構造変化を表現するもの
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になっている．先行研究をみても，このように多数のブランドの競争状態を表現しなが
ら，個人ごとにセールスプロモーションの動的効果をとらえようとした研究は存在しな
い．この点で，本研究はセールスプロモーションの効果測定において新たな知見を得られ
ることが期待される．
本研究での大きな目的は，市場を捉える 3つの軸，すなわち消費者異質性，時間的異質
性，競争構造を同時に表現できるモデルを導入し，それを用いてプロモーション施策の効
果を今まで以上に精緻にとらえることであった．第 1 のテーマでは，時間的異質性のも
とで，テレビ広告とセールスプロモーションの同時的な効果を評価する．第 2 のテーマ
では，消費者異質性のもとで，競争構造とセールスプロモーションの効果を評価する．最
後に，第 3のテーマでは，消費者異質性および消費者異質性のもとで，競争構造とセール
スプロモーションの効果を評価する．本章で議論してきたとおり，それぞれの研究テーマ
で，先行研究にはない知見が得られることが期待され，これはマーケティング実務でも活
用できる可能性がある．また，本研究では，それぞれのテーマで，先行研究にはない新た
なモデルの枠組みを提案する．これらのモデルは，本研究で適用した課題以外にも応用で
きるため，この点でもマーケティング研究の進展に多少なりとも貢献できることが期待さ
れる．
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第 3章
研究 1: 3階層多変量状態空間モデ
リングによる動的市場反応形成メカ
ニズムの解明
3.1 はじめに
スーパーマーケットや総合スーパー (General Merchandise Store)が主な販売チャネルで
ある最寄品市場において，企業は，販売個数，販売金額またはマーケットシェアの向上を
目的として，様々なマーケティング施策を実施している．マーケティング施策は，一般的
に製品 (Product)，価格 (Price)，販売促進 (Promotion)，販売チャネル (Place)のいわゆる
「4つの P」に分類され，小売業や消費財メーカーはそれらの施策に，多くの費用を投下し
ている．
企業がマーケティングを効果的に実施するには，4つの Pの効果を適切に捉え，その結
果に基づきマーケティング施策を動的に改善していかなければならない．このうち販売促
進活動に注目すると，企業が実施する具体的な施策として，値引き，山積み陳列，チラシ
などに代表されるセールスプロモーションおよびテレビ CM に代表されるのマス広告活
動などがある．セールスプロモーションは，購買時点 (ないしは購買に近い時点) で，消
費者を刺激して売上の増大を図る販売促進手法である．一方，広告は自社の商品をテレビ
などのマスメディアに露出することで，商品認知率の向上や，購買の促進を図る．マーケ
ティング実務上，これらの販売促進活動には多額の費用が投下されている．しかし，費用
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対効果が明確に測定できておらず，結果的に企業は非効率な活動に終始している．
セールスプロモーションが短期的売上に対して強く影響することは，先行研究でも実務
マーケティングでも明らかである．それが，実務でセールスプロモーションを多用する理
由である．しかし，その結果としてブランドの価値を毀損する，値引を実施しないと売れ
なくなる，などの悪影響が出ている (DelVecchio et al.，2007)．その状況を回避するため
には，セールスプロモーションの動的効果とその形成メカニズムを計量的に把握し，適切
に施策をコントロールしなければならない．セールスプロモーションの原資は，一般的に
メーカーが拠出することが多く，販売促進活動の動的効果の検証は，メーカーの利益を確
保する点でも，大きな課題となっている．
一方，テレビ広告の売上に対する効果の計量化は，学術的にも実務的にも長い間大きな
課題のままである．実務では一般に，売上ではなく「リーチ・アンド・フリークエンシー」
と呼ぶ，テレビ広告の露出回数や，CM放映後の消費者調査から得られる広告認知率やブ
ランド認知率などを目標指標として，広告効果を評価する．広告目標を売上金額や量に求
めることは適切ではないという研究もある (岸他，2000)．また，実際の売上は商品力，販
売促進，流通など，他の要因からも複雑な影響を受けているため，純粋な広告効果測定は
難しいともされている (阿部，2003)．しかし営利企業である限り，施策が売上につながっ
て初めて意味を持つため，売上に対する効果を把握したいという要請は根強い．
本研究では，上記の背景や問題意識に基づき，セールスプロモーションの売上に対する
動的市場反応の形成メカニズムを評価可能にするモデルの提案およびその有用性を実デー
タに基づき示すことを目的とする．モデリングは，以下の 2点を仮定し，後述する 3階層
多変量状態空間モデルの枠組みで実施する．
1つ目は，「セールスプロモーションが，売上に直接的に影響する」という仮定である．
この仮定の妥当性は，先行研究や実務上の知見より明らかであり，その詳細は 2節で述べ
る．本研究では，セールスプロモーションとして，前述した値引き，エンド陳列実施の有
無およびチラシへの掲載の有無をとりあげる．
2つ目は，一般的に広告ストックと呼ばれる広告の蓄積，および消費者の値頃感を表す
参照価格が「セールスプロモーションの売上に対する効果」に影響を与えるという仮定で
ある．これは，広告ストックや消費者の値頃感が，間接的に売上に影響を与えるという仮
定と言いかえられる．本研究では，セールスプロモーションが販売個数に与える動的効果
を，テレビ広告のストックと参照価格で階層化し，広告および参照価格の販売個数に対す
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る間接効果を明らかにする．
本研究では，上述のように，市場反応が動的であるという仮定のもと，セールスプロ
モーションの売上に対する動的効果をテレビ広告や値頃感で階層化することで，その形成
メカニズムを解明する．筆者が知る限り，市場反応の動的進展のメカニズムに焦点を当て
た統計的モデリングに基づく研究は存在しない．
本稿で提示するモデルは，マーケティング研究では，市場反応モデルと呼ばれる．市場
反応分析とは，前述した企業の販売促進活動が，市場や消費者個々にどのように影響する
かを分析するものである (岡太他，2001)．このうち，期間単位で集計された販売個数など
のデータを用いて，消費者個人ではなく，市場全体の反応をとらえようとするアプローチ
を，特に集計的市場反応分析と呼ぶ．集計的市場反応分析では，集計データを対象に何ら
かの手法で解析を行い，マーケティング活動とそれに対する市場反応を評価しようとす
る．分析手法としては，クロス集計から高度な統計モデリングなどを評価したい内容に合
わせて用いる．特に統計モデルを用いる場合，期間単位で集計されているというデータの
性質上，回帰分析や時系列解析関連の手法が用いられることが多い．本研究では，上述し
た 2つの仮定を表現するために，3階層多変量状態空間モデルを用いる．本手法は，通常
は 2階層である状態空間モデルを 3階層に拡張したものであり，階層的かつ動的な市場構
造を統計モデルで表現できる．詳細は 3.4節に示す．
本稿の残りの部分は次のように構成する．3.2 節で先行研究を整理し，3.3 節では実証
分析に用いるデータを詳説する．3.4 節では提案モデルと比較モデルを提示し，3.5 節で
は，3.4節に示したモデルを 3節のデータに適用した結果を説明する．3.6節は本研究の
まとめである．
3.2 先行研究
3.2.1 市場反応分析
市場反応分析を対象とした研究は，非常に多く存在する．しかし，これらの先行研究
の多くでは，本研究で焦点を当てる市場反応の動的変化を考慮していない (佐藤，樋口，
2008b)．一方，市場反応の動的変化を考慮可能なモデルは，1990年代の後半からみられ
るようになり，現在もその数は増え続けている．
小売業やメーカーの価格戦略やプロモーション戦略の変化，また社会環境の変化などに
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伴って，消費者の反応も動的に変化すると仮定することが自然である (佐藤，樋口，2006)．
動的市場反応分析では，状態空間モデルと呼ぶ，時系列モデルのベイズモデルを用い
る．市場反応分析に状態空間モデルを適用した研究としては，Naik et al.(1998)，Xie et
al.(1997)が比較的早期の研究である．最近の研究としては，佐藤，樋口 (2008a)，佐藤，樋
口 (2008b)，佐藤，樋口 (2009)，本橋，樋口 (2013)，Naik et al.(2005)，Dube et al.(2005)，
Sriram and Kalwani(2007)，Bass et al.(2007)，Bruce(2008)，Ernst et al.(2010)，Bruce et
al.(2012)，Harvey et al.(2012)などがある．これらの研究は，平滑化事前分布と呼ぶ，反
応係数が時間進展とともに滑らかに変動するという制約を課したモデルを階層モデルとし
て導入し，市場反応係数の動的変化を表現する．
本研究では，セールスプロモーションの市場反応係数に回帰構造を組み込み，モデル化
する．このような試みは，Neelamegham and Chintagunta(2004)，Terui et al.(2010)でなさ
れているものの，まだごくわずかにとどまっている．特に，本研究で意図しているよう
な，セールスプロモーションの動的反応の生成メカニズムを平滑化事前分布を用いずに，
動的回帰モデルの枠組みでその構造を捉えようとした研究は見当たらない．
3.2.2 セールスプロモーションと売上の関係
学術研究において，セールスプロモーションが短期的な売上に及ぼす影響を対象にした
研究は非常に多い．また実務マーケティングでも，その売上に対する効果の大きさから，
セールスプロモーションが小売マーケティングの主要なツールになっている．小売店頭で
セールスプロモーションが高い効果を有するのは，消費者の非計画購買率の高さに理由が
ある．非計画購買率とは，来店前に購買計画がなく，来店後に意思決定し購入した商品の
総購買個数に占める割合を示す指標である．例えば高橋 (1991)には，スーパーマーケッ
トにおける非計画購買の比率は約 70％程度であることが示されている．この事実は，消
費者を購買時点で刺激すること，すなわちセールスプロモーションを実施することの重要
性を示唆する．セールスプロモーションを適切に履行するには，その効果と動的形成メカ
ニズムを適切に評価しなければならないが，それらはこれまで実現できておらず，静的，
単純計量評価にとどまっている．
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3.2.3 参照価格とセールスプロモーション効果との関係
参照価格とは，一般的には消費者個人が持つ値頃感のことを意味する．参照価格に関
する研究も数多くの蓄積があるが，レビュー論文として，Mazumdar et al.(2005)，中村
(2001)がある．それらに示されるように，参照価格研究は基本的に個人レベルの概念とし
て研究がなされている．しかし，本研究では，Terui and Imano(2005)，佐藤，樋口 (2008b)
などと同じ立場に立ち，代表的消費者の仮定の下で店舗レベルの参照価格を用いる．これ
は，平均的な消費者が持つ特定商品に対する値頃感を意味すると考えてもらえればよい．
本研究に関連する状態空間モデリングの枠組みで，参照価格を分析の対象とした研究と
して佐藤，樋口 (2008b)がある．この研究では，2階層の状態空間モデルを用いて解析を
行っている．具体的に言うと，店舗レベルの商品別週別販売個数 (実際には，後述の点数
PI)に対して，参照価格をモデル化し，売価やエンド陳列実施の有無などのコーザルデー
タとあわせて動的市場反応モデルに取り込み，動的市場反応の評価を試みている．
3.3 データ
本研究では，東京都内のスーパーマーケット 1 店舗の POS(Point of Sales) データを用
いる．POSデータには，「何が（商品）」，「いつ」，「いくらで（売価）」，「何個」売れたか
が記録されている．分析対象とした商品カテゴリーはインスタントカレーカテゴリーであ
り，このうち実務上，サブカテゴリーを構成していると考えられている 3つの商品を対象
とした．
本研究においては，(3.1) 式を目的変数とした．(3.1) 式の yin は，点数 PI(Purchase
Incidence)の対数を示す．添字 iは商品，nは時点をそれぞれ示す (以降も同様とする)．
　 yin = log
(
unitin
visitorn
× 1000
)
(3.1)
(3.1)式中 unitin，visitorn は，第 n日の商品 iの販売個数と来店客数をそれぞれ示す．な
お，yin には欠測値が存在する．この原因としては，その日に購買がなかった，商品が配
荷されなかった，もしくは店舗が休業日であったことがあげられる．店舗が休業日である
ケースについては，データから判別できるため，当該日をデータから除外した．それ以外
の２つの場合は，欠測値として取り扱ったが，状態空間モデルではそれらを自然に処理で
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きる (北川，2005)．
本研究では，セールスプロモーションデータとして，価格掛率 (売価 ÷最大売価)，エン
ド陳列の実施有無，およびチラシ掲載の有無を用いた．価格掛率は，点数 PIと同様，POS
データから得られる．エンド陳列実施の有無およびチラシ掲載の有無に関しては，POS
データにあわせて取得されているデータを用いた．さらに，本研究では，テレビ広告の出
稿量データとして，株式会社ビデオリサーチによって提供されている地上波テレビ放送の
視聴率データを用いた (ビデオリサーチ，2013)．このデータは，各テレビ局において放映
された CM1本ごとに，放映年月日，放映時間，放映局名，放映秒数，放映企業名，放映
商品名，放映 CM素材名および視聴率が記録されているものである．本研究では，実務で
テレビ広告の出稿計画立案の際に用いる世帯視聴率を，商品別かつ日別に集計したものを
使用した．なお，世帯視聴率は一般的に GRP(Gross Rating Point，延べ視聴率)と呼ばれ
ることから，本研究においても以後は GRPデータと呼び，GRPin と表記する．以上をま
とめると，下記が本研究で用いるデータの概要となる．
• 商品カテゴリー：インスタントカレー (3商品)
• データ期間：2002年 1月 1日から 2003年 6月 30日 (日別，543時点)
• 対象店舗：関東地区のスーパーマーケット 1店舗
• 変数：点数 PI，売価，エンド実施の有無，チラシ掲載の有無，テレビ広告出稿量
分析対象とする 3商品は，商品 Aと Bが先に市場に導入され，その後，後発品として
商品 Cが上市された．表 3.1には，各変数の対象商品ごとの要約統計量を示す．また，図
3.1には，点数 PI(対数化したもの)，GRPおよび価格掛率の時系列の推移を示す．期間全
体では，商品 Bがもっとも大きいシェアを占めている．商品 Bは，平均価格掛率が最小
であり，エンドの実施回数も最も多い．一方，商品 C は，その他の商品と比較し，GRP
を非常に多く投下している．商品 Aは，マーケットシェアはもっとも低く，またセールス
プロモーションや広告も比較的少ない．
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表 3.1 使用データの要約統計量
項目 商品 A 商品 B　 商品 C
平均販売個数 3.357 8.101 5.085
平均点数 PI 1.182 1.772 2.449
販売個数欠測日数 109 106 33
最大売価 (定価) 218 198 198
平均価格掛率 0.867 0.824 0.855
エンド陳列回数 72 161 119
チラシ掲載回数 7 19 28
GRP総和 4,809 4,915 19,457
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3.4 モデル
本節には，提案モデルとその推定法を示す．3.4.1項では，提案モデルを提示する．3.4.2
項では，モデルの構造を整理する．3.4.3項にはモデルの推定法を示す．最後に 3.4.4項で
比較モデルを提示する．
3.4.1 提案モデル
提案モデルは，3階層多変量状態空間モデル (Gamerman and Migon，1993)の枠組みで
表現する．3階層多変量状態空間モデルは，2階層多変量状態空間モデルの自然な拡張に
なる．2階層多変量状態空間モデルの推定法は北川 (2005)，もしくは付録を参照してほし
い．3階層多変量状態空間モデルは，3.4.3項で述べるとおり，2階層多変量状態空間モデ
ルと同じ推定法を適用できる．
2 階層多変量状態空間モデルは，データが生じるメカニズムを示す「観測モデル」と，
観測モデルの背後にあるシステムの動的変化を表現する「システムモデル」の 2本の方程
式で構成する．システムモデルは，観測モデルでの回帰係数の時間発展を示すモデルと考
えてもらえればよい．観測モデルにおける回帰係数とは，本提案モデルでは，セールスプ
ロモーションに対する市場反応係数を指す．3.2節に示したとおり，システムモデルとし
て平滑化事前分布を用いれば，システムの動的変化を近似的に表現できる一方で，その動
的変化がなぜ生じたかを明示的に説明できない．そのため，ことマーケティングでの活用
を想定した場合，その活用には限界がある．この問題に対応するために，3階層多変量状
態空間モデルでは，「構造モデル」と呼ぶ，観測モデルの時変パラメータの時間発展メカ
ニズムを回帰構造で記述するモデルを導入する．構造モデルは，観測モデルとシステムモ
デルの中間に位置し，それら 2方程式をつなぐ役割を担う．本研究で用いるモデルは，3
本の方程式を階層的に組み合わせ，動的構造を表現することから，通常の状態空間モデル
との違いを明示する意味で 3階層多変量状態空間モデルと呼ぶことにする．なお，構造モ
デルはモデル内に複数階層組み込むこともできる (Gamerman and Migon，1993)．図 3.2
が，提案モデルの全体像になる．
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図 3.2 提案モデルの全体像
観測モデル
観測モデルは，動的市場反応を多変量回帰モデルの枠組みで表現する．(3.2) 式は商品
i(i = 1, 2, 3)個々の動的市場反応モデルを示す．
yin = βi0n + pinβi1n + einβi2n + finβi3n + cp1inβi4n + cp
2
inβi5n　
　 + ce1inβi6n + ce2inβi7n + c f 1inβi8n + c f 2inβi9n + win, win ∼ N(0, σ2i ) (3.2)
実際には (3.2)式の 3商品をベクトル表現し，解析に用いる．その詳細は，3.4.3項に示
す．表 3.2には (3.2)式に含まれる変数を，表 3.3の 1列目および 2列目には，βi jn の添字
jと変数の対応をそれぞれ示す．
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表 3.2 観測モデルの変数一覧
記号 内容
yin 点数 PI（対数）
pin 自商品価格掛率 (対数)
ein 自商品エンド陳列実施
fin 自商品チラシ掲載
cp1in 競合商品 1価格掛率 (対数)
cp2in 競合商品 2価格掛率 (対数)
ce1in 競合商品 1エンド陳列実施
ce2in 競合商品 2エンド陳列実施
c f 1in 競合商品 1チラシ掲載
c f 2in 競合商品 2チラシ掲載
βi jn 観測モデルにおける回帰係数 (市場反応係数)
win 観測ノイズ
σ2i 観測ノイズの分散
表 3.3 βi jn の内容と g( j)のグループ
j 内容 時変係数のグループ g( j)
0 切片 1
1 自商品価格掛率 2
2 自商品エンド陳列実施 3
3 自商品チラシ掲載 4
4 競合商品 1価格掛率
5
5 競合商品 2価格掛率
6 競合商品 1エンド陳列実施
6
7 競合商品 2エンド陳列実施
8 競合商品 1チラシ掲載
7
9 競合商品 2チラシ掲載
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構造モデル
観測モデルの回帰係数，すなわち市場反応係数の動的変動メカニズムは，構造モデルに
よって表現する．モデル化は表 3.3 の 3 列目に示す時変係数のグループ g( j) ごとに共通
性を仮定して実施する．(3.3)式には，商品 i変数 jの時点 nでの市場反応係数の構造モデ
ルを示す．
βi jn = log(ADownin )γg( j),1,n + log(RP
own
in )γg( j),2,n + log(AD
comp
in )γg( j),3,n
+log(RPcompin )γg( j),4,n + δi jn, δi jn ∼ N(0, τ2i j) (3.3)
表 3.4 構造モデルの変数一覧
記号 内容
βi jn 観測モデルにおける回帰係数 (市場反応係数，再掲)
ADownin 自商品広告ストック
RPownin 自商品店舗レベル参照価格
ADcompin 競合商品広告ストック
RPcompin 競合商品店舗レベル参照価格
γg( j),k,n 構造モデルにおける回帰係数
δi jn 構造ノイズ
τ2i j 構造ノイズの分散
表 3.5 kの対応表
k 内容
1 自商品広告ストック
2 自商品店舗レベル参照価格
3 競合商品広告ストック
4 競合商品店舗レベル参照価格
表 3.4には (3.3)式の変数を，表 3.5には構造モデルの回帰係数 γg( j),k,n の添字 kと変数
の対応をそれぞれ示す．
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構造モデルは βi jn が，ADownin ，RPownin ，AD
comp
in ，RP
comp
in それぞれの影響を受け，時間発
展する様子を表現する．上付き添字 ownは自商品を，compは競合商品をそれぞれ示す．
これは，言い換えると，提案モデルではセールスプロモーションの効果 βi jn が広告ストッ
クと店舗レベル参照価格に影響され，動的に変動するということである．(3.3) 式の広告
ストックと店舗レベル参照価格は，自商品分，競合商品分を区別して ADownin ，AD
comp
in な
どと添え字を用いて表現しているが，本項の説明では簡単のために，これらを区別せず
ADin，RPin と書く．
テレビ広告の広告ストックは，杉田他 (1992)などの先行研究でその存在が示唆されて
いる．(3.4)式には，本研究で提案するテレビ CMストック ADin を示す．
ADin = λADi,n−1 + (1 − λ)GRPi,n−1 (3.4)
λは，その更新の程度を規定する平滑化パラメータで，0以上 1以下の値をとる．この値
が 1 に近いほど前の時点のストックが残存し，逆に 0 に近いほど残存しないことを表現
する．(3.5)式には，本研究で提案する店舗レベルの参照価格 RPin のモデルを示す (佐藤，
樋口，2008b)．
RPin = ζRPi,n−1 + (1 − ζ)Pricei,n−1 (3.5)
Pricein は，商品 iの時刻 nの価格掛率である．ζ は，λと同様でその更新の程度を規定す
るパラメータであり，その解釈も同様である．なお，λと ζ は，3商品共通のパラメータ
とする．これは，対象とした 3商品がこれらの商品だけでサブカテゴリーを構成している
ことが，実務的に知られているからである．
システムモデル
(3.6)式は，時変係数グループ g( j)の，変数 kの時間進展を示すシステムモデルである．
g( j) に関しては表 3.3 の 3 列目を見てほしい．そこで同じ数値になっている場合，(3.6)
式は共通のものを用いる．本研究では，システムモデルを平滑化事前分布の考え方に基づ
き，滑らかさの仮定のもとでモデル化する．システムモデルに平滑化事前分布を設定し
た研究は，マーケティングにおいては Neelamegham and Chintagunta(2004)，佐藤，樋口
(2008a)，佐藤，樋口 (2008b)など，多数存在する．平滑化事前分布に関する詳細な議論は
Kitagawa and Gersch(1996) を参照のこと．なお，より一般的な形として Gamerman and
Migon(1993)に示されているような，自己回帰型のモデルを設定することもできる．しか
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し，本研究では，システムモデルに対して積極的な経済学的解釈を与えることを考えてい
ない．ここでは，時変係数を実現する制約としてシステムモデルをとらえている．そのた
め，最尤法での計算負荷の軽減も考慮し，平滑化事前分布を採用することとした．
γg( j),k,n = γg( j),k,n−1 + ηg( j),k,n, ηg( j),k,n ∼ N(0, ξ2g( j),k) (3.6)
表 3.6 システムモデルの変数一覧
記号 内容
γg( j),k,n 構造モデルにおける回帰係数 (再掲)
ηg( j),k,n 構造ノイズ
ξ2g( j),k 構造ノイズの分散
3.4.2 提案モデルの構造の整理
観測モデルの回帰係数，すなわち市場反応係数は，商品別かつ時点別になっており，こ
れは商品ごと，時点ごとに異質な構造を仮定することに対応する．それゆえ，提案モデル
では，観測モデルの回帰係数の数が「観測モデルの説明変数の数 (10個) ×時点数 (543個
) ×商品数 (3個)」となる．
上記のパラメータを推定するために，パラメータにもモデルを導入する (事前分布)．提
案モデルにおいては，構造モデルとシステムモデルがそれに対応する．構造モデルでは，
3.4.1節に示したように，観測モデルの回帰係数を目的変数とし，広告ストックや参照価
格を説明変数とした回帰モデルを設定し，その回帰係数は商品間で共通であることを仮定
した．システムモデルにおいては，3.4.1節に示したように，構造モデルの回帰係数が平
滑化事前分布に従うことを仮定した．このように，商品間や時点間に共通性を仮定した個
体間モデルを導入することで，観測モデルに含まれる，データ数よりも非常に多いパラ
メータの推定が可能になる．提案モデルは，その意味で階層ベイズモデル (照井 (2008)b)
と同じ構造だといえる．
提案モデルの構造をマーケティングの観点から解釈する．提案モデルは，セールスプロ
モーションの購買に対する効果が，広告ストックや参照価格という消費者の内在的な指標
の影響を受けること，さらにこの構造が緩やかに時間変動することを表現している．これ
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らの仮定は，3.2 節でも述べたとおり，個別には過去から頻繁に用いられている．また，
セールスプロモーションの効果に対する内在的な指標の影響が商品間で同一であることを
仮定することも，同一カテゴリ内の商品であることを考慮すると，マーケティング実務の
観点から妥当であると考える．
3.4.3 モデルの推定
本項では，提案モデルをベクトル表現し，さらに 2階層多変量状態空間モデルで表現で
きることを示す．その上でモデルの推定法を説明する．
3階層多変量状態空間モデルは，(3.7)式から (3.9)式の 3本の方程式で定式化する．表
3.7 には，(3.7) 式から (3.9) 式に含まれる記号の意味と次元を示す．表 3.7 の 4 列目は，
提案モデルのベクトルと行列の次元である．また，図 3.3には，3階層多変量状態空間モ
デルの構造を模式的に示した．
(観測モデル)
yn = H1,nx1,n + w1,n,w1,n ∼ MVN(0,R1) (3.7)
(構造モデル)
x1,n = H2,nx2,n + w2,n,w2,n ∼ MVN(0,R2) (3.8)
(システムモデル)
x2,n = x2,n−1 + w3,n,w3,n ∼ MVN(0,R3) (3.9)
3.4.1節に示した提案モデルと (3.7)式から (3.9)式との対応は以下の通りである．(3.7)
式の観測モデルは，yn = (y1n, y2n, y3n)t が被説明変数ベクトルとなり，デザイン行列 H1,n
は (3.10)式で構成される．
H1,n =

h1,1,n 0 0
0 h2,1,n 0
0 0 h3,1,n
 (3.10)
ただし，
hi,1,n = (1, pin, ein, fin, cp1in, cp
2
in, ce
1
in, ce
2
in, c f
1
in, c f
2
in).
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表 3.7 3階層多変量状態空間モデルの記号一覧
記号 内容
行列数 行列数
　 (一般) (提案モデル)
yn 被説明変数ベクトル ℓ × 1 3 × 1
H1,n 観測モデルの説明変数行列 ℓ × m 3 × 30
x1,n 観測モデルの状態 (回帰係数)ベクトル m × 1 30 × 1
w1,n 観測ノイズベクトル ℓ × 1 3 × 1
R1 観測ノイズの分散共分散行列 ℓ × ℓ 3 × 3
H2,n 構造モデルの説明変数行列 m × n 30 × 28
x2,n 構造モデルの状態 (回帰係数)ベクトル p × 1 28 × 1
w2,n 構造ノイズベクトル m × 1 30 × 1
R2 構造ノイズの分散共分散行列 m × m 30 × 30
w3,n システムノイズベクトル p × 1 28 × 1
R3 システムノイズの分散共分散行列 p × p 28 × 28
システムモデル
構造モデル
観測モデル
図 3.3 3階層多変量状態空間モデルの構造
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さらに，その時点の時変係数をまとめて状態ベクトル x1,n とし，観測ノイズベクトルは
w1,n = (w1n, w2n, w3n)t (w1,n ∼ MVN(0,R1))とする. なお，分散共分散行列 R1 は対角行列
を仮定した．
(3.8)式の構造モデルは，x1,n が H2,n の影響を受けることを表現する．構造モデルのデ
ザイン行列 H2,n は (3.11)式で構成する．
H2,n = diag(h1,n, h1,n, h1,n, h1,n, h2,n, h2,n, h2,n) (3.11)
ただし，
h1,n =

AD1,n RP1,n (AD2,n + AD3,n) ÷ 2 (RP2,n + RP3,n) ÷ 2
AD2,n RP2,n (AD1,n + AD3,n) ÷ 2 (RP1,n + RP3,n) ÷ 2
AD3,n RP3,n (AD1,n + AD2,n) ÷ 2 (RP1,n + RP2,n) ÷ 2

h2,n =

AD1,n RP1,n AD2,n RP2,n
AD1,n RP1,n AD3,n RP3,n
AD2,n RP2,n AD1,n RP1,n
AD2,n RP2,n AD3,n RP3,n
AD3,n RP3,n AD1,n RP1,n
AD3,n RP3,n AD2,n RP2,n

．
(3.11) 式の小行列 h1,n は，観測モデルでの切片および自商品セールスプロモーション
の回帰係数 (時変係数グループ g( j) での j = 1, 2, 3, 4 に該当) についてのデザイン行列
を規定する．一方，小行列 h2,n は競合商品セールスプロモーションの回帰係数 (g( j) の
j = 5, 6, 7に該当)についてのデザイン行列を規定する．このうち，競合商品の広告ストッ
クと店舗レベル参照価格について，h1,n では競合 2商品の平均値を用いた．一方，h2,n で
は，当該競合商品の値のみが影響を与えると仮定した (例えば，商品 Aの価格掛率の回帰
係数に対しては，商品 Aの広告ストックが影響する，など)．マーケティング実務上，h1,n
では，競合 2商品の平均値でなく，商品ごとの値が個別に影響すると考えることもできる
が，モデル設定の制約上，このように設定した．
この制約について具体例をあげて説明する．観測モデルには，ブランド A の売上に対
して，ブランド B とブランド C のセールスプロモーションが説明変数に含まれている．
このモデルにより，競合ブランドの施策の影響を評価できる．一方，構造モデルはこの競
合ブランドの施策の影響が，さらに広告ストックと参照価格から影響を受けることを表
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現している．ここで，構造モデルにおいて競合ブランド Bと Cの広告ストックと参照価
格を個別に説明変数にすると，自ブランド Aの売上に対するブランド Bのセールスプロ
モーションの影響に対して，「第三者的な」ブランド Cの広告ストックと参照価格が影響
を与えることを仮定することになる．このような構造は実務上考えにくく，また結果の解
釈も難しい．一方で，上記であげた第三者的なブランドの影響を仮定しない構造モデルを
構成するには，構造モデルをブランドごとに定義する必要があるが，本提案モデルの枠組
みでは困難なため，今回は構造モデルの説明変数を，競合 2商品の平均値とした．
次に，構造モデルの時変係数をまとめた，x2,n を定義する．構造ノイズベクトルは
w2,n = (δ11n, ..., δ39n)t (MVN(0,R2))．R2は対角行列を仮定した．最後に，(3.9)式のシステ
ムモデルは，x2,nの時間変動を示す．システムノイズは w3,n = (ξ211, ... , ξ274)t (MVN(0,R3))
とし，R3 は対角行列を仮定した．ノイズの分散は，すべてを個別に設定するのではなく，
表 3.8，表 3.9，表 3.10の通り，一部を同一のものと仮定した．
表 3.8 観測モデル分散対応表
i 1 2 3
変数 商品 A 商品 B 商品 C
観測ノイズの分散 σ21 σ22 σ23
(3.7)式から (3.9)式で表現した，3階層多変量状態空間モデルは，2階層多変量状態空
間モデルで表現できる．具体的には，(3.8)式の構造モデルを (3.7)式の観測モデルに代入
して整理すると (3.12)式が得られる．(3.12)式では，被説明変数ベクトル yn が x1,n では
なく x2,n で表現されている．
yn = H1,nH2,nx2,n + w∗1,n (3.12)
以上より，3 階層多変量状態空間モデルは，(3.12) 式を観測モデル，(3.9) 式をシステ
ムモデルと考えれば，2 階層多変量状態空間モデルで表現できることになる．ただし，
w∗1,n = w1,n+H1,nw2,nかつ，w∗1,n ∼ MVN(0,H1,nR2Ht1,n+R1)となる．モデルを識別性を担保
するために，w1,n,w2,n,w3,n は互いに独立とし，R1,R2,R3 は対角行列を仮定する．さらに，
m(x1,nの次元) > p(x2,nの次元)が制約として必要となる (Gamerman and Migon，1993)．
前段に示したように，提案モデルは，2階層多変量状態空間モデルの枠組みで表現でき
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表 3.9 構造モデル分散対応表
i 1 2 3
j(表 3.3) 変数 商品 A 商品 B 商品 C
0 切片 τ21 τ22 τ23
1 自商品価格掛率
 τ24
2 自商品エンド
 τ25
3 自商品チラシ
 τ26
4 競合商品１価格掛率  τ275 競合商品２価格掛率
6 競合エンド１価格掛率  τ287 競合エンド２価格掛率
8 競合チラシ１価格掛率  τ299 競合チラシ２価格掛率
表 3.10 システムモデル分散対応表
k 1 2 3 4
g( j)(表 3.3) 変数
自商品 自商品 競合商品 競合商品
　 広告ストック 参照価格 広告ストック 参照価格
1 切片
 ξ21  ξ22  ξ23  ξ24
2 自商品価格掛率
3 自商品エンド
4 自商品チラシ
5 競合商品価格掛率
6 競合商品エンド
7 競合商品チラシ
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るため，構造モデルの回帰係数ベクトル x2,n の推定にはカルマンフィルタ／固定区間平滑
化を，他の静的パラメータの推定には最尤法を用いればよい．観測モデルの回帰係数ベク
トル x1,n が従う分布の平均ベクトルは，x2,n を推定したのち，(3.8)式で H2,nx2,n を計算す
ればよい．また，3節で述べたとおり，yn には欠測値が存在するが，これはカルマンフィ
ルタ適用時に，フィルタリングのステップを実行しないだけで自然な形で処理できる (北
川，2005)．
本モデルにおいて推定すべき静的パラメータは，表 3.8 から表 3.10 で設定した観測ノ
イズ，構造ノイズ，およびシステムノイズのそれぞれの分散と，広告ストック変数のス
トック係数 λ，店舗レベル参照価格変数のストック係数 ζ である．これらの静的パラメー
タは条件付き最尤法を用いて推定した．具体的には，観測ノイズ，ストックパラメータ λ
および ζ をグリッドとして設定し,各グリッドごとにその他の静的パラメータを通常の最
尤法で推定した．グリッドの区間および幅は，観測ノイズでは事前の推定結果を参考にし
て 0.2から 0.6の間で 0.05刻みとし，λおよび ζ は 0から 0.95の間で 0.05刻みとした．
計算量を抑えるため，グリッドサーチは 2 段階に分けて実施した．1 段階目は観測ノイ
ズ，ストックパラメータともに 0.2刻みとして最適なグリッドを探索し，2段階目にその
グリッドを中心に，0.05刻みで最適なグリッドを探索した．最尤法での最適化手法は，佐
藤，樋口 (2008)と同様に，Nelder-Mead法 (Nelder and Mead，1965)を用いた．
3.4.4 比較モデル
本研究では，比較モデルとして，2階層多変量状態空間モデルを設定した．比較モデル
は，セールスプロモーションに加えて，広告ストック，店舗レベル参照価格が直接売上
に影響を与えると仮定したモデルである．モデル表現を (3.13)式および (3.14)式に示す．
これらの表記は，基本的には提案モデルに準ずるが，例外があるので以下に示す．まず，
RP と AD の上付き添字の comp1，comp2 である．本モデルでは，競合 2 商品の RP と
ADを個別の説明変数としており，この添字は，何番目の競合商品であるかを示している．
次いで win は観測ノイズ，ηi,k,n はシステムノイズをそれぞれ示す．
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(観測モデル)
yin = βi0n + pinβi1n + einβi2n + finβi3n + cp1inβi4n + cp
2
inβi5n + ce
1
inβi6n
+ce2inβi7n + c f
1
inβi8n + c f
2
inβi9n + log(AD
own
in )βi10n + log(RP
own
in )βi11n
+log(ADcomp1in )βi12n + log(RP
comp1
in )βi13n + log(AD
comp2
in )βi14n
+log(RPcomp2in )βi15n + win, win ∼ N(0, σ2i ) (3.13)
(システムモデル)
βi,k,n = βi,k,n−1 + ηi,k,n, ηi,k,n ∼ N(0, ξ2ik) (3.14)
(3.13) 式および (3.14) 式をベクトル表現すると，(3.15) 式，(3.16) 式の通りとなる．
(3.15) 式の表記は提案モデルに準ずる．(3.16) 式の w2,n はシステムノイズを，R2 はシス
テムノイズの分散共分散行列をそれぞれ示す．R1，R2 は対角行列を仮定した．
(観測モデル)
yn = H1,nx1,n + w1,n,w1,n ∼ MVN(0,R1) (3.15)
(システムモデル)
x1,n = x1,n−1 + w2,n,w2,n ∼ MVN(0,R2) (3.16)
観測ノイズの分散は，商品ごとに設定した．これは，提案モデルでの観測モデルと同様
である．一方，システムモデルでは，切片のみ商品別とし，それ以外の説明変数では，す
べての商品で同一と設定した．こちらは，セールスプロモーションを説明変数とした，提
案モデルでの構造モデルに対応している．これらに広告ストック変数のストック係数 λ，
店舗レベル参照価格変数のストック係数 ζ を加えた 23個が，比較モデルで推定すべき静
的パラメータとなる．比較モデルは，2階層線形ガウス型状態空間モデルであるので，静
的パラメータは，最尤法で推定した．
3.5 解析結果
3.5.1 モデル比較と超パラメータ推定結果
表 3.11には，提案モデルと比較モデルの最大対数尤度，パラメータ数および AICをそ
れぞれ示す．2 つのモデルの AIC を比較すると，提案モデルがサポートされる結果であ
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る．よって，以後は提案モデルの推定結果に基づき議論する．
表 3.11 モデル推定結果
モデル名称 最大対数尤度 パラメータ数 AIC
提案モデル -1023.584 18 2083.168
比較モデル -1095.640 23 2237.280
なお，参考までに表 3.12，表 3.13，表 3.14には，観測ノイズの分散，構造ノイズの分
散，システムノイズの分散の推定結果を示した．システムノイズの分散が他のモデルの値
と比較して小さくなっているが，これはシステムモデルが他の層と異なり，時間変動のみ
を表現するモデルであるためだと考えられる．本研究と同じく，点数 PIを被説明変数と
した佐藤 (2008b)でも，システムノイズの分散は，観測モデルと比較して小さく，また提
案モデルの推定値と同水準の値になっている．
表 3.12 観測ノイズ分散推定値 (グリッドサーチ)
観測ノイズ分散 σ21 σ22 σ23
推定値 0.30 0.25 0.25
表 3.13 構造ノイズ分散推定値
構造ノイズ分散 τ21 τ22 τ23 τ24 τ25 τ26 τ27 τ28 τ29
推定値 0.031 0.032 0.148 1.395 0.012 0.142 0.054 0.003 0.079
表 3.14 システムノイズ分散推定値
システムノイズ分散 ξ21 ξ22 ξ23 ξ24
推定値 6.6E-05 5.3E-02 1.1E-04 2.5E-03
49
3.5.2 観測モデル回帰係数 (市場反応係数)の推定結果
図 3.4と図 3.5には，観測モデルの回帰係数 βi jn(x1n = (β10n, ..., β39n)t)の推定結果を示
す．図 3.4 は，トレンドと自商品のセールスプロモーションの，図 3.5 は，競合商品の
セールスプロモーションの結果である．図 3.4によると，3つの商品のトレンド (βi0n)は
連動している部分もあり，その推移にはカテゴリー全体の季節性なども含まれる．いずれ
の商品もデータ期間前半のレベルが高く (時点 100まで)，中盤 (時点 200前後)に大きく
低下し，データ期間後半に向けて上昇傾向である．トレンドの変動は，商品のベースの商
品力の代理指標と考えられ，それが上昇傾向であれば悪くない状況であり，低下傾向であ
れば状況が悪いと考える (佐藤，樋口，2014)を参照のこと)．自商品のセールスプロモー
ションについては，実施により売上が伸びるという結果であり，多くの先行研究や実務上
の知見と一致する．例えば，価格弾力性 (βi1n) については，-3 程度を中心に推移してお
り，平均的に見れば最寄品としては妥当な値である (恩蔵，守口，1994)．ただし，時点ご
とに見ると，いずれの商品でも自身のセールスプロモーションの効果が大きく変動してい
る．この結果は，セールスプロモーションの効果を静的に捉えるだけでは不十分であるこ
とを示唆する．x1n が動的に変動する理由は，3.5.3項で詳述する．
一方で，競合商品のセールスプロモーションは，実施により売上が低下するのが自然で
ある．図 3.5に示す通り，競合の価格掛率については，推定値がおおむね正の領域内で推
移しており，この想定に合致する．平滑化推定量は 0から 0.5程度で推移しており，これ
は Montgomery and Rossi(1999)と同水準である．他方，競合商品のエンド陳列実施およ
びチラシ掲載については，0を何度も横切る形で変動しているが，その影響度は大きいと
はいえない．
3.5.3 市場反応係数 x1,n の形成メカニズムに関する検証
広告ストック，店舗レベル参照価格の推定結果
広告ストックの平滑化パラメータ λの推定値は 0.95であった．広告ストックのモデル
として同様の形式の Bass et al.(2007)では 0.97，Bruce(2008)では 0.93であり，本研究の
推定結果と近い．一方，店舗レベル参照価格の平滑化パラメータ ζ は 0.95であり，これ
は佐藤，樋口 (2008b)と同様の結果である．佐藤，樋口 (2008b)は店舗レベル参照価格が
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図 3.4 時変係数の推移 1(トレンド・自商品セールスプロモーション)
図 3.5 時変係数の推移 2(競合商品セールスプロモーション)
51
直接点数 PI に影響する構造であり，商品カテゴリーとしてもインスタント・コーヒー，
醤油を対象にした研究であるため，厳密な意味で比較できるわけではないが，参考までに
示しておく．図 3.6には，3商品の広告ストックの推定結果 (上段)および店舗レベル参照
価格の推定結果 (下段) を示す．平滑化パラメータは商品間で共通であるが，商品ごとに
GRPや価格掛率が異なることから，その推移には差が生じる．
3.5.2項に示した市場反応係数の時間変化は，前段に示した広告ストック (自商品および
競合商品)と店舗レベル参照価格 (同)で説明できる．ここでは自商品の価格弾力性を取り
上げ，広告ストックおよび店舗レベル参照価格との関係性を確認する．弾力性とは，関連
がある 2つの変数について，一方が変化したときに他方がどの程度変化するかを示す値で
ある．例えばここであげた価格弾力性とは，価格が 1%変化したときに売上が何 %変化
するかを表現する．
図 3.7には，商品 A(i = 1)の自商品価格弾力性 β11n と，自商品広告ストック ADown1n ，自
商品店舗レベル参照価格 RPown1n ，競合商品広告ストック AD
comp
1n および競合商品店舗レベ
ル参照価格 RPcomp1n ，それぞれとの散布図を示す．この図から，自商品の広告ストックが多
いほど，また自商品の店舗レベル参照価格が高いほど，絶対値の意味で価格弾力性が大き
くなっていることが読み取れる．一方で，競合の広告ストックについては，対数で 3程度
までの投下量では自商品の価格弾力性が大きくなるものの，それ以上になると，自商品の
価格弾力性が絶対値の意味で低下する傾向があるいことが読み取れる．競合の店舗レベル
参照価格については，明確な関係性は確認できないものの，競合の参照価格が高いほど，
自商品の価格弾力性が大きくなる傾向がある．実務において，値引きをしても販売数が増
加しない場合に，このような情報があればその状況に対処することが可能になる．このよ
うな議論は，他の市場反応係数に関しても同様に行うことができるが，本稿では，紙幅の
都合により割愛する．
弾力性の算出
本提案モデルの特徴は，点数 PIに対するセールスプロモーションの効果 x1,n が広告ス
トックと店舗レベル参照価格で構造化されている点である．x1,n に対する広告ストックや
店舗レベル参照価格の影響度の動的変化をより精緻に評価するためは，これらの弾力性を
算定し，メカニズムを計量的に示す必要がある．
これを，自商品広告ストック ADownin を例にとって説明する．広告ストック弾力性は，
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図 3.6 広告ストックの推定結果 (上段)，店舗レベル参照価格の推定結果 (下段)
(3.17)式に示すように算定できる．この弾力性は，広告ストック 1%の変化によってセー
ルスプロモーションの反応が何 %変化するかを示す指標になる．当然，弾力性は商品ご
と，セールスプロモーションごと，および時点ごとに算定できる．また，店舗レベル参照
価格についても同様に算定である．
∂βi jn/βi jn
∂ADownin /AD
own
in
=
∂βi jn
∂ADownin
ADownin
βi jn
=
∂βi jn
∂logADownin
∂logADownin
∂ADownin
ADownin
βi jn
=
γg( j),1,n
βi jn
(3.17)
3.4.2項に示した通り，モデルの制約上，構造方程式に含まれる回帰係数はすべての商
品において共通であることを仮定している．一方，観測モデルの回帰係数は商品別に得ら
れているため，上記の計算により，商品ごとに種々の弾力性を評価できる．今回，弾力性
の算出対象としたセールスプロモーションは，自商品の価格掛率，エンド陳列，チラシ実
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図 3.7 自商品価格弾力性の，広告ストックおよび店舗レベル参照価格との散布図 (商品 A)
施および競合商品の価格掛率の 4つとした．競合商品のエンド陳列，チラシ実施について
は，観測モデルにおいて点数 PIに対する明確な効果が確認できなかったため，算出の対
象から外した．
図 3.8 から図 3.11 には，自商品広告ストック弾力性，自商品店舗レベル参照価格弾力
性，競合商品広告ストック弾力性，競合商品店舗レベル参照価格弾力性の算定結果をそれ
ぞれ示した．さらに，表 3.15には，これらの符号をまとめたものを示す．網掛けをした
部分は，実務上想定される符号と一致していることを示す．
表 3.16には，商品 A(i = 1)の 50時点 (n = 50)における弾力性値を示す．試算は，広
告ストックの 100% 増加のケースと，店舗レベル参照価格の 5% 上昇のケースで実施し
た．このような状況は，マーケティング実務では頻繁に起こりうるものであり，特段奇異
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図 3.8 自商品広告ストック弾力性
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図 3.9 自商品店舗レベル参照価格弾力性
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図 3.10 競合商品広告ストック弾力性
57
図 3.11 競合商品店舗レベル参照価格弾力性
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表 3.15 弾力性算定結果符号サマリ
弾力性対象
自商品 自商品 競合商品 競合商品
広告ストック 参照価格 広告ストック 参照価格
自商品価格掛率 + + 混在 +
自商品エンド 混在 + 混在 +
自商品チラシ + + + +
競合商品価格掛率 ほぼ − − 混在 ほぼ +
な設定ではない．また，同表の最右列には，同商品同時点での観測モデルの回帰係数 (市
場反応係数)を示した．この結果から具体的な計算例を示すと，以下となる．自商品広告
ストック (ADown1,50)が 100%増加したとき，自商品の値引き効果 (価格弾力性)は-3.515か
ら絶対値の意味で 8.798% 増加して，-3.824 になる．また，自商品店舗レベル参照価格
(RPown1,50)が 5%上昇したときは，-3.515から絶対値の意味で 7.735%増加して，-3.786と
なる．
表 3.16 商品 A(i = 1)の 50時点 (n = 50)における弾力性計算結果
施策
ADown1,50 RP
own
1,50 AD
comp
1,50 RP
comp
1,50 観測モデル
100%増加時 5 %増加時 100%増加時 5 %増加時 回帰係数
自商品価格掛率 8.798 % 7.735 % -2.139 % 8.809 % -3.515
自商品エンド 2.709 % 9.365 % -3.251 % 10.532 % .799
自商品チラシ 2.430 % 16.700 % 7.529 % 7.874 % .909
競合価格掛率 -1.202 % -22.585 % 94.823 % 3.550 % .838/.254
店舗レベル参照価格の結果をまとめる．表 3.15によると，自商品のもの，競合商品の
もの，どちらであっても，想定される符号と一致している．これは，消費者の値頃感が高
まると，セールスプロモーションの効果が強まると解釈できる．この結果は，先行研究や
実務上の知見と一致し，自然な解釈が可能である．セールスプロモーションの効果に対す
る影響の大きさを表 3.16でみると，参照価格が 5%変動するとセールスプロモーション
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の効果が 3%から 22%程度変動する．実務上，セールスプロモーションの効果がこの水
準で変化することはインパクトがあり，この点で，参照価格のコントロールは重要である
ことが示唆される．なお，表 3.16は n = 50時点のものだが，図 3.9および図 3.11による
と，この時点が極端な値ということはなく，この弾力性は全時点を通じて一般的な水準で
ある．
続いて広告ストックについて述べる．表 3.15によると，自商品の広告ストック弾力性
は，自商品のエンド陳列を除き，想定される符号とおおよそ一致している．このうち価格
掛率感度に関しては，3.2節で述べたとおり，広告量の増加は価格感度を低下させるとい
う見解が一般的であり，これは本研究の結果とは逆である．一方，上田 (1986)にもある
とおり，本研究で対象とした低関与商品においては，広告によって当該の商品を知覚しや
すくなり，その結果として選択候補の一つに加わることもありうることから，この結果は
一定の妥当性をもつと考える．自商品広告ストックに対するエンド陳列に関しては，図
3.10にあるとおり，弾力性値は極めて小さく，0付近を変動している．この結果から，広
告はエンド陳列との交互作用をもたないことが示唆される．先行研究であげたWilkinson
et al. (1982)でも，広告とエンド陳列の相乗効果は統計的に有意になっておらず，この結
果との類似性を指摘できる．
競合商品の広告ストックは，想定される符号とは異なる時点が多く，また弾力性値とし
ては非常に小さい．この結果から，競合商品の広告ストックは，セールスプロモーション
に影響を与える可能性は低いと考えられる．広告実務には，シェア・オブ・ボイスという
指標があり，ある製品カテゴリー全体の広告量に対する，自社商品の広告量のシェアを
示す．この指標は広告プランニング実務でよく用いられるが，これは，十分なシェア・オ
ブ・ボイスを確保することで，消費者の認知集合や想起集合に自社商品を入れてもらうこ
とを期待しているためである．シェア・オブ・ボイスは一般には広告量で計算されるが，
広告ストックで置き換えることもできる．
以上の議論にもとづくと，競合の広告ストックは，直接セールスプロモーションの効果
に影響するのではなく，今回想定していなかった，自社商品の広告ストック量との比較に
おいてセールスプロモーションの効果に影響を与えるという仮説も成り立つ．
続いて，セールスプロモーション間の相乗効果について考察する．図 3.8の右側最上段
の図は，自商品広告ストックの自商品価格掛率の効果に対する弾力性を示している．この
グラフの時点 120から 180付近で，ブランド Bのみ値が大きくなっている．ブランド B
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では，この期間，長期的なエンド陳列をおこなっていた．この部分には，先行研究でもそ
の存在が示唆されていた，値引きとエンド陳列の相乗効果があらわれている可能性があ
る．交互作用の存在に関しては，提案モデルを拡張にその構造を適切にモデルに取り込む
必要がある．今後の課題とする．
本項の最後に，エンド陳列やチラシ配布について言及しておきたい．今回のデータの範
囲では，エンド陳列やチラシ配布が実施されていた期間には，価格プロモーションも同時
におこなわれていた．そのため，エンドやチラシの効果やそれらが受ける弾力性は，価格
掛率の影響を受けている可能性も考えられる．この影響を排除するには，値引きがおこな
われていない期間に実施されたエンド陳列やチラシ配布のデータを用いて分析することが
必要となるが，この点は今後の課題としたい．
以上，本項では弾力性の算定結果からの考察と示唆をまとめたが，構造モデルを用いれ
ば，その副産物として，広告ストックや参照価格の市場反応係数に対する弾力性を評価で
き，シミュレーションを行える．この点は，3階層多変量状態空間モデルを用いた利点の
一つでもあるため，ここで強調しておくことにする．
3.6 おわりに
本研究では，3階層多変量状態空間モデルにより，セールスプロモーションの動的変動
メカニズムを平滑化事前分布によらずモデル化し，実データにより検証した．セールスプ
ロモーションの動的効果は，広告ストックや店舗レベル参照価格に動的に影響されて生
じ，また広告ストックや参照価格が間接的にセールスプロモーションを通じて，売上に影
響を与えることを示唆した．マーケティング的観点では，セールスプロモーション効果の
動的変動メカニズムの一端を明らかにできたという意味で，貢献がある．
マーケティング実務では，広告とセールスプロモーションは別個に扱われることが多
い．この理由はいくつかあるが，そのひとつとして，それぞれの目標指標の違いを指摘で
きる．広告では認知率などの消費者態度指標が，セールスプロモーションでは売上が目的
指標になることが多い．目標指標が異なれば，非効率な施策につながることは明らかであ
る．本研究は，こういった課題に対して示唆を提供でき，これら 2つの施策を売上を指標
にして制御できる．その際，広告量や価格を直接コントロールするのではなく，これらの
施策の結果として得られる，広告ストックや，参照価格をコントロールすることで，市場
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反応自体を制御し，結果的に売上の制御に結び付ける．当該アプローチは，これらの点
で，今までにない新たなアプローチだといえる．
本研究は，岸他 (2000)で指摘されている「広告のアカウンタビリティ」すなわち，「な
ぜ，その広告を出稿しなければならないのか」という問い対しても，売上に対する広告の
効果を提示することで，今まで以上に明快な答えをステークホルダーに提示できる．ま
た，本研究の枠組みは，アカデミック，実務の両面で最近よく用いられている，シングル
ソース・データを活用した場合と比較して，データ取得コスト，計算コストの 2つの観点
から有意性がある．本研究で提案したモデルは，最低限，POS データと視聴率データが
あれば分析できる．また，これらのデータは日々自動で取得・蓄積されている二次データ
であり，シングルソースデータのような一次データと比較して，入手費用を低く抑えられ
る．また，集計データによる解析のため，シングルソース・データの解析で用いるような
個人モデルと比較して，パラメータ推定のための計算コストが低く抑えられる．この利点
を生かせば，企業の広告出稿計画の立案を高度化できるのは明らかである．
最後に残された課題を簡単に整理する．課題の 1つは，モデル推定法にある．本研究で
は，静的パラメータ推定に条件付き最尤法を用いた．この理由としては，通常の最尤法で
は，観測ノイズと構造ノイズの同時識別が困難であることと，広告ストックおよび店舗
レベル参照価格の平滑化パラメータの推定が難しいことであった．この課題に対しては，
MCMC法 (マルコフ連鎖モンテカルロ法)を用いれば対応できる．2つ目は，集計レベル
の提案モデルを個人モデルに拡張することがあげられる．本モデルは，店舗レベルでの集
計的モデルであった．そのため，店舗レベルといった集計レベルのマーケティング意思決
定には，十分に活用できる．一方で，ワン・トゥ・ワンマーケティングなどの個を対象と
したマーケティング活動に，本研究成果を活用することは現実的に困難である．そういっ
た課題に対応するには，当然個人レベルのモデル化が必須といえる．以上を今後の課題と
する．
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第 4章
研究 2: 消費者異質性を考慮した見
かけ上独立なポアソン回帰モデルに
よる市場反応分析
4.1 はじめに
カウントデータを用いた解析は，さまざまな分野の研究で頻繁に登場する．本研究で対
象とするマーケティング領域でも，商品の購買個数や店舗への来店人数，サービスの申し
込み数など，多種のカウントデータが存在し，解析対象となっている．カウントデータの
解析には，確率分布としてポアソン分布や負の二項分布がよく用いられる．単変量であれ
ばこれらの分布を用いたモデリングに困難はない一方で，多変量の場合はパラメータ推定
で問題が生じる．その状況は，モデルの尤度関数が複雑になるために生じる．そのため，
実際はカウントデータであるにも関わらず，対数変換等の何らかの変換を施すことにより
連続型の確率変数とみなし，正規分布などの連続分布を仮定した解析がおこなわれること
が多い．しかし，データの振舞いを考慮しないモデリングは，誤った知見を導く恐れが
ある．
上述した多変量カウントデータの確率分布としては，多変量ポアソン分布や多変量負の
二項分布などが提案されている．しかし，これらの確率分布は複雑な密度関数をもつた
め，前述のとおり確率計算が難しく，よってパラメータの推定が簡単にできないという問
題がある．この問題には，2つのアプローチが提案されている．一つ目は，見かけ上無相
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関なポアソン回帰モデル (Seemingly Unrelated Poisson Regression Model; SUPREME)で
あり，もう一つは多変量ポアソン対数正規 (Multivariate Poisson-log Normal; MVPLN)モ
デルである．SUPREMEは，モデルの柔軟性がきわめて低く，その適用には限界がある．
MVPLNモデルは SUPREMEの課題を克服し，昨今，多変量カウントデータを扱う際に
よく用いられている．ただし，MVPLNモデルでも，階層ベイズモデルのような多層のモ
デルへの拡張が難しい．そこで本研究では，消費者異質性の表現に適うモデルの多層化に
対応した，多変量カウントデータの新たなモデル化の枠組みを提案する．提案モデルで
は，MVPLNモデルのメリットは保持しつつも，拡張性を高める．なお，本章で提案する
モデルは，5章で動的なモデルへ拡張する．本研究の残りの構成は以下の通りである．4.2
節で先行研究について述べる．4.3 節で提案モデルを提示し，4.4 節は提案モデルを適用
するデータについて説明する．4.5節でパラメータの推定結果とマーケティング実務への
示唆を整理する．4.6節は本研究のまとめと今後の課題である．
4.2 先行研究
本節には，先行研究のレビュー結果を提示する．2章に既に先行研究のレビュー結果を
提示しているが，本節では本研究に特に関連する研究に限定し詳細に示す．レビューの視
点は，多変量カウントデータのためのモデル，マーケティング分野で多変量カウントデー
タを扱った研究，市場反応に関する研究の 3点である．
4.2.1 多変量カウントデータを扱うモデル
本項には，前節で述べた，多変量カウントデータを扱うために提案されているモデル
を整理する．King(1989)，Jung and Winkelmann(1993)および Karlis(2003)は Seemingly
Unrelated Poisson Regression Model(SUPREME) を提案している．SUPREME という名
前は King(1989)で用いられており，本論文でもこの名称を用いる．(4.1)式が SUPREME
の定式化になる．
yk = xk + ∆
xk ∼ Poisson(λk) (4.1)
∆ ∼ Poisson(θ)
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(4.1)式で，yk は被説明変数となるカウントデータを示す．また k = 1, . . . ,K．このモデル
は，すべての系列にポアソン分布にしたがう共通の確率変数 ∆を足し，系列間の相関を表
現する．この ∆は，他の系列と相関を有して生じる量を示している．すなわち，xk には
他の系列から影響を受けずに生じる量，∆は他の系列から影響を受けて生じる量である．
この結果として，yk は相関を受けている量になる．また，ポアソン分布の再生性により，
yk ∼ Poisson(λk + θ)が成立する．このように，SUPREMEでは，多変量ポアソン分布を用
いることなく，系列間の相関を考慮しながらも，パラメータ推定における計算量の緩和を
実現した．上述した King(1989)では，米国の大統領の拒否権行使のデータに対して，2変
量の SUPREME を適用した．Karlis(2003) では，EM アルゴリズムを用いて SUPREME
のパラメータを推定する方法を提案した．また，提案手法をスポーツの試合の得点，犯罪
発生数 (犯罪の種類を変量とした 5変量カウントデータ)，および交通事故数 (年を変量と
した 5変量カウントデータ)にそれぞれ適用した．
しかし，このモデルには欠点も多く存在する．SUPREMEでは，∆に対して ∆ ≦ min(y)
という制約を課す．このため，例えば yのなかに 0が存在した場合，∆が 0より大きい値
をとることができず，このモデルは実質的に機能しない．また 0でなくとも，0に近い自
然数を多く含むデータでは，∆を導入しても，相関構造の表現が難しくなる．これに加え
て，負の相関を表現できないことや過分散 (Overdispersion) の問題に対処できないこと，
計算量の問題から高次元のカウントデータには対応できないことなども，応用における欠
点といえる．
Munkin and Trivedi(1999)，Chib and Winkelmann(2001) は，多変量ポアソン対数正規
(Multivariate Poisson-log Normal; MVPLN) モデルを提案した．(4.2) 式が MVPLN モデ
ルの定式化になる．
P(yk) =
exp(−µk)µykk
yk!
µk = exp(X′kβ + bk) (4.2)
b(b1, . . . , bk) ∼ N(0,Σ)
ここで yk は観測変数，Xk は説明変数ベクトル，β は回帰係数ベクトル，µk は系列 kの
ポアソン分布のパラメータである．また k = 1, . . . ,K．当該モデルでは，µ は多変量対数
正規分布に，yは多変量ポアソン対数正規分布にそれぞれ従う．
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MVPLNモデルは，上記であげた SUPREMEの欠点を克服した．すなわち，観測値に
関わらず，系列間の正負の共分散構造を表現でき，過分散にも対処できる．また，高次
元のカウントデータでも適用できる．上述した Chib and Winkelmann(2001)は，MVPLN
モデルと，そのパラメータの推定を MCMC 法を用いておこなうことを提案した．また
このデータを，米国の医療データおよび航空会社の事故データに適用した．Munkin and
Trivedi(1999) は，MVPLN モデルを 2 変量ではあるものの混合効果モデルに拡張し，こ
のモデルを Chib and Winkelmann(2001)と同じ，米国の医療データに適用した．これによ
り，個人ごとのパラメータを得ている．一方で，MVPLNモデルは，モデルが複雑になっ
たときに，パラメータの推定が困難になるという問題がある．本研究では，データ拡大を
用いることで，この問題を解消できるモデルの枠組みを提案する．この詳細は 4.3節で述
べる．
4.2.2 マーケティング領域で多変量カウントデータを対象にした研究
本項には，多変量カウントデータを対象にしたマーケティング研究を整理する．
Brijs(2004) では，SUPREME を多変量ポアソン混合モデルに拡張し，2 つの消費財カ
テゴリ (ケーキミックスとケーキシロップ)の購買データに適用した．当該モデルでは，同
時購買の構造が多変量ポアソン分布の共分散で表現される．Wang(2007) では，MVPLN
回帰モデルを用いて，複数の消費財カテゴリの同時購買をモデル化している．この研究で
も，多変量ポアソン分布の分散共分散行列で，5つのカテゴリー間の同時購買の生起を表
現している．5 変量のモデルは SUPREME では計算量の点で困難だったが，MVPLN 回
帰モデルにより解析が可能となった．Terui et al.(2010)では，同カテゴリー内の複数の商
品を同時にモデル化した．各商品の販売数量はそれぞれ独立なポアソン分布に従うと仮定
すると，その合計数量もポアソン分布に従う．そして合計販売数量を条件付きにすると，
各商品については多項分布に従うモデルになる．多項分布なので負の相関を表現すること
が可能になる．Dippold and Hruschka(2013)では，MVPLN回帰モデルを多数の消費財カ
テゴリーの購買データに適用し，カテゴリー間の購買量の相関関係を分析した．モデルと
しては，Wang(2007)とほぼ同じモデルである．補完的な商品カテゴリーにおいては，一
方の購買によって他方の購入確率が上昇することは過去の研究から分かっていたが，この
研究では，購買個数は増加しないという結果が得られた．以上，マーケティング研究にお
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いて多変量カウントデータを扱った研究をあげたが，これらの研究は，個人の異質性が考
慮されていないものがほとんどである．そこで本研究では，多変量カウントデータに対し
て，個人の異質性を考慮した階層ベイズモデルを提案する．このような枠組みのマーケ
ティング研究は存在していない．先述のとおり，マーケティング領域には多種の多変量カ
ウントデータが存在するため，提案モデルは今後のマーケティング研究に幅広く応用でき
る可能性がある．
4.3 提案モデル
本節では，提案モデルとそのパラメータ推定の枠組みを提示する．はじめに，表 4.1に
は提案モデルで用いる変数を示す．太字体はベクトルを示し，ベクトルはすべて縦ベクト
ルとする．また，表 4.2には添字を示す．表 4.1中の SPはセールスプロモーションを示
し，マーケティングにおける販売促進活動のことを示す．表 4.2中の SKU(Stock Keeping
Unit)とは，商品の単位を示す．これらの詳細は 4節で説明する．
本研究では多変量カウントデータ (個人ごとの購買個数) を目的変数ベクトルとした非
集計タイプの市場反応モデルを提案する．提案モデルは，階層ベイズモデルの枠組みで表
現する．そのため，以降では個体内モデル (観測モデル)，個体間モデル，事前分布の順に
説明する．
4.3.1 個体内モデル
個体内モデルは，購買個数の生起メカニズムを規定する．本研究では，
yit = (yit1, · · · , yitM) を目的変数ベクトルとした多変量のモデリングを実施するが，
見かけ上観測変数 yitm, yitm′ 間には独立性を仮定し，モデリングを進める．(4.3) 式には，
個人 iの時点 t における SKUmの購買個数 yitm の生起メカニズムを表現するモデルを示
す．本研究では，目的変数となる yitm は単変量ポアソン分布に従うとする．exp(ηitm) が
その分布のパラメータである．本研究では，上述のように SKUmに関して独立性を仮定
するが，一方で分布のパラメータであるリンク関数 ηitm には相関構造を仮定する．(4.4)
式がその仮定を定式化したものであり，多変量回帰モデルにより表現する．この仮定によ
り，複雑な多変量ポアソン尤度の評価を緩和し，一方で平均構造に対して相関構造を仮定
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表 4.1 変数一覧
表記 内容 (一般) 内容 (提案モデル) 次元
yitm 観測変数 購買個数 スカラ
ηitm リンク関数 同左 スカラ　
Zit 個体内モデル説明変数 SP変数 M × BM 行列
γi 個体内モデル回帰係数 SP変数の回帰係数 BM 次元ベクトル
ζit 個体内モデル誤差項 同左 M 次元ベクトル
di 個体間モデル説明変数 世帯変数 C 次元ベクトル
Θ 個体間モデル回帰係数 世帯変数の回帰係数 C × BM 行列
wi 個体間モデル誤差項 同左 BM 次元ベクトル
Ω 個体内モデルの分散共分散行列 同左 M × M 行列
Σ 個体間モデルの分散共分散行列 同左 BM × BM 行列
表 4.2 添字一覧
記号 内容
i 世帯数 (1, . . . , I)
t 時点数 (1, . . . , T )
m SKU数 (1, . . . ,M)
b SP変数の数 (1, . . . , B)
c 世帯変数の数 (1, . . . ,C)
したモデリングが実現できる．
f
(
yitm| exp (ηitm)) = exp (− exp (ηitm)) (exp (ηitm))yitm
yitm!
=
exp
(
yitmηitm − exp (ηitm))
yitm!
(4.3)
ηit = Zitγi + ζit, ζit ∼ MVN(0,Ω) (4.4)
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(4.4)式中，ηit はリンク関数のベクトルであり，(4.5)式で定義する．また ζit は誤差項の
ベクトルであり，(4.6)式で定義する．ηit，ζit ともに M 次元ベクトルである．
ηit =
(
ηit1 ηit2 . . . ηitM
)T
(4.5)
ζit =
(
ζit1 ζit2 . . . ζitM
)T
(4.6)
ζit は，平均は 0ベクトル (M 次元)，分散共分散行列 Ω(M × M)行列の多変量正規分布に
従う確率変数である．デザイン行列 Zit は (4.7)式のように表現する．
Zit =

zit1 0 0 0
0 zit2 · · · 0
...
...
. . .
...
0 0 · · · zitM

(4.7)
(4.8)式が，Zit の成分である zitm の定義である (B次元ベクトル)
zitm =
(
zitm1, zitm,2, ..., zitmB
)
(4.8)
(4.9)式には，個人 iのセールスプロモーションの効果を示す γi を定義する．
γi =
(
γ1i1 γ
2
i1 . . . γ
B
i1 γ
1
i2 γ
2
i2 . . . γ
B
i2 . . . γ
1
iM γ
2
iM . . . γ
B
iM
)T
(4.9)
Ω はフルランクの分散共分散行列を仮定する．この部分が提案モデルの特徴的な部分
である．前述のとおり観測データ yitm には独立性を仮定するかわりに，ηitm 間には相関
構造を仮定するのである．その意味で当該モデルを見かけ上独立なポアソン回帰モデル
(Seemingly Independent Poisson Regression Model; SIPRM)と呼ぶ．いずれにしても，商
品間の購買傾向の類似性は，Ωを用いて評価できる．
4.3.2 個体間モデル
個体間モデルは，消費者ごとのパラメータの生起メカニズムを記述するモデルである．
(4.10)式が個体間モデルになる．
γi = Θ
tdi + wi, wi ∼ MVN(0,Σ) (4.10)
当該モデルは，セールスプロモーションの効果 γi が，世帯のデモグラフィック情報 di に
よって説明されることを表現する．γi は前節で示したとおり，BM 次元の縦ベクトルであ
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る．(4.11)式で定義される Θは，個体間モデルの回帰係数の行列であり，C × BM 行列で
ある．
Θ =

θ111 · · · θ11B θ121 · · · θ12B · · · θ1M1 · · · θ1MB
θ211 · · · θ21B θ221 · · · θ22B · · · θ2M1 · · · θ2MB
...
...
...
...
...
...
...
...
...
...
θC11 · · · θC1B θC21 · · · θC2B · · · θCM1 · · · θCMB

(4.11)
di は，世帯 iの説明変数の C次元縦ベクトル (di1, di1, . . . , diC)t である．wi は BM 次元縦
ベクトルを示し，Σは誤差の分散共分散行列 (BM × BM 行列)を示している．本項に示し
たモデルは複雑に見えるが，階層ベイズモデルにおける標準的なモデルであり，多変量回
帰モデルとなる．
4.3.3 事前分布
Ω−1，Σ−1，Θには，(5.9)式で示す事前分布を設定する．本節以降，IB など I に下付き
添字があるものは，この次元の単位行列を示す．
Ω−1 ∼ Wishart(ν0Ω,V0); ν0Ω = M + 4,V0Ω = ν0ΩIM
Σ−1 ∼ Wishart(ν0Σ,V0Σ); ν0Σ = BM + 4,V0Σ = ν0ΣIBM (4.12)
Θ = vec(Θ) ∼ N
(
d¯,Σ ⊗ A−1C
)
; µ¯ = 0, AC = 0.01IC
4.3.4 事後分布と推定アルゴリズム
図 4.1には，4.3.1項から 4.3.3項に示したモデルを統合した DAG(Direct acyclic graph;
有向非巡回グラフ)を示す．
yit = (yit1, . . . , yitM)t であり，観測変数 yitm は，リンク関数 ηitm をパラメータとし，それ
ぞれ独立な単変量ポアソン分布に従う．また，ηit は平均ベクトル Zitγi，分散共分散行列
Ωの M 次元の多変量正規分布に従うものと仮定する．
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図 4.1 提案モデルの DAG
4.3.5 事後分布
図 4.1に基づけばパラメータの同時事後分布が導出できる．(4.13)式が同時事後分布の
分解になる．
p
({γi} , {ηit} ,Θ,Σ,Ω| {yit} , {Zit} , {di})
∝ p(Θ|Σ)p(Σ)p(Ω)
I∏
i=1
p(γi|Θ,Σ,di)
T∏
t=1
p
(
yit|ηit) p(ηit |γi,Zit,Ω)
= p(Θ|Σ)p(Σ)p(Ω)
I∏
i=1
p(γi|Θ,Σ,di)
T∏
t=1
p(ηit |γi,Zit,Ω)
M∏
m=1
p(yitm|ηitm) (4.13)
(4.13)式の右辺にある p(yitm|ηitm)は単変量ポアソン分布，p(ηit |γi,Zit,Ω)は多変量正規分
布の確率密度関数である．(4.13)式において，
I∏
i=1
T∏
t=1
M∏
m=1
p(yitm|ηitm)の部分がモデルの尤度
関数になる．本枠組みの特徴は，リンク関数をパラメータとしている点である．ηit をパ
ラメータとしてとりこむことにより，多変量ポアソン分布の尤度を独立としてとらえて
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も，平均構造の意味で相関構造をとりこめる．すなわち，ηit を発生させてしまえば，γi，
Ωは共役の関係を使えるようになり，その発生は既存の手法で容易に実現できる．(4.13)
式において，上記の意味で p(ηit |γi,Zit,Ω)は ηit の事前分布の役割を担う．
(4.13) 式に基づくと，MCMC のアルゴリスムは下記の 5 つのステップで構成される．
第 1ステップのみランダムウォークM-H法になり，他の 4つのステップはギブスサンプ
ラーを用いることになる．
1. ηit |Zit,γi,Ω, yit のサンプリング
2. γi|di,Θ,Σ, ηit のサンプリング
3. Θ|di,Σ,γi のサンプリング
4. Σ|γi,Θ, di のサンプリング
5. Ω|ηit,Zit,γi のサンプリング
本項では，アルゴリズムの要である ηit のサンプリングについて説明する．その他のパラ
メータのアルゴリズムは標準的なものであるため付録を参照してほしい．
ηit は，データ拡大によってサンプリングを行う．(4.14)式が，ηit の条件付き分布であ
る．尤度がポアソン尤度であり，事前分布が正規分布であるため共役にはならず，メトロ
ポリス・ヘイスティングス法を用いて推定を行う．
(
ηit |−) ∝ p (ηit |Zit,γi,Ω) p (yit | exp (ηit)) (4.14)
まず，ランダムウォークサンプラーで候補粒子を発生させる．
η(∗)it = η
(r−1)
it + ν, ν ∼ MVN(0, 0.1IM) (4.15)
この採択確率は以下の式で表現できる．
α
(
η(∗)it , η
(r−1)
it
)
= min
 p(η(∗)it |−)q(η(r−1)it |η∗it)p(η(r−1)it |−)q(η∗it |η(r−1)it ) , 1
 (4.16)
採択確率と一様乱数 uを用いて確率的選択を行う． η
(r)
it = η
(∗)
it , i f u ≤ α
(
η(∗)it , η
(r−1)
it
)
η(r)it = η
(r−1)
it , otherwise
(4.17)
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4.3.6 比較モデル
本研究では，マーケティングの観点で提案モデルの妥当性を確認するために，比較モデ
ルを 2つ設定した．比較モデル 1は提案モデルで SKU別，世帯別，施策別である γi を γ
とする．これは，消費者異質性を仮定しないモデルである．提案モデルを比較モデル 1を
比較することで，セールスプロモーション効果を世帯別に評価する妥当性を議論できる．
比較モデル 2は，提案モデルの Ωを対角行列に制約するモデルである．提案モデルの Ω
はフルランクの分散共分散行列を仮定している．一方，比較モデル 2では，対称成分以外
をゼロに固定し，SKU間の販売個数が相関関係をもたないことを仮定する．提案モデル
と比較モデル 2を比較することで，ブランド間の販売個数の平均構造に相関構造を仮定す
る妥当性を議論できる．
4.4 データの概要
本研究では，提案モデルをスーパーマーケットでの，カレールーの消費者購買データ
(ID付 POSデータ)に適用する．ID付 POSデータには「誰が（世帯）」，「何を（商品）」，
「いつ」，「いくらで」，購入したかが記録されている．本研究では，商品の単位として，
SKUを用いる．SKUとは，”Stock Keeping Unit(最小管理単位)”の略であり，商品をもっ
とも細かく分ける単位である．SKUは，一般的に ID(JANコード)により識別される．カ
レールーに関していえば，同じ商品名であってもその重量や味種が異なる場合は，それぞ
れ別の SKUとして扱われる．味種とは，カレールーでは，甘口，辛口，中辛などの辛さ
の区分を示す．SKUの具体的な例としては，「商品名，甘口，250グラム」などとなる．
本研究では，販売を促進するための施策である，エンド陳列とチラシ掲載の実施情報も
利用する．エンド陳列とは，スーパーマーケットの通路の端の部分に商品を山積みし，目
立せる販促手法である．エンド陳列の実施により，通常の棚よりも来店客の目にとまりや
すくなり，売上の向上が見込める．チラシ掲載は，新聞に折り込まれるスーパーのチラシ
に，商品を掲載することを示す．この手法も，商品を多くの消費者の目に触れさせること
で，購買の促進を促すものである．
使用したデータの概要は次のとおりである．分析対象とした SKU 数は 17 であり，分
析対象期間は 2001年 4月 1日から 2003年 3月 31日の月別，24時点のデータを使用し
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た．また対象人数は 110人である．
本モデルで目的変数となる購買データは，月別，世帯別，SKU別に集計する．これは，
「ある世帯が，ある SKUを，1か月に何個購入したか」を示すデータである．カレールー
は，調理される際，各世帯の嗜好に応じて，複数ブランドのカレールーが同時に用いられ
ることがある．それゆえ，世帯ごとに複数の SKU を購入の対象としていることが多い．
よって，SKU 間の関係性を表現できる本モデルを適用するのに適したカテゴリである．
解析の対象とした世帯は，期間内のすべての月で，対象 SKUのいずれかを購入している
ものとし，対象の SKUはカレールーカテゴリーでシェアの大きいものを選択した．表 4.3
には，分析対象 SKUの基本統計量を示す．
本研究で用いるコーザルデータは，エンド陳列実施有無，チラシ掲載有無，価格掛率の
3つである．エンド陳列実施有無，チラシ掲載有無は，実施された日は 1，実施されない
日は 0の日別の二値データである．価格掛率は，POSデータから，「売価 ÷最大売価」と
計算する．
本研究の目的変数の粒度は月としているため，前段のコーザルデータを加工し，月別に
説明変数を作成する．表 4.4には，説明変数の一覧を示す．価格掛率からは 2つの変数を
作成した．第一は，SKUごとかつ月ごとの，最小の価格掛率である (自 SKU最小価格掛
率)．これは，ある月のある SKU での最大の値引き幅と言い換えられる．第二は，SKU
ごとかつ月ごとに，最小の価格掛率で販売された日数をカウントしたものである (自 SKU
最小掛率日数)．この値は，最小の値引き幅で何日間販売されたかを示す．これらの変数
は，世帯ごとに来店した日のみを集計対象とした．すなわち，月別，SKU別，世帯別に算
定されることになる．以降では，世帯ごとに来店した日のみを集計対象にすることを「来
店日ベース」と呼ぶことにする．
エンド陳列変数は，来店日ベースでエンド陳列が実施されていた日数をカウントした
(自 SKUエンド陳列実施日数)．一方，競合 SKUについて，この値をすべて足し上げたも
のも変数とする (他 SKUエンド陳列実施日数)．
チラシは自宅で閲覧できるので，来店日ベースでのカウントはおこなわず，その月内の
実施日数をすべてカウントした (自 SKUチラシ掲載実施日数)．ただし，どの世帯にチラ
シが配布されたかはわからないため，同じ月，同じ SKUであれば，すべての世帯で同じ
値をとる．こちらもエンド陳列と同様に，競合 SKUをすべて足し上げたものも変数とす
る (他 SKUチラシ掲載実施日数)．
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表 4.3 分析対象 SKU
メーカー名 ブランド名 味種名
重量 最大 平均 エンド チラシ 購買
(グラム) 売価 売価 日数 日数 個数
メーカー A ブランド A 甘口 240 268 176 123 8 175
メーカー A ブランド A 中辛 240 268 168 88 14 267
メーカー A ブランド A 辛口 240 268 176 60 13 108
メーカー A ブランド B 甘口 200 198 165 156 8 170
メーカー A ブランド B 中辛 200 198 168 101 11 263
メーカー A ブランド B 辛口 200 198 168 91 8 136
メーカー B ブランド C 甘口 200 218 180 21 2 84
メーカー B ブランド C 中辛 200 218 174 29 2 127
メーカー B ブランド C 辛口 200 218 174 18 2 30
メーカー C ブランド D 甘口 200 198 161 39 9 150
メーカー C ブランド D 中辛 200 198 169 83 16 330
メーカー C ブランド D 辛口 200 198 170 73 15 126
メーカー C ブランド E 甘口 250 252 172 110 16 365
メーカー C ブランド E 中辛 250 252 168 176 16 547
メーカー C ブランド E 辛口 220 252 168 161 15 214
メーカー C ブランド F 中辛 220 257 237 9 0 49
メーカー C ブランド F 辛口 220 257 247 0 0 102
最後に，世帯変数について説明する．世帯変数は，上記で述べたセールスプロモーショ
ンの効果を説明するために用いる．世帯変数は 3変数用意した．第一は，1購買あたりの
購買金額である．これは，カレールーに限らず，当該の店舗に来店した際の 1来店あたり
の購買金額の平均値である．これは，各世帯が来店した際に，平均でいくら購買している
かを示す (客単価)．第二は，平均来店間隔である．各世帯が，平均で何日おきに来店して
いるかを示す．第三は，カレールーの購入間隔である．これは，対象 SKUのいずれかを
購買した間隔日数の平均値であり，各世帯が，平均で何日おきにカレールーを購入してい
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るかを示す．図 4.2には，購買間隔日数のもととなる，世帯ごとの日別購入個数を 2世帯
分示す．
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購買個数: ID 103284
図 4.2 世帯別日別購買個数
4.5 パラメータ推定結果
パラメータは付録に示したアルゴリズムにより推定した．試行回数は 100,000回で，最
初の 90,000回はバーンインとして棄却し，最後の 10,000回を事後分布からのサンプルと
して採用した．
4.5.1 モデル比較
モデル比較は DIC(Deviance Information Criterion) を指標として用いる．DIC は
Spiegelhalter(2002) で提案された，ベイズモデルを評価するための情報量規準である．
(4.18)式に DICの算出式を示した．DICは，他の情報量規準と同様に，値が小さいほど
良いモデルであると解釈する．
DIC = D¯(θ) + pD (4.18)
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表 4.4 モデルの説明変数
変数カテゴリ 内容 名称
セールスプロモーション変数 自 SKU最大価格掛率 自価格掛率
自 SKU最大掛率日数 自価格日数
自 SKUエンド陳列実施日数 自エンド
他 SKUエンド陳列実施日数 競エンド
自 SKUチラシ掲載実施日数 自チラシ
他 SKUチラシ掲載実施日数 競チラシ
世帯変数 1購買あたりの購買金額 平均購買金額
平均来店間隔日数 平均来店間隔
カレールーの購入間隔 カレー購入間隔
ここで，D¯(θ) はモデルの対数尤度である．また pD はモデルの複雑度を示す指標であ
る．表 4.5には，各モデルの DICを示した．結果として，提案モデルの DICが最小であ
り，仮定したモデルでは提案モデルが採択された．以降の議論は，提案モデルの結果に基
づき整理する．
表 4.5 各モデルの DIC
モデル名称 DIC
提案モデル 17065.99
比較モデル 1 17495.95
比較モデル 2 20578.79
4.5.2 セールスプロモーション効果 (γi)
γi の事後平均は，セールスプロモーション変数別，SKU 別，世帯別に得られている．
表 4.6には，セールスプロモーション変数別，SKU別の平均値を示す．また，サンプリン
グした系列から擬似的に t値を算出し，各パラメータの有意性を確認した．同じく表 4.6
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で，擬似 t値において 95%有意であった世帯の割合が半数を超えない区分には網掛けを
施した．半数とした点に特に意味はない．参考までに，表 4.7には，表 4.6と同様の区分
で，擬似 t値において 95%有意であった世帯の割合を示す．「自価格掛率」で示される，
自身の最大の値引き率は負の係数である SKUが多かった．また，有意な世帯も比較的多
かった．これは，値引くほど売上が向上することを示し，実務上の知見と一致する．一方
で「自価格日数」で示されている，最大値引きを実施した日数は，正の係数が期待された
ものの，多くの SKUで負の値をとった．また有意な世帯も少なかった．データ上，SKU
ごとの購買頻度は月に 1回に未たない世帯が多い．また，消費者は各 SKUのもっとも安
い売値 (最安値)をおおよそ把握していると想定される．これらより，消費者は月をまたい
で最安値を目にした機会に購買している可能性がある．こう考えれば，最安値で販売され
た日数よりも，毎月の最大価格掛率の方が有意な世帯が多いことも不自然ではない．ただ
し，世帯によっては後者が有意である世帯も存在する．これは，個人の異質性を考慮する
ことで得られる知見の一つである．また，この状況とは逆に，もし数日に一度は購買され
る商品カテゴリであれば，最大値引きの日数の方がより有意な世帯が多くなる可能性があ
る．他方，エンド陳列やチラシ実施では，自 SKUで実施したときの効果より，競合 SKU
から受ける売上毀損の影響が明確に示された．前者は正の係数が期待されるが，負の値を
とる世帯も多かった．一方，後者ではすべての SKUが期待される負の係数となり，また
有意な世帯も前者と比較して多かった．この理由としては，以下が考えられる．各 SKU
とも，エンドの実施回数は 2年間で 0回から 176回の間に収まり，11の SKUで，100回
に満たない．そのため，特に実施回数が少ない SKUを中心に，消費者がエンド陳列を目
にする機会が少なく，解析上，十分なデータが得られなかった可能性がある．これを裏付
ける結果として，エンドの実施回数が 100回以上の SKUでは，すべて正の係数が得られ
ていたことがあげられる．以上の結果を踏まえ，以降では自価格掛率，競合エンド実施お
よび競合チラシ掲載を対象として推定結果をまとめ，実務への示唆を提示する．
上述した 3つのセールスプロモーションの回帰係数 γi のヒストグラムを図 4.3から図
4.5 に示す．それ以外の係数は，紙幅の都合で割愛する．自価格掛率 (図 4.3) を見ると，
SKUや世帯によって価格掛率の係数は大きく異なる．しかし，多くの SKUおよび世帯で
係数が負であり，これは前項で述べたとおりである．一方で，価格の係数が 0以上の値を
とる世帯もあった．このような世帯は，値引きにより購入が促進されない世帯であると解
釈できる．図 4.4，図 4.5で示した競合エンドおよび競合チラシでも，多くの世帯では負
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表 4.6 SP変数の回帰係数の事後平均
ブランド名 味種 自価格 自価格 自 競 自 競 定数項
掛率 日数 エンド エンド チラシ チラシ
ブランド A 甘口 -2.28 -0.18 0.13 -0.14 -0.22 -0.19 -8.48
ブランド A 中辛 -9.55 -0.29 -0.04 -0.07 0.41 -0.23 -11.71
ブランド A 辛口 -10.58 -0.23 0.07 -0.16 -0.19 -0.19 -12.86
ブランド B 甘口 -6.40 -1.65 0.10 -0.12 0.05 -0.08 -11.19
ブランド B 中辛 -4.73 -0.78 0.08 -0.11 -0.47 -0.11 -7.60
ブランド B 辛口 -5.54 -1.11 -0.03 -0.11 0.09 -0.24 -10.89
ブランド C 甘口 -6.59 0.02 -0.16 -0.17 0.19 -0.34 -10.31
ブランド C 中辛 -3.52 -0.28 0.01 -0.10 2.95 -0.18 -10.41
ブランド C 辛口 3.28 -0.36 0.27 -0.22 1.09 -0.21 -10.76
ブランド D 甘口 -7.65 0.25 -0.24 -0.11 0.3 -0.17 -10.38
ブランド D 中辛 -4.75 -1.20 -0.23 -0.06 0.19 -0.14 -6.73
ブランド D 辛口 -8.73 -1.61 -0.36 -0.06 -0.04 -0.34 -10.1
ブランド E 甘口 -2.85 -0.15 0.04 -0.09 -0.14 -0.19 -6.44
ブランド E 中辛 -2.42 -0.06 0.07 -0.06 -0.29 -0.15 -6.13
ブランド E 辛口 -8.03 -0.40 0.26 -0.11 -0.28 -0.16 -12.37
ブランド F 中辛 -6.12 -0.14 -0.95 -0.10 1.30 -0.39 -7.42
ブランド F 辛口 -15.02 -0.95 -0.62 -0.11 1.05 -0.32 -8.10
全 SKU平均 -5.97 -0.54 -0.09 -0.11 0.35 -0.21 -9.52
の値であった．これは，前項で述べたとおり，競合の施策実施により，大半の世帯では購
買されにくくなることを示唆する．一方で，値引きと同様に，施策に効果がないと解釈で
きる世帯も存在した．このような世帯による効果の違いは，Θを確認することで，その理
由が確認できる．これは 5.3項に示す．
表 4.8，表 4.9には，ブランド別，味種別に γi の平均をとったものを示す．ブランドで
A，D，Fで値引きの効果が比較的高い様子がうかがえる．特に Fで値が大きいが，表 4.3
にあるとおり，このブランドは他の商品と比較して価格が高い．このため，値引きにより
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表 4.7 SP変数の回帰係数の有意な世帯の割合
ブランド名 味種 自価格 自価格 自 競 自 競 定数項
掛率 日数 エンド エンド チラシ チラシ
ブランド A 甘口 33.64% 43.64% 46.36% 49.09% 11.82% 49.09% 98.18%
ブランド A 中辛 97.27% 29.09% 36.36% 43.64% 18.18% 41.82% 100.00%
ブランド A 辛口 95.45% 31.82% 44.55% 51.82% 13.64% 54.55% 100.00%
ブランド B 甘口 79.09% 31.82% 47.27% 53.64% 3.64% 43.64% 100.00%
ブランド B 中辛 80.00% 13.64% 35.45% 49.09% 16.36% 41.82% 100.00%
ブランド B 辛口 66.36% 14.55% 40.91% 43.64% 21.82% 41.82% 100.00%
ブランド C 甘口 92.73% 34.55% 30.91% 51.82% 26.36% 42.73% 100.00%
ブランド C 中辛 53.64% 30.91% 44.55% 46.36% 53.64% 47.27% 100.00%
ブランド C 辛口 28.18% 30.91% 17.27% 64.55% 30.91% 51.82% 100.00%
ブランド D 甘口 80.00% 11.82% 24.55% 43.64% 22.73% 42.73% 100.00%
ブランド D 中辛 73.64% 7.27% 29.09% 34.55% 19.09% 35.45% 98.18%
ブランド D 辛口 96.36% 31.82% 29.09% 44.55% 23.64% 43.64% 100.00%
ブランド E 甘口 17.27% 10.91% 35.45% 38.18% 12.73% 28.18% 99.09%
ブランド E 中辛 16.36% 18.18% 30.91% 29.09% 18.18% 20.91% 100.00%
ブランド E 辛口 95.45% 31.82% 38.18% 40.91% 14.55% 36.36% 100.00%
ブランド F 中辛 54.55% 20.91% 26.36% 57.27% 29.09% 56.36% 100.00%
ブランド F 辛口 100.00% 17.27% 25.45% 39.09% 21.82% 53.64% 100.00%
全 SKU平均 68.24% 24.17% 34.28% 45.94% 21.07% 43.05% 99.73%
購入が促進されやすい．一方で，競合エンド，競合チラシについて，ブランド間での大き
な違いはみられなかった．また味種でも大きな違いはみられなかった．
本項の最後に，セールスプロモーションが購買にどの程度影響しているかを確認した．
これは，Zitγi について，定数項とそれ以外の部分との絶対値を比較することで実施でき
る．簡単のため，Zit は世帯・時間での平均値，γi は世帯での平均値を用いて計算した結
果，定数項は-9.52(絶対値は 9.52)，それ以外の部分は-7.56(絶対値は 7.56)であった．こ
80
れより，セールスプロモーションは購買時の意思決定に対して一定の影響を与えている可
能性が示唆された．逆にいうと，セールスプロモーションによらず購入される割合もある
程度，存在するということもできる．
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表 4.8 ブランド別プロモーション効果
ブランド名 自価格掛率 競エンド 競チラシ
A -7.47 -0.12 -0.20
B -5.56 -0.11 -0.14
C -2.27 -0.16 -0.24
D -7.04 -0.08 -0.22
E -4.43 -0.09 -0.17
F -10.57 -0.10 -0.35
表 4.9 味種別プロモーション効果
味種 自価格掛率 競エンド 競チラシ
甘口 -5.16 -0.13 -0.19
辛口 -5.95 -0.13 -0.26
中辛 -6.66 -0.09 -0.19
4.5.3 世帯変数効果 (Θ)
前項でセールスプロモーションの効果が世帯で異なることを確認したが，本項ではその
パラメータである Θの推定結果を整理し考察する．4節のとおり，Θは SKUおよびセー
ルスプロモーション変数ごとに得られているが，その推定結果を表 4.10から表 4.12に示
す．表中，疑似 t値で 95%有意でないパラメータは網掛けをした．結果として有意でな
いものが多かったが，カレー購買頻度の，自 SKU価格係数に対する効果では有意なケー
スが比較的多くみられた．
表 4.13には，全 SKU分の平均をとったものを示す．価格掛率の係数に対するカレー購
買頻度の係数が負の値になっている．価格掛率の係数は負の値であるから，カレーの購買
頻度が上がると，価格掛率の係数は負の方向に大きくなる．競合のチラシやエンド陳列に
ついても同様の傾向がある．これは，カレーを頻繁に購入する消費者ほどプロモーション
に強く反応すると解釈できる．カレーを頻繁に購入する世帯は，その商品カテゴリに対す
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る関心も大きいと想定される．この点で，この結果は不自然なものではないと言える．次
に客単価では，この値が大きいほど，価格の効果は小さくなる．客単価が高い消費者は，
一般に来店頻度が低く，一度の来店で大量に購入する傾向がある．そのため，値引きを
狙って購入することが難しく，結果として値引きの影響を受けにくくなっている．最後に
来店頻度では，この値が高いほど，価格の効果は大きくなる．これは客単価の逆で，頻度
高く来店する消費者は値引きを狙って購入できるので，値引きの影響を受けやすい．
表 4.10 世帯変数効果：カレー購買頻度
ブランド名 味種 自価格掛率 自価格日数 自エンド 自エンド 自チラシ 競チラシ 定数項
ブランド A 甘口 6.08 0.39 0.11 -0.11 -1.10 -0.13 5.68
ブランド A 中辛 3.72 -0.18 0.02 -0.10 1.92 -0.09 4.37
ブランド A 辛口 3.77 1.01 -0.46 -0.19 -1.70 -0.06 2.71
ブランド B 甘口 1.31 -0.58 0.18 -0.07 0.39 -0.27 2.43
ブランド B 中辛 0.87 0.72 0.30 -0.07 -0.80 -0.16 4.01
ブランド B 辛口 -6.26 -2.63 -0.24 0.04 -1.11 -0.06 0.19
ブランド C 甘口 -5.50 0.47 0.70 -0.06 -5.38 -0.31 0.23
ブランド C 中辛 7.44 -0.09 1.11 -0.11 -2.17 0.24 1.25
ブランド C 辛口 -5.49 0.91 0.31 -0.18 -4.67 0.15 2.17
ブランド D 甘口 -10.21 3.73 0.45 -0.10 -0.05 -0.19 0.47
ブランド D 中辛 3.72 0.93 -0.46 -0.05 0.81 -0.13 2.79
ブランド D 辛口 -5.63 6.32 -0.18 -0.02 0.52 0.06 0.63
ブランド E 甘口 2.09 0.04 0.28 -0.11 -0.71 -0.03 2.35
ブランド E 中辛 0.78 0.23 0.09 0.02 -0.60 -0.14 1.45
ブランド E 辛口 -0.37 -0.53 0.02 -0.04 0.19 0.09 -1.54
ブランド F 中辛 -2.49 3.08 1.98 0.02 -7.54 -0.14 1.40
ブランド F 辛口 -2.63 -0.40 -0.20 -0.10 -3.33 0.15 -0.07
4.5.4 相関係数行列 (Ω)
推定の結果得られた分散共分散行列 Ω から，SKU 間の距離を計算した．具体的には，
まず，分散共分散から相関係数を算出し，その値から 1を引いたものを距離とした．この
距離の行列から，最遠隣法によって階層的クラスタリングを行った．その結果を図 4.6に
示す．図 4.6において，濃淡のある部分では，色が黒に近い組み合わせほど，SKU間の距
離が近いことを表す．また，左部，上部の線は，階層的クラスタリングの結果をデンドロ
グラム (Dendrogram)で示したものである．この距離は，SKUごとの残差，すなわちセー
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表 4.11 世帯変数効果：客単価
ブランド名 味種 自価格掛率 自価格日数 自エンド 自エンド 自チラシ 競チラシ 定数項
ブランド A 甘口 -2.12 -0.11 0.05 0.01 0.05 -0.10 -0.93
ブランド A 中辛 -0.26 0.02 -0.01 0.02 0.06 -0.10 -1.15
ブランド A 辛口 2.84 0.37 -0.35 -0.04 -0.11 0.13 0.16
ブランド B 甘口 3.40 0.85 0.07 0.01 -0.06 -0.04 0.98
ブランド B 中辛 1.12 0.73 0.22 -0.05 0.13 0.02 -0.49
ブランド B 辛口 5.99 0.71 -0.02 0.02 0.30 -0.10 0.94
ブランド C 甘口 0.73 -0.08 -0.45 0.01 1.01 0.05 -0.17
ブランド C 中辛 3.41 -0.39 0.45 0.03 0.46 -0.02 -1.17
ブランド C 辛口 1.18 -0.05 -0.67 -0.07 2.70 0.20 -0.53
ブランド D 甘口 1.72 1.67 -0.13 0.04 0.28 -0.10 0.40
ブランド D 中辛 -0.47 0.80 0.04 0.03 -0.06 -0.02 -0.25
ブランド D 辛口 -0.87 -0.31 -0.09 -0.01 -0.20 -0.07 -0.99
ブランド E 甘口 -0.20 0.09 0.00 0.03 0.03 0.05 -0.41
ブランド E 中辛 -0.02 -0.02 0.00 -0.01 0.32 0.11 -0.65
ブランド E 辛口 1.02 0.23 0.16 0.00 0.07 -0.15 0.53
ブランド F 中辛 -2.06 -2.85 0.12 0.01 0.03 -0.13 0.04
ブランド F 辛口 -3.81 -0.51 -0.09 -0.02 1.44 0.05 -0.96
ルスプロモーションの影響を差し引いた，消費者の嗜好性やインスタントカレーの使用法
を反映した SKU間の「近さ」を表現している．この近さは，それら嗜好性・使用法など
を反映したブランド間の期間併買のされやすさを表現していると解釈できる．カレールー
は各世帯の好みに応じて複数の種類を混合して調理されることがよくあり，こういった解
釈は自然である．
図 4.6をみると，対象 SKUは大きく 3つのグループに分けられた．左下部の濃い色の
正方形に該当するブランド Aとブランド Dのグループ，同じく中心部のブランド Bとブ
ランド Cのグループ，最後に右上部のブランド Eとブランド Fのグループである．この
結果を解釈すると，まず，同じブランドの異なる味種が期間併買されやすい傾向にあるこ
とがわかる．また，ブランド Aと D，ブランド Bと C，ブランド Eと Fがそれぞれ期間
併買されやすい傾向にある．
なお，4.5.2項の最後で述べたとおり，セールスプロモーションによらず購入される割
合も一定数存在することが示唆された．このような購入には，本項で述べた，カレールー
に関する好みが影響している可能性もあるため，好みの構造を知っておくことはマーケ
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表 4.12 世帯変数効果：来店頻度
ブランド名 味種 自価格掛率 自価格日数 自エンド 自エンド 自チラシ 競チラシ 定数項
ブランド A 甘口 3.24 0.13 -0.10 -0.05 0.04 0.22 -1.52
ブランド A 中辛 -3.10 -0.09 0.00 -0.04 -0.42 0.19 -1.71
ブランド A 辛口 -11.06 -1.18 0.99 0.08 0.58 -0.35 -4.94
ブランド B 甘口 -10.62 -2.47 -0.17 -0.04 0.07 0.13 -6.38
ブランド B 中辛 -4.40 -2.18 -0.58 0.09 -0.30 -0.05 -1.98
ブランド B 辛口 -15.13 -1.53 0.09 -0.09 -0.47 0.19 -5.73
ブランド C 甘口 -2.69 0.10 0.91 -0.08 -1.30 -0.16 -2.81
ブランド C 中辛 -11.03 0.90 -1.33 -0.09 0.23 -0.05 -0.60
ブランド C 辛口 -0.75 -0.19 1.66 0.14 -5.32 -0.58 -2.49
ブランド D 甘口 -4.46 -4.82 0.16 -0.12 -0.59 0.24 -4.29
ブランド D 中辛 -1.08 -2.53 -0.06 -0.08 0.04 0.04 -2.04
ブランド D 辛口 0.62 -1.05 0.15 0.00 0.36 0.05 -0.81
ブランド E 甘口 -0.82 -0.29 -0.04 -0.08 0.02 -0.18 -1.48
ブランド E 中辛 -0.85 -0.01 0.01 -0.01 -0.75 -0.30 -0.61
ブランド E 辛口 -4.91 -0.59 -0.31 -0.03 -0.31 0.31 -4.80
ブランド F 中辛 3.69 6.32 -1.00 -0.06 1.90 0.24 -2.68
ブランド F 辛口 5.26 1.04 0.07 0.04 -2.53 -0.24 -0.13
表 4.13 世帯変数効果
プロモーション カレー購買頻度 客単価 来店頻度
自価格掛率 -0.52 0.68 -3.42
競エンド -0.07 0.00 -0.02
競チラシ -0.06 -0.01 -0.02
ティング戦略上，有利になることも考えられる．
以降には，本研究で得られたセールスプロモーションに関する知見と嗜好性に関するま
とめを提示する．まず，セールスプロモーションは購買に一定の影響を与えていることが
示された．特に自 SKUの価格掛率，競合 SKUのエンド実施，チラシ掲載は，購買に対
する明確な影響が示唆される結果となった．ただし，その影響は世帯によって異なってい
た．この要因は，カレールーの購入間隔，来店頻度および 1購買あたりの購入金額など，
購買に関する行動があげられた．また，自 SKUの価格掛率では，SKUによって結果に差
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異がみられた．具体的には，定価が高い SKUほ購買に対する影響が大きいという結果で
あった．一方で，競合エンドおよび競合チラシでは，SKUによる結果の差異はみられな
かった．なお，今回の分析は月次データでおこなっているが，これを日次などより細かい
粒度のデータで実施することで，セールスプロモーションへの示唆を高度化できる可能性
もある．その点に関しては今後の課題とする．
嗜好性に関して述べる．本研究での分析の結果，対象 SKUは 3つのグループに分けら
れ，これは嗜好性による期間併買を示すものと考えられた．それぞれのグループには，複
数のブランドおよび同じブランドの異なる味種が含まれていた．前者からは，複数のブラ
ンドを期間併買し混合して使用することで，好みに応じた味に調整していることがうかが
える．一方，後者では同じブランドの異なる味種を混ぜることで，辛味を調整しているこ
とがうかがえる．本研究は 1 ヶ月ごとの集計データを使用したが，このような期間集計
データを用いることで，本節で提示したような嗜好性に関する知見が得られる．
4.6 おわりに
本研究では，多変量カウントデータを目的変数とした階層ベイズモデルとその推定の枠
組みを提案した．また，提案モデルを実際のマーケティングデータに適用した結果，既存
のモデルよりも DICの点で優れていることが確認された．この点に加えて，提案モデル
からは，いくつかのマーケティング上の知見を得ることができた．具体的には，セールス
プロモーションの効果が SKUや世帯ごとに得られた点や，SKU間の期間併買の傾向を把
握できた点である．これらの知見は，マーケティング実務においてワン・トゥー・ワン・
マーケティングへの活用が期待できる．さらに提案モデルは，既存の多変量データを扱う
モデルと比較してモデリング上の制約が少なく，推定も容易であり，かつ拡張性が高い．
この点で，今後のマーケティング研究やそれ以外の分野でも応用が可能と考えている．
本研究の限界と発展の方向性について述べる．1点目は，提案モデルは時間的異質性を
表現していない．2節でも述べたとおり，マーケティングでは時間的異質性を考慮した動
的なモデルが求められている．このモデルにより，セールスプロモーションの効果や商品
の同時購買傾向が動的に得られることが期待できる．2点目は，本研究は月別データを用
いており，このために構造が適切にとらえられていない可能性がある．この問題に対処す
るには，データの集計スパンを週別や日別にすることが考えられるが，この場合，集計
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図 4.6 距離行列
データがゼロ過剰になることが想定される．ゼロ過剰データに対しては，負の二項回帰な
どの確率分布の導入が必要になる．3 点目は，SKU 間の類似性をより精緻に表現するモ
デルを導入することである．提案モデルでは，リンク関数の誤差項の共分散として，SKU
間の期間併買の傾向を表現した．一方で，長谷川・照井 (2011)のように，消費者ごとの因
子構造を導入することが考えられる．これにより，商品の期間併買傾向を消費者ごとに確
認でき，かつその構造が解釈可能なかたちで表現できる．
以上あげた点を提案モデルに含めることで，マーケティング研究において今までにない
知見が得られることが期待できる．特に時間の異質性に関しては，マーケティング以外の
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領域でも活用できる可能性が高く，その導入は急務と考えている．
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第 5章
研究 3：時間的異質性を考慮した見
かけ上独立なポアソン回帰モデルに
よる市場反応分析
5.1 はじめに
多変量のカウントデータは，本研究で対象とするマーケティング領域に限らず，社会科
学，自然科学の様々な分野で得られる．一変量のカウントデータに限定すれば，多くの有
用なモデル/アプローチが提案されてきている．一方で，多変量カウントデータは頻繁に
研究対象になるが，一般に多変量カウントデータのモデル化は難しく，特にパラメータ推
定の難易度が高い．カウントデータは 0 以上の整数の値をとる．この特徴を有するデー
タのモデル化は，例えば正規分布は不適切で，当然その状況は一変量でも多変量でも同一
である．特に，多変量のカウントデータを扱った先行研究では，データをそのまま用いて
多変量ポアソン分布，多変量負の二項分布によってモデル化するものや，何らかの変換を
施し，多変量切断正規分布，多変量ポアソン対数正規分布によってモデル化するなどの
様々なアプローチが提案されている．しかし，カウントデータに何らかの変換を施し，擬
似的に連続データ化するアプローチは，カウントデータの特性を消失させるため，適当で
はない．とすると，多変量のカウントデータに対応可能な分布を用いることになるが，こ
ちらは尤度関数の評価が難しく，一般にデータの次元が高くなると計算不能になる．その
ため，市場反応分析で現在よく用いられている，階層ベイズモデルや状態空間モデルの枠
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組みでのモデル化が難しい．この課題に対して，第 2の研究テーマでは，見かけ上独立な
ポアソン回帰モデル (Seemingly Independent Poisson Regression Model; SIPRM)を提案し
た．このモデルでは，多変量カウントデータベクトルに含まれる個々の観測変数は一変量
のポアソン分布に従うと仮定し，個々の変数の分布パラメータ (具体的には平均パラメー
タの対数，リンク関数と呼ぶ)間に多変量回帰構造を仮定する．この多変量回帰モデルが
リンク関数の事前分布の役割を担う．さらにこのリンク関数をパラメータととらえてデー
タ拡大によって発生させることで，多変量カウントデータのパラメータ推定が，既存の手
法により実施できる．SIPRMの利点は大きく 2点ある．第 1は，観測変数の次元が高く
なっても計算量の点でパラメータ推定が容易な点である．観測変数個々の分布は，常に単
変量の分布を仮定するため，その部分の尤度関数は目的変数ベクトルの次元が高くなって
も容易に構成できる．また個々の分布のリンク関数のベクトルには多変量回帰モデルを仮
定するため，目的変数の次元に応じてこの分布の次元も高くなるが，多変量カウントデー
タの分布と比較すると，その扱いは容易である．第 2は，ベイズモデルへの拡張が容易な
点である．これも，リンク関数をパラメータととらえて正規分布を仮定していることによ
る．まず階層ベイズモデルに適用する場合，リンク関数はベクトルと多変量を仮定する
と，共役の関係を利用できるようになるため，パラメータが効率的に実現できる．状態空
間モデルを適用する場合でもモデルが正規分布であればカルマンフィルタを利用できる．
カルマンフィルタ自体は行列計算のみで完結する．
以上の背景に基づき，本研究では，多変量カウントデータである，店舗の購買個数デー
タに対して SIPRMを動的に拡張したモデルを適用し，多変量カウントデータに対する動
的市場反応モデルを構築する．当該モデルを，動的な見かけ上独立なポアソン回帰モデル
(Dynamic Seemingly Independent Poisson Regression Model; DSIPRM)と呼ぶ．このモデ
ルでは，テーマ 2と同様に，多数の SKUを同時にモデル化するため，競争構造に関する
知見が得られる．さらに，本モデルでは，時間的異質性のみならず消費者異質性も同時に
評価可能な枠組みとなる．先行研究には，状態空間モデルの枠組みで多変量カウントデー
タをモデル化したケースは多少はあるが，消費者異質性を同時に評価した研究は見当たら
ない．この点で，本研究は新規性をもつ．
本論文の残りの構成は以下の通りである．5.2 節で先行研究について述べる．5.3 節で
提案モデルを提示し，5.4 節は提案モデルを適用するデータについて説明する．5.5 節で
パラメータの推定結果とマーケティング実務への示唆を整理する．5.6節では本研究のま
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とめと今後の課題を述べる．
5.2 先行研究
5.2.1 状態空間モデルを適用したマーケティング研究
市場反応分析において，市場反応の動的変化 (時間的異質性)を対象とした研究は，消費
者異質性を対象とした研究と比べて非常に少ないが，1990年代の後半からみられるよう
になった．小売業やメーカーの価格戦略やプロモーション戦略の変化，また社会環境の変
化などに伴って，消費者の反応も動的に変化すると仮定することが自然である (佐藤，樋
口 2008b)という考えに基づけば，市場反応の動的変化を表現できるモデルの活用は自然
な流れである．逆に言えば，市場反応の動的変化を考慮しない静的モデルでは，現実の市
場を精緻にとらえるためには，不十分であるともいえる．
状態空間モデルの枠組みで集計データを用いた研究としては，Naik et al.(2005)，Sriram
and Kalwani(2007)，Bass et al.(2007)，Bruce(2008)，佐藤，樋口 (2008b)，Ernst et al.(2010)，
Bruce et al.(2012) などがある．一方，非集計データを用いた研究は，Dube et al.(2005)，
佐藤，樋口 (2008a)，佐藤，樋口 (2009)がある．これらの研究は，平滑化事前分布と呼ぶ，
反応係数が時間進展とともに滑らかに変動するという制約を課したモデルを階層モデルと
して導入し，市場反応係数の動的変化を表現する．本研究は，非集計データを用いた動的
モデルの研究であり，先行研究が少ないテーマを対象としている．
5.2.2 多変量カウントデータを対象にした研究
本節では，多変量カウントデータを対象にした研究を整理する．マーケティング研究
に関しては 2 章でも説明しているため，本項ではマーケティング分野以外での先行研究
を整理する．Knape et al.(2009) では，鳥の移動に関するカウントデータを多変量状態空
間モデルの枠組みでモデル化している．目的変数は多変量正規分布に従うと仮定してい
る．Jung et al.(2011)は，多変量動的因子モデルを提案している．ニューヨーク証券取引
所の 5つの株式について，5分間隔の取引数で構成される時系列データに適用した．各系
列の値は独立に負の二項分布に従うと仮定して，そのパラメータベクトルを因子分解す
る．また，その因子負荷量がランダムウォークに従うと仮定し，動的構造を表現してい
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る．McCausland et al.(2011)では，金融市場の取引件数データを分析している．各系列が
それぞれ独立なポアソン分布にしたがうとし，そのパラメータベクトルが因子構造を持
ち，そこで観測データの相関関係を表現している．これは，Jung et al.(2011)に近いアプ
ローチであると言える．
5.3 提案モデル
本節では，提案モデルとそのパラメータ推定の枠組みを提示する．はじめに，表 5.1に
は提案モデルで用いる変数を示す．太字体はベクトルを示し，ベクトルはすべて縦ベク
トルとする．また，表 5.2には添字を示す．表 5.1中の SPはセールスプロモーションを
示す．
本研究では，4章のモデルと同様，多変量カウントデータ (購買個数)を目的変数ベクト
ルとした非集計タイプの市場反応モデルを提案する．提案モデルは，状態空間モデルの枠
組みで表現する．そのため，以降では観測モデル，システムモデル，事前分布の順に説明
する．
表 5.1 変数一覧
表記 内容 (一般) 内容 (提案モデル) 次元
yitm 観測変数 購買個数 スカラ
ηitm リンク関数 同左 スカラ　
Zit 個体内モデル説明変数 SP変数 M × BM 行列
γit 個体内モデル回帰係数 SP変数の回帰係数 BM 次元ベクトル
ζit 個体内モデル誤差項 同左 M 次元ベクトル
wit 個体間モデル誤差項 同左 BM 次元ベクトル
Ω 個体内モデルの分散共分散行列 同左 M × M 行列
Σ 個体間モデルの分散共分散行列 同左 BM × BM 行列
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表 5.2 添字一覧
記号 内容
i 世帯数 (1, . . . , I)
t 時点数 (1, . . . , T )
m SKU数 (1, . . . ,M)
b SP変数の数 (1, . . . , B)
5.3.1 観測モデル
観測モデルは，購買個数の生起メカニズムを規定する．本研究では，yit = (yit1, · · · , yitM
を目的変数ベクトルとした多変量のモデリングを実施するが，4 章と同様に観測変数
yitm, yitm′ 間には独立性を仮定しモデル化する．(5.1) 式には，個人 i の時点 t における
SKUm の購買個数 yitm の生起メカニズムを表現するモデルを示す．本研究では，目的変
数となる yitm は単変量ポアソン分布に従うとする．exp(ηitm) がパラメータになる．ただ
し，SKUm間では，リンク関数 ηitm に相関構造を仮定する．(5.2)式がその仮定を定式化
したものであり，多変量回帰モデルにより表現する．
f
(
yitm| exp (ηitm)) = exp (− exp (ηitm)) (exp (ηitm))yitm
yitm!
=
exp
(
yitmηitm − exp (ηitm))
yitm!
(5.1)
ηit = Zitγit + ζit, ζit ∼ MVN(0,Ω) (5.2)
(5.2)式中，ηit はリンク関数のベクトルであり，(5.3)式で定義する．また ζit は誤差項の
ベクトルであり，(5.4)式で定義する．ηit，ζit ともに M 次元ベクトルである．
ηit =
(
ηit1 ηit2 . . . ηitM
)T
(5.3)
ζit =
(
ζit1 ζit2 . . . ζitM
)T
(5.4)
ζit は，平均は 0ベクトル (M 次元)，分散共分散行列 Ω(M × M)行列の多変量正規分布に
従う確率変数である．Ωはフルランクの分散共分散行列を仮定する．デザイン行列 Zit は
96
(5.5)式のように表現する．
Zit =

zit1 0 0 0
0 zit2 · · · 0
...
...
. . .
...
0 0 · · · zitM

(5.5)
(5.6)式では，Zit の成分である zitm を定義する (B次元ベクトル)
zitm =
(
zit11, zit12, ..., zit1B
)
(5.6)
(5.7)式には，個人 iのセールスプロモーションの効果を示す γit を定義する．
γit =
(
γ1it1 γ
2
it1 . . . γ
B
it1 γ
1
it2 γ
2
it2 . . . γ
B
it2 . . . γ
1
itM γ
2
itM . . . γ
B
itM
)T
(5.7)
この部分が提案モデルの特徴的な部分である．前述のとおり観測データ yitm には独立性を
仮定するかわりに，ηitm 間には相関構造を仮定する．商品間の購買傾向の類似性は，Ωを
用いて評価できる．なお，(5.7)式で定義した γit は，4章のモデルでは γi であった．すな
わち，プロモーションの効果の時間変化を許容している点で 4章のモデルと異なる．
5.3.2 システムモデル
システムモデルは，消費者ごとのパラメータの時間遷移を記述するモデルである．状態
空間モデルの枠組みで定式化できる (5.8)式がシステムモデルになる．
γit = γi,t−1 + wit, wit ∼ MVN(0,Σ) (5.8)
当該モデルは，セールスプロモーションの効果 γit が，時間変動することを表現する．γit
は前節で示したとおり，BM 次元の縦ベクトルである．wit は BM 次元縦ベクトルを示し，
Σは誤差の分散共分散行列 (BM × BM 行列)を示している．ここで Σは対角行列とする．
4 章では，この部分に，セールスプロモーションの効果 γi が世帯のデモグラフィック情
報によって説明される，階層モデルを導入した．一方，本章のモデルは，個人ごとにパラ
メータは設定しているものの，世帯のデモグラフィック情報による階層化はおこなってい
ない点が 4章のモデルと異なる．
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5.3.3 事前分布
Ω−1，Σ−1 には，(5.9)式で示す事前分布を設定する．本節以降，IB など I に下付き添字
があるものは，この次元の単位行列を示す．
Ω−1 ∼ Wishart(ν0Ω,V0); ν0Ω = M + 4,V0Ω = ν0ΩIM
Σ−1 ∼ Wishart(ν0Σ,V0Σ); ν0Σ = BM + 4,V0Σ = ν0ΣIBM (5.9)
5.3.4 事後分布と推定アルゴリズム
図 5.1には，提案モデルの DAG(Direct acyclic graph;有向非巡回グラフ)を示す．
図 5.1 提案モデルの DAG
(5.10)式が同時事後分布の分解になる．
p
({γit} , {ηit} ,Σi,Ω| {yit} , {Zit} , {γi,t−1})
∝ p(Ω)
I∏
i=1
p(Σi)
T∏
t=1
p
(
yit|ηit) p(ηit |γit,Zit,Ω)p(γit |γi,t−1,Σi)
= p(Ω)
I∏
i=1
p(Σi)
T∏
t=1
p(ηit |γit,Zit,Ω)p(γit |γi,t−1,Σi)
M∏
m=1
p(yitm|ηitm) (5.10)
(5.10)式の右辺にある p(yitm|ηitm)は単変量ポアソン分布，p(ηit |γi,Zit,Ω)は多変量正規
分布の確率密度関数である．(5.10)式において，
I∏
i=1
T∏
t=1
M∏
m=1
p(yitm|ηitm)の部分がモデルの尤
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度関数になる．本枠組みの特徴は，リンク関数をパラメータとしている点である．ηit を
パラメータとしてとりこむことにより，多変量ポアソン分布の尤度を独立としてとらえて
も，平均構造の意味で相関構造をとりこめる．すなわち，ηit を発生させてしまえば，γit，
Ωは共役の関係を使えるようになり，その発生は既存の手法で容易に実現できる．(5.10)
式において，上記の意味で p(ηit |γit,Zit,Ω)は ηit の事前分布の役割を担う．事後分布から
の推定アルゴリズムは付録 Cに示す．
5.4 分析データの概要
使用したデータの概要は次のとおりである．分析対象とした SKU数は 9であり，分析
対象期間は 2001年 4月 1日から 2003年 3月 31日の月別，24時点のデータを使用した．
また対象世帯数は 50 人である．用いたデータは 4 章と同じだが，本章では対象とする
SKU数と世帯数をそれぞれ 17から 9に，110から 50に減らしている．本章は，消費者
異質性及び時間的異質性を同時に勘案可能なモデルを提案することを主眼としている．そ
の妥当性を検証するため，世帯数と商品数を減少させ検証している．世帯数及び商品数を
増やした検証は，今後の課題とする．
本モデルで目的変数となる購買データは，月別，世帯別，SKU別に集計した．4章と同
様であるが，ここでも再度詳細を述べる．このデータは「ある世帯が，ある SKUを，1か
月に何個購入したか」を示す．カレールーは，調理される際，各世帯の嗜好に応じて，複
数ブランドのカレールーが同時に用いられることがある．それゆえ，ある期間単位で見る
と世帯ごとに複数の SKUを購入の対象としていることが多い．よって，SKU間の関係性
を表現できる本モデルを適用するのに適したカテゴリである．解析の対象とした世帯は，
期間内のすべての月で，対象 SKUのいずれかを購入しているものとし，対象の SKUは
カレールーカテゴリーでシェアの大きいものを選択した．表 5.3には，分析対象 SKUの
基本統計量を示す．
本研究で用いるコーザルデータは，エンド陳列実施有無，チラシ掲載有無，価格掛率の
3つである．用いたデータや，以下で述べる集計方法も 4章と同様であるが，こちらも再
度詳細を述べる．エンド陳列実施有無，チラシ掲載有無は，実施された日は 1，実施され
ない日は 0の日別の二値データである．価格掛率は，POSデータから，「売価 ÷最大売価
」と計算する．
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表 5.3 分析対象 SKU
メーカー名 ブランド名 味種名
重量 最大 平均 エンド チラシ 購買
(グラム) 売価 売価 日数 日数 個数
メーカー A ブランド A 甘口 240 268 176 123 8 175
メーカー A ブランド A 中辛 240 268 168 88 14 267
メーカー A ブランド A 辛口 240 268 176 60 13 108
メーカー A ブランド B 甘口 200 198 165 156 8 170
メーカー A ブランド B 中辛 200 198 168 101 11 263
メーカー A ブランド B 辛口 200 198 168 91 8 136
メーカー B ブランド C 甘口 200 218 180 21 2 84
メーカー B ブランド C 中辛 200 218 174 29 2 127
メーカー B ブランド C 辛口 200 218 174 18 2 30
本研究の目的変数の粒度は月としているため，前段のコーザルデータを加工し，月別に
説明変数を作成する．表 5.4には，説明変数の一覧を示す．価格掛率からは 2つの変数を
作成した．第一は，SKUごとかつ月ごとの，最小の価格掛率である（自 SKU最小価格掛
率）．これは，ある月のある SKU での最大の値引き幅と言い換えられる．第二は，SKU
ごとかつ月ごとに，最小の価格掛率で販売された日数をカウントしたものである（自 SKU
最小掛率日数）．この値は，最小の値引き幅で何日間販売されたかを示す．これらの変数
は，世帯ごとに来店した日のみを集計対象とした．すなわち，月別，SKU別，世帯別に算
定されることになる．以降では，世帯ごとに来店した日のみを集計対象にすることを「来
店日ベース」と呼ぶことにする．
エンド陳列変数は，来店日ベースでエンド陳列が実施されていた日数をカウントした
（自 SKUエンド陳列実施日数）．一方，競合 SKUについて，この値をすべて足し上げた
ものも変数とする（他 SKUエンド陳列実施日数）．
チラシは各世帯の自宅に届き，閲覧することができるので，来店日ベースでのカウン
トはおこなわず，その月内の実施日数をすべてカウントした（自 SKUチラシ掲載実施日
数）．また，各世帯にそのチラシが配布したかどうかの情報はない．よって，同じ月，同じ
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SKUであれば，すべての世帯で同じ値をとる．こちらもエンド陳列と同様に，競合 SKU
をすべて足し上げたものも変数とする（他 SKUチラシ掲載実施日数）．
表 5.4 モデルの説明変数
変数カテゴリ 内容 名称
セールスプロモーション変数 自 SKU最大価格掛率 自価格掛率
自 SKU最大掛率日数 自価格日数
自 SKUエンド陳列実施日数 自エンド
他 SKUエンド陳列実施日数 競エンド
自 SKUチラシ掲載実施日数 自チラシ
他 SKUチラシ掲載実施日数 競チラシ
5.5 パラメータ推定結果
パラメータは付録 C に示したアルゴリズムにより推定した．MCMC の試行回数は
100,000回で，最初の 90,000回はバーンインとして棄却し，最後の 10,000回を事後分布
からのサンプルとして採用した．
5.5.1 4章のモデルとの比較
本章の提案モデルは，4 章のモデルをベースに，時間的異質性を考慮できるモデルと
なっている．そこで，4 章のモデルと DIC を比較し，モデル適合の改善度合いを確認し
た．表 5.5には，各モデルの DICを示す．DICの定義は 4章で述べたため，ここでは割
愛する．
表 5.5 各モデルの DIC
モデル名称 DIC
本章のモデル 3005.77
4章のモデル 4263.10
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結果として，本章のモデルの DICの方が小さい結果となったが，4章のモデルは，階層
ベイズモデルの枠組みで消費者共通性を構造化し評価できる点で本章のモデルと異なる．
本章のモデルは，消費者異質性は考慮しているものの，構造化はおこなっていない．本章
のモデルが DICでは優っていたものの，この点で，4章のモデルは消費者共通性の構造を
評価できる示唆が得られるため，マーケティング実務における有用性は十分に担保される
と考える．
5.5.2 セールスプロモーション効果 (γi)
図 5.2および図 5.3には，ある 1世帯の，2商品のパラメータの時間推移を示す．自ブ
ランドの価格掛率の係数は，この世帯では負の値であり，これは値下げによって購買個数
が増えることを意味する．ただ，2商品とも時間的変動は小さい．一方で，自ブランドの
価格日数の係数は，両ブランドで負の値となっている．これは，安い価格で販売する日数
が多いほど購買個数が低下することと解釈できるが，これは実務的な知見とは逆の結果に
なっている．自ブランドのエンド陳列・チラシ掲載は，両ブランドで正の値である．これ
は，エンド陳列・チラシ掲載の日数が多いほど購買個数が増加することを示す．一方，競
合ブランドのエンド陳列は負の値をとっており，購買個数の減少につながる結果となって
いる．また，競合ブランドのチラシ掲載も，負の値をとる時刻が多く，こちらも購買個数
の減少につながると解釈できる．
図 5.4から図 5.6には，10世帯分のパラメータの時間推移を示す．図 5.7から図 5.9に
は，時間および個人を 1つのサンプルとして，商品ごとにヒストグラムを描いた．図 5.10
から図 5.12には，時間ごとに 1人を 1サンプルとして，商品・施策ごとに箱ひげ図を用
いて時系列推移を示した．すべての図に関して，紙幅の都合上，ブランド Aの 3SKUの
みを示した．これらの図からは，セールスプロモーション施策ごとに，個人，商品，時間
それぞれの変動幅は大きく異なることが読み取れる．自価格掛率は，時間による変動がほ
とんどみられなかったが，商品や個人ごとに水準が大きくばらついていた．競合エンドや
競合エンドは，平均的には負の値をとりながらも時間による変動幅が非常に大きい．定数
項は，商品や個人による変動は大きいが，時間的な変動はほとんどみられない．なお，4
章と同様に，セールスプロモーションが購買にどの程度影響しているかを確認した結果，
本モデルでも，セールスプロモーションによらず購入される割合が一定量存在した．
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以上の結果を集約するため，このデータに分散分析を適用した．この分析により，上記
の 3つの観点，すなわち個人，商品，時間のうち，どの変動が優勢であるかを確認するこ
とができる．表 5.6と表 5.7には，分散分析の結果である F値と P値をそれぞれ示す．
表 5.6 分散分析の結果: F値
区分 自価格掛率 自価格日数 自エンド 競エンド 自チラシ 競チラシ 定数項
個人 10.350 13.194 3.071 6.191 8.687 11.125 8.357
商品 7.999 93.850 0.859 0.05 86.448 29.913 348.625
時間 0.000 0.004 0.660 0.088 0.020 9.321 0.008
表 5.7 分散分析の結果: P値
区分 自価格掛率 自価格日数 自エンド 競エンド 自チラシ 競チラシ 定数項
個人 0.001 0.000 0.080 0.013 0.003 0.001 0.004
商品 0.005 0.000 0.354 0.822 0.000 0.000 0.000
時間 0.988 0.952 0.417 0.766 0.888 0.002 0.928
表 5.7からは，施策によって効果の変動要因が異なっている可能性が示唆された．具体
的には，価格に関連する施策は個人と商品による変動が優勢であるという結果が得られて
いる．これは，個人や商品により価格プロモーション効果が異なることを示唆しており，
施策実施時も，この点を考慮することが必要であるといえる．またエンド陳列 (自，競合)
は，個人の変動が優勢であるという結果になっている．ここからは，商品や時間よりも個
人ごとに効果が異なることが示唆される．チラシは，自商品のチラシは個人と商品，競合
チラシは時間でも変動するという結果になっている．競合のチラシの実施時期によって，
自社商品の売上に与える影響が異なることを示唆している．定数項は，個人や商品による
変動が優勢であり，時間による変動は大きくないという結果が得られた．
ここまで分散分析の結果をまとめたが，時間的異質性のパラメータには平滑化事前分布
という強い制約がおかれているため，他の 2つと比較して変動が小さく抑えられている可
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能性に留意する必要がある．
以上の結果から導かれる実務への示唆をあげる．価格は商品や消費者による変動が大き
いことから，クーポンなどを用いて，商品ごと，消費ごとに価格をコントロールすること
が有効であると考える．また，チラシも商品によって効果が異なることから，チラシに掲
載する商品は吟味する必要がある．
5.5.3 相関係数行列 (Ω)
4章と同様に，推定の結果得られた分散共分散行列 Ωから SKU間の距離を計算し，ク
ラスタリングを行った．具体的な手法は 4章と同じだが，参考までに再度説明する．分散
共分散から相関係数を算出し，1から相関係数を引いたものを距離とし，この距離の行列
から，最遠隣法によって階層的クラスタリングを行った．その結果を図 5.13に示す．図
5.13において，濃淡のある部分では，色が黒に近い組み合わせほど，SKU間の距離が近
いことを表す．また，左部，上部の線は，階層的クラスタリングの結果をデンドログラム
(Dendrogram)で示したものである．この距離は，セールスプロモーションの影響を排除
したうえでの SKUの各ペアの同時購買されやすさと解釈できる．例えばある 2つの SKU
の距離が近い場合，これらの SKUは期間併買される傾向があることを示唆する．
図 5.13 をみると，対象 SKU は大きく 4 つのグループに分けられた．左下部の濃い色
の正方形に該当するブランド A甘口とブランド B甘口のグループ，その右上に位置する，
ブランド B辛口とブランド C辛口のグループ，さらにその右上に位置する，ブランド C
甘口，辛口とブランド A中辛のグループ，最後に右上部のブランド A辛口とブランド B
中辛のグループである．この結果を解釈すると，まず，同じ味種が期間併買されやすい傾
向にあることがわかる．例えば，ブランド B辛口とブランド C辛口のグループ，ブラン
ド B辛口とブランド C辛口のグループなどである．ただし，味種が同じであるだけでは
同じグループには属していない．以上の知見から，4章と同様に，実務への示唆を整理す
ることができるが，内容としては同じものであるため割愛する．
5.6 おわりに
本テーマでは，第 2のテーマで提案した，見かけ上独立なポアソン回帰モデル (SIPRM)
を動的に拡張し，状態空間モデルの枠組みでモデル化する手法を提案した．実証分析で
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図 5.13 距離行列
は，ID付 POSデータから集計できる個人ごとの各 SKUの販売個数を目的変数とした検
証をおこなった．この際，9つの SKUを同時にモデル化し，かつ個人ごとのモデルとする
ことで，時間的異質性と消費者異質性を同時に評価した．これにより，セールスプロモー
ションの効果を SKU ごと，時間ごとかつ個人ごとに得ながら，SKU 間の競争構造の評
価もおこなった．また，得られた回帰係数に対して分散分析を適用することで，プロモー
ション施策ごとに，時間，個人，SKUのどの変動が優勢であるかも評価した．先行研究に
は，時間，個人，SKUの 3つの観点からプロモーション施策の効果を評価したものはな
く，この点でセールスプロモーション効果構造の一端を明らかにすることができたと考え
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ている．また，本モデルの結果から，マーケティング実務への示唆を得ることもできた．
今後の研究の方向性として 2点あげておきたい．1点目として，今回は 2階層としたモ
デルを 3階層に拡張することが考えられる．具体的には，1層目のモデルでのセールスプ
ロモーションの係数に対して，2層目もモデルでさらに説明変数を加える．この説明変数
としては，第 1のテーマのように，テレビ広告量を含めることが考えられる．さらに 3層
目には今回のモデルと同様に平滑化事前分布を適用し，その時間変動を許容する．
今回のような 2層の，階層化しない平滑化事前分布の導入は，先行研究の一部で議論の
対象になっている．具体的には，前述したように「滑らかに変動するという制約で得られ
たパラメータは，欠落した説明変数や誤ったモデル仕様の結果として発生した残余に影
響を受けた人工的な値である」(阿部，2008)，「動的個人モデルのパラメータはランダム
ウォークで記述されており，どのような要因によって変化するのかを知ることができな
い」(里村，2008)といった指摘がなされている．一方で，阿部 (2008)は，さらに「平滑
化事前分布の問題点を回避し，マーケティングで有用な動的知見を抽出するには，市場反
応の動的進展に影響する要因を用いて，階層モデル化することが一つの方策だ」と述べて
おり，上記のモデルはこの点に対応できる．
2点目として，個人の属性データなどを用いてモデルを階層化することで，消費者異質
性をより精緻に表現することが可能となる．本テーマでは，個人のパラメータは階層化せ
ずに，個人ごとにのモデルとして推定し，その異質性を表現した．その点で，消費者異質
性に関しては拡張の余地がある．具体的には，個人のパラメータを階層化し，そこに個人
の属性や行動特性などを加えることで，より精緻に個人ごとのパラメータを得られること
が期待される．なお，このように自由度高くモデルを拡張できるのは，動的な見かけ上独
立なポアソン回帰モデル (DSIPRM)による大きなメリットの一つである．
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第 6章
結論
本研究では，1章に問題意識としてあげた 4点を，3つの研究テーマに落とし込んで議
論を進めてきた．この 4つの問題意識とは，消費者異質性を評価する階層ベイズモデル，
時間的異質性を評価する状態空間モデル，商品カテゴリー内の競争状態を表現する多変量
モデル，およびプロモーション効果測定，であった．それぞれの観点と研究テーマとの関
連を表 6.1に再掲する．本章では，最初にそれぞれの研究テーマの結果を整理し，その後，
統合的な結論と貢献を整理し，最後に本研究の限界と今後の発展について述べる．
表 6.1 研究テーマ (表 1.2の再掲)
実務課題 問題意識 テーマ 1 テーマ 2 テーマ 3
マイクロマーケティング 消費者異質性の考慮 ◦ ◦
製品ライフサイクルの高速化 時間異質性の考慮 ◦ ◦
競合商品の増加 多変量モデル ◦ ◦ ◦
プロモーション効果 プロモ効果モデル ◦ ◦ ◦
6.1 各テーマの結論
第 1の研究テーマでは，時間的異質性を考慮し，複数の商品におけるセールスプロモー
ションと広告の同時効果をモデル化した．モデルの枠組みとして 3階層の状態空間モデル
を用いた．具体的には，1層目はセールスプロモーションの売上に対する効果を説明する
モデル，2層目はそれらの効果をテレビ広告量で説明するモデル，3層目はモデル全体を
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時間変動させるために，平滑化事前分布を導入した．パラメータ推定には，カルマンフィ
ルタと固定区間平滑化を用いた．
本テーマの新規性を整理する．マーケティングの観点では，テレビ広告とセールスプロ
モーションの同時的かつ動的効果のメカニズムの一端を明らかにすることができた．特に
テレビ広告は，先行研究では売上への効果が明確には分かっていなかったが，セールスプ
ロモーションを通じて購買に影響を与える間接効果の存在が示唆された．また，広告ス
トックと参照価格を潜在変数としてモデルに含めた結果，自商品の広告ストックが多いほ
ど，また参照価格が高いほど，セールスプロモーションの効果は強くなる傾向が見られ
た．これは、消費者が自商品のテレビ広告を見た記憶を強く持っているほど，あるいは，
自商品の価格が高いと感じているほど，セールスプロモーションの売上促進効果が高まる
と解釈することができる．他方で，競合商品に関しては，広告ストックが多いほど，また
参照価格が高いほど，値引きによる売上現象の効果が強まる傾向があった．すなわち，消
費者が競合商品のテレビ広告を見た記憶を強く持っているほど，あるいは競合商品の価格
が高いと感じているほど，競合商品の値引きにより自商品の売上がより大きく低下すると
いえる．
マーケティング実務において，セールスプロモーションの費用はメーカーの持ち出しで
あることが多く，一般的には広告と同様，その実施はメーカーでコントロールできる場合
もある．それにもかかわらず，これらは統合的に管理されず，個別に計画されることが多
い．この理由のひとつは，それぞれの目標指標が異なる点にある．しかし，両者を売上と
いう同一の指標で統合的に管理できれば，それぞれの施策の効率化につながることは明ら
かである．その意味で，広告とセールスプロモーション，それぞれの売上に対する効果を
明確にした本研究の結果は，マーケティング実務での活用に直結するといえる．また，本
研究の副次的な効果として，広告のアカウンタビリティ，すなわち広告を出稿する理由
を，売上に対する効果を根拠にしてステークホルダーに提示することも可能となる．
第 2の研究テーマでは，消費者異質性を考慮してセールスプロモーションの効果をモデ
ル化した．またモデルは SKUレベルでの購買個数を目的変数とした多変量モデルとする
ことで，SKU間の競争構造も同時に表現した．モデルの枠組みとしては，階層ベイズモ
デルの枠組みで，1層目はセールスプロモーションの購買個数に対する効果を説明するモ
デル，2層目はそれらの効果を世帯変数によって説明するモデルとした．本研究のモデル
は，多変量ポアソン分布を見かけ上独立と仮定し，単変量のポアソン分布の積として表現
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する．さらに個々のポアソン分布パラメータの対数 (リンク関数) をパラメータととらえ
データ拡大により発生させる．その上で，それらリンク関数ベクトルを目的変数ベクトル
とした多変量回帰モデルによって表現し，種々の推論を行った．
本テーマでの新規性をあげる．第 1は，既存研究には存在しない，消費者の異質性を考
慮した多変量カウントデータを表現可能なモデルを提示した点である．第 2は，本テーマ
では，17SKUを多変量モデルでモデル化したが，これほど多くの商品を同時にモデル化
した研究は少ない点である．1 章で述べたとおり，一つの商品カテゴリには，SKU レベ
ルでみると非常に多くの商品が存在することが一般的であるが，それをモデル化すること
は，先行研究で提示されたモデルでは困難だった．
提案モデルからは，いくつかの重要なマーケティング上の知見を得ることができた．具
体的には，セールスプロモーションの効果が SKUや世帯ごとに得られた点や，SKU間の
競争構造 (期間併買) の傾向を把握できた点である．セールスプロモーションは，自商品
の価格掛率，競合商品のエンド陳列、競合商品のチラシ配布が，購買個数に強く影響する
という結果が得られた．またこの効果には世帯によって差異があり，この差異は対象商品
カテゴリの購買頻度，客単価および来店頻度によって生じていることが示唆された．SKU
間の競争構造の結果からは，同じブランドの複数の味種は期間併買されやすいことや，期
間併買されやすい SKUのグループが存在することも示唆された．ここからは，セールス
プロモーションの実施をより戦略的におこなうための知見が得られた．
本テーマで提案したモデルは，競合商品の数が多い場合でも，ギブスサンプリングや
M-Hサンプリングなどの既存手法を用いてパラメータ推定がおこなえる．このモデルを，
見かけ上独立なポアソン回帰モデル (Seemingly Independent Poisson Regression Model;
SIPRM)と呼んだ．提案モデルでは，一般的なカウントデータを表現する分布 (多変量ポ
アソン分布や多変量負の二項分布)を仮定したモデルよりも，モデルの拡張性が高い．例
えば，5章に示したような，多変量カウントデータモデルの動的拡張などをイメージして
もらえればよい．この点で，今後のマーケティング研究やそれ以外の分野でも広く用いる
ことができると考えている．
第 3のテーマでは，時間と消費者の異質性を考慮して，セールスプロモーションの効果
をモデル化した．本テーマでは，第 2のテーマで提案した，見かけ上独立なポアソン回帰
モデル (SIPRM)を動的見かけ上独立なポアソン回帰モデル (DSIPRM)に拡張し，各 SKU
の販売個数ベクトルを目的変数ベクトルとした多変量カウントデータのモデルを構築し
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た．この際，9つの SKUを同時にモデル化し，かつ個人ごとのモデルとすることで，時
間的異質性と消費者異質性を同時に評価した．これにより，セールスプロモーションの効
果を SKUごと，時間ごとかつ個人ごとに得ながら，SKU間の競争構造の評価もおこなっ
た．また，得られた回帰係数に対して分散分析を適用することで，プロモーション施策ご
とに，時間，個人，SKUのどの変動が優勢であるかも評価した．
本テーマの新規性としては，多変量のカウントデータに対して，消費者異質性と時間的
異質性を同時に取り込むことで，時間，個人，商品の 3つの観点でセールスプロモーショ
ンの効果を評価したことである．先行研究には，本研究のように多数のブランドの競争状
態を表現しながら，個人ごとにセールスプロモーションの動的効果をとらえようとした研
究は存在しない．この点で，本研究はセールスプロモーションの効果測定において新たな
知見を得ることができた．
6.2 統合的な結論とマーケティング研究への貢献
本節では，3つの研究テーマの結果から，本論文としての結論をまとめる．本論文の目
的は，市場を構成する 3つの重要な軸，すなわち，消費者の異質性，時間的異質性，競争
構造の観点から，プロモーション活動の効果構造に関する統合的なモデルを提案し，そこ
からマーケティング実務に有用な知見と示唆を得ることであった．以下に，3つのテーマ
を通じて得られた結論をまとめる．
セールスプロモーションは売上に影響を与える．特に値引きの影響が大きい (テーマ
1,2,3)．3つのテーマすべてで、値引きの効果は顕著に示された．一方，それ以外のセール
スプロモーション施策は，テーマによって結果が異なった．
広告はセールスプロモーションを通じて売上に影響する (テーマ 1)．また広告は，直接
売上につながると考えるよりも，セールスプロモーションを通じて売上に影響を及ぼすと
考えるほうが妥当であることも示唆された．
セールスプロモーションの効果は消費者ごとに異なる (テーマ 2)．テーマ 2では，セー
ルスプロモーションの効果に対して，消費者異質性を考慮するモデルとしないモデルを比
較した結果，前者が支持された．これは，先行研究の多くで得られている結論と同様であ
り，本研究でもそれを追認する結果となった．
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広告やセールスプロモーションの効果は時点ごとに異なる (テーマ 1,3)．テーマ 1 と
テーマ 3では，時間的異質性を評価するモデルを提案した．その結果，効果が動的に変動
することが確認された．これは，広告やセールスプロモーションの同時的な効果，セール
スプロモーション単独の効果，両方で観察された．これらより，プロモーションの効果
は，動的に変動しうることが示唆された．
SKU レベルでの競争構造が存在する (テーマ 2,3)．テーマ 2 とテーマ 3 では，多変量
カウントデータを目的変数とし，それらが相関構造を持つモデルをした．今まで述べてき
たとおり，この相関構造は，マーケティング観点では競争構造と解釈できる．テーマ 2で
は，競争構造を持たないモデルとの比較において，提案したモデルが支持される結果と
なった．これは，市場に SKUレベルでの競争構造が存在することが示唆される結果と解
釈できる．
以上，３つのテーマからの統合的な結論を述べたが，消費者異質性や時間的異質性を評
価できるモデルのほうが有用であるという結論は，先行研究の多くでも得られており，本
研究の結論もそれに沿ったものとなっている．一方で，SKUレベルでの競争構造や，広
告とセールスプロモーションとの同時効果については，まだ先行研究では知見の蓄積が進
んでおらず，この点でこれらの研究は，マーケティング研究において新たな知見を提供す
るものになったと考える．
6.3 モデリング観点での貢献
3つのテーマを通じて提案したモデルは，それぞれ，今後のマーケティング研究に活用
できるモデルの枠組みを提案した．テーマ 1では，3階層状態空間モデルの枠組みで，2
つの関心のあるマーケティング施策の同時効果を，時間的異質性を含めて評価できるモデ
ルを提案した．先行研究では，このようなモデルは提案されていない．本研究では，広告
とセールスプロモーションに着目したモデルとしたが，これ以外に動的かつ同時的な効果
をもつ可能性のあるマーケティング施策に関して本モデルを用いることで，今までにない
新たな知見を獲得できることが期待される．
テーマ 2では，多変量カウントデータを目的変数とした階層ベイズモデルを提案した．
2章で述べたとおり，このようなモデルは先行研究では確認されず，新たなモデルの枠組
みを提案するものとなった．本テーマでは，このモデルを用いて，消費者異質性の仮定の
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もとでのセールスプロモーションの個人ごとの効果を評価した．また同時に SKU間の競
争構造も表現するモデルとした．このモデルでは，パラメータの推定方法として，ポアソ
ン回帰におけるリンク関数をパラメータととらえてデータ拡大を用いた．提案したモデル
は，目的変数の次元が高い場合でも，効率的にパラメータ推定がおこなえる．このモデル
を，見かけ上独立なポアソン回帰モデル (SIPRM)と呼んだ．このモデルでは，観測変数
には単変量のポアソン分布を仮定するが，リンク関数の分布に多変量正規分布を仮定して
観測変数の系列間の相関を表現している．この点で，モデルの拡張性が高い．具体的に
は，階層ベイズモデルに適用する場合に，正規分布は多くの分布と共役な関係であるた
め，パラメータの推定が効率的に実現できる．また，状態空間モデルに適用する場合，正
規分布であればカルマンフィルタが利用できる．カルマンフィルタによるパラメータの推
定は極めて容易である．テーマ 3のモデルがこれに該当する．
今まで述べてきたとおり，マーケティング実務では，競合商品が多数存在することが一
般的である．その競争状態をモデル化する際に，競争状態を多変量正規分布で表現できる
本モデルの枠組みは非常に有用であると考える．
テーマ 3では，SIPRMの枠組みで，時間的異質性，消費者異質性，SKUレベルでの競
争構造の 3つを同時に取り込んだモデルを提案した．本モデルの枠組みにより，市場を捉
える 3つの軸である，時間，消費者，商品を同時に扱うことが可能となるため，今まで捉
えられなかった市場の複雑な構造の解明につながることも期待される．
6.4 実務への貢献
本研究の目的の一つとして，マーケティング実務への示唆を提供し，マーケティング施
策の高度化への貢献を目指すと述べた．この目的にしたがって，本項には本研究の実務に
対する貢献を整理する．
広告プランニングの効果向上．広告とセールスプロモーションは，これまでは目標指標
の違いから，連動して施策をおこなうことが難しかった．しかし，テーマ 1で得られた，
広告とセールスプロモーションの同時的効果の関係を用いることで，売上を目的指標とし
て広告とセールスプロモーションの計画を同時に立てることが可能になる．これは，企業
のプロモーション計画の高度化につながる．
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広告のアカウンタビリティーへの対応．岸他 (2000)で「広告のアカウンタビリティ」す
なわち「なぜ，その広告を出稿しなければならないのか」という問いの存在が指摘されて
いる．テーマ 1では，広告の売上に対する効果を明らかにした．この結論により，上記の
問いに対して今まで以上に明快な答えをステークホルダーに提示できる．
低コストでの広告効果分析が可能．広告効果分析は，学術研究や実務において，シング
ルソースデータを用いておこなわれることが多い．このシングルソースデータは，必要に
応じて都度調査によって取得されるため，データの取得費用が膨大になる．一方，テーマ
1では，POSデータとテレビ視聴率データという，日々自動で取得されているデータを用
いている．これらのデータは入手費用を低く抑えられるため，提案したモデルはコストの
面で優位性がある．
世帯ごとにセールスプロモーションが実施できる (ワン・トゥー・ワン・マーケティン
グ)．テーマ 2およびテーマ 3では，世帯ごとにセールスプロモーションの効果を評価し
た．この結果を用いることで，世帯ごとにセールスプロモーションを実施することが可能
になる．エンド陳列とチラシは世帯ごとの施策は難しいが，値引きでは，レジで発行され
るクーポンなどを用いて世帯ごとの提示価格を擬似的にコントロールできる．この方法に
より，価格に対する反応が強い世帯のみにクーポンを発行することなどが考えられる．
SKU間の競争構造を考慮したセールスプロモーション計画が立てられる．テーマ 2お
よびテーマ 3で，SKU間の競争構造を表現することができた．この結果を用いることで，
セールスプロモーション施策の効率化を図ることができる．この例を示す．競合商品では
あるが，自社商品と併買される傾向にある商品がセールスプロモーションの対象となって
いた場合，自社商品でセールスプロモーションをおこなう必要はない．このようなアプ
ローチにより，セールスプロモーション費用の軽減を図ることが可能になる．
セールスプロモーションを実施するのに適したタイミングを知ることができる．テーマ
1およびテーマ 3では，セールスプロモーションや広告の効果の時間変化を把握すること
ができた．この結果から，効果が高い時期にプロモーションを実施することで，より高い
効果を期待できる．特にセールスプロモーションであれば，プロモーション実施時期の調
整がしやすいため，より有効である．
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6.5 本研究の限界と今後の課題
ここまで，本研究の結論や成果を述べたが，最後に本研究の限界と，今後の研究の方向
性を整理する．
消費者異質性および時間的異質性の構造を同時に評価できるモデルの導入．2章で述べ
たとおり，基本的に先行研究は，消費者異質性か時間的異質性のどちらかを評価対象とし
た研究がほとんどであった．しかし，実際のマーケティングにおいて，施策の効果はその
両方に影響を受けていると考えることが自然である．本研究では，第 1のテーマで時間的
異質性を，第 2のテーマで消費者異質性を，第 3のテーマでは，その両方を評価した．し
かし，第 3のテーマでは提案したモデルは，消費者異質性については個別にパラメータを
推定しており，階層型のアプローチはとっていない．この意味で，消費者異質性および時
間的異質性，両方の構造を同時に把握できるモデルは提案できていない．
消費者の好みを因子構造として取り込んだモデルの提案．第 3 のテーマでは，リンク
関数の誤差項の共分散として，SKU間の期間併買の傾向を表現した．この部分に，長谷
川・照井 (2011)のように，消費者ごとの因子構造を導入することが考えられる．これに
より，商品の期間併買傾向を消費者ごとに確認でき，かつその構造が解釈可能なかたちで
表現できる．また，消費者の好みは時間的に変動すると仮定することも自然である．その
意味で，このモデルに時間的異質性を取り込むことも，モデル拡張の方向性として考えら
れる．
広告のストック効果のより精緻な表現．テーマ 1ではテレビ広告効果を扱った．その際
のストック効果として，指数型のストック効果を導入したが，先行研究では，さまざまな
ストックの関数が提案されている．これを取り込むことで，より精緻に広告ストック効果
を表現することが可能になると考える．
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付録 A 研究テーマ 1におけるア
ルゴリズムとプログラム
A.1 状態空間モデルのアルゴリズム
線形ガウス型状態空間モデルとは，時系列データを対象に，観測モデルとシステムモデ
ルを用いて，そのシステムを記述する手法である．まず，時点 nの多変量時系列を yn と
する．このとき，この時系列を表現する，次の 2つの方程式で構成されるモデルを状態空
間モデルと呼ぶ．
(観測モデル)
yn = Hnxn + wn,wn ∼ MVN(0,Rn) (A1)
(システムモデル)
xn = Fnxn−1 +Gnun, un ∼ MVN(0,Qn) (A2)
xn は直接には観測できない，k 次元ベクトルである．Fn は k × k 行列，Gn は k × m行列
をそれぞれ示す．un はシステムノイズであり，正規白色雑音である．yn は l系列の時系列
観測値ベクトル，Hn は l× k行列，wn は観測ノイズであり，こちらも正規白色雑音を仮定
する．kは設定する状態ベクトルの数，mは誤差を持つ状態ベクトルの数を示す．観測モ
デルは，時系列 yn が観測される仕組みを，システムモデルは回帰係数の時間変化を，そ
れぞれ表現している．時系列解析で用いられる線形モデルの多くは，状態空間モデルの形
で表現でき，統一的に取り扱うことができる．
状態空間モデルにおいて重要な問題は，時系列で観測されたデータ yn に基づいて，状
態 xn の推定を行うことである．以下では，観測値 Y j = {y1, . . . , y j}に基づいて時刻 nに
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おける状態 xn の推定を行う問題を考える．推定は， jと nの時間差により，以下の 3つ
に区別される．まず j < nの場合は，観測区間より先の将来の状態を推定する問題で，予
測と呼ばれる． j = nの場合は，観測区間の最終時点，すなわち現在の状態を推定する問
題で，フィルタと呼ばれる．また j > nの場合は，現在までの観測値に基いて過去の状態
を推定する問題で，平滑化と呼ばれる．
(A1) 式と (A2) 式で定義した，線形ガウス型の状態空間モデルの状態推定は，予測と
フィルタについては，カルマンフィルタと呼ばれる逐次的な計算アルゴリズムで，平滑化
については，固定区間平滑化によってそれぞれ実施できる．ここでは，まず (A3) 式で，
状態 xn の条件付き平均と分散共分散行列を定義し，それを用いて，(A4)式と (A5)式で
カルマンフィルタ，(A6)式で，固定区間平滑化のアルゴリズムをそれぞれ示す．
xn| j ≡ E(xn|Y j)
Vn| j ≡ E[(xn − xn| j)(xn − xn| j)t]
(A3)
[一期先予測]
xn|n−1 = Fnxn−1|n−1
Vn|n−1 = FnVn−1|n−1F tn +GnQnG
t
n
(A4)
[フィルタリング]
Kn = Vn|n−1Htn(HnVn|n−1H
t
n + Rn)
−1
xn|n = xn|n−1 + Kn(yn − Hnxn|n−1)
Vn|n = (I − KnHn)Vn|n−1
(A5)
[固定区間平滑化]
An = Vn|nF tn+1V
−1
n+1|n
xn|N = xn|n + An(xn+1|N − xn+1|n)
Vn|N = Vn|n + An(Vn+1|N − Vn+1|n)Atn
(A6)
線形ガウス型状態空間モデルが，静的パラメータ θを含む場合，最尤法で推定する．
尤度関数 L(θ)は，一期先予測密度の積として，(A7)式で定義される．
L(θ) =
N∏
n=1
gn(yn|y1, . . . , yn−1, θ) =
N∏
n=1
gn(yn|Y0, θ) (A7)
ここで N は時点数を示す．(A7)式の両辺の対数をとれば，(A8)式の一期先対数尤度が得
られる．
l(θ) = −1
2
{
ℓNlog2pi
N∑
n=1
log|dn|n−1| +
N∑
n=1
(yn − yn|n−1)T d−1n|n−1(yn − yn|n−1)
}
(A8)
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この一期先対数尤度は，カルマンフィルタの副産物として得られる．具体的には，(A8)式
の計算で必要となる yn|n−1，dn|n−1 は，カルマンフィルタで計算される．それぞれの算出式
を (A9)式，(A10)式で示す．θは (A8)式を目的関数とした数値的最適化によって推定す
る (最尤法)．
yn+ j|n = Hn+ jxn+ j|n (A9)
dn+ j|n = Hn+ jVn+ j|nHtn+ j + Rn+ j (A10)
線形ガウス型状態空間モデルでは，静的パラメータ数の異なる複数のモデルから，最
もよいものを選択するための規準として，赤池情報量規準 (AIC; Akaike’s Information
Criteria)を用いることができる．(A11)式が AICの定義式である．
AIC = −2l(θˆ) + 2m (A11)
(A11)式中の l(θˆ)は最大対数尤度を，mはパラメータ数をそれぞれ示す．また，ここで θˆ
は，パラメータベクトル θの最尤推定量を示す．そのため，l(θˆ)はモデルの最大対数尤度
になる．AIC をモデル選択規準として採用した場合，AIC 最小のモデルが最良のモデル
であると判定する．
A.2 提案モデルの推定プログラム
1 ###################
2 ### Preparation ###
3 ###################
4
5 ### Set Variables Demention ###
6 nr <- nrow(YY.dat)
7 d.l <- 3
8 d.k1 <- 10
9 d.k2 <- 3
10 d.k3 <- 7
11 d.grp.gs <- 20
12 d.rp.gs <- 20
13 d.gs <- d.grp.gs * d.rp.gs
14
15 ### Difine Variables ###
16 YY <- array(rep(0), dim=c(d.l, 1, nr))
17 HH1 <- array(rep(0), dim=c(d.l, d.l*d.k1, nr, d.gs))
18 HH2 <- array(rep(0), dim=c(d.l*d.k1, d.k2*d.k3, nr, d.gs))
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19 HH <- array(rep(0), dim=c(d.l, d.k2*d.k3, nr, d.gs))
20
21 RR1 <- matrix(rep(0), nrow=d.l, ncol=d.l)
22 RR2 <- matrix(rep(0), nrow=d.l*d.k1, ncol=d.l*d.k1)
23 RR <- array(rep(0), dim=c(d.l, d.l, nr)) # new
24
25 FF <- diag(d.k2*d.k3)
26 GG <- diag(d.k2*d.k3)
27 QQ <- diag(d.k2*d.k3)
28
29 d.y <- matrix(rep(0), nrow=d.l, ncol=d.l)
30 f.error <- matrix(rep(0), nrow=d.l, ncol=1)
31 d.y.sm <- matrix(rep(0), nrow=d.l, ncol=d.l)
32 f.error.sm <- matrix(rep(0), nrow=d.l, ncol=1)
33 AA <- matrix(rep(0), nrow=d.k2*d.k3, ncol=d.k2*d.k3)
34
35 XX0 <- matrix(rep(0,d.k2*d.k3),nrow=d.k2*d.k3, ncol=1)
36 VV0 <- diag(100,d.k2*d.k3)
37
38 AA.out <- array(rep(0), dim=c(d.l*d.k1, d.l*d.k1, nr))
39 XX.smooth.out <- array(rep(0), dim=c(d.l*d.k1, 1, nr))
40 VV.smooth.out <- array(rep(0), dim=c(d.l*d.k1, d.l*d.k1, nr))
41
42 ########################################
43 ### Difine Kalman filtering function ###
44 ########################################
45
46 dlmreg <- function(u){
47 RR1[1,1] <- ob.para.1
48 RR1[2,2] <- ob.para.2
49 RR1[3,3] <- ob.para.3
50
51 RR2[1,1] <- exp(u[1])
52 RR2[2,2] <- exp(u[2])
53 RR2[3,3] <- exp(u[3])
54 RR2[4,4] <- exp(u[4])
55 RR2[5,5] <- exp(u[4])
56 RR2[6,6] <- exp(u[4])
57 RR2[7,7] <- exp(u[5])
58 RR2[8,8] <- exp(u[5])
59 RR2[9,9] <- exp(u[5])
60 RR2[10,10] <- exp(u[6])
61 RR2[11,11] <- exp(u[6])
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62 RR2[12,12] <- exp(u[6])
63 RR2[13,13] <- exp(u[7])
64 RR2[14,14] <- exp(u[7])
65 RR2[15,15] <- exp(u[7])
66 RR2[16,16] <- exp(u[7])
67 RR2[17,17] <- exp(u[7])
68 RR2[18,18] <- exp(u[7])
69 RR2[19,19] <- exp(u[8])
70 RR2[20,20] <- exp(u[8])
71 RR2[21,21] <- exp(u[8])
72 RR2[22,22] <- exp(u[8])
73 RR2[23,23] <- exp(u[8])
74 RR2[24,24] <- exp(u[8])
75 RR2[25,25] <- exp(u[9])
76 RR2[26,26] <- exp(u[9])
77 RR2[27,27] <- exp(u[9])
78 RR2[28,28] <- exp(u[9])
79 RR2[29,29] <- exp(u[9])
80 RR2[30,30] <- exp(u[9])
81
82 QQ[1,1] <- exp(u[10])
83 QQ[2,2] <- exp(u[17])
84 QQ[3,3] <- exp(u[18])
85
86 QQ[4,4] <- exp(u[11])
87 QQ[5,5] <- exp(u[17])
88 QQ[6,6] <- exp(u[18])
89
90 QQ[7,7] <- exp(u[12])
91 QQ[8,8] <- exp(u[17])
92 QQ[9,9] <- exp(u[18])
93
94 QQ[10,10] <- exp(u[13])
95 QQ[11,11] <- exp(u[17])
96 QQ[12,12] <- exp(u[18])
97
98 QQ[13,13] <- exp(u[14])
99 QQ[14,14] <- exp(u[17])
100 QQ[15,15] <- exp(u[18])
101
102 QQ[16,16] <- exp(u[15])
103 QQ[17,17] <- exp(u[17])
104 QQ[18,18] <- exp(u[18])
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105
106 QQ[19,19] <- exp(u[16])
107 QQ[20,20] <- exp(u[17])
108 QQ[21,21] <- exp(u[18])
109
110 f.error.out <- array(rep(0), dim=c(d.l, 1, nr))
111 count.nomiss <- 0
112 d.y.raw <- array(rep(0), dim=c(d.l,d.l, nr))
113
114 d.y[] <- 0
115 f.error[] <- 0
116 LL <- 0
117 count.nomiss <- 0
118
119 for (n in 1:nr){
120 RR[,,n] <- HH1[,,n,stk] %*% RR2 %*% t(HH1[,,n,stk]) + RR1
121 if (n == 1){
122 XX.forecast.out[,,n] <- FF %*% XX0
123 VV.forecast.out[,,n] <- FF %*% VV0 %*% t(FF) + GG %*% QQ %*% t(GG)
124 } else {
125 XX.forecast.out[,,n] <- FF %*% XX.filter.out[,,n-1]
126 VV.forecast.out[,,n] <- FF %*% VV.filter.out[,,n-1] %*% t(FF) + GG %*%
QQ %*% t(GG)
127 }
128 d.y <- det(HH[,,n,stk] %*% VV.forecast.out[,,n] %*% t(HH[,,n,stk]) + RR
[,,n])
129 f.error.out[,,n] <- YY[,,n] - HH[,,n,stk] %*% XX.forecast.out[,,n]
130 if (sum(is.na(YY[,,n])) == 0){
131 KG.out[,,n] <- VV.forecast.out[,,n] %*% t(HH[,,n,stk]) %*% (solve(HH[,,
n,stk] %*% VV.forecast.out[,,n] %*% t(HH[,,n,stk]) + RR[,,n]))
132 XX.filter.out[,,n] <- XX.forecast.out[,,n] + KG.out[,,n] %*% f.error.
out[,,n]
133 VV.filter.out[,,n] <- (diag(VV.filter.nrow) - KG.out[,,n] %*% HH[,,n,
stk]) %*% VV.forecast.out[,,n]
134 ll.sigma <- t(f.error.out[,,n]) %*% (solve(HH[,,n,stk] %*% VV.forecast.
out[,,n] %*% t(HH[,,n,stk]) + RR[,,n])) %*% f.error.out[,,n] # sigma
in 9.23
135 count.nomiss <- count.nomiss + 1
136 }else{
137 XX.filter.out[,,n] <<- XX.forecast.out[,,n]
138 VV.filter.out[,,n] <<- VV.forecast.out[,,n]
139 ll.sigma <- 0
140 d.y <- 1
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141 count.nomiss <- count.nomiss
142 }
143 d.y.out[n] <- log(d.y)
144 d.y.raw[,,n] <- d.y
145 ll.sigma.out[n] <- ll.sigma
146 f.error.out[,,n] <- f.error
147 LL <- -1/2 * (d.l %*% count.nomiss %*% log(2*pi) + sum(d.y.out) + sum(ll.
sigma.out))
148
149 }}
150
151 ###########################
152 ### Estimate Parameters ###
153 ###########################
154
155 KG.out <- array(rep(0), dim=c(d.k2*d.k3, d.l, nr))
156 f.error.out <- array(rep(0), dim=c(d.l, 1, nr))
157
158 XX.forecast.out <- array(rep(0), dim=c(d.k2*d.k3, 1, nr))
159 VV.forecast.out <- array(rep(0), dim=c(d.k2*d.k3, d.k2*d.k3, nr))
160
161 XX.filter.out <- array(rep(0), dim=c(d.k2*d.k3, 1, nr))
162 VV.filter.out <- array(rep(0), dim=c(d.k2*d.k3, d.k2*d.k3, nr))
163 VV.filter.nrow <- nrow(KG.out[,,1] %*% HH[,,1,stk])
164
165 d.y.raw <- array(rep(0), dim=c(d.l,d.l, nr))
166 d.y.out <- array(rep(0), dim=c(1,nr))
167 ll.sigma.out <- array(rep(0), dim=c(1,nr))
168
169 XX0 <- matrix(rep(0,d.k2*d.k3),nrow=d.k2*d.k3, ncol=1)
170 VV0 <- diag(100,d.k2*d.k3)
171
172 mle <- optim(
173 para
174 ,dlmregc
175 ,control=list(
176 fnscale= -1
177 ,maxit = 500
178 ,trace = 10)
179 ,method = "Nelder-Mead")
180
181 ########################
182 ### KF and Smoothing ###
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183 ########################
184
185 ### Kalman filtering
186
187 for (n in 1:nr){ # time
188 RR[,,n] <- HH1[,,n] %*% RR2 %*% t(HH1[,,n]) + RR1
189 if (n == 1){
190 XX.forecast.out[,,n] <- FF %*% XX0
191 VV.forecast.out[,,n] <- FF %*% VV0 %*% t(FF) + GG %*% QQ %*% t(GG)
192 } else {
193 XX.forecast.out[,,n] <- FF %*% XX.filter.out[,,n-1]
194 VV.forecast.out[,,n] <- FF %*% VV.filter.out[,,n-1] %*% t(FF) + GG %*% QQ
%*% t(GG)
195 }
196 d.y <- det(HH[,,n,stk] %*% VV.forecast.out[,,n] %*% t(HH[,,n,stk]) + RR[,,n
])
197 f.error.out[,,n] <- YY[,,n] - HH[,,n,stk] %*% XX.forecast.out[,,n]
198 if (sum(is.na(YY[,,n])) == 0){
199 KG.out[,,n] <- VV.forecast.out[,,n] %*% t(HH[,,n,stk]) %*% (solve(HH[,,n,
stk] %*% VV.forecast.out[,,n] %*% t(HH[,,n,stk]) + RR[,,n]))
200 XX.filter.out[,,n] <- XX.forecast.out[,,n] + KG.out[,,n] %*% f.error.out
[,,n]
201 VV.filter.out[,,n] <- (diag(VV.filter.nrow) - KG.out[,,n] %*% HH[,,n,stk
]) %*% VV.forecast.out[,,n]
202 ll.sigma <- t(f.error.out[,,n]) %*% (solve(HH[,,n,stk] %*% VV.forecast.
out[,,n] %*% t(HH[,,n,stk]) + RR[,,n])) %*% f.error.out[,,n] # sigma in
9.23
203 count.nomiss <- count.nomiss + 1
204
205 }else{
206 XX.filter.out[,,n] <- XX.forecast.out[,,n]
207 VV.filter.out[,,n] <- VV.forecast.out[,,n]
208 ll.sigma <- 0
209 d.y <- 1
210 count.nomiss <- count.nomiss
211 }
212 XX1.filter.out[,,n] <- HH2[,,n,stk] %*% XX.filter.out[,,n]
213 d.y.out[n] <- log(d.y)
214 d.y.raw[,,n] <- d.y
215 ll.sigma.out[n] <- ll.sigma
216 f.error.out[,,n] <- f.error
217 YY.filter.out[,,n] <- HH[,,n,stk] %*% XX.filter.out[,,n]
218
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219 }
220 LL.2 <- -1/2 * (d.l %*% count.nomiss %*% log(2*pi) + sum(d.y.out) + sum(ll.
sigma.out))
221
222 ### Smoothing
223 XX1.smooth <- matrix(rep(0), nrow=d.k1*d.l, ncol=1)
224 XX1.smooth.out <- array(rep(0), dim=c(d.k1*d.l, 1, nr))
225
226 AA.out <- array(rep(0), dim=c(d.k2*d.k3, d.k2*d.k3, nr))
227 XX.smooth.out <- array(rep(0), dim=c(d.k2*d.k3, 1, nr))
228 VV.smooth.out <- array(rep(0), dim=c(d.k2*d.k3, d.k2*d.k3, nr))
229
230 for (n in nr:1){
231 if (n == nr){
232 AA <- VV.filter.out[,,n] %*% t(FF) %*% solve(VV.forecast.out[,,n])
233 XX.smooth <- FF %*% XX.filter.out[,,nr]
234 VV.smooth <- FF %*% VV.filter.out[,,nr]
235 }\UTF{0081}@else\UTF{0081}@{
236 AA <- VV.filter.out[,,n] %*% t(FF) %*% solve(VV.forecast.out[,,n])
237 XX.smooth <- XX.filter.out[,,n] + AA %*% (XX.smooth.out[,,n+1] - XX.
forecast.out[,,n+1])
238 VV.smooth <- VV.filter.out[,,n] + AA %*% (VV.smooth.out[,,n+1] - VV.
forecast.out[,,n+1]) %*% t(AA)
239 }
240 XX1.smooth <- HH2[,,n,stk] %*% XX.smooth
241
242 AA.out[,,n] <- AA
243 XX.smooth.out[,,n] <- XX.smooth
244 VV.smooth.out[,,n] <- VV.smooth
245 XX1.smooth.out[,,n] <- XX1.smooth
246 }
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付録 B 研究テーマ 2における事
後分布からの推定アルゴリズムとプ
ログラム
B.1 事後分布からの推定アルゴリズム
MCMCによるパラメータ推定の手続きは以下の通りである．
1. ηit |Zit,γi,Ω, yit のサンプリング
2. γi|di,Θ,Σ, ηit のサンプリング
3. Θ|di,Σ,γi のサンプリング
4. Σ|γi,Θ, di のサンプリング
5. Ω|ηit,Zit,γi のサンプリング
以上を収束するまで繰り返す．以下に詳細を示す．
1. ηit |Zit,γi,Ω, yit のサンプリング
ηit は，データ拡大によってサンプリングを行う．以下の式が，ηitm の条件付き分布
である．尤度がポアソン尤度であり，事前分布が正規分布であるため共役にはなら
ず，メトロポリス・ヘイスティングス法を用いて推定を行う．この枠組みでは，条
件付き分布が以下の式で表現できる．
(
ηit |−) ∝ p (ηit |Zit,γi,Ω) p (yit | exp (ηit)) (B1)
まず，ランダムウォークサンプラーで候補粒子を発生させる．
η(∗)it = η
(r−1)
it + ν, ν ∼ MVN(0, 0.1IM) (B2)
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この採択確率は以下の式で表現できる．
α
(
η(∗)it , η
(r−1)
it
)
= min
 p(η(∗)it |−)p(η(r−1)it |−) , 1
 (B3)
採択確率と一様乱数 uを用いて確率的選択を行う． η
(r)
it = η
(∗)
it , i f u ≤ α
(
η(∗)it , η
(r−1)
it
)
η(r)it = η
(r−1)
it , otherwise
(B4)
2. γi|D,Θ,Σ, ηi,Zi のサンプリング
γi はギブスサンプリングを用いて，以下の通り推定を行う．
ここで，Ω−1 = C′C となる M 次正方行列を C として，Cηit = η∗it，CZi = Z∗i，
Cζit = ζ∗it と変数の変換をすれば，対角行列の分散共分散行列を持つ ηit のシステム
η∗it = Z
∗
itγi + ζ
∗
it, ζ
∗
it ∼ MVN(0, I) (B5)
が得られ，各変数を縦につないでできる η∗i = Z∗i γi + ζ∗i の関係から，
η∗i |Z∗i ,γi,Ω ∼ N(Z∗i γi, I) (B6)
が得られ，これは相関のない正規線形回帰モデルとなる．これより，γi は以下の通
り発生させることができる
γi|− ∼ MVN
(
γ˜i,
(
Z∗ti Z
∗
i + Σ
−1)−1) (B7)
γ˜i =
(
Z∗ti Z
∗
i + Σ
−1)−1 (Z∗ti Z∗i γˆi + Σ−1γ¯i) (B8)
ここで，¯γi = ΘD，ˆγi =
(
Z∗ti Z
∗
i
)−1
Z∗ti η
∗
i．γ˜i，¯γi，ˆγiは BM次元ベクトル，ΘはC×BM
行列，Dは C 次元ベクトル．
3. Θ|D,Σ,γi のサンプリング
Θは多変量重回帰モデルの回帰係数に該当する．ギブスサンプラーでサンプリング
を行う．
Θ∗ = vec(Θ) ∼ N
(
µ˜,Σ−1 ⊗ (DtD + Ad)−1
)
(B9)
ここで，
µ˜ = vec(µ˜), (B10)
µ˜ = (DtD + Ad)−1(DtDµˆ + Adµ¯), (B11)
µˆ = (DtD)−1DtΓ∗ (B12)
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Γ∗ は，γim について i と m でプールし，I × BM の形にした行列を示す．µˆ，µ˜ は
C × BM 行列．
4. Σ|γi,Θm,Dのサンプリング
Σのサンプリングは，以下の式に基づきギブスサンプラーで実施する．
Σ−1 ∼ W
(
ν0 + I, (V0 + S )−1)
)
(B13)
ここで，
S =
I∑
i=1
(γ∗i − γ¯i)(γ∗i − γ¯i)t, γ¯i = Θ∗di (B14)
γ∗i は γim を，商品について行方向にプールした BM 次元ベクトルである．Θ∗ は Θ
を，BM ×C 行列に配置したものである．
5. Ω|ηi,Zi,γi のサンプリング
Ωのサンプリングは，以下の式に基づきギブスサンプラーで実施する．
Ω−1 ∼ W
(
ν0 + I × T, (V0 + S )−1)
)
(B15)
ここで，
S =
I∑
i=1
T∑
t=1
(ηit − Z∗tγ∗i )(ηit − Z∗tγ∗i )t (B16)
ηit は M 次元ベクトル，Z∗ は M × BM の行列．γ∗i は前項で示したとおり，BM 次
元ベクトルである．
B.2 事後分布からの推定プログラム
1 ###################
2 ### Preparation ###
3 ###################
4
5 ### Set Variables Demention ###
6 bb <- 7
7 cc <- 3
8 ii <- 110
9 tt <- 24
10 mm <- 17
11
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12 ### Difine Variables###
13 yy <- array(0, dim=c(ii, tt, mm))
14 zz <- array(0, dim=c(bb, ii, tt, mm))
15 zz.offset <- array(0, dim=c(ii, tt, mm))
16 DD <- array(0, dim=c(cc, ii))
17 gamma <- array(0, dim=c(bb, ii, mm))
18 Omega <- diag(mm)
19 eta <- array(0, dim=c(ii, tt, mm))
20 Theta <- array(0, dim=c(cc, bb, mm))
21 Sigma.inv <- array(0, dim=c(bb*mm, bb*mm))
22
23 alpha <- c(rep(0,mm))
24 eta.0 <- array(0, dim=c(ii, tt, mm))
25 eta.prev <- array(0, dim=c(ii, tt, mm))
26 eta.ave <- array(0, dim=c(ii, tt, mm))
27 eta.asta <- NULL
28 gamma.bar <- array(0, dim=c(bb*mm,1))
29 gamma.bar.2 <- array(0, dim=c(bb,1))
30 gamma.hat <- array(0, dim=c(bb*mm,1))
31 gamma.tilda <- array(0, dim=c(bb*mm,1))
32 mu.bar <- array(0, dim=c(cc, bb*mm))
33 AA <- 0.01 * diag(cc)
34 GG <- diag(mm)
35 RR <- array(0, dim=c(ii, tt, mm, mm))
36
37 ### Set Priors ###
38 nu.0 <- bb*mm + 4
39 V.0 <- nu.0 * diag(bb*mm)
40 nu.omega.0 <- mm + 4
41 V.omega.0 <- nu.omega.0 * diag(mm)
42 mu.0 <- qq + 4
43 n.0 <- 2
44 s.0 <- 2
45
46 ### Difine gamma generation function ###
47 gamma.foreach <- function() {
48 foreach(vi = 1:ii,.export=ls(envir=parent.frame()),.packages=c(’MASS’,’
mvtnorm ’)) %dopar% {
49 temp.zz.2 <- array(0, dim=c(mm*bb,mm*tt))
50 for (i in 1:mm){
51 for (j in 1:bb){
52 for (k in 1:tt){
53 temp.zz.2[(i-1) * bb + j,(i-1) * tt + k] <- zz[,vi,,][j,k,i]
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54 }
55 }
56 }
57
58 temp.zz.2.asta <- chol(ginv(Omega) %x% diag(tt)) %*% t(temp.zz.2)
59 etav <- as.vector(eta[vi,,] - zz.offset[vi,,])
60 etav.asta <- chol(ginv(Omega) %x% diag(tt)) %*% etav
61 zasta.2 <- t(temp.zz.2.asta) %*% temp.zz.2.asta
62
63 Theta.asta <- array(0, dim=c(cc,bb*mm))
64 for (i in 1:cc){
65 Theta.asta[i,] <- as.vector(Theta[i,,])
66 }
67
68 Sig.m <- ginv(Sigma.inv)
69 gamma.hat <- ginv(zasta.2) %*% t(temp.zz.2.asta) %*% etav.asta
70 gamma.bar <- t(Theta.asta) %*% DD[,vi]
71 gamma.tilda <- ginv(zasta.2 + Sig.m) %*% (zasta.2 %*% gamma.hat + Sig.m
%*% gamma.bar)
72 gene.gamma <- mvrnorm(1,gamma.tilda, ginv(zasta.2 + Sig.m))
73 gamma[,vi,] <- matrix(gene.gamma,ncol=mm)
74
75 }
76 }
77
78 ############
79 ### MCMC ###
80 ############
81
82 ### MCMC Settings ###
83 n.iter <- 100000
84 n.burnout <- 90000
85
86 ### Loop ###
87 for (v.iter in 1:n.iter){
88 eta.prev <- eta
89 for (vi in 1:ii){
90 for (vtt in 1:tt){
91 temp.zz.1 <- array(0, dim=c(mm,mm*bb))
92 temp.gamma.1 <- as.vector(gamma[,vi,])
93 for (i in 1:mm){
94 for (j in 1:bb){
95 temp.zz.1[i,(i-1) * bb + j] <- zz[,vi,vtt,][j,i]
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96 }}
97 eta.ave[vi,vtt,] <- temp.zz.1 %*% temp.gamma.1 + zz.offset[vi,vtt,]
98 if (v.iter == 1){
99 eta.asta <- mvrnorm(1, rep(0,mm), diag(0.1, mm))
100 }else{
101 eta.asta <- eta.prev[vi,vtt,] + mvrnorm(1, rep(0,mm), diag(0.1, mm))
102 }
103 if (v.iter == 1){
104 p.eta.asta <- 1
105 p.eta <- 1
106 } else {
107 p.eta.asta <- dmvnorm(eta.asta,eta.ave[vi,vtt,],Omega) *
108 prod(exp((yy[vi,vtt,] * eta.asta) - exp(eta.asta)))
109 p.eta <- dmvnorm(eta.prev[vi,vtt,],eta.ave[vi,vtt,],Omega)
*
110 prod(exp((yy[vi,vtt,] * eta.prev[vi,vtt,]) - exp(eta.prev[vi,vtt,])
))
111 }
112 alpha <- min(p.eta.asta/p.eta,1)
113 uu <- runif(1)
114 if (uu <= alpha){
115 eta[vi,vtt,] <- eta.asta
116 }else{
117 eta[vi,vtt,] <- eta.prev[vi,vtt,]
118 }
119 }
120 }
121
122 gamma.fe.out <- gamma.foreach()
123 for(i in 1:ii){
124 gamma[,i,] <- gamma.fe.out[[i]]
125 }
126
127 gamma.asta <- array(0, dim=c(ii,bb*mm))
128 for (i in 1:ii){
129 gamma.asta[i,] <- as.vector(gamma[,i,])
130 }
131
132 mu.hat <- ginv(DD[,] %*% t(DD[,])) %*% DD[,] %*% gamma.asta
133 mu.tilda <- ginv(DD[,] %*% t(DD[,]) + AA) %*% (DD[,] %*% t(DD[,]) %*% mu.
hat + AA %*% mu.bar)
134 mu.tilda.vec <- as.vector(mu.tilda)
140
135 Theta <- array(mvrnorm(1,mu.tilda.vec, Sigma.inv %x% ginv(DD[,] %*% t(DD
[,]) + AA)), dim=c(cc, bb, mm))
136
137 SS <- 0
138 Theta.as.vec <- array(0, dim=c(bb*mm,cc))
139 for (i in 1:cc){
140 Theta.as.vec[,i] <- as.vector((Theta[i,,]))
141 }
142
143 for (vi in 1:ii){
144 gamma.bar.2 <- Theta.as.vec %*% DD[,vi]
145 SS <- SS + (as.vector(gamma[,vi,]) - gamma.bar.2) %*% t( as.vector(gamma
[,vi,]) - gamma.bar.2)
146 }
147 Sigma.inv <- rwishart(nu.0 + ii, ginv(V.0 + SS))$IW
148
149 SS.4 <- 0
150 for (vi in 1:ii){
151 for (vtt in 1:tt){
152
153 temp.zz.1 <- array(0, dim=c(mm,mm*bb))
154 temp.gamma.1 <- as.vector(gamma[,vi,])
155
156 for (i in 1:mm){
157 for (j in 1:bb){
158 temp.zz.1[i,(i-1) * bb + j] <- zz[,vi,vtt,][j,i]
159 }}
160 ezgamma <- eta[vi, vtt,] - temp.zz.1 %*% temp.gamma.1 - zz.offset[vi,
vtt,]
161 SS.4 <- SS.4 + ezgamma %*% t(ezgamma)
162 }}
163 Omega <- rwishart(nu.omega.0 + ii * tt, ginv(V.omega.0 + SS.4))$IW
164 }
141
付録 C 研究テーマ 3における事
後分布からの推定アルゴリズムとプ
ログラム
C.1 事後分布からの推定アルゴリズム
研究 3におけるMCMCのアルゴリスムは下記の 4つのステップで構成される．第 1ス
テップはランダムウォークM-H法，第 2ステップではカルマンフィルタと固定区間平滑
化，残りの 2つのステップはギブスサンプラーをそれぞれもちいて推定する．
1. ηit |Zit,γit,Ω, yit のサンプリング：データ拡大，ランダムウォークサンプリング
2. γit |γi,t−1,Σ, ηit のサンプリング：カルマンフィルタ
3. Σ|γit,γi,t−1 のサンプリング：ギブスサンプラー
4. Ω|ηit,Zit,γit のサンプリング：ギブスサンプラー
1. ηit |Zit,γit,Ω, yit のサンプリング：データ拡大，ランダムウォークサンプリング
ηit は，データ拡大によってサンプリングを行う．以下の式が，ηitm の条件付き分布
である．尤度がポアソン尤度であり，事前分布が正規分布であるため共役にはなら
ず，メトロポリス・ヘイスティングス法を用いて推定を行う．この枠組みでは，条
件付き分布が以下の式で表現できる．
(
ηit |−) ∝ p (ηit |Zit,γi,Ω) p (yit | exp (ηit)) (C1)
まず，ランダムウォークサンプラーで候補粒子を発生させる．
η(∗)it = η
(r−1)
it + ν, ν ∼ MVN(0, 0.1IM) (C2)
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この採択確率は以下の式で表現できる．
α
(
η(∗)it , η
(r−1)
it
)
= min
 p(η(∗)it |−)p(η(r−1)it |−) , 1
 (C3)
採択確率と一様乱数 uを用いて確率的選択を行う． η
(r)
it = η
(∗)
it , i f u ≤ α
(
η(∗)it , η
(r−1)
it
)
η(r)it = η
(r−1)
it , otherwise
(C4)
2. γit |γi,t−1,Σ, ηit のサンプリング：カルマンフィルタと固定区間平滑化
γi はカルマンフィルタと固定区間平滑化を用いて，以下の通り推定を行う．ここで
は，個人ごとにパラメータを推定する．最初に，以下 (カルマンフィルタ)を個人ご
と，時間ごとに計算し，γi,t|t を得る
γi,t|t−1 = γi,t−1|t−1 (C5)
S i,t|t−1 = S i,t−1|t−1 + Σ (C6)
eit = ηit − Zitγi,t|t−1 (C7)
Rit = ZitS i,t|t−1Ztit + Ω (C8)
Kit = S i,t|t−1 + ZtitR
−1
it (C9)
γi,t|t = γi,t|t−1 + Kt(ηit − ηi,t|t−1) (C10)
S i,t|t = S i,t|t−1 − KitRitKtit (C11)
つづいて，個人ごと，時間ごとに固定区間平滑化を行う．手順は以下の通り．
（a）カルマンフィルタを履行 (t = 1, . . . , T )
（b）(t = T, . . . , 1) で，An = Vn|nF tn+1V−1n+1|n を計算し，その値をもとに以下を計算
する．
xn|N = xn|n + An(xn+1|N − xn+1|n) (C12)
Vn|N = Vn|n + An(Vn+1|N − Vn+1|n)Atn (C13)
3. Σ|γit,γi,t−1 のサンプリング：ギブスサンプラー
Σのサンプリングは，以下の式に基づきギブスサンプラーで実施する．
Σ−1 ∼ W
(
ν0 + I, (V0 + S )−1)
)
(C14)
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ここで，
S =
I∑
i=1
T∑
t=1
(γ∗it − γ¯it)(γ∗it − γ¯it)t, γ¯∗it = γit (C15)
γ∗it は γim を，商品について行方向にプールした BM 次元ベクトルである．γ¯∗i は 2.
で得られた γit を，商品について行方向にプールした BM 次元ベクトルである．
4. Ω|ηit,Zit,γit のサンプリング：ギブスサンプラー
Ωのサンプリングは，以下の式に基づきギブスサンプラーで実施する．
Ω−1 ∼ W
(
ν0 + I × T, (V0 + S )−1)
)
(C16)
ここで，
S =
I∑
i=1
T∑
t=1
(ηit − Z∗tγ∗it)(ηit − Z∗tγ∗it)t (C17)
ηit は M 次元ベクトル，Z∗ は M × BM の行列．γ∗i は前項で示したとおり，BM 次
元ベクトルである．
C.2 事後分布からの推定プログラム
1 ###################
2 ### Preparation ###
3 ###################
4
5 ### Set Variables Demention ###
6 bb <- 7
7 ii <- 50
8 tt <- 24
9 mm <- 9
10
11 ### Difine Variables###
12 yy <- array(0, dim=c(ii, tt, mm))
13 zz <- array(0, dim=c(bb, ii, tt, mm))
14 zz.offset <- array(0, dim=c(ii, tt, mm))
15 gamma <- array(0, dim=c(bb, ii, mm, tt)) #20180319
16 Omega <- diag(mm)
17 eta <- array(0, dim=c(ii, tt, mm))
18 Sigma.inv <- array(0, dim=c(bb*mm, bb*mm, ii)) #20180319
19 eta.mean <- array(0, dim=c(ii, tt, mm))
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20 gamma.mean <- array(0, dim=c(bb, ii, mm, tt))
21 Sigma.mean <- array(0, dim=c(bb*mm, bb*mm, ii))
22 Omega.mean <- diag(0,mm)
23 alpha <- c(rep(0,mm))
24 eta.0 <- array(0, dim=c(ii, tt, mm))
25 eta.prev <- array(0, dim=c(ii, tt, mm))
26 eta.ave <- array(0, dim=c(ii, tt, mm))
27 eta.asta <- NULL
28 RR <- array(0, dim=c(ii, tt, mm, mm))
29 GG <- diag(mm)
30 gamma.ave.fore <- array(0, dim=c(bb*mm, ii, tt))
31 gamma.var.fore <- array(1, dim=c(bb*mm, bb*mm, ii, tt))
32 gamma.ave.filt <- array(0, dim=c(bb*mm, ii, tt))
33 gamma.var.filt <- array(1, dim=c(bb*mm, bb*mm, ii, tt))
34 gamma.ave.smth <- array(0, dim=c(bb*mm, ii, tt))
35 gamma.var.smth <- array(1, dim=c(bb*mm, bb*mm, ii, tt))
36 eps <- array(0, dim=c(ii, tt, mm))
37
38 ### Set Priors ###
39 nu.0 <- bb*mm + 4
40 V.0 <- nu.0 * diag(bb*mm)
41 nu.omega.0 <- mm + 4
42 V.omega.0 <- nu.omega.0 * diag(mm)
43 n.0 <- 2
44 s.0 <- 2
45
46 ############
47 ### MCMC ###
48 ############
49
50 ### MCMC Settings ###
51 n.iter <- 100000
52 n.burnout <- 90000
53
54 ### Loop ###
55 for (v.iter in 1:n.iter){
56
57 eta.prev <- eta
58
59 for (vi in 1:ii){
60 for (vtt in 1:tt){
61
62 temp.zz.1 <- array(0, dim=c(mm,mm*bb))
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63 temp.gamma.1 <- as.vector(gamma[,vi,,vtt])
64 for (i in 1:mm){
65 for (j in 1:bb){
66 temp.zz.1[i,(i-1) * bb + j] <- zz[,vi,vtt,][j,i]
67 }}
68 eta.ave[vi,vtt,] <- temp.zz.1 %*% temp.gamma.1 + zz.offset[vi,vtt,]
69
70 if (v.iter == 1){
71 eta.asta <- mvrnorm(1, rep(0,mm), diag(0.001, mm))
72
73 }else{
74 eta.asta <- eta.prev[vi,vtt,] + mvrnorm(1, rep(0,mm), diag(0.001, mm)
)
75 }
76
77 if (v.iter == 1){
78 p.eta.asta <- 1
79 p.eta <- 1
80
81 } else {
82 p.eta.asta <- dmvnorm(eta.asta,eta.ave[vi,vtt,],Omega) *
83 prod(exp((yy[vi,vtt,] * eta.asta) - exp(eta.asta)))
84
85 p.eta <- dmvnorm(eta.prev[vi,vtt,],eta.ave[vi,vtt,],Omega) *
86 prod(exp((yy[vi,vtt,] * eta.prev[vi,vtt,]) - exp(eta.prev[vi,vtt,])
))
87 }
88
89 alpha <- min(p.eta.asta/p.eta,1)
90
91 uu <- runif(1)
92
93 if (uu <= alpha){
94 eta[vi,vtt,] <- eta.asta
95
96 }else{
97 eta[vi,vtt,] <- eta.prev[vi,vtt,]
98 }
99 }
100 }
101
102 for (vi in 1:ii){
103 gamma.ave.0 <- array(runif(bb*mm, min=-5, max=5), dim=c(bb*mm))
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104 gamma.var.0 <- diag(1,bb*mm)
105 KG <- NULL
106 WW <- NULL
107 RR <- NULL
108 AA <- NULL
109
110 for (vtt in 1:tt){
111 if (vtt == 1){
112 gamma.ave.fore[,vi,vtt] <- gamma.ave.filt[,vi,vtt]
113 gamma.var.fore[,,vi,vtt] <- gamma.var.filt[,,vi,vtt] + ginv(Sigma.inv
[,,vi])
114 } else {
115 gamma.ave.fore[,vi,vtt] <- gamma.ave.filt[,vi,vtt - 1]
116 gamma.var.fore[,,vi,vtt] <- gamma.var.filt[,,vi,vtt - 1] + ginv(Sigma
.inv[,,vi])
117 }
118 for (vm in 1:mm){
119 ranges <- ((vm-1)*bb+1):(((vm-1)*bb+1)+bb-1)
120 eps[vi,vtt,vm] <- eta[vi,vtt,vm] - zz[,vi,vtt,vm] %*% gamma.ave.fore[
ranges,vi,vtt] - zz.offset[vi,vtt,vm]
121 }
122 temp.zz.1 <- array(0, dim=c(mm,mm*bb))
123 for (i in 1:mm){
124 for (j in 1:bb){
125 temp.zz.1[i,(i-1) * bb + j] <- zz[,vi,vtt,][j,i]
126 }}
127 RR <- temp.zz.1 %*% gamma.var.fore[,,vi,vtt] %*% t(temp.zz.1) + Omega
128 KG <- gamma.var.fore[,,vi,vtt] %*% t(temp.zz.1) %*% ginv(RR)
129 gamma.ave.filt[,vi,vtt] <- gamma.ave.fore[,vi,vtt] + KG %*% eps[vi,vtt
,]
130 gamma.var.filt[,,vi,vtt] <- gamma.var.fore[,,vi,vtt] - KG %*% RR %*% t(
KG)
131 }
132 }
133
134 for (vi in 1:ii){
135 for (vtt in tt:1){
136 if (vtt == 24){
137 gamma.ave.smth[,vi,vtt] <- gamma.ave.filt[,vi,vtt]
138 gamma.var.smth[,,vi,vtt] <- gamma.var.filt[,,vi,vtt]
139 } else {
140 AA <- gamma.var.filt[,,vi,vtt] %*% ginv(gamma.var.fore[,,vi,vtt + 1])
147
141 gamma.ave.smth[,vi,vtt] <- gamma.ave.filt[,vi,vtt] + AA %*% (gamma.
ave.smth[,vi,vtt + 1] - gamma.ave.fore[,vi,vtt + 1])
142 gamma.var.smth[,,vi,vtt] <- gamma.var.filt[,,vi,vtt] +
143 AA %*% (gamma.var.smth[,,vi,vtt + 1] - gamma.var.fore[,,vi,vtt +
1]) %*% t(AA)
144 }
145 }
146 }
147
148 for (vi in 1:ii){
149 for (vm in 1:mm){
150 for (vb in 1:bb){
151 SS <- 0
152 for (vtt in 1:tt){
153 SS <- SS + (as.vector(gamma[vb,vi,vm,vtt]) - gamma.ave.smth[((vm-1)
*bb+vb),vi,vtt]) %*% t(as.vector(gamma[vb,vi,vm,vtt]) - gamma.ave.
smth[((vm-1)*bb+vb),vi,vtt])
154 }
155 Sigma.inv[((vm-1)*bb+vb),((vm-1)*bb+vb),vi] <- rinvgamma(1, (n.0 + tt
)/2, (s.0 + SS)/2)
156 }
157 }
158 }
159
160 for (vi in 1:ii){
161 for (vtt in 1:tt){
162 gamma[,vi,,vtt] <- matrix(gamma.ave.smth[,vi,vtt],nrow=bb)
163 }
164 }
165
166 SS.4 <- 0
167 for (vi in 1:ii){
168 for (vtt in 1:tt){
169 temp.zz.1 <- array(0, dim=c(mm,mm*bb))
170 temp.gamma.1 <- as.vector(gamma[,vi,,vtt])
171
172 for (i in 1:mm){
173 for (j in 1:bb){
174 temp.zz.1[i,(i-1) * bb + j] <- zz[,vi,vtt,][j,i]
175 }}
176
177 ezgamma <- eta[vi, vtt,] - temp.zz.1 %*% temp.gamma.1 - zz.offset[vi,
vtt,]
148
178
179 SS.4 <- SS.4 + ezgamma %*% t(ezgamma)
180 }
181 Omega <- rwishart(nu.omega.0 + ii * tt, ginv(V.omega.0 + SS.4))$IW
182 }
183 }
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