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Introduction
Notre compre´hension de l’univers s’appuie avant tout sur la comparaison entre les observations et
les mode`les physiques des astres. En particulier, l’e´tude des composants chimiques et de la cine´matique
des e´toiles, des galaxies, etc, a e´te´ rendue possible par l’invention de la spectroscopie. Avec la construc-
tion d’instruments hyperspectraux, tels que le spectro-imageur MUSE (pour Multi-Unit Spectroscopic
Explorer), c’est-a`-dire capables d’acque´rir simultane´ment des images a` un grand nombre de longueurs
d’onde, le traitement et l’analyse des donne´es deviennent un challenge pour la communaute´ signal-
image. Pour l’analyse et le traitement de donne´es hyperspectrales, une des difficulte´s re´side dans la
re´ponse impulsionnelle 3D du syste`me ou fonction d’e´talement (Point Spread Function : PSF), a` la
fois spatiale et spectrale.
L’objectif initial de cette the`se e´tait d’aborder le proble`me de la de´convolution de donne´es hyperspec-
trales de type MUSE, ce qui ne´cessite au pre´alable la mode´lisation et l’estimation de la PSF. Notons
que la connaissance de cette PSF est e´galement importante pour d’autres types de traitements que la
de´convolution, par exemple la fusion de cubes de donne´es.
Pour commencer, nous situerons le contexte dans lequel a e´te´ re´alise´e cette the`se, du point de vue de
l’instrument et du traitement de donne´es. Le premier chapitre pre´sentera les domaines de l’imagerie
multi-spectrale et de la spectroscopie, ainsi que l’instrument MUSE qui est au centre de nos travaux.
Nous introduirons e´galement la notion de fonction d’e´talement et nous de´taillerons l’influence des
diffe´rents composants de la chaˆıne d’acquisition de MUSE sur la qualite´ des images. Les diffe´rents
the`mes de recherche du projet DAHLIA (Dedicated Algorithms for HyperspectraL Imaging in Astro-
nomy) auquel nous avons participe´ mettront en avant la ne´cessite´ de mode´liser et d’estimer la PSF
spatiale.
Dans le second chapitre, nous nous inte´resserons a` la mode´lisation de la PSF spatiale en tout point
du cube de donne´es hyperspectrales. Sans correction par optique adaptative (OA), cette PSF spatiale,
essentiellement due aux turbulences atmosphe´riques, varie uniquement en fonction de la longueur
d’onde, alors qu’avec OA, la variation est e´galement spatiale. A` partir de simulations nume´riques de la
PSF de l’atmosphe`re et du te´lescope, nous e´tudierons ces variations spectrales et spatiales de la PSF
spatiale que nous approximerons par une fonction de Moffat. Puis nous proposerons une mode´lisation
analytique de la variation des parame`tres de cette fonction.
Nous e´tudierons, dans le troisie`me chapitre, l’estimation de la PSF spatiale lorsque celle-ci n’est pas
corrige´e par l’optique adaptative. Cette e´tude sera conduite pour l’ensemble des longueurs d’onde,
a` partir de l’observation d’une e´toile isole´e. Pour cela, nous exploiterons le mode`le de variation de
la PSF de´veloppe´ dans le chapitre 2. Puis nous nous pencherons sur le proble`me de l’estimation des
parame`tres de nuisance que sont le spectre de l’e´toile et la variance du bruit. Ainsi, nous proposerons
des sche´mas d’estimation pour l’ensemble de ces parame`tres que nous e´valuerons en fonction de la
brillance de l’e´toile. Notre objectif est de tirer profit de la nature hyperspectrale des donne´es afin
d’optimiser les performances d’estimation, en particulier pour une e´toile faiblement brillante.
4Enfin, nous nous concentrerons sur le proble`me particulie`rement de´licat de la de´convolution hyper-
spectrale pour l’e´tude de la cine´matique des galaxies. Par effet Doppler, ce proble`me se traduit en
l’estimation de cartes de flux, de position et de largeur d’une raie spectrale d’e´mission de la galaxie.
Nous e´tudierons l’estimation de ces cartes en conside´rant les pixels spatiaux inde´pendamment, c’est-a`-
dire sans prendre en compte la PSF 3D, puis l’estimation de ces cartes par de´convolution, en prenant
en compte la PSF.
Cette the`se s’inscrit dans une approche de traitement de signal avec pour objectif le de´veloppement de
nouvelles me´thodes de traitement de donne´es hyperspectrales. Ces me´thodes seront applique´es sur des
donne´es simule´es de l’instrument MUSE. Dans cette the`se, nous aborderons les divers proble`mes dans le
cadre de l’estimation et de l’infe´rence statistique. Une telle approche ne´cessite de de´crire pre´cise´ment les
mode`les liant les donne´es aux phe´nome`nes observe´s, les statistiques des perturbations intervenant sur
les donne´es ainsi que les informations a priori disponibles sur les parame`tres a` estimer. Nous utiliserons
notamment l’estimateur du maximum de vraisemblance et celui de l’espe´rance a posteriori, dans un
cadre baye´sien. Le calcul des parame`tres estime´s ne´cessitera la mise en œuvre d’outils d’optimisation
et d’e´chantillonnage stochastique dont les simulations de Monte-Carlo par chaˆınes de Markov.
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Ce premier chapitre pose le contexte dans lequel a e´te´ re´alise´e cette the`se, du point de vue de
l’instrument mais aussi de celui du traitement des donne´es. La premie`re partie pre´sente l’instrument
MUSE qui est au centre de nos travaux et le situe a` la croise´e des domaines de l’imagerie multi-
spectrale et de la spectroscopie. Nous introduisons ensuite la notion de fonction d’e´talement (ou PSF
pour Point Spread Function) lie´e a` la qualite´ des images, notamment par la re´solution spatiale et
spectrale. Nous de´taillons l’effet des diffe´rents composants de la chaˆıne d’acquisition de MUSE sur la
qualite´ des images, en termes de PSF. Enfin, nous pre´sentons les diffe´rents the`mes de recherche du
projet DAHLIA, auquel nous avons participe´. Certains de ces the`mes d’analyse et de traitements de
donne´es ne´cessitent de connaˆıtre la PSF, que nous e´tudions dans les Chapitres II et III.
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I.1 L’observation hyperspectrale
I.1.1 L’imagerie multi-spectrale
Fig. I.1 – Filtre de Bayer
place´ devant un capteur CCD,
compose´ d’une matrice de
filtres rouges, verts et bleus,
permettant de prendre des
photographies en couleur.1
L’imagerie multi-spectrale est pratique´e au quotidien, notamment
par l’usage des appareils photos nume´riques, graˆce a` l’utilisation de
filtres de couleurs, dont les plus communs sont le rouge, le vert et
le bleu (RGB). Ge´ne´ralement organise´s selon un sche´ma matriciel
repre´sente´ par la Fig. I.1, ces filtres permettent d’observer une sce`ne
dans des bandes spectrales spe´cifiques. L’imagerie multi-spectrale
diffe`re donc de l’observation panchromatique ou` chaque pixel inte`gre
l’ensemble des longueurs d’onde visibles. Toutefois, ces deux modes
d’observation sont couramment combine´s, notamment dans le domaine
de la te´le´de´tection, afin d’exploiter la haute re´solution apporte´e par
l’image panchromatique et les informations spectrales apporte´es par
les filtres RGB.
Avec la multiplication des satellites d’observation de la Terre, les
filtres spectraux se sont diversifie´s. Ainsi, aux filtres standards RGB
s’ajoutent le proche infra-rouge (NIR - Near InfraRed), l’infrarouge
moyen (Middle IR) et l’infrarouge lointain ou thermique (Far IR). En effet, la motivation est de
de´tecter des informations qui ne sont pas perceptibles dans le visible, telles que la salinite´ de l’eau ou
sa profondeur. On peut citer le satellite de te´le´de´tection LANDSAT 7, qui observe la Terre a` travers
7 bandes (RGB, NIR, MIR, FIR) et en panchromatique.
Dans le domaine de l’observation astrophysique, la came´ra FOCAM du Canada-France-Hawaii Teles-
cope (CFHT) explore le ciel a` travers 5 filtres. Depuis le Hubble Space Telescope, l’imageur WFC3
(Wide Field Camera 3) ausculte les astres, avec une pre´cision spectrale largement accrue puisqu’il est
e´quipe´ de 80 filtres dans l’ultra-violet, le visible et l’infrarouge.
Ainsi, on voit apparaˆıtre des instruments de´tectant plusieurs centaines de longueurs d’onde diffe´rentes.
A` titre d’exemple, on peut citer l’imageur de type pushbroom AISA de Channel Systems, pouvant
de´tecter jusqu’a` 244 bandes spectrales, et l’instrument CASI-1500 de ITRES dote´ de 288 canaux spec-
traux. Les performances de l’imagerie multi-spectrale se rapprochent alors progressivement de celles
obtenues dans le domaine de la spectroscopie.
I.1.2 Quelques notions de spectroscopie
En 1802, le physicien anglais William Hyde Wollaston observe pour la premie`re fois plusieurs raies
noires dans le spectre du Soleil. Puis en 1814, Joseph von Fraunhofer, physicien allemand, invente
le spectroscope, constitue´ d’un prisme dote´ des graduations qui correspondent aux longueurs d’onde.
Peu apre`s, il re´alise la cartographie me´thodique des raies du spectre solaire, dont il mesure la longueur
d’onde. Il faut attendre 1860 pour que Kirchhoff et Bunsen [KIR 61] conc¸oivent un spectroscope mo-
derne, qui leur permet de de´couvrir deux nouveaux me´taux, le ce´sium et le rubidium. Ce spectroscope,
illustre´ par la Fig. I.2 est compose´ d’un collimateur (B) constitue´ d’une fente place´e au foyer objet
d’une lentille, puis d’un prisme rotatif (F) se´parant les rayons lumineux, et enfin d’un te´lescope (C)
permettant d’observer le spectre [WEE 32].
De manie`re ge´ne´rale, un spectrome`tre2 est un instrument capable de de´composer une onde en e´le´ments
simples et de mesurer leur intensite´. Ces e´le´ments sont exprime´s par des e´nergies, des fre´quences, des
1Figure de Colin M.L. Burnett.
2D’apre`s C.R.Kitchin [KIT 95], un spectroscope est un instrument destine´ a` afficher le spectre d’une source ; on parle
d’un spectrographe lorsqu’une plaque photographique est utilise´e pour de´tecter le spectre ; on parle de spectrome`tre
lorsque l’instrument est associe´ a` tout autre type de de´tecteur, tel que les CCD. Le terme spectrome`tre est donc plus
ge´ne´ral.
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Fig. I.2 – Spectroscope de Kirchhoff et Bunsen [KIR 61].
e´lectrons-volts ou des longueurs d’onde en fraction de me`tre, ce qui est le cas dans ce manuscrit.
Chaque bande du spectre e´lectromagne´tique (ondes radio, micro-ondes, infrarouge, visible, ultraviolet,
rayons X, rayons γ) a suscite´ la cre´ation d’une technologie de spectroscopie spe´cifique. Dans le cadre
de cette the`se, nous nous inte´ressons uniquement a` la se´paration des ondes du visible et du proche
infrarouge. Le pouvoir de se´paration d’un spectrographe est appele´ re´solution spectrale (de´finie dans
l’annexe B.1). Il peut eˆtre quantifie´ par le ratio R = λ∆Λ [LEN 09], sans dimension, et de´pend donc
de la longueur d’onde. Les champs d’application varie´s tels que la chimie, la te´le´de´tection spatiale
et l’astronomie, ont engendre´ l’apparition de diffe´rents modes d’observation, ge´rant de diffe´rentes
manie`res les domaines spatiaux et spectraux. On peut ainsi distinguer [LEN 08] :
la spectrome´trie se´quentielle : le spectre d’une source unique est balaye´ et de´tecte´ par un de´tecteur
simple ; ce type de spectrome´trie ne fournit pas d’information spatiale. Les spectroscopes de
Fraunhofer et Kirchhoff-Bunsen en font partie.
la spectrome´trie multi-canaux : un e´le´ment dispersif se´pare les diffe´rents e´le´ments du spectre
observe´, qui sont de´tecte´s par un re´cepteur dote´ de plusieurs canaux, tel une barrette CCD. Ce
mode se distingue de la spectrome´trie se´quentielle par l’absence de balayage et par la simultane´ite´
de la de´tection des diffe´rentes parties du spectre.
la spectrome´trie multi-objets : (MOSMultiple Object Spectroscopy) les spectres de plusieurs sour-
ces se´lectionne´es dans le champ3 sont simultane´ment de´tecte´s. Cette strate´gie a e´te´ mise en place
avec l’augmentation du nombre de catalogues d’e´toiles et de galaxies. La se´lection spatiale des
objets peut eˆtre re´alise´e par un masque a` fente ou par des fibres optiques. Cette me´thode a l’avan-
tage de fournir indirectement une information spatiale associe´e a` chaque spectre, en se´lectionnant
un objet pre´cis. Le fait d’acque´rir en meˆme temps le spectre de plusieurs sources permet de les
calibrer, vis-a`-vis des conditions d’observation. Voici quelques exemples de spectrome`tres multi-
objets utilise´s en Astrophysique :
– Le LDSS (Low Dispersion Survey Spectroscope), imagine´ par Wynne et Worswick [WYN 88]
en 1988, observe jusqu’a` 100 objets, dans la gamme spectrale de 370 nm a` 750 nm, avec une
re´solution R de 70 a` 400. Il a e´te´ employe´ a` l’Anglo-Australian Telescope (AAT) puis remplace´
en 1998 par son successeur LDSS++ qui observe jusqu’a` 300 objets simultane´ment.
– Le MEFOS (Meudon-ESO Fibre Optics Spectroscope), pre´sente´ par Felenbok en 1997 [FEL 97],
peut observer, a` partir du te´lescope de La Silla, jusqu’a` 30 objets se´lectionne´s par des fibres
optiques robotise´es. Il couvre le spectre de 350 nm a` 970 nm, avec une re´solution de 500 a`
1000.
3Le champ du te´lescope est la re´gion du plan focal image a` l’inte´rieur de laquelle la luminosite´ et le stigmatisme sont
satisfaisants [LEN 08].
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– Le spectrographe multi-objet FLAMES associe´ a` l’instrument GIRAFFE, est un ensemble
hybride, propose´ par Pasquini [PAS 02] et mis en place au Very Large Telescope en 2006.
Capable d’observer 132 galaxies, il est dote´ de groupes de 20 fibres optiques adjacentes ce qui
lui permet d’associer aux spectres de´tecte´s une information spatiale. Il est sensible aux ondes
e´lectromagne´tique de 370 nm a` 950 nm avec une re´solution spectrale comprise entre 5600 et
46000.
– Le VIMOS (Visible Multi Object Spectrograph), imagine´ par Le Fevre [Le 03] et installe´ sur un
te´lescope du VLT en 2003, posse`de a` la fois un mode d’observation de type imagerie classique
et un mode spectroscopie multi-objets pouvant de´tecter jusqu’a` 3000 spectres simultane´ment.
Son innovation s’inscrit dans la combinaison de ces deux modes, graˆce a` l’utilisation d’une
grille de micro-lentilles, technique introduite dans le spectrographe TIGER en 1995 [BAC 95]
et illustre´e par la Fig. I.3. Dans ce troisie`me mode, ces lentilles sont couple´es a` des fibres
optiques, qui permettent de mesurer le spectre de 6400 positions spatiales afin de couvrir
l’inte´gralite´ du champ de vue. VIMOS couvre la bande spectrale de 360 nm a` 1000 nm, avec
une re´solution R de 200 a` 2500.
la spectro-imagerie Notons a` travers les quelques exemples de spectrome`tres multi-objets, la vo-
lonte´ de multiplier le nombre de sources, afin d’explorer simultane´ment les domaines spatiaux et
spectraux. La spectro-imagerie est l’aboutissement des de´veloppements paralle`les de l’imagerie
multi-spectrale et de la spectroscopie. Elle enregistre le spectre pour un ensemble de positions
spatiales conse´cutives dans le champ. Nous avons de´ja` e´voque´ la technique, utilise´e par VIMOS,
qui consiste a` observer le champ a` travers une grille de micro-lentilles. Chaque lentille forme
alors une source pour un spectrome`tre de type prisme ou grisme4. Cette technique est e´galement
applique´e par le spectrographe SAURON (Spectrographic Areal Unit for Research on Optical
Nebulae)[BAC 01] installe´ depuis 2002 sur le te´lescope William Herschel (WHT) sur l’ˆıle espa-
gnole de La Palma. Ce dernier fonctionne selon deux modes : le premier fournit, dans la bande
spectrale 471-540 nm, une tre`s haute re´solution spectrale (2.8A˚ soit R = 1800)(cf. de´finition
B.1), combine´e a` un bon e´chantillonnage spatial (0.27”) sur un champ de 11” × 9”. L’autre
mode livre une re´solution spectrale le´ge`rement infe´rieure (3.6A˚ soit R = 1400 environ), avec un
e´chantillonnage spatial moins bon (0.94”) mais sur un champ plus e´tendu de 41” × 33”.
Une autre possibilite´ re´side dans le de´coupage de l’image par des slicers (de´coupeurs d’image),
tel qu’illustre´ par la Fig. I.4. Chaque partie est ensuite disperse´e par une longue fente. C’est
la solution choisie dans le cas du spectrographe SPIFFI (SPectrometer for Infrared Faint Field
Imaging) de l’instrument SINFONI [EIS 03] du VLT. De´die´ a` l’observation dans l’infrarouge,
celui-ci offre une tre`s bonne re´solution spatiale ( 0.25”, 0.10” ou 0.025” suivant le mode) sur des
champ d’e´tendue restreinte (8”×8”, 3”×3”, ou 0.8”×0.8” respectivement), avec une tre`s bonne
re´solution spectrale (R compris entre 1500 et 4000 suivant la bande spectrale).
Ces quatre cate´gories visent a` discriminer les types de spectrome`tres selon leur mode d’observation
dans le domaine spatial, mais elles ne pre´figurent pas de la technologie utilise´e pour explorer le domaine
fre´quentiel. Ainsi, le spectre de chaque source peut eˆtre obtenu par dispersion par une longue fente,
par re´seau interfe´rentiel, par grisme, etc.
Dans cette the`se, nous nous sommes concentre´s sur les spe´cificite´s des donne´es fournies par l’instrument
MUSE qui est un spectro-imageur novateur de type inte´gral de champ.
4Un grisme est la combinaison d’un re´seau a` transmission optique (gratings) avec un prisme [KIT 95].
5Source : http ://www.strw.leidenuniv.nl/sauron/instrument.html#tiger.
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Fig. I.3 – Principe du spectrographe TIGER, dote´ d’une grille de micro-lentilles. 5
Fig. I.4 – Concept du de´coupage du champ par des slicers. [VIV 08]
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I.1.3 Le spectro-imageur MUSE
Fig. I.5 – Vue 3D de l’instrument
MUSE.6
L’instrument MUSE (pour Multi-Unit Spectroscopic
Explorer) repre´sente´ sur la Fig. I.5 est un imageur
hyperspectral dont la mise en service au te´lescope
UT4 du Very Large Telescope (VLT) est pre´vue fin
2013.
Il est le fruit de la coope´ration, sous la direction
de Roland Bacon, de sept instituts de recherche : le
Centre de Recherche Astrophysique de Lyon (CRAL),
le European Southern Observatory (ESO), l’Observa-
toire de Leiden (Pays-Bas), l’Institut de Recherche
en Astrophysique et Plane´tologie (IRAP) de Toulouse,
l’Institut d’Astrophysique de Go¨ttingen (Allemagne), le
de´partement Astrophysique de l’Institut Polytechnique de
Zurich (Suisse) et l’Institut d’Astrophysique de Potsdam (Al-
lemagne).
Comme sche´matise´ Fig. I.6, le spectro-imageur MUSE
de´coupe par un slicer l’image du plan focal du VLT puis
la dirige vers ses 24 Integral Field Units (IFU). Chaque IFU
de´coupe a` son tour la fraction d’image rec¸ue en 48 blocs place´s en entre´e d’un spectrographe a` longue
fente, produisant ainsi 48 slices. En fin de chaˆıne d’acquisition, sur chaque IFU, un capteur CCD de
4000 × 4000 pixels environ, fait l’acquisition d’une image 2D, dont une dimension est spectrale et
l’autre est spatiale. Enfin, les donne´es sont re´agence´es nume´riquement par le Data Reduction Software
(DRS) pour former un cube de donne´es (cf. Fig. I.7) de 300 × 300 pixels spatiaux a` environ 4000
longueurs d’ondes diffe´rentes. La re´solution spectrale de ces donne´es est de 0.13 nm sur l’ensemble de
la bande spectrale 465-930 nm environ, avec une valeur de R comprise entre 1770 et 3590.
48 slices de ≈75 pxl
24 IFU
Plan focal VLT 12 × 4 blocs
Fig. I.6 – Sche´ma simplifie´ d’acquisition sur CCD de l’instrument MUSE
On distingue les 3 modes de fonctionnement de l’instrument :
– Wide Field Mode (WFM) sans Optique Adaptative, mode qui sera utilise´ durant les deux
premie`res anne´es de fonctionnement de l’instrument ; l’e´tendue du champ observe´ est de 60× 60
(secondes d’arc)2, avec un e´chantillonnage spatial de 0.20”.
– WFM avec Optique Adaptative de type GLAO (Ground Layer Adaptive Optics)
– Narrow Field Mode (NFM) avec Optique Adaptative de type LTAO (Laser Tomography Adap-
tive Optics) ; l’e´tendue du champ est alors restreinte a` 7.5 × 7.5 (secondes d’arc)2, avec un
e´chantillonnage spatial de 0.025”.
Dans le cadre de cette the`se, nous nous sommes uniquement inte´resse´s au mode grand champ (WFM)
qui sera le seul mode utilise´ durant les premie`res anne´es de fonctionnement de MUSE.
6Source : http ://muse.univ-lyon1.fr/.
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Fig. I.7 – Visualisation
d’un cube de donne´es hy-
perspectral.7
L’instrument MUSE se de´marque des autres instruments par sa dimen-
sion hyperspectrale, la taille de son champ, relativement e´tendue, en re-
gard des instruments pre´ce´demment cite´s (SAURON et SPIFFI) et par
sa re´solution spatiale.
Illustrons a` l’aide de la Fig I.8 la diffe´rence entre les donne´es multis-
pectrales et hyperspectrales. Cette distinction peut se faire avant tout
a` partir du nombre et de la largeur des bandes spectrales observe´es. En
effet, au dela` d’une centaine de bandes, on parle souvent d’observation hy-
perspectrale, voire ultraspectrale. La diffe´rence s’inscrit e´galement dans
la re´solution spectrale : dans le cas des donne´es multispectrales, on ne
peut pas a` proprement parler de re´solution, car les filtres utilise´s sont
assez larges et se recouvrent les uns les autres. Avec les donne´es hyper-
spectrales, chaque pixel spatial est associe´ a` un ve´ritable spectre. Celui-ci
permet notamment d’e´tudier la composition chimique et la cine´matique
des astres.
Fig. I.8 – Comparaison de donne´es multispectrales et hyperspectrales sur un exemple de te´le´de´tection8 .
7Source : http ://lsiit-miv.u-strasbg.fr/paseo/cubevisualization.php.
8Source : ITRES.
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I.2 L’observation astronomique au sol : MUSE
Lors de l’acquisition d’un cube de donne´es hyperspectrales depuis le sol (Fig. I.9), le signal lumineux
traverse l’atmosphe`re puis parvient dans le plan focal du te´lescope, e´ventuellement apre`s correction par
un syste`me d’optique adaptative (OA). Cette suite de transformations du signal est commune a` tous
les instruments au sol. Cependant, l’acquisition de donne´es a` partir de l’image rec¸ue par le te´lescope
est propre a` chaque instrument. Dans le cas de la construction d’un cube de donne´es hyperspectrales
pour l’instrument MUSE, cela ne´cessite l’e´tape logicielle du DRS (Data Reduction System).
L’image d’une source ponctuelle a` travers un syste`me d’acquisition est une tache appele´e fonction
d’e´talement (Point Spread Function, note´e PSF) ou re´ponse impulsionnelle. Nous notons une PSF :
hz,µ(s, λ)
avec s et z des variables spatiales, λ et µ des variables spectrales, (z, µ) e´tant la position de la source.
Dans le domaine du traitement du signal, la PSF est ge´ne´ralement conside´re´e invariante par translation
(filtre). Elle est alors note´e :
hz,µ(s, λ) = h(s− z, λ− µ).
L’observation y(s, λ) s’exprime alors comme la convolution de l’image de la source x(z, µ) par la PSF :
y(s, λ) =
∫∫
x(z, µ)h(s − z, λ− µ)dzdµ.
Afin d’e´tudier la PSF globale, on peut la de´composer en PSF e´le´mentaires correspondant aux diffe´rentes
parties de la chaˆıne d’acquisition. En effet, dans le cas de cette chaˆıne d’acquisition, certaines PSF
e´le´mentaires varient spatialement et spectralement en fonction de la position de la source. L’observa-
tion ne s’e´crit plus sous la forme d’une convolution mais comme une composition :
y(s, λ) =
∫∫
x(z, µ)hz,µ(s, λ)dzdµ.
On dira qu’une PSF est se´parable si elle peut s’e´crire sous la forme :
hz,µ(s, λ) = Fz,µ(s)Lz,µ(λ) (I.1)
ou` F est la fonction d’e´talement spatial (Field Spread Function - FSF) et L la fonction d’e´talement
spectral (Line Spread Function - LSF). Nous allons e´tudier la PSF associe´e a` chacun des e´le´ments de
la chaˆıne afin de mode´liser la PSF globale.
Source Atmosphe`re Te´lescope Instrument DRS Donne´es
Optique Adaptative
Fig. I.9 – E´tapes de formation du cube de donne´es MUSE
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I.2.1 Effets de l’atmosphe`re
L’atmosphe`re n’est pas homoge`ne et est constitue´e d’une superposition de couches qui contiennent
des cellules de turbulence. Ses caracte´ristiques telles que la tempe´rature et la pression, sont globale-
ment stationnaires dans le temps, avec des variations journalie`res, annuelles et se´culaires [LEN 08].
A` la traverse´e de chaque cellule, les rayons lumineux sont de´vie´s. Donc un rayon lumineux qui traverse
toute l’atmosphe`re est de´vie´ plusieurs fois. L’atmosphe`re variant dans le temps a` l’e´chelle de la milli-
seconde, chaque rayon a un trajet qui lui est propre et arrive sur le de´tecteur avec un angle d’incidence
diffe´rent. Les caracte´ristiques de la turbulence atmosphe´rique sont plus de´favorables aux plus courtes
longueurs d’onde, donc dans le bleu, par rapport au rouge [ROD 99]. La PSF correspondante est donc
plus large dans le bleu que dans le rouge.
La largeur de la PSF de l’atmosphe`re est couramment appele´e « seeing ». Pre´cise´ment, il s’agit de la
largeur a` mi-hauteur de la PSF de l’atmosphe`re, que l’on exprime en secondes d’arc (note´es ”). Ses
valeurs courantes sont de 0.5” a` 1.0” (a` 500 nm) a` Paranal au Chili ou a` Mauna Kea a` Hawa¨ı [LEN 09].
A` cela s’ajoutent des phe´nome`nes parasites d’absorption et d’e´mission. En effet, les constituants de
l’atmosphe`re absorbent une partie du rayonnement, avec un facteur d’absorption qui de´pend de la
longueur d’onde et de l’altitude. Par la suite, nous ferons abstraction du facteur de transmission de
l’atmosphe`re, celui-ci n’ayant qu’un effet d’atte´nuation sur les spectres mesure´s. D’autre part, l’at-
mosphe`re e´met des photons, soit par fluoresence, soit par e´mission thermique [LEN 08]. Ces e´missions
sont quantifie´es par le spectre de l’atmosphe`re.
L’atmosphe`re ne produit pas d’e´talement spectral ; sa PSF est donc se´parable en une FSF et un Dirac
pour LSF. Les effets de l’atmosphe`re e´tant homoge`nes compte tenu de la taille re´duite du champ, la
FSF est donc invariante par translation mais variable en fonction de la longueur d’onde :
hatmz,µ (s, λ) = F
atm
µ (s− z) · δ(λ− µ)
Pour la dure´e d’inte´gration des donne´es MUSE (entre 10 minutes et 1 heure), la FSF peut eˆtre
conside´re´e circulaire. Pour formaliser la connaissance de la FSF, deux approches se de´gagent : la
premie`re mode´lise la FSF via sa transforme´e de Fourier : l’OTF (Optical Transfer Function), la
seconde mode´lise la FSF directement dans le domaine spatial. L’OTF s’exprime a` partir de la fonction
de structure Dφ :
OTFµ(ν) = exp(−12Dφ(µ|ν|)),
ou` ν est le vecteur de fre´quences spatiales. Le mode`le le plus courant d’OTF est celui de Kolmogorov
[KOL 91] pour lequel :
Dφ(r) = 6.88
(
r
r0
) 5
3
ou` r0 est le parame`tre de Fried [FRI 66] et repre´sente le diame`tre d’un te´lescope e´quivalent (voir
de´finition en annexe B.2.3). Dans ce cas, l’atmosphe`re agit comme un filtre passe-bas de fre´quence
angulaire de coupure r0λ . Le mode`le de Von Karman, plus e´labore´, fait intervenir l’e´chelle externe des
turbulences, note´e L0 [TOK 02] :
Dφ(r) =
Γ(11/6)
211/6π8/3
(
24
5
Γ(6/5)
)5/6( r0
L0
)−5/3(
2−1/6Γ(5/6) −
(
2πr
L0
)5/6
K5/6
(
2πr
L0
))
ou` Γ est la fonction Gamma et K la fonction de Bessel modifie´e.
La connaissance du parame`tre r0 et e´ventuellement celle de L0 permettrait donc de connaˆıtre la FSF.
L’ESO (European Southern Observatory) pre´voit de mesurer r0 par le DIMM (Differential Image Mo-
tion Monitor), mais les e´carts mesure´s entre les valeurs obtenues par le DIMM et celles observe´es
par le te´lescope peuvent atteindre 30%. La pre´cision est donc insuffisante pour en de´duire la FSF.
Concernant le parame`tre L0, l’ESO fournit une e´tude statistique de ces valeurs sur le site [MAR 00],
mais ne pre´voit pas de mesure simultane´e aux observations. Dans [TRU 01], la PSF est de´crite selon la
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the´orie des turbulences atmosphe´riques, comme la transforme´e de Fourier de exp[−(|ν|b)5/3] (d’apre`s
[FRI 66],[WOO 82]), avec ν un vecteur de fre´quence spatiale et b un parame`tre d’e´chelle, et exprime
la largeur a` mi-hauteur (Full Width at Half Maximum - FWHM) par FWHM = 2.9207006 b, ce qui
s’apparente au mode`le de Kolmogorov.
Trujillo et al. [TRU 01] proposent e´galement une expression de la FSF dans le domaine spatial :
F atm(r) =
1
2π
∫ ∞
0
νJ0(νr)e
−(ν FWHM
2.9207
)5/3dν
en fonction de la coordonne´e radiale r, avec J0 fonction de Bessel de premie`re espe`ce. D’apre`s ce
meˆme article, la FSF the´orique pre´ce´dente peut eˆtre approche´e de manie`re satisfaisante par une fonc-
tion de Moffat avec β ∼ 4.765. Toutefois, il est pre´cise´ que, si l’on conside`re la FSF de l’atmosphe`re
et du te´lescope, les FSF re´elles posse`dent des ailes plus larges que celles du mode`le the´orique, car
elles prennent en compte e´galement la FSF du te´lescope. Cette diffe´rence peut eˆtre corrige´e par les
fonctions de Moffat avec un parame`tre β plus faible.
La FSF de l’atmosphe`re peut donc eˆtre formule´e par un mode`le physique ou non, lie´ a` des parame`tres
de´pendant des conditions d’observation. Dans le Chapitre II, nous tenterons de mode´liser la FSF de
l’atmosphe`re par un mode`le non physique mais exprime´ directement dans le domaine spatial. Cela li-
mite le couˆt de calcul par rapport a` l’utilisation des expressions cite´es pre´ce´demment, dans le domaine
spectral.
I.2.2 Effet du te´lescope
Le Very Large Telescope (VLT) est un ensemble de 4 te´lescopes d’un diame`tre de 8.2 m et de 4
te´lescopes mobiles d’un diame`tre de 1.8 m, ope´rationnel depuis 1998. Sa localisation a` Cerro Paranal
au Chili a` 2 635 m d’altitude en fait un instrument privile´gie´ pour l’observation astronomique au sol.
L’instrument MUSE doit eˆtre installe´ sur le te´lescope Yepun (UT4) de 8.2 m de diame`tre.
Le te´lescope ne produit pas d’e´talement spectral sur l’acquisition des donne´es ; sa PSF 3D est donc
se´parable en une PSF spatiale invariante par translation mais variable spectralement, et une PSF
spectrale, cette dernie`re e´tant un Dirac pour mode´liser l’absence d’e´talement spectral :
htelz,µ(s, λ) = F
tel
µ (s− z) · δ(λ− µ).
Dans le cas d’un te´lescope forme´ d’une simple pupille de diame`tre Dt, la FSF prend la forme d’une
tache dont la forme a e´te´ de´finie par Airy en 1835 [AIR 35] :
F telλ (θ) =
[
2J1
(
πDtλ θ
)
πDtλ θ
]2
ou` la FSF varie en fonction de la coordonne´e angulaire θ par rapport a` l’axe normal au champ en son
centre, avec J1 la fonction de Bessel de premie`re espe`ce [LEN 08]. On conside`re qu’il s’agit d’un filtre
passe-bas de fre´quence angulaire de coupure Dtλ , avec
Dt
λ ≫ roλ .
Le te´lescope du VLT posse`de, en plus du miroir primaire de 8.2 m de diame`tre, un second miroir
de 1.1 m de diame`tre, maintenu par une « araigne´e » c’est-a`-dire une structure me´tallique de quatre
bras. Il est donc plus complexe que le te´lescope conside´re´ par Airy, mais sa FSF peut eˆtre approche´e
nume´riquement.
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I.2.3 Optique Adaptative
Deux ans apre`s la mise en service de l’instrument MUSE, la turbulence atmosphe´rique sera par-
tiellement corrige´e par un syste`me d’optique adaptative (OA). Plus pre´cise´ment, la fonction de ce
syste`me est de corriger le front d’onde10 qui a e´te´ perturbe´ lors de la traverse´e de l’atmosphe`re. Ainsi,
le VLT de diame`tre 8.2 m, lorqu’il est e´quipe´ de l’optique adaptative, fournit des images dans l’infra-
rouge d’une re´solution angulaire environ 20 fois meilleure que sans OA [LEN 09]. Sche´matiquement,
l’optique adaptative est constitue´e de trois e´le´ments [LEN 09] illustre´s par la Fig. I.2.3 :
– l’analyseur de front d’onde : il utilise une e´toile de re´fe´rence, naturelle ou artificielle pour analyser
les perturbations du front d’onde. En l’absence d’e´toile naturelle suffisamment brillante dans le
champ d’e´tude, l’analyseur se sert d’une e´toile laser (Laser Guide Star - LGS). Cette e´toile est un
faisceau laser, e´mis depuis le sol, puis rediffuse´ par une couche atmosphe´rique dense en sodium
situe´e a` environ 80 km d’altitude. Elle constitue une source ponctuelle et brillante [LEN 09].
– le calculateur : il calcule les corrections a` appliquer au front d’onde,
– le syste`me de correction : il applique les corrections du front d’onde, par le biais d’actuateurs
(au nombre de 1170 dans le cas de l’optique adaptative qui est associe´e a` MUSE) qui modifient
le profil d’un miroir de´formable.
Fig. I.10 – Sche´ma d’un syste`me d’optique adaptative standard 11.
L’optique adaptative pre´vue pour eˆtre associe´e a` l’instrument MUSE utilisera quatre e´toiles laser et
une e´toile naturelle proche du champ d’observation pour corriger le tip-tilt (basculement du front
d’onde de´pendant de la longueur d’onde ayant pour effet de de´caler spatialement l’image). La cor-
rection des effets de l’atmosphe`re par l’optique adaptative n’est pas toujours uniforme. L’optique
adaptative associe´e au mode grand champ, appele´e GLAO (Ground Layer Adaptive Optics) corrige
essentiellement la couche basse de l’atmosphe`re [LEN 09]. Elle re´alise une correction de la turbulence
relativement moyenne vis-a`-vis des syste`mes d’optique adaptative courants, mais sur un champ tre`s
e´tendu (plusieurs dizaines de secondes d’arc). La FSF re´siduelle de l’atmosphe`re corrige´e par optique
adaptative varie lentement en fonction de la position de la source dans le champ. En mode petit champ
(NFM), l’optique adaptative est de type LTAO (Laser Tomography Adaptive Optics). Dans ce cas, la
FSF re´siduelle varie fortement spatialement, mais la taille du champ est plus restreinte.
10Le front d’onde est la surface perpendiculaire aux rayons lumineux e´mis par une source [LEN 09].
11Source : http ://www.answers.com/topic/adaptive-optics.
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L’optique adaptative n’a pas d’effet spectral sur l’acquisition des donne´es mais sa correction est plus
performante dans le rouge que dans le bleu [ROD 99]. La FSF re´siduelle varie donc spectralement, du
fait de la variation de la FSF atmosphe´rique, mais sa variation pourra eˆtre diffe´rente de cette dernie`re.
La FSF peut encore eˆtre mode´lise´e via son OTF par l’interme´diaire de sa fonction de structure Dφ qui
de´pend toujours des conditions atmosphe´riques d’observation mais e´galement du syste`me de correction
par optique adaptative [JOL 06]. La mode´lisation analytique de cette fonction de structure, de´pendant
d’un grand nombre de parame`tres, est possible dans le cas asymptotique (c’est-a`-dire pour des poses
de longues dure´es par rapport aux variations des turbulences atmosphe´riques, ce qui sera le cas pour
les donne´es MUSE) et a e´te´ mise en œuvre dans le code PAOLA [JOL 08], dont nous utilisons des
simulations dans le Chapitre II.
Pour l’optique adaptative GLAO de MUSE, l’estimation de la PSF re´siduelle a` partir de l’analyseur
de front d’onde et des commandes du calculateur est en cours d’e´tude dans le de´partement d’optique
the´orique et applique´e (DOTA) de l’ONERA.
I.2.4 Effet de l’instrument
E´tant donne´ la complexite´ du syste`me de l’instrument bri`evement pre´sente´ dans le paragraphe I.1.3,
aucun mode`le analytique de la PSF de l’instrument n’est disponible, mais un mode`le nume´rique de
l’instrument, exploitable pour une simulation re´aliste de donne´es, a e´te´ de´veloppe´ durant la the`se de
A. Jarno [JAR 08]. Comme illustre´ Fig. I.11 (haut), la PSF 2D de l’instrument sur le CCD, dont une
dimension est spectrale et l’autre spatiale, varie fortement dans le champ et en fonction de la longueur
d’onde, mais elle reste heureusement de dimension tre`s limite´e (de l’ordre de 2×2 pixels). L’e´talement
suivant la dimension spectrale, e´galement illustre´ Fig. I.11 (bas), principalement duˆ a` la fente du
spectrographe, est cense´ eˆtre identique pour tous les slices. Mais en pratique, vu le syste`me optique
complexe, cet e´talement varie lentement sur les CCD dans la dimension spectrale. En revanche, cette
variation peut eˆtre brutale dans la dimension spatiale car deux pixels voisins dans le cube peuvent
eˆtre image´s par des syste`mes optiques (IFU) diffe´rents.
Enfin, il apparaˆıt clairement que la PSF 2D n’est pas se´parable en le produit d’une fonction des lignes
(dimension spatiale) et d’une fonction des colonnes (dimension spectrale). Notons que l’e´chantillonnage
spectral est a` peine suffisant (pas d’e´chantillonnage supe´rieur a` la limite de Nyquist), ce qui pourrait
poser proble`me lors de l’analyse et des diffe´rents traitements de donne´es, en particulier dans une e´tape
d’interpolation [CAR 12].
I.2.5 Logiciel de re´duction des donne´es
En plus d’e´tapes de pre´traitement (calibrations. . . ), le Data Reduction Software (DRS) effectue
la conversion d’un ensemble de donne´es 2D issues des CCD vers un cube hyperspectral et ne´cessite
donc une e´tape d’interpolation [WEI 08]. Cette dernie`re de´pendant directement des donne´es, l’effet
du DRS de´pend donc des observations. En fonction de la taille de la PSF des e´tapes en amont, la PSF
du DRS peut eˆtre conside´re´e comme ne´gligeable. Nous pouvons donc soit ne´gliger la PSF du DRS,
dont la mode´lisation est de´licate voire impossible, soit effectuer l’analyse et le traitement a` partir de
donne´es n’ayant pas subi les e´tapes critiques. Ainsi, il peut eˆtre inte´ressant pour certaines applications
d’analyse et de traitement de donne´es, de travailler directement sur les donne´es acquises sur les CCD
ou sur les donne´es pre´-traite´es par le DRS, avant l’e´tape d’interpolation.
I.2.6 Bilan et approximations pour la PSF globale
En pratique, il n’est pas concevable de calibrer la PSF de l’instrument en chaque pixel du cube,
leur nombre s’e´levant a` environ 300 × 300 × 4000. De plus, l’effet du DRS est de´licat a` maˆıtriser et
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Fig. I.11 – Caracte´ristiques instrumentales de MUSE en diffe´rentes positions du CCD [JAR 08] :
simulation a` haute re´solution d’objets ponctuels (haut, en e´chelle logarithmique). Simulation d’objet
constants spatialement avec un spectre de raies (bas), zoom sur 3 zones d’une image d’un CCD d’un
IFU.
de´pend des observations. Des hypothe`ses simplificatrices doivent donc eˆtre effectue´es afin de pouvoir
mode´liser et estimer la PSF globale de la chaˆıne d’acquisition.
Comme nous l’avons vu pre´ce´demment, l’e´talement spectral de la chaˆıne d’acquisition des donne´es
MUSE est principalement duˆ a` l’instrument MUSE lui meˆme. L’effet du DRS est de´licat a` mode´liser,
ne´anmoins il peut eˆtre suppose´ suffisamment faible et donc ne´glige´. Cet effet ne varie pas en fonc-
tion des observations et peut donc eˆtre inte´gre´ dans la phase de calibration instrumentale. Un moyen
d’e´tudier cet e´talement spectral consiste a` placer a` l’entre´e de l’instrument un champ spatialement
constant e´claire´ avec une lampe posse´dant un spectre de raies (Fig. I.11 bas). Ainsi, on dispose,
pour chaque raie de ce spectre, d’une LSF inte´gre´e spatialement (ILSF) qui met bien en avant cet
e´talement spectral en le supposant faiblement variable dans une slice. Des travaux ont e´te´ effectue´s
sur ce sujet dans le cadre du projet DAHLIA, principalement par R. Bacon et H. Carfantan. Il a e´te´
montre´ que cette ILSF e´tait fortement variable d’une slice a` l’autre (donc spatialement) et e´galement
variable spectralement au sein d’une slice. Un mode`le de variation spatiale de cette ILSF a e´te´ pro-
pose´ [BAC 09, CAR 09] ainsi qu’un sche´ma d’estimation des parame`tres de ces mode`les a` partir de
donne´es de calibration [MAI 11]. Ainsi on peut disposer d’un mode`le de cette ILSF pour chaque slice
de chaque CCD avec une erreur de l’ordre de quelques pourcents. Nous conside´rerons donc par la suite
que la LSF est parfaitement connue en tout point du cube de donne´es.
En mode grand champ sans correction par optique adaptative, cas auquel nous nous sommes le plus
inte´resse´s dans cette the`se, nous choisissons de ne´gliger l’e´talement spatial duˆ a` l’instrument (et au
DRS) d’e´tendue limite´e par rapport a` celui du te´lescope et de l’atmosphe`re. Cela revient a` approximer
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la PSF de l’instrument (et du DRS) par une PSF se´parable ayant un Dirac comme FSF et une LSF
variant spatialement et spectralement.
Nous mode´lisons donc la PSF globale de la chaˆıne d’acquisition sans optique adaptative, d’une part par
une FSF variable en longueur d’onde, essentiellement due aux effets atmosphe´riques et au te´lescope,
et d’autre part par une LSF variable spectralement et spatialement propre a` l’instrument approxime´e
par son ILSF et estime´e une fois pour toutes. Dans ce cas, la FSF de l’atmosphe`re est invariante par
translation, la FSF globale le sera donc e´galement. On peut donc e´crire la PSF globale sous la forme :
hz,µ(s, λ) = Fµ(s− z)Lz,µ(λ).
L’observation d’un objet x donne alors :
y(s, λ) =
∫∫
x(z, µ)Fµ(s− z)Lz,µ(λ)dzdµ.
Dans le cas de MUSE ou` l’e´chantillonnage spectral est de 0.13 nm, il est raisonnable de faire l’ap-
proximation que la FSF varie lentement en fonction de λ et donc que Fµ(s) ≈ Fλ(s) pour µ proche
de λ. Comme la LSF est a` support limite´ (quelques pixels spectraux), on peut e´crire :
y(s, λ) ≈
∫ [∫
x(z, µ)Lz,µ(λ)dµ
]
Fλ(s− z)dz
= Fλ ∗
[∫
x(z, µ)Lz,µ(λ)dµ
]
= Fλ ∗ (L ⋆ x)
Cette relation s’e´crit comme une convolution spatiale par la FSF a` la longueur d’onde λ du spectre
de l’objet e´tale´ par la LSF :
x˜(z, λ) =
∫
x(z, µ)Lz,µ(λ)dµ = L ⋆ x.
Notons que cette dernie`re ope´ration ne correspond pas a` une convolution. Certaines me´thodes de traite-
ments de donne´es MUSE, pour la se´paration aveugle de sources [MEG 11] ou le de´bruitage [BOU 11a],
s’appuient sur cette proprie´te´.
Dans le cas ou` le te´lescope est e´quipe´ du syste`me d’optique adaptative, la FSF re´siduelle de
l’atmosphe`re et du te´lescope est d’e´tendue plus re´duite. La FSF de l’instrument et du DRS ne peut
donc plus eˆtre ne´glige´e. La FSF re´siduelle de la correction par OA variant dans le champ de vue, la
PSF globale a donc l’expression ge´ne´rale :
hz,µ(s, λ) = Fz,µ(s)Lz,µ(λ).
L’observation d’un objet x n’est donc plus une convolution du fait de la variation spatiale de la FSF,
mais la composition successive de la LSF et de la FSF.
Dans l’ensemble de ce document, nous conside´rons que la PSF 3D est se´parable en une FSF spatiale
et une LSF spectrale : hz,µ(s, λ) = Fz,µ(s)Lz,µ(λ). Il a e´te´ de´montre´ re´cemment [CAR 12] que, pour
des raisons lie´es a` la chaˆıne d’acquisition de MUSE, une e´criture de la forme hz,µ(s, λ) = Fz,µ(s)Ls,µ(λ)
est plus correcte, ce qui ne correspond pas exactement a` l’hypothe`se de se´parabilite´ (indice s et non
z pour la LSF). Si l’on se rappelle que la LSF peut varier tre`s brutalement pour deux pixels voisins,
ceux-ci pouvant en effet eˆtre image´s sur deux slices diffe´rentes et meˆme sur deux IFUs diffe´rents, on
comprend bien que l’hypothe`se de se´parabilite´ n’est pas valable, ou du moins seulement comme une
approximation grossie`re. Cependant, dans le cadre des travaux effectue´s dans cette the`se, cela n’aura
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que peu d’importance au niveau the´orique. E´ventuellement des modifications seront ne´cessaires pour
la mise en oeuvre pratique sur des donne´es re´elles. Notons que toutes les donne´es simule´es jusqu’a`
pre´sent l’ont e´te´ avec une PSF se´parable. Aussi le fait que cette hypothe`se ne soit pas valable en
the´orie n’aura aucune conse´quence pratique sur les re´sultats obtenus a` partir de ces donne´es.
I.3 Le projet DAHLIA
L’inte´gralite´ de mon travail de the`se s’inscrit dans
le cadre du projet DAHLIA : Dedicated Algorithms for
HyperspectraL Imaging in Astronomy. Ce projet d’une
dure´e initiale de 4 ans, renouvele´ pour 1 an, est finance´
par l’Agence Nationale de la Recherche (ANR) ’Programme Blanc’, depuis le 1er Janvier 2009.
Avec le de´veloppement de nouveaux te´lescopes et instruments devant fournir des donne´es hyperspec-
trales (dans l’imme´diat l’instrument MUSE au VLT et dans un futur proche des instruments de l’ELT
(Extremely Large Telescope) au sol et le JWST (James Webb Space Telescope) dans l’espace), le projet
DAHLIA a pour objectif l’e´laboration de nouvelles me´thodes de traitements spe´cifiques pour ce type
de donne´es. Un premier the`me de travail porte sur la simulation de donne´es hyperspectrales re´alistes,
qui sont par la suite utilise´es par les autres the`mes. A` cela s’ajoute le de´veloppement des me´thodes de
traitements pour l’analyse, par fusion de donne´es, se´paration de sources, de´convolution et de´tection.
Enfin, le projet s’inte´resse a` la visualisation des donne´es hyperspectrales. Les paragraphes suivants
de´crivent les diffe´rents the`mes de recherche du projet DAHLIA, ainsi que leurs inter-de´pendances
e´ventuelles avec les re´sultats obtenus dans cette the`se.
I.3.1 Simulation de donne´es
Les principaux acteurs des travaux sur la simulation sont Roland Bacon, Jeremy Blaizot et Aure´lien
Jarno du CRAL a` Lyon, ainsi que des chercheurs du consortium MUSE.
Afin que l’ensemble des acteurs du projet DAHLIA puisse de´velopper des algorithmes fiables, ce
groupe de travail construit des donne´es hyperspectrales de type MUSE aussi re´alistes que possible.
Ces donne´es peuvent contenir diffe´rents objets, tels que des e´toiles isole´es ou en champ dense, et
des galaxies. Elles prennent en compte les de´formations dues a` la chaˆıne d’acquisition (atmosphe`re,
optique adaptative, te´lescope, instrument et logiciel de re´duction de donne´es). Pour chaque sce`ne, un
premier jeu de donne´es a e´te´ simule´ par le Quick Simulator (QSIM), pour lequel la mode´lisation de la
chaˆıne d’acquisition est relativement simplifie´e. Un autre jeu est simule´ a` partir de l’INM (Instrument
Numerical Model) et du logiciel de re´duction des donne´es (DRS). Ces diffe´rents outils sont issus des
travaux du consortium MUSE.
I.3.2 Fusion de donne´es
L’acquisition d’un cube de donne´es par l’instrument MUSE est re´alise´e sur un temps d’inte´gration
relativement court, compris entre quelques minutes et une heure. Si ce temps est suffisant pour observer
des e´toiles brillantes, il ne l’est pas pour l’exploitation de donne´es visant a` e´tudier des galaxies ou des
champs profonds. La solution adopte´e pour ame´liorer le rapport signal sur bruit est l’acquisition de
plusieurs cubes d’observation d’une meˆme re´gion du ciel pendant une heure, qui doivent ensuite eˆtre
combine´s.
L’e´quipe forme´e de Christophe Collet, Mathieu Petremand, Vincent Mazet, Fabien Salzenstein du
LSIIT de Strasbourg ainsi que de Andre´ Jalobeanu de l’Universite´ Evora du Portugal a propose´ un
algorithme de fusion de donne´es ([JAL 11] [PET 11] [PET 12]). Il s’agit de prendre en compte les
diffe´rentes conditions d’observation des cubes, telles que le seeing, le spectre du ciel, etc., afin de
construire un cube dont la qualite´ est meilleure par rapport aux diffe´rents cubes fusionne´s. Il s’agit
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e´galement de lui associer un cube de variance repre´sentant l’incertitude de l’acquisition pour chaque
pixel. En particulier, la prise en compte du seeing passant par la de´convolution des donne´es, ne´cessite
de connaˆıtre la PSF du syste`me des diffe´rents cubes a` toutes les longueurs d’onde, au moment de leur
acquisition.
I.3.3 Estimation du fond du ciel
Le fond du ciel correspond au spectre d’e´mission de l’atmosphe`re et a` celui de sources non re´solues
et vient s’ajouter au spectre des objets que l’on souhaite observer. Il s’agit donc d’un e´le´ment parasite
qui contribue au bruit d’acquisition et que l’on souhaite soustraire au signal acquis. En tenant compte
de la taille restreinte du champ MUSE, on conside`re que le spectre du fond du ciel est identique dans
tous les pixels spatiaux de l’image. La mode´lisation et l’estimation du fond du ciel est e´tudie´e par
Vincent Mazet de LSIIT de Strasbourg. Ce spectre est suppose´ eˆtre constitue´ d’un continuum et de
raies impulsionnelles d’absorption et d’e´mission dont le nombre et la position sont connus a` partir
d’un catalogue. L’estimation du spectre est effectue´e a` partir des donne´es CCD (c’est-a`-dire avant
re´duction par le DRS) et de´pend de la PSF de l’instrument. Pour simuler des donne´es re´alistes, nous
avons utilise´ le spectre du ciel illustre´ par la Fig. I.12.
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Fig. I.12 – Spectre du ciel a` la re´solution MUSE.
I.3.4 Se´paration de sources
Fig. I.13 – Exemple
de superposition de
sources (points bleus).
En raison de l’e´talement de la lumie`re par le syste`me d’acquisition (PSF)
et de la re´solution spatiale de l’instrument, l’observation d’un champ dense
d’e´toiles conduit a` un cube ou` chaque pixel spatial contient le spectre de
plusieurs e´toiles, comme illustre´ par la Fig I.13. Yannick Deville, Shahram
Hosseini, Ine`s Meganem et Ahmed Selloum de l’IRAP se concentrent sur
l’e´laboration de nouvelles me´thodes de se´paration aveugle de sources ponc-
tuelles, afin d’obtenir une estimation de la position et du spectre de chaque
e´toile [MEG 11]. Cette estimation repose sur des contraintes, telles que la
positivite´ du spectre, le nombre de sources et e´ventuellement leur position
approximative. Elle ne´cessite e´galement d’estimer la PSF12 du syste`me qui
caracte´rise les donne´es, car celle-ci de´termine les coefficients de me´lange en
fonction de l’e´loignement du pixel par rapport a` la source.
12En effet, dans le cas d’observation de champ dense d’e´toiles, on ne peut ge´ne´ralement observer d’e´toile isole´e pouvant
servir a` l’estimation de la PSF, comme il sera pre´sente´ au Chapitre III. C’est pourquoi on parle de se´paration aveugle
de sources car il faut e´galement estimer cette PSF tout en cherchant a` se´parer les spectres des e´toiles.
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I.3.5 De´tection de sources, segmentation et de´convolution
Les donne´es d’observation hyperspectrales sont de´forme´es par la re´ponse impulsionnelle du syste`me
(PSF) et de´te´riore´es par le bruit d’acquisition, fortement variables spectralement. Se´bastien Bour-
guignon, David Mary, Eric Slezak de l’OCA ainsi que Herve´ Carfantan (IRAP) proposent de nou-
velles strate´gies de de´tection, de de´bruitage et de restauration adapte´es aux donne´es hyperspectrales,
base´es principalement sur la contrainte de parcimonie dans le domaine spectral ([BOU 10] [BOU 11a]
[BOU 11b] [BOU 12]). Ces travaux exigent la connaissance de la fonction d’e´talement spectral (LSF)
pour le de´bruitage et spatial (FSF) pour la restauration.
Herve´ Carfantan et moi-meˆme nous sommes penche´s sur un cas particulier de de´convolution de donne´es
hyperspectrales de type MUSE, pour l’e´tude de la cine´matique des galaxies, dans un cadre baye´sien.
Nous en donnons les conclusions dans le Chapitre IV et [VIL 12].
I.3.6 Visualisation de donne´es hyperspectrales
L’objectif est de pouvoir combiner les aspects spatiaux et spectraux de la visualisation de donne´es
hyperspectrales, afin de tirer les informations ne´cessaires a` leur analyse. Il s’agit e´galement de faire
apparaˆıtre la carte d’incertitude (variance) associe´e aux donne´es.
Mireille Louys, Christophe Collet et Mathieu Petremand du LSIIT de Strasbourg ont mis en œuvre un
outil de visualisation de donne´es hyperspectrales, avec l’aide de Franc¸ois Bonnarel (CDS Strasbourg),
Fabien Salzenstein (LSIIT), Thierry Contini(IRAP), Eric Emsellem et Harald Kuntschner (ESO).
Les efforts de ce groupe ont donne´ naissance a` l’outil QuickViz [PET 10], plugin du logiciel Aladin.
Ce dernier est un logiciel de visualisation de donne´es astronomiques et de gestion des informations
associe´es. En y associant QuickViz, il devient notamment possible d’extraire les spectres de diffe´rents
pixels spatiaux et de parcourir les images du cube a` diffe´rentes longueurs d’onde.
I.3.7 Mode´lisation et estimation de la PSF
Fig. I.14 – Variation
sche´matique de la FSF
dans le champ (avec
optique adaptative).
Plusieurs the`mes de recherche du projet DAHLIA, tels que la fu-
sion de donne´es, la se´paration de sources et la de´convolution requie`rent
la connaissance de la re´ponse impulsionnelle spatiale (FSF) et spectrale
(LSF) du syste`me. Ces deux fonctions peuvent varier en fonction de la
position de la source dans le champ (comme illustre´ par la Fig. I.14), tant
spatialement que spectralement. La LSF est constante dans le temps et
peut-eˆtre calibre´e instrumentalement, la FSF de´pend des conditions at-
mosphe´riques et doit eˆtre estime´e a` chaque observation.
Herve´ Carfantan, Laurent Jolissaint (Leiden), Roland Bacon (CRAL),
Denis Serre (Leiden), Louis Maire (stagiaire IRAP) et moi-meˆme propo-
sons une mode´lisation parame´trique des variations spatiales et spectrales
de cette PSF au sein du cubes de donne´es. En particulier, H. Carfantan,
R. Bacon et L. Maire ont e´tudie´ les proprie´te´s de la PSF spectrale (cf.
[BAC 09] [CAR 09] [MAI 11]). Dans le cadre de cette the`se, nous nous
sommes inte´resse´s a` la mode´lisation, en tout point d’un cube de donne´es, de la FSF en mode grand
champ avec et sans optique adaptative qui fait l’objet du Chapitre II et des communications [SER 10]
[VIL 11a]. Cela se traduit par la mode´lisation des variations des parame`tres d’un mode`le de Moffat, en
fonction de la longueur d’onde, mais aussi en fonction de la position dans le champ dans le cas corrige´
par optique adaptative. Puis nous nous sommes confronte´s au proble`me de l’estimation de la FSF
en mode grand champ sans optique adaptative en tout point d’un cube de donne´es hyperspectrales,
directement a` partir des donne´es d’observation d’une e´toile isole´e. Pour cela, nous nous appuyons
sur un mode`le simple que nous avons pre´ce´demment propose´. Nous pre´sentons ces travaux dans le
Chapitre III et dans [VIL 11b] [VIL 11a].
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Notations [Unite´s]
D(x, y, λ) donne´es
L0 e´chelle externe [m]
M(x, y, λ) mode`le de FSF
s seeing [arcsec]
x, y coordonne´es spatiales discre`tes [pixels]
α parame`tre d’e´chelle du mode`le de Moffat pour la FSF [pixel]
α0, α1, α2, α3 coefficients de la mode´lisation polynomiale de α
β parame`tre de forme du mode`le de Moffat pour la FSF [sans unite´]
ε indice d’erreur [%]
γ parame`tre d’ellipticite´ du mode`le de Moffat [sans unite´]
λ longueur d’onde [nm]
φ orientation du mode`le de Moffat elliptique, par rapport a` l’axe des x,
dans le sens trigonome´trique [degre´s]
Φ flux d’une image / d’une fonction de Moffat
ρ, θ coordonne´es polaires dans le champ de vue [arcsec, degre´s]
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Introduction
Le spectro-imageur MUSE fournit des donne´es 3D compose´es d’images (2D) a` un grand nombre de
longueurs d’onde (1D). De par la nature meˆme de ces donne´es, la de´formation subie par cet ensemble
d’images, a` travers la chaˆıne d’acquisition pre´sente´e dans la section I.2, est aussi bien spatiale que spec-
trale. Ce phe´nome`ne d’e´talement de la lumie`re est caracte´rise´ par la Point Spread Function (PSF) 3D
du syste`me qui correspond a` la tache obtenue par l’observation d’un objet ponctuel monochromatique.
Suite a` l’analyse de la chaˆıne d’acquisition, nous supposons que la PSF globale s’exprime (cf. e´qua-
tion I.1) comme la composition d’une PSF spatiale (FSF pour Field Spread Function), de´pendant des
conditions d’observation, par une PSF spectrale (LSF pour Line Spread Function), qu’il est possible de
calibrer (cf. I.2.6). La PSF due aux turbulences de l’atmosphe`re, e´ventuellement corrige´e par l’optique
adaptative, et du te´lescope, s’exprime donc selon :
hATM+TEL+OAz,µ (s, λ) = Fz,µ(s) · δµ(λ) = Fz,λ(s) · δµ(λ).
Nous avons plus particulie`rement e´tudie´, dans le cadre de cette the`se, les proprie´te´s de la FSF note´e
Fz,λ(s).
Rappelons que l’instrument MUSE fonctionnera suivant trois modes d’observation (cf.I.1.3) : le mode
grand champ (WFM) d’abord sans, puis avec optique adaptative (OA), ainsi que dans le mode petit
champ (NFM) avec OA. Nous nous sommes uniquement inte´resse´s aux modes WFM sans et avec
OA, qui seront les seuls utilise´s durant les premie`res anne´es de fonctionnement. Dans chacun de ces
cas, la FSF du syste`me doit eˆtre connue, que ce soit par un mode`le analytique ou par des donne´es
nume´riques, afin de permettre l’utilisation de plusieurs post-traitements du cube de donne´es, tels que
la de´convolution, la fusion de cubes et plus ge´ne´ralement l’analyse de donne´es (cf. I.3).
Nous souhaitons donc mode´liser analytiquement cette FSF en toute position (z, λ) spatiale et spectrale
d’un cube de donne´es MUSE, dans le mode grand champ, car la FSF de´pend des conditions d’obser-
vation. Pour cela, nous avons propose´ d’e´tablir un mode`le analytique de la FSF, avec des parame`tres
variant :
– en fonction des diffe´rentes longueurs d’onde λ,
– en fonction des diffe´rentes positions z = (x, y) ou z = (r, θ) dans le champ, si la FSF varie dans
le champ (cas avec optique adaptative).
Ces mode`les permettront de connaˆıtre cette FSF en tout point d’un cube de donne´es re´elles a` partir
de mesures effectue´es sur une ou plusieurs e´toiles isole´es. Dans les cas les plus simples, nous e´tablirons
e´galement un mode`le de variation des parame`tres en fonction des configurations de turbulences de
l’atmosphe`re, pour diffe´rentes valeurs du « seeing » s et pour diffe´rents C2n. Enfin, nous quantifierons
l’erreur entre les mode`les ainsi constitue´s et les simulations de FSF pour les diffe´rentes configurations.
II.1 Me´thodologie
La PSF spatiale de la chaˆıne d’acquisition, diffe´rente pour chaque observation, est constante dans
le champ de vue dans le mode grand champ sans optique adaptative mais varie spatialement s’il y a
correction par OA. Notre objectif est de disposer d’un mode`le de la FSF en tout point du cube de
donne´es hyperspectrales, c’est-a`-dire pour toute position spatiale et longueur d’onde de la source. Ce
mode`le doit eˆtre suffisamment simple pour pouvoir en estimer les parame`tres a` partir d’un objet non
re´solu, e´ventuellement tre`s faible, isole´ dans les donne´es (cf. Chapitre III).
Une alternative consisterait a` mode´liser la FSF inde´pendamment a` chaque longeur d’onde. Ne´anmoins,
cela n’exploiterait pas la nature hyperspectrale des donne´es et la redondance d’information qui en
de´coule. Cette option sera e´voque´e dans le Chapitre III de´die´ a` l’estimation de la FSF.
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Pour cela, nous disposons de simulations de la FSF de l’atmosphe`re et du te´lescope sans et avec optique
adaptative, pour plusieurs longueurs d’onde et positions dans le champ (de´tails dans la section II.1.1).
Nous allons donc estimer les parame`tres du mode`le de FSF que nous aurons choisi associe´s a` chaque
simulation, par minimisation d’un crite`re des moindres carre´s. Puis nous e´tudierons leurs variations
et en proposerons une mode´lisation. Enfin, nous quantifierons les performances des diffe´rents mode`les
propose´s par des indices d’erreur, pre´sente´s dans la section II.1.2.
II.1.1 FSF simule´es par PAOLA
Les donne´es utilise´es pour la mode´lisation de la FSF sont des simulations effectue´es en collaboration
avec Denis Serre de l’Universite´ de Leiden (Pays-Bas) en utilisant le logiciel PAOLA de Laurent
Jolissaint [JOL 06], en version 6.2.
Nous disposons de FSF de l’ensemble {atmosphe`re+te´lescope} avec ou sans optique adaptative en
mode grand champ, ainsi que de FSF du te´lescope seul en mode grand champ, simule´es pour diffe´rentes
valeurs de la longueur d’onde λ, de la position polaire (ρ, θ) ou carte´sienne (x, y) dans le champ
et diffe´rentes valeurs de caracte´ristiques atmosphe´riques tels que le seeing (cf. annexe A B.2.4) et
l’indicateur de turbulence C2n, conforme´ment au Tab. II.1 et a` la Fig. II.1.
Le mode`le analytique de FSF du te´lescope imple´mente´ dans PAOLA prend en compte a` la fois le
diame`tre d’ouverture, l’obscuration centrale ainsi que les araigne´es de support du miroir secondaire
[JOL 09]. Ne´anmoins, la rotation du champ au cours de l’acquisition n’est pas prise en compte.
Variable Te´lescope seul WFM sans OA WFM avec OA
Longueur d’onde λ {465− 550 − 650− 750 − 850− 930} nm
Coordonne´es polaires :
(0,0) (0,0)
ρ [0 20 30 40]”
θ [0 15 30 45]˚
Coordonne´es carte´siennes :
x et y [0 10 20 30]”
Atmosphe`re :
non pertinentseeing note´ s [0.5 0.7 1.0 1.3 1.7]” [0.5 0.7 1.0 1.3]”
C2n « me´dian » « me´dian »
Taille d’un pixel 0.0050” soit 40 fois plus petit qu’un pixel MUSE
Tab. II.1 – Simulations PAOLA utilise´es pour la mode´lisation de la FSF, a` diffe´rentes valeurs des
variables spatiales, pour diffe´rents parame`tres atmosphe´riques.
II.1.2 Indices d’erreur
Il est capital de quantifier l’erreur commise lors de la mode´lisation de la FSF par un mode`le analy-
tique. Cette erreur correspond a` la diffe´rence entre une image D de FSF et le mode`leM correspondant
aux parame`tres estime´s. Il s’agit donc d’une image de meˆme taille que les donne´es. Nous calculons
plusieurs statistiques sur l’erreur de mode´lisation D −M pre´sente´es dans le Tab. II.2, telles que le
flux de l’erreur, son e´nergie et son maximum. En effet, l’erreur commise entre deux images est difficile
a` quantifier, c’est pourquoi nous utilisons diffe´rents types d’erreur qui apportent des informations
comple´mentaires. Notons que ces erreurs sont normalise´es par la statistique correspondante.
Chaque indice d’erreur est calcule´ a` partir de la diffe´rence entre les donne´es simule´es et le mode`le
pour chaque longueur d’onde, position dans le champ, seeing, etc. Sauf cas explicitement pre´cise´, les
statistiques telles que la moyenne ε¯ ou le maximum εmax applique´es sur ces termes d’erreur portent sur
l’ensemble des erreurs calcule´es aux diffe´rentes valeurs des variables. Les variables conside´re´es pour les
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Fig. II.1 – Re´partition spatiale des deux se´ries de simulations de FSF PAOLA, dans le champ de vue,
pour le mode grand champ avec correction par optique adaptative.
ε1 =
∑
xy |D(x, y)−M(x, y)|∑
xy |D(x, y)|
ε2 =
√∑
xy(D(x, y) −M(x, y))2√∑
xyD
2(x, y)
ε∞ =
maxxy |D(x, y)−M(x, y)|
maxxy(D(x, y))
Tab. II.2 – De´finition des indices d’erreur utilise´s pour quantifier la qualite´ de la mode´lisation de la
FSF.
statistiques sont pre´cise´es dans chaque tableau, selon le cas. Par exemple, les indices d’erreur peuvent
eˆtre moyenne´s sur les diffe´rentes longueurs d’onde, ou positions spatiales.
II.2 Mode`les courants pour les PSF spatiales
II.2.1 Mode`les gaussien et Moffat
Le mode`le gaussien est tre`s couramment utilise´ pour approximer les FSF, du fait de sa simplicite´
d’utilisation, en particulier de son invariance par transforme´e de Fourier [ORI 10]. Ainsi, A.F.J. Mof-
fat choisit en 1969 de mode´liser simplement la FSF de l’atmosphe`re par une distribution gaussienne
2D, qu’il convolue ensuite par les FSF plus complexes du syste`me optique et la plaque photogra-
phique [MOF 69]. La FSF re´sultante est ensuite compare´e a` des observations d’e´toiles, en supposant
notamment que toutes les e´toiles ont le meˆme profil d’intensite´ a` un facteur d’e´chelle pre`s. Ce mode`le
semble co¨ıncider avec les observations faites pour des distances faibles de la position de l’e´toile, mais
sous-estime les zones e´loigne´es. En d’autres termes, les ailes des FSF sont plus larges que dans le cas
gaussien.
Afin d’ame´liorer la concordance du mode`le et des observations, A.F.J. Moffat met en place une nouvelle
expression analytique, appele´e par la suite fonction de Moffat (MF), de la forme suivante :
Mα,β(r) =
[
1 +
( r
α
)2]−β
(II.1)
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fonction circulaire du rayon r =
√
x2 + y2, dans laquelle α est un parame`tre d’e´chelle et β un parame`tre
de forme, tous deux fonction du seeing. Lorsque celui-ci est mauvais, α est e´leve´ et β tend vers 1. Ceux-
ci sont soumis a` certaines contraintes : α ∈ ]0;+∞[ et β ∈ ]1;+∞[. La largeur a` mi-hauteur s’exprime
en fonction des parame`tres selon la formule :
FWHM = 2α
√
2
1
β − 1.
La Fig. II.2 compare une FSF simule´e par PAOLA, avec son estimation par moindres carre´s ge´ne´ralise´s
ayant pour approximation un mode`le de Moffat et un mode`le gaussien. Le mode`le de Moffat est visi-
blement plus proche des donne´es re´elles que le mode`le gaussien.
Historiquement, la fonction de Moffat a e´te´ cre´e´e afin de mode´liser la FSF de l’atmosphe`re. A.F.J.Moffat
pre´cise que le mode`le gaussien est un cas limite du mode`le de Moffat, lorsque β →∞ [TRU 01]. Dans
cette e´tude, nous l’utilisons pour mode´liser la FSF de l’ensemble {atmosphe`re+te´lescope} dans le
cas sans optique adaptative, ou de l’ensemble {atmosphe`re corrige´e par OA +te´lescope}. La FSF de
l’ensemble {atmosphe`re+te´lescope} pourrait eˆtre mode´lise´e en convoluant un mode`le de la FSF de
l’atmosphe`re et un mode`le de celle du te´lescope. Cette option, plus couˆteuse en temps de calcul, sera
e´tudie´e dans la section II.3.1.
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Fig. II.2 – Comparaison d’une FSF simule´e a` 465 nm et s = 0.5” en mode WFM sans optique
adaptative, avec son approximation des mode`les gaussiens et de Moffat a` flux normalise´.
II.2.2 Choix de la normalisation
Avec l’expression (II.1), la fonction est maximale en r = 0 et vaut 1 en ce point. Elle est donc
normalise´e au maximum. Il est possible de normaliser la fonction :
– soit par son flux the´orique Φ =
πα2
β − 1 qui correspond a` l’inte´grale de la fonction sur un champ
d’e´tendue infinie Φ =
∫ ∞
0
∫ 2π
0
Mα,β(r)rdrdθ
– soit par son flux nume´rique Φ̂ =
Nx∑
x=1
Ny∑
y=1
Mα,β(
√
x2 + y2) qui est l’estimation du flux the´orique
par la somme du champ sur l’image e´tudie´e de taille Nx ×NY .
En pratique, si l’on e´tudie une feneˆtre assez grande centre´e sur la FSF, le flux nume´rique approche
99% du flux the´orique. Les deux grandeurs sont donc e´quivalentes, la premie`re tendant vers la seconde
lorsque la taille de la feneˆtre tend vers l’infini. Par la suite, nous serons amene´s a` estimer le spectre
de l’e´toile par le flux de la feneˆtre. Cette estimation repose sur l’hypothe`se du flux normalise´ de la
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FSF a` chaque longueur d’onde. Pour cette raison, la fonction de Moffat sera normalise´e par son flux
nume´rique c’est-a`-dire Mα,β(r) =
1
Φ̂
[
1 +
( r
α
)2]−β
.
II.2.3 Fonction de Moffat elliptique
Sur certaines simulations avec optique adaptative, il apparaˆıt que la FSF ne peut pas eˆtre conside´re´e
circulaire. Aussi, il est possible d’introduire le parame`tre d’ellipticite´ γ dans le mode`le. On obtient
alors l’expression ge´ne´rale de la fonction de Moffat elliptique, exprime´e dans le repe`re forme´ par le
centre de l’ellipse, le grand axe et le petit axe, dans le cas de la normalisation par le maximum :
Mα,β,γ(x, y) =
[
1 +
1
α2
(
x2 +
y2
γ2
)]−β
Ainsi, le parame`tre γ correspond au rapport entre le grand axe et le petit axe de l’ellipse. Un quatrie`me
parame`tre φ est ajoute´ afin d’autoriser la rotation de la fonction de Moffat dans le plan (x, y). L’angle
φ autorise la rotation des isophotes elliptiques dans le plan et correspond a` l’oppose´ de l’angle entre
l’axe Oy et le grand axe de l’ellipse.(
x
y
)
=
(
cos(φ) sin(φ)
− sin(φ) cos(φ)
)(
x′
y′
)
II.2.4 Parame`tres de la fonction de Moffat
α est un parame`tre d’e´chelle qui influe sur l’e´talement de la fonction dans le champ. En effet, dans
le cas de la fonction de Moffat (MF) circulaire, la FWHM est directement proportionnelle a` α.
Dans le cas de la normalisation de la fonction par le flux the´orique, la valeur du maximum est
inversement proportionnelle au carre´ de α.
La Fig. II.3 repre´sente une fonction de Moffat 2D circulaire ge´ne´re´e pour diffe´rentes valeurs de
α, le parame`tre β e´tant fixe´. On ve´rifie bien que la largeur de la « tache » augmente avec α, sans
affecter la valeur de son maximum.
β est un parame`tre de forme qui influe e´galement sur l’e´talement de la fonction dans le champ. La
FWHM diminue lorsque β augmente et tend vers 2|α| lorsque β tend vers 1. Dans le cas de la
normalisation de la fonction par le flux the´orique, la valeur du maximum est proportionnelle a`
β. Cette meˆme normalisation impose a` β d’eˆtre supe´rieur a` 1 ; expe´rimentalement, nous avons
observe´ que β se trouve dans l’intervalle ]1; 4] pour les FSF simule´es.
La Fig. II.4 repre´sente une fonction de Moffat 2D circulaire ge´ne´re´e pour diffe´rentes valeurs de
β, la largeur a` mi-hauteur e´tant fixe´e. On ve´rifie bien que la forme est modifie´e et que la hauteur
des ailes augmente lorsque β tend vers 1.
γ et φ Le parame`tre γ introduit l’ellipticite´ des isophotes dans la fonction de Moffat. Il correspond
au rapport du grand axe sur le petit axe.
Dans la Fig. II.5, le parame`tre γ prend diffe´rentes valeurs, dont 1, ce qui signifie alors que la
fonction de Moffat est circulaire. Les autres parame`tres sont fixe´s.
Dans la Fig. II.6, le grand axe est tourne´ selon diffe´rentes orientations, ses autres parame`tres
e´tant fixe´s.
Si φ = 0, le grand axe est paralle`le a` l’axe Oy si γ > 1, a` l’axe Ox sinon. On constate une non
identifiabilite´ des parame`tres γ et φ. En effet, on obtient une fonction de Moffat identique pour
un parame`tre γ > 1 et φ quelconque appartenant a` l’intervalle [0; 180˚ ] et pour γ′ = 1γ < 1 et
φ′ = φ− 90˚ . Pour lever cette ambigu¨ıte´, on peut contraindre les parame`tres selon deux choix :
soit imposer γ ≥ 1, soit imposer φ ∈ [0; 90˚ ]. Par la suite, la premie`re option sera utilise´e.
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(c) α = 30
Fig. II.3 – Fonction de Moffat 2D circulaire ge´ne´re´e avec α ∈ {1; 10; 30}, β = 1.5, centre´e sur le
pixel (50, 50) d’une image carre´e de taille 100 × 100 pixels.
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(a) β = 1.2
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(c) β = 100
Fig. II.4 – Fonction de Moffat 2D circulaire ge´ne´re´e avec β ∈ {1.1; 2; 5}, pour une largeur a` mi-
hauteur constante de 20 pixels, soit α ∈ {11.3; 19.6; 120}. Fonction centre´e sur le pixel (50, 50) d’une
image carre´e de taille 100× 100 pixels.
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Fig. II.5 – Fonction de Moffat 2D elliptique ge´ne´re´e avec α = 20, β = 1.5 et γ ∈ {0.7; 1; 1.3}, centre´e
sur le pixel (50, 50) d’une image carre´e de taille 100 × 100 pixels.
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Fig. II.6 – Fonction de Moffat 2D elliptique ge´ne´re´e avec α = 20, β = 1.5, γ = 1.3 et φ˚ ∈ {0; 30; 90},
centre´e sur le pixel (50, 50) d’une image carre´e de taille 100 × 100 pixels.
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II.3 Mode´lisation de la FSF en mode WFM sans OA
Dans le mode grand champ sans optique adaptative, la FSF de l’ensemble {atmosphe`re+te´lescope}
est constante dans le champ et varie spectralement. Notre objectif est donc de construire un mode`le
de FSF permettant de de´crire la FSF a` toutes les longueurs d’onde.
En premier lieu, nous comparerons la mode´lisation de la FSF de l’ensemble {atmosphe`re +te´lescope}
par une seule fonction de Moffat (MF), par rapport a` l’utilisation d’une fonction de Moffat mode´lisant
uniquement l’atmosphe`re, convolue´e par une FSF du te´lescope. En effet, il s’agit de ve´rifier si le gain
de pre´cision potentiellement apporte´ par la seconde option motive le couˆt de calcul supple´mentaire.
Ensuite, nous estimerons et e´tudierons les variations des parame`tres d’une fonction de Moffat elliptique
puis circulaire, en fonction de la longueur d’onde λ. Nous proposerons une mode´lisation pour chacun
de ses parame`tres, que nous e´valuerons par les indices d’erreur. Enfin, nous e´voquerons l’influence du
seeing, du C2n et de l’e´chelle externe sur les parame`tres du mode`le circulaire.
II.3.1 Prise en compte de la FSF du te´lescope
Pour les donne´es MUSE, on peut supposer connue la FSF du te´lescope aux diffe´rentes longueurs
d’onde. On doit donc se poser la question de l’inte´reˆt de l’exploitation de ces donne´es pour la
mode´lisation de la FSF {atmosphe`re +te´lescope}.
Afin de tirer parti de ces donne´es, on propose de mode´liser uniquement la FSF de l’atmosphe`re par
la fonction de Moffat. Pour cela, on conside`re comme mode`le de FSF pour l’ensemble {atmosphe`re
+te´lescope} la convolution d’une fonction de Moffat circulaire par la FSF du te´lescope a` la longueur
d’onde correspondante.
Le Tab. II.3 compare les erreurs de mode´lisation des FSF par rapport aux simulations PAOLA, a`
diffe´rentes longueurs d’onde et aux seeings extreˆmes suivant que la fonction de Moffat circulaire ou
elliptique mode´lise l’atmosphe`re uniquement ou bien l’ensemble {atmosphe`re + te´lescope}. Dans cha-
cun des cas, les valeurs optimales des parame`tres des mode`les sont estime´es en minimisant un crite`re
des moindres carre´s. On constate qu’a` seeing et longueurs d’onde donne´s, les erreurs de mode´lisation
sont tre`s similaires pour tous les mode`les. Ainsi, l’utilisation des donne´es de FSF du te´lescope seul
n’apporte pas d’ame´lioration significative, tout en augmentant le temps de calcul de l’e´tape d’opti-
misation et la complexite´ de la mode´lisation. On observe e´galement que les indices d’erreur sont plus
e´leve´s pour un haut seeing ; la fonction de Moffat est donc plus approprie´e pour approximer une FSF
de bas seeing.
La largeur a` mi-hauteur de la FSF du te´lescope (de l’ordre de 0.013” a` 500 nm) est largement infe´rieure
a` celle de la FSF de l’atmosphe`re (environ 0.37” a` 500 nm soit presque deux pixels). Ainsi, la fonction
de Moffat, destine´e a` l’origine a` mode´liser la FSF de l’atmosphe`re, peut inclure celle du te´lescope, si
l’on modifie le´ge`rement ses parame`tres.
Pour la suite de nos travaux, nous de´cidons donc, dans un souci de simplicite´, de mode´liser par une
unique fonction de Moffat a` la fois la FSF de l’atmosphe`re et celle du te´lescope.
Indices d’erreur a` diffe´rents seeings
Mode`le MF seeing ε¯2 ε2,max ε¯1 ε1,max ε¯∞ ε∞,max
Atmosphe`re + te´lescope 0.5” 2.08% 2.11% 5.34% 5.38% 2.18% 2.27%
Atmosphe`re seule 0.5” 2.08% 2.11% 5.33% 5.36% 2.17% 2.25%
Atmosphe`re + te´lescope 1.7” 2.35% 2.45% 5.98% 6.17% 2.44% 2.53%
Atmosphe`re seule 1.7” 2.35% 2.44% 5.95% 6.14% 2.42% 2.49%
Tab. II.3 – Comparaison de l’erreur entre la FSF de l’ensemble {atmosphe`re+te´lescope} simule´e par
PAOLA et le mode`le de FSF, suivant les mode´lisations et le seeing.
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II.3.2 Mode`le elliptique a` seeing fixe´
Meˆme si la FSF devrait eˆtre circulaire en mode grand champ sans optique adaptative, nous e´tudions
par pre´caution les variations d’un mode`le de Moffat elliptique, plus ge´ne´ral, a` partir des simulations de
FSF comprenant a` la fois l’atmosphe`re et le te´lescope. Puis, nous en de´duisons un mode`le de variations
de ces parame`tres, en fonction de la longueur d’onde, pour un seeing donne´.
II.3.2.1 Parame`tres α et β
L’e´volution des parame`tres α et β en fonction de la longueur d’onde est illustre´e par la Fig. II.7.
Nous pouvons constater que cette variation est continue et peut eˆtre approche´e par une fonction
line´aire ou une fonction puissance de la longueur d’onde. Les indices d’erreur de mode´lisation de la
FSF par une Moffat de parame`tres α et β inde´pendants a` chaque longueur d’onde, puis par une Moffat
dont la variation des parame`tres est approxime´e par une droite, sont regroupe´s dans le Tab. II.4 dans
le cas d’un seeing s = 0.5”.
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Fig. II.7 – E´volution et mode´lisation des parame`tres α et β pour une fonction de Moffat elliptique ou
circulaire.
II.3.2.2 Parame`tres γ et φ
La Fig. II.8 montre l’e´volution des parame`tres d’ellipticite´ et d’orientation en fonction de la lon-
gueur d’onde. Comme pre´vu, on constate que l’ellipticite´ est tre`s faible (γ < 1.0025) ; de ce fait, le
parame`tre d’orientation φ n’est pas significatif.
Si l’on souhaite ne´anmoins conserver un mode`le elliptique, on peut mode´liser γ par une constante e´gale
a` la moyenne γ¯ = 1.0012 et l’angle φ par la valeur 135˚ . La fonction de Moffat est alors conside´re´e
elliptique avec le meˆme facteur et la meˆme orientation a` toute longueur d’onde. Les indices de qualite´
du Tab. II.4 montrent que la prise en compte de cette faible ellipticite´ n’ame´liore pas la qualite´ de
l’approximation.
Il est donc plus simple de supposer γ constant e´gal a` 1, φ inexistant, la MF e´tant alors conside´re´e
circulaire a` toute longueur d’onde. C’est le mode`le que nous avons choisi et qui fait l’objet des sections
suivantes.
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Fig. II.8 – E´volution des parame`tres γ et φ en fonction de la longueur d’onde.
II.3.3 Mode`les circulaires a` seeing fixe´
Au vu de la Fig. II.7, nous proposons deux mode`les des variations des parame`tres du mode`le de
Moffat circulaire en fonction des longueurs d’onde, pour une valeur de seeing donne´e (s = 0.5).
II.3.3.1 Mode`le circulaire avec β variable
L’e´volution des parame`tres α et β dans le cas d’un mode`le de Moffat circulaire est quasi identique
au cas pre´ce´dent, comme en te´moigne la Fig. II.7. Ces deux parame`tres peuvent encore eˆtre mode´lise´s
par une fonction line´aire de la longueur d’onde λ, avec des valeurs de pente et d’ordonne´e a` l’origine
pratiquement identiques a` celles du cas elliptique.
Le Tab. II.4 synthe´tise l’expression du mode`le circulaire a` β variable et montre que les valeurs des
indices de qualite´ sont relativement faibles, presque identiques a` ceux du mode`le elliptique. Par
conse´quent, ce comparatif confirme que ce mode`le circulaire est suffisant et satisfaisant pour mode´liser
la FSF de l’atmosphe`re et du te´lescope en mode grand champ sans optique adaptative.
II.3.3.2 Mode`le circulaire avec β constant
Dans le mode`le pre´ce´dent, α e´volue dans l’intervalle plutoˆt large [51; 73] alors que β varie sur
l’intervalle [2.53; 2.90] plus e´troit. Par conse´quent, il est envisageable de conside´rer le parame`tre β
constant. La moyenne des estimations de β donne β¯ = 2.6559.
En fixant β a` cette valeur, les valeurs optimales du parame`tre α sont le´ge`rement diffe´rentes qu’ avec
β variable. On constate dans la Fig. II.9 que le parame`tre d’e´chelle est diminue´ pour les faibles
longueurs d’onde et augmente´ pour les fortes longueurs d’onde afin de compenser la non variation de
forme. Ne´anmoins, la variation de α a` β fixe´ reste mode´lisable par une fonction line´aire de la longueur
d’onde.
Les performances de ce mode`le, de´taille´es dans le Tab. II.4, s’ave`rent tre`s proches de celles du mode`le
tenant compte de la variation de β, ces deux se´ries de statistiques ne diffe´rant que de moins de 1%.
A` ce stade, seuls 3 parame`tres suffisent pour mode´liser la FSF en tout point du cube de donne´es
dans le cas sans optique adaptative. Cependant, les parame`tres de variation de α et la valeur de β¯
de´pendent des conditions d’observation. On peut donc se demander si l’on peut pre´dire ces valeurs
des conditions d’observation ou si l’on doit absolument les estimer a` partir des donne´es.
II.3.4 Mode`les circulaires en fonction du seeing
Il serait donc inte´ressant de disposer d’un tel mode`le d’approximation de la FSF pour toute lon-
gueur d’onde pour chaque valeur du seeing. Ce dernier, grandeur physique lie´e a` la qualite´ optique
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Fig. II.9 – E´volutions et mode´lisations de α avec β variable ou constant.
Mode`le Parame`tres α β γ φ a` s = 0.5”
Erreur aux donne´es {λi}i∈[1;6]
ε¯2 ε2,max ε¯1 ε1,max ε¯∞ ε∞,max
Gaussien cir-
culaire
optimal a` chaque longueur d’onde 15.48% 16.88% 25.99% 28.09% 10.07% 11.40%
MF elliptique optimal a` chaque longueur d’onde 2.07% 2.11% 5.33% 5.38% 2.18% 2.27%
Mode´lisation
elliptique

α(λ) = 93.7342 − 0.0443λ
β(λ) = 3.2119 − 7.9531 10−4λ
γ = 1.0012
φ = 135˚
2.42% 2.67% 5.53% 6.02% 2.62% 4.89%
MF circulaire optimal a` chaque longueur d’onde 2.08% 2.11% 5.34% 5.38% 2.18% 2.27%
Mode´lisation
circulaire a` β
variable
{
α(λ) = 93.8455 − 0.0445λ
β(λ) = 3.2119 − 7.9528 10−4λ 2.43% 2.70% 5.53% 6.03% 2.62% 4.96%
Mode´lisation
circulaire a` β
constant
{
α(λ) = 82.1278 − 0.0279λ
β(λ) = 2.6559
2.50% 2.84% 5.79% 6.81% 2.38% 5.50%
Tab. II.4 – Indices d’erreur des mode`les de FSF optimaux a` chaque longueur d’onde et des mode`les
dont les parame`tres sont approxime´s, pour les donne´es en mode grand champ sans optique adaptative
a` s = 0.5”.
du ciel, est de´fini comme la largeur a` mi-hauteur de la FSF de l’atmosphe`re. Il peut eˆtre de´duit des
conditions d’observation par le DIMM (Differential Image Motion Monitor cf. I.2.1).
La Fig. II.10 illustre la variation des parame`tres α et β en fonction de la longueur d’onde pour
diffe´rentes valeurs du seeing. On sait que la largeur a` mi-hauteur est majoritairement influence´e par
α. Or, on observe que le parame`tre α augmente fortement et le parame`tre β augmente le´ge`rement avec
la valeur du seeing. D’apre`s la de´finition du seeing, il est donc parfaitement logique que le parame`tre
α du mode`le de la FSF de l’ensemble {atmosphe`re+te´lescope} augmente fortement avec le seeing.
On constate e´galement que le parame`tre β a une plus grande variation en fonction de λ pour les faibles
seeings que pour les forts seeings. La forme de la FSF est par conse´quent plus susceptible de varier
avec la longueur d’onde lorsque que le seeing est faible.
Les parame`tres α et β peuvent eˆtre mode´lise´s de manie`re empirique par une fonction line´aire du
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seeing. On obtient les mode`les et les indices d’erreur de´taille´s dans le Tab. II.5. On constate ainsi
qu’une telle mode´lisation est envisageable pour une erreur d’approximation restant assez faible, mais
avec certaines erreurs extreˆmes de´passant 15%. Ainsi, on observe une nette de´gradation de la qualite´
de la FSF estime´e si la mode´lisation des parame`tres tient compte du seeing, par rapport a` la qualite´
du mode`le optimal. Il est donc pre´fe´rable d’estimer les parame`tres du mode`le de FSF directement a`
partir des donne´es, plutoˆt que de les de´duire de la valeur du seeing mesure´e par le DIMM avec une
erreur pouvant aller jusqu’a` 30%.
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Fig. II.10 – Valeurs optimales de α et β en fonction de la longueur d’onde λ pour diffe´rentes valeurs
du seeing - Superposition aux mode`les line´aires a` chaque seeing, calcule´s a` partir du mode`le global
multi-line´aire du Tab. II.5 (- -).
Mode`le Parame`tres α β
Erreur aux donne´es {λi, sj}i∈[1;6],j∈[1;5]
ε¯2 ε2,max ε¯1 ε1,max ε¯∞ ε∞,max
MF optimal a` chaque longueur d’onde 2.19% 2.45% 5.57% 6.17% 2.30% 2.53%
circulaire et chaque seeing
Mode´lisation
circulaire

α = α1.λ+ α0
α1 = −0.0660.s − 0.0137
α0 = 210.6098.s − 10.6948
β = β1.λ+ β0
β1 = 4.3944 ∗ 10−4.s− 0.0010
β0 = 3.2680
3.58% 8.53% 6.49% 8.24% 4.34% 15.02%
Tab. II.5 – Indices d’erreur des mode`les de FSF optimaux a` chaque longueur d’onde et chaque seeing,
et des mode`les dont les parame`tres sont approxime´s, pour les donne´es WFM sans OA.
II.3.5 Influence du C2n
Les simulations que nous avons utilise´es dans les sections pre´ce´dentes ont e´te´ re´alise´es a` des valeurs
fixe´es de certains parame`tres atmosphe´riques, dont le C2n et l’e´chelle externe L0 (cf. Tab. II.1). Nous
souhaitons ve´rifier que les mode`les que nous avons propose´s sont robustes a` la variation d’un de ces
parame`tres.
Le C2n qualifie la configurations des couches de turbulences dans l’atmosphe`re. Dans les simulations
PAOLA dont nous disposons, il peut eˆtre qualifie´ d’infe´rieur, de me´dian ou de supe´rieur selon l’altitude
des turbulences les plus importantes.
Comme de´crit dans le Tab. II.6, le C2n a tre`s peu d’influence sur la FWHM de la FSF, quels que soient
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la longueur d’onde et le seeing. En effet, l’e´cart-type entre les valeurs de la FWHM pour les 3 C2n est
infe´rieur a` 0.1%. Le flux des FSF e´tant normalise´, les parame`tres α et β sont donc inde´pendants du
C2n. Nous pouvons donc en conclure que les e´volutions des parame`tres α et β seront du meˆme ordre
avec des valeurs diffe´rentes du C2n et que les mode`les que nous proposons seront encore valables.
Longueur
d’onde λ [nm]
Seeing s
0.5” 0.7” 1.0” 1.3”
Moyenne de la FWHM sur les 3 C2n
(en pixel haute re´solution cf. Tab. II.1)
500 396.32 572.93 842.28 1116.58
650 363.04 527.76 779.52 1035.93
900 322.63 473.08 704.02 939.39
E´cart-type des FWHM sur les 3 C2n
500 0.04% 0.05% 0.05% 0.08%
650 0.02% 0.02% 0.03% 0.06%
900 0.01% 0.01% 0.01% 0.04%
Tab. II.6 – Influence du C2n sur la valeur de la largeur a` mi-hauteur a` diffe´rents (s, λ).
II.3.6 Influence de l’e´chelle externe
L’e´chelle externe est un parame`tre caracte´risant l’atmosphe`re. Elle repre´sente la distance au dela`
de laquelle « les fluctuations de phase prises entre deux points du front d’onde se de´corre`lent »13.
L’e´chelle externe de turbulence varie entre quelques me`tres et quelques centaines de me`tres au voisi-
nage du sol. Elle diffe`re beaucoup selon les points d’observation et l’e´tat de la turbulence [LEN 08].
La Fig. II.11 illustre la variation des parame`tres α et β en fonction de l’e´chelle externe, a` diffe´rentes
valeurs de la longueur d’onde. On observe que ces deux parame`tres augmentent avec L0. L’augmen-
tation de β e´tant relativement moins significative que celle de α, il en re´sulte une augmentation de la
largueur a` mi-hauteur en fonction de l’e´chelle externe.
En comple´tant la mode´lisation des parame`tres α et β par une fonction line´aire de L0, on obtient les
mode`les et les indices d’erreur de´taille´s dans le Tab. II.7. On constate que cette mode´lisation donne des
re´sultats satisfaisants, proches des re´sultats optimaux, avec une erreur maximale moyenne de 2.86%.
Cependant, un tel mode`le est de faible inte´reˆt car contrairement au seeing, l’e´chelle externe n’est pas
mesure´e durant l’acquisition des donne´es.
Mode`le circulaire
statistiques sur {λi, L0,j}i,j
ε¯2 ε2,max ε¯1 ε1,max ε¯∞ ε∞,max
Parame`tres optimaux pour chaque (λ,L0) 2.16% 2.31% 5.47% 5.81% 2.31% 2.47%
Mode`le de variation bi-line´aire pour α et β{
α(λ,L0) = 145.58 + 5.23 10
−1 L0 − 6.82 10−2 λ
β(λ,L0) = 3.12 + 6.3 10
−3 L0 − 6.47 10−4 λ 2.55% 3.47% 5.72% 6.92% 2.86% 6.78%
Tab. II.7 – WFM sans optique adaptative : Performances des mode`les de α et β multi-line´aires en
fonction de λ et L0 avec s = 0.8”, λ ∈ {465; 500; 550; 650; 750; 850; 930} nm, L0 ∈ {15; 22; 25; 40} m,
C2n me´dian. Comparaison au mode`le de Moffat avec les parame`tres optimaux.
13Source : http ://www-luan.unice.fr/∼mekarnia/hivernage/science.html.
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Fig. II.11 – WFM sans optique adaptative : E´volution des parame`tres α et β en fonction de l’e´chelle
externe L0 pour diffe´rentes valeurs de la longueur d’onde λ. Superposition aux mode`les de variation
line´aire propose´s.
II.3.7 Synthe`se
En mode WFM sans optique adaptative, nous avons montre´ que la FSF de l’atmosphe`re et du
te´lescope, variable en longueur d’onde, peut eˆtre approxime´e de fac¸on satisfaisante par une fonction
de Moffat circulaire, dont les parame`tres sont mode´lise´s par une fonction simple. Ainsi, le parame`tre
d’e´chelle α peut eˆtre mode´lise´ par une fonction line´aire de la longueur d’onde, voire une fonction
quadratique ou une loi de puissance, si l’on souhaite davantage de pre´cision. Le parame`tre de forme β
peut eˆtre approxime´ par une fonction line´aire ou par une constante si l’on pre´fe`re un mode`le simple.
Nous pouvons donc fournir une approximation satisfaisante de la FSF sans optique adaptative en tout
point du cube de donne´es avec seulement trois parame`tres. L’estimation de ces parame`tres est l’objet
du chapitre III. Enfin, nous avons ve´rifie´ la robustesse de cette mode´lisation vis-a`-vis de la variation
des caracte´ristiques de l’atmosphe`re qui sont quantifie´es par le seeing, le C2n et l’e´chelle externe.
II.4 Mode´lisation de la FSF en mode WFM avec optique adaptative
Un syste`me de correction de la turbulence atmosphe´rique basse couche par optique adaptative
(GLAO) devrait eˆtre disponible a` partir de la 3e`me anne´e d’exploitation de l’instrument MUSE. Dans
ce cas, contrairement au cas sans optique adaptative e´tudie´ pre´ce´demment, la FSF de la chaˆıne d’ac-
quisition peut varier en fonction de la position de la source dans le champ de vue. En effet, la correction
fournie par ce syste`me sera plus performante au centre du champ que sur les bords. La mode´lisation
des parame`tres de la fonction de Moffat devient alors plus complexe car ceux-ci de´pendent en outre
de variables spatiales. Notre objectif est de quantifier les variations spatiales et spectrales de la FSF
et de proposer si possible un mode`le permettant de les approximer.
II.4.1 Donne´es et hypothe`ses
Comme dans le cas sans optique adaptative, nous avons e´tudie´ les variations des parame`tres du
mode`le de Moffat elliptique en fonction de la longueur d’onde et de la position, et nous proposons
plusieurs hypothe`ses simplificatrices, issues de la ge´ome´trie du proble`me.
Notons que la simulation des FSF avec PAOLA ne fait pas intervenir l’utilisation d’une e´toile naturelle,
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situe´e en dehors du champ, pour corriger le tip-tilt. Cette correction n’e´tant pas parfaite, elle devrait
introduire une ellipticite´ de la FSF, d’orientation constante dans le champ dans la direction de l’e´toile
[CAR 12]. En estimant cette ellipticite´, il serait alors possible de corriger notre mode`le en le convoluant
par un mode`le elliptique.
II.4.1.1 Syme´trie des quadrants
Nous e´mettons l’hypothe`se que les parame`tres de la FSF sont syme´triques par rapport aux axes
Ox et Oy du champ de vue, du fait de la position des quatre e´toiles guides laser sur ces deux axes. Par
conse´quent, nous re´duisons l’e´tude de leur variation au quadrant (x ≥ 0, y ≥ 0) ou (ρ ≥ 0, θ ∈ [0˚ ; 90˚ ]).
II.4.1.2 Syme´trie par rapport a` la 1e`re diagonale
Chaque quadrant est compose´ de deux octants. Afin de re´duire encore la zone du champ de vue
e´tudie´e, nous cherchons a` savoir si l’approximation de syme´trie de deux octants, dans ce cas pre´cis
par rapport a` l’axe faisant un angle de +45˚ par rapport a` l’axe Ox, est plausible. Afin d’e´tudier cette
syme´trie, nous comparons les syme´triques des FSF du deuxie`me octant situe´es a` θ ∈ {60˚ , 75˚ , 90˚ }
par rapport a` la premie`re diagonale, aux FSF du premier octant situe´es a` θ ∈ {30˚ , 15˚ , 0˚ }, aux
diffe´rents rayons ρ ∈ {20, 30, 40}. Les erreurs entre ces FSF apparie´es sont e´value´es par les moyennes
et les maxima de indices d’erreur dans la premie`re ligne du Tab. II.8. Si les FSF du deuxie`me octant
sont syme´triques a` celle du premier, alors les FSF compare´es sont identiques et les indices d’erreur
doivent eˆtre nuls. Dans cette meˆme hypothe`se, les FSF situe´es sur l’axe +45˚ doivent eˆtre elles-meˆmes
syme´triques par rapport a` cet axe. La deuxie`me ligne du Tab. II.8 contient les normes d’erreur entre
ces FSF et leur syme´trique. Ces deux se´ries d’erreur n’e´tant pas ne´gligeable, on ne peut pas recourir
a` l’hypothe`se de la syme´trie des FSF dans le champ par rapport a` l’axe +45˚ .
Statistiques sur les paires d’octants
ε¯2 ε2,max ε¯1 ε1,max ε¯∞ ε∞,max
Diffe´rence au syme´trique 3.38% 5.63% 2.60% 3.98% 5.15% 8.68%
Erreur de syme´trie a` 45˚ 0.84% 1.16% 1.00% 1.40% 0.43% 0.58%
Diffe´rence a` θ = 0 et meˆme ρ 5.75% 10.37% 6.69% 11.18% 5.68% 11.22%
Erreur due a` la rotation ×1014 (%) 3.80 3.83 10.5 10.6 7.37 9.20
Tab. II.8 – E´tude des syme´tries dans le 1er quadrant a` λ = 650nm
II.4.1.3 Invariance par rotation
Nous souhaitons e´valuer la variation des FSF selon l’angle dans le champ, a` l’inte´rieur du qua-
drant, afin de ve´rifier la validite´ de l’hypothe`se d’invariance par rotation. Pour cela, nous effectuons
une rotation de toutes les FSF du quadrant d’un angle −θ avec θ correspondant a` leur coordonne´e
polaire, pour les comparer ensuite avec la FSF situe´e a` (ρ, θ = 0).
D’apre`s la 4e`me ligne du Tab. II.8, l’erreur nume´rique due a` l’ope´ration de rotation des FSF est
ne´gligeable (< 10−13). Les normes d’erreur entre une FSF et sa FSF correspondante sur l’axe Ox,
dans la troisie`me ligne du Tab. II.8 sont relativement importantes et permettent d’e´carter pour l’ins-
tant l’hypothe`se de la syme´trie de rotation dans le champ des FSF.
II.4.1.4 Influence de l’inte´gration
Les donne´es re´elles devant eˆtre acquises par l’imageur MUSE le seront pendant un temps d’inte´gration
d’une heure. Pendant cette pe´riode, le champ de vue tourne d’un angle de 15˚ maximum, dans le plan
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de l’image afin de garder les objets observe´s fixes dans le champ. Les simulations de FSF sur lesquelles
est base´e cette e´tude correspondent a` des FSF instantane´es ne prenant en compte ni la rotation du
champ ni l’inte´gration.
La question se pose alors de l’influence de ces deux phe´nome`nes sur la valeur des parame`tres de la
fonction de Moffat. Pour l’e´valuer, une FSF « inte´gre´e » est calcule´e comme la somme de toutes les
FSF situe´es a` ρ = 30” aux angles compris entre 0˚ et 15˚ tous les 1˚ . Ce mode de calcul suppose que
la vitesse de rotation du champ est constante, hypothe`se peu probable mais retenue en premie`re ap-
proximation. Toutes les FSF conside´re´es sont normalise´es par leur flux et appartiennent a` la dernie`re
longueur d’onde, a` laquelle la FSF est la plus petite et ou` les variations sont le plus susceptible d’eˆtre
perc¸ues. On estime ensuite l’ensemble de ces FSF instantane´es et la FSF inte´gre´e par une fonction de
Moffat, dont les parame`tres sont rassemble´s dans le Tab. II.9.
On constate que le parame`tre de forme β et d’ellipticite´ γ restent inchange´s, meˆme si l’on s’attendait
a` voir de´croˆıtre l’ellipticite´ du fait de la rotation du champ. Le parame`tre α augmente par rapport
a` la moyenne de l’intervalle d’inte´gration, ce qui repre´sente logiquement un e´largissement de la FSF.
De plus, l’orientation des isophotes de la FSF inte´gre´e est e´gale a` la moyenne des orientations des
FSF instantane´es sur l’intervalle conside´re´. La rotation et l’inte´gration augmentent donc la FWHM
de la FSF via le parame`tre α et modifient son orientation via le parame`tre φ. Enfin, on constate que
l’erreur de mode´lisation de la FSF inte´gre´e par la fonction de Moffat est tre`s proche de celles des FSF
instantane´es. La fonction de Moffat est donc autant approprie´e pour approximer les FSF instantane´es
que pour les FSF inte´gre´es.
Parame`tres de la MF de FSF instantane´es/inte´gre´e
λ = 930 nm - s = 0.5” - C2n me´dian - ρ = 30”
α(px) β γ φ(˚ ) ε2
FSF instantane´es : Statistiques sur {θ(˚ )} = [0:1:15]
Minimum 15.96 1.706 1.077 71.00 1.92%
Moyenne 16.79 1.707 1.078 79.99 1.93%
Maximum 17.27 1.709 1.079 89.27 1.94%
FSF inte´gre´e 17.17 1.707 1.076 79.94 1.92%
Tab. II.9 – Influence de la rotation et de l’inte´gration sur les parame`tres de la fonction de Moffat.
Erreur ε2 entre la FSF simule´e instantane´e / inte´gre´e et son approximation par le mode`le de Moffat.
II.4.2 Mode`le circulaire constant dans le champ
En mode grand champ sans correction par optique adaptative, le mode`le adopte´ est la fonction
de Moffat circulaire constante dans le champ. Avec cette hypothe`se, l’observation est bien le re´sultat
de la convolution de l’image source par la FSF, ce qui n’est pas le cas lorsque la FSF varie dans le
champ. En outre, les parame`tres sont uniquement variables en fonction de la longueur d’onde, ce qui
re´duit le nombre d’hyper-parame`tres a` seulement 4 (3 si β constant).
Afin de de´terminer dans quelle mesure ce mode`le pourrait eˆtre utilise´ dans le mode avec GLAO, nous
avons estime´ les valeurs optimales des parame`tres α et β puis construit leur propre mode`le, comme
pre´ce´demment.
Pour commencer, il est crucial d’e´valuer la pertinence de la fonction de Moffat circulaire pour ap-
proximer la FSF du mode grand champ avec correction par optique adaptative, en diffe´rents points du
champ. Pour cela, nous pouvons comparer les performances de la fonction de Moffat circulaire dont
les parame`tres sont optimaux a` chaque longueur d’onde, dans ce cas avec optique adaptative (cf. 1e`re
ligne du Tab. II.10) par rapport au cas pre´ce´dent sans OA (cf. 4e`me ligne du Tab. II.4). Ainsi, l’erreur
quadratique moyenne ε¯2 passe de 2.08% dans le cas sans OA, a` 4.65% dans l’autre cas. En outre, l’er-
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reur maximale sur l’ensemble des simulations de FSF passe de 2.27% dans le cas sans OA, a` 16.21%
dans le cas pre´sent. On constate donc une nette augmentation, vis-a`-vis de l’erreur ε∞,max dans le cas
sans OA mais e´galement de l’erreur quadratique moyenne avec OA. Il s’ave`re que les erreurs les plus
grandes sont observe´es dans les bords du champ. Ceci re´ve`le la variabilite´ de la FSF dans le champ
qui n’est pas prise en compte par le mode`le. Nous pouvons donc en de´duire que le mode`le de Moffat
constant dans le champ est moins approprie´ pour le cas avec OA que dans le cas sans OA.
Par ailleurs, si l’on regarde les performances du mode`le dont le parame`tre α est approxime´ par une
fonction line´aire de la longueur d’onde et β par une constante (cf. 2nde ligne du Tab. II.10), on re-
marque que l’erreur maximale atteint en moyenne 6.04% ce qui reste bas dans l’absolu. Ne´anmoins,
on constate une forte augmentation de tous les indices d’erreur par rapport au cas de l’approximation
de la FSF par le meˆme mode`le dans le cas sans OA (cf. 6e`me ligne du Tab. II.4).
Enfin, la Fig. II.12, dont la partie droite pre´sente l’erreur horizontale et verticale entre le mode`le de
Moffat circulaire et la FSF simule´e a` une longueur d’onde et une position donne´es, met en lumie`re
la dissyme´trie de la FSF. Nous pouvons donc en conclure que l’ajout d’un parame`tre d’ellipticite´ au
mode`le pourrait permettre d’ame´liorer la pre´cision de la mode´lisation.
Mode`le MF circulaire
Statistiques sur {ρi, θj, λk, }i,j,k
ε¯2 ε2,max ε¯1 ε1,max ε¯∞ ε∞,max
Parame`tres optimaux en chaque λ 4.65% 9.67% 7.26% 11.68% 5.07% 16.21%
Parame`tres mode´lise´s{
α(λ) = 34.85 − 1.91 10−2 λ
β = 1.76
5.45% 11.49% 7.64% 12.29% 6.04% 15.43%
Tab. II.10 – WFM avec optique adaptative : Performances du mode`le circulaire constant dans
le champ a` s = 0.5”, C2n me´dian - Statistiques des indices d’erreur sur ρ ∈ {0; 20; 30; 40} ”,
θ ∈ {0; 15; 30; 45; 60; 75; 90} degre´s, λ ∈ {465; 550; 650; 750; 850; 930} nm - Comparaison aux per-
formances du mode`le de Moffat base´ sur les parame`tres estime´s.
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Fig. II.12 – Comparaison entre la FSF simule´e et le mode`le de Moffat elliptique a` λ = 750 nm,
ρ = 40”, θ = 0˚ - Extraits 1D horizontaux et verticaux - Zoom sur les 200 pixels centraux.
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II.4.3 Mode`le elliptique variable dans le champ
La correction par optique adaptative induit une variation des FSF dans le champ qui s’ajoute a` la
variation avec la longueur d’onde. En particulier, les FSF tendent a` devenir elliptiques vers les bords
du champ.
Nous analyserons le comportement des parame`tres du mode`le de Moffat en fonction de la position dans
le champ et de la longueur d’onde λ puis nous proposerons un mode`le simple de variation. Ainsi, nous
pourrons e´valuer dans quelle mesure la prise en compte de l’ellipticite´ de la FSF et de sa variabilite´
dans le champ apporte une ame´lioration a` la mode´lisation.
II.4.3.1 Variations de l’orientation φ
Les variations du parame`tre d’orientation φ sont illustre´es dans la Fig. II.13. Pour les sources
situe´es a` une distance ρ supe´rieure ou e´gale a` 30” du centre du champ, on observe une variation de
l’orientation φ en fonction de la longueur d’onde, pouvant aller jusqu’a` 20˚ (Fig. II.13 (a)). Ne´anmoins,
certaines de ces sources sont a` l’exte´rieur du quadrant de taille 30”×30”. Pour les autres points situe´s
a` l’inte´rieur, il apparaˆıt clairement que φ est inde´pendant de la longueur d’onde. Ensuite, si on e´carte
le point situe´ au centre du champ ou` la fonction de Moffat est quasi circulaire (γ ≃ 1), on peut
conside´rer que les variations de φ par rapport a` la distance au centre ρ sont ne´gligeables (Fig. II.13
(b)).
En conservant cette restriction, la variation de φ en fonction de l’angle θ (Fig. II.13 (c)) est monotone
et de´croissante et peut eˆtre mode´lise´e sans grande approximation par la fonction line´aire :
φ = 90− θ.
La 2e`me ligne du Tab. II.11 montre que les erreurs aux donne´es obtenues avec ce mode`le sont par-
ticulie`rement proches de celles obtenues avec les valeurs optimales de φ. Le choix de cette fonction
line´aire est donc approprie´.
II.4.3.2 Variations de l’ellipticite´ γ
Les variations du parame`tre d’ellipticite´ γ sont illustre´es par la Fig. II.14. D’apre`s la troisie`me se´rie
de figures, la variation de γ en fonction de l’angle θ est relativement faible et sera ne´glige´e. Par ailleurs,
l’ellipticite´ γ semble de´pendre des deux autres variables λ et ρ de fac¸on croissante et monotone, de
sorte que ces variations peuvent eˆtre approxime´es par une fonction line´aire. En pratique, on constate
donc que la FSF est plus elliptique aux bords du champ qu’au centre et plus elliptique dans le rouge
que dans le bleu.
Pour conserver la cohe´rence du mode`le construit avec la mode´lisation du parame`tre φ, la fonction de
Moffat est conside´re´e circulaire au centre. On peut envisager le mode`le de variation de γ suivant :
γ = 1 + (γ0 + γ1.λ) ρ.
Les performances de ce mode`le, donne´es dans la 3e`me ligne du Tab. II.11, sont comparables a` celles
obtenues avec les parame`tres optimaux et a` peine de´grade´es par rapport a` celles obtenues avec le
mode`le de variation de φ uniquement (avec α et β optimaux). Ceci valide la qualite´ du mode`le de
variation de γ. Par la suite, ce mode`le sera utilise´ pour e´tudier la variation des autres parame`tres.
II.4.3.3 Variations du parame`tre de forme β
Les variations du parame`tre de forme β sont illustre´es par la Fig. II.15. Celles-ci sont plutoˆt limite´es
par rapport a` la valeur moyenne de β et difficilement mode´lisables. Cela signifie que la forme de la
FSF est globalement homoge`ne dans le champ de vue pour toutes les longueurs d’onde.
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En conside´rant β constant, on obtient le mode`le et les indices de qualite´ de´taille´s dans la 4e`me ligne
du Tab. II.11. On constate une le´ge`re augmentation des statistiques d’erreur, augmentation plus
importante que lors de la mode´lisation des deux parame`tres pre´ce´dents. L’approximation des FSF par
un mode`le de Moffat de forme constante doit donc eˆtre utilise´e avec pre´caution et la valeur de β doit
eˆtre ajuste´e judicieusement.
Toutefois, les indices d’erreur obtenus avec les trois premiers parame`tres mode´lise´s sont assez faibles,
avec par exemple une erreur maximale valant en moyenne 2.27%. Par la suite, β sera conside´re´ constant
comme dans le cas sans optique adaptative :
β = β0.
II.4.3.4 Variations du parame`tre d’e´chelle α
Les variations du parame`tre d’e´chelle α sont illustre´es par la Fig. II.16. Les variations en fonction
de λ et ρ sont monotones de´croissantes, celles en fonction de θ ne´gligeables. Lorsque β est conside´re´
constant, le parame`tre α est proportionnel a` la FWHM. Ainsi, il apparaˆıt que la FSF est plus large
dans le bleu que dans le rouge et plus large au centre du champ que sur les bords. Si cette dernie`re
remarque est surprenante, elle peut eˆtre explique´e par le positionnement des e´toiles guides laser a`
l’exte´rieur du champ.
Nous avons choisi de mode´liser les variations de α par une fonction line´aire de ρ et une fonction
quadratique de λ :
α = α0 + α1ρ+ α2λ+ α3λ
2.
En premie`re approximation, une fonction line´aire de λ pourrait suffire. Il faut cependant se rappeler
que le seeing fixe´ lors de l’e´tude est relativement optimiste et que l’aspect quadratique de cette varia-
tion augmente avec le seeing, d’apre`s les re´sultats obtenus en WFM sans optique adaptative.
La dernie`re ligne du Tab. II.11 compare les performances de la fonction de Moffat dont les pa-
rame`tres sont tous mode´lise´s, avec celle dont les parame`tres sont optimaux. Les premie`res erreurs
sont le´ge`rement supe´rieures par rapport aux secondes mais restent relativement basses. En effet, l’er-
reur maximale entre les FSF simule´es et leur mode`le atteint en moyenne seulement 3.00%. Elle peut
atteindre 10.39% dans le cas illustre´ par la Fig. II.17 mais on notera qu’il s’agit d’un mode`le calcule´
en dehors du champ. Enfin, nous pouvons remarquer que les indices d’erreur associe´s a` ce mode`le de
variation des quatre parame`tres [α, β, γ, φ], sont nettement infe´rieurs d’un facteur 1.5 a` 2 a` ceux obte-
nus avec le mode`le circulaire constant dans le champ (cf. Tab II.10). La prise en compte de l’ellipticite´
et de la variabilite´ spatiale de la FSF apporte donc une re´elle ame´lioration de la mode´lisation.
II.4.3.5 Conclusion
Pour le mode grand champ avec correction par optique adaptative, nous avons propose´ un mode`le
de variations des quatre parame`tres [α, β, γ, φ] de la fonction de Moffat elliptique en fonction de la
longueur d’onde et de la position dans le champ. Il de´coule de la mode´lisation de ces quatre parame`tres
que la FSF peut eˆtre approxime´e par un mode`le a` syme´trie de re´volution. Ce mode`le de variations
s’exprime en fonction de 7 hyper-parame`tres [α0, α1, α2, α3, β0, γ0, γ1]. Ainsi, lorsque ces parame`tres
sont connus, il est possible de connaˆıtre la FSF en tout point du cube de donne´es avec une erreur
relativement faible (10% maximum).
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(c) φ en fonction de l’angle θ, pour diffe´rentes valeurs de λ et pour ρ ∈ {0; 20; 30; 50}”.
Fig. II.13 – E´volutions et mode`les [- -] de variation de φ en fonction de diffe´rentes variables.
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(c) γ en fonction de l’angle θ, pour diffe´rentes valeurs de λ et pour ρ ∈ {0; 20; 30; 50}”.
Fig. II.14 – E´volutions et mode`les [- -] de variation de γ en fonction de diffe´rentes variables.
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(c) β en fonction de l’angle θ, pour diffe´rentes valeurs de λ et pour ρ ∈ {0; 20; 30; 50}”.
Fig. II.15 – E´volutions et mode`les [- -] de variation de β en fonction de diffe´rentes variables.
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(b) α en fonction de l’angle θ, pour diffe´rentes valeurs de λ et pour ρ ∈ {0; 20; 30; 50}”.
Fig. II.16 – E´volutions et mode`les [- -] de variation de α en fonction de diffe´rentes variables.
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Mode`le MF elliptique
Statistiques sur {ρi, θj, λk, }i,j,k
ε¯2 ε2,max ε¯1 ε1,max ε¯∞ ε∞,max
Parame`tres optimaux 2.22% 2.73% 5.38% 6.61% 1.99% 3.00%
α, β et γ optimaux
φ(θ) = 90− θ 2.27% 2.77% 5.39% 6.69% 1.97% 3.03%
α et β optimaux{
φ(θ) = 90− θ
γ(ρ, λ) = 1 + (6.86 10−4 + 2.17 10−6λ)ρ
2.31% 2.77% 5.43% 6.72% 1.98% 3.04%
α optimal
φ(θ) = 90− θ
γ(ρ, λ) = 1 + (6.86 10−4 + 2.17 10−6λ)ρ
β = 1.74
2.39% 3.13% 5.50% 7.21% 2.27% 5.04%
Parame`tres mode´lise´s
φ(θ) = 90− θ
γ(ρ, λ) = 1 + (6.86 10−4 + 2.17 10−6λ)ρ
β = 1.74
α = 45.03 − 3.59 10−2ρ
−5.17 10−2λ+ 2.38 10−5λ2
2.69% 4.71% 5.63% 7.80% 3.14% 10.39%
Tab. II.11 – WFM avec optique adaptative : Performances du mode`le elliptique variable dans
le champ avec diffe´rentes valeurs des parame`tres [α, β, γ, φ] : optimales ou mode´lise´es. Valeur du
seeing : s = 0.5”, C2n me´dian. Moyennes et maxima des indices d’erreur sur ρ ∈ {0; 20; 30; 40} ”,
θ ∈ {0; 15; 30; 45; 60; 75; 90} degre´s, λ ∈ {465; 550; 650; 750; 850; 930} nm.
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Conclusions
Nous avons propose´ plusieurs mode`les, base´s sur la fonction de Moffat, de la FSF du mode d’ob-
servation grand champ de MUSE, principalement due a` la turbulence atmosphe´rique et au te´lescope.
En mode grand champ sans correction par OA, la FSF est constante dans le champ de vue et varie en
longueur d’onde. La variation du parame`tre d’e´chelle α peut eˆtre approxime´e par une fonction line´aire
de la longueur d’onde et le parame`tre de forme β peut eˆtre conside´re´ constant.
Dans le cadre du WFM avec correction par optique adaptative, la FSF varie en tout point du cube
de donne´es. Aussi, nous avons propose´ un mode`le de Moffat elliptique, dont les parame`tres varient
a` la fois en longueur d’onde et en fonction des coordonne´es polaires dans le champ, a` syme´trie de
re´volution.
D’apre`s les erreurs mesure´es entre les FSF simule´es et les mode`les associe´s, seuls quelques parame`tres
suffisent pour de´crire la FSF en tout point d’un cube de donne´es hyperspectrales. Il est alors possible,
en utilisant les diffe´rentes mesures d’erreurs, de choisir la complexite´ du sche´ma de variation des pa-
rame`tres du mode`le de FSF, suivant l’usage que l’on souhaite en faire.
Si nous nous sommes concentre´s sur certains mode`les en particulier, tel que le mode`le circulaire
constant dans le champ, avec α line´aire en longueur d’onde et β fixe´, nous avons e´galement envi-
sage´ d’opter pour d’autres formes de variations, telles que des fonctions puissances, exponentielles,
etc. L’ensemble des mode`les et des valeurs nume´riques rassemble´s dans ce chapitre et en annexe C
constituent essentiellement une base de travail pour permettre la simulation de donne´es astrophy-
siques hyperspectrales, et faciliter le de´veloppement de me´thodes de traitement de donne´es, tels que
la se´paration de sources et la fusion.
Enfin, un mode`le hyperspectral de FSF apporte davantage de robustesse, vis-a`-vis de l’estimation des
parame`tres, par rapport a` l’estimation de la FSF inde´pendamment a` chaque longueur d’onde, ce qui
fait l’objet du chapitre suivant.
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Notations [Unite´s]
c spectre du ciel convolue´ par la LSF [photons ou erg/s/cm2/pixel spatial]
D donne´es bruite´es apre`s soustraction du spectre du ciel
D ensemble des donne´es bruite´es, sous forme vectorielle
dc donne´es bruite´es contenant l’e´toile et le fond du ciel
Fλ FSF d’une source situe´e a` la longueur d’onde λ
Lx,y,λ LSF d’une source situe´e en (x, y, λ)
m mode`le parame´trique de Moffat pour la FSF, avec α et β exprime´s en fonction de la longueur
d’onde et d’hyper-parame`tres
Nx,Ny,Nλ taille du cube hyperspectral dans les dimensions x, y, et λ [pixels]
o mode`le d’observation ide´ale non bruite´e d’une e´toile et du ciel
O mode`le d’observation non bruite´e d’une e´toile et du ciel, convolue´s par la PSF
s spectre d’une e´toile convolue´ par la LSF [photons ou erg/s/cm2/pixel spatial]
x, y variables spatiales (ge´ne´ralement discre`tes) [pixel spatial]
∗ convolution spectrale
⋆ convolution spatiale
◦ composition spatiale / spectrale (ope´rateur non convolutif)
θ̂ estimateur de la variable θ
α parame`tre d’e´chelle de la fonction de Moffat [pixel spatial]
α0 ordonne´e a` l’origine du mode`le de variation line´aire de α [pixel spatial]
α1 pente du mode`le de variation line´aire de α [pixel spatial / nm]
β parame`tre de forme de la fonction de Moffat [sans unite´]
β0 valeur fixe de β [sans unite´]
Γ matrice diagonale contenant la variance du bruit
θ vecteur d’hyper-parame`tres a` estimer
λ longueur d’onde [nm]
Λ nombre de longueurs d’onde conse´cutives utilise´es pour le moyennage spectral
σ(x, y, λ) e´cart-type du bruit gaussien additif des donne´es
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Introduction
Nous venons de voir dans le Chapitre II que la fonction d’e´talement spatial (FSF pour Field Spread
Function) du te´lescope et de l’atmosphe`re peut eˆtre approxime´e en tout point du cube de donne´es
par une fonction de Moffat de´pendant d’un faible nombre de parame`tres. Cette e´tude se place dans
le mode de fonctionnement grand champ (Wide Field Mode : WFM) du te´lescope sans correction
par optique adaptative, pour lequel la FSF est constante dans le champ. L’objectif de ce chapitre
re´side dans la conception et la validation d’une me´thodologie d’estimation de ces parame`tres a` partir
de donne´es re´elles afin d’obtenir une approximation de la FSF en tout point de ce cube de donne´es.
Pour cela, nous utilisons le fait que les e´toiles peuvent eˆtre raisonnablement conside´re´es comme des
sources ponctuelles spatiales [MAG 98]. L’observation ide´ale d’une e´toile isole´e correspond donc a` la
FSF ponde´re´e par le spectre de l’e´toile a` chaque longueur d’onde.
Dans une premie`re partie, nous mode´lisons le proble`me de l’observation d’une e´toile isole´e et pre´sentons
la me´thodologie que nous allons adopter ainsi que les donne´es simule´es. Puis nous proposons deux ap-
proches d’estimation de la FSF, la premie`re par maximum de vraisemblance, la seconde par espe´rance
a posteriori par simulations de Monte-Carlo. Nous nous confrontons e´galement au proble`me de l’esti-
mation des parame`tres de nuisance, dont nous tentons de re´duire la variance. Enfin, nous pre´sentons
quelques re´sultats d’expe´rimentations a` la fois sur des donne´es ide´ales et sur des donne´es plus re´alistes
contenant plusieurs sources.
III.1 Mode`le de donne´es
Pour commencer, nous rappelons le mode`le de FSF ainsi que le mode`le de variation de ses pa-
rame`tres. Puis nous pre´sentons les donne´es que nous avons simule´es ainsi que la me´thodologie que
nous adoptons pour ve´rifier les performances de nos algorithmes.
III.1.1 FSF
D’apre`s les re´sultats du Chapitre II, la FSF est approxime´e par la fonction de Moffat (MF)
[MOF 69], de la forme suivante :
Mα,β(r) =
[
1 +
( r
α
)2]−β
dans laquelle α est un parame`tre d’e´chelle et β un parame`tre de forme, tous deux fonction des condi-
tions d’observations. Ceux-ci sont soumis a` certaines contraintes : α ∈ ]0;+∞[ et β ∈ ]1;+∞[. Avec
cette expression, la fonction est maximale en r = 0 et vaut 1 en ce point. Elle est donc normalise´e au
maximum. Afin que ce mode`le corresponde a` une fonction d’e´talement, cette fonction sera normalise´e
par son flux nume´rique :
Φ̂ =
∑
x
∑
y
Mα,β(x, y).
Enfin, la largeur a` mi-hauteur (ou FWHM : Full Width at Half-Maximum) s’exprime en fonction des
parame`tres selon la formule :
FWHM = 2α
√
2
1
β − 1.
Dans le cas du mode WFM sans correction par optique adaptative, la FSF est constante dans le champ
de vue et varie lentement en longueur d’onde. Cette variation se traduit par celle des parame`tres α et
β du mode`le de Moffat. Notons que nous reprenons ici le mode`le de variation des parame`tres propose´
et valide´ au paragraphe II.3.3.2 mais que la me´thodologie d’estimation propose´e par la suite peut
s’adapter a` tout mode`le de variation de α et β. De`s lors que ceux-ci sont exprime´s en fonction de la
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longueur d’onde et de´pendent d’un nombre limite´ d’hyper-parame`tres, alors l’estimation de la FSF se
re´sume a` celle des hyper-parame`tres :
– le parame`tre d’e´chelle α qui influe sur l’e´talement de la fonction dans le champ est mode´lise´ par
une fonction line´aire de la longueur d’onde :
α(λ) = α0 + α1 · λ
ou` α0 et α1 sont deux hyper-parame`tres a` estimer a` partir du cube de donne´es ;
– le parame`tre de forme β qui influe e´galement sur l’e´talement de la fonction dans le champ est
conside´re´ constant en 1e`re approximation :
β = β0,
dans ce cas, la forme de la FSF est la meˆme pour toutes les longueurs d’onde, seule sa taille varie.
L’estimation de la FSF se fait donc par le biais de l’estimation des trois hyper-parame`tres α0, α1, β0.
III.1.2 FSF simule´es
Il est crucial de bien diffe´rencier le mode`le de FSF de´crit ci-dessus, utilise´ pour l’estimation, de la
FSF utilise´e pour ge´ne´rer les simulations. Pour valider la me´thode, nous utiliserons plusieurs jeux de
donne´es simule´es.
Dans un premier temps, nous travaillons avec un cube ide´al, dont la FSF est ge´ne´re´e en utilisant le
mode`le pre´ce´dent. Ainsi, la me´thode de´veloppe´e doit permettre d’estimer exactement la FSF a` partir
de donne´es non bruite´es, puisqu’il n’y a pas d’erreur de mode`le.
Dans un deuxie`me temps, nous estimons la FSF a` partir de donne´es plus re´alistes (voir paragraphe
III.7) fournies par le consortium MUSE. Celles-ci contiennent des FSF de type Moffat, dont le pa-
rame`tre α varie suivant un mode`le non line´aire en fonction de la longueur d’onde. Il y a donc une
erreur de mode`le entre la FSF simule´e et son approximation.
III.1.3 Simulations de donne´es re´alistes
Dans un souci de simplicite´, nous simulons des donne´es de taille 12 × 12 × 3577 contenant une
seule e´toile caracte´rise´e par son spectre a` laquelle s’ajoute le fond du ciel. Ces donne´es sont ensuite
convolue´es par la PSF du syste`me puis bruite´es lors de l’acquisition par le capteur photome´trique.
Donne´es non bruite´es
L’observation ide´ale non bruite´e est celle d’une e´toile positionne´e en (x0, y0) de spectre s˜(λ) a`
laquelle s’ajoute le fond du ciel c˜(λ), illustre´s par la Fig. III.1 :
o(x, y, λ) = s˜(λ) · δ(x− x0, y − y0) + c˜(λ)
Notons que les variables x, y, λ sont ici discre`tes. En raison du chemin parcouru par la lumi`ere a`
travers la chaˆıne d’acquisition (atmosphe`re, te´lescope, instrument et DRS), l’observation est de´forme´e
par la PSF du syste`me. Cela se traduit par la composition14, note´e ◦, par la LSF variable spatialement
et spectralement, et par la convolution spatiale, note´e ∗, par la FSF a` chaque longueur d’onde λ :
O(x, y, λ) = (s˜(λ) · δ(x − x0, y − y0) + c˜(λ)) ◦ Lx,y,λ ∗ Fλ
14Dans ce chapitre, nous pre´fe´rons utiliser le terme « composition » a` « convolution » lorsque la LSF ou FSF est variable
en fonction de la position de la source, car l’ope´rateur n’est plus une ve´ritable convolution.
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Fig. III.1 – Spectres de l’e´toile et du ciel utilise´s pour ge´ne´rer des cubes de donne´es re´alistes.
O(x, y, λ) = (s˜(λ) ◦ Lx0,y0,λ) · Fλ(x− x0, y − y0) + c˜(λ) ◦ Lx,y,λ.
Par la suite, nous notons s(λ) = s˜(λ) ◦Lx0,y0,λ et c(λ) = c˜(λ) ◦Lx,y,λ les spectres apre`s la composition
spectrale par la LSF L, ce qui donne :
O(x, y, λ) = s(λ) · Fλ(x− x0, y − y0) + c(λ).
Donne´es bruite´es
Les donne´es MUSE sont perturbe´es par le bruit de comptage des photons (de type poissonnien
[MCL 08]) et le bruit de lecture du capteur (de type gaussien), ce dernier e´tant suppose´ ne´gligeable.
Le cube de donne´es acquis suit alors une loi de poisson de moyenne et de variance l’observation :
dc(x, y, λ) ∼ P (O(x, y, λ))
Pour cela, nous supposons que les e´lectrons ge´ne´re´s par l’absorption d’un photon par un pixel du
de´tecteur sont tous comptabilise´s sur ce meˆme pixel, sans phe´nome`ne de perte ou de de´bordement
vers les pixels voisins [JAR 08]. Tous les pixels du cube, donc les variables associe´es, sont conside´re´s
inde´pendants.
Le temps d’inte´gration e´tant compris entre 10 minutes et plusieurs heures, ce qui fournit un flux de
photons tre`s important si la source est lumineuse, le bruit poissonnien peut eˆtre approxime´ par un
bruit gaussien de meˆmes moyenne et variance [MUG 04] :
dc(x, y, λ) ∼ N (O(x, y, λ), O(x, y, λ))
soit :
dc(x, y, λ) = O(x, y, λ) + b(x, y, λ) avec b ∼ N (0, O(x, y, λ)) .
La premie`re e´tape du traitement des donne´es est la soustraction du fond du ciel, suppose´e parfaitement
effectue´e. En pratique, seule une estimation imparfaite du fond du ciel sera soustraite, ce qui engendrera
un bruit supple´mentaire non mode´lisable. A` l’issue de cette soustraction, les donne´es bruite´es ont pour
expression :
d(x, y, λ) = s(λ) · Fλ(x− x0, y − y0) + b(x, y, λ) avec b(x, y, λ) ∼ N (0, O(x, y, λ)) . (III.1)
En pratique, on ne connaˆıt pas la variance de b qui est σ2(x, y, λ) = O(x, y, λ). Ne´anmoins, on peut
prendre comme estimateur de la variance les donne´es bruite´es dc(x, y, λ) qui en sont une re´alisation.
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III.1.4 Magnitude et rapport signal sur bruit
Afin de ge´ne´rer des donne´es re´alistes, nous utilisons le spectre d’une e´toile, illustre´ par la Fig. III.1a,
fourni par le consortium MUSE. La luminosite´ de cette e´toile est caracte´rise´e par sa magnitude.
La magnitude est une mesure relative logarithmique de la luminosite´ d’une e´toile. Elle est ge´ne´ralement
associe´e a` une bande spectrale qui correspond au filtre a` travers lequel l’objet est observe´. Il existe
alors autant de syste`mes de magnitudes que d’ensembles de filtres. La magnitude AB, utilise´e ici, a
pour expression :
mν = −2.5 log10 eν − 56.1
avec ν = cλ la fre´quence d’onde et eν l’e´clairement monochromatique a` cette fre´quence, exprime´ en
W.m−2.nm−1 [LEN 08].
Le spectre d’e´toile utilise´ correspond a` une magnitude de 21.5 dans le vert note´e a0. Afin de ge´ne´rer
plusieurs jeux de donne´es contenant des e´toiles plus ou moins lumineuses, nous appliquons un facteur
d’amplification / de re´duction a` ce spectre, ce qui se traduit par un changement de sa magnitude a :
sa(λ) = 10
−0.4(a−a0)sa0(λ)
Notons que la magnitude augmente lorsque l’e´toile perd en luminosite´. Si la magnitude a0 concerne a`
l’origine la bande spectrale verte, nous appliquons cette ope´ration sans distinction sur tout l’intervalle
spectral. Par la suite, nous ne faisons donc plus re´fe´rence a` des bandes spectrales. L’e´volution loga-
rithmique de l’intensite´ des e´toiles que nous avons simule´es est illustre´e dans la Fig. III.2.
La magnitude peut eˆtre vue, dans notre cas, comme un indicateur du rapport signal sur bruit (RSB).
En effet, plus la magnitude est faible, plus l’e´toile est brillante et plus le RSB est e´leve´.
Pour quantifier le bruit contenu dans nos donne´es, nous de´finissons un RSB global sur l’inte´gralite´ du
cube hyperspectral, de´fini comme le rapport entre l’e´nergie des donne´es et la puissance moyenne du
bruit :
RSB =
∑
x,y,λ d
2(x, y, λ)∑
x,y,λ σ
2(x, y, λ)
et RSB [dB] = 10 log10(RSB).
Les RSB pour les simulations utilise´es sont indique´s dans la Fig. III.2 et vont de RSB e´leve´s (20 dB)
a` tre`s faibles (-50dB).
III.1.5 Me´thodologie
Nous simulons des donne´es re´alistes a` la re´solution MUSE, conforme´ment au mode`le e´tabli au
paragraphe III.1.3, avec pour FSF une fonction de Moffat dont les hyper-parame`tres sont pre´cise´s
dans le Tab. III.1. L’ensemble forme´ par la fonction de Moffat et l’expression de ses parame`tres est
appele´ par la suite Mode`le de Moffat et note´ m.
L’estimation de la FSF s’effectue par l’estimation des hyper-parame`tres α0, α1 et β0 ainsi que la po-
sition sub-pixellaire de l’e´toile, que nous rassemblons dans le vecteur θ = [α0, α1, β0, x0, y0].
La comparaison directe des hyper-parame`tres estime´s avec ceux du mode`le de Moffat simule´ permet de
quantifier la qualite´ de la FSF obtenue, mais n’est pas tre`s parlante physiquement. En conse´quence,
nous comparerons e´galement la FSF calcule´e a` partir de θ̂, c’est-a`-dire m(x, y, λ, θ̂) avec celle de
re´fe´rence Fλ. Cette comparaison sera effectue´e a` toutes les longueurs d’onde de MUSE, a` une re´solution
spatiale 40 fois plus fine que celle de MUSE, en utilisant les parame`tres haute re´solution du Tab. III.1.
La diffe´rence entre les deux mode`les de FSF a` chaque longueur d’onde sera quantifie´e par des indices
d’erreur normalise´s, de type L1 (erreur en module), L2 (erreur quadratique), L∞ (erreur maximale),
note´s respectivement ε1(λ), ε2(λ), ε∞(λ) comme de´fini dans le Tab. III.2. Les performances d’estima-
III.1. MODE`LE DE DONNE´ES 63
Magnitude 18 20 22 24 26 28
RSB [dB] 26.5 11 −5 −21 −37 −53
Lumie`re
blanche
e´chelle
identique
Lumie`re
blanche
e´chelle
adapte´e
Rouge
e´chelle
adapte´e
Fig. III.2 – Extraits de cubes de donne´es bruite´es de taille 12× 12 pour une e´toile isole´e. Affichage en
lumie`re blanche (somme de toutes les longueurs d’onde) et dans le rouge (dernie`re longueur d’onde),
en fonction de la magnitude de l’e´toile. Rapport signal sur bruit (RSB) correspondant, exprime´ en
de´cibels (dB), pour un temps d’inte´gration de 20 minutes.
tion de la FSF sur l’inte´gralite´ du cube sont e´value´es a` partir de la moyenne ε¯i et du maximum εi,max
de ces crite`res, par rapport a` la longueur d’onde.
Dans nos simulations, l’e´toile est positionne´e en trois points diffe´rents, a` savoir au centre du pixel, sur
un quart de pixel et a` la limite entre deux pixels. Dans les re´sultats d’estimation de ce chapitre, si la
position de l’e´toile n’est pas indique´e, le re´sultat correspond a` la moyenne des re´sultats obtenus pour
chaque position.
Re´solution MUSE Haute re´solution (/40)
1 pxl MUSE = 0.20” 1 pxl HR = 0.005” arcsec
θ valeur unite´ valeur unite´
α0 2.50 pxl MUSE 100 pxl HR
α1 −10−3 pxl MUSE / nm −0.04 pxl HR / nm
β0 3.00 sans unite´ 3.00 sans unite´
(x0, y0) (6.00; 6.00) pxl MUSE (240; 240) pxl HR
(6.25; 6.25) (250; 250)
(6.50; 6.50) (260; 260)
Tab. III.1 – Valeurs et unite´s des hyper-parame`tres de re´fe´rence utilise´s pour simuler les FSF contenues
dans les donne´es pseudo-re´elles, a` la re´solution MUSE et a` haute re´solution (HR).
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ε1(λ) =
∑
xy |Fλ(x, y)−m(x, y, λ)|∑
xy |Fλ(x, y|
ε2(λ) =
√∑
xy(Fλ(x, y)−m(x, y, λ))2√∑
xy F
2
λ (x, y)
ε∞(λ) =
maxxy(|Fλ(x, y)−m(x, y, λ)|)
maxxy(Fλ(x, y))
Tab. III.2 – De´finition des indices d’erreur utilise´s, pour quantifier l’erreur entre la vraie FSF re-
cherche´e Fλ et le mode`le de FSF m.
III.2 Estimation par maximum de vraisemblance
L’objectif de cette e´tude est de de´velopper et valider une me´thode d’estimation de la FSF en tout
point d’un cube de donne´es re´elles.
Cette estimation s’effectue via celle d’hyper-parame`tres en comparant le cube de donne´es D a` un cube
mode`le d contenant le spectre estime´ de l’e´toile convolue´ par le mode`le de FSF en chaque longueur
d’onde.
III.2.1 Estimation des hyper-parame`tres
L’estimation de la FSF F ne´cessite celle des trois hyper-parame`tres (α0, α1, β0) et des coordonne´es
du centre de l’e´toile (x0, y0), rassemble´s dans le vecteur θ = [α0, α1, β0, x0, y0]. Vu le nombre de donne´es
disponibles dans le cube hyperspectral, et la connaissance de la statistique du bruit, nous pouvons
espe´rer obtenir de bons re´sultats d’estimation en utilisant l’estimateur du maximum de vraisemblance.
III.2.1.1 Vraisemblance poissonnienne
D’un point de vue the´orique comme a` la section III.1, on devrait conside´rer pour mode`le de donne´es
celui du cube bruite´ poissonnien de moyenne et de variance O(x, y, λ) : dc(x, y, λ) ∼ P (O(x, y, λ)).
Chaque pixel de ce cube est une variable ale´atoire poissonnienne de probabilite´ :
p (dc(x, y, λ) = k) =
O(x, y, λ)k
k!
e−O(x,y,λ).
La vraisemblance du mode`le de parame`tres θ par rapport aux donne´es dc s’e´crit :
L (θ,Dc) = p(Dc|θ) =
∏
x,y,λ
O(x, y, λ,θ)dc(x,y,λ)
dc(x, y, λ)!
e−O(x,y,λ,θ)
avec Dc le vecteur rassemblant les donne´es bruite´es dc(x, y, λ),
O(x, y, λ,θ) = s(λ) ·m(x, y, λ,θ) + c(λ)
et m(x, y, λ,θ) =
1
Φ̂m(λ)
[
1 +
(x− x0)2 + (y − y0)2
(α0 + α1 · λ)2
]−β0
ou` Φ̂m est le flux du mode`le de FSF sur un support restreint de taille N , de´fini au paragraphe III.1.1.
L’anti-log-vraisemblance est de´finie a` un facteur additif pre`s par :
NLL(θ,Dc) =
∑
x,y,λ
O(x, y, λ,θ)− dc(x, y, λ) ln(O(x, y, λ,θ)).
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L’estimateur du maximum de vraisemblance θ̂ est donc la valeur de θ qui minimise l’anti-log-vraisem-
blance du mode`le de parame`tres θ par rapport aux donne´es dc : θ̂ = argmin
θ
NLL(θ,Dc). Cette
estimation ne´cessite de connaˆıtre le spectre de l’e´toile s(λ) et celui du ciel c(λ).
En pratique, les donne´es pre´-traite´es par le DRS seront fournies apre`s soustraction du ciel. En outre,
on ne disposera pas du spectre du ciel en chaque pixel du cube de donne´es. Aussi, il sera plus simple
de travailler a` partir du mode`le de bruit additif gaussien centre´, assez re´aliste apre`s soustraction du
ciel pour les observations conside´re´es.
III.2.1.2 Vraisemblance gaussienne
Le bruit peut donc eˆtre suppose´ additif gaussien en raison du grand nombre de photons rec¸us :
d(x, y, λ) = s(λ) · m(x, y, λ,θ) + b(x, y, λ) avec b(x, y, λ) ∼ N (0, σ2(x, y, λ)). La vraisemblance du
mode`le de parame`tres θ par rapport aux donne´es a pour expression :
L (θ,D) = p(D|θ) = 1√
2π
NxNyNλ
1√
detΓ
∏
x,y,λ
exp
(
−1
2
(D(x, y, λ) − s(λ) ·m(x, y, λ,θ))2
σ2x,y,λ
)
=
1√
2π
NxNyNλ√detΓ
exp
(
−1
2
‖D − s(λ) ·m(x, y, λ,θ)‖2
Γ
−1
)
(III.2)
avec D le cube de donne´es bruite´es d(x, y, λ) vectorise´, Nx,Ny,Nλ les tailles du cube suivant x, y, λ et
Γ = diag(σ2(x, y, λ)). L’anti-log-vraisemblance du mode`le de parame`tres θ par rapport aux donne´es
D est de´finie a` une constante additive pre`s par :
NLL(θ,D) =
∑
xyλ
(D(x, y, λ)− s(λ) ·m(x, y, λ,θ))2
σ2x,y,λ
(III.3)
L’estimateur θ̂ minimise donc un crite`re des moindres carre´s ponde´re´ par la variance des donne´es :
θ̂ = argmin
θ
NLL(θ,D).
Contrairement a` l’estimation par vraisemblance poissonnienne, cette estimation peut s’effectuer sur
les donne´es apre`s soustraction du fond du ciel et ne´cessite de connaˆıtre, en plus du spectre du ciel et
de l’e´toile, la variance du bruit. Ces deux dernie`res variables sont des parame`tres de nuisance qu’il est
ne´cessaire d’estimer avant l’estimation meˆme de la FSF.
III.2.2 Estimations des parame`tres de nuisance
Les parame`tres de nuisance que nous devons estimer afin de recourir a` l’estimateur du maximum
de vraisemblance gaussienne sont donc le spectre de l’e´toile et la variance du bruit. Dans un premier
temps, nous proce´dons en deux e´tapes : l’estimation des parame`tres de nuisance, puis l’estimation
des parame`tres θ. La qualite´ de l’estimation des parame`tres de nuisance est cruciale pour obtenir des
performances satisfaisantes d’estimation de la FSF.
III.2.2.1 Spectre de l’e´toile
Le spectre de l’e´toile s(λ) doit eˆtre connu a` toutes les longueurs d’onde du cube de donne´es
hyperspectrales. La FSF ayant un support infini, il faudrait e´galement des donne´es de support infini
pour mesurer parfaitement, dans un cas ide´al non bruite´, le spectre de l’e´toile.
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Cas ide´al a` support infini : Le cube d’observation ide´ale d’une e´toile isole´e s’e´crit comme le
produit du spectre de l’e´toile par la FSF15 :
∀(x, y, λ) ∈ N2 × R+, O(x, y, λ) = s(λ) ·m(x, y, λ).
Sachant que le flux d’une FSF est normalise´ par de´finition a` chaque longueur d’onde :
∀λ Φm(λ) =
+∞∑
x=−∞
+∞∑
y=−∞
m(x, y, λ) = 1,
alors le spectre de l’e´toile peut eˆtre mesure´ par le flux de l’observation ide´ale :
s(λ) =
+∞∑
x=−∞
+∞∑
y=−∞
O(x, y, λ) = s(λ)
+∞∑
x=−∞
+∞∑
y=−∞
m(x, y, λ).
Cas ide´al a` support fini : En pratique, la taille du champ observe´ par l’instrument est e´videmment
finie, et le cube contenant l’e´toile est un sous-cube de taille Nx×Ny extrait des donne´es d’observation.
De la meˆme manie`re que dans le cas d’un cube a` support infini, nous pouvons mesurer le spectre de
l’e´toile par le flux spatial des donne´es :
∀(x, y, λ) ∈ J1;NxK× J1;NyK×R + ŝ(λ) = Φ̂(λ) = s(λ)
Nx∑
x=1
Ny∑
y=1
m(x, y, λ).
Le spectre est alors multiplie´ par le flux de la FSF sur l’intervalle spectral du cube, qui tend vers 1
lorsque la taille du cube tend vers l’infini. En choisissant un cube assez e´tendu par rapport a` la FSF,
nous pouvons obtenir une mesure fiable du spectre de l’e´toile.
Cas bruite´ a` support fini : L’observation est en re´alite´ de´te´riore´e par un bruit que nous conside´rons
centre´ additif gaussien (voir e´quation III.1).
L’estimateur du spectre de l’e´toile par le flux des donne´es a alors pour formulation :
ŝ(λ) = Φ̂(λ) = s(λ) · Φ̂m(λ) +
N∑
x=1
N∑
y=1
b(x, y, λ).
L’espe´rance de cet estimateur est E {ŝ(λ)} = s(λ) · Φ̂m(λ) ; l’estimation n’est donc biaise´e que par la
restriction spatiale des donne´es sur un support fini. Plus la taille spatiale du cube sera grande, moins
l’estimation du spectre de l’e´toile e´tudie´e sera biaise´e. Ne´anmoins, l’e´toile doit pouvoir eˆtre conside´re´e
isole´e, ce qui restreint la taille du cube.
La variance de l’estimateur est due a` celle du bruit :
V ar {ŝ(λ)} =
N∑
x=1
N∑
y=1
σ2(x, y, λ),
les bruits des diffe´rents pixels e´tant des variables inde´pendantes. Cette variance peut donc eˆtre tre`s
importante, ce qui pourrait eˆtre un handicap pour l’estimation de la FSF.
15Nous notons ici la longueur d’onde comme une variable continue, elle est en re´alite´ e´chantillonne´e a` la re´solution
MUSE de 0.13 nm. Ne´anmoins, cela n’a pas d’influence sur les formules de ce paragraphe.
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Par la suite, nous normalisons toutes les FSF simule´es a` basse ou haute re´solution par leur flux
nume´rique. Cela est re´aliste e´tant donne´e la taille du cube par rapport a` celle de la FSF, typiquement
des cubes de taille 12× 12 pour un seeing de 0.5. Cela permet de s’affranchir du biais d’estimation du
spectre, car celle-ci n’est pas l’objet premier de cette e´tude.
III.2.2.2 Variance du bruit
Nous pouvons estimer la variance du bruit σ2(x, y, λ) = O(x, y, λ), ne´cessaire a` l’estimation par
vraisemblance gaussienne, par les donne´es bruite´es avant soustraction du spectre du ciel dc(x, y, λ),
qui suivent une loi de Poisson de moyenne et de variance O(x, y, λ).
Cet estimateur d’espe´rance E
{
σ̂2(x, y, λ)
}
= E {dc(x, y, λ)} = O(x, y, λ), est non biaise´, mais sa
variance Var
{
σ̂2(x, y, λ)
}
= Var {dc(x, y, λ)} = O(x, y, λ) peut eˆtre tre`s grande, en particulier aux
longueurs d’onde ou le spectre de l’e´toile ou du ciel est important.
III.2.3 Re´sultats d’expe´rimentations
III.2.3.1 Algorithme de minimisation
Afin de minimiser l’anti-log-vraisemblance, nous utilisons l’algorithme de Nelder-Mead [LAG 98]
mis en œuvre dans la fonction fminsearch de Matlab. Avant cela, nous devons initialiser le vecteur
d’hyper-parame`tres θ. A` cette fin, nous se´lectionnons les images des premie`re et dernie`re longueurs
d’onde du cube de donne´es bruite´es, normalise´es par le spectre de l’e´toile estime´. Sur chacune de ces
deux images, nous mesurons la position du pixel d’amplitude maximale mmax, que nous moyennons
pour obtenir l’initialisation des variables x0 et y0 a` (x
i
0, y
i
0). Le parame`tre de forme β0 e´tant initialise´
a` 3 (valeur moyenne au vu de la mode´lisation effectue´e au Chapitre II), nous en de´duisons la valeur
de α =
√
β0 − 1
π mmax
aux deux longueurs d’onde. Ceci permet d’initialiser la pente αi1 =
α(2)−α(1)
λ(2)−λ(1)
et l’ordonne´e a` l’origine αi0 =
1
2
(
α(1) + α(2) − αi1 · (λ(1) + λ(2))
)
. Il s’agit d’une initialisation assez
simpliste qui pourrait eˆtre ame´liore´e.
III.2.3.2 Tests sur un cube non bruite´
Un premier objectif est de ve´rifier le fonctionnement de l’estimation des hyper-parame`tres par
maximum de vraisemblance sur un cube ide´al non bruite´, a` diffe´rentes positions sub-pixellaires de
l’e´toile. Ce cube correspond a` la FSF sur 12 × 12 pixels a` 94 longueurs d’onde. Il s’agit ensuite de
quantifier l’erreur au cube de re´fe´rence commise en basse et haute re´solution.
La variance de ces donne´es est nulle. Pour estimer les hyper-parame`tres, nous minimisons donc un
crite`re le´ge`rement diffe´rent, dans lequel l’erreur est normalise´e par la valeur de la FSF, en tout point
du cube. Notons que ce crite`re ne fait pas apparaˆıtre le spectre de l’e´toile, car en l’absence de bruit,
son estimation est exacte.
θˆ = argmin
θ
∑
xyλ
(F (x, y, λ)−m(x, y, λ,θ))2
F (x, y, λ)2
D’apre`s les re´sultats donne´s dans le Tab. III.3, les hyper-parame`tres estime´s sont tre`s proches de
ceux de re´fe´rence : l’erreur est infe´rieure a` 0.2%. L’erreur maximale entre le cube de re´fe´rence a` la
re´solution de MUSE et le cube reconstitue´ ne de´passe pas 0.18% avec une moyenne infe´rieure a` 0.01%.
Ces erreurs sont logiquement tre`s basses car le mode`le d’estimation utilise´, a` savoir une fonction de
Moffat, de parame`tres α line´aire en longueur d’onde et β constant, est identique a` celui du cube de
re´fe´rence. Les performances ne semblent pas de´pendre de la position sub-pixellaire de l’e´toile, et sont
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comparables pour les deux re´solutions utilise´es. Par conse´quent, nous nous limiterons, sauf indication
contraire, a` des indices d’erreur moyenne´s sur les trois positions sub-pixellaires de l’e´toile.
De´calage
simule´
Hyper-parame`tres estime´s
Erreur aux donne´es - Statistiques sur les λ
(x0, y0) ε¯2 ε2,max ε¯1 ε1,max ε¯∞ ε∞,max
(0,0)

α(λ) = 2.50−1.00 10−3λ
β(λ) = 3.0000
shift (7.10−6,−3.10−6)
e´chantillonnage MUSE
4.12 10−5 140 10−5 3.19 10−5 105 10−5 5.36 10−5 176 10−5
40×e´chantillonnage MUSE
3.57 10−5 118 10−5 3.23 10−5 106 10−5 5.45 10−5 180 10−5
(14 ,
1
4)

α(λ) = 2.50−1.00 10−3λ
β(λ) = 3.0000
shift (0.2500, 0.2500)
e´chantillonnage MUSE
4.28 10−5 117 10−5 3.84 10−5 107 10−5 5.60 10−5 152 10−5
40×e´chantillonnage MUSE
4.24 10−5 117 10−5 3.86 10−5 106 10−5 6.40 10−5 179 10−5
(12 ,
1
2)

α(λ) = 2.50−1.00 10−3λ
β(λ) = 3.0000
shift (0.5000, 0.5000)
e´chantillonnage MUSE
3.13 10−5 93 10−5 3.47 10−5 110 10−5 3.39 10−5 93 10−5
40×e´chantillonnage MUSE
3.73 10−5 118 10−5 3.37 10−5 107 10−5 5.70 10−5 180 10−5
Tab. III.3 – Performances d’estimation du mode`le de re´fe´rence sans bruit
III.2.3.3 Estimation inde´pendante a` chaque longueur d’onde
La solution la plus simple et la plus intuitive pour estimer la FSF serait d’estimer les parame`tres
α et β du mode`le, inde´pendamment a` chaque longueur d’onde. Afin d’e´valuer la validite´ de cette
me´thode, nous avons estime´ ces parame`tres par maximum de vraisemblance16 sur un cube de donne´es
faiblement bruite´.
La Fig. III.3 (a) et (b) compare les valeurs des parame`tres α et β estime´es aux valeurs the´oriques.
Nous pouvons constater que les valeurs estime´es peuvent s’ave´rer tre`s e´loigne´es des valeurs the´oriques
pour certaines longueur d’onde et que de fac¸on ge´ne´rale elles sont tre`s variables. En effet, l’optimisa-
tion re´duit, a` chaque longueur, l’e´cart aux donne´es qui peuvent eˆtre tre`s bruite´es aux longueurs d’onde
ou` le spectre de l’e´toile est tre`s faible.
La Fig. III.3 (d) montre les variations de l’indice d’erreur ε2 calcule´ a` chaque longueur d’onde. Sa
moyenne de 3.22% sur toutes les longueurs d’onde montre que cette me´thode d’estimation est glo-
balement satisfaisante pour une e´toile relativement brillante, de RSB = 18.8 dB. Ne´anmoins, cette
qualite´ d’estimation varie beaucoup suivant la longueur d’onde. La Fig. III.4 donne quelques exemples
de FSF simule´es et de mode`les estime´s, a` diffe´rentes longueurs d’onde, ce qui permet de visualiser ce
que repre´sentent les indices d’erreur ε2. On observe qu’en dessous d’une erreur de 5% les deux courbes
ne peuvent eˆtre visuellement diffe´rencie´es.
Nous avons voulu comparer l’e´volution de ε¯2 avec celle du rapport signal sur bruit en fonction de la
longueur d’onde. Celui-ci de´pend du spectre de l’e´toile et du fond du ciel. En effet, lorsque l’intensite´
du spectre de l’e´toile est faible, le signal et donc le RSB le sont aussi ; a` l’inverse, lorsque le spectre
du fond du ciel est e´leve´, la variance du bruit l’est aussi donc le RSB est faible. Par conse´quent, le
courbe RSB(λ) fait apparaˆıtre a` la fois les raies d’absorption de l’e´toile et les raies d’e´mission du fond
du ciel. En se´lectionnant la longueur d’onde des raies les plus faibles de cette courbe de la Fig. III.3
(c), nous pouvons constater que nous retrouvons sur la figure (d) les pics ou` l’erreur d’estimation est
particulie`rement e´leve´e, pouvant aller jusqu’a` 27%. Du point de vue de l’interpre´tation des re´sultats,
16L’estimateur est donne´ par cθλ = argminθλ NLL(θλ,Dλ) en de´finissant le vecteur θλ = (αλ, βλ) et l’anti-log-
vraisemblance par NLL(θλ,Dλ) =
P
x,y
(Dλ(x, y)− s(λ) ·mλ(x, y, θλ))
2
σ2x,y,λ
.
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il n’est pas satisfaisant que la fiabilite´ des donne´es soit variable a` ce point en fonction de la longueur
d’onde, et qu’elle de´pende autant de l’e´toile.
La Fig. III.5 montre en gris les performances d’estimation inde´pendante a` chaque longueur d’onde,
pour diffe´rentes valeurs du RSB, et donc pour diffe´rents niveaux de l’intensite´ de l’e´toile. Bien suˆr, les
performances d’estimation se de´teriorent lorsque le RSB diminue. Ces courbes serviront de re´fe´rence
pour ve´rifier que les me´thodes que nous proposons apportent une ame´lioration.
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Fig. III.3 – Re´sultats de l’estimation de la FSF inde´pendamment a` toutes les longueurs d’onde.
Rapport signal sur bruit17 pour chaque longueur d’onde, indice d’erreur ε2 obtenu (valeur moyenne de
l’erreur sur l’ensemble des longueurs d’onde : ε¯2 = 3.22%, valeur maximale : ε2,max = 27.3%), valeurs
de α et β the´oriques et estime´es. Pour une e´toile de magnitude 19, soit un RSB e´quivalent de 18.80 dB.
17RSB(λ) =
P
x,y o
2(x, y, λ))P
x,y σ
2(x, y, λ))
.
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Fig. III.4 – Comparaison de FSF simule´es de type Moffat, a` diffe´rentes longueurs d’onde, et des
mode`les estime´s correspondants. Coupes 1D de chaque FSF / mode`le a` y = 6 (position approximative
de l’e´toile). Erreurs calcule´es sur les images d’erreur 2D.
III.2.3.4 Tests sur des cubes bruite´s
Nous avons estime´ les hyper-parame`tres du mode`le de FSF propose´ par maximum de vraisemblance
pour diffe´rents RSB. La Fig. III.5 pre´sente l’e´volution des indices d’erreur en fonction du rapport signal
sur bruit (RSB) des donne´es, les donne´es les plus bruite´es ayant le RSB le plus faible, et la compare
a` celle obtenue par l’estimation de la FSF inde´pendamment a` chaque longueur d’onde.
Tout d’abord, nous pouvons remarquer que l’estimation a` partir du cube semble plus performante au
vu des indices d’erreur a` haute re´solution, mais pas a` la re´solution MUSE. Cette diffe´rence est due
au fait qu’a` la re´solution MUSE, l’estimation inde´pendante est plus apte a` coller a` chaque image, car
elle fournit une valeur des parame`tres pour chaque longueur d’onde. Inversement, l’estimation sur le
cube a pour contrainte de re´duire l’erreur a` l’ensemble du cube. Elle est donc moins sensible au bruit
et fournit donc un mode`le plus proche de la vraie FSF, ce que traduit la haute re´solution. Pour cette
raison, nous nous limiterons par la suite a` l’analyse des performances par l’e´tude des indices d’erreur
en haute re´solution. Ces re´sultats nous confirment clairement qu’il est pre´fe´rable d’estimer les hyper-
parame`tres d’un mode`le de FSF pour l’ensemble du cube que d’estimer la FSF inde´pendamment a`
chaque longueur d’onde.
Dans le cas d’un cube ide´al tre`s peu bruite´, les performances d’estimation de la FSF par maximum de
vraisemblance, re´pertorie´es dans la Fig. III.5 sont relativement satisfaisantes, avec une erreur quadra-
tique moyenne ε¯2 d’environ 11.3% (a` la re´solution MUSE) a` 18.8 dB. Le fait que l’erreur maximale
moyenne soit assez basse (environ 5.4% au meˆme niveau de bruit) sugge`re l’absence d’e´cart significatif
entre la vraie FSF et son mode`le sur une zone ponctuelle de l’image. A` l’oppose´, le flux moyen de
l’erreur ε¯1, le´ge`rement plus e´leve´ a` 24.8% environ, montre que l’e´cart entre les 2 FSF est diffus sur
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une zone e´tendue de l’image. Cette re´partition de l’erreur est logique du fait de l’estimation de la FSF
par un mode`le parame´trique. Il s’agit en effet d’une erreur d’estimation de la taille ou de la forme de
la FSF, et non sur une zone ponctuelle de la FSF.
On constate que les performances d’estimation de la FSF se de´gradent fortement lorsque la puissance
du bruit augmente, c’est-a`-dire lorsque le RSB diminue, et ceci quels que soient l’indice d’erreur et la
re´solution.
L’estimation a` partir des cubes bruite´s contenant une e´toile de magnitude supe´rieure a` 21, dont le
RSB est infe´rieur a` 3 dB, entraˆıne une erreur quadratique moyenne supe´rieure a` 50%. Au dela` de
cette limite, on peut conside´rer que la FSF estime´e n’est pas fiable. Il est donc crucial de non seule-
ment ame´liorer les performances d’estimation de la FSF sur les cubes peu bruite´s, mais e´galement de
repousser cette limite jusqu’a` laquelle l’estimation reste raisonnablement possible.
Le´gende :
[−] estimation a` partir de d || [−×−] estimation inde´pendante a` partir de d(λ)
Indices d’erreurs [−] ε2, ε1 et ε∞ || [−−] ε2,max, ε1,max et ε∞,max
Re´solution MUSE
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Fig. III.5 – Performances d’estimation de la FSF sur un cube ide´al bruite´ dont la FSF est un mode`le
de Moffat. Indices d’erreurs ε¯2, ε¯1 et ε¯∞ en [ligne continue] et ε2,max, ε1,max et ε∞,max en [tirets] en
fonction du rapport signal sur bruit des donne´es bruite´es. Moyenne des re´sultats obtenus sur les 3
positions sub-pixellaires de l’e´toile.
III.3 Ame´lioration de l’estimation des parame`tres de nuisance
Lorsque le rapport signal sur bruit est faible, la variance de l’estimation du spectre de l’e´toile
et de l’estimation de la variance du bruit est tre`s grande. Or, l’estimation des hyper-parame`tres de
la FSF s’appuie sur ces valeurs estime´es. Pour re´duire cette variance d’estimation, nous proposons
d’effectuer un moyennage spectral, c’est-a`-dire de de´couper le cube de donne´es d(x, y, λ) en groupes
de Λ longueurs d’ondes conse´cutives autour de λ¯ (note´ par la suite λ ∼ λ¯), chaque groupe e´tant
ensuite moyenne´ spectralement. Il existe plusieurs possibilite´s de combiner les donne´es au sein de
chaque groupe. Aussi, il est important d’e´tudier le biais et la variance des estimateurs du spectre ainsi
que la variance du bruit afin de choisir la me´thode ade´quate.
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III.3.1 Normalisation des donne´es par le spectre
Dans le cas ide´al ou` l’on connaˆıt le spectre de l’e´toile et s’il est non nul a` toutes les longueurs d’onde,
il est possible de normaliser les donne´es par ce spectre. Le cube de donne´es normalise´ d′(x, y, λ) a alors
pour moyenne la FSF m, ce qui permet de s’affranchir de la ponde´ration du spectre, toutes les images
du cube ayant le meˆme poids. En outre, sa variance est re´duite d’un facteur s(λ)2 :
d′(x, y, λ) = m(x, y, λ) + b′(x, y, λ) avec b′(x, y, λ) ∼ N
(
0, σ2′ =
σ2(x, y, λ)
s(λ)2
)
Ne´anmoins, en pratique, le spectre n’est pas connu mais seulement estime´. Chaque image du cube est
alors le produit de la FSF par le rapport entre le spectre et son estimation :
d′(x, y, λ) = m(x, y, λ) · s(λ)
ŝ(λ)
+ b′(x, y, λ) avec b′(x, y, λ) ∼ N
(
0, σ2′ =
σ2(x, y, λ)
ŝ(λ)
2
)
La variance d’estimation du spectre de l’e´toile e´tant tre`s grande (cf. III.2.2), nous pouvons pre´sumer
que le ratio
s(λ)
ŝ(λ)
sera loin de la valeur 1 attendue, meˆme s’il est impossible de calculer the´oriquement
l’espe´rance et la variance de ce cube normalise´. Par conse´quent, nous pre´fe`rerons travailler par la suite
avec le cube non normalise´.
III.3.2 Moyenne non ponde´re´e
Nous supposons que la FSF varie spectralement de fac¸on suffisamment lente pour eˆtre conside´re´e
constante sur un court intervalle spectral. Cette hypothe`se est re´aliste dans le cas WFM sans OA, pour
lequel nous avons valide´ le mode`le line´aire de variation spectrale du parame`tre d’e´chelle du mode`le de
Moffat.
D’apre`s cette hypothe`se, le re´sultat de la moyenne spectrale d¯(x, y, λ¯), par groupes du cube de donne´es
bruite´es d a pour expression :
d¯(x, y, λ¯) =
1
Λ
∑
λ∼λ¯
d(x, y, λ) = s¯(λ¯) ·m(x, y, λ¯) + b¯(x, y, λ¯)
ou` s¯(λ¯) est le spectre de l’e´toile moyenne´ et b¯ le bruit moyenne´.
III.3.2.1 Estimation de la variance du bruit moyen
Le bruit moyen b¯ est le re´sultat de la moyenne spectrale groupe´e du bruit b additif gaussien, de
moyenne nulle et de variance σ2(x, y, λ). Il est donc e´galement additif gaussien, de moyenne nulle et
de variance σ¯2(x, y, λ¯). Cette nouvelle variance s’exprime en fonction de la premie`re :
σ¯2(x, y, λ¯) = Var
{
b¯(x, y, λ¯)
}
= Var
 1Λ∑
λ∼λ¯
b(x, y, λ)

=
1
Λ2
∑
λ∼λ¯
Var {b(x, y, λ)}
=
1
Λ2
∑
λ∼λ¯
σ2(x, y, λ)
La variance du bruit moyen est Λ fois plus petite que la variance moyenne du bruit d’origine.
La variance σ2 du bruit b, dont la vraie valeur est l’observation O(x, y, λ), est estime´e par les donne´es
bruite´es avec ciel dc(x, y, λ), qui sont une re´alisation de l’observation. Pour estimer la variance σ¯2 du
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bruit moyenne´, il suffit de remplacer, dans son expression, σ2 par son estimateur :
̂¯σ2(x, y, λ¯) = 1
Λ2
∑
λ∼λ¯
dc(x, y, λ)
Cet estimateur est non biaise´ :
E
{̂¯σ2(x, y, λ¯)} = E
 1Λ2 ∑
λ∼λ¯
dc(x, y, λ)

=
1
Λ2
∑
λ∼λ¯
E {dc(x, y, λ)}
=
1
Λ2
∑
λ∼λ¯
σ2(x, y, λ)
= σ¯2(x, y, λ¯)
et sa variance est environ Λ3 fois plus petite que celle de l’estimateur de la variance du bruit d’origine :
Var
{̂¯σ2(x, y, λ¯)} = Var
 1Λ2 ∑
λ∼λ¯
dc(x, y, λ)

=
1
Λ4
∑
λ∼λ¯
Var {dc(x, y, λ)}
=
1
Λ4
∑
λ∼λ¯
σ2(x, y, λ)
=
1
Λ4
∑
λ∼λ¯
Var
{
σ̂2(x, y, λ¯)
}
.
III.3.2.2 Estimation du spectre moyenne´
Lorsque l’on estime les parame`tres du mode`le de Moffat a` partir du cube moyenne´, il n’est pas
ne´cessaire de connaˆıtre le spectre de l’e´toile a` la re´solution MUSE mais seulement le spectre moyenne´
s¯(λ¯) =
∑
λ∼λ¯
s(λ). Si l’on suppose que la taille du cube e´tudie´ est suffisamment grande de telle sorte
que le flux nume´rique Φ̂m de la FSF vaut 1, alors le spectre moyenne´ est estime´ de la meˆme fac¸on que
pre´ce´demment, en remplac¸ant le cube d’origine par le cube moyenne´ :
̂¯s(λ¯) =∑
x,y
d¯(x, y, λ¯)
74 CHAPITRE III. ESTIMATION DE LA FSF
Cet estimateur est non biaise´ :
E
{̂¯s(λ¯)} = E{∑
x,y
d¯(x, y, λ¯)
}
= E
{∑
x,y
s¯(λ¯) ·m(x, y, λ¯) + b¯(x, y, λ¯)
}
= s¯(λ¯)
∑
x,y
m(x, y, λ¯) +
∑
x,y
E
{
b¯(x, y, λ¯)
}
= s¯(λ¯)
et sa variance est approximativement Λ fois plus petite que celle de l’estimateur du spectre complet :
Var
{̂¯s(λ¯)} = Var{∑
x,y
d¯(x, y, λ¯)
}
=
∑
x,y
Var
{
d¯(x, y, λ¯)
}
=
∑
x,y
σ¯2(x, y, λ¯)
=
1
Λ2
∑
x,y
∑
λ∼λ¯
σ2(x, y, λ)
=
1
Λ2
∑
λ∼λ¯
Var
{
ŝ(λ)
}
.
III.3.3 Moyenne ponde´re´e par la variance du bruit
Dans le cas de bruit non identiquement distribue´, il est souvent utile, lorsque l’on estime une
moyenne, de ponde´rer les donne´es par leur variance, afin de re´duire la variance d’estimation. Dans
notre cas, nous pouvons effectuer la moyenne spectrale d(x, y, λ¯) groupe´e du cube en ponde´rant chaque
pixel par la variance du bruit :
d(x, y, λ¯) =
∑
λ∼λ¯
1
σ2(x, y, λ)
−1∑
λ∼λ¯
d(x, y, λ)
σ2(x, y, λ)
=
∑
λ∼λ¯
1
σ2(x, y, λ)
−1 ∑
λ∼λ¯
s(λ) ·m(x, y, λ)
σ2(x, y, λ)
+
∑
λ∼λ¯
b(x, y, λ)
σ2(x, y, λ)

=
∑
λ∼λ¯
1
σ2(x, y, λ)
−1 m(x, y, λ¯)∑
λ∼λ¯
s(λ)
σ2(x, y, λ)
+
∑
λ∼λ¯
b(x, y, λ)
σ2(x, y, λ)

= s(x, y, λ¯) ·m(x, y, λ¯) + b(x, y, λ¯)
avec le « spectre » moyenne´
s(x, y, λ¯) =
∑
λ∼λ¯
1
σ2(x, y, λ)
−1∑
λ∼λ¯
s(λ)
σ2(x, y, λ)
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et le bruit moyenne´
b(x, y, λ¯) =
∑
λ∼λ¯
1
σ2(x, y, λ)
−1∑
λ∼λ¯
b(x, y, λ)
σ2(x, y, λ)
.
Le bruit b(x, y, λ¯) est de moyenne nulle et de variance
σ2(x, y, λ¯) =
∑
λ∼λ¯
1
σ2(x, y, λ)
.
On peut montrer que σ2(x, y, λ¯) ≤∑λ∼λ¯ σ(x, y, λ) ; une telle moyenne permet effectivement de re´duire
la variance du bruit par rapport a` la moyenne non ponde´re´e de la section III.3.2. La variance du bruit
peut eˆtre estime´e par
σ2(x, y, λ¯) =
∑
λ∼λ¯
1
σ̂2(x, y, λ)
dont il n’est pas aise´ d’estimer le biais et la variance.
Cependant, le principal proble`me de ce moyennage ponde´re´ vient du fait que l’on ne peut pas exploiter
la proprie´te´
∑
x,ym(x, y, λ¯) = 1 pour estimer le spectre de l’e´toile (e´ventuellement moyenne´). Nous
n’avons donc pas retenu cette me´thode de moyennage par la suite.
III.3.4 Re´sultats d’expe´rimentations
L’objectif est de ve´rifier si le moyennage spectral non ponde´re´ du cube apporte une ame´lioration
de l’estimation des variables de nuisance, a` savoir le spectre de l’e´toile et la variance du bruit. Pour
cela, nous comparons les performances d’estimation de la FSF a` toutes les longueurs d’onde, a` partir
d’un cube ide´al bruite´ non moyenne´ et a` partir d’un cube moyenne´, dont la FSF est un mode`le de
Moffat.
III.3.4.1 Influence du spectre et de la variance
Le Tab. III.4 te´moigne de l’influence de l’estimation du spectre de l’e´toile et de la variance du bruit
sur les performances d’estimation de la FSF.
Si ces deux parame`tres de nuisance e´taient parfaitement connus, il serait possible d’atteindre des indices
d’erreur ε¯2 particulie`rement bas, meˆme pour des RSB ne´gatifs, graˆce a` la nature hyperspectrale des
donne´es.
En estimant ces variables a` partir des donne´es, on constate que l’estimateur empirique de la variance
σ̂(x, y, λ) pre´sente´ au paragraphe III.3.2 donne toujours de meilleurs re´sultats qu’en supposant un
bruit stationnaire de variance σ20 , mais ces re´sultats sont tre`s insuffisants pour un RSB faible.
Le moyennage spectral des donne´es ame´liore de fac¸on significative les performances d’estimation, en
particulier pour les RSB ne´gatifs ou` l’indice ε¯2 est divise´ par un facteur 10 environ. Seul le cas d’un
RSB tre`s e´leve´ est de´grade´ par le moyennage spectral. Cela est duˆ a` une erreur de mode`le car on
suppose, en effectuant le moyennage spectral, que la FSF est constante pour toutes les longueurs
d’onde λ ∼ λ¯, ce qui n’est qu’une approximation.
III.3.4.2 Impact du moyennage spectral
Nous comparons les indices d’erreur d’estimation de la FSF par maximum de vraisemblance (ML)
(§ III.2) obtenus a` partir de deux cubes de donne´es, l’un e´tant un cube de donne´es bruite´ original,
l’autre ayant subi un moyennage spectral non ponde´re´ sur Λ = 40 longueurs d’onde.
La Fig. III.6 re´ve`le que les performances obtenues avec moyennage spectral sont incontestablement
meilleures que les pre´ce´dentes, en particulier pour les RSB ne´gatifs. Dans le cas particulier d’un
RSB relativement e´leve´, supe´rieur a` 10, les re´sultats des deux me´thodes sont tre`s similaires ; ainsi
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Magnitude 19 21 23
RSB [dB] 18.80 3.00 −12.96
spectre et variance connus s(λ) & σ(x, y, λ) 0.04% 0.11% 0.73%
variance constante (i.i.d.) ŝ(λ) & σ0 0.11% 3.63% 70.67%
estimateurs empiriques ŝ(λ) & σ̂(x, y, λ) 0.04% 2.35% 47.15%
moyennage spectral Λ = 20 ̂¯s(λ¯) & ̂¯σ(x, y, λ¯) 0.073% 0.38% 6.21%
moyennage spectral Λ = 60 ̂¯s(λ¯) & ̂¯σ(x, y, λ¯) 0.067% 0.39% 3.49%
Tab. III.4 – Influence de l’estimation du spectre de l’e´toile et de la variance du bruit sur l’estimation
de la FSF. Indices d’erreur ε¯2(θ̂) calcule´s a` Haute Re´solution spatiale, pour diffe´rentes magnitudes
d’e´toiles / diffe´rents RSB, pour diffe´rentes valeurs du spectre et de la variance du bruit (valeurs vraies
/ estime´es).
le moyennage spectral n’est pas utile dans ce cas, mais ne de´grade pas de manie`re significative les
performances.
Un e´le´ment crucial est la limite en puissance du bruit ou en brillance de l’e´toile au dela` de laquelle
l’estimation n’est plus raisonnablement fiable. En prenant comme crite`re le RSB en dessous duquel
l’indice ε¯2 de´passe 20%, alors l’estimation avec moyennage spectral est possible jusqu’a`−21 dB environ,
soit une magnitude d’e´toile de 24, contre −5 dB / 22 pre´ce´demment. Il s’agit d’un gain conside´rable
en performances, qui de´pend ne´anmoins de la valeur du parame`tre de moyenne Λ.
III.3.5 Choix de l’intervalle moyenne´
Comme cela a de´ja` e´te´ e´voque´ par le Tab III.4, le parame`tre Λ correspond au nombre de longueurs
d’onde conse´cutives sur lesquelles s’effectue le moyennage spectral. Il influence les performances de
l’estimation de la FSF. En effet, plus Λ est e´leve´ et plus la variance d’estimation du spectre et de
la variance du bruit est re´duite par rapport a` celle des estimateurs du cube original. Par contre,
l’hypothe`se selon laquelle la FSF est constante spectralement sur l’intervalle moyenne´ devient de
moins en moins valable lorsque Λ augmente. Il s’agit donc de trouver un compromis entre la validite´
du mode`le et le gain en terme d’estimation des parame`tres de nuisance.
Le Tab. III.5 rassemble les indices d’erreur ε¯2 a` haute re´solution, obtenus pour l’estimation a` partir
d’un cube de donne´es non moyenne´ (1e`re ligne) ou moyenne´ pour diffe´rentes valeurs du parame`tre Λ,
en fonction du rapport signal sur bruit.
Dans le cas de donne´es tre`s faiblement bruite´es (RSB> 10 dB), les indices d’erreur sont faibles et a`
peu pre`s e´quivalents pour toutes les valeurs du parame`tre Λ. Les meilleurs re´sultats sont obtenus sans
moyennage, car l’estimation des parame`tres de nuisance est de bonne qualite´.
En dessous d’un RSB de 10 dB, le moyennage spectral est utile et ame´liore les performances. Pour les
donne´es qui restent relativement peu bruite´es, les meilleurs re´sultats sont obtenus pour Λ ∈ [20 : 200],
les performances restant assez stables sur cette large plage.
Pour les donne´es fortement bruite´es, a` RSB ne´gatif, il est pre´fe´rable d’utiliser les plus grandes valeurs
de Λ possibles, entre 400 et 1000, le gain en pre´cision e´tant tre`s important.
Pour conclure, si l’on ne connaˆıt pas la qualite´ des donne´es que l’on utilise, la plage optimale de Λ est
de 200 a` 400, sauf en cas d’e´toile extreˆmement faible ou` il faut choisir un Λ supe´rieur a` 400. En effet,
l’ame´lioration des re´sultats obtenue pour les donne´es tre`s bruite´es est supe´rieure a` la de´gradation de
celles moins bruite´es, tant en terme de moyenne des indices ε2 sur l’ensemble des longueurs d’onde
que sur les valeurs maximales. Le temps de calcul est par ailleurs conside´rablement re´duit.
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Le´gende : estimation a` partir de :
[−] cube d || [−+−] cube moyenne´ d¯ || [− ×−] image d(λ)
Indices d’erreurs [−] ε2, ε1 et ε∞ || [−−] ε2,max, ε1,max et ε∞,max
Haute Re´solution
ε2 ε1 ε∞
−60 −40 −20 0 20
10−2
100
−60 −40 −20 0 20
10−2
100
−60 −40 −20 0 20
10−2
100
RSB [db] RSB [db] RSB [db]
Haute Re´solution (zoom)
ε2 ε1 ε∞
0 10 20 30
10−3
10−2
0 10 20 30
10−3
10−2
0 10 20 30
10−3
10−2
RSB [db] RSB [db] RSB [db]
Fig. III.6 – Comparaison des performances d’estimation de la FSF a` partir d’un cube bruite´ MUSE
[noir] et d’un cube moyenne´ [rouge] par un facteur Λ = 40. Indices d’erreurs en fonction du rapport
signal sur bruit des donne´es bruite´es. Moyenne des re´sultats obtenus sur les 3 positions sub-pixellaires
de l’e´toile.
III.4 Estimation jointe
Dans les paragraphes III.2 et III.3, nous avons estime´ le spectre de l’e´toile s(λ) a` partir des donne´es
puis le vecteur d’hyper-parame`tres θ pour cette valeur de ŝ(λ). Dans cette partie, nous allons estimer
conjointement θ et s(λ).
Nous avons vu pre´ce´demment qu’en connaissant ou en estimant s(λ) a` partir des donne´es bruite´es par
ŝ(λ) =
∑
x,y d(x, y, λ), il est possible d’estimer θ en minimisant l’anti-log-vraisemblance par rapport a` θ
(e´quation III.3). Cependant, il est le´gitime de chercher a` estimer s(λ) par maximum de vraisemblance.
Cela revient a` estimer conjointement les parame`tres θ et s(λ) par maximum de vraisemblance jointe,
soit a` minimiser l’anti-log-vraisemblance jointe (NLJL) :
NLJL(s(λ),θ|D) =
∑
xy
(d(x, y, λ) − s(λ) ·m(x, y, λ,θ))2
σ2x,y,λ
(III.4)
On constate que cette fonction est quadratique en s(λ) pour θ fixe´. On peut donc, pour θ fixe´, obtenir
une solution explicite du spectre en minimisant cette fonction :
s(λ)MC = argmin
s(λ)
NLJL(s(λ),θ|D) = 1∑
x,y
m2(x,y,λ,θ)
σ2(x,y,λ)
∑
x,y
m(x, y, λ,θ)d(x, y, λ)
σ2(x, y, λ)
(III.5)
Une premie`re manie`re de minimiser la NLJL conjointement par rapport a` s(λ) et θ consiste a` faire
une minimisation alterne´e, dont la structure est de´crite par le Tab. III.6.
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Magnitude 18 19 21 23 24 25
SNR (dB) 26.46 18.80 3.00 −12.96 −20.96 −28.96
Λ = 1 0.052% 0.043% 2.35% 47.15% > 3200% > 4900%
Λ = 20 0.021% 0.073% 0.38% 6.21% 26.71% 59.83%
Λ = 40 0.021% 0.072% 0.39% 4.02% 18.04% 47.37%
Λ = 60 0.022% 0.067% 0.39% 3.49% 12.51% 41.20%
Λ = 80 0.022% 0.064% 0.42% 2.53% 10.84% 69.38%
Λ = 100 0.022% 0.057% 0.38% 2.44% 9.02% 89.91%
Λ = 200 0.025% 0.055% 0.40% 2.13% 6.99% 114.22%
Λ = 400 0.040% 0.059% 0.48% 1.85% 6.41% 98.11%
Λ = 1000 0.077% 0.074% 0.81% 2.53% 5.64% 20.20%
Tab. III.5 – Erreur d’estimation ε2 en haute re´solution, pour diffe´rentes valeurs du parame`tre Λ de
moyennage spectral et diffe´rentes magnitudes d’e´toiles. [italique / gras] valeur de ε¯2 la plus e´leve´e
/basse a` un RSB donne´.
1. Estimation de la variance σ̂2(x, y, λ) a` partir du cube de donne´es bruite´es dc contenant le ciel.
2. Initialisation du spectre s(λ)(0) par calcul du flux des donne´es bruite´es d a` chaque longueur
d’onde.
3. Initialisation des parame`tres θ(0) a` partir du cube normalise´ par le spectre s(λ)(0) (voir III.2.3.1).
4. Ite´ration k :
– Calcul des parame`tres θ(k) par minimisation de la NLJL (e´quation III.4) pour s(λ) =
s(λ)(k−1) et σ̂2(x, y, λ) fixe´s.
– Calcul du spectre de l’e´toile s(λ) minimisant la NLJL de l’e´quation III.4 en utilisant l’ex-
pression III.5, pour θ = θ(k).
Tab. III.6 – Algorithme d’estimation jointe de la FSF et du spectre de l’e´toile par minimisation
alterne´e.
Notons que cet algorithme peut eˆtre applique´ sur un cube moyenne´ spectralement. Le spectre mis
a` jour par maximum de vraisemblance est alors le spectre moyenne´ s¯(λ¯). En pratique, ce sche´ma
d’estimation converge en peu d’ite´rations (typiquement moins de 10).
La Fig. III.7 compare, par l’indice d’erreur ε¯2 calcule´ en haute re´solution, les performances d’esti-
mation jointe par processus ite´ratif a` celles du processus sans ite´ration, pour diffe´rentes valeurs du
facteur Λ de moyennage spectral. Les re´sultats, quantifie´s par les autres indices d’erreur, sont tout a`
fait similaires.
L’estimation par maximum de vraisemblance jointe e´vite les re´sultats aberrants que l’on obtient avec
l’estimation par maximum de vraisemblance simple en dessous de −37 dB (l’absence de point a` certains
RSB signifie que le re´sultat n’a pas pu eˆtre exploite´). Ne´anmoins, sur cet intervalle, l’indice d’erreur
ε¯2 obtenu avec cette me´thode avoisine 100%. La FSF estime´e est alors inexploitable.
Pour un RSB supe´rieur a` −37 dB, l’estimation jointe fournit des re´sultats le´ge`rement meilleurs que
l’estimation simple. En effet, les indices d’erreur ε¯2 obtenus avec 10 ite´rations sont presque toujours
infe´rieurs a` ceux obtenus avec la me´thode pre´ce´dente. L’ame´lioration est plus perceptible lorsque le
bruit est important car celui-ci perturbe davantage l’estimation du spectre. Donc l’ame´lioration pro-
gressive de l’estimation du spectre est d’autant plus utile qu’il y a beaucoup de bruit.
Si cette me´thode d’estimation jointe par processus ite´ratif ne semble pas repousser la limite en magni-
tude jusqu’a` laquelle il est possible d’estimer la FSF, elle ame´liore la qualite´ des re´sultats qui e´taient
de´ja` fiables sans ite´ration ainsi que la connaissance du spectre.
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ε¯2 en e´chelle logarithmique
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Fig. III.7 – Performances d’estimation jointe de la FSF et du spectre de l’e´toile par maximum de
vraisemblance avec algorithme ite´ratif pour I = 10 ite´rations, sur des cubes moyenne´s d’un facteur
Λ = 40, 400 ou 1000, en fonction du RSB. Comparaison aux performances de l’estimation par ML
simple avec les meˆmes facteurs.
Une seconde me´thode pour estimer conjointement le spectre et la FSF serait d’inte´grer le crite`re par
rapport a` s(λ). En effet, puisque l’estimateur du spectre a une expression explicite en fonction de θ, il
est possible de remplacer le spectre par son estimateur dans l’expression de l’anti-log-vraisemblance.
Ainsi, plutoˆt que de minimiser alternativement NLJL(θ, s(λ)|D) par rapport a` s(λ) et θ, on pre´fe`re
minimiser :
K(θ) = argmin
s(λ)
NLJL(θ, s(λ)|D) =
∑
xy
(d(x, y, λ) − s(λ)MC ·m(x, y, λ,θ))2
σ2x,y,λ
avec s(λ)MC donne´ par l’e´quation III.5.
La faiblesse de ces deux me´thodes d’estimation par maximum de vraisemblance re´side ne´anmoins
dans l’existence potentielle de minima locaux pour les crite`res a` minimiser, dus a` la non-line´arite´
en les parame`tres du mode`le d’observation. Ainsi, les re´sultats obtenus sont de´pendants de la valeur
initiale fournie a` l’algorithme de minimisation. Un travail supple´mentaire consisterait a` ame´liorer cette
initialisation, mais rien ne permettrait cependant de garantir que le minimum global serait atteint.
III.5 Estimation par espe´rance a posteriori
Pour estimer les parame`tres θ = [α0, α1, β0, x0, y0], nous proposons de recourir aux me´thodes de
simulation de Monte-Carlo, qui constituent une alternative efficace aux me´thodes d’optimisation, pour
pallier le proble`me des minima locaux. Pour cela, nous allons de´finir un cadre baye´sien en de´finissant
les lois a priori des parame`tres. Le principe des simulations de Monte-Carlo est de simuler un grand
nombre d’e´chantillons des parame`tres θ suivant la loi a posteriori, puis d’estimer ces parame`tres par
l’espe´rance de la loi a posteriori (note´e PM). Dans un premier temps, nous supposons le spectre de
l’e´toile et la variance du bruit connus ou estime´s a` partir des donne´es.
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III.5.1 Mode`le baye´sien
De´finir un cadre baye´sien consiste a` ajouter aux informations disponibles a` travers la vraisemblance,
certaines contraintes parfois d’origine physique aux parame`tres que l’on e´tudie, sous la forme de lois
de probabilite´ a priori.
III.5.1.1 Vraisemblance
Nous nous plac¸ons comme pre´ce´demment dans le cadre de la vraisemblance gaussienne. Comme le
de´taille le paragraphe III.1, le mode`le des donne´es bruite´es s’e´crit sous la forme d’un spectre d’e´toile
convolue´ par la FSF, auquel s’ajoute un bruit gaussien. La vraisemblance gaussienne des donne´es a
alors l’expression (III.2).
III.5.1.2 Lois a priori
Les lois a priori contiennent des informations qui permettent de contraindre les valeurs des variables
en fonction du proble`me e´tudie´. Nous avons choisi d’associer aux variables des lois peu informatives,
ne prenant en compte que des limites physiques :
- parame`tre α0 : D’apre`s l’e´volution du parame`tre α e´tudie´e dans le Chapitre II et le mode`le que
nous utilisons ici, l’ordonne´e a` l’origine α0 du parame`tre de taille est positif. Aussi, nous avons
choisi de le de´crire suivant une loi uniforme positive :α0 ∼ U[0;10 αi0] (cf. III.2.3.1).
Nous pourrions e´galement le de´finir par une loi normale α0 ∼ N+(0, r) ou une loi inverse-gamma
α0 ∼ IG(a, b) mais il est plus de´licat de re´gler les parame`tres r ou (a, b) que dans le cas d’une
loi uniforme.
- parame`tre α1 : La traverse´e de l’atmosphe`re e´tant moins favorable aux faibles longueurs d’onde,
la pente α1 du parame`tre de taille en fonction de la longueur d’onde est ne´gative. Nous le
de´crivons par une loi uniforme pour des valeurs ne´gatives : α1 ∼ U[10 αi1;0].
- parame`tre β0 : Pour que la fonction de Moffat de´finissant le mode`le soit inte´grable, il faut que
le parame`tre de forme β0 soit strictement supe´rieur a` 1. Aussi, nous avons choisi une loi inverse
gamma de´cale´e : β0 = 1 + β
′ avec β′ ∼ IG(αb, βb).
Une autre possibilite´ serait une loi normale positive de moyenne 1 : β0 ∼ N+(1, rb).
- positions x0, y0 : Nous supposons que la position de l’e´toile (x0, y0) est proche de la position
de´termine´e par l’initialisation. Nous la de´crivons donc par une loi normale de moyenne la valeur
initiale et de faible variance : x0 et y0 ∼ N (xi0 ou yi0, rxy).
Par ailleurs, nous travaillons avec des donne´es extraites d’un cube hyperspectral dans lequel se
trouve une e´toile. La position de l’e´toile (x0, y0) appartient donc a` l’intervalle de la taille du cube
en pixels. Nous pourrions donc choisir une loi uniforme x0 et y0 ∼ U[1;N ] ou une loi triangulaire
x0 ∼ Λ(1,xi0,N)(x0) centre´e en x
i
0 ou y
i
0 et de´finie sur l’intervalle [1;N ].
Notons qu’en raison des lois a priori que nous avons choisies, les parame`tres a` re´gler sont Θ =[
αi0, α
i
1, x
i
0, y
i
0, αb, βb, rx, ry
]
. Pour cela, nous nous sommes servis des valeurs initiales de chaque pa-
rame`tre θi =
[
αi0, α
i
1, β
i
0, x
i
0, y
i
0
]
que nous avions calcule´ dans le cas de l’estimation par maximum de
vraisemblance. Les parame`tres (αb, βb) ont e´te´ re´gle´s de manie`re a` favoriser les valeurs entre 1 et 4.
Nous e´mettons l’hypothe`se que tous les parame`tres du vecteur θ sont inde´pendants. En conse´quence,
la loi de probabilite´ a priori du vecteur θ s’exprime comme le produit de la loi de probabilite´ de
chaque parame`tre : p(θ) =
∏
k p(θk).
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III.5.1.3 Loi a posteriori
La loi de Bayes [IDI 01] permet d’exprimer la loi a posteriori p(θ|D) en fonction de la vraisemblance
p(D|θ) et des lois a priori p(θ) et p(D) :
p(θ|D) = p(D|θ)p(θ)
p(D)
(III.6)
En remplac¸ant la vraisemblance gaussienne et les probabilite´s a priori par leurs expressions, on ob-
tient17 :
p(θ|D) = p(D|θ) · p(α0)p(α1)p(β0)p(x0)p(y0)
=
1√
2π
NxNyNλ
√
detΓ
exp
(
−1
2
‖D − s(λ) ·m(x, y, λ,θ)‖2
Γ
−1
)
.
1
10 αi0
1[0;10 αi0]
(α0)
.
1
10 αi1
1[10 αi1;0]
(α1)
.
βαb−1b
Γ(αb)
(β − 1)αb−1 exp
( −βb
(β − 1)
)
.
1√
2πrx
exp
(
−(x0 − x
i
0)
2
2rx
)
.
1√
2πry
exp
(
−(y0 − y
i
0)
2
2ry
)
.
Le principe de l’estimation par espe´rance a posteriori par me´thode de Monte-Carlo consiste a` ge´ne´rer
des re´alisations de θ suivant cette loi a posteriori et a` calculer la moyenne empirique de ces P
re´alisations :
θ̂ =
1
P
P∑
k=1
θ(k).
Par ailleurs, la variance de ces e´chantillons fournit des barres d’erreur, utiles pour e´valuer la fiabilite´
des re´sultats.
Cette loi a posteriori n’a pas de structure particulie`re a` exploiter pour ge´ne´rer les re´alisations des
parame`tres. En effet, les lois a posteriori conditionnelles de chaque parame`tre ne correspondent pas
a` des lois classiques, ce qui pourrait eˆtre exploite´ par un e´chantillonneur de Gibbs, comme ce sera le
cas dans le Chapitre IV. Nous nous tournons plutoˆt vers l’algorithme de Metropolis-Hastings, dans sa
version vectorielle.
III.5.2 Me´thode d’e´chantillonnage de Metropolis-Hastings a` marche ale´atoire
L’algorithme de Metropolis-Hastings, dont le principe est pre´sente´ dans le Tab. III.7, permet de
ge´ne´rer des e´chantillons θ distribue´s suivant une loi cible π, a` partir d’e´chantillons ge´ne´re´s suivant une
loi de proposition Q. Cette loi, e´galement appele´e loi instrumentale, est souvent syme´trique, comme
dans le cas d’une loi normale, ce qui simplifie le calcul de la valeur de test. Notons que les lois π et Q
(si cette dernie`re est asyme´trique) doivent eˆtre simplement connues a` un facteur pre`s. Dans le cas ou`
la loi de proposition de´pend de l’e´chantillon, cas que nous utilisons ici, alors les e´chantillons ge´ne´re´s
suivant Q forment une chaˆıne de Markov, que l’on appelle une marche al´eatoire.
17Γ(αb) de´signe ici la fonction Gamma en αb et non la matrice de variance du bruit.
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Pour ge´ne´rer des e´chantillons distribue´s suivant la loi cible π :
– ge´ne´rer ale´atoirement ou de fac¸on de´terministe θ(0),
– pour chaque ite´ration n :
– ge´ne´rer un e´chantillon θ⋆ suivant la loi de proposition Q(·|θn−1)
– ge´ne´rer un e´chantillon u suivant la loi uniforme U[0;1]
– si u ≤ min
(
1, π(θ
⋆)Q(θn−1|θ⋆)
π(θn−1)Q(θ⋆|θn−1)
)
alors θn = θ⋆
sinon θn = θn−1.
Tab. III.7 – Algorithme de Metropolis-Hastings, d’apre`s [DOU 05].
Nous avons choisi de ge´ne´rer le vecteur candidat suivant la loi de proposition gaussienne θ⋆ ∼
N (θ(n−1), s) avec s les variances respectives des lois de proposition des cinq parame`tres a` ge´ne´rer.
Une autre possibilite´ est de ge´ne´rer les e´chantillons par une loi triangulaire Λ(θ(pn−1), r) centre´e en
θ(pn−1) avec r la largeur (triangle de´fini sur [µ− r, µ+ r]).
Afin d’explorer d’avantage l’espace des variables, on peut ge´ne´rer a` fre´quence connue, un e´chantillon
des parame`tres sur une loi plus large, et dans le cas d’une loi gaussienne, avec un e´cart-type beaucoup
plus grand. Ce processus n’alte`re pas la qualite´ de l’estimation car les e´chantillons peu probables sont
rejete´s.
III.5.3 Estimation conjointe du spectre de l’e´toile et de la FSF
Comme dans le cas de l’estimation par maximum de vraisemblance, on peut s’attendre a` une
ame´lioration de l’estimation si l’on estime les parame`tres de nuisance (en particulier le spectre de
l’e´toile) conjointement aux parame`tres de la FSF.
Il est possible d’adapter le processus d’estimation ite´rative de la FSF vu au paragraphe III.4 au cas
d’estimation par espe´rance a posteriori (PM). A l’issue de l’estimation des parame`tres par PM, le
spectre approximativement calcule´ lors de l’initialisation, est calcule´ a` nouveau par moindres carre´s.
Cet enchaˆınement est re´pe´te´ plusieurs fois, ce qui permet d’ame´liorer successivement l’estimation des
parame`tres et du spectre. Meˆme si ce processus n’est pas cohe´rent dans un cadre d’estimation par
espe´rance a posteriori, il est simple a` mettre en œuvre.
Pour conserver une estimation par espe´rance a posteriori, il faudrait e´chantillonner conjointement le
spectre et les parame`tres du mode`le de FSF. Le principal inconve´nient d’une telle approche vient de
la dimension de l’espace des parame`tres qui est largement augmente´. Notons que pour une loi a priori
gaussienne du spectre, la loi a posteriori du spectre conditionnellement aux autres parame`tres est
e´galement gaussienne donc simple a` e´chantillonner. Cette proprie´te´ pourrait eˆtre exploite´e pour un tel
sche´ma d’e´chantillonnage.
Une autre solution consisterait a` inte´grer le spectre de l’e´toile hors du proble`me, comme cela a e´te´ fait
dans [DOU 01]. Ainsi, pour un a priori gaussien du spectre, il est aise´ de calculer la loi a posteriori
p(θ|D) par marginalisation de p(θ, {s(λ)}λ |D). On pourrait alors e´chantillonner suivant cette loi
a posteriori marginale, ce qui permettrait a` la fois d’avoir un espace de parame`tre de faible dimension
et de prendre en compte de fac¸on cohe´rente les parame`tres {s(λ)}λ dans cette estimation (cf. an-
nexe D.2). Notons que cet estimateur est asymptotiquement identique a` celui obtenu en e´chantillonnant
conjointement le spectre et les parame`tres du mode`le. Toutefois, la vitesse de convergence peut diffe´rer
entre les deux me´thodes.
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III.5.4 Re´sultats d’expe´rimentations
L’objectif est de comparer les performances d’estimation de la FSF par espe´rance a posteriori
(PM) avec une ou plusieurs ite´rations, par rapport aux re´sultats obtenus par ML et ML ite´ratif.
Les donne´es sont les meˆmes que celles des paragraphes III.2.3 et III.3.4.2 ; ce sont des simulations de
cubes ide´aux bruite´s d’observation d’une e´toile isole´e, suivant le mode`le pre´ce´demment e´tabli III.1.3.
Les valeurs des parame`tres θ sont initialise´es de la meˆme fac¸on que pre´ce´demment. On ge´ne`re ensuite
un grand nombre d’e´chantillons (10 000) selon l’algorithme de Metropolis-Hastings (MH) par marche
ale´atoire afin d’approcher la loi a posteriori. On en conserve uniquement la seconde moitie´ (pe´riode
de burn-in) afin d’assurer l’inde´pendance des e´chantillons vis-a`-vis de l’initialisation. Les parame`tres
sont estime´s par l’espe´rance de cette loi en calculant la moyenne des e´chantillons.
Comme dans les sections pre´ce´dentes, on calcule l’erreur quadratique moyenne ε¯2 entre la vraie FSF
en haute re´solution et la FSF estime´e pour quantifier la qualite´ des re´sultats.
D’apre`s la figure III.8 (a), l’estimation par espe´rance a posteriori donne des indices d’erreur similaires,
tre`s le´ge`rement supe´rieurs a` ceux obtenus par estimation ite´rative par maximum de vraisemblance. Ces
re´sultats sont plutoˆt satisfaisants. Ils de´pendent des re´glages des loi a priori, de la loi de proposition
de la marche ale´atoire ainsi que de la dure´e du burn-in et du nombre total d’e´chantillons.
Ici, les parame`tres de la marche ale´atoire ont e´te´ re´gle´s de fac¸on a` accepter environ un quart des
e´chantillons. La pe´riode de burn-in correspond a` la premie`re moitie´ des e´chantillons (conforme´ment
aux recommandations de Gelman and Shirley ([BRO 11]-chap.6)). Le nombre total d’e´chantillons a
e´te´ fixe´ visuellement afin d’atteindre la convergence.
L’estimation jointe de la FSF et du spectre donne des re´sultats moins bons lorsque il y a peu de bruit,
ceci pouvant eˆtre explique´ par le fait que les parame`tres de burn − in et du nombre d’e´chantillons
n’ont pas e´te´ ajuste´s. Par ailleurs, l’erreur ne semble pas diminuer au cours des ite´rations, rendant ce
processus inutile. Ce processus mixte semble uniquement utile lorsque le bruit est important.
III.6 Synthe`se des me´thodes d’estimation du spectre
Dans la section III.3.4, nous avons constate´ l’impact de la me´connaissance du spectre de l’e´toile sur
l’estimation de la FSF. En effet, celle-ci ne´cessite ce spectre, alors estime´ a` partir du flux des donne´es
bruite´es. Nous avons indique´, dans les paragraphes pre´ce´dents, plusieurs me´thodes pour estimer le
spectre de l’e´toile et pour re´duire sa variance d’estimation.
– Dans la section III.2, le spectre est estime´ a` partir du cube de donne´es par le flux total rec¸u
a` chaque longueur d’onde ŝ(λ) =
∑Nx
x=1
∑Ny
y=1 f(x, y, λ) (spectre servant pour l’initialisation de
l’estimation de la FSF par ML).
– Dans la section III.3, nous proposons une me´thode pour minimiser l’impact de la variance
d’estimation du spectre, en travaillant non plus avec le spectre de l’e´toile s(λ) a` la re´solution
spectrale MUSE, mais avec un spectre moyenne´ s¯(λ¯) dont la variance d’estimation est re´duite.
Le spectre pour toute longueur d’onde peut alors eˆtre estime´ par moindres carre´s ponde´re´s a` la
fin du processus d’estimation de la FSF, a` partir du cube de donne´es et du mode`le estime´.
– Enfin, le spectre peut eˆtre estime´ conjointement aux parame`tres du mode`le de la FSF, par
maximum de vraisemblance, en utilisant le processus ite´ratif pre´sente´ dans la section III.4.
Cette me´thode peut eˆtre applique´e aussi bien sur le cube de donne´es d que sur le cube moyenne´
d¯.
Ainsi, nous pouvons nous demander quelles sont les performances d’estimation du spectre a` l’e´chantil-
lonnage spectral MUSE en utilisant ces diffe´rentes me´thodes. La Fig. III.9 compare les spectres estime´s
pour diffe´rentes magnitudes d’e´toiles, graˆce aux me´thodes rappele´es ci-dessus. Les re´sultats obtenus
par estimation conjointe du spectre de l’e´toile et de la FSF sont meilleurs que ceux obtenus lors
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de l’initialisation par simple calcul du flux, car il y a un apport d’information supple´mentaire via
la FSF. Cette me´thode d’estimation conjointe est uniquement efficace si le RSB est e´leve´. Dans le
cas contraire, l’estimation du spectre de l’e´toile est tre`s bruite´e, en particulier a` cause du spectre du
ciel qui participe au bruit. On voit de fortes erreurs d’estimation du spectre de l’e´toile a` certaines
longueurs d’onde correspondant a` des raies du ciel. Ne´anmoins, si l’on souhaite utiliser cette me´thode,
on constate qu’il n’est pas ne´cessaire d’estimer la FSF a` partir du cube entier (Fig. III.9 – 2e`me ligne).
Au contraire, l’estimation de la FSF a` partir d’un cube moyenne´, suivie de l’estimation du spectre de
l’e´toile par MC sur le cube entier, donne de meilleurs re´sultats (Fig.III.9 – 3e`me ligne).
III.7 Estimation a` partir d’une e´toile non isole´e
Les me´thodes et les tests pre´sente´s pre´ce´demment supposent qu’il est possible d’extraire des
donne´es le sous-cube d’une e´toile isole´e. Cette hypothe`se, ne´cessaire a` l’e´criture du mode`le direct,
est re´aliste mais n’est pas force´ment ve´rifie´e dans le cas d’un champ d’observation, par exemple. Le
cube extrait peut contenir une autre e´toile, ou un objet e´tendu moins lumineux. Il est donc crucial de
mesurer la capacite´ a` estimer la FSF a` partir d’une e´toile qui n’est pas parfaitement isole´e.
III.7.1 Donne´es
Nous disposons de donne´es issues de QSIM, le simulateur simplifie´ de donne´es MUSE, contenant
plusieurs types d’objet, que l’on peut observer dans la Fig. III.10 et dont les magnitudes sont pre´cise´es
dans le Tab. III.8.
Obj mag(V) mag(I)
STAR-01 2 22.94 21.12
STAR-02 3 24.85 23.03
LYA-OVERLAP-02 16 28.22 28.15
Tab. III.8 – Magnitude des objets extraits des donne´es de re´fe´rence QSIM, dans les bandes V (visible)
et I (infrarouge) du spectre e´lectromagne´tique.
L’e´toile n˚ 3 appele´e ’STAR-02’ est relativement isole´e car elle est assez e´loigne´e de ses plus proches
voisins n˚ 4 et n˚ 10. Par contre, l’e´toile ’STAR-01’ est tre`s proche d’un e´metteur Lyman-α (objet n˚ 16),
tous deux illustre´s par la Fig. III.12, ce qui peut parasiter l’estimation de la FSF. En comparant
l’amplitude des spectres de ces deux objets sur la Fig. III.11, on constate que le spectre de l’e´metteur
Lyman-α est plus faible d’un facteur 100 environ que le spectre de l’e´toile ’STAR-01’ sur la quasi-
totalite´ des longueurs d’onde, sauf autour d’un pic d’e´mission situe´ entre 500 nm et 550 nm. Sur cet
intervalle, les deux spectres ont le meˆme ordre de grandeur. L’intensite´ des deux spectres, quantifie´e
par leur magnitude (cf. Tab. III.8), diffe`re de 5 magnitudes environ dans la bande V.
III.7.2 FSF de re´fe´rence
La FSF utilise´e pour simuler ces donne´es est une fonction de Moffat circulaire, constante dans le
champ, de parame`tre β constant de valeur connue β = 2.5 et de parame`tre α variable en longueur
d’onde suivant une loi de puissance λ−
1
5 . Il y a donc force´ment une erreur de mode`le entre la variation
de α et notre mode`le line´aire.
Ces valeurs de α constituent notre re´fe´rence pour e´valuer les performances d’estimation de la FSF a`
partir d’une e´toile non isole´e (cf. Fig. III.14).
18L’indice d’erreur utilise´ ici est de´fini par ǫ2 =
P
λ(s(λ)−
ds(λ))2P
λ s
2(λ)
.
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Fig. III.8 – Performances d’estimation en fonction du rapport signal sur bruit du cube exprime´ en
dB. Comparaison des 4 me´thodes : estimation de la FSF par maximum de vraisemblance (ML), ML
jointe par algorithme ite´ratif, par espe´rance de la loi a posteriori (PM), par PM ite´rative. Parame`tres
the´oriques et estime´s (excepte´ x0 : re´sultats similaires a` ceux de y0), associe´s aux barres d’erreur
e´value´es. L’e´toile est positionne´e sur le quart d’un pixel. Pour chaque niveau de RSB teste´, le cube
est moyenne´ par groupes de Λ = 100 dans les 3 RSB positifs, par groupe de Λ = 400 pour le RSB
ne´gatif, ce qui correspond dans tous les cas a` un Λ optimal.
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Fig. III.9 – Performances d’estimation18 du spectre d’une e´toile isole´e. Spectre original [rouge], spectre
estime´ [noir]. En fonction du RSB des donne´es, par diffe´rentes me´thodes. 1e`re ligne : estimation par
calcul du flux des donne´es bruite´es, spectre utilise´ pour l’initialisation de l’estimation de la FSF par
ML. 2e`me ligne : spectre estime´ conjointement a` la FSF par maximum de vraisemblance jointe sur 10
ite´rations. 3e`me ligne : idem, a` partir d’un cube moyenne´ spectralement.
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Fig. III.10 – Donne´es QSIM de re´fe´rence utilise´e pour l’estimation de la FSF a` partir d’une e´toile
non isole´e. Image en lumie`re blanche du cube hyperspectral simule´, contenant 17 objets nume´rote´s.
Simulations dans le cas du WFM sans AO, pour une dure´e d’inte´gration de 10 heures, avec un seeing
s = 0.8”.
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Fig. III.11 – Spectres des objets extraits des donne´es de re´fe´rence QSIM, en fonction de la longueur
d’onde, en e´chelle logarithmique.
(a) Lumie`re blanche (b) 504 nm (c) 764 nm
Fig. III.12 – Illustration du cube de donne´es extrait des donne´es QSIM, en lumie`re blanche (a), a`
504 nm (b) qui correspond au pic d’e´mission de l’e´metteur Lyman-α, et a` une raie d’e´mission de
l’e´toile : 764 nm. Ce cube contient une e´toile (au centre) et un e´metteur Lyman-α marque´ par une
croix.
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III.7.3 Masques
L’influence des objets parasites sur les performances d’estimation de la FSF peut eˆtre atte´nue´e en
appliquant des masques spatiaux et/ou spectraux sur le cube d’observation ou sur la variance associe´e.
Pour cela, nous proposons de construire un masque binaire 3D de la meˆme taille que les donne´es, dans
lequel les 1 indiquent les valeurs a` prendre en compte dans l’estimation et les 0 celles a` omettre. La
re´partition des donne´es e´carte´es peut eˆtre spatiale, spectrale ou mixte.
L’exploitation de ce masque pour l’estimation des parame`tres s(λ) et θ est rendue possible en rem-
plac¸ant la valeur de la variance des pixels marque´s par un 0, par une valeur infinie. Ainsi, ces pixels
ne sont pas comptabilise´s dans la vraisemblance ou dans la loi a posteriori.
D’apre`s les caracte´ristiques de nos donne´es pre´sente´es au paragraphe III.7.1, nous proposons un
masque spatial et un autre spectral. Connaissant la position de l’e´toile a` partir de laquelle on souhaite
estimer la FSF et celle de l’objet voisin, on peut se´parer le champ de vue en deux par la me´diatrice
des deux points. Alors nous sugge´rons de masquer le demi plan contenant l’objet parasite, a` toutes
les longueurs d’onde, comme illustre´ par la Fig. III.13 (a). Le choix de la me´diatrice comme e´le´ment
de´coupeur du plan a pour but d’optimiser la perte d’informations associe´es a` l’e´toile cible vis-a`-vis de
la suppression d’informations relatives a` l’objet parasite. On peut envisager de de´placer cette droite le
long du segment [cible-parasite], en fonction du ratio entre leurs magnitudes. En outre, l’objet parasite
a un flux du meˆme ordre de grandeur que le flux de l’e´toile cible, sur une partie du spectre et un flux
ne´gligeable sur le reste du spectre. Alors l’ope´ration de masquage spectral consiste a` associer la valeur
0 dans le cube binaire aux images de l’intervalle spectral parasite (cf. Fig. III.13 (b)). Ce masque peut
eˆtre applique´ sur le cube de donne´es entier ou sur le cube ayant subi un moyennage spectral.
(a) Masque spatial superpose´ aux
donne´es.
(b) Masque spectral superpose´ aux
donne´es.
Fig. III.13 – Illustrations de masques spatiaux et spectraux pour l’estimation de la FSF a` partir d’un
objet non isole´. (a) Variance en lumie`re blanche associe´e aux donne´es : la zone rouge correspond a` la
zone spatiale masque´e ; la croix jaune indique l’emplacement de l’objet parasite. (b) Spectre de l’e´toile
cible et positionnement du masque spectral.
Notons que ces deux masques peuvent eˆtre applique´s aussi bien dans le cadre de l’estimation par
maximum de vraisemblance, que dans celui du calcul de la moyenne a posteriori.
Dans le cas ou` un objet voisin ge`ne l’estimation sur un intervalle restreint de longueurs d’onde, son
flux e´tant ne´gligeable sur le reste du spectre, les deux masques peuvent eˆtre combine´s, en masquant
spatialement l’objet parasite uniquement aux longueurs d’onde de l’intervalle critique. Cela permet de
pre´server les informations relie´es a` l’e´toile cible qui sont pre´dominantes sur le reste du spectre.
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III.7.4 Re´sultats d’expe´rimentations
Un cube d’observation est extrait autour de l’e´toile ’STAR-01’ qui est proche d’un e´metteur Lyman-
α, dont les positions sont indique´es sur la Fig. III.12. Que ce soit en lumie`re blanche ou a` une longueur
d’onde quelconque (ici 764 nm), on ve´rifie, conforme´ment a` la magnitude des objets annonce´s par le
Tab. III.8, que le flux de l’objet voisin est nettement infe´rieur a` celui de l’e´toile parce qu’il n’apparaˆıt
pas sur ces deux images. A` 504 nm, longueur d’onde a` laquelle le flux de l’objet voisin est le plus e´leve´,
les deux objets sont a` peine distinguables dans le bruit.
La Fig. III.14 illustre les re´sultats de l’estimation de la FSF a` partir de cette e´toile non isole´e,
par maximum de vraisemblance jointe pour I = 10 ite´rations et avec Λ = 100 longueurs d’onde.
Les parame`tres α0 et α1 estime´s fournissent des valeurs de α tre`s proches de celles de re´fe´rence. Le
parame`tre de forme estime´ β̂ = 2.48 est e´galement proche de la valeur the´orique β = 2.50. Les plus
grands e´carts en terme de α sont obtenus aux extre´mite´s de l’intervalle spectral, c’est-a`-dire dans le
rouge et dans le bleu. En particulier, la plus grande erreur est commise dans le bleu a` 465 nm, et
la diffe´rence entre la vraie FSF et l’estime´e a` cette longueur d’onde (2nde ligne de la Fig. III.14) est
faible.
L’e´volution de l’erreur est confirme´e par celle de l’indice d’erreur ε2 en fonction de la longueur d’onde
qui de´croit depuis 3.5%. L’indice moyen sur toutes les longueurs d’onde est ε¯2 = 0.71%, ce qui est tre`s
satisfaisant. La pre´sence d’un objet voisin dont le flux est ne´gligeable par rapport a` celui de l’e´toile
n’est donc pas un frein a` l’estimation de la FSF.
En terme de me´thodologie, on constate sur la Fig. III.14 (a) que les valeurs de α estime´es se stabilisent
a` partir de la 2e`me ite´ration, car les valeurs de la 2e`me et de la 3e`me ite´rations sont superpose´es. Ainsi,
dans ce cas, 2 ite´rations du processus d’estimation jointe de´crit au paragraphe III.4 suffisent.
Le Tab. III.9 rassemble les valeurs de β estime´es et les performances en terme de ε¯2 pour diffe´rents
parame`tres algorithmiques. On ve´rifie l’utilite´ du moyennage spectral : l’indice d’erreur ε¯2 = 0.71%
obtenu avec un facteur Λ = 100 est nettement plus satisfaisant que celui obtenu sans moyennage, de
valeur ε¯2 = 2.13%.
I = 10 ite´rations
Λ = 1 Λ = 100
sans masque sans masque masque spatial masque spectral
βˆ 2.60 2.48 2.49 2.48
ε2 2.13% 0.71% 0.72% 0.75%
Tab. III.9 – Performances d’estimation de la FSF et valeurs de β estime´es a` partir de l’e´toile ’STAR-01’
non isole´e, par maximum de vraisemblance jointe, avec/sans moyennage spectral, pour 10 ite´rations,
avec/sans masque.
En outre, l’estimation a e´te´ teste´e a` partir de cubes ayant subi un masque spatial ou spectral.
Les performances, mesure´es par la valeur de β et l’indice ε¯2, ne sont pas ame´liore´es par rapport a`
celle de l’estimation sans masque. Les masques spatiaux ou spectraux n’ont donc pas d’inte´reˆt dans
cet exemple. Ceci s’explique par la faiblesse du ratio entre le flux de l’objet parasite et celui de
l’e´toile. Ne´anmoins, on montre que la perte d’information induite par les masques ne provoque pas
une de´te´rioration significative des performances de l’estimation. L’information contenue dans le reste
du cube masque´ est suffisante pour estimer correctement les parame`tres du mode`le. L’utilisation de
masques pourrait eˆtre plus inte´ressante pour l’estimation de la FSF a` partir d’objets parasite´s de
manie`re plus significative.
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Globalement
(a) Valeurs de α [secondes d’arc] (b) Indice d’erreur ε2 (ε2 = 0.71%)
400 600 800 1000
2.5
3
3.5
4
 
 
Iter 1
Iter 2
Iter 3
re´fe´rence
400 600 800 10000
0.5
1
1.5
2
2.5
3
3.5
λ [nm] λ [nm]
Dans le bleu
(c) Coupe de la FSF (d) Re´sidu (zoom)
0 5 10 15 200
0.01
0.02
0.03
0.04
0.05
 
 
re´fe´rence
estime´
0 5 10 15 20−2.5
−2
−1.5
−1
−0.5
0
0.5x 10
−3
y [pixels] y [pixels]
Fig. III.14 – Valeurs de α estime´es a` partir de l’e´toile ’STAR-01’ non isole´e, par maximum de vrai-
semblance, apre`s moyennage spectral du cube avec Λ = 100 et I = 10 ite´rations (seules les 3 premie`res
ite´rations sont affiche´es, les ite´rations suivantes donnant des re´sultats identiques). Quantification des
performances par l’indice ε2 a` la re´solution MUSE en fonction de la longueur d’onde. Comparaison de
la FSF estime´e et de la FSF de re´fe´rence dans le bleu (λ = 465 nm), a` un x fixe´ au centre du cube.
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Conclusions
La connaissance de la FSF spatiale de la chaˆıne instrumentale a` toutes les longueurs d’onde est
un enjeu crucial, non seulement pour e´valuer la qualite´ des donne´es, mais e´galement pour appliquer
plusieurs types de traitements, tels que la fusion, la se´paration de sources et la de´convolution.
Dans le chapitre pre´ce´dent, nous avons montre´ que dans le mode grand champ de MUSE sans cor-
rection par optique adaptative, il est possible de mode´liser la FSF en toute position du cube par un
mode`le de Moffat de´pendant d’un faible nombre de parame`tres. Nous nous sommes inte´resse´s dans ce
chapitre a` l’estimation de ces parame`tres a` partir de l’observation d’une e´toile isole´e.
Plutoˆt que d’estimer la FSF se´pare´ment a` chaque longueur d’onde, nous avons propose´ d’estimer
les parame`tres du mode`le de FSF variant en longueur d’onde par maximum de vraisemblance sur
l’inte´gralite´ d’un cube d’observation bruite´. La redondance d’information sur l’ensemble des longueurs
d’onde assure des performances d’estimation satisfaisantes meˆme pour des e´toiles faiblement brillantes.
Une des difficulte´s du proble`me re´side dans l’estimation de parame`tres de nuisance que sont le spectre
de l’e´toile et la variance du bruit. Aussi, nous avons propose´ une ame´lioration de l’estimation de ces
parame`tres de nuisance, s’appuyant sur le moyennage spectral des donne´es. Dans ce cas, l’estimation
de la FSF utilise des parame`tres de nuisance moyenne´s dont la variance d’estimation est re´duite. Nous
avons pu constater que le moyennage spectral re´duit significativement les indices d’erreur d’estimation
de la FSF, notamment pour les donne´es de RSB ne´gatifs, et n’alte`re pas significativement les re´sultats
dans les autres cas.
Nous sugge´rons e´galement d’estimer plus finement le spectre de l’e´toile en calculant sa valeur a` chaque
longueur d’onde par estimation jointe du spectre et de la FSF, par un processus ite´ratif. Celui-ci
ame´liore les performances de l’estimation de la FSF a` partir d’e´toiles peu brillantes.
En outre, dans le cadre d’un mode`le baye´sien des donne´es, les parame`tres du mode`le de FSF peuvent
eˆtre estime´s par espe´rance a posteriori. Pour cela, il est ne´cessaire de ge´ne´rer des e´chantillons de la
loi a posteriori, ce qui est fait asymptotiquement par un algorithme de Metropolis-Hastings. Cette
me´thode a pour principal inte´reˆt de s’affranchir du probl`eme de l’existence de minima locaux.
Par ailleurs, nous avons quantifie´ les performances d’estimation du spectre de l’e´toile par les diffe´rentes
me´thodes pre´sente´es. Les deux strate´gies propose´es permettent une nette ame´lioration de l’estimation
du spectre. Ne´anmoins, contrairement a` l’estimation du mode`le de FSF, celle du spectre ne profite
pas d’une corre´lation entre les diffe´rentes longueurs d’onde, ce qui la limite aux e´toiles suffisamment
brillantes.
Enfin, nous avons envisage´ le cas de l’estimation de la FSF a` partir d’une e´toile non isole´e, graˆce a` un
masquage spatial et spectral des donne´es. Les tests ont de´montre´ l’utilite´ d’un mode`le hyperspectral
qui utilise conjointement toutes les longueurs d’onde et qui permet de minimiser l’influence de l’objet
parasite, si celui-ci a un faible flux. Les strate´gies envisage´es pour re´duire le biais induit par le voisin
ne semblent pas de´te´riorer de fac¸on notable les performances par rapport a` celles de l’estimation a`
partir d’une e´toile isole´e. Il faudrait explorer les diffe´rentes configurations possibles de voisinage de
l’e´toile et quantifier les performances de l’estimation en fonction de la magnitude des objets voisins.
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Notations
a, c, w flux, centre et largeur d’une raie d’e´mission.
C continuum.
D donne´es bruite´es contenant les raies spectrales.
Dcc donne´es bruite´es, contenant les raies, le continuum et le spectre du ciel.
ek (ek(ck, wk, λ)) contribution 3D d’une raie convolue´e par la PSF 3D.
fk (fk(ck, wk, λ)) raie de flux 1D convolue´e par la LSF.
Fz,µ FSF d’une source situe´e en (z, µ).
F ensemble des FSF utilise´es.
Lz,µ LSF d’une source situe´e en (z, µ).
L ensemble des LSF utilise´es.
MM me´thode des moments.
ML (maximum likelihood) maximum de vraisemblance (cas de l’estimation).
JML (joint maximum likelihood) maximum de vraisemblance conjoint (cas de la de´convolution).
N = Nx ×Ny ×Nλ taille des donne´es suivant les dimensions spectrale et spatiales.
O observation non bruite´e.
PM (posteriori mean) espe´rance a posteriori (cas de l’estimation).
JPM (joint posteriori mean) espe´rance a posteriori conjointe (cas de la de´convolution).
ra variance de la loi de probabilite´ a priori gaussienne de a.
R mode`le de raie spectrale.
R̂ indicateur de convergence de la chaˆıne de Markov simule´e par MCMC : potential scale reduction
factor.
x, y, s,z variables spatiales.
Γ matrice diagonale de la variance du bruit : Γ = diag(σ2(x, y, λ)) = diag(σ2(s, λ)).
Γk matrice diagonale de la variance du bruit en un pixel spatial : sk Γk = diag(σ
2(sk, λ)).
θk vecteur des trois parame`tres d’une raie d’e´mission a` la position sk : θk = [ak, ck, wk].
θ vecteur des parame`tres de l’ensemble des raies pour toutes les positions s :
θ = [θ1, · · · ,θNxy ] = [a1, c1, w1, a2, · · · , wNxy ].
λ, µ longueur d’onde.
λ1, λ2 limites de l’intervalle de la loi a priori de c.
σ(x, y, λ) e´cart-type du bruit.
ω la largeur maximale a priori de la raie.
1I fonction indicielle : vaut 1 sur l’intervalle I, 0 ailleurs.
∗λ convolution spectrale.
⋆s convolution spatiale.
◦ ope´rateur spatial / spectral non convolutif.
θ̂ estimateur de la variable θ.
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Introduction
L’un des the`mes de recherche astrophysique du consortium MUSE est l’e´tude de la formation et de
l’e´volution des galaxies. Pour cela, le spectro-imageur MUSE est un formidable instrument permettant
d’observer a` la fois la distribution spatiale d’une galaxie proche ainsi que son spectre en diffe´rentes
positions spatiales. Il permet d’e´tudier, graˆce a` l’effet Doppler, la cine´matique des galaxies. Dans le
cadre de l’observation astronomique au sol et donc de l’instrument MUSE, les donne´es sont convolue´es
par une fonction d’e´talement (PSF) a` la fois spatiale et spectrale, ce qui de´grade la re´solution que l’on
peut obtenir sur cette e´tude cine´matique.
Dans ce chapitre, nous nous concentrerons sur la de´convolution de cartes de cine´matique de galaxies,
dont une carte de distribution spatiale, une carte de vitesse relative de la galaxie et une carte de disper-
sion en vitesse le long de la ligne de vise´e. Notre objectif sera de de´velopper une me´thode d’estimation
de ces cartes en prenant en compte la convolution 3D des donne´es par la PSF 3D du syste`me. En se
plac¸ant autour d’une raie d’e´mission de la galaxie, ce proble`me se traduit, graˆce a` l’effet Doppler, en
l’estimation de cartes de flux, de position et de largeur de raies spectrales.
En premier lieu, nous pre´senterons le mode`le de donne´es que nous avons adopte´ en fonction des
raies spectrales, de la PSF de la chaˆıne d’acquisition et du bruit pour le mode grand champ de
MUSE sans optique adaptative. Puis nous rappellerons les me´thodes qui sont ge´ne´ralement utilise´es
par la communaute´ astrophysique, a` savoir la me´thode des moments et l’estimation par maximum de
vraisemblance. Pour pallier les faiblesses de ces deux me´thodes face au bruit et aux minima locaux, nous
proposerons d’estimer les cartes par des simulations de Monte-Carlo par Chaˆınes de Markov (MCMC),
dans un cadre baye´sien. En particulier, nous utiliserons l’estimateur de l’espe´rance a posteriori. Par la
suite, nous montrerons que les me´thodes d’estimation par maximum de vraisemblance et par espe´rance
a posteriori peuvent eˆtre e´tendues de manie`re a` prendre en compte la convolution des donne´es par la
PSF spectrale et spatiale, ce qui permet d’ame´liorer la re´solution spatiale des cartes estime´es. Enfin,
nous e´valuerons les performances de l’ensemble de ces donne´es a` l’aide de simulations a` une dimension
spectrale et une dimension spatiale dans un premier temps, puis avec des simulations 3D re´alistes.
IV.1 Donne´es
Dans cette premie`re partie, nous pre´sentons le mode`le 3D de raies gaussiennes que nous avons
adopte´ et son lien avec les cartes de cine´matique. Nous pre´cisons e´galement les mode`les de PSF
spectrale et spatiale utilise´s ainsi que la nature du bruit.
IV.1.1 Mode`le d’objet
On conside`re une raie d’e´mission, de longueur d’onde au repos λ0, du spectre d’une galaxie. Cette
raie peut eˆtre mode´lise´e par une fonction de Dirac de flux a0 :
R0(s, λ) = a0(s) · δλ0(λ)
En raison de l’expansion de l’univers, la galaxie s’e´loigne vis-a`-vis de l’observateur. Ainsi, la longueur
d’onde observe´e de la raie d’e´mission diffe`re de celle dite au repos λ0 (galaxie immobile) par un
de´calage vers le rouge (red-shift) duˆ a` l’effet Doppler-Fizeau (cf. annexe A). Ce de´calage est identique,
quelle que soit l’origine spatiale de la raie d’e´mission a` l’inte´rieur de la galaxie, parce qu’il est duˆ a`
l’e´loignement global de la galaxie :
R1(s, λ) = a0(s) · δ(vitesse de la galaxie)(λ)
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Par ailleurs, la galaxie tourne sur elle-meˆme, ce qui provoque le de´calage local de la raie d’e´mission.
Ce de´calage est alors fonction de la vitesse relative locale de chaque source de la galaxie : les sources
qui se rapprochent de l’observateur, relativement a` l’e´loignement global de la galaxie, e´mettent une
raie observe´e de´cale´e vers le bleu par rapport a` celle de la galaxie en de´placement, alors que celles qui
s’e´loignent sont observe´es davantage vers le rouge :
R2(s, λ) = a0(s) · δ(vitesse relative de la source)(λ)
Le signal perc¸u par un pixel du capteur CCD est la somme des signaux de toutes les sources de la
galaxie dans l’angle solide correspondant sur la ligne de vise´e. Toutes ces sources ont une vitesse relative
diffe´rente et produisent donc une raie observe´e a` une longueur d’onde diffe´rente. L’inte´gration de toutes
ces e´missions ponctuelles, de´nomme´e par simplicite´ raie du spectre et illustre´e par la Fig. IV.1, peut
eˆtre approxime´e [EPI 08] par une fonction gaussienne note´e ℓ :
R(s, λ) = a(s)√
2πw(s)
· exp
(
−1
2
(λ− c(s))2
w(s)2
)
(IV.1)
= a(s) · ℓ(c(s), w(s), λ)
de flux a(s), de position centrale c(s) lie´e a` la longueur d’onde au repos λ0 et a` la vitesse de la
galaxie, et de largeur w(s) lie´e a` la dispersion en vitesse des sources au sein de la galaxie, au pixel
de coordonne´es s = (x, y). Notons que cette raie n’est pas force´ment syme´trique, mais qu’en raison
du pas d’e´chantillonnage spectral de MUSE, ce mode`le est raisonnable. Dans le cas de l’e´tude d’un
doublet de raies comme le doublet OII, il est possible de mode´liser l’objet comme l’addition de deux
raies identiques dont l’e´cart spectral peut eˆtre suppose´ connu.
↑
R(
λ
)
c
w
→
λ
Fig. IV.1 – Raie gaussienne de flux a, centre´e en c, d’e´cart-type w.
L’e´tude de la cine´matique d’une galaxie requiert donc l’estimation de cartes de vitesse et de dispersion
de vitesse illustre´es par la Fig. IV.2, lesquelles sont directement lie´es au centre et a` la largeur de la
raie du spectre. Il s’agit alors d’estimer les cartes spatiales de a(s), c(s) et w(s) pour chaque position
s.
Le spectre d’une galaxie est compose´ d’un continuum, auquel s’ajoute des raies d’e´mission et d’ab-
sorption :
S(s, λ) = R(s, λ) + C(s, λ)
Ce continuum e´galement appele´ ligne de base, note´ C(s, λ), est lentement variable spatialement et
spectralement.
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Fig. IV.2 – Exemple de cartes de flux, de vitesse et de dispersion de vitesse a` la re´solution MUSE.
IV.1.2 Mode`le de PSF
L’objet observe´ est e´tale´ spatialement et spectralement par les effets de l’atmosphe`re, du te´lescope
et de l’instrument. Dans le cas de la chaˆıne d’acquisition de donne´es MUSE, rappelons que la PSF est
tridimensionnelle et peut s’exprimer, sous re´serve de certaines approximations, comme la composition
d’une PSF spatiale (FSF) et d’une PSF spectrale (LSF) [VIL 11a].
Pour le proble`me vise´ ici,
– la LSF, note´e Lz,µ(λ), varie lentement en longueur d’onde et plus significativement dans le
champ de vue. Elle est conside´re´e connue pour chaque pixel et chaque longueur d’onde sous une
forme analytique. L’estimation de cette LSF peut eˆtre re´alise´e dans les phases de calibration de
l’instrument [BAC 09] [CAR 09] [MAI 11]. Par simplicite´, nous supposerons la LSF gaussienne,
mais les me´thodes propose´es pourront s’adapter sans difficulte´ a` d’autres mode`les de LSF. En
outre, du fait que nous travaillons avec un intervalle spectral re´duit autour d’une longueur d’onde,
nous conside´rons que la LSF est constante par translation spectrale : Lz,µ(λ) = Lz(λ− µ).
– la FSF, note´e Fµ(s − z), est constante dans le champ de vue dans le cadre du mode grand
champ (WFM) sans correction. Elle varie lentement spectralement et peut donc eˆtre conside´re´e
constante autour d’une raie (cf. Chapitre II). Nous la supposons connue ici, estime´e a` partir des
donne´es d’une e´toile isole´e (cf. Chapitre III).
La PSF de la chaˆıne d’acquisition s’e´crit donc, dans ce cas, sous la forme :
hz,µ(s, λ) = Lz(λ− µ) · Fµ(s− z) (IV.2)
Les formes, analytique ou nume´rique, de la LSF et de la FSF n’ont pas d’impact sur les me´thodes que
nous allons proposer, seul le couˆt de calcul peut s’en trouver modifie´. L’essentiel, d’un point de vue
the´orique, est d’eˆtre capable de calculer la convolution ou composition tridimensionnelle des donne´es
par la PSF.
IV.1.3 Mode`le de donne´es
En supposant que la PSF de la chaˆıne d’acquisition soit se´parable, on peut e´crire que le signal
est compose´ par le produit de LSF par la FSF. Par line´arite´ de l’ope´ration de composition, le spectre
compose´ est la somme de la raie compose´e et du continuum compose´.
SLF (s, λ) =
∫∫
(R(z, µ) +C(z, µ))Lz(λ− µ)Fµ(s− z)dzdµ
= RLF (s, λ) + CLF (s, λ).
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Par la suite, nous supposons que le continuum compose´ est connu et parfaitement soustrait aux
donne´es ; nous n’e´tudions que la raie spectrale compose´e.
Dans ce chapitre, nous pouvons conside´rer que la FSF, variable en longueur d’onde, est constante sur
l’intervalle spectral re´duit de la raie e´tudie´e : Fµ(s − z) ≃ Fλ(s − z). Par conse´quent, on peut e´crire
le mode`le de raie convolue´e comme le re´sultat de la convolution successive par la LSF (note´e ∗) puis
par la FSF (note´e ⋆) :
RLF (s, λ) =
∫∫
R(z, µ)Lz(λ− µ)Fλ(s− z)dzdµ
=
∫ (∫
R(z, µ)Lz(λ− µ)dµ
)
Fλ(s− z)dz
= (R(s, λ) ∗ Ls) ⋆ Fλ.
Remarquons que les convolutions par la LSF et par la FSF ne sont pas commutatives. L’observation
non bruite´e est la somme du spectre de l’objet convolue´ et du spectre du ciel convolue´ :
O(s, λ) = SLF (s, λ) + cielLF (s, λ).
Nous supposons que le spectre du ciel convolue´ est connu et parfaitement soustrait aux donne´es,
car son estimation fait l’objet de recherches au sein du projet DAHLIA et du consortium MUSE. Il
intervient ne´anmoins dans la variance du bruit. En raison du temps d’inte´gration e´leve´ (supe´rieur a` 1h
pour l’observation de galaxies), nous approximons, comme a` la section III.1, le bruit d’acquisition par
un bruit additif gaussien de variance l’observation ide´ale σ2(s, λ) = O(s, λ). Le cube bruite´ contenant
les raies, le continuum et le spectre du ciel s’e´crit alors :
Dcc(s, λ) = O(s, λ) + b(s, λ) avec b(s, λ) ∼ N (0, O(s, λ)).
Apre`s soustraction du spectre du ciel et du continuum, les donne´es sont mode´lise´es par l’expression :
D(s, λ) = RLF (s, λ) + b(s, λ) avec b(s, λ) ∼ N (0, O(s, λ)). (IV.3)
Il est important de noter que la variance du bruit de´pend non seulement du spectre de l’objet mais
e´galement du continuum et du spectre du ciel.
IV.1.4 Estimation et de´convolution
L’objectif de notre travail consiste donc a` estimer les cartes de flux a(s), de vitesse moyenne c(s)
et de dispersion de vitesse w(s) a` l’origine de la raie mode´lise´e par l’e´quation (IV.2), a` partir des
donne´es forme´es selon le mode`le (IV.3).
Tout d’abord, nous e´voquerons dans les sections IV.2 et IV.3, les me´thodes que l’on qualifie d’es-
timation qui ne prennent pas en compte la convolution par la PSF 3D et qui s’appliquent donc
inde´pendamment sur chaque pixel. Puis nous les distinguerons des me´thodes dites de de´convolution,
pre´sente´es dans la section IV.4, qui prennent en compte cette convolution 3D et estiment les cartes a`
partir de l’ensemble des pixels.
IV.2 Me´thodes usuelles d’estimation de cartes de cine´matique
Nous rappelons deux me´thodes classiquement utilise´es pour l’estimation de cartes de cine´matique :
la me´thode des moments et l’optimisation d’un crite`re quadratique que l’on peut interpre´ter comme
une estimation par maximum de vraisemblance.
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IV.2.1 Me´thode des moments
La me´thode des moments est ge´ne´ralement utilise´e par la communaute´ astrophysique (cf. [EPI 08])
pour estimer les caracte´ristiques d’une raie d’e´mission. Nous proposons de l’e´tendre au cas d’un dou-
blet de raies, sous certaines hypothe`ses simplificatrices, afin de pouvoir e´tudier les donne´es que le
consortium nous a fournies (cf. section IV.5). Notons que cette me´thode ne tient pas compte de la
convolution spatiale par la FSF et que, de fait, elle est applique´e inde´pendamment sur chaque pixel
spatial. En outre, elle ne prend pas en compte la variation du niveau de bruit sur chaque pixel.
IV.2.1.1 Me´thode pour une raie d’e´mission
En premier lieu, le flux est estime´ par la somme de l’intensite´ des pixels des donne´es sans le
continuum, suivant la dimension spectrale. Le centre et la largeur sont alors estime´s par les moments
spectraux du premier et second ordre [EPI 08] :
Flux Position Largeur
â =
∑
λ
D(λ) ĉ =
∑
λ λD(λ)
â
ŵ =
√∑
λ(λ− ĉ)2D(λ)
â
Cette me´thode ne suppose pas de forme particulie`re de la raie. Avec une telle me´thode, la convolution
spectrale des donne´es par la LSF n’est pas prise en compte. Les quantite´s estime´es ne correspondent
donc pas aux caracte´ristiques de la raie R(λ). Ne´anmoins, si la LSF est syme´trique, la position de la
raie n’est pas de´cale´e par la convolution spectrale, donc ĉ donne une estimation non biaise´e de c. Par
ailleurs, si la LSF et la raie sont toutes les deux de forme gaussienne, alors la raie peut eˆtre de´convolue´e
spectralement en soustrayant la variance de la LSF au carre´ de la largeur estime´e ŵ.
L’inconve´nient de cette me´thode est d’eˆtre tre`s sensible au bruit, en particulier pour l’estimation de
la largeur, dont la qualite´ de´pend directement de celle de l’estimation du flux et de la position.
IV.2.1.2 Extension de la me´thode pour un doublet de raies
Pour certains e´le´ments chimiques, les raies sont e´mises par paire, comme par exemple pour le
doublet de OII. Il est donc inte´ressant d’e´tendre la me´thode des moments, initialement applique´e a`
une seule raie d’e´mission, au cas d’un doublet de raies. Le mode`le d’objet est alors de´fini comme la
somme de deux raies. En premie`re approximation, on peut conside´rer que les deux raies sont identiques,
de meˆme flux a, de meˆme largeur w et que la distance ∆ entre leur position respective est connue.
Soit le mode`le de doublet en une position s donne´e :
Rd(λ) = R1(λ) +R2(λ) (IV.4)
avec a et w correspondant au flux et a` la largeur des deux raies et c correspondant a` la position du
centre du doublet.
On peut alors relier les parame`tres de chaque raie aux caracte´ristiques estime´es a` partir du doublet
dans son ensemble. En effet, le moment d’ordre 0 donne le flux total du doublet ad ; le flux d’une raie
peut donc eˆtre estime´ comme la moitie´ du flux total estime´ : â = cad2 .
Les raies e´tant syme´triques, le moment d’ordre 1 estime´ cd donne un estimateur du barycentre des
raies. Connaissant ∆, il est aise´ d’en de´duire un estimateur de la position de chaque raie : ĉd − ∆2 et
ĉd +
∆
2 .
Pour la largeur, on peut montrer en raisonnant sur les donne´es non bruite´es en exploitant des pa-
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rame`tres ad et cd que :
w2d =
1
ad
∑
λ
(λ− cd)2Rd(λ) = 1
ad
∑
λ
λ2Rd(λ)− c2d
=
1
2a
∑
λ
λ2R1(λ) + 1
2a
∑
λ
λ2R2(λ)−
(
(c− ∆2 ) + (c+ ∆2 )
2
)2
=
1
2
(
1
a
∑
λ
λ2R1(λ)− (c− ∆
2
)2
)
+
1
2
(
1
a
∑
λ
λ2R2(λ)− (c+ ∆
2
)2
)
+
(
(c− ∆2 )− (c+ ∆2 )
2
)2
=
1
2
(
w2 + w2
)
+
(
∆
2
)2
= w2 +
(
∆
2
)2
On obtient donc l’expression d’estimateurs des trois parame`tres de chaque raie a` partir d’estimateurs
calcule´s sur le doublet :
Flux Positions Largeur
â =
âd
2
ĉ = ĉd − ∆
2
et ĉ = ĉd +
∆
2
ŵ =
√
ŵd
2 −
(
∆
2
)2
L’ hypothe`se selon laquelle les deux raies ont le meˆme flux et la meˆme largeur, peut eˆtre assouplie a`
condition que le rapport des flux et des largeurs soient connus (cf. annexe D.1).
IV.2.2 Estimation par maximum de vraisemblance
La seconde me´thode utilise´e pour l’estimation de cartes est l’ajustement d’un mode`le aux donne´es
par minimisation d’une distance quadratique aux donne´es, ce qui peut eˆtre interpre´te´ comme une
estimation par maximum de vraisemblance (ML).
Notons que meˆme si nous ne prenons pas en compte ici l’effet de la PSF spatiale et que nous traitons
tous les pixels sk inde´pendamment, nous pouvons prendre en compte l’effet de la PSF spectrale en sk
note´e pour simplifier Lk(λ). Nous pouvons alors chercher les parame`tres θk = [ak, ck, wk] tels que le
mode`le de raie correspondant convolue´ par la LSF, note´ R(θk) ∗ Lk, colle le plus aux donne´es.
Conforme´ment au mode`le de donne´es de´taille´ a` la section IV.1, le bruit est suppose´ additif gaussien
centre´, de variance σ2(s, λ) connue. La vraisemblance des donne´es s’e´crit alors comme la densite´ de
probabilite´ des donne´es conditionnellement aux parame`tres :
p(Dk|θk) = 1√
2π
Nλ√detΓk
exp
(
−1
2
‖Dk−R(θk) ∗ Lk‖2
Γ
−1
k
)
avec :
- Nλ la taille des donne´es dans la dimension spectrale,
- Dk = {D(sk, λi)}i=1···N vecteur de donne´es bruite´es a` une position spatiale,
- Γk = diag{σ2(sk, λi)}i.
L’estimateur du maximum de vraisemblance est donc le vecteur de parame`tres qui minimise l’anti-
log-vraisemblance :
θ̂k = argmin
θk
‖Dk −R(θk) ∗ Lk‖2
Γ
−1
k
.
L’avantage de cette me´thode par rapport a` la me´thode des moments est qu’elle prend en compte la
statistique du bruit et l’e´talement spectral duˆ a` la LSF, quelle que soit l’expression de cette dernie`re.
Cependant, le crite`re qui doit eˆtre minimise´ n’est pas convexe a` cause de la non-line´arite´ du mode`le
vis-a`-vis des parame`tres ck et wk, et peut alors avoir des minima locaux. Donc, suivant l’algorithme
de minimisation utilise´, cette me´thode peut eˆtre tre`s sensible a` l’initialisation.
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En pratique, nous avons initialise´ l’algorithme par les re´sultats de la me´thode des moments, puis nous
avons re´alise´ une minimisation locale.
IV.3 Estimation par espe´rance a posteriori
Afin de compenser la sensibilite´ au bruit ou a` l’initialisation des deux me´thodes pre´ce´dentes, nous
proposons d’estimer les cartes par des simulations de Monte-Carlo par Chaˆınes de Markov (MCMC),
the´oriquement insensibles a` l’initialisation. Cette approche s’applique aise´ment dans un cadre baye´sien.
D’apre`s le the´ore`me de Bayes, la probabilite´ a posteriori du vecteur θk conditionnellement aux donne´es
est proportionnelle au produit de la vraisemblance par la loi a priori de ce meˆme vecteur suivant
l’expression :
p(θk|Dk) = p(Dk|θk) · p(θk)
p(Dk)
A` partir d’une telle densite´ de probabilite´, plusieurs estimateurs peuvent eˆtre propose´s. Dans notre
cas, l’estimateur du maximum a posteriori aura les meˆmes proble`mes que la vraisemblance en terme
d’optima locaux. Aussi, nous avons choisi l’estimateur de l’espe´rance a posteriori (ou de la moyenne
a posteriori) note´e PM (pour posterior mean).
Cet estimateur ne peut pas eˆtre calcule´ directement d’apre`s l’expression de cette loi a posteriori
mais des me´thodes de simulations de Monte-Carlo peuvent eˆtre utilise´es. Ces me´thodes permettent de
fournir, en plus des parame`tres estime´s, des barres d’erreur en calculant l’e´cart-type a posteriori.
IV.3.1 Lois a priori
Le cadre baye´sien de notre approche ne´cessite l’apport de lois a priori sur les parame`tres. L’ide´e
est d’apporter des informations simples relatives a` chaque parame`tre, tout en s’abstenant de privile´gier
certaines valeurs afin de ne pas biaiser l’estimation. Aussi, nous avons opte´ pour des lois a priori peu
informatives, lie´es aux contraintes physiques du proble`me.
Nous avons suppose´ que les composantes du vecteur θk, c’est-a`-dire le flux, la position et la largeur
de la raie, sont des parame`tres inde´pendants. La loi a priori du vecteur est donc le produit de la loi
de chaque composante :
p(θk) = p(ak)p(ck)p(wk).
La position approximative de la raie doit eˆtre de´tecte´e, visuellement ou automatiquement, afin de
pouvoir extraire un sous-cube de donne´es du cube de type MUSE autour de la raie. Il est donc
possible de de´terminer visuellement un intervalle [λ1;λ2] dans lequel se trouve le centre de la raie.
Nous avons choisi d’associer au parame`tre c une loi uniforme sur cet intervalle : ck ∼ U[λ1;λ2] soit une
densite´ de probabilite´ :
p(ck) =
1
λ2 − λ11[λ1;λ2](ck).
Par ailleurs, nous conside´rons que la largeur de la raie est obligatoirement positive et qu’il est possible
de de´terminer visuellement la largeur maximale ω des raies a` partir des donne´es. Nous de´crivons donc
le parame`tre w par une variable ale´atoire suivant une loi uniforme sur un intervalle [0;ω] : wk ∼ U[0;ω]
de densite´ de probabilite´ :
p(wk) =
1
ω
1[0;ω](wk).
Enfin, le flux de la raie est naturellement positif. Nous conside´rons qu’il est possible de de´terminer
visuellement l’ordre de grandeur ra du flux de la raie. Notons que nous pourrions, comme pour les
autres parame`tres, prendre pour a une loi a priori uniforme sur un intervalle. Mais la loi gaussienne
positive sera plus simple a` manipuler par la suite, car c’est une loi conjugue´e a` la vraisemblance pour
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l’amplitude. La densite´ de probabilite´ s’exprime alors par :
p(ak) = 2
1√
2πra
exp
(−a2k
2ra
)
1[0;+∞[(ak).
Notons que les parame`tres de ces lois a priori sont conside´re´s constants spatialement. On pourrait
envisager de les faire varier pour les diffe´rents pixels, ce qui ne´cessiterait un re´glage automatique
de´licat ou des informations a priori supple´mentaires sur la galaxie.
IV.3.2 E´chantillonnage stochastique de la loi a posteriori
En multipliant la vraisemblance gaussienne par les lois a priori choisies, on obtient l’expression de
la loi a posteriori :
p(θk|Dk) = 1√
2π
Nk√detΓk
exp
(
1
2
‖Dk−R(θk)∗Lk‖2
Γ
−1
k
)
/p(Dk)
· 2 1√
2πra
exp
(−a2k
2ra
)
1[0;+∞[(ak)
· 1
λ2 − λ11[λ1;λ2](ck)
· 1
ω
1[0;ω](wk).
Le proble`me de´cisif re´side dans le fait qu’il est impossible de ge´ne´rer directement des e´chantillons sui-
vant la loi a posteriori. Il faut recourir a` des me´thodes de simulations de Monte-Carlo par chaˆınes de
Markov (MCMC) pour y parvenir. Le principe des MCMC [ROB 96] consiste a` ge´ne´rer des e´chantillons
a` partir d’une loi de proposition, pour produire une chaˆıne de Markov {θ(i)k }i=1...P , dont la distribution
asymptotique est la loi cible π(θk).
Dans le cas de l’estimation des parame`tres, la variable a` e´chantillonner est le vecteur θk suivant la loi
a posteriori π(θk) = p(θk|Dk). Nous avons choisi de recourir a` la me´thode de Gibbs qui e´chantillonne
successivement les diffe´rentes composantes d’un vecteur suivant la loi cible conditionnellement aux
autres parame`tres, de telle sorte que la distribution du vecteur re´sultant tend asymptotiquement vers
la loi cible. La me´thode de Gibbs permet de re´aliser l’e´chantillonnage d’un vecteur en effectuant
l’e´chantillonnage de variables scalaires. Il est particulie`rement adapte´ aux cas ou` les lois a posteriori
conditionnelles sont simples a` e´chantillonner. Nous exploiterons cette proprie´te´ pour le parame`tre a
puisque sa loi a priori est conjugue´e a` la vraisemblance.
Il est e´galement envisageable de ge´ne´rer directement le vecteur θk entier a` partir d’une loi de pro-
position vectorielle, en appliquant la me´thode de Metropolis-Hastings. Cependant, il nous semble
pre´fe´rable d’exploiter la particularite´ du parame`tre a et nous pensons que cela sera profitable pour la
ge´ne´ralisation au cas de la de´convolution qui sera e´voque´ a` la section IV.4.
IV.3.3 E´chantillonneur de Gibbs et lois conditionnelles
Rappelons que l’objectif est de ge´ne´rer des e´chantillons du vecteur θ = [ak, ck, wk] suivant la
loi a posteriori p(θk|Dk). Le principe de l’e´chantillonneur de Gibbs, dont l’algorithme est de´crit
par le Tab. IV.1, est de ge´ne´rer des e´chantillons de chaque composante du vecteur suivant leur loi
conditionnelle [ROB 96].
Notons que, si la ge´ne´ration d’e´chantillons des diffe´rentes composantes du vecteur θ est re´alise´e dans
l’ordre dans le Tab. IV.1, elle peut eˆtre re´alise´e dans un ordre ale´atoire en tenant compte des compo-
santes qui ont de´ja` e´te´ e´chantillonne´es a` l’ite´ration courante.
Le recours a` la me´thode d’e´chantillonnage de Gibbs ne´cessite la connaissance des lois a posteriori
conditionnelles des trois parame`tres. Dans notre cas, ces lois s’expriment par :
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Pour e´chantillonner le vecteur θ suivant la loi π(θ) :
initialiser ale´atoirement ou de fac¸on de´terministe la chaˆıne par θ(0) = [θ
(0)
1 , · · · , θ(0)J ],
pour chaque ite´ration n ≥ 1, ge´ne´rer :
1. θ
(n)
1 ∼ π
(
·|θ(n−1)j 6=1
)
2. θ
(n)
2 ∼ π
(
·|θ(n)1 , θ(n−1)3 , · · · , θ(n−1)J
)
· · ·
J. θ
(n)
J ∼ π
(
·|θ(n)1 , · · · , θ(n)J−1
)
L’ensemble des vecteurs ge´ne´re´s
{
θ(n)
}
n=0:P
constitue une chaˆıne de Markov, dont la distribution
tend asymptotiquement vers π(θ).
Tab. IV.1 – E´chantillonneur de Gibbs.
Flux Notre mode`le e´tant line´aire par rapport au parame`tre ak et les perturbations gaussiennes e´tant
additives, on sait, du fait que la loi a priori sur ak est gaussienne positive, que la loi a posteriori
conditionnelle sur ak l’est e´galement (principe de lois conjugue´es) : p(ak|ck, wk,Dk) ∼ N+ (µ, ρ)
de moyenne µ = ρ fTkΓ
−1
k Dk et de variance ρ =
ra
1 + raf
T
kΓ
−1
k fk
, avec fk = ℓ(ck, wk, λ)∗Lk(λ).
En effet, en adaptant la de´monstration de Vincent Mazet [MAZ 05], on peut montrer que :
p(ak|ck, wk,Dk) ∝ exp
(
−1
2
‖Dk−R(θk)∗Lk‖2
Γ
−1
k
)
exp
(−a2k
2ra
)
1[0;+∞[(ak)
Or, on peut e´crire :
‖Dk−R(θk)∗Lk‖2Γ−1k = (Dk − akfk)
TΓ−1k (Dk − akfk)
= DTkΓ
−1
k Dk − 2akfTkΓ−1k Dk + a2kfTkΓ−1k fk
En incluant l’expression ci-dessus dans la loi conditionnelle, on obtient :
p(ak|ck, wk,Dk) ∝ exp
(
−1
2
(DTkΓ
−1
k Dk − 2akfTkΓ−1k Dk + a2kfTkΓ−1k fk)−
a2k
2ra
)
1[0;+∞[(ak)
∝ exp
(
−1
2
a2k(
1
ra
+ fTkΓ
−1
k fk) + akf
T
kΓ
−1
k Dk
)
1[0;+∞[(ak)
∝ exp
(
−1
2
a2k
ρ
+
akµ
ρ
)
1[0;+∞[(ak) ∝ exp
(
−1
2
(ak − µ)2
ρ
)
1[0;+∞[(ak)
∼ N+(µ, ρ) avec ρ = ra
1 + raf
T
kΓ
−1
k fk
et µ = ρ fTkΓ
−1
k Dk.
Remarquons que des termes constants vis-a`-vis du parame`tre du flux ak, tels que le terme
exp
(−12DTkΓ−1k Dk) ont e´te´ supprime´s ou ajoute´s au terme exponentiel, puisque l’expression de
la loi est donne´e a` un coefficient multiplicatif pre`s.
La loi a posteriori conditionnelle de ak peut donc eˆtre e´chantillonne´e directement, en calculant
sa moyenne et sa variance a` partir des donne´es et des autres e´chantillons.
C’est pour cette raison technique, souvent utilise´e en e´chantillonnage stochastique [ROB 96], que
nous avons choisi une loi a priori gaussienne positive pour ak.
Position p(ck|ak, wk,Dk) ∝ exp
(
1
2‖Dk−R(θk)∗Lk‖Γ−1k
)
1[λ1;λ2](ck).
E´tant donne´e l’expression de la loi a posteriori conditionnelle de ck, il est impossible de ge´ne´rer
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directement des e´chantillons de la position a` partir de cette loi.
La solution que nous avons adopte´e consiste a` ge´ne´rer des e´chantillons de ck a` partir de lois de
propositions standards et a` les accepter ou les rejeter selon la me´thode de Metropolis-Hastings
a` marche ale´atoire (cf. section III.7). Les e´chantillons ainsi produits sont distribue´s suivant la
loi conditionnelle. Cette option ne´cessite de re´gler la variance de la loi normale que nous avons
choisie pour loi de proposition, de manie`re a` ajuster le taux d’acceptation a` une valeur proche
de 50% (cf. § IV.3.4).
Largeur p(wk|ak, ck,Dk) ∝ exp
(
1
2‖Dk−R(θk)∗Lk‖Γ−1k
)
1[0;ω](wk).
Pour les meˆmes raisons que pre´ce´demment, nous e´chantillonnons le parame`tre de largeur par un
algorithme de Metropolis-Hastings a` marche ale´atoire (cf. § IV.3.4).
Enfin, nous e´cartons la premie`re moitie´ des e´chantillons de la chaˆıne, pour ne garder que la seconde
moitie´ afin de s’affranchir de l’initialisation. Cette proportion d’e´chantillons conserve´s est conseille´e
par [BRO 11], mais elle peut eˆtre infe´rieure pour s’assurer davantage de la convergence. L’estimation
du vecteur de parame`tres θk est ensuite obtenu en calculant la moyenne des e´chantillons de la chaˆıne de
Markov {θ(i)k }i=1...P . La variance empirique des e´chantillons donne alors un estimateur de la variance
des parame`tres estime´s.
La me´thode d’estimation des caracte´ristiques des raies spectrales que nous pre´sentons a pour avantage
de fournir des re´sultats asymptotiquement inde´pendants de l’initialisation et de leur associer des barres
d’erreur graˆce a` l’e´chantillonnage par MCMC des variables.
Ne´anmoins, comme la me´thode des moments et l’estimation par maximum de vraisemblance, elle ne
prend pas en compte la convolution des donne´es par la PSF du syste`me et ne permet donc pas leur
de´convolution.
IV.3.4 Choix des lois de proposition pour l’e´chantillonnage de Metropolis-Hastings
Les parame`tres de position et de largeur sont e´chantillonne´s par une e´tape de Metropolis-Hastings
(cf. Tab. III.7) suivant leur loi conditionnelle a posteriori π(θik) = p(θ
i
k|θrestk ,Dk) avec θik un des trois
parame`tres de θk = [ak, ck, wk].
Avant toute chose, il faut s’assurer que la loi de proposition permet d’explorer tout le support de la
loi cible.
Les lois de proposition que nous avons choisies pour ge´ne´rer les parame`tres de position et de largeur
sont des lois normales. Chaque chaˆıne de Markov suit donc une marche ale´atoire, dans le sens ou` la
cre´ation d’un nouvel e´chantillon est un pas de direction ale´atoire partant de l’e´chantillon pre´ce´dent.
Ces lois de´pendent de parame`tres, en l’occurrence de variances, dans le cas de lois normales, dont la
valeur doit eˆtre fixe´e. Dans un souci de simplicite´, chaque type de parame`tre (position / largeur) est
associe´ a` une valeur unique de variance, ne variant pas en fonction de la position spatiale.
De cette valeur de la variance de´pend l’efficacite´ de la ge´ne´ration des e´chantillons, a` la fois en terme
d’exploration de l’espace des parame`tres et de couˆt de calcul. En effet, si la variance est trop grande,
les candidats sont en majorite´ rejete´s car peu probables, remplace´s par le dernier e´chantillon accepte´.
La chaˆıne apparaˆıt donc comme des marches d’escalier. A` l’oppose´, si la variance est trop petite, les
e´chantillons sont tous accepte´s. Dans ce cas, l’exploration de l’espace des parame`tres est tre`s lente et
le nombre d’e´chantillons requis pour atteindre la convergence tre`s important. Il s’agit donc de trouver
un compromis entre l’efficacite´ de l’exploration de l’espace des parame`tres et le couˆt de calcul.
Un premier indicateur de l’efficacite´ de la loi de proposition est le taux d’acceptation τ qui est la
proportion d’e´chantillons accepte´s de´finie par [ROB 01] :
τ =
∫
A(θ,Θ)π(θ)Q(θ,Θ)dθdΘ
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avec π la loi cible, Q la loi de proposition et A(θ,Θ) = min
(
1, π(Θ)Q(θ,Θ)π(θ)Q(Θ, θ)
)
la probabilite´ d’acceptation
utilise´e par la me´thode de Metropolis-Hastings. En pratique, il peut eˆtre facilement estime´ par le ratio
entre le nombre d’e´chantillons accepte´s sur le nombre d’e´chantillons candidats.
Mu¨ller a propose´ de calibrer automatiquement l’e´chelle de proposition afin que le taux d’acceptation
tende vers 0.25 [MUL 91]. Gelman, Gilks et Roberts recommandent la valeur τ = 0.25 si la dimension
du vecteur e´chantillonne´ est e´leve´e, et τ = 0.50 si cette dimension vaut 1 ou 2 [GEL 96] [ROB 97]. Le
proble`me du re´glage de l’e´chelle de la loi de proposition d’un algorithme de Metropolis-Hastings a e´te´
largement e´tudie´ par Roberts et Rosenthal [ROB 01], qui explorent le cas du re´glage de lois de propo-
sitions a` plusieurs dimensions se´parables. Ceux-ci expliquent que l’efficacite´ de l’e´chantillonnage par
marche ale´atoire est maximale pour un taux d’acceptation asymptotique de valeur τ = 0.234, lorsque
la dimension du proble`me tend vers l’infini. Ils ont e´galement montre´ que la vitesse d’exploration de
l’espace des parame`tres est satisfaisante pour un taux d’acceptation compris entre 0.15 et 0.50, ce qui
est beaucoup moins contraignant. Du fait que nous e´chantillonnions le vecteur θ par la me´thode de
Gibbs, chaque e´tape de Metropolis-Hastings ne ge´ne`re que des parame`tres scalaires. Par conse´quent,
le taux d’acceptation recommande´ par [GEL 96] et [ROB 97] est τ = 0.50 dans notre cas.
Un autre indicateur de l’efficacite´ de la loi de proposition est le temps inter-saut tσ [ROB 96]. Si l’on
sait que la loi cible posse`de plusieurs modes que l’on connaˆıt, alors le temps inter-saut correspond au
nombre d’ite´rations entre deux passages d’un voisin de θi au voisinage de θi(i6=j), soit entre deux modes
de la distribution. Si le temps inter-saut est grand, alors l’exploration des diffe´rents modes est lente,
ce qui signifie que la variance de la loi de proposition est trop petite. A` l’inverse, si le temps inter-saut
est petit, alors cela signifie que la chaˆıne saute d’un mode a` un autre, mais que leur exploration n’est
pas assez fine a` cause d’une variance trop e´leve´e. Dans le cas pre´sent, nous ne connaissons pas le
nombre ni la position des modes de la loi cible, nous ne pouvons donc pas ajuster l’e´chelle des lois de
proposition par ce temps caracte´ristique.
Pour re´gler la variance de chaque loi de proposition, nous avons choisi d’utiliser uniquement le taux
d’acceptation. En effet, il est l’indice le plus simple a` calculer et le principal crite`re d’e´valuation pour
l’e´chantillonnage d’une variable de dimension 1.
IV.4 De´convolution de cartes de cine´matique
Pour corriger le principal de´faut des me´thodes d’estimation pre´ce´dentes, nous nous inte´ressons
maintenant a` la prise en compte de la PSF 3D dans l’estimation des cartes de cine´matique, ce que
nous appelons proble`me de de´convolution.
Nous proposons d’estimer conjointement tous les parame`tres de flux, de position et de largeur (suppose´s
inde´pendants) : θ = [θ1, · · · ,θNxy] en tenant compte non seulement de la convolution spectrale (note´e
∗) par la LSF L mais aussi de la convolution spatiale (note´e ⋆) par la FSF F . Pour cela, nous
sugge´rons deux me´thodes qui sont directement issues des me´thodes pre´ce´dentes, a` savoir l’estimation
par maximum de vraisemblance conjointe et par espe´rance a posteriori conjointe.
IV.4.1 Maximum de vraisemblance conjointe
Le bruit sur chaque pixel du cube est inde´pendant, donc la vraisemblance du cubeD est le produit
de la vraisemblance de chaque vecteur spectral Dk conditionnellement au vecteur θ et peut s’e´crire
sous la forme :
p(D|θ) = 1√
2π
N√
detΓ
exp
(
−1
2
‖D −R(θ) ∗L ⋆ F ‖2
Γ
−1
)
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avec :
- N = Nxy ×Nλ la taille des donne´es toutes dimensions confondues,
- Γ la matrice diagonale de variance du bruit Γ = diag(σ2(s, λ)), de taille N ×N
- D le vecteur de donne´es bruite´es de dimension N ,
- R(θ) le mode`le de raies 3D, de´pendant des parame`tres θ = {θk}k=1:Nxy , vectorise´ de taille N ,
- la notation R(θ) ∗L ⋆ F symbolise les convolutions spectrales et spatiales de la raie 3D, le re´sultat
e´tant range´ dans un vecteur de dimension N . L’estimateur du maximum de vraisemblance conjointe
s’obtient alors par la minimisation de l’anti-log-vraisemblance :
θ̂ = argmin
θ
‖D−R(θ) ∗L ⋆ F ‖2
Γ
−1.
L’ope´ration de minimisation de ce crite`re est d’autant plus de´licate que le nombre de parame`tres par
rapport auxquels le crite`re n’est pas line´aire a e´te´ multiplie´ par le nombre de pixels spatiaux Nxy. La
minimisation par un algorithme d’optimisation standard, tel que la me´thode de Nelder-Mead mise en
œuvre dans la fonction fminsearch de Matlab que nous utilisons, a donc « de grandes chances » de
fournir des parame`tres correspondant a` un minimum local.
IV.4.2 E´chantillonnage stochastique de la loi a posteriori
Pour pallier ce de´faut caracte´ristique de l’estimation par optimisation d’une fonction non convexe,
nous souhaitons ge´ne´raliser la me´thode d’estimation par espe´rance a posteriori pre´sente´e a` la sec-
tion IV.3.
Nous supposons que tous les parame`tres du vecteur θ sont inde´pendants, ce qui implique que la loi
a priori p(θ) s’exprime comme le produit des lois a priori de chaque parame`tre que nous conservons
inchange´es par rapport a` la section IV.3. De ce fait, et d’apre`s le the´ore`me de Bayes, la loi a posteriori
a pour expression :
p(θ|D) = p(D|θ)p(θ)
p(D)
avec p(θ)=
Nxy∏
k=1
p(ak)p(ck)p(wk).
L’espe´rance a posteriori n’est pas calculable directement a` partir de l’expression de cette loi. Pour
l’estimer, nous proposons d’e´chantillonner le vecteur θ suivant la loi a posteriori p(θ|D) en e´tendant
la me´thode de Gibbs que nous avons pre´sente´e dans la meˆme section IV.3 et qui ne´cessite de connaˆıtre
les lois a posteriori conditionnelles.
IV.4.3 Lois a posteriori conditionnelles
Remarquons qu’en raison de l’inde´pendance a priori des parame`tres, la loi a posteriori « conjointe »
conditionnelle diffe`re de la loi a posteriori conditionnelle au pixel sk, uniquement par l’expression de
la vraisemblance.
Introduisons les notations qui vont eˆtre utiles pour pre´senter la me´thode. Rappelons que ℓ(ck, wk, λ)
est le mode`le de raie de flux unitaire en une position spatiale sk. Le vecteur
fk = ℓ(ck, wk, λ) ∗ Lk(λ) (IV.5)
de dimension Nλ repre´sente le mode`le de raie de flux unitaire a` la position sk, convolue´ spectralement
par la LSF Lk ; fk de´pend donc des parame`tres ck et wk et chacun de ces e´le´ments correspond a` une
longueur d’onde λ.
La contribution 3D de cette meˆme raie convolue´e a` chaque longueur d’onde λ par la FSF F λ, c’est-a`-
dire une raie convolue´e par la PSF 3D, est note´e par le vecteur de dimension N :
ek = fkδ(sk) ⋆ F , (IV.6)
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cette contribution de´pend des parame`tres ck et wk et les e´le´ments de ce vecteur correspondent aux
diffe´rentes positions sk et longueurs d’onde λ. Alors, on peut e´crire le mode`le R(θ) ∗L ⋆F comme la
somme des contributions des raies pour chaque pixel :
R(θ) ∗L ⋆ F =
Nxy∑
k=1
akfkδ(sk) ⋆ F =
Nxy∑
k=1
akek.
Nous souhaitons isoler la contribution d’une raie dans l’expression de la vraisemblance, ce qui nous
permettra de marginaliser certains parame`tres pour exprimer les lois conditionnelles. On peut pour
cela e´crire :
D −R(θ) ∗L ⋆ F =D −
Nxy∑
k=1
akek =D −
∑
j 6=k
ajej − akek = Uk − akek
ou` U k, appele´ re´sidu, est le vecteur correspondant au cube de donne´es auquel on a soustrait l’ensemble
des contributions des raies pour la valeur actuelle des parame`tres θ, sauf celle de la raie positionne´e
au pixel sk. Alors l’anti-log-vraisemblance des donne´es D s’e´crit :
‖D−R(θ) ∗L ⋆ F ‖2
Γ
−1 = ‖U k − akek‖2Γ−1 .
Nous pouvons remarquer que l’anti-log-vraisemblance a la meˆme forme que dans le cas de l’estimation
inde´pendante a` chaque sk (cf. section IV.2.2), en remplac¸ant d’une part les donne´es D par le re´sidu
U k et d’autre part le mode`le de raie convolue´e par la LSF R(θk) ∗ Lk par la contribution 3D de la
raie convolue´e akek.
En exploitant ces notations, on peut aise´ment e´crire l’expression des lois a posteriori conditionnelles
de chaque variable connaissant l’ensemble des autres variables :
Flux La loi a posteriori conditionnelle du flux est une loi normale positive p(ak|θrest,D) ∼ N+(µ; ρ)
de moyenne µ = ρ eTkΓ
−1Uk et de variance ρ =
ra
1 + raeTkΓ
−1ek
.
En effet, on peut montrer que l’erreur aux donne´es se de´compose sous la forme suivante :
‖D −R(θ) ∗L ⋆ F ‖2
Γ
−1 = (Uk − akek)TΓ−1(U k − akek)
= UTkΓ
−1Uk − 2akeTkΓ−1Uk + a2keTkΓ−1ek
Alors, par des calculs similaires a` ceux effectue´s a` la section IV.3.3, la loi a posteriori condition-
nelle du flux s’exprime :
p(ak|θrest,D) ∝ exp
(
−1
2
(UTkΓ
−1U k − 2akeTkΓ−1Uk + a2keTkΓ−1ek)−
a2k
2ra
)
1[0;+∞[(ak)
∝ exp
(
−1
2
a2k
1 + rae
T
k Γ
−1ek
ra
+ ake
T
kΓ
−1U k
)
1[0;+∞[(ak)
∝ exp
(
−1
2
a2k
ρ
+
akµ
ρ
)
1[0;+∞[(ak)
∼ N+(µ, ρ)
avec ρ =
ra
1 + rae
T
kΓ
−1ek
et µ = ρ eTkΓ
−1Uk. Il est donc possible d’e´chantillonner directement
le parame`tre ak suivant sa loi a posteriori conditionnelle.
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Position
p(ck|θrest,D) ∝ exp
(
−1
2
‖D −R(θ) ∗L ⋆ F ‖2
Γ
−1
)
1[λ1;λ2](ck)
∝ exp
(
−1
2
‖Uk − akek‖2Γ−1
)
1[λ1;λ2](ck)
Largeur
p(wk|θrest,D) ∝ exp
(
−1
2
‖D −R(θ) ∗L ⋆ F ‖2
Γ
−1
)
1[0;ω](wk)
∝ exp
(
−1
2
‖Uk − akek‖2Γ−1
)
1[0;ω](wk)
Ces deux dernie`res lois a posteriori conditionnelles de´pendent respectivement des parame`tres
ck et wk par l’interme´diaire de ek (e´quations IV.5 et IV.6).
IV.4.4 De´convolution par espe´rance a posteriori conjointe
En re´sume´, nous ge´ne´ralisons la me´thode d’estimation des caracte´ristiques des raies spectrales
pre´sente´e au paragraphe IV.3, en e´chantillonnant le vecteur θ = [θ1, · · · , θNxy], suivant la loi a poste-
riori p(θ|D).
Pour cela, nous appliquons l’algorithme de l’e´chantillonneur de Gibbs (pre´sente´ § IV.1) : nous balayons
dans un ordre ale´atoire et e´chantillonnons les diffe´rentes composantes du vecteur θ = [a1, c1, w1, · · · ,
aNxy, cNxy, wNxy]. Les variables ak sont e´chantillonne´es a` partir de la loi normale positive N+(µ; ρ),
de la meˆme manie`re que dans le paragraphe IV.3.2. Pour les meˆmes raisons que dans le cas de l’esti-
mation par espe´rance a posteriori, nous e´chantillonnons les parame`tres de position et de largeur par
un algorithme de Metropolis-Hastings a` marche ale´atoire, dont nous re´glons les variances de manie`re
a` obtenir un taux d’acceptation proche de 50%. Les variables ck et wk sont e´chantillonne´es suivant
leur loi conditionnelle par un algorithme de Metropolis-Hastings.
Ce balayage est effectue´ P fois afin de construire la chaˆıne de Markov {θ(i)}i=1...P . Enfin, la moyenne
des e´chantillons donne une estimation du vecteur de parame`tres θ ; la variance des e´chantillons fournit
un estimateur de la variance des parame`tres estime´s, ce qui peut eˆtre interpre´te´ comme des barres
d’erreur sur les parame`tres estime´s.
IV.5 Expe´rimentations sur donne´es 1D1D
Dans un souci de simplicite´ et d’e´conomie de temps de calcul, les me´thodes pre´sente´es pre´ce´demment
ont tout d’abord e´te´ teste´es sur des donne´es simule´es dites 1D1D, c’est-a`-dire a` une dimension spatiale
et une dimension spectrale. Il s’agit donc d’une tranche de cube MUSE, non pas dans le sens instinctif
a` une longueur d’onde donne´e (2D), mais a` une position spatiale x donne´e.
IV.5.1 Description des donne´es
Les donne´es sont simule´es conforme´ment au mode`le pre´sente´ a` la section IV.1, a` la diffe´rence pre`s
qu’il s’agit d’un doublet de raies. Elles sont e´chantillonne´es a` la re´solution MUSE, c’est-a`-dire avec un
pas spatial ∆s = 0.2” et spectral ∆λ = 0.13 nm.
Dans le cadre de donne´es 1D1D, les signaux de cine´matique ne sont pas des cartes 2D mais des courbes
1D en fonction de y. Les courbes de flux, position et largeur que nous utilisons sont extraites de cartes
de cine´matique standard et sont affiche´es en rouge sur la Fig. IV.3.
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Fig. IV.3 – Courbes de flux, de position et de largeur des simulations de donne´es 1D1D.
La PSF spectrale est de forme gaussienne, constante dans le champ et en longueur d’onde, donc
d’e´cart-type constant. La PSF spatiale est e´galement de forme gaussienne, d’e´cart-type constant dans
le champ et variable en longueur d’onde. Notons que la PSF spatiale est ici 1D car les simulations
que nous re´alisons ont une seule dimension spatiale. Sa taille correspond a` une observation dans des
conditions de mauvais seeing de 1.1”, afin de mettre en lumie`re l’utilite´ de la de´convolution. Nous sup-
posons connaˆıtre les PSF spatiales et spectrales pour les ope´rations d’estimation et de de´convolution.
Les donne´es sont simule´es a` deux niveaux de bruit diffe´rents. Le premier posse`dant un flux e´quivalent
a` 80 heures d’inte´gration, e´quivalent a` un rapport signal sur bruit (RSB) (de´fini p. 9) e´leve´ de valeur
RSB = 27.2 dB, est utilise´ essentiellement pour valider les me´thodes e´tudie´es. Le deuxie`me, corres-
pondant a` 1 heure d’inte´gration soit un RSB = 8.2 dB, correspond a` des donne´es plus re´alistes.
Enfin, le continuum et le spectre du ciel sont suppose´s parfaitement soustraits.
Le re´sultat de cette simulation est illustre´ par la Fig. IV.4.
IV.5.2 Me´thodologie
Afin de comparer les performances des diffe´rentes me´thodes d’estimation (me´thode des moments
note´e MM, maximum de vraisemblance ML et espe´rance a posteriori PM) et de de´convolution (maxi-
mum de vraisemblance conjointe JML et espe´rance a posteriori conjointe JPM), nous quantifions
l’e´cart entre les valeurs the´oriques des parame`tres et leurs estime´es. Dans le cas du vecteur de flux
a =
[
a1, · · · , aNy
]
rassemblant les valeurs du flux aux diffe´rents pixels spatiaux, nous mesurons cet
e´cart sur l’ensemble des pixels spatiaux par l’erreur quadratique moyenne :
EQM =
1
Ny
Ny∑
k=1
(ak − âk)2 .
Pour les parame`tres de position c et de largeur w, cette EQM est calcule´e uniquement sur la zone
centrale des donne´es dans laquelle le flux est significatif. Cette zone correspond a` l’intervalle spatial
[8; 22] qui contient 99.6% du flux de la galaxie contenu dans l’intervalle original des donne´es [1; 30].
Cette restriction permet de ne pas prendre en compte les valeurs aberrantes estime´es dans les pixels
de flux tre`s faibles.
IV.5.3 Indicateurs de convergence pour PM et JPM
Rappelons que nous souhaitons ge´ne´rer des e´chantillons du vecteur θk pour PM, θ pour JPM
suivant la loi a posteriori. Pour cela, nous e´chantillonnons chaque parame`tre du vecteur suivant sa
loi a posteriori conditionnelle, suivant l’algorithme de Gibbs. Celui-ci fournit des valeurs du vecteur
θ asymptotiquement distribue´es suivant la loi a posteriori. Nous devons donc ge´ne´rer un nombre suf-
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Fig. IV.4 – Donne´es simule´es 1D1D : 21× 30 pixels dans la dimension spectrale (verticale) et spatiale
(horizontale). Unite´ de l’intensite´ de chaque pixel : 1020 erg/cm2/s/A˚. La zone de´limite´e par les barres
noires correspond a` l’intervalle spatial [8; 22] et contient 99.6% du flux de la galaxie calcule´ sur les
donne´es non convolue´es. La courbe noire centrale [ligne] indique la position ck the´orique, les deux autres
courbes [tirets] repre´sentent la position the´orique ck ± la largeur the´orique w, en chaque position sk.
fisant d’e´chantillons pour pouvoir conside´rer qu’ils sont distribue´s suivant la loi cible. Au final, seule
la seconde moitie´ des e´chantillons de la chaˆıne est utilise´e pour calculer l’espe´rance et la variance a
posteriori, les autres sont e´carte´s et constituent une pe´riode de pre´chauffage (burn-in).
Il existe plusieurs me´thodes pour e´valuer la convergence de la chaˆıne. Dans le cas de variables scalaires
et de lois simples, la me´thode la plus simple consiste a` ve´rifier, soit par le trace´ des e´chantillons, soit
par leur histogramme, que la chaˆıne est bien distribue´e suivant la loi cible.
Dans le cas de l’e´chantillonnage du vecteur θ, il est pre´fe´rable d’utiliser des tests plus formalise´s,
appele´s diagnostics de convergence. Ainsi, une me´thode consiste a` ge´ne´rer plusieurs chaˆınes d’e´chantil-
lons. En effet, chaque chaˆıne de´pend de son initialisation et la comparaison des caracte´ristiques sta-
tistiques de chaque chaˆıne permet de ve´rifier leur convergence. Ne´anmoins, le nombre et la longueur
des chaˆınes est sujet a` de´bat et les avis sont contradictoires [GIL 96]. Ainsi, il est souvent sugge´re´ de
ge´ne´rer en paralle`le plusieurs longues chaˆınes [GEL 92] [BRO 11] ayant chacune leur propre initialisa-
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tion. Il est e´galement conseille´ de ge´ne´rer une tre`s longue chaˆıne afin de trouver d’e´ventuels nouveaux
modes [GEY 92].
Pour chaque expe´rimentation, nous avons ge´ne´re´ trois chaˆınes inde´pendantes ayant chacune une ini-
tialisation ale´atoire diffe´rente, selon les recommandations de Gelman et Shirley [BRO 11]. Nous avons
ensuite calcule´ pour chaque parame`tre ak, ck et wk le potential scale reduction factor [GEL 92] :
R̂ =
√
σ2all
σ¯2c
ou` σ2all est la variance des e´chantillons des chaˆınes re´unies et σ¯
2
c la moyenne des variances des
e´chantillons de chaque chaˆıne. Dans l’ide´al, R̂ tend vers 1 lorsque les chaˆınes convergent ; en pratique,
nous conside´rons que la convergence a e´te´ atteinte lorsque R̂ passe en dessous de 1.1, d’apre`s [BRO 11].
La Fig. IV.5 montre l’e´volution de R̂ pour les diffe´rents parame`tres ak, ck et wk dans le cas de
l’estimation par espe´rance a posteriori conjointe, en fonction de groupes de 1000 ite´rations. L’ensemble
des courbes de R̂ se situe en dessous du seuil apre`s environ 40 000 ite´rations. Pre´venus du fait que cette
me´thode a tendance a` de´clarer la convergence pre´mature´ment, nous avons choisi de ge´ne´rer 100 000
e´chantillons, dont 50 000 sont rejete´s en guise de burn-in.
Cas RSB e´leve´
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Cas RSB faible
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Fig. IV.5 – Indicateur de convergence R̂ des 3 chaˆınes ge´ne´re´es pour la de´convolution JPM de donne´es
1D1D, en fonction du logarithme des groupes de 1000 e´chantillons, pour les 30 valeurs de x. La droite
horizontale indique le seuil de 1.1 en dessous duquel on peut conside´rer, avec pre´caution, que la chaˆıne
a converge´ vers la distribution cible.
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IV.5.4 Re´sultats d’estimation
L’estimateur du maximum de vraisemblance (ML) a e´te´ calcule´ par l’algorithme de minimisation
du simplexe de Nelder-Mead [LAG 98], mis en œuvre dans la fonction fminsearch de Matlab, initialise´
par les re´sultats de la me´thode des moments (MM).
Dans le cas des donne´es a` RSB e´leve´, les estimateurs par MM, ML et PM donnent des re´sultats
assez similaires, tel que le montrent les parame`tres estime´s sur la Fig. IV.6 et les indices d’erreur du
Tab. IV.2. En particulier, la me´thode des moments semble plus approprie´e pour estimer le flux, avec
une erreur quadratique moyenne de 2.46 contre 2.47 pour l’estimateur du maximum de vraisemblance
et 2.49 pour l’espe´rance a posteriori. Ne´anmoins, il faudrait confirmer ce le´ger avantage sur plusieurs
re´alisations des donne´es. En terme d’erreur quadratique, les re´sultats des estimateurs ML et PM sont
identiques, ce qui est confirme´ visuellement avec les deux premie`res lignes de la Fig. IV.6, du moins
sur la zone de flux [8; 22].
Dans le cas des donne´es plus re´alistes dont le RSB est faible, les estimations effectue´es par les trois
me´thodes sont significativement de´te´riore´es. En effet, les erreurs quadratiques moyennes obtenues
pour l’estimation du flux augmentent de 40% minimum. Sur ce point, la me´thode des moments et
la me´thode ML confirment leur robustesse pour l’estimation du flux. Concernant l’estimation de la
position, la me´thode PM semble moins sensible au bruit car l’erreur quadratique de la position est
multiplie´e par 2 par rapport au cas moins bruite´, contre une multiplication par 2.5 avec la me´thode
ML et 3 avec la me´thode des moments. Enfin, l’estimation de la largeur ne semble pas de´teriore´e par
le bruit avec la me´thode PM, alors que l’ erreur quadratique obtenue avec la me´thode MM (resp. ML)
est multiplie´e par 6 (resp. 3).
Dans les deux cas, il apparaˆıt clairement que les parame`tres estime´s (en noir) ne correspondent pas
aux valeurs the´oriques (en rouge). Le flux et la position de la raie semblent plus e´tale´s qu’ils ne le sont
en re´alite´, ce qui est logique parce que l’e´talement spatial par la FSF n’a pas e´te´ pris en compte. Ainsi,
les mode`les de raie reconstitue´s a` partir des cartes estime´es par les me´thodes ML et PM (dernie`re
colonne de la Fig. IV.6) sont plus proches du mode`le convolue´ RLF (θ) de la Fig. IV.4 que du mode`le
non convolue´ R(θ).
Cas RSB e´leve´ Cas RSB faible
MM ML PM MM ML PM
â 2.46 2.47 2.49 3.48 3.53 3.79
ĉ 0.26 0.22 0.22 0.77 0.51 0.44
ŵ 0.14 0.11 0.11 0.84 0.32 0.087
Tab. IV.2 – Re´sultats d’estimation : Erreurs quadratiques moyennes par rapport aux valeurs
the´oriques.
IV.5.5 Re´sultats de de´convolution
L’algorithme d’optimisation que nous utilisons pour calculer l’estimateur JML pouvant eˆtre sen-
sible a` l’initialisation, nous utilisons deux jeux de valeurs initiales : les re´sultats de l’estimation ML,
donc ne prenant pas en compte la FSF, et les vraies valeurs qui constituent un cas ide´al de re´fe´rence
mais non exploitable en pratique. Les re´sultats correspondants sont note´s respectivement JML et
JML+.
La Fig. IV.7 et le Tab. IV.3 illustrent les re´sultats de de´convolution obtenus par les estimateurs JML,
JML+ et JPM, a` la fois dans les cas peu et assez bruite´s. L’estimation du flux est clairement ame´liore´e
par les me´thodes de de´convolution, ce qui se traduit par une re´duction de l’erreur quadratique moyenne,
passant de 2.5 environ pour les me´thodes d’estimation a` 1.93 par maximum de vraisemblance et 0.18
par espe´rance a posteriori. Toutefois, l’e´volution des performances d’estimation de la position et de
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la largeur diffe`re suivant la me´thode employe´e.
D’une part, les erreurs quadratiques d’estimation de c et w des me´thodes de maximum de vraisem-
blance conjointe (JML) sont nettement supe´rieures a` celles par maximum de vraisemblance inde´pendant
a` chaque pixel (ML). Le phe´nome`ne d’alternance entre des valeurs hautes et basses de la position es-
time´e ĉk pour des positions spatiales sk voisines, y compris dans le cas ou` l’algorithme est initialise´
par les vraies valeurs, est duˆ au fait que le mode`le est ensuite convolue´ par la FSF, ce qui annule cet
effet. Cette mauvaise estimation de la position de la raie affecte directement celle de sa largeur. Ces
deux difficulte´s montrent la re´elle complexite´ du proble`me de de´convolution.
Notons que les deux initialisations de l’estimateur JML donnent des re´sultats le´ge`rement diffe´rents,
ce qui e´tait pre´visible a` cause de l’existence de minima locaux. Toutefois, meˆme si l’estimateur JML
est initialise´ avec les vrais valeurs, il fournit e´galement des re´sultats en dents de scie.
D’autre part, les performances pour l’estimation de la position et de la largeur sont meilleures
par la me´thode de de´convolution par espe´rance a posteriori conjointe que celle de la me´thode d’es-
timation par PM inde´pendante a` chaque pixel. Cela se ve´rifie visuellement sur la Fig. IV.7, car les
valeur estime´es sont plus proches des valeurs the´oriques que pre´ce´demment, ainsi que sur les erreurs
quadratiques du Tab. IV.3. Nous pouvons le constater e´galement car le mode`le de´convolue´ R(θ̂) est
plus proche du mode`le de raies d’origine R(θ) que du mode`le convolue´ RLF (θ), ce qui diffe´rencie
l’approche de de´convolution de celle de l’estimation.
Pour conclure, les performances de l’estimateur de l’espe´rance a posteriori conjointe sont meilleures
que celles de celui du maximum de vraisemblance conjointe. Le flux et la position sont bien estime´s,
meˆme si la position est surestime´e dans les zones ou` le flux est tre`s faible, donc non significatif.
Ne´anmoins, la largeur n’est pas correctement reconstruite dans le cas fortement bruite´.
Cas RSB e´leve´ Cas RSB faible
JML JML+ JPM JML JML+ JPM
â 1.93 0.38 0.18 7.92 5.32 2.15
ĉ 1.35 0.89 0.14 2.15 2.20 0.28
ŵ 0.33 0.40 0.052 0.90 1.48 0.18
Tab. IV.3 – Re´sultats de de´convolution : Erreurs quadratiques moyennes par rapport aux valeurs
the´oriques.
IV.6 Expe´rimentations sur donne´es 3D
Dans la section IV.5, nous avons applique´ les diffe´rentes me´thodes d’estimation et de de´convolution
sur des donne´es 1D1D, dans un souci de simplicite´ et de gain en temps de calcul. Les donne´es de type
MUSE et plus ge´ne´ralement les donne´es hyperspectrales pour l’observation des galaxies posse`dent
deux dimensions spatiales et une dimension spectrale.
Dans cette section, nous pre´sentons des simulations de donne´es 3D re´alistes. Puis nous e´valuons les
performances des me´thodes d’estimation et de de´convolution de ces donne´es 3D, par maximum de
vraisemblance (ML, JML) et par espe´rance a posteriori (PM, JPM).
IV.6.1 Description des donne´es
Nous avons ge´ne´re´ des cubes de donne´es a` partir du mode`le de raies de´veloppe´ a` la section IV.1
et des cartes de flux, de position et de largeur, illustre´es par la Fig. IV.2. Il s’agit ici de simples raies,
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alors que les donne´es 1D1D contenaient des doublets de raies, cela n’affectant en rien le nombre de
variables a` estimer. La PSF spatiale correspond a` un seeing relativement mauvais de valeur s = 1.1”.
Afin d’obtenir plusieurs jeux de donne´es, nous y avons ajoute´ du bruit gaussien avec deux variances
diffe´rentes. La premie`re donne un jeu de donne´es faiblement bruite´ de RSB = 18.1 dB, correspondant
a` dix heures d’observation ; l’autre est plus re´aliste, avec un RSB = 8.7 dB, et correspond a` une heure
d’observation (cf. Fig IV.8).
IV.6.2 Me´thodologie
Nous comparons les performances des me´thodes d’estimation par maximum de vraisemblance
inde´pendantes a` chaque pixel spatial (ML) et par espe´rance a posteriori inde´pendante (PM), ainsi
que les me´thodes de de´convolution par maximum de vraisemblance jointe (JML) et par espe´rance
a posteriori jointe (JPM).
Concernant les me´thodes d’estimation par maximum de vraisemblance (ML), l’algorithme d’optimi-
sation a e´te´ initialise´ par les re´sultats de la me´thode des moments dans le cas inde´pendant (MM).
Dans le cas de la de´convolution par maximum de vraisemblance, il a e´te´ initialise´ par les re´sultats de
l’estimation par la me´thode ML (JML), puis par les vraies valeurs (JML+), et enfin par les valeurs
obtenues par la me´thode de de´convolution par JPM (JML*) dans le cas faiblement bruite´.
Concernant les me´thodes d’estimation et de de´convolution par espe´rance a posteriori (PM et JPM),
nous associons aux parame`tres les meˆmes lois a priori que pour l’e´tude des donne´es 1D1D. Ainsi, la
composante du flux suit une loi gaussienne positive de variance ra = 100 (PM, JPM1) et ra = 1000
(JPM2) ; le parame`tre de position suit une loi uniforme sur l’intervalle [5; 15] que l’on de´finit visuelle-
ment a` partir des donne´es ; enfin, la composante de largeur suit une loi uniforme sur l’intervalle [0; 3],
intervalle qui peut eˆtre e´galement mesure´ a` partir des donne´es. En outre, nous avons choisi des lois
de propositions gaussiennes d’e´cart-type σc = 1 pour la position et σw = 1 pour la largeur. Nous
avons ajuste´ la valeur de ces parame`tres de manie`re a` ce que le taux d’acceptation des e´chantillons
candidats soit proche de 50%. Le calcul des parame`tres estime´s a e´te´ effectue´ a` partir de trois chaˆınes
de P =50 000 e´chantillons, apre`s avoir e´carte´ les P premiers e´chantillons de la chaˆıne.
Afin de quantifier les performances des cinq me´thodes, nous quantifions l’e´cart entre les cartes the´oriques
de cine´matiques et les cartes estime´es par l’erreur quadratique moyenne (EQM) qui s’e´crit dans le cas
du parame`tre de flux :
EQM =
1
Nxy
Nxy∑
k=1
(ak − âk)2.
Pour les parame`tres de position c et de largeur w, cette erreur quadratique moyenne est calcule´e
uniquement sur la zone centrale des donne´es dans laquelle le flux est significatif. Cette zone correspond
a` l’intervalle spatial [4; 22] × [1; 23] qui contient 99.4% du flux de la galaxie contenu dans l’intervalle
original des donne´es [1; 24]× [1; 30]. Cette restriction permet de ne pas prendre en compte les valeurs
aberrantes estime´es dans les pixels de flux tre`s faibles. Notons que, dans le cas de l’estimation par
maximum de vraisemblance, cette erreur quadratique moyenne est calcule´e sur les cartes seuille´es aux
limites des lois a priori.
IV.6.3 Re´sultats d’estimation
De manie`re identique au cas 1D1D, l’estimation des cartes a` partir des donne´es 3D par la me´thode
ML a e´te´ re´alise´e en appliquant la me´thode d’optimisation de Nelder-Mead [LAG 98], mise en œuvre
dans la fonction fminsearch de Matlab. Rappelons que les valeurs d’initialisation sont les re´sultats de
la me´thode des moments applique´e inde´pendamment sur chaque pixel spatial. Les re´sultats d’estima-
tion de ces deux me´thodes sont illustre´s par la Fig. IV.9, dont la qualite´ est mesure´e en terme d’erreur
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quadratique moyenne dans le Tab. IV.4.
Cas RSB e´leve´ Cas RSB faible
ML PM ML PM
â 51.44 11.71 53.36 16.09
ĉ 5.39 0.84 8.40 1.82
ŵ 1.12 0.21 1.72 0.28
Tab. IV.4 – Re´sultats d’estimation 3D : Erreurs quadratiques moyennes.
Les cartes de flux estime´es par la me´thode PM sont sous-estime´es, celles par ML le sont davantage.
Cela est duˆ au fait qu’elles ne sont pas de´convolue´es spatialement, de meˆme que ne l’e´taient pas les
cartes 1D estime´es de la Fig. IV.6. Si l’on fait abstraction du fait qu’elles sont de´forme´es par la FSF,
les cartes de position et de largeur estime´es par la me´thode PM sont relativement satisfaisantes, et
ce malgre´ un bruit important. Les cartes de position estime´es par ML sont acceptables, meˆme si elles
sont visiblement moins pre´cises que celles de PM, d’apre`s les EQM du Tab. IV.4. La carte de largeur
est relativement bien estime´e par ML a` partir des donne´es de RSB e´leve´, mais son estimation est tre`s
sensible au bruit, et paraˆıt donc difficile avec les donne´es fortement bruite´es.
Notons que les valeurs estime´es sont uniquement significatives dans la zone ou` le flux des raies est
remarquable. Les valeurs estime´es par PM dans les zones de faible flux sont proches du centre de l’in-
tervalle de loi a priori, en raison du manque d’information. Nous pouvons observer que la zone spatiale
dans laquelle l’estimation est re´aliste est plus large avec la me´thode PM qu’avec la me´thode ML. En
conside´rant que le RSB est localement infe´rieur dans les zones de faible flux, alors cela confirme le fait
que l’estimation par PM est plus robuste au bruit que celle par ML.
En conclusion, l’estimation des cartes par espe´rance a posteriori est bien meilleure que celle par
maximum de vraisemblance, actuellement utilise´e par la communaute´ astrophysique.
IV.6.4 Re´sultats de de´convolution
La de´convolution de cartes a e´te´ re´alise´e par la me´thode JPM avec deux valeurs de la variance
de la loi a priori du flux , ainsi que par la me´thode JML avec diffe´rentes initialisations. Les re´sultats
de de´convolution 3D sont illustre´s par les Fig. IV.10 et IV.11, leur performance est quantifie´e par le
Tab. IV.5.
Cas RSB e´leve´ Cas RSB faible
JML JML+ JML∗ JPM1 JPM2 JML JML
+ JML∗ JPM1 JPM2
â 45.62 0.057 1.23 1.22 2.84 50.31 0.068 4.78 5.11 3.83
ĉ 5.08 0.021 1.83 1.41 1.42 8.10 0.038 2.98 1.80 1.84
ŵ 1.04 0.032 0.24 0.25 0.23 1.65 0.034 0.24 0.24 0.21
Tab. IV.5 – Re´sultats de de´convolution 3D : Erreurs quadratiques moyennes.
De´convolution par maximum de vraisemblance jointe
Quel que soit le niveau de bruit, les cartes de position et de largeur de´convolue´es par JML, avec
initialisation re´aliste par les re´sultats de ML, sont visuellement tre`s bruite´es. On retrouve en effet
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le phe´nome`ne d’alternance spatiale entre des valeurs hautes et d’autres basses, qui avait e´te´ mis en
e´vidence sur la Fig. IV.7 en 1D1D, et qui est annihile´ par la convolution spatiale. Le gain en pre´cision
entre les re´sultats ML et les cartes de´convolue´es JML est minime en terme d’EQM, puisque les valeurs
correspondantes des Tab. IV.4 et Tab. IV.5 sont tre`s proches.
En initialisant l’algorithme avec les vraies valeurs (JML+), on obtient des cartes extreˆmement pre´cises,
ponctue´es par quelques pixels parasites. Il est donc encourageant de pouvoir de´convoluer des donne´es
tre`s bruite´es. Ne´anmoins, cette initialisation et par conse´quent son re´sultat sont inaccessibles en pra-
tique. Ils mettent en e´vidence l’existence de minima locaux de la vraisemblance jointe. En l’initialisant
par les re´sultats de JPM (JML*), on be´ne´ficie d’une ame´lioration notable de l’estimation des trois
parame`tres, comme en te´moignent les erreurs quadratiques moyennes du Tab. IV.5. Ceci indique que
l’e´chantillonnage stochastique permet une meilleure exploration de l’espace des parame`tres et qu’il s’af-
franchit du proble`me des minima locaux. Toutefois, cette combinaison n’apporte pas d’ame´lioration
par rapport a` la de´convolution par JPM seule. Pour cette raison, nous n’avons pas illustre´ les re´sultats
de (JML*) dans la Fig.IV.10.
De´convolution par espe´rance a posteriori jointe
Avec la me´thode JPM, les cartes de flux obtenues sont assez satisfaisantes, car elles permettent no-
tamment de distinguer les deux re´gions de flux de la galaxie, qui sont fusionne´es par la convolution
spatiale. Nous pouvons observer a` la fois visuellement et par les EQM l’influence de la valeur de la
variance ra de la loi a priori du flux a sur la carte de flux estime´e. Avec la valeur la plus faible ra = 100
(JPM1), il subsiste une le´ge`re sous-estimation du flux, en particulier si le bruit est important. Avec
la valeur plus e´leve´e ra = 1000 (JPM2), certains pixels semblent au contraire sur-estime´s et l’aspect
arrondi de la galaxie est le´ge`rement de´te´riore´, notamment lorsque le niveau de bruit est faible. Il
apparaˆıt donc que la valeur de ra doit eˆtre re´gle´e suivant le niveau de bruit, avec une valeur d’autant
plus grande que le niveau de bruit est e´leve´.
Concernant l’estimation de cartes de´convolue´es de position et de largeur, les performances en terme
d’erreur quadratique moyenne sont identiques pour les deux valeurs de ra et comparables a` celles
obtenues sans de´convolution spatiale par la me´thode PM. Cela pourrait donc laisser penser que
l’ame´lioration apporte´e par la me´thode JPM vis-a`-vis de PM se limite a` la de´convolution spatiale
du flux. Mais on voit nettement sur les Fig. IV.10 et Fig. IV.11 que la re´solution des cartes de position
estime´es par la me´thode JPM est bien meilleure que celle des cartes de position estime´es par PM
sur la Fig. IV.9. En particulier, le passage des zones rouges aux zones bleues est plus rapide. Aussi,
meˆme si cela ne se traduit pas directement par une diminution de l’erreur quadratique moyenne, la
de´convolution est efficace en terme d’ame´lioration de la re´solution.
Barres d’erreur
En calculant l’e´cart-type des e´chantillons ge´ne´re´s par la me´thode JPM a` partir des donne´es a` RSB
e´leve´, on obtient les cartes d’erreur illustre´es par la Fig. IV.12. L’e´cart-type associe´ a` la carte de flux
est particulie`rement e´leve´. Il n’est donc pas re´aliste et ne fournit pas d’information.
Au contraire, les e´carts-types de position et de largeur sont relativement faibles, variant autour de
2 dans la zone de fort flux pour une position situe´e entre 6 et 10, et variant entre 0.3 et 0.6 pour
une largeur situe´e entre 1 et 3. Ils sont donc informatifs et peuvent eˆtre utiles pour l’e´tude de la
cine´matique de la galaxie.
Statistiques des e´chantillons de la chaˆıne de Markov
La Fig. IV.13 affiche l’histogramme des P = 50 000 derniers e´chantillons des trois parame`tres d’une
chaˆıne obtenue par la me´thode d’espe´rance a posteriori pour ra = 100, pour deux pixels. Le premier
a un flux e´leve´ proche de 60, l’autre a un flux plus faible proche de 8. Il s’agit donc d’estimations de
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leur loi a posteriori conditionnelle. La troisie`me ligne affiche e´galement le trace´ de ces e´chantillons
pour le second pixel.
Nous pouvons observer que les histogrammes du pixel de fort flux ont une forme gaussienne. Nous
pouvons donc dire que les e´chantillons oscillent autour d’une valeur moyenne qui est l’estimateur
JPM. Les estimations du flux et de la position sont tre`s proches de la valeur the´orique. Dans le cas
de la largeur, l’estimation est le´ge`rement plus e´loigne´e. Ne´anmoins, si l’on conside`re la largeur de la
distribution, on peut estimer que la valeur the´orique est proche de la valeur estime´e.
Concernant l’estimation du flux et de la largeur du pixel de faible flux, on constate que la distribution
des e´chantillons n’a pas de mode principal et qu’elle est e´tale´e sur un large intervalle (sur l’intervalle
de la loi a priori pour w). D’apre`s la 3e`me ligne de la Fig. IV.13, cette large distribution n’est pas due
a` l’existence de plusieurs modes, mais a` un continuum de variations. L’estimation par la moyenne des
e´chantillons ne donne donc pas la valeur la plus probable de ces distributions, mais elle est finalement
proche de la valeur the´orique.
Concernant le parame`tre de largeur, on remarque e´galement que de nombreux e´chantillons de valeur
proche de ze´ro ont e´te´ ge´ne´re´s. Aussi, il pourrait eˆtre inte´ressant de se tourner vers des lois a priori
pe´nalisant les valeurs proches de ze´ro telles que la loi inverse gamma.
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Fig. IV.6 – Re´sultats d’estimation : valeurs the´oriques (ligne rouge e´paisse) et estime´es du flux,
de la position et de la largeur en fonction de la position spatiale sk. 1
e`re ligne : parame`tres estime´s par
MM (- -) et par ML (–). 2nde ligne : parame`tres estime´s par PM (–) +/- l’e´cart-type a posteriori (−·).
Image de droite : mode`le de raies 3D reconstitue´ pour les valeurs des courbes de cine´matique estime´es,
auquel sont superpose´es la courbe de position the´orique [ligne] ± la largeur the´orique [tirets].
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Fig. IV.7 – Re´sultats de de´convolution : valeurs the´oriques (ligne rouge e´paisse) et flux, position
et largeur estime´s pour les positions spatiales sk. 1
e`re ligne : parame`tres estime´s JML (- -) et JML+ (–).
2nde ligne : parame`tres estime´s JPM (–) +/- e´cart-type a posteriori(−·). Mode`les de raies convolue´s
par la PSF 3D RLF (θ̂) et non convolue´s / de´convolue´s R(θ̂) pour les courbes de cine´matique estime´es.
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(a) Carte de flux a(x, y) (b) Carte de position c(x, y) (c) Carte de largeur w(x, y)
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Fig. IV.8 – Donne´es hyperspectrales 3D simule´es pour l’estimation et la de´convolution 3D. Sur (a) (b)
(c) (d) (e), la courbe noire de´limite la zone contenant 95% du flux de la galaxie avant convolution. Sur
(f) (g) (h), la courbe continue repre´sente la position des raies, celles en tirets la position ± la largeur.
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Fig. IV.9 – Re´sultats d’estimation 3D : Estimation de cartes sur des donne´es 3D, a` deux niveaux
de bruit, pour les deux me´thodes ML et PM. Les e´chelles de couleur utilise´es sont celles des figures (a)
(b) et (c) de la Fig. IV.8 ; les pixels en rouge (resp. en bleu fonce´) ont une valeur e´gale ou supe´rieure
(resp. infe´rieure) a` la limite correspondante de l’e´chelle de couleur.
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Fig. IV.10 – Re´sultats de de´convolution 3D : De´convolution de cartes sur des donne´es 3D, a` un
niveau de RSB e´leve´, pour les deux me´thodes JML (initialise´e par les re´sultats obtenus par la me´thode
ML et par les vraies valeurs pour JML+) et JPM (avec une valeur de la variance de la loi a priori du
flux de ra = 100 pour JPM1 et ra = 1000 pour JPM2).
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JML
y
[p
ix
el
]
JML+
y
[p
ix
el
]
JPM1
y
[p
ix
el
]
JPM2
y
[p
ix
el
]
x [pixel] x [pixel] x [pixel]
Fig. IV.11 – Re´sultats de de´convolution 3D : De´convolution de cartes sur des donne´es 3D, a` un
niveau de RSB faible, pour les deux me´thodes JML et JPM (meˆmes initialisations et parame`tres que
la Fig. IV.10).
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Fig. IV.12 – Re´sultats de de´convolution 3D : E´carts-types obtenus par la me´thode JPM dans le
cas de RSB e´leve´.
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Fig. IV.13 – Re´sultats de de´convolution 3D : Histogrammes des e´chantillons d’une chaˆıne ge´ne´re´e
a` partir des donne´es a` haut RSB et trace´ des e´chantillons d’une chaˆıne. Barres rouges : vraies valeurs.
Barres noires : moyenne des e´chantillons de la chaˆıne.
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Conclusions
Notre objectif e´tait de de´velopper de nouvelles me´thodes d’estimation de cartes de flux, de vitesse
et de dispersion de vitesse d’une galaxie en rotation, ne´cessaires a` l’e´tude de sa cine´matique.
Nous avons formalise´ les donne´es par un ensemble de raies gaussiennes convolue´es spatialement et
spectralement par la PSF du syste`me, suppose´e connue. Le proble`me se traduit alors par l’estimation
de cartes de flux, de position et de largeur de ces raies.
Notons que l’expression et la variabilite´ de la PSF n’ont pas d’influence sur les me´thodes que nous
proposons ici (ML, PM, JML, JPM), du moment que nous sommes capables de calculer la convolution
ou composition des donne´es par cette PSF. Elle peut donc eˆtre connue de fac¸on analytique ou bien
nume´rique suite a` une calibration. Ainsi, dans le cadre de l’exploitation des donne´es MUSE, la PSF
pourra eˆtre connue analytiquement apre`s avoir estime´ les parame`tres par la me´thode pre´sente´e au
Chapitre III, et la LSF sera disponible suite a` une calibration instrumentale.
De meˆme, la forme gaussienne des raies que nous avons estime´es n’est pas ne´cessaire a` l’application
de ces me´thodes. Nous pouvons utiliser n’importe quel mode`le parame´trique forme´ d’une ou plusieurs
raies. En effet, nous avons simule´ et estime´ les caracte´ristiques de doublets de raies a` la section IV.5
et de raies simples a` la section IV.6 sans distinction.
Les me´thodes classiquement utilise´es par la communaute´ astrophysique, sont la me´thode des moments
(MM) et l’estimateur du maximum de vraisemblance (ML), pre´sente´s dans la section IV.2, qui ne
prennent pas en compte l’effet de convolution spatiale par la FSF.
Nous avons propose´ d’estimer les cartes de flux, position et largeur par leur moyenne a posteriori (PM),
en associant a` chaque parame`tre des lois a priori relativement peu informatives. Pour e´chantillonner
la loi a posteriori du vecteur θk, nous avons choisi l’e´chantillonneur de Gibbs, adapte´ au cas des
vecteurs. Celui-ci permet de tirer profit de l’expression de la loi a posteriori conditionnelle de a que
nous e´chantillonnons directement. Dans le cas des parame`tres c et w, nous ge´ne´rons des candidats
par une marche ale´atoire, que nous se´lectionnons par une e´tape de Metropolis-Hastings. L’estimation
des cartes par e´chantillonnage stochastique de la loi a posteriori a l’avantage de fournir en outre des
barres d’erreur, en calculant l’e´cart-type des e´chantillons.
Ces me´thodes MM, ML et PM sont applique´es inde´pendamment sur le spectre de chaque pixel spatial
et ne´gligent la convolution spatiale par la FSF. La LSF peut ne´anmoins eˆtre prise en compte par
l’estimation PM et ML et uniquement dans le cas particulier d’une LSF gaussienne pour la me´thode
des moments. A` l’issue des expe´rimentations, nous pouvons conclure que la me´thode des moments
est relativement sensible au bruit, en particulier pour l’estimation de la position et de la largeur. En
outre, l’estimation par maximum de vraisemblance est sensible a` l’initialisation a` cause de l’existence
de minima locaux du crite`re. Enfin, la me´thode d’estimation par espe´rance a posteriori a l’avantage
d’eˆtre robuste au bruit, the´oriquement inde´pendante de l’initialisation et de fournir des barres d’erreur.
Afin de prendre en compte l’effet de la convolution spatiale, nous avons propose´ d’estimer conjointe-
ment l’ensemble des parame`tres formant le vecteur θ pour tous les pixels spatiaux. Nous avons donc
e´tendu les me´thodes pre´ce´dentes par l’estimateur du maximum de vraisemblance conjointe (JML) et
la moyenne a posteriori conjointe (JPM).
Cette me´thode que nous avons propose´e apporte inde´niablement des ame´liorations par rapport aux
me´thodes classiques. Les cartes estime´es par la me´thode JML initialise´e par ML font apparaˆıtre un
phe´nome`ne d’alternance qui les rend physiquement non acceptables. L’initialisation de JML par les
vraies valeurs montre cependant que cet estimateur peut fournir de tre`s bons re´sultats mais que des
minima locaux du crite`re rendent le proble`me d’optimisation tre`s de´licat. Les cartes de flux et de posi-
tion estime´es par l’espe´rance a posteriori conjointe sont relativement satisfaisantes, la carte de largeur
reste cependant le´ge`rement sous-estime´e. Nous avons pu constater une ame´lioration de la re´solution
spatiale sur les cartes de position et de largeur estime´es, ce qui atteste de l’efficacite´ de l’ope´ration de
de´convolution.
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Conclusion ge´ne´rale
Principales contributions
Notre objectif e´tait d’aborder la proble´matique de la de´convolution de donne´es hyperspectrales,
pour l’analyse des donne´es de l’instrument MUSE. Pour cela, il nous a e´te´ ne´cessaire d’e´tudier au
pre´alable la mode´lisation et l’estimation de la fonction d’e´talement (PSF) de la chaˆıne d’acquisition.
Pour commencer au Chapitre II, nous nous sommes concentre´s sur l’e´chelle, la forme et la varia-
bilite´ de la PSF spatiale (FSF) en fonction de la position dans le champ et de la longueur d’onde.
Pour le mode de fonctionnement grand champ sans correction par optique adaptative (OA), nous
avons propose´ plusieurs mode`les de la FSF, principalement due a` la turbulence atmosphe´rique et
au te´lescope. Ceux-ci s’appuient sur la fonction de Moffat circulaire, dont nous mode´lisons la varia-
tion des parame`tres en fonction de la longueur d’onde, mais e´galement en fonction de parame`tres
atmosphe´riques.
Dans le cadre du mode grand champ corrige´ par OA, la PSF spatiale varie e´galement en fonction de
la position de la source dans le champ. Nous avons approxime´ cette FSF par une fonction de Moffat
elliptique, dont les parame`tres varient a` la fois en longueur d’onde et en fonction de coordonne´es
polaires dans le champ. Ainsi, nous avons montre´ que la FSF peut eˆtre de´crite en tout point d’un
cube de donne´es hyperspectrales a` l’aide d’un faible nombre de parame`tres, avec des performances
satisfaisantes.
Par la suite au Chapitre III, nous avons aborde´ le proble`me de l’estimation de la PSF spatiale. En
effet, la connaissance de la FSF a` toutes les longueurs d’onde est un enjeu crucial, non seulement pour
e´valuer la re´solution des donne´es, mais e´galement pour appliquer plusieurs types de traitements, tels
que la fusion de cubes de donne´es, la se´paration de sources et la de´convolution.
La FSF est la re´ponse impulsionnelle spatiale du syste`me, elle peut donc eˆtre estime´e a` chaque lon-
gueur d’onde a` partir de l’observation d’une source ponctuelle, telle une e´toile isole´e. Une des difficulte´s
re´side dans le fait que l’estimation de la FSF par exemple par maximum de vraisemblance ne´cessite
celle de parame`tres de nuisance, a` savoir le spectre de l’e´toile et la variance du bruit. L’estimation de
la FSF se re´sume donc a` celle des parame`tres de nuisance et des parame`tres du mode`le analytique que
nous avons de´veloppe´, a` partir des donne´es.
Pour tirer profit de la nature hyperspectrale des donne´es, nous avons propose´ d’estimer les parame`tres
du mode`le de FSF de´veloppe´ auparavant, par maximum de vraisemblance sur l’inte´gralite´ d’un cube
d’observation bruite´, en ayant estime´ au pre´alable les parame`tres du nuisance. La redondance d’infor-
mation sur l’ensemble des longueurs d’onde assure des performances d’estimation satisfaisantes meˆme
pour des e´toiles faiblement brillantes.
Ensuite, nous avons propose´ une ame´lioration de l’estimation des parame`tres de nuisance, s’appuyant
sur le moyennage spectral des donne´es. Dans ce cas, l’estimation de la FSF utilise des parame`tres de
nuisance moyenne´s dont la variance d’estimation est re´duite. Nous avons pu constater que le moyen-
nage spectral re´duit significativement l’erreur d’estimation de la FSF, notamment pour les donne´es
tre`s bruite´es, et n’alte`re pas particulie`rement les re´sultats dans les autres cas.
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Nous avons montre´ que le spectre de l’e´toile peut eˆtre efficacement corrige´ en calculant sa valeur a`
chaque longueur d’onde par estimation conjointe du spectre et de la FSF, par un processus ite´ratif.
Cette correction ame´liore les performances de l’estimation de la FSF a` partir d’e´toiles peu brillantes.
Nous avons e´galement propose´ d’estimer les parame`tres du mode`le de FSF par espe´rance a posteriori
dans le cadre d’un mode`le baye´sien des donne´es. Pour cela, nous avons ge´ne´re´ des e´chantillons de la
loi a posteriori, par une e´tape de de Metropolis-Hastings. Cette me´thode a pour principal inte´reˆt de
surmonter le proble`me de l’existence de minima locaux, contrairement a` l’estimation par optimisation
d’un crite`re de maximum de vraisemblance. En outre, une telle approche fournit des barres d’erreur
sur les valeurs estime´es.
Enfin au Chapitre IV, notre attention s’est porte´e sur un proble`me spe´cifique de de´convolution
de donne´es hyperspectrales, pour l’e´tude de la cine´matique des galaxies. Il s’agit en effet d’un des
the`mes de recherche astrophysique qui a motive´ la construction du spectro-imageur MUSE. Ce the`me
s’appuie exclusivement sur des donne´es hyperspectrales, car il requiert a` la fois la dimension spatiale
et la dimension spectrale pour analyser le spectre en diffe´rentes positions de la galaxie. Notre objectif
e´tait de de´velopper de nouvelles me´thodes d’estimation de cartes de flux, de vitesse et de dispersion
de vitesse d’une galaxie en rotation, afin d’en ame´liorer la re´solution. Nous avons formalise´ les donne´es
par un ensemble de raies gaussiennes convolue´es spatialement et spectralement par la PSF du syste`me,
suppose´e connue. Le proble`me s’est alors traduit par l’estimation de cartes de flux, de position et de
largeur de ces raies, a` partir d’un sous-cube de donne´es extrait autour d’une raie d’e´mission de la
galaxie.
Les me´thodes classiquement utilise´es par la communaute´ astrophysique estiment ces parame`tres inde´-
pendamment a` chaque position spatiale. Nous avons propose´ d’estimer les cartes de flux, position et
largeur conjointement a` toutes les positions spatiales. Pour cela, nous avons pre´sente´ deux approches :
la premie`re par l’estimateur de maximum de vraisemblance, la seconde par l’espe´rance a posteriori, en
associant a` chaque parame`tre des lois a priori relativement peu informatives. Pour e´chantillonner la
loi a posteriori du vecteur de parame`tres, nous avons eu recours a` l’e´chantillonneur de Gibbs. Celui-ci
nous a permis de tirer profit de l’expression de la loi a posteriori conditionnelle du flux que nous avons
e´chantillonne´ directement. Dans le cas des parame`tres de position et de largeur, nous avons ge´ne´re´
des candidats par une e´tape de Metropolis-Hastings a` marche ale´atoire. L’estimation des cartes par
e´chantillonnage stochastique de la loi a posteriori a l’avantage de fournir en outre des barres d’erreur,
en calculant l’e´cart-type a posteriori des e´chantillons.
D’une part, nous avons compare´ les me´thodes d’estimation inde´pendantes a` chaque position spatiale
sans prendre en compte la FSF, telles que la me´thode des moments, l’estimation par maximum de
vraisemblance et celle par espe´rance a posteriori. D’autre part, nous avons confronte´ les me´thodes de
de´convolution re´alise´es sur l’ensemble des pixels en prenant en compte la FSF, telles que la me´thode
d’estimation par maximum de vraisemblance conjointe et celle par espe´rance a posteriori conjointe.
Ces diffe´rentes comparaisons ont montre´ que l’estimateur de l’espe´rance a posteriori est relativement
robuste au bruit. Il fournit des re´sultats plus re´alistes que l’estimateur du maximum de vraisemblance,
sensible a` l’initialisation de l’algorithme d’optimisation.
Perspectives
Nous sommes partis de l’hypothe`se que la PSF peut s’e´crire sous forme se´parable comme la com-
position d’une PSF spectrale note´e L par une PSF spatiale F . Cela se justifie par certaines approxi-
mations spe´cifiques aux proble`mes que nous avons traite´s. Ainsi, pour la de´convolution de cartes,
nous avons suppose´ que la LSF est localement constante en longueur d’onde ce qui permet d’e´crire la
PSF sous forme se´parable : hz,µ(s, λ) = Fz,µ(s− z)Lz,µ(λ). Or, il a e´te´ re´cemment montre´ [CAR 12]
que l’e´criture de la PSF devrait eˆtre hz,µ(s, λ) = Fz,µ(s)Ls,µ(λ) (indice s et non z pour la LSF),
ce qui implique que la PSF n’est pas exactement se´parable. Cette diffe´rence n’a pas d’impact sur le
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de´veloppement the´orique de nos me´thodes mais devrait mise en œuvre dans les algorithmes de´veloppe´s.
Notons que l’approximation se´parable est ne´cessaire pour certains proble`mes d’analyse de donne´es tels
que la se´paration de source [MEG 12] et que l’influence d’une telle approximation devrait eˆtre e´value´e.
Concernant l’estimation de la FSF, il n’est pas toujours possible d’isoler une e´toile brillante dans
un cube d’observation. Il faut donc eˆtre capable d’estimer la PSF spatiale, soit a` partir d’une e´toile
brillante non isole´e, soit a` partir d’une e´toile de faible intensite´. Aussi, il pourrait eˆtre inte´ressant de
de´velopper davantage les strate´gies que nous avons e´voque´es sous forme de masques pour augmenter
la robustesse de l’estimation de la FSF a` partir d’une e´toile non isole´e. Ainsi, nous pourrions envisager
de combiner les me´thodes de´veloppe´es pour l’estimation de la FSF aux me´thodes de se´paration de
sources [MEG 12]. De meˆme, la mode´lisation du bruit d’acquisition par une loi poissonnienne plutoˆt
qu’une approximation par une loi normale, pourrait ame´liorer l’estimation a` partir d’e´toile de tre`s
faible intensite´. Ne´anmoins, cette formulation ne permettrait pas d’exprimer analytiquement l’estima-
teur du spectre pour l’estimation conjointe.
Nous avons e´voque´ dans la section III.4 la possibilite´ d’estimer conjointement le spectre de l’e´toile et
les parame`tres du mode`le de FSF, en inte´grant a` l’expression de l’anti-log-vraisemblance l’estimateur
du spectre par moindres carre´s ponde´re´s. De meˆme, comme nous l’avons sugge´re´ dans la section III.5.3,
nous pourrions e´chantillonner la loi a posteriori marginalise´e par rapport au spectre de l’e´toile, apre`s
lui avoir associe´ une loi a priori. Il serait inte´ressant de comparer les performances d’estimation de
ces deux me´thodes, par rapport a` celles obtenues dans le cadre de l’estimation se´pare´e de ces va-
riables, tant par maximum de vraisemblance que par espe´rance a posteriori. Concernant l’estimation
du spectre de l’e´toile, nous avons constate´ qu’elle est particulie`rement sensible au bruit et que les
me´thodes d’estimation pre´sente´es dans le Chapitre III ont une efficacite´ limite´e. Meˆme si l’estimation
du spectre n’e´tait pas l’objectif premier de cette the`se, il serait profitable d’apporter une re´gularisation
de douceur spectrale sur le spectre convolue´ par la LSF, ce qui pourrait e´galement ame´liorer l’esti-
mation de la FSF. Pour cela, une pe´nalisation quadratique sur la diffe´rence du spectre aux pixels
voisins (mode`le de Gauss-Markov) paraˆıt inte´ressante car elle conserverait une expression analytique
du minimum de la vraisemblance conjointe pour le spectre, ainsi que la possibilite´ de marginaliser la
loi a posteriori conjointe pour l’estimation de l’espe´rance a posteriori.
Dans le cadre de la de´convolution de cartes de cine´matique, nous avons e´te´ confronte´s au proble`me
de l’existence de minima locaux du crite`re de vraisemblance, auquel l’estimateur du maximum de
vraisemblance conjointe est particulie`rement sensible. Celui-ci pourrait fournir de meilleurs re´sultats,
sous re´serve de lui fournir davantage d’information. Ainsi, une re´gularisation spatiale applique´e au mi-
nimum sur la position et e´ventuellement sur les autres parame`tres permettrait d’e´viter le phe´nome`ne
d’alternance que nous avons observe´. Toutefois, il ne faudrait pas que cette re´gularisation de´te´riore la
re´solution spatiale des donne´es que l’on souhaite ame´liorer par l’ope´ration de de´convolution.
Nous pourrions e´galement opter pour l’estimateur du maximum a posteriori plutoˆt que celui de
l’espe´rance et le calculer avec les me´thodes stochastiques que nous avons utilise´es ou bien des me´thodes
similaires. Par exemple, la me´thode du recuit simule´ qui fait appel a` un parame`tre de tempe´rature
sur la loi a posteriori, apporterait sa robustesse face a` la pre´sence e´ventuelle de minima locaux.
Ne´anmoins, cette me´thode est re´pute´e pour avoir un couˆt de calcul e´leve´.
Par ailleurs, la carte de flux pourrait eˆtre calcule´e a priori a` partir de l’observation de la galaxie par
le te´lescope Hubble, observation qui est non convolue´e par la FSF de l’atmosphe`re mais qui doit eˆtre
de´convolue´e de la PSF de l’instrument et ramene´e a` la re´solution souhaite´e. Cette carte fournirait
un comple´ment d’information selon deux strate´gies possibles. La premie`re serait de fixer la carte du
flux a` la valeur mesure´e par Hubble et d’estimer, par n’importe quelle me´thode, les cartes de position
et de largeur. La seconde possibilite´ consisterait a` de´finir la loi a priori du parame`tre de flux par
une gaussienne centre´e autour de la valeur mesure´e par Hubble, avec une variance correspondant a` la
variance d’observation du te´lescope spatial. Cette option contraindrait fortement l’estimation du flux
130 CHAPITRE 4. DE´CONVOLUTION DE DONNE´ES HYPERSPECTRALES
mais laisserait ne´anmoins une certaine marge de liberte´.
Nous avons pu constater, tant au niveau de l’estimation de la FSF que de la de´convolution de
cartes de cine´matique, la difficulte´ d’utilisation des me´thodes de MCMC. Le premier point critique est
le choix des lois a priori. Nous avons choisi des lois relativement simples de type loi uniforme, Inverse
Gamma et normale. Le choix d’une loi a priori plus informative, tout en restant cohe´rente avec la
physique du proble`me, permettrait sans doute d’ame´liorer les re´sultats.
La deuxie`me difficulte´ a e´te´ le re´glage des e´chelles des lois de proposition des e´tapes de Metropolis-
Hastings par marche ale´atoire. Le re´glage adaptatif de ces parame`tres au cours de l’e´chantillonnage
permettrait sans doute de re´duire le couˆt de calcul et peut-eˆtre de trouver de nouveaux modes dans
la distribution. Par exemple, il serait profitable d’ame´liorer la loi de proposition, aussi bien des pa-
rame`tres du mode`le de FSF que des cartes de cine´matique, par la me´thode de Laplace, tel que cela
a e´te´ sugge´re´ par [BUI 12]. Nous remplacerions alors la marche ale´atoire par une loi normale dont
la moyenne et la variance de´pendraient des donne´es. Avec une proce´dure de re´glage automatise´e,
nous pourrions envisager de faire varier les e´chelles des lois de proposition en fonction du flux de la
raie. Pour automatiser le choix de la loi de proposition, nous pourrions estimer les parame`tres en
e´chantillonnant une population de Monte-Carlo (Population Monte-Carlo sampling [DJU 11]). Cette
me´thode adapte de manie`re ite´rative la loi de proposition en tenant compte des e´chantillons et de
leur ponde´ration en fonction de leur probabilite´. Une telle me´thode a l’avantage de tirer profit de
l’ensemble des e´chantillons ge´ne´re´s et de ne pas ne´cessiter de pe´riode de burn-in. Enfin, concernant
l’exploration de l’espace des parame`tres, nous pourrions ge´ne´rer plusieurs chaˆınes en paralle`le (parallel
tempering), chacune ayant une tempe´rature diffe´rente [ATC 11]. Alors, l’e´change d’e´chantillons entre
des chaˆınes voisines permettrait d’e´chapper aux minima locaux et de converger plus rapidement.
Concernant l’application des me´thodes de´veloppe´es durant cette the`se, les membres du consortium
MUSE mettent en place une base de donne´es dans l’environnement AstroWise, pour ge´rer les observa-
tions effectue´es par MUSE pour le consortium. Cet environnement fournit a` la fois l’acce`s aux donne´es
mais e´galement un ensemble de services d’analyse et de traitement de ces donne´es. En particulier, le
portail MUSE Quality Assessment a e´te´ cre´e´ pour e´valuer la qualite´ des donne´es de la chaˆıne instru-
mentale et du DRS. Aussi, nous avons de´cide´ d’y inte´grer notre me´thode d’estimation de la FSF. Pour
cela, Camille Parisel, inge´nieur a` l’IRAP, a adapte´ en Python l’algorithme d’estimation conjointe de la
FSF et du spectre de l’e´toile par maximum de vraisemblance que nous avons propose´, en y inte´grant
l’estimation du re´sidu du fond du ciel par moindres carre´s (parame`tre de nuisance supple´mentaire). Au
moment de la re´daction de la the`se, cette estimation est re´alise´e a` partir d’un cube de donne´es simule´
issu du DRS. Dans l’avenir, nous espe´rons effectuer cette ope´ration directement a` partir des images
du CCD, ce qui permettrait d’e´viter les e´tapes d’interpolation du logiciel de re´duction des donne´es
(DRS). Cette estimation fournirait la PSF ne´cessaire a` l’ope´ration de fusion de cubes de donne´es.
A` terme, cette collaboration permettra e´galement aux utilisateurs de connaˆıtre la FSF en plusieurs
points du cube de donne´es et donc sa variation spatiale et spectrale. Celle-ci donnera un indice de
qualite´ a` la fois des donne´es et des traitements effectue´s par le DRS.
Par ailleurs, nous nous sommes concentre´s durant cette the`se sur certains mode`les en particulier,
tel que le mode`le circulaire constant dans le champ, avec α line´aire en longueur d’onde et β fixe´.
L’estimation pourrait eˆtre le´ge`rement ame´liore´e avec un mode`le de variation de´crit par des fonctions
puissances, exponentielles, etc. et e´galement en conside´rant la variation d’autres parame`tres tels que
la position de l’e´toile en fonction de la longueur d’onde. Il serait inte´ressant que l’utilisateur puisse
choisir la complexite´ de la variation spectrale de la FSF, en fonction de l’utilisation qu’il souhaite en
faire. La me´thodologie propose´e reste valable a` partir du moment ou` l’on dispose d’un mode`le pour
la PSF et pour l’e´toile (position et spectre) sur l’inte´gralite´ du cube et de´pendant d’un faible nombre
de parame`tres.
Concernant le stockage de la FSF dans la base de donne´es, le mode`le hyperspectral de FSF apporte
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davantage de compressibilite´, par rapport a` celui de FSF nume´riques ou de mode`les parame´triques
inde´pendants a` chaque longueur d’onde, car il n’est constitue´ que d’un faible nombre de parame`tres.
Enfin, il existe deux me´thodes alternatives pour l’estimation et la de´convolution de cartes de
cine´matique de galaxies. En effet, Benoˆıt Epinat [EPI 08] a propose´ de de´convoluer a posteriori les
cartes de cine´matique estime´es a` partir d’un sous-cube de donne´es hyperspectrales extrait autour d’une
raie. Une seconde approche [ALV 12] consiste a` estimer les parame`tres d’un mode`le parame´trique pour
la cine´matique de la galaxie tout en prenant en compte la PSF de la chaˆıne instrumentale. Une telle
approche peut la` encore exploiter des techniques d’optimisation pour l’estimation par maximum de
vraisemblance [BOO 06] ou des techniques d’e´chantillonnage stochastique comme cela a e´te´ effectue´
lors du stage de Valentin Alvarez a` l’IRAP. Il serait profitable pour la communaute´ astrophysique de
comparer les performances de ces diffe´rentes me´thodes en terme de re´solutions spatiale et spectrale
recouvre´es et en terme de variance sur les parame`tres.
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Annexe A
Comple´ments astrophysiques
A.1 Spectres de galaxies
Le spectre d’une galaxie est constitue´ d’un continuum, de raies d’e´mission et de raies d’absorption.
Chacun de ces composants est le re´sultats de nombreux phe´nome`nes physiques [KIT 95][LEN 09].
Ainsi, le continuum est principalement duˆ a` la radiation de type corps noir e´mise par les corps solides,
liquides et par les gaz denses. Une autre part du continuum est duˆ au fond extragalactique qui est
le rayonnement de fond provenant des anciennes ge´ne´rations de galaxies, dans le domaine de l’infra-
rouge. A` celui-ci s’ajoute le fond cosmologique, c’est-a`-dire le rayonnement diffus de corps noir de
tempe´rature 2.275 ± 0.002 K, qui emplit l’univers de manie`re isotrope.
Concernant les raies du spectre, il faut savoir que les atomes et les ions absorbent des radiations a` des
fre´quences pre´cises, quantifie´es. L’absorption ou l’e´mission de ces radiations sous forme de photons
provoque le changement de niveau d’e´nergie d’un e´lectron, c’est-a`-dire l’excitation ou la de´sexcitation
de l’atome. La lumie`re est donc e´mise ou absorbe´e par les atomes a` des longueurs d’onde spe´cifiques,
ce qui fait apparaˆıtre des raies dans le spectre.
En analysant le spectre d’une source lumineuse, on peut notamment [LEN 09] :
– calculer la vitesse d’un astre et sa dispersion en vitesse via l’effet Doppler-Fizeau,
– connaˆıtre sa composition atomique ou mole´culaire,
– de´terminer l’e´tat des e´le´ments qui la constitue, a` savoir atomique, ionise´, mole´culaire, solide ou
gazeux,
– e´valuer l’intensite´ et la direction de son champ magne´tique,
– connaˆıtre la gravite´ locale,
– connaˆıtre la tempe´rature de l’astre,
– sonder l’inte´rieur d’une e´toile.
A.2 Influence du mouvement des galaxies sur leur spectre
A.2.1 Effet Doppler-Fizeau
L’effet Doppler est le de´calage entre la fre´quence d’une onde acoustique ou e´lectromagne´tique me-
sure´e a` la source et la fre´quence mesure´e par un observateur, lorsque la source ou l’observateur est en
mouvement. Cet effet est couramment observe´, dans le domaine des ondes acoustiques. Par exemple, la
sire`ne d’un ve´hicule en mouvement paraˆıt plus aigu¨e lorsque celui-ci s’approche et plus grave lorsqu’il
s’e´loigne, par rapport au son que l’on entend lorsque le ve´hicule est immobile. Dans le domaine des
ondes e´lectromagne´tiques, on parle d’effet Doppler-Fizeau.
Dans le cadre de cette the`se (Chapitre IV), les vitesses sont exprime´es le long de la ligne de vise´e.
Dans ce cas particulier, la fre´quence de l’onde e´mise ν0, mesure´e a` la source, est relie´e a` la fre´quence
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mesure´e νm selon l’expression [EPI 08] :
ν0 = νm
√
1− β
1 + β
dans laquelle β = v/c ou` v est la vitesse relative de la source par rapport a` l’observateur et c la ce´le´rite´
de la lumie`re.
Dans le cadre de l’analyse de donne´es hyperspectrales, la vitesse est exprime´e en fonction de la longueur
d’onde de la source λ0 =
c
ν0
et celle mesure´e λm =
c
νm
par la relation :
v = c
(z + 1)2 − 1
(z + 1)2 + 1
dans laquelle z =
λm − λ0
λ0
est le de´calage spectral. Lorsque ce de´calage est faible (z < 1), cette relation
est approxime´e par v ∼ c · z = cλm − λ0
λ0
.
A.2.2 De´calage spectral
Il est ne´cessaire de distinguer les effets du mouvement global de la galaxie duˆ a` l’expansion de
l’univers, de ceux la rotation de la galaxie sur elle-meˆme.
Ce que l’on appelle le red-shift est le de´calage de longueur d’onde vers le rouge de raies spectrales, qui
est interpre´te´ comme une conse´quence de l’expansion de l’univers [LEN 09] et donc du mouvement
global de la galaxie. Il correspond a` une mesure de la distance de la source. Les objets les plus proches,
telles que les e´toiles de notre galaxie, ont un de´calage spectral z = 0, alors que les galaxies lointaines
ont un z pouvant aller jusqu’a` 10. Le rayonnement cosmologique est associe´ a` z = 1000.
La rotation de la galaxie provoque un de´calage de la longueur d’onde des raies observe´es, qui s’ajoute
au red-shift, vers le bleu ou vers le rouge selon que la zone de la galaxie s’e´loigne ou s’approche de
l’observateur. On travaille ge´ne´ralement avec les vitesses relatives exprime´es dans le re´fe´rentiel de la
galaxie. La vitesse relative vr est relie´e au de´calage spectral par l’e´quation [EPI 08] :
vr ∼ cλm − λe
λe
ou` λe est la longueur d’onde observe´e de´cale´e par le seul fait de l’e´loignement de la galaxie et λm la
longueur d’onde mesure´e.
Annexe B
Mesures de la qualite´ d’image pour
l’astronomie
B.1 Notions de re´solution
Dans le cadre des syste`mes de mesure de signaux et d’acquisition d’images, la re´solution est la
plus petite distance entre deux points pouvant eˆtre diffe´rencie´s par le syste`me. L’e´tude de donne´es
hyperspectrales ne´cessite de de´finir a` la fois une re´solution spatiale et spectrale.
B.1.1 Re´solution spatiale
La re´solution spatiale d’un syste`me d’acquisition de donne´es astronomiques au sol de´pend a` la fois
de l’atmosphe`re et du te´lescope.
D’apre`s le crite`re de re´solution de Rayleigh, deux objets de meˆme magnitude peuvent eˆtre distingue´s
si le maximum de la tache de diffraction du premier co¨ıncide avec le premier minimum du second.
La re´solution the´orique d’un te´lescope ide´al d’ouverture circulaire1 est alors donne´e par le plus petit
angle qui annule la fonction d’Airy :
1.22
λ
D
exprime´ en radians ou` λ est la longueur d’onde e´tudie´e et D le diame`tre du te´lescope tous deux
exprime´s dans la meˆme unite´. Dans [LEN 08][LEN 09], on conside`re que seuls 85% du rayon angulaire
de la tache de diffraction suffisent pour se´parer les objets, ce qui correspond a` λD . Cet angle peut eˆtre
encore re´duit en fonction des techniques d’observation employe´es, telle que l’interfe´rome´trie.
Ainsi, la re´solution spatiale du te´lescope s’ame´liore lorsque la longueur d’onde diminue : le te´lescope est
donc naturellement plus performant dans le bleu que dans le rouge. A` l’oppose´, la re´solution spatiale
due a` l’atmosphe`re est plus fine dans le rouge que dans le bleu.
Si le diame`tre du te´lescope de´passe 20 a` 40 cm et si l’e´tude concerne le domaine du visible, alors la
re´solution spatiale est bien moins bonne que la limite de diffraction, en raison de l’effet des turbulences
de l’atmosphe`re [LEN 09] (cf. section I.2).
B.1.2 Re´solution spectrale
Dans le domaine spectral, la re´solution est l’intervalle ∆λ ne´cessaire pour distinguer deux raies
ponctuelles. Elle peut eˆtre quantifie´e par le ratio R = λ∆λ [LEN 09], sans dimension. Pour observer
des spectres et analyser diffe´rentes raies, il est logiquement souhaitable d’avoir la plus fine re´solution
possible, correspondant a` un R e´leve´. Ne´anmoins, lorsqu’on e´tudie des sources peu lumineuses, on
pre´fe`re opter pour une re´solution plus grande, car le nombre de photons collecte´s sur le de´tecteur est
1Dans le cas d’un te´lescope a` ouverture carre´e, le plus petit angle qui annule la fonction d’Airy est λ
D
.
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faible. Ainsi, avec une re´solution plus grande, le nombre de photons rec¸us sur un intervalle spectral
est plus e´leve´, ce qui augmente le rapport signal sur bruit.
B.2 Les crite`res de qualite´ d’une observation
Diffe´rents crite`res de qualite´ sont utilise´s en astrophysique pour quantifier la qualite´ d’une obser-
vation.
B.2.1 Rapport de Strehl
Par caracte´riser la qualite´ d’un syste`me d’acquisition au sol, il est souvent fait re´fe´rence au rapport
de Strehl correspondant a` la hauteur maximale de la PSF re´elle du syste`me comprenant ge´ne´ralement
le te´lescope et l’atmosphe`re e´ventuellement corrige´e par optique adaptative, sur la hauteur maximale
de la tache de diffraction qui est la PSF d’un te´lescope ide´al [LEN 08] [LEN 09]. Ainsi, le rapport de
Strehl d’un te´lescope ide´al dans l’espace est 100%. Un bon syste`me de correction par optique adapta-
tive permet d’atteindre 50% a` une longueur d’onde de 2 µm, alors que sans correction, le rapport est
d’environ 1% pour un grand te´lescope.
B.2.2 E´nergie encercle´e
L’e´nergie encercle´e est le diame`tre du cercle dans lequel est concentre´ un pourcentage donne´ (50%
ou 80%) de l’e´nergie issue d’une source ponctuelle [LEN 08]. A` 50%, on l’appelle e´galement la largeur
a` mi-puissance du faisceau (Half Power Beam Width). Ce crite`re est utilise´ dans le cahier des charges
de l’instrument MUSE pour caracte´riser la qualite´ optique des diffe´rents composants du syste`me.
B.2.3 Parame`tre de Fried
Le parame`tre de Fried d’une observation, introduit par D.L. Fried ([FRI 66]), est le diame`tre
e´quivalent d’un te´lescope comportant une pupille circulaire, dont l’unique limite a` la qualite´ de l’image
est la diffraction, qui donnerait une image de meˆme re´solution angulaire que celle de l’image de´grade´e
par la traverse´e de l’atmosphe`re [LEN 08].
Le parame`tre de Fried est chromatique, ge´ne´ralement donne´ a` 500 nm et de´pend de la fonction de
structure C2n qui de´crit les turbulences atmosphe´riques a` diffe´rentes altitudes z. Il est donne´ par
l’expression suivante, valable au ze´nith [ROD 81] :
r0(λ) = 0.185 · λ 65
[∫ ∞
0
C2n(z)dz
]−3
5
Il peut eˆtre mesure´ par le DIMM (Differential Image Motion Monitor) [SAR 90].
B.2.4 Seeing
Le seeing est la largeur a` mi-hauteur (FWHM) de la Point Spread Function (PSF) dans le cas
d’une observation au sol. Il est relie´ au parame`tre de Fried par la formule s = λr0 . Ce dernier e´tant
proportionnel a` λ
6
5 , le seeing varie en fonction de λ−
1
5 . Ses valeurs typiques varient entre 0.1” et 10”.
B.2.5 Rapport signal sur bruit
L’acquisition des donne´es est non seulement perturbe´e par la traverse´e de l’atmosphe`re, du te´lescope
et de l’instrument, mais e´galement par le bruit de comptage des photons et le bruit de lecture du
de´tecteur. La proportion de signal et de bruit est quantifie´e par le rapport signal sur bruit (RSB).
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Celui-ci peut eˆtre calcule´ de diffe´rentes manie`res a` partir des donne´es D(s, λ) et de la variance du
bruit σ2(s, λ) suivant ce que l’on souhaite e´valuer :
– rapport signal sur bruit d’un pixel D(s, λ) : RSB(s, λ) =
D2(s, λ)
σ2(s, λ)
;
– rapport signal sur bruit d’un spectre Ds(λ), pour une position spatiale s donne´e :
RSB(s) =
∑
λD
2
s(λ)∑
λ σ
2
s(λ)
;
– rapport signal sur bruit d’une image Dλ(s) calcule´ a` la longueur d’onde λ :
RSB(λ) =
∑
s
D2λ(s)∑
s
σ2λ(s)
;
– rapport signal sur bruit d’un cube D(s, λ) : RSB =
∑
s,λD
2(s, λ)∑
s,λ σ
2(s, λ)
.
Le rapport signal sur bruit peut eˆtre exprime´ en de´cibels ; il est calcule´ a` partir d’un rapport signal
sur bruit standard par la relation : RSB (dB) = 10 log10(RSB).
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Annexe C
Mode´lisation de la FSF
Avertissement : Tous les re´sultats conserve´s dans cet annexe ont e´te´ obtenus avec des simulations
issues d’une version de PAOLA ante´rieure a` la version 6.2 utilise´e dans le chapitre II. Il est donc
normal que l’on obtienne des re´sultats qui ne sont pas strictement identiques.
C.1 Comple´ments pour la mode´lisation de la FSF en mode WFM
avec optique adaptative
Cette section constitue un comple´ment aux re´sultats pre´sente´s dans la section II.4 dans laquelle
nous avons mode´lise´ les variations des parame`tres d’un mode`le de Moffat elliptique variable dans
le champ et par un mode`le circulaire constant dans le champ. Nous avons voulu comple´ter cette
mode´lisation de telle sorte que la variabilite´ de la FSF dans le champ soit de´crite, sans tenir compte
de l’ellipticite´ de la FSF. Pour cela, nous avons estime´ la FSF par un mode`le circulaire de FSF a`
chaque longueur d’onde λ et position dans le champ (ρ, θ). Puis nous avons mode´lise´ les variations des
parame`tres de ce mode`le en fonction de λ et ρ.
Le Tab. C.1 compare les performances en terme d’erreur quadratique ε2 des mode`les circulaires dont
les parame`tres sont soit optimaux pour chaque λ et position (ρ, θ), soit mode´lise´s en fonction de λ et
ρ. Meˆme si les donne´es sont diffe´rentes de celles utilise´es dans la section II.4, nous pouvons constater
que la prise en compte de la variabilite´ de la FSF dans le champ permet de re´duire de 4.65% a` 3.28%
l’erreur quadratique moyenne obtenue avec les parame`tres optimaux. Avec les parame`tres mode´lise´s,
l’ame´lioration est notable en terme d’erreur ε2 maximale (9.89% au lieu de 11.49%), ce qui signifie
que l’erreur de mode´lisation de la FSF en bord de champ (ρ ≥ 30”) a e´te´ re´duite. Ne´anmoins, les
re´sultats pour ce mode`le circulaire variable dans le champ sont moins satisfaisants que pour le mode`le
elliptique variable dans le champ avec ε¯2 = 2.69% et ε2,max = 4.71%, soit une augmentation d’un
facteur 2 environ.
Mode´le de Moffat circulaire Mα,β(r) =
[
1 +
(
r
α
)2]−β
ε¯2 ε2,max
Parame`tres optimaux 3.28% 5.60%
Parame`tres mode´lise´s{
α(λ, ρ, θ) = 36.1182 − 0.0230 λ− 0.0263 ρ
β(λ, ρ, θ) = 1.9502 − 4.6890 λ− 5.9320 10−4 ρ 5.07% 9.89%
Tab. C.1 – WFM avec optique adaptative : Performances du mode`le circulaire dans le champ
avec diffe´rentes valeurs des parame`tres [α, β, γ, φ] : optimales ou mode´lise´es. Valeur du seeing :
s = 0.5”, C2n me´dian. Moyennes et maxima des indices d’erreur sur ρ ∈ {0; 20; 30; 40} ”, θ ∈
{0; 15; 30; 45; 60; 75; 90} degre´s, λ ∈ {465; 550; 650; 750; 850; 930} nm.
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C.2 Influence du seeing sur la FSF en mode WFM avec optique
adaptative
Dans la section II.3.4, nous avons e´tudie´ les variations des parame`tres du mode`le de Moffat pour
l’approximation de la FSF en mode WFM sans optique adaptative. Dans cette section, nous voulons
e´valuer la pertinence du mode`le de Moffat circulaire pour l’approximation de la FSF a` diffe´rents seeings
ainsi que l’influence du seeing sur la variation des parame`tres du mode`le.
La Fig. C.1 montre les variations des parame`tres α et β du mode`le de Moffat circulaire constant dans
le champ, en fonction de la longueur d’onde, pour diffe´rents seeings. En comparant cette figure a` la
Fig. II.10 p. 42, nous constatons que les parame`tres varient davantage en fonction de la longueur d’onde
lorsque le seeing augmente. En effet, si ces parame`tres peuvent eˆtre raisonnablement approxime´s
par une fonction line´aire de λ pour s = 0.5”, ils devraient plutoˆt eˆtre approxime´s par une fonction
quadratique, pour les seeings plus e´leve´s. Ce phe´nome`ne diffe`re du cas sans optique adaptative dans
lequel le seeing agit essentiellement comme un facteur d’e´chelle. En effet, dans le cas pre´sent, il faut
tenir compte du fait que l’optique adaptative n’est pas aussi performante dans le bleu que dans le
rouge.
Le Tab. C.2 rassemble les mode`les de variation des parame`tres α et β en fonction de λ pour les diffe´rents
seeings ainsi que les indices d’erreur entre la FSF et son approximation. Nous pouvons constater que
les coefficients des termes line´aires et en particulier quadratiques augmentent avec le seeing. Ceci
confirme l’observation pre´ce´dente. L’indice d’erreur augmente le´ge`rement avec le seeing mais change
tre`s peu lorsqu’on remplace les parame`tres optimaux par leurs valeurs mode´lise´es. Cela indique qu’il
est possible d’approximer la FSF par un mode`le de´pendant d’un faible nombre de parame`tres, avec
une erreur limite´e, quel que soit le seeing.
Notons que les re´sultats du Tab. C.2 concernant le seeing s = 0.5” ne peuvent pas eˆtre compare´s
a` ceux du Tab. C.1. D’une part, les mode´lisations des parame`tres α et β sont diffe´rentes : celles du
Tab. C.2 sont quadratiques en fonction de λ mais ne tiennent pas compte de la position ρ, alors que
les pre´ce´dentes sont biline´aires en fonction de λ et ρ. D’autre part, puisque les donne´es correspondent
a` des positions dans le champ polaires pour le Tab. C.1 et carte´siennes pour le Tab. C.2, les donne´es
sur lesquelles s’appuient les mode´lisations sont diffe´rentes.
Mode`le MF circulaire
Statistiques sur {xi, yj, λk, }i,j,k
ε¯2 ε2,max ε¯1 ε1,max ε¯∞ ε∞,max
Parame`tres optimaux pour s = 0.5” 3.30% 5.52% 5.31% 8.30% 3.62% 9.10%{
α(λ) = 46.81 − 5.40 10−2 λ+ 2.20 10−5 λ2
β(λ) = 1.91 − 3.37 10−4 λ− 7.67 10−8 λ2 3.34% 5.70% 5.33% 8.34% 3.66% 10.10%
Parame`tres optimaux pour s = 0.7” 3.10% 5.71% 4.39% 6.74% 3.03% 7.03%{
α(λ) = 88.87 − 1.18 10−1 λ+ 5.39 10−5 λ2
β(λ) = 2.28 − 1.2 10−3 λ+ 4.54 10−7 λ2 3.15% 5.89% 4.41% 6.73% 3.19% 8.09%
Parame`tres optimaux pour s = 1.0” 4.61% 6.86% 9.37% 11.95% 5.53% 12.41%{
α(λ) = 181.24 − 3.25 10−1 λ+ 1.71 10−4 λ2
β(λ) = 3.11 − 3.8 10−3 λ+ 2.14 10−6 λ2 4.70% 7.20% 9.40% 12.63% 5.76% 13.57%
Parame`tres optimaux pour s = 1.3” 4.43% 6.91% 7.71% 11.57% 5.54% 12.34%{
α(λ) = 260.11 − 4.19 10−1 λ+ 2.00 10−4 λ2
β(λ) = 3.36 − 3.8 10−3 λ+ 1.87 10−6 λ2 4.45% 6.83% 7.72% 11.59% 5.58% 12.67%
Tab. C.2 – Mode WFM avec optique adaptative : Performances du mode`le circulaire constant dans
le champ a` diffe´rents seeings, pour un C2n me´dian - Statistiques des indices d’erreur sur (x, y) ∈
[0, 10, 20, 30]2 arcsec, λ ∈ {465; 550; 650; 750; 850; 930} nm - Comparaison aux performances du mode`le
de Moffat base´ sur les parame`tres mode´lise´s par une fonction quadratique de λ.
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Fig. C.1 – WFM avec optique adaptative : E´volution des parame`tres α et β en fonction de la longueur
d’onde λ pour diffe´rentes valeurs du seeing s dans le cadre d’une mode´lisation par une fonction de
Moffat circulaire constante dans le champ - Superposition aux mode`les quadratiques d’e´volution de
ces parame`tres [tirets].
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Annexe D
Comple´ments me´thodologiques
D.1 Me´thode des moments : extension
L’objectif est de de´terminer le flux, la position et la largeur note´s respectivement [a, c, w] et
[a2 = α · a, c2 = c+∆, w2 = β · w] de deux raies voisines non identiques, pour lesquelles les parame`tres
α, ∆ et β sont connus. Le mode`le de doublet est donne´ par la somme des deux raies.
La premie`re e´tape est d’e´valuer le flux, la position et la largeur de ce doublet note´s ad, cd et wd. On
peut alors exprimer ces parame`tres en fonction de ceux des raies individuelles :
Flux Le flux du doublet est la somme du flux de chaque raie : ad =
∑
λRd(λ) = a + α · a, alors
ad = (1 + α)a .
On en de´duit l’estimateur du flux en fonction de celui du flux du doublet : â = cad1+α et â =
α·cad
1+α .
Position Le moment d’ordre 1 donne le barycentre des centres des deux raies :
cd =
1
ad
∑
λ
λRd(λ) = a
ad
c+
α · a
ad
(c+∆). On obtient donc cd = c+
α
1 + α
∆.
On en de´duit : ĉ = ĉd − α
1 + α
∆ et ĉ2 = ĉd +
1
1 + α
∆.
Largeur
w2d =
1
ad
∑
λ
λ2Rd(λ)− c2d
=
1
(1 + α)a
∑
λ
λ2 (R1(λ) +R2(λ))−
(
c+ αc2
1 + α
)2
=
1
1 + α
(
1
a
∑
λ
λ2R1(λ)
)
+
α
1 + α
(
1
α · a
∑
λ
λ2R2(λ)
)
− c
2
(1 + α)2
− α
2c22
(1 + α)2
− 2αcc2
(1 + α)2
=
1
1 + α
(
1
a
∑
λ
λ2R1(λ)− c2
)
+
α
1 + α
(
1
α · a
∑
λ
λ2R2(λ)− c22
)
+
αc2
(1 + α)2
+
αc22
(1 + α)2
− 2αcc2
(1 + α)2
=
w2 + αw22
1 + α
+
αc2 + αc22 − 2αcc2
(1 + α)2
=
(1 + αβ2)w2
1 + α
+
α∆2
(1 + α)2
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On en de´duit l’expression des estimateurs de la largeur au carre´ de chaque raie : ŵ2 =
(
ŵ2d − α∆
2
(1+α)2
)
1+α
1+αβ2
et ŵ22 =
(
ŵ2d − α∆
2
(1+α)2
)
(1+α)β2
1+αβ2
.
Flux Position Largeur
Raie 1 â =
âd
1 + α
ĉ = ĉd − α
1 + α
∆ ŵ =
√(
ŵ2d − α∆
2
(1+α)2
)
1+α
1+αβ2
Raie 2 â2 =
α · âd
1 + α
ĉ2 = ĉd +
1
1 + α
∆ ŵ2 = β
√(
ŵ2d − α∆
2
(1+α)2
)
(1+α)
1+αβ2
Si les deux raies ont la meˆme largeur (β = 1) et le meˆme flux (α = 1), on retrouve â =
âd
2
, ĉ = ĉd± ∆
2
et ŵ =
√
ŵ2d −
(
∆
2
)2
.
D.2 Inte´gration du spectre de l’e´toile pour l’estimation de la FSF
par espe´rance a posteriori
Dans la section III.5.3, nous proposons d’estimer conjointement le spectre s(λ) d’une e´toile isole´e
et les parame`tres θ du mode`le de FSF a` partir des donne´es d’observation de cette e´toile. Une autre so-
lution consiste a` inte´grer le spectre de l’e´toile hors du proble`me, comme cela a e´te´ fait dans [DOU 01].
Il s’agit alors de calculer la loi a posteriori p(D|θ) par maginalisation de p(θ, {s(λ)})λ|D).
Rappelons que la vraisemblance des donne´es D s’e´crit :
p(D|θ) ∝ exp
(
−1
2
‖D − s(λ) ·m(x, y, λ,θ)‖2
Γ
−1
)
ou` m est le mode`le de FSF de parame`tres θ et Γ la matrice diagonale contenant la variance du bruit
σ2(x, y, λ).
La vraisemblance p(dλ|θ) des donne´es pour une longueur d’onde λ donne´e est proportionnelle a`
exp
(
−1
2
‖dλ − s mλ‖2
Γ
−1
λ
)
ou` dλ est un vecteur contenant les donne´es Dλ(x, y), s est la valeur du spectre a` la longueur d’onde
fixe´e, mλ est un vecteur contenant le mode`le de FSF de parame`tres θ calcule´ a` la longueur d’onde
λ et Γλ est une matrice diagonale contenant la variance du bruit correspondante. Le terme d’erreur
quadratique aux donne´es peut s’e´crire de la manie`re suivante :
‖dλ − s mλ‖2
Γ
−1
λ
= (dλ − s mλ)TΓ−1λ (dλ − s mλ) = dTλΓ−1λ dλ + (s− s0)A(s − s0)− s20A
avec A =mTλΓ
−1
λ mλ et s0 = A
−1mTλΓ
−1
λ dλ.
Avec une loi a priori uniforme sur le spectre, la loi a posteriori conjointe du spectre a` la longueur
d’onde λ et des parame`tres est :
p(s,θ|dλ) ∝ p(θ) exp
(
−1
2
((s− s0)A(s − s0)− s20A+ dTλΓ−1λ dλ)
)
.
Notons qu’avec une loi a priori gaussienne N (0, σ2) sur le spectre, cette loi a posteriori conjointe a
la meˆme expression, en remplac¸ant A par A′ =mTλΓ
−1
λ mλ +
1
σ2
.
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En marginalisant l’expression de la loi a posteriori conjointe par rapport au spectre, on obtient :
p(θ|dλ) =
∫
p(θ, s|dλ)ds
= p(θ) exp
(
−1
2
(−s20A+ dTλΓ−1λ dλ)
)∫
exp
(
−1
2
(s− s0)A(s − s0)
)
ds
= p(θ) exp
(
−1
2
(−s20A+ dTλΓ−1λ dλ)
)√
2πA−1
La loi a posteriori des parame`tres conditionnellement a` l’inte´gralite´ des donne´es D correspond au
produit de la loi a posteriori marginale pre´ce´dente, pour l’ensemble des longueurs d’onde :
p(θ|D) ∝ p(θ)
∏
λ
p(dλ|θ)
∝ p(θ)
√
2π
Nλ√∏
λm
T
λΓ
−1
λ mλ
exp
(
−1
2
∑
λ
dTλΓ
−1
λ dλ
)
exp
(
1
2
∑
λ
(mTλΓ
−1
λ dλ)
2
mTλΓ
−1
λ mλ
)
∝ p(θ) 1√∏
λm
T
λΓ
−1
λ mλ
exp
(
1
2
∑
λ
(mTλΓ
−1
λ dλ)
2
mTλΓ
−1
λ mλ
)
L’e´chantillonnage du vecteur θ selon cette loi a posteriori peut eˆtre re´alise´ par la me´thode de
Metropolis-Hastings. Un estimateur de θ est l’espe´rance a posteriori, calcule´e par la moyenne des
e´chantillons ge´ne´re´s. Cette me´thode a l’avantage de ne pas faire apparaˆıtre le spectre de l’e´toile qui
constitue dans les autres me´thodes un parame`tre de nuisance.
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Deconvolution of hyperspectral data
for VLT instrument MUSE
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Abstract :
Hyperspectral instruments can acquire images simultaneously at a large number of wave-
lengths. Processing and analysing such data is a challenge for the signal-image community. For
ground-based observations, one cornerstone is the Point Spread Function (PSF) and particu-
larly its spatial component (FSF). During this thesis, we tackled a hyperspectral deconvolution
problem, which requires to model and estimate the FSF.
First, we looked into the modelling of the FSF at every position of the hyperspectral data
cube. We showed that this FSF can be approximated, at each wavelength, by a Moffat func-
tion. Without a correction by adaptive optics, modelling the scale and shape parameters of the
Moffat function by a linear function with respect to the wavelength allows the FSF to be well
approximated in the whole cube, with only 4 parameters.
Then, we studied the FSF estimation for all wavelengths, based on the former model, from
the observation of an isolated star. We proposed several estimation strategies, using maximum
likelihood and posterior mean estimators for the FSF model parameters, as well as for the
nuisance parameters, such as the star’s spectrum and position.
Finally, we focused on hyperspectral deconvolution for the study of galaxies kinematics.
Thanks to the Doppler effect, this issue is reflected by the estimation of flux maps, position
and width from an emission line in the galaxy spectrum, taking into account the 3D PSF. We
proposed to estimate these parameters with posterior mean estimators, which are computed
with Monte Carlo Markov Chains (MCMC) algorithms.
Keywords : signal processing, image processing, hyperspectral data, point spread function,
estimation, deconvolution, Monte-Carlo Markov Chains, galaxy kinematics.
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Directeurs de The`se : Herve´ CARFANTAN, Eric ANTERRIEU
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Re´sume´ :
Le traitement et l’analyse de cubes de donne´es hyperspectrales, tels que fournis par le
spectro-imageur MUSE capable d’acque´rir simultane´ment des images a` un grand nombre de
longueurs d’onde, est un challenge pour la communaute´ signal-image. Une difficulte´ parti-
culie`re pour les observations depuis le sol est due a` la re´ponse de la chaˆıne d’acquisition, plus
pre´cise´ment sa composante spatiale FSF. Cette the`se aborde un proble`me de de´convolution de
cubes hyperspectraux, ne´cessitant au pre´alable la mode´lisation et l’estimation de la FSF.
Nous montrons que la FSF, due a` l’instrument et aux turbulences atmosphe´riques e´ventuel-
lement corrige´es par l’optique adaptative (OA), peut eˆtre mode´lise´e en tout point du cube par
une fonction de Moffat. Dans le cas sans OA, une variation spectrale line´aire des parame`tres de
cette fonction permet une bonne approximation de la FSF dans tout le cube, avec seulement
quatre parame`tres.
Puis nous e´tudions l’estimation des parame`tres de ce mode`le de FSF pour l’ensemble des
longueurs d’onde, a` partir de l’observation d’une e´toile isole´e. Nous proposons des sche´mas
d’estimation, au sens du maximum de vraisemblance et de la moyenne a posteriori, pour ces
parame`tres ainsi que pour des parame`tres de nuisance tels que le spectre et la position de l’e´toile.
Enfin, nous abordons un proble`me de de´convolution hyperspectrale pour l’e´tude de la
cine´matique de galaxies. Par effet Doppler, ce proble`me se traduit en l’estimation de cartes
de flux, de position et de largeur d’une raie spectrale d’e´mission de la galaxie. Pour cela, nous
proposons des estimateurs de type moyenne a posteriori calcule´s par des simulation de Monte
Carlo par Chaˆınes de Markov (MCMC).
Mots-cle´s : Traitement du signal, traitement des images, donne´es hyperspectrales, re´ponse
instrumentale, estimation, de´convolution, Monte-Carlo Markov Chains, cine´matique des ga-
laxies.
Discipline : Traitement du signal et des images.
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