This section considers how neural networks can be used as associative memory devices. It first describes what an associative memory is, and then moves on to describe associative memories based on feedforward neural networks and associative memories based on recurrent networks. The section also describes associative memory systems based on cognitive models. It also highlights the ability of neural-network-based systems to deal with uncertain data as compared with conventional associative memory systems.
F1.4.2 What is an associative memory?
In its simplest form AM is a memory system that allows one data item to be associated to another, so that access to one data item allows access, by association, to the other. Note that the association can be one-to-one as in this example, one-to-many or many-to-many. A particular feature of AMs is the ability to allow or not to allow symmetrical referencing. That is, if the system stores the association of 'A' with 'B' then in the symmetrical case the user can ask both what is associated with A (i.e. B) and what is associated with B (i.e. A). A nonsymmetrical AM would only allow associative recall in one direction.
In the neural network literature, AMs are referred to as being autoassociative or heteroassociative (Kohonen 1977 ). An auto-AM allows recall of the same item that is input, i.e. a memory may store a picture of a car, so that when a wheel of a car is input to the memory the complete picture of the car is recalled. This type of network is sometimes called a 'clean-up' network as it can be used to remove noise from a corrupted piece of data. A hetero-AM allows recall of an associated item that is different from the input query, i.e. a picture of a wheel may recall the word 'wheel'. Because conventional AM systems do not deal with incomplete or noisy inputs, these terms are not used in the conventional literature on AM.
F1.4.3 Implementing conventional associative memory systems
Conventional memory systems access and store data by reference. This means that every data item has a number associated with it which is commonly known as a memory address. By going to, or referencing, that memory address the value associated with the address can be recalled. That is, if a variable 'A' has to have the value 'B' associated with it, the system allocates a memory cell to store the item 'B'. The address of the location where B is to be found is held in a table next to a reference to A. When an associative access on A is required, the table is consulted and the address is 'de-referenced' to find the associated value or values. In computing systems the table which holds A with the address for B is only used at compile time, after which all references to A are replaced by the actual memory address for B. More complex arrangements are used that allow array indexing and memory management.
It can be seen that a conventional memory is basically nonsymmetrical, and cannot implicitly cope with noise or errors in the item used to access the associated item. Furthermore, because the system must de-reference every time an access is made, it can be slow to perform access. Moreover, storing a new item requires a search of the memory allocation list to find an unused location.
Many databases use AM methods to allow access of a record from a query. A conventional memory system used to do this would require a large list containing every query against the address where the data is stored. This large list is in effect another AM. This approach can be slow, because of the time to search the list. Because of this, complex indexing methods have been developed to allow fast access to the associated memory address from a query; the memory address is then used to access the associated record. Methods such as hashing, superimposed coding and B-trees (Knuth 1973) are used for this. Although applicable to conventional databases, these methods can be slow and cannot easily deal with large input queries (made up of many variables) or noise in the input field (such as that found when AMs are used for pattern recognition).
F1.2
A final, important class of AM is the content addressable memory (CAM). These are often confused with AM devices, but are just a means of implementing fast AM systems. A CAM memory is a method of speeding up the recall and storage of associated items. They are heavily used in computers in many cache memory systems (Hayes 1988 ) because of their speed. Instead of storage by reference, the memories store data by content, i.e. whereas in a conventional system each storage location has a separate address, in a CAM system the item that is stored is the address, thus the concept of content addressed memory. The most simple approach to CAM is to assume all data items are a binary address and store the associated item at that address, i.e. A associated with B would take the ASCII value for A and use that as the address of B. This means that the memory is unsymmetrical and potentially very large, but extremely fast. A more conventional approach to CAM systems is to hold the item to be used as the address in a list which is paired to the associated item. The list is supported by complex hardware that allows any query to be matched to all items in the list simultaneously and therefore very quickly. This allows both a fast memory and one that supports partial matches, as the hardware can allow similarity metrics to be built in. In addition, the memory need only be as big as the number of associated items to be stored. Unfortunately, it is very expensive to implement due to the dedicated hardware. For this reason it is only found in small AM systems, such as cache memories. However, many experimental machines have been built that have explored construction of large AMs (Krikelis and Weems 1994) . But the construction of large, cheap and flexible associative memories is still a problem, to which neural networks may offer a solution.
This short review has shown that although there are a wide variety of AM systems, it is very expensive to achieve fast response and an ability to associatively retrieve on noisy and incomplete examples.
F1.4.4 Neural networks for associative memory
There are two major classes of neural-network-based AMs. These are based, respectively, on feedforward B2.3 networks and recurrent networks. The feedforward AM networks operate by recalling data in one pass through a network where there are no recurrent connections. The recurrent AMs operate by presenting a piece of data and iterating the network until the associated item is recalled.
A further major separation of neural-network-based AMs is those that use distributed representations and those that use local representations. In a local representation each weight in the network is responsible for holding one piece of information on one association. In a distributed AM, each weight is responsible for holding information on one or more associations. It will be shown later that almost all neural networks can be seen as AMs, and that some have only academic interest while others provide very useful and practical capabilities. While many conventional neural network architectures can be interpreted as AMs, there are a number of neural architectures that have been designed specifically to act as AM systems. These systems arise from work on models of human memory systems. These will be discussed under a separate heading. The major benefits of using neural networks as AMs are the ability of neural networks to cope with noise in the query data and also the speed at which a network can recall data. Peripheral benefits include efficient use of memory and an ability to cluster the data.
F1.4.5 Feedforward associative neural networks
Any feedforward neural network that is capable of classifying data can, in principle, be used to build an AM. There are two ways in which this can be achieved, either through a two-stage or a one-stage process. In the case of a two-stage system they can be separated into systems that are purely neural-network-based and systems that are a hybrid of neural networks and conventional memory systems.
F1.4.5.1 Hybrid two-stage associative memory neural network systems
In a two-stage approach the first stage is a neural network classifier and the second stage is a simple conventional memory system. The front-end neural network is used to associate one half of the association with a pointer, which can be a single neuron output coupled to a memory location that stores a memory address. The second stage in this approach is then a conventional memory which can be accessed to find the associated item. The neural network front-end can be any network with a classification ability, as shown in figure F1 .4.1. Figure F1 .4.1. Simple two-stage neural associative memory. The input data are fed to a network which returns a binary address that is then used to access a conventional random access memory to retrieve data.
One can choose any of the existing networks for this, for example, CMAC, MLN (multilayer network), C1.2 SLN (single-layer network), RBF (radial basis function network), and SOM (self-organizing map). They C1.1, C1.6.2, C2.1.1 all allow the ability to perform a partial match on the query to be used to access the association. The great advantage of this approach is the ability to select the network that you feel is most suitable for the problem you have. If a Kohonen network is used as the front-end network, and one or more units are used uniquely for each association, then the network is a nondistributed AM.
To reduce the number of weights used to perform the front-end process, it is possible to let the front-end network output the memory address of the storage cell that contains the associated item. If the memory address contains 32 bits, then the 32-bit address of the associated item can be trained onto the output units of the front-end network. When an associative query is input to the network, the front-end network will directly recall the memory address. This is a faster approach than the first method.
Although the second approach works well when the query is non-noisy, it starts to fail if the input is noisy. This is because in order to form an address to use in the conventional memory a binary number is required. If the query is noisy this can cause output units not to be fully on or off. This then requires a c 1997 IOP Publishing Ltd and Oxford University Press
Handbook of Neural Computation release 97/1 F1.4:3 threshold to be set which will decide when an output unit should be on or off. Unfortunately, there is no reliable way of setting this threshold. One method of overcoming this is to use an L-max representation of the memory address (Casasent and Telfer 1992, Austin 1987) . In this approach, each memory address is associated with a binary pattern that is unique for each address and contains exactly L bits set to 1. When this is used, the front-end neural network is trained to recall the L-max code when the input query is presented. To recover the code when the input query is noisy, the L highest responding neurons in the output of the front-end network are selected and set to 1, all others are set to 0. Once recovered the code can be passed to a store which recalls the associated memory address. This secondary store can assume that the L-max code is non-noisy and so use conventional AM methods. When the output of the first-layer neural network is L-max coded or a binary code is used the AM is known to be partly distributed. This arises because the association between the input query and the address is distributed, in that each output unit shares its work between each association. However, the output neural network uses a local representation of the data. As long as the associated items are one-toone this approach works well. Unfortunately, if the associations are one-to-many or many-to-many, then the system can fail, as any input query will need two addresses to be recalled, which is not possible.
F1.4.5.2 Pure two-stage neural associative memories
To increase the speed and flexibility of the AMs, the second stage of the neural AM can be replaced by a neural network as shown in figure F1 .4.2. In effect, the system then becomes one large neural network, but it is initially simpler to view such a system as two neural networks. The second stage can take the 'address' provided by the front-end network and associate this to the associated item. To do this, each output unit in the output network represents a single bit or byte of information in the associated data. The output network is then a distributed memory, making the whole network a distributed AM. As with the front-end network, the back-end network can be any network capable of classifying data. Thus it too can have an ability to perform partial matches. Figure F1 .4.2. A two-stage neural associative memory. The input data are fed to a network which returns a binary address that is then fed to a second neural network that is used to retrieve the associated data.
Notable neural network AMs that use this approach are Kanerva's sparse distributed AMs (SDMs) (Kanerva 1988 ), Austin's advanced distributed AMs (ADAMs) ) and Albus' CMAC (Albus 1975) . The first two are considered here.
The SDM uses a simple front-end network that is similar to a Kohonen network and a back-end network that is basically an SLN. The system sets the input network neurons so that they can measure the amount by which they are similar to the input pattern using the Euclidean metric. During training the input data are presented, and a number of the best firing front-end units are selected and set to 1, all others are set to 0. This pattern is then sent to the second layer which is trained, using Hebbian learning, to recall the associated item. Recall works in a similar way. The input is presented and the best firing units in the first layer are selected and set to 1. This is then sent to the second layer which performs the conventional sum of products. The output pattern is then thresholded to recover the associated data. The memory is quite costly to implement, as it requires each input unit to compute a Euclidean distance. The ADAM system works in a similar way to the SDM. Its first stage is a binary correlation matrix memory (CMM) with an N-tuple preprocessor ) that allows nonlinearly separable patterns to be associated. The system uses L-max encoding of the address from the first network, which it passes to an output network which is also a CMM. The output network allows the assumption that the recovered 'address' is free from any corruption and uses a Wilshaw type threshold to recover the associated data (Wilshaw et al 1969) . The network has the advantage of simple implementation in dedicated hardware (Kennedy and Austin 1994) and because it uses binary CMM it can learn associations in one presentation of the data. It does so at the cost of reduced generalization ability; AM networks that use MLN as a front-end network do not suffer from this. The ADAM does not suffer the implementation cost of the SDM as it uses CMM and N-tuple networks which, because they are RAM nets (Austin 1994) , are simple to implement.
In the SDM and ADAM the back-end network was not a conventional MLN. Although this provides speed of learning it is at the cost of recall reliability. To improve the performance of the networks, an MLN can be used in the second stage. There are a number of advantages of this approach. These relate particularly to the AM's ability to recall associations in noisy situations. If the input data are very noisy the address formed at the output of the front-end network can be so corrupt that even the L-max process can fail. Since the back-end network is a neural network, this can recognize the address even in noisy conditions. Unfortunately, this is at the cost of learning time, which can be very large for large sets of associative data.
The aim of the SDM and ADAM systems is to allow fast training of very large numbers of associative data. AM networks that incorporate MLNs using backpropagation learning work better on noisy data, but are very slow to train. Thus their use is restricted to situations where the number of associations is small and/or where a large amount of corruption in the input queries is expected.
F1.4.5.3 One-stage neural associative memories
The essential feature of the two-stage AM is the careful assignment of the 'address' used to link the two memory systems. It will be obvious to the alert reader that the pure two-layer networks are the same as multilayer networks, apart from their careful selection of the 'address' pattern. In the MLN the 'address' is the hidden-layer pattern which is not chosen by the user but determined through the use of a learning algorithm. As a result, the training times of MLNs using backpropagation can be very long because MLNs have to determine the pattern arrangement on the hidden-layer units (see figure F1.4.3) . In the two-stage approaches, the hidden-layer pattern (the address) is selected so that all associations can be reliably recalled. The MLN with backpropagation learning is designed to perform generalization over training class data. This allows any pattern that is 'similar' to the training data to be recognized. In the AM case this is the same as training the AM on a set of associations that are many to one (i.e. that many different inputs can elicit the same output). Such an AM would generalize well to example inputs that are somehow similar to the trained associations. This aspect of the two-stage AMs has not been considered in current research. The final type of one-stage AM is one that has a single layer of units between the input query and the associated data. This type of system can be viewed as a simple perceptron-type network, or as a more complex correlation matrix memory. Because it is equivalent to an SLN the system only works well when the patterns to be associated have orthogonal query inputs (Palm 1980 , Kohonen 1977 . The networks of this type (Casasent and Telfer 1992) can be made to learn fast, and have been shown to be applicable to a number of problems including rule-based searches (Austin 1996) . Many approaches to allow accurate recall from these types of memories have been described, including training through the pseudo-inverse method (Kohonen 1984) , through Hebb-type learning (Kohonen 1972) and using the B3.3.1 perceptron and Widrow-Hoff learning rules (Widrow et al 1987) . A number of studies have considered the B3.3.2, B3.3.4 capacity of such AMs (Nadal and Toulouse 1990 , Casasent and Telfer 1992 , Willshaw et al 1969 , Austin and Stonham 1987 as well as studies which have examined the possibility of sparse connectivity (Nadal and Toulouse 1990) .
Although one-stage AMs can generalize well, they suffer from slow learning or limited storage ability with respect to memory use.
F1.4.6 Recurrent associative neural networks
Recurrent AMs have been the subject of a great deal of study and mathematical analysis. In particular, the Hopfield network has been studied the most and is also attributed to regenerating interest in neural C1.3.4 networks at the beginning of the 1980s. This class of network operates through an iterative recall process, where the recall of one pattern through the presentation of another develops through time. The Hopfield neural network (1982) can only be used in the autoassociative mode as it is used for pattern completion. After being trained on a number of patterns, a part of any of the trained patterns can be presented and the network iterated to 'rebuild' a complete pattern of the part presented. The network architecture consists of a single layer of neurons which receive inputs from the outputs of all other neurons. All units have bipolar weights and bipolar inputs are used. To train a new pattern, the pattern is 'clamped' onto the neurons and the network trained by a simple learning rule. The process of recall uses an iterative technique where the output 'evolves' over time. Although the network has interesting properties, it suffers from limited storage ability and can only deal with autoassociative inputs.
The bidirectional AM (Kosko 1987 (Kosko , 1988 can be seen as an extension to the Hopfield network because it allows the storage and recall of heteroassociated patterns by a recurrent network. It achieves this by using a two-layer architecture where the output of the second layer feeds back to the input of the first layer. The system uses iterative recall, but now the first layer is used to recall the first pattern of the associative pair and the second layer recalls the second pattern. For example, if pattern A were associated with pattern B, the network would recall B through the application of a part of pattern A to the first layer. This will evoke (some of) pattern B which would be sent to the second layer. This would then evoke a more complete version of pattern A, which would then be reapplied to the input. This new input would yield a more complete version of pattern B, and so on. Through this iterative process the network would recall a complete version of both patterns A and B.
These two examples of associative recurrent networks show the interesting property of pattern completion in an AM.
F1.4.7 Associative memories used for automated reasoning
This class of network requires a special mention. These AM systems are particularly designed to support reasoning based on association. The primary motivation for these systems is to understand the operation of the human mind-to generate a model of the human reasoning process. The most notable systems are those of Ajjangadde and Shastri (1991) and Dolan and Smolensky (1989) . A review of such systems is presented in Sun (1994) .
These systems are motivated by a need to model the properties of human AM. This includes our ability to access associated information rapidly and independent of the number of associations stored. In addition, the memory systems allow associative reasoning, which implicitly allows one associated fact to trigger another. The simplest form of such AM systems is a semantic network, where an association is Associative memory formed through a single connection between two neurons. The meaning of the association (the data) is attached to the units through a separate system.
F1.4.8 Conclusions
This section has pointed out the advantages and disadvantages of neural associative memories compared to conventional computer associative memories. In particular, it has shown that associative memories based on neural networks are faster and more robust to noisy inputs than conventional associative memories. More details on the specific types of neural networks are given in other sections of the handbook.
