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ABSTRACT
Youn, Jae Sung M.S.E.C.E., Purdue University, May 2014. Effect of Image Capture
Devices on the Accuracy of Black-Box Printer Models. Major Professor: Jan P.
Allebach.
In the process of electrophotograpic (EP) printing, the deposition of toner to the
printer-addressable pixel is greatly influenced by the neighboring pixels of the digital
halftone. To account for these effects, printer models can either be embedded in the
halftoning algorithm, or used to predict the printed halftone image at the input to
an algorithm being used to assess print quality. Most recently [1], a series of six new
models were developed to accurately account for local neighborhood effects and the
influence of a 45 × 45 neighborhood of pixels on the central printer-addressable pixel.
All these models are referred to as black-box models, since they are based solely on
measuring what is on the printed page, and do not incorporate any information about
the marking process itself. Three different types of black-box models (SD, HD, UHD)
that were developed with three different capture devices will be compared: an Epson
Expression 10000XL (Epson America, Inc., Long Beach, CA, USA) flatbed scanner
operated at 2400 dpi with an active field of view of 309.88 mm × 436.88 mm, a QEA
PIAS-II (QEA, Inc., Billerica, MA, USA) camera with resolution 7663.4 dpi and a
field of view of 2.4 mm × 3.2 mm, and Dr. CID, a 1:1 magnification 3.35 micron
true resolution Dyson Relay lens-based 3 Mpixel USB CMOS imaging device [2] with
resolution 7946.8 dpi and a field of view of 4.91 mm × 6.55 mm developed at HewlettPackard Laboratories – Bristol. Target printer is an HP Indigo 5000 Digital Press
(HP Indigo, Ness Ziona, Israel). Accuracy of the black-box model predictions of print
microstructure will be compared using models trained from images captured with
these three devices.

1

1. INTRODUCTION
Digital halftoning is the process of representing a continuous-tone image with a device
that can render only two or a few different levels of absorptance. In the process of
electrophotography, the deposition of toner within a given printer-addressable pixel
is strongly influenced not only by the digital halftone value at that pixel, but also by
the digital halftone values of the immediately neighboring pixels. This is due to a
number of phenomena that arise during the writing of the latent image on the organic
photoconductor drum, transfer of toner to the drum, further transfer of this toner
to the media, and fusing of the toner to the media surface. As a consequence, the
printed halftone image can differ significantly from that which would be predicted
by a simple point-to-point transfer from the digital halftone to each corresponding
printer-addressable pixel in the printed output.
Recently, a series of tabular equivalent grayscale models was developed that account for the influence of a 5 × 5 neighborhood on the printed absorptance of a given
printer-addressable pixel with stochastic, dispersed-dot [3] and stochastic, clustereddot [4] halftone textures, and a larger 45 × 45 neighborhood that is intended to
capture the effect of long-path scattering of light from the point where it is incident
on the surface of the media to the point where it finally exits [5]. These new models
are divided into three classes, and have a variety of computational structures that
allow system designers to choose the model that is best-suited to their particular
application. They also offer varying degrees of accuracy. With these models, results
for irregular, clustered-dot, periodic halftones were demonstrated [1].
All these models depend on a training process that is based on the analysis of
images of specially designed test pages, printed using the target device for which
the model is being developed. Thus, it is important to understand the impact of
the image capture device on the effectiveness of the models that are developed from
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the images acquired with that particular capture device. The characteristics of these
devices will vary according to frequency resolution quantified in terms of modulation transfer function (MTF), tone reproduction, noise, geometric distortion, and
the spatial uniformity of these factors across the field of view [6, 7]. Comparing the
performance of different capture devices in this context poses the interesting conundrum that we do not have absolute ground truth information. That is, just because
models developed from test pages acquired with a given capture device are good at
predicting images of halftone prints captured with the same device, does not mean
that the models are accurately describing what is on the printed page. Solution to
this problem is to refer all model results to the capture device that has the highest
quality. An additional factor to be considered is the size of the field of view of the
capture device. With a flat-bed scanner, it is possible to capture an entire training
page for the model in one step. With camera-based capture devices, it is necessary
to acquire multiple frames in a step-and-repeat fashion, either manually, or by using
a computer-controlled positioning system.
The rest of the thesis is organized as follows. In Chapter 2, an overview of the three
capture devices considered in this work is provided, including modulation transfer
function (MTF), gray balancing, flat-field correction, and calibration of all three
capture devices. In Chapter 3, explanation on how the test pages are designed for
the three different capture devices is provided. Next, black-box printer models are
discussed in Chapter 4, mainly focusing on the Class 3b model which has the highest
accuracy among the series of six printer models. Also in Chapter 4, explanation is
provided about what the estimated measured (EM) image is, and how it is used. Then,
experimental results are presented in Chapter 5. Finally, in Chapter 6, conclusions
are provided.

3

2. CHARACTERIZATION AND CALIBRATION OF
CAPTURE DEVICES
Throughout this article, [m, n] is used for discrete spatial coordinates at the printer
resolution, and [k, l] is used for discrete spatial coordinates at the scanner resolution,
where the units are pixels. The block diagram in Fig. 2.1 shows the signals generated
during the process of calibration. In Fig. 2.1, g[m, n] denotes the discrete halftone
image, which is input to the printer, g ′ [k, l] is the printed halftone image, s[k, l]
represents the captured halftone using one of the three capture devices, f [k, l] is the
flat-field corrected image obtained from s[k, l], c[k, l] denotes the calibrated image
obtained either from s[k, l] or f [k, l] depending on the choice of capture device, g̃[m, n]
denotes the printed halftone estimated from c[k, l], and ĝ[m, n] denotes the printed
halftone predicted from g[m, n] using one of our models. For each pixel of g[m, n], the
absorptance value can only take on values of 0 (white) or 1 (black), while each pixel
of g ′ [k, l], s[k, l], f [k, l], c[k, l], g̃[m, n], and ĝ[m, n] has an absorptance value between
0 and 1.

Fig. 2.1. Block diagram of the system used to obtain training and testing data.

4
2.1

Modulation Transfer Function
The modulation transfer function (MTF) is a fundamental tool for assessing

the performance of imaging systems. MTF is used as a metric for defining the spatial
resolution characteristics of the capture devices. Among different kinds of targets
that can be used for MTF measurement, the slanted-edge target is used as shown in
Fig. 2.2(a) which has four slanted edges that strongly contrast with the background.
Figure 2.2(b) shows the MTFs of the three capture devices. It can be observed that the
MTF value for Epson Expression 10000XL scanner drops below 20% at the frequency
9 cycles/mm, whereas the MTF values for the PIAS-II and Dr. CID drop below 20%
at around 50 cycles/mm. Such a result is to be expected due to the lower resolution
of the Epson scanner compared to that of the PIAS-II and Dr. CID.
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(b)

Fig. 2.2. MTFs of three capture devices. (a) Applied Image QA-62
test chart (Applied Image, Inc., Rochester, NY, USA) used to measure
the MTF, where the red box denotes the region used for analysis. (b)
MTFs of the three capture devices.



5
2.2

Gray Balancing and Calibration
As the sensitivity of the sensors of each of the three capture devices may

differ greatly from each other, it is necessary to perform gray balancing to ensure
consistent results among the capture devices. The X-RITE DTP70 autoscan spectrophotometer (X-Rite, Inc., Grand Rapids, MI, USA) is used to measure the luminance values of 22 different gray level patches on the KODAK Q-60 target page
(Eastman Kodak Company, Rochester, NY, USA). Then, the 8-bit gray scale values
returned from the Epson Expression 10000XL scanner using the VueScan scanner
driver (http://www.hamrick.com/#download) are fitted to the luminance values obtained from the spectrophotometer by a nonlinear regression method with the Matlab
function cftool (MathWorks, Inc., Natick, MA, USA) that uses power series
Yx−rite = a(

Yepson b
) + c,
255

(2.1)

where a, b, and c are the coefficients of the power series, Yx−rite represents the luminance value returned by the X-RITE DTP70, and Yepson denotes the luminance
value returned by the Epson Expression 10000XL scanner. Similarly, the nonlinear
regression applied to PIAS-II and Dr. CID is
Yx−rite = a(

RGB b
) + c,
255

(2.2)

where RGB represents individually the R, G, and B channel values returned by the
PIAS-II and Dr. CID, which are used to develop separate gray balance curves for
each of the three channels for both devices. The coefficients for all three capture
devices are provided in Table 2.1; and, as an example, the gray balancing curves for
Dr. CID are illustrated in Fig. 2.3.

2.3

Flat-field Correction
Flat-field correction is a technique used to improve the quality of the image

in the presence of nonuniform illumination. While the Epson Expression 10000XL

6
Table 2.1.
Coefficients of the power series for the three different capture devices
used in this study.
Epson

PIAS-II

Dr. CID

Y

R

G

B

R

G

B

a

273.9

269.5

273.1

282.2

220.9

223.2

216.8

b

1.98

1.01

0.94

0.99

2.60

2.20

2.00

c

-2.15

-11.25

-10.97

-8.20

-9.48

-5.34

6.04
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Fig. 2.3. Gray balance curves for Dr. CID using the coefficients in Table 2.1.

scanner and the QEA PIAS-II have very uniform illumination throughout the whole
field of view, the Dr. CID unit does not have uniform illumination; so flat-field
correction is necessary for it. To perform flat-field correction, 20 images from different
areas of the white background region of the test page are captured, and the average
of all those images is found as
20

w̄[k, l] =

1 X
wi [k, l] ,
20 i=1

(2.3)
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where wi [k, l] is the i-th captured white background image and w̄[k, l] is the average
white image. Then, the flat-field image is achieved by
f [k, l] = 255

s[k, l]
,
w̄[k, l]

(2.4)

where s[k, l] is the original captured image using Dr. CID. Note that the division in
the flat-field correction process may result in ratios greater than 1. Accordingly, the
calibrated image c[k, l] obtained from f [k, l] is clipped to 255 as


c[k, l], c[k, l] ≤ 255,
c[k, l] =

255,
else .

(2.5)

As it can be seen in the original image in Fig. 2.4(a), there is a shading effect around
the edge and in the center region of the field of view. Once the flat-field correction
and calibration are performed, the shading effect is no longer visible.

(a)

(b)

Fig. 2.4. Example of flat-field correction and calibration. (a) Original
image of halftone patch with gray level 40/255 captured by Dr. CID
from the training page. (b) Flat-field corrected and calibrated image
for gray level 40/255 to be analyzed to develop the black-box model.

8

3. DESIGN OF TEST PAGES
The block diagram in Fig. 3.1 shows the major steps for obtaining the black-box
models. First, the two specially designed test pages shown in Figs. 3.2(a) and 3.2(c)
are printed with the target printer the HP Indigo Press 5000 at a resolution of 812.8
dpi. Then, the printed test pages are captured by one of the three capture devices:
the Epson Expression 10000XL flatbed scanner, the QEA PIAS-II camera, and Dr.
CID with resolutions of 2400 dpi, 7663.4 dpi, and 7946.8 dpi, respectively. Once the
flat-field correction and calibration of the captured test page is completed using the
method discussed in Chapter 2, the captured images are analyzed to generate the
black-box models.

Fig. 3.1. Block diagram of the process for obtaining black-box models.

Figure 3.2 on the next page illustrates the design of the two different test pages
to be used to generate the black-box models. Although it is possible to use a single
test page for all the three capture devices, two test pages containing different sizes of
halftone patches are used in order to take full advantage of the larger field of view of
Dr. CID. The first test page in Fig. 3.2(a) is used to generate models from images
captured with both the QEA PIAS-II and the Epson Expression 10000XL scanner.
It contains 100 different 51 × 51 pixel halftone patches for each single gray level as
shown in Fig. 3.2(b). The second page in Fig. 3.2(c) is used to generate models for
Dr. CID. It contains 16 different 77 × 77 pixel halftone patches for each single gray
level as shown in Fig. 3.2(d). Both of these test pages are based on irregular, periodic
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clustered-dot halftone textures, have 100 × 100 pixel black patches on both sides for
calibration, and have 20 gray levels 5/255, 10/255, ..., 40/255, 55/255, 70/255, ...,
175/255, 195/255, 215/255, and 235/255. The halftone patch in Fig. 3.2(b) has a 7 ×
7 printer-addressable center region surrounded by at least 45 × 45 pixels. Therefore,
there are 7×7×100 = 4, 900 different 45 × 45 pixel regions for each gray level that can
be used to provide absorptance information for the black-box models. The halftone
patch in Fig. 3.2(d) has a 33 × 33 printer-addressable center region surrounded by at
least 45 × 45 pixels. Therefore, there are 33×33×16 = 17, 424 different 45 × 45 pixel
regions for each gray level that can be used to provide absorptance information for
the black-box models. However, to yield fair comparison, only 4 out of 16 available
patches for Dr. CID are used to approximately match the number of 45 × 45 pixel
regions between two different test pages. Finally, each halftone patch is surrounded
by four 3 × 3 pixel fiducial marks, rectangular brackets in the lower corners to help
align the capture devices, and numbering of the patches to guide the person taking
the pictures. The halftone patches for Dr. CID are shifted to the upper right side of
the field of view, in order to further reduce the impact of the nonuniform illumination
that can be seen in Fig. 2.4(a).

(a)

(b)

(c)

(d)

Fig. 3.2. Design of the test pages. (a) Test page used for PIAS-II and
EPSON Expression 10000XL. (b) Sample halftone patch of the test
page in (a) with gray level 40/255. (c) Test page used for Dr.CID. (d)
Sample halftone patch of the test page in (c) with gray level 40/255.
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4. BLACK-BOX MODEL AND EM IMAGE
4.1

Black-box Model
Of the six different black-box printer models developed previously, the Class

3b black-box model is used, which has the best performance. Figure 4.1 shows the
structure of the Class 3b black-box model, which accounts for the influence of the
inner 5 × 5 neighborhood on the central pixel mean absorptance by summing the
contributions of five overlapping 3 × 3 neighborhoods labeled 1 through 5 within
the 5 × 5 neighborhood of the pixel to be predicted. First, the index of the digital
halftone pattern within each of the 3 × 3 neighborhoods is computed according to
χ =

8
X

2i ai ,

(4.1)

i=0

where ai is the pixel value (0 or 1) at the i-th position of the 3 × 3 neighborhood
enumerated in raster order. These indices take on integer values between 0 and 511.
Then, the predicted central pixel absorptance is computed according to
λχ1 ,χ2 ,χ3 ,χ4 ,χ5 ,g =

5
X

wχk k + cg ,

k=1

(4.2)

= ΨTχ,g W ,
where χ1 , χ2 , χ3 , χ4 , and χ5 are the indices of the five different 3 × 3 neighborhoods
located in the inner 5 × 5 region and g is the average gray level of the digital halftone
pattern in the outer 45 × 45 − 5 × 5 region. Ψχ,g is a (512 × 5 + 20) × 1 vector.
The k-th block of 512 elements contains a single 1 at the location indexed by χk
and 0s elsewhere. Similarly, the final 20 locations contain a single 1 at the position
corresponding to the index of the average gray level in the outer 45 × 45 - 5 × 5
neighborhood quantized to the 20 levels in the training page. The optimal weights

11
for this model can be estimated from the training data set by using a least squares
method, i.e.
W optimal = argmin{ΨT W − α},
W

T

(4.3)
−1

T

= (Ψ Ψ) Ψ α ,
where α is the measured absorptance vector obtained from c[k, l]. The same procedure
for developing the black-box model is used for all three capture devices. The only
difference between the capture devices is the measured absorptance α.

Fig. 4.1. Structure of the Class 3b black-box model. Each table
corresponds to the indices and weights of the five different 3 × 3 pixel
neighborhoods. The 45 × 45 region shown here has gray level 40/255.

4.2

Estimated Measured Image
For each halftone patch shown in Fig. 3.2, the estimated centroids of the four

surrounding fiducial marks, illustrated in Figs. 3.2(b) and 3.2(d) for the two sample
halftone patches, are used to find the location, on the captured image of the print, of
the central printer addressable pixel within the 5 × 5 region of interest shown in the
upper right part of Fig. 4.1.
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4.2.1

Standard Definition EM Image
If the 3 × 3 pixel digital halftone patch from g[m, n] as shown in Fig. 4.2(a) is

printed using the target printer with a resolution of 812.8 dpi and captured with Dr.
CID with a resolution of 7946.8 dpi, one printer-addressable pixel would correspond
to 7946.8/812.8 × 7946.8/812.8 capture-device-addressable pixels. These capturedevice-addressable pixels will not register precisely on top of the printer-addressable
pixel due to the non-integer value of 7946.8/812.8 and the offset between the printer
and camera pixel lattices. So the c[k, l] is used to find the g̃[m, n] according to
X
ωm,n [k, l]c[k, l] ,
(4.4)
g̃[m, n] =
[k,l]∈Ωm,n

where Ωm,n denotes the set of 1/7946.8 × 1/7946.8 inch2 capture-device-addressable
pixels c[k, l] that overlap either wholly or partially within the pixel g[m, n], and
ωm,n [k, l] represents the [k, l]-th weight equal to the fractional intersection of the
region of the [k, l]-th scanner pixel with the [m, n]-th printer-addressable pixel. Once
this procedure is performed, the standard definition (SD) estimated measured (EM)
image g̃[m, n] is obtained, as is illustrated in Fig. 4.2(c).

(a)

(b)

(c)

Fig. 4.2. Development of SD EM Image. (a) Original digital halftone
image g[m, n] sent to the target printer. (b) Flat-field corrected and
calibrated image c[k, l] captured by Dr. CID. The black 3 × 3 squares
denote the positions of the printer-addressable pixels. (c) Final SD
EM image g̃[m, n].

13
4.2.2

High Definition EM Image
The high definition (HD) EM image is acquired by partitioning each printer-

addressable pixel by 3 × 3 sub-pixels as seen by the blue squares in Fig. 4.3(b).
Whereas the resolution of the SD EM image is the same as that of the target printer
(812.8 dpi), this process makes the resolution of the HD EM image 2438.4 dpi, which
is close to the resolution of the Epson scanner (2400 dpi). Since one sub-pixel would
correspond to 7946.8/2438.4 × 7946.8/2438.4 capture-device-addressable pixels, these
capture-device-addressable pixels will not register precisely on top of the sub-pixel due
to the non-integer value of 7946.8/2438.4 and the offset between the sub-pixel and
camera pixel lattices. Similar to the SD EM image case, using the Equ. 4.4, the HD
EM image g̃[m, n] is obtained as illustrated in Fig. 4.3(c).

(a)

(b)

(c)

Fig. 4.3. Development of HD EM Image. (a) Original digital halftone
image g[m, n] sent to the target printer. (b) Flat-field corrected and
calibrated image c[k, l] captured by Dr. CID. The blue 3 × 3 squares
inside the black printer-addressable pixel denote the positions of the
sub-pixels. (c) Final HD EM image g̃[m, n].

4.2.3

Ultra High Definition EM Image
The ultra high definition (UHD) EM image further divides the printer-addressable

pixel to 9 × 9 sub-pixels as seen by the blue squares in Fig. 4.4(b), bringing the res-
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olution of EM image up to 7315.2 dpi which is close to the resolution of the PIAS-II
(7663.4 dpi) and the Dr.CID (7946.8 dpi). Since one sub-pixel would correspond
to 7946.8/7315.2 × 7946.8/7315.2 capture-device-addressable pixels, these capturedevice-addressable pixels will not register precisely on top of the sub-pixel due to
the non-integer value of 7946.8/7315.2 and the offset between the sub-pixel and camera pixel lattices. Similar to the SD EM image and HD EM image case, using the
Equ. 4.4, the UHD EM image g̃[m, n] is obtained as illustrated in Fig. 4.4(c).

(a)

(b)

(c)

Fig. 4.4. Development of UHD EM Image. (a) Original digital
halftone image g[m, n] sent to the target printer. (b) Flat-field corrected and calibrated image c[k, l] captured by Dr. CID. The blue
9 × 9 squares inside the black printer-addressable pixel denote the
positions of the sub-pixels. (c) Final UHD EM image g̃[m, n].
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5. EXPERIMENTS AND RESULTS
Figure 5.1 shows how the difference in resolution between the capture devices
affects the image quality dramatically. Previous black-box models of all classes were
developed with training images captured by the Epson scanner at resolution 2400
dpi that have the quality level illustrated in Fig. 5.1(a). These images were missing
a lot of important detail as compared to those in Figs. 5.1(b) and 5.1(c). As can
be observed from the results in Figs. 5.1(b) and 5.1(c), even though the difference
in resolution between these two capture devices is only 3.63%, the amount of detail
captured by Dr.CID is greater than that captured by the PIAS-II.

(a)

(b)

(c)

Fig. 5.1. Comparison of the image quality between the three capture
devices. The same region of the test page is captured from a halftone
patch with gray level 40/255. All images have been calibrated and
flat-fielded (for Dr. CID only) according to the procedure described
in Chapters 2.2 and 2.3. (a) Sample from Epson Expression 10000XL
flatbed scanner captured at 2400 dpi. (b) Sample from QEA PIAS-II
captured at 7663.4 dpi. (c) Sample from Dr. CID captured at 7946.8
dpi.

Figure 5.2 shows the EM and model predicted (MP) images obtained from different
capture devices and definitions. Due to the lower resolution of the Epson scanner as
observed in Fig. 5.1(a), the EM and MP images obtained from the Epson scanner
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(Fig. 5.2(a) - 5.2(f )) appear blurrier than those obtained from the PIAS-II and Dr.
CID (Fig. 5.2(g) - 5.2(r)). A significant quality difference can be observed between
the SD and HD images in Fig. 5.2 as the HD images represent the 47 × 47 printeraddressable pixel region with 141 × 141 pixels whereas the SD images represent it
with 47 × 47 pixels. This 3× improvement in spatial resolution for the HD images
enables the model to render much detail. Despite the UHD images in Fig. 5.2 with
9× improvement in spatial resolution represent the same 47 × 47 printer-addressable
pixel region with 423 × 423 pixels, there is no significant visual difference between
the HD and UHD images.
SD MP

HD EM

HD MP

UHD EM

UHD MP

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

(l)

(m)

(n)

(o)

(p)

(q)

(r)

Dr. CID

PIAS-II

EPSON

SD EM

Fig. 5.2. Comparison between the EM images and the MP images
obtained from different capture devices and definitions for gray level
40/255. All the images have been cropped to show 47 × 47 printeraddressable pixel region. Note that the SD images have a spatial
resolution of 47 × 47 pixels, whereas the HD and UHD images have
141 × 141 pixels and 423 × 423 pixels, respectively.
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Figure 5.3 illustrates the actual image quality achieved with the SD prediction
models, based on the three different capture devices. The Dr. CID EM image is
treated as the ground truth, since it has the highest resolution, and examine the
ability of the three capture devices to predict the measured absorptance. In addition to the printed halftone patches predicted (Figs. 5.3(b) - 5.3(d)) by SD models
based on training data captured by these three input devices, the scaled error images (Figs. 5.3(f ) - 5.3(h)) for the difference between these predictions and the ground
truth (Fig. 5.3(e)) are shown. Here, darker values correspond to larger errors. It is important to note that once the models have been trained, the predictions in Figs. 5.3(b)
- 5.3(d) are solely based on the digital halftone shown in Fig. 5.3(a). These results
are consistent with those shown in Fig. 5.5(b). The SD Epson prediction (Fig. 5.3(b))
is blurrier than those of either the PIAS-II (Fig. 5.3(c)) or Dr. CID (Fig. 5.3(d)),
which are qualitatively very much alike. Similarly, it can be seen that the error image
for the Epson (Fig. 5.3(f )) is darker than those for either the PIAS-II (Fig. 5.3(g))
or Dr. CID (Fig. 5.3(h)), which again are qualitatively very much alike.
In addition to the SD scaled error images (Figs. 5.3(f ) - 5.3(h)), Fig. 5.4 shows
the scaled error images for the HD and UHD. Note that the SD scaled error images
in Fig. 5.3(f ) - Fig. 5.3(h) are identical to the scaled error images in Fig. 5.4(a)
- Fig. 5.4(c). The Epson error images for all the definitions are darker than those
for either the PIAS-II or Dr. CID, which are consistent with the results obtained
in Fig. 5.3. Interesting point to note is that the error images for the HD and UHD
(Figs. 5.4(d) - 5.4(i)) show more detailed error around the dot area as compared to the
error images for the SD (Figs. 5.4(a) - 5.4(c)) where the error is blurrier and dispersed.
This locally distributed error around the dot area results from the dot interaction
between the adjacent dots, which cannot be fully predicted with the printer models.
However, there is no significant visual difference between the error images for the HD
(Figs. 5.4(d) - 5.4(f )) and the error images for the UHD (Figs. 5.4(g) - 5.4(i)) which
further supports the fact found in Fig. 5.2. Next, the effect of difference in resolution
between the capture devices to the development of the black-box models is shown.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Fig. 5.3. Comparison between the MP images generated by three
different capture devices and the absolute error images where the gray
level is 100/255. The error images are identically scaled to map the
maximum across all three images to black and the minimum across all
three images to white. The outer boundaries of the error images are
cropped by 3 printer-addressable pixels. (a) Digital halftone image
g[m, n] sent to the target printer. (b) SD Epson Expression 10000XL
Class 3b MP image. (c) SD QEA PIAS-II Class 3b MP image. (d)
SD Dr. CID Class 3b MP image. (e) SD EM image obtained from
the Dr. CID captured image. (f) Absolute error image between SD
EM image of Dr. CID and SD Epson MP image. (g) Absolute error
image between SD EM image of Dr. CID and SD PIAS-II MP image.
(h) Absolute error image between SD EM image of Dr. CID and SD
Dr. CID MP image.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

Fig. 5.4. Comparison of absolute error images for the SD, HD, and
UHD cases where the gray level is 100/255. All the error images are
identically processed as those in Fig. 5.3. (a) Absolute error image
between SD EM image of Dr. CID and SD Epson MP image. (b)
Absolute error image between SD EM image of Dr. CID and SD
PIAS-II MP image. (c) Absolute error image between SD EM image
of Dr. CID and SD Dr. CID MP image. (d) Absolute error image
between HD EM image of Dr. CID and HD Epson MP image. (e)
Absolute error image between HD EM image of Dr. CID and HD
PIAS-II MP image. (f) Absolute error image between HD EM image
of Dr. CID and HD Dr. CID MP image. (g) Absolute error image
between UHD EM image of Dr. CID and HD Epson MP image. (h)
Absolute error image between UHD EM image of Dr. CID and HD
PIAS-II MP image. (i) Absolute error image between UHD EM image
of Dr. CID and HD Dr. CID MP image.

20
Figure 5.5 shows the root-mean-square-error (RMSE) model prediction errors in
units of absorptance as a function of gray level of the digital halftone for the SD,
HD, and UHD Class 3b model developed with training data captured from the three
different input devices. Two cases are considered. In Fig. 5.5(a), for each input
device, the RMSE between the EM image captured by that device and the absorptance
predicted by the model based on the training image, also captured by that device is
shown for all three definitions. This error is referred to as model-fit error. For all nine
cases, it can be seen that the RMSE is highest in the mid-tones. This is to be expected,
because this is where the dot interaction is greatest, resulting in a more challenging
prediction task. The same general trend can be found in Fig. 5.5(b). Comparing the
performance of the three capture devices for all the definitions, it can be seen that
the Epson data provides the best model-fit, whereas the model-fits of the PIAS-II
and Dr. CID are somewhat worse. This is also to be expected, since the Epson data
is much smoother. Therefore, the Class 3b model has an easier task predicting the
EM image captured with the Epson device. Surprisingly for the SD case, despite the
fact that the PIAS-II seems to capture somewhat less detail than Dr. CID, the model
developed by the PIAS-II shows somewhat higher model-fit RMSE across most of
the tone scale. At this time, there is no explanation for this phenomenon. However,
this phenomenon cannot be observed for the HD and UHD cases. The HD model
developed by the PIAS-II presents approximately the same model-fit RMSE as the
HD model developed by the Dr. CID, and the UHD model developed by the Dr. CID
shows higher model-fit RMSE than the UHD model developed by the PIAS-II across
most of the tone scale, which is to be expected.
Again in Fig. 5.5(b), the SD, HD, and UHD EM images data captured by Dr.
CID is treated as the ground truth. These prediction errors are referred to as crossprediction error. Of course, for Dr. CID, model-fit is still observed; so the green
plots in Figs. 5.5(a) and 5.5(b) are showing exactly the same data. This does give Dr.
CID an unfair advantage in the comparison. However, it can be seen that the Dr.
CID achieves better accuracy in model-fit than does the PIAS-II in cross-prediction
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of the Dr. CID EM image data. This suggests that the Dr. CID is essentially better
than the PIAS-II, with respect to its suitability for developing predictive models for
printed absorptance. On the other hand, the cross-prediction error for the Epson is
much higher for all the definitions, as much as 2× greater in the mid-tone gray levels.
This is also not surprising, since the Epson device does not capture nearly as much
detail from the printed halftone patterns as do either the PIAS-II or Dr. CID. A
somewhat fairer comparison would be based on using all three devices to predict data
from a test page captured by Dr. CID, but which is different from the training page
used to develop the Dr. CID model. In Reference [1], such a comparison for data
captured by the Epson device was performed, and no significant difference between
model-fit and cross-prediction RMSEs was observed.
In both Figs. 5.5(a) and 5.5(b), it can be observed that the RMSE of model-fit and
cross-prediction increases for all the three capture devices as the quality of the printer
model increases from SD to UHD. This is to be expected, because the HD and UHD
printer models have more difficult task predicting the EM images as there are larger
data to predict compared to the SD printer model. However in Fig. 5.5(a), there is
no significant difference in model-fit RMSEs of the SD, HD, and UHD Epson printer
models. This is because the resolution of the Epson scanner is too low, resulting in
no big difference among three different definitions.
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(b)

Fig. 5.5. RMSE (root-mean-square-error) of model-fit and crossprediction. (a) RMSE of model-fit between the EM and model prediction of same capture device for SD, HD, and UHD. (b) RMSE of
cross-prediction between the EM of Dr. CID and model predictions
of the three capture devices for SD, HD, and UHD.
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6. CONCLUSION
In this thesis, the effect of different resolutions and various characteristics of
image capture devices on the accuracy of black-box printer models was investigated.
Comparing the performance of different capture devices for which we do not have
absolute ground truth information posed a conundrum. However, the Dr. CID EM
images were used to compare the performance of black-box models from different
capture devices and definitions, as the Dr. CID had the highest resolution and the
best image quality, based on visual evaluation. The models were applied to irregular,
clustered-dot, periodic halftones. The results showed that the performance of the SD,
HD, and UHD Epson models based on the lowest resolution captured images were
poor. This suggests that in order to develop black-box models for a digital printer, it
is recommended to use high resolution capture devices. Although the performance of
the PIAS-II model and the Dr. CID model was comparable, the larger field of view of
Dr. CID helped to generate black-box models more easily. Moreover, as the results
showed no significant visual difference between the HD printer MP images and the
UHD printer MP images, it is recommended to use the HD Dr. CID printer model
for faster computational time.
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