Wireless sensor networks have been shown to be a cost-effective monitoring tool for many applications on civil structures. Strain cycle monitoring for fatigue life assessment of railway bridges, however, is still a challenge since it is data intensive and requires a reliable operation for several weeks or months. In addition, sensing with electrical resistance strain gauges is expensive in terms of energy consumption. The induced reduction of battery lifetime of sensor nodes increases the maintenance costs and reduces the competitiveness of wireless sensor networks. To overcome this drawback, a signal conditioning hardware was designed that is able to significantly reduce the energy consumption. Furthermore, the communication overhead is reduced to a sustainable level by using an embedded data processing algorithm that extracts the strain cycles from the raw data. Finally, a simple software triggering mechanism that identifies events enabled the discrimination of useful measurements from idle data, thus increasing the efficiency of data processing. The wireless monitoring system was tested on a railway bridge for two weeks. The monitoring system demonstrated a good reliability and provided high quality data.
Introduction
Due to increased traffic volume, loads, and speeds on the European railway network, many existing railway bridges are currently subjected to loads and speeds that exceed those which they were designed for. Under these conditions, a major concern for metallic bridges is the remaining fatigue life. Several investigations have demonstrated that monitoring provides important data for assessing the remaining fatigue life [1] [2] [3] [4] . In general, monitoring allows reducing significantly the uncertainties associated with the performance of critical structural components such as crossbeams and stringers that are exposed to many high amplitude load cycles.
Among different concepts and technologies that have been tested for monitoring civil structures, wireless sensor networks (WSNs) exhibit the attractive properties of being highly automatable and cable-free and therefore are easy to deploy and operate [5] . Short and medium term deployments, which in practice are likely to represent the majority of monitoring applications, may benefit from using WSNs since they allow minimization of installation time and costs. Nevertheless, several technical challenges of WSN must be handled to meet the requirements of structural monitoring. In contrast to tethered sensor networks, a WSN does not have an external power supply and a dedicated communication media. Therefore, battery-operated WSNs are only competitive if they can provide good quality data and can be operated reliably for a sufficiently long time with minimal maintenance (e.g., battery replacement and system rebooting).
Strain monitoring for fatigue life evaluation of railway bridges is characterized by several peculiarities. Since fatigue assessment is performed only by considering strain cycle amplitudes, the absolute strain usually does not need to be recorded. This requirement simplifies strain measurements since strain changes due to temperature can be neglected. Consequently, strain recording is only necessary when a train is crossing the bridge. The monitoring process is therefore event driven. Since on most bridges the average time interval 2 Journal of Sensors between trains is much greater than the average recording period during train crossings, the implementation of an event driven data acquisition mechanism is advantageous. It enables a significant reduction of data communication, thus reducing data loss due to a congestion of communication channels. In addition, since data communication is very expensive in terms of power consumption, it enables a significant saving of energy consumption, which is always a critical issue in medium and long term deployments of WSN.
A wireless sensor network designed specifically for railway bridge monitoring was proposed by Chebrolu et al. [6] . The system included an event driven monitoring mechanism through a node mounted in trains (mobile head node) that was also used to alert the sensor nodes on the bridge. The train acted as a mobile sink node by collecting the data generated by additional nodes in the WSNs. The feasibility of the concept was studied by means of a field experiment that took into account the performance of the mobile head node and the WSN head node. An actual deployment of an event driven WSN for railway bridge monitoring was described in [7] . The event detection was carried out independently on each sensor node with an ultra-low power MEMS acceleration sensor that continuously measured accelerations on the bridge and detected approaching trains. If this occurred, the sensor generated an interrupt that immediately switched on the strain gage's conditioning board and started data recording.
In this work, we present event based monitoring of stress cycles with a wireless sensor network demonstrated by field application on a steel railway bridge. The contribution of this work is twofold: (a) a new strain sensor board with 24-bit quantization resolution and reduced energy consumption and (b) an embedded cycle filtering algorithm, which enables dramatic reduction of the data communication overhead but still provides high quality input data for cycle counting algorithms, are presented.
The rest of the paper is organized as follows: Section 2 describes the strain sensor board, Section 3 addresses the embedded data processing algorithm, Section 4 presents the deployment on the railway bridge, Section 5 describe the results and, finally, Section 6 concludes this work.
Strain Sensing
Despite their importance in practice, strain monitoring with WSNs has received much less attention than vibration monitoring. Nagayama et al. [8] developed a sensor board for electrical resistance strain gages for the Berkeley Mote platform Mica2. The board's accuracy was experimentally verified in the laboratory with a small scale 3-story building structural model and the working resolution was about 4 m/m. Similarly, Choi et al. [9] developed a prototype strain sensor board for the Mica2 platform. Whelan and Janoyan [10] and Bischoff et al. [7] have designed a signal conditioning board for electrical resistance strain gages for the Tmote Sky platform. Both developments were tested with bridge deployments. Recently, Jo et al. [11] developed a high precision strain sensor board for the Imote2 platform that is able to measure low-level ambient strain by precisely balancing the Wheatstone bridge. The sensor board was tested with a deployment on a full-scale cable-stayed bridge. Functionally providing similar strain monitoring capabilities as WSNs is the in-service bridge monitoring system proposed by Howell and Shenton III [12] . This commercial system is based on a small single-board computer with analog inputs and includes a cellular digital packet data modem for communication via a cellular network.
Signal Conditioning Board.
Strain measurements on civil structures are usually performed with resistance strain gages. While their use with wired monitoring devices does not present particular problems, operating resistance strain gages with battery powered monitoring devices introduce two important drawbacks. First, the power consumption of resistance strain gages is rather high. While in vibration monitoring the typical power consumption of a good quality MEMS accelerometer is about a few mW, the widely deployed 120 Ohm resistance strain gages with Wheatstone bridge signal conditioning unit consume approximately ten times more power (around 50 mW). This figure is comparable to the power consumption of the radio unit in transmission mode which is the largest power consuming hardware component of a wireless sensor node. Therefore, continuous operation of resisting strain gages implies a dramatic reduction of the sensor node battery lifetime.
One way to overcome this problem is to operate the strain sensing unit only when an event occurs. In the case of a railway bridge, monitoring is required only when a train crosses the bridge. When events are sufficiently sparse, the strain sensing unit is most of the time switched off, which results in a significant power saving. However, this operating policy requires a triggering mechanism that is able to recognize train arrivals in advance and switch the strain sensing unit on. Such a mechanism was implemented and tested by Bischoff et al. [7] . The drawback of this operation policy is that when the strain sensing unit is switched on shortly before the train crosses a bridge a signal bias is produced due to heating of the strain gage by the current flow. This bias can be compensated by a dummy gage mounted in such a way that it is subjected to the same temperature changes but not to the same strain changes of the primary strain gage. Since fatigue monitoring only requires information about the amplitude of strain cycles and their frequency, temperature compensation is not crucial and can be omitted to avoid an increase of deployment time and costs.
Insights on how to improve energy efficiency and reduce signal bias due to heating can be achieved by using the formula that describes the power consumption of a linear resistor:
where is the voltage and is the resistance. According to (1) power consumption can be reduced either by increasing the resistance or reducing the voltage. The improvement in power consumption achieved by increasing the resistance is linear. Replacing a 120 Ω strain gage by a 700 Ω strain gage would already achieve a power saving by more than a factor 5. Another approach to reduce power consumption is to reduce the input voltage. Reducing the input voltage by a factor 2, for example, from 3 V to 1.5 V, would reduce the power consumption by a factor 4. Both options have the effect to decrease the signal-to-noise ratio. Since signal noise increases with increasing resistance of the strain gage, applying a 700 Ω gage instead of a 120 Ω strain gage will increase the noise. Reducing the input voltage will reduce the sensitivity of the signal conditioning circuit (Wheatstone bridge) since it is proportional to the input voltage [13] . Thus, reducing the input voltage by a factor two decreases the signal-tonoise ratio on the analog-to-digital converter (ADC) input, which may lead to loss of a bit at output. Common wireless sensor platforms with 12-bit ADCs may therefore be unable to provide the required performance in terms of amplitude resolution and range. To overcome this problem, signal conditioning and amplification board were developed. Although not discussed in this paper, the board was designed to support not only resistance strain gages but also different kinds of analog sensors. As such, it will be referred to as analog front end (AFE). The functional block diagram of the AFE is presented in Figure 1 . The core of the AFE is a Σ − Δ low noise ADC with 24-bit resolution [13] . Such an on-chip instrumentation amplifier, with programmable amplification gain that ranges from 1 to 128, provides a direct interface for small amplitude signals to the input ports. Its power consumption while operating is 400 A @ 3 V, which is classified as low power. The AFE has six analog inputs and therefore can be used for various applications. The main drawback of such a high resolution ADC is that it is significantly slower than common 12-bit ADCs since its maximum sampling rate is 470 Hz.
Measurement of strain gage resistance is performed using a Wheatstone bridge. In Figure 1 , the strain gage is marked with 1. The fixed valued resistors 2 and 3 form the one-half of the Wheatstone bridge that is the source of the reference voltage. These resistors feature small tolerance and low temperature coefficient. 4 is either a resistor or a dummy gage for temperature compensation and is placed on the same half of the bridge with the strain gage. Ideally, this resistor or dummy gage features the same resistance as of the strain gage in order to develop balanced bridge and minimize nonlinearities in the bridge output.
By programming switches 1 and 2, one can include resistors 5 and 6 in the signal conditioning circuit. Including these resistors in the active circuit increases the equivalent resistance of the overall system and hence decreases the power consumption. If, for example, all resistors have the same reference resistance , the power consumption is reduced by factor 3 since the system equivalent resistance is equal to 3 . Because the voltage on the Wheatstone bridge is less than the input voltage dc , to make the measurement circuit ratiometric to the reduced voltage, the voltage between resistors 5 and 6 and the Wheatstone bridge is sourced to the ADC as reference voltage. The ADC considers this reduced voltage as the full-scale range and the signal in this range is thus quantized with 24 bits. In a configuration with equal resistors, the excitation voltage across the Wheatstone bridge is reduced to one-third of dc .
The electrically programmable switch SW3 is used to include/omit a low-pass RC antialiasing filter in the circuit. By changing the values of resistor 7 and capacitor 1, one can adjust the cut-off frequency. In the case that this filter is omitted from the signal conditioning circuit, resistor 8 is used to discharge capacitor 1.
The middle points of the two legs of the Wheatstone bridge are connected to the differential input of the ADC. The signal is buffered and amplified with a programmable gain ranging from 1 to 128 and converted to a digital value. To achieve the highest resolution at ADC output, the amplification gain should be set as high as possible. The choice of this value is only limited by the expected amplitude range of the input signal. For the configuration displayed in Figure 1 , the amplitude range with respect to the amplification gain is given by
Using resistance strain gages with a gage factor of 2 and an amplifier gain of 128 the amplitude range of the AFE is approximately ±15.900 m/m, which represents a strain of 1.59%. With an ADC operating at 16 bits the theoretical resolution is 0.5 m/m. Operating the converter at 24 bits, the theoretical resolution is further decreased to 0.002 m/m. Amplitude range and resolution, even with 16 bits, comply well with the requirements of strain measurements for fatigue assessment of civil steel structures.
Power Consumption.
Power consumption measurements of the complete hardware (sensor node platform equipped with an AFE) were performed with a sensor node that was continuously performing strain measurement but did not process and transmit the data. The tests were performed with an AFE having resistors 2 and 3 of 160 kΩ and resistors 5 and 6 of 300 Ω. Resistor 4 had always the same resistance as the strain gage. The power supply dc featured 3 V. Due to their high resistance, the effect of resistors 2 and 3 on the overall circuit resistance can be neglected. The overall resistance is thus the sum tot = 1 + 2 + 5 + 6 . Since the power consumption of the AFE was not directly measured, it was estimated by multiplying the measured current with the overall resistance of the active circuit tot and adding 2 mW to approximately consider the other components of the AFE.
The results are shown in Table 1 . With resistors 5 and 6 being removed from the active circuit, which is equivalent to standard circuits, the power consumption using a 120 Ω strain gauge is the largest. By including resistors 5 and 6, the power consumption can be reduced by a factor 3. Replacing a 120 Ω strain gauge with a 700 Ω strain gauge reduces the overall power consumption by approximately a factor 2. The estimated power consumption of the AFE drops from 12.7 mW to 6.5 mW since the equivalent resistance increases from 840 Ω to 2 kΩ. The power consumption of the sensor node platform, calculated as overall consumption less the AFE power consumption, increases with the increase of the current sourced to AFE. This effect is credited mainly to the voltage stabilizer of the sensor node platform. Thus, reducing the current of the AFE allows also achieving an important power saving on the sensor node platform as well.
If nodes are equipped with two D-type batteries of capacity 14 mAh, with 120 Ω strain gages, the replacement of batteries is necessary after almost 5 months, while for 700 Ω strain gages this period extends to 8.5 months. However, on a real deployment, this period is smaller due to data processing and communication.
Signal Noise.
Including resistors 5 and 6 in the active circuit has the benefit of reduced power consumption. However, this operation reduces the input voltage of Wheatstone bridge and thus its sensitivity. Furthermore, resistors 5 and 6 tend to increase the noise level of the circuit. The overall effect is thus a reduction of the signal-to-noise ratio. To evaluate the impact of signal noise, both 120 Ω and 700 Ω strain gauges were mounted to a large laboratory testing machine with a heavy mass in order to minimize the effect of noise induced by ambient vibrations. Configurations with and without resistors 5 and 6 were tested for three different sampling frequencies. The data were recorded with an amplifier gain of 128 and a resolution of 24 bits. The results are presented in Tables 2 and 3 . The tables show that the rms of signal noise has an amplitude that varies between 8 and 10 bits. A significant variation of the noise amplitude is observed with a strain gage of 120 Ω ( Table 2 ) when resistors 5 and 6 are included in the active circuit. The increase of the rms of signal noise varies between a factor of 2.1 and 2.5. This figure corresponds to a resolution loss that ranges from 1 bit to 2 bits. As expected, signal noise increases with increasing frequency bandwidth. In terms of strain units, the greatest rms was 1.4 m/m at a sampling rate of 242 Hz.
When resistors 5 and 6 are removed from the active circuit, the rms noise increases when using a strain gage with 700 Ω resistance instead of a strain gage with 120 Ω resistance ( Table 3 ). This increase, however, is less than 1 bit and therefore small. Introducing 5 and 6 in the active circuit with 700 Ohm strain gage produces an additional but very small increase of noise such that the noise level is smaller than that of a strain gage with 120 Ω.
In summary, by including the resistors 5 and 6, the signal noise generally increases and circuits with 120 Ω strain gages are more sensitive than circuits with 700 Ω strain gages. The signal part of the records is contained in almost 15 bits which at the largest amplification gain leads to a resolution of approximately 1 m/m rms. This figure is still good enough for fatigue assessment of civil structures. The gain of 3 to 4 additional bits for the effective signal quantization that can be achieved with a 24-bit ADC with respect to a 12-bit ADC removes in practice the tradeoff between resolution and amplitude range. Clearly, for the tested AFE a 16-bit ADC would provide the same data quality. Since the AFE supports the signal conditioning of other sensors that may exhibit a smaller signal noise, a 24-bit ADC was still a better choice in terms of dynamic range.
Embedded Data Processing
Embedded data processing is a powerful tool for extending the lifetime of sensors nodes. Power saving is achieved by reducing significantly the data communication of data intensive monitoring applications. A variety of data processing algorithms were implemented and tested whose complexity depended on the performance of the WSN platform [14] [15] [16] [17] [18] . The feasibility and advantages of embedded data processing were successfully demonstrated in long term deployments [17, 19] . A strategy for fatigue life estimation for WSN with embedded data processing was proposed by O'Connor et al. [20] . Strain data was continuously acquired and processed by a rainflow counting algorithm. Laboratory tests showed a good agreement between the cycle counting histograms obtained by embedded and offline data processing.
In this work, strain data is also permanently acquired. Embedded data processing is performed in two data processing steps. The first data processing step consists in verifying if after recording the raw data a given threshold is exceeded. If the threshold is not exceeded, the following data processing steps are skipped and the buffer with the recorded raw data is overwritten by a subsequent data record. On the contrary, if the threshold is exceeded, the recorded data is pipelined to the second data processing step.
The algorithm of the first data processing step is very simple and computes the minimum and maximum of a data record. The threshold is considered as exceeded if in a data record the absolute value of the difference between minimum or maximum is greater than the threshold. This simple software-triggering mechanism avoids the processing and transmission of idle data and thus contributes to power consumption reduction.
The second step consists of calculating the cycles of a record. Since in fatigue assessment methods based on cumulative fatigue damage or fatigue crack propagation the impact of small amplitude cycles is usually negligible, the algorithm removes all cycles that are smaller than a given threshold. Therefore, the algorithm works as a small amplitude cycle filter. As a side effect, all cycles that are generated by signal noise are removed too. The output is a sequence of local maxima and minima and can be used as input of a cycle counting algorithm (e.g., rainflow counting algorithm) to determine the statistics of the cycle's amplitudes. Cycle counting algorithms require as input a strain history where each data point is either a local minimum or maximum [21] .
Since the cycle filtering algorithm performs two distinct tasks, finding all local minima and maxima and removing all cycles that have smaller amplitude than the threshold, each task could be implemented by a distinct algorithm. The first algorithm finds all local minima and maxima and the second removes the small cycles. The algorithm that finds the minima and maxima is trivial and does not have to be discussed. The pseudocode of the cycle filtering algorithm is given as follows:
(1) Read the next data sample d j (if out of data then stop) (2) If the vector of read data has less than 4 samples go to step (1) Step (5) Step (6) In order to establish data continuity between subsequent records, the algorithm keeps the first and last sample of the data vector. This feature requires that a record consists of at least 4 samples. In addition, at the beginning or end of the output data vector a cycle may occur with an amplitude that is smaller than the threshold. These cycles can be removed from the processed data vector with a postprocessing step on the server.
The algorithm removes small cycles while processing the data vector. Cycle removal occurs in steps (5) and (6) depending on the width of the last two line segments (Figure 2 ). The two samples associated to the smaller line segment are removed from the data vector. By removing the cycles, the size of the data vector shrinks. Since sample removal does not affect the unprocessed data, the output can be stored in the same physical memory space as of the original raw data. The algorithm thus does not need additional memory except for storing temporary data such as segment widths and indices.
An alternative to the algorithm described above is a one-pass algorithm that performs simultaneously both tasks: extrema search and small cycle filtering. In this case the data consists of the raw data record and not the array of local minima and maxima. The core of the algorithm does not have to be changed except step (1), which reads extremal points and therefore has to be replaced. The pseudocode of the algorithm is as follows: It is important to make sure that, in the implementation of step (1), the array of extrema d contains only minima or maxima and not saddle points. The outcome of the cycle filtering algorithm is displayed in Figure 3 , which presents a typical strain time history where each axle passing over the crossbeam produces a cycle. The record was sampled with a sampling rate of 100 Hz and consists of 3000 samples. The extremal points identified by the algorithm are plotted with markers. Two different filter thresholds were used. The greater threshold is, as expected, more effective in reducing the data size (83 versus 130 samples). However, it misses identifying many cycles, in particular in the time span between 8 and 15 seconds. In this case, the smaller threshold reproduces much better the cycle pattern of the original record. The essential information about the event is contained in the 130 extremal points, which are only 2.8% of the original data size. Storing only the extremal points allows for a significant removal of redundant data. Such a dramatic data reduction to a few % of the original data size is typical for fatigue monitoring applications. Due to the irregular time interval between the extremal points, the time information is lost. However, since only strain cycle amplitude and frequency (cycle counting) are of concern for fatigue assessment, the loss of time information can be considered as negligible. The algorithms were implemented in the software framework described by Flouri et al. [18] . The computation time of the two algorithms on a TI MSP430 microcontroller [22] is depicted in Table 4 . A sample of 2048 samples is processed in less than 100 ms. The data processing is extremely fast and does not represent any limitation for the data acquisition since with the maximum sampling rate of 470 Hz the recording time is 4.36 seconds.
Field Test
The field test deployment was performed on a riveted railway bridge near to Münchenstein in Switzerland. The Münchenstein Bridge was constructed in 1892 and crosses the river Birs. It replaced an older riveted bridge designed by Gustave Eiffel that collapsed in 1891. The bridge, which has a span width of approximately 45.2 m, consists of two lateral longitudinal trusses that are connected by crossbeams and cross-bracings (Figure 4(a) ). The existing bridge supports are skewed at nearly 45 degrees. The railway sleepers are mounted on two longitudinal stringers that are connected at their ends to crossbeams (Figure 4(b) ). These beams are particularly susceptible to fatigue loading since each passing axle produces a loading cycle with high strains. The bridge is mainly used by passenger trains that travel from Basel into the valley of the river Birs. The trains travelling in the opposite direction use the twin bridge.
WSN Platform.
The wireless sensor network is based on the commercial sensor node of the company Decentlab [23] . The core of the sensor node is the 16-bit microcontroller TI MSP430 from the family of reduced instruction set computing (RISC) mixed-signal microprocessors [22] . The most important features of this system-on-chip are the ultralow power consumption 0.5 A (standby mode), 116 kB of flash memory, 8 kB of RAM memory, and 16 MHz CPU speed. The output of the 24-bit ADC was truncated to 16 bits by removing the 8 less significant bits. This truncation did not have any effect on data quality since according to Tables 2 and 3 the rms of signal noise was approximately 8 bits. Wireless delivery of data is enabled using low power radio transceiver working in European SRD Band from 863 to 870 MHz. By operating in this frequency band, opposed to the conventionally used 2.4 GHz band, nodes can achieve better signal propagation in environments where there is no line of sight. The nominal transmission rate is 20 kbit/s. The sleep mode current consumption of the radio chip is 0.6 W, while during reception and transmission the consumption reaches 27.6 mW and 51 mW, respectively. The platform features a voltage stabilizer that provides a constant input voltage of 3 V. Fading batteries or voltage fluctuations due to temperature changes do not have any effect on the data quality.
Monitoring Setup.
The deployment consisted of 5 sensor nodes, 2 relay nodes, and a base station. Each sensor node was connected to a strain gage. Two crossbeams were monitored, each with 2 strain gages. The strain was measured on the lower flange with a commercial strain checker [24] (Figure 5 ). With these devices the coupling between the structure and the strain gage is achieved through friction by pressing the strain gage on the structure using a magnet. This feature enabled a fast deployment. Two checkers were mounted on each crossbeam to enable a more reliable evaluation of the recorded strains. The strain checkers used a strain gage with 120 Ohm and 6 mm length. Another strain gage was mounted on one of the carbon fiber lamellas of the strengthening system [25] . This strain gage was glued and had a resistance of 700 Ω (Figure 6 ). The housing of the sensor nodes was equipped with 4 magnetic footings, thus allowing a fast mounting on the steel crossbeam ( Figure 7) .
The base station was placed inside a building at a distance of nearly 200 m from the bridge and was powered by the main supply. Since another building was situated between the base station and the sensor nodes, two relay nodes were placed in between to improve the link quality (Figure 8 ). Since the steel bridge significantly reduced the range of the radio, the first relay node was placed nearby on the twin bridge and the second one was mounted on a pole, approximately in the middle distance between the bridge and the building hosting the base station.
Operation Mode.
The sensor nodes were operated with a permanent data acquisition with a sampling frequency of 123 Hz. The recorded data were organized in records of 128 samples each, which corresponded to a recording time interval of 1.04 seconds. Such small records were used for testing purposes. Since a typical train crossing lasted between 4 and 8 seconds, 5 to 10 records were necessary to cover the event. The records were stored alternating in two distinct buffers. While one buffer was used to store the currently recorded data, the other buffer, which hosted the previous record, was used by the data processing algorithms. The threshold of the software triggering algorithm was set to 19 m/m. The threshold of the cycle filtering algorithm was set to 4.7 m/m. Assuming a module of elasticity of steel of 200 GPa this threshold corresponds to a stress amplitude of approximately 1 MPa.
The output of embedded processing was stored in packets consisting of maximum 16 data samples and metadata that described the data packet (e.g., node number, sequence number, data type, etc.). This metadata was used by the data server to associate the incoming data to a specific sensor node in order to reconstruct the sequence of data in time. The data packets were finally forwarded to the radio for transmission. Data packets were carrying only output data of one raw data record. Because of the small sample size and significant data reduction rate the packets carried often less than the maximum allowable pay load of 16 data samples. At arrival, the base station assigned a time stamp to each packet. This time stamp was used in the postprocessing for reconstructing the strain cycles in time of a particular train crossing event.
Results

Unprocessed Data.
Unprocessed strain records measured on a steel crossbeam with a sensor node are shown in Figure 9 . These records were acquired prior to start of the monitoring phase without performing embedded data processing in order to evaluate the quality of raw data. The raw data was stored in the external flash memory and eventually downloaded using a USB interface. Figure 9 (a) displays the strain time history induced by an intercity train (ICN) and Figure 9 (b) by a suburban train (SB). The strain cycles induced by the bogies are clearly distinguishable. The record demonstrates that the signal quality is very good. In fact, the noise is smaller as 1 m/m rms and agrees well with the laboratory tests described in Section 2.3.
Processed Data.
The processed data generated by an ICN train that was recorded by the monitoring system is displayed in Figure 10 at 12:07. The train was similar to that generating the record that is displayed in Figure 9 (a). The 8 bogies are clearly distinguishable on all 4 strain gages. Also the pattern of the cycles agrees well with the unprocessed record. Only the 4th and 5th cycles of the second strain gage, which was mounted on crossbeam 1, differ from all other records. This difference was probably induced by the threshold that cancelled the small amplitude cycles. In fact, these cycles in the other records had amplitudes varying between 6 and 8 m/m which is very close to the threshold (5 m/m) of the cycle filtering algorithm. The record shows that strain cycle amplitudes of crossbeam 2 are greater than the ones of crossbeam 1. The crossbeams are identical and vary only on their position. Since both strain amplitudes recorded on crossbeam 1 agree quite well, the greater amplitudes of crossbeam 2 should not be induced by a bad mounting of the strain checker but should be originated by a physical reason. An additional confirmation is provided by a finite element analysis which shows that crossbeams located at the bridge ends are subjected to greater cycle amplitudes rather than crossbeams located in the middle of the span [26] . The record of this event is described by 26 and 31 samples. The shortest record refers to the second strain gage of crossbeam 1 that does not show the small amplitude cycles on the 4th and 5th large amplitude cycles. Assuming that the train speed in this event is similar to the event displayed in Figure 9 (a), the train passage lasted for approximately 8 seconds. Thus, even considering the extra samples resulting from the front and trail of each data record, the embedded processing reduced the communicated data to in average 6% of the original data size.
Analogously, the processed data of a suburban train that crossed the bridge on November 28 at 9:12 is displayed in Figure 11 . Since suburban trains do not produce any small amplitude cycles, the cycle patterns of the all 4 records match exactly. The cycle pattern is characterized by 5 cycles having greater cycles in the front and rear and 3 smaller cycles in between. Also in this event, the strain cycle amplitudes of crossbeam 2 are greater than the one of crossbeam 1. The size of the event records consists of 12 samples. Assuming a crossing time of approximately 4.4 seconds (Figure 9(b) ), the embedded processing reduces the communicated data to in average 8% of the original data size. It is possible to achieve further reduction by increasing the period of a single record. In this way, extra samples in the front and trail of a processed record are minimized by reducing the number of records forming a complete event.
Reliability.
Reliability is always an important issue when operating such complex distributed systems like wireless sensor networks over a significant period of time. Poor reliability is equivalent to data loss. Data loss per se does not necessarily imply a loss of information. The data loss that was experienced in the vibration monitoring of a footbridge [17] would not have any impact on the vibration serviceability assessment. If the data loss is moderate and is governed by a random process and the data pool is large enough, the exceedance probability of peak vibration amplitudes would not change. In this case, data loss produces only a loss of efficiency as more time is needed to achieve a representative data pool.
However, in fatigue life estimation the situation is different. Since data loss reduces the number of recorded cycles, any assessment based on cycle counting will be biased. Therefore, reliable information about data loss is important in order to be able to estimate their effect on the assessment.
Event Hit Rate.
A first insight into system reliability is provided by analysing the recorded events. The events were identified using the time stamps of the data packets. An overview of the recorded events and their time of occurrence is displayed in Figure 12 . In this figure, green circles represent events that were recorded by all nodes (complete events). Blue circles represent events that were not recorded by at least one node (incomplete events). Such a failure does not necessarily mean that the triggering algorithm missed identifying a train. Data loss due to poor communication could be as well a possible cause. The figures on the right-hand side are the number of total recorded daily events (complete and incomplete) and the number of recorded complete events during the day. According to the service timetable of the Swiss Railways, on working days 59 passenger trains (41 suburban trains and 18 intercity trains) are crossing the bridge. On Saturdays and Sundays there are 3 additional suburban trains between 1 and 4 am. The recorded numbers of trains per day, however, do not fit with this timetable. This discrepancy is due to intercity trains that drove over the monitored bridge, instead of being routed as planned over the twin bridge. The majority of incomplete events (blue disc) are concentrated on two days: November 26 and 28. On November 26, the strengthening of the crossbeam was deployed and the two sensor nodes that were mounted on this crossbeam were removed between 12 and 18 o' clock. On November 28, between 11 and 14 o' clock, other work related to strengthening was performed and sensor nodes were removed. The number of incompletely detected events that occurred outside the periods of strengthening work is 6 ( Figure 12 ). According to the service timetable of the Swiss Railways, only two of these events, on November 26 at 10:10 am and on November 27 at 6:11 am, can be associated with passenger trains. Based on the recorded data, 4 remaining incompletely recorded events are service trains. On November 29, the suburban train at 10:42 pm was not recorded (red marker). A failure of all 5 sensor nodes or a detour of this train over the twin bridge may be the cause. Even if considering this missed train as a failure of the triggering mechanism, its failure rate was about 0.6%.
Data
Loss. An additional source of data loss is the communication. In this deployment, setting up a good communication link between the sensor nodes mounted on the bridge and the base station was a challenging task. The missing line of sight between the bridge and the building that hosted the base station and the highly reflective metallic construction of the bridge were the main causes of the communication problems. Two relay nodes had to be placed between the bridge and the building to assure a sufficiently reliable data link.
The communication protocol used for delivering data is based on the collection tree protocol (CTP) [23] . It is primarily designed for low traffic rates and does not promise a 100% safe delivery of data packets. Although it contains several mechanisms that improve reliability, CTP only promises that it will "try very hard" to deliver each packet.
When a monitoring system performs periodical measurements with constant time intervals, the estimation of data loss is very simple since the theoretical number of data records is given by monitoring period and the time interval between consecutive measurements. The data loss is calculated as the difference between the theoretical data samples and the effectively received ones. An estimate of the data loss of a monitoring system operating in event driven mode is much more difficult since there is no constant time interval between two events and even the data size varies from event to event.
In the current investigation, the content of the data records can be used to estimate the data loss. The passenger trains are usually operated with a few standard configurations. In this particular case, the recorded data revealed that the suburban trains crossing the Münchenstein Bridge operated with 3 different configurations. Since each train configuration produces a very specific cycle pattern, data loss becomes identifiable by a deviation from these cycle patterns. The 3 cycle patterns are displayed in Figure 13 . Each complete cycle pattern is characterized by the number of cycles or, equivalently, the sample size: 11 data points for configuration 1, 21 data points for configuration 2, and 31 data points for configuration 3.
The data loss can thus be estimated by computing missing data points for each recorded event. The analysis was restricted to the suburban trains as their cycle patterns are much simpler than the cycle patterns of the intercity trains. 38 suburban trains crossed the bridge regularly each day. These trains represent more than 50% of the total number of trains recorded during the monitoring period and are therefore a representative sample for estimating the data loss. The data loss analysis was also restricted to the 4 nodes that were operated during the complete monitoring period.
The observed average data loss of all 4 nodes was 4.2%. The individual data losses of the nodes were 3.9%, 4.1%, 4.2%, and 4.7%. These figures do not differ significantly, hence suggesting that, in average, all nodes performed equally well. The observed data loss is in accordance with other investigations that addressed data loss of WSN monitoring systems [17] .
The distribution of data loss over the day does not show particular patterns such as better network performance during the night (Figure 14(a) ). This data loss was computed by averaging the data loss of the trains scheduled at a fixed time during the monitoring period. The evolution of average data loss with monitoring time is displayed in Figure 14(b) . The days before the implementation of the strengthening and the installation of the 5th node, which occurred on day 6, are characterized by a lower average data loss and a smaller scattering than the last 7 days. In this period, the average data loss of all 5 nodes was 5.2% and the individual average data losses of the nodes were 4.8%, 5.7%, 5.1%, 5.9%, and 5.2%. These figures are 1% higher than the figures of the first 6 days with 4 operating sensor nodes. The observed performance drop may be caused by the 5th node which shared the same transmission channel as the 4 other nodes, thus increasing the risk of packet collision. Due to the small difference in data delivery performance and the short deployment period of 13 days, an interpretation of the data in terms of poorer performance in the second half of the monitoring period would be unreliable. Such a trend was clearly observed in [17] for a monitoring period of one year.
The analysis of the data loss per train configuration displays, in contrast, an evident pattern. Trains characterized by 11 samples had an average data loss of 3.1%. Those characterized by 21 samples had a data loss of 5.1% and the longest train with 31 samples had a data loss of 8.1%. The data loss increases with the train length with an approximately constant gradient of 2.5% per 10 samples. An analogue analysis using IC trains reveals that the shorter configuration, described by 17 samples, had a data loss of 3.9%, while the longer configuration, described by 31 samples, had a data loss of 4.6%. IC trains, hence, show also an increase of the data loss with longer trains.
The increase rate of data loss cannot be explained by a random data loss. In fact, a longer train produces more data to be transferred. The greater amount of data, however, is generated over a longer time period since a longer train needs more time to cross the bridge. On the other hand, the data rate per time interval is constant which should lead to a data loss that is independent of the event. Considering the position of the sensor nodes relative to the first relay node and the highly reflective metallic environment, a realistic source of the correlation of data loss with train length can be identified. While, in order to prevent acts of vandalism, the sensor nodes are deployed around 1 meter below the rails, the first relay node was placed approximately on the same level of the rails so that there was no line of sight between sensor nodes and relay node. Communication signals reached the relay node over multiple reflections on the metallic structure and not by a direct path. Due to their metallic hull, trains modified the reflection properties of the environment. This might have disturbed the link quality between sensor nodes and relay node. Due to the short recording period, most of the data packets were transmitted during the crossing of a train, thus resulting in a data loss that was correlated to train length.
Conclusions
This paper investigated different mechanisms for improving the performance of WSNs when used for monitoring strain cycle on civil structures such as railway bridges. The first performance improvement is achieved with a signal conditioning board that allows reducing significantly the power consumption of a sensor node. The improvement concerning power consumption is correlated to a reduction in sensitivity and therefore a reduction of signal-to-noise ratio. This drawback, however, is neutralized by the 24-bit ADC which allows achieving high resolution without penalizing the amplitude range. The achieved noise level of about 1 m/m rms confirms that the resolution matches well the requirements of engineering practice. The sampling rate of 470 Hz ADC is not an impressive figure but hardly represents a limitation for strain cycles monitoring applications on civil structures.
Embedded data processing represents the second performance improvement. Because of the particular cycle structure produced by trains and the limited duration of the event, the cycle filtering algorithm achieves a data reduction by roughly a factor 10 to a factor 20 (5% to 10% of the original data size). In this investigation, the embedded data processing was ended with the cycle filtering algorithm. A cycle counting algorithm (rainflow algorithm) could be easily implemented and appended as a subsequent data processing step. Because of its simplicity and the small input data size, it would be even faster than the cycle filtering algorithm. Therefore, the total processing time would still be much smaller than the time to acquire raw data records. A cycle counting algorithm would further reduce the data size by roughly a factor 2, which, in terms of samples, is roughly 10 times less than what the cycle filtering algorithm achieves. However, in order to be applied correctly, a cycle counting algorithm must be executed on the full strain time history of an event [21] . Because of the memory limitations of WSN nodes, a complete event is likely to consist of several records. This requires temporarily storage of intermediate results of the cycle filtering algorithm and eventually a reallocation of this data into memory when a new data record is processed. These operations have to be repeated until the last record of the same event is processed. A further data reduction by a roughly factor 2 does not produce such a great energy saving to justify the greater complexity of the embedded data processing algorithm. The cycle counting algorithm can be easily performed on the data server. The input consists of the output of the cycle filtering algorithm that is linked to an event by time stamps. This choice keeps the embedded data processing on the sensor node simple, straightforward, and finally more reliable. Furthermore, collecting minima and maxima of a strain history enables a better verification of the performance of the monitoring system in terms of data quality and reliability rather than a histogram of data cycles.
Finally, the information provided by minima and maxima of a strain history can be used for calibrating structural models.
A last performance improvement is achieved with the software triggering mechanism. It is fast, simple, and reliable and prevents the processing and communication of useless raw data records. On the Muenchenstein Bridge the total time period of train crossings sums up to roughly 10 minutes per day. This figure corresponds to less than 1% of the raw data that was acquired in a day. Thus, in terms of minimizing data processing, the software triggering mechanism proved to be very efficient. However, the extremely small size of relevant data compared to the acquired data reveals also the intrinsic weakness of the software triggering mechanism. An event triggering mechanism based on ultra-low power auxiliary sensor nodes that trigger the strain sensor nodes only when an event occurs would be more efficient. According to the authors' experience, the lifetime of a sensor node with the software triggering mechanism and powered by two commercial 1.5 V alkaline D batteries having a capacity of 18.000 mAh is about 50 days. The data provided by such a monitoring period is often already sufficient for fatigue assessment purposes.
The data loss occurring during the field test was moderate although the situation with the highly reflexive metallic bridge and the long distance to the base station was rather difficult in terms of communication link quality. However, such an environment is likely to be representative for strain monitoring of railway bridges. The locations of the sensor nodes and relay nodes were identified by trial and error until a stable connectivity was achieved. Better layouts in terms of link quality are likely to exist. Quantitative tools for evaluating concurrent layouts would be very helpful to improve link quality and reduce data loss. Nevertheless, a moderate average data loss of several % does not necessarily invalidate the monitoring campaign. If data loss is governed by random processes and the monitoring period is sufficiently long the histogram of strain cycle amplitudes is not significantly affected by data loss. In cases where train configurations are highly standardized, increasing the number of cycles by the data loss rate provides a good estimate of the unbiased result. A small data loss is therefore acceptable and does not bias the fatigue assessment.
To conclude, although there is still space for improvements in the field of event triggering, layout optimization, and data loss, this investigation demonstrates that a wireless sensor network has the potential to perform strain cycles monitoring of metallic railway bridges in an effective and efficient way.
