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FROZEN GAUSSIAN APPROXIMATION FOR HIGH FREQUENCY WAVE
PROPAGATION IN PERIODIC MEDIA
RICARDO DELGADILLO, JIANFENG LU, AND XU YANG
Abstract. Propagation of high-frequency wave in periodic media is a challenging problem due to the
existence of multiscale characterized by short wavelength, small lattice constant and large physical
domain size. Conventional computational methods lead to extremely expensive costs, especially in high
dimensions. In this paper, based on Bloch decomposition and asymptotic analysis in the phase space,
we derive the frozen Gaussian approximation for high-frequency wave propagation in periodic media
and establish its converge to the true solution. The formulation leads to efficient numerical algorithms,
which are presented in a companion paper [5].
1. Introduction
We are interested in studying high-frequency wave propagation in periodic media. A typical example is
given by the following Schro¨dinger equation in the semiclassical regime with a superposition of a (highly
oscillatory) microscopic periodic potential and a macroscopic smooth potential,
(1.1) iε
∂ψε
∂t
= −
ε2
2
∆ψε + V (x/ε)ψε + U(x)ψε, x ∈ Rd,
where V and U are smooth potential functions, V is periodic with respect to the lattice Zd: V (x+ ei) =
V (x) for any x ∈ Rd and {ei, i = 1, 2, · · · , d} is the standard basis of R
d. Here ε ≪ 1 is the rescaled
Planck constant, ψε is the wave function, and d is the spatial dimensionality.
The equation (1.1) can be viewed as a model for electron dynamics in a crystal, where V is the effective
periodic potential induced by the crystal, and U is some external macroscopic potential. Notice that we
have identified the period of V (x/ε) and the “semiclassical parameter” in front of the derivative terms.
This parameter choice gives the most interesting case as ε→ 0 [2].
The mathematical analysis of this work is motivated by the challenge of numerical simulation of (1.1)
when ε is small. In this semiclassical regime, the wave function ψε becomes oscillatory with wave length
O(ε). This means a computational domain of order 1 size contains O(1/ε) wavelengths, and each of
them needs to be resolved if conventional numerical methods are applied. For example, even for the
simplest case V = 0 (no lattice potential), a mesh size of O(ε) is required when using the time-splitting
spectral method [1] to compute (1.1) directly; an even worse mesh size of o(ε) is needed if one uses
the Crank-Nicolson schemes [26] or the Dufort-Frankel scheme [27]. Besides, the presence of non-zero
lattice potential introduces further difficulties which restrict the mesh size to be o(ε) in the standard
time-splitting spectral method [1]. Special techniques using Bloch decomposition are needed to relax the
mesh size to be of O(ε) [12–14]. Moreover, in these methods, a large domain is demanded in order to
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avoid the boundary effects. Therefore the total number of grid points is huge, which usually leads to
unaffordable computational cost, especially in high (d > 1) dimensions.
An alternative efficient approach is to solve (1.1) asymptotically by the Bloch decomposition and
modified WKB methods [3, 4, 7], which lead to eikonal and transport equations in the semi-classical
regime. An advantage of this method is that the computational cost is independent of ε. However, the
eikonal equation can develop singularities which make the method break down at caustics. The Gaussian
beam method (GBM) [31] was then introduced by Popov to overcome this drawback at caustics. The idea
is to allow the phase function to be complex and choose the imaginary part properly so that the solution
has a Gaussian profile; see [15–20, 28, 37, 38] for recent developments. Similar ideas can be also found
in the Hagedorn wave packet method [8, 9]. Unlike the geometric optics based method, the Gaussian
beam method allows for accurate computation of wave function around caustics [6,33]. But the problem
is that the constructed beam must stay near the geometric rays to maintain accuracy. This becomes a
drawback when the solution spreads [23, 28, 32].
The Herman-Kluk propagator [11,21,22] was proposed for Schro¨dinger equation without the oscillatory
periodic background potential. The method was rigorously analyzed in [35,36] and further extended as the
frozen Gaussian approximation (FGA) for general high frequency wave propagation in [23–25]. The FGA
method uses Gaussian functions with fixed widths, instead of using those that might spread over time,
to approximate the wave solution. Despite its superficial similarity with the Gaussian beam method,
it is different at a fundamental level. FGA is based on phase plane analysis, while GBM is based on
the asymptotic solution to a wave equation with Gaussian initial data. In FGA, the solution to the
wave equation is approximated by a superposition of Gaussian functions living in phase space, and each
function is not necessarily an asymptotic solution, while GBM uses Gaussian functions (called beams) in
physical space, with each individual beam being an asymptotic solution to the wave equation. The main
advantage of FGA over GBM is that the problem of beam spreading no longer exists.
In this paper, we extend FGA for computation of high-frequency wave propagation in periodic media.
We mainly focus on the derivation of an integral representation formula of FGA in the phase space and
establish the rigorous convergence results for FGA. While the FGA works for general strictly hyperbolic
equations, we focus in this paper the case of semiclassical Schro¨dinger equation with periodic media (1.1).
The computational algorithm and numerical results will be presented in a separate paper [5]. The rest of
the paper is organized as follows. We first recall the Bloch decomposition of periodic media and introduce
the windowed Bloch transform in Section 2. In Section 3, we present the formulation of FGA for periodic
media and the main convergence result. The proof of the main result is given in Section 4.
Notations. The absolute value, Euclidean distance, vector norm, induced matrix norm, and sum of
components of a multi-index will all be denoted by | · |. We will use the standard notations S, C∞, and C∞c
for Schwartz class functions, smooth functions, and compactly supported smooth functions, respectively.
We will sometimes use subscripts to specify the dependence of a constant on the parameters, for instance,
notations like CT to specify the dependence of a constant on a parameter T .
2. Bloch decomposition and windowed Bloch transform
The frozen Gaussian approximation for periodic media relies crucially on the Bloch decomposition to
capture the fine scale (O(ε) spatial scale) oscillation. First we briefly recall the well-known Bloch-Floquet
decomposition for Schro¨dinger operators with a periodic potential.
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Consider a Schro¨dinger operator
(2.1) H = −
1
2
∆ + V (x),
where the potential V is periodic with respect to the lattice Zd. We denote Γ the unit cell of the
lattice: Γ = [0, 1)d. The unit cell of the reciprocal lattice (known as the first Brillouin zone) is given by
Γ∗ = [−pi, pi)d. It is standard (e.g., [34]) that the spectrum of H is given by energy bands
spec(H) =
∞⋃
n=1
⋃
ξ∈Γ∗
En(ξ),
where for each ξ ∈ Γ∗, {En(ξ)} are the collection of eigenvalues (in ascending order) of the operator
Hξ =
1
2
(−i∇x + ξ)
2 + V (x)
with periodic boundary condition on Γ. The Bloch waves are the associated eigenfunctions: For each
band n and ξ ∈ Γ∗, it solves
(2.2) Hξun(ξ, ·) = En(ξ)un(ξ, ·).
with periodic boundary condition on Γ, where ξ serves as a parameter in the above equation. un(ξ, ·) is
normalized that
(2.3)
∫
Γ
|un(ξ,x)|
2
dx = 1.
We extend un(ξ,x) periodically with respect to the second variable, so it is defined on Γ
∗ ×Rd. We will
also write un,ξ = un(ξ, ·) when the former is more convenient.
These Bloch waves generalize the Fourier modes (complex exponentials) to periodic media (see for
example discussions in [7]). In particular, for any function f ∈ L2(Rd), we have the Bloch decomposition
(2.4) f(x) =
1
(2pi)d/2
∞∑
n=1
∫
Γ∗
un(ξ,x)e
iξ·x(Bf)n(ξ) dξ.
where the Bloch transform B : L2(Rd)→ L2(Γ∗)N is given by
(2.5) (Bf)n(ξ) =
1
(2pi)d/2
∫
Rd
sun(ξ,y)e
−iξ·yf(y) dy.
As an analog of the Parseval’s identity, we have
(2.6)
∫
Rd
|f(x)|
2
dx =
∞∑
n=1
∫
Γ∗
|(Bf)n(ξ)|
2
dξ.
As suggested by (2.4) and (2.5), we introduce the notation Ω to denote the phase space corresponding to
one band (Γ∗ is viewed as a torus, i.e., periodic boundary condition is assumed on Γ∗)
(2.7) Ω := Rd × Γ∗ =
{
(x, ξ) | x ∈ Rd, ξ ∈ Γ∗}.
Correspondingly, we will use the notation (q,p) for a point in Ω.
For later usage, we define the Berry phase An for the Bloch waves,
(2.8) An(ξ) =
〈
un(ξ, ·), i∇ξun(ξ, ·)
〉
L2(Γ)
.
The normalization condition (2.3) implies An(ξ) is always a real number. We should be cautious about
one subtlety though as the eigenvalue equation (2.2) and the normalization only define un(ξ, ·) up to a
unit complex number, in particular, for any function ϕ periodic in Γ∗,
(2.9) vn(ξ,x) = e
iϕ(ξ)un(ξ,x), (x, ξ) ∈ Ω,
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also provides a set of Bloch waves. This is known as the gauge choice for the Bloch waves. However,
different gauge choice gives different values of An(ξ) and even causes trouble if ϕ is discontinuous. While
for the analysis, it suffices to assume smooth dependence of un on ξ (which is possible as the n-th band
is separated from the rest of the spectrum), this gauge freedom makes numerical computation nontrivial.
We will further address this by designing a gauge-invariant algorithm in a companion paper [5] on the
numerical algorithms.
Differentiating (2.2) with respect to ξ produces
(2.10) Hξ∇ξun(ξ,x) + (−i∇x + ξ)un(ξ,x) = En(ξ)∇ξun(ξ,x) +∇ξEn(ξ)un(ξ,x).
Taking inner product with un(ξ, ·) yields
(2.11) ∇ξEn(ξ) = −i〈un(ξ, ·),∇xun(ξ, ·)〉+ ξ.
Differentiate (2.10) with respect to ξ again gives
(2.12) Hξ∇
2
ξun(ξ,x) + 2(−i∇x + ξ)∇ξun(ξ,x) + un(ξ,x)I
= En(ξ)∇
2
ξun(ξ,x) + 2∇ξEn(ξ)∇ξun(ξ,x) + En(ξ)∇
2
ξun(ξ,x).
Taking inner product with un(ξ, ·), one gets
(2.13) 〈un(ξ, ·),−i∇x∇ξun(ξ,x)〉+ ξ〈un(ξ, ·),∇ξun(ξ, ·)〉+ I/2
= ∇ξEn(ξ)〈un(ξ, ·),∇ξun(ξ,x)〉+
1
2En(ξ)〈un(ξ, ·),∇
2
ξun(ξ, ·)〉.
These identities (2.11) and (2.13) will be useful later.
We shall now introduce the windowed Bloch transform. This is an analog of the windowed Fourier
transform (also known as the short time Fourier transform) widely used in time-frequency signal analysis.
Definition 2.1. The windowed Bloch transform W : L2(Rd)→ L2(Ω)N is defined as
(2.14) (Wf)n(q,p) =
2d/4
(2pi)3d/4
〈un(p, ·)Gq,p, f〉 =
2d/4
(2pi)3d/4
∫
Rd
sun(p,x) sGq,p(x)f(x) dx,
where Gq,p is a Gaussian centered at (q,p) ∈ Ω, given by
(2.15) Gq,p(x) = exp
(
−
1
2
|x− q|
2
+ ip · (x− q)
)
.
The adjoint operator W∗ : L2(Ω)N → L2(Rd) is then
(2.16) (W∗g)(x) =
2d/4
(2pi)3d/4
∞∑
n=1
∫∫
Ω
un(p,x)Gq,p(x)gn(q,p) dq dp.
Proposition 2.2. The windowed Bloch transform and its adjoint satisfies
(2.17) W∗W = IdL2(Rd).
Remark. Similar to the windowed Fourier transform, the representation given by the windowed Bloch
transform is redundant, so that WW∗ 6= IdL2(Ω)N . The normalization constant in the definition of W is
also due to this redundancy.
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Proof. Fix a f ∈ L2(Rd), by definition, we have
(W∗Wf)(x) =
2d/2
(2pi)3d/2
∞∑
n=1
∫∫
Ω
un
(
p,x
)
Gq,p(x)〈Gq,pun(p, ·), f〉dq dp
=
2d/2
(2pi)3d/2
∞∑
n=1
∫∫
Ω
∫
Rd
un
(
p,x
)
Gq,p(x) sGq,p(y)sun(p,y)f(y) dy dq dp.
Let us integrate in q first.∫
Rd
Gq,p(x) sGq,p(y) dq = e
ip·(x−y)
∫
Rd
e−|x−q|
2/2−|y−q|2/2 dq
= eip·(x−y)e−|x−y|
2/4
∫
Rd
exp
(
−
∣∣∣q − x+ y
2
∣∣∣2) dq
= pid/2eip·(x−y)e−|x−y|
2/4.
Hence, denoting f˜x(y) = e
−|x−y|2/4f(y), we have
(W∗Wf)(x) =
1
(2pi)d
∞∑
n=1
∫
Γ∗
∫
Rd
un
(
p,x
)
eip·(x−y)e−|x−y|
2/4
sun(p,y)f(y) dy dp
=
1
(2pi)d
∞∑
n=1
∫
Γ∗
∫
Rd
un
(
p,x
)
eip·(x−y)sun(p,y)f˜x(y) dy dp
(2.4)
= f˜x(x) = e
−|x−x|2/4f(x) = f(x).

The previous proposition motivates us to consider the contribution of each band to the reconstruction
formulae (2.17). This gives to the operator ΠWn : L
2(Rd)→ L2(Rd) for each n ∈ N
(2.18) (ΠWn f)(x) =
2d/4
(2pi)3d/4
∫∫
Ω
un(p,x)Gq,p(x)(Wf)n(q,p) dq dp.
It follows from (2.17) that
∑
nΠ
W
n = IdL2(Rd), while Π
W
n is not projection due to the redundancy of
windowed Bloch transform.
3. Formulation and main results
Let us start with fixing some more notations. We will switch between physical domain and phase space
in the FGA formulation. For clarity, we will use x,y ∈ Rd as spatial variables, (q,p) ∈ R2d as phase
space variables. The capital letters X and Y are shorthand notations for X = x/ε and Y = y/ε.
We define an effective (classical) Hamiltonian corresponding to each energy band by
(3.1) hn(q,p) = En(p) + U(q).
The associated Hamiltonian flow κn(t) = (Qn(t, q,p),P n(t, q,p)) solves
(3.2)

dQn
dt
= ∇Pnhn(Qn,P n),
dP n
dt
= −∇QnQn,P n)
on Ω with initial conditions Qn(0, q,p) = q and P n(0, q,p) = p.
From now on, we will use the short hand notation (Qn,P n) for (Qn(t, q,p),P n(t, q,p)). For the
long time existence of the Hamiltonian flow (3.2), we will assume that the external potential U(x) is
subquadratic as below.
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Definition 3.1. A potential U is called subquadratic, if ‖∂αxU(x)‖L∞ is finite for all multi-index |α| ≥ 2.
Remark. As a result, since the domain Γ∗ for p is bounded, the Hamiltonian hn is also subquadratic.
The frozen Gaussian approximation will be formulated by the following Fourier integral operator.
Definition 3.2. (Fourier Integral Operator) For u ∈ S(R2d × Ω,C) and ϕ ∈ S(Rd,C) we define the
Fourier Integral Operator with symbol u by the oscillatory integral
(3.3) [Iε(u)ϕ](x) =
1
(2piε)3d/2
∫∫
Ω
∫
Rd
e
i
ε
Φ(t,x,y,q,p)u(x,y, q,p)ϕ(y) dy dq dp
where the complex valued phase function Φ(t,x,y, q,p) is given by
(3.4) Φ(t,x,y, q,p) = S(t, q,p)− p · (y − q) + P · (x−Q) +
i
2
|y − q|2 +
i
2
|x−Q|2
and S(t, q,p) is a real-valued action function associated to κ satisfying
(3.5) ∇qS(t, q,p) = −p+∇qQ ·P , ∇pS(t, q,p) = ∇pQ · P .
Note that if κ(t) = κn(t), the action Sn(t, q,p) can be obtained by solving the evolution equation
(3.6)
dSn
dt
= P n · ∇Pnhn(Qn,P n)− hn(Qn,P n),
with initial condition Sn(0, q,p) = 0.
We are now ready to formulate the frozen Gaussian approximation. The FGA approximates the
solution of the Schro¨dinger equation (1.1) on the n-th band to the leading order by
(3.7) ψεFGA(t,x) =
[
Iε
(
an,0(t, q,p)un(P n,
x
ε
)sun(p,
y
ε
)
)
ψε0
]
(x),
where ψε0 is the initial condition. More explicitly, at time t, ψ
ε
FGA is given by
(3.8) ψεFGA(t,x) =
1
(2piε)3d/2
∫∫
Ω
an,0(t, q,p)e
iSn(t,q,p)/εGεQn,Pn(x)un(P n,x/ε)
· 〈Gεq,pun(p, ·/ε), ψ
ε
0〉dq dp.
Here and in the sequel, we use the short-hand notation for Gaussians with semiclassical scaling
(3.9) Gεq,p(x) := exp
(
−
|x− q|2
2ε
+ i
p · (x− q)
ε
)
,
where the subscripts (q,p) indicate the center of the Gaussian in phase space. Note that the semiclassical
Fourier transform of Gεq,p is
(3.10) Ĝεq,p(ξ) =
1
(2piε)d/2
∫
Rd
Gεq,p(x)e
−iξ·x/ε dx = exp
(
−
|ξ − p|2
2ε
+ i
q · (ξ − p)
ε
)
.
Correspondingly, the semiclassical windowed Bloch transform Wε : L2(Rd)→ L2(Ω)N is defined as
(3.11) (Wεf)n(q,p) =
2d/4
(2piε)3d/4
〈
un(p, ·/ε)G
ε
q,p, f
〉
=
2d/4
(2piε)3d/4
∫
Rd
sun(p,x/ε) sG
ε
q,p(x)f(x) dx.
Similarly we also have the operator ΠW,εn : L
2(Rd)→ L2(Rd) for each n ∈ N with semiclassical scaling
(3.12) (ΠW,εn f)(y) =
2d/4
(2piε)3d/4
∫∫
Ω
un(ξ,y/ε)G
ε
x,ξ(y)(W
εf)n(x, ξ) dx dξ.
It follows from (2.17) and a change of variable that
∑
nΠ
W,ε
n = IdL2(Rd).
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The only term in (3.8) that remains to be specified is the amplitude an,0(t, q,p). It solves the evolution
equation
(3.13) ∂tan,0 = −ian,0An(P n) · ∇U(Qn) +
1
2
an,0 tr
(
∂zP n∇
2E(P n)
(
Zn
)−1)
−
i
2
an,0 tr
(
∂zQn∇
2U(Qn)
(
Zn
)−1)
,
with initial conditions an,0(0, q,p) = 2
d/2 for each (q,p) and we recall that An(ξ) = 〈un(ξ, ·), i∇ξun(ξ, ·)〉
is the Berry phase. Here the matrix Z associated with the Hamiltonian flow κn(t) is defined by
(3.14) Zn(t, q, p) := ∂z (Qn + iP n) ,
where ∂z := ∂q − i∂p.
We now state the main results of this work.
Theorem 3.1. Assume that the n-th Bloch band En(ξ) does not intersect any other Bloch bands for all
ξ ∈ Γ∗ and the Hamiltonian hn(x, ξ) is subquadratic. Let U
ε
t be the propagator of the time-dependent
Schro¨dinger equation (1.1) with initial condition ψε0 ∈ L
2(Rd). Then for any given T , 0 ≤ t ≤ T and
sufficiently small ε, we have
(3.15) sup
0≤t≤T
∥∥∥U εt (ΠW,εn ψε0)− Iε(an,0un(P n,x/ε)sun(p,y/ε))ψε0 ∥∥∥
L2
≤ CT,n ε
∥∥ψε0∥∥L2 .
Remark. Note that the FGA solution approximates the time evolution of ΠW,εn ψ
ε
0, which is the n-th band
contribution to the initial condition in the reconstruction formulae (2.17). In particular, if the initial
condition is concentrated on the n-th band in the sense that ψε0 = Π
W,ε
n ψ
ε
0, the theorem states that the
solution to (1.1) is approximated by the FGA solution with O(ε) error.
Remark. We can also construct higher order approximations by replacing the term an,0un(P n,x/ε) with
an ε-expansion of the form bn,0 + εbn,1 + ε
2bn,2 + . . .+ ε
N−1bn,N−1 where bn,0 = an,0un(P n,x/ε). This
will give an approximate solution ψε,NFGA to O(ε
N ) accuracy. In this paper we shall focus on the first order
approximation and omit the formulation and proof for higher orders.
Remark. Let us also remark that while we take the more explicit approach of using Bloch waves in a
modified FGA ansatz for periodic media, as in (3.8). The same approximation can be also derived by
first projecting the whole Schro¨dinger equation using a super-adiabatic projection as developed in [29,30]
and then apply the frozen Gaussian approximation to the resulting dynamics. We will not go into the
details in this work.
The proof of Theorem 3.1 is given in Section 4. By linearity of (1.1), we have the following more
general statement, as an easy corollary from Theorem 3.1.
Theorem 3.2. Assume that the first N Bloch bands En(ξ), n = 1, · · · , N do not intersect and are
separated from the other bands for all ξ ∈ Γ∗; and assume that the Hamiltonian hn(x, ξ) is subquadratic.
Let U εt be the propagator of the time-dependent Schro¨dinger equation (1.1) with initial condition ψ
ε
0 ∈
L2(Rd). Then for any given T , 0 ≤ t ≤ T and sufficiently small ε, we have
(3.16) sup
0≤t≤T
∥∥∥∥U εt ψε0 − N∑
n=1
Iε
(
an,0un(P n,x/ε)sun(p,y/ε)
)
ψε0
∥∥∥∥
L2
≤ CT,N ε
∥∥ψε0∥∥L2 +
∥∥∥∥∥ψε0 −
N∑
n=1
ΠW,εn ψ
ε
0
∥∥∥∥∥
L2
.
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Proof. Taking the short-hand notation ψε0,n = Π
W,ε
n ψ
ε
0 and V
ε
t,n = I
ε
(
an,0un(P n,x/ε)sun(p,y/ε)
)
, we
have ∥∥∥∥∥U εt ψε0 −
N∑
n=1
V
ε
t,nψ
ε
0
∥∥∥∥∥
L2
=
∥∥∥∥∥U εt
(
∞∑
n=1
ψε0,n
)
−
N∑
n=1
V
ε
t,nψ
ε
0
∥∥∥∥∥
L2
=
∥∥∥∥∥U εt
(
N∑
n=1
ψε0,n
)
+ U εt
(
∞∑
n=N+1
ψε0,n
)
−
N∑
n=1
V
ε
t,nψ
ε
0
∥∥∥∥∥
L2
≤
∥∥∥∥∥U εt
(
N∑
n=1
ψε0,n
)
−
N∑
n=1
V
ε
t,nψ
ε
0
∥∥∥∥∥
L2
+
∥∥∥∥∥U εt
(
∞∑
n=N+1
ψε0,n
)∥∥∥∥∥
L2
(3.15)
≤
N∑
n=1
CT,nε
∥∥ψεn,0∥∥L2 +
∥∥∥∥∥
∞∑
n=N+1
ψε0
∥∥∥∥∥
L2
≤ CT,Nε ‖ψ
ε
0‖L2 +
∥∥∥∥∥ψε0 −
N∑
n=1
ΠW,εn ψ
ε
0
∥∥∥∥∥
L2
.

4. Analysis of frozen Gaussian approximation in periodic media
4.1. Initial condition. Let us first study the initial condition for the frozen Gaussian approximation.
At time t = 0, observe that by setting t = 0 in (3.8) we have
ψεFGA,n(0,x) =
2d/2
(2piε)3d/2
∫∫
Ω
un
(
p,x/ε
)
Gεq,p(x)〈G
ε
q,pun(p, ·/ε), ψ
ε
0〉dq dp = Π
W,ε
n ψ
ε
0
by definition of the operator ΠW,εn . Hence, the FGA solution matches Π
W,ε
n ψ
ε
0 at t = 0.
4.2. Estimates of the Hamiltonian flows. To control the error for t > 0, we collect here some
preliminary results on the estimate of quantities associated with the Hamiltonian flows. We will assume
throughout the rest of the paper that the assumptions of Theorem 3.1 hold for a fixed Bloch band n.
The following notation is useful in the proof. For u ∈ C∞(Ω,C), we define for k ∈ N,
(4.1) Mk[u] = max
|αq|+|αp|≤k
sup
(q,p)∈Ω
∣∣∂αqq ∂αpp u(q,p)∣∣
where αq and αp are multi-indices corresponding to q and p, respectively.
Definition 4.1. (Canonical Transformation) Let κ : R2d → R2d be a differentiable map κ(q,p) =
(Q(q,p),P (q,p)) and denote the Jacobian matrix as
(4.2) (F ) =
(
(∂qQ)
T (q,p) (∂pQ)
T (q,p)
(∂qP )
T (q,p) (∂pP )
T (q,p)
)
.
We say κ is a canonical transformation if F is symplectic for any (q,p) ∈ R2d, i.e.
(4.3) (F )
T
(
0 Idd
− Idd 0
)
F =
(
0 Idd
− Idd 0
)
.
It is easy to check by the definition that the map κn(t) : R
2d → R2d defined by (q,p)→ (Qn(t, q,p),P n(t, q,p))
solving (3.2) is a canonical transformation.
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Proposition 4.2. We have for all k ≥ 0
(4.4) sup
t∈[0,T ]
Mk [Fn(t)] <∞ sup
t∈[0,T ]
Mk
[
d
dt
Fn(t)
]
<∞.
Proof. Differentiating Fn(t, q,p) with respect to t gives
(4.5)
d
dt
Fn(t, q,p) =
(
∂P ∂Qhn ∂P ∂P hn
−∂Q∂Qhn −∂Q∂P hn
)
Fn(t, q,p).
By our assumption that U is subquadratic on Rd and since En ∈ C
∞(Γ∗), there exists a constant C
independent of (q,p) such that
(4.6)
d
dt
|Fn(t, q,p)| =
∣∣∣∣∣
(
∂P ∂Qhn ∂P ∂P hn
−∂Q∂Qhn −∂Q∂P hn
)∣∣∣∣∣ ∣∣Fn(t, q,p)∣∣ ≤ C∣∣Fn(t, q,p)∣∣
with |Fn(0)| = |Id2d|. By an application of Gronwall’s inequality, we obtain
(4.7) |Fn(t)| ≤ e
C|t|.
Differentiating (4.5) with respect to (q,p) yields
(4.8)
d
dt
∂
αq
q ∂
αp
p Fn(t, q,p) =
∑
βq≤αq,βp≤αp
(
αq
βq
)(
αp
βp
)
∂
βq
q ∂
βp
p
(
∂P ∂Qhn ∂P ∂P hn
−∂Q∂Qhn −∂Q∂P hn
)
×
× ∂
αq−βq
q ∂
αp−βp
p Fn(t, q,p).
Our estimate now follows by induction. 
Recall that the matrix Zn(t, q,p) is defined by
(4.9) Zn(t, q,p) := ∂z (Qn(t, q,p) + iP n(t, q,p)) = (∂q − i∂p) (Qn(t, q,p) + iP n(t, q,p)) .
We have the following. It follows the same proof of [23, Proposition 3.5], which we reproduce here for
completeness.
Proposition 4.3. Zn(t, q,p) is invertible for (q,p) ∈ Ω. Moreover, for each k ∈ N,
(4.10) Mk
[(
Zn(t)
)−1]
<∞.
Proof. Zn(t, q,p) inherits the property that Mk(Zn(t, q,p)) <∞ from the same estimate for Fn(t, q,p).
Moreover, we have
Zn(Zn)
∗(t, q,p) =
(
i Idd Idd
)
(Fn)
T (t, q,p)
(
Idd −i Idd
i Idd Idd
)
Fn(t, q,p)
(
−i Idd
Idd
)
=
(
i Idd Idd
) (
(Fn)
T (Fn)
)
(t, q,p)
(
−i Idd
Idd
)
+
(
i Idd Idd
)
(Fn)
T (t, q,p)
(
0 −i Idd
i Idd 0
)
Fn(t, q,p)
(
−i Idd
Idd
)
=
(
i Idd Idd
) (
(Fn)
TFn
)
(t, q,p)
(
−i Idd
Idd
)
+ 2 Idd .
(4.11)
This calculation shows that, since (Fn(t))
TFn(t) is semi-positive definite, for any v ∈ C
2d,
(4.12) v∗Zn(t)(Zn(t))
∗v ≥ 2|v|2.
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Therefore Zn(t, q,p) is invertible and det
(
Zn(t)
)
is uniformly bounded away from 0 for all q and p, so
by representing (Zn)
−1(t, q,p) by minors, Mk
(
(Zn)
−1(t, q,p)
)
<∞, as Mk(Zn(t, q,p)) is. 
Proposition 4.4. For each k ∈ N,
(4.13) sup
t∈[0,T ]
Mk [un(P n,x)] <∞.
Proof. un(P n,x) is smooth on the compact set Γ
∗ × Γ since the n-th band is separated from the rest of
the spectrum (see e.g., [34, Sec XIII.16]). Thus un(P n,x) is uniformly bounded on Γ
∗ × Γ and hence
Γ∗ × Rd due to periodicity. We also see from Proposition 4.2 that the derivatives of un(P n,x) are also
bounded. Thus, Mk[un(P n,x)] <∞ for any finite time t. 
4.3. Higher order asymptotic solution. To prove the theorem, we will need to construct a solution to
the Schro¨dinger equation that is accurate up to O(ε2). The construction is based on matched asymptotic
expansion. Let us fix a band n ∈ N and consider the ansatz
(4.14) ψεFGA,∞ =
1
(2piε)3d/2
∫∫
Ω
bε(t,X, q,p)GεQn,Pne
iSn/ε
〈
Gεq,pun(p, ·/ε), ψ0
〉
dq dp,
where the coefficient b assumes the asymptotic expansion
(4.15)
bε(t,X, q,p) :=
∞∑
j=0
εjbj(t,X, q,p)
= an,0(t, q,p)un(P n,X)
+ ε
(
an,1(t, q,p)un(P n,X) + b
⊥
n,1(t,X, q,p)
)
+ ε2
(
an,2(t, q,p)un(P n,X) + b
⊥
n,2(t,X, q,p)
)
+
∞∑
j=3
εjbj(t,X, q,p)
To determine the terms in the expansion, we will make use of the following Lemma.
Definition 4.5. For f = f(t,x,y, q,p) and g = g(t,x,y, q,p) such that for any t and x,
f(t,x, ·, ·, ·), g(t,x, ·, ·, ·) ∈ L∞(Rd;S(Rd × Γ∗)),
we say that f and g are equivalent for the n-th Bloch band, denoted as f ∼n g if for any t ≥ 0 and
Ψ0 ∈ L
2(Rd)
(4.16)
∫∫
Ω
∫
Rd
(f − g)(t,x,y, q,p)GεQn,Pne
iSn(t,q,p)/ε sGεq,p(y)Ψ0(y) dy dq dp = 0.
Lemma 4.6. For any d-vector function v(y, q,p) such that each component is in L∞(Rd;S(Rd × Γ∗))
(4.17) v(y, q,p) · (x−Qn) ∼n −ε∂z · (vZ
−1
n ),
and for any d× d matrix function M(y, q,p) such that each component is in L∞(Rd;S(Rd × Γ∗))
tr
(
M(y, q,p)(x−Qn)
2
)
∼nε tr
(
∂zQnMZ
−1
n
)
− ε tr
(
∂zM(x−Qn)Z
−1
n +M(x−Qn)∂zZ
−1
n
)
=ε tr
(
∂zQnMZ
−1
n
)
+ ε2 tr
(
∂z
(
∂zM(Z
−1
n )
2
)
+ ∂z
(
M∂zZ
−1
n
)
Z−1n
)
.
(4.18)
Higher order terms can be obtained recursively. In general we have for any multi-index α that |α| ≥ 3,
(4.19) (x−Qn)
α ∼n O
(
ε⌊
|α|+1
2 ⌋
)
.
Proof. The proof of lemma 4.6 is essentially the same as in Lemma 3 of [36] and thus is omitted here. 
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We now substitute (4.14) into the Schro¨dinger equation. For this we first compute the time and space
derivatives on ψεFGA,∞:
iε∂tψ
ε
FGA,∞ =
1
(2piε)3d/2
∫∫
Ω
{iε∂tb
ε − (∂tSn − P n · ∂tQn + (∂tP n − i∂tQn) · (x−Qn)) b
ε}×(4.20)
×GεQn,Pne
iSn/ε
〈
Gεq,pun(p, ·/ε), ψ0
〉
dq dp.
1
2ε
2∆ψεFGA,∞ =
1
(2piε)3d/2
∫∫
Ω
[
−
1
2
(−i∇X + P n)
2bε − (∇Xb
ε + ibεP n) · (x−Qn) +(4.21)
+
1
2
bε|x−Qn|
2 −
1
2
εbεd
]
×
×GεQn,Pne
iSn/ε
〈
Gεq,pun(p, ·/ε), ψ0
〉
dq dp.
Hence, after rearranging terms, we arrive at
(
iε∂t +
1
2
ε2∆− V (X)− U(x)
)
ψεFGA,∞ =
=
1
(2piε)3d/2
∫∫
Ω
{[
−
1
2
(−i∇X + P n)
2 − V (X)− U(x)− ∂tSn
]
bε+
+ ε
(
i∂tb
ε −
1
2
bεd
)
− [(∇Xb
ε + ibεP n) + (∂tP n − i∂tQn)b
ε] · (x−Qn)+
+
1
2
|x−Qn|
2bε + P n · ∂tQnb
ε
}
GεQn,Pne
iSn/ε
〈
Gεq,pun(p, ·/ε), ψ0
〉
dq dp.
(4.22)
Define
(4.23)
f(t,x,y, q,p) =
{[
−
1
2
(−i∇X + P n)
2 − V (X)− U(x)− ∂tSn
]
bε+
+ ε
(
i∂tb
ε −
1
2
bεd
)
− [(∇Xb
ε + ibεP n) + (∂tP n − i∂tQn)b
ε] · (x−Qn)+
+
1
2
|x−Qn|
2bε + P n · ∂tQnb
ε
}
sun(p,Y ),
then we can write
(4.24)
(
iε∂t +
1
2
ε2∆− V (X)− U(x)
)
ψεFGA,∞ =
=
1
(2piε)3d/2
∫∫
Ω
∫
Rd
f(t,x,y,p, q)GεQn,Pne
iSn/ε sGεq,p(y)ψ0(y) dy dq dp.
Applying Lemma 4.6 and adding and subtracting U(Qn), we get
f ∼n
(
− 12 (−i∇X + P n)
2 − V (X)− (U(x)− U(Qn))− ∂tSn
)
bεsun(p,Y )
+ ε
(
i∂tb
ε −
1
2
bεd
)
sun(p,Y )
+ ε∂z
(
[(∇Xb
ε + ibεP n) + (∂tP n − i∂tQn)b
ε] sun(p,Y )Z
−1
n
)
+ ε
1
2
bε tr
[
∂zQnZ
−1
n
]
sun(p,Y ) + ε
2 1
2
tr
[
∂z
(
∂z
(
bεsun(p,Y )Z
−1
n
)
Z−1n
)]
+ P n · ∂tQnb
ε
sun(p,Y )− U(Qn)b
ε
sun(p,Y )
(4.25)
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Use the Taylor expansion of U(x) about Qn
(4.26) (U(x)− U(Qn)) = ∇U(Qn)(x−Qn) +
1
2!
∇2U(Qn)(x−Qn)
2
+
1
3!
∇3U(Qn)(x−Qn)
3 +
1
4!
∇4U(Qn)(x−Qn)
4 +
∑
|α|=5
Rα(x)(x−Qn)
α
with
(4.27) Rα(x) =
|α|
5!
∫ 1
0
(1− τ)|α|−1∂αQnU(Qn + τ(x−Qn))dτ.
From now on, let us denote the remainder term in (4.26) by R(x, q,p).
Applying Lemma 4.6 again to (4.25) together with (4.26), we obtain
f ∼n
(
−
1
2
(−i∇X + P n)
2 − V (X)− ∂tSn
)
bεsun(p,Y )
+ P n · ∂tQnb
ε
sun(p,Y )− U(Qn)b
ε
sun(p,Y )
+ ε
(
i∂tb
ε −
1
2
bεd
)
sun(p,Y ) + ε∂z
(
∇U(Qn)b
ε
sun(p,Y )Z
−1
n
)
+ ε∂z
(
[(∇Xb
ε + ibεP n) + (∂tP n − i∂tQn)b
ε] sun(p,Y )Z
−1
n
)
+ ε
1
2!
tr
[
∂zQn(I −∇
2U(Qn))b
ε
sun(p,Y )Z
−1
n
]
+ ε2
1
2!
tr
[
∂z(∂z((I −∇
2U(Qn))b
ε
sun(p,Y )Z
−1
n )Z
−1
n )
]
+ ε2
2
3!
tr
[
∂z(∂zQn∇
3U(Qn)b
ε
sun(p,Y )(Z
−1
n )
2)
]
+ ε2
1
3!
tr
[
∂zQn∂z(∇
3U(Qn)b
ε
sun(p,Y )Z
−1
n )Z
−1
n
]
− ε2
3
4!
tr
[
(∂zQn)
2∇4U(Qn)b
ε
sun(p,Y )(Z
−1
n )
2
]
+R(x, q,p)bεsun,p(Y ).
(4.28)
Let us define three operators Ln0 , L
n
1 , and L
n
2 acting on Φ = Φ(t,x,y, q,p) by
Ln0 (Φ) :=
(
−
1
2
(−i∇X + P n)
2 − V (X)− ∂tSn
)
Φ(4.29)
+ P n · ∂tQnΦ− U(Qn)Φ
= (−HPn + En(P n))Φ,
Ln1 (Φ) :=
(
i∂tΦ−
1
2
Φd
)
+ ∂z
(
∇U(Qn)ΦZ
−1
n
)
(4.30)
+ ∂z
(
[(∇XΦ+ iΦP n) + (∂tP n − i∂tQn)Φ]Z
−1
n
)
+
1
2!
tr
[
∂zQn(I −∇
2U(Qn))ΦZ
−1
n
]
,
and
Ln2 (Φ) :=
1
2!
tr
[
∂z(∂z((I −∇
2U(Qn))ΦZ
−1
n )Z
−1
n )
]
(4.31)
+
2
3!
tr
[
∂z(∂zQn∇
3U(Qn)Φ(Z
−1
n )
2)
]
+
1
3!
tr
[
∂zQn∂z(∇
3U(Qn)ΦZ
−1
n )Z
−1
n
]
−
3
4!
tr
[
(∂zQn)
2∇4U(Qn)Φ(Z
−1
n )
2
]
.
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We thus arrive at
(4.32)
(
iε∂t +
1
2ε
2∆− V (X)− U(x)
)
ψεFGA,∞
=
1
(2piε)3d/2
∫∫
Ω
∫
Rd
{Ln0 (b
ε
sun(p,Y )) + εL
n
1 (b
ε
sun(p,Y ))
+ε2Ln2 (b
ε
sun(p,Y )) +R(x, q,p)b
ε
sun(p,Y )
}
GεQn,Pne
iSn/ε sGεq,p(y)ψ0(y) dy dq dp.
Note that by the choice bn,0 = an,0un(P n,X), the O(1) term in the integrand on the right hand side
of (4.32) vanishes as
(4.33) Ln0 (an,0(t, q,p)un(p,X)) = an,0(t, q,p)
(
−HPn + En(P n)
)
un(P n,X) = 0
for any an,0.
4.3.1. Leading order term bn,0. To determine an,0, we set the order O(ε) term on the right hand side of
(4.32) to zero and get
(4.34) Ln0 (bn,1sun(p,Y )) = −L
n
1 (bn,0sun(p,Y )).
We multiply the equation by sun(P n,X) and integrate over Γ; this gives
(4.35) ∂tan,0 =
1
2
an,0 tr
(
∂zP n(∇
2
Pn
En)Z
−1
n
)
− ian,0A(P n) · ∇QnU −
i
2
an,0 tr(∂zQn(∇
2
Qn
U)Z−1n ).
Indeed, by integration, we get (index n is suppressed)∫
Γ
sun(P n,X)
(
− 12 (−i∇X + P n)
2 − V (X)− ∂tSn
)
b1sun(p,Y ) dX
+
∫
Γ
{
sun(P n,X)
(
i∂tb0 −
1
2
b0d
)
sun(p,Y ) + sun(P n,X)∂z
(
∇U(Qn)b0sun(p,Y )Z
−1
n
)
+ sun(P n,X)∂z
(
[(∇Xb0 + ib0P n) + (∂tP n − i∂tQn)b0] sun(p,Y )Z
−1
n
)
+ sun(P n,X)
1
2!
tr
[
∂zQn(I −∇
2U(Qn))b0sun(p,Y )Z
−1
n
]}
dX = 0.
(4.36)
The perpendicular terms in the bj ’s will now drop out and we can symplify this equation to
(4.37) −
〈
un(P n,X), ∂z
(
[iun(P n,X)∇PnEn −∇Xun(P n,X)− iun(P n,X)P n]a0sun(p,Y )Z
−1
n
)〉
+
(
i∂ta0 − a0A(P n) · ∇QnU −
d
2
a0
)
sun(p,Y ) +
1
2
a0 tr(∂zQn(I −∇
2
Qn
U)Z−1n )sun(p,Y ) = 0.
Using (2.11), we observe that
(4.38)〈
un(P n,X), [iun(P n,X)∇PnEn −∇Xun(P n,X)− iun(P n,X)P n] · ∂z(a0sun(P n,Y )Z
−1
n )
〉
= 0.
Hence, we arrive at
(4.39) a0 tr
(
〈un(P n,X), ∂z · [iun(P n,X)∇PnEn −∇Xun(P n,X)− iun(P n,X)P n]〉Z
−1
n
)
+
+
(
i∂ta0 − a0A(P n) · ∇QnU −
d
2
a0
)
+
1
2
a0 tr
(
∂zQn(I −∇
2
Qn
U)Z−1n
)
= 0.
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To further simplify the equation, observe that〈
un(P n,X), ∂z · [iun(P n,X)∇PnEn −∇Xun(P n,X)− iun(P n,X)P n]
〉
= i 〈un(P n,X), ∂zun(P n,X)〉 (∇PnEn − P n)− 〈un(P n,X), ∂z∇Xun(P n,X)〉
+ i(∂z∇PnEn − ∂zP n)
= i∂zP n 〈un(P n,X), ∂Pnun(P n,X)〉 (∇PnEn − P n)
− ∂zP n 〈un(P n,X),∇p∇Xun(P n,X)〉Γ + i∂zP n(∇
2
Pn
En − I)
(2.13)
=
1
2
i∂zP n(∇
2
P n
En − I).
(4.40)
Putting this into (4.39), we have
(4.41)
1
2
ia0 tr
(
∂zP n(I −∇
2
Pn
En)Z
−1
)
+
(
i∂ta0 − a0A(P n) · ∇QnU −
d
2
a0
)
+
1
2
a0 tr(∂zQn(I −∇
2
Qn
U)Z−1n )] = 0.
We arrive at (4.35) finally by noting that
(4.42)
1
2
a tr
[
∂zQnZ
−1
n
]
+
i
2
a tr
[
∂zP nZ
−1
n
]
=
1
2
a tr
[
ZnZ
−1
n
]
=
d
2
a.
4.3.2. Next order term bn,1. To characterize bn,1, we set the order O(ε
2) term in (4.32) to zero, we have
(4.43)
∫
Γ
sun(P n,X) (L
n
0 (bn,2sun(p,Y )) + L
n
1 (bn,1sun(p,Y )) + L
n
2 (bn,0sun(p,Y ))) dX = 0.
Let us first derive the equation for a1. We start with (4.43) written in expanded form
∫
Γ
sun(P n,X)
{
1
2!
tr
[
∂z(∂z((I −∇
2U(Qn))b0sun(p,Y )Z
−1
n )Z
−1
n )
]
+
2
3!
tr
[
∂z(∂zQn∇
3U(Qn)b0sun(p,Y )(Z
−1
n )
2)
]
+
1
3!
tr
[
∂zQn∂z(∇
3U(Qn)b0sun(p,Y )Z
−1
n )Z
−1
n
]
−
3
4!
tr
[
(∂zQn)
2∇4U(Qn)b0sun(p,Y )(Z
−1
n )
2
]
+
(
i∂tb1 −
1
2
b1d
)
sun(p,Y ) + ∂z
(
∇U(Qn)b1sun(p,Y )Z
−1
n
)
+ ∂z
(
[(∇Xb1 + ib1P n) + (∂tP n − i∂tQn)b1] sun(p,Y )Z
−1
n
)
+
1
2!
tr
[
∂zQn(I −∇
2U(Qn))b1sun(p,Y )Z
−1
n
]
+ (−HPn + E(P n)) b2sun(p,Y )} dX = 0.
(4.44)
Making use of the Hamiltonian flow (3.2) and the identity (4.38), we arrive at
− tr
(
〈uPn , ∂z · [u(i∇En(P n))−∇Xu− iuP n](a1)〉Z
−1
n
)
+
(
i∂ta1 − a1A(P n) · ∇QnU −
d
2
a1
)
+ a0
1
2
tr
(
∂z(∂z[(I −∇
2
Qn
U)Z−1n ]Z
−1
n )
)
+ a1
1
2
tr
(
∂zQn(I −∇
2
Qn
U)Z−1n
)
+
2
3!
a0 tr
(
∂z(∂zQn∇
3
Qn
U(Z−1n )
2)
)
+
1
3!
a0 tr
(
∂zQn∂z(∇
3
Qn
UZ−1n )Z
−1
n
)
−
3
4!
a0 tr
(
(∂zQn)
2∇4QnU(Z
−1
n )
2
)
= 0.
(4.45)
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Then using (4.40) and (4.42), upon simplification we obtain the equation for an,1
∂tan,1 =− ian,1A(P n) · ∇QnU +
1
2
an,1 tr
(
∂zP n(∇
2
P n
En)Z
−1
n
)
−
i
2
an,1 tr
(
∂zQn(∇
2
Qn
U)Z−1n
)
+
i
2
an,0 tr
(
∂z(∂z [(I −∇
2
Qn
U)Z−1n ]Z
−1
n )
)
+
2i
3!
an,0 tr
(
∂z(∂zQn∇
3
Qn
U(Z−1n )
2)
)
+
i
3!
an,0 tr
(
∂zQn∂z(∇
3
Qn
UZ−1n )Z
−1
n
)
−
3i
4!
an,0 tr
(
(∂zQn)
2∇4QnU(Z
−1
n )
2
)
.
(4.46)
Define the operator Q = Id−Πn where Πn is the projection operator onto the nth Bloch wave. b
⊥
n,1
satisfies Πnb
⊥
n,1 =
〈
un(P n,x), b
⊥
n,1
〉
= 0, and is hence determined by applying Q to Ln0 (bn,1sun(p,Y )) =
−Ln1 (bn,0sun(p,Y )). We obtain
(4.47) b⊥n,1sun(p,Y ) = − (L
n
0 )
−1
Q (Ln1 (bn,0sun(p,Y ))) .
Note that the inverse of the operator Ln0 can be defined on its range.
Thus, we have obtained the equations for an,0 (4.35), an,1 (4.46), and b
⊥
n,1 (4.47). This can be continued
to higher orders. Let us summarize the estimate of these terms in the following propositions.
Proposition 4.7. For each k ∈ N, the amplitudes an,0 and an,1, given by (4.35) and (4.46) satisfy
(4.48) sup
t∈[0,T ]
Mk[an,0] <∞, and sup
t∈[0,T ]
Mk[an,1] <∞.
Proof. By (4.2), (4.3) and (4.4), we see that the right hand side of (4.35) and (4.46) are bounded by
some constants independent of q and p times an,0 and an,1, respectively. An application of Gronwall’s
inequality yields the result. 
Proposition 4.8. For each k ∈ N we have that
(4.49) sup
t∈[0,T ]
Mk[b
⊥
n,1sun(P n,Y )] <∞.
Proof. The equation for b⊥n,1 is given by equation (4.47). We thus obtain a bound by using the spectrum
of Ln0 . We can write
(4.50) (Ln0 )
−1(Φ) =
∑
m 6=n
〈um(Pm, ·),Φ(·,Y , q,p)〉L2(Γ) um(Pm,X)
En(P n)− Em(Pm)
.
Let g = min
ξ∈[−pi,pi]d
{|En(ξ)− En−1(ξ)|, |En(ξ)− En+1(ξ)|}. Then for each k ∈ N, we obtain
Mk[b
⊥
n,1sun(P n,Y )] ≤Mk
1
g
∑
m 6=n
〈um(Pm, ·), bn,0(t, ·, q,p)sun(p,Y )〉L2(Γ) un(P n,X)

=Mk
sun(p,Y )
g
∑
m 6=n
an,0(t, q,p) 〈um(Pm, ·), un(P n, ·)〉L2(Γ) un(P n,X)
 .
(4.51)
Hence, by Propositions 4.4 and 4.7, it suffices to control
(4.52) Mk
[∑
m 6=n
〈um(Pm,X), un(P n,X)〉L2(Γ)
]
.
Since
∫
Γ
|un(ξ,x)|
2dx = 1, Bessel’s inequality implies that the above is finite. 
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4.4. Proof of Theorem 3.1. We will need the following estimate, which is proved in [10, Lemma 2.8].
Lemma 4.9. Suppose H(ε) is a family of self-adjoint operators for ε > 0. Suppose ψ(t, ε) belongs to the
domain of H(ε), is continuously differentiable in t and approximately solves the Schrodinger equation in
the sense that
(4.53) iε
∂ψ
∂t
(t, ε) = H(ε)ψ(t, ε) + ζ(t, ε),
where ζ(t, ε) satisfies
(4.54) ||ζ(t, ε)|| ≤ µ(t, ε).
Then,
(4.55) e−itH(ε)/εψ(0, ε)− ψ(t, ε) ≤ ε−1
∫ t
0
µ(s, ε)ds.
Moreover, for the Fourier integral operator, we have
Lemma 4.10. If, for fixed x,y ∈ Rd, u(x,y, q,p) ∈ L∞(Ω;C), for each n ∈ N and any t, Iε(u) can be
extended to a linear bounded operator on L2(Rd,C), and we have
(4.56) ||I(u)||L (L2(Rd;C)) ≤ ||u||L∞(R2d;C).
Proof. The proof of lemma 4.10 is essentially the same as Proposition 3.7 in [23] and thus is omitted
here. 
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. Computing iε
∂
∂t
+
1
2
ε2∇2−V (X)−U(x) applied to Iε
(
bε,1n (t,
x
ε
, q,p)sun(p,
y
ε
)
)
,
we obtain
(4.57)
(
iε
d
dt
+
1
2
ε2∇2 − V (X)− U(x)
)
Iε
(
bε,1n sun(p,Y )
)
= Iε
 1∑
j=0
εjvn,j
+ ε2Iε (vεn,2) .
The expressions for vn,0, vn,1, and vn,2 follows from (4.32) by expanding b
ε and the linearity of Ln0 , L
n
1 ,
and Ln2 . By equations (4.33) and (4.34), vn,0 and vn,1 vanish. The remaining term
(4.58) vεn,2 = L
n
2 (b
ε,1
n sun(p,Y )) +R(x, q,p)b
ε,1
n sun(p,Y ).
satisfies Mk[v
ε
n,2] < ∞ by Propositions 4.3, 4.7, and 4.8. Finally, applying Lemma 4.10 and Lemma 4.9
we obtain the inequality in Theorem 3.1. 
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