The motion of an imaging device relative to the environment can, theoretically, be determined from the spatiotemporal intensity changes induced on the image plane of the device. We present a noniterative method for computing the six parameters of egomotion (three translatory and three rotational) from this visual input. The scheme is initially tested in a ray-traced environment to show proof of concept and to explore factors that influence its performance. We then demonstrate its performance on a multilobed camera, which is moved by arbitrary amounts in space. We also discuss and describe some practical implementations. © 1997 Optical Society of America [S0740-3232(97) 
INTRODUCTION
Determination of egomotion by using visual input alone is important in many fields, such as autonomous robot navigation and animal locomotion, where alternative strategies may not be available or reliable. While groundbased robots typically employ electromechanical sensors to determine their own motion, this will fail when traversing terrain where wheel slip occurs. Recent evidence also points to a visually driven odometer in bees 1,2 capable of countering effects that are due to buffeting by the wind, which would tend to confound any navigation system based on time of flight or energy expended during flight. In this paper we investigate the problem of determining self-motion by using visual input alone and develop a noniterative approach to computing it.
As an imaging device moves through the environment, the image intensity varies as a function of (1) the structure within the scene and (2) the device's own motion. We wish to determine the six parameters of this motion from the visual input alone. Most researchers [3] [4] [5] [6] [7] have tackled this problem by starting with the flow field measured from the raw spatiotemporal image sequence. Longuet-Higgens and Prazdny 3 derived a set of nonlinear equations that relate the computed image flow to (1) the depths of the corresponding points in space being imaged and (2) the motion parameters, i.e., the three components of translation, m tx , m ty , and m tz , and the components of rotation about these axes, m rx , m ry , and m rz . In the literature a number of approaches have evolved to solve these equations for motion and relative depth, given the flow vectors. Unless further constraints are invoked, only the direction of translation [i.e., the position of the focus of expansion (FOE)] and the relative scene depth can be recovered. However, the absolute values of the parameters of rotation can be recovered, as the image flow generated by pure rotation is independent of scene depth.
The two-dimensional flow is measured at N locations in the image, each of which yields two independent equations relating the x and y components of the flow measured at that point to (1) the depth of the point being imaged and (2) the six unknown motion parameters. In fact, since only the direction of translation and the relative scene depth can be recovered, there are, in effect, N ϩ 5 unknowns to be solved for. Therefore, in principle, it should suffice to measure the optic flow at N у 5 points in the image. In reality, N must be large to counter problems such as noise and ill conditioning. Various optimization schemes have been developed to solve the resulting overdetermined system of equations.
Heeger and Jepson 6, 8 simplify the problem by noting that the equation relating depth, motion, and image flow is linear for a fixed FOE, which enables them to solve for rotation first and, in a subsequent step, select the FOE that yields a minimum residual between the measured flow and that predicted by each candidate FOE. Hummel and Sundareswaran 7 extend this concept to handle spatially continuous flow fields.
Another approach, by Koenderink and von Doorn, 4 attempts to minimize the error, with respect to the estimated motion parameters and depths, between the flow predicted by intermediate estimates of motion parameters and depths and the actual measured flow. This recursive procedure converges more rapidly by use of a good initial guess as a seed. The motion estimates from each iteration are used to seed the next iteration, which continues until the error between the actual flow vectors and those predicted by the motion and depth estimates are below some predefined threshold. A similar approach is taken in Refs. 5 and 9, which use the mean square difference in intensity between the image predicted by the estimated motion parameters and the actual final image. This is carried out at various scales from coarse to fine. More recently, Subbarao 10 extended this approach, which uses only the instantaneous flow field, to include information from the spatiotemporal flow field. Lingxiao and Duncan 11 use the flow fields from binocular cameras to determine depth and the three components of translation.
These results are subsequently used to refine matching of corresponding points between camera views.
The present scheme is a novel approach to egomotion determination that uses the raw intensity data directly, without computing optic flow as a first step. It leads to a computationally efficient, noniterative algorithm for determining egomotion. We extend the method developed by Srinivasan and co-workers [12] [13] [14] for computing image flow and complex image motion to determine egomotion in 6 degrees of freedom in an unknown, arbitrarily structured environment. The underlying principle is that motion of the camera from one frame to the next is computed by interpolating the image acquired in the second frame relative to a set of reference images captured at known, or standard, locations. We show how the reference images for measuring rotation can be generated analytically and how the reference images for measuring translation can be captured simultaneously with the aid of a set of faceted mirrors. 15 The method presented here provides more than just the direction of translation: it delivers the actual values of the translatory components along all three axes, as well as the actual values of rotation about these axes. In other words, it recovers egomotion with respect to all 6 degrees of freedom. As a consequence, the technique can also recover absolute scene depth as a straightforward next step, although we do not pursue that problem here.
THEORETICAL BASIS FOR THE ALGORITHM
When an observer moves in the environment, the images projected onto the image plane deform in a way that is dependent on the motion of the observer and the depth of the scene points being imaged. We wish to estimate the observer's motion from the raw spatiotemporal images alone. For convenience, let us imagine that the observer moves in a space defined by a Cartesian coordinate system having axes x, y, and z in which the nodal point of the observer's optics is centered at the origin, the z axis is collinear with the optical axis, and the image plane is perpendicular to the optical axis, as shown in Fig. 1(a) . Let us further define (positive and negative) motion along these axes as Ϯm tx , Ϯm ty , and Ϯm tz , respectively, and rotations about these axes as Ϯm rx , Ϯm ry , and Ϯm rz , respectively.
We first consider a simple case in which we wish to estimate camera motion that is known to be confined to translations along one axis only, for example the x axis. In effect, we wish to estimate the camera's motion between its initial location and some unknown, final location. To accomplish this, we require two reference images that have been captured from known camera positions along the motion axis, on either side of the home location. First, we capture an image f 0 at the camera's home location. We then move the camera by a known reference amount ϩm tx ref along the x axis and capture a reference image f txϩ and then move the camera by Ϫm tx ref along the x axis and capture another reference image f txϪ . (In any real implementation of such a scheme, three cameras would be used, fixed in position relative to each other, to capture all these images simultaneously, instead of moving a single camera.)
Assume that the camera has now been moved to some unknown, intermediate position between the positive and negative reference locations. We wish to determine the new position of the camera, relative to the home location. To do this, we capture an image f at the new location. Assuming that the image has deformed linearly between the two reference positions, which should be true for small camera motions (or larger motions if the images are appropriately filtered 13 ), we should be able to approximate the intermediate image f as a weighted linear combination of f 0 and the reference images f txϩ and f txϪ . If we designate this approximation as f, then we may write
where m tx is our desired estimate of the distance that the camera has moved from its initial location. If m tx is correct, then f should be a good approximation of f. Thus we need to determine the value of m tx such that the mean square error between f and f,
is a minimum. ⌿ is a window function specifying the region in the image over which E is to be minimized. The optimum size and shape of ⌿ will be discussed in Section 4. Substituting for f from relation (1) gives Differentiating E with respect to m tx and setting the result to zero, we obtain an expression for m tx , the best estimate of the camera translation, as
All the terms on the right-hand side of Eq. (4) are known or can be obtained directly from the image intensity data. Therefore m tx can be readily calculated. We can extend the approach outlined above to compute motion in 3 degrees of translation and 3 degrees of rotation as follows. Once again, we begin by capturing a home image f 0 at the camera's initial position. We also capture a set of reference images, two per degree of freedom, after the camera has been moved in turn by known amounts 
where i ϭ tx, ty, tz, rx, ry, rz. Substituting Eq. (5) into Eq. (2) and taking partial derivatives with respect to each of the motion parameters to be estimated yields
Since i ͕tx, ty, tz, rx, ry, rz͖, Eq. (6) represents six linear equations in six unknowns, where m i is the motion estimate in dimension i and m i ref is the reference motion along that dimension. It is also clear from Eq. (6) that the coefficients of the resulting six linear equations can be derived directly from the raw image data, enabling us to compute the unknown camera motion parameters directly, without first computing optic flow. We presume that the images contain sufficient texture to enable the image changes induced by each of the six fundamental motions to be distinguishable; otherwise, the six equations will not be independent. An extreme example of this would occur if the camera were viewing a blank surface.
If the motion is known to be confined to less than 6 degrees of freedom, the problem is simplified. Such is the case for a camera on a ground-based robot translating along x and y and rotating about the z axis, where only three motion parameters need to be estimated.
In the case of a forward-pointing camera constrained to move along only the x and y axes, the image changes induced by the x and y motions will be distinguishable, and therefore the egomotion parameters should be recoverable. This is not the case, however, when the camera translates along x and rotates about the y axis (yaw), as shown in Fig. 1(a) . Here the image deformations induced by the two kinds of camera motion are difficult to distinguish from each other. In reality, they would be impossible to discriminate in the presence of camera noise. Additional information is required to disambiguate this typical situation. This information can be acquired by using multilobed visual fields as described in Section 3.
MULTILOBED VISUAL FIELDS
In the discussion that follows, we presume that the images contain a reasonable amount of intensity variation on which the algorithm can operate. While our algorithm does not require the measurement of image flow as a first step to determining egomotion, the image deformations generated by each motion are best comprehended by examining the resulting image flows. Typical flow fields are shown in Fig. 1(a) for a moving camera viewing a frontoparallel surface, the worst-case scenario for discriminating translation from rotation. It is immediately apparent that the flows generated by translation along x(m tx ) and rotation about the y axis (m ry ) are almost indistinguishable. This is also true for translation along y(m ty ) and rotation about the x axis (m rx ). These are examples of ill-conditioned situations that are virtually impossible for any vision system to unravel.
A camera possessing an omnidirectional field of view (FOV) would certainly produce images having sufficiently unique deformations to overcome this problem, but such a camera is difficult to construct and, as will be shown in Section 6, would not enable us to capture the translatory reference images easily.
Instead, we settle for a camera with a visual field composed of two side-pointing lobes and one forward-pointing lobe, as shown at the left of Fig. 1(b) . The image flows generated by such an arrangement are shown for each of the six elementary motions. Each column shows the flows for one type of motion; the rows in turn show the flows for the forward-pointing field (F), the right-pointing field (R), and the left-pointing field (L). When the three flows for any elementary motion are considered together, we see that they are uniquely distinguishable from the others. This indicates that, all other factors being equal, the egomotion that induced them should theoretically be recoverable. This is not the case for a camera possessing a single, narrow visual field, as shown by Nelson and Aloimonos. 16 
TESTS OF THE ALGORITHM IN A RAY-TRACED ENVIRONMENT
To determine the most effective camera configuration, we tested the algorithm on images from a ray-traced environment. The camera's motion is described by the 6-tuple (m tx , m ty , m tz , m rx , m ry , m rz ), which specifies translation along x, y, and z and rotation about the x, y, and z axes, respectively, relative to the initial position. In all tests, unless otherwise stated, the camera was moved in ten equal increments from its initial position to position (t ref In all tests the camera was positioned initially in the center of a room of size 7 ϫ 7 ϫ 7 units. The visual field was composed of up to four lobes, the visual axes of which were coincident with the x and z axes of the world coordinate system, pointing forward, backward, leftward, and rightward. The walls and the floor of the room were textured with either a checkerboard or smoothly varying intensity pattern (see Fig. 2 ). The images, which were sampled at 256 rows ϫ 256 columns with the use of 8-bit digitization, were initially low-pass filtered by convolving with a Gaussian weighting function defined by exp͓Ϫ(2.772/hw 2 )(x 2 ϩ y 2 )͔, where hw is the full width at half-maximum (FWHM). Various FWHM's, between 8 and 32 pixels, were tested. The window function ⌿ was also a Gaussian with a FWHM of 100 pixels.
Unless otherwise stated, the FOV of each camera lobe was 60 deg. The reference translations for x, y, and z were each 0.016 unit, which, for an object located 3.0 units from the camera, induced a maximum image motion of 4.5 pixels for each translation. The reference rotation was set at 1 deg, which induced an equatorial image motion of 4.27 pixels for rotation about each axis.
The effect of varying the number of lobes is shown in Fig. 3 . It is clear that performance is very good when all four lobes are used. Accuracy decreases as the number of lobes is decreased. In addition, it can be seen that translation in z is underestimated, whereas some of the other parameters are overestimated. This is due to ill conditioning, as discussed in Section 3. In effect, as the number of lobes used is reduced, the algorithm has more difficulty in distinguishing between image changes arising from the six types of camera motion.
The effect of changing the size of the FOV of the lobes is shown in Fig. 4 . Decreasing the FOV from 60 deg to 30 or 15 deg has little influence on performance. However, further reduction to 7.5 deg causes a dramatic increase in error. In an environment where the available texture is less evenly distributed, reduction in the FOV would have an even more significant effect on performance, as the available texture is less likely to be captured. This effect is less evident in situations where texture in the scene is fairly evenly distributed, as is the case in the present setup. To extend the size of the motions that can be estimated by using this technique, larger reference shifts must be used. The result of increasing the size of the reference motions and the camera motions is shown in Fig. 5 . There is a pronounced underestimation as the camera motions are increased. Two conflicting requirements are coming into play here. On the one hand, high spatiotemporal frequencies are being aliased as a result of the larger camera motion, indicating that the cutoff frequency for the spatial filter should be lowered. On the other hand, the images are being smoothed so much that the image deformations generated by each of the basis motions of the camera become indistinguishable. This indicates that the cutoff frequency of the filter should be increased. Ideally, a nonhomogeneous filtering scheme would be employed that altered the filter parameters based on the content at the image location being examined. A scheme similar to that used by Jeong and Kim 17 for edge detection would suffice.
We also examined the influence of prefilter size on performance but only summarize the overall trends here for brevity. Images having a large ratio of high-to lowfrequency components benefit most from low-pass filtering. This is to be expected, as one of the major contributors to error in egomotion parameter estimation is motion-induced aliasing of high-spatial-frequency components in the images. The prefiltering attenuates these components, thereby reducing aliasing when camera motion is large. Conversely, when the scene contains mainly low-frequency components, prefiltering has less influence.
TESTS ON THE ALGORITHM IN A REAL ENVIRONMENT
Initial tests were carried out on a camera having a twolobed visual field, where the optical axes of the lobes were collinear with the y axis and angled 180 deg apart. This configuration resulted in large errors in the estimation of some parameters. For example, translation along x [see Fig. 1(b) for conventions] was confused with pan(rotation) about y.
To alleviate this problem, the three-lobed configuration proposed in Section 3 was realized by using two cameras with mirror attachments as shown in the plan view in Fig. 6(a) . Each camera had a horizontal and a vertical FOV of 65 and 50 deg, respectively. The forwardpointing camera captured the scene to the front, and a second camera was used to capture views from the sides, which were projected onto the image plane by the use of two planar mirrors. Note that it is not necessary for the nodal points of the two cameras to coincide, or for the axes of the various FOV's to be precisely aligned, because the use of camera-generated reference images makes the technique essentially self-calibrating. The resulting video images were digitized to 256 ϫ 256-pixel resolution and 8-bit accuracy and combined to give composite images as shown in Fig. 6(b) . These images were low-pass filtered by using a two-dimensional Gaussian weighting function described by exp͓Ϫ(2.772/hw 2 )(x 2 ϩ y 2 )͔, where hw is the FWHM. The optimal FWHM, in pixels, for any given situation can be determined from the maximum image flow expected, which is a function of (1) the camera configuration, (2) the distance to the closest allowable object, and (3) the size of the elementary reference motions. In general, the wavelength of the cutoff frequency of the filter should be greater than twice the maximum expected image motion. This ensures that the filtered image deforms approximately linearly as long as the camera motion is less than half the reference motion. In all of the tests reported, the reference shifts were 5 mm, the reference rotations were 1 deg, and the FWHM of the prefilter was 16 pixels, unless otherwise stated.
Obtaining the ground truth for camera motion in 6 degrees of freedom is beyond the scope of the present project, and we report here results only for motions with reduced degrees of freedom, for which the ground truth could be established.
Camera images were filtered with a Gaussian having FWHM ϭ 16 pixels. Figure 7(a) shows the results obtained for a sequence where the camera was translated along the x, y, and z axes in steps of 2 mm up to the reference size (10 mm). The results are accurate for translations up to approximately half the size of the references but are underestimated for motions larger than this. Similar results are obtained for rotations about the three axes up to a maximum of 1 deg, as seen from Fig. 7(b) .
There are two potential reasons for the undershoots in the estimates of large motions. First, the reference motions may have been too large, causing the motioninduced deformations of the image to depart from linearity. This effect can be seen in the ray-traced simulations of Fig. 5 and has also been reported in other applications of the image interpolation technique. 12 Second, the inevitable presence of noise in real images causes the motion parameters to be systematically underestimated. 12 To combat these effects when operating in real environments, it would be important to (1) restrict the size of the reference image motions, (2) low-pass-filter the image to decrease the effects of noise and increase the range of camera motions over which the deformation of the image is linear, and (3) ensure that the camera motions that are to be measured are restricted to half the values of the reference motions. This does not mean that large camera motions cannot be executed or measured: it simply means that such motions will have to be executed in a series of smaller steps.
Results for a sequence where the camera was moved in 4 degrees of freedom (translation along y and z and rotation about the y and z axes) are shown in Fig. 8. 
PRACTICAL REALIZATIONS
The procedure for acquiring reference images by using the test rig involved moving the camera along each degree of freedom by a known amount and capturing an image from there. Clearly, this is not a feasible option in any real device. We resolve this problem by noting that the rotational reference images can be generated analytically and the translatory reference images can be captured by using one of a number of novel camera setups. Two such setups are discussed below. These setups simultaneously capture the required images by using mirrors in one case and fiber-optic coupling in the other.
To determine bipolar egomotion, we require a positive and a negative reference image for each degree of freedom. Fortunately, we can derive the six rotational reference images analytically from the home images, using affine transformations, because image warps induced by rotations are independent of depth effects. 12 In cases where image distortion such as that due to wide-angle optics is significant (which, in effect, would preclude us from using affine transformations to generate the required reference images), we can employ a process of flat fielding to characterize these distortions, as outlined in Ref. 18 , and generate the reference images based on this. This one-off procedure involves rotating the device by the desired reference amounts along each degree of freedom while it is viewing highly textured targets. The resulting image flow is computed for each lobe of the visual field, which, in effect, characterizes the image transformation for each reference rotation. Image flow determination can be carried out with extreme accuracy by combining results from many runs using different targets. The resulting dense flows can then be employed as lookup tables with which to warp the home image f 0 to generate the required reference images for rotation. This latter procedure allows us to employ wide-angle cameras, which would enable better egomotion estimates to be made but which normally exhibit distortions that are too large to enable the use of affine transformations for the generation of the rotational reference images.
The above procedure cannot, however, be employed for characterizing image transformations that are due to Fig. 7 . Results of egomotion computation in 3 degrees of freedom for (a) translations along x ( * ), y (ϩ), and z (᭺) and (b) rotations about x ( * ), y (ϩ), and z (᭺). The sizes of the reference movements were 10 mm for translation and 1 deg for rotation. Fig. 8 . Results for egomotion parameter estimation where the camera was translated along y ( * ) and z (ϩ) and rotated about y (᭺) and z (dotted curve). The ideal curve is shown as a dashed line. The reference shifts were 5 mm, and the reference rotations were 1 deg. A Gaussian (FWHM ϭ 16 pixels) was used to prefilter images before computing egomotion.
translation, which are dependent on the unknown scene depth. In this case we have no alternative to capturing the images from the reference locations. This can be done efficiently by using one of the setups described below, which would allow egomotion to be determined in 3 degrees of rotation and up to 3 degrees of translation.
The first of these devices is shown in Fig. 9 , along with the format of a typical set of views captured by it. These views contain sufficient information to determine rotation about the three axes and translation along z, the heading direction. The visual field of the device is composed of two opposing sidelobes. Three views are required from each lobe, which are shown as V I0 , the view from the home location, and V Iϩ and V IϪ , the views from the positive and negative reference locations, respectively, where I ϭ L, R denotes the left and right sides. All six views are projected simultaneously onto a single CCD by using angled planar mirrors. 15 The size of the effective reference shifts is Ϯm tz ref , which can be set by appropriate positioning of the mirrors. This compact setup is equivalent to using six cameras having narrower FOV's. With reference to Eq. (6), the home image f 0 is composed of the views V L0 and V R0 , with an analogous situation prevailing for the positive and negative reference images.
A more compact solution, capable of determining egomotion in 3 degrees of rotation and 3 degrees of translation, is illustrated in Fig. 10 . This version of the device is functionally close to the four-lobed camera simulated in the ray-traced environment, from which very accurate egomotion estimates were obtained. In this proposed realization the required views are projected onto the image plane by using fiber-optic bundles. Twenty lenses project the required views of the scene onto the fiber bundles, which couple them to the surface of a single CCD array. The cross-sectional shape of these fiber bundles can be organized to utilize the imaging surface most effectively. This setup is more compact than the mirror solution proposed above and is less prone to image distortions that are due to wide-angle effects. The rotational reference images can be generated analytically by using either affine transformations or lookup tables as outlined above. The latter may be required if the distance between the nodal points of the views, which may not be coincident, is significant compared with the translatory motion that is to be estimated. Noncoincidence would introduce slight translatory components into the rotational references, which could not be modeled analytically.
A functionally equivalent but much simpler device could be produced by replacing the CCD and the fiberoptic coupling with photodiodes positioned with their optical axes collinear with those of the lenses, as recently implemented in a compact, vision-based ranging device. 19 The FOV of each photodiode could be precisely tailored by using gradient index lenses. This device would be simpler in construction than the CCD-based one, and the required processing could be carried out entirely in the analog domain. A possible drawback would be the precise optical alignment required to achieve good egomotion estimates and the limited ability to modify the shape of the receptive field of each lobe, as is possible by applying a windowing function to the CCD images.
The practical operating range for the devices outlined above is dependent on a number of factors. The most important and abiding of these relates to the requirement that the deformation between the home image (either single or multilobed) and the corresponding reference images be detectable and linear. As an illustration let us consider the simplest case, that of determining translation along one axis only. Here we capture images simultaneously from the home location and from the positive and negative reference locations, which are (ideally) equispaced about the home location. In effect, we have a rig of three cameras that are fixed in position relative to each other, whose optical axes are parallel to each other and perpendicular to the line joining their focal points. We wish to determine the motion of the home camera (in fact, of the entire rig, since it moves with the home camera) between snapshots. The range of camera motions that can be reliably estimated between snapshots in this case is equal to the distance between the home camera and either of the reference cameras. In effect, the home camera can move positively or negatively between the locations of the reference cameras when the initial snapshot was captured. If it moves substantially beyond these limits, the linearity of the induced image deformation breaks down and errors in estimation occur. The technique presumes, of course, that the scene being viewed presents sufficient image intensity variation to be reliably detected. Some of the objects in the scene must also be relatively close to the camera so that the camera's own movement induces detectable intensity changes (as a result of induced image motion) in the image. What constitutes relative closeness here depends on how faithfully the camera can image the scene, which is, in turn, a function of the camera's signal-to-noise ratio. Using stan- dard video cameras, we have determined that this dictates that some of the FOV must be viewing objects closer than 1000 times the focal length of the camera. (This is not a requirement when computing motions known to be composed of rotations only, in which case the distance of objects from the camera is irrelevant.) On the other hand, objects that are very close may cause the deformation between the home image and the reference images to become significantly nonlinear. In extreme cases one camera may be viewing objects that do not even appear in the other views. However, such objects could be detected before they come too close, and the corresponding image locations masked out to avoid errors that are due to nonlinearity. In practice, an autonomous vehicle navigating through the environment would anyway want to maintain such objects outside some nearest distance to avoid colliding with them.
To illustrate these points, let us consider a reference distance of 10 mm between the home camera and the reference cameras. Such a setup can move at speeds of up to 0.5 m/s (i.e., 50 ϫ 10 for a frame rate of 50) and still determine its location relative to its initial location. As time progresses, the error in position will accumulate and therefore, for navigation over long distances, the device would have to rereference its location by using known landmarks in the environment, much as humans do when navigating over long distances. Increasing the reference distance tenfold would increase by tenfold the maximum speed at which the device could travel without going outside its usable range. However, as the size of the reference distance is increased, the problem of objects being too close comes into play, as such objects may not appear in the views of all cameras, thereby violating the linearity condition. This potential difficulty can be overcome by using a multiscale approach, reference cameras being placed successively more distant from the home camera. The first set could be placed at 10 mm, the next at 20 mm, etc., to give a device that could operate over many speeds and in environments where the distance of objects relative to itself was of less importance. Separate parallel computations would then be carried out at each scale.
The above example is for a device with 1 degree of freedom, but the factors influencing the operating range of a device having the full 6 degrees of freedom are precisely the same. We have determined empirically that for 2 degrees of freedom in translation the device can produce accurate egomotion estimates, provided that the motion to be measured is confined to roughly half the reference shifts along each axis. For translation in 3 degrees of freedom, the useful operating range is approximately the space bounded by the six points located one third the way along the axes between the home location and the six reference images. This can be seen from the results for 3 degrees of freedom in translation, where the estimates are seen to undershoot those expected when the motion is larger than one third the reference motion. As rotational degrees of freedom are added, a trade-off must be made as to the maximum allowed size for rotations between snapshots and the size of the reference distances for translation.
CONCLUSIONS
We have demonstrated a simple, noniterative method for determining egomotion in 6 degrees of freedom by using a technique of image interpolation. The method does not rely on precise models of the world or indeed on having any knowledge of the world. Furthermore, it does not require computation of optic flow as an intermediate step.
The scene under consideration need only exhibit sufficient structure, and hence induce sufficient image variation, to enable the image changes that are due to each elementary egomotion to be distinguishable from one another. To provide an analogy, the classical aperture problem is an example of a situation where two-dimensional image motion cannot be unambiguously determined because all the spatial variation of intensity in the image is restricted to one dimension. Similarly, egomotion in 6 degrees of freedom cannot be determined unambiguously unless the structure of the images captured from the surroundings is such that each reference motion deforms the image in a unique way.
We have also outlined a method whereby reference images for rotation can be generated analytically or, after a one-off calibration process using optic flow, has been carried out to characterize any optical distortion, from lookup tables. We have tested the method in a raytraced environment and on a laboratory camera setup that captures multilobed images from which egomotion was determined directly. We have also presented detailed descriptions showing how the required reference images can be captured more easily by using either mirrors or fiber-optic coupling. The latter arrangement results in a very compact device.
