A major objective of clinical research is to study outcome effects in subgroups. Such effects generally have stepping functions that are not strictly linear. Analyzing stepping functions in linear models thus raises the risk of underestimating the effects. In the past few years, recoding subgroup properties from continuous variables into categorical ones has been recommended as a solution to the problem. The objectives of this study were to demonstrate from examples how recoding works and to show that stepping functions, if used as continuous variables, do not produce significant effects, whereas they produce very significant effects after recoding. In the first example, the effects on physical strength were assessed in 60 subjects of different races. A linear regression in SPSS with race as the independent and physical strength score as the dependent variable showed that race was not a significant predictor of physical strength. Using the process of recoding, the variable race into categorical dummy variables showed that compared with the presence of Hispanic race, the black and white races were significant positive predictors (P = 0.0001 and 0.004 respectively) and Asian race is a significant negative predictor (P = 0.050). In the second example, the effects of numbers of comedications on admissions to a hospital resulting from adverse drug effects were assessed. A logistic regression in SPSS with numbers of comedications as the independent variable showed that comedications was not a significant predictor of iatrogenic admission. Using again the process of recoding for categorical dummy variables showed that comedication was a very significant predictor of iatrogenic admission with P = 0.004. Categorical variables are currently rarely analyzed in a proper way. Mostly they are analyzed in the form of continuous variables. This approach does not always fit the data patterns causing negative results as demonstrated in the examples of this article. We recommend that such variables be recoded into categorical dummy variables.
INTRODUCTION
A major objective of clinical research is to improve the effectiveness of individual therapies by studying treatment effects and health effects in subgroups of patients, for example age groups, races, sexes, etc.
Sometimes, the use of continuous or binary variables is possible for this purpose. However, races, numbers of comedications, comorbidities, and many more variables in clinical research have stepping functions with a limited number of values, eg, four races, zero to eight comedications, and so on. If such stepping functions are analyzed using continuous variables in a linear or logistic regression model, we assume that the outcome variable will rise linearly, but this needs not necessarily be so. This assumption raises the risk of underestimating the effects. In the given situation, it may be more safe to recode the stepping variables into the form of categorical variables.
Until the late 1990s, the proper handling of categories received little attention from the scientific community. In 1996, Nichols polled statistical software users and found out that the proper use of categorical variables was of major concern to them. 1 In the past few years, adequate methods for coding categorical variables have been published. [2] [3] [4] [5] [6] Unfortunately, statistical software programs, to date, do not routinely allow for recoding stepping variables into categorical ones. For example, with linear regression analysis in SPSS, 7 categorical variables have to be created. In contrast, logistic regression in SPSS provides a special dialog box for the purpose.
In the current article, we demonstrate from examples how recoding works. The examples show that the stepping functions, if used as continuous variables, do not produce significant effects, whereas they produce very significant effects after recoding. We hope this explanatory article will be helpful to researchers assessing categories.
Races as a categorical variable
In the first example, the effects of race on physical strength are studied. Physical strength scores are assessed in four groups of each 15 subjects with different races (Hispanics, blacks, Asians, and whites). The data are presented in Table 1 . The effects of sex and age on physical strength are pretty predictable, but those of races are rather uncertain. 8 Yet, we decided to analyze the effect of race together with the factors sex and age in a multiple linear regression model with physical strength as the outcome variable. The races Hispanics, blacks, Asians, and whites were given the numbers of, respectively, 1 to 4. The result of the analysis is shown in Table 2 . Obviously, race is not American Journal of Therapeutics (2012) 19 (4) www.americantherapeutics.com a significant predictor of physical strength, suggesting that physical strength scores are not significantly different among different races. However, this linear regression model looked at the linear effect of race, which was, actually, not what we intended to do. We intended to look at any differences among the races, and the linear model was a wrong model for that purpose. For assessing any differences among the races, it is more adequate to analyze the races as categories. To assess the effects of races on strength scores, we manually recode the variable in such a way that all information about the four races is given in the model. For that purpose, four new variables are created. Table 3 shows how it works. For the analysis we use, otherwise, the same multiple linear regression model as that of Table 1 , and, in addition, three of the four new variables as additional independent variables. Table 4 gives the result of the analysis. Race is now a very significant predictor of physical strength. The result shown in Table 4 So, for example, the best predicted physical strength score of a white male of 25 years of age would equal y = 72.65 + 9.66 -0.14 * 25 + 5.89*1 = 84.7 (on a linear scale from 0 to 100) (*sign of multiplication).
Compared with the presence of Hispanic race, the black and white races are significant positive predictors of physical strength (P = 0.0001 and 0.004, respectively) and Asian race is a significant negative predictor (P = 0.050). All of these results are adjusted for age and sex.
Numbers of comedications as a categorical variable
Numbers of comedications may be positively correlated with admissions to a hospital as a result of adverse drug effects. In the second example, we use the data from a recently published cohort study from our group 9 about adverse drug effect admissions to assess this question.
In a logistic regression with numbers of comedications (zero to eight) as the independent and adverse drug effect admission as the dependent variable, the correlation was, indeed, very significant at P = 0.0001. However, after adjustment for age, sex, and presence of comorbidity, this significant correlation was lost, suggesting the presence of confounding rather than a true effect. The results of the analysis are in Table 5 . This negative finding did not at all agree with our prior expectations.
The problem is that if scores ''zero to eight'' are used as a linear covariate in a logistic model, then we assume that the risk of adverse drug effect admissions rises linearly, but this needs not be so. If the relationship is a stepping function, like with categories, and, if we assume a linear relationship, then we are at risk of severely underestimating effects. To escape this risk, it is more appropriate to transform a quantitative estimator used as a continuous variable into a categorical one. Using logistic regression in SPSS is convenient for the purpose; we need not manually transform the quantitative estimator. For the analysis, we apply the usual commands: analyze, regression, binary logistic, enter dependent variable, enter independent variables. Then we open the dialog box labeled categorical variables, select comedication, and transfer it into the Table 6 gives the results. The number of comedications has become a very significant predictor of the risk of admissions resulting from adverse drug effects with a P value of 0.004. Obviously, the numbers of comedications is an independent predictor of adverse drug effect admissions, although not strictly in a linear way. This predictor remains statistically significant even after adjustment for age, sex, and presence comorbidity (Table 6 ).
DISCUSSION
Categories are widely applied in clinical research. For example, in hypertension, cholesterol and other consensuses for cardiovascular risk management treatment recommendations are given category-wise.
Clinical trials are classified in categories and are otherwise called phases. The New York Heart Association classifications of heart failure and angina pectoris into four categories are applied worldwide. Despite this, categorical variables are rarely analyzed in a proper way. Mostly they are analyzed in the form of continuous variables. However, this approach does not always fit the data patterns well causing imprecise and negative results as demonstrated in the examples of this article. We recommend using the process of recoding such variables into multiple dummy variables as also demonstrated in this article. However, there are other possibilities. For example, with a single independent categorical variable, analysis of variance according to general linear models 5 or generalized linear models 6 can be used with the categorical variable as the independent variable. The benefit of this approach is that manually creating dummy variables is not needed, and the result is statistically Table 4 . Linear regression analysis with physical strength score as the dependent and the presence of race 2 (blacks), race 3 (asians), and race 4 (whites), age, and sex as the independent variables (P values , 0.10 are defined as statistically significant).
Model
Coefficients* [2] [3] [4] [5] [6] Also, multiple categorical variables can be entered into regression models, and the interaction and confounding of such variables can be assessed. 5, 6 Finally, one or two caveats are in place. Manually constructing the best fit codings for your categorical variables can be tedious and error-prone. Also, the more complex the models, the more loss of statistical power. If you want to prove much with small data, you are at risk of proving nothing at all.
CONCLUSIONS
Categorical variables are rarely analyzed in a proper way. Mostly they are analyzed in the form of continuous variables. However, this approach does not always fit the data patterns well causing imprecise and negative results as demonstrated in the examples of this article. We recommend using the process of recoding such variables into multiple dummy variables. Table 5 . Multiple binary regression analysis of 2000 admissions to the hospital with the odds of iatrogenic admission as the dependent variable and age (variable 1) , sex (variable 2), presence of comorbidity (variable 9, yes = 0, no = 1), and number of comedications (variable 10, zero to eight comedications) as the independent variable (P values , 0.10 are defined as statistically significant). 
