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Admissible pairs of Hermitian symmetric spaces
in the perspective of the theory of varieties of
minimal rational tangents
Yunxin Zhang
Abstract
We study a pair (S0,S) of irreducible Hermitian Symmetric Spaces
of compact type (cHSS) in this paper, with the first aim being classify-
ing all the admissible pairs (S0,S). This notion is a natural generaliza-
tion of the pairs of sub-diagram type originated by Jaehyun Hong and
Ngaiming Mok ([HoM 10]). Based on this classification, we partially
solve the rigidity problem for the admissible pairs (S0,S) which was
raised by Mok and Zhang (2014) ([MoZ 14]), culminating in determin-
ing a sufficient condition for the pairs being non-rigid and proving that
special pairs, which show up in the classification procedure, are alge-
braic, as a weaker result than being rigid. However, whether special
pairs are rigid or not remains unknown and needs further investigation
in the framework of VMRT theory.
Mathematics Subject Classification (2000) 32M15 53B25 22E60
1 Introduction and Motivation
It is well known that a Rational Homogeneous Space (RHS) X = G/P is
a projective manifold. For X of Picard number 1, Γ(X,O(1)) : X →֒ PN
realises the so called first canonical embedding where O(1) denotes the gen-
erator of the 1-dimensional Picard group. Consider the preimages C of the
projective lines L ⊂ PN under the first canonical embedding, we call C the
minimal rational curve (MRC). The collection of tangent vectors [TxC] of all
the minimal rational curves C passing through an arbitrary fixed point x ∈ X
is called the variety of minimal rational tangents (VMRT) of X , denoted by
Cx(X). It’s a projective submanifold Cx(X) ⊂ P(TxX), we may also refer to
the associated affine submanifold C˜x(X) ⊂ TxX . Note that since X is homo-
geneous, then Cx(X) is projectively equivalent to Cy(X) for any x, y ∈ X . For
a comprehensive survey of VMRT theory, the reader may refer to [Mok 08] or
[HwM 99(b)]. In a series of joint works, Jun-Muk Hwang and Ngaiming Mok
have developed a geometric theory of VMRT on uniruled manifold, which
covers rational homogeneous spaces. This theory turns out to be very effec-
tive in solving some classical algebro-geometric problems, including rigidity of
rational homogeneous spaces under Ka¨hler deformation, Larzasfeld problem
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etc. (cf. [HwM 98], [HwM 99(a)], [HwM 02], [HwM 05]). In addition, the
joint work of Jaehyun Hong and Ngaiming Mok provided another aspect of
the application of the VMRT theory, in the sense of characterising standard
embedding between rational homogeneous spaces of certain type, the precise
statement of their main result is as follows:
Theorem 1.1. (cf. theorem 1.2 in [HoM 10]) Let X0 = G0/P0, X = G/P
be irreducible rational homogeneous spaces (RHS) associated to a long sim-
ple root determined by marked Dynkin diagrams (D(G0), γ0), (D(G), γ) respec-
tively. Suppose D(G0) is obtained from a sub-diagram of D(G) with γ0 being
identified with γ. If X0 is non-linear and f : U → X is a holomorphic embed-
ding from a connected open subset U ⊂ X0 into X which respects VMRT at a
general point x ∈ U , then f is the restriction of a standard embedding of X0
into X.
The pairs (X0, X) of RHS as described in the above theorem is said to be
of sub-diagram type. The choice of a sub-diagram D(G0) of D(G) naturally
induces an equivariant embedding i : X0 = G0/P0 →֒ X = G/P . For any
g ∈ G, we say the composition g ◦ i : X0 →֒ X is a standard embedding, which
satisfies some crucial properties in the perspective of VMRT theory such as
VMRT respecting and preservation of minimal rational curves. In this sense,
we say pair (X0, X) of sub-diagram type is an admissible pair, whose formal
definition is as below1:
Definition 1.2. A pair of rational homogeneous spaces (G0/P0, G/P ) of Pi-
card number 1 associated to simple roots (γ0, γ) is said to be an admissible pair
if and only if there exists an equivariant holomorphic embedding i : X0 →֒ X
such that i∗ : H2(X0,Z)
∼=
→ H2(X,Z) and such that i respects VMRTs, i.e.,
di(Cx(X0)) =di(PTx(X0)) ∩ Ci(x)(X) for every x ∈ X0. Such i is also said to
be a standard embedding; the image i(X0) ⊂ X is said to be a standard model.
Remark Admissible pairs are transitive, i.e., if (X ′0, X0), (X0, X) are both
admissible, then so is (X ′0, X).
Following the notion of admissible pairs, the definition of sub-VMRT stru-
cure naturally arises as:
Definition 1.3. Let (X0, X) be an admissible pair of rational homogeneous
manifolds of Picard number 1, W ⊂ X be an open subset and S ⊂ W be a
complex submanifold. Consider the fibered space π : C (X) → X of varieties
of minimal rational tangents on X. Define C (S) ⊂ C (X)|S by Cx(S) :=
Cx(X) ∩ PTx(S), we say that S ⊂ U inherits a sub-VMRT structure modeled
on (X0, X) if and only if for every point x ∈ S there exists a neighborhood U
of x ∈ S and a trivialization of the holomorphic projective bundle PT (X)|U
given by Φ : PT (X)|U
∼=
→ PTo(X)× U such that (1) Φ(C (X)|U) = Co(X)× U
and (2) Φ(C (S)|U) = Co(X0)× U .
Note that the definition that S ⊂ W inherits a sub-VMRT structure mod-
eled on the admissible pair (X0, X) can be reformulated as requiring:
1The following three definitions 1.2, 1.3, 1.4 are originated in [Zhang 14]
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(†) For any x ∈ S, there exists a projective linear isomorphism Λx :
PTx(X)
∼=
→ PTo(X) such that Λx(Cx(X)) = Co(X) and Λx(Cx(S)) = Co(X0).
This is the case because given (†), the set of fiberwise projective linear
isomorphisms Λx : PTx(X)
∼=
→ PTo(X) satisfying the two requirements in (†)
forms a holomorphic fiber bundle over S, hence admitting at each x ∈ S a
holomorphic section on some neighborhood U of x ∈ S.
The above definition provides us with a notion of imposing on submanifold
a standard sub-VMRT structure, it is natural to ask if a standard sub-VMRT
structure is sufficient for the submanifold itself to be some standard model X0.
This question inspires the following notion of rigidity :
Definition 1.4. An admissible pair (X0, X) of RHS of Picard number 1 is
said to be rigid if and only if any locally closed complex submanifold S ⊂ X
inheriting a sub-VMRT structure modeled on (X0, X) must necessarily be an
open subset of some standard model in X. In this case we also say that sub-
VMRT structures modeled on (X0, X) are rigid.
Then problem arises as whether we can give a sufficient and necessary con-
dition for the admissible pairs (X0, X) to be rigid. The joint work of Hong and
Mok (2010) as summarized in Theorem 1.1 serves as the first achievement for
this purpose. However, it turns out to be a huge challenge to even determine
all the admissible pairs (X0, X) of RHS, let alone investigating the rigidity.
Towards solving this problem, it is natural to first of all restrict our considera-
tion to the scope of cHSS. The first task comes as classifying all the admissible
pairs (S0,S) of cHSS:
Main Theorem 1. The admissible pair (S0,S) of cHSS where S0 is non-linear
falls into at least one of following four categories:
1. pairs of sub-diagram type
2. (a) pairs of deletion type
(b) (Qn, Qm), n−m ≡ 1(mod 2);
3. special pairs:
(a) (GIII(n, n), G(r, s)), (3 ≤ n ≤min{r, s});
(b) (G(r, s), GII(n, n)), (r, s ≥ 3, r + s ≤ n);
(c) (G(4, 2), V );
(d) (G(5, 2), V I);
(e) (G(6, 2), V I);
(f) (G(3, 3), V I);
(g) (GII(6, 6), V I); where V, V I denote E6/(Spin(10)×U(1)), E7/(E6×
U(1)), respectively.
4. By virtue of transitivity of admissible pair (see remark after Def 1.2),
there exists some cHSS S ′, such that both (S0,S
′) and (S ′,S) are admis-
sible pairs which fall into one of the above three categories.
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Table 1: Hermitian Symmetric Spaces and the dimension of maximal linear
subspaces cf. [HoC 04]
S G(p, q) GII(n, n) GIII(n, n) Q2k Q2k+1 E6 E7
dmax p or q 3 or n− 1 1 k k 4 or 5 5 or 6
There appears the notion of pair of deletion type in category 2 in the above
theorem, hyperquadrics (Qn, Qm) of even dimensional difference, i.e., m − n
being an even number, provide typical examples for such kind of pairs. The
formal definition of deletion type pairs comes as follows:
Definition 1.5. Let the cHSSs S0,S
′,S be associated to (D0, γ0), (D
′, γ′), (D, γ)
respectively. Suppose that (S0,S
′) is either of sub-diagram type (cf. Thm 1.1)
or identical, and (D′, γ′) is obtained from (D, γ) by deleting a chain whose one
end node is attached to γ′ and other end node is γ, then we say the pair (S0,S)
is of deletion type. Here a chain means the Dynkin diagram of A type.
Note that we rule out the pairs (S0,S) in which S0 is a projective space.
This is well justified by an early joint work of Hong and Choe, which competely
determined the pairs (Zmax,S) where Zmax denotes the maximal linear space
(cf. [HoC 04] for definition). Their theorem says:
Theorem 1.6. Let (Zmax,S) be admissible pair of cHSS where Zmax is a max-
imal linear space. Denote by dmax the dimension of Zmax, then the dependence
of dmax on S is shown in the table below:
It’s not hard to see that the combination of our Main Theorem 1 and Thm
1.6 completely classify all the admissible pairs (S0,S) of cHSS. Based on this
classification, up until now, we have a partial solution of rigidity problem in
the scope of cHSS, in the sense that we prove a sufficient condition for those
pairs which are non-rigid as contrast to Thm 1.1 which is a sufficient condition
for pairs to be rigid.
Main Theorem 2. An admissible pair (S0,S) of cHSS is non-rigid if it is
degenerate.
The notion of degenerate or non-degenerate pairs is originated in [HoM
10], whose formal definition is as follows:
Definition 1.7. (cf. [HoM 10]) Let o ∈ S0 be some fixed reference point and
Cα ∈ di(C˜o(S0)) = C˜i(o)(S)∩di(To(S0)). Denote by σ
′ the second fundamental
form with respect to the flat connection in Ti(x)(S) as a Euclidean space and
define
Ker′(σ′) := {u ∈ Tα(C˜i(o)(S)) : σ
′(u, w) = 0, ∀ w ∈ Tα(di(C˜o(S0))) =
di(To(S0)) ∩ Tα(C˜i(o)(S))}
If Ker (σ′)=Cα when S0 is not projective space, or Ker(σ
′) ⊂ Tα(di(C˜o(S0)))
when S0 is projective space, then we say that the pair (S0,S) is non-degenerate.
Otherwise we say it is degenerate.
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Note that for two admissible pairs of cHSS (S ′0,S0), (S0,S), if either of them
is degenerate, so is the admissible pair (S ′0,S). As a direct result of Thm 1.1,
the pairs in the first category in Main Theorem 1 is rigid. It can be checked
that pairs of deletion type is degenerate, so is non-rigid as a result of Main
Theorem 2. While the non-rigidity of (Qn, Qm) with m−n being odd number
is immediate from considering any n-dimensional submanifold S ⊂ Qm which
must inherit a sub-VMRT structure modeled on (Qn, Qm), it remains for us to
investigate the rigidity for the special pairs in the third category. However, we
can only prove the weaker result “algebraic” instead of rigid for special pairs
(full details to be shown in chapter 2). Not until we can confirm the special
pairs to be rigid or non-rigid that we completely solve the rigidity problem
in the scope of cHSS, it needs further investigation from the perspective of
VMRT theory in the future.
Before concluding this introduction, we provide some results which are
probably existing in literatures but not readily available. The reader may
refer to [Mok 89],[HwM 02],[HwM 99(b)] at some points.
A cHSS S = G/P is homogeneous where G =Aut(S) and P is the maximal
parabolic subgroup fixing some reference point o ∈ S. Every cHSS is associated
with a unique Harish-Chandra decomposition g = m− ⊕ kC ⊕ m+, satisfying
[m−, kC] ⊂ m−, [m+, kC] ⊂ m+, [kC, kC] ⊂ kC, [m+,m−] ⊂ kC, m+ is an Abelian
subalgebra such that m+ ∼= To(S), i.e., the holomorphic tangent space and
m− = m+, the bar · denotes the complex conjugation. g =Lie(G) is the simple
complex Lie algebra and p = m− ⊕ kC=Lie(P ). The subalgebra kC has a 1-
dimensional center giving rise to an integrable complex structure on S, and
the corresponding reductive complex Lie group KC acts as automorphism of
the VMRT Co(S) via the isotropy representation on m
+ ∼= To(S), we collect
some facts concerning the structure of Co(S) as follows:
Proposition 1.8 (cf. [Mok 89]). Denote by ks = [k
C, kC] the semisimple part,
and Ks the corresponding Lie group, then the VMRT Co(S) =
⋃
k∈Ks
(Ad(k))([α])
where α ∈ To(S) is some highest weight vector w.r.t. the irreducible isotropy
representation of Ks on To(S) ∼= m
+ and Ad(k) denotes the adjoint action.
The tangent space of VMRT at the point [α] ∈ P(To(S)) is T[α](Co(S)) =
([ks, α] + Cα)/Cα. It gives rise to a direct decomposition as To(S) = Cα ⊕
Hα⊕Nα where Hα = T[α](Co(S)) and Nα is the normal complement subspace,
with the holomorphic sectional or bisectional curvature Rh(α, α, α, α) = 2,
Rh(α, α, ξ, ξ) = 1 if ξ ∈ Hα and 0 if ξ ∈ Nα, h is some normalised canonical
metric on S.
Consider the fiber bundle C (S) :=
⋃
x∈S
Cx(S), it is remarkable that this
fiber bundle is flat, i.e., there exists a coordinate covering Uα such that the
fiber bundle is a product on coordinate charts, i.e., C (S)|Uα = Co(S) × Uα.
Such coordinate chart is Harish-Chandra coordinate as a result of Harish-
Chandra embedding. Since the vector α ∈ C˜o(S) is the tangent vector to a
unique minimal rational curve L passing through o, i.e., ToL = Cα, the flatness
of C (S) implies minimal rational curves are expressed as affine lines in terms
of coordinate. We summarize the results as follows;
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Proposition 1.9 (cf. [Mok 89). ] S = G/P is a cHSS of dimension m, let
M−, KC,M+ denote the respective Lie groups of m−, kC,m+. The holomorphic
mapping F : M− × KC × M+ → G defined by F (m−, k,m+) = m−km+ is
biholomorphism of M−×KC×M+ onto a dense open subset of G. In particu-
lar, the mapping η : m+ →֒ S given by η(m+) =exp(m+)P is a biholomorphism
onto a dense open subset U ⊂ S, U ∼= Cm is a called a Harish-Chandra coordi-
nate chart. The fiber bundle C (S) :=
⋃
x∈S
Cx(S) on S is flat in the sense that
C (S)|U = Co(S) × U . As a result, minimal rational curves are affine lines in
terms of coordinates in U .
The VMRT Co(S) ⊂ P(ToS) as a projective manifold, called embedded
VMRT, is obtained through an embedding φ : A(S) →֒ PN where A(S) is
called the abstract VMRT of S. It turns out A(S) is itself a cHSS of rank
≤ 2 (cf. [Mok 89]). The embedding φ : A(S) ∼= Co(S) ⊂ P(ToS) is realised
by O(1) when S is other than Lagrangian Grassmannian GIII(n, n), i.e., φ
is first canonical embedding which sends minimal rational curves of A(S) to
projective lines in P(ToS). In the case of G
III(n, n) whose abstract VMRT
is nothing but Pn−1, φ is realised by O(2), i.e., the Veronese embedding of
Pn−1 (cf. [Mok 99]). The following lemma is just a direct corollary of a vector
valued cubic polynomial which can be found in section 4.2 of [HwM 99(b)].
Lemma 1.10. Suppose an embedded VMRT Co(S) ⊂ P(ToS), then Co(S) is
the Zariki closure of a vector valued quadratic polynomial ζ defined on the
entire tangent space Hα = T[α](Co(S)) ∼= Tα(C˜o(S))/Cα. Precisely,
ζ : Tα(C˜o(S))→ Tα(C˜o(S))⊕Nα = To(S)
ζ(ξ) = α + ξ + σ′(ξ, ξ), ∀ξ ∈ Hα
where σ′ : Sym2(Tα(C˜o(S)))→ Nα is the second fundamental form of C˜o(S)\{0}
in To(S) w.r.t. Euclidean flat metric.
Every cHSS S = G/P is associated to a marked Dynkin diagram (D(G), γ)
with γ being a long root. The marking at γ gives rise to a partition of set of
roots ∆ = ∆−⊔∆0⊔∆+, corresponding to compact roots, negative and positive
non-compact roots respectively. Denote by E+ the positive non-compact root
vectors, then span{E+} = m+ ∼= ToS. Furthermore, we have a finer disjoint
partition E+ = {Eγ}⊔Hγ⊔Nγ with α = Eγ ,Hα =span{Hγ},Nα =span{Nγ}.
Let θ denote the unique node which is adjacent to the marked root γ in the
Dynkin diagram if (D, γ) is not associated to Grassmannian of rank ≥ 2 and
let θ1, θ2 denote the two nodes adjacent to γ if (D(G), γ) is associated to
Grassmannian of rank ≥ 2. Then the following lemma follows immediately
from Proposition 1.8,
Lemma 1.11. If (D(G), γ) is not associated to Grassmannian of rank ≥ 2,
then Hγ = {Eγ+θ+··· : if γ+ θ+ · · · is a root}, Nγ = {Eγ+2θ+··· : if γ+2θ+ · · ·
is a root}. Otherwise, Hγ = {Eγ+θ1+··· : if γ + θ1 + · · · is a root}⊔{Eγ+θ2+··· :
if γ + θ2 + · · · is a root}, Nγ = {Eγ+θ1+θ2+··· : if γ + θ1 + θ2 + · · · is a root}.
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Denote by (Cm ∼= m+, zi) the coordinate dual to the positive root vectors
in E+, by virtue of Harish-Chandra embedding (cf. chapter 5, [Mok 89]), it
serves as a Harish-Chandra coordinate chart. The following table lists all the
cHSS and its associated marked Dynkin diagram (D(G), γ) excluding Q1, Q2
which are isomorphic to degree 2 rational curves in P2 and reducible P1 × P1
respectively.
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Table 2: Hermitian Symmetric Spaces and marked Dynkin diagrams cf.
[Hel 78]
Type Marked Dynkin diagram
G(p, q), p, q ≥ 1 Ap+q−1 : ◦1 · · · ◦p−1 •p ◦p+1 · · · ◦p+q−1
GII(n, n), n ≥ 3 Dn : ◦n−1
•n ◦n−2 ◦n−3 · · · ◦2 ◦1
GIII(n, n), n ≥ 2 Cn : ◦1 ◦2 · · · ◦n−1 ks •n
Q2m−2, m ≥ 3 Dm : ◦m−1
◦m ◦m−2 ◦m−3 · · · ◦2 •1
Q2m−1, m ≥ 2 Bm : •1 ◦2 · · · ◦m−1 +3 ◦m
V E6 : ◦2
•6 ◦5 ◦4 ◦3 ◦1
V I E7 ◦2
•7 ◦6 ◦5 ◦4 ◦3 ◦1
We try to construct equivariant embedding i : S0 →֒ S from isomorphism
between their root systems, the reader may refer to [Hum 72] for relevant
theories concerning Lie algebra and its root system. In particular, we introduce
the notion of root correspondence as follows:
Definition 1.12. Let S0,S be cHSS associated to marked Dynkin diagrams
(D(G0), γ0), (D(G), γ) respectively and ∆0,∆ denote the respective root sys-
tems for G0=Aut(S0), G =Aut(S) respectively. An injective mapping Φ :
∆0 → ∆ is said to be a root correspondence if Φ is an isomorphism onto its
image and Φ(γ0) = γ, i.e., preserving marked root.
Note since Φ is an isomorphism from root system onto its image, it induces
an injective homomorphism between Lie algebras Φ˜ : g0 →֒ g, i.e., Φ˜ is an
isomorphism from Lie algebra g0 onto its image.
Given an arbitrary pair (S0,S), such root correspondence may not always
exist. But if the pair is of sub-diagram type (cf. Theorem 1.1 ), then Φ is just
obtained by identification of the nodes when D(G0) is realized as a subdiagram
of D(G) with marked root γ0 being simultaneously identified with marked root
γ.
Lemma 1.13. Let (S0,S) be a pair of cHSS associated to marked Dynkin
diagrams (D(G0), γ0),(D(G), γ) respectively, and suppose there exists a root
correspondence Φ : ∆0 → ∆, then
1. Φ(∆+0 ) ⊂ ∆
+, Φ(∆−0 ) ⊂ ∆
−, Φ(∆00) ⊂ ∆
0;
2. Let Φ˜ : g0 →֒ g be the isomorphism from g0 onto its image induced by
Φ, recall we have the partition E+0 = {α0 = Eγ0} ⊔ Hγ0 ⊔ Nγ0 , E
+ =
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{α = Eγ} ⊔Hγ ⊔Nγ for S0,S respectively, then Φ˜(α0) = α, Φ˜(Hγ0) ⊂
Hγ, Φ˜(Nγ0) ⊂ Nγ.
Proof Since φ is an isomorphism onto its image of root systems, let α, β ∈
∆0, then α + β ∈ ∆0 if and only ifφ(α + β) ∈ ∆. In particular, for simple
roots γ1, γ2, γ1 − γ2 is never a root. Then this lemma quickly follows from
this property and the description of root vectors in Hγ , Nγ as shown in Lemma
1.11
QED
The existence of such root correspondence has significance in judging whether
(S0,S) is an admissible pair.
Proposition 1.14. The root correspondence Φ : ∆0 → ∆ naturally induces a
standard embedding iΦ : S0 →֒ S, making (S0,S) an admissible pair.
Proof Φ gives rise to an injective homomorphism Φ˜ : g0 →֒ g. By Lemma
1.13, restriction of Φ˜ to m−0 , k
C
0,m
+
0 are all injective homomorphisms on the
three Lie subalgebras arising from Harish-Chandra decomposition, i.e., g0 =
m−0 +k
C
0+m
+
0 , g = m
−+kC+m+ and Φ˜(m−0 ) ⊂ m
−, Φ˜(kC0 ) ⊂ k
C, Φ˜(m+0 ) ⊂ m
+.
Then Φ˜ induces an equivariant embedding iΦ : S0 →֒ S. In particular, on some
Harish-Chandra coordinate chart Cn ∼= U0 ⊂ S0,C
m ∼= U ⊂ S, the linear
mapping Φ˜ : m+0 →֒ m
+ induces iΦ(U0) ⊂ U . So U0 is realized as an affine
subspace of U , in particularly it maps affine lines in U0 to affine lines in U ,
which means nothing but mapping minimal rational curves of S0 to those of
S. If {zi}
n
i=1, {ωj}
m
j=1 denotes the coordinate on U0, U dual to positive root
vectors E+0 , E
+ respectively, then we may express the embedding as
wi = zi, i = 1, 2, ..., n
wj = 0, j = n+ 1, ..., m
To complete the proof, we only need to show iΦ respects VMRT.
Fix any reference point o, by abuse of notation, we do not differentiate
between o and its image i(o). We have identifications To(S0) ∼= m
+
0 , ToS
∼=
m+, as a result ∀v ∈ To(S0), the differential diΦ(v) = Φ˜(v). For any β ∈ C˜o(S0),
there exists some positive root vector α ∈ E+0 and g ∈ ks0 = [k
C
0 , k
C
0 ], such that
β = exp(adg)(α), so diΦ(β) = Φ˜(exp(adg)(α)) = exp(adΦ˜(g))(Φ˜(α)). Note
that Φ˜(α) ⊂ E+ is again some positive root vector, and Φ˜(g) ⊂ ks, so diΦ(β) ⊂
C˜o(S). On the other hand, by Lemma 1.13, diΦ(Hα0) ⊂ Hα, diΦ(Nα0) ⊂ Nα,
and the fact that the ambient VMRT Co(S) is the Zariski closure of some
quadratic polynomial ζ(ξ) for ξ ∈ Hα, then the sub-VMRT Co(S0) ⊂ Co(S) is
obtained by restriction of ζ to the subspace Hα0 ⊂ Hα, so diΦ must respects
VMRT.
QED
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2 Classification of admissible pairs of irreducible
compact Hermitian Symmetric Spaces
2.1 Candidates of admissible pairs of cHSS
In this section, we first of all work out a list of all the possible admssible pairs
(S0,S) of cHSS as our Main Theorem 1 shows. We assume S0 to be non-linear
throughout this section. The following lemma is a necessary condition for
(S0,S) to be an admissible pair which is immediate from the definition.
Lemma 2.1. If (S0,S) is admissible with dim(S0) = n <dim(S) = m, then
for their respective (embedded) VMRTs Co(S0) ⊂ PTo(S0) ∼= P
n−1,Co(S) ⊂
PTo(S) ∼= P
m−1, there exists some projective subspace P(V ) ∼= PTo(S0) such
that Co(S0) ⊂ PTo(S0) is projectively equivalent to Co(S) ∩ P(V ) ⊂ P(V ).
In other words, there exists an embedding between abstract VMRTs ψ :
A0 →֒ A such that φ0 = φ ◦ ψ where φ0 : A0 →֒ P
n−1, φ : A →֒ Pm−1
are the embeddings whose images are the embedded VMRTs Co(S0),Co(S)
respectively. In the sense of the above Lemma, we also say that (A0,A) is an
admissible pair of VMRT.
Lemma 2.2. Suppose (S0,S) is an admissible pair of cHSS,
1. if S is a type I Grassmannian G(r, s), then S0 is either a type I Grass-
mannian G(p, q) as well with 2 ≤ p ≤ r, 2 ≤ p ≤ s (this pair is
of sub-diagram type, in category 1), or it is a type III Grassmannian
GIII(n, n) with 3 ≤ n ≤min{r, s}. Note GIII(2, 2) ∼= Q3 (this pair is of
special type in category 3);
2. if S is hyperquadric Qm, then S0 can only be hyperquadric Q
n as well
with n < m ( this pair is of deletion type in category 2 or of special type
in category 3 depending on m− n is even or odd number respectively);
3. if S is Lagrangian Grassmannian, then so is S0. On the other hand, if
S0 is symplectic Grassmannian, then Lagrangian Grassmannian is the
only possibility for S except the usual Grassmannian as described in 1
(this pair is of sub-diagram type in category 1).
proof For 1, the abstract VMRT A of G(r, s) is Pr−1 × Ps−1 and Segre
embedding φ : Pr−1×Ps−1 →֒ Prs−1 realizes A as embedded VMRT of G(r, s).
If A0 is not abstract VMRT of any projective space, i.e., A0 is non linear,
then for A0
ψ
→֒ A
φ
→֒ Prs−1, either A0 is reducible and φ0 = φ ◦ ψ is realized
by O(1) or A0 is irreducible and φ0 is realized by O(2), which correspond
to A0 = P
p−1 × Pq−1, S0 = G(p, q), (2 ≤ p < r, 2 ≤ q < s) and A0 =
Pn−1, S0 = G
III(n, n), 2 ≤ n ≤min{r, s}.
For 2, A = Qm−2 ∩ Pn−1 is a hypersurface in Pn−1, n =dim(S0), the
reduced cycle A0 ⊂ P
n−1 is of degree 1 or 2, hence Pk or Ql. Since the case
with A0 being linear is excluded, then A0 can only be another hyperquadric,
hence S0 is hyperquadric.
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For 3, it is because that the VMRT of GIII(m,m) is Pm−1 →֒ Pm(m+1)/2−1
embedded through linear system of O(2) while all the other embedded VMRT
are embedded through O(1).
QED
Lemma 2.2 exhausts all the admissible pairs (S0,S) in which Lagrangian
Grassmannian GIII(m,m) is involved. In the rest of this section, we are jus-
tified to exclude Lagrangian Grassmannian whose embedded VMRT contains
no projective line.
Lemma 2.3. Let (A0,A) be an admissible pair of abstract VMRT, for their re-
spective embedded VMRTs Co(S0),Co(S), there exists some P(ToS0) ∼= P(V ) ⊂
P(ToS), such that Co(S0) = P(V ) ∩ Co(S) →֒ Co(S) is an isometric totally
geodesic embedding.
Proof Since the inclusion embedding is equivariant, it is naturally isomet-
ric with respect to some fixed canonical metric h0, h on A0,A respectively.
For simplicity, we write Pm for P(ToS), P
n for P(V ). We choose some
P2 ⊂ Pm, but 6⊂ Co(S) such that C = P
2 ∩ Co(S) is a degree 2 rational curve.
Note that every such curve C ⊂ Co(S) is obtained in this way. Since the
normal bundle NC|Co(S) = TCo(S)|C/TC is a proper sub-bundle of TPm|C/TP2|C
∼=
O(2)m−2, then positivity of TCo(S) yields the splitting type NC|Co(S) = O(2)
a⊕
O(1)b ⊕ Oc. Now we show this splitting type forces the vanishing of second
fundamental form σC|Co(S).
In fact, σC|Co(S) is topologically isomorphic to N
∗
C|Co(S)
⊗ TC-valued (0, 1)-
form on C (cf. [Mok 05]), one of whose global sections is denoted by η, and
we decompose η into line bundle valued (0, 1)-form according to the splitting
type N∗C|Co(S) ⊗ TC = O(2)
c ⊕ O(1)b ⊕ Oa, i.e., η = η1 + · · · + ηk. If σC|Co(S)
does not vanish at some p ∈ C, then so is at least one of the components, say
η1. Since all the vector bundles involved here is homogeneous with respect to
isometry group, then we produce a nowhere vanishing section of line bundle
O(l)-valued (0, 1)-form (l = 0, 1, 2). By means of canonical metric, (0, 1)-form
is topologically isomorphic to TC . As a result, the nowhere vanishing η1 is a
smooth section of line bundle O(l + 2), whose topological class never allows
the existence of nowhere vanishing section, thus we get to contradiction. So
σC|Co(S) must vanish everywhere, i.e., C ⊂ Co(S) is totally geodesic.
Having proven the total geodesy of any degree 2 rational curve in Co(S), we
consider this lemma in its full strength. Let φ0 : A0 ∼= Co(S0) = P
n ∩Co(S) ⊂
Pn ⊂ Pm be the embedding realizing A0 as embedded VMRT. Now fix any
point p ∈ Co(S0) and consider a degree 2 rational curve C ⊂ Co(S0) ⊂ Co(S)
passing through p, we furthermore assume C is obtained through:
P1
d
→֒ P1 × P1
i
→֒ A0
φ0
∼= Co(S0)
where d is the diagonal embedding and i realizes the product P1×P1 as a totally
geodesic submanifold of A0 by virtue of polysphere theorem (cf. chapter 5,
[Mok 89]) such that each factor φ0 ◦ i(P
1×{o}), φ0 ◦ i({o}×P
1) is a minimal
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rational curve on Co(S) (projective line in P
m) passing through p. Denote by
v1, v2 the tangent vector at p of the first and second factor respectively. Then
by total geodesy of the degree 2 rational curve φ0 ◦ i ◦ d(P
1) = C ⊂ Co(S), we
have
σ(v1 + v2, v1 + v2) = 0⇒ σ(v1, v2) = 0
since σ(v1, v1) = σ(v2, v2) = 0 for they are minimal rational tangents, where
σ is the second fundamental form of Co(S0) as a submanifold of Co(S). On
the other hand, it is well known from the structure theory of VMRT that v2 ∈
Nv1 ∩ Tp(Co(S0)) where Nv1 is in the sense of the decomposition Tp(Co(S)) =
Cv1 ⊕Hv1 ⊕Nv1 (cf. chapter 7, [Mok 89]). Having achieved this, we can just
use the polarization arguments to obtain σ(v, u) = 0 for any v, u ∈ Tp(Co(S0)).
The procedure is, roughly speaking, varying v1(t) holomorphically with respect
to t while the corresponding v2(t) ∈ Nv1(t) will change anti-holomorphically
w.r.t. t, the reader may refer to proposition 3 on page 111 in [Mok 89] for
more details. Hence we have established the total geodesy of Co(S0) ⊂ Co(S).
QED
Proposition 2.4. Suppose S (dim(S) = m) is a cHSS with its embedded
VMRT Co(S) at some fixed reference point o ∈ S. Let V ⊂ ToS be an n-
dimensional vector subspace such that Co(S) ∩ P(V ) is projectively equivalent
to the embedded VMRT Co(S0) ⊂ P
n−1 of another cHSS S0 of dimension n,
then (S0,S) is an admissible pair, i.e., S0 ⊂ S as a totally geodesic standard
model can be uniquely constructed out of the datum V,Co(S0),S.
Proof Let g = m−⊕ kC⊕m+ be the Harish-Chandra decomposition which
is uniquely associated to cHSS S (cf. [Mok 89]). We only need to recover three
subalgebras m−0 ⊂ m
−, kC0 ⊂ k
C,m+0 ⊂ m
+ such that gC0 = m
−
0 ⊕ k
C
0 ⊕m
+
0 is the
Harish-Chandra decomposition of some Lie subalgebra gC0 ⊂ g
C.
m+0 is just identified with the linear subspace V , making it an Abelian
subalgebra of m+ ∼= Cm. Through the embedding Co(S0) = Co(S) ∩ P(V ) →֒
Co(S), we can recover a complex Lie subalgebra k
C
0 ⊂ k
C induced by their
respective real forms k0 ⊂ k such that the center z ∈ k is also contained in k0.
Now we define m−0 := V ⊂ m
−, where bar · is the complex conjugation, we
have the following claim:
[[η, α], β] ∈ V ∼= m+0 for ∀η, α, β ∈ m
+
0 ⊂ m
+ (†)
Assuming the claim (†), we show that m−0 := V is what we desire, i.e.,
gC0 := m
+
0 ⊕ k
C
0 ⊕ m
−
0 is a Lie subalgebra of g
C with the Harish-Chandra
decomposition.
For ∀η, β ∈ m+0 , we show that [η, β] ∈ k
C
0 . Take any α ∈ A˜0, since
[η, β] ∈ kC = aut(A˜), we have [[η, β], α] ∈ T[α](A˜) (cf. Lemma 1.1.1 [HwM
05]), then by the claim (†), [[η, β], α] ∈ T[α](A˜0), so [η, β] ∈ aut(A˜0) = k
C
0 .
We showed [m+0 ,m
−
0 ] ⊂ k
C
0 .
For ξ ∈ kC0 , since k
C
0 = aut(A˜0) and A0 is a non-degenerate subvariety, we
get [kC0 ,m
+
0 ] ⊂ m
+
0 . It follows that [ξ, η]] = [ξ, η] ∈ m
+
0 = m
−
0 .
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Now we come to the proof of the claim (†). Fixing some canonical metric
h on S and α ∈ C˜o(S) ∩ V = C˜o(S0). As a result of total geodesy thanks
to Lemma 2.3, the two second fundamental forms of C˜o(S0), C˜o(S) as sub-
manifolds in the ambient space ToS w.r.t. Euclidean flat connection, de-
noted by σ′0, σ
′ respectively, are identical in their common domain of definition
Hα,0 = Hα ∩ V , where Hα = T[α](Co(S)) is in the sense of eigenspace decom-
position ToS = Cα⊕Hα⊕Nα hence Hα,0 = T[α](Co(S0)). Denote by Nα,0 the
normal complement subspace of Cα ⊕ Hα,0 in V , then Nα,0 is generated by
taking second fundamental form of vectors in Hα,0, i.e., Nα,0 = {σ
′
0(ξ1, ξ2) :
ξ1, ξ2 ∈ Hα,0}, for Co(S0) is non-degenerate in P(V ), i.e., Co(S0) ⊂ P(V ) is
not contained in any hyperplane of P(V ) and Co(S0) can be expressed as the
Zariski closure of a vector valued polynomial ζ(ξ) = α+ξ+σ′(ξ, ξ) (cf. Lemma
1.10). Likewise, Nα = {σ
′(ξ1, ξ2) : ξ1, ξ2 ∈ Hα}. As a consequence, we are led
to an ideal decomposition on V as follows:
V = Cα⊕Hα,0 ⊕Nα,0,
such that Nα,0 = Nα ∩ V . Let X, Y, Z ∈ m
+ ∼= To(S), the ralation between
Riemannian curvature tensor R and the Lie bracket is R(X, Y )Z = [[X, Y ], Z]
(cf. [Mok 89]). Then we again borrow the polorization argument from [Mok
89] to obtain the desired result R(ξ, α)(β) = [[ξ, α], β] ∈ V, ∀α, β, ξ ∈ V , thus
we complete the proof.
QED
This proposition allows us to do “reduction” on admissible pairs, i.e., if
(A0,A) is an admissible pair of VMRT, then (S0,S) is an admissible pair in
the sense of Def 1.2 and vice versa.
Lemma 2.5. Suppose (S0,S) is an admissible pair and S0 is an exceptional
Hermitian symmetric space, i.e., either V = E6/(Spin(10) × U(1)) or V I =
E7/(E6 × U(1)), then S must also be an exceptional Hermitian symmetric
space, i.e., the only admissible pair for S0 to be an exceptional space is (V, V I).
Proof Since VMRT of V I is V , and VMRT of the latter is GII(5, 5),
we only need to determine admissible pairs (GII(5, 5),A) where A is itself a
VMRT of another cHSS. By virtue of Lemma 2.2, we can exclude the cases in
which A is VMRT of Grassmannian, hyperquadric and symplectic Grassman-
nian. Since GII(n, n) is not a VMRT for n ≥ 6, nor is V I, the only remaining
possibility is A = V , and (GII(5, 5), V ) is actually admissible which means,
thanks to Prop 2.4, (V, V I) is also an admissible pair (this pair is of deletion
type in category 2).
QED
Lemma 2.6. Suppose (S0, G
II(m,m)) m ≥ 5 is an admissible pair, then S0
falls into one of the following three cases:
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1. S0 = G(r, s) where 2 ≤ r, s and r + s ≤ m (if either r or s is 2, then
(G(r, s), GII(m,m)) is of deletion type in category 2; if both r, s ≥ 3,
then the pair is of special type in category 3).
2. S0 = Q
n, n = 2, 3, ..., 6. ((Q6, GII(m,m)) is of sub-diagram type in
category 1, note that GII(4, 4) ∼= Q6 and all the rest are in category 4).
3. S0 = G
II(n, n) 4 ≤ n < m (this is of sub-diagram type, note that
GII(2, 2) ∼= P1, GII(3, 3) ∼= P3).
Proof According to 3 of Lemma 2.2 and Lemma 2.5, we can restrict our
consideration to Grassmannian, hyperquadric and spinor Grassmannian. If
S0 is also a spinor Grassmannian, then the pair is of sub-diagram type, so
admissible.
Let’s consider the case where S0 is a Grassmannian, by virtue of Prop 2.4,
we should find out all the embedding ψ : Pr−1×Ps−1 →֒ G(2, m−2) such that
restriction of Plucker embedding of G(2, m−2) into Pm(m−1)/2−1 to the image
of ψ yields the Segre embedding of Pr−1 × Ps−1 into Prs−1. If we express ψ
in terms of Harish-Chandra coordinates, then
ψ : (w1, ..., wr−1) • (z1, ..., zs−1) →֒M2,m−2
where M2,m−2 denotes a 2× (m− 2) complex matrix, such that all the w-
coordinate(z-coordinate) are put in the first (second) row and no w-coordinate
is put in the same column as z-coordinate. Thus we must have (r−1)+(s−1) ≤
m− 2 i.e., r + s ≤ m.
On the other hand, if S0 is some hyperquadric Q
n. we have the reduction
process
(Qn, GII(m,m))→ (Qn−2, G(2, m− 2))→ (Qn−4,P1 × Pm−3)
So we should determine all the embedding ψ : Qr →֒ P1 × Ps, s ≥ 2
such that restriction of Segre embedding to the image of ψ yields the usual
embedding of Qr into Pr+1. Actually, the only candidate is Q2 ∼= P1 × P1
regardless of what s is and ψ is induced by respective inclusion P1 ⊂ P1, P1 ⊂
Ps. Again by virtue of Prop 2.4, we reverse the reduction process and get the
admissible pair (Q6, GII(m,m)), which is of sub-diagram type. Note that
(Qn, Q6) n = 2, 3, 4, 5 are all admissible pairs, so are (Qn, GII(m,m)) n =
2, 3, 4, 5 by transitivity of admissibility which is immediate from the definition
of admissible pair.
QED
The remaining task towards completing the classification is to determine all
the admissible pairs (S0, V ) and (S0, V I). Again 3 of Lemma 2.2 and Lemma
2.5 allow us to only consider the candidates Grassmannian, hyperquadric and
spinor Grassmannian.
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The reduction process for V :
S0 = G(r, s), (G(r, s), V )→ (P
r−1 × Ps−1, GII(5, 5))
S0 = Q
n, (Qn, V )→ (Qn−2, GII(5, 5))→ (Qn−4, G(2, 3))→ (Qn−6,P1 × P2)
S0 = G
II(n, n), (GII(n, n), V )→ (G(2, n− 2), GII(5, 5))→ (P1 × Pn−3, G(2, 3)) n ≥ 5
and the reduction process for V I:
S0 = G(r, s), (G(r, s), V I)→ (P
r−1 × Ps−1, V )
S0 = Q
m, (Qm, V I)→ (Qm−2, V )→ · · · → (Qm−8,P1 × P2)
S0 = G
II(m,m), (GII(m,m), V I)→ (G(2, m− 2), V )→ (P1 × Pm−3, GII(5, 5))
With the above reduction processes, we only need to establish the following
three propositions to complete our classification:
Proposition 2.7. For (Qn,P1×P2) to be admissible pair of VMRT, n = 1, 2.
Proposition 2.8. For (Pr×Ps, V ) to be admissible pair of VMRT, (1) either
r = 1, 1 ≤ s ≤ 5 (2) or r = 2, s = 2.
Proposition 2.9. For (Pr × Ps, GII(5, 5)) to be admissible pair of VMRT,
r = 1, 1 ≤ s ≤ 3.
Assuming the above three propositions and note that we have already
determined all the admissible pair (Pr×Ps, G(2, n)) of VMRT in the argument
of proof of Lemma 2.6, we immediately have the following conclusions by means
of reversing the reduction processes thanks to Prop 2.4:
Lemma 2.10. If (S0, V ) is an admissible pair, then:
1. S0 = G(2, s), 2 ≤ s ≤ 4 (the pair is of deletion type in category 2 when
s = 2, 3 and of special type in category 3 when n = 4);
2. S0 = Q
n, 2 ≤ n ≤ 8 (the pair is of sub-diagram type in category 1 when
n = 8 and is in category 4 when n = 2, 3, ..., 7);
3. S0 = G
II(5, 5) (this pair is of deletion type in category 2).
Lemma 2.11. If (S0, V I) is an admissible pair, then:
1. S0 = G(2, s), 2 ≤ s ≤ 6 (the pair is of deletion type in category 2 when
n = 2, 3, is of special type in category 3 when n = 5, 6, and is in category
4 when n = 4);
2. S0 = G(3, 3) (this pair is of special type in category 3);
3. S0 = Q
n, 2 ≤ n ≤ 10 (the pair is of sub-diagram type when n = 10,
and is in category 4 when 2 ≤ n ≤ 9);
4. S0 = G
II(n, n), n = 5, 6 (the pair is of deletion type in category 2 when
n = 5, and is of special type in categoty 3 when n = 6).
15
Now we prove Prop 2.7-Prop 2.9
Proof of Prop 2.7 Note that Q2 ∼= P1×P1, so ψ : Q2 →֒ P1×P2 can be
induced by inclusion P1 ⊂ P1, P1 ⊂ P2. There exists no ψ : Q3 → P1 × P2,
simply because Q3 is irreducible while P1 × P2 is reducible.
QED
Proof of Prop 2.8 The marked Dynkin diagram for V, V I are shown
below respectively:
V V I
◦α2
•α6 ◦α5 ◦α4 ◦α3 ◦α1
◦α2
•α7 ◦α6 ◦α5 ◦α4 ◦α3 ◦α1
It is well known from the geometry of cHSS that there are 16(27) positive
roots for V (V I). Denote by βj, j = 1, 2, ..., 16 the 16 positive roots for V ,
then 16 of the 27 positive roots of V I are obtained by attaching α7 to βj,
i.e., γj = α7 + βj , j = 1, 2, ..., 16.
We start with r = 1, we aim at showing s ≤ 5, i.e., for any chosen positive
roots γj0 there exist at most 5 positive root γj1, ..., γj5 such that γjk + γj0 −
α7, k = 1, 2, ..., 5 remain to be positive roots, or equivalently, γjk − γj0 =
βjk − βj0 , k = 1, 2, ..., 5 are not roots. Actually this has been established by
an early paper of Zhong Jia-Qing, cf [Zhong 84]. Furthermore, the equality
holds, i.e., there exists exactly five positive roots satisfying the aforementioned
property when any γj0 is chosen. For example, when β1 = α6, following the
notation in [Zhong 84], we have β⊥1 = {α6+ 2α5+ 2α4 +α3 + α2, α6+ 2α5+
2α4+α3+α2+α1, α6+2α5+2α4+2α3+α2+α1, α6+2α5+3α4+2α3+
α2 + α1, α6 + 2α5 + 3α4 + 2α3 + 2α2 + α1}. By transitivity, this is true for
any other single root βj .
Next we consider r = 2 and s ≥ 2 (note that r = 2, s = 1 is essentially
the same as r = 1, s = 2 which has been established in the above argument).
We aim at showing that s = 2 is the only possibility, i.e., given any two roots
βj1 , βj2 such that βj1−βj2 is a root (actually this is a compact root) or βj2 /∈ β
⊥
j1
following the notation of [Zhong 84], then we have #(β⊥j1 ∩ β
⊥
j2) = 2. This is
essentially a checking game, we choose β15 = α6 + 2α5 + 3α4 + 2α3 + α2 +
α1, β16 = α6 + 2α5 + 3α4 + 2α3 + 2α2 + α1, one-by-one checking shows that
β⊥15 ∩ β
⊥
16 = {α6, α6 + α5}. It remains to justify that this is true for all such
pairs (βj1 , βj2) if it holds for the above fixed pair. In fact, any such pair
(βj1 , βj2) determines a 2-dimensional subspace of tangent space W ⊂ To(V )
at reference point o ∈ V such that for any v ∈ W , the line L with ToL = v
shooting out from o is a minimal rational curve of V in some Harish-Chandra
coordinate. So W determines a minimal rational curve on Co(V ) ∼= G
II(5, 5).
On the other hand, Aut(GII(5, 5)) acts transitively on the space of minimal
rational curves of GII(5, 5).
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Then all the cases where r, s ≥ 3 are impossible which follows immediately
from the fact that r = 2, s ≥ 3 is impossible.
QED
Proof of Prop 2.9 Below is the marked Dynkin diagram of GII(5, 5):
◦α2
•α5 ◦α4 ◦α3 ◦α1
Denote by δk, k = 1, 2, ..., 10 the 10 positive roots of G
II(5, 5), we need
to show: 1. for any positive root δk0 , Card(δ
⊥
k0
) = 3; 2. for any two positive
roots δk1 , δk2 such that δk1 /∈ δ
⊥
k2
, δ⊥k1 ∩ δ
⊥
k2
= ∅. The verification of the above
two facts just borrows the argument for Prop 2.8.
QED
2.2 Construction of standard embedding i : S0 →֒ S for
candidates of admissible pair (S0,S)
In the previous section, we theoretically list all the possible candidates of
admissible pairs (S0,S). We should explicitly construct standard embedding
i : S0 →֒ S to show that the candidates are actually eligible to be admissible
pairs.
The strategy of our construction is a dichomy; for most cases, by virtue of
the backgrounds provided in section 1, in particular, Lemma 1.13, Prop 1.14,
we only need to construct a root correspondence Φ : ∆0 → ∆ such that; for the
only three cases which are the item (a) (b) in category 3 in the Main Theorem
1, noting that all of them involve no exceptional space, we use coordinate to
explicitly construct standard embedding.
Construction for category 1
Pairs of sub-diagram type are naturally admissible pairs as was mentioned
in Theorem 1.1.
Construction for category 2
Proposition 2.12. The pair (S0,S) of deletion type is an admissible pair.
Proof Suppose the marked Dynkin diagram (D(S0), γ0) is as follows:
...
◦γ2
•γ0 ◦γ1 · · ·
Note that since S0 is a Hermitian Symmetric Space, then there are at most
two nodes adjacent to the marked node γ0. Then according to the definition,
the marked Dynkin diagram (D(S), γ) should be like:
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...
◦γ2
•γ ◦α · · · ◦γ0 ◦γ1 · · ·
and we have an identification of D(S0) with a sub-diagram of D(S) not
containing the node α. We construct a mapping Φ : D(S0) → ∆ defined
on simple roots as follows: Φ(γ0) = γ, Φ(γ1) = α + · · · + γ0 + γ1, Φ(γ2) =
α + · · · + γ0 + γ2, Φ(β) = β, where βs are the rest nodes of D(S0) which is
identified with nodes of D(S) in the sense of definition of deletion type pair.
We can show that Φ preserves Cartan integers among simple roots, so it
extends uniquely to isomorphism between root systems. Thanks to Proposition
1.14, we acquire the standard embedding iΦ : S0 →֒ S induced by Φ.
QED
Construction for category 3
1. (G(4, 2), V )
The marked Dynkin diagram of G(4, 2) and V :
G(4, 2) V
◦β1 ◦β2 ◦β3 •γ0 ◦β4
◦α2
•γ ◦α5 ◦α4 ◦α3 ◦α1
Define Φ as:
Φ(γ0) = γ, Φ(β4) = α5, Φ(β3) = α5 + 2α4 + α3 + α2, Φ(β2) = α1,
Φ(β1) = α3.
2. (GII(6, 6), V I)
The marked Dynkin diagram of GII(6, 6) and V I:
GII(6, 6) V I
◦β5
•γ0 ◦β4 ◦β3 ◦β2 ◦β1
◦α2
•γ ◦α6 ◦α5 ◦α4 ◦α3 ◦α1
Define Φ as:
Φ(γ0) = γ, Φ(β4) = α6, Φ(β5) = α5, Φ(β3) = α5 + 2α4 + α3 + α2,
Φ(β2) = α1, Φ(β1) = α3.
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3. (G(5, 2), V I)
The marked Dynkin diagram of G(6, 2) and V I:
G(6, 2) V I
◦β1 ◦β2 ◦β3 ◦β4 ◦β5 •γ0 ◦β6
◦α2
•γ ◦α6 ◦α5 ◦α4 ◦α3 ◦α1
Define Φ as:
Φ(γ0) = γ, Φ(β6) = α6, Φ(β5) = α6 + 2α5 + 2α4 + α3 + α2, Φ(β4) = α1,
Φ(β3) = α3, Φ(β2) = α4, Φ(β1) = α2.
4. (G(5, 2), V I)
Φ is obtained from the case of (G(6, 2), V I) by discarding Φ(β1) = α2.
5. (G(3, 3), V I)
The marked Dynkin diagram of G(3, 3) and V I:
G(3, 3) V I
◦β1 ◦β2 •γ0 ◦β3 ◦β4
◦α2
•γ ◦α6 ◦α5 ◦α4 ◦α3 ◦α1
Define Φ as:
Φ(γ0) = γ, Φ(β4) = α4 + α3, Φ(β3) = α6 + α5 + α4 + α3 + α2 + α1,
Φ(β2) = α6 + α5 + α4, Φ(β1) = α5 + α4 + α3 + α2.
It is not hard to check that all the above Φs are isomorphism between
root systems such that Φ(γ0) = γ, thanks to Proposition 1.14, we know
that they are all admissible pairs. We go on to deal with the rest two
pairs (a) and (b) in category 3 to complete the construction:
6. (GIII(n, n), G(r, s)), 3 ≤ n ≤min{r, s}
A Harish-Chandra coordinate chart on GIII(n, n), G(r, s) can be repre-
sented by n×n symmetric matrixMIII and r×s matrixM respectively .
Then the standard embedding i : GIII(n, n) →֒ G(r, s) restricted to this
Harish-Chandra coordinate is just canonically identifying n×n symmet-
ric matrix with an upper-left n× n-block in r × s matrix. The tangent
mapping is the same in terms of matrix representation, i.e.,
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Mi,j =
{
MIIIi,j , for 1 ≤ i, j ≤ n,
0, for the rest entries.
Since [α] ∈ Co(G
III(n, n)) if and only if α in matrix form is a rank 1 n×n
symmetric matrix; [α] ∈ Co(G(r, s)) if and only if [α] in matrix form is
a rank 1 r × s matrix. Of course, such embedding is VMRT-respecting,
for rank 1 symmetric matrix is mapped to rank 1 matrix and rank > 1
symmetric matrix is mapped to rank > 1 matrix.
7. (G(r, s), GII(n, n)), 3 ≤ r, s, r + s ≤ n
Harish-Chandra coordinate of GII(n, n) is represented by n×n complex
skew-symmetric matrix MII , the standard embedding i : G(r, s) →֒
GII(n, n) is essentially identifying {i, j}-th entry of M with {i, j+ r}-th
entry of MII and skew-symmetrizing it. The tangent mapping is the
same in terms of matrix representation, i.e.,
M IIi,j+r = −M
II
j+r,i =
{
Mi,j, for 1 ≤ i ≤ r, 1 ≤ j ≤ s,
0, for the rest entries.
Since [α] ∈ Co(G
II(n, n)) if and only if α in matrix form is a rank 2 n×n
skew-symmetric matrix; [α] ∈ Co(G(r, s)) if and only if [α] in matrix form
is a rank 1 r×s matrix. Of course, such embedding is VMRT-respecting,
for rank 1 matrix is mapped to rank 2 skew-symmetric matrix and rank
> 1 matrix is mapped to rank > 2 skew-symmetric matrix.
2.3 On the special pairs in category 3
In this section, we are interested in investigating the special pairs in category
3 in Main Theorem 1. Our result is:
Theorem 2.13. The special pairs (S0,S) are all non-degenerate in the sense
of Def 1.7. As a result, if a locally closed submanifold S ⊂ S inherits a sub-
VMRT structure modeled on (S0,S), then S ⊂ S is line-preserving, i.e., for
∀p ∈ S, the minimal rational curve L issuing from p with TpL ∈ C˜p(S0) =
C˜p(S) ∩ TpS must lie on S. So S ⊂ S is an open subset of some algebraic
submanifold when S →֒ PN by first canonical embedding.
Note that, for these special pairs, we are able to at most answer the prob-
lem of algebraicity of the submanifolds S ⊂ S at present stage, instead of
rigidity or non-rigidity. The major difficulty involved here is the failure of
parallel transport of VMRT (cf. [HoM 10]) which is essential in establishing
the rigidity. On the other hand, there is no clear clue to heuristically imply
that they are non-rigid. So confirmation of rigidity/non-rigidity remains to be
investigated in the future research.
We mainly focus on proving Thm 2.13 in the rest of this section, the basis
of our proof consist in the following well-known result in VMRT theory, the
readers may refer to [HwM 01].
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Proposition 2.14. Let S ⊂ X be a submanifold of an RHS X. If any minimal
rational curve of X is also contained in S whenever it is tangent to S at some
point, i.e., S has the property of line-preserving, then S is an algebraic.
The property of line-preserving can deduced from the following result which
is established in chapter 3 of [Zhang 14],
Proposition 2.15. Let (X0, X) be an admissible pair of RHS, and a subman-
ifold S ⊂ X inherits a sub-VMRT structure modelled on (X0, X) (cf. Def
1.3), if the pair (X0, X) is non-degenerate in the sense of Def 1.7, then S is
line-preserving.
By virtue of the above two propositions, we only need to verify the non-
degeneracy of the special type pairs (S0,S). We first of all deal with (G
III(n, n), G(r, s)),
3 ≤ n ≤min{r, s}. The embedding of respective abstract VMRT is
ψ :Pn−1 →֒ Pr−1 × Ps−1,
(ζ1, ..., ζn−1)→ (ζ1, ..., ζn−1, 0, ..., 0) · (ζ1, ..., ζn−1, 0, ..., 0)
φ is Segre embedding
φ : Pr−1 × Ps−1 ∼= Co(G(r, s)) →֒ P
rs−1
(ξ1, ..., ξr−1) · (η1, ..., ηs−1)→ (zi0 = ξi, z0j = ηj , zij = ξiηj), 1 ≤ i ≤ r − 1, 1 ≤ j ≤ s− 1
It’s not hard to compute the tangent space at the origin {0} ∈ Prs−1
T{0}(Co(G(r, s))) =span{
∂
∂zi0
, ∂
∂z0j
, 1 ≤ i ≤ r − 1, 1 ≤ j ≤ s− 1}
and φ0 = φ ◦ ψ is the embedding realized by Γ(P
n−1,O(2)):
φ0 = φ ◦ ψ : P
n−1 ∼= Co(G
III(n, n)) →֒ P(n+1)n/2−1 ⊂ Prs−1
(ζ1, ..., ζn−1)→ (zk0 = ζk, z0l = ζl, zkl = ζkζl), 1 ≤ k, l ≤ n− 1
Likewise, the tangent space at the origin
T{0}(Co(G
III(n, n))) =span{ ∂
∂z0k
+ ∂
∂zk0
, 1 ≤ k ≤ n− 1}
Denote by σ{0} the second fundamental form of Co(G(r, s)) at {0}, then it is
not hard to show
σ{0}(
∂
∂zi0
,
∂
∂z0j
) =
∂
∂zij
, 1 ≤ i ≤ r − 1, 1 ≤ j ≤ s− 1;
σ{0}(
∂
∂zi0
,
∂
∂zk0
) = σ{0}(
∂
∂z0j
,
∂
∂z0l
) = 0, 1 ≤ i, k ≤ r − 1, 1 ≤ j, l ≤ s− 1
Now let v =
∑
i
ai ∂
∂zi0
+
∑
j
bj ∂
∂z0j
∈ T{0}(Co(G(r, s))) and the second funda-
mental form:
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σ{0}(v,
∂
∂z0k
+ ∂
∂zk0
) = (ak + bk) ∂
∂zkk
+
∑
i 6=k
ai ∂
∂zik
+
∑
j 6=k
bj ∂
∂zkj
We just take k = 1, 2, and immediately get to the conclusion that for σ{0} to
vanish identically for k = 1, 2 if and only if v = 0. This shows nothing but the
pair (GIII(n, n), G(r, s)) is non-degenerate.
Next we deal with (G(r, s), GII(n, n)), 3 ≤ r, s r + s ≤ n.
The embedding of respective abstract VMRT ψ : Pr−1×Ps−1 →֒ G(2, n−2)
is
(ξ1, ..., ξr−1) · (η1, ..., ηs−1)→
[
ξ1 · · · ξr−1 0 · · · 0 0 · · ·
0 · · · 0 η1 · · · ηs−1 0 · · ·
]
φ is Plu¨cker embedding:
φ : G(2, n− 2) ∼= Co(G
II(n, n)) →֒ Pn(n−1)/2−1[
z11 · · · z1,n−2
z21 · · · z2,n−2
]
→ (z2iǫ1 ∧ ei, z1jǫ2 ∧ ej; (z1iz2j − z1jz2i)ei ∧ ej), 1 ≤
i, j ≤ n− 2
It’s not hard to compute the tangent space at the origin {0} ∈ Pn(n−1)/2−1
T{0}(Co(G
II(n, n))) =span{ǫ1 ∧ ei, ǫ2 ∧ ej, 1 ≤ i, j ≤ n− 2}
and φ0 = φ ◦ ψ is the Segre embedding, likewise we can compute the tangent
space of Co(G(r, s)) ⊂ P
rs−1 ⊂ Pn(n−1)/2−1 at origin:
T{0}(Co(G(r, s))) =span{ǫ1 ∧ el, ǫ2 ∧ ek, 1 ≤ k ≤ r − 1, r ≤ l ≤ r + s− 2}
Concerning the second fundamental form of Co(G
II(n, n)) at origin, it is not
hard to show
σ{0}(ǫ1 ∧ ei, ǫ2 ∧ ej) = −ei ∧ ej , 1 ≤ i < j ≤ n− 2
σ{0}(ǫ1 ∧ ei, ǫ1 ∧ ej) = σ{0}(ǫ2 ∧ ei, ǫ2 ∧ ej) = 0
Now choose some v =
∑
i
aiǫ1 ∧ ei +
∑
j
bjǫ2 ∧ ej ∈ T{0}(Co(G
II(n, n))) and
σ{0}(v, ǫ1 ∧ el) =
∑
j 6=l
bjej ∧ el, r ≤ l ≤ r + s− 2
σ{0}(v, ǫ2 ∧ ek) =
∑
j 6=l
aiei ∧ ek, 1 ≤ k ≤ r − 1
Since r, s ≥ 3, there are more than one ls and ks as subindices, for the above
second fundamental form to vanish for every l, k if and only if v = 0, this shows
nothing but non-degeneracy of the pair (G(r, s), GII(n, n)), 3 ≤ r, s r+s ≤ n.
22
We proceed to deal with rest 5 pairs in category 3. A common characteristic
of them is that standard embedding of each of them iΦ : S0 →֒ S is induced
by root correspondence. Thus we can verify their non-degeneracy through the
tedious one-by-one examination of the root vectors based on Lemma 3.5 in
[HoM 10], we demonstrate the checking for the pair (G(3, 3), V I) and thus
confirm its non-degeneracy as follows.
The standard embedding iΦ : G(3, 3) →֒ V I induced by the Φ as defined
in subsection 2.2 gives rise to the embedding between VMRTs diΦ : P
2×P2 ∼=
Co(G(3, 3)) →֒ Co(V I) ∼= V . Denote by [α] = [Eγ ] ∈ Co(V I), then Hα =
T[α](Co(V I)) =span{u1, ..., u16}, the normal complement Nα =span{v1, ..., v10}
(cf. Proposition 1.8), the positive root vectors uis and vis are listed as below
on the left and on the right respectively (cf. Lemma 1.11):
u1 = Eγ+α6 , v1 = Eγ+2α6+2α5+2α4+α3+α2,
u2 = Eγ+α6+α5 , v2 = Eγ+2α6+2α5+2α4+α3+α2+α1 ,
u3 = Eγ+α6+α5+α4 , v3 = Eγ+2α6+2α5+2α4+2α3+α2+α1 ,
u4 = Eγ+α6+α5+α4+α2 , v4 = Eγ+2α6+2α5+3α4+2α3+α2+α1 ,
u5 = Eγ+α6+α5+α4+α3 , v5 = Eγ+2α6+2α5+3α4+2α3+2α2+α1 ,
u6 = Eγ+α6+α5+α4+α3+α1 , v6 = Eγ+2α6+3α5+3α4+2α3+α2+α1 ,
u7 = Eγ+α6+α5+α4+α3+α2 , v7 = Eγ+2α6+3α5+3α4+2α3+2α2+α1 ,
u8 = Eγ+α6+α5+2α4+α3+α2, v8 = Eγ+2α6+3α5+4α4+2α3+2α2+α1 ,
u9 = Eγ+α6+2α5+2α4+α3+α2 , v9 = Eγ+2α6+3α5+4α4+3α3+2α2+α1 ,
u10 = Eγ+α6+α5+α4+α3+α2+α1 , v10 = Eγ+2α6+3α5+4α4+3α3+2α2+2α1 ,
u11 = Eγ+α6+α5+2α4+α3+α2+α1 ,
u12 = Eγ+α6+α5+2α4+2α3+α2+α1 ,
u13 = Eγ+α6+2α5+2α4+α3+α2+α1 ,
u14 = Eγ+α6+2α5+2α4+2α3+α2+α1 ,
u15 = Eγ+α6+2α5+3α4+2α3+α2+α1 ,
u16 = Eγ+α6+2α5+3α4+2α3+2α2+α1 ,
Via the embedding diΦ, we identify T[α](G(3, 3)) with a subspace of T[α](V I),
then T[α](G(3, 3))=span{u3, u9, u10, u12}. Now we can check the non-degeneracy
by virtue of Lemma 3.5 in [HoM 10]. (Note that we only need to check those
root vectors in T[α](V I)\T[α](G(3, 3)))
σ(u1, u9) = v1 6= 0, σ(u2, u12) = v3 6= 0, σ(u4, u12) = v5 6= 0,
σ(u5, u10) = v2 6= 0, σ(u6, u9) = v6 6= 0, σ(u7, u3) = v1 6= 0,
σ(u8, u10) = v5 6= 0, σ(u11, u9) = v8 6= 0, σ(u13, u12) = v10 6= 0,
σ(u14, u3) = v6 6= 0,σ(u15, u10) = v10 6= 0, σ(u16, u3) = v9 6= 0
We can perform the above checking procedure for the rest pairs listed as (c)
(d) (e) (g) in Main Theorem 1.1, but we would rather choose a more conceptual
and geometric approach. For this we begin with the following lemma:
Lemma 2.16. Let (S0,S) be admissible pair of cHSS, C˜o(S0) = C˜o(S) ∩ ToS.
Let ζ(ξ) = α + ξ + σ′(ξ, ξ) be vector valued quadratic polynomial defined on
ξ ∈ Tα(C˜o(S)) (cf. Lemma 1.10). Suppose some η ∈ Tα(C˜o(S)) such that
σ′(η, η) = 0 and σ′(η, Tα(C˜o(S0))) = 0, then for any α
′ ∈ C˜o(S0) and any
λ ∈ C, α′ + λη ∈ C˜o(S), i.e., the unique projective line L ⊂ P(ToS) passing
through [α′] and [η] also lies on Co(S) for any [α
′] ∈ Co(S0)
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Proof Since sub-VMRT is obtained by linear intersection, then the restric-
tion of ζ to Tα(C˜o(S0)) yields the quasi-projective submanifold whose Zariski
closure in P(ToS0) is Co(S0). Then for α
′ ∈ C˜o(S0), ∃ξ
′ ∈ Tα(C˜o(S0)) s.t.
ζ(ξ′) = α + ξ′ + σ′(ξ′, ξ′) = α′. As a result, ζ(ξ′ + λη) = α + (ξ′ + λη) +
σ′(ξ′ + λη, ξ′ + λη). Using σ′(ξ′, η) = σ′(η, η) = 0, we get ζ(ξ′ + λη) =
α + ξ′ + σ′(ξ′, ξ′) + λη = α′ + λη ∈ C˜o(S).
QED
If φ : A
∼=
→ Co(S) ⊂ P(ToS) is realized through first canonical embedding,
then σ′(η, η) = 0⇒ [η] ∈ “the VMRT of Co(S)”, denoted by C
2
o (S). We have:
Proposition 2.17. Let (S0,S) be admissible pair of cHSS such that both ab-
stract VMRTs A0,A are embedded by first canonical embedding, if it is degen-
erate and the degeneracy is caused by η which satisfies σ′(η, η) = 0 as in Lemma
2.16, then there exists a (global) holomorphic embedding i∗ : Co(S0) →֒ C
2
o (S)
such that minimal rational curves of Co(S0) are are mapped to those of C
2
o (S).
Proof As implied by Lemma 2.16, the projective line L linking [α′] and [η]
lies on Co(S) as well for ∀[α
′] ∈ Co(S0), then its tangent vector T[η]L ∈ C
2
o (S) is
uniquely determined by L, thus a holomorphic embedding i∗ : Co(S0) →֒ C
2
o (S)
is established. Choose an arbitrary projective line L′ ⊂ Co(S0), and connects
[α′] with [η] by the unique projective line L[α′] ⊂ Co(S) for ∀[α
′] ∈ L′, thus
some P2 is determined in P(ToS), this P
2 corresponds to a projective line in
C 2o (S).
QED
Note that for the five pairs labeled (c)-(g) in category 3 of the Main Theo-
rem 1, standard embedding of each of them comes from a root correspondence
Φ (Definition 1.12), if degeneracy occurs among them, then it must be caused
by some root vector, i.e.,
Lemma 2.18. Let (S0,S) be degenerate admissible pair associated to marked
Dynkin diagrams (D(G0), γ0), (D(G), γ), with the sets of positive roots E
+
0 =
{α0} ⊔ Hα0 ⊔ Nα0 , E
+ = {α} ⊔ Hα ⊔ Nα, respectively. Suppose standard
embedding iΦ : S0 →֒ S is induced by root correspondence Φ : ∆0 → ∆, regard
E+0 as a subset of E
+ via the homomorphism Φ˜ (cf. Lemma 1.13), then there
must exists some root vectors Eγ+θn+1 ∈ Hα\Hα0, such that Eγ+θn+1 ∈Ker
′(σ′)
as in Def 1.7.
Proof We have Hα0 =span{Hα0}, Hα =span{Hα}. We make use of
Lemma 3.5 in [HoM 10], which implies that taking second fundamental form
results in a shift among root vectors and the root vectors are mutually linearly
independent, then this lemma follows immediately.
QED
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In particular, let (S0,S) be one of the speical type pairs (c)-(g) in cat-
egory 3 of Main Theorem 1, as we have shown in subsection 2.2, the stan-
dard embedding iΦ : S0 →֒ S is induced by root correspondence Φ. So if
(S0,S) is degenerate, the degeneracy must be caused by some root vector
Eγ+θn+1 . On the other hand, again in view of Lemma 3.5 in [HoM 10], we have
σ′(Eγ+θn+1, Eγ+θn+1) = 0 for γ+2θn+1 is never a root. As a result, Proposition
2.17 implies the existence of i∗ : Co(S0) →֒ C
2
o (S). We aim at arguing by
contradiction to show there exists no such embedding i∗ for the pairs (S0,S),
then non-degenracy follows. Specifically, we need to show:
Proposition 2.19. There exists no global holomorphic embedding i∗ : A0 →֒ A
preserving minimal rational curve if (A0 = P
1 × P3,A = G(2, 3)) or (A0 =
P1 × P4,A = GII(5, 5)).
Assuming Prop 2.19, we proceed to confirm the non-degeneracy of the five
pairs (c)-(g):
1. If (G(2, 4), V ) is degenerate, then there exists i∗ : P
1 × P3 →֒ G(2, 3),
contradiction arises.
2. If (G(2, 5), V I) is degenerate, then there exists i∗ : P
1 × P4 →֒ GII(5, 5),
contradiction arises.
3. If (GII(6, 6), V I) is degenerate, then there exists i∗ : G(4, 2)→ G
II(5, 5),
which can be reduced further to i∗∗ : P
1 × P3 →֒ G(2, 3) because i∗
preserves M.R.C it is VMRT preserving. Contradiction arises.
4. By (2), since G(2, 5) →֒ G(2, 6), we have (G(2, 6), V I) is also non-
degenerate.
Proof of Prop 2.19
• For A0 = P
1 × P3,A = G(2, 3), select any fixed x ∈ P3, f(P1, x) is
a minimal rational curve, then (t, x) ∈ P1 × P3, ∂
∂t
f(t, x)|t=0 defines a
nowhere vanishing section η of the normal bundle NS|G(2,3) where S =
f(0,P3) ⊂ G(2, 3). On the other hand, G(2, 3) admits Grassmannian
structure, i.e., TG(2,3) ∼= U ⊗ V where U, V are universal vector bundles
of dimension 2, 3 respectively. Since any line l ∈ P3 is mapped to minimal
rational curve under f(0, l), without loss of generality, we may assume
that
f(0;P3) : (z1, z2, z3) →֒
[
0 0 0
z1 z2 z3
]
,
then we quickly have U |S = O ⊕ O(1), V |S = TP3(−1), so TG(2,3)|S =
(O⊕O(1))⊗TP3(−1) = TP3⊕TP3(−1), i.e., the normal bundle NS|G(2,3) =
TP3(−1).
Tensoring η with some holomorphic section of O(1), we get a holomor-
phic section of TP3 which only vanishes along a hyperplane to order 1,
contradicting the fact that every section of TP3 is an Euler vector field
whose vanishing loci strictly contains a hyperplane.
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• For A0 = P
1×P4,A = GII(5, 5), in the same sense as the above case, we
produce a nowhere vanishing section η of the normal bundle NS|GII(5,5)
where S is the image f(0;P4) ⊂ GII(5, 5), we seek for contradiction
arising from this nowhere vanishing section η. Consider the following
map:
P
4 d→֒ P4 × P4
i
→֒ G(5, 5),
where d is diagonal embedding and i puts one of the factors of the product
in row and the other in column of the 5×5-matrix, we denote the image
by P4r,P
4
c respectively, i.e.,
(z1, z2, z3, z4) · (w1, w2, w3, w4) →֒


0 z1 z2 z3 z4
w1 0 0 0 0
w2 0 0 0 0
w3 0 0 0 0
w4 0 0 0 0

.
Let U be the 5-dimensional universal bundle on G(5, 5), we have UP4r =
O4 ⊕ O(1), UP4c = TP4(−1) ⊕ O. Note that S ⊂ G
II(5, 5) ⊂ G(5, 5)
can be regarded as the image i ◦ d(P4) ⊂ G(5, 5). Through the pull-back
d∗, we get US = TP4(−1) ⊕ O(1). Taking the wedge product of U and
restricting it to S, we have TGII (5,5)|S = TP4 ⊕ Λ
2(TP4(−1)). So we get
the normal bundle NS|GII(5,5) = Λ
2(TP4(−1)).
Another fact about the section η is that for ∀x ∈ S ⊂ GII(5, 5), η(x)
is a ”decomposable“ vector, i.e., η(x) = e1 ∧ e2 for linearly independent
e1, e2 ∈ TP4(−1)x. So the section η gives rise a rank 2 subbundle W ⊂
TP4(−1). Thus TP4(−1) is topologically isomorphic to the sum of two
rank 2 subbundles W ⊕ V , so that we have by Cartan formula the total
Chern class relation c(TP4(−1)) = c(W )c(V ). The total Chern class of
TP4(−1) may be computed through Euler sequence:
0→ O(−1)→ On+1 → TPn(−1)→ 0,
we have c(TP4(−1)) = 1+ δ+ δ
2+ δ3+ δ4, where the δs denote the gener-
ators of one-dimensional cohomology groups of P4. Clearly, c(TP4(−1))
does not admit a decomposition into two polynomials about δ with in-
tegral coefficients, we get to contradiction.
QED
Remark In a similar fashion, we reasonably expect to establish the non-
existence of holomorphic embedding f : P2 × P2 →֒ GII(5, 5) preserving min-
imal rational curves, so that we can also adopt a geometric and conceptual
approach to confirming the non-degeneracy of the pair (G(3, 3), V I) without
having to check root vectors one-by-one as we have done before (note that
C 2o (V I)
∼= GII(5, 5)). A source of relevant knowledge about vector bundles on
projective spaces may be [OSS 80]
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2.4 Phenomenon of non-rigidity
Pairs (Qn, Qm) of hyperquadrics provide typical examples of non-rigid pairs,
since every submanifold S ⊂ Qm must inherit a sub-VMRT structure modeled
on (Qn, Qm), note that P(V )∩Co(Q
m) ∼= Qdim(V )−2 for generic projective sub-
space P(V ) ⊂ P(To(Q
m)). This section is designed for proving Main Theorem
2, as a sufficient condition for pairs to be non-rigid. The following preparatory
lemma is implicitly contained in the procedure of classifying admissible pairs
of cHSS:
Lemma 2.20. Let (S0,S) be a degenerate admissible pair of cHSS where S0
is allowed to be linear, then except the three pairs (Zn−1max , Q
2n−1), n ≥ 2
and (Z1max, G
III(n, n)), n ≥ 2 and (Qn, Qm), n ≡ m(mod 1), the standard
embedding iΦ : S0 →֒ S must be induced by root correspondence Φ : ∆0 → ∆.
Proof If S0 is not linear, then from our classification theorem established
as Main Theorem 1, the only admissible pairs which cannot be induced by root
correspondence are (Qn, Qm), n ≡ m(mod 1) and (GIII(n, n), G(r, s)), 3 ≤
n ≤min{r, s}. Note that the latter pair is non-degenerate as we have verified
in subsection 2.3. If S0 is linear, then from Choe and Hong ’s result ([HoC
04]), (Zn−1max , Q
2n−1), n ≥ 2 and (Z1max, G
III(n, n)), n ≥ 2 are degenerate.
QED
Proof of Main Theorem 2 Assuming the degenerate pair (S0,S) is not
of type (Zn−1max , Q
2n−1), n ≥ 2 or (Z1max, G
III(n, n)), n ≥ 2 or (Qn, Qm), n ≡
m(mod 1) and following Lemma 2.18, it is the root vector Eγ+θn+1 that causes
degeneracy, i.e., σ′(Eγ+θn+1 , Tα(C˜o(S0))) = 0. Let (U, {ωj}
m
j=1) be Harish-
Chandra coordinate dual to positive root vectors E+ with the first n coor-
dinate being dual to positive root vectors E+0 . Without loss of generality, let
ωn+1 be the coordinate dual to Eγ+θn+1 . Now consider a germ of submanifold
S ⊂ S defined on U as image of a mapping as follows:
f : Cn → Cn × Cm−n,
(z1, ..., zn)→ (z1, ..., zn, z
2
n, 0, ..., 0),
The tangent vector is of the form α′+2znEγ+θn+1. Now we need to show that
S ⊂ S inherits a sub-VMRT structure modeled on S0.
On one hand, if α′ is also a VMRT, i.e., α′ ∈ C˜o(S0), then α
′+2znEγ+θn+1 ∈
C˜o(S) by Lemma 2.16.
On the other hand, if α′ + 2znEγ+θn+1 ∈ C˜o(S), then ∃ξ ∈ Tα(C˜o(S0))
s.t. ζ(ξ + 2znEγ+θn+1) = α
′ + 2znEγ+θn+1 . Since σ
′(Eγ+θn+1 , Tα(C˜o(S0))) =
σ′(Eγ+θn+1, Eγ+θn+1) = 0, we have α + (ξ + 2znEγ+θn+1) + σ
′(ξ, ξ) = α + (ξ +
2znEγ+θn+1) + σ
′(ξ + 2znEγ+θn+1 , ξ + 2znEγ+θn+1) = ζ(ξ + 2znEγ+θn+1)= α
′ +
2znEγ+θn+1 ⇒ α
′ = ζ(ξ) ∈ C˜o(S0).
The remaining task to complete the proof of Main Theorem 2 is to take
into account the pairs (Zn−1max , Q
2n−1), n ≥ 2 and (Z1max, G
III(n, n)), n ≥ 2
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and (Qn, Qm), n ≡ m(mod 1). For the first two, Hong and Choe (2004)
have established example in [HoC 04] which shows the non-rigidity. For third
one, any n-dimensional germ of complex submanifold S ⊂ Qm inherits a sub-
VMRT structure modeled on Qn, so it is non-rigid. Thus we have completed
our proof.
QED
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