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1 Introduction
The aim of these notes is to introduce to the geometers useful tools from the Theory
of partial differential equations which are used in order to obtain hypersurfaces with
prescribed mean curvature. For instance, graphs with prescribed mean curvature can
be obtained by solving the Dirichlet problem for a particular quasilinear elliptic partial
differential equation of second order.
The Dirichlet problem for the prescribed mean curvature equation consists on find a
function satisfying the prescribed mean curvature equation in a bounded domain of the
n−dimensional Euclidean ambient space and that continuously takes on given boundary
values. Precisely, given a smooth bounded domain Ω ⊂ Rn (n > 2) and ϕ ∈ C 0(∂Ω), we
ask if for a prescribed smooth function H there exists some u ∈ C 2(Ω)∩C 0(Ω) satisfying
div
 ∇u√
1 + ‖∇u‖2
 = nH(x) in Ω,
u = ϕ in ∂Ω.
(P )
If this is the case, then the graph of u is an hypersurface in Rn+1 of mean curvature H(x)
at each point (x, u(x)).
This problem traces its roots to the Plateau’s problem that was first posed by Lagrange
[18] in 1760. Lagrange wanted to find the surface with the least area among all the
surfaces having the same boundary. This problem arose as an example of the Calculus of
Variations that he was developing. In order to find a minimum of the area functional,
Lagrange derived the Euler-Lagrange equation for the solutions of this problem. That is,
if an area minimizing surface in the three dimensional Euclidean space is a graph of a
smooth function u over a bounded domain, then u necessarily satisfies(
1 + u2y
)
uxx − 2uxuyuxy
(
1 + u2x
)
uyy = 0 (1)
in that domain.
It was Meusnier [19] in 1776 who gave a geometrical interpretation for equation (1).
He realized that the connexion between this partial differential equation and Geometry
is given by the concept of mean curvature that was formally introduced on his work.
Indeed, the mean curvature of the graph of the solutions of this equation must vanishes.
All those surfaces are called minimal surfaces even though a surface having vanish mean
curvature is not necessarily globally area minimizing.
Find examples of functions satisfying the minimal surface equation (1) is not an easy
task. As a matter of fact, Lagrange could only give the constants functions as examples.
It was Meusnier [19] in 1776 who gave another example of such a function that locally
represents the helicoid. He also proved that the catenoid, discovered by Euler in 1741,
can be seen locally as the graph of a function satisfying (1). In 1834, almost seventy
years later of the discovering of the catenoid and the helicoid, H. F. Scherk [23] gave new
examples of minimal surfaces, the most famous one is the Sherk’s surface.
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At this point, the interest was about the geometry of the domains over which minimal
graphs can actually exist rather than find explicit expressions of the solutions of (1). In
1910, Bernstein [7] showed that the Dirichlet problem for equation (1) has solution in
disks of R2 for continuous boundary data. But Bernstein also realized that the disks
could be replaced by convex domains (see [7, p. 236]). Proofs of this fact were given
independently in 1930 by Douglas [11] and Radó [22, p. 795] who also ensured the
uniqueness of the solution. In 1965 Finn [12] made an important contribution when he
proved that the Dirichlet problem for equation (1) may not be solvable if the domain is
non-convex. That is, this convexity conditions is sharp in order to obtain minimal graphs
for arbitray continuous boundary values. Using the results from Douglas and Radó, and
following a suggestion from Osserman, Finn stated the following sharp theorem:
Theorem A (Douglas-Radó-Finn [12, T. 4a p. 146]). The Dirichlet problem for
equation (1) has solution in Ω for arbitrary continuous boundary data if, and only if, Ω
is convex.
In 1966, Jenkins and Serrin [17] generalized Theorem A to higher dimensions:
Theorem B (Jenkins-Serrin [17, T. 1 p. 171]). Let Ω be a bounded domain in
Rn whose boundary is of class C 2. Then the Dirichlet problem for the minimal surface
equation (H = 0) in Ω is uniquely solvable for arbitrary C 2 boundary values if, and only
if, the mean curvature of ∂Ω is non-negative.
It can be observed that, although the convexity of Ω is not the appropriated general-
ization of the two-dimensional case (as it was thought), it is again a geometric property.
We recall that a domain whose boundary has non-negative mean curvature is called a
mean convex domain. Throughout the text H∂Ω will denote the mean curvature of ∂Ω.
Mathematicians were also questioning about the existence of graphs whose mean
curvature not necessarily vanishes. It was Serrin [24] who gave a complete answer:
Theorem C (Serrin [24, p. 416]). Let Ω be a bounded domain in n-dimensional
Euclidean space whose boundary is of class C 2. Then for every constant H the Dirichlet
problem (P ) has a unique solution for arbitrary C 2 boundary data if, and only if,
(n− 1)H∂Ω(y) > nH ∀ y ∈ ∂Ω. (2)
This work of Serrin was actually focused on the study of a more general class of
Dirichlet problems within which is problem (P ). In fact, Theorem C is a direct conclusion
of the following result:
Theorem D (Serrin [24, T. p. 484]). Let Ω be a bounded domain in n-dimensional
Euclidean space, whose boundary is of class C 2. Let H ∈ C 1(Ω) and suppose that
‖∇H(x)‖ 6 n
n− 1(H(x))
2 ∀ x ∈ Ω. (3)
Then problem (P ) is uniquely solvable for arbitrarily given C 2 boundary values if, and
only if,
(n− 1)H∂Ω(y) > n |H(y)| ∀ y ∈ ∂Ω. (4)
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Since the non-divergence form of the minimal operator is a quasilinear elliptic operator
of second order, the basic tools for the solvability of problem (P ) come from the theory
of partial differential equations. However, it can be seen in Theorem C how the existence
of graphs with constant mean curvature imposes, as in the minimal case, a geometric
restriction over the domain. In the more general case, the existence of a function H
satisfying the hypothesis of Theorem D leads to additional geometric implications on Ω.
This relation between the solvability of problem (P ) and the geometry of the domain is
due to the fact that the minimal operator is non-uniformly elliptic.
In order to solve problem (P ) the Leray-Schauder fixed point theorem is used in these
notes. However, the beautiful Continuity Methods is another tool that can be used for
the same purpose. In any case, the application of the method strongly depends on the
existence of a priori estimates for the solutions of some “related problems”.
These notes are organized as follows. In section 2 is obtained the non-divergence
form of the equation of the prescribed mean curvature and some analytical properties
about the minimal operator are stated. Section 3 treats about the existence of solutions
of problem (P ). The estimates needed for the existence program are stated in section
4. The sharpness of the Serrin condition is proved in section 5. With the intention of
having an understandable text, some of the results from the theory of partial differential
equations needed were established in the placed they are used. At the end of the text it
can be found some recent results in more general ambient spaces.
Finally, we want to point out that these notes definitely do not represent the whole
subject. For instance, some regularity issues are left to the reader as a motivation for
further studies.
2 Analysis of the mean curvature equation
2.1 The non-divergence form of the mean curvature equation
Let S be an oriented hypersurface in Rn+1. First, recall that if N is a normal vector
field along S, then the principal curvatures of S at a point p ∈ S are the eigenvalues of
the Weingarten map (or shape operator) AN at p and the mean curvature H at p is the
average of the principal curvatures at p. Therefore,
nH = tr (AN ) =
n−1∑
i,j=1
gijbij , (5)
where g is the induced metric on S and bij are the coefficients of the second fundamental
form1.
In the case where S is the graph over a domain Ω ⊂M of a function u ∈ C 2(Ω) the
1Recall that the second fundamental form is a symmetric bilinear form and that the Weingarten map is
the self-adjoint linear transformation associated. Recall also that if we replace N by −N , the principal
curvatures change the sign, but the corresponding principal directions remain the same.
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map
F : Ω −→ Rn+1
x 7−−→ (x, u(x)).
is a global parametrization of S. The tangents vectors on S are
Xi =
∂F
∂xi
= ei + ∂iuen+1, 1 6 i 6 n,
where {e1, . . . , en+1} is the canonical basis on Rn+1. Hence, the coefficients of the induced
metric g on S and of the inverse matrix g−1 are given, respectively, by
gij = 〈Xi, Xj〉 = δij + ∂iu∂ju
and
gij = δij − ∂iu∂ju
W 2
. (6)
Besides, the unit normal field along S is
N = −∇u(x) + en+1
W
,
where (and from now on)
W =
√
1 + ‖∇u(x)‖2.
Therefore, once
∂2F
∂xi∂xj
= ∂ijuen+1,
the expression for the coefficients of the second fundamental form is
bij = II(Xi, Xj) =
〈
N,
∂2F
∂xi∂xj
〉
= 1
W
∂iju. (7)
Using (6) and (7) in (5) it follows that u satisfies the equation
1
W
n∑
i,j=1
(
δij − ∂iu∂ju
W 2
)
∂iju = nH. (8)
Finally, some algebraic computations show that
nH = div
 ∇u√
1 + ‖∇u‖2
 .
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2.2 Ellipticity of the minimal operator
Note that equation (8) is equivalent to
Mu :=
n∑
i,j=1
(
W 2δij − ∂iu∂ju
)
∂iju = nH(x)W 3. (9)
We callM of minimal operator. From now on will also be considered the equation
Qu :=Mu− nH(x)W 3 = 0. (10)
The operatorM is a quasilinear operator of second order. In fact the coefficients of
the second order derivatives are given by
aij(p) =
(
(W (p))2δij − pipj
)
, (11)
where p stands for ∇u and W (p) =
√
1 + ‖p‖2. The aim of this section is to prove that
the minimal operatorM is strictly elliptic. That is, A(p) = (aij(p)) is positive definite
for each fixed p, and the infimum of the smallest eigenvalue λ(p) of A(p) is positive2.
This is an important property which is required in many of the results from the theory
of partial differential equations used in this text.
In order to prove that A(p) is positive definite, it is just to find the eigenvalues of the
quadratic form
Qp(q) = 〈A(p)q, q〉 =
n∑
i,j=1
(
(W (p))2δij − pipj
)
qiqj =
(
1 + ‖p‖2
)
‖q‖2 − 〈p, q〉2.
If q = p it follows
〈A(p)p, p〉 =
(
1 + ‖p‖2
)
‖p‖2 − ‖p‖4 = ‖p‖2 ,
and for q⊥p
〈A(p)q, q〉 =
(
1 + ‖p‖2
)
‖q‖2 .
Therefore, the smallest eigenvalues of A(p) is λ(p) = λ = 1 with associated eigenspace
span{p}. Consequently,M and Q are strictly elliptic operators.
Observe also that Λ(p) = 1 + ‖p‖2 is the largest (and there is no other) eigenvalue of
A(p) whose associated eigenspace is p⊥. Since Λ(p) → ∞ as ‖p‖ → ∞, M and Q are
non-uniformly elliptic operators. This is the reason why the geometry of the domain is
important for the solvability of problem (P ) (see [13, §12.4 p. 309, p. 345]).
2For a precise definition of ellipticity and strict ellipticity we refer that in [13, p. 259]. Observe that in
the case of the minimal operatorM the matrix A does not depend on x.
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2.3 Maximum Principles
The maximum principles are important tools used in the study of second order elliptic
equations. The following theorem is restricted to the particular case of the operator Q
defined in (10).
Theorem 2.1 (Comparison principle [13, Th. 10.1 p. 263]). Let Ω ∈ Rn be a
bounded domain and u, v ∈ C 2(Ω) ∩ C 0(Ω) satisfying{
Qu > Qv in Ω,
u 6 v in ∂Ω.
Then u 6 v in Ω.
Proof. Let w = u − v. Recalling the expression for the coefficients aij given in (11) it
follows
Qu−Qv =
∑
ij
aij(∇u)∂ijw +
∑
ij
aij(∇u)∂ijv −
∑
ij
aij(∇v)∂ijv.
For each x ∈ Ω let us define
fx(p) =
∑
ij
aij(p)Dijv(x)− nH(x)(W (p))3.
Applying the mean value theorem to the function
ϕx(t) = f((1− t)∇u(x) + t∇v(x)),
we obtain
Qu−Qv =
∑
ij
aij(∇u(x))∂ijw +
∑
i
bi(x)∂iw,
where
bi(x) =
∑
kl
∂akl
∂pi
(x, (1− t(x))∇u(x) + t(x)∇v(x))Dijv(x)
− nH(x)∂
(
W 3
)
∂pi
(x, (1− t(x))∇u(x) + t(x)∇v(x)).
So, Lw := Qu−Qv > 0. Since also w 6 0 in ∂Ω, then w 6 0 in Ω as a direct consequence
of the following theorem for linear operators.
Theorem (Week maximum principle [13, Th. 3.1 p. 32]). Let Ω ⊂ Rn be a
bounded domain. Assume that u ∈ C 2(Ω) ∩ C 0(Ω) satisfies
Lu =
∑
ij
aij(x)∂iju+
∑
i
bi(x)∂iu > 0 in Ω,
where L is elliptic and the coefficients aij and bi are locally bounded. Then
sup
Ω
u = sup
∂Ω
u.
Indeed, it can easily be verified that L satisfies the hypothesis of this theorem. 
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The following proposition is an important tool in section 5. This variant of the
comparison principle traces its roots back to the work of Finn [12, Lemma p. 139] about
the minimal surface equation in domains of the plane. His lemma was extended by
Jenkins-Serrin [17, Prop. III p. 182] for the minimal hypersurface equation in Rn, and
subsequently by Serrin [24, Th. 1 p. 459] for more general quasilinear elliptic operators
(see also [13, Th. 14.10 p. 347]). We just refer here to the operator Q defined in (10).
Proposition 2.2 ([16, L. 3.4.3 p. 109]). Let Ω ∈ M be a bounded domain and Γ a
relative open portion of ∂Ω of class C 1. For H ∈ C 0(Ω), let u ∈ C 2(Ω)∩C 1(Ω∪Γ)∩C 0(Ω)
and v ∈ C 2(Ω) ∩ C 0(Ω) satisfying
Qu > Qv in Ω,
u 6 v in ∂Ω \ Γ,
∂v
∂N = −∞ in Γ,
where N is the inner unit normal to Γ. Then u 6 v in Γ. Consequently, u 6 v in Ω.
Proof. Suppose by contradiction that m = max
Γ
(u− v) > 0. Hence, u 6 v+m in Γ. Then
u 6 v +m in ∂Ω since u 6 v in ∂Ω \ Γ by hypotheses. Also,
Q(v +m) = Qv 6 Qu.
As a consequence of Theorem 2.1, u 6 v +m in Ω.
Let now y0 ∈ Γ be such that m = u(y0)− v(y0). Then, for t > 0 near 0 one has
u(y0 + tNy0)− u(y0) 6 (v (y0 + tNy0) +m)− (v(y0) +m) = v(y0 + tNy0)− v(y0).
Dividing the expression by t and passing to the limit as t goes to zero it follows that
∂u
∂N
6 ∂v
∂N
= −∞,
which is a contradiction since u ∈ C 1(Γ). Hence, u 6 v in Γ. Using again Theorem 2.1
one has u 6 v in Ω. 
2.4 Transformation formulas for the mean curvature equation
The goal in this section is to derive some transformation formulas that are used in the
next sections. Note first that the operatorM defined in (9) can be written as
Mu = W 2∆u(x)−
〈
∇2 u · ∇u,∇u
〉
, (12)
where ∇2 denotes the Hessian of a function (the matrix of second derivatives).
Let Ω ∈ Rn be a bounded domain and ϕ ∈ C 2(Ω). Let I be an interval and ψ ∈ C 2(I).
Let us now define
w = ψ ◦ %+ ϕ,
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where % is a distance function3. Then, ∂iw = ψ′∂i%+ ∂iϕ and ∇w = ψ′∇%+∇ϕ. Thus,
∂ijw = ψ′′∂i%∂j%+ ψ′∂ij%+ ∂ijϕ, (13)
and
∇2w = ψ′′∇%⊗∇%+ ψ′∇2 %+∇2 ϕ.
Since % is a distance function it follows
∆w(x) = tr
(
∇2w
)
= ψ′′ ‖∇%‖2 + ψ′∆%+ ∆ϕ = ψ′′ + ψ′∆%+ ∆ϕ. (14)
Besides4, 〈
∇2w · ∇w,∇w
〉
=ψ′′〈∇%,∇w〉2 + ψ′
〈
∇2 % · ∇w,∇w
〉
+
〈
∇2 ϕ · ∇w,∇w
〉
=ψ′′
〈∇%, ψ′∇%+∇ϕ〉2 + ψ′〈∇2 % · (ψ′∇%+∇ϕ) , ψ′∇%+∇ϕ〉
+
〈
∇2 ϕ · (ψ′∇%+∇ϕ) , ψ′∇%+∇ϕ〉
=ψ′′
〈∇%, ψ′∇%+∇ϕ〉2
+ ψ′
(
ψ′2
〈
∇2 % · ∇%,∇%
〉
+ 2ψ′
〈
∇2 % · ∇%,∇ϕ
〉
+
〈
∇2 % · ∇ϕ,∇ϕ
〉)
+
〈
∇2 ϕ · (ψ′∇%+∇ϕ) , ψ′∇%+∇ϕ〉.
Recalling again that % is a distance function one has〈
∇2 % · ∇%, ej
〉
=
∑
i
∂ij%∂i% = 〈∂j∇%,∇%〉 = 12∂j
(
‖∇%‖2
)
= 0 ∀ 1 6 j 6 n.
As a consequence,〈∇2w · ∇w,∇w〉 = ψ′′〈∇%, ψ′∇%+∇ϕ〉2 + ψ′〈∇2 % · ∇ϕ,∇ϕ〉
+
〈∇2 ϕ · (ψ′∇%+∇ϕ) , ψ′∇%+∇ϕ〉. (15)
From (12), (14) and (15) we derive
Mw =W 2(ψ′′ + ψ′∆%+ ∆ϕ)−
(
ψ′′
〈∇%, ψ′∇%+∇ϕ〉2 + ψ′〈∇2 % · ∇ϕ,∇ϕ〉
+
〈
∇2 ϕ · (ψ′∇%+∇ϕ) , ψ′∇%+∇ϕ〉) ,
where W = W (∇w) =
√
1 + ‖ψ′∇%+∇ϕ‖2. Therefore,
Mw =ψ′W 2∆%− ψ′
〈
∇2 % · ∇ϕ,∇ϕ
〉
ψ′′W 2 − ψ′′〈∇%, ψ′∇%+∇ϕ〉2
∆ϕW 2 −
〈
∇2 ϕ · (ψ′∇%+∇ϕ) , ψ′∇%+∇ϕ〉.
(16)
3Recall that if % : Ω→ R is a distance function, then ∇% ≡ 1 on Ω [21, p. 41].
4Recall that (u⊗ v)w = 〈v, w〉u for any vectors u, v and w.
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Furthermore, if ϕ is constant, then W =
√
1 + ψ′2 and
Mw = ψ′(1 + ψ′2)∆%+ ψ′′. (17)
3 The existence program
In this section we carry out with the existence program for the Dirichlet problem (P ).
It will be seen how the elliptic theory assures that the solvability of problem (P ) strongly
depends on C 1 a priori estimates for the family of related problems{
Mu = τnH(x)W 3 in Ω,
u = τϕ in ∂Ω, (Pτ )
not depending on τ or u5. Actually, the following theorem (which is also valid for more
general elliptic operators) holds.
Theorem 3.1 ([13, T. 11.4 p. 281]). Let Ω ⊂ Rn be a bounded domain with ∂Ω of
class C 2,α, ϕ ∈ C 2,α(Ω) and H ∈ C α(Ω) for some α ∈ (0, 1). Assume there exists M > 0
independent of u and τ such that any solution u of the related problems (Pτ ) satisfies
‖u‖C 1(Ω) < M . Then the Dirichlet problem (P ) has a unique solution in C 2,α(Ω).
Proof. Let β ∈ [0, 1] to be made precise later. For each v ∈ C 1,β(Ω) we consider the
linear operator
Lvu :=
∑
ij
avij(x)∂iju, (18)
where
avij(x) = (Wv(x))2δij − ∂iv(x)∂jv(x), Wv(x) = W (∇v(x)) =
√
1 +∇v(x).
We now want to study the following linear problem{
Lvu = nH(x)(Wv(x))3 in Ω,
u = ϕ in ∂Ω. (LPv)
The following theorem for linear operators guaranties the existence of a unique solution
uv ∈ C 2,αβ(Ω) ⊂ C 1,β(Ω) of problem (LPv).
Theorem (Schauder [13, T. 6.14 p. 107]). Let Ω ⊂ Rn be a C 2,α bounded domain
and ϕ ∈ C 2,α(Ω) for some α ∈ (0, 1). Let Lu =
∑
ij
aij(x)∂iju+
∑
i
bi(x)∂iu+ c(x)u
be a strictly elliptic operator in Ω with coefficients in C α(Ω) and c 6 0. Let also f be
a function in C α(Ω). Then the problem{
Lu = f in Ω,
u = ϕ in ∂Ω,
has a unique solution in C 2,α(Ω).
5Note that problem (P ) is equivalent to problem (Pτ=1).
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In fact, notice that ∂Ω is of class C 2,αβ and ϕ ∈ C 2,αβ(Ω). Also, nHW 3v and avij belong
to C αβ(Ω) since v ∈ C 1,β(Ω), H ∈ C α(Ω) and the coefficients aij are regular. Besides,
Lv is strictly elliptic because it was proved in section 2.2 that the infimum of the smallest
eigenvalue of the matrix (aij(∇v(x))) = (avij(x)) is 1. Therefore, the operator
T : C 1,β(Ω) −→ C 1,β(Ω)
v 7−−→ uv
is well defined.
In addition, the solvability of problem (P ) is equivalent to the existence of a fixed
point of T . Indeed, since Tv is the only solution of (LPv), that is,
n∑
i,j=1
(
(Wv(x))2 δij − ∂iv∂jv
)
∂ij(Tv) = nH(x) (Wv(x))3 in Ω,
T v = ϕ in ∂Ω,
then the existence of a function u ∈ C 1,β(Ω) satisfying Tu = u is exactly problem (P ).
So, it gets evident the need for a theorem guaranteeing the existence of a fixed point of
T . The following theorem is enough for our purpose.
Theorem (Leray-Schauder [13, T. 11.3 p. 280]). Let B be a Banach space and
T : B → B a completely continuous operator6. If there exists M > 0 such that
‖x‖B < M
for each τ ∈ [0, 1] and x ∈ B satisfying x = τTx, then T has a fixed point.
In order to use the Leray-Schauder fixed point theorem we observe first that the family
of solutions of the related problems (Pτ ) is not empty once u = 0 obviously satisfies (P0).
Also B = C 1,β(Ω) is a Banach space.
In addition, since (LPv) holds for each v ∈ C 1,β(Ω), then for τ ∈ [0, 1] it follows
n∑
i,j=1
(
(Wv(x))2 δij − ∂iv∂jv
)
∂ij(τTv) = τnH(x) (Wv(x))3 in Ω,
τTv = τϕ in ∂Ω.
(19)
So, equation τTu = u is equivalent to problem (Pτ ), and the family of solutions of these
problems is bounded in C 1(Ω) from the hypotheses.
The following global Hölder estimate for quasilinear operators of second order guarantees
that we actually have an a priori bound in C 1,β(Ω) for some β ∈ (0, 1).
6We recall that a continuous mapping between two Banach spaces is called compact or completely
continuous if the images of bounded sets are precompact.
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Theorem (Ladyzhenskaya-Ural’tseva [13, T. 13.7 p. 331]). Let Ω ⊂ Rn be a
bounded domain with ∂Ω of class C 2 and ϕ ∈ C 2(Ω). Assume that u ∈ C 2(Ω) satisfies
Qu =
∑
ij
aij(x, u,∇u)∂iju+ b(x, u,∇u) = 0 in Ω,
u = ϕ in ∂Ω,
where Q is an elliptic operator such that aij ∈ C 1(Ω×R×Rn) and b ∈ C 0(Ω×R×Rn).
Then
[ui]α,Ω < C ∀i = 1, . . . , n,
where C = C
(
n, ‖u‖C 1(Ω) , ‖ϕ‖C 2(Ω) ,Ω, λ
)
and α = α
(
n, ‖u‖C 1(Ω) ,Ω, λ
)
> 0.
Indeed, the operator Q defined in (10) obviously satisfies the hypothesis of the previous
theorem. Observe that this estimate does not depend on u or τ since we already have
an a priori estimate in C 1(Ω) for the family of solutions of (Pτ ). This is the constant β
that should be fixed at the beginning.
It still remains to prove that T is continuous and compact. We recall first the following
theorem for linear elliptic operators.
Theorem (Global Schauder estimate [13, Th. 6.6 p. 98]). Let Ω ⊂ Rn be a
bounded domain with ∂Ω of class C 2,α and ϕ ∈ C 2,α(Ω) for some α ∈ (0, 1). Assume
that u ∈ C 2,α(Ω) satisfies
Lu =
∑
ij
aij(x)∂iju+
∑
i
bi(x)∂iu+ c(x)u = f(x) in Ω,
u = ϕ in ∂Ω,
where f and the coefficients of the strictly elliptic operator L belong to C α(Ω). Then
‖u‖C 2,α(Ω) 6 C
(
‖u‖C 0(Ω) + ‖f‖Cα(Ω) + ‖ϕ‖C 2,α(Ω)
)
(20)
for C = C(Ω, n, α, λ,K) > 0 where K > max
{
‖aij‖Cα(Ω) , ‖bi‖Cα(Ω) , ‖c‖Cα(Ω)
}
.
In view of the previous theorem
‖Tv‖C 2,αβ(Ω) 6 C
(
‖Tv‖C 0(Ω) +
∥∥∥nHW 3v ∥∥∥Cαβ(Ω) + ‖ϕ‖C 2,αβ(Ω)
)
for every v ∈ C 1,β(Ω). Besides,
‖Tv‖C 0(Ω) 6 sup
∂Ω
|ϕ|+ C˜
∥∥∥nHW 3v ∥∥∥C 0(Ω)
as a direct consequence of the following theorem for linear elliptic operators.
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Theorem (Height estimate [13, Th. 3.7 p. 36]). Let Ω ⊂ Rn be a bounded
domain. Assume that u ∈ C 2(Ω) ∩ C 0(Ω) satisfies
Lu =
∑
ij
aij(x)∂iju+
∑
i
bi(x)∂iu+ c(x)u = f(x)
where f and the coefficients bi of the strictly elliptic operator L are bounded in Ω and
c 6 0. Then
sup
Ω
|u| 6 sup
∂Ω
|u|+ C sup
Ω
|f | . (21)
where C = C
(
λ, diam(Ω),max
i
sup
Ω
|bi|
)
.
Observe that the constants C and C˜ are independent of v. Hence, T maps bounded
sets in C 1,β(Ω) into bounded sets in C 2,αβ(Ω) ↪→ C 1,β(Ω) ↪→ C α(Ω).
Let now {Tvm} be a sequence in T
(
C 1,β(Ω)
)
. We affirm that there exists some
subsequence that converges in C 1,β(Ω). Indeed, since for every x and y in Ω we have
|Tvm(x)− Tvm(y)| 6 ‖Tvm‖Cα(Ω) ‖x− y‖α ,
so {Tvm} is equicontinuous. This sequence is also uniformly bounded, then there exists
a subsequence
{
Tvξ(m)
}
that converges uniformly to a continuous function w by the
Arzela-Ascoli theorem.
Besides, for every 1 6 i 6 n,
|∂iTvm(x)− ∂iTvm(y)| 6 ‖Tvm‖C 1,β(Ω) ‖x− y‖β ,
then {∂iTvm} is also equicontinuous. By the Arzela-Ascoli theorem there exists a
subsequence
{
∂iTvφi(m)
}
that converges uniformly to a continuous function wi since
{∂iTvm} is uniformly bounded. This implies that ∂iw exists, is continuous and wi = ∂iw.
Furthermore, for every 1 6 i, j 6 n,
|∂ijTvm(x)− ∂ijTvm(y)| 6 ‖Tvm‖C 2,αβ(Ω) ‖x− y‖αβ .
Because of the C 2,αβ estimate {∂ijTvm} is equicontinuous. Since it is also a bounded
sequence, then there exists a subsequence
{
∂ijTvψij(m)
}
that converges uniformly to
∂ijw (which necessarily exists and is continuous).
This proves that w ∈ C 2(Ω) and that the subsequence Tvψ(φ(ξ(m))), with φ = φ1◦· · ·◦φn
and ψ = ψnn ◦ ψn,n−1 ◦ · · · ◦ ψ11, converges to w in C 2(Ω) and also in C 1,β(Ω).
In order to prove the continuity of T let {vm} be a sequence converging to v in C 1,β(Ω).
Since {Tvm} is precompact in C 2(Ω), every subsequence has a convergent subsequence.
Let
{
Tvξ(m)
}
such a convergent subsequence with limit w ∈ C 2(Ω). Then
n∑
i,j=1
((
Wvξ(m)
)2
δij − ∂ivξ(m) ∂jvξ(m)
)
∂ij
(
Tvξ(m)
)
= nH(x)
(
Wvξ(m)
)3
in Ω,
T vξ(m) = ϕ in ∂Ω.
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Passing to the limits and recalling the definition of T one has w = Tv. Since every
subsequence of {Tvm} has at least one subsequence which converges to Tv, then {Tvm}
also converges to Tv.
So, it had been proved that T has a fixed point u ∈ C 2,αβ(Ω) ↪→ C 1,β(Ω). To see that
u ∈ C 2,α(Ω) recall that u is a solution of the linear problem LPu (see problem (LPv))
and use the following global regularity theorem for linear operators.
Theorem (Global regularity [13, Th. 6.18 p. 111]). Let Ω ⊂ Rn be a bounded
domain with ∂Ω of class C 2,α and ϕ ∈ C 2,α(Ω) for some α ∈ (0, 1). Suppose that
u ∈ C 2(Ω) satisfies
Lu =
∑
ij
aij(x)∂iju+
∑
i
bi∂iu+ c(x)u = f in Ω,
u = ϕ in ∂Ω,
where f and the coefficients of the strictly elliptic operator L belong to C α(Ω). Then
u ∈ C 2,α(Ω).
Finally, notice that the solution is unique as a consequence of the comparison principle,
Theorem 2.1. 
Remark 3.2. Applying the same argument to every fixed τ ∈ [0, 1] we ensure the
existence of a solution for each problem (Pτ ).
4 Fulfillment of the existence program’s requirements
The goal in this section is to obtain the a priori estimates for the family of solutions of
the related problems (Pτ ) required by the existence program.
In order to derive the a priori global gradient estimate the techniques introduced by
Caffarelli-Nirenberg-Spruck [8, p. 51] are used.
Theorem 4.1 (A priori global gradient estimate [16, Th. 3.2.4 p. 94]). Let
Ω ∈M be a bounded domain with ∂Ω of class C 2. For H ∈ C 1 (Ω), let u ∈ C 3(Ω)∩C 1(Ω)
be a solution of (9). Then
sup
Ω
‖∇u(x)‖ 6
(√
3 + sup
∂Ω
‖∇u‖
)
exp
(
2 sup
Ω
|u| (1 + 8n (‖H‖1))
)
. (22)
Proof. Let w(x) = ‖∇u(x)‖ eAu(x) where A > 1. Suppose w attains a maximum at
x0 ∈ Ω. If x0 ∈ ∂Ω, then
w(x) 6 w(x0) = ‖∇u(x0)‖ eAu(x0).
So,
sup
Ω
‖∇u(x)‖ 6 sup
∂Ω
‖∇u‖ e
2A sup
Ω
|u|
. (23)
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Suppose now that x0 ∈ Ω and that ∇u(x0) 6= 0. It can be assumed that e1 = ∇u(x0)‖∇u(x0)‖ .
Then,
∂ku(x0) = 〈ek,∇u(x0)〉 = ‖∇u(x0)‖ δk1. (24)
Differentiating (9) with respect to x1 we derive
∂1
(
W 2
)
∆u+W 2
n∑
i=1
∂1iiu− 2
n∑
i,j=1
∂iu∂1ju∂iju−
n∑
i,j=1
∂iu∂ju∂1iju
= n∂1HW 3 + nH∂1
(
W 3
)
.
(25)
The goal now is to estimate the third derivatives in (25). Observe first that the function
w˜(x) = lnw(x) = Au(x) + ln ‖∇u(x)‖ also attains a maximum at x0. Therefore, for each
0 6 k 6 n,
∂kw˜(x0) = A∂ku(x0) +
∂k
(
‖∇u‖2
)
(x0)
2 ‖∇u(x0)‖2
= 0, (26)
and
∂kkw˜(x0) = A∂kku(x0) +
1
2∂k
(
‖∇u‖−2
)
(x0)∂k
(
‖∇u‖2
)
(x0) +
∂kk
(
‖∇u‖2
)
(x0)
2 ‖∇u(x0)‖2
6 0.
Since
∂k
(
‖∇u‖−2
)
= ∂k
(
‖∇u‖2
)−1
= −
(
‖∇u‖2
)−2
∂k
(
‖∇u‖2
)
,
then
A∂kku(x0)−
(
∂k
(
‖∇u‖2
)
(x0)
)2
2 ‖∇u(x0)‖4
+
∂kk
(
‖∇u‖2
)
(x0)
2 ‖∇u(x0)‖2
6 0. (27)
Once
∂k
(
‖∇u‖2
)
= ∂k
(
n∑
i=1
(∂iu(x))2
)
= 2
n∑
i=1
∂iu∂kiu, (28)
it follows from (24)
∂k
(
‖∇u‖2
)
(x0) = 2 ‖∇u(x0)‖ ∂1ku(x0). (29)
Substituting (24) and (29) in (26) one has
A ‖∇u(x0)‖ δk1 + 2 ‖∇u(x0)‖ ∂1ku(x0)2 ‖∇u(x0)‖2
= 0,
thus,
∂1ku(x0) = −A ‖∇u(x0)‖2 δk1. (30)
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Substituting also (30) in (29) we obtain
∂k
(
‖∇u‖2
)
(x0) = −2A ‖∇u(x0)‖3 δk1. (31)
Besides, from (28) we get
∂kk
(
‖∇u‖2
)
(x) =2
n∑
i=1
(
∂kkiu∂iu+ (∂kiu)2
)
,
and from (24) we conclude
∂kk
(
‖∇u‖2
)
(x0) = 2 ‖∇u(x0)‖ ∂kk1u+ 2
n∑
i=1
(∂kiu(x0))2. (32)
Using expressions (31) and (32) in (27) we verify that
A∂kku(x0)− 2A2 ‖∇u(x0)‖2 δk1 + ∂kk1u(x0)‖∇u(x0)‖ +
n∑
i=1
(∂kiu(x0))2
‖∇u(x0)‖2
6 0.
From (30) we have for k = 1
−A2 ‖∇u(x0)‖2 − 2A2 ‖∇u(x0)‖2 + ∂111u(x0)‖∇u(x0)‖ +
n∑
i=1
(
−A ‖∇u(x0)‖2
)2
δi1
‖∇u(x0)‖2
6 0,
then,
∂111u(x0) 6 2A2 ‖∇u(x0)‖3 . (33)
If k > 1, then
A∂kku(x0) +
∂kk1u(x0)
‖∇u(x0)‖ 6 −
n∑
i=1
(∂kiu(x0))2
‖∇u(x0)‖2
6 0,
so,
∂kk1u(x0) 6 −A∂kku(x0) ‖∇u(x0)‖ , 1 < k 6 n. (34)
On the other hand, since (31) holds we deduce
∂1
(
W 2
)
(x0) = ∂1
(
‖∇u‖2
)
(x0) = −2A ‖∇u(x0)‖3 , (35)
and
∂1
(
W 3
)
(x0) =
3
2W0∂1
(
W 2
)
(x0) = −3AW0 ‖∇u(x0)‖3 . (36)
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Using (24), (30), (33), (34), (35) and (36) in (25) it follows
n∂1H(x0)W 30 − 3nAH0W0 ‖∇u(x0)‖3
=− 2A ‖∇u(x0)‖3 ∆u(x0) +W 20
n∑
i=1
∂1iiu(x0)
+ 2A ‖∇u(x0)‖3 ∂11u(x0)− ‖∇u(x0)‖2 ∂111u(x0)
=− 2A ‖∇u(x0)‖3
∑
i>1
∂iiu(x0) +W 20
∑
i>1
∂1iiu(x0) + ∂111u(x0)
6− 2A ‖∇u(x0)‖3
∑
i>1
∂iiu(x0)−A ‖∇u(x0)‖W 20
∑
i>1
∂iiu(x0) + 2A2 ‖∇u(x0)‖3
=−A ‖∇u(x0)‖
(
1 + 3 ‖∇u(x0)‖2
)∑
i>1
∂iiu(x0) + 2A2 ‖∇u(x0)‖3 ,
where we have used the notation H0 = H(x0) and W0 =
√
1 + ‖∇u(x0)‖2.
In addition, since (24) and (30) holds, the mean curvature equation (9) at x0 takes
the form
nH0W
3
0 = W 20 ∆u(x0)− ‖∇u(x0)‖2 ∂11u(x0) = W 20
∑
i>1
∂iiu(x0)−A ‖∇u(x0)‖2 ,
so, ∑
i>1
∂iiu(x0) = nH0W0 +
A ‖∇u(x0)‖2
W 20
. (37)
Therefore,
0 6−A ‖∇u(x0)‖
(
1 + 3 ‖∇u(x0)‖2
)(
nH0W0 +
A ‖∇u(x0)‖2
W 20
)
+ 2A2 ‖∇u(x0)‖3 + 3nAH0W0 ‖∇u(x0)‖3 − n∂1HW 30
=−AnH0W0 ‖∇u(x0)‖ − n∂1HW 30 +
A2 ‖∇u(x0)‖3
W 20
(
1− ‖∇u(x0)‖2
)
.
Then
A2 ‖∇u(x0)‖3
W 20
(
‖∇u(x0)‖2 − 1
)
6 Anh0W0 ‖∇u(x0)‖+ nh1W 30 ,
where h0 = sup
Ω
|H| and h1 = sup
Ω
‖∇H‖. Dividing by A2W 30 and noticing that W 20 >
W0 > ‖∇u(x0)‖ it follows
‖∇u(x0)‖3
W 50
(
‖∇u(x0)‖2 − 1
)
<
n
A
‖H‖1 .
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Obviously we can suppose that ‖∇u(x0)‖ > 1. Since
W 30 =
(
1 + ‖∇u(x0)‖2
)3/2
<
(
2 ‖∇u(x0)‖2
)3/2
< 4 ‖∇u(x0)‖3 ,
we see that
1
4
‖∇u(x0)‖2 − 1
W 20
<
‖∇u(x0)‖3
W 30
‖∇u(x0)‖2 − 1
W 20
<
n
A
‖H‖1 ,
that is,
‖∇u(x0)‖2 − 1
‖∇u(x0)‖2 + 1
<
4n
A
‖H‖1 .
Choosing A = 1 + 8n ‖H‖1 it follows
‖∇u(x0)‖2 − 1
‖∇u(x0)‖2 + 1
<
1
2 ,
so,
‖∇u(x0)‖ <
√
3.
As a consequence,
w(x) 6 w(x0) = ‖∇u(x0)‖ eAu(x0) 6
√
3eAu(x0),
thus
sup
Ω
‖∇u(x)‖ 6 √3e
2A sup
Ω
|u|
. (38)
Putting together (23) and (38) we obtain
sup
Ω
‖∇u(x)‖ 6 √3e
2A sup
Ω
|u|
+ sup
∂Ω
‖∇u‖ e
2A sup
Ω
|u|
,
which yields the desired estimate. 
The following theorem due to Serrin [24, §9 p. 434] ensures the boundary gradient
estimate. For the proof is used the classical idea of finding an upper and a lower barriers
for u on ∂Ω to get a control for ∇u along ∂Ω.
Theorem 4.2 (A priori boundary gradient estimate [16, Th. 3.2.2 p. 89]). Let
Ω ∈ Rn be a bounded domain with ∂Ω of class C 2 and ϕ ∈ C 2(Ω). Let H ∈ C 1
(
Ω
)
satisfying
(n− 1)H∂Ω(y) > n |H(y)| ∀ y ∈ ∂Ω. (39)
If u ∈ C 2(Ω) ∩ C 1(Ω) is a solution of (P ), then
sup
∂Ω
‖∇u‖ 6 ‖ϕ‖1 + eC(1+‖H‖1+‖ϕ‖2)(1+‖ϕ‖1)
3(‖u‖0+‖ϕ‖0) (40)
for some C = C(n,Ω).
Proof. We set d(x) = dist(x, ∂Ω) for x ∈ Ω. Let τ > 0 be such that d is of class C 2 over
the set of points in Ω for which d(x) 6 τ (see [13, L. 14.16 p. 355], [16, L. 3.1.8 p. 84]
and [24, L. 1 p. 420]). Let ψ ∈ C 2([0, τ ]) be a non-negative function satisfying
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P1. ψ′(t) > 1, P2. ψ′′(t) 6 0, P3. tψ′(t) 6 1.
For a < τ to be fixed latter on we consider the set
Ωa = {x ∈M ; d(x) < a} .
We now define w± = ±ψ ◦ d + ϕ. Firstly, we estimate ±Mw± in Ωa. Using the
transformation formula (16) one has
±Mw± =ψ′W 2±∆d− ψ′
〈
∇2 d · ∇ϕ,∇ϕ
〉
+ ψ′′W 2± − ψ′′
〈∇d,±ψ′∇d+∇ϕ〉2
±W 2±∆ϕ∓
〈
∇2 ϕ · (±ψ′∇d+∇ϕ),±ψ′∇d+∇ϕ
〉
,
(41)
where
W± =
√
1 + ‖∇w±‖2 =
√
1 + ‖±ψ′∇d+∇ϕ‖2.
Once d is of class C 2 in Ωa and ψ′ > 1 we have
ψ′
∣∣∣〈∇2 d · ∇ϕ,∇ϕ〉∣∣∣ 6 ψ′2 ‖d‖2 ‖ϕ‖21 . (42)
Since ψ′′ < 0 and 〈∇d,±ψ′∇d+∇ϕ〉2 6 ‖±ψ′∇d+∇ϕ‖2, then
ψ′′W 2± − ψ′′
〈∇d,±ψ′∇d+∇ϕ〉2 6 ψ′′. (43)
Also ϕ is of class C 2 in Ωa by hypothesis, so∣∣∣±∆ϕW 2± ∓ 〈∇2 ϕ · (±ψ′∇d+∇ϕ),±ψ′∇d+∇ϕ〉∣∣∣
6 n ‖ϕ‖2W 2± + ‖ϕ‖2
∥∥±ψ′∇d+∇ϕ∥∥2
6 2n ‖ϕ‖2W 2±.
Notice now that∥∥±ψ′∇d+∇ϕ∥∥2 = (ψ′2 + 2ψ′〈±∇d,∇ϕ〉+ ‖∇ϕ‖2) 6 (1 + ‖ϕ‖1)2 ψ′2,
hence
W 2± 6 1 + (1 + ‖ϕ‖1)2 ψ′2 6 2 (1 + ‖ϕ‖1)2 ψ′2. (44)
Therefore, ∣∣∣±∆ϕW 2± ∓ 〈∇2 ϕ · (±ψ′∇d+∇ϕ),±ψ′∇d+∇ϕ〉∣∣∣
6 4n ‖ϕ‖2 (1 + ‖ϕ‖1)2 ψ′2.
(45)
Substituting (43), (42), (45) in (41) it follows
±Mw± 6 ψ′W 2±∆d+ ψ′′ + cψ′2, (46)
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where
c = ‖d‖2 ‖ϕ‖21 + 4n ‖ϕ‖2 (1 + ‖ϕ‖1)2 . (47)
From (46) we obtain
±Qw± 6 ψ′W 2±∆d+ ψ′′ + cψ′2 + n |H(x)|W 3±. (48)
Let now y = y(x) be the point of ∂Ω nearest to x. Then x belongs to the segment
{y + tNy; 0 6 t 6 a}, where N is the inner unit normal to ∂Ω. Let us denote by Γt the
hypersurface parallel to ∂Ω at a distance t contained in Ωa. We defineH(t) := HΓt(y+tNy)
where HΓt is the mean curvature of Γt with respect to the normal that coincides with
∇d(x) = x−y‖x−y‖ at x. Recall that ∆d(x) = −(n− 1)HΓd(x)(x) (see [13, §14.6 p 354], [16,
§3.1 p. 80] and [24, §3 p. 420]). In addition,
HΓt(y + tNy) > H∂Ω(y)
since H′(t) > (H(t))2 > 0 in [0, a) (see [24, p. 485]). Using also the Serrin condition (39)
we get
∆d(x) 6 ∆d(y) 6 −n |H(y)| ∀ x ∈ Ωa (49)
Substituting (49) in (48) we obtain
±Qw± 6nψ′W 2±(|H(x)| − |H(y)|) + n |H(x)|W 2± (W± − ψ′) + ψ′′ + cψ′2. (50)
Besides,
|H(x)| − |H(y)| 6 h1(1 + ‖ϕ‖1)d(x),
where h1 = sup
Ω
‖∇H‖ . Recalling also of (44) one gets
nψ′W 2±(|H(x)| − |H(y)|) 6 2nh1 (1 + ‖ϕ‖1)3 d(x)(ψ′(d(x)))3.
Using the assumption P3 it follows
nψ′W 2±(|H(x)| − |H(y)|) 6 2nh1 (1 + ‖ϕ‖1)3 ψ′2. (51)
On the other hand,
W± − ψ′ 6 1 +
∥∥±ψ′∇d+∇ϕ∥∥− ψ′ 6 1 + ‖ϕ‖1 . (52)
From (44) and (52) we obtain
n |H(x)| (W± − ψ′)W 2± 6 2nh0 (1 + ‖ϕ‖1)3 ψ′2, (53)
where h0 = sup
Ω
|H| .
Using (51) and (53) in (50) we get
±Qw± 6
(
c+ 2n ‖H‖1 (1 + ‖ϕ‖1)3
)
ψ′2 + ψ′′.
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Recalling the expression for c given in (47) and making some algebraic computations
we infer that
c+ 2n ‖H‖1 (1 + ‖ϕ‖1)3 < C (1 + ‖ϕ‖2 + ‖H‖1) (1 + ‖ϕ‖1)3 ,
where
C = 4n (1 + ‖d‖2 + 1/τ) . (54)
Choosing
ν = C (1 + ‖H‖1 + ‖ϕ‖2) (1 + ‖ϕ‖1)3 (55)
we define ψ by
ψ(t) = 1
ν
log(1 + kt).
So,
ψ′(t) = k
ν(1 + kt) (56)
and
ψ′′(t) = − k
2
ν(1 + kt)2 , (57)
hence
±Qw± < νψ′2 + ψ′′ = 0, in Ωa.
Besides
tψ′(t) = kt
ν(1 + kt) 6
1
ν
< 1,
which is property P3. From (57) we see that property P2 is also satisfied. Another
consequence of (57) is that ψ′(t) > ψ′(a) for all t ∈ [0, a], thus property P1 is ensured
provided that
ψ′(a) = k
ν(1 + ka) = 1. (58)
Furthermore, choosing
ψ(a) = 1
ν
log(1 + ka) = ‖u‖0 + ‖ϕ‖0 , (59)
we have
±w±(x) = ψ(a)± ϕ(x) = ‖u‖0 + ‖ϕ‖0 ± ϕ(x) > ±u(x) ∀ x ∈ ∂Ωa \ ∂Ω.
By combining (58) and (59) we see that
k = νeν(‖u‖0+‖ϕ‖0) (60)
and, therefore,
a = e
ν(‖u‖0+‖ϕ‖0) − 1
νeν(‖u‖0+‖ϕ‖0)
.
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Note also that a < 1ν < τ as required.
Finally, if x ∈ ∂Ω, then w±(x) = ±ψ(0) + ϕ(x) = u(x). By the maximum principle we
can conclude that w− 6 u 6 w+ in Ωa, thus
−ψ ◦ d 6 u− ϕ 6 ψ ◦ d in Ωa.
Observe that
−ψ ◦ d = u− ϕ = ψ ◦ d = 0 in ∂Ω,
thus, for y ∈ ∂Ω and 0 6 t 6 a, we have
−ψ(t) + ψ(0) 6 (u− ϕ)(y + tNy)− (u− ϕ)(y) 6 ψ(t)− ψ(0).
Dividing by t > 0 and passing to the limit as t goes to zero we infer that
−ψ′(0) 6 〈∇u(y)−∇ϕ(y), Ny〉 6 ψ′(0),
so,
|〈∇u(y)−∇ϕ(y), Ny〉| 6 ψ′(0).
Therefore,
|〈∇u(y), Ny〉| 6 |〈∇ϕ(y), Ny〉|+ ψ′(0). (61)
Since u ≡ ϕ in ∂Ω
∇u(y) = (∇ϕ(y))T + 〈∇u(y), Ny〉Ny.
Using (61) we derive
‖∇u(y)‖2 =
∥∥∥(∇ϕ(y))T ∥∥∥2 + 〈∇u(y), N〉2
6
∥∥∥(∇ϕ(y))T ∥∥∥2 + (|〈∇ϕ(y), N〉|+ ψ′(0))2
=
∥∥∥(∇ϕ(y))T ∥∥∥2 + 〈∇ϕ(y), N〉2 + 2 |〈∇ϕ(y), N〉|ψ′(0) + (ψ′(0))2
6 ‖∇ϕ(y)‖2 + 2 ‖∇ϕ(y)‖ψ′(0) + (ψ′(0))2
=
(‖∇ϕ(y)‖+ ψ′(0))2 .
which yields the desired estimate. 
The combination of Theorems 4.1 and 4.2 with Theorem 3.1 implies that the existence
program for the Dirichlet problem (P ) is reduced to finding an a priori height estimate.
In fact, the following theorem holds.
Theorem 4.3 ([13, Th. 16.9 p. 407]). Let Ω ⊂ Rn be a bounded domain with ∂Ω of
class C 2,α for some α ∈ (0, 1), ϕ ∈ C 2,α(Ω) and H ∈ C 1,α(Ω). Assume that the family
of solutions of the related problems (Pτ ) is uniformly bounded. If
(n− 1)H∂Ω(y) > n |H (y)| ∀ y ∈ ∂Ω, (62)
then the Dirichlet problem (P ) has a unique solution in C 2,α(Ω).
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Proof. Let M an a priori bound for the family of solutions of the related problems (Pτ ).
For τ ∈ [0, 1] fixed, let u a solution of (Pτ ).
Note now that Theorem 4.1 can be applied provided u ∈ C 3(Ω). Taking into account
that H ∈ C 1,α(Ω), that is a consequence of applying twice the following interior regularity
theorem for linear operators.
Theorem (Interior regularity [13, Th. 6.17 p. 109]). Let Ω ⊂ Rn a domain.
Suppose that u ∈ C 2(Ω) satisfies
Lu =
∑
ij
aij(x)∂iju+
∑
i
bi(x)∂iu+ c(x)u = f(x)
where f and the coefficients of the elliptic operator L belong to C k,α(Ω). Then u ∈
C k+2,α(Ω).
In fact, u can be seen as a solution of the linear equation Luu = τnH(x) where Lu is
defined in (18). Therefore,
sup
Ω
‖∇u(x)‖ 6
(√
3 + sup
∂Ω
‖∇u‖
)
exp
(
2 sup
Ω
|u| (1 + 8n (τ ‖H‖1))
)
6
(√
3 + sup
∂Ω
‖∇u‖
)
exp (2M (1 + 8n (‖H‖1))) .
But, on account of assumptions (62) one has for any y ∈ ∂Ω
(n− 1)H∂Ω(y) > n |H(y)| > τn |H(y)| .
Then u satisfies the estimate (40) stated on Theorem 4.2. That is, there exists some
constant C = C(n,Ω) such that
sup
∂Ω
‖∇u‖ 6 ‖τϕ‖1 + eC(1+‖H‖1+‖τϕ‖2)(1+‖τϕ‖1)
3(‖u‖0+‖τϕ‖0)
6 ‖ϕ‖1 + eC(1+‖H‖1+‖ϕ‖2)(1+‖ϕ‖1)
3(M+‖ϕ‖0).
Thus, the family of solutions of the related problems (Pτ ) is bounded in C 1(Ω)
independently of τ . Theorem 3.1 ensures the existence of a unique solution u ∈ C 2,α(Ω)
for our problem (P ). 
The following theorem guarantees an a priori height estimate if the function H satisfies
a further hypothesis in addition to the Serrin condition.
Theorem 4.4 (A priori height estimate [24, p. 484]). Let Ω ∈ Rn be a bounded
domain with ∂Ω of class C 2. Let H ∈ C 1(Ω) satisfying
‖∇H(x)‖ 6 n
n− 1 (H(x))
2 ∀ x ∈ Ω (63)
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and
(n− 1)H∂Ω(y) > n |H(y)| ∀ y ∈ ∂Ω. (64)
If u ∈ C 2(Ω) ∩ C 0(Ω) is a solution of the mean curvature equation (9) in Ω, then
sup
Ω
|u| 6 sup
∂Ω
|u|+ e
µδ − 1
µ
, (65)
where µ > n sup
Ω
|H| and δ = diam(Ω).
Proof. Let d(x) = dist(x, ∂Ω) for x ∈ Ω. Let Ω0 be the biggest open subset of Ω having
the unique nearest point property, then d ∈ C 2(Ω0) (see [13, p. 409, Lemmas 14.16 and
14.17 p. 355], [24, p. 481, §3 p. 420]).
We now define w = φ ◦ d+ sup
∂Ω
|u| over Ω, where
φ(t) = e
µδ
µ
(
1− e−µt
)
.
If we prove that |u| 6 w in Ω we obtain the desired estimate. By the sake of
contradiction we suppose first that the function v = u− w attains a maximum m > 0 at
x0 ∈ Ω (note that u 6 w in ∂Ω).
Let y0 ∈ ∂Ω be such that d(x0) = dist(x0, y0) = t0 and γ the straight line segment
joining x0 to y0. Restricting u and w to γ we see that v′(t0) = 0. Hence, u′(t0) = w′(t0) =
φ′(t0) > 0 which implies that ∇u(x0) 6= 0. Therefore, Γ0 = {x ∈ Ω;u(x) = u(x0)} is of
class C 2 near x0. Then, there exists a small ball B(z0) tangent to Γ0 in x0 such that
u > u(x0) in B(z0) \ {x0}. (66)
We note that
dist(z0, y0) 6 dist(z0, x0) + dist(x0, y0) = + d(x0).
Hence, for z˜ lying in the intersection of ∂B(z0) with the straight line segment joining z0
to y0, we have
d(z˜) 6 dist(z˜, y0) = dist(z0, y0)−  6 d(x0) + −  = d(x0).
Thus, w(z˜) 6 w(x0) since φ is increasing. Consequently,
u(z˜)− w(x0) 6 u(z˜)− w(z˜) 6 u(x0)− w(x0)
and u(z˜) 6 u(x0). By (66) one has that z˜ = x0, so z0 belongs to γ and γ is orthogonal to Γ0.
This ensures that x0 ∈ Ω0 because if there exists y1 6= y0 satisfying d(x0) = dist(x0, y1),
then the straight line joining y1 and x0 is also orthogonal to Γ0, which is a contradiction.
However, let us show that this is also impossible. Using the transformation formula
(17) one has
Mw = φ′(1 + φ′2)∆d+ φ′′ in Ω0. (67)
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We first estimate ∆d in Ω0. For x ∈ Ω0, let y = y(x) in ∂Ω be the nearest point to x,
so x belongs to the segment {y + tNy; t > 0}, where N is the inner normal to ∂Ω. Note
that y is now fixed. Let us denote by {Γt} the hypersurface parallel to some portion of
∂Ω containing y at distance t. So x belongs to Γd(x).
Let
h(t) = n
n− 1H (y + tNy) .
Therefore
h′(t) = n
n− 1〈∇H(y + tNy), Ny〉.
Taking into account the additional hypothesis (63) we see that∣∣h′(t)∣∣ 6 n
n− 1 ‖∇H(y + tNy)‖ 6 (h(t))
2,
hence ∣∣h′(t)∣∣− (h(t))2 6 0.
Recalling again that H′(t) > (H(t))2 (see [24, p. 485]) it follows
H′(t) > (H(t))2 + ∣∣h′(t)∣∣− (h(t))2. (68)
Then,
(H(t)− h(t))′ > (H(t) + h(t)) (H(t)− h(t)) (69)
and
(H(t) + h(t))′ > (H(t)− h(t)) (H(t) + h(t)) . (70)
Let us define v(t) = H(t)− h(t) and g(t) = H(t) + h(t). From (69) one has
v′(t) > g(t)v(t)
Multiplying this inequality by e
∫ t
0 g(s)ds, it results(
v(t)
e
∫ t
0 g(s)ds
)′
> 0,
so
v(t)
e
∫ t
0 g(s)ds
> v(0) = H(0)− h(0).
From the Serrin condition (64) it follows that
|h(0)| = n
n− 1 |H (y)| 6 H∂Ω(y) = H(0).
thus, v(t) > 0 and H(t) > h(t).
Using (70) we obtain in a similar way that H(t) > −h(t). Therefore,
H(t) > |h(t)| ,
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that is,
n |H(y + tNy)| 6 (n− 1)HΓt(y + tNy).
Consequently,
n |H(x)| 6 (n− 1)HΓd(x)(x). (71)
This proves that
∆d(x) 6 −n |H (x)| ∀ x ∈ Ω0.
Using this estimate in (67) we have in Ω0
Mw 6 −n |H(x)|φ′(1 + φ′2) + φ′′.
Also
φ′′(t) = −µeµ(δ−t) = −µφ′(t) < −n |H(x)|φ′(t)
and φ′ > 1, so
Mw 6 −n |H (x)|φ′(2 + φ′2) < −n |H (x)|
(
1 + φ′2
)3/2
. (72)
From (72) we conclude that
Q(w +m) = Qw =Mw − nH (x)
(
1 + φ′2
)3/2
6 0 = Qu.
Moreover, u 6 w +m and u(x0) = w(x0) +m. By the maximum principle u ≡ w +m in
Ω0 which is a contradiction since u < w +m in ∂Ω. This proves that u 6 w in Ω.
Applying the same argument to the function −u we also obtain that −u 6 w in Ω. 
Remark 4.5. The proof shows that if there exists a function H satisfying the hypothesis
(63) in addition to the Serrin condition (64), then any hypersurface that is parallel to
some portion of ∂Ω “inherit” the Serrin condition (see (71)). This geometric implication
is the key to obtain the height estimate for solutions of the mean curvature equation in
terms of its boundary values.
Remark 4.6. The proof shows that condition (63) only needs to be valid in Ω0.
We are able to prove the following theorem from Serrin.
Theorem 4.7 (Serrin [24, p. 484]). Let Ω ⊂ Rn be a bounded domain with ∂Ω of
class C 2,α for some α ∈ (0, 1). Let H ∈ C 1,α(Ω) satisfying
‖∇H(x)‖ 6 n
n− 1 (H(x))
2 ∀ x ∈ Ω. (73)
and
(n− 1)H∂Ω(y) > n |H (y)| ∀ y ∈ ∂Ω. (74)
Then for every ϕ ∈ C 2,α(Ω) there exists a unique solution u ∈ C 2,α(Ω) of the Dirichlet
problem (P ).
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Proof. By Theorem 4.3 it only remains to prove that the family of solutions of the related
problems (Pτ ) is uniformly bounded. Let u be a solution of problem (Pτ ) for arbitrary
τ ∈ [0, 1] and let w = φ ◦ d+ sup
∂Ω
|ϕ| as in the proof of Theorem 4.4. Analogously as in
the proof of that theorem, if the function u−w attains a positive maximum m at x0 ∈ Ω,
then x0 would be in Ω0 (the biggest open subset of Ω having the unique nearest point
property). But for x ∈ Ω0 we have
Qτ (w +m) = Qτ (w) 6Mw + τn |H(x)| (1 + φ′2)3/2 6 0
once (72) holds and τ ∈ [0, 1]. Proceeding as in the proof of Theorem 4.4, we get that
u 6 w also in Ω0. Analogously it follows that −u 6 w in Ω. Hence, u satisfies the
estimate (65), that is,
sup
Ω
|u| 6 sup
∂Ω
|τϕ|+ e
µδ − 1
µ
6 sup
∂Ω
|ϕ|+ e
µδ − 1
µ
,
where µ > n sup
Ω
|H| and δ = diam(Ω). 
Remark 4.8. Observe that Theorem 4.7 is not exactly the existence part in Theorem
D stated in the introduction. In order to reduce the differentiability assumptions on
the domain and the boundary data, the original problem can be approximated by
new problems having the C 2,α differentiability requirements. For instance, ∂Ω can be
approximated by C 2,α hypersurfaces. However, it can only be guaranteed that the mean
curvature of any approximating surface Σ satisfies (n− 1)HΣ(x) > n |H(x)| − ε for every
x ∈ Σ, where ε is a positive constante. Hence, a boundary gradient estimate sharper
than that obtained in Theorem 4.2 is needed. Furthermore, it is also required an interior
gradient estimate which yields a compactness result also used in this argument. We refer
the work of Serrin [24, §14 p. 451] for further studies.
Remark 4.9. Although the additional hypothesis (73) is required in order to obtain an
a priori height estimate, the fundamental role in Theorem 4.7 is played by the Serrin
condition (74). If fact, if the function H satisfies the integral condition
‖H‖Ln(Ω) < n
(∫
Rn
(
1 + ‖p‖2
)−n+22 dp) 1p
instead of (73), the height estimate is guaranteed and the same conclusion of Theorem
4.7 holds as a consequence of Theorem 4.3 (see [16, Ths. 3.2.1 p. 87 and 3.4.1 p. 105]
and [13, Th. 16.10 p. 408]).
5 Sharpness of the Serrin condition
The goal in this section is to prove that the Serrin condition,
(n− 1)H(y) > n |H(y)| ∀ y ∈ ∂Ω, (75)
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is actually sharp for the solvability of the Dirichlet problem (P ). That is, if (75) fails,
then there exists boundary values for which problem (P ) has no possible solution.
The next lemma is an important peace. In this lemma is established a height a priori
estimate for solutions of equation (9) in Ω in those points of ∂Ω on which the Serrin
condition (75) fails.
Lemma 5.1 ([16, L. 3.4.4 p. 109]). Let Ω ⊂M be a bounded domain whose boundary
is of class C 2. Let H ∈ C 0(Ω) be a non-negative function and u ∈ C 2(Ω) ∩ C 0(Ω)
satisfying (9). Assume that there exists y0 ∈ ∂Ω such that
(n− 1)H∂Ω(y0) < nH(y0). (76)
Then for each ε > 0 there exists a > 0 depending only on ε, H∂Ω(y0), the geometry of Ω
and the modulus of continuity of H in y0, such that
u(y0) < sup
∂Ω\Ba(y0)
u+ ε. (77)
Proof. The proof is done in two steps. Firstly, it will be find an estimate for u(y0)
depending on sup
∂Ba(y0)∩Ω
u for some a that does not depend on u. Secondly, an upper
bound for sup
∂Ba(y0)∩Ω
u in terms of sup
∂Ω\Ba(y0)
u is stated.
Step 1. First of all note that from (76) there exists ν > 0 such that
(n− 1)H∂Ω(y0) < nH(y0)− 4ν. (78)
Let R1 > 0 be such that ∂BR1(y0) ∩ Ω is connected and
|H(x)−H(y0)| < ν
n
, ∀ x ∈ BR1(y0) ∩ Ω. (79)
Let S be a quadric hypersurface inside Ω, tangent to ∂Ω at y0 and whose mean
curvature calculated with respect to the normal field N which coincides with the inner
normal to ∂Ω at y0 satisfies
HS(y0) < H∂Ω(y0) + ν(n− 1) . (80)
Let d(x) = dist(x, S) for x ∈ Ω. It is known that d is of class C 2 over the strip
Στ = {x+ tNx;x ∈ S, t ∈ [0, τ)}
for some τ > 0 (see [16, L. 3.1.8 p. 84] and [24, L. 1 p. 420]). Besides, for each t ∈ [0, τ)
fixed,
St = {x+ tNx;x ∈ S}
is parallel to S. Let 0 < R2 < min{τ,R1} be such that
|∆d(x)−∆d(y0)| < ν ∀ x ∈ BR2(y0) ∩ Στ . (81)
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Let us fix a < R2 to be made precise later. For 0 <  < a let
Ω = {x ∈ Ba(y0) ∩ Στ ; d(x) > }.
Let φ ∈ C 2(, a) satisfying
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P1. φ(a) = 0, P2. φ′ 6 0, P3. φ′′ > 0, P4. φ′() = −∞.
It is also required that
ν(φ′(t))3 + φ′′(t) = 0, t ∈ (, a). (82)
Let us define v = sup
∂Ba(y0)∩Ω
u + φ ◦ d. So, v > u in ∂Ω \ S. If u 6 v in S, then an
estimate for u(y0 + Ny0) is obtained. Observe now that if N is the normal to S inwards
Ω and x ∈ S ∩Ba(y0), then
∂v
∂N
(x) = 〈∇v(x), N(x)〉 =
〈
φ′(d(x))∇d(x),∇d(x)〉 = φ′() = −∞.
So, Proposition 2.2 can be used if Qu > Qv in Ω. This will be proved in the sequel.
For x ∈ Ω the transformation formula (17) yields
Qv = φ′(1 + φ′2)∆d+ φ′′ − nH(x)(1 + φ′2)3/2.
The assumptions on φ immediately gives
(1 + φ′2)3/2 = (1 + φ′2)1/2(1 + φ′2) > (φ′2)1/2(1 + φ′2) =
∣∣φ′∣∣ (1 + φ′2) = −φ′(1 + φ′2).
Since H > 0, then
−nH(x)(1 + φ′2)3/2 < nH(x)φ′(1 + φ′2).
Therefore,
Qv < φ′(1 + φ′2) (∆d(x) + nH(x)) + φ′′. (83)
Furthermore,
∆d(x) + nH(x) =∆d(x)−∆d(y0)− (n− 1)HS(y0) + nH(x)
>− ν − (n− 1)HS(y0) + nH(x) (a)
>− 2ν − (n− 1)H∂Ω(y0) + nH(x) (b)
>2ν − nH(y0) + nH(x) (c)
>ν, (d)
where (a) follows directly from (81), (b) from (80), (c) from (78) and (d) from (79).
Using this estimate in (83) it follows
Qv < φ′(1 + φ′2)ν + φ′′ < φ′3ν + φ′′.
Assumption (82) yields Qv < 0 in Ω. From Proposition 2.2 it is deduced that
u 6 v = sup
∂Ba(y0)∩Ω
u+ φ() in S ∩Ba(y0).
Let us now define φ explicitly by (see also [13, §14.4])
φ(t) =
√
2
ν
(
(a− )1/2 − (t− )1/2
)
. (84)
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Observe that φ satisfies P1–P4 and that φ′3ν + φ′′ = 0 in (, a). Indeed,
φ′(t) = −12
√
2
ν
(t− )−1/2 = −12
( 2
ν(t− )
)1/2
and
φ′′(t) = 14
√
2
ν
(t− )−3/2 = ν8
( 2
ν(t− )
)3/2
= −νφ′(t)3.
Therefore,
u(y0 + Ny0) 6 sup
∂Ba(y0)∩Ω
u+
√
2
ν
(
(a− )1/2
)
.
Since this estimate holds for each 0 <  < a, we can pass to the limit as  goes to zero, so
u(y0) 6 sup
∂Ba(y0)∩Ω
u+
√
2a
ν
. (85)
Step 2. Let δ = diam(Ω) and ψ ∈ C 2(a, δ) satisfying
P5. ψ(δ) = 0, P6. ψ′ 6 0, P7. ψ′′ > 0, P8. ψ′(a) = −∞.
It is also needed that
(n− 1)(ψ
′(t))3
t
+ ψ′′(t) 6 0, t ∈ (a, δ). (86)
Let w = sup
∂Ω\Ba(y0)
u+ ψ ◦ ρ, where ρ(x) = dist(x, y0). Remind that ρ ∈ C 2(Rn \{y0}),
so w ∈ C 2(Ω \ Ba(y0)). The idea is to use Proposition 2.2 again. Note that w > u
in ∂Ω \ Ba(y0). Also, if Na is the normal to ∂Ba(y0) ∩ Ω inwards Ω \ Ba(y0) and
x ∈ ∂Ba(y0) ∩ Ω, then
∂w
∂Na
(x) = 〈∇w(x), Na(x)〉 =
〈
ψ′(ρ(x))∇ρ(x),∇ρ(x)〉 = ψ′(a) = −∞.
On the other hand, the transformation formula (17) gives
Qw = ψ′(1 + ψ′2)∆ρ+ ψ′′ − nH(x)(1 + ψ′2)3/2.
Since H > 0 and ∆ρ(x) = n− 1
ρ(x) it follows
Qw 6 n− 1
ρ
ψ′(1 + ψ′2) + ψ′′ < n− 1
ρ
ψ′3 + ψ′′.
Assumption (86) yields Qw < 0 in Ω \Ba(y0).
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From Proposition 2.2 we conclude that u 6 w in ∂Ba(y0) ∩ Ω, so7
sup
∂Ba(y0)∩Ω
u 6 sup
∂Ω\Ba(y0)
u+ ψ(a). (87)
Using (87) in (85) from step 1 one gets
u(y0) 6 sup
∂Ω\Ba(y0)
u+ ψ(a) +
√
2a
ν
.
Let us define ψ by (see also [13, §14.4])
ψ(t) =
( 2
n− 1
)1/2 ∫ δ
t
(
log r
a
)−1/2
dr. (88)
Such a function satisfies P5–P8, and also n− 1
t
ψ′(t)3 + ψ′′(t) < 0 for each t ∈ (a, δ). In
fact,
ψ′(t) = −
( 2
n− 1
)1/2 (
log t
a
)−1/2
and
ψ′′(t) =−
( 2
n− 1
)1/2(
−12
(
log t
a
)−3/2 a
t
1
a
)
= 12t
( 2
n− 1
)1/2 (
log t
a
)−3/2
=n− 14t
( 2
n− 1
)3/2 (
log t
a
)−3/2
=− n− 14t ψ
′(t)3
<− n− 1
t
ψ′(t)3.
Additionally, it is easy to see that lim
a→0ψ(a) = 0. Hence, for each ε > 0, a can be chosen
small enough to satisfy
ψ(a) +
√
2a
ν
< ε. 
Now we are able to prove the following non-existence result.
Theorem 5.2 ([16, Th. 3.4.5 p. 112]). Let Ω ⊂ M be a bounded domain whose
boundary is of class C 2. Let H ∈ C 0(Ω) be a function either non-positive or non-negative.
Assume that there exists y0 ∈ ∂Ω such that
(n− 1)H∂Ω(y0) < n |H(y0)| .
Then, for any ε > 0, there exists ϕ ∈ C∞(Ω) with |ϕ| < ε on ∂Ω, such that there exists
no u ∈ C 2(Ω) ∩ C 0(Ω) satisfying problem (P ).
7Observe that no other assumption that the connectedness of ∂Ba(y0) ∩ Ω was required in step 2.
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Proof. Obviously it can be supposed that H > 0. For any ε > 0 take a as in the previous
lemma. Let ϕ ∈ C∞(Ω) such that ϕ = 0 in ∂Ω \Ba(y0), 0 6 ϕ 6 ε on ∂Ω ∩Ba(y0) and
ϕ(y0) = ε. Hence, no solution of equation (9) in Ω could have ϕ as boundary values
because such a function does not satisfy (77). 
6 Prescribed mean curvature equations in Riemannian
manifolds
Dirichlet problems for equations whose solutions describe hypersurfaces of prescribed
mean curvature have been also studied outside of the Euclidean space. However, Serrin
type solvability criteria have been obtained only in few cases.
For instance, P.-A Nitsche [20] was concerned with graph-like prescribed mean curvature
hypersurfaces in hyperbolic space Hn+1. In the half-space setting, he studied radial
graphs over the totally geodesic hypersurface S = {x ∈ Rn+1+ ; (x0)2 + · · ·+(xn)2 = 1}. He
established an existence result if Ω is a bounded domain of S of class C 2,α and H ∈ C 1(Ω)
is a function satisfying sup
Ω
|H| 6 1 and |H(y)| < HC(y) everywhere on ∂Ω, where HC
denotes the hyperbolic mean curvature of the cylinder C over ∂Ω. Furthermore, he
showed the existence of smooth boundary data such that no solution exists in case of
|H(y)| > HC(y) for some y ∈ ∂Ω under the assumption that H has a sign. We observe
that these results do not provide Serrin type solvability criterion.
Also in the half space model of the hyperbolic space, E. M. Guio-R. Sa Earp [14, 15]
considered a bounded domain Ω contained in a vertical totally geodesic hyperplane P of
Hn+1 and studied the Dirichlet problem for the mean curvature equation for horizontal
graphs over Ω, that is, hypersurfaces which intersect at most only once the horizontal
horocycles orthogonal to Ω. They considered the hyperbolic cylinder C generated
by horocycles cutting ortogonally P along the boundary of Ω and the Serrin condition,
HC(y) > |H(y)| ∀ y ∈ ∂Ω. They obtained a Serrin type solvability criterion for prescribed
mean curvature H = H(x) and also proved a sharp solvability criterion for constant H.
There are also some results of this type in the Riemannian product M × R, where M
is a complete Riemannian manifold of dimension n > 2. Analogously to the Euclidean
setting, the solutions of the equation
divM
 ∇Mu√
1 + ‖∇Mu‖2M
 = nH (89)
are vertical graphs in M ×R with mean curvature H at each point of the graph. However,
even though the study of the Dirichlet problem for equation (89) inherits the techniques
from the Euclidean setting, it is more difficult. For instance, in a coordinate system
(x1, . . . , xn) in M , the non-divergence form of equation (89) is equivalent to
Mu :=
n∑
i,j=1
(
W 2σij − uiuj
)
∂iju = nHW 3, (90)
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where (σij) is the inverse of the metric (σij) of M , ui =
n∑
j=1
σij∂ju are the coordinates of
∇u and ∂iju(x) = ∇2 u(x)(ei, ej).
In this context Aiolfi-Ripoll-Soret [1, Th. 1 p. 72] proved that there always exists a
vertical minimal graph (H = 0) in M × R over a mean convex, smooth and bounded
domain Ω in M for arbitrary continuous boundary data. This result generalizes the
existence part in Theorem B stated in the introduction. In the case where M is a
Hadamard manifold whose sectional curvature is bounded above by −1, then the mean
convexity condition is sharp due to a work of M. Telichevesky [26, Th. 6 p. 246].
The combination of these two results gives a sharp solvability criterion for the minimal
hypersurface equation in bounded domains of these types of Hadamard manifolds.
The author of these notes have generalized the aforementioned non-existence result
in the M × R context on her PhD thesis [3] supervised by professor R. Sa Earp. More
precisely, it was proved that if H is a continuous function and non-decreasing in the
variable z, then the strong Serrin condition
(n− 1)H∂Ω(y) > n sup
z∈R
|H(y, z)| ∀ y ∈ ∂Ω (91)
is necessary for the solvability of the Dirichlet problem{Mu = nH(x, u)W 3 in Ω,
u = ϕ in ∂Ω.
(PM×R)
in every Hadamard manifold [3, Th. 2.5 p. 26] (see also [5, Cor. 2 p. 3]) and in every
compact and simply connected manifold which is strictly 1/4−pinched8 [3, Th. 2.6 p.
27] (see also [5, Cor. 3 p. 4]).
Some direct consequences derived from these non-existence results are the following.
Firstly, the combination of the non-existence result for Hadamard manifolds [3, Th. 2.5 p.
26] with the existence theorem from Aiolfi-Ripoll-Soret [1, Th. 1 p. 72] for the minimal
case shows that the sharp solvability criterion of Jenkins-Serrin (see Theorem B stated
in the introduction) actually holds in every Cartan-Hadamard manifolds:
Theorem 6.1 (Sharp Jenkins-Serrin-type solvability criterion). Let M be a
Cartan-Hadamard manifold and Ω ⊂M a bounded domain whose boundary is of class
C 2,α for some α ∈ (0, 1). Then the Dirichlet problem for the minimal equation in Ω has a
unique solution for arbitrary continuous boundary data if, and only if, Ω is mean convex.
Secondly, combining the non-existence result for positively curved manifolds [3, Th.
2.6 p. 27] with an existence result of Spruck [25, Th. 1.4 p. 787] we infer the following:
Theorem 6.2 (Sharp Serrin-type solvability criterion). Let M be a compact and
simply connected manifold which is strictly 1/4−pinched. Let Ω ⊂M be a domain with
8A Riemannian manifold is said to be strictly 1/4−pinched if the sectional curvature K of M satisfies
1
4K0 < K 6 K0 for a positive constant K0.
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diam(Ω) < pi2√K0 and whose boundary is of class C
2,α for some α ∈ (0, 1). Then for every
constant H the Dirichlet problem (PM×R) has a unique solution for arbitrary continuous
boundary data if, and only if, (n− 1)H∂Ω > n |H|.
Notice that it was not derived directly a sharp Serrin type result (see Theorem C stated
in the introduction) for arbitrary constant H in every Cartan-Hadamard manifold. This
is due to the fact that in Hadamard manifolds we have some geometric restrictions. For
example, not in every mean convex domain of a Hadamard manifolds the mean curvature
of the parallel hypersurfaces is increasing along the geodesics normals to ∂Ω.
By way of illustrating better this fact let M = Hn. It follows from the existence
result of Spruck [25, Th. 1.4 p. 787] that the Serrin condition is a sufficient condition if
H > n−1n . In the opposite case 0 < H <
n−1
n , Spruck noted the existence of an entire
graph of constant mean curvature n−1n in H
n×R (see [6] for explicit formulas) whose
vertical translations and reflexions are barrier for the solutions of the problem. Having
this height estimate it was possible to establish an a priori boundary gradient estimate
if the strict inequality (n− 1)H∂Ω > nH holds since in this case there exists a tubular
neighborhood of ∂Ω on which (n − 1)HΓt > nH for every hypersurface parallel to ∂Ω
contained on it. This restriction over the Serrin condition in the last case did not allows
us to establish a Serrin type solvability criterion for every constant H directly from the
combination of the existence result of Spruck [25, Th. 5.4 p. 797] with our non-existence
result for Hadamard manifods [3, Th. 2.5 p. 26] when the ambient is the hyperbolic
space.
We have also established an existence result [3, Th. 4.4 p. 51] (see also [4, Th. 5
p. 4]) for prescribed H ∈ C 1,α(Ω × R) which extends the existence result of Spruck
and that yields the following Serrin type solvability criterion when combined with the
non-existence theorem for Hadamard manifold [3, Th. 2.5 p. 26] mentioned before:
Theorem 6.3 (Serrin type solvability criterion in Hn×R). Let Ω ⊂ Hn be a
bounded domain with ∂Ω of class C 2,α for some α ∈ (0, 1). Let H ∈ C 1,α(Ω× R) be a
function satisfying ∂zH > 0 and 0 6 H 6 n−1n in Ω× R. Then the Dirichlet problem
(PM×R) has a unique solution u ∈ C 2,α(Ω) for every ϕ ∈ C 2,α(Ω) if, and only if, the
strong Serrin condition (91) holds.
Combining Theorem 6.3 with the non-existence result for Hadamard manifolds [3, Th.
2.5 p. 26] and the existence result of Spruck [25, Th. 1.4 p. 787] we deduce that the
sharp solvability criterion of Serrin (Theorem C) also holds in the C 2,α class if we replace
Rn by Hn:
Theorem 6.4 (Sharp Serrin type solvability criterion in Hn×R). Let Ω ⊂ Hn
be a bounded domain whose boundary is of class C 2,α. Then for every constant H the
Dirichlet problem (PM×R) has a unique solution for arbitrary continuous boundary data
if, and only if, (n− 1)H∂Ω(y) > n |H|.
We have also proved [3, Th. 4.1 p. 40] (see also [4, Th. 4 p. 4]) a generalization of
the Spruck’s existence result [25, Th. 1.4 p. 787] for constant mean curvature. Putting
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together this result with the non-existence theorem for Hadamard manifolds [3, Th. 2.5
p 26] we derive the following generalization in the C 2,α class of Theorem D of Serrin
stated in the introduction:
Theorem 6.5 (Serrin type solvability criterion 2). Let M be a Cartan-Hadamard
manifold and Ω ⊂ M a bounded domain whose boundary is of class C 2,α for some
α ∈ (0, 1). Suppose that H ∈ C 1,α(Ω×R) is either non-negative or non-positive in Ω×R,
∂zH > 0 and
Riccx > n sup
z∈R
‖∇xH(x, z)‖ − n
2
n− 1 infz∈R (H(x, z))
2 , ∀ x ∈ Ω.
Then the Dirichlet problem (PM×R) has a unique solution u ∈ C 2,α(Ω) for every ϕ ∈
C 2,α(Ω) if, and only if, the strong Serrin condition (91) holds.
Finally, using the non-existence result for the types of positively curved manifold
mentioned above we also derive:
Theorem 6.6 (Serrin type solvability criterion 3). Let M be a compact and sim-
ply connected manifold which is strictly 1/4−pinched. Let Ω ⊂ M be a domain with
diam(Ω) < pi2√K0 and whose boundary is of class C
2,α for some α ∈ (0, 1). Suppose that
H ∈ C 1,α(Ω× R) is either non-negative or non-positive in Ω× R, ∂zH > 0 and
Riccx > n sup
z∈R
‖∇xH(x, z)‖ − n
2
n− 1 infz∈R (H(x, z))
2 , ∀ x ∈ Ω.
Then the Dirichlet problem (PM×R) has a unique solution u ∈ C 2,α(Ω) for every ϕ ∈
C 2,α(Ω) if, and only if, the strong Serrin condition (91) holds.
Other works have considered a Serrin type condition that provides some existence
theorems in more general context (see [2], [9], [10] as examples). However, to the best
of our knowledge, no other Serrin-type solvability criterion has been proved in settings
different from the Euclidean one.
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