On Joint Functional Calculus For Ritt Operators by Mohanty, Parasar & Ray, Samya Kumar
ar
X
iv
:1
71
2.
05
53
0v
2 
 [m
ath
.C
A]
  3
1 J
an
 20
18
ON JOINT FUNCTIONAL CALCULUS FOR RITT OPERATORS
PARASAR MOHANTY AND SAMYA KUMAR RAY
Abstract. In this paper, we study joint functional calculus for commuting n-tuple of Ritt
operators. We provide an equivalent characterisation of boundedness for joint functional calculus
for Ritt operators on Lp-spaces, 1 < p < ∞. We also investigate joint similarity problem and
joint bounded functional calculus on non-commutative Lp-spaces for n-tuple of Ritt operators.
We get our results by proving a suitable multivariable transfer principle between sectorial and
Ritt operators as well as an appropriate joint dilation result in a general setting.
1. introduction
Let X be a Banach space and T be a linear operator on X. In many instances it is important
to assign a meaning to the symbol f(T ) for a bounded holomorphic function f defined on an
appropriate domain. From celebrated von Neumann inequality [53], we can associate bounded
functional calculus for every contraction when X is a Hilbert space. More precisely, if f is any
holomorphic function with poles outside closure of the unit disc D and T a contraction, then
‖f(T )‖ ≤ ‖f‖∞,D.
Above inequality follows for a commuting pair of contractions (T1, T2) on a Hilbert space
from a theorem by Ando [7]. However, Varopoulos [52] provided an example of the failure of
this inequality for commuting 3-tuple of contractions.
McIntosh and his coauthors [12], [36] developed a notion of H∞-functional calculus for sec-
torial operators on Banach spaces. Sectorial operators have been studied extensively. It has
many applications in partial differential equations and harmonic analysis [54]. The notion of
joint functional calculus for sectorial operators with commuting resolvents is due to [2], which
again has important applications in studying maximal regularity problems [26], [29].
In [32] Christian Le Merdy initiated the study of functional calculus for Ritt operators. He and
his coauthors in [4], [5] and [32], have obtained various results in the lines of sectorial operators
and also characterised Ritt operators on Lp-spaces having bounded H∞-functional calculus.
In this paper, we develop a notion of joint functional calculus for commuting Ritt operators
and obtain equivalent criterion for commuting tuple of Ritt operators to admit joint bounded
functional calculus. Though our main focus is on Lp-spaces, we obtain partial results for general
Banach spaces and non-commutative Lp-spaces.
2. Notations and main results
Let (Ω,F, µ) be a σ-finite measure space and 1 ≤ p ≤ ∞. We denote Lp(Ω,X) to be the usual
Bochner space. Given any open set D ⊆ Cn, we define H∞(D) to be the set of all bounded
holomorphic maps equipped with the supremum norm. For any set K and f : K → C, denote
‖f‖∞,K := sup{|f(z)| : z ∈ K}. If a ∈ C, we denote the open disc of radius r with center a to
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be D(a, r). For any set S we denote Sn by its n-times cartesian product and d(S1, S2) be the
usual distance between S1, S2 ⊆ C, i.e. d(S1, S2) := inf{|z1 − z2| : z1 ∈ S1, z2 ∈ S2}.
2.1. Sectorial operators. We recall some preliminaries on sectorial operators and associated
joint H∞-functional calculus. We recommend the interested readers [2], [17], [18], [25], [26] and
[29] for more on this direction.
Definition 2.1 (Sectorial operator). For any ω ∈ (0, π), let Σω := {z ∈ C \ {0} : |arg z| < ω}
be the open sector of an angle 2ω around the positive real axis (0,∞) (see FIGURE. (1)). We
say that a densely defined closed operator A : D(A) ⊆ X → X with domain D(A) is sectorial of
type ω ∈ (0, π) if we have
(i) σ(A) ⊆ Σω.
(ii) For any ν ∈ (ω, π), the set {zR(z,A) : z ∈ C \ Σν} is bounded, where R(., A) is the
resolvent operator of A.
Let ν ∈ (0, π) and Γν be the boundary of Σν , oriented counter-clockwise (see FIGURE. (1)).
For θi ∈ (0, π), 1 ≤ i ≤ n, denote H
∞
0
(∏n
i=1 Σθi
)
to be the set of all bounded holomorphic
functions f :
∏n
i=1 Σθi → C with the property that there exists constants C, s > 0, depending
only on f, such that
|f(z1, . . . , zn)| ≤ C
n∏
i=1
|zi|
s
1 + |zi|2s
, for all (z1, . . . , zn) ∈
n∏
i=1
Σθi .
Let A := (A1, . . . , An) be an n-tuple of operators with mutually commuting resolvents such that
each Ai is sectorial of type ωi ∈ (0, π), 1 ≤ i ≤ n. Let ωi < θi < π and νi ∈ (ωi, θi), 1 ≤ i ≤ n.
One defines
(1) f(A) :=
( 1
2πi
)n ∫
∏n
i=1 Γνi
f(z1, . . . , zn)
n∏
i=1
R(zi, Ai)dzi.
The decay on the resolvent operators ensures that the integral in (1) is absolutely convergent
and by Cauchy’s theorem, it is independent of νi, 1 ≤ i ≤ n. Let ΦA : H
∞
0 (
∏n
i=1Σθi) → B(X)
be defined as
ΦA(f) := f(A).
Then, the map ΦA is an algebra homomorphism [17].
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Definition 2.2. We say that A admits a joint bounded H∞
(∏n
i=1Σθi
)
functional calculus, if
for all f ∈ H∞0
(∏n
i=1 Σθi
)
, there exists a constant C > 0 (independent of f), such that
‖f(A)‖X→X ≤ C‖f‖∞,
∏n
i=1 Σθi
.
2.2. Ritt operators. We recommend [28], [32] and [49] references therein for details about Ritt
operators.
Definition 2.3 (Ritt operator). For any γ ∈ (0, π2 ), let Bγ (Stolz domain of angle γ) be the
interior of the convex hull of 1 and the disc D(0, sin γ) (FIGURE (2)). An operator T : X → X
is said to be a Ritt operator of type α ∈ (0, π2 ) if
(i) σ(T ) ⊆ Bα. (see FIGURE ( (2)))
(ii) For any β ∈ (α, π2 ), the set {(1 − λ)R(λ, T ) : λ ∈ C \ Bβ} is bounded.
The condition (ii) in the above definition is often referred as the Ritt resolvent condition.
Following result provides an alternate definition of Ritt operators.
Proposition 2.4 ([37]). Let T : X → X be a bounded operator. Then, T is a Ritt operator if
and only if
(1) The set {T n : n ≥ 1} is bounded.
(2) The set {n(T n − T n−1) : n ≥ 1} is bounded.
Let γi ∈ (0,
π
2 ), 1 ≤ i ≤ n. Let H
∞
0
(∏n
i=1 Bγi
)
be the set of all bounded holomorphic functions
φ :
∏n
i=1 Bγi → C, such that
|φ(λ1, . . . , λn)| ≤ c
n∏
i=1
|1− λi|
s, for (λ1, . . . , λn) ∈
n∏
i=1
Bγi
for some constants c, s > 0, depending only on φ. Let ΓBβ denote the boundary of Bβ oriented
counterclockwise. Suppose T = (T1, . . . , Tn) is a commuting tuple of Ritt operators such that
each Ti is a Ritt operator of type αi ∈ (0,
π
2 ) for 1 ≤ i ≤ n. Suppose βi ∈ (αi, γi), 1 ≤ i ≤ n. We
define
(2) φ(T) :=
( 1
2πi
)n ∫
∏n
i=1 ΓBβi
φ(λ1, . . . , λn)
n∏
i=1
R(λi, Ai)dλi.
The above integral is absolutely convergent due to adequate decay on the resolvent operators.
By Cauchy’s theorem it is independent of βi, 1 ≤ i ≤ n.
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Now we describe briefly how to extend the functional calculus to a larger class of bounded
holomorphic functions. Let H∞c,n(
∏n
i=1 Bγi) ⊆ H
∞(
∏n
i=1 Bγi) be the set of all functions of the
form
g(z1, . . . , zn) = f(z1, . . . , zn) +
n−1∑
k=1
∑
1≤i1<···<ik≤n
fi1,...,ik(z1, . . . , ẑi1 , . . . , ẑik , . . . , zn) + c,
where f ∈ H∞0 (
∏n
i=1 Bγi), fi1,...,ik ∈ H
∞
0 (Bγ1 × · · · × B̂γi1 × · · · B̂γik × · · · × Bγn) and c ∈ C.
In above, any symbol which has a “hat” will be omitted from the expression. It is clear that
H∞c,n(
∏n
i=1 Bγi) is a unital Banach algebra. Now, we define
g(T) = f(T) +
n−1∑
k=1
∑
1≤i1<...<ik≤n
fi1,...,ik(T1, . . . , T̂i1 , . . . , T̂ik , . . . , Tn) + cI,
Thus, we have a unital algebra homomorphism g 7→ g(T) from H∞c,n(
∏n
i=1 Bγi) to B(X).
Following lemma along with Runge’s approximation theorem asserts that this functional cal-
culus agrees with usual rational functional calculus for rational functions with poles outside∏n
i=1 Bγi . We refer [32] for a proof in case of single variable.
Lemma 2.5. Let T = (T1, . . . , Tn) be a commuting tuple of Ritt operators with Ti of type
αi ∈ (0,
π
2 ), then rTi is a Ritt operator for any r ∈ (0, 1), 1 ≤ i ≤ n and for any γi ∈ (αi,
π
2 ) and
φ ∈ H∞0 (
∏n
i=1 Bγi), φ(T) = limr→1− φ(rT1, . . . , rTn) in B(X).
Definition 2.6. We say that T admits a joint bounded H∞
(∏n
i=1 Bγi
)
functional calculus if
(3) ‖φ(T)‖X→X ≤ C‖φ‖∞,
∏n
i=1 Bγi
,
for some positive constant C > 0, which is independent of φ and φ ∈ H∞0 (
∏n
i=1 Bγi).
For our purpose it is enough to check (3) for polynomials.
Lemma 2.7. Let T = (T1, . . . , Tn) is a commuting tuple of Ritt operators satisfying hypothesis
of Lemma (2.5). Then T admits a joint bounded H∞(
∏n
i=1 Bγi) functional calculus if and only
if there exists a constant K > 0 such that for any P ∈ C[Z1, . . . , Zn]
‖P (T)‖X→X ≤ K‖P‖∞,
∏n
i=1 Bγi
The above lemma can be proved exactly as the single variable case in [32].
In the spirit of [4] and [5] we investigate necessary and sufficient conditions for commuting
tuple of Ritt operators to admit a joint bounded functional calculus. We prove the following
useful transfer result.
Theorem 2.8 (Transfer principle). Suppose T = (T1, . . . , Tn) is a commuting tuple of Ritt
operators on X. Let us denote the sectorial operators Ai = IX − Ti for 1 ≤ i ≤ n. Then, the
following are equivalent.
1. The tuple T admits a joint bounded H∞(
∏n
i=1 Bγi) functional calculus for some γi ∈
(0, π2 ), 1 ≤ i ≤ n.
2. The tuple A = (A1, . . . , An) admits a joint bounded H
∞(
∏n
i=1Σθi) functional calculus
for some θi ∈ (0,
π
2 ), 1 ≤ i ≤ n.
The above mentioned result is a mulitivariable generalisation of a similar transfer principle,
proved in [32] and can be exploited to transfer known results about sectorial operators to Ritt
operators.
The existence of bounded functional calculus is deeply connected to the notion of dilation. For
instance, if T is a contraction on a Hilbert space, then the classical result of Sz-Nagy and Foias
(see [50], Chapter 1) says that T has a unitary dilation. Ando [7] showed that any commuting
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couple of contractions on a Hilbert space admits a joint unitary dilation on a common Hilbert
space. Nagy-Foias and Ando’s dilation theorem can be used to obtain von Neumann inequality
in one and two variables respectively. However, there are examples [22], [52] of three commuting
contractions on a Hilbert space which fail to have a joint unitary dilation. Moving out of the
realm of Hilbert spaces, Akocglu and Sucheston [6] proved that any positive contraction on an
Lp-space has a onto isometric dilation, 1 < p 6= 2 < ∞, which in turn shows that this class of
contractions satisfy the Matsaev’s conjecture. We refer [13], [14] and [40] and references therein
for more information in this direction and [48] for multivariate generalisations. In [4] and [5], the
authors provided a characterisation of bounded functional calculus for Ritt operators in terms
of loose dilation, which we define below.
Definition 2.9. Let 1 < p 6= 2 <∞. Suppose T = (T1, . . . , Tn) be a commuting tuple of bounded
operators on Lp(Ω). We say that the n-tuple T admits a joint isometric loose dilation, if there
exists a measure space Ω′, a commuting tuple of onto isometries U = (U1, . . . , Un), on L
p(Ω′),
together with two bounded operators Q : Lp(Ω′)→ Lp(Ω) and J : Lp(Ω)→ Lp(Ω′), such that
T i11 · · ·T
in
n = QU
i1
1 · · ·U
in
n J
for all i1, . . . , in ∈ N0.
Lp(Ω)
T
i1
1
···T inn //
J

Lp(Ω)
Lp(Ω′)
U
i1
1
···U inn // Lp(Ω′)
Q
OO
.
In the case of Hilbert space and for any commuting tuple T = (T1, . . . , Tn) of bounded
operators on H, we say that the n-tuple T admits a joint isometric loose dilation, if there exists
a Hilbert space space K, a commuting tuple of onto isometries U = (U1, . . . , Un), on K, together
with two bounded operators Q : K → H and J : H → K, such that
T i11 · · ·T
in
n = QU
i1
1 · · ·U
in
n J
for all i1, . . . , in ∈ N0.
We recommend the readers [1], [4], [35] and [45] for notions and results from Banach space
theory. We prove the following theorem, which can be realised as a multivariate generalisation
of Theorem (4.1) of [4].
Theorem 2.10. Let 1 < p < ∞. Let X be a reflexive Banach space such that both X and X∗
have finite cotype. Let T = (T1, . . . , Tn) be a commuting tuple of bounded operators on X such
that each Ti is Ritt operator and admits a bounded H
∞-functional calculus. Then, there exists a
measure space Ω, a commuting tuple of isometric isomorphisms U = (U1, . . . , Un) on L
p(Ω,X),
together with two bounded operators Q : Lp(Ω,X)→ X and J : X → Lp(Ω,X), such that
(4) T i11 · · ·T
in
n = QU
i1
1 · · ·U
in
n J , for all i1, . . . , in ∈ N0.
X
T
i1
1
···T inn //
J

X
Lp(Ω,X)
U
i1
1
···U inn // Lp(Ω,X)
Q
OO
In addition, we have
1. If X is an ordered Banach space, the maps Uj ’s can be chosen as positive operators,
1 ≤ j ≤ n.
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2. If X is a closed subspace of an Lp-space, then Lp(Ω,X) is again a closed subspace of
an Lp-space and the maps Uj’s can be chosen to be restrictions of a commuting tuple of
positive isometric isomorphisms on an Lp-space, 1 ≤ j ≤ n.
3. If X is an SQp space, then the Banach space L
p(Ω,X) is again an SQp space and the
maps Uj’s can be chosen to be compressionss of a commuting tuple of positive isometric
isomorphisms on an Lp-space, 1 ≤ j ≤ n.
As far as we know there is no Ando like result for commuting positive operators on Lp-spaces.
However, the following result states that if (T1, T2) are commuting tuple of positive contractions
and one of them is Ritt and admits a bounded H∞-functional calculus, the tuple admits a joint
isometric loose dilation. In general for n-tuple we have the following result whose proof will be
similar to the proof of Theorem (2.10).
Theorem 2.11. Let 1 < p <∞. Let T = (T1, . . . , Tn) be a commuting tuple of bounded operators
on Lp(Ω) such that
1. T1 admits a loose dilation,
2. Each Ti is Ritt operator and Ti admits a bounded H
∞-functional calculus for 2 ≤ i ≤ n.
Then T admits a joint isometric loose dilation.
The concept of loose dilation leads to the notion of p-polynomially boundedness and p-
completely polynomially boundedness (see [5]). We need the following definitions.
For 1 ≤ j ≤ n, we define the j-th left shift operator on ℓp(Z
n) as
(Sj(a))i1,...,ij ,...,in := ai1,...,ij−1,...,in , a ∈ ℓp(Z
n).
Definition 2.12 (Jointly p-polynomially bounded). Let 1 < p <∞. Let T = (T1, . . . , Tn) be a
commuting tuple of bounded operators on X. We say that the n-tuple T is jointly p-polynomially
bounded, if there exists a K > 0 (independent of P ), such that
‖P (T)‖X→X ≤ K‖P (S)‖ℓp(Zn)→ℓp(Zn),
for any polynomial P ∈ C[Z1, . . . , Zn], where S := (S1, . . .¸ , Sn) is the commuting tuple of left
shift operators on ℓp(Z
n).
Definition 2.13 (Jointly p-completely polynomially bounded). Let T = (T1, . . . , Tn) be a com-
muting tuple of bounded operators on X. We say that T is jointly p-completely polynomially
bounded, if for all N ∈ N, there exists a constant C > 0, such that∥∥(Pi,j(T))Ni,j=1∥∥Lp([N ],X)→Lp([N ],X) ≤ C∥∥(Pi,j(S))Ni,j=1∥∥Lp([N ],ℓp(Zn))→Lp([N ],ℓp(Zn)),
where Pi,j ∈ C[Z1, . . . , Zn], 1 ≤ i, j ≤ N and [N ] =: {1, . . . , n} with counting measure.
Note that, in the case of single variable and operators on Hilbert space, the above notions of
2-polynomially boundedness and 2-completely polynomially boundedness agree with the usual
notions of polynomially boundedness and completely polynomially boundedness respectively.
We refer [42] for a detailed exposition regarding these concepts.
We require the important notion of R-boundedness. Let us consider the probability space
Ω0 = {±1}
Z. For any integer k ∈ Z, denote the k-th coordinate function as ǫk(ω) = ωk, where
ω = (ωj)j∈Z ∈ Ω0. The sequence of i.i.d. random variables (ǫk)k≥0 is called the Rademacher
system on the probability space Ω0. For 1 ≤ p < ∞ we denote the Banach space Radp(X) ⊆
Lp(Ω0,X) to be the closure of the set span{ǫk ⊗ ωk : k ∈ Z, xk ∈ X} in the Bochner space
Lp(Ω0,X). For p = 2 we simply denote Rad(X).
Let E ⊆ B(X) be a set of bounded operators in X. We say that E is R-bounded provided,
there exists a constant C > 0, such that for any finite sequence (Tk)
N
k=0 of E and a finite sequence
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(xk)
N
k=0 of X,
(5)
∥∥∥ N∑
k=0
ǫk ⊗ Tk(xk)
∥∥∥
Rad(X)
≤ C
∥∥∥ N∑
k=0
ǫk ⊗ xk
∥∥∥
Rad(X)
.
We also need the notions of R-Ritt and R-sectorial operators, which one obtains by replacing
bounded by R-bounded in Definition (2.1) and Definition (2.3) respectively. We suggest [8],
[10], [16], [55] and references therein for more about R-boundedness and its applications.
Following result provides a complete characterisation of joint bounded functional calculus for
commuting tuple of Ritt operators on Lp-spaces.
Theorem 2.14. Let 1 < p 6= 2 < ∞ and T = (T1, . . . , Tn) be a commuting tuple of Ritt
operators on Lp(Ω). Then the following assertions are equivalent.
1. The tuple T admits a joint bounded H∞(
∏n
i=1 Bγi), γi ∈ (0,
π
2 ), functional calculus.
2. Each Ti, 1 ≤ i ≤ n is R-Ritt and T admits a joint isometric loose dilation.
3. Each Ti, 1 ≤ i ≤ n is R-Ritt and T is jointly p-completely polynomially bounded.
4. Each Ti, 1 ≤ i ≤ n is R-Ritt and T is jointly p-polynomially bounded.
5. Each Ti, 1 ≤ i ≤ n is R-Ritt and (I−T1, . . . , I−Tn) admits a joint bounded H
∞(
∏n
i=1Σθi)
functional calculus for θi ∈ (0, π), for each 1 ≤ i ≤ n.
For single Ritt operators we refer Theorem (4.8) of [5]. In the last section, we prove partial
results similar to above, in the context of non-commutative Lp-spaces. For arbitrary Banach
spaces we have the following result.
Theorem 2.15. Let T = (T1, . . . , Tn) be a commuting tuple of bounded operators on X, which
is jointly p-polynomially bounded. Then (I − T1, . . . , I − Tn) is a commuting tuple of sectorial
operators and admits a joint bounded H∞(
∏n
i=1Σθi) functional calculus for all θi ∈ (
π
2 , π).
2.3. Similarity problem: If an operator T on a Hilbert space is similar to a contraction
then it is polynomially bounded. The converse was a long–standing open problem for many
years (see [23]). Finally, Pisier [43] in 1997 constructed an example to show that the converse
does not hold. Essentially, he produced an operator which is polynomially bounded but not
completely polynomially bounded (In between Paulsen [39] had shown that T is similar to
contraction if and only if it is completely polynomially bounded). For multivariable case, it is
natural to ask if for any commuting tuple of bounded operators T = (T1, . . . , Tn), Ti ∈ B(H),
1 ≤ i ≤ n, such that each Ti is similar to a contraction will automatically imply that Ti’s are
jointly similar to a commuting tuple of contractions, i.e., if there exists an invertible map S such
that (ST1S
−1, . . . , STnS
−1) is a commuting tuple of contractions ? Again, Pisier [44] (also see
[41]) answered it negatively by showing existence of two commuting contractions (T1, T2) on a
Hilbert space, Ti being similar to a contraction, 1 ≤ i ≤ 2, but T1T2 is not even polynomially
bounded. In this context, one can also ask for examples of class of operators, for which the joint
similarity problem has a positive solution. It is known that the Halmos’s similarity problem
has a positive answer in the class of Ritt operators [15], [32], [33]. Following result asserts an
affirmative answer for joint similarity problem in the class of Ritt operators.
Theorem 2.16. Let T = (T1, . . . , Tn) be a commuting tuple of Ritt operators on a Hilbert space
H. Then, the following assertions are equivalent.
1. Each Ti is similar to a contraction, 1 ≤ i ≤ n.
2. The tuple T = (T1, . . . , Tn) admis a joint bounded H
∞-functional calculus.
3. The tuple T = (T1, . . . , Tn) is jointly similar to a commuting n-tuple of contractions.
The above theorem can be interpreted as a Hilbert space variant of Theorem (2.14). Also, it is
natural to ask for examples of couple of commuting operators (T1, T2) on general Banach spaces,
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such that each of which is p-polynomially bounded (resp. completely p-polynomially bounded)
but not jointly p-polynomially bounded (resp. jointly p-completely polynomially bounded). We
do not have such example. However, in view of Theorem (2.14) we have a positive answer for
Ritt operators on Lp-spaces which are positive contractions, 1 < p 6= 2 <∞.
2.4. n-functional calculus property: It is known that in Lp-spaces, 1 < p <∞, for sectorial
operators with mutually commuting resolvents, individual boundedness of the functional calculus
will imply the boundedness of joint functional calculus of the operator tuple [18], [29]. It is
natural to know other class of Banach spaces for which such phenomenon happens. We name
this property as follows.
Definition 2.17 (n-functional calculus property). We say that the Banach space X has the
n-functional calculus property (in short n-f.c.p.) if, whenever A = (A1, . . . , An) is an n-tuple
of sectorial operators with mutually commuting resolvents, where Ai is sectorial of type ωi and
admits a bounded H∞(Σθi) functional calculus for 0 < ωi < θi, 1 ≤ i ≤ n. The tuple A admits
a joint bounded H∞(
∏n
i=1 Σβi) functional calculus, for any θi < βi < π, 1 ≤ i ≤ n.
In [29] 2-f.c.p. is defined as joint functional calculus property and the authors obtained various
class of Banach spaces which have the 2-f.c.p., generalising previous work of [2]. It has also been
proved in [2] and [18], that Lp-spaces, 1 < p < ∞ have the n-f.c.p., n ≥ 2. Following property
may produce some new class of Banach space having n-f.c.p., n ≥ 2, which are not in existing
literature.
Definition 2.18 (Property An). We say that a Banach space X satisfies property An, if there is
a constant C > 0 such that for all k ∈ N, and (αi1,...,in)1≤i1,...,in≤k ∈ C
nk, (xi1,...,in)1≤i1,...,in≤k ∈
Xnk and (x∗i1,...,in)1≤i1,...,in≤k ∈ X
∗nk, we have∣∣∣∣∣∣
∑
1≤i1,...,in≤k
αi1,...,in
〈
xi1,...,in , x
∗
i1,...,in
〉∣∣∣∣∣∣
≤ C sup
i1,...,in≥0
|αi1,...,in |
∥∥∥ ∑
1≤i1,...,in≤k
⊗nj=1ǫijxi1,...,in
∥∥∥
L2(Ωn,X)
×
∥∥∥ ∑
1≤i1,...,in≤k
⊗nj=1ǫijx
∗
i1,...,in
∥∥∥
L2(Ωn,X∗)
,
where ⊗nj=1ǫij is defined as ⊗
n
j=1ǫij(ω1, . . . , ωn) :=
∏n
j=1 ǫij(ωj).
It is easy to see that every Hilbert space has property An. Pisier [46] has introduced property
(α). Analogously one can define property (αn) for multivariable purpose. For n = 2, the property
(α2) implies property (A) defined in [29]. As an application of Minkowski and Khinitchine
inequality one can show that Lp-spaces, for 1 ≤ p < ∞ have property (αn) ([51], Page 276).
Also, it is easy to see that property (αn) implies property A
n. Note that, for any Banach Space
X which has property An, the dual X∗ also satisfies property An. In [32] and [29] it was observed
that any Banach lattice which is of finite cotype has property (α). It can again be shown that
this class has property (αn) for all n > 2 and as a consequence has property A
n. We have the
following theorem.
Theorem 2.19. Let n ≥ 2 and X be a Banach space and has property An. Then X has n-f.c.p.
3. Proof of the results:
Proof of Theorem (2.8):
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γi βi θ αi
Γi1
Γi2
σ(A)
cos(β)eiβ
0
∆γ
Figure 3.
Let us denote ∆γ := 1− Bγ for γ ∈ (0,
π
2 ). Fix γi ∈ (0,
π
2 ) and βi ∈ (0, γi), for 1 ≤ i ≤ n. Let
αi < θ < βi. Let Γ
i
1 be the contour connecting cosβi exp(iβi) to 0 and 0 to cos βi exp(−iβi) via
straight lines, and Γi2 be the contour going from cos β exp(−iβi) to cos β exp(iβi) along the circle
with centre at 1 and radius sin β in the counterclockwise direction (see FIGURE (3)). Define
the contour Γi := Γi1 + Γ
i
2. Let f ∈ H
∞(
∏n
i=1∆γi) satisfying |f(z1, . . . , zn)| ≤ c1
∏n
i=1 |zi|
s for
some s > 0. For jk ∈ {1, 2}, 1 ≤ k ≤ n, let us define (on an appropriate domain)
fj1,...,jn(z1, . . . , zn) :=
( 1
2πi
)n ∫
Γ1
j1
· · ·
∫
Γn
jn
f(λ1, . . . , λn)∏n
i=1(λi − zi)
dλ1 · · · dλn.
Observe that, for (z1, . . . , zn) ∈
∏n
i=1 Bβi by Cauchy’s theorem,
(6) f(z1, . . . , zn) =
∑
1≤j1,...,jn≤2
fj1,...,jn(z1, . . . , zn).
Let us fix a tuple (j1, . . . , jn), where not all jk’s take the same value. Define the following affine
maps on Cn as
PiF(j1, . . . , jn)(z1, . . . , zn) :=
{
zi, ji = 1
0, ji 6= 1,
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where Pi : C
n → Cn is the i-th projection map, for 1 ≤ i ≤ n. Define
Fj1,...,jn(z1, . . . , zn) :=
(fj1,...,jn(F(j1, . . . , jn))(z1, . . . , zn)∏
{i,ji=2}
(1 + zi)
,
F1,...,1(z1, · · · , zn) := f1,...,1(z1, · · · , zn),
F2,...,2(z1, · · · , zn) :=
f2,...,2(0, . . . , 0)∏n
i=1(1 + zi)
.
First, we will prove two lemmas, which are essential for the proof of Theorem (2.8). We need
the following single variable version of Lemma (3.2) which was part of Proposition (4.1) in [32].
However, for convenience we give the proof here.
Lemma 3.1 ([32]). Let 0 < θ < β1 < γ1 <
π
2 . Let f ∈ H
∞(∆γ1) satisfying |f(z1)| ≤ c1|z1|
s for
some c, s > 0. Let us define
g(z1) = F1(z1) +
1
1 + z1
F2(0),
where
Fj(z1) =
1
2πi
∫
Γ1j
f(λ1)
λ1 − z1
dλ1, for j = 1, 2.
Then g ∈ H∞0 (Σθ) and ‖g‖∞,Σθ ≤ C‖f‖∞,∆γ1 .
Proof. Note that
F1(z1) =
1
2πiz1
∫
Γ1
1
f(λ1)
λ1
z1
− 1
dλ1.
Therefore, for |z1| → ∞ we have, z1F1(z1) is bounded on Σθ. We rewrite g as
(7) g(z1) = f(z1) + (F2(0)− F2(z1))− F2(0)
z1
1 + z1
, z1 ∈ ∆θ.
It is easy to see that |F2(z1) − F2(0)| ≤ c1|z1|, for z1 ∈ ∆θ. Therefore, by (7), we obtain that
|g(z1)| ≤ c2|z1|
s for z1 ∈ ∆θ for some s > 0. Thus, the first part of the lemma is proved.
For the second part notice that d(Γ11,Σθ \ ∆θ) > 0. Therefore, we deduce the elementary
estimate
‖F1‖∞,Σθ\∆θ ≤ C1‖f‖∞,∆γ1
where the constant C1 > 0 is independent of f. Again d(Γ
1
2,∆θ) > 0 gives
‖F2‖∞,∆θ ≤ C2‖f‖∞,∆γ1
and C2 > 0 is independent of f. For z ∈ ∆β1 , we have f(z1) = F1(z1) + F2(z1) by Cauchy’s
theorem. Therefore, one can easily deduce the estimate
‖F1‖∞,Σθ ≤ C‖f‖∞,∆γ1
for some positive constant C, which is independent of f. From this one readily establishes the
last part of the lemma. 
Throughout this section we will follow notations as in the beginning of this section.
Lemma 3.2. Let us define the following auxiliary function
(8) g(z1, . . . , zn) =
∑
1≤j1,...,jn≤2
Fj1,...,jn(z1, . . . , zn).
Let θ ∈ (0, βi), 1 ≤ i ≤ n. Then g ∈ H
∞
0 (Σ
n
θ ).
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Proof. We will give the proof for n = 2 to explicitly. To avoid notational complexity, for general
n we merely sketch it.
It is clear that g is holomprphic on appropriate domain. To establish the lemma, we need to
consider the following cases.
Case 1: Both |z1| and |z2| are large. We use triangle inequality in (8), we obtain the following
estimate on g.
|g(z1, z2)| ≤
1
4π2|z1||z2|
∣∣∣∣∣
∫
Γ1
1
∫
Γ2
1
f(λ1, λ2)
(λ1/z1 − 1)(λ2/z2 − 1)
dλ1dλ2
∣∣∣∣∣
+
1
4π2|z1||1 + z2|
∣∣∣∣∣
∫
Γ1
1
∫
Γ2
2
f(λ1, λ2)
(λ1/z1 − 1)λ2
dλ1dλ2
∣∣∣∣∣
+
1
4π2|z2||1 + z1|
∣∣∣∣∣
∫
Γ1
2
∫
Γ2
1
f(λ1, λ2)
λ1(λ2/z2 − 1)
dλ1dλ2
∣∣∣∣∣
+
∣∣∣∣ 1(1 + z1)(1 + z2)f4(0, 0)
∣∣∣∣ .
Therefore, in this case |g(z1, z2)| ≤ c2|z1|
−1|z2|
−1 for some constant c2 > 0 which is independent
of z1, z2.
Case 2: |z2| is large and |z1| small. We group F1,1 and F2,1 in (8) to obtain the following
expression
−
1
4π2
(∫
Γ2
1
1
λ2 − z2
(∫
Γ1
1
f(λ1, λ2)
(λ1 − z1)
dλ1 +
1
1 + z1
∫
Γ1
2
f(λ1, λ2)
λ1
dλ1
)
dλ2
)
.(9)
For a fixed λ2 let us define, f˜
λ2(z) = f(z1, λ2). Applying Lemma (3.1) to the function f˜
λ2 , the
term inside the bracket of (9) will produce a factor of |z1|s for some s > 0 and as |z2| is large
we will get a factor of 1|z2| . Hence, we have the estimate
|F1,1(z1, z2) + F2,1(0, z2)| ≤ c3|z1|
s|z2|
−1.
Similarly, we group F1,2 and F2,2 in (8) to obtain appropriate bound for g.
Case 3: |z1| is large and |z2| small. This is similar to the previous case. The only difference
is that we need to group F1,1 with F1,2 and F2,1 with F2,2 respectively.
Case 4: Both |z1| and |z2| are small. We apply Cauchy’s theorem to obtain the following
identity
g(z1, z2) = f(z1, z2)−
(
f1,2(z1, z2)−
1
1 + z2
f1,2(z1, 0)
)
−
(
f2,1(z1, z2)−
1
1 + z1
f2,1(0, z2)
)
−
(
f2,2(z1, z2)−
1
(1 + z1)(1 + z2)
f2,2(0, 0)
)
= I1 − I2 − I3 − I4.
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Let us rewrite and notice that
I2 = (f1,2(z1, z2)− f1,2(z1, 0)) +
z2
1 + z2
f1,2(z1, 0)
= −
1
4π2
( ∫
Γ1
1
∫
Γ2
2
z2f(λ1, λ2)
λ2(λ1 − z1)(λ2 − z2)
dλ1dλ2 +
∫
Γ1
2
∫
Γ2
2
z2f(λ1, λ2)
λ2(λ1 − z1)(λ2 − z2)
dλ1dλ2
)
+
1
4π2
∫
Γ1
2
∫
Γ2
2
z2f(λ1, λ2)
λ2(λ1 − z1)(λ2 − z2)
dλ1dλ2 +
z2
1 + z2
f1,2(z1, 0)
= −
z2
4π2
∫
Γ2
2
1
λ2(λ2 − z2)
∫
Γ1
f(λ1, λ2)
(λ1 − z1)
dλ1dλ2 +
1
4π2
∫
Γ1
2
∫
Γ2
2
z2f(λ1, λ2)
λ2(λ1 − z1)(λ2 − z2)
dλ1dλ2
+
z2
1 + z2
f1,2(z1, 0)
=
1
2πi
∫
Γ2
2
z2f(z1, λ2)
λ2(λ2 − z2)
dλ2 +
1
4π2
∫
Γ1
2
∫
Γ2
2
z2f(λ1, λ2)
λ2(λ1 − z1)(λ2 − z2)
dλ1dλ2 +
z2
1 + z2
f1,2z1, 0).
By an analogous computation, we derive
I3 =
1
2πi
∫
Γ1
2
z1f(λ1, z2)
λ1(λ1 − z2)
dλ1 +
1
4π2
∫
Γ1
2
∫
Γ2
2
z1f(λ1, λ2)
λ1(λ1 − z1)(λ2 − z2)
dλ1dλ2 +
z1
1 + z1
f2,1(z1, 0).
Now we observe the following
f2,2(z1, z2)− f2,2(0, 0) = −
1
4π2
(∫
Γ1
2
∫
Γ2
2
f(λ1, λ2)
λ1z2 + λ2z1 − z1z2
λ1λ2(λ1 − z1)(λ2 − z2)
dλ1dλ2
)
= −
1
4π2
(∫
Γ1
2
∫
Γ2
2
z2f(λ1, λ2)
λ2(λ1 − z1)(λ2 − z2)
dλ1dλ2
+
∫
Γ1
2
∫
Γ2
2
z1f(λ1, λ2)
λ1(λ1 − z1)(λ2 − z2)
dλ1dλ2
−z1z2
∫
Γ1
2
∫
Γ2
2
f(λ1, λ2)
λ2λ1(λ2 − z2)(λ1 − z1)
dλ1dλ2
)
.
Hence, by adding all the terms we get
g(z1, z2) = f(z1, z2)−
1
2πi
(∫
Γ2
2
z2f(z1, λ2)
λ2(λ2 − z2)
dλ2 +
∫
Γ1
2
z1f(λ1, z2)
λ1(λ1 − z1)
dλ1
)
−
z2
1 + z2
(
f1,2(z1, 0) +
1
(1 + z1)
f2,2(0, 0)
)
−
z1
1 + z1
(
f2,1(0, z2) +
1
(1 + z2)
f2,2(0, 0)
)
−z1z2
( 1
4π2
∫
Γ1
2
∫
Γ2
2
f(λ1, λ2)
λ2λ1(λ2 − z2)(λ1 − z1)
dλ1dλ2
+
1
(1 + z1)(1 + z2)
f2,2(0, 0)
)
.
Since |z1|, |z2| both small, we have
(10)
∣∣∣∣∣
∫
Γ2
2
z2f(z1, λ2)
λ2(λ2 − z2)
dλ2 +
∫
Γ1
2
z1f(λ1, z2)
λ1(λ1 − z1)
dλ1
∣∣∣∣∣ ≤ K1|z1|s|z2|s,
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where K1 > 0 is a constant which depends on f. We apply Lemma (3.1) as we did to handle
Case 2 to get a constant K2 > 0 such that∣∣∣f1,2(z1, 0) + 1
(1 + z1)
f2,2(0, 0)
∣∣∣ ≤ K2|z1|s.(11)
Similarly, for some K3 > 0, we will obtain the bound∣∣∣∣f2,1(0, z2) + 1(1 + z2)f2,2(0, 0)
∣∣∣∣ ≤ K3|z2|s.(12)
Therefore, in view of (10), (11) and (12), we obtain that |g(z1, z2)| ≤ C|z1|
s|z2|
s, where C > 0
is a constant.
We now sketch the proof for general case. To prove our claim, we proceed by induction. The
base case is covered by (3.1) and the case n = 2 is already settled. Note that if |zi| is large for
all 1 ≤ i ≤ n, one can do elementary computations (exactly as in the case n = 2) to deduce the
following estimate
|Fj1,...,jn(z1, . . . , zn)| ≤ Cj1,...,jn
n∏
i=1
|zi|
−1, (z1, . . . , zn) ∈ Σ
n
θ
and j1, . . . , jn ∈ {1, 2}. It is clear that g : Σ
n
θ → C is a holomorphic function. To show the
appropriate decay of g, we need to estimate in 2n regions, where in each region some of zi’s are
small and some are large. Fix 1 ≤ r < n. Let |zi|, 1 ≤ i ≤ r be small and |zl|, r + 1 ≤ l ≤ n
large. Consider the following sum
S :=
∑
1≤j1,...,jr≤2
fj1,...,jr,1, . . . , 1︸ ︷︷ ︸
s
,2, . . . , 2︸ ︷︷ ︸
t∏
{i:ji=2}
(1 + zi)
n∏
i=r+s+1
(1 + zi)
, s+ t = n− r.
Then we have that S is equal to
n∏
i=r+s+1
(1 + zi)
−1 ∑
1≤j1,...,jr≤2
( 1
2πi
)n−r( n∏
k=r+1
∫
Γk
1
1∏r+s+1
i=r+1 (λi − zi)
∏n
l=r+s+1 λl( r∏
m=1
∫
Γmjm
F
λr+1,...,λn
j1,...,jr
(z1, . . . .zr)
) n∏
i=1
dλi
)
.
In above F
λr+1,...,λn
j1,...,jr
is defined as one does for f by keeping λr+1, . . . , λn fixed and defining
fλr+1,...,λn(z1, . . . , zr) := f(z1, . . . , zr, λr+1, . . . , λn). From induction hypothesis the above sum
has the appropriate decay. Now let us group terms in (8) as the following. We choose a
fixed but arbitrary tuple of integers {l1, . . . , lr} ⊆ {1, . . . , n}. Let us denote the set {1, . . . , n} \
{l1, . . . , lr} ⊆ {1, . . . , n} by {l
′
1, . . . , l
′
n−r}. Let |zli | for 1 ≤ i ≤ r be small and |zl′j | for 1 ≤ j ≤ n−r
be large. Fixing {l′1, . . . , l
′
n−r} choose the set of multi-indices Z(l
′
1, . . . , l
′
n−r) := {j1 , . . . , jn : jli ∈
{1, 2}, 1 ≤ i ≤ r} Therefore, by symmetry and previous calculation yield
g =
∑
1≤jl′
1
,...,jl′
n−r
≤2
∑
Z(l′
1
,...,l′n−r)
Fj1,...,jn
has the appropriate decay. Thus g has the necessary decay when not all |zi|’s are small for
1 ≤ i ≤ n.
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To deal with the case when all |zi|’s are small, we proceed as the following. Notice that by
Cauchy’s theorem (6)
(13) g(z1, . . . , zn) = f(z1, . . . , zn) +
∑
not all ij ’s are 1
(
Fi1,...,in − fi1,...,in
)
Therefore, by doing a partial fraction expansion as in the case of n = 2, we get that the term
f1, . . . , 1,︸ ︷︷ ︸
r
,2,...,2(z1, . . . , zn)−F1, . . . , 1,︸ ︷︷ ︸
r
,2,...,2(z1, . . . , zr︸ ︷︷ ︸
r
, 0, . . . , 0) is equal to the following expression
(
f1,...,1,2,...,2(z1, . . . , zn)− f1,...,1,2,...,2(z1, . . . , zr, 0, . . . , 0)
)
+
( n∑
i=r+1
zi∏n
j=r+1(1 + zj)
+
∑
r+1≤i<j≤n
zizj∏n
j=r+1(1 + zj)
+ · · ·
+
zr+1 · · · zn∏n
j=r+1(1 + zj)
)
f1,...,1,2,...,2(z1, . . . , zr, 0, . . . , 0).
We do a similar calculation for other terms in (13) to obtain that g is equal to the following
expression
f(z1, . . . , zn)(14)
−
1
2πi
n∑
j=1
zj
∫
Γj
2
f(z1, . . . , zj−1, λj , zj+1, . . . , zn)
λj(λj − zj)
dλj
−
n∑
k=1
( ∑
1≤i1<i2<...<ik≤n
zi1 . . . zik∏k
l=1(1 + zil)
g˜i1,...,ik(z1, . . . , ẑi1 , . . . , ẑi2 , . . . , ẑik , . . . , zn)
)
+
n−1∑
k=2
(−1)k−1
∑
1≤i1<i2<...<ik≤n
(
1
2πi
)k
zi1 . . . zik ×
k∏
l=1
∫
Γ
il
2
f(z1, . . . , λi1 , zi1+1, . . . , zik−1, λik , zik+1, . . . , zn)∏n
l=1(λil(λil − zil))
k∏
l=1
dλil
+
( 1
2πi
)n( n∏
i=1
zi
) n∏
j=1
∫
Γj
2
f(λ1, . . . , λn)∏k
l=1(λi(λi − zi))
n∏
i=1
dλi +
f2,...,2(0, . . . , 0)∏n
i=1(1 + zi)
 .
In above g˜i1,...,ik is defined as follows. Define the multiindex
σ(i1, . . . , ik) := {l1, . . . , ln : lij = 2, 1 ≤ j ≤ k}.
Then,
g˜i1,...,ik :=
∏k
j=1(1 + zij )
zi1 . . . zik
∑
σ(i1,...,ik)
Fl1,...,ln .
We use the induction hypothesis to obtain∣∣∣∣∣ zi1 . . . zik∏k
i=1(1 + zi)
g˜i1,...,ik(z1, . . . , ẑi1 , . . . , ẑi2 , . . . , ẑik , . . . , zn)
∣∣∣∣∣(15)
≤ Di1,...,ik
k∏
l=1
|zil |
∏
l 6=ij
|zl|
s
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Note that for each 1 ≤ j ≤ n ∣∣∣∣∣zj
∫
Γj
2
f(z1, . . . , zj−1, λj , zj+1, . . . , zn)
λj(λj − zj)
dλj
∣∣∣∣∣(16)
≤ Cj|zj ||z1|
s . . . |zj−1|
s|zj+1|
s . . . |zn|
s.
Similarly, ∣∣∣∣∣zi1 . . . zik
k∏
l=1
∫
Γ
il
2
f(z1, . . . , λi1 , zi1+1, . . . , zik−1, λik , zik+1, . . . , zn)∏k
l=1(λil(λil − zil))
k∏
l=1
dλil
∣∣∣∣∣(17)
≤ Ci1,...,ik
k∏
j=1
|zij |
∏
l 6=ij
|zl|
s.
Therfore, in view of (14), (15), (16) and (17) we have the required decay on g when all |zi|’s are
small for 1 ≤ i ≤ n. Hence, the result. 
Lemma 3.3. There exists positive constant K independent of f such that
‖g‖∞,Σn
θ
≤ K‖f‖∞,
∏n
i=1∆γi
,
where K > 0 is a constant (independent of f).
Proof. First we provide the proof for n = 2. Clearly f1,1 is holomorphic on Σθ × Σθ. Note that
(as d(Σθ \∆θ,Γ
1
1), d(Σθ \∆θ,Γ
2
1) > 0. Therefore, we have the estimate
|f1,1(z1, z2)| ≤ c1‖f‖∞,∆γ1×∆γ2 , (z1, z2) ∈ (Σθ \∆θ)
2,
where c1 > 0 is independent of f. For (z1, z2) ∈ ∆θ × (Σθ \∆θ), we have
f1,1(z1, z2) = −
1
4π2
∫
Γ2
1
1
(λ2 − z2)
∫
Γ1
1
f(λ1, λ2)
(λ1 − z1)
dλ1dλ2
=
1
2πi
∫
Γ2
1
1
(λ2 − z2)
(
f(z1, λ2)−
1
2πi
∫
Γ1
2
f(λ1, λ2)
λ1 − z1
dλ1
)
dλ2.
The distance of z1 and z2 from Γ
1
2 and Γ
2
1 respectively are strictly positive. Hence, there exists
a constant c2 > 0 (independent of f), such that
|f1,1(z1, z2)| ≤ c2‖f‖∞,∆γ1×∆γ2
for (z1, z2) ∈ ∆θ × (Σθ \∆θ). Similarly, we will get the estimate on Σθ \∆θ ×∆θ. Let (z1, z2) ∈
∆θ ×∆θ. In this case f1,2 has appropriate bound on ∆θ ×∆θ. Note that
f1,2(z1, z2) =
1
2πi
∫
Γ2
2
1
(λ2 − z2)
(
f(z1, λ2)−
1
2πi
∫
Γ1
2
f(λ1, λ2)
λ1 − z1
dλ1
)
dλ2.
Hence, for some constant c3 > 0 (independent of f) |f1,2(z1, z2)| ≤ c3‖f‖∞,∆γ1×∆γ2 for (z1, z2) ∈
∆θ × ∆θ. Similarly, we can get appropriate bound for f2,1 in ∆θ × ∆θ. Easy to see f2,2 is
bounded on ∆θ ×∆θ. Note that, by Cauchy’s formula
(18) f(z1, z2) =
∑
1≤i,j≤2
fi,j(z1, z2), (z1, z2) ∈ ∆θ ×∆θ.
Therefore, by taking f1,1 on the other side of (18)
f1,1 ∈ H
∞(Σθ × Σθ); and ‖f1,1‖∞,Σθ×Σθ ≤ K1‖f‖∞,∆γ1×∆γ2 .
Since d(Σθ \∆θ,Γ
2
1) > 0, we have the estimate
‖f2,1(0, z2)‖∞,Σθ\∆θ ≤ d1‖f‖∞,∆γ1×∆γ2
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for some constant d1 > 0 (independent of f). Therefore, combining with earlier estimates
‖f2,1(0, z2)‖∞,Σθ ≤ d2‖f‖∞,∆γ1×∆γ2
for some constant d2 > 0 (independent of f). We can derive a likewise estimate for f1,2(z1, 0).
Combining these estimates one can obtain a constant D > 0 (independent of f), such that
‖g(z1, z2)‖∞,Σθσθ ≤ D‖f‖∞,∆γ1×∆γ2 .
Now we give the proof for general n. Notice that d(Σθ \∆θ,Γ
i
1) > 0, for all 1 ≤ i ≤ n. Therefore,
we have the estimate
|f1,...,1(z1, . . . , zn)| ≤ C1‖f‖∞,
∏n
i=1∆i
, for all (z, . . . , zn) ∈ (Σθ \∆θ)
n,
where C1 > 0 is independent of f.
Let us fix an integer r, where 1 ≤ r < n. We choose a fixed but arbitrary tuple of inte-
gers {l1, . . . , lr} ⊆ {1, . . . , n}. Let us denote the set {1, . . . , n} \ {l1, . . . , lr} ⊆ {1, . . . , n} by
{l′1, . . . , l
′
n−r}. Consider the following set
J(l1, . . . , lr) := {(z1, . . . , zn) : zl1 , . . . , zlr ∈ Σθ \∆θ, zi ∈ ∆θ, i /∈ {l1, . . . , lr}}.
Next we show that |f1,...,1(z1, · · · , zn)| ≤ Cl1,...,lr‖f‖∞,
∏n
i=1∆γi
, for all (z1, . . . , zn) ∈ J(l1, . . . , lr),
where Cl1,...,lr > 0 is independent of f. Due to symmetry one may assume li = i for 1 ≤ i ≤ r.
For (z1, . . . , zn) ∈ J(1, . . . , r), we have by Cauchy’s theorem
f1,...,1(z1, . . . , zn)(19)
=
( 1
2πi
)r ∫
Γ1
1
· · ·
∫
Γr
1
1∏r
k=1(λk − zk)
(
f(λ1, . . . , λr, zr+1, . . . , zn)
−
∑
not all j′is are 1
( 1
2πi
)n−r ∫
Γr+1jr+1
· · ·
∫
Γnjn
f(λ1, · · · λn)∏n
k′=r+1(λlk′ − zlk′ )
) r∏
j=1
dλj .
In the above expression, for each term in the sum we use Cauchy’s theorem to replace Γi1 by
Γi2 for r + 1 ≤ i ≤ n and repeat this procedure until we are only left with integrals involving
Γi2 for r + 1 ≤ i ≤ n. Observe that d(Σθ \∆θ,Γ
k
1) > 0 for 1 ≤ k ≤ r. Also d(∆θ,Γ
k′
2 ) > 0 for
r + 1 ≤ k′ ≤ n. Therefore, from (19) we obtain for some constant C1,...,1 > 0
|f1,...,1(z1, . . . , zn)| ≤ C1,...,1‖f‖∞,
∏n
i=1∆γi
for all (z1, . . . , zn) ∈ J(1, . . . , r). Taking account of each estimates by varying the sets {l1, . . . , lr},
it is immediate that for some constant C2 > 0 (independent of f)
|f1,...,1(z1, . . . , zn)| ≤ C2‖f‖∞,
∏n
i=1∆γi
, (z1, . . . , zn) ∈ (Σθ)
n \ (∆θ)
n.
Consider the function f1,...,1,2...,2, where we have 1’s in the first r positions and 2’s in the rest
of n− r positions. By Cauchy’s theorm
f1,...,1,2...,2(z1, . . . , zn)
=
( 1
2πi
)n−r ∫
Γr+1
2
· · ·
∫
Γn
2
1∏n
i=r+1(λi − zi)
(
f(z1, . . . , zr, λr+1, . . . , λn)
−
( 1
2πi
)r ∑
not all j′is are 1
r∏
i=1
∫
Γiji
n∏
l=r+1
∫
Γl
2
f(λ1, . . . , λn)∏r
i=1(λi − zi)
∏n
k=r+1 λk
dλ1 · · · dλr
) n∏
j=r+1
dλj .
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Now we again repeat the same procedure as we did for f1,...,1 to obtain the bound
|f1,...,1,2...,2(z1, . . . , zn)| ≤ C3‖f‖∞,
∏n
i=1∆γi
, (z1, . . . , zn) ∈ ∆
n
θ ,
where the constant C3 > 0 is independent of f. By symmetry we can get appropriate bounds for
all fj1,...,jn , where not all jk’s are 1, for 1 ≤ k ≤ n on ∆
n
θ . Therefore, by (6), we have for some
constant C4 > 0 (independent of f)
(20) f1,...,1 ∈ H
∞(Σnθ ); and ‖f1,...,1‖∞,Σnθ ≤ C4‖f‖∞,
∏n
i=1∆γi
,
Notice that by (20) we have the estimate
‖f1, . . . , 1,︸ ︷︷ ︸
r
,2,...,2(z1, . . . , zr︸ ︷︷ ︸
r
, 0, . . . , 0)‖Σr
θ
≤ C ′‖f‖∞,
∏n
i=1∆γi
for some constant C ′ > 0 which is independent of f. Again by symmetry we have the required
estimate for g. 
Proof of Theorem (2.8): Let us assume (1) holds. For any f ∈ H∞0 (
∏n
i=1 Σγi), we associate
a function φ :
∏n
i=1 Bγi → C as
φ(z1, . . . , zn) := f(1− z1, . . . , 1− zn).
It is immediate that φ ∈ H∞0 (
∏n
i=1 Bγi) and ‖φ‖∞,
∏n
i=1 Bγi
≤ ‖f‖∞,
∏n
i=1 Σγi
. Thereafter, one can
use Cauchy’s theorem to compare (1) and (2) and obtain f(A) = φ(T). It implies that A admits
a joint bounded H∞(
∏n
i=1Σγi) functional calculus.
To prove (2) implies (1), let us assume that the tupleA = (A1, . . . , An) admits a joint bounded
H∞(
∏n
i=1Σθi) functional calculus for some θi ∈ (0,
π
2 ), 1 ≤ i ≤ n. Suppose σ(Ai) ⊆ ∆αi ,
1 ≤ i ≤ n. We can assume that all θi’s are equal and θ > αi for 1 ≤ i ≤ n. Now we choose βi
and γi in (0,
π
2 ) so that θ < βi < γi for 1 ≤ i ≤ n. We first give the proof for n = 2.
Let φ ∈ H∞0 (Bγ1 × Bγ1). Define f : ∆γ1 ×∆γ2 → C to be
f(z1, z2) := φ(1− z1, 1− z2).
Now we define an auxilliary function g as in (8). Since g ∈ H∞0 (Σθ × Σθ) by Lemma (3.2) we
can define g(A1, A2) by (1). Let us define
f1,1(A1, A2) := g(A1, A2)− (I +A2)
−1f1,2(A1, 0) − (I +A1)
−1f2,1(0, A2)
(21) − (I +A1)
−1(I +A2)
−1f2,2(0, 0),
where in (21) f1,2(A1, 0) and f2,1(0, A2) are defined as the following. Consider
g˜(z1) = f1,2(z1, 0) +
1
1 + z1
f2,2(0, 0).
By Lemma (3.1) g˜ ∈ H∞0 (Σθ). Therefore, g˜(A1) can be defined as in (1). Thus, we can define
f1,2(A1, 0) := g˜(A1)− (I +A1)
−1f2,2(0, 0).
We define f2,1(0, A2) in a similar manner. Since A1 admits a bounded functional calculus, we
have the estimate ‖g˜(A1)‖ ≤ K
′‖g˜‖∞,Σθ . Therefore, it follows immediately that
‖f1,2(A1, 0)‖ ≤ K
′′‖g˜‖∞,Σθ ≤ K2‖f‖∞,∆γ1×∆γ2 .
Similarly, we get the appropriate bound for f2,1,
‖f2,1(0, A2)‖ ≤ K3‖f‖∞,∆γ1×∆γ2 .
Note that the constants K2 and K3 are independent of f. From (21), we get
(22) ‖f1,1(A1, A2)‖ ≤ K4‖f‖∞,∆γ1×∆γ2 ,
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for some positive constant K4 (independent of f). For a fixed λ2 define f˜
λ2(z1) = f(z1, λ2).
Note that the function
gλ2(z1) :=
1
2πi
(∫
Γ1
1
f˜λ2(λ1)
λ1 − z1
dλ1 +
1
1 + z1
∫
Γ1
2
f˜λ2(λ1)
λ1
dλ1
)
is in H∞0 (Σθ). Thus, we use Lemma (3.1) to have
(23) ‖gλ2(A1)‖ ≤ K5‖f‖∞,∆γ1×∆γ1 ,
where, K5 > 0 is independent of f. Let us define
f1,2(A1, A2) :=
1
2πi
∫
Γ2
2
gλ2(A1)(λ2 −A2)
−1dλ2
−
( 1
2πi
)2 ∫
Γ1
2
∫
Γ2
2
f(λ1, λ2)λ
−1
1 (λ2 −A2)
−1dλ1dλ2.
In above the second integral is defined as Dunford-Riesz functional calculus. Since σ(Ai)∩Γ
i
2 = ∅,
i = 1, 2, one can observe that inf
λi∈Γi2
‖λiI −Ai‖ > 0 for 1 ≤ i ≤ 2. Therefore, by (23) we have an
estimate
(24) ‖f1,2(A1, A2)‖ ≤ K6‖f‖∞,∆γ1×∆γ1 .
By a similar way one can define f2,1(A1, A2) and obtain the estimate
(25) ‖f2,1(A1, A2)‖ ≤ K7‖f‖∞,∆γ1×∆γ1 .
It is easy to see
(26) ‖f2,2(A1, A2)‖ ≤ K8‖f‖∞,∆γ1×∆γ1
Note that the constants K6,K7,K8 > 0 are independent of f . Hence by (21), (24), (25) and
(26) we have
‖φ(T1, T2)‖ = ‖f1,1(A1, A2) + f1,2(A1, A2) + f2,1(A1, A2) + f2,2(A1, A2)‖
≤ K‖φ‖∞,Bγ1×Bγ2 ,
where K > 0 is independent of f.
Now we sketch the proof for the general case. We proceed by induction. Let us define
f1,...,1(A1, . . . , An) to be the following
g(A1, . . . , An)−
n∑
i=1
(I +Ai)
−1f2,...,2, 1︸︷︷︸
i
,2,...,2(0, . . . , 0, Ai, 0, . . . , 0)(27)
−
∑
1≤i<j≤n
(I +Ai)
−1(I +Aj)
−1f2,...,2, 1︸︷︷︸
i
,...,2, 1︸︷︷︸
j
,...,2(0, . . . , 0, Ai, . . . , 0, Aj . . . , 0) −
· · · −
n∏
i=1
(I +Ai)
−1f2,...,2(o, . . . , 0)
In above g(A1, . . . , An) is defined by (1). We define f2,...,2, 1︸︷︷︸
i
,2,...,2(0, . . . , 0, Ai, 0, . . . , 0) as the
following
f2,...,2, 1︸︷︷︸
i
,2,...,2(0, . . . , 0, Ai, 0, . . . , 0) :=
[
f2,...,2, 1︸︷︷︸
i
,2,...,2(0, . . . , 0, ·, 0, . . . , 0) +
1
1 + ·
f2,...,2(0, . . . , 0)
]
(A1)− (I +Ai)
−1f2,...,2(0, . . . , 0),
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where in the bracket we have again used (1) to define the operator. We define other terms in (27)
in a similar fashion and repeatitively. In an analogous way we can define fi1,...,in(A1, . . . , An).
Now we can proceed as n = 2 and use Lemma (3.3) to obtain the required result. 
Remark 3.4. In [32] a notion of joint quadratic functional calculus was introduced. An analo-
gous transfer principle like Theorem (2.8) can be proved in this general setting.
Proof of Theorem (2.10):
Let T be Ritt operator on X. Since I−T is a sectorial operator, one can define via functional
calculus the fractional power (I−T )α for any α > 0. One defines the associated Littlewood-Paley
square function
‖x‖T,α :=
∥∥∥ ∞∑
k=0
(k + 1)α−
1
2 ǫk ⊗ T
k(I − T )αx
∥∥∥
Rad(X)
,
where x ∈ X. Note that it can happen that ‖x‖T,α =∞ for some x ∈ X.
Lemma 3.5 ([4]). Let X be a Banach space which is of finite cotype. Suppose T is a Ritt
operator on X, admitting a bounded H∞(Bγ), γ ∈ (0,
π
2 ) functional calculus. Then, there exists
a constant C > 0 depending only on T, such that
‖x‖T, 1
2
≤ C‖x‖X , for all x ∈ X.
Now we will give the proof of Theorem (2.10) following the idea of Porf. Le Merdy in a
personal communication.
Proof of Theorem (2.10): We proceed by induction on the number of commuting operators.
Let us define an operator u : Lp(Ω0) → L
p(Ω0) as u(f)({ωk}k) = f({ωk−1}k) for f ∈ L
p(Ω0).
Clearly, u is a positive isometric isomorphism. Therefore one can extend u to an operator
U := u ⊗ IX on the Banach space L
p(Ω0,X) as an isometric isomorphism. Since u(ǫk) = ǫk−1,
for any
∑
k ǫk ⊗ xk ∈ Radp(X), we have U(
∑
k ǫk ⊗ xk) =
∑
k ǫk ⊗ xk+1. Let U be the isometric
isomorphism IX⊕U on X⊕pL
p(Ω0,X). Note that one can identify X⊕pL
p(Ω0,X) as L
p(Ω′,X)
for some measure space Ω′.
Since the Banach spaces X and X∗ are of finite cotype and T1 admits a bounded H
∞ func-
tional calculus, by Lemma (3.5), we have the square function estimates ‖x‖T1, 12
≤ C1‖x‖X and
‖y‖T ∗
1
, 1
2
≤ C2‖y‖X∗ for all x ∈ X, y ∈ X
∗. Again as T1 is power bounded and X is reflexive,
one can use mean ergodic theorem [27] to have the following decompositions,
X = Ker(IX − T1)⊕ Ran(IX − T1)
and
X∗ = Ker(IX∗ − T
∗
1 )⊕ Ran(IX∗ − T
∗
1 ).
Also one can notice that for any x0 ∈ Ker(IX − T1), x1 ∈ Ran(IX − T1) and y0 ∈ Ker(IX∗ −
T ∗1 ), y1 ∈ Ran(IX∗ − T
∗
1 ), we have 〈x0, y1〉 = 〈x1, y0〉 = 0. Therefore, from the square function
estimates, we can define the linear map
J : Ker(IX − T1)⊕ Ran(IX − T1)→ X ⊕p L
p(Ω0,X),
as J(x0 ⊕ x1) = x0 ⊕
∑∞
k=0 ǫk ⊗ T
k
1 (IX − T1)
1
2x1.
Similarly, define
J˜ : Ker(IX∗ − T
∗
1 )⊕ Ran(IX∗ − T
∗
1 )→ X
∗ ⊕p′ L
p′(Ω0,X
∗),
as J˜1(y0 ⊕ y1) = y0 ⊕
∑∞
k=0 ǫk ⊗ T
∗
1
k(IX∗ − T
∗
1 )
1
2 y1.
Following the proof of [4] Theorem (4.1), we have that
〈UnJ(x0 ⊕ x1), J˜(y0 ⊕ y1)〉 = 〈x0, x1〉+ 〈(IX + T1)
−1T n1 x1, y1〉.
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Let us define the operator Θ : Ker(IX − T1)⊕Ran(IX − T1)→ X ⊕p L
p(Ω0,X) as
Θ(x0 ⊕ x1) := x0 ⊕ (IX + T1)x1.
Thereafter, it is easy to check that 〈UnJΘ(x0 ⊕ x1), J˜(y0 ⊕ y1)〉 = 〈x0, y0〉 + 〈T
n
1 x1, y1〉. Define
Q1 = J˜
∗ and J1 = JΘ to obtain T
n
1 = Q1U
nJ1, n ≥ 0.
X
Tn1 //
J1

X
X ⊕p L
p(Ω0,X)
IX⊕(u
n⊗IX) // X ⊕p L
p(Ω0,X)
Q1
OO
We notice the following identity,
(28) J1S = (S ⊕ (ILp(Ω0) ⊗ S))J1,
where S : X → X is a bounded operator which commutes with T1. As, for x0 ∈ Ker(IX −
T1), and x1 ∈ Ran(IX − T1) we have,
(S ⊕ (ILp(Ω0) ⊗ S))JΘ(x0 ⊕ x1)
= (S ⊕ (ILp(Ω0) ⊗ S))J(x0 ⊕ (IX + T1)x1)
= (S ⊕ (ILp(Ω0) ⊗ S))(x0 ⊕
∞∑
k=0
ǫk ⊗ T
k
1 (IX − T1)
k)
1
2 (IX + T1)x1)
= Sx0 ⊕
∞∑
k=0
ǫk ⊗ T
k
1 (IX − T1)
k)
1
2 (IX + T1)Sx1
= J1S(x0 ⊕ x1).
Let (T2, . . . , Tm) be commuting tuple of Ritt operators each of which admits a bounded H
∞-
functional calculus. Hence by induction hypothesis, there exists a measure space Ω′′, a com-
muting tuple of isometric isomorphisms (U2, . . . , Um) on L
p(Ω′′,X) together with two bounded
operators Q2 : L
p(Ω′′,X)→ X and J2 : X → L
p(Ω′′,X) such that
T i22 · · ·T
im
m = Q2U
i1
2 · · ·U
im
m J2
for all i2, . . . , im ∈ N0. We notice the following,
T i11 T
i2
2 . . . T
im
m
= Q1U
i1J1T
i2
2 · · ·T
im
m
= Q1U
i1(T i22 · · ·T
im
m ⊕ (ILp(Ω0) ⊗ T
i2
2 · · ·T
im
m ))J1
= Q1U
i1(Q2 ⊕ (ILp(Ω0) ⊗Q2))
( m∏
j=2
(U
ij
j ⊕ (ILp(Ω0) ⊗ U
ij
j ))
)
(J2 ⊕ (ILp(Ω0) ⊗ J2))J1
= Q(ILp(Ω′′,X) ⊕ (u
i1 ⊗ ILp(Ω′′,X)))
( m∏
j=2
(U
ij
j ⊕ (ILp(Ω0) ⊗ U
ij
j ))
)
J ,
where Q = Q1(Q2 ⊕ (ILp(Ω0) ⊗Q2)) and J = (J2 ⊕ (ILp(Ω0)⊗J2))J1.
If X is an ordered Banach space, a closed subspace of an Lp-space, or an SQp space, one can
get the result similarly.

Proofs of (2.14), (2.15) and (2.16)
We will use method of transference for proving the implication (ii) ⇒ (i) in Theorem (2.14).
We need following facts and results for our purpose.
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Definition 3.6 (Fourier multiplier). Let G be a locally compact abelian group with its dual group
Ĝ. For 1 ≤ p < ∞, a bounded operator T : Lp(G) → Lp(G) is called a Fourier multiplier, if
there exists a φ ∈ L∞(Ĝ) such that T̂ f = φf̂ for f ∈ L2(G) ∩ Lp(G).
We denote such an operator T by Mφ. We represent the set of all Fourier multipliers on G
by Mp(G). It is well known that the set Mp(G) equipped with the operator norm is a Banach
algebra under pointwise multiplication. For more on multiplier theory on locally compact abelian
groups, we recommend the reader [30]. We also need following variant of Lemma 3.3 in [48],
which can also be of independent interest and proved by similar argument.
Lemma 3.7. Let (Pi,j)
N
i,j=1 ∈MN ⊗ C[Z1, · · · , Zn]. Then,∥∥(Pi,j(S))Ni,j=1∥∥Lp([N ],ℓp(Zn))→Lp([N ],ℓp(Zn)) = ∥∥(MPi,j )Ni,j=1∥∥Lp([N ],ℓp(Zn))→Lp([N ],ℓp(Zn)),
where S = (S1, . . . , Sn) and Si’s are shift operators on ℓp(Z
n).
Proof of Theorem (2.14). Form Theorem (2.10) we have T admits joint isometric loose dila-
tion. As Ti satisfies H
∞-functional calculus for each i = 1, . . . , n by [5] we have Ti’s are R-Ritt.
This proves (1)⇒ (2).
No we will show (2) ⇒ (3). Let j = (j1, . . . , jn) ∈ Z
n and a polynomial P (z) =
∑
j∈F
αjz
j
where F is a finite set in Zn+ and z ∈ Z
n. Consider the convolution operator on lp(Z
n) given by
a 7→ k ∗a where, k = αj if each co-ordinate of j are non-negative and zero otherwise. Define the
transferred operator
Hkf :=
∑
j∈Zn
k(j)U−j11 . . . U
−jn
n f
for f ∈ Lp(Ω) (where Ui’s and Ω are as in Theorem (2.10)). By a matrix-valued version of
Coifmann-Weiss general transference principle (Theorem 5.2.1, [20]) and Lemma (3.7), we have
for some constant C > 0, the estimate∥∥(Pi,j(T))Ni,j=1∥∥Lp([N ],X)→Lp([N ],X) ≤ C∥∥(Pi,j(S))Ni,j=1∥∥Lp([N ],ℓp(Zn))→Lp([N ],ℓp(Zn)).
(3)⇒ (4) is trivial. Now for the remaining we have Ti’s are R-Ritt and p-polynomially bounded
by [18] and [5] the tuple (I −T1, . . . , I − Tn) satisfies joint bounded H
∞-functional calculus. By
Theorem (2.8) and [5] we have the required result. 
It is known that Ritt operators which are positive contractions admit bounded H∞-functional
calculus [4], [34]. So, by applying Theorem (2.14) we have the following weak version of Akcoglu-
Sucheston dilation theorem.
Corollary 3.8. Let T = (T1, . . . , Tn) be an n-tuple of commuting Ritt operators which are also
positive contraction on an Lp-space, 1 < p <∞. Then T admits a joint isometric loose dilation.
Remark 3.9. Note that in above we use Theorem (2.8) to prove that on Lp-spaces, 1 < p <∞
if we have a commuting tuple of Ritt operators each of which admits a bounded H∞-functional
calculus then the tuple admits a joint bounded H∞-functional calculus. It is possible to prove this
fact by developing a Franks-Mcintosh [18] type decomposition of holomorphic functions defined
on Stolz domain.
Proof of Theorem (2.16). If each Ti is similar to contraction then by [32] (Theorem 8.1) each
Ti admits a boundedH
∞-functional calculus. Since, Hilbert spaces have Property An, (2) follows
by applying Theorem (2.19) to Theorem (2.8). By Theorem (2.10), T has a joint isometric loose
dilation on L2(Ω,H) for some measure space Ω.
Now if T admits a joint bounded H∞ functional calculus then by (Corollary 5.2) [38], the
homomorphism ρ : H(Dn)→ B(H) defined as ρ(f) := f(T) is completely bounded, where H(Dn)
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Dθ
1 0 1
π − θ
Figure 4.
denotes the set of all holomorphic functions on Dn equipped with the supremum norm over the
polydiscs. By [38] (Theorem 9.1) ρ is similar to a contractive homomorphism. By noticing
ρ(zi) = Ti, 1 ≤ i ≤ n we obtain (3). (3) =⇒ (1) is trivial. 
We need following notations for the proof of Theorem (2.15). Let A := (A1, . . . , An) be an
n-tuple of operators on X with mutually commuting resolvents such that each Ai is sectorial of
type ωi ∈ (0, π), 1 ≤ i ≤ n. For each ǫ ∈ (0, 1), consider bounded invertible sectorial operators
[31] Ai,ǫ := (Ai + ǫI)(I + ǫAi)
−1, 1 ≤ i ≤ n. Denote Aǫ := (A1,ǫ, . . . , An,ǫ). Following the
arguments for the proof of Lemma 2.4 in [31] one can easily see the following multivariable
generalisation.
Lemma 3.10 (Sectorial Approximation). Let A and Aiǫ as in the above paragraph. Then, for
each θi ∈ (ωi, π), 1 ≤ i ≤ n and f ∈ H
∞
0 (
∏n
i=1 Σθi) we have
lim
ǫ→0
‖f(Aǫ)− f(A)‖B(X) = 0.
Consequently, the tuple A admits a bounded H∞(
∏n
i=1Σθi) functional calculus if and only if
there exists a constant C > 0 such that for all ǫ ∈ (0, 1) and f ∈ H∞0 (
∏n
i=1Σθi), we have
‖f(Aǫ)‖ ≤ C‖f‖∞,
∏n
i=1 Σθi
.
Proof of Theorem (2.15). For notational simplicity, we assume n = 2. For the general n
proof will be similar. Also our proof uses very similar ideas as that of Proposition 4.7 in [5]. We
merely sketch the proof.
From Proposition (4.7) in [5] it follows that I − Ti is sectorial for each i. Also we have,
each of Ti is p-polynomially bounded. Therefore, σ(Ti) ⊆ D. Hence, we can define φ(T1, T2),
for any rational function φ having poles outside D2. By using Runge’s theorem combined with
Riesz-Dunford-Schwartz functional calculus [11] we get
‖φ(T1, T2)‖X→X ≤ K‖φ(S1, S2)‖ℓp(Z2)→ℓp(Z2).
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Let us fix π2 < θ < θ
′ < π and define (See FIGURE (4))
Dθ = D
(
− i cot θ,
1
sin θ
)
∪D
(
i cot θ,
1
sin θ
)
.
From a relevant version of the Marcinkiewicz multiplier theorem which can be deduced by
Theorem (5.2.4) of [21] combined with Corollary (2.4) in [24] one obtains
‖φ(S1, S2)‖ℓp(Z2)→ℓp(Z2) ≤ C‖φ‖∞,D2θ
,
where C > 0 is independent of φ. Thus, we have an estimate
‖φ(T1, T2)‖X→X ≤ K‖φ‖∞,D2
θ
,
where φ is a rational function with poles off D2θ and K > 0 is independent of φ. Therefore, for
any rational function f with poles outside Σ2θ′ , we have
‖f(A1, A2)‖X→X ≤ K‖f‖∞,Σ2
θ′
.
Let us consider Ai,ǫ := (Ai + ǫI)(I + ǫAi)
−1, 1 ≤ i ≤ 2. Let us denote the set Di :=
{
ǫ+zi
1+ǫzi
:
zi ∈∈ Σθ}, i = 1, 2. Note that Di is a compact subset of Σθ′ . Let γi be simple smooth closed
path included in Σθ′ enclosing Di anticlockwise, i = 1, 2. Let Di be a compact set containing
both Γi and Di i = 1, 2. Since σ(Ai,ǫ) ⊆ Di we have, for any function f ∈ H
∞
0 (Σ
2
θ′)
f(A1,ǫ, A2,ǫ) = −
1
4π2
∫
γ1
∫
γ2
f(z1, z2)R(z1, A1,ǫ)R(z2, Ai,ǫ)dz1dz2.
By multivariate Runge’s theorem, we can find a sequence of rational functions (fn)n≥1 with
poles outside Σ2θ′ such that sup{|f(z1, z2) − fn(z1, z2)| : (z1, z2) ∈ D1 × D2} ≤
1
n
. Let us define
fn,ǫ(z1, z2) := fn
(
ǫ+z1
1+ǫz1
, ǫ+z21+ǫz2
)
. We refer [19] (Chapter 13. Approximation Theorems) for one
variable version of the above multivariate Runge’s theorem which can be generalized in our
setting. Therefore, we have sup{|f( ǫ+z11+ǫz1 ,
ǫ+z2
1+ǫz2
)− fn,ǫ(z1, z2)| : (z1, z2) ∈ Σ
2
θ′} ≤
1
n
. Notice that
limn→∞ fn(A1,ǫ, A2,ǫ) = fn(A1, A2). Hence, by (3) we have
‖fn(A1,ǫ, A2,ǫ)‖X→X ≤ K sup{fn,ǫ(z1, z2) : (z1, z2) ∈ Σ
2
θ′}.
Taking limit
f(A1,ǫ, A2,ǫ)‖X→X ≤ K‖f‖∞,Σ2
θ′
.
The required conclusion follows by Lemma (3.10). 
Proof of Theorem (2.19):
In the paper [18], the authors proved the following decomposition theorem: Let 0 < θi < π
and θi < βi < π, 1 ≤ i ≤ n Then, there exists a constant C > 0 and sequences (ψij )ij≥0,
(ψ˜ij )ij≥0 in H
∞
0 (Σθj ), 1 ≤ j ≤ n such that for all p > 0, and for all 1 ≤ j ≤ n, the quan-
tities sup{z ∈ Σθj :
∑
ij≥0
|ψij (z)|
p} and sup{z ∈ Σθj :
∑
ij≥0
|ψ˜ij (z)|
p} are finite, and for
all f ∈ H∞0 (
∏n
j=1Σβj), there exists (αi1,...,in)i1,...,in≥0 such that we have the decomposition
f(z1, . . . , zn) =
∑
i1,...,in≥0
αi1,...,in
∏n
j=1 ψij (zj)ψ˜ij (zj) and sup
i1,...,in≥0
|αi1,...,in | ≤ C‖f‖∞,
∏n
i=1 Σθi
.
We call this type of decomposition to be a Franks-Mcintosh decomposition for the function f.
Proof of Theorem (2.19): Let A := (A1, . . . , An) be an n-tuple of operators with mutually
commuting resolvents such that each Ai is sectorial of type ωi ∈ (0, π), 1 ≤ i ≤ n, βj ’s are as
above. Denote
fk(z1, . . . , zn) =
∑
0≤i1,...,in≤k
αi1,...,in
n∏
j=1
ψij (zj)ψ˜ij (zj)
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the partial sum in the Franks-Mcintosh decomposition of f. As X has the property An
∣∣∣〈fk(Aǫ)x, x∗〉∣∣∣ = ∣∣∣ ∑
0≤i1,...,in≤k
αi1,...,in
〈 n∏
j=1
ψij (Aj,ǫ)x,
n∏
j=1
ψ˜ij (Aj,ǫ)
∗x∗
〉∣∣∣
≤ C‖f‖∞,
∏n
j=1 Σβi
∥∥∥ ∑
0≤i1,...,in≤k
⊗nj=1ǫij
n∏
j=1
ψij (Aj,ǫ)x
∥∥∥
L2(Ωn;X)
×
∥∥∥ ∑
0≤i1,...,in≤k
⊗nj=1ǫij
n∏
j=1
ψ˜ij (Aj,ǫ)
∗x∗
∥∥∥
L2(Ωn;X∗)
.
We notice that∥∥∥ ∑
0≤i1,...,in≤k
n∏
j=1
ǫij (ωj)ψij (Aj,ǫ)x
∥∥∥
X
≤
n∏
j=1
∥∥∥ ∑
0≤ij≤k
ǫij (ωj)ψij (Aj,ǫ)
∥∥∥
B(X)
‖x‖X
≤ K1
n∏
j=1
∥∥∥ ∑
0≤ij≤k
ǫij (ωj)ψij
∥∥∥
∞,Σβj
‖x‖X ,
where K1 > 0 does not depend on ǫ (see [31] Remark (2.7)). By using Khintchine inequality, we
deduce that
‖fk(Aǫ)‖ ≤ K‖f‖∞,
∏n
j=1 Σβj
.
To obtain the desired result, we let ǫ→ 0 and apply Lemma (3.10). 
4. complements on non-commutative Lp-spaces
LetM be a semifinite von Neumann algebra equipped with a normal semifinite faithful trace τ
and 1 ≤ p <∞. We define the non-commutative Lp-space Lp(M) as follows. If M+ is the set of
all positive elements such that τ(x)<∞ and M˜ its linear span. We define the non-commutative
Lp-space Lp(M) is to be the completion of M˜ with respect to the norm ‖x‖Lp(M) := τ(|x|
p)
1
p . One
sets L∞(M) = M. It is well known that Lp(M)∗ is isometrically isomorphic to Lp
′
(M), where
1
p
+ 1
p′
= 1. In case when we have M = B(ℓ2(N0)) and τ is the usual trace on B(ℓ
2(N0)), the
associated non-commutative Lp-spaces are known to be Schatten-p classes and are denoted by
Sp, where 1 ≤ p <∞. In other words, it is the space of all compact operators x ∈ B(ℓ
2(N0)) such
that (Tr(x∗x)
p
2 )
1
p <∞, where Tr is the usual trace on B(ℓ2(N0)). The space S∞ is denoted to
be the set of all compact operators with usual operator norm. We refer [47] for a comprehensive
study on non-commutative Lp-spaces.
Definition 4.1. Let T = (T1, . . . , Tn) be a commuting tuple of bounded operators on L
p(M). We
say that the tuple T admits a joint isometric non-commutative loose dilation, if there exists a
von Neumann algebra N equipped with a normal semifinite faithful trace, and bounded operators
J : Lp(M) → Lp(N), and Q : Lp(N) → Lp(M), and a commuting tuple of onto isometries
U = (U1, . . . , Un) on L
p(N) such that
T i11 · · ·T
in
n = QU
i1
1 · · ·U
in
n J ,
for any integers ij ≥ 0, 1 ≤ j ≤ n.
We refer [3], [5] for more on dilation in single variable and [48] for multivariable on non-
commutative Lp-spaces.
For any Banach space X and P ∈ C[Z1, . . . , Zn], let us denote
‖P‖p,X := ‖P (S)⊗ IX‖Lp(Zn,X).
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Proposition 4.2 ([48]). Let 1 ≤ p ≤ ∞ and X be a Banach space. Suppose T = (T1, . . . , Tn)
is a commuting tuple of isometries on X. Then, for any polynomial P ∈ C[Z1, . . . , Zn], we have
‖P (T)‖X→X ≤ ‖P‖p,X .
In the case of single variable the authors in [5] gave a complete characterisation of bounded
functional calculus for Ritt operators acting on non-commutative Lp-spaces. We have the fol-
lowing one-sided implication in the multivariable setting.
Theorem 4.3. Let M be a von Neumann algebra equipped with a normal faithful semifinite
trace and 1 < p 6= 2 < ∞ and T = (T1, . . . , Tn) be a commuting tuple of R-Ritt operators on
Lp(M). Then we have (1) =⇒ (2) =⇒ (3).
1. The tuple T admits a joint bounded functional calculus.
2. The tuple T admits a joint isometric non-commutative loose dilation.
3. There exists a N be a von Neumann algebra equipped with a normal faithful semifinite
trace N and a constant C > 0 such that
‖P (T)‖Lp(M)→Lp(M) ≤ C‖P‖p,Lp(N), P ∈ C[Z1, . . . , Zn].
Proof. Since Lp(M) is reflexive and of finite cotype, Theorem (2.10) will give existence of Ω,J ,Q.
Denote Lp(N) = Lp(Ω, Lp(M), where N = L∞(Ω)⊗;M with trace τN equals to
∫
⊗τM. Hence,
(1) =⇒ (2). Observe that for P ∈ C[Z1, . . . , Zn],
‖P (T)‖Lp(M)→Lp(M) ≤ ‖Q‖‖J ‖‖P (U)‖Lp(N)→Lp(N)
≤ ‖Q‖‖J ‖‖P‖p,Lp(N).
The last inequality follows from Proposition (4.2).

Remark 4.4. The implication (2)⇒ (3) in the above theorem can also be achieved as in the case
of commutative setting ( Theorem (2.14)) by replacing Coifman-Weiss transference principle by
a suitable vector valued transference result ([9], Theorem 2.8).
Remark 4.5. For the reverse direction in Theorem (4.3) one of major obstacle is that non-
commutative Lp-spaces do not have n-f.c.p. Therefore, it will be interesting to have an appro-
priate notion of ‘joint R-Ritt’ instead of R-Ritt.
Remark 4.6. Note that if X is an UMD space, then Lp(Ω,X) is again an UMD space for
1 < p < ∞. Therefore, by (2.10) any commuting tuple of Ritt operators which satisfies a joint
bounded H∞-functional calculus admits an onto isometric loose dilation on an UMD space.
In [29] it was shown that there exist two sectorial operators (A1, A2) with mutually commuting
resolvents on Sp, p 6= 2, each of which satisfies bounded H
∞-functional calculus but (A1, A2)
does not admit a joint bounded H∞-functional calculus. It is natural to investigate if I − A1
and I−A2 are Ritt operators and the above phenomenon happens. In the following we produce
such an example by modifying example given in [29]. Let us define the following matrix
A =

0 0 0 · · ·
... · · ·
0 12 0 · · ·
... · · ·
0 0 34 · · ·
... · · ·
...
...
...
...
... · · ·
· · · · · · · · · · · · 1− 1
2i
· · ·
...
...
...
...
...
...

.(29)
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We define a linear operator on Sp as T1(S) = AS, where S ∈ Sp. Clearly, T1 is power bounded.
As the quantity sup
n≥1
(
n sup
i≥0
|(1 − 1
2i
)n − (1 − 1
2i
)n−1|
)
is finite by Proposition (2.4) T1 is a Ritt
operator. Let P be a polynomial in a single variable. Then P (T1)S := P (A)S, S ∈ Sp. Hence it
is easy to check that there exists a constant K > 0 such that for any polynomial P
‖P (T1)‖Sp→Sp ≤ K‖P‖∞,Bγ , for all φ ∈ H
∞
0 (Bγ).
Thus, T1 admits a bounded H
∞-functional calculus by Lemma (2.7). Similarly, if one defines
an operator T2 as T2(S) = SA, S ∈ Sp. then T2 is again a Ritt operator admitting a bounded
functional calculus. Fix µ, ν ∈ (0, π2 ) and if possible let (I − T1, I − T2) admits a joint bounded
H∞(Σµ × Σν) functional calculus. Now by following the argument given in ( [29], Theorem
(3.9)) we have the following result.
Theorem 4.7. There exists a commuting couple of Ritt operators (T1, T2) on Sp, 1 ≤ p ≤
∞, p 6= 2, such that each Ti, i = 1, 2 admits a bounded functional calculus but (T1, T2) does not
admit a joint bounded functional calculus.
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