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, $M=\{1, \ldots,m\}$ , $M$ $S_{j}$ , $j\in N=\{1, \ldots,n\}$ ,
$M$ ,
. 0-1 $x\in\{0,1\}^{n}$ , .
minimize cost




$x_{j}\in\{0,1\},$ $j\in N$ (3)
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$a_{ij}$ : $S_{j}$ $j$ 1, $0$
$c_{j}$ : $S_{j}$ ( $c_{j}$ )





. , $n$ ,
.
3.1






subject to $x_{j}\in\{0,1\}$ , $j\in N$ (5)
. $v\in R_{+}^{m}$ , $L(v)$ ,
,
$L(v)\leq \mathrm{c}x^{*}$ , . , $L(v)$
) $\mathrm{s}v^{*}$ . $v$ , (4)$-(5)$ $x(v)$ ,
9 $(v)<0$ $x_{j}(v)=1,$ $c_{j}(v)>0$ $x_{j}(v)=0,$ $C_{j}(v)=0$ $x_{j}(v)\in\{0,1\}$ . (4)$-(5)$
(integrality property) , $\mathrm{L}\mathrm{P}$ , ,
$\max\{_{i}\sum_{\epsilon M}vi|\sum_{i\in Sj}v_{i}\leq c_{j}(j\in N),$ $v_{i}\geq 0(i\in M)\}$
. , $v^{*}$
, . , ,
.
8( , $v$ ,
$s_{i}(v)=1- \sum_{Nj\in}a_{ij^{X}}j(v)$
, $i\in M$ (6)
. ,
$v_{i}^{k+1}= \max\{v_{i}^{k}+\lambda\frac{UB-L(v^{k})}{||s(v)k||2}s_{i}(v^{k}),$ $0\}$ , $i\in M$ (7)
$v^{\mathrm{o}},$ $v^{\iota},$
$\ldots$ , $L(v^{k})$ $v^{k}$ $v^{*}$ $v^{\theta}$
. $UB$ , $\lambda>0$
.
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$v^{\mathrm{o}}$ , \mbox{\boldmath $\lambda$} , , [6] .
$v^{\mathrm{o}}$ ,
$v_{i}^{0}:= \min\{\frac{c_{j}}{|S_{j}|}|i\in S_{j}\}$ (8)
. $\lambda$ , \mbox{\boldmath $\lambda$} $=\lambda_{0}$ , \beta
, $\lambda:=\lambda/\rho$ . , $\lambda<\lambda_{\min}$ . , $.\lambda_{0}=4,$ $\beta=15$ ,
$\rho=1.2,$ $\lambda_{\min}=0.002$ .
$UB$ . $x=0$ , ,
$u_{j}(x)$ $=$ $| \{i\in S_{j}|\sum_{h\in N}aihx_{h}=0\}|$
$r_{j}(x)$ $=$ $\frac{c_{j}}{u_{j}(x)}$
, $r_{j}(x)$ ( $x_{j}:=1$ ) ,
.
32
, $n$ , –
. , .
1. $N’:=$ { $j\in N|$ cj(v ) $\leq\gamma$ }( $\gamma$ ) .
2. 1 $|N’|$ $|N’|>5m$ , $(v^{\phi})$ $5m$
, $N’$ .
3. $i$ , $i$ j(v $<\rangle$) 5 , $N’$ .
, N’ , $\forall j\in N-N’$ , $x_{j}=0$
.
4
, $x$ $NB(x)$ $x$ ,
, . $NB(x)$ $x$
. . , ,
, . , .
4.1
, $x\in\{0,1\}^{n}$ . ,
(2) . , (2)
, . $i$ (2) \theta ,(x) ,




$\sum_{j\in N}\text{ }j^{X_{j}+}\sum_{i\epsilon M}pi\theta_{i(X)}$
(9)
. , . 43 .
4.2
$x$ $x’\in$ $\{0,1\}^{n}$
$d(x, x’)$ $=$ $|\{j\in N|x_{j}\neq x_{j}’\}|$
, $x$ $NB_{h}(x)$
$NB_{h}(x)$ $=$ $\{x’\in\{0,1\}^{n}|d(x, x’)\leq h\}$
. , $x$ $h$ . , $h\leq 3$




$t$ $=$ $\max\{_{i\in M}\sum aij|j\in N\}$
$\dot{l}$
$=$ $\max\{_{j\in N}\sum aij|i\in M\}$
.
, $h\geq 2$ , $NB_{h-1}(x)$ $NB_{h}(X)$
. , , $NB_{h}(x)$ pcost $(x)$ ,
1 .
$d(x,x’)=1$ , 1 0-1 .
, , $O(1)$ ,
pcost$(x)$ . ,
$O(n)$ , $O(tl)$ , $O(n+tl)$
.
$d(x,x^{J})=2$ , 1 1 $0$ , 1 $0$ 1
. $x_{j}=1$ $O(n’)$ ,
$x_{j}=0$ , 1 $O(tl)$
. , $O(n^{;}t\iota)$ .
$d(ir,x’)=3$ , 2 1 $0$ , 1 $0$ 1
, 1 1 $0$ , 2 $0$ 1 2 . $x_{j}=1$
$O(n’)$ , $x_{j}=0$ , 1
$O(\mathrm{I}\mathrm{n}\mathrm{i}\mathrm{n}\{n,t\iota\})$ ,
, 1 $O(tl)$
. , $O(niJl \min\{nt\iota\}l)$ .
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, $NB_{3}(x)$ $O(n’tl \min\{n,t\iota\})$ . $NB_{3}(x)$
, $O(tn^{\mathrm{s}})$ , $n’\leq n,$ $l\leq n$
. , $l\ll n$ , .
.
4.3
, , . ,
1 . ,
, $p_{i}$
\langle 1 . ,
p ,
. , , 1. , 2.
, 2 . , $p_{i}$
$p_{i}$ $:= \min\{\frac{c_{j}}{|S_{j}|}|i\in S_{j}\}$
. , $x$ $UB$ , $\text{ }osi(x)<UB-1$ ,
$p_{i}$ $:=p_{i}(1+ \theta_{i(x)}\max\{\frac{UB-1-cost(_{X)}}{UB}:\Delta^{+}\})$ ,
$\theta_{i}(x)=\max\{1-\sum_{j\in N}$ aij xj, $0\}$ ,
’
.
$p_{i}$ $:=p_{i}(1+ \lambda_{i}(x)\min\{\frac{UB-1-\text{ }OSt(x)}{UB},$ $\Delta^{-}\})$ ,
$\lambda_{i}(x)=\frac{\sum_{j\in N}a_{i}jXj+1}{\max_{i\in \mathit{1}u}\sum_{j\in N}a_{i}jXj+1}$ ,
. , $\Delta^{+}$ $\Delta^{-}$ , $\Delta^{+}>0,$ $-1<\Delta^{-}<0$ .
cost$(x)<UB-1$ , $x$ ( $UB$
), $x$ ,









$0$ 1 pcost $(x)$ $S_{j}$ $x_{j}$ $:=1$
, . , ,








1. 31 $x$ , $UB:=cost(X)$ .
2. 31 , v .
, $x:=0$ .
3. $c_{j}(v^{\phi})$ . , 32
, $:=0$ .
$p_{i}$ $:= \min\{\frac{c_{\mathrm{j}}}{|S_{j}|}|i\in S_{j}\}$ .
4. $T$ (T ) , $UB$
.
5. $x$ 41 42 , .
$x:=$ .
6. , $UB’$ (
$UB’=\infty$ ).
$UB’<UB$ , $UB:=UB’$ .
7. , 44
$x^{\mathrm{o}}$ . $x^{\phi}$ , ,
, cost $(X^{\mathrm{C}})<UB$ , $UB:=\text{ }OSt(X^{\mathrm{o}})$ .
8. 43 $Pi$ .
4 .
6
, Sun Ultra 2Model 2300 (300 $\mathrm{M}\mathrm{H}_{\mathrm{Z}},$ $1\mathrm{G}\mathrm{B}$ memory) $\mathrm{C}$
. , Beasely OR-Library (http: $//\mathrm{m}\mathrm{S}\mathrm{c}\mathrm{m}\mathrm{g}\mathrm{a}.\mathrm{m}\mathrm{S}.\mathrm{i}_{\mathrm{C}.\mathrm{a}\mathrm{c}.\mathrm{u}\mathrm{k}}/\mathrm{j}\mathrm{e}\mathrm{b}/\mathrm{o}\mathrm{r}\mathrm{l}\mathrm{i}\mathrm{b}/\mathrm{s}\mathrm{c}\mathrm{p}\mathrm{i}\mathrm{n}\mathrm{f}\mathrm{o}.\mathrm{h}\mathrm{t}\mathrm{m}1$ )
, . ,
1 . $\mathrm{e}\sim \mathrm{h}$ . - , rail
.
6.1
2 , $NB_{1},$ $NB_{2},$ $NB3$ . , ,
10 . best known . , #best
– ,
$\mathrm{a}\mathrm{v}\mathrm{r}$ . cost 10 . ,
. , 3 * .
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1. $\mathrm{A}\mathrm{a}$
$n$ density cost range
type $\mathrm{e}$ 1000 10000 2% [1, 100
type $\mathrm{f}$ 1000 10000 5% [1, 100
type $\mathrm{g}$ 1000 10000 2% [1, 100
type $\mathrm{h}$ 1000 10000
$\frac{5\%[1,100}{\mathrm{r}\mathrm{a}\mathrm{i}1507507630091.2\%[1,2}$
rai1516 516 47311 1.3% [1, 2
rai1582 582 55515 1.2% [1, 2
rai12536 2536 1081841 0.4% [1, 2.
rai12586 2586 920683 0.4% [1, 2
rai14284 4284 1092610 0.2% [1, 2
rai14872 4872 968672 0.2% $\mathrm{r}12$
$\mathrm{e}$
$\mathrm{f}$ , .
, $\mathrm{g},$ $\mathrm{h}$ , rail , $NB_{1}$ , $NB_{2}$ $NB_{3}$ ,
. , $NB_{2}$ $NB_{3}$ . , rail
, $NB_{3}$ .
62
3 , . JB Jacobs Brusco
[9], $\mathrm{B}\mathrm{C}$ Beasley Chu [3], CNS Ceria, Nobil,
Sassano , CFT Caprara, Fischetti, Toth
$[5][6]$ , . , our LS
. , $NB_{3}$ , 10 . $\min$
, $\max$ , $\mathrm{a}\mathrm{v}\mathrm{r}$ . 10 .
, $\mathrm{e}\sim \mathrm{h}$ 180 , rail 507\sim 582 600 , rail 2536\sim 4872 18000 . [7]
. $\mathrm{J}\mathrm{B}$ 4 5
, 1 1/60 . BC
10 , 1 15 . CNS
CFT 1 , , $\mathrm{e}\sim \mathrm{h}$
, rai1507\sim 582 1/30 , rai12536\sim 4872 1/6 .
* . – , .
$\mathrm{e}\sim \mathrm{h}$ , CFT .
rail $507\sim 582$ , CNS, CFT, . ,
, 2 30 . rail 2536\sim 4872
, rail 2536 , 3 , CNS CFT
, 2 6 .
, , $\mathrm{e}\sim \mathrm{h}$







best #best avr #best $\mathrm{a}\mathrm{v}\mathrm{r}$ . #best $\mathrm{a}\mathrm{v}\mathrm{r}$
$\frac{\mathrm{k}\mathrm{n}\mathrm{o}\mathrm{w}\mathrm{n}(/10)\mathrm{c}\mathrm{o}\mathrm{s}\mathrm{t}(/10)\mathrm{c}\mathrm{o}\mathrm{s}\mathrm{t}(/10)\mathrm{c}\mathrm{o}\mathrm{s}\mathrm{t}}{\mathrm{e}12910*29.010*_{2}9.010*29.0}$
e2 30 10 $*_{30.0}$ 10 $*30.0$ 10 $*300$
e3 27 10 $*27.0$ 10 $*27.0$ 10 $*27.0$
e4 28 10 $*28.0$ 10 $*28.0$ 10 $*28.0$
$\frac{\mathrm{e}52810*28.010*28.010*28.0}{\mathrm{f}11410*14.010*14.010*14.\mathrm{o}}$
f2 15 10 $*15.0$ 10 $*15.0$ 10 $*150$
f3 14 10 $*14.0$ 10 $*_{14.0}$ 10 $*14.0$
f4 14 10 $*14.0$ 10 $*_{14.0}$ 10 $*14.0$
$\frac{\mathrm{f}513014.0\iota 0*13.010*13.0}{\mathrm{g}117610*176.010*176.010*176.0}$
g2 154 $0$ 156.0 10 *154.0 10 $*154.0$
g3 166 $0$ 167.0 10 *166.0 10 *166.0
g4 168 $0$ 171.0 $0$ 170.0 10 *168.0
$\frac{\mathrm{g}51687168.310*168.010*168.0}{\mathrm{h}163064.010*63.0263.8}$
h2 63 3 63.7 10 $*63.0$ 10 $*63.0$
h3 59 $0$ 60.0 5 $*59.5$ 4 596
h4 58 5 58.5 10 $*58.0$ 10 $*58.0$
$\frac{\mathrm{h}5551055.010}{\mathrm{r}\mathrm{a}\mathrm{i}15071740179.26*174.4r)174.5}$.
10 $*55$ $.0$ $*55.0$




rail 2586 $0$ 10009 $0$ $*959.2$
$\frac{9470962.2}{\mathrm{r}\mathrm{a}\mathrm{i}14284106501129.801082.9}-$
$0$ *10783
$\underline{\mathrm{r}\mathrm{a}\mathrm{i}\mathrm{l}}$48721534 $0$ 1614.4 $0$ 1555.8 $0$ *15481
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3
best JB BC CNS CFT our $\mathrm{L}\mathrm{S}$ ( $10$ runs)
known (SA) $(\mathrm{G}\mathrm{A})$ $(\mathrm{L}\mathrm{H})$ $(\mathrm{L}\mathrm{H})$ $\mathrm{m}\mathrm{l}\overline{\mathrm{n}\max}$avr
$\mathrm{e}1$ 29 $*29$ $*29$ – $*29$ $*29$ $*29$ 29.0
$\mathrm{e}2$ 30 $*30$ $*30$ – $*30$ $*30$ $*30$ 30.0
$\mathrm{e}3$ 27 $*27$ $*27$ – $*_{27}$ $*27$ $*_{27}$ 27.0
$\mathrm{e}4$ 28 $*_{28}$ $*28$ – $*_{28}$ $*28$ $*28$ 28.0
$\frac{\mathrm{e}528*28*28-*28*28*2828.\mathrm{o}}{\mathrm{f}114*14*14-*14*14*1,\mathrm{f}215*15*15-*_{15}*_{1}5*14151504.0}$
.
f3 14 $*14$ $*14$ – $*_{14}$ $*14$ $*14$ 14.0
$\mathrm{f}4$ 14 $*14$ $*14$ – $*14$ $*14$ $*_{14}$ 14.0
$. \frac{\mathrm{f}5}{\mathrm{g}1}$. $17613$ $17814$ $**17613$ $*176-$ $**17613$ $**17613$ $**17613$ $17613.\cdot 00$
g2 154 158 155 155 $*154$ $*154$ $*154$ 154.0
g3 166 169 $*166$ 167 $*166$ $*_{166}$ $*_{166}$ 166.0
$\mathrm{g}4$ 168 172 $*_{168}$ . 170 $*_{168}$ $*_{168}$ $*168$ 168.0
$\frac{\mathrm{g}5}{\mathrm{h}163646464*63*636463.8}$
168 $\backslash ^{*}168$ $*168$ 169 $*168$ $*_{168}$ $*168$ 168 .0
h2 63 64 64 64 $*63$ $*63$ $*63$ 63 .0
h3 59 60 $*59$ 60 $*59$ $*59$ 60 596
h4 58 59 $*58$ 59 $*58$ $*58$ $*58$ 58 .0
$\frac{\mathrm{h}5}{\mathrm{r}\mathrm{a}\mathrm{i}1507}$
.










$–$ $–$ $1070951$ $**106594_{\overline{l}}$ $1073954$ $1078958$ $1075.3955.6$
rail 4872 1534 534 *1534$\underline{-154015451542.3}$
$\mathrm{J}\mathrm{B}$ : simulated annealing by $\mathrm{J}\mathrm{a}\mathrm{c}\mathrm{o}\mathrm{b}_{\mathrm{S}}$ &7 Brusco [9]
$\mathrm{B}\mathrm{C}$ : genetic algorithm by Beasley&Chu [3]
CNS: Lagrangian-based heuristic by Ceria, Nobili&Sassano [6]
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