地域と世界的気候様相を組み合わせた集中豪雨予想法とそのマレーシア地方への適応 by Sulaiman Junaida
Heavy Precipitation Forecasting using the
Combination of Local and Global Modes with
Application to Malaysian Rainfall
著者 Sulaiman Junaida
year 2015-03
その他のタイトル 地域と世界的気候様相を組み合わせた集中豪雨予想
法とそのマレーシア地方への適応
学位授与年度 平成26年度
学位授与番号 17104甲情工第297号
URL http://hdl.handle.net/10228/5457
HEAVY PRECIPITATION FORECASTING USING THE
COMBINATION OF LOCAL AND GLOBAL MODES WITH
APPLICATION TO MALAYSIAN RAINFALL
JUNAIDA SULAIMAN
KYUSHU INSTITUTE OF TECHNOLOGY
MARCH 2015

HEAVY PRECIPITATION FORECASTING USING THE
COMBINATION OF LOCAL AND GLOBAL MODES WITH
APPLICATION TO MALAYSIAN RAINFALL
JUNAIDA SULAIMAN
PROFESSOR HIDEO HIROSE, CHAIR
PROFESSOR EIJI MIYANO
PROFESSOR HIROYUKI KURATA
PROFESSOR HIROSHI SAKAI
PROFESSOR TETSUO FURUKAWA
KYUSHU INSTITUTE OF TECHNOLOGY
MARCH 2015

ABSTRACT
Successive days of precipitation are known to cause flooding in monsoon-susceptible countries.
The analysis of extreme precipitation trends is important for the prediction of high precipitation
events. Forecasting of daily precipitation facilitates the prediction of the occurrences of rainfall
and number of wet days. Using the maximum five-day accumulated precipitation (MX5d) index,
we can predict the magnitude of precipitation in a specific period as it may indicate the extreme
precipitation.
Traditionally, a data-driven model is built on a whole data set describing the phenomenon within
the data. This type of model does not considered the seasonal processes embedded in the data.
Therefore, there is a need to built a model that encompassing different time scale and localized.
One of the ways of doing this is to discover the different physically embedded relationships in
precipitation process at different seasonal period and to built separate localized models for each
of these seasonal periods. The use of committee models such as modular and ensemble models
in weather and hydrological forecasting are increasing day by day. The study uses the modular
concept by separating the heavy precipitation events based on sub-processes which are the seasonal
monsoon and trained the subset of seasonal data using data driven models.
Besides that, the study is carried out to evaluate the influence of global climate indices on local
precipitation. It is interesting to see the influence of combining global and local predictors on
local precipitation events. The method used past MX5d data and global climate indices such
as Southern Oscillation Index (SOI), Madden Julian Oscillation (MJO), and Dipole Mode Index
(DMI) in Kuantan and Kota Bharu, Malaysia using modular model trained on subset of data that
represent the seasonal monsoon.
The analysis started with evaluating the local and global inputs (MX5d with SOI, MJO, and DMI)
in order to investigate the concurrent effect of lagged values of local precipitation data and global
climate indices on seasonal extreme precipitation. Four subset of data are sampled representing two
major seasonal variations in Malaysia. The experimental data are focused on the east coast area of
Malaysia such that the effect of northeast monsoon season causes heavy precipitation events. The
results showed that the combination of local and global modes in a modular model is favourable
than a single localized mode. The proposed modular model is promising an encouraging result
when different subset of data are trained on separate methods with different parameter values.
Keywords: MX5d, heavy precipitation, artificial neural network, particle swarm optimization,
global cimate indices, merging procedure
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Chapter 1
Introduction
1.1 Background
Changes in climate and weather in recent years have triggered significant research into analyz-
ing and detecting their patterns. This is because they are natural phenomena that are difficult,
nevertheless interesting to explore. Natural phenomena are challenging to forecast because their
occurrences are interrelated with other atmospheric factors. Acquiring knowledge of the changes
of weather and climate is essential in managing risks to society, environment, and country infras-
tructures. Several days of extreme rainfall can result in flooding. The risk of flood occurrences
resulted from heavy precipitation events should be emphasized by local authorities when designing
and building future reservoir water flows, constructing dams and irrigation.
The extreme precipitation index is an important measure to determine the severity of heavy pre-
cipitation events throughout the world. The World Meteorological Organization (WMO) has de-
veloped a descriptive indices of extremes for precipitation [50]. The purpose of these indices is
to observe the changes of weather and climate extremes using uniform measurement. Selecting
the maximum five-day accumulated precipitation (MX5d) as an index is a good way of identify-
ing extreme events that could affect the human life and the natural environment. A multi-days
episodes of precipitation can resulted in higher amount of accumulated precipitation at a future
time. Thus, an index like MX5d is a potential indicator of flood producing events when consecu-
tive days of precipitation occur resulted in maximum accumulated precipitation amount. Previous
studies have indicated the importance of evaluating extreme precipitation events based on succes-
sive days of precipitation amounts [22,56]. This study chose five days precipitation events instead
of other days like three days or four days because WMO has used five days precipitation in defin-
ing the RX5day (maximum five-day precipitation) index. Besides that, a STARDEX (statistical
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and regional dynamic downscaling of extremes for European regions) project also uses five days
total rainfall amounts in developing a standard seasonal extreme precipitation index called PX5D
(greatest 5-day total rainfall) [13]. Researchers such as Zeng et.al forecasted the maximum 5-day
accumulated precipitation over the winter season for the next 3, 6, 9 and 12 months [56]. Five days
precipitation means that all precipitation events that occur within five days.
Malaysian climate is also affected by ocean and atmospheric phenomena such as El Nino / South-
ern Oscillation (ENSO), Indian Ocean Dipole (IOD), and Madden Julian Oscillation (MJO) that
influence the inter-annual variability [29].
Numerous studies have employed ANNs in time series forecasting, particularly on precipitation
data [17, 25, 34]. ANN has been shown to give useful results for time series data like precipitation
as opposed to using other methods such as general circulation model (GCM) and other data mining
methods [1, 55]. This is because of their nonlinear ability that is appropriate for seasonal data like
stream flow [5]. Several researches indicated the advantages of ANN in time series data related
to hydrology domain [5, 26, 55]. Wu et al. [55] in their study, compared several soft computing
methods for rainfall prediction including ANN, K-nearest neighbors (k-NN) and linear regression.
Their results have concluded that ANN models which consist of several sub models outperformed
other methods.
Many researchers are focusing on forecasting precipitation amounts based on different time inter-
vals such as daily, monthly, or yearly. The primary purpose of their studies is to forecast precipi-
tation occurrences or the number of wet days. However, it becomes different if we are interested
in predicting the magnitude of precipitation that can cause severe flooding, which typically oc-
curs with consecutive days of rainfall. Although the applicability of ANNs in assessing extreme
precipitation is limited in studies, the findings are promising for further exploration [22, 56]. The
difficulty in solving the problems involves the availability of data and what types of data are best
to model the trend of heavy precipitation. Some studies used indices to represent extreme events.
These indices are retrieved from rainfall data alone. But, the climate is changing and its impli-
cation to the trend of extreme rainfall events should be analyzed and modeled. So, other climate
variables may contribute to the trend of extreme rainfall events in the past and also future.
The prior selection of inputs for ANNs eliminates the tedious process of determining the best com-
bination of inputs while ensuring only significant inputs are considered. In time series forecasting,
it is particularly critical to account for lags that have a high correlation with the predictand yt+1,
where y is the predicted value one step ahead of time t. Therefore, two statistical approaches, lin-
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ear correlation analysis (LCA) and stepwise linear regression (SLR) are added in the methodology
to address this purpose.
Originally, forecasting models are based on a single method to solve problems in time series data.
Gradually, researchers are interested to use the concept of coupling models to replace a single based
model due to its advantages such as increased performance accuracy, improved generalization
capability of the classifier and better modelled of a real world data [15, 55] . Different coupling
models can be categorized into ensemble models and modular models. An ensemble model is a
group of combined methods trained on a same training sample. The outputs of each methods are
combined to produce the output of the ensemble. Different approaches for combining outputs are
introduced such as simple and weighted averaging, majority voting and fuzzy membership [59].
A modular model has different approach than ensemble model such that it is composed on sub pro-
cesses in the data. A modular model is a group of specialized methods that are trained on different
sub processes that exist in the data [45]. Wu et.al. examined the performance of modular ANN in
predicting rainfall [54,55]. The physical processes in natural phenomenon are generally composed
of several sub-processes and a model that is based on these sub-processes is more preferable.
1.2 Heavy precipitation forecasting
The study of heavy precipitation is not focusing on modelling the daily precipitation but it involves
the study of precipitation intensity at specific time or day. For example, several days of precip-
itations can lead to higher accumulative amount of rainfall in the basin as compared to normal
rainy days. Besides that, changes in seasonal monsoon can lead to heavy precipitation events. In
Malaysia, heavy precipitation episodes are common during northeast monsoon which can lead to
flood occurrences. Heavy rainfall episodes are commenced from November until March annually
is directly related to the monsoon season in the east coast of Peninsular Malaysia which includes
Pahang, Terengganu and Kelantan [16].
Heavy precipitation is a rare event that happen due to certain factors such as the changes of season
and the changes of oscillations. Heavy precipitations episodes are likely to cause floods when
precipitations continue for several days. Several attempted are made by WMO and researchers
in STARDEX project in describing an extreme precipitation event with metrics such as RX5day
(maximum five-day precipitation) index and PX5D (greatest 5-day total rainfall) [13, 37]. In this
study, an heavy precipitation event is identified by maximum 5-day accumulated precipitation in a
month (MX5d).
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Researchers have used various data-driven models to investigate and analyse the occurrences of
heavy precipitations particularly during monsoon seasons. Zeng et.al. used support vector machine
to forecast the maximum 5-day accumulated precipitation over the winter season at different lead
times [56]. Jung et.al. used statistical methods like mann-kendall test and Moran‘s I test to analyze
the extreme precipitation indices during spring and winter seasons [28]. Bodri and Cermak studied
the feasibility of artificial neural network in prediction of extreme precipitation and their study
concluded that ANN is highly feasible in predicting the extreme precipitation that lead to summer
flood [7]. Studies by [56] and [7] are solely based on precipitation data and its relationship with
the occurrences of heavy precipitation events.
Recently, researchers have explored the relationship between precipitation and global indices such
as ENSO, IOD and MJO [29, 34]. The influence of global oscillations on precipitation character-
istics is interesting to be explored because it is reported that these oscillations have considerable
effects on regional temperature and precipitation [21]. Figure 1.1 shows some of the major oscil-
lations modes that affect the precipitation around the world [21].
Figure 1.1 Major atmospheric patterns that shape the world’s weather and climate
1.3 Objectives of this study
The main objective of this research is to investigate the possibilities of integrating local and global
climate indicators with soft computing models for the purpose of temporal forecasting of heavy
precipitation, and to test them with data that represent sub-processes in seasonal monsoon using
modular model. The specific objectives are:
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Explore the usability of integrating local and global climate indicators as regional indicators in
modelling heavy precipitation forecasting.
Explore the modular model architectures and develop the framework of ANN modelling combin-
ing various soft computing models for heavy precipitation forecasting.
Further explore, improve and test procedures for optimizing the structure of modular models,
including those that work as complementary models.
1.4 Contribution
This thesis contributes to the heavy precipitation forecasting and its finding can be used to build
a system for early detection of heavy rainfall and flood events. Another contribution is the appli-
cability of assimilation of data from local and global factors as inputs to the system in study. The
contributions have been realized through the following steps.
1. Input selection technique based on time series analysis to extract optimal input variables for the
heavy precipitation forecasting is developed.
2. A modular model based on sub-processes in seasonal monsoon is developed.
3. A modular model combined with local and global modes is developed.
4. A merging procedure involving local and global modes is developed.
1.5 Thesis organization
The thesis is outlined as follows:
• Chapter 1 explains the background, objectives and contribution of the research.
• Chapter 2 discusses a detailed review of research related to heavy precipitation forecasting.
• Chapter 3 presents the methods of analysis for heavy precipitation forecasting and proposed
a method to combine local and global predictors in heavy precipitation forecasting.
• Chapter 4 provides details about data and application of methods.
• Chapter 5 discusses the results and analysis of the experiments.
• Chapter 6 presents the conclusions and future works.
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Chapter 2
Literature Review
This chapter presents an overview of the methods related to the study. Basically,
reviews will be on time series forecasting particularly on heavy precipitation fore-
casting. Lastly, a brief discussion about the input selection methods is presented.
2.1 Time series forecasting
Forecasting is the act of making estimation of future values of the series. Time series is a set of
observations measured sequentially through time. Generally, time series data is used in making
predictions. Different time frames can be forecast such as short term, mid term and long term.
Many literatures in time series forecasting have focused on climate and weather data. Time series
data are often examined to discover the historical patterns that can be exploited in the preparation
of a forecast. When forecasting is made using time series data, the lagged data is used. Here lagged
means the past observations of the time series data being forecasted [10].
In order to identify the pattern embedded in the data, it is convenient to consider time series as
consisting of four components which are trend, cycle, seasonal variations and irregular fluctuations.
Trend is an upward or downward movement that characterizes a time series over a period of time.
A cycle refers to recurring fluctuations around trend levels which can last from 2 to 10 years or
even longer measured from the peak to peak. Seasonal variation is defined as annual repetition of
patterns within certain period of time or season. Example of time series, which exhibits seasonal
variations, are temperature readings and precipitation. Daily precipitation in Malaysia is clearly a
seasonal in nature since it happens according to the changes in Northeast and Southwest monsoon
seasons.
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2.2 Rainfall forecasting
Changes in climate and weather in recent years have triggered significant research into analyz-
ing and detecting their patterns. This is because they are natural phenomena that are difficult,
nevertheless interesting to explore. Natural phenomena are challenging to forecast because their
occurrences are interrelated with other atmospheric factors. Acquiring knowledge of the changes
of weather and climate is essential in managing risks to society, environment, and country infras-
tructures. One of the famous weather forecasting is rainfall forecasting. The complexity of the
physical processes involved and the variability of rainfall in space and time make rainfall forecast-
ing, a challenging issue in hydrology.
In Malaysia, several government bodies such as Jabatan Perkhidmatan Kajicuaca Malaysia and
Jabatan Pengairan dan Saliran are responsible for rainfall forecasting by collecting huge volume
of rainfall data from stations that are located across Malaysia. They carry out rainfall forecasting
for different purposes. For example, Hydrology and Water Resources Division under Jabatan
Pengairan dan Saliran uses its collected rainfall data to predict rainfall distribution in plantations
and farm areas as well as in urban and industrial areas. Some studies have related the rainfall
with the occurrences of coupled ocean and atmospheric phenomena such as El Nino/ Southern
Oscillation (ENSO), Madden-Julian Oscillation (MJO) and Indian Ocean Dipole (IOD) [29,34,43].
Two general traits of environmental and earth science applications are correlation between compo-
nents of input and output vectors and significant nonlinearity of the input/ output relationship [12].
Hence, any studies in that areas should consider the mentioned traits so that a model can be well-
developed using the data mining methods
2.3 Heavy precipitation forecasting
Uncontrolled heavy precipitation can bring harm to human. Although human are depends on pre-
cipitation for daily life activities, excess amount of precipitation can bring disaster such as flood-
ing and eventually contribute to economic losses. It is important to study the heavy precipitation
events in order to improve knowledge on forecast capability and early warnings, to reduce the im-
pacts [29]. The high intensity of precipitation has been identified as the main factor related to the
occurrence of flood phenomenon in Kelantan and Terengganu states in Malaysia [16]. Precipita-
tion events are considered as heavy or extreme when the amount of precipitation falls above certain
threshold or percentile. Kun Liong [29] describes extreme daily precipitations cases as amount of
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daily precipitation of at least 80 milimeter (mm) and the extreme daily rainfall cases accumulates
0.8 to 1.8% of individual meteorological station.
One of the way to forecast heavy precipitation is by using an extreme precipitation index. The ex-
treme precipitation index is an important measure to determine the severity of heavy precipitation
throughout the world. The World Meteorological Organization (WMO) has developed descriptive
indices of extremes for precipitation [50]. The purpose of these indices is to observe the changes
of weather and climate extremes using uniform measurement. Selecting the maximum five-day ac-
cumulated precipitation (MX5d) as an index is a good way of identifying extreme events that could
affect human life and the natural environment. Previous studies have indicated the importance of
evaluating extreme precipitation events based on successive days of precipitation amounts [22,56].
This is valid because the risk of flooding increases after several days of precipitation. Thus, MX5d
is a potential indicator for heavy precipitation that can lead to flood events. The equation for MX5d
is described in (2.1) [48, 49] and is adopted from WMO [37].
MX5d =max


5∑
n=1
RRn
 inamonth
 (2.1)
where RRn is the precipitation for a five-day interval.
Heavy precipitation forecasting is a type of univariate forecasting. The forecasting is based on
a model fitted only to past observations of the given time series. Suppose we have an observed
time series x1, x2,..., xn, and we want to estimate future values such as xn+k, where k is called
the lead time. The forecast of xn+k made at time n for k steps ahead will be denoted by x(n,k).
In forecasting natural phenomenon, we can substitute x for rainfall, temperature and in this study,
heavy precipitation indicator like MX5d index.
A multivariate forecasting is a forecasting model with the given time series and explanatory vari-
ables. The explanatory variables are time series data that have interrelationships with the observed
data and predictors. The formula for multivariate forecasting can be expressed as
Yi = fi(Y1, ...,Yi−k ,X1, ...,Xg ) (2.2)
where Yi denotes the dependent variable with time i for k steps and Xg denotes the other predictor
variables.
2.4 Methods in heavy precipitation forecasting
There are several methods studied in forecasting heavy precipitation. The methods can be divided
into several modelling types such as:
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1. Data-driven model
2. Probability model
3. Combinational model
Data driven model (DDM) is an analysis of the data by finding connections in its internal system,
without explicit knowledge of the physical behaviour of the system [44]. This type of model rely
upon computational intelligence and machine learning methods such as neural networks and evolu-
tionary computing to discover the patterns in data thus replacing the physically based models [44].
Machine learning is an area of computer science that concentrates on the theoretical foundations of
learning from data [46]. The main point of DDM is the learning process that incorporates unknown
mappings between a system’s inputs and its output.
Probability model is a stochastic process that describes the statistical phenomenon that evolves in
time according to probability laws [10]. Stochastic process involves random elements which are
sequential in time and defined at a set of time points which may be continuous or discrete [10].
The methods in this category has predefined structures and unknown parameters. Examples of
probability models dealing with stochastic process are linear and nonlinear regression models,
auto regressive integrated moving average (ARIMA), transfer function and hidden markov.
Combinational model is an integration of several methods that are coming from same or different
type of modelling groups. In recent years, there has been an increase in the use of combinational
models. This type of model aims to reduce the weaknesses of one method by complementing it
with a method that belongs to other group of models. There are several approaches to combine
these methods like ensemble of models and modular models. Ensemble model, which is widely
used in meteorology, works on different methods for a same data that produce outputs which
are, combined and averaged to a single result [44]. Modular model is based on the principle of
divide-and-conquer (DAC). Natural processes such as precipitation, temperature and global cli-
mate indices are complex such that it is not possible to build single global model that adequately
captures the system behaviour [44]. The modular model has several sub models which can use
same method like artificial neural network with different parameter settings or use different meth-
ods for each sub-processes [14].
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2.5 Use of data driven models in heavy precipitation forecasting
In recent years, there has been an increase in the use of data mining methodology in various sci-
entific fields, including hydrological and natural phenomenon modelling [1,3,5,17,25,34,40,53].
These models use the methods of computational intelligence and machine learning, and thus as-
sume the presence of a considerable amount of data describing the model’s physics [46]. New tools
in data acquisition and data visualisation make the process of data collection easy and available for
wide data coverage. For example, local precipitation data is collected hourly using physical tools
and global climate indices such as ENSO, Madden Julian Oscillation and IOD are collected using
the high end and sophisticated satellites.
2.5.1 Artificial neural network
An ANN is a mimic of the human neural system. The ability of humans to learn from examples
motivated McCulloch-Pitts to propose the first structure of a neural network in 1943. Since then,
ANN has been progressively explored by researchers with new enhancements on its architecture,
learning algorithms and other improvements. Nowadays, many variants of ANNs exist with im-
proved performance in different application areas. The most popular type of ANN in forecasting
is the backpropagation multilayer perceptron (BPMLP). Zhang [57] summarized an ANN as an
algorithm that can adapt itself once data is available, generalize effectively from sample data, and
perform nonlinear modelling. The ability of an ANN to model patterns in data makes it suitable
for seasonality data such as precipitation.
Different architectures of ANN exist ranging from single layer, multilayer, and feedforward to
recurrent. A multilayer ANN consists of several layers with one to many nodes called neurons.
The input layer interacts with the input(s); the hidden layer hides its desired outputs by minimizing
errors. The output layer produces the network output(s). In the hidden and output layers, the
outputs are computed using the following equations:
netHj =
n∑
i=1
w
j
i xi +θj (2.3)
outHj = f (net) =
2
1+ e
−2netHj
− 1 (2.4)
netO =
n∑
j=1
wkj outHj +θk (2.5)
outk = f (net) = netO (2.6)
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where netHj and netO : The network outputs before non-linear transformation at the hidden layer
j and linear transformation at the output layer k; outHj and outk : The network outputs after
transformation at the hidden layer j and the output layer k; wji and w
k
j : The weights between the
input-hidden and the hidden-output layers; θ : The biases at layers j and k ; and xi : The inputs of
ANN model.
The learning algorithm is used to minimize the error between the output of the model and the actual
values [58]. There are several learning algorithms in ANN that produce different results based
on the application domain. Advanced algorithms such as gradient descent, conjugate gradient
descent (CGD) and Levenberg-Marquardt (LM) have been applied by researchers in time series
forecasting [26]. A comparative study of the different learning algorithms by [11] revealed that
CGD demonstrates the best prediction performance compared to momentum and LM. In time
series forecasting, particularly in the climate domain, LM is seen as a common choice as an ANN
learning algorithm [17,35]. Recently an evolutionary algorithm called particle swarm optimization
(PSO) has been introduced to optimize neural network learning. The results are promising as in [4].
2.5.2 Particle swarm optimization
Particle swarm optimization (PSO) is a novel evolutionary algorithm which imitates the movement
of birds flocking or fish schooling looking for food [58]. Each particle is treated as a point in a
N-dimensional space which adjusts its flying information according to its own flying experience as
well as other particles flying experiences. Each particle has a position and a velocity, representing
the solution to the optimization problem and the search direction in the search space [58].
Each particle flies through a search space and updating its individual velocity at regular intervals
toward both the best position or location it personally has found called personal best (pbest) and
toward the globally best position found by all its neighbours called global best (gbest). The main
components in PSO are the particles, the elements in each particles and the search process that
includes the position updates and the velocity. The updating equations of the velocity and position
of the particle are given as follows [58]:
v(t +1) =ωv(t) + c1r1[bp − x(t)] + c2r2[bg − x(t)] (2.7)
x(t +1) = x(t) + v(t +1) (2.8)
where
x and v : The velocity and position of the particle at the time t +1;
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c1 and c2 : The positive constants referred to as acceleration constants. Also known as cognitive
and social components ;
r1 and r2 : Uniform distribution of random numbers between 0 and 1;
bp and bg : The best position found by the particle and the best position found by its neighbour; .
ω : The inertia weight that controls the global and local exploration capabilities of the particle.
The general algorithm for PSO is presented as follows :
Step 1 : Initialize the positions and the velocities of the particles randomly and stored in separate
vectors.
Step 2 : Calculate the fitness of all particle’s position and determine the pbest and gbest. Update each
particle pbest and gbest.
Step 3 : Compute the new position and velocity of each particle using formulas given in (2.7) and
(2.8).
Step 4 : Repeat Step 2 and 3 until a predetermined maximum iteration number is reached.
The major difference between PSO and other population-based algorithm like genetic algorithm
is that the individuals will always survive during the entire search process [58]. PSO uses time
varying inertia weight where larger inertia weight is used during initial exploration and gradual
reduction of its value as the search proceeds in further iterations. A study in [48] revealed that it is
more preferable to train ANN model with PSO than LM algorithm in a flood-prone season.
2.6 Input variable selection methods
The task of selecting input variables is common to all statistical models making it crucial consider-
ation in identifying the optimal functional form of statistical models [32]. The complexity in input
variables selection (IVS) arises due to the large number of available variables, high correlations
between candidate input variables and variables that have little or no predictive power [32]. Some
variables can be useless by themselves but may provide a significant performance improvement
when combined together [24].
May et al. [33] describe the input selection method as an important task in order to obtain a high
quality models. In their study, they compared partial mutual information (PMIS) with partial cor-
relation input selection (PCIS) to select the best inputs from synthetic environmental data and they
concluded that a nonlinear IVS is preferable for identifying a nonlinear relationship in environment
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data. A study by Wu et al. [55] using several linear and nonlinear IVS methods on rainfall time
series data concluded that linear correlation analysis (LCA) can choose inputs reasonably for an
ANN model thus producing a better performance accuracy. It does makes sense because ARIMA
method uses LCA in selecting significant input lags during model development. Cherkassy et
al. [12] suggested that the correlation analysis and mutual information can be used for variable
selection in addition to adequate knowledge of hydrology applications.
Generally, there are three approaches of IVS and they are as follow :
1. Wrapper
2. Embedded
3. Filter
Wrappers and embedded are dependent on the constructed model whereas filter is a model inde-
pendent. Wrappers and embedded methods are carried out as part of the model development. Filter
method is independent from the model development. Wrappers are universal and simple because
it utilizes the learning machine of interest as a black box to score subsets of variable according
to their predictive power. The search for the optimal input variables is a part of the model archi-
tecture optimization. Effective wrapper strategies can be nested or global searches and variable
ranking. The search is consist of going through the set, or a subset, of all possible combinations of
input variables and select the set that yields the optimal generalization of the trained model [32].
Consider a set of m examples {xk ,yk} where (k = 1, ...,m) consisting of n input variables xk,i
where (i = 1, ...,n) and one output variable yk . Variable ranking makes use of a scoring function
S(i) computed from the values xk,i and yk ,where (k = 1, ...,m) [24]. Figure 2.1 summarized three
general approaches in IVS.
The following section describes several IVS methods widely used in hydrological applications.
2.6.1 Linear correlation analysis
Linear correlation analysis (LCA) is a filter-type IVS method that characterizes the relationship
between input and output. There are two statistical methods that measure the corresponding effect
between the input vectors and precedence output, called autocorrelation function (ACF) and partial
autocorrelation function (PACF). The purpose of both functions are to show and suggest lags that
influence any given variable at a certain time [47]. The decision to include on the number of past
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Figure 2.1 Three approaches in the input variable selection.
lags can be made by examining ACF and PACF with 95% confidence levels [47]. The ACF and
PACF are visualized using correlogram.
Given N observations x1, ...,xn on a discrete time series, an N − 1 pairs of observations, namely
(x1,x2), (x2,x3), ..., (xN−1,xN ) can be formed. The autocorrelation between observations at lag k
can be defined as follows [10]
rk =
∑N−k
t=1 (xt − x¯)(xt+k − x¯)∑N
t=1(xt − x¯)
2
(2.9)
where x¯ =
∑N
t=1 xt/N is the sample mean.
The advantage of LCA is that it can determine the maximum lag in time series forecasting [48].
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2.6.2 Stepwise linear regression
The stepwise regression method is a wrapper-type IVS method which search for the best subset
of input variables through subsequent iterations [32]. This method which derived from forward
selection approach rechecks at each iteration the importance of all previously included variables.
This means that each time a new variable is added to the model, the significance of each of the
variables already in the model is re-examined. The variable in the model which has p-value ex-
ceeding the threshold value is removed and the model will be refitted without the variable. Again
the selection process continues until the model satisfies the optimality criterion Mallows’ Cp, that
is, when n + 1 input variables are no better than the preceding n variables. The best model with
optimal combination of input variables is selected based on the smallest Cp value. The formula
for Cp is as follows [32]
Cp =
∑N
j=1(yj − yˆj(k))
2
α2d
− n+2p, (2.10)
where yj(k) are the outputs generated by the model using p parameters and α2d are the residual
for a full model trained using all d possible input variables. The benefit of SLR on ANN model
development is that it can identify the minimum number of ANN input variables required in fore-
casting model, without much loss of prediction accuracy [27]. Besides that, the performance of
ANN models using this approach on selecting the inputs was found to be favorable than other ANN
models developed on trial-and-error method [27].
2.6.3 Mutual information
Mutual information which is based on Shannon’s entropy [41] is used to investigate linear and
non-linear dependencies and lag effects (in time series data) between the variables. The mutual
information is a measure of information available from one set of data having knowledge of another
set of data. The average mutual information (AMI) between two variables X and Y is given by
AMI =
∑
i,j
PXY (xi ,yj ) log2
[
PXY (xi ,yj )
PX(xi)PY (yj)
]
(2.11)
where PX(x) and PY (y) : The marginal probability density functions of X and Y ; and PXY(x,y) :
The joint probability density functions of X and Y .
If there is no dependence betweenX and Y , then by definition the joint probability density PXY(x,y)
would be equal to the product of the marginal densities (PX(x)PY (y)). In this case, AMI would be
zero (the ratio of the joint and marginal densities being one, giving the logarithm, a value of zero).
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A high value of AMI would indicate a strong dependence between two variables. The key to accu-
rate estimate of the AMI is the accurate estimation of the marginal and joint probabilities density
from a finite set of examples. The most widely used approach is estimation of the probability den-
sities by histogram with the fixed bin width. More stable, efficient and robust probability density
estimator is based on the use of kernel density estimation techniques [42].
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Chapter 3
Methodology of the study
This chapter discusses the methodology of heavy precipitation forecasting, firstly,
by using MX5d data and secondly, a combination of local MX5d and global climate
indices through modular modeling.
3.1 Data mining model in hydrology
Data mining methods have widely been used in hydrological modeling. The advantages of DM is
able to produce a model based on past data leads to its applications in various subdivision of hy-
drology involving flood, stream flow and precipitation forecasting [5,14,40,52], and rainfall-runoff
modeling [6,47]. There are two important goals in modelling a natural phenomenon. The first one
is to be able to describe its processes and secondly, is to predict the variables that characterize its
processes [45].
There are some applications of data driven methods in modelling special or rare events that do not
occur regularly such as heavy precipitation, earthquake and typhoon. These types of events are
irregular but can bring severe damage to infrastructure and be responsible for the loss of life. Gu et
al. [23] used artificial neural network to study the trend of extreme precipitation in a year using the
extreme precipitation indices. Fong et al. [20] applied residual-feedback GMDH neural network
to predict two rare events, earthquake and precipitation. Lin and Wu [30] used a hybrid neural
network to forecast a typhoon rainfall in Taiwan.
Precipitation forecasting can be categorized into two types. The first one is daily precipitation
forecasting with the aim to forecast the precipitation occurrences and the number of wet days in
different interval of time. Many works related to this are conducted since two decades ago with the
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improvement on the model development and configuration thus increasing the model accuracy and
extending the forecast lead time. Another type of forecasting is on anticipating the occurrences
of heavy precipitation events with respect to its magnitude. The increasing number of extreme
and unexpected flood situations in recent days has led to a growing interest on better forecasting
model. One of a potential indicator for flood event is the MX5d data. A multi-day episodes of
precipitation could trigger a flood event in a low level settlement area when the nearby water basin
could no longer accommodate the increasing number of rainfall amount.
3.2 Heavy precipitation modelling using MX5d
In a univariate forecasting, the future value of a forecast model depends only on past observations
of the given time series. It is said that given observations on a single time series up to time t, any
univariate forecast of xt+m can be denoted by xˆ(t,m) [10]. For a model which uses an ANN as the
method, the relationship between input and output can be visualized as follows :
yt+1 = f (yt ,yt−1, ...,yt−m) (3.1)
where yt+1 is the one-step ahead forecast output at time t and m is the maximum lag of past
observation. The MX5d data is derived from the daily precipitation data of related case study. The
detailed procedure in deriving the MX5d is explained in Chapter 4. In this approach, the value
of y is the MX5d data on a different lag of time. The implementation method for a univariate
forecasting using MX5d is shown in Figure 3.1 [48].
The selection of input variables for ANN model used two input variable selection methods called
LCA and SLR. Based on the LCA results, the maximum significant lag is 24 and this information
is used to further evaluate the significant predictor among this 24 lags [48]. The result of SLR
revealed that lags 1, 4, 11, 12 and 24 are the most significant predictors to forecast a monthly
MX5d at a lead time t +1. Table 3.1 shows the SLR result.
These inputs are fed into ANN model trained with particle swarm optimization. The topology for
ANN model is configured as 5-1-1 which denotes as input-hidden-output nodes on input-hidden-
output layers..
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Figure 3.1 Methodology for a univariate forecasting of MX5d
3.3 Heavy precipitation modelling using combination of local MX5d and
global climate indices
Traditionally, a data-driven model is built on a whole data set describing the phenomenon. This
type of model is called a global model because it does not considered the seasonal processes
embedded in the data. Therefore, there is a need to built a model that encompassing different time
scale and localized. One of the ways of doing this is to discover the different physically embedded
relationships in precipitation process at different seasonal period and to built separate localized
models for each of these seasonal periods. Then, each of these localized models used artificial
neural network with PSO optimization. A modular model is implemented in this study because
several models are trained for particular sub-process.
3.3.1 Implementation of modular modeling
A modular model is based on the principle of divide-and-conquer (DAC). The modular model is
proposed because it can be used to model the complicated precipitation efficiently [54]. While
for global climate processes, most studies are using the single or ensemble type models which is
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Table 3.1 Stepwise regression scores of finalized inputs
Mx5d(lag) p-value score
1 7.63× 10−2
4 6.87× 10−2
11 2.01× 10−2
12 5.15× 10−3
24 2.21× 10−12
trained on whole data sample [34, 40, 43]. Thus, it is worthwhile to have further investigation on
this matter.
The problem of modelling heavy precipitation is characterized by heavy precipitation and global
climatic phenomenon measured at different time, and the response of heavy precipitation. This can
be expressed as follows:
MX5dt+T = f (MX5dt ,MX5dt−1,MX5dt−2, ...,MX5dt−L,GCst ,GCst−M , ct) (3.2)
where MX5dt+T is the heavy precipitation index in mm and t is the actual time where the forecast
is made, L is the lags for heavy precipitation index and M is the lags for global climatic indices; f
is the data-driven forecasting model, and T is the forecast horizon (single or multiple steps ahead);
ct is the merged input of MX5d and global climate indices at time t.
A general structure of a modular model is shown in Figure 3.2. Each specialized models represent
a one sub-process. The task of splitting unit is to separate the training data either by hard splitting
or soft splitting. Hard splitting works by splitting the training data into subsets that correspond
to the sub-process to be model and these subsets are non intersecting subsets [46]. Wu et.al. [54]
employed hard splitting by separating rainfall data into three magnitudes, that are low, medium
and high using fuzzy C-means clustering. The final output of hard splitting is coming from one of
the model. On the contrary, soft splitting is where trained data can have overlapped subsets and
the final output of the modular model is the weighted-average of each local model. Wang et.al
[52] divided the daily streamflow into three ways which are by threshold value of the streamflow,
cluster of streamflow states and seasonal streamflow. Based on the results, it can be concluded that
periodic ANN based on soft seasonal partitions has the best performance [52].
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Figure 3.2 Modular models
In this study, each ANN model is trained to the precipitations that occurred in a season. The months
in the seasonal groups of data could belong to several cases. Figure 3.3 shows the occurrence of
seasonal monsoon throughout the year. Instead of building one model responsible for representing
the heavy precipitation processes, several models are built. Each models will simulate the period
of monsoon occurrences as shown in Figure 3.4 and Table 3.2.
Figure 3.3 Precipitation amounts during seasonal monsoon in a year
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Figure 3.4 Precipitation separation in building the localized models
Table 3.2 Four cases of sample data.
Monsoon Duration Case no.
Northeast November to March case 1
Southwest May to September case 3
Interseason October and April case 2 and case 4
3.3.2 Merging method in heavy precipitation forecasting
In this study, the local and global modes are combined to produce a merged input that is used in
forecasting model. The merged process is done by assigning a weighting factor on MX5d data
and global climate indices. The inputs are selected using Pearson correlation so that only inputs
with significant relationship between Mx5dt+1 and previous values of MX5d and global climate
indices are used in the merging procedure. The merged procedure is calculated as follows:
ct =
m∑
i=0
yt−iw1 +
n∑
i=0
xt−iw2 (3.3)
where
ct : The combined local MX5d and global climate indices at time t.
yt−i : The significant MX5d at time t − i where i = 0,1,2, ...,m.
xt−i : The significant global climate index at time t − i where i = 0,1,2, ...,n.
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w1 & w2 : The weighting factor for MX5d and global climate index, respectively. The total weight
w is the summation of w1 and w2. The range for w is 06w 6 1.
In this merging procedure, the weight w1 is assigned to MX5d data while w2 is assigned to global
climate indices. The product of merging between MX5d data and w1 is totalled up and added to
the summation of product between global climate indices data and merging factor w2.
Weighting factors (w1 and w2)
The weighting factors w1 and w2 are adapted from the Pearson correlation result. The correlation
between Mx5dt+1 and potential inputs (MX5d and global climate indices) are calculated and the
number of correlated inputs is known. The formulas to calculate w1 and w2 are as follow:
Totalc = yc + xc (3.4)
w1 =
yc
Totalc
(3.5)
w2 =
xc
Totalc
(3.6)
where
Totalc : Total number of merging inputs from the correlation result.
yc : Number of merging input for MX5d.
xc : Number of merging input for global climate index.
3.4 Major methods in the study
3.4.1 Linear correlation analysis (LCA)
The selection of input variable is of great importance in building an accurate model that will
resemble the physical based model. In data driven modeling, the information about the modelled
series is not always available thus it is important to rely on the statistical methods to determine the
appropriate input variables for data-driven models. The relationship between the predictor and the
output maybe based on the variable itself which is the lag and can be the inclusion of any variable.
In this study, we identified two types of data as in Table 3.3 that are the local precipitation index
(MX5d) and the global climate indices called Southern Oscillation Index (SOI), Madden Julian
Oscillation (MJO) and Dipole Mode Index (DMI).
ACF and PACF are univariate analysis applied to the local variable to analyze the relationship
of the lagged variables with the output that is the one step ahead forecast of MX5d. Since the
precipitation is highly seasonal, it is often not enough to include only one or two lagged variables
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Table 3.3 Types of data to forecast.
Local index (MX5d) Global indices
Lag 1 to lag 24
SOI (lag 1 to lag 3)
MJO (lag 1 to lag 3)
DMI (lag 1 to lag 3)
in the model. Therefore, the MX5d data from lag 1 to lag 24 was tested using LCA to identify the
maximum lag that was highly correlated. This means that the analysis of correlation between the
variables lags covers up to previous two years data. A package called astsa in R language was used
to compute ACF and PACF.
The output of the LCA in Figures 3.5 and 3.6 indicate a significant spike at lag 12 and lag 24 on
the plots. The dashed line indicates the statistical significance of 95% confidence level. Therefore,
the LCA suggested incorporating MX5d values of up to 24 lags as inputs for the ANN.
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Figure 3.5 Plots of linear correlation analysis for Kuantan
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Figure 3.6 Plots of linear correlation analysis for Kota Bharu
Table 3.4 Significant inputs from the stepwise regression method.
Station name Lagged MX5d Global indices
Kuantan Xt ,Xt−3,Xt−10,Xt−11,Xt−23 MJOt
Kota Bharu Xt ,Xt−4,Xt−11,Xt−16,Xt−23 MJOt,DMIt
3.4.2 Stepwise linear regression
In the second method, we tested 33 inputs that consisted of 24 lags for MX5d and three lags for
global indices as listed in Table 3.3. We decided to include as many as 24 lags based on the result
obtained from the LCA. It is because the correlation analysis allows for a clearer picture of the
dominant lags. The p-value of the inputs was compared for each iteration to determine which
inputs would be deleted or added in the subsequent model. The finalized inputs from the stepwise
regression method are presented in Table 3.4.
28 CHAPTER 3. METHODOLOGY OF THE STUDY
3.4.3 Artificial neural network
The general equation of ANN for an explanatory or causal forecasting problem can be written as
in equation (3.7). The inputs of ANN are the independent variables and the output is the dependent
variable.
y = f (x1,x2, ...,xn) (3.7)
where x1,x2, ...,x1 are n independent variables and y is a dependent variable [57].
For a time series forecasting problem, the ANN inputs are consist of past observations of the time
series data. Hence, its forecasting model can be described as follows. Let xt−j1 , ...,xt−jk be the past
observations, the equation for computing a forecast of xt can be written in the form [10]:
xˆt = φo
wco +
H∑
h=1
whoφh
wch +
k∑
i=1
wihxt−ji

 (3.8)
where wch : The weights for the connections between the constant input and the hidden neuron,
for h = 1, ...,H . wco : The weight of the direct connection between the constant input and the
output. wih : The weight for the connection between the inputs and the hidden neurons. who : The
weight for the connection between the hidden neurons and the output. φo and φh : The activation
functions used at the hidden layer and at the output, respectively.
To apply Equation (3.8) to the study data, LM and PSO algorithms are used for optimization
of weight w. The LM and PSO algorithms were implemented on Matlab computing software
under NN toolbox [31] and PSO research toolbox [18, 19, 39]. Several parameters are determined
before proceeding with the training and testing tasks. These parameters include network topology,
particle elements, and activation functions. Each model has different particle elements based on
the network topology. Kuantan has ANN models with different attributes as inputs with respect to
each case of data and monsoons. The simplest model has the MX5d variable with five significant
lags obtained from the stepwise linear regression method. Another model has combined lagged
MJO, DMI, and SOI starting from lag 1 to lag 3 as inputs. Another ANN model combined the five
significant MX5d lags and nine lags from MJO, DMI, and SOI.
These models were trained on single and multiple ANN models that implemented LM (ANN-LM)
and PSO (ANN-PSO) to learn the data. The multiple ANN model has n models, where n = 1,5,10.
Each model has hidden nodes chosen in the range from 1 to 10. The best topologies in the multiple
ANN model were determined based on MSE during training. Both single and multiple ANNs
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Table 3.5 Elements of a particle.
weights
j
i biasj weights
k
j biask
adopted tanh and linear activation functions for the hidden and output nodes, respectively. Figure
3.9 illustrates the multiple ANN model.
PSO is applied in an ANN by determining the optimal value of weights and biases during the ANN
training. Each particle in PSO represents a candidate solution and the best particle is the one with
the optimal values. The elements of a particle consist of the parameters to be optimized, which in
this case, are the weights and biases in the ANN. The structure of a particle can be seen in Table
3.5. Weightsji and biasj are the ANN parameters between the input and hidden layers; weights
k
j
and biask are the parameters between the hidden and output layers. Each particle in a swarm has
y(x + 1) + z(y + 1) elements where x, y, and z represent the number of input, hidden, and output
nodes. The objective of PSO is to minimize the mean squared error (MSE) during ANN training.
A detailed implementation of PSO in an ANN is described further in [4]. The PSO implementation
in ANN can be visualized as in Figure 3.7. The red line is the boundary which PSO algorithm is
applied to the weights and biases between interconnecting layers.
Figure 3.7 PSO implementation in ANN architecture
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3.4.4 Implementation framework of heavy precipitation forecasting
Figure 3.8 illustrates the implementation framework of heavy precipitation where a modular model
has four sub-processes model associated with the seasonal variation. The sub ANN models can
vary in term of model configurations during training process for achieving the optimal model.
Figure 3.9 shows the internal configuration of one submodel of ANN. The local mode data is a
processed MX5d in a month because it is derived from the daily precipitation at the two meteoro-
logical stations.
Figure 3.8 Implementation framework for MX5d forecasting
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Figure 3.9 Sub-model internal framework
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Chapter 4
Data and application of methods
This chapter provides information about the local precipitation and global climate
indices used in the study and their implementation in the methodology.
4.1 Maximum 5-day accumulated precipitation (MX5d)
Heavy precipitation can be defined as an amount of precipitation that exceeding certain thresh-
old value for a some period of time. It is a rare event that happen due to certain factors such as
the changes of season and the changes of oscillations. Some countries like Malaysia, Singapore
and Indonesia have experienced several events of heavy precipitation with the start of northeast
monsoon in November to March. Heavy precipitations episodes are likely to cause floods when
precipitations continue for several days. Moreover, a study by Zeng et al. revealed that a climate
fluctuation, such as ENSO has nonlinear influence on the extreme precipitation [56]. A seasonal
extreme statistic like the maximum amount of precipitation accumulated over 5 consecutive days
are used to monitor the extreme event such in [56]. Besides that, World Meteorological Organi-
zation (WMO) has proposed and adopted 11 indices including maximum five-day precipitation
as an indicators for analysing extremes [37]. These climate extremes indices are defined by the
expert team on climate change detection and indices (ETCCDI) and issued by WMO which can
give a clear understanding of observed changes in precipitation extremes during different phases
of oscillations [37].
This study used historical daily precipitation data from 1981 to 2013. Two stations from the eastern
region of Peninsular Malaysia were considered in this study : Kuantan and Kota Bharu. These
stations are located in two states in the east coast region of Malaysia. The reasons to choose
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these locations are 1) they were prone to flood occurrences; 2) the effect of monsoonal season is
apparent to anyone who lives in the location. The precipitation data was retrieved from the National
Climatic Data Centre, USA website [51]. Five-day precipitation series were tabulated from daily
precipitation data and the MX5d was extracted using Equation (2.1). Five-day precipitation values
were totalled producing a maximum of 27 sets of RRn for each month. The steps that describe
Equation (2.1) are as follow:
Step 1 : Get daily precipitations for a month.
Step 2 : Sum up precipitation values on five consecutive days RRn from day 1 to day 31.
Here assuming that one month is equalled to 31 days. A maximum of 27 sets is produced.
Step 3 : Choose the set which has the maximum value and select it as the MX5d for the month.
Step 4 : Repeat step 1 for other months.
The output of these steps is shown in Figure 4.1.
The data was then divided into training and testing sets. From Figure 4.1, the seasonality in the
data can be observed with peaks occurring from December of present year until January of next
year. This is because these months are within the northeast monsoon season where multiple days
of heavy rainfall are frequent. We divided the data into four cases to reflect the different seasonal
patterns of the Malaysian climate. This is described in Table 3.2. These four cases represent the
sub-processes in the modular model described in Chapter 3.
4.2 Global climate indices
Large scale climate phenomena such as El Nino Southern Oscillation (ENSO), Indian Ocean
Dipole (IOD) and Madden Julian Oscillation are known for their effect on the Southeast Asia
countries. In this study, three global climate modes are used such as ENSO, IOD and MJO. These
oscillations were retrieved from Climate Explorer website (http://climexp.knmi.nl/). Figure 4.2
shows the intensity of ENSO, IOD and MJO during the study period.
El Nino refers to the above normal sea surface temperatures (SST) that represents the warm phase
of the ENSO cycle while La Nina is the cold phase of ENSO cycle which sea surface temperature is
within the cooling period [29]. The Southern Oscillation Index (SOI) is the measurement for ENSO
conditions and intensity. El Nino normally results in drier rainfall season while La Nina causes
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Figure 4.1 Monthly maximum five-day accumulated precipitation in Kuantan and Kota
Bharu.
wetter conditions. Several studies have used artificial neural network to analyse the occurrences of
rainfall with SOI [2, 29, 34]. Further description on ENSO can be found in Appendix A.
The IOD is a coupled ocean-atmosphere phenomenon in the Indian Ocean. The Dipole Mode
Index is the measurement for IOD to describe the difference between SST in the western and
eastern equatorial Indian [29]. Several studies have mentioned the use of DMI in accessing the
precipitation intensity [34], [2] and [29]. A study by Kun Liong and Shaari concluded that the
extreme precipitation events were most likely to occur when the sea surface temperature in Indian
Ocean was slightly cooler than normal [29]. Further description on IOD can be found in Appendix
A.
The MJO is a tropical intra-seasonal oscillation that brings variations in winds, cloudiness, rainfall,
SST and ocean surface evaporation. Since Malaysia is located in the tropical region, it is under
influence of MJO [29]. The analysis by [29], however, found out that the majority of the extreme
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daily precipitation cases were associated with smaller index values leading to slightly enhanced
convection of precipitation. Further description on MJO can be found in Appendix A.
4.3 Pre-processing on the local and global modes
The correlation mapping is carried out between MX5d and global climate modes using Pearson’s
correlation coefficient. The purpose is to identify the relationship intensity between these indices
and selecting the significant index for further analysis. In this study, the correlation between MX5d
and global climate modes were presented in Table 4.1. It was discovered that lag 1 and lag 2
for DMI have significant correlation with MX5d at Kota Bharu station. In Kuantan station, the
significant correlation is existed between MX5d and MJO at lag 0 and lag 3.
4.4 Comparison models in this study
Seasonal ARIMA and regression analysis were developed to compare the modular model with
respect to model inputs and data cases.
4.4.1 Seasonal autoregressive integrated moving average (SARIMA)
If the series is seasonal, with s time periods per year, a seasonal ARIMA model can be obtained
by including additional seasonal terms in the ARIMA model [10]. A seasonal ARIMA model
(p,d,q), (P,D,Q)s is defined [8]:
Φp(B)
sφp(B)(1−B)
d (1−Bs)D
Yt = θq(B)Θq(B)
sat
(4.1)
where
φp: Regular autoregressive operator of order p
θq: Regular moving average operator of order q
d: Differencing of order d
Φp: Seasonal autoregressive operator of order P
Θq: Regular moving average operator of order Q
D: Differencing of order D
s: Seasonal period
at: White noise process
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Figure 4.2 The intensity of global climate modes during the study period.
Station DMI MJO SOI DMI-1 MJO-1 SOI-1 DMI-2 MJO-2 SOI-2 DMI-3 MJO-3 SOI-3
Kuantan
Case 1 0.02 bf-0.12* 0.06 0.01 -0.05 0.06 0.05 -0.02 0.02 0.05 -0.11* 0.05
Case 2 0.03 -0.12* 0.06 0.01 -0.05 0.06 0.05 -0.02 0.02 0.06 -0.11* 0.05
Case 3 0.03 -0.12* 0.06 0.01 -0.05 0.06 0.05 -0.02 0.02 0.06 -0.11* 0.05
Case 4 0.03 -0.12* 0.06 0.01 -0.05 0.06 0.05 -0.02 0.02 0.06 -0.11* 0.05
Kota Bharu
Case 1 0.07 -0.07 0.08 0.11* -0.09 0.07 0.12* -0.02 0.04 0.06 -0.09 0.05
Case 2 0.07 -0.07 0.08 0.11* -0.09 0.07 0.12* -0.02 0.04 0.06 -0.09 0.05
Case 3 0.07 -0.07 0.08 0.11* -0.09 0.07 0.12* -0.02 0.04 0.06 -0.09 0.05
Case 4 0.07 -0.07 0.08 0.11* -0.09 0.07 0.12* -0.02 0.04 0.06 -0.09 0.05
*Correlation is significant at the 0.05
Table 4.1 Pearson correlation(r) of lagged climate indices and MX5d.
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Regression analysis is a statistical process for estimating the relationships among variables and is
widely used for prediction and forecasting. The linear regression for p predictors can be written:
Y = Xβ + ε (4.2)
where Y is n × 1 , X is n × (p + 1), and β is (p +1)× 1. Then, E(Y ) = Xβ and we use βˆ to denote
the estimation of β. Using the least squares estimate to choose the value of β that minimizes the
sum of square residuals, it can be written:
βˆ = (XTX)−1XTY (4.3)
4.5 Forecast evaluation
To evaluate the forecasting performance of the models, the results from all models were compared
using root mean square error (RMSE) as described in Equation (4.4). RMSE is chosen as the
metric for performance evaluation because it is the second most frequent measurement used after
the confusion matrix in application areas of prediction and classification problems [38].
RMSE =
√√
1
N
N∑
i=1
(Oi −Pi)2 (4.4)
where Oi is the observed value, Pi is the predicted value and N is the number of observations.
An RMSE value close to 0 indicates higher predictive skill whereas an RMSE value close to 1
indicates poor predictive skill. Besides RMSE, another metric is used to measure the percentage
improvement of performance between the merged and non merged forecasting models. The metric
is called skill score (SS) and the formula for SS is as follows:
SS =
(
Ebase −Etarget
Ebase
)
× 100% (4.5)
where Ebase is the error measurement non-merged model and Etarget is the error measurement for
merged model.
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Chapter 5
Results and discussions
This chapter presents the results and discussions of the one-step ahead monthly
maximum 5-day accumulated precipitation forecasting experiments. The experi-
ments are carried out with two case studies from the eastern region of Peninsular
Malaysia.
5.1 Set-up of experiments
Before the results of experiments are presented, it is essential to explain about the experimental
set-up. In this study, two historical daily precipitation series (Kuantan and Kota Bharu rain-gauge
stations, respectively) from east coast region of Malaysia and three series of global climate indices
are utilized.
Two categories of MX5d forecasts are generally found in the context of data driven models:
1. Univariate forecasting such that the forecast is based on the MX5d itself. Hence, this cate-
gory is named as forecasting monthly maximum 5-day accumulated precipitation with initial
lags.
2. Multivariate forecasting such that the forecast includes other exogenous variables apart from
the MX5d itself. Thus, it is named as forecasting monthly maximum 5-day accumulated
precipitation using combination of local and global modes.
For both categories, same series of MX5d data is used and modular models are implemented. The
SARIMA model as described in Chapter 4 is used in univariate forecasting, while MLR is used for
multivariate forecasting.
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5.2 Forecasting monthly maximum 5-day accumulated precipitation using
artificial neural network with initial lags
The purpose of conducting this study is to identify the effective input selection method for the
forecast task besides to evaluate the applicability of ANN in forecasting future value of maximum
5-day accumulated precipitation using the MX5d index.
The experiments for this section is conducted using combination of ANN and PSO model with
MX5d as inputs and the forecast output t+1. The case study is located in the capital city of Pahang,
a state in the east coast of Peninsular Malaysia. The case area is prone to flood occurrences which
the impact of this event has been even severed in recent years. The data used were from 1980 to
2011 on a monthly basis after the conversion process as described in Chapter 4. The functional
mapping of one of the ANN model for this case study is as follows :
MX5dt+1 = f (MX5dt ,MX5dt−3,MX5dt−10,MX5dt−11,MX5dt−23) (5.1)
where t+1 is the forecast output of one-step ahead using past observations of MX5d at lag 1, 4, 11,
12 and 24. It is observed that this model has included an observation from the previous two-year
monsoon season. This model is named model A. Several models of ANN are also developed with
different topologies. One model named model B has 24-2-1 topology which represents 24 lagged
inputs, two hidden nodes and one forecast output. Another model called model C has five lagged
inputs, five hidden nodes and similar number of output. Model A and B are optimized by PSO
algorithm while model C used popular ANN training algorithm called levenberg marquardt (LM).
All these models used 1980 to 2010 data for training and 2011 data as an out of sample test data.
The forecast results of maximum 5-day accumulated precipitation in 2011 are presented in Figure
5.1 and Table 5.1. The figure showed that model A is performed better than model B in term of
input selection method with smaller RMSE. Moreover, model A is able to map closely the actual
observations during Northeast monsoon (November, December and January). The inclusion of
seasonality gives merit to forecast outputs in model A. Nevertheless, LCA is better off served as a
visual way of selecting maximum lag before implementing SLR method.
In term of different training algorithms, ANN is able to capture patterns of peak values during
flood-prone season when it is trained with PSO as compared to using LM algorithm. Clearly that
initial lag selection with stepwise regression method improved model A and model C forecast per-
formance as shown in Table 5.1. Figure 5.2 illustrates the actual observations and the forecasts ob-
tained from the best ANN model and seasonal ARIMA. Here, model A represented the best ANN
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model while the best model for seasonal ARIMA was obtained as SARIMA(0,0,0)(2,0,0)12.
According to the graph, the forecasts obtained from ANN was more closer to the actual data that
exist on the peaks (December and January 2011 values).
Based on the results presented, it is found out that the input selection method gave significant
improvements on ANN performance as compared to trial and error approach. In addition to that,
particle swarm optimization is a suitable training algorithm of ANN for time series hydrological
type of data.
Figure 5.1 Comparison of forecast outputs from all ANN models
Table 5.1 Performance evaluation using RMSE in term of different number of inputs
Model RMSE
Model A 70.41
Model B 102.38
Model C 72.88
Seasonal ARIMA 81.44
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Figure 5.2 Comparison of forecast outputs from ANN and seasonal ARIMA models
5.3 Forecasting monthly maximum 5-day accumulated precipitation using
local and global modes with modular approach
Based on the findings in the previous study, an enhanced framework is developed with inclusion
of additional inputs and modular approach. The purpose of conducting this study is to evaluate the
performance of modular ANN approach built on seasonal monsoon. Besides that, it is interesting
to access the performance of ANN models on combination of local and global climate modes.
Several experiments are carried out with different selection of inputs and several ANN model
configurations. Two case studies are implemented which cover the eastern region of Peninsular
Malaysia and named Kuantan and Kota Bharu. The comparison of ANN models and other methods
was based on the inputs, an out-of-sample test of 2012-2013 data
5.3.1 Univariate forecasting
The first experiment is the univariate forecasting between ANN and SARIMA models on the mod-
ular approach. Here, a total of 32 forecasting model using ANN and two forecasting models using
SARIMA are implemented and have been described in Chapter 3 and 4. The modelling input is
the maximum 5-day accumulated precipitation lags in monthly basis.
The seasonal ARIMA for Kota Bharu is represented as SARIMA (0,0,1)(2,0,2)12 . This implies
that MX5d at time t + 1 was influenced by the MX5d at lag 1, lag 12, lag 13, lag 24, and lag 25.
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The Kuantan station is represented as SARIMA (0,0,0)(2,0,1)12 in which lag 12 and lag 24 were
the most influenced lags. The detailed explanation about SARIMA for Kuantan and Kota Bharu
stations can be found in Appendix B.
All ANN models have hidden nodes chosen in the range 1 to 10. The best topologies in the
multiple ANN model were determined based on MSE during training. Besides that, single and
multiple ANN models were developed in the modular model. Both single and multiple ANNs
adopted tanh and linear activation functions for the hidden and output nodes, respectively. Five
MX5d lags were used as explained in Chapter 3.
Both ANN and SARIMA models are trained and tested on four cases of data that represent the
modular setting with respect to the seasonal monsoons. Detailed information regarding these cases
can be found in Chapter 3.
The performance of the ANN in terms of using different learning algorithms and single/ multiple
ANN models is illustrated in Table 5.2. The particle swarm optimization trained model, on most
of the cases and stations, is more effective than the levenberg-marquardt (LM). It can also be seen
that the effect of training multiple ANN models on the improvement of performance is greatly
significant. This is because of each ANN model can learn more effectively with a distinct number
of hidden nodes. Herewith, it is proved that multiple ANN models is superior than single ANN
model. Therefore, the particle swarm optimization and multiple ANN approach are adopted for
the later forecasting task in the study.
The outputs of ANN and SARIMA on univariate forecasting are presented in form of hyetographs
for better visual inspection. The shaded areas in black and white represent the underestimate and
overestimate range between both methods’ outputs and observed MX5d, respectively. It is im-
portant to measure this aspect because the underestimate outputs are more risky than overestimate
outputs on the forecasting performance of any method.
Figure 5.3 shows the hyetographs of the results at one month ahead forecasting of ANN and
SARIMA using the maximum 5-day accumulated precipitation of Kota Bharu. It can be seen
that ANN has less underestimated outputs than SARIMA for case 1, 2 and 3 which means that the
risk of using this method is low. Figure 5.4 shows the hyetographs of the results at one month ahead
forecasting of ANN and SARIMA using the maximum 5-day accumulated precipitation of Kuan-
tan. It is observed that both methods produced quite a same number of underestimated MX5d on
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certain period of time. However, further investigation revealed that ANN is heavily underestimated
a month which is prone to flood occurrence that is on December 2013 for all cases.
Table 5.3 describes the results from ANN and SARIMA models using RMSE. ANN models are
consist of models that have the best model configuration in term of RMSE values. According to
the results, it is revealed that SARIMA performed the best for univariate forecasting. In addition
to that, the best case of data is the case 4 in which both ANN and SARIMA have shown better
performance accuracy than other cases. This revealed that the time period between Northeast and
Southwest monsoons have high value of information than other time horizon.
5.3.2 Multivariate forecasting with global climate modes
For a multivariate forecasting, a total of 32 ANN and 2 MLR models are developed and tested on
the global climate indices to forecast the one month ahead maximum 5-day accumulated precipi-
tation. Here, it means that the modelling inputs are either SOI, MJO, DMI or combination of these
climate indices lags.
The inputs for the MLR models are based on the result of correlation analysis in Table 4.1. In this
type of forecasting, ANN models have the same characteristics as the univariate forecasting such
that the hidden nodes are ranged from 1 to 10, a single and multiple models tested and the LM and
PSO training algorithms are used.
Table 5.4 summarized the results of ANN in terms of using different learning algorithms and
single/ multiple ANN models. It is interesting to note that the performance of ANN with single
or multiple models on both meteorological stations are equal. Therefore, the different number
of ANN models does not have much effect on the overall forecast performance. On the other
hand, PSO outperformed the common LM as the choice of training algorithm for the multivariate
forecasting. Also, when multiple ANN models configuration is used, it is preferable to use PSO as
the choice of training algorithm.
Table 5.5 demonstrates the result of eight models for Kuantan and Kota Bharu using modular ANN
and multiple linear regression. It can be seen that MLR models are showing poor generalization
ability for both meteorological stations compared to ANN. Figure 5.6 and 5.5 showed the compar-
ison between multiple regression ANN models for the two stations. In general, both methods have
underestimated the actual observations at similar months. However, in term of overall forecast
ability, clearly ANN models are better performed. The poor generalization performances of MLR
can be attributed to its limited ability for linear type of problem.
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5.3.3 Performance of local and global modes combination model
In this study, the main interest is to investigate the performance of a forecast model when local and
global predictors are combined and trained together. The local daily precipitation data is tabulated
and processed into a data series which described the heavy precipitation event called MX5d. Be-
sides the local precipitation information, it is interesting to see if any global modes can influence
the seasonal variations in certain location or region. Therefore, a set of global climate indices
became the potential candidate for merging inputs. The result of merging inputs is presented first
followed by comparison of performance accuracy between the localized and mixed modes.
Result of merging inputs
The procedure of merging local and global climate modes can be found in Section 3.3.2. In order to
determine the weighting factors w1 and w2, one way to do was by using the correlation coefficient
result in Table 4.1. The correlation between the forecast output MX5dt+1 and potential inputs
(MX5d and global climate indices) are calculated and the total number of correlated inputs is
known to be 13. Table 5.6 showed the correlated inputs for Kuantan and Kota Bharu. From
the table, the number of correlated inputs for MX5d and global climate indices are 10 and 3,
respectively. With this information and Equations (3.4), (3.5), (3.6), the weight for w1 and w2 are
calculated and obtained as 0.77 and 0.23, respectively. Several other combinations of weighting
values (w1, w2) were tried such as (0.7, 0.3) and (0.8, 0.2). It is found out that the lowest RMSE
value from ANN forecasting model was obtained from the combination of weighting values w1 =
0.7 and w2 = 0.3. Therefore, the respective weighting factors are chosen in merging process.
The merging input models for Kuantan and Kota Bharu are described in Equations (5.2) and (5.3),
respectively. In the equations, the values 0.7 and 0.3 denote w1 and w2 and f (ct) are the outputs
from merging process for Kuantan and Kota Bharu stations.
Kuantan
ct = (MX5dt × 0.7) + (MX5dt−3 × 0.7) + (MX5dt−10 × 0.7) + (MX5dt−11 × 0.7)+
(MX5dt−23 × 0.7) + (MJOt−2 × 0.3)
(5.2)
Kota Bharu
ct = (MX5dt × 0.7) + (MX5dt−4 ×+0.7) + (MX5dt−11 × 0.7) + (MX5dt−16 × 0.7)+
(MX5dt−23 × 0.7) + (MJOt × 0.3) + (DMIt × 0.3)
(5.3)
After the merging inputs are known for Kuantan and Kota Bharu stations from Equations (5.2) and
(5.3), the functional mapping of ANN model were developed. The functional mapping of ANN for
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the combination of local and global modes for Kuantan and Kota Bharu are described in Equations
(5.4) and (5.5), and Table 5.7, respectively.
Kuantan
MX5dt+1 = f (MX5dt ,MX5dt−3,MX5dt−10,MX5dt−11,MX5dt−23,MJOt , ct) (5.4)
Kota Bharu
MX5dt+1 = f (MX5dt ,MX5dt−4,MX5dt−11,MX5dt−16,MX5dt−23,MJOt ,DMIt , ct) (5.5)
where
MX5dt+1 : The forecast output of one month ahead MX5d forecasting at time t +1.
ct : The result of merging method for respective stations.
Table 5.8 summarized the forecast accuracy between an ANN model with combination of local and
global modes with an ANN model that uses a local mode (MX5d). It is observed that the mixed
modes that consist of MX5d lags, global climate indices and merging input has lower RMSE than
localized mode that uses local data (MX5d). The improvement in term of performance accuracy
for the ANN forecasting model is significantly realized when adding an extra information to the
model, in this case, an input from a merging procedure of Mx5d and global climate indices. The
improvement was evaluated using the criterion called SS (Equation (4.5)). SS is calculated from
RMSE values in Table 5.8 and the percentage improvement can be referred in Table 5.9. The SS
criteria evaluated the percentage improvement of model performance in proposed method (mixed
modes) with respect to forecast from localized mode model. The result indicated that the improve-
ment of model performances for Kuantan and Kota Bharu in the mixed modes with respect to
localized mode is increased by 14.63% and 13.89% in case two, 12.11% and 8.96% in case three
, and, 14.42% and 8.72% in case four. Thus, a mixed of predictors that includes MX5d, global
climate indices and their merged input are more effective in improving the accuracy of forecasting
model than the localized model that uses MX5d data only. Figures 5.7 and 5.8 further described
the significant advantage of mixed modes over localized mode particularly in case 2, 3 and 4 in
term of RMSE reductions. The forecast errors for a mixed model of local and global modes are
substantially lower on almost all cases and at both locations in the region.
One reason to justify this finding is that the global modes does have direct effect on the climate
variability in the region of study. A study by [34] also further clarified the fact that inclusion
of global modes can bring significant improvement on the forecast performance. However, the
author’s study [34] is focused on the global mode predictive ability.
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Table 5.2 Performance comparison of ANN models with different training algorithms
and topology for univariate forecasting.
Case Station # of model(s) Training algorithm RMSE
1 Kuantan 1 LM 110.2
5 LM 97.8
1 PSO 71.5
5 PSO 83.0
Kota Bharu 1 LM 177.1
3 LM 110.3
1 PSO 160.1
5 PSO 128.1
2 Kuantan 1 LM 98.1
10 LM 87.8
1 PSO 92.4
3 PSO 86.8
Kota Bharu 1 LM 179.9
3 LM 148.6
1 PSO 123.3
3 PSO 117.8
3 Kuantan 1 LM 87.9
10 LM 81.4
1 PSO 76.4
3 PSO 77.5
Kota Bharu 1 LM 147.3
5 LM 122.4
1 PSO 124.6
3 PSO 109.7
4 Kuantan 1 LM 96.6
5 LM 79.9
1 PSO 89.5
5 PSO 70.4
Kota Bharu 1 LM 148.5
3 LM 105.2
1 PSO 115.4
3 PSO 102.9
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Figure 5.3 Hyetographs of univariate one step ahead forecast using ANN and SARIMA
for Kota Bharu.
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Figure 5.4 Hyetographs of univariate one step ahead forecast using ANN and SARIMA
for Kuantan.
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Table 5.3 Performance comparisons of ANN and SARIMA for Kuantan and Kota Bharu
stations using RMSE.
Station Case ANN SARIMA
Kuantan 1 71.57 55.05
2 86.84 54.70
3 76.41 50.44
4 70.48 49.87
Kota Bharu 1 110.32 126.37
2 117.8 121.17
3 109.78 103.56
4 102.94 99.97
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Table 5.4 Performance comparison of ANN models with different training algorithms
and topology on multivariate forecasting.
Case Station # of model(s) Training algorithm RMSE
1 Kuantan 1 LM 88.48
3 LM 88.71
1 PSO 91.70
5 PSO 91.07
Kota Bharu 1 LM 132.11
3 LM 125.37
1 PSO 137.70
5 PSO 131.46
2 Kuantan 1 LM 134.78
10 LM 105.14
1 PSO 126.59
5 PSO 96.39
Kota Bharu 1 LM 135.30
3 LM 124.32
1 PSO 134.34
5 PSO 123.14
3 Kuantan 1 LM 122.83
5 LM 86.38
1 PSO 159.52
3 PSO 86.68
Kota Bharu 1 LM 122.88
5 LM 122.79
1 PSO 108.01
3 PSO 108.67
4 Kuantan 1 LM 119.30
5 LM 84.68
1 PSO 82.65
3 PSO 86.43
Kota Bharu 1 LM 138.92
3 LM 116.07
1 PSO 109.26
3 PSO 109.69
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Table 5.5 Performance comparisons of ANN and MLR for Kuantan and Kota Bharu
stations using RMSE.
Station Case ANN MLR
Kuantan 1 88.49 131.77
2 96.39 125.74
3 86.38 113.99
4 82.65 110.29
Kota Bharu 1 125.37 131.10
2 123.14 125.79
3 108.01 111.95
4 109.26 109.37
Table 5.6 Correlated inputs for merging procedure.
Station MX5d Global indices
Kuantan MX5dt , MX5dt−3, MX5dt−10, MX5dt−11, MX5dt−23 MJOt−2
Kota Bharu MX5dt , MX5dt−4, MX5dt−11, MX5dt−16, MX5dt−23 DMIt, DMIt−1
Table 5.7 ANN models inputs from MX5d, global climate indices and merged input for
Kuantan and Kota Bharu stations.
Station ANN inputs (MX5d; global climate indices; merged input)
Kuantan MX5dt , MX5dt−3, MX5dt−10, MX5dt−11, MX5dt−23; MJOt; ct
Kota Bharu MX5dt , MX5dt−4, MX5dt−11, MX5dt−16, MX5dt−23; MJOt, DMIt; ct
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Figure 5.5 Hyetographs of multivariate one step ahead forecast using ANN and MLR for
Kota Bharu.
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Figure 5.6 Hyetographs of multivariate one step ahead forecast using ANN and MLR for
Kuantan.
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Table 5.8 Comparison of performance by ANN models between mixed modes (local and
global modes) and localized mode based on RMSE.
Station Case RMSE - Mixed modes RMSE - Localized mode
Kuantan 1 75.46 71.57
2 74.14 86.84
3 67.16 76.41
4 60.31 70.47
Kota Bharu 1 110.42 110.32
2 101.45 117.82
3 99.94 109.78
4 93.96 102.94
Table 5.9 Percentage improvement using SS in ANN models for the proposed method
(mixed modes) and localized mode
Station Case RMSE - Mixed modes RMSE - Localized mode SS (%)
Kuantan 2 74.14 86.84 14.63
3 67.16 76.41 12.11
4 60.31 70.47 14.42
Kota Bharu 2 101.45 117.82 13.89
3 99.94 109.78 8.96
4 93.96 102.94 8.72
58 CHAPTER 5. RESULTS AND DISCUSSIONS
Figure 5.7 RMSE reduction in mixed modes against the localized mode in Kuantan sta-
tion.
Figure 5.8 RMSE reduction in mixed modes against the localized mode in Kota Bharu
station.
Chapter 6
Conclusion
6.1 Conclusion
The influence of coupled oceanic atmospheric oscillation indices on spatial variability of precipi-
tation characteristics in east coast region of Malaysia is the main focus of the study reported in this
dissertation. The problem of flood event is common in tropical country like Malaysia. One of the
potential cause of flood occurrence is the multi days precipitation which can lead to increasing level
of accumulated water in the basin. Therefore, this study attempted to use the daily precipitation
data and converted into a maximum 5-day accumulated precipitation on a monthly basis (MX5d).
Besides the MX5d data, other data is included in the study such as global climate indices. The
global climate data is used to investigate the influence of global climate indices and local MX5d
on the heavy precipitation events by combining this information through merging procedure.
The influence of global climate indices on heavy precipitation characteristics is varying across the
monsoon seasons. The study reported in this thesis is developed and evaluated using one data-
driven method and two statistical methods called artificial neural network (ANN), multiple linear
regression (MLR) and seasonal ARIMA (SARIMA). The objective of these methods is to fore-
cast the monthly maximum 5-day accumulated precipitation. The ANN models used levenberg-
marquardt and particle swarm optimization (PSO) algorithms to trained the data subdivided by
seasonal monsoon.
The result revealed that the multiple model configuration of ANN, trained using PSO algorithm is
preferable than single ANN model. The reason is because multiple ANN configuration can learnt
the pattern of time series data like precipitation better than single model. In term of univariate
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forecasting, SARIMA emerged as the winning method on Kuantan and Kota Bharu sites. While,
for multivariate forecasting, ANN performed better than MLR in forecast capability.
The proposed method which is a combination of local and global modes is better performed than a
localized mode. It is because the mixed mode contain inputs like MX5d, global climate indices and
merged input. The merged input helped to improve the accuracy of the mixed modes forecasting
model with values as lower as 8.72% and as highest as 14.63% in Kuantan and Kota Bharu stations,
respectively. This demonstrates that the merging process can effectively combine the information
from local and global modes to improve the accuracy of forecasting MX5d in one month lead
time. Besides inputting MX5d and global climate indices directly to the ANN model, the merging
procedure is also used to capture hidden information in both local and global predictors by using
correlation test. Therefore, the combination of local MX5d and global climate indices information
in the forecasting model proved to be valuable than a forecasting model with local MX5d data in
modelling the heavy precipitation events.
Appendix A
Global climate indices
Global climate indices extends the boundary of more than one country such as in regional. It is
not unique to specific local area only for example in one country. Global climate indices describe
recurrent patterns in the sea surface temperatures (SST) and the air pressures. There global indices
in this study are El-Nino Southern Oscillation (ENSO), Indian Dipole Mode (IOD) and Madden
Julian Oscillation (MJO).
El-Nino Southern Oscillation
There are two ways to evaluate the magnitude of ENSO. The first way is to use the Southern
Oscillation Index (SOI) and the second way is by using sea surface temperature in the NINO 3.4
region. In this study, SOI is adopted. SOI is defined as the difference in surface air pressure
difference between Tahiti in Central Pacific and Darwin in Western
The measurement for ENSO is Southern Oscillation Index (SOI). SOI is calculated from the
monthly or seasonal fluctuations in the atmospheric air pressure difference between the island
of Tahiti in Central Pacific and the city of Darwin, Australia in Western Pacific [21]. The SOI is
calculated as follows [9] :
SDTahiti =
√∑
(actualSLP −meanSLP)
N
(A.1)
StandardizedTahiti =
ActualSLPinTahiti −MeanSLPinT ahiti
SDTahiti
(A.2)
SDDarwin =
√∑
(actualSLP −meanSLP)
N
(A.3)
StandardizedDarwin =
ActualSLPinDarwin −MeanSLPinDarwin
SDDarwin
(A.4)
MSD =
√∑
(StandardizedTahiti − StandardizedDarwin)
M
(A.5)
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Figure A.1 The intensity of global climate modes during the study period.
SOI =
StandardizedTahiti − StandardizedDarwin
MSD
(A.6)
where SLP : Sea Level Pressure SDDarwin : Standard deviation in Darwin SDTahiti : Standard
deviation in Tahiti N : Number of months MSD : Monthly standard deviation M : Total number
of summed months
Indian Ocean Dipole
Indian Ocean Dipole uses a measurement called Dipole Mode Index (DMI) to evaluate the changes
in sea surface temperature around the Indian Ocean. It is calculated from the difference between
sea surface temperature in the western (500E to 700E and 100S to 100N) and eastern (900E to
1100E and 100S to Equator) equatorial Indian Ocean. The patterns of IOD during positive and
negative phases are illustrated in Figure A.1 [36].
Madden Julian Oscillation
Madden Julian Oscillation is characterized as an eastward moving pulse of cloud and rainfall near
the equator that typically recurs every 30 to 60 days. It is the variations in wind, cloudiness and
rainfall. It also characterised by eastwards propagation of broad areas of enhanced and suppressed
tropical rainfall, mainly over the Indian Ocean, and western and central Pacific Ocean [29]. There
are several ways for meteorologist to monitor, study, and predict the formation and evolution of
MJO. The most important way is by examining the information from National Oceanic and Atmo-
spheric Administration (NOAA) polar orbiting and geostationary satellite. The data from satellite
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Table A.1 10 indices of MJO according to longitude number.
MJO index 1 2 3 4 5 6 7 8 9 10
Longitude 80o 100o 120o 140o 160o 120o 40o 10o 20o 70o
East East East East East West West West East East
are examined to identify regions of strong tropical convective activity, and regions in which the
convective activity departs from the long term mean. The another way is the global radiosonde
network which provide information regarding the atmospheric winds, temperature, moisture, and
pressure at different level of atmosphere. There are 10 categories of MJO index as in Table A.1.
In this study, the chosen MJO index is two since the location of the study case is located in the
tropical region around the longitude position of 100o. The data in the study is the monthly average
of daily MJO index.
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Appendix B
Autoregressive integrated Moving Average (ARIMA)
ARIMA is an acronym for Autoregressive, Integrated, and MovingAverage. The model is
generally referred to as an ARIMA(p,d,q) model, where parameters p,d and q are non-negative
integers. ARIMA(p,d,q) model can be written as:
φp(B)(1−B)
dYt = θq(B)at (B.1)
where
∅p : Autoregressive operator of order p
θq : Moving average operator of order q
d : Differences
The seasonal ARIMA(0,0,0)(2,0,1)[12] for Kuantan station is explained in detail as follows:
Φp(B)
sφp(B)(1−B)
d(1−Bs)DYt = θq(B)Θq(B)
sat (B.2)
Φp(B)
sYt =Θq(B)
sat (B.3)
Φ2(B)
12Yt =Θ1(B)
12at (B.4)
(1−Φ1B
12 −Φ2B
24)Yt = (1−Θ1B
12)at (B.5)
Yt −Φ1Yt−12 −Φ2Yt−24 = at −Θ1at−12 (B.6)
Yt =Φ1Yt−12 +Φ2Yt−24 + at −Θ1at−12 (B.7)
From the equations, it can be concluded that precipitation at t−12, t−24 and white noise at t−12
will influenced the precipitation at time t.
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The seasonal ARIMA(0,0,1)(2,0,2)[12] for Kota Bharu station is explained in detail as follows:
Φp(B)
sφp(B)(1−B)
d(1−Bs)DYt = θq(B)Θq(B)
sat (B.8)
Φp(B)
sYt = θq(B)Θq(B)
sat (B.9)
Φ2(B)
12Yt = θ1(B)Θ2(B)
12at (B.10)
(1−Φ1B
12 −Φ2B
24)Yt = (1−θ1B
1)(1−Θ1B
12 −Θ2B
24)at (B.11)
(1−Φ1B
12 −Φ2B
24)Yt = (1−Θ1B
12 −Θ2B
24 −θ1B
1 +θ1Θ1B
13 +θ1Θ2B
25)at (B.12)
Yt −Φ1Yt−12 −Φ2Yt−24 = at −Θ1at−12 −Θ2at−24 −θ1at−1 +θ1Θ1at−13 +θ1Θ2at−25 (B.13)
Yt =Φ1Yt−12 +Φ2Yt−24 + at −Θ1at−12 −Θ2at−24 −θ1at−1 +θ1Θ1at−13 +θ1Θ2at−25 (B.14)
From the equations, it can be concluded that precipitation at t − 12, t − 24 and white noise at
t − 1, t − 12, t − 13, t − 24 and t − 25 will influenced the precipitation at time t.
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