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There seems to be a basic error in [I], and the purpose of this note is to 
call attention to it. It is stated in [l] that Theorem 13 is a classical result and 
for its proof one is referred to Neustadt [2]. What is actually stated in [2] 
(and proved in [3]) is that Theorem 13 holds for the set C(t) defined as 
follows 
C(t) = ] y E E” ( y = it @(t, , T) b(7) U(T) dT; u(.) E U[t, , t]; . 
41 
This set is sometimes referred to as the controllable, or null-controllable, 
set ([4, 51), f or i is the set of all initial states which can be controlled (or t 
transferred) to the origin at time t by the use of admissible controls (see [2]). 
The set R(t) in [I] is quite different from the set C(t), although R(t) can be 
obtained from C(t) by a linear transformation, viz. 
R(t) = (y E En 1 y = @(t, to) x; x E C(t)}. 
It so happens that this linear transformation preserves the convexity, 
compactness, and continuity of C(t), and therefore parts (i) and (iii) of 
Theorem 13 hold. However, due to the time-varying nature of @(t, to), 
part (ii) is not necessarily true. In fact, it can be shown (see [4]) that part (ii) 
of Theorem 13 is guaranteed to hold only if both of the following conditions 
are satisfied: 
(a) z(h) = 0, 
(b) the system described by Eq. (35) of [l] is autonomous. 
If z(to) # 0, then R(t) “moves along” the unforced trajectory of the system 
as a function of t, and therefore t’ < t” does not necessarily imply 
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R(t’) C R(F). S UC h a situation is illustrated in Fig. 1, which shows the sets 
R(t), t = 1, 2, and 4, for a system with A(t) and b(t) given by 
A(t) = [-; -!J 9 b(t) = [;I Y 
FIG. 1. The sets R(t), t = 1, 2, and 4, for an autonomous system with z(t,) f 0. 
t, = 0, z(t,) = [5, -5]T, and the admissible controls, u(.), are Lebesgue- 
measurable scalar-valued functions satisfying: j u(r)1 < 1 for almost all 7 
in (t,, , t). On the other hand, if the system is nonautonomous, then R(t) 
does not necessarily grow with t, even if z(t,,) = 0, and therefore (ii) of 
Theorem 13 does not necessarily hold. An example of this case is given in 
Fig. 2, which shows the sets R(t), t = 1, 2, and 4, for a system with A(t) 
and b(t) given by 
to = 0, z(t,J = [0, OIT, and the admissible controls are the same as for Fig. 1. 
In light of the above discussion it is clear that minimum-time problems do 
not fit the general format of the geometric problem, viz. Problem 1, of [I]. 
Consequently, Algorithm 1, and therefore Algorithm 5, of [l] cannot be 
applied to obtain the solutions of these problems, for the convergence of 
these algorithms is not assured. 
Finally, it is noted that Algorithm 4, which is proposed for finding the 
solution of the discrete minimum-time problem, does not make use of the 
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FIG. 2. The sets R(t), t = 1, 2, and 4, for a nonautonomous system with z(to) = 0. 
essential feature of Algorithm 1, viz. the updating scheme for h, and therefore 
it cannot be considered an adaptation of Algorithm 1. Rather, it is a method 
of exhaustion: starting with N = 1, it is determined whether or not R(N) and 
T are disjoint (this is done by the use of Algorithm 3, which is a slightly 
modified version of that given by Gilbert [6]). If they are found to be disjoint, 
then the value of N is increased by 1 and the procedure is repeated. Since it 
is assumed a priori that R(N) and T have a nonzero intersection for N = some 
positive integer, this method will eventually yield the solution, fi. 
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