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ABSTRACT
Due to the dynamic nature of ad hoc 
networks, the path capacity estima-
tion process is much more complex 
than in wired networks. AdHoc 
Probe is a capacity estimator based 
on the packet-dispersion concept. To 
evaluate end-to-end path capacity, 
AdHoc Probe sends pairs of packets 
and takes into account only those 
pairs with minimum delay. It is 
widely known that trafﬁc in current 
networks has self similar nature 
and recent works show that ad hoc 
networks exhibit this feature too. 
In this paper, using an implementa-
tion of AdHoc Probe in QualNetR, we 
evaluate the performance of AdHoc 
Probe when the network has self 
similar cross trafﬁc and we validate 
the results of previous works with 
Poisson cross trafﬁc.
KEYWORDS
Ad-Hoc networks, MANET, AdHoc 
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RESUMEN
Debido a la naturaleza dinámica de 
las redes ad-hoc, la estimación de la 
capacidad de una ruta es mucho más 
compleja que en una red cableada. 
AdHoc Probe es un algoritmo para 
estimar capacidad, basado en el con-
cepto de dispersión de paquetes. Para 
evaluar la capacidad de un enlace 
extremo a extremo, AdHoc Probe 
envía pares de paquetes y analiza 
sólo aquellos que tienen el mínimo 
retardo. Es ampliamente conocido 
que el tráﬁco de datos tiene una natu-
raleza autosimilar y algunos estudios 
recientes indican que las redes ad-
hoc tienen este comportamiento. En 
el presente artículo, utilizando una 
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implementación de AdHoc Probe en 
QualNet, se evalúa el rendimiento de 
AdHoc Probe cuando la red tiene trá-
ﬁco cruzado autosimilar y se validan 
los resultados de trabajos previos con 
tráﬁco poisson.
PALABRAS CLAVE





La estimación de capacidad en una 
red ha sido objeto de estudio en múlti-
ples investigaciones [1], [2] y [3]. Sin 
embargo, la mayoría de dichos estu-
dios han enfocado el problema a redes 
cableadas y muy poco existe acerca de 
la estimación en redes inalámbricas. 
Para el caso particular de las redes 
ad hoc, el proceso de estimación de 
capacidad se hace especialmente 
complicado debido a la naturaleza 
dinámica de las mismas.
Entre las herramientas de estima-
ción de capacidad para redes ad hoc 
propuestas con anterioridad a la es-
tudiada en [4], se destaca la presenta-
da en [5]. Allí se realiza la estimación 
inyectando en el canal tanto tráﬁco 
UDP como sea posible y la capacidad 
estará dada por el máximo caudal 
alcanzable por ese ﬂujo. Sin embargo, 
es evidente que esta técnica afecta de 
forma dramática el tráﬁco cursado 
presente en la red.
Tal como se plantea en [4], una herra-
mienta de estimación de capacidad en 
redes ad hoc debe ser rápida, inde-
pendiente del tráﬁco cursado, no in-
trusiva para que no afecte a las otras 
aplicaciones cuyo tráﬁco se encuentre 
en la red y debe, en lo posible, funcio-
nar en redes donde existan trayectos 
cableados e inalámbricos.
El estimador de capacidad propuesto 
en [4], denominado AdHoc Probe, 
de acuerdo con los resultados que 
se mostrarán más adelante, posee 
características muy interesantes que 
se ajustan a estos requerimientos. En 
[4], AdHoc Probe se evalúa mediante 
el simulador ns-2 en escenarios tanto 
estáticos como móviles, sin tráﬁco 
cursado y con tráfico cursado de 
Poisson. Considerando que el tráﬁco 
de las redes actuales se ajusta mejor 
a un modelo de tráﬁco autosimilar, 
resulta imprescindible evaluar este 
estimador en redes con tráﬁco cur-
sado de este tipo. En [6] se presenta 
un estudio de tráﬁco en redes ad hoc 
y, a partir de los resultados obtenidos 
en una red de prueba de 20 compu-
tadores, se concluye que el tráﬁco 
de esta clase de redes es altamente 
autosimilar. Mediante la implemen-
tación de AdHoc Probe en QualNetR 
y utilizando las características del 
tráﬁco autosimilar en redes ad hoc 
encontradas en [6], en este artículo 
se evalúa el desempeño de AdHoc 
Probe en presencia de tráﬁco auto-
similar y en diferentes escenarios. A 
partir de los resultados obtenidos en 
los mismos escenarios reemplazando 
el tráﬁco autosimilar por tráﬁco de 
Poisson, se analizan las limitaciones 
encontradas y se delimita el alcance 
de este estimador.
El artículo está organizado de la si-
guiente manera. En la sección II se 
describe el algoritmo de estimación 
de capacidad de AdHoc Probe. Con 
el ﬁn de comparar los resultados ob-
tenidos en [4] con los de este estudio, 
en la sección III se presenta la me-
todología utilizada para obtener un 
modelo de los nodos en QualNetR, de 
características similares al utilizado 
en ns-2. En la sección IV se muestran 
los resultados de las simulaciones 
para diferentes escenarios, con tráﬁ-
co cursado de Poisson y sin él. En la 
sección V se presentan los resultados 
de los mismos escenarios con tráﬁco 
autosimilar. Finalmente, en la sec-
ción VI se extraen las conclusiones 
de este trabajo.
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II. DESCRIPCIÓN DE ADHOC 
PROBE 
AdHoc Probe es una herramienta 
que permite calcular la máxima tasa 
de transmisión alcanzable en un 
trayecto de una red ad hoc cuando 
no existe otro tráﬁco que compita por 
el uso de la misma. En una red ad 
hoc, la máxima tasa de transmisión 
usualmente es menor que la tasa de 
transmisión nominal, debido a facto-
res como la interferencia ocasionada 
por nodos vecinos, el mecanismo 
de RTS/CTS, la movilidad de los 
nodos, la “autointerferencia” entre 
los paquetes de una misma sesión, 
etc. Estas características, propias de 
las redes inalámbricas, hacen que el 
proceso de estimación de ancho de 
banda sea mucho más complejo que 
en redes cableadas [4].
Para calcular la capacidad, el emisor, 
ubicado al comienzo del trayecto a 
evaluar, envía pares de paquetes de 
tamaño ﬁjo, de extremo a extremo 
de la ruta, y marca cada uno de los 
paquetes con el tiempo de envío. 
El receptor, ubicado en el extremo 
opuesto, mide el retardo de cada 
paquete recibido (OWD o One Way 
Delay) como la diferencia entre el 
instante en el cual llegó el paquete y 
el tiempo de envío que se encuentra 
marcado en el encabezado del mismo. 
Luego, el receptor calcula el OWD de 
cada par, sumando el retardo de cada 
uno de los paquetes que lo componen. 
AdHoc Probe asume que, al menos, 
un par de paquetes no encontró trá-
ﬁco cursado en la red y ese par de 
paquetes corresponde a aquel que 
obtuvo el menor OWD. La capacidad 
del trayecto se calcula como C=P/T, 
donde P es el tamaño de cada uno de 
los paquetes y T es la dispersión del 
par con menor OWD.
El concepto de dispersión proviene de 
una analogía con la teoría de ﬂuidos 
y se explica en detalle en [7], [8] y [9]. 
La dispersión corresponde al tiempo 
que el receptor mide entre el último 
bit del primer paquete y el último bit 
del segundo paquete. Es una medida 
de la menor capacidad encontrada a 
lo largo de cada uno de los saltos del 
trayecto evaluado.
Para efectuar la estimación, AdHoc 
Probe considera dos parámetros: la 
cantidad de pares de paquetes (N) y la 
tasa de envío de los mismos (R pares 
de paquetes/segundo). Así, la dura-
ción aproximada de una estimación 
es N/R segundos. Es claro que cuanto 
mayor sea R, el proceso de estimación 
será más rápido, pero si R es demasia-
do grande puede perturbar el tráﬁco 
cursado en la red o incluso conges-
tionarla. Por otra parte, la precisión 
de la estimación aumenta cuando N 
crece, sin embargo, un valor de N 
grande no es adecuado para redes 
móviles pues el tiempo de estimación 
aumenta, lo cual no permitiría captu-
rar las propiedades dinámicas de las 
redes inalámbricas.
Los valores de los parámetros N y 
R deben ser determinados cuidado-
samente. En [4] no se indica ningún 
procedimiento para hacerlo, pero se 
aclara que todas las simulaciones 
realizadas utilizaron N=200 pares y 
R=4 pares/segundo. Adicionalmente, 
en todas las simulaciones se emplea 
802.11b a 2 Mbps.
III. METODOLOGÍA PARA 
OBTENER EL MODELO DE LOS 
NODOS EN QUALNETR 
Con el ﬁn de validar los resultados 
de [4] obtenidos con ns-2, se imple-
mentaron los mismos escenarios de 
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[4] en el simulador QualNetR. Fue 
necesario encontrar un modelo de los 
nodos en QualNetR que estableciera 
un radio de transmisión de 250 m y 
un radio de interferencia de 550 m. 
Sólo utilizando modelos equivalentes 
de los nodos, sería posible comparar 
los resultados.
En ns-2 los radios de interferencia 
y de transmisión se definen como 
distancias ﬁjas. En QualNetR, dichos 
radios se deben inferir a partir de los 
parámetros de conﬁguración de los 
nodos, especíﬁcamente la potencia 
de transmisión y la sensibilidad del 
receptor, para una distancia de sepa-
ración ﬁja entre el transmisor y el re-
ceptor, que para todos los escenarios 










10 -89 254 
11 -85 252 
12 -84 252 
14 -82 252 
Tabla I. Conﬁguraciones evaluadas cuyo radio 
de transmisión resultó más cercano a 250 m.
El cálculo del radio de transmisión 
se realiza haciendo una búsqueda 
binaria, variando la distancia entre 
transmisor y receptor y evaluando 
en cada paso si la señal emitida por 
el transmisor es “alcanzable” para el 
receptor. En QualNetR [10] se consi-
dera que la señal es alcanzable si la 
potencia en el receptor es mayor o 
igual al umbral de recepción y, si esto 
se cumple, también se veriﬁca que la 
tasa de error de paquetes (PER) sea 
menor al 10%. Este procedimiento se 
repite para diferentes combinaciones 
de potencia de transmisión y sensi-
bilidad del receptor, hasta encontrar 
aquellas en las cuales la máxima 
distancia entre transmisor y receptor 
que cumpla con las condiciones an-
teriores se aproxime a 250 m. En la 
Tabla I se presentan las cuatro com-
binaciones obtenidas. Estas mismas 
conﬁguraciones se evaluaron, como se 
indica más adelante, para el cálculo 
del radio de interferencia.
Figura 1. Escenario implementado en Qual-
NetR para determinar el radio de interferencia 
de un nodo.
El radio de interferencia se calcula 
mediante simulaciones, para lo cual 
se implementó el escenario de la 
Figura 1. Este es un escenario útil 
para determinar hasta qué distancia 
el tráﬁco entre dos nodos puede afec-
tar a los ﬂujos de nodos cercanos. El 
escenario consiste en dos ﬂujos CBR 
basados en UDP, uno entre los nodos 
1-2 y el otro entre los nodos 3-4. La 
distancia del nodo 1 al nodo 2 es de 
200 m, permanece ﬁja y es igual a la 
distancia entre el nodo 3 y el 4. Para 
veriﬁcar la inﬂuencia del radio de 
interferencia, se varía la distancia 
vertical entre los nodos 2 y 3. Aquella 
distancia vertical a partir de la cual 
los dos ﬂujos alcanzan su máximo 
caudal será el radio de interferencia, 
cuyo centro se localiza en el nodo re-
ceptor. Este procedimiento fue toma-
do de [11], aunque en dicha referencia 
se utiliza con el ﬁn de demostrar la 
degradación del desempeño de IEEE 
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802.11 cuando los nodos tienen un 
radio de interferencia mayor que el 
radio de transmisión.
Para este escenario el generador de 
tráﬁco CBR se modiﬁcó ligeramente. 
Dada una tasa de transmisión de n 
paquetes por segundo, se divide el 
tiempo de la simulación en intervalos 
de 1/n segundos. En cada intervalo se 
envía un paquete a la red y el tiempo 
de envío del paquete se distribuye 
uniformemente en el intervalo. Con 
esto se evita que los dos ﬂujos CBR 
intenten transmitir al tiempo y se 
presente una sucesión de colisiones, 
lo cual produciría resultados inco-
rrectos.
Al igual que en [11], las métricas 
elegidas fueron el caudal agregado de 
los nodos 2 y 3 y la tasa de paquetes 
con error. Esta última es una medida 
porcentual que indica cuántos paque-
tes, del total de paquetes recibidos, 
llegaron mal.
Cada uno de los dos ﬂujos CBR se 
conﬁgura para obtener un caudal de 
819 kbps, enviando 100 paquetes de 
1024 bytes por segundo, con el ﬁn de 
utilizar la mayor parte del ancho de 
banda cuando los dos ﬂujos compar-
ten el canal. Es importante recordar 
que la capacidad efectiva de un canal 
IEEE 802.11 es menor que su capaci-
dad nominal debido, entre otros fac-
tores, al “overhead” ocasionado por la 
función de coordinación. Al compartir 
el canal, el caudal agregado incluso 
resulta inferior que la magnitud de 
los dos ﬂujos agregados, como se ob-
servará en los resultados.
En todas las simulaciones se conﬁ-
gura el modelo de propagación Two 
Ray Ground y se incluyen pérdidas 
por shadowing, las cuales se consi-
deran de valor constante [12]. Los 
resultados se muestran en las Figu-
ras 2 y 3.
Figura 2. Caudal agregado para el escenario de la Figura 1 a 
medida que varía la distancia entre los nodos 2 y 3. Nótese que la 
conﬁguración que recupera el caudal máximo más cerca de 550m 
corresponde a la potencia de transmisión de 10 dBm y la sensibilidad 
del receptor de -89 dbm.
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Intuitivamente se esperaría que al 
aumentar la distancia entre los nodos 
2 y 3 también lo hiciera el caudal 
agregado; sin embargo, los resulta-
dos muestran un comportamiento 
muy diferente. Cuando la separación 
entre los nodos 2 y 3 es menor que el 
radio de transmisión, los nodos 3 y 4 
pueden escuchar los CTS y ACK del 
nodo 2 (lo mismo sucede con los nodos 
1 y 2 y el nodo 3), sin importar que 
los nodos 1 y 4 estén fuera de alcance 
uno del otro. En estas condiciones, los 
dos ﬂujos comparten el canal y, en 
el mejor de los casos, el throughput 
agregado se aproxima a 1.5 Mbps, 
cuando se esperaba que fuera cercano 
a 1.6 Mbps dada la magnitud de cada 
uno de los ﬂujos.
La situación cambia completamente 
cuando la distancia entre los nodos 
2 y 3 se aproxima y supera al radio 
de transmisión. Cuando los nodos 
2 y 3 se encuentran fuera de sus 
respectivos radios de transmisión, 
se esperaría que pudieran reusar el 
canal; sin embargo, el caudal mues-
tra una caída dramática y el error se 
incrementa abruptamente. Esto se 
debe a que a esas distancias el nodo 
2 se encuentra dentro del radio de 
interferencia del nodo 3 (y viceversa), 
y allí el “handshake” RTS/CTS no es 
efectivo. Solamente cuando los nodos 
3 y 4 estén totalmente afuera del ra-
dio de interferencia del nodo 2, lo cual 
sucede simultáneamente cuando los 
nodos 1 y 2 se encuentren afuera del 
radio de interferencia del nodo 3, el 
caudal agregado es máximo.
En particular, la conﬁguración que 
alcanza el caudal máximo más cerca 
de los 550 m, que es el radio de interfe-
rencia que se desea obtener, es aquella 
en la cual la potencia de transmisión 
es de 10 dBm y la sensibilidad del 
receptor es de –89 dBm. Para esa mis-
ma distancia, la tasa de error de esa 
conﬁguración es aproximadamente de 
5%. Esta conﬁguración se utilizó en 
todos los escenarios presentados en 
este artículo y demostró que modela 
de forma muy aproximada los radios 
de transmisión y de interferencia re-
queridos. Sin embargo, es importante 
destacar que en QualNetR ambos ra-
Figura 3. Tasa de paquetes con error para el escenario de la Fi-
gura 1 a medida que varía la distancia entre los nodos 2 y 3.
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dios representan una aproximación, 
lo cual es más cercano a la realidad, 
y fueron obtenidos especíﬁcamente 
para una distancia entre transmisor 
y receptor de 200 m.
IV. VALIDACIÓN DE RESULTADOS 
UTILIZANDO QUALNETR 
A. Cadena de nodos 
Con el modelo de los nodos determi-
nado según el procedimiento anterior, 
se validaron los resultados de [4]. El 
primer escenario es una cadena de 
nodos separados 200 m entre sí, como 
se muestra en la Figura 4. Los nodos 
se ubican a lo largo de una línea recta 
y el tráﬁco AdHoc Probe se origina en 
el nodo 1 y se dirige hacia el nodo del 
extremo opuesto (nodo 6). La línea 
gruesa alrededor de cada nodo denota 
el radio de transmisión del mismo, la 
línea punteada es el radio 4 de inter-
ferencia. Según el estudio realizado 
en [5], si el radio de transmisión y 
de interferencia fueran iguales, la 
capacidad de la cadena sería 1/3 de 
su capacidad efectiva. En ese caso, 
los nodos 1 y 2 no pueden transmitir 
al tiempo pues el nodo 2 no puede 
transmitir y recibir simultáneamen-
te. Los nodos 1 y 3 tampoco pueden 
transmitir a la vez porque el nodo 2 
no puede escuchar correctamente si 
el nodo 3 está enviando. En cambio 
los nodos 1 y 4 sí podrían transmitir 
a la vez. Por lo tanto, la utilización de 
la cadena sería de 1/3.
Figura 4. Topología de cadena de nodos. El tráﬁco AdHoc 
Probe va desde el primer nodo de la cadena hacia el último 
nodo. La línea continua corresponde al radio de transmisión 
y la línea punteada alrededor del nodo 4 denota el radio de 
interferencia.
Cuando el radio de interferencia es 
mayor que el radio de transmisión, 
la situación empeora. Tal como se 
explica en [4], para un radio de trans-
misión de 250 m y un radio de inter-
ferencia de 550 m, la transmisión 
simultánea entre los nodos 1, 2, 3 y 
4 no es posible, lo cual implica que la 
capacidad de la cadena de la Figura 4 
es 1/4 de la capacidad efectiva.
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Como se mencionaba anteriormente, 
la capacidad efectiva de un trayecto 
IEEE 802.11 está dada por la ca-
pacidad máxima (2 Mbps para este 
estudio) y una reducción debida al 
“overhead” RTS/CTS/ACK. De acuer-
do con [4], si un paquete RTS es de 
40 bytes, los CTS y ACK son de 39 
bytes y el encabezado MAC es de 47 
bytes, el caudal, para paquetes de 
1500 bytes será 
Figura 5. Capacidad es-
timada por AdHoc Probe 
para cadenas de nodos de 
diferente longitud y tama-
ño de paquete. Se observa 
que existe una pequeña 
diferencia entre la capaci-
dad estimada en [4] para 
paquetes de 1500 Bytes 
y la estimada mediante 
QualNetR.
Por otra parte, la capacidad alcanza 
su máximo valor para un solo salto y 
se reduce a medida que crece la cade-
na, conﬁrmándose la relación inversa 
que existe entre la capacidad de una 
cadena y su longitud [4]. Cuando la 
longitud de la cadena es de 4 nodos, 
su capacidad es cercana a 500 kbps, 
lo cual concuerda con la estimación 
teórica explicada anteriormente. 
Para 5 nodos o más, la capacidad de la 
cadena permanece constante y es de 
400 kbps aproximadamente, también 
dentro del intervalo previsto.
En la Figura 5 también se presenta la 
estimación calculada en [4] con ns-2 
cuando el tamaño del paquete es de 
1500 bytes. Aunque los resultados 
son muy parecidos, existe una ligera 
discrepancia cuando la longitud de la 
cadena es de 4 y 5 saltos, seguramente 
ocasionada por las diferencias entre 
el modelo de radio de interferencia y 
de transmisión ﬁjos que utiliza ns-2 y 
el modelo aproximado, que se emplea 
en QualNetR.
B. Nodos en un mismo dominio de 
interferencia 
Cuando existen N nodos en un mismo 
dominio de interferencia, la capa-
Adicionalmente, en [5] se menciona 
que si se consideran los tiempos en-
tre tramas, la capacidad efectiva se 
reduce aproximadamente a 1.7 Mbps. 
En consecuencia, para la cadena de 
nodos de la Figura 4, la capacidad 
estará entre 400 y 500 kbps.
Los resultados de las simulaciones de 
la cadena de nodos usando QualNetR, 
para diferentes tamaños de paquete 
y variando el número de saltos de la 
cadena, se muestran en la Figura 5. 
Al reducir el tamaño del paquete, los 
resultados demuestran que la capaci-
dad estimada también decrece, lo cual 
es acorde con la relación C=P/T.
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cidad efectiva es C/N, debido a que 
solamente uno de los nodos puede 
transmitir a la vez. Esta capacidad 
Figura 6. Capacidad de 
una cadena de nodos en 
un mismo dominio de 
interferencia, calculada 
utilizando AdHoc Probe 
implementado en Qual-
NetR con paquetes de 1500 
bytes.
teórica es estimada apropiadamente 
por AdHoc Probe, como se muestra 
en la Figura 6.
Este escenario consta de una cadena 
de nodos igual a la de la Figura 4, 
pero esta vez los nodos se encuentran 
separados 10 m entre sí. El tráﬁco 
AdHoc Probe también se dirige del 
primer nodo de la cadena hacia el 
último de la misma. En esas condi-
ciones los paquetes llegarían en un 
solo salto hacia el receptor dado que 
éste se encuentra dentro del radio 
de transmisión del nodo de origen. 
Para evitarlo, se conﬁguraron rutas 
estáticas en el simulador.
C. Malla de nodos 
Este escenario está compuesto por 
una malla de nxn nodos, donde n 
toma valores entre 4 y 7. Las simu-
laciones de este escenario se dividen 
en dos partes: la primera corresponde 
a una malla con tráﬁco cursado hori-
zontal y la segunda a una malla con 
tráﬁco cursado horizontal y vertical, 
como se observa en la Figura 7.
Los nodos se encuentran separados 
200 m entre sí tanto vertical como 
horizontalmente. La estimación de 
capacidad se realiza en el trayecto 
central con paquetes de 1500 bytes; 
las otras ﬁlas llevan ﬂujos de Poisson, 
cuya tasa varía entre 1 kbps y 100 
kbps. El protocolo de enrutamiento 
Figura 7. Malla de nodos con tráﬁco horizontal 
y vertical. En el escenario con tráﬁco horizontal 
se eliminan los ﬂujos verticales; para 5 nodos, 
correspondería a los ﬂujos entre los nodos 1-21, 
2- 22, 3-23, 4-24 y 5-25. La estimación de capa-
cidad se hace en la ﬁla central, en este caso es 
el trayecto indicado por la línea punteada.
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Figura 8. Capacidad estima-
da en una malla con tráﬁco 
cursado de Poisson en direc-
ción horizontal, (a) mediante 
QualNetR y (b) según [4].
utilizado es AODV. La capacidad me-
dida por AdHoc Probe debe coincidir 
con la capacidad de una cadena de 
nodos que tenga la misma cantidad 
de saltos. En la Figura 8 se muestran 
los resultados de la malla con tráﬁco 
cursado horizontal y se comparan con 
los obtenidos en [4].
Para los ﬂujos hasta de 10 kbps la 
estimación coincide con la capacidad 
de la cadena correspondiente, de 
acuerdo con la Figura 5. Al compa-
rar los resultados de QualNetR con 
los 6 obtenidos en [4], se evidencia 
la diferencia mostrada en la Figura 
5 para las mallas de 5 y 6 nodos, en 
QualNetR la capacidad de estas dos 
cadenas resulta menor que la repor-
tada en [4].
A medida que el tráﬁco cursado au-
menta, la estimación se diﬁculta pues 
se reduce la probabilidad de que uno 
de los 200 pares de paquetes que se 
envían no encuentre tráﬁco cursado. 
El tráﬁco cursado puede tener dos 
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Figura 9. Capacidad es-
timada en una malla con 
tráﬁco cursado de Poisson 
en dirección horizontal 
y vertical, (a) mediante 
QualNetR y (b) según [4]. 
Cuando el tráﬁco cursado 
satura la malla, puede 
suceder que la dispersión 
del par de paquetes se 
comprima o se expanda; el 
segundo caso resulta más 
frecuente y cuando sucede, 
AdHoc Probe subestima la 
capacidad del trayecto
efectos sobre la estimación, los cuales 
se tratan en detalle en [2], [7] y [9]. Se 
puede presentar una subestimación 
de la capacidad cuando el segundo 
paquete del par sufre un retraso en 
cola debido al tráﬁco cursado. En este 
caso la dispersión del par de paquetes 
se incrementa y, en consecuencia, la 
capacidad estimada resulta menor.
El efecto contrario se denomina “com-
presión” y sucede cuando el tráﬁco 
cursado retarda al primer paquete 
del par pero no al segundo. Este fe-
nómeno hace que la dispersión entre 
el par de paquetes sea más pequeña 
que la creada por el enlace “cuello 
de botella”, produciendo una sobre-
estimación de la capacidad. Cuando 
el tráﬁco cursado empieza a saturar 
las mallas, en las Figuras 8 y 9 se 
observan los dos efectos anteriores, 
aunque la mediana indica que para 
los ﬂujos de 60 y 100 kbps el efecto 
más frecuente es la subestimación 
de la capacidad. El único caso en el 
cual sucede lo contrario se obtuvo 
con QualNetR, en la malla de 4x4 con 
tráﬁco cursado horizontal y vertical, 
lo cual puede observarse en la Figura 
9(a).
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Los “box plot” de las Figuras 10 y 
11 corresponden a las mallas de 6 y 
7 nodos, donde se observa la mayor 
dispersión en las estimaciones. Para 
los ﬂujos de 60 y 100 kbps y a medida 
que las mallas aumentan su tamaño, 
la capacidad calculada por AdHoc 
Probe se encuentra en un amplio 
margen. Cuando existe tráﬁco cursa-
do horizontal y vertical, la situación 
es crítica. Para las cadenas de 6 y 7 
nodos, la estimación podría resultar 
en valores entre 0 y 1.6 Mbps, donde 
un valor de cero implica que no fue 
posible recibir al menos un par de pa-
quetes durante el intervalo de prue-
ba. Como se observa en las Figuras 8 
y 9, en [4] no se muestran resultados 
para estas condiciones. AdHoc Probe, 
como cualquier otra herramienta 
que calcule la capacidad a partir de 
la dispersión, tiene diﬁcultades para 
hacer la estimación cuando el tráﬁco 
cursado satura la red.
Figura 10. “Box plot” 
de las mallas con tráﬁco 
cursado de Poisson en di-
rección horizontal. La lí-
nea inferior de cada caja 
corresponde al valor del 
cuartil menor, la línea 
central es la mediana y 
la superior es el valor del 
cuartil mayor. Se presen-
ta para (a)malla de 6x6, 
(b) malla de 7x7.
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D. Nodo móvil 
Este escenario consiste en un nodo 
que se desplaza en una malla de 5x5 
nodos estacionarios, separados 200 m 
entre sí, el cual se muestra en la Fi-
gura 12. El nodo 25 es el nodo móvil, 
el cual se desplaza a 1 m/s a lo largo 
del trayecto indicado por 7 la línea 
punteada. El tráﬁco AdHoc Probe se 
transmite del nodo 0 al 25 y se envían 
paquetes de 1500 bytes. Se simulan 
los casos con tráﬁco cursado y sin 
él. Los ﬂujos cursados se establecen 
Figura 11. “Box plot” 
para las mallas con trá-
fico cursado de Poisson 
en dirección horizontal y 
vertical. La línea inferior 
de cada caja corresponde 
al valor del cuartil menor, 
la línea central es la me-
diana y la superior es el 
valor del cuartil mayor. 
Se presenta para (a)malla 
de 6x6, (b) malla de 7x7. 
La dispersión de los re-
sultados es máxima para 
los ﬂujos cursados de 60 y 
100 kbps.
entre los nodos 0-4, 5-9, 10-14, 15-19 
y 20-24 y llevan tráﬁco de Poisson a 
una tasa de 5 kbps. Los resultados se 
presentan en la Figura 13 y el “box 
plot” en la Figura 14.
En este escenario, a medida que el 
nodo se desplaza se establece una 
cadena de nodos de entre el nodo 0 y 
el 25 cuya longitud varía durante la 
simulación. La estimación de ancho 
de banda se realiza cada 50 segundos 
(el tiempo necesario para recibir los 
200 pares de paquetes). En la Figura 
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Figura 12. Escenario con 
nodo móvil. El nodo 25 se 
desplaza con una velocidad 
de 1 m/s a lo largo de la ruta 
señalada con la línea puntea-
da. AdHoc Probe estima la 
capacidad entre el nodo 0 y 
el nodo 25 a medida que éste 
se mueve.
13 se observa que al completar los 
primeros 200 m del recorrido, la ca-
pacidad cae de 1.6 Mbps a 800 kbps, 
que corresponde a una cadena de dos 
saltos. Cuando alcanza 500 m des-
ciende a 500 kbps pues existen tres 
Figura 13. Mediana de la capacidad estimada para el escenario de 
nodo móvil, con tráﬁco cursado de Poisson y sin él.
saltos y al llegar a 600 m baja a 400 
kbps, correspondiente a 4 saltos, allí 
sucede el primer cambio de dirección. 
En general AdHoc Probe logra una 
buena estimación; sin embargo, entre 
1000 y 1500 segundos de simulación, 
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cuando el nodo 25 se aproxima a los 
nodos 18, 19, 23 y 24, aumenta la 
dispersión de la capacidad estimada. 
No se debe al tráﬁco cursado pues 
en el “box plot” de la Figura 14 se 
observa que sucede lo mismo sin éste 
y obedece a la pérdida de los paque-
tes de AdHoc Probe debido a que las 
rutas no se refrescan oportunamente. 
Incluso, en este mismo intervalo se 
puede notar que cuando existe tráﬁco 
cursado se reduce la dispersión de la 
capacidad estimada, pues los nodos 
que llevan dicho tráﬁco ya han noti-
ﬁcado su presencia a la red y gracias 
a ello la ruta entre el nodo 0 y el 25 
se establece más rápidamente.
V. DESEMPEÑO DE ADHOC 
PROBE EN ESCENARIOS CON 
TRÁFICO AUTOSIMILAR 
Ha sido ampliamente estudiado que 
los procesos de llegada de paquetes en 
una red se modelan con más precisión 
utilizando procesos autosimilares que 
procesos de Poisson [14]. Con el ﬁn 
de completar la evaluación de AdHoc 
Probe, se ha reemplazado el tráﬁco de 
Figura 14. “Box plot” 
para el escenario del nodo 
móvil mostrado en la Fi-
gura 12. El eje horizontal 
es el tiempo de la simu-
lación. Se hicieron 20 
corridas. La Figura 14(a) 
corresponde a la simula-
ción sin tráﬁco cursado y 
la 14(b) a tráﬁco cursado 
de Poisson.
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Poisson por tráﬁco autosimilar en las 
mallas de nodos con tráﬁco cursado y 
en el escenario del nodo móvil.
Las trazas de tráﬁco autosimilar se 
generaron utilizando el algoritmo 
desarrollado por Paxson en [12], el 
cual produce trazas aproximadas 
de procesos autosimilares conocidos 
como ruido gaussiano fraccional 
(FGN). El grado de autosimilaridad 
de una traza se determina a partir del 
parámetro de Hurst (H) que posea la 
misma. El parámetro H se encuentra 
entre 1/2 < H 8 < 1, donde valores 
cercanos a 1 denotan un alto nivel 
de autosimilaridad. En [6] se realizó 
un estudio para determinar si el trá-
ﬁco en redes ad hoc es autosimilar, 
para lo cual se implementó una red 
de prueba con 20 computadores. De 
las trazas analizadas se calculó el 
parámetro de Hurst para diferentes 
niveles de agregación. Las trazas 
para la simulación se generaron 
con H=0.95 y nivel de agregación de 
10 segundos, una vez obtenidas se 
veriﬁcó si en efecto correspondían a 
ese valor utilizando el estimador de 
Whittle [15].
Dado que las trazas sintetizadas a 
partir de [12] entregan el número de 
llegadas por intervalo (en este caso 
10 segundos) y lo que se requiere 
para las simulaciones es el tiempo 
entre llegadas, se realizó el siguiente 
procedimiento: primero, el número de 
llegadas por intervalo se convirtió en 
un valor entero. Luego ese número 
de llegadas por intervalo se cambió 
a tiempos entre llegadas distribu-
yéndolas uniformemente en el inter-
valo. Tal como en [4], se utilizaron 
paquetes de 1500 bytes tanto para 
el tráﬁco cursado como para AdHoc 
Probe y el promedio de paquetes en 
cada intervalo se escogió de manera 
que se lograra en promedio el ﬂujo 
requerido para la simulación (1, 6, 
10, 60 y 100 kbps). Los resultados se 
muestran en las Figuras 15 a 20.
Figura 15. Capacidad estimada en una malla con tráﬁco cursado 
autosimilar de parámetro H=0.95 en dirección horizontal.
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Figura 16. Capacidad estimada en una malla con tráﬁco cur-
sado autosimilar de parámetro H=0.95 en dirección horizontal 
y vertical.
En general, las capacidades estima-
das con ﬂujos cursados autosimilares 
y de Poisson tienen un comportamien-
to muy parecido. Para las mallas con 
tráﬁco cursado horizontal y vertical 
las estimaciones pierden precisión 
a medida que la malla aumenta su 
tamaño, debido a la denominada 
“autointerferencia” entre paquetes de 
una misma sesión que se encuentran 
separados por unos pocos saltos. Los 
“box plot” de las mallas demuestran 
que el efecto del tráﬁco cursado auto-
similar también es crítico cuando lo-
gra saturar la red, y en las Figuras 17 
y 18 se observa que dicha saturación 
se maniﬁesta con la subestimación y 
la sobrestimación de la capacidad del 
trayecto. Esto sucede cuando el trá-
ﬁco cursado es de 60 y 100 kbps y se 
acentúa en las mallas más grandes, 
de 6 y 7 nodos.
Es interesante notar que en presen-
cia de tráfico cursado autosimilar 
horizontal y vertical, la estimación 
mejora con respecto a los escenarios 
con tráﬁco de Poisson horizontal y 
vertical. En las Figuras 11 (a) y (b), 
correspondientes a tráﬁco cursado de 
Poisson, para el caso de 100 kbps el 
primer cuartil es igual a cero, es decir, 
el 25% de las muestras entregaron 
ancho de banda cero, lo cual implica 
que no se recibió ni siquiera un par de 
paquetes para hacer la estimación. En 
las Figuras 18 (a) y (b), para tráﬁco 
cursado autosimilar, el primer cuartil 
es un valor superior a cero, lo cual 
demuestra que la probabilidad de re-
cibir un par de paquetes aumenta con 
tráﬁco cursado autosimilar. El tráﬁco 
autosimilar, a diferencia del tráﬁco 
de Poisson, cuando es agregado en 
diferentes escalas de tiempo presenta 
un comportamiento caracterizado por 
la presencia de ráfagas. Según los 
resultados obtenidos, este comporta-
miento aumenta la probabilidad de 
que un par de 9 paquetes atraviese la 
red sin resultar afectado por el tráﬁco 
cursado y por ello mejora ligeramente 
el desempeño de AdHocProbe en con-
diciones de alto tráﬁco.
Para el escenario del nodo móvil, aun-
que la mediana de las estimaciones 
también coincide con tráﬁco cursado y 
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Figura 17. “Box plot” 
para las mallas con trá-
ﬁco cursado autosimilar 
de parámetro H=0.95 en 
dirección horizontal (a) 
malla de 6x6, (b) malla 
de 7x7. 
Figura 18. “Box plot” 
para las mallas con 
tráfico cursado auto-
similar de parámetro 
H=0.95 en dirección 
horizontal y vertical (a) 
malla de 6x6, (b) malla 
de 7x7.
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sin él, igualmente se maniﬁestan los 
problemas en la estimación cuando 
hay tráﬁco cursado en la red y cambia 
la longitud de la cadena que separa 
al nodo 0 del nodo 25. Este efecto se 
observa en la Figura 19 y especial-
mente en la Figura 20, pues aumenta 
la dispersión en los instantes donde 
cambia el número de saltos y, por 
ende, el ancho de banda de la ruta.
Figura 20. “Box plot” del escenario del nodo móvil con tráﬁco 
cursado autosimilar correspondiente a 20 corridas. El eje hori-
zontal es el tiempo de la simulación 
Figura 19. Mediana de la capacidad para el escenario del nodo 
móvil con tráﬁco cursado autosimilar y sin él. El eje horizontal 
es el tiempo de simulación.
VI. CONCLUSIONES 
AdHoc Probe es una herramienta de 
estimación de capacidad que funciona 
efectivamente, siempre y cuando al 
menos un par de paquetes de la medi-
ción no resulte afectado por el tráﬁco 
cursado. La fortaleza de AdHoc Probe 
radica en que combina el concepto 
de dispersión y del mínimo retardo, 
esto último le da mayor precisión en 
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comparación con otras técnicas que 
utilizan solamente la dispersión para 
hacer la estimación.
Se comprobó que la estimación de 
AdHoc Probe es independiente del 
tipo de tráﬁco cursado que exista en 
la red, pero la calidad de los resul-
tados depende de la intensidad del 
tráﬁco cursado presente. Si la red se 
encuentra saturada, AdHoc Probe 
puede sobre-estimar o sub-estimar 
la capacidad de la misma.
En  las condiciones de estimación 
recomendadas en [4], es decir, usan-
do 200 pares de paquetes y 4 pares 
por segundo, la estimación tomaría 
alrededor de 50 segundos. Si la red 
cambia su topología en este lapso, 
debido a nodos que se desplazan rá-
pidamente, AdHoc Probe entregaría 
una estimación equivocada.
Cuando existen nodos en movimien-
to, AdHoc Probe puede estimar la 
capacidad con algunas limitaciones. 
Si existe tráﬁco cursado en la red, le 
tomará más tiempo estimar la capa-
cidad cuando cambie la cantidad de 
saltos que separan al transmisor y 
al receptor. Desde luego, cuando el 
escenario es dinámico la rapidez con 
la cual el protocolo de enrutamiento 
encuentre las rutas afecta o favorece 
la estimación de capacidad.
A partir de los resultados obtenidos 
en este artículo se continúa trabajan-
do en evaluar el impacto del tráﬁco 
autosimilar sobre la red. Así mismo 
se está trabajando en encontrar un 
algoritmo que permita aﬁnar los dos 
parámetros para la estimación, es de-
cir, el número de pares de paquetes y 
el intervalo entre pares. Sin embargo, 
es claro que en una red saturada es 
muy poco probable que la estima-
ción entregue un resultado preciso. 
También se está trabajando en una 
implementación que permita obtener 
simultáneamente la estimación de la 
capacidad máxima y mínima de un 
trayecto en una red ad hoc.
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