A general class of matrices, covering, for instance, an important set of proper rotations, is considered. Several characteristics of the class are established, which deal with such notions and properties as determinant, eigenspaces, eigenvalues, idempotency, Moore-Penrose inverse, or orthogonality.
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The considerations of the present paper concern 3 × 3 matrices and 3 × 1 vectors having either complex or real entries; in the latter case their subsets will be denoted by Ê 3,3 and Ê 3,1 , respectively. Customarily, the symbol l will stand for the Euclidean norm of l ∈ 3,1 , that is, l √ l * l. Let be generated by a a 1 , a 2 , a 3 ∈ Ê 3,1 . The matrix T a can be used to define the vector cross product in Ê 3,1 , with T a l a × l for any l ∈ Ê 3,1 ; see 1 . Further properties of T a are listed in the following lemma, whose proof is easy and thus omitted. a × b c. Moreover, the right-hand sides equalities in points xi and xii are known as the Grassmann and Lagrange identities, respectively. From the point of view of the present paper, conditions iii -v of the lemma are of particular importance and will be extensively utilized in the subsequent derivations.
It is known that if a ∈ Ê 3,1 generating T a given in 1.3 is such that a 1, then the matrices of the form R sin θT a I 3 1 − cos θ T 
It can be verified that Υ covers all proper rotations of the form 1.4 . Moreover, it comprises also improper rotations, that is, orthogonal matrices with determinant equal to −1 9, Ch. VIII , symmetric elementary matrices 10, Sec. 1 , and all matrices commuting with T a 11 . The purpose of the present paper is to identify various properties of the class of matrices specified in 1.5 . As a result, several characteristics of the class Υ are established, dealing with such notions and properties as idempotency, determinant, eigenvalues, MoorePenrose inverse, orthogonality, or eigenspaces.
Results
Subsequently, the symbol i is interpreted as i √ −1. The theorem below states that Υ is closed against multiplication.
Proof. Direct calculations show that
establishing the assertion.
It is clear that, besides ensuring the closure property, multiplication in Υ is also associative. Furthermore, for each T ∈ Υ there exists the identity element, namely, I 3 . On the other hand, since Υ includes also singular matrices, not every T ∈ Υ has an inverse element in Υ. Thus, the set Υ is a semigroup under matrix multiplication. As will be seen subsequently, the Moore-Penrose inverse of every T ∈ Υ belongs to Υ, in particular, T ∈ Υ ⇔ T −1 ∈ Υ for each nonsingular T ∈ Υ.
The next theorem provides necessary and sufficient conditions for T The next task is to characterize the eigenvalues of matrices belonging to Υ. The subsequent theorem expresses the determinant of T ∈ Υ in terms of the scalars α, β, and γ . Its proof is based on the so-called Leverrier-Sourian-Frame algorithm, which provides a useful tool to calculate the coefficients in a characteristic polynomial. Since the algorithm is not widely known, it is restated in the following lemma; see for example, Meyer 12 , page 504 . Customarily, tr · denotes the trace of a matrix argument.
where
Theorem 2.4. Let T ∈ Υ, and let
Proof. From Lemma 2.3 it follows that c 1 − tr T is given by c 1 − 3β γ a 2 , whence it is seen that B 1 c 1 I 3 T takes the form
Further, if k 2, then c 2 − 1/2 tr TB 1 , where
Since tr T a 0, in consequence we get c 2 α 2 a 2 3β 2 2βγ a 2 , leading to
Finally, if k 3, then c 3 − 1/3 tr TB 2 , where Proof. It is clear that
Hence, on account of Theorem 2.4, we get
establishing the assertion. 
An expected result originating from Corollary 2.6 is that μ 1 μ 2 μ 3 det T , with det T given in Theorem 2.4. Furthermore, when α 1, β 0, and γ 0, then the eigenvalues given in 2.11 reduce to μ 1 0, μ 2 i a , and μ 3 −i a , that is, to the eigenvalues of T a ; see 3, Theorem 2 .
The following theorem will be useful in the subsequent calculations of the MoorePenrose inverses of T ∈ Υ. Theorem 2.7. Let A ∈ 3,3 be such that A αT a βI 3 , with α, β ∈ and T a of form 1.3 generated by nonzero a ∈ Ê 3,1 . Moreover, let λ 1 γ a A † a, with γ ∈ , and τ α 2 a 2 β 2 . Then,
Proof. Assertion i follows from Theorem 2.4 by setting γ 0. Statement ii is a consequence of i , whereas the validity of points iii and v can be confirmed by straightforward calculations; see 3, Theorem 1 . For the proof of statement iv note that β / 0, τ 0 imply α/β ± i/ a , that is, α/β is purely imaginary. Taking this fact into account, in view of a † 1/ a 2 a , the validity of the formula for A † given in point iv is seen by direct Note that regardless whether β and/or τ in Theorem 2.7 are zero or not, the matrix A is such that P A P A * , or, in other words, R A R A * , that is, A is an EP matrix. Another observation is that by setting α 1, β 1 in Theorem 2.7 leads to the relationship
−T a I 3 aa .
2.12
Hence, the so called Cayley transform of T a see 13, p. 219 , being of the form S −T a I 3 T a I 3 −1 , of which it is known that is orthogonal see 9, Theorem 8.1.10 , takes the form
Since det S 1, the matrix S represents in fact a proper rotation. We now have the tools necessary to establish formulae for the Moore-Penrose inverses of T ∈ Υ. 
Proof. The first observation is that if β 0, then on account of Theorem 3. Assume now that β / 0, in which case we can still have τ 0 or τ / 0. In the former of these situations, point iv of Theorem 2.7 implies P A 1/2 α/β T a I 3 P a , whence P A a a, or, in other words, a ∈ R A . This inclusion is clearly satisfied also when τ / 0, for then det A / 0.
In A conclusion originating from Theorem 2.8 is that every T ∈ Υ satisfies T ∈ Υ ⇔ T † ∈ Υ, the property which was already mentioned in the remark following Theorem 2. 
ii if β / 0, τ 0, λ 0, then P T P 2 provided that α/β i/ a and P T P 4 provided that
iii if β / 0, τ 0, λ / 0, then P T P 1 provided that α/β i/ a and P T P 3 provided that
with P k , k 1, . . . , 4, as specified in 2.3 .
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Proof. The corollary is established by direct calculations.
Point v of Theorem 2.8 enables to formulate necessary and sufficient conditions for T ∈ Υ to be orthogonal. Observe that the right-hand side condition in 2.17 admits two possibilities, namely, either β γ a 2 1 or β γ a 2 −1. Since τ 1, Theorem 2.4 ensures that in the former situation T is a proper rotation, whereas in the latter one T is an improper rotation.
The next theorem concerns eigenspaces attributed to T ∈ Υ.
Theorem 2.11. Let T ∈ Υ, and let E μ j , j 1, 2, 3, be the eigenspaces of T associated with its eigenvalues μ j given in 2.11 . Then,
where In view of these facts, it is seen that statements ii and iv of Corollary 2.9 lead to characterizations of E μ 1 given in point iv of the theorem.
Next we consider eigenvalue μ 2 β iα a , which ensures that β occurring in 2.19 is given by β −iα a . Since β 0 is equivalent to α 0, on account of statement i of Corollary 2.9 we arrive at characterization of E μ 2 given in point i of the theorem. On the other hand, if β / 0, that is, α / 0, then τ is necessarily equal to zero, which means that cases iv and v of Corollary 2.9 are to be excluded from the present considerations. Furthermore, it is seen that λ 1 i γ/α a and α/ β i/ a . With these facts taken into account, we conclude that statements ii and iii of Corollary 2.9 lead to characterizations of E μ 2 provided in point ii of the theorem.
The last eigenvalue to be considered is μ 3 β − iα a , for which β iα a . In this case, analogous arguments to the ones used with respect to μ 2 lead to the eigenspaces E μ 3 in points i and ii of the theorem. The proof is complete.
Observe that if α 1, β 0, and γ 0, then from Theorem 2.11 we get E μ 1 R a , E μ 2 R Q 1 , and E μ 3 R Q 3 , that is, the eigenspaces of T a identified by Trenkler 3, Sec. 3 . 
From the right-hand side formula in 2.20 we get
and the projectors Q k , k 1, . . . , 4, involved in Theorem 2.11 are of the forms
2.23
Hence, from Theorem 2.
11 we obtain what follows. If α 0, then E μ 2 E μ 3 3,1 provided that γ 0 and
otherwise and, simultaneously,
provided that γ/α −i √ 2/2 and
otherwise.
Further, if γ 0, then E μ 1 3,1 provided that α 0 and E μ 1 R a otherwise. Finally, if γ / 0, then 
