A new hyperspectral image denoising algorithm, called the dual deep convolutional neural network (DD-CNN), is proposed in this paper. In contrast to internal denoising methods that utilize only the features from the target noisy image, the DD-CNN extensively explores the similarities between the target noisy image and the clean reference image from other bands. As external data, the reference images are selected based on the structural similarity index metric (SSIM). The DD-CNN is composed of two CNNs: one is responsible for extracting the features of the target image, and the other is responsible for extracting features from the reference image. A new activation function is proposed that activates the two types of features in the DD-CNN. Based on the dual structure and the new activation function, the external features extracted from the reference images are thoroughly integrated into the internal features of the target noise image. We experimented on different datasets with different noise levels; we also tested special cases for reference images with extra or undesirable features. The DD-CNN algorithm can effectively utilize the similarity between the external image and the target image. When the noise level is high, the advantages of the DD-CNN are obvious.
I. INTRODUCTION
Hyperspectral images, with rich spectral information, have been widely used in target detection [1] , land cover classification [2] , and information extraction. However, due to the sensors, atmosphere, and other factors, various types of noise often exists in hyperspectral images. Interference from noise seriously reduces the quality of the images. Denoising is a key pre-processing procedure for many applications of hyperspectral data.
In the study of denoising, many advanced algorithms have been proposed, such as total variation (TV) [3] that makes use of the geometric features of the image, nonlocal means [4] - [6] that make use of the redundancy in the image texture features, dictionary learning [7] - [9] that makes use of sparse coding, and the Markov random field (MRF) model [10] , [11] that makes use of the neighborhood relationship of pixels. In addition, block matching and The associate editor coordinating the review of this manuscript and approving it for publication was Yongqiang Zhao . three-dimensional filtering (BM3D) [12] , and its variant [13] , [14] are also excellent denoising methods. Some new methods based on deep learning have provided new insights into the denoising problem. The deep convolutional neural network not only have superior effects on image classification [54] , [55] , but also shows promising performances in denoising. Unlike traditional methods, it has the ability to learn features, and many deep learning-based denoising methods achieve higher (peak signal-to-noise ratio) PSNR than traditional methods. For example, BM3D-Net [30] combines (convolutional neural network) CNN with BM3D, and it improves denoising performances by combining the advantages of the two methods. (denoising convolutional neural networks) DnCNN [15] takes the noise information in the image as the final output of the network, and successfully displays superior denoising performance. (fast and flexible denoising convolutional neural network) FFDNet [31] directly trains the denoised clear image with a neural network, which inputs the noise level map and the noise image in the network. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
In the community of hyperspectral image denoising [24] - [26] , many of the advanced denoising methods mentioned above have been improved to adapt hyperspectral data, such as total variation [40] , nonlocal means [43] , sparse representation [41] , and low rank [42] , [48] . Tensor representation [60] is also a very important branch of hyperspectral image denoising. Recently, Xue et al. [61] proposed a nonlocal low-rank regularized tensor decomposition (NLR-CPTD) technique to fully utilize the global correlation across spectrum and nonlocal self-similarity. With NLR-CPTD, the tensor rank estimation bias in hyperspectral denoising can be effectively avoided. Deep learning has also shown a very promising performance in hyperspectral denoising [47] , [49] . Another popular point of view is joint utilization of spatialspectral features [28] , [44] - [46] . Spatial-spectral methods can often achieve relatively better results, but these methods have to deal directly with high-dimension data [51] - [53] . In [47] , it is pointed out that these methods are insufficient to satisfy many complex situations, because the strength of the noise in the spatial and spectral domains is unequal.
Although the algorithms above can effectively remove the noise when applied to the noisy band of hyperspectral image, they have obvious limitations. They rely only on the internal structure of the noisy images themselves for denoising, which belongs to the internal single denoising method. When there is more noise in the image, the complex texture has to be overly smoothed by these methods. In [16] , the authors point out that, with the increase in the texture complexity, the performance of internal denoising methods decreases gradually. To acquire better denoising results, external information outside the target noisy images can also be used. In the field of computer vision, clear images from external databases are used to assist denoising of target images [17] - [20] . For example, in [21] Anwar et al. propose matching similar image patches for each region from the database of the same category images, and then the method completes the denoising in the transform domain. Based on the early conventional algorithm [19] , [22] , Xu et al. [23] proposed to exploit useful information in external and internal data. In [35] , it searches for similar images from the Internet, and learns self-similarity features from a large number of images. Although these methods have achieved some good denoising performances, how to match external and internal characteristics exactly is still a difficult problem. External images introduce beneficial information into denoising with a local self-similar. However, this external information cannot maintain complete consistency with the target image. The deviation between the images may bring additional artifacts in the results. Most importantly, these methods are not aimed at hyperspectral data.
Hyperspectral data usually include hundreds of bands with clear and noisy images, and typically, they show high correlations. Most current denoising methods for hyperspectral images ignore the correlation between the clear bands and the noisy bands. Because of the particularity, hyperspectral images can better avoid the problem of inaccurate registration between band images. The images between different bands can achieve completely accurate registration in geometry so that it can provide high-quality external reference information for noisy images. Therefore, the clear bands of hyperspectral data can be taken as external data to aid the denoising of the noisy bands. For example, in [27] , [29] , and [50] , the special correlation was explored. The authors proposed to utilize clear and similar bands to help restore noisy target images by image fusion. These methods have achieved excellent performances in quantitative and qualitative comparison.
Our contributions: Inspired by external denoising and the spectral correlation in hyperspectral data, in this paper, we select clear band images with a high degree of similarity to the target noisy band images to facilitate image denoising. A dual deep CNN with two similar networks is constructed. Both noisy images and clear images are utilized to learn the features. A new activation function is proposed for information exchange between the two CNNs. The details of external reference information from the clear band images can be extracted and introduced into the target image. The reference information is extensively explored by the dual structure and new active function to avoid over-smoothing in the process of denoising. The experiments confirm that the algorithm can effectively improve the performances of hyperspectral image denoising, especially when the noise level is high.
II. THE STRUCTURE OF THE DEEP DUAL CNN
In this paper, the observation model for the noisy image is defined as:
where I u is the noisy image, u is the original clear image, and n is the noise. For hyperspectral images, signal-independent readout noise is often present. This noise is caused by an electronic process and can be modeled as an additive Gaussian distribution [56] . In addition to electronic interference, the atmosphere, transmission, and other factors will introduce extra noise into the image. If the real noise is treated as the sum of many random variables with different probability distributions, and if each random variable is independent, then according to the central limit theorem [57] , the sum asymptotically approaches a Gaussian distribution as the number of noise sources increases. Therefore, the statistical properties of real noise can be approximated by a normal distribution. Combining these two points, n is assumed to follow Gaussian distribution, as well as n ∼ N (0, σ 2 u ). Most denoising methods (including the CNN methods) are designed to solve the following object function
where I u − u 2 is the data fidelity term, (u) is the regularization item, and u is the estimated image. λ is a regularization parameter that controls the balance between the data fidelity term and regularization. In general, we define the process CNN denoising asû
where F(·) represents a CNN structure, andû is the estimated image obtained by the network F(I u ), while the input data is I u .
The existing structures of CNN denoising as shown in Fig. 1 are mainly composed of three parts: the preprocessing layer, the convolution and activation stages, and the upsampling layer. The preprocessing layer implements the pre-processing operation on the image. The purpose is to enhance the adaptability of the network or speed up the training of the network. It belongs to the linear layer, and is not involved in the detail extraction process. The convolutional layer is used to extract the image features. We hope the noise can be separated from the image features by different convolution channels. The activation functions further determine which features should be reserved or eliminated. The upsampling layer is used to integrate all features into a whole estimated image. The up-sampling layer usually does not involve the process of feature selection.
Most current CNN denoising methods introduce external data in the network training stage. For example, the training data for hyperspectral image denoising can come from the optical camera of consumer electronics or other types of sensors. After training, we fine-tune the CNN with hyperspectral images, and it works well for hyperspectral image denoising. Introducing external data in the training stage is an indirect way of utilizing information, and provides only weak assistance for denoising. For hyperspectral images, there are hundreds of band images that share many similar textures. Many clear band images can provide very strong assistance in denoising.
We believe that the priors from external data (other clear band images in the same data set) can be introduced in CNN denoising by a more direct way. We propose a dual deep CNN structure (DD-CNN) for hyperspectral denoising. The DD-CNN is constructed with two similar deep CNNs as in Fig. 2 . The external image is denoted as I v . The target image is denoted as I u . The feature extraction processes of two similar deep CNNs are denoted aŝ
where F u (I u ) is the CNN for target image I u , and F v (I v ) is the CNN for the reference image I v . The reference image I v is a clear image with high similarity to I u .
In the proposed DD-CNN, F u (·) and F v (·) are trained by the same data set. As in Fig. 2 , the CNNs have the same preprocessing layer, convolutional layers, and up-sampling layer. In all convolutional layers, the parameters are also the same. This means that F u (I u ) and F v (I v ) transform the target image and the reference image into the same feature space. We need to compare the two image feature sets, and determine which VOLUME 7, 2019 are the image features, which are the noise features and which features from the external reference images can be introduced into the target images. Therefore, in each convolutional layer of F v (·), its output x v has two branches. One branch enters into the next convolutional layer of F v (·) after activation of f (x v ). The other branch enters into activation function g(x v , x u ) in F u (·). The features x v from the clear reference image are introduced into F u (·) in each convolutional layer and activation layer.
The preprocessing layer, convolutional layers, and upsampling layer are all linear operations. They transform only the image into feature space, and do not change the features. The activation function is a nonlinear operation. After the features are extracted by the dual structure CNN, the core problem of utilizing information in F v (I v ) lies in the operation of the nonlinear layer. Through a reasonable nonlinear activation function, the DD-CNN can achieve more complex function mapping, and enhance denoising with the features in F v (I v ). In the next section,, we discuss in detail the activation function of the proposed DD-CNN.
III. ACTIVATION FUNCTION FOR DEEP DUAL FEATURES
In the previous section,, we set up the DD-CNN by combining two networks with the same parameters. The target image and the reference image are all transformed into the same feature space by the convolutional layers. Features from different branches enter into different activation functions. We first review the active process of conventional CNN denoising. The well-known ReLU activation function [32] is defined as
where x u is the feature value in the arbitrary index from the convolutional layers in F(I u ). There is a similar definition for f (x v ) from the reference image. Current neural network-based denoising algorithms mostly use ReLU in equation (6) as the activation function. ReLU has many advantages. First, it does not include complex exponential and reciprocal operations, so the operation speed is faster than that of other functions [33] , such as tanh, sigmoid, etc. Second, because ReLU sets a part of the output neurons to 0, it improves the sparseness of the network, and effectively alleviates the over-fitting problem. In many applications, deep CNNs with ReLU show faster convergence and better performance. However, for denoising problems, ReLU has several limitations. In the denoising network, after transforming the image into the feature space by the convolution layer, the activation functions make additional decisions about which features are from noise or images. The values of the texture features that need to be conserved are assumed in the positive interval for activation. The values of the noise features are assumed to fall into the negative interval, and need to be removed. Therefore, there are two problems: 1. The features constructed by the convolution layer are not always separable. 2. The judgments by the conventional activation function are not always correct, either. Especially when the images are contaminated by large noise, many details are be mistakenly regarded as noise, and removed by the activation functions.
In Section II, to provide references for feature separations, the DD-CNN structure is proposed to extract features the target images and the reference images. To improve the discriminatory power of the activation function, the existing Leaky-ReLU [34] function, is as defined as
where leak is a parameter that represents the slope. As in equation (7), the feature values in the negative interval are not all set to 0, but through a small coefficient leak to make this part of the high-frequency information activated. Therefore, some details that are similar to noise are conserved in the image. However, this method will result in the noise not being completely removed, and the noise still exists slightly in the final result image. Leaky-ReLU can only slightly alleviate the phenomenon of over-smoothing.
Comparing the active map between x u and x v , we find that the activation function in F(I v ) network often activates more valid features of x v than in F(I u ) network. For clear reference image I v , the additional feature values from network F(I v ) can be a part of complementary details removed by F(I u ). In the feature space, the active map of x v can provide rough ranges for ReLU and Leak-ReLU. For each feature channel of F(I u ), there is a corresponding reference feature channel from F(I v ). We consider using the activation information of the clear reference image to assist the activation of the features of F(I u ). Therefore, a new activation function is defined as
where x u and x v represent the feature values from F(I u ) and F(I v ), respectively. For the proposed DD-CNN, there are two types of activation functions. The conventional ReLU activation function as in equation (6) is used in the network of F(I v ). The proposed activation function of g(x v , x u ) in equation (8) is used in the network F(I u ). We can see that in Fig. 2 , when x v is generated by the convolutional layers of F(I v ), there are two branches. For one branch,
In the proposed activation function g(x v , x u ), there are three cases: When x u and x v are greater than or equal to 0, x u should be activated by ReLU, and reserved. When x u is smaller than 0 but x v is greater than or equal to 0, x u should be activated by Leaky-ReLU. When x v is smaller than 0, x u should be set to 0. There are two inputs in activation function g(x v , x u ). Features x v bring the reference information to help the activation function determine which details of the portion in x u should be preserved. With the proposed function g(x v , x u ), the features from the reference image and the target image are fused, and some details are introduced in the target images to improve the denoising performance.
Although the reference image is very similar to the target image, there are still differences between them. The complete drawing on the characteristics of the reference image may bring additional artifacts to the target image. In the next section, we discuss how to alleviate the side effects of the DD-CNN.
IV. ALLEVIATION OF THE SIDE EFFECTS OF THE DD-CNN
In the proposed DD-CNN, the external reference images provide more information for denoising, but the network also introduces some side effects into the denoising. Due to the influence of the external images, the final denoised image shows a bleaching effect. This means that the overall color tone of the target image is affected by the external image. If the external image is globally brighter than the original image, the overall brightness of the denoised image is increased, and vice versa. This bleaching effect is mainly caused by the proposed activation function g(x v , x u ). It not only activates the network to reserve the details from the target image but also allows the network to assimilate extra features from the reference image. The appearance of the bleaching effect affects the denoising in the visual performance and in the PSNR. To maintain the overall quality of the target image, we proposed to perform histogram matching [39] on the two denoised images obtained with the direct CNN method and the newly proposed DD-CNN method. As shown in Fig. 3 , there is an example of alleviating bleaching effects with histogram matching. Experiments have shown that the application of histogram matching can better preserve the image quality. 
V. EXPERIMENTS AND RESULTS
To verify the proposed DD-CNN, the simulated noisy image and the real noisy image were tested. Several state-of-theart denoising algorithms, including BM3D [12] , cross-field joint image restoration (CrossField) [36] , DnCNN [15] , and FFDNet [31] , are compared with the proposed DD-CNN. BM3D is one of the conventional denoising methods. Cross-Field is a state-of-the-art and reference-information-based denoising method. DnCNN and FFDNet are two denoising methods based on deep learning but without directly using the reference image.
We selected four commonly used hyperspectral data sets for the experiments: the Indian Pines data set, Washington DC data set, Pavia Centre data set and GF5 data set. The first three data sets are available from (https://engineering.purdue.edu/∼biehl/MultiSpec/ description.html). The GF5 data set is from the China Remote Sensing Satellite Ground Station.
The simulation experiments and real data experiments needed to select reference images for the DD-CNN and CrossField. Hyperspectral images often contain hundreds of spectral bands. The similarity metric between the target image and the reference image directly affects the final denoising effect. In this paper, the structural similarity index (SSIM) [38] is used to select reference images in all the noiseless bands. The band with the highest SSIM is used as the reference image for the DD-CNN or CrossField.
In the simulation experiments, qualitative analysis and quantitative analysis were carried out. The proposed DD-CNN was comprehensively compared with the other state-ofthe-art methods on different images with different noise levels. In the real data experiments, because the original image was unknown, we performed the qualitative analysis on only the Indian Pines hyperspectral data set and the GF5 data set.
The DD-CNN does not need to be trained from the beginning. Many conventional pre-trained initial networks, such as DnCNN or FFDNet, can be directly used in the initial DD-CNN. In this paper, two pre-trained FFDNets are used as F u (·) and F v (·) to establish the DD-CNN structure. The activation function in F u (·) is substituted with g(x u , x v ). The activation
Because the proposed DD-CNN contains two parallel CNNs with different activation functions, the parameter selection mainly involved σ u , σ v and leak. For CNN F u (I u ), it needs the noise standard deviation σ u of I u . For CNN F v (I v ), it needs σ v , which determines how many features in I v will be activated. In this paper, σ u is assumed to be known, but σ v needs to be set manually. The noise level of I u and the similarity between I u and I v will affect the feature extraction in F v (I v ) through σ v . When the noise in image I u is large, we need to extract more features in I v to aid denoising of I u . When the similarity between I u and I v is high, more features in I v can be used to help denoise I u . However, injecting too many I v features into I u will lead to artifacts in the denoising results. Therefore, in this paper, we let σ u = σ v * C/3, where C represents the cosine similarity [37] between noise image I u and reference image I v . As we use the proposed activation function g(x u , x v ), CNN F u (I u ) also needs the parameter leak. In this paper, the value of leak is set to be 0.1. Setting these parameters as above, the denoising effects of the DD-CNN are good in most cases.
A. DENOISING EXPERIMENT ON SIMULATED IMAGES
For the Washington DC data set, the image of the 57th band is taken as target Image1. For the Pavia Centre data set, the image of the 72th band is taken as target Image2. For the Indian Pines data set, the image of the 12th band is taken as target Image3. Gaussian noises with different standard deviations (σ u = 30, 40, 50, 60) were added into Image1 through Image3 to simulate the observation noisy images. Although Gaussian noise is chosen to fit real noise, the noise component of hyperspectral images is often very complex. Therefore, this study also carried out some simulation experiments on Poisson noise. Poisson noise is neither additive noise nor multiplicative noise, but rather signaldependent noise. Its noise intensity depends on the pixel value of each pixel in the image. Therefore, the simulated image in Fig. 4 generated by Poisson noise does not involve any parameter selection, and the value of each pixel satisfies the Poisson distribution. We need to select reference images for noisy target Image1 through Image3. Seemingly, the nearest band to the target image could be a very good reference for denoising. However, there are two problems. First, it is well-known that for hyperspectral images, the noisy band is often not a single band, but a continuous range of bands. The nearest bands often are also noisy, and cannot be used as references. Therefore, the nearest 10 bands before and after the target noisy image will not be candidates for the reference image. Second, there are always some differences between the target images and the selected reference images. Some typical cases for reference images with large differences should be tested. Therefore, the simulated experiments include two parts: denoising with well-selected reference images and denoising with unsatisfactory reference features.
1) DENOISING WITH WELL-SELECTED REFERENCE IMAGES
In these experiments, we selected the reference images with the highest SSIM [38] from the remaining clean band images. For Image1 through Image3, the number of bands and the SSIM value for the selected reference images are listed in Table 1 . For example, the target image is the 57th band of the Washington DC data set with the noise standard deviation of 30. The reference image is selected from the 91th band of the same data set, and the SSIM is 0.66, which was the highest among all bands. We found that, in most cases, if one band has the highest SSIM for the noise level of 30, it will often show the highest SSIM for the 40, 50, and 60. The selected reference images are used for the proposed DD-CNN and the CrossField method.
With the selected reference images, the performances of the DD-CNN, DnCNN, FFDNet, BM3D, and CrossField with different noise levels for Image1 through Image3 are listed in Table 2 . When the noise standard deviation is 30, the performance of the CrossField algorithm is greatly improved, because the algorithm has higher quality requirements for the reference image. But when the noise standard deviation in the image increases to 40, 50, and 60, the performances of CrossField are not as good as those of the DD-CNN method. The other methods, such as DnCNN, FFDNet, and BM3D, obviously show lower PSNRs than the DD-CNN and CrossField. The external information from a well-selected reference image is well utilized by the DD-CNN to improve the denoising performance.
As Fig. 4 shows, when there is Poisson noise in the image, the denoising effect of the DD-CNN is only slightly better than that of other algorithms. This is because in Fig. 4(b) , the noise standard deviation is small (approximately 15). However, the DD-CNN is suitable for cases of high levels of noise, especially cases in which the noise standard deviation is greater than 30. Nonetheless, the visual effects of the DD-CNN are still slightly better than those of FFDNet, DnCNN, and BM3D. In the zoom-in areas, the over-smoothing of these three methods still exists. Nevertheless, after quantitative analysis, we find that in most cases, the DD-CNN can obtain the highest PSNR value, as shown in Table 2 . This means that the DD-CNN has good adaptiveness. This is because the reference information from the external image and the new activation function effectively corrected the damaged details of the image and improved the denoising performance. And with Table 2 , we also found that DD-CNN can achieve the best denoising effect for mixed noise. When Poisson noise and Gaussian noise with a standard deviation of 40 exist in the image simultaneously, DD-CNN still obtains the highest PSNR value.
The running time is also an important evaluation criterion for different algorithms, and it is determined by the time complexity of the algorithm, the size of the input image, and the performance of the computer. Table 3 lists the running time results of different algorithms for denoising single band images and multi-channel images with size 256*256. The evaluation was performed on a computer with a fourcore Intel Core i7-7700K CPU @ 4.2GHZ, 16 GB of RAM and an Nvidia GeForce GTX 1080 Ti GPU. As we can see, all algorithms spend more time on denoising multichannel images than single band images. The running time of DD-CNN and CrossField consists of two parts, the first is the denoising time, and the second is the selection time of the reference image. Considering only the denoising time, DD-CNN is slower than FFDNet and DnCNN, but faster than BM3D and CrossField. This is because DD-CNN is a dual neural network-based algorithms, and requires more time for data interaction, so that DD-CNN can achieve better denoising performance than other neural network-based algorithms.
2) DENOISING WITH UNSATISFACTORY REFERENCE FEATURES
Under ideal conditions, if the feature similarity between the target image and the external reference image is high, it can bring greater benefits to the algorithm. However, the difference between the target image and the reference image is often unavoidable. The algorithm may achieve better performance than the traditional internal denoising algorithm, but also could bring artifacts or other negative effects on the estimated image. Therefore, almost all external denoising algorithms focus on the effective use of features in the external image while at the same time trying to avoid side effects.
In the experiments, we tested three typical scenarios in the simulation denoising experiment. Scene 1: Some areas of the target image are smooth, but the reference image has more edge information in the same area. Scene 2: Some areas of the target image have distinct edge textures, but the corresponding areas of the reference image are very smooth. Scene 3: The target image has a similar texture to the reference image, but with different global brightness tones. Experiments in these three scenarios are designed to compare the performance of the proposed DD-CNN with that of other methods. Figure 5 shows the denoising results simulated by Image1 (the Washington DC hyperspectral data sets). The size of the selected image is 256 × 256. The original image is from the 57th band of the data set, and the reference image is selected from the 94th band of the data set. Fig. 5(a) is the original image. Fig. 5(b) is the simulated noisy image with the noise standard deviation of 30. Fig. 5(c) is the reference image. Fig. 5(d) shows the result of the proposed algorithm DD-CNN. Fig. 5 (e)-(h) are images denoised by FFDNet, DnCNN, BM3D, and CrossField. In the magnified area of the images, we find that the area in the original image is smooth, with only shallow line features, but the reference image has very clear line features which may cause artifacts or an extra edge in the denoising result of the external denoising algorithm. In Fig. 5(h) , for the CrossField result, we find extra lines that did not exist in the original image. This is because the algorithm introduces too many external features, and destroys some of the original structures in the image. In Fig. 5 (e)-(g), the image appears over-smooth, and many details are lost, because the denoising algorithm of these images does not use external features. Many of the details cannot be repaired in Fig. 5 (e)-(g). The proposed DD-CNN shows a good visual effect. It does not bring about too much extra texture, but effectively avoids over-smoothness. It can be believed that in the DD-CNN the proposed activation function has more adaptability to deal with external features from reference images. Figure 6 shows the denoising results simulated by the Pavia Centre hyperspectral data set image. The size of the selected image is 256×256. The original image, Fig. 6(a) , and the reference image, Fig. 6(c) , are selected from the 72th and 102th bands of the Pavia Centre data set, respectively. Fig. 6(b) is the noisy image where the noise standard deviation of σ u is 30. Fig. 6(d) -(h) show result images reconstructed by the DD-CNN, FFDNet, DnCNN, BM3D, and CrossField. By observing the magnified area, we can find that there is a distinct white line in the original image but not in the reference image. Moreover, the original image and the reference image contain numerous complex details near the black area. The images reconstructed by the FFDNet, DnCNN, and BM3D algorithms show severe over-smoothing. The denoising image by CrossField was influenced by the reference image; the clear white line is no longer present. The result by the proposed DD-CNN in Fig. 6(d) better maintains the consistency with the original image, and shows better denoising performances than the other four algorithms. Figure 7 shows the denoising results simulated by the Indian Pines hyperspectral data set image. The size of the selected image is 256 × 256. The original image in Fig. 7(a) is the 12th band. The reference image Fig. 7(b) is the 174th band image. The texture details of the two images are roughly the same, except that the reference image is brighter. In the reconstructed images, we found that the over-smoothing phenomena of FFDNet in Fig. 7(e) and DnCNN in Fig. 7(f) still exist, but are slightly better than BM3D in Fig. 7(g) . Although the reconstructed CrossField image in Fig. 7(h) shows more details, some of the details are over-bright, and there are some noise-like spots caused by the reference image. The DD-CNN in Fig. 7(d) still maintains good restoration results, without too many side effects by the brightness of the reference image. We found that CrossField shows a superior performance only when the reference image has more similar structural similarity locally. In the experiment shown in Fig. 7 , the external image is globally brighter than the original image, which reduces their local structural similarity. Global differences can make the visual effects of CrossField slightly worse than those of FFDNet.
To further validate the performance of the proposed algorithm, in Table 4 we compare the PSNRs of the reconstructed images with different methods with different noise standard deviations. Table 4 is similar to Table 2 but has different unsatisfactory reference images for the DD-CNN and CrossField. We find that when the noise standard deviation of the simulated image is greater than 30, the DD-CNN exhibits a better denoising performance than the conventional methods. The larger the noise, the more significant advantages the DD-CNN shows. Sometimes, when the image noise standard deviation is 30, the DD-CNN may not perform as well as CrossField. In addition, as the noise increases, the PSNR of the image reconstructed by CrossField drops very rapidly, because the local similarity between the target image and the reference image is more easily affected by large noise. In fact, hyperspectral images are very susceptible due to the narrow imaging band, and the noise within the image may be large. As a result, it is often difficult to obtain a reference image that is highly consistent with the target image structure. Therefore, in terms of hyperspectral image denoising, the DD-CNN is more stable and effective than CrossField, and is superior to FFDNet, DnCNN and BM3D.
The experiments described above are denoising experiments on single-band images. The DD-CNN can also be applied to the denoising of multi-channel images. For the Indian Pines hyperspectral dataset, the simulation results of multi-channel image denoising as the fake color image (40th, 60th, and 80th bands) are shown in Fig. 8 . Gaussian noise with a noise standard deviation of 50 is added to the original image. After calculating SSIM, the 51th, 71th, and 91th band are selected as the reference images. As shown in Fig. 8 (e)-(g), the methods without reference images exhibit some oversmoothing at the edges. For CrossField, shown in Fig. 8(h) , although the edges are sharp, the reference image causes obvious spectral distortions. In Fig. 8(d) , the DD-CNN exhibits better performance compared with the others. The spectral angle mapping (SAM) is a commonly used metric in spectral imaging. It treats spectra as vectors in a highdimensional space. The angle between two spectral images can be calculated as in [62] . Smaller angles indicate higher spectral similarity. Table 5 lists the SAM values of different algorithms. The SAM between the image reconstructed by the DD-CNN and the original image is smaller than that of others. This means that the DD-CNN can effectively reserve the spectral characteristics of the hyperspectral images. Moreover, the DD-CNN still achieves the maximum PSNR value, which further demonstrates the superiority of the algorithm.
B. DENOISING EXPERIMENTS ON REAL IMAGES
To further validate the proposed DD-CNN algorithm, we experimented with real noise images from hyperspectral data. Figure 9 shows the denoising results for the hyperspectral data set images from the GF5 satellites. The satellite sensor consists of a total of 115 bands. We found that the 50th band was contaminated by a large amount of noise. Fig. 9(a) is the 50th band data that have noise. For the reference image, after all the noise-free images in the data set are traversed, the 80th band image with the highest SSIM is selected as the reference image in Fig. 9(b) . Fig. 9 (c)-(d) show clear images restored by the DD-CNN, FFDNet, DnCNN, BM3D, and CrossField algorithms, respectively. For FFDNet, DnCNN, and BM3D, the noise standard deviation is set to be 40. For the DD-CNN, the parameter σ u is set to 40, and the leak is set to be 0.1. For the CrossField method, the parameter β is set to be 50. Because the original image is unknown, we cannot judge the denoising performance by the PSNR, only with a visual comparison. We found that the result images of FFDNet, DnCNN and BM3D algorithms lost many details. CrossField conserves more details, but it still introduced some random noise and undesirable features in the results. The DD-CNN screens the non-useful external features through the proposed activations of the nonlinear layer, at the same time conserving more desirable features. Figure 10 shows the denoising results for the real noise images in the Indian Pines hyperspectral data set. Fig. 10(a) the noise image is from the 109th band of the data set. The reference image in Fig. 10(b) is selected from the 114th band with the highest SSIM. Fig 10(c)-(d) show result images reconstructed by the DD-CNN, FFDNet, DnCNN, BM3D, and CrossField algorithms, respectively. For FFDNet, BM3D, and DnCNN, we set the noise standard deviation to 30. For CrossField, β is set to 30. For the DD-CNN, the parameter σ u is set to 30, and the leak is set to 0.1. Similar to Fig. 9 , we found that the DD-CNN, can avoid extra artifacts while conserving more details. Overall, the DD-CNN obtains the best denoising results in visual effects compared with the other methods.
The denoising results of simulated multi-channel images show that the DD-CNN algorithm has certain advantages. But it is not sufficient to evaluate the quality of an algorithm only through simulated experiments. Therefore, Fig. 11 shows the multi-channel denoising results for the hyperspectral dataset from the real GF5 satellites. The noise images are selected from the 25th, 40th, and 115th bands, as shown in Fig. 11(a) . After calculating the SSIM value, the 76th, 77th, and 109th bands are selected as reference images and constitute a fake color image, as shown in Fig. 11(b) . The denoising results of the DD-CNN and comparison algorithms are shown in Fig. 11 (c)-(g). For FFDNet, DnCNN, and BM3D, the noise standard deviation is set at 25. For the DD-CNN, the parameter σ u is set at 25, and the leak is set at 0.1. For the CrossField method, the parameter β is set at 10. As Fig. 11 shows, the DD-CNN did not exhibit obvious over-smoothing, like FFDNet, DnCNN, BM3D, and it did not introduce extra noise, like CrossField.
We can observe that the DD-CNN did not obviously deteriorate the distortion of the spectral feature and that, at the same time, it effectively reserved the edges in multi-channel image denoising.
C. ACCESSING THE PERFORMANCE WITH CLASSIFICATION ACCURACY
In the experiments described above, quantitative and qualitative analysis was carried out on the DD-CNN algorithm proposed in this paper. In practice, the denoising of hyperspectral images is often used to improve the classification accuracy of hyperspectral images. Therefore, we compared the classification accuracy for the denoised hyperspectral image with the DD-CNN and other methods for the Indian Pines dataset. The classification algorithm is from SMLR-SpATV [59] . The classification results are shown in Fig. 13 . In the classification experiments, 1,043 (about 11% of the testing samples) labeled samples were used to train the SMLR-SpATV classifier.
The Indian Pines data in spectral bands 104-108, 150-163, and 220 were abandoned, because the noise level in these bands is high and the bands contain almost no useful information [42] , and the noise level of each band is different. Therefore, we chose [58] to estimate the noise standard deviation of each band; this is an advanced and widely used noise estimation method. The abandoned band does not evaluate the noise standard deviation and is set to 0, as shown in Fig. 12 .
In this paper, the classification results are evaluated by overall accuracy (OA). As shown in Table 6 , in most cases, denoising can improve the classification accuracy. The classification accuracies with denoising of the DD-CNN, FFDNet, CrossField, and DnCNN are close to each other. However, CrossField denoising slightly reduced the OA of the classification result. For the DD-CNN, the introduction of the reference image did not reduce the OA of the classification result. We can conclude that most of the spectral features are well preserved in the DD-CNN.
VI. CONCLUSION
In this paper, we present a new hyperspectral image denoising algorithm based on external reference images. We constructed a dual neural network, DD-CNN. The features extracted from the other clean band as an external image are integrated into the denoising of the target image through the proposed activation function of the nonlinear layer. We compared the proposed DD-CNN with other state-of-the-art algorithms with or without external images. In the qualitative analysis, the proposed method can obtain a visual effect closer to the original image while effectively avoiding excessive smoothing. In the quantitative analysis, when the noise standard deviation of the image is greater than 30, the proposed method can obtain better results. The larger the noise in the image, the more significant advantages the proposed method shows. Experiments confirmed that with the external features extracted by the new DD-CNN structure, the proposed activation function can effectively repair the noisy detail texture without introducing too many additional artifacts into the results. A large part of his earlier research dealt with information processing and applications of satellite remote sensing data. His current research interest includes optical high-resolution remote sensing image understanding as well as using information retrieved from satellite remote sensing images in combination with other sources of data to support better understanding of the Earth.
