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Bei der Suche nach einer besten Approximierenden einer stetigen Funk- 
tionf auf einem kompakten Raum beziiglich eines Funktionensystems I’ ist 
es von Vorteil, wenn sich Invarianzeigenschaften der Funktion .f such auf 
Minimallijsungen iibertragen (Meinardus [13]), weil dadurch unter IJmst5n- 
den das Approximationssystem wesentlich eingeschrdnkt werden kann, ohne 
da13 die Minimalabweichung geiindert wird. Mcinardus [13] gab dazu fol- 
gendes Beispiel: f(x, J) sci stetig auf einem kompakten Bereich der reellen 
(x, y)-Ebene, der bei einer Drehung um 2~/3 in sich iibergeht. Istf(s. J‘) bei 
dieser Drehung invariant und betrachtet man die Approximation durch 
Polynome 
, x2 ‘-,.,,-\‘I”’ 
‘,>,I, ii;-0 
vom Grad ,I- 2, so gibt es Minimalliisungen der Form !Y + ,8(~? + J”). 
Fiihrt man Polarkoordinaten (u. 4) ein, dann kann man das Problem zu 
der Aufgabc tiberfiihren, eine oberhalbstetige Funktion j-.m und eine unter- 
halbstetige Funktion fp auf einem kompakten Bereich B C [w gleichzeitig 
beziiglich {X + /3r’ 1 2, /3 t iwj zu approximieren. Dabei haben f 1 und .f 
noch die Eigenschaft: .f-(r) 2 f  (r) fiir alle r t- B. 
Eine andere praktische Motivierung der Simultanapproximation erkennt 
man, wenn man eine Funktion approximiert. die auf einer Rechenmaschine 
durch Tntervallarithmetik gefunden wurde. Diese Funktion h5nge beispiels- 
weise von reellen Parametern ab, fiir die man nur obere und untere Schranken 
* Erster ‘1.eil der am Institut fur Angcwandte Mathematik der Universitat dcs Saarlandes 
in Saarbriicken angefertigten Dissertation des Vcrfassers (1970). 
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angeben kann. Dan ist es sinnvoller, alle die Funktionen, derenparameter in 
diesem ZulGgkeitsbereich liegen, gleichzeitig beziiglich der vorgegebenen 
Approximationsmenge zu approximieren als irgendeine von ihnen. 
Dunham [I I] hat das erstgenannte Problem, eine oberhalbstetige Funktion 
,f und eine unterhalbstetige Funktion .f- mit f-(x) 2~ ,f-(x) fiir alle x E B 
gleichzeitig zu approximieren, fiir B = [a, h] und unisolvent Approximations- 
funktionen (vgl. Rice [16]) untersucht. Er zeigte, da13 eine Minimall6sung 
entweder durch einen Straddlepunkt oder durch eine Alternante charakteri- 
siert wird. Tm letzteren Fall ist die Minimalliisung such eindeutig. Diaz und 
McLaughlin [9] bewiesen, da13 man die Simultanapproximation einer Menge 
von gleichmgljig beschrgnkten, reellwertigen Funktionen auf die Simultan- 
approximation einer oberhalbstetigen und einer unterhalbstetigen !Funktion 
zuriickfiihren kann. 
Ki.irzlich betrachteten Diazund McLaughlin [IO] die gleichzeitige Approxi- 
mation einer Menge von gleichmdfiig beschrgnkten, komplexwertigen Funk- 
tionen auf einem kompakten, metrischen Raum B beziiglich eines n-dimen- 
sionalen Haarschen Unterraums von C(.B). Sie zeigten, daB dieses Problem 
so umgeformt werden kann, da0 die Approximation einer oberhalbstetigen 
Abbildung H: B + .cX(@) vorliegt (Y’(c) = Menge der kompakten Teil- 
mengen =I: c’ von c:). Weiter bewiesen sie, da0 fir eine Minimalliisung eine 
Modifizierung des KolmogorofYschen Kriteriums notwendig und hinrcichend 
ist. Ihre Arbeit enthalt ferner einen Exibtenz- und einen Eindeutigkeitssatz. 
In dieser Arbeit sol1 die nicht-lineare Simultanapproximation betrachtet 
werdcn. Im Gegensatz zu Diaz und McLaughlin [lo] geben wir direkt eine 
oberhalbstetige Abbildung vor und approximieren diese beziiglich einer 
Menge stetiger Funktionen: B sei ein kompakter Raum und S(B) der lineare 
Raum der auf B beschrdnkten, komplexwertigen Funktionen. Durch 
1;.1’ 1 :m_ suprio I.f’(.u)i wird S(B) ein normierter Raum. C(B) sei die Menge 
der auf B stetigen, komplexwertigen Funktionen (C(B) CS(B)) und Y eine 
Teilmenge von C(B). 
Aufgabe (Al): Zu einer vorgegebenen oberhalbstetigen Abbildung (Defini- 
tion I .l) H: B + Y’(c) suchen wir ein Element r,, E V der Art. dal) 
ftir jedes Element L; E V. Ein solches Element heiRt Minimallijsung von H 
beziiglich V und die Zahl inf,,, supJcn SUP~~,~(~) I t.(x) --- I 1 hei& Minimal- 
abweichung. Wir bezeichnen sie mit pv(H). 
Das verallgemeinerte Kolmogoroffsche Kriterium ist stets hinreichend fiir 
eine Minimalliisung (Satz 3.2), aber im allgemeinen nicht notwendig. Jedoch 
gelingt es, eine Klasse von Funktionensystemen (wir nennen sie in Analogie 
zu Brosowski [S] stark regulsr (Definition 3.2)) zu definieren, die gerade 
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dadurch charakterisiert werden. daB fur sic das verallgemeinerte Kolmogo- 
roff-Kriterium notwendig ist. 
Hangen die approximierenden Funktionen von einem Parameter ab und 
sind sie nach diesem Parameter Frechet-differenzierbur, so hifit sich ein not- 
wendiges Kriterium der gewiihnlichen Tschebyscheff-Approximation von 
Meinardus und Schwedt [14], dar die Frechet-Ableitung benutzt, auf die 
Simultanapproximation verallgemeinern (Satz 3.9). Dariiberhinaus kann man 
ein weiteres notwendiges Kriterium mitt& konvexer Mengen. rihnlich denen 
von Cheney und Loeb [7], Brosowski [3. 4. 51 angeben (Satz 3.10). Beide 
Kriterien erweisen sich als hinreichend, falls das Funktionensystem V zusatz- 
Ii& asymptotisch konvex und dcr Bedingung (B) geniigt (Sate 3. I 1 und Satz 
3.12). 
Durch Einftihren von Extremalmengen (Definition 3.4) et-halt man ein 
hinreichendes Kriterium fur die Eindeutigkeit der Minimallosung bei stark 
regularen Funktionensystemen (Satz 3.13). Fur Systeme, die zusatzlich nach 
dem Parameter differenzierbar sind und der lokalen Haarschen Bedingung 
genugen, wird ein weiteres hinreichendes Kriterium bewiesen, das sich fur 
asymptotisch konvexe Funktionensysteme, die der Bedingung (B) geniigen. 
noch vereinfacht (Satz 3. I5 und Satz 3.16). Entsprechende Kriterien wurden 
bei Approximation einer stetigen Funktion durch Elemente asymptotisch 
konvexer bzw. regukirer Funktionensysteme von Meinardus und Schwedt 
[l4] und Brosowski [3, 4, 51 bewiesen. 
I. TOPOLOGISCHE HILFSMITTEL IJNU BEZEICHNUNGEN 
X sei ein topologischer Raum. 1st x E X. dann bezeichnen wir mit l/(x) 
und W(x) Umgebungen von x in X. Fur EC X bedeutet FE das Komplement 
von E in X, E die abgeschlossene Hiille von E und .!? das Innere van E. 
Weiter sei 
.d(X):={ECXIE-,. :?I 
X’(X) :- (EC X I E kompakt und E ,i’ ’ ’ ‘I‘ 
DEFINITION I. 1 (Hahn [12], Michael [I 51). Sind X und Y topologische 
Rdume, dann heiBt eine Abbildung ,f’: X + d’(U) ohcrhalhstetig in x E A’, 
wenn es zu jeder in Y offenen Menge G mit f(x) C G eine Umgebung (/(xl 
gibt, so da13 f( C’(x)) C G ist. 
Dabei ist fur EC X die Bildmenge f(E) definiert als f(E) : = {v E Y j es 
gibt ein x E E mit y rf(x)). 
Diese Oberhalbstetigkeit muB man sehr wohl von der bei reellwertigen 
Funktionen unterscheiden. 
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DEFINITION 1.2 (Bourbaki [2]). Eine Funktion .f: X -+ [w heiBt oberhalb- 
stetig i/l x E X, falls zu jeder reellen Zahl k ::-.f(x) eine Umgebung I/(x) 
existiert mit f(Y) c: h fur alle x’ E u(s). 
Analog definiert man unterhalbstetige Funktionen. 
DEFINITION 1.3. Eine Funktion ,I’: X 4 W heil3t unteuhutbstetig in x F X, 
fdlls zu jeder recllen Zahl /I <J’(x) eine Umgebung U(x) existiert mit 
f(x’) h fur alle x’ E C’(s). 
Gilt die Eigenschaft von Definition 2.1 (2.2 bzw. 2.3) jeweils fur alle 
x t X. dann sprechen wir von einer oberhalbstetigen Abbildung (oberhalb- 
stetigen bzw. unterhalbstetigen Funktion). 
SATZ 1.1. 1st X konyokt am/f: x’ + .X(Y) eine oberhalbstetige Abhildung, 
dam ist f (X) kompakt in Y. 
Beweis (vgl. Michael [15] oder Berge [l]). Wir wollen noch erwahnen, 
was wir unter kompakt genau verstehen: Ein topologischer Raum X heiJ3t 
kompakt, wenn jede offene Uberdeckung von X eine endliche Uberdeckung 
entlialt. 
SATZ 1.2. 1st X kompakt undf: X -+ R eine obevhalbstetige (mterhnlb- 
stetige) Funktion. dann gibt es einen Pmkt x0 E X tnit 
Benleis (vgl. Bourbaki [2]). Wir brauchen noch eine Definition iiber Men- 
gen A und B in einem metrischen Raum M. 
DEFIF~ITI~N 1.4. Die obese Entfemmg zweier Mengen A und B in einem 
metrischen Raum M wird definiert durch 
&A, B) = d(B, A) := sup &I, b), 
REA 
btll 
wobei d die Metrik von M ist. 
Fur die obere Entfernung der Mengen A und B gilt die Dreiecksunglei- 
chung: 
$A, B) ::. $A, C) + d(C, B), wobei C C iM ist. 
1st S eine Teilmenge eines linearen Raumes, dann bezeichnen wir mit 
conv(S) die konvexe Hiille von S. 
Jn der komplexen Ebene @ setzen wir 
U,(z) := {z’ E c I j 2 - 2’ / c: El, 
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Mit Z bezeichnen wir die zu z konjugiert komplexe Zahl und mit Re(z) den 
Realteil von z. Sind c, d E @‘l, so bezeichnen wir mit <c, d) das Skalarprodukt 
in @“. 
AuDerdem benutzen wir die Abkiirzung 0.B.d.A. fiir ohne Beschrankung 
der Allgemeinheit. 
2. SIMULTANAPPROXIMATIOK MEHRERER FUNKT~ONEN UND APPROXIMATION 
OBERHALBSTETIGER ABBILDUNGEN 
Diaz und McLaughlin [lo] betrachteten folgende Situation: F sei eine 
nichtleere Menge von gleichmal3ig beschrankten, komplexwertigen Funk- 
tionen auf dem kompakten, metrischen Raum B mit der Metrik d, V ein 
n-dimensionaler Haarscher Unterraum von C(B). Gesucht ist ein L’,, t V mit 
inf sup I;,f’- L’ ,i -~~ sup Iif’- ~3” 1,. 
VEV /eF IEF 
Definiert man fur x E B 
und 
h(x): = {z E C 1 es existiertfe F mitf(x) z) 
(2.1) 
dann ist H eine oberhalbstetige Abbildung und beide Autoren zeigten: 
sup 1i.f - c’ 1; = sup sup ~ z - r(x)1 =- ~JII 2i(c(x), H(X)). (2.2) 
fEF XEB ztH(x) r 
Die urspriingliche Aufgabe ist also iibergefiihrt zu der Aufgabe, eine ober- 
halbstetige Abbildung beziiglich V zu approximieren. 
Wir betrachten nun die etwas allgemeinere Situation: F sei eine nichtleere 
Familie von gleichmabig beschrankten, komplexwertigen Funktionen auf 
dem kompakten Raum B, der das I. Abzahlbarkeitsaxiom erfiillt, d.h. jeder 
Punkt von B besitzt eine abzahlbare Umgebungsbasis. V sei eine Teilmenge 
von C(B). Nun definieren wir die Abbildung H durch 
es existiert eine Folge {(s, , z,): mit 
(1) s,, E B 
(2.3) 
/ 
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Diaz und McLaughlin [lo] zeigten schon, daB diese Definition von H zu 
(2.1) aquivalent ist, falls B ein metrischer Raum ist. 
HILFSSATZ 2.1. H wYe in (2.3) ist eitre oberhalbstetige Abbildzrng ~017 B in 
.X(C). 
Beweis. Nehmen wir indirekt an, H sei in x,, E B nicht oberhalbstetig, 
d.h. es existiert eine offene Umgebung G von H(q), so da13 ftirjede Umgebung 
u(x,) gilt: Es existiert ein [ E U(x,) mit H(t) q G. Sei nun {ti,i- Umgebungs- 
basis von x, mit 
z.B. z,~ E H(x,) und z, 6 G. 
Dann gilt x, --f x0 fur II + co, und zu (z,} gibt es einen Hdufungspunkt 
zO, da die Folge beschrankt ist. Wir konnen 0.B.d.A. annehmen: z, --f z0 
fiirn-t co. 
Da z, E H(x,), gibt es eine Folge {(&F’, qf,“‘)> mit 
(1) [p’ E B, 
(2) .$f’ -x, fur k+ co, 
(3) 72’ E h(&q, 
(4) Tp - 2, fur k+ co. 
Wir wahlen nun zu (x, , z,) die Zahl k, so, daB 
(1) g’ E un > 
(2) 1 7j-k’ - z, 1 < l/17. 
Dann gilt fir die Folge {(SC), ~;t))]: 
(1) Si;’ E B, 
(2) g’ + x0 fur 12 - co, 
(3) &’ E &$Q)), 
(4) df - zo fur M --f co . 
Also ist z. E H(x,), im Widerspruch zu z. $ G. 
Auf ahnliche Weise zeigt man, daB H(x,) abgeschlossen ist. Da F gleich- 
maBig beschrgnkt ist, ist H(x,) beschrdnkt, also kompakt. 
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HILFSSATZ 2.2. 1st v  E P’, rhnn gilt: 
Beweis. Da /T(X) C H(x) fur alle s f_ B, folgt fur jedes ,f’~ F und jedes 
x E B: 
Also gilt such: 
Wir wollen nun zeigen, dab die Ungleichung umkehrbar ist: Dazu sei 
{(x7l 3 z,)) eine Folge mit x, E B, 
2, E H(x,) und lim 1 Z, - L-(x,)~ = sup sup Z - c(x)l. 
N i n x63 ztH(x) 
Z, E H(x,), gibt es wie im Beweis von Hilfssatz 2.1 eine Folge 
mit den dort angegebenen Eigenschaften. Sei nun k, so gewahlt, 
Also ergibt sich: 
Aus diesen beiden Hilfssatzen ergibt sich also, dab wir die urspriingliche 
Aufgabe iibergeftihrt haben zu dem Problem, eine oberhalbstetige Abbildung 
H: B -+ 37(c) zu approximieren. 
B sei nun ein kompakter Raum, I/C C(B), und eine oberhalbstetige 
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Abbildung 1-I: B---f -c/(@~) sei beztiglich C’ zu approximieren. Dabei ist 
cn- :== \c E @ ~ i c 1 _ I(] und /( -.. 0. 
Fur jedes 13 t c/’ gilt: 
J(r(.Y). H(.Y)) ~- sup ) r(.~) - z 1 == max 1 r(s) - z . 
;tH(.v) ;tH(:) 
(2.4) 
Betrachten wir die Abbildung 
B : B --f .X(C) 
so wollen wir zeigen, daf3 H ebenfalls oberhalbstetig ist: Sei x0 E R und G 
eine offene Umgebung von H(x,). Da H(x,) kompakt ist, gibt es eine abge- 
schlossene Umgebung G, von H(x,) mit G, C G. G, ist aber such Umgebung 
von H(x,J. Zu G, existiert nun eine Umgebung U(x,), so daIj H(x) C G, fur 
alle x E U(q). Dann folgt aber such: 
H(x) c G, c G fur alle x E I/(x,). 
Also ist R oberhalbstetig. 
Aus (2.4) folgt: 
SLl; L?(c(x), H(x)) = yll ii(c(x), H(x)). 
Wir diirfen uns also in allen Fallen auf das Problem beschranken, eine 
oberhalbstetige Abbildung H: B --f X(@) beziiglich V zu approximieren 
(Aufgabenstellung (Al)). 
HILFSSATZ 2.3. Setzt man g%(x) :-= d(c(x), H(x)) ,fiir die oberhalbstetige 
Abbildung H: B - .X(@) und x E B, dam ist g, eirze auf B oberhalbstetige 
Fmktion. 
Beweis. Sei x0 E B und h > g,(q): Wir setzen E :-= (h - g,(x,))/2 und 
U := UzeH(z,) U,(z). U ist offen und H(x,) C Ii. Da H oberhalbstetig ist in 
% > existiert eine Umgebung W,(x,) mit H(x) C U fur alle x t N’I(x,,). Zu 
jedem t E H(x) mit x t W,(x,) existiert also ein zg E H(q) mit / 5 - zg i < F. 
Also gilt fur x E W,(x,): 
G SUP {I 4%) - zg I + I zc - 5 11 
&H(X) 
< sup [ P(X”) - z 1 -I- t 
ztH(xo) 
= a(rf.\-“f, H(X”)) + ‘z. 
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Nun gilt fiir alle x E B: 
g,;(x) -‘. $1$x), @(X”)) i- d(U(X”). H(x)) 
= ~ l’(X) - 1(X”), /- qr(x(,), H(x)). 
Da c(x) stetig ist in sO , existiert eine Umgebung WZ(x,,), so da13 
/ u(x) -- c(x,,)l c: E fiir alle .7c E K(x,,). 
Damit gilt fiir x E WI(x,,) n W,(x,,): 
g,(s) i g&x,,) )- 3E = la. 
Also ist gL’ in x,) oberhalbstetig. 
Nach Satz 1.2 nimmt gz, auf dem kompaktem Raum B ihr Maximum an: 
yll ii(c(x), H(x)) = my i@(x), H(x)). 
Wir wollen noch einige Bezeichnungen einfiihren: 
O(P) : 7 m;;x ii(c(x), If(x)) 
W(c) := 1.~ c B ; d(r(x), /f(x)) --- d(c)] 
D[H, L>] :== [(x, Z) t B x a3 j z E N(.r) und 1 c(x) - 2 / = djvjj 
%[H, z;, x] :-= (z E H(x)) i c(x) --- z / I== iqL(x), H(x))]. 
Die Mengen 9.X(v), D[H, v] und ‘%[N, P, x] sind nicht leer. 
HILFSSATZ 2.4. 911(v) is abgeschfomw irz B. 
Beweis. Sei x E %%@(z7), d.h. g,.(x) :- d(c(x), H(x)) ..L. d(v): Da g, 
oberhalbstetig ist, existiert eine Umgebun g U(x) mit g?.(x’) -: d(v) fiir alle 
x’ t U(x). 
Also ist Y;!IJI(zj) offen und damit ‘3Jl(c) abgeschlossen. 
HILFSSATL 2.5. D[H, c] ist kompukt in B x @. 
Beweis. % D[H, c] == {(A-, z) t B x @ 1 z g H(x) oder / v(x) -- z / ,: O(u)>. 
(a) t-y, 3 q,) E ‘?ZD[H, cl mit zO $ H(x,,): Dann existieren offene Umge- 
bungen U, und u2 von H(q) bzw. z,, mit e/, n UZ = 21. Da H(x) oberhalb- 
stetig ist, gibt es eine offene Umgebung W(x,), so daB H(x) C U, fiir alle 
x E W(x,,). 
Dann gilt such 
fiir alle .Y i’ Mi(x,,). 
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W x cl2 ist eine offene Umgebung von (x,) , q,) in B x C und IV x U2 C 
FD[H, t.]. 
(b) (x, , z,,) E %‘II[H, v] mit ! c(x,,) - z,, < L(v): Da 1 V(X) -- z / eine 
stetige Funktion von B x C in iw ist, gibt es eine offene Umgebung U von 
(x, , zO) mit / c(x) - z ! i d(c) fiir (x, 2) E 7.I. 
Aus (a) und (b) folgt: D[H, c] ist abgeschlossen in B ‘X @. Da nach Satz I .I 
die Bildmenge von H beschrgnkt in C ist, ist D[H, e] kompakt. 
3. SIMULTANAPPROXIMATION MIT ALLGEMEINEN FUNKTIONENSYSTEMEN 
Durch den folgenden Satz wird die Minimalabweichung p”(H) zwischen 
zwei reellen Zahlen eingeschlossen. Dieser Satz umfafit als Spezialfiille den 
EinschlieBungssatz von Collatz [8] fiir lineare und den von Meinardus und 
Schwedt [14] fiir nichtlineare Tschebyscheffapproximation einer stetigen 
Funktion. 
SATZ 3.1. c1 sei ein Element aus V und D eine Teilmenge UOM B wit ,fol- 
genden Eigenschaften: 
( 1) z - Q(X) + O~fiir alle x E D und z E +X[H, u,, , x] 
(2) Es gibt kein L’ E V, so daJ fir alle x t D und z E %[H, cl,, , x] der 
Ausdruck 
Re{(zmr:,(x))(l(s) - rO(x))) =- 0 ist. 
Dam gilt: 
Beweis. Nimmt man indirekt an, es sei pv(H) < infrED ~(P,,(x), H(x)), 
dann gibt es ein L: E V mit 
Insbesondere gilt fiir x t D: 
&u(x), H(x)) c: @u,(x), H(x)). 
oder 
0 c, 1.“(S) 
Wegen (I) folgt dann: 
i 
Dies ist aber ein Widerspruch zu (2). 
Aus diesem Satz ergibt sich sofort ein hinreichendes Kriterium fiir eine 
Minimalliisung. 
KATZ 3.2. 1st H: B --•f X’(C) oherhalbstetig, r. E V wzd gilt ,ftir jedes 
1’ E V die Ungleichwg 
min (v.-)~D[H ,,,,, i WC-- -.. I-,, ~ L.,,(S))) “.. 0. 
Beweis. (a) 1st I ~- z.,,(.Y.) r 0 fiir tin (,Y. 2)~ D[H. l.,,]. dann ist r1 
Minimalliisung zu H. 
(b) 1st r z.(,(.Y) ;- 0 fiir alle (s. Z) II D[H. 13~1, dann gilt nach Satz 3. I : 
Also ist G,, Minimalliisung zu H beziiglich I ‘. 
Stark regA?re I;lnlktione,l.~!.stetlle. Notwetldige Kriterien fiir cite .Minimal- 
liisur~g. Beispieie. 
Das Kriterium van Satz 3.2 ist nicht notwendig, wie sich schon in einem 
Spezialfall der Simultanapproximation, der Approximation einer einzigen 
Funktion, zeigt (Meinardus und Schwedt [14]). Brosowski [5] stellt deshalb 
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fiir diesen Fall eine zudtzliche Bedingung an die Approximationsmenge I/, 
er fiihrt reguldre Funktionensysteme ein. 
DEFINITION 3.1. Eine Teilmenge I; C C(B) heiljt ~&lir bei P,, E li, wenn 
fiir jedes 1‘ E V und fiir jede kompakte Teilmenge B’ C B und fiir jede auf B’ 
stetige Funktionf: B’ --f UI mit 
Re{,f(x-)(4x) - L.,,(S)): > 0 fiir s c B’ 
und fiir jede reelle Zahl h ‘;-, 0 ein Element L’,, E li existiert mit den Eigen- 
schaften: 
fiir s t B’, 
Brosowski [5] nennt V regultir, wenn V regulgr bei jedem c,, E V ist. 
Fiir die Simultanapproximation reicht diese Forderung an die Approxima- 
tionsfunktionen nicht aus. Wir miissen stgrkere Voraussetzungen an I/ 
stellen und fiihren deshalb sturk reguliire Funktionensysteme ein. 
DEFINITION 3.2. Eine Teilmenge C’C C(B) hei& stark reguliir bei co E V, 
wenn fiir jedes I? E V und fiir jede kompakte Teilmenge B” C B x @ mit 
Re{(z -- ~.,,(x))(z.(.Y) - c,Js))J :, 0 fiir (s, 2) E B* 
und fiir jede reelle Zahl X 0 ein Element Y,, E I/’ existiert mit den Eigen- 
schaften: 
(SRI) 2 Re((ym)(r,(s) - I.&)): :,. I.,,(S) - Q(x)~ 
Bemerkurlg. Diese Definition ist such zu gebrauchen, falls man wie 
Brosowski [5] Abbildungen von B in einen unitGen Raum U betrachtet. 
Man mu0 nur fiir @ iiberall Cl einsetzen und den Realteil des Skalarproduktes 
in U betrachten. 
Wir nennen nun V stark reg&ir, wenn I/ stark regular ist bei jedem 
r. E 1,;. 
Als erstes wollen wir untersuchen, wie die Begriffe regul%r und stark 
regukir zusammenhgngen. 
SATZ 3.3. Ist V stark reguliir hei q, E V, dam ist V reguliir hei 11~ 
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Beweis. Sei B’ C B kompakt und,fi B’ + c stetig. Weiterhin sei 
Re{,f(.u)(z.(x) -~ l.,,(x)); _ 0 fiir s t B’ 
Wir setzen 
B” := {(x. z) E B /‘, @ s c B’ und = mu. .f(x) mi- c,,(x);. 
Dafund L’~ stetig sind, ist B* kompakt. 
Fur (x, z) t B* gilt: 
Re{(z - z.~(s))(~(s) ~ !,,Jx-)): I . 0. 
Also existiert zu h ‘sx 0 ein Element 1’ ,, E V mit den Eigenschaften (SRI) und 
(SR2). 
(SR2) ist aquivalent zu (R2) und (SRI) zu (RI), denn 
2 Re{(z - c,(x))(c,(s) - co(x)): = 2 Re{J‘(x)(z>,,(x) - c,,(x)); 
fur (x, z) E B”. 
Man kann noch weitergehendere Aussagen machen, falls man unter 
C(B) die Menge der stetigen, reelhertigen Funktionen iiber B versteht. In 
den Definitionen 3.1 und 3.2 ist dann an jeder Stelle @ durch [w zu ersetzen. 
SATZ 3.4. IJt C(B) die Mrtlge deer iiber B stetigen, reehtertigen Fmk- 
tionen, dua,lt~ ist c’ C C(B) gemm dam stark regulZir bei L’,, E V, wenn C’ regultir 
ist bei I’,, 
Beweis. Die Notwendigkeit zeigt man wie im Beweis von Satz 3.3. 
Hinlanglichkeit: 
C’C C(B) sei regular bei /‘,I E k’. Weiter sei 1‘ E I” und B’ kompakt in 
B x iw mit 
(r ~~ r,,(x))(c(s] .~ I’(,(,~)) 0 f” ur (x, z) t B‘. 
Da B" kompakt ist. gibt es eine Zahl u 0 mit 
z -- L’,,(X), ::: a fur (s, z) t B”. 
Wir definieren nun eine Funktion ,f’aut 
B’ : = (.I- ; B (s. ;) L B* fur mindestens ein .Y fi 12; 
auf folgende Weise: 
j: B’ + R 
.k- r--f a . sgn(z(x) -- r,,(~)). 
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B’ ist kompakt in B. Wir behaupten weiter, da13 f auf B’ stetig ist: 
1st namlicht x0 E B’, dann ist z(xJ -~ Q(XJ = b i 0. 
Es gibt also eine offene Umgebung U(x,) in B, so dal3 
sgn(v(x) - z’“(x)) -= sgn(b) fur alle Y E U. 
Damit gilt fur x E U n B’: 
fist also auf B’ stetig. 
f(x) = a sgn(b). 
Da nun V regular ist bei x,, , gibt es zu jedem h :a 0 ein Element z;,, E V mit: 
(1) 2f(x)(vA(x) - co(x)) > / Q(X) - z.,,(x),~ fur x E B’, 
(2) II Z’A - z+) I/ < A. 
(2) ist aquivalent zu (SR2). Da fur (x, Z) E B* gilt: 
und 
1 f(x)1 :: ~ z - q)(x): 
ssnfb) = sgn(c(x) - ro(x)) = sgn(z - L+~(.K)), 
folgt fur (x, z) E B*: 
2(2 - zlo(x))(a,(x) - E”(X)) z 2f (X)(?,\(X) - q,(x)) 
. ’ z&K) - zr”(X)12. 
Also ist (SRl) erfiillt. 
SATZ 3.5. V C C(B) sei stark reguliir bei z:,, E V zvd H: B --f d’“(c) ober- 
halbstetig. DLIJIB ist co genm hw eine Mit~irnalhung zu H, ,fdIx ,fiir jedes 
z-E Vgilt: 
Belveis. Die Hinlanglichkeit folgt aus Satz 3.2. Notwendigkeit: Wir 
nehmen indirekt an, es gebe ein L! E I/ mit 
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Bilden wir 
U := {(x, z) t B i; H(B) i Ke{(z - rJx))(c(xj - c,(x))] > a/2), 
dann ist U wegen der Stetigkeit von Rej(= - o~(x))(u(x) ---- r>,(x))], offen in 
B x H(B). AuBerdem ist D[H, m,] C W. 
Fur jedes (x, z) E i.? C B x H(B) gilt: 
Wegen der starken Regularitat von V bei cg gibt es zu jeder reellen Zahl 
X > 0 ein c, E V mit: 
~-.._ 
(1) 2 Re{(z -- c,,(x))(cJx) - L:&x))J , L.,,(S) - r,(x)l” fur (x, z) E 0, 
(2) 1, PA - ITo i C A. 
Fur jedes (x, z) E C’ gilt nun die Abschatzung: 
1 En(X) - z ;% = 1 Q(X) ~ “&.Y) f i-“(X) --.- ; )Z 
---..__. 
: i c&y) - 2 ‘2 -- 2 Re{(z - L.,,(.Y))(u,,(x) - V,,(X))) 
~- [ CA(X) - 1.0(x), 2 
-._ ( co(x) ~ z ,“. 
Zu WI := B x H(B) - U betrachten wir die Punktmenge 
w := {(x, 2) E w, z E H(x): 
und wollen zeigen, dab W abgeschlossen ist in B x H(B): 
Das Komplement von Win B x H(B) ist 
% W L= {(x, z) t B x H(B) j (x. z) t c’ oder ; $ H(x)). 
Wir machen zwei Fallunterscheidungen : 
(4 (x0 , zO) E % W mit (x’,, , z,J E U: Dann ist lJ eine offene Umgebung 
von (x0, zO) in B x H(B) mit U C V W. 
(b) (xc, > z,,) t S?W mit q, $ H(q): Wie im Beweis von Hilfssatz 25(a) 
existieren in H(B) offene Umgebungen CT, und U, von H(x,) bzw. z,, mit 
U, n U, = 0. Da H oberhalbstetig ist, gibt es eine offene Umgebung 
W,(x,) in B, so dab H(x) C U, fur alle x t W?(x,). Dann gilt such: 
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IV, x CT2 ist eine offene Umgebung von (x,, , zO) in B x H(B) mit 
wz x iJ,cgw. 
Aus (a) und (b) folgt: W ist abgeschlossen in B x H(B). Damit ist W 
such kompakt und es gilt: 
E* := max (X,;)EW I z.d.3 - -? i < 4C.“). 
Wir wghlen nun 0 < X < d(q,) - E*. Dann gilt fiir (x, z) t W: 
1 LQ(x) - z 1 5s : c*(x) -- c&,x)l + 1 a,(x) - z 
< h + E* < O(v,). 
Damit gilt O(v,) < O(u,) 
Im folgenden wollen wir zeigen, da8 die bei z+, stark regulgren Funktionen- 
systeme gerade durch die Bedingung 
charakterisiert werden, wenn q, Minimalliisung zur oberhalbstetigen Abbil- 
dung H ist. Im Gegensatz zu Brosowski [5], der einen dhnlichen Charakteri- 
sierungssatz fiir regulare Funktionensysteme hergeleitet hat, benutzen wir 
im Beweis nicht den Erweiterungssatz fiir stetige Abbildungen van J. Du- 
gundji, sondern konstruieren die erforderlichen Abbildungen aus bereits 
vorgegebenen. Deshalb gilt unser Satz such fiir kompakte Rgume, die nicht 
metrisch sind. 
SATZ 3.6. Eine Teihetlge V C C(B) ist genau dunn stark reg&r bei 
c,, E C: ~wzn gilt: Ist q, eine Minin~alliisung,fiir die oberhalbstetige .4bbildung 
H: B ---f X(c), so gilt fiirjedes Element L’ E V: 
Beweis. Die Notwendigkeit der Bedingung wurde in Satz 3..5 gezeigt. 
HinlBngigkeit: Gegeben seien ein Element z) E 1’ und eine kompakte Teil- 
menge B* C B x @ mit 
Re{(z2’0(X))(C(.Y) - L.“(S))) 1,: ‘X :-. 0 fiir (s. z) E B* 
und eine reelle Zahl h ‘>a 0. Da B* kompakt ist, gibt es eine reelle Zahl 
p : ., 0 mit 
( z -.- n,(x): > /3 fir (x, z) E B*. 
226 BLATT 
Wir bilden nun die Mengen: 
B,* := {(s, z) E B x pr,(B*) I I z - L~&.Y)I ,,- /3] 
B,* :-- {(s, z) t B x pr,(B*) i j z -~ I.,,(S)! -.-; PI 
B,* := {(s, z) E B x pr2(B*) / N 5; Re{(; - L~,,(x))(L’(x) - L+j)]; 
B4* :- {(x, z) E B x pr.JB*) ) 0 :< Re((z ~-- c,(~))(tl(x) - L’,,(N))) 2: a; 
B,* := {(s, z) E B x pr2( B*) i Re((z - I~&))(c(x) ~~ Q(X))] < 0;. 
Dabei ist pm die Projektion auf die zweite Komponente. Es ist klar, dab 
B* C B,* n B,*. Die Funktionen 
fur (x, z) E BIT, 
fur (x, z) E B,*, 
und 
fur (x, 2) E B3*, 
g,(x, z) := ;{(z - Z~“(X))(C(X) - I.&))] fur (x, z) E B4*, 
fur (s, z) E B,*, 
sind in B x pr,(B*) stetig. 
Zu G : = (l/c@) gr . g, betrachten wir die Abbildung 
f(x, z) := Jmin(/I, h) G(x, z) + z+,(x) 
von B x pr2(B*) in C und definieren fur x E B 
H(x) : =: f(x, pr?( B*)). 
Wir behaupten: H: B---f jr(c) ist oberhalbstetig. 
Da G beztiglich z stetig ist, ist H(x) kompakt fur jedes x E B. Sei jetzt 
x0 E B und U eine offene Umgebung von H(x,). Da H(x,) kompakt ist, gibt 
es ein E > 0, so dab U,(5) C U fur jeden Punkt f E H(x,). G(x, z) ist in 
B x pr,(B*) stetig, also existieren zu E und (-q, , z) E B x pr2(B*) offene 
Umgebungen W,(x,) in B und W(z) in pr2(B*) von x0 bzw. z mit 
G(x, , z) - G(x, q)i c ___-- min& h) 
fur (x, 7) t M/;(x,) :< W(z). 
U ztpr,(at) W(z) ist eine offene Uberdeckung von pr2(B*), deshalb gibt es 
NIGHT-LINEARE SIiMULTANAPPROXIMATION 227 
wegen der Kompaktheit von pr,(B*) 17 Punkte z1 ,..., z, in pr2(B*), so daB 
IJTI=, W(z,) eine offene Uberdeckung von prs(B*) ist. Setzen wir 
dann ist W, offene Umgebung von xc, und 
: G(s, , z) - G(.u, z)! < min;p x) fur (s, z) E WI X pr,(R*). 
Da cO in B stetig ist, gibt es eine offene Umgebung W, von x0 in B mit 
1 2+(x0) - u,(x)1 < 42 fir x E W, . 
Damit gilt fur (x, z) E (W, n WJ x pr2(B*): 
i fb,, , z> - f(x, z>i < !cin@, A) 1 G(x, , z> - W, z>l + i &c,J - udx>i 
< E, 
alsof(x, z) E CJ. 
Daher ist H(x) C U fur x E JV, A W, und die Behauptung bewiesen. Die 
Abbildung H hat das Element uO nicht als Minimallosung, demr es gilt: 
D[H, c,] = ((x, 7) E B x @ 1 (x, z) E B,* n B,* und 7 = f(x, z)j 
und damit 
Re{(q - q,(x))(u(x) - I.“(X))} = Re(i min(& h) G(x, z)(z.(x) - q,(x))) 
>O fiir (s, 7~) E D[H, r’,]. 
Nach Voraussetzung ist also z’,, keine Minimallosung zu H, es gibt daher ein 
Element u,, E V mit O(v,) < O(c,,) = +min@, h). Dann ergibt sich die Ab- 
schatzung: 
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Fur jeden Punkt (x, q) E D[H, t',,] gilt: 
1 7j - C,)(X) ’ z i 77 - 1.,,(S) (1.,,(.\-) 1~,,(S))l 2 
= ~ yI -- L’,,(X),” - 2 Re{(q ~- r~,(x))(c,(s) 
f 1 CA(S) - r&s) 2 
-C i 77 -- r,,(I),2. 
Daraus folgt fi.ir (x, z) E B* und 7 -f(s, 7): 
Z',,(X) - L'o(x)i" <I 2 Re{(q - L:,,(x))(I’~(x) - L.~(.Y))~ 
- 
-<; Re((z - z.,,(.x))(r,(x) - L.~(.Y)J. 
Aus (3.1) und (3.2) folgt die starke Regularitat von V bei q, 
Wir wollen nun die stark regularen Funktionensysteme auf eine andere 
Art charakterisieren: Gilt Re{(z - rl,(x))(~$x) -- z,Jx)):. 0, so mul3 der 
Winkel zwischen z - c,(x) und v(.r) - z*,,(x) dem Betrag nach kleiner als 
7r/2 sein. Der Vektor z ~ v,(x) liegt also in der schraffierten Halbebene 
(Abb. 1). Nun mu(J aber such 
Re{(z - ZI~(S))(~~,,(S) -~ (.,,(.Y))) : I 0 fiir alle (.Y. z) t B* sein. 
Hat man wie in Abb. 1 zwei Vektoren zr ~~ v,(x) und z., -- C,,(X) mit (x, zJ 
und (x, ZJ aus B*, so bleibt fur c,(x) ---- a,,(x) nur der Winkelraum 9 iibrig. 
NIGHT-LINEARE SIMULTANAPPROXIMATION 229 
Dieser Winkelraum wird urn so kleiner, je naher z1 - D”(X) und z2 - 1;“(x) 
an die Grenzgerade g r&ken. Durch diese Betrachtung wird man zu folgen- 
der Definition angeregt. 
DEFINITION 3.3. Eine Teilmenge V C C(B) hei& usymptotisch punktweise 
komex bei u,, E V, wenn fur jedes 2‘ E V und jede kompakte Teilmenge 
B’ C B, auf der c(x) - U&X) # 0 ist, und zu jeder reellen Zahl h :> 0 und 
jeder Zahl E mit 0 < E < 7~/2 ein u,,~ E Vexistiert mit folgenden Eigenschaften: 
(APKl) c,,‘(x) - L+,(X) # 0 fur x 5 B’, 
W’W $4~) - E < cfhE(x) < #(cc) + F fir x t: B’, 
wobei epdtJ) = sgn(u(x) - Q(X)) und eac’hs(s) = sgn(u,,‘(x) - I:“(X)), 
(APK3) 11 ~1~~ - t’,, ii < h. 
Dabei ist die Funktion sgn z fur z f 0 definiert durch sgn z := z/~ z I und 
fiir z == 0 durch sgn z := 0. 
SAT2 3.7. V C C(B) ist genalr dann asymptotisch punktweise konvex bei 
P,, E V, wean V stark reguliir ist bei L’,, .
Beweis. (a) V sei stark reguhir bei u,, E V: Sei v E V und u(x) - co(x) f 0 
auf der kompakten Teilmenge B’ C B. Weiter sei h 3i 0 und 0 < E < ~12 
vorgegeben. Wir setzen fur x E B’ 
mit ---7~ < &x) .< r und bilden zu jedem x E B’ die Paare: 
(x, q(x)) mit zr(.y) := l.0(.~) T &(rl,(s)~t(7;“)-E), 
(x, zg(x)) mit z2(x) _- l’“(x) + eiMd---(7Fi:B)i<) 
Bildet man 
und 
B, := {(x, z) E B x @ I x E B’ und z = zp(x)], 
dann sind B, und B, kompakt, also such ihre Vereinigung B* = B, v B2 . 
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Fur (x, 2) E B* gilt: 
Da B' kompakt ist, gibt es ein (I .., 0 mit 
/ u(x) -- z;,(x), , a fur alle H E B’. 
Also gilt fur alle (x. z) E B*: 
Re((z - tl,,(x))(o(s) ~ I.~(x))) 2-1 a sin E _,’ 0. 
Aus der starken Regularitat von V bei I’,) folgt dann, es existiert uJ t V mit 
(1) Re((z - c&))(c,(x-) - ~,,(s))j :- 0 fur (x, z) E B*: 
(2) ;I l’n - 2’” /~ i A. 
Setzen wir nun z’,~C ~7: r’n , dann ergibt sic11 aus (1) die Bedingung (APK 1) und 
such (APK2), denn der Winkel zwischen z:,(x) - V,,(X) und 2 ~- C,,(X) muf3 
dem Betrage nach kleiner als 7r/2 sein. Betrachtet man dies fur (x, zr(x)) und 
(x, z,(x)), so ergibt sich sofort (APK2). (APK3) ist aquivalent zu (2). 
(b) V’ sei asymptotisch punktweise konvex bei I’,, E 1.: B* sei kompakt 
in B x @ und 
Re{(r --- c,,(.Y))(L.(s) ~~~ I.,,(X)); 0 fiir (x. :) E B". 
Also ist 
Sei nun (z- c,,(x))(r$x) ~~ p,,(x)) = a(x, r) I- ih(s. z). dann gibt es eine 
Konstante K ‘.’ 0 mit 
h(x, z) ': h fur alle (s. z) t B*. 
Wir wahlen 0 e.. c -: ni2 so, dab tan t .r,f/i oder gleichbedeutend damit: 
N cos E - K . sin t 0. Zu vorgegebenem h 0 bestimmen wir eine Zahl 
A, als 
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Da I/ asymptotisch punktweise konvex ist bei t’, E V, gibt es ein Element 
u:, E V mit 
(1) z$~(x) - V&.X) f 0 und 
4C-y) - E < g,(s) < #J(x) + E 
fur alle x aus der Projektion von B* auf B(= B’) 
(4 !/ I’;] - I’() I[ < A, :< A. 
Wegen (1) gibt es eine Funktion 6(x) mit 1 6(x)1 < l , so da8 4il(x) = 
9(x) + S(x) fur x E B’. 
Dann gilt fur alle (x, z) E B*: 
l- i a~,(.~) - c,(x)1 [2 Re{(cm) eih$l(‘)f - A,] 
2(.u . cos c ~ h’ . sin l ) 
- 4 
- Xl] 
2(,x . cos E ~ K . sin E) 
“’ : 1$,(x) - /ro(.Y)! [-- 
I! I’ - 1’” :I 
‘.- A, 1 r;,cs> - ro(s)! r:. 0. -,,- 
Die Funktion c>, geniigt also den Bedingungen (SRI) und (SR2). 
Wir haben beim Beweis dieses Satzes in Teil (a) van der starken Regulari- 
tat bei z’,~ E V anstatt (SRl) nur die schwachere Bedingung 
__-__ 
(SRla) Re{(c - L’~(.Y))(L.~(x~ - I.&-j); 3. 0 fur (x’, Z) E JV” 
beniitigt. Es ergibt sich also als direkte Folgerung des vorstehenden Satzes. 
SATZ 3.8. Ist C(B) die Merlge der iiher B stetigen, kompIexwerti,pen Funk- 
tiot?etz, dallrl ist 1,’ C C(B) gemu dann stark regulGr hei I’” E V: wets mat2 if? 
der Dej~nitiotl 3.2 die Bedingut~g (SRI) dwc/~ (SRlaj ersetzt. 
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Es sol1 darauf hingewiesen werden, da0 dieser Satz nur bewiesen ist, 
falls man die starke Regularitlt auf dem Raum der stetigen Abbildungen 
von B in einen von @ verschiedenen unitaren Raum betrachtet. 
Wir wollen nun einige Beispiele stark reguldrer Funktionensysteme 
behandeln. 
BEISPIEL 3.1 (Punktweise konvexe Funktionen). I; C C(5) heiBt nach 
Brosowski [5] punktweise konvex, wenn zu jedem Paar von Elementen l’, 
q, E V und zu jeder kompakten Teilmenge 5’ C B, auf der Y(X) ~~ q,(s), 56 0 
ist, und zu jeder reellen Zahl X . 0 ein Element u,\ E 1, existiert, so da0 
sgn(a(x) ..- u”(x)) - sgn(aA(x) --- r,(x)) fur x E B’ und 1: c,! -- I‘,, -.Y. ;\. 
Die punktweise konvexen Funktionensysteme sind also eine Teilmenge 
der asymptotisch punktweise konvexen und deshalb such stark regular. Falls 
C(B) die Menge der iiber B stetigen, reellwertigen Funktionen ist, zeigte 
Brosowski [5], da13 die punktweise konvexen und die regularen Funktionen- 
systeme iibereinstimmen. Somit ist in diesem Fall such punktweise konvex 
mit stark regular identisch. 
Als Beispiele fur punktweise konvexe Funktionen seien genannt (Bro- 
sowski [5]): 
(a) Lineare Funktionen. V ist bier ein linearer Teihaum von C(5). 
(b) Rationale Funktionen. P und Q seien lineare Teihtiume des linearen 
Raumes C(5) der auf B stetigen. reellen Funktionen. I,’ sei die Menge aller 
Quotienten (p/q)(p E P, q t Q) mit auf 5 positivem Nenner. 
BEISPIEL 3.2 (Asymptotisch konvexe Funktionensysteme). C’ sei eine 
Menge von Elementen ~(a, s) aus C(5). die von einem Parameter LJ E A 
abhlngen. Nach Meinardus und Schwedt [I41 heil3t 1’ asymptotisch konvex, 
wenn zu jedem Paar a, b der Parametermenge A und zu jedem reellen f mit 
0 :< f .._ 1 ein Parameter a(t) E A und eine auf B \’ [0, l] reellwertige, stetige 
Funktion x(x, 1) existiert, so daR 
(AKI) g(.r,O)‘.~Ofiirx~B, 
(AKZ) :((I - t,r$., r)) c(u, .) + rs(., I) !.(6, .) - r$a(t), .) -= o(t) fur 
f -+ 0 ist. 
Es seien nun ~>(a, .x) und z(b, x) Elemente eines asymptotisch konvexen 
Funktionensystems V. Weiterhin sei B’ kompakt in B mit o(b, x) ~ ~,(a, .x) -i- 0 
fur alle x E 5’. Da V asymptotisch konvex ist, gibt es zu jedem r mit 
0 < t 2:: 1 einen Parameter a(t), so daB fur s E B gilt: 
c(U(f), x) = (1 - tg(x, 1)) r(u, x) i- tg(x, 1) c(b, x) -j- th(x, I). 
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wobei lim (-,, ‘i h(.. t);’ = 0. Durch eine Umformung erhalt man: 
r(u(t). x) - c(u, x) = t[g(s. f)(z(h, x) - r(u. x)) 1. /7(x, t)] 
und 
u(U(t), X) - ZfU, X)1 .; t[K ! ,  Zfh. .) - ZfU. .) f ‘; /I(., t)i/], 
(3.3) 
wobei 
Also gilt: 
8, z(a(t), .) - zfa. .)I =z o(l) fur t +O. 
Wegen der Kompaktheit von B’ gibt es eine Zahl 01 1 0 mit 
I Z’(b. x) - v(a, x)1 “ Y fiir alle x E B’. 
Sei G = minJFD ~(x, 0), dann ist G ’ 0, und wir wahlen 0 
eine offene Umgebung CT(x) C B so, da13 
~(4, t) I-- G/2 fur ([, t) E U(x) x [O. t.J. 
Da B kompakt ist, gibt es nun ein t,, mit 0 < f,, 5’ 1 und 
g(x. t) ;L: G/2 fur (x, t) E B >: [0, t,,]. 
Fur 0 -1 t ::I t, und .Y E B’ folgt aus (3.3): 
zfu(t). r) - zfu, x) 
< t,r c: 1 und 
Dabei ist 
(3.4) 
Also ist fur 2 ) /I(., t)! /(G . :x) -: 1 das Argument der komplexen Zahl 
1 + /7(x, f)/[g(x, t)(v(b, x) - ~(a, x))] dem Betrag nach kleiner als 
T 1~ I?(., t)‘I/(G * a). Aus (3.5) folgt also mit lim,,, I’ /I(., t)ll = 0 die Bedingungen 
(APKl) und (APK2). (APK3) folgt aus (3.4). V ist damit asymptotisch 
punktweise konvex, also stark regular. 
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Gerade die linearen, rationalen und asymptotisch konvexen Funktionen- 
systeme wurden von Brosowski [5] als Beispiele regularer Funktionensysteme 
angegeben. Es stellt sich also die berechtigte Frage, ob die stark regularen 
Funktionensysteme iiberhaupt eine echte Teilmenge der reguldren darstellen. 
Wir betrachten dazu diesem Beispiel. 
BEISPIEL 3.3. B sei eine einpunktige Menge, jede stetige. komplexwertige 
Funktion auf B wird also durch einen Punkt in der komplexen Ebene repra- 
sentiert: C(B) .Z @. Als Teilmenge V in @ wahlen wir 
die wir durch Abb. 2 veranschaulichen. 
Bei jedem inneren Punkt c,, t I ist L’ asymptotisch punktweise konvex, also 
reguh’ir und stark regular, ebenso bei jedem Randpunkt von V, der verschie- 
den von null ist. V ist jedoch nicht asymptotisch punktweise konvex im 
Nullpunkt: man kann zum Beispiel u ..= 3 -I- 9i wahlen. Dagegen wollen wir 
zeigen, dab V regular im Nullpunkt ist: Sei also z’ E V gegeben und ,J’E @ 
mit 
Re{f((r: .- L,&; .. Re(fc: . . 0. 
Dann kann ,I’ nicht auf der negativen imaginaren Achsc liegen. Weiter sei 
;\ : ’ 0 vorgegeben. Wir machen 3 Fallunterscheidungen: 
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(I) f = x + iv mit x T 0: Sei E :> 0 und 13, := c -L in”, dann ist 
r, t k. und wir kiinnen ein E,, . ., 0 so bestimmen, da13 
Fiir P,~ gilt dann: 
Fur z’,, : = I’,~ ist also (Rl) und (R2) erfiillt. 
(2) .f= x + iy mit x < 0: In diesem Fall setzen wir fiir E > 0 
I’, : = -E + i?. Wieder ist D, t V und wir wahlen ein E” so, daR 
(a) 2(--x + YE”) > E” -I- cU3, 
@I Ega + Q‘i <: A. 
Fiir rLO gilt dann: 
Also ist fur c,, := vCO (RI ) und (R2) erfiillt. 
(3) J’ == i,v mit y >, 0: Sei E :. 0 und V, := E A ZC, dann ist P, E V fur 
0 C. E z-1 1 und wir kijnnen ein q, so bestimmen, daR 
(a) 0 < E,, .< 1, 
(b) ~0 -: Y:, 
(c) 2E”2 < A. 
Fur r,, gilt dann: 
Setzt man z’,, := c’,~ , dann ist (Rl) und (R2) erfiillt. 
Wir haben also gezeigt, daR V reguhir, jedoch nicht stark regular ist. 
Wir konnen an diesem Beispiel such sehen, da13 das Kriterium von 
Satz 3.2 fur regulare Funktionensysteme nicht notwendig ist. Die oberhalb- 
stetige Abbildung ZZ werde reprasentiert durch die zweipunktige Menge 
{q = 1 + -I,i, z2 = -1 + 1 . i ‘1 Dann ist cc, = 0 Minimalliisung zu H, denn 
gabe es bessere Approximationen als 0, dann mtinten diese im schrag 
640/S/3-4 
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schraffierten Teil der Abb. 3 liegen. Setzen wir nun L‘ = 4 ;- 16i, dann ist 
z’ E V und es gilt: 
(x,;)EDIH,vo, Re((= ~ c’&x))(~‘(.y) t;,(S))i min 
Nach deem Parameter diflerenzierhare Anniiller~mfi-~funktiotlen 
V sei eine Menge von Elementen z(a, .x) aus C(B), die von einem Parameter 
a E A abhdngen. A sei eine offene Teilmenge eines Banachraumes E, dessen 
Norm wir mit 1 . ,ic bezeichnen. Wir setzen voraus, dal3 r(a, .) fiir jeden 
Parameter a E A eine FrCchetsche Ableitung nach dem Parameter a besitzt. 
Dabei heiBt r(a, .) an der Stelle a FrCchet-differenzierbar, wenn es eine 
beschrgnkte, fiir alle h t E lineare Abbildung des Banachraums E in den 
linearen Raum C(B) gibt (deren Wirkung auf ein Element h E E wir mit 
bezeichnen), so daO 
F[/I; a. .]: B --h @ 
SI l F[b; a, x] 
11 c(a I 6, .) --. ~(a, .) ~ F[b: a. .]I r- o( ~ b I!&.> fiir / h ‘ME --f 0. 
Die Abbildung F[h; a, .] heil3t die Fr&hetsche Ableitung von ?(a, .) nach 
dem Parameter a. Mit Z[a] bezeichnen wir den linearen Teilraum von C(B), 
der von allen Elementen F[b; a. .] mit b E E aufgespannt wird. Die Dimen- 
sion dieses Raumes sei d[a]. 
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Zur Abkiirzung fiihren wir noch folgende Bezeichnung ein: Eine Teil- 
menge VC C(B) hat die Eigenschaft (II), wenn gilt: Die Elemente 
c(a, .) E V hgngen von einem Parameter a ab, der in einer ofTenen Menge A 
eines Banachraums E variiert. Ferner existiere fiir alle a E .4 die FrCchetsche 
Ableitung nach a. 
Wir wollen im folgenden fiir solche Funktionensysteme ein notwendiges 
Kriterium fiir eine Minimalliisung angeben. Meinardus und Schwedt [14] 
haben diesen Satz fiir die Tschebyscheffapproximation stetiger Funktionen 
bewiesen. 
SATZ 3.9. V sei eke Teibnenge ~a11 C(B) mit der Eigenschqft (0). Ist 
~(a, .) eine Minimalliisung fiir die oberhalbstetige Abbildung H: B -+ .X(c), 
so gilt fiir alle b E E: 
Beweis. Wir nehmen indirekt an, es gebe ein b E E mit 
Dann gibt es eine reelle Zahl z > 0 und eine offene Umgebung U von 
D[H, a(a, .)I in B x H(B), so dalj 
Re{(z - z(u, x)) F[b; a, x]) > 23 
ist fiir (x, z) f Cl. Da nun A eine offene Menge von E ist, gibt es ein t, , so 
da13 fiir alle t mit 0 < t < t, der Parameter a + tb in A liegt. 
Fiir (x, z) E U und t - 0 gilt dann: 
Re{(z - ~(a, s))(c(a + tb, x) - r(a, x))] 
= Re{(zTr(n, x)) F[tb; a, s]j 
-____ 
+ Re{(z - u(a, x))(v(a $ tb, x) - c(a, x) - F[tb; a, xl)} 
2: 2&t - i z -- ~.(a, x)1 . I ~:(a $ tb, x) - ~‘(a, x) - F[tb; a, x]i 
= 2&t - o(t). 
Die letzte Ungleichung folgt wegen der Beschrgnktheit von I z - v(a, x)1 in 
u. 
Es gibt also eine reelle positive Zahl t, < t, , so da13 fiir alle t mit 
0 < t < t1 und alle (x, z) E U gilt: 
Re((z - c(a, x))(c(a $- tb, x) - c(a, .x))> > crt. (3.6) 
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Weiterhin gilt fiir t 3 0 die Absch2tzung: 
1: U(U i- tb, .) -- ~(a, .),, 
:. 11 F[tb; U, .]]I -I ,i U(U :- tb, .) -- ~(a, .j - F[tb; 0, a] I 
:= t . 11 F[b; U, ‘3~1 + o(t). 
Es gibt also eine positive Zahl f2 2 t, ) so da0 fiir alle t mit 0 < t .c;’ t, gilt: 
c(u + tb, .) -- ~(a, .)I1 : ; 2t . !; F[b; a, *Ill. /I (3.7) 
Aus (3.6) folgt nun fiir (x, z) E U und 0 C: t < t3 mit 
<. 2 Re{(z - C(U, x))(c(a + tb, xj - ~(a, x))i. 
(3.8) 
Der weitere Beweis verlluft analog zum Beweis von Satz 3.5. Aus (3.8) folgt 
namlich fiir (x, z) E U und 0 C. t < t, : 
H/1 := B x H(B) - l,’ ist abgeschlossen in B A H(B), ebenso 
Wieder ist 
Wir wghlen nun eine positive Zahl T mit 
i 
d(L.(u, .)) ~~ E* _ 
7 < min t3, __ 2 :I F[b; a, .]I1 1 ’ 
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dann folgt fiir (x, z) E W aus (3.7): 
: u(a t Tb, x) - z ! :: 1 u(a + ~b, x) - ~(a, x)1 + 1 ~(0, x) - z 
:, 27 I/ F[b; a, .]‘I $- E* 
< d(z:(a, .)I. 
Damit gilt also insgesamt: 
A(v(a I rb, .), < o(v(a, a)). 
Mit Hilfe dieses Satzes ergibt sich noch folgendes notwendige Kriterium 
fiir endlichdimensionales Z[a]. 
SATZ 3.10. V sei eine Teilrnenge van C(B), die die Eigenschuft (D) erfiilft. 
1st u(a, .) eitle Minin~aZliisungf6r die oberhalbstetige Abbildmg H: B + X’(C) 
und hat 9[a] die endliche Dimension d, dann ist der Nulluektor in der konvexen 
Hiille der Menge S :- ((z - ~(a, x)) B(x) 1 (x, z) E D[H, ~(a, .)I} enthalten, 
wobei ‘23(x) = (b,(x),..., bd(x)) ist und 6, , b, ,..., bd eine Basis van Z[e] 
bildetl . 
Beweis. Nehmen wir an, der Nullvektor liege nicht in der konvexen 
Hiille der Menge S. Dann gibt es nach dem Trennungssatz fiir konvexe 
Mengen einen d-dimensionalen Vektor c, so da13 
Nun gilt aber: 
Re{(c, s>) :- 0 fiir alle s ES. 
i- Re{(c, s)) = Re ~(z - ~(a, x)) i qb,(x)/. 
i=l 
Deshalb ist also fiir das Element Cf=, c,bJx) E T[a] 
Re /c-q=) t c.b.(x)j > 0 1 z 
\ 
fiir alle (.u, z) E D[H, ~‘(a, .)I. 
i=l 
Nach dem vorhergehenden Satz kann dann ~(a, .) keine Minimalliisung sein. 
Wir w&en jetzt untersuchen, warm die Bedingungen der beiden vorher- 
gehenden Sgitze such hinreichend sind fiir eine Minimallbsung. Dazu sei wie 
bei Brosowski [5] V ein asymptotisch konvexes Funktionensystem, das der 
Bedingung (D) geniigt. Nach Definition der asymptotischen Konvexitlt gibt 
es fiir a, b E A einen Parameter u(t) E A, so da0 fiir t ---f 0 
I,(1 - tg(., t)) ~(a, .) + tg(., t) v(b, .) - a(&), .)I: = o(t). 
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Wir nehmen weiter an, dab das System der folgenden Bedingung (B) geniige: 
(B) 1. Die Abbildung a(t) des lntervalls [0, I] in A C E sei rechtsseitig 
Frechet-differenzierbar im Punkt 0. 
? I. u(0) = a. 
Deswegen gilt fur 0 C’ t 5.. 1: 
u(t) - a = u(t) - u(0) -=. la’(O) + r(t) 
mit 
Aus der Definitionsgleichung fiir asymptotische Konvexitat folgt fur t ---f 0: 
11 +4t), .> - 4a, .> 
t - g(x, t)(v(b, ,) - I+, .))j = o(1). (3.9) 
Wegen der Bedingung (0) folgt fur t---f 0: 
z@(t), *) - v(a, .) - F[u’(O); a, .] - F [+ ; a, j 
_~~ 4 a(t) - a IIE 
t - = o(l). (3.10) 
Da nun 
/I [ 
F a;., . ‘-0 
t I” 
fur t - 0, 
II 
folgt also aus (3.9) und (3.10) fur alle x E B: 
m mm a, xl = dx, W@, x> - 44 XI>. 
Diese Formel stammt von Brosowski [S]. 
Wir erhalten nun die Umkehrung von Satz 3.9. 
SATZ 3.11. V sei ein asymptotisch konvexes Funktionensystem, das den 
Bedingungen (B) und (D) geniigt. Dann ist v(a, .) E V genuu dann eine Mini- 
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malliisung fiir die oherhalbstetige Abbildurtg H: B ---f X(C), sent? ,fiir alle 
b E E die Ungleichwtg 
(x,-)ED[H,z(a ,)1 Re{(z - ~((1, ~1) F[b; a, -ul) :G 0 gilt. min 
Bew,eis. Wegen Satz 3.9 brauchen wir nur noch zu zeigen, da13 die Bedin- 
gung hinreichend ist: Fiir alle (s, z) E D[H, zl(u, .)] gilt bei beliebigem b t A 
wegen Formel (F): 
Re{(z - r(a, .x), F[a’(O); CI, x]) 
:= g(x, 0) Re{(z - z.(a, x))(r(b, x) ~ r(a, s)): 
Da g(x, 0) > 0 ist fiir alle x t B, folgt also: 
Wegen Satz 3.2 ist damit ~(a, .) Minimalliisung zu H. 
Urn die Umkehrung von Satz 3.10 zu erhalten, brauchen wir noch einen 
Satz von Carathkodory iiber konvexe Mengen. 
HILFSSATZ 3.2. (Carathiodory). Jeder Punkf der konvexen Hiille einer 
Teilmenge A eines n-dimensionaIen reellen (komplexen) linearen Raumes ist 
als konvexe Linearkombinarion vote hiichstetls n +- l(2n + 1) Punkten aus A 
darstellbar. 
Beweis. Vgl. Cheney [6, Seite 171. 
SATZ 3.12. V sei ein asymptotisrh konvexes Funktionensystem mit deelz 
Eigerlschqfren (B) und (D). Weiterhin habe -C?[a] die endliche Dimensiorz d. 
DamI ist v(a, .j genau datm eitle Mit~imalliisung fiir die oberhalbsterige Abbil- 
dung H: B ---f X(C), falls der Nullvektor in der konvexen HiiIle der Mengc S 
liegr (S Mie in Safz 3.10). 
Bcweis. Wir brauchen nur noch die Hinlgnglichkeit zu zeigen: Sei also 
0 E conv(S). Nach dem Satz von CarathCodory gibt es nun endlich viele 
Vektoren 
21 - r(a, x1) 23(x,), z2 - z:(a, x2) ‘C~(S,) il )...) 2, ~- c(a, s,) 23(x,) 
mit (x, , 2,) t D[H, ~(a, .)] fiir 1 << i -< n und 
ig Xi(Zi - c(u, Si))%q$ = 0. 
Dabei ist Cy=, 01~ = 1 und N, >, 0 fiir i = 1, 2 ,..., n 
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Ftir jeden Vektor c E Cd gilt dann: 
Damit gilt such: 
0 z i ai Re (zi - ~(a, xi)) t c,h,(x,) . i 
1=1 i X=1 i 
Da CyZI oii = 1 und oi, 3 0 fiir i = 1, 2,..., II, folgt: 
1 F$ Re (zi - ~(a, xi)) i 
I 
c&,(xJi L< 0. 
h=l i 
Daraus folgt aber: 
Da b, , 0, ,..., b, eine Basis von L?[a] bilden und c beliebig war, ergibt sich 
fiir alle b E E: 
~____ - 
(x,=)ED[H,v(a .), Rei(z - Nay -4) F[b; 0, xl) G 0. min 
Also ist v(a, .) wegen Satz 3.11 Minimallosung zu H. 
Eindeutigkeitskriterierl 
Bevor wir zu den Eindeutigkeitssatzen kommen, wollen wir no& eine 
Bezeichnung einfiihren. V sei wieder eine Teilmenge von C(B) und q, ein 
Element aus V. 
DEFINITION 3.4. Eine Teilmenge B* C B x @ heibt extrernal fiir vu 
beziiglich V, falls B* kompakt ist und fiir alle zj E V die Ungleichung 
erfiillt ist. 
Mit dieser Definition ldl3t sich Satz 3.5 such so formulieren. 
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SATZ 3.5~ V C C(B) sei stark reguliir bei vg E V und H: B + X(c) ober- 
halbstetig. Dunn ist q, genau dami Minimalliisung zu H,jblls D[H, v,] extremal 
ist j??r rU beziiglich V. 
SATZ 3.13. Das Funktionensystem V C C(B) sei stark regultir und v,, sei 
Minimalliisung fiir die oberhalbstetige Abbildung H: B + Z(c). Dunn ist die 
Minimalliisung eindeutig bestimmt, j;Zlls gilt: Ist c(x) = u”(x) auf einer Extre- 
malmenge fiir q, beziiglich V, die in D[H, v,,] enthalten ist, so ist U(X) = Q(X). 
Beweis. 1st c1 eine weitere Minimalliisung zu H, dann gilt fiir alle 
(x, z) E D[H, v,]: 
,z - v,(xy = 1 i - co (x)1” - 2 Re{(z - zj,(~>>(v,(x) - q,(x))} 
+ 1 Cl(X) - ro(X),2 < 1 z - v,(x)l’. (3.11) 
Daraus folgt also fiir (x, z) E D[H, v,]: 
2 Re{(z - v~(x))(zI~(x) - L.,,(X)): 3 1 vl(x) - rO(,~)i” 3 0. (3.12) 
Nach dem Charakterisierungssatz fir stark regulgre Funktionensysteme bei 
z’,) (Satz 3.5) muR aber gelten: 
Deshalb existiert mindestens ein (x’, z’) E D[H, v,] mit 
Re{(z’ - ~,(x’))(v,(.x’) - z~,,(x’))j = 0. 
Fiir dieses (x’, z’) gilt dann nach (3.12): v,(x’) = qI(x’). Wir definieren nun: 
D’ : = {(x, z E D[II, u,] j q,(x) = q(x)l. 
Nach dem vorhergehenden ist D’ nicht leer, und D’ ist abgeschlossen als 
Urbild von (0) bei der stetigen Abbildung: 
D[H, v,] + 3: 
(x, z) + v,(x) - q)(x). 
Wir wollen zeigen, da13 D’ extremal ist fiir vu beziiglich V: 
Nehmen wir an, dies sei falsch. Dann existiert ein va E V mit 
Re{(z--)(o,(s) - c:Jx))) > 0 fiir alle (x, z) E D’. 
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Da D’ kompakt ist und Z.,,(X) == rr(x) fur (x, z) c D’. gibt es eine offene 
Umgebung UC D[H, c,,] van D’ und eine Zahl 17~ _ 0, so dab 
Wegen (3.12) gibt es eine Zahl p . 0 mit 
Re{(z - q,(s))(cr(.~) - ~.&s,)) . p fur alle (K, 2) E D[H, c,,] -- ci. 
Wghlen wir X ;‘- 0 so, da8 h . d(r,,) -- ,+2. dan gibt es wegen der starken 
Regularitat von V bei z’~ ein I’,, E C’ mit: 
Aus (1) und (3.12) folgt durch Addition fur (.I-, z) E L’: 
Fur (x, z) E D[H, 1.~1 -~ U gilt: 
Insgesamt gilt also fur alle (x, z) E D[H, ro], falls ,I . L!(c,,) ‘. ,142: 
Re{(z - I.,,(x))(z:,@) -~~ z’,,(x))J ; 0. 
Dies ist aber ein Widerspruch zu Satz 3.5. Also ist D’ extremal fur c0 beziig- 
lich V und damit z.r(x) = u,,(x). 
V sei nun wieder eine Teilmenge aus C(B) mit der Eigenschaft (D) (Frechet- 
Differenzierbarkeit). 
DEFINITION 3.5. V erfiillt die Haarsche Bedingmg bei a E A, wenn es eine 
nattirliche Zahl n[a] gibt, so da8 jedes Element aus Y[a], das nicht identisch 
null ist, hiichstens n[a] - I Nullstellen in B hat und folgende Aufgabe 
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l&bar ist: (I,) Zu je ~[a] verschiedenen Punkten x1, X, ,..., xnral aus B und 
zu je n[a] Zahlen cl, C~ ,..., cnIal aus @ gibt es mindestens ein Element 
F[h; (I: .] E 9’[a], das den Gleichungen 
F[b; a. Xi] = ci fiir i = 1, 2 ,..., /~[a] genii@. 
Nach Brosowski [5] erfiillt V die 1okaZe Huarsche Bedingung, falls fiir 
jedes a E A eine natiirliche Zahl n[a] mit obigen Eigenschaften existiert. 
Bemerkung. Falls V die Haarsche Bedingung bei a E A erfiillt, dann ist 
(1,J eindeutig &bar. 
Wir wollen noch untersuchen, wie die Zahl ~[a] mit der Dimension von 
9[a] zusammenhgngt. 
KATZ 3.14. V erfiille die Haarsche Bedingung bei a E A und d[a] = dim Z[a] 
sei endlich. Dann ist n[a] = d[a]. 
Beweis. Jst b, , b, ,..., b, eine Basis von Z’[a](d = d[u]), dann gibt es 
Punkte x1 , x2 ,..., xd aus B, so da13 die Matrix 
den Rang d hat. Also mu13 wegen der Liisbarkeit von (I,) +z] < td[a] sein. 
Da aber die L&sung eindeutig sein ~011, folgt n[a] = d[u]. 
SATZ 3.15. V C C(B) erfiille die Eigenschaft (D) und die Haarsche Bedin- 
gung bei a E A und sei stark reguliir. Weiterhin sei v(a, *) Minimalliisung fiir die 
oberhalbstetige Abbildung H: B + ,X(c) und die Differenz 
v(b, x) -- v(a, x) 
habe fiir jedes b E A entweder hiichstens n[a] Nullstellen in B oder sie ver- 
schwinde identisch. 
Ist dann fiir je zwei Punkte (x, z) und (x, z’) aus D[H, v(a, .)] 
Re{(z - ~(a, x))(z’ - ~(a, x))} > 0, 
dann ist die Minimalliisung eindeutig bestimmt. 
Beweis. 1st pV(H) = 0, dann ist H = ~(a, a) und es ist nichts zu zeigen. 
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Sei nun p,(H) 0 und z.(h: .) eine weitere Minimalliisung. Nuch dem Beweis 
von Satz 3. I3 ist die Menge 
D’ :- {(x, z) E D[H. rja, .)] 1 2:(/T. x) =- L,(U. s,; 
extremal fiir ~>(a, .) beziiglich v und nicht leer. 
Wir wollen nun zeigen. dalj D' mindestens /~[a] t- I Punkte mit verschie- 
dener erster Koordinate enthdlt: 
Dazu nehmen wir indirekt an, x1 , .I-~ . . . . . x,,, seien diejenigen verschiedenen 
Punkte aus B (1 < m :‘< /~[a]), fiir die z, c- H(xJ existieren, so da13 (xi , z,) E D’ 
fiir i = 1, 2,..., f~l. Dann kiinnen wir wegen der Haarschen Bedingung bei a 
ein Element F[b’; a, .] so wshlen, da0 
F[b’; a, Xi] = z, ~~ LjU, x,) fiir i- I , 2,. . . 111. 
Fiir (xi, q) gilt nun, da pV(H) :x 0 ist: 
Re ((zi - ~(0, xJ) F[b’; a, sJ) = Re{(zi -- ~(a, xi))(zi -- ~.(a, xi)))- :r-, 0. 
Fiir (xi , ZJ und (xi, zi’) aus D’ gilt nach Voraussetzung: 
Re{(z,’ - ~(a, .yi))F[b’; a, xi]} = Rej(z,’ - r(a, si))(zi -- (‘(0, .x~))] _ I 0. 
Insgesamt ergibt sich: 
gnfpD, Re((z - ~(a, s)) F[b’; a, x]) > 0. (3.13) 
Sei nun B’ :- {x E B 1 $0, x) = c(h, x)). 
B' ist abgeschlossen in B und fiir die EinschCinkung von H auf B', die wir 
mit H j B' bezeichnen, gilt: 
D[H 1 B', ~:(a, .)] :-- D'. 
Aus Satz 3.5a folgt dann, dafi ~?(a, *) Minimalliisung ist zu H 1 B'. Dagegen 
ergibt sich wegen Satz 3.9 aus (3.13), dalj dies nicht der Fall sein kann. Aus 
diesem Widerspruch ergibt sich, da8 D' mindestens n[a] -:- 1 Punkte mit 
verschiedener erster Koordinate enthslt. 
Nach Voraussetzung gilt dann: 
Lfb, .) == Lfa, .). 
Fiir asymptotisch konvexe Funktionensysteme, die der Formel (E) geniigen, 
gilt Satz 3.15 unter etwas schwscheren Voraussetzungen. Zun5chst ergibt 
sich aus Formel (F) sofort. 
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HILFSSATZ 3.3 (Brosowski [S]). Es sei V eine asymptotisch konwxe Teil- 
menge eon C(B), deren Elenzente der Formel (F) geniigen. Erfiillt Va’ie Haarsche 
Bedingmg bei a E A, dam hat die Diferenz 
entweder hiichstens n[a] - 1 Nullstelleu in B oder sie uerscllwindet identisch. 
Mit diesem Hifssatz und Satz 3.15 ergibt sich diesem Satz. 
SATZ 3.16. V sei ein asymptotisch konpexes Funktionensystem, das den 
Bedingmgen (B) und (D) geniigt. 
Erfiillt V die Hams&e Bedingung bei a E A tmd ist v(a, .) Minirnalliisung 
zur oberhalbstetigerz Abbildung H: B ---f .X(c) mit 
Re{(z - v(a, x))Cz’ - ~‘(a, x))} :- 0 
fiir je zwei Punkte (x, z) und (x, z’) aus D[H, ~(a, *)I, dam ist die Minimal- 
liisung eindeutig bestimnt. 
Fiir den Spezialfall der linearen Simultanapproximation wurde dieser Satz 
von Diaz und McLaughlin bewiesen [IO]. 
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