Abstract-This paper quantifies and comparatively validates functional connectivity between neurons by measuring the statistical dependence between their firing rates. Based on statistical analysis of the pairwise functional connectivity, we estimate, exclusively from neural data, the neural assembly functional connectivity given a behavior task, which provides a quantifiable representation of the dynamic nature during the behavioral task. Because of the time scale of behavior (100-1000 ms), a statistical method that yields robust estimators for this small sample size is desirable. In this work, the temporal resolutions of four estimators of functional connectivity are compared on both simulated data and real neural ensemble recordings. The comparison highlights how the properties and assumptions of statistical-based and phase-based metrics affect the interpretation of connectivity. Simulation results show that mean square contingency (MSC) and mutual information (MI) create more robust quantification of functional connectivity under identical conditions than cross correlation (CC) and phase synchronization (PhS) when the sample size is 1 s. The results of the simulated analysis are extended to real neuronal recordings to assess the functional connectivity in monkey's cortex corresponding to three movement states in a food reaching task and construct the assembly graph given a movement state and the activation degree of a state-related assembly over time using the statistical test exclusively from neural data dependencies. The activation degree of a given state-related assembly reaches the peak repeatedly when the specific movement states occur, which also reveals the network of interactions among the neurons are key for the operation of a specific behavior.
of new tools to assess this activation is critical because neural assemblies provide a conceptual framework for the integration of distributed and individual neural firings. The assemblies are defined as distributed local networks of neurons transiently linked by active dynamic couplings [2] . It is generally believed that the emergence of specific neuronal assemblies underly cognitive actions [1] , [3] . Due to the spatially specific and transient nature of the inter neuron communication, quantification of such neural assemblies is a difficult task.
In motor brain-machine interfaces (BMIs), the goal is to decode the intention of movement, using multielectrode neural data from motor cortex synchronized with kinematic variables measurements. From a statistical modeling perspective, the complete information to solve this problem resides on the joint probability density function of the multivariate neural data and of the multivariate kinematic variables, but this is never done due to the high dimension of the joint distributions. Even when we develop models that estimate the conditional probability of the kinematics given the neural data, we do not use the joint information expressed in the multichannel neural data for the same reason. Instead, we model the conditional dependence only with respect to the history of a vector of neural spike trains. Since each neural channel is nothing but the marginal density of the joint probability of multivariate neural data, this procedure is only a reasonable solution when the neurons spike independently. In this study, we aim to quantify and analyze pairwise dependencies between cortical neurons involved in a given behavioral task using the information from neural data conditioned on the kinematic information. In this paper the dependencies that occur transiently in time between pairs of neurons will be named interactions, and their spatiotemporal patterns are interpreted as signatures of functional connectivity. Our hypothesis is that given a kinematic state defined by the experiment, specific neural assemblies are transiently activated, which can be quantified by a significant enhancement of the dependencies between pairs of neurons, i.e., their functional connectivity.
The functional connectivity is commonly quantified by correlation, coherence, and synchrony [4] [5] [6] [7] [8] . Correlation and coherence capture linear relations in time and frequency domain respectively, while (statistical) synchrony measures the simultaneous firing of neurons in excess of coincidental firings. However, in general, the interaction between neurons can be highly nonlinear and not exclusively in the form of synchrony [9] . The general form of interaction can be quantified by statistical means, namely by dependence measures, which estimate arbitrary relationships between two random variables. For examples see [10] [11] [12] .
Neural assemblies have a transient, dynamic existence that spans the time scale of behavior. The activation of a neural assembly is long enough for neural activity to propagate through the assembly. A propagation that necessarily involves cycles of reciprocal spike exchanges with transmission delays lasts tens of milliseconds. In order to quantify and study this interaction during movements, we need to focus on the temporal dynamics of neural networks in the hundreds to thousands of millisecond range. Due to the sparse firing of cortical neurons, in this paper we first concentrate on comparing statistical methods that support small sample estimators of dependence. Four methods, mean square contingence (MSC), mutual information (MI), phase synchronization (PhS), and cross correlation (CC) are tested on synthetic spike trains generated by a network of leaky integrate-and-fire neurons [13] . We select two baseline methods with different properties: CC measures the linear relation between two neuron activities in time, while PhS measures the pairwise synchrony of neurons. In contrast, MI and MSC quantify nonlinear dependence of two nominal variables based on two major independence tests: Chi-square test and G-test of independence. MI and MSC calculate the Kullback-Leibler divergence and divergence of the joint probability distribution with respect to the product of the two marginal probability distributions, respectively. Although both MI and MSC are widely used in applied statistics measurements, their capability in estimating functional connectivity with small sample size has not been fully investigated. See [14] for the use of MI in neural assemblies. We use statistical power and dispersion criteria to evaluate the performance of these four methods as a function of the sample size. Because of the robustness with small window size, MSC is selected as the estimator to analyze the dynamic functional connectivity associated with the movement state.
Furthermore, the dependence measure is applied to monkey cortical neural activity recorded during a food reaching task with three well defined kinematic states. The estimated functional connectivity describes the assemblies associated with the time varying kinematic states. The nodes (neurons) and edges (the functional connections between pairs of neurons) in an assembly graph represent different aspects of the time spatial neuronal interactions. Specifically, we visualize the local assembly graph within four cortical areas during reaching tasks.
We illustrate the correlation between the evolution of the connection strength and the transition from the rest to movement state. This correlation was also established in the past using a supervised framework (i.e., with the knowledge of the desired response [15] or using a hidden Markov model trained with pre segmented data [16] ), however here it is decided with a statistical test exclusively from neural data dependencies.
Moreover, we estimate the activation degree of a specific assembly based on the number of activated edges in the graph. The activation degree of a state-related assembly reaches a peak when the corresponding kinematic state begins, which also reveals that the network of interactions among the neurons is the key factor for the operation of a specific behavior. The evolution of this complex local functional connectivity over the cortical space and over time can be readily visualized in a movie or in static graphs as we demonstrate in Section V.
1 http://cnel.ufl.edu/research/linli.php The rest of the paper is organized as follows. Section II introduces different dependence measures of functional connectivity between a pair of neuron-firing-rate time series. Section III discusses the simulated neural circuit for the method performance comparison. The performance comparison criteria are introduced in Section IV. The comparison results are shown in Section V. The monkey cortical neural data during a food reaching experiment are described in Section VI. In Section VII, the selected dependence measure are applied on monkey data to estimate the kinematic-state-related assembly and investigate the association between the functional connectivity dynamics and the kinematic state. Section VIII visualizes the dynamic local functional connectivity of each cortical area and analyzes its correlation with the regional contribution to the movement implementation, and Section IX concludes this paper.
II. FUNCTIONAL CONNECTIVITY MEASURES
The existence of massive anatomical connections among cortical neurons does not make them functionally connected all the time. Even in the absence of neural code knowledge, exchange of information across the neuropil can be spotted and quantified externally by the co-occurrence in time of action potentials produced by neurons. In this paper, we propose to quantify functional connectivity by the statistical dependence between neural firing rates. But first we briefly review different neural dependence measures. Consider two discrete firing rate time series and , , recorded simultaneously and produced by two neurons. Each dependence measure has particular characteristics and we divide them into two groups: statistical-based and phase-based.
A. Statistical Measures

1) Second-Order Measures:
The most widely used technique to measure the similarity between two time series of firing rate and is the cross-correlation, defined in the time domain as a function of the time lag
The cross correlation is obtained by normalizing the cross covariance and thus ranges from minus one (anti-phase correlation) to one (in-phase correlation), while values close to zero are attained for uncorrelated time series. In time series analysis using a linear generative model with Gaussian inputs, the cross correlation coefficient quantifies totally the dependence between the time series.
As a measure of functional connection between two neurons, the cross correlation coefficient is calculated between two firing rate time series with a certain bin size. In this study we selected the bin size at 100 ms, not because it is the best choice but because it is a reasonable compromise for the application. From multiscale studies on spike trains for BMIs [17] and also from the analysis of function connectivity in neural ensembles [18] it is known that the best approach to functional connectivity is to use multiple time scales to analyze spike trains. However, this methodology is rather expensive computationally and it is incompatible with online studies as the ones we envisage in this work. Therefore, we have to select a single bin size that is a good compromise between specificity of neural firing and sufficient similarity with behavior. From [17] 100 ms is the time scale that bridges the gap between reasonable correlations with the movements and a reasonable specificity regarding neural firings. Moreover, since the average firing rate of cortical neurons is around 10 Hz, with 100 ms bin size, the average spike number per bin is 1, which yields a suitable sparseness for estimating dependency. Because the neural data we used is collected from neighboring cortical regions and we quantify firing rates with bin size of 100 ms, we can expect that the dependence induced by the functional connection between a pair of neurons usually happens within the 100 ms lag. Therefore, only the correlation with lag zero is calculated. However, cross correlation only indicates the strength of a linear dependence between two variables, but its value cannot completely characterize their relationship that may appear in higher order statistical moments (skewness, kurtosis, etc.).
2) Dependence Measures: In contrast to cross-correlation, both MI and MSC quantify the statistical dependencies between two random variables using the full statistical information in their joint space, with no assumption about the form of their respective densities and implicitly their generating processes, which can be linear or nonlinear. It is therefore more appropriate when the data generation mechanism is not fully understood, but it is much more difficult to estimate in practice.
3) Mean Square Contingency: Mean Square Contingency (MSC) is a measure of dependence based on an independence test, and it was first defined by Pearson for two discrete random variables [19] . MSC calculates the normalized divergence between the joint probability distribution and the product of the two marginal probability distributions of two firing-rate time series [10] .
For a test of independence, an observation consists of a pair of values and the null hypothesis is that the occurrences of these values are statistically independent. Each observed probability is allocated to one cell of a two-dimensional array (known as contingency table) according to its values. If there are rows and columns in the table, the theoretical probability for a cell given the independent assumption is , and are the marginal probability, and is the observed (joint) probability of the cell in row and column in contingency table.
The MSC value, also called the Pearson contingency coefficient, denoted by , is given by (2) where (3) Note that this statistic basically scales the statistic to a value between 0 (independence) and 1 (maximum dependence). It has the desirable property of scale invariance. That is, the value of Pearson's contingency coefficient does not change as long as the probabilities remain constant. Unfortunately, the estimation is biased when the sample size is small. William's correction is used to decrease the inaccuracy [20] and the bias corrected expression is (4) where (5) where is the total sample size.
4) Mutual Information:
In contrast with MSC, MI quantifies the KL-divergence between the joint probability distribution and the product of the two marginal probability distributions, which is used to determine the synaptic connection structure of neuronal networks [21] . According to the contingency table, the Shannon entropy of the row ( ) and column ( ) vector are defined, respectively, as (6) where and are the marginal probability and is the observed (joint) probability of the cell in row and column in contingency table. The estimation of and is heavily biased negatively when the contingency table contains zero entries ( or ) although the true probability is nonzero, which is likely to occur with a small sample size compared to the number of entries of the table. The first-order bias corrected entropy [22] , is then defined as
where and are the number of states for which and , respectively. The joint entropy between and is defined as (9) The mutual information between and is defined as (10) and its bias corrected expression is (11) where are the number of cells in contingency table greater than zero. In the following, the mutual information is bias corrected and also normalized by dividing it by .
B. Phase Synchronization Measures
Phase synchronization (PhS) is an ubiquitous phenomenon in many physical oscillatory systems, which also occurs in neural structures. However, the methodology is based on deterministic dynamical system principles that may not apply to neural structures due to their intrinsic stochastic nature. Nevertheless, phase synchronization has been widely applied to neural systems [23] . In this paper, we apply PhS to the time series of firing rate. We view the time series of firing rate as a continuous signal , where ms represents the bin size. This long bin width is sufficiently long to smooth short term fluctuations produced by neural stochasticity. Phase synchronization indicates the following phase locking condition applied for any time , , where and represent the phase of the signal recorded from the neuron and , respectively [23] . In the following computations we take the terms with . Basically, phase synchronization analysis proceeds into two steps: 1) estimation of the instantaneous phases and 2) quantification of the phase locking.
1) Estimation of Instantaneous Phases:
In this study, the phase is extracted via Hilbert transform, although there are many other methods [24] (for a survey of methods, we refer to [23] ). The analytic signal of the univariate measurement is a complex function of continuous time defined as (12) where the function is the Hilbert transform of (13) indicates that the integral is taken in the sense of Cauchy principal value. and are the instantaneous amplitude and phase of the analytic signal of . The instantaneous phase is taken equal to , while the phase is estimated from following the same procedure for .
2) Phase-Locking Quantification:
For neural signals, the phase locking condition can be better understood in a statistical sense, by estimating in the distribution of cyclic relative phase [25] . For independent time series and , the distribution of the relative phase is uniform within a given time window. The detection of phase locking involves quantifying how far from uniform is the relative phase distribution. Several measures have been proposed for this purpose [26] , [27] . The one we use is [26] (14) where is the number of sample in a window and is the mean phase coherence of the angular distribution [28] . By construction, it is bounded by 0 (no synchronization) and 1 (perfect synchronization). 
III. SIMULATED DATA
We test the capability of the four methods in estimating functional connectivity as a function of the window size of observations. The experiment is performed in a neural Circuit SIMulator (CSIM) [13] , using a network of 10 neurons organized as a cell assembly. Given the parameters of the simulation, this number is sufficient to generalize the conclusions of their performance for larger network sizes [29] . Two neurons, A and B from the cell assembly, are selected for measurement. The spike trains are recorded in two states: the cell assembly is either fully connected [CON state as shown in Fig. 1(a) ] or disconnected (direct and indirect) between neuron A and B [DIS state as shown in Fig. 1(b) ]. The interaction between neuron A and B is estimated based on dependence measures.
All neurons are modeled as leaky integrate-and-fire (LIF) units, since the integrate-and-fire neuron model is one of the most widely used spiking neuron models for analyzing the behavior of neural systems. It provides practical and relatively realistic descriptions of the neuron membrane potential (spike) in terms of the synaptic inputs and the injected current that it receives. Neuron parameters are [30] : membrane time constant 30 ms, absolute refractory period 3 ms (excitatory neurons), threshold 15 mV (for a resting membrane potential assumed to be 0), reset voltage 14.3 mV, constant nonspecific background current 13.5 nA, input resistance 1 , and input noise 9 nA. The postsynaptic current is modeled as an exponential decay with ms. The average synaptic weight is 1. All neurons fire at a reasonable firing rate range (1-10 Hz), as shown in Fig. 2 . For analysis, neuronal spike events are binned in nonoverlapping windows of 100 ms.
IV. CRITERION FOR COMPARING DIFFERENT MEASURES
To compare the different measures of functional connectivity in terms of their time resolution, the statistical power analysis and the variance analysis are utilized to evaluate their capability to detect connectivity and the precision of the connection strength estimation, respectively.
Statistical power estimates the probability of detecting a functional connection given that a functional connection exists with a fixed type-I error [31] . We assume DIS state and CON state to be the null-hypothesis and the alternative-hypothesis, respectively. Since the mean value of dependence in CON state is larger than that in DIS state, we perform a one-tail hypothesis test. The threshold is defined by the dependence of DIS state with the significance of 0.05. The statistical power is the probability that the dependence of CON state is larger than the threshold.
We compare the performance of four methods as a function of window sizes by computing the statistical powers. With the same window size, the larger statistical power indicates the better capability of detecting functional connectivity.
In addition, we also consider the dependence variance as a criterion. Because the dependence value is used to describe the connection strength, the method with a smaller variance is preferred as a more precise connectivity estimator.
V. SIMULATION RESULTS
More samples usually enable the measure of functional connectivity with a better accuracy. However, because the time scale of behavior is so short, 100-1000 ms, a statistical method that yields a robust estimator for 10 samples is desired. To compare the performance among different statistical estimators with respect to the window size, we vary the length of the time window applied to the signal from 1 to 10 s (nonoverlapping windows with 10-100 samples collected with a period of 100 ms).
We run the simulation in 100 random settings of the synaptic weights between pair of neurons based on uniform distributed realization of the truncated normal distribution , . In each setting, the simulation generates 200 subsets of neural activity in DIS state and CON state, respectively. The dependence is measured for each subset with different window sizes. The statistical power of dependence is calculated for each random setting with respect to the window size. Fig. 3(a) shows that the statistical power of the coupling detection is a monotonically increasing function of window size. The phase synchronization increases the most, which suggests that phase synchronization is progressively more efficient with longer time windows that characterize stable regimes. In contrast, the mean square contingency and MI have a more gradual increase indicating that their performance is the least sensitive to the window length. The statistical power of MI is the best over all window sizes, while the statistical power for cross-correlation is always lower than that of other dependence estimators, because the nonlinear coupling is not detected well by cross-correlation.
Moreover, a Kolmogorov-Smirnov Test (KS-test) is performed on statistical powers of each pair of measures, which indicates that the statistical power of MI and MSC is significantly greater than that of cross-correlation and phase synchronization when the window size is small, e.g., 10 and 20 samples. With 10-sample window size, when we decrease the estimation difficulty by increasing the average synaptic weight , the statistical power of MI and MSC is significantly greater than that of cross-correlation and phase synchronization, as shown in Table I . This reflects the robustness of MI and MSC with small window estimation. This robustness suggests that MI and MSC are better candidates to estimate the dynamic functional connectivity.
To further investigate each measure's capability for small window estimation, we present the variance of the estimated connection based on four methods in Fig. 3(b) . The standard deviation decreases with increasing window size, as it can be expected. However, if one is interested in small window sizes to quantify the fast dynamics of neural assemblies, we In summary, the comparison reveals that MSC is a relatively reliable estimator of functional connectivity with short time resolution and will be our choice in this work.
VI. CORTICAL NEURAL DATA
The data for these experiments was collected in Nicolelis' primate laboratory at Duke University (see [32] for details). For our experiments, neural data are recorded from an owl monkey's cortex when the animal is performing a food reaching task. Multiple micro-wire arrays are used to record this data from 104 neural cells in the following four cortical areas: posterior parietal cortex (PP-contra), primary motor cortex (M1-contra), dorsal premotor cortex (PMD-contra), and primary motor and dorsal premotor (M1/PMD-ipsi). In tandem with the neural data recording, the 3-D hand positions are digitized when the monkey is performing the task.
For dependence analysis, neuronal spike events are binned in nonoverlapping windows of 100 ms. The hand position data sets are digitally low-pass-filtered to avoid aliasing and downsampled to 10 Hz to match the binning utilized in the neural data. Taking the primate's reaction time into account, the spike trains were delayed by 0.230 s with respect to the hand position [33] . Our particular data set contains 104 neural channels recorded for 38.33 min. This time recording corresponds to a data set of 23000 104 time bins, for which about 250 reaches are performed. The time spent in movement and resting are around 11 and 27 min, respectively.
VII. KINEMATIC STATE ANALYSIS
Our testing with real data will elucidate the adequacy of the dependence measures to quantify and analyze neural data given the knowledge of the kinematic variables. Conditioning in the kinematic variables is just a way to segment the data for our statistical tests and does not invalidate the assumption that only neural data interactions are being utilized in the analysis. If the results with this segmentation show statistical different values for the different phases of the movements, then we have demonstrated that the dependence measures may be useful for motor control and other behavior experiments, even when no measured external variables are available. The only extra decision to be made by the experimenter in this more abstract framework is the selection of the baseline, the start of the analysis and the segment length. By brute force one can always use a small window and repeat the analysis in each and then perform clustering on the values obtained. For kinematic state analysis, our hypothesis is that specific neural assemblies are activated given a kinematic state and the goal of the analysis is to characterize assemblies by a set of neurons whose functional connectivity is enhanced significantly to define a state-related neural assembly. Specifically, the functional connectivity analysis of state-related assembly is based on a hypothesis test. Given a kinematic state, the pairwise neuron connections composing the state-related assembly are significantly higher than those in the rest state, which is against the null hypothesis that the connections between a pair of neurons share the same distribution in the rest state and the given kinematic state. Moreover, a graph based on those pairwise functional connections are built to describe a state-related assembly. In the graph, the nodes and the edges represent the index of neurons and the functional connectivity between a pair of neurons.
A. State-Related Assembly
For the experiments, the neural data are segmented into the rest state and three movement states: rest-to-food (Mv1), food-to-mouth (Mv2), mouth-to-rest (Mv3) according to the previous segmentation of the 3-D hand trajectory [15] , as shown in Fig. 4 . The MSC-based measure is applied to estimate the functional connectivity of pairwise neurons in each segment. Since the average duration of each movement state is only 1 s, the estimation window size is selected as 1 s (10 samples), and we further assume that the interaction within the state-related assembly during each state remains stationary. MSC between pairwise neurons is estimated for 50 trials belonging to each movement state and 100 trials during rest state, which is sufficient to determine the state-related assembly. In future work, testing whether these assemblies were in fact stable across the reaches will be conducted by comparing the assemblies estimated from different trail subsets.
The estimated dependence for each trial is treated as an observation of the conditional probability distribution given a kinematic state. We perform a KS-test, which gives an indication of the separability of two measurement sets, to check whether the pairwise neuron dependence in a movement state and the rest state are significantly different. The null hypothesis is that the connection between a pair of neurons share the same distribution in the rest state and the given movement state, which is translated for the KS test on nonsignificant difference of measured functional connection between these two states. Therefore, a rejection of null hypothesis at the 0.0001 significance level indicates that the connection between a pair of neurons is significantly different during the given state. The small significance level 0.0001 is determined by Bonferroni's correction for multiple comparisons where we divide a family wise error rate of 0.05 by the number of comparisons. Given a movement state, all activated connections (edges) and the connected neurons (nodes) comprise the assembly graph. The degree of a neuron is defined as the number of edges incoming to the neuron. Three conditional assembly graphs given three movement states are plotted based on KS-test results in Fig. 5 .
For each figure, the black dots denote the activated functional connections (edges) at the movement state, compared to the rest state. In fact, in any of the movement states the dependence is always higher than in the rest state (figures not shown), which is consistent with the hypothesis that reciprocal interactions among neurons contribute to the emergence of the behavior [3] . What is more interesting is that the firing rate of neurons during resting and movement is not significantly different, as shown in Fig. 4 .
The variability among these three graphs demonstrates the specificity of the state-related assemblies. In other words, the state-related assemblies provide a subset of the cortical neurons that are especially important to emergence and implementation of a specific behavior. For example, in the initiation of the Mv2 movement there is functional connectivity among posterior parietal neurons. This connectivity spreads to multiple cortices (PMD-contra and M1-contra) during the large excursion reach between the food and mouth. To further investigate the correlation between the functional connectivity in state-related assemblies and behavioral states, we study the evolution of the connection strength and the activation degree of the state-related assemblies in the cortex.
B. Evolution of Connection Strength
The evolution of functional-connectivity strength is estimated by sliding a 1 or 3 s window by 0.1 s steps over the data. The results reveal that the strength of ensemble connections is enhanced at the movement states. To illustrate this connectivity evolution, the neurons connected to neuron 93 [see Fig. 5(c) ] are selected from the assembly graph of the Mv3 assembly, which is one of the most connected neuron. The time-varying strengths of these connections are depicted in Fig. 6(a) and (b) . Fig. 6(a) demonstrates the dynamics of the connectivity associated with the Mv3 kinematic state with a 1 s moving window. The delay, the duration, and the peaks of the connection's strength vary among different neuron pairs. However, the connectivity pattern repeats at every reaching task, with the variance induced by slight movement differences across trials. These results support the hypothesis that the connection strength in state-related assembly based on KS-test is modulated by the kinematic state.
In Fig. 6(a) , it is worth noting that MI and MSC are able to detect the association between the functional connectivity and the kinematic state with a fine time resolution. In contrast, cross-correlation and phase synchronization fail to detect such association with the 1 s estimation window. When the window increases to 3 s [ Fig. 6(b) ], the connection strength based on phase synchronization and cross correlation also shows the association with the transition from rest to movement states, but with relatively lower level and worse time resolution. The comparison further demonstrates the robustness of MSC and MI in detecting the functional connectivity with short estimation window.
C. Activation Degree of State-Related Assemblies
So far we have focused on individual neurons, now we move focus to neural assemblies. It is nontrivial to extend the pairwise dependencies to a measure pertaining to the total assembly activity. Hence, we are interested in how to quantify the degree of activation of an assembly by combining the estimated pairwise functional connections reported above. To compare the validity of the qualifications, we investigate the correlation between the activation degree of state-related assemblies and the specific kinematic states.
Specifically, the threshold for functional connection between each pair of neurons is estimated from the rest state set of pairwise dependence with a -value of 0.05. If the dependence of a pair of neurons is over the threshold, the corresponding edge (linking the node pair) and nodes in the assembly graph are activated. There are two possible ways to define the degree of the assembly activation: 1) the probability of the activated edge (edge method) defined as (15) 2) The probability of the activated nodes in the assembly graph (node method) defined as (16) where and represent the number of the activated edges and nodes and and are the total number of the edges and nodes in the assembly graph. The edge-based activation degree measures the relative strength of the value of functional connections (interactions) in the given assembly. The node-based activation degree measures the relative number of neurons in the given assembly with enhanced functional connection.
For these three state-related assemblies, their average activation degree is estimated over all trails during Rest-to-food, food-to-mouth, mouth-to-rest, and rest kinematic states, respectively, as shown in Fig. 7 . Fig. 7(a) shows the edge-based activation degree results, where given a state-related assembly, its activation degree always has the highest value during its corresponding kinematic state. From another aspect, during each movement state, its corresponding assembly always has the higher activation degree than the others. Moreover, the activation degrees of all three assemblies are decreased in the rest state. In contrast, there are no such results obtained by the node-based activation degree, as illustrated in Fig. 7(b) .
In addition, the temporal evolution of functional activation estimated with the KS-test of three assemblies corresponding to Mv1, Mv2, and Mv3 using the edge and node methods are shown in Fig. 8 . The assembly activation based on the edge method detects consistently the repeated food-reaching tasks. Moreover, the highest activation of the Mv1 assembly is only present in the beginning of the Mv1 state. The Mv2 assembly activation peaks during Mv2 and Mv3 state occurs. These results show that the activation of the assemblies is able to reach the peak repeatedly when the specific movement state arrives. These results also suggest that the specific assembly explains the emergence and operation of a specific behavior. In contrast, the assembly activation accessed by the node probability is less effective to detect the specific kinematic state because the same set of neurons is involved in different movements, in spite of the increased activation during the movement states. However, the organization of the interaction network appears more consistent given a specific kinematic state, and this is the reason why edges are better suited for discrimination of functional connectivity. This comparison reveals that the operation of a specific behavior is more closely associated with the network of interactions among the neurons. 
VIII. DYNAMICS OF LOCAL FUNCTIONAL CONNECTIVITY
The different organization of the state-related assemblies (Fig. 5) motivates the question about the varying role of cortical regions in voluntary movement. To further investigate the relationship between cortical neural assemblies and behavior, the Flare toolkit [34] is applied to visualize the local assembly graphs of four cortical areas (PP-contra, M1-contra,
PMD-contra, M1/PMD-ipsi).
In order to show the evolution of the graphs in time, we further separate the data into five substates, which are Mv1, Mv2, Mv3 and two middle states (the one between Mv1 and Mv2 and the one between Mv2 and Mv3), as shown in Fig. 9 . The state-related assembly graphs are based on the KS-test results between each substate and the rest state, similarly to Section VII-A. In the interactive visualization of pairwise neural dependence graph created by Flare, the neurons are placed along a circle. A link indicates that two neurons are connected.
As shown in Fig. 9 , the network in the PP-contra becomes highly interconnected before and at the beginning of the reaching task. It supports the role of PP-contra in producing planned movement and the linkage between internal to external coordinate systems.
In our results, the local functional connectivity within M1-contra is activated by the movement. Fig. 9(c) shows that when the velocity approaches zero in substate 3, little interaction appears within this region (Fig. 9) . Moreover, for the movements with different joint angles in substate 1 and substate 5, most connections in assembly network are changed in M1-contra, which further supports the hypothesis that the specific assembly contributes to the emergence of the movement with specific kinematic parameters.
In addition, considerable functional connections are created during the mouth to rest state in M1/PMD-ipsi, but not during other kinematic states, which is consistent with the results of the hand trajectory reconstruction in [15] . They show that M1/PMD-ipsi accurately captures the mouth/rest regions, but misses the beginning of movement. Although the main organizational principle of primate motor systems is cortical control of contralateral limb movement, motor areas also appear to play a role in ipsilateral limb movements. Our results reveal that the interaction in M1 is modulated with functional connectivity by the ipsilateral limb movements, which support the argument that the motor areas are also able to correlate ipsilateral limb kinematics with high precision [35] .
IX. CONCLUSION
In this paper, we utilize dependence measures to quantify and study the dynamics of functional connectivity in motor cortex exclusively from the neural activity. Because the estimation window is limited by the time scale of kinematic states, the robustness of the functional-connectivity estimation with a small window size is key to detect the dynamic nature of neural activity. The comparison among four dependence measures demonstrates that MSC and MI are the most reliable estimators for one second windows which contain 10 samples of binned neural activity (100 ms). This bin size has been preferred for motor BMIs, but future studies should be conducted to verify that it is appropriate for functional studies as the one presented in this paper and if not, determine its optimal value. In addition, both MSC and MI are dependence measures that can be generalized to study multichannel data, so this extension will be investigated in our future work. In this study, we test this algorithm with microelectrode array data for a food reaching task. Three state-related assemblies are assessed corresponding to the rest-to-food, food-to-mouth, and mouth-to-rest kinematic state, respectively. In spite of the coarse sampling of neural structures and the relatively coarse time resolution of the method, which imposed the grouping of all activated neurons in a single neural assembly, the graphs of conditional function connectivity show distinct assemblies.
Our approach detects a close association between the increase of functional connection strength in state-related assembly and the transition from rest to movement. Moreover, the activation degree of the state-related assembly repeatedly reaches the peak when the corresponding movement state occurs. In future work, the activation degree can be further investigated as a quantifiable way to estimate the specific movement state with functional connectivity. These results also reveal that the network of interactions among neurons seems the key factor for the operation of a specific behavior. Although in these experiments we conditioned on the kinematic variables, the method extracts the information solely from neural data, transcends motor tasks and can be applied to any brain area. In this more general scenario, the experimenter will have to select a baseline state, a starting point and a data length for statistical robustness (1 s currently), and apply the dependence measures for each window of neural data. Clustering of the dependency measures, or building the graphs to find consistency between dependencies across sequential segments can be used to abstract different interactions that are the signature for different kinematic states. The relationship to kinematics is merely used to support our conclusions. In future work, alternate statistical tests that are more specific than the KS test should be investigated.
The circle tree graphs of the local functional connectivity within each cortical area PP-contra, M1-contra, PMD-contra, and M1/PMD-ipsi help understand the time varying spatial assemblies that are in the cortex. Moreover, the dynamics of the local assembly graphs for each cortical area corroborate the regional contribution to the movement implementation. Since PP-contra localizes the body in space and plans the movement, neurons are highly interactive at the beginning of the reaching task. The interaction in M1-contra is only expressed when the movement velocity is large. These results also show that the functional connectivity is associated with ipsilateral limb movement. Although this was unexpected, we have shown by different analysis [15] that this only occurs during the latter portion of the trajectory.
In summary, the mean square contingency seems to be a valuable technique to inquire about functional activation of neural assemblies during behavior because of its statistical power at small sample size and its easy computation. One big challenge is how to shorten the observation window (now at least 1 s) to increase the temporal resolution needed to study behavior. The other big challenge is how to fully utilize the information contained in the pairwise activations. Our approach was to apply a statistical significant threshold to simply the connectivity matrix and provide a first level analysis of functional connectivity. However, there is potentially much more information in the connection matrix to be quantified by for instance performing spectral clustering on this matrix to find and track clusters of functional activation over time. This will be pursued in further studies.
The dependence analysis of neuronal functional connectivity dynamics can provide an unsupervised estimation of the hidden neuronal states and their transitions related to the kinematic states. In addition, the state-related assembly also reveals the internal functional structure present in the multichannel of neural signals, which allows a more efficient utilization of the neural data in BMI applications, since neural modeling using multichannel data normally require an independence assumption amongst neural signals.
