We develop a new full waveform inversion (FWI) method for slowness with the crosshole data based on the acoustic wave equation in the time domain. The method combines the total variation (TV) regularization with the constrained optimization together which can inverse the slowness effectively. One advantage of slowness inversion is that there is no further approximation in the gradient derivation. Moreover, a new algorithm named the skip method for solving the constrained optimization problem is proposed. The TV regularization has good ability to inverse slowness at its discontinuities while the constrained optimization can keep the inversion converging in the right direction. Numerical computations both for noise free data and noisy data show the robustness and effectiveness of our method and good inversion results are yielded.
Introduction
Seismic exploration is one of the ways of identifying media properties and structures by propagation of waves. The wave is ignited by sources on the surface and propagates into underground. Due to different properties of media, various waves such as reflection wave and refraction wave are produced. The nature of wave reflection and refraction gives the physical information of media.
So the inverse of seismic waves can give geological properties of underground
Forward Method
We consider the acoustic wave equation excited by the source ( ) 
, in 0, is the square of slowness parameter, v is the wave velocity. The system (1)- (2) is the forward problem. In this paper, we solve the pressure u numerically with the finite difference method for its high computational efficiency. Among various of finite difference schemes, the staggered-grid scheme is a typical one [23] . In order to apply the staggered-grid method, we introduce 
Now we construct the difference scheme of (3)- (5) 1  1  2  2  1  1  ,  ,  ,  ,  ,  2  2   1  1  2  2  2  1  1  ,  ,  ,  ,  0  ,  2  2 ,
with initial conditions
( ) ( ) 1  1  2  2  1  1  ,  ,  2  2 0, 0.
The sufficient and necessary stability for the scheme (6)- (8) is (see Appendix A)
Since the computational domain is limited, we need to use absorbing boundary conditions to eliminate the boundary reflections. Several methods can be applied, for example, the paraxial approximation [24] , the exact nonreflecting conditions [25] [26] and the perfectly matched layer (PML) method [27] . Here, we adopt the PML method in its split formulation. We use the following model for the damping parameter ( )
where L is the thickness of PML absorbing layer, v is the media velocity, x or z is the distance from current position to PML inner boundary, and R is a parameter chosen as (12)- (15) 
The forward computations can be extrapolated explicitly in the time direction based on (17)- (21). In Figure 2 , the snapshot of wave propagation in a homogeneous media with velocity 3000 m/s at time 0.8 s is shown. Figure 2 
Inversion with Constraints
Consider the inversion of slowness fields in the vector ( ) Define the objective function ( )
where the summation is for all the shots or sources in the well. In Equation ( Usually, the penalty function technique is used to change the constrainted optimization to unconstrained optimization problem [37] . In this paper, we develop a new effective algorithm called the skip method to solve it. The concept of the skip method is to skip the current inverse result if it goes outside of the bound constraints and simply store previous results. For our experience, the skip method performs better than the penalty method. Numerical computations in Section 3 will show the effectiveness of the skip method.
Computations for the Gradient and Step Length
For minimizing the problem (23), the gradient and the step length are required.
The gradient of the objection functional (22) with respect to σ is ( )
where φ is the backward wavefield satisfying 
, ,
where
The parameter ε in Equation (25) is a small number to prevent the singularity of the denominator.
Now we consider the step length which is important to the success of inversion. For a general objective function φ :
the one dimensional line search is applied to find the step length, where k p is the search direction and k α is the step length. Line search condition gives the Journal of Applied Mathematics and Physics step length k α which guarantees the sufficient decrease in the objective function f by inequality 
, it is called to satisfy the curvature condition. The sufficient decrease condition and the curvature condition together are called Wolfe condition [37] . It can also be possible a step length satisfies the Wolfe condition but it closes to a minimizer of φ . Due to this reason we use the modified curvature condition to enlarge the step length which lies in a broad neighbourhood of local minimizer. Therefore, k α satisfies the strong Wolfe condition if it satisfies the following two conditions 
Numerical Computations
We implement numerical computations with C-language code. The computational domain is As shown in Figure 3 , this exact model contains a roughly spherical body with lower slowness in the middle on the background media with high slowness. We will consider the inversion in two cases: the noise free data and nosy data.
Noise Free Data
First we consider the inverse for the noise free data. The inverse result after 54 iterations without TV regularization and bound constraints in Algorithm 3 is shown in Figure 4 . We remark that more iterations in Figure 4 is impossible because no step length can be found and the iteration is automatically stopped.
We can see the inverse result differs from the exact model very much, which shows the inversion does not converge correctly. The inverse results with three different methods after 200 iterations are shown in Figure 5 . For contrast, the exact model is shown in Figure 5 
Noisy Data
The recorded data are usually affected by noise due to error in measurements or the influence of natural environment. So it is necessary to consider noise analysis. The Gaussian white noise is one of the effective way to add noise. It has the normal distribution and standard deviation of the data. Let the discrete signal be { } Here z N is the number of discretization points in z direction. In these figures, the red line denotes the noise free data while the blue line represents the noisy data and we can see clearly that the lower SNR is the higher noise in the data. Generally, the inversion for noisy data is challenge because the problem is nonlinear and ill-posed. However, numerical inverse results by our proposed method are still good. In Figure 11 , the inverse results by three different methods for noisy data with SNR = 100 are given. Figure 11(a) is the exact model. Figures 11(b)-(d) are the inverse results after 1000 iterations with TV regularization, with bound constraints, and with both TV regularization and bound constraints, respectively. Comparing the results in Figure 11 , we can clearly see that Figure 11 (d) obtained with both TV regularization and bound constraints performs best. Correspondingly, the inverse results for the noisy data with SNR = 10 and SNR = 1 are shown in Figure 12 and Figure 13 respectively. After comparing these results, we can see that even in the case of lower SNR with SNR = 1, the inverse result with both TV regularization and bound constraints are still good, which shows the robustness of our proposed method. Journal of Applied Mathematics and Physics 
Conclusion
Full waveform inversion is an effective method for recovering the media parameter. It is an optimization iterative process by minimizing the misfit between the recorded and synthesized data. In this paper, we have developed a new numerical method for crosshole waveform slowness inversion. This method combines TV regularization with constrained optimization together. The TV regularization method can yield better images of slowness at its discontinuities while the bound constraints from logging data can give more reliable constraints to keep the inversion converging to the right result. The combination is necessary to improve the robustness and inversion precision. The novel skip method is proposed to implement the constrained optimization problem effectively. Numerical computations both for noise free data and noisy data with lower SNR show the effectiveness and robustness of the proposed method. In the future, we will design preconditioners to improve the computational efficiency further. 
