Abstract-In this correspondence we describe several classes of binary sequences with three-level autocorrelation. Those classes of binary sequences are based on cyclic almost difference sets. Some classes of binary sequences have optimum autocorrelation.
Pseudorandom sequences have wide applications in simulation, software testing, global positioning systems, ranging systems, codedivision multiple-access systems, radar systems, spread-spectrum communication systems, and stream ciphers. Many applications require binary sequences that have good autocorrelation properties [3] , [5] , [8] , [10] , [11] , [15] . T. Helleseth is with the Department of Informatics, University of Bergen, N-5020 Bergen, Norway (e-mail: tor.helleseth@ii.uib.no).
Communicated by R. In this correspondence, we present several classes of binary sequences with three-level autocorrelation. They are based on cyclic almost difference sets of (ZN ; +), and some of them have optimum autocorrelation and optimum balance among 0's and 1's.
II. ALMOST DIFFERENCE SETS OF Z N AND THEIR SEQUENCES
From the definition of (N; k; ) almost difference sets of ZN , it follows immediately that the following necessary condition:
holds for all (N; k; ) almost difference sets of ZN . It is obvious that every odd integer (3) It is not difficult to see that
The conclusion of the second part then follows.
To search for almost difference sets of Z N , we need the help of cyclotomic numbers. Let N = df + 1 be an odd prime and let be a fixed primitive element of ZN . Denote the multiplicative subgroup were introduced by Gauss [9] , when he studied higher reciprocity, cyclotomic equations, the constructibility of regular polygons, and the quadratic partition of the form 3t +1 into x 2 +27y 2 . They were used to study the Waring's problem by Dickson [2] . We now use them to search for almost difference sets.
It is known that if N = 4t+1 is a prime, then the quadratic residues modulo N form an (N;(N 0 1)=2;(N 0 5)=4) almost difference set, which can be proved easily. For biquadratic residues we have the following result.
Theorem 2 ([3] , [7, p. Another class of almost difference sets is described by the following theorem. 2 ; x 1 (mod 4), here y is two-valued, depending on the choice of the primitive root. Let Di be the cyclotomic classes defined before.
When f is odd, the relation between the 16 cyclotomic numbers is given by Table I [2], [16] .
Thus there are five possible different cyclotomic numbers in the case f being odd; i.e., When f is even, the relation between the 16 cyclotomic numbers is given by Table II [ We need only to consider
for i = 0;1;2;3. Note that Proof: As before, we need only to consider
Suppose that f is odd. By the cyclotomic numbers of order 4 described before, we have It is easily checked that none of them has a solution. which is a binary sequence of period 29 with optimum autocorrelation and optimum balance between 0's and 1's.
Note that
The proof of Theorem 4 has also proved the following result. Let p = 6f +1, and let D 0 = ( 6 ) be the set of sixth powers with respect to p. By (1), a necessary condition for D0 to be a (p;f; ) almost difference set is that f 4 (mod 6) and = (f 0 4)=6:
Unfortunately, D0 cannot be an almost difference set, as proved in the following theorem. To prove this theorem, we need the above six cyclotomic constants.
It has been proven that, the 36 cyclotomic constants (k;h) depend solely upon the decomposition A 2 + 3B 2 of the prime p = 6f + 1 [2] , [17] . In the case f even, there are three sets of cyclotomic numbers, depending on the choice of the primitive element of Zp. Specifically, there are ten possible distinct cyclotomic numbers. The relations of these numbers are given in Table III . The values of the ten basic constants are expressible in terms of p; A; B; and depend on the cubic character of 2 modulo p. Select says that f must be even.
Theorem 7:
Let N = 6f +1 with f even, and let be a primitive root of N, which is used to define the cyclotomic classes of order 6. The following two theorems can be similarly proved as Theorem 7. For the case 2 is not a quartic residue the following result is known.
Theorem 11 ([7, p. 55] , [3, p. 152 The linear span (linear complexity) of a sequence is defined to be the length of the shortest linear feedback shift register that produces the sequence [8] , [11] . The linear span of all the sequences defined by the almost difference sets presented before can be computed. For example, we prove the following result. It follows that
Also we have
We first consider the case 2 2 D0. Note that 2Di = Di, we have
Hence S() 2 f0; 1g. Similarly, we have T () 2 f0; 1g.
Independent of whether S() and T () take on 1 or 0, by ( It follows that S() 6 2 f0; 1g and T () 6 2 f0; 1g. When 2 2 D2, we obtain that
It follows that S() 6 2 f0; 1g and T () 6 2 f0; 1g. When 2 2 D 3 , we obtain that
It follows that S() 6 2 f0; 1g and T () 6 2 f0; 1g. Thus when 2 6 2 D0 we have that S() 6 2 f0;1g and T () 6 2 f0; 1g:
It then follows from (5) and (6) As mentioned earlier, finding binary sequences with some threelevel autocorrelation values is equivalent to finding almost difference sets of Z N with corresponding parameters. It turns out that finding almost difference sets is as hard as finding difference sets. Cyclotomy is a helpful tool in finding both difference sets and almost difference sets. However, it is quite limited. It is possible to construct almost difference sets of ZN with cyclotomic classes of order 2e, where e 4. We have tried this for cyclotomic classes of order 8, but were unable to obtain any (N; (N 0 1)=2; (N 0 5)=2) almost difference sets.
It would be interesting to point out whether the almost difference sets in this correspondence are related to difference sets and partial difference sets. Since we are interested only in cyclic almost difference sets for the constructions of sequences, we will mention the connections only under the context of the almost difference sets of Z N .
As pointed out in Section II, if Z N has an almost difference set, then N 1 (mod 4). If N 3 (mod 4), then ZN could have difference sets, but not almost difference sets. If N 1 (mod 4), then Z N may have both difference sets and almost difference sets.
Certain difference sets with special parameters can be used to construct almost difference sets, and vice versa. Details about these Table V there is one that is also a partial difference set, as stated in the following theorem. Proof: It is very easy to prove the two conclusions by using cyclotomic numbers of order 2 [3] , [16] .
For some applications (e.g., stream ciphering), binary sequences with good balance between the number of 0's and that of 1's may be better. However, in other applications it may not be necessary to require a balance between them. So almost difference sets D of ZN with jDj being not far away from N=2 could also have important applications. On the other hand, in the definition of almost difference sets the condition that d1 0 d2 = g has solutions for half of the nonzero elements may be weakened and such sets could give sequences with good autocorrelation.
I. INTRODUCTION
We consider the problem of low-entropy source coding whose elementary example is a Bernoulli source generating a sequence of zeros and ones with probabilities q and p, respectively, when p ! 0. This problem has attracted attention of many researchers, as for coding of such sources there exist simpler methods than in a general case. The efficiency of a code is measured by redundancy and by complexity of encoding and decoding. The redundancy r is the difference between the average codeword length and the Shannon entropy. Complexity is estimated by the memory size of the encoder and decoder (in bits) and by the average time of encoding and decoding one symbol measured by the number of binary operations on single-bit word when they are implemented on a computer with random-access memory (see the definition in [2] ). One of the well-known compression schemes of low-entropy sources is run-length coding [1] . In this method, a sequence of symbols generated by a source is broken into runs of zeros between two sequential ones: 1, 01, 001, etc., then the lengths of the runs are encoded by the binary codewords. The length of a run can thus be both limited and unlimited.
In coding with unlimited length of runs the scheme offered by Shannon [1] can be used. According to this scheme, one codeword is selected for the least probable symbol 1. For encoding lengths of runs binary words are picked in ascending order, bypassing the word selected for 1. Shannon has proved that by increasing the length of the codeword designating 1 when p ! 0 the redundancy of coding tends to zero. It is possible to show that it does not exceed C1p log (1=p), where C 1 1 is a constant.
In [3] Elias proposes to use a prefix code of integers for run-length coding. Elias has constructed three new universal binary representations of integers and by using them has constructed universal codeword sets. For the best representation of integers from [3] the redundancy of it the given code reaches C2p log log (1=p), where C 2 is a constant.
An effective run-length coding method was offered by Golomb [4] . In [5] it was shown that for particular values of a run-length coding scheme Golomb's code is optimal.
However, the known methods of coding low-entropy sources [1] , [3] [4] [5] do not allow reaching the given redundancy. In this correspondence, a new method of coding low-entropy sources is offered. It permits reaching a given redundancy r with almost the same encoder and decoder memory size as obtained in [6] for general methods, while encoding and decoding is much faster.
Here we consider a problem of coding a Bernoulli source with known statistics. Note that the offered code construction is applicable also for the Bernoulli sources with unknown statistics and for more complex models.
II. ALGORITHM OF CODING LOW-ENTROPY SOURCES
Let a Bernoulli source generating a sequence of zeros and ones with probabilities q and p, respectively, when p ! 0, be given.
Let r > 0 be the given redundancy of a code. Our problem is to construct a method of source coding permitting us to reach the given redundancy r.
In our method encoding is implemented in two stages: first, a message is compressed by a simple code and an output sequence is then encoded by a fast and effective code. After the first stage the length of the input sequence is essentially reduced, and applying a complex fast algorithm at the second stage provides little total time of encoding and decoding per letter of the initial message. At the second stage it is possible to use many codes, for example, the arithmetic code [7] , [8] or the code from [6] . We shall use the code from [6] since it has the estimates of the average time and memory. Note, however, that the use of some versions of the universal arithmetic code gives the same result. For code from [6] 
