This paper presents a novel logic synthesis method to reduce the area of XOR-based logic functions. The idea behind the synthesis method is to exploit linear dependency between logic subfunctions to create an implementation based on an XOR relationship with a lower area overhead. Experiments conducted on a set of 99 MCNC benchmark (25 XOR based, 74 non-XOR) circuits show that this approach provides an average of 18.8% area reduction as compared to BDS-PGA 2.0 and 25% area reduction as compared to ABC for XOR-based logic circuits.
INTRODUCTION
The logic synthesis problem has been approached from various angles over the last 50 years. For practical purposes it is usually addressed by focusing on either AND/OR, multiplexor, or exclusive OR based (XOR-based) logic functions. Each of the above types of logic functions exhibits different properties and usually a synthesis method that addresses one of these types very well, does not work well for the others.
The XOR-based logic functions are an important type of functions, heavily used in arithmetic, error correcting and telecommunication circuits. It is challenging to synthesize them efficiently as there are 7 different classes of XOR logic functions [1] , each of which has distinct approaches that work well to implement logic functions of the given class. In this work we focus on XOR-based logic functions and show that they exhibit a property that can be exploited for area reduction.
Some of the early work on XOR logic decomposition and synthesis was geared toward spectral decomposition [2] . Spectral methods are used to transform a logic function a different domain, where analysis could be easier. While at the time the methods were not practical, the advent of Binary Decision Diagrams accelerated the computation process and showed practical gains for using spectral methods [3] . An early approach called linear decomposition [4] decomposed a logic function into two types of blocks -linear and non-linear. A linear block consisted purely of XOR gates, while a non-linear block consisted of other gates (AND, OR, NOT). This approach was effective in reducing the area of arithmetic, error correcting and symmetrical functions.
Recently, XOR based decompositions were addressed by using Davio expansions [10] and with the help of BDDs [5, 6] . With Davio expansions Reed-Muller logic equation can be generated for a function, utilizing XOR gates. The idea behind using BDDs was to look for x-dominators in a BDD that indicate a presence of an XOR gate and could be used to reduce the area taken by a logic function. Also, tabular methods based on AC decomposition [7] have been used to perform XOR decomposition [8] .
This work addresses two limitations of the above methods. First, Davio Expansions perform decomposition one variable at a time so an XOR relationship between non-XOR functions may not necessarily be found. Second, BDD based methods either use xdominators to perform a non-disjoint decomposition or rely on BDD partitioning, which in essence follows to the idea of column multiplicity [7] . Since column multiplicity does not address the XOR relationship between the columns of a truth table, it is not suitable for XOR-based logic decomposition.
In this paper we introduce a novel approach to decompose XORbased logic that exploits the property of linearity. Rather than looking at linear blocks or BDD based x-dominators, we look at a linear relationship between logic functions. We define functional linearity to be a decomposition of the form:
where X and Y are sets of variables (YfX), while the summation represents an XOR gate. In this representation the function f is a weighted sum of functions g i , where the weighting factors are defined by functions h i . This approach is able to synthesize XOR logic functions using Davio and Shannon's expansions [1] , and retains the ability of a BDD to find relationships between logic functions of many variables, while fundamentally breaking away from the concept of column multiplicity.
We propose a logic synthesis method that exploits functional linearity to reduce the area occupied by XOR-based logic. The algorithm utilizes Gaussian Elimination to decompose a truth table of a logic function into linearly independent set of functions. It then synthesizes the original function as shown in Equation 1.
Our results show that in comparison to state-of-the-art synthesis tools [6] [15], our approach produces better results on average for XOR-based logic circuits, using little processing time.
This paper is organized as follows: Section 2 contains the background information for our synthesis approach. Section 3 details the approach for single output logic synthesis. Section 4 presents the variable partitioning algorithm used in our technique. Section 5 discusses an algorithm to further reduce the area of a logic network. In Section 6 we extend the approach to multioutput logic synthesis, while Section 7 presents the results obtained using our method and compare them to ABC as well as BDS-PGA 2.0. We conclude the paper in Section 8.
BACKGROUND
This paper utilizes concepts of fields and vector spaces from linear algebra, as they apply to a Galois Field of characteristic 2 (GF(2)). The background review for this work includes the concepts of linear independence, vectors spaces, and Gaussian Elimination. A detailed review can be found in [13] . In [13] the reader may find notation that appears to conflict with the notation commonly used in logic synthesis. Thus, we explicitly state the notation used throughout this paper.
In this paper matrix notation is used with the assumption that all operations are performed in GF (2) . Thus, summation is equivalent to an exclusive OR operation (XOR) and multiplication is equivalent to a logical AND operation. We use r to represent a sum and a + to represent a logical OR operation. In addition we use 8 to represent a NAND operation and r G to denote an XNOR. 
DECOMPOSITION AND SYNTHESIS
Functionally Linear Decomposition and Synthesis (FLDS) is an approach that exploits an XOR relationship between logic functions. The basic idea is to find sub-functions that can be reused in a logic expression and thus reduce the size of a logic function implementation. It is analogous to boolean and algebraic division. In these methods we first derive a divisor and then decompose a logic function with respect to it. In FLDS, we seek to achieve a similar effect, however we take advantage of linear algebra to do it. In our approach a basis vector is analogous to a "divisor" and a selector function to specify where the basis vector is used is analogous to a "quotient" in algebraic division. The key advantages of our method are that a) we can compute basis and selector functions simultaneously, b) the initial synthesis result can be easily optimized using linear algebra, and c) the method is computationally inexpensive even for large functions.
Consider a logic function represented by a truth table in Figure 1 . The figure shows a truth table for logic function f=adrbc, with variables ab indexing columns (free set) and variables cd indexing rows (bound set). We first decompose this function and then synthesize it. The first step is to find the basis vectors for the truth table shown in Figure 1 . To do this, we apply Gaussian Elimination to the above truth table, as though the truth table was a regular matrix in GF(2). The procedure is illustrated in Figure 2 .
We begin with the initial matrix that represents the truth table and swap the rows to arrange them from top to bottom based on the column index of their respective leading one entries. The next step is to perform elementary row operations to reduce the matrix to a row-echelon form. Thus, we replace row 1 with the sum (XOR in GF(2)) of rows 0 and 1. This causes row 0 to be the only row with a 1 in the second column. Finally, we replace row 2 with the sum of rows 1 and 2, making row 2 consist of all zeroes. In the resulting matrix the leading ones are in the middle two columns. From linear algebra we know this to indicate that the middle two columns in the original truth table (Figure 1 ), columns ab=01 and ab=10, are the basis vectors for this function. The equations for these two basis vectors are G 1 =c and G 2 =d.
The next step is to express the entire truth 
By inspection the solution to this equation is h 1i = 1 and h 2i = 1.
Now that we know which basis vectors to use to reconstruct each column of the truth table, we need to express that information in a form of a selector function. A selector function determines in which column a basis vector is used. For example, G 1 is used in Similarly, the selector function for G 2 is H 2 =a. Finally, we synthesize function f as H 1 G 1 rH 2 G 2 , producing f=bcrad.
The above approach, while tabular in nature, is implemented using BDDs for performance and scalability considerations.
VARIABLE PARTITIONING
The success of a logic synthesis approach depends heavily on the variable partitioning. By varying the assignment of variables to rows and columns we can create a truth table with varying number of basis vectors, costs of basis and selector functions, or both. The problem then becomes how to partition variables. The problem can be demonstrated on the following example.
Consider the function f=(ar G c)(br G d), with variables a and b indexing the columns and c and d indexing the rows, as shown in Figure 3 . By following the procedure outlined in Section 3, we find four basis vectors and synthesize it as the XOR of four minterms. To synthesize the function more efficiently using XOR gates, we need to rearrange variables in the truth table such that rows, or columns, of the truth table are indexed by variables a and c. With such assignment of variables we find only one basis vector and the function can be expressed as f=(ar G c)(br G d).
While many variable ordering approaches exist [7] , most of them are designed for tabular methods or for BDDs. None of these directly expose basis functions of a logic expression; thus, they are inadequate for our purposes. Hence, we introduce a new heuristic variable partitioning algorithm that takes advantage of functional linearity. The algorithm is presented in Figure 4 .
The algorithm partitions variables into groups of 2 k variables, where 2 k < m. In the first iteration the algorithm creates n/2 groups of two variables, such that each variable appears in at most one group. Each combination of variables is evaluated by determining the number of basis functions created when the given set is used to index rows of the truth table. Once each grouping of two variables is evaluated, the algorithm retains only n/2 least cost groupings, using the cost (#inputs+1) of basis and selector functions to determine a better grouping. The procedure then repeats for groupings of four variables, except that they are formed by pairing up groupings of two variables.
The above procedure repeats, doubling the grouping size at each iteration, until the grouping size exceeds m. In a case where m is not a power of 2 the algorithm proceeds to evaluate all partitions of size m by putting together input variables and groupings generated thus far. For example, if m=5 then for each grouping of size 4 the algorithm combines it with an input variable to make a grouping of 5 variables. The algorithm evaluates each grouping and keeps the one with least cost.
When choosing a value of m, we initially set the value to n/2. This causes the algorithm to partition variables into equal sets, making it is useful for some functions, where we can both reduce the area and the depth of a logic function. However, in some cases a balanced decomposition will result in a large number of basis vectors. This yields a poor area result and an unbalanced decomposition is preferred. In such cases, we reduce the value of m from n/2 to n/4 and run the algorithm again. We continue to reduce m by a factor of 2, until the number of basis vectors is low.
We compared our method to a random variable ordering as well as an exhaustive search. Random ordering produced much worse area results on average as compared to our algorithm. The exhaustive search yielded comparable results to our approach, however the processing time was over two orders of magnitude longer for functions with 16 or more inputs.
BASIS/SELECTOR OPTIMIZATION
In the previous section we described the variable partitioning algorithm that determines which variables belong to the bound set and which to the free set. However, a proper variable assignment is not always sufficient to optimize the area of a logic function, because for a given variable partitioning there can be many sets of basis vectors. While each set has the same size, the cost of implementing each set of basis function, and its corresponding selector functions, may be different. To illustrate this point consider Example 3 in Figure 5 . This is the function from Example 1, except that variables are partitioned differently.
In this example we have two basis vectors: G 1 =bc and G 2 =b8c. The selector functions corresponding to these basis functions are H 1 =a8d and H 2 =ad. It is possible to replace one of the basis functions with G 1 rG 2 and still have a valid basis function. Notice that G 1 rG 2 =1 and thus has a smaller cost than G 2 itself. It is therefore better to use G 1 rG 2 and G 1 to represent the function in Table for Figure 6 : Multi-output synthesis example Figure 5 . By inspection, the function f now has basis functions G 1 (G 1 rG 2 ))r(G 1 H 1 ) = (ad(1) )r(bc(1)) = adrbc, obtaining the same result as in Section 3.
MULTI-OUTPUT SYNTHESIS
The procedure outlined in Section 3 addresses the synthesis a single output logic function. It is important to extend a synthesis technique to handle multi-output functions. A way to do this in FLDS is to select a subset of common variables as the bound set and put the truth tables for all functions in a single table.
Consider two 4-input functions f and g. Both functions share variables a, b and c, while inputs d and e are the fourth input to functions f and g respectively. For this example we chose to put variables a and b on the rows of the truth table, as shown in Figure 6 . If these two functions were to be synthesized separately, function f would have 2 basis vectors, while function g would have 3. However, when synthesized in tandem, there are only 3 basis vectors (2 nd , 3 rd and 5 th column) for the two functions.
We can now apply the same steps as for single output function synthesis to further optimize the logic function. In this case we can use basis and selector optimization algorithm to determine that a simpler function implementation can be found when an all 1s column is used instead of the 5 th column.
The function f is synthesized as f=(a+b)drabc and shares its basis functions with g. For function g we find that the basis function from the 2 nd column is used in column ce=10, the basis function from the 3 rd column is used in columns ce={01, 10}, while the all 1s column is used in every column. Once we synthesize each basis and selector function, we can see that the synthesis of the all 1s column and its selector function simplify to a constant 1. A constant 1 input to a 3-input XOR gate reduces it to a 2-input XNOR gate. The resulting circuit is shown in Figure 7 .
While using shared inputs as the bound set can be beneficial, doing so will synthesize a circuit like a ripple-carry adder without a carry chain. For FPGAs however, it is better to use a carry chain because of its speed. To create ripple-carry structures in FLDS we use variables not common to all adder outputs as the bound set.
Based on the above discussion we present a multi-output synthesis algorithm. The algorithm first considers the decomposition of multi-output functions by using least common variables of a set of functions as the bound set. By doing so it progressively decomposes the set of function to a point where they all share the same subset of variables and can be effectively decomposed together. The algorithm is presented in Figure 8 .
The first step in the algorithm is to determine if the functions to be synthesized share all variables, or just a subset. If all variables are shared then we can perform a decomposition where the shared variables index the truth table rows. The decomposition with respect to shared variables will try to do a balanced decomposition so long as the number of basis functions is low. If the number of basis functions becomes large, it can be reduced by decreasing the number of variables indexing the rows.
The second step of the algorithm is to perform a decomposition where some variables are shared by all functions and some are not. We create a list L of these functions and perform the next set of steps while the list is not empty. The list will shrink and grow as we synthesize functions, either because of the decomposition, or because some of the functions will be reduced to have fewer than k input variables and removed from the list.
The next step finds a subset of variables S that are used by the fewest number of functions in the set L. We take these functions out of the set L and synthesize their basis functions with respect to the input variables in S. The selector functions resulting from the decomposition are put back into the set L, because they can potentially share variables with functions in the set L.
If the above step completes the synthesis process, the algorithm terminates. Alternatively, we may end up with a set of functions in L that have the same support. In this case the algorithm performs decomposition by assigning shared variables to the bound set, utilizing balanced decomposition to keep the depth of the resulting logic circuit from increasing.
EXPERIMENTAL RESULTS
In this section we present area, depth and compilation time results and contrast them with two academic synthesis systems: ABC [15] which utilizes structural transformations, and BDS-PGA 2.0 [6] that performs BDD based boolean optimizations.
To obtain results using ABC each circuit was first converted to an AND/Inverter Graph using the strash command. It was then optimized using the resyn2 script and the resulting logic was mapped into 4-LUTs using ABC's fpga command.
To obtain results using BDS-PGA 2.0 a few more steps had to be taken, because it contains various flags to guide the synthesis process. The flags of interest are:
• xhardcore (X) -enable x-dominator based XOR decompositions Depending on these flags BDS-PGA 2.0 produces circuits with varying area. We performed a sweep across all combinations of the three parameters and recorded the best result, based first on area, then depth and finally on processing time. The resulting network was mapped into 4-LUTs using ABC [15] .
The FLDS results were obtained by running our algorithm on each circuit, varying only a parameter called cone size (CS). This parameter specifies the maximum number of inputs to which a cone can be grown during the preprocessing step to create cones for synthesis to be used by FLDS. To obtain our result the cone size was set to 8, 12, 16, 20 and 24 inputs. The resulting circuit was mapped into 4-LUTs using ABC [15] . Table 1 presents results obtained for 25 XOR-based circuits. The name of each circuit is given in the first column. The following three columns list the area (LUT-wise), depth and processing time results obtained using ABC [15] for each circuit. Columns 5 through 7 list the area, depth and processing time results for BDS-PGA 2.0 [6] . The settings used to obtain the result for BDS-PGA are given in columns 8 through 10, which corresponds to a particular BDS-PGA flag (X, H, or S) as described in the previous section. For a given circuit an 'X' appears in these columns if the flag was turned on to generate the given result. In columns 11, 12 and 13 area, depth and processing time results obtained by FLDS system are shown. Our results show that XOR-based logic can be reduced in size by 25.3% and 18.8% as compared to leading logic minimization tools like ABC and BDS-PGA 2.0, respectively. The depth of these circuits is also reduced by 7.7% and 14.5% respectively. The cost of this optimization is the increase in area for non-XOR based circuits. On average, FLDS generates 6.2% larger non-XOR circuits than ABC, and 4.8% larger than BDS-PGA 2.0. Table 1 shows significant area savings for XOR-based logic function when using FLDS as compared to the aforementioned synthesis systems. The largest (percent wise) savings were observed for 9sym, cordic, sqrt8ml, and t481.
Results

Discussion of Individual Circuits
9sym is a circuit with a single 9 input logic function and includes a number of XOR gates. Interestingly enough, 9symml is exactly the same circuit, except with a different initial representation in the BLIF file. Both ABC and BDS-PGA 2.0 synthesized it much better than 9sym. In 9sym BDS-PGA 2.0 found the circuit to consist of 9 logic functions and for 9symml BDS-PGA found it to be a single output 9 input function. It created a single BDD for it and synthesized it well. FLDS was able to achieve a better result, because it found a better positioning for XOR gates. This difference stems from the fact that x-dominator based optimizations look for an XOR gate structure within a BDD, while FLDS creates an implementation where XOR gates are inherently present. This example shows that FLDS and BDD based decompositions are quite different.
Another aspect of FLDS is the synthesis of multiple output functions. An example of a circuit that significantly benefitted from this approach was cordic. It consists of 2 functions sharing 23 inputs. The FLDS algorithm was able to minimize the area of this circuit by maximizing the reuse of logic expressions common to the two logic functions. The algorithm first created two cones of logic to represent the circuit and then determined the set of shared logic sub-functions that could be extracted to reduce circuit area. In contrast, neither ABC nor BDS-PGA partitioned An example where the variable partitioning algorithm was particularly useful is the t481 circuit, which is a 16 input single output logic function. It is compactly represented in the FixedPolarity Reed-Muller form and can be synthesized into a minimal 5 4-LUT implementation. In FLDS the function was synthesized in 0.078 seconds, finding only two basis functions during a balanced decomposition. The variable partitioning algorithm was successful in finding a good assignment of variables, which allowed for a minimum area synthesis of the logic function.
On the set of non-XOR based circuits our results were 4.8% larger than BDS-PGA and 6.2% larger than those generated by ABC. In terms of depth, BDS-PGA produced 6.2% better results here, while ABC was 16.5% better. However, numerous non-XOR circuits benefitted considerably from using FLDS. Examples of such circuits are ex5p, pdc, sao2, and ex1010, where the area was reduced by 50-80% with respect to both BDS-PGA 2.0 and ABC. The major reason for area reduction in those circuits was the multi-output synthesis capability offered by FLDS.
In our research we also investigated the possibility of augmenting existing synthesis systems, such as ABC [15] , with FLDS algorithms. We investigated the effect of using FLDS prior to the resyn2 script of ABC. We found this approach to improve ABC's area results by 24% for XOR based circuits, and by 4% for non-XOR circuits. The depth results were improved by 16% for XOR circuits, while the non-XOR circuits suffered 1% depth penalty. This shows that the FLDS algorithm can augment ABC's results.
Related Work
The work closest to ours is factor [16] . In [16] a truth table matrix is decomposed into a product of 3 matrices using an approach based on Single Value Decomposition (SVD). Our method differs from [16] , mostly in the approach to multi-output/multi-level synthesis. During multi-output decomposition the algorithm in [16] partitions variables to reduce the number of sub-functions for each output. However, the sub-functions for distinct outputs may still be linearly dependent. Our approach reduces the cost of final implementation of the circuit by removing linear dependencies.
A work concurrent to ours [17] uses kernel extraction to generate leader expressions for decomposition. However, the approach in [17] hinges on the use of Reed-Muller form expressions, which limits its effectiveness for general logic functions. In contrast, FLDS uses BDDs as the underlying data structure, allowing our approach to be very efficient in terms of processing time. Also, using BDDs as a starting point allows FLDS to synthesize non-XOR logic effectively without sacrificing processing time.
CONCLUSION AND FUTURE WORK
This paper presented a novel decomposition and synthesis technique that is very effective in reducing the area of functions that depend heavily on XOR gates. It performs well in extracting common sub-functions from a logic expression based on an XOR relationship. For non-XOR intensive logic circuits the technique suffers only a minor area and depth penalty. In both cases FLDS performs logic synthesis rapidly, which is instrumental in the synthesis of large circuits.
This synthesis technique is successful and will be further extended to include non-disjoint decomposition as well. Adding the ability to decide between the use of disjoint and non-disjoint decomposition will be a key target for FLDS.
