ABSTRACT Multi-flow carrier aggregation (CA) is an emerging technique that is implemented to improve the capacity of cellular networks. In this paper, we study the cross-layer performance of user equipments (UEs) in heterogeneous networks under multi-flow CA. We develop a queuing analytical model for measuring packet-level performance parameters, e.g., packet loss probability and queuing delay. Our developed model accounts for the time-varying channels, the channel scheduling algorithm, partial channel quality information feedback, and the number of component carriers deployed at each tier. Our model also takes into consideration stochastic packet arrivals, the packet scheduling algorithm, and out-of-sequence packet delivery. The developed model can be used to tune the various system and operating parameters in order to offload traffic from the macrocells to the small cells while maintaining the quality of service requirements of UEs. The accuracy of the analytical model developed in this paper is validated through computer simulations.
I. INTRODUCTION
Contemporary and future generation cellular networks rely on the extensive deployment of low-power access nodes, also referred to as small cells. The small cells are deployed within the macrocells, constituting multi-tier cellular networks that are denoted as heterogeneous networks (HetNets). HetNets significantly improve the overall capacity of cellular networks [3] . It is often desired to offload traffic from the macrocells to the small cells, which can be achieved through cell range expansion of the small cells [4] - [6] .
Another prominent feature of contemporary and future generation cellular networks is carrier aggregation (CA). In CA, user equipments (UEs) are served using several separate component carriers simultaneously. CA of up to five component carriers is supported by 3GPP Release 10 specifications [7] - [10] . Also, the concept of CA is further improved in 3GPP Release 12 by allowing inter-site CA, which is also known as multi-flow CA [10] - [12] . In multi-flow CA, data
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of UEs are split between the macro base stations (MBSs) and the small cell base stations (SBSs). Then, the data is simultaneously transmitted to the UEs by the MBSs and the SBSs. It is well established that multi-flow CA inherently increases data rates, improves offloading to small cells, and provides robust mobility [6] , [10] , [11] .
Carrier deployment (i.e. the allocation of a certain component carrier to be used by base stations (BSs) from a given tier) in HetNets is classified into shared carrier deployment and dedicated carrier deployment. In shared carrier deployment, the small cells are allocated with component carriers that are also utilized by the macrocells. In contrast, the small cells are allocated with distinct component carriers in dedicated carrier deployment [8] , [13] . While shared carrier deployment allows full spectrum reuse by all BSs from all tiers, dedicated carrier deployment eliminates cross-tier interference. If the available bandwidth is sufficiently large (≥20 MHz), dedicated carrier deployment is the more attractive option [6] . Moreover, the partitioned spectrum under dedicated carrier deployment can be utilized efficiently through multi-flow CA. In particular, macro user equipments in the expanded range of the small cells (EUEs) can be served by all tiers using the whole spectrum [6] . On the other hand, macro user equipments that are not in the expanded range of any small cell (MUEs) are served only by the MBSs and small cell user equipments (SUEs) are served only by the SBSs.
A. BACKGROUND, RELATED WORK AND MOTIVATION
Resource scheduling (e.g., packet scheduling, channel scheduling and amount of channel quality information (CQI) feedback) is decided by mobile network operators since it is not specified by existing standards on CA. Opportunistic resource scheduling algorithms such as adaptive transmission and max-rate channel scheduling can significantly improve the overall performance of cellular networks by taking advantage of the time varying channels and the multiuser diversity. In the downlink transmission scenario, UEs are required to feed back their CQI to the serving BSs. In practice, partial CQI feedback such as best-m, which is adopted by LTE standards, is used to reduce CQI feedback overhead [14] - [18] . In addition, for a UE that is served by multiple BSs in the downlink transmission scenario, random packet scheduling can be used to split the UE's data packets between the serving BSs. Then, each BS transmits the corresponding packets to the UE [16] . Thorough investigation of resource scheduling and analysis of packet-level performance when multi-flow CA is considered has been largely ignored in the literature.
Analyzing the packet-level performance of wireless networks can be done by developing queuing analytical models. In the literature, queuing analytical models to investigate packet-level performance of traditional cellular networks (where UEs are served by a single BS) have been presented [19] , [20] . Also, queuing analytical models have been developed to study packet-level performance of multi-hop cellular networks [21] - [23] . On the other hand, queuing analytical models to investigate packet-level performance of parallel transmission schemes (e.g. multi-flow CA and multi-radio access technologies (RATs) [24] ) have been rarely investigated in previous works. Developing such models is highly desirable to study resource scheduling and investigate the packet-level performance of emerging parallel transmission schemes such as multi-flow CA.
B. CONTRIBUTION
Similar to [6] , we consider multi-flow CA with dedicated spectrum access for serving EUEs. The following are the main contributions and outcomes of this paper.
• We develop a cross-layer fork-join queuing analytical model that takes the following practical aspects into consideration.
-Packet Scheduling: The exact algorithm by which data packets are scheduled to one of the serving BSs given other system and operating parameters is neither specified by existing standards nor addressed in the literature. Here, we consider the packet scheduling algorithm presented in [16] to send packets to the serving BSs. -Partial CQI Feedback: Multi-flow CA is applied for EUEs. Since these EUEs are at advantage for being served by multiple BSs using all available component carriers, we consider partial CQI feedback by EUEs. This allows us to limit the service rate of EUEs to the minimum service rate required to achieve their quality of service (QoS) requirements, which in turn allows to maintain the QoS requirements of other UEs in the network.
-Channel Scheduling and Adaptive Transmission:
In order to take advantage of the time varying channels and to maximize the throughput, we consider adaptive transmission and max-rate channel scheduling. -Bursty Packet Arrival: We consider the batch Bernoulli process, which is a general model that encompasses different levels of burstiness, for modelling packet arrival from the core network. -Definition of Delay: In parallel transmission schemes, packets are delivered to the UEs in an out-of-sequence manner. It is important to take this out-of-sequence delivery into consideration when measuring the delay performance. It is noteworthy that this is particularly challenging for fork-join queueing systems [25] , [26] . The analytical model developed in this paper measures the exact delay performance while taking out-of-sequence packet delivery into consideration.
• The developed analytical model can be used to measure various packet-level performance parameters e.g., packet loss probability (PLP) and queuing delay.
• Using numerical examples, we demonstrate that the analytical model developed in this paper can be used to select system and operating parameters for offloading traffic from the macrocells to the small cells while maintaining the QoS requirements of EUEs. In these numerical examples, the accuracy of the analytical model is validated using computer simulations.
The remainder of this paper is organized as follows. In Section II, the system model is described in details. Developing the analytical model and deriving the packet-level QoS measures are presented in Section III. In Section IV, selected numerical results are presented, while Section V concludes the paper.
II. SYSTEM MODEL AND OPERATING ASSUMPTIONS A. OVERALL SYSTEM DESCRIPTION
As shown in Fig. 1 , a two-tier cellular network is considered. The small cells are randomly deployed within the macrocell. The macrocells and the small cells have a coverage area of radii R M and R S respectively. Moreover, the expanded range of the small cells is denoted as R E and is shown in Fig. 1 . We also consider dedicated carrier deployment where the small cells are allocated with distinct component carriers. One can also consider shared carrier deployment by accounting for cross-tier interference and employing a suitable ICIC technique, and then use the queuing model developed in this paper to measure the performance of the EUEs. It is noteworthy that this can result in performance degradation of SUEs since they already share the component carriers dedicated for them with EUEs.
The propagation characteristics vary significantly among different component carriers depending on their frequency band. We assume that two component carriers F M1 and F M2 are deployed at the MBS, and one component carrier F S1 is deployed at the SBSs. Moreover, each component carrier F Hj is assumed to be divided into N Hj channels, where H ∈ {M, S}. The total number of component carriers deployed in tier H is denoted as C H . Also, the total number of channels from all component carriers deployed in tier H is denoted as N H , where
We assume that macro user equipments are randomly distributed within the macrocell and SUEs are randomly distributed within the small cells. MUEs are only served by the MBS. Similarly, SUEs are only served by the SBSs. 1 On the contrary, EUEs are served by the macrocells and the small cells simultaneously through multi-flow CA. We consider the downlink transmission in a time slotted system. At a given time slot, an EUE is served simultaneously by the MBS and the SBS. 2 1 It is also possible to consider multi-flow CA for SUEs, however, this can compromise the performance of the MUEs as this offloads traffic from the small cells to the macrocell. 2 In currently adopted standards, this is not always feasible depending on the location of data split [11] . In that case, at a given time slot, an EUE is served either by the MBS or by the SBS. The performance of that case can be evaluated using our previously developed model in [16] .
Our goal is to study the performance of a tagged EUE 3 in the expanded range of a reference small cell (i.e., a randomly selected EUE in a randomly selected small cell). The performance of SUEs and MUEs that are not in the expanded range of a small cell can be evaluated using traditional queuing models presented in [19] and [20] . For notational convenience, we denote the number of MUEs that are not in the expanded range of a small cell as U M , the number of EUEs in the reference small cell as U SE , the number of EUEs in the expanded range of all small cells as U ME and the number of SUEs in the reference small cell as U S .
B. CHANNEL MODEL, ADAPTIVE TRANSMISSION, CHANNEL SCHEDULING AND PARTIAL CQI FEEDBACK
The Gamma distribution, which is tractable, yet accurate for modelling composite shadowing and fading channels is used to model channel gain [27] . The received signal-tointerference-plus-noise-ratio (SINR) from the small cells and the received signal-to-noise-ratio (SNR) from the macrocell are mapped into a finite set of channel states S = {0, 1, · · · , K − 1}. Adaptive transmission is used to benefit from the time varying channels. Specifically, the number of packets transmitted over a particular channel at a given time slot is denoted as x, which can be calculated as follows:
where k is the channel state and b depends on the network resource scheduling [28] . Channel i from component carrier F Hj of UE l is said to be in state k at time slot n if γ k ≤ γ (n) H,j,i,l < γ k+1 , where γ (n) H,j,i,l is the received SINR from the SBSs or the received SNR from the MBS, and γ k is the lower boundary threshold of channel state k [28] , [29] . Moreover, the thresholds {γ k } K k=0 are allocated with values that meet a target average bit error rate (BER 0 ) for all transmission modes [30] . We denote the channel state of channel i from component carrier F Hj of UE l at time slot n as s (n) H,j,i,l , and the probabilities Pr{s
where P th (γ k ) = Pr{γ (n) H,j,i,l ≤ γ k }. In the absence of interference, P th (γ k ) can be calculated using the cumulative distribution function (CDF) of the Gamma distribution as follows:
where L (y, x) = x 0 t y−1 exp(−t)dt, (y) = ∞ 0 t y−1 exp(−t)dt, κ Hj and θ Hj are respectively the first and the second parameters of the Gamma distribution for component carrier F Hj andγ H,j,l is the average received SNR. Contrarily, assuming there are I interferers, P th (γ k ) is given by [31] :
where σ is the thermal noise, A (−jω) is the characteristics function (CF) of the received desired signal A, and i (jω) is the CF of the received interference from interferer i. Since the desired signal as well as the interfering signals are modeled using the Gamma distribution, the CF of the Gamma distribution can be used in eq. (4) to calculate P th (γ k ). If the channels instead are modeled using another distribution, the CDF and the CF of that distribution can be used in eq. (3) and eq. (4), respectively, to calculate P th (γ k ). We consider that BSs from all tiers utilize max-rate/ opportunistic channel scheduling, where a particular channel is allocated to a UE that has the highest channel state in that channel at a given time slot. Max-rate channel scheduling maximize the overall throughput through multiuser diversity. We also consider best-m partial CQI feedback for EUEs in order to reduce CQI feedback overhead, especially since these EUEs are served by all component carriers through multiflow CA. In particular, EUE l in the expanded range of a small cell is assumed to feed back its best m Ml channels with the MBS, where m Ml ∈ {1, · · · , N M1 + N M2 }. Similarly, EUE l in the expanded range of a small cell is assumed to feed back its best m Sl channels with the SBS, where m Sl ∈ {1, · · · , N S1 }. It is often desirable to offload traffic from the macrocell to the small cells. This can be done by reducing the amount of CQI feedback by the EUEs to the MBS. For a given EUE, the amount of CQI feedback to the MBS and the SBS that is needed for maintaining its QoS requirements can be determined using our developed analytical model.
C. PACKET ARRIVAL MODEL AND PACKET SCHEDULING
Random packet arrivals from the core network to the packet serving gateway (PSG) are modeled using the batch Bernoulli process. This model is general and captures different levels of burstiness. The batch Bernoulli process is specified by a probability vector α α α = {α 0 , α 1 , · · · ., α Z }. The probability of i packets arrivals at any time slot, where i ∈ {0, 1, · · · , Z }, is denoted as α i . So, the elements of the probability vector α α α are all probabilities α i ∀ 0 ≤ i ≤ Z . In other words, at any given time slot, the number of tagged EUE's packets that can arrive at the packet serving gateway is an integer between 0 and Z .
Then, packets of SUEs are sent to the SBSs and packets of MUEs are sent to the MBS. On the other hand, similar to the packet scheduling algorithm in [16] , each packet of a particular EUE is randomly sent either to the MBS or to the SBS.
For the tagged EUE, we denote the packet scheduling parameter, which is the probability that a particular packet is sent to the MBS, as β. Therefore, the probability that the packet is sent to the SBS is 1 − β. Moreover, the joint probability of i packet arrivals to the MBS and j packet arrivals to the SBS at a given time slot is denoted as ψ i,j , which is given by [16] :
where ! denotes the factorial operator. The analytical model developed in this paper can be used to determine the optimal value of β for a certain performance measure. Each UE is assumed to have a packet buffer at every serving BS. Therefore, each EUE has two packet buffers. The first buffer is located at the MBS and the second buffer is located at the SBS. Packets in a given buffer are transmitted on a firstcome-first-served basis. Also, a packet arriving to a given buffer at a given time slot can be transmitted to the UE at the next time slot the earliest. The packet and channel scheduling algorithms considered in this paper are independent of the contents of the buffers. Therefore, the content of the first buffer located at the MBS is unknown for the SBS. Similarly, the content of the second buffer located at the SBS is unknown for the MBS.
Since EUEs' packets are randomly sent either to the MBS or the SBS and then served independently, it is possible for these packets to arrive to the EUEs out-of-sequence. Fig. 2 shows the packet buffers of the tagged EUE. This buffer arrangement is often referred to as fork-join queuing system. 
III. FORMULATION OF THE QUEUEING MODEL A. TAGGED EUE JOINT SUM TRANSMISSION RATE 4
As mentioned earlier, we are interested in analyzing the performance of a tagged EUE. We refer to the BS from tier H, where H ∈ {M, S}, that is serving the tagged EUE as the reference HBS. The tagged EUE is allocated with sum transmission rates by the reference BSs from both tiers every time slot. These sum transmission rates depend on the number of component carriers deployed at each tier, partial CQI feedback and the employed channel scheduling algorithm. Our objective is to develop an analytic procedure to obtain state variables that account for the joint sum transmission rate of the tagged EUE from the reference BSs in both tiers at a given time slot.
For the reference HBS, we denote the number of HUEs (served only by this HBS) as U H , and we denote the number of EUEs served by this HBS as U HE . Furthermore, we denote the state of channel i of HUE l H from component carrier F Hj at time slot n as s (n) H,j,i,l H . Then, the probabilities
Also for EUEs that are served by the reference HBS, channel i of EUE l HE from component carrier F Hj is denoted as s
H,j,i,l HE and the probabilities Pr{s
if the CQI of channel i of EUE l HE from component carrier F Hj is fed back to the reference HBS at time slot n while v
H,j,i,l HE = 0 otherwise. Moreover, we define state variable
Without loss of generality, for channel 1 from component carrier F H1 of EUE l HE served by the reference HBS, the probabilities Pr{c
given by eq. (6), as shown at the bottom of this page, [32] . In eq. (6), function f x (y) is equal to 1 if x = y and 0 otherwise, and function g x (y) is equal to 1 if x < y and 0 otherwise.
Let us denote the tagged EUE served by the reference HBS as EUE 1. Assuming that channel i of the tagged EUE from component carrier F Hj is fed back to the reference HBS at time slot n, we define random variable u (n) H,j,i,1 ∈ {0, 1}, where u (n) H,j,i,1 = 1 if this channel is allocated to the tagged EUE, and u (n) H,j,i,1 = 0 otherwise. Then, the conditional probabilities Pr{u
H,j,i,1 = k}, a = 0, 1, are given by eq. (7), as shown at the bottom of this page, [32] .
Then, we denote the state space of the joint channel states of the tagged EUE's channels with the reference HBS as 
The probability of a particular element in H,1 , Pr{s
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as follows:
For a given element in state space H,1 , the tagged EUE feeds back its best m H1 channels. Next, we denote the state space of the joint channels states and channels allocation of the best m H1 channels of the tagged EUE with the reference HBS as:
H,j i ,i,1 ∈ {0, 1}}. The probabilities of elements in H,1 can be calculated using eq. (9) along with the corresponding conditional probabilities in eq. (7). 5 Next, we define state variable t
, which is the sum of the channel states of all channels allocated to the tagged EUE by the reference HBS. Let φ t (φ t ⊂ H,1 ) denote the set of all elements for which t Pr{φ}. Then, we define probability vector T H whose elements are the probabilities Pr{t (n) H = t}, 0 ≤ t ≤ (K − 1)m H1 , and matrix T H of identical rows with each row equalsT H . The sum transmission rate allocated to the tagged EUE by the reference HBS at time slot n can readily be calculated using eq. (1).
Following the above procedure, we can obtain matrices T M and T S for the sum transmission rates allocated to the tagged EUE by the MBS and the reference SBS respectively. Finally, we define matrix W, where the elements of W are the joint probabilities Pr{t
. W is then given by:
where ⊗ denotes the Kronecker product.
B. SYSTEM'S STATE SPACE AND TRANSITION PROBABILITY
Assuming buffers with finite sizes, the joint system's state space is denoted as: = {(q
M and q (n) S are the number of packets 5 The number of possible feedback choices of a particular element λ in state space H,1 , ν = total number of channels in λ with the minimum fed back state number of fed back channels in λ with the minimum fed back state . This must be taken into consideration when calculating the probabilities of elements in state space H,1 .
temporarily stored in the tagged EUE's buffers at the MBS and the reference SBS respectively at time slot n. Also, Q M and Q S are the sizes of the tagged EUE's buffers at the MBS and the reference SBS respectively. Since all state variables are discrete and the system is time slotted, the system can be modeled as a discrete time Markov chain (DTMC). The transition probability matrix of the DTMC is denoted as P, where the elements of P are the joint transition probabilities Pr{q
S }. The block sub-matrices representation of P is shown in eq. (11), as shown at the top of the next page, where
Eq. (11) shows that P can be represented by a quasi-birth-anddeath process as follows: 
where X = Q M /Y M . This is done using larger block submatrices, where block sub-matrices in eq. (12) 
S ) at time slot n to states ((q M + τ M ) (n+1) , (q S + τ S ) (n+1) ) at time slot n + 1. In order to derive block sub-
whose elements are one. We also define set of matrices O
where O 
where O
S (k, e) is the element in row k and column e of matrix O (l) S . Then, we proceed to deriving block sub-matrices of P as shown in eq. (21)- (29) 
. . .
C. DERIVATION OF PERFORMANCE MEASURES
Let us denote the steady state probability vector of the transition probability matrix P as π π π . The matrix-analytic procedure in [33] can be used to obtain π π π . Moreover, π π π can be expanded as:
, where π π π (i,j) is the steady state probability vector that corresponds to all states with q (n) M = i and q (n) S = j. In the following subsections, we derive packetlevel performance parameters using π π π .
1) BUFFERS' LENGTH DISTRIBUTION
The buffers' length distribution is the joint probability, at steady state, of finding i packets in the tagged EUE's buffer at the MBS and j packets in the tagged EUE's buffer at the SBS. The buffers' length distribution can be calculated as follows:
where 1 is a column vector of proper size with all elements equal 1.
2) DELAY DISTRIBUTION
Here, the delay experienced by a particular packet is defined as the number of time slots between the packet arrival to one of the tagged EUE's buffers to its arrival to the tagged EUE along with all packets ahead of it in both buffers. This definition takes out-of-sequence packet delivery into consideration in parallel transmission schemes e.g., multi-flow CA, the DCS scheme in [16] and parallel transmission in multi-RATs [24] . The queuing delay and other packet-level performance parameters are derived as follows. First we define an absorbing Markov chain P abs which is derived following the same procedure to derive P while setting α 0 = 1 and α i = 0, 1 ≤ i ≤ Z [19] . Next, we define probability vector π π π 0 as follows: π π π 0 = π π π P abs . π π π 0 can be written as:
. Note that element π π π 0(i,j) is the
probability vector of states with i packets at the tagged EUE's buffer at the MBS and j packets at the tagged EUE's buffer at the SBS after transmission takes place and before new arriving packets are admitted to the buffers. When a new arriving packet is admitted to one of the buffers, this packet will see the packets in the tagged EUE's buffers after transmission took place along with all packets arriving ahead of it. Let us denote the joint probability of the number of packets in the tagged EUE's buffers as seen by an arriving packet as ω ω ω. We can write:
, where ω ω ω (q M ,q S ) is given by eq. (15), as shown at the bottom of the next page. In eq. (15), ξ ij = j k=1 f i (e k ), packet k is considered to be sent to the MBS if index e k is equal to 1 and to the SBS otherwise, and functiong x (y) is equal to 0 if x > y and 1 otherwise.
When a packet arrives to one of the tagged EUE's buffers, it is dropped if that buffer is full. Let ρ denote the probability that an arriving packet is dropped due to buffer overflow. ρ is given by:
It is noteworthy that ω ω ω represents the joint buffer states as seen by an arriving packet, whether this packet is admitted to its respective buffer or dropped due to buffer overflow at that buffer. Therefore ω ω ω is not suitable for measuring queuing delay as queuing delay is not experienced by packets that are dropped due to buffer overflow. Hence, we denote the joint buffer state of the tagged EUE's buffers as seen by an admitted packet as . Then, can be expanded as
, where probability vector ( 
is given by:
Let χ χ χ(d) denote the joint buffer state as seen by an admitted packet after d time slots from its arrival. Then, χ χ χ(d) is given by:
. The queuing delay experienced by a packet that is admitted to one of the tagged EUE's buffers at either tier is denoted as D. The CDF of D is given by:
Eq. (18) suggests that an admitted packet is considered to have arrived to the tagged EUE only when all packets ahead of it in both buffers have also arrived. As such, this equation accounts for out-of-sequence packet delivery. Finally, the average queuing delay is denoted asD and is given by:
where
The average queuing delay in this paper can only be calculated using the delay CDF since the Little's law, which is used to calculate the average queuing delay for traditional queuing systems, is not applicable for forkjoin queuing systems [25] , [26] . Also, the delay CDF is a detailed measure of the tagged EUE's delay performance and is useful to meet statistical delay requirements. Specifically, in addition to the average queuing delay requirement, the delay requirement of the tagged EUE could be expressed as F D (d i ) ≥ ζ , where d i is a given number of time slots and ζ is a given delay requirement probability.
3) PACKET LOSS PROBABILITY
There are two causes for packet loss, namely, packet loss due to buffer overflow and packet loss due to link error.
The overall PLP can be calculated as follows:
where PER 0 is the average packet error rate which is given by: PER 0 = 1 − (1 − BER 0 ) , where is the packet size.
IV. NUMERICAL RESULTS AND DISCUSSION
In this section, selected numerical results are presented by implementing the steps for the analytical model in Section III. The numerical results are validated through computer simulations. We generate locations of SBSs and all UEs randomly at the beginning of simulations. The numbers of UEs from the different categories are: U M = 10, U ME = 11, U SE = 3 and U S = 4. Two packet arrival scenarios are considered with corresponding probability vectors α 1 α 1 α 1 and α 2 α 2 α 2 as shown in Table I . Other system parameters are also given in Table I . 
A. EFFECT OF THE PACKET SCHEDULING PARAMETER
Here, the effect of varying the packet scheduling parameter β on the performance of the tagged EUE is investigated for several cases of packet arrival and amount of CQI feedback. Fig. 3 and Fig. 4 , respectively, show the PLP and the average queuing delay performances when β is varied. In these figures, for a particular case of packet arrival and amount of
VOLUME 7, 2019 CQI feedback, there is a value of β that optimizes the PLP and a value of β that optimizes the average queuing delay. The value of β that optimizes the PLP and the value of β that optimizes the average queuing delay are not necessarily unique for the same case of packet arrival and amount of CQI feedback as shown in Fig. 3 and Fig. 4 . From Section III, it is obvious that these two performance metrics have different relationship with steady state solution π π π . While the PLP performance is mainly affected by steady state probabilities of states that can result in buffer overflow in a particular buffer, the delay performance is affected by the joint buffers states as seen by an admitted packet. The value of β that minimizes the joint buffers states as seen by an admitted packet is not necessarily the same as the value of β that minimizes steady state probabilities of states that can result in buffer overflow in a particular buffer. Next, the CDF of delay is investigated for various cases of packet arrival and amount of CQI feedback using various values of β as shown in Fig. 5 . In this figure, for a particular case of packet arrival and amount of CQI feedback, we show the delay CDF while setting β to the value that optimizes the average queuing delay. As expected, the delay performance of the tagged EUE is improved for a particular case of packet arrival and packet scheduling parameter when increasing the amount of CQI feedback.
From these results, we can see that our developed model can be implemented to gauge various packet-level performance parameters for EUEs served by multiple tiers through multi-flow CA. In particular, for a given set of system and operating parameters (e.g., packet arrival statistics, packet scheduling parameter, amount of CQI feedback, number of component carriers in each tier, number of interfering small cells, etc.), the network operator can use our model to measure QoS parameters (e.g., PLP and queuing delay). Also, our model can be used to tune various parameters in order to offload traffic from the macrocell to the small cells while maintaining the QoS requirements of EUEs. For example, if other system and operating parameters are known, the network operator can implement our model to find the minimum value of β and the amount of CQI feedback to the MBS and the SBSs needed to maintain the packet-level QoS requirements of EUEs. Suppose that the QoS requirements of the tagged EUE are P = 0.14,D = 18.5, d i = 20 and ζ = 0.6 for packet arrival scenario 1. These requirements are maintained with m M1 = 8, m S1 = 4 and β = 0.6 as shown in Fig. 3, Fig. 4 and Fig. 5 . In this particular example, 40% of the tagged EUE's data packets are delivered by the reference SBS. 
B. EFFECT OF VARYING THE NUMBER OF SMALL CELLS
Next, we study the effect of increasing the number of interfering small cells on the performance of the tagged EUE. The PLP and the average queuing delay versus the number of interfering small cells are shown in Fig. 6 and Fig. 7 respectively. In Fig. 6 , for a particular case of packet arrival, amount of CQI feedback and number of interfering small cells, we show the PLP while setting β to the value that optimizes the PLP. Similarly in Fig. 7 , for a particular case of packet arrival, amount of CQI feedback, and number of interfering small cells, we show the average queuing delay while setting β to the value that optimizes the average queuing delay. It is obvious from these figures that the PLP and the average queuing delay vary significantly when varying the number of interfering small cells. This is due to the fact that deploying additional small cells has several effects on the tagged EUE's performance. In particular, increasing the number of small cells increases the interference at the tagged EUE, and hence the transmission rate offered to the tagged EUE by the reference SBS decreases. However, traffic can be offloaded from the macrocell to newly added small cells, which increases the transmission rate offered to the tagged EUE by the MBS. The delay CDF of various cases of packet arrival, amount of CQI feedback and number of interfering small cells is shown in Fig. 8 . In this figure, for a particular case of packet arrival, amount of CQI feedback and number of interfering small cells, we show the delay CDF while setting β to the value that optimizes the average queuing delay. Improvement in the delay performance due to increasing the amount of CQI feedback varies significantly with the number of interfering small cells. For example, for both packet arrival scenarios in Fig. 8 , when the amount of CQI feedback increases, the delay performance improves significantly for I = 8. On the other hand, only limited improvement in the delay performance is achieved when the amount of CQI feedback increases for I = 3. Increasing CQI feedback is more beneficial when there are more interfering small cells because these interfering small cells will be serving UEs in their coverage areas or their expanded ranges that were initially served only by the MBS. Therefore, traffic is offloaded from the MBS to the newly added SBSs and the improvement is coming from increasing the amount of CQI feedback with the MBS. 
C. EFFECT OF VARYING THE NUMBER OF MUE
Here, we investigate the performance of the tagged EUE when varying the number of MUEs. The PLP and the average queuing delay versus the number of MUEs are shown in Fig. 9 and Fig. 10 respectively. In Fig. 9 , for a particular case of packet arrival, amount of CQI feedback and number of MUEs, we show the PLP while setting β to the value that optimizes the PLP. Similarly in Fig. 10 , for a particular case of packet arrival, amount of CQI feedback and number of MUEs, we show the average queuing delay while setting β to the value that optimizes the average queuing delay.
The delay CDF of various cases of packet arrival, amount of CQI feedback and number of MUEs is shown in Fig. 11 . In this figure, for a particular case of packet arrival, amount of CQI feedback and number of MUEs, we show the delay CDF while setting β to the value that optimizes the average queuing delay. The effect of varying the number of EUEs and SUEs on the performance of the tagged EUE can also be readily obtained using our model, however, we do not include numerical results in this paper for brevity.
As shown in Fig. 9 , Fig. 10 and Fig. 11 , the performance of EUEs can be measured when varying the number of UEs using our developed analytical model. Therefore, similar to [34] , our model can be used for call admission control by determining whether the QoS requirements of EUEs are maintained if new UEs are admitted into the system. As for UEs that are served by a single tier, the traditional queuing models developed in [19] and [20] can be used to determine if their QoS requirements are maintained. Then, based on the QoS requirements of all UEs in the system (including new UEs requesting service), the new service requests can be either admitted or rejected. 
D. EFFECT OF VARYING THE EXPANDED RANGE OF THE REFERENCE SMALL CELL
Finally, we study the performance of the tagged EUE when varying the expanded range of the reference small cell. The PLP and the average queuing delay performances as R E increases are shown in Fig. 12 and Fig. 13 respectively. In Fig. 12 , for a particular case of packet arrival, amount of CQI feedback and expanded range of the reference small cell, we show the PLP while setting β to the value that optimizes the PLP. Similarly in Fig. 13 , for a particular case of packet arrival, amount of CQI feedback and expanded range of the reference small cell, we show the average queuing delay while setting β to the value that optimizes the average queuing delay. We consider that the tagged EUE is located at a distance R M + R E from the reference SBS. As such, the PLP and average queuing delay performances shown in Fig. 12 and Fig. 13 are the worst case scenario performances when varying the expanded range of the reference small cell. The delay CDF of various cases of packet arrival, amount of CQI feedback and expanded range of the reference small cell is shown in Fig. 14 . In this figure, for a particular case of packet arrival, amount of CQI feedback and expanded range of the reference small cell, we show the delay CDF while setting β to the value that optimizes the average queuing delay. From Fig. 12, Fig. 13 and Fig. 14, we can see that our developed analytical model can be implemented to select the value of R E for the reference small cell which ensures that the QoS requirements of EUEs at the expanded range of the reference small cell are maintained.
V. CONCLUSION
In this paper, we have studied the cross-layer performance of HetNets under multi-flow CA. We have developed a queuing analytical model for measuring various packet-level performance parameters e.g., packet loss probability and queuing delay. Our developed model accounts for the time varying channels, the channel scheduling algorithm, partial CQI feedback and the number of component carriers deployed at each tier. Our model also takes into consideration stochastic packet arrivals, the packet scheduling algorithm and out-of-sequence packet delivery. We have shown that the developed model can be used to tune system and operating parameters in order to offload traffic from the macrocells to the small cells while maintaining the QoS requirements of EUEs.
APPENDIX I DERIVATION OF BLOCK SUB-MATRICES C
Here, we derive block sub-matrices
,τ S , which represent the transition of the system from states (q
S ) at time slot n to states ((q M + τ M ) (n+1) , (q S + τ S ) (n+1) ) at time slot n+1. Note that the transition in the tagged EUE's buffer at the reference small cell from states (q 
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TO STATES ((q M + τ M ) (n+1) , (q S + τ S ) (n+1) ): S , τ S ≤ Z (38)
