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RESUMO
O objetivo desta dissertação é propor uma definição para o Índice de Mas-
lov, onde consideramos o contexto de um espaço vetorial split, isto é, um espaço
vetorial munido de uma forma bilinear simétrica split, ao invés de um espaço
vetorial simplético. Para tanto, primeiramente apresentamos alguns resultados
fundamentais sobre os espaços vetoriais split, com o intuito de generalizar o con-
ceito e propriedades de subespaços isotrópicos maximais. Uma vez apresentada
tal definição, somos capazes de introduzir, à chamada, Grassmanniana Lagran-
giana relativa à um espaço vetorial split, que consiste do conjunto de todos os
subespaços isotrópicos maximais, e como feito no caso simplético, mostraremos
que tal conjunto possui uma estrutura de variedade homogênea, entre outras pro-
priedades. Por fim, propomos uma definição para o Índice de Maslov para curvas
contínuas sobre essa nova Grassmanniana Lagrangiana. E por consequência se-
remos capazes de propor uma definição para Índice de Maslov relativo a uma
estrutura de Cartan-Dirac.
Palavras-chave: Grassmanniana Lagrangiana; Índice de Maslov; Estrutura de
Cartan-Dirac.
ABSTRACT
The aim of this dissertation is to propose a definition for the Maslov In-
dex, where we consider the context of a split vector space, that is, a vector space
provided with a symmetrical bilinear form that is split , rather than a symplectic
vector space. Therefore, we first present some fundamental results about split
vector spaces, in order to generalize the concept and properties of maximal iso-
tropic subspaces. Once this definition is presented, we introduce the set of all
maximal isotropic subspaces, called Lagrangian Grassmannian, and as done in
the symplectic case, we will show that this set has a structure of homogenous ma-
nifold, among other properties. Finally, we propose a definition for the Maslov
Index for continuous curves on this new Lagrangian Grassmannian. And finally
we will be able to propose a definition for Maslov Index relative to a Cartan-Dirac
structure.
Keywords: Lagrangian Grassmannian; Maslov Index; Cartan-Dirac structure.
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A célebre Teoria de Morse tem se mostrado de grande interesse e utilidade há décadas.
Um dos pontos fundamentais desta teoria é o estudo de pontos conjugados ao longo das geodé-
sicas em uma variedade Riemanniana. Podemos então nos perguntar uma maneira de estender
esse maquinário para geodésicas em variedades semi-riemannianas. Uma dessas formas de
generalização é dada através do estudo do chamado Índice de Maslov.
Sabemos que o espaço vetorial R2n possui uma forma simplética canônica, isto é, uma
forma bilinear anti-simétrica e não-degenerada. Em coordenadas, podemos expressar tal forma
por ω =
∑
i dxi ∧ dyi. Dado um subespaço vetorial L, dizemos que o mesmo é isotrópico se
ω|L×L = 0. Dizemos também que L é Lagrangiano quando for isotrópico maximal, isto é,
não propriamente contido em qualquer espaço isotrópico. O conjunto de todos os subespaços
Lagrangianos é chamado de Grassmanniana Lagrangiana e é denotado por Λ(2n).
Grosso modo, o índice de Maslov é um invariante homológico com valores nos inteiros
sobre os caminhos contínuos sobre a Grassmanniana Lagrangiana. Uma das propriedades mais
interessantes é o fato de o mesmo poder ser estudado do ponto de vista da teoria de transver-
salidade. De maneira mais precisa, seja L0 um Lagrangiano e considere Λ
≥1(L0) o conjunto
de todos os Lagrangianos que intersectam L0 em um subespaço com dimensão maior que 1;
então, de certa forma, o Índice de Maslov de uma curva em Λ pode ser visto como o número
de interseções desta com Λ≥1(L0).
Identificando o espaçoRn com o seu dual via o produto interno canônico, podemos iden-
tificar R2n com o espaço Rn ⊕Rn∗, e fazendo essa identificação temos que a forma simplética
ω é dada pela expressão, ω(X + ξ, Y + η) = η(X)− ξ(Y ), onde X + ξ, Y + η ∈ Rn ⊕ Rn∗.
Considerando o contexto da Geometria Generalizada e Estruturas de Dirac, observamos que a
forma bilinear simétrica 〈·, ·〉, dada por 〈X + ξ, Y + η〉 = η(X) + ξ(Y ), apresenta um papel
fundamental nessas teorias, então é natural se perguntar, se podemos generalizar a teoria sobre
Índice de Maslov substituindo ω por 〈·, ·〉.
Da mesma forma que definimos subespaços isotrópicos maximais para ω, podemos de-
finir para 〈·, ·〉, e igualmente podemos introduzir uma Grassmanniana Lagrangiana relativa ao
pareamento simétrico. É conhecido que muitas propriedades da Grassmanniana Lagrangiana
simplética são generalizadas para a Grassamanniana Lagrangiana simétrica, como o fato de
possuir uma estrutura de subvariedade mergulhada da variedade Grassmanniana e apresentar
uma estrutura de variedade homogênea, e ao longo dessa dissertação vamos apresentar de forma
10 Introdução
detalhada essa generalização. E então utilizaremos a teoria desenvolvida para, no capítulo 4,
propor uma definição de Índice de Maslov para esse contexto, e vamos mostrar que este novo
índice ainda pode ser estudado de um ponto de vista de transversalidade, de modo similar ao
contexto simplético. Por fim no Capítulo 5, vamos introduzir o conceito de Índice de Maslov
relacionado à uma estrutura de Cartan-Dirac.
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Capítulo 1
MOTIVAÇÃO: ÍNDICE DE MASLOV NO CASO
SIMPLÉTICO
As principais referências para a definição e estudo do Índice de Maslov são [8] e [6],
para generalidades sobre variedades, grupos de Lie e ação de Grupos indicamos [3].
Grassmanniana Lagrangiana
Considere R2n com coordenadas (x1, ..., xn, y1, ..., yn) então obtemos uma forma bili-





É fácil de verificar que ω é anti-simétrica e não degenerada, uma forma bilinear satisfazendo
estas propriedades é chamada de forma simplética e um espaço vetorial real de dimensão finita
munido de uma forma simplética é chamado de espaço vetorial simplético, portanto temos que
(R2n, ω) é um espaço vetorial simplético.
Note que o fato de ω ser não degenerada não garante que para todo subespaço L ⊂ R2n
vamos ter que ω|L×L : L×L → R é não degenerada. De fato, fazendoL = Rn⊕{0} temos que
ω|L×L = 0. Quando um subespaço L satisfaz ω|L×L = 0 dizemos que o espaço L é isotrópico,
e se não existe outro L′ isotrópico tal que L  L′ dizemos que L é isotrópico maximal ou
Lagrangiano, temos a seguinte caracterização dos subespaços Lagrangianos.
Lema 1.1. Seja L ⊂ R2n. Então são equivalentes:
• L é isotrópico maximal;
• L= L⊥;
• L é isotrópico e dim(L) = n.
Onde L⊥ = {v ∈ V | ω(v, w) = 0 ∀w ∈ L}.
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Segundo essa caracterização alguns exemplos triviais de espaços lagrangianos são:
Exemplo 1.2. Exemplos de Subespaços Lagrangianos.
• Rn ⊕ {0};
• {0} ⊕ Rn;
• Gr(T ) = {(v, Tv) | v ∈ Rn}, para toda aplicação T : Rn → Rn simétrica.
O conjunto de todos os subespaços Lagrangianos é chamado de Grassmanniana Lagran-
giana e é denotado por Λ(2n), o objetivo dessa seção será estudar as propriedades de Λ. Uma
das formas de fazer isso é estudando as propriedades de ω, e uma das propriedades mais interes-
santes desta forma simplética é que ela se relaciona muito bem com o produto interno canônico
de R2n, denotado aqui por g. Esta relação é dada da seguinte forma: Seja J : R2n → R2n a
aplicação linear dada por J(x, y) = (−y, x), então temos que:
g(·, ·) = ω(J ·, ·). (1.1)
Mais do que isto, uma vez que identificamos canonicamente R2n com Cn temos que a forma
simplética ω também se relaciona de forma interessante com o produto Hermitiano canônico
de Cn, denotado por gC, e esta relação é dada por:
gC = g − iω. (1.2)
Portanto é claro que para estudar a forma simplética podemos estudar g, gC e suas relações com
ω. Uma forma de fazer isto é analisar os grupos de isomorfismos lineares que preservam estas
estruturas, ou seja, o grupo das aplicações ortogonais O(2n) e o grupo das aplicações unitárias







Baseado nestas ideias, podemos também definir o grupo de isomorfismos lineares que
preservam ω, em outras palavra definimos:
Sp (2n)
.
= {T ∈ GL (2n,R) : ω(T ·, T ·) = ω(·, ·)}.
Chamamos este grupo de Grupo Simplético. Observe que as equações (1.1) e (1.2) fornecem
um indicativo que existe uma relação entre os grupos simplético, ortogonal e unitário, esta
relação é dada pelo seguinte Teorema:
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Teorema 1.3. Sp (2n) ∩O(2n) = Sp (2n) ∩GL (n,C) = O (2n) ∩GL (n,C) = U (n).
Agora vamos mostrar que o Grupo Simplético age na Grassmanniana Lagrangiana e
portanto proporciona uma poderosa ferramenta para o estudo do espaço Λ. Para tanto seja
T ∈ Sp (2n) e L ∈ Λ, note que como T preserva a forma simplética T (L) é um subespaço
isotrópico de R2n, mas como T é isomorfismo dim(T (L)) é n, portanto T (L) é um subespaço
Lagrangiano assim obtemos uma ação Grupo Simplético na Grassmanniana Lagrangiana dada
por:
Sp (2n)×Λ → Λ
(T, L) → T (L).
O Teorema 1.3 nós diz que U(n) ⊂ Sp (2n), portanto temos que a ação de Sp (2n) em
Λ se restringe a uma ação de U(n) em Λ e esta ação nós permite ver Λ como uma variedade
homogênea.
Teorema 1.4. A ação de U(n) em Λ é transitiva e o subgrupo estabilizador desta ação é dado
por O(n). Portanto existe uma bijeção entre U(n) /O(n) e Λ, induzindo uma estrutura de
variedade suave de dimensão 1
2
n(n+ 1) em Λ.
Demonstração. Para mostrar que a ação é transitiva sejam L1, L2 em Λ então podemos tomar
bases g-ortonormais {bj}nj=1 e {b′j}nj=1 para L1 e L2 respectivamente. Pela equação 1.2 temos
que:







Logo as bases {bj}nj=1, {b′j}nj=1 podem ser vistas como bases complexas gC-ortonormais
para Cn, portanto definindo o operador linear U(bj) = b
′
j temos de forma imediata que U ∈







temos que T ∈ Sp (2n) e T (L1) = L2. Provamos assim que U(n) age de forma transitiva
na Grassmanniana Lagrangiana. Agora para calcular o subgrupo estabilizador defina L0 =
Rn ⊕ {0}, assim:
Stb(L0) = {A+ iB ∈ U(n) : B = 0}
∼= O(n) .
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Onde este isomorfismo é dado por:
O(n) → Stb(L0)
A → A+ i0.
Concluindo assim a demostração. 
Agora considere um subespaço Lagrangiano L0 ⊂ R2n fixo. Para cada k = 0, ..., n
definimos o seguinte subconjunto de Λ:
Λk(L0) = {L ∈ Λ : dim(L ∩ L0) = k}.
Dois fatos não trivial sobre os conjuntos Λk(L0) são que:




Teorema 1.6. Para cada k = 1, ..., n, o subconjunto Λk(L0) é uma subvariedade mergulhada
de Λ com codimensão 1
2




B ∈ Bsym(L) : B|L∩L0 = 0
}
,
para cada L ∈ Λk(L0).
Agora focamos nossas atenções no conjunto Λ1(L0). Pelo Teorema anterior temos que
este é uma subvariedade de Λ com codimensão 1 e a principal propriedade desta subvariedade
é que ela possui uma orientação transversal em Λ. Lembrando que se M é uma variedade suave
e N é uma subvariedade, uma orientação transversal de N em M é uma escolha de orientação
para o espaço quociente TpM/TpN que depende continuamente de p ∈ N .
Note que como a codimensão de Λ1(L0) em Λ é 1, uma orientação transversal é equiva-
lente a um campo vetorial X : Λ1(L0) → TΛ tal que XL /∈ TLΛ1(L0) para cada L ∈ Λ1(L0).
De forma grosseira, a existência desse campo nos diz que a subvariedade Λ1(L0) tem "dois
lados" em Λ, e assim nós permite definir o conceito de interseção positiva ou negativa de uma
curva com Λ1(L0), e a existência dessa orientação transversal será crucial para definir o Índice
de Maslov.
Observação 1.7. Considere V um espaço vetorial real de dimensão 2n munido de uma forma
bilinear simplética ω. Sabemos que existe um isomorfismo linear Φ : V → R2n tal que
ω(·, ·) = ω0(Φ·,Φ·), onde ω0 é a forma bilinear canônica de R2n. Esse isomorfismo induz
de forma evidente uma bijeção entre a Grassmanniana Lagrangiana Λ(V, ω) de (V, ω) e a
Grassmanniana Lagrangiana de (R2n, ω0), portanto toda a discussão realizada nesta seção
pode ser estendida/adaptada para Λ(V, ω).
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Índice de Maslov
Nesta seção vamos introduzir o Índice de Maslov (relativo a um subespaço Lagrangiano
L0 fixo) de uma curva na Grassmanniana LagrangianaΛ de um espaço simplético (V, ω). Como
dito anteriormente este índice é um invariante homológico com valores nos inteiros, portanto
o primeiro passo para defini-lo será estudar a homologia de Λ, mais precisamente a homo-
logia relativa à Λ0(L0). Para tanto começamos estudando o grupo fundamental de Λ, e para
isso utilizamos fortemente o fato que a Grassmanniana Lagrangiana é difeomorfa a variedade
homogênea U(n) /O(n).
Para tanto considere o seguinte homomorfismo de Lie:
d = det2 : U (n) → S1,
onde S1 ⊂ C. Veja que se A ∈ O(n) ⊂ U(n) então det(A) = ±1, portanto O(n) ⊂ Ker(d).
Segue que d induz uma aplicação:
d : U (n) /O(n) → S1, (1.3)
dado por d(A ·O(n)) = det2(A). Então temos o seguinte:
Proposição 1.8. O grupo fundamental da Grassmanniana Lagrangiana Λ  U(n) /O(n) é
cíclico infinito. Mais explicitamente a aplicação (1.3) induz um isomorfismo:
d∗ : π1 (U (n) /O(n)) → π1(S1).
Demonstração. Primeiramente note que o mapa d : U (n) /O(n) → S1 é uma fibração su-
ave com fibra tipica Ker(d)/O(n). Nosso objetivo vai ser estudar o grupo fundamental de
U(n) /O(n) via a sequência exata de homotopia da fibração d, para isto precisamos estudar
a fibra Ker(d)/O(n). Para tanto, considere a ação por translação a esquerda de SU (n) em
Ker(d)/O(n), isto é, a ação dada por:
SU (n)×Ker(d)/O(n) → Ker(d)/O(n)
(T,A ·O(n)) → (TA) ·O(n) .








onde α = det(A), assim OA∗ ∈ SU (n) e OA∗ · (A ·O(n)) = Id ·O(n). Portanto essa ação
é transitiva. Ainda mais, note que o estabilizador do elemento Id ·O(n) é dado por:
Stb (Id ·O(n)) = {T ∈ SU (n) : T ·O(n) = Id ·O(n)}
= SU (n) ∩O(n)
= SO (n) .
Portanto obtemos um difeomorfismo:
SU (n) /SO (n)
−→ Ker(d)/O(n) ,
dado por T ·SO (n) → T ·O(n), isto é, este difeomorfismo é induzido pela inclusão SU (n) ↪→
Ker(d).
Por outro lado, como SO (n) ⊂ SU (n) é um subgrupo fechado temos uma fibração
SU (n) → SU (n) /SO (n), logo como SU (n) é simplesmente conexo segue que SU (n) /SO (n)
é conexo. Tendo em mente que SO (n) é conexo, e utilizando a sequência exata longa de ho-
motopia associada a fibração SU (n) → SU (n) /SO (n), obtemos a sequência exata curta:
π1 (SU (n)) → π1 (SU (n) /SO (n)) → π0(SO (n)).
Portanto temos que π1 (SU (n) /SO (n)) é trivial, logo Ker(d)/O(n)  (SU (n) /SO (n)) é
simplesmente conexo.
Assim voltando ao objetivo de estudar a sequência exata longa de homotopia da fibração
d, obtemos a seguinte sequência exata curta:
0 → π1 (U (n) /O(n)) d∗−→ π1(S1) → 0,
obtemos então o desejado. 
Como o grupo fundamental de Λ é cíclico infinito, portanto abeliano, segue do Teorema
de Hurewicz o seguinte corolário:
Corolário 1.9. O primeiro grupo de homologia singular H1(Λ) de Λ é infinito e cíclico.
Por fim podemos estudar a homologia relativa, pelo Teorema 1.5 temos que o conjunto
Λ0(L0) é homeomorfo a R
1
2
n(n+1) portanto obtemos o seguinte:
Corolário 1.10. Para um subespaço Lagrangiano L0 ∈ Λ, a inclusão:
q : (Λ, ∅) → (Λ,Λ0(L0))
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induz um isomorfismo:





Em particular, H1 (Λ,Λ0(L0)) é cíclico infinito.
Acabamos de provar que, fixado um Lagrangiano L0 ∈ Λ, temos que H1 (Λ,Λ0(L0)) é
isomorfo a Z. Então cada curva 	 : [a, b] → Λ com extremos em Λ0(L0), isto é 	(a), 	(b) ∈
Λ0(L0), define uma classe de homologia relativa em H1 (Λ,Λ
0(L0)), e portanto se essa classe
não for trivial define um isomorfismo comZ. Vamos mostrar agora que a orientação transversal
dada para Λ1(L0) induz uma escolha canônica de gerador para H1 (Λ,Λ
0(L0)). Uma vez que
esta escolha foi feita, vamos poder associar a cada curva da forma 	 : [a, b] → Λ um inteiro,
este inteiro será chamado de Índice de Maslov da curva 	. Mas antes disso vamos construir
explicitamente um gerador para H1 (Λ,Λ
0(L0)).















⎞⎟⎟⎟⎟⎠ ∈ U(n) ,
veja que esta curva projeta em uma curva fechada, A(t) = A(t) · O(n), em U(n) /O(n).







 t → det2(A(t)) = (−1)n−1e2it (1.5)
é um gerador do grupo fundamental de S1 ∈ C, segue da Proposição 1.8 que a curva A define
um gerador do grupo fundamental de U(n) /O(n). Veja que o difeomorfismo U(n) /O(n) 
Λ(2n) é dado explicitamente pelo mapa :
U(n) /O(n) → Λ(2n)
A ·O(n) → A (Rn ⊕ {0}n) .
Por outro lado, o Lagrangiano A(t) (Rn ⊕ {0}n) ∈ Λ(2n) é gerado pelos vetores:
{e1 cos(t) + en+1 sin(t), en+2, ..., e2n},
onde {ej}2nj=1 denota a base canônica de R2n. Uma escolha de base simplética {bj}2nj=1 de V
induz um difeomorfismo de Λ em Λ(2n). Então definindo 	(t) ∈ Λ, como sendo o Lagrangiano







 t → 	(t) = span{b1 cos(t) + bn+1 sin(t), bn+2, ..., b2n}. (1.6)
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Portando da discussão anterior vemos que a curva (1.6) define um gerador para o grupo funda-
mental de Λ. Pela definição do homomorfismo de Hurewicz a mesma curva induz um gerador
para H1(Λ). Por fim, como o isomorfismo 1.4 é dado pela inclusão a curva (1.6) é um gerador
para H1 (Λ,Λ0(L0)).
Finalmente formalizamos o conceito de interseção de uma curva 	 : [a, b] → Λ com a
subvariedade Λ.
Definição 1.12. Seja 	 : [a, b] → Λ uma curva de classe C1. Dizemos que 	 intersepta trans-
versalmente o conjunto Λ≥1(L0) no instante t = t0 se 	(t0) ∈ Λ1(L0) e 	′(t0) /∈ T(t0)Λ1(L0).
Dizemos que esta interseção transversal é positiva (resp. negativa) se a classe de 	′(t0) no
quociente T(t0)Λ/T(t0)Λ1(L0) define uma base positivamente orientada (resp. negativamente
orientada) com relação a orientação transversal de Λ1(L0) em Λ.
O próximo Lema mostra como a orientação transversal dada para Λ1(L0) induz uma es-
colha canônica de gerador para H1(Λ,Λ0(L0)), mas antes definimos Λ
≥1(L0) = ∪nk=1Λk(L0).
Lema 1.13. Seja L0 ∈ Λ um subespaço Lagrangiano e sejam
	1, 	2 : [a, b] → Λ
curvas de classeC1 com os extremos emΛ0(L0) e que tem apenas uma interseção comΛ≥1(L0),
suponha ainda que esta interseção é transversal e positiva. Então temos que 	1 e 	2 são homolo-
gas emH1 (Λ,Λ0(L0)), e qualquer uma dessas curvas define um gerador paraH1 (Λ,Λ0(L0)) 
Z.
Agora estamos completamente aptos a definir o Índice de Maslov.





da seguinte forma: tome uma carva 	 de classe C1 em Λ com os extremos em Λ0(L0) tal que 	
tenha apenas uma interseção com Λ1(L0), sendo essa interseção transversal e positiva. Defina
μL0 exigindo que a classe de homologia da curva 	 seja levada no elemento 1 ∈ Z. Pelo Lema
1.13, o isomorfismo (1.7) está bem definido, isto é, independe da escolha de curva 	.
Suponha agora que 	 : [a, b] → Λ é uma curva arbitrária continua, com os extremos em
Λ0(L0), então denotamos por μL0(	) ∈ Z o inteiro correspondente à classe de homologia de 	
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pelo isomorfismo (1.7). O número μL0(	) é chamado de Índice de Maslov da curva 	 relativo
ao Lagrangiano L0.
A seguir apresentamos algumas propriedades do Índice de Maslov, que seguem direta-
mente das propriedades da homologia relativa.
Lema 1.15. Seja 	 : [a, b] → Λ uma curva com extremos em Λ0(L0), então temos que:
1. se σ : [a′, b′] → [a, b] é uma aplicação contínua com σ(a′) = a, σ(b′) = b então
μL0(	 ◦ σ) = μL0(	);
2. se m : [a′, b′] → Λ é uma curva com os extremos em Λ0(L0) tal que 	(b) = m(a′), então
μL0(	 ·m) = μL0(	) + μL0(m);
3. μL0(	−1) = −μL0(	);
4. se Im(	) ⊂ Λ0(L0) então μL0(	) = 0;
5. se m : [a, b] → Λ é homotópica a 	 com pontos livres em Λ0(L0), então μL0(	) =
μL0(m);
6. existe uma vizinhança U de 	 em C0([a, b],Λ) dotado da topologia compacta-aberta tal
que, se m ∈ U tem extremos em Λ0(L0), então μL0(	) = μL0(m).
Exemplo 1.16. O Índice de Maslov no caso que temos apenas interseções transversais.
Seja 	 : [a, b] → Λ uma curva de classe C1 que tem apenas interseções transversais com o
conjunto Λ≥1(L0), então o Índice de Maslov μL0(	) pode ser visto como o número de interse-
ções da curva 	 com o subconjunto Λ≥1(L0) ⊂ Λ. De fato, vamos mostrar no Lema 1.18 que
essas interseções devem ser isoladas portanto finitas, então podemos escrever:
	 = 	1 · ... · 	k,
onde cada curva 	k tem apenas uma interseção transversal com Λ≥1(L0), então pelas Propri-
edades (2), (3) e (4) temos que μL0(	) é o número de interseções positivas menos os número de
interseções negativas. No Teorema 1.19 generalizamos esse resultado.
Note que até este momento só exploramos o caso em que temos interseção com a sub-
variedade Λ1(L0), então para estudar o caso em que temos interseções com outros estratos do
conjunto Λ≥1(L0) fazemos a seguinte definição.
Definição 1.17. Dada uma curva t → 	(t) ∈ Λ de classe C1 dizemos que 	 tem uma interseção
não degenerada com Λ≥1(L0) no instante t = t0 se 	(t0) ∈ Λ≥1(L0) e 	′(t0) é uma forma
bilinear não degenerada em L0 ∩ 	(t0).
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Seja 	 uma curva de classe C1 em Λ que tem um uma interseção não degenerada com
Λ≥1(L0) em t = t0, então o fato de 	′(t0)|L0∩(t0) ser uma forma não degenerada garante o
seguinte resultado:
Lema 1.18. Se uma curva 	 em Λ tem uma interseção não degenerada com Λ≥1(L0) em t = t0,
então essa interseção é isolada, isto é, 	(t) ∈ Λ0(L0) para todo t suficientemente próximo de
t0.
Como consequência disso temos que se uma curva 	 tem apenas interseções não dege-
neradas com Λ≥1(L0), então o número de interseções é finito. De fato, suponha que o conjunto
de interseções {	(tj)}j∈N fosse infinito, então como [a, b] é compacto {tj}j∈N teria um ponto li-
mite t, e como Λ≥1(L0) é fechado temos que 	(t) ∈ Λ≥1(L0), por hipótese a interseção de 	 em
t0 é não degenerada, isto é um absurdo pois esta interseção não é isolada. Por fim apresentamos
uma generalização do Exemplo 1.16.
Teorema 1.19. Sejam L0 ∈ Λ um subespaço Lagrangiano e 	 : [a, b] → Λ uma curva de classe
C1 com os extremos em Λ0(L0) que tem apenas interseções não degeneradas com Λ≥1(L0).









Note que se 	(t) /∈ Λ≥1(L0) então 	′(t)|L0∩(t) = 0, portanto o somatório em (1.8) está
bem definido.
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Capítulo 2
ÁLGEBRA LINEAR GENERALIZADA
Começamos o Capítulo apresentando a definição e propriedades de espaços vetoriais
split, para isso nos baseamos em [10] e [7]. Em seguida, introduzimos o conceito de álgebras
de Clifford que serão de extrema importância no Capítulo 4. Por fim, nos especializamos no
caso onde o espaço vetorial split é dado por E⊕E∗, para um espaço vetorial de dimensão finita
E qualquer, onde nos baseamos nas notas apresentadas em [5].
2.1 Formas Bilineares Simétricas
Suponha que V é um espaço vetorial real de dimensão finita. Dada uma forma bilinear
B : V × V → R, definimos a aplicação linear
TB : V → V ∗
v → B(v, ·).
A forma bilinear B é dita simétrica se satisfaz B(v, w) = B(w, v) para todos v, w ∈ V , isto é
T ∗B = TB. Definimos o núcleo de B como sendo o subespaço
Ker(B) = {v ∈ V : B(v, w) = 0, ∀w ∈ V },
note queKer(B) = Ker(TB). A forma bilinearB é dita não degenerada seKer(B) = 0, como
n
.
= dim(V ) < ∞, é fácil ver que B é não degenerada se e somente se TB é um isomorfismo.
O próximo Teorema nós diz que toda forma bilinear simétrica é diagonalizável.
Teorema 2.1. Sejam V um espaço vetorial real com dim(V ) = n munido de um produto
interno g qualquer e B : V × V → R uma forma bilinear simétrica. Então existem p, q
inteiros não negativos e uma base {e1, ..., en} de V tais que B(ei, ej) = g(ei, ej) = 0 e
B(ei, ei) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, 1 ≤ i ≤ p,
−1, p < i ≤ p+ q + 1,
0, p+ q + 1 < i ≤ n,
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sendo que n− p− q − 1 = dim(ker(B)). Uma base satisfazendo essas condições é chamada
de B-ortonormal.
Sejam V , B e p, q como no Teorema anterior então denominamos q de índice da forma
B e q de co-índice da forma B. É possível mostrar que:
n+(B)
.
= p = sup
W⊂V
{dim(W ) : B(w,w) > 0, ∀w ∈ W};
n−(B)
.
= q = sup
W⊂V
{dim(W ) : B(w,w) < 0, ∀w ∈ W}.
Ou seja, o índice e o co-índice de B não dependem da escolha de produto interno e nem da
escolha de base. Note que seB é uma forma bilinear simétrica não degenerada então dim(V ) =
n+(B) + n−(B). Assim fazemos a seguinte definição.
Definição 2.2. Sejam V um espaço vetorial de dimensão finita e B um forma bilinear não
degenerada sobre V . Então definimos a assinatura de B como sendo o par (n+(B), n−(B)).
Exemplo 2.3. O Espaço (Rn,m,Bn,m).
Sejam inteiros positivos n,m e considere a aplicação Bn,m : Rn+m × Rn+m → R dada por:
Bn,m((u, v), (x, y)) = 〈u, x〉Rn − 〈v, y〉Rm ,
onde u, x ∈ Rn e v, y ∈ Rm e 〈·, ·〉Rp denota o produto interno canônico do espaço Euclidiano
Rn. É fácil verificar que Bn,m é uma forma bilinear simétrica, não degenerada e ainda mais,







sendo In e Im as matrizes identidades de dimensão n e m respectivamente. Considerando
o produto interno g = 〈·, ·〉Rn+m temos que a base canônica de Rn+m é uma das possíveis
bases que provamos a existência no Teorema 2.1 assim temos que a assinatura da forma Bn,m
é (n,m). Denotaremos o espaço euclidiano Rn+m munido da forma bilinear Bn,m por Rn,m.
Exemplo 2.4. O Espaço (E⊕ E∗, 〈·, ·〉)
Seja E um espaço vetorial real de dimensão dim(E) = n, então o espaço vetorial E⊕E∗ vem
canonicamente munido de uma forma bilinear natural dada pelo pareamento:
〈(X + ξ), (Y + η)〉 = ξ(Y ) + η(X).
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Considere E1, ..., En uma base de E e E∗1 , ..., E∗n a sua base dual, então notamos que 〈·, ·〉 na
































Desta forma temos um isomorfismo linear T : E ⊕ E∗ → Rn,n tal que T ∗Bn,n = 〈·, ·〉, isto
é o pull back da forma Bn,n pela aplicação T é dado por 〈·, ·〉. Tal isomorfismos é obtido
enviando a base B na base canônica de R2n. Tendo em vista esse isomorfismo concluímos que
assinatura de (E ⊕ E∗, 〈·, ·〉) é dada por (n, n).
A partir desse momento fixamos um espaço vetorial real V tal que dim(V ) = n e
fixamos também uma forma bilinear simétrica e não degenerada B com assinatura (p, q). Note
que se (p, q) é dada por (n, 0) ou (0, n) então B(v, v) = 0 para todo v em V mas o exemplo a
seguir mostra que no caso contrário sempre conseguimos v em V tal que B(v, v) = 0.
Exemplo 2.5. Suponha que p, q > 0 e seja {e1, ...., en} uma base como no Teorema 2.1, então
fazendo v = e1 + ep+1 temos que
B(v, v) = B(e1, e1) + 2B(e1, ep+1) + B(ep+1, ep+1) = 1 + 0 + (−1) = 0.
Assim temos que B(v, v) = 0.
Baseado no exemplo anterior fazemos a seguinte definição.
Definição 2.6. Um vetor v ∈ V é dito isotrópico se B(v, v) = 0.
Para qualquer subespaço W ⊂ V , definimos o subespaço perpendicular de W com
relação a B como:
W⊥ = {v ∈ V : B(v, w) = 0, ∀w ∈ W}.
Notamos que TB(W
⊥) = W 0, onde W 0 denota o anulador de W , então como dim(W ) +
dim(W 0) = dim(V ) temos que dim(W ) + dim(W⊥) = dim(V ).
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2.1.1 Subespaços Isotrópicos
Consideremos ainda um espaço vetorial V de dimensãon e uma forma bilinear simétrica
não degenerada B sobre V com assinatura (p, q).
Definição 2.7. Um subespaço W ⊂ V é dito isotrópico se B|V×V = 0, isto é W ⊂ W⊥.




(B(v + w, v + w)− B(v, v)− B(w,w))
mostra que W ⊂ V é isotrópico se o somente se todos os vetores de W são isotrópicos. Se
W ⊂ V é isotrópico, então
dim(W ) ≤ dim(V )
2
já que dim(W ) + dim(W⊥) = dim(V ). Agora vamos estudar algumas propriedades dos
subespaços isotrópicos.
Proposição 2.8. Dado um subespaço isotrópico W ⊂ V , existe W ′ ⊂ V isotrópico tal que
V = W⊥ ⊕W ′.
Demonstração. SejaU um subespaço complementar aW⊥ qualquer. Defina a aplicaçãoTB|W :
W → U∗ por w → B(w, ·)|U , é fácil ver que ker(TB|W ) = U⊥ ∩W , então a identidade
U⊥ ∩W = (U ⊕W⊥)⊥ = 0
garante que a aplicação TB|W é um isomorfismo. Definimos a aplicação φ : U → W por
φ = (TB|W )−1 ◦ ψ, onde ψ(u) = B(u, ·)|U para cada u ∈ U . Assim temos que φ satisfaz a
seguinte igualdade
B(φ(v), w) = B(v, w), ∀ v, w ∈ U,












B(φ(v), φ(w)), ∀ v, w ∈ U.
Como φ(v), φ(w) ∈ W e este é isotrópico temos que B (v − 1
2





todos v, w ∈ U . Desta forma, o subespaço W ′ .= {u− 1
2
φ(u) : u ∈ U} é isotrópico. Por fim
notamos que W ′ é o gráfico do mapa −1
2
φ : U → W ⊂ W⊥ e como U é complementar a W⊥
temos que W ′ também o é. 
Definição 2.9. Um subespaço é dito isotrópico maximal se é isotrópico e não está propriamente
contido em nenhum outro subespaço isotrópico.
Capítulo 2. Álgebra Linear Generalizada 25
Proposição 2.10. Um subespaço isotrópico W ⊂ V é isotrópico maximal se e somente se
contém todos os vetores v ∈ W⊥ tais que v é isotrópico.
Demonstração. Seja W ⊂ V isotrópico. Definimos W̃ = {w ∈ W⊥ : B(w,w) = 0} é fácil
de ver queW ⊂ W̃ . Suponha primeiro queW é isotrópico maximal e suponha por absurdo que
existe w ∈ W⊥ \W tal que B(w,w) = 0, isto é W  W̃ . Então defina W ′ = W ⊕ span{w},
é fácil de ver que W ′ é isotrópico e contém propriamente W , absurdo pois W é isotrópico
maximal. Por outro lado suponha que W = W̃ e suponha por absurdo que W é isotrópico
mas não é maximal então existe uma subespaço U ⊂ V isotrópico tal que W  U , assim
U ⊂ U⊥ ⊂ W⊥ e se como U isotrópico B(u, u) = 0 para todo u em U portanto U ⊂ W̃ em
particular W  W̃ , ou seja absurdo. 
Uma das propriedades mais interessantes dos espaços isotrópicos maximais é que estes
tem todos a mesma dimensão, mais precisamente temos a seguinte proposição.
Proposição 2.11. Sejam W,W ′ ⊂ V subespaços isotrópicos maximais, então dim(W ) =
dim(W ′).
Demonstração. Primeiramente defina o espaço quociente U = (W +W ′)/(W ∩W ′). Como
W ∩ W ′ ⊂ Ker(B) temos que B induz uma forma bilinear simetria B|U : U × U → R em
U . Notando que W e W ′ são isotrópicos maximais W = {v ∈ W⊥ : B(v, v) = 0} e
W ′ = {v ∈ (W ′)⊥ : B(v, v) = 0}, logo se u ∈ W⊥ ∩W ′ temos que u ∈ W⊥ e B(u, u) = 0
assim u ∈ W . Em resumo temos as igualdades
W⊥ ∩W ′ = W ∩W ′
W ∩ (W ′)⊥ = W ∩W ′.
Portanto:
(W +W ′) ∩ (W +W ′)⊥ = (W +W ′) ∩W⊥ ∩ (W ′)⊥
= (W + (W ′ ∩W⊥)) ∩ (W ′)⊥
= (W ∩ (W ′)⊥) + (W ′ ∩W⊥)
= (W ∩W ′).
Assim o núcleo da restrição deB à (W+W ′) é dado por (W+W ′)∩(W+W ′)⊥ = (W+W ′) =
W ∩W ′, consequentemente a forma bilinear B|U é não degenerada. Considere π : W +W ′ →
U a projeção quociente então pela definição de B|U é fácil ver que os subespaços π(W ) e
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π(W ′) são isotrópicos com relação à B|U . Por outro lado uma conta similar à anterior implica
que U = π(W )⊕ (π(W ′))⊥. Portanto
dim(U) = dim(π(W )) + dim(π(pi(W ′))⊥)
= dim(π(W )) + dim(U)− dim(π(W )).
Por fim temos que
dim(W ) = dim(π(W )) + dim(W ∩W ′)
= dim(π(W ′)) + dim(W ∩W ′)
= dim(W ′).

Baseado na Proposição anterior fazemos a seguinte definição.
Definição 2.12. O índice de Witt de uma forma bilinear não degenerada é a dimensão de um
subespaço isotrópico maximal de V .
Proposição 2.13. O índice de Witt é dado por Witt(B) = max{dim(L) : L é isotrópico}.
Demonstração. Seja d = max{dim(L) : L é isotrópico} e tome U ⊂ V isotrópico tal que
dim(U) = d, notamos que tal U sempre existe pois a dimensão de V é finita. Note que é
suficiente provar que um subespaço isotrópico W com dimensão menor que d não pode ser
maximal. Para tanto fixamos W ⊂ V isotrópico tal que dim(W ) < d. Como W⊥ + U ⊂
(W ∩ U)⊥ temos que:
dim(W⊥ ∩ U) = dim(W⊥) + dim(U)− dim(W⊥ + U)
≥ dim(W⊥) + dim(U)− dim((W ∩ U)⊥)
= dim(V )− dim(W ) + dim(U)− dim((W ∩ U)⊥)
= dim(W ∩ U) + dim(U)− dim(W )
> dim(W ∩ U).
Então existe v ∈ W⊥∩U não nulo tal que v /∈ W , comoU é isotrópico temos que v é isotrópico,
portanto W ⊕ spam{v} é isotrópico e W  W ⊕ span{v} como queríamos provar. 
Corolário 2.14. Seja W ⊂ V isotrópico então existe L ⊂ V isotrópico maximal tal que
W ⊂ L.
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O próximo resultado é de grande importância pois relaciona o índice de Witt de B com
a sua assinatura.
Proposição 2.15. O índice de Witt é dado por Witt(B) = min{n+(B), n−(B)}.
Demonstração. Suponha que a assinatura de B é dada por (p, q) e p ≤ q. O Teorema 2.1
garante a existência de uma base {e1, ..., ep, ep+1, ..., en} de V tal que:
B(ei, ej) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
δij, 1 ≤ i, j ≤ p,
−δij, p < i, j ≤ n,
0, c.c.
Definindo W = span{ei+ep+i : 1 ≤ i ≤ p} é fácil de ver que W é isotrópico e dim(W ) = p.
Por fim assuma que exista U isotrópico tal que dim(U) > p, definindo N = span{ej : p <
j ≤ n} temos que N ∩U = 0, já que caso contrário dim(N +U) > n, mais isso é um absurdo
por B(w,w) < 0 para todo w ∈ N . 
2.2 Formas Bilineares Split
Agora estudamos um caso especial de formas bilinear simétricas, chamadas formas bi-
lineares Split.
Definição 2.16. Uma forma bilinear simétrica não degenerada B : V ×V → R é dita Split se
a sua assinatura é dada por (n, n). Um espaço vetorial V munido de uma forma Split é dito
um espaço vetorial Split.
Os Exemplos 2.3 e 2.4 mostram que os espaços (Rn,n, B0) e (E⊕E∗, 〈·, ·〉) são espaços
vetoriais Split, agora vamos mostrar que um dado um espaço vetorial Split (V,B) e S ⊂ V um
subespaço isotrópico então B define uma forma Split em S⊥/S.
Exemplo 2.17. O Espaço Split (S⊥/S,B).
Seja (V,B) um espaço vetorial Split e S ⊂ V um subespaço isotrópico, primeiramente note
que:
Ker(B|S⊥) = S⊥ ∩ S⊥⊥ = S ∩ S⊥ = S.
Então B induz uma forma bilinear simétrica e não degenerada em S⊥/S dada por:
B(π(v), π(w)) = B(v, w),
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onde π : S⊥ → S⊥/S é a projeção canônica ao quociente. Vamos mostrar que B é Split,
para tanto basta mostra que existe um subespaço L̃ ⊂ S⊥/S isotrópico tal que dim(L̃) =
1
2
dim(S⊥/S) = dim(V )
2
− dim(S). De fato, se tal subespaço existe, por uma questão de di-
mensão, esse será um subespaço isotrópico maximal, e portanto o índice de Witt de B será
1
2









Agora para mostrar a existência de um subespaço L̃ ⊂ S⊥/S satisfazendo as condições acima,
considere um Lagrangiano L ⊂ V tal que S ⊂ L ⊂ S⊥ (o Corolário 2.14 garante a existência
de tal Lagrangiano). Claramente pela definição de B temos que π(L) é isotrópico em S⊥/S
e ainda mais dim(π(L)) = dim(L) − dim(S) = dim(V )
2
− dim(S). Então fazendo L̃ = π(L)
temos o desejado.
Pelo resto da seção fixamos (V,B) um espaço vetorial real munido de uma forma bili-
near Split. Neste caso temos que o índice de Witt da forma B é dado por 1
2
dim(V ), neste caso
um subespaço isotrópico maximal é chamado de Lagrangiano e pelas Proposições 2.10 e 2.15
temos a seguinte caracterização destes subespaços.
Proposição 2.18. Seja L ⊂ V um subespaço vetorial. Então são equivalentes:
• L é Lagrangiano;
• L= L⊥;
• L é isotrópico e dim(L) = n.
O estudo dos espaços Lagrangianos é um dos pontos principais deste trabalho, denota-
mos o conjunto de todos os subespaços Lagrangianos de (V,B) por L(V,B) ou simplesmente
L(V ) quando não houver chance de duvidas, e este conjunto é chamado de Grassmanniana
Lagrangiana de (V,B). O resto dessa seção será devoto a estudar algumas propriedades dos
subespaços Lagrangianos.
Proposição 2.19. Dado L ⊂ V um subespaço Lagrangiano existe L′ ⊂ V Lagrangiano tal
que V = L⊕ L′. Ainda mais, L′ é naturalmente isomorfo a L∗.
Demonstração. Como L = L⊥ pela Proposição 2.8 sabemos que existe L′ ⊂ V isotrópico tal
que L⊕L′ = V . Como dim(L) = 1
2
dim(V ) segue que dim(L′) = 1
2
dim(V ) e portanto temos
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v → B(v, ·)|L.
(2.1)
Para mostrar que ρL,L′ basta mostrar que este é injetor pois dim(L
′) = dim(L∗). Seja u ∈ L′
tal que B(u, v) = 0 para todo v ∈ L, mas como V = L ⊕ L′ e ambos L,L′ são isotrópicos
temos que B(u, v) = 0 para todo v ∈ V então como B é não degenerada v = 0 e temos que
ρL,L′ é um isomorfismo. 
Um par (L0, L1) de subespaços Lagrangianos de V , tais que L0 ⊕ L1 = V é dito uma
decomposição Lagrangiana de V , a proposição acima nos diz que dado um Lagrangiano L0
sempre podemos achar outro Lagrangiano L1 tal que (L0, L1) é uma decomposição Lagrangi-
ana de V .
Agora introduzimos o grupo de isometrias de B, isto é, o grupo dado por:
O(V,B) = {T ∈ GL(V) : B(Tv, Tw) = B(v, w) ∀v, w ∈ V }.
Notamos que O(V,B) é fechado em GL(V ) portanto possuí uma estrutura natural de subgrupo
de Lie, vamos ver que o grupo O(V,B) tem um papel importante no estudo da Grassmanniana
Lagrangiana de (V,B). Também definimos o grupo especial das isometrias por SO(V,B) como
sendo as isometrias com determinante igual à 1.
Exemplo 2.20. O Grupo de Isometrias O(n,m).
Quando o par (V,B) é dado por (Rn,m, Bn,m) denotamos o grupo de isometrias por O(n,m)
e denotamos o grupo especial por SO(n,m).
Notamos que os grupos O(n,m) e O(m,n) são isomorfos como grupos de Lie, de fato
tome uma aplicação T : Rn,m → Rm,n tal que Bm,n(Tv, Tw) = −Bn,m(v, w) para cada
v, w ∈ Rn+m, então o aplicação
Ψn,m : O(n,m) → O(m,n)
A → T ◦ A ◦ T−1,
(2.2)
induz o isomorfismo de Lie desejado. E notamos que esse isomorfismo de Lie se restringe a
um isomorfismo SO(n,m)  SO(m,n).
Agora vamos mostrar que dado um Lagrangiano L0 e um isomorfismo T̃ : L0 → L0
sempre podemos estender esse isomorfismo à uma isometria T : V → V , isto é, um isomor-
fismo onde T ∈ O(V,B).
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Lema 2.21. Considere decomposições Lagrangianas (L0, L1) e (L′0, L′1) de V então todo iso-
morfismo T̃ : L0 → L′0 se estende a uma isometria T : V → V tal que T (L1) = L′1.
Demonstração. Primeiramente considere uma base {e1, ..., en} de L0. Então fazendo e′j =
T̃ ej , para cada j = 1, ..., n, temos que {e′1, ..., e′n} é uma base de L′0. Considerando os iso-
morfismo naturais L1  L∗0 e L′1  (L′0)∗ (ver Proposição 2.19), temos que as bases defi-
nidas anteriormente se estendem a bases de V da seguinte forma B = {e1, ..., en, e∗1, ..., e∗n}
e B′ = {e′1, ..., e′n, (e′1)∗, ..., (e′n)∗}. Portanto o isomorfismo T : V → V que leva a base
B na base B′ estende T̃ e é tal que T (L1) = L′1, para concluir o teorema resta mostrar que








O próximo exemplo mostra que a extensão do Lema anterior não é única.
Exemplo 2.22. Considere V = R2 ⊕ R2∗ munido do pareamento natural 〈·, ·〉. Então para







é uma isometria. E claramente T estende o isomorfismo Id2 : R2 → R2.
Corolário 2.23. Se L0 ⊂ V é um subespaço Lagrangiano todo isomorfismo de L0 se estende
a uma isometria T : V → V .
O Lema 2.21 nós diz que dados três subespaços LagrangianosL0, L, L
′ tais que dim(L0∩
L) = 0 = dim(L0 ∩ L′) então existe T ∈ O(V,B) tal que T (L0) = L0 e T (L) = L′, nosso
objetivo agora será generalizar esse resultado para o caso que dim(L0 ∩ L) = dim(L0 ∩ L′).
Mas para tanto vamos precisar do seguinte Lema.
Lema 2.24. Sejam L0 ⊂ V um subespaço Lagrangiano, S ⊂ L0 um subespaço qualquer e
considere o espaço vetorial Split (S⊥/S,B). Então para cada operador T ∈ O(S⊥/S,B) tal
que T (π(L0)) = π(L0), onde π : S⊥ → S⊥/S é a projeção canônica ao quociente, existe um









S⊥/S T  S⊥/S.
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Demonstração. Tome R ⊂ L0 subespaço vetorial tal que L0 = S ⊕ R então L∗0 = S0 ⊕
R0 (vale notar que estamos tomando os anuladores dentro de L0). Seja L1 um Lagrangiano





Definindo V1 = S ⊕ ρ−1L0,L1(R0) e V2 = R⊕ ρ−1L0,L1(S0) temos que V = V1 ⊕ V2, agora vamos
provar que além disso temos que V1 e V2 são B-ortogonais. De fato, tome v ∈ V1 e w ∈ V2
então existem x ∈ S, y ∈ R , f ∈ R0 e h ∈ S0 tais que v = x+ ρ−1L0,L1(f) e w = y+ ρ−1L0,L1(h)
assim temos que




= B|L0(x, y) + B(ρ−1L0,L1(f), y) + B(ρ−1L0,L1(h), x) +B|L1(ρ−1L0,L1(f), ρ−1L0,L1(h))
= 0 + h(x) + f(y) + 0
= 0.
Portanto V = V1 ⊕ V2 é uma decomposição B-ortogonal de V . Como S é isotrópico, é fácil
ver que V2 ⊕ S ⊂ S⊥ e é fácil ver também que a dimensão desses espaços são iguais. Logo
temos que V2 ⊕ S = S⊥, portanto a projeção π : S⊥ → S⊥/S se restringe a um isomorfismo
π|V2 : V2 → S⊥/S. Como π|V2 é um isomorfismo existe um único isomorfismo linear T ′ :








S⊥/S T  S⊥/S.
Agora vamos mostra que T ′ preserva a forma B. Para tanto sejam v, w ∈ V2 e ξ, η ∈ S⊥/S
tais que ξ = π(v) e η = π(w) então lembrando que T ∈ O(S⊥/S,B) vemos que:




como o desejado. Outra propriedade de T ′ que iremos utilizar é que T ′(R) = R, para ver isso
notamos que R ⊂ L0 e que T preserva L0 portanto se v ∈ R temos que T ′(v) é único vetor em
V2 tal que
π(T ′(v)) = T (π(v)) ∈ π(L0),
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mas como π(L0) = π(R) e π|V2 é injetiva, T ′(v) ∈ R. Finalmente definimos o mapa T :
V → V desejado, e este é definido por T = IdV1 ⊕ T ′. Agora vamos provar que T tem as
propriedades desejadas, primeiramente como S ⊂ V1 temos que T (S) = S e como T ′(R) = R
e L0 = R⊕ S claramente T (L0) = L0.
Para provar que T ∈ O(V,B) suponha v = v1+ v2, w = w1+w2 ∈ V = V1⊕V2 então
como T ′ preserva B e V1 e V2 são B-ortogonais temos que
B(Tv, Tw) = B(v1 + T
′v2, w1 + T ′w2)
= B(v1, w1) + B(T
′v2, T ′w2)
= B(v1, w1) + B(v2, w2)
= B(v, w).
Portanto T ∈ O(V,B). Resta mostra que π ◦ T |S⊥ = T ◦ π para isto tome v ∈ S⊥ então
podemos decompor v como u+ w onde u ∈ S e w ∈ V2 assim:




Concluindo o Lema. 
Teorema 2.25. Sejam L0, L, L′ ⊂ V subespaços Lagrangianos com dim(L0∩L) = dim(L0∩
L′). Então existe T ∈ O(V,B) tal que T (L0) = L0 e T (L) = L′.
Demonstração. Seja Ã : L0 → L0 um isomorfismo linear tal que Ã(L0 ∩ L) = L0 ∩ L então
pelo Corolário 2.23 podemos estender esse isomorfismo para um mapa A ∈ O(V,B) tal que
A(L0) = L0 então não há perda de generalidade em assumir que L0 ∩ L = L0 ∩ L′.
Defina S = L0∩L = L0∩L′ então S é um subespaço isotrópico e temos queL0, L, L′ ⊂
S⊥. Sejam B a forma bilinear Split induzida em S⊥/S como no Exemplo 2.17 e π : S⊥ →
S⊥/S a projeção canônica ao quociente. Afirmamos que (π(L0), π(L)) é uma decomposição
Lagrangiana para S⊥/S. De fato, como visto no Exemplo 2.17 temos que os espaços π(L0) e
π(L) são Lagrangianos. Ainda mais, seja ξ ∈ π(L0) ∩ π(L) então existem v ∈ L0 e w ∈ L tal
que π(v) = ξ = π(w), portanto v − w ∈ S = L ∩ L0 ⊂ L logo v ∈ L0 ∩ L e ξ = 0, isto é,
L0∩L = 0. Como dim(π(L0)⊕π(L)) = dim(S⊥/S) temos que (π(L0), π(L)) é de fato uma
decomposição Lagrangiana para S⊥/S.
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Da mesma forma (π(L0), π(L
′)) é uma decomposição Lagrangiana de S⊥/S então pelo
Lema 2.21 temos que existe T ∈ O(S⊥/S,B) tal que T (π(L0)) = π(L0) e T (π(L)) = π(L′)
então o Lema 2.24 garante a existência de T ∈ O(V,B) tal que T (L0) = L0, T (S) = S e T









S⊥/S T  S⊥/S
Então como L0, L, L
′ ⊂ S⊥ a equação T (π(L)) = π(L′) e o diagrama anterior implicam que
π(T (L)) = π(L′). Resta prova que T (L) ⊂ L′, para tanto tome v ∈ T (L) logo π(v) ∈ π(L′)
então existe w ∈ L′ tal que v−w ∈ S = L0 ∩L′ ⊂ L′ ou seja v ∈ L′ e temos o desejado. 
2.3 Álgebras de Clifford
O objetivo desta seção é estudar o conceito de Álgebras de Clifford, e para tanto nos
baseamos fortemente em [2] e [7]. Durante a seção fixamos V um espaço vetorial real de
dimensão finita munido de uma forma bilinear não degenerada B.
A Álgebra de Clifford C	(V,B) associada a V e B é uma álgebra associativa com uni-
dade definida da seguinte forma. Seja





a álgebra tensorial de V , e defina I o ideal em T (V ) gerado por todos os elementos da forma
v ⊗ v − B(v, v)1 para todo v ∈ V . Então definimos a álgebra de Clifford como o quociente
C	(V,B) = T (V )/I.
Exemplo 2.26. C	(n,m) e C	(n).
Denotamos a álgebra de Clifford deC	(Rn,m, Bn,m) porC	(n,m), e também definimosC	(n) =
C	(n, 0).
Notamos que a projeção canônica πB : T (V ) → C	(V,B) induz um imersão natural
V ↪→ C	(V,B).
Observação 2.27. O produto de elemento ϕ, ψ da álgebra de Clifford será denotado simples-
mente pela concatenação desses vetores, isto é, ϕψ ∈ C	(V,B).
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Por definição notamos que a álgebra de Clifford é gerada pelo espaço vetorial V ⊂
C	(V,B) sujeita a relação
v2 = B(v, v)1 (2.3)
para todo v ∈ V , desenvolvendo a relação acima para o vetor v + w com v, w ∈ V obtemos a
relação
vw + wv = 2B(v, w). (2.4)
A relação (2.3) pode ser usada para dar a seguinte caracterização universal da álgebra
de Clifford.
Proposição 2.28. Seja f : V → A uma aplicação linear em uma R-álgebra associativa com
unidade, tal que
f(v) · f(v) = B(v, v)1
para cada v ∈ V . Então, f se estende unicamente a um homomorfismo de R-álgebras f̃ :
C	(V,B) → A. Ainda mais, C	(V,B) é a única R-álgebra associativa com essa propriedade.
Agora introduzimos um mapa de particular importância neste teoria, o único automor-
fismo de C	(V,B) que estende o mapa v → −v em V , denotamos esse mapa por:
α : C	(V,B) → C	(V,B). (2.5)
Como α2 = Id, temos uma decomposição
C	(V,B) = C	0(V,B)⊕ C	1(V,B)
onde C	k(V,B) = {ϕ ∈ C	(V,B) : α(ϕ) = (−1)kϕ} são os auto espaços de α. Como α é
um homomorfismo, temos que
C	i(V,B) · C	j(V,B) ⊂ C	i+j(V,B)
onde os índices são tomados módulo 2. Portanto temos que C	(V,B) é uma álgebra Z2-
graduada. Notamos que C	0(V,B) é uma subálgebra de C	(V,B) e esta é chamada da parte
par de C	(V,B). O subespaço C	1(V,B) é chamado a parte impar de C	(V,B).
Exemplo 2.29. Se B ≡ 0, então C	(V,B) coincide com a álgebra exterior ∧(V ).
Vamos ver agora que se B é não nula ainda temos um isomorfismo de C	(V,B) com a
álgebra exterior de V porém um isomorfismo como espaços vetoriais e não como álgebras.
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Proposição 2.30. Existe um isomorfismo canônico entre espaços vetoriais
Q : ∧(V ) → C	(V,B),
tal que o mapa Q|Λk(V ) é induzido pela aplicação





onde a soma é feita sobre o grupo simétrico de k elementos.
Corolário 2.31. Seja e1, ..., en+m uma base Bn,m-ortogonal para Rn,m ⊂ C	(n,m). Então
C	(n,m) é gerada como álgebra por e1, ..., en+m sujeita as relações
eiej + ejei =
⎧⎨⎩2δij, se i ≤ n−2δij, se i > n.
Agora vamos introduzir a aplicação transposição deC	(V,B). A álgebra tensorial T (V )
tem uma involução natural, definida em elementos simples da seguinte forma
v1 ⊗ · · · ⊗ vk → vk ⊗ · · · ⊗ v1.
Esse mapa claramente preserva o ideal I e portanto descende à uma aplicação
(·)t : C	(V,B) → C	(V,B)
chamada transposta. Notamos que a transposta é um antiautomorfismo ,isto é, (ϕψ)t = ψtϕt.
2.3.1 Os Grupos Pin e Spin
Consideramos agora o grupo multiplicativo das unidades da álgebra de Clifford, que é
definido como
C	×(V,B) = {ϕ ∈ C	(V,B) : ∃ϕ−1 com ϕ−1ϕ = ϕϕ−1 = 1}.
Este grupo contém todos os elementos v ∈ V com B(v, v) = 0. Definimos a álgebra
de Lie cl(V,B) = (C	(V,B), [·, ·]) onde o comutador [·, ·] é dado por
[x, y] = xy − yx.
Então utilizando oa Proposição A.1 temos o seguinte resultado.
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Teorema 2.32. O grupo das unidades C	×(V,B) é um conjunto aberto da álgebra de Lie
cl(V,B) e define um grupo de Lie de dimensão 2n. Ainda mais, existe um isomorfismo de
álgebras de Lie entre a álgebra de Lie de C	×(V,B) e cl(V,B).
O grupo das unidades sempre age como automorfismos da álgebra, isto é, existe um
homomorfismo
Ad : C	×(V,B) → Aut(C	(V,B))
chamado representação adjunta, que é dado por
Adϕ(x) = ϕxϕ
−1.
Vamos mostra que para elementos de v ∈ V tais que B(v, v) = 0 a representação
adjunta é dada de forma simples.
Proposição 2.33. Seja v ∈ V ⊂ C	(V,B) um elemento comB(v, v) = 0. EntãoAdv(V ) = V .
De fato, para todo w ∈ V , temos que
− Adv(w) = w − 2B(v, w)
B(v, v)
v. (2.6)
Demonstração. Como v−1 = v/B(v, v), temos de (2.4) que
−B(v, v)Adv(w) = −B(v, v)vwv−1
= −vwv
= v(vw − 2B(v, w))
= B(v, v)w − 2B(v, w)v.

Corolário 2.34. Se v ∈ V é tal que B(v, v) = 0 então Adv ∈ O(V,B)
Demonstração. Utilizando a formula (2.6) vemos que para cada w ∈ V temos que
B(Adv(w),Adv(w)) = B
(
w − 2B(v, w)
B(v, v)


























= B(w,w)− 4B(v, w)
B(v, v)





B(v, v) = B(w,w).
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Portanto utilizando a identidade de polarização vemos que Adv preserva a forma B como que-
ríamos. 
Note que a equação (2.6) nós diz que o operador Adv é uma reflexão à menos de um
sinal, então para evitar este sinal considerando a representação adjunta torcida




sendo α o operador definido em 2.5. As seguintes propriedades da representação adjunta tor-
cida são imediatas.
Proposição 2.35. Temos as seguintes propriedades da aplicação Ãd:
1. Ãdϕ1ϕ2 = Ãdϕ1 ◦ Ãdϕ2 para todos ϕ1, ϕ2 ∈ C	(V,B);
2. Ãdv = −Adv, para cada v ∈ V ;
3. Ãdϕ = Adϕ, para cada ϕ ∈ C	0(V,B);
4. Ãd1 = Id.
Corolário 2.36. A representação adjunta torcida Ãd : C	×(V,B) → GL(C	(V,B)) define
um homomorfismo de grupos de Lie.
Agora caminhamos em direção a definição dos chamados grupos Pin e Spin, que serão
de grande importância no decorrer dessa dissertação. Para tanto, introduzimos o chamado
grupo de Clifford, e este é dado por:
Γ(V,B) = {ϕ ∈ C	×(V,B) : Ãdϕ(V ) = V }.
Como a aplicação ϕ → Ãdϕ é contínua e V ⊂ C	(V,B) é um subespaço vetorial, temos que
o grupo de Clifford é fechado em C	×(V,B), portanto tem uma estrutura de subgrupo de Lie.
Segue diretamente da definição do grupo de Clifford que a representação adjunta torcida se
restringe a um homomorfismo
Ãd : Γ(V,B) → GL(V ),
uma das principais propriedades dessa aplicação é resumida na seguinte Proposição.
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Proposição 2.37. O núcleo do homomorfismo
Ãd : Γ(V,B) → GL(V )
é exatamente o grupo R×.
Demonstração. Como B é uma forma bilinear não degenerada em V podemos encontrar uma
base v1, ..., vn de V tal que B(vi, vj) = 0 ∀i = j e B(vi, vi) = 0 ∀i. Suponha que ϕ ∈
C	×(V,B) está no núcleo de Ãd, isto é, α(ϕ)v = vϕ para cada v ∈ V . Escreva ϕ = ϕ0 + ϕ1
onde ϕ0 é um elemento par e ϕ1 é um elemento impar então





para cada v ∈ V . Os termos ϕ0 e ϕ1 podem ser escritos como expressões polinomiais em
termo de v1, ..., vn. Sucessivamente usando que vivj = −vjvi + 2B(vi, vj) = −vjvi podemos
expressar ϕ0 como ϕ0 = a0+v1a1 onde a0 e a1 são expressões polinomiais em v2, ..., vn. Note
que aplicando α nas equações acima obtemos que
α(a0)− v1α(a1) = α(ϕ0)
= ϕ0
= a0 + v1a1,
como α(a0) e α(a1) não dependem de v1 devemos ter que α(a0) = a0 e α(a1) = −a1, logo a0
é par e a1 é impar. Então fazendo v = v1 em (2.7) temos que
v1a0 + v
2
1a1 = a0v1 + v1a1v1
= v1a0 − v21a1
já que a1 é um elemento impar. Portanto 0 = v
2
1a1 = B(v1, v1)a1 ou seja a1 = 0. Concluímos
que ϕ0 não envolve o termo v1. Procedendo por indução podemos mostrar que ϕ0 não envolve
nenhum dos termos v1, v2, ..., vn e portanto ϕ0 = t · 1 para t ∈ R.
Um argumento similar mostra que ϕ1 não envolve nenhum dos termos v1, ..., vn e le-
vando em consideração que ϕ1 é um termo impar devemos ter que ϕ1 = 0. Portanto ϕ =
ϕ0 + ϕ1 = t1 ∈ R, mas como ϕ = 0 temos que ϕ ∈ R×. 
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Agora introduzimos o operador norma N : C	(V,B) → C	(V,B) dado por
N(ϕ) = ϕα(ϕt).
Note que se v ∈ V , temos:
N(v) = vα(vt)
= vα(v)
= −v2 = −B(v, v).
A importância da aplicação norma é evidenciada pela seguinte proposição.
Proposição 2.38. A restrição do operador norma N ao grupo de Clifford Γ(V,B) nós da um
homomorfismo de grupos de Lie:
N : Γ(V,B) → R×.
Demonstração. Primeiro vamos provar que N(Γ(V,B)) ⊂ R×. Tome ϕ ∈ Γ(V,B) então por
definição temos que α(ϕ)vϕ−1 ∈ V para cada v ∈ V . Aplicando (·)t, que restrita à V é dada













Portanto, α(ϕt)ϕ está no núcleo de Ãd. Note que como ϕ ∈ Γ(V,B) temos que α(ϕt) ∈





= Ãdϕ−1(v) ∈ V,
como (·)t é uma involução temos o desejado. Logo α(ϕt)ϕ ∈ Γ(V,B), então pela Proposição
2.37 temos que α(ϕt)ϕ ∈ R×. Aplicando α temos que
R×  α(α(ϕt)ϕ) = ϕtα(ϕ) = N(ϕt).
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Como a transposição é um antiautomorfismo resta mostra que se ψ ∈ Γ(V,B) então ψt ∈






= Ãdψ−1(v) ∈ V.
Portanto temos o desejado.





Portanto concluímos que N é um homomorfismo em Γ(V,B), para ver N é suave basta notar
que é a composição de aplicações lineares α e (·)t e a multiplicação do grupo. 
Corolário 2.39. A transformação linear Ãdϕ : V → V , para ϕ ∈ Γ(V,B), preserva a forma
bilinear B. Portanto temos um homomorfismo de grupos de Lie
Ãd : Γ(V,B) → O(V,B).






já que N(ϕ) ∈ R×. Agora definimos o conjunto V × = {v ∈ V : B(v, v) = 0} notamos que
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Como N(w) = B(w,w) para w ∈ W , vemos que Ãdϕ preserva todos os vetores v tais que
B(v, v) = 0. Aplicando Ãdϕ−1 temos que Ãdϕ(V ×) = V ×, e portanto Ãdϕ deixa invariante o
conjunto de vetores tais que B(v, v) = 0. 
Agora estamos aptos a definir os grupos Pin e Spin do par (V,B).
Definição 2.40. O grupo Pin relacionado ao par (V,B) é definido como:
Pin(V,B) = {ϕ ∈ Γ(V,B) : N(ϕ) = ±1}.
E definimos o grupo Spin como a interseção de Pin com os elementos pares da álgebra de
Clifford, i.é,
Spin(V,B) = Pin(V,B) ∩ C	0(V,B).
Primeiramente notamos que como N é uma aplicação contínua e C	0(V,B) é um su-
bespaço vetorial temos que os subgrupos Pin(V,B) e Spin(V,B) são fechados, portanto são
subgrupos de Lie.
Definição 2.41. Os grupos Pin e Spin associados a álgebra de CliffordC	(n,m) são denotados
por Pin(n,m) e Spin(n,m). Também denotamos os grupos Pin e Spin relacionados a álgebra
C	(n) por Pin(n) e Spin(n).
Agora que já definimos os grupos Pin e Spin vamos mostrar algumas propriedades des-
ses grupos. A primeiro objetivo será mostrar que estes grupos definem as seguintes sequências
exatas curtas:
0 −→ Z2 −→ Pin(V.B) Ãd−→ O(V,B) −→ 1
0 −→ Z2 −→ Spin(V.B) Ãd−→ SO(V,B) −→ 1.
Mas para tanto relembramos o seguinte resultado clássico envolvendo grupos ortogonais.
Teorema 2.42. (Cartan-Dieudonné) Seja B uma forma bilinear não degenerada em um es-
paço vetorial de dimensão finita V . Então todo elemento T ∈ O(V,B) pode ser escrito como
o produto de k reflexões, onde k ≤ dim(V ).
Teorema 2.43. Seja V um espaço vetorial real com dim(V ) = n e B uma forma bilinear não
degenerada sobre V . Então existem sequencias exatas de grupos
0 −→ Z2 −→ Pin(V.B) Ãd−→ O(V,B) −→ 1
0 −→ Z2 −→ Spin(V.B) Ãd−→ SO(V,B) −→ 1.
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Demonstração. Vamos primeiro estudar o casoPin(V,B). Para sobrejetividade considere T ∈
O(V,B), então pelo Teorema de Cartan-Dieudonné e pela Proposição 2.33, existem v1, ..., vk
em Γ(V,B) tais que
Ãdv1...vk = Ãdv1 ◦ ... ◦ Ãdvk = T.
Mas para cada j = 1, ..., k, existe tj ∈ R tal queB(tjvj, tjvj) = ±1, portantoN(t1v1...tkvk) =
N(t1v1)...N(tkvk) = ±1, e assim t1v1...tkvk ∈ Pin(V,B). Ainda mais,
Ãdt1v1...tkvk = Ãdv1...vk = T,
e temos que o homomorfismo Ãd : Pin(V,B) → O(V,B) é sobrejetor. Por outro lado suponha
que ϕ ∈ Pin(V,B) está no núcleo de Ãd. Então ϕ ∈ R× pela Proposição 2.37, e portanto
ϕ2 = N(ϕ) = ±1, assim concluímos que Ker(Ãd) ⊂ Z2.
Por fim, vamos demonstrar o resultado para o caso Spin(V,B), para tanto basta mostrar





para todo v ∈ Γ(V,B), agora pela discussão anterior temos que se ϕ ∈ Spin(V,B) então
ϕ = v1...vk,
onde B(vj, vj) = ±1 para cada j = 1, ..., k, mas como ϕ é um elemento par na álgebra de














e temos portanto temos que Ãd(Spin(V,B)) ⊂ SO(V,B). Agora seja T = Ãdv1 ◦ ...◦ Ãdvk ∈
SO(V,B) com v1...vk ∈ Pin(V,B), notamos que como o determinante de T é 1 devemos ter
que k é par logo o vetor v1...vk ∈ Spin(V,B) e assim concluímos a prova. 
Agora apresentamos dois corolários desse Teorema.
Corolário 2.44. Os grupos Pin e Spin são dados por:
Pin(V,B) = {v1...vk ∈ Γ(V,B) : N(vj) = ±1, onde j = 1, ..., k};
Spin(V,B) = {v1...vk ∈ Γ(V,B) : N(vj) = ±1, onde j = 1, ..., k e k é par}.
Corolário 2.45. Existe um isomorfismo de grupos de Lie Φn,m : Spin(n,m) → Spin(m,n)
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onde o mapa Ψn,m é definido em (2.2) para alguma aplicação anti-ortogonal T : Rn,m →
Rm,n.
Demonstração. O mapa Φn,m é dado explicitamente por
Φn,m(v1...v2k) = (−1)kT (v1)...T (v2k),
onde v1...v2k ∈ Spin(n,m). Para ver que esse mapa é um isomorfismo de Lie considere
{e1, ..., en+m} uma base Bn,m-ortonormal de Rn,m, então temos que E1, ..., En+m é uma base
Bm,n-ortonormal de R
m,n, onde Ej = T (ej). Assim temos que aplicação Φ̃ : C	
0(n,m) →
C	0(m,n) definida nos elementos da base por
ei1 ...ei2k → (−1)kEi1 ...Ei2k ,
é um isomorfismo de álgebras, e a restrição desse isomorfismo ao grupo Spin(n,m) induz a
aplicação Φn,m. Agora resta mostrar que Φn,m satisfaz o diagrama acima, para tanto notamos






para cada v ∈ Rn,m tal que Bn,m(v, v) = 0, então concluímos o desejado. 
O Grupo Spin(n)
Agora vamos nos aprofundar no caso Ãd : Spin(n) → SO(n) com n ≥ 3, o nosso
objetivo vai ser mostrar que o mapa Ãd é o recobrimento universal duplo de SO(n), e depois
vamos calcular a álgebra de Lie spin(n).
Proposição 2.46. O mapa Ãd : Spin(n) → SO(n) é um 2-recobrimento suave.
Demonstração. Utilizando o Teorema 2.43 vemos que o mapa Ãd : Spin(n) → SO(n) é um
homomorfismo de Lie com núcleo Z2, portanto temos que Spin(n)/Z2 é um grupo de Lie e
existe um isomorfismo de Lie F : Spin(n)/Z2 → SO(n) tal que Ãd = F ◦ π. Assim basta
mostrar que a projeção π : Spin(n) → Spin(n)/Z2 é uma aplicação de recobrimento. Mas
note que o grupo Z2 age em Spin(n) por translação a esquerda, então como o grupo Z2 é finito
o Teorema B.5 garante que a projeção canônica é um 2-recobrimento se ação for livre. Mas de
fato, seja g = −1 ∈ Z2 e suponha que g ·ϕ = ϕ, para ϕ ∈ Spin(n), logo teríamos que−ϕ = ϕ,
e portanto ϕ = 0, absurdo pois ϕ ∈ Spin(n), assim a ação é livre e temos o desejado. 
Corolário 2.47. O grupo Spin(n) é compacto.
44 Álgebras de Clifford
Para provar que o mapa Ãd é de fato o recobrimento universal de SO(n), para n ≥ 3,
temos que estudar algumas propriedades topológicas dos grupos SO(n) e Spin(n).
Lema 2.48. Para n ≥ 3, o Grupo Fundamental de SO(n) é isomorfo à ao grupo abeliano Z2.
Demonstração. Ver [8], Exemplo 3.2.37 e também [4], Corolário 4.1. 
Proposição 2.49. O grupo Spin(n) é conexo por caminhos e simplesmente conexo para n ≥ 3.
Demonstração. Primeiro vamos provar que existe um caminho contínuo ligando 1 e −1 em
Spin(n), para tanto considere uma base ortonormal {e1, ..., en} de Rn e defina a curva γ :
[0, π/2] → Spin(n), por γ(t) = (cos(t)e1 + sen(t)e2)(sen(t)e2 − cos(t)e1), então notamos
que:
γ(0) = e1(−e1) = −1
γ(π/2) = e2(e2) = 1.
Claramente a curva γ é contínua, e como visto conecta 1 e −1, assim temos o desejado. Agora
vamos provar que o grupo Spin é conexo por caminhos. Para tanto considere ϕ1, ϕ2 ∈ Spin(n),
como o grupo ortogonal SO(n) é conexo por caminhos, existe um caminho contínuo σ :
[0, 1] → SO(n) tal que, σ(0) = Ãdϕ1 e σ(1) = Ãdϕ2 . Agora como Ãd é uma aplicação de re-
cobrimento suave, a Proposição B.7 garante que existe um levantamento σ̃ : [0, 1] → Spin(n)
de σ, tal que σ̃(0) = ϕ1. Ainda mais, como Ãd é um 2-recobrimento σ̃(1) é dado por ±ϕ2,
mas como provamos que exite um caminho conectando 1 e −1 podemos encontra um caminho
conectando σ̃(1) à ϕ2 como o desejado.
Agora para provar que Spin(n) é simplesmente conexo, recorremos ao fato que o grupo
π1(SO(n)) é isomorfo a Z2 para n ≥ 3, e portanto utilizando o Teorema B.9 notamos que, a
cardinalidade do grupo fundamental de SO(n) é igual a cardinalidade da fibra do recobrimento
Ãd, e como ambas são finitas devemos ter que Spin(n) é simplesmente conexo. 
Corolário 2.50. O 2-recobrimento Ãd : Spin(n) → SO(n) é o recobrimento universal de
SO(n).




(n) = span{eiej : 1 ≤ i < j ≤ n},
onde {e1, ..., en} é uma base ortonormal de Rn. Uma vez definido esse conjunto temos o se-
guinte resultado.
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Em particular, o espaço C	2(n) é fechado para o colchete [·, ·].
Demonstração. Por definição a subálgebra de Lie spin(n), é dada pelos vetores de C	(n) gera-
dos por vetores tangentes à subvariedade Spin(n) em 1. Fixe uma base ortonormal {e1, ..., en}
deRn e considere para cada par i < j a curva γ(t) = (cos(t)ei+sen(t)ej)(sen(t)ej−cos(t)ei),
pelo Corolário 2.44 temos que essa curva está contida no grupo Spin. Ainda mais, temos
γ(t) = (cos(t)ei + sen(t)ej)(sen(t)ej − cos(t)ei)
= cos(2t) + sen(2t)eiej.
Portanto o vetor tangente a curva em γ(0) = 1 é dado por 2eiej . Assim, spin(n) contém o
subespaço vetorial C	
2
(n). Como dim(spin(n)) = 1
2








2.4 A Geometria de E ⊕ E∗
Todo espaço vetorial real E com dimensão n > 0, induz um espaço vetorial split
(E ⊕ E∗, 〈·, ·〉) como no exemplo 2.4. Os subespaços Lagrangianos de E ⊕ E∗ são chama-
dos de Estruturas de Dirac Lineares, o objetivo dessa seção é se especializar no estudo de tais
estruturas.
Dado um subespaço vetorial W ⊂ E relembramos que o aniquilador de W é o subes-
paço vetorial W 0 ⊂ E∗ dado por W 0 = {ξ ∈ E∗ : ξ|W = 0}.
Exemplo 2.52. Seja W ⊂ E um subespaço vetorial e defina L = W ⊕ W 0, então L é um
subespaço Lagrangiano de E ⊕ E∗. De fato, note que dim(L) = dim(W ) + dim(W 0) =
dim(E) = n então basta mostrar que é isotrópico mas note que se X, Y ∈ W e ξ, η ∈ W 0
então
〈X + ξ, Y + η〉 = ξ(Y ) + η(X) = 0,
portanto L defina uma estrutura de Dirac Linear. Exemplos importantes dessa construção são
os espaços W = {0} e W = E que geram os subespaços Lagrangianos E∗ e E.
O espaço vetorial E ⊕ E∗ vem munido de duas projeções canônicas nos subespaços E
e E∗ vamos denotar esses mapas por pE : E ⊕ E∗ → E e pE∗ : E ⊕ E∗ → E∗.
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Lema 2.53. Para cada subespaço Lagrangiano L de E ⊕ E∗ temos que:
ker (pE|L) = L ∩ E∗ = (pE(L))0 .
Demonstração. A primeira igualdade é trivial. Denote W = pE(L) então dado ξ ∈ W 0 e
Y + η ∈ L temos que
〈ξ, Y + η〉 = ξ(Y ) + η(0) = 0,
já que Y ∈ W , portanto W 0 ⊂ L e então W 0 ⊂ L ∩ E∗ = ker (pE|L). Por outro lado,
dim(W 0) = dim(E)− dim(W )
= dim(L)− dim(pE(L)) = dim(ker (pE|L)),
concluindo a prova. 
Retomamos o conceito de subespaços Lagrangianos transversais, isto é, suponha que
temosL0 eL1 subespaços Lagrangianos deE⊕E∗ tais queL0∩L1 = 0 então dizemos que estes
subespaços Lagrangianos são transversais e denotamos esse fato por L0  L1, a Proposição
2.19 garante que fixado um Lagrangiano L sempre existe um outro Lagrangiano transversal a
este. No próximo exemplo vamos caracterizar os subespaços Lagrangianos transversais à E∗.
Exemplo 2.54. O objetivo desse exemplo é caracterizar todos os subespaços Lagrangianos de
E ⊕ E∗ que são transversais a E∗, pelo Lema 2.53 isso é equivalente ao mapa pE|L : L → E
ser um isomorfismo linear.
Fixe L ⊂ E ⊕ E∗ Lagrangiano tal que L  E∗, então a inversa do mapa pE|L é dado
pela aplicação X → X + AX para uma aplicação linear A : E → E∗, portanto
L = {X + AX : X ∈ E}.
Como L é Lagrangiano temos que para X, Y ∈ E a aplicação A satisfaz
0 = 〈X + AX, Y + AY 〉 = AX(Y ) + AY (X),
ou seja, a aplicação A é anti-simétrica, i.é, A∗ = −A. Mas relembramos que existe uma
bijeção entre as aplicações anti-simétricas A : E → E∗ e as forma bilineares anti-simétricas
em E, dada por: ∧2
V ∗ ←→ {A : E → E∗ : A∗ = −A}
ω ←→ A : X → ιXω
onde ιX é a contração pelo vetor X . Portanto L é dado pelo gráfico de ω, i.é, L = Graf(ω)
.
=
{X + ιXω : X ∈ E}, e assim obtemos uma bijeção entre subespaços Lagrangianos trans-
versais à E∗ e o espaço vetorial
∧2 V ∗.
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Podemos generalizar o exemplo anterior da seguinte forma. Seja L ⊂ E ⊕ E∗ um
subespaço Lagrangiano então pela Proposição 2.4 existe L′ ∈ Lag(E ⊕ E∗) tal que L⊕ L′ =
E ⊕E∗ e ainda mais L′ é naturalmente isomorfo à L∗, assim identificando E ⊕E∗  L⊕ L∗
e aplicando o Exemplo anterior o obtemos uma bijeção entre os subespaços Lagrangianos de
E ⊕ E∗ e o espaço vetorial ∧2 L∗, no próximo capitulo vamos mostrar que essas bijeções
induzem uma estrutura de variedade diferenciável na Grassmanniana Lagrangiana de E ⊕E∗.
Agora vamos apresentar uma importante caracterização dos subespaços Lagrangianos.
Exemplo 2.55. Seja W ⊂ E um subespaço qualquer e ω ∈ ∧2 W ∗, então definimos
L(W,ω) = {X + ιX ω̃ + ξ : X ∈ W, e ξ ∈ W 0},
onde ω̃ ∈ ∧2 E∗ é qualquer 2-forma que estende ω. Note que L(W,ω) está bem definido,
i.é., não depende da extensão de ω, de fato seja ω
∧
outra extensão de ω então defina η(X) =
ιX(ω̃ − ω
∧
) assim dado X ∈ W e ξ ∈ W 0 temos que
X + ιX ω̃ + ξ = (v + ιXω
∧
) + (η(X) + ξ) ∈ L(W,ω).
Agora vamos mostra que L(W,ω) é um subespaço Lagrangiano, tome X, Y ∈ W e ξ, η ∈ W 0
então
〈X + ιX ω̃, Y + ιY ω̃〉 = (ιX ω̃)(Y ) + (ιY ω̃)(X)
= ω(X, Y ) + ω(Y,X) + ξ(X) + η(Y )
= 0.
Portanto temos que L(W,ω) ⊂ L(W,ω)⊥. Agora tome X+ξ ∈ L(W,ω)⊥, como η ∈ L(W,ω)
para cada η ∈ W 0 temos que
0 = 〈X + ξ, η〉 = η(X),
assim vemos que X ∈ W . Por outro lado para cada Y ∈ W temos que Y + ιY ω̃ ∈ L(W,ω)
então
0 = 〈X + ξ, Y + ιY ω̃〉 = (ξ − ιX ω̃)(Y ),
e então ξ− ιX ω̃ ∈ W 0, concluímos que X + ξ ∈ L(W,ω) o que implica o fato de L(W,ω) ser
um subespaço Lagrangiano.
O exemplo anterior mostra que dado W ⊂ E e ω ∈ ∧2 W ∗ podemos construir um
subespaço Lagrangiano L(W,ω), agora vamos mostrar que todo subespaço Lagrangiano é da
forma L(W,ω) para um W ⊂ E e ω ∈ ∧2 W ∗.
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Teorema 2.56. Para cada L ∈ Lag(E ⊕E∗) existe um único subespaço W ⊂ E e uma única
2-forma ω, tais que L = L(W,ω). Ainda mais, o par (W , ω) é definido por W .= pE(L) e
ω(X, Y ) = ξ(Y ) = −η(X), para, X + ξ, Y + η ∈ L.
Demonstração. Fazendo W = pE(L) temos pelo Lema 2.53 que ker (pE|L) = W 0 ⊂ L,
portanto obtemos uma sequência exata de espaços vetoriais
0 → W 0 i−→ L pE−→ W → 0,
onde i : W 0 ↪→ L é a inclusão. Como toda sequência exata de espaços vetoriais é separável
temos que existe uma aplicação linear q : W → L tal que q ◦ pE|L = Id e L = W 0 ⊕ q(W ).
Portando devemos ter que existe uma aplicação linear A : W → E∗ tal que q(X) = X +AX .
Fixando um q dessa forma o subespaço Lagrangiano L pode ser descrito como:
L = {X + AX + ξ : X ∈ W, ξ ∈ W 0}.
Como L é Lagrangiano devemos ter que AX(Y ) + AY (X) = 0 para cada X, Y ∈ W por-
tanto temos que aplicação W  X → AX|W ∈ W ∗ é anti-simétrica então podemos ver essa
aplicação como uma 2-forma ω ∈ ∧2 W ∗, portanto tomando uma extensão ω̃ ∈ ∧2 E∗ de ω
temos que que para cada vetor X ∈ E o funcional AX − ιX ω̃ está contido no anulador de W
portanto:
L = {X + AX + ξ : X ∈ W, ξ ∈ W 0}
= {X + ιX ω̃ + ξ : X ∈ W, ξ ∈ W 0}.
Resta mostra que ω(X, Y ) = ξ(Y ) = −η(X), para X + ξ, Y + η ∈ L. De fato, dados
X1 + ξ1, X2 + ξ2 ∈ L temos que existe ηi ∈ W 0 tal que ξi = ιXiω̃ + ηi para i = 1, 2, portanto
ξ1(X2) = ω(X1, X2) e da mesma forma ξ2(X1) = ω(X2, X1) como o desejado. 
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Capítulo 3
VARIEDADES DE GRASSMANN
O objetivo desse Capítulo é estudar as propriedades geométricas da Grassmanniana La-
grangiana associada à um espaço vetorial split. Para tanto, começaremos com uma revisão
de conceitos básicos de Grupos de Lie e ação de Grupos, essa revisão é baseada em [3]. Em
seguida, partiremos para o estudo da geometria da Grassmanniana Lagrangiana, que em boa
parte será uma adaptação, para o caso Split, dos resultados obtidos em [8].
3.1 Ação de Grupos e Variedades Homogêneas
Uma ferramenta muito útil para estudar variedades suaves são as ações de grupos de
Lie, dedicamos essa seção para revisar alguns resultados importantes desta teoria. Se G é um
grupo e M é um conjunto, uma ação a esquerda de G em M é uma aplicação G ×M → M ,
usualmente escrita como (g, p) → g · p, que satisfaz:
• g1 · (g2 · p) = (g1g2) · p. Para todo g1, g2 ∈ G e p ∈ M ,
• e · p = p para cada p ∈ M .
Onde e ∈ G denota o elemento neutro. Uma ação a direita é definida de maneira aná-
loga. Se G é um grupo de Lie e M uma variedade suave a ação é dita suava se a aplicação
G ×M → M (ou M × G → M ) é suave. Neste caso, M é dita um G-espaço. Suponha que
temos uma ação G×M → M , então dados g ∈ G obtemos uma aplicação
βp : G → M (3.1)
g → g · p
e para cada g ∈ G obtemos uma bijeção:
γg : M → M
p → g · p.
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Note que se a ação dada for suave então para todo p ∈ M e g ∈ G temos que βp é suave
e γg é um difeomorfismo.
Uma ação a direita sempre pode ser convertida a uma ação a esquerda pelo truque de
definir g · p sendo p · g−1. Então, qualquer resultado sobre ações a esquerda pode ser traduzido
para um resultado sobre ações a direita. Agora apresentamos alguns notações clássicas sobre
ações, suponha que G×M → M é uma ação de um grupo G em um conjunto M .
• Para p ∈ M , a órbita de p, denotada por G · p, é o conjunto de todas as imagens de p
sobre a ação de elementos de G:
G · p = {g · p | g ∈ G}.
• Para cada p ∈ M , o estabilizador de p, denotado por Gp, é o subconjunto de G que fixa
p:
Gp = {g ∈ G | g · p = p}.
A definição de ação garante que Gp é um subgrupo de G.
• A ação é dita transitiva se para cada de pontos p, q ∈ M , existe g ∈ G tal que g · p = q.
• A ação é dita livre se g · p = p para algum p ∈ M implica que g = e, ou equivalente se
todo subgrupo estabilizador é trivial.
• A ação é dita efetiva se g · p = p para todo p ∈ M implica que g = e.
Exemplo 3.1. Se H é um subgrupo de G, denotamos por G/H o conjunto de cosets a esquerda
de H em G, isto é
G/H = {gH : g ∈ G} .
Temos uma ação natural de G em G/H dada por:
G×G/H → G/H (3.2)
(g1, g2H) → (g1g2)H;
está ação é chamada de ação por traslação a esquerda de G em G/H . Esta ação é sempre
transitiva.
Se G age em M e Gp é o estabilizador de p ∈ M , então a aplicação βp em (3.1) passa
ao quociente e define uma bijeção:
βp : G/Gp → G · p (3.3)
dada por βp(gGp) = g · p.
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Definição 3.2. Dada ações de G em M em N , dizemos que o mapa φ : M → N é G-
equivariente se:
φ(g · p) = g · φ(p),
para cada g ∈ G e p ∈ M . Se φ é uma bijeção equivariente, dizemos que φ é um isomorfismo
equivariente.
A bijeção βp é um isomorfismo equivariente quando consideramos a ação de G em
G/Gp por transição a esquerda e ação de G em G · p obtida pela restrição da ação de G em M .
Deste momento em diante assumimos que G é um grupo de Lie e M é uma variedade
suave, e vamos assumir também que G age de forma suave em M . Neste contexto um resultado
de grande utilidade é o seguinte:
Teorema 3.3. Seja G um grupo de Lie e seja H um subgrupo fechado de G. Então o espaço
G/H é uma variedade topológica de dimensão igual a dim G − dim H , e possui uma única
estrutura de variedade diferenciável tal que a aplicação quociente π : G → G/H é uma
submersão suave. Ainda mais a ação de G em G/H dada por g1 · (g2H) = (g1g2)H é suave e
transitiva.
Demonstração. Ver [3], Teorema 21.17. 
Ainda mais, o núcleo da aplicação dπ(e), onde e ∈ G é o elemento neutro, é preci-
samente a álgebra de Lie h de H , então o espaço tangente de G/H no ponto eH pode ser
identificado com o espaço quociente g/h, onde g é a álgebra de Lie de G.
Por continuidade, para cada p ∈ M , o estabilizador de p é um subgrupo fechado de G, e
utilizando o resultado anterior podemos induzir uma estrutura diferenciável em G/Gp, e pode
ser mostrado que o mapa gGp → g ·m é uma imersão suave, então obtemos o seguinte:
Proposição 3.4. Se G é um grupo de Lie que age de forma suave na variedade M , então para
cada p ∈ M a orbita G · p tem uma única estrutura de variedade suave tal que o mapa (3.3)
é um difeomorfismo, com tal estrutura G · p é uma subvariedade imersa de M , e o espaço
tangente de Tp(G · p) coincide com a imagem do mapa
dβp(e) : g → TpM,
onde βp é a aplicação definida em (3.1).
Dois resultados de grande utilidade desta Proposição são os seguintes:
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Corolário 3.5. Sejam M , N variedades e G um grupo de Lie que age de forma suave em M e
N . Se a ação de G em M é transitiva, então toda aplicação equivariente φ : M → N é suave.
Corolário 3.6. Se G age de forma transitiva em M , então para todo p ∈ M o mapa (3.3) é um
difeomorfismo suave de G/Gp em M , em particular o mapa βp é uma submersão suave.
No caso que a ação é transitiva, quando identificamosG/Gp comM pelo difeomorfismo
(3.3), dizemos que p é o ponto base dessa identificação e que M é uma variedade homogênea.
Agora estudamos as condições para que a subvariedade G · p de M seja uma subvariedade
mergulhada. Para tanto precisamos da seguinte definição:
Definição 3.7. Seja X um espaço topológico e S ⊂ X um subconjunto. Dizemos que S é
localmente fechado se S é dado pela intersecção de um conjunto aberto e um fechado de X .
Teorema 3.8. Seja G um grupo de Lie agindo de forma suave na variedade M . Dado p ∈ M ,
a orbita G ·p é uma subvariedade mergulhada de M se e somente se G ·p é localmente fechada
em M .
Concluímos esta seção com alguns resultados relacionados com fibrações.
Definição 3.9. Dadas variedades F , E e M e uma aplicação suave π : E → M , dizemos que
π é uma fibração suave com fibra tipica F se para todo b ∈ B existe um difeomorfismo:
α : π−1(U) → U × F
tal que π1 ◦ α = π|π−1(U), onde U ⊂ B é uma vizinhança aberta de b e π1 : U × F → U é a
projeção no primeiro fator. Neste caso dizemos que α é uma trivialização local de π em torno
de b.
Teorema 3.10. Seja G um grupo de Lie e H , K subgrupos fechados de G com K ⊂ H , então
o mapa:
p : G/K → G/H
dado por p(gK) = gH é uma fibração diferenciável com fibra tipica H/K.
Demonstração. Ver [8], Teorema 2.1.14. 
Corolário 3.11. Sobre as hipóteses do Corolário 3.6, a aplicação βp : G → M é uma fibração
suave com fibra tipica Gp.
Demonstração. Ver [8], Corolário 2.1.15. 
Capítulo 3. Variedades de Grassmann 53
Corolário 3.12. Seja f : G → G′ um homomorfismo de grupo de Lie e sejamH ⊂ G, H ′ ⊂ G′
subgrupos fechados tais que f(H) ⊂ H ′, considere o mapa:
f : G/H → G′/H ′
induzido de f pela passagem ao quociente. Se f é sobrejetor, então f é uma fibração suave
com fibra tipica f−1(H ′)/H .
Demonstração. Ver [8], Corolário 2.1.16. 
3.2 Geometria das Grassmannianas
Nesta seção vamos estudar a geometria das Variedades de Grassmann. Primeiramente
sejam n, k inteiros fixos com n ≥ 0 e 0 ≤ k ≤ n, a Grassmanniana de subespaços k-
dimensionais de Rn é o conjunto de todos os subespaços k-dimensionais de Rn, e denotamos
a Grassmanniana por Gk(n).
Nosso objetivo será descrever um atlas suave paraGk(n). Para tanto considere um par de
subespaços de Rn, W0 e W1 onde R
n = W0⊕W1 e com dimensões k e n−k respectivamente.
Para cada operador linear T : W0 → W1, o gráfico de T é dado por:
Gr(T ) = {v + T (v) : v ∈ W0} .
Note que para cada operador T temos que Gr(T ) ∈ Gk(n), ainda mais temos que Gr(T ) ∩
W1 = {0}. A observação central é que dado um subespaço W transversal a W1, existe
um operador linear T : W0 → W1 tal que W = Gr(T ). Assim definido G0k(n,W1) =
{W ∈ Gk(n) : W ∩W1 = {0}}, obtemos uma bijeção:
φW0,W1 : G
0
k(n,W1) → Lin(W0,W1), (3.4)
dada por φW0,W1(W ) = T onde W = Gr(T ).
De forma mais concreta, se π0 e π1 denotam as projeções em W0 e W1 com relação a
decomposição Rn = W0 ⊕W1, então o operador T = φW0,W1(W ) é dado por:
T = (π1|W ) ◦ (π0|W )−1.
Note que a condição de W ser transversal a W1 é equivalente a condição de π0|W ser
um isomorfismo entre W e W0. Agora vamos mostrar que a coleção de mapas φW0,W1 , para
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decomposições de Rn com dimensão de W0 igual a k, define um atlas suave para Gk(n). Para
tanto vamos estudar as funções de transição entre estas cartas. Para tanto fazemos a seguinte
definição:
Definição 3.13. Dados subespaços W0,W ′0,W1 ⊂ Rn tais que Rn = W0 ⊕W1 = W ′0 ⊕W1,
definimos a aplicação
η = ηW1W0,W ′0
: W0 → W ′0,
dada pela restrição a W0 da projeção em W ′0 relativa a decomposição Rn = W ′0 ⊕W1.
É fácil ver que o mapa ηW1W0,W ′0
é um isomorfismo e a sua inversa é dada por ηW1W ′0,W0
, e













onde q : Rn → Rn/W1 é a aplicação quociente. Assim temos a seguinte proposição.
Proposição 3.14. Sejam W0,W ′0,W1 ⊂ Rn subespaços tais que Rn = W0 ⊕W1 = W ′0 ⊕W1
e seja π′1 a projeção em W1 relativa a decomposição Rn = W ′0 ⊕W1. Então temos que:
φW ′0,W1 ◦ (φW ′0,W1)−1(T ) = (π′1|W0 + T ) ◦ ηW1W ′0,W0 . (3.5)
Demonstração. Primeiramente note que o domínio das aplicações φW ′0,W1 e φW0,W1 coincidem.
Seja T ∈ Lin(W0,W1) e defina W = Gr(T ), então
φW ′0,W1 ◦ (φW ′0,W1)−1(T ) = φW ′0,W1(W ) = (π′1|W ) ◦ (π′0|W )−1,
onde π′0 é a projeção em W
′
0 relativa a decomposição R
n = W ′0⊕W1. Portanto basta estudar o
operador (π′1|W ) ◦ (π′0|W )−1, para tanto tome w ∈ W ′0, logo podemos escrever w = a+ b onde
a ∈ W0 e b ∈ W1 assim
w = a+ T (a) + b− T (a),
como a ∈ W0 temos que a + T (a) ∈ W e b − T (a) ∈ W1. Portanto w + T (a) − b é a
decomposição de a+T (a) com relação a Rn = W ′0⊕W1, logo π′0(a+T (a)) = w. Concluímos
então que




por fim compondo com o mapa π′1|W0 obtemos o desejado.

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Proposição 3.15. Sejam W0,W1,W ′1 ⊂ Rn subespaços onde dim(W0) = k e Rn = W0 ⊕
W1 = W0 ⊕W ′1. Então dado T ∈ Lin(W0,W1) temos que Gr(T ) ∈ G0k(n,W ′1) se e somente
se o mapa Id+ (π′0|W1) ◦ T é inversível. Ainda mais, se Gr(T ) ∈ G0k(n,W ′1) então:
φW0,W ′1 ◦ (φW0,W1)−1(T ) = ηW0W1,W ′1 ◦ T ◦ (Id+ (π
′
0|W1) ◦ T )−1. (3.6)
Demonstração. Primeiro suponha que T ∈ Lin(W0,W1) é tal que Gr(T ) ∈ G0k(n,W ′1), i.é.,
Gr(T ) ∩ W ′1 = {0}. Seja v ∈ W0 tal que (Id + (π′0|W1) ◦ T )(v) = 0, se mostrarmos que
v = 0 temos que a aplicação é injetiva então por uma questão de dimensão o mesmo será
isomorfismo. Sejam a ∈ W0 e b ∈ W ′1 com T (v) = a+ b então:
(Id+ (π′0|W1) ◦ T )(v) = v + a.
Por hipótese temos então que v = −a, aplicando T vemos que: a+ b = T (v) = −T (a), o que
implica que −b = a+ T (a), por consequência b ∈ Gr(T )∩W ′1, logo b = 0, disto concluímos
que T (v) = a, isto é, a ∈ W0 ∩W1 = {0}, finalmente v = −a = 0.
Agora suponha que Id + (π′0|W1) ◦ T é isomorfismo, tome w ∈ Gr(T ) ∩ W ′1, então
existe a ∈ W0 tal que w = a+ T (a), logo (π′0)|W1(T (a)) = −a. Assim:
(Id+ (π′0)|W1 ◦ T )(a) = a+ (−a) = 0,
consequentemente a = 0 e w = 0 como queríamos.
Resta mostrar a identidade em (3.6), para tanto tome T ∈ Lin(W0,W1) tal que W =
Gr(T ) ∈ G0k(n,W1). Então temos que
φW0,W ′1 ◦ (φW0,W1)−1(T ) = φW0,W ′1(W ) = (π′1|W ) ◦ (π′0|W )−1,
onde π′0 e π
′
1 são as projeções relacionadas a decomposição R
n = W0 ⊕ W ′1. Basta portanto
estudar o mapa (π′0|W )−1, para isto tome w ∈ W0 então pelo que vimos anteriormente existe
u ∈ W0 tal que:
w = (Id+ (π′0)|W1 ◦ T )(u) = u+ π′0(T (u)).
Mas como u ∈ W0,
π′0(u+ T (u)) = u+ π
′
0(T (u)) = w.
Assim temos que:
(π′0|W )−1(w) = (Id+ (π′0)|W1 ◦ T )−1(w) + T ((Id+ (π′0)|W1 ◦ T )−1(w)),
então aplicando o mapa π′1|W obtemos o desejado. 
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Portanto mostramos o seguinte:
Proposição 3.16. O conjunto de todas as cartas φW0,W1 inGk(n), sobre os conjuntos (W0,W1)
que formam uma decomposição deRn com dim(W0) = k, é um atlas diferenciável paraGk(n).
Demonstração. A única passagem não trivial da demonstração é a compatibilidade entre as
cartas no caso geral, isto é, entre cartas da forma φW0,W1 e φW ′0,W ′1 , mas este segue da compatibi-
lidade de φW0,W1 com φW ′0,W1 e φW ′0,W1 com φW ′0,W ′1 , utilizando um argumento de transitividade
notando que φW0,W1 e φW ′0,W1 tem o mesmo domínio. 
Finalmente provamos que Gk(n) é uma variedade suave.
Teorema 3.17. O atlas suave na Proposição 3.16 faz de Gk(n) uma variedade suave de di-
mensão k(n− k)
Demonstração. Se dimensão de W0 é k e a dimensão de W1 é n − k temos que a dimensão
de Lin(W0,W1) é k(n − k). Resta mostrar que a topologia induzida pelo atlas é Hausdorff
e segundo contável. A propriedade de ser Hausdorff segue do fato que dado dois subespa-
ços k-dimensionais em Rn sempre conseguimos um complementar comum ao dois, logo dado
dois pontos na Grassmanniana conseguimos uma carta que o domínio contem esses pontos. A
propriedade de ser segundo contável segue do fato que, se consideramos o conjunto finito de
cartas φW0,W1 onde W0 e W1 são gerados por permutações de elementos da base canônica de
Rn obtemos um atlas suave de dimensão finita para Gk(n). 
3.2.1 O espaço tangente a Grassmanniana
Nesta seção vamos descrever o comportamento do espaço tangente TWGk(n) para W ∈
Gk(n), vamos mostrar que este pode ser identificado naturalmente com o espaçoLin(W,R
n/W ).
Para tanto relembramos a definição do funtor Lin (·, ·).
Definição 3.18. Dados espaços vetoriais V,W, V1,W1 e um par (L,M) de operadores lineares,
com L ∈ Lin(V1, V ) e M ∈ Lin(W,W1) , definimos o novo operador:
Lin (L,M) : Lin(V,W ) → Lin(V1,W1)
por:
Lin (L,M) (T ) = M ◦ T ◦ L.
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Para descrever o comportamento do espaço tangente da Grassmanniana vamos primeiro
estudar a diferencial das funções de transições das cartas construídas anteriormente.
Lema 3.19. SejamW,W1,W ′1 ⊂ Rn tais que dim(W ) = k. Ainda mais, considere a aplicação
ψ : U → Lin(W,W ′1) dada por:
ψ(T ) = ηWW1,W ′1 ◦ T ◦ (Id+
(
π′0|W1
) ◦ T )−1,
onde U é dado por:
U =
{
T : W → W1 : (Id+
(
π′0|W1
) ◦ T ) : W → W é não singular} .





Demonstração. A ideia da demostração é escrever o mapa ψ em termos de aplicações que
conhecemos a diferencial, para tanto considere os seguintes mapas ξ : U → Lin(W,W ′1) e
ζ : U → GL(W ) dados por: ξ(T ) = ηWW1,W ′1 ◦T e ζ(T ) = (Id+
(
π′0|W1
) ◦T )−1. Então temos
que:
ψ(T ) = B(ξ(T ), ζ(T )),
ondeB é aplicação composição. Dado V ∈ Lin(W,W1) é fácil ver que: dξ(0)·V = ηWW1,W ′1◦V .
Portanto, utilizando o fato que B é bilinear temos que:
dψ(0) · V = B (dξ(0) · V, ζ(0)) +B (ξ(0), dζ(0) · V )
= B (dξ(0) · V, Id) + B (0, dζ(0) · V )
= ηWW1,W ′1 ◦ V.
Como queríamos demonstrar. 
Proposição 3.20. Seja W ∈ Gk(n) e W1 um complementar de W em Rn. Denote por q1 :
W1 → Rn/W a restrição da aplicação quociente em Rn/W . Então temos um isomorfismo:
Lin (Id, q1) ◦ dφW,W1(W ) : TWGk(n) → Lin(W,Rn/W ). (3.7)
O isomorfismo acima não depende da escolha de complementar W1.
Demonstração. Como q1 é um isomorfismo e φW,W1 é uma carta em torno de W , é claro que
(3.7) é um isomorfismo. Resta mostrar que este não depende da escolha do subespaço comple-
mentar W1.
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Para tanto, considere W ′1 outro subespaço complementar a W . Então utilizando que














)  Lin(W,W ′1).
Portanto temos que:
Lin (Id, q′1) ◦ dφW,W ′1(W ) = Lin
(
Id, q′1 ◦ ηWW1,W ′1
)
◦ dφW,W1(W ),
onde q′1 denota a restrição a W
′
1 da aplicação quociente em R
n/W . O resultado segue então do












Agora nosso objetivo é utilizar a identificação construída anteriormente para estudar a
diferencial de curvas sobre a Grassmanniana. Mas precisamente temos o seguinte resultado:
Proposição 3.21. Seja W : I → Gk(n) a w : I → Rn curvas definidas em um intervalo I
contendo t0, ambas suaves em t = t0. Suponha que w(t) ∈ W (t) para cada t ∈ I . Então
temos que:
W ′(t0) · w(t0) = [w′(t0)] ∈ Rn/W (t0),
onde nos identificamos W ′(t0) com um elemento em Lin(W (t0),Rn/W (t0)), usando o iso-
morfismo (3.7).
Demonstração. Defina W0 = W (t0) e tome W1 um subespaço complementar de W0 em Rn.
Defina a aplicação T = φW0,W1◦W , então para t suficientemente perto de t0 temos queW (t) =
Gr(T (t)). Denotando por π0 a projeção em W0 relativa a decomposição R
n = W0 ⊕ W1, e
definido u = π0 ◦ w temos que:
w(t) = u(t) + T (t) · u(t), (3.8)
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para t suficientemente perto de t0. Lembrando que T = φW0,W1 ◦ W , obtemos que T ′(t0) =
dφW0,W1(W0), portanto utilizando a isomorfismo em (3.7) vemos que W
′(t0) é identificado
com:
Lin (Id, q1) ◦ dφW0,W1(W0) ·W ′(t0) = q1 ◦ T ′(t0) ∈ Lin(W (t0),Rn/W (t0)),
onde q1 é a restrição a W1 da aplicação quociente a R
n/W . Resta mostrar que:
q1(T
′(t0) · w(t0)) = [w′(t0)].
Mas diferenciando (3.8) em t = t0 e notando que T (t0) = 0, u(t0) = w(t0), obtemos que:
w′(t0) = u′(t0) + T ′(t0) · w(t0),
a conclusão segue aplicando o operado q1 na identidade acima e do fato que u
′(t0) ∈ W0. 
Observação 3.22. Dada uma curva W : I → Gk(n), t0 ∈ I e um vetor w0 ∈ W (t0), sempre
conseguimos achar uma curva t → w(t) definida em uma vizinhança de t0 tal quew(t) ∈ W (t)
de tal forma que w(t) tenha a mesma regularidade de W (t). De fato, para t próximo de t0,
escrevemos W (t) = Gr(T (t)) utilizando uma carta local, como na proposição acima, e então
definimos w como w(t) = w0 + T (t) · w0.
Agora utilizamos essa ferramente desenvolvida para calcular a diferencial de uma carta
φW0,W1 em um ponto de seu domínio utilizando a identificação TWGk(n)  Lin(W,Rn/W ).
Lema 3.23. Considere uma decomposição Rn = W0 ⊕W1, com dim(W0) = k, e seja W ∈







: Lin(W,Rn/W ) → Lin(W0,W1),
isto é:
dφW0,W1(W ) · Z = q−11 ◦ Z ◦ ηW1W0,W , Z ∈ TWGk(n)  Lin(W,Rn/W ).
Onde q1 é a restrição da aplicação quociente de Rn/W a W1.
Demonstração. Seja Z ∈ TWGk(n)  Lin(W,Rn/W ), então tome Γ : I → Gk(n) uma
curva suave tal que Γ(0) = W e Γ′(0) = Z tal que imΓ está contida no domínio de φW0,W1 .
Escreva T (t) = φW0,W1(Γ(t)), portanto Γ(t) = Gr(T (t)) e T
′(0) = dφW0,W1(W ) · Z.
Seja w ∈ W = Gr(T (0)), então existe w0 ∈ W0 com w = w0 + T (0) · w0. Definindo
a curva γ(t) = w0 + T (t) · w0 em Rn temos que γ(t) ∈ Γ(t) para todo t. E pela proposição
anterior:
Z · w = Γ(0) · w = [γ′(0)] = [T ′(0) · w0] .
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Z = q1 ◦ T ′(0) ◦ ηW1W,W0 .
Assim temos o desejado. 
3.2.2 A Grassmanniana como Variedade Homogênea
Nessa seção vamos mostrar que existe uma ação natural do grupo GL (n,R) em Gk(n).
Ainda mais, vamos mostrar que esta ação é suave e a sua restrição a SO (n) é transitiva, assim
podemos provar que a variedade de Grassmann pode ser vista como uma variedade homogênea.
Cada isomorfismo linear A ∈ GL (n,R) define uma bijeção de Gk(n) que associa a
cada subespaço W ∈ Gk(n) a sua imagem A(W ), essa bijeção será denotada por A. Portanto
temos uma ação de GL (n,R) em Gk(n) chamada de ação natural de GL (n,R) em Gk(n).
Vamos começar provando que esta ação é suave:
Proposição 3.24. A ação natural GL (n,R)×Gk(n) → Gk(n) é suave.
Demonstração. Para ver que esta é suave calculamos a aplicação em termos de cartas locais.
Sejam A ∈ GL (n,R) e W0 ∈ Gk(n) fixos. Então tome W1 um subespaço complementar a
W0 e A(W0), desta forma o domínio da carta φW0,W1 contém W0 e A(W0). Vamos calculamos
φW0,W1(B(W )) para B em uma viz. de A e W em uma viz. de W0. Para tanto defina T =
φW0,W1(W ) e S ∈ Lin(W0, B(W )) por S(u) = B(u) + B(T (u)), é fácil ver que S é um
isomorfismo portanto temos que:
φW0,W1(B(W )) = (π1|B(W )) ◦ (π1|B(W ))−1
= (π1|B(W ) ◦ S) ◦ (π1|B(W ) ◦ S)−1
= (B10 +B11 ◦ T ) ◦ (B00 +B01 ◦ T )−1.
Onde Bij denota os operadores πi ◦ B|Wj e πi, i = 0, 1 denota as projeções em Wi
relativas a decomposição Rn = W0 ⊕W1. Portanto da equação
φW0,W1(B(W )) = (B10 +B11 ◦ T ) ◦ (B00 +B01 ◦ T )−1,
concluímos que a ação é suave. 
Agora vamos ver que esta ação é transitiva:
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Proposição 3.25. A ação natural de SO (n) em Gk(n), obtida restringindo a ação natural de
GL (n,R), é transitiva.
Demonstração. Sejam W,W ′ ∈ Gk(n) fixos, tome {bj}nj=1 e {b′j}nj=1 bases ortonormais de Rn
tal que {bj}kj=1 é base de W e {b′j}kj=1 é base de W ′. Possivelmente substituindo b1 por −b1,
podemos assumir que estas duas bases definem a mesma orientação em Rn. Portando definido
o isomorfismo A por A(bj) = b
′
j para j = 1, ..., n temos que A ∈ SO (n) e em particular
A(W ) = W ′, portanto a ação é transitiva. 
Corolário 3.26. A Grassmanniana Gk(n) é difeomorfa a variedade homogênea
O(n)
O (k)×O(n− k) .
Em particular a variedade de Grassmann é compacta e conexa.
Demonstração. O estabilizador do ponto Rk ⊕ {0}n−k pela ação de O(n) é dado pelo grupo
de operadores ortogonais que deixam os subespaços Rk⊕{0}n−k e {0}k⊕Rn−k invariantes, é
possível mostrar que este grupo é isomorfo aO(k)×O(n− k), à conclusão segue do Corolário
3.6 e da proposição anterior. 
Agora vamos estudar algumas consequências da representação de Gk(n) como varie-
dade Homogênea.
Proposição 3.27. Em uma vizinhança U de qualquer ponto de Gk(n) podemos definir uma
aplicação suave A : U → GL (n,R) tal que
A(W )
(
Rk ⊕ {0}n−k) = W
para todo W ∈ U .
Demonstração. Como a ação natural deGL (n,R) na Grassmanniana é suave e transitiva segue
do Corolário 3.6 que a aplicação:
GL (n,R)  B → B (Rk ⊕ {0}n−k) ∈ Gk(n)
é uma submersão, portanto o mapa A que queremos é simplesmente uma seção local desta
submersão. 
Corolário 3.28. Em uma vizinhança aberta U de qualquer ponto de Gk(n) existem aplicações
suaves:
Zker : U → Lin(Rn,Rn−k) e Zim : U → Lin(Rk,Rn)
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Demonstração. Seja A como na proposição anterior e defina Zker = π ◦ A(W )−1 e Zim =
A(W ) ◦ ι, onde π : Rn → Rn−k é a projeção nas últimas n− k coordenadas e ι : Rk → Rn é
inclusão das primeiras k coordenadas. 
Corolário 3.29. Seja S ⊂ Rn um subespaço e r ∈ Z um inteiro não negativo, então o conjunto
de subespaços W ∈ Gk(n) tal que dim(W ∩ S) ≤ r é aberto em Gk(n).
Demonstração. Nosso objetivo é mostrar que o conjunto G(S, r) = {W : dim(W ∩S) ≤ r}
é aberto, para tanto fixe W0 ∈ Gk(n) agora tome U  W0 uma vizinhança aberta de W0 onde
está bem definida a aplicação ZKer : U → Lin(Rn,Rn−k). Para cada W ∈ U temos que:
W ∩ S = Ker (ZKer∣∣S) ,
então W ∈ G(S, r) se e somente se o posto do operador ZKer
∣∣
S
é maior que dim(S) − r.
Assim derivamos uma condição aberta para definir o conjunto G(S, r) ∩ U , isto é, o conjunto
G(S, r)∩U é dado pela imagem inversa do conjunto aberto {T ∈ Lin(S,Rn−k) : posto(T ) ≥
dim(S)− r} pelo operador suave W → Zker(W )
∣∣
S
, portanto um conjunto aberto. 
Agora vamos calcular a diferencial da ação natural de GL (n,R) em Gk(n).
Proposição 3.30. ParaA ∈ GL (n,R), considere o difeomorfismo deGk(n), denotado porΦA,
dado por W → A(W ). Para W ∈ Gk(n), o diferencial de ΦA em W é dado pelo operador:
Lin
(
(A|W )−1 , A
)
: Lin(W,Rn/W ) → Lin(A(W ),Rn/A(W ))
definido por Z → A ◦ Z ◦ (A|W )−1, onde
A : Rn/W → Rn/A(W )
é induzida por A pela passagem ao quociente.
Demonstração. Seja t → W (t) uma curva suave em Gk(n) tal que W (0) = W e W ′(0) = Z.
Considere v ∈ W e tome uma curva suave t → w(t) tal que w(0) = v e w(t) ∈ W (t) para
todo t. Agora definimos novas curvas γ e Γ por γ(t) = A ·w(t) e Γ(t) = ΦA(W (t)), portanto
γ(t) ∈ Γ(t) para todo t. Ainda mais, temos que dΦA(W ) · Z = Γ′(0) e pela Proposição 3.21
temos que:
Γ′(0) · γ(0) = [γ′(0)] = [A(w′(0))] ∈ Rn/A(W ).
Novamente pela Proposição 3.21, obtemos:
W ′(0) · w(0) = [w′(0)] ∈ Rn/W.
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Combinado as expressões acima e notando que w(0) = v, temos que:
(dΦA(W ) · Z) · A(v) = Γ′(0) · A(v)
= [A(w′(0))]
= A · [w′(0)]
= A · (W ′(0) · w(0))
= A · (Z · v).
Concluindo a demonstração. 
Proposição 3.31. Para W ∈ Gk(n), a diferencial da aplicação:
βW : GL (n,R) → Gk(n)
dada por βW (A) = A(W ) é:




para cada A ∈ GL (n,R), X ∈ Lin(Rn), onde q : Rn → Rn/A(W ) é aplicação quociente.
Demonstração. Seja t → A(t) uma curva suave em GL (n,R) com A(0) = A e A′(0) = X .
Fixe v ∈ W , segue então que t → w(t) = A(t)(v) é uma curva suave em Rn tal que w(t) ∈
W (t) para todo t, onde W (t) = βW (A(t)). Então pela Proposição 3.21 temos que:
W ′(0) · w(0) = [w′(0)] = [X(v)] ∈ Rn/A(W ).
Assim obtemos que:
(dβW (A) ·X) · A(v) = W ′(0) · A(v) = q(X(v)).
Como queríamos demonstrar. 
Observação 3.32. Finalizamos esta seção com a observação que a teoria de Grassmannianas
de subespaços de Rn desenvolvida nessas ultimas seções pode ser generalizada de maneira
obvia para qualquer outro espaço vetorial real de dimensão finita.
3.2.3 Grassmanniana Lagrangiana
Nesta seção vamos mostrar que o conjunto L de todos os subespaços Lagrangianos de
um espaço vetorial split (V,B) de dimensão 2n é uma subvariedade da Grassmanniana de todos
64 Geometria das Grassmannianas
os subespaços de dimensão n de V . O conjunto Λ é chamado de Grassmanniana Lagrangiana
de (V,B). A teoria desenvolvida nesta seção será de grande utilidade para definir e estudar
propriedades do Índice de Maslov.
Pelo resto desta seção iremos fixar um espaço vetorial split (V,B) de dimensão 2n. E
iremos denotar por L = L(V,B), o conjunto de todos os subespaços Lagrangianos de (V,B):
L = L(V,B) = {L ∈ Gn(V ) : L é Lagrangiano.}
E vamos dizer que Λ é a Grassmanniana Lagrangiana do espaço vetorial split (V,B).
Vamos começar com uma construindo cartas de subvariedade para L em Gn(V ).
Lema 3.33. Seja (L0, L1) uma decomposição Lagrangiana de V , então um subespaço L ∈
G0n(L1) é Lagrangiano se e somente se a forma bilinear:
ρL0,L1 ◦ φL0,L1(L) ∈ Lin(L0, L∗0)  B(L0)
é anti-simétrica, onde o mapa ρL0,L1 é definido em (2.1).
Demonstração. Como dim(L) = n temos que L é Lagrangiano se e somente, se é isotrópico,
isto é, B|L×L = 0. Seja T = φL0,L1(L), então T ∈ Lin(L0, L1) e L = Gr(T ), então se
v, w ∈ L0 temos que:
B(v + T (v), w + T (w)) = B(T (v), w) + B(T (w), v).
Portanto B|L = 0 se e só se B(T ·, ·)|L0 é uma forma bilinear anti-simétrica, a conclusão segue
do fato que ρL0,L1 ◦ φL0,L1(L) = B(T ·, ·)|L0 . 
Se L1 ⊂ V é um subespaço Lagrangiano, denotamos por L0(L1) o conjunto de todos
os subespaços Lagrangianos de V que são transversais a L1:
L0(L1) = L ∩G0n(L1) = {L ∈ L : L ∩ L1 = 0}. (3.9)
Segue do Lema 3.33 que, associada a cada decomposição Lagrangiana (L0, L1) de V temos
uma bijeção:
χL0,L1 : L0(L1) → Ba-s(L0), (3.10)
dada por χL0,L1(L) = ρL0,L1 ◦φL0,L1(L), onde Ba-s(L0) ⊂ B(L0) denota o subespaço vetorial
das formas bilineares anti-simétricas. Portanto obtemos o seguinte resultado:
Corolário 3.34. A Grassmanniana Lagrangiana L é uma subvariedade mergulhada de Gn(V )
com dimensão dim(L) = 1
2
n(n− 1). As cartas χL0,L1 definidas em (3.10), para cada decom-
posição Lagrangiana (L0, L1) de V , formam um atlas suave para L.
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Demonstração. Dada uma decomposição Lagrangiana (L0, L1) de V , segue do Lema 3.33 que
a carta:
G0n(L1)  W → ρL0,L1 ◦ φL0,L1(W ) ∈ Lin(L0, L∗0)  B(L0)
de Gn(V ) é uma carta adaptada para L, que induz a carta em (3.10) de L. A conclusão
segue do fato que todo Lagrangiano admite um complementar Lagrangiano, portanto o do-





Agora como fizemos para Grassmanniana vamos estudar as funções de transição entre
as cartas construídas para a Grassmanniana Lagrangiana.
Lema 3.35. Sejam (L0, L1), (L′0, L1) e (L0, L′1) decomposições Lagrangianas de V então te-






• ρL0,L′1 ◦ ηL0L1,L′1 = ρL0,L1 .
Demonstração. Vamos mostrar que a primeira igualdade é valida mostrando que se realiza em
cada ponto, para tanto sejam v ∈ L1 e u ∈ L′0. Existem a ∈ L0 e b ∈ L1 tais que u = a + b,
como L′0 é Lagrangiano temos que:
ρL′0,L1(v) · (u) = B(v, ·)|L′0 · (u)
= B(v, ·)|L′0 · (a)
= B(v, a).
A conclusão segue do fato que ηL1L′0,L0
(u) = a. Contas semelhantes mostram a segunda igual-
dade. 
Lema 3.36. Dadas decomposições Lagrangianas (L0, L1) e (L′0, L1) de V temos que:





para todo ω ∈ Ba-s(L0). Se (L0, L′1) é outra decomposição Lagrangiana de V então vale que:
χL0,L′1 ◦ (χL0,L1)−1(ω) = ω ◦
(
Id+ (π′0|L1) ◦ ρ−1L0,L1 ◦ ω
)−1
, (3.12)
para todo ω ∈ χL0,L1(L0(L′1)) ⊂ Ba-s(L0), onde π′0 denota a projeção em L0 relativa a
decomposição V = L0 ⊕ L′1.
Observe que então vale a seguinte identidade:
(π′0|L1) ◦ ρ−1L0,L1 = (ρL0,L1)# (χL1,L0(L′1)) . (3.13)
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Portanto de (3.5) vemos que:








π′1|L0 + ρ−1L0,L1 ◦ ω
) ◦ ηL1L′0,L0 ,
onde π′1 denota a projeção em L1 relativa a decomposição V = L
′
0 ⊕ L1. Pelo Lema anterior
temos que:




: L∗0 → L
′∗
0 .
Combinado estas equações obtemos que:




◦ ω ◦ ηL1L′0,L0 . (3.14)
Utilizando a expressão em (3.14) com ω = 0 concluímos que:
χL′0,L1(L0) = ρL′0,L1 ◦ π′1|L0 ◦ ηL1L′0,L0 ,
o que completa a prova de (3.11).
Agora utilizando (3.6) temos:






= ρL0,L′1 ◦ ηL0L1,L′1 ◦ ρ
−1
L0,L1
◦ ω ◦ (Id+ (π′0|L1) ◦ ρ−1L0,L1 ◦ ω)−1 .
E pelo Lema anterior é fácil ver que:
ρL0,L′1 ◦ ηL0L1,L′1 ◦ ρ
−1
L0,L1
= Id : L∗0 → L∗0.
Concluindo assim a prova 
Nosso próximo objetivo é estudar o espaço tangente TLL da Grassmanniana Lagrangi-
ana, para algum L ∈ L, mas para tanto observamos que a aplicação V  v → B(v, ·)|L ∈ L∗
tem núcleo dado por L portanto obtemos a seguinte aplicação linear injetiva:
ρL : V/L → L∗
[v] → B(v, ·)|L
(3.15)
mas por uma questão de dimensionalidade temos que ρL define um isomorfismo linear.
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Proposição 3.37. Seja L ∈ Λ fixo, então o isomorfismo:
Lin (Id, ρL) : Lin(L, V/L) → Lin(L,L∗)  B(L)
dado por Z → ρL ◦Z leva TLΛ ⊂ TLGn(V )  Lin(L, V/L) no subespaço Ba-s(L) ⊂ B(L).
Demonstração. Seja L1 um subespaço Lagrangiano complementar a L. Então o mapa:
ψ : G0n(L1) → B(L)
W → ρL,L1 ◦ φL,L1(W )
de Gn(V ) é uma carta adaptada para subvariedade Λ que induz a carta χL,L1 . Portanto a di-
ferencial de ψ no ponto L é um isomorfismo que leva TLΛ em Ba-s(L). Pela regra da cadeia
temos que:
dψ(L) = Lin (Id, ρL,L1) ◦ dφL,L1(L),
mas o Lema 3.23 nos diz que usando a identificação TLGn(V )  Lin (L, V/L) a diferencial de




, onde q1 denota a restrição a L1 da aplicação quociente a
V/L, isto é, utilizando a identificação TLGn(V )  Lin (L, V/L) obtemos o seguinte diagrama






















Usando a Proposição anterior vamos sempre identificar o espaço tangente TLL com
Bsym(L). Utilizando esta identificação vamos calcular a diferencial da carta χL0,L1 em um
ponto L de L.
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Lema 3.38. Considere uma decomposição Lagrangiana (L0, L1) para V e seja L ∈ L0(L1).




: Ba-s(L) → Ba-s(L0).
Demonstração. Diferenciando a igualdade:
χL0,L1 = Lin (Id, ρL0,L1) ◦ φL0,L1
no ponto L e utilizando a identificação TLL  Ba-s(L), obtemos que
dχL0,L1(L) = Lin
(
ηL1L0,L, ρL0,L1 ◦ q−11 ◦ ρ−1L
)
: Ba-s(L) → Ba-s(L0),
onde q1 denota a restrição a L1 da aplicação quociente a V/L. Por outro lado utilizando o Lema
3.35 e a relação ρ−1L ◦ ρL,L1 = q1 obtemos que:





Concluindo assim a demonstração. 
Lembramos que dado um espaço vetorial split (V,B) o grupo de isometrias de B é
denotado por O(V,B). Sabemos também que O(V,B) ↪→ GL (V ) é um subgrupo de Lie de
GL (V ). Portanto a ação natural suave de GL (V ) na Grassmanniana Gn(V ) se restringe a uma
ação suave do grupo de isometrias O(V,B) na Grassmanniana Lagrangiana, em resumo temos
o seguinte:
Proposição 3.39. A ação natural de O(V,B) em L é suave.
Agora como fizemos para o caso da Grassmanniana vamos estudar a diferencial da ação
do grupo de isometrias na Grassmanniana Lagrangiana.
Proposição 3.40. Para A ∈ O(V,B), considere o difeomorfismo, denotado por ΦA, de L dado
por L → A(L). Para L ∈ L a diferencial dΦA(L) é o dado pelo operador:
(A|L)# : Ba-s(L) → Ba-s(A(L)).
Onde utilizamos a identificação TLL  Ba-s(L).
Demonstração. Primeiramente seΨA : Gn(V ) → Gn(V ) é o difeomorfismo dado porΨA(W ) =
A(W ) temos então o seguinte diagrama comutativo:
Gn(V )
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onde ι : L ↪→ Gn(V ) é a inclusão. Por outro lado, temos que a identificação de TLL  Ba-s(L)













onde τL : TLGn(V ) → Lin(L, V/L) é a identificação obtida na Proposição 3.20. Então dado
ω ∈ Ba-s(L) existe único v ∈ TLL tal que:
dι(L) · v = τ−1L (ρ−1L ◦ ω) ∈ TLGn(V ).













) ◦ τA(L) (dΨA(L) · (τ−1L (ρ−1L ◦ ω))) .
Porém, utilizando a identificação TLGn(V )  Lin(L, V/L) a Proposição 3.30 nós diz que a












) ◦ Lin ((A|L)−1, A) ◦ Lin (Id, ρ−1L ) (ω)
= Lin
(
(A|L)−1, ρA(L) ◦ A ◦ ρ−1L
)
(ω).
Por fim, é fácil ver que:
ρA(L) ◦ A ◦ ρ−1L = (A|L)∗−1.
Concluindo a demonstração. 
Proposição 3.41. Para L ∈ L, a diferencial do mapa:
βL : O(V,B) → L
dado por βL(A) = A(L) é:




para todos A ∈ O(V,B) e X ∈ TAO(V,B).
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Demonstração. Considere o operador ξL : GL (V ) → Gn(V ) dado por ξL(W ) = L(W ) então
temos o seguinte diagrama comutativo:
GL (V )














onde ι : L ↪→ Gn(V ) é a inclusão. Utilizando a identificação TA(L)L  Ba-s(A(L)) e a




) ◦ τA(L) ◦ dι(A(L)) ◦ dβL(A) ·X = Lin (Id, ρA(L)) ◦ τA(L) ◦ dξL(A) ·X,
para cadaX ∈ TAO(V,B). Mas utilizando a identificaçãoTA(L)Gn(V )  Lin(A(L), V/A(L))
a Proposição 3.41 nos diz que o diferencial dξL(A) é dado pela aplicaçãoX → q◦X◦A−1|A(L),




) ◦ τA(L) ◦ dξL(A) ·X = Lin (id, ρA(L)) (q ◦X ◦ A−1∣∣A(L)) .
A conclusão da Proposição segue da observação simples que:
ρA(L) ◦ q ◦X ◦ A−1
∣∣
A(L)




Agora vamos mostrar que a variedade Grassmanniana Lagrangiana possuí uma estrutura
de variedade homogênea, para ver isso primeiro vamos nos especializar no caso V = Rn,n.





Ainda mais, essa caracterização induz o difeomorfismo O(n)  A → {(x,Ax) : x ∈ Rn} ∈
L(Rn,n).
Demonstração. Primeiro definimos uma ação do grupo de Lie O(n) × O(n) em L(Rn,n) da
seguinte forma, dados (T, S) ∈ O(n)×O(n) e L ∈ L(Rn,n) faça:
(T, S) · L = (T ⊕ S)(L0),
onde T ⊕ S ∈ O(n, n) é o operador dado por:
T ⊕ S(x, y) = (Tx, Sy),
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para cada (x, y) ∈ Rn,n. Agora definimos o operador J : Rn,n → Rn,n por J(x, y) = (x,−y)
então veja que J ∈ O(2n) e ainda mais
Bn,n(J ·, ·) = 〈·, ·〉R2n .
A correlação entre o operador J e o grupo O(n) × O(n) é dada pelo seguinte fato, dado A ∈
O(n) existem T, S ∈ O(n) tais que A = T ⊕ S se e somente se A comuta com o operador J .
Agora vamos mostra que a ação do grupo O(n) × O(n) em L(Rn,n) é transitiva. Mas
primeiro notamos que se L é um subespaço Lagrangiano então esse é transversal ao subespaço
J(L), já que dado v ∈ L ∩ J(L) vemos que sendo L um subespaço Lagrangiano
0 = Bn,n(Jv, v) = 〈v, v〉R2n ,
ou seja v = 0. Portanto V = L ⊕ J(L), isso ainda nós diz que dado uma base 〈·, ·〉R2n-
ortonormal de L, digamos {v1, ..., vn} temos que a base {v1, ..., vn, Jv1, ..., Jvn} é uma base
〈·, ·〉R2n-ortonormal de Rn,n pois
〈Jvi, vj〉R2n = Bn,n(J2vi, vj) = Bn,n(vi, vj) = 0,
e como J ∈ O(2n), temos ainda que
〈Jvj, Jvi〉R2n = 〈vj, vi〉R2n = δij.
Dessa maneira, dados L,L′ ∈ L(Rn,n) tomamos bases 〈·, ·〉R2n-ortonormais de L e L′ res-
pectivamente dadas por {v1, ..., vn} e {v′1, ..., v′n} então definindo a transformação ortogonal







para cada i = 1, ..., n, vemos que essa transformação satisfaz A(L) = L′. Ainda mais, por
definição A comuta com operador J portanto temos que existem T, S ∈ O(n) tais que A =
T ⊕ S, assim a ação de O(n)×O(n) em L(Rn,n) é transitiva.
Agora vamos calcular o subgrupo estabilizador dessa dessa ação associado ao elemento
L0 = {(x, x) ∈ Rn,n : x ∈ Rn}}, isto é, o subgrupo de O(n)×O(n) dado por
Stb(L0) = {(T, S) ∈ O(n)×O(n) : T ⊕ S(L0) = L0}.
Mas é fácil de ver que T ⊕ S(L0) = L0 se e somente, se Tx = Sx para cada x ∈ Rn assim
Stb(L0) = {(T, S) ∈ O(n)×O(n) : T = S}
= Δ(O(n)).
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Como a ação de O(n) × O(n) em L(Rn,n) é transitiva, suave e o subgrupo estabilizador do
elemento L0 é dado por Δ(O(n)) temos um difeomorfismo L(Rn,n)  O(n)×O(n)Δ(O(n)) e tal difeo-




[(T, S)] → T ⊕ S(L0).
Por fim, vamos mostrar que existe um difeomorfismo O(n)  O(n)×O(n)
Δ(O(n))
. Para tanto
considere a ação de O(n)×O(n) em O(n) dada por
(T, S) ·X = T−1 ◦X ◦ S,
claramente essa ação é transitiva e suave e o subgrupo estabilizador de Id ∈ O(n) é dado por
Stb(Id) = {(S, T ) ∈ O(n)×O(n) : T−1S = Id }
= Δ(O(n)).
Portanto temos um difeomorfismo de
O(n)×O(n)
Δ(O(n))




[(T, S)] → T−1S,
facilmente vemos que o inverso dessa mapa é dado por A → [(Id, A)], concluímos então que
a composição desses difeomorfismos induz o seguinte difeomorfismo
O(n) → L(Rn,n)
A → {(x,Ax) ∈ Rn,n : x ∈ Rn}.
Concluindo assim a prova. 
Corolário 3.43. Dado um espaço vetorial split (V,B) existe um difeomorfismo entre a Gras-
smanniana Lagrangiana L = L(V,B) de (V,B) e o grupo ortogonal O(n). Em particular
a variedade Grassmanniana Lagrangiana é compacta e possuí exatamente duas componentes
conexas.
Demonstração. Utilizando o Teorema 2.1 podemos construir uma isomorfismo linear T :
Rn,n → V tal que o pullback da forma bilinear B por T é dada por Bn,n, então esse iso-
morfismo linear induz um difeomorfismo ΦT : L(Rn,n) → L dado por ΦT (L) = T (L), pelo
Teorema anterior Temos um difeomorfismo O(n)  L(Rn,n), a composição destes mapas in-
duz o difeomorfismo desejado. 
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3.2.4 As subvariedades Lk(L0)
Nesta subseção vamos estudar uma família de subvariedades de L que serão de grande
utilidade no resto da dissertação. Para um subespaço LagrangianoL0 ⊂ V fixado e k = 0, ..., n
definimos os seguintes subconjuntos de L:
Lk(L0) = {L ∈ L : dim(L ∩ L0) = k}.
Note que para k = 0, a definição acima de Lk(L0) é compatível com a definição dada em (3.9).
O nosso objetivo vai ser mostrar que os conjuntos Lk(L0) são subvariedades de L e também
calcular os seus respectivos espaços tangentes.
Denotamos porO(V,B, L0) o subgrupo fechado deO(V,B) que consiste das isometrias
de B que preservam L0, isto é:
O(V,B, L0) = {A ∈ O(V,B) : A(L0) = L0}
Vamos agora calcular a álgebra de Lie deste subgrupo. Mas para tanto vamos primeiro
computar a Álgebra de Lie do grupo B(V,B).
Proposição 3.44. A Álgebra de Lie do grupo O(V,B), vista dentro da álgebra de Lie gl(V ) =
Lin(V ), é dada pelo conjunto
o(V,B) = {X ∈ Lin(V ) : B(X·, ·) + B(·, X·) = 0}.
Demonstração. Para calcular a Álgebra de Lie de O(V,B) vamos primeiro mostrar esta vari-
edade pode ser vista como valor regular do zero da seguinte função φ : GL(V ) → Bsim(V )
onde φ(T ) = B(T ·, T ·)− B(·, ·).
Para tanto, veja que dado T ∈ GL(V ) temos que a diferencial de φ aplicada em X ∈
Lin(V ) é dada por
dφ(T ) ·X = B(X·, T ·) + B(T ·, X·).
Então resta mostrar que se T ∈ φ−1(0) a aplicação dφ(T ) : Lin(V ) → Bsim(V ) é sobrejetora.
Primeiramente notamos que se T ∈ φ−1(0) temos que
dφ(T ) ·X = B(T−1 ◦X·, ·) + B(·, T−1 ◦X·).
Por outro lado, dado D ∈ Bsim(V ), como B é não degenerada existe Y ∈ Lin(V ) tal que
D(·, ·) = B(T ·, ·),
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mas como D é simétrica temos também que
D(·, ·) = B(·, T ·).
Portanto D(·, ·) = 1
2
B(T ·, ·) + 1
2
B(·, T ·), fazendo X = 1
2
T ◦ Y temos que:
D(·, ·) = B(T−1 ◦X·, ·) +B(·, T−1 ◦X·),
como o desejado. Por fim, como 0 é um valor regular de φ temos que:
o(V,B) = TIdO(V,B) = ker(dφ(Id)),
mas é fácil de ver que ker (dφ(Id)) = {X ∈ Lin(V ) : B(X·, ·) + B(·, X·) = 0} como
queríamos mostrar. 
Corolário 3.45. A Álgebra de Lie o(V,B, L0) do grupo de LieO(V,B, L0) consiste do conjunto
o(V,B, L0) = {X ∈ o(V,B) : B(X·, ·)|L0 = 0}.
Demonstração. Primeiro vamos provar que o(V,B, L0) = {X ∈ o(V,B) : X(L0) ⊂ L0},
como O(V,B, L0) é um subgrupo de Lie de O(V,B) temos a seguinte caracterização para sua
álgebra de Lie
o(V,B, L0) = {X ∈ o(V,B) : exp(tX) ∈ O(V,B, L0), ∀t ∈ R}.
Suponha então X ∈ o(V,B), tal que exp(tX) ∈ O(V,B, L0) para cada t ∈ R, dado v0 ∈ L0
defina γ : R → V por
γ(t) = exp(tX)v0,
como exp(tX) ∈ O(V,B, L0) temos que exp(tX)(L0) = L0 para cada t ∈ R, portanto:
L0  γ′(0) = Xv0,
assim concluímos que X(L0) ⊂ L0 como o desejado. Por outro lado, tome X ∈ o(V,B) tal
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v0 ∈ L0 para todo k ∈ N e portanto como L0 ⊂ V é um
subconjunto fechado temos que exp(tX) ∈ L0, como queríamos mostrar.
Por fim, vamos mostrar que o conjunto {X ∈ o(V,B) : X(L0) ⊂ L0} é dado
por {X ∈ o(V,B) : B(X·, ·)|L0 = 0}, mas note que B(X·, ·)L0 = 0 se e somente se
X(L0) ⊂ L⊥0 e conclusão segue do fato que L⊥0 = L0, já que L0 é Lagrangiano. 
A ação de O(V,B) em L se restringe de forma suave ao subgrupo de Lie O(V,B, L0),
ainda mais o Teorema 2.25 garante que Lk(L0) é dado pela orbita da ação de O(V,B, L0).
Então para provar que os subconjuntos Lk(L0) de L são subvariedades mergulhas basta provar
que estes são localmente fechados.








Então temos o seguinte:
Lema 3.46. Para todo k = 0, ..., n os subconjunto L≤k(L0) e L≥k(L0) são respectivamente
aberto e fechado em L.
Demonstração. Segue do Corolário 3.29 que o conjunto dos espaços W ∈ Gn(V ) tais que
dim(W ∩L0) ≤ k é aberto em Gn(V ). Como L tem a topologia induzida de Gn(V ), segue que
L≤k(L0) é aberto em L. Como L≥k(L0) é o complementar de L≤k−1(L0), temos o desejado.

Corolário 3.47. Para todo k = 0, ..., n, os subconjuntos Lk(L0) são localmente fechados em
L.
Demonstração. Basta notar que Lk(L0) = L≤k(L0) ∩ L≥k(L0). 
Assim obtemos o seguinte:
Teorema 3.48. Para cada k = 0, ..., n, os subconjuntos Lk(L0) são subvariedades mergulha-
das de L com codimensão 1
2
k(k − 1), e os seus espaços tangentes são dados por:
TLLk(L0) =
{
ω ∈ Ba-s(L) : ω|L∩L0 = 0
}
, (3.16)
para cada L ∈ Lk(L0).
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Demonstração. Pela discussão anterior vimos que para cada k o conjunto Lk(L0) é orbita da
ação de O(V,B, L0) para qualquer L ∈ Lk(L0), ainda mais estes são localmente fechados,
então pelo Teorema 3.8 segue que Lk(L0) é uma subvariedade mergulhada de L. Resta então
provar a identidade em (3.16).
Para tanto veja que pela Proposição 3.4 temos que TLLk(L0) coincide com a imagem
da aplicação:
dβL(Id) : 0(V,B, L0) → TLL.
Mas pela Proposição 3.41 temos que se X ∈ O(V,B, L0) ⊂ O(V,B) então:
dβL(Id) ·X = B(X·, ·)|L.
Por outro lado, utilizando o Lema 3.45, vemos que seX ∈ o(V,B, L0) temos queB(X·, ·)|L0 =
0. Resumindo temos que
Im(dβL(Id)) ⊂ {ω ∈ Ba-s(L) : ω|L∩L0 = 0}.
Agora vamos mostrar que dada ω ∈ {ω ∈ Ba-s(L) : ω|L∩L0 = 0} existe X ∈ o(V,B, L0) tal
que ω = B(X·, ·). Para tanto seja {bj}2nj=1 uma base de V tal que {bj}nj=1 é uma base de L0 e
{bi}2n−ki=n−k+1 é uma base para L, então definimos ω′ ∈ Ba-s(V ) por:
ω′(bi, bj) =
⎧⎨⎩ω(bi, bj), se i, j ∈ {n− k + 1, ..., 2n− k}0, c.c.
Portanto ω′ é tal que ω′|L = ω e ω′|L0 = 0. Como B é não degenerada existe X ∈ Lin(V ) tal
que ω′ = B(X·, ·), como ω′|L0 = 0 temos que X(L0) ⊂ L0 então X ∈ o(V,B, L0) e como
ω′|L = ω temos que dβL(Id) ·X = ω, como queríamos mostrar. 
3.3 A Grassmanniana Lagrangiana de E ⊕ E∗
Nessa seção vamos nos especializar no estudo da Grassmanniana Lagrangiana do espaço
vetorial split (E ⊕ E∗, 〈·, ·〉), onde E é um espaço vetorial real de dimensão finita n > 0.
Primeiramente vamos utilizar o Corolário 3.43 para explicitar um difeomorfismo entre O(n) e
L(E⊕E∗) = L, ressaltamos a importância desse difeomorfismo para estender as propriedades
de L. Primeiramente fixe uma base {E1, ..., En} de E, então tal base defina um produto interno
〈·, ·〉E emE pela relação 〈Ei, Ej〉E = δij , podemos assim considerar o grupo de transformações
ortogonais associada a este produto interno, isto é:
O(E, 〈·, ·〉E) = {S ∈ GL(E) : 〈S·, S·〉E = 〈·, ·〉E}.
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Dessa forma o isomorfismo linear Z : E → Rn induzido por Ej → ej onde {ej}nj=1 é a base
canônica de Rn, nós permite identificar o grupo O(E, 〈·, ·〉E) com o grupo ortogonal O(n) de
Rn pela relação
O(E, 〈·, ·〉E) → O(n)
S → Z ◦ S ◦ Z−1.
Por outro lado, fazendo ξj = E
∗
j ∈ E∗ temos pelo exemplo 2.4 que o isomorfismo linear














de E ⊕ E∗, é tal que o pullback do pareamento 〈·, ·〉 é dado por Bn,n, então como feito no
Corolário 3.43 temos que o mapa ΦT : L(Rn,n) → L, definido por L → T (L) é um difeo-
morfismo. Agora vamos estudar o conjunto {(x,Ax) ∈ Rn,n : x ∈ Rn} onde A ∈ O(n) via
o difeomorfismo ΦT , para tanto considere x ∈ Rn e escreva esse vetor em coordenadas como
x = (x1, ..., xn), assim podemos escrever o vetor Ax em coordenadas como (y1, ..., yn), onde
yj =
∑n
i=1 Ajixi para cada j = 1, ..., n, sendo que (Aji) são as coordenadas do operador A na






































onde 〈X, ·〉E ∈ E∗. Portanto identificando O(n)  O(E, 〈·, ·〉E) via a aplicação Z vemos que:
ΦT ({(x,Ax) ∈ Rn,n : x ∈ Rn}) = {(Id+ A)X + 〈(Id− A)X, ·〉E ∈ E ⊕ E∗ : X ∈ E}.
Portanto segue do Teorema 3.42 que aplicaçãoA → {(Id+A)X+〈(Id− A)X, ·〉E ∈ E⊕E∗ :
X ∈ E} é um difeomorfismo.
Por uma questão de simplicidade, será mais conveniente trabalhar com esse difeomor-
fismo composto com a aplicação A → −A. Portanto temos em resumo o seguinte, fixando
uma base B = {E1, ..., En} de E obtemos um difeomorfismo
ΓB : O(n) → L(E ⊕ E∗)
A → LA,
(3.17)
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onde LA = {(Id−A)X + 〈(Id+ A)X, ·〉E ∈ E ⊕E∗ : X ∈ E} e usamos a base fixada para
identificar o grupo ortogonal O(E, 〈·, ·〉E) com o grupo ortogonal O(n) e E com o seu espaço
dual E∗.
Até o fim desta seção fixamos uma base B = {E1, ..., En} para o espaço E e conside-
ramos o seu difeomorfismo associado ΓB : O(n) → L(E ⊕ E∗). Nosso objetivo será estudar
as subvariedades Lk(L0) para um dado Lagrangiano L0 ∈ L, via o difeomorfismo ΓB. Para
tanto, introduzimos os conjuntos SL e SL−, que são definidos como a componente conexa de
L contendo, respectivamente, o elemento E∗ e o elemento E, dessa forma temos a seguinte
decomposição da Grassmannina Lagrangiana
L = SL  SL−.
Como o difeomorfismo ΓB mapeia a identidade no elemento E∗, vemos que a restrição desse
mapa ao subgrupo SO(n) induz um difeomorfismo ΓB : SO(n) → SL.
Antes de estudar os conjuntos Lk(L0) relembramos algumas propriedades do grupo
ortogonal O(n). Dada uma aplicação A ∈ O(n) denotamos o espectro de A por:
Spec(A) = {λ ∈ C : Av = λv, para algum v em Rn \ {0}},
e dado λ ∈ Spec(A), denotamos por mul(A, λ) a multiplicidade do autovalor λ, isto é, a
dimensão do núcleo do operador A − λId. Ainda mais, lembramos que existe uma forma
canônica para operadores ortogonais, mais especificamente temos o seguinte resultado.
Teorema 3.49. Dada uma aplicação A ∈ O(n) existe uma base ortogonal de Rn e números













Corolário 3.50. Dada uma aplicação A ∈ O(n), temos que o determinante dessa aplicação é
dado por (−1)mul(A,−1).
Proposição 3.51. Seja A0 ∈ O(n). Então LA ∈ Lk(LA0) se e somente, se mul(A−10 A, 1) = k.
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Demonstração. Primeiramente notamos queLA ∈ Lk(LA0) se e somente, se dim(LA∩LA0) =
k. Suponha agora que dim(LA ∩ LA0) = k, então existem vetores X1 + ξ1, ..., Xk + ξk em
E ⊕ E∗ tais que LA ∩ LA0 = span{X1 + ξ1, ..., Xk + ξk}, mas como Xj + ξj ∈ LA ∩ LA0 ,
para cada j = 1, ..., k, temos que existem únicos vetores Yj ∈ E tais que:⎧⎪⎪⎨⎪⎪⎩
Xj = (Id− A)Yj,
ξj = 〈(Id+ A)Yj, ·〉E ,
A0Yj = AYj.
Vamos mostrar que o conjunto {Y1, ..., Yk} forma uma base para ker(A−10 A − Id). De fato,
tome Y ∈ E tal que A0Y = AY , portanto o vetor (Id− A)Y + 〈(Id+ A)Y, ·〉E ∈ LA ∩ LA0









Somando as equações acima obtemos que Y =
∑k
j=1 λjYj , logo {Y1, ..., Yk} gera o subes-
paço ker(A−10 A− Id) . Resta provar que os vetores são linearmente independentes, para tanto
suponha que existem ζ1, ..., ζk em R, tais que
∑k
j=1 ζjYj = 0, mas dessa forma teríamos que:
k∑
j=1
ζj(Id− A)Yj = 0,
k∑
j=1
ζj(Id+ A)Yj = 0,
o que implicaria
∑k
j=1 ζj(Xj + ξj) = 0, logo ζ1 = ... = ζk = 0. Provando que o conjunto
{Y1, ..., Yk} forma uma base para ker(A−10 A− Id).
Por outro lado, suponha que mul(A−10 A, 1) = k, então existem vetores Y1, ..., Yk em E,
tal que o conjunto {Y1, ..., Yk}, forma uma base para ker(A−10 A − Id). Para cada j = 1, ..., k
defina ⎧⎪⎪⎨⎪⎪⎩
Xj = (Id− A)Yj,
ξj = 〈(Id+ A)Yj, ·〉E ,
A0Yj = AYj.
Dessa forma Xj + ξj ∈ LA ∩ LA0 , para todo j = 1, ..., k. Reciprocamente vamos mostrar que
LA ∩ LA0 = span{X1 + ξ1, ..., Xk + ξk}, para tanto tome X + ξ ∈ LA ∩ LA0 , logo existe
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Y ∈ E tal que: ⎧⎪⎪⎨⎪⎪⎩
X = (Id− A)Y,
ξ = 〈(Id+ A)Y, ·〉E ,
A0Y = AY.
Portanto Y ∈ span{Y1, ..., Yk} e por consequente X + ξ ∈ span{X1 + ξ1, ..., Xk + ξk}. Por
fim, vamos mostrar que o conjunto {X1 + ξ1, ..., Xk + ξk} é linearmente independente. Então
suponha que existam números reais ζ1, ..., ζk tais que
∑k




ζj(Id− A)Yj = 0,
k∑
j=1
ζj(Id+ A)Yj = 0.
Somando as equações acima obtemos que
∑k
j=1 ζjYj = 0 e portanto temos que ζj = 0, para
cada j = 1, ..., k. Concluímos assim que o conjunto {X1, ξ1, ..., Xk + ξk} é uma base para
LA∩LA0 . Em suma, mostramos que dim(LA∩LA0) = k se e somente, se dim(A−10 A−Id) = k
como queríamos. 
Uma consequência da Proposição anterior, que veremos no exemplo abaixo, é que dado
dois subespaços LagrangianosL0 eL1 nem sempre é possível achar uma decomposição Lagran-
giana simultânea para L0 e L1, isto é, nem sempre existe L ∈ L, tal que, V = L0⊕L = L1⊕L,
o que é um contraste quando consideramos o caso simplético onde isso sempre é possível.
Exemplo 3.52. Suponha que n = 3 e tome L0, L1 subespaços Lagrangianos de E⊕E∗. Então
existem A0, A1 tais que L0 = LA0 e L1 = LA1 , suponha também que A0 ∈ SO(3) e A1 /∈
SO(3). Dado L ∈ L0(L0) a Proposição 3.51 diz que mul(A−10 A, 1) = 0, portanto o Teorema
3.49 implica que det(A−10 A) = −1, mas comoA0 ∈ SO(3) devemos ter que det(A) = −1, isto
é, L0(L0) ⊂ SL−. Da mesma forma podemos provar que L0(L1) ⊂ SL, concluímos então
que não existe um subespaço Lagrangiano L satisfazendo V = L0 ⊕ L = L1 ⊕ L.
Outra consequência da Proposição 3.51 é que ela fornece uma decomposição dos es-
paços SL e SL− em termo das subvariedades Lk(L0), para algum L0 Lagrangiano. E uma
consequência interessante dessa decomposição é que essa mostra que dado L0 ∈ L temos
que L0(L0) e L1(L0) estão em componentes conexas distintas de L, e ainda mais, ambos os
conjuntos são densos nas suas respectivas componentes conexas.
Corolário 3.53. Sejam L0 ∈ L e A0 ∈ O(n) tais que L0 = LA0 . Então:
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Demonstração. Vamos provar apenas o caso em que n é par e A0 ∈ SO(n), pois os outros
casos são completamente análogos. Tome k ≥ 0 e suponha que LA ∈ Lk(L0) para algum
A ∈ O(n). Então pela Proposição 3.51 temos que mul(A−10 A, 1) = k, assim pelo Corolário
3.50 temos que det(A) = det(A−10 A) = (−1)k, portanto A ∈ SO(n) se k é par e A /∈ SO(n)
se k é impar, a conclusão segue do fato que SO(n)  A → LA ∈ SL é um difeomorfismo e
que temos a seguinte decomposição L = ⋃k≥0 Lk(L0). 
Corolário 3.54. Dado L0 ∈ L, os conjuntos L0(L0) e L1(L0) estão em componentes conexas
distintas de L e ambos são densos nas suas respectivas componentes conexas.
Demonstração. O fato dos conjuntos L0(L0) e L1(L0) estarem em componentes conexas dis-
tintas segue do Corolário anterior. Para ver que ambos são densos, notamos que pelo Teorema
3.48 o complementar desses conjuntos em suas respectivas componentes conexas é dado pela
união de subvariedades de codimensão positiva. 
Por fim nessa seção, relembramos que o Teorema 2.56 nós diz que para cada L ∈
Lag(E ⊕ E∗) existe um único subespaço W ⊂ E e uma única 2-forma ω tais que L =
L(W,ω) = {X + ιX ω̃ + ξ : X ∈ W, e ξ ∈ W 0}. Por outro lado, sabemos que também
existe única A ∈ O(n) tal que L(W,ω) = L = LA, então é natural a pergunta de qual é a
relação entre A e o par (W,ω), o próximo exemplo é devoto a responder essa pergunta.
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Exemplo 3.55. Seja L ∈ L fixado. Primeiro suponha que temos A ∈ O(n) tal que L = LA,
então vamos derivar W ⊂ E e ω ∈ ∧2 W ∗, em função de A, de tal forma que LA = L(W,ω).
Para tanto, note que pelo Teorema 2.56 temos que W = πE(LA), mas como LA = {(Id −
A)X + 〈(Id+ A)X, ·〉E ∈ E ⊕ E∗ : X ∈ E} devemos ter que:
W = πE(LA) = Im(Id− A).
Ainda utilizando o Teorema 2.56, vemos que a forma ω é dada por ω(X1, X2) = ξ1(X2), onde
X1 + ξ1, X2 + ξ2 ∈ LA. Portanto como (Id− A)X1 + 〈(I + A)X2, ·〉E ∈ LA, temos que:
ω ((Id− A)X1, (Id− A)X2) = 〈(I + A)X1, (I − A)X2〉E








Onde AT é a matriz adjunta relativa à gE . Dessa forma, derivamos completamente o par
(W,ω) em termos de A.
Agora suponha que temos W ⊂ E e ω ∈ ∧2 W ∗ tais que L = L(W,ω), nosso objetivo
é derivar A ∈ O(n) em termos do par (W,ω), de tal forma que LA = L(W,ω).
Para tanto, fixe X ∈ E, como (Id − A)X + 〈(Id+ A)X, ·〉E ∈ L(W,ω), existem
Y ∈ W e α ∈ W 0 tais que:⎧⎨⎩X − AX = Y,〈(Id+ A)X, Y ′〉E = ω̃(Y, Y ′) + α(Y ′), ∀Y ′ ∈ E.
Onde ω̃ ∈ ∧2 E∗ é uma extensão qualquer de ω. Dessa forma vemos que AX = X−Y , então
ω̃(Y, Y ′) + α(Y ′) = 〈(Id+ A)X, Y ′〉E
= 〈Y ′, 2X − Y 〉E ,
em outras palavras:
2 〈Y, Y ′〉E − α(Y ′) = ω̃(Y, Y ′) + 〈Y ′, Y 〉E . (3.19)
Agora tome {F1, ..., Fp} ⊂ W , uma base 〈·, ·〉E-ortonormal para W , então existem
ξ1, ..., ξp ∈ R tais que Y =
∑p
j=1 ξjFj . Fazendo Y ′ = Fk em (3.19), para k ∈ {1, ..., p},
vemos que:




ξjω(Fj, Fk) + ξk.
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Então definindo:
ωjk =
⎧⎨⎩ω(Fj, Fk), para j = k1, para j = k .
Obtemos que:




Portanto, definido a matriz Aω = (ωjk)pj,k=1 ∈ Mp×p(R), a aplicação πW : E → Rp dada por
πE(X) = (〈F1, X·〉E , ..., 〈Fp, X·〉E) e o vetor ξ = (ξ1, ..., ξk), podemos reescrever a equação
(3.20) como:
ATωξ = 2πW (x),
onde ATω é a matriz transposta de Aω. Como a matriz Aω é dada pela soma de uma matriz anti-




ξ = −2(A−1ω )πW (X).
Assim conseguimos descrever o operador A completamente em termos de W e ω.
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Capítulo 4
O ÍNDICE DE MASLOV EM E ⊕ E∗
Considere E um espaço vetorial real com dimensão finita n ≥ 3, então podemos munir
o espaço vetorial E⊕E∗ com o pareamento canônico 〈·, ·〉, assim obtemos um espaço vetorial
split (E ⊕ E∗, 〈·, ·〉). Denotamos por L = L(E ⊕ E∗, 〈·, ·〉) a Grassmanniana Lagrangiana
associada, e denotamos por SL a componente conexa do elemento E∗ ∈ L.
O objetivo desse capítulo é desenvolver uma definição para o Índice de Maslov para
curvas em L baseado na definição do índice de Maslov para o caso Simplético (ver [9], [8]
e [6]), mais especificamente procuramos um mapa que toma valores em um subconjunto de
C0([0, 1],L), de tal forma que o índice seja um invariante homotópico e também possa ser
estudado de um ponto de vista de transversalidade. Dado o fato que estamos interessados em
estudar propriedades homotopicas das curvas vamos restringimos nossos estudos para a com-
ponente conexa SL de L.
4.1 Caso n = 3
O objetivo dessa seção é definir o índice de Maslov para o caso que dim(E) = 3, mas
mais importante que isso é introduzir os conceitos necessários para estudar o caso geral, e
apresentar a necessidade de utilizar ferramentas como espaço de recobrimento, Álgebras de
Clifford e o Grupo Spin.
O primeiro passo para desenvolver uma definição para o Índice de Maslov é estudar o
grupo fundamental de SL, mas veja que fixada uma base B = {E1, E2, E3} de E a aplicação
ΓB : SO(3) → SL, definida em (3.17), é um difeomorfismo, então podemos focar em estudar
o grupo fundamental do grupo especial ortogonal SO(3).
Para estudar o grupo fundamental de SO(3) vamos introduzir o conjunto dos Quatérnios.
De maneira informal, o conjunto dos quatérnios é dado pelo espaço vetorialH = R4, munido de
uma multiplicação · : H×H → H, de tal forma que o par (H, ·) forma uma álgebra associativa
com unidade.
De maneira mais explicita, denotando por 1 = (1, 0, 0, 0), i = (0, 1, 0, 0), j = (0, 0, 1, 0)
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e k = (0, 0, 0, 1) a base canônica de R4, a multiplicação em H é definida nos elementos da base
pela elegante formula:
i2 = j2 = k2 = ijk = −1,
e estendida por bilinearidade para os elementos gerais de H.
Como dito anteriormente a multiplicação nos quatérnios é distributiva e associativa,
porém não é comutativa. Por outro lado, todo quatérnio não nulo ϕ ∈ H possuí um inverso
multiplicativo ϕ−1. Para ver isso introduzimos a operação de conjugação, se ϕ = a1 + bi +
cj + dk, então definimos o conjugado de ϕ por:
ϕ = a1 − bi − cj − dk.




É possível mostrar que para todos ϕ e ϕ′ em H, temos que |ϕϕ′| = |ϕ||ϕ′|. Portanto o
grupo das unidades da álgebra H é dado por GH = {ϕ ∈ H : |ϕ| = 0}, e a Proposição A.1
garante que GH é um grupo de Lie aberto em H. Ainda mais, como o modulo preserva o pro-
duto, o subconjunto S3 ⊂ GH determina um subgrupo fechado, portanto define um subgrupo
de Lie. O nosso objetivo é mostrar que S3 define o recobrimento duplo universal de SO(3).
Assim como é feito nos complexos podemos definir os quatérnios reais e imaginários
puros. Mais precisamente, definimos R = {t1 : t ∈ R} e R3 = {xi + yj + zk : x, y, z ∈ R},
e denominamos R como o conjunto dos quatérnios reais e R3 como o conjunto dos quatérnios
imaginários puros.
Lema 4.1. Seja ϕ ∈ H tal que ϕ comuta com todo quatérnio imaginário puro. Então ϕ é um
quatérnio real.
Demonstração. Seϕ = a1+bi+cj+dk então iϕ = −b1+ai−dj+ck, eϕi = −b1+ai+dj−ck.
Segue de iϕ = ϕi que c = d = 0, isto é, ϕ = a1 + bi. Da mesma forma, ϕj = aj + bk e
jϕ = aj − bk, então de ϕj = jϕ temos que b = 0, e ϕ = a1 ∈ R, como o desejado. 
Proposição 4.2. Existe um homomorfismo de Lie sobrejetor Ad : S3 → SO(3), cujo o núcleo
é {1,−1}.
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Primeiro vamos provar queAd está bem definida, sejaϕ ∈ S3, considere primeiroAdϕ definida
emR4, evidentementeAdϕ é linear, e como |ϕvϕ−1| = |v|, Adϕ : R4 → R4 é ortogonal. Ainda
mais, comoAdϕ(1) = 1, o subespaço dos quatérnios reais é invariante porAdϕ. Portanto, o seu
complemento ortogonal R3 também é invariante por Adϕ. Portanto, a transformação ortogonal
Adϕ : R
3 → R3 está bem definida.
As colunas da matriz de Adϕ, na base canônica, são dadas pelos vetores ϕiϕ−1, ϕjϕ−1
e ϕkϕ−1, que dependem de forma suave de ϕ, portanto a aplicação Ad é suave. Temos que
det(Adϕ) = ±1, para todo ϕ ∈ S3. Como S3 é conexo e det(Ad1) = 1, devemos ter que
det(Adϕ) = 1, para cada ϕ ∈ S3, portanto Im(Ad) ⊂ SO(3).
Evidentemente a aplicaçãoAd é um homomorfismo de grupo, e ainda mais o seu núcleo
é dado pelo conjunto {ϕ ∈ S3 : ϕv = vϕ ∀v ∈ R3}. Pelo Lema anterior concluímos que o
núcleo de Ad contém apenas os quatérnios {1,−1}. Em particular, Ad é localmente injetiva.
Resta mostra que Ad é sobrejetiva, mas como S3 é compacta e SO(3) é conexo basta
mostrar que Ad é uma aplicação aberta. De fato, se Ad é aberta, o fato de S3 ser compacto
garante que Ad(S3) é um conjunto aberto e fechado em um conexo, portanto deve ser tudo.
Para mostrar que Ad é uma aplicação aberta, notamos que como essa é um homomor-
fismo de grupos de Lie tem posto constante. Portanto utilizando o Teorema do Posto, segue
do fato que Ad é localmente injetiva que seu posto é máximo, agora como dim(SO(3)) =
dim(S3), este mapa deve ser um difeomorfismo local, em particular um mapa aberto. 
Definindo o subgrupo Z2 = {1,−1} de S3, vemos que Z2 = ker(Ad). Ainda mais, é
fácil ver que Z2 age de forma suave e livre, por translação à esquerda, em S
3. Portanto pelo
Teorema B.5 temos que a projeção canônica π : S3 → S3/Z2 é um recobrimento duplo, e como
S3 é conexa por caminhos e simplesmente conexa temos que esse é o recobrimento universal.
Notamos também, que por definição, o espaço S3/Z2 é o espaço projetivo P
3.
A Proposição anterior nos diz que o mapa Ad : S3 → SO(3) é constante ao longo das
fibras de π, portanto como π é uma submersão podemos passar ao quociente de forma suave
obtendo uma aplicação Ad : P 3 → SO(3). Da mesma forma, π é constante ao longo das fibras
de ϕ, então novamente podemos passar ao quociente de forma suave, obtendo uma aplicação
π : SO(3) → P 3. Concluímos que Ad : P 3 → SO(3) é um difeomorfismo com inversa dada
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Portanto o mapa Ad = Ad◦π : S3 → SO(3) define o recobrimento universal de SO(3).
Então, definido ρ
.
= ΓB ◦Ad : S3 → SL, temos que o mapa ρ define o recobrimento universal
de SL, em particular podemos aplicar a teoria desenvolvida no Apêndice B para estudar o
conjunto:
Π(SL) = {γ ∈ C0 ([0, 1], SL) : γ(0) = γ(1)}.
Utilizando a Definição B.10 e a Proposição B.12, garantimos a existência de uma apli-
cação μ : Π(SL) → Z2, dada por:
μ(γ) =
⎧⎨⎩1, se γ̃(0) = γ̃(1);0, se γ̃(0) = γ̃(1),
onde, γ ∈ Π(SL) e γ̃ é um levantamento de γ. Satisfazendo as seguinte Propriedades:
Proposição 4.3. Sejam γ, σ ∈ Π(SL). Então:
1. Se γ e σ tem o mesmo ponto base, então:
μ(γ ∗ σ) = (μ(γ) + μ(σ))mod 2.
2. Se γ e σ são livremente homotópicas 1, então μ(γ) = μ(σ).
3. Se μ(γ) = μ(σ), então γ e σ são livremente homotópicas. Caso γ e σ tenham o mesmo
ponto base, temos que γ ∼= σ.
4. Dado L0 ∈ SL e k ∈ Z2 existe γ ∈ Π(SL), tal que γ(0) = γ(1) = L0 e μ(γ) = k.
Corolário 4.4. DadoL0 ∈ SL temos que o 2-índiceμ : Π(SL) → Z2 descende a um aplicação
μ : π1(SL, L0) → Z2
[γ] → μ(γ).
Ainda mais, a aplicação μ é um isomorfismo de grupos.
Uma maneira ingênua de definir o Índice de Maslov para SL, seria através do mapa
μ : Π(SL) → Z2, e dessa forma poderíamos provar que essa é a única aplicação Π(SL) → Z2
satisfazendo as propriedades da Proposição 4.3.
1Seja X um espaço topológico, dois caminhos fechados e contínuos α, β : [a, b] → X , são ditos livremente
homotópicos, se existe uma aplicação contínua H : [a, b]× [a, b] → X , tal que: H(s, 0) = α(s), H(s, 1) = β(s)
e H(0, t) = H(1, t), para cada t ∈ [a, b].
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Mas a principio essa definição não nós da nenhuma propriedade relacionada a teoria
de transversalidade como temos para o caso simplético. Para tanto, inspirado no Lema 1.13 e
no Exemplo 1.16, podemos estudar a relação do mapa μ : Π(SL) → Z2, com as subvarieda-
des Lk(L0), para algum L0 ∈ L. Mas note que diferente do caso simplético, a subvariedade
L1(L0) não tem codimensão 1 em L, de fato tem codimensão 0, ainda mais podemos ter que a
intersecção de L1(L0) com SL é vazia.
Por outro lado, fazendo L0 = L−Id = E ∈ L e utilizando o Corolário 3.53, garantimos
a existência de uma decomposição
SL = L0(L0)  L2(L0),
onde L0(L0) é aberto e denso em SL, e L2(L0) é uma subvariedade de codimensão 1 em
SL. O resto dessa seção é devoto a estudar as relações da aplicação μ : Π(SL) → Z2 com a
subvariedade L2(L0).
Primeiramente, notamos que a Proposição 3.51 garante que:
Γ−1β
(L2(L0)) = {A ∈ SO(3) : mul(A,−1) = 2}.
Como para toda aplicação A ∈ SO(3), existe ϕ ∈ S3 tal que Adϕ = A, é natural se perguntar
quais condições ϕ deve satisfazer para que mul (Adϕ,−1) = 2.
Suponha que ϕ ∈ S3 e existe w = xi + yj + zk ∈ R3 \ {0}, tal que Adϕ(w) = −w, ou
de forma equivalente:
ϕw + wϕ = 0.
Se ϕ = a1 + bi + cj + dk, temos que:
ϕw = (−bx− cy − dz)1 + (ax+ cz − dy)i + (ay − bz + dx)j + (az + by − cx)k,
por outro lado
wϕ = (−bx− cy − dz)1 + (ax+ dy − cz)i + (−dx+ ay + bz)j + (xc− yb+ az)k.
Então a equação ϕw + wϕ = 0 é equivalente ao sistema de equações:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
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Mas como w = 0, devemos ter que a = 0. Então a equação Adϕ(w) = −w, é equivalente ao
sistema ⎧⎨⎩bx+ cy + dz = 0,a = 0.
Portanto provamos o seguinte Teorema:
Teorema 4.5. Seja ϕ = a1 + bi + cj + dk ∈ S3. Então existe w = xi + yj + zk ∈ R3 \ {0}
tal que Adϕ(w) = −w, se e somente, se a = 0 e bx+ cy + dz = 0.
Corolário 4.6. Dado ϕ = a1+ bi+ cj+ dk ∈ S3 temos que mul(Adϕ,−1) = 2, se e somente,
se a = 0.
Demonstração. Se mul(Adϕ,−1) = 2, existe w ∈ R3 \ {0} tal que Adϕw = −w, então pelo
Teorema anterior temos que a = 0.
Agora suponha que a = 0, então ϕ ∈ R3. Logo existem {w1, w2} ∈ R3 \ {0} tais
que {w1, w2} é uma base para o espaço {w ∈ R3 : 〈ϕ,w〉R3 = 0}. Portanto, novamente pelo
Teorema anterior, temos que Adϕ(wj) = −wj , para todo j = 1, 2, assim mul(Adϕ,−1) =
2. 
Definindo S2 = {a1 + bi + cj + dk ∈ S3 : a = 0} ⊂ S3, temos que:
Ad(S2) = {A ∈ SO(3) : mul(A,−1) = 2} = Γ−1B (L2(L0)).
Mas note que utilizando o diagrama (4.1), é fácil ver que podemos induzir uma estrutura de
subvariedade em Ad(S2), de tal que forma que Ad(S2) é difeomorfa ao espaço quociente
S2/Z2 = P
2. Portanto, devemos ter que L2(L0) é difeomorfo à P 2, uma consequência muito
relevante desse fato é que, a subvariedade L2(L0) não possuí uma coorientação em SL, di-
ferente do caso simplético (ver [8]). Em suma, temos a seguinte ilustração do recobrimento
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Exemplo 4.7. Interseções Transversais.
De maneira informal considere a seguinte situação, suponha que γ ∈ Π(SL) é um loop suave
tal que γ(0) = γ(1) ∈ L0(L0), e para todo t0 ∈ (0, 1) tal que γ(t0) ∈ L2(L0), temos que essa
interseção é transversal (no sentido que o vetor tangente a γ, no tempo t = t0, não está contido
no espaço tangente de L2(L0)). Então γ̃(0), γ̃(1) /∈ S2, e toda interseção com S2 é transversal,
o que garante que a quantidade de interseções é finita. Ainda mais, vemos que μ(γ) = 0, se e
somente, se γ̃ é um loop, e nesse caso temos que a quantidade de interseções com S2 é par:
γ̃(0) = γ̃(1)
Figura 4.1: μ(γ) = 0.
E temos que μ(γ) = 1, se e somente, se γ̃ não é um loop, e nesse caso temos que a
quantidade de interseções com S2 é impar:
γ̃(0)
γ̃(1)
Figura 4.2: μ(γ) = 1.
Já que o número de interseções transversais de γ̃ com S2, é exatamente o número de
Capítulo 4. O Índice de Maslov 91
interseções transversais de γ com L2(L0), temos a seguinte formula para o índice μ(γ):
μ(γ) =
(
#{t ∈ (0, 1) : γ(t) ∈ L2(L0)}
)
mod2.
Na próxima seção vamos voltar a esse exemplo de maneira mais formal e precisa.
Exemplo 4.8. Interseção Não-Orientada.
Recordamos que, no caso simplético, dado um loop γ não trivial, então γ não é homotópico por
caminhos ao mesmo loop no sentido oposto γ−1, esse fato é devido a Proposição 1.15, item
3. Essa Proposição reflete o fato que, no caso simplético, estamos lidando com interseções
com sinais, isso é, importa o sentido que a curva γ intersecciona a subvariedade Λ1(L0) (ver
Capítulo 1).
Com esse exemplo vamos mostrar que o mesmo não ocorre nesse caso. Para tanto
considere γ̃ : [0, 1] → S3, um grande arco de S3 conectando os pontos 1 e −1 de tal forma
que γ̃(1/2) ∈ S2. Então definindo γ .= ρ ◦ γ̃ : [0, 1] → SL, temos que γ(1/2) ∈ L2(L0),
e ainda mais, pelo Corolário 4.4 o loop γ não é trivial. Note que, γ̃−1 é um levantamento de
γ−1, porém, a curva σ̃ .= −γ̃−1 também é um levantamento de γ−1, e claramente as curva γ̃ e





Fazendo H̃ uma homotopia com pontos fixos entre γ̃ e σ̃, vemos que H .= ρ ◦ H̃ é uma
homotopia por caminhos entre γ e γ−1, como queríamos mostrar.
O próximo passo é descrever o Índice de Maslov como um operadorμ : H1(SL,L0(L0)) →
Z2, seguindo a teoria desenvolvida para o caso simplético, ver definição 1.14. Para tanto, pre-
cisamos provar que existe um isomorfismo H1(SL,L0(L0))  Z2, e adaptar o Lema 1.13.
Como o grupo fundamental de SL é abeliano, segue do Teorema de Hurewicz a seguinte
Proposição.
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Proposição 4.9. O primeiro grupo de homologia singular H1(SL) de SL é isomorfo à Z2.
E utilizando o fato que qualquer complementar Lagrangiano L1 à L0, fornece um di-
feomorfismo χL1,L0 : L0(L0) → Ba-s(L1)  R3 (ver Corolário 3.34), obtemos o seguinte
resultado:
Corolário 4.10. A inclusão:
q : (SL, ∅) → (SL,Λ0(L0))
induz um isomorfismo:





Em particular, o grupo de homologia relativo H1 (SL,L0(L0)) é isomorfo a Z2.
Com a finalidade de apresentar uma adaptação do Lema 1.13, fazemos a seguinte defi-
nição:
Definição 4.11. Seja γ : [0, 1] → Λ uma curva de classe C1. Dizemos que γ intersecta
transversalmente o conjunto L2(L0), no instante t = t0 ∈ (0, 1), se γ(t0) ∈ L2(L0), e temos
que:
span{γ′(t0)} ⊕ Tγ(t0)L2(L0) = Tγ(t0)SL.
Lema 4.12. Sejam γ1, γ2 : [0, 1] → SL, curvas de classe C1 com extremos em L0(L0), tais
que γ1 e γ2 intersectam L2(L0) uma única vez, e tal interseção é transversal. Então γ1 e γ2
são homologas em H1(SL,L0(L0)). E qualquer uma dessa curvas define um gerador para
H1(SL,L0(L0)).
Demonstração. Primeiramente, considere o mapa f : S3 → R, dado pela projeção na primeira
coordenada, isto é:
f(a1 + bi + cj + dk) = a,
para cada a1 + bi + cj + dk ∈ S3. Então notamos que f−1(0) = S2, e 0 é um valor regular de
f .
Sejam γ̃1, γ̃2 : [0, 1] → S3 levantes de γ1 e γ2, tais que f(γ̃j(0)) > 0, para j = 1, 2. En-
tão para mostrar que γ1 e γ2 são homologas em H1(SL,L0(L0)) basta mostrar que f(γ̃j(0)) <
0, para j = 1, 2. De fato, pois nesse caso existem caminhos suaves σ1, σ2 : [0, 1] → S3, com
Im(σ1) ⊂ {ϕ ∈ S3 : f(ϕ) > 0} e Im(σ2) ⊂ {ϕ ∈ S3 : f(ϕ) < 0} satisfazendo:
σ1(0) = γ̃1(0), σ1(1) = γ̃2(0);
σ2(0) = γ̃1(1), σ2(1) = γ̃2(1).
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Dessa forma, as curva σ2 ∗ γ̃1 ∗ σ1 e γ̃2 são homotópicas com pontos fixos em S3, já que S3 é
simplesmente conexa. Logo essa homotopia, induz uma homotopia entre γ1 e γ2 com extremos
em L0(L0) e portanto, γ1 e γ2 são homologas em H1(SL,L0(L0)), como o desejado.
Resta mostrar que f(γ̃j(1)) < 0, para j = 1, 2. Por comodidade, suponha que γ re-
presenta alguma das duas curvas γ1 ou γ2, e seja γ̃ um levantamento de γ. Como ρ é um
difeomorfismo local é fácil ver que as hipóteses do Lema garante que, γ̃(0), γ̃(1) /∈ S2, existe
único t0 ∈ (0, 1) tal que γ̃(t0) ∈ S2 e
span{γ̃′(t0)} ⊕ Tγ̃(t0)S2 = Tγ̃(t0)S3.
Vamos mostrar que f(γ̃(1)) < 0. Suponha por absurdo que f(γ̃(1)) > 0, então se ξ
.
= f ◦ γ̃ :
[0, 1] → R, temos que ξ(t) > 0, para cada t = t0 e ξ(t0) = 0, logo a função ξ, de classe C1,
possuí um mínimo em t = t0.
Seja g uma métrica Riemanniana em S3, então podemos definir o gradiente de f asso-
ciado à métrica g, e fazendo isto temos que:
Tγ̃(t0)S
3 = span{∇f(γ̃(t0))} ⊕ Tγ̃(t0)S2,
já que f(γ̃(t0)) = 0, e 0 é um valor regular para f . Por outro lado, o fato de ξ ter um mínimo
em t = t0 implica que:
0 = ξ′(t0) = g (∇f(γ̃(t0)), γ̃′(t0)) ,
dessa forma γ̃′(t0) ∈ [∇f(γ̃(t0))]⊥g = Tγ̃(t0)S2, absurdo pois γ̃′(t0) é transversal à Tγ̃(t0)S2,
então devemos ter que f(γ̃(1)) < 0, como o desejado.
Para provar que qualquer uma dessa curvas define um gerador para H1(SL,L0(L0)),
segundo a Proposição 4.9 e o Corolário 4.10, basta exibir um loop não trivial γ ∈ Π(SL)
satisfazendo as hipóteses de transversalidade. Para tanto basta considerar a curva γ = ρ ◦ γ̃,
onde γ̃ : [0, 1] → S3 é dada por, γ̃(t) = cos(πt) + sin(πt)k. 
Agora estamos completamente aptos a definir o Índice de Maslov para o espaço vetorial
split (E ⊕ E∗, 〈·, ·〉), relativo ao Lagrangiano L0 = E ∈ L .





da seguinte forma: tome uma carva γ de classe C1 em SL com os extremos em L0(L0) tal que
γ tenha apenas uma interseção com L2(L0), sendo essa interseção transversal. Defina μL0
exigindo que a classe de homologia da curva γ seja levada no elemento 1 ∈ Z2. Pelo Lema
4.12, o isomorfismo (1.7) está bem definido, isto é, independe da escolha de curva γ.
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Suponha agora que γ : [0, 1] → SL é uma curva arbitrária continua, com os extremos
em L0(L0), então denotamos por μL0(γ) ∈ Z2 o elemento correspondente à classe de homo-
logia de γ pelo isomorfismo (4.1). O número μL0(γ) é chamado de Índice de Maslov da curva
γ relativo ao Lagrangiano L0.
A seguir apresentamos algumas propriedades do Índice de Maslov, que seguem direta-
mente das propriedades da homologia relativa.
Proposição 4.14. Seja γ : [0, 1] → SL uma curva com extremos em L0(L0), então temos que:
1. se σ : [0, 1] → SL é uma curva com os extremos em L0(L0) tal que γ(1) = σ(0), então
μL0(γ ∗ σ) = (μL0(γ) + μL0(σ))mod 2;
2. μL0(γ−1) = μL0(γ);
3. se Im(γ) ⊂ L0(L0) então μL0(γ) = 0;
4. se σ : [0, 1] → SL é homotópica a γ com pontos livres em L0(L0), então μL0(γ) =
μL0(σ);
5. existe uma vizinhança U de γ em C0([a, b], SL) dotado da topologia compacta-aberta
tal que, se σ ∈ U tem extremos em L0(L0), então μL0(γ) = μL0(σ).
Observação 4.15. O objetivo dessa seção é mostrar explicitamente que o recobrimento uni-
versal de SL é uma ferramenta importante para definir o Índice de Maslov, além disso esse
caso deixa explicito que assim como no caso simplético, podemos definir o Índice de forma
que se relacione de forma esperada com as subvariedades Lk(L0). Ainda mais, essas propri-
edades mostram que o Índice de Maslov, como definido, é uma ferramenta útil para estudar a
transversalidade de subespaços Lagrangianos.
4.2 Caso Geral
O objetivo dessa seção é desenvolver uma definição coerente do Índice de Maslov para a
Grassmanniana Lagrangiana SL = SL(E ⊕ E∗), onde n .= dim(E) ≥ 3. Para tanto, fixamos
o Lagrangiano L0 = E ∈ L, e denotamos por SL a componente conexa de L referente ao
Lagrangiano E∗, que por sua vez é complementar à L0.
Tendo como base a seção anterior, os principais pontos à serem abordados para fazer
uma definição concisa do Índice de Maslov são, estudar o Grupo Fundamental e o recobrimento
universal de SL, e estender o Lema 4.12 para o caso geral.
Capítulo 4. O Índice de Maslov 95
Para estudar o Grupo Fundamental de SL podemos fazer como anteriormente. Fixando
uma base B = {E1, ..., En} de E, a aplicação ΓB : SO(n) → SL definida em (3.17) é um
difeomorfismo, então para estudar o o Grupo Fundamental e o Recobrimento universal de SL,
podemos focar nossas atenções em SO(n), onde n ≥ 3.
Recorrendo ao Lema 2.48 temos que o Grupo Fundamental de SO(n) é isomorfo à ao
grupo abeliano Z2. Ainda mais, recordando as definições feitas na Seção 2.3, relembramos que
a representação adjunta torcida:
Ãd : Spin(n) → SO(n),




= ΓB ◦ Ãd : Spin(n) → SL
ϕ → LÃdϕ ,
temos que o mapa ρ é o recobrimento duplo universal de SL. Portanto, podemos utilizar a
teoria desenvolvida no Apêndice B para definir o conceito de 2-índice, e assim entender melhor
o isomorfismo π1(SL)  Z2, como já fizemos para o caso n = 3.
Por outro lado, com o objetivo de estender o Lema 4.12, notamos que uma parte crucial
de sua prova é estudar a decomposição SL = ⋃k≥0 L2k(L0) (proveniente do Corolário 3.53)
via o mapa de recobrimento ρ, mais precisamente estamos interessados em responder a seguinte
pergunta:
Quais propriedades um elemento ϕ ∈ Spin(n) deve satisfazer para que ρ(ϕ) ∈ L2k(L0)?
Dedicamos a próxima seção a responder essa pergunta.
4.2.1 Forma Canônica em Spin(n)
Primeiro relembramos que se {e1, ..., en} é a base canônica de Rn, então a álgebra de
Clifford C	(n), é gerada como álgebra por essa base sujeita as relações:
eiej =
{
1, se i = j




(n) = R e C	
k
(n) = span{ei1 ...eik : 1 ≤ i1 < ... < ik ≤ n},







No caso de ϕ ∈ C	k(n), dizemos que ϕ é um elemento homogêneo de ordem k. Definimos
também os mapas [·]k : C	(n) → C	k(n), como sendo as projeções canônicas relativas a essa
decomposição.
Observação 4.16. A notação com barra sobre o conjunto C	k(n) é utilizada para não criar
ambiguidade com os conjuntos C	0(n) e C	1(n) já definidos anteriormente.
Agora suponha L ∈ SL, sabemos que existe ϕ ∈ Spin(n), tal que L = LÃdϕ . Portanto,






Então para estudar as condições que ϕ deve satisfaze para L = ρ(ϕ) ∈ L2k(L0), devemos





Para tanto relembramos que como Ãdϕ ∈ SO(n), existem p, q ∈ N, Q ∈ O(n) e
números θ1, ..., θq ∈ (0, 2π), tais que:
Ãdϕ = Q ◦ R(p, θ1, ..., θq) ◦Q−1,




, e o operador R(p, θ1, ..., θq) é dado na base canônica pela matriz:⎛⎜⎝Idp×p R(θ1)
R(θk)
⎞⎟⎠ ,







Considerando o recobrimento Ãd : Pin(n) → O(n) (ver Teorema 2.43), existem ξ, ψ =
ψ(p, θ1, ..., θp) ∈ Pin(n) tais que:
Ãdξ = Q e Ãdψ = R(p, θ1, ..., θq).
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= #{j ∈ {1, ..., q} : θj = π}.
Vamos mostrar como construir o vetor ψ explicitamente. Para tanto, notamos que:
R(p, θ1, ..., θq) = R̃(p+ 1, θ1)R̃(p+ 3, θ2)...R̃(n− 1, θq),













Novamente, como R̃(i, θ) ∈ SO(n), existe u(i, θ) ∈ Spin(n) tal que R̃(i, θ) = Ãdu(i,θ).
E é possível exibir o vetor u(i, θ) explicitamente.
Lema 4.17. Sejam 1 ≤ i < n e θ ∈ (0, 2π). Então, definindo v = cos(θ/2)− sin(θ/2)eiei+1,
temos que v ∈ Spin(n) e R̃(i, θ) = Ãdv.
Demonstração. Primeiramente notamos que:
cos(θ/2)− sin(θ/2)eiei+1 = (cos(θ/2)ei + sin(θ/2)ei+1)(ei).
Pela formula acima claramente v ∈ Spin(n). Ainda mais, Ãdv = Ãdcos(θ/2)ei+sin(θ/2)ei+1◦Ãdei ,
utilizando a equação (2.6) e a Proposição 2.35, temos que para cada k ∈ {1, ..., n}:
Ãdei(ek) = ek − 2〈ei, ek〉ei
= (−1)δikek.
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Portanto, se k ∈ {1, ..., k} é tal que k /∈ {i, i+ 1}
Ãdv(ek) = Ãdcos(θ/2)ei+sin(θ/2)ei+1(ek)




= − (ei − 2〈cos(θ/2)ei + sin(θ/2)ei+1, ei〉(cos(θ/2)ei + sin(θ/2)ei+1))
= (2 cos2(θ/2)− 1)ei + 2 cos(θ/2) sin(θ/2)ei+1
= cos(θ)ei + sin(θ)ei+1.
Por fim, temos que:
Ãdv(ei+1) = Ãdcos(θ/2)ei+sin(θ/2)ei+1(ei+1)
= ei+1 − 2〈cos(θ/2)ei + sin(θ/2)ei+1, ei+1〉(cos(θ/2)ei + sin(θ/2)ei+1)
= −2 cos(θ/2) sin(θ/2)ei + (1− 2 sin2(θ/2))ei+1
= − sin(θ)ei + cos(θ)ei+1,
concluindo assim a prova. 
Utilizando o Lema anterior podemos tomar o vetor ψ = ψ(p, θ1, ..., θq) ∈ Spin(n)
como sendo:
ψ = u(p+ 1, θ1)u(p+ 3, θ2)...u(n− 1, θq),
onde u(i, θ) = cos(θ/2) − sin(θ/2)eiei+1. O objetivo do próximo Teorema é fornecer uma
descrição mais precisa do vetor ψ.
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sendo que o conjunto {r1, .., rt} é dado pelo complementar de {i1, ..., il} em {j1, ..., jk}, e
ζ : {j1, ..., jk} → {1, ..., k} é a bijeção dada por ζ(jm) = m, para cada m ∈ {1, ..., k}.
Demonstração. A prova dessa identidade é feita por indução em k. O caso k = 1 é trivial pois:
u(j1, θ1) = cos(θj/2)− sin(θj/2)ejej+1.
Agora suponha que a identidade vale para vetores da forma u(j1, θ1)...u(jk, θk), e vamos mos-
trar que vale para o vetor ψ, da forma ψ = u(j1, θ1)...u(jk, θk)u(jk+1, θk+1), que satisfaz as
hipóteses do enunciado.
Definido ψ̃ = u(j2, θ2)...u(jk+1, θk+1), temos por hipótese de indução que existe uma
decomposição ψ̃ =
∑2k
l=0 ψ̃2l, satisfazendo as condições do enunciado. Assim:
ψ = (cos(θ1/2)− sin(θ1/2)ej1ej1+1)ψ̃
= cos(θ1/2)ψ̃0 + ...+ cos(θ1/2)ψ̃2k − sin(θ1/2)ej1ej1+1ψ̃0 − ...− sin(θ1/2)ej1ej1+1ψ̃2k.
Mas como j1 + 1 < j2 e jm + 1 < jm+1, para cada m = {2, .., k − 1}, temos que para cada
l ∈ {1, .., k}, vale que:






cos(θ1/2)ψ̃0, l = 0;
cos(θ1/2)ψ̃2l − sin(θ1/2)ej1ej1+1ψ̃2(l−1), l ≥ 2.
(4.3)
Temos que ψ2l ∈ C	2l(n), e ainda mais ψ =
∑k+1
l=0 ψ2l. Por fim, é fácil ver que a expressão
em (4.3) é igual à expressão em (4.2), para o caso que consideramos {j1, .., jk+1}. Concluindo
assim o passo indutivo e também a prova. 
Voltando a discussão do inicio da seção, fixamos um Lagrangiano L = LÃdϕ ∈ SL,
onde ϕ ∈ Spin(n). Então notamos que existem ξ ∈ Pin(n) e ψ ∈ Spin(n), tais que ϕ =
ξψξ−1, sendo que ψ pode ser tomado da forma:
ψ = u(p+ 1, θ1)...u(n− 1, θq).
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Onde p = mul(Ãdϕ, 1), e mul(Ãdϕ,−1) = #{j ∈ {1, ..., q} : θj = π}. O Teorema 4.18 nós
da uma decomposição de ψ. Porém, estamos interessados em estudar o vetor ϕ = ξψξ−1, então
devemos entender como a decomposição de ψ se comporta sobre a conjugação pelo elemento
ξ.
Lema 4.19. Seja v ∈ Rn e ψ ∈ C	n′(n), onde n′ ≤ n é par. Então vψv ∈ C	n′(n).
Demonstração. Utilizando a linearidade da multiplicação em C	(n), e o fato que o vetor ψ ∈
C	
n′





basta provar o Lema para o caso que ψ = ej1 ...ejn′ , onde 1 ≤ j1 < ... < jn′ ≤ n.
Sejam m′ = n − n′ e i1, ..., im′ o complementar de {j1, ..., jn′} em {1, ..., n}. Então








onde vjk , vil ∈ R, para cada k e l. Então:
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Portanto ψ0v1 = ψ
1v0 ∈ C	n
′























E assim ψ1v1 ∈ C	n
′
(n), e então vψv ∈ C	n′(n), como queríamos mostrar. 
Proposição 4.20. Sejam ξ ∈ Pin(n) e ψ ∈ C	n′(n), para n′ ≤ n onde n′ é par. Então temos
que ξψξ−1 ∈ C	n′(n).
Demonstração. Como ξ ∈ Pin(n), utilizando o Corolário 2.44, temos que existem vetores
unitários v1, ..., vr ∈ Rn com, tais que ξ = v1...vr. Por outro lado, ξ−1 = vr...v1 , portanto:
ξψξ−1 = v1...vrψvr...v1.
Então, utilizando o Lema 4.19 indutivamente obtemos que ξψξ−1 ∈ C	n′(n). 
Acabamos de provar que conjugação por elementos de Pin(n) preservam a decompo-
sição do Teorema 4.18, vamos utilizar esse fato para estudar as condições sobre ϕ ∈ Spin(n),
para que L = LÃdϕ ∈ L2k(L0), para k ≥ 0, como propomos no começo da seção.
Teorema 4.21. Sejam L ∈ SL e ϕ ∈ Spin(n), tais que L = LÃdϕ . Então L ∈ L2k(L0), para
k ≥ 0, se e somente, se ϕ ∈⊕l≥k C	2l(n) e [ϕ]2k = 0.
Demonstração. Primeiro notamos que pela discussão feita no inicio da seção existem p, q ∈ N,
ξ ∈ Pin(n) e números θ1, ..., θq ∈ (0, 2π) tais que:
Ãdϕ = Ãdξψξ−1 ,




, e ψ = u(p + 1, θ1)u(p + 3, θ2)...u(n − 1, θq). Dessa forma, ϕ =
±ξψξ−1, assim podemos supor sem perda de generalidade, que ϕ é dado por ξψξ−1.
Por comodidade definimos {j1, .., jq} = {p + 1, ..., n − 1}, utilizando o Teorema 4.18





onde ψ2l ∈ C	2l(n), para cada l = 0, .., q, e cada vetor ψ2l tem a forma (4.2). Então, utilizando







−1 ∈ C	2l(n), para cada l = 0, .., q.
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Suponha primeiro que L = LÃdϕ ∈ L2k(L0), para k ≥ 0. Primeiro suponha que k = 0,
então só temos que mostrar que [ϕ]0 = 0, mas veja que:



















= #{j ∈ {1, ..., q} : θj = π},
portanto é fácil ver que 0 < θm/2 < π é diferente de π/2, para todo m = 1, ..., q, e assim
ξ−1[ϕ]0ξ deve ser não nulo. Agora suponha que k > 0, vamos mostrar que [ϕ]2l = 0, para todo






então basta mostra que dado 1 ≤ i1 < ... < il ≤ n, com im ∈ {j1, ..., jq} para m = 1, ..., l,






















sendo que o conjunto {r1, .., rt} é dado pelo complementar de {i1, ..., il} em {j1, ..., jk}, e
ζ : {j1, ..., jk} → {1, ..., k} é a bijeção dada por ζ(jm) = m, para cada m ∈ {1, ..., k}.
Utilizando do fato que l < k, vemos que:
l < #{j ∈ {1, ..., q} : θj = π},
portanto deve existir rm ∈ {r1, ..., rt} de forma que θζ(rm) = π, assim ψ2li1...il = 0 e então
[ϕ]2l = ξψ2lξ
−1 = 0, como queríamos.
Resta mostrar que [ϕ]2k = 0, para tanto notamos que como k = #{j ∈ {1, ..., q} : θj =
π}, existem i1, ..., ik ∈ {j1, ..., jq} de forma que θζ(im) = π, para cada m = 1, ..., k, e θm′ = π,
para cada m′ ∈ {1, ..., q} \ {ζ(i1), ..., ζ(ik)}. É fácil ver que o coeficiente ψ2ki1...ik é não nulo, e
por consequente [ϕ]2k = ξψ2kξ
−1 = 0.
Agora suponha que ϕ = ξψξ−1, é tal que ϕ ∈ ⋃l≥0 C	2l(n) e [ϕ]2k = 0, então vamos





{1, ..., q} : θj = π}.
Primeiro suponha que k = 0, então o fato de que 0 = ξ−1[ϕ]0ξ = ψ0 implica que:

















Agora suponha que k > 0, dessa forma temos que 0 = ξ−1[ϕ]0ξ = ψ0, então:











portanto existe a1 ∈ {1, ..., q} tal que θa1 = π. Utilizando o mesmo raciocínio, se temos que





































logo existe a2 ∈ {1, ..., q} \ {a1}, tal que θa2 = π. Seguindo indutivamente, exibimos









> 2k, teríamos que ψ2k = 0, o que é um
absurdo pois:
0 = [ϕ]2k = ξψ2kξ−1.
Assim concluímos a prova do Teorema. 
Corolário 4.22. Sejam ϕ, ϕ′ ∈ Spin(n), então LÃdϕ  LÃdϕ′ se e somente, se [ϕ
−1ϕ′]0 = 0.









= 0 se e somente, se [ϕ−1ϕ′]0 = 0, con-
cluindo a prova. 
4.2.2 Índice de Maslov via Homologia Relativa
O objetivo dessa seção é estender o Lema 4.12 para o caso geral, e fornecer uma defi-
nição consistente do Índice de Maslov, relativo ao Lagrangiano L0 = E ∈ L, via homologia
relativa como feito para o caso n = 3.
Revendo a demostração do Lema 4.12 notamos que um dos principais passos é realizar a
subvariedade ρ−1(L2(L0)) como valor regular de uma função suave, no caso é possível realizar
a subvariedade L2(L0) como um valor regular também, porém apenas de um conjunto aberto
de Spin(n).
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Relembramos que o mapa ρ : Spin(n) → SL, dado por ϕ → LÃdϕ , é o recobrimento







Utilizando o Lema 3.46 e notando queF = ρ−1(SL∩L≥4(L0)), vemos que o conjuntoF define
um fechado em Spin(n). Então definimos o aberto U ⊂ Spin(n), como sendo o complementar
de F em Spin(n), isto é:
U = ρ−1 (L0(L0)) ∪ ρ−1 (L2(L0)) .
Sendo que L0(L0) é um aberto em SL, e L2(L0) é uma subvariedade de codimensão 1 em SL.




= {ϕ ∈ Spin(n) : [ϕ]0 > 0}, Spin−(n) .= {ϕ ∈ Spin(n) : [ϕ]0 < 0}.
Então temos o seguinte resultado.
Lema 4.23. Seja ρ : Spin(n) → SL o recobrimento universal de SL. Então:
ρ−1(L0(L0)) = Spin+(n)  Spin−(n).
E ainda mais, a aplicação ρ|Spin±(n) : Spin±(n) → L0(L0)  R
1
2
n(n−1) é um difeomorfismo.
Demonstração. Primeiro notamos que o Teorema 4.21 nós diz que ρ−1(L0(L0)) = {ϕ ∈
Spin(n) : [ϕ]0 = 0}, portanto provamos que:
ρ−1(L0(L0)) = Spin+(n)  Spin−(n).
Resta mostrar que ρ|Spin±(n) : Spin±(n) → L0(L0) é um difeomorfismo. Mas utilizando o fato
que Ker(Ãd) = {1,−1}, é fácil ver que a aplicação ρ|Spin±(n) : Spin±(n) → L0(L0) é uma
bijeção, por outro lado como ρ é um difeomorfismo local, está deve ter posto máximo constante,
portanto pelo Teorema do Posto deve ser um difeomorfismo. 




= [·]0|U : U → R
ϕ → [ϕ]0.
106 Caso Geral
Lema 4.24. Seja ρ : Spin(n) → SL o recobrimento universal de SL. Então,
f−1(0) = ρ−1
(L2(L0)) .
Demonstração. É fácil ver que:
f−1(0) = U ∩ {ϕ ∈ Spin(n) : [ϕ]0 = 0}
=
(
Spin+(n) ∪ Spin−(n) ∪ ρ−1(L2(L0))
) ∩ {ϕ ∈ Spin(n) : [ϕ]0 = 0}
= ρ−1(L2(L0)) ∩ {ϕ ∈ Spin(n) : [ϕ]0 = 0}.
Mas pelo Teorema 4.21 temos que ρ−1(L2(L0)) ⊂ {ϕ ∈ Spin(n) : [ϕ]0 = 0}, concluindo a
prova. 
Teorema 4.25. Considere f : U → R dada por, f(ϕ) = [ϕ]0, então 0 é um valor regular de f .
Demonstração. Primeiro notamos que a Proposição 2.51 nós diz que a álgebra de Lie spin(n) ⊂
cl(n) é dada pelo espaço C	
2
(n). Então , como U ⊂ Spin(n) é aberto, dado ϕ ∈ U , podemos
fazer as seguintes identificações:
TϕU  TϕSpin(n)  ϕ · spin(n)  ϕ · C	2(n) ⊂ cl(n).
Por outro lado, como a aplicação f : U → R é a restrição da aplicação linear C	(n)  ϕ →
[ϕ]0 ∈ R, identificamos o operador dfϕ : TϕU → R com a aplicação linear:
dfϕ : ϕ · C	2(n) → R
ψ → [ψ]0.
Então, mostrar que 0 é valor regular de f , é equivalente à mostrar que para ϕ ∈ f−1(0) existe
ψ ∈ ϕ · C	2(n) tal que [ψ]0 = 0.
Mas de fato, utilizando o Lema 4.24 vemos que ϕ ∈ ρ−1(L2(L0)), então pelo Teorema
4.21 temos que [ϕ]2 = 0. Assim, podemos decompor o vetor ϕ da seguinte forma:
ϕ = ϕ0 + ϕ1,
onde ϕ0 ∈ C	2(n) e ϕ1 ∈⊕l≥2 C	2l(n), sendo que ϕ0 = 0. Podemos escrever ϕ0 em termos





Portanto devem existir 1 ≤ k < l ≤ n, tais que ϕ0kl = 0. Portanto
ϕ0ekej = −ϕ0kl + ϕ̃0,
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sendo que ϕ̃0C	
1





[ϕekej]0 = −ϕ0kl = 0,
e como ϕekej ∈ ϕ · C	2(n), temos que dfϕ(ϕekej) = 0, e portanto 0 é um valor regular de f ,
concluindo a prova. 
Corolário 4.26. O subconjunto ρ−1(L2(L0)) de Spin(n) é uma subvariedade mergulhada de
Spin(n) codimensão 1.
Demonstração. Utilizando o Lema 4.24, temos que ρ−1(L2(L0)) = f−1(0). Pelo Teorema
anterior temos que f−1(0) é uma subvariedade mergulhada deU , comoU é aberto em Spin(n) e
composição de mergulho é mergulho, devemos ter que f−1(0) é uma subvariedade mergulhada
de Spin(n) como o desejado. 
Como vimos anteriormente, o difeomorfismo ΓB : SO(n) → SL, mostra que o Grupo
Fundamental de SL é isomorfo ao Grupo Abeliano Z2, então o Teorema de Hurewicz garante
a seguinte Proposição .
Proposição 4.27. O primeiro grupo de homologia singular H1(SL) de SL é isomorfo à Z2.
E utilizando o fato que qualquer complementar Lagrangiano L1 à L0, fornece um dife-
omorfismo χL1,L0 : L0(L0) → Ba-s(L1)  R
1
2
n(n−1) (ver Corolário 3.34), obtemos o seguinte
resultado:
Corolário 4.28. A inclusão:
q : (SL, ∅) → (SL,Λ0(L0))
induz um isomorfismo:





Em particular, o grupo de homologia relativo H1 (SL,L0(L0)) é isomorfo a Z2.
Com o objetivo de definir o Índice de Maslov via Homologia Relativa, primeiro defini-
mos o conceito de interseção transversal de uma curva com a subvariedade L2(L0).
Definição 4.29. Seja γ : [0, 1] → SL, uma curva de classe C1 tal que γ(0), γ(1) ∈ L0(L0).
Então, dizemos que γ tem uma interseção transversal com a subvariedade L2(L0) em t = t0 ∈
(0, 1), se γ(t0) ∈ L2(L0) e temos que:
span{γ′(t0)} ⊕ Tγ(t0)L2(L0) = Tγ(t0)SL.
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Proposição 4.30. Seja γ : [0, 1] → SL, uma curva de classe C1, tal que γ(0), γ(1) ∈ L0(L0).
Suponha ainda que γ tem apenas um interseção com o conjunto ∪k≥1L2k(L0), em t = t0 ∈
(0, 1), e tal interseção é uma interseção transversal com o conjunto L2(L0). Então, dado um
levantamento γ̃ de γ, relativo ao recobrimento ρ, temos que o levantamento γ̃ tem apenas uma
interseção com o conjunto {ϕ ∈ Spin(n) : [ϕ]0 = 0}, e tal interseção é tal que γ̃(t0) ∈ f−1(0)
e ainda mais:
span{γ̃′(t0)} ⊕ Tγ̃(t0)f−1(0) = Tγ̃(t0)Spin(n). (4.4)
Demonstração. Por hipótese γ(t) ∈ ∪k≥1L2k(L0), somente se t = t0 ∈ (0, 1), então pelo
Teorema 4.21, temos que [γ̃(t)]0 = 0, somente se t = t0 ∈ (0, 1). Por outro lado, como
γ(t0) ∈ L2(L0) temos pelo Lema 4.24, que γ̃(t0) ∈ f−1(0).
Resta provar a identidade (4.4). Para tanto, basta mostrar que γ̃′(t0) /∈ Tγ̃(t0)f−1(0).
Suponha por absurdo que γ̃′(t0) ∈ Tγ̃(t0)f−1(0), então existem ε > 0 e uma curva suave
σ̃ : (−ε, ε) → f−1(0), de forma que σ̃(0) = γ̃(t0) e σ̃′(0) = γ̃′(t0). Portanto, fazendo
σ = ρ ◦ σ̃, temos que σ(0) = γ(t0) e σ′(0) = γ′(t0), dessa forma obtemos que:
Tγ(t0)L2(L0)  σ′(0) = dρ(σ̃(0)) · σ̃′(0)








Absurdo, pois por hipótese temos que a interseção de γ com a subvariedade L2(L0) é transver-
sal. 
Munido das ferramentes e aparatos desenvolvidos nas ultimas seções somos capazes de
estender o resultado do Lema 4.12 para o caso geral, utilizando uma demonstração semelhante
ao caso n = 3, a seguir apresentamos essa demonstração.
Lema 4.31. Sejam γ1, γ2 : [0, 1] → SL, curvas de classe C1 com extremos em L0(L0). Su-
ponha que γ1 e γ2 intersectam ∪k≥2L2k(L0) uma única vez, e tal interseção é transversal com
L2(L0). Então γ1 e γ2 são homologas emH1(SL,L0(L0)), e qualquer uma dessa curvas define
um gerador para H1(SL,L0(L0)).
Demonstração. Sejam γ̃1, γ̃2 : [0, 1] → Spin(n), levantes de γ1 e γ2 com relação à aplicação
de recobrimento ρ, possivelmente substituindo γ̃j por −γ̃j , para j = 1, 2, podemos assumir
que:
[γ̃1(0)]0, [γ̃2(0)]0 > 0.
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Para provar que γ1 e γ2 são homologas em H1(SL,L2(L0)), basta provar que:
[γ̃1(1)]0, [γ̃2(1)]0 < 0.
De fato, pelo Lema 4.23 os conjuntos Spin+(n) e Spin−(n) são conexos por caminhos, en-
tão existem curvas suaves σ1, σ2 : [0, 1] → Spin(n), com Im(σ1) ⊂ Spin+(n) e Im(σ2) ⊂
Spin−(n) satisfazendo:
σ1(0) = γ̃1(0), σ1(1) = γ̃2(0);
σ2(0) = γ̃1(1), σ2(1) = γ̃2(1).
Dessa forma, como a variedade Spin(n) é simplesmente conexa, existe uma homotopia com
pontos fixos, digamos H̃ : [0, 1]× [0, 1] → Spin(n), entre as curvas σ2∗ γ̃1∗σ1 e γ̃2. Utilizando
o fato que, ρ−1(L0(L0)) = Spin+(n) ∪ Spin−(n), temos que o recobrimento ρ induz uma
homotopia, H = ρ◦H̃ , entre γ1 e γ2 com extremos emL0(L0). Portanto, γ1 e γ2 são homologas
em H1(SL,L0(L0)), como o desejado.
Resta mostrar que [γ̃j(1)]0 < 0, para cada j = 1, 2. Fixe j ∈ {1, 2} e defina γ = γj e
γ̃ = γ̃j , e suponha por absurdo que [γ̃]0 > 0.
Por hipótese existe único t0 ∈ (0, 1) de forma que γ(t0) ∈ ∪k≥1L2k(L0), e para t = t0
tal interseção é transversal com L2(L0). Então pelo Lema 4.30 temos que [γ̃(t)]0 = 0, para
cada t = t0, γ̃(t0) ∈ ρ−1(L2(L0)) = f−1(0), e ainda mais:
span{γ̃′(t0)} ⊕ Tγ̃(t0)f−1(0) = Tγ̃(t0)Spin(n). (4.5)
Logo Im(γ̃) ⊂ U e dessa forma está bem definida a função, de classe C1:
ξ : [0, 1] → R
t → f(γ̃(t)).
Notamos que, ξ(0), ξ(1) > 0 e ξ(t) = 0, somente se t = t0. Portanto ξ(t) > 0, para todo t
diferente de t0. Por consequente a função ξ possuí um mínimo em t = t0 ∈ (0, 1), logo:
ξ′(t0) = 0. (4.6)
Por outro lado, tomando g uma métrica Riemanniana qualquer em U , podemos definir
o gradiente da função f : U → R com relação a métrica g, fazendo isso, e relembrando que 0
é valor dessa função, temos que:
Tγ̃(t0)Spin(n)  Tγ̃(t0)U = span{∇f(γ̃(t0))} ⊕ Tγ̃(t0)f−1(0),
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já que f(γ̃(t0)) = [γ̃(t0)]0 = 0. Então a equação (4.6), nós diz que:





f(γ̃(t)) = g (∇f(γ̃(t0)), γ̃′(t0)) .
ou seja, γ̃′(t0) ∈ [∇f(γ̃(t0))]⊥g = Tγ̃(t0)f−1(0), o que é um absurdo pois contradiz a equação
(4.5). Então, devemos ter que [γ̃(1)]0 < 0 como queríamos.
Para provar que qualquer uma dessa curvas define um gerador para H1(SL,L0(L0)),
basta exibir um loop não trivial γ : [0, 1] → SL satisfazendo as hipóteses do Lema. Para tanto,
considere a curva γ̃ : [0, 1] → Spin(n), dada por:
γ̃(t) = cos(πt)− sin(πt)e1e2 = (cos(πt)e1 + sin(πt)e2)(e1).
Então definindo γ = ρ ◦ γ̃, temos pelo Corolário B.13, que γ é um loop não trivial em SL.
Por outro lado, vemos que [γ̃(t)]0 = 0 se e somente, se t = 1/2 ∈ (0, 1). E como −e1e2 =
[γ̃(1/2)]0, temos pelo Teorema 4.18, que γ̃(1/2) ∈ ρ−1(L2(L0)), portanto γ tem apenas uma
interseção com∪k≥2L2k(L0), e tal interseção é comL2(L0), resta mostrar que esta é transversal.
De fato, note que


















Então, γ̃′(1/2) /∈ Tγ̃(1/2)f−1(0), mas é fácil ver que isso implica que γ′(1/2) /∈ Tγ(1/2)L2(L0),
em outras palavras a interseção de γ com a subvariedadeL2(L0) é transversal, como o desejado.
Portanto concluímos a prova do Lema. 
Nesse momento estamos aptos a definir o Índice de Maslov relativo ao Lagrangiano
L0 ∈ L, via homologia relativa.





da seguinte forma: tome uma carva γ de classe C1 em SL com os extremos em L0(L0) tal que
γ tenha apenas uma interseção com L2(L0), sendo essa interseção transversal. Defina μL0
exigindo que a classe de homologia da curva γ seja levada no elemento 1 ∈ Z2. Pelo Lema
4.31, o isomorfismo (4.7) está bem definido, isto é, independe da escolha de curva γ.
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Suponha agora que γ : [0, 1] → SL é uma curva arbitrária continua, com os extremos
em L0(L0), então denotamos por μL0(γ) ∈ Z2 o elemento correspondente à classe de homo-
logia de γ pelo isomorfismo (4.1). O número μL0(γ) é chamado de Índice de Maslov da curva
γ relativo ao Lagrangiano L0.
A seguir apresentamos algumas propriedades do Índice de Maslov, que seguem direta-
mente das propriedades da homologia relativa.
Proposição 4.33. Seja γ : [0, 1] → SL uma curva com extremos em L0(L0), então temos que:
1. se σ : [0, 1] → SL é uma curva com os extremos em L0(L0) tal que γ(1) = σ(0), então
μL0(γ ∗ σ) = (μL0(γ) + μL0(σ))mod 2;
2. μL0(γ−1) = μL0(γ);
3. se Im(γ) ⊂ L0(L0) então μL0(γ) = 0;
4. se σ : [0, 1] → SL é homotópica a γ com pontos livres em L0(L0), então μL0(γ) =
μL0(σ);
5. existe uma vizinhança U de γ em C0([a, b], SL) dotado da topologia compacta-aberta
tal que, se σ ∈ U tem extremos em L0(L0), então μL0(γ) = μL0(σ).
Exemplo 4.34. Seja γ : [a, b] → SL uma curva de classe C1. Satisfazendo a propriedade de
que, toda interseção com o conjunto ∪k≥2L2k(L0), é uma interseção transversal com L2(L0),
então o Índice de Maslov μL0(γ) pode ser visto como o número de interseções da curva γ com
o subconjunto L2(L0) módulo 2.
Primeiro vamos mostrar que nesse caso o número de interseções deve ser finito, para
tanto vamos mostrar que cada interseção é isolada. De fato, seja t0 ∈ (0, 1), tal que γ(t0) ∈
L2(L0) e
span{γ′(t0)} ⊕ Tγ(t0)L2(L0) = Tγ(t0)SL.
Então se γ̃ : [0, 1] → Spin(n) é um levantamento de γ, temos que Im(γ̃) ⊂ U , já que Im(γ) ⊂
L0(L0) ∪ L2(L0). Um argumento similar à aquele apresentado na Proposição 4.30 mostra
que:
span{γ̃′(t0)} ⊕ Tγ̃(t0)f−1(0) = Tγ̃(t0)Spin(n),
ou seja, se g é uma métrica Riemanniana qualquer em U , temos que g(∇f(γ̃(t0)), γ̃′(t0)) = 0.
Mas isso implica que a derivada da função ξ = f ◦ γ̃, no instante t = t0 ∈ (0, 1), é diferente
de 0. Então, como ξ(t0) = 0 e ξ é de classe C1, deve existir uma vizinhança do ponto t0
tal que ξ não se anula nessa vizinhança, então o Teorema 4.21 garante que, γ(t) ∈ L0(L0)
112 Caso Geral
para alguma vizinhança de t = t0 ∈ (0, 1), e assim as interseções são isoladas. Portanto,
utilizando a compacidade de [0, 1] e o fato de toda interseção ser isolada vemos que o número
de intersectações deve ser finito. Consequentemente podemos decompor a curva γ como:
γ = γ1 ∗ ... ∗ γk,
onde cada curva γj tem apenas uma interseção transversal com L2(L0). Então pelo item (1) da
Proposição 4.33, temos que μL0(γ) é o número de interseções da curva γ com o subconjunto
L2(L0) módulo 2.
Observação 4.35. A definição do Índice de Maslov e os resultados desse Capítulo são fun-
damentadas na escolha do Lagrangiano L0 = E, e por consequente na escolha da compo-
nente conexa SL. Mas é possível estender os resultados dessa seção para um Lagrangiano
qualquer L0 ∈ L. O principal ponto é que possivelmente devemos mudar a escolha de compo-
nente conexa SL, já que precisamos estudar aquela componente conexa que contém o conjunto
∪k≥0L2k(L0).
Para tanto, considere A0 ∈ O(n) tal que L0 = LA0 , então pela Proposição 3.51 temos
que:
E ⊕ E∗ = LA0 ⊕ L−A0 .
Então definimos SL como a componente conexa do elemento L−A0 , portanto utilizando o Co-
rolário 3.53 devemos ter que SL = ∪k≥0L2k(L0). Ainda mais, substituindo o difeomorfismo
ΓB : O(n) → L, pelo difeomorfismo:
Ξ : O(n) → L
A → L−A0A,
temos que Ξ(Id) = L−A0 e Ξ(−Id) = L0. Mas mais importante temos que, Ξ(A) ∈ Lk(L0)
se e somente, se mul(A,−1) = k. Então, utilizando os mesmas demonstrações apresentadas
nesse Capítulo, podemos estender os resultados apresentados e a também a definição de Índice
de Maslov relativo ao Lagrangiano L0.
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Capítulo 5
ÍNDICE DE MASLOV PARA ESTRUTURAS DE
CARTAN-DIRAC
Neste Capítulo apresentaremos uma definição para o Índice de Maslov para estruturas
de Cartan-Dirac, as definições e resultados sobre estruturas de Dirac são baseados no artigo
[1].
5.1 Estruturas de Dirac
Quando estudamos a geometria de uma variedade simplética (V, ω), é conhecido que
certas operações podem comprometer a não degenerescência de ω. Por exemplo, se temos uma
subvariedade ι : N ↪→ M , a forma induzida pela inclusão ι∗ω, geralmente é não degenerada.
Para lidar com esse fato são introduzidas, as chamadas, estruturas pré-simpléticas.
Outra forma de obter degenerações é a seguinte, considere G um grupo de Lie agindo
livre e propriamente em M , de forma que a ação de G preserve a estrutura simplética. En-
tão se pensarmos a estrutura simplética ω, como um bivetor de Poisson não degenerado π ∈
Γ(∧2TM), podemos projetar π na variedade quocienteM/G, já que a ação do grupo preserva a
estrutura simplética, porém usualmente o vetor de Poisson induzido em M/G falha em ser não
degenerado. Para estudar esse tipo de degeneração são introduzidas, as chamadas, estruturas
de Poisson.
Estruturas de Dirac foram introduzidas como uma forma de uniformizar o estudo de
ambas estruturas simpléticas degeneradas, estruturas pré-simpléticas e estruturas de Poisson.




= TM ⊕ T ∗M,
que satisfazem uma certa condição de integrabilidade. Seja M uma variedade suave, para
definir estruturas de Dirac relacionadas a à M de forma mais precisa, vamos precisar definir
duas estruturas adicionais em TM .
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Definição 5.1. Definimos o paramento natural 〈·, ·〉 : TM × TM → R por
〈X + ξ, Y + η〉x = ξ(Y ) + η(X),
para x ∈ M , onde X + ξ, Y + η ∈ TxM ⊕ T ∗xM .
Então como visto no Exemplo 2.4, para cada x ∈ M , temos que (TxM ⊕ T ∗xM, 〈·, ·〉x)
define um espaço vetorial Split. Agora definimos o conceito de colchete de Courant.
Definição 5.2. O colchete de Courant é a aplicação ·, · : Γ(TM) × Γ(TM) → Γ(TM)
definida por:
X + ξ, Y + η =
(
[X, Y ],LXη − LY ξ + 1
2
d(ξ(Y ) + η(X))
)
.
Finalmente formalizamos o conceito de estrutura de Dirac.
Definição 5.3. Uma estrutura de Dirac em M é um subfibrado vetorial L ⊂ TM , que satisfaz:
1. L = L⊥, onde o ortogonal é tomado com respeito à 〈·, ·〉;
2. Γ(L),Γ(L) ⊂ Γ(L), isto é, L é involutivo com respeito à ·, ·.
Observamos, que a condição (1) da definição anterior é equivalente à dizer que Lx ⊂
TxM ⊕ T ∗xM é um subespaço Lagrangiano, para cada x ∈ M . Um subfibrado vetorial satisfa-
zendo essa propriedade é dito um subfibrado Lagrangiano.
Exemplo 5.4. Estruturas Pré-Simpléticas.
Seja ω ∈ Ω2(M) uma 2-forma qualquer, então definimos o subfibrado Lagrangiano associado
à ω por:
Lω = {(X,ω#(X)) : X ∈ TM} ⊂ TM.
É possível mostrar que Lω é uma estrutura de Dirac se e somente, se ω é uma estrutura pré-
simplética.
Exemplo 5.5. Estruturas de Poisson.
Seja π ∈ Γ(∧2TM) um bivetor qualquer, então definimos o subfibrado Lagrangiano associado
à π por:
Lπ = {(π#(ξ), ξ) : ξ ∈ T ∗M} ⊂ TM.
É possível mostrar que Lπ é uma estrutura de Dirac se e somente, se π é uma estrutura de
Poisson.
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5.1.1 Estruturas de Cartan-Dirac
Estruturas de Cartan-Dirac são estruturas de Dirac definidas sobre grupos de Lie, consi-
derando uma modificação no colchete de Courant. Para definir tais estruturas vamos primeiro
definir as estruturas de Dirac torcidas.
Seja H ∈ Ω3(M) uma 3-forma fechada, definimos o colchete de Courant H-torcido
por:
X + ξ, Y + ηH = X + ξ, Y + η + ιY ιXH.
Definição 5.6. Uma estrutura de Dirac H-torcida em M consiste de um subfibrado vetorial
L ⊂ TM , que satisfaz:
1. L = L⊥, onde o ortogonal é tomado com respeito à 〈·, ·〉;
2. Γ(L),Γ(L)H ⊂ Γ(L), isto é, L é involutivo com respeito à ·, ·H .
Considere agora um grupo de Lie, de forma que sua álgebra de Lie g possuí um forma
bilinear quadrática, não degenerada e Ad-invariante, digamos κ(·, ·). Então definimos a 3-
forma de Cartan, H ∈ Ω3(G), associada por:
H(V1, V2, V3) = κ(V1, [V2, V3]).
Fixamos um par (G,H) onde G é um grupo de Lie como descrito anteriormente e H ∈
Ω3(G) a 3-forma de Cartan associada.
Definição 5.7. Uma estrutura de Cartan-Dirac sobre (G,H), é definida como uma estrutura
de Dirac H-torcida sobre G.
Uma das vantagens de se trabalhar com estruturas de Cartan-Dirac, é que sempre po-
demos trivializar o fibrado vetorial TG, utilizando campos vetoriais invariantes à esquerda ou
direita. Vamos mostrar agora, que em certo sentido, essa trivialização preserva o pareamento
natural 〈·, ·〉.
Lema 5.8. Seja {E1, ..., En} uma base para álgebra de Lie de G, considere {EL1 , ..., ELn }
os campos vetoriais invariantes à esquerda determinados por essa base, considere também
{ξL1 , ..., ξLn} o referencial dual associado ao referencial global {EL1 , ..., ELn }. Então, a aplica-
ção linear
T : T1G⊕ T ∗1G → TgG⊕ T ∗gG,












, ∀j = 1, ..., n. É tal que o pull-back de 〈·, ·〉g por
T é dado por 〈·, ·〉1, para cada g ∈ G.
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Demonstração. Sejam X + ξ, Y + η ∈ T1G ⊕ T ∗1G, então existem Xj, Yj, ξj e ηj ∈ R, para
j = 1, ..., n, tais que































































Portanto, é fácil ver que




E assim obtemos o desejado. 
Utilizando o Lema anterior temos que ao trivializar o fibrado vetorial TG  G×g⊕g∗,
utilizando campos vetoriais invariantes a esquerda, vemos que subfibrados vetoriais Lagrangi-
anos de LG são levados em subfibrados vetoriais Lagrangianos de G× g⊕ g∗.
5.2 Índice de Maslov para Estruturas de Cartan-Dirac
Apesar dos esforços para definir a condição de integrabilidade para estruturas de Cartan-
Dirac, vamos focar nossas atenções para a condições de tais estruturas definirem subfibrados
Lagrangianos.
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SejamG um grupo de Lie conexo, eL ⊂ TG um subfibrado vetorial Lagrangiano suave,
então trivializando TG  G × g ⊕ g∗ por campos vetoriais invariantes a esquerda, podemos
ver L como uma aplicação:
L : G → L(g⊕ g∗)
g → Lg.
Utilizando o fato que L é um subfibrado vetorial suave, é fácil ver que a aplicação L : G →
L(g⊕ g∗) também é suave.
Como anteriormente, fixamos L0 = g, e definimos SL como, a componente conexa de
L relativa ao subespaço vetorial Lagrangiano g∗.
Se L ⊂ TG é um subfibrado Lagrangiano tal que L1 ∈ SL, temos pela conexidade de
G que Lg ∈ SL, para cada g ∈ G. Assim se γ : [0, 1] → G é um loop contínuo, podemos
computar o índice de Maslov do loop L ◦ γ : [0, 1] → SL.
Definição 5.9. Seja G um grupo de Lie conexo, munido da 3-forma de Cartan H ∈ ω3(G).
Então para um loop contínuo γ : [0, 1] → G, definimos o Índice de Maslov relativo à uma
estrutura de Cartan-Dirac L ⊂ TG da curva γ, como μLL0(γ) = μL0(L ◦ γ).
Considere um grupo de Lie G conexo munido de uma 3-forma de Cartan, então apre-
sentamos algumas propriedades do operador μLL0 : Π(G) → Z2 que seguem imediatamente da
definição e da Proposição 4.33.
Proposição 5.10. Sejam L ⊂ TG uma estrutura de Cartan-Dirac, com L1 ∈ SL, e γ ∈ Π(G).
Então temos que:
1. Se σ ∈ Π(G) é tal que γ(1) = σ(0), então μLL0(γ ∗ σ) = (μLL0(γ) + μLL0(σ))mod2.
2. μLL0(γ
−1) = μLL0(γ).
3. Se Im(L) ⊂ L0(L0), então μLL0(γ) = 0, para todo γ ∈ Π(G).




(γ), para todo γ ∈ Π(G).
Corolário 5.11. Seja L : G → SL uma estrutura de Cartan-Dirac. Se existe γ ∈ Π(G), tal
que μLL0(γ) = 1, então L não é homotópica à nenhuma estrutura de Poisson trivial.
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Apêndice A
GRUPO DAS UNIDADES DE UMA ÁLGEBRA
Nessa seção A representa uma álgebra associativa com unidade defina sobre o corpo
dos reais, tal que dim(A) = n < ∞, fixamos a estrutura de variedade suave em A induzida
pela estrutura de espaço vetorial. Associada a essa álgebra podemos definir o chamado grupo
das unidades, que consiste nos elementos da álgebra que possuem inverso, i.é:
G = {x ∈ A : ∃x−1 com x−1x = xx−1 = 1}.
O objetivo desse apêndice é mostrar que o grupo G é um aberto em A e define um grupo de
Lie. Ainda mais vamos calcular a sua álgebra de Lie e sua aplicação exponencial.
Proposição A.1. O conjunto G é aberto em A portanto define uma variedade de dimensão n.
Ainda mais, as aplicações de produto e inversão do grupo G definem mapas suaves, conse-
quente G tem uma estrutura de Grupo de Lie.
Demonstração. Primeiramente como a álgebra A tem dimensão finita existe uma homomor-
fismo injetorA ↪→ Mn×n(R) na álgebra das matrizes, tome uma norma |·| emMn×n(R) tal que
|AB| ≤ |A||B|, então o pullback dessa norma define uma norma | · | em A tal que |xy| ≤ |x||y|
para cada x, y ∈ A. Como A tem dimensão finita temos que a métrica | · | é completa.
Note que se |x| < 1 então a sequência ϕn =
∑n
k=0 x
k é de Cauchy, de fato:









Então existe uma vizinhança U de 0 ∈ A tal que para cada x ∈ U temos que a série∑∞k=0 xk
converge. Agora defina a seguinte vizinhança de 1 ∈ A
V = {1− x : x ∈ U}.
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(1− y)ky = −
n∑
k=0




(1− y)k+1 − (1− y)k
= 1− (1− y)n+1 = 1− xn+1.
Assim temos que |Sny−1| = |xn+1| ≤ |x|n+1, logo Sy = limn Sny = 1. Por outro, utilizando




k, portanto temos que V é uma vizinhança aberta de 1 em G.
Agora tome y ∈ G e x ∈ A quaisquer, então
x = y + (x− y) = y(1 + y−1(x− y))
da equação acima concluímos que se |y−1(x − y)| < 1 então o elemento x é inversível. Em
particular se |x− y| < 1/|y−1| temos que |y−1(x− y)| < 1 e x é inversível, definindo
Vy = {x ∈ A : |x− y| < 1/|y−1|}
vemos que Vy ⊂ G é aberto em A, portanto G é aberto em A.
Resta mostra que o produto e a inversão são aplicações suaves de G. Como a multi-
plicação é uma aplicação bilinear em A temos que esse é um mapa suave em A, mas como
G é um conjunto aberto, também é suave em G. agora considere o mapa i : G → G tal que
i(x) = x−1, dado y ∈ V temos que y = (1− x) e




como a multiplicação é suave e a convergência da série
∑∞
k=0(1 − y)k é uniforme pelo teste
M de Weierstrass temos que a aplicação i deve ser suave em uma vizinhança de 1. Agora seja
y ∈ G qualquer e x ∈ Vy, então x = y(1 + y−1(x− y)) onde |y−1(x− y)| < 1 portanto:






pelo mesmo argumento utilizado anteriormente a inversão é suave quando restrita ao aberto Uy
e portanto i : G → G define uma aplicação suave em G e temos que G é um grupo de Lie. 
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Notamos que a álgebra A possuí um comutador natural [·, ·] : A×A → A dado por
[x, y] = xy − yx,
onde x, y ∈ A. É fácil de ver que a álgebra A munido do comutador [·, ·] define uma álgebra
de Lie, denotamos essa álgebra de Lie por a. A proposição anterior garante que o grupo de
Lie G ⊂ A é um grupo de Lie aberto em A portanto obtemos um isomorfismo η : T1G → a,
ainda mais denotando por g a álgebra de Lie de G temos um isomorfismo ξ : g → T1G
dado pela avaliação de um campo no elemento neutro, agora vamos mostrar que a composição
η ◦ ξ : g → a nós da um isomorfismo de álgebras de Lie.
Proposição A.2. A seguinte composições de isomorfismos lineares
g
ξ−→ T1G η−→ a
define um isomorfismo de álgebras de Lie.
Demonstração. Seja {e1, ..., en} uma base de A, usando essa base como coordenadas locais












Um elemento a =
∑n
j=1 ajej em a determina um campo vetorial invariante à esquerda




= d (Lg)1 (a),
onde g ∈ G e Lg e a traslação a esquerda por g em G. Como o mapa Lg é a restrição a G da
aplicação linear a → ga em a, temos que a sua diferencial em coordenadas é dada pela própria













onde [·]j : a → R é a projeção na j-ésima coordenada relativa a base {e1, ..., en}.
Para provar que a composição η ◦ ξ é um isomorfismo de álgebra de Lie temos que
mostra que esta preserva o comutador, ou seja, basta provar que
[aL, bL] = [a, b]L,
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onde a, b ∈ a e o colchete da esquerda é dado pelo colchete de Lie em g e o colchete da direita
é o colchete de a. Com o objetivo de computar [aL, bL] definimos as funções fj, gj : G → R


















































































Mas por outro lado:


















em outras palavras, provamos que [aL, bL] = [a, b]L como o desejado. 
Nosso objetivo agora é estudar a aplicação exponencial do grupo de Lie G, vamos mos-
trar que ela pode ser exibida explicitamente, de forma similar ao que fazemos no caso GL(Rn).
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Então essa serie converge para um elemento inversível de a, e o subgrupo à um parâmetro
gerado por x ∈ a( g) é dado pela aplicação γ(t) = etx.
Demonstração. Primeiro, verificamos a convergência. Como na demonstração da Proposição
A.1, munimos o espaço a com uma norma satisfazendo |ab| ≤ |a||b|. Segue por indução que∣∣ak∣∣ ≤ |a|k. O teste M de Weierstrass mostra que (A.1) converge uniformemente em qualquer
subconjunto limitado de a, por comparação com a série
∑
k(1/k!)c
k = ec, c ∈ R.
Fixe a ∈ a. Sobre a nossa identificação de a com g o elemento a corresponde ao campo













Então o subgrupo à um parâmetro gerado por a é dado pela curva integral de aL em G, e




Usando a equação (A.2) vemos que a condição para γ pode ser uma curva integral pode ser
reescrita como
[γ′(t)]k = [γ(t)a]k , ∀k = 1, ..., n
ou em notação vetorial γ′(t) = γ(t)a. Agora vamos mostrar que a curva γ(t) = eta satisfaz
essa equação. Como γ(0) = 1, isso implica que γ é a única curva integral de aL começando
na identidade e portanto é o subgrupo à um parâmetro desejado.
Para ver que γ(t) = eta é uma aplicação suave, notamos que diferenciando a série (A.1)














Como a diferencial da série converge uniformemente em conjuntos limitados, a diferenciação
termo a termo é justificada. Pela suavidade da solução de EDO’s temos que a curva γ(t) = eta
é suave, uma conta similar a feita anteriormente podemos provar que γ′(t) = aγ(t).
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Resta mostrar que γ(t) é inversível para todo t ∈ R, então Im(γ) ⊂ G. Para tanto,
definimos σ(t) = γ(t)γ(−t) = etae−ta, então γ é uma curva suave em a, então como o produto
em a é bilinear temos que:
σ′(t) = (γ(t)a)γ(−t)− γ(t)(aγ(−t)) = 0.
Segue então que σ é uma curva constante e como σ(t) = σ(0) = 1 temos que γ(−t)γ(t) = 1,





O objetivo dessa seção é relembrar alguns conceitos e resultados fundamentais da Teoria
de Grupos Fundamentais e Espaços de Recobrimento os resultados apresentados nessa seção
e suas respectivas demonstrações podem ser encontrados em [4]. Começamos a seção relem-
brando a definição de uma aplicação de recobrimento, e durante a seção X̃ e X denotaram
espaços topológicos.
Definição B.1. Uma aplicação p : X̃ → X contínua e sobrejetora é dita uma aplicação de





é a união de conjuntos aberto Uα ⊂ X̃ de forma que Uα∩Uβ para cada α = β em A. E ainda
mais temos que p|Uα : Uα → V é um homeomorfismo. Quando o conjunto X̃ é simplesmente
conexo dizemos que o mapa p : X̃ → X é um recobrimento universal.
Observação B.2. Seja p : X̃ → X uma aplicação de recobrimento entre variedades suaves
dizemos que esta aplicação de recobrimento é suave se p é uma aplicação suave e cada mapa
p|Uα : Uα → V da definição anterior define um difeomorfismo.
Definição B.3. Suponha que p : X̃ → X é uma aplicação de recobrimento e também suponha
que existe n ∈ N tal que a fibra p−1(x) tenha cardinalidade n para cada x ∈ X . Neste caso
temos dizemos que p é um n-recobrimento.
Vamos mostrar como construir aplicações de recobrimento a partir de ações de grupo,
para tanto lembramos que um grupo G age de maneira livre em um conjunto S se g ·x = x para
algum x ∈ S então g = e. Uma das propriedades de ações livres é evidenciada no seguinte
Lema.
Lema B.4. Suponha que G é um grupo de Lie finito agindo suave e livremente em uma va-
riedade E, então para cada ponto p ∈ E existe uma vizinhança U ⊂ E de p em E tal que
g · U ∩ U = ∅ para cada g = e em G, onde e representa a identidade do grupo.
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Demonstração. Ver [3], Lema 21.11. 
Teorema B.5. Suponha que E é uma variedade suave e G é um grupo de Lie finito agindo de
maneira suave e livre em E. Então o espaço quociente E/G é uma variedade topológica e tem
uma única estrutura tal que a projeção canônica π : E → E/G é um k-recobrimento suave,
onde k é a cardinalidade do grupo G.
Demonstração. Segue do teorema da variedade quociente (ver [3], Teorema 21.10) que E/G
tem uma única estrutura de variedade tal que π é uma submersão. Como todo recobrimento
suave é em particular uma submersão, qualquer outra estrutura diferenciável que induz uma
estrutura de recobrimento em π tem que ser igual a esta. Como dim(E/G) = dim(E) −
dim(G) = dim(E) devemos ter que π é um difeomorfismo local, então resta provar que π é
uma aplicação de recobrimento.
Seja p ∈ E então pelo Lema anterior existe uma vizinhança U  p em E tal que
g · U ∩ U = ∅ para cada g = e em G. (B.1)
Podemos redefinir U de forma que este seja conexo, V = π(U) seja aberto e π|U : U → V seja





O fato do mapa g : E → E tal que g(p) = g · p ser um difeomorfismo para cada g ∈ G garante
que os conjunto g · U são abertos e a equação (B.1) garante que a união desses conjuntos é
disjunta, por fim para ver que o mapa π|g·U : g · U → V é difeomorfismo basta notar que este
é a composição dos seguintes difeomorfismos π|U ◦ g−1|g·U , assim concluímos a prova. 
A vantagem de se trabalhar com uma aplicação de recobrimento pode ser vista consi-
derando essas propriedades clássicas de espaços de recobrimento.
Proposição B.6. Seja p : X̃ → X uma aplicação de recobrimento e Z um espaço topológico
conexo. Se g̃, g
∧




Proposição B.7. Seja p : X̃ → X uma aplicação de recobrimento suave. Dado um caminho
de classe Ck, para k ≥ 0, γ : [a, b] → X e um ponto x̃ ∈ X̃ tal que p(x̃) = γ(a). Existe um
único caminho, de classe Ck, γ̃ : [a, b] → X̃ tal que γ̃(a) = x̃ e p ◦ γ̃ = γ.
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Proposição B.8. Seja p : X̃ → X uma aplicação de recobrimento. Se dois caminhos con-
tínuos γ, σ : [a, b] → X tem os mesmos extremos e são homotópicos então os seus levantes
γ̃, σ̃ : [a, b] → X̃ , que começão no mesmo ponto, terminam no mesmo ponto e ainda mais são
homotópicos.
As Proposições acima mostram que dada uma aplicação de recobrimento p : X̃ → X
então essa possuí a chamada propriedade de Levantamento (Proposição B.7) e estas também
nos dão informação a respeito das propriedades homotópicas desses levantes. Por fim vamos
enunciar um resultado que mostra uma importante relação entre o grupo fundamental de X e
o grupo fundamental de X̃ , quando X̃ é um conjunto conexo por caminhos.
Teorema B.9. Seja p : X̃ → X uma aplicação de recobrimento com X̃ conexo por caminhos.
Então, para cada x ∈ X , o grupo fundamental π1(X, x) age transitivamente na fibra p−1(x)




, onde p# é o mapa
induzido à nível de grupo fundamental por p.
B.2 Recobrimento Duplo Universal e o 2-Índice
Fixe agora um 2-recobrimento p : X̃ → X onde o espaço X̃ é conexo por caminhos e
simplesmente conexo, neste caso chamamos p : X̃ → X o recobrimento universal de X . O
Teorema B.9 nós diz então que o grupo de isotropia da ação de π1(X, x) em p
−1(x) é trivial
portanto temos uma bijeção entre esses espaços, mas como p é um 2-recobrimento a fibra tem
cardinalidade 2, concluímos assim que π1(X, x) é isomorfo a Z2. O objetivo dessa seção é
exibir esse isomorfismo explicitamente para tanto introduzimos o conceito de 2-índice.
Para tanto definimos o espaço de loops de X da seguinte forma
Π(X) = {γ ∈ C0 ([0, 1], X) : γ(0) = γ(1)}.
Portanto definimos o 2-índice μ no espaço de loops como sendo a seguinte aplicação:
Definição B.10. Dado γ ∈ Π(X) definimos
μ(γ) =
⎧⎨⎩1, se γ̃(0) = γ̃(1),0, se γ̃(0) = γ̃(1).
Onde γ̃ é um levantamento de γ.
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Vamos mostrar que o operador μ está bem definido. Primeiro notamos que a Proposição
B.7 garante à existência de um levante, agora resta mostrar que o índice não depende da escolha
do levante. Para tanto, basta provar que dado um loop γ ∈ Π(X) e dois levantes distintos γ̃ e
γ
∧




(1). Mas de fato, suponha que x̃0 = γ̃(0) = γ̃(1)
então p(x̃0) = x0 = γ(0) = γ(1). Como p é um 2-recobrimento, existe x̃1 = x̃0 em X , tal que
p−1(x0) = {x̃0, x̃1}. Agora como os levantes γ̃, γ
∧
são distintos a Proposição B.6 garante que
γ̃(t) = γ∧(t), para cada t ∈ [0, 1], (B.2)
Mas como p(γ
∧
(0)) = x0 = p(γ
∧




(1) ∈ {x̃0, x̃1} e portanto a
equação (B.2) garante que γ
∧
(0) = x̃1 = γ
∧
(1) e assim o 2-índice μ está bem definido.
Observação B.11. Dado um ponto y0 ∈ Y vamos denotar por ey0 ∈ Π(Y ) o loop constante
ey0(t) = y0. Dados loops γ e σ em Π(Y ) que tem o mesmo ponto base vamos utilizar a notação
γ ∼= σ para denotar o fato que γ e σ são homotópicos por caminho. Por fim, vamos utilizar o
simbolo ∗ para denotar a operação concatenação de curvas.
O principal objetivo para se definir o 2-índice é realizado pela seguinte Proposição.
Proposição B.12. Sejam γ, σ ∈ Π(X). Então:
1. Se γ e σ tem o mesmo ponto base então
μ(γ ∗ σ) = (μ(γ) + μ(σ))mod 2.
2. Se γ e σ são livremente homotópicas então μ(γ) = μ(σ).
3. Se μ(γ) = μ(σ) então γ e σ são livremente homotópicas. Caso γ e σ tenham o mesmo
ponto base então γ ∼= σ.
4. Dado x0 ∈ X e k ∈ Z2 existe γ ∈ Π(X) tal que γ(0) = γ(1) = x0 e μ(γ) = k.
Demonstração.
1. Suponha que x0 ∈ X é o ponto base de γ e σ então tome um levantamento γ̃ : [0, 1] → X̃
assim p(γ̃(0)) = γ(0) = p(γ̃(1)), a Proposição B.7 garante que existe um levantamento
σ̃ de σ tal que σ̃(0) = γ̃(1).
É fácil ver que γ̃ ∗ σ̃ é um levantamento da curva γ ∗ σ. Temos que mostrar que
μ(γ ∗ σ) = (μ(γ) + μ(σ))mod 2,
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para tanto suponha primeiro que μ(γ ∗ σ) = 0, então:
γ̃(0) = γ̃ ∗ σ̃(0) = γ̃ ∗ σ̃(1) = σ̃(1).
Se γ̃(0) = γ̃(1) temos que
σ̃(1) = γ̃(0) = γ̃(1) = σ̃(0),
assim μ(γ) + μ(σ) = 0. Por outro lado, se γ̃(0) = γ̃(1) obtemos
σ̃(1) = γ̃(0) = γ̃(1) = σ̃(0),
e μ(γ) + μ(σ) = 2, portanto obtemos o desejado no caso μ(γ ∗ σ) = 0.
Agora suponha que μ(γ ∗ σ) = 1, ou seja
γ̃(0) = γ̃ ∗ σ̃(0) = γ̃ ∗ σ̃(1) = σ̃(1).
Novamente assumimos primeiro que γ̃(0) = γ̃(1), portanto
σ̃(1) = γ̃(0) = γ̃(1) = σ̃(0),
e temos que μ(γ)+μ(σ) = 1. Por fim, se γ̃(0) = γ̃(1) temos que p−1(x0) = {γ̃(0), γ̃(1)}
e γ̃(0) = σ̃(1) assim
σ̃(1) = γ̃(1) = σ̃(0),
e concluímos que μ(γ) + μ(σ) = 1, finalizando a prova.
2. Primeiramente vamos mostrar que γ ∈ Π(X) é homotópico ao caminho constante eγ(0)
se, e somente se μ(γ) = 0. De fato, seja γ̃ um levantamento de γ portanto eγ̃(0) é um
levantamento de eγ(0) que tem o mesmo ponto inicial de γ̃. Supondo que γ e eγ(0) são
homotópicos a Proposição B.8 garante que as curvas γ̃ e eγ̃(0) são homotópicas e tem os
mesmos extremos, assim γ̃(0) = γ̃(1) e temos que μ(γ) = 0, como desejado. Agora
suponha que μ(γ) = 0, então dado um levantamento γ̃ de γ sabemos que γ̃(0) = γ̃(1),
mas como X̃ é simplesmente conexo existe uma homotopia de caminhos H̃ : γ̃ ∼= eγ̃(0),
definindo H = p ◦ H̃ temos que H é uma homotopia de caminhos entre γ e eγ(0).
Para o caso geral, suponha que γ e σ são livremente homotópicas, como X é conexo por
caminhos temos que γ é homotópico à eγ(0) se, e somente se σ é homotópico à eσ(0).
Portanto μ(γ) = 0 se e somente, se μ(σ) = 0, o que concluí a prova.
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3. Suponha que μ(γ) = μ(σ), então vamos mostrar que γ e σ são livremente homotópicas.
De fato, tome γ̃ e σ̃ levantes de γ e σ. Como X̃ é conexo por caminhos existe uma curva
contínua ξ̃ : [0, 1] → X̃ tal que ξ̃(0) = γ̃(0) e ξ̃(1) = σ̃(1). Agora considere a curva
ξ = p ◦ ξ̃ note que está é uma curva contínua em X ligando os pontos γ(0) e σ(0).
Por outro lado, como p é um 2-recobrimento temos que existem pontos γ̃−(0) e σ̃−(0)
em X̃ tais que p−1(γ(0)) = {γ̃(0), γ̃−(0)} e p−1(σ(0)) = {σ̃(0), σ̃−(0)} assim pelas
Proposições B.7 e B.6 temos que existe um levantamento ξ
∧
de ξ tal que ξ
∧




Definimos a curva contínua τ̃ : [0, 1] → X̃ por
τ̃ =
⎧⎨⎩ξ̃, se μ(γ) = μ(σ) = 0,ξ∧, se μ(γ) = μ(σ) = 1.
Notamos que τ̃(0) = γ̃(1) e τ̃(1) = σ̃(1) e p◦ τ̃ = ξ. Portanto definindo γ̃′ = ξ̃−1 ∗ γ̃ ∗ τ̃
temos que as curvas γ̃′ e σ̃ tem os mesmos extremos. Como X̃ é simplesmente conexo
existe uma homotopia com pontos fixos entre as curvas γ̃′ e σ̃, digamos H̃ : [0, 1] ×
[0, 1] → X̃ . Agora definindo a função H = p ◦ H̃ : [0, 1] × [0, 1] → X temos que esta
satisfaz as seguintes condições:
H(0, t) = ξ−1 ∗ γ ∗ ξ(t), ∀ t ∈ [0, 1],
H(1, t) = σ(t), ∀ t ∈ [0, 1],
H(s, 0) = H(s, 1) = σ(0) = σ(1).
Portanto a curva ξ−1 ∗ γ ∗ ξ é livremente homotópica à σ, a conclusão da prova segue do
fato que a curva ξ−1 ∗ γ ∗ ξ é livremente homotópica à γ.
Para o caso que as curvas γ e σ possuem os mesmos extremos notamos que pela Propo-
sição B.7 mais o fato que μ(γ) = μ(σ) garantem que podemos tomar os levantamento
γ̃ e σ̃ de forma que estes tenham os mesmos extremos. Então um argumento similar ao
utilizado anteriormente garante que γ ∼= σ.
4. Seja k = Z2 = {0, 1} e x̃0 ∈ X̃ tal que x0 = p(x̃0), então tome x̃1 em X̃ tal que
p−1(x0) = {x̃0, x̃1}. Tome ξ̃ um caminho contínuo ligando x̃0 e x̃0 assim definimos
γ̃ =
⎧⎨⎩τ̃ , se k = 1,ex̃0 , se k = 0.
Logo utilizando o item 2 temos que γ = p ◦ γ̃ satisfaz o desejado.
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
Uma consequência imediata dessa Proposição é que o 2-índice μ define um isomorfismo
entre o grupo fundamental de X e o grupo Z2, mais especificamente.
Corolário B.13. Dado x0 ∈ X temos que o 2-índice μ : Π(X) → Z2 descende a um aplicação
μ : π1(X, x0) → Z2
[γ] → μ(γ).
Ainda mais, a aplicação μ é um isomorfismo de grupos.
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