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A new method is proposed for building a predictive belief function from statistical data in
the transferable belief model framework. The starting point of this method is the assump-
tion that, if the probability distribution PX of a random variable X is known, then the belief
function quantifying our belief regarding a future realization of X should have its pignistic
probability distribution equal to PX . When PX is unknown but a random sample of X is
available, it is possible to build a setP of probability distributions containing PX with some
conﬁdence level. Following the least commitment principle, we then look for a belief func-
tion less committed than all belief functions with pignistic probability distribution in P.
Our method selects the most committed consonant belief function verifying this property.
This general principle is applied to arbitrary discrete distributions as well as exponential
and normal distributions. The efﬁciency of this approach is demonstrated using a simu-
lated multi-sensor classiﬁcation problem.
 2008 Elsevier Inc. All rights reserved.1. Introduction
The transferable belief model (TBM) [43,40] is a two-level mental model in which the beliefs held by an agent are rep-
resented at the credal level by belief functions [34], whereas decision making is based on probability distributions and takes
place at the pignistic level [42]. The TBM is gaining increasing interest as a formal framework for information fusion [29,3,32],
pattern recognition [11,12,15,24,44] and imprecise data analysis [14,27,30]. However, it is not always clear how to quantify
various uncertainties using belief functions as required in this framework, especially when statistical data are involved. A
ﬁrst approach to this problem was presented in [13,2] in the cases of discrete and continuous distributions, respectively.
A different solution, more in line with the two-level structure of the TBM, is presented here.
More precisely, the problem considered in this paper can be described as follows. Let X be a random variable (r.v.) on a
domain X with unknown probability distribution PX . We would like to quantify the beliefs held by an agent about a future
realization of X from past independent observations X1; . . . ;Xn drawn from the same distribution. In [13], it was argued that a
belief function belð;X1; . . . ;XnÞ solution to this problem should verify two properties:
1. belð;X1; . . . ;XnÞ should be less committed than PX with a given probability, i.e., the event
belð;X1; . . . ;XnÞ 6 PX. All rights reserved.
).
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2. belð;X1; . . . ;XnÞ should converge towards PX in probability as the sample size tends to inﬁnity.
Several methods for constructing such belief functions (referred to as predictive belief functions) were proposed in [13] in
the special case where X is discrete, based on multinomial conﬁdence intervals. This approach was recently extended to the
continuous case using conﬁdence bands on the unknown cumulative probability distribution instead of multinomial conﬁ-
dence intervals [2], and a similar approach in the context of possibility theory was presented in [28].
In the above approach, the two requirements are derived from Hacking’s frequency principle [26,38], which equates the
degree of belief of an event to its probability (long run frequency), when the latter is known. In other words, when PX is
known, we should have, according to this principle, bel ¼ PX . When only partial information is available, it is then reasonable
to demand that belð;X1; . . . ;XnÞ be weaker (less informative) than PX , hence the ﬁrst requirement. Additionally, as an inﬁnite
sample size is equivalent to complete knowledge of the distribution, the predictive belief function should, in the long run,
become closer to PX , hence the second requirement.
The relevance of Hacking’s principle, however, can be questioned. For instance, consider the result X of a coin-tossing
experiment, with X 2 fH; Tg, where H and T stand for ‘‘Heads” and ‘‘Tails”, respectively. If the coin is known to be perfectly
balanced, then PXðfHgÞ ¼ PXðfTgÞ ¼ 0:5. If asked about our opinion regarding the result of the next toss, it is natural to as-
sign the same degree of belief to both events H and T for symmetry reasons. In the Bayesian approach, this degree of belief
has to be equal to 0.5 because of the additivity property for probability measures. However, this property is not imposed to
degrees of belief in the TBM, so that there does not seem to be any compelling reason for setting belðfHgÞ ¼ belðfHgÞ ¼ 0:5.
Yet, if we are forced to bet on the result of this random experiment, it seems reasonable to assign equal odds to the two ele-
mentary events. In the TBM, degrees of chance are not equated with degrees of belief: as emphasized above, decision making
is assumed to be handled at the pignistic level, which is distinguished from the credal level at which beliefs are entertained
[43,42]. The pignistic transformation converts each belief function bel into a pignistic probability distribution BetP that is
used for decision making. As a consequence, we may replace Hacking’s principle by the weaker requirement that the pignistic
probability of an event be equal to its long run frequency, when the latter is known. Coming back to the coin example, this
requirement leads to the constraint BetPðfHgÞ ¼ BetPðfTgÞ ¼ 0:5, which deﬁnes a set of admissible belief functions. Among
this set, the least commitment principle [37] dictates to choose the least committed one (i.e., the least informative), which is
here the vacuous belief function.
In the above example, the probability distribution of X was assumed to be known. In the more realistic situation consid-
ered here, we only have partial information about this distribution, in the form of a random sample X1; . . . ;Xn. In that case, it
is possible to construct a set P of probability distributions deﬁned, e.g., by a parametric conﬁdence region. A natural exten-
sion of the above line of reasoning is then to require that bel be less committed than any belief function with pignistic prob-
ability distribution inP. This leads to the deﬁnition of a set of admissible belief functions, among which the most committed
one can be chosen. This is the principle of the approach presented in this paper.
The rest of this paper is organized as follows. The background on the TBM will ﬁrst be recalled in Section 2. The proposed
approach will be formalized in Section 3. It will then be applied to the case of a discrete r.v. in Section 4, and to continuous
parametric models in Section 5. In particular, the exponential and normal distributions will be treated in Sections 5.1 and 5.2,
respectively. An application to classiﬁcation with simulation results will then be presented in Sections 6 and 7 will conclude
the paper.2. Background on the TBM
This section provides a short introduction to the main notions pertaining to the theory of belief functions that will be used
throughout the paper, and in particular, its TBM interpretation. We ﬁrst consider the case of belief functions deﬁned on a
ﬁnite domain [34], and then address the case of a continuous domain [41].
2.1. Belief functions on a ﬁnite domain
LetX ¼ fn1; . . . ; nKg be a ﬁnite set, and let X be a variable taking values inX. Given some evidential corpus, the knowledge
held by a given agent at a given time over the actual value of variable X can be modeled by a so-called basic belief assignment
(bba) m deﬁned as a mapping from 2X into ½0;1 such thatX
A#X
mðAÞ ¼ 1: ð1ÞEach massmðAÞ is interpreted as the part of the agent’s belief allocated exactly to the hypothesis that X takes some value in A
[34,43] or, stated differently, as the weight assigned to the assumption of only knowing that X takes some value in A. The
subsets A#X such that mðAÞ > 0 are called the focal sets of m. When the focal sets are nested, m is said to be consonant.
In particular, a simple bba has only two focal sets: X and a strict subset A  X.
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X
;–B#A
mðBÞ; ð2Þ
plðAÞ ¼
X
B\A–;
mðBÞ ð3ÞandqðAÞ ¼
X
BA
mðBÞ ð4Þfor all A#X.
Whenm is consonant, then the plausibility function is a possibility measure: it veriﬁes plðA [ BÞ ¼ maxðplðAÞ; plðBÞÞ for all
A;B#X. The corresponding possibility distribution is deﬁned by possðxÞ ¼ plðfxgÞ ¼ qðfxgÞ for all x 2 X, and the commonal-
ity function veriﬁes qðA [ BÞ ¼minðqðAÞ; qðBÞÞ for all A;B#X. Conversely, any possibility measure P with possibility distri-
bution possðxÞ ¼ PðfxgÞ for all x 2 X is a plausibility function corresponding to a consonant bba m deﬁned as follows [17].
Let pk ¼ possðnkÞ, and let us assume that the elements ofX have been arranged in such a way that p1 P p2 P   P pK . Then,
we havemðAÞ ¼
1 p1 if A ¼ ;;
pk  pkþ1 if A ¼ fn1; . . . ; nkg for some k 2 f1; . . . ;K  1g;
pK if A ¼ X;
0 otherwise:
8>><>>: ð5Þ
Two bbasm1 andm2 induced by distinct items of evidence can be combined using the TBM conjunctive rule (also referred to
as the unnormalized Dempster’s rule of combination) [34,40]. The resulting bba m1 2 ¼ m1 m2 is deﬁned bym1 2ðAÞ ¼
X
B\C¼A
m1ðBÞm2ðCÞ 8A#X: ð6ÞThis rule is commutative and associative [34]. Let B be a subset of X and mB the bba deﬁned by mBðBÞ ¼ 1. Given a bba m, its
conditioning by B using the unnormalized Dempster’s rule of conditioning is deﬁned by mðjBÞ ¼ m mB. The corresponding
plausibility measure isplðAjBÞ ¼ plðA \ BÞ 8A#X: ð7Þ
In the TBM, the least commitment principle (LCP) plays a role similar to the principle of maximum entropy in Bayesian
probability theory. As explained in [37], the LCP states that, given two belief functions compatible with a set of constraints,
the most appropriate is the least informative. To make this principle operational, it is necessary to deﬁne ways of comparing
belief functions according to their information content. Several such partial orderings, generalizing set inclusion, have been
proposed [46,19]. Among them, the q- and pl-ordering relations are deﬁned as follows:
 m1 is said to be q-more committed than m2 (noted m1vqm2) if q1ðAÞ 6 q2ðAÞ, for all A#X;
 m1 is said to be pl-more committed than m2 (noted m1vplm2) if pl1ðAÞ 6 pl2ðAÞ, for all A#X;
The interpretation of these and other ordering relations is discussed in [19] from a set-theoretical perspective, and in [21,22]
from the point of view of the TBM. In general, q- and pl-orderings are distinct notions, and none of them implies the other.
However, these two orderings are equivalent in the special case of consonant belief functions: if m1 and m2 are consonant,
thenm1vqm2 () m1vplm2 () poss1 6 poss2: ð8Þ
All the above notions are related to the credal level of the TBM, whereas the pignistic level [43] concerns decision making.
To make decisions, any bba m such that mð;Þ < 1 is mapped into a pignistic probability function BetP ¼ BetðmÞ deﬁned byBetPðxÞ ¼
X
A#X;A–;
mðAÞ
1mð;Þ
1AðxÞ
jAj 8x 2 X; ð9Þwhere 1A denotes the indicator function of A. Note that this deﬁnition is mathematically identical to that of the Shapley value
introduced in cooperative game theory [35].
Conversely, let us assume that we only know the pignistic probability function p0 of an agent and we would like to recover
its corresponding belief function. This problem is underdetermined, as the set Mðp0Þ ¼ Bet1ðp0Þ of bbas m such that
BetðmÞ ¼ p0 is usually inﬁnite. However, we may invoke the LCP and search for the q-least committed (q-LC) belief function
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function, called the q-LC isopignistic belief function, and deﬁned by the following possibility distribution:possðxÞ ¼
X
x02X
minðp0ðxÞ; p0ðx0ÞÞ: ð10ÞNote that the above formula was ﬁrst introduced in [18] as a probability–possibility transformation. If m is the bba associ-
ated to poss, we note m ¼ Bet1LC ðp0Þ.
Example 1. Let us consider a frame X ¼ fn1; n2; n3g and the probability distribution p0 such that p0ðn1Þ ¼ 0:7, p0ðn2Þ ¼ 0:2
and p0ðn3Þ ¼ 0:1. We havepossðn1Þ ¼minð0:7;0:7Þ þminð0:7;0:2Þ þminð0:7; 0:1Þ ¼ 0:7þ 0:2þ 0:1 ¼ 1;
possðn2Þ ¼minð0:2;0:7Þ þminð0:2;0:2Þ þminð0:2; 0:1Þ ¼ 0:2þ 0:2þ 0:1 ¼ 0:5;
possðn3Þ ¼minð0:1;0:7Þ þminð0:1;0:2Þ þminð0:1; 0:1Þ ¼ 0:1þ 0:1þ 0:1 ¼ 0:3:Using (5), we obtain the corresponding bba m ¼ Bet1LC ðp0Þ as
mðfn1gÞ ¼ 0:5; mðfn1; n2gÞ ¼ 0:2; mðXÞ ¼ 0:3:2.2. Continuous belief functions on R
Belief functions on R may be deﬁned by replacing the concept of bba by that of basic belief density (bbd) [10,36,41]. A
normal bbd m is a function taking values from the set of closed real intervals into ½0;þ1Þ, such thatZ Z
x6y
mð½x; yÞdxdy ¼ 1: ð11ÞThe belief, plausibility and commonality functions can be deﬁned in the same way as in the ﬁnite case, replacing ﬁnite sums
by integrals. In particularbelð½x; yÞ ¼
Z Z
½u;v# ½x;y
mð½u; vÞdudv; ð12Þ
plð½x; yÞ ¼
Z Z
½u;v\½x;y–;
mð½u; vÞdudv; ð13Þ
qð½x; yÞ ¼
Z Z
½u;v½x;y
mð½u; vÞdudv ð14Þfor all x 6 y.
A pignistic probability distribution Betf ¼ BetðmÞ can be deﬁned as in the discrete case. It is a continuous distribution with
the following probability density [41,7]:Betf ðxÞ ¼ lim
!0
Z x
1
Z þ1
xþ
mð½u; vÞ
v u dvdu: ð15ÞFig. 1. Deﬁnition of the q-LC isopignistic bba m ¼ Bet1LC ðp0Þ associated to a pignistic probability function p0.
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sity f0 with mode mwas also derived in [41]. The focal sets ofm are the level sets of the density function f0. Consequently,m is
consonant and the associated plausibility function is a possibility measure. The corresponding possibility distribution poss is
given bypossðxÞ ¼ plðfxgÞ ¼
Z þ1
1
minðf0ðtÞ; f0ðxÞÞdt; ð16Þwhich is a clearly the continuous counterpart of (10). Note that this expression was ﬁrst derived in [20] as a continuous prob-
ability–possibility transformation. This transformation is illustrated in Fig. 2. If f0 is symmetrical, then poss has the following
expression:possðxÞ ¼ 2ðx mÞf0ðxÞ þ 2
Rþ1
x f0ðtÞdt if xP m;
2ðm xÞf0ðxÞ þ 2
R x
1 f0ðtÞdt otherwise:
(
ð17ÞExample 2. Let f0 be the density function of the exponential distribution EðlÞ with mean l > 0:f0ðx;lÞ ¼
1
l e
x=l if xP 0;
0 otherwise:
(
ð18ÞThis is a unimodal density with mode m ¼ 0. The corresponding q-LC distribution may be computed from (16). It is equal topossðx;lÞ ¼ xf0ðx;lÞ þ
Z þ1
x
f0ðt;lÞdt; ð19Þ
¼ ex=l 1þ x
l
 
ð20Þfor xP 0 and possðx;lÞ ¼ 0 for x < 0. This function is plotted in Fig. 3 for different values of l.
Example 3. Let f0 be the density function of the normal distributionNðl;r2Þ with mean l and variance r2:f0ðx;l;rÞ ¼ 1
r
ﬃﬃﬃﬃﬃﬃ
2p
p exp  1
2r2
ðx lÞ2
 
:This is a symmetrical unimodal density with mode l. The corresponding q-LC distribution may be computed from (17). It is
equal topossðx;l;rÞ ¼
2ðxlÞ
r
ﬃﬃﬃﬃ
2p
p exp  ðxlÞ22r2
 
þ 2 1U xlr
  
if xP l;
2ðlxÞ
r
ﬃﬃﬃﬃ
2p
p exp  ðxlÞ22r2
 
þ 2U xlr
 
otherwise;
8><>: ð21Þ
where U is the standard normal cumulative distribution function.0 1 2 3
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Fig. 2. Calculation of the q-LC possibility distribution poss induced by a probability density function f0.
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Fig. 3. q-LC possibility distribution induced by an exponential probability density EðlÞ for three different values of l.
0 5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
x
po
ss
(x)
 
 
σ=0.5
σ=1
σ=2
Fig. 4. q-LC possibility distribution induced by a normal probability densityNðl;r2Þ for l ¼ 0 three different values of r.
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Let us now assume that the pignistic probability distribution p0 of an agent is only known to belong to a set P of prob-
ability distributions and, as before, we seek to approximate the agent’s bbam0. The problem is again underdetermined, as we
can only say that m0 belongs to the setMðPÞ ¼ Bet1ðPÞ deﬁned byMðPÞ ¼ fmjBetðmÞ 2 Pg ¼
[
p2P
MðpÞ;whereMðpÞ ¼ Bet1ðpÞ denotes the set of bbas whose pignistic probability distribution is equal to p.
According to the LCP, m0 should be approximated by a bba m less committed than m0, with respect to some ordering v.
In general, the setMðPÞ does not contain a LC element. However, we may deﬁne the admissible setMðPÞ as the set of bbas
dominating (i.e., less committed than) all bbas inMðPÞ:MðPÞ ¼ fm0jm v m0 8m 2MðPÞg:
It is then natural to choosem as themost committed element inMðPÞ, if this element exists. The solution of this problem is
not obvious in the general case. However, a simple solution can be found if we restrict the search to the subset
CðPÞ MðPÞ of consonant bbas less committed than all bbas inMðPÞ (see Fig. 5), and we consider the q-ordering. (Note
that, in Fig. 5,MðpÞ andMðPÞ are represented as disjoint sets, but this may not be the case.)
Fig. 5. Deﬁnition of the q-most committed dominating (q-MCD) bbam associated to a setP of probability distribution. The setMðPÞ contains all bbas with
pignistic probability functions in P. The setMðPÞ contains all bbas dominating (i.e., less committed than) all bbas inMðPÞ. The q-MCD bba m is the q-
most committed consonant bba inMðPÞ.
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ing possibility distribution. The following proposition holds.
Proposition 1. The bba m induced by possibility distributionTable 1
Pignisti
x
n1
n2
n3possðxÞ ¼ sup
p2P
posspðxÞ 8x 2 X ð22Þis the q-most committed element in CðPÞ.
Proof. Obviously,m is consonant. As poss P possp for all p 2 P, m is q-less committed than each mp, which is itself the q-
least committed bba in the setMðpÞ of bbas whose pignistic probability distribution is p. Consequently,m is q-less commit-
ted than all bbas inMðpÞ and it thus belongs to CðPÞ. Now, this is also true for all bbas m associated from a possibility dis-
tribution poss such that possP possp for all p 2 P, and possðxÞ is obviously the most speciﬁc, i.e., the q-least committed
element in that set. h
Possibility distribution poss will be referred to as the q-most committed dominating (q-MCD) possibility distribution asso-
ciated to P. The corresponding bba will be denoted as m. In the discrete case, it can be computed from poss using (5).
Note that the idea leading to (22) is also present in [5], where the authors consider the most committed possibility trans-
form of each probability in a set of probabilities with density having ﬁxed support and mode: a different problem, and a sim-
ilar solution.
Example 4. Let us consider a frame X ¼ fn1; n2; n3g with three elements, and a set P ¼ fp; p0; p00g of three probability
distributions shown in Table 1. The corresponding q-LC possibility distributions poss; poss0;poss00 computed from (10) are
displayed in Table 1. Note that there is no q-LC element among these three bbas, as poss00 is not comparable according to the
vq ordering with poss and poss0. Possibility distribution poss computed using (22) is shown in the last column of Table 1.
The corresponding bba ismðfn1gÞ ¼ 0:35; mðfn1; n2gÞ ¼ 0:05; mðXÞ ¼ 0:6:c probabilities and corresponding q-LC isopignistic possibility distributions of Example 4
pðxÞ p0ðxÞ p00ðxÞ possðxÞ poss0ðxÞ poss00ðxÞ possðxÞ
0.7 0.6 0.65 1 1 1 1
0.2 0.25 0.1 0.5 0.65 0.3 0.65
0.1 0.15 0.25 0.3 0.45 0.6 0.6
Table 2
Calculation of qmax for the data of Example 4
A fn1g fn2g fn1; n2g fn3g fn1; n3g fn2; n3g X
qðAÞ 1 0.5 0.5 0.3 0.3 0.3 0.3
q0ðAÞ 1 0.65 0.65 0.45 0.45 0.45 0.45
q00ðAÞ 1 0.3 0.3 0.6 0.6 0.3 0.3
qðAÞ 1 0.65 0.65 0.6 0.6 0.6 0.6
qmaxðAÞ 1 0.65 0.65 0.6 0.6 0.45 0.45
mmaxðAÞ 0.2 0 0.2 0 0.15 0 0.45
In that case, qmax is a commonality function, and the corresponding bba mmax is strictly q-more committed than m , as we have qmaxðAÞ < qðAÞ for
A ¼ fn2; n3g and for A ¼ X.
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among all consonant bbas verifying this property.
Remark 1. By deﬁnition, the q-MCD bbam is the q-most committed element among all consonant bbas that are q-less com-
mitted than all bbas inMðPÞ. The restriction to consonant bbas is justiﬁed by the existence and unicity of a solution in CðPÞ,
whereas the existence of a q-most committed element inMðPÞ is not guaranteed in general. Additionally, ﬁnding the solu-
tion in CðPÞ is computationally tractable in several cases of practical interest, as will be shown below, and the result usually
has a very simple expression. It may happen, however, that a q-most committed element in MðPÞ exists, and that it is
strictly more committed than m. This is the case, in particular, when function qmax deﬁned byFig. 6.
measurqmaxðAÞ ¼maxp2P qpðAÞ 8A#Xis a commonality function, qp being the commonality function associated to mp. In that case, the corresponding bba mmax is
obviously the q-most committed element inMðPÞ. This is the case in Example 4: as shown in Table 2, qmax ¼maxðq; q0; q00Þ is
a commonality function, and the corresponding bba mmax is strictly q-more committed than m.
Remark 2. The approach presented here is different from that introduced in [13,2], in which we searched for the pl-most
committed bba m	, in the set M	ðPÞ of bbas that are less committed than all probability measures in P (see Fig. 6). In this
alternative approach, the solution is obtained as the lower envelope P of P, when it is a belief function. This is the case,
in particular, when P is a p-box [2], or when it is constructed from a multinomial conﬁdence region with K 6 3 [13]. Differ-
ent heuristics were introduced in [13] for constructing a belief function less committed than P when P is not a belief func-
tion. The difference between the two approaches arises from different interpretations of the probability measures in P: in
[13,2], they are viewed as Bayesian belief functions, whereas in the present work they are viewed as pignistic probabilities.
When P is a conﬁdence set for an unknown probability measure underlying a random experiment, the former approach is
thus based on Hacking’s frequency principle, whereas the latter is based on a weaker form of this principle that only assumes
that, if chances where known to the agent, then it would bet according to these chances.
Remark 3. Given a set P of probability measures, our approach computes a consonant belief function, which is formally
equivalent to a possibility measure. It should be emphasized, however, that our purpose here in not to approximate proba-
bility families by possibility measures, as done in [5,28], for instance. In [5], the authors address the problem of ﬁnding the
most precise possibility measure that dominates a set of probability measures. The resulting possibility measure thus has the
semantics of a family of probabilities, which departs fundamentally with the semantics of belief functions in the TBM that is
adopted in this paper. Consequently, the two approaches cannot be rigorously compared as they pursue different goals
within two distinct theories of uncertainty. The approach described in [28] is also grounded in possibility theory as it is based
on the probability–possibility transformation introduced in [20], which is consistent with the principle of information pres-
ervation. This transformation is distinct from the inverse pignistic transformation (10) and usually yields more speciﬁc pos-Illustration of the approach introduced in [13]:m	 is the pl-most committed bba in the setM	ðPÞ of bbas that are less committed than all probability
es in P. This approach does not distinguish between the pignistic and credal levels (compare with Fig. 5).
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with two different probability–possibility transformations. However, this formal similarity should not hide the fundamental
differences in the interpretations of possibility measures in the two methods. In [21], the authors advocate the use of the
probability–possibility transformation introduced in [20] for transforming ‘‘objective” probabilities into possibilities,
whereas the inverse pignistic transformation would be more appropriate in the case of ‘‘subjective” probabilities. While this
distinction makes sense from a possibility-theoretic perspective, it does not seem to be relevant from the point of view of the
TBM. In particular, the problem of approximating a probability measure by a possibility measure does not arise in the TBM, as
a probability measure is already a belief function. Consequently, the role of the probability–possibility transformation intro-
duced in [20] is not clear in the TBM, whereas the inverse pignistic transformation used in this paper does have a well-
deﬁned meaning in this framework.4. Application to a sample of a discrete random variable
In this section, we consider the application of the above methodology to the construction of a predictive belief function
based on an independent and identically distributed (iid) sample X1; . . . ;Xn from a discrete variable X deﬁned on a ﬁnite do-
main X. We ﬁrst show that a set P of possible probability distributions of X can be constructed using multinomial simulta-
neous conﬁdence intervals. An algorithm for ﬁnding the q-MCD possibility distribution poss induced byP is then presented.
4.1. Construction of P
Let X be a discrete r.v. on a ﬁnite domainX ¼ fn1; . . . ; nKg, with unknown probability distribution PX . Given an iid random
sample X1; . . . ;Xn from PX , let nk ¼
Pn
i¼11nk ðXiÞ denote the number of observations in category nk. The random vector
n ¼ ðn1; . . . ;nKÞ has a multinomial distribution with parameters n and p ¼ ðp1; . . . ; pKÞ, with pk ¼ PXðfnkgÞ.
Let SðnÞ be a random subset of the parameter space H ¼ fp ¼ ðp1; . . . ; pKÞ 2 ½0;1K j
PK
k¼1pk ¼ 1g. SðnÞ is said to be a con-
ﬁdence region for p at conﬁdence level 1 a, ifPðSðnÞ 3 pÞP 1 a;i.e., the random region SðnÞ contains the constant parameter vector p with probability (long run frequency) 1 a. It is an
asymptotic conﬁdence region if the above inequality only holds in the limit, as n!1.
Of particular interest are simultaneous conﬁdence intervals, i.e., regions deﬁned as a Cartesian product of intervals:SðnÞ ¼ ½p1 ;pþ1  
    
 ½pK ;pþK ;which have easy interpretation. Such asymptotic conﬁdence regions were proposed by Quesenberry and Hurst [31], and
Goodman [25]. Goodman’s intervals are deﬁned aspk ¼
aþ 2nk 
ﬃﬃﬃﬃﬃ
Dk
p
2ðnþ aÞ ; ð23Þ
pþk ¼
aþ 2nk þ
ﬃﬃﬃﬃﬃ
Dk
p
2ðnþ aÞ ; ð24Þwhere a is the quantile of order 1 a=K of the chi-square distribution with one degree of freedom (for K > 2), andDk ¼ a aþ 4nkðn nkÞn
 
:When K ¼ 2, a should be deﬁned as quantile of order 1 a of the chi-square distribution with one degree of freedom. Note
that pk and p
þ
k both converge in probability towards pk as n! þ1, for k ¼ 1; . . . ;K .
As remarked in [13,28], SðnÞ can be seen as deﬁning a familyP of probability measures. Such a family, obtained by bound-
ing the probability of each singleton, is called a set of probability intervals in [8]. Each vector p of probabilities corresponds to
a possible probability measure p for X.
Example 5. The data analyzed in [31,25] describe the frequency of 10 modes of failure as recorded in a study of 870
machines that failed. These data are shown in Table 3, together with the corresponding Goodman conﬁdence intervals at
conﬁdence level 1 a ¼ 0:90.4.2. Determination of the q-MCD possibility distribution
Following the approach outlined in the previous section, assume that P is interpreted as a set of pignistic probabilities.
For each BetP in P, the q-LC isopignistic belief function is deﬁned by (10). Consequently, the q-MCD possibility distribution
poss deﬁned by (22) can be obtained by solving the following maximization problems for k ¼ 1; . . . ;K:
Table 3
Goodman simultaneous conﬁdence intervals for the data of Example 5, at conﬁdence level 1 a ¼ 0:90
Mode nk 1 2 3 4 5 6 7 8 9 10
nk 5 11 19 30 58 67 92 118 173 297
nk=n 0.0057 0.013 0.022 0.035 0.067 0.077 0.106 0.136 0.199 0.341
pk 0.002 0.006 0.012 0.022 0.048 0.057 0.082 0.109 0.166 0.301
pþk 0.017 0.027 0.039 0.054 0.092 0.104 0.136 0.168 0.236 0.384
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XK
‘¼1
minðpk;p‘Þ ð25Þunder the constraintsp‘ 6 p‘ 6 pþ‘ ; ‘ ¼ 1; . . . ;K; ð26ÞXK
‘¼1
p‘ ¼ 1: ð27ÞThis problem is similar to the one addressed in [28] for a different probability–possibility transformation. It may be re-
marked that the constraints deﬁned by Eqs. (26) and (27) are always feasible when the probability bounds are computed
using (23) and (24), as Goodman’s conﬁdence region is never empty. The domain R of RK deﬁned by these constraints is
closed and bounded, and the function to be maximized is continuous: consequently, it has a global maximum in R, which
explains why the supremum in (22) has been replaced by a maximum in (25). We may also notice that the solution has a
simple upper bound gpossk given bygpossk ¼ min 1;XK
‘¼1
minðpþk ; pþ‘ Þ
 !
; ð28Þwhich can be used as an approximation. It also has a lower bound given by
PK
‘¼1 minðpk ; p‘ Þ, which is, however, less useful as
an approximation.
The exact solution to optimization problem (25)–(27) may be found by reasoning as follows.
We ﬁrst observe that (25) can be written aspossk ¼maxp
X
‘2SkðpÞ
p‘ þ jSkðpÞjpk; ð29Þwhere SkðpÞ ¼ f‘ 2 f1; . . . ;Kgjp‘ P pkg is the set of indices of probabilities p‘ at least equal to pk, SkðpÞ is the complement of
SkðpÞ, and jSkðpÞj is its cardinality. For any G# f1; . . . ;Kg, letPk;G ¼ fp 2 PjSkðpÞ ¼ Gg. IfPk;G is nonempty, then the maximum
of
PK
‘¼1 minðpk; p‘Þ over Pk;G may be found by maximizingX
‘2G
p‘ þ jGjpkunder the constraints (26) and (27) andp‘ P pk 8‘ 2 G; ð30Þ
p‘ < pk 8‘ 2 G; ð31Þwhich is a linear optimization problem that may be solved using a standard linear programming algorithm. LetGk ¼ fG# f1; . . . ;KgjPk;G–;g:
We may then writeP ¼
[
G2Gk
Pk;Gandmax
p2P
XK
‘¼1
minðpk;p‘Þ ¼max
G2Gk
max
p2Pk;G
XK
‘¼1
minðpk;p‘Þ:The optimization problem deﬁned by (25)–(27) may thus be decomposed into a series of linear programming problems.
To enumerate the elements of Gk, we may observe that any G 2 Gk necessarily contains k and indices ‘ such that p‘ P pþk ,
and cannot contain indices ‘ such that pþ‘ < p

k . All other indices may be included in G or not. Formally, letSk ¼ fkg [ f‘ 2 f1; . . . ;Kgjp‘ P pþk g; ð32Þ
Ik ¼ f‘ 2 f1; . . . ;Kgjpþ‘ < pk g ð33Þ
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Possibil
possibil
Mode n
nk
nk=ndpossk
posskgposskPk ¼ f1; . . . ;Kg n ðSk [ IkÞ: ð34Þ
Then, all possible sets G are of the form G ¼ Sk [ A for A# Pk.
The proposed algorithm may be summarized as follows:
1. Initialize possk ¼ 0.
2. Compute Sk, I

k and P

k using (32)–(34).
3. For all A# Pk:
(a) Let G ¼ Sk [ A.
(b) If constraints (26), (27) and (30), (31) are feasible, thenP(i) Compute posskðGÞ ¼maxp ‘2Gp‘ þ jGjpk under constraints (26), (27) and (30), (31) using a linear program-
ming procedure.
(ii) possk ¼maxðpossk;posskðGÞÞ.
(c) End if.
4. End For.
Regarding the complexity of this algorithm, it may be noticed that the number of the linear programming problems to be
solved is, in the worst case, exponential with respect to the size of the set Pk. For large K, it may thus be necessary to resort to
the approximation given by (28).
Example 6. Let us come back to the data of Example 5 reported in Table 3. Detailed calculations for k ¼ 7 are presented in
Appendix A. The values of possk for k ¼ 1; . . . ;10 are shown in Table 4, together with the approximations gpossk computed
using (28). The q-LC possibility distribution dposs computed from the sample frequencies nk=n is also shown in Table 4. This
possibility distribution is more committed than poss as it does not take into account sampling uncertainty.
Remark 4. Example 6 above may be used to illustrate an important point regarding the way a belief function constructed
from sample data should be updated to account for new evidence pertaining to a given situation under study. Assume that,
after inspecting a given machine, we arrive at the conclusion that its failure mode is in A ¼ fn7; n8; n9; n10g. How should we
update our beliefs based on this evidence? We could either condition our q-MCD possibility distribution by A using Demp-
ster’s rule of conditioning (7), or we could build a new q-MCD possibility distribution using a reduced sample composed only
of observations of the last four failure modes. In the ﬁrst case we would get a consonant belief function with associated pos-
sibility distribution:poss07 ¼ 0:804; poss08 ¼ 0:867; poss09 ¼ 0:935; poss010 ¼ 1and poss0k ¼ 0 for k 2 f1; . . . ;6g. In the second case, applying the above algorithm to the 92þ 118þ 173þ 297 observations
corresponding to failure modes n7 to n10 yields the following possibility distribution:poss007 ¼ 0:670; poss008 ¼ 0:793; poss009 ¼ 0:899; poss0010 ¼ 1and poss00k ¼ 0 for k 2 f1; . . . ;6g. The two methods thus produce different results. Intuitively, the second approach seems
preferable: if we are sure that the failure mode is in A, then statistical data related to other modes are irrelevant. The process
of discarding irrelevant statistical data seems to be related to a general mechanism for updating generic knowledge based on
speciﬁc evidence pertaining to a particular case, referred to as ‘‘focussing” in [16]. From the point of view of the TBM, the fact
that Dempster’s rule of conditioning is not suitable in this case means that the statistical sample and factual evidence about
the particular case under study are not distinct items of evidence: acquiring one piece of evidence (partial information about
the true failure mode) changes the way a belief function is selected based on the other piece of evidence (the statistical
observations). This is exactly the deﬁnition of non-distinctness given by Smets in [39, pp. 279–280].ity distributions computed for the failure mode data of Example 6: q-LC possibility distribution computed from the sample frequencies ( dposs), q-MCD
ity distribution computed from the multinomial conﬁdence intervals shown in Table 3 (poss), and approximation computed using (28) ( gposs)
k 1 2 3 4 5 6 7 8 9 10
5 11 19 30 58 67 92 118 173 297
0.0057 0.013 0.022 0.035 0.067 0.077 0.106 0.136 0.199 0.341
0.058 0.120 0.193 0.282 0.475 0.526 0.641 0.731 0.858 1
0.171 0.258 0.353 0.462 0.688 0.735 0.804 0.867 0.935 1
0.171 0.258 0.353 0.462 0.688 0.747 0.875 0.973 1 1
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posed by Walley [45], Denœux [13] and Masson and Denœux [28]. Although each of these methods basically address the
same problem, they do it in different frameworks or using different hypotheses. The methods introduced in [13,28] have
already been discussed from a conceptual point of view in Remarks 2 and 3, respectively. Walley’s imprecise Dirichlet model
[45,6] extends Bayesian inference by considering a set of Dirichlet priors on the parameters of the multinomial model. It
turns out that the resulting family of predictive distributions of X is characterized by a lower probability measure which
is formally a belief function. However, as argued in [13], the assumption that one’s prior knowledge on the probability dis-
tribution of X is represented by a family of Dirichlet distribution has no justiﬁcation in the TBM. This model makes sense in
the imprecise probability framework, but it seems to be totally unrelated to the TBM. Each of these methods is thus consis-
tent within a given uncertainty representation framework. A comparison of the efﬁciency of these frameworks for handling
various problems involving uncertainty goes beyond the scope of this paper.5. Application to continuous parametric models
The general approach introduced in Section 3 can also be applied to the construction of a predictive belief function based
on a sample from a continuous r.v. Xwith unimodal probability density function f ðx; hÞ depending on a parameter h. For each
value of h, the q-LC possibility distribution possðx; hÞmay be computed using (16) or (17). Given a conﬁdence region R for h,
one may then compute the q-MCD possibility distribution poss aspossðxÞ ¼ sup
h2R
possðx; hÞfor all x 2 R.
This approach is illustrated below in the cases of exponential and normal distributions.
5.1. Exponential distribution
Let us assume that X has an exponential distribution EðlÞ with density function f ðx;lÞ deﬁned by (18). As shown in
Example 2, the corresponding q-LC possibility distribution is deﬁned for ﬁxed l by (20).
Here, we assume that l is unknown but we have observed an iid sample X1; . . . ;Xn from EðlÞ. It is well known from stan-
dard textbooks (see, e.g., [23]) that the sample average X is an unbiased estimator for l, and its variance is l2=n. From the
central limit theorem, the statisticsﬃﬃﬃ
n
p ðX  lÞ
lconverges in distribution to a r.v. that is normally distributed with mean 0 and variance 1. For large n and a 2 ð0;1Þ, we thus
haveP u1a=2 6
ﬃﬃﬃ
n
p ðX  lÞ
l
6 u1a=2
 !
 1 a;where u1a=2 is the upper a=2 percentile of a standard normal distribution. EquivalentlyP
X
1þ u1a=2=
ﬃﬃﬃ
n
p 6 l 6 X
1þ u1þa=2=
ﬃﬃﬃ
n
p
 !
 1 a:The intervalRðX1; . . . ;XnÞ ¼ l : X1þ u1a=2=
ﬃﬃﬃ
n
p 6 l 6 X
1 u1a=2=
ﬃﬃﬃ
n
p
( )is thus an approximate conﬁdence interval for l at level 1 a.
To compute the supremum of possðx;lÞ for l 2 RðX1; . . . ;XnÞ, we observe thatopossðx;lÞ
ol
¼ x
2
l3
ex=l > 0:ConsequentlypossðxÞ ¼ possðx; l^þÞ
withl^þ ¼ X
1 u1a=2=
ﬃﬃﬃ
n
p :
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ation where parameter l is known: in that case, poss is simply the q-LC isopignistic possibility distribution induced by the
exponential pignistic distribution with l ¼ 1.
Example 7. Suppose that the life time X of light bulbs manufactured by a certain company follows an exponential
distribution EðlÞ with unknown l. For n ¼ 20 bulbs, the average observed life time was x ¼ 30:5 h. What are the belief and
plausibility that the life time of a new bulb will exceed 50 h?
For a ¼ 0:05, we have u1a=2 ¼ 1:96 and l^þ ¼ 30:5=ð1 1:96=
ﬃﬃﬃﬃﬃﬃ
20
p
Þ ¼ 54:3. The q-MCD possibility distribution is thuspossðxÞ ¼ ex=54:3 1þ x
54:3
 
:We haveplð½50;þ1ÞÞ ¼ sup
xP50
possðxÞ ¼ possð50Þ ¼ 0:76andbelð½50;þ1ÞÞ ¼ 1 plð½0;50ÞÞ ¼ 1 sup
06x<50
possðxÞ ¼ 1 possð0Þ ¼ 0:5.2. Normal distribution
Let us now assume that X has a normal distribution with mean l and variance r2. If these two parameters are known,
then the possibility distribution possð;l;rÞ is given by (21).
When l and r2 are unknown but an iid sample X1; . . . ;Xn is available, then it is possible to deﬁne a joint conﬁdence region
for l and r2 [4]. In particular, the Mood exact conﬁdence region at level 1 a ¼ ð1 a1Þð1 a2Þ is deﬁned byRðX1; . . . ;XnÞ ¼ ðl;r2Þ : X  u1a1=2
rﬃﬃﬃ
n
p 6 l 6 X þ u1a1=2
rﬃﬃﬃ
n
p ; nS
2
v2n1;1a2=2
6 r2 6 nS
2
v2n1;a2=2
( )
; ð35Þwhere X is the sample mean, S2 ¼ ð1=nÞPni¼1ðXi  XÞ2 is the sample variance, u1a1=2 is the upper a1=2 percentile of a standard
normal distribution, and v2n1;a2=2 and v
2
n1;1a2=2 are the lower and upper a2=2 percentiles of a v
2
n1 distribution. The shape of
that region is illustrated in Fig. 8. Values of a1 and a2 yielding a region of smallest possible size for a ﬁxed conﬁdence level are
given in [4].
Let P denote the set of Gaussian distributions with parameters contained in conﬁdence region R. Applying the principle
outlined in Section 3, we may obtain the q-MCD possibility distribution poss for any x by maximizing possðx;l;rÞ given by
(21) with respect to l and r, under the constraint ðl;r2Þ 2 R. The result is given by the following proposition.
Proposition 2. The q-MCD possibility distribution poss associated with the Mood conﬁdence regionR at level ð1 a1Þð1 a2Þ ispossðxÞ ¼
possðx; l^; r^þÞ if x < l^;
1 if l^ 6 x 6 l^þ;
possðx; l^þ; r^þÞ if x > l^þ
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Fig. 7. Plot of possðxÞ for the exponential distribution with x ¼ 1, a ¼ 0:1, and n ¼ 10, 30, 100 and 1.
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Fig. 8. Shape of Mood’s exact region: the Mood exact region for a ¼ 0:1, a1 ¼ a2 and n ¼ 25. Without loss of generality, x ¼ 0 and s2 ¼ 1.
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2
v2n1;a2=2
 !1=2
;
l^ ¼ X  u1a1=2
r^þﬃﬃﬃ
n
p ; l^þ ¼ X þ u1a1=2
r^þﬃﬃﬃ
n
p :Proof. We have by deﬁnitionpossðxÞ ¼ sup
ðl;r2Þ2R
possðx;l;rÞ:If x 2 ½l^; l^þ, then we can get possðx;l;rÞ ¼ 1 by setting l ¼ x and r ¼ r^þ. If x < l^, then the value 1 cannot be reached.
However, we obtain using standard calculus for x < l:opossðx;l;rÞ
ol
¼ ðx lÞ
2
r3
ﬃﬃﬃﬃﬃﬃ
2p
p exp ðx lÞ
2
2r2
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Fig. 9. Plot of possðxÞ for the normal distribution with x ¼ 0, s2 ¼ 1, a ¼ 0:1, a1 ¼ a2, and n ¼ 10, 30, 100 and 1.
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or
¼ ðl xÞ
3
r4
ﬃﬃﬃﬃﬃﬃ
2p
p exp ðx lÞ
2
2r2
 !
> 0:Consequently, possðx;l;rÞ is maximized by jointly minimizing l and maximizing r, and the maximum is reached for
ðl;rÞ ¼ ðl^; r^þÞ. Similarly, we get for x > l^þ:opossðx;l;rÞ
ol
¼ ðx lÞ
2
r3
ﬃﬃﬃﬃﬃﬃ
2p
p exp ðx lÞ
2
2r2
 !
> 0andopossðx;l;rÞ
or
¼ ðx lÞ
3
r4
ﬃﬃﬃﬃﬃﬃ
2p
p exp ðx lÞ
2
2r2
 !
> 0:Consequently, the maximum of possðx;l;rÞ for x > l^þ is reached for ðl;rÞ ¼ ðl^þ; r^þÞ. h
Fig. 9 shows the possibility distribution possðxÞ for x ¼ 0, s2 ¼ 1, a ¼ 0:1, a1 ¼ a2 and various values of n. The case n ¼ 1
corresponds to the situation where parameters l and r2 are known: in that case, poss is simply the q-LC isopignistic pos-
sibility distribution induced by the normal pignistic distribution with l ¼ 0 and r2 ¼ 1.
6. Application to classiﬁcation
To demonstrate the usefulness of the proposed approach for constructing a belief function from sample data, let us con-
sider the following multi-sensor classiﬁcation problem.
6.1. Problem statement and solution in the TBM
Let R denote a system that can be in two states (classes) x1 and x2 corresponding, e.g., to the normal state and a faulty
state. Let X ¼ fx1;x2g. The system is equipped with two sensors Sx and Sy that deliver measurements X and Y, considered to
be r.v.’s with distribution depending on the system state. Both r.v.’s are assumed to be normally distributed and independent
conditionally on the system state.
Let us further assume that sensor Sx has been available for a long time, so that we have gathered a learning set Lx of
nx ¼ 1000 observations of X from each class. In contrast, sensor Sy is recent and we have only a much smaller learning set
Ly of ny  nx observations of Y from each class.
Based on this information, we would like to construct a decision rule for predicting the system state from measurements
x0 and y0 delivered by the two sensors.
In the TBM, the solution of this problem goes through the following steps [37,9,15]:
1. Compute the plausibilities plðx0jxkÞ and plðy0jxkÞ of observing x0 and y0, respectively, when the system is in state xk
(k ¼ 1;2) using the learning data.
2. As X and Y are conditionally independent, let plðx0; y0jxkÞ ¼ plðx0jxkÞplðy0jxkÞ.
3. Using the general Bayesian theorem (GBT) [37], compute the conditional bba mXðjx0; y0Þ on X given X ¼ x0 and Y ¼ y0
using the following formula:mXðjx0; y0Þ ¼ fx1gplðx0 ;y0 jx2Þ fx2gplðx0 ;y0 jx1Þ;
where the notation fxkgw stands for the simple bba m such that mðfxkgÞ ¼ 1w and mðXÞ ¼ w. We thus have
mXð;jx0; y0Þ ¼ ð1 plðx0; y0jx1ÞÞð1 plðx0; y0jx2ÞÞ; ð37Þ
mXðfx1gjx0; y0Þ ¼ plðx0; y0jx1Þð1 plðx0; y0jx2ÞÞ; ð38Þ
mXðfx2gjx0; y0Þ ¼ ð1 plðx0; y0jx1ÞÞplðx0; y0jx2Þ; ð39Þ
mXðXjx0; y0Þ ¼ plðx0; y0jx1Þplðx0; y0jx2Þ: ð40Þ4. Compute the pignistic probability BetPXðjx0; y0Þ induced by mXðjx0; y0Þ:BetPXðx1jx0; y0Þ ¼
mXðfx1gjx0; y0Þ þmXðXjx0; y0Þ=2
1mXð;jx0; y0Þ
;
BetPXðx2jx0; y0Þ ¼ 1 BetPXðx1jx0; y0Þ:
5. Select the system state with the highest pignistic probability.
The approach exposed in this paper concerns step 1. The plausibilities plðx0jxkÞ and plðy0jxkÞ may either be computed
from (21) by substituting the mean and standard deviation by their sample estimates (this method will be referred to as
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reﬂecting the additional sampling uncertainty.6.2. Illustrative example
Figs. 10 and 11 show typical learning sets Lx and Ly with, respectively, nx ¼ 1000 and ny ¼ 50 observations for each
class, as well as the corresponding possibility distributions computed using each of the two methods. For the MCD method,
the conﬁdence level of the Mood regions were ﬁxed at 1 a ¼ 0:8. The values x0 ¼ 1:5 and y0 ¼ 1 are indicated as vertical
lines in the upper parts of Figs. 10 and 11.
Let us ﬁrst do the computations for the LC method. We have plðx0jx1Þ ¼ 0:517, plðx0jx2Þ ¼ 0:966, plðy0jx1Þ ¼ 0:828,
plðy0jx2Þ ¼ 0:537. Hence (step 2)Fig. 11
functio
Fig. 10
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 0:828 ¼ 0:428;
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mXðfx1gjx0; y0Þ ¼ 0:428
 ð1 0:519Þ ¼ 0:206;
mXðfx2gjx0; y0Þ ¼ ð1 0:428Þ 
 0:519 ¼ 0:297;
mXðXjx0; y0Þ ¼ 0:428
 0:519 ¼ 0:222:The corresponding pignistic probability function isBetPXðx1jx0; y0Þ ¼ 0:437;
BetPXðx2jx0; y0Þ ¼ 0:563:Using the MCD method, we have plðx0jx1Þ ¼ 0:579, plðx0jx2Þ ¼ 0:978, plðy0jx1Þ ¼ 0:960, plðy0jx2Þ ¼ 0:807. We thus get
plðx0; y0jx1Þ ¼ 0:579
 0:960 ¼ 0:556;
plðx0; y0jx2Þ ¼ 0:978
 0:807 ¼ 0:789andmXð;jx0; y0Þ ¼ ð1 0:556Þð1 0:789Þ ¼ 0:094;
mXðfx1gjx0; y0Þ ¼ 0:556
 ð1 0:789Þ ¼ 0:117;
mXðfx2gjx0; y0Þ ¼ ð1 0:556Þ 
 0:789 ¼ 0:350;
mXðXjx0; y0Þ ¼ 0:556
 0:789 ¼ 0:439:Finally, the corresponding pignistic probability functions isBetPXðx1jx0; y0Þ ¼ 0:372;
BetPXðx2jx0; y0Þ ¼ 0:628:We observe that the observation x0 tends to point to class x2 (as plðx0jx2Þ > plðx0jx1Þ), whereas y0 points to class x1 (as
plðy0jx1Þ > plðy0jx2Þ). Using the LC method, the two observations counterbalance each other, and the resulting pignistic
probabilities are close to 0.5. However, using the MCD method, the plausibilities plðy0jx1Þ, plðy0jx2Þ are signiﬁcantly closer
to unity, reﬂecting weak knowledge of the distribution of Y in both classes, due to the small number of training examples in
Ly. As a consequence, the impact of observation y0 is less important, resulting in a higher pignistic probability assigned to
class x2.
In this simple example, the ﬁnal decision does not change. However, it is clear that the two methods for computing the
plausibilities of observations in each class may lead to different decisions. As the MCD method takes into account the differ-
ent sizes ofLx andLy and, as a consequence, gives less importance to sensor Sy in the decision, it may be expected to result
in better performance. This will be veriﬁed in the following section.
6.3. Numerical experiment
To study the impact of the MCD method for computing the class-conditional plausibilities in the above scheme, a numer-
ical experiment was carried out as follows. The following conditional distributions of X and Y were assumed:
f ðxjx1Þ Nð0;1Þ, f ðxjx2Þ Nð2;1Þ, f ðyjx1Þ Nð0;1Þ, f ðyjx2Þ Nð0:5;1Þ.
A test set of 1000 examples for each class was randomly generated. The size ofLx was ﬁxed to nx ¼ 1000, while the size
ny of Ly was varied in f10;50;100g. For each value of ny, the following procedure was repeated 50 times:
 Generate randomly a learning set Lx of size nx ¼ 1000.
 Generate randomly a learning set Ly of size ny.
 Classify each test example using the approach described in Section 6.1 and each of the following options:
– use only plðx0jxkÞ (k ¼ 1;2) computed using the MCD method (the decision is the same if the LC method is used
instead);
– use plðx0jxkÞ and plðy0jxkÞ (k ¼ 1;2) computed using the LC method;
– use plðx0jxkÞ and plðy0jxkÞ (k ¼ 1;2) computed using the MCD method; Compute the error rates errx, errLC and errMCD using the three methods.
Additionally, we also computed for comparison the classiﬁcation results of the standard Bayesian approach with esti-
mated class parameters (as in the LC and MCD approaches) and equal prior probabilities.
The results are shown in Fig. 12. In this ﬁgure, each box plot represents a distribution over 50 trials. Each box has lines at
the lower quartile, median, and upper quartile values. The whiskers extending from each end of the box show the extent of
the rest of the data (except outliers represented separately). Boxes whose notches do not overlap indicate that the medians
of the two groups differ at the 5% signiﬁcance level.
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Fig. 12. Box plots of error rates for the LC, MCD and Bayes (B) methods for different sizes of training setLy (ny ¼ 10;50;100 from left to right), and results
with sensor Sx alone (rightmost box).
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and ny ¼ 100, both methods take advantage of information from sensor Sy, as they reach signiﬁcantly lower error rates than
that those obtained using sensor Sx alone. For ny ¼ 10, the LC method exhibits very poor performances and a very high var-
iance. In contrast, the MCD method has uniformly good performances for all values of ny, and a much lower variance for
small sample size. The MCD and LC methods both outperform the Bayesian method for all values of ny.
7. Conclusion
A new method for generating a belief function from statistical data in the TBM framework has been presented. The start-
ing point of this method is the assumption that, if the probability distribution PX of a random variable is known, then the
belief function quantifying our belief regarding a future realization of X should be such that its pignistic probability distri-
bution equals PX . In the realistic situation where PX is unknown but a random sample of X is available, it is possible to build a
set P of probability distributions containing PX with some conﬁdence level. Following the LCP, it is then reasonable to im-
pose that the sought belief function be q-less committed than all belief functions whose pignistic probability distribution is
in P. Our method selects the q-most committed consonant belief function verifying this property, referred to as the q-MCD
possibility distribution induced by P. This general principle has been illustrated in three special cases of general interest
involving discrete, exponential and normal distributions, respectively.
In conjunction with the general Bayesian theorem [37], the q-LC isopignistic transformation has proved useful to tackle
classiﬁcation problems using the TBM [33]. In this approach, the parameters of the pignistic distributions are usually as-
sumed to be given by experts or estimated using large samples. Using the tools presented in this paper, it is possible to apply
this methodology to a wider range of problems where only small datasets are available. A ﬁrst numerical experiment dem-
onstrating the advantages of this approach has been presented here. Future work in this direction should allow a more wide-
spread application of the TBM to classiﬁcation and statistical learning problems.
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Appendix A. Detailed calculations for Example 6
Let us consider the calculation of poss7 in Example 6 presented in Section 4.2. We have S

7 ¼ f7;9;10g, I7 ¼ f1;2;3;4g and
P7 ¼ f5;6;8g. Using the algorithm described in Section 4.2, we have to solve a distinct linear optimization problem for each
of the 23 ¼ 8 subsets A of P7. Let us consider these eight cases:
 For A ¼ ; we have G ¼ f7;9;10g. The constraints (26), (27) and
p‘ P pk 8‘ 2 f7;9;10g;
p‘ < pk 8‘ 2 f1;2;3;4;5;6;8g
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P6
‘¼1p‘ þ 3p7 þ p8 under these constraints is 0.804; it is achieved for
p ¼ ð0:013; 0:021; 0:030;0:043;0:076;0:086;0:136;0:128;0:166;0:301Þ: For A ¼ f5g we have G ¼ f5;7;9;10g. The constraints (26), (27) and
p‘ P pk 8‘ 2 f5;7;9;10g;
p‘ < pk 8‘ 2 f1;2;3;4;6;8gare not consistent, so the optimization problem is not feasible.
 For A ¼ f6g we have G ¼ f6;7;9;10g. The constraints (26), (27) andp‘ P pk 8‘ 2 f6;7;9;10g;
p‘ < pk 8‘ 2 f1;2;3;4;5;8gare not consistent, so the optimization problem is not feasible.
 For A ¼ f8g we have G ¼ f7;8;9;10g. The constraints (26), (27) andp‘ P pk 8‘ 2 f7;8;9;10g;
p‘ < pk 8‘ 2 f1;2;3;4;5;6gare consistent. The maximum of
P6
‘¼1p‘ þ 4p7 under these constraints is 0.804; it is achieved for
p ¼ ð0:013; 0:020;0:029;0:042;0:074;0:083;0:136;0:136;0:166;0:301Þ: For A ¼ f5;6g we have G ¼ f5;6;7;9;10g. The constraints (26), (27) and
p‘ P pk 8‘ 2 f5;6;7;9;10g;
p‘ < pk 8‘ 2 f1;2;3;4;8gare consistent. The maximum of
P4
‘¼1p‘ þ 5p7 þ p8 under these constraints is 0.659; it is achieved for
p ¼ ð0:010;0:017;0:026;0:038;0:092;0:098;0:092;0:109;0:192;0:327Þ: For A ¼ f5;8g we have G ¼ f5;7;8;9;10g. The constraints (26), (27) and
p‘ P pk 8‘ 2 f5;7;8;9;10g;
p‘ < pk 8‘ 2 f1;2;3;4;6gare consistent. The maximum of
P4
‘¼1p‘ þ p6 þ 5p7 under these constraints is 0.688; it is achieved for
p ¼ ð0:017; 0:027; 0:039; 0:054; 0:092; 0:092;0:092;0:112;0:170;0:306Þ: For A ¼ f6;8g we have G ¼ f6;7;8;9;10g. The constraints (26), (27) and
p‘ P pk 8‘ 2 f6;7;8;9;10g;
p‘ < pk 8‘ 2 f1;2;3;4;5gare consistent. The maximum of
P5
‘¼1p‘ þ 5p7 under these constraints is 0.735; it is achieved for
p ¼ ð0:014; 0:024; 0:037; 0:054; 0:089; 0:104;0:104;0:109;0:166;0:301Þ: For A ¼ f5;6;8g we have G ¼ f5;6;7;8;9;10g. The constraints (26), (27) and
p‘ P pk 8‘ 2 f5;6;7;8;9;10g;
p‘ < pk 8‘ 2 f1;2;3;4gare consistent. The maximum of
P4
‘¼1p‘ þ 6p7 under these constraints is 0.688; it is achieved for
p ¼ ð0:017; 0:027; 0:039; 0:054; 0:092; 0:093;0:092;0:111;0:170;0:305Þ:The highest value obtained in these eight linear optimization problems is 0.804. We thus have poss7 ¼ 0:804.
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