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Abstract
In this paper, a lattice Boltzmann (LB) model with double distribution
functions is proposed for two-phase flow in porous media where one distribu-
tion function is used for pressure governed by the Poisson equation, and the
other is applied for saturation evolution described by the convection-diffusion
equation with a source term. We first performed a Chapman-Enskog anal-
ysis, and show that the macroscopic nonlinear equations for pressure and
saturation can be recovered correctly from present LB model. Then in the
framework of LB method, we develop a local scheme for pressure gradient or
equivalently velocity, which may be more efficient than the nonlocal second-
order finite-difference schemes. We also perform some numerical simulations,
and the results show that the developed LB model and local scheme for ve-
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locity are accurate and also have a second-order convergence rate in space.
Finally, compared to the available pore-scale LB models for two-phase flow
in porous media, the present LB model has more potential in the study of
the large-scale problems.
Keywords: lattice Boltzmann model, two-phase flow, porous media,
Chapman-Enskog analysis
1. Introduction
The processes of two-phase flows through porous media are universal and
also important in both science and engineering, such as ground water, soil sci-
ences, petroleum engineering, CO2 geologic sequestration and fuel cells [1–4].
Because of their wide applications in practice, tremendous research and great
efforts have been devoted to the study of two-phase flows in porous media
from pore and macroscopic scale levels. At pore-scale level, the two-phase
fluid flows can be depicted by the Navier-Stokes and interface capturing equa-
tions [5, 6], and through solving these governing equations, one can obtain the
detailed information of fluid flows in porous media [7, 8]. For this reason, the
pore-scale approaches based on Navier-Stokes and interface capturing equa-
tions are usually adopted to reveal the physical mechanism and predict some
physical properties of two-phase flows through porous media. Due to the
complexity of pore structure of porous media and expensive computational
cost, however, these pore-scale methods are restricted to a small physical
region, and cannot be extended readily to investigate large-scale problems.
On the contrary, the macroscopic continuum models for two-phase flows in
porous media, developed through appropriate volumetric averaging of the
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governing equations at pore scale and based on the representative elemen-
tary volume [1], are most commonly used in the study of large-scale problems
[3]. However, due to the nonlinearity and coupling of these macroscopic con-
tinuum models, it is difficult or even impossible to obtain their analytical
solutions [1, 2, 9]. Fortunately, with the development of computational tech-
nology, some numerical approaches, including finite-difference method [10],
finite-volume method [11, 12], finite-element method [2, 9, 13, 14], operator-
splitting method [15, 16], implicit pressure-explicit saturation method [2, 17]
and active-set reduced-space method [18], have been proposed to solve the
macroscopic continuum models, and also gained a great success in the study
of two-phase flows in porous media [2, 19]. In this work, we will present
an alternative, i.e., lattice Boltzmann (LB) method, for two-phase flows in
porous media. Compared to above mentioned traditional methods, the LB
method has some distinct advantages in implementation of complex bound-
ary conditions and efficiency of parallel computing [20–23].
The LB method, as a mesoscopic numerical approach, has attained in-
creasing attention in the study of fluid flows and some special physical sys-
tems governed by convection-diffusion equations (CDEs) [20–24]. Based on
its kinetic nature, the LB method has been extended to investigate the mul-
tiphase flows in porous media [8, 25–27] (see references therein), and has
also been viewed as one of the most popular pore-scale approaches for such
complicated problems [7, 28]. Although these available works based on LB
method can be used to explore the physical mechanism and predict some
physical properties from pore-scale level, they cannot be readily applied for
large-scale problems since the computational cost is too expensive, as stated
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previously. The aim of the present work is to fill the gap through developing
a LB model for two-phase flows in porous media from macroscopic scale level.
The rest of the paper is organized as follows. In Section 2, the mathe-
matical model for two-phase flows in porous media is first introduced, then
the LB model with double distribution functions is proposed in Section 3. In
Section 4, the present LB model is tested through some benchmark problems,
and finally, some conclusions are given in Section 5.
2. Mathematical model for two-phase flow in porous media
At macroscopic scale level, the mass conservation equation of incompress-
ible two-phase fluid flows in porous media can be written as [1, 2]
φ
∂(ραSα)
∂t
+∇ · (ραuα) = qα, (1)
where φ is porosity of porous media, and is assumed to be time-independence,
α = {w, n} with w and n denoting the wetting and non-wetting phases. ρα,
Sα and qα are the density, saturation and mass flow rate of phase α. uα is
superficial velocity of phase α, based on the Darcy’s law, it can be given by
uα = −Kα
µα
∇Pα, (2)
where the gravity effect has been neglected. µα and Pα are dynamic viscosity
and pressure of phase α, Kα is the effective or apparent permeability, which
can can be expressed as
Kα = K × krα, (3)
where K is the absolute permeability of porous media, krα is the relative
permeability of phase α, and usually it is a function of saturation Sα. If we
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submit Eqs. (2) and (3) into Eq. (1), the governing equations for saturation
Sw and Pn can be obtained,
φ
∂(ρwSw)
∂t
−∇ · [ρwKkrw
µw
(∇Pn − dPc
dSw
∇Sw)] = qw, (4)
φ
∂[ρn(1− Sw)]
∂t
−∇ · (ρnKkrn
µn
∇Pn) = qn, (5)
where the following relations have been used to derive above equations,
Sw + Sn = 1, Pc = Pn − Pw, (6)
Pc is the capillary pressure, and usually it is also related to saturation Sw.
It is clear that Eqs. (2), (4) and (5) are strongly coupled [2], and the
coupling also brings some difficulties in developing efficient and accurate nu-
merical methods. To reduce the coupling, here we introduce the global pres-
sure P and fractional flow function fα (α = w, n), and after some algebraic
manipulations, one can obtain the following global-pressure fractional-flow
formulation from Eqs. (2), (4) and (5) [2, 9, 15],
u = −Kλt∇P, ∇ · u = qw
ρw
+
qn
ρn
, (7)
φ
∂Sw
∂t
+∇ · (Kλnfw dPc
dSw
∇Sw + fwu) = qw
ρw
, (8)
where ρw and ρn have been assumed to be constants, u = uw+un is the total
velocity. λt = λw + λn is the total mobility with λα (α = w, n) representing
the phase mobility,
λα =
krα
µα
. (9)
The the global pressure P is defined by
P =
Pw + Pn
2
+
1
2
∫ Sw
Sc
λn − λw
λt
dPc
dξ
dξ, (10)
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where Pc(Sc) = 0. Usually, the relation Sc = 1 − Snr is adopted, and Snr
is the residual non-wetting saturation [9, 15]. The fractional flow function
fα (α = w, n) can be expressed as
fα =
λα
λt
. (11)
Actually, once the saturation Sw and total velocity u are derived from Eqs. (7)
and (8), we can also obtain the phase velocities [2],
uw = fw(u+Kλn∇Pc), (12)
un = fn(u−Kλw∇Pc). (13)
From Eqs. (7) and (8), it is also obvious that the mathematical model for
two-phase flow in porous media consists of one Poisson equation (PE) for
pressure and one convection-diffusion equation (CDE) for saturation,
∇ · (Dp∇P ) + Fp = 0, (14)
φ
∂Sw
∂t
+∇ · (fwu) = ∇ · (Ds∇Sw) + Fs, (15)
where the parameters Dp and Ds may not be constants, and they are given
by
Dp = Kλt, Ds = −Kλnfw dPc
dSw
. (16)
Fs and Fp are source terms, and are defined as
Fp =
qw
ρw
+
qn
ρn
, Fs =
qw
ρw
. (17)
To eliminate the difficulty of LB method in treating the convection term, we
rewrite the CDE (15) as
φ
∂Sw
∂t
= ∇ · (Ds∇Sw) + Fs +∇ · (λwK∇P ), (18)
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where Eq. (7) has been used.
In the following, the mathematical model composed of Eqs. (14) and (18)
for two-phase flow in porous media would be considered.
3. Lattice Boltzmann model for two-phase flow in porous media
In the past decades, many LB models have been developed for Navier-
Stokes equations and CDEs. Based on the collision term, however, they can
be classified into several categories, i.e., the BGK or single-relaxation-time
model [20, 22, 23, 29], the entropic LB model [30, 31], the two-relaxation-
time (TRT) model [32, 33], the multiple-relaxation-time (MRT) model (or the
generalized LB model) [34, 35], and central moment model [36, 37]. In this
work, although we only focus on the BGK model for its simplicity and com-
putational efficiency, there are no substantial difficulties to extend present
BGK model to a more general MRT model.
In the framework of LB method, PE is usually treated as the steady diffu-
sion equation, and thus the LB models for diffusion equation can be directly
used for the PE [38–41]. It should be noted that, however, some undesir-
able errors may be induced by the inappropriate initialization when these
LB models for diffusion equation are used to solve the PE [42]. To eliminate
the undesirable errors caused by initialization, Chai and Shi proposed a gen-
uine LB model for PE [42]. Based the this work, the LB equation of present
model for Eq. (14) can be written as [42]
fi(x+ ciδt, t
′ + δt) = fi(x, t
′)− 1
τf
[fi(x, t
′)− f (eq)i (x, t′)] + δtω¯iFp, (19)
where fi(x, t
′) is the distribution function associated with the discrete veloc-
ity ci at position x and pseudo time t
′. It should be noted that the pseudo
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time t′ is independent of physical time t appeared in section 2 [43]. In our
simulations, Eq. (19) is iterated to reach a steady state such that the pressure
P satisfying Eq. (14) can be obtained at the physical time t. f
(eq)
i (x, t
′) is
the equilibrium distribution function, and can be defined as
f
(eq)
i (x, t
′) =


(ω0 − 1)P, i = 0
ωiP, i 6= 0
(20)
where ωi and ω¯i are the weight coefficients.
On the other hand, there are also some LB models for the diffusion equa-
tions or CDEs [24, 32, 44–56]. Based on the recent works [24, 52–55], the LB
equation of present model for Eq. (18) reads
gi(x+ ciδt, t+ δt) = gi(x, t)− 1
τg
[gi(x, t)− g(eq)i (x, t)] + δtωi(1−
1
2τg
)Fs
+ γδtωi
ci · ∇P
τg
, (21)
where gi(x, t) is the distribution function at position x and time t, γ is a
parameter, and to be determined later. g
(eq)
i (x, t) is the equilibrium distri-
bution function, and can be given by [24, 46]
g
(eq)
i (x, t) = ωiSw[φ+
C : (cici − c2sI)
2c2s
], C = (β − φ)I, (22)
where I is the unit matrix, cs is a parameter related to lattice speed c = δx/δt,
δx and δt are the lattice spacing and time step, respectively. β is a parameter
that can be used to adjust the relaxation parameter τg for a fixed diffusion
coefficient Ds, and also, to ensure that the model is stable, the parameter
β should satisfy the relation φ/2 ≤ β ≤ 2φ such that the g(eq)i can be non-
negative. The last term in the right hand of Eq. (21) can also be viewed as a
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source term, and to correctly recover Eq. (18) from Eq. (21), the parameter
γ should be determined by
γ = −λwK
c2sδt
. (23)
We would like to point out that above LB model can be applied for
one, two, and three-dimensional two-phase flows in porous media. Here we
only take the two-dimensional case as an example, and consider the D2Q9
lattice model (nine discrete directions in two-dimensional space) [29] where
the weight coefficient, discrete velocity, and relation between parameter cs
and lattice speed c can be expressed as
ω0 =
4
9
, ωi=1−4 =
1
9
, ωi=5−8 =
1
36
, (24)
ω¯0 = 0, ω¯i=1−4 =
1
8
, ω¯i=5−8 =
1
8
, (25)
ci =


(0, 0), i = 0
(cos[(i− 1)π/2], sin[(i− 1)π/2])c, i = 1− 4
(cos[(2i− 9)π/4], sin[(2i− 9)π/4])√2c, i = 5− 8
(26)
c2s =
1
3
c2. (27)
From Eqs. (24), (26) and (27), it can be shown that the equilibrium distri-
bution functions f
(eq)
i and g
(eq)
i satisfy the following conditions,
8∑
i=0
f
(eq)
i = 0,
8∑
i=0
cif
(eq)
i = 0,
8∑
i=0
cicif
(eq)
i = Pc
2
sI, (28a)
8∑
i=0
g
(eq)
i = φSw,
8∑
i=0
cig
(eq)
i = 0,
8∑
i=0
cicig
(eq)
i = βSwc
2
sI. (28b)
The pressure P and saturation Sw are computed by
P =
1
1− ω0
8∑
i=1
fi, (29a)
9
Sw =
1
φ
(
8∑
i=0
gi +
1
2
δtFs), (29b)
and simultaneously, the pressure gradient and the velocity can also be calcu-
lated through the following equations (see Appendix A for details),
∇P = −
∑
i ci[fi − f (eq)i ]
τfδtc2s
= −
∑
i cifi
τfδtc2s
, (30a)
u = −Kλt∇P = Kλt
∑
i cifi
τfδtc2s
, (30b)
where Eq. (28a) has been used to derive Eq. (30a).
Through the Chapman-Enskog analysis, one can find that the nonlinear
PE (14) and CDE (18) can be recovered correctly from the present LB model,
and the parameters Dp and Ds are related to relaxation time τf and τg,
Dp = c
2
s(τf −
1
2
)δt, (31a)
Ds = βc
2
s(τg −
1
2
)δt. (31b)
Finally, some remarks on the present LB model are listed as follows.
Remark I : We would like to point that although Eq. (15) or (18) is similar
to the commonly used CDE, there is a great difference due to the appearance
of porosity φ. Actually, if φ is a constant, we can rewrite Eq. (15) or (18) in
standard form through dividing φ on the both sides of Eq. (15) or (18), then
some available LB models for standard CDEs [24, 32, 45, 47–51, 54, 56] can
be applied. If φ is space-dependence rather than a constant, however, there
would be some difficulties in rewriting Eq. (15) or (18) as a classical CDE,
and these available LB models for CDEs [24, 45, 47–51, 54, 56] cannot be
directly used to solve Eq. (15) or (18). We note that Ginzburg has proposed
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two LB models (E and L models) for general CDEs [32], and these two models
also seem to be suitable for Eq. (15). However, as pointed out by in Ref.
[46], some additional assumptions on the convection term have been adopted
to recover correct CDEs. On the contrary, in the present LB equation for
Eq. (15) or (18), the convection term is considered as a source term, and
thus the difficulty of LB method in treating the convection term and/or
some assumptions on the convection term [32, 45, 47, 48, 50, 54] can be
eliminated.
Remark II : As stated previously, the convection term is treated as a source
term. To include effect of the source term, we added a term related to space
derivative in the LB equation for saturation [see Eq. (21)], which also leads to
the fact that the collision process cannot be implemented locally when nonlo-
cal finite-difference schemes are used to calculate the space-derivative term.
However, in the present work, the collision process can be conducted locally
since the space-derivative term can be computed locally from Eq. (30a).
Remark III : Similar to the results in Refs. [43, 52–54], in the present LB
model, the pressure gradient and velocity u can also be computed locally by
Eq. (30), and also have a second-order convergence rate in space (see the
results in the following section).
Remark IV : In the global-pressure fractional-flow model for two-phase
flow in porous media, the parameters Dp and Ds are usually function of Sw
rather than constants, which would also cause the relaxation time τf and
τg in the present LB model to be space-dependence. However, if Dp is a
constant, the LB model in Ref. [42] can also be applied for PE (14).
Remark V : We would like to point out that to reduce the computational
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cost, one can also consider the simple D2Q4 and D2Q5 lattice models [62]
for two-dimensional problems, but the equilibrium distribution function (22)
should be modified to satisfy the condition (28b). Actually, in the DnQ(2n)
and DnQ(2n+1) lattice models for n-dimensional problems, the following
equilibrium distribution function can be adopted,
g
(eq)
i (x, t) =


[(ω0 − 1)β + φ]Sw, i = 0
ωiβSw, i 6= 0
(32)
where the parameter β should satisfy the relation 0 ≤ β ≤ φ/(1 − ω0) to
make g
(eq)
i non-negative.
4. Numerical results and discussion
In this section, we would perform some simulations to validate present
LB model for two-phase flows in porous media. Unless otherwise stated,
the parameter β is set to be 1.0, the anti-bounce-back scheme is applied for
Dirichlet boundary condition [49, 57–62],
fi(xf , t
′+δt) = −f+
i¯
(xf , t
′)+2ωi¯Pb, gi(xf , t+δt) = −g+i¯ (xf , t)+2g
(eq)
i¯
(Swb),
(33)
and the classical bounce-back scheme is adopted for no-flux boundary con-
dition [57, 63],
fi(xf , t
′ + δt) = f+
i¯
(xf , t
′), gi(xf , t+ δt) = g
+
i¯
(xf , t), (34)
where Pb and Swb are specified values of pressure and saturation at bound-
aries, i¯ is the opposite direction of i (e.g., i = 1, i¯ = 3). fi(xf , t
′ + δt′) and
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gi(xf , t+δt) are the unknown distribution functions at the node xf , f
+
i¯
(xf , t
′)
and g+
i¯
(xf , t) are post-collision distribution functions, and are given by
f+i (x, t
′) = fi(x, t
′)− 1
τf
[fi(x, t
′)− f (eq)i (x, t′)] + δtω¯iFp, (35a)
g+i (x, t) = gi(x, t)−
1
τg
[gi(x, t)−g(eq)i (x, t)]+ δtωi(1−
1
2τg
)Fs+γδtωi
ci · ∇P
τg
.
(35b)
In the initialization process, the distribution function gi for saturation
can be approximately given by
gi(x, t = 0) ≈ g(eq)i (x, t = 0) + ǫg(1)i (x, t = 0). (36)
Actually, the initial value of equilibrium distribution function g
(eq)
i (x, t = 0)
can be directly obtained through the initial condition of saturation Sw(x, t =
0), while the non-equilibrium part ǫg
(1)
i (x, t = 0) is unknown, and needs to
be determined. Based on the Chapman-Enskog analysis [see Eq. (59b)], the
non-equilibrium part ǫg
(1)
i (x, t = 0) can be expressed by
ǫg
(1)
i (x, t = 0) = −τgδt[ǫD¯i1g(0)i − ωi(1−
1
2τg
)Fs − γωici · ∇P
τg
]|t=0
= −τgδt[Γ(0)i ǫD¯i1Sw − ωi(1−
1
2τg
)Fs − γωici · ∇P
τg
]|t=0
= −τgδt[Γ(0)i (
Fs
φ
+ ci · ∇Sw)− ωi(1− 1
2τg
)Fs − γωici · ∇P
τg
]|t=0,
= −τgδt[(Γ
(0)
i
φ
− ωi(1− 1
2τg
))Fs + Γ
(0)
i ci · ∇Sw − γωi
ci · ∇P
τg
]|t=0,(37)
where Eqs. (56) and (64) have been used. The function Γ0i is defined by
Γ
(0)
i =
1
Sw
g
(eq)
i = ωi[φ+
C : (cici − c2sI)
2c2s
]. (38)
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Once the initial value of Sw is given, we can also obtain its gradient ∇Sw.
Then substituting Eq. (37) into Eq. (36), one can derive the initial value of
distribution function gi(x, t = 0).
In addition, to test accuracy and convergence rate of the LB model for
pressure, pressure gradient or equivalently velocity, and saturation, the fol-
lowing relative error is used,
Eψ =
∑
x
|ψa(x, t)− ψn(x, t)|∑
x
|ψa(x, t)| , (39)
where ψ denotes the pressure P , one component of pressure gradient or
velocity, or saturation Sw, the subscripts a and n represent its analytical and
numerical solutions.
4.1. Example 1: A simple decoupled problem
For simplicity, we first considered a simple problem where Eq. (14) for
pressure and Eq. (18) for saturation are decoupled through setting λt = λw =
λ, which is the same as the problem in Ref. [64]. For this special case, we
can also rewrite Eq. (18) as
φ
∂Sw
∂t
= ∇ · (Ds∇Sw) +Q, (40)
where Q = Fs − Fp.
The domain of the problem is Ω = [0, 2]× [0, 2], φ = 1.0, the parameters
Dp and Ds are chosen as two constants, and set to be 0.001. The analytical
solutions of pressure, saturation and velocity can be given by
P (x, t) = 1.0 + sin (πx) sin (πy), (41a)
u = (ux, uy)
⊺ = −Dp∇P = −Dpπ[ cos (πx) sin (πy), sin (πx) cos (πy)]⊺,
(41b)
14
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Figure 1: Distributions of pressure P [(a): analytical solution, (b): numerical solution].
Sw(x, t) = t sin (πx) sin (πy), (41c)
where ⊺ represents the transpose of a matrix. If we substitute analytical
solutions [Eqs. (41a) and (41c)] into Eqs. (14) and Eq. (40), one can determine
the source terms Fp and Q,
Fp = 2Dpπ
2 sin (πx) sin (πy), (42a)
Q = (2Dsπ
2t + φ) sin (πx) sin (πy). (42b)
In our simulations, the initial and boundary conditions of the pressure and
saturation are given by their analytical solutions, i.e., Eqs. (41a) and (41c).
We first performed a simulation with a lattice size 64×64, and presented the
results of pressure, velocity and saturation at a specified time T = 1.0 in Figs.
1-4 where c = 1.0. As seen from these figures, the numerical results are in
good agreement with the corresponding analytical solutions, and the global
relative errors of pressure, velocity and saturation are less than 3.27× 10−3.
Then the problem is also used to test the convergence rate of present LB
model since it is very simple, and the mathematical equations for pressure and
15
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Figure 2: Distributions of velocity component ux [(a): analytical solution, (b): numerical
solution].
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Figure 3: Distributions of velocity component uy [(a): analytical solution, (b): numerical
solution].
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Figure 4: Distributions of saturation Sw [(a): analytical solution, (b): numerical solution].
saturation are decoupled. We carried out several simulations with different
lattice sizes, and calculated the global relative errors in Fig. 5. As shown
in this figure, the present LB model has a second-order convergence rate in
computing pressure, velocity, and saturation.
4.2. Example 2: A coupled benchmark problem
In this part, we continue to consider another benchmark problem where
the governing equations for pressure and saturation, i.e., Eqs. (14) and (18),
are nonlinearly coupled. Following the previous works [65, 66], some param-
eters appeared in Eqs. (14) and (18) are given by
Dp =
1
0.5− 0.2Sw , Ds = 0.01, fw = Sw, λwK = fwDp, (43a)
Fp = 0, Fs = 2π
2Ds sin [π(x+ y − 2t)] + 2π(1− φ) cos [π(x+ y − 2t)].(43b)
Under these parameters and some proper initial and boundary conditions
considered in the domain Ω = [0, 1]×[0, 1], one can also obtain exact solutions
of pressure, velocity and saturation,
P (x, t) = −cos [π(x+ y − 2t)]
5π
− (x+ y)
2
, (44a)
17
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Figure 5: The global relative errors of pressure, velocity and saturation at different lattice
sizes (δx = L/128, L/96, L/64, L/48, L/32, L = 2.0). The slope of inserted line is 2.0,
which indicates that the present LB model has a second-order convergence rate.
u = (ux, uy)
⊺ = −Dp∇P = (1, 1)⊺, (44b)
Sw(x, t) = sin [π(x+ y − 2t)]. (44c)
We first performed some simulations for the case of φ = 1.0 which has
also been considered in the previous works [65, 66], and presented the results
at T = 0.2 in Figs. 6-9 where the lattice size is 128× 128 and c = 10. From
these figures, one can observe that the numerical results are very close to
their exact solutions, and the global relative errors of pressure, velocity and
saturation are still less than 1.91× 10−3.
We also tested the convergence rate of present LB model with this ex-
ample. To this end, we conducted some simulations with the same physical
parameters mentioned above and different lattice sizes, and presented the
global relative errors of pressure, velocity and saturation in Fig. 10. As
shown in this figure, the present LB model also has a second-order conver-
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Figure 6: Distributions of pressure P [(a): analytical solution, (b): numerical solution].
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Figure 7: Distributions of velocity component ux [(a): analytical solution, (b): numerical
solution].
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Figure 8: Distributions of velocity component uy [(a): analytical solution, (b): numerical
solution].
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Figure 9: Distributions of saturation Sw [(a): analytical solution, (b): numerical solution].
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Figure 10: The global relative errors of pressure, velocity and saturation at different lattice
sizes (δx = L/256, L/192, L/128, L/96, L/64, L = 1.0). The slope of inserted line is
2.0, which indicates that the present LB model has a second-order convergence rate.
gence rate even for this coupled problem.
It should be noted that all above simulations are conducted only for the
case of φ = 1.0, while for the two-phase flows in porous media, φ is less than 1.
For this reason, we also carried out some simulations for the case of φ = 0.5.
To ensure that our simulations are stable, here we also considered different
values of β (β = 0.25, 0.5, 0.75, 1.0) under the condition of φ/2 ≤ β ≤ 2φ,
and only the errors of pressure, velocity and saturation are presented in Fig.
11 since the distributions of pressure, velocity and saturation are similar to
those in Figs. 6-9. As seen from this figure, the parameter β indeed has
an apparent influence on numerical results, the errors of pressure, velocity
and saturation decrease with the increase of β, but it does not affect the
second-order convergence rate in space.
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Figure 11: The global relative errors of pressure, velocity and saturation at different values
of β [(a): β = 0.25, (b): β = 0.5, (c): β = 0.75, (d): β = 1.0] and different lattice sizes
(δx = L/256, L/192, L/128, L/96, L/64, L = 1.0). The slope of inserted line is 2.0,
indicating that the present LB model has a second-order convergence rate..
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Figure 12: Schematic of the five-spot problem.
4.3. Example 3: The classical five-Spot problem
The last problem we considered is the classical five spot problem [2, 13–
15], which is more complicated, and there is no analytical solution available.
Based on the previous works [14, 15], the problem (see Fig. 12) can be
described by the following simplified mathematical model,
∇ · (Dp∇P ) = 0, u = −Dp∇P, (45a)
φ
∂Sw
∂t
= ∇ · (Ds∇Sw) +∇ · (λwK∇P ), (45b)
where the physical parameters appeared in Eq. (45) are listed in Table 1.
To determine the fractional flow function λw and total mobility λt, the
following quadratic relative permeabilities are adopted,
krw = S
2
w, krn = (1.0− Sw)2. (46)
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Table 1: Some physical parameters used in example 3.
Parameter Value
φ 1.0
µw, µn 1.0× 10−3
K 1.0× 10−5
Ds 1.0× 10−2
0 0.5 1 1.5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
√
x2 + y2
P
 
 
32×32
64×64
96×96
(a)
0 0.5 1 1.5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
√
x2 + y2
S
w
 
 
32×32
64×64
96×96
(b)
Figure 13: Distributions of saturation sw and pressure P alone the diagonal line.
The physical domain of the problem is Ω = [0, 1]× [0, 1], and the initial
and boundary conditions are depicted in Fig. 12. We note that there is
no exact solution to this problem, and for this reason, a grid-independence
test is first conducted. We carried out some simulations under three different
lattice sizes N×N = 32×32, 64×64 and 96×96, and presented distributions
of saturation and pressure alone the diagonal line in Fig. 13 where T = 10.
As shown in this figure, the lattice size 96× 96 is fine enough, and can give
grid-independence results.
We then performed some simulations with the lattice size 96 × 96, and
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Figure 14: Contour lines of pressure P [(a): T = 10, (b): T = 20, (c): T = 30, (d):
T = 40].
presented the distributions of saturation, pressure and streamline at different
time in Figs. 14-16. From these figure, one can find that the present results
are similar to those reported in some previous works [14, 15]. Besides, we
also note that the streamlines at T = 10, 20, 30 and 40 are very close to
each other (see Fig. 16), which is caused by the small changes of velocity or
pressure gradient at these different time, as seen clearly from Fig. 15.
5. Conclusions
In this work, through properly constructing the equilibrium distribution
functions, a LB model for two-phase flows in porous media is proposed at
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Figure 15: Contour lines of saturation Sw [(a): T = 10, (b): T = 20, (c): T = 30, (d):
T = 40].
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Figure 16: Streamlines at different time [(a): T = 10, (b): T = 20, (c): T = 30, (d):
T = 40].
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macroscopic scale level. With the Chapman-Enskog analysis, we can show
that the macroscopic mathematical model for two-phase flows in porous me-
dia can be recovered correctly from present LB model. Then we also test
present LB model with several classic problems, and find that the present
results are in agreement with analytical solutions or some available numerical
results. Finally, as an extension to the pore-scale LB models for multiphase
flows in porous media, the present LB model is more suitable for large-scale
problems governed by the macroscopic continuum models.
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Appendix A. Chapman-Enskog analysis of LB equation for the
Poisson equation (14)
In the Chapman-Enskog analysis, the distribution function fi(x, t
′), the
derivatives of pseudo time and space, and the source term Fp can be expanded
as
fi = f
(0)
i + ǫf
(1)
i + ǫ
2f
(2)
i + · · · , (47a)
∂
∂t′
= ǫ
∂
∂t′1
+ ǫ2
∂
∂t′2
, ∇ = ǫ∇1, Fp = ǫ2F (2)p . (47b)
Applying the Taylor expansion to Eq. (19), we have
δtDifi +
δt2
2
D2i fi = −
1
τf
[fi − f (eq)i ] + δtω¯iFp, (48)
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where Di =
∂
∂t′
+ ci · ∇ is a differential operator. Substituting Eq. (47) into
Eq. (48), one can obtain the following equation,
[ǫDi1 + ǫ
2 ∂
∂t′2
+
δt
2
(ǫDi1 + ǫ
2 ∂
∂t′2
)2](f
(0)
i + ǫf
(1)
i + ǫ
2f
(2)
i + · · · ) (49)
= − 1
τfδt
(f
(0)
i − f (eq)i + ǫf (1)i + ǫ2f (2)i + · · · ) + ǫ2ω¯iF (2)p ,
where Di1 =
∂
∂t′
1
+ci ·∇1. From above equation, we can also derive the zeroth,
first and second-order equations in ǫ,
ǫ0 : f
(0)
i = f
(eq)
i , (50a)
ǫ1 : Di1f
(0)
i = −
1
τfδt
f
(1)
i , (50b)
ǫ2 :
∂f
(0)
i
∂t′2
+Di1f
(1)
i +
δt
2
D2i1f
(0)
i = −
1
τf δt
f
(2)
i + ω¯iF
(2)
p . (50c)
If we multiply the operator Di1 on the both sides of Eq. (50b), and substitute
the result into Eq. (50c), one can obtain
ǫ2 :
∂f
(0)
i
∂t′2
+Di1(1− 1
2τf
)f
(1)
i = −
1
τf δt
f
(2)
i + ω¯iF
(2)
p . (51)
In addition, based on Eqs. (28a), (50a) and (50b), we can also derive the
following equations, ∑
i
f
(k)
i = 0, k ≥ 1, (52)
∑
i
cif
(1)
i = −τfδt
∑
i
Di1cif
(0)
i = −τf δt
∑
i
Di1cif
(eq)
i (53)
= −τfδtc2s∇1P,
After a summation of Eq. (51), one can obtain the recovered equation at
second-order of ǫ,
∇1 · [c2s(
1
2
− τf )δt∇1P ] = F (2)p . (54)
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Multiply ǫ2 on both sides of Eq. (54), we can derive PE (14) with Dp deter-
mined by Eq. (31a).
We would also like to point out that following the idea in Refs. [43, 52,
53], the pressure gradient can be computed locally in the framework of LB
method. Actually, from Eq. (53) we have
∑
i
ciǫf
(1)
i = −τfδtc2s∇P. (55)
Under assumption ǫf
(1)
i ≈ fi−f (eq)i , we can derive the local scheme [Eq. (30a)]
for pressure gradient, which can also be used to compute the velocity [Eq. (30b)].
Appendix B. Chapman-Enskog analysis of LB equation for the
convection-diffusion equation (18)
Similar to above procedure, the distribution function gi(x, t), the deriva-
tives of time and space, and the source term Fs are expanded as
gi = g
(0)
i + ǫg
(1)
i + ǫ
2g
(2)
i + · · · , (56a)
∂
∂t
= ǫ
∂
∂t1
+ ǫ2
∂
∂t2
, ∇ = ǫ∇1, Fs = ǫF (1)s . (56b)
Taking the Taylor expansion to Eq. (21), one can obtain
δtD¯igi +
δt2
2
D¯2i gi = −
1
τg
[gi − g(eq)i ] + δtωi(1−
1
2τg
)Fs
+ γδtωi
ci · ∇P
τg
, (57)
where D¯i =
∂
∂t
+ ci · ∇.
Substituting Eq. (56) into Eq. (57) yields
[ǫD¯i1 + ǫ
2 ∂
∂t2
+
δt
2
(ǫD¯i1 + ǫ
2 ∂
∂t2
)2](g
(0)
i + ǫg
(1)
i + ǫ
2g
(2)
i + · · · ) (58)
= − 1
τgδt
(g
(0)
i − g(eq)i + ǫg(1)i + ǫ2g(2)i + · · · ) + ǫωi(1−
1
2τg
)F (1)s + ǫγωi
ci · ∇1P
τg
,
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where D¯i1 =
∂
∂t1
+ ci · ∇1. Based on Eq. (58), we can also derive the zeroth,
first and second-order equations in ǫ,
ǫ0 : g
(0)
i = g
(eq)
i , (59a)
ǫ1 : D¯i1g
(0)
i = −
1
τgδt
g
(1)
i + ωi(1−
1
2τg
)F (1)s + γωi
ci · ∇1P
τg
, (59b)
ǫ2 :
∂g
(0)
i
∂t2
+ D¯i1g
(1)
i +
δt
2
D¯2i1g
(0)
i = −
1
τgδt
g
(2)
i . (59c)
Multiplying the differential operator D¯i1 on the both sides of Eq. (59b),
and substituting the result into Eq. (59c), we can rewrite the second-order
equation in ǫ as
ǫ2 :
∂g
(0)
i
∂t2
+D¯i1(1− 1
2τg
)[g
(1)
i +
δt
2
ωiF
(1)
s ]+
δt
2
D¯i1(γωi
ci · ∇1P
τg
) = − 1
τgδt
g
(2)
i .
(60)
Besides, from Eqs. (28b), (29b), (59a) and (59b), we can also obtain the
following moments of non-equilibrium distribution function g
(1)
i ,
∑
i
g
(1)
i = −
δt
2
F (1)s , (61)
∑
i
g
(k)
i = 0, k > 1, (62)
∑
i
cig
(1)
i = −τgδt
∑
i
ci[D¯i1g
(0)
i − ωi(1−
1
2τg
)F (1)s − γωi
ci · ∇1P
τg
](63)
= −βτgδtc2s∇1Sw + δtγc2s∇1P.
With the help of Eqs. (28b) and (61), the recovered equation at first-order
of ǫ can be derived through summing Eq. (59b) over i,
φ
∂Sw
∂t1
= F (1)s . (64)
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After a summation of Eq. (60), we can also obtain the recovered equation at
second-order of ǫ,
φ
∂Sw
∂t2
+∇1 · [βc2s(
1
2
− τg)δt∇1Sw + c2sδtγ∇1P ] = 0, (65)
where Eqs. (28b), (61), (62) and (63) have been applied.
Multiplying ǫ and ǫ2 on both sides of Eqs. (64) and (65), we can derive
equation (18), and determine the parameter A and diffusion coefficient Ds
through Eqs. (23) and (31b).
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