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Abstract
This paper addresses the estimation of a class of models which features two
endogenous and dependent binary outcomes. This class includes the triangular
model with a binary outcome and a binary treatment, and several interesting
variants on the sample selection model. The structure of the model imposes no
distributional assumptions on the disturbances nor does it require that they en-
ter additively. We estimate the model parameters by maximizing an estimated
likelihood whose components are estimated semiparametrically. We avoid the
use of higher order kernels by proposing a bias adjustment which allows the use
of regular kernels. In addition to providing the estimator we derive its prop-
erties. We also present a procedure for estimating other objects of interest in
this model. Finally we present some simulation evidence.
1 Introduction
This paper analyses the estimation of a class of semiparametric models which feature
two endogenous binary outcomes. This class incorporates a large range of models
that are important for empirical work but currently have no appropriate available
1estimation procedure. It includes binary treatment models with non additive errors
where the outcome of interest is binary. It also includes the selection model with non
additive errors where the selection process is captured by an indicator function and
the outcome of interest for the selected sample is binary. It also covers sample selec-
tion models where the primary equation of interest features a continuous outcome but
the selection process is characterized by some interaction of two endogenous indicator
functions. While restricted forms of each of these models can be estimated by maxi-
mum likelihood procedures our proposal extends beyond what is feasible in the MLE
framework. Our only substantial restriction is that the exogenous variables enter in
index form although this restriction greatly enhances the feasibility of implementation
when the dimension of the exogenous variables is large.
In addition to providing an estimation procedure which is suitable for a large class
of popular models we also provide an innovation which extends beyond the models
covered in this paper. More explicitly, bias reducing methods play a key role in
establishing theoretical properties of estimators for semiparametric models. While
higher order kernels are the most popular of these bias reducing methods, they are
often outperformed in ￿nite samples by regular kernels that are unsatisfactory in
theory. This is particularly the case when the model is characterized by more than
one index. Klein and Shen (2008) provide an alternative bias correction for models
with single indices and here we extend this to models with multiple indices.
The following section outlines the general model of interest and highlights some
particular special cases of interest. We also brie￿ y describe the estimation procedure.
Sections 3 and 4 provides the assumptions and the details of the estimator. Section
5 provides simulation evidence and concluding comments are o⁄ered in section 6.
22 Model
The class of models we consider all contain the following underlying component which
is the focus of this paper:
y1i = I fg(y2i;xi￿; ￿i) > 0g (1)
y2i = I fh(zi￿; vi) > 0g (2)
where the y0s are the endogenous binary variables generated via the indicator function
If:g; x and z are vectors of exogenous variables and ￿i and vi are zero mean error
terms with a non zero correlation; g(:) and h(:) are unknown functions; and the ￿
and ￿ are parameters to be estimated.
The following section states explicitly our assumptions but here we discuss the
primary features of this model. The model can be characterized as a triangular
system with a binary outcome and a binary endogenous explanatory variable. We
impose an index structure for each equation. We allow the index in the reduced form
to interact in an unspeci￿ed way with the disturbance, while in the main equation
the index freely interacts with both the disturbance and the endogenous explanatory
variable. The model encompasses many models of interest which we discuss below.
Our objective is to estimate the index parameters ￿ and ￿: We then de￿ne some other
objects of interest, such as partial e⁄ects or treatment e⁄ects, and describe how to
estimate them. Before proceeding to estimation we consider some special cases of
interest.
32.1 Models with Binary Outcomes with Binary Endogenous
Treatment
The ￿rst model which we consider is nested in the above framework possesses a
binary outcome as the dependent variable of primary interest and an endogenous
binary explanatory variable. Even when the errors terms enter additively in each
equation and the endogenous explanatory variable enters additively in (1) there are
no available estimators which exploit the binary nature of the endogenous variables.
If this additive structure is accompanied by a joint normality assumption for the
disturbances the model can be estimated by MLE.
Our proposal is to maximize the following likelihood function which characterizes
the four mutually exclusive and exhaustive outcomes. That is, we solve the following
optimization problem:
max
￿;￿
L1 =
X
0
LnPr(y1i = 1;y2i = 1jxi￿;zi￿) +
X
1
LnPr(y1i = 1;y2i = 0jxi￿;zi￿)
+
X
2
LnPr(y1i = 0;y2i = 1jxi￿;zi￿) +
X
3
LnPr(y1i = 0;y2i = 0jxi￿;zi￿)
where the summation is over the observations for which the outcomes are observed.
In section 4 we discuss how we follow Klein and Spady, (1993), Klein and Vella (2007),
and Klein and Shen (2008) to estimate the probabilities which enter the likelihood.
While the procedure we provide below produces
p
N consistent estimates of the
index parameters, an object of interest in this type of model is the "treatment e⁄ect"
which re￿ ects how the Pr(yii = 1) varies in response to whether y2i = 1 or 0: As the
derivation of this e⁄ect in general models is in progress, here we de￿ne and provide
an estimator for a marginal (treatment) e⁄ect when the f and g functions above have
4the additively separable form:
f (￿) = z￿ ￿ v
g (￿) = x￿ + ￿y2 ￿ "
In this case, assuming that the unobservables are independent of x and with F as
the marginal distribution function of ", de￿ne the treatment or marginal e⁄ect as:
Mi = F (xi￿ + ￿) ￿ F (xi￿i) (3)
The above marginal e⁄ect provides the impact of randomly moving someone from the
untreated to the treated group. While there may be other marginal e⁄ects of interests,
depending on the context, we believe that the impact from random assignment is one
of interest. Averaging the above marginal e⁄ect over the entire sample or over subsets
of interest, we can then obtain various marginal e⁄ects of interest.
To estimate these e⁄ects, let P2 be the probability: Pr(Y2 = 1jZ￿) and consider
the following di⁄erence in semiparametric probability functions:
E1 ￿ E0 ￿ P(Y1 = 1;Y2 = 1jX￿;Z￿) ￿ P(Y1 = 1;Y2 = 0j X￿;Z￿)
= P(Y1 = 1;Y2 = 1jX￿;P2) ￿ P(Y1 = 1;Y2 = 0j X￿;P2)
= P(" < xi￿ + ￿; Y2 = 1jX￿;P2) ￿ P(" < xi￿; Y2 = 0j X￿;P2)
We exploit the "identi￿cation at in￿nity" (see, for example, Heckman 1990) approach
to eliminate the inherent endogeneity of Y2 above. To accomplish this task, write
5"$ " to mean approximately equal and notice that:1
P2 $ 1 =) E1 $ P(" < xi￿ + ￿j X￿)
P2 $ 0 =) E0 $ P(" < xi￿ jX￿);
The di⁄erence in these "extreme" expectations estimates the marginal e⁄ect of in-
terest. With these extremes calculated for every observation, their average then
provides the average marginal e⁄ect. With all of these probabilities being unknown,
the above calculations are all made with estimated probabilities as de￿ned in Section
4 below.
2.2 Binary Outcomes with Binary Selection Rule
A second model is the following:
y1i = I fg(xi￿;￿i) > 0g ￿ y2i
y2i = I fh(zi￿;vi) > 0g:
where y1i is only observed for the subsample for which y2i = 1: This is an example
of the sample selection model proposed by Heckman (1979) but where the lack of
1With p as a density de￿ned through its arguments and with "￿" referring to exogenous variables:
p(") = P2p("jY2 = 1;￿) +2 p("jY2 = 0;￿)
It then follows that:
P2 $ 1 =) p("jY2 = 1;￿) = p(")
(1 ￿ P2) $ 1 =) p("jY2 = 0;￿) = p(")
The claimed result on the marginal e⁄ect follows.
6additivity and normality in addition to the binary nature of the outcome makes both
the MLE and control function procedures proposed by Heckman (1974, 1979), and
subsequently studied by a large number of others in di⁄erent settings (see Vella 1999),
inapplicable. If one imposes additivity and normality then it would be possible to
estimate the model by maximum likelihood. The two popular two step procedures
however are inconsistent as the inclusion of the appropriate control function does not
allow estimation by MLE in the second step.
To obtain estimates of the index parameters we construct the following semipara-
metric likelihood function noting that we now only observe three cells and that for
the joint probabilities we are restricted to the subsample for which y2i = 1:
max
￿;￿
L =
X
0
Pr(y1i = 1;y2i = 1jxi￿;zi￿) +
X
1
Pr(y1i = 1;y2i = 0jxi￿;zi￿) +
X
2
Pr(y2i = 1jzi￿):
Maximizing the above likelihood function we are able to obtain
p
N consistent esti-
mates of the index parameters. Thus, we are able to perform hypothesis tests on the
values of this normalized indices.
2.3 Continuous Outcomes with Multiple Selection Rules
The two previous cases have the parameters of equation (1) as their primary inter-
est. For some models of interest it is possible that the index parameters from these
binary equations enter indirectly. For example, consider a conventional sample selec-
tion model where the selection process is a function of multiple censoring rules. To
illustrate this we focus on the following:
7y1i = I fg(xi￿;￿i) > 0g (4)
y2i = I fh(zi￿;vi) > 0g (5)
y3i = (wi￿ + ei) ￿ I(y1i = 1;y1i = 1) (6)
noting that the primary equation (6) features a continuous outcome and the selection
process is captured in equations (4) and (5). Where the errors in the selection equa-
tions are additive and normally distributed it is possible to construct the appropriate
control function or estimate the model by MLE (see, for example, Poirier 1989). If
normality is relaxed but the additivity is retained it is possible to estimate this model
semiparametrically via the method of Das et al (2003) under the assumption that
￿i and vi are independent. Peracchi and De Luca (2008) provide a semi-parametric
estimator which allows dependence but imposes additivity. They provide a Robinson
(1988) style procedure. Notice that given the above structure the selection operates
through the component of (6) contaminated with the selection. As the selection oper-
ates through the indices, it is then possible to estimate the indices via the appropriate
semi-parametric likelihood function for (4) and (5). Finally, one can estimate ￿ from
the following di⁄erenced equation:
y3i ￿ E[y3ijxib ￿;zib ￿] =
n
wi ￿ E[wijxib ￿;zib ￿]
o
￿ + e1i
Shen (2008) estimates a closely related semiparametric model with y3 being a con-
tinuous outcome depending on a binary treatment, y1: A Robinson-type di⁄erenced
estimator recovers all parameters other than a constant treatment e⁄ect, with this
8e⁄ect recovered by examining certain types of individuals with extreme probabilities.
For all of the above models, the theory critically depends on the double binary
component. In this paper, we focus on this component. To establish consistency and
p
N￿normality under regular kernels, we extend a bias adjustment mechanism em-
ployed in Klein and Shen (2008) for Semiparametric Least-Squares (SLS) estimators
(see Ichimura[1993]) in single index models to the present double index case
3 Assumptions and De￿nitions
In this section we provide the assumptions and de￿nitions that we employ to establish
the asymptotic properties for the estimator.
A1. The Data. The data : (Y1i;Y2i;Xi), i = 1;:::;N, are i.i.d. observations
from the model in (1)-(2). With X as the NxK matrix of observations on the
explanatory variables and with 1
ﬂ
as an Nx1 column vector of ones, the columns
of [X 1
ﬂ
] are linearly independent with probability 1.
A2. Parameter Space. The vector of true parameters values for the model in
(1-2) lies in the interior of a compact parameter space, ￿:
A3. Model. De￿ne the indices for the reduced form and primary equations as v2
and v1 respectively and assume each contains a continuous exogenous variable,
that may or may not be the same variable. Further, v2 contains at least one
variable, which may or may not be continuous, which is excluded from v1.
9A4. Densities. Assume that all continuous variables have compact support. To
provide required smoothness conditions, let Xc ￿ (X1;X2) be the vector of
continuous variables in (A3). Then, with f(xcjX3;Y2) as the indicated condi-
tional density for Xc; denote r
i
1r
j
2 f (￿j￿) as the ith and jth cross-partial with
respect to the elements of xc ￿ [x1;x2]: Then, with r
0
1r
0
2 f (xcj￿) ￿ f (￿j￿);
assume that f (wj￿) has positive support on a compact set A; is bounded away
from 0 on any compact subset of its support, and that on A
￿
￿r
i
1r
j
2f (￿j￿)
￿
￿ is
bounded above by a positive ￿nite constant for i + j ￿ 4:
The above assumptions are standard, with (A4) providing requires smoothness
conditions. These conditions and densities satisfying them are discussed in Klein
and Spady (1993, p. 393). It is possible to relax the compact support assumption at
some technical expense in the proofs.2
In addition to the above assumptions, we also need a number of conditions or de￿-
nitions that de￿ne the densities and probability functions of interest. Throughout, we
avoid higher order kernels and employ "regular" kernel density estimators to estimate
the semiparametric probability function entering an ￿ estimated￿likelihood. Since
we employ "regular" kernels, we will require two sources of bias reduction. First, we
exploit a property of expected semiparametric probability derivatives. Namely, such
derivatives have expected value zero when conditioned on the true indices. Second,
2This assumption is used in two types of arguments. First, in conjunction with the parameters
being in a compact set, it implies that probabilities are bounded away from one and zero. In
the absence of this simplifying condition, one would need to make a tail assumption on how fast
the probability function tends to one or zero. Second, this compact support assumption simpli￿es
various uniform convergence arguments.
10we provide a bias correction to the ￿nal estimator to insure an appropriate low bias
order required to establish asymptotic normality.
To develop an estimation strategy based on regular kernels, below we ￿rst de￿ne
the required components and then provide the form of the estimator.
D1. Unadjusted Densities.Term K(z) as a regular kernel if it is a density that
is symmetric about zero. De￿ne:
^ f (v;d) ￿
N X
j=1
Y d
2j
Nh2
K [(v2 ￿ V2j)=h2]; d = 0;1;
where with ^ ￿2 as the sample standard deviation for V2; the window parameter
is given as: h2 ￿ ^ ￿2N￿r2; r2 = 1/7. Then, the estimated probability for Y2
conditioned on v2 is given as:
^ P2 (v2) ￿ ^ P (Y2 = 1jV2 = v2) ￿ ^ f (v2;1)= ^ f (v2;0)
For regular kernels K1 and K2 de￿ne:
^ fc1 (v;d) ￿
N X
j=1
Y d
1jY2j
Nw1w2
K1 [(v1 ￿ V1j)=w1]K2 [(v2 ￿ V2j)=w2]; d = 0;1;
where with ^ ￿k as the sample standard deviation for Vk; the window parameters
are given as: wk ￿ ^ ￿kN￿r;r = 1=8:1: When the conditioning value (v1;v2) is the
ith observation (V1i;V2i); then the above averages are taken over the (N ￿ 1)
observations for which j 6= i:
11D2. Unadjusted Probabilities. The estimated probability for Y1 conditioned on
Y2 and on V = v ￿ (v1;v2) is given as: ^ Pc1 (v) ￿ ^ Pc1 (Y1 = 1jY2 = 1;V = v) ￿
^ fc1 (v;1)= ^ fc1 (v;0): De￿ne ^ Pc0 by replacing Y2i with 1 ￿ Y2i in ^ Pc1 (v) above.
Then, estimated joint probabilities are given as:
^ P11 ￿ ^ P (Y1 = 1;Y2 = 1jV = v) ￿ ^ Pc1 (v) ^ P2 (v2):
^ P10 ￿ ^ P (Y1 = 1;Y2 = 0jV = v) = ^ Pc0 (v)
h
1 ￿ ^ P2 (v2)
i
^ P00 ￿ ^ P (Y1 = 0;Y2 = 0jV = v) ￿ 1 ￿ ^ P (Y1 = 1;Y2 = 0jV = v)
^ P11 ￿ ^ P (Y1 = 0;Y2 = 1jV = v) ￿
￿
1 ￿ ^ Pc1 (v)
￿
^ P2 (v2):
D3. Smooth Trimming. De￿ne a smooth trimming function as:
￿ (z;m) ￿ [ 1 + exp(Ln(N)[z ￿ m])]
￿1 :
D4. Interior Index Trimming. Let ￿ vk and vk be the lower and upper index
quantiles for the indices: Vk ￿ Vk (￿) ; k = 1;2. Then, de￿ne a smooth interior
trimming function as:
^ ￿I (Vk) ￿ ￿ (Vk;vk)￿ (￿ vk;Vk):
12D5. Density Adjustment. Referring to the density denominators in (D1), let
s1 be a lower sample quantile for ^ fc1 (v;0) and s a lower sample quantile for
^ f (v;0):. Then, de￿ne the adjusted density denominators as:
^ f
A
c1 ￿ ^ fc1 (v;0) + ^ ￿cN (￿); ^ ￿cN (￿) ￿ aN [1 ￿ ^ ￿I (V1)^ ￿I (V2)]s1
^ f
A ￿ ^ f (v;0) + ^ ￿N (￿); ^ ￿N (￿) ￿ a2N [1 ￿ ^ ￿I (V2)]s1:
Referring to the window parameters in (D1), aN ￿ N￿r=2 and a2N ￿ N￿r2=2:
D6. Adjusted Semiparametric Probability Functions. Let t = 0;1 and
s = 0;1. Then, referring to (D1,D4), in the probability function ^ Pst, replace
the denominator ^ fc1 (v;0) with ^ fA
c1 and the denominator ^ f (v;0) with ^ fA
c1: Term
the resulting (adjusted) probability as ^ P A
st:
D7. Likelihood Trimming. De￿ne ^ ￿ix as an indicator if one of the continuous
X0s is between lower and upper sample quantiles and de￿ne ^ ￿iv as an indicator
that is one if the estimated index vector V
￿
^ ￿1
￿
is between lower and upper
sample quantiles. Here, ^ ￿1 is a consistent estimator for ￿o that is de￿ned below.
13D8: The Unadjusted Estimator De￿ne the ￿rst stage estimator:
^ ￿I ￿ argmax
￿
^ LI (￿); ^ LI (￿) ￿
N X
i=1
^ ￿ix
X
r;s
YistLn
￿
^ Pist (￿)
￿
:
Referring to (D6), recall that ^ ￿iv is a trimming function based on the estimated
index vector: V
￿
^ ￿1
￿
. Then, with ^ P A
st de￿ned as in (D5), in the objective
function above, replace ^ ￿x with ^ ￿v and ^ Pist with ^ P A
ist. Terming the new objective
function as ^ LII (￿); de￿ne the second stage estimator:
^ ￿II ￿ argmax
￿
^ LII (￿):
D9. The Adjusted Estimator. Let ^ wist (￿0) ￿ r￿ ^ P A
ist (￿0)= ^ P A
ist (￿0). Then,
de￿ne the bias component of the gradient to ^ LII (￿) as:
^ B (￿0) ￿ ￿
N X
i=1
^ ￿iv (￿0)
X
r;s
h
^ P
A
ist (￿0) ￿ Pist (￿0)
i
^ wist (￿0):
De￿ne ^ P ￿
irs (￿) as an estimated semiparametric probability function where the
components are based optimal window parameters: r = r￿ = 1=6 and r2 =
r￿
2 = 1=5: De￿ne:
^ B
￿
￿
^ ￿II
￿
￿ ￿
N X
i=1
^ ￿iv
￿
^ ￿II
￿X
r;s
h
^ P
￿
ist
￿
^ ￿II
￿
￿ Pist
￿
^ ￿II
￿i
^ wist (￿0):
14Then, de￿ne a gradient correction as:
^ C
￿
^ ￿II
￿
￿ ^ B
￿
￿
^ ￿II
￿
￿ ^ B
￿
^ ￿II
￿
:
With ^ H ￿ ^ H
￿
^ ￿II
￿
as the estimated hessian, the adjusted estimator is de￿ned
as:
^ ￿
￿
￿ ^ ￿II ￿ ^ H
￿
^ ￿II
￿￿1
^ C
￿
^ ￿II
￿
:
As stated earlier, the proofs exploit a residual-like property of the derivative
(with respect to the parameters) of the true semiparametric probability function,
with this derivative having conditional expectation of zero when evaluated at the
true parameter values. By using this property, which we will de￿ne and prove below,
we can further control for the bias in the gradient to the objective function, which
is essential to establishing asymptotic normality. In so doing, we will not be able
to trim on the basis of X and instead must trim on the basis of estimated indices.
Such trimming a⁄ords "protection" against small denominators when analyzing the
gradient as it will be evaluated at the true parameter values. However, such trimming
is problematic for analyzing the averaged log-likelihood and the hessian matrix as we
need to examine these components away from the truth. If trimming is based on
arbitrary parameter values, then there are again problems in establishing consistency.
Therefore, as in Klein and Spady (1993), we employ the ￿ adjustment factors in
(D5) above for this purpose. These factors will vanish exponentially provided the
density is not "too small". In this manner, such factors will quickly vanish from the
gradient where they are not needed. However, when the index (evaluated at arbitrary
15parameter values) is close to its support boundaries, then this term vanishes slowly.
In this manner, we can control density denominators when analyzing likelihood and
hessian components.
4 Asymptotic Results
Employing higher order kernels or local smoothing, several papers show that this
two-stage estimator attains
p
N￿ normality in the single index case Klein and Spady
[1993] and in double index models (Klein and Vella [2007]). ) In the single index case,
Klein and Shen [2008] show that asymptotic normality is obtained at a
p
N rate for
a second stage SLS estimator. To improve the performance of a test statistic in that
paper, a bias correction was also introduced. In the double index case, the second
stage estimator is not asymptotically normal at a
p
N￿ rate. We extend the bias
correction in Klein and Shen and establish
p
N￿ normality for the resulting adjusted
estimator for double-index models.
Beginning with the ￿rst stage estimator, from standard Taylor series arguments:
p
N
￿
^ ￿I ￿ ￿0
￿
= ￿ ^ H
￿1
I
p
N ^ GI (￿0);
where ^ HI and ^ GI are the hessian and gradient with respect to the ￿rst-stage objective
function ^ LI. Using standard uniform convergence arguments, it can be shown that
the hessian converges to a ￿xed matrix. Accordingly, asymptotic normality for the
estimator is based on the gradient component. For this component, it can be shown
16that with Pirs as the true probability:
p
N ^ GI =
p
N
h
^ A(￿0) ￿ ^ B1 (￿0)
i
;
^ A(￿0) ￿
N X
i=1
^ ￿ix (￿0)
X
r;s
[Yist ￿ Pist] ^ wist (￿0)
^ B1 (￿0) ￿
N X
i=1
^ ￿ix (￿0)
X
r;s
h
^ Pirs (￿0) ￿ Pirs
i
^ wists (￿0)
For the ￿rst gradient term, under a mean-square convergence argument, it can be
shown that:
p
N
h
^ A(￿0) ￿ A(￿0)
i
p
! 0;
A(￿0) ￿
N X
i=1
￿ix (￿0)
X
r;s
[Yist ￿ Pist (￿0)]wist (￿0)
With A(￿0) having expected value of 0, it is the the B-gradient component that is
responsible for the bias in the estimator. Without resorting to higher order kernels,
the bias in this component does not vanish fast enough to establish asymptotic nor-
mality. There are two bias controls that are useful in dealing with this component.
To develop the ￿rst bias control, we exploit a result due to Whitney Newey. To
provide this result, let X be a vector of exogenous variables and let V (￿0) = F(X;
￿0) denote a function of X or a vector of such functions, with ￿0 as a vector of true
parameter values. The dimension of V is less than X, and will be 1 or 2 here.
Assume the index model with V serving as an index vector in that:
E (Y j X) = E (Y j V (￿0)):
17Then, Newey has shown that:
E f[r￿E (Y j V (￿))j￿=￿0] j V (￿0)g = 0:
The proof, which is based on the chain-rule, can be found in Klein and Sherman(2002).
It involves showing that the above derivative of a semiparametric expectation equals
the di⁄erence between corresponding parametric derivative and its expectation con-
ditioned on the true index. In this manner, this derivative behaves as a "residual"
and can be employed as a bias control.
To be able to apply Newey￿ s result, it is important in an iterated expectations
argument that only the estimated weighting term depend on X. In this regard, the
X-trimming poses a problem. If the trimming function depended on indices rather
than on X, then there would be some possibility of exploiting Newey￿ s result to lower
the bias. Accordingly, in the second stage estimator, we trim on the basis of the
indices obtained from the ￿rst stage. In this case, the relevant bias component of
the gradient becomes:
^ B2 (￿0) ￿
N X
i=1
^ ￿iv (￿0)
X
r;s
h
^ P
A
irs (￿0) ￿ Pirs
i
^ wirs (￿0)
While this device makes it possible to show that the bias vanishes faster than it
would otherwise, this type of trimming only provides protection for small denomina-
tors for ￿ in a neighborhood of ￿0: Consequently, the consistency argument becomes
problematic. To resolve this issue, following Klein and Spady (1993), we employ
adjusted probabilities as de￿ned above so as to control the rate at which denomina-
tors converges to zero. We are able to show that this device restores the consistency
18argument.
It can be shown above device increases the rate at which the bias in the estimator
vanishes as the sample sizes increases. Monte-carlo results indicate that this reduction
is noticeable in moderately sized samples. It would now be possible to establish
p
N normality if the estimated weight could be taken as known. In the single index
case, this is indeed the case, but in a double index model the estimated weight does
not converge to the truth su¢ ciently fast to take it as known. The ￿nal adjustment,
which can be viewed as a bias or a smoothing adjustment, makes it possible to take
the estimated weight as known and the argument then follows. As stated earlier, this
adjustment is an extension of that developed by Klein and Shen (2008) for single
index models.
To sketch out the intuition for the ￿nal adjustment, notice that the "bias" com-
ponent of
p
N
￿
^ ￿ ￿ ￿9
￿
is given from a standard Taylor series expansion as:
^ H
￿
￿
+￿￿1 p
N ^ B2 (￿0)
Referring to (D9), suppose that we knew ￿0 and the intermediate point ￿
+: In this
case, it would be natural to de￿ne an adjustment estimator as:
^ ￿
￿
￿ ^ ￿II ￿ ^ H
￿
￿
+￿￿1 ^ C (￿0)
￿ ^ ￿II ￿ ^ H
￿
￿
+￿￿1 h
^ B2 (￿0) ￿ ^ B
￿
2 (￿0)
i
:
In this case, the estimator would have the same Taylor series representation as above,
but with ^ B￿
2 (￿0) replacing ^ B2 (￿0): With the probability component of ^ B￿
2 (￿0)
depending on an optimal window that di⁄ers from all other windows in this problem,
19it can now be shown that the weight may be taken as given and the normality proof
follows. In maximization problems, one window choice is made and this choice
impacts underlying density estimates and their derivatives. The devise above, if
feasible, would make it possible to select a window for a key component of the problem
that di⁄ers from all others.
While the above adjustment is not feasible, it can be shown that it is appropriately
close to one that is feasible. Namely, one can show that:
p
N
￿
^ H
￿
￿
+￿￿1 ^ C (￿0) ￿
￿
^ H
￿
^ ￿II
￿￿1
^ C
￿
^ ￿II
￿￿￿
p
￿! 0:
With the above derivation being an important step in the proof, asymptotic normality
then follows.
5 Simulation Evidence
To illustrate the ￿nite sample performance of our procedure we examine several de-
signs. The ￿rst model we consider the binary treatment model with additive errors.
The model has the following structure:
y1 = I (x1 + ￿x3 + :75 ￿ y2 > "i)
y2 = I (x2 + ￿x3 > ￿i)
20where the errors are generated as:
vi s N(0;1)
"i = vi + N(0;1):
and we set ￿ = 1 and ￿ = ￿1: In addition x1 and x3 are generated as standard
normals while x2 = (￿:5￿x3+N(0;1))=sqrt(1:25). Using this design we examined the
procedures ability to estimate the index parameters and the marginal e⁄ect. We set
N = 2000 and conducted 400 replications. Some of these results are reported in Table
1 in the upper panel denoted Design 1. The average estimates from the replications
are reported in the table along with the standard error from the replications.
Given the normalizations imposed in estimation we estimate the ￿ and ￿ para-
meters. Table 1 indicates that the procedure performs remarkably well in estimating
these parameters. While the preferred estimates, denoted "Bias Adjusted" reveal no
notable bias it is worth noting that the unadjusted estimated based on the index
trimming perform comparably well. Even the estimated based on X-trimming per-
form remarkably well in this setting. These estimates generally support the idea that
regular kernels perform well.
In addition to these index parameters we attempt to estimate the implicit "treat-
ment e⁄ect". The true e⁄ect in this setting had an average value of .167 with a
standard deviation from the 400 replications or .002. In order to illustrate the bias
we report the OLS and this is .387 with a standard error of .020. It is common
practice to estimate this type of model by instrumental variables and the average
estimate here is .147 with a standard deviation of .053. Finally, using our approach
we obtained an estimate of .140 with a standard deviation of .053. Thus while our
21the average point estimate reveals some bias the procedure does well in estimating
the treatment e⁄ect.
In a second experiment we examined the ability of the estimator to estimate the
index parameters when the treatment e⁄ect enters non linearly. More speci￿cally the
model is now:
y1 = I (((x1 + ￿x3) ￿ (1 + :75 ￿ y2)) > "i)
y2 = I (x2 + ￿x3 > ￿i)
where the treatment enters the outcome equation in a multiplicative manner. For this
speci￿cation we set N = 1000 and conducted 100 replications. Note that the estimates
of ￿ di⁄er from the ￿rst design as ￿ and ￿ are estimated simultaneously. The estimates
of these index parameters are reported in Table 1 under the heading Design 2 noting
that the standard error from the replications are reported in parentheses under the
estimates.
The estimates for this second design con￿rm the conclusion from the ￿rst design.
First, the relatively bigger gain in the various estimation steps comes from the form of
trimming. The bias corrections do relatively little although, as with the ￿rst design,
this might be due to the lack of bias induced through the use of regular kernels. Also,
while the standard errors are bigger this is partially due the smaller sample size.
However, as the estimators are
p
N consistent, the relatively larger standard errors
for the ￿ re￿ ects the greater di¢ culty in estimation due to the multiplicative role of
y2:
22￿ ￿
Design 1
X-trimming .983 -1.020
(:119) (:082)
Index trimming 1.001 -1.006
(:097) (:074)
Bias Adjusted 1.000 -1.010
.(095) (:074)
Design 2
X-trimming .929 -.997
(:212) (:111)
Index trimming 1.019 -.991
(:193) (:106)
Bias Adjusted 1.017 -.994
(:193) (:107)
23References
[1] Ichimura, H, (1993):￿Semiparametric least squares (SLS) and weighted SLS esti-
mation of single index models￿Journal of Econometrics, 58, 71-120.
[2] Ichimura, H., and L.F.Lee (1991): ￿Semiparametric least squares (SLS) and
weighted SLS estimation of multiple index models: Single equation estimation,￿
in Nonparametric and Semiparametric Methods in Econometrics and Statistics,
ed. W.Barnett, J.Powell and G.Tauchen, Cambridge University Press.
[3] Klein, R. and Shen, C. (2008): "Bias Corrections in Testing and Estimating
Semiparametric, Single Index Models," unpublished manuscript
[4] Klein, R. and R. Spady (1993): ￿An E¢ cient Semiparametric Estimator for the
Binary Response Model,￿Econometrica, 61, 387-421.
[5] Klein, R. and F.Vella (2007): "A Semiparametric Model for Binary Response and
Continuous Outcomes Under Index Heteroscedasticity," forthcoming Journal of
Applied Econometrics.
[6] Ser￿ ing, R.S. (1980) : Approximation Theorems of Mathematical Statistics. New
York; Wiley.
[7] Shen, C. (2008): "Determinants of Healthcare Decisions: Insurance, Utilization,
and Expenditures," unpublished manuscript
[8] Silverman, P. (1986): Density Estimation. New York; Chapman and Hall.
246 Appendix
The appendix is in progress.
25