Abstract. Given a regular matrix pencil A + µE, we consider the problem of determining the nearest singular matrix pencil with respect to the Frobenius norm. We present new approaches based on the solution of matrix differential equations for determining the nearest singular pencil A + ∆A + µ(E + ∆E), one approach for general singular pencils and another one such that A + ∆A and E + ∆E have a common left/right null vector. For the latter case the nearest singular pencil is shown to differ from the original pencil by rank-one matrices ∆A and ∆E. In both cases we consider also the situation where only A is perturbed. The nearest singular pencil is approached by a two-level iteration, where a gradient flow is driven to a stationary point in the inner iteration and the outer level uses a fast iteration for the distance parameter. This approach extends also to structured matrices A and E.
A + µE associated with the linearization either in an a priori analysis phase or even at every integration step, since a system with a pencil A + µE that is close to a singular pencil within the uncertainty of the data or rounding and discretization errors behaves essentially like a singular system, and so the results of numerical simulations cannot be trusted.
In summary, we discuss the problem of computing the distance to singularity d(A, E) = min{∥(∆A, ∆E)∥ : (A + ∆A, E + ∆E) is singular}, (
where we consider as metric the Frobenius norm ∥(∆A, ∆E)∥ = ∥[∆A, ∆E]∥ F . In many applications, in particular those arising from network analysis, see e.g. [24] , or multi-body system simulation, see e.g. [4] , the physical application restricts the perturbations of the pencil A + µE, where data uncertainties arise. Thus, it is also of great interest to study the case that the perturbations are restricted, e.g., by perturbing only one of the matrices E, A, by allowing only real perturbations, by allowing only low rank perturbations or by requiring symmetries in the perturbations [21] .
An important special case is that the matrix E is not perturbed at all, i.e., ∆E ≡ 0. For example, in certain models from circuit simulation [24] , often the matrix E is a matrix with entries {0, 1, −1}, which describes the network topology and therefore is typically not influenced by possible parameter uncertainties. Another important class of applications is that of semi-explicit DAEs [1, 12, 13] , where E = diag(1, . . . , 1, 0, . . . , 0). In these examples and many others, it is appropriate to study perturbations only in the matrix A, and then we consider the distance d A (A, E) = min{∥∆A∥ : (A + ∆A, E) is singular}.
(
1.4)
We use the convention that d A (A, E) = ∞ if E is nonsingular.
The computation of the distances d(A, E) and d A (A, E)
is a challenging open problem [2, 16] and only in few special cases computational methods have been developed, see [2, 21] . The reason that this problem is difficult arises from the fact that the nearest singular pencil may be one which has a higher dimensional singular block in its Kronecker canonical form (KCF), see [5] , and it is not clear a priori which block structure is the one which is closest.
Calling vectors in the kernel of a matrix null vectors of the matrix, it is seen from the KCF that for singular pencils, E and A may have a common left or right null vector or not. To deal with the first case, we introduce the distance to a pencil with common null vectors In Section 2 we describe the general methodology of eigenvalue optimization based on solving ordinary differential equations (ODEs) whose trajectories follow descent directions of a suitably chosen minimization functional over perturbations of a given norm, and to optimize this norm in a fast outer iteration; cf. [7] - [10] . Here we extend this approach to the problem of computing the distance to singularity. In Section 3 we consider the special situation that the perturbed pencil is required to have a common nullspace but only one of the matrices is perturbed, while the common nullspace problem with perturbations in both matrices is studied in Section 4.
Notation: For matrices A = [a i,j ], B ∈ C n,n we denote by Λ(A) the spectrum of A, and by ⟨A, B⟩ = trace(A H B) the inner product corresponding to the Frobenius norm ∥A∥ F = ( ∑ n i,j=1 |a i,j | 2 ) 1/2 . Here A H denotes the conjugate transpose of A.
2. An ODE-based approach to computing the distance to singularity.
To compute the distances d(A, E), d A (A, E) and d 0 (A, E), d
0 A (A, E), we use an approach that is based on inner-outer iteration. The inner method uses the numerical integration of the gradient system of a suitable optimization function for perturbations (∆A, ∆E) of a prescribed norm ε, and the outer method is a fast Newton-like iteration for finding the smallest perturbation size ε that makes the pencil singular. Two-level iterations of a similar type have previously been used in [7] - [10] for other matrix-nearness problems.
In order to deal with eigenvalue optimization, we first recall a classical variational result. The derivative of a simple eigenvalue and an associated eigenvector of a matrix C(t) with respect to variations in a real parameter t of the entries is well-studied, see e.g. [15] . Using the notationĊ(t) := 
let λ(t) be a simple eigenvalue of C(t) and let x(t) and y(t) be the associated right and left eigenvectors. Then, y(t) H x(t) ̸ = 0 and λ(t) is differentiable withλ
To check singularity for a matrix pencil (A, E) we use the following characterization of a singular pencil. Let µ 1 , . . . , µ d ∈ C be d ≥ n + 1 distinct numbers, chosen arbitrarily. Then, as a direct consequence of the fundamental theorem of algebra, the pencil (A + ∆A, E + ∆E) is singular if and only if det (A + ∆A + µ i (E + ∆E)) = 0 for all i = 1, . . . , d.
Thus, we can recast the problem of computing the distance to singularity as computing a minimum norm pencil (∆A * , ∆E * ) satisfying
To formulate an optimization problem equivalent to (2.2), we introduce the functional
where λ i (∆, Θ) is the smallest (in absolute value) eigenvalue of the matrix (A + ε∆)
In order to minimize G ε (∆, Θ), we construct two families of matrices A+ε∆(t) and E + εΘ(t), where ∆(t), Θ(t) ∈ C n,n satisfies ∥[∆(t), Θ(t)]∥ F = 1 and G ε (∆(t), Θ(t)) is a monotonically decreasing function of t and lim t→∞ ∆(t) = ∆ ∞ , lim t→∞ Θ(t) = Θ ∞ . These families are constructed such that G ε (∆, Θ) is locally minimized over all such pairs (∆, Θ) of unit Frobenius norm. Remark 2.2. Alternatively, we can replace in (2.3) the smallest eigenvalue by the smallest singular value. The methods that we present below will work analogously for this modified cost functional. We compared both cost functionals in a few numerical experiments, where they worked similarly well.
Remark 2.3. The choice of µ 1 , . . . , µ d may have an influence on the numerical results, but this did not appear to be a critical issue in our numerical experiments. We had good experience with the choice µ k = r e 2πki/d with a radius r that is of the magnitude of ∥E∥/∥A∥.
The inner iteration, steepest descent.
To minimize the cost functional (2.3) with respect to the Frobenius norm, we use as inner iteration a steepest descent method and extend the ideas developed in [8, 9, 10] .
If G ε (∆, Θ) > 0, then the derivatives∆,Θ are chosen in the direction that gives the maximum possible decrease of G ε (∆, Θ). Here, to satisfy the norm constraint
By Lemma 2.1, for a simple eigenvalue λ(t) = r(t)e iθ(t) of the matrix-valued function A + ε∆(t) + µ(E + εΘ(t)), with associated left and right eigenvectors y(t) and x(t), respectively, we have (omitting the dependence on t)
In the following we shall always impose a scaling of the eigenvectors y and x by
(using θ = 0 if λ = 0) which makes the denominator of (2.4) real and positive (note that |y H x| ̸ = 0 since λ is assumed to be simple). Thus, with this normalization we have 6) so that α is well defined by the simplicity assumption and α ̸ = 0 if λ ̸ = 0. Assuming (which is a generic property) that the smallest eigenvalue λ i of A + ε∆(t) + µ i (E + εΘ(t)) is simple for all i, we obtain
is determined by the following optimization problem: 9) where the normalization ∥[Z, W ]∥ F = 1 guarantees uniqueness under the assumption that λ i is simple. The optimum in (2.9) is characterized by the following lemma.
. Then the solution of the optimization problem (2.9) is given by Using Lemma 2.4, we obtain a gradient system for G ε (∆, Θ) with initial data [∆ 0 , Θ 0 ] of unit Frobenius norm, which is given bẏ
where K and L are defined by (2.8) and η = Re⟨∆, K⟩ + Re⟨Θ, L⟩. The following result is an immediate consequence of (2.11).
Proof. The result follows directly from Lemmas 2.1 and 2.4.
which are both generically different from zero (note that the set of real vectors
is a subspace of R 2d of dimension 2d − 2). Consequently K and L generically do not vanish.
Remark 2.7. Integrating the system (2.11) will usually lead us (by monotonicity) to a local minimum which is not necessarily global. In order to increase the robustness of the approach it is useful to compute several trajectories starting from different initial data. 
is a smooth function of ε in a left neighborhood of ε ⋆ . This property is exploited in the following result which provides an explicit and easily computable expression for the derivative of G ε (∆(ε), Θ(ε)) with respect to ε. Here, K(ε) and L(ε) are the matrices (2.8) that correspond to the eigenvalues λ i (ε). Both K(ε) and L(ε) are generically nonzero by Remark 2.6. Theorem 2.9. Consider a regular pencil (A, E) with A, E ∈ C n,n and a perturbed pencil (A + ε∆(ε), E + εΘ(ε)) that has the following properties:
Proof. Since by assumption λ(ε) is simple, we can employ the derivative formula (Lemma 2.1) and, denoting the derivative
Applying this similarly in (2.6) we obtain
To prove the assertion, we show that
The minimality property of G ε (∆(ε), Θ(ε)) implies that
Now suppose that for some ε 0 , this inequality would actually be strict. Consider
Then, for all ε sufficiently close to ε 0 , we would have the corresponding inequality G ε ( ∆(ε), Θ(ε)) < G ε (∆(ε), Θ(ε)). This, however, contradicts the minimality of (∆(ε), Θ(ε)) and hence (2.14) holds.
By assumption iii), extremizers of G ε (∆, Θ), which are stationary points of (2.11), have the property that ∆(ε) is proportional to K(ε) and Θ(ε) is proportional to L(ε) with the factor η = Re⟨∆(ε), K(ε)⟩+Re⟨Θ(ε), L(ε)⟩. Together with (2.13) and (2.14), this concludes the proof.
The derivative formula in Theorem 2.9 allows us to construct a quadratically convergent Newton-like method to compute an approximation to the root ε ⋆ of g(ε) = G ε (∆(ε), Θ(ε)), which can be expanded as
and can be estimated by the knowledge of g(ε) and g ′ (ε) (via Theorem 2.9) for ε < ε ⋆ . Solving with respect to ε gives
For ε = ε k < ε ⋆ , we obtain the Newton iteration
and get a locally quadratically convergent iteration from the left (if instead ε k > ε ⋆ we should use bisection, which would give a linear reduction of the error from the right).
Numerical examples.
To illustrate the inner-outer iteration described in the last subsections we present some numerical examples. We first consider a problem with fixed E so that the gradient system is simplified tȯ
where K is defined in (2.8) and η = Re⟨∆, K⟩. All examples have dimension 3 and we use µ ℓ = e iℓπ/2 , ℓ = 1, . . . , 4 as evaluation points to check the singularity. Note that in this case (up to four digits) ∥∆∥ F = 0.84043 and ∥Θ∥ F = 0.54191 so that the matrix A has been perturbed more significantly than E. The singular pencil (A + ε ⋆ ∆, E + ε ⋆ Θ) is closer to (A, E) than the one computed in Example 2.10 and has still no common null vector. Again the extremal perturbations ∆, Θ have full rank and in this case they are real. ⋄ Example 2.13. Consider again the pencil of Example 2.11. Allowing perturbations in both matrices and using repeated numerical integration of (2.11), we compute an upper bound d(A, E) ≈ ε ⋆ = 1.065 and perturbed matrices (to 10 digits) In this case (rounded to four digits) ∥∆∥ F = 0.5124 and ∥Θ∥ F = 0.8588 so that the matrix E has been perturbed more significantly than A. Again the singular pencil
is closer to (A, E) than that of Example 2.11, but in this case there is no common null vector. The extremal perturbations ∆, Θ have full rank and in this case the extremal perturbations ∆, Θ are non-real. ⋄ An extensive numerical investigation suggests that in the case of singular pencils with a common null vector the extremal perturbations ∆, Θ have rank one. This will be proved rigorously below.
Real perturbations.
In this subsection we extend the approach to the case where the matrices A, E are real and the perturbations ∆A, ∆E are required to be real as well. In this case we compute We can simply extend Lemma 2.4 and replace the matrices K, L by Re(K) and Re(L). This yields the system of ODEs Again the perturbed matrices A + ε ⋆ ∆, E have no common null vector. ⋄
Comparison with purely algebraic approaches.
The new approach is based on optimization methods for differential equations. The question arises whether the approximations obtained via this approach are superior to those obtained in a purely linear algebra fashion. In general these different approaches are hard to compare, since they proceed via completely different optimization methods. Except for special cases, see [2, 21] , no proof is available that the true distance has been obtained. However, extensive numerical tests indicate that the differential equation approach achieves smaller bounds for the distance to singularity in all cases.
The easiest of the linear algebra approaches (which is not using an optimization) is to compute the generalized Schur form (U H EV, U H AV ) = (S, T ) of the pair (A, E) with upper triangular matrices S, T and then to create a pair of zero diagonal elements in the upper triangular matrices S and T . Considering the third diagonal element of S to be zero, we see that an upper bound for the smallest (real and even rank-one) perturbation in T that makes the pencil singular is of size ≈ 0.8909, while the smallest perturbation in both matrices is obtained by perturbing the second diagonal element in both S and T to zero, which is of order 0.2084 in Frobenius norm. Both perturbations are larger than the minimal perturbations obtained by the ODE approach. ⋄ Example 2.16. Consider the following example from [2] with matrices
with real orthogonal matrices U, V . The smallest perturbation that makes the pencil singular, perturbing both E, A or only A is real, of rank one and of size .0001.
The ODE approach correctly yields a closest singular pair at a distance approximately .0001 for different choices of U and V . ⋄ Example 2.17. Consider next the following example of an 8 × 8 matrix pencil arising from the model of a two-dimensional, three-link mobile manipulator from [2, Example 14] . 
] .
An application of the method presented in this paper gives as result the bound d(A, E) ≈ 0.011, which is consistent with the best result given in [2] . We have seen in this section that with the ODE approach we are able to compute approximations from above for the distance to singularity, perturbing both matrices A, E or only A and we can even deal with the real case analogously.
It cannot be guaranteed that the optimization approach reaches a global minimum. However, starting from different initial values, the method has the option to find several local minima. As the examples demonstrate, the minimum may not be achieved by a perturbation where the perturbed matrices have a common null vector. However, if we make it a requirement that we are only looking for a smallest perturbation with this property, then the situation changes drastically. This will be discussed in the next section.
3. Distance to singular pencils with common null vectors: the case of fixed E. In this section we consider the ODE-based approach for the minimization problem of finding a nearby pencil with a common right null vector. A common left null vector is simply obtained by applying the same procedure to the pair (A H , E H ). We first discuss extensively the case that only the matrix A is perturbed and then extend the approach to the perturbation of both matrices in the next section. In both cases we prove that the smallest perturbations which make the pencil singular, have rank one.
Simple upper and lower bounds for d
0 A (A, E). Let us first discuss purely algebraic techniques to construct some upper and lower bounds.
The simplest lower bound is given by the distance to singularity of A, which in the unstructured case is given by the smallest singular value σ n (A). This provides the lower bound
To get an upper bound for the distance to singularity we can employ the generalized singular value decomposition of the pair (A, E), see [6] . We have the following Lemma.
Lemma 3.1. Let A, E ∈ C n,n with E singular and (A, E) regular. Let XAV = C, XEU = D be the generalized singular value decomposition with U, V unitary, X invertible, and 
, XEU e n = 0, which proves the result. Lemma 3.1 gives a numerically computable rank-one perturbation to A that creates a common null vector, which even is real in the real case. This clearly gives a simple upper bound for the distance to singularity. This perturbation would actually be minimal in Frobenius norm if the matrix X were unitary, which however is usually not the case. A sufficient condition for X to be unitary is that 
where m * is the index of the eigenvalue where the bound is minimized. This upper bound is of limited practical value, since its computation requires the Jordan canonical form which is usually not numerically computable. Using instead the ordered Schur form, see [6] ,
with Q unitary and S upper triangular, we have that the first column of Q forms an eigenvector and we can apply the same approach of setting the eigenvalue to 0 and replace the eigenvector by its orthogonal projection onto the kernel of E, to obtain singular pencil. Using eigenvalue reordering, see [6] , we can reorder the eigenvalues one by one to the top and apply the projection in the same way and then minimize over all possible eigenvalues. This gives a numerically computable upper bound realized by a rank-one perturbation. Usually this approach cannot be applied to obtain a real perturbation if the eigenvalues are non-real. Further bounds obtained from a purely algebraic approach are derived in [2] .
A third upper bound is obtained from the singular value decomposition
with Σ = diag(σ 1 , . . . , σ n ) and
,
is singular with common null vector V e n , since
This is, however, a perturbation in both matrices and it is a rank-one perturbation in each of the two. Then by construction x :=Ṽ e n is a common null vector of E and A + ∆A, but we do not know whether this is of minimal Frobenius norm. Example 3.3. Consider again the pencil from Example 2.11. In this case the perturbation obtained via (3.2) is 2.1684 which is again larger than the bound 1.8907 obtained via the ODE approach. ⋄ In the following subsection we proceed again via the ODE approach.
An ODE-based approach for computing d 0

A (A, E).
In the following we assume that E ∈ C n,n is singular, has rank m < n and is not perturbed. As in the algebraic approach in the previous subsection, to reformulate the problem, we construct a perturbation so that A + ∆A has an eigenvector x to the eigenvalue 0 in the kernel of E, so that
This leads to the following constrained minimization problem ∆A * = arg min ∆A∈C n,n ∥∆A∥ subject to (A + ∆A)x = 0 for some x ∈ C n , x ̸ = 0 and
This is a classical matrix nearness problem, see [14] . To employ an ODE based optimization approach, we make use of the restricted singular value decomposition E = U ΣV H with U ∈ C n,m and V ∈ C n,m unitary and Σ m ∈ R m,m diagonal with positive entries. Note that in the real case the factors are real.
In the inner iteration, for any fixed ε we compute a (local) minimizer of the functional
where (x, λ) is an eigenvalue/eigenvector pair of A + ε∆ and ∥∆∥ F = 1. The local minimizer is determined as the stationary point of the associated gradient system. In general this will not be a global minimizer, although this seems to be the case in all our experiments of small dimension (where we performed an investigation on a very large number of samples).
For the outer iteration, we consider a continuous branch of minimizers ∆(ε) and vary ε iteratively by exploiting the knowledge of the exact derivative of f (ε) = F ε (∆(ε)) with respect to ε. We obtain superlinear convergence.
To derive the gradient system we make use of the following definition.
Definition 3.4. Let M be a singular matrix with a simple zero eigenvalue. The group inverse (reduced resolvent) of M is the unique matrix G satisfying
M G = GM, GM G = G, and M GM = M.
We have the following lemma.
Lemma 3.5. [22, Theorem 2] Given a smooth matrix function C : R → C n,n , let λ(t) be a simple eigenvalue of C(t) and let x(t) and y(t) be the associated right and left eigenvectors, depending smoothly on t and normalized such that ∥x(t)∥ 2 = ∥y(t)∥
2 = 1.
Moreover, let M (t) = C(t) − λ(t)I and let G(t) be the group inverse of M (t). Then the eigenvectors satisfy the following system of differential equations: x(t) = x(t) x(t) H G(t)Ṁ (t)x(t) − G(t)Ṁ (t)x(t), y(t) H = y(t) HṀ (t)G(t)y(t)y(t) H − y(t) HṀ (t)G(t) . (3.5)
In order to minimize the functional F ε (∆), we construct a family of matrices A + ε∆(t), with ∆(t) ∈ C n,n and ∥∆(t)∥ F = 1, such that lim t→∞ ∆(t) = ∆ ∞ and an eigenvector/eigenvalue pair (x, λ) of A + ε∆ ∞ exists such that F ε (∆) is locally minimized (over all matrices ∆ of unit norm).
If F ε (∆) > 0, then the derivative∆ is chosen in the direction of steepest descent of F ε (∆) for the chosen eigenvalue/eigenvector pair of A + ε∆.
We start by considering the first summand .4)), which we assume to be different from zero.
Let λ be a simple eigenvalue of A + ε∆ and let x, y be the associated right and left eigenvectors, normalized according to (2.5) . Proceeding as in (2.6) we get
so that α is well-defined by the simplicity assumption and α ̸ = 0 if λ ̸ = 0. Next we consider the second summand
, which we again assume to be different from zero. We get
This requires the derivative of the eigenvector x of A + ε∆(t), which is given by Lemma 3.5. Inserting (3.5) into (3.7) we obtain 1 2
Using that for a simple eigenvalue Gx = 0 and y H G = 0, see [22] , we get that the second summand of (3.8) vanishes. Hence
. Therefore, with w = αy + νv, we have
Then, the optimal steepest descent direction Z =∆ for F ε (∆) (see (3.6) and (3.8)) is determined by the following optimization problem, where w is assumed to be different from zero. The solution to the optimization problem (3.9) is given in the following lemma. Lemma 3.6. Let ∆ ∈ C n,n be of unit Frobenius norm, and let w, x ∈ C n \ {0} be such that ∆ is not proportional to wx H . Then the solution of the optimization problem (3.9) is given by
where κ is the Frobenius norm of the matrix on the right hand side. Proof. The result follows by noting that the expression in (3.10) is the orthogonal projection of the rank-one matrix wx H to the subspace {Z : Re⟨∆, Z⟩ = 0}. Lemma 3.6 suggests to consider the following gradient system for F ε (∆),
where y(t), x(t) are left and right eigenvectors, respectively, of unit norm associated with a simple eigenvalue λ(t) = re iθ of A + ε∆(t) (for fixed ε), and with y
The following result shows the monotonic decrease of F ε (∆(t)) along every solution of (3.11).
Theorem 3.7. Let ∆(t) of unit Frobenius norm satisfy the differential equation (3.11). If λ(t) is a simple eigenvalue of
Proof. The result follows directly from Lemmas 2.1, 3.5 and 3.6. The following lemma characterizes the right hand side of (3.11). 
. Since λ is simple, the group inverse G of A + ε∆ − λI has rank n − 1. This implies that ker(G H ) = span(y), and hence w = 0. Therefore
which gives a contradiction, since x H y ̸ = 0. Lemma 3.8 implies that at a stationary point of (3.11) for which F ε (∆) > 0, the summands in the right-hand side of (3.11) cannot vanish simultaneously.
Stationary points of (3.11), which are potential minimizers for the computation of F ε (∆), can be characterized as follows.
Theorem 3.9. Consider the functional (3.4) and suppose that F ε (∆) > 0. Let λ be a simple eigenvalue of A + ε∆ (for fixed ε) and let y, x be the associated left and right unit norm eigenvectors, respectively. Then the following are equivalent on solutions of (3.11).
(2)∆ = 0; (3) ∆ is a real multiple of wx H (where w = αy + νv). Proof. The proof follows directly by equating to zero the right hand side of (3.11) and by Lemma 3.8, which prevents that w = 0.
The following theorem characterizes the local minimizers. 
(ii) ∆ * is a negative multiple of wx H , where w = αy + νv. Proof. First of all note that Lemma 3.8 ensures that wx H ̸ = 0. Assume that (i) does not hold. Then there exists a path ∆(t) through ∆ * such that d dt F (∆(t)) t=0 < 0. The minimization property established by Lemma 3.6 together with Lemmas 2.1, and 3.5 shows that also the solution path of (3.11) passing through ∆ * is such a path. Hence ∆ * is not a stationary point of (3.11), and Theorem 3.9 then yields that ∆ * is not a real multiple of wx H . This implies that also (ii) does not hold.
Conversely, if ∆ * is not a real multiple of wx H , then ∆ * is not a stationary point of (3.11), and Theorems 3.9 and 3.7 yield that d dt F (∆(t)) t=0 < 0 along the solution path of (3.11).
Moreover, using a similar argument to [9, Theorem 2.2], if
Hence, by exploiting Lemmas 2.1 and 3.5, as well as
As a consequence, if in Theorem 3.9 we have that F ε (∆) > 0 is locally minimal, then
which is a rank-one matrix.
3.3.
Rank-one property of the solution of the common null vector problem with fixed E. In [21] it was conjectured that the minimal norm perturbation that makes a pencil (A, E) singular, when only A is perturbed, is of rank one. While this does not appear to be true in general (as is indicated by Example 2.10), it does hold for the restricted case of the common nullspace problem. Proof. The result is a consequence of the rank-one property of extremizers. In fact, we have shown above that for any ε such that F ε (∆(ε)) > 0 for ε < ε ⋆ and F ε (∆(ε ⋆ )) = 0, the extremizers ∆(ε) of F ε (∆) have rank one. They converge to a rank-one matrix as ε → ε ⋆ by the lower semi-continuity of the rank. Since for a rank-one matrix the Frobenius norm and the matrix 2-norm are the same, Theorem 3.11 further shows that there is a perturbation ∆A of minimal 2-norm such that A + ∆A and E have a common null vector, which has rank one. There may, however, be further perturbations of the same 2-norm that have arbitrary rank.
3.4.
Rank-one dynamics to compute the distance to singularity with common null space. Since the extremizers of (3.4) are of rank one, we can proceed in complete analogy to [8] to obtain a suitable ODE on the manifold M 1 of rank-one matrices in C n,n . We express ∆ ∈ M 1 as ∆ = σpq H , where σ ∈ C, p, q ∈ C n have unit norm, and the derivativesσ ∈ C,ṗ,q ∈ C n will be uniquely determined from σ, p, q and∆ by imposing the orthogonality conditions p Hṗ = 0, q Hq = 0. In the differential equation (3.11) we replace the right-hand side by its orthogonal projection to the tangent space T ∆ M 1 of the manifold M 1 and obtaiṅ
where x and y are again unit norm right and left eigenvectors, respectively, associated with a simple eigenvalue λ of A + ε∆, with y H x > 0 and w = αy + νv, where α, ν and v are defined as before.
The outer iteration, updating ε.
In this subsection we discuss the outer iteration to update ε. For every ε > 0, the gradient system (3.11) yields a stationary point ∆(ε) of unit Frobenius norm that is a (local) minimum of F ε . The method is constructed to approach, from the left-hand side, the value ε ⋆ > 0 such that F ε ⋆ (∆(ε ⋆ )) = 0 and F ε (∆(ε)) > 0 for ε < ε ⋆ . We make the following generic assumption.
Assumption 3.13. The smallest eigenvalue λ(ε) of the extremal matrix A+ε∆(ε) is simple. Moreover, we assume that ∆(ε) and λ(ε), x(ε) are smooth with respect to ε (at least in a neighborhood of ε ⋆ ). The following result provides an explicit and easily computable expression for the derivative of F ε (∆(ε)) with respect to ε. Theorem 3.14. Consider the optimization problem of determining a rank-one perturbation minimizing F ε (∆(ε)) by perturbing only A. Suppose that:
where
and
Proof. The proof is similar to that of Theorem 2.9.
Having obtained a computational method to compute the minimal rank-one perturbation of A which makes the pencil (A, E) singular, we prove below that actually this gives the solution to the general rank perturbation.
Numerical examples for the common nullspace problem with fixed E.
In this subsection we present several illustrative numerical examples. Example 3.17. Consider, see [6] ,
This is an ill-conditioned triangular matrix with no small diagonal entry. The rankone perturbation ∆ B = −2 2−n e n e 
is easily solvable and the solution is
Note that imposing a left common null vector would lead to the same distance and the optimal perturbation would have the first column equal to the last row of ∆A in reverse order.
Consider for example the case n = 5, where d 
3.7.
Numerical integration of the gradient system. For the numerical integration of the gradient system (3.17) we apply a suitable variable stepsize projected Euler method, in order to preserve the norm of p and q and the modulus 1 property of σ. In order to control the stepsize, we simply require the monotonicity property of the exact flow, i.e., F (∆(t ℓ+1 )) < F (∆(t ℓ )). For this reason we do not estimate ∥∆(t ℓ+1 )−∆ ℓ+1 ∥ as we do not make use of any classical error estimate on the solution.
Concerning the outer iteration, by definition, the function F ε (∆(ε)) has generically a double zero at ε = ε ⋆ and then vanishes identically for ε > ε ⋆ . This suggests to approach the root from the left, while values ε > ε ⋆ may only provide upper bounds. Let f (ε) = F ε (∆(ε)). Since for ε < ε ⋆ we can exploit the knowledge of f (ε) as well as f ′ (ε). Similarly to the case discussed in Section 2.2, for ε k < ε ⋆ we can set
and obtain a quadratically convergent iteration from the left. At every step of the outer iteration we need to compute the smallest eigenvalue and the associated eigenvectors of the matrix A+ε∆ n . For small dense problems we use the QR algorithm implemented in eig, while for problems of large dimension (and possibly sparse structure) we make use of the routine eigs, which is based on ARPACK [19] and implements the implicitly restarted Arnoldi method. A major computational problem when computing the right-hand side of the differential equations (3.11) and (3.17) is the the application of the group inverse G to a vector. In order to compute it efficiently we make use of the following result from [11] .
Theorem 3.18. Suppose that the matrix B has a semisimple eigenvalue 0 with x ∈ ker(B) and y ∈ ker(B H ) of unit norm and such that y H x > 0. Let G be the group inverse of B. Then 
is a rank-one matrix. Hence we can make use of the Sherman-Morrison-Woodbury formula, see [6] , so that with L = (A − λI) −1 , we obtain
This allows for an efficient computation of the application of G to a vector. Note also that G is well-conditioned if λ is not close to another eigenvalue. We usually observe that the term |λ(∆)| 2 is more rapidly converging to zero than the term ∥V H x(∆)∥ In this section we have obtained convincing results and a quadratically convergent method to compute the distance to a singular pencil with common null vector, where only one of the matrices is perturbed. In the next section we consider again the common null vector problem but allow perturbations in both matrices.
Distance to singular pencils with common null vectors.
We now study the distance to a pencil with common null vector when both matrices A and E are perturbed.
An ODE-based approach for computing d
0 (A, E). We look for the closest pair of matrices (A + ∆A, E + ∆E) so that A + ∆A is singular with an eigenvector x to the eigenvalue zero belonging to ker(E + ∆E). In this way we would get
This problem can be reformulated as (∆A * , ∆E * ) = arg min ∆A,∆E∈C n,n ∥(∆A, ∆E)∥ subject to (A + ∆A)x = 0 and (E + ∆E)x = 0 for some x ∈ C n , x ̸ = 0. (4.1)
We then have d 0 (A, E) = ∥(∆A * , ∆E * )∥. In the inner iteration for the perturbation size ε we consider the perturbed matrices A + ε∆ and E + εΘ with ∥(∆, Θ)∥ F = 1. Let us denote by (λ, x, y) an eigentriple of A + ε∆ (with λ to be driven to zero) and by (ν, a, b) an eigentriple of E + εΘ (with ν to be driven to zero), where the eigenvectors are scaled according to (2.5) .
The functional we aim to minimize in order to compute the closest pair with a common right null vector is given by 
Conclusions and further work.
We have investigated the distance of a given regular pencil to a singular one. For the closest singular pencil we have considered two cases, one where the pencil is singular due to a common left or right null vector and the general situation where such a situation need not occur. For the first case we have proved that the distance can always be determined by rank-one perturbations both in A and in E. For the second case we expect instead that in general the perturbations have full rank.
We have presented and analyzed algorithms based on an inner-outer iteration, where ordinary differential equations are driven into a stationary state in the inner iteration and the outer iteration solves for a scalar distance parameter. The algorithms for computing the closest pencil with a common null vector can exploit the low-rank structure of the perturbations such that the computational work grows only linearly with the dimension in the case of a sparse pencil, which makes the algorithms fast also for large sparse problems.
Possible future work is related to the analysis of problems with structure. A very brief discussion of some cases of interest is given in the following:
• Real pencils: As we have noted in Section 2.4, in the case of real pencils and real perturbations it is sufficient to replace the vector fields by their real parts, i.e., with their projection on the space of real matrices.
• Hermitian pencils: Similarly, for Hermitian pairs it is sufficient to choose the values µ i ∈ R to guarantee that the solution of (2.11) remains Hermitian (for Hermitian initial values). The same holds for equations (3.11), (4.4).
• Sparse pencils: In the case where A and E have a prescribed sparsity pattern which has to be inherited also by the considered perturbations, we have to replace the vector fields in the ODEs by their orthogonal projections on the sparsity pattern structure, which is simply obtained by annihilating those entries which correspond to zero entries in the sparsity patterns of A, E.
