Aizu Gakuho High School. 1-1 ikki-town ooaza-yawata-aza-yawata Aizuwakamatsu-city Fukushima 965-0003, Japan. TEL: Abstract Macdonald symmetric functions have two parameters q, t and they contain Jack symmetric functions and Schur symmetric functions as the specialization of these paremeters. Macdonald symmetric functions can be defined as the eigenfunctions of Macdonald operators which consist of a commutative family [1] . By the specialization of the parameters, which means to take the limit h to 0 on condition that q = exp(h), t = exp(βh), we can see Jack symmetric functions appear. From the viewpoint of operators, when we calculate the Taylor expansion of Macdonald operators around h = 0 supposing that q = exp(h), t = exp(βh), we can see Dunkl operators appear as the coefficient of h 1 and h 2 . These Dunkl operators also consist of commutative family which act on the space of symmetric functions, and have Jack symmetric functions as eigenfunctions [2] . The degreetwo-Dunkl operator is the same as the 'Calogero-Sutherland-Hamiltonian' and it appears as the coefficient of h 2 of the h-expansion of Macdonald operators. Therefore, it is natural to expect that there appears higher degree Dunkl operator as the coefficient of higher order of h. Although we can ascertain that the coefficients of h i , (i ≥ 4) don't always commute with the coefficients of lower order, we can verify that the coefficients of within the third degree always commute each other by writing them down as the polynomials of Dunkl operators. The object of this paper is to exhibit the calculation minutely, especially the third order of Macdonald operator's h-expansion.
Introduction
Macdonald operators are defined as follows, which act on the space of symmetric functions Q(q, t) ⊗ Λ n . D r n = t r(r−1)/2 |I|=r i∈I,j / ∈I tx i − x j x i − x j i∈I T q,x i T q,x i f (x 1 , · · · , x i , · · · , x n ) = f (x 1 , · · · , qx i , · · · , x n ) t and q are indeterminant. I runs all subsets of {1, · · · , n} which have r elements. The fundamental reference is [1] . Next, we have to achieve the h-expansion of these operators supposing that q = exp(h), t = exp(βh). So, the operators which appear as h k 's coefficients have still one parameter β. First
is expanded as
And T q,x acts on the x m as
Therefore we can ascertain the following expansion
Furthermore, the operator x i ∂ x i and x j ∂ x j commute, we can also conclude the following.
T q,x 1 T q,x 2 · · · T q,xm = exp(h(x 1 ∂ x 1 + · · · + x m ∂ xm )).
We often use the notation ∂ i instead of ∂ x i . When we are engaged in the calculation of the coefficient of h m , the part free from any derivation operator can be calculated ignoring all q-shift operators T q,x i . This scalor part is 'the β m -coefficient' of the h m -coefficient in fact. Therefore it is very convenient to calculate the scalor part beforehand by ignoring all T q,x i s. Then, naturally there appears 't-binomial'. To clarify its h-expasion is the main object of next section.
2 The h-expansion of t-binomials 1 − t r .
We often use the notation n r instead of n r t . The following lemma is directly proved from the definition.
Lemma 2.2 n r t = n − 1 r − 1 t + t r n − 1 r t
= t n−r n − 1 r − 1 t + n − 1 r t
Proof. Another identity can be proved similarly.
RHS
This formula above characterizes the t-binomial. That is, if n 0 = n n = 1 and the relation (3) or (4) is true, all t-binomials are uniquely determined inductively. Therefore, if a function F (n, r) satisfies (3), (4) and F (n, n) = F (n, 0) = 1, we can affirm F (n, r) = n r . From now on, again we deal with the scalar parts of Macdonald operators.
Lemma 2.3
I⊂{1,··· ,n},|I|=r i∈I,j / ∈I tx i − x j x i − x j = n r
Proof. We call LHS F (n, r). First, F (n, 0) = F (n, n) = 1. Next, we observe LHS as the function of x 1 . The residue at x 1 = x 2 is zero because if there is the set I which satisfies 1 ∈ I, 2 / ∈ I, there is always the set I ′ with the property I \ {1} = I ′ \ {2}. By combining these two parts, the residues kill each other as lim
Because of the symmetricity of the function, the residues of x i = x j (i, j ∈ {1, · · · , n}) are all equal to zero. Taking the limit x 1 → ∞, by the fact that
is holomorphic function of x 1 and there exists the limit of x 1 → ∞. So F (n, r) is equal to this 'constant' t n−r F (n − 1, r − 1) + F (n − 1, r). (To affirm this is equal to a constant, The supposition of the induction is necessary.) Because F (n, r) satisfies the relation (4), and F (n, n) = F (n, 0) = 1, F (n, r) equals to n r .
Lemma 2.4
If we suppose t = exp(βh), the Taylor expansion of n r t is equal to
Proof.
The constant term is easily justified by lim t→1
.About the higher order of h, using the relation
we can prove the expansion by induction of n and r. In the case r = n and r = 0,the lemma is trivially true. To verify the coefficient of h 1 , supposing that a n,r = r 2 n r (n− r)β, we have to prove the equation a n+1,r = a n,r−1 + rβ n r + a n,r .
These equations are obtained by comparing the coefficient of h 1 's coefficient of the relation (5). and we can ascertain the RHS is equal to
With respect to h 2 , supposing a n,r = r 24 n r (n − r)((3r + 1)n − 3r
we have to verify a n+1,r = a n,r−1 + β 2 r 2 2 n r (n − r + 1) + a n,r .
Then,
About the coefficient of h 3 , supposing a n,r = r 2 (r + 1) 48
we have to justify a n+1,r = a n,r−1 + a n,r + r 2 24 n r (3r + 1)n − 3r 2 + 3r (n − r + 1)β 3 .
The calculation of RHS is
By the calculation above and the induction,the proof is completed.
We can easily calculate the Taylor expansion of t r(r−1) 2 n r using the former lemma.
Corollary 2.5 On the condition that t = exp(βh), the function t r(r−1) 2 n r has following Taylor expansion. 
The Dunkl operators
In this section we introduce k-th Dunkl operator H k and represent them explicitly.
Definition 3.1 k-th Dunkl operators are defined as follows.At the moment, they are supposed to act on the space of the functions of x 1 , . . . , x n .
These operators commute each other when they are regulated to the space of symmetric functions. (cf. [2] ).
Theorem 3.2
The operators H k commute each other when regulated to the space of symmetric functions.
Now, we calculate the explicit forms of them, more precisely, express them only by the derivations and rational functions.
Proof.
All we have to do is, to move all K i,j to the left edge and regard it as the identity operator since they act on the symmetric functions. The formula is
In the first one, the function f is regarded as the multiplication operator. Now, we proceed to the calculation. The H 1 's form is trivial. For H 2 , d 2 i are calculated as
This part contains
When we combine them, we can obtain the term
. Therefore the result is immediately ascertained.
For convenience, we introduce following denotations.
Definition 3.4 We define the operators
and m are what we call monomial symmetric functions of x i ∂ i s.
(examples) For 3-variables,
For 4-variables,
According to these denotations, we can express H 1 and H 2 as
This is the result of this identity
The following lemma is needed to summerize the β 2 's coefficient of H 3 . In fact, this is nothing but the operator appearing as the coefficient of β 2 in H 3 .
Proof.
We fix i. First,we consider the part which contains at most two variables, more precisely the term like
This term is calculated as
When we sum them up for all i, there is also the part
By combining these parts, we can see
appear. Next,we have to deal with the part containing three variables. Again i is fixed, then those parts are
This is equal to
If we denote the part above as F i,j,k , there are also F j,k,i and F k,i,j and we try to sum up these three of F and then, sum them up for all i, j, k. The result is
On the other hand, we can ascertain
The numerator of the second term in (7) can be adjusted as
This adjustment enables us to calculate the second term in the (7) as
The last equality is justified by the calculation (8). The sum of (6), (9),and the first term of (7) is equal to
By the identity
we can affirm
Therefore the lemma is proved. Now, we can proceed to the stage to express the third Dunkl operator.
Proposition 3.6 H 3 is expressed as
The coefficient of β 2 is already justified by the former lemma. Then, we calculate the rest. The rest is
We remark the following identity i j =i
And if we always try to combine the two terms containing
(As the former calculation, the identity
is used.) Then, the proposition is proved.
4 The first and second order of D r n After several preliminaries above, finally we proceed to the h-expansion of Macdonald operators. |I|=r i∈I,j / ∈I
The set I runs all the subsets of {1, 2, · · · , n} containing r elements.
(examples) 
+
When we calculate the coefficient of h m , the scalar part (the part without any derivations) is only comes from t r(r−1)/2 n r as mentioned before. In fact, this scalar part is the coefficient of β m and is already calculated in the section 2. From now on, we call the coefficient of h k the k-th order. 
Proof. The coefficient of β 1 is already calculated in the section 3. From the operator
as the coefficient of h, x 1 ∂ 1 + · · · + x r ∂ r appears. Since the number of appearance of
, the result follows. 
We deal with t r(r−1)/2 and
Once, we fix I as the set {1, 2, · · · , r}. Then, the coefficient of h 2 of the operator part is
From the first part the type of terms
are calculated as B 2,1 and the number of these terms, when I runs all subsets, equal to r(n − r) n r .But to make the term
, two terms are necessary and each B 2,1 has n(n−1) 2 terms. Therefore the part concerning B 2,1 is finally equal to
And the type of terms
When the set I runs,the number of these terms is r(n − r)(r − 1) n r . To create L 1 , we have to take two terms and each L 1 has n terms. Therefore these type terms are summerized as
And when the subset I runs,the part
2 is finally summerized as
Still, we have to observe the terms generated from the h 1 of t r(r−1)/2 and h 1 of operator's part. This term is calculated like β r(r − 1) 2
Then, the tentative result is
Adding the scalar part introduced in the section 2, the calculation is completed. (If r = 1,the coefficient of H 2 1 is regarded as zero.)
The third order of D r n
This calculation is the main result of this paper. To clarify the procedure, we divide the calculation with respect to the degree of β. Again the β 3 part is already calculated in the section 2. After clarifying the total form of third order of D 
Proof. This part comes only from h 3 of I i∈I T q,x i .Then, we fix I as the set{1, · · · , r}. First,
When I runs all subsets containing r elements, (
times. Therefore we can calculate the sum as
By using the relations
the final result is easily ascertained.
Proof. As the preceeding proof, first we calculate without the factor t r(r−1)/2 . Again we fix the set I as {1, · · · , r}, but all of the tentative results below are obtained always after I runs all the subsets containing r elements. We have to calculate
In this proof, we suppose that i, j, k, l are all distinct.The number of the terms
is r(n − r) n r in all, and every 2 n 2 terms corresponds to one B 2,2 . Therefore, this part is calculated as
The number of the terms
2 is r(n − r)(r − 1) n r in all. If they are combined like
2n terms correspond to one L 2 . So this part is equal to
The number of the term
And by combining 2(n − 2) terms we can obtain the term like
The overbrace means omitting.) And this is calculated as
Furthermore, every n 2 'units' above corresponds to one B 2,1 L 1 − B 2,2 − m 1,1 . Therefore the terms of
About the terms . To obtain a (x j ∂ j )(x l ∂ l ), it takes two terms, and each m 1,1 has n(n−1) 2 terms, therefore these terms are summerized as
Now, we proceed to the part generated by the coefficient of h 1 in t r(r−1)/2 and the coefficient of h 2 in the operator part. Then, we have to deal with the terms like β r(r − 1) 2
They are summerized as
The sum of (10), (11), (12), (13),and (14) justifies the lemma.
Proof.
As the former lemmas, first we begin the calculation without the factor t r(r−1)/2 . For simplicity, the subset I are fixed as {1, · · · , r} but the results of the calculation are obtained always after I runs all subsets containing r-elements. We have to deal with
The terms generated from the part like 1 2
are summerized just as the preceeding lemmas. The result is
Now, we divide the terms of
into three types and also exhibit the number of the terms. We suppose that i, j, k, l are all distinct.
We begin with type-1 terms. If we take the product with x i ∂ i , they are calculated as one B 3,1 by combining 3 n 3 terms. And if we take the product with
we can see one L 1 appear by combining 3n terms due to the identity
We can summerize the calculation of type-1 terms as
Then, we proceed to the type-2 terms. Just as the techniques used in the calculation of H 3 , we can prove next identity.
Therefore, Since the number of the terms like
(n − r) n r , by combining 3 n 3 terms together, we can ascertain the sum is equal to
If we make the product like
they are summerized as L 1 by combining 3 parts due to the identity
Since the number of the product like
we obtain
Then, we can proceed to the type-3 terms. If we take the product with (x i ∂ i ) or (x j ∂ j ), we can calculate them just like
Therefore these terms are summerized as B 2,1 . Since the number of these terms terms to make one B 2,1 , they are summerized as
If we take the product the type-3 terms with (x s ∂ s ) (s = i, j), they are summerized as L 1 . More precisely, to make a (x s ∂ s ), Since
it takes 4 terms. On the other hand a L 1 has n terms, therefore the sum is n r
Still, we have to calculate the terms generated by the product of h 1 coefficient of t r(r−1)/2 and h 2 coefficient of the operator part. Also we have to deal with the terms generated by the product of h 2 coefficient of t r(r−1)/2 and h 1 coefficient of the operator part. They have the form like
They are calculated just as preceeding lemmas. The result is
By taking the sum of (15), (16), (17), (18), (19), (20),and (21), the lemma follows.
For convenience, we represent the explicit form of the third degree of D r n . As to the coefficient of β 3 , refer to the section 2 on t-binomials. 1, 2, 3) . As to the explicit form of H k , refer to section 3.
Proof. On the former part of the result, because each 'unit' has 4 n r terms, and because we have to take the product with one (
For L 1 , we have to take the product with x l ∂ l , (l = i, j, k) and l is taken from r − 3 numbers. And since 4 pieces of
correspond to 1, the coefficient of L 1 is finally equal to
Lemma 7.5 The terms of type-3 are calculated as r(r + 1)(r − 1) 6
And the terms of type-4 are calculated as
We begin with the case of type-3. If we take the product with x i ∂ i , by combining two terms, we obtain one
. And by combining 3 × n 3 pieces of them, we can obtain one B 3,1 . Then, the result is
If we take the product with x j ∂ j , by adding three terms together, we can see one There is still the product with x k ∂ k , (k = i, j). k can be chosen from r − 2 numbers, and 6-pieces of
correspond to 1, and a L 1 has n terms. Then the result is r(r − 1)
The calculation of the type-4 terms is almost the same as type-3. But instead of the term like
, we must deal with the term like
. These terms are summerized as −B 3,1 + (n − 2)B 2,1 . (Refer to the section 5, the calculation of type-3 terms.) Lemma 7.6 The terms of type-5 are calculated as
If we take the product with x i ∂ i ,x j ∂ j ,or x k ∂ k ,and combine four terms, we can obtain the term like
. Next, by combining them 2 n 2 times, we can see one B 2,1 appear. Therefore, this part is summerized as
If we take the product with x m ∂ m , (m = i, j, k), m can be chosen from r − 3 numbers and 8-pieces of
correspond to 1. And since each L 1 has n terms, the result is r(r − 1)(r − 2) 6 (n − r)(n − r − 1)(n − r − 2) n r (r − 3) 1 8n L 1 = r(r − 3)(r 2 − 1)(r 2 − 4) 24
Lemma 7.7 The terms of type-6 are summerized as 5r(r + 1)(r − 1)(r − 2) 24
The set J is the subset of {i, j, k, l}.
Proof. First, we take the product with x m ∂ m , (m = i, j). 24 pieces of Now, we proceed to the product with (x i ∂ i + x j ∂ j ). If we sum them up after the action of interchanges (i, j), (p, q), and (i, j)(p, q), we can obtain the term
Then, Once the set {i, j, p, q} is fixed, the pair of suffix i and j which appear in the numerator has 6 patterns. By translating this possibility into the sum with respect to the set J (J ⊂ {i, j, p, q} ,|J| = 2), the representation on the lemma is justified. Since each 'unit' has 24 terms, the coefficient is calculated as r(r − 1)(n − r)(n − r − 1) n r 1 24 n 4 = n − 4 r − 2 .
Discussions
As we can see in the last section, D r n (h 4 ) has some operators which cannot be expressed by B i,j . But in the case of r = 1, it is natural to expect that we can express the higher order operator only by B i,j , L i , and ms. In fact, D If we are going to use the denotation of B in general r case, probably we have to extend the meaning of suffix to the 'partitions'. To clarify the relation between these operators B i,j and Dunkl operators and to express D r n (h k ) (k ≥ 4) 'naturally' in some sense will be our next task.
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