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Bulk toroidal rotation has proven capable of stabilising both dangerous MHD modes
and turbulence. This has allowed existing tokamaks to generate extra fusion power
at a fixed size and magnetic field. However, most methods of inducing the plasma
to spin do not appear to scale well to larger devices such as ITER or a future power
plant. In this thesis, we explore a notable exception: up-down asymmetry in the
tokamak magnetic equilibrium. When tokamak flux surfaces are not mirror symmetric
about the midplane, turbulence can transport momentum from one surface to the
next, creating spontaneous rotation that is “intrinsic” to the geometry. We seek to
maximise this intrinsic rotation by finding optimal up-down asymmetric flux surface
shapes.
First, we use the ideal MHD model to show that low order external shaping (e.g.
elongation) is best for creating up-down asymmetric flux surfaces throughout the
device. Then, we calculate realistic up-down asymmetric equilibria for input into
nonlinear gyrokinetic turbulence analysis. Analytic gyrokinetics shows that, in the
limit of fast shaping effects, a poloidal tilt of the flux surface shaping has little effect
on turbulent transport. Since up-down symmetric surfaces do not transport momen-
tum, this invariance to tilt implies that devices with mirror symmetry about any line
in the poloidal plane will drive minimal rotation. Accordingly, further analytic in-
vestigation suggests that non-mirror symmetric flux surfaces with envelopes created
by the beating of fast shaping effects may create significantly stronger momentum
transport.
Guided by these analytic results, we carry out local nonlinear gyrokinetic simula-
tions of non-mirror symmetric flux surfaces created with the lowest possible shaping
effects. First, we consider tilted elliptical flux surfaces with a Shafranov shift and find
little increase in the momentum transport when the effect of the pressure profile on
the equilibrium is included. We then simulate flux surfaces with independently-tilted
elongation and triangularity. These two-mode configurations show a 60% increase
over configurations with just elongation or triangularity. A rough analytic estimate
indicates that the optimal two-mode configuration can drive rotation with an on-axis
Alfve´n Mach number of 1.5% in an ITER-like machine.
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Chapter 1
Introduction
Nuclear fusion is a fundamental and universal source of energy. Following the Big
Bang nucleosynthesis, the universe was effectively a large cloud of hydrogen with small
density fluctuations. In such a cloud there are two dominant sources of free energy:
particle rest energy and gravitational potential energy. Through the action of gravity,
the density perturbations have been gradually amplified into stars, which possess the
conditions necessary to release particle rest energy via the process of nuclear fusion.
While gravity enables stellar fusion, it does not appear to be as attractive of an
energy source. The sun, which dominates the energy budget of our solar system,
has a capacity to produce Efusion ≈ Mc2 ≈ 1047J of fusion energy, while it only
released Egravity ≈ GM2/R ≈ 1041J of gravitational potential energy during its
entire formation. Here G is the gravitational constant, M is the solar mass, R
is the solar radius, and c is the speed of light. On our own planet, the oceans
[1] alone contain approximately 1030J of fusion energy directly accessible through
deuterium-deuterium fusion. This is roughly the entire gravitational potential energy
in the Earth-moon system. Unfortunately, fully extracting this through tidal power
involves the destruction of earth by lunar impact.
From figure 1.1, we see that stellar fusion (i.e. solar) is the ultimate drive for
nearly all sources of energy on earth. Unfortunately, though the solar energy incident
on earth is on average ∼ 105 times the current world energy consumption, the local
value varies dramatically and unpredictably. Furthermore, the by-products of solar
shown in figure 1.1 do not seem promising as we have the intuition that they will
contain little energy. This turns out to be true for geothermal, biomass, fossil, wind,
and hydro. For example, the total geothermal energy flux arriving at the surface of the
earth is only ∼ 0.01% of the solar energy flux and is barely above the current world
energy consumption [2, 3]. However, the nuclear fission of uranium and thorium
in breeder reactors is an exception to this intuition, with an energy content that
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Figure 1.1: Techniques to generate electricity from an astronomically large cloud of
hydrogen.
rivals deuterium-deuterium fusion. This is because much of the hydrogen escaped the
atmosphere early in the formation of the earth, dramatically increasing the relative
abundance of heavy elements compared to most places in the solar system.
Considering the above facts, it appears that here on earth we ultimately have
three options:
• solar power with energy storage,
• nuclear fission using breeder reactors, and/or
• terrestrial nuclear fusion.
The fact that none of these options are currently competitive with short-term energy
solutions motivates this thesis, which will focus exclusively on the last.
1.1 Terrestrial nuclear fusion
Achieving fusion on earth has proven substantially more difficult than originally imag-
ined. No terrestrial fusion device has ever produced more power than it has consumed,
a basic requirement for a power plant. The device with the best experimental perfor-
mance has consistently been the tokamak, a donut-shaped magnetic bottle capable
of creating the stellar conditions necessary for fusion. Since the fuel must be astro-
nomically hot, the thermal energy is sufficient to ionise the atoms making plasma, an
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Figure 1.2: The (a) top and (b) side views of the magnetic field lines that form four
elliptical flux surfaces in an example tokamak (with a toroidal section removed for
illustrative purposes) showing the axis of symmetry (black, dashed) and the midplane
(black, dotted), where R is the major radial coordinate, Z is the axial coordinate, ζ
is the toroidal angle, aψ is the minor radius flux surface label, θ is the poloidal angle,
a is the device minor radius, R0 is the major radial location of the magnetic axis, and
κ ≡ b/a is the elongation.
electrically-charged gas of ions and free electrons. Because the fuel is charged, it is
constrained to follow the magnetic field lines in the device (see figure 1.2) according
to the laws of electromagnetism. Currents in both external magnets and the plasma
itself are used to create these magnetic field lines in such a way that they wrap around
and close on themselves, forming nested magnetic surfaces known as flux surfaces (see
figure 1.2).
This would seem to work very well in principle. The energetic charged particles
would spiral around the field lines and stream around the device, but never touch a
solid surface. Thus, the magnetic field would provide the immense thermal insulation
necessary to permit the stellar conditions for fusion to exist only a few metres from
the solid material surface of the surrounding vacuum vessel.
However, in practice the enormous temperature gradients give rise to plasma tur-
bulence, which degrades the thermal insulation and determines the performance of
the device. If the plasma has stronger turbulence, energy leaks out faster and the
plasma must be heated more in order to maintain the same temperature and fusion
power. This necessitates more external heating power, which is what causes devices
to consume more power than they generate. The fusion power record, achieved in the
JET tokamak in 1997, is 16 MW, 70% of the power needed to heat the device [4].
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Additionally, there is a constraint on how much plasma pressure a given magnetic
field can contain. Even though the plasma may be forced to follow magnetic field lines,
if the plasma pressure is large enough it can escape confinement by simply dragging
the magnetic field with it. This notion is governed by magnetohydrodynamics (MHD)
and is formalised through a limit on the plasma β called the Troyon limit [5],
βN ≡ (a/m) (B0/T)
(Ip/MA)
β . 0.03, (1.1)
where B0 is the on-axis magnetic field, Ip is the plasma current, β ≡ 2µ0p/B20 is the
plasma beta, µ0 is the vacuum permeability, and p is the plasma pressure. Exceeding
this limit typically causes the whole plasma to go unstable, kinking until it makes
contact with the vacuum vessel and rapidly cools. The Troyon limit is especially
important not just because it constrains the safe operating space, but because it is
related to the economics of a power plant. The reactor size and the magnetic field
strength are the two most significant factors that determine the capital cost of a
device. The plasma pressure is directly related to fusion power density and by that
the total amount of power produced. The final quantity appearing is the plasma
current, which must be driven externally and often dominates the external power
needed to run the device. Hence, the Troyon limit can be thought of as a rough, but
direct constraint on the cost of electricity.
1.2 Toroidal plasma rotation
In this context, it is understandable that there has been much work on strategies to
exceed the Troyon limit without inducing instability [6, 7, 8]. One method, which
also has the potential to directly reduce turbulence [9, 10, 11, 12], is to use toroidal
rotation. When the plasma has an average toroidal flow, interactions with the sur-
rounding vacuum vessel are able to damp bulk plasma instabilities [13]. Experiments
have used toroidal rotation to sustain discharges that violate the Troyon limit by a
factor of two [14]. If only for this purpose, it is clear that control of toroidal rotation
is beneficial for plasma performance. Unfortunately, the mechanisms that generate
toroidal rotation in current experiments do not appear to scale well to future high-
performance devices, which will likely be larger and have stronger magnetic fields.
One such device that is currently under construction is ITER [15]. Current projec-
tions indicate that ITER will not be able to generate sufficiently fast toroidal rotation
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to allow violation of the Troyon limit. The necessary rotation is difficult to determine,
but is estimated [6] to be in the range of
MA ≡ Vζ
vAlfve´n
≈ 0.5%− 5%, (1.2)
where MA is the Alfve´n Mach number of the rotation, Vζ is the bulk plasma toroidal
velocity, and vAlfve´n is the Alfve´n speed. For ITER, one can multiply these values by
10 to estimate the necessary Mach number, MS ≡ Vζ/cS ≈ 5% − 50%, where cS is
the plasma sound speed.
Tokamak plasmas start off at rest, but will start to spin if pushed using external
injection of momentum. This is commonly done with beams of neutral particles,
which enable current experiments to achieve toroidal rotation with MA ≈ 3% [14].
However, since ITER has a much larger plasma, it has significantly more inertia and
requires higher velocity neutral beams in order to penetrate to the plasma centre.
Since energy is quadratic with velocity and momentum is linear, it can be shown
that the ratio of the momentum to energy carried by a neutral beam varies inversely
with the beam velocity [16]. Hence, the neutral beams on ITER will be less efficient
at driving rotation. Therefore, we should not be surprised that detailed modelling
predicts external injection will only be capable of driving rotation with MA ≈ 0.3%
[6], significantly less than what is required for violation of the Troyon limit.
1.3 Up-down asymmetric plasma shaping
Alternatively, experiments observe “intrinsic” rotation, or rotation spontaneously
generated in the absence of external injection. This rotation arises from plasma
turbulence moving momentum between flux surfaces and is especially attractive be-
cause it does not require any external power. In current experiments the speed of this
intrinsic rotation is roughly MA ≈ 1%, but (as we will see in chapter 6) it is limited
by a poloidal symmetry of tokamak turbulence to be small in ρ∗ ≡ ρi/a  1, the
ratio of the ion gyroradius to the tokamak minor radius. Unfortunately, we expect
that ρ∗ will get progressively smaller in future devices like ITER or a power plant.
However, there is one mechanism capable of breaking the symmetry of the turbu-
lence to generate lowest order rotation in a stationary plasma: up-down asymmetric
plasma shaping. When the tokamak flux surfaces do not have mirror symmetry about
the midplane, the momentum transport at the top of the device is no longer guaran-
teed to cancel the momentum transport at the bottom. Hence large toroidal flows can
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spontaneously develop. In fact, reference [17] presents results from the TCV toka-
mak that have provided the first experimental evidence of intrinsic rotation generated
by up-down asymmetry. Consequently, reference [18] performed nonlinear gyrokinetic
simulations that are consistent with the TCV results and suggest that up-down asym-
metry is a feasible method to generate the current, experimentally-measured rotation
levels in reactor-sized devices.
This thesis will seek the up-down asymmetric flux surface shapes that maximise
intrinsic rotation and overall plasma performance. It is separated into two fairly
independent lines of inquiry. In part I, we will use the ideal MHD model to calculate
practical tokamak equilibria that maximise up-down asymmetric shaping throughout
the plasma. In part II, we will perform nonlinear gyrokinetic analysis of these realistic
equilibria to identify the configurations that maximise turbulent momentum transport
and minimise turbulent energy transport.
First, in chapter 2, we will find solutions for up-down asymmetric MHD equilibria
using an expansion in large aspect ratio, given simple radial profiles of the toroidal
current and pressure. In chapter 3, we will study how the flux surface shaping in
these solutions penetrates from the plasma edge to the magnetic axis in order to
identify poloidally-tilted elongation as optimal for maximising up-down asymmetry
throughout the device. Next, in chapter 4, we will extend our MHD calculation to
find the strength and direction of the Shafranov shift in tokamaks with tilted elliptical
poloidal cross-sections. In chapter 5, we will derive local equilibria from the global
equilibria of chapters 2 and 4 to use as input to turbulence simulations.
Chapter 6 introduces the theoretical model of gyrokinetics, which is thought to
govern turbulence in the core of tokamaks. Then the results of references [19, 20, 21]
are summarised, which demonstrates a symmetry of the gyrokinetic equation that
constrains rotation to be small in up-down symmetric devices. This provides back-
ground for chapter 7, which presents a new symmetry of the gyrokinetic model. The
new symmetry establishes the invariance of turbulent transport to a poloidal tilt of
“fast” flux surface shaping, where “fast” refers to shaping with a small spatial scale.
By the up-down symmetry argument, this invariance to poloidal tilt constrains the
momentum transport generated by mirror symmetric fast shaping (i.e. has reflec-
tional symmetry about at least one line in the poloidal plane) to be exponentially
small in the Fourier mode number of the fast shaping. In chapter 8, we show that
beating fast shaping effects together to produce slowly varying envelopes can generate
momentum flux that is only polynomially small in the Fourier mode number of the
fast shaping. This, together with an argument showing that mirror symmetric screw
12
pinches have no momentum transport, motivates non-mirror symmetric flux surfaces
(i.e. surfaces that do not have mirror symmetry about any line in the poloidal plane)
with up-down asymmetric envelopes. Accordingly, chapter 9 studies turbulent trans-
port in tilted elliptical flux surfaces that have a Shafranov shift (which breaks the
flux surface mirror symmetry) and finds mixed results. As expected, the Shafranov
shift can enhance the amount of rotation, but the effect is entirely cancelled when the
influence of the pressure gradient on the equilibrium is consistently included. Then,
chapter 10 examines non-mirror symmetric configurations created using elongation
and triangularity with separate poloidal tilt angles. We identify specific tilt angles
that can enhance the momentum transport by ∼ 60% compared to purely elongated
configurations and also tend to minimise the energy transport.
Chapter 11 identifies the optimal flux surface geometry for driving intrinsic rota-
tion and uses it to illustrate the most significant results of this thesis.
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Part I
Ideal MHD Equilibrium
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Chapter 2
Global equilibria for arbitrary flux
surface shaping
Much of this chapter appears in reference [22].
Ideal magnetohydrodynamics (MHD) [23] is a simple, single fluid model that de-
scribes the macroscopic behaviour of plasma in a magnetic field. It is valid when
the plasma has sufficiently high collisionality, small gyroradius, and small electrical
resistivity. Strictly speaking fusion plasmas are not collisional enough for the model
to be valid, but for subtle reasons it is empirically accurate for some calculations. In
particular, it can be used to calculate the equilibrium magnetic field.
We start by writing the general form for the magnetic field in a tokamak,
~B = I (ψ) ~∇ζ + ~∇ζ × ~∇ψ, (2.1)
where ψ is the poloidal magnetic flux divided by 2pi, I (ψ) ≡ RBζ is the toroidal
magnetic field flux function, and Bζ is the toroidal magnetic field. Noting that ~B ·
~∇ψ = 0 we see that the magnetic field lines (and hence the plasma) are confined
to nested surfaces of constant ψ, which are called flux surfaces. The ideal MHD
equilibria of the flux surfaces is governed by the Grad-Shafranov equation [24],
R2~∇ ·
(
~∇ψ
R2
)
= −µ0R2 ∂p
∂ψ
∣∣∣∣
R
− I dI
dψ
, (2.2)
where the derivative of the pressure is performed holding the major radius constant.
We note that with the exception of chapters 6 and 7 we will assume the plasma flow is
subsonic, meaning that the pressure becomes a flux function and ∂p/∂ψ|R = dp/dψ.
Using Ampere’s law and (2.1) we see that the entire right-hand side of the Grad-
Shafranov equation is closely related to jζ , the toroidal current density in the plasma,
15
according to
−µ0R2 dp
dψ
− I dI
dψ
= µ0jζR. (2.3)
In order to find flux surface shapes that generate high levels of intrinsic rotation
in real experiments, we must first identify practical up-down asymmetric equilibria.
There has been significant work on general solutions to the Grad-Shafranov equation
[25], but here we will restrict our attention to several simple, approximate solutions.
These solutions will allow us to identify feasible up-down asymmetric geometries as
well as determine which features of the equilibria are robust and which are sensitive
to the details of the configuration. We will expand the Grad-Shafranov equation in
the large aspect ratio limit, i.e.  ≡ a/R0b  1, where R0b is the major radial location
of the centre of the boundary flux surface. Note that we are expanding in the aspect
ratio of the boundary flux surface as it will be more convenient than using the usual
aspect ratio, which is based on the major radial location of the magnetic axis (i.e.
R0). We will also take the typical orderings for a low β, ohmically heated tokamak
[26] of
Bp
B0b
∼ , 2µ0p
B20b
∼ 2, (2.4)
where Bp = |~∇ψ|/R is the poloidal magnetic field and B0b is the strength of the
toroidal magnetic field at the centre of the boundary flux surface. Since we will need
to know how the Shafranov shift (i.e. the shift in the magnetic axis due to toroidic-
ity) behaves in up-down asymmetric geometries we must solve the Grad-Shafranov
equation both to lowest and next order in . In order to see the effect of the shapes of
the toroidal current and pressure profiles we will look at three simple cases: constant,
linear (in poloidal flux) peaked, and linear hollow.
First we must expand (2.2) in  1 using ψ = ψ0 +ψ1 + . . ., I = I0 + I1 + I2, and
p = p2, where the subscripts indicate the order of the quantity in . To O (
−1B0) we
find that the Grad-Shafranov equation is
−I0 dI1
dψ0
− I1 dI0
dψ0
= 0. (2.5)
Since I0 = R0bB0b is a constant, this requires that I1 also be a constant. We are free
to absorb I1 into I0 and set I1 = 0. Hence, to O (B0) the Grad-Shafranov equation is
1
r
∂
∂r
(
r
∂ψ0
∂r
)
+
1
r2
∂2ψ0
∂θ2
= −µ0R20b
dp2
dψ0
− I0 dI2
dψ0
(2.6)
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and to O (B0) we find
1
r
∂
∂r
(
r
∂ψ1
∂r
)
+
1
r2
∂2ψ1
∂θ2
− ψ1 d
dψ0
(
−µ0R20b
dp2
dψ0
− I0 dI2
dψ0
)
(2.7)
= −2µ0rR0b dp2
dψ0
cos (θ) +
cos (θ)
R0b
∂ψ0
∂r
− sin (θ)
rR0b
∂ψ0
∂θ
,
where r ≡
√
(R−R0b)2 + (Z − Z0b)2 is the distance from the centre of the boundary
flux surface, θ ≡ arctan ((Z − Z0b) / (R−R0b)) is the usual cylindrical poloidal angle
(see figure 1.2), and Z0b is the axial location of the centre of the boundary flux
surface. We note that the O (B0) Grad-Shafranov equation has cylindrical symmetry
(i.e. translational symmetry in θ), unlike the O (B0) equation.
Next, we will parameterize all three current profiles (i.e. constant, peaked, and
hollow) by
−µ0R20b
dp2
dψ0
− I0 dI2
dψ0
= µ0jζ0R0b = jˆ0
(
1− fˆ0ψ0
)
, (2.8)
where jζ0 is the lowest order current density in the aspect ratio expansion, jˆ0 is a
positive constant, fˆ0 ∈
[−ψ−10b , ψ−10b ] determines the slope of the current profile, and
ψ0b is the lowest order value of the poloidal flux on the boundary flux surface (where
ψ is taken to vanish at the magnetic axis). The constant current case is achieved by
setting fˆ0 = 0, while the hollow current case arises from allowing fˆ0 to be negative.
Additionally, from (2.7) we see that it will be necessary to distinguish the contri-
butions to the current from the pressure and magnetic field terms in (2.3). Like the
toroidal current, we will assume the pressure gradient has the form of
−µ0R20b
dp2
dψ0
= jˆ0p
(
1− fˆ0pψ0
)
, (2.9)
where jˆ0p and fˆ0p ∈
[−ψ−10b , ψ−10b ] are constants. By (2.8), this pressure profile implies
that the toroidal magnetic field flux function term must be
−I0 dI2
dψ0
= jˆ0I
(
1− fˆ0Iψ0
)
, (2.10)
where
jˆ0I ≡ jˆ0 − jˆ0p (2.11)
fˆ0I ≡ 1
jˆ0I
(
jˆ0fˆ0 − jˆ0pfˆ0p
)
(2.12)
are constants.
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2.1 Solutions to the O(B0) Grad-Shafranov equa-
tion
In order to solve the O (B0) Grad-Shafranov equation we will Fourier analyse the
magnetic flux in poloidal angle as
ψ0 (r, θ) = ψ
C
0,0 (r) +
∞∑
m=1
[
ψC0,m (r) cos (mθ) + ψ
S
0,m (r) sin (mθ)
]
, (2.13)
where m is the poloidal flux surface shaping mode number. Using (2.13) we can
rewrite (2.6) as
1
r
d
dr
(
r
dψT0,m
dr
)
+
(
fˆ0jˆ0 − m
2
r2
)
ψT0,m (r) = jˆ0δm,0, (2.14)
where δi,j is the Kronecker delta and T = C, S is a superscript that indicates the sine
or cosine mode. The solutions to this equation with zero poloidal flux at the magnetic
axis are
ψC0,0 (r) = −
1
fˆ0
(
J0
(√
fˆ0jˆ0r
)
− 1
)
(2.15)
ψC0,m (r) = C0,m
m! 2m(
fˆ0jˆ0
)m/2Jm(√fˆ0jˆ0r) (2.16)
ψS0,m (r) = S0,m
m! 2m(
fˆ0jˆ0
)m/2Jm(√fˆ0jˆ0r) , (2.17)
where Jm is the m
th order Bessel function of the first kind. The Fourier coefficients
C0,m and S0,m are determined by the boundary conditions at the plasma edge, which
is physically controlled by the locations and currents of external plasma shaping coils.
Using trigonometric identities, (2.13) and (2.15) through (2.17) can be rewritten as
ψ0 (r, θ) = − 1
fˆ0
(
J0
(√
fˆ0jˆ0r
)
− 1
)
(2.18)
+
∞∑
m=2
N0,m
m! 2m(
fˆ0jˆ0
)m/2Jm(√fˆ0jˆ0r) cos (m (θ + θt0,m)) ,
where
N0,m ≡
√
C20,m + S
2
0,m (2.19)
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is the magnitude of the Fourier mode and
θt0,m ≡ − 1
m
arctan
(
S0,m
C0,m
)
(2.20)
is the Fourier mode tilt angle.
Note that for the constant current case (i.e. fˆ0 = 0), (2.18) reduces to
ψ0 (r, θ) =
jˆ0
4
r2 +
∞∑
m=2
N0,mr
m cos (m (θ + θt0,m)) . (2.21)
To understand the hollow current case, it is helpful to make use of the identity
Jm (ix) = i
mIm (x) , (2.22)
where Im is the m
th order modified Bessel function of the first kind. From this we
can demonstrate that (2.18) is equivalent to
ψ0 (r, θ) =
1
−fˆ0
(
I0
(√
−fˆ0jˆ0r
)
− 1
)
(2.23)
+
∞∑
m=2
N0,m
m! 2m(
−fˆ0jˆ0
)m/2 Im(√−fˆ0jˆ0r) cos (m (θ + θt0,m)) ,
which can be more easily applied to hollow toroidal current profiles (i.e. fˆ0 < 0).
2.2 Solutions to the O(B0) Grad-Shafranov equa-
tion
In order to solve the O (B0) equation we again must Fourier analyse the magnetic
flux in poloidal angle. The lowest order Fourier-analysed flux is given by (2.13) and
(2.15) through (2.17). To next order, we can write
ψ1 (r, θ) = ψ
C
1,0 (r) +
∞∑
m=1
[
ψC1,m (r) cos (mθ) + ψ
S
1,m (r) sin (mθ)
]
, (2.24)
but we still must solve for ψC1,m (r) and ψ
S
1,m (r) by substituting (2.13) and (2.24)
into (2.7). Since ψC1,m (r) and ψ
S
1,m (r) do not depend on θ, we can take each Fourier
component of (2.7) as a separate equation. This gives
1
r
d
dr
(
r
dψT1,m
dr
)
+
(
fˆ0jˆ0 − m
2
r2
)
ψT1,m (r) = Λ
T
m (r) (2.25)
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for each Fourier mode m, where the inhomogeneous terms are given by ΛTm (r). For
m = 0 and T = C
ΛC0 (r) ≡
1
R0
[
1
2
dψC0,1
dr
+
(
1
2r
− rfˆ0pjˆ0p
)
ψC0,1 (r)
]
, (2.26)
for m = 1 and T = C
ΛC1 (r) ≡
1
R0
[
1
2
dψC0,2
dr
+
(
1
r
− rfˆ0pjˆ0p
)
ψC0,2 (r) (2.27)
+
dψC0,0
dr
+ 2rjˆ0p
(
1− fˆ0pψC0,0 (r)
)]
,
for m = 1 and T = S
ΛS1 (r) ≡
1
R0
[
1
2
dψS0,2
dr
+
(
1
r
− rfˆ0pjˆ0p
)
ψS0,2 (r)
]
, (2.28)
and for all other m and T = C, S
ΛTm (r) ≡
1
R0
[
1
2
dψT0,m+1
dr
+
(
m+ 1
2r
− rfˆ0pjˆ0p
)
ψT0,m+1 (r) (2.29)
+
1
2
dψT0,m−1
dr
−
(
m− 1
2r
+ rfˆ0pjˆ0p
)
ψT0,m−1 (r)
]
.
Equation (2.25) can be solved using the method of variation of parameters, yield-
ing
ψT1,m (r) = −
pi
2
Jm
(√
fˆ0jˆ0r
)∫ r
0
dr′ r′Ym
(√
fˆ0jˆ0r
′
)
ΛTm (r
′)
+
pi
2
Ym
(√
fˆ0jˆ0r
)∫ r
0
dr′ r′Jm
(√
fˆ0jˆ0r
′
)
ΛTm (r
′) (2.30)
+ T1,m
m! 2m(
fˆ0jˆ0
)m/2Jm(√fˆ0jˆ0r) ,
where we have imposed regularity at the origin, Ym is the m
th order Bessel function
of the second kind, and T1,m = C1,m, S1,m are Fourier coefficients determined by the
boundary conditions at the plasma edge. Combining (2.24), (2.26) through (2.29),
and (2.30) gives the complete solution to the O (B0) Grad-Shafranov equation for
an arbitrary boundary condition.
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To understand the hollow current case (i.e. fˆ0 < 0), we will use (2.22) and the
identity
Ym (ix) = i
m+1Im (x)− 2
pi
i−mKm (x) , (2.31)
where Km is the m
th order modified Bessel function of the second kind. This enables
(2.30) to be reformulated as
ψT1,m (r) = Im
(√
−fˆ0jˆ0r
)∫ r
0
dr′ r′Km
(√
−fˆ0jˆ0r′
)
ΛTm (r
′)
−Km
(√
−fˆ0jˆ0r
)∫ r
0
dr′ r′Im
(√
−fˆ0jˆ0r′
)
ΛTm (r
′) (2.32)
+ T1,m
m! 2m(
−fˆ0jˆ0
)m/2 Im(√−fˆ0jˆ0r) .
For a constant current profile (i.e. fˆ0 = 0), we can take the limit of (2.24), (2.26)
through (2.29), and (2.30) as fˆ0jˆ0 → 0 to find
ψ1 (r, θ) =
1
4R0b
[(
jˆ0 + 4jˆ0p
4
r3 − jˆ0fˆ0pjˆ0p
12
r5
)
cos (θ)
+
∞∑
m=2
(
rm+1 − fˆ0pjˆ0p
2 (m+ 1)
rm+3
)
N0,m cos ((m− 1) θ +mθt0,m)
−
∞∑
m=2
fˆ0pjˆ0p
m+ 2
rm+3N0,m cos ((m+ 1) θ +mθt0,m)
]
(2.33)
+
∞∑
m=0
rmN1,m cos (m (θ + θt1,m)) ,
where N1,m ≡
√
C21,m + S
2
1,m is the magnitude of the next order Fourier mode, θt1,m ≡
−arctan (S1,m/C1,m) /m is the next order Fourier mode tilt angle, and we have used
(2.21) with
lim
fˆ0jˆ0→0
m! 2m(
fˆ0jˆ0
)m/2Jm(√fˆ0jˆ0r) = rm (2.34)
lim
fˆ0jˆ0→0
Ym
(√
fˆ0jˆ0r
)
= − 1
mpi
m! 2m(
fˆ0jˆ0
)m/2 r−m (2.35)
for m 6= 0. The first line of (2.33) contains the direct effect of toroidicity on the
equilibrium, i.e. the Shafranov shift. The second and third lines show that a zeroth
order shaping mode m splits into two modes, m − 1 and m + 1, at first order. The
last line contains the homogeneous solution, which enables an arbitrary boundary
condition to be satisfied.
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Chapter 3
Radial penetration of flux surface
shaping
Much of this chapter appears in reference [27].
This chapter uses a series of independent arguments to show that tokamaks with
lower order shaping modes and a more hollow current profile will better allow shaping
to penetrate to the magnetic axis. This provides intuition for existing analytic [28,
29, 30] and numerical [31, 32] results concerning how flux surface shaping penetrates
in the ideal MHD model.
Here we will use the large aspect ratio solutions found in chapter 2 to investigate
the effects of both free parameters in the lowest order Grad-Shafranov equation: the
boundary condition and the toroidal current profile (see (2.2) and (2.3)). Although
the motivation is to create up-down asymmetric flux surfaces near the magnetic axis,
the main results of this chapter also apply to the penetration of traditional up-down
symmetric plasma shaping. Additionally, the following derivations are appropriate to
treat the Shafranov shift, but it will not be investigated specifically. This is because it
is formally small in aspect ratio and, in isolation, does not create up-down asymmetry.
As we will explore in chapter 4, the Shafranov shift becomes up-down asymmetric
when the flux surfaces already have an up-down asymmetric shape. Hence it can
enhance existing up-down asymmetry, but cannot create asymmetry by itself.
The traditional argument concerning shaping penetration [28, 33, 34] uses a Taylor
expansion of the poloidal flux about the magnetic axis to find
ψ (R,Z) ≈ 1
2
∂2ψ
∂R2
∣∣∣∣
R0,Z0
(R−R0)2 + ∂
2ψ
∂R∂Z
∣∣∣∣
R0,Z0
(R−R0) (Z − Z0) (3.1)
+
1
2
∂2ψ
∂Z2
∣∣∣∣
R0,Z0
(Z − Z0)2 ,
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where Z0 is the axial location of the magnetic axis. Here we have imposed that at the
magnetic axis the poloidal flux vanishes and is at a minimum. This implies that the
constant and linear terms in the Taylor expansion are zero. Hence, no matter what
external fields shape the plasma, close enough to the magnetic axis the flux surface
ellipticity will dominate over higher order shaping effects. This argument fails if all
the second order Taylor coefficients are zero. However, very close to the magnetic
axis the plasma current can be assumed to be constant (since the slope of the current
must be zero on axis), so (2.21) must be a valid equilibrium in the region. Therefore,
we see that, in order for the second order Taylor coefficients to vanish, the on-axis
toroidal current density must be zero. This prevents closed, nested flux surfaces [35].
Thus, the case in which the second order Taylor coefficients vanish is uninteresting.
While the argument based on the Taylor expansion around the magnetic axis is
compelling, it says nothing about how shaping behaves away from the magnetic axis
or how triangularity penetrates in the absence of elongation. A more sophisticated
version of this argument is presented in references [18, 33], which includes effects from
having a linear toroidal current profile.
In section 3.1, we show that the shaping of a given flux surface depends on the
magnitude of the poloidal variation of the poloidal magnetic field on the flux surface.
Then, in section 3.2, we use this dependence to study why different flux surface shapes
penetrate better than others. In section 3.3, we explore a limit of the Grad-Shafranov
equation that separates the effects of magnetic pressure and tension. In this limit we
clearly see how the current profile affects shaping penetration.
3.1 Quantifying shaping penetration
First, we will define the parameter
∆ (aψ) ≡ bψ (aψ)
aψ
, (3.2)
where aψ is the minimum distance of the flux surface from the magnetic axis and
bψ is the maximum distance of the flux surface from the magnetic axis. For circular
flux surfaces without a Shafranov shift ∆ = 1. Since the definitions of aψ and bψ are
based on the magnetic axis, ∆ 6= 1 for circular flux surfaces with a Shafranov shift.
We note that ∆ reduces to the typical definition of elongation (usually denoted by κ)
when the flux surfaces are purely elliptical without a Shafranov shift.
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Taking a derivative of (3.2) we find the change in ∆ across a flux surface is given
by
d∆
daψ
=
1
aψ
dbψ
daψ
− bψ (aψ)
a2ψ
. (3.3)
The derivative dbψ/daψ can be calculated from the poloidal magnetic flux,
ψ =
1
2pi
∮ pi
−pi
dζ
∫ r
0
dr′RBp. (3.4)
We note that (3.4) is only valid along the integration path connecting the radial
minimum on each flux surface, aψ, and the path connecting the radial maximum
on each flux surface, bψ. This is because, at the flux surface radial extrema, the
poloidal field is necessarily perpendicular to the usual cylindrical radial direction.
Using implicit differentiation and evaluating on both of these integration paths, (3.4)
gives
daψ
dψ
=
1
RBp|a
(3.5)
dbψ
dψ
=
1
RBp|b
. (3.6)
Here |a and |b indicate the quantity should be evaluated at the poloidal locations of
the minimum and maximum radial positions on a given flux surface. Therefore, we
find that (3.3) becomes
aψ
∆
d∆
daψ
=
1
∆
RBp|a
RBp|b
− 1, (3.7)
which is only a consequence of geometry and the definition of the poloidal flux. In
current experiments [32, 36, 37, 38] this quantity is generally between 0 and 0.3,
but, as additional shaping is generally advantageous, the goal would be to make it
as negative as possible. We will use (3.7) to understand why different flux surface
shapes (elongated, triangular, etc.) penetrate better from the edge to the core and
how the toroidal current profile affects this penetration.
3.2 Effect of flux surface shape
In this section we will compare different flux surface shapes and show that lower or-
der shaping effects penetrate from the plasma boundary to the magnetic axis more
effectively. First, we must determine which shapes to consider and argue that com-
parisons between them are fair. We will use large aspect ratio equilibria produced
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with a constant toroidal current profile because it is a reasonable approximation of ex-
perimental profiles and the solutions are simple cylindrical harmonics given by (2.21).
From these equilibria we will investigate each cylindrical harmonic shaping effect in
isolation by creating strongly shaped flux surfaces, specifically those that approach
having magnetic field nulls (see figure 3.1). These configurations are created by in-
cluding only a single shaping mode m in (2.21) with the maximum possible value of
∆ as calculated in appendix A. This ∆ is given by the numerical solution of (A.2)
and can be converted to the Fourier shaping coefficient using
N0,m =
jˆ0
4
∆2 − 1
∆m + 1
a2−mψ . (3.8)
Equation (3.8) is a consequence of the definitions of aψ as well as ∆ and can be derived
from ψ0 (aψ,−θtm) = ψ0 (∆aψ, (pi/m)− θtm) and (2.21). We also need to solve for the
relationship between the poloidal flux and the minor radius, which can be found to
be
ψ0 (aψ) =
jˆ0
4
a2ψ +N0,ma
m
ψ (3.9)
from (2.21) and the definition of aψ. These configurations will be analytically tractable
and exaggerate the effects we mean to investigate. It should be noted that we expect
flux surfaces with higher order shaping to be more difficult to create experimentally.
This is because they have more magnetic field nulls, so they require more poloidal
shaping magnets and more total external current to create.
From Ampere’s law we find that RBp|a ≈ (Sp/Lp)µ0jζR is a finite quantity,
where Sp is the poloidal area enclosed by the flux surface and Lp is the poloidal
perimeter. Additionally, we note that RBp|b approaches zero because we have chosen
configurations that nearly have magnetic nulls. This reveals that, as the flux surface
shaping is increased, the ratio of poloidal fields in (3.7) diverges to positive infinity.
This implies that d∆/daψ is positive and large, i.e. it will be impossible to maintain
strong shaping from the boundary to the magnetic axis. While this is true for nearly
all configurations, there is one caveat: when the shaping parameter ∆ also diverges to
infinity. Then, d∆/daψ can be finite and negative. This makes the m = 2 cylindrical
harmonic shaping effect special because flux surfaces with arbitrarily large elongation
are possible. Additionally, the m = 1 mode is an exception as it is impossible to create
magnetic field nulls with a pure Shafranov shift. However, all pure shaping effects
above m = 2 cannot make flux surfaces that are both closed and have arbitrarily
large shaping.
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Figure 3.1: The (a) m = 2, (b) m = 3, and (c) m = 4 strongly shaped flux surface
shapes.
Lastly, we note that (3.8) directly determines how different flux surface shaping
effects penetrate radially (given a constant current profile). In general, solving (3.8)
for ∆ (aψ) cannot be done analytically, but after expanding to lowest order in ∆−1
1 we find that
∆− 1 = (∆b − 1) ρm−2, (3.10)
where ∆b is the shaping parameter of the outermost flux surface, ρ ≡ aψ/a is the
usual normalised minor radial coordinate, and a is the tokamak minor radius (i.e. aψ
of the outermost flux surface). From this we see that, to lowest order in aspect ratio,
a constant current profile does not alter the externally applied elongation [18, 33, 39]
(meaning that d∆/daψ = 0). Furthermore, we see that all higher order shaping effects
have exponentially poor radial penetration in m. Therefore, elongation will penetrate
throughout the plasma better than all higher order shaping modes.
3.3 Effect of the toroidal current profile
As we compare configurations with different toroidal current profiles, we will choose
to keep the external flux surface shape fixed. Therefore, from (3.7) we conclude
that changing the current profile, while maintaining a constant boundary flux surface
shape, only affects the shaping penetration by altering RBp|a / RBp|b.
In order to calculate the ratio of the poloidal fields we will start with the toroidal
component of Ampere’s law, (
~∇× ~B
)
· eˆζ = µ0jζ . (3.11)
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Noting that ~B = I ~∇ζ + ~Bp, we see that(
~∇× ~Bp
)
·R~∇ζ = µ0jζ . (3.12)
Since ~Bp = ~∇ζ× ~∇ψ, we know that ~∇ζ = ~∇ψ× ~Bp/
∣∣∣~∇ψ∣∣∣2. Making this substitution
and using a number of vector identities on the quantity ~Bp ×
(
~∇× ~Bp
)
we find that
R
~∇ψ∣∣∣~∇ψ∣∣∣2 ·
(
~∇ ~Bp
)
· ~Bp −
RB2p∣∣∣~∇ψ∣∣∣2 bˆp ·
(
~∇bˆp
)
· ~∇ψ = µ0jζ , (3.13)
where bˆp ≡ ~Bp/Bp is the poloidal field unit vector. Using the definition of the poloidal
field curvature,
κp ≡ −
(
bˆp · ~∇bˆp
)
·
~∇ψ∣∣∣~∇ψ∣∣∣ , (3.14)
together with ~∇ψ = RBpeˆψ gives
R
2
~∇ψ∣∣∣~∇ψ∣∣∣2 · ~∇
(
B2p
)
+Bpκp = µ0jζ , (3.15)
a rearranged form of (2.2), the Grad-Shafranov equation. We choose this form because
it clearly separates the effects of poloidal magnetic pressure in the first term and field
line tension in the second, while the right hand side is constant on a flux surface
to lowest order in aspect ratio. Equation (3.15) is a different way to express the
conclusion reached in reference [39]: in non-circular flux surfaces, the current profile
determines the gradient of the shaping. We can determine the poloidal magnetic field
from the current profile using (3.15), which can then be related to the gradient of the
shaping through (3.7).
We apply (3.15) to strongly shaped flux surfaces, which causes the first and second
terms to vary dramatically with the poloidal location. We will assume that, at the
poloidal location of the minimum radial position, the field lines become straight and
the curvature term vanishes. Additionally, since the poloidal derivative necessarily
vanishes at this location, the gradient can be converted according to the chain rule
as
~∇ (B2p)∣∣∣
a
= ~∇ψ
∣∣∣
a
daψ
dψ
d
daψ
(
B2p
∣∣
a
)
. (3.16)
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Figure 3.2: A stacked area graph showing, to lowest order in aspect ratio, the con-
tributions of the magnetic pressure (blue, below the curve) and tension (red, above
the curve) terms from (3.15) on an elongated flux surface with (a) ∆ = 1, (b) ∆ = 2,
and (c) ∆ = 3.
Then (3.5) and (3.15) can be used to find
Bp|a = µ0
∫ aψ
0
da′ψ jζ |a
(
a′ψ
)
. (3.17)
Furthermore, we assume that, at the poloidal location of the maximum radial position,
the magnetic pressure term is small, giving
Bp|b =
µ0jζ
κp
∣∣∣∣
b
(3.18)
from (3.15). The integral in (3.17) assumes that the separation between magnetic
pressure and tension must be valid over the entire radial profile, not just on the flux
surface of interest. If the flux surfaces are circular over a substantial region near
the axis, (3.17) is no longer accurate. For the m = 2 mode with a constant current
profile, (3.17) and (3.18) are exact in the limits of ∆→∞ and → 0 (see figure 3.2).
This is because, in these conditions, the flux surface exactly maintains its shape as it
penetrates the plasma [18, 33, 39]. One can use an exact solution (given by (2.18))
to estimate that (3.17) and (3.18) are only accurate to about 20% for a linear peaked
current profile with fˆ0ψ0b = 0.2 and an elongation of ∆ = 2. These equations are not
exact for other shaping modes, but we will keep the derivation completely general
because approximate results may still be useful and other exact limits may exist for
different current profiles.
Substituting (3.17) and (3.18) into (3.7) we find that
aψ
∆
d∆
daψ
=
κp|b
∆
R|a
∫ aψ
0
da′ jζ |a
(
a′ψ
)
R|b jζ |b
− 1. (3.19)
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Since we are considering a fixed flux surface shape, we can solve for the required
current profile properties to locally permit the shape to penetrate (i.e. d∆/daψ = 0)
and find
κp|b
∆
=
R|b jζc|b
R|a
∫ a
0
da′ψ jζc|a
(
a′ψ
) . (3.20)
Here jζc is any toroidal current density profile that ensures d∆/daψ = 0 locally. We
are guaranteed that a solution to (3.20) exists for every boundary flux surface shape
because, by different choices of jζc, we can make the right-hand side span the full
range of [0,∞). Furthermore, due to the integral, this requirement can be satisfied
by many different profiles.
Solving for this constant shape penetration case is useful because we are comparing
configurations holding the flux surface shape constant, so both κp|b and ∆ will stay
fixed. Substituting (3.20) into (3.19), we find that
aψ
∆
d∆
daψ
=
jζc|b
jζ |b
∫ aψ
0
da′ψ jζ |a
(
a′ψ
)∫ aψ
0
da′ψ jζc|a
(
a′ψ
) − 1. (3.21)
By normalising this equation, we see that the total plasma current can be scaled with-
out changing the flux surface shapes (by scaling the external currents accordingly).
In other words, we can multiply jζc or jζ by any numerical factor without changing
any flux surface shapes. Equation (3.21) is a differential equation for ∆ (aψ), which
can be solved giving
∆ (aψ)
∆b
= exp
−∫ a
aψ
da′ψ
1
a′ψ
 jζc|b (a′ψ)
jζ |b
(
a′ψ
) ∫ a′ψ0 da′′ψ jζ |a (a′′ψ)∫ a′ψ
0 da
′′
ψ jζc|a
(
a′′ψ
) − 1
 . (3.22)
This equation gives the radial profile of the flux surface shaping, but it is only
exact when the separation of the two terms in (3.15) is valid over the entire radial
profile. For example, elongated flux surfaces with a linear current profile defined by
(2.8) have an exact solution in the limits that fˆ0  1,  → 0, and ∆b  1. Using
these limits, we can simplify (3.22) to
∆ (ρ)
∆b
= 1 +
a2
6
fˆ0jˆ0
(
1− ρ2) . (3.23)
Figure 3.3 shows good agreement between this simple quadratic profile, (3.22), and
the exact numerical solution calculated from (2.18).
29
0 0.2 0.4 0.6 0.8 1
ρ1
1+ a26 f0 j0
Δ/Δb
Figure 3.3: The exact radial shaping profile (black, solid) along with (3.22) (blue,
dashed) and (3.23) (blue, solid), which are nearly indistinguishable, for elongated
flux surfaces in the limit that fˆ0  1, → 0, and ∆b  1.
Since jζc can be scaled arbitrarily, (3.21) can be further simplified by choosing
jζc|b to be jζ |b, the toroidal current on the flux surface of interest, giving
ρ
∆
d∆
dρ
=
∫ ρ
0
dρ′ jζ |a (ρ′)∫ ρ
0
dρ′ jζc|a (ρ′)
− 1 (3.24)
at a specific radial location. This shows that the shaping penetration only depends
on the amount of toroidal current within the flux surface compared with the constant
shape penetration case. Profiles that are more hollow will help shaping penetrate
into the plasma. What happens is, as the on-axis current is lowered, the shaping and
RBp|b stay constant (maintained by the external magnets), while RBp|a decreases be-
cause of the drop in the total plasma current. From (3.7) we see that a change in the
ratio of these magnetic fields allows the shaping to penetrate radially. Analogously,
peaked current profiles will tend to limit the shaping to the edge. In figure 3.4, we
plot (2.18) for different boundary conditions and values of fˆ0. From figure 3.4(a,b,c),
we see that achieving an on-axis elongation of 2 with a peaked current profile requires
a 25% greater edge elongation than it would with a hollow profile. Figure 3.4(d,e,f)
shows that triangular flux surface shaping is only large near the boundary, as would
be expected from the arguments in both the introduction to this chapter and section
3.2. However, we still observe that the shaping penetrates more effectively with a
hollow current profile, relative to a peaked profile. This, along with (3.24), suggests
that the beneficial effect of hollow current profiles for shaping penetration is gen-
eral to all flux surface shapes (see references [18, 33] for a different approach to the
same problem). Numerical evidence of this using EFIT equilibrium reconstruction on
simulated experimental data can be seen in figure 5(b) of reference [32].
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Figure 3.4: The (a,d) normalised radial current profile, (b,e) flux surface shapes, and
(c,f) shaping profile for solutions to the Grad-Shafranov equation to lowest order in
aspect ratio with constant (black, solid), hollow (blue, dashed), and peaked (red,
dotted) toroidal current profiles with (a,b,c) elongated or (d,e,f) triangular boundary
conditions.
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Chapter 4
Global equilibria with a Shafranov
shift and tilted elliptical boundary
Much of this chapter appears in reference [22].
In order to model a realistic Shafranov shift we must know how it depends on the
free parameters that appear in the next order (in large aspect ratio) Grad-Shafranov
equation: the boundary flux surface, the current profile, and the pressure profile. We
will restrict our investigation to using a tilted elliptical boundary because the MHD
analysis in chapter 3 suggests that low modes penetrate most effectively. We will
explicitly calculate how the Shafranov shift depends on the tilt angle of the elliptical
boundary flux surface (parameterized by θκb). We will argue that the Shafranov shift
is insensitive to the shape of the current and pressure profiles (parameterized by fˆ0
and fˆ0p respectively) when the geometry, plasma current, and average dp/dψ is kept
fixed. Doing so makes the gyrokinetic simulations presented in chapter 9 more widely
applicable, as they use equilibria derived assuming constant current and pressure
gradient profiles. In order to accomplish this, we require a general solution for the
magnitude and direction of the Shafranov shift in tokamaks with a tilted elliptical
boundary as well as linear current and pressure gradient profiles.
Together (2.18), (2.24), (2.26) through (2.29), and (2.30) give this general solu-
tion to O (B0), which is sufficient to capture the behaviour of the Shafranov shift.
However, we still must determine the Fourier coefficients N0,m, θt0,m, C1,m, and S1,m
in order to create a tilted elliptical boundary flux surface. To do so we require the
poloidal flux to be constant on the boundary, parameterized in polar form by
rb (θ) =
√
2κba√
κ2b + 1 + (κ
2
b − 1) cos (2 (θ + θκb))
, (4.1)
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Figure 4.1: The boundary flux surface specified by (4.1) for two values of the boundary
elongation tilt angle, θκb = pi/4 (solid) and θκb = 0 (dotted), where the axis of
axisymmetry is indicated by a dash-dotted line.
where κb is the elongation of the boundary flux surface, θκb is the boundary tilt angle,
and a is the tokamak minor radius (i.e. the minor radial position of the boundary
flux surface at θ = −θκb).
4.1 Solution to the O(B0) Grad-Shafranov equation
for a tilted elliptical boundary condition
To calculate N0,m and θt0,m we substitute (4.1) into (2.18) to give
ψ0 (rb (θ) , θ) = ψ0b, (4.2)
where ψ0b is the value of the poloidal flux on the plasma boundary. Since ψ0b is a
constant we know that ψ0 (rb (θ) , θ) does not depend on θ. In theory, ensuring that
this is true for all values of θ determines all of the lowest order Fourier coefficients.
However, the exact solution for these coefficients is not analytic, so we will resort to
a numerical solution. Before we do so we will note that, because the lowest order
Grad-Shafranov equation has cylindrical symmetry, the only angle intrinsic to the
problem is θκb, which is introduced by the boundary condition. This implies that
θt0,m = θκb (4.3)
for all m, which suggests that it will be useful to define a new poloidal angle
θs ≡ θ + θκb. (4.4)
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Furthermore, since an ellipse has mirror symmetry about exactly two axes, we know
that N0,m = 0 for odd m.
To determine N0,m for even m we will take the Fourier series of ψ0 (rb (θs) , θs)−ψ0b.
Truncating the series at a large mode number mmax gives a long series of cosine
terms. Requiring that the coefficient of each term must individually vanish gives a
numerical approximation for all N0,m with m ≤ mmax. In the limit that mmax → ∞
this approximation approaches the exact solution, though in practice mmax ≈ 10 was
found to achieve sufficient precision for our purposes. This was determined by visually
assessing how well the solution matched the boundary condition at the plasma edge.
4.2 Solution to the O(B0) Grad-Shafranov equa-
tion for a tilted elliptical boundary condition
To next order we must determine C1,m and S1,m such that
ψ1 (rb (θ) , θ) = ψ1b (4.5)
is true, where ψ1b is the next order value of the poloidal flux on the boundary flux
surface. This is done in a similar manner to the lowest order equations, except the
Grad-Shafranov equation no longer has cylindrical symmetry and we must evaluate
the integral in (2.30). The lack of symmetry means that we do not automatically know
the tilt angle of the modes. However, since ψ0 only has even Fourier mode numbers,
it can be shown that (2.7) only has odd Fourier modes. Hence, C1,m = S1,m = 0 for
even m.
To calculate C1,m and S1,m for odd m we take ψ1 (r, θ) from (2.24) and Taylor
expand in fˆ0jˆ0a
2  1 to O
((
fˆ0jˆ0a
2
)fmax)
. This allows us to analytically calculate
the integrals appearing in (2.30) because the Bessel functions become summations of
polynomials. We can now substitute (4.1) and find the Fourier series of ψ1 (rb (θ) , θ)−
ψ1b to mode number mmax. Again, we require that all of the Fourier coefficients must
individually vanish, which produces a numerical approximation for each C1,m and
S1,m with m ≤ mmax. A value of fmax ≈ 10 was found to give a sufficiently accurate
solution.
For a hollow current profile, we repeat the entire above process except for using
(2.23) instead of (2.18) and (2.32) instead of (2.30). While the above process also
works for the case of a constant toroidal current profile, it has an analytic solution,
which we derive in appendix B.
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In order to understand the effect of changing the current and pressure profiles in
a single experimental device, we will choose to keep the major radial location of the
centre of the boundary flux surface (R0b), the minor radius (a), the edge elongation
(κb), the total plasma current (Ip), and an estimate of the average pressure gradient
(paxis/ψ0b, i.e. the on-axis pressure divided by the lowest order edge poloidal flux)
fixed. In order to keep these parameters fixed as we change the current and pressure
profiles we must calculate how they enter into both jˆ0 and jˆ0p. Calculating jˆ0p is
straightforward, as we can directly integrate (2.9) over poloidal flux to find
jˆ0p = µ0R
2
0b
paxis
ψ0b
(
1− fˆ0pψ0b
2
)−1
. (4.6)
To calculate jˆ0 we start with the definition of the plasma current,
Ip ≡
∫
dSjζ =
∫ 2pi
0
dθs
∫ rb(θs)
0
drjζr, (4.7)
where S is the poloidal cross-sectional surface. Since we are only searching for a
simple estimate, we will use (2.8) to rewrite (4.7) as
Ip =
∫ 2pi
0
dθs
∫ rb(θs)
0
dr
jˆ0
µ0R0b
(
1− fˆ0ψ0
)
r, (4.8)
which is accurate to lowest order in aspect ratio. Substituting the boundary shape
(i.e. (4.1)) and the constant current solution for ψ0 (r, θs) (i.e. (2.21), (4.3), (B.1),
and (B.2)) allows us to directly take the integral to find
jˆ0 = µ0
Ip
pia2κb
R0b
(
1− fˆ0ψ0b
2
)−1
+O
(
fˆ 20 jˆ
2
0a
4
)
. (4.9)
The O
(
fˆ 20 jˆ
2
0a
4
)
error arises from the fact that we used the constant current solution
for ψ0 (r, θs), which is only accurate to lowest order in fˆ0jˆ0a
2  1. This means that
as we change fˆ0p and fˆ0 we must change jˆ0p and jˆ0 according to (4.6) and (4.9)
respectively.
In figure 4.2 we plot the calculated flux surfaces resulting from three different
current profiles, setting fˆ0p = fˆ0. We use inputs of
R0b = 3, a = 1, κb = 2, (4.10)
(we have normalised all lengths to the minor radius), and
jˆ0p
jˆ0
≈ pia
2κbR0b
Ip
paxis
ψ0b
≈ 0.7 (4.11)
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Figure 4.2: Calculated flux surfaces for fˆ0ψ0b = fˆ0pψ0b = 0 (black, solid), fˆ0ψ0b =
fˆ0pψ0b = 0.4 (red, dotted), and fˆ0ψ0b = fˆ0pψ0b = −0.4 (blue, dashed).
(from projections for ITER [15]). Additionally, we choose to plot the case of θκb = pi/8
because nonlinear gyrokinetic simulations have shown this value to be optimal for
generating rotation (see figure 9.2 and reference [18]). Note that the ψ0b appearing in
(4.11) is part of paxis/ψ0b, so it is fixed for all three profiles and can be calculated for
a constant current profile from (B.1). In figure 4.2 we see that the current profile has
an effect on the penetration of elongation from the boundary to the magnetic axis.
This indicates that hollower current profiles better support elongation throughout
the plasma, which is consistent with the results of chapter 3 as well as previous work
[18, 33]. However, given these parameters, the Shafranov shift is not visibly altered,
even with the significant changes to the current profile.
In order to verify our calculation, we compared our results with the ECOM code
[40], a fixed boundary equilibrium solver capable of modelling up-down asymmetric
configurations. In figure 4.3 we see a direct graphical comparison between ECOM and
the results of our calculation that were shown in figure 4.2. The two sets of results
agree well, especially for the constant and hollow current profile cases. We believe
that the most significant source of error is finite aspect ratio effects in our analytic
calculation, which arise from the assumption that  = 1/3  1. Hence, formally we
would only expect the analytic calculation to be accurate to about 2 ∼ 10%.
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Figure 4.3: Flux surfaces calculated by both ECOM (dotted) and analytically (solid)
for (a) fˆ0ψ0b = fˆ0pψ0b = 0 (black), (b) fˆ0ψ0b = fˆ0pψ0b = 0.4 (red), and (c) fˆ0ψ0b =
fˆ0pψ0b = −0.4 (blue).
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Figure 4.4: Example flux surfaces showing the geometric meaning of the parameters
raxis and θaxis, the minor radial and poloidal locations of the magnetic axis respectively.
4.3 Location of the magnetic axis
We can obtain the Shafranov shift from our calculation by numerically solving the
equation
~∇ (ψ0 (r, θ) + ψ1 (r, θ))
∣∣∣
r=raxis,θ=θaxis
= 0 (4.12)
using (2.18), (2.24), (2.26) through (2.29), (2.30), and (4.3) as well as our numerical
solutions for N0,m, C1,m, and S1,m. Here raxis and θaxis are the minor radial and
poloidal location of the magnetic axis respectively, as indicated in figure 4.4. For the
special case of a tilted elliptical boundary with a constant toroidal current profile (i.e.
fˆ0 = 0) we can exactly solve (4.12) as shown in appendix B. Equations (B.15) and
(B.16) give the exact location of the magnetic axis when considering the poloidal flux
to lowest order and next order in  1.
In figure 4.5 we show the location of the magnetic axis for different boundary tilt
angles as we vary the shape of the current/pressure profile (by changing fˆ0 and keeping
fˆ0p = fˆ0). In this scan we hold the geometry, Ip, and paxis/ψ0b fixed at the values
determined by (4.10) and (4.11). For the most part, we see reasonable quantitative
agreement between our theoretical results and ECOM. However, the trend of raxis with
fˆ0ψ0b at large tilt angles is inconsistent between the two calculations. This appears
to be a breakdown in our inverse aspect ratio expansion as the analytical calculation
and ECOM become consistent at smaller tilt angles (where the effective aspect ratio
is larger) and if the aspect ratio is directly increased. An important property of
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Figure 4.5: The (a) minor radial and (b) poloidal location of the magnetic axis for
constant (fˆ0ψ0b = fˆ0pψ0b = 0) (black, solid, circles), linear peaked (fˆ0ψ0b = fˆ0pψ0b =
0.4) (red, dotted, squares), and linear hollow (fˆ0ψ0b = fˆ0pψ0b = −0.4) (blue, dashed,
triangles) current/pressure gradient profiles, calculated analytically (lines) and by
ECOM (points).
figure 4.5, which is supported by both the analytic and ECOM calculations, is the
insensitivity of the Shafranov shift to significant changes in the shape of the current
profile. Both the magnitude and the direction of the Shafranov shift change very
little between the different current profiles. This is especially true in the domain
of θκb ∈ [0, pi/4], which is the range of tilt angles that seem most promising for
implementing in an experiment [17, 18]. This means that, even though we will only
run gyrokinetic simulations of equilibria with constant current and pressure gradient
profiles, we expect the Shafranov shift to have a similar effect in equilibria with other
profiles.
Conversely, we see that the boundary elongation tilt angle has a large effect, not
just on the direction of the Shafranov shift, but also its magnitude. This is intuitive
because we know that, for an ellipse with κ = 2, the midplane chord length is twice
as long in the θκb = pi/2 geometry as it is in the θκb = 0 geometry. Lastly, we see that
the direction of the Shafranov shift varies considerably, but it is purely outwards for
the 0 and pi/2 tilt angles as expected. We note that (except at θκb = 0 and θκb = pi/2)
it does not align with the lines of symmetry of the ellipse, so it breaks the mirror
symmetry of the configuration.
In figure 4.6 we show the location of the magnetic axis as we vary the shape of the
pressure profile (by changing fˆ0p) with a constant current profile (i.e. fˆ0 = 0), while
holding the geometry, Ip, and paxis/ψ0b fixed. We see good quantitative agreement
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Figure 4.6: The (a) minor radial and (b) poloidal location of the magnetic axis for
constant (fˆ0pψ0b = 0) (black, solid, circles), linear peaked (fˆ0pψ0b = 0.4) (red, dotted,
squares), and linear hollow (fˆ0pψ0b = −0.4) (blue, dashed, triangles) pressure gradient
profiles, calculated analytically (lines) and by ECOM (points) for a constant current
profile.
between the results of appendix B and ECOM. Additionally, it appears that varying
the profile of the pressure gradient while holding its average fixed has little effect on
the Shafranov shift. We note that, in general, varying the pressure gradient has a
large effect on the magnitude of the Shafranov shift, but not when Ip and paxis/ψ0b
are held constant. This is important as it justifies using our MHD results for the
Shafranov shift with a constant dp/dψ profile as input for gyrokinetic simulations
that are based on ITER, which we will take to have a constant dp/drψ profile [15].
Even though this is formally inconsistent, our analysis suggests the Shafranov shift in
a configuration with constant dp/dψ will be a reasonable estimate of the Shafranov
shift in a configuration with constant dp/drψ (as long as the geometry, Ip, and paxis/ψ0b
are the same).
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Chapter 5
Derivation of local Miller equilibria
Much of this chapter appears in references [22] and [41].
In this chapter we will take the simple, but physical large aspect ratio global
MHD equilibria found in chapters 2 and 4 and derive the corresponding Miller local
equilibria [42] for use in gyrokinetic simulations. The Miller local equilibrium model
includes the shape of the flux surface of interest as an input and also requires the
radial derivative of the flux surface shape in order to calculate the local poloidal
field. We will derive two distinct local equilibrium specifications from the lowest
order constant current global equilibrium. The first, the “Expanded” specification,
is a simple Fourier series useful for analytic calculations. The second, the “Exact”
specification, is more appropriate for creating realistic flux surface shapes for use
in gyrokinetic simulations. These specifications can produce arbitrary flux surface
shaping, which is specified by an infinite series of modes with independent tilt angles
θtm. Then, we will calculate the local Shafranov shift from the constant current global
equilibrium assuming a constant dp/dψ profile and a tilted elliptical boundary flux
surface.
5.1 Specification of arbitrary flux surface shaping
To calculate the lowest order Miller local equilibrium, we will start with
ψ0 (r, θ) =
jˆ0
4
r2 +N0,mr
m cos (m (θ + θt0,m)) , (5.1)
which is just the constant current global equilibrium (i.e. (2.21)) when considering
only one shaping mode m. We will define a new parameter
∆m (aψ,m) ≡ bψ,m (aψ,m)
aψ,m
, (5.2)
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which is similar to (3.2), but quantifies the magnitude of flux surface shaping from
each poloidal shaping effect m in isolation. Here aψ,m is the minimum distance of the
flux surface from the magnetic axis if all other shaping modes are ignored in (2.13).
Similarly, bψ,m is the maximum distance of the flux surface from the magnetic axis if
all other shaping modes are ignored. For circular flux surfaces without a Shafranov
shift ∆m = 1 for all m. Since the definitions of aψ,m and bψ,m are based on the
magnetic axis, ∆1 6= 1 for circular flux surfaces with a Shafranov shift. We note that
∆2 is the typical definition of the elongation usually denoted by κ. The parameter
∆m can be related to the Fourier coefficients used in chapter 2 by substituting (5.1)
into ψ0 (aψ,m,−θt0,m) = ψ0 (∆maψ,m, (pi/m)− θt0,m). For a constant current profile
this gives the relation
N0,m =
jˆ0
4
∆2m − 1
∆mm + 1
a2−mψ,m , (5.3)
which is analogous to (3.8). On a given flux surface, we can use (3.9), (5.1), and (5.3)
to find (
r
aψ,m
)2
+
∆2m − 1
∆mm + 1
(
r
aψ,m
)m
cos (m (θ + θtm)) =
∆mm + ∆
2
m
∆mm + 1
, (5.4)
where we have let θt0,m = θtm for notational simplicity. We would like to exactly solve
this equation for r to get a polar expression for each flux surface shape, but it is not
analytic in general. Our method of dealing with this will distinguish two different
geometry specifications.
5.1.1 Expanded flux surface specification
To derive the “Expanded” flux surface specification we will expand (5.4) in ∆m−1 1
(i.e. weak shaping) and assume the flux surface is circular to lowest order to find the
solution of
r (aψ,m, θ) = aψ,m
(
1 +
∆m − 1
2
(1− cos (m (θ + θtm)))
)
. (5.5)
However, in this work we will want to study geometries with shaping from more
than one mode number. In order to parameterize these configurations we will simply
superimpose the different effects, in keeping with (5.5), as
r (rψ, θ) = rψ
(
1−
∑
m
∆m − 1
2
cos (m (θ + θtm))
)
, (5.6)
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where we have defined a new flux surface label
rψ ≡ aψ
(
1 +
∑
m
∆m − 1
2
)
(5.7)
to make the specification as simple as possible. Then, by choosing rψ = rψ0 we pick
a particular flux surface of interest with the shape
r0 (θ) = rψ0
(
1−
∑
m
∆m − 1
2
cos (m (θ + θtm))
)
(5.8)
to be the centre of the local equilibrium. Note that we are free to prescribe this shape
however we wish as external coils can be used to arbitrarily shape any single flux
surface in the global MHD equilibrium.
In fact, the change in the flux surface shape with minor radius is the impor-
tant quantity determined by the global equilibrium. To calculate it we will directly
differentiate (5.6) to find
∂r
∂rψ
∣∣∣∣
rψ0,θ
= 1−
∑
m
[(
∆m − 1
2
+
rψ0
2
d∆m
drψ
)
cos (m (θ + θtm)) (5.9)
−m (∆m − 1) rψ0
2
dθtm
drψ
sin (m (θ + θtm))
]
to lowest order in ∆m − 1 1, where all quantities are evaluated on the flux surface
of interest. The values of d∆m/drψ and dθtm/drψ are unknown, but can be calculated
from the constant current global equilibrium.
To estimate d∆m/drψ from the global equilibrium, we will also expand (5.3) to
lowest order in the weak shaping limit to get
N0,m =
jˆ0
4
(∆m − 1) r2−mψ . (5.10)
Remembering that N0,m and jˆ0 are constants of the equilibrium, we can differentiate
this implicitly to find
d∆m
drψ
= (m− 2) ∆m − 1
rψ0
(5.11)
to lowest order in ∆m−1 1 on the flux surface of interest. Lastly, since θtm = θt0,m
is a constant defined by (2.20) we know that
dθtm
drψ
= 0. (5.12)
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5.1.2 Exact flux surface specification
While the Expanded flux surface specification is simple, the m = 2 mode does not
exactly correspond to elongation and single-mode flux surfaces become unrealistic at
large shaping. This motivates the “Exact” flux surface specification, which is found
by exactly solving (5.4) for the m = 2 case to get
r (aψ,2, θ) =
aψ,2∆2√
1 + (∆22 − 1) cos2 (θ + θt2)
. (5.13)
This is the polar equation for an ellipse and matches (4.1). From this we will extrap-
olate a simple generalisation for arbitrary m of
r (aψ,m, θ) =
aψ,m∆m√
1 + (∆2m − 1) cos2 (m (θ + θtm) /2)
. (5.14)
This particular generalisation is acceptable because it is consistent with (5.4) and
(5.5) to O (∆m − 1) in the weak shaping limit (i.e. the error is O
(
(∆m − 1)2
)
) and
satisfies
r (aψ,m,−θtm) = aψ,m (5.15)
r (aψ,m, pi/m− θtm)
r (aψ,m,−θtm) = ∆m. (5.16)
Repeating the method used for the Expanded specification, we will superimpose
the different shaping effects from (5.14) to find
r (aψ, θ) = aψ
[
1 +
∑
m
(
∆m√
1 + (∆2m − 1) cos2 (m (θ + θtm) /2)
− 1
)]
. (5.17)
The plus and minus 1 terms were added to ensure that r (aψ, θ) = aψ when ∆m = 1
for all m. Note that strictly speaking in writing (5.17) (and (5.7)) we have somewhat
modified our definition of the flux surface label aψ. In section 3.1 we had defined it as
the minimum radial location on a given flux surface, but from (5.17) we see that this
is not true for geometries with multiple shaping modes that are not aligned. Instead
it is defined by (5.17) from the definitions of r and θ. Evaluating (5.17) at aψ = aψ0
we find
r0 (θ) = aψ0
[
1 +
∑
m
(
∆m√
1 + (∆2m − 1) cos2 (m (θ + θtm) /2)
− 1
)]
, (5.18)
the shape of the flux surface of interest.
44
Figure 5.1: Example flux surfaces showing the geometric meaning of the parameters
Rc (aψ) and Zc (aψ), the major radial and axial locations of the centre of each flux
surface respectively.
Directly differentiating (5.17) gives
∂r
∂aψ
∣∣∣∣
aψ0,θ
= 1 +
∑
m
[
−1 + ∆m√
1 + (∆2m − 1) cos2 (m (θ + θtm) /2)
×
(
1 +
aψ0
∆m
d∆m
daψ
− aψ0 cos
2 (m (θ + θtm) /2)
1 + (∆2m − 1) cos2 (m (θ + θtm) /2)
(5.19)
×
(
∆m
d∆m
daψ
−m∆
2
m − 1
2
dθtm
daψ
tan (m (θ + θtm) /2)
))]
,
where we have evaluated all quantities on the flux surface of interest. We can estimate
that d∆m/daψ = (m− 2) (∆m − 1) /aψ0 and dθtm/daψ = 0 to lowest order in weak
shaping from (5.7), (5.11), (5.12), and the chain rule.
5.2 Shafranov shift in tilted elliptical tokamaks
The Miller geometry specification captures the Shafranov shift through local values of
dRc/daψ and dZc/daψ, where Rc (aψ) and Zc (aψ) indicate the location of the centre
of each flux surface as shown in figure 5.1. In order to model a realistic geometry, we
will include its effect in the Exact specification by calculating local values of dRc/daψ
and dZc/daψ for arbitrary tilt angle from our global MHD results. Specifically, we will
use the dependence of the global Shafranov shift on tilt angle calculated for constant
current and dp/dψ profiles (i.e. the solid black line shown in figure 4.5).
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Figure 5.2: The shift in the centre of flux surfaces (relative to the centre of the
boundary flux surface R0b) as a function of normalised poloidal flux for a constant
current profile and θκb = 0, according to ECOM (black, circles) and our analytic
calculation (black, solid) with a linear best fit (red, dotted).
First we will assume that dRc/dψ and dZc/dψ are constant from the boundary flux
surface to the magnetic axis. In figure 5.2, we plot our analytic solution (using the
coefficients calculated in appendix B) and ECOM results to show that this assumption
is satisfied for the case of a vertically-elongated boundary. Additionally, using (2.21)
and (B.2) we see that
ψ ∝ a2ψ (5.20)
for a constant current profile and an exactly elliptical boundary. Therefore, using
that ψ = ψb at aψ = a, one can calculate the constant of proportionality to show that
dψ
daψ
= 2
ψb
a
ρ, (5.21)
where ρ ≡ aψ/a is the usual normalised minor radial flux surface label. Hence, the
local Shafranov shift can be written as
dRc
daψ
∣∣∣∣
aψ0
=
dψ
daψ
∣∣∣∣
aψ0
dRc
dψ
=
(
2
ψb
a
ρ0
)
R0b −R0
ψb − 0 = −2ρ0
raxis
a
cos (θaxis) (5.22)
dZc
daψ
∣∣∣∣
aψ0
=
dψ
daψ
∣∣∣∣
aψ0
dZc
dψ
=
(
2
ψb
a
ρ0
)
Z0b − Z0
ψb − 0 = −2ρ0
raxis
a
sin (θaxis) , (5.23)
where ρ0 ≡ aψ0/a, aψ0 is the value of aψ on the flux surface of interest and the coordi-
nate system is defined such that the boundary flux surface is centred at (R = R0b, Z = Z0b).
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5.3 Summary
In summary, we have defined two different sets of expressions for the flux surface
shape and its derivative. The first, which we call the “Expanded” parameterization,
is a simple Fourier parameterization given by (5.8), (5.9), and
r (rψ, θ) = r0 (θ) +
∂r
∂rψ
∣∣∣∣
rψ0,θ
(rψ − rψ0) (5.24)
R (rψ, θ) = Rc0 + r (rψ, θ) cos (θ) (5.25)
Z (rψ, θ) = Zc0 + r (rψ, θ) sin (θ) , (5.26)
where the flux surface of interest is centred at (R = Rc0, Z = Zc0). This shaping
parameterization will be useful for theoretical scaling calculations (see chapters 7 and
8).
The second set, which we call the “Exact” parameterization, is consistent with
the Expanded parameterization to next order in the weak shaping expansion. It is
given by (5.18), (5.19), and
r (aψ, θ) = r0 (θ) +
∂r
∂aψ
∣∣∣∣
aψ0,θ
(aψ − aψ0) (5.27)
Rc (aψ) = Rc0 +
dRc
daψ
∣∣∣∣
aψ0
(aψ − aψ0) (5.28)
Zc (aψ) = Zc0 +
dZc
daψ
∣∣∣∣
aψ0
(aψ − aψ0) (5.29)
R (aψ, θ) = Rc (aψ) + r (aψ, θ) cos (θ) (5.30)
Z (aψ, θ) = Zc (aψ) + r (aψ, θ) sin (θ) . (5.31)
In this parameterization the m = 2 mode exactly corresponds to elliptical flux sur-
faces, which will be useful for realistic numerical simulations (see chapters 9 and 10).
We note that to treat the Shafranov shift we calculate dRc/daψ|aψ0 and dZc/daψ|aψ0
for an ITER-like pressure profile using (5.22) and (5.23) as well as the constant current
results shown in figure 4.5 (and given in appendix B).
Both of these prescriptions require either d∆m/daψ or d∆m/drψ, which were esti-
mated from the global equilibrium.
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Part II
Turbulent transport
48
Chapter 6
Overview of gyrokinetics
Much of this chapter appears in reference [43].
Gyrokinetics has many variations [44, 45, 46, 47, 48, 49, 50, 51, 52, 53]. It is based
on the expansion of the Fokker-Planck and Maxwell’s equations in ρ∗ ≡ ρi/a 
1, where ρi is the ion gyroradius and a is the tokamak minor radius. This model
investigates plasma behaviour with timescales much slower than the ion gyrofrequency
Ωi and the electron gyrofrequency Ωe (i.e. ω  Ωi  Ωe), but retains the finite size
of the gyroradius by assuming that the perpendicular wavenumber of the turbulence
is comparable to the ion gyroradius (i.e. k⊥ρi ∼ 1 where k⊥ is the characteristic
wavenumber of the turbulence perpendicular to the magnetic field). In this limit, the
six dimensions of velocity space reduce to five because the particle gyrophase can be
ignored. As such, gyrokinetics evolves rings of charge as they generate and respond to
electric and magnetic fields. In this thesis we will use δf gyrokinetics, which assumes
that the turbulence arises from perturbations to the distribution function that are
small compared to the background (i.e. fs1  fs0, where fs0 is the background
distribution function for species s and fs1 is the lowest order perturbation). These
particular choices have been shown experimentally to be appropriate for modelling
core turbulence [54]. Furthermore, we will assume the plasma is sufficiently collisional
so that the background distribution function is Maxwellian,
fs0 = FMs ≡ ns
(
ms
2piTs
)3/2
exp
(
−msw
2
2Ts
)
. (6.1)
Here ns is the density of species s, ms is the particle mass, Ts is the temperature,
~w ≡ ~v − RΩζ eˆζ is the velocity shifted into the rotating frame, and Ωζ (ψ) = Vζ/R
is the toroidal rotation frequency. We note that Ωζ is a flux function and RΩζ ∼
vthi in the high flow regime, where vthi ≡
√
2Ti/mi is the ion thermal speed. To
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lowest order in ρ∗  1, it can be shown that all species rotate at Ωζ = −dΦ−1/dψ,
where Φ−1 ∼ ρ−1∗ Te/e is the lowest order electrostatic potential and a flux function
[55, 56, 57] while e is the proton electric charge. Though Ts and Ωζ are flux functions,
the centrifugal force can cause the density to vary on a flux surface according to [58]
ns (ψ, θ) = ηs (ψ) exp
(
msR
2Ω2ζ
2Ts
− ZseΦ0
Ts
)
, (6.2)
where ηs (ψ) is the pseudo-density flux function, Zs is the electric charge number, and
Φ0 is the next order electrostatic potential. We can find Φ0 by imposing quasineu-
trality,
∑
s
Zsens =
∑
s
Zseηs (ψ) exp
(
msR
2Ω2ζ
2Ts
− ZseΦ0
Ts
)
= 0. (6.3)
From the assumption that k⊥ρi ∼ 1 (remembering our expansion in ρi/a 1), we
know that the background plasma quantities vary little on the scale of the turbulence
in the directions perpendicular to the background magnetic field. Neglecting this
small variation is called the local approximation and it motivates periodic boundary
conditions in the perpendicular directions. Ballooning coordinates [59] are generally
used in local gyrokinetics to model turbulence in a flux tube, a long narrow domain
that follows a single field line. These boundary conditions allow us to Fourier analyse
in the poloidal flux ψ (which parameterizes the radial direction) and in
α ≡ ζ − I (ψ)
∫ θ
θα(ψ)
∣∣∣∣
ψ
dθ′
(
R2 ~B · ~∇θ′
)−1
− Ωζt (6.4)
(which parameterizes the direction perpendicular to the field lines, but within the
flux surface). Note the free parameter θα (ψ), which determines the field line selected
by α = 0 on each flux surface and will be important in chapter 7.
The high-flow, Fourier analysed gyrokinetic equation can be written as [20]
∂hs
∂t
+ w||bˆ · ~∇θ ∂hs
∂θ
∣∣∣∣
w||,µ
+ i (kψvdsψ + kαvdsα)hs + as||
∂hs
∂w||
∣∣∣∣
θ,µ
−
∑
s′
〈C(l)ss′〉ϕ
+ {〈χ〉ϕ, hs} = ZseFMs
Ts
∂〈χ〉ϕ
∂t
− vχsψFMs
[
1
ns
∂ns
∂ψ
∣∣∣∣
θ
(6.5)
+
msIw||
BTs
dΩζ
dψ
+
Zse
Ts
∂Φ0
∂ψ
∣∣∣∣
θ
− msRΩ
2
ζ
Ts
∂R
∂ψ
∣∣∣∣
θ
+
(
msw
2
2Ts
− 3
2
)
1
Ts
dTs
dψ
]
,
where the coordinates are t (the time), θ (the poloidal angle), kψ (the radial wavenum-
ber), kα (the poloidal wavenumber), w|| (the parallel velocity in the rotating frame),
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µ ≡ msw2⊥/2B (the magnetic moment), and we have already eliminated ϕ (the gy-
rophase) by gyroaveraging. The unknowns are
hs ≡
〈〈(
fs1 +
Zseφ
Ts
FMs
)
exp (−ikψψ − ikαα)
〉
∆ψ
〉
∆α
(6.6)
(the Fourier-analysed nonadiabatic portion of the distribution function) and the fields
contained in
〈χ〉ϕ ≡ J0 (k⊥ρs)
(
φ− w||A||
)
+
1
Ωs
µB
ms
2J1 (k⊥ρs)
k⊥ρs
B|| (6.7)
(the Fourier analysed gyroaveraged generalised potential). We note that 〈. . .〉∆ψ ≡
∆ψ−1
∫
∆ψ
dψ (. . .) is a coarse-grain average over the radial distance ∆ψ (which is
larger then the scale of the turbulence, but smaller than the scale of the device),
〈. . .〉∆α ≡ ∆α−1
∫
∆α
dα (. . .) is a coarse-grain average over the poloidal distance ∆α
(which is larger then the scale of the turbulence, but smaller than the scale of the de-
vice), 〈. . .〉ϕ is the gyroaverage at fixed guiding centre, Jn (. . .) is the nth order Bessel
function of the first kind, φ is the Fourier analysed perturbed electrostatic potential,
A|| is the Fourier analysed perturbed magnetic vector potential, B|| is the component
of the Fourier analysed perturbed magnetic field parallel to the background magnetic
field,
k⊥ =
√
k2ψ
∣∣∣~∇ψ∣∣∣2 + 2kψkα~∇ψ · ~∇α + k2α ∣∣∣~∇α∣∣∣2 (6.8)
is the perpendicular wavevector, ρs ≡
√
2µB/ms/Ωs is the gyroradius, Ωs ≡ ZseB/ms
is the gyrofrequency, and Zs is the species charge number.
The drift coefficients are given by
vdsψ ≡ ~vds · ~∇ψ (6.9)
=
− I
B
∂Φ0
∂θ
−
I
(
msw
2
|| + µB
)
msΩsB
∂B
∂θ
+
2BRΩζw||
Ωs
∂R
∂θ
+
IRΩ2ζ
Ωs
∂R
∂θ
 bˆ · ~∇θ
and
vdsα ≡ ~vds · ~∇α = −∂Φ0
∂ψ
+
∂Φ0
∂θ
bˆ ·
(
~∇θ × ~∇α
)
B
− msw
2
|| + µB
msΩs
∂B
∂ψ
− ∂B
∂θ
bˆ ·
(
~∇θ × ~∇α
)
B
− µ0w2||
BΩs
∂p
∂ψ
∣∣∣∣
R
(6.10)
+
2Ωζw||
Ωs
eˆζ ·
(
~∇α× ~∇R
)
+
msRΩ
2
ζ
Zse
∂R
∂ψ
− ∂R
∂θ
bˆ ·
(
~∇θ × ~∇α
)
B
 ,
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where p ≡∑s nsTs is the plasma pressure and
∂p
∂ψ
∣∣∣∣
R
=
∂p
∂ψ
∣∣∣∣
θ
−
∑
s
nsmsRΩ
2
ζ
∂R
∂ψ
∣∣∣∣
θ
. (6.11)
The parallel acceleration is given by
as|| =
(
− µ
ms
∂B
∂θ
− Zse
ms
∂Φ0
∂θ
+RΩ2ζ
∂R
∂θ
)
bˆ · ~∇θ, (6.12)
C
(l)
ss′ is the linearized collision operator, the nonlinear term is
{〈χ〉ϕ, hs} =
∑
k′ψ ,k′α
(
k′ψkα − kψk′α
) 〈χ〉ϕ (k′ψ, k′α)hs (kψ − k′ψ, kα − k′α) , (6.13)
and
vχsψ ≡ ikα 〈χ〉ϕ . (6.14)
In order to solve for φ, A||, and B|| we also need the Fourier analysed quasineu-
trality equation [20]
φ = 2pi
(∑
s
Z2s e
2ns
Ts
)−1∑
s
ZseB
ms
∫
dw||
∫
dµJ0 (k⊥ρs)hs, (6.15)
parallel current equation [20]
A|| =
2piµ0
k2⊥
∑
s
ZseB
ms
∫
dw||
∫
dµJ0 (k⊥ρs)w||hs, (6.16)
and perpendicular current equation [20]
B|| = −2piµ0
∑
s
B
ms
∫
dw||
∫
dµ
2J1 (k⊥ρs)
k⊥ρs
µhs. (6.17)
Equations (6.5), (6.15), (6.16), and (6.17) comprise the nonlinear electromagnetic
gyrokinetic model, in the presence of rotation, which we will use in chapter 7. These
equations simplify considerably when the plasma is assumed to be electrostatic (i.e.
A|| = B|| = 0) and stationary (i.e. Ωζ = 0) as is done in chapters 8, 9, and 10.
Solving the gyrokinetic model for hs, φ, A||, and B|| allows us to calculate the
turbulent radial fluxes of particles, momentum, and energy as well as the turbulent
energy exchange between species. These are the only turbulent quantities needed
to evolve the transport equations for particles, momentum, and energy [20, 49, 53].
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The full expressions are written in appendix C. Here we give only the electrostatic
contribution to the particle flux
Γφs ≡ −
〈
R
〈〈∫
d3whseˆζ · δ ~E
〉
∆ψ
〉
∆t
〉
ψ
(6.18)
=
4pi2i
msV ′
〈∑
kψ ,kα
kα
∮
dθJBφ (kψ, kα)
∫
dw||dµ hs (−kψ,−kα) J0 (k⊥ρs)
〉
∆t
,
(6.19)
the momentum flux
Πφζs ≡ −
〈
R
〈〈∫
d3whsmsR (~w · eˆζ +RΩζ) eˆζ · δ ~E
〉
∆ψ
〉
∆t
〉
ψ
(6.20)
=
4pi2i
V ′
〈∑
kψ ,kα
kα
∮
dθJBφ (kψ, kα)
∫
dw||dµ hs (−kψ,−kα) (6.21)
×
[(
I
B
w|| +R2Ωζ
)
J0 (k⊥ρs) +
i
Ωs
kψ
B
µB
ms
2J1 (k⊥ρs)
k⊥ρs
]〉
∆t
,
the energy flux
Qφs ≡ −
〈
R
〈〈∫
d3whs
(ms
2
w2 + ZseΦ0 − ms
2
R2Ω2ζ
)
eˆζ · δ ~E
〉
∆ψ
〉
∆t
〉
ψ
(6.22)
=
4pi2i
V ′
〈∑
kψ ,kα
kα
∮
dθJBφ (kψ, kα)
∫
dw||dµ hs (−kψ,−kα) (6.23)
×
(
w2
2
+
ZseΦ0
ms
− 1
2
R2Ω2ζ
)
J0 (k⊥ρs)
〉
∆t
,
and the turbulent energy exchange between species
P φQs ≡
〈〈〈∫
d3wZsehs
∂φ
∂t
〉
∆ψ
〉
∆t
〉
ψ
(6.24)
=
4pi2
V ′
〈∑
kψ ,kα
∮
dθJΩs
∂
∂t
(φ (kψ, kα))
∫
dw||dµ hs (−kψ,−kα) J0 (k⊥ρs)
〉
∆t
.
(6.25)
Here hs ≡ fs1 +ZseφFMs/Ts is the nonadiabatic portion of the distribution function,
(. . .) indicates the quantity has not been Fourier analysed, δ ~E = −~∇⊥φ is the turbu-
lent electric field, 〈. . .〉ψ ≡ (2pi/V ′)
∮ 2pi
0
dθJ (. . .) is the flux surface average, 〈. . .〉∆t ≡
∆t−1
∫
∆t
dt (. . .) is a coarse-grain average over a time ∆t (which is longer than the
turbulent decorrelation time, but shorter than the transport time), V ′ ≡ 2pi ∮ dθJ ,
J ≡
∣∣∣ ~B · ~∇θ∣∣∣−1 is the Jacobian, and kψ ≡ ~k⊥ · ~∇ψ = kψ ∣∣∣~∇ψ∣∣∣2 + kα~∇ψ · ~∇α.
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6.1 Estimating intrinsic momentum transport
Equations (6.20) and (6.22) allow us to calculate the local momentum flux and en-
ergy flux respectively. The energy flux signifies how much power must be injected
to maintain the temperature gradient specified in (6.5). A lower energy flux is de-
sirable as it means that less external heating power is needed to maintain a fixed
temperature profile. Similarly, the momentum flux tells how much external momen-
tum must be injected to maintain the specified rotation shear (at a given value of
rotation). However, in this work we will use GS2 [60], a local δf gyrokinetic code,
to self-consistently calculate the nonlinear turbulent fluxes of momentum and energy
generated at zero rotation and rotation shear. From this information we can estimate
the intrinsic ability of a given geometry to drive rotation by following the analysis of
reference [18].
First, we will Taylor expand the momentum flux around zero rotation and rotation
shear to get the usual momentum transport equation [61],
〈Πζi〉t − PΠinimiR2cΩζ −DΠinimiR2c
dΩζ
daψ
≈ 0, (6.26)
where 〈Πζi〉t is the time-averaged intrinsic ion momentum flux (i.e. the momentum
flux calculated for Ωζ = dΩζ/daψ = 0), PΠi is the momentum pinch, DΠi is the mo-
mentum diffusivity (i.e. the kinematic viscosity), and Rc is the major radial location
of the centre of a given flux surface. By neglecting the momentum pinch we find
〈Πζi〉t ≈ DΠinimiR2c
dΩζ
daψ
, (6.27)
a balance between rotation diffusion and the intrinsic momentum flux. Doing so is
conservative as the momentum pinch can only ever enhance the level of rotation,
maybe by as much as a factor of three [62]. We will also write the energy flux as a
diffusive term [63] according to
〈Qi〉t ≈ −DQini
dTi
daψ
, (6.28)
where 〈Qi〉t is the time-averaged energy flux. Combining these two equations through
the turbulent ion Prandtl number Pri ≡ DΠi/DQi gives
1
vthi
d (RcΩζ)
daψ
≈ −1
2Pri
(
vthi
Rc
〈Πζi〉t
〈Qi〉t
)
d
daψ
ln (Ti) , (6.29)
where we used that Ti = miv
2
thi/2. Doing this is useful because the Prandtl number
is expected to be both O (1) and unaffected by changes in tokamak parameters. We
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now substitute the Alfve´n Mach number, MA ≡ |RcΩζ |√µ0nimi/B0, as it is the
relevant quantity for stabilising MHD modes. Assuming that ne = ni, Te = Ti, and
ηi ≡ (d ln (Ti) /daψ) / (d ln (ni) /daψ)  1 allows us to use (6.29) to estimate the
Alfve´n Mach number profile as
MA (ρ) ≈
∣∣∣∣∣
∫ ρ
1
dρ′
1
2
√
2Pri (ρ′)
(
vthi (ρ
′)
Rc (ρ′)
〈Πζi (ρ′)〉t
〈Qi (ρ′)〉t
)
β′ (ρ′)√
β (ρ′)
∣∣∣∣∣ . (6.30)
Notice that this expression is in terms of (vthi/Rc) 〈Πζi〉t / 〈Qi〉t, a normalised param-
eter that indicates how strongly a given geometry drives rotation from the turbulent
fluxes of momentum and energy. The remainder of this thesis will be focused on find-
ing the geometries that maximise this momentum transport figure of merit as well as
minimise the energy flux.
First, in this chapter we will briefly outline the argument for why the intrinsic
rotation in up-down symmetric tokamaks must be small in ρ∗  1. Then, in chapter
7 we will present a similar argument demonstrating that the momentum flux from
fast mirror symmetric flux surface shaping (i.e. shaping with poloidal variation on
a small spatial scale) must be exponentially small in the Fourier mode numbers of
the fast shaping. This motivates the calculation in chapter 8, which shows that
flux surfaces with slowly varying envelopes created by the beating of fast shaping
can generate momentum flux that is only polynomially small. We also argue that
a mirror symmetric tokamak has no momentum transport in the screw pinch limit.
Accordingly, in chapters 9 and 10 we search for the optimal configurations in the
space of non-mirror symmetric geometries created by the beating of low order shaping
modes. Chapter 9 reveals that introducing the Shafranov shift into tilted elliptical
flux surfaces breaks mirror symmetry and enhances the rotation. Unfortunately, this
enhancement is entirely cancelled by including the effect of the pressure profile on
the equilibrium, which is needed to be consistent. However, in chapter 10 we use
independently tilted elongation and triangularity to directly break mirror symmetry
and significantly increase the momentum transport. Lastly, in chapter 11 we present
the optimal geometry, as indicated by the analysis of this thesis, and comment on
some overarching conclusions.
6.2 Momentum flux from up-down symmetric flux
surface shaping
In this thesis we are concerned with the effect of geometry on the turbulent fluxes.
All of the information concerning the tokamak geometry enters the gyrokinetic model
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via ten geometric coefficients: B, bˆ · ~∇θ, vdsψ, vdsα, as||,
∣∣∣~∇ψ∣∣∣2, ~∇ψ · ~∇α, ∣∣∣~∇α∣∣∣2, R,
and ∂R/∂ψ|θ. We note that, when the plasma is stationary (i.e. Ωζ = 0), only eight
coefficients appear as the terms containing R and ∂R/∂ψ|θ vanish. In appendix D
we show the full, explicit calculation of these geometric coefficients in the context of
the Miller local equilibrium model introduced in chapter 5.
As shown by references [19, 20, 21], in an up-down symmetric tokamak all of
the geometric coefficients have a well defined parity, which has important conse-
quences for the overall symmetry properties of the gyrokinetic model. In an up-down
symmetric tokamak, the coefficients vdsψ, as||, and ~∇ψ · ~∇α are necessarily odd in
θ, while bˆ · ~∇θ, B, vdsα,
∣∣∣~∇ψ∣∣∣2, ∣∣∣~∇α∣∣∣2, R, and ∂R/∂ψ|θ are even. This means
that, when the rotation and rotation shear are zero, the equations become invari-
ant to the
(
kψ, kα, θ, w||, µ, t
) → (−kψ, kα,−θ,−w||, µ, t) coordinate system transfor-
mation, which is not true in up-down asymmetric devices. This symmetry means
that, given any solution hs
(
kψ, kα, θ, w||, µ, t
)
, we can construct a second solution
−hs
(−kψ, kα,−θ,−w||, µ, t) that will also satisfy the gyrokinetic equations. From
(6.21) (or (C.3), (C.8), and (C.9)) we see that this second solution will have a mo-
mentum flux that cancels that of the first. These two solutions are each valid for
different initial conditions, but since the turbulence is presumed to be chaotic, both
solutions will arise within a turbulent decorrelation time (statistically speaking). This
demonstrates that, in the gyrokinetic limit, the time-averaged momentum flux must
be zero in a stationary, up-down symmetric tokamak.
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Chapter 7
Mirror symmetry: Scaling of
momentum flux with shaping mode
number
Much of this chapter appears in reference [43].
In this chapter, we demonstrate a new symmetry of the local, high-flow, electro-
magnetic δf gyrokinetic equations. This symmetry means that poloidally rotating all
“fast” flux surface shaping (i.e. poloidal variation with a spatial scale much smaller
then the connection length) by a single tilt angle (as shown in figure 7.1) has little
effect on the transport properties of a tokamak. More broadly, it indicates that tur-
bulence is insensitive to the interactions between flux surface variation on different
poloidal scales.
To establish this tilting symmetry we expand the high-flow gyrokinetic equations
in the limit of large flux surface shaping Fourier mode number. Here we distinguish
between fast flux surface shaping and shaping with a large mode number because
different large mode number shaping effects can beat together to create rapid variation
with an envelope that varies on the slow connection length scale. We will see that
gyrokinetics is symmetric to a tilt in the rapid variation, but not a tilt in the slowly
varying envelope. This is intuitive as we expect turbulent eddies to extend along the
field line and average over rapid poloidal variation, but still respond to large-scale flux
surface shaping. Therefore, we would expect the effect of tilting flux surface shaping
should diminish as poloidal flux surface variation becomes faster. However, what is
surprising is that this symmetry proves that the effect diminishes exponentially, rather
than polynomially. Hence we find that tilting fast flux surface shaping to create up-
down asymmetry has an exponentially small effect on the turbulent momentum flux.
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(a) (b)
R
Z
θt
Figure 7.1: Example poloidal cross-section of a tokamak (a) without any tilt and (b)
with the fast flux surface shaping effects tilted by an angle θt, noting that slow shaping
effects like the elongation and envelopes (not shown) are not rotated. Circular flux
surfaces are shown in grey for comparison and the axis of axisymmetry is indicated
by a dashed line.
In section 6.2 we presented an argument showing that up-down symmetric de-
vices generate no momentum transport in the usual lowest order gyrokinetics. This
argument, together with the tilting symmetry presented in this chapter, will show
that flux surfaces with mirror symmetry across some line in the poloidal plane can
only generate exponentially small momentum transport, in the limit of fast shaping
effects. This is because mirror symmetric flux surfaces can be transformed into up-
down symmetric flux surfaces by poloidally tilting of all the shaping effects by a single
global tilt angle. Consequently, this establishes a distinction between devices with
mirror symmetric flux surfaces and devices without mirror symmetry, which may have
important consequences for flux surface shaping of any mode number. Additionally,
the exponential scaling suggests that generating rotation using up-down asymmetric
triangularity or squareness will be significantly less effective than up-down asymmet-
ric elongation, which is consistent with previous work [18]. The tilting symmetry also
indicates that the geometry used in the TCV up-down asymmetry experiments [17]
is close to the optimal mirror symmetric shape for generating large rotation [18], but
this has not been tested experimentally. Regardless, a significant enhancement over
the TCV results may still be found in the space of non-mirror symmetric shapes.
While the practical implications of the tilting symmetry are most relevant to
momentum transport, it also applies to energy and particle transport. For example,
references [64, 65] look at the effect of elongation and triangularity on the energy
confinement time in TCV. From the scaling presented in this chapter, we would
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expect that tilting triangularity or higher order shaping would have a smaller effect
on energy confinement compared with tilting elongation. This can have significance
for purely up-down symmetric configurations. For example, horizontal elongation
can be thought of as vertical elongation with a 90◦ tilt just as changing the sign of
triangularity is equivalent to tilting the triangularity by 180◦. Therefore, we would
expect switching from vertical to horizontal elongation would have a larger effect on
the energy confinement time than changing the sign of the triangularity.
Section 7.1 of this chapter contains the analytic analysis demonstrating the poloidal
tilting symmetry of fast flux surface shaping, while section 7.2 presents the results
of nonlinear local gyrokinetic simulations. These simulations are aimed at providing
numerical verification of the analytic work.
7.1 Poloidal tilting symmetry of high order flux
surface shaping
In this section we will show the tilting symmetry of fast flux surface shaping in the
nonlinear local δf gyrokinetic model. First, we will start with results from appendix
D, which gives a detailed calculation of the geometric coefficients from the Miller local
equilibrium specification. Then, we will use the Expanded local flux surface specifi-
cation derived in chapter 5 to prescribe arbitrarily-shaped flux surfaces using Fourier
analysis. This reveals how arbitrary high order shaping enters into the gyrokinetic
equations. Finally we will expand the gyrokinetic equations in the limit of large flux
surface shaping Fourier mode number and show that tilting fast shaping does not
affect particle, momentum, or energy transport.
7.1.1 Geometric coefficients
To specify the background tokamak equilibrium for our local gyrokinetic model we
will use the generalisation of the Miller local equilibrium model derived in chapter 5.
The Miller prescription approximates the equilibrium around a single flux surface of
interest when given: Rc0 (the major radial location of the centre of the flux surface
of interest), r0 (θ) (the shape of the flux surface of interest), ∂r/∂rψ|rψ0,θ (how the
shape of the flux surface of interest changes with minor radius), and several addi-
tional scalar quantities. We note that a local equilibrium is exactly mirror symmetric
if r0 (θ) = r0 (−θ + θ0) and ∂r/∂rψ|ψ0,θ = ∂r/∂rψ|ψ0,−θ+θ0 for some θ0, otherwise it is
non-mirror symmetric. Similarly, if r0 (θ) = r0 (−θ) and ∂r/∂rψ|ψ0,θ = ∂r/∂rψ|ψ0,−θ,
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then the local equilibrium is exactly up-down symmetric (as well as mirror symmet-
ric), otherwise it is up-down asymmetric. We will completely specify the geometry
of the equilibrium using the Expanded prescription, given by (5.8), (5.9), and (5.24)
through (5.26) while assuming Zc0 = 0 without loss of generality.
The four scalar quantities needed for the Miller equilibrium are commonly taken
to be I ≡ RBζ (the toroidal field flux function),
q ≡ I
2pi
∮ 2pi
0
∣∣∣∣
ψ
dθ
(
R2 ~Bp · ~∇θ
)−1
(7.1)
(the safety factor), dq/drψ (the magnetic shear), and dp/drψ (the pressure gradient)
of the flux surface of interest. However, when the plasma is rotating quickly the
pressure ceases to be a flux function because the density varies poloidally. Therefore,
we replace dp/drψ with ∂p/∂rψ|R, which requires four additional, species-dependent
parameters: ηsTs (the pseudo-pressure), d (ηsTs) /drψ (the derivative of the pseudo-
pressure), msΩ
2
ζ/2Ts (a rotational frequency parameter), and d
(
msΩ
2
ζ/2Ts
)
/drψ (the
derivative of the rotational frequency parameter). These four species-dependent pa-
rameters specify the pressure (and its radial gradient) on the flux surface of interest
by using (6.2).
The functions r0 (θ) and ∂r/∂rψ|rψ0,θ allow us to calculate poloidal derivatives
of any order as well as the first order radial derivatives: ∂R/∂rψ|θ and ∂Z/∂rψ|θ
(but not higher order radial derivatives). As shown in appendix D this is enough
information to calculate seven of the ten geometric coefficients, specifically bˆ · ~∇θ, B,
vdsψ, as||,
∣∣∣~∇ψ∣∣∣2, R, and ∂R/∂ψ|θ. However, calculating ~∇α, which appears in the
other three coefficients, is more complex as it involves second order radial derivatives
of the flux surface shape and an integral. In the Miller local equilibrium, second order
radial derivatives must be calculated by ensuring that the Grad-Shafranov equation
is satisfied. Referring to (D.8) and (D.15), we see that doing so produces
~∇α = −
(
I
∫ θ
θα
∣∣∣∣
ψ
dθ′
{
1
R2Bp
∂lp
∂θ′
∣∣∣∣
ψ
[
1
I
dI
dψ
+
I
R2B2p
dI
dψ
+
µ0
B2p
∂p
∂ψ
∣∣∣∣
R
− 2
R2Bp
(
∂lp
∂θ′
)−1
∂Z
∂θ′
+
2κp
RBp
]}
−
[
I
R4B3p
∂lp
∂θ′
∣∣∣∣
ψ
~∇ψ · ~∇θ′
]θ′=θ
θ′=θα
(7.2)
−
[
I
R2Bp
∂lp
∂θ
∣∣∣∣
ψ
]
θ=θα
dθα
dψ
+
dΩζ
dψ
t
)
~∇ψ − I
R2Bp
∂lp
∂θ
∣∣∣∣
ψ
~∇θ + ~∇ζ,
where
κp =
(
∂lp
∂θ
)−3(
∂R
∂θ
∂2Z
∂θ2
− ∂
2R
∂θ2
∂Z
∂θ
)
(7.3)
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is the poloidal magnetic field curvature (defined by (3.14) such that the inwards
normal direction is positive), lp is the poloidal arc length defined such that
∂lp
∂θ
∣∣∣∣
ψ
=
√
∂~r
∂θ
∣∣∣∣
ψ
· ∂~r
∂θ
∣∣∣∣
ψ
=
√√√√( ∂R
∂θ
∣∣∣∣
ψ
)2
+
(
∂Z
∂θ
∣∣∣∣
ψ
)2
, (7.4)
and all quantities are evaluated on the flux surface of interest. Note that dI/dψ can
be found from dq/drψ using (D.17).
7.1.2 Asymptotic expansion
Now we will investigate the effect of high order flux surface shaping, first on the
geometric coefficients and then on the fluxes of particles, momentum, and energy.
We can always Fourier analyse the flux surface shape and its derivative (without loss
of generality) to write (5.8) and (5.9). Next, using trigonometric identities we can
convert (5.8) and (5.9) to
r0 (θ, z) = rψ0
(
1−
∞∑
l=0
kmax∑
k=kmin
∆k+lmc − 1
2
[
cos (l (z +mcθtm)) cos (k (θ + θtm))
− sin (l (z +mcθtm)) sin (k (θ + θtm))
])
(7.5)
∂r
∂rψ
∣∣∣∣
rψ0,θ,z
= 1−
∞∑
l=0
kmax∑
k=kmin
[(
∆k+lmc − 1
2
+
rψ0
2
d∆k+lmc
drψ
)
(7.6)
×[ cos (l (z +mcθtm)) cos (k (θ + θtm))− sin (l (z +mcθtm)) sin (k (θ + θtm)) ]
−(k + lmc) (∆k+lmc − 1)
rψ0
2
dθt(k+lmc)
drψ
×[ sin (l (z +mcθtm)) cos (k (θ + θtm)) + cos (l (z +mcθtm)) sin (k (θ + θtm)) ]]
respectively, where mc is the characteristic Fourier mode number of the fast shaping,
z ≡ mcθ (7.7)
is a fast spatial scale poloidal coordinate, k ≡ m − lmc, and mc is in the range
[kmin, kmax]. Additionally, we require kmax − kmin = mc − 1 to ensure that the sum-
mation is over all possible modes. This is the form of a two dimensional Fourier
decomposition in the slow spatial scale coordinate θ and the fast spatial scale coordi-
nate z. The definition of l contains the physics of the scale separation as it divides the
poloidal variation into fast and slow components. Later, using numerical results we
61
will motivate l ≡ b(m+ 2) /mcc, where bxc is the floor function that gives the integer
value n such that n ≤ x < n+1 for any real number x. This definition of l means that
variation at least as rapid as the mc − 2 Fourier mode is considered fast, while any
lower modes are considered slow. However, analytically we will expand in mc  1
to investigate the effect of high order flux surface shaping on a traditionally shaped
equilibrium. This means that the precise definition of l does not matter because the
scales are sufficiently distinct by construction of the expansion.
The separation of scales in (7.5) and (7.6), e.g. r0 (θ, z), means that
∂
∂θ
∣∣∣∣
w||,µ
=
∂
∂θ
∣∣∣∣
z,w||,µ
+mc
∂
∂z
∣∣∣∣
θ,w||,µ
. (7.8)
Additionally, because we are only interested in bulk behaviour, we will eventually
average quantities in z using
(. . .) ≡ 1
2pi
∮ pi
−pi
∣∣∣∣
θ
dz (. . .) . (7.9)
7.1.3 Gyrokinetic tilting symmetry
This section contains an analytic calculation that demonstrates a symmetry of the
gyrokinetic model, when expanding in mc  1. Since turbulent eddies are generally
quite extended along the field line, we expect them to effectively average over the small
scale magnetic variations created by fast flux surface shaping. Therefore, we would
anticipate that tilting such shaping should have a minimal effect on the turbulence.
However, the unexpected result of this calculation is that tilting fast flux surface
shaping has an exponentially small effect on the turbulent fluxes in mc  1, rather
than a polynomial effect. This argument only relies on mc  1 and does not presume
that the flux surface shaping is weak.
We will start with a completely general local equilibrium, with flux surfaces spec-
ified by r0 (θ, z (θ)) and ∂r/∂rψ|rψ0,θ,z(θ) (see (7.5) and (7.6)). Using this specifi-
cation we will compare two different geometries that are identical except for the
form of z (θ). In the untilted case z (θ) = zu (θ) ≡ mcθ, while in the tilted case
z (θ) = zt (θ) ≡ mc (θ + θt). We see that the tilted case translates all the fast poloidal
variation by a single global tilt angle. Note that this is different than simply trans-
lating all of the shaping effects with large Fourier mode numbers. Due to the form
of (7.5), the fast variation is tilted, while any slowly varying envelopes that might
have been created by high mode number shaping effects are not. Introducing the
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tilt into the form of z (θ) alters the equilibrium and in principle changes the trans-
port properties, but we will show its effect is exponentially small when expanding in
mc  1.
Although we just presented two specific examples of z (θ), we are free to calculate
the geometric coefficients for a completely general z (θ). From the form of the ten
geometric coefficients (see appendix D) we see that z (θ) only enters as z, derivatives
of z, and in the integral over poloidal angle contained in ~∇α (see (7.2)). This means
that we can indicate the poloidal dependence of any geometric coefficient, Qgeo ∈{
B, bˆ · ~∇θ, vdsψ, vdsα, as||,
∣∣∣~∇ψ∣∣∣2 , ~∇ψ · ~∇α, ∣∣∣~∇α∣∣∣2 , R, ∂R/∂ψ|θ}, by writing it as
Qgeo
(
θ, z,
∂z
∂θ
,
∂2z
∂θ2
,
∫ θ
θα
∣∣∣∣
ψ
dθ′Fα
(
θ′, z (θ′) ,
∂z
∂θ′
,
∂2z
∂θ′2
)
−
[
1
R2B2p
∂lp
∂θ
∣∣∣∣
ψ
]
θ=θα
dθα
dψ
)
,
(7.10)
where
Fα
(
θ, z (θ) ,
∂z
∂θ
,
∂2z
∂θ2
)
≡ 1
R2Bp
∂lp
∂θ
∣∣∣∣
ψ
[
1
I
dI
dψ
− 1
Bp
∂Bp
∂ψ
∣∣∣∣
θ
− 2
R
∂R
∂ψ
∣∣∣∣
θ
+
(
∂lp
∂θ
∣∣∣∣
ψ
)−1
∂
∂ψ
∣∣∣∣
θ
(
∂lp
∂θ
∣∣∣∣
ψ
)]
(7.11)
is a periodic function of both θ and z.
Now we will compare the untilted equilibrium (z (θ) = zu (θ) ≡ mcθ) and the
equilibrium with tilted fast shaping effects (z (θ) = zt (θ) ≡ mc (θ + θt)). Since the
only difference between the two cases is contained in the form of z (θ), we only
need to look for differences in the arguments of (7.10). We immediately see that
∂zu/∂θ = ∂zt/∂θ = mc and all higher order poloidal derivatives are zero. Hence, we
can eliminate the derivatives to write the geometric coefficients as
Qgeo (θ, z, Gα (θ, z (θ)) +Hα) (7.12)
for both cases, where we choose to define
Gα (θ, z (θ)) ≡
∫ θ
θα
∣∣∣∣
ψ
dθ′Fα (θ′, z (θ′)) (7.13)
Hα ≡−
[
1
R2B2p
∂lp
∂θ
∣∣∣∣
ψ
]
θ=θα
dθα
dψ
. (7.14)
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As we will now show, we can also eliminate the integral
∫ θ
θα
∣∣∣
ψ
dθ′Fα (θ′, z (θ′)), in
addition to the derivatives. To do so, we start by defining the operator
Λ [g] (θ, z) ≡
∫ z
z0
∣∣∣∣
θ
dz′
(
g (θ, z′)− g (θ, z)
)
, (7.15)
where the integral over z is done holding θ constant, g (θ, z) is a yet unspecified
function that is periodic in both θ and z, and z0 is chosen such that
Λ [g] (θ, z) = 0 (7.16)
(which can always be found when g is periodic in z). Taking the total derivative in θ
we find
d
dθ
Λ [g] (θ, z (θ)) =
∂
∂θ
∣∣∣∣
z
Λ [g] +mc
∂
∂z
∣∣∣∣
θ
Λ [g] (7.17)
from (7.8), where we have taken dz/dθ = mc. Substituting in (7.15) and rearranging
gives
g (θ, z)− g (θ, z) = 1
mc
d
dθ
Λ [g]− 1
mc
∂
∂θ
∣∣∣∣
z
Λ [g] . (7.18)
Integrating (7.18) with respect to θ and then using
∂
∂θ
∣∣∣∣
z
Λ [g] = Λ
[
∂g
∂θ
∣∣∣∣
z
]
(7.19)
gives∫ θ
θα
∣∣∣∣
ψ
dθ′
(
g (θ′, z (θ′))− g (θ′, z)
)
=
1
mc
(
Λ [g] (θ, z)− Λ [g] (θα, z (θα))
)
(7.20)
− 1
mc
∫ θ
θα
∣∣∣∣
ψ
dθ′Λ
[
∂g
∂θ′
∣∣∣∣
z
]
.
Now since g (θ, z) is an unspecified periodic function, we can always make the substi-
tution g (θ, z) → Λ [∂g/∂θ|z] because Λ [∂g/∂θ|z] is also a periodic function. Doing
so in (7.20) gives∫ θ
θα
∣∣∣∣
ψ
dθ′Λ
[
∂g
∂θ′
∣∣∣∣
z
]
=
1
mc
(
Λ2
[
∂g
∂θ
∣∣∣∣
z
]
(θ, z (θ))− Λ2
[
∂g
∂θ
∣∣∣∣
z
]
(θα, z (θα))
)
(7.21)
− 1
mc
∫ θ
θα
∣∣∣∣
ψ
dθ′Λ2
[
∂2g
∂θ′2
∣∣∣∣
z
]
.
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The second term on the left-hand side vanished because the definition of z0 requires
(7.16), so we know ∂Λ [g]/∂θ
∣∣∣
z
= Λ [∂g/∂θ|z] = 0 from (7.19). Here Λi [. . .] indicates
that the operator Λ [. . .] is applied i times. Substituting (7.21) into the last term of
(7.20), we see that (7.20) is a recursion relation that can be put in the form of an
infinite series,∫ θ
θα
∣∣∣∣
ψ
dθ′
(
g (θ′, z (θ′))− g (θ′, z)
)
=
∞∑
p=1
(−1)p−1
mpc
(
Λp
[
∂p−1g
∂θp−1
∣∣∣∣
z
]
(θ, z (θ)) (7.22)
− Λp
[
∂p−1g
∂θp−1
∣∣∣∣
z
]
(θα, z (θα))
)
.
Finally choosing the form g (θ, z) = Fα (θ, z) and rearranging we can calculate the
integral appearing in the geometric coefficients (see (7.13)) to be
Gα (θ, z (θ)) =
∫ θ
θα
∣∣∣∣
ψ
dθ′Fα (θ′, z) +
∞∑
p=1
(−1)p−1
mpc
(
Λp
[
∂p−1Fα
∂θp−1
∣∣∣∣
z
]
(θ, z (θ))
− Λp
[
∂p−1Fα
∂θp−1
∣∣∣∣
z
]
(θα, z (θα))
)
. (7.23)
For the untilted case we can set θα = dθα/dψ = 0 and use (7.23) to prove that
the quantity appearing in the geometric coefficients (see (7.12)) is
Gα (θ, zu (θ)) +Hα =
∫ θ
0
∣∣∣∣
ψ
dθ′Fα (θ′, z) (7.24)
+
∞∑
p=1
(−1)p−1
mpc
(
Λp
[
∂p−1Fα
∂θp−1
∣∣∣∣
z
]
(θ, zu (θ))− Λp
[
∂p−1Fα
∂θp−1
∣∣∣∣
z
]
(0, 0)
)
.
In the tilted case (z = zt = mc (θ + θt)) we can carefully choose
dθα
dψ
=
[
1
R2B2p
∂lp
∂θ
∣∣∣∣
ψ
]−1
θ=θα
{∫ 0
θα
∣∣∣∣
ψ
dθ′Fα (θ′, z) (7.25)
+
∞∑
p=1
(−1)p−1
mpc
(
Λp
[
∂p−1Fα
∂θp−1
∣∣∣∣
z
]
(0, 0)− Λp
[
∂p−1Fα
∂θp−1
∣∣∣∣
z
]
(θα, zt (θα))
)}
to substitute into (7.14), giving
Gα (θ, zt (θ)) +Hα =
∫ θ
0
∣∣∣∣
ψ
dθ′Fα (θ′, z) (7.26)
+
∞∑
p=1
(−1)p−1
mpc
(
Λp
[
∂p−1Fα
∂θp−1
∣∣∣∣
z
]
(θ, zt (θ))− Λp
[
∂p−1Fα
∂θp−1
∣∣∣∣
z
]
(0, 0)
)
.
65
This exactly matches (7.24) (except for replacing zu with zt) and means the entire
effect of the tilt can be contained in the functional form of z. To make things as
simple as possible we also choose
θα = 0 (7.27)
for the tilted case.
The choice of dθα/dψ in (7.25) means that the geometric coefficients for both the
untilted and tilted cases can be written in the form
Qgeo (θ, z) , (7.28)
where z = zu for the untilted case and z = zt for the tilted case. Therefore, we know
that
Qtgeo (θ, zu) = Q
u
geo (θ, zu +mcθt) (7.29)
for each of the geometric coefficients, where the superscript u indicates the quantity
in the untilted configuration and the superscript t indicates the tilted configuration.
Since all of the geometric coefficients depend separately on both θ and z we know
that hs, φ, A||, and B|| must also. Apart from the geometric coefficients, the only
way the poloidal coordinate enters the gyrokinetic equations is through the poloidal
derivative in the streaming term (i.e. the second term of (6.5)). However, (7.8) is
appropriate for both z = zu and z = zt. Hence, using any solution to the gyrokinetic
equation for the untilted case,
{
hus (θ, zu) , φ
u (θ, zu) , A
u
|| (θ, zu) , B
u
|| (θ, zu)
}
, we can
construct a solution for the tilted case,{
hts (θ, zu) , φ
t (θ, zu) , A
t
|| (θ, zu) , B
t
|| (θ, zu)
}
(7.30)
=
{
hus (θ, zu +mcθt) , φ
u (θ, zu +mcθt) , A
u
|| (θ, zu +mcθt) , B
u
|| (θ, zu +mcθt)
}
,
given our choices for the free parameter θα (ψ) in the definition of α (i.e. (7.25) and
(7.27)). Because the average over z (see (7.9)) can always be shifted by mcθt without
affecting the result these two solution sets give the same large scale turbulent fluxes
and turbulent energy exchange between species, e.g. in the electrostatic limit they
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Γφs =
4pi2i
msV ′
〈∑
kψ ,kα
kα
∮
dθJBφ (kψ, kα)
∫
dw||dµ hs (−kψ,−kα) J0 (k⊥ρs)
〉
∆t
(7.31)
Πφζs =
4pi2i
V ′
〈∑
kψ ,kα
kα
∮
dθJBφ (kψ, kα)
∫
dw||dµ hs (−kψ,−kα) (7.32)
×
[(
I
B
w|| +R2Ωζ
)
J0 (k⊥ρs) +
i
Ωs
kψ
B
µB
ms
2J1 (k⊥ρs)
k⊥ρs
]〉
∆t
Qφs =
4pi2i
V ′
〈∑
kψ ,kα
kα
∮
dθJBφ (kψ, kα)
∫
dw||dµ hs (−kψ,−kα) (7.33)
×
(
w2
2
+
ZseΦ0
ms
− 1
2
R2Ω2ζ
)
J0 (k⊥ρs)
〉
∆t
P φQs =
4pi2
V ′
〈∑
kψ ,kα
∮
dθJΩs
∂
∂t
(φ (kψ, kα))
∫
dw||dµ hs (−kψ,−kα) J0 (k⊥ρs)
〉
∆t
.
(7.34)
Looking at the full electromagnetic fluxes and the turbulent energy exchange between
species (see appendix C) we see that they also remain unchanged by the tilt.
Since we relied on expanding in mc  1 to separate scales in (7.31) through (7.34),
this argument can only give the fluxes as an expansion in powers of 1/mc, not the
unexpanded quantity. We already know that, since the two configuration are not
exactly identical, they will in general produce different fluxes. However, the above
argument proves the two configurations must have the same fluxes to all orders in
1/mc. This demonstrates that, while the fluxes from the two configurations can be
different, the difference does not scale polynomially and so cannot scale more strongly
than ∼ exp (−βmγc ), where β and γ are both positive and do not depend on mc.
7.1.4 Accuracy of the local equilibrium approximation
We finish with an important remark concerning our use of an approximate local MHD
equilibrium, as opposed to the full global MHD equilibria. Although there was no
problem in the Miller local equilibrium, it may not be possible to exactly tilt the fast
flux surface shaping poloidally in a real global equilibrium. We can always Fourier
analyse a flux surface shape and its radial derivative (see (5.8) and (5.9)). We can also
use the external shaping coils to arbitrarily tilt the fast shaping of the flux surface of
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interest. However, the way that the radial derivative of the flux surface shape changes
with tilt is set by the global MHD equilibrium and is not under our control (as it is in
the Miller local equilibrium approximation). The global equilibrium in a screw pinch
has cylindrical symmetry, but in a tokamak toroidal effects may preclude tilting the
radial derivative of the flux surface shape in exactly the same manner we tilted the
flux surface shape itself.
This means that, strictly speaking, when we introduce zt (θ) = mc (θ + θt) into
the derivative of the flux surface shape we may no longer be modelling a physically
possible tokamak. However, we can construct a proof by induction to show that the
effect of toroidicity on mode mc must be exponentially small in mc  1. We start by
rearranging the Grad-Shafranov equation (i.e. (2.2)) as
R~∇ ·
(
~∇ψ
R
)
+ I
dI
dψ
=
1
R
~∇R · ~∇ψ − µ0R2 ∂p
∂ψ
∣∣∣∣
R
. (7.35)
The left side of this equation is completely cylindrically symmetric, while the right
side contains all of the toroidal effects. To O (B0) in the large aspect ratio limit the
Grad-Shafranov equation does not include toroidicity (see (2.6)). This is the base
case of the inductive argument and demonstrates that ψ0 has tilting symmetry, i.e.
ψt0 (θ, z) = ψ
u
0 (θ, z +mcθt). To O (
iB0) the Grad-Shafranov equation only depends
on R, derivatives of R, and ψj (θ, z) (where i and j are integers and 0 ≤ j < i).
During the proof of the gyrokinetic tilting symmetry (see section 7.1.3), we showed
that R and the derivatives of R have the appropriate tilting symmetry. Furthermore,
by the complete induction hypothesis we know that ψj (θ, z) is tilting symmetric for
all 0 ≤ j < i. Therefore, ψ follows the same tilting symmetry as gyrokinetics to
all orders. Hence, tilting the radial derivative of the flux surface shape in the same
manner as the flux surface shape produces a local Miller equilibrium that only differs
from the actual equilibrium by an exponentially small error in mc  1.
As an illustration of this, reference [66] uses an equilibrium that is circular to
lowest order in aspect ratio to show that at O (B0) the Grad-Shafranov equation is
entirely cylindrically symmetric, at O (B0) toroidicity introduces a natural shift (i.e.
the Shafranov shift), at O (2B0) toroidicity introduces a natural elongation, and at
O (3B0) toroidicity introduces a natural triangularity. This indicates that, in a global
equilibrium, toroidicity introduces an O (m) modification to the mth Fourier mode
of a flux surface. Therefore, the error introduced into the geometric coefficients by
ignoring this effect in the local equilibrium approximation is O (mmin), where mmin is
the smallest mode number that is tilted. This error is exponentially small in mc  1,
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hence it does not change our result that tilting the equilibrium has an exponentially
small effect on the turbulent fluxes.
7.2 Numerical results
In this section we will give numerical results to test the analytic conclusions of the
previous section. We use GS2 to calculate the nonlinear turbulent fluxes of momentum
and energy generated by a given geometry. We investigate the influence of the shape
of the flux surface of interest by scanning mc, the characteristic mode number of the
fast poloidal shaping. The geometry is specified using the generalisation of the Miller
local equilibrium model presented in chapter 5. The flux surface shapes (shown in
figure 7.2) are parameterized by (7.5) through (7.7) as well as (5.7), with only one
high order mode, m = mc (which corresponds to l = 1 and k = 0). We will choose
∆m − 1 = 3
2
m−2c (7.36)
because it has a physical scaling (see appendix A) and seems reasonably similar to
the typical magnitude of flux surface shaping effects in experiments. For example,
regular polygons have ∆m − 1 = sec (pi/m)− 1 ∼ m−2, so we see that exceeding this
scaling necessarily leads to flux surfaces with convex regions. With the exception
of “bean-shaped” tokamaks [67], practically all proposed experimental configurations
have purely concave flux surfaces, so we know they respect this scaling. We will also
take d∆m/drψ = (mc − 2) (∆m − 1) /rψ0 (appropriate for a constant current profile
according to (5.11)) and dθtm/drψ = 0 (appropriate for a constant current profile
according to (5.12)) in the scan to give the neighbouring flux surfaces a reasonable
shape. Up-down asymmetric geometries are created by fixing the tilt angle at θtm =
pi/ (2mc), the angle halfway between neighbouring up-down symmetric configurations
(at θtm = 0 and θtm = pi/mc), while the up-down symmetric configurations have
θtm = 0.
Except for the shape, all parameters of the flux surface of interest are fixed at
Cyclone base case values [68] of
ρ0 ≡ aψ0/a = 0.54, Rc0/a = 3, q = 1.4, (7.37)
sˆ = 0.8, a/LTs = 2.3, a/Lns = 0.733
for the minor radius, major radius, safety factor, magnetic shear, temperature gra-
dient, and density gradient respectively. All simulations are electrostatic and col-
lisionless. The fluxes calculated by GS2 are normalised to their gyroBohm values
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Figure 7.2: The mc = 2 through mc = 6 flux surface geometries in the tilted (solid)
and up-down symmetric (dashed) configurations, with circular flux surfaces shown
for comparison (grey).
of
ΠgB ≡ ρ2∗niamiv2thi (7.38)
QgB ≡ ρ2∗niTivthi, (7.39)
where ni is the ion density, mi is the ion mass, Ti is the local ion temperature, and
vthi ≡
√
2Ti/mi is the local ion thermal speed.
We will compare the numerical scans in mc (shown in figure 7.2) to the analytic
theory in two different manners. From (7.30) we expect that, using the poloidal
distribution of any flux from a given geometry, it should be possible to predict the
flux from any geometry that is identical except for a poloidal tilt of the fast variation.
First, we will directly investigate this by comparing the poloidal dependence of the
fluxes of particles, momentum, and energy in just such geometries. Then, we will
show that the change in the total fluxes due to tilting fast shaping disappears in the
limit of mc  1.
7.2.1 Poloidal structure of fluxes
In section 7.1.3, we presented an analytic argument showing that (when expanding in
mc  1) the solution to the gyrokinetic equation for a given geometry can be used to
generate the solution to any geometry that is identical, except for a global tilt of the
fast poloidal variation. This relationship, given by (7.30), makes predictions about
the poloidal distributions of fluxes. In appendix C we define the poloidal distribution
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of the different quantities that appear in the gyrokinetic model. In the electrostatic
limit they are given by
γφs ≡ −R
〈〈∫
d3whseˆζ · δ ~E
〉
∆ψ
〉
∆t
(7.40)
piφζs ≡ −R
〈〈∫
d3whsmsR (~w · eˆζ +RΩζ) eˆζ · δ ~E
〉
∆ψ
〉
∆t
(7.41)
qφs ≡ −R
〈〈∫
d3whs
(ms
2
w2 + ZseΦ0 − ms
2
R2Ω2ζ
)
eˆζ · δ ~E
〉
∆ψ
〉
∆t
(7.42)
pφQs ≡
〈〈∫
d3wZsehs
∂φ
∂t
〉
∆ψ
〉
∆t
, (7.43)
which are just (6.18), (6.20), (6.22), and (6.24) without the flux surface average (e.g.
Qs = 〈qs〉ψ). Specifically, using (7.30) the analytic theory predicts that we should
find
γts (θ, z) = γ
u
s (θ, z +mcθt) (7.44)
pitζs (θ, z) = pi
u
ζs (θ, z +mcθt) (7.45)
qts (θ, z) = q
u
s (θ, z +mcθt) (7.46)
ptQs (θ, z) = p
u
Qs (θ, z +mcθt) , (7.47)
where the superscript u indicates the geometry is up-down symmetric (i.e. untilted), t
indicates the geometry is tilted, and for our chosen geometries θt = θtm. By simulating
several up-down symmetric geometries (see the bottom row of figure 7.2) and their
corresponding tilted geometries (see the top row of figure 7.2) we can numerically
verify (7.44) through (7.47). We will focus on the ion momentum flux because the
symmetry has particularly profound consequences for it, but the analysis in this
section can be applied to any of the fluxes.
We should note that GS2 automatically takes θα (ψ) = 0 in its definition of α (see
(6.4)), so we have to be careful about making numerical predictions from our analytic
results. In general, converting between our definition of α and the GS2 definition,
αGS2, involves accounting for a shift in α and ~∇α of
δ (α) = −I
∫ 0
θα
∣∣∣∣
ψ
dθ′
(
R2 ~B · ~∇θ′
)−1
(7.48)
δ
(
~∇α
)
= −I
(∫ 0
θα
∣∣∣∣
ψ
dθ′Fα (θ′)−
[
1
R2Bp
∂lp
∂θ
∣∣∣∣
ψ
]
θ=θα
dθα
dψ
)
~∇ψ (7.49)
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respectively. However, given our specific choices in (7.25) and (7.27) we see that
δ (α) = 0 (7.50)
δ
(
~∇α
)
= I
∞∑
p=1
(−1)p−1
mpc
(
Λp
[
∂p−1Fα
∂θp−1
∣∣∣∣
z
]
(0, 0) (7.51)
− Λp
[
∂p−1Fα
∂θp−1
∣∣∣∣
z
]
(0,mcθt)
)
~∇ψ.
The only effect of the shift in α is to introduce a phase factor of exp (−ikαδ (α)) in
the Fourier analysed turbulent quantities hs, φ, A||, and B|| (e.g. (6.6)). The shift in
~∇α only enters the gyrokinetic model through the quantity
~k⊥ = kψ ~∇ψ + kα~∇α =
[
kψ + kα
∂~r
∂ψ
· δ
(
~∇α
)]
~∇ψ + kα~∇αGS2. (7.52)
Fortunately, neither of these changes has an effect on (7.44) through (7.47). The
phase factor cancels because all transport is driven by the beating of two turbulent
quantities (see appendix C): one with the complex conjugate taken, the other without.
As seen in (7.52), the tilt of ~∇α can be taken into account by shifting kψ. Since the
fluxes we are looking at involve the sum over all of wavenumber space, shifting flux
from one wavenumber to another does not alter the total value.
Because GS2 is not constructed to separate the two spatial scales represented by
θ and z, our simulations give piζs (θ) = piζs (θ, z (θ)) rather than piζs (θ, z). Therefore,
we have to take the data produced by GS2, separate the dependences on the fast
and slow poloidal coordinate, and tilt only the fast spatial variation. Repeating the
analysis from section 7.1.2, we start by Fourier analysing the poloidal distribution of
momentum flux from GS2,
piuζs (θ) =
∞∑
m=1
Pm sin (mθ) , (7.53)
in the untilted case. Figure 7.3(a) shows a typical Fourier spectrum for the momen-
tum flux calculated by GS2. Since the untilted case is up-down symmetric, we know
from section 6.2 that the momentum flux distribution must be odd in θ, so we have
neglected the even terms in (7.53). These even terms must be retained when consid-
ering the particle or energy fluxes. As in section 7.1.2, we want to transform (7.53)
into the form of a two dimensional Fourier series in the two separate spatial scales,
e.g.
piuζs (θ, z) =
∞∑
l=0
kmax∑
k=kmin
Pk+lmc
(
sin (lz) cos (kθ) + cos (lz) sin (kθ)
)
. (7.54)
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Using some trigonometric identities and (7.7) it can be shown that if we choose to
define k as
k ≡ m− lmc, (7.55)
then we can transform (7.53) into (7.54) as long as kmax − kmin = mc − 1.
The definition of l contains the physics of the scale separation and consequently
will strongly affect how well we match GS2 results. The definition of l controls which
Fourier harmonics (enumerated by m) are mapped to l = 0 (and remain untilted), as
opposed to l = 1 (which are tilted by mcθt), l = 2 (which are tilted by 2mcθt), etc.
Intuitively we expect modes with m ≈ 1 should remain untilted (i.e. map to l = 0),
modes with m ≈ mc should map to l = 1, and modes with m ≈ 2mc should map
to l = 2. This general intuition motivates some sort of rounding to integers. The
specific form of
l ≡
⌊
m+ 2
mc
⌋
(7.56)
(where bxc is the floor function) was chosen in accordance with figure 7.3(b). We see
that, as the shaping effect mode number mc is increased, the mc−2 and mc−1 Fourier
terms of the momentum flux track with it, while all lower modes stay roughly constant.
Unsurprisingly, this definition of l was also found to produce the best agreement
between theory and GS2 data. Our choice for k and l requires that kmin = −2 and
kmax = mc−3 in order to include all modes in the summation, meaning (7.54) becomes
piuζs (θ, z) =
∞∑
l=0
mc−3∑
k=−2
Pk+lmc
(
sin (lz) cos (kθ) + cos (lz) sin (kθ)
)
. (7.57)
Now we can use (7.45) to construct
pitζs (θ, z) =
∞∑
l=0
mc−3∑
k=−2
Pk+lmc
(
sin (lz + lmcθt) cos (kθ) + cos (lz + lmcθt) sin (kθ)
)
,
(7.58)
a prediction for the distribution of momentum flux in the tilted geometry.
Fundamentally, in this comparison we are testing the truth of (7.30) and (7.45),
which we used in deriving (7.58). In figure 7.4, we use the numerical results from the
untilted configuration and (7.58) to generate what we expect the momentum flux to
be in the corresponding tilted configuration. Visually we see good agreement between
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Figure 7.3: (a) The Fourier spectrum of the poloidal distribution of the ion momentum
flux generated in circular flux surfaces.
(b) The Fourier spectrum of the poloidal distribution of ion momentum flux after
subtracting the flux generated by circular flux surfaces (shown in (a)) for up-down
symmetric (grey) and tilted (black) configurations in the mc = 7 (solid) and mc = 8
(dashed) geometries.
the analytic expectation and the actual GS2 results. In figure 7.5 we quantify the
agreement by calculating the fractional error according to
∆pi ≡
∮ pi
−pi dθ
∣∣piactζs (θ)− picalcζs (θ)∣∣∮ pi
−pi dθ
∣∣piactζs (θ)∣∣ , (7.59)
where piactζs (θ) is the GS2 momentum flux distribution from the tilted geometry (the
thick black lines in figure 7.4) and picalcζs (θ) is either the predicted distribution calcu-
lated analytically from the GS2 untilted result (the dashed black lines in figure 7.4)
or the raw GS2 untilted result (the thin grey lines in figure 7.4) to serve as a control.
As is also apparent from figure 7.4, when we look at geometries with larger values of
mc we find better agreement between the titled geometry and the analytic prediction
from the up-down symmetric geometry. The agreement breaks down significantly be-
low mc = 5 and we have enough information to understand why. Extrapolating from
figure 7.3(b), we would expect mc = 4 shaping to be problematic because it generates
an ion momentum flux distribution with a strong m = 2 Fourier mode. This would be
indistinguishable from the dominant m = 2 Fourier mode, which is from toroidicity
(see figure 7.3(a)). Since we cannot separate these two contributions (the one from
the mc = 4 shaping and the one from toroidicity), it is not possible to translate the
contribution from the mc = 4 shaping as is appropriate.
These numerical results verify (7.30) and the analytic derivation of section 7.1.3.
Additionally, though not shown here, the poloidal distributions of particle, momen-
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Figure 7.4: The full poloidal distribution of the ion momentum flux (see (7.41)) for the
tilted geometry (black, thick), up-down symmetric geometry transformed according
to the analytic argument (dashed, thick), and up-down symmetric geometry without
any transformation (grey, thin), using (a) mc = 5, (b) mc = 6, (c) mc = 7, and
(d) mc = 8 geometries (see figure 7.2). The momentum flux is normalised to the
gyroBohm value.
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Figure 7.5: The fractional error (i.e. (7.59)) between the poloidal distribution of
the momentum flux in the tilted geometry and the distribution predicted from the
untilted geometry (circles), with the fractional error between the tilted and untilted
(without any adjustment) shown as a control (crosses).
tum, and energy flux (for both ions and electrons) all agree with theory in a similar
manner to what is seen in figure 7.4.
7.2.2 Change in total fluxes with tilt
From section 7.1.3 we expect the change in the turbulent fluxes (i.e. (7.31) through
(7.33)) due to the tilt of fast shaping effects to be exponentially small in mc  1.
In figure 7.6, we show the fractional difference between the ion energy flux from an
up-down symmetric configuration and the corresponding tilted configuration, for the
geometries of figure 7.2. We see that the difference is consistent with an exponential
as expected. It is most pronounced for the mc = 2 case and rapidly diminishes at
higher mc.
7.3 Consequences for momentum flux in mirror
symmetric tokamaks
The gyrokinetic symmetry presented in this chapter demonstrates that a poloidal
translation of all fast poloidal variation (i.e. that of order mc) by a single tilt angle
has an exponentially small effect in mc  1 on the turbulent transport. Addition-
ally, we know from the argument reviewed in section 6.2 that up-down symmetric
flux surfaces generate no momentum flux in the gyrokinetic model. Since, by defi-
nition, mirror symmetric tokamaks must have mirror symmetry about some line in
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Figure 7.6: The fractional difference in the ion energy flux between up-down sym-
metric and tilted geometries (see figure 7.2) as a function of mc (points), with an
exponential fit of the form K exp (−βmc) (line).
the poloidal plane, we can rotate all of the shaping effects by a single tilt angle until
the line of mirror symmetry is coincident with the midplane. Hence, because all mir-
ror symmetric flux surfaces can be generated by tilting up-down symmetric surfaces,
we know that the momentum flux in mirror symmetric tokamaks cannot scale more
strongly than Πζs ∼ exp (−βmγc ), where β and γ are both positive and do not depend
on mc. This exponential scaling is true for all flux surfaces that have mirror symme-
try about any line in the poloidal plane, not just those with mirror symmetry about
the midplane (i.e. up-down symmetry). This argument only relies on the conditions
needed for the symmetry, namely mc  1. It does not presume that the flux surface
shaping is weak.
However, there is a subtlety concerning flux surfaces that possess slowly varying
envelopes as well as fast variation. In figure 7.7(a) we show a cartoon up-down
symmetric flux surface specified by (5.8) with just two shaping modes, m = 10 and
m = 11, which beat to create an m = 1 envelope. We are free to consider all flux
surface variation “fast” and tilt the entire flux surface. This produces figure 7.7(b)
which is a mirror symmetric flux surface. However, since we rotated the m = 1
variation of the envelope, we have considered m = 1 variation to be fast. This means
that the difference in the fluxes produced by figures 7.7(a) and 7.7(b) is exponentially
small in an expansion in mc = 1 1, which is not particularly meaningful.
This example illustrates that if a flux surface is mirror symmetric it produces
momentum transport that is exponentially small in the Fourier mode number of
the mirror symmetric variation. However, the validity of this expansion may be
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Figure 7.7: Exaggerated flux surface geometries (black) with m = 10 and m = 11
Fourier shaping modes and (a) no tilt, (b) a pi/4 tilt of the entire flux surface, and (c)
a pi/4 tilt of the fast poloidal variation, where circular flux surfaces (grey) are shown
for comparison.
questionable for certain cases such as geometries with low shaping effects or a slowly
varying envelope created by the beating of several high mode number effects.
Conversely, we can choose to consider the m = 1 envelope as slow and refrain
from tilting it. To do so, we convert the flux surface specification into (7.5) and
introduce the global tilt through the form of z (θ). This produces figure 7.7(c), which
is not mirror symmetric. However, it has a mirror symmetric fast shaping and up-
down symmetric slow shaping (because the envelope remains unchanged). Hence, the
difference in the fluxes produced by figures 7.7(a) and 7.7(c) is exponentially small in
an expansion in mc = 10 1.
This example shows that formally non-mirror symmetric configurations can still
have exponentially small momentum flux if the slow variation is up-down symmetric
and the fast variation is mirror symmetric. This becomes intuitive if we consider
toroidicity as a second type of m = 1 mode (in addition to the Shafranov shift).
From this perspective up-down symmetry is just mirror symmetry with respect to
the inherent, untilted mode from toroidicity. Hence we can add any slow shaping
mode as long as it is aligned with the mode from toroidicity, keeping the slow shaping
mirror symmetric.
Interpreted broadly, this symmetry demonstrates that variation on two spatial
scales interact to generate momentum transport that is exponentially small in the
scale separation. Hence, using neighbouring shaping modes to drive rotation is opti-
mal.
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Chapter 8
Envelopes: Scaling of momentum
flux with shaping mode number
Much of this chapter appears in reference [41].
This chapter investigates slowly varying envelopes created by the beating of dif-
ferent fast flux surface shaping effects. We will prove that fast shaping effects can
create slowly varying envelopes that generate momentum transport that is polyno-
mially small in the fast shaping mode number. This contrasts with the exponential
scaling found for mirror symmetric surfaces in chapter 7 and suggests that up-down
asymmetric envelopes created using low shaping effects could increase rotation. In
this chapter we restrict our attention to momentum transport generated in stationary
plasmas (i.e. Ωζ = dΩζ/drψ = 0) and will assume the turbulence is electrostatic for
simplicity.
In section 8.1, we expand the gyrokinetic equation order-by-order in large shaping
mode number to compare the momentum flux generated by different types of flux
surface shaping. In section 8.1.2 we calculate how the momentum flux scales with
the shaping effect mode number, given a specific set of simple geometries with two
independently-tilted shaping modes. This is designed to give a concrete illustration of
the more abstract and general scaling argument for geometries with up-down asym-
metric envelopes presented in section 8.1.3. Then, in section 8.2 we use nonlinear local
gyrokinetic simulations to contrast the analytic results of section 8.1 with chapter 7.
Lastly, section 8.3 gives a broad interpretation of these analytic scalings.
8.1 Analytic gyrokinetic analysis
First, we must calculate the local value of the eight geometric coefficients that ap-
pear in the stationary gyrokinetic equation from the local Miller equilibrium model in
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chapter 5. The full calculation is shown in appendix D, but here we will only calculate
them to lowest order in large aspect ratio for use in section 8.1.2. We will specify
the flux surface geometry by the Expanded prescription (i.e. (5.8), (5.9), and (5.24)
through (5.26)). These equations represent a completely general Fourier decomposi-
tion of the flux surface shape. Note that the change in the strength, d∆m/drψ, and
tilt, dθtm/drψ, of each mode is determined by the global MHD equilibrium. In chapter
5 we derive these quantities using a constant toroidal current profile in the limits of
large aspect ratio and weak shaping. We will keep these parameters free and only use
the constant current profile solutions to provide scalings for these quantities.
Additionally, the Miller model requires four scalar quantities, usually I (the
toroidal field flux function), q (the safety factor), dq/drψ (the magnetic shear), and
dp/drψ (the pressure gradient) of the flux surface of interest. However, for ease of
notation, we will choose to replace I by Bc0 = I/Rc0 (the toroidal magnetic field at
R = Rc0 on the flux surface of interest) and q by dψ/drψ (see (D.3)). Also, when we
expand to lowest order in aspect ratio, we will find that we can replace both dp/drψ
and dq/drψ (related to dI/dψ by (D.17)) with
sˆ′ ≡ 2 + rψ0
(
dψ
drψ
)−1(
µ0R
2
c0
(
dψ
drψ
)−1
dp
drψ
+Rc0Bc0
dI
dψ
)
(8.1)
= 2− rψ0
(
dψ
drψ
)−1
µ0jζRc0.
We can make this replacement because the toroidal current, which appears on the
right side of the Grad-Shafranov equation, is a flux function to lowest order in aspect
ratio (see (2.2)). We note that if the flux surfaces are exactly circular and dp/drψ = 0,
then sˆ′ = sˆ ≡ (rψ0/q) dq/drψ.
To lowest order in aspect ratio we immediately see that B → Bc0 and a||s → 0, so
we can focus on the other six (i.e. bˆ · ~∇θ, vdsψ, vdsα,
∣∣∣~∇ψ∣∣∣2, ~∇ψ · ~∇α, and ∣∣∣~∇α∣∣∣2). In
this limit the momentum flux, given by (6.21), becomes
Πζs =
2piiRc0Bc0∮
dθ
(
bˆ · ~∇θ
)−1 ∑
kψ ,kα
kα
∮
dθ
(
bˆ · ~∇θ
)−1
(8.2)
×
∫
dw||dµ w||J0 (k⊥ρs)φ (kψ, kα)hs (−kψ,−kα) .
In order to calculate the poloidal field we must use
~Bp = ~∇ζ × ~∇rψ dψ
drψ
, (8.3)
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our geometry specification (given by (5.8), (5.9), and (5.24) through (5.26)), and the
vector identity
~∇u1 = ∂~r/∂u2 × ∂~r/∂u3
∂~r/∂u1 · (∂~r/∂u2 × ∂~r/∂u3) (8.4)
for (u1, u2, u3), a cyclic permutation of (rψ, θ, ζ). Having calculated the poloidal field
we can find bˆ · ~∇θ,
vdsψ =
ms
Zse
bˆ · ~∇θ∂R
∂θ
, (8.5)
and
∣∣∣~∇ψ∣∣∣2 = R2B2p to lowest order in aspect ratio.
However, ~∇α contains second-order radial derivatives, which are not specified
as input. The Miller model determines them by ensuring that the Grad-Shafranov
equation is satisfied. With considerable work (shown in appendix D), we can use the
Grad-Shafranov equation to calculate that
~∇α = ∂α
∂ψ
~∇ψ + ∂α
∂θ
~∇θ, (8.6)
where
∂α
∂ψ
= −
∫ θ
θα
∣∣∣∣
ψ
dθ′
∂Aα
∂ψ
+ Aα (ψ, θα)
dθα
dψ
(8.7)
= −
∫ θ
θα
∣∣∣∣
ψ
dθ′
(
∂Aα
∂ψ
)
orthog
+
[
Bc0
R3c0B
3
p
∂lp
∂θ′
~∇ψ · ~∇θ′
]θ′=θ
θ′=θα
(8.8)
+
(
Bc0
Rc0Bp
∂lp
∂θ
)
θ=θα
dθα
dψ
.
and
∂α
∂θ
= −Aα (ψ, θ) = − Bc0
Rc0Bp
∂lp
∂θ
(8.9)
to lowest order in aspect ratio. Here(
∂Aα
∂ψ
)
orthog
=
Bc0
R2c0B
2
p
∂lp
∂θ′
(
dψ
drψ
sˆ′ − 2
rψ0Rc0Bp
+ 2κp
)
(8.10)
is the part of ∂Aα/∂ψ that remains if the (rψ, θ, ζ) coordinate system is orthogonal,
κp is the poloidal magnetic field curvature given by (7.3), and lp is the poloidal arc
length (defined such that (7.4) is true). The form of (8.10) is useful because it does
not contain any radial derivatives (except dψ/drψ which is an input to the calculation)
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and distinguishes the important term: the poloidal curvature. This allows us to find
~∇ψ · ~∇α,
∣∣∣~∇α∣∣∣2, and
vdsα =
1
Ωs
(
Bc0
Rc0
∂R
∂ψ
+
∂R
∂θ
∂α
∂ψ
~∇ψ ·
(
~∇θ × ~∇ζ
))
(8.11)
to lowest order in aspect ratio.
8.1.1 Asymptotic expansion ordering
We know from section 6.2 that, unless the up-down symmetry of the geometric co-
efficients is broken, the time-averaged momentum flux will always be zero to lowest
order in ρ∗ ≡ ρi/a 1. We will investigate the consequences of breaking the up-down
symmetry using different shaping effects. To do this we will expand (6.5), (6.15), and
(8.2) in large Fourier shaping mode number, i.e. mc  1 where mc is a characteristic
mode number of the fast shaping effects. We will expand
hs = hs0 + hs1 + hs2 + hs3 + . . . (8.12)
φ = φ0 + φ1 + φ2 + φ3 + . . . , (8.13)
where the subscript indicates the order of the quantity in m−1c  1. This expansion
separates the long spatial scale coordinate θ, from a short spatial scale coordinate, z,
defined by (7.7). Distinguishing the variation on each scale, e.g. hs (θ, z) and φ (θ, z),
means that we can rewrite poloidal derivatives according to (7.8). Ultimately we will
only be interested in large scale phenomena, so we will need to average quantities in
z using (7.9), but we must still manipulate the z-dependent portion, given by
(˜. . .) ≡ (. . .)− (. . .). (8.14)
8.1.2 Two mode shaping in the large aspect ratio gyrokinetic
model
In this section we will prescribe a specific geometry and expand the large aspect
ratio gyrokinetic, quasineutrality, and momentum flux equations order-by-order to
determine the scaling of the momentum flux with mc  1. Hence formally we require
that   1 for the aspect ratio expansion and also that   m−1c  1 for the
subsidiary expansion in shaping mode number. We perform a more general calculation
for  ∼ 1 in section 8.1.3.
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We completely specify the shape of the flux surface of interest (and how it changes
with radius) by (5.8), (5.9), and (5.24) through (5.26). We will choose the ordering
∆m − 1 ∼ m−2c (8.15)
for the magnitude of the large mode number shaping effects to be consistent with
(7.36). We can determine that
d∆m
drψ
∼ mc (∆m − 1)
rψ
. (8.16)
from (5.11) and dθtm/drψ = 0 from (5.12), which were derived for a constant current
profile.
In this calculation, we will use flux surfaces with simple fast shaping that beats
together to form slowly varying envelopes. To create these flux surfaces, we include
only two high-order shaping effects, m and n, in (5.8) and (5.9). We will order both
m ∼ mc and n ∼ mc, which are free to have different strengths, ∆m and ∆n, and
tilt angles, θtm and θtn. However, we order n − m ∼ 1, ∆n − 1 ∼ ∆m − 1 ∼ m−2c ,
and d∆n/drψ ∼ d∆m/drψ ∼ mc (∆m − 1) /rψ. Given these orderings (5.8) and (5.9)
become
r0 (θ) = rψ0
(
1− ∆m − 1
2
cos (zms)− ∆n − 1
2
cos (zns)
)
+O
(
m−4c rψ
)
(8.17)
∂r
∂rψ
∣∣∣∣
ψ0
= 1− rψ0
2
d∆m
drψ
cos (zms)− rψ0
2
d∆n
drψ
cos (zns) +O
(
m−2c
)
, (8.18)
where
zms ≡ m (θ + θtm) (8.19)
zns ≡ n (θ + θtn) . (8.20)
Note that we are not using the form of (7.5), instead we have the sum of two arbitrary
fast modes. By doing so we will explicitly see how the mode numbers and tilt angles
combine, sometimes generating a slowly varying envelope.
8.1.2.1 Geometric coefficients
To lowest order, O (1), the geometric coefficients are those of a circular tokamak and
are entirely independent of the short spatial scale coordinate, z. To next order the
coefficients depend on z, but are algebraically intensive to find. The full expres-
sions for all six coefficients (and several intermediate quantities that are useful in the
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derivation) are given in appendix E, but here we will only derive vdsα to serve as
an illustrative example. This coefficient signifies the magnetic drifts in the direction
perpendicular to the magnetic field, but still within the flux surface. We will start
with (5.24) through (5.26), (8.17), and (8.18) and use them to construct all of the
quantities appearing in (8.11), the expression for vdsα to lowest order in aspect ratio.
It will be sufficient to calculate all quantities to O (m−1c ) with the exception of
∂R/∂θ and ∂Z/∂θ, because they appear in the poloidal curvature with an extra
poloidal derivative (see (7.3)). This extra derivative creates an additional factor of
mc, which boosts O (m
−2
c ) effects to O (m
−1
c ). Directly differentiating (5.25) and
(5.26) we find
∂R
∂θ
=
dr0
dθ
cos (θ)− r0 sin (θ) (8.21)
∂Z
∂θ
=
dr0
dθ
sin (θ) + r0 cos (θ) (8.22)
∂2R
∂θ2
=
d2r0
dθ2
cos (θ)− 2dr0
dθ
sin (θ)− r0 cos (θ) (8.23)
∂2Z
∂θ2
=
d2r0
dθ2
sin (θ) + 2
dr0
dθ
cos (θ)− r0 sin (θ) , (8.24)
where
dr0
dθ
=
rψ0
2
(
m (∆m − 1) sin (zms) + n (∆n − 1) sin (zns)
)
+O
(
m−3c rψ
)
(8.25)
d2r0
dθ2
=
rψ0
2
(
m2 (∆m − 1) cos (zms) + n2 (∆n − 1) cos (zns)
)
+O
(
m−2c rψ
)
. (8.26)
From this point forward we will only need quantities to O (m−1c ) to accurately capture
the up-down symmetry breaking. Substituting (8.21) and (8.22) into (7.4) gives
∂lp
∂θ
= rψ0 +O
(
m−2c rψ
)
. (8.27)
We can now substitute (8.21) through (8.27) into (7.3) to find
κp =
1
rψ0
(
1− 1
rψ0
d2r0
dθ2
)
+O
(
m−2c
rψ
)
(8.28)
=
1
rψ0
(
1− 1
2
[
m2 (∆m − 1) cos (zms) + n2 (∆n − 1) cos (zns)
])
+O
(
m−2c
rψ
)
.
(8.29)
Next we will calculate
∂R
∂rψ
=
∂r
∂rψ
∣∣∣∣
ψ0
cos (θ) (8.30)
∂Z
∂rψ
=
∂r
∂rψ
∣∣∣∣
ψ0
sin (θ) (8.31)
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straightforwardly from (5.25) and (5.26). We can determine ~∇rψ through (8.4) and
immediately find
~∇θ = eˆθ
r0 (θ)
(8.32)
~∇ζ = eˆζ
R
=
eˆζ
Rc0
+O
(

R0
)
, (8.33)
where eˆθ and eˆζ are the poloidal and toroidal angle unit vectors respectively. From
this we know that the coordinate scalar triple product is
~∇ψ ·
(
~∇θ × ~∇ζ
)
=
1
J
=
1
rψ0Rc0
dψ
drψ
(
∂r
∂rψ
∣∣∣∣
ψ0
)−1
+O
(
m−2c
B0
R0
)
, (8.34)
which is needed to calculate the second term of (8.11). Since we are using dψ/drψ as
an input instead of q, it is simple to find ∂R/∂ψ from (8.30) in order to calculate the
first term of (8.11).
At this point we see that we have calculated all of the quantities appearing in
(8.11), except for ∂α/∂ψ. This is specified by (8.8) and is made up of three terms.
All of the terms require that we know
Bp =
1
J
∂lp
∂θ
=
1
Rc0
dψ
drψ
(
∂r
∂rψ
∣∣∣∣
ψ0
)−1
+O
(
m−2c Bp
)
, (8.35)
which is found using (7.4), (8.3), (8.4), (8.33), and (8.34). Using (8.27), (8.28), and
(8.35), we can determine the integrand (i.e. (8.10)) that appears in the first term to
be (
∂Aα
∂ψ
)
orthog
= Bc0
(
dψ
drψ
)−2(
∂r
∂rψ
∣∣∣∣
ψ0
)2
(8.36)
×
[
(sˆ′ − 2) ∂r
∂rψ
∣∣∣∣
ψ0
+ 2
(
1− 1
rψ0
d2r0
dθ′2
)]
+O
(
m−2c
r2ψB0
)
to lowest order in aspect ratio. Calculating the indefinite integral of (8.36) is straight-
forward and is explicitly given by (E.8). The second term of (8.8) is found to be
Bc0
R3c0B
3
p
∂lp
∂θ′
~∇ψ · ~∇θ′ = −Bc0
rψ0
(
dψ
drψ
)−2(
∂r
∂rψ
∣∣∣∣
ψ0
)2
dr0
dθ′
+O
(
m−2c
r2ψB0
)
. (8.37)
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by substituting (8.4), (8.27), (8.32), and (8.35). At this point, by specifying the free
parameter
dθα
dψ
=
(
Bc0
Rc0Bp
∂lp
∂θ
)−1
θ=θα
(8.38)
×
[
−
∫ θα
θ0
∣∣∣∣
ψ
dθ′
(
∂Aα
∂ψ
)
orthog
+
(
Bc0
R3c0B
3
p
∂lp
∂θ′
~∇ψ · ~∇θ′
)
θ′=θα
]
(not to be confused with (7.25), the value of dθα/dψ used in the previous chapter),
we can use the third term of (8.8) to eliminate all of the terms in ∂α/∂ψ that do
not depend on θ. Here θ0 is defined such that
∫ θα
θ0
∣∣∣
ψ
dθ′ (∂Aα/∂ψ)orthog does not have
a term that is constant in poloidal angle. Additionally, we choose θα (ψ0) = 0 for
simplicity. Given this choice, (8.8) becomes
∂α
∂ψ
= −
∫ θ
θ0
∣∣∣∣
ψ
dθ′
(
∂Aα
∂ψ
)
orthog
− Bc0
rψ0
(
dψ
drψ
)−2(
∂r
∂rψ
∣∣∣∣
ψ0
)2
dr0
dθ
+O
(
m−2c
r2ψB0
)
.
(8.39)
Substituting (8.21), (8.30), (8.34), and (8.39) into (8.11) gives
vdsα =
Bc0
Rc0Ωs
(
dψ
drψ
)−1 [
dr0
drψ
cos (θ) +
1
rψ0
dr0
drψ
dr0
dθ
sin (θ) (8.40)
+
1
Bc0
(
dψ
drψ
)2(
sin (θ)− 1
rψ0
∂r0
∂θ
cos (θ)
)(
dr0
drψ
)−1 ∫ θ
θ0
∣∣∣∣
ψ
dθ′
(
∂Aα
∂ψ
)
orthog
]
+O
(
m−2c
rψR0Ωs
)
.
To lowest order, this is the usual result for circular flux surfaces,
vdsα0 =
Bc0
Rc0Ωs
(
dψ
drψ
)−1
(cos (θ) + sˆ′θ sin (θ)) .
To next order this is a complicated expression with the form of
vdsα1 = D1θ sin (θ) + (D2 sin (θ) +D3θ cos (θ)) (D4 sin (zms) +D5 sin (zns))
+ (D6 cos (θ) +D7θ sin (θ)) (D8 cos (zms) +D9 cos (zns)) +D10 sin (θ) (8.41)
× [sin ((n−m) θ) cos (nθtn −mθtm) + cos ((n−m) θ) sin (nθtn −mθtm)] .
where Di are constants (the full expression is given in appendix E). Even after aver-
aging over z the last term remains, which has a coefficient of
D10 =
rψ0
(n−m)
(
m2 (∆m − 1) d∆n
drψ
+ n2 (∆n − 1) d∆m
drψ
)
. (8.42)
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As we will show shortly, this term, which does not disappear after averaging over z,
in general breaks the up-down symmetry of the gyrokinetic equations to O (m−1c ).
We see that if we set ∆m = 1, ∆n = 1, or n = m we produce mirror symmetric
flux surfaces without an envelope and this symmetry-breaking term cancels. Also, we
note that if nθtn = mθtm the symmetry-breaking term also vanishes. This condition
is only met when the envelope created by the beating of the two high-order shaping
modes is up-down symmetric. Lastly, if we break our ordering of n−m ∼ 1 and set
n = 2m, not only does the symmetry breaking term drop by an order (due to the
n−m in the denominator), but it varies on the fast spatial scale and will average to
zero. This corresponds to flux surface shapes that lack an envelope like an ellipse,
which only has Fourier components that are multiples of two.
Appendix E gives the full explicit expressions for all six geometric coefficients to
lowest order in aspect ratio. We find those that do not depend on ~∇α (i.e. vdsψ and∣∣∣~∇ψ∣∣∣2) are up-down symmetric in θ to O (m−1c ) after averaging over the fast spatial
scale. However, the other three coefficients (i.e. vdsα, ~∇ψ · ~∇α, and
∣∣∣~∇α∣∣∣2) lose
their large-scale symmetry at O (m−1c ). The symmetry breaking terms arise from the
interaction between κp and B
−2
p in (8.10). Since mc  1 the second order derivatives
in κp (see (7.3)) brings the effect of shaping from O (m
−2
c ) to O (1). This shaping can
then beat with the O (m−1c ) shaping in B
−2
p and break the symmetry of the geometric
coefficients to O (m−1c ). We note that κp is “normal” curvature (i.e. perpendicular
to the flux surface), as opposed to “geodesic” curvature (i.e. within the flux surface)
[69]. The importance of κp is surprising because it arises from the poloidal field, not
the toroidal field. Usually the focus is on the “normal” curvature of the toroidal field
because it generates the largest contribution to the total field line curvature that
appears in the magnetic drifts.
Ultimately, this beating between κp and B
−2
p is the dominant mechanism that
breaks the up-down symmetry of the geometric coefficients to lowest order in aspect
ratio. It is a subtle effect because the beating takes place in the integral in ∂α/∂ψ (see
(8.8) and (8.10)), which is contained in ~∇α (see (8.6)). However, it does not enter into
the magnetic drift velocity itself. From studying these equations we can see that the
beating between κp and B
−2
p alters the local magnetic shear (but without modifying
the total magnetic shear). Therefore, in the perfect mc  1 limit, adding a small
amount of the fast shaping modifies local field line pitch from one flux surface to the
next (without changing the field line spacing). This perturbs the local cross-sectional
shape (i.e. the shape in the plane perpendicular to the field line) of the turbulent
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eddies as they wrap around the torus. Specifically, it tilts the eddy cross-sectional
shape a small amount one way or the other, depending on the location along the field
line. This perturbation to the eddy has a slowly varying envelope, which is then acted
on by the unperturbed up-down symmetric magnetic drifts.
The interaction of κp and B
−2
p certainly can create an envelope that breaks the
up-down symmetry of the geometric coefficients and generates momentum flux, but
it is still unclear at what order. By expanding the gyrokinetic and quasineutrality
equations order-by-order in m−1c  1 we will connect the symmetry-breaking of the
geometric coefficients to symmetry-breaking of the distribution function and non-zero
momentum flux.
8.1.2.2 O (mc) gyrokinetic equation
Expanding (6.5) to lowest order in mc  1 gives
w||
(
bˆ · ~∇θ
)
0
m
∂h˜s0
∂z
∣∣∣∣∣
θ,w||,µ
= 0. (8.43)
We see from (E.11) that
(
bˆ · ~∇θ
)
0
is a constant, so integrating over z gives
h˜s0 = 0 (8.44)
hs0 = hs0. (8.45)
8.1.2.3 O (1) quasineutrality equation
Expanding (6.15) to lowest order in mc  1 gives
φ0 =
(∑
s
Z2s e
2ns
Ts
)−1∑
s
2piZseBc0
ms
∫
dw||dµ (J0 (k⊥ρs))0 hs0. (8.46)
Using (8.45) and (E.17) we see that
φ˜0 = 0 (8.47)
φ0 = φ0 =
(∑
s
Z2s e
2ns
Ts
)−1∑
s
2piZseBc0
ms
∫
dw||dµ(J0 (k⊥ρs))0hs0. (8.48)
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8.1.2.4 O (1) gyrokinetic equation
Expanding (6.5) to O (1) gives
∂hs0
∂t
+ w||
(
bˆ · ~∇θ
)
0
 ∂hs0
∂θ
∣∣∣∣
z,w||,µ
+m
∂h˜s1
∂z
∣∣∣∣∣
θ,w||,µ

+ i
(
w2|| +
Bc0
ms
µ
)
(kψvdsψ0 + kαvdsα0)hs0 (8.49)
+ {(J0 (k⊥ρs))0 φ0, hs0} −
ZseFMs
Ts
∂
∂t
(
(J0 (k⊥ρs))0 φ0
)
+ ikα (J0 (k⊥ρs))0 φ0FMs
[
1
ns
dns
dψ
+
(
msw
2
2Ts
− 3
2
)
1
Ts
dTs
dψ
]
= 0.
Averaging over z after using (8.45), (8.48), and (E.11) through (E.17) gives
∂hs0
∂t
+ w||
(
bˆ · ~∇θ
)
0
∂hs0
∂θ
∣∣∣∣
z,w||,µ
+ i
(
w2|| +
Bc0
ms
µ
)
(kψvdsψ0 + kαvdsα0)hs0
+
{
(J0 (k⊥ρs))0φ0, hs0
}
− ZseFMs
Ts
∂
∂t
(
(J0 (k⊥ρs))0φ0
)
(8.50)
+ ikα(J0 (k⊥ρs))0φ0FMs
[
1
ns
dns
dψ
+
(
msw
2
2Ts
− 3
2
)
1
Ts
dTs
dψ
]
= 0,
which does not depend on z. From (E.11) through (E.17) we see that (8.48) and
(8.50) are unchanged by the
(
kψ, kα, θ, w||, µ, t
)→ (−kψ, kα,−θ,−w||, µ, t) coordinate
system transformation when hs0 → −hs0 and φ0 → −φ0. This symmetry of the O (1)
gyrokinetic equations is important because, as discussed in section 6.2, it can be used
to demonstrate that the momentum flux must be zero.
Subtracting (8.50) from (8.49) we find
mw||
(
bˆ · ~∇θ
)
0
∂h˜s1
∂z
∣∣∣∣∣
θ,w||,µ
= 0. (8.51)
Therefore, we know that
h˜s1 = 0 (8.52)
hs1 = hs1. (8.53)
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8.1.2.5 O (1) momentum transport
Expanding (8.2) to lowest order gives
Πζs0 =
iRc0Bc0∮
dθ
(
bˆ · ~∇θ
)−1
0
∑
kψ ,kα
kα
∮
dθ
(
bˆ · ~∇θ
)−1
0
(8.54)
×
∫
dw||dµw|| (J0 (k⊥ρs))0 φ0 (kψ, kα)hs0 (−kψ,−kα) .
Using (8.45), (8.48), (E.11), and (E.17) we find that
Πζs0 =
iRc0Bc0
2pi
∑
kψ ,kα
kα
∮
dθ
∫
dw||dµw||(J0 (k⊥ρs))0φ0hs0. (8.55)
Therefore by the
(
kψ, kα, θ, w||, µ, t
)→ (−kψ, kα,−θ,−w||, µ, t) symmetry outlined in
section 6.2 we know that Πζs0 = 0 when averaged over a turbulent decorrelation time.
8.1.2.6 O (m−1c ) quasineutrality equation
Equation (6.15), expanded to O (m−1c ), is
φ1 =
(∑
s
Z2s e
2ns
Ts
)−1∑
s
2piZseBc0
ms
∫
dw||dµ
(
(J0 (k⊥ρs))1 hs0 + (J0 (k⊥ρs))0 hs1
)
.
(8.56)
Using (8.45), (8.53), and (E.17), then averaging over z gives
φ1 =
(∑
s
Z2s e
2ns
Ts
)−1∑
s
2piZseBc0
ms
∫
dw||dµ
(
(J0 (k⊥ρs))1hs0 + (J0 (k⊥ρs))0hs1
)
.
(8.57)
Note that φ˜1 6= 0.
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8.1.2.7 O (m−1c ) gyrokinetic equation
Expanding (6.5) to O (m−1c ), using (8.45), (8.48), (8.53), (8.52), and (E.11) through
(E.17), gives
∂hs1
∂t
+ w||
(
bˆ · ~∇θ
)
0
 ∂hs1
∂θ
∣∣∣∣
z,w||,µ
+m
∂h˜s2
∂z
∣∣∣∣∣
θ,w||,µ

+ i
(
w2|| +
Bc0
ms
µ
)
(kψvdsψ0 + kαvdsα0)hs1 +
{
(J0 (k⊥ρs))0φ0, hs1
}
+
{
(J0 (k⊥ρs))0φ1, hs0
}
− ZseFMs
Ts
∂
∂t
(
(J0 (k⊥ρs))0φ1
)
+ ikα(J0 (k⊥ρs))0φ1FMs
[
1
ns
dns
dψ
+
(
msw
2
2Ts
− 3
2
)
1
Ts
dTs
dψ
]
(8.58)
= w||
(
bˆ · ~∇θ
)
1
∂hs0
∂θ
∣∣∣∣
z,w||,µ
− i
(
w2|| +
Bc0
ms
µ
)
(kψvdsψ1 + kαvdsα1)hs0
− {(J0 (k⊥ρs))1 φ0, hs0}+ ZseFMsTs ∂∂t
(
(J0 (k⊥ρs))1 φ0
)
− ikα (J0 (k⊥ρs))1 φ0FMs
[
1
ns
dns
dψ
+
(
msw
2
2Ts
− 3
2
)
1
Ts
dTs
dψ
]
.
Averaging over z we find that
∂hs1
∂t
+ w||bˆ · ~∇θ ∂hs1
∂θ
∣∣∣∣
z,w||,µ
+ i
(
w2|| +
Bc0
ms
µ
)
(kψvdsψ0 + kαvdsα0)hs1
+
{
(J0 (k⊥ρs))0φ0, hs1
}
+
{
(J0 (k⊥ρs))0φ1, hs0
}
− ZseFMs
Ts
∂
∂t
(
(J0 (k⊥ρs))0φ1
)
+ ikα(J0 (k⊥ρs))0φ1FMs
[
1
ns
dns
dψ
+
(
msw
2
2Ts
− 3
2
)
1
Ts
dTs
dψ
]
= w||
(
bˆ · ~∇θ
)
1
∂hs0
∂θ
∣∣∣∣
z,w||,µ
− i
(
w2|| +
Bc0
ms
µ
)
(kψvdsψ1 + kαvdsα1)hs0 (8.59)
−
{
(J0 (k⊥ρs))1φ0, hs0
}
+
ZseFMs
Ts
∂
∂t
(
(J0 (k⊥ρs))1φ0
)
− ikα(J0 (k⊥ρs))1φ0FMs
[
1
ns
dns
dψ
+
(
msw
2
2Ts
− 3
2
)
1
Ts
dTs
dψ
]
.
From (E.21) and (E.23) through (E.26) we see that (8.57) and (8.59) are not sym-
metric in
(
kψ, kα, θ, w||, µ, t
)→ (−kψ, kα,−θ,−w||, µ, t) when hs0 → −hs0, φ0 → −φ0,
hs1 → −hs1, and φ1 → −φ1. This is due to both the drift term vdsα1 as well as(
~∇ψ · ~∇α
)
1
and
∣∣∣~∇α∣∣∣2
1
in (J0 (k⊥ρs))1 (which accounts for finite gyroradius effects).
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8.1.2.8 O (m−1c ) momentum transport
Expanding (8.2) to O (m−1c ) and using (E.11) and (E.19) gives
Πζs1 =
iRc0Bc0
2pi
∑
kψ ,kα
kα
∮
dθ
∫
dw||dµw||
[
−
(
bˆ · ~∇θ
)−1
0
(
bˆ · ~∇θ
)
1
(J0 (k⊥ρs))0 φ0hs0
+ (J0 (k⊥ρs))1 φ0hs0 + (J0 (k⊥ρs))0 φ1hs0 + (J0 (k⊥ρs))0 φ0hs1
]
. (8.60)
After applying (E.17), (E.19), (8.45), (8.48), and (8.53) we find
Πζs1 = iRc0Bc0
∑
kψ ,kα
kα
∮
dθ
∫
dw||dµw||
[
(J0 (k⊥ρs))1φ0hs0 (8.61)
+ (J0 (k⊥ρs))0φ1hs0 + (J0 (k⊥ρs))0φ0hs1
]
.
Since neither (J0 (k⊥ρs))1, φ1, nor hs1 have a definite parity in
(
kψ, kα, θ, w||, µ, t
)→(−kψ, kα,−θ,−w||, µ, t), we cannot constrain Πζs1 to be zero. This means that we
expect the momentum flux to scale as Πζs ∼ m−1c ΠgB. Since the energy flux Qs is
non-zero to lowest order in mc (i.e. circular flux surfaces still have a non-zero energy
flux), we can also say that (vthi/Rc0) Πζs/Qs ∼ m−1c .
8.1.3 General shaping in the gyrokinetic model
Section 8.1.2 showed that the momentum flux scales as O (m−1c ), given a specific
geometry (circular with two high-order cylindrical harmonic shaping effects) and a
specific shaping ordering (∆m − 1 ∼ m−2c ). However, this is a concrete, analytically
tractable example of a more general argument. Here we will bound the symmetry
breaking of the geometric coefficients by systematically ordering all of the quantities
that compose them. We will make no presumptions about the low mode number
shaping (other than to assume up-down symmetry) nor will we order the size of the
fast mode number shaping (other than to assume ∆m − 1  1). We note that the
analysis of this section does not use an expansion in aspect ratio.
Table 8.1 gives a step-by-step summary of the results of the calculation. To
begin, we must make some choices concerning the nature of the flux surface shape.
The first two rows define the assumptions concerning the high-order flux surface
shaping. We require that the high-order shaping must be periodic, that r˜ (θ, z) ∼
O ((∆m − 1) rψ0) on the flux surface of interest, and that ∂˜r/∂rψ ∼ O (mc (∆m − 1))
(which we discussed previously in arriving at (8.16)). This is all consistent with (5.8)
and (5.9), which were used in the calculation of section 8.1.2.
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Table 8.1: Scalings of the strength of fast plasma shaping effects for various geometric
quantities, where Qlow is the geometric quantity in the absence of any large mode
number shaping (i.e. ∆m = 1) and all quantities are evaluated at rψ = rψ0.
Q Reference Q˜/Qlow
(
Q−Qlow
)
/Qlow
r (5.8) ∆m − 1 0
∂r/∂rψ (5.9), (8.16) mc (∆m − 1) 0
R (5.25) ∆m − 1 0
Z (5.26) ∆m − 1 0
∂R/∂rψ (5.25) mc (∆m − 1) 0
∂Z/∂rψ (5.26) mc (∆m − 1) 0
∂R/∂θ (5.25) mc (∆m − 1) 0
∂Z/∂θ (5.26) mc (∆m − 1) 0
∂2R/∂θ2 (5.25) m2c (∆m − 1) 0
∂2Z/∂θ2 (5.26) m2c (∆m − 1) 0
~∇rψ (8.4) mc (∆m − 1) m2c (∆m − 1)2
~∇θ (5.8) ∆m − 1 (∆m − 1)2
~∇ζ (5.25) ∆m − 1 (∆m − 1)2
Bζ (D.1) ∆m − 1 (∆m − 1)2
~∇ψ (8.4) mc (∆m − 1) m2c (∆m − 1)2∣∣∣~∇ψ∣∣∣2 (8.4) mc (∆m − 1) m2c (∆m − 1)2
Bp (8.3) mc (∆m − 1) m2c (∆m − 1)2
B (8.3), (D.1) mc (∆m − 1) m2c (∆m − 1)2
bˆ · ~∇θ (5.8), (8.3) mc (∆m − 1) m2c (∆m − 1)2
∂B/∂θ (8.3), (D.1) m2c (∆m − 1) m2c (∆m − 1)2
vdsψ (6.9) m
2
c (∆m − 1) m3c (∆m − 1)2
as|| (6.12) m2c (∆m − 1) m3c (∆m − 1)2
dlp/dθ (7.4) mc (∆m − 1) m2c (∆m − 1)2
κp (7.3) m
2
c (∆m − 1) m2c (∆m − 1)2
Aα (D.8) mc (∆m − 1) m2c (∆m − 1)2
∂Aα/∂ψ (D.14) m
2
c (∆m − 1) m3c (∆m − 1)2∫
dθ ∂Aα/∂ψ (D.7) mc (∆m − 1) m3c (∆m − 1)2
~∇α (D.7) mc (∆m − 1) m3c (∆m − 1)2
∂B/∂rψ (D.6), (D.18) m
2
c (∆m − 1) m3c (∆m − 1)2
vdsα (6.10) m
2
c (∆m − 1) m3c (∆m − 1)2
~∇ψ · ~∇α (8.4), (D.7) mc (∆m − 1) m3c (∆m − 1)2∣∣∣~∇α∣∣∣2 (D.7) mc (∆m − 1) m3c (∆m − 1)2
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Now, we can derive the orderings for increasingly complex quantities and even-
tually find the geometric coefficients. For example, we can use (5.25) and (5.26) to
derive the order that shaping enters into R and Z. We also know that when we take
a poloidal derivative of Q, a z-independent quantity, it remains of the same order.
However, when we take a poloidal derivative of Q˜, the z-dependent part of a quantity,
it gains an additional factor of m. Therefore, the orderings of the z-dependent parts
of ∂R/∂θ and ∂Z/∂θ are larger than the orderings of R˜ and Z˜ by a factor of mc.
Also, when we calculate quantities such as ~∇rψ (see (8.4)) we get beating between
the different high-order shaping effects. Therefore, when we Taylor expand in mc  1
and ∆m−1 1, the shaping in the numerator and denominators of ~∇rψ can interact
to produce terms that vary on the slow scale. This means that, when we use (7.9)
to average over z, these slow terms remain and can break the up-down symmetry.
The quantities ~∇θ and ~∇ζ can be expressed as eˆθ/r and eˆζ/R respectively, so their
scalings can be found by directly Taylor expanding (5.8) and (5.25).
As discussed at the end of section 8.1.2.1, the poloidal curvature, κp, turns out
to produce the most important symmetry-breaking term. In (7.3) we see the two
poloidal derivatives that bring the effect of shaping up to O (m2c (∆m − 1)). However
because of the relationship between R (rψ0, θ) and Z (rψ0, θ) (given by (5.25) and
(5.26)), the beating between ∂2R/∂θ2 and ∂Z/∂θ as well as ∂2Z/∂θ2 and ∂R/∂θ
cancels to O
(
m3c (∆m − 1)2
)
as shown in (8.28). Nevertheless, the poloidal curvature
can still beat against the O (mc (∆m − 1)) shaping of B−2p in (8.10). This means
that ∂Aα/∂ψ (i.e. the integrand in ~∇α) contains O
(
m3c (∆m − 1)2
)
terms from the
fast shaping that are independent of z and break the up-down symmetry. When we
take the integral to calculate ~∇α the z-dependent terms lose a factor of mc, but the
O
(
m3c (∆m − 1)2
)
z-independent terms are not altered. Hence, the symmetry of the
three geometric coefficients that contain ~∇α is broken to O (m3c (∆m − 1)2).
We note that table 8.1 only establishes an upper bound on the scaling of geometric
quantities. When considering a specific geometry, it is always possible for terms to
vanish or become small, giving zero to the expected order. For example, unless the
flux surfaces have low order shaping, the z-dependent portion of ∂lp/∂θ will scale as
∆m − 1, rather than mc (∆m − 1). Similarly if the tokamak has a large aspect ratio
or if the flux surfaces lack low order shaping the symmetry-breaking in vdsψ and as||
turns out to be O (m2c (∆m − 1)), not O (m3c (∆m − 1)). Another example can be seen
from the simple geometry discussed in section 8.1.2. If we create mirror symmetric
flux surfaces without an envelope by setting ∆m = 1, ∆n = 1, or n = m all of the
symmetry-breaking terms in the geometric coefficients cancel (see (8.41) and (8.42))
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and the momentum transport is zero at all orders in the expansion. Additionally,
from (8.41) we see that if nθtn = mθtm the symmetry-breaking terms also cancel.
This condition is only met when the envelope created by the beating of the two
high-order shaping modes is up-down symmetric.
We have just shown that, in general, the up-down symmetry breaking in the
geometric coefficients can be no larger than O
(
m3c (∆m − 1)2
)
. If we give ∆m − 1 a
definite ordering in m, then we can expand the gyrokinetic equations (see (6.5), (6.15),
and (6.21)) as we did in the previous section. Keeping all terms of O
(
m4c (∆m − 1)2
)
or larger leaves us with a completely up-down symmetric system of equations. From
the expansion in section 8.1.2 we know that these up-down symmetric equations
determine the momentum flux to O
(
m4c (∆m − 1)2
)
. Hence, we know that Πζs can
scale no stronger than m3c (∆m − 1)2.
However, there is one case that requires special treatment. Thus far we have only
assumed that ∆m−1 1, which means we are free to use the ordering ∆m−1 ∼ m−1c .
This ordering requires convex regions in the flux surface shape (see section 8.1.2), but
it does not necessarily introduce x-points into the plasma (see appendix A). When we
adopt this ordering we see that the symmetry of the geometric coefficients is broken
to O (mc), which causes problems when we try to repeat the order-by-order expansion
performed in section 8.1.2. Naively, as ~∇ψ · ~∇α and
∣∣∣~∇α∣∣∣2 become very large, we
would expect the nonlinear and drive terms of the gyrokinetic equation to vanish
(because J0 (k⊥ρs) → 0), meaning unstable solutions appear impossible. A more
careful, sophisticated treatment of the Bessel functions (and the gyrokinetic equation
as a whole) is beyond the scope of this thesis. Regardless, we have established that
the momentum flux must scale as O (1) at the very least, because we know the that
the symmetry of the O (1) gyrokinetic equation is broken. The same argument applies
for ∆m − 1 & m−3/2c .
In summary, we expect that high mode number flux surface shaping will beat to-
gether to create slowly varying envelopes that generate intrinsic momentum transport
that scales as
vthi
Rc0
Πζs
Qs
∼ m3c (∆m − 1)2 (8.62)
when ∆m−1 . m−3/2c . We note that dividing by the energy flux to get the momentum
transport figure of merit derived in section 6.1 does not change the scalings because the
O (1) energy flux (i.e. that of flux surfaces without high mode number shaping) is non-
zero. Equation (8.62) is consistent with section 8.1.2, where we used a ∆m−1 ∼ m−2c
95
R0
Z
R0
Z
R0
Z
R0
Z
R0
Z
R0 R0 R0 R0 R0
R0 R0 R0 R0 R0
Figure 8.1: The mc = 2 through mc = 6 flux surface geometries in the mirror sym-
metric (top row), non-mirror symmetric with up-down symmetric envelope (middle
row) and non-mirror symmetric with up-down asymmetric envelope (bottom row)
scans, where circular flux surfaces are shown for comparison (grey).
ordering with a particular geometry specification to derive that (vthi/Rc0) Πζs/Qs ∼
m−1c .
8.2 Numerical results
In this section we will present numerical results to test the analytic conclusions of
sections 8.1.2 and 8.1.3 and compare with the results of chapter 7. We use GS2 to
calculate the nonlinear turbulent fluxes generated by a given geometry and investigate
the influence of the shape of the flux surface of interest by scanningmc, a characteristic
poloidal shaping mode number. We will compare the results of these numerical scans
to the analytic scalings with mc  1 for mirror symmetric geometries (see section
7.3), non-mirror symmetric geometries with an up-down symmetric envelope, and
non-mirror symmetric geometries with an up-down asymmetric envelope (see sections
8.1.2 and 8.1.3).
All simulations are electrostatic and collisionless with deuterium ions and kinetic
electrons. Unless specified, all parameters are fixed at Cyclone base case values (see
(7.37)). Since the non-mirror symmetric geometries have strong flux surface shaping
these simulations needed to be run using a/LTs = 3.0 to ensure that the turbulence
was driven unstable. To estimate the impact of this on our results, a single mirror
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symmetric case was run at a/LTs = 3.0, in addition to the run with a/LTs = 2.3. This
change in the temperature gradient was found to alter the ratio of the momentum to
energy flux by less than a 5%. All simulations used at least 48 poloidal grid points,
127 radial wavenumber grid points, 22 poloidal wavenumber grid points, 12 energy
grid points, and 10 untrapped pitch angle grid points (i.e. values of λ ≡ w2⊥/ (w2B)).
The geometry for the three scans is shown in figure 8.1 and is specified by (5.8),
(5.9), (5.11) and (5.12) from the constant current Miller local equilibrium. The mir-
ror symmetric scan has only one mode, m = mc, while the two non-mirror sym-
metric scans have a second mode at n = mc + 1. In section 8.1.2 we ordered
∆m−1 ∼ m−2c , so we will set the strength of the shaping such that m2c (∆m − 1) = 1.5
and m2c (∆n − 1) = 1.5 (if needed) is constant in the scan. For the mirror symmetric
simulations we chose the tilt angle to be θtm = pi/ (2mc), the angle halfway between
the neighbouring up-down symmetric configurations (at θtm = 0 and θtm = pi/mc).
For the non-mirror symmetric cases we must also set θtn = (mc/n) θtm (such that the
envelope is up-down symmetric) or θtn = 0 (such that the envelope is up-down asym-
metric and halfway between neighbouring configurations with up-down symmetric
envelopes). According to the symmetry breaking term in (8.41), a flux surface with
only two shaping modes has an up-down symmetric envelope if and only if
θtn =
mc
n
(
θtm + Y1
pi
mc
)
(8.63)
for some integer Y1.
In general, from the argument in section 8.1.3, we would predict the momen-
tum flux in an up-down asymmetric geometry to scale as (vthi/Rc0) Πζs/Qs ∼ m−1c .
Indeed, we expect this to be the case for the non-mirror symmetric scan with an
up-down asymmetric envelope, as we confirmed in section 8.1.2. However, section 7.3
shows the mirror symmetric scan is a special case where the momentum flux almost
entirely cancels, giving the scaling (vthi/Rc0) Πζs/Qs ∼ exp (−βmγc ) for constant β
and γ. Similarly, sections 8.1.2 and 8.1.3 show that configurations with an up-down
symmetric envelope, even if they are non-mirror symmetric, see the same cancellation.
Hence, they also have exponentially small momentum transport. We note that ref-
erence [41] contrasted a mirror symmetric scan with a scan in non-mirror symmetric
geometries, but did not consider the effect of the up-down symmetry of the envelope.
All of the non-mirror symmetric simulations that were performed had an up-down
symmetric envelope, so the scaling should be identical to the mirror symmetric scan
(i.e. exponential). Here we add a third scan of non-mirror symmetric geometries with
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Figure 8.2: The radial ion energy flux from mirror symmetric flux surfaces (black,
circles), non-mirror symmetric flux surfaces with an up-down symmetric envelope
(red, squares), and non-mirror symmetric flux surfaces with an up-down asymmetric
envelope (blue, triangles) normalised to the energy flux of a circular flux surface. Also
shown is the m−1c scaling (black, solid) expected for all three geometry scans.
an up-down asymmetric envelope, which we expect to produce momentum transport
that decays much more slowly with mc  1 (i.e. polynomially).
As with the momentum flux, we expect that the energy flux in non-mirror sym-
metric configurations with an up-down asymmetric envelope to converge to that of
circular flux surfaces like m−1c . However, in the other two sets configurations we ex-
pect the energy flux to have the same m−1c scaling, as opposed to the exponential
scaling expected for the momentum flux. This is because there are up-down sym-
metric fast shaping terms in the geometric coefficients (e.g. the first term in (E.21),
(E.23), and (E.24)) that cause a change in energy transport, whereas they do not
cause momentum transport.
Figure 8.2 shows the time-averaged ion energy flux calculated by GS2 for the three
scans, which are all consistent with our theoretical expectations. In figure 8.3, we
see the time-averaged ratio of the ion momentum and energy fluxes from the GS2
simulations. Again, we see behaviour that is consistent with our expectations from
analytic theory. Clearly the non-mirror symmetric configurations with an up-down
asymmetric envelope decay more slowly than the other two scans with mc  1. We
note that section 7.3 only demonstrates that the momentum flux from mirror sym-
metric configurations cannot scale polynomially. It does not predict the scaling must
be exp (−mc), as opposed to exp (−mc/2) or mc exp (−m2c) for example. However, the
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Figure 8.3: The momentum transport from mirror symmetric flux surfaces (black,
circles), non-mirror symmetric flux surfaces with an up-down symmetric envelope
(red, squares) and non-mirror symmetric flux surfaces with an up-down asymmetric
envelope (blue, triangles). Also shown is an example exponential scaling (red, dot-
ted) appropriate for the mirror symmetric and non-mirror symmetric with up-down
asymmetric envelope scans.
trendline shown in figure 8.3, exp (−mc), seems to fit the data fairly well. Addition-
ally, figure 8.3 shows that the non-mirror symmetric configurations with an up-down
symmetric envelope produce more rotation than the configurations with an up-down
asymmetric envelope at mc = 2. It seems reasonable to attribute this to a failure to
fully satisfy the assumption that mc  1.
8.3 Interpretation
This chapter determined that the intrinsic momentum flux generated by fast shaping
with a slowly varying up-down asymmetric envelope is polynomially small in the scale
of the fast shaping. Chapter 7 concluded that the momentum flux in mirror symmetric
equilibria is exponentially small in the scale of the shaping. In order to interpret the
results of these analytic arguments we will distinguish between “geometric” effects and
“shaping” effects. Geometric effects are those that give a poloidal dependence to the
geometric coefficients, apart from the linear dependence built into α due to magnetic
shear. Shaping effects are the subset of the geometric effects that are specified in
the flux surface shape or its radial derivative (i.e. the m 6= 0 terms in (5.8) and
(5.9)). Using this terminology we can view the tokamak as having an inherent m = 1
geometric effect due to toroidicity, as discussed in section 7.3. However, we can see it
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is distinct from the m = 1 shaping effect (i.e. the Shafranov shift) by looking at the
geometric coefficients to lowest order in aspect ratio. The m = 1 toroidal geometric
effect only appears in the two magnetic drift coefficients (see (E.12) and (E.13)), while
the m = 1 shaping effect affects all six (see (E.19) through (E.24)). This toroidal
geometric effect is not present in non-toroidal magnetic geometries such as the screw
pinch.
Section 6.2 shows that if the magnetic geometry does not include at least two
geometric effects with different tilt angles the momentum flux must be small in ρ∗  1.
Hence, in a screw pinch (without toroidicity to define up-down symmetry) the only
option to drive intrinsic rotation is non-mirror symmetric shaping. Conversely, in a
tokamak we can use either non-mirror symmetric shaping or an up-down asymmetric
shaping effect with the toroidal geometric effect. The possibility of ignoring toroidicity
entirely and using two modes with different tilt angles to drive momentum transport
provides motivation to explore non-mirror symmetric configurations. This would be
advantageous if, for some reason, toroidicity turns out to be very ineffective at driving
rotation.
Sections 8.1.2 and 8.1.3 reveal another way to generate rotation. Namely, to beat
two shaping effects together to make an slowly varying envelope that breaks up-down
symmetry. This generates momentum flux that is polynomially small (for purely
concave flux surfaces) in either mode number of the original shaping effects. There-
fore, using a combination of low order shaping effects (e.g. elongation, triangularity)
to create an up-down asymmetric envelope to drive rotation appears optimal. This
reinforces the conclusions of chapter 3, which found that low order shaping modes
were advantageous from MHD considerations. Specifically, we found that low order
modes better penetrate to the magnetic axis from the plasma edge. Hence, they can
make the inner flux surfaces of a device more asymmetric. Lastly, from the tilting
symmetry presented in chapter 7 we learned that the momentum flux generated by
two geometrical effects is exponentially small in the difference in the spatial scales of
the poloidal variation they create.
Hence, the analytic arguments of chapters 3, 7, and 8 indicate that using low order,
neighbouring shaping effects (e.g. elongation, triangularity) to break up-down asym-
metry is best for creating rotation [18, 70]. Chapter 7 and the transport properties
of screw pinches establish a distinction between mirror and non-mirror symmetric
configurations and suggest that non-mirror symmetric configurations may be able
to generate higher levels of rotation. We will explore these strategies at length in
chapters 9 and 10.
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Chapter 9
Non-mirror symmetry: Shafranov
shift and tilted elongation
Much of this chapter appears in reference [22].
Chapters 3, 7, and 8 indicate that a non-mirror symmetric geometry with an
up-down asymmetric envelope created by low order shaping effects is optimal for
maximising intrinsic rotation. In this context, there are two options. The first is to
introduce up-down asymmetric elongation using external poloidal field coils and then
rely on the Shafranov shift (i.e. the shift in the magnetic axis due to toroidicity)
to break mirror symmetry. This appears optimal because it makes use of the lowest
possible shaping modes (i.e. m = 1 and m = 2). However, this strategy has the
drawbacks that the effect of the Shafranov shift is formally small in aspect ratio and
the direction/magnitude of the shift is a consequence of the plasma β profile and the
global MHD equilibrium. Hence it is not independently controlled by external coils.
Additionally, including effects that are small in aspect ratio also introduces β′, which
controls the effect of the pressure gradient on the magnetic equilibrium. We will
see that β′ tends to strongly decrease the momentum transport. The second option
is to use external coils to introduce both elongation and triangularity (i.e. m = 2
and m = 3 shaping) into the flux surface shape and directly break mirror symmetry.
Both modes are lowest order in aspect ratio and can be directly controlled by external
shaping magnets, but this relies on higher order shaping modes than the first option.
Practically speaking, these two strategies are intertwined as the divertor geometry
nearly always introduces some triangularity into the flux surfaces and the Shafranov
shift exists regardless of the shape of flux surfaces. Nevertheless, for simplicity it is
useful to distinguish them and examine each option independently. In this chapter
we will explore the former: the influence of the Shafranov shift and the effect of the β
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profile on the turbulent momentum flux in the core of tokamaks. In chapter 10 we will
explore the latter: the effect breaking flux surface mirror symmetry by independently
varying the tilt angles of elongation and triangularity.
In this chapter we will perform nonlinear gyrokinetic simulations of tilted elliptical
flux surfaces with a Shafranov shift. Section 9.1 starts by summarising the input
parameters used in the gyrokinetic simulations. Section 9.2 details the results of
several numerical scans aimed at illuminating the effect of the Shafranov shift and
the β profile on momentum transport. In section 9.3 we discuss the sensitivity of the
momentum transport to changes in the magnetic equilibrium caused by altering the
local gradient of β. Furthermore, in section 9.4 we consider the impact of changing
the shape of the radial profile of β.
9.1 Input Parameters
As in chapters 7 and 8, we will use GS2 to calculate the turbulent transport in shaped
variants of the Cyclone base case (specified by the parameters of (7.37)). Most of our
simulations will model tilted elliptical flux surfaces, all of which have an elongation
of κ = 2. The turbulent fluxes calculated by GS2 will be normalised to gyroBohm
values given by (7.38) and (7.39).
We will use a modified version of GS2 to simulate local Miller equilibria with
flux surfaces prescribed with Exact specification, given by (5.18), (5.19), and (5.27)
through (5.31). In order to create a realistic Shafranov shift, we will take the results
from section 5.2, which uses the location of the magnetic axis shown for the constant
current case in figure 4.5(b). Additionally, since the size of the Shafranov shift is
closely connected to the plasma pressure, we included the effect of β′ on the magnetic
equilibrium. To capture this GS2 requires a local value of
β′ ≡ 2µ0a
B20
dp
daψ
(9.1)
because it constructs the poloidal magnetic field to be consistent with the Grad-
Shafranov equation. We will find that the momentum transport is quite sensitive to
β′, so it is an important parameter. In keeping with rough projections for ITER [15],
we use a pressure profile that is linear in aψ. This allows us to estimate that
β′ ≈ −2µ0paxis
B20
≈ −0.06, (9.2)
using an ITER-like value for paxis. Since we are running electrostatic simulations the
value of β itself has no effect.
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We note that assuming a constant β′ (i.e. dp/daψ) profile is formally inconsistent
with the constant dp/dψ profile used in the MHD calculation of the Shafranov shift.
Hence, using the results shown in figure 4.5 together with (9.2) is not formally valid.
However, figure 4.6 shows that the magnitude and direction of the Shafranov shift is
insensitive to large changes in the shape of the pressure profile at constant R0b, a, κb,
Ip, and paxis/ψ0b. This suggests that, since we have kept the proper parameters fixed,
the pressure profile mismatch will not have much effect.
9.2 Parameter scan results
A total of four scans in θκ, the tilt angle of the flux surface of interest, were performed
at
(1) β′ = 0 with no Shafranov shift,
(2) β′ = 0 with a modest Shafranov shift (approximately half the ITER-like Shafra-
nov shift),
(3) β′ = 0 with an ITER-like Shafranov shift, and
(4) an ITER-like β′ = −0.06 with an ITER-like Shafranov shift.
These were done to directly determine the influence of the Shafranov shift and β′. The
magnitude and direction of the local ITER-like Shafranov shift was kept consistent
with (5.22) and (5.23). Additionally, a single simulation was performed with β′ =
−0.06 and no Shafranov shift in order to isolate the effect of β′.
Four scans in ρ0, the minor radial coordinate of the flux surface of interest, were
performed at
(1) β′ = 0 with no Shafranov shift,
(2) β′ = 0 with an ITER-like Shafranov shift,
(3) an ITER-like β′ = −0.06 with no Shafranov shift, and
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Figure 9.1: The ion energy flux for flux surfaces with no shift (black, circles), a modest
shift (blue, triangles), and an ITER-like shift (red, squares) for β′ = 0 (filled) and an
ITER-like β′ (empty).
(4) an ITER-like β′ = −0.06 with an ITER-like Shafranov shift.
All simulations had elliptical flux surfaces with θκ = pi/8. These scans were done
in order to investigate the balance between the Shafranov shift, which we expect to
enhance the momentum transport, and β′, which our GS2 simulations will reveal to
reduce the momentum transport. For these scans we kept β′ constant to be consistent
with ITER (according to (9.2)) and again calculated the local Shafranov shift at each
minor radius according to (5.22) and (5.23).
Lastly, a small scan was performed with circular flux surfaces in which θaxis, the
direction of the Shafranov shift, was varied. This is unphysical, but it was done to
explicitly isolate the effect of a pure flux surface Shafranov shift.
9.2.1 Elliptical boundary tilt scans
For the tilted elliptical scans, the ion energy flux calculated by GS2 is shown in
figure 9.1. In all simulations the electron energy flux was consistently smaller than
the ion energy flux, typically by a factor of four. We see that the energy flux is
fairly insensitive to the effects of both the Shafranov shift and β′ in the domain of
θκ ∈ [0, pi/8]. At more extreme tilt angles we see that β′ dramatically increases the
energy flux, as does the shift (albeit to a lesser extent).
The ratio of the momentum flux to the energy flux, which is an estimate of intrinsic
rotation through (6.30), is shown in figure 9.2. As expected, we see that the presence
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Figure 9.2: The momentum transport for flux surfaces with no shift (black, circles), a
modest shift (blue, triangles), and an ITER-like shift (red, squares) for β′ = 0 (filled)
and an ITER-like β′ (empty).
of an ITER-like Shafranov shift increases the momentum transport by approximately
30%. However, a non-zero β′ significantly reduces the momentum transport. These
two effects counteract one another and for ITER-like values at θκ = pi/8 and ρ0 = 0.54
the shift is overshadowed by β′, leading to a net reduction in the momentum transport
of about 30%.
9.2.2 Minor radial scans
These scans keep β′, d ln (Ts) /dρ, d ln (ns) /dρ, q, and sˆ constant with minor radius.
We chose to keep β′ constant to be consistent with ITER (according to (9.2)). The
others were kept fixed in order to avoid varying too many parameters in the scan.
However, constant values for d ln (Ts) /dρ and d ln (ns) /dρ are not an unreasonable
approximation to many experiments, especially in the core of tokamaks [71].
The minor radial dependence of the momentum flux, shown in figure 9.3, is con-
sistent with the previous scans. Comparing the two scans with β′ = 0, we see that
the difference in the momentum transport of the two scans increases with minor ra-
dius. This makes sense because the magnitude of the local shift increases linearly
with minor radius according to (5.22) and (5.23).
Additionally, throughout this scan the magnitude of the Shafranov shift changes,
while β′ remains constant. Hence, we can compare the no shift, β′ = 0 case to
the ITER-like shift, ITER-like β′ case to demonstrate the counteracting effects of
the shift and β′ on the momentum transport. Because the shift is weak at small
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Figure 9.3: The radial dependence of the momentum transport for flux surfaces with
no shift (black, circles) and a strong shift (red, squares) varied according to (5.22)
and (5.23), for β′ = 0 (filled) and an ITER-like β′ (empty).
values of ρ0, the net effect of the shift and β
′ is to lower the momentum transport.
However, at large values of ρ0 the shift is stronger, but β
′ remains the same. Here
the net effect of the shift and β′ is to enhance the momentum transport. Note that
at ρ0 = 1 the momentum transport in the shifted configurations with and without β
′
are indistinguishable.
Lastly, the dominant trend in figure 9.3 is the roughly linear decrease of the mo-
mentum transport with minor radius. This is not currently understood as nearly
all simulations of intrinsic rotation from up-down asymmetry were performed us-
ing aψ0/Rc0 ≈ 1/6. However, the decreasing trend with increasing aψ0/Rc0 is con-
sistent with the results of several simulations performed at aψ0/Rc0 ≈ 1/12 and
aψ0/Rc0 ≈ 1/3 in reference [18]. These results suggest that in this parameter range
the momentum transport increases with the aspect ratio.
9.2.3 Circular flux surface scan
To completely isolate the effect of the Shafranov shift on momentum transport we
also ran simulations with shifted circular flux surfaces as shown in figure 9.4. To
create up-down asymmetry and drive momentum transport we varied the direction
of the tilt by changing the parameter θaxis with the magnitude of the shift fixed at a
value ∼ 30% larger than an ITER-like machine. Scanning θaxis is unphysical because
circular flux surfaces can only ever have a shift in the outboard radial direction, which
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Figure 9.4: The magnetic geometry for circular flux surfaces with an ITER-like (a)
horizontal shift, (b) diagonal shift, or (c) vertical shift.
0 pi/8 pi/4 3pi/8 pi/2
θaxis
0
2
4
6
8
10
〈Q
i〉 t
/Q
g
B
Figure 9.5: The energy flux for circular flux surfaces with no shift (black, circles) and
an ITER-like shift (red, squares) as a function of the direction of the Shafranov shift,
where all simulations have β′ = 0.
corresponds to θaxis = 0. Though unphysical, this scan will help clarify the influence
of the Shafranov shift.
Figure 9.5 shows that the presence and direction of the Shafranov shift has little
effect on the energy flux from circular flux surfaces. This is akin to the tilted elliptical
results in the range of θκ ∈ [0, pi/8], but different from the tilted elliptical results in the
range of θκ ∈ [pi/8, pi/2]. A possible explanation for figure 9.5 is that the magnitude
of the shift in the circular equilibria is similar to that in the θκ = pi/16 elliptical
equilibria, but considerably less than the shift present in the elliptical equilibria with
large tilt angles.
In figure 9.6, we see the effect of a strong Shafranov shift on momentum transport.
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Figure 9.6: The momentum transport for circular flux surfaces with no shift (black,
circles) and an ITER-like shift (red, squares) as a function of the direction of the
Shafranov shift, where all simulations have β′ = 0. Note that we have kept the range
of the vertical axis the same as in figures 9.2 and 9.3 for ease of comparison.
It appears that a pure shift in circular flux surfaces (even when it is diagonal or ver-
tical) drives minimal rotation compared to that generated by elliptical flux surfaces.
This is somewhat surprising since the shift is an m = 1 shaping effect and, from the
analysis in chapter 7, we expect the momentum flux to scale as exp (−βmγ) in mirror
symmetric configurations. However, there are two important caveats. Firstly, the
exponential scaling is only true in the limit of m  1, which is clearly not satisfied
for m = 1. Secondly, the Shafranov shift has a relatively minor effect on the magnetic
equilibrium compared with elongating the flux surfaces to κ = 2 (even when the shift
is 30% stronger than that expected in ITER). This can be seen by looking at the
geometric coefficients that appear in the gyrokinetic equation (see chapter 6). Since
these coefficients are the only way the magnetic geometry enters the local gyrokinetic
model, they must control the momentum transport. For example, in figure 9.7 we
see that elongating an unshifted circular configuration changes the coefficient
∣∣∣~∇ψ∣∣∣2
by 300%, while introducing the Shafranov shift only makes a 50% difference. Hence,
we believe that the Shafranov shift and elongation are comparably effective at trans-
porting momentum, but that practical limits on the maximum value of β constrain
the Shafranov shift to have a small effect on the magnetic equilibrium compared to
externally applied plasma shaping.
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Figure 9.7: The geometric coefficient
∣∣∣~∇ψ∣∣∣2 for unshifted circular flux surfaces (black,
solid), circular flux surfaces with a strong vertical shift (blue, dashed), and unshifted
flux surfaces with a vertical elongation of κ = 2 (red, dotted) normalised to the
unshifted circular value.
9.3 Effect of the value of β′
In section 9.2 we included the effect of the Shafranov shift in nonlinear, local gy-
rokinetic simulations and found that it enhanced momentum transport as expected.
Since the magnitude of the shift depends on the plasma pressure, we also included a
non-zero β′. We found that β′ strongly reduced the momentum flux, often entirely
cancelling the enhancement due to the Shafranov shift. Consequently, it is important
to understand how β′ alters the geometric coefficients of gyrokinetics.
In appendix F we discuss how β′ enters into the analytic expressions for the
geometric coefficients. We show that β′ vanishes in the large aspect ratio limit (for
the orderings of (2.4)), like the Shafranov shift. This means that for large aspect
ratio tokamaks β′ can be ignored and the results of reference [18] (which ignores β′)
apply. However, the Shafranov shift also vanishes in this limit, so it cannot be used
to enhance the momentum transport.
Figure 9.8 uses the simulations from the minor radial scan to show the quanti-
tative effect of β′ on the geometric coefficient vdsα (defined by (6.10)) with different
values of w|| and w⊥. We chose vdsα as chapter 8 indicates that it may be the most
important geometric coefficient for understanding intrinsic rotation transport due to
up-down asymmetry. We see that including a non-zero β′ tends to reduce the up-down
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Figure 9.9: Example (a) β profiles, their corresponding (b) β′ profile, and their (c)
Alfve´n Mach number profile, estimated using (6.30) for a constant β′ (black, solid),
linear peaked β′ (red, dotted), and linear hollow β′ (blue, dashed) profiles.
asymmetry of vdsα, which is consistent with the observed reduction in momentum
transport.
9.4 Effect of the β profile
In order to estimate a realistic value for β′, we used the on-axis value of β predicted
for ITER and assumed β was linear with minor radius aψ. This gave a reasonable
order of magnitude estimate. However, since the momentum transport is strongly and
adversely affected by β′ it is worthwhile to discuss the implications of different radial
profiles of β′. For example, we expect that in H-mode operation β′ would be larger at
the plasma edge and smaller in the core compared to L-mode. Unfortunately, from the
estimate of rotation given by (6.30), we see that β′ is necessary, even though including
the effect of β′ in the geometric coefficients reduces the momentum flux. Physically the
necessity of β′ is intuitive because the pressure gradient is the source of free energy
that ultimately drives the momentum transport. Because of all these competing
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dependencies on β and β′, both explicitly and through (vthi/Rc0) 〈Πζi〉t / 〈Qi〉t, it is
difficult to determine the β profile that maximises rotation. In figure 9.9 we use (6.30)
and the approximation
vthi
Rc
〈Πζi〉t
〈Qi〉t
≈ c1 + c2ρ+ c3β′ + c4ρβ′ (9.3)
to estimate the rotation profile for different β profiles. Here the coefficients c1 = 0.11,
c2 = −0.06, c3 = 0.34, and c4 = −0.28 are determined by a fit to the data in figure 9.3.
We include the dependence on β′ and ρ in the fit because the momentum transport
is sensitive to both. Figure 9.9 shows that the shape of the β profile can have a
significant effect on the rotation profile. We see that a more peaked pressure profile
seems to lead to a more peaked rotation profile. It is interesting to note that the
rotation profiles with the lowest on-axis Mach number have the broadest rotation
profiles. This means that the β profile that maximises the on-axis Mach number is
not necessarily optimal because broad rotation profiles are expected to be significantly
more effective at stabilising MHD modes [6].
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Chapter 10
Non-mirror symmetry: Tilted
elongation and tilted triangularity
From our analytic scaling studies in chapters 7 and 8 we have identified two most
promising types of non-mirror symmetry. In chapter 9 we explored the first: using
the Shafranov shift to break the mirror symmetry of tilted elliptical flux surfaces.
In this chapter we will examine the second: using externally applied elongation and
triangularity with independent tilt angles to directly make the flux surface shapes non-
mirror symmetric. We will compare these two-mode geometries (i.e. flux surfaces with
both elongation and triangularity) with single-mode geometries (i.e. flux surfaces with
only elongation or triangularity) to see if the momentum transport can be significantly
increased.
To do this, we will use GS2 to calculate the nonlinear electrostatic fluxes for
a two dimensional scan in θκ and θδ, the tilt angles of elongation and triangularity
respectively. In keeping with previous simulations, we will use a shaped variant of the
Cyclone base case (specified by the parameters of (7.37)) without collisions, except
we must increase the temperature gradient of both species to a/LTs = 3.0 to ensure
that the turbulence is unstable. The strength of elongation and triangularity is set
at ∆2 = 1.7 and ∆3 = 1.3 respectively, which were values estimated from the shape
of the ITER plasma [15]. We note that this elongation is significantly lower than the
value of 2 used in chapter 9.
These unusual, highly-shaped flux surface shapes have quite detailed and sharp
poloidal structure. Properly resolving this requires a fine poloidal grid, typically with
96 grid points. This means that these simulations are considerably more expensive
than single-mode flux surfaces (which typically require between 32 and 64 grid points).
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10.1 Exact shaping geometry scan
We performed the scan using the Exact geometry specified by (5.18) and (5.19) (with
θt2 = θκ and θt3 = θδ) in order to produce figure 10.1. Note that the missing geome-
tries are redundant as the up-down symmetry argument (see section 6.2) implies that
an up-down reflection of the flux surface shape changes the sign of the momentum
flux and does not effect the energy flux.
Figure 10.1(a) shows how the intrinsic rotation generated by the two-mode ge-
ometries compares with that generated by flux surfaces with only elongation or tri-
angularity. We see that the maximum intrinsic rotation from the two-mode geometry
(i.e. that from the θκ = pi/4, θδ = pi/6 case) is over 60% larger than the maximum
that can be generated with only elongation. Furthermore, the sum of the rotation
generated by purely elongated flux surfaces and purely triangular flux surfaces falls
short of the rotation generated by flux surfaces with both elongation and triangular-
ity. This suggests that there is a nonlinear interaction between the different shaping
effects.
One possible explanation is the breaking of flux surface mirror symmetry. This
is the dominant mechanism in a screw pinch, where momentum transport is driven
by the direct interaction of different shaping effects. However, this does not explain
the size of the momentum flux in the θκ = pi/4, θδ = pi/12 case, which is mirror
symmetric. In fact, while the geometry with the largest momentum transport is non-
mirror symmetric, on average the mirror and non-mirror symmetric configurations
have roughly similar levels of turbulent transport. This indicates that the importance
of non-mirror symmetry (e.g. the direct interaction of elongation and triangularity)
for momentum transport is minimal in these low mode number configurations.
Another explanation is that the beating between elongation and triangularity cre-
ates an m = 1 mode (i.e. an envelope), which drives the extra rotation. However,
the configuration with the highest rotation has an up-down symmetric m = 1 en-
velope, which we can see by substituting θt2 = θκ = pi/4 and θt3 = θδ = pi/6 into
(8.63). This suggests that the tilting symmetry argument, which predicts that non-
mirror symmetric configurations with an up-down symmetric envelope should have
exponentially small momentum transport in mc  1, is not applicable to these config-
urations. This behaviour is consistent with figure 8.3, which shows that configurations
with an up-down asymmetric envelope have larger momentum transport than those
with an up-down symmetric envelope at high m, but not at m = 2. To understand
why the tilting symmetry argument breaks down for elongation and triangularity we
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Figure 10.1: Values of (a) 100× (vthi/Rc0) 〈Πζi〉t / 〈Qi〉t and (b) 〈Qi〉t /QgB (with er-
rors of ±0.5 and ±0.3 respectively) are indicated by the numbers/colours for various
non-mirror symmetric (solid lines) and mirror symmetric (dotted lines) flux surfaces
created with elongation and triangularity (using the Exact geometry specification).
The thick grey bands indicate geometries with up-down symmetric envelopes accord-
ing to (8.63). Purely elongated flux surfaces are shown in quadrant II, a circular flux
surface is shown in quadrant III, and purely triangular flux surfaces are shown in
quadrant IV for comparison.
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will study figure 7.3. We see that the poloidal distribution of momentum flux from
circular flux surfaces tends to have a strong m = 2 Fourier mode due to the inherent
toroidicity of the tokamak. Furthermore, shaping the flux surface with a mode m
creates large Fourier components in the distribution of momentum flux at m− 1 and
m − 2. These facts were used in chapter 7 to explain why the agreement in figure
7.4 breaks down for shaping modes with m ≤ 4. Therefore, we expect triangularity
to create an m = 2 Fourier mode in the momentum flux, which can beat against
the inherent m = 2 component from toroidicity to produce an m = 0 component,
which does not average to zero over the flux surface. This direct interaction between
toroidicity and what we are considering “fast” shaping breaks the tilting symmetry.
To put the issue simply, we relied on an expansion in mc  1 (or more precisely
mc − 2  1), which is not satisfied by elongation and triangularity (i.e. m = 2 and
m = 3).
Instead, for these geometries it appears that the intrinsic rotation drive is domi-
nated by the direct interaction of elongation and triangularity with toroidicity.
While it is true that in figure 10.1(a) the flux surfaces with two shaping modes gen-
erate significantly more rotation than the single-mode surfaces, it is not necessarily a
fair comparison. The two-mode flux surfaces are more shaped, meaning they require
more external coils/current and are less stable to axisymmetric modes. Looking at
figure 9.2, we see that the maximum two-mode value (at ∆2 = 1.7 and ∆3 = 1.3) is
only slightly above that produced by pure elongation with ∆2 = 2 (simulated in chap-
ter 9). However, the two-mode flux surfaces seem preferable for reasons apart from
momentum transport. Figure 10.1(b) shows that the highest performing two-mode
geometries directly stabilise turbulence and increase the confinement time. In fact
the turbulence is completely stabilised at the standard Cyclone base case temperature
gradient of a/LTs = 2.3. Hence not only is the turbulence reduced, but the critical
gradient is increased substantially (even compared to the elongated flux surfaces with
∆2 = 2). We note that, as in the Shafranov shift scans, the electron energy flux was
consistently smaller than the ion energy flux, typically by a factor of four.
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Chapter 11
Conclusions
The “optimal” flux surface geometry, as indicated by the analysis of this thesis, is
shown in figure 11.1. It appears optimal because it generated the highest intrinsic
rotation of any configuration simulated (see figure 10.1(a)) and has among the lowest
energy flux (see figure 10.1(b)). These values could almost certainly be improved by
going to stronger shaping, but we constrained our search to more practical geometries
by using the magnitude of shaping from ITER. The boundary flux surface of the
optimal geometry is specified by (5.18), (5.30), and (5.31) with a = aψ0 = 1, R0b =
Rc0 = 3, κ = ∆2 = 1.7, δ ≈ ∆3 = 1.3, θκ = θt2 = pi/4, and θδ = θt3 = pi/6. The MHD
equilibrium was calculated assuming a constant current profile according to (2.21)
and (2.33). This is because a constant profile reasonably approximates experiments,
although figure 3.4 shows that a hollow current profile would increase the shaping of
the inner flux surfaces.
The precise tilt angles of the optimal geometry indicate the mechanisms that
transport momentum in flux surfaces with elongation and triangularity. The tilting
symmetry presented in section 7.1 demonstrates that non-mirror symmetric geome-
tries with an up-down symmetric envelope must have exponentially small momentum
transport in the Fourier mode number of the fast shaping. This contrasts with the
results of sections 8.1.2 and 8.1.3, which show that a polynomial scaling holds when
the envelope is up-down asymmetric. However, the optimal geometry turns out have
an exactly up-down symmetric envelope. This suggests that the beating of elonga-
tion and triangularity to produce an m = 1 envelope, which can then interact with
toroidicity, is not particularly important. Additionally, while the optimal geometry is
non-mirror symmetric, figure 10.1(a) shows several mirror symmetric configurations
that generate fairly comparable momentum transport. This indicates that the mo-
mentum transported due to the direct interaction of elongation with triangularity (as
would be dominant in a screw pinch) is fairly small in tokamaks. Hence, we believe
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Figure 11.1: The “optimal” magnetic geometry, i.e. the flux surface equilibrium that
is expected to maximise intrinsic toroidal rotation generated by up-down asymmetry.
that the momentum transport is dominated by the interactions of elongation and
triangularity with toroidicity, but not through creating an m = 1 envelope.
The nonlinear gyrokinetic simulations shown in figure 10.1(a) indicate that, with-
out the effect of plasma pressure, the optimal geometry will generate momentum
transport with (vthi/Rc0) 〈Πζi〉t / 〈Qi〉t ≈ 0.06. We note that the simulations from
figure 10.1(a) were performed at a Cyclone base case value of ρ0 = 0.54, rather than
at the edge. However, figure 9.3 suggests that a mid-radius simulation without the
effects of the Shafranov shift or β′ is not a bad estimate for the value at the edge
including the Shafranov shift and β′. Therefore, even though including a constant
ITER-like dp/daψ can enhance momentum transport through the Shafranov shift (see
section 9.2) or reduce it through the way it modifies the magnetic geometry within
the flux surface (see section 9.3), we will assume these two effects roughly cancel with
the effect of changing the value of ρ0.
Using (6.30), we can estimate an on-axis Alfve´n Mach number of 1.5%, assuming
(vthi/Rc0) 〈Πζi〉t / 〈Qi〉t ≈ 0.06 is constant across the entire minor radius. This value
of 1.5% is similar to figure 9.9(c), which uses a more sophisticated treatment of
elongated configurations with a Shafranov shift. We note that both of these estimates
ignores the momentum pinch, which may enhance the level of rotation by a much as
a factor of three [62]. Conversely, we know that, unlike elongation (see figure 3.4(b)),
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triangularity does not penetrate effectively to the core (see figure 3.4(e)). This causes
the inner flux surfaces of figure 11.1 to be less strongly shaped than the outer surfaces,
so we might expect a reduction in the momentum transport. However, looking more
closely at (6.30), we see that the on-axis rotation is the minor radial integral of
(vthi/Rc0) 〈Πζi〉t / 〈Qi〉t, weighted by the pressure gradient. Hence, a strategy to deal
with the finite penetration of triangularity is to have a broad pressure profile with a
steep gradient near the edge (i.e. H-mode). Not only will this make better use of the
edge plasma shaping, but figure 9.9 indicates it will lead to a broader rotation profile
(which is better for stabilising MHD modes). Nevertheless, up-down asymmetry looks
to be capable of generating rotation with an on-axis Alfve´n Mach number of 1.5% in
large devices, which is approximately what is needed to stabilise certain MHD modes
and allow for violation of the Troyon limit.
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Part III
Appendices
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Appendix A
Maximum achievable flux surface
shaping
Much of this appendix appears in reference [41].
If we try to create flux surfaces with extreme shaping, we will eventually introduce
x-points into the plasma, opening the flux surfaces. Since open field lines cannot
confine fusion plasmas, this provides a fundamental limit on the strength of plasma
shaping. To quantify this we will take (2.21) with a single shaping mode m from our
analysis of the constant current profile and require that ~∇ψN = 0. This gives us the
condition that
N0,m =
jˆ0b
2−m
x
2m
, (A.1)
where bx is the radial location of all m of the x-points. Substituting this into (3.8)
and making use of (3.2) gives
∆−2x +
2
m
∆−mx = 1−
2
m
, (A.2)
where ∆x ≡ bx/ax is the strongest flux surface shaping possible and ax is the minimum
distance of the separatrix from the magnetic axis. This can be solved exactly using
numerical methods or approximated analytically as
∆x − 1 = 1.2785
m
+O
(
m−2
)
, (A.3)
in the limit that m 1. The numerical constant in (A.3) is the solution x = 1.2785
to
x− exp (−x) = 1. (A.4)
Hence, we can conclude that, given a constant current profile, ∆m − 1 ∼ m−1 is the
strongest possible scaling. Any scaling stronger than this will necessarily introduce
x-points into the plasma.
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Appendix B
Location of the magnetic axis for a
tilted elliptical boundary and
constant current profile
Much of this appendix appears in reference [22].
In order to find the location of the magnetic axis for a constant toroidal current
profile we will start with (2.21). By requiring that ψ0 (rb (θ) , θ) = ψ0b be constant on
the tilted elliptical boundary parameterized by (4.1), we find that
ψ0b =
jˆ0
2
a2κ2b
κ2b + 1
(B.1)
N0,2 =
jˆ0
4
κ2b − 1
κ2b + 1
(B.2)
as well as θt02 = θκb (according to (4.3)). All other lowest order Fourier coefficients
are zero.
Calculating the next order Fourier coefficients from the boundary condition (i.e.
requiring that ψ1 (rb (θ) , θ) = ψ1b is constant) is algebraically intensive. We start
with (2.33), the next order solution of the poloidal flux for a constant current pro-
file. Note that while the current profile is assumed to be constant, we are allowing
for a pressure gradient that is linear in ψ. First, we will postulate that the fifth,
third, and first Fourier harmonics are the only ones required to match the boundary
condition. All other next order Fourier coefficients are set to zero. Then we change
poloidal angle to θs ≡ θ + θκb in order to align the coordinate system with the minor
and major axes of the elliptical boundary flux surface. Next we change from polar
coordinates to Cartesian coordinates in the poloidal plane (i.e. r =
√
X2 + Y 2 and
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θs = arctan (Y/X)). This converts ψ1 (r, θs) into ψ1 (X, Y ), a fifth-order polynomial
that contains products of X and Y . For the boundary condition we use(
X
a
)2
+
(
Y
κba
)2
= 1, (B.3)
the traditional Cartesian formula for an ellipse, instead of (4.1). Solving (B.3) for
Y (X) and substituting it into ψ1 (X, Y ) allows us to eliminate all appearances of X
2,
X4, Y 2, and Y 4. We are left with a fifth-order polynomial that only has six terms,
one proportional to each of X5, Y 5 (X), X3, Y 3 (X), X, and Y (X). Since we have
already made use of the boundary condition, we know that the whole polynomial
must be constant. Requiring that the coefficients of the six terms be zero gives
C1,m = ACm cos (mθκb)− ASm sin (mθκb) (B.4)
S1,m = −ASm cos (mθκb)− ACm sin (mθκb) , (B.5)
where
AC5 ≡
(
κ2b − 1
) fˆ0pjˆ0p
48R0b
(κ2b − 1) jˆ0 − (7κ2b + 5)N0,2
5κ4b + 10κ
2
b + 1
cos (θκb) (B.6)
AS5 ≡ −
(−κ2b + 1) fˆ0pjˆ0p48R0b (−κ
2
b + 1) jˆ0 + (5κ
2
b + 7)N0,2
κ4b + 10κ
2
b + 5
sin (θκb) (B.7)
AC3 ≡ 1
4R0b
1
3κ2b + 1
((
κ2b − 1
)( jˆ0
4
+ jˆ0p +N0,2
)
(B.8)
+
1
3
(−5κ4b + 2κ2b + 3) jˆ0 + 4 (5κ4b + 4κ2b + 3)N0,2
5κ4b + 10κ
2
b + 1
κ2ba
2fˆ0pjˆ0p
)
cos (θκb)
AS3 ≡ 1
4R0b
1
κ2b + 3
((−κ2b + 1)
(
jˆ0
4
+ jˆ0p −N0,2
)
(B.9)
+
1
3
(3κ4b + 2κ
2
b − 5) jˆ0 − 4 (3κ4b + 4κ2b + 5)N0,2
κ4b + 10κ
2
b + 5
κ2ba
2fˆ0pjˆ0p
)
sin (θκb)
AC1 ≡ − 1
4R0b
κ2ba
2
3κ2b + 1
((
jˆ0 + 4jˆ0p + 4N0,2
)
(B.10)
− 4
3
2 (κ2b + 1) jˆ0 + (κ
2
b + 7)N0,2
5κ4b + 10κ
2
b + 1
κ2ba
2fˆ0pjˆ0p
)
cos (θκb)
AS1 ≡ 1
4R0b
κ2ba
2
κ2b + 3
((
jˆ0 + 4jˆ0p − 4N0,2
)
(B.11)
− 4
3
2 (κ2b + 1) jˆ0 − (7κ2b + 1)N0,2
κ4b + 10κ
2
b + 5
κ2ba
2fˆ0pjˆ0p
)
sin (θκb)
123
and ACm = ASm = 0 for all other m. These coefficients reduce to those found in
section 2.1.2 of reference [70] when fˆ0p = 0 as expected.
The above equations give the full analytic solution to the Grad-Shafranov equation
to lowest and next order in aspect ratio for a constant toroidal current profile, linear
(in psi) pressure gradient, and tilted elliptical boundary. We want to substitute
these solutions into (4.12) and solve for raxis and θaxis, the minor radial and poloidal
locations of the magnetic axis. The simplest approach is to first expand (4.12) to
lowest order in  1 and change to Cartesian coordinates to find
~∇ψ0 (R,Z)
∣∣∣
R=Raxis0,Z=Zaxis0
+ ~∇ψ1 (R,Z)
∣∣∣
R=R0b,Z=Z0b
= 0, (B.12)
where Raxis0 and Zaxis0 are the lowest order solutions for the major radial and axial
locations of the magnetic axis respectively. The solution to this,
Raxis0 −R0b = 1
2
S0,2S1,1 −
(
jˆ0
4
− C0,2
)
C1,1(
jˆ0
4
)2
− C20,2 − S20,2
(B.13)
Zaxis0 − Z0b = 1
2
S0,2C1,1 −
(
jˆ0
4
+ C0,2
)
S1,1(
jˆ0
4
)2
− C20,2 − S20,2
, (B.14)
is easy to find and gives the location of the magnetic axis to first order in   1.
However, this turns out to be a fairly poor approximation and does not produce
close agreement with the numerical results from ECOM. However, if we solve (4.12)
exactly (even though ψ is not calculated exactly) we get a much better approximation
that matches ECOM. The crucial step to solving (4.12) exactly is to assume that the
lowest order solution for the location of the magnetic axis in (B.13) and (B.14) has
the exactly correct tilt angle, i.e.
θaxis = θaxis0 = arctan
(
Zaxis0 − Z0b
Raxis0 −R0b
)
. (B.15)
We can see that this is indeed true by substituting (B.15) into (4.12), which produces
a quartic equation of the form
d4r
4
axis + d2r
2
axis + d1raxis + d0 = 0 (B.16)
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with coefficients
d4 ≡ −5fˆ0pjˆ0
8R0b
[
jˆ0 cos (θaxis0)
6
+
C0,2 cos (θaxis0) + S0,2 sin (θaxis0)
3
(B.17)
+
C0,2 cos (3θaxis0) + S0,2 sin (θaxis0)
2
]
+ 5 (C1,5 cos (5θaxis0) + S1,5 sin (5θaxis0))
d2 ≡ 3
4R0b
[(
jˆ0 + 4jˆ0p
4
+ C0,2
)
cos (θaxis0) + S0,2 sin (θaxis0)
]
(B.18)
+ 3 (C1,3 cos (3θaxis0) + S1,3 sin (3θaxis0))
d1 ≡ 2
(
jˆ0
4
+ C0,2 cos (2θaxis0) + S0,2 sin (2θaxis0)
)
(B.19)
d0 ≡ C11 cos (θaxis0) + S1,1 sin (θaxis0) . (B.20)
The exact location of the magnetic axis is given by solution of this quartic and (B.15).
Quartics have a very complicated analytic solution, so in practice it is simpler to solve
computationally. However, for the special case of fˆ0p = 0 we see that d4 = 0 and the
quartic reduces to a quadratic solved by
raxis =
−d1 +
√
d21 − 4d2d0
2d2
. (B.21)
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Appendix C
Electromagnetic turbulent fluxes
and energy exchange
Much of this appendix appears in reference [43].
From references [20, 49, 53] among others we see that the electromagnetic fluxes of
particles, momentum, and energy as well as the energy exchange between species are
the only turbulent quantities needed to evolve the transport equations for particles,
momentum, and energy. Furthermore, it is convenient to calculate these fluxes in a
frame rotating with the bulk plasma, using the velocity variable ~w ≡ ~v − RΩζ eˆζ . To
do so we will follow the procedure outlined in section II.D and appendix E of reference
[20].
The complete electromagnetic turbulent flux of particles in a tokamak can be
defined as
Γs ≡ 〈γs〉ψ ≡ −
〈
R
〈〈∫
d3whseˆζ ·
(
δ ~E + ~w × δ ~B
)〉
∆ψ
〉
∆t
〉
ψ
, (C.1)
where γs is the poloidally-dependent particle flux (defined by (7.40) in the electrostatic
limit), δ ~E = −~∇⊥φ is the turbulent electric field, δ ~B = B||bˆ+ ~∇A||× bˆ is the turbulent
magnetic field, and the (. . .) indicates that the quantity has not been Fourier analysed.
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After considerable manipulation we find the flux of particles to be
Γs =
4pi2i
msV ′
〈∑
kψ ,kα
kα
∮
dθJB
∫
dw||dµ hs (−kψ,−kα)
×
[
φ (kψ, kα) J0 (k⊥ρs) (C.2)
− A|| (kψ, kα)w||J0 (k⊥ρs)
+ B|| (kψ, kα)
1
Ωs
µB
ms
2J1 (k⊥ρs)
k⊥ρs
]〉
∆t
.
The complete electromagnetic turbulent flux of toroidal angular momentum in a
tokamak can be defined as
Πζ ≡
∑
s
Πζs + ΠζB, (C.3)
where
Πζs ≡ 〈piζs〉ψ (C.4)
≡ −
〈
R
〈〈∫
d3whsmsR (~w · eˆζ +RΩζ) eˆζ ·
(
δ ~E + ~w × δ ~B
)〉
∆ψ
〉
∆t
〉
ψ
(C.5)
is the contribution from particles,
ΠζB ≡ −
〈
R
〈〈
eˆζ · ↔σ · ~∇ψ
〉
∆ψ
〉
∆t
〉
ψ
(C.6)
is the momentum transported by the electromagnetic fields, pis is the poloidally-
dependent angular momentum flux (defined by (7.41) in the electrostatic limit),
↔
σ ≡ 1
µ0
~B ~B − 1
2µ0
B2
↔
I (C.7)
is the Maxwell stress tensor, and
↔
I is the identity matrix. After considerable manip-
ulation we find the angular momentum transported by particles to be
Πζs =
4pi2i
V ′
〈∑
kψ ,kα
kα
∮
dθJB
∫
dw||dµ hs (−kψ,−kα)
×
{
φ (kψ, kα)
[(
I
B
w|| +R2Ωζ
)
J0 (k⊥ρs) +
i
Ωs
kψ
B
µB
ms
2J1 (k⊥ρs)
k⊥ρs
]
(C.8)
− A|| (kψ, kα)
[(
I
B
w|| +R2Ωζ
)
w||J0 (k⊥ρs) +
(
i
w||
Ωs
kψ
B
+
I
B
)
µB
ms
2J1 (k⊥ρs)
k⊥ρs
]
+ B|| (kψ, kα)
1
Ωs
[(
I
B
w|| +R2Ωζ
)
µB
ms
2J1 (k⊥ρs)
k⊥ρs
+
i
2Ωs
kψ
B
µ2B2
m2s
G (k⊥ρs)
]}〉
∆t
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and the transport by the fluctuating fields to be
ΠζB =
2pii
µ0V ′
〈∑
kψ ,kα
kα
∮
dθJA|| (kψ, kα) (C.9)
×
[
− ikψA|| (−kψ,−kα) + IB|| (−kψ,−kα)
]〉
∆t
,
where kψ ≡ ~k⊥ · ~∇ψ = kψ
∣∣∣~∇ψ∣∣∣2 + kα~∇ψ · ~∇α and G (x) ≡ 8 (2J1 (x)− xJ0 (x)) /x3.
Note that, when summing over all species, (6.17) can be used to show that the B||
term in (C.9) cancels the fourth A|| term in (C.8).
The complete electromagnetic turbulent flux of energy carried by particles can be
defined as
Qs ≡ 〈qs〉ψ ≡ −
〈
R
〈〈∫
d3whs
(ms
2
w2 + ZseΦ0 − ms
2
R2Ω2ζ
)
(C.10)
eˆζ ·
(
δ ~E + ~w × δ ~B
)〉
∆ψ
〉
∆t
〉
ψ
,
where qs is the poloidally-dependent energy flux (defined by (7.42) in the electrostatic
limit). After considerable manipulation we find the energy transported by particles
to be
Qs =
4pi2i
V ′
〈∑
kψ ,kα
kα
∮
dθJB
∫
dw||dµ hs (−kψ,−kα)
(
w2
2
+
ZseΦ0
ms
− ms
2
R2Ω2ζ
)
× [φ (kψ, kα) (J0 (k⊥ρs)) (C.11)
− A|| (kψ, kα)
(
w||J0 (k⊥ρs)
)
+ B|| (kψ, kα)
1
Ωs
(
µB
ms
2J1 (k⊥ρs)
k⊥ρs
)]〉
∆t
.
The complete electromagnetic turbulent energy exchange between species can be
written as
PQs ≡ 〈pQs〉ψ ≡
〈〈〈∫
d3wZsehs
∂χ
∂t
〉
∆ψ
〉
∆t
〉
ψ
, (C.12)
where χ ≡ φ− ~w · ~A is the generalised potential and pQs is the poloidally-dependent
turbulent energy exchange (defined by (7.43) in the electrostatic limit). After con-
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siderable manipulation we find the energy exchange to be
PQs =
4pi2
V ′
〈∑
kψ ,kα
∮
dθJΩs
∫
dw||dµ hs (−kψ,−kα)
×
[
∂
∂t
(φ (kψ, kα)) J0 (k⊥ρs) (C.13)
− ∂
∂t
(
A|| (kψ, kα)
)
w||J0 (k⊥ρs)
+
∂
∂t
(
B|| (kψ, kα)
) 1
Ωs
µB
ms
2J1 (k⊥ρs)
k⊥ρs
]〉
∆t
.
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Appendix D
Calculation of the geometric
coefficients within Miller local
equilibrium
Much of this appendix appears in reference [41].
In this appendix we will calculate the ten geometric coefficients (i.e. bˆ·~∇θ, B, vdsψ,
vdsα, as||,
∣∣∣~∇ψ∣∣∣2, ~∇ψ ·~∇α, ∣∣∣~∇α∣∣∣2, R, and ∂R/∂ψ|θ) that appear in the electromagnetic
gyrokinetic equations with rotation. Here we will use the normal cylindrical poloidal
angle θ, but the expressions are general to an arbitrary poloidal angle. In order to
calculate these coefficients for the local equilibrium specification (given in chapter 5)
we must work within the local Miller geometry model. This means that we begin
knowing the shape of the flux surface of interest (i.e. R (θ) and Z (θ)), how it changes
with minor radius (i.e. ∂R/∂rψ|θ and ∂Z/∂rψ|θ), and several flux functions (e.g. the
toroidal magnetic field flux function, the safety factor, the magnetic shear, and the
pseudo-density (see (6.2)) evaluated on the flux surface of interest. With only this
information we can calculate the toroidal and poloidal magnetic fields using
~Bζ =
I (ψ)
R
eˆζ (D.1)
~Bp = ~∇ζ × ~∇rψ dψ
drψ
, (D.2)
where dψ/drψ can be calculated to be
dψ
drψ
=
I (ψ)
2piq
∮ 2pi
0
∣∣∣∣
ψ
dθ
(
R2~∇rψ ·
(
~∇θ × ~∇ζ
))−1
(D.3)
from the definition of the safety factor (i.e. (7.1)) and the gradients of rψ, θ, and ζ
can be found from (8.4). Using only this information we can calculate bˆ · ~∇θ, B, vdsψ
(defined by (6.9)), as|| (defined by (6.12)),
∣∣∣~∇ψ∣∣∣2, R, and ∂R/∂ψ|θ.
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However calculating vdsα (defined by (6.10)), ~∇ψ · ~∇α, and
∣∣∣~∇α∣∣∣2 requires con-
siderably more work as we must know ~∇α, ∂Bζ/∂ψ|θ, and ∂Bp/∂ψ|θ. Starting with
∂Bp/∂ψ|θ, we see from (D.2) that it will depend on second order radial derivatives,
which are not inputs to the Miller local equilibrium. The Miller model deals with
this by calculating them through the Grad-Shafranov equation (i.e. (2.2)). We can
rearrange (2.2) to get
R2
J
∂
∂ψ
(
JB2p
)
+
R2
J
∂
∂θ
(
J
R2
~∇ψ · ~∇θ
)
= −µ0R2 ∂p
∂ψ
∣∣∣∣
R
− I dI
dψ
, (D.4)
where the Jacobian is given by
J ≡
∣∣∣~∇ψ · (~∇θ × ~∇ζ)∣∣∣−1 = ( ~Bp · ~∇θ)−1 = 1
Bp
∂lp
∂θ
∣∣∣∣
ψ
(D.5)
and lp is the arc length defined such that (7.4) holds. We note that when Ωζ = 0 the
quantity ∂p/∂ψ|R = dp/dψ is an input to the calculation, otherwise it is determined
by (6.2), (6.3), and (6.11). Simplifying further and using (8.4) we finally find that
∂Bp
∂ψ
= − µ0
Bp
∂p
∂ψ
∣∣∣∣
R
− I
R2Bp
dI
dψ
−Bp
(
∂lp
∂θ
)−1
∂
∂ψ
(
∂lp
∂θ
)
(D.6)
+
(
∂lp
∂θ
)−1
∂
∂θ
(
Bp
(
∂lp
∂θ
)−1
∂~r
∂ψ
· ∂~r
∂θ
)
.
At this point we have yet to determine dI/dψ, but will do so below.
Next we directly differentiate (6.4) to find
~∇α =
(
−
∫ θ
θα
∣∣∣∣
ψ
dθ′
∂Aα
∂ψ
+ Aα (ψ, θα)
dθα
dψ
− dΩζ
dψ
t
)
~∇ψ − Aα (ψ, θ) ~∇θ + ~∇ζ, (D.7)
where
Aα (ψ, θ) ≡ I (ψ)
R2 ~B · ~∇θ (D.8)
is the integrand in the definition of α. All quantities in (D.7) are known except for
the radial derivative of Aα. We can calculate it by using the product rule on (D.8) to
find
∂Aα
∂ψ
= Aα
[(
1 +
I2
R2B2p
)
1
I
dI
dψ
+
µ0
B2p
∂p
∂ψ
∣∣∣∣
R
− 2
R
∂R
∂ψ
(D.9)
− 1
Bp
(
∂lp
∂θ
)−1
∂
∂θ
(
Bp
(
∂lp
∂θ
)−1
∂~r
∂ψ
· ∂~r
∂θ
)
+ 2
(
∂lp
∂θ
)−1
∂
∂ψ
(
∂lp
∂θ
)]
,
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where we have made use of (D.5) and (D.6). While this form is acceptable for the
purposes of this thesis, we will rearrange it into a form that is more physically illu-
minating. To do so we will write
∂~r
∂ψ
=
1
RBp
(
∂lp
∂θ
)−1
∂~r
∂θ
× eˆζ +
(
∂lp
∂θ
)−2(
∂~r
∂ψ
· ∂~r
∂θ
)
∂~r
∂θ
(D.10)
using only (7.4), (D.5), and vector identities such as ∂~r/∂ψ · (∂~r/∂θ × ∂~r/∂ζ) =(
~∇ψ ·
(
~∇θ × ~∇ζ
))−1
. This allows us to see that
− 2
R
∂R
∂ψ
= − 2
R
∂~r
∂ψ
· ~∇R (D.11)
= − 2
R2Bp
(
∂lp
∂θ
)−1
∂Z
∂θ
+R2
∂
∂θ
(
1
R2
)(
∂lp
∂θ
)−2
∂~r
∂ψ
· ∂~r
∂θ
. (D.12)
Combining this result with the second-to-last term in (D.9) and applying the product
rule several times, we find
− 2
R
∂R
∂ψ
− 1
Bp
(
∂lp
∂θ
)−1
∂
∂θ
(
Bp
(
∂lp
∂θ
)−1
∂~r
∂ψ
· ∂~r
∂θ
)
(D.13)
= − 2
R2Bp
(
∂lp
∂θ
)−1
∂Z
∂θ
+R2Bp
(
∂lp
∂θ
)−1
∂
∂θ
(
1
R2Bp
(
∂lp
∂θ
)−1
∂~r
∂ψ
· ∂~r
∂θ
)
− 2
(
∂lp
∂θ
)−1
∂
∂θ
((
∂lp
∂θ
)−1
∂~r
∂θ
)
· ∂~r
∂ψ
− 2
(
∂lp
∂θ
)−2
∂
∂θ
(
∂~r
∂ψ
)
· ∂~r
∂θ
.
Using (7.4) we see that the last term of (D.13) exactly cancels the final term appearing
in (D.9). This shows that we can rewrite (D.9) as
∂Aα
∂ψ
= Aα
[
1
I
dI
dψ
+
I
R2B2p
dI
dψ
+
µ0
B2p
∂p
∂ψ
∣∣∣∣
R
− 2
R2Bp
(
∂lp
∂θ
)−1
∂Z
∂θ
(D.14)
− 2
(
∂lp
∂θ
)−1
∂
∂θ
((
∂lp
∂θ
)−1
∂~r
∂θ
)
· ∂~r
∂ψ
]
+
∂
∂θ
(
I
R2Bp
(
∂lp
∂θ
)−1
∂~r
∂ψ
· ∂~r
∂θ
)
.
Lastly, substituting this into (D.7) and using (7.3) produces
~∇α =
(
−
∫ θ
θα
∣∣∣∣
ψ
dθ′Aα (ψ, θ′)
[
1
I
dI
dψ
+
I
R2B2p
dI
dψ
+
µ0
B2p
∂p
∂ψ
∣∣∣∣
R
− 2
R2Bp
(
∂lp
∂θ′
)−1
∂Z
∂θ′
+
2κp
RBp
]
+
[
Aα (ψ, θ
′)
R2B2p
~∇ψ · ~∇θ′
]θ′=θ
θ′=θα
+ Aα (ψ, θα)
dθα
dψ
− dΩζ
dψ
t
)
~∇ψ (D.15)
− Aα (ψ, θ) ~∇θ + ~∇ζ.
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The first term inside the integral represents the change in the field line pitch that
results from changing the toroidal field flux function on neighbouring flux surfaces.
The second term in the integral accounts for the modification to the flux surface
equilibrium that results from a radial gradient in the toroidal flux function. As we will
explore in appendix F, the third term expresses the effect the pressure gradient has on
the equilibrium. Despite appearances, the fourth term corresponds to how the toroidal
magnetic field weakens as the major radial location changes. The last term in the
integral accounts for the flux expansion (and weakening of the poloidal magnetic field)
that occurs at regions of large poloidal curvature (see (3.15)). The term immediately
following the integral accounts for the particulars of how θ is defined, but we note
this term vanishes if contours of constant θ are perpendicular to the flux surface of
interest. The last term in the coefficient of ~∇ψ is a consequence of changing which
field line is labelled α = 0 from flux surface to flux surface. The final two terms of
(D.15) reflect the nonuniform spacing of the field lines in the poloidal direction and
the uniform spacing in the toroidal direction respectively.
Equation (D.15) allows us to calculate ~∇ψ ·~∇α, and
∣∣∣~∇α∣∣∣2, but we must remember
that we still lack an expression for dI/dψ. This can be calculated by taking the radial
gradient of the safety factor (i.e. (7.1)) in order to get the magnetic shear,
dq
dψ
=
1
2pi
∮ 2pi
0
∣∣∣∣
ψ
dθ
∂Aα
∂ψ
. (D.16)
This turns out to be very closely related to ~∇α, so we can use (D.14) to find
dI
dψ
= I
(
q +
1
2pi
∮ 2pi
0
∣∣∣∣
ψ
dθAα (ψ, θ)
I2
R2B2p
)−1
(D.17)
×
(
dq
dψ
− 1
2pi
∮ 2pi
0
∣∣∣∣
ψ
dθAα (ψ, θ)
[
µ0
B2p
∂p
∂ψ
∣∣∣∣
R
− 2
R2Bp
(
∂lp
∂θ
)−1
∂Z
∂θ
+
2κp
RBp
])
.
Lastly we can directly differentiate (D.1) to find
∂Bζ
∂ψ
=
1
R
dI
dψ
− I
R2
(
dψ
drψ
)−1
∂R
∂rψ
, (D.18)
where we remember that ∂R/∂rψ is an input to the Miller model. This fully deter-
mines vdsα, which is defined by (6.10).
The expressions in this section allow us to directly calculate all of the the gy-
rokinetic geometric coefficients within the framework of the Miller local equilibrium
model.
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Appendix E
Non-mirror symmetric geometric
coefficients
Much of this appendix appears in reference [41].
In this section we give the full gyrokinetic geometric coefficients to lowest and next
order in mc  1 for the geometry investigated in section 8.1.2. These coefficients are
accurate to lowest order in aspect ratio, given the orderings of (8.15) and (8.16). In
deriving these coefficients the following quantities are useful as way points:
∂R
∂θ
= −rψ0
[
sin (θ)− 1
2
cos (θ)
(
m (∆m − 1) sin (zms) + n (∆n − 1) sin (zns)
)
(E.1)
− 1
2
sin (θ)
(
(∆m − 1) cos (zms) + (∆n − 1) cos (zns)
)]
+O
(
m−3c rψ
)
∂Z
∂θ
= rψ0
[
cos (θ) +
1
2
sin (θ)
(
m (∆m − 1) sin (zms) + n (∆n − 1) sin (zns)
)
(E.2)
− 1
2
cos (θ)
(
(∆m − 1) cos (zms) + (∆n − 1) cos (zns)
)]
+O
(
m−3c rψ
)
~∇rψ =
[
cos (θ) +
rψ0
2
cos (θ)
(
d∆m
drψ
cos (zms) +
d∆n
drψ
cos (zns)
)
+
1
2
sin (θ)
(
m (∆m − 1) sin (zms) + n (∆n − 1) sin (zns)
)]
eˆR (E.3)
+
[
sin (θ) +
rψ0
2
sin (θ)
(
d∆m
drψ
cos (zms) +
d∆n
drψ
cos (zns)
)
− 1
2
cos (θ)
(
m (∆m − 1) sin (zms) + n (∆n − 1) sin (zns)
)]
eˆZ +O
(
m−2c
)
~∇θ = 1
rψ0
(
− sin (θ) eˆR + cos (θ) eˆZ
)
+O
(
m−2c
rψ
)
(E.4)
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∂R
∂rψ
= cos (θ)− rψ0
2
cos (θ)
(
d∆m
drψ
cos (zms) +
d∆n
drψ
cos (zns)
)
+O
(
m−2c
)
(E.5)
∂Z
∂rψ
= sin (θ)− rψ0
2
sin (θ)
(
d∆m
drψ
cos (zms) +
d∆n
drψ
cos (zns)
)
+O
(
m−2c
)
(E.6)
(
∂Aα
∂ψ
)
orthog
= Bc0
(
dψ
drψ
)−2 [
sˆ′ +
rψ0
2
(
m2 (∆m − 1) d∆m
drψ
+ n2 (∆n − 1) d∆n
drψ
)
−
(
m2 (∆m − 1) + (3sˆ′ − 2) rψ0
2
d∆m
drψ
)
cos (zms)
−
(
n2 (∆n − 1) + (3sˆ′ − 2) rψ0
2
d∆n
drψ
)
cos (zns) (E.7)
+
rψ0
2
(
m2 (∆m − 1) d∆m
drψ
cos (2zms) + n
2 (∆n − 1) d∆n
drψ
cos (2zns)
)
+
rψ0
2
(
m2 (∆m − 1) d∆n
drψ
+ n2 (∆n − 1) d∆m
drψ
)
×
(
cos (zms + zns) + cos (zms − zns)
)]
+O
(
m−2c
r2ψB0
)
∫ θ
θ0
∣∣∣∣
ψ
dθ′
(
∂Aα
∂ψ
)
orthog
= Bc0
(
dψ
drψ
)−2
[sˆ′θ
+
rψ0
2
(
m2 (∆m − 1) d∆m
drψ
+ n2 (∆n − 1) d∆n
drψ
)
θ
− 1
m
(
m2 (∆m − 1) + (3sˆ′ − 2) rψ0
2
d∆m
drψ
)
sin (zms)
− 1
n
(
n2 (∆n − 1) + (3sˆ′ − 2) rψ0
2
d∆n
drψ
)
sin (zns) (E.8)
+
rψ0
4
(
m (∆m − 1) d∆m
drψ
sin (2zms) + n (∆n − 1) d∆n
drψ
sin (2zns)
)
+
rψ0
2
(
m2 (∆m − 1) d∆n
drψ
+ n2 (∆n − 1) d∆m
drψ
)
×
(
1
m+ n
sin (zms + zns) +
1
m− n sin (zms − zns)
)]
+O
(
m−2c
r2ψB0
)
.
Here zms and zns are defined by (8.19) and (8.20), while the constant θ0 is defined
such that
∫ θα
θ0
∣∣∣
ψ
dθ′ (∂Aα/∂ψ)orthog does not have a term that is independent of the
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poloidal angle. Continuing the calculation we find
∂α
∂ψ
= −Bc0
(
dψ
drψ
)−2 [
sˆ′θ +
rψ0
2
(
m2 (∆m − 1) d∆m
drψ
+ n2 (∆n − 1) d∆n
drψ
)
θ
− 1
2
(
m (∆m − 1) sin (zms) + n (∆n − 1) sin (zns)
)
(E.9)
+
rψ0
2 (n−m)
(
m2 (∆m − 1) d∆n
drψ
+ n2 (∆n − 1) d∆m
drψ
)
× sin ((n−m) θ + nθtn −mθtm)
]
+O
(
m−2c
r2ψB0
)
~∇α = −Bc0
(
dψ
drψ
)−1{
[
− sin (θ) + sˆ′θ cos (θ) + rψ0
2
(
m2 (∆m − 1) d∆m
drψ
+ n2 (∆n − 1) d∆n
drψ
)
θ cos (θ)
− 1
2
(
cos (θ)− sˆ′θ sin (θ)
)(
m (∆m − 1) sin (zms) + n (∆n − 1) sin (zns)
)
+
rψ0
2
(
sin (θ) + sˆ′θ cos (θ)
)(d∆m
drψ
cos (zms) +
d∆n
drψ
cos (zns)
)
+
rψ0
2 (n−m)
(
m2 (∆m − 1) d∆n
drψ
+ n2 (∆n − 1) d∆m
drψ
)
cos (θ)
× sin ((n−m) θ + nθtn −mθtm)
]
eˆR (E.10)
+
[
cos (θ) + sˆ′θ sin (θ) +
rψ0
2
(
m2 (∆m − 1) d∆m
drψ
+ n2 (∆n − 1) d∆n
drψ
)
θ sin (θ)
− 1
2
(
sin (θ) + sˆ′θ cos (θ)
)(
m (∆m − 1) sin (zms) + n (∆n − 1) sin (zns)
)
− rψ0
2
(
cos (θ)− sˆ′θ sin (θ)
)(d∆m
drψ
cos (zms) +
d∆n
drψ
cos (zns)
)
+
rψ0
2 (n−m)
(
m2 (∆m − 1) d∆n
drψ
+ n2 (∆n − 1) d∆m
drψ
)
sin (θ)
× sin ((n−m) θ + nθtn −mθtm)
]
eˆZ
}
+O
(
m−2c
rψ
)
.
The O (1) geometric coefficients are simply those of a circular tokamak and are
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given by (
bˆ · ~∇θ
)
0
=
(
bˆ · ~∇θ
)
0
=
1
rψ0Rc0Bc0
dψ
drψ
(E.11)
vdsψ0 = vdsψ0 = − 1
Rc0Ωs
dψ
drψ
sin (θ) (E.12)
vdsα0 = vdsα0 =
Bc0
Rc0Ωs
(
dψ
drψ
)−1
(cos (θ) + sˆ′θ sin (θ)) (E.13)∣∣∣~∇ψ∣∣∣2
0
=
∣∣∣~∇ψ∣∣∣2
0
=
(
dψ
drψ
)2
(E.14)(
~∇ψ · ~∇α
)
0
=
(
~∇ψ · ~∇α
)
0
= −Bc0sˆ′θ (E.15)∣∣∣~∇α∣∣∣2
0
=
∣∣∣~∇α∣∣∣2
0
= B2c0
(
dψ
drψ
)−2 (
1 + sˆ′2θ2
)
(E.16)
(J0 (k⊥ρs))0 = (J0 (k⊥ρs))0 = J0 (k⊥0ρs) , (E.17)
where sˆ′ is defined by (8.1) and
k⊥0ρs ≡
√
2msµ
Z2s e
2Bc0
√
k2ψ
∣∣∣~∇ψ∣∣∣2
0
+ 2kψkα
(
~∇ψ · ~∇α
)
0
+ k2α
∣∣∣~∇α∣∣∣2
0
. (E.18)
Note that all of the coefficients are independent of the short spatial scale coordinate,
z.
To O (m−1c ) the geometric coefficients are(
bˆ · ~∇θ
)
1
=
1
2Rc0Bc0
dψ
drψ
(
d∆m
drψ
cos (zms) +
d∆n
drψ
cos (zns)
)
(E.19)
vdsψ1 =
1
2Rc0Ωs
dψ
drψ
[
cos (θ)
(
m (∆m − 1) sin (zms) + n (∆n − 1) sin (zns)
)
− rψ0 sin (θ)
(
d∆m
drψ
cos (zms) +
d∆n
drψ
cos (zns)
)]
(E.20)
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vdsα1 =
Bc0
2Rc0Ωs
(
dψ
drψ
)−1
×
[
rψ0
(
m2 (∆m − 1) d∆m
drψ
+ n2 (∆n − 1) d∆n
drψ
)
θ sin (θ)
−
(
sin (θ) + sˆ′θ cos (θ)
)(
m (∆m − 1) sin (zms) + n (∆n − 1) sin (zns)
)
−rψ0
(
cos (θ)− sˆ′θ sin (θ)
)(d∆m
drψ
cos (zms) +
d∆n
drψ
cos (zns)
)
(E.21)
+
rψ0
(n−m)
(
m2 (∆m − 1) d∆n
drψ
+ n2 (∆n − 1) d∆m
drψ
)
sin (θ)
×
(
sin ((n−m) θ) cos (nθtn −mθtm)
+ cos ((n−m) θ) sin (nθtn −mθtm)
)]
∣∣∣~∇ψ∣∣∣2
1
= rψ0
(
dψ
drψ
)2(
d∆m
drψ
cos (zms) +
d∆n
drψ
cos (zns)
)
(E.22)
(
~∇ψ · ~∇α
)
1
= −Bc0
[
rψ0
2
(
m2 (∆m − 1) d∆m
drψ
+ n2 (∆n − 1) d∆n
drψ
)
θ
−
(
m (∆m − 1) sin (zms) + n (∆n − 1) sin (zns)
)
+rψ0sˆ
′θ
(
d∆m
drψ
cos (zms) +
d∆n
drψ
cos (zns)
)
(E.23)
+
rψ0
2 (n−m)
(
m2 (∆m − 1) d∆n
drψ
+ n2 (∆n − 1) d∆m
drψ
)
×
(
sin ((n−m) θ) cos (nθtn −mθtm)
+ cos ((n−m) θ) sin (nθtn −mθtm)
)]
∣∣∣~∇α∣∣∣2
1
= B2c0
(
dψ
drψ
)−2 [
rψ0
(
m2 (∆m − 1) d∆m
drψ
+ n2 (∆n − 1) d∆n
drψ
)
sˆ′θ2
−2sˆ′θ
(
m (∆m − 1) sin (zms) + n (∆n − 1) sin (zns)
)
−rψ0
(
1− sˆ′2θ2)(d∆m
drψ
cos (zms) +
d∆n
drψ
cos (zns)
)
(E.24)
+
rψ0
n−m
(
m2 (∆m − 1) d∆n
drψ
+ n2 (∆n − 1) d∆m
drψ
)
sˆ′θ
×
(
sin ((n−m) θ) cos (nθtn −mθtm)
+ cos ((n−m) θ) sin (nθtn −mθtm)
)]
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(J0 (k⊥ρs))1 = −k⊥1ρsJ1 (k⊥0ρs) , (E.25)
where
k⊥1ρs ≡ k⊥0ρs
2
k2ψ
∣∣∣~∇ψ∣∣∣2
1
+ 2kψkα
(
~∇ψ · ~∇α
)
1
+ k2α
∣∣∣~∇α∣∣∣2
1
k2ψ
∣∣∣~∇ψ∣∣∣2
0
+ 2kψkα
(
~∇ψ · ~∇α
)
0
+ k2α
∣∣∣~∇α∣∣∣2
0
. (E.26)
From the last terms in each of (E.21), (E.23), and (E.24) we see that (even after
averaging over z) vdsα1,
(
~∇ψ · ~∇α
)
1
, and
∣∣∣~∇α∣∣∣2
1
are all up-down asymmetric.
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Appendix F
Dependence of the geometric
coefficients on β′
Much of this appendix appears in reference [22].
In this appendix, we will study the sensitivity of the momentum flux to β′ by
investigating how the gyrokinetic equation changes with β′. The magnetic geometry
only enters the local gyrokinetic model (in the absence of rotation) through eight
geometric coefficients (i.e. bˆ · ~∇θ, B, vdsψ, vdsα, as||,
∣∣∣~∇ψ∣∣∣2, ~∇ψ · ~∇α, and ∣∣∣~∇α∣∣∣2),
which are defined in chapter 6.
The calculation of the geometric coefficients in GS2 is done in the context of
the Miller local equilibrium (see chapter 5 and appendix D). This must be done
carefully as the Miller model takes the flux surface shape and its radial derivative as
input, but all second order radial derivatives are calculated by ensuring the Grad-
Shafranov equation is satisfied. It is through these second order radial derivatives
(as well as the explicit dependence appearing in vdsα) that β
′ enters the geometric
coefficients. Additionally, we note that we keep the safety factor, the magnetic shear,
the background gradients, and the geometry fixed as we change β′. Therefore, while
the Shafranov shift directly enters the flux surface geometry and affects all of the
geometric coefficients, the effect of β′ is limited to a few coefficients. The parameter
β′, which is a normalised form of dp/daψ (see (9.1)), only enters into three coefficients:
vdsα, ~∇ψ · ~∇α, and
∣∣∣~∇α∣∣∣2. We will start with equations derived in appendix D and
show precisely how β′ enters into various quantities. Eventually we will find the three
geometric coefficients and see that β′ has an effect that is small in the inverse aspect
ratio  1, when using the ohmically heated tokamak ordering (i.e. (2.4)).
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First we combine (D.8) and (D.17) to get
I
dI
dψ︸︷︷︸
B0
=
(
2piq
I3︸︷︷︸
R−30 B
−3
0
+
∮ 2pi
0
∣∣∣∣
ψ
dθ′
1
R4B2p
~B · ~∇θ′︸ ︷︷ ︸
−2R−30 B
−3
0
)−1(
2pi
I
dq
dψ︸ ︷︷ ︸
−2R−30 B
−2
0
(F.1)
−
∮ 2pi
0
∣∣∣∣
ψ
dθ′
1
R2 ~B · ~∇θ′︸ ︷︷ ︸
R−10 B
−1
0
[
µ0
B2p
dp
dψ︸ ︷︷ ︸
−2R−20 B
−1
0
− 2
R2Bp
(
∂lp
∂θ′
)−1
∂Z
∂θ′︸ ︷︷ ︸
−1R−20 B
−1
0
+
2κp
RBp︸ ︷︷ ︸
−2R−20 B
−1
0
])
,
where the curly braces below the different terms give their ordering in   1. We
see that introducing β′ creates a lowest order modification to I (dI/dψ). Next, using
(2.3), we can find that the right-hand side of the Grad-Shafranov equation can be
written as
µ0jζR︸ ︷︷ ︸
B0
= −
(
2piq
I3︸︷︷︸
R−30 B
−3
0
+
∮ 2pi
0
∣∣∣∣
ψ
dθ′
1
R4B2p
~B · ~∇θ′︸ ︷︷ ︸
−2R−30 B
−3
0
)−1
(F.2)
×
[
µ0R
2 ∂p
∂ψ︸ ︷︷ ︸
B0
(
2piq
I3︸︷︷︸
R−30 B
−3
0
+
∮ 2pi
0
∣∣∣∣
ψ
dθ′
1
R4B2p ~B · ~∇θ′︸ ︷︷ ︸
−2R−30 B
−3
0
− R
2
0
R2
∮ 2pi
0
∣∣∣∣
ψ
dθ′
1
R20R
2B2p ~B · ~∇θ′︸ ︷︷ ︸
−2R−30 B
−3
0
)
+
2pi
I
dq
dψ︸ ︷︷ ︸
−2R−30 B
−2
0
−
∮ 2pi
0
∣∣∣∣
ψ
dθ′
1
R2 ~B · ~∇θ′︸ ︷︷ ︸
R−10 B
−1
0
(
2κp
RBp︸ ︷︷ ︸
−2R−20 B
−1
0
− 2
R2Bp
(
∂lp
∂θ′
)−1
∂Z
∂θ′︸ ︷︷ ︸
−1R−20 B
−1
0
)]
,
which explicitly includes a term proportional to the pressure gradient (i.e. β′). How-
ever, to lowest order in aspect ratio the coefficient of this term is zero as it is composed
of a safety factor term that is small and two integral terms that cancel with each other
(because R = R0 +O (R0)). All other quantities in (F.2) do not contain the pressure
gradient and can be calculated directly from the flux surface geometry provided to
the Miller model. Therefore, β′ only introduces an O (B0) modification to µ0jζR.
We will see that the toroidal current density from the Grad-Shafranov equation
(i.e. µ0jζR) will appear in several places in the geometric coefficients. For example,
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rearranging (D.6) gives the radial derivative of the poloidal field as
∂Bp
∂ψ︸︷︷︸
a−1R−10
=
µ0jζR
R2Bp︸ ︷︷ ︸
a−1R−10
−Bp
(
∂lp
∂θ
)−1
∂
∂ψ
(
∂lp
∂θ
)
︸ ︷︷ ︸
a−1R−10
(F.3)
+
(
∂lp
∂θ
)−1
∂
∂θ
(
Bp
(
∂lp
∂θ
)−1
∂~r
∂ψ
· ∂~r
∂θ
)
︸ ︷︷ ︸
a−1R−10
.
Although the toroidal current term appears as O
(
a−1R−10
)
, the effect of β′ on ∂Bp/∂ψ
is small by an order (i.e. O
(
a−1R−10
)
) because β′ does not enter µ0jζR to lowest
order. To calculate the derivative of the toroidal field we can directly differentiate
Bζ = I/R to get (D.18). Ordering both terms we see that the effect of dI/dψ is
small, so the effect of β′ on ∂Bζ/∂ψ through (F.1) is small by one order, entering at
O
(
a−1R−10
)
.
Using (D.8) and (D.15) gives
~∇α︸︷︷︸
a−1
=
(
−
∫ θ
θα
∣∣∣∣
ψ
dθ′
I
R2 ~B · ~∇θ′︸ ︷︷ ︸
1
[
1
I
dI
dψ︸ ︷︷ ︸
2a−2B−10
− µ0jζR
R2B2p︸ ︷︷ ︸
a−2B−10
− 2
R2Bp
(
∂lp
∂θ′
)−1
∂Z
∂θ′︸ ︷︷ ︸
a−2B−10
+
2κp
RBp︸ ︷︷ ︸
a−2B−10
]
+
[
I ~∇ψ · ~∇θ′
R4B2p
~B · ~∇θ′
]θ′=θ
θ′=θα︸ ︷︷ ︸
a−2B−10
+
(
I
R2 ~B · ~∇θ′
)
θ′=θα
dθα
dψ︸ ︷︷ ︸
a−2B−10
)
~∇ψ︸︷︷︸
aB0
(F.4)
− I
R2 ~B · ~∇θ
~∇θ︸ ︷︷ ︸
a−1
+ ~∇ζ︸︷︷︸
a−1
.
By ordering the various terms we find that the dI/dψ term is small by two orders
in   1. However, the µ0jζR term enters to lowest order, therefore the effect of β′
on ~∇α is only small by one order (i.e. O (a−1)). The dependence of the coefficients
~∇ψ · ~∇α and
∣∣∣~∇α∣∣∣2 on ~∇α is apparent. Hence β′ does not enter ~∇ψ · ~∇α and ∣∣∣~∇α∣∣∣2 to
lowest order in  1. Instead it enters to next order due to the quantity µ0jζR, which
is given by (F.2). The geometric coefficient vdsα is more complicated. Substituting
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(D.18) into (6.10) gives
vdsα︸︷︷︸
a−1R−10 v
2
thsΩ
−1
s
= − w
2
||
Ωs︸︷︷︸
v2thsΩ
−1
s
(
− µ0jζR
R2B︸ ︷︷ ︸
a−1R−10
− I
2
R3B
∂R
∂ψ︸ ︷︷ ︸
a−1R−10
+
Bp
B
∂Bp
∂ψ︸ ︷︷ ︸
a−1R−10
− ∂B
∂θ
bˆ ·
(
~∇θ × ~∇α
)
B︸ ︷︷ ︸
a−1R−10
)
(F.5)
− µB
msΩs︸ ︷︷ ︸
v2thsΩ
−1
s
(
I
R2B
dI
dψ︸ ︷︷ ︸
a−1R−10
− I
2
R3B
∂R
∂ψ︸ ︷︷ ︸
a−1R−10
+
Bp
B
∂Bp
∂ψ︸ ︷︷ ︸
a−1R−10
− ∂B
∂θ
bˆ ·
(
~∇θ × ~∇α
)
B︸ ︷︷ ︸
a−1R−10
)
.
We see that β′ will enter into the µ0jζR term as well as both ∂Bp/∂ψ terms, but
ordering these three terms reveals that the effect of β′ is O
(
2a−1R−10 v
2
thsΩ
−1
s
)
. The
parameter β′ has a much larger O
(
a−1R−10 v
2
thsΩ
−1
s
)
effect through the two ~∇α terms
as well as the dI/dψ term. Figure 9.8 illustrates the relative magnitudes of these two
effects for several flux surface geometries. The difference between the dotted red line
and the dashed blue line indicates the effect of the dI/dψ term, while the difference
between the solid black line and the dotted red line indicates the effect of µ0jζR acting
through ~∇α. We see that the effect of µ0jζR seems to dominate.
In conclusion, β′ only enters into three of the geometric coefficients: vdsα, ~∇ψ · ~∇α,
and
∣∣∣~∇α∣∣∣2. Because β′ has such a large effect on the momentum flux, this reinforces
the idea from chapter 8 that vdsα is a particularly important geometric coefficient
for understanding intrinsic rotation transport due to up-down asymmetry. We also
learned that the dominant effect of β′ on ~∇ψ · ~∇α and
∣∣∣~∇α∣∣∣2 is through the quantity
µ0jζR and is small in   1. The drift coefficient vdsα also depends on β′ to next
order because of µ0jζR. However, it has another separate dependence through the
quantity dI/dψ that is formally the same size in  1, but it appears to be a weak
effect (at least in the geometries of chapter 9). These dependences are the only way
that the gyrokinetic model knows about β′. Hence they must be responsible for the
significant reduction in the momentum transport.
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