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Abstract
Guillet and Soule´ have shown in [6] that, for a fibration pi : Y → X with
fibre Z, locally trivial in the Zariski topology, we have a decomposition
[Y ] = [X] · [Z],
where [·] denotes a class in the Grothendieck group K0(MRat(k)) associ-
ated to the category of (pure effective) Chow motivesMRat(k) for a field
k. By assuming some additional properties for the fibre Z, we construct an
explicit isomorphism h(Y ) ∼= h(X)⊗ h(Z) in the category MRat(k), and
we use it to prove, for this type of fibrations, some conjectures disscussed
by Murre in [11].
1 Introduction.
In [6] Gillet and Soule´ define, for any quasi-projective variety X defined over a
field k of characteristic zero, a class [X ] ∈ K0(MRat(k)) characterized by the
following properties:
1. If X is an smooth projective variety, then [X ] = [h(X)], where h(X) =
(X,∆X) denotes the Grothendieck motive under rational equivalence as-
sociated to X .
2. If W ⊂ X is a closed subvariety in X ,
[X ] = [W ] + [X −W ] .
As a consequence, for a fibration π : Y → X with fiber Z, locally trivial for
the Zariski topology of X , we have that
[Y ] = [X ] · [Z]
1
in K0(MRat(k)). Since [X × Z] = [X ] · [Z] in K0(MRat(k)), this implies that
h(Y )⊕M ∼= (h(X)⊗ h(Z))⊕M
for some M ∈ Obj(MRat(k)). Unfortunately, the cancellation law is not valid
in general for the categoryMRat(k), as there are examples of fields k for which
the cancellation law fails, see for example, Remark 2.8 in [1].
The main result of this work is the following:
Theorem 1.1. Let π : Y → X be a locally trivial fibration with π being a
proper morphism and with fibres isomorphic to a fixed variety Z having a Chow
stratification. Then we have
h(Y ) ∼= h(X)⊗ h(Z). 
In Theorem 1.1 we give an explicit isomorphism, closely related to the ge-
ometry of the fibre. After that, we discuss some conjectures proposed by Murre
in [11], namely we prove:
Theorem 1.2. Let π : Y → X a locally trivial fibration as in Theorem 1.1. Fur-
thermore, suppose X has a Chow-Ku¨nneth decomposition π0(X), . . . , π2 dim(X)(X)
satisfying that
π0(X), . . . , πj−1(X), π2j+1(X), . . . , π2 dim(X)(X)
act as zero on CHj(X) (0 ≤ j ≤ 2 dim(X)). Then Y has a Chow-Ku¨nneth
decomposition π0(Y ), . . . , π2 dim(Y )(Y ) and for each j,
π0(Y ), . . . , πj−1(Y ), π2j+1(Y ), . . . , π2 dim(Y )(Y )
act as zero on CHj(Y ). 
As an example of the previously mentioned fibrations we have the flag bun-
dles associated to a given vector bundle E over a variety X , more generally, any
locally trivial fibration with fibres isomorphic to a quotient of a linear algebraic
group by a parabolic subgroup. Our results are true even for varieties defined
over a field having positive characteristic or not being algebraically closed.
2 The Chow ring of a locally trivial fibration.
In this section we calculate the Chow ring of certain locally trivial fibrations.
The results given here are based in Proposition 1 in [3] and Lemma 2.8 in [4]
and we include them for the sake of completeness. We will consider fibrations
with fibres isomorphic to a given variety Z satisfying the following properties.
Definition Let Z be a smooth projective variety with dimension n. We say
that Z satisfies the Chow pairing conditions if for each p such that 0 ≤ p ≤ n
we can find cycle classes τp,1, ..., τp,mp ∈ CH
p(Z) such that
2
1. CHn(Z) ∼= Zτn,1 (where τn,1 denotes the class of a point in Z).
2. For p < n, CHp(Z) is a free Z-module with finite rank
CHp(Z) ∼=
mp⊕
i=1
Zτp,i.
3. For each p < n, we can give a perfect pairing
CHp(Z)× CHn−p(Z)→ CHn(Z) ∼= Zτn,1
satisfying
τp,i ∩ τn−p,j =
{
τn,1 if i = j
0 if i 6= j.
Remark Observe that both CHp(Z) and CHn−p(Z) have the same rank, in
particular, m0 = mn = 1.
Definition Let Z be a smooth projective variety. We say that Z has a Chow
stratification if
1. Z has a cellular decomposition
Z = Zd ⊃ Zd−1 ⊃ · · · ⊃ Z0 ⊃ Z−1 = ∅
by closed subvarieties such that each Zi − Zi−1 is a disjoint union of
schemes Ui,j isomorphic to affine spaces A
di,j .
2. Z satisfies the Chow pairing conditions by taking the cycles appearing in
the previous definition as τi,j := U i,j .
Remark . (See Example 1.9.1 in [5, p. 23]). If a variety Z has a cellular
decomposition then CH∗(Z) is finitely generated as a Z-module by the cycle
classes U i,j ; therefore the variety Z will have a Chow stratification if it satisfies
conditions (i) and (iii) in the definition of the Chow pairing conditions.
It will prove to be useful to establish the following convention.
Convention. For the rest of the paper, each time we say that π : Y → X is
a locally trivial fibration, we will be assuming that π is a locally trivial fibration
with π being a proper, flat, smooth morphism and with fibres isomorphic to a
fixed variety Z satisfying the Chow pairing conditions, unless otherwise stated.
Now, consider a locally trivial fibration π : Y → X and let U ⊂ X be an
open subset for which π becomes trivial, and set W := X \ U . Let i : U → X ,
j :W → X , ı : Y |U → Y and  : Y |W → Y be the inclusions, and denote by πU
(resp. πW ) the restriction of π to Y |U (resp. Y |W ). Let η : Y |U → Z be the
morphism induced by the projection of U × Z on the second factor.
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Then for each p we have the following diagram
CHp(Z)
η∗

CHp−m(Y |W )
∗
//
πW∗

CHp(Y )
ı∗
//
π∗

CHp(Y |U ) //
πU∗

0
CHp−n−m(W )
j∗
// CHp−n(X)
i∗
// CHp−n(U) // 0
(1)
where m denotes the codimension ofW in X ; the rows are exact by Proposition
1.8 in [5], the left square commute by the functoriality of the push-forward and
the right square commute by Proposition 1.7 in [5].
Using this diagram define elements Tp,i ∈ CHp(Y ) such that ı∗Tp,i = η∗τp,i.
We have the following Theorem.
Theorem 2.1. (Duality Theorem). Let π : Y → X be a fibration with fibre Z
satisfying the Chow pairing conditions. Then for any p, q satisfying p + q ≤ n
and any α ∈ CH∗(X) we have:
π∗(π
∗(α) ∩ Tp,i ∩ Tq,j) =
{
α if (q, j) = (n− p, i)
0 otherwise
Proof. By the projection formula
π∗(π
∗(α) ∩ Tp,i ∩ Tq,j) = α ∩ π∗(Tp,i ∩ Tq,j),
so it will be enough to calculate π∗(Tp,i ∩ Tq,j). Observe that
π∗(Tp,i ∩ Tq,j) ∈ CH
p+q−n(X),
and therefore π∗(Tp,i ∩ Tq,j) = 0 if p + q < n. From now on we will suppose
q = n− p. In this case, by looking at (1) we see that CH0(X) ∼= CH0(U).
Since the right square in (1) commutes then
i∗π∗(Tp,i ∩ Tq,j) = πU∗ı
∗(Tp,i ∩ Tq,j) .
But then
ı∗(Tp,i ∩ Tq,j) = ı
∗(Tp,i) ∩ ı
∗(Tq,j) = η
∗(τp,i) ∩ η
∗(τq,j) = η
∗(τp,i ∩ τq,j) .
Now, if j = i then τp,i ∩ τq,j = e and then
ı∗(Tp,i ∩ Tq,j) = η
∗(e) = 1U × e,
where e is the class of a point in Z and therefore we have
i∗π∗(Tp,i ∩ Tq,j) = πU∗(1U × e) = 1U .
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So, being i∗ injective for CH0(X), we have π∗(Tp,i∩Tq,j) = 1X if j = i, and
therefore in this case
π∗(π
∗(α) ∩ Tp,i ∩ Tq,j) = α .
Now suppose j 6= i, so we have τp,i ∩ τq,j = 0 and then
ı∗(Tp,i ∩ Tq,j) = η
∗(0) = 0,
consequently,
i∗π∗(Tp,i ∩ Tq,j) = πU∗ı
∗(Tp,i ∩ Tq,j) = 0
and since i∗ is injective for CH0(X)
π∗(Tp,i ∩ Tq,j) = 0
from which we conclude
π∗(π
∗(α) ∩ Tp,i ∩ Tq,j) = 0
for j 6= i. 
Convention. Since any element αi,j ⊗ ni,jτi,j ∈ CH
p−i(X)⊗ Zτi,j can be
rewritten as
αi,j ⊗ ni,jτi,j = ni,jαi,j ⊗ τi,j = βi,j ⊗ τi,j ,
from now on we will simply denote such an element as αi,j ⊗ τi,j . 
As a consequence of the Duality Theorem we have the following.
Corollary 2.2. Let π : Y → X be a locally trivial fibration as before. Then
ϕ :
p⊕
i=0
mi⊕
j=1
(
CHp−i(X)⊗ Zτi,j
)
→ CHp(Y )
(αi,j ⊗ τi,j)i,j 7→
p∑
i=0
mi∑
j=1
π∗(αi,j) ∩ Ti,j
is injective.
Proof. Let (αi,j ⊗ τi,j)i,j ∈ kerϕ, so it satisfies the equation∑
π∗(αi,j) ∩ Ti,j = 0.
Suppose we have (αi,j ⊗ τi,j)i,j 6= 0 and let (k, l) be the (lexicographically)
greatest index such that αk,l ⊗ τk,l 6= 0. Multiplying the last equality by Tn−k,l
and then applying π∗ we obtain
0 = π∗

∑
i,j
π∗(αi,j) ∩ Ti,j ∩ Tn−k,l

 =∑
i,j
π∗(π
∗(αi,j) ∩ Ti,j ∩ Tn−k,l) = αk,l
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which is absurd. Therefore kerϕ = 0 and ϕ is injective. 
Is worth noticing that the group:
p⊕
i=0
mi⊕
j=1
(
CHp−i(X)⊗ Zτi,j
)
is isomorphic to the p-graded part of the graded ring CH∗(X) ⊗ CH∗(Z). In
this way, Corollary 2.2 can be restated as follows.
Corollary 2.3. Let π : Y → X be a fibration as in Corollary 2.2. Then
CH∗(X)⊗ CH∗(Z) is a CH∗(X)-submodule of CH∗(Y ). 
Now we center our attention on deciding when the morphism defined in
Corollary 2.2 is surjective. In order to answer this question we require the
following.
Lemma 2.4. If Z has a Chow stratification, then for any variety X we have
CH∗(X × Z) ∼= CH∗(X)⊗ CH∗(Z).
Proof. Notice that, in this case, the morphism from Corollary 2.2 can be written
as
ϕ :
p⊕
i=0
CHp−i(X)⊗ CHi(Z) → CHp(X × Z)
(αi ⊗ βi)i 7→
p∑
i=0
π∗X(αi) ∩ π
∗
Z(βi)
where πX , πZ are the projections from X × Z to X and Z respectively, and
therefore this morphism is injective. Moreover we have the equality∑
i
π∗X(αi) ∩ π
∗
Z(βi) =
∑
i
αi × βi .
So, by comparing with Example 1.10.2 from [5, p. 25] we obtain the surjectivity.

To conclude this Section, we provide the following Theorem.
Theorem 2.5. Let π : Y → X be a locally trivial fibration with π being a
proper morphism and with fibres isomorphic to a fixed variety Z having a Chow
stratification. Then we have a CH∗(X)-modules isomorphism
CH∗(Y ) ∼= CH∗(X)⊗ CH∗(Z). 
Proof. At this point we only have to show that the morphism defined in
Corollary 2.2 is surjective. In order to do this, we proceed by induction on the
dimension of the base space X .
For dimX = 0 the result is trivial.
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Now, suppose dimX > 0, let U ⊂ X be an open set such that Y becomes
trivial on U , and set W = X \ U , m = codimX(W ). We have a diagram
p−m⊕
i=0
mi⊕
j=1
CHp−m−i(W )⊗ Zτi,j
g′
//
h′

CHp−m(Y |W ) //
f ′

0
p⊕
i=0
mi⊕
j=1
CHp−i(X)⊗ Zτi,j
ϕ
//
h

CHp(Y )
f
p⊕
i=0
CHp−i(U)⊗ CHi(Z)
g
//

CHp(U × Z)

// 0
0 0
(2)
where the first row is exact by induction hypothesis since dimW < dimX , the
last row is given by Lemma 2.4 and the left column is obtained factor by factor
by tensorizing the corresponding exact sequences obtained from Proposition 1.8
in [5].
Pick an element β ∈ CHp(Y ) and set α1 := f(β). Define elements α2, α3
satisfying g(α2) = α1 and h(α3) = α2. Then
f(ϕ(α3)) = g(h(α3)) = g(α2) = α1 = f(β)
and therefore β − ϕ(α3) ∈ Ker f = Im f ′, so we can write β − ϕ(α3) = f ′(α4)
for some α4. Finally define α5 as an element satisfying that g
′(α5) = α4. Then
ϕ(α3 + h
′(α5)) = ϕ(α3) + f
′(g′(α5)) = β
and we have that ϕ is surjective. 
3 Defining the projectors.
Along this section we will be using notations and conventions established by
Manin in [9]. In this section we define pairwise orthogonal projectors for a
locally trivial fibration as the one described in Section 2. In order to do this,
we follow the ideas given by Manin in [9] to calculate the Chow motive of a
projective bundle associated to a given vector bundle, and Ko¨ck in [8] which
generalized the construction of Manin to grassmannian bundles.
We will define correspondences pi,j ∈ HomCV (k)(Y, Y ) using the isomor-
phism described in Corollary 2.2. In order to do this consider the auxiliary
sets
Wi,j = {(i, l)|j < l ≤ mi} ∪ {(k, l)|k > i, 1 ≤ l ≤ mk},
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and define the correspondences pi,j by a downward induction, starting with
pn,mn = cTn,mn ◦ c(π) ◦ c(π)
t ◦ cT0,mn
and in the general case by writing
pi,j = cTi,j ◦ c(π) ◦ c(π)
t ◦ cTn−i,j ◦

∆Y − ∑
(k,l)∈Wi,j
pk,l

 . (3)
The following Lemma will be used to prove some properties satisfied by the
correspondences just defined.
Lemma 3.1. (pi,j)e
(
p∑
r=0
mr∑
s=1
π∗(αr,s) ∩ Tr,s
)
=
{
π∗(αi,j) ∩ Ti,j if i ≤ p
0 if i > p .
Proof. We will use a downward induction. First, observe that
(pn,mn)e
(
p∑
r=0
mr∑
s=1
π∗(αr,s) ∩ Tr,s
)
= mTn,mn
(
π∗
(
π∗
(
p∑
r=0
mr∑
s=1
π∗(αr,s) ∩ Tr,s ∩ T0,mn
)))
=
p∑
r=0
mr∑
s=1
mTn,mn (π
∗ (π∗ (π
∗(αr,s) ∩ Tr,s ∩ T0,mn)))
Now, by using Theorem 2.1, last expression becomes
mTn,mn (π
∗(αn,mn)) = π
∗(αn,mn) ∩ Tn,mn ,
so we have verified the Lemma in this case.
Now, in order to clarify the general case, consider the sets
Mi,j := {(k, l) | k < i} ∪ {(i, l) | l ≤ j}.
Then, by applying the induction hypothesis:
(∆Y )e − ∑
(k,l)∈Wi,j
(pk,l)e


(
p∑
r=0
mr∑
s=1
π∗(αr,s) ∩ Tr,s
)
=
p∑
r=0
mr∑
s=1
π∗(αr,s) ∩ Tr,s −
∑
(k,l)∈Wi,j
π∗(αk,l) ∩ Tk,l
=
∑
(r,s)∈Mi,j
π∗(αr,s) ∩ Tr,s
and so
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(pi,j)e
(
p∑
r=0
mr∑
s=1
π∗(αr,s) ∩ Tr,s
)
= mTi,j

π∗

π∗

 ∑
(r,s)∈Mi,j
π∗(αr,s) ∩ Tr,s ∩ Tn−i,j






=
∑
(r,s)∈Mi,j
mTi,j (π
∗ (π∗ (π
∗(αr,s) ∩ Tr,s ∩ Tn−i,j))) .
If (r, s) ∈ Mi,j then r ≤ i, and therefore r + n − i ≤ n; then applying
Theorem 2.1 we obtain
π∗ (π
∗(αr,s) ∩ Tr,s ∩ Tn−i,j) =
{
αi,j if (r, s) = (i, j)
0 otherwise
In this way we can write
(pi,j)e
(
p∑
r=0
mr∑
s=1
π∗(αr,s) ∩ Tr,s
)
= mTi,j (π
∗(αi,j)) = π
∗(αi,j) ∩ Ti,j
as desired. 
We will need the following two lemmas, the proof of which can be found in
[9].
Lemma 3.2. For any morphism of varieties ϕ : X → Y , any T ∈ Obj(V (k))
and any element α ∈ CH∗(X) we have
a) c(ϕ)T = (idT × ϕ)∗,
b) c(ϕ)tT = (idT × ϕ)∗,
c) (cα)T = m1T×α. 
Lemma 3.3. Let D be a diagram of objects and morphisms from the category
CV (k). Furthermore, let I be
I =
r∑
i=1
aifi,
where ai ∈ Z and fi are some correspondences between the objects of the diagram
D. For T ∈ Obj(V (k)), let IT be
IT =
r∑
i=1
ai(fi)T .
Then I = 0 if and only if IT = 0 for all T ∈ Obj(V (k)). 
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An immediate consequence of Lemmas 3.2 and 3.3 is Manin’s Identity Prin-
ciple, which we state in what follows.
Suppose we have a diagram D of objects and morphisms of the category
V (k), and let J be
J =
r∑
i=1
aiFi,
where ai ∈ Z and every homomorphism Fi is a composition of a finite number
of homomorphisms of the form ϕ∗, ϕ∗, mα for α ∈ C(X), X ∈ Obj(D), ϕ ∈
Mor(D).
For any T ∈ Obj(V (k)) we denote by T ×J the identity obtained from J by
changing all the objects X by T ×X , all the morphisms ϕ by idT × ϕ and all
the morphisms mα by m1T×α.
In a similar way, denote by c(J) the identity obtained from J by changing all
the morphisms ϕ∗ by c(ϕ), all the morphisms ϕ∗ by c(ϕ)
t and all the morphisms
mα by cα.
Theorem 3.4. Manin’s Identity Principle ([9, p.450]). Let J be as before.
The following two assertions are equivalent.
a) T × J = 0 for all T ∈ Obj(V (k)).
b) c(J) = 0. 
The correspondences pi,j have the following properties.
Theorem 3.5. Let pi,j be the correspondences defined before. Then we have
the following:
1. The correspondences pi,j are of degree zero.
2.
∑
i,j
pi,j = ∆Y
3. pi,j ◦ pk,l = δ
(k,l)
(i,j)pi,j
Proof. The first affirmation is clear from the definition of the correspondences
pi,j . In order to prove the remaining assertions we will use Manin’s Identity
Principle.
We are going to make more precise what we are supposed to prove. Define
morphisms ρi,j : CH
∗(Y )→ CH∗(Y ) in a inductive way by:
ρi,j := mTi,j ◦ π
∗ ◦ π∗ ◦mTn−i,j ◦

idCH∗(Y ) − ∑
(k,l)∈Wi,j
ρk,l

 ,
and for a variety T , denote by ρTi,j the morphism:
ρTi,j := m1T×Ti,j◦(idT×π)
∗◦(idT×π)∗◦m1T×Tn−i,j◦

idCH∗(T×Y ) − ∑
(k,l)∈Wi,j
ρTk,l


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Manin’s Identity Principle asserts that identities 2 and 3 of this Theorem
hold if and only if the identities∑
i,j
ρTi,j = idCH∗(T×Y ) (4)
and
ρTi,j ◦ ρ
T
k,l = δ
(k,l)
(i,j)ρ
T
i,j (5)
hold for every variety T .
Now if
pTi,j = c1T×Ti,j ◦ c(idT × π) ◦ c(idT × π)
t ◦ c1T×Tn−i,j ◦

∆T×Y − ∑
(k,l)∈Wi,j
pTk,l


then (pTi,j)e = ρ
T
i,j and we can rewrite (4) and (5) as∑
i,j
(pTi,j)e = (∆T×Y )e ,
(pTi,j)e ◦ (p
T
k,l)e = δ
(k,l)
(i,j) (p
T
i,j)e
(6)
Now, by Lemma 3.1
n∑
i=0
mi∑
j=1
(pi,j)e
(
p∑
r=0
mr∑
s=1
π∗(αr,s) ∩ Tr,s
)
=
p∑
i=0
mi∑
j=1
π∗(αi,j) ∩ Ti,j
so we have that
∑
i,j
(pi,j)e|CHp(Y ) = idCHp(Y ), and therefore
∑
i,j
(pi,j)e = idCH∗(Y ) = (∆Y )e . (7)
On the other hand,
(pi,j)e ◦ (pk,l)e
(
p∑
r=0
mr∑
s=1
π∗(αr,s) ∩ Tr,s
)
= (pi,j)e (π
∗(αk,l) ∩ Tk,l)
but
(pi,j)e (π
∗(αk,l) ∩ Tk,l) =
{
π∗(αi,j) ∩ Ti,j if (i, j) = (k, l)
0 if (i, j) 6= (k, l)
therefore
(pi,j)e ◦ (pk,l)e = δ
(k,l)
(i,j) (pi,j)e . (8)
But both (7) and (8) are true for a locally trivial fibration π : Y → X
satisfying the hypothesis of Theorem 2.5, and the locally trivial fibration
idT × π : T × Y → T ×X
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satisfy such hypothesis, provided we can show that the elements 1T ×Ti,j gener-
ate the Chow ring CH∗(T ×Y ) as a CH∗(T ×X)-module. But this follows from
the definition of the mentioned generators if we do suitable changes to diagram
(1). Therefore, identities (6) also hold. 
Now we will establish some Lemmas needed to prove Theorem 1.1. From
now on, each time we say we have an isomorphism of motives, we are refering
to the fact that we have an isomorphism between the additive structures of
the motives involved. We start by calculating some factors appearing in the
decomposition that we will give later for the motive h(Y ).
Lemma 3.6. Let π : Y → X and π′ : Y ′ → X be two locally trivial fibrations
satisfying the hypothesis of Theorem 2.5. Then we have an isomorphism of
motives
h(Y ) ∼= h(Y ′).
Proof. Denote by Ti,j (resp. T
′
i,j) the generators of CH
∗(Y ) (resp. CH∗(Y ′))
as a CH∗(X)-module.
Theorem 3.5 lets us conclude that
h(Y ) = (Y,∆Y ) =

Y,∑
i,j
pi,j

 ∼=⊕
i,j
(Y, pi,j)
and
h(Y ′) ∼=
⊕
i,j
(Y ′, p′i,j),
where pi,j , p
′
i,j are defined as in (3), so it will be enough to show that the factors
appearing in these decompositions are isomorphic.
In order to do this, define morphisms of motives
hi,j ∈ HomMRat(k)((Y, pi,j), (Y
′, p′i,j))
by the formula:
hi,j := cT ′i,j ◦ c(π
′) ◦ c(π)t ◦ cTn−i,j ◦

∆Y − ∑
(k,l)∈Wi,j
pk,l

 ;
analogously define the morphisms h′i,j ∈ HomMRat(k)((Y
′, p′i,j), (Y, pi,j)) by:
h′i,j := cTi,j ◦ c(π) ◦ c(π
′)t ◦ cT ′n−i,j ◦

∆Y ′ − ∑
(k,l)∈Wi,j
p′k,l

 .
At this point we would have to show the commutativity of the diagrams
Y
pi,j

hi,j
// Y ′
p′i,j

Y ′
p′i,j

h′i,j
// Y
pi,j

Y
hi,j
// Y ′ Y ′
h′i,j
// Y
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but this follows by Manin’s Identity Principle since we have both
(hi,j)e
(
p∑
r=0
mr∑
s=1
π∗(αr,s) ∩ Tr,s
)
= π′∗(αi,j) ∩ T
′
i,j
and a similar equation holding for (h′i,j)e.
By following this procedure we can also obtain the identities
h′i,j ◦ hi,j = ∆Y mod pi,j , hi,j ◦ h
′
i,j = ∆Y ′ mod p
′
i,j
which expose both hi,j and h
′
i,j as the desired isomorphisms. 
Lemma 3.7. Let π : Y → X be a locally trivial fibration satisfying the hypoth-
esis of Theorem 2.5. Then we have an isomorphism of motives
(Y, pi,j) ∼= h(X)⊗ (Z, pi,j,Z),
where the projectors pi,j,Z ∈ HomMRat(k)(Z,Z) are defined by the formula
pi,j,Z := τn−i,j × τi,j .
Proof. By Lemma 3.6 we have that
(Y, pi,j) ∼= (X × Z, qi,j)
where the projectors qi,j are the ones defined for the trivial fibration
X × Z
ρ
// X
by using the formula (3).
We will show that
(X × Z, qi,j) = (X × Z,∆X ⊗ pi,j,Z)
We start by observing that the collection of correspondences pi,j,Z are, in
fact, projectors in the category of motives. Clearly, the correspondences pi,j,Z
have degree zero. Now,
pi,j,Z ◦ pk,l,Z = π13∗ (π
∗
12(τn−i,j × τi,j) ∩ π
∗
23(τn−k,l × τk,l))
= π13∗(τn−i,j × (τi,j ∩ τn−k,l)× τk,l) .
Suppose τi,j ∩ τn−k,l 6= 0. Then
π13(τn−i,j × (τi,j ∩ τn−k,l)× τk,l) = τn−i,j × τk,l .
Since
dim(τn−i,j × (τi,j ∩ τn−k,l)× τk,l) = n,
dim(τn−i,j × τk,l) = n+ i− k
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we see that they have the same dimension if and only if k = i. Therefore
π13∗(τn−i,j × (τi,j ∩ τn−k,l)× τk,l) =
{
τn−i,j × τi,l if k = i
0 if k 6= i
but since we are assuming τi,j ∩ τn−i,l 6= 0, we have that l = j, so
π13∗(τn−i,j × (τi,j ∩ τn−k,l)× τk,l) = δ
(k,l)
(i,j) τn−i,j × τi,j
and therefore
pi,j,Z ◦ pk,l,Z = δ
(k,l)
(i,j)pi,j,Z .
Now consider the case when τi,j ∩ τn−k,l = 0. Then (i, j) 6= (k, l), otherwise
we would have τi,j ∩ τn−k,l = e; therefore δ
(k,l)
(i,j) = 0. Another consequence of
τi,j ∩ τn−k,l = 0 is that, by Proposition 1.10 in [5, p. 24] we have that
τn−i,j × (τi,j ∩ τn−k,l)× τk,l = 0.
So in this case we also have the equality
pi,j,Z ◦ pk,l,Z = δ
(k,l)
(i,j)pi,j,Z .
Therefore the correspondences pi,j,Z define mutually orthogonal projectors
on Z. Now we proceed to verify that the projectors qi,j and ∆X⊗pi,j,Z coincide.
By Lemma 3.1 we have that
(qi,j)e
(
p∑
r=0
mr∑
s=1
ρ∗(αr,s) ∩ 1X × τr,s
)
= ρ∗(αi,j) ∩ 1X × τi,j .
On the other hand
(∆X ⊗ pi,j,Z)e(ρ
∗(αr,s) ∩ 1X × τr,s) = (pi,j,Z)X(ρ
∗(αr,s) ∩ 1X × τr,s)
= pi,j,Z ◦ (ρ
∗(αr,s) ∩ 1X × τr,s)
= p13∗(αr,s × (τr,s ∩ τn−i,j)× τi,j)
=
{
αi,j × τi,j if (r, s) = (i, j)
0 if (r, s) 6= (i, j)
= δ
(k,l)
(i,j)ρ
∗(αi,j) ∩ 1X × τi,j .
Therefore
(∆X ⊗ pi,j,Z)e
(
p∑
r=0
mr∑
s=1
ρ∗(αr,s) ∩ 1X × τr,s
)
= ρ∗(αi,j) ∩ 1X × τi,j .
At this point we have proved the equality
(qi,j)e = (∆X ⊗ pi,j,Z)e
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and by applying Manin’s Identity Principle we obtain
qi,j = ∆X ⊗ pi,j,Z .
We conclude the proof of this Lemma by noticing that
(Y, pi,j) ∼= (X × Z, qi,j) = (X × Z,∆X ⊗ pi,j,Z) ∼= (X,∆X)⊗ (Z, pi,j,Z)
as desired. 
Lemma 3.8. Under the hypothesis of Lemma 3.7 we have that
h(Z) ∼=
⊕
i,j
(Z, pi,j,Z)
Proof. We have already shown that the correspondences pi,j,Z induce mutually
orthogonal projectors. So, our proof will be finished if we can show that∑
i,j
pi,j,Z = ∆Z .
The elements of CH∗(Z) can be written as
n∑
r=0
mr∑
s=1
nr,sτr,s
for some nr,s ∈ Z. Observe that
(pi,j,Z)e
(
n∑
r=0
mr∑
s=1
nr,sτr,s
)
= pi,j,Z ◦
(
n∑
r=0
mr∑
s=1
nr,sτr,s
)
=
n∑
r=0
mr∑
s=1
nr,spi,j,Z ◦ τr,s
besides
pi,j,Z ◦ τr,s = p2∗((τn−i,j × τi,j) ∩ (τr,s × 1Z))
= p2∗((τn−i,j ∩ τr,s)× τi,j)
=
{
τi,j if (r, s) = (i, j)
0 if (r, s) 6= (i, j)
= δ
(r,s)
(i,j) τi,j
in this way we obtain that
(pi,j,Z)e
(
n∑
r=0
mr∑
s=1
nsτr,s
)
= ni,jτi,j
and therefore ∑
i,j
(pi,j,Z)e = idCH∗(Z) = (∆Z)e
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and by using Manin’s Identity Principle we obtain the desired result. 
Now we have at our disposal all the tools needed to prove Theorem 1.1.
Proof of Theorem 1.1 We have that
h(Y ) = (Y,∆Y ) ∼=
⊕
i,j
(Y, pi,j)
∼=
⊕
i,j
(h(X)⊗ (Z, pi,j,Z))
∼= h(X)⊗

⊕
i,j
(Z, pi,j,Z)


∼= h(X)⊗ h(Z).

4 Murre’s conjectures.
We begin this section by recalling some definitions.
Definition Let X be an smooth d dimensional projective variety over a field k.
We say that X has a Chow-Ku¨nneth decomposition if we can find cycle classes
π0(X), . . . , π2d(X) ∈ CH
d(X ×X,Q)
such that
a) πi(X) ◦ πj(X) = δi,jπi(X).
b) ∆X =
2d∑
i=0
πi(X).
c) (over k¯) πi modulo (co)homological equivalence (for example, in e´tale coho-
mology) is the usual Ku¨nneth component ∆X(2d− i, i).
If we define hi(X) := (X, πi(X)), then we will say that
h(X) =
2d⊕
i=0
hi(X)
(or equivalently, the collection π0(X), . . . , π2d(X)) is a Chow-Ku¨nneth (CK)
decomposition for X .
Some examples of varieties having a CK decomposition are curves [7], sur-
faces [10], products of curves and surfaces [12], abelian varieties [13] and uniruled
complex 3-folds [2]. The following conjectures (among others) were proposed
by Murre in [11], and they are related to a conjectural filtration on the Chow
groups of an algebraic variety.
Murre’s conjectures.
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A) Every smooth projective d dimensional variety X has a Chow-Ku¨nneth
decomposition:
h(X) ∼=
2d⊕
i=0
(X, πi(X))
B) For each j, π0(X), . . . , πj−1(X), π2j+1(X), . . . , π2d(X) act as zero on CH
j(X,Q).
In order to say something about the conjectures in case of the fibrations
studied in this work, we need to establish some identities, the proof is straight-
forward.
Lemma 4.1. Let X,Y, Z ∈ Obj(V (k)), α ∈ CH∗(Y ), ϕ ∈ CH∗(X × Y ),
ψ ∈ CH∗(Y × Z), τ ∈ CH∗(X × Z). Let f : X → Y and g : Y → Z be
morphisms in V (k). Then we have the following identities.
1. cα ◦ ϕ = (1X × α) · ϕ,
2. ψ ◦ cα = (α× 1X) · ψ,
3. c(f) ◦ ϕ = (idX × f)∗(ϕ),
4. c(g)t ◦ ϕ = (idX × g)∗(ϕ),
5. τ ◦ c(f) = (f × idZ)∗(τ),
6. ψ ◦ c(f)t = (f × idZ)∗(ψ). 
In particular, we can rewrite some parts of the correspondences pi,j given in
the last section, namely
cTi,j ◦ c(π) ◦ c(π)
t ◦ cTn−i,j = (π × π)
∗(∆X) · (Tn−i,j × Ti,j) .
From this new expression we see that, provided we have a CK decomposition
for the base space of the fibration as
∆X =
2 dim(X)∑
i=0
πi(X) ,
then a CK decomposition for the fibration Y must involve correspondences with
terms of the form
(π × π)∗(πr(X)) · (Tn−i,j × Ti,j) = cTi,j ◦ c(π) ◦ πr(X) ◦ c(π)
t ◦ cTn−i,j .
That will be the case, as we will see in the proof of Theorem 1.2.
Proof of Theorem 1.2. Let π0(X), · · · , π2d(X) be a CK decomposition
for X , where d is the dimension of X . For a cycle ϕ ∈ CH∗(X ×X), define a
cycle pj(ϕ) ∈ CH∗(Y × Y ) as (here n = dim(Z))
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pj(ϕ) =
mj/2∑
λ=1
cTj/2,λ ◦ c(π) ◦ ϕ ◦ c(π)
t ◦ cTn−j/2,λ ◦

∆Y − ∑
(k,l)∈Wj/2,λ
pk,l


for j even and pj(ϕ) = 0 for j odd.
Since
cTj/2,λ ◦ c(π) ◦ ϕ ◦ c(π)
t ◦ cTn−j/2,λ = (π × π)
∗(ϕ) · (Tn−j/2,λ × Tj/2,λ) ,
it follows that pj(·) is additive.
Now, for each integer k between 0 and 2 dim(Y ) define the set
Ik := {(i, j) | 0 ≤ i ≤ 2d, 0 ≤ j ≤ 2n, i+ j = k}
and the correspondence
πk(Y ) :=
∑
(i,j)∈Ik
pj(πi(X)).
We will show that π0(Y ), . . . , π2 dim(Y )(Y ) give a CK decomposition for Y
and satisfy the conjecture B) established before.
Clearly πk(Y ) is a correspondence of degree zero. Besides, since Ik ∩ Ik′ = ∅
for k 6= k′ and
2 dim(Y )⋃
k=0
Ik = {0, 1, . . . , 2d} × {0, 1, . . . , 2n}
it follows that
2 dim(Y )∑
k=0
πk(Y ) =
2 dim(Y )∑
k=0
∑
(i,j)∈Ik
pj(πi(X))
=
2d∑
i=0
2n∑
j=0
pj(πi(X))
=
2n∑
j=0
pj
(
2d∑
i=0
πi(X)
)
=
n∑
j=0
mj∑
λ=0
pj,λ = ∆Y .
Now, we will verify that we have the identities
πk(Y ) ◦ πk′ (Y ) = δk,k′πk(Y ) .
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By Lemma 3.3, we have to show that for any variety T ∈ Obj(V (k)),
πk(Y )T ◦ πk′ (Y )T = δk,k′πk(Y )T .
As we observed in the proof of Theorem 2.1, idT × π : T × Y → T × X
is a locally trivial fibration with fibres isomorphic to Z and having a Chow
stratification, the generators of CH∗(T × Y ) as CH∗(T ×X)-module being the
elements 1T × Ti,j . Therefore, by Theorem 2.5 any element β ∈ CHp(T × Y )
can be written as
β =
p∑
r=0
mr∑
s=1
(idT × π)
∗(αr,s) ∩ (1T × Tr,s) ,
for some αr,s ∈ CHp−r(T ×X).
By Lemma 3.2, each non zero summand of pj(πi(X))T is of the form
m1T×Tj/2,λ◦(idT×π)
∗◦πi(X)T ◦(idT×π)∗◦m1T×Tn−j/2,λ◦

idT×Y − ∑
(k,l)∈Wj/2,λ
(pk,l)T


and by doing similar calculations to the ones given in the proof of Lemma 3.1 ,
we obtain
(idT × π)∗ ◦m1T×Tn−j/2,λ ◦

idT×Y − ∑
(k,l)∈Wj/2,λ
(pk,l)T



 (β) = αj/2,λ ;
in consequence
pj(πi(X))T (β) =
mj/2∑
λ=1
(idT × π)
∗(πi(X)T (αj/2,λ)) ∩ (1T × Tj/2,λ) ;
observe that in this last expression, by applying pj(πi(X))T to an element, the
result only involve terms in which the generator is of the form 1T × Tj/2,λ.
Therefore, should we apply pj′(πi′(X))T to pj(πi(X))T (β) for j
′ 6= j (and no
matter what value of i′ we choose) we would obtain zero. On the other hand, if
j = j′ then
pj(πi′ (X))T (pj(πi(X))T (β)) =
mj/2∑
λ=1
(idT×π)
∗((πi′ (X)◦πi(X))T (αj/2,λ))∩(1T×Tj/2,λ) ;
but we have that πi′ (X) ◦ πi(X) = δi′,iπi(X), so it follows that
pj(πi′ (X))T (pj(πi(X))T (β)) = δi′,ipj(πi(X))T (β) .
To summarize, we have that
pj′(πi′(X))T (pj(πi(X))T (β)) = δ
(i′,j′)
(i,j) pj(πi(X))T (β) .
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Now, when k 6= k′, Ik ∩ Ik′ = ∅, and therefore δ
(i′,j′)
(i,j) = 0 for any (i, j) ∈ Ik
and any (i′, j′) ∈ Ik′ . Therefore, for k 6= k′
πk′ (Y )T ◦ πk(Y )T (β) = 0 .
In a similar fashion, πk(Y )T ◦ πk(Y )T (β) = πk(Y )T (β). Therefore the pro-
jectors
π0(Y ), . . . , π2 dim(Y )(Y )
provide a CK decomposition for Y .
Now we will prove the statement about the action. Recall the action of
πk(Y ) on CH
j(Y ) is given by the values of πk(Y )e, where e = Spec(k). We
have to show that, for a given value of p,
π0(Y )e(β) = · · · = πp−1(Y )e(β) = π2p+1(Y )e(β) = · · · = π2 dim(Y )(Y )e(β) = 0
for any β ∈ CHp(Y ).
As before, β can be written as
p∑
r=0
mr∑
s=1
π∗(αr,s) ∩ Tr,s
for some αr,s ∈ CHp−r(X).
From the calculations done before we see that
πk(Y )e(β) =
∑
(i,j)∈Ik
j even
mj/2∑
λ=1
π∗(πi(X)e(αj/2,λ)) ∩ Tj/2,λ ,
and we have to consider two cases.
Suppose 0 ≤ k ≤ p− 1. Then for (i, j) ∈ Ik we have
0 ≤ 2i+ j ≤ 2i+ 2j ≤ 2(p− 1)
and therefore
0 ≤ i ≤ p−
j
2
− 1 . (9)
But αj/2,λ ∈ CH
p− j
2 (X) and πi(X) acts as zero there because of (9) and the
hypothesis on πi(X). In this way we have that πk(Y )e(β) = 0 for 0 ≤ k ≤ p−1.
Now, suppose 2p+ 1 ≤ k ≤ 2 dim(Y ). For (i, j) ∈ Ik,
2p+ 1 ≤ k = i + j ; i ≤ 2 dim(X) .
Putting together these two inequalities we obtain 2(p − j/2) + 1 ≤ i ≤
2 dim(X) and again, by the hypothesis on πi(X), it acts as zero on CH
p−j/2(X).
Therefore πk(Y )e(β) = 0 for 2p+ 1 ≤ k ≤ 2 dim(Y ). 
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