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Abstract
A continuous stochastic logic with a μ-operator μCSL is defined, and an interpretation through stochastic relations is proposed.
We investigate morphisms for models of μCSL, showing that the associated congruences can be used for an investigation of
bisimilarity. The Hennessy–Milner equivalence for μCSL is discussed, and it is shown that models are equivalent iff they are
bisimilar, using a general criterion for bisimilarity from the theory of stochastic relations.
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1. Introduction
Continuous stochastic logic models systems that operate in continuous time: The time during which a system
remains in a state before a state transition occurs is explicitly taken into account. Usually reactive real time systems are
modelled in this way, hence systems the termination of which is not assumed (probably not even desired). Accordingly,
the models take two kinds of behavior into account: local behavior, that is described through the states of the system,
and long range behavior, that is modelled through infinite paths. They describe states and their residence times. Thus
a logic for modelling such systems works on two levels: it describes the behavior on the level of states through state
formulas, and the behavior on the level of infinite paths capturing the long term behavior; there is usually some kind
of bridge between state formulas and path formulas because the behavior along infinite paths is in part asymptotic
local behavior, when the time horizon grows infinitely.
This leads to continuous time logic as proposed e.g. in [1]. The present paper incorporates the μ-operator into
the logic, hence making it possible to describe recursive structures [5,20]. In addition, the logic μCSL has path
quantification (replacing the usual quantifiers by their probabilistic counterparts), it has a steady state operator for
modelling asymptotically stable behavior, and it commands the usual arsenal, a next operator and an until operator.
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and for a state transition. This relation is extended to infinite paths in a rather canonical fashion.
In modal logics Kripke models K and K′ that display similar behavior are of interest. This is to mean that each
world in K has the same theory as another world in K′, and vice versa; the Hennessy–Milner Theorem then states
that—under the mild condition of image finiteness—this property is equivalent to the models being bisimilar. Here
bisimilarity is a relation B between the worlds of K and K′ which says roughly that, whenever wBw′, and w makes
a move to v, then w′ may make a move to a world v′ such that vBv′, and vice versa, see [2, Chapter 2.2]. In the
presence of an endofunctor describing the dynamics of a coalgebra, bisimilarity may be described through the span of
morphisms, as e.g. Rutten [22] demonstrates, putting the argumentation of [15] into a coalgebraic perspective. For sto-
chastic systems, Desharnais, Edalat and Panangaden [6] propose to model bisimilarity through a span of morphisms for
Markov transition systems. This proposal has been investigated for stochastic relations in [11,13]; these papers leave
the coalgebraic context (which has morphisms of the type s → F(s), thus the morphism’s codomain is the image of
the morphisms’s domain under functor F) and discuss a heterogeneous type s →S(t) of morphisms, S being the sub-
probability functor. In this context bisimilarity and the Hennessy–Milner equivalence can also be established: [6] show
that two Kripke models for a very simple negation free modal logic are bisimilar iff they are Hennessy–Milner equiva-
lent. This is generalized to general modal logics in [13] under more accessible probabilistic assumptions. The present
paper shows that the Hennessy–Milner equivalence is also valid for the continuous stochastic logic with μ-operator.
Organization. We interpret μCSL over Polish spaces, because these spaces permit setting up an adequate prob-
abilistic structure (these spaces include Euclidean spaces and the complex numbers as well as discrete finite or
countable spaces); some basic constructions have to be performed, among others we need to compute the projective
limit induced by a transition probability. This construction enables us to assign a probability to sets of infinite paths.
The construction is performed in Section 3, in this section models and their morphisms are also defined. Section 2
defines the logic, Section 4 defines an interpretation of the logic within the framework provided here, it is shown in par-
ticular that the sets of states and paths, for which a given formula is valid, are Borel sets, so that they lie in the domain
of the probabilities involved. In order to study the Hennessy–Milner equivalence adequately, congruences between sto-
chastic relations on infinite paths, that are induced by the models, are introduced and studied. This is done in Section 5,
where the relation of equivalences to each other that are induced by the logic are scrutinized. Here the tools developed
in the context of stochastic relations dealing with smooth equivalence relations and their invariant sets come in handy.
Section 6 defines both the Hennessy–Milner equivalence and bisimilarity and shows that two models are Hennessy–
Milner equivalent iff they are bisimilar, using a criterion for bisimilarity derived from equivalent congruences.
Related work. Continuous stochastic logic CSL (without the μ-operator and with a slightly different next operator)
has been defined and investigated with a view towards model checking in [1], bisimulations as equivalence relations
on states for a fragment of CSL are discussed in [7]. These investigations deal with a rate based stochastic approach;
it is shown in [10] for full CSL in a rather general probabilistic model how the equivalence of bisimulations and the
acceptance of certain sets of formulas can be dealt with using the theory of congruences for stochastic relations. It
should be noted, however, that bisimilarity in [7,10] is defined relative to a set of state formulas and does not involve
spans of morphisms. In [20] a probabilistic temporal logic with the μ-operator is given and investigated towards
different approaches to model checking; the probability theory employed there is basically a blend of continuous and
discrete approaches, and algebraic arguments are not used for investigating basic properties of that logic. Whereas
model checking is in the focus of the latter paper, we deal here with behavioral properties centering around the notion
of bisimulations. The general criterion for bisimilarity used here is derived from [13] which, due to its generality,
requires a somewhat elaborate framework.
2. The logic μCSL
We define recursively state formulas and path formulas for μCSL:
State formulas are defined through the syntax
φ ::=  | a | Z | ¬φ | φ ∧ φ′ | Sp(φ) | Pp(ψ)
Here a ∈ AP is an atomic proposition, Z ∈ SV is a state variable, ψ is a path formula,  is one of the
relational operators <, , >, , and p ∈ [0,1] is a rational number.
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ψ ::= P | ¬ψ | ψ ∧ψ ′ |X Iψ | φU I φ′ | μP.ψ
with P ∈ PV as a path variable, φ,φ′ as state formulas, I ⊆ R+ a closed interval of the real numbers with
rational bounds (including I = R+); these intervals will be called rational intervals. The operator μ describes
the smallest fixed point; it binds variables in the usual sense, we assume that the variable bound by it is in
the range of an even number of negations.
We denote the set of all state formulas and all path formulas by SF resp. PF. The sets AP, SV and PV are assumed
to be mutually disjoint and countable. A path σ is an alternating sequence of states and times, hence formally an
element of the set PATHS(S) := (S ×R+)∞. Path σ = 〈s0, t0, s1, t1, . . .〉 is written sometimes as s0 t0−→s1 t1−→ . . . with
the interpretation that ti is the (residence-) time spent in state si , σ [1 . . .] denotes s1 t1−→s2 t2−→ . . . . Given i ∈ N, denote
si by σ [i] as the (i + 1)st state of σ , and let δ(σ, i) := ti . Let for t ∈ R+ the index i be the smallest index k such that
t <
∑k
j=0 tj , and put σ@t := σ [i], if i is defined. Thus σ@t is the state path σ is in at time t .
The operator Sp(φ) gives the steady-state probability for φ to hold with the boundary condition p. Operator
P replaces quantification: the path-quantifier formula Pp(ψ) holds for a state s iff the probability of all paths
starting in s and satisfying ψ is specified by p. Thus ψ holds on all paths starting from s iff s satisfies P1(ψ).
The next-operator X Iψ is assumed to hold on path σ = 〈s0, t0, s1, t1, . . .〉 iff t0 ∈ I , and 〈s1, t1, . . .〉 satisfies ψ . The
until-operator φ1U I φ2 holds on path σ iff we can find a point in time t ∈ I such that the state σ@t which σ denotes
at time t satisfies φ2, and for all times t ′ before that, σ@t ′ satisfies φ1.
Note that the definition of σ@t differs slightly from the one employed by [1]: while that paper takes the smallest
index k with t 
∑k
i=0 ti , we take strict inequality in accordance with [7,10]. The technical reason is the observation
that for any time t we can find a rational time t ′ with σ@t = σ@t ′. It should also be noted that the next-operator here
operates on a path formula, whereas [1,7,10] assume it working on a state formula, in this way providing a bridge
between state formulas and path formulas. Viewing {σ ∈ PATHS(S) | σ starts at s} as a tree rooted at state s ∈ S (as in
[20]), the present version of the next-operator will permit moving in the tree from the root to an offspring. In addition
to providing an intuition of the dynamics, it has some technical advantages, as we will see during the discussion.
3. Towards an interpretation
We will provide a stochastic interpretation on μCSL and morphisms between interpretations. Since we need to deal
with infinite paths, some preparations are required that address mainly probabilistic issues like the existence and the
construction of projective limits. These limits are necessary for modelling the behavior of infinite paths adequately.
Since we will use tools from the theory of stochastic relations, we introduce these relations and define morphisms for
them. This then gives rise to define morphisms between models, once it is defined what a model looks like.
3.1. Stochastic relations
We assume that the state space S is Polish, hence a topological space with a countable dense subset for which a
complete metric exists. The Borel sets B(S) of S is the smallest σ -algebra that contains the open sets of S. We work in
a Polish space because these spaces have the necessary measure-theoretic properties (like the existence of projective
limits, on which much of the present constructions hinge, see Proposition 3.8), and because smooth equivalence
relations exhibit in these spaces helpful properties; smooth relations are the basic structure to model the Hennessy–
Milner property, see Definition 6.1. On the other hand, finite and countable spaces as well as Euclidean spaces or
the complex numbers are Polish in their natural topology, so this assumption is not too restrictive. Polish spaces are
closed under a number of properties, among them forming countable products. Thus PATHS(S) is a Polish space as
well, because it is the product of a countable number of copies of the Polish space S × R+. Structural properties of
Borel sets on Polish spaces are discussed in depth e.g. in [16,25].
The Borel sets B(PATHS(S)) is the smallest σ -algebra which contains all the cylinder sets{
n∏
(Bj × Ij )×
∏
(S × R+) | n ∈ N, I1, . . . , In rational intervals ,B1, . . . ,Bn ∈ B(S)
}
.j=1 j>n
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in S. It will be helpful to remember that the intersection of two cylinder sets is again a cylinder set.
We understand that a Polish space is usually equipped with its Borel sets as a σ -algebra and omit them from the
notation. We will, however, also have occasion to work with other σ -algebras on S, which then will be indicated
explicitly.
Let P(X,A) be the set of all probability measures on the measurable space (X,A); we associate with each Borel
measurable map f :X → Y between the measurable spaces (X,A) and (Y,B) a map P(f ) :P(X) → P(Y ) upon
setting
P(f )(m)(A) := m(f−1[A]).
Thus f transports not only elements of X but probabilities as well. An important property of this construction is the
Change of Variables Formula (which is folklore in measure theory):
(CVF)
∫
Y
g(y)P(f )(m)(dy) =
∫
X
g
(
f (x)
)
m(dx),
whenever g :Y → R is bounded and measurable; measurability of real functions is always understood as measurability
with respect to the Borel sets B(R). Suppose that g is the indicator function χB :y → (y ∈ B?1 : 0), then formula
(CVF) boils down to the defining formula for P(f ), since in this case∫
Y
χB(y)P(f )(m)(dy) =P(f )(m)(B)
= m(f−1[B])= ∫
X
χf−1[B](x)m(dx) =
∫
X
χB
(
f (x)
)
m(dx).
The set P(X,A) can be made a measurable space by introducing the weak-∗-σ -algebra A• as the smallest σ -algebra
on P(X,A) which makes all the evaluations m → m(A) measurable.
It will be required that residence times and state changes follow a probability law which are formulated through
stochastic relations.
Definition 3.1. Given measurable spaces (X,A) and (Y,B), a stochastic relation K : (X,A) (Y,B) is an A-B•-
measurable map K :X →P(Y,B).
This definition is certainly very technical and sometimes a little inconvenient to check, the reformulation given
below is easier to use:
Proposition 3.2. Let (X,A) and (Y,B) be measurable spaces. Then K : (X,A) (Y,B) is a stochastic relation iff
K :X ×B→ [0,1] is a map such that
(i) B → K(x)(B) is a probability measure on B for each x ∈ X,
(ii) x → K(x)(B) is a measurable function for each B ∈ B.
Stochastic relations are called Markov kernels or transition probabilities in probability theory [19,24]. We want to
stress here, however, the relational and algebraic nature that comes to mind e.g. in the interpretation of a logic.
Let K : (X,A) (Y,B) be a stochastic relation. We know in particular that a set of the form {x ∈ X | K(x)(B)p}
is a member of the σ -algebra A, whenever B ∈ B. Using this characterization, it is an easy exercise to establish the
following helpful property involving cuts (if C ⊆ X×Y is a subset of a Cartesian product, define for y ∈ Y the vertical
cut Cx of C at x as {y ∈ Y | 〈x, y〉 ∈ C}):
Lemma 3.3. Let K : (X,A) (Y,B) be a stochastic relation, and assume that C ∈A⊗ B is a product measurable
set. Then the map x → K(x)(Cx) is A-measurable.
E.-E. Doberkat / Journal of Applied Logic 5 (2007) 519–544 523Morphisms will be used for comparing interpretations; they will be based on morphisms for stochastic relations
[9,13], cp. [6].
Definition 3.4. Let K : (X,A) (Y,B) and K ′ : (X′,A′) (Y ′,B′) be stochastic relations. Then (θ, υ) :K → K ′ is
a morphism from K to K ′ iff
(1) θ :X → X′ is A-A′-measurable and onto,
(2) υ :Y → Y ′ is B-B′-measurable and onto,
(3) K ′ ◦ θ =P(υ) ◦K .
We require surjectivity for being able to trace back any elements in the codomain. Condition (3) may be spelled
out as
K ′
(
θ(x)
)
(W ′) = K(x)(υ−1[W ′])
for every x ∈ X and every measurable set W ′ ∈ B′. An equivalent formulation is that the diagram
X
θ
K
X′
K ′
P(Y,B)
P(υ)
P(Y ′,B′)
commutes. All these constructions may be undertaken in the uniform framework of a suitable category [9,13], making
for a more concise formulation. We refrain from a systematic algebraic interpretation here, however, and use this
notation only occasionally.
3.2. Models for μCSL and their morphisms
We are ready for the definition of models for μCSL and their morphisms.
Definition 3.5. M= (S,M,I,V ) is called a model for μCSL iff
(1) S is a Polish space, the state space of M,
(2) M :SR+ × S is a stochastic relation, the law of change of M,
(3) I = (Σ,Π) interprets the variables,
(a) Σ : SV → B(S) assigns each state variable a Borel set in S,
(b) Π : PV → B(Paths(S)) assigns each path variable a Borel set of paths,
(4) V : AP → B(S) maps each atomic proposition to a Borel set of states.
Thus a model says how residence times and state changes are to be handled: if s ∈ S is the present state, then
M(s)(I ×B) gives the probability that after t ∈ I time units a state change will happen, and that the new state will be
a member of Borel set B ⊆ S. Each models says how the variables are to be interpreted; this is written down through
the maps Σ and Π , and we say what sets the atomic propositions are taken from. Note that we assume in each case
that the sets under consideration are Borel. Otherwise we could not assign them any probability directly or indirectly;
hence this assumption is made for keeping the model within the realm of probabilistic reasoning.
Remark. The usual approach to interpreting continuous time Markov chains runs via a rate function [1] which is
adapted to the case of continuous state spaces through a transition measure [7]. Assume that R represents the rate,
then
(1) ∀s ∈ S: R(s) is a finite measure on S such that E(s) := R(s)(S) > 0 always holds,
(2) ∀B ∈ B(S): s → R(s)(B) is a measurable function S → R+.
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state that is a member of the Borel set D ⊆ S is given by R(s)(D). This transition rate is assumed to be finite. We
make also the assumption for the rate model that there is no blind state, so transitions are assumed to be possible from
all states, thus E(s) > 0 for all states s.
Put
K(s)(D) := R(s)(D)
E(s)
and set for the probability of making a transition from state s within t time units
L(s)
([0, t]) := 1 − e−E(s)·t ,
then
L(s)(F ) = 1
E(s)
·
∫
F
e−E(s)·t dt.
Finally make sure that residence times and state changes are stochastically independent upon setting M(s) := L(s)⊗
K(s). Thus M :SR+ × S is the law of change for the rate model.
Consequently, the approach discussed here includes a popular approach to model continuous time Markov chains,
but works in a more general scenario.
Let M= (S,M, (Σ,Π),V ) be a model. Given a state variable Z and a Borel set Q ∈ B(S), denote by M[Z\Q]
the model (S,M, (Σ ′,Π),V ) with Σ ′(Z) := Q, otherwise Σ ′ coincides with Σ . Similarly, the model M[P \U ] is
defined for the path variable P and the Borel set U ∈ B(PATHS(S)). Substituting values in this way may be iterated.
If M and N are models for μCSL we define morphisms Φ :M → N . They are based on a map Φ :S → S′
between state spaces, which is extended to a map Φ∞ : PATHS(S) → PATHS(S′) upon setting
Φ∞
(〈s0, t0, s1, t1, . . .〉) := 〈Φ(s0), t0,Φ(s1), t1, . . .〉,
thus we transform the states according to Φ but leave the residence times alone; define additionally idR+ ×Φ : 〈t, s〉 →
〈t,Φ(s)〉, and similarly, Φ × idR+ .
Definition 3.6. Let M= (S,M,I,V ) and N = (S′,N,I ′,V ′) be models for μCSL. Then Φ :M→N is called a
morphism from M to N iff
(1) Φ :S → S′ is a surjective and Borel measurable map between the state spaces,
(2) (Φ, idR+ ×Φ) :M → N is a morphism for the associated stochastic relations M and N ,
(3) Φ−1[Σ ′(Z)] = Σ(Z) for each state variable Z,
(4) Φ−1∞ [Π ′(P )] = Π(P ) for each path variable P ,
(5) Φ−1[V ′(a)] = V (a) for each atomic proposition a.
We require the map underlying a morphism to be onto since we want to be able to trace each state in S′ back
to a state in S, inheriting the corresponding property from the basic stochastic relations. Condition (2) says that this
diagram is commutative:
S
Φ
M
S′
N
P(R+ × S) P(idR+×Φ) P(R+ × S
′)
Thus we have in particular
N
(
Φ(s)
)
(I ×B) = M(s)(I ×Φ−1[B])
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tions of variables and atomic propositions. For example, condition (3) says that for a state s and a state variable Z we
have s ∈ Σ(Z) iff Φ(s) ∈ Σ ′(Z).
Morphisms are compatible with substitutions.
Lemma 3.7. Let Φ :M→N be a morphism for the models M and N , assume that S ′ is the state space for N . Then
Φ :M[Z\Φ−1[Q],P \Φ−1∞ [R]]→N [Z\Q,P \R]
is a morphism whenever Z is a state variable, P is a path variable, Q ∈ B(S′) and R ∈ B(PATHS(S′)) are Borel sets.
We want to capture paths with our probabilistic model as well. Let M :S  R+ × S be a stochastic relation.
Fix a state s ∈ S, and proceed inductively: Put M1(s) := M(s), and set in the inductive step for the Borel set D ⊆
(R+ × S)n+1
Mn+1(s)(D) :=
∫
(R+×S)n
M(sn)
({〈t, s〉 | 〈t0, s1, . . . , tn−1, sn, t, s〉 ∈ D})Mn(s)(d〈t0, s1, . . . , tn−1, sn〉)
=
∫
(R+×S)n
M
(
S(w)
)
(Dw)Mn(s)(dw),
where we have set S(t0, s1, . . . , tn−1, sn) := sn for simplifying the notation. Thus the argument to M(sn) = M(S(w))
is the set of all times and states 〈t, s〉 such that 〈w, t, s〉 = 〈t0, s1, . . . , tn−1, sn, t, s〉 is a member of D. Analyzing the
expression further, we see that at step n+1 the probability for the pair that consists of timing a transition and changing
a state is an element of {〈t, s〉 | 〈t0, s1, . . . , tn−1, sn, t, s〉 ∈ D} equals
M
(
S(w)
)
(Dw) = M(sn)
({〈t, s〉 | 〈t0, s1, . . . , tn−1, sn, t, s〉 ∈ D}),
provided the corresponding times and states that have been run through during steps 1, . . . , n are given by w =
〈t0, s1, . . . , tn−1, sn〉 which in turn is captured through Mn(s)(dw).
Standard arguments show that Mn :S  (R+ × S)n is a stochastic relation. For each state s ∈ S the sequence
(Mn(s))n∈N forms a consistent family in the following sense: for each Borel set B ⊆ (R+ × S)n the equality
Mn+1
(
B × (R+ × S)
)= Mn(s)(B)
holds. Consistency of this family has as a consequence that the measures can be extended to Borel sets of infinite
sequences [10] (which is based on [21, Theorem V.3.2]).
Proposition 3.8. There exists a unique stochastic relation M∞ :S (R+ × S)∞ such that
M∞(s)
(
B ×
∏
j>n
(R+ × S)
)
= Mn(s)(B)
for each Borel set B ∈ B((R+ × S)n) and each state s ∈ S. M∞ is called the projective limit of (Mn)n∈N.
The projective limit displays indeed limiting behavior: suppose B =∏n∈N Bn is an infinite measurable cube with
Bn ∈ B(R+ × S) as Borel sets. Because
B =
⋂
n∈N
( ∏
1jn
Bj ×
∏
j>n
(R+ × S)
)
,
is represented as the intersection of a monotonically decreasing sequence, we have for s ∈ S
M∞(s)(B) = lim
n→∞M∞(s)
( ∏
1jn
Bj ×
∏
j>n
(R+ × S)
)
= lim
n→∞Mn(s)
( ∏
1jn
Bj
)
.
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In this way a model based on the Polish state space S yields a stochastic relation S (R+ × S)∞ as a projective
limit. Without this limit it would be difficult to model the transition behavior on infinite paths; the assumption that
we work in Polish spaces makes sure that these limits in fact do exist. Existence is basically due to tightness of finite
measures on Polish spaces, which means that the measure of a Borel set can be approximated to arbitrary precision
by a compact subset, see the proof of [21, Theorem V.3.1]. This also indicates that making substantially more general
topological assumptions—like being analytic—on the underlying space is difficult.
We will show now that model morphisms may be interpreted as morphisms between these projective limits. To be
specific:
Proposition 3.9. Let M and N be models, Φ :M→N be a morphism from M to N , then (Φ,Φ∞) :M∞ → N∞ is
a morphism between the stochastic relations M∞ and N∞.
Proof. (0) We have to show that N∞ ◦ Φ = P(Φ∞) ◦ M∞, equivalently, that for each s ∈ S and each Borel set
F ⊆ R+ × PATHS(S′) the equation N∞(Φ(s))(F ) = M∞(s)(Φ−1∞ [F ]) holds. We consider first the case that
F =
n∏
j=1
(Ij ×B ′j )×
∏
j>n
(R+ × S)
holds, where I1, . . . , In are rational intervals, and B ′1, . . . ,B ′n are Borel sets in S′. Since we are dealing with projective
limits, and since in this case F is a cylinder set, we have
N∞
(
Φ(s)
)
(F ) = Nn
(
Φ(s)
)( n∏
j=1
(Ij ×B ′j )
)
,
similarly we see
M∞(s)
(
Φ−1∞ [F ]
)= Mn(s)
(
n∏
j=1
(
Ij ×Φ−1[B ′j ]
))
.
Hence it is in this case enough to show that
Nn
(
Φ(s)
)( n∏
j=1
(Ij ×B ′j )
)
= Mn(s)
(
n∏
j=1
(
Ij ×Φ−1[B ′j ]
))
holds. This is done by induction on n.
(1) The induction’s begin at n = 1 is trivial by the definition of a morphism for models. The induction step works
as follows:
Nn+1
(
Φ(s)
)(
(I1 ×B ′1)× · · · × (In+1 ×B ′n+1)
)
=
∫
∏n
j=1(Ij×B ′j )
N
(
S′(w
′)
)
(In+1 ×B ′n+1)Nn
(
Φ(s)
)
(dw′)
=
∫
(R+×S′)n
χ∏n
j=1(Ij×B ′j )(w
′)N
(
S′(w
′)
)(
In+1 ×B ′n+1
)
Nn
(
Φ(s)
)
(dw′)
=
∫
(R+×S)n
χ∏n
j=1(Ij×Φ−1[B ′j ])(w)N
(
S′(w)
)(
In+1 ×Φ−1[B ′n+1]
)
Mn(s)(dw)
=
∫
∏n
j=1(Ij×Φ−1[B ′j ])
M
(
S(w)
)(
In+1 ×Φ−1[B ′n+1]
)
Mn(s)(dw)
= Mn+1(s)
(
(I1 ×Φ−1[B ′ ]
)× · · · × (In+1 ×Φ−1[B ′ ])1 n+1
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(2) Now define
D := {F ∈ B(PATHS(S)) | N∞(Φ(s))(F ) = M∞(s)(Φ−1∞ [F ])}
then part (1). of the proof shows that D contains all the cylinder sets, and it is clear that D is a σ -algebra. Thus
D contains the σ -algebra generated from the cylinder sets, which are just the Borel sets. Hence D coincides with
B(PATHS(S)). 
4. Interpreting μCSL
We are now ready for an interpretation of μCSL. Fix a model M= (S,M,I,V ) over the Polish space S and let
M∞ :SR+ × PATHS(S) be the associated stochastic relation that relates (initial) states to paths.
4.1. The semantics
The semantics of μCSL is then described recursively through relation |= between states resp. paths, and formulas
as described below. We denote by
[[φ]]M := {s ∈ S |M, s |= φ}
and
[[ψ]]M :=
{
σ ∈ PATHS(S) |M, σ |= ψ}
the set of all states resp. paths for which the respective formula holds.
(a) M, s |=  is true for all s ∈ S.
(b) M, s |= a iff s ∈ V (a).
(c) M, s |= Z iff s ∈ Σ(Z) for Z ∈ SV.
(d) M, s |= φ1 ∧ φ2 iff M, s |= φ1 and M, s |= φ2.
(e) M, s |= ¬φ iff M, s |= φ is false.
(f) M, s |= Sp(φ) iff limt→∞ M∞(s)({τ | 〈s, τ 〉@t |= φ}) exists and is p.
(g) M, s |=Pp(ψ) iff M∞(s)({τ | 〈s, τ 〉 |= ψ})  p.
(h) M, σ |= P iff σ ∈ Π(P ) for P ∈ PV.
(i) M, σ |= ψ1 ∧ψ2 iff M, σ |= ψ1 and M, σ |= ψ2.
(j) M, σ |= ¬ψ iff M, σ |= ψ is false.
(k) M, σ |=X Iψ iff M, σ [1 . . .] |= φ and δ(σ,0) ∈ I .
(l) M, σ |= φ1U I φ2 iff ∃t ∈ I : M, σ@t |= φ2 and ∀t ′ ∈ [0, t[: M, σ@t ′ |= φ1.
(m) M, σ |= μP.ψ iff σ ∈⋃i0 Ri , where Ri is recursively determined through
R0 := [[ψ]]M[P \∅],
Ri+1 := [[ψ]]M[P \Ri ].
This interpretation is quite straightforward and is very similar to the one given in [1,7,10] with the exception of the
μ-operator, the treatment of which is discussed in [20].
We need to show that the sets of states and paths, resp., in which formulas hold are Borel measurable. This is done
exactly as in [10], again with the exception of the μ-operator, which is treated separately.
For this, define a model M′ being based on model M iff either M′ coincides with M, or if M′ is of the form
M0[P \R] with a Borel set R ⊆ PATHS(S), P a path variable, and model M0 based on M.
Lemma 4.1. Assume that [[ψ]]M′ ∈ B(PATHS(S)) holds for every model M′ that is based on M. Then [[μP.ψ]]M ∈
B(PATHS(S)).
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R0 := [[ψ]]M[P \∅],
Ri+1 := [[ψ]]M[P \Ri ].
An easy induction on i shows that M[P \Ri] is based on M, so [[μP.ψ]]M is the countable union of Borel sets,
which is a Borel set again. 
Proposition 4.2. Let M′ be a model based on M. Then
(i) [[φ]]M′ ∈ B(S) for all state formulas φ,
(ii) [[ψ]]M′ ∈ B(PATHS(S)) for all path formulas ψ .
Proof. [10, Proposition 2] and, using structural induction on a path formula, Lemma 4.1. 
Consequently, we get for the given model:
Corollary 4.3. [[φ]]M ∈ B(S) for all state formulas φ, and [[ψ]]M ∈ B(PATHS(S)) for all path formulas ψ .
Of course it is important to know that the sets under consideration are Borel, for otherwise the corresponding sets
are not in the range of the corresponding probability, and one cannot compute probabilities like M∞(s)({τ | 〈s, τ 〉 |=
ψ}).
4.2. Fixed point properties
The μ-operator plays a special rôle: intuitively, it models the smallest fixed point. This is true here as well:
Proposition 4.4. [[μP.ψ]]M is the smallest fixed point of R → [[ψ]]M[P \R].
For establishing Proposition 4.4 we need some auxiliary considerations.
Definition 4.5. Let P be a path variable, ψ be a path formula. Then
(1) ψ is said to be P -even iff each free occurrence of P lies within an even number of negations.
(2) ψ is said to be P -odd iff each free occurrence of P lies within an odd number of negations.
Recall that the variable P bound by the fixed point operator μP.ψ is required to be in the range of an even number
of negations, so that ψ then should be P -even.
In a similar way, we describe the effect of a substitution, looking for growing or shrinking sets.
Definition 4.6. Let P be a path variable, ψ be a path formula. Then
(1) ψ is called P -monotone iff for R → [[ψ]]M0[P \R] is a monotone map for each model M0 based on M.
(2) ψ is called P -antitone iff for R → [[ψ]]M0[P \R] is an antitone map for each model M0 based on M.
The map R → [[ψ]]M0[P \R] is defined from B(PATHS(S)) into itself.
Now define PF0 as the set of all path formulas ψ , such that for all path variables P the following holds:
(1) if ψ is P -even, then ψ is P -monotone,
(2) if ψ is P -odd, then ψ is P -antitone.
Lemma 4.7. The set PF0 has the following properties:
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(ii) PF0 is closed under negation, conjunction and under the next operator.
(iii) PF0 is closed under the until operator for state variables: if φ1, φ2 are state variables, and I is a rational
interval, then φ1U I φ2 ∈PF0.
Proof. (1) The assertion is evident for path variables, and for the negation.
(2) Assume that ψ1,ψ2 ∈PF0 such that ψ := ψ1 ∧ψ2 is P -even, then both ψ1 and ψ2 are P -even (the conjunction
serving as a demarcation line for negations), so ψ ∈ PF0; similarly we show that ψ ∈ PF0, provided ψ is P -odd.
Thus PF0 is closed under conjunction. The argumentation both for the next operator and for the until operator is the
same. 
The discussion for the μ-operator need a simple case analysis, so it is separated.
Lemma 4.8. Let ψ ′ ∈PF0, and assume that Q is a path variable. Then μQ.ψ ′ ∈PF0.
Proof. Put ψ := μQ.ψ ′. Assume that the path variable P is different from Q, then ψ and ψ ′ share the characteristic
of being P -even or P -odd, so the assertion follows directly.
Now consider the case that P equals Q, then we see that
[[ψ ′]](M0[Q\R1])[Q\R2] = [[ψ ′]]M0[Q\R2].
But this means that R → [[ψ]]M0[Q\R] is independent of R, hence is monotone as well as antitone. 
We are poised for giving a proof to Proposition 4.4.
Proof of Proposition 4.4. From the previous lemmata we infer that PF0 = PF. Since the variable P bound by the
μ-operator is in the range of an even number of negations, we know that ψ is P -monotone. Since all operations in
the logic are finitary, we infer that R → [[ψ]]M[P \R] is ∪-continuous. Thus the assertion follows from the classical
Knaster–Tarski Fixed Point Theorem. 
A little speculation This fixed point property will play no rôle in the discussions and constructions to follow. It
has been discussed to provide a (traditionally oriented) motivation for the construction of the semantics for the μ-
operator. Other, similar definitions for the semantics are conceivable without altering the probabilistic properties of
the semantics with the provision that it operates within the realm of measurable operations. This is a brief list:
Intersection R0 := [[ψ]]M[P \S], and continuing inductively, Ri+1 := [[ψ]]M[P \Ri ]. The sequence (Rn)n∈N may or
may not be decreasing. Put [[μP.ψ]]M :=
⋂
j0 Rj .
Lower limit Define the sequence (Rn)n∈N as above, and put [[μP.ψ]]M :=
⋃
i0
⋂
ji Rj .
Upper limit Put [[μP.ψ]]M :=
⋂
i0
⋃
ji Rj .
Note that both the lower limit and the upper limit could be defined with an arbitrary Borel set S∗ as the starting
point for defining R0. Since we will be working with sub-σ -algebras, S∗ could be taken from one of them as well and
deliver a member of the same σ -algebra as the set of states in which the formula is valid, as the proofs below indicate.
But we do not want to dwell upon this marginal point.
Interpreting Ri as the set of states for which ψ is valid after i process steps, the intersection semantics would of
course give the largest fixed point. The lower limit semantics would describe those states in which ψ eventually holds,
whereas the upper limit semantics would describe those states in which ψ holds infinitely often. Given a satisfactory
interpretation of these semantics, from a probabilistic point of view it is only important that the operations performed
are those of a σ -algebra.
But let us return to the interpretation of the μ-operator as the smallest fixed point given in Section 4.1, which will
be the one assumed for the rest of the paper.
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Define the theory THM(s) of a state s as the formulas which hold in s,
THM(s) := {φ | φ is a state formula, M, s |= φ};
similarly, the theory THM(σ ) of a path σ is defined:
THM(σ ) := {ψ | ψ is a path formula, M, σ |= ψ}.
We will show now that theories are invariant under model morphisms, specifically we will prove:
Proposition 4.9. Let M and M′ be models for μCSL, and assume that Φ :M→M′ is a morphism. Then we have
(i) [[φ]]M = Φ−1[[[φ]]M′ ] for all state formulas φ.
(ii) [[ψ]]M = Φ−1∞ [[[ψ]]M′ ] for all state formulas ψ .
This will be established through a series of auxiliary lemmata. To make the notation a bit less heavy, denote by τ
and τ ′ generic elements of R+ × PATHS(S) resp. R+ × PATHS(S′), s and s′ are typical states in S and S′, respectively.
We assume unless further notice that M and M′ are models, and that Φ :M→M′ is a morphism.
We start with an auxiliary statement that will come in handy when manipulating probabilities involving Borel
subsets of paths.
Lemma 4.10. Let B ′ ∈ B(PATHS(S′)), then
M∞(s)
({
τ | 〈s, τ 〉 ∈ Φ−1∞ [B ′]
})= M ′∞(Φ(s))({τ ′ | 〈Φ(s), τ ′〉 ∈ B ′}).
Proof. An easy calculation yields
〈s, τ 〉 ∈ Φ−1∞ [B ′] ⇔ τ ∈ (idR+ ×Φ∞)−1[B ′Φ(s)].
Consequently, because (Φ,Φ∞) :M∞ → M ′∞ is a morphism between the stochastic relations,
M∞(s)
({
τ | 〈s, τ 〉 ∈ Φ−1∞ [B ′]
})= M∞(s)((idR+ ×Φ∞)−1[B ′Φ(s)])
= M ′∞
(
Φ(s)
)
(B ′Φ(s))
= M ′∞
(
Φ(s)
)({τ ′ | 〈Φ(s), τ ′〉 ∈ B ′}).
This establishes the desired equality. 
Lemma 4.11. Assume that ψ is a path formula with [[ψ]]M = Φ−1∞ [[[ψ]]M′ ]. Then
(i) [[Pp(ψ)]]M = Φ−1[[[Pp(ψ)]]M′ ],
(ii) [[X Iψ]]M = Φ−1[[[X Iψ]]M′ ].
Proof. (1) Applying Lemma 4.10 to the definition of the semantics of the path quantifier, we obtain
Pp(ψ)

M =
{
s | M∞(s)
({
τ | 〈s, τ 〉 ∈ [[ψ]]M
})
 p
}
= {s | M∞(s)({τ | 〈s, τ 〉 ∈ Φ−1∞ [[[ψ]]M′]}) p}
= {s | M ′∞(Φ(s))(([[ψ]]M′)Φ(s)) p}
= Φ−1[{s′ | M ′∞(s′)({τ ′ | 〈s′, τ ′〉 ∈ [[ψ]]M′}) p}]
= Φ−1[[[Pp(ψ)]]M′].
(2) The assertion is obvious for the next operator. 
The first part of this proof is like a pattern for the proofs to the following statements.
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(i) [[Sp(φ1)]]M = Φ−1[[[Sp(φ1)]]M′ ],
(ii) [[φ1U I φ2]]M = Φ−1[[[φ1U I φ2]]M′ ].
Proof. The assertion for the steady state operator follows from the observation
M∞(s)
({
τ | 〈s, τ 〉@t ∈ [[φ]]M
})= M ′∞(Φ(s))({τ ′ | 〈Φ(s), τ ′〉@t ∈ [[φ]]M′})
which is established using Lemma 4.10. The assertion for the until operator follows from the observation that σ@t ∈
[[φi]]M iff Φ∞(σ )@t ∈ [[φi]]M′ . 
Lemma 4.13. Assume that ψ is a path formula with [[ψ]]M = Φ−1∞ [[[ψ]]M′ ]. Then
[[μP.ψ]]M = Φ−1
[[[μP.ψ]]M′].
Proof. (0) We observe first that [[ψ]]M = Φ−1∞ [[[ψ]]M′ ] entails the equality [[ψ]]M[P \Φ−1∞ [R′]] = Φ−1∞ [[[ψ]]M′[P \R′]]
for the Borel set R′ ⊆ PATHS(S′).
(1) Put R0 := [[ψ]]M[P \∅] and R′0 := [[ψ]]M′[P \∅], then the assumption and part (0) together imply R0 = Φ−1∞ [R′0].
Arguing inductively and assuming that we have shown Ri = Φ−1∞ [R′i], we see
Ri+1 := [[ψ]]M[P \Ri ] = [[ψ]]M[P \Φ−1∞ [R′i ]] = Φ
−1∞
[[[ψ]]M′[P \R′i ]]= Φ−1∞ [R′i+1].
This establishes the claim, then:
[[μP.ψ]]M =
⋃
i0
Ri =
⋃
i0
Φ−1∞ [R′i] = Φ−1∞
[⋃
i0
R′i
]
= Φ−1∞
[[[μP.ψ]]M′]. 
We are now in a position to prove that a morphism preserves the sets of validity.
Proof of Proposition 4.9. The proof is done by induction on the structure of the formulas. The cases of atomic
propositions, of state and of path variables are covered by the properties of morphisms, the case of Boolean connectives
are obvious. Structured formulas are dealt with by Lemmas 4.11–4.13. 
5. Congruences
We will define two equivalence relations on states respectively on paths. These relations will be studied carefully,
since they will be fundamental for discussing bisimilarity later on. They have a special structure by being countably
generated. Since this kind of equivalence relation is important, we will devote a bit of space and of time for discussing
some characteristic properties.
5.1. Smooth relations
Definition 5.1. An equivalence relation ρ on a Polish space X is called smooth iff there exists a sequence (An)n∈N of
Borel set in X such that
x ρ x′ ⇔ [∀n ∈ N: x ∈ An ⇔ x′ ∈ An].
The relation ρ is said to be determined by (An)n∈N.
An equivalent condition says that ρ is smooth iff there exists a Polish space W and a Borel measurable map
f :X → W such that ρ = {〈x, x′〉 | f (x) = f (x′)}, hence ρ is the kernel of f , see [25, Exercise 5. 10]. This condition
is sometimes more practical than the one given in Definition 5.1, see e.g. [9]. Smooth relations are a helpful tool for
the theory of Borel sets [16,25], for the theory of stochastic relations [9,13], and for the theory of labelled Markov
transition systems [6,8].
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factor map. Invariant Borel sets will be at the core of the discussion:
Definition 5.2. A set A is called ρ-invariant iff A =⋃{[x]ρ | x ∈ X}, thus iff x ∈ A,x ρ x′ together imply x′ ∈ A.
The set of ρ-invariant Borel sets of a Polish space will be denoted by INV(B(X),ρ).
It is well known [25, Lemma 3.1.6] that INV(B(X),ρ) forms a σ -algebra with
INV(B(X),ρ)= σ ({An | n ∈ N}),
provided the sequence (An)n∈N determines ρ.
Remark. The identity relation ΔX and the universal relation UX are always smooth equivalence relations with
INV(B(X),ΔX)= B(X),
INV(B(X),UX)= {∅,X}.
This is trivial for the universal relation. One argues for the identity relation as follows: the Borel sets of X are countably
generated, and one can find such a countable generator G that separates points (so that, if x = x ′, there is an element
of the generator G which contains exactly one of them), see [25, Remark 3.3.3] or [16, 12-A]. This implies that ΔX
has G as the determining set, and since σ(G) = B(X), the assertion follows.
The most interesting property of invariant sets in the present context is that they determine the equivalence relation
uniquely.
Lemma 5.3. Let ρ be a smooth equivalence relation on a Polish space X. If C ⊆ B(X) is a countably generated
sub-σ -algebra of the Borel sets of X, then there exists a unique smooth equivalence relation ρC on X with C =
INV(B(X),ρC).
Proof. [10, Lemma 4]. 
Lemma 5.3 is particularly interesting for our purposes, because it permits to identify two smooth equivalence
relations by showing that they have the same invariant sets.
We will need to construct the countable product of equivalence relations, and it will be important to observe that
smoothness is preserved. Moreover, the invariant sets of the product relation can be obtained through the product of
invariant sets.
Lemma 5.4. Assume that (Hn)n∈N is a sequence of Polish spaces, and let ζn be a smooth equivalence relation on Hn
for each n ∈ N. Define
(an)n∈N(×n∈Nζn)(a′n)n∈N ⇐⇒ ∀n ∈ N: an ζn a′n.
Then
(i) ×n∈N ζn is a smooth equivalence relation on the Polish space ∏n∈N Hn.
(ii) INV(B(∏n∈N Hn),×n∈N ζn) =⊗n∈N INV(B(Hn), ζn).
Proof. [10, Lemma 5] 
Now let X,Y be Polish spaces, and G :X Y a stochastic relation. Then equivalent behavior is described through
a congruence. This is a pair (α,β) of smooth equivalence relations with the following property: if two inputs x and
x′ cannot be separated through α, then G(x) and G(x′) behave in exactly the same way on those Borel sets of Y that
cannot be separated through β . We say that a set B cannot be separated through β iff y ∈ B and y β y′ together imply
y′ ∈ B , hence iff B is β-invariant. This leads to
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(1) α and β are smooth equivalence relations on X resp. Y ,
(2) if x α x′, then G(x)(B) = G(x′)(B) for each β-invariant Borel subset B ⊆ W .
Restricting a stochastic relation to the invariant sets yields a stochastic relation again. This has the interesting
consequence that transitions into invariant sets on the target side of the relation form invariant sets again. To be
specific:
Lemma 5.6. Let (α,β) be a congruence for the stochastic relation G :X Y for Polish X,Y . Then
(i) G : (X,INV(B(X),α)) (Y,INV(B(Y ),β)) is a stochastic relation.
(ii) {x ∈ X | G(x)(B)  p} is an α-invariant Borel set, whenever B ⊆ Y is a β-invariant Borel set, p a real number,
and  one of the relational symbols <,,,>, =.
5.2. The congruence induced by a model
Now fix again the model M= (S,M,I,V ) and define
s ζM s′ ⇔ THM(s) = THM(s′),
σ ωM σ ′ ⇔ THM(σ ) = THM(σ ′).
Then both ζM and ωM are smooth equivalence relations on S resp. PATHS(S). This is so since there are only count-
ably many formulas, and because we have
s ζM s′ ⇔ ∀φ ∈SF: [M, s |= φ ⇔M, s′ |= φ]
⇔ ∀φ ∈SF: [s ∈ [[φ]]M⇔ s′ ∈ [[φ]]M].
From this it is clear that the countable set {[[φ]]M | φ ∈SF} determines the relation ζM, and that INV(B(S), ζM) =
σ({[[φ]]M | φ ∈SF}). In a similar way we see that ωM is smooth, and that
INV(B(PATHS(S)),ωM)= σ ({[[ψ]]M | ψ ∈PF})
holds as well. These two relations will be studied now in some detail. It will turn out that the relationship of ζM and
ωM is closer than meets the eye. This will be helpful when investigating bisimulations.
First we show that they form essentially a congruence for M∞.
Proposition 5.7. The pair (ζM,ΔR+ × ωM) of smooth equivalence relations is a congruence for M∞ :S R+ ×
PATHS(S).
Proof. (0) We show first that
M∞(s1)
(
I × [[ψ]]M
)= M∞(s2)(I × [[ψ]]M)
for rational intervals I , and for path formulas ψ , whenever s1 ζM s2. Based on this, we show that the equality in
question holds for all invariant sets.
(1) Fix a rational interval I and a path formula ψ , and assume s1 ζM s2. Thus we have for each rational number p
s1 ∈
Pp(ψ)

M⇔ s2 ∈
Pp(ψ)

M,
equivalently,
M∞(s1)
(
I × [[ψ]]M
)
 p ⇔ M∞(s2)
(
I × [[ψ]]M
)
 p.
This means that these probabilities are equal.
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D := {D ∈ B(R+)⊗ INV(B(PATHS(S)),ωM) | M∞(s1)(D) = M∞(s2)(D)}.
Here still s1 ζM s2 is assumed. The first part of this proof shows that D contains the set{
I × [[ψ]]M | I is a rational interval ,ψ ∈PF
}
,
which is a generator for B(R+)⊗INV(B(PATHS(S)),ωM). By the π -λ-Theorem [16, Theorem 10.1, iii)], D equals
the latter σ -algebra. This implies the assertion, since we see from Lemma 5.4 that
INV(B(R+ × PATHS(S)),ΔR+ ×ωM)= INV(B(R+),ΔR+)⊗ INV(B(PATHS(S)),ωM)
= B(R+)⊗ INV
(B(PATHS(S)),ωM). 
5.3. Relating the relations
We will show that two infinite paths are ωM-equivalent iff their state components are ζM-equivalent (and the
timing information is identical). This will support the investigation of the Hennessy–Milner equivalence later on,
mainly since the information available for states is easier to handle than the one for infinite paths. It turns out, however,
that this equality is not easily obtained and requires a careful look at the invariant Borel sets.
One inclusion is rather easily obtained.
Lemma 5.8. ωM ⊆ (ζM ×ΔR+)∞.
Proof. (0) Fix infinite paths σ and σ ′ with σ ωM σ ′, then we have to establish that both δ(σ, i) = δ(σ ′, i) and
σ [i] ζM σ ′[i] hold for each i  0. It is immediate that the timing information for σ and σ ′ coincides, so we have to
take care of the state components. Define inductively for rational intervals I1, I2, . . ., and for the state formula ψ the
state formula
X
I1
1 ψ :=X I1ψ,
X
I1,...In+1
n+1 ψ :=X In+1
(
XI1,...,Inn ψ
)
.
(1) Since σ ωM σ ′ we know that for an arbitrary state formula φ and for an arbitrary rational time t
M, σ |= φU [0,t] ⇔M, σ ′ |= φU [0,t]
thus σ [0] ∈ [[φ]]M iff σ ′[0] ∈ [[φ]]M, hence σ [0] ζM σ ′[0].
(2) Now let i > 0, then we have for arbitrary rational times t > 0 and for an arbitrary state formula φ the following
equivalences
M, σ [i] |= φ ⇔M, σ |= XRi+i
(
φU [0,t])
⇔M, σ ′ |= XRi+i
(
φU [0,t])
⇔M, σ ′[i] |= φ.
Consequently, σ [i] ζM σ ′[i]. This establishes the claim. 
This has two interesting consequences:
Corollary 5.9. We have INV(B(PATHS(S)), (ζM ×ΔR+)∞) ⊆ INV(B(PATHS(S)),ωM) and
M∞ :
(
S,INV(B(S), ζM)) (R+ × PATHS(S),INV(B(R+ × PATHS(S)), (ΔR+ × ζM)∞))
is a stochastic relation.
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follows from the first: since (ζM,ΔR+ ×ωM) is a congruence for M∞ by Proposition 5.7, we know from Lemma 5.6
that
M∞ :
(
S,INV(B(S), ζM)) (R+ × PATHS(S),INV(B(R+ × PATHS(S)),ΔR+ ×ωM))
is a stochastic relation. Consequently it is also a stochastic relation when we choose a smaller σ -algebra on the target
space. 
Proposition 5.10. ωM = (ζM ×ΔR+)∞.
The proof of this statement is again preceded by a series of lemmata.
Definition 5.11. A model M[P1\R1, . . . ,Pn\Rn] is called M-invariant iff
(1) P1, . . . ,Pn are mutually distinct path variables,
(2) Ri ∈ INV(B(PATHS(S)), (ζM ×ΔR+)∞) for 1 i  n.
Fix for the auxiliary statements to come K as an M-invariant model.
Lemma 5.12. [[Pp(ψ)]]K ∈ INV(B(S), ζM) provided [[ψ]]K ∈ INV(B(PATHS(S)),ωM) holds for the path for-
mula ψ .
Proof. By Lemma 3.3, the map
s → M∞(s)
({
τ | 〈s, τ 〉 ∈ [[ψ]]K
})
is INV(B(S), ζM)-measurable, because
M∞ :
(
S,INV(B(S)), ζM) (R+ × PATHS(S),INV(B(R+ × PATHS(S)),ΔR+ ×ωM))
is a stochastic relation by Lemma 5.6. This implies the assertion, since
Pp(ψ)

K =
{
s | M∞(s)
({
τ | 〈s, τ 〉 ∈ [[ψ]]K
})
 p
}
. 
Lemma 5.13. [[Sp(φ)]]K ∈ INV(B(S), ζM), provided [[φ]]K ∈ INV(B(S), ζM) holds for the state formula φ.
Proof. (0) We show first that
BA :=
{
τ | 〈s′, τ 〉@t ∈ A}
defines a member of INV(B(R+×PATHS(S)), (ΔR+ ×ζM)∞) for any ζM-invariant Borel set A ∈ INV(B(S), ζM),
for every time t , and for any s′ ∈ S. In fact, let 〈s′, τ 〉@t = τ [k] ∈ A, and assume that τ (ΔR+ × ζM)∞ τ ′, then
〈s′, τ ′〉@t = τ ′[k]. Consequently, BA is (ΔR+ × ζM)∞-invariant; it is a Borel set by [10, Lemma 2].
(1) We infer from Corollary 5.9 that for every A ∈ INV(B(S), ζM) and for every time t the set {s | M∞(s)({τ |
〈s, τ 〉@t ∈ A})  p} is a member of INV(B(S), ζM). Consequently, the maps
fA : s → lim inf
t→∞ M∞(s)
({
τ | 〈s, τ 〉@t ∈ A})
gA : s → lim sup
t→∞
M∞(s)
({
τ | 〈s, τ 〉@t ∈ A})
both define INV(B(S), ζM)-measurable maps. This implies the assertion upon setting A = [[φ]]K, since
Sp(φ)

K =
{
s | f[[φ]]K(s) = g[[φ]]K(s)
}∩ {s | f[[φ]]K(s)  p},
is the intersection of ζM-invariant Borel sets. 
536 E.-E. Doberkat / Journal of Applied Logic 5 (2007) 519–544Lemma 5.14. If [[φ1]]K, [[φ2]]K ∈ INV(B(S), ζM) for the state variables φ1, φ2, then
[[φ1U I φ2]]K ∈ INV
(B(PATHS(S)), (ζM ×ΔR+)∞).
Proof. (0) We show exactly as in the proof of Lemma 5.13 that
{σ | σ@t ∈ A} ∈ INV(B(PATHS(S)), (ζ×ΔR+)∞),
provided A ∈ INV(B(S), ζM).
(1) It is not difficult to see [10] that
[[φ1U I φ2]]K =
⋃
t∈Q∩I
({
σ | σ@t ∈ [[φ2]]K
}∩ ⋂
t ′∈Q∩[0,t]
{
σ | σ@t ′ ∈ A1[[φ1]]K
})
.
Since this set is composed through countable operations from elements of the σ -algebra
INV(B(PATHS(S)), (ζM ×ΔR+)∞),
this implies the assertion. 
Lemma 5.15. Assume that [[ψ]]L ∈ INV(B(PATHS(S)), (ζM × ΔR+)∞) for the path formula ψ and for every M-
invariant model L. Then
[[μP.ψ]]K ∈ INV
(B(PATHS(S)), (ζM ×ΔR+)∞).
Proof. Define inductively
K0 :=K[P \∅],
R0 := [[ψ]]K0,
Ki+1 :=K[P \Ri],
Ri+1 := [[ψ]]Ki+1 .
Then an easy inductive argument shows that
(1) Ki is an M-invariant model,
(2) Ri ∈ INV(B(PATHS(S)), (ζM ×ΔR+)∞).
Since [[μP.ψ]]K =
⋃
i0 Ri , the assertion is established. 
We have now enough details for establishing that the equivalence relation ωM coincides with (ζM ×ΔR+)∞.
Proof of Proposition 5.10. By Lemma 5.6 enough to show that the corresponding σ -algebras of invariant sets
INV(B(PATHS(S)),ωM) and INV(B(PATHS(S)), (ζM × ΔR+)∞) are identical, in view of Corollary 5.9 it is
enough to show that
INV(B(PATHS(S)),ωM)⊆ INV(B(PATHS(S)), (ζM ×ΔR+)∞)
holds. Since the sets [[ψ]]M for path variables ψ generate the σ -algebra INV(B(PATHS(S)),ωM), it is enough to
show that these sets are (ζM ×ΔR+)∞-invariant. But this is now immediate from Lemmas 5.12–5.15. 
The consequence of this equality is that we may check the equivalence of paths locally, i.e., through the equivalence
of states. This is a considerable reduction in complexity, because the equivalence relation ωM that operates on infinite
paths is uniquely determined through the relation ζM that operates on states. This will be reflected in the representation
of the equivalence classes, as we will see in Corollary 5.16. This reduction makes checking some properties of course
much easier. It has also technical advantages when it comes to check the semi-pullback of two models in the next
section.
We give a first consequence of this equality in terms of a representation of the equivalence classes.
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[σ ]ωM =
∏
j0
([sj ]ζM × {tj }).
We are now in a position to define the Hennessy–Milner equivalence, and to relate it to spans of morphisms for
models.
6. The Hennessy–Milner equivalence
The Hennessy–Milner equivalence between two models says roughly that, given a state in one model, there exists
a state in the other model so that in both exactly the same formulas are valid, similarly for paths. This equivalence is
modelled after a similar equivalence well investigated in modal logics. It is well known that it is closely tied to the
notion of bisimulation through the Hennessy–Milner Theorem, both for the classical case of nondeterministic Kripke
models (see the discussion in [2, Chapter 2.2], in particular Theorem 2.24), and for stochastic Kripke models in [6,8,
13]. The relationship between this equivalence and bisimulations will be discussed now.
Let M= (S,M,I,V ) and N = (S′,N,J ,W) be models for μCSL. We assume that M is non-degenerate, i.e.,
that there exists a state formula φ with ∅ = [[φ]]M = S. Being non-degenerate implies that the factor space S/ζM is
not trivial. Corollary 5.16 entails that there exists also a path formula ψ such that ∅ = [[ψ]]M = PATHS(S).
6.1. Basic definitions
Define the models M and N as equivalent iff they accept exactly the same formulas. This is formally described in
the next definition.
Definition 6.1. The models M and N are called Hennessy–Milner equivalent (M ≈ N , abbreviated also as HM-
equivalent) iff both{
THM(s) | s ∈ S
}= {THN (s′) | s′ ∈ S′}
and {
THM(σ ) | σ ∈ PATHS(S)
}= {THN (σ ′) | σ ′ ∈ PATHS(S′)}
holds.
Thus the models are Hennessy–Milner equivalent iff these conditions are satisfied:
(1) Given a state s ∈ S, there exists a state s′ ∈ S′ such that
∀φ ∈SF: [M, s |= φ ⇔N , s′ |= φ],
and vice versa,
(2) Given a path σ ∈ PATHS(S), there exists a path σ ′ ∈ PATHS(S′) such that
∀ψ ∈PF: [M, σ |= ψ ⇔N , σ ′ |= ψ],
and vice versa.
If we can find a morphism between M and N , then these models are equivalent.
Proposition 6.2. Let Φ :M→N be a morphism. Then M≈N .
Proof. Proposition 4.9 implies that M, s |= φ iff N ,Φ(s) |= φ for each state formula φ and each state s ∈ S, and
that M, σ |= ψ iff N ,Φ∞(σ ) |= ψ for each path formula ψ and each path σ ∈ PATHS(S). Since both Φ and Φ∞ are
onto, the assertion follows. 
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This is the category theoretical counterpart to the usual relational formulation [2, Definition 2.18], the argumentation
in [22, Example 2.5] gives a link between this relational version and a coalgebraic formulation, leading directly to
spans of morphisms.
Definition 6.3. Let M and N be non-degenerate models for μCSL. M and N are said to be bisimilar iff there exists
a model Q for μCSL and morphisms Φ :Q→M, Ψ :Q→N .
It is clear that bisimilar models are HM-equivalent, because this notion of equivalence is transitive.
Now fix the modelsM= (S,M,I,V ) andN = (S ′,N,J ,W) such thatM≈N . Each model has the equivalence
relations ζM and ωM resp. ζN and ωN associated with it, as defined in Section 5.
The stochastic relations M∞ and N∞ will be investigated with respect to bisimilarity first, and it will be shown that
they are bisimilar as stochastic relations on Polish spaces. Bisimilarity for stochastic relations is introduced through a
span of morphisms as well, but there is an additional condition which prevents certain pathological cases, see [13] for
a discussion.
Definition 6.4. The stochastic relations K1 :X1 Y1 and K2 :X2  Y2 over the Polish spaces X1, Y1 and X2, Y2 are
called bisimilar iff there exists a stochastic relation M :A B with Polish spaces A and B , morphisms (θ1, ξ1) :M →
K1, and (θ2, ξ2) :M → K2 such that
(1) the diagram
X1
K1
A
θ1 θ2
M
X2
K2
P(Y1) P(B)P(ξ1) P(ξ2)
P(Y1)
is commutative,
(2) the σ -algebra ξ−11 [B(Y1)] ∩ ξ2−1[B(Y2)] is non-trivial, i.e., contains not only ∅ and B .
The relation M is called mediating.
The first condition on bisimilarity states that we have for each a ∈ A,D ∈ B(Y1),E ∈ B(Y2) the equalities
K1
(
θ1(a)
)
(D) = (P(ξ1) ◦M)(a)(D) = M(a)(ξ−11 [D])
and
K2
(
θ2(a)
)
(E) = (P(ξ2) ◦M)(a)(E) = M(a)(ξ−12 [E])
hold. The second condition states that we can find an event C∗ ∈ B(B) which is common to both K1 and K2 in the
sense that
ξ−11 [D] = C∗ = ξ−12 [E]
for some D ∈ B(Y1) and E ∈ B(Y2) such that both C∗ = ∅ and C∗ = B hold (note that for C∗ = ∅ or C∗ = Y2 we can
always take the empty and the full set, resp.). Given such a C∗ with D and E from above we get for each a ∈ A
K1
(
θ1(a)
)
(D) = M(a)(ξ−11 [D])
= M(a)(C∗)
= M(a)(ξ−12 [E])
= K2
(
θ2(a)
)
(E),
thus the event C∗ ties K1 and K2 together. Loosely speaking, ξ−11 [B(Y1)] ∩ ξ−12 [B(Y2)] can be described as the
σ -algebra of common events, which is required to be non-trivial.
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ial cases: Recall that K1(x1)(Y1) = 1 = K2(x2)(Y2) for all x1 ∈ X1, x2 ∈ X2, and define A := X1 ×X2,B := Y1 ×Y2,
then A and B are Polish, M(x1, x2) := K1(x1)⊗K2(x2) defines an stochastic relation M :A B , and the projections
(πA1 ,π
B
1 ) :M → K1, (πA2 ,πB2 ) :M → K2 render the diagram above commutative. Thus arbitrary stochastic relations
would be bisimilar.
6.2. Spawning and equivalent congruences
A necessary condition for the bisimilarity of stochastic relations is the existence of equivalent congruences on
them. This condition is technically a bit involved because it requires the notion of the mutual generation of smooth
equivalence relations; this concept is called spawning, it is discussed in detail in [13], so is the closely related concept
of equivalent congruences.
Definition 6.5. Let α and β be smooth equivalence relations on the Polish spaces X resp. Y , and assume that
Υ :X/α → Y/β is a map between the equivalence classes. We say that α spawns β via (Υ,A0) iff A0 is a countable
generator of INV(B(X),α) such that
(1) A0 is closed under finite intersections,
(2) {ΥA|A ∈A0} is a generator of INV(B(Y ),β), where ΥA :=⋃{Υ ([x]α)|x ∈ A}.
Thus if α spawns β , then the measurable structure induced by α on X is all we need for constructing the mea-
surable structure induced by β on Y : the map Υ can be made to carry over the generator A0 from INV(B(X),α)
to INV(B(Y ),β) and to transport the atoms from one σ -algebra to the other. This is of particular interest since the
atoms constitute the equivalence classes.
The first condition reflects a measure-theoretic precaution: we will need to make sure when applying these concepts
that measures are uniquely determined by their values on a generator (by the π -λ-Theorem, [16, Theorem 10.1, iii)]).
This in turn can best be guaranteed if the generator is stable against taking finite intersections. Note that ΥA1∩A2 =
ΥA1 ∩ΥA2 , so that closedness under intersections is inherited through Υ .
This is a quite natural concept in our context, since HM-equivalence entails that the relations which we have defined
are spawning each other.
Remark. The concept of spawning was defined in [13] through the conditions above, additionally, a third condition
was introduced. We show that this third condition follows from the other two, so that both notions of spawning are
equivalent, in particular the results from [13] apply.
Assume that α, β and Υ :X/α → Y/β are as in Definition 6.5 such that α spawns β via (Υ,A0). Then the third
condition reads as follows: [x1]α = [x2]α implies the equality of⋂
{ΥA|A ∈A0, x1 ∈ A} ∩
⋂
{Y \ΥA|A ∈A0, x1 /∈ A}
and ⋂
{ΥA|A ∈A0, x2 ∈ A} ∩
⋂
{Y \ΥA|A ∈A0, x2 /∈ A}.
One first observes that β is generated by the countable set {ΥA | A ∈A0}. Consequently,
[y]β =
⋂
{ΥA | y ∈ ΥA,A ∈A0} ∩
⋂
{Y \ΥA | y /∈ ΥA,A ∈A0},
and each ΥA is β-invariant. Because α is generated by A0, we know that each element of A0 is α-invariant. It is easy
to see that for x ∈ X we have x ∈ A ∈A0 iff Υ ([x]α) ⊆ ΥA. Consequently,
Υ
([x]α)=⋂{ΥA|A ∈A0, x ∈ A} ∩⋂{Y \ΥA|A ∈A0, x /∈ A}.
Given the other conditions, the condition above says only that Υ is well defined.
Summarizing the discussion, both notions of spawning are equivalent indeed.
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Proof. (0) We will show only that ζM spawns ζN , interchanging the rôles of M and N will show that ζN spawns
ζM. The argumentation for ωM and ωN is nearly verbatim the same, so the reader is invited to fill in the details.
(1) Define for the state s ∈ S the map Υ ([s]ζM) := [s′]ζN , whenever THM(s) = THN (s′). Because s1 ζM s2 iff
THM(s1) = THM(s2), and similar for N , the map is well defined. For the state formula φ its class [[φ]]M can be
represented as
⋃{[s]ζM |M, s |= φ}, thus it is readily verified that Υ[[φ]]M = [[φ]]N . Consequently, {Υ[[φ]]M | φ ∈SF}
is a generator of INV(B(S′), ζN ). This generator is closed under intersections, since the conjunction of two state
formulas is again one. 
We know that both (ζM,ΔR+ ×ωM) and (ζN ,ΔR+ ×ωN ) are congruences for the stochastic relations M∞ resp.
N∞. We will show in Proposition 6.8 that they are equivalent as congruences.
Definition 6.7. Let K :X Y and K ′ :X′  Y ′ be stochastic relations over Polish spaces on which congruences
(α,β) resp. (α′, β ′) are defined.
(2) Call (α,β) proportional to (α′, β ′) iff α spawns α′ via (Υ,A0), β spawns β ′ via (Θ,B0) such that
∀x ∈ X∀x ′ ∈ Υ ([x]α)∀B ∈ B0: K(x)(B) = K ′(x′)(ΘB).
(2) Call these congruences equivalent iff (α,β) is proportional to (α′, β ′) and, vice versa, (α′, β ′) is proportional to
(α,β).
Thus equivalent congruences behave in exactly the same fashion on the class structure induced by the respective
congruences. It is shown in [13] that the existence of equivalent congruences is a necessary condition for two stochastic
relations to be bisimilar, thus we aim at establishing equivalence for the congruences under investigation.
Proposition 6.8. The congruences (ζM,ΔR+ ×ωM) and (ζN ,ΔR+ ×ωN ) are equivalent.
Proof. (1) We know that ζM and ζN are in a mutually spawning relationship, so are ωM and ωN . Consequently,
ΔR+ ×ωM and ΔR+ ×ωN are related through spawning as well, where {I ×[[ψ]]M | I is a rational interval, ψ ∈PF}
and {I × [[ψ]]N | I is a rational interval, ψ ∈PF} are the generators that related to each other.
(2) Using the map Υ :S/ζM→ S′/ζN defined in the proof of Lemma 6.6, we show that
M∞(s)
(
I × [[ψ]]M
)= N∞(s′)(I × [[ψ]]N )
for each s ∈ S, s′ ∈ Υ ([s]ζM), and for each rational interval I and each path formula ψ . Because s′ ∈ Υ ([s]ζM)
means THM(s) = THN (s′), we obtain for an arbitrary rational number p:
M∞(s)
(
I × [[ψ]]M
)
 p ⇔M, s |=Pp(X Iψ)
⇔N , s′ |=Pp(X Iψ)
⇔ N∞(s′)
(
I × [[ψ]]M
)
 p,
consequently, both probabilities are identical. This implies that (ζM,ΔR+ ×ωM) is proportional to (ζN ,ΔR+ ×ωN ).
Interchanging the rôles of M and N gives the result now. 
This yields the bisimilarity of the stochastic relations of the associated stochastic relations.
Proposition 6.9. LetM andN be models for μCSL withM≈N . Then the associated stochastic relations M∞ :S
R+ × PATHS(S) and N∞ :S′R+ × PATHS(S′) are bisimilar.
Proof. Since we have identified equivalent congruences on the relations in question, we may apply [13, Proposition
4.5]. 
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This result is quite gratifying when being looked at from the point of view of stochastic relations: Given two models
for μCSL that are Hennessy–Milner equivalent, we can show that the associated stochastic relations are bisimilar. It
does not help us, however, in this present and preliminary form in finding a model that mediates between M and
N (a similar situation may be encountered with stochastic Kripke models [13, Section 6]). A careful analysis of the
construction leading to the mediating relation will provide information for the construction of a model L and the
desired morphisms L→M and L→ N . The construction leading to Proposition 6.9 is based on a semi-pullback
which in turn makes use of the factor space of a direct sum, see the proof [13, Proposition 4.5] for details. This together
with the proof of [12, Lemma 5] yields a finer description of the mediating stochastic relation.
Lemma 6.10. Let M and N be models for μCSL with M≈N . Define
A := {〈s, s′〉 ∈ S × S′ | THM(s) = THN (s′)},
B := {〈〈t, σ 〉, 〈t, σ ′〉〉 ∈ (R+ × PATHS(S))× (R+ × PATHS(S′)) | THM(σ ) = THN (σ ′)}.
Then A and B are Polish spaces, and there exists a stochastic relation L0 :A B that mediates between M∞ and
N∞. The morphisms are composed from the corresponding projections.
We know from Proposition 5.10 that ωM = (ζM × ΔR+)∞ similar for ζN and ωN . Thus B is essentially the set
of all paths over A.
Corollary 6.11. Define A and B according to Lemma 6.10. There exists a bijection Λ :B → PATHS(A) that is also a
Borel isomorphism.
Define L′ := P(Λ) ◦ L0; then this is a stochastic relation L′ :A R+ × PATHS(A) that mediates between M∞
and N∞. But, still, this is not enough, because we cannot ascertain that L′ is actually generated from a model, because
we do not know whether or not L′ is actually a projective limit of some sorts. A look at the construction process of
the semi-pullback in [12], which might provide us with helpful hints concerning the construction of the semi-pullback
does not help, because the existence of the semi-pullback is given by a selection argument, which is an existential
statement and as such is non-constructive. But the semi-pullback is a rather flexible construction, and we will show
now that we may construct from L′ a mediator L0 with the desired shape, viz., L0 = L∞ for some stochastic relation
L :AR+ ×A.
In fact, put for 〈s, s′〉 ∈ A and for E ∈ B(R+ ×A)
L(s, s′)(E) := L′(s, s′)
(
E ×
∏
j>1
(R+ ×A)
)
.
Thus the semi-pullback is restricted to its first component, yielding a stochastic relation L :A R+ × A, for which
the projective limit can be constructed. This is what we will have a closer look at now.
Define for n ∈ N the map n : (R+ × A)n → (R+ × S)n through n(t1, s1, s′1, . . . , tn, sn, s′n) := 〈t1, s1, . . . , tn, sn〉,
the map rn : (R+ ×A)n → (R+ × S′)n is defined analogously.
Lemma 6.12. Define Ln :A (R+ ×A)n inductively from L in the same way as Mn is defined from M in Section 3,
and let πi be the ith projection. Then the diagram
S
Mn
A
π1 π2
Ln
S′
Nn
P((R+ × S)n) P((R+ ×A)n)P(n) P(rn) P((R+ × S′)n)
commutes for every n ∈ N.
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between M∞ and N∞, and the latter relations are projective limits, so that for 〈s, s′〉 ∈ A and E ∈ B(R+ × S)
M1(s)(E) = M∞(s)
(
E ×
∏
j>1
(R+ × S)
)
= L′(s, s′)
(
−11 [E] ×
∏
j>1
(R+ ×A)
)
= L1(s, s′)
(
−11 [E]
)
.
Similarly, the right hand side of the diagram above is shown to commute for n = 1.
(2) Now assume the assertion is established for n, then we get from the induction hypothesis together with the
Change of Variables Formula (CVF) for g : (R+ × S)n → R measurable and bounded, and for 〈s, s′〉 ∈ A the equality∫
(R+×S)n
g(v)Mn(s)(dv) =
∫
(R+×A)n
(g ◦ n)(w)Ln(s, s′)(dw).
This is shown first for g = χA for A ∈ B((R+ × S)n), whence it is equivalent to the induction hypothesis, then it is
shown for step functions by the linearity of the integral, subsequently for non-negative measurable and bounded g by
the Monotone Convergence Theorem, and finally for general g by decomposing the map into a positive and a negative
part.
(3) But now we can perform the induction step: Let 〈s0, s′0〉 ∈ A and F ∈ B((R+ × S)n+1) be a Borel set, then
Mn+1(s0)(F ) =
∫
(R+×S)n
M
(
S(v)
)({〈t, s〉 | 〈v, t, s〉 ∈ F})Mn(s0)(dv)
=
∫
(R+×A)n
M
(
π1
(
A(w)
))({〈t, s〉 | 〈w, t, s, s′〉 ∈ −1n+1[F ]})Ln(s0, s′0)(dw)
=
∫
(R+×A)n
L
(
A(w)
)({〈t, s, s′〉 | 〈w, t, s, s′〉 ∈ −1n+1[F ]})Ln(s0, s′0)(dw)
= Ln+1(s0, s′0)
(
−1n+1[F ]
)
. 
Now extend n and rn to the corresponding infinite products, yielding maps ∞ resp. r∞.
Proposition 6.13. Assume thatM andN are Hennessy–Milner equivalent; construct the Polish space A and stochas-
tic relation L :AR+ ×A as above. Then
(i) (π1, ∞) :L∞ → M∞ and (π2, r∞) :L∞ → N∞ are morphisms.
(ii) M∞ and N∞ are bisimilar with L∞ as a mediator.
Proof. (1) We establish first that both M∞ ◦π1 =P(∞)◦L∞ and M∞ ◦π2 =P(r∞)◦L∞ hold, and deal only with
the first equality (the second one is established in exactly the same way, mutatis mutandis). In order to prove the first
equality we have to show that
M∞(s)(F ) = L∞(s, s′)
(
−1∞ [F ]
)
holds, whenever F ∈ B(PATHS(S)) and 〈s, s′〉 ∈ A. By an argument exactly as in the proof of Proposition 5.7 we may
capitalize on the fact that we are dealing with projective limits, permitting us to put the focus on cylinder sets. But by
showing that the double diagram above is commutative for each n ∈ N we have established the claim for these sets.
(2) The σ -algebra of common events is non-trivial. This will be established now. Because the models under con-
sideration are non-degenerate, there exists a state formula ψ with ∅ = [[ψ]]M = PATHS(S). We know that ΔR+ × ζM
spawns ΔR+ × ζN via (Υ, {I × [[ψ ′]]M | I rational,ψ ′ ∈PF}) for some suitably chosen map Υ . Thus
−1∞
[
I × [[ψ]]M
]= r−1∞ [I × [[ψ]]N ],
because [[ψ]]N = Υ[[ψ]]M , see the proof of Lemma 6.6. It is also immediate that
∅ = −1∞
[
I × [[φ]]M
] = PATHS(A).
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−1∞
[B(R+ × PATHS(S))]∩ r−1∞ [B(R+ × PATHS(S′))]
is non-trivial. 
We are ready for the main result.
Theorem 6.14. Let M and N be non-trivial models for μCSL. Then these statements are equivalent:
(i) M≈N .
(ii) M and N are bisimilar.
Proof. (1) The implication (ii) ⇒ (i) follows from Proposition 6.2, so that we have to take care of (i) ⇒ (ii).
(2) Construct the Polish space A and the stochastic relation L :A R+ × PATHS(A) together with the maps ∞
and r∞ as in Proposition 6.13. Assume that the interpretation J for model N is J = (Σ ′,Π ′), and define
L := (L,A, (Σ∗,Π∗),V ∗)
with
(1) V ∗ := (V (a)×W(a))∩A for the atomic propositions a ∈ AP,
(2) Σ∗(Z) := (Σ(Z)×Σ ′(Z))∩A for the state variable Z ∈ SV,
(3) Π∗(P ) := {ρ ∈ PATHS(A) | ∞(ρ) ∈ Π(P ), r∞(ρ) ∈ Π ′(P )} for the path variable P ∈ PV.
Then both ∞ :L→M and r∞ :L→N are morphisms. 
7. Conclusion
We define a continuous stochastic logic μCSL by incorporating the μ-operator into (a variant of) the well known
logic CSL. The main contributions are
• The definition and the investigation of models and their morphisms on the basis of stochastic relations under
somewhat minimal probabilistic assumptions, incorporating the usual rate model. In particular it is shown how a
model generates a stochastic relation between states and paths, and how this construction may be carried over to
investigating model morphisms on the basis of morphisms on these relations.
• Smooth equivalence relations on the states, and paths are defined for each model in a natural fashion by calling
states equivalent iff they have the same theory, similarly for paths. These relations are investigated, using the tool
of an invariant Borel set, originally developed for congruences on stochastic relations. It is shown in detail how
these relations are related to each other, analyzing the local behavior on states and the long range behavior on
infinite paths.
• The Hennessy–Milner equivalence is defined between models, and it is shown that two models are Hennessy–
Milner equivalent iff they are bisimilar. Here bisimilarity is defined in terms of spans of morphisms. The proof
uses a criterion for bisimilarity developed in the context of stochastic relations and adapts the results to the
situation at hand.
The investigation of logics with stochastic methods has proven to be useful, both for the logical side and for getting
a better understanding of the stochastic issues. While usually computational aspects appear as the foremost concern
in these investigations, it becomes evident that structural properties need to be looked at for their own interest, and
from the understanding gained there a deeper understanding of the applications arises [3,6,8,18]. It may be helpful to
continue with this programme from both points of view. To mind comes in particular a closer investigation into the
probabilistic semantics of logics such as PDL [2,17]. The coalgebraic context may be of interest as well. A stochastic
relation M :SR+ × S can be perceived as a coalgebra for the functor G that sends a Polish space S to P(R+ × S)
with G(f ) := P(idR+ × f ). We have seen that this breeds a coalgebra—via the projective limit—for the functor H
544 E.-E. Doberkat / Journal of Applied Logic 5 (2007) 519–544which maps S to P((R+ × S)∞), acting on maps accordingly. An argument very close to the proof of Proposition 3.9
shows that this is actually a natural transformation G •−→H, the underlying morphisms being coalgebra morphisms.
This may help to put the machinery that is developed in [4,23] into action, in which the probability functor has an
appearance, albeit in its simplest disguise working on discrete probabilities, and in which no time is involved. It might
be observed that in [4,23] the functor on which the discussion is based is assumed to preserve at least weak pullbacks,
and it is known that the probability functor proper does not have this property [8]. This indicates that some obstacles
need to be overcome when tweaking μCSL with coalgebraic pincers.
Another avenue that should be pursued is the connection of from probabilistic extension to process algebras to
modal and temporal properties of processes, see [14,26]. A probabilistic transition system is essentially a family of
stochastic relations, indexed through the set of actions. We demonstrate how the fundamental relation of bisimilarity
is modeled, when time is added as an explicit agent. This aspect needs to be investigated further.
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