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1. Введение
Рассматривается линейная система, описываемая векторным уравнением 
с запаздыванием
x(s) = Ax(s)  + B x ( s  — т), s G [О, T ] ,  ( 1 )
x{v) = x q { v ) ,  v  G [—т, 0],
где х  Е Ш  -  фазовый вектор системы; т  =  const Е (0, +оо) -  постоянное 
запаздывание; А  л  В  -  q х  g-мерные матрицы. Начальное состояние системы 
x o ( v ) ,  v  Е [— т, 0] -  непрерывная функция: x q ( u ) Е С (—т, 0; Ш ) .  Предполага­
ется, что матрицы А  л  В  неизвестны, известно лишь, что они принадлежат 
выпуклым, ограниченным и замкнутым множествам Т \  С и JF2 С •
Здесь и ниже символ означает пространство матриц размерности q х q
с евклидовой нормой || • ||qxqi а символ Ш -  пространство g-мерных векторов. 
Таким образом, символ W xq означает пространство q х g-мерных векторов. 
Априорная информация о системе (1) -  фиксированные множества Т \  и 
начальное состояние жо(з) и запаздывание т. Цель работы состоит в по­
строении алгоритма восстановления (реконструкции) неизвестных матриц А  
л  В  с некоторой точностью ц по измерению (с ошибкой) фазовой траекто­
рии системы (1). Заметим, что одна и та же траектория может порождаться 
неединственной парой матриц (А, В )  из множества Т \  х JF2. В таком случае 
мы будем восстанавливать, вообще говоря, не истинные матрицы 4  и В , а 
некоторую другую пару (A*,i?*), А* Е В* Е Тъ, именно такую пару 
матриц (А*, Б*), что решение уравнения
y(s) = A*y(s) + B * y ( s - т ) ,  s £ [0, Т], (2)
y{v) = x  о (О , г / Е [ - т , 0],
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совпадает с x(s), s Е [0, Т]. Правило выбора пары (А*, В*) будет уточнено 
ниже. Итак, мы хотим построить алгоритм вычисления матриц А \  и В \  со 
свойствами
||т1* — ^.lllgxg ^  5 IIв*  — ^  /^ *
Входными данными алгоритма являю тся результаты измерения (с ошибкой) 
в достаточно частые моменты времени Т{ Е [О, Т], 1 =  Т{ +  7 , то =  0, 7 =
=  const > 0, фазового состояния системы x(s), 0 < s < Т. Этими результата­
ми являю тся векторы Е Ш , удовлетворяющие неравенствам
11^  - Щ ) | |  < h.
Здесь символ h Е (0,1) означает величину погрешности измерения.
В [1] для системы, описываемой обыкновенным векторным дифференци­
альным уравнением
x{t) = f ( t , x ( t ) )  + f i ( t , x ( t ) )u ( t ) ,
был указан алгоритм динамической реконструкции n-мерной вектор-функ­
ции и(-)  (управления) в предположении, что известно выпуклое ограниченное 
и замкнутое множество Р  С Ки , которому принадлежит u{t), т. е. известно 
множество Р  такое, что
u(s) Е Р  при почти всех s Е [0,Т]. (3)
Алгоритм основан на сочетании методов теории гарантированного управле­
ния [2] и известного в теории некорректных задач метода сглаживающего 
функционала (метод Тихонова) [3, 4]. Затем в случае, когда множество допу­
стимых возмущений имеет вид
Р(-) =  {гф) Е £ 2(0, T ; R n ) : u ( s ) Е Р  при почти всех s Е [0,Т]}, (4)
задачи динамической реконструкции входа были исследованы и для других 
классов систем, в частности, для систем, описываемых (а) обыкновенным 
дифференциальным уравнением, (б) уравнениями с запаздыванием, (в) па­
раболическими и гиперболическими уравнениями, а также вариационными 
неравенствами с распределенными и граничными управлениями (более де­
тально см. обзорные работы [5-7]).
Метод цитированных работ может быть использован и в случае, когда 
восстановлению подлежат неизвестные параметры. В настоящей работе мы 
укажем алгоритм реконструкции матриц А  и В , основанный на идеях [8-10].
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2 . Вспомогательные утверж дения
Введем семейство линейных непрерывных операторов 3(хт{')),  завися­
щих от функций хт(') £= С (0, Т;М9) и действующих из пространства 1К2<7Х<7 в 
пространство £ 2(0, Т;М 9). Именно, положим для любого и Е К2<?х<7
(3(хт(')))($)и =  2(х(в) , х(в  — т))и при почти всех 5 Е [0, Т].
Здесь символ хт(’) означает функцию х(я), 5 Е [0, Т], а 2 ,(ж(5),ж (5 — т ))  -  
матрица размерности 2д2 х д следующей структуры:
2 '(ж(5), ж(5 —  т ))  =
2д2 столбцов
/ х ^ в )  0
0 )
\  0 0
штрих означает транспонирование (т. е. символ х'(в)  означает вектор-строку, 
отвечающую вектору-столбцу х(в)).  Зададим взаимно-однозначное отображе­
ние (3 : х —> К2<7Х<?, которое каждой паре матриц
Р  = (А ,В ) ,  (5)
( а ц «12 • «1дХ (Ъц Ь\2 ■ ■ • ц х
А =
«21 а п  ■ А2д
в  =
2^1 2^2 • • • Ь2д
\«</1 ад 2 . • • ат) \Ьд1 Ьд2 • ••• ы )
ставит в соответствие вектор-столбец
=  ( ^ Р  =  ( А Ц ,  • • • , а \ д, • • • , Ад 1, • • • , Адд, 6 ц ,  • • • , 6 щ ,  . . . , Ьд1, . . . , бдд)  .
В таком случае отображение С^)- 1  ставит в соответствие вектору
и  =  ( А ц ,  . . . , А1д, . . . , Ад1, . . . , Адд, 6 ц ,  • • • , Ь\д , . . . , Ъ д\ , . . . , Ь д д ) Е М  ^ ^
пару матриц Р  =  Ри вида (5).
Уравнение (1) можно записать в виде
х(в)  =  3 ( х т ( - ) ) ( з ) и р ,  5 Е [0,Т],
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т. е.
x(s) =  S(xT(-))(s)QF, з €[0,Т\ .
Последнее, в свою очередь, может быть переписано в виде функционального 
уравнения в пространстве L2(0, Т; R9)
b(-) =  S* ( x t ( - ) ) ( ' ) u f ,
где
b(s) =  x(s)  —  хо при почти всех s Е [0,Т],
семейство линейных непрерывных операторов S*(xt(-)) • M.2qx q—ïB2 (О, Т; Rq ) 
задается соотношением
S * ( x t ( ' ) ) ( s ) w  =  ( f  S ( x T ( - ) ) ( g )  dg)w при почти всех s Е [0,Т], (w Е R 2qxq).
J о
Пусть Т *  =  .Тд X Т 2 ,
C/i =  {г^  Е Q.F* • b(s) =  S * ( x t ( ’ ) ) ( s) u при почти всех «s Е [0,Т]}.
Легко видеть, что это множество выпукло, ограниченно и замкнуто. Поэтому 
множество
?7* =  argm in{||^|| : и  Е U i }
одноэлементно: ?7* =  {г^ о}*
Пусть
Rj = sup{||F||gXg : F Е J-j} 1 j  = 1,2,
R 3 =  sup{ ||Q (A ,B)\\ \ A  E В  E 
R  =  m a x jiîi  +  i?2, Д 3},
£h (s ) = ПРИ s e  [П,Ч+1), % G [0 : n\, (6)
Çh(s) = x 0 (Ti) при s G [Ti,Ti+1), г G [~rn : -1 ] , r* =  — , rn = [т/п].
n
Символом [a] обозначена целая часть числа а. Тогда верно соотношение 
*00-1
( s M ( m > )  = Е  +  (* -  ’■,w ) z ( 4 ), 4 , _ rj ,  « € [ o , n
г=0
где
7 =  7п =  Т / п , i(s) =  [sra/T], r i(s) =  i ( s )T /n .
Введем функцию
b h , n { s ) = £ i ~ £ о при почти всех s G [т*, r i+i).
Заметим, что функция Ь^ п (') действительно зависит от /г, так как ^
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Л емма 1 . Справедливо неравенство
||Ь(-) -  6А)П(.)||ь2 < 1 /п )  = л/Т{ 21ъ + Л С Т / п ) ,
где
С\ = (||®о|| +  я / °  1Ы 011 ^ ) ( 1  +  Я Т ехр(Д Т )),
С  =  тах{С т, т а х  ||жо(л)||}-
1/е[-т,о]
Д о к а з а т е л ь с т в о . Верна оценка
||ж(в)|| < ||ж0|| +  [  \\Ах(у) +  В х ( у  — т)|| ду, в <Е [0,Т].
Учитывая неравенства ЦЛЦ^хд < Д ь  ||^||<?хд < 1^2, получаем
/
0 гв
\\хй{н)\\дн + Я !  \\х(у)\\йу,  в Е [0 ,Т ] .
В силу леммы Гронуолла из последнего соотношения выводим
| |Д 0 Н < С ь  ||®(в)|| < КС,  в € [ 0 ,т ] .  (7)
Заметим, что при 5 Е [т^Тг+х) справедливо неравенство
|1Ж(5) — <м11 ^  ^ +  [  \\х(и)\\(1и < к + И С Т / п .  (8)
Зп
Поэтому в силу (7), (8) имеем
^ \
||ь(-) -  Ьн,п(-)\ \1 =  У  [  \ \ Ф )  -  жо -  £  +  Со II2 <
i=о Л
^ *4 Т1 1
< У  /  (2Л +  И С Т / п ) 2 д и 1^— —Т (2/г +  Я С Т / п ) 2 < Т ( 2/г +  Я С Т / п ) 2.
г=0 ^  П
Лемма доказана.
Л е м м а  2 . Справедливо неравенство
сП( \ \ 1 /  Л /7„ 1 /_\ ОЛТ. [<£Г ,||5*(жт(-)) - в М Ш с !  < д2 {1г М п ) = 2 Т ^ { 1 1  + П С Т 1 п).
Здесь ф ( - )  означает функцию ); £ Е [0,Т]; определяемую согласно (6).
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Д о к а з а т е л ь с т в о . В силу (8) имеем
||{№ т(-)) -£(#(-))}(*)«И | < л/2д(/* + ДСТ/п)||иИ|, 5 е М -
Поэтому
||иД|<1 Л) Jo
\ \ S4M- ) )  -  Я Ш М с ,  =
эир [  [  (£(жт (-)) -  8 (£т(-)))(з)<1 зир  <а) / <
/»у /»£ 2 2^ /»у х ^ 2
< (  /  ( лД д(Л +Д С Г/п) Д  <й) < л/2д(Л+ДС'Т/п) (  /  С <й) <
< 2Т (Л +  Д С Г /п ).
Лемма доказана.
3. А л го р и т м  р е ш е н и я
Д ля решения задачи в качестве матриц А* и 5*, подлежащих восстанов-
на искусственном промежутке времени К+ =  [0,+оо). Состояние системы 
Д£), £ Е К+, и управление г>(£) являю тся элементами векторного евклидова 
пространства 1К2<7Х<7. Наша цель -  построить управляющую функцию гф) та­
кую, что для отвечающей ей траектории зф) системы (9) отношение z ( t ) / t  
близко к щ  при достаточно больших £. Управления г>(£) в системе (9) будут 
формироваться по закону управления с обратной связью. Закон управления 
с обратной связью отождествляется с функцией
и  : %  х Ш2дХ1} -»• (ЗД*.
Д ля каждого 8  > 0 определим ^-траекторию д, (■). порожденную законом
лению, возьмем пару матриц вида 1 и о, т. е. будем вычислять
(И*, Б*) =  ( ^ ^ щ .
Введем динамическую управляемую систему
£(£) =  Д£), ДО) =  О (9)
С/(М ):
гДО) =  0, ;гД ) = +  ^ 8 ,
1 е  [^Л я-О , Ь = Л ) Д  е и ( ^ , г $ ( ^ ) ) .
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Введем функционал
Ла ( Ф Д ) )  =  Н б Щ т О Ж Д Д )  - Щ - ) \ \ ь 2 + а  [  \\£б{1у)\\2 Ли -  аМ ° ,  (10)
з о
где а  -  вспомогательный параметр регуляризации, играющий (вместе с
В дальнейшем символ || • ||ь2 означает норму в пространстве £ 2(0, Т; М9), сим­
вол || • ||с 2 -  норму в пространстве линейных ограниченных операторов, дей­
ствующих из 1К2<7Х<7 в  £ 2( 0, Т; М9), а символ (•, -)ь2 -  скалярное произведение в 
пространстве £ 2(0, Т; Ш ). Функционал А а -  аналог функционала Ляпунова. 
Мы укажем такое правило выбора управления по принципу обратной связи 
£/(£,£), что справедливы неравенства
Здесь с\ -  постоянная, которая может быть выписана явно.
Пусть закон формирования управления V (£, г) имеет следующий вид:
Т е о р е м а  1 . Закон управления по принципу обратной связи С/( ,^ (12) обес­
печивает выполнение неравенства (11).
Д о к а з а т е л ь с т в о . В начальный момент времени имеем
Таким образом, при £ =  0 неравенство (11) справедливо. Пусть это неравен­
ство верно для всех £ Е [0,£ф Возьмем произвольное число 5 Е [£7, £7+1] и 
проверим (11) для £ =  5. Нетрудно видеть, что
Зз(я, г6) -  \ь2 < Ш М - т - )  -  34^т(-))\ \с2 \ \МЧ)\\  +  (14)
+  * # ( • )  -  К,п{) \ \ ь 2 < Ж Л (Ф  1/ п ) +  -ЙЛД, 1 /Л )-
Ла ( Ф Д ) )  < Ла Д Д йД-)) + (11)
при  ^ € Ю, 0 + 1)*
и ( г , г )  = и а (г,г) =  а ^ т т { 2 ( 5 * ( £ Д - ) ) ( - ) г : - % ,„ ( • ) ,  (12)
3*(£,т('))(')и)ь2 +  а\\и \\2 : и е
л«(0|^(0)) = 0. (1 3 )
НЖ Д! < ш ,  г > о .
Отсюда и из лемм 1, 2 выводим
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Здесь
8 э{х , г5) =  Б*(жт (-))(-Ь<5(Л -  ^Ь(-) £ 1/2(0,Г; 
вД & зд) =  £ * (# (•  ) ) ( - ) ^ Л )  - ^ Ь н>п(-).
У читывая правило определения функционала А а (см. (10)), получаем
Ла,(вЦ<5(в)) =  Ла ( Л ^ ( Л )  +  Ц] + V] +  а ( | |^ | |2 -  7°)(з -  ^ ) ,  (15)
где
Н  =  2 (й “  ^ ) ( ^ ( ® , г а ) , 5 * ( ® г ( - Ж 0 « ?  “  Ю ) ь 2,
ч  = т х т ( т ^ - ь ( - ) \ \ и * - ъ ) 2-
Заметим, что
5,*(жт(-))(-)ио -  Ь(-) = 0.
Отсюда и из (15) следует справедливость равенства 
Л Ц ф Д з ) )  =  Ла ( г Д 5( Л ) + г ^ + 2 ( .8 - Л (  Л ( ж,2;(5),5,*(ж г( - ) ) ( - ) ^ - &(-))д2 +
+  ск г;, ö\ \ 2 { S j ( x ,  Zg ) ,  S*(xT (-))(-)u0 -  Ь(-))ь2 +  a\\u0 \\2 )•
Далее имеем следующие оценки:
Н б Щ тО Ж О ^ -  Ь(-)\\ь2 < d0R  + b0,
\ \s j (x ,z s ) \ \ L 2  < (d0R  + b0 )tj, 
d0 = ||5,*(жт (-))(-)||д2, Ьо = ||6(*)Щ2*
Следовательно, в силу (14), (16), верно неравенство
Л Д з^ Д Д ) < A a (tj\z§(tj)) +  Vj +
+ 2 (s - i j ) {  Л (С ^ ) Ж * ( ж т (-))(-)^' ~ К ' ) ) ь 2 +
~  {s3 (£, zg), S*(xT (-))(-)m -  Ь(-))ь2 + « IK II2 )  + 4 ( s  -  t j ) t j d 3 (h , l /n ) ,  
ds(h, l /n )  = (dı(h,  l /n )  +  R d 2 (h, l / n ) ) ( d o R  + &o)-
Кроме того, из (16) (снова учитывая (14)) получаем
\\s3 ({,,zs) \ \ L 2  < t jd 4 ( h , l / n ) ,  
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Легко видеть, что
Vj < (s ~  t j ) 2 (b0 +  d0 R ) 2.
Еще раз воспользуемся леммами 1, 2. Тогда, учитывая (17), (18), устанавли­
ваем оценку
Ла (ф < Д ))  < А а ( ^ \ г 5(^ ) )  +  2(5 -  ф {  +  (19)
( Ф £ ,г$),3*(£т(-))(-)щ)ь2 +  « | ф | | 2 )<5 i i 2 +
+ 4(5 — t j)tjd$(h,  1 / ti) + (5 — tj)^(6o T d^R)^ ,
где
d$(h, l /n )  =  ds(h,  l /n )  +  (İ4(/ı, l / n ) ^ ^ ,  l / n ) R  < cq ( h +
n
со -  постоянная, которая может быть выписана явно. В силу правила опре­
деления отображения 1 1 (1 , г) (см. (12)), справедливо неравенство
< 0.
s j ( £ i z s ) i  S * ( £ , T ( - ) ) ( - ) v j ) L 2  +  a \\v j  II2 -  (20)
( Д £ ,  zs), S*(Çt(-))(-)uo)l2 +  «ll^oll2 
В таком случае из соотношений (19), (20) получаем при s G [tj,tj+ı)
Л Ц ф ф ) )  < A a (tj\zs(tj))  +  4(s -  t j ) t j d 5 (h, l / n )  +  (s -  t j ) 2 (b0 + d0 R ) 2.
Теорема доказана.
Пусть взяты последовательности положительных чисел {сщ}, {hn} и {tn} 
со свойствами
Oin О5 hn ^  0, t n —>► + 00, (21)
(ап +  Sn) / t n -> 0, Sn/ a n -> 0, t n (hn +  1 / п ) / а п -> 0 при п -> оо.
Тогда верна
Т е о р е м а  2 . При выполнении условия (21) имеет место сходимость
zsn {tn) / tn Щ при п -> оо. (22)
Д о к а з а т е л ь с т в о . Из (11) и (13) получаем оценку
^ a n (tn\zön (tn)) ^  Ci (Sntn +  t n (hn +  l /n ) )  .
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Таким образом, справедливы неравенства
||S*(xT{')){')zsn {tn) ~ ||ь2 — cı {fintn +  tn{hn T 1 /^ )) T 2oinR  £n , (23)
Р Д О Н 2 dv < cı ( 5—  + t 2n hn +  1//ra ) + t n J° . (24)
V OLrt. OLn.
Поделив правую и левую части неравенства (23) на будем иметь
\\S*(xT(-))(zsn (tn) / t n) -  b(-)\\l2 < c2 (Sn / t n + hn + l /n )  +  2anR 2 / t n . (25)
В силу выпуклости нормы, воспользовавшись неравенством Иенсена, будем 
иметь
2
= \\zsn {t)/t\\ для всех t > 0.\  I  Р Д 0112 ^ >  ^  « « „ (О * '
Отсюда и из (24) получаем
Ц^ гг {^п)/^п II ^  С1 {^п/^П Т  ^п(^п Т  1 /п ) / а п) +  J  . (26)
Сходимость (22) следует из (25), (26). Заметим, что множество выпукло, 
ограниченно и замкнуто. В таком случае верно включение
п —1
%5п {Ъп) / =  Е ”/ 1*"/*" С *.
.7=0
В силу ограниченности последовательности { ^ гг(^п)/^п} ^ =1, не наруш ая общ­
ности, считаем
Х д п ^ п ) / ^  ^  и* е  при п -> оо.
У читывая (25), заключаем, что и* Е £/]_. Кроме того, в силу (26), имеем 
\\и*\\ < ||гхо||- Однако множество П\ содержит единственный элемент мини­
мальной нормы. Таким образом, и* = щ .  Теорема доказана.
Из теоремы 2 следует
Т е о р е м а  3. При выполнении условий (21) имеет место сходимость
Я ~ 1 г 6„ ^ п ) ^ п  (А*,В*) при п ^  оо.
4. З а к л ю ч е н и е
В работе предложен алгоритм восстановления неизвестных матриц ли­
нейной системы с постоянным запаздыванием. Алгоритм устойчив к инфор­
мационным помехам и погрешностям вычислений. Он ориентирован на ком­
пьютерную реализацию.
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