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THE CHARACTERISTIC POLYNOMIAL OF A
MULTIARRANGEMENT
TAKURO ABE, HIROAKI TERAO, AND MAX WAKEFIELD
Abstract. Given a multiarrangement of hyperplanes we define a series by
sums of the Hilbert series of the derivation modules of the multiarrangement.
This series turns out to be a polynomial. Using this polynomial we define the
characteristic polynomial of a multiarrangement which generalizes the char-
acteristic polynomial of an arragnement. The characteristic polynomial of an
arrangement is a combinatorial invariant, but this generalized characteristic
polynomial is not. However, when the multiarrangement is free, we are able to
prove the factorization theorem for the characteristic polynomial. The main
result is a formula that relates ‘global’ data to ‘local’ data of a multiarrange-
ment given by the coefficients of the respective characteristic polynomials. This
result gives a new necessary condition for a multiarrangement to be free. Con-
sequently it provides a simple method to show that a given multiarrangement
is not free.
0. Introduction
Let V be a vector space of dimension ℓ over a field K and S = S(V ∗) be the
symmetric algebra. We can choose coordinates for V ∗ such that S ∼= K[x1, . . . , xℓ].
Put ∂xi := ∂/∂xi. A hyperplane is a codimension one linear space in V . A mul-
tiarrangement is a finite collection of hyperplanes denoted by A together with a
multiplicity function m : A → Z>0. Let (A,m) denote a multiarrangement. When
m(H) = 1 for all H ∈ A, we identify (A,m) with the arrangement A. For p ≥ 1 the
S-module Derp(S) is the set of all alternating p-linear functions θ : Sp → S such
that θ is a K-derivation in each variable. For p = 0 we put Der0(S) = S. For each
H ∈ A we choose a defining form αH . Put Q˜ =
∏
H∈A
α
m(H)
H . Define the derivation
modules of (A,m) as
Dp(A,m) = {θ ∈ Derp(S)|θ(αH , f2, . . . , fp) ∈ α
m(H)
H S
for all H ∈ A and f2, . . . , fp ∈ S}.
If D1(A,m) is a free S-module we say that a multiarrangement (A,m) is free.
One of the most fundamental invariants of an arrangement of hyperplanes is its
characteristic polynomial. The focus of this paper is to generalize the characteristic
polynomial to multiarrangements of hyperplanes and apply this polynomial to the
problem of freeness of the module of derivations. In [17] Ziegler initiated the study
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of derivations of multiarrangements. Later in [14] and [15] Yoshinaga found that
the derivation modules of multiarrangements are important for the study of free
arrangements. It is known that any multiarrangement is free when ℓ = 2 (see
[12] and [17]). Other examples of free multiarrangements include the restricted
multiarrangements of a free arrangement (see [17]) and the Coxeter arrangements
with a constant multiplicity (see [11] and [13]). On the other hand, very few
examples of non-free multiarrangements have been known. One purpose of this
paper is to introduce a useful criterion for a multiarrangement to be non-free.
In order to define the characteristic polynomial of a multiarrangement (A,m)
we make use of the S-modules Dp(A,m). Since each Dp(A,m) is Z≥0-graded by
polynomial degree, we may define a function
ψ(A,m; t, q) =
ℓ∑
p=0
H(Dp(A,m), q)(t(q − 1)− 1)p
in t and q, where H(Dp(A,m), q) is the Hilbert series of Dp(A,m). Although
ψ(A,m; t, q) is, a priori, a rational function in q, it turns out to be a polynomial in
q as shown in Theorem 2.5. So we may substitute q equal to 1 and we define the
characteristic polynomial by
χ((A,m), t) = (−1)ℓψ(A,m; t, 1)
and the Poincare´ polynomial by
π((A,m), t) = (−t)ℓχ((A,m),−t−1).
These polynomials are generalizations of the characteristic and Poincare´ polynomi-
als of an arrangement A because of [7]. However, unlike the case of arrangements,
these generalized polynomials are not combinatorial invariants.
Let L = L(A) be the intersection lattice of A with the order as reverse inclusion
and the rank function defined by codimension: r(X) = codimV (X). Let Lk = {X ∈
L | r(X) = k}. For any X ∈ L let AX = {H ∈ A | X ⊆ H} and mX = m|AX .
Define Cp(X) ∈ Z by π((AX ,mX), t) =
∑ℓ
p=0 Cp(X)t
p. The Main Theorem 3.3 in
this paper asserts that, for arbitrary X ∈ L and p such that 0 ≤ p ≤ r(X),
Cp(X) =
∑
Y ∈L(AX)p
Cp(Y ).
In particular, when X is equal to the intersection of all hyperplanes in A, we have
Cp =
∑
Y ∈Lp
Cp(Y ),
where Cp is the coefficient of t
p in the “global” Poincare´ polynomial π((A,m), t).
This formula thus relates global data to local data of derivations of multiarrange-
ments.
The multiset exp(A,m) of exponents are defined by the polynomial degrees of a
homogeneous basis over S as in [17] if (A,m) is a free multiarrangement. Next we
prove the Factorization Theorem 4.1 for free multiarrangements:
π((A,m), t) =
ℓ∏
i=1
(1 + dit)
where exp(A,m) = (d1, . . . , dℓ). This is a generalization of the factorization theo-
rems for free arrangements in [9] and [10]. When (AX ,mX) is free with exp(AX ,mX) =
3(dX1 , . . . d
X
r(X), 0, . . . , 0), the Factorization Theorem implies Cr(X)(X) = d
X
1 d
X
2 · · · d
X
r(X).
We define the k-th local mixed product by
LMP (k) =
∑
X∈Lk
dX1 d
X
2 · · · d
X
k
when the multiarrangement (AX ,mX) is free for any X ∈ Lk. Assuming that
(A,m) is free with exp(A,m) = (d1, . . . , dℓ), we introduce the k-th global mixed
product by
GMP (k) =
∑
di1di2 · · · dik
where the sum is over all k-tuples such that 1 ≤ i1 < · · · < ik ≤ ℓ. Then, thanks
to Theorem 3.3, we have Corollary 4.6:
GMP (k) = LMP (k).
This formula gives a necessary condition for a multiarrangement to be free. There-
fore, it provides a simple method to show non-freeness of a given multiarrangement
as illustrated in Example 5.1.
1. Preliminaries
Let (A,m) be a multiarrangement. In this section we collect basic properties of
the modules Dp(A,m). We write (A,m) ⊆ (B,m′) if A ⊆ B and for all H ∈ A ⊆ B
we have 0 < m(H) ≤ m′(H).
Lemma 1.1. If (A,m) ⊆ (B,m′) then Dp(A,m) ⊇ Dp(B,m′).
Proof. Let θ ∈ Dp(B,m′) and let H ∈ A. Then θ(αH , f2, . . . , fp) ∈ α
m′(H)
H S ⊆
α
m(H)
H S. Thus, θ ∈ D
p(A,m). 
We have a product structure on Derp(S)×Derq(S)→ Derp+q(S) because
∧pDer1(S) ∼=
Derp(S). Recall the formula (2.3) from [7] that if θ1, . . . , θp ∈ Der
1(S) then
(1.1) (θ1 ∧ · · · ∧ θp)(f1, . . . , fp) = det[θi(fj)]1≤i,j≤p
for all f1, . . . , fp ∈ S. Similarly as described in [7], if ϕ ∈ D
p(A,m) and ψ ∈
Dq(A,m) then ϕ∧ψ ∈ Dp+q(A,m). The next three lemmas are nearly identical to
Propositions (2.5), (3.4), and (5.8) in [7] respectively. However, because they are
generalizations and the results are important for this paper we show their proofs.
Lemma 1.2. Dℓ(A,m) ∼= SQ˜(∂x1 ∧ · · · ∧ ∂xℓ).
Proof. Let θ = f(∂x1 ∧ · · · ∧ ∂xℓ) ∈ D
ℓ(A,m) for some f ∈ S. Let H ∈ A be
arbitrary. Then for some i ∈ {1, . . . , ℓ} we have that ∂xi(αH) 6= 0 and without
loss of generality we can assume that i = 1 and ∂x1(αH) = 1 . Then (1.1) implies
θ(αH , x2, . . . , xℓ) = f . Since θ ∈ D
ℓ(A,m) we know that θ(αH , x2, . . . , xℓ) = f ∈
α
m(H)
H S. So, for all H ∈ A we have f ∈ α
m(H)
H S. Thus, the polynomial Q˜ divides
f . 
Lemma 1.3. If (A,m) is a free multiarrangement then Dp(A,m) ∼=
∧p
D1(A,m).
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Proof. Let {θ1, . . . , θℓ} be a basis for D
1(A). Let I = (i1, . . . , ip) where 1 ≤ i1 <
· · · < ip ≤ ℓ. Let ∂I = ∂xi1∧· · ·∧∂xip and let θI = θi1∧· · ·∧θip . For all i ∈ {1, . . . , ℓ}
we know Q˜∂xi ∈ D
1(A,m) =
ℓ∑
j=1
Sθj . Thus, Q˜
pDerp(S) ⊆
∑
I
SθI . Let θ ∈
Dp(A,m). Then there exists fI ∈ S such that Q˜
pθ =
∑
I
fIθI . Let J ⊆ {1, . . . , ℓ}
such that |J | = ℓ−p. Then by Ziegler’s criterion (i.e., the multiarrangement version
of Saito’s criterion, see [17])
(1.2) Q˜p(θ ∧ θJ ) =
(∑
I
fIθI
)
∧ θJ = fKQ˜(∂x1 ∧ · · · ∧ ∂xℓ)
where K is the complement of J . Also, θ∧θJ ∈ D
ℓ(A,m) = Q˜(∂x1 , . . . , ∂xℓ). Thus,
Q˜p divides fK for all K. Therefore,
θ =
∑
I
fI
Q˜p
θI .
If
∑
I
fIθI = 0 then the second equality of (1.2) implies that fK = 0 for all K. Thus,
{θI | |I| = p} is a basis for D
p(A,m). 
Let (A1,m1) and (A2,m2) be two multiarrangements in the vector spaces V1
and V2 resprectively. We define the product of these two multiarrangements by
(A1,m1)×(A2,m2) := (A1×A2,m) where the hyperplanes are given by A1×A2 =
{H ⊕ V2|H ∈ A1} ∪ {V1 ⊕H
′|H ′ ∈ A2} ⊆ V1 ⊕ V2 and the multiplicities are given
by m(H ⊕ V2) = m1(H) and m(V2 ⊕H
′) = m2(H
′). Put Si = S(V
∗
i ) for i = 1, 2
and S = S(V ∗1 ⊕ V
∗
2 ).
Lemma 1.4.
Dk ((A1,m1)× (A2,m2)) ∼=
⊕
i+j=k
Di(A1,m1)⊗K D
j(A2,m2).
Proof. In this proof the tensor product is always over K. Identify S with S1 ⊗ S2
and Derk(S) with
⊕
i+j=k
Deri(S1) ⊗ Der
j(S2). It is clear that
⊕
i+j=k
Di(A1,m1) ⊗
Dj(A2,m2) ⊆ D
k ((A1,m1)× (A2,m2)). We show the reverse inclusion. Let θ ∈
Dk((A1,m1) × (A2,m2)). Without loss of generality we can assume that θ ∈
Deri(S1) ⊗ Der
j(S2). Suppose that θ =
r∑
s=1
ϕs ⊗ ψs where ϕ1, . . . , ϕr ∈ Der
i(S1)
and ψ1, . . . , ψr ∈ Der
j(S2) are linearly independent over K. Fix f2, . . . , fi ∈ S1 and
for any H ∈ A1 let ψ =
r∑
s=1
ϕs(αH , f2, . . . , fi) ⊗ ψs ∈ S1 ⊗ Der
j(S2) ⊆ Der
j(S).
Let (Φ,m∅) be the empty multiarrangenment in V2. Since θ ∈ D
k((A1,m1) ×
(A2,m2)) ⊆ D
k((A1,m1)× (Φ,m∅)) we know that for all g1, . . . , gj ∈ S2 we have
ψ(g1, . . . , gj) =
(
r∑
s=1
ϕs ⊗ ψs
)
(αH , f2, . . . , fi, g1, . . . , gj) ∈ α
m1(H)
H S.
Thus, ψ ∈ α
m1(H)
H S1 ⊗ Der
j(S2). Since ψ1, . . . , ψr are linearly independent over
K we know that 1 ⊗ ψ1, . . . , 1 ⊗ ψr are linearly independent over S1. Therefore,
ϕs(αH , f2, . . . , fi) ∈ α
m1(H)
H S1 and θ ∈ D
i(A1,m1)⊗Der
j(S2). Now, we can choose
5ξ1, . . . , ξt ∈ D
i(A1,m1) that are linearly independent over K such that θ =
t∑
s=1
ξs⊗
ζs for some ζ1, . . . , ζt ∈ Der
j(S2). To finish the proof we just perform the same
argument to the ζ1, . . . , ζt as we did above with the ϕs and we have that θ ∈
Di(A1,m1)⊗D
j(A2,m2). 
Let (S−Mod) denote the category of S-modules. Regard L as a category with
morphisms ≤. Next we follow [5] and using the modules Dp(A,m) we define a
contravariant functor
Dp : L→ (S−Mod)
by Dp(X) := Dp(AX ,mX) and D
p(≤) is the inclusion from Lemma 1.1. We review
the definition of a local functor from [7].
Definition 1.5. For any prime ideal P ⊆ S let X(P ) =
⋂
H where the intersection
is over all H ∈ A such that X ⊆ H and αH ∈ P . We say that a contravariant
functor F : L → (S−Mod) is local if the localization of F (X)→ F (X(P )) at P is
an isomorphism for every X ∈ L and every prime ideal P .
Now the proof that Dp is a local functor is slightly different from the proof in
[5].
Proposition 1.6. For every 0 ≤ p ≤ ℓ the functors Dp are local.
Proof. Let P be a prime ideal of S. For every 0 ≤ p ≤ ℓ we have the inclusion
Dp(AX(P ),mX(P )) ⊇ D
p(AX ,mX) by Lemma 1.1. Let
θ
f
∈ Dp(AX(P ),mX(P ))P
where θ ∈ Dp(AX(P ),mX(P )) and f ∈ S\P . Define the polynomial
g =
∏
H∈AX\AX(P )
α
m(H)
H .
Then
gθ
gf
∈ Dp(AX ,mX)P .
Thus, Dp(AX ,mX)P ∼= D
p(AX(P ),mX(P ))P . 
The following theorem from [7] is crucial in the proof of our main result. To state
it we need to have some notation. Each Dp(A,m) is Z≥0-graded by the polynomial
grading. The Hilbert series (also called the Poincare´ series) of an Z≥0-graded,
finitely generated module M =
⊕
Mq is
H(M, q) =
∞∑
p=0
dimK(Mp)q
p.
Let µ : L× L −→ Z be the Mo¨bius function as in [6] and [8].
Theorem 1.7 ([7], (6.10)). Let F be a contravariant, Z≥0-graded, finitely gener-
ated, local functor F : L→ (S−Mod). Then for any X ∈ L∑
Y≤X
µ(Y,X)H(F (Y ), q)
has a pole of order at most dimX at q = 1.
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2. Definition of χ((A,m), t)
Let (A,m) be any multiarrangement. In this section we define a series ψ(A,m; t, q)
associated to the multiarrangement (A,m), prove that it is a polynomial, and
then with this polynomial define the characteristic polynomial χ((A,m), t) and the
Poincare´ polynomial π((A,m), t).
Definition 2.1.
ψ(A,m; t, q) =
ℓ∑
p=0
H(Dp(A,m), q)(t(q − 1)− 1)p.
Next we summarize the arguments in [7] for the case of multiarrangements to
prove that ψ(A,m; t, q) is a polynomial in q and t. The symmetric algebra S(V ∗)
is Z≥0-graded by homogeneous polynomial degree and we denote the d-th graded
component by S(V ∗)d.
Definition 2.2. We say h ∈ S(X∗)d is non-degenerate on a subspace X ⊆ V if√
(∂x1(h), . . . , ∂xk(h)) ⊇ (x1 . . . , xk) where {x1, . . . , xk} is a basis for X
∗. Let NXd
be the set of all h ∈ S(V ∗)d such that h|X ∈ S(X
∗)d is non-degenerate on X ⊆ V .
Remark 2.3. Assume K is algebraically closed, then there are infinitely many d such
that NXd is non-empty and actually a Zariski open set in S(X
∗)d for all X ∈ L (see
[7]).
Lemma 2.4. Assuming K is algebraically closed, if h ∈
⋂
X∈L
NXd then the ideal√
D(A,m)h ⊆ S(V ∗) contains the unique homogeneous maximal ideal.
Proof. By Hilbert’s Nullstellensatz it is enough to show that the zero locus V (D(A,m)h)
is contained in {0}. For v ∈ V \{0} let X =
⋂
v∈H∈A
H . So, v ∈ X , but v /∈ Y
for all Y ∈ L such that Y ⊂ X . Choose a basis {x1, . . . , xℓ} for V
∗ such that
X = V (xk+1, . . . , xℓ). Let Q˜
′ =
∏
H 6⊇X
α
m(H)
H . It is clear that Q˜
′∂xi ∈ D
1(A,m)
for all i ∈ {1, . . . , k}. Since h ∈ NXd we know that v /∈ V (∂x1(h), . . . , ∂xk(h)) ∩X
so that v /∈ V (∂x1(h), . . . , ∂xk(h)). Since X ∈ L is minimal such that v ∈ X we
have that Q˜′(v) 6= 0. Thus, v /∈ V (Q˜′∂x1(h), . . . , Q˜
′∂xk(h)). But V (D(A,m)h) ⊆
V (Q˜′∂x1(h), . . . , Q˜
′∂xk(h)) so v /∈ V (D(A,m)h). 
Theorem 2.5. The series ψ(A,m; t, q) is a polynomial in q and t.
Proof. First, we note that since ψ(A,m; t, q) is stable under field extension, we may
assume that K is algebraically closed. Consider the following chain complex
(2.1) 0→ Dℓ(A,m)→ Dℓ−1(A,m)→ · · · → D1(A,m)→ D0(A,m)→ 0
where the differential ∂h is defined by
(∂hθ)(f1, . . . , fp−1) := θ(h, f1, . . . , fp−1)
for any θ ∈ Dp(A,m). Once we replace the above complex for the corresponding
complex defined in equation (4.7) in [7] the proof follows from the above Lemma
2.4 and Propositions (4.10), (5.2), and (5.3) in [7]. 
Because ψ(A,m; t, q) is a polynomial for any multiarrangement we can make the
following definition.
7Definition 2.6. The characteristic polynomial of any multiarrangement (A,m) is
the polynomial
χ((A,m), t) = (−1)ℓψ(A,m; t, 1)
and the Poincare´ polynomial is
π((A,m), t) = (−t)ℓχ((A,m),−t−1).
Remark 2.7. This generalizes the characteristic and Poincare´ polynomials of an
arrangement because of Theorem (1.2) of [7]. However, this polynomial χ((A,m), t)
is in no way “characteristic” since it is not an invariant of the intersection lattice
(see the next example).
Example 2.8 (Ziegler [17]). Let (A1,m1) and (A2,m2) be defined by the polyno-
mials Q˜1 = x
3y3(x − y)(x + y) and Q˜2 = x
3y3(x − y)(x − cy) where c 6= ∞, 0, 1.
Then the characteristic polynomials are:
χ((A1,m1), t) = (t− 3)(t− 5)
and
χ((A2,m2), t) = (t− 4)
2.
3. Local to Global formula for χ((A,m), t)
By Theorem 2.5 we know that ψ(A,m; t, q) is a polynomial for any multiarrange-
ment. Thus, the following functions are well-defined.
Definition 3.1. For p ∈ {0, . . . , ℓ} define the functions Cp : L(A) → Z by setting
Cp(X) equal to the coefficient of t
p in the polynomial π((AX ,mX), t) or equivalently
the coefficient of tℓ−p in the polynomial (−1)ℓχ((AX ,mX),−t).
With this notation ψ(AX ,mX ;−t, 1) =
ℓ∑
p=0
Cp(X)t
ℓ−p for all X ∈ L. Let
(Φn,m∅) be the empty multiarrangement in dimension n.
Remark 3.2. By Lemma 1.4 and the fact that χ((Φn,m∅), t) = t
n (see [4]) we know
that χ((AX ,mX), t) is divisible by t
dimX . Therefore, Cp(X) = 0 for all p such that
ℓ− p < dimX .
Now, we can state the main theorem which, simply put, states that there is a
direct relationship between the local data and the global data of derivations on
multiarrangements.
Theorem 3.3. For arbitrary X ∈ L and p such that 0 ≤ p ≤ r(X)
Cp(X) =
∑
Y ∈L(AX)p
Cp(Y ).
Proof. Let
ψX(A,m; t, q) :=
ℓ∑
p=0
∑
Y≤X
µ(Y,X)H(Dp(AY ,mY ), q)(t(1 − q)− 1)
p.
By interchanging sums and using Definition 2.1
(3.1) ψX(A,m; t, q) =
∑
Y≤X
µ(Y,X)ψ(AX ,mX ;−t, q).
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Thus, by setting q = 1 and using Definition 3.1
(3.2) ψX(A,m; t, 1) =
∑
Y≤X
µ(Y,X)
ℓ∑
p=0
Cp(Y )t
ℓ−p.
Examine the following series
Mp(q) :=
∑
Y≤X
µ(Y,X)H(Dp(AY ,mY ), q).
By Proposition 1.6 and Theorem 1.7 we have that (1− q)dimXMp(q) does not have
a pole at q = 1. So, the coefficient of tn inMp(q)(t(1−q)−1)
p is divisible by (1−q)
for n > dimX . Hence, the coefficient of tn in ψX(A,m; t, 1) is zero for n > dimX .
On the other hand, ψX(A,m; t, 1) is divisible by t
dimX because Cp(Y ) = 0 in
(3.2) when ℓ − p < dimY . Thus ψX(A,m; t, 1) is a monomial of degree dimX .
Comparing the coefficients of tdimX in both sides of (3.2), we obtain
ψX(A,m; t, 1) = Cr(X)(X)t
dimX .
The Mo¨bius inversion formula converts∑
Y≤X
µ(Y,X)ψ(AY ,mY ;−t, 1) = Cr(X)(X)t
dimX
into
ψ(AX ,mX ;−t, 1) =
∑
Y≤X
Cr(Y )(Y )t
dimY .
This completes the proof since ψ(AX ,mX ;−t, 1) =
∑ℓ
p=0 Cp(X)t
ℓ−p. 
4. χ((A,m), t) for free multiarrangements
In this section we study methods of applying χ((A,m), t) to the problem of
determining the freeness of multiarrangements. First, we prove the “Factorization
Theorem” for multiarrangements (this generalizes the main Theorems of [9] and
[10]).
Theorem 4.1. If D1(A,m) is free with exponents exp(A,m) = (d1, . . . , dℓ) then
χ((A,m), t) =
ℓ∏
i=1
(t− di)
and
π((A,m), t) =
ℓ∏
i=1
(1 + dit).
Proof. Since the module D1(A,m) is free, we apply Lemma 1.3 and get that
H(Dp(A,m), q) =
∑ qdi1+di2+···+dip
(1− q)ℓ
where the sum is over all p-tuples such that 1 ≤ i1 < i2 < · · · < ip ≤ ℓ. Then
multiplying by t(q − 1)− 1 in ψ(A,m; t, q) we factor to get that
ψ(A,m; t, q) =
ℓ∏
i=1
(1 + qdi(t(q − 1)− 1))
(1− q)ℓ
.
9Then expand this and divide by (1− q) in each factor to get
ψ(A,m; t, q) =
ℓ∏
i=1
(1 + q + q2 + · · ·+ qdi−1 − qdit).
Now, we substitute q = 1 to get
ψ(A,m; t, 1) =
ℓ∏
i=1
(di − t). 
Now, we construct a different formula for χ((A,m), t). Let X ∈ L. Suppose that
(AX ,mX) is free with exponents
exp(AX ,mX) = (d
X
1 , . . . , d
X
ℓ ).
Some of the dXi may be zero because of Lemma 1.4. Without loss of generality we
may assume that dXk = 0 for all k > r(X). Then by Theorem 4.1 π((AX ,mX), t) =
r(X)∏
i=1
(1 + dXi t). Applying this to Definition 3.1 we have
(4.1) Cr(X)(X) = d
X
1 · · · d
X
r(X).
The next definition is a generalization of the ideas of locally free arrangements
in [3] and [16].
Definition 4.2. Let 0 ≤ p ≤ ℓ. We say (A,m) is p-locally free if for all 0 ≤ k ≤ p
and for any X ∈ Lk the multiarrangement (AX ,mX) is free.
Definition 4.3. Suppose that (A,m) is p-locally free and that 0 ≤ k ≤ p. The
k-th local mixed product is
LMP (k) =
∑
X∈Lk
dX1 d
X
2 · · · d
X
k .
Since every multiarrangement is 2-locally free LMP (2) is always well-defined.
The next corollary directly follows from (4.1), Definitions 4.2 and 4.3, and Theorem
3.3.
Corollary 4.4. If (A,m) is p-locally free then for all 0 ≤ k ≤ p the coefficient of
tk in π((A,m), t) is LMP (k).
Definition 4.5. Let 0 ≤ k ≤ ℓ and let (A,m) be a free multiarrangement with
exp(A,m) = (d1, . . . , dℓ). The k-th global mixed product is
GMP (k) =
∑
di1di2 · · · dik
where the sum is over all k-tuples such that 1 ≤ i1 < · · · < ik ≤ ℓ.
Then applying Theorem 4.1 and Corollary 4.4 to a free multiarrangement in the
setting of Definitions 4.3 and 4.5 we get the following corollary.
Corollary 4.6. If (A,m) is a free multiarrangement with exp(A,m) = (d1, . . . , dℓ)
then for all 0 ≤ k ≤ ℓ
GMP (k) = LMP (k).
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Now, we describe a simple method to show non-freeness of some multiarrange-
ments. Let (A,m) be a free multiarrangement with exponents (b1, . . . , bℓ) where
b1 ≤ · · · ≤ bℓ. Suppose (d1, . . . , dℓ) is a set of integers such that d1 ≤ · · · ≤ dℓ,
ℓ∑
i=1
di =
ℓ∑
i=1
bi, and
ℓ−1∑
i=1
(di+1 − di) ≤
ℓ−1∑
i=1
(bi+1 − bi). We say (d1, . . . , dℓ) is “more
balanced” than (b1, . . . , bℓ). It is easy to see that
k∑
i=1
di1 · · · dik ≥
k∑
i=1
bi1 · · · bik =
GMP (k). By Corollary 4.6 if LMP (k) >
ℓ∑
i=1
di1 · · · dip ≥ GMP (k) then we have a
contradiction and (A,m) cannot be free.
5. Applications and Examples
In [17] Ziegler shows that there exists a free arrangement A such that the mul-
tiarrangement (A,m) is not free for some multiplicity function m (Example 14).
Ziegler proved this by calculating generators for D1(A,m). Since this is a compli-
cated calculation he asked in [17] if there is a more systematic method to prove the
multiarrangement is not free. Section 4 provides such a method and we exhibit the
method on Ziegler’s Example 14 in [17] below.
Example 5.1 (Ziegler [17]). Let A be an arrangement defined by the polynomial
Q = xy(x − y)(x − z)(y − z). Then A is free. Let (A,m) be multiarrangement
defined by the polynomial Q˜ = Q2. Notice that (3, 3, 4) is “more balanced” than
the exponents of (A,m). Thus, in this case GMP (2) ≤ 3× 3 + 3× 4 + 3× 4 = 33.
Figure 5.1 is the projectivized picture of (A,m) where the circled numbers are
the product of the exponents at the corresponding rank two lattice element and the
non-circled numbers are the multiplicity of the corresponding line. Summing the
products of the exponents at the rank two lattice elements we get that LMP (2) =
34 > 33 ≥ GMP (2). Therefore, (A,m) is not free.
2 22
2
2
4
4
4 9
49
Figure 5.1.
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Also, we show a submultiarrangement of the above (A,m) is not free. Let (A,m1)
be a multiarrangement defined by the polynomial Q˜1 = x
2y(x− y)(x− z)(y − z)2.
Suppose (A,m1) is a free multiarrangement. Then (2, 2, 3) is “more balanced” than
the exponents of (A,m1). Thus, in this case, GMP (2) ≤ 2× 2+2× 3+2× 3 = 16.
However, LMP (2) = 17. Thus, (A,m1) is not free.
One of the most useful theorems concerning the characteristic polynomial of
an arbitrary arrangement is the “Deletion-Restriction” Theorem (Theorem 2.56
and Corollary 2.57 of [4]). The theorem states that for any triple (A,A′,A′′) the
characteristic polynomials satisfy χ(A, t) = χ(A′, t) − χ(A′′, t). The only suit-
able generalization of this “Deletion-Restriction” theorem to multiarrangements,
because of the multiarrangement version of the ‘Addition-Deletion’ Theorem in [1],
would be that χ((A,m), t) = χ((A′,m′), t) − χ((A′′,m∗), t) where (A′′,m∗) is de-
fined by the ‘e-multiplicities’ given in [1]. In the next example we show that this
generalized ‘Deletion-Restriction’ theorem does not hold for all multiarrangements.
Also, this example shows that the characteristic polynomial of a multiarrangement
does not necessarily have a linear factor with integer coefficients as is the case for
arrangements.
Example 5.2. Let (A,m) be defined by the polynomial Q˜ = x2y2z(x+ y+ z)(x−
y + z). Also, let H0 = {y = 0} so that (A
′,m′) is defined by the polynomial
Q˜′ = x2yz(x + y + z)(x − y + z). Figure 5.2 is a projectivized picture of (A,m)
where the outer circle is the hyperplane at infinity, the un-boxed numbers are the
multiplicities of the corresponding projective line and the boxed numbers on H0 are
the ‘e-multiplicities’ of the corresponding point in the restricted multiarrangement
(A′′,m∗).
2
2
1
1
1
122
H
0
Figure 5.2.
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In this case the restricted multiarrangement has χ((A′′,m∗), t) = (t− 2)(t− 3).
Then using the computer algebra system Macaulay 2
χ((A′,m′), t) = (t− 2)(t2 − 4t+ 5)
and
χ((A,m), t) = t3 − 7t2 + 18t− 17.
Thus, the generalized ‘Deletion-Restriction’ formula is not true for this example
and χ((A,m), t) has no integer factor.
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