New 30 decimal place Chebyshev expansions, which can be used to obtain approximations up to that accuracy, for the error function and its complement are presented. Bilinear and biquadratic mappings of the independent variable have been employed, in one case to improve convergence and in the other to increase the basic approximation range. The practical effects of these mappings are discussed, and the method used to generate the tabulated expansions is outlined. The expansions here presented form the basis of the routines in the SI5 chapter of the NAG library.
erfc(x) = 1 -erf(xr), Pix) = tt [1 + erf(+x/V2)] = &erfc(-x/V2), Qix) = Vi [1 -erf(x/v/2~)] = ^erfc(x/\/2).
However, serious loss of accuracy is involved in some regions of x in all these forms due to the subtraction. Therefore, it was decided to produce an approximation for erfc directly. Also, the NAG library is implemented on machines with precisions ranging from 7D to 18D with a possible future requirement of up to 28D.*** Hence, it was decided to produce new expansions for up to 30D. Following a suggestion by Miller [3] it was decided to look at alternative mappings of the expansion variable t(x) to see if any significant improvement in convergence could be obtained.
In the next section the final expansion forms used are presented and tabulated. The effect of the bilinear and biquadratic mappings employed are discussed. In the following section a brief outline of the techniques employed to generate and check these expansions is provided.
The Expansions. For the error function itself, which has a zero at the origin, it is desirable to extract this zero explicitly. This allows relative accuracy to be maintained even for very small arguments. Hence, it was decided to use two approximation ranges on the pattern of Clenshaw [1] . However, the choice of subdivision at x = 4 results in an excessively long small x expansion if 30D is required. The subdivision was, therefore, moved to a smaller value ofx; x = 2 was in fact found to be adequate. It is to some extent questionable whether a break point as low as two is necessary. The expansions of Luke [2] which use three may well be superior for some purposes. However, the expansions presented here are fairly well balanced in the most important 8-18D accuracy range and the extra efficiency thus produced for arguments less than two, which are somewhat more common than larger arguments, could be useful in practice. The extra length thereby introduced into the large x expansion was compensated by use of a biquadratic mapping for x -► t to improve convergence.
The expansion for small x has the form erffx) =xy(/), where y(t)=í'QarTr(t), r = 2(|)2 -1, and re(-i,+l) if* e (0,2).
The coefficients ar correct to 30D are tabulated below.t ***8D is single precision on PDP10 machines and 18D is double precision on Univac. 28D is the possible double precision on CDC equipment. This work was done before the possibility of extended precisions on IBM 370 and ICL 2900 machines was considered and hence allowance has not been made for this 35D working. However, the expansions presented here could be extended to 35 or 40D if the need arises.
tThe tables have been reproduced from card decks containing the coefficients produced directly from the generating programs. If any reader wishes to use these coefficients directly the author is willing to supply copies of these card decks. The expansion for large x has the form erfOc) = 1 -Ç-y(t), where yit) = £ aJrit), t = (10.5 -x2)/(2.5 +x2), and tE (-1,+1) ifxE(2,°°).
The coefficients ar correct to 30D are tabulated above. The complementary error function, erfc(x) has no zeros. It takes the value one at the origin. It asymptotes to zero for large positive x and to two for large negative x.
For x > 0, erfc(x) = e~x2y(x) and for x < 0, erfc(x) = 2 -e~x2y(-x).
Hence, the whole region may be covered by approximating y (x) for positive x. That is by the expansion yix) =Y.'°rTriO, t = (x-3.75)/(x + 3.75),
where t E (-1,+1) if x E (0, °°).
The coefficients ar correct to 30D are tabulated below. Table 3 y=exp Discussion. Taking the bilinear transformation used for erfc first, the entire semi-infinite range x E (0, °°) may be uniquely mapped onto the required finite range t E (-1, +1) for the Chebyshev expansion by the bilinear transformation t = ix-k)/ix + k), k>0.
The resulting Chebyshev expansions in terms of the variable / provide, by truncation, approximations which preserve most of the properties of the Chebyshev polynomial expansions [4] . In particular, they provide approximations which are near mini-max and which allow precision changes to be made simply by changes in truncation point. However, the resulting approximations are in fact rational approximations in terms of the variable x. A polynomial approximation in the variable x over the entire range is obviously impractical, if not impossible. However, the use of the rational variable t allows us to produce, in essence, a polynomial approximation with all its advantages but to gain at least some of the increased flexibility or rational approximations. In this case the flexibility has been used to extend the range of approximation. We have gained this flexibility to some extent by introducing a further parameter, k.
The value of k used in the above expansion was chosen essentially by trial and error. For any given precision there is a value of k which gives optimum convergence.
This value is different for different precisions and so the value actually used is a compromise which gives near optimal convergence over the main precision range of interest, viz. 8D to 18D. Fortunately, the convergence is comparatively insensitive to k so the value that gives optimal convergence for about 12-14D is not far from optimal for 8D or 18D. Certainly, for 30D one could have obtained a shorter expansion but only at the expense of requiring more terms in the 8-10D truncations. As these expansions were intended for use in transportable software, a further constraint on the values of k was that it had to be a value that was exactly representable on any machine. This means that k must be representable by less than six decimal digits and it must be the sum of a limited number of adjacent powers of two. For instance, the value 3.75 actually used is equivalent to 21 + 2° + 2-1 + 2-2 and, hence, should be represented exactly on any floating point system currently in use. Figure 1 shows graphically the order of the polynomial approximation required in the expansions for ex erfc(x) to provide truncation errors less than 0.5 x 10_<i for d = 8, 10, 12, 14, 16, 18 for various values of k. This graph shows that for each precision there is a fairly large region in which k may vary without the number of terms in the expansion changing from the optimum. This optimum valley moves slowly to the right as the precision increases. The value 3.75 was chosen as a reasonable compromise value, being clearly within the optimum valley for all precisions from 8-18D. In fact, 3.75 remains within the optimal valley for precisions up to 25D and is only just outside it at 30D.
For the large x range of the error function itself, the function y(x) we are actually approximating is dependent on x2 not x; and hence, a biquadratic is more appropriate.
In this case we have a mapping t = ik-x2)/ik-8 +x2), k>4, which uniquely maps the region x € (2, <*>) into the required region tE(-\, +1). It should be noted in this case that this mapping is, in fact, a simple generalization of the more usual mapping as employed by Clenshaw [1] . If k = 8, then the mapping collapses into the simple form in which case the expansion is equivalent to an expansion in terms of the modified range Chebyshev polynomials T*(r) with the expansion variable 4/x2 € (0, 1). t=--, 0<it<4.
(2 -k)x2 + 2k
If k = 2, this collapses to the normal mapping as used. In the case k = 2 the expansion region is symmetrically located with respect to the singularities. Therefore, any different value of k destroys this symmetry and, hence, brings the singularities closer to the expansion region, hence making the convergence worse rather than better.
Generation of Expansions. The three expansions tabulated in the previous section were generated making use of the fact that the three functions involved satisfy These equations can be used to find the set of coefficients ar such that y = zZ^=0'arTrit) satisfies the equations plus boundary conditions to within a required tolerance using methods described in Fox and Parker [5] . The precise details of the programs involved will be published elsewhere [6] . The general principle is as follows. The coefficients ar can be shown to satisfy an infinite set of linear equations Aa_ = b,
where the first few rows of the matrix A and the right-hand side b are determined by the boundary conditions. The subsequent rows are then determined by the differential equations, given that the coefficient ar tends to zero rapidly for large r. The infinite set may be handled approximately by assuming ar = 0 for all r> N. The finite set can be conveniently solved by using the Crout LU decomposition and forward and backward substitution [7] . In fact, as the decomposition is independent of order, the process can be done iteratively. At any order N the next row and column of A can be generated and the decomposition extended from order N -1 to N, making use of the A-1 decomposition already done. The forward substitution can also be similarly extended. The first step of the backward substitution, which is trivial, gives a reasonable estimate of the value of the coefficient aN added to the set. The process can then be terminated if two successive coefficients are less than the required tolerance. Apart from the first few rows, the matrix A, is mainly diagonally dominant and, hence, the Crout reduction technique is highly stable. The programs performing this calculation have all been written in Algol 68 using the multiple length arithmetic facility, mlaritha [8] . This allows arithmetic to be done to any required precision. The above expansions were generated with a basic working precision of at least 36D. The Crout reduction process was terminated when two successive coefficients were less than 10-33. The resulting coefficients were then rounded to 30D and stored in a card image file and punched as an actual card deck,^ the correctness of the coefficients as verified by summing the series at selected points, points for which the value of the series was known exactly or could be calculated by some other means. The adequacy of the working tolerances was also checked by running the same programs with the tolerances increased to a working precision of 48D and stopping criteria at 10-42, and no effect was found on the 30D coefficients.
Conclusion. The main motivation for the production of these expansions was their use as the basis for transportable function approximation routines in the NAG library. However, the expansions themselves may well find application directly in other aspects of numerical computing, and it is for that reason that they are presented here.
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