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1. Introduction
1.1. Motivation and aim of the present work
Heterogeneous reactions are those in which two or more phases are involved. A large number
of environmentally and technologically important processes are based on chemical reactions
occurring at a surface. Heterogeneous catalysis, chemical vapor deposition, corrosion, ad-
hesion, ozone depletion, electrochemistry: all of these phenomena have in common the fact
that they require a chemically reactive surface and a ow that carries the reactants to the
reacting zone. This ow corresponds, in many applications, to a gas mixture of dierent
species.
For both economic and environmental reasons, constant improvement in design and
optimization of processes has become more and more important over time. This improvement
requires a detailed knowledge of the local ow behavior and the multiphase phenomena.
Computational uid dynamics and chemical kinetics can be interconnected to provide the
required knowledge for the improvement of heterogeneous processes.
The aim of this project is the modelling and simulation of complex congurations pre-
senting heterogeneous reactions. Due to the extensive scope of the subject, this work focuses
on the chemical reactions in the gas phase. The implementation of a detailed chemistry
algorithm in a 3D CFD-code has been achieved through the coupling of the CFD-code and
a chemical kinetics solver, which provides the production/consumption rates of the species
involved and the temperature changes in the control volumes, as well as some basic values
in these types of simulations like transport coecients or viscosity of the dierent species.
A Strang-like operator-splitting technique has been introduced in order to simplify the
problem, reduce the computational time and avoid the drawbacks of source terms in the
species and enthalpy equations. Two disadvantages, which are intrinsic to the method of
operator-splitting, are the creation of discontinuities of the spatial concentration distribution
at the beginning of each 'chemical' time step and splitting errors, which add up to the
discretization errors and other errors due to the numerical solution method.
One of the biggest advantages of this procedure is, that it allows the simulation of
any kind of reacting ow without having to perform big changes in the code. This high
exibility is achieved through the separation of the ow and chemistry solvers. In addition,
it provides information about all involved species or, at least, those present in the input
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chemical mechanism. Another advantage of this procedure is the possibility of applying it
to turbulent ows, multiphase and many other more complex congurations.
1.2. Combustion research
Combustion is nowadays the most important form of energy conversion. It is used in numer-
ous practical applications in order to generate heat (industrial and house burners), electricity
(heat power plants, gas turbines), for transport purposes (motors, turbines, reactors) and
the destruction of waste (incinerating plants). Combustion is characterized by the develop-
ment of strongly exothermic irreversible chemical reactions between a fuel and a comburent
according to the following global reaction:
Fuel +Oxidizer → Products+Heat
The heat release takes place generally in a very thin zone called the ame front (typ-
ical values of this front are in the range of one millimeter or tenth of millimeter), which
can introduce extremely high temperature and mass gradients and strong variations of the
density in very small scales. In contrast to this, fuel cells convert the chemical energy of
an oxidation process, known as cold combustion [29], directly into electrical energy with
lower emissions and higher eciency than internal combustion engines [76]. The maximum
membrane temperature for a LTFC (low temperature fuel cell) is approximately 80◦C [9]. A
large variety of fuels, gas, liquid or solid, can be used: coal, wood, carbohydrates (methane,
butane, propane, gasoline, gasoil, kerosene...), hydrogen, ... The oxidizer is generally air
oxygen or, occasionally, pure oxygen (certain industrial furnaces, rocket motors) that allows
higher temperatures and avoids the storage and manipulation of nitrogen.
Combustion is a combination of several complex, interconnected processes. The kinetic
schemes determine the fuel consumption rate and the formation of products and pollutants.
They are also important in the processes of ignition and extinction of the ames. The mass
transfer of chemical species through molecular diusion or convective transport is another
very important element of the combustion process. The heat release due to chemical reac-
tions introduces intense heat transfer through conduction, convection and radiation inside the
ow where combustion takes place, but also in the environment (burner walls, etc...). This
thermal energy must be immediately used either directly or after conversion into mechanical
energy in gas turbines or piston engines. The description of the ow is required in gas com-
bustion. In other systems there are additional processes that have to be taken into account:
two (liquid fuel) or three (solid fuel particles) phases can be involved in the combustion
process, phenomena like vaporization, drop combustion, etc. must be taken into account,
soot formation is a very dicult problem which includes, generation, growth, aggregation of
small carbon particles which are transported in the ow and consumed downstream.
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Chemical T ime Scales F isical T ime Scales
10−8s
10−6s
10−4s
10−2s
100s
Slow time scales
for ex. NO generation
frozen reactions
Intermediate
time scales
Fast time scales
equilibrium reactions
(quasi steady state,
equilibrium)
Time scales for
convection and diusion
Equilibrium assumption
justied
Figure 1.1.: (From Warnatz [98]) Comparison of chemical and mechanical scales involved in
the combustion process
One of the main diculties in the numerical simulation of combustion, apart from the
complexity of the phenomena involved, lies in the big range of time and length scales corre-
sponding to the dierent processes (see g. 1.1). Certain chemical reactions can take place
in very small domains (hundredths of millimeter) and very short periods of time (10−6 to
10−10 seconds) while the burner can be several meters long (industrial furnaces) and the
residence times can be up to ten seconds or even longer. The prediction of pollutants re-
quires the estimation of chemical species present in part per million (ppm), facing the main
species (oxygen, nitrogen, fuel, water vapor, carbon dioxide...) where the concentration is
more than thousand times higher.
The objective of research in combustion is to achieve a better understanding of the com-
plex phenomena involved, in order to be able to model and reproduce these phenomena. One
of the nal goals is the numerical simulation of industrial systems or real congurations. The
development costs associated with a new prototype can be reduced if numerical simulation
can be used to optimize the burner before its construction. This optimization can be done
according to dierent criteria: eciency, pollutants, etc. It can also help to avoid insta-
bilities in the combustion. In addition to better understanding of the mechanisms, these
calculations allow the formation of databases used as models for turbulent ows.
Numerous studies are related to the reduction of reaction schemes by identication (by
hand or through sensibility analysis) of the limiting stages. The goal is the generation of
schemes which can be used in practical applications or in turbulent ows. The accurate
validation of these schemes requires a comparison with the detailed ones. The automatic
reduction of chemical mechanisms is nowadays a growing eld of research.
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Detailed simulations describe as precisely as possible the complexity of the kinetic
schemes and transport phenomena. The combustion of common carbohydrates in air com-
prises many hundreds of species and some thousand elemental chemical reactions. The rst
step is to identify these reactions and the corresponding reaction rates. These schemes (chem-
ical mechanisms) are incorporated in the simulation of reacting ows by means of chemical
pre-processors. The reaction rates introduce numerical stiness and highly non-linearity as
they follow the Arrhenius law, which includes an exponential factor.
Although the speed and storage capacity of modern computers increases continuously,
these detailed schemes are not yet suitable in most cases for turbulent ows because of their
computational cost and the complexity of modelling the turbulence-chemistry interaction.
This is the reason why these simulations are usually performed for laminar ows in simple
congurations.
1.3. Literature overview
Multiple studies in the past few decades have been presented concerning detailed experi-
mental and numerical analysis of laminar ames in simple congurations. In particular, the
analysis of co-ow laminar ames has motivated a great interest due to their wide application
in household and industrial heating systems. More recently these studies have been extended
to partially premixed ames ([62] and [6]) due to their practical and fundamental importance.
Because of their stability, partially premixed ames are used in Bunsen burners, furnaces,
gas-turbine combustor ames, gas-red domestic appliances, and other common combustion
devices. Recent studies suggest that optimum operating conditions exist, which minimise
the pollutant emissions and, thus, enhance the design of cleaner burning combustors.
With increases in computational power, improvement of numerical methods and use of
more accurate experimental techniques, knowledge of the combustion phenomenon taking
place in these ames has been considerably increased.
Experimental studies have provided measurements of temperature, major species, rad-
icals, nitrogen oxides and soot. Mass spectrometry, Raman and LIF techniques have been
employed to study co-ow ames under dierent geometrical congurations, equivalence
ratios, and pressure-conditions ([62] and [85]).
Concerning numerical studies, from one of the rst multidimensional simulations of co-
ow methane-air laminar ames carried out by Mitchell et al [56], a considerable improvement
of the accuracy of the mathematical models employed for the simulations has been achieved.
Detailed numerical simulations with fully elliptic equations, complex transport formulation
and detailed chemistry have been reported. C1 and C2 chemical mechanisms are mainly
employed and compared [44], molecular transport is modelized under dierent assumptions
[45], soot formation is sometimes modelled [84], and radiation transfer, if considered, is
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usually evaluated with simplied models [7].
1.4. Codes used in this work
1.4.1. The FASTEST-3D code
The numerical simulations presented in this thesis have been performed with the code
FASTEST-3D (Flow Analysis by Solving Transport Equation Simulating Turbulence) [20],
a CFD tool developed by the Institute for Fluid Mechanics, University of Erlangen and the
Department of Numerical Methods in Mechanical Engineering at Darmstadt University of
Technology. The numerical scheme adopted in FASTEST to solve the incompressible Navier
Stokes equations formulated in cartesian coordinates is based on a procedure described by
Peri¢ [20], consisting of a fully conservative second-order nite volume space discretization
with a collocated arrangement of variables on structural, non-orthogonal, multiblock grids.
A pressure correction method of the SIMPLE algorithm with Rhie and Chow [80] pressure-
weighted interpolation for the iterative coupling of velocity and pressure is used, as well as
an iterative ILU decomposition method by Stone for the solution of the sparse linear sys-
tems for velocity components, pressure correction and temperature. All these features will
be explained in the following sections.
1.4.2. The CHEMKIN-Package
1.4.2.1. CHEMKIN (Kee, Rupley and Miller, 1989)
CHEMKIN [46] is a software package whose purpose is to facilitate the formation, solution,
and interpretation of problems involving elementary gas-phase chemical kinetics. It consti-
tutes an especially exible and powerful tool for incorporating complex chemical kinetics
into simulations of uid dynamics. The package consists of two major software components:
an Interpreter and a Gas-Phase Subroutine Library. The Interpreter is a program that reads
a symbolic description of an elementary, user-specied chemical reaction mechanism. One
output from the Interpreter is a data le that forms a link to the Gas-Phase Subroutine Li-
brary. This library is a collection of about one hundred highly modular Fortran subroutines
that may be called to return information on equation of state, thermodynamic properties,
and chemical production rates.
1.4.2.2. SENKIN (Lutz, Kee and Miller, 1988)
SENKIN [50] is a Fortran computer program that calculates the temporal evolution of a
homogeneous reacting gas mixture in a closed system. The model accounts for nite-rate
5
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elementary chemical reactions, and performs kinetic sensitivity analysis with respect to the
reaction rates. The program considers ve problem types:
1. Adiabatic system with constant pressure
2. Adiabatic system with constant volume
3. Adiabatic system where the volume is a specied function of time
4. System where the pressure and temperature are constant
5. System where the pressure is constant and the temperature is a specied function of
time.
The program uses the dierential equation system solver DASSAC ([10] and [11]) to solve
both the nonlinear ordinary dierential equations that describe the temperature and species
mass fractions and the set of linear dierential equations that describe the rst-order sensitiv-
ity coecients of temperature and species composition with respect to the individual reaction
rates. The program runs in conjunction with the CHEMKIN package, which provides the
coecients and source terms for the equation system and serves as the user interface.
1.4.2.3. PSR (Glarborg et al., 1986)
PSR [32] is a Fortran computer program that predicts the steady-state temperature and
species composition in a perfectly stirred reactor (PSR). These reactors are characterized
by a reactor volume, residence time or mass ow rate, heat loss or temperature, and the in-
coming temperature and mixing composition. The model accounts for nite-rate elementary
chemical reactions. The governing equations are a system of nonlinear algebraic equations.
The program solves these equations using a hybrid Newton/time-integration method. In
cases where the Newton method has convergence diculties, a time integration of the re-
lated transient problem helps to bring the trial solution into Newton's domain of convergence.
The program runs in conjunction with the CHEMKIN package, which handles the chemical
reaction mechanism.
Basic inputs to the SENKIN and the PSR computer programs for the cases under study
are fuel composition, temperature, residence time and pressure. The PSR congurations are
treated as a system where enthalpy and pressure remain constant during the combustion
process. Since a set of algebraic equations is solved for the PSR, starting estimates for
the solution must be given. Included in the PSR program is an option to use a modied
version of the STANJAN subroutine package [78] to provide equilibrium compositions as
initial solution estimates, or to use previously calculated results as initial solution estimates.
In this work we have considered an adiabatic system with constant pressure (problem
type 1). The reacting mixture is treated as a closed system with no mass crossing the
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boundary, so that the total mass of the mixture is constant. In the adiabatic case, since the
temperature is known, the energy equation is unnecessary and the problem is completely
dened by the mass conservation equations. The SENKIN tool is able to treat one case at
a time and all input must be introduced manually.
The SENKIN and PSR tools treat ideal ow models in combination with chemical ki-
netics. The calculation process itself does not introduce signicant error sources. However,
the assumption of ideal ow models, the choice of thermodynamic and kinetic data and the
fuel composition used, may all inuence the discrepancy between calculated and experimen-
tal results. The use of ideal ow models is necessary due to limitations in the processing
capacity of today's computers. Thermodynamic and kinetic data used are as up-to-date as
possible. The fuel composition used is based on the examples found in the literature and
experimental conditions.
1.4.3. The FLUENT code
FLUENT is one of the many commercial packages available for CFD. It is also the most
widely used general-purpose CFD software to perform uid ow and heat transfer analysis of
real industrial processes. It uses the nite-volume method to solve the governing equations of
the ow. It provides the capability to use dierent physical models such as incompressible or
compressible, inviscid or viscous, laminar or turbulent, etc. Supported mesh types include 2D
triangular/quadrilateral, 3D tetrahedral/hexahedral/pyramid/wedge, and mixed (hybrid)
meshes. Of interest in the present study is the capability of FLUENT to simulate chemically
reacting ows under laminar conditions using a sti chemistry solver and a CHEMKIN
mechanisms as input. The combustion models available in the code include:
• The generalized nite rate chemistry for N reactions (forward/backward) with:
 Arrhenius model
 Eddy-breakup (EBU) model
 Combined Arrhenius/eddy-breakup model
 Eddy dissipation concept (EDC)
• Conserved scalar
• Probability density function (PDF) based formulation for diusion-controlled (non-
premixed) reactions (one or two mixture fractions) using:
 Mixed-is-burned model
 Chemical equilibrium
 Laminar amelet model
7
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• A turbulent premixed combustion model based on a turbulent ame speed closure
model
• A partially premixed turbulent combustion model
• Subgrid scale combustion models for large eddy simulations (LES),
• Laminar sti chemistry option for coupled solver (used in the present work)
• Combustion submodels for coal, liquid, gas, and mixed fuel types
• Pollutant formation models (NOX , Soot,...)
• Multi-step surface reactions with multiple sites and site species
• User-dened access to reaction rates and source/sink terms
• Import of reaction mechanisms in Chemkin format
• Several radiation models
Chemical mechanisms in CHEMKIN format can be read in FLUENT and used to determine
the chemical source terms of the dierent species reacting in the ow. After reading the
mechanism and, eventually, the transport and thermodynamic properties les in FLUENT,
the user must select the species transport model and the volumetric reactions option. The
6.2 version of FLUENT has been expanded with a very ecient laminar sti chemistry solver
which applies a fractional step algorithm. In the rst fractional step, the chemistry in each
cell is computed for reaction at constant pressure for the ow time-step, using the ISAT
integrator. In the second fractional step, the convection and diusion terms are treated just
as in a non-reacting simulation.
1.5. Content description
This thesis is divided into ve chapters. The rst of them is a brief introduction of the
work, the state of the art and the tools involved. The second chapter deals with the physical
and chemical fundamentals. The basic ow equations for reactive mixtures and transport
properties for multi-component mixtures will be introduced, followed by a brief presentation
of some general aspects of chemical reactions and numerical methods. The operator-splitting
technique is explained as well in this chapter. Chapter 3 shows the results of the one-
dimensional simulations for the CFD-solver and the chemical kinetics package for dierent
mechanisms and parameters like grid-spacing, Courant number or temporal discretization.
Chapter 4 deals with two dimensional simulations for the simpler case of constant density.
Several congurations have been computed in order to achieve qualitative information about
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the combustion process. The simulation of one case of laminar ame with variable density is
presented at the end of this chapter. The verication of the results has been done by means
of the CFD-Code FLUENT. In chapter 5, nally, a general discussion of the results and a
short conclusion of this work is given.
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2.1. The Navier-Stokes equations
To nd out the solution of the velocity eld and for computation of the convective and diu-
sive ows, the Navier-Stokes equations are solved in FASTEST. The Navier-Stokes equations
are a set of vectorial, nonlinear, partial dierential equations which, in the index notation
according to the Einstein summation convention, present the following aspect:
∂ρ
∂t
+
∂ρUj
∂xj
= 0 (2.1)
∂(ρUi)
∂t
+
∂(ρUiUj)
∂xj
= −
∂P
∂xi
−
∂τij
∂xj
+ ρgi (2.2)
where:
τij = −µ
(
∂Ui
∂xj
−
∂Uj
∂xi
)
(2.3)
is the stress tensor. The second term in the right hand side of equation 2.2 describes the
diusive transport of momentum due to inner friction and the third term corresponds to the
gravity force.
2.2. The energy equation
The equation that provides the temperature eld is formulated in FASTEST as an enthalpy
equation in the form:
∂(ρcpT )
∂t
+
∂(ρcpUiT )
∂xi
= −
∂qi
∂xi
− τij
∂Ui
∂xj
(2.4)
The indexes i and j take the value of the three spatial directions i = 1, 2, 3 and of the
components of the velocity vector j = 1, 2, 3 respectively.
The closure of the conservation equations is completed through two state equations, the
caloric equation of state:
h =
Ns∑
i=1
Yihi, with hi = h
ref
i +
∫ T
T ref
cpi(T
′)dT ′ (2.5)
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where the enthalpy is dened as a function of the temperature T and species mass fractions,
and the thermal equation of state, given by the ideal-gas-law:
pk = ρk
R
Wk
T (2.6)
where T is the temperature of the mixture, R = 8.314J/(moleK) is the perfect gas constant
and where ρk = ρYk, and Wk are the density and the atomic weight of species k respectively.
For a mixture of N perfect gases, the total pressure is the sum of partial pressures:
p =
N∑
k=1
pk (2.7)
Since the density ρ of the mixture is ρ =
∑N
k=1 ρk equation 2.6 can be written:
p = ρ
R
W
T (2.8)
where W is the mean molecular weight of the mixture given by
1
W
=
N∑
k=1
Yk
Wk
(2.9)
The approximation of ideal gas can be used in most combustion problems as the mixture
behaves like an ideal gas and the error introduced by this equation is negligible.
In equation 2.5 the reference enthalpies hrefi are obtained from thermodynamic tables.
The enthalpy of the mixture can also be obtained from:
h = href +
∫ T
T ref
cp(T
′)dT ′ (2.10)
where href is the enthalpy of the mixture at the reference temperature:
href =
K∑
k=1
Ykh
ref
k (2.11)
and cp is the mean specic heat of the mixture:
cp =
K∑
k=1
Ykcpk (2.12)
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2.3. The species transport equations
The conservation of the chemical species is given by the transport equation for the mass
fraction Yk = ρk/ρ, where ρk represents the density of the species k :
∂(ρYk)
∂t
+
∂(ρUiYk)
∂xi
= −
∂(ρVkiYk)
∂xi
+ ω˙k (2.13)
Vki is the i -component of the diusion velocity of species k and ω˙k is the chemical source
term, dened as the mass of species k which is produced or consumed per unit volume and
time. Because of the mass conservation it can be demonstrated:
N∑
k=1
ω˙k = 0 (2.14)
and through the denition of mass fraction:
N∑
k=1
ρk = 1 (2.15)
The diusion velocities are obtained by solving the system:
∇Xk =
N∑
j=1
XkXj
Dkj
(Vj − Vk) + (Yk −Xk)
∇p
p
+
ρ
p
N∑
j=1
YkYj(fk − fj) for p = 1, N (2.16)
where fk is the magnitude of the volumetric force acting on species k, Dkj = Djk is the
binary diusion coecient of species j into species k and where the Soret eect has been
neglected for the sake of simplicity.
This computation represents a linear system of size N2 which must be solved in each di-
rection, each point and instant for unsteady ows. This task is dicult and computationally
very costly and, in most cases, Fick's law is used instead:
VkiYk = −Dk
∂Yk
∂xi
(2.17)
Equation 2.17 oers a convenient approximation for combustion processes, where Lewis
numbers of individual species vary in small amounts in the ame front. The Lewis number
represents the ratio between the thermal diusion and the molecular diusion of species k.
This number is commonly used to characterize the diusion coecients. It can be expressed
in the form:
Lek =
λ
ρCpDk
=
Dth
Dk
(2.18)
The Lewis number is a local quantity but, in most gases, it changes very little from one
12
2.4. An introduction to chemical kinetics
point of the ame to another. From the kinetic theory of gases [34] we know that λ changes
roughly like T 0.7, ρ like T−1 and Dk like T
1.7
so that Lek is changing only by a few percents
in a ame.
2.4. An introduction to chemical kinetics
In a system of N species reacting through M reactions in the form:
N∑
k=1
ν ′kjχk 

N∑
k=1
ν ′′kjχk for j = 1,M (2.19)
where χk represents the symbol and ν
′
kj, ν
′′
kj are the molar stoichiometric coecients as
reactant and product respectively of species k in the j reaction, the amount of species j
produced or consumed per unit time and volume is then:
ω˙k = Wk
M∑
j=1
(ν ′′jk − ν
′
jk)rj (2.20)
where rj represents the reaction rate of the j-th reaction. The phenomenological law of mass
action states that the reaction rate is proportional to the product of the concentrations. For
an equilibrium reaction like 2.19, the net reaction rate is the dierence between the forward
and the reverse reaction rates and can be expressed in the form:
r = kf
N∏
k=1
[χk]
ν′
k − kr
N∏
k=1
[χk]
v′′
k
(2.21)
where [χk] represent the molar concentration of the species involved in the reaction.
The forward rate constant for the j -th reaction is generally assumed to have the following
Arrhenius temperature dependence:
kfj = AjT
βjexp(
−Ej
RT
) (2.22)
In this equation Aj , βj and Ej represent the pre-exponential factor, the temperature
exponent and the activation energy respectively. These values are characteristic for each
reaction and do not depend on the temperature. The reverse reaction rate is related to the
forward reaction rate through the equilibrium constant by:
kr =
kf
Keq
(2.23)
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The equilibrium constant for the reaction j can be obtained through the relationship:
Keqj = exp
(
∆S0j
R
−
∆H0j
RT
)(patm
RT
)∑N
k=1 νkj
(2.24)
The use of equilibrium constants for reactions involving electrons is not appropriate. In
the case of combustion reactions this approximation is valid and will be used throughout
this work.
2.4.1. Chemical Mechanisms
Mathematically, a chemical mechanism is a set of coupled and often sti, rst-order dieren-
tial equations. There are many software packages available that eciently and simply solve
these equations to obtain species concentrations as a function of time. Such software can be
applied to a wide range of complex chemical systems such as multi-phase CVD-reactions,
combustion, catalysis and many other applications. A mechanism includes a list of all
primary, secondary, and intermediate reactions which give certain, essentially qualitative,
information about the fate of a species.
In combustion systems, kinetic models have thousands of elementary reactions and a
large number of reactive intermediates. For example there are 3662 reactions involving 470
chemical species considered in the simulations of n-hexane combustion by Glaude et al [26]
and 479206 reactions and 19052 chemical species in simulation of tetra-decane combustion
performed by De Witt et al [18]. Gri-Mech is a compilation of 325 elementary chemical
reactions and associated rate coecient expressions and thermochemical parameters for the
53 species involved in them. Such mechanisms like the ones mentioned above are too com-
putationally expensive and, in most cases, cannot be used in the simulation of a full scale
combustion chamber. Many reduction techniques have been developed in the last years, that
allow the generatation of simple mechanisms from the detailed ones without losing critical
information about the main features of the chemical process. Some of the most common
reduction techniques can be found below.
The chemical mechanisms used to simulate methane and hydrogen combustion in the
present work are the ones from Kee et al. [46] for hydrogen and Ern and Smooke [24] for
methane combustion. The species involved in these mechanisms, as well as the chemical
reactions with their corresponding Arrhenius coecients can be seen in Appendix A.
2.4.2. Mechanism reduction methods
2.4.2.1. Equilibrium Chemistry
A chemical reaction is in equilibrium when the species concentrations remain constant in
time. Such equilibrium states can be determined through minimization of Gibbs free en-
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ergy or through integration for t → infinity of the following dierential equations for a
homogeneous time-dependent system:
dYk
dt
= Wk, k = 1, ..., N where Wk = ω˙k/ρ (2.25)
For laminar ames the equilibrium hypothesis is inexact in most cases because interme-
diate species cannot be determined and the species concentrations are only valid very far
away from the ame front. The method for mechanism reduction through partial equilib-
rium is based on the assumption that the fastest reactions are in equilibrium. This is only
true when the reaction rates for the forward and backward reactions are very close. One can
solve these elementary reactions through algebraic relationships and the computation of the
Jacobi matrix can be avoided. The justication of the classication in fast and slow scales
takes place through comparison with ow time scales. This means that an analysis of each
reaction's Damköhler number must be done. Some studies have shown that the strategy
of the partial equilibrium is limited to high-temperature, mixing controlled diusion ames
involving rapidly reacting components.
2.4.2.2. Quasi Steady State Assumption
For explanation of this method let's consider the following reaction:
A→ B → C (2.26)
The evolution of the concentration rates for species A, B and C can be described by the
following dierential equations:
d[A]
dt
= −k12[A],
d[B]
dt
= k12[A]− k23[B],
d[C]
dt
= k23[B] (2.27)
The solution of the rst equation can be found easily:
[A] = [A]0exp(−k12t) (2.28)
If the reaction velocities have dierent orders of magnitude, for example
k12  k23, the concentration of species B in the mixture will be very small. The veloc-
ity at which B is consumed is almost as high as the generation velocity and therefore there
is an equilibrium:
d[B]
dt
= k12[A]− k23[B]. (2.29)
This is the quasi-steadiness principle (see [98]), according to this assumption the con-
centration of B can be considered to be steady in time. When we observe the concentration
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of species C we obtain the following expression:
d[C]
dt
= k23[B] (2.30)
By using the quasi-steadiness assumption, the concentration of C can be expressed in
terms of the concentration of A:
d[C]
dt
= k12[A] = k12[A]0exp(−k12t) (2.31)
Integrating this expression one obtains:
[C] = [A]0(1− exp(−k12t)) (2.32)
The quasi-steadiness assumption has the advantage of decoupling the dierential equa-
tions 2.27, which reduces the stiness of the Jacobi matrix and, this way, the complexity of
the computation. The species having short periods of existence are not eliminated from the
mechanism but can be evaluated through simple algebraic expressions.
2.4.2.3. ILDM-Model
The Intrinsic Low-Dimensional Manifold method introduced by Mass and Pope [51] identies
the fast processes by using an eigenvalue analysis of the local Jacobian of the chemical source
terms. By omitting the convection and diusion terms in the species equation we obtain the
time-dependent dierential equation system 2.25.
Writing the equation in vector notation one obtains: dY/dt =W, withY = (Y1, Y2, ..., YN)
T
and W = (W1,W2, ...,WN)
T
. This vector notation is used to describe the mixture as a N-
dimensional space called the composition space. Formally p, and h are needed to describe
the complete composition of the mixture but, since they are constant in this case, they have
not been introduced in this vector notation. To identify the fast and slow chemical processes,
the chemical source term W is linearized around the reference composition Y
0
:
dY
dt
≈W (Y0) + J(Y0)(Y−Y0) (2.33)
where J(Y0) is the N×N Jacobian matrix with elements Jij = ∂Wj/∂Yi |Y 0. The local char-
acteristics of the system can be examined by transforming 2.33 into the basis of eigenvectors
of the Jacobian matrix. The Jacobian matrix is therefore diagonalized as follows:
J = SLS−1 (2.34)
where L is a diagonal matrix with the eigenvalues λk. The columns of the matrix S are the
right eigenvectors s
K
of the jacobian matrix. By using the transformation Y = S ˆ[Y] the eq.
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2.33 can be written in the basis of eigenvectors:
dYˆ
dt
= Wˆ0 + L(Yˆ− Yˆ0) (2.35)
with Wˆ
0 = S−1W(Y0). As a result of this transformation, the dierential equations in 2.25
are decoupled and the evolution of each mode Yˆk is described by:
dYˆk
dt
= Wˆ 0K + λK(YˆK − Yˆ
0
K). (2.36)
This equation gives us the basis for a time-scale analysis of the dierent modes. When
the absolute value of the eigenvalue λK is small, the typical time scale of the corresponding
mode is given by
ˆ(W
0
K)
−1
. On the other hand, if the absolute value of the real part of
the eigenvalue is large, the time scale is given by λ−1K . If the magnitude of λK is large,
movements in the direction of the associated eigenvector will proceed fast. Modes with a
positive real part of the eigenvalue will grow exponentially in time. For negative real parts
the corresponding processes will relax towards a steady state. Modes with λ = 0 correspond
to conserved quantities such as element mass fractions.
It can be concluded that the introduction of steady-state equations is most suitable for
modes corresponding to eigenvalues with large negative real parts. If the modes are ordered
in such a way that the eigenvalues with the lowest index correspond to the fastest damping
processes, the steady-state equations may be written as:
sLkW = 0, k = 1, ..., Nst (2.37)
where s
L
K
are the left eigenvectors of the Jacobian matrix. Since the analysis is based on
the local Jacobian matrix, the combination of species in steady state changes in composition
space. The collection of all points in composition space satisfying 2.37 forms an (N −Nst)-
dimensional subspace: the intrinsic low-dimensional manifold. In the reduced model, the fast
chemical processes are assumed in steady state and only movements within the manifold are
allowed. Conservation equations have to be solved for these slowly changing variables only,
which reduces the computational cost.
2.5. Combustion Theory
The basic concepts regarding hydrocarbon combustion will be summarized here. We will
restrict ourselves to methane and hydrogen combustion, since these are the fuels that take
part in the numerical simulations present in this thesis.
Air is basically a mixture of nitrogen (N2) and oxygen (O2). Any other components
are neglected in this work (Argon, CO2,...) because they are present in very small amounts
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and do not play a relevant role in methane or hydrogen combustion. Let β be the ratio
between the number of moles of nitrogen and oxygen. The value 3.764 has been used for
this parameter in the present work.
Methane combustion in presence of air can be roughly described by one reaction with
the following balance of products and reactants:
CH4 + 2(O2 + βN2)→ CO2 + 2H2O + 2βN2 (2.38)
In the case of hydrogen combustion, the balance is as follows:
H2 +
1
2
(O2 + βN2)→ H2O +
1
2
βN2 (2.39)
In this simple model nitrogen does not react and its only role is that of a solvent for the
other species. Methane and oxygen are transformed in carbon dioxide and water vapor while
hydrogen combustion leads to the generation of water vapor as the only product. This model
constitutes a very rough approximation of what happens in real combustion and won't be
used in later computations.
2.5.1. Nitrogen reactions
Actually, the nitrogen present in the air does not remain untransformed during the combus-
tion process. In fact, a part of the nitrogen is converted into nitrogen oxides. These products
are pollutants and their emissions must be controlled following a very strict regulation. The
consideration of the reactions involving nitrogen is thus often required.
A very common procedure consists of decoupling the simulation of the combustion and
the prediction of the nitrogen oxides. Following this approach, the ame is simulated without
considering the chemistry of the nitrogen. After this, when all other species are determined
in the ame, the reactions involving nitrogen are reproduced. This procedure is only an
approximation, but it is justied by the very long characteristic times of nitrogen reactions
in comparison with other chemical reactions taking place in the combustion process.
In the following study we will make use of the assumption that nitrogen does not react
during the combustion process.
2.5.2. Excess air and air factor
One kilogram of fuel requires a certain minimum of ambient air to be fully combusted. We
call this minimum amount of air the stoichiometric air or theoretical air to combust the
fuel. The stoichiometric air will completely combust the fuel to carbon dioxide (CO2), water
(H2O) and sulfur dioxide (SO2), if sulfur is present. If the fuel does not get enough air for
combustion it will generate smoke and a potentially unhealthy mixture of stack gas products.
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In addition, energy is wasted. The same applies if too much excess air is used for combustion.
A less trivial issue in combustion technology is therefore to ensure the proper amount of air
that minimizes environmental impact and fuel consumption.
For convenience we dene the stoichiometric air as the air to fuel ratio, AF (kg air/kg
fuel), and the excess air factor as:
λ =
Mass of air (Kg) to combust one Kg of fuel
Stoichiometric air (AF )
(2.40)
λ values greater than 1.0 indicate excess air and are called lean mixtures. λ values less than
1.0 indicate excess fuel for complete combustion, and are called rich mixtures.
The air to fuel ratio (AF ) is a property of a fuel that can be calculated from its compo-
sition. Table 2.1 shows the AF ratio and maximum wet CO2 corresponding to some fuels of
general interest.
Table 2.1.: Air to Fuel ratio for various Fuels
Fuel Phase AF CO2 max wet
Very light fuel oil liquid 14.27 13.56
Light fuel oil liquid 14.06 13.72
Medium heavy fuel oil liquid 13.79 14.00
Heavy fuel oil liquid 13.46 14.14
Bunker C liquid 12.63 16.23
Generic Biomass (maf) solid 5.88 17.91
Coal A solid 6.97 16.09
LPG (90 P : 10 B) gas 15.55 11.65
Carbon solid solid 11.44 21.00
The AF ratio has nothing to do with the furnace design or combustion process, while λ is
a parameter that tells us how eciently a fuel was combusted. The closer λ is to one, the more
ecient is the furnace or burner design and operation. Operating very close to the minimal
amount of air (= stoichiometric air) has the inherent danger of smoke, CO generation and
high temperatures leading to the formation of thermal NOX (Zeldovich-mechanism [33]).
2.5.3. Low Mach number combustion
The low Mach number approach has been used in this study. More detailed information can
be found in [77]. The approach is based on the fact that, for low Mach numbers, pressure
variations along the ame are very small, typically in the range of some pascals. These vari-
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ations are situated many orders of magnitude below the atmospheric pressure (the burner
is supposed to be in thermodynamic equilibrium with the surrounding atmosphere). Con-
sidering this, specic equations can be established similar to those used for incompressible
ows but allowing variations in the density which are essential for combustion.
The pressure can be decomposed in the summation of two terms, the surrounding atmo-
spheric pressure, which is relevant for the thermodynamic state of the uid and a variable
hydrodynamic pressure. The rst term is constant while the second is a function of time
and space:
p(~x, t) = patm + p˜(~x, t), p˜(~x, t) patm (2.41)
When regarding the ow pressure p, one can assume that it is equal to the atmospheric
pressure by neglecting the hydrodynamic component. If we are interested in the pressure
uctuations, it is the hydrodynamic pressure that has to be taken into account since patm
remains constant in time and space.
For all calculations performed in the present work and presented in the following chapters,
the surrounding atmospheric pressure has been considered equal to the atmospheric pressure
(101325 Pa).
2.6. Numerical Methods
The Navier-Stokes equations cannot be solved analytically except for a few simple ow types
under certain assumptions. The system of partial dierential equations must be discretized
and solved through iterative methods. In this section some of the numerical methods used for
the resolution of this equations system are enumerated and explained. Some of these methods
were already available in the CFD-Code FASTEST-3D and some have been implemented as
a part of the present work.
2.6.1. The nite-volume method
Let us consider the generic conservation equation for a quantity φ:
∫
S
ρφv · ndS =
∫
S
Γgradφ · ndS +
∫
Ω
qφdΩ (2.42)
and assume that the velocity eld and all uid properties are known. The domain is divided
in a nite number of small control volumes. The conservation equation 2.42 is applied to
each control volume as well as to the solution domain as a whole. If we sum equations for
all control volumes we obtain the global conservation equation (surface integrals over inner
faces cancel out).
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2.6.1.1. Surface integrals
The surface of the control volume can be decomposed in four (2D) or six (3D) faces denoted
by e, w, n, s, t and b corresponding to their direction. The ux through the boundary of
our control volume is:
∫
S
fdS =
∑
k
fdS (2.43)
where f is the component of the convective (ρφv · n) or diusive (Γgradφ·n) vector in the
direction normal to the face.
To calculate the surface integral two levels of approximation are used. The integral is
approximated in terms of the variable values at one or more locations on the cell face or in
terms of the values at the center of the control volumes. If the integral is approximated as
a product of the integrand at the face center and the face area we obtain a second-order
approximation. The mean value of the ux through the e face fe is then calculated by
interpolation of the values of f at the adjacent nodes. This can be done by substituting the
integral: ∫
Se
fdS = feSe (2.44)
Other higher order approximations can be achieved by considering the values of f at
more locations on the face e.
The approximations to the integrals require the values of variables at locations other
than the computational nodes. The integrand denoted by f , involves the product of several
variables and/or variable gradients at those locations: f = ρφv · n for the convective ux
and f = Γgradφ · n for the diusive ux. The interpolation techniques used to approximate
the value of φ and its derivative are:
• Upwind Interpolation: the value of φ is approximated by it is upstream value:
φe =

 φP if (v · n)e > 0φE if (v · n)e < 0 (2.45)
• Central Dierence Scheme: the value φe can be approximated by the linear expression
φe = φEλe + φP (1− λe) (2.46)
where λe =
xe−xP
xE−xP
.
Using the Taylor series expansion of φE about the point xP the rst derivative dis-
appears from the equation for φe and the error is proportional to ∂
2φ/∂x2, this is,
proportional to the square of the grid spacing. Assuming a linear prole between P
21
2. Fundamentals
and E oers a very simple expression for the gradient, needed for evaluation of diusive
uxes:
∂φ
∂x
≈
φE − φP
xE − xP
(2.47)
2.6.1.2. Volume integrals
Volume integrals are approximated by the product of the cell volume and the mean value of
f in the cell:
QP =
∫
Ω
qdΩ = q∆Ω ≈ qP∆Ω (2.48)
where qp is the value of q at the center of the control volume. This is a rst-order approx-
imation, the solution is exact if the variation of q is linear in space. An approximation of
higher order requires values of q at more locations in the cell.
2.6.1.3. Deferred correction
High order ux approximations can be calculated explicitly by using values from the previous
iteration. This approximation can be combined with an implicit lower-order approximation
which uses only values at nearest neighbors:
Fe = F
L
e + (F
H
e − F
L
e )
old
(2.49)
The term in brackets may be multiplied by a factor β, thus blending the two schemes.
A high order approximation provides a more accurate solution when the grid is ne
enough to capture the essential details of the solution.
2.6.2. The SIMPLE algorithm
The SIMPLE algorithm for the velocity-pressure coupling has been used in this work. It
was developed by Patankar and Spalding [66] and has since then been rened by a number
of authors.
Variants rejoicing in the names of SIMPLEC [94], [79], SIMPLEX [79], SIMPLEN [92],
SIMPLER [66] and PISO [39] aim to improve the coupling of the momentum and pressure
equations via minor modications of the SIMPLE algorithm.
The scheme is a predictor-corrector method, with an initial estimate for the velocity eld
from the Navier-Stokes equations being corrected with the continuity equation to force the
conservation of mass. The prediction and correction operations are enclosed in an iterative
loop which converges to give a solution that satises all the equations in the system.
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The initial scheme by Patankar and Spalding was for a staggered Cartesian mesh, with
the velocity values being located at the faces of nite volume cells, and the pressure, tem-
perature and other scalar variables being located at the cell centers. Rhie and Chow [80]
extended the method to use collocated grids, where the velocities and the other variables
are all located at the cell centers, and this has been further developed by Peri¢ and other
authors ([71], [28]). Such a grid allows an easier conversion to non-Cartesian meshes. Here
it will be described for Cartesian meshes.
The rst stage of the calculation process is the resolution of the discretized versions
of the momentum equations 2.2 using the current estimate of the pressure eld, and using
a cell face mass ux that is interpolated from the current estimate of the velocity eld
(this interpolation procedure is discussed in more detail in Section 2.6.4). The momentum
equations 2.2 are in the same general form as the generic transport equation. For a given
mass ux eld and pressure eld they can be discretized into equations of the form:
aPu
∗
P +
∑
n=nb
anu
∗
n = Sx + Ax
dp
dx
aP v
∗
P +
∑
n=nb
anv
∗
n = Sy + Ay
dp
dy
(2.50)
aPw
∗
P +
∑
n=nb
anw
∗
n = Sz + Az
dp
dz
where u∗p, v
∗
p and w
∗
p are the new estimates of velocity in the x, y and z. axis, and nb refers
to the neighboring cells. Ax, Ay and Az represent the areas of the cell faces normal to the
x, y and z axis. The pressure gradient can be found by interpolating the pressure eld at
the cell faces using a linear interpolation, and then approximating the gradient across the
cell with a centered dierence as:
dp
dx
≈
pe − pw
∆x
,
dp
dy
≈
pn − ps
∆y
, (2.51)
dp
dz
≈
pt − pb
∆z
,
for a regular mesh where ∆x, ∆y and ∆z are the cell dimensions.
After the calculation of the velocity eld estimates, the cell face velocities can be inter-
polated from their values at the cell centers, and the cell face mass uxes can be calculated.
For the eastern face of a cell the velocity normal to the face is ue, whilst the face has an area
Ae. The mass ow across the face is:
me = ρAeue (2.52)
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In general this interpolated velocity eld will not be mass conserving (i.e., it will not have a
discrete divergence of zero), and so will not satisfy the discretized version of the continuity
equation:
me −mw +mn −ms +mt −mb = 0, (2.53)
which can be written for the face velocities on a Cartesian meshes as:
ρAeue − ρAwuw + ρAnvn − ρAsvs + ρAtwt − ρAbwb = 0, (2.54)
We therefore wish to calculate a corrected velocity eld u∗∗, v∗∗and w∗∗that is mass conserv-
ing, together with a corresponding pressure eld p∗∗. We do so by adding a velocity and
pressure correction to the original estimation of the velocity and pressure elds:
u∗∗ = u∗ + u′,
v∗∗ = v∗ + v′, (2.55)
w∗∗ = w∗ + w′,
p∗∗ = p+ p′,
where a dash
′
signies the correction eld.
The expressions in equation 2.55 are substituted into the u equation in equation 2.50
aP (u
∗
P + u
′
P ) +
∑
n=nb
an(u
∗
n + u
′
n) = Sx + Ax
d
dx
(p+ p′), (2.56)
and the sum of the neighboring velocity terms approximated by:
∑
n=nb
an(u
∗
n + u
′
n) ≈ Ax
dp′
dx
(2.57)
which should be valid as p′ → 0 and u′ → 0. Subtracting the momentum equation gives an
expression relating the correction pressure and velocity eld to each other,
aPu
′
P ≈ Ax
dp′
dx
, (2.58)
or
u′P =
Ax
aP
dp′
dx
,
v′P =
Ay
aP
dp′
dy
, (2.59)
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w′P =
Az
aP
dp′
dz
,
where similar approximations have been made for the x, y and z components of velocity.
By interpolating the expressions in equation 2.59 to the faces of the cell, the corrected cell
face velocities normal to the face are given by:
u′e =
Axe
aPe
p′E − p
′
P
δxe
,
v′n =
Ayn
aPn
p′N − p
′
P
δyn
, (2.60)
w′t =
Azt
aPt
p′T − p
′
P
δzn
,
with the aP terms being approximated at the faces by a linear interpolation
aPe =
aPP + aPE
2
,
aPn =
aPP + aPN
2
, (2.61)
aPt =
aPP + aPT
2
,
In this interpolation aPP is the aP term in the equation for the cell P , whilst aPE is the
aP term in the equation for cell E. Substituting the equations in 2.55 into the discretized
continuity equation 2.54 yields
Ae(u
∗
e − u
′
e)− Aw(u
∗
w + u
′
w) + An(u
∗
n + u
′
n)
−As(u
∗
s + u
′
s) + At(u
∗
t + u
′
t)− Ab(u
∗
b + u
′
b) = 0
(2.62)
Using the expressions for u′ from equation 2.60 and factorizing yields following equation
for the pressure correction:
bPp
′
P + bEp
′
E + bWp
′
W + bNp
′
N + bSp
′
S + bTp
′
T + bBp
′
B = c (2.63)
where
bE =
A2e
aPe
, bW =
A2w
aPw
, bN =
A2n
aPn
, bS =
A2s
aPs
, bT =
A2t
aPt
, bB =
A2
b
aPb
bP = −(bE + bW + bN + bS + bT + bB)
c = 1
ρ
(mw −me +mn −ms +mt −mb)
This can be solved for the pressure correction p′, which is then used to update the cell
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center and cell face velocities using equations 2.60 and 2.55, the resulting face velocities
satisfying the continuity equation. The pressure eld is updated using equation 2.55 and
then the process is repeated, with the new velocity and pressure eld being used to calculate
the u∗ velocities.
The SIMPLE algorithm is summarized in Figure 2.1 for the solution of a thermally driven
three dimensional ow. To obtain the velocity, pressure and temperature elds, an estimate
of the velocity eld u∗, v∗ and w∗ is calculated through equation 2.50. The cell face velocities
are then interpolated from the velocity eld and the cell face mass uxes calculated m∗. The
pressure correction equation 2.63 is solved for p′, and the velocity, mass ux, and pressure
elds are updated using equation 2.55. The resulting mass conserving velocity eld is then
used to solve any transport equations for auxiliary scalar elds, such as temperature and
species concentration.
• set initial elds for u∗, v∗ w∗, p and T
• interpolate to nd cell face mass uxes F .
repeat
 solve Equation 2.50 for u∗, v∗, w∗
 interpolate to nd cell face mass uxes m∗
 calculate pressure correction p′ from equation 2.63
 update u, v, w, p and m using equation 2.55.
 calculate T and any other scalar elds.
 check for convergence. If converged, halt.
Figure 2.1.: The SIMPLE velocity-pressure coupling algorithm
The divergence of the m∗ mass ux eld (calculated as the source term in equation 2.63)
is usually used as a convergence criteria. The system at this stage satises the momentum
equations (they having just been solved) whilst a divergence free m∗ mass ux eld signies
that the solution also satises the continuity equation. After the update of the m elds with
the pressure correction p′, the divergence should be equal to zero, a non-zero divergence
signifying an incorrectly solved pressure correction equation. However, the corrections to
the velocity elds means that the momentum equations may no longer be satised, and so
the algorithm repeats. To aid the convergence of the method, the velocity, pressure and
scalar eld updates can be underrelaxed using some relaxation parameter. There are two
obvious methods of under-relaxation, either by relaxing the update:
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u = u∗ + αuu
′,
v = v∗ + αvv
′,
w = w∗ + αww
′,
p = p∗ + αpp
′,
(2.64)
where αu, αv, αw and αp are the relaxation parameters for the velocity and pressure elds
respectively, or by relaxing the diagonal coecient of the linear system for each variable, for
example the u velocity equation 2.50 being modied to:
aP
αu
u∗P +
∑
n=nb
anun = Sx + Ax
dp
dx
(2.65)
The pressure equation relaxation should always be of the form of equation 2.64, and
no relaxation should be used in the update of the face velocities and mass uxes. Unlike
the transport equation, the pressure equation is always diagonally dominant and does not
require the under-relaxation of the diagonal. By avoiding the relaxation of the face velocity
updates, a mass conserving ux eld is calculated, which ensures the conservation of enthalpy,
momentum and other properties. It can also be noted that if a relaxation of the form of
equation 2.65 is used for the momentum equations, then a non-relaxed value of aP should
be used in the pressure correction and velocity interpolation operations.
To model a transient problem the iterative process outlined in Figure 2.1 is carried out at
every time step, using the velocity, pressure and scalar elds from the previous time step as
the initial guess for the values at the new time step. This can be quite time consuming and
more ecient time stepping procedures, which will not be discussed here, are used instead
[28].
For steady state problems, the SIMPLE coupling scheme can be considered as a pseudo-
transient process, with an implicit calculation of the momentum equations being corrected
via an explicit pressure correction process, each iteration of the scheme corresponding to
a pseudo time step. When modeling a transient ow, each time step comprises a number
of pseudo-transient time steps to obtain the converged solution for the physically real time
step.
2.6.3. The SIP-solver
The so called SIP-solver is used in the FASTEST-3D code to solve the matrix equations in
the given form:
[A]h{Φ}h = {S}h (2.66)
resulting from an iteration step of the SIMPLE algorithm. [A]h is a n × n matrix, Φh and
Sh represent n-dimensional vectors. Sh contains the source terms of the discretized partial
dierential equations and Φh represents the (exact) solution of the matrix equation.
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The SIP-solver involves an iterative procedure, computes a series of solutions Φ1
h
, Φ2
h
,
Φ3
h
,... from an estimated initial approximation Φ0
h
.
According to [90], the solution of the linear set of equations after each iterative step can
be described through:
{Φ}i+1
h
= (II− [B]−1[A]h){Φ}
i
h
+ [B]−1{S}h (2.67)
Here II represents the unit matrix. B is a freely selectable regular matrix. It should be
as similar and so easy invertible as matrix A as possible.
The SIP-solver is based on the principle of the LU decomposition, that is, an approximate
LU decomposition is introduced instead of the matrix [A]h:
[L]h[U]h = [A]h + [E]h, (2.68)
where Lh is a lower and Uh is an upper triangle matrix. The matrices Lh and Uh are
particularly set up for the matrices resulting from the discretization of the Navier Stokes
equations. Their exact form can be found in [28]. The matrices Lh and Uh depend on a
parameter α, which is set equal to 0.92.
2.6.4. Rhie-Chow Velocity Interpolation
The key to the shift from a staggered to a collocated mesh is the interpolation of the velocity
eld to the cell faces. A naïve linear interpolation of the cell center velocities can lead to a
pressure chequer-boarding process, where the pressures on odd and even numbered cells are
uncoupled from each other [122].
The Rhie-Chow interpolation method [80] interpolates in a form consistent with the ve-
locity correction equation 2.59 as follows. The equation for the axis component of momentum
can be written as
uP −
Ax
aP
dp
dx
=
Sx
aP
−
1
aP
∑
n=nb
anun (2.69)
Writing equation 2.69 for the P and E cells as
uP −
(
Ax
aP
)(
dp
dx
)
P
=
(
Sx
aP
)
P
−
(∑
n=nb
anun
)
P
,
uE −
(
Ax
aP
)(
dp
dx
)
E
=
(
Sx
aP
)
E
−
(∑
n=nb
anun
)
E
, (2.70)
and assuming that a similar equation can be written for the velocity at the east face of the
cell gives:
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ue −
(
Ax
aP
)(
dp
dx
)
e
=
(
Sx
aP
)
e
−
(∑
n=nb
anun
)
e
(2.71)
This equation is then approximated by a linear interpolation of the equations for the
centers of the E and P cells given in equation 2.70. Performing such an interpolation for
the left hand side of equation 2.71 gives:
ue −
(
Ax
aP
)
e
(
dp
dx
)
e
=
1
2
(
uP −
(
Ax
aP
)
P
(
dp
dx
)
P
+ uE −
(
Ax
aP
)
E
(
dp
dx
)
E
)
(2.72)
which can be rewritten as an expression for ue:
ue =
uP + uE
2
+(
Ax
aP
)
e
(
dp
dx
)
e
−
1
2
((
Ax
aP
)
P
(
dp
dx
)
P
+
(
Ax
aP
)
E
(
dp
dx
)
E
)
(2.73)
The pressure gradients can be approximated by centered dierences as:
(
dp
dx
)
e
=
pE − pP
δxe
,
(
dp
dx
)
P
=
pE − pW
δxe + δxw
, (2.74)
(
dp
dx
)
E
=
pEE − pP
δxee + δxe
,
The approximation of the (Ax/aP )e term by a linear interpolation
(
Ax
aP
)
e
=
1
2
((
Ax
aP
)
E
+
(
Ax
aP
)
P
)
(2.75)
gives a complete interpolation formula for ue
ue = ue +
(
Ax
aP
)
e
(
dp
dx
)
e
−
(
Ax
aP
)
e
(
dp
dx
)
e
(2.76)
where an overbar ()e signies a linear interpolation of the values at the P and E cell centers.
Similar expressions can be obtained for the un and ut face velocities, and the face mass uxes
m can be calculated by multiplying by the density and the area of the relevant cell face.
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2.6.5. Solution methods for chemical kinetics problems
There has been a signicant amount of work undertaken for transient chemical kinetics
problems and sti ordinary dierential equations for zero and 1D ows. This work has
implications for the approach implemented here, and the important aspects are therefore
summarized below. The successful solution methods have the following characteristics:
• Implicit: These methods are stable and damp out perturbations due to rapid tran-
sients. The usual methods adopted are based upon Backward Dierence Methods
(BDF), and are included in many popular calculation packages such as CHEMKIN
and FACSIMILE. Other implicit methods, such as implicit Runge-Kutta methods are
generally not as popular.
• Newton methods for the non-linear equation systems which arise at each time step.
Conventional predictor-corrector iterative strategies will not converge on sti problems.
Segregated solution methods are eectively predictor-corrector methods and, therefore,
will only converge if the time step is comparable with the shortest time scales in the
problem. A Newton method increases the radius of convergence, but it still requires a
good initial guess to achieve convergence. When the solution is changing rapidly, e.g.
in an initial transient, it is necessary to restrict the time step for convergence and not
just for accuracy. When the solution is not changing very rapidly, then large steps may
be taken. However, if the time steps are small, there is no advantage to be gained in
using a Newton method, with its higher computational overheads.
• The Operator-Splitting or Fractional Step methods, where specialized chemical kinetics
software is used for the sti chemistry part and a conventional ow algorithm used for
the ow. In this case, inconsistent discretization methods may be used in the dierent
steps. It is desirable in the case of CFD algorithms, that methods are used, where the
solution is consistent between the ow and chemistry and independent of the algorithm
adopted, particularly for a steady state solution. This is the method implemented in
the CFD-code FASTEST-3D as a part of the present work and it will be explained in
more detail in section 2.6.6
• Higher order BDF methods enable larger time steps to be taken. However, it is neces-
sary that the solution be smooth for higher order methods to work. In any time-split
method the ow step will inject discontinuities into the chemical step, and prevent
the use of higher order BDF methods. For a Newton approach to be benecial, it is
necessary to use an adaptive time step, or false time step. This will be small when
the solution changes rapidly and increase as convergence becomes easier. Steady state
problems are therefore one of the cases which benet the most from this approach.
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2.6.6. The Operator-Splitting method
Operator-splitting methods are powerful and ecient numerical methods designed for resolv-
ing sharp gradients. These methods are analogously applied nowadays to complex micro-
physical problems and multiphase chemical processes in clouds. Operator-splitting means
that the spatial dierential operator appearing in the equations is split into a sum of dierent
sub-operators having simpler forms, and the corresponding equations can be solved easier.
The sub-operators are usually chosen regarding the dierent physical processes or geometric
directions. Then instead of the original problem, a sequence of sub-models is solved, which
gives rise to the splitting error that will be discussed in detail in section 2.6.6.2.
2.6.6.1. Operator-Splitting procedures
There are generally two types of fractional-steps methods. Schemes such as ADI (Alternative
Direction Implicit) employ a formulation where one or more terms are evaluated implicitly
and all of the others are evaluated explicitly for a fraction of the step; then, in the next
fractional step, another set of terms is taken implicitly, and an explicit combination of the
remaining terms is used. The step is divided into as many fractions as there are terms to be
dierenced implicitly. This type of splitting is said to have absolute consistency, since each
term of the dierential equation is in some way represented during each fractional step [69].
The other class of methods allows one or more terms to be considered alone during each
fractional step, while the remaining terms are ignored. These methods, called majorant
splitting, are more appropriate for chemically reacting ow problems. This method, how-
ever, produces consistency only after all fractional steps are completed and not during each
fractional step. Consider the following problem:
du(t)
dt
= Lu(t) = (L1 + L2)u(t), t(0, T ]
u(0) = u0

 (2.77)
where u is the unknown function, u0 is a given element and L, L1 and L2 are operators.
There exist several majorant splitting procedures. The simplest one is the sequential
splitting, dened by the following sequence of sub-problems:
du1(t)
dt
= L1u1(t), t((k − 1)τ, kτ ]
u1((k − 1)τ) = uspl((k − 1)τ)


du2(t)
dt
= L2u2(t), t((k − 1)τ, kτ ]
u2((k − 1)τ) = u1(kτ)


uspl(kτ) := u2(kτ)
(2.78)
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with k = 1, ..., m and uspl(0) = u0, where uspl(kτ) is the solution of the split problem dened
on the mesh kτ, k = 0, 1, ..., m, τ = T/m
Another splitting technique is the Strang −Marchuk splitting (see [91], [53]), where
for one splitting timestep three sub-problems must be solved:
du1(t)
dt
= L1u1(t), t((k − 1)τ, (k −
1
2
)τ ]
u1((k − 1)τ) = uspl((k − 1)τ)


du2(t)
dt
= L2u2(t), t((k − 1)τ, kτ ]
u2((k − 1)τ) = u1(kτ)


du3(t)
dt
= L1u3(t), t((k −
1
2
)τ, kτ ]
u3((k − 1)τ) = u2(kτ)


uspl(kτ) := u3(kτ)
(2.79)
This procedure has been represented graphically in gure 2.2 with the y-axis representing
the simulation time and the x-axis representing the chronological order of the steps of the
method.
Figure 2.2.: Operator-Splitting Scheme
Strang splitting is second-order accurate and unconditionally stable if the discrete coun-
terparts of L1 and L2 are positive denite matrices. Time-stepping of (at least) second-order
is mandatory for all subproblems. In the cases where there are more than two operators in
equation 2.77, these can be grouped in dierent ways, e.g. as follows:
L = L1 + L2 + L3 = (L1 + L2) + L3 = L1 + (L2 + L3) = F1 + F2
The weighted splitting can be obtained by using two sequential splittings, once with the
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order of operators L1 → L2, and once with L2 → L1. At time t = kτ the numerical solution
is computed as a weighted average of the solutions obtained by the two sequential splitting
steps
uspl(kτ) = Θuspl,L1L2 + (1−Θ)uspl,L2L1 , (2.80)
where Θ[0, 1] is a given weight parameter and uspl,L1L2(kτ) and uspl,L2L1(kτ) are the so-
lutions of the two sequential splittings at time kτ respectively. The case Θ = 1
2
is called
symmetrically weighted splitting.
In this work, the transport equations for the dierent species involved in the chemical
reactions taking place are decoupled in two steps. First an explicit chemistry step is applied:
dxk
dt
= ω˙k (2.81)
and nally an implicit ow step takes place, which is given by the equation 2.13 where the
source terms have been removed. Since equation 2.81 contains no spatial derivatives and
there are no chemical source terms in the species transport equations, the set of equations
is a system of K + 1 ordinary dierential equations at each node j.
It has been shown by previous investigators ([91], [19], [82]) that a symmetric splitting can
lead to improved accuracy and eciency of a numerical method. Although the improvement
can be proved for certain operators, this is not the case in the present work, where the
chemistry operator is a multistep variable algorithm. Even so, it is reasonable to expect
that some advantage will be gained by using a symmetric operator. Moreover, we realize
computational savings from the symmetric operator in addition to any potential gain in
convergence rate.
Let us consider two operators which, when applied twice, advance the solution from ti to
ti+1. We represent this procedure with a transport and a chemistry operator in the following
expression:
ft+1 = LTLCLCLT ft (2.82)
The rst LT operator provides a predicted value of f
′
t+1/2, then the rst LC operator
does a correction of that rst step. Then, since the sequence does not repeat with another
LTLC operation, the chemistry operator continues on to t+1, the LC forming the predictor
and and LT the corrector.
It is preferable to restart the sti ordinary dierential equation integrator code as in-
frequently as possible, since there is some overhead associated with the startup algorithms.
Specically, the integrator begins with low-order methods and uses a small step size to ob-
tain the required accuracy. Then, as the integration progresses, the history of the solution
can be used to form higher-order dierence approximations and allow so larger step sizes.
Thus, proceeding from t to t+1 without interrupting the integrator permits a more ecient
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utilization of the variable step size and order features of the ordinary dierential equation
solver. The result of the second chemistry operator is a predicted solution at t + 1, which
the transport operator then uses as initial conditions to complete the step.
2.6.6.2. Errors of the method
The obvious disadvantages of operator-splitting methods are the temporal splitting errors.
The order of the splitting error can be estimated theoretically [27]. In practice, splitting
procedures are associated with dierent numerical methods for solving the sub-problems,
which also cause a certain amount of error. This can usually lead to interaction between the
two types of errors: the splitting error and the numerical error. If the numerical method
is not properly chosen for the splitting procedure, order reduction may occur. The choices
of the step size of the numerical method and the time parameter of the splitting procedure
play an important role too.
It is also recommended by many authors ([37], [93], [48]) to introduce local grid rene-
ment where the concentration gradients are very high to avoid qualitatively wrong behavior.
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It seems natural, when performing any kind of implementation in a CFD code or any other
type of software, to start calculating simple problems before attempting more complex ones.
The time and eort required for a calculation is shorter and the results can be more easily
veried with available 1D tools. This way, the rst step in order to achieve the coupling of
the CFD-solver and the CHEMKIN-package has been the simulation of 1D congurations
assuming constant properties of the gas (constant density and viscosity), and neglecting the
species diusion and heat transfer in order to reproduce the perfectly stirred reactor model
in a one-dimensional simulation.
By means of the program SENKIN, we have obtained the solution for Yk and T from
the following system of dierential equations:
ρ
dYk
dt
= ω˙k
ρcpk
dT
dt
= −
∑
k
ω˙khk
(3.1)
applied to the combustion mechanisms of hydrogen and methane. These equations represent
a particular case of the species (2.13) and energy (2.4) transport equation in which all
components of the velocity vector are equal to zero in the whole domain. They correspond
to the denition of a perfectly stirred reactor, whose description has been given in section
1.4.2.3. The solutions given by the 1D tool SENKIN will be used to verify the results
obtained by means of the operator-splitting scheme implemented in FASTEST-3D for a 1D
conguration.
A second step in order to verify the validity of the implementation is the calculation
of hydrogen and methane combustion in a plug-ow reactor (PFR). This model considers
following assumptions:
• Axial ow
• Perfect mixing in radial direction but no mixing in axial direction
• Constant density
• Steady state
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Symmetry
Inlet
Outlet
Symmetry
Figure 3.1.: Linear reactor used for H2 and CH4 1D combustion
The species and energy transport equations for the plug-ow reactor (with Dk, λ = 0)
can be simplied to:
ρu
∂Yk
∂x
= ω˙k
ρucpk
∂T
∂x
= −
N∑
k=1
hkω˙k
(3.2)
By forcing the velocity to be u = 1 in the whole domain, equations 3.2 are equivalent to
equations 3.1 where the variable t has been substituted by the spatial variable x.
The computational geometry has been represented in gure 3.1. It consists of a cartesian
grid with all the cells having equal dimensions and with a much larger number of them along
the ow direction (50 for hydrogen and 500 for methane), while the cross section is divided
in 3 × 3 cells. The boundary conditions used in the calculation have been presented in the
same gure.
It is well known that mesh size and time step have a very big impact on errors asso-
ciated to the operator-splitting scheme ([37], [93] and [48]). Several simulations have been
performed for dierent values of these parameters, as well as for dierent temporal dis-
cretization schemes, in order to achieve the required knowledge to be applyed latter in more
complex 2D congurations. Since the operator-splitting scheme is applied usually to un-
steady calculations (even in the case of steady processes), the temporal discretization of the
problem is supposed to inuence the accuracy of the method, even if not as critically as the
spatial discretization [40].
By scaling the grid we can observe the inuence of the spacing on the nal solution. The
time step of the splitting corresponds to twice the time step of the CFD-solver and, thus,
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the scheme provides a Strang-type cycle:
∆tcfd + 2×∆tchem +∆tcfd
This expression is equivalent to equations 2.79. All 1D and 3D simulations shown in this
work make use of the same approach and, therefore, no description of chemical or mechanical
time step will be made in following sections.
To determine the inuence of the grid spacing and the time step in the results, the two
parametrical analysis presented in the next sections have been performed. They show the
solution of the PFR-problem for stoichiometric mixtures of fuel and air for dierent values
of grid spacing and time step.
The results are given as a function of the temporal discretization (∆t), spatial discretiza-
tion (∆x) constant all along the reactor, and of the Courant− Friedrich− Lewis (CFL)
number, which is the ratio of a time step to the cell residence time:
CFL =
u∆t
∆x
(3.3)
The convergence criterion for the simulations performed with the code FASTEST-3D
has been selected to be equal to 10−3. This value is kept as well for the 2D simulations
presented in the next chapter.
3.1. Stoichiometric  H2 − air combustion
Hydrogen will likely become the primary energy carrier in the future. On one hand, hydrogen
has the potential for cutting greenhouse gas emissions as well as reducing rural, urban
and regional air pollution. Besides, there is presently considerable interest worldwide in
promoting hydrogen as a fuel for transport. As oil becomes more expensive, hydrogen
may eventually replace it as a transport fuel and in other applications. This development
becomes more likely as fuel cells are developed, with hydrogen as the preferred fuel, though
storage at vehicle scale is a major challenge. Meanwhile hydrogen can be used in internal
combustion engines [35]. The simplicity of some combustion mechanisms, which reproduce
with reasonable accuracy the reactions taking place in hydrogen combustion, makes it a very
attractive topic for computational analysis.
For the case of hydrogen combustion, a stoichiometric mixture of fuel and air evolves
according to the species and temperature proles shown in gure 3.2 and 3.3. These are the
results provided by the SENKIN code that will be used as reference for the verication of
the 1D results given by FASTEST-3D.
The initial temperature is set to 1400K. The fuel-air mixture is stoichiometric: YH2 =
0.028, YO2 = 0.226 and YN2 = 0.745 and the time step amounts to 1× 10
−6s. Ignition starts
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after 2× 10−5s. The temperature reaches 2800K after 2× 10−4s.
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Figure 3.2.: Species evolution in stoichiometric H2 combustion given by SENKIN
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Figure 3.3.: Temperature evolution in stoichiometric H2 combustion given by SENKIN
The resulting species mass fractions (Yk) and temperature (T ) time evolutions have been
compared with the ones resulting from the CFD simulations in two cases:
• Closed system where time is the only independent variable (PSR)
• Reacting ow with constant properties and no diusion of species (PFR)
In both cases, the equations solved by FASTEST-3D are equivalent to the ones solved in the
SENKIN code (equations 3.1). The equivalence between the perfectly stirred reactor and
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the plug-ow reactor with constant properties is achieved through the change of variable
x = u · t and eliminating the spatial diusion of species and temperature. The density and
the velocity are constant along the reactor. As u = 1 in the whole burner, the evolutions in
time for the PSR and in space for the PFR have to be coincident. A rst-order fully implicit
algorithm has been chosen for the time integration.
3.1.1. Simulation of the perfectly stirred reactor conguration
The results of the FASTEST-3D calculation can be seen in gures 3.4 and 3.5.
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Figure 3.4.: Species evolution in stoichiometric H2 combustion given by FASTEST-3D for
the perfect stirred reactor conguration
These gures show almost identical proles to the ones given by the reference calculation
(gures 3.2 and 3.3). The temperature given by the FASTEST-3D calculation after 10−4s
(2501K) reproduces with very good accuracy the value obtained from the SENKIN calcu-
lation (2564K). The same can be said about the mass fractions of the main species. This
proves the validity of the implementation for the calculation of a simple geometry like the
perfectly stirred reactor.
3.1.2. Simulation of the plug-ow reactor conguration
The conguration in this case corresponds to the denition of the plug-ow reactor.
Table 3.1 shows the dierent congurations that have been simulated to evaluate the
inuence of the CFL number in the simulation of the plug-ow reactor. The results can be
seen in Figures 3.6 to 3.11, where the species concentrations along the reactor, as well as the
temperature proles have been plotted.
39
3. 1-D Simulations
 1200
 1400
 1600
 1800
 2000
 2200
 2400
 2600
 0  2e-05  4e-05  6e-05  8e-05  0.0001
TE
M
PE
R
AT
UR
E 
(K
)
TIME (s)
Figure 3.5.: Temperature evolution in stoichiometric H2 combustion given by FASTEST-3D
for the perfect stirred reactor conguration
Table 3.1.: Parameters for the study of CFL inuence in the H2-mechanism
1 2 3 4 5
∆t (×10−6) s 10 2 1 0.1 0.1
∆x (×10−6) m 2 2 2 0.4 1
CFL 5 1 0.5 0.25 0.1
It has been previously mentioned that the reference proles are represented in gures
3.2 and 3.3, which show the evolution in a perfectly stirred reactor conguration given by
the SENKIN code.
One can observe in gures 3.6 to 3.10, that in all cases ignition starts earlier than in the
reference simulation, and that the reactions are slower (closer to the reference) for smaller
scaling factors. Only in the case of congurations 4 and 5 (gures 3.9 and 3.10) the species
proles separate from the origin in a similar way to the curves in the reference simulation.
These congurations happen to be the nest ones and so, it can be concluded that the grid
size has a bigger inuence than the CFL number in the accuracy of the results.
One can see in gures 3.9 and 3.10, that the proles do not reach the right limit of
the x-axis, where x = 1 × 10−4m. The scaling factors in these two cases are smaller than
in the other six congurations and the size of the computational domain in ow direction
corresponds to x = 2 × 10−5m for gure 3.9 and x = 5 × 10−5m in the case of gure 3.10.
However, the axis scale has been kept the same to simplify the comparison with the reference
curves and the other simulations.
Figure 3.11 shows the temperature evolution along the reactor for all the 5 congurations
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under study as well as the reference calculation. Curves 4 and 5 show the best agreement
with the reference curve. These are also the simulations with the nest meshes. Curves 2 and
3 show very similar behaviour. Both present the largest slopes (∆T/∆x) at the origin and
remain above the reference curve all along the reactor. Curve 1, on the other hand, shows
a lower initial slope and crosses the reference curve to remain below it until the end of the
computational domain. All curves seem to tend asimptotically to the reference temperature
prole.
The results have shown that the nest grid resolutions give the best agreement with the
reference proles. When the spacial discretization is kept constant, the size of the time step
inuences the speed at which species are formed or consumed, as it can be seen by comparing
gures 3.6, 3.7 and 3.8.
The next step is the evaluation of the inuence of the temporal discretization scheme on
the results. This will be shown in section 3.2.
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Figure 3.6.: 1D-Simulation of H2 combustion. Species concentration along reactor length.
Conguration 1: CFL = 5
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Figure 3.7.: 1D-Simulation of H2 combustion. Species concentration along reactor length.
Conguration 2: CFL = 1
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Figure 3.8.: 1D-Simulation of H2 combustion. Species concentration along reactor length.
Conguration 3: CFL = 0.5
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Figure 3.9.: 1D-Simulation of H2 combustion. Species concentration along reactor length.
Conguration 4: CFL = 0.25
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Figure 3.10.: 1D-Simulation of H2 combustion. Species concentration along reactor length.
Conguration 5: CFL = 0.1
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Figure 3.11.: 1D-Simulation of H2 combustion. Temperature along reactor length for all 5
variants and reference prole
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3.2. Stoichiometric  CH4 − air combustion
Methane is important for electrical generation by burning it as a fuel in a gas turbine or
steam boiler. Compared to other hydrocarbon fuels, burning methane produces less carbon
dioxide for each unit of heat released. At about 891 kJ/mol, methane's combustion heat
is lower than any other hydrocarbon; but a ratio with the molecular mass (16.0 g/mol)
divided by the heat of combustion (891 kJ/mol) shows that methane, being the simplest
hydrocarbon, produces more heat per mass unit than other complex hydrocarbons.
Methane is the main component of natural gas. This is one of the most popular fuels
for residential heating and is currently piped in many countries for domestic heating and
cooking purposes. According to the AGA [1], 51 percent of heated homes in the U.S. (or
49.1 million households), used natural gas heating in 2000. Natural gas is considered to have
an energy content of 39MJ/m3.
Regarding the simulation of methane combustion, there are numerous kinetic mecha-
nisms available in the literature, which accurately describe the combustion of the mixture
methane-air. One of the most famous among them is the Gri-Mech mechanism, consisting
of 53 species and 325 reversible reactions.
Methane-air combustion has thus been included in the present work because of its im-
portance as fuel and particularly for heating purposes, the availability of kinetic data and
the abundance of experimental and computational data.
The simulation of methane combustion has been performed by feeding the methane-air
mechanism (see Appendix A.2) in the SENKIN code. The results for species and temperature
evolution in time can be seen in gures 3.12 and 3.13.
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Figure 3.12.: Species evolution in stoichiometric CH4 combustion given by SENKIN
45
3. 1-D Simulations
 1600
 1800
 2000
 2200
 2400
 2600
 2800
 0  0.0001  0.0002  0.0003  0.0004  0.0005
TE
M
PE
R
AT
UR
E 
(K
)
TIME (s)
Figure 3.13.: Temperature evolution in stoichiometric CH4 combustion given by SENKIN
In this case, the initial mixture presents stoichiometric concentrations,
YCH4 = 0.055, YO2 = 0.220 and YN2 = 0.725 and ignition is achieved by setting the temper-
ature at 1800K. Ignition starts after approximately 2.8 × 10−4s and the nal temperature
after 2 × 10−4s is approximately 2800K, which is a very high value. It must be considered,
however, that this is not a real ame but an ideal stoichiometric combustion where time is
the only variable, where no heat transfer to the surroundings is present, obviously without
any coow and where the initial temperature is 1800K
3.2.1. Simulation of the plug-ow reactor conguration
These results have been compared with the ones obtained by using the coupling of FASTEST-
3D and CHEMKIN for the one-dimensional case of methane combustion in a plug-ow
reactor. In these simulations, like in the ones described previously for H2 combustion, the
density of the mixture is kept constant and the diusion coecients of the dierent species
and temperature conductivity are set to zero.
Dierent temporal discretizations have been tested in this case. They can be seen in
table 3.2.1 together with the grid spacing for each simulation. The initials in the table
correspond to:
• First-order fully implicit  fo
• Crank - Nicolson  crni
• Second-order fully implicit  so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The condition for the CFL number has been xed for all the ve cases:
CFL = 1. Velocity remains as well constant all along the reactor (u = 1), and this way the
time step of each simulation has the same value as the grid spacing.
Table 3.2.: Parameters for the study of inuence of the time discretization and grid spacing
in the CH4-mechanism
1 2 3 4 5
∆x[m] 1× 10−6 1× 10−6 1× 10−6 1× 10−5 1× 10−5
Discretization fo crni so fo crni
Figures 3.14, 3.15 and 3.16 show the concentrations of the main species along the burner
for dierent discretization schemes. The reference proles for these calculations are repre-
sented in gures 3.12 and 3.13, which show the evolution in time in a perfectly stirred reactor
given by the SENKIN code.
From the observation of these results (3.14, 3.15 and 3.16) and comparison with the
reference gures, it can be seen that the rst-order implicit and the Crank-Nicolson dis-
cretizations (gures 3.14 and 3.15) match the reference curves with very good agreement.
Figure 3.17 shows the evolution of the temperature along the reactor for all three dis-
cretization schemes and for the reference calculation. As in the case of the species concentra-
tions, the second-order implicit discretization shows the largest deviation from the reference
among all three. The temperature curves corresponding to the rst order implicit and the
Crank-Nicolson discretizations are almost coincident with the reference curve, showing the
accuracy of the implementation when a very ne mesh is used.
To nd out the inuence of the grid spacing in the simulation of CH4− air combustion,
the scaling factor and the time step have been increased. The CFL nummber is still equal
to 1 but the resolution is ten times lower than in the previous conguration.
The results can be seen in gures 3.18 and 3.19. Again both schemes yield almost
identical evolution of the main species along the reactor. However, the deviation from the
reference proles is in this case larger. Ignition starts earlier and the reactions are slower.
This eect could be observed as well in section 3.1.2 in the case of H2 − air combustion in
a plug-ow rector.
These simulations together with those ofH2 combustion show the feasibility of simulating
1-dimensional reacting ows with a 3-dimensional code like FASTEST-3D. The inuence
of temporal discretization, grid spacing and CFL number has been studied. The species
concentrations at the end of the reactor reproduce very closely those from the reference
simulation even for the cases where the deviation with the reference solution is very large.
That means that, in the worst case, this approach is as accurate as the equilibrium model.
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Three dierent temporal discretization schemes have been compared. First-order implicit
and Crank-Nicolson schemes provide the results that better match the reference calculations
and any of both can be used for calculation of the 2D congurations shown in the next
section.
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Figure 3.14.: 1D-Simulation of CH4 combustion. Species concentration along reactor length.
Conguration 1: First-order implicit discretization. ∆x = 1× 10−6m
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Figure 3.15.: 1D-Simulation of CH4 combustion. Species concentration along reactor length.
Conguration 2: Crank-Nicolson implicit discretization. ∆x = 1× 10−6m
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Figure 3.16.: 1D-Simulation of CH4 combustion. Species concentration along reactor length.
Conguration 3: Second-order implicit discretization. ∆x = 1× 10−6m
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Figure 3.17.: 1D-Simulation of CH4 combustion. Temperature of the mixture along reactor
length. Conguration 3: Crank-Nicolson discretization. ∆x = 1× 10−6m
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Figure 3.18.: 1D-Simulation of CH4 combustion. Species concentration along reactor length.
Conguration 4: First-order implicit discretization. ∆x = 1× 10−5m
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Figure 3.19.: 1D-Simulation of CH4 combustion. Species concentration along reactor length.
Conguration 5: Crank-Nicolson discretization. ∆x = 1× 10−5
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The following congurations represent real burners in which 2D or 2D axisymmetrical as-
sumption can be made. These include laminar jets, burners and micro-burners. For the sake
of simplicity and to ensure a faster and easier convergence of the simulation, the density
has been kept constant in the rst three cases. Because of this, results can be only qualita-
tively compared with the experimental measurements made in eld or with the literature.
Other variables like thermal conductivity, viscosity or diusion coecients are temperature
dependent in these 2D simulations.
For the simulation shown in section 4.3.1, density changes have been allowed according
to the ideal gas equation (2.8), but with an underrelaxation factor in order to allow only
small variations of the density after each iteration. This has been done in order to enhance
the stability of the code. The density in one control volume corresponds this way to the
temperature in the cell only several time steps after this has reached its nal value, i.e. all
variables in the cell are in steady state.
The transport model is a simple one that considers each of the species dissolved only
in the carrier gas (N2). The diusion coecients Dk are expressed as functions of the
temperature (T) and the absolute pressure (P) in the form:
Dk = f(T ) = (a1 + a2T + a3T
2 + a4/T )
1
P
(4.1)
where the coecients akj are obtained from the CHEMKIN transport database using the
subroutine package TRANS and the CHEMKIN properties library.
For verication purposes, the same congurations have been simulated with the comer-
cial code FLUENT. These simulations have been performed on computational models with
similar number of elements and boundary conditions, and with the same chemical mecha-
nisms than the ones performed with FASTEST-3D / CHEMKIN.
FLUENT's sti chemistry solver has been used to calculate species reaction rate through
the CHEMKIN reaction mechanism. Unfortunatelly, this model can only be used when the
ideal gas model is activated and, therefore, dierences may arise with simulations performed
under constant density assumption.
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4.1. Hydrogen Combustion
The chemical scheme for H2 − air combustion is the one by Miller et al. [46] and can be
found in appendix A1. It includes 9 species: H2, H , O2, O, OH , HO2, H2O2, H2O, N2
and 18 reactions. The chemical mechanism provides, for each reaction, the stoichiometric
coecient of each species involved and the Arrhenius coecients: Aj (cgs units), βj and Ej
(cal/mole). The following congurations have been simulated to verify the results provided
by FASTEST-3D with this mechanism when simulating two dimensional geometries.
4.1.1. H2 Micro-Combustor
This micro-combustion reactor has been developed and calculated at the Nagoya University
by Y. Nakamura and A. Kubota [60]. The purpose of this simulation is to verify the capability
of the coupling FASTEST-3D / CHEMKIN to simulate a 2D axisymmetric diusion ame
under simplied conditions. These are:
• Symmetric conguration
• Adiabatic conditions
• Reduced H2 − air combustion mechanism (see appendix A1) and species transport
mechanism (as described in section 2.3)
• Constant material properties (density and viscosity) of the gas mixture
4.1.1.1. Conguration under study
The geometry and boundary conditions can be seen in gure 4.1. The grid resolution and
boundary conditions of the model are presented in more detail in table 4.1, where Nx and
Ny represent the number of grid points in radial and axial direction respectively.
Since all the transport and chemical phenomena are symmetric respect to the burner cen-
ter axis, the numerical domain is considered to be 2-D axisymmetric. A nozzle, whose inner
and outer diameters are 0.3mm and 0.8mm respectively ejects hydrogen upward (against the
gravity vector). Inside the nozzle, the radial distribution of the axial velocity corresponds to
a fully developed laminar prole with a peak velocity of 2.0m/s. A micro-diusion ame is
established over the burner steadily with a few millimeters ame height. The burner is kept
at room temperature to introduce some heat loss in the system and avoid any catalytic eect
at the walls. It can be seen in gure 4.1 that the interior of the burner has been included in
the numerical domain so that "back diusion" of the species inside the burner is possible.
The ordinary set of the conservation equations (mass, momentum, energy, species) and
the equation of state are solved numerically by the nite volume method. The evolution of
temperature and species mass fractions is calculated by the chemical kinetic code. Thermal
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Figure 4.1.: Conguration of the micro-combustor (units in millimeters). Because of sym-
metry reasons, the computational model includes one half of this conguration.
and transport properties are given by the CHEMKIN database. Open boundary conditions
are imposed at the boundaries except for the center axis (symmetry). The non-slip boundary
condition is applied at the burner surface.
The velocity in the nozzle corresponds to a fully developed laminar prole with a peak
velocity of 2m/s. The Reynolds number is equal to 3.6 and the ow is thus laminar.
Both geometrical models (the one for FASTEST-3D and the one for FLUENT) have
identical number of cells and the similar boundary conditions. However, Fluent solves 2D-
axisymmetric equations whereas FASTEST-3D solves 3D cartesian equations. This may be
the cause of some small deviation in the results.
4.1.1.2. Simulation results
Figures 4.2 to 4.8 show the results obtained for velocity, temperature and some relevant
species concentration from the simulations of this conguration.
The results of the FASTEST-3D simulation can be seen at the top of the page while the
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Table 4.1.: Boundary conditions and grid resolution for Nagoya conguration
umax (m/s) prel (Pa) T (K) Yi Grid Points
INLET 2.0 - 300 YH2 = 1.0 Nx = 6
OUTLET
1
- 0.0 300
YO2 = 0.23 Nx = 51
YN2 = 0.77 Ny = 87
NOZZLE - - 300 - Ny = 12
SYMMETRY - - - - Ny = 87
results of the FLUENT calculation are at the bottom. The nozzle is in both cases at the
bottom and the symmetry axis at the left hand side of the picture.
The gures show some dierences between both simulations. The mechanical behaviour
of the jet is similar in both cases, as it is shown by 4.3. The peak velocity is slightly higher in
the case of Fluent, which is due to the eect of the density variation with the temperature.
Figure 4.2 shows a comparison between the results obtained from FLUENT and FASTEST-
3D for the temperature prole along the symmetry axis. FASTEST-3D does not reproduce
the temperature peak that can also be found in the literature [60] while FLUENT does
capture it.
These dierences are more evident in Figure 4.4, which shows the temperature proles
for both calculations. The species concentration proles show also large dierences in the
distribution of the main species, although there is a certain qualitative agreement and the
species mass fraction values are mostly in the same order of magnitude for both calculations.
1
The boundary conditions for temperature and species concentration apply only to reverse ow
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Figure 4.2.: Nagoya Micro-Combustor conguration. Temperature plots along the axis for
FLUENT and FASTEST-3D simulations
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Figure 4.3.: Nagoya Micro-Combustor conguration. Velocity elds provided by FASTEST-
3D at the top and FLUENT at the bottom
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Figure 4.4.: Nagoya Micro-Combustor conguration. Temperature elds provided by
FASTEST-3D at the top and FLUENT at the bottom
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Figure 4.5.: Nagoya Micro-Combustor conguration. H2 mass fraction elds provided by
FASTEST-3D at the top and FLUENT at the bottom
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Figure 4.6.: Nagoya Micro-Combustor conguration. H2O2 mass fraction elds provided by
FASTEST-3D at the top and FLUENT at the bottom
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Figure 4.7.: Nagoya Micro-Combustor conguration. OH mass fraction elds provided by
FASTEST-3D at the top and FLUENT at the bottom
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Figure 4.8.: Nagoya Micro-Combustor conguration. O2 mass fraction elds provided by
FASTEST-3D at the top and FLUENT at the bottom
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4.1.2. H2 Bunsen Burner
A second experimental conguration for H2 − air combustion included in the present work
is the H2-Bunsen burner simulated by Ern and Giovangigli in [23]. This conguration has
been chosen because of its simplicity and the abundant information available in the literature
regarding temperature and species distribution. The comparison between literature and
calculation results will help validate the coupling of the chemical kinetic package CHEMKIN
and the CFD code FASTEST-3D.
4.1.2.1. Conguration under study
The dimensions of the nozzle and the geometrical boundary conditions have been described
in gure 4.9.
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Figure 4.9.: Conguration of the Bunsen burner. Because of symmetry reasons, only half of
the real geometry has been considered in the computational model.
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The ame is obtained by letting a lean mixture of hydrogen and air ow into the domain
represented in the same gure. The volumetric concentration of hydrogen amounts to 20%,
the temperature of the mixture is 300K and the burner operates at atmospheric pressure.
The combustion mechanism for H2−air combustion and the transport scheme are the same
ones used in the previous conguration.
The ow is of plug type and the ame is surrounded by a coow of air. The bulk
velocity in both ows is uinj = 3m/s. These values correspond to a Reynolds number of
approximately 700 for the present conguration and the ow is, thus, laminar.
More specically, denoting by r0 = ri + ω the outer diameter of the nozzle, the inow
velocity is equal to:
uin(r)/uinj = 1− exp(−(ri − r)/δ) for 0 ≤ r ≤ ri,
uin(r)/uinj = 0 for ri ≤ r ≤ ro
and
uin(r)/uinj = 1− exp(−(r − r0)/δ) for r0 ≤ r,
where δ is the gradient parameter chosen to be δ = 0.5mm. These boundary conditions
together with the grid resolution are summarized in table 4.2 where Nx and Ny represent
the number of grid points in radial and axial direction.
4.1.2.2. Simulation results
The results obtained in this case can be seen in gures 4.10 to 4.16. At the top of the page
one can nd the results of the FASTEST-3D simulation and, at the bottom, the ones from
the FLUENT simulation. The nozzle is located, in both cases, at the bottom of the gure
while the symmetry axis is represented by the vertical edge at the left hand side of the gure.
In this case the results show much better agreement with literature values than in the
previous conguration. Velocity, temperature and species concentration elds are very close
in both simulations and also when compared with the results found in the literature (see
[23]).
Some of the dierences can be explained by the fact that the simulation in FASTEST-
3D was performed under a condition of constant density. This leads to the lower velocity
peak and the higher temperature maximum which, in this case, exceeds "only" by around
one hundred degrees Celsius the maximum temperature predicted by FLUENT. The ame
length obtained from the FASTEST-3D simualtion is shorter than the length provided by
the FLUENT calculation. This can be due to the fact, that FASTEST-3D calculates with
constant density but also to the errors from the splitting algorithm. We have observed in
2
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Table 4.2.: Boundary conditions and grid resolution for Bunsen burner conguration
u (m/s) prel (Pa) T (K) Yi Grid Points
INLET uin(r) - 300
YH2 = 0.017
Nx = 50YO2 = 0.229
YN2 = 0.754
COFLOW uin(r) - 300
YO2 = 0.233
Nx = 28
YN2 = 0.767
OUTLET
2
- 0.0 300
YO2 = 0.233 Nx = 93
YN2 = 0.767 Ny = 150
NOZZLE - - 300 - Nx = 15
SYMMETRY - - - - Ny = 150
section 3.1 how the reactions start earlier downstream when grids are coarser.
The temperature peak reaches 2100K in the FASTEST-3D simulation, while in the one
performed with the code FLUENT it goes up to 1920K. The value given in the literature
[23] is 1732K, which is quite far below the other two.
In the case of intermediate species FASTEST-3D shows a better agreement with the
literature values. In the case of H2O2, for example, the molar fraction goes up to 5.5×10
−5
,
FLUENT gives 1.23 × 10−4 and in [23] we nd a value of 4.01 × 10−5. OH concentrations
4.15 are very similar in all the three simulations.
It can be seen in gures 4.13 to 4.16 that species diusions are apparently larger in the
FASTEST-3D simulation. This can only be due to dierences in the diusion coecients used
by both programs. FLUENT uses Fick's law for the species diusion and its own transport
library while FASTEST-3D takes the polynomial coecients for the diusion terms from the
CHEMKIN transport database.
Figure 4.10 shows a comparison between the results obtained from FLUENT, the ones
obtained from FASTEST-3D and the literature results [23] for the temperature prole along
the symmetry axis. The FLUENT simulation shows a late ignition and very fast temperature
increase to reach the highest temperature (almost 2000K). After this temperature peak,
located 5mm downstream from the nozzle, the temperature slowly approaches the other
two curves. The FASTEST-3D simulation shows the earliest ignition, probably due to the
splitting errors (because of faster reactions when using coarse grids) but then behaves in a
similar way to the curve given by the literature (Ern & al.) and the equilibrium values are
very close for all three curves (specially FASTEST-3D and Ern & al.).
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Figure 4.10.: Bunser burner conguration. Temperature plots along the axis for FLUENT
and FASTEST-3D simulations
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Figure 4.11.: Bunsen Burner conguration.
Velocity elds provided by FASTEST-3D at the top and FLUENT at the bot-
tom
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Figure 4.12.: Bunsen Burner conguration.
Temperature elds provided by FASTEST-3D at the top and FLUENT at the
bottom
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Figure 4.13.: Bunsen Burner conguration.
H2 molar fraction elds provided by FASTEST-3D at the top and FLUENT
at the bottom
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Figure 4.14.: Bunsen Burner conguration.
H2O2 molar fraction elds provided by FASTEST-3D at the top and FLUENT
at the bottom
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Figure 4.15.: Bunsen Burner conguration.
OH molar fraction elds provided by FASTEST-3D at the top and FLUENT
at the bottom
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Figure 4.16.: Bunsen Burner conguration.
O2 molar fraction elds provided by FASTEST-3D at the top and FLUENT at
the bottom
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4.2. Methane Combustion
In the former experiments we have assumed adiabatic conditions at the burner walls. In
the following case we consider the eect of heat loss through the boundary walls. The
importance of heat loss in the stabilization of a laminar ame in a burner can be therefore
demonstrated. This experiment has already been numerically studied by Somers and De
Goey [86], S. Paxion [68] and R. Baron [3].
4.2.1. Cold Wall Stabilized Methane Flame
4.2.1.1. Conguration under study
The conguration can be seen in gure 4.17. It consists of a burner fed with a stoichiometric
mixture of air and methane and without any secondary ow.
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Figure 4.17.: 2D-Conguration used to analyze the importance of heat losses at the walls in
the ame stabilization mechanism. Because of symmetry reasons, only the right
half of the real geometry has been considered in the computational domain
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Table 4.3.: Boundary conditions and grid resolution for the cold wall methane conguration
v (m/s) prel (Pa) T (K) Yi Grid Points
INLET 1.0 - 298
YCH4 = 0.055
Nx = 50YO2 = 0.220
YN2 = 0.725
OUTLET
3
- 0.0 298
YO2 = 0.233
Nx = 120
YN2 = 0.767
NOZZLE - - 298 - Ny = 32
WALL 0.0 - 298 -
Nx = 70
Ny = 132
AXIS - - - - Ny = 132
The heat losses at the injector walls produce a "xing-eect", that prevents the ame
from moving upstream close to the injector. The results obtained in complex chemistry with
this conguration reproduce this situation by showing a completely detached ame.
The grid resolution and boundary conditions of the model can be seen in table 4.3. The
velocity prole at the inlet is parabolic with a peak value of 1m/s. This corresponds to a
Reynolds number of approximately 150 and the ow is thus laminar. The walls are assumed
to be at a constant temperature of 298K, which is as well the temperature of the mixture at
the inlet.
4.2.1.2. Simulation results
Results for this conguration can be seen in gures 4.18 to 4.24. The ones obtained from
FASTEST-3D are again at the top of the page, with the axis at the left of the picture while
the proles obtained from the FLUENT simulation can be seen at the bottom, with the
symmetry axis also at the left hand side of the picture. The fuel in this case is CH4 and the
mechanism fed into CHEMKIN and FLUENT is the one by Smooke and Ern [24] including
16 species and 46 reactions. This mechanism has been presented in appendix A2.
There were big diculties to simulate this case using FLUENT and the results do not
show as good agreement as the ones obtained from the FASTEST-3D simulation when com-
pared with the literature [3]. For the simulation with FLUENT a 2D axisymmetric solver
has been chosen instead of the 3D grid used in the simulation with FASTEST-3D.
Even though the qualitative comparison of the results reveals little coincidence between
3
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both simulations, the order of magnitude of species, velocity and temperature is very similar.
The temperature peak diers only in approximately 180K (see g. 4.20). 2000K in the
case of FASTEST-3D, 2180K FLUENT and 2100K in the literature. In the case of CO2 and
H2O (see g. 4.22 and 4.23) the highest values are almost equal and in the same order of
magnitude as the ones predicted by R. Baron [3]. In the case of CH2O, the maximum value
predicted by FASTEST-3D lies around 0.001 while FLUENT shows a value of 0.0039 which
is almost four times higher, in the literature we see a value of 0.002 that does not exactly
match the previous results but is in the same order of magnitude.
This geometry was simulated in FASTEST-3D using a constant density value for the
mixture. Any attempt of density variation would lead to instabilities and to the extinction
of the ame.
Because of the successful simulation of a H2 ame with variable density presented in the
next section, one can think that it is the reduced mechanism what leads to diculties when
trying to converge the case using FLUENT or FASTEST-3D with variable density. The use
of a dierent mechanism to solve this conguration remains an objective for future work.
Figure 4.18 compares the results from FLUENT, FASTEST-3D, and those from the
literature [3] for the temperature prole along the symmetry axis. It can be seen how
all curves show the same behaviour and the temperature peaks are also at a similar level.
FLUENT again shows the latest ignition of all (5mm downstream the nozzle) and the highest
temperature peak. The FASTEST-3D curve is similar but ignition happens earlier (1mm
downstream the nozzle) and the peak temperature is the lowest (1900K).
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Figure 4.18.: Methane burner conguration. Temperature plots along the axis for FLUENT,
FASTEST-3D and literature simulations
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Figure 4.19.: Cold wall conguration for CH4 − air combustion.
Velocity elds provided by FASTEST-3D at the top and FLUENT at the bot-
tom
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Figure 4.20.: Cold wall conguration for CH4 − air combustion.
Temperature elds provided by FASTEST-3D at the top and FLUENT at the
bottom
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Figure 4.21.: Cold wall conguration for CH4 − air combustion.
CH4 mass fraction elds provided by FASTEST-3D at the top and FLUENT
at the bottom
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Figure 4.22.: Cold wall conguration for CH4 − air combustion.
CO2 mass fraction elds provided by FASTEST-3D at the top and FLUENT
at the bottom
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Figure 4.23.: Cold wall conguration for CH4 − air combustion.
H2O mass fraction elds provided by FASTEST-3D at the top and FLUENT
at the bottom
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Figure 4.24.: Cold wall conguration for CH4 − air combustion.
CH2O mass fraction elds provided by FASTEST-3D at the top and FLUENT
at the bottom
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4.3. Flames with variable density
4.3.1. EKT Standard Burner
The last conguration which has been included in the present work is the standard burner
located in the TU-DarmstadtEKT laboratories.
This simulation has been performed to show the capability of the coupling FASTEST-
3D / CHEMKIN to simulate laminar ames with variable properties (density, viscosity and
diusion).
4.3.1.1. Conguration under study
The geometrical parameters can be seen in gure 4.25. For this simulation the grid consists
of one orthogonal block with 50x100 grid points, a nozzle where a mixture of hydrogen and
air comes into the burner with a velocity equal to 1m/s (Re=500) and a coow of air owing
at 0.2m/s.
Figure 4.25.: Conguration of the EKT Standard Burner
Like in the previous cases for hydrogen combustion, the chemical scheme used is the 9
species 18 reactions mechanism from Miller et al. (see appendix A1).
Table 4.4.: Boundary Conditions for the EKT Standard Burner simulation
λ Re ˙qair q˙fuel q˙coflow
4.8 500 221 l/m 19.3 l/m 4800 l/m
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These values correspond to mass fractions of 0.027 for H2, 0.216 for O2 and 0.756 for N2
at the nozzle. The inlet temperature of the gas is equal to 300K.
4.3.1.2. Simulation results
The results can be seen in gures 4.26 to 4.32. Again the FASTEST-3D simulation results
are at the top of the page while the FLUENT simulation results lie at the bottom. The
symmetry axis is located at the left hand side of the picture in both cases.
The agreement between FASTEST-3D and FLUENT is in this case better than in any
of the other congurations. The species concentrations lie in the same order of magnitude
and the temperature peak dierence is less than 100K.
FLUENT shows a higher amount of some intermediate species like H2O2 (see g. 4.32),
which may be due to the highest maximum temperature calculated by this code, but also to
the inaccuracy of both CFD codes when solving very high gradients in the ame front where
the resolution of the grid is very poor.
In the case of H2O (g. 4.31) both programs yield a very similar mass fraction distribu-
tion. FASTEST-3D gives a peak mass fraction of 0.222 against the 0.241 given by FLUENT,
showing very good agreement between both codes. FASTEST-3D predicts a higher diusion
along the burner as well as a higher H2O production rate at the exit of the nozzle. This can
be due to the eect mentioned in section 3.1, that reactions start earlier when grids are too
coarse. Both eects, the dierences in species distributions on the one hand and the higher
reaction rates calculated by FASTEST-3D) on the other have been seen previously in the
simulation of the H2-Bunsen burner (section 4.1.2).
Again in this case, the dierent species diusion in both simulations is due to the dierent
diusion coecients used by FLUENT and FASTEST. The higher reaction rates in the
FASTEST-3D simulation can be due to the splitting errors when using a very coarse grid,
as seen in section 3.1. This latter eect can also be seen in the reactants proles (g. 4.29
and 4.30), where the concentrations decrease faster after the nozzle because of the higher
reaction rates.
A ner grid would certainly serve to improve the results given by both programs but the
computational cost, especially in the case of FASTEST-3D, would be too high at the present
moment.
Figure 4.26 shows a comparison of the results from FLUENT and FASTEST for the
temperature prole along the symmetry axis. Both curves show the same behaviour and the
temperature peaks are very close. The ignition takes place very soon after the nozzle, but
the coarse grid does not allow a better denition of the ignition process.
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Figure 4.26.: EKT standard burner conguration. Temperature plots along the axis for
FLUENT and FASTEST
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Figure 4.27.: EKT Standard Burner
Velocity elds provided by FASTEST-3D at the top and FLUENT at the bot-
tom
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Figure 4.28.: EKT Standard Burner
Temperature elds provided by FASTEST-3D at the top and FLUENT at the
bottom
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Figure 4.29.: EKT Standard Burner
H2 mass fraction elds provided by FASTEST-3D at the top and FLUENT at
the bottom
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Figure 4.30.: EKT Standard Burner
O2 mass fraction elds provided by FASTEST-3D at the top and FLUENT at
the bottom
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Figure 4.31.: EKT Standard Burner
H2O mass fraction elds provided by FASTEST-3D at the top and FLUENT
at the bottom
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Figure 4.32.: EKT Standard Burner
H2O2 mass fraction elds provided by FASTEST-3D at the top and FLUENT
at the bottom
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5. Conclusions and Perspective
The aim of this thesis is the simulation of reacting ows with detailed chemistry under
laminar conditions. This has been achieved through the coupling of an academic CFD-code
(FASTEST-3D) and a chemical kinetics solver (CHEMKIN) through a Strang-like operator-
splitting algorithm. For the transport of species, Fick's law has been used with temperature
dependent polynomial for each species diusion coecient.
Several 3D simulations of 1D congurations have been performed for the cases of methane
and hydrogen combustion in order to verify the implementation with a 0D-calculation code
(SENKIN). Various parametrical analysis have been performed in order to study the inuence
of the CFL number, grid spacing and time discretization on the nal results.
Two approaches have been tried in order to select the most accurate scheme for the
operator splitting method. The steady one proposed by authors like Coehlo, Consul and
Claramunt ([13], [15], [12]) has been compared with the unsteady strategy proposed by
Bell or Holm-Christensen [19], [36] showing the latter better agreement with the 0D results
provided by the SENKIN package. The 2D simulations have been performed using the
unsteady approach with CFL numbers close to one in all cases and a Crank-Nicolson implicit
scheme for the unsteady terms, which showed better accuracy than the second order scheme.
The problems that arise with the introduction of variations of the density have been partially
overcome through the underrelaxation of density.
Several practical congurations have been simulated using FASTEST-3D and FLU-
ENT in order to verify the implementation. However, the fact that FLUENT solves 2D-
axisymmetric equations while FASTEST-3D solves 3D cartesian equations on one side, and
the use of constant density for most FASTEST-3D calculations on the other are sources of
deviation that cannot be neglected. Both programs show better or worse agreement with the
literature data depending on the case. The example in section 4.3.1, where density variations
are allowed in both simulations, shows very good agreement between the two programs.
It is clear through the visualization of the gures that the coupling performed between
FASTEST-3D and CHEMKIN correctly reproduces the eects observed in the experiments
and calculates the species concentrations with acceptable accuracy. Another advantage of
the implemented method is that no detailed knowledge of the chemical processes involved
is needed by the user, only the chemical mechanism must be read into CHEMKIN and the
boundary and initial conditions have to be set properly.
There is no reference in this report to the computational cost of the simulations performed
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with the commercial code FLUENT and with FASTEST-3D. They dier by some orders of
magnitude and cannot be compared. In the case of FLUENT, the simulations took from one
to three days while for FASTEST-3D each simulation had to run for several weeks. In the
case of the simulation of the EKT standard burner (section 4.3.1), with variable density, the
program ran continuously during six weeks. The grids that have been used in both programs
consist of similar number of computational nodes and the computers have quite the same
characteristics:
• PC Athlon 3GHz for the simulations performed with FASTEST-3D
• PC Pentium 4 3GHz for FLUENT
Other disadvantages of the implementation are the restrictions inherent to the code
FASTEST-3D. For example, the fact that the code does not allow the use of unstructured
or 2D grids, which better represent the real conguration of the laminar ames under study
and can help reduce the computational cost of the calculations.
The implemented algorithm allows the calculation of diusion and premixed ames under
fully premixed or partially premixed fuel-oxidizer conditions. In the case of diusion ames
only the simulation presented in section 4.1.1 has been performed. The diculty in this
case is higher because the ame is longer than in the premixed case and the size of the
computational domain introduces a very high computational cost. FASTEST-3D was not
able to give satisfactory results for this conguration. This shows that micro-combustion
simulation requires of more advanced numerical methods as well as more accurate and robust
chemical treatment than the splitting scheme used in this work.
In the case of the H2 Bunsen-burner presented in section 4.1.2 and the cold wall stabi-
lized methane burner shown in section 4.2.1 the simulations reproduce with good accuracy
the chemical reactions that transform reactants into products and produce a temperature
increment. The gures show small dierences of the results in comparison to other authors
[23]. From comparison of the bibliographical results with the ones given by FLUENT and
FASTEST-3D it can be observed that the latter provides more realistic species and tempera-
ture proles than FLUENT in the second conguration (see [86], [3]), while in the case of the
Bunsen-burner both codes show very similar species proles and temperature distribution
along the reactor.
The results of the EKT-standard burner simulation have been presented in section 4.3.1.
Velocity, temperature and species concentration in the ame can be seen in gures 4.26 to
4.32, where a comparison between the coupling FASTEST-3D/CHEMKIN and FLUENT
has been done. Both simulations are qualitatively very similar and the dierences of the
maximum values of species concentrations and their spacial distribution are small. The tem-
perature eld is also similar and the maximum value in both simulations diers in less than
100K. Features like acceleration of the ow inside the ame due to density changes, radicals
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formation and destruction or the diusion of the ame in radial direction are reproduced in
similar way by both simulations.
Perspective
The main problem of ame simulation using splitting techniques is the long time required
by CFD-codes to reach a nal solution, the accuracy of the results and the robustness of the
solution process.
In the rst case, the stability of the code when facing density variations of many orders
of magnitude in very few cells is mandatory, not only to save computational time but also
to be able to reach a nal solution. Another way of accelerating the computation which has
been frequently used in the literature is the parallelization of the computation ([15], [19],
[68], [63], [24]), which would strongly reduce the time required to reach a converged solution.
For the fully detailed simulation of laminar ames, a detailed treatment of the transport
equations is required. This detailed treatment makes it necessary to solve an equation for
the diusion velocity. This introduces another set of equations that must be solved in each
control volume for each time step and thus, increased computational cost. The model can
be more accurate by including the Soret and Dufour eects in the transport model and
the energy equation. As explained in section 2.3 these eects have been neglected in the
simulations presented in this work and Fick's law has been used instead.
For the simulation of chemical reactions in micro-environments (micro combustion) a
certain treatment of the reactions on walls must take place. In our case, CHEMKIN II is
not in the position to provide information about surface reactions. In order to incorporate
these reactions in our simulations, CHEMKIN III must be coupled with the CFD-code and
this kind of information exchange between the chemistry package and FASTEST must be
implemented.
No additional reaction mechanisms have been used in this project in order to include
pollutants like NOX in the simulations. In future simulations other mechanisms should be
used where pollutants are included. This introduces new species in the simulation, whose
generation, formation and distribution along the burner can be later obtained at the post-
processing. The only drawback is the dramatic increment of the computational cost that
arises with the introduction of additional species. It is also important to point out that the
accuracy of any reduced reaction model is limited by the accuracy of the detailed reaction
mechanism. Another option to obtain information about the pollutant generation is using a
post-processing method ([97], [21]) in which the NOX chemistry is separated from the actual
ame computation.
To improve the robustness of the code one can, for example, provide an accurate initial
eld for a detailed chemistry computation. This could be achieved by means of other CFD
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packages or even 1D computations depending on the case.
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A.1. H2 Combustion Mechanism
The reaction mechanism used in this work for hydrogen combustion is the one from Kee et
al. [46] and consists of 8 species plus N2 and 18 reactions (the species and reactions involved
in NOX formation have been eliminated from the original mechanism). The species present
in the chemical mechanism can be seen in table A.1 together with their molar mass in SI
units.
Table A.1.: Species involved in the reaction mechanism of H2-combustion together with their
molar mass
Species Mi[Kg/Kmol]
H2 2.02
O2 32.00
HO2 33.01
H2O 18.02
OH 17.01
H 1.01
O 16.00
H2O2 34.01
N2 28.01
The chemical reactions are presented in table A.2 for hydrogen and A.4 for methane com-
bustion. In both tables A, β and Ea represent the pre-exponential factor, the temperature
exponent and the activation energy as shown by the Arrhenius equation (2.22).
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Table A.2.: Reactions and rate parameters for the H2-mechanism. Units are mole, cm, s and
K.
Reaction A β Ra
1 H+O2+M=HO2+M 3.61× 1017 -0.70 0
H2O/18.6/ H2/2.86/
2 H+H+M=H2+M 1.00× 1018 -1.0 0
3 H+H+H2=H2+H2 9.20× 1016 -0.6 0
4 H+H+H2O=H2+H2O 6.00× 1019 -1.25 0
5 H+OH+M=H2O+M 1.60× 1022 -2.0 0
H2O/5/
6 H+O+M=OH+M 6.20× 1016 -0.6 0
H2O/5/
7 O+O+M=O2+M 1.89× 1013 0.0 -1788
8 H2O2+M=OH+OH+M 1.30× 1017 0.0 45500
9 H2+O2=2OH 1.70× 1013 0.0 47780
10 OH+H2=H2O+H 1.17× 109 1.3 3626
11 O+OH=O2+H 3.61× 1014 -0.5 0
12 O+H2=OH+H 5.04× 104 2.67 6290
13 OH+HO2=H2O+O2 7.50× 1012 0.0 0
14 H+HO2=2OH 1.40× 1014 0.0 1073
15 O+HO2=O2+OH 1.40× 1013 0.0 1073
16 2OH=O+H2O 6.00× 108 1.3 0
17 H+HO2=H2+O2 1.25× 1013 0.0 0
18 HO2+HO2=H2O2+O2 2.00× 1012 0.0 0
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A.2. CH4 Combustion Mechanism
In the case of methane combustion the mechanism that has been used corresponds to a 46
reactions mechanism by M.D. Smooke and A. Ern [24] including 15 species plus N2. The
species involved in this mechanism are the ones presented previously for the H2 mechanism
plus the species including carbon. In table A.3 these species can be seen together with their
molar masses.
Table A.3.: Species involved in the reaction mechanism of CH4- combustion together with
their molar mass
Species Mi[Kg/Kmol]
CH4 16.04
CH2O 30.03
HCO 29.02
CO2 44.01
CH3 15.03
CH3O 31.03
CO 28.01
In both cases units are mole, cm, s and K according to the conventions used in standard
literature on combustion.
In some reactions a third molecule is involved which does not react, this is called "third
body". The concentration of this third molecule is given by
[M ] =
Ns∑
k
ξk[Mk] (A.1)
where ξi are the collision or third body eciencies. They appear described for each of the
species involved as third bodies, below the corresponding reaction.
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Table A.4.: Reactions and rate parameters for the CH4-combustion mechanism
Reaction A β Ea
1 CH3+H=CH4 1.90× 1036 -7.00 9050
2 CH4+O2=CH3+HO2 7.90× 1013 0.00 56000
3 CH4+H=CH3+H2 2.20× 104 3.00 8750
4 CH4+O=CH3+OH 1.60× 106 2.36 7400
5 CH4+OH=CH3+H2O 1.60× 106 2.10 2460
6 CH2O+OH=HCO+H2O 7.53× 1012 0.00 167
7 CH2O+H=HCO+H2 3.31× 1014 0.00 10500
8 CH2O+M=HCO+H+M 3.31× 1016 0.00 81000
9 CH2O+O=HCO+OH 1.81× 1013 0.00 3082
10 HCO+OH=CO+H2O 5.00× 1012 0.00 0
11 HCO+M=H+CO+M 1.60× 1014 0.00 14700
12 HCO+H=CO+H2 4.00× 1013 0.00 0
13 HCO+O=OH+CO 1.00× 1013 0.00 0
14 HCO+O2=HO2+CO 3.00× 1012 0.00 0
15 CO+O+M=CO2+M 3.20× 1013 0.00 -4200
16 CO+OH=CO2+H 1.51× 107 1.30 -758
17 CO+O2=CO2+O 1.60× 1013 0.00 41000
18 CH3+O2=CH3O+O 7.00× 1012 0.00 25652
19 CH3O+M=CH2O+H+M 2.40× 1013 0.00 28812
20 CH3O+H=CH2O+H2 2.00× 1013 0.00 0
21 CH3O+OH=CH2O+H2O 1.00× 1013 0.00 0
22 CH3O+O=CH2O+OH 1.00× 1013 0.00 0
23 CH3O+O2=CH2O+HO2 6.30× 1010 0.00 2600
24 CH3+O2=CH2O+OH 5.20× 1013 0.00 34574
25 CH3+O=CH2O+H 6.80× 1013 0.00 0
26 CH3+OH=CH2O+H2 7.50× 1012 0.00 0
27 HO2+CO=CO2+OH 5.80× 1013 0.00 22934
28 H2+O2=2OH 1.70× 1013 0.00 47780
29 OH+H2=H2O+H 1.17× 109 1.30 3626
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Reaction A β Ea
30 H+O2=OH+O 2.00× 1014 0.00 16800
31 O+H2=OH+H 1.80× 1010 1.00 8826
32 H+O2+M=HO2+M 2.10× 1018 -1.00 0
H2O/21/ CO2/5/ H2/3.3/ CO/2/ N2/0/ O2/0/
33 H+O2+O2=HO2+O2 6.70× 1019 -1.42 0
34 H+O2+N2=HO2+N2 6.70× 1019 -1.42 0
35 OH+HO2=H2O+O2 5.00× 1013 0.00 1000
36 H+HO2=2OH 2.50× 1014 0.00 1900
37 O+HO2=O2+OH 4.80× 1013 0.00 1000
38 2OH=O+H2O 6.00× 108 1.30 0
39 H2+M=H+H+M 2.23× 1012 0.50 92600
H2O/6/ H/2/ H2/3/
40 O2+M=O+O+M 1.85× 1011 0.50 95560
41 H+OH+M=H2O+M 7.50× 1023 -2.60 0
42 H+HO2=H2+O2 2.50× 1013 0.00 700
43 HO2+HO2=H2O2+O2 2.00× 1012 0.00 0
44 H2O2+M=OH+OH+M 1.30× 1017 0.00 45500
45 H2O2+H=HO2 + H2 1.60× 1012 0.00 3800
46 H2O2+OH=H2O+HO2 1.00× 1013 0.00 1800
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