Abstract. We use Floer cohomology to prove the monotone version of a conjecture of Audin: the minimal Maslov number of a monotone Lagrangian torus in C n is 2. Our approach is based on the study of the quantum cup product on Floer cohomology and in particular the behaviour of Oh's spectral sequence with respect to this product. As further applications we prove existence of holomorphic disks with boundaries on Lagrangians as well as new results on Lagrangian intersections.
Introduction and main results
Let(M, ω) be a tame symplectic manifold (see [A-L-P] , also Section 4). The class of tame symplectic manifolds includes compact manifolds, Stein manifolds, and more generally, manifolds which are symplectically convex at infinity, as well as products of all the above. Let L ⊂ (M, ω) be a closed Lagrangian submanifold. Throughout the paper all Lagrangian manifolds are supposed to be compact and without boundary. One of fundamental problems in symplectic topology is to find restrictions on the topology of L, in particular on the Maslov class µ L : π 2 (M, L) → Z. See Section 4 for the definition, and for other basic notions from Symplectic Topology. Below we will be concerned with monotone Lagrangian submanifolds. For such a Lagrangian L ⊂ (M, ω) denote by N L ∈ Z + the minimal Maslov number, i.e. the generator of the image of µ L .
Our first result deals with Lagrangian submanifolds of C n . Here we endow C n with its standard symplectic structure ω std = dx 1 ∧ dy 1 + dx 2 ∧ dy 2 + ... + dx n ∧ dy n , where z k = x k + iy k , k = 1, 2, ..., n are complex coordinates on C n .
Theorem 1. Given a monotone Lagrangian embedding of the n-torus L = T n ֒→ (C n , ω std ), its minimal Maslov number must be N L = 2. This is part of my PhD thesis, being carried out under the guidance of Prof. P. Biran, at Tel-Aviv University.
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Theorem 2. Given a monotone Lagrangian embedding of the n-torus L = T
n ֒→ (C n , ω std ) and an arbitrary almost complex structure J on C n , compatible with ω std , then for every point p ∈ L there exists a Jholomorphic disc u : (D, ∂D) → (M, L) whose boundary passes through p, and whose Maslov index is 2.
Theorem 1 is a partial solution to a question of Audin [A] , which states the same thing without the monotonicity assumption. Previous results in this direction were obtained by Polterovich, Viterbo, Oh, Biran and Cieliebak [A-L-P, P, V-1, V-2, Oh-2, B-Ci].
Our approach is based on Floer cohomology, in particular on the quantum product on Floer cohomology. We will study the multiplicative behaviour of the spectral sequence due to Oh, whose first page is related to the singular cohomology of a Lagrangian, and which converges to its Floer cohomology.
The idea of the proof of Theorem 1 is based on an idea originally raised by Seidel. The proof of Theorem 2 uses ideas from [CL, . The statement of Theorem 2 can be more directly proved (using Gromov compactness theorem, but without any Floer theory) in the case of a Clifford torus and of an exotic torus due to Chekanov ( see [Ch, E-P] ), hence for every Lagrangian torus which is Hamiltonianly isotopic to each one of them, however, the full classification of monotone tori in C n is still not known. In this paper we use Floer cohomology with coefficients in a ring A = Z 2 [T −1 , T ], and grade A by deg T = N L (see 
After the first version of this paper was written, we received from Fukaya, Oh, Ohta and Ono revised version of their work [FOOO] in which similar results to Theorem 1 were obtained.
Floer cohomology and spectral sequence
We recall some basic facts of Floer theory, which will be stated without proofs (for the proofs we refer the reader to ). Let (M, ω) be a tame symplectic manifold and let L ⊂ (M, ω) be a monotone Lagrangian submanifold with minimal Maslov number N L ≥ 2. Then one can define the Floer cohomology of the pair (L, L) , which we will denote by HF (L, L) . As mentioned before, we will workhere with coefficients in the ring A = Z 2 [T, T
−1 ], as described in . In fact, we will work with an equivalent definition of HF (L, L) as described in , which uses holomorpic disks rather than holomorphic strips. We briefly recall the construction now. We choose a generic pair of a Morse function f : L → R and a Riemannian metric on L and consider a generic almost complex structure on M. Denote by C * f the Morse complex associated to f , graded by Morse indeces of f . Let A = Z 2 [T, T −1 ] be the algebra of Laurent polynomials over Z 2 , when we take deg T = N L . Then we have A = i∈Z A i , where
We define the Floer complex as CF (L, L) = C f ⊗ A, which has a natural grading coming from grading on C f , A. More specifically,
. For every pair of critical points x, y ∈ C f denote by M k (x, y) the moduli-space of diagrams as in Figure 1 . This diagram consists of pieces of gradient trajectories of −f , joined by somewhere injective(see [L] ) pseudo-holomorphic discs u 1 , u 2 , . . . , u l in M, with boundaries on L, such that the first piece of gradient trajectory converges to x, and the last piece converges to y, when time is reversed and such that sum of Maslov indices of the discs is µ(u 1 ) + µ(u 2 ) + . . . + µ(u l ) = kN L . Let us give a precise definition of an element of M k (x, y). Consider a collection of somewhere injective pseudo-holomorphic discs
. . , l, with boundaries on L, and a collection of trajectories
−∞ < a 0 < a 1 < . . . < a l < +∞. Then we demand that γ 0 , γ 1 , . . . , γ l+1 are gradient trajectories for −f (with respect to our Riemannian metric on L), namelẏ γ j (t) = −∇f (γ j (t)), j = 0, 1, 2, . . . , l + 1, with matching conditions :
. . , l, and that the total Maslov of the collection u 1 , u 2 , . . . , u l of discs is
Then an element of M k (x, y) is given by a collection
as above, when we factorize it by its group of inner automorphisms.
For generic choice of f and of almost complex structures (see 
(see FOOO] ). If the dimension is 0, M k (x, y) is a manifold of dimension 0 and is compact, so it is a finite collection of points. Denote in this case n k (x, y) := ♯M k (x, y)( mod 2). Then define
Note that ∂ 0 is the usual Morse-cohomology boundary operator. We see that d F is not compatible with grading, since each ∂ i acts like
It is well known that the cohomology of (CF (L, L) , d F ) is canonically isomorphic to the Floer cohomology of the pair (L, L) (see and the references therein). Therefore we will write
Consider now the following decreasing filtration on CF (L, L):
It is obviously compatible with d F (due to the monotonicity of L), so by a standard algebraic argument we obtain the spectral sequence {E p,q r , d r }. The following properties of it have been proved in [B] :
are vector spaces over Z 2 and δ r are homomorphisms δ r : V p,q r → V p+r,q−r+1 r defined for every p, q and satisfy δ r • δ r = 0. Moreover
∞ for every r ν + 1 and the sequence converges to HF , i.e
where
Note that on each E r and V r we have a natural grading coming from the grading on CF (L, L) and d r : E r → E r shifts this grading by 1. Therefore δ r : V r → V r shifts the grading on V r by 1 − rN L , since the degree of T is N L . On V 1 this grading coincides with the natural grading on the cohomology ring H * (L, Z 2 ). Consider generic Morse functions f, g, h : L → R and denote by
h F ) the corresponding Floer complexes. Then we will be able to define a "quantum product" ⋆ : CF f ⊗ CF g → CF h , such that differentials will satisfy the following analog of the Leibnitz rule:
Moreover, this product is compatible with the filtrations on the CF 's in the sense that * maps
Then automatically the spectral sequences become multiplicative, i.e we have products E
(h) at each stage of the spectral sequence, which are induced from ⋆, such that the differential d r satisfies the Leibnitz rule, according to this product, and such that the product at the r + 1 stage comes from the product at r stage. Note that in this case these products induce prod-
satisfies the Leibnitz rule with respect to this product and that the product on the V r+1 is induced from the product on V r . Then the crucial observation will be that on V 1 the induced product coincides with the usual cup-product on H * (L; Z 2 ), so the next products on the V r are induced from this cup product, therefore the quantum effects are lost for r 1. Now let us describe the operation ⋆ :
To do this, let us introduce operations m l : C f ⊗ C g → C h (for a more general introduction of such an operations see [FOOO, BC] ). The operation m 0 is the usual product on the Morse complexes of f, g, h. Let us recall its definition. For every triple of generators x ∈ C f , y ∈ C g , z ∈ C h , denote by M 0 (x, y; z) the moduli-space of diagrams as in Figure 2 . This diagram is given by trajectories
and lim
Then by our assumption that f, g, h is a generic triple of Morse functions, we get that M 0 (x, y; z) is a manifold, and its dimension is given by ind z h−ind x f −ind y g. Moreover, when ind z h−ind x f −ind y g = 0, M 0 (x, y; z) is a zero-dimensional compact manifold, hence it consists of a finite number of points. For the case of ind z h − ind x f − ind y g = 0 we set n 0 (x, y; z) := ♯M 0 (x, y; z)( mod 2). Now we define
This is the classical cup product
h , and so the classical Morse differential satisfies the Leibnitz rule and induces the classical cup-product on cohomology H * (L; Z 2 ). The further operations m l for l 1 will use quantum contributions. Before defining the general m l , let us first describe m 1 . For a triple of critical points x ∈ C f , y ∈ C g , z ∈ C h , we define the space M 1 (x, y; z) to be the moduli-space of diagrams as in Figure 3 , where "black lines" are gradient trajectories of f, g, h respectively and the "discs" are pseudoholomorphic somewhere injective discs with boundaries on L and Maslov indices equal to N L . Let us describe the first and the second diagram from the Figure 3 . The first diagram is given by a collection
is a pseudo-holomorphic disc in M with boundary on L and
where 0 < a ∈ R, such thaṫ
is a somewhere injective pseudo-holomorphic disc in M, with boundary on L and
. The other diagrams from the picture have analogous definitions. For generic choices of f, g, h and of almost complex structures, M 1 (x, y; z) is a manifold of dimension ind z h − ind x f − ind y g + N L . As before, if dim M 1 (x, y; z) = 0, it is a zero-dimensional compact manifold, hence it is a finite collection of points and we set n 1 (x, y; z) := ♯M 1 (x, y; z)( mod 2). Now we define
For defining m l for general l we introduce a manifold M l (x, y; z) for x ∈ C f , y ∈ C g , z ∈ C h . Its points are diagrams like in Figure 3 , but instead they include several somewhere injective discs with total Maslov index lN L . In general these diagrams are of two types, as in In Figure 5 in addition we have a disc D 4 in the middle, with gradient trajectory of h going into and gradient trajectories of f, g going out of its boundary, and as before the total Maslov index is We will denote by M kjm l (x, y; z) the space of diagrams as in Figure 4 and by M kjm l (x, y; z) the space of diagrams as in Figure 5 . Denote also
and dim(M l (x, y; z)) = ind z h − ind x f − ind y g + lN L . Then, as before, in the case of ind z h−ind x f −ind y g+lN L = 0, we have that M l (x, y; z) is a finite collection of points and we set n l (x, y; z) := ♯M l (x, y; z) in this case. Then, as usual, we define
n l (x, y; z)z for generators x ∈ C f , y ∈ C g . Now we can define the quantum product ⋆ :
and then naturally extend it to a map
h . Note that the filtrations on CF f , CF g , CF h are compatible with this map, i.e the image of
The main goal is now to prove the following theorems. 
Theorem 5. The product on V 1 , induced from ⋆, coincides with the classical cup-product on H * (L; Z 2 ).
Proofs of theorems
Proof of Theorem 4. The main idea of the proof is similar to the analogous statement in classical Morse theory, for a standard Morse differential and a product on the Morse complex. In what follows we have to find a compactification of the manifolds M l (x, y; z) and M l (x, y; z). We are mostly interested in the components of the boundary of codimension 1. A point of the compactification of M l (x, y; z) is a diagram, consisting of several pseudo-holomorphic discs with boundaries on L, spheres, critical points of f, g, h and pieces of gradient trajectories of f, g, h between them. Let us describe what can happen when we pass to the limit of a sequence of elements of M l (x, y; z). First, some of the gradient trajectories of f, g or h can "brake" and new critical points of f, g, h can appear in the diagram. Second, some of the pieces of the gradient trajectories can "shrink" to a point, such that we will obtain two touching discs or one disc containing a critical point. Also looking on M l (x, y; z), the piece of gradient trajectory containing the "middle point" can shrink to a point, so we will get a disc containing this "middle point". It can also happen that some of the discs split to a tree of discs and also some of the discs can bubble a sphere. The last thing that can happen is that for some pieces of trajectories which have endpoints on a disc, their endpoints on that disc converge one to another and become a single point. All these degenerations can happen simultaneously. However, when one looks on the codimension-1 part of the boundary of M l (x, y; z), only one of this degenerations can happen, moreover when we have the case of breaking of some trajectory, it can brake only at one point and this can happen only for one trajectory. Also, when we have "shrinking" of some trajectory, only one trajectory can shrink to a point. Thirdly, when we have splitting of a disc to discs, then only one disc can split and only to two discs, and bubbling of spheres always has co-dimension 2. Finally, when endpoints of some trajectories, lying on the boundary of some disc, become one point, we always have codimension 2, except for the case when it is in M l (x, y; z), and two of the trajectories which end on the boundary of the "middle disc" in the limit have the same end on this boundary. Therefore, when we are looking only at the codimension 1 part of M l (x, y; z), only the following cases can happen:
For M l (x, y; z) we can obtain: a) One trajectory "brakes" and we obtain a situation as in Figure 6 , when a new critical point t appears ( this can happen with gradient trajectories of f, g, h). b) Two neighboring discs in the chain become "touching" and the trajectory which joins them collapses into a point, as in Figure 7 .
c) The last disc from the chain of discs of g, for example, comes closer and closer to the "middle point", where gradient trajectories of f, g, h meet, until the trajectory which connects it to this "middle point" collapses to a point ( as in Figure 8 ). d) One of the discs splits to the union of two touching discs (Figure 9 ). Now addressing to the co-dimension 1 compactification of M l (x, y; z), we see that the following cases are possible: e) One trajectory "brakes" and we obtain a situation as in Figure 10 . f ) Two neighboring discs in the chain come close and the trajectory which joins them collapses to a point, or the middle disc comes close to some neighboring disc as in Figure 11 . g) One of the discs splits to a union of two touching discs (and we again obtain a situation as in Figure 11 ). h) Two trajectories touching the middle disc converge to trajectories which touch the middle disc in the same point. We obtain again Figure 8 . As before, we denote by
the manifolds of the situations e, f, g, h respectively. Note that ( * )
Now let us see how this can be applied to prove the Leibnitz rule. Let us first write what it means. Taking x ∈ C f , y ∈ C g , we have
Therefore, we are left with proving that for every l,
This means that we have to show that for every choice of generators x ∈ C f , y ∈ C g , z ∈ C h with ind(z) = ind(x)+ind(y)+lN L +1, the total number of configurations in M V 1 → V 1 , which decreases the natural grading V 1 by N L −1. The key observation now is that the entire cohomology ring H * (L, Z 2 ) is generated by the first cohomology H 1 (L, Z 2 ) since L = T n . Therefore looking on the natural grading on the V 1 , the elements of degree 1 generate the whole V 1 . Now, because of δ 1 decreases the grading by N L − 1 2, then for every a ∈ V 1 of degree 1 we have δ 1 (a) = 0. Then, since δ 1 satisfies the Leibnitz rule, the kernel Ker(δ 1 ) ⊆ V 1 is a sub-ring, therefore Ker(δ 1 ) = V 1 , so we obtain δ 1 ≡ 0. Therefore V 2 = H(V 1 , δ 1 ) = V 1 , therefore V 2 is isomorphic to V 1 as a graded ring. Therefore we can apply the same argument for δ 2 : V 2 → V 2 , since δ 2 decreases the grading by 2N L − 1 2, so we will get that δ 2 ≡ 0, and so on, so at each stage we will get that δ r ≡ 0 by induction, therefore d 1 = d 2 = . . . = 0, so as a conclusion we get that
and we obtain that E 1 = 0. Contradiction.
Remark. The same arguments from the proof of Theorem 1 in fact prove the following more general result:
Let L ⊂ (M, ω) be a monotone Lagrangian with N L ≥ 2. Assume that:
(1) (M, ω) is a subcritical Stein manifold. (See e.g. [B] for the definition).
Proof of Theorem 2. First let us show this statement for generic J and then we will use a compactness argument for proving it for every J, compatible with ω std . Let us make a generic choice of J and a Morse function f : L → L, such that the point x ∈ L is the only point of maximum of f , i.e the only point with index equal to n ( it is easy to show that such an f exists ). Then the Floer cohomology HF (L, L) is well-defined. By Theorem 1 we have that N L = 2. Look at the spectral sequence of Oh, which converges to HF (L, L) . Let us show that the differential δ 1 : V 1 → V 1 is non-zero. The argument is similar to the one from Theorem 1. Indeed, if conversely, we have that δ 1 ≡ 0, then V 2 = H(V 1 , δ 1 ) = V 1 as graded rings and δ 2 : V 2 → V 2 is a differential which decreases the grading by 2N L − 1 = 3 and V 2 = V 1 is as a ring generated by it's elements of degree 1, therefore δ 2 = 0, so V 3 = H(V 2 , δ 2 ) = V 2 = V 1 as graded rings and so on. Therefore we will obtain a contradiction as in proof of Theorem 1 with the fact that HF (L, L) = 0. So we have proved that δ 1 : V 1 → V 1 is non-zero, therefore the map 
is a differential and satisfies a Leibnitz rule. Therefore, since
2 ) as a vector space over Z 2 . Then it is easy to see that the product x 1 x 2 . . .
. Now if we go back to the definition of [∂ 1 ], we see that the moduli-space M 1 (p, q) is non-empty for some critical point q of f with ind f (q) = n − 1. Now, because of p is a critical point to the top index, the only gradient trajectories which start with x are constant trajectories, therefore the boundary of the J-holomorphic disc from the definition of M 1 (p, q) contains the point p.
We have proved the theorem for generic choice of J. For the general J, consider a sequence of generic J n which converge to J. Then for each J n we have a J n -holomorphic disc u n : (D, ∂D) → (C n , L) such that p ∈ u n (∂D). By Gromov compactness theorem ( see [Gr] ) there is a subsequence of u n which converges to a tree of discs with sphere bubblings, which are J-holomorphic, however because of µ(u n ) = N L = 2 is minimal, in the limit we have only one disc and no bubblings of spheres occur, therefore we obtain a J -holomorphic disc which contains p.
Proof of Theorem 3. The idea is similar to the the one in the proof of Theorem 1. Namely, as before we see that the Floer cohomology of L is well defined, and we can compute it via the spectral sequence of Oh, which is multiplicative in view of the Theorem 5. Look at the first stage E 1 of the spectral sequence. We have that H 1 (L, Z 2 ) generates the entire cohomology H * (L, Z 2 ), hence V 1 is generated as a ring by it's elements of degree 1 and the differential δ : V 1 → V 1 decreases the grading by N L − 1 2. Then arguing as in the proof of Theorem 1, we conclude that
4. Basic notions of symplectic topology in terms of Lagrangian Floer theory.
In this section we summarize some relevant notions from symplectic topology used in the article. 4.1. Tame symplectic manifold. A symplectic manifold (M, ω) is called tame if there exists an almost complex structure J, for which a Riemmanian manifold (M, g ω,J ) is geometrically bounded, where g ω,J (·, ·) = ω(·, J·). See [Gr, A-L-P] for more details and the relevance of this condition for the theory of pseudo-holomorphic curves.
The Maslov class. The Maslov class is a homomorphism
. To describe it, we start with the linear case. Consider the space R 2n ∼ = C n with standard symplectic structure. Denote by L(n) the set of all Lagrangian linear subspaces of R 2n . It can be easily verified, that the unitary group U(n) acts transitively on L(n) such that a stabilizer of Lagrangian subspace R n = {y 1 = . . . = y n = 0} ⊂ C n is the orthogonal group O(n) ⊂ U(n). So L(n) is homeomorphic to the quotient U(n)/O(n). On U(n)/O(n) we have well-defined map det 2 : U(n)/O(n) → S 1 ⊂ C, hence we obtain a map L(n) → S 1 . The corresponding homomorphism µ : π 1 (L(n)) → Z is called the Maslov index. It can be verified that it is an isomorphism. Now, consider a symplectic manifold (M, ω) and a Lagrangian submanifold L ⊂ M. Take a disc in M with boundary lying on L: u : (D, ∂D) → (M, L). We obtain the following diagram of vector bundles:
Over each point on the disc D we have a symplectic linear space and for every point on the boundary ∂D we have a Lagrangian linear subspace of the corresponding linear symplectic space. Now, we can symplectically trivialize the bundle u * T (M) → D, and as a result we will get a loop of Lagrangians in R 2n , γ : 4.4. Monotone symplectic manifolds. Let (M, ω) be a symplectic manifold. Denote by c 1 ∈ H 2 (M; R) the first Chern class of the tangent bundle T (M) viewed as a complex vector bundle (where the complex structure on T (M) is taken to be any almost complex structure tamed by ω). We say that (M, ω) is a monotone symplectic manifold if there exists a positive real number λ > 0 such that [ω] = λc 1 . Given a Lagrangian submanifold L ⊂ (M, ω), we have two homomorphisms: µ L : π 2 (M, L) → Z, and ω : π 2 (M, L) → R. We say that L is monotone, if these two homomorphisms µ L , ω are proportional by some positive constant, that is, there exists a constant λ ∈ R, λ > 0 , such that for every α ∈ π 2 (M, L) we have µ L (α) = λω(α).
