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Abstract
In the paper, we generalize a result of P. Shiu on the number of square-full integers between successive
squares. We extend, via a different approach, the result to k-full integers, and we also obtain explicit error
terms in the process.
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1. Introduction
A positive integer n is called a “square-full” integer if p2 divides n whenever p is a prime
divisor of n. The sequence of square-full integers contains all the perfect squares, and it is
natural and non-trivial to study the statistical behavior of square-full integers between successive
squares (see [2]). In a nice paper [7], Shiu addressed the above problem and showed that there are
infinitely many pairs of successive squares in the sequence of square-full integers and there are
∗ Corresponding author.
E-mail addresses: mamsxiong@ust.hk (M. Xiong), zaharesc@math.uiuc.edu (A. Zaharescu).
0019-3577/$ - see front matter c⃝ 2011 Royal Netherlands Academy of Arts and Sciences. Published by Elsevier B.V.
All rights reserved.
doi:10.1016/j.indag.2011.08.003
78 M. Xiong, A. Zaharescu / Indagationes Mathematicae 22 (2011) 77–86
also arbitrarily long blocks of square-full integers which are not squares in the sequence. More
precisely, he obtained the following result.
Let f (n) denote the number of square-full integers in the interval n2 < q < (n + 1)2, and let
Fm = {n : f (n) = m}, m = 0, 1, 2, . . . .
Then each Fm has positive asymptotic density dm given by
dm =
∞−
l=0
(−1)l (m + l)!
m!l! Cm+l , (1)
where
C0 = 1, Cr =
−
1<b1<···<br
µ2(b1) . . . µ2(br )
(b1 . . . br )3/2
, r = 1, 2, . . . .
Here µ(·) is the Mo¨bius function.
Shiu derived the above interesting result by using a theorem of Cassels (Theorem 1, p. 64, [1])
which involves the notion of uniform distribution in r -dimensions. The purpose of this paper is
two-fold. First, we reconsider this problem by a different approach based on the Koksma–Hlawka
inequality and the Erdo˝s–Tura´n–Koksma inequality, which results in asymptotic formulas with
explicit error terms. Second, this new approach enables us to extend Shiu’s result to k-full
integers, which are natural generalizations of square-full integers.
To describe the main result, we need some notation. We fix an integer k ≥ 2. A positive
integer n is called a “k-full” integer if pk divides n whenever p is a prime divisor of n. Let Sk be
the set of real numbers given by
Sk =

y
1+ 1k
1 y
1+ 2k
2 . . . y
1+ k−1k
k−1 : y1, y2, . . . , yk−1 ≥ 2, µ2(y1y2 . . . yk−1) = 1

.
Let fk(n) denote the number of k-full integers in the interval nk < q < (n + 1)k , and let
Fk,m(N ) = #{1 ≤ n ≤ N : fk(n) = m}, m = 0, 1, 2, . . . .
Our main result is as follows.
Theorem 1. For any integer k ≥ 2,m ≥ 0, the density of Fk,m exists. Let dk,m denote this
density, that is,
dk,m = lim
N→∞
Fk,m(N )
N
.
Then the generating function of the sequence (dk,m)m≥0 is given by
Dk(z) =
∞−
m=0
dk,mz
m =
∏
λ∈Sk

1+ (z − 1)λ−1

. (2)
Moreover, we have
Fk,m(N )
N
= dk,m + Ok((log log N )− 12k ). (3)
M. Xiong, A. Zaharescu / Indagationes Mathematicae 22 (2011) 77–86 79
Remark. (1) Rewriting Dk(z) in (2) as
Dk(z) =
∞−
m=0
dk,mz
m =
∏
λ∈Sk
(1− λ−1)
∏
λ∈Sk

1+ z
λ− 1

,
we find that the density dk,m > 0 for any k and m.
(2) Since the right hand side of (2) is an entire function of the complex variable z, using
Cauchy’s integral formula we find that
dk,m ≪k,C C−m
for any constant C > 0, which shows that the density dk,m tends to zeros very fast as m →∞.
(3) Expanding the right hand side of (2) and equating the coefficients we can obtain the explicit
formula
dk,m =
−
S⊂Sk
#S=m
∏
λ∈S
λ−1
 ∏
λ∈Sk−S
(1− λ−1)

,
which can also be written as
dk,m =
∞−
l=0
(−1)l

m + l
m
 −
S⊂Sk
#S=m+l
∏
λ∈S
λ−1

. (4)
That all the above infinite series are absolutely convergent will be clear in the proof. For k = 2,
since
S2 = {y3/2 : µ2(y) = 1, y > 1},
the expression (4) reduces to Shiu’s result in (1), with an explicit error term in (3).
(4) For general k ≥ 2, the perfect k-th powers form a minority in the sequence of k-full
integers (see [3]). Theorem 1 indicates an interesting statistical behavior of k-full integers
between successive k-th powers. For instance, it shows that there are infinitely many pairs of
successive k-th powers in the sequence of k-full integers, and there are also infinitely many long
blocks of k-full integers which are not k-th powers.
(5) Finally, we end this section with a remark on the distribution of gaps between consecutive
k-full integers. Theorem 1 above provides us with a good picture of the distribution of large gaps.
In particular, for k fixed and x →∞, we have an asymptotic formula for the largest gap between
consecutive k-full integers less than x , call it Dk(x), of the form
Dk(x) ∼ kx1− 1k .
The behavior of small gaps between k-full integers is more mysterious. For instance, there is
a repulsion phenomenon between k-full integers for k ≥ 3, coming from the ABC conjecture
of [5,6], which should prevent the gaps between consecutive k-full integers from being too small.
2. Proof of Theorem 1
First we note that any k-full integer q can be written uniquely as
q = xk yk+11 yk+22 · · · y2k−1k−1 , µ2(y1y2 · · · yk−1) = 1.
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If
nk < q = xk yk+11 yk+22 · · · y2k−1k−1 < (n + 1)k,
then
n
y1+1/k1 · · · y1+(k−1)/kk−1
< x <
n + 1
y1+1/k1 · · · y1+(k−1)/kk−1
,
which is equivalent to the condition
n
y1+1/k1 · · · y1+(k−1)/kk−1

> 1− 1
y1+1/k1 · · · y1+(k−1)/kk−1
,
where {x} denotes the fractional part of a real number x , i.e., 0 ≤ {x} < 1 and [x] := x−{x} ∈ Z.
As a consequence, Fk,m(N ) is also the number of positive integers n ≤ N such that the inequality
{nλ−1} > 1− λ−1 holds true for exactly m values of λ ∈ Sk .
Suggested by the referee, we now give a heuristic argument based on a simple “sieve method”
formulized by Wilf in [8, Section 4.2]. Given any finite subset S of Sk , define N (⊇ S) to be the
density of the set
{n ≥ 1 : {nλ−1} > 1− λ−1,∀λ ∈ S}.
Since λ ∈ S are all linearly independent overQ, the points {nλ−1}
λ∈S are uniformly distributed
for integers n ≥ 1, so we have
N (⊇ S) =
∏
λ∈S
λ−1. (5)
Define
Nm =
−
S⊆Sk
#S=m
N (⊇ S),
then its generating function is given by
N (z) =
∞−
m=0
Nmz
m =
∏
λ∈Sk
(1+ zλ−1).
The main result of [8, Section 4.2] is that
Dk(z) = N (z − 1), (6)
which gives Theorem 1.
This heuristic argument can also be made rigorous: the setting for the sieve method in
[8, Section 4.2] is given in terms of finite sets, so we first truncate the set Sk so that we deal with
a finite set. Second, Eq. (5) can be made explicit by applying the Koksma–Hlawka inequality
and the Erdo˝s–Tura´n–Koksma inequality which are standard tools in uniform distribution. Then
the (truncated) generating function Dk(z) can be obtained immediately from (6). The proof we
present below is essentially the same, except that we choose to compute the density of the set
Fk,m directly.
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2.1. Truncation of the set Sk
For a large real number N , set L = log log N . Denote y = (y1, . . . , yk−1) and define
S(L) = {y : µ2(y1 · · · yk−1) = 1, 2 ≤ y1 · · · yk−1 ≤ L}.
Set s = #S(L). Clearly
s ≤
−
y1···yk−1≤L
µ2(y1 · · · yk−1) =
−
n≤L
µ2(n)
−
y1···yk−1=n
1 =
−
n≤L
µ2(n)(k − 1)ω(n)
≤ L
−
n≤L
µ2(n)(k − 1)ω(n)
n
,
where ω(n) is the number of distinct prime factors of n. Here the sum over n can be bounded as
≪
∏
p≤L
(1+ (k − 1)p−1) ≤ exp

(k − 1)
−
p≤L
p−1

≪k(log L)k−1,
by appealing to Mertens’s estimate. Thus
s = #S(L) ≤ c1(k)L(log L)k−1 (7)
for some absolute constant c1(k) depending on k.
Let λ1 < λ2 < λ3 < · · · be the sequence of numbers in Sk , listed in increasing order. We
denote by Fk,m(N , L) the number of positive integers n ≤ N such that there are exactly m values
of i, 1 ≤ i ≤ s, satisfying the inequality {nλ−1i } > 1 − λ−1i . Since the number of k-full integers
n < (N + 1)k in the form n = xk y1+k1 · · · y2k−1k−1 , µ2(y1 · · · yk−1) = 1 with y1 · · · yk−1 > L is
bounded by
≤
−
µ2(y1···yk−1)=1
y1···yk−1>L
xk y1+k1 ···y
2k−1
k−1 ≤(N+1)k
1 ≤
−
xk n1+k≤(N+1)k
n>L
µ2(n)
−
y1...yk−1=n
1 =
−
xk n1+k≤(N+1)k
n>L
µ2(n)(k − 1)ω(n)
≤
−
n>L
µ2(n)(k − 1)ω(n)

(N + 1)k
n1+k
1/k
≤ (N + 1)
−
n>L
µ2(n)(k − 1)ω(n)
n1+1/k
≪k N (log log N )− 12k ,
we obtain
Fk,m(N ) = Fk,m(N , L)+ Ok(N (log log N )− 12k ). (8)
It suffices to estimate the quantity Fk,m(N , L).
2.2. Estimation of Fk,m(N , L)
Define Ii :=

0, 1− λ−1i

and I¯i := (1−λ−1i , 1) for all i ≤ s, and let {xn}Nn=1 be the sequence
of s-dimensional vectors given by
xn = ({nλ−11 }, {nλ−12 }, . . . , {nλ−1s }).
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For fixed indices i1, . . . , im with 1 ≤ i1 < · · · < im ≤ s, let
Ii1,...,im =
∏
j∈{i1,...,im }
I¯ j
∏
j ∉{i1,...,im }
1≤ j≤s
I j .
Then from the description of Fk,m(N , L) we obtain
Fk,m(N , L) =
−
1≤i1<···<im≤s
−
n≤N
xn∈Ii1,...,im
1. (9)
We now treat the inner sum over n ≤ N with respect to the indices i1, . . . , im . Let f be the
characteristic function of I = Ii1,...,im , i.e., for x ∈ [0, 1]s ,
f (x) =

1 x ∈ Ii1,...,im ,
0 otherwise.
By the Koksma–Hlawka inequality [4, p. 19], we have 1N
N−
i=1
f (xn)−
∫
I
f (u)du
 ≤ V ( f )D∗N (x1, . . . , xN ), (10)
where V ( f ) is the bounded variation of f and D∗N (x1, . . . , xN ) is the Star-Discrepancy for
the sequence {xn}1≤n≤N . First notice that V ( f ) ≪ s. Next, by the Erdo˝s–Turan–Koksma
inequality [4, p. 116], for any positive integer H we have
D∗N (x1, . . . , xN ) ≤ (3/2)s

2
H + 1 +
−
0<‖h‖∞≤H
1
r(h)N
 N−
n=1
e

s−
i=1
hinλ
−1
i


,
where e(x) = exp(2π ix) for any real number x and
‖h‖∞ = max
1≤i≤s
{|hi |}, r(h) =
s∏
i=1
max{1, |hi |} for h = (h1, . . . , hs) ∈ Zs .
2.3. Upper bound of D∗N (x1, . . . , xN )
First, N−
n=1
e

n
s−
i=1
hiλ
−1
i
≪ max{N , α−1},
where ‖x‖ denotes the distance from x to its nearest integer and
α =
 s−
i=1
hiλ
−1
i
 ≤ 12 .
Next, denote
K = Q(λ1, . . . , λs), t = [K : Q].
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Since
K ⊂
∏
p≤L
Q(p1/k) and [Q(p1/k) : Q] = k,
we have
t ≤ kπ(L) ≤ k2L(log L)−1 , (11)
where π(L) is the number of prime numbers p ≤ L .
It is elementary that the algebraic numbers λ1, . . . , λs are linearly independent over Q, hence
α > 0, and the number β defined by
β =
 ∏
y∈S(L)
y21 · · · y2k−1
α
is a non-zero algebraic integer in the number field K . By taking the norm from K to Q, one sees
that  ∏
y∈S(L)
(y1 · · · yk−1)2t
α ∏
σ ≠id
|σ(α)| ≥ 1. (12)
Since
0 < α =
 s−
i=1
hiλ
−1
i + z
 ≤ 1/2
for some integer z, for each σ we obtain,
|σ(α)| ≤
s−
i=1
|hi |λ−1i + |z| ≤ 3
s−
i=1
|hi |λ−1i ≤ 3‖h‖2

s−
i=1
λ−2i
1/2
,
where
‖h‖2 =

s−
i=1
h2i
1/2
≤ s1/2H.
We can estimate
s−
i=1
λ−2i ≤
−
y1···yk−1≤L
µ2(y1···yk−1)=1
y−2−2/k1 · · · y−2−2(k−1)/kk−1 < ζ(2)k−1 < 2k−1,
hence
|σ(α)| ≤ 3s1/2H2(k−1)/2.
We also have∏
y∈S(L)
(y1 · · · yk−1)2t ≤ L2ts .
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Using the above estimates, choosing H = exp 2L2 and appealing to (7), (11) and inequality
(12), we derive
α−1 ≤ L2ts(3s1/2H2(k−1)/2)t ≤ Lc2(k)t L2
for some constant c2(k) depending on k. Therefore,
D∗N (x1, . . . , xN ) ≤ (3/2)s

1
H
+ L
c2(k)t L2
N
−
0<‖h‖∞≤H
1
r(h)

.
The sum over h on the right-hand side above is clearly
≪
s−
i=0
 s
i
 −
1≤|hi+1|,...,|hs |≤H
1
hi+1 · · · hs ≤
s−
i=0
 s
i

2s−i (log 2H)s−i ≤ (3 log H)s,
thus by using L = log log N and H = exp(L2) we see that
V ( f )D∗N (x1, . . . , xN ) ≪ s

(3/2)s
H
+ L
c2(k)t L2
N
(3/2)s(3 log H)s

≪k exp(−(log log N )2).
2.4. Completion of the proof
Denote [s] := {1, . . . , s} and δi1,...,im =

I f (u)du. By definition
δi1,...,im =
∏
j∈{i1,...,im }
λ−1j
∏
j∈[s]−{i1,...,im }
(1− λ−1j ).
Recalling Eq. (9) and inequality (10), we obtain
Fk,m(N , L)
N
=
−
1≤i1<···<im≤s
δi1,...,im + Ok(sm exp(−(log log N )2)). (13)
We write
δi1,...,im =
∞∏
j=1
(1− λ−1j )
g(L)
∏
j∈{i1,...,im }
λ−1j
1− λ−1j
,
where
| log g(L)| =
−
j>s
log(1− λ−1j )
≪−
j>s
λ−1j
≤
−
y1···yk−1>L
µ2(y1 · · · yk−1)
y1+1/k1 · · · y1+(k−1)/kk−1
≤
−
n>L
µ2(n)(k − 1)ω(n)
n1+1/k
≤ L− 12k
∞−
n=1
µ2(n)(k − 1)ω(n)
n1+1/2k
≪k L− 12k = (log log N )− 12k .
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Hence
g(L) = 1+ Ok((log log N )− 12k ),
and the infinite series
∏∞
j=1(1− λ−1j ) is absolutely convergent.
On the other hand,
−
1≤i1<···<im
im>s
∏
j∈{i1,...,im }
λ−1j
1− λ−1j
≤
−
j>s
λ−1j
1− λ−1j
 ∞−
j=1
λ−1j
1− λ−1j
m−1
≪
−
i>s
λ−1i ≪k(log log N )−
1
2k ,
hence the infinite series−
1≤i1<···<im
∏
j∈{i1,...,im }
λ−1j
1− λ−1j
is also absolutely convergent.
Combining these estimates, we derive from (13) that
Fk,m(N , L)
N
=
∞∏
j=1
(1− λ−1j )
−
1≤i1<···<im
∏
j∈{i1,...,im }
λ−1j
1− λ−1j
+ Ok((log log N )− 12k )
=
−
1≤i1<···<im
∏
j∈{i1,...,im }
λ−1j
∏
j ∉{i1,...,im }
(1− λ−1j )+ Ok((log log N )−
1
2k ).
From the relation (8) we can also replace Fk,m(N , L) by Fk,m(N ) in the above equation. This
proves (3). It also implies that
dk,m = lim
N→∞
Fk,m(N )
N
=
−
1≤i1<···<im
∏
j∈{i1,...,im }
λ−1j
∏
j ∉{i1,...,im }
(1− λ−1j ).
Multiplying zm on both sides and summing over m, we obtain the identity (2). Now the proof of
Theorem 1 is complete. 
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