Abstract
Introduction
Learning in Artificial neural Networks (ANNs) is usually achieved by minimizing the network's error, which is a measure of its performance, and is defined as the difference between the actual output vector of the network and the desired one. This approach is very popular for training ANNs and includes training algorithms that can be divided in two categories: batch, also called off-line, and stochastic, also called on-line.
The batch training of ANNs is considered as the classical machine learning approach: a set of examples is used for learning a good approximating function, i.e. train the ANN, before the network is used in the application. Batch training is consistent with the theory of unconstrained optimization and can be viewed as the minimization of the function E ; that is to find a set of weights w* = (w;, wz, . . . , w: ) E R", such that:
W E P where E is the batch error measure defined as the sumof-squared-differences error function over the entire training set.
The rapid computation of such a minimizer is a rather difficult task since, in general, the dimension of parameter space is high and the error function generates a complicated surface in this space, possessing multitudes of local minima and having broad flat regions adjoined to narrow steep ones that need to be searched to locate an "optimal" weight set.
On the other hand, in on-line training, the function E is pattern-based and is defined as the instantaneous squared-differences error function with respect to the currently presented training pattern. In this case, the ANN weights are updated after the presentation of each training example, which may be sampled with or without repetition. On-line training may be the appropriate choice for learning a task, either because of the very large (or even redundant) training set, or because of the slowly timevarying nature of the task. Moreover, it helps escaping local minima and provides a more natural approach for learning time varying functions and continuously adapt in a changing environment. As Sutton pointed out, [24] , "on-line learning is essential if we want to obtain learning systems as opposed to merely learned ones".
In practice, on-line methods seem to be more robust than batch methods as errors, omissions or redundant data in the training set can be corrected or ejected during the training phase. Additionally, training data can often be generated easily and in great quantities when the system is in operation, whereas they are usually scarce and precious before. The rest of the paper is organized as follows: the use of Evolutionary Algorithms in ANNs training is discussed in Section 2. In Section 3, the new hybrid on-line training algorithm is introduced. Section 4 presents details on the application of the hybrid method in training on-line ANNs for real-life image recognition problems and outlines the implementation results. Finally, in Section 5, conclusions and a short discussion of future work are presented.
Evolutionary Algorithms in ANN Training
Evolutionary Algorithms (EAs) are stochastic search methods that mimic the metaphor of natural biological evolution. They operate on a population of potential solutions applying the principle of survival of the fittest to produce better and better approximations to a solution. At each generation, a new set of approximations is created by the process of selecting individuals according to their level of fitness in the problem domain and breeding them together using operators borrowed from natural genetics [3]. Many attempts have been made within the artificial intelligence community to integrate EAs and ANNs. A number of attempts has concentrated on applying evolutionary principles to improve the generalization of ANNs, discover the appropriate network topology, and the best available set of weights (see [18] ). As in this work we focus on the on-line training and retraining of ANNs, we adopt a formulation of this problem which is based on tracking the changing location of the minimum of a pattern-based, and, thus, dynamically changing, error function. This approach coincides with the way adaptation in the evolutionary time scale is considered [20] , and allows us to explore and expand further research on the tracking performance of evolution strategies and genetic algorithms [l, 20, 261 .
The Hybrid Evolutionary Algorithm
In this section, we present a Lamarck-inspired combination of Differential Evolution strategy and Stochastic Gradient Descent (SGD). The DE strategy works on the termination point of the SGD. Thus, the method consists of a SGD-based on-line training stage and an Evolutionary strategy-based on-line retraining stage.
A generic description of the proposed hybrid algorithm, is given in Algorithm 1. First, the SGD is outlined in the Stage 1 of Algorithm 1, where Q is the stepsize, K is the meta-stepsize and (., .) stands for the usual inner product in R". The memory-based calculation of the stepsize, in Step 4a, takes into consideration previously computed pieces of .information t o adapt the stepsize for the next pattern presentation. This provides some kind of stabilization in the calculated values of the stepsize, and helps the stochastic gradient descent to exhibit fast convergence and high success rate. Note that the classification error, an upper limit to the error function evaluations, or a pattern-based error measure can be used as the termination condition in Step 5a. The key features of the SGD method are the low storage requirements and the inexpensive computations. Moreover, in order to calculate the stepsize to be used at the next iteration, this on-line algorithm uses information from the current, as well as the previous iteration.
In Stage 2 of Algorithm 1, the DE strategy, respon.sible for the on-line retraining is outlined. Steps 3b and 4b implement the mutation and crossover operators, respectively, while
Step 5b is the selection operator.
T F first DE operator used is the mutation operator.
Specifically, for each weight vector wf, a new vector called mutant vector is generated according to the following relation:
where tubest is the best member of the previous generation, ( > 0 is a real parameter called mutation constant and controls the amplification of the difference between two weight vectors, and w,, and w, , are two randomly chosen weight vectors, different from wf .
To increase further the diversity of the mutant weight vector, the crossover operator is applied. Specifically, 
Experiments and Results '
We have tested the proposed hybrid algorithm in two real-life classification tasks. The first experiment concerns training on-line an ANN classifier to discriminate among 12 texture images, and the second one, training an ANN to detect suspicious regions in colonoscopic video sequences. In all cases, no operation for tuning the mutation and crossover constants was carried out; default fixed values ( = 0.5 and p = 0.7 have been used.
The texture classification problem
A total of 12 Brodatz texture images of size 512 x 512, [6] , as shown in Figure 1 , was acquired by a sca.nner at 150dpi. From each texture image, 10 subimages of size 128 x 128 were randomly selected, and the co-occurrence method, [8] , was applied. In the cooccurrence method, the relative frequencies of graylevel pairs of pixels at certain relative displacements are computed and stored in a matrix. The combination of the nearest neighbor pairs at orientations Oo, 45O , 90" and 135" is used in the experiment. A set Stage 1 -"Learning"
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Until the termination condition is met. A 16-8-12 ANN (224 weights, 20 biases) was trained on-line to classify the patterns into the 12 texture types. The network used neurons of logistic activations with biases, and the weights and biases were initialized with random numbers from the interval (-1,l). The termination condition for the first stage was a classification error CE < 3%. Then, the second stage was executed for on-line retaining using new patterns from the training set. At the end, the generalization capability of the trained network was tested on the test set, which consisted of 320 patterns (20 patterns from each image extracted from randomly selected subimages). The ANN correctly classified 304 out of 320 patterns. Thus, it exhibited 95% generalization success. In the same task, the performance of the SGD alone, i.e. without using the evolution stage of the algorithm for the on-line retraining, was 93%, while the performance of the batch backpropagation algorithm with variable stepsize, [lo] , was 90%.
Abnormalities detection by colonoscopy
Colonoscopy is a minimal invasive technique for the production of medical images. A narrow pipe like structure, an endoscope, is passed into the patient's body. Video endoscopes have small cameras in their tips. When passed into a body, what the camera observes is displayed on a television monitor (see Figure 2 for a sample frame of the video sequence). The physician controls the endoscope's direction using wheels and buttons. An important stage of the implementation is the feature extraction process [9] . In our experiments we have used the co-occurrence matrices to generate features. More specifically, each frame of the endoscopic video sequence was separated into windows of size 16 pixels by 16 pixels. Then, the co-occurrence matrices algorithm was used to gather information regarding each pixel in an image window, and to generate feature vectors that contain sixteen elements each.
A 16-30-2 ANN (540 weights, 32 biases) with logistic activations was trained on-line to discriminate between normal and suspicious image regions using 300 randomly selected patterns from the first frame. On-line training stopped when the ANN exhibited 3% misclassifications on the training set. It must be noted that the first stage was extremely fast; approximately 40 training epochs were needed. For on-line retraining, the DE population has been initialized with weight vectors in the neighborhood of the weight vector obtained from the first stage. In order to test the tracking performance of the hybrid algorithm, we introduced in the training set patterns from other frames of the same video sequence, which exhibited resolution change, different perceptual direction of the physician, different diffused light conditions. Thus, on-line retraining was performed using a training set of 1200 patterns. The DE algorithm was allowed to perform only two iteration with each pattern. This was necessary to prevent the "catastrophic interference" among patterns of different frames. To test the performance of the trained ANN approximately 4000 patterns have been extracted from each frame. The 4000 patterns cover the whole image region of a frame and contain normal and suspicious samples. The generalization results with and without the evolution stage of the algorithm, are exhibited in Table 1 . The first column of Table 1 exhibits results from training a special ANN for each frame and, then, testing it using data from the same frame without on-line retraining. From example, let us observe n a m e 1. The corresponding ANN was trained using data extracted from Frame 1 and achieved a recognition success of 83.77% when tested with the whole frame. Similarly, a percentage of success of 87.60% was achieved by the ANN that was trained on Frame 4. On the other hand, the hybrid method by applying on-line retraining managed to locate weights that are eminently suitable for all of the four frames. Thus, the ANN trained with the hybrid method provides higher percentage of generalization in all cases when compared with the four specially trained ANNs. Table 1 : Results from the interpretation of images.
Conclusions
A new hybrid method for on-line neural network training has been developed, tested and applied to a texture classification problem and a tumor detection problem in colonoscopic video sequences. Simulation results suggest that the new method exhibits fast and stable learning, good generalization and therefore a great possibility of good performance. The proposed algorithm is able to train large networks on-line, and seems better suited for tasks with large, redundant or slowly t i m e varying training sets, such as those of image analysis. Further work is needed to optimize the hybrid algorithm performance, as well as to test it on even bigger training sets.
