The last decade has seen a dramatic increase in the popularity of product search engines, yet the analysis of consumer behavior at such sites remains a challenging research problem despite its timeliness and importance. In this article, we develop and estimate a copula model of evaluation set size and purchase behavior employing data from 3,182 hotel searches by customers at a large travel search engine. The model allows us to jointly study purchase behavior, evaluation sets, and their antecedents. Our results reveal that evaluation set size and purchase are negatively correlated and that factors typically presumed to be associated with purchase -i.e., when users sort search results by price or quality, request many rooms, disclose that there are many guests in their party, or arrive from other search engines and/or partner sites -actually relate to larger evaluation sets but lower purchase probability. In contrast, when users filter the search results, we observe smaller evaluation sets and higher purchase probability. The theoretical background and practical implications of our findings suggest that efforts to increase purchases need not necessarily be predicated on cultivating larger evaluation sets.
Introduction
Product search engines such as Amazon, Angie's List, CNET, EBay, or Travelocity, offer access to information on a large number of products and services and cater to customers with various characteristics and experience. To facilitate product evaluation and purchase, search results can typically be manipulated by sorting and filtering on characteristics such as brand, price, or quality. The number of options actually evaluated by a customer-the Evaluation Set Size (ESS)-and whether a purchase is made are key components in the interaction between consumers and the product search engine. However, in spite of the widespread use of product 5 Our work offers theoretical, methodological, and managerial contributions. The paper advances a conceptual framework on the antecedents of ESS and purchase and presents expectations based on economic search and behavioral information-processing theories, which are then confronted with evidence from the data. To deal with the estimation challenges in this setting, we employ methodology that is tailored to the data. A key commonality in the product search engine context is that very few purchases are present relative to the number of evaluated alternatives. This makes the estimation of saturated single-equation reduced-form models for purchase infeasible; instead, identification issues can be handled by carefully combining a richer model for the data on products evaluated with a parsimonious model for purchase, thereby leveraging inference in the joint model. In addition, there are very few evaluated alternatives relative to the number of available alternatives, which together with other data limitations, makes the estimation of multinomial choice models or models with sophisticated parameter heterogeneity across customers impractical. On the managerial side, our results suggest that executives' efforts to increase purchases need not necessarily be coupled with efforts to increase ESS, and that this task can be better accomplished by promoting filtering, presenting search results in ways that focus attention to only a few options at a time, or providing more higherpriced (rather than lower-priced) options, particularly to low-usage (in terms of # rooms, # guests) users. Our conclusions section revisits the results for the antecedent variables and presents a number of managerial implications.
Literature
In marketing, there is significant literature on how consumers form evaluation or consideration sets in a retail shopping context. Early research focused on imputing consideration sets from supermarket scanner data. Wu and Rangaswamy (2003) focus on how reducing "fuzziness" 6 alters consideration set sizes in an online grocer setting; however, the products customers consider or evaluate are imputed (not observed), and the links between the antecedents of consideration or evaluation set size and fuzziness are not examined. van Nierop et al. (2010) propose and estimate a model that captures unobserved consideration from discrete choice data. Kuksov and Villas-Boas (2010) investigate how search or evaluation costs may lead consumers not to search and not to choose if too many or too few alternatives are offered. Yet, neither van Nierop et al. (2010) nor Kuksov and Villas-Boas (2010) investigate behavioral causes of ESS. Shi and Zhang (2014) research how experience with decision aids impacts online purchase behavior over time, but do not look at antecedents or consequences of evaluation sets. Moe (2006) models customers' choice decisions as a sequence of two-stage choice models that predict which products customers view and purchase based on observed clickstream data from a retailer's website; however, the article does not focus on the antecedents of ESS or address why some customers evaluate more products than others.
Recently, with the advent of internet-based product search engines, considerable research interest has been directed towards search and shopping behavior in this online context. A primary focus of this research is on the drivers of click-through and purchase behavior, including the special case of the hotel-booking context that we study. Ghose, Ipeirotis, and Li (2014) study the effect of different search engine rankings on search engine revenue, based on weekly data for U.S. hotels listed on Travelocity. A hierarchical Bayes model is employed to jointly examine click-through, conversion, ranking, and rating. In addition, they employ a randomized experiment using a hotel search engine application. The results of their two-pronged empirical analysis show that a customer utility-based ranking mechanism can lead to higher search engine revenues; incorporating signals from social media into the ranking algorithm further increases 7 revenues; and employing an active personalized ranking system, where users can customize the ranking algorithm, outperforms a static one. However, they do not focus on ESS, its antecedents, or their relationship to purchase.
A stream within the product search engine literature has focused on the quantitative estimation of user search cost. Koulayev (2014) develops a structural model to estimate search cost for online hotel bookings at a major website. He implements an identification strategy to separate the effect of search costs from other customer preferences, and estimates the median search cost for processing a page of results to vary from $4 to $16. Ghose, Ipeirotis, and Li (2012) also provide numerical estimates of search costs in the hotel booking context of $39.15 per page of results, and an incremental cost of $6.24 for evaluating one additional offer on a given page of results. A working paper by Chen and Yao (2015) also develops a structural model of search, estimates it using data from a hotel reservation site, and involves search tools, focusing on the relationship between search tools, searches, and the utility of the purchased product.
This work on product search engines also relies on the established literature on the economics of search. Search theory views consumers as rational maximizers of surplus, which in turn depends on price and quality attributes. Because consumers can improve surplus by identifying better bargains (i.e., products with higher quality, lower price, or both), they are motivated to search at the cost of spent time and cognitive effort. This trade-off between cost and expected gain motivates a stopping rule in sequential search models whereby consumers conclude the search process when the marginal cost of additional search exceeds the expected benefit (Stigler 1961; Weitzman 1979; Bakos 1997) . The literature has examined the impact of changes in search cost on the amount of consumer search and the distribution of prices charged by sellers (see Stiglitz 1989 for a review), including the possibility of market failure due to high 8 search costs. Since it is optimal for consumers who exhibit low search costs to search more extensively than consumers with higher search costs, variability in search costs could reasonably induce differences in search and purchase behavior among consumers. Recent research includes work by De los Santos et al. (2012) , Honka (2014) , and Moraga-González et al. (2013) , who focus on the influence of search costs on search evaluations and choice, but do not consider ESS nor its antecedents and consequences.
Consumer search-including both information processing and choice-have also been studied from a behavioral perspective. One stream of work in marketing focuses on the adverse impact of large amounts of information and products on choice behavior (e.g., Malhotra, Jain, and Lagakos 1982; Townsend and Kahn 2014) . While there has been disagreement over the impact of overload on choice (e.g., Jacoby 1984; Scheibehenne, Greifeneder, and Todd 2010), studies in this area, predominately employing data from forced-choice laboratory experiments, show a "paradox of information and choice" in that increasing the amount of information and products customers must choose from shifts customers' choice-processing towards simple heuristic-based strategies (Lurie 2004; Payne, Bettman, and Johnson 1993) , decreases choice accuracy (Keller and Staelin 1987; Malhotra 1982) and confidence (Iyengar and Lepper 2000; Jacoby, Speller, and Kohn 1974) . This literature is extended to describe why customers can experience worse decision quality and satisfaction in their selections when search costs are lowered in ordered environments (Diehl 2005; Diehl and Zauberman 2005; Goodman et al. 2013 ). However, the aim of this literature is to describe the rationale behind the information and choice overload phenomenon based on forced choice experiments, not to link the information and choice load phenomenon to shoppers' purchases. In addition, because of contextual differences between behavior in lab experiments and purchases on product search engine sites, 9 the behavioral literature is unable to study many of the antecedents of consideration set size that we study.
Our results aim to quantify and validate various aspects of the theories discussed here. To the best of our knowledge, our work is the first empirical investigation of the antecedents of ESS (variables that relate to some customers choosing larger evaluation sets than others) and the connection between ESS and purchase. Notably, in contrast to previous work on consideration sets (that does not investigate behavioral causes of ESS), information and choice overload (that does not link behavioral laboratory findings with shoppers' purchases), and consumer information search (which focuses on diagnosing the effects of search costs on choice but not the antecedents of ESS), our research contributes to an area that has received scant prior attention in the marketing, information technology, and economics literatures.
Theory
Our article builds upon theoretical paradigms from previous work, including economic search theory (Moe 2006; Weitzman 1979) , which models the amount of search as determined by the trade-off between the expected improvement in utility from search and the incremental cost of search. We also build upon behavioral search theory (e.g., Alba and Hutchinson 1987) which invokes theories from psychology to understand cognitive processes underlying consumer search. In particular, we focus on the modeling framework of Moorthy, Ratchford, and Talukdar (1997) (henceforth referred to as MRT), who combine economic and behavioral search theories to generate empirically testable implications.
MRT provide a bridge between the behavioral and economic literatures on consumer search and information processing. The model emphasizes the importance of consumers' prior beliefs about product attributes. Key insights from MRT are that the amount of search should be increasing in: (1) relative brand uncertainty (uncertainty about which brand provides higher utility); (2) individual brand uncertainty (uncertainty about the utility of a brand); (3) involvement (relevance of a product class to a consumer, see, e.g., Beatty and Smith 1987) ; and (4) the unit cost of search. MRT note that all of these factors are related to consumer expertise, i.e., knowledge about product attributes, and ability to evaluate a larger number of product attributes. Consumer expertise is generally increasing in the level of consumer experience. With respect to the purchase funnel (see, e.g., Alba et al. 1997; Howard and Sheth 1969) , the further a consumer is from the final purchase decision (i.e., higher up in the funnel), the greater the relative and individual brand uncertainty. It then follows from MRT that such consumers would search more. The framework behind our analysis is discussed next.
Conceptual Framework
Figure 1 presents the conceptual framework for our analysis. The key dependent variables are: (i) ESS and (ii) whether the customer purchased a hotel reservation. These variables correspond to the two "stages" in two-stage search theory (e.g., Moe 2006) . In the context of the purchase funnel in marketing (see, e.g., Alba et al. 1997; Howard and Sheth 1969) , wherein a user's consideration set tends to get progressively narrower as the user approaches a purchase decision, that decision would correspond to the end of the funnel, whereas the formation of the evaluation set could be at any point above it. Figure 1 also shows the relations between the dependent variables and the explanatory variables, which are grouped into four sets: Experience with Site, Use of Search Tools, Search Results, and Customer Characteristics. The constituent variables of each set are described in Table 1 . We next provide a theoretical discussion of how the antecedent variables in our empirical model relate to ESS and purchase.
Experience with Site
Prior to the visit of interest-the focal visit-customers may have had a history of interactions with the product search engine that could affect behavior. Prior visits can be a combination of search related to the current trip and to other unrelated trips. Search theories (Stigler 1961; Alba and Hutchinson 1987; Zhang, Fang, and Sheng 2007) suggest that customers who have more prior experience with the site and have gained familiarity with evaluating the product category, will have lower unit search cost during the focal visit. Alba and Hutchinson (1987) provide a theoretical pathway, resulting from the development of a more refined cognitive structure and an improved ability to identify important information, through which experience and familiarity reduce the cognitive effort required to recognize and evaluate relevant alternatives. Based on MRT, this reduction in the marginal search cost reduces the cost of considering additional products and implies a larger evaluation set for the focal visit.
However, one could argue that prior experience can also be associated with smaller ESS because previous search related to a trip would have moved the customer down the purchase funnel (Alba et al. 1997; Howard and Sheth 1969) , narrowing down the set of options and leading to a smaller ESS. Prior unrelated search would also have increased the knowledge of the customer about the search process on the product search engine, resulting in a more efficient and streamlined search, also yielding a smaller ESS. Therefore, the net association between prior experience and ESS would depend on which of these opposing effects dominates, making it an empirical question of considerable interest.
Use of Search Tools
Filtering and sorting are the two tools that are most widely used at product search engines to truncate and organize the initial search results along a variety of price and quality dimensions and make them more suitably aligned with customers' preferences. In particular, filtering enables customers to pare down the results based on specific requirements (e.g., five star hotels or other must-haves). It is more likely employed by customers who are in later stages of decision-making (Hauser and Wernerfelt 1990; Payne 1976 ) and, therefore, have lower individual and relative brand uncertainty. It is also possible that the use of filtering reduces relative brand uncertainty during the search process itself, due to the presence of fewer brands in the filtered results. Either way, MRT predict that the use of a filtering tool would be associated with a smaller ESS.
In contrast, sorting is likely to be employed by customers who are more flexible, less certain about their requirements, or are in earlier stages of the purchase funnel. In the MRT framework, such customers are likely to have higher individual and relative brand uncertainty.
Sorting helps reorder the search results along price and quality dimensions to better understand trade-offs among product attributes and more easily identify suitable options (Häubl and Trifts 2000) . For example, sorting hotels by star rating could help customers understand the trade-off between quality and price across different star ratings; repeating the sorting exercise for distance from an ideal location could elicit trade-offs across other product attributes as well. As a result, customers who sort are expected to evaluate more options to understand various trade-offs, which reflects their flexibility, uncertain requirements, or the fact that they are at an earlier stage in their decision-making process. In addition, sorting exposes customers to larger cross-sections of options, whereby they are likely to evaluate more of them.
Customers can arrive at a product search engine in several ways. For instance, they may directly navigate to the product search engine, or they may follow a link from a search engine (e.g., Google or Yahoo) or partner site (e.g., another product search engine). Customers arriving from other referring sites are likely to be conducting a relatively broader search (across multiple websites), because they may have greater individual and relative brand uncertainty (MRT), be at 13 an earlier stage of search in the purchase funnel (Hauser and Wernerfelt 1990; Payne 1976) , or have lower search costs (MRT, Zhang et al. 2007 ). In every case, customers coming from referral sites are likely to search more and have higher ESS.
Search Results
When the number of options that match a user's search query is large, relative brand uncertainty will tend to be high as well. This is because we expect customers presented with more options (in their search results) will tend to consider more options (in their evaluation sets), and consequently be less certain about which brand is the best choice. Following MRT, greater brand uncertainty would be associated with a larger ESS. However, it is an empirical question whether customers presented with more options will indeed consider more options.
Customer Characteristics
Customers vary in the magnitude (e.g., number of nights, number of adults, etc.) and specificity (e.g., family amenities) of potential purchases, both of which relate directly to customer involvement. In the MRT framework, greater involvement is associated with more searching.
Another customer characteristic is the time to consumption (i.e., the number of days between the search and the actual trip). The greater the time to consumption the earlier the consumer is likely to be in the purchase funnel, thereby having greater individual and relative brand uncertainty and a larger ESS. Also, more days to check-in would be associated with lower time pressure, which would tend to decrease unit search costs (the fourth factor in MRT), resulting in more searching.
Relationship Between Evaluation Set Size and Purchase Decision
The larger the evaluation set, the more trade-offs customers need to consider when making their purchase decisions. This increases the decision difficulty (Schwartz 2004) , complicates choice, and reduces the likelihood of purchase (Iyengar and Lepper 2000) . In addition, search cost theory 14 predicts that customers who evaluate more options likely do so because they face lower search costs (Stiglitz 1989) . Customers who face lower search costs are likely to evaluate more options at any given website. They are also likely to evaluate options across websites and visit more websites. Thus, the probability of such customers purchasing from any one of these websites is likely to be lower. Also, customers at an earlier stage in the purchase funnel consider a larger number of alternatives and because they are in earlier stages of decision-making, they are less likely to purchase. On the other hand, it is also possible that when evaluating a larger set of options, customers simplify their decision and make a choice; however, in our case we would expect to find a negative association between ESS and purchase.
Statistical Model
In line with the conceptual framework in Figure 1 , our empirical model aims to address the relationship between ESS and purchase behavior given their antecedents. Although it is desirable to pursue joint modeling to allow dependence between the variables, mitigate misspecification problems, and exploit gains in efficiency, specifying a suitable joint distribution in our context is difficult because the dependent variables are of different types -ESS is a count variable and purchase is binary. Until recently, this difficulty has required sacrifices in modeling generality or flexibility for the sake of retaining computational tractability. To deal with these drawbacks, in our application we start with two popular univariate models-a negative binomial model for count data and a probit model for binary data-and then employ a copula to couple them into a joint model for the two outcomes.
Copula models are very valuable, general, flexible and conceptually simple, but have yet to be employed widely in applications despite their potential. The premise behind the use of copula models rests on the idea that one can establish an isomorphic relationship between one 15 random variable and another via a transformation through the uniform distribution. In fact, random number generators proceed in precisely that way -they produce random draws from a given cumulative distribution function (cdf) by starting with uniform random variables that are then transformed by the inverse of that cdf. The key insight is that if one is interested in joint modeling of random variables for which there is no suitable joint distribution, the isomorphic mapping of each of them to a distribution that allows flexible joint modeling (e.g., Gaussian) provides the necessary pathway; reversing the mapping recovers the original random variables and marginal distributions, but they can now be correlated (the original marginal models are a special case of the copula when there is no correlation). Formal details are presented next.
The origins of copula models can be traced back to Sklar (1959) . More recent reviews, applications, and estimation techniques are presented in Joe (1997) , Nelsen (2007) , Trivedi and Zimmer (2005) Formally, a copula maps the unit hypercube to the unit interval that satisfies:
1. for every and all ;
2. if for any ;
3. is q-increasing, i.e., any hyperrectangle in has non-negative C-volume.
As a consequence of these conditions, the copula can be viewed as a q-dimensional distribution function with uniform marginals, each of which can be related to an arbitrary known cdf for . Specifically, if a random variable is uniform and , then basic probability arguments imply that . Therefore, if the variables have corresponding univariate cdfs , each taking values in , then a copula can be used to link or "couple" those univariate marginal distributions to produce the joint distribution
function that can be written as
The key feature embodied in (1) is that copulas provide a way to model dependence among multiple random variables when their joint distribution is not easy to specify, e.g., in cases where the marginal distributions belong to different parametric classes, as in our application.
There are many families of copulas, but the Gaussian copula is a natural modeling choice with desirable theoretical properties (Danaher and Smith 2011; Joe 1997; Nelsen 2007; Pitt, Chan, and Kohn 2006; Trivedi and Zimmer 2005) . 5 The Gaussian copula is given by (2) where , represents the standard normal cdf, and is the cdf of a multivariate normal vector , , where is in correlation form with ones on the main diagonal. The data generating process implied by the Gaussian copula in (2) is given by
where is a cdf specified in terms of a vector of parameters and covariates , is the dimension of each vector , and is the sample size. Note that the correlation matrix Ω for the latent induces dependence among the elements of and that the copula density will typically be analytically intractable due to the cdf transform.
An important benefit of the modeling framework in (3) is that it provides a useful way of linking observed choice outcomes to an underlying behavioral random utility model. Researchers 5 Gaussian copulas, among several others, are not suitable for the study of extreme events because of asymptotic independence in the extreme tails, but this is not a concern in common practical situations or in the current context.
trained in thinking about discrete data models from a random utility perspective may recognize that in (3) may be thought of as a latent utility vector with the mapping from to linking those latent utilities to observed outcomes. The structures in (1), (2), and (3) are general and apply to both discrete and continuous outcomes, with the distinction that is one-toone when is continuous and many-to-one when it is discrete. In the latter case, it is necessary to integrate over the relevant values of to obtain the joint distribution of the observed .
In our paper, the Gaussian copula model is also used to addresses the problem of sample selection, which arises because our count variable (ESS) determines whether our binary purchase outcome is observed. This is because an explicit purchase decision is only conceivable for customers who click on at least one option and not for those who do not click at all. Since the copula allows for correlation (unlike independent models), our model can mitigate potential misspecification, due to the possible presence of incidental truncation (informative missingness).
In our joint model, the count variable for size of the evaluation set follows a negative binomial distribution (4) with probability mass function (pmf) given by (5) where and , and is a vector of covariates that determines .
The negative binomial distribution in (5) has mean and variance . It can therefore be seen that the parameter controls the degree of over-dispersion -the conditional variance can be much larger than the conditional mean for small values of , but in the limit, as
, the negative binomial distribution approaches the Poisson, where the conditional mean and variance are equal (i.e., we have equidispersion). Therefore, small estimated values of would be evidence that the Poisson specification is not suitable and overdispersed models are more appropriate. An important reason for considering the negative binomial distribution is also that, by construction, the model is a mixed Poisson model that allows for unobserved heterogeneity (cf. mixed logit or random effects models). This can be seen by employing the well-known result that the negative binomial pmf in (5) can be represented as
where the individual heterogeneity u i has a gamma distribution
Poisson. This model feature is important because individual heterogeneity may be a key source of correlation between the outcomes. These and other aspects of negative binomial models are carefully reviewed in Cameron and Trivedi (1998) and Winkelmann (2008) .
The second outcome of interest in our application is the binary purchase decision, which is modeled (marginally) through a probit model (6) The size of the evaluation set in (5) and the decision to buy in (6) are linked through the copula in (2) -a key feature of the joint model is that it can accommodate non-randomly missing purchase decisions which are unavailable when evaluation sets are empty (independent equation models necessarily treat this as ignorable truncation). Therefore, the likelihood consists of two parts corresponding to the subsamples of customers with empty and non-empty evaluation sets
where the terms in the first product are given by the pmf in (5), the terms in the second product are obtained from the joint cdf (2), where , and is the off-diagonal correlation element in . To evaluate the terms in the second product in (7), we use the following steps. First, we compute the cdf for the negative binomial distribution by summing the pmf in (5) for values less than or equal to . This determines unique cutpoints (8) so that and for z i1 ∼ N 0,1
Similarly, the range for that is consistent with the observed outcomes for the probit model from equation (6) is given by and if , or and if . The joint probability required for the second product in (7) is given by
where represents the multivariate normal density. The evaluation of (9) can be done by numerical integration in bivariate models, but requires simulation in higher-dimensional settings (Jeliazkov and Lee 2010; Jeliazkov and Lloro 2011) . The copula maintains the marginal models and by construction, but the joint probability in (9) and the conditionals f y i1 | y i 2 ,β,α, ρ ( ) and f y i 2 | y i1 ,β,α, ρ ( ) depend on all parameters and the correlation ρ , whose sign determines the direction of the dependence. Heterogeneity can be one of the key drivers of that correlation and can be modeled by writing the model in (6) in latent variable form
( ) is a composite error term consisting of a heterogeneity component w i and idiosyncratic errors ε i . Whereas in cross-sectional settings, heterogeneity cannot be decoupled from the error term, longitudinal data would allow one to separate the impact of the errors from that of the heterogeneity and explore possible correlation between heterogeneity and observables (Chib and Jeliazkov 2006) . 6 Thus, the expected benefit of pursuing longitudinal studies in the future is quite high, as it could dramatically improve our understanding of individual heterogeneity.
In our application, estimation of the model proceeds by the Accept-Reject MetropolisHastings (ARMH) algorithm (Chib and Greenberg 1995; Chib and Jeliazkov 2005; Tierney 1994 ), which simulates a random sample from the joint distribution of the model parameters given the data. One benefit of the ARMH simulation algorithm is its ability to produce better-behaved draws from the posterior distribution than regular Metropolis-Hastings samplers; another is that the building blocks of the algorithm can be easily employed to estimate the marginal likelihood for competing models for the purposes of formal model comparison.
Details on the ARMH algorithm and marginal likelihoods are provided in the Appendix.
Before moving to a discussion of our data set, we compare our approach to the work of 
observables. While the two approaches provide alternative ways of constructing a joint model for the data, it is also important to recognize the existence of important complementarities. For instance, a copula can be easily inserted as a component in a larger hierarchical model and,
conversely, hierarchical models can also be combined through copulas, offering important synergies that can be exploited in suitable settings. Nevertheless, in our particular context the copula modeling approach was chosen for the following reasons. First, it provides an appealing parsimonious strategy for directly combining the marginal distributions into a joint model that simplifies both modeling and estimation (based on a single-block MCMC algorithm). Second, despite its relative parsimony, the correlation structures captured by the copula model are quite flexible and attain the Frèchet bounds (see, e.g., Trivedi and Zimmer 2005) . Third, in working with cross-sectional data (our unit of analysis is a customer visit as opposed to a longitudinal set of weekly hotel observations as in Ghose, Ipeirotis, and Li 2014) , latent effects at the individual level would not be identified as they enter the modeling hierarchy through a single observation, making a copula approach preferable; nonetheless, our results can be used to provide real-data evidence on several aspects of the randomized experiments performed by Ghose, Ipeirotis, and Li (2014) to describe consumer behavior and product search engine revenues. Finally, by its very nature, a copula permits the user to retain the marginal distributions of the individual variables , which is rarely the case in non-Gaussian hierarchical models where integration over the latent variables in the hierarchy may make the marginal distributions intractable and difficult to summarize.
Data
The data set for our study is from a leading travel search engine and was obtained as part of a data grant from the Wharton Customer Analytics Initiative (WCAI). The data set includes for each customer included referral site (if they arrived from another search engine or partner site), any filtering or sorting employed, the set of hotels the search engine displayed, the subset of hotels the customer clicked on to evaluate in greater detail, and the hotel booked, if any. We extracted the records and other metadata from each user's last visit within the two-week study window, which we call the focal visit, and summarized previous activity in additional data fields.
Moreover, we employed clickstream data parsed from server logs from January-October 2009 to get a broader picture of each customer's visit and purchase history prior to the two-week study window, and removed observations with missing or spurious data. 7 The resulting data set comprises 3,182 customer focal visits; for each focal visit, we keep track of the full list of hotels shown, evaluated, and purchased. We also include the frequency of prior visits for hotel and nonhotel searches and purchases, which serve as proxies for involvement and search cost. customers, 121 made a booking, generating customer, click, and listing conversion rates of 3.8%, 5.1%, and 0.17%, respectively.
Several optional filtering criteria could be employed to reduce the number of hotels presented -555 (17.4%) of customers used such filtering criteria, while 384 customers (12.1%) sorted the search results (e.g., by price, star rating, user rating, hotel name, city name, or distance to a landmark) to help organize and view their results. In addition, of the 3,182 customers, 302 (9.5%) requested more than one room, 182 (5.7%) were in a group of 3+ adults, and 157 (4.9%)
were traveling with children. The most commonly sought trip durations were 3 nights (29.5%), followed by 2 nights (24.9%), 4 nights (17.9%), 1 night (12.6%), 5 nights (6.4%), 7 nights (3.4%), and 6 nights (2.2%). Only 100 customers (3.1%) were interested in booking 8+ nights.
We used several metrics to evaluate the quality of the sets of hotels that the product search engine displayed and those that the customer clicked on to define the evaluation set. There are five dimensions of quality: (i) the star rating provided by the travel website (henceforth, "site rating"), (ii) the user rating produced by customers who wrote reviews, (iii) the number of reviews written by customers (henceforth, "user rating count"), (iv) the geographic proximity of the hotel to the most desirable areas in the city (henceforth, "distance to best areas"), and (v)
whether the hotel belongs to a well-known brand. Site ratings and user ratings are measured from 1 to 5, the brand flag is a binary indicator variable, and we measure geographic proximity in meters to the nearest highly desirable area. We identified such areas in consultation with graduate students from Budapest, used Google Earth to plot the identified regions, and computed the shortest Euclidean distances to the identified regions using the longitude and latitude coordinates of each hotel. Table 1 lists the full set of variables in our data set, along with their 24 detailed descriptions. In the estimation, all variables except categorical variables were stabilized by the transformation , which is similar to the usual logarithmic transformation but with the benefit that it retains the sign of the original variable and works even when .
Results
We perform statistical inference by tackling both model and parameter uncertainty. In particular,
we examine model uncertainty due to variable selection (i.e., which variables ought to be in the model) and specification uncertainty (independent versus copula model, endogeneity, etc.). This is followed by a careful assessment of the parameter estimates from the best model.
To address variable selection, we estimate five model variants, labeled M1-M5, that allow us to consider alternative measures of previous search and hotel quality, in addition to allowing us to build parsimonious models and avoid problems with collinearity. 8 Each model variant has two components, corresponding to the two dependent variables. The ESS component has four groups of independent variables pertaining to the antecedent categories discussed earlier (see Figure 1 ), in addition to price and quality controls for ESS. The purchase component includes controls that measure the average price and quality of the evaluation set. In the copula model, ESS and purchase probability are linked through the copula correlation parameter . The results for specifications M1-M5 are presented in Table 2 .
M1 includes the sets of variables noted above. M2 adds three covariates relevant to past experience to investigate whether proxies for involvement and search cost could influence ESS. Table 2 reveals that the addition of these variables lowers the marginal likelihood of M2 relative to M1, suggesting that the data does not support the presence of these variables in the model. M3
8 Our Web Appendix presents pairwise correlations for the variables. Apart from the alternative hotel quality and previous search variables (which are employed in separate models), 163 of the 169 correlations (96%) are less than 0.4, and variance inflation factor scores are well below 6, raising no red flags for estimation (Hair et al. 2010) .
through M5 include different sets of quality-based controls for ESS and purchase. While M1 and M2 include quality controls provided by the search engine (site rating), M3 includes qualitybased controls generated by users (user rating and the number of user ratings), as well as the distance to desirable areas. M4 includes the distance to these areas and an indicator for brandname hotel. M5 considers the user generated ratings only. Before we delve into a detailed discussion of our empirical results, we mention that in all models, the overdispersion parameter ln( ) is close to 0 indicating that α is close to 1, confirming that the negative binomial model is a more appropriate choice than a Poisson model.
We begin by discussing M1 because it has the best marginal likelihood. First, we describe the drivers of ESS. Regarding past experience, the number of product category (hotel) searches in the past 3 months is found to be positively associated with ESS during the focal search, whereas the number of products (hotels) evaluated (i.e., clicked on) in the two-week study period prior to the focal visit is not associated with ESS. Concerning the use of search tools, we find that when customers filter their search results, evaluation sets are smaller; in contrast, when customers sort their search results, evaluation sets are larger. We also find that customers who either used a search engine or a partner website immediately prior to arriving at the travel search engine have larger evaluation sets. For search results, we find that the volume of search results
(# of options that match the customer's query) is negatively associated with ESS, while the volume of search results on pages browsed (# of options on pages actually seen) is positively associated with ESS (# of options clicked to examine more closely). Customer characteristics
related to the usage magnitude (# adults, # children, and # number rooms requested) are found to increase ESS, while the length of stay (number of nights) is not found to significantly affect ESS.
Moreover, time to consumption (the number of days prior to the trip's first night) is not associated with ESS. Finally, for hotel-based search result controls, we find the greater the average price of the hotels in this customer's search results, the smaller the ESS, while average site rating quality does not significantly impact ESS. Now, we discuss the results of the purchase probability equation. For the association between ESS and purchase probability, we find the copula correlation parameter is negative and statistically different from zero, indicating that a larger ESS is associated with lower purchase probability. Regarding ESS hotel-based controls, we find a significant negative association between average star rating of the hotels in a customer's ESS and purchase probability, but do not find a significant relationship for the average price of the hotels in a customer's ESS.
As noted earlier, the formal model comparison between M1 and M2 demonstrates that the inclusion of additional controls for past experience is not warranted in the ESS model. Similarly, comparisons between M1 and M3-M5 imply that additional user-generated and data-based controls of hotel quality do not contribute to explaining ESS and purchases beyond the search engine quality controls employed in M1, while the results of the original price and site rating quality control in both stages are consistent with whichever other controls are included in the different variations of the models. This is of particular interest because the price and quality covariates in the second equation of M1 are highly correlated; however, the fact that models M1-M5 include different sets of covariates in the second equation, several of which do not include the price and site rating simultaneously, helps alleviate concerns about the impact of collinearity, because M1 is still preferred despite the correlation.
It is also important to emphasize, however, that our conclusions are robust not only because of the large log-marginal likelihood differences between M1 and M2-M5, but also ρ 27 because the parameter estimates in Table 2 support similar conclusions about the underlying theoretical expectations as those supported by M1. In other words, although the data support M1 overwhelmingly, the other models we have examined do not violate our main conclusions.
Additional Models
The model comparisons and parameter estimates in Table 2 provide empirical evidence on many of the theoretical considerations that motivate our analysis by helping to gauge the practical relevance of alternative sets of covariates. To supplement our investigation, we now present additional analysis aimed at validating key modeling features of our empirical approach. In Table   3 , we report the log marginal likelihood fit statistics and numerical standard errors of the additional models.
Independent Equations Model. One main reason for employing a copula is that it allows
for correlation between the outcome variables. While it can be seen in Table 2 that estimates of the correlation parameter differ from zero across models M1-M5, we also conducted formal marginal likelihood comparisons between the copula specification and its independent equation counterpart (the copula model reduces to a set of two independent equations when ρ = 0 ). Table   3 shows that when ρ in M1 is restricted to 0, the log marginal likelihood drops by 11.54, providing strong evidence in favor of joint modeling. 9 Not only does this imply that the outcomes may be jointly determined, hinge on common unobserved factors, or be correlated because of individual heterogeneity, but that incidental truncation is indeed a central feature in this context that must be properly accommodated (recall that y i1 determines if y i 2 is observed).
In contrast, the independent equation model necessarily implies non-informative (ignorable) missingness.
9 Similarly, when ρ was restricted to 0 in M2-M5, the log marginal likelihoods of the restricted (independent equations) models were lower by at least 10 than those of the corresponding copula models. ρ
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Conditional Model. Next, we estimated another version of M1 where the count ESS variable enters the purchase equation for as an additional covariate (beyond determining whether is observed). The conditional model had a slightly lower (by 2.6 on the natural log scale) marginal likelihood than our baseline model, and although it can be criticized on theoretical grounds, 10 it nonetheless supported one of our main conclusions that a larger evaluation set relates to lower probability of purchase. In particular, the coefficient on in the equation was -0.235 with a standard deviation of 0.09, indicating a negative association between ESS and purchase likelihood. Interestingly, the conditional model also provided evidence in favor of joint modeling - Table 3 shows that restricting ρ to equal 0 reduces the log marginal likelihood of the conditional model by 6.94 (from -4189.5 when ρ ≠ 0 to -4196.44
when ρ = 0 ). However, inclusion of the fitted regressors reduced covariate variability and led to considerable 10 This model assumes not only that and are jointly determined, but implies a direction of causality from to . However, in theory, the opposite is also possible, e.g., customers who know they must make a purchase may decide to adjust their search effort and evaluate a different number of alternatives (ESS). deterioration of the likelihood surface. In turn, that adversely affected parameter identification, mixing and convergence of the estimation algorithm, and the stability of the marginal likelihood estimate, as can be seen by its abnormally high NSE. Therefore, on balance, the copula model with fitted regressors was unsuitable for our application and we are hesitant to advocate it over the simpler and better-behaved model M1, even though the modeling could be promising in other similar contexts.
Endogenous Clicked Price and Quality (Fitted

Interpretation of Key Results
A striking and robust result is that the evaluation set size (ESS) is negatively associated with purchase. This finding is consistent with the notion that consumers further along in the purchase funnel, and who are closer to making a purchase decision, tend to evaluate fewer options. Our four categories of ESS antecedents yield some nuanced observations. First, consider the role of past experience. We have observed that greater past experience in the product category at the site is connected to customers evaluating a larger set of options, which is consistent with such customers having lower search costs due to their familiarity with the site and their ability to make quicker and finer comparisons of product attributes.
Second, consider the role of search tools. We find that visitors arriving at the product search engine from outside referral sites (search engines and partner sites) tend to evaluate more options. A potential explanation is that customers who arrive from such sites are, at minimum, in search mode, if not having already conducted search and developed domain knowledge leading to lower search costs, making it easier to evaluate more options. We also find that customers who sort tend to have larger ESS, while customers who filter tend to have smaller ESS. Therefore, the act of sorting or filtering may indicate how far along customers are in their search process. Also, customers that use the sorting tool may have high relative and/or individual brand uncertainty, and may thus be more likely to evaluate many options and be less likely to purchase. The reverse is true for customers who filter.
Third, consider the role of the search results. Interestingly, we find the volume of search results (# of options that match the customer's search query) is negatively associated with ESS (and thus positively associated with purchase). On the other hand, a related metric exhibits the opposite association, with the volume of search results on pages browsed (# of options on pages actually seen) being positively associated with ESS (and thus negatively associated with purchase). This latter relationship can be explained by MRT, since browsing more options on more pages is an indication of high search activity, which is consistent with low search costs, high involvement, and high relative and individual brand uncertainty --all reasons to expect high ESS. However, the former relationship may have a behavioral explanation: if the product search engine returns more results, the customer may believe that the search engine has done a better job at finding good options. The customer is then content to scrutinize fewer options, hence lower ESS, when the volume of search results is high. We conclude that it may be prudent to organize search results into many pages that have a few options on each page. This would create the feeling that the product search engine provides value by offering many choices, yet at the same time would limit the number of results per page to avoid overwhelming customers, with the intent to keep information processing costs low, ESS small, and purchase probability high.
Fourth, consider the role of customer characteristics. Consistent with MRT, we have shown that the variables room count, adult count, and child count, which capture the magnitude of the potential purchase and are thus akin to measuring involvement, are associated with larger evaluation sets. However, we did not observe a significant relationship between time to consumption, as measured by days until check-in, and ESS. This may, in part, be due to an 31 inability to distinguish time-constrained patrons whose demand may be inelastic from lastminute bargain hunters who may be quite flexible and need not necessarily commit to one option or another. Developing marketing tools for segmenting this part of the market may well prove very profitable. We also note that some customer characteristics can proxy for others not available in our data (e.g., child count could be used to classify business vs. leisure travelers), which can help control for unobserved heterogeneity.
Finally, consistently across the variations of our models, we find the lower the average hotel quality ratings in the ESS, the greater the purchase likelihood of consumers even while controlling for the average price of the hotels in ESS. One reason for why this may occur is that consumers on this product intermediary's website are more interested in lower quality alternatives, and for lower quality alternatives, price may be unimimportant or have less variance, meaning it is less important to consumers' purchase decisions. In addition for our empirical sample, perhaps consumers who are more willing to purchase higher quality alternatives are less likely to purchase on the product intermediary's website but instead purchase the higher quality alternative hotel directly on its own website or reservation system, which causes conversion issues for product intermediaries. Interestingly, we also find that the average price of hotels in the ESS does not appear to impact purchase decisions for our sample, but do find the average price of all hotels listed in the search results does influence ESS.
Consequently, it appears price plays an inital screening type role in the first-stage of decision making which influences ESS, but then has less an impact in the second-stage of decision making stage once hotels are within the ESS and the consumer must decide whether to purchase a hotel.
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Conclusions
This paper has developed a conceptual framework linking four categories of antecedents to ESS and purchase by integrating elements of search cost, information, two-stage, context effects, and consumer behavior theories. We use MRT's concepts of relative brand uncertainty, individual brand uncertainty, involvement, and search cost to integrate the relevant economic and behavioral search theories and study the joint determination of ESS and purchase. Our methodology rests on formal model comparisons and the examination of parameter estimates to determine the empirical relevance of alternative sets of covariates and modeling assumptions.
Our baseline model addresses key features of the data by combining a profligate model for the number of evaluated products with a parsimonious model of purchase in a joint copula model.
An interesting result we find is that smaller ESS corresponds to higher purchase likelihood. This result is consistent with observing customers that are at different stages of the purchase cycle, with those that are earlier in their search (or novices) constructing a larger ESS and being less likely to buy as compared to those that are later in their search (or experts) who construct a smaller ESS and are more likely to buy. Further, we find that some elements of search behavior (use of sorting tools and larger size of purchase) are associated with larger ESS, while other types of search behavior (the use of filtering tools) is associated with a smaller ESS ---and therefore higher probability of purchase.
Managerially, we conclude that consumers' search behavior on the website is predictive of ESS and purchase propensity, which can be fruitfully leveraged by the website. A welldesigned search engine should provide both sorting and filtering capabilities, to cater to both early-stage and late-stage customers. However, since filtering is consistent with small ESS and correspondingly high purchase likelihood, it is prudent for a product search engine to design their webpage to encourage filtering and thus help customers finalize their purchase decisions.
Moreover, rich filtering capabilities may also attract more late-stage customers who are looking for a quick way to complete a purchase.
The key objective of the website from a marketing perspective would be to accurately predict where the user is in her purchase funnel, and deploy tactics to move her down the funnel ---towards purchase. For example, the website could provide a dashboard that prominently displays the current evaluation set (i.e., the hotels clicked on by the consumer), including comparative tools that make it easy for the consumer to compare and contrast the evaluation set options along the dimensions that are important to her. The dashboard could also incorporate an "editor" that allows the consumer to easily add, substract or reorder options in the evaluation set.
The editor could also determine and display display "dominated alternatives" ---i.e., options that are dominated by others in terms of price, quality and proximity to desired neighborhood ---so the consumer can readily winnow the evaluation set, and move closer to identifying the best option to purchase. Along the same lines, the website could dynamically allocate customer support resources (such as instant messaging or video chat) or dynamically offer marketing incentives (such as discounts) to assist customers who are close to finalizing their purchase.
As with any study, there are limitations to what we can infer. First, it is possible some searches result in purchases on the site subsequent to the time window we studied. Nevertheless, insofar as the results demonstrate support for our hypotheses in spite of this limitation, they can be viewed as conservative lower-bound estimates that would be strengthened had data on ultimate purchase been available. Second, it is possible some searches result in purchases at other travel sites during or after the time window for which we have data. While a similar argument can be made in this case as well, this limitation suggests the potential for future research based 34 on consumer panel data collected over many travel sites and larger time windows, within the context of a joint model such as ours. Third, we note that our study employs observational data, rather than an experimental or quasi-experimental design. Therefore, even though our results and conclusions may be relevant for theory and practice, they should not be interpreted causally until causality has been verified. Fortunately, the setting of online product search engines allows for quick and inexpensive experimentation by management through which causality or lack thereof can be ascertained before our recommendations are put to practice. We suspect that each market and market segment may present different challenges, yet our basic framework should be useful in forming, evaluating, and estimating treatment models and effects. We view the model and methodology presented in this paper as an important step in the analysis of data from product search engines, providing heretofore unavailable insights about the antecedents of ESS and purchase, enhancing our understanding of consumer behavior at product search engines, and laying the groundwork for future academic and commercial research.
where the first line uses the law of total probability to represent the marginal likelihood as the product of n one-step-ahead sequential predictive densities and the second line makes it explicit that the adequacy of a model, as captured by its marginal likelihood, corresponds to its We use the approach of Chib and Jeliazkov (2005) to estimate the marginal likelihood using the building blocks of the ARMH algorithm, but MCMC sampling can also be employed for evaluating the likelihood function of our model when it involves more outcomes and higherdimensional integrals using the methods discussed in Jeliazkov and Lee (2010) . Search Engine Binary indicator set to 1 if this customer used a search engine and followed a link generated by that search engine to get to our travel site, or 0 otherwise 0.26 0.44
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Use of Search Tools
Search Results
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Control Variables
Partner Site
Binary indicator set to 1 if the customer used a partner site (i.e., other travel website that shares data with the travel website in our study) and followed a link from that partner site to get to our travel website, or 0 otherwise 0.61 0.49
Search Results
Total Volume Number of hotels matching a customer's search criteria 181.49 112.22
Volume On Pages Browsed
Number of hotels matching a customer's search criteria that were presented on-screen. (Note: Unless the customer browses through all pages of search results, the number of hotels seen will be less than the number of matched results). 14 0.07 -0.14 0.07 -0.14 0.07 -0.14 0.07 -0.14 0.07 
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