Abstract-Finding popular datasets to work on is essential for data-driven research domains. In this paper, we focus on the problem of extracting top-k popular datasets that have been used in data mining, machine learning, and artificial intelligence fields. We solve this problem on an attributed citation network, which includes node content information (text of published papers) and paper citation relations. By formulating the problem as a semi-supervised multi-label classification one, we develop an efficient deep generative model for learning from both the document content and citation relations. The evaluation on a real-world dataset shows that our proposed model outperforms baseline methods. We then apply the model further to reveal the top-k frequently cited datasets in selected areas and report interesting findings.
I. INTRODUCTION
In this paper, we target on addressing a real application problem: what are the top-k popular datasets used for evaluation in a given research field? The knowledge of the top-k popular dataset used in any given research field provides a better understanding of the popular datasets used in that field; which will provide more insights on the topics and also, hints on datasets to look into when working on topics under/related to the field. Although there has been no prior research paper on the extraction of popular datasets for given topics given a citation network, making an internet search for "top datasets" yields a search result page with lots of blogs and write-ups of the top datasets used in research which is often based on personal opinion. However, this fails to show the use or usefulness of the reported datasets in different fields of research. This paper is based on the analysis of academic papers and thus, provides a narrower and more realistic report.
We formalize this practical problem as a semi-supervised multi-label learning in attributed graph problem. We use the available resources in a data-driven search engine called Delve 1 , which provides what datasets were used for evaluation in more than 2 million papers including those published at prestigious venues in the broad area covering data mining, 1 https://delve.kaust.edu.sa machine learning, computer vision, and others [1] . To aggregate the evaluation datasets in a given research field, we are left with the problem to find out the published papers in this field. Due to the overlapping nature of research areas, one academic paper usually can be labeled with multiple topic tags. For example, a paper can fit into both graph mining and neural networks subfield category if it applies neural networks to graph problems. The labels are mainly determined by the paper content and supplemented by the related papers that it cited in the reference and those that are citing it (utilizing the additional topological information has been observed to lead to better document classification models [12] [28]). Therefore, we have a multi-label classification problem to address given the paper content and its citation relations (as known as attributed citation graph). With the help of partially available label information, a semisupervised learning approach is desired, to provide more accurate classification results than unsupervised ways.
To address our semi-supervised multi-label learning problem on attributed citation graph, we need effective new solutions. There exist some approaches for semi-supervised multi-label classification that can be directly applied on paper content [9] , [13] , [22] . However, citation graph information cannot be easily adopted in them. A potential solution is to employ attributed graph embedding that represents each node by a low-dimensional vector [3] , [17] , and then apply semi-supervised multi-label classification on the embedding vectors. However, the weakness is the independent process of embedding and semi-supervised learning, which limits classification accuracy. One can also apply semi-supervised attributed graph embedding [7] , [12] , [28] to use the partially available labels to guide the attributed graph embedding. However, these approaches work in multi-class scenarios, rather than multi-label cases. Last but not least, some of these approaches (e.g., [12] ) do not scale well to our problem as it is only scalable to the number of edges.
In this paper, we investigate the use of deep generative models (DGM) for solving our problem because of its scalable and expressive nature, which allows for more complex latent distributions to be learned. In order to learn from both the text and graph information, the frequently used naive approach is the concatenation of both input features. How-ever, this limits the expressive nature of DGM especially when the inputs are generated by different distributions (e.g., Gaussian and Bernoulli). We increase the flexibility of deep generative models by modeling two input layers, to better capture the intrinsic information from the graph topology and node content information. The unified model is trained from end to end and produces accurate labels for documents in different domains, which allows us to aggregate the documents and their used evaluation datasets further, and ultimately report the top-k popular datasets in different domains.
Our contributions in this work are summarized as follows:
• We propose a deep generative model for the semisupervised multi-label learning problem in attributed graphs.
• We validate the proposed model on the real-world attributed citation graph in Delve system and show that it outperforms the state-of-the-art approaches.
• We classify 886,109 documents and extract the top-k popular dataset resources in 20 subfields.
II. RELATED WORKS
In this section, we discuss the related work in attributed graph mining (related to our work from the application perspective) and deep generative models for semi-supervised learning (related to the methodology ).
A. Attributed Graph Mining
Attributed graphs are graphs in which nodes are associated with attributes (in our case text). Many real-world network data exist in attributed form. For this reason, there has been a rise in the demand and development of efficient algorithms that can handle attributed graphs [4] , [27] , [31] . A citation network is said to be attributed if its nodes or edges bear some additional information like the document texts or citation contexts. Recent works Planetoid [28] and GCN [12] focused on attributed citation networks where each document in the citation network has text information; obtaining state-of-the-art results. Yang et al.
[28] applied a semi-supervised graph embedding method by introducing the labels during graph embedding to obtain a better representation. Kipf and Welling [12] took a neural network approach. They conditioned their model on both the data (text) and the adjacency matrix. This relaxation allowed them to train a simple and yet efficient graph convolutional network. In our work, we combine both strategies by applying neural network to the learned embeddings. We aim to build a model that can fit scenarios where the graph might have millions of nodes and might be moderately dense. Using the GCN in such a case, might not be feasible as it is only scalable in the number of edges. More importantly, our model is designed for attributed networks in multi-label classification setting, while these methods are in multi-class settings.
B. Deep Generative Models for Semi-supervised Learning
Deep generative models [5] , [11] , [19] are powerful deep neural network models to learn data distributions based on prior parametric assumptions. This framework was applied to a semi-supervised setting by Kingma et al. [11] . In a simplified scenario, an observed data sample x is assumed to be generated by p(x | z) that is parameterized by a neural network, where z acts as a latent representation distributed according to some simple parameter-free distribution p(z). By assuming a corresponding inference model given by q(z | x) that approximates the posterior p(z | x) and is parameterized by another neural network, all model parameters can be learned by variational inference. As noted by Maaloe et al. [19] , the proposed model is not easy to be trained end-to-end with more than one layer of stochastic latent variables. Recent works such as the Ladder network [24] have improved on the performance with end-to-end training.
The auxiliary deep generative approach [19] enriches the flexibility of the generative model by adding a latent auxiliary variables a, so that the generative model is given by p(x, z, a) = p(x | z, a)p(z, a). By assuming a parametric inference model q(a, z | x), the marginal q(z | x) = q(a, z | x)da can be a non-Gaussian distribution and therefore can fit better the true posterior p(z | x). If the data is (partially) labeled, a discrete latent variable y can be introduced so that the generative model is specified as p(x, y, z, a) = p(y)p(z)p(a | y, z)p(x | y, z, a). Our proposition is based on this auxiliary approach while specifically designed for graph data sets to incorporate both link structure information and node attribute information.
III. DEEP GENERATIVE MODEL FOR SEMI-SUPERVISED MULTI-LABEL DOCUMENT CLASSIFICATION IN ATTRIBUTED GRAPHS
We first formally define our problem. Given an attributed graph, e.g., a citation network, G = {V, E}, node set V is a set of documents including a small subset V l having known labels, while the remaining documents V u are unlabeled. Note that we focus on the multi-label problem, where each document can belong to more than one class, i.e., y i ∈ 2 , where is the number of classes. The set of edges E are citation links between the documents. Each document in the network contains text information such as document title, abstract, keywords, and full body text. With the intuition that connected documents with similar text contents are likely to share the same labels, a model f (T, X) conditioned on both the topological structure X and the text information T is expected to capture the intrinsic correlations between the documents better, comparing to using only the topological structure X [12] . Our problem is then defined as: given a training set S = ( t, x i , y i ), 1 ≤ i ≤ |V l |, the goal is to produce a multi-label classifier that infers labels for V u with minimized errors [29] . Due to the limited number of labeled samples, we model our classification problem using generative models to learn from both the labeled and unlabeled samples efficiently. Our graphical model is shown in Figure 1 . The variables x and t are the graph topology and text inputs respectively, z is a latent variable, and y is the label variable. In this work, we obtain x of a node by applying node2vec [6] , due to its superior performance on representing the graph topology information. In the generative model, both x and t jointly depend on latent variable z and label variable y. In the inference model, label variable y is determined by node topology x and node content t, while the variable z captures the intrinsic relationship among x, t and y.
By assumption, the generative model has a joint distribu-
where y is a random binary vector of length , Ber(.| γ) is a multivariate Bernoulli distribution with independent random bits with activation probabilities specified by the vector γ so that p(y i = 1) = γ i (that is the probability for the i'th bit activated). p(z) , p(x | y, z) and p(t | y, z) are all assumed to be Gaussian distributions, with N (· | µ, Σ) denoting a multivariate Gaussian distribution with mean µ and covariance matrix Σ.
To infer the latent parameters, the model is optimized by maximizing the lower bound on the likelihood of both labeled and unlabeled samples. For a labeled sample (t, x, y), its log likelihood log p θ (t, x, y) = log z p(t, x, y, z)dz has the variational lower bound
For an unlabeled sample x and t, its log likelihood
has the lower bound
where
The overall cost function is defined to maximize the lower bound and meanwhile minimize the classification error in labeled data. That is
where β > 0 is a hyper-parameter for weighting the classification error. N l and N u are the numbers of labeled and unlabeled samples respectively. More details of the cost function derivation can be found in Appendix. Adam optimizer is applied to minimize the cost function. The classifier in Eq. (4) q φ (y | t, x) is then used to calculate probabilities for unlabeled (t u , x u ) belonging to each class. γ(t) and γ(x) are activation vectors for multivariate Bernoulli distributions given t and x respectively. Although we focus on multilabel problems with continuous inputs, variables x, t, and y could be of any distribution. The complexity of the labeled and unlabeled cost functions in equation 2 and 3 is O(2 l ), where l = dim(y), tackling this complexity is left as a future work. See the appendix section for more information and derivations of the model.
IV. EVALUATION ON CITATION GRAPH IN DELVE A. Delve Citation Graph
We first evaluate the effectiveness of the proposed model on classifying documents in Delve system. Note that this is the only publicly available attributed graph with nodes explicitly given in multi-label setting. The widely used datasets for attributed academic document categorization are the Cora, Citeseer, and the Pubmed dataset [25] . These three datasets 2 are multi-class datasets (each paper having a single class) and compose of 2708, 3327, and 19717 papers, respectively. The full Cora 3 is a multi-label attributed graph dataset. However, the labels are organized in a hierarchical tree structure. For example, placing a paper X under C++, in turn places it under programming, and placed under computer science. In this case, paper X will have labels C++, programming, and computer science. Our application problem is to find popular evaluation datasets in given fields, which may have overlaps, but not in hierarchical structures. In some papers [18] , [26] , DBLP four area dataset [8] is used in a multi-label setting, by converting the keywords used in each author's publication or author's publication venues as the labels. However, since the aim is to extract information from papers in different topic categories, using a dataset like this might be redundant as publication venues often cut across several topic ranges.
At the moment of writing this paper, the Delve database is composed of more than 2 million scholarly publications from more than 1,000 different conferences and journals in various categories/domains. These scholarly publications are linked together to form a citation network. Table I shows the full graph statistics of the Delve citation network. For each document (node in the citation graph), the available content information includes title, author(s), abstract, publication venue, keywords, and full body text when present.
A document can belong to more than one category. The initial document labeling in the Delve citation graph was conducted as a crowd-sourced project where participants were asked to manually assign papers to one or more of 20 predefined categories gathered from the fields of machine learning, data mining, computer vision, and robotics. These categories were hand-picked and agreed by domain experts to represent trending topics in these fields. See Table II for the category list and the number of documents in each category. Since the documents are extracted from different conferences in these areas, they provide a diverse set of citation information and semantics. There are 4477 labeled documents in total. Each document on average has two labels (max/min no. of labels in these papers are six/one).
To prepare the dataset from Delve, a preprocessing step is applied in building the text features includes removal of stop words, converting letters to lower case, and stemming using 2 http://linqs.umiacs.umd.edu/projects//projects/lbc/ 3 https://people.cs.umass.edu/∼mccallum/data.html the porter-stemming algorithm [23] . Then node text features t are extracted by applying the latent semantic analysis method on the document-term matrix features, resulting in features vectors of 300-dimension. Node topological features x are obtained by applying Node2Vec [6] , which is a recently proposed skip-gram based graph embedding methods that map each node to a d-dimensional vector, to the full Delve citation graph (which is composed of over 2 million nodes). The parameters of Node2Vec are set as p = 4 and q = 1 to keep in line with the typical values used in Node2Vec [6] . We leave the default values of the other Node2Vec parameters of d = 128, r = 10, l = 80, k = 10, where d is the feature dimension, r is the number of walks per source, l is the length of walk per source, and k is the context size for optimization. We train our model finally on 821, 976 papers after excluding papers that have no outlink in the Delve citation graph. We use the random hyper-parameter search [2] to determine the best latent layers dimension to use. All implementations are conducted in Python using Tensorflow libraries and run on GPU workstations.
B. Baseline Methods to Compare
For comparison, we evaluated the performance of several supervised and semi-supervised algorithms on the Delve multi-label dataset, and here report the performance of two supervised and semi-supervised algorithms that gave the best result, in the binary relevance framework.
Supervised Methods: Linear SVM (LSVM) is an implementation of SVM using a linear kernel, and Gaussian Naive Bayes (GNB) is an extension of the Naive Bayes algorithm commonly by assuming a Gaussian distribution.
Semi-Supervised Methods: Label propagation (LProp) [32] and Label Spreading (LSpread) [30] are semisupervised algorithms where labels are propagated from labeled to unlabeled nodes. The main difference between the two algorithms is that Label propagation uses the graph Laplacian while Label spreading uses the normalized graph Laplacian in the design of the transition matrix.
C. Evaluation Metrics and Results
Various metrics can be used in evaluating multi-label classifier models. In our experiment, we measure the classifiers using the precision, recall, F1-scores, and subset accuracy. We show both the micro and macro averaging methods. The equation for Metrics used in the experiments are given as:
where TP, FP, FN are the true positives, false positives, and false negatives given a positive and negative class set respectively. TP i , FP i , FN i are the true positives, false positives, and false negatives given a positive class i respectively. Precision i and Recall i are the precision and recall score for class i. N is the number of test samples, y n and t n are the predicted and target labels respectively. I is an identity function that outputs 1 only when the prediction matches the true subset exactly, and 0 otherwise.
We report the average F1-score obtained after 5-fold cross-validation. We compare it against several supervised methods adopted for multi-label learning; however, we report result from Gaussian Naive-Bayes [10] and LSVMthe baseline methods which gave the best results for the multi-label tasks. Table III shows the performance result obtained from the multi-label evaluation. Figure 2 shows the classification accuracy of each class independently when using Naive Bayes, LSVM and the proposed DGM. We also show the results obtained using the only the graph, text, and a concatenation of graph and text information as input to the model in table IV. It can be observed that our proposed model has the best performance over other baselines.
V. APPLICATION OF EXTRACTING TOP-K POPULAR DATASETS IN 20 FIELDS
We then apply the proposed model to classify all unlabeled papers in the real multi-label Delve dataset, and then we extract and report top-k popular data sources from the documents in each class. The general algorithm is provided in Algorithm 1.
Algorithm 1: Full algorithm for top-k extraction
Input: Citation graph, document text embeddings, and a set of datasets used by each documents Output: Top-k datasets mentioned in papers in each class ranked according to number of citation 1 Initialization; 2 Feed graph and text embeddings to the DGM architecture; 3 Train DGM using learned hyperparameters from CV; 4 Predict class labels of unlabeled samples; 5 foreach class label c ∈ C do 6 Select papers assigned to class c and extract the datasets; Rank extracted datasets by citation count;
For this task, we train our DGM models with the full 821, 976 papers (i.e., 4477 labeled and 817, 499 unlabeled set), using the best configurations gotten from the multilabeled document experiment (see section IV-A) for each class. Then using the trained model, we predict the classes of the papers. From the output, we extract the URLs mentioned in the papers assigned to each class. We manually analyze the obtained URLs; selecting the valid dataset related resources in each class. Due to space constraints, we picked the classes with F1-Score 0.79 or higher and show the top ten datasets resources in table V.
Analyzing the results obtained for the Agent class, we observe that the top results compose of modeling and simu- Figure 2 : F1-score obtained for each class using the Naive-Bayes, Linear SVM and DGM methods respectively lation tools. We attribute this to the fact that the verification and validation of AI agent systems are more complicated than the traditional evaluation method of giving a dataset as input and testing against an expected value [20] . Thus, we conclude that in this research area, the evaluations are scenario based and the use of a specific dataset for evaluation is not prevalent. Another interesting observation from our result is the high presence of biological data in the Neural Networks and Dimensionality Reduction classes. We attribute this to the increased demand for more advanced models to handle the increasing data dimensionality, exploit and extract the inherent information and structure in the vast volumes of data which have prevailed in computational biology due to the burgeoning of modern technologies [16] . This need to handle larger data brought about the development and application of several dimensionality reduction techniques to better handle the data, and the introduction of neural networks and deep learning to bioinformatics because of their ability to process and learn from large and complex data [14] , [21] .
VI. CONCLUSION AND FUTURE WORKS
We extended and investigated the use of deep generative models on multi-label graph-based semi-supervised document classification such that it can learn from both the text and graph information. The ability to learn from two inputs that could be of two different distribution means that it could be used not just for graph-based classification but also can be applied to data with additional information. We introduced the Delve citation dataset, a new document labeled multi-label citation dataset for graph-based document classification. We benchmark the Delve multi-labeled citation dataset lon the DGM framework, and we show that the semi-supervised DGM model can learn better classification models compared to several supervised learning algorithms. From the classification result on the Delve-ML, we extract and report the top ten dataset resources used by studies in some selected subfields.
In future works, we plan to enlarge the labeled dataset and publish the full links of the top-k datasets from other fields. We also aim to improve the data quality further and provide it in a publicly usable format. 
where y is either a one-hot vector (multi-class) or a binary vector (multi-label) of length D y , z is a continuous latent vector in
Dz , x, t are continuous latent vectors in Dx , whereẑ ∼ q(z | x, y). If x and t have the different distributions, (e.g x is continuous and t is binary),
For an unlabeled (t, x), we have 
whereŷ ∼ q(y | t, x) andẑ ∼ q(z | t, x,ŷ). As compared to Eq. (13), the only difference in Eq. (16) is the sum over y. If x and t have the different distributions, (e.g x is continuous and t is binary),
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The summation over y in the unlabeled case increases exponentially with increasing number of classes in the multilabel case (i.e summation over all the possible configurations of the labels). To reduce the complexity, we implement a negative sampling version. We generate a negative label sample set C of size s (in our experiments we found s = 10 to be good enough) for each unlabeled data sample x i u , t i u . Each negative sample c i is a multivariate Bernoulli distribution with independent random bits wrt the activation vector 1 − p such that labels with lower probabilities are selected. A positive sample wrt the activation vector p, assumed to be the positive label configuration is also added to the set C. Where p is the learned activation vector during each epoch.
We then calculate the loss for the unlabeled datasets U(t, x) using sampled label configuration in the set C. 
The learning cost function is 
where β > 0 is a regularization strength parameter. N l , N u are the number of labeled and unlabeled samples respectively. The first two terms on the RHS of Eq. (20) is generative loss, the last term is discriminative loss. For the Multi-label case summing over all the y is expensive. To reduce the complexity of summing over the y in the multilabel case, we apply the pseudo labelling technique [15] .
