Pseudo-Relevance Feedback (PRF) is an important general technique for improving retrieval effectiveness without requiring any user effort. Several state-of-the-art PRF models are based on the language modeling approach where a query language model is learned based on feedback documents. In all these models, feedback documents are represented with unigram language models smoothed with a collection language model. While collection language modelbased smoothing has proven both effective and necessary in using language models for retrieval, we use axiomatic analysis to show that this smoothing scheme inherently causes the feedback model to favor frequent terms and thus violates the IDF constraint needed to ensure selection of discriminative feedback terms. To address this problem, we propose replacing collection language model-based smoothing in the feedback stage with additive smoothing, which is analytically shown to select more discriminative terms. Empirical evaluation further confirms that additive smoothing indeed significantly outperforms collection-based smoothing methods in multiple language model-based PRF models.
INTRODUCTION
Feedback is an essential component in every modern retrieval system as it allows incorporating user preferences. The most reliable type of feedback is relevance feedback where users would label the top documents returned by a retrieval system as relevant or non-relevant. As relevance Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. ICTIR'15, September 27-30, Northampton, MA, USA. feedback is a tedious task that requires labeling large numbers of documents in the collection, pseudo relevance feedback (PRF) is commonly used as an alternative. In PRF, the top documents returned by the retrieval system are assumed to be relevant and are used to expand the query. Although PRF is not as reliable as relevance feedback, empirical studies have shown that it is an effective general technique for improving retrieval accuracy [16, 7, 17, 8, 5] . Since it requires no user effort, the technique can be applied in any retrieval system.
Several types of PRF models exist in the literature (see Section 2 for a detailed review), among which language model (LM) based PRF methods are both theoretically well-grounded and empirically effective [17, 4] . Many PRF models have been proposed, including the divergence minimization model [17] , the mixture model [17] , the relevance model [7] , and the geometric relevance model [15] , in addition to many other improved variants [8, 5] .
While these models differ in how they are derived, they generally take a set of top-ranked documents from an initial retrieval result as input and attempt to estimate a unigram language model, referred to as the feedback language model, based on these documents to capture their topic. The feedback language model θF can then be linearly interpolated with the original query language model θQ to form an "expanded" query language model:
where α ∈ [0, 1] is the interpolation coefficient that determines the weight assigned to the feedback language model. This is similar to how the Rocchio feedback algorithm works in the vector space model [12] . The effectiveness of a PRF method is thus directly determined by the quality of the estimated feedback language model θF .
In all the current LM-based PRF models, the estimated feedback LM is based on the aggregation of all the language models of the feedback documents. The aggregation is achieved using an averaging function (such as the arithmetic or geometric mean), and it may also involve weighting each feedback document based on how well it matches the query (i.e., retrieval score of each feedback document in the initial retrieval result), though uniform weighting is also often used. The intuition captured in such an aggregationbased estimate is to favor words that have high probabilities according to all the individual LMs of feedback documents (i.e., occur frequently in all the feedback documents).
Such an aggregation function alone, however, would not consider the occurrences of these terms in the global collec-tion, and indeed it would tend to give high probabilities to many non-informative popular words in the collection that are intuitively not useful for expanding a query. Thus, some of these models further rely on the use of a collection language model to penalize the terms that are too common in the collection. As a result, the terms that have high probabilities in the final estimated feedback LM would be those that occur frequently in all feedback documents, but not very frequently in the entire collection; this is the same effect as what the Rocchio algorithm achieves in the vector space retrieval model when TF-IDF weighting is used.
Formally, let the feedback set be F = {D1, D2, ...., Dn}, where Di is the ith feedback document. In a language model-based approach to PRF, we consider a unigram language model, θi, estimated based on each feedback document Di, in addition to the collection LM, θC , which is estimated based on the entire collection of documents. The goal of a PRF method is to estimate a feedback LM, denoted by θF , based on all the document LMs, θ1, ..., θn, and the collection LM θC .
Let w be any feedback word that appears in at least one of the documents in F , then a state-of-the-art PRF method would, in general, assign w a probability P (w|θF ) defined as follows:
where A : R N → R is an aggregation function that combines the probabilities of words in each of the feedback documents. For example, A can be the arithmetic or geometric mean. f : R 2 → R is an arbitrary function that is increasing in the first argument (so that words that occur frequently in feedback documents would tend to have a higher value of f ) and decreasing in the second (so that words that occur frequently in the collection would tend to have a smaller value of f ).
This generalized view of the LM-based PRF models is intuitive as we want the final probability of the word to be high for relevant discriminative words, i.e. those that appear in most of the feedback documents and have a low to moderate probability of occurrence in the collection LM.
As in all cases of language model estimation, the feedback documents' LMs (θis) have to be smoothed to account for the fact that a document is generally a very small sample for estimating a word distribution over the entire vocabulary. Smoothing is also necessary to avoid assigning zero probabilities to (many) unseen words in documents (an inevitable consequence of the commonly used Maximum Likelihood estimator). The general motivation behind smoothing the feedback documents' language models is that a word may not occur in some of the feedback documents, and not smoothing its probability might overpenalize it. For example, if the PRF model has the function A as the geometric mean and the feedback word occurs in all the feedback documents except one, then the probability assigned to the word will be zero if smoothing is not used.
So far, in virtually all work on LM-based PRF models, smoothing of P (w|θi) has been based on some form of interpolation of the maximum likelihood estimate and the probability of the word according to the collection language model, P (w|θC ), which is proportional to the number of occurrences of the word in the whole collection. Dirichlet prior and Jelinek-Mercer are especially popular choices of collectionbased smoothing because of their good performance when used in a retrieval function such as Query Likelihood or Kullback-Leibler (KL) divergence [4] . Indeed, smoothing with a collection language model has not only proven to be effective for retrieval, but also essential for achieving the effect of IDF weighting in a retrieval function [4] .
However, in this paper, we show that using collection LMbased smoothing, while effectively avoids the assignment of zero probabilities, is not suitable for LM-based PRF models and can lead to the selection of very frequent and noninformative feedback terms, thus making the PRF model unable to select discriminative feedback terms. Specifically, the problem lies in that when such smoothing is used, the function A will favor words that occur frequently in the collection, and consequently f will assign higher weights to these frequently occurring words. However, PRF models are expected to penalize frequent words (when two words have equal frequencies in the feedback documents, the word with lower frequency in the collection should be favored). While it is still possible to enforce the preference for selecting discriminative words through having P (w|θC ) as the second argument in f , our axiomatic analysis of the current PRF models reveals that smoothing based on the collection LM would cause violation of the IDF constraint [5] and introduce an inherent interference between smoothing and favoring discriminative words. We show analytically the following dilemma: if we want to avoid favoring common words caused by collection-based smoothing, we must substantially increase the influence of the collection LM, which, however, would result in an extremely skewed word distribution with probability mass mostly concentrated on the matched original query words, restricting the benefit of feedback.
To address this problem, we propose replacing the collection LM-based smoothing strategy with additive smoothing which does not favor frequent words, yet can also dynamically set probabilities for unseen words in adaptation to the document length. We show that using additive smoothing in the current PRF models would ensure that they will not favor common terms anymore, and that some PRF methods will consistently favor discriminative terms thus satisfying the IDF constraint. Empirical evaluation further confirms that additive smoothing indeed significantly outperforms collection-based smoothing methods in multiple LMbased PRF models.
In the rest of the paper, we first review related work in Section 2 and then briefly introduce several representative LM-based PRF methods in Section 3. In Section 4, we present a detailed axiomatic analysis of the collection LM-based smoothing methods with the IDF constraint, and prove theorems to show analytically the inherent interference of smoothing with a collection LM and satisfying the IDF constraint. In Section 5, we then introduce the new strategy of using additive smoothing for PRF and show that it solves the problem of favoring common words in the collection. In section 6, we propose a new measure to empirically assess how discriminative the feedback terms output by a PRF method are. We present our experiment design and results in Sections 7, and summarize our work in Section 8.
RELATED WORK
Relevance feedback has been studied first in the vector space model, and the Rocchio feedback algorithm [12] , while proposed several decades ago, remains a state-of-the-art feedback method today. Relevance feedback has also been studied in classic probabilistic models and is the basis of the RSJ model [11] and its extensions e.g., [10] . (More discussion on relevance feedback can be found in [6] ).
When relevance judgments are available, relevance feedback is generally very effective [11, 14, 2, 13] . While effective, however, relevance feedback requires users to make effort to judge the relevance of the top-ranked documents, which is impractical in many situations. In contrast, pseudo relevance feedback (PRF), also called blind feedback or automatic feedback [3, 16] , simply assumes a certain number of top-ranked results from an initial retrieval round to be relevant and performs feedback under this assumption, thus it can be applied to any retrieval system without requiring any effort from the user. PRF leverages the terms in topranked documents that have high correlation with the query terms in order to expand the query, and it has proven to be a general effective technique for improving retrieval accuracy, especially for satisfying high-recall information needs.
Most relevance feedback methods can be adapted for pseudorelevance feedback, but the most effective PRF methods seem to be those based on statistical language models, including, e.g., the relevance model [7] , mixture model and divergence minimization [17] , and many extensions of these models (e.g., [8, 5, 9] ).
Although many LM-based PRF models have been proposed and studied, there seems to be no single winner. [8] compared different LM-based PRF methods and empirically studied the reasons behind the better performance in some of the models. According to this study, the Relevance Model, which uses the arithmetic mean of feedback language models, appears to be slightly advantageous over other models, but a recent work [15] shows that changing the arithmetic mean in the Relevance Model to geometric mean can be beneficial, which implicitly suggests that the divergence minimization model [17] may be also advantageous.
To gain better understanding of relative strengths and weaknesses of different PRF models, [5] performed an axiomatic analysis on several well-known PRF models and studied whether these models satisfy a set of desirable properties. One important property studied by [5] is the IDF effect which states that the PRF model should assign higher probabilities to feedback terms with lower occurrence in the collection. This is an important property to satisfy since when performing feedback we are interested in discriminative words that are usually not so common in the collection. Our work extends this previous work to analyze the relation between smoothing and the IDF effect more accurately and reveals new insights about the interference of smoothing with a collection LM and achieving the IDF effect. [9] reported that using additive smoothing in the feedback stage in addition to maximizing the entropy in the divergence minimization model led to performance improvements over several datasets. In our analysis, we axiomatically explain the reason behind the improvement in [9] 's new model. We also derive a more general new result: additive smoothing is generally preferred to collection-based smoothing for LM-based PRF methods and this is confirmed in our empirical experiments. Thus, our work directly results in multiple new LM-based PRF models that are potentially more effective than the existing ones and can be used immediately in all retrieval systems.
REPRESENTATIVE PRF MODELS
As background, in this section, we give an overview of several representative PRF models that are both efficient and effective.
Divergence Minimization Model
The Divergence Minimization Model (DMM) estimates P (w|θF ) in a way similar to the Rocchio algorithm: θF is chosen such that it is close to the centroid of the relevant documents and far away from the collection language model [17] . Formally, the DMM solves the following optimization problem:
where D(.||.) is the KL divergence and 0 < λ < 1 is a free parameter that determines the extent to which common words in the collection are penalized. Since the objective is a strongly convex function being minimized over a closed convex set (probability simplex), a unique minimizer θF exists. Fortunately, the problem has a closed form solution and can be solved using Lagrange multipliers while forcing the constraint w∈V P (w|θF ) = 1. The solution has the following form:
where ∝ indicates that the probability normalization factor has been omitted. The solution agrees with the intuition of the DMM: the probability of a feedback term is proportional to its occurrence in the feedback set and inversely proportional to that in the collection. Note that the DMM is an instantiation of Equation (1) where A is the geometric mean and f (x1, x2) =
Although the DMM has a good theoretical justification, several studies have indicated that it suffers in performance. In the next section, we show that the reason behind the poor performance is mainly due to the collection-based smoothing.
Relevance Model
The Relevance Model (RM) is a well-known LM-based PRF method that has an intuitive probabilistic interpretation and has proven to be effective in several empirical studies. It assumes that each information need (i.e. a topic the user is interested in) has an underlying relevance model R, which is a multinomial distribution over words. Furthermore, it assumes that the query words and the feedback documents' words are randomly sampled from the distribution R, and then tries to estimate R based on simplifying assumptions. Below we present one instantiation of the relevance model:
where q is the query and P (θi|q) can be estimated using the query likelihood (i.e. P (q|θi)) assuming a uniform prior on the feedback documents:
When linearly interpolated with the original query, the model we presented above is usually referred to as RM3 [1] . RM3 is an instantiation of Equation (1) where f = A with A being a weighted arithmetic mean.
Geometric Relevance Model
[15] introduced the Geometric Relevance Model (GRM) which is a refined version of the Relevance Model that uses the normalized geometric mean instead of the weighed arithmetic mean in the aggregation function. The normalized geometric mean has been shown to be a better approximation for the center of mass in the statistical manifold which was the main motivation behind introducing this model [15] . The GRM assigns the following probability to each word in the feedback LM:
where P (θi|q) is estimated in the same way as in the RM. The GRM can be viewed as an instantiation of Equation (1) with f = A, A being a weighted geometric mean.
AXIOMATIC ANALYSIS OF PRF MOD-ELS
In this section, we analyze the effect of collection LMbased smoothing in the feedback stage on the quality of the terms returned by the three models surveyed in Section 3. We do the analysis by inspecting the IDF effect in each model. The IDF effect is a desirable property to have in any PRF model, and it states the following: given two words with the same number of occurrences in the feedback documents, the feedback model should assign a higher probability to the word with higher IDF [5] . For instance, if we observe that the words "the" and "machine" have the same number of occurrences in the feedback documents, then we want "machine" to have a higher probability than "the" because the former is more discriminative. This effect is desirable as long as it is not overpenalizing words with low IDF.
Let c(w, Di) be the count of the word w in the ith feedback document. Formally, we define the IDF effect as in [5] :
IDF Effect. Given any two words w1 and w2 from the feedback collection F such that c(w1, Di) = c(w2, Di) ∀i and P (w1|θC ) < P (w2|θC ), a PRF model that outputs a θF with P (w1|θF ) > P (w2|θF ) is said to support the IDF effect.
In what follows we assume that document LMs are smoothed using Dirichlet prior smoothing in which the probability of the word w occurring in the ith feedback document is smoothed according to:
where µ > 0 is the mean of a Dirichlet distribution and |Di| is the size of the document Di. Typically, a high value of µ such as 1000 is used to smooth document language models in both the retrieval and feedback stages. While the analysis is performed only for Dirichlet prior smoothing, the results still hold for several other collection-based smoothing methods such as Jelinek-Mercer.
Divergence Minimization Model
Assume w1 and w2 are two feedback words as in the definition of the IDF effect . To check if the DMM supports the IDF effect 1 , we analyze the sign of log P (w1|θF ) − log P (w2|θF ) that should be positive in order to support the effect.
where c(w, Di) = c(w1, Di) = c(w2, Di). Analyzing the sign of (2) directly is a tedious task. In order to facilitate the analysis, we will get an attainable lower bound on (2) and then analyze the sign of the lower bound.
Since (2) is an increasing function in the variable c(w, Di), the lowest possible value for (2) occurs when w1 and w2 appear only once and only in one document in the feedback collection, i.e. when c(w1, Dj) = c(w2, Dj) = 1 for some j and c(w1, Di) = c(w2, Di) = 0 ∀ Di ∈ F s.t. Di = Dj. This implies that if (2) has a positive sign in the case when w1 and w2 appear only once and only in document Dj, then the model will support the IDF effect as this choice of words minimizes (2) . Choosing the latter pair of words, we can simplify (2) to:
Solving for µ that would make (3) positive and assuming 0 < λ < 1, we get an upper bound on µ:
where
Now that we got an upper bound on µ, we are ready to characterize the IDF behavior of the DMM. Proof. Any value of µ that satisfies (4) will make the DMM enforce the IDF effect since satisfying (4) will make the lowest possible value of (2) positive. We have two cases to consider:
Case 1: If 0 < λ < |F |−1 |F | then the right hand side of (4) will be negative since k > 1, but µ is the mean of a Dirichlet distribution which cannot be negative. Thus, in this case, 1 The IDF effect for DMM has been already studied in [5] , however, we discovered a mistake in their derivation: the inequality under Equation (4) should be log(
instead of the other way around, which made them arrive to the wrong conclusion that the DMM always (mildly) supports the IDF effect the DMM does not support the IDF effect as we identified a choice of w1 and w2 for which w2 will be favored no matter what µ is. It is also important to note that while the DMM does not support the IDF effect in this case, there may be other choices of w1 and w2 for which w1 (the word with higher IDF) will be favored. However, to support the IDF effect, a model should favor w1 for any choice of w1 and w2, and this is not the case here.
Case 2: If |F |−1 |F | < λ < 1 then the right hand side of (4) will be strictly positive since k < 1. Therefore, the DMM supports the IDF effect in this case for a range of µ values (the range can be obtained by choosing w1 and w2 that minimize the right-hand side of (4)).
One might think that case (2) will lead to performance improvements as the IDF effect is being enforced. However, the condition we got on λ requires it to be close to 1 since the number of feedback documents |F | is usually chosen to be 10 or more.
Theorem 2. If λ ≈ 1, the DMM will assign all the probability mass to exactly one of the feedback terms. Proof. When λ approaches 1, the DMM will assign one feedback word most of the probability mass, and the other feedback terms will be assigned negligible probabilities. To see why this phenomenon happens, we rewrite P (w|θF ) as follows:
where A(w|F ) is the geometric mean of the probabilities of the word w in all the feedback documents. Let w h be the feedback word with the highest
ratio among all other feedback words. This word will probably appear a lot in the feedback documents and will have a high IDF. Now, to calculate the final probability assigned by the DMM to the word w h , we have to normalize by the sum of the probabilities of all other feedback terms. Thus, the final probability of w h can be written as:
Taking the limit as λ tends to 1, we have:
where the limit is equal to 1 since the terms corresponding to w h in the numerator and denominator have the highest order. In practice, setting λ to any value near 1 will make the word w h dominate the probability of the feedback language model. Note that in the analysis we assumed that the word with the highest
ratio is unique. In the unlikely event where more than one word have the highest ratio, the probability mass will be split equally between such words.
We conclude that in case (2), when |F |−1 |F | < λ < 1, one of the feedback terms will essentially get all the probability. Since the original query words usually have the highest occurrence in the feedback set in addition to relatively high IDF, probably one of the query words will be the w h considered in the analysis above (although there are cases where a non-query word can have the highest ratio and dominate the feedback LM). This analysis confirms the empirical studies performed on the divergence minimization model before. [17] noticed that when |F | = 10, the DMM's performance severely drops for λ > 0.9. The reason behind the drop is clear now: λ > 0.9 falls in case (2) of our analysis where the DMM will assign most of the probability to one term, and consequently the performance will be similar to that of the search engine without feedback. Also, several other studies indicated that the DMM suffers in performance even when its parameter λ is tuned [8, 5] . Such studies found that λ values in the range (0.1, 0.4) give the highest performance which was still below that of other well-known feedback techniques. Small values of λ fall into case (1) in our analysis where the performance drop is due to the lack of support for the IDF effect, and this is in turn due to smoothing using the collection language model in the feedback stage. To conclude, we have clearly identified the problem with the DMM as previous attempts in the literature failed to clearly pinpoint the problem; using a collection LM to smooth the feedback documents will cause the DMM to suffer in performance no matter what the choices of the parameters λ and µ are.
Relevance Model
Assuming w1 and w2 are as in the definition of the IDF effect, we analyze the sign of P (w1|θF ) − P (w2|θF ) when Dirichlet prior smoothing is used:
(8) is unconditionally negative for any valid value of µ implying that the currently used RM does not support the IDF effect, and on the contrary, it consistently favors more frequent words in the collection. (8) also shows that the longer the feedback documents are, the lower is the extent to which common words are rewarded. Clearly, this makes the RM's performance dependent on the length of the feedback documents.
Geometric Relevance Model
Similar to the case of the RM, we analyze the sign of log P (w1|θF ) − log P (w2|θF ) where w1 and w2 are as in the definition of the IDF effect:
where c(w, Di) = c(w1, Di) = c(w2, Di). Since (9) is negative, the GRM does not support the IDF effect and also suffers from the problem of consistently favoring frequent words in the collection 2 . (9) is an increasing function in c(w, Di) so a higher c(w, Di) makes (9) less negative. Therefore, the higher the occurrence of w1 and w2 in the feedback documents is, the lower is the extent to which w2 is favored. This is different from the case of RM where the documents lengths controlled how common words are rewarded.
To recap, we have shown that using collection LM-based smoothing at the feedback stage will cause several of the well-known PRF models to penalize discriminative words.
ADDITIVE SMOOTHING FOR PRF MOD-ELS
To solve the problem of favoring highly frequent words in LM-based PRF methods, we propose using additive smoothing in the feedback stage, while keeping the collection LMbased smoothing in the retrieval stage in order to preserve the IDF and document length normalization heuristics. In additive smoothing, the probability of each feedback document is adjusted as follows:
where γ > 0 is the smoothing parameter that can be considered as a pseudo count, and |VF | is the size of the vocabulary of the feedback documents. Below we study the behavior of the different PRF models under additive smoothing.
Divergence Minimization Model
Assuming w1 and w2 as in the definition of the IDF effect and using additive smoothing we get:
(10) is unconditionally positive for any choice of γ and λ which means that the DMM supports the IDF effect in this case and consequently favors more discriminative words. The extent to which high IDF words are favored can be controlled by the parameter λ. By using additive smoothing, the DMM is now performing what it is intended to do: minimize the divergence from the centroid of the feedback documents' LMs and maximize the divergence from the collection language model. When collection-based smoothing was used, the DMM was not performing the intended objective, while on the contrary, it was favoring frequent words in many cases.
Relevance Model
Assuming w1 and w2 as before while using additive smoothing: 11) shows that when we use additive smoothing for the RM, the model will not favor common words and will treat all words equally, i.e. irrespective of how they occurred in the collection. Since P (w1|θF ) = P (w2|θF ), strictly speaking, the IDF effect is still not supported as it requires P (w2|θF ) > P (w1|θF ). Although the IDF effect is not supported, the performance is expected to improve since the model no longer favors common terms as was the case with collection-based smoothing.
Geometric Relevance Model
Assuming w1 and w2 as before while using additive smoothing:
When additive smoothing is used, the GRM will also treat words irrespective of their frequency of occurrence in the collection, in contrast to the case of collection-based smoothing where common terms are always favored. We should note that this behavior is expected since the RM and GRM are not designed to penalize common words.
MEASURING PRF METHOD DISCRIM-INATION
Although the IDF effect is an interesting property to analyze, it cannot provide direct insight on the extent to which the terms output by a certain PRF method are discriminative. Therefore, we need a good empirical measure that can indicate how discriminative the feedback terms are. Previous attempts in the literature have used the average of the IDF of the top terms output by the PRF method to quantify the method's discrimination. For example, [5] used
where Q is the set of queries, N is the total number of documents in the collection, Nw is the frequency of the word in the collection C, and t is the number of feedback terms considered. However, such approaches do not take into account the probabilities assigned to the terms which might be problematic. For instance, consider a PRF method that consistently outputs many discriminative terms, in addition to a few common terms that get all the probability mass. In such a case, the average of the IDF values of all the top terms will be high, however the method is assigning most of the probability to the common terms so it is practically updating the query with common terms. Thus, using the average of the IDF might not be a good measure. A more suitable measure should assess the extent to which discriminative terms will change the query. We propose a simple measure called the Discrimination Measure (DM) for quantifying the discriminative power of a PRF method. The measure takes into account both the IDF and the probabilities of the top terms and captures the idea that the higher the probability assigned to discriminative terms, the higher is the discrimination of the PRF method. Let Q = {q1, q2, ..., qm} be a set of queries associated with a probability distribution θQ, and θF (q) be the feedback language model output by the PRF method for the query q. Given a PRF method, we define the Discrimination Measure as:
where a uniform prior over the queries is assumed to get the right-hand side. The denominator can be viewed as the expected value of the DF (Document Frequency) of the feedback terms under the PRF method's distribution. The numerator is a normalization factor that makes the measure's values more meaningful. Consider a hypothetical PRF method that consistently outputs a feedback LM whose distribution is the same as that of the collection LM (i.e. θF = θC ), the DM of this method is equal to 1. If a PRF method puts more probability mass on common terms compared to the hypothetical method, then DM < 1. On the other hand, if a PRF method assigns higher probabilities to discriminative terms compared to the hypothetical method, then DM > 1. In general, the more probability the PRF method assigns to discriminative terms, the lower is the expected DF of the feedback terms, and consequently the higher is the DM .
EMPIRICAL EVALUATION
To validate the results of the axiomatic analysis and gain more insight on the performance of LM-based PRF methods, we ran several experiments to empirically examine the validity of our analytical results and the main hypothesis that additive smoothing performs better than collection-based smoothing for PRF. Table 1 . The queries were extracted from the title field of each topic. We carried out the experiments using MeTA toolkit 3 where we preprocessed all the collections using MeTA's default stopword list and performed stemming using the Porter2 English stemming algorithm. The KL divergence retrieval function was used along with Dirichlet prior smoothing with the smoothing coefficient µ set to 1000. The additive smoothing parameter γ was also fixed to 1 in all the experiments, except for the experiment in Section 7.2.3 which involves sweeping this parameter.
Datasets and Parameter Setting
In all the experiments, we split each dataset's topics into training and testing subsets as shown in Table 1 . The training topics are used to learn the model parameters that optimize the MAP (Mean Average Precision), and the testing topics are used to report the MAP which is evaluated for the top 1000 retrieved documents, in addition to the P10 (Precision at 10 documents) and the DM (Discrimination Measure). In the training phase we sweep the number of feedback documents |F | between {10, 25, 50, 75, 100}, the number of feedback terms between {10, 25, 50, 75, 100}, and the interpolation coefficient α between {0.1, 0.2,..., 0.9}. Additionally, for the DMM with collection-based smoothing, we sweep the parameter λ in the range {0.1, 0.3, 0.5, 0.7, 0.9}, whereas for the additive smoothing variant of the DMM we sweep the parameter λ in the range {0.01, 0.03, 0.05, 0.07, 0.09} (the DMM requires larger values of λ to suppress the common terms and reach its optimal performance in case of collection-based smoothing). 
Experimental Results
We now present both qualitative and quantitative results from our experiments to examine the analytical results and hypotheses.
Interference of Collection-based Smoothing with IDF Effect
We first examine the empirical behavior of the PRF methods when using collection-based smoothing vs. additive smoothing with specific consideration of the IDF effect. Specifically, we ran multiple queries and manually inspected the top feedback terms extracted by the three PRF methods using both Dirichlet prior smoothing and additive smoothing for different parameters.
In Table 2 , we show the top 10 feedback terms for the query "Computer" extracted by the DMM and GRM using the AP collection (i.e. the words are shown before interpolation). Although we could not include the top feedback terms of the RM due to space constraints, it extracted words similar to the other two models. We should also note that the results obtained using this query are very representative of the other queries we examined in terms of the quality of the extracted terms.
When using DMM with Dirichlet prior smoothing and λ = 0.1 (Table 2 (a)), most of the top feedback terms are very common and not informative, and this is a direct consequence of the lack of support for the IDF effect as demonstrated in Theorem 1. Changing to λ = 0.95 (Table 2 (b)) while keeping the Dirichlet prior smoothing actually extracted high quality terms, and this is explained by the support for the IDF effect since λ > |F |−1 |F | (|F | is set to 10 for the results in Table 2 ). However, almost all the probability mass is being assigned to the original query word, and this validates the result we got in Theorem 2 where we showed that the DMM will assign the majority of the probability to one word when λ becomes close to 1. When we switched to additive smoothing (Table 2 (c)), most of the terms became discriminative and the original query word got only 21% of the total probability mass.
Similarly, the GRM had very common terms when using Dirichlet prior smoothing (Table 2 (d) ). When we switched to additive smoothing (Table 2 (e)), more discriminative terms got introduced. This confirms the results of the axiomatic analysis where we showed that the GRM and RM will no longer favor common terms when additive smoothing is used.
Additive vs. Collection-based Smoothing
Next, we want to examine the expected empirical benefit of additive smoothing over collection-based smoothing. Thus, we compared the MAP, precision at 10 documents, and the Discrimination Measure of the three methods for both Dirichlet prior smoothing and additive smoothing over the four collections. The results are reported in Table 3 : Comparison of retrieval performance between collection-based and additive smoothing for the DMM, RM, and GRM. All additive smoothing MAP values with an asterisk are statistically significant from their collection-based smoothing counterparts based on a paired two-tailed t-test with significance level = 0.05.
back terms, and α) only for collection-based smoothing and used the learned parameters for additive smoothing, which might give collection-based smoothing an advantage in some of the reported values. As shown in Table 3 , additive smoothing improved the MAP and precision at 10 documents for all the methods and datasets. The improvement in MAP is statistically significant for almost all the values which confirms our hypothesis that additive smoothing can enhance the performance of PRF methods by preventing them from rewarding common terms. The average improvement in MAP for the DMM, RM, and GRM over all the datasets are 8.7%, 4.5%, and 8.6%, respectively. The average improvement in precision at 10 for the DMM, RM, and GRM over all the datasets are 6.4%, 5.1%, and 5.7%, respectively. The DMM and GRM seem to benefit more from additive smoothing compared to RM, and this can be attributed to the reliance of the RM on the arithmetic mean which is less sensitive to the smoothing method used. Another observation is that the difference in performance between the three methods becomes significantly smaller when using additive smoothing.
The Discrimination Measure is low for all the collectionbased smoothing variants and has values below 1 for three out of the four datasets, meaning that the traditional PRF methods were assigning more probability mass to the common words compared to the probability assignments of the collection LM θC . After switching to additive smoothing, all the methods got a several-fold increase in the DM implying that the expected value of the document frequency of the extracted terms got a several-fold decrease. The results show that the DMM generally has the highest DM when using additive smoothing, and this can be explained by the fact that the DMM supports the IDF effect, whereas the other two models do not discriminate based on the document frequency of the terms (the Robust collection is an exception where GRM had the highest DM and this due to the small λ (=0.01) that optimized the MAP in this case).
We also swept the number of feedback documents and the number of feedback terms over a range of values to study the robustness of the models under each smoothing scheme. The results on the AP data set are shown in Figure 1 (the other three data sets have shown similar patterns). The sensitivity of the different PRF methods under additive smoothing is very similar to that under collection-based smoothing, implying that additive smoothing does not affect the robustness of the different models. The performance of the models with additive smoothing is consistently higher than the collection-based smoothing counterparts for any value of |F| and any number of feedback terms. We should also note that when the number of feedback documents increases, the RM and GRM appear to be more stable than the DMM, and this can be attributed to the fact that the DMM treats all documents equally whereas the RM and GRM assign each document a weight equal to its probability of relevance (i.e. lower ranked documents would have less effect on the extracted feedback terms).
Additive Smoothing Parameter
The results above show a clear advantage of additive smoothing over collection-based smoothing for PRF. We now turn to the question about how to optimize additive smoothing for PRF, particularly how to optimize its parameter γ. To this end, we swept the additive smoothing parameter γ by decades between 10 −5 and 1 to study its effect on performance. As shown in Figure 2 , the RM maintains very stable performance as the additive smoothing parameter changes. In fact, we tried running the RM without any smoothing (i.e. γ = 0), and its performance remained the same (not using smoothing at the feedback stage will stop rewarding the common terms when compared to the collection-based smoothing, thus giving the same effect as additive smoothing). The MAP and precision at 10 of the DMM and GRM increase as γ increases (with one minor outlier), and the performance is maximized by γ = 1 which corresponds to the conventional add-one smoothing. Although the graphs shown were generated using AP collection, the same results discussed in this section are also valid for the three other collections.
Summary of Main Findings
Our experimental results have confirmed the predictions of our axiomatic analysis of the smoothing methods for LMbased PRF models, showing that the traditionally used collectionbased smoothing indeed forces LM-based PRF models to reward common words, and additive smoothing solves the issue by focusing the probability mass on more discriminative terms thus increasing the retrieval performance significantly.
Our results also show that the additive smoothing parameter γ = 1 maximized the performance of the DMM and GRM over all the collections. The RM's performance is not affected by the smoothing parameter, and running it without any smoothing (i.e. γ = 0) gives the same performance as additive smoothing. Overall, these results, along with our theoretical analysis, suggest that additive smoothing, instead of collection-based smoothing, should be used in all the LM-based PRF methods.
CONCLUSION AND FUTURE WORK
Language model-based pseudo relevance feedback methods have proven effective in enhancing retrieval and can be applied to any retrieval system without requiring extra effort from users. Smoothing of language models for the feedback documents is necessary in these methods to address the issue of data sparsity and has been achieved using a collection language model-based smoothing strategy in virtually all the work so far. Although collection-based smoothing has been shown to be necessary and effective in the retrieval stage, we have axiomatically shown that collection-based smoothing in the feedback stage is non-optimal and inherently interferes with the desired preference for discriminative terms for feedback since it forces pseudo-relevance feedback methods to favor very frequent and non-informative words. We proposed replacing collection-based smoothing at the feedback stage with additive smoothing, which is analytically proven to ensure that the learned feedback model favors discriminative terms and empirically shown to achieve better retrieval accuracy when compared to collection-based smoothing. The experiments show that the three models perform similarly when using additive smoothing, although the DMM supports the IDF effect whereas the RM and GRM treat feedback terms irrespective of their occurrence in the collection. This motivates an interesting question about the significance of the IDF effect. It has been established that by not rewarding common terms, the PRF method can attain good performance, however, does favoring discriminative terms through supporting the IDF lead to significant performance improvement? Our analysis also reveals a connection between a parameter in the divergence minimization model and the number of feedback documents; this is an interesting direction worth further exploration in the future. Yet another question motivated by our study is how to analytically bound the parameter of additive smoothing when used for PRF. The empirical results show that setting γ = 1 seems to work well in the experiments we have done, but could it be possible to derive analytical bounds for this parameter?
