-for detection of some medical conditions. The patient data in a healthcare IoT system may be used to analyse and detect medical conditions and thus we can: mitigate frequent hospitalisations, and predict an onset of attacks in chronic patients. Moreover, healthcare IoT systems may be used to provide health services to retirement homes or homes for eldercare, geographically remote or inaccessible areas. Besides, the economic potential of IoT for healthcare is promising with a projected economic impact of about $1.1 Trillion per year by 2025, see Exhibit 8 on page 39 of 1 for detail. Furthermore, adoption of IoT for healthcare may lead to a reduction of up to 20% in disease burde 1 . Therefore, healthcare IoT not only has an economic potential but also -importantly-has a potential to directly impact a person's health by improving wellness (e.g. through analytics based feedback), monitoring (i.e. a person's physiological parameters), treatment (e.g. drug administration).
In this paper, we givea modular architecture of an end-to-end healthcare IoT and show an integration of patient Body Area Network (BAN) to IoT. We give a formal description of a healthcare system based on a case study. Wealso discuss the dependability requirements in a healthcare IoT system. The rest of this paper is organized as follows. In Section 2, we present a brief review of works done to integrate the IoT in healthcare. In Section 3, we present a problem description. In Section 4, we present a conceptual model of an artificial pancreas and its mapping ontophysical components. In Section 5, we present a data-flow (Kahn Process Networks) based formal representation of the conceptual model of artificial pancreas. In Section 6, we present a mapping of a formal model (developed in Section 5) onto the IoT. In Section 7, we present dependability in IoT for healthcare domain. Finally, in Section 8, we conclude the discussion in this paper and give a perspective for future of healthcare IoT.
Literature review
In this section, we review the literature about healthcare IoT, particularly. As such we consider previous works, which are related to the topic of this paper, in contrast with framework discussed in this work. In 2 , authors describe various architectural elements of a general cloud-based IoT, which is a hybrid (public/private) cloud approach. The approach, therein, is user-centric and general. however, the work only discusses a high-level architecture, without discussing the IoT protocol stack or gateway architecture or available technologies. In 3 , authors describe an IoT application of ambient assisted living for elderly, which is a closed-loop system (with human-in-loop). however, the approach is based on RFID (a dumb node) devices connected to the Internet via a phone network; which limits the approach to urban areas only. The approach is closed-loop (human-in-loop), therefore may not scale to a large group of persons-we discuss a closed-loop approach based on AI and machine learning. In 4 , authors describe an IoT application for a rural healthcare system. however, the authors only describe a model for wireless communication channel and not an end-to-end solution. In 5 , authors describe an open-loop healthcare IoT system. however, the authors only describe a process model of open-loop systems and an IoT protocol stack for a node. The protocol choices for an IoT stack are not discussed; the server and the gateway architectures are not described. In 6 , the authors describe an IoT and cloud-based healthcare application. however, the authors only describe functional aspects of the system. Moreover, the described application is an , the authors give a comprehensive description of an IoT and its application to various environments. The author concentrates on the business model, information package management, and architecture of the system. however, the author does not address the choice of protocols in an IoT protocol stack, gateway architecture, modelling and mapping of a problem in an IoT system. In 8 , authors describe an open-loop non-invasive glucose level sensing and monitoring in patients based on IoT. however, in contrast, we describe a closed-loop intelligent system, which has both sensing/monitoring capabilities and control capabilities. Some other works like:
9-16 also contribute to the healthcare IoT, nevertheless, these works only describe certain limited aspects of an IoT healthcare system, for example gateway design 11 , IoT and cloud 10 , security 14, 15 ; and do not describe a complete architecture of an open source end-to-end healthcare IoT system.
Problem Description
As a use-case of a healthcare IoT, we choose to discuss the integration of a diabetic patient to a healthcare IoT. Diabetes is a metabolic disease in which body produces no insulin (Type-I) or produces inadequate insulin (Type-II) to regulate the Blood Glucose Concentration (BGC). The unregulated BGC, as a result of diabetes, causes serious complications like renal failure, cardiovascular failure, neuropathy etc. in diabetic patients. Type-I diabetes is insulin dependent diabetes since pancreas secretes no insulin to regulate BGC. Type-II diabetes is managed by using oral medication, regulating dietary habit, exercises, along with frequent monitoring of BGC. however, Type-II patients, usually, in long-term may need to use insulin to regulate the BGC.
The BGC of a person (at a future instance of time) is dependent on factors like 1) a meal or bolus (a type of food, quantity taken etc.) person takes; 2) and on a workout (exercise, walking, etc.) a person does. Type-I diabetes patients require multiple daily BGC measurements and insulin injections, to regulate the BGC. As such, it becomes a tedious process to manage Type-I patients BGC; since this process requires frequent finger pricks to measure current BGC and then compute insulin dosage (based on factors describe above).
The integration of a diabetic (Type-I) patient to a healthcare IoT allows us to design an intelligent system which continuously monitors patients BGC and adjust the insulin dosage automatically; i.e. an IoT-based artificial pancreas. Functionally, IoTbased artificial pancreas shall mimic the working of the pancreas by regulating patients BGC in the normal zone (as specified for fasting and post-meals). The controller works in a closed-loop by regulating insulin-pump actuator, based on BGC from Continuous Glucose Monitor (CGM) sensor. The proposed system is composed of four parts: 1) sensor/actuator node 2) coordinator 3) communication channel 4) cloud based server for data analytics, machine learning, and feedback to the insulin pump, see Figure 1 .
The key issues that we consider in this paper are:
1.To develop a formal model of an artificial pancreas, and map it to an IoT system, 2. The issues/properties that we should consider in a healthcare IoT.
Body Area Network
Body Area Network (BAN), see Figure 6 : is a network of embedded systems which are capable of: sensing and/or actuation, computation, and communication (wired/wireless). These embedded devices are low-power battery operated, placed around a human body (epidermal or endodermal) to sense and act in a coordinated fashion-i.e. a node in BAN may be of wired or wireless type, however, we consider wireless BAN (WBAN) in this paper due to the need for the ambulatory, modularity, scalability (ease of adding new nodes without having to connect wires), and flexibility in a healthcare IoT systems.
We can use various topologies for networking the BAN nodes, such as Star, Cluster-tree, and Mesh. The Star topology has single point of failure, the central node (may be due to battery decay etc.), and as such the device network collapses.
Fig. 3: entities and Components of an End-to-end Architecture For Artificial Pancreas System
Similarly, Cluster-tree may also suffer from branch pruning, due to the failure of intermediate cluster coordinators. Such failure may not cause any problem in certain networks, however, since we are developing a safety-critical application we need to use a robust network topology. Therefore, we consider mesh topology which provides robustness in terms of multiple available paths for routing packets in a network. The BAN designates one of its nodes as a BAN gateway-node (of BAN network) for external communication and all messages designated for an external network (through IoT gateway) are routed through the BAN gatewaynode. For example, in Figure 6 we have seven nodes in a mesh topology and one of the nodes is acting as a BAN gateway to forward the message to an IoT gateway. Furthermore, since the number of nodes attached to a patient is not arbitrarily large, the routing algorithm for BAN can converge quickly without consuming too much energy-each node is capable of measuring multiple parameters, therefore, it is reasonable to consider that we have a fairly limited number of nodes attached to a patient.
Artificial Pancreas Model
Artificial Pancreas (AP) is safety-critical system 1 and we specify AP as a set of components that are composable together. The conceptual block diagram of a proposed artificial pancreas is given in Figure 1 . The model, in Figure 1 , captures the underlying principle components of IoT, i.e. sensors, actuators, computation, and communication. The essence of this composable model is the ability to capture different requirements of components like high assurance, safety-critical, performance-critical, quality-of-service etc. at the design time. Therefore, this approach may allow us to capture and model requirements of diverse IoT systems (a simple toaster to a safety-critical node). In Figure 1 , the sensor (CGM) reads the BGC from a patient and communicates it to the controller. The sensors (e.g. accelerometer, temperature, pulse oximeter, heartbeat etc.) read the parameters and communicate those to the controller and context component. The context component, based on the sensor values, computes the context of the patient (i.e. if the patient is walking, sleeping, sitting, eating, etc.) using machine-learning algorithms 17 . The computed context is useful as the future BGC is human activity dependent, and as such is sent to the controller. The controller based on the inputs from context component, database component (which stores a patient's reference parameters), sensor component (CGM) computes the appropriate set pointfor the actuator component (insulin pump). Thereby, the controller controls the BGC of a patient in an intelligent (human independent) closed-loop manner.
here we may use a Deep Neural Networks (DNN) controller as the control algorithm [18, 19] for the AP. The choice of DNN controller is based on the facts that: 1) integration of diabetic patients into IoT will generate big data,since there are large number of diabetic patients world wide2) we can train better DNN controllers using these data (initially we only gather data for data analytics and to train DNN controller) 3) we can use powerful computational resources in the cloud to train the DNN 4) such controller can be robust and capable of approximating dynamic behaviour of the system to desired level of accuracy, assuming large number of patients-given these facts, we use computational resource in cloud 19 . Therefore, such a controller may perform better given diverse data to train the controller-yet it will act in a personalised manner, based on a patient specific set-points in the database component. Moreover, the data analytics (point 2) allows us to combine, integrate, and analyse all the data, which can provide better insight (visualisations, hidden patterns, unknown dependencies etc.) for healthcare providers and policy makers.
An IoT-based AP is a distributed system, as described in Figure 1 , the mapped components run on different networked computational resources.
The interaction between these computing resources (referred to as a node in rest of the paper) is coordinated by message passing.
KPN based formal model an Ar tificial Pancreas
We now describe a KPN model-which is a dataflow model-for correct specification of an AP, to capture the structural (i.e. physical infrastructure like nodes, network etc.) and for behavioural (virtual infrastructure like protocols, tasks, processes etc.) semantics. KPN, see 21 , model consists of processes and channels. The components of a KPN are represented as a directed graph G=(V,E), where nodes V is a set of all processes and arcs E is a set of all unidirectional FIFO (First-In-First-Out) communication channels, see Figure 2 -note that we have already identified the components of an AP in Section 4. KPN, see 20 , is a parallel computation model (with a deterministic behaviour) where any application can be modelled as a set of concurrent independent processes with unbounded FIFO buffers in between. The processes readtheir inputs from a FIFO and write their outputs to a FIFO, connected to a process in graph G.
The writes to a channel are non-blocking (i.e. process continues to write data into FIFO, unconditionally) and the reads are blocking (i.e. read is conditional; the unavailability of data in FIFO causes read to wait until the data is available in FIFO). The processes in KPN may or may not have an input or an output channel (i.e. no read or write); for example, SensorOther 1 and SensorCGM processes do not read from any input channel, and InsulinPump process does not write to any output channel. The mapping function, see 21 , of a program (say P) associated with AP, is given in Table 1 -along with their mappings onto a hardware component.
Fig. 4: Example mapping of a KPN network to P/S and R/R messaging models
The SensorOther could be mapped to one node or many nodes; for a multi-node case each node senses a unique or a group of characteristic (e.g. temperature, pressure etc.). here X1, X2, X3, X4 values are on channels which are generated by processes: SensorCGM, Controller, Context, SensorOther respectively, and put in corresponding Queues: Queue1, Queue2, Queue3, and Queue4. In 21 , authors prove various important properties of a program P, like boundedness, monotonicity, and determinism, which are important for us, since we aredesigning a safety-critical system. Moreover, the processes in a KPN model are autonomous, as such the processes need not know about other processes. The processes that communicate with each other simply do so using a queue.
IoT Implementation description of an AP
A general architecture of a healthcare IoT systemis depicted in Figure 3 . The BAN on patients is connected to a gateway, which is connected to the Internet. This allows BAN nodes to communicate measurements to a server on the Internet via a gateway node (which understands communication protocol of both BAN and Internet). We now consider the mapping KPN model onto an IoT.
The formal model of an artificial pancreas we described abstracts many details like underlying network protocols used, type of communication hardware etc. KPN provides us with a simple read and write based formalism for processes of a system. We map the abstract read and write formalism of KPN onto an IoT protocol stack, which is standardised-this is possible if they have an interface similar to KPN's read and write formalism. The standard application layer IoT protocols (like mqtt, mqtt-sn, CoAp, ZeroMq etc.)use such a formalism as a messaging model 1 called: Publish/ Subscribe (P/S) and Request/Response (R/R); for communication between interested entities. These messaging models function by decoupling the sender from the receiver.
The use of a particular messaging model depends on an application, and the adoption depends on a matrix given in Table 2, see   22 . For example, we may use R/R messaging model for a CGM sensor node as it needs to reliably stream the data to a server, and we may use P/S messaging model for a temperature sensor as we may sample aperiodically to communicate the data to a server. Nevertheless, some IoT systems may require hybrid messaging models. Therefore, we use P/S messaging model for nodes, which do not needreliability and timeliness, and R/R messaging model for nodes, which do not need mobility and adaptability.
The possible solutionsfor a hybrid messaging model are: 1) use of R/R adaptation layer for P/S, see 22 ; 2) allow nodes to implement either P/S or R/R messaging model and use a gateway implementing a multiple-protocol stack (i.e. both P/S and R/R) joining two messaging paradigms, e.g. emqttd 23 implements both; 3) use only one of the messaging model (R/R or P/S)-depending on the features which are required most. The first two choices seem reasonable and shall be explored further.
The node, in P/S messaging model, publishes (sends) a message to a central entity called a broker, where it is stored against a topic in the broker. A broker is a software module, which sits in between a publisher and subscriber. A Broker receives all the messages from the publishing nodes and sends them to the nodes subscribing the topic, see Figure 6 . The node, which is interested in receiving a message from some node, subscribes to the topic published by that node. In P/S messaging model, the publisher does not have an acknowledgement-path, as the publisher does not know if the subscriber has received a message or not-P/S is also, appropriately, called fire and forget messaging model and is 1-to-many cast. Therefore, P/S messaging model is suited for nodes that require mobility and communicate asynchronously with a gateway, see Table 2 .
The R/R messaging model is a client-server model. A client requests information from a server and server replies. In R/R messaging model a client is any entity that makes a request (which could be a node or a gateway or a server) and a server is any entity, which replies (which could be a node or a gateway or a server). Therefore, R/R messaging model is more like a one-to-one model, and well suited for nodes that lack mobility and communicate synchronously with a gateway, see Table2.
A P/S messaging model is homomorphic to KPN model. Consider a queue between two communicating processes P1 and P2 in a KPN model of Figure 5 . We can map P1 (a publisher) to a function which enqueues message and we can map P2 (a subscriber) to a function which dequeues a message, from the same queue on a broker. As sych, the publishers/subscribers are autonomous, like the processes in KPN model. An R/R messaging model is also homomorphic to KPN model. however, compared to P/S messaging model, the queue is distributed between a client (Request) and a server (Response). Consider R/R case for processes P1 and P2 of KPN model in Figure 5 . We assume synchronous communication channel is set up between nodes hosting processes P1 and P2-in the case of a failure a client node retries to establish a communication channel. We also assume that message transactions and queue buffers are atomic, and queues in client and server are sufficiently large. As such, we get two cases:
• P2 (client) sends a request (analogous to read of KPN model) to P1 (server). As P1 (server) receives a request it dequeues a message from its queue and sends (i.e. response) the message through the established communication channel to P2 (client). As such, read (request in this case) retains the blocking property of a KPN model-read is only blocked when a server is empty. • P1 (client) sends a request (analogous to write of KPN model) to P2 (server). As P2 (server) receives a request it responds with an OK 1 message to P1 (client). P1 (client), after receiving the OK message, dequeues a message from its queue and writes (i.e. response) that message through the established communication channel to P2 (server). Therefore, a write (request in this case) retains the non-blocking property of a KPN model-write is never blocked since the OK message has been received.
Using the approach describe above, enables us to map our formal model to an IoT messaging model and choosea messaging model for individual nodes depending on the requirements (see Table 2 ). For example, IoT protocols like mqtt, mqtt-SN use P/S messaging model and CoAp uses R/R messaging model, thus we can select an IoT protocol stack for a node based on the properties discussed in this section.
IoT Node architecture
We consider that the nodes are physical devices: which have a computational capability, measure some physical/chemical property of a patient, have some networking capability to communicate measurements, and are battery powered. Moreover, a gateway is also a node, which manages a group (cluster) of nodes and acts as an interface to other network types. A node may act as a router (in multi-hop networks) and simply pass the messages to a destination node. The architecture of a generic node is depicted in Figure 7 .
The nodes can have varying computational capabilities, form factor, power consumption, communication capabilities, cost etc.-which depend on the selection of modules used by the node designers. The choice of selecting a particular node implementation (i.e. a hardware platform and software configuration running on top of it) depends on the problem at hand, which an IoT designer will choose based on the application requirements, and the IoT stack required.
The ambulatory nodes are suitable in a healthcare IoT. As such, we may choose a low-power node that communicates wirelessly and which run an IoT 
Dependability
Dependability, see 24 , is the system property that integrates such attributes as reliability, availability, safety (described above), security, survivability, maintainability. The dependability is a much-desired property in a healthcare environment-both for hardware and software components of IoT. Lack of reliability (correct continuous service) in a healthcare systems could potentially kill a patient; for example, consider a patient attached to an insulin pump (actuator node in BAN) and the node not being able to receive commands from server as such intended system behaviour is not reached-due to software, hardware or network failure. Nevertheless, achieving reliability is not sufficient, as satisfying availability is necessary as well. For example, the highly reliable system with low availability (a system working for only a limited period) will only issue commands to an insulin pump during those working periods; a patient can die due to lack of input during the periods of non-availability.
having a reliability and availability is not sufficient. The healthcare IoT system, also, requires confidentiality (only authorised access to information)-since we are dealing with personal patient data-and integrity (only authorised system modification)-illegal modification of patient dosage can potentially kill a patient. Lastly, maintainability is also an important requirement of IoT systems in general, as it allows us to modify the system (SW/hW components), thereby removing potential issues which could have an effect on our system like security, reliability, availability etc.
In order for our system to have these dependability proper ties, we need to design IoT system components to be dependable from the very start, and composability of these components will make our system dependable. Therefore, certain techniques have to be followed to develop a dependable IoT components. These techniques are 1) fault prevention (preventing the fault from happening); 2) fault tolerance (function even in presence of faults); 3) fault removal (reduce faults); 4) fault forecasting (estimating present, future faults)-interested reader should see 64 for detailed discussion. 
Conclusion
In this paper, we presented a formal healthcare IoT framework. This approach enables us to present an innovative convergence of scalable and interoperable system modules; since standardisation facilitates interoperability. We, also, described the patient BAN and its integration to the IoT. We, also, presented an architecture of an end-to-end healthcare IoT, along with its components. Moreover, we presented a model thatcan be used in a closed-loop to control the actuators on a patients (for example, to control insulin) using machine-learning algorithms and learn patients'physical activity context (for example, walking, sleeping etc.). The closed-loop (human independent) solution requires minimum intervention.
The adoption of IoT in healthcare can be an enabling factor that can mitigate challenges healthcare and disease management. Nevertheless, IP-network may be a limiting factor that may regress the proliferation of IoT. This is due to the fact that we have limited knowledge about how IP-network (bandwidth limited) behaves under the tremendous network load that unprecedented number IoT nodes may generate. Moreover, configuration management of hardware and software (like firmware, calibration bug-fixes etc.) in IoT is going to be a challenge due to the heterogeneity of hardware and software; which is important as these may lead to dependability issues in an IoT system. As such, in coming years dependability is going to be a key challenge in IoT for researchers in industry and academia.
