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Metal-containing systems present a challenge for both theoretical and experimental
chemists. Joint efforts are required to fully understand their complex electronic struc-
ture and their role in catalysis. On the side of theory, accuracy is essential but the cost
of wave function methods is deterrent to this goal.
The emphasis of this work is on the development of a QM/QM method for biomolecules
which can reach wavefunction accuracy. To properly describe the electron correlation
in transition metals inclusion of higher-order excitations is required. However, some of
these effects are relatively local in nature (regularly connected with the metal center) and
hybrid or embedding approaches offer a cost-effective alternative for their computation.
In the proposed QM/QM scheme, localized orbitals are used to split the system into
different groups. This allows for high accuracy in regions where bond breaking/formation
takes place, while the remaining environment is described at a low level. Coupled cluster
and MP2 approaches can be combined in a single calculation, without resource to model
systems.
In the present thesis, this QM/QM method will be applied for the first time in the
treatment of closed-shell metal systems and for open-shell systems in general. The ap-
plication on different complexes containing a wide variety of metals will be presented. It
will be shown that this method provides valuable insights into the aurophilic interaction.
On the example of molybdenum enzymes, it will be shown that high accuracy for the
calculation of reaction pathways can be obtained with significantly reduced computa-
tional costs. On the example of nitrite reductase, it will also be shown that properties,
such as electron affinities, can be reliably calculated.
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The role of metals in biological processes is receiving ever-increasing recognition. Over
one third of all proteins contain at least one metal ion as an essential prosthetic group.
It is generally known that these metallobiomolecules are of key importance for a large
number of biological reactions and phenomena, e.g. electron transfer and enzymatic
catalysis in oxidation. A comprehensive understanding of the regulation and molecular
mechanism of metallobiosites function is not only of fundamental interest, but is of great
importance for the various industries, e.g. medical, biotechnological, environmental etc.
Metalloenzymes are capable of carrying out energetically difficult chemical transforma-
tions at ambient conditions and the understanding of these processes can lead to their
application in various technological contexts.
One way to gain a detailed understanding of metallobiomolecules is through theoret-
ical calculations. The method which is widely used in the computational research of
such species is density functional theory (DFT), since it is cheaper than wavefunction
alternatives and it can compete in accuracy. However, this method is less suited for
the description of the organic substrates, their weak interactions with metal centers and
reactivity, due to the approximate correlation functionals used. Therefore, further devel-
opment of wavefunction methods is necessary, since electronic correlation in transition
metals is particularly difficult to describe. However, some of these effects are relatively
local in nature (regularly connected with the metal centers) and hybrid or embedding
approaches offer a cost-effective alternative for their computation.
This thesis is structured as follows. In Chapter 2 theoretical methods which were
used throughout the thesis are shortly reviewed. Since the derivation of coupled cluster
equations can be cumbersome, diagrammatic representation is presented and applied in
the context of coupled cluster theory.
In Chapter 3, theoretical studies on the aurophilic effect are presented. The latter
have been based on local correlation methods, which have been used to partition the
correlation energy and to inspect the contribution of the Au· · ·Au interaction to the
correlation energy in a variety of dimers.
In Chapter 4 molybdenum enzymes were investigated. This chapter is divided into
two parts. In the first part three possible reaction mechanisms for sulfite oxidase were
investigated using the LCCSD(T0) method. In the second part the LMOMO method
was evaluated on the example of sulfite oxidase as well as dimethyl sulfoxide reductase.
In Chapter 5 LMOMO calculations on open-shell systems are presented. The chapter
starts with the application of the LMOMO method on small benchmark systems. In
2
the second part of the chapter the LMOMO method was applied on the copper nitrite





In the Hartree-Fock (HF) theory the motion of electrons is described in the average field
of the other electrons. The instantaneous interaction between electrons due to their
mutual repulsion is not included. The purpose of all post-Hartree-Fock methods is to
describe this omitted interaction. The latter is called electron correlation and represents
the difference between the HF description and the exact solution. The correction to the
energy is called correlation energy and is strictly defined as
∆Ecorr = Eexact − EHF . (2.1)
The correction to the wave function which is present in some of post-HF methods de-
termines the electron density and all other properties of molecules:
Ψexact = ΦHF + χcorr. (2.2)
However, this type of the correlation is not the only one which is not properly described
in the HF theory. Two types of the correlation which are lacking in the HF theory
exist: dynamic and static correlation. Dynamic correlation reflects the instantaneous
correlation in the motion of electrons. Static correlation can be present in the case of
excited states and other open-shell systems, and sometimes even in closed-shell systems
where bonds are stretched near breaking. These systems cannot be properly described
using a single-configuration description. To properly deal with these two types of electron
correlation two different treatments can be applied. In the case of dynamic correlation
one can use perturbation methods and coupled cluster theory. In the case of static
correlation one reaches for multireference methods. In the following text perturbation
methods and coupled cluster theory will be described.
2.1 Second Quantization
Before we derive the equations for post-Hartree-Fock methods we will introduce the
notation which will be used throughout. In the standard formulation of quantum me-
chanics (QM) observables are represented by operators and states by functions. In the
formalism of second quantization [1–3], states are also represented by operators. Every
state can be expressed as a combination of creation and annihilation operators working
on the vacuum state. In this way a compact and convenient representation is introduced
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and important relationships can be developed in an elegant manner.
A creation operator â†i can be associated with a spin orbital χi and it is defined as:
â†i |χk · · ·χl⟩ = |χiχk · · ·χl⟩ (2.3)
where |χk · · ·χl⟩ represents an arbitrary Slater determinant (SD). Thus â†i creates an
electron in the spin orbital χi. On the other hand, an annihilation operator âi destroys
an electron from the spin orbital χi from an arbitrary SD:
âi |χiχk · · ·χl⟩ = |χk · · ·χl⟩ . (2.4)
It is important to notice that an annihilation operator can only act on a determinant
if the spin orbital, which will disappear, is immediately on the left. In the case where
this is not fulfilled the spin orbital should be properly reordered by interchanging the
columns of the determinant:
âi |χkχlχi⟩ = −âi |χiχlχk⟩ = − |χlχk⟩ = |χkχl⟩ . (2.5)
The other important thing to notice is that in the case of the creation operator the order
in which two operators are applied to a determinant is crucial. For example:
â†i â
†
j |χk · · ·χl⟩ = â
†
i |χjχk · · ·χl⟩ = |χiχjχk · · ·χl⟩ , (2.6)
on the other hand, if we change the order we obtain:
â†j â
†
i |χk · · ·χl⟩ = â
†
j |χiχk · · ·χl⟩ = |χjχiχk · · ·χl⟩ = − |χiχjχk · · ·χl⟩ . (2.7)




s]+ = 0̂. (2.8)
Since the annihilation operator is the adjoint of the creation operator we also obtain the
anticommutator relation for the annihilation operator:
[âr, âs]+ = 0̂. (2.9)
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One can also obtain a general anticommutator relation between a creation and an an-
nihilation operator. We first consider how the operator âiâ†i + â
†
i âi acts on an arbitrary





i âi) |χk · · ·χi · · ·χl⟩ = â
†
i âi |χk · · ·χi · · ·χl⟩
= −â†i âi |χi · · ·χk · · ·χl⟩
= −â†i |· · ·χk · · ·χl⟩
= − |χi · · ·χk · · ·χl⟩
= |χk · · ·χi · · ·χl⟩ . (2.10)





i âi) |χk · · ·χl⟩ = âiâ
†
i |χk · · ·χl⟩
= âi |χiχk · · ·χl⟩
= |χk · · ·χl⟩ . (2.11)





i âi = 1̂ = [âi, â
†
i ]+. (2.12)
Finally, one should consider (â†j âi + âiâ
†
j) |χk · · ·χl⟩ when i ̸= j. For this term it should
be shown that it is equal to zero, since the only case when this expression can be nonzero
is when the spin orbital χi appears and the spin orbital χj is not present in |χk · · ·χl⟩.
However, even in that case we obtain zero as a result of the antisymmetry property
of determinants. Thus, for the anticommutation relation between a creation and an
annihilation operator we obtain:
[â†i , âj]+ = [âi, â
†
j]+ = δ̂ij, (2.13)
where δ̂ij is the Kronecker-delta operator.
The anticommutation relations for the creation and annihilation operators can then
8 Theoretical Background
be summarized as




[â†i , âj]+ = [âi, â
†
j]+ = δ̂ij. (2.14)
They determine all other algebraic properties of the second-quantization formalism.
Since the electronic Hamiltonian consists of one- and two-electron operators we want
to know how to represent the latter in second quantization. It can be shown that the







⟨k| ĥ |l⟩ â†kâl. (2.15)














⟨i(1)j(2)| ĝ12 |k(1)l(2)⟩ â†i â
†
j âlâk. (2.16)









⟨ij| v̂ |kl⟩ â†i â
†
j âlâk, (2.17)
where ⟨ij| v̂ |kl⟩ ≡ ⟨i(1)j(2)| v̂12 |k(1)l(2)⟩.
The antisymmetric two-electron operator can be abbreviated as:
⟨ij| v̂ |kl⟩ − ⟨ij| v̂ |lk⟩ = ⟨ij| v̂ |kl⟩A = ⟨ij| |kl⟩ . (2.18)
If we also know that:
⟨ij| |kl⟩ = −⟨ij| |lk⟩ and âlâk = −âkâl, (2.19)
Second Quantization 9











⟨ij| |kl⟩ â†i â
†
j âlâk. (2.20)
In order to obtain the spin-free formulation of the Hamiltonian in second quantization





























and for two-electron integrals different symmetries are present for real and complex
orbitals. For complex orbitals, Hermitian symmetry is satisfied:
(ij|kl) = (ji|lk)∗, (2.26)
and in the case of real orbitals, permutational symmetry is also present
(ij|kl) = (ji|kl) = (ij|lk) = (ji|lk). (2.27)
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Before we write the spin-free Hamiltonian, we will write some helpful operator rela-
tions:
ÊrsÊai = Êai,rs + δasÊri, (2.28)
Êrs,tuÊai = Êai,rs,tu + δasÊri,tu + δauÊrs,ti. (2.29)
The nonrelativistic and spin-free molecular electronic Hamiltonian in the second-quanti-










The one- and two-electron integrals are the same as before, except that the integration
runs over the spatial coordinates only.
Finally, the following density matrix relations which are valid for the reference function
will also be used
⟨Φ0| Êij |Φ0⟩ = 2δ̂ij, (2.31)
⟨Φ0| Êik,jl |Φ0⟩ = 4δ̂ikδ̂jl − 2δ̂ilδ̂jk. (2.32)
2.2 Møller-Plesset Perturbation Theory
One way to include the correlation interaction into wave function calculations is by the
use of Møller-Plesset (MP) perturbation theory [4]. In this theory one assumes that the
HF solution is a sufficiently good approximation to the total energy of the system and
the missing contributions are obtained through a perturbation expansion. Thus, the
Hamiltonian can be divided into a reference Ĥ(0) part and a perturbation Ĥ(1) part:








[ĥ(i) + ĝ(i)] (2.34)
Ĥ(1) = Ĥ − Ĥ(0) (2.35)
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where the unperturbed part of the Hamiltonian represents the sum of the Fock operators.








λkΨ(k) = Ψ(0) + λ1Ψ(1) + λ2Ψ(2) + . . . . (2.37)
These expansions are now inserted into the Equation (2.33) and since this holds for any
λ, an equation for each power of λ is obtained:
λ(0) : Ĥ(0)
∣∣Ψ(0)⟩ = E(0) ∣∣Ψ(0)⟩
λ(1) : Ĥ(0)
∣∣Ψ(1)⟩+ Ĥ(1) ∣∣Ψ(0)⟩ = E(0) ∣∣Ψ(1)⟩+ E(1) ∣∣Ψ(0)⟩
λ(2) : Ĥ(0)
∣∣Ψ(2)⟩+ Ĥ(1) ∣∣Ψ(1)⟩ = E(0) ∣∣Ψ(2)⟩+ E(1) ∣∣Ψ(1)⟩+ E(2) ∣∣Ψ(0)⟩
. . .
λ(k) : Ĥ(0)




This expansion can be truncated at any point. The zeroth order energy presents the
sum of the orbital energies and the first order recovers the HF energy. Therefore, the
second order is the first correction to the HF energy. These energies are obtained by
multiplying the first three equations with
⟨
Ψ(0)
∣∣, where Ψ(0) is the HF wave function:
λ(0) : E(0) =
⟨
Ψ(0)
∣∣ Ĥ(0) ∣∣Ψ(0)⟩ = N∑
i
ϵi
λ(1) : E(1) =
⟨
Ψ(0)





λ(2) : E(2) =
⟨
Ψ(0)
∣∣ Ĥ(1) ∣∣Ψ(1)⟩ (2.39)
As one can see, to obtain the second order correction one needs the first order wavefunc-
tion. According to the Brillouins theorem, single excited configurations do not interact
with the reference state. Therefore, the first order wavefunction depends only on the
12 Theoretical Background








∣∣Φabij ⟩ , (2.40)
where
∣∣Φabij ⟩ is: ∣∣Φabij ⟩ = ÊaiÊbj ∣∣Ψ0⟩ . (2.41)
Since the double excited configurations are neither orthogonal nor normalized, we will












In this way, the final equations are greatly simplified. Relationships between contravari-
ant and covariant forms of configurations and amplitudes are as presented here:⟨
Φ̃abij
∣∣∣Φcdkl⟩ = δacδbdδikδjl + δadδbcδilδjk, (2.44)⟨
Φ̃abij
∣∣∣Ψ(1)⟩ = T ijab, (2.45)⟨
Φ̃abij
∣∣∣ Ĥ ∣∣Ψ(0)⟩ = (ai|bj) = Kijab, (2.46)
where Kijab denotes the exchange integral. Using these relations one can obtain the second
order correction to the energy:
∆EMP2 = E
(2) = ⟨Ψ(0)| Ĥ(1)



















∣∣∣ Ĥ(0) − E(0) ∣∣Ψ(1)⟩+ ⟨Φ̃ijab∣∣∣ Ĥ ∣∣Ψ(0)⟩ = 0. (2.48)
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This equation should be equal to zero for the converged solution. Using second quanti-

















abfkj) = 0 (2.49)
These double residuals are orbital independent and can be used with any type of or-
bitals. Solving this equation for double amplitudes and considering canonical orbitals
one obtains:
T ijab = −
Kijab
(ϵa + ϵb − ϵi − ϵj)
, (2.50)











ϵi + ϵj − ϵa − ϵb
. (2.51)
In the same way, higher order perturbations can be included leading to the MPn series.
However, their inclusion does not guarantee the convergence of the series. Nevertheless,
the MP2 method is widely used since the improvement over HF theory is significant
and it is the cheapest correlation method (with a formal scaling of N5 with the system
size). On the other hand, the error can be large in some cases, e.g. for molecules
with a small HOMO-LUMO gap and when the HF reference is a poor description.
Empirical corrections to MP2 [5, 6] have been introduced to correct for the well-known
overestimation of the correlation energy.
2.3 Coupled Cluster Theory
Coupled cluster (CC) [1, 3] takes the basic Hartree-Fock molecular orbital method and
constructs multi electron wavefunctions using the exponential cluster operator to account
for electron correlation. The cluster operator is given as:
T̂ = T̂1 + T̂2 + T̂3 + . . . , (2.52)
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a sum over all excitation operators, including singles (T̂1), doubles (T̂2) and all other

















where tij...ab... are the amplitudes for the corresponding operators. In general, an excitation






tij...ab...ÊaiÊbj . . . . (2.56)
The indices i, j, k, l refer to occupied orbitals (hole indices) and a, b, c, d to unoccupied
orbitals (particle indices). Indices r, s, t, u will refer to general orbitals. The 1
(m!)2
factor accounts for the redundancy created by the unrestricted summations, since any
permutation of the m hole indices or of the m particle indices does not produce a distinct
contribution.
The wavefunction of the coupled cluster theory is written as an exponential ansatz:
|Ψ⟩ = eT̂ |Φ0⟩ (2.57)
The exponential operator eT̂ can be expanded in a Taylor series, resulting in:
eT̂ = 1 + T̂ +
1
2!
T̂ 2 + . . . (2.58)
2.3.1 Coupled Cluster Theory with Singles and Doubles
In case of coupled cluster with singles and doubles (CCSD), the cluster operator will be
restricted to
T̂ = T̂1 + T̂2. (2.59)
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Taking T̂ in Equation (2.59), counting only up to double excitations, one obtains:




2 + · · ·
= 1 + (T̂1 + T̂2) +
1
2
(T̂ 21 + 2T̂1T̂2 + T̂
2
2 ) + · · · (2.60)
If we now insert the coupled cluster wavefunction into the Schrödinger equation and use









2+· · · ) |Φ0⟩ (2.61)
where E = E0 + Ecorr. If we now multiply Equation (2.61) from the left with ⟨Φ0| we
obtain an expression for the energy:
⟨Φ0| Ĥ(1 + T̂1 + (
1
2
T̂ 21 + T̂2)) |Φ0⟩ = ⟨Φ0|E(1 + T̂1 + (
1
2
T̂ 21 + T̂2)) |Φ0⟩ , (2.62)
where only the terms which contribute to the energy are kept.
If we want to obtain the single amplitudes for CCSD we need to keep all terms from
Equation (2.58) which contain up to triple excitations, as they will couple to the single
excited space through the Hamiltonian. In the case of double residuals, quadruple terms
will be present. Therefore, if we include the exponential operator eT̂ as described and
multiply Schrödinger equation with ⟨Φai | we obtain the connected amplitude equation
for single amplitudes:
⟨Φai | Ĥ(1 + T̂1 +
1
2
T̂ 21 + T̂2 + T̂1T̂2 +
1
3!
T̂ 31 ) |Φ0⟩ =
= ⟨Φai |E(1 + T̂1 +
1
2
T̂ 21 + T̂2 + T̂1T̂2 +
1
3!
T̂ 31 ) |Φ0⟩ . (2.63)
We will start by solving for the energy, by reforming Equation (2.62):
⟨Φ0| Ĥ |Φ0⟩+ ⟨Φ0| ĤT̂1 |Φ0⟩+ ⟨Φ0| Ĥ(
1
2
T̂ 21 + T̂2) |Φ0⟩ =
⟨Φ0|E |Φ0⟩+ ⟨Φ0|ET̂1 |Φ0⟩+ ⟨Φ0|E(
1
2
T̂ 21 + T̂2) |Φ0⟩ , (2.64)
E0 + ⟨Φ0| ĤT̂1 |Φ0⟩+ ⟨Φ0| Ĥ(
1
2
T̂ 21 + T̂2) |Φ0⟩ = E. (2.65)
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From the last equation the correlation energy can be computed as:
Ecorr = ⟨Φ0| ĤT̂1 |Φ0⟩+ ⟨Φ0| Ĥ(
1
2
T̂ 21 + T̂2) |Φ0⟩ . (2.66)
In order to obtain working equations, we will make use of the Hamiltonian in second
quantization as given in Equation (2.30). This results in




















T̂ 21 + T̂2) |Φ0⟩ (2.67)
We will look in these terms separately, the first term is:
































(rs|tu)Êrs,tuÊai] |Φ0⟩ tia (2.68)














The first term in the above equation with Êai,rs is equal to zero since a cannot be equal
to i, and the third term with Êai,rs,tu is equal to zero since ⟨Φ0|Φabcijk⟩ will give zero. The












(rs|tu)[⟨Φ0| δasÊri,tu |Φ0⟩+ ⟨Φ0| δauÊrs,ti |Φ0⟩]]tia
(2.70)
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If we know that




for the first term we will obtain




ia = Fia. (2.73)
Now we will consider the second term from Equation (2.67):














































































Combining Equations (2.28) and (2.29) the operator relation
ÊrsÊaiÊbj = [Êai,rs + δasÊai]Êbj
= Êbj,ai,rs + δbiÊaj,rs + δbsÊai,rj + δas[Êbj,ri + δbiÊrj]
= Êbj,ai,rs + δbiÊaj,rs + δbsÊai,rj + δasÊbj,ri + δasδbiÊrj (2.76)
is obtained, as well as
Êrs,tuÊaiÊbj = [Êai,rs,tu + δasÊri,tu + δauÊrs,ti]Êbj
= Êai,rs,tuÊbj + δasÊri,tuÊbj + δauÊrs,tiÊbj
= Êai,rs,tuÊbj + δas(Êbj,ri,tu + δbiÊrj,tu + δbuÊri,tj)
+ δau(Êbj,rs,ti + δbsÊrj,ti + δbiÊrs,tj) (2.77)
Since a ̸= i, j, . . . and b ̸= i, j, . . ., some of the terms in Equation (2.76) are equal zero,
the rest of the terms is equal zero due to ⟨Φ0|Φabcijk⟩ or ⟨Φ0|Φabcdijkl ⟩ being zero. Therefore,
for Equation (2.76) we obtain
ÊrsÊaiÊbj = 0 (2.78)
and due to the same reason we obtain for Equation (2.77)
Êrs,tuÊaiÊbj = δasδbuÊri,tj + δauδbsÊrj,ti (2.79)


















Cijab[δasδbu ⟨Φ0| Êri,tj |Φ0⟩+ δauδbs ⟨Φ0| Êrj,ti |Φ0⟩] (2.80)
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if we instead use:











































2.3.2 Coupled Cluster Theory in Diagrammatic Representation
An alternative to derive the CC equations is to use diagrammatic representation. The
purpose of diagrammatic representation is:
• to ease the task of finding all non-vanishing distinct terms in the CC equations,
• to bring out certain cancellations in these sums,
• to provide systematic manipulation of the various surviving terms,
• to construct the CC energy and amplitude equations far more quickly than by
direct application of Wick’s theorem or any other algebraic way.
Diagrammatic representation has its origin in quantum field theory, in the form of
Feynman diagrams, in an explicit time-dependent format. Initially, in the Rayleigh-
Schrödinger perturbation theory (RSPT) diagrammatic representation was also in time-
dependent form. This was indicated in the diagrams by a time axis. This time axis
can be vertical or horizontal. In the case where the time axis is vertical, if we want to
represent Û
∣∣Φabij ⟩, we start with a representation of ∣∣Φabij ⟩ at the bottom, and the operator
Û is given above, leading to a representation of the result at the top. The second case
is when the time axis is horizontal, then one writes terms going from right to left in the
same way as for the vertical axis. In the following text we will make use of the vertical
representation. First we will go through basic rules and representations. Later we will
proceed to obtain an equation for the correlation energy of CCSD, showcasing the power
of diagrammatic representations.
Slater determinants
In the diagrammatic representation the Slater determinant (SD) for the reference state
(Fermi vacuum) is represented by an empty space, i.e. by a position on the time axis
at which there are no lines or other symbols. All other SDs are represented by vertical
or diagonal directed lines, pointing upward for particles and downwards for holes, with
labels identifying the spin orbitals.
Φai = i a Φ
ab
ij = i a j b
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In the case where a ket or bra should be indicated different notations can be used:
|Φa⟩ = â† |0⟩ = a |Φi⟩ = î |0⟩ = i
|Φai ⟩ = {â†î} |0⟩ = i a ⟨Φa| = ⟨0| {̂i†â} = i a
∣∣Φabij ⟩ = {â†b̂†ĵ î} |0⟩ = {(â†î)(b̂†ĵ)} |0⟩ = i a j b
The horizontal double line represents the point of operation of the normal-product
operator, and below or above it we have the Fermi vacuum. In this case a new notation
was also used for the creation and annihilation operators, so instead of â†i for the creation
operator we used only î† and for the annihilation operator î was used instead of âi.
One-particle operators
The representation of operators will be considered next. We will start with the one-
electron operator ÛN =
∑
pq ⟨p| û |q⟩ {p̂†q̂} which acts on a singly excited SD |Φai ⟩ =
{â†î} |0⟩. Since the representation will depend on whether p and q are particle or hole
indices we will start with a particle-particle term. Using the generalized Wick’s theorem
we obtain:
⟨b| û |c⟩ {b̂†ĉ}{â†î} |0⟩ = ⟨b| û |c⟩ {b̂†ĉâ†î} |0⟩+ ⟨b| û |c⟩ {b̂†ĉâ†î} |0⟩
= ⟨b| û |c⟩ b̂†â†îĉ |0⟩+ ⟨b| û |c⟩ δac{b̂†î} |0⟩
= 0 + ⟨b| û |c⟩ δac
∣∣Φbi⟩ . (2.86)
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One can observe that the only non-zero term for a particle-particle interaction is
⟨b| û |a⟩ {b̂†â} |Φai ⟩ = ⟨b| û |a⟩
∣∣Φbi⟩ (2.87)





At the bottom |Φai ⟩ is represented and at the top
∣∣Φbi⟩. The point of the operator’s
action is marked by the interaction line (vertex). X is a marker for the operator û. In
case we need to represent more that one one-electron operator, different markers have
to be used (# or △ or □). Also, it is important to note that the bra corresponds to the
line leaving the vertex while the ket corresponds to the entering line.
Now we will consider a hole-hole term. Again using Wick’s theorem we obtain:
⟨j| û |k⟩ {ĵ†k̂}{â†î} |0⟩ = ⟨j| û |k⟩ {ĵ†k̂â†î} |0⟩+ ⟨j| û |k⟩ {ĵ†k̂â†î} |0⟩
= −⟨j| û |k⟩ k̂â†îĵ† |0⟩+ δij ⟨j| û |k⟩ {k̂â†} |0⟩
= 0− δij ⟨j| û |k⟩ {â†k̂} |0⟩
= −δij ⟨j| û |k⟩ |Φak⟩ (2.88)
The only non-vanishing term is:
⟨i| û |k⟩ {̂i†k̂} |Φai ⟩ = −⟨i| û |k⟩ |Φak⟩ (2.89)
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In the case of the particle-hole term one obtains:
⟨b| û |j⟩ {b̂†ĵ}{â†î} |0⟩ = ⟨b| û |j⟩ {b̂†ĵâ†î} |0⟩
= ⟨b| û |j⟩ â†b̂†ĵ î |0⟩
= ⟨b| û |j⟩
∣∣Φabij ⟩ (2.90)
which is represented as:
b j
i a× b
Finally, the hole-particle term is given by:
⟨j| û |b⟩ {ĵ†b̂}{â†î} |0⟩ = ⟨j| û |b⟩ {ĵ†b̂â†î} |0⟩+ ⟨j| û |b⟩ {ĵ†b̂â†î} |0⟩
+ ⟨j| û |b⟩ {ĵ†b̂â†î} |0⟩+ ⟨j| û |b⟩ {ĵ†b̂â†î} |0⟩
= ⟨j| û |b⟩ {0 + δij × 0 + δab × 0 + δijδab |0⟩
= ⟨j| û |b⟩ δijδab |0⟩ (2.91)
with the only non-zero term being:




Some simple rules can be derived for the interpretation of the one-particle vertices.
One can see that the bra in the integral corresponds to an outgoing line, while the ket
corresponds to an incoming line. Also, a creation operator corresponds to an outgoing
line and an annihilation operator to an incoming line.
bra index ↔ creation operator ↔ outgoing line
ket index ↔ annihilation operator ↔ incoming line
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We also saw that in the case of the hole-hole term a phase factor of -1 is present. The
phase factor in this case is associated with one hole being replaced by another. It can be
shown that when we generalize this we obtain a phase factor of (−1)h−l, where h is the
number of hole lines in the loop and l is the number of loops. A path is a sequence of
connected lines, including any connection that indicates particle-hole pairs in the initial
and final state. A loop is a connected path.
Two-particle operators










⟨pq| |rs⟩ {p̂†q̂†ŝr̂}. (2.93)
A two-particle operator is represented with an interaction line which connects two
half-vertices at the same level:
b b .
In the case of two-particle operators a single vertex is composed of two half-vertices
and the interaction line. Line labels are associated in the same way as for the one-particle
operators, but with the added feature for the two-body case that
electron 1 ↔ left half-vertex
electron 2 ↔ right half-vertex
The integral indices associated with a two-body vertex are assigned according to the
scheme
⟨ left-out right-out left-in right-in ⟩,
while the corresponding operator product can be described by
{(left-out)†(right-out)†(right-in)(left-in)}.
Diagrams which employ representations based on non-antisymmetrized integrals are
called Goldstone diagrams.
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Basics for coupled cluster
Based on the diagrammatic representations of one-electron and two-electron operators
introduced in the previous section, the electronic Hamiltonian








⟨pq| |rs⟩ {p̂†q̂†ŝr̂} (2.94)
















for the one electron operator. The numbers below the diagrams denote the excitation
level represented by each diagram. They are calculated as the number of particle-hole
open-line pairs at the top over the number of such pairs at the bottom.













































For the coupled cluster methods, the diagrammatic representation of cluster operators
is also necessary. Using the Goldstone diagrams they are represented as shown below.
T̂1 = i a
(+1)
T̂2 = i a j b
(+2)
T̂3 = i a j b k c
(+3)
To obtain the diagrams which represent the coupled cluster energy, or some of the
amplitudes equations, we need to combine diagrams which represent the Hamiltonian
with diagrams which represent the cluster operator on all possible ways so that we can
obtain the appropriate excitation level. When we have the needed diagrams, and using
certain rules for interpretation we can obtain equations for both energies and amplitudes.
Interpretation rules for coupled-cluster diagrams
Here we will summarize the interpretation rules needed for obtaining coupled cluster
diagrams. First, we will write some general rules for interpretation of different lines and
vertexes in diagrams:
1. In one diagram all lines should have different labels. First the external (open) lines
should be labeled. Downgoing lines are labeled with the hole target indices (i, j,
. . .). Upgoing lines are labeled with the particle target indices (a, b, . . .). (The
target indices are those that occur in the bra part of the amplitude equation.)
After that, internal lines should be labeled with hole and particle indices that are
different from the target indices.
2. Each one-particle interaction vertex b × is associated with a factor fout,in.
3. Each two-particle interaction vertex b b is associated with an antisymetric
two-electron integral ⟨left-out right-in| |left-in right-out⟩.
4. With every T̂m vertex i a j b. . . an amplitude tab...ij... should be associated.
5. At the end, a summation over all indices should be performed.
We already saw that a phase factor of −1 can appear in some terms. Other factors
also need to be accounted for and can be obtained following the rules:
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1. A factor 1
2
should be associated with each pair of equivalent internal lines. (Two
internal lines are considered equivalent if they connect the same two vertices, going
in the same direction.)
2. A factor 1
2
should also be associated with each pair of equivalent T̂m vertices.
(Two T̂ vertices are considered equivalent if they have the same number of line
pairs and are connected in equivalent ways to the interaction vertex; examples are
provided by the two T̂1 vertices in
b b
and also in b b but not those
in b b .)
3. With each term a sign −1(h−l) should be associated, where h is the number of
hole lines and l is the number of loops. For the purpose of counting loops, paired
external lines (lines with labels such as (i,a) or (j,b) that are paired vertically in
the bra part of the amplitude equation) are considered to be externally connected
through imaginary extensions, forming quasiloops.
4. A summation over all distinct permutations P̂ of labels of inequivalent external
particle lines and of inequivalent external hole lines, including a parity factor
(−1)σ(P̂ ) should be performed. Lines that are quasi-equivalent (i.e. that would be
equivalent if they became internal by the addition of an interaction vertex) are
not considered inequivalent for this purpose. These sums over permutations are
represented by operators of the form P̂ (ij...|ab...).
5. In open diagrams with equivalent vertices, cancel each factor 1
2
arising from rule 2
above with a permutation of the labels of a pair of external lines connected to the
equivalent vertices (going in the same direction).
Correlation energy and amplitudes for CCSD
Now, having discussed basic diagrams and with the knowledge on how to combine them
and the rules for reading them we can obtain the correlation energy for CCSD. Starting
from the equation:
⟨Φ0| Ĥ(1 + T̂1 + (
1
2
T̂ 21 + T̂2)) |Φ0⟩ = ⟨Φ0|E(1 + T̂1 + (
1
2
T̂ 21 + T̂2)) |Φ0⟩ (2.95)
we see that the only non-vanishing terms will correspond to combination of excitation

























⟨ij| |ab⟩ tai tbj (2.96)
One should notice that this equation is for spin orbitals and to be able to compare the
result with Equation (2.82), we need to transform these one- and two-electron integrals
from spin orbitals into the spatial orbitals [2]. Therefore, we integrate over the spin
functions α and β. For the one-electron integral, and after integration, we obtain:
N∑
i


































[2(ij|ab)− (ij|ba)]tai tbj. (2.99)
We see that this equation is equivalent to the equation for the correlation energy obtained
algebraically in Equation (2.82).
In order to calculate the singles amplitudes, we start from the equation:






T̂ 31 ) |Φ0⟩ = 0 (2.100)
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To represent this in a diagrammatic form we need to combine diagrams which represent
one- and two-electron operators from the Hamiltonian with diagrams of cluster-operators





























Figure 2.1: Antisymmetrized Goldstone diagrams representing the CCSD T̂1 equations.
The contributions obtained from the diagrams in Figure 2.1 are given in Table 2.1.
The summations are over all the common indices k, l, c, d that occur in each term. It is
also important to know that the algebraic interpretation of the diagrams assumes that
labels are assigned in alphabetical order, from left to right, within each class of lines,
under the condition that a and i are on the same continuous path, as well as b and j
and so on.
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Table 2.1: Interpretation of the diagrams for CCSD single residuals.
Diagram Interpretation
1 (no T̂ vertex, requires +1 interaction vertex):
S1 fai




























T̂1T̂2 (requires -2 interaction vertex):
S4a −12
∑

























T̂ 31 (requires -2 interaction vertex):
S6 −
∑
⟨kl| |cd⟩ tci taktdl
In the case of the double residuals we have the equation:
⟨
Φabij
∣∣ ĤN(1 + T̂2 + 1
2












T̂ 41 ) |Φ0⟩ = 0 (2.101)
Here, we need to combine diagrams for the Hamiltonian and cluster operators to obtain
double excitations. Diagrams for the T̂1 contributions to the double residuals are shown
in Figure 2.3 and for the T̂2 contributions in Figure 2.2. The contributions to the double
amplitudes obtained from the diagrams from Figures 2.3 and 2.2 are presented in Tables
2.2 and 2.3, respectively. The summations are over all the internal labels k, l, c, d
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that occur in each term. More information about the diagrammatic representations of
perturbation and coupled cluster theory can be found in the book on this topic written





















Figure 2.2: Antisymmetrized Goldstone diagrams representing T̂2 contributions to the CCSD T̂2 equa-
tions.
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Table 2.2: Interpretation of diagrams for T̂2 contributions to the CCSD double residuals.
Diagram Interpretation
1 (no T̂ vertex, requires +2 interaction vertex):
D1 ⟨ab| |ij⟩































⟨kl| |cd⟩ tcdij tabkl
D3b P̂ (ij)
∑
⟨kl| |cd⟩ tacik tbdjl
D3c −12 P̂ (ij)
∑
⟨kl| |cd⟩ tdciktablj
D3d −12 P̂ (ab)
∑
⟨kl| |cd⟩ taclk tdbij











































Figure 2.3: Antisymmetrized Goldstone diagrams representing T̂1 contributions to the CCSD T̂2 equa-
tions.
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Table 2.3: Interpretation of diagrams for T̂1 contributions to the CCSD double residuals.
Diagram Interpretation
























⟨ak| |cd⟩ tci tdbkj


























⟨ab| |cd⟩ tci tdj =
∑











⟨kb| |cj⟩ tci tak
1
2






⟨kl| |cd⟩ tci tabkl tdj = 12
∑






⟨kl| |cd⟩ taktcdij tbl = 12
∑
⟨kl| |cd⟩ taktcdij tbl
D7c −P̂ (ij|ab)
∑
⟨kl| |cd⟩ tci taktdblj
D7d −P̂ (ij)
∑
⟨kl| |cd⟩ tcktdi tablj
D7e −P̂ (ab)
∑
⟨kl| |cd⟩ tcktal tdbij
1
3!






⟨kb| |cd⟩ tci taktdj = P̂ (ab)
∑






⟨kl| |cj⟩ tci taktbl = P̂ (ij)
∑
⟨kl| |cj⟩ tci taktbl
1
4!






⟨kl| |cd⟩ tci tdj taktbl =
∑
⟨kl| |cd⟩ tci tdj taktbl
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2.3.3 Perturbative Triple Excitations
It is known that CCSD does not treat electron correlation properly and for example in
the case of atomization energies, the errors are of the same magnitude as in the case
of MP2 but of opposite sign [1]. To improve these results one needs to include higher-
order excitations. In most cases the inclusion of triple excitations is sufficient. However,
this leads to a computationally demanding method which scales as N8. Nonetheless,
the most important terms are those linear in triple excitations as it was shown by
Rayleigh-Schrödinger perturbation theory (RSPT) for the treatment of higher excita-
tions. Therefore, the correlation energy of CCSD (Equation (2.82)) can be improved by




∣∣ (T̂1 + T̂2)†V̂ T̂3 ∣∣ΨHF⟩ , (2.102)
where V̂ represents the perturbation operator. This method is generally denoted as
CCSD(T) [7–9]. In this case, the CCSD results for atomization energies are improved
by an order of magnitude [1]. A coupling between the individual amplitudes is not
present in this method and the correction can be obtained non-iteratively. Despite that
this method scales as N7, since the CCSD iterations are done independently, a more
cost effective approach is obtained than in the case of the full triples. The CCSD(T)
method is the ”gold” standard in most of the fields of computational chemistry and it
is found that it is generally more accurate than CCSDT.
2.4 Local Correlation Methods
Dynamic electron correlation is the instantaneous interaction between electrons in move-
ment and it is a short range effect which decreases as r−6. In the previously presented
methods this property of dynamic correlation was not taken into account, since canoni-
cal orbitals were used. Canonical orbitals are highly delocalized over the whole system.
This causes the unfortunate scaling with the number of electrons in these methods. To
overcome this problem a mathematically equivalent representation of the canonical or-
bitals has been suggested. Different methods which are using the locality of electron
correlation have been introduced [10–15]. The most successful one was introduced by
Pulay [16] and first implemented by Pulay and Saebø [10, 17–20]. The occupied orbital
36 Theoretical Background







where L=CU. Different localization schemes have been proposed, the most popular ones
from Boys [21], Pipek-Mezey [22] and Edmiston-Ruedenberg [23]. The Boys localization
procedure is a very inexpensive procedure where the distance between orbital centroids
is maximized. On the other hand, this procedure has problems with radial localization
as well as with multiple bonds, which are usually represented as ”banana bonds”. In the
case of the Pipek-Mezey localization scheme this is not the case and the σ and π orbitals
can be separated by maximizing the orbital partial charges. The Edmiston-Ruedenberg
localization scheme has the same advantages as the Pipek-Mezey scheme, but due to
the transformation of the two-electron integrals it is quite expensive. In the last years,
an alternative localization scheme was proposed which made use of natural localized
molecular orbitals (NLMO) [24].
The virtual orbital space can be obtained from projected atomic orbitals (PAOs) [16],
pair natural orbitals (PNOs) [25] or orbital specific virtuals (OSVs) [26]. In the case of




∣∣ϕloci ⟩ ⟨ϕloci ∣∣) |χr⟩ =∑
µ
|χµ⟩Pµr, (2.104)
with the projection matrix P given by:
P = 1 − LL†S. (2.105)
This combination of occupied and virtual orbitals has some specific properties:
• both occupied and virtual space are localized.
• the occupied orbitals are orthogonal among themselves and also they are orthog-
onal to the virtual space.
• the virtual orbitals are not orthogonal among themselves and have the overlap
defined as:
⟨χ̃r| χ̃s⟩ = (P†SP)rs = S̃rs. (2.106)
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• linear dependencies in the virtual space are present.
2.4.1 Selection of domains and orbital pairs
Two approximations are present in local correlation methods. The first one is the domain
approximation. In the domain approximation the excitations are restricted to subspaces
of PAOs, so called domains [i]. The second approximation is the pair approximation.
This is coming from the fact that the correlation energy decreases quickly with the
distance between two correlated localized orbitals. Therefore, the orbital pairs very far
from each other can be neglected or treated at a lower level of theory.
The construction of the domains is carried out using one of the two available criteria
for the domain selection. The first one was proposed by Boughton and Pulay [27]. In




[S 12 L]µi. (2.107)
Atoms are added to the domain list according to a threshold and the overlap criteria.
The Boughton-Pulay criteria can be represented as:
Bi = 1−
∫
|(ϕi − ϕ̂i)2|dτ > TBP , (2.108)
where TBP is the threshold. This threshold should vary with the basis set, and the
recommended values are TBP = 0.980, TBP = 0.985 and TBP = 0.990 for double, triple
and quadruple-zeta basis set quality, respectively. Pair domains are the union of single
domains [ij] = [i] ∪ [j].
The second one is Natural Population Analysis-based domain criteria (NPA-based
domain criteria) [24]. In this case the atoms are added to the domain if they exceed a
certain threshold TNPA for the NPA charges. For TNPA recommended values are between
0.03 and 0.01. It was found that the NPA domain criteria is less sensitive to the change
of the basis set than the Boughton-Pulay domain criteria [24].
In the case where aromatic molecules with high symmetry are present, it can happen
that the localization is not unique. An example for this is benzene, where the localized π-
orbitals can be freely rotated. In these cases, the merging of domains is the recommended
procedure. In the case of benzene one would merge the three π-orbital domains into one
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domain, and this one domain is then used for all three orbitals. This procedure is also
useful in the case of reaction pathways, where it can happen that domains change from
one to another stationary point. In that case the domains are merged to correspond to
the largest domain definition along the pathway.
The orbital pairs (ij) can be classified using a distance, connectivity or even mixed
distance-connectivity criteria. In the distance criteria the orbital pairs are classified
according to the closest distance R(ij) between atoms in the primary domains [i] and
[j]. The connectivity criteria is on the other hand dependent on the minimum number
of bonds between the two orbital domains. In the case of the mixed criteria one of the
conditions should be fulfilled, distance or connectivity, to assign orbital pairs into the
appropriate group. Five different pair types are present: strong pairs, close pairs, weak
pairs, distant pairs and very distant pairs (Table 2.4).
Table 2.4: Pair types used in the local coupled cluster calculations.
Strong rp < Rc Treated at the CCSD level
Close Rc ≤ rp < Rw Treated at the MP2 level and included
in the triples calculation
Weak Rw ≤ rp < Rd Treated at the MP2 level
Distant Rd ≤ rp < Rvd Treated at the MP2 level
Very distant rp ≥ Rvd Neglected
The strong pairs include the largest contributions to the correlation energy and they
are treated at the highest level of theory, for example at LCCSD(T0). Close, weak
and distant pairs are normally treated at the LMP2 level, and very distant pairs are
neglected. Coupling between strong and close pairs is possible through the use of LMP2
amplitudes of the close pairs in the calculation of the LCCSD residuals of strong pairs.
It is also important to know that close pairs may not have any influence on the LCCSD
energy, but affect the treatment of the triple excitations. An important feature of this
classification is that only the number of very distant pairs scales quadratically with
the molecular size, and all other classes scale linearly, independent of the choice of the
distance criteria.
The default values for the distance criteria are Rc=1, Rw=3, Rd=8 and Rvd=15 Bohr.
In the case of the connectivity criteria Ic=1, Iw=2, Id=5 and Ivd=8 are default values.
This means that strong pairs are separated by no bonds, close pairs by 1 bond, weak
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pairs by 2-4 bonds, distant pairs by 5-7 bonds and very distant pairs by at least 8 bonds.
The advantage of the connectivity criteria is the independence of the bond lengths and
the advantage of the distance criteria is that it is also effective in non-bonding situations.
Triple excitations are also restricted to domains. The triples list (ijk) contains the
pairs (ij), (ik) and (jk) and they must be either strong or close pairs. Additionally,
at least one of these pairs must be strong. In the case of the calculation of the triple
contributions, amplitudes of close pairs from LMP2 calculation are included. This is
important to obtain accurate triples corrections.
2.4.2 Local Møller-Plesset Method
When we know how to localize the occupied and virtual space we can rewrite the MP2
method in this scope. We start with defining the first order wave function in the LMO








∣∣Φrsij ⟩ with T̃ ijrs = T̃ jisr , (2.109)
where P represents the pair list and [ij] are pair domains. T̃ ijrs are amplitudes in the
PAO basis [28]. One should notice that the number of projected functions r, s ∈ [ij]
for a given pair (ij) is independent of molecular size. The next step is to transform the
equation for the residuals from the canonical into the local basis. The detailed derivation



























 = 0 (2.110)
where S̃rs is the overlap matrix. If one compares above equation with Equation (2.49)
one can see that the only difference is that in the above equation the overlap matrix is
present. The occupied-occupied and virtual-virtual blocks of the Fock matrices f are not
diagonal in the case of the local basis. Therefore, the equation for the residuals has to
be solved iteratively for the amplitudes T̃ ijrs. In the case of local methods the excitations
are restricted to the domains [ij] of PAOs which implies that only the elements T̃ ijrs with
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r, s ∈ [ij] are non-zero. Thus, only the corresponding elements of the residuals R̃ijrs must






(2T̃ ijrs − T̃ ijsr)K̃ijrs, (2.111)
where K̃ijrs are exchange integrals. Only a small subset of these exchange integrals is
needed to compute the residuals [29]. The exchange integrals which are needed are
those of the form:









where all r, s are close either to i or j. The calculation of these exchange integrals
is the most demanding part in the LMP2 calculations. However, due to the domain
and pair approximations, the LMP2 method runs significantly faster in comparison with
MP2. Analytical gradients for LMP2 have been also developed by Werner and coworkers
[30, 31]. Density fitting approximations can be used in the combination with LMP2. In
this way the speed of the calculation can be improved with negligible errors [32].
Due to the local character of the occupied and virtual spaces, one can decompose the
intermolecular interaction energy into individual contributions of different excitation
classes [33]. The excitation classes are shown in Figure 2.4 and explained in detail in
the following list:
(a) Intramolecular correlation effects are described by double substitutions i → [i, i′]
and i′ → [i, i′], where LMOs i, i′ and their domains are located on the same
monomer.
(b) Dispersive coupling between the monomers is described by the simultaneous single
excitations on two different monomers i→ [i], j → [j].
(c) Dispersion-exchange effects are described by cross excitations, where an electron
from an occupied LMOs of monomer A is transferred to the correlating space of
the monomer B (i→ [j], j → [i]).
(d) Ionic effects represent the single excitation on one monomer coupled with the
transfer of an electron from an occupied LMOs from monomer B to the virtual
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space of monomer A (i→ [i], j → [i]).
(e) Double ionic substitutions from the type j → [i] and j′ → [i] are responsible for
basis set superposition errors (BSSE) and they are excluded from local methods
by construction.
(f) A second class of ionic substitutions from the type i → [i] and i′ → [j] are also
excluded from local methods by construction, yet they should not contribute sig-














Figure 2.4: Schematic representation of the different double excitation classes of local correlation meth-
ods in the context of intermolecular interactions. The lower and upper circles represent
different monomers in the ground and excited states, respectively. The arrows symbolize
the corresponding excitations. Adapted from Reference [33].
2.4.3 Local Coupled Cluster Method
Just as in the LMP2 case one can obtain the LCCSD equations by transforming the
residuals from the molecular orbital to the LMO/PAO basis. Equations obtained in this
way differ from canonical ones only in additional matrix multiplications with the PAO
overlap matrix and couplings through the non-diagonal Fock-matrix. It was also shown
that in the case of double residuals the most efficient explicit formulation is obtained
using the contravariant functions [34, 35]. As in the case of LMP2, the coefficient
matrices T̃ ijrs and the vectors t̃ir are nonzero if r, s ∈ [ij] and r ∈ [ii], respectively.
Therefore, it is sufficient to compute only the corresponding residuals R̃ij and R̃i:
R̃ij = K̃ij + K̃(D̃ij) + G̃ij + G̃ji† + S̃
[∑
kl





R̃i = s̃i + S̃
[∑
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For one to compute the local perturbative triples correction (T) [37, 38] the triple
excitations Êri Êsj Êtk should be restricted to triples domains [ijk] = [i]∪ [j]∪ [k]. Further-
more, the list of the orbital triples ijk is also restricted on the way that related pairs ij,
ki and kj are close or strong and at least one of them is strong. In the triples equations
strong and close pair amplitudes are included as well as the single amplitudes.
In the local basis the Fock matrix is not diagonal. Therefore, the perturbative triples
equations have to be solved iteratively. Despite that this is possible, this is not commonly
used since it is very expensive. All triple amplitudes would have to be saved. To overcome
this problem, the off-diagonal elements of the Fock matrix fij of the occupied-occupied
block can be neglected. This is called the T0 approximation [37, 38]. In this way triples
can be computed very efficiently and about 97% of the full local (T) energy are recovered
independently of the size of the molecular system as well as the settings of Rs and Rc.
2.5 Quantum Mechanics/Quantum Mechanics Method
It is the common case that one deals with system sizes too large to be investigated
with conventional wavefunction QM methods. However, one is often interested in a
chemical event, so the most important part of the molecule is relatively localized around
a point of interest. In inorganic catalysis, for example, this would correspond to the
metal center or the part where the bond formation/breaking occurs. Therefore, one can
restrict the use of accurate correlation methods to an even smaller part. In the scope
of local correlation methods this can be done by assigning groups of LMOs and related
domains to the specific region and then apply different methods to the different regions.
This approach is called Local Molecular Orbital : Molecular Orbital (LMOMO) method
[39].
The LMOs can be assigned to the region with the following procedure:
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1. A list of atoms for the high level region as well as an assignment of methods for
the specific region are given as input.
2. The LMOs are assigned to the high level region if in their domain list is at least
one atom which is in the high level region.
3. If there is a second region the first two points are repeated.
4. The rest of the orbitals is treated at the low level region which is per default HF,
if it is not specified in the first point.
On this way only one calculation is necessary to obtain the result. Also, the definition
of a model system which would be treated at the high level is not needed and cutting
of bonds is avoided. Since the high level region is computed in the presence of the low
level region the coupling between the regions is included in the calculation. All these
points are an improvement over the methods which are more in use, e.g. IMOMO [40].
In the case when LCCSD(T0) and LMP2 methods are used for the high and low level
regions, respectively, the correlation energy of the LMOMO method is calculated as:










where HL and LL are high level and low level, respectively. One can observe that triples
are only computed within the HL region.
2.6 Density Functional Theory
The theoretical footing for density functional theory (DFT) was introduced through the
seminal work of Hohenberg and Kohn, consisting of two theorems [41]. The first theo-
rem states that the non-degenerated density determinant of the ground state uniquely
determines the external potential. The second theorem states that the energy functional
reaches its minimum for the ground state density corresponding to the external poten-
tial. From these two theorems one can conclude that the density determines the external
potential, determining the Hamiltonian which ultimately determines the wave function.
Thomas and Fermi introduced the first form of DFT, where all energy components
were represented as density functionals. In this way one has only three coordinates
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instead of 3N coordinates (after spin integration) which are necessary in wave function
methods. The energy functional can be divided into specific components which are easier
to analyze:
E[ρ(r)] = Tni[ρ(r)] + Vne[ρ(r)] + Vee[ρ(r)] + ∆T [ρ(r)] + ∆Vee[ρ(r)], (2.117)
where Tni is the kinetic energy of non-interacting electrons, the following two terms are
the nuclear-electron and the classical electron-electron repulsion and the last two terms
are a correction to the kinetic energy, derived from the interacting nature of the electrons
and all non-classical corrections to the electron-electron repulsion. If we look only at the
last two terms their sum represents the exchange-correlation energy, Exc. Since Thomas-
Fermi DFT as well as an improved version of it, the Thomas-Fermi-Dirac model, predict
that all molecules are unstable relative to the dissociation into their constituents, DFT
did not have any impact on chemistry at the time.
The real improvement of DFT and its application in quantum chemistry started when
Kohn and Sham proposed that one can use orbitals to represent the electron density
when the kinetic energy is calculated [42]. By self-consistently solving the equation:[
−1
2
∇2 + V (r) +
∫
ρ(r′)




|ϕi⟩ = ϵi |ϕi⟩ (2.118)





one obtains the so called Kohn-Sham (KS) orbitals. Their meaning as well as the
meaning of respective energies is not clear. A one-to-one correspondence between the
density and the orbitals is not proven.























dr′ |ϕi⟩+ Exc[ρ(r)] , (2.120)
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where N is the number of electrons, M is the number of nuclei and ρ(r′) is the density
for the non-interacting system.
By examining Equation (2.120) we see that DFT is an exact theory if Exc is known.
Unfortunately, this is not the case. Therefore, different approximations to Exc have
been proposed over the years which have resulted in the endless list of functionals in
the literature. Some groups suggested that Exc in a given position can be computed
exclusively from the value of the density in that position. This is known as the local
density approximation (LDA). Density functionals which fit this description are derived
from the uniform electron gas. The most used LDA functionals are the functionals
derived by Vosko et al. [43] and Perdew [44].
LDA functionals result in large errors when applied to molecules since the uniform
electron gas approximation is inadequate in such cases. To correct for this behavior
the gradient of the density has been introduced. The corrections can be added to the
exchange or correlation part of Exc. This is known as the generalized gradient ap-
proximation (GGA). Some examples for this family are the B86 [45, 46] and PBE [47]
functionals for exchange and the B88 [45] and LYP [48] for the correlation.
It is often found that the inclusion of exact HF exchange improves the results. There-
fore, a new class of functionals is introduced, where the exact HF exchange is combined
with the exchange and correlation from other sources. This class of functionals is called
hybrid functionals and the most famous among these methods is the B3LYP [49] func-












where the exchange is composed of the exact Hartree-Fock exchange (EHFx ), the ex-
change from the gradient corrected B88 functional (EB88x ) and the Slater-Dirac exchange
(ESx) [50]. The correlation part is built from the gradient corrected and local approxima-
tions, ELYPc and EVWN80c [43], respectively. Present numerical parameters were fitted to
reproduce atomization energies, proton affinities and ionization potentials of the G1 mo-
lecule test.
Despite the large application field of DFT, this theory has some disadvantages. The
first one is that although the theory promises an universally valid functional, this has
still not been found. Another point is that most of the available functionals will work
sensible only in the systems for which they were parametrized. Further, among the
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proposed density functionals, a well defined hierarchy does not exist, thus there is no
systematic way to improve on a DFT estimate. At the end one can point out that the
current functionals are unable to describe weak interactions like dispersion forces. In
the last years significant work was dedicated to overcome this problem. As a result






In the late 1970s a rather unusual interaction was observed in the field of structural gold
chemistry. The attractive interaction between linearly two-coordinated gold complexes
in the +1 oxidation state, a d10 closed shell system was verified. In the absence of steric
hindrance, the equilibrium distance between two gold atoms in these complexes was in
the range from 2.50−3.50 Å, which is below the sum of two van der Waals radii (3.80 Å).
Therefore, it was proposed that these complexes were stabilized by the attraction of
the gold kations, which was not possible to predict theoretically. In the late eighties,
Schmidbaur, Jansen and respective coworkers [54–56] found empirical evidence for an
Au· · ·Au attraction of about −30 kJ/mol. This attraction was named aurophilicity. The
effect was later observed for many other metals with closed d-shell, giving rise to the
concept of metallophilicity.
Theoretical work in this area was pioneered by Pyykkö [57]. His group carried out
HF and MP2 calculations to quantify the interaction between gold atoms in [X-Au-
PH3]2, where X = H or Cl. It was discovered that the HF level interaction energy
curves were repulsive, but when electron correlation was included at the MP2 level
attractive curves were obtained. This finding was particularly relevant since till then
aurophilicity was believed to be an hybridization effect. This theory faded out since
in such a case the interaction would be already visible at the HF level. Through the
contributions from several research groups, Pyykkö and coworkers foremost, we know
today that aurophilicity is linked to electron correlation and is significantly strengthened
by relativity.
Three categories of aurophilic bonding are known: semi-supported, fully-supported
and unsupported interactions (Figure 3.1). Semi-supported and fully-supported inter-
actions are intramolecular interactions where the gold atoms are connected through two
ligands. In rare cases the coordination number of gold can increase to three. In the case
of intermolecular aurophilic bonding any interaction is unsupported.
Au Au
X X





Figure 3.1: Three types of interaction in aurophilic systems.
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3.1 Ligand Effects in Aurophilic Interactions
In this work we focused on the effect of electron correlation, as well as the interplay
between Au· · ·Au contacts and other weak interactions involving the ligands in unsup-
ported systems. We have investigated bicoordinated complexes with the general formula
Cl-Au-L. All ligands (L) used in our study are shown in Figure 3.2. First, we bench-
marked electron correlation methods by calculating the potential energy curve of the
Cl-Au-PH3 dimer.
In later sections, we looked into larger ligands and also evaluated the influence of the
different dimer orientations on the results. For this purpose Au(I) complexes with an
imidazol-2-ylidene (NHC-H) and a phosphonium ylide (C(PH3)2) were used. Different
orientations of the complexes are shown in Figure 3.3. In a previous work, Muniz et
al. [58] already investigated the effect of varying ligands. Their study included a variety
of N-heterocyclic carbenes, phosphanes and other ligands. They came to the conclusion
that various N-heterocyclic carbenes yield the strongest aurophilic interaction. Another
aspect of their research was the influence of different orientation of monomers on the
interaction energy. They found that large calculated difference between the different
orientation of monomers was present in these systems. However, it was still unclear how
the weight of the d10-d10 interaction changes between the different complexes and/or
their orientations.
In a final set of calculations two more realistic systems have been considered. The first
one is ClAu[1-(benzyl)-3-(N-tert-butylacetamido)imidazole-2-ylidene] which is referred
to as Cl-Au-(NHC-B) and the second one is ClAu[1,3-bismethylbenzimidazole-2-ylidene],
referenced as Cl-Au-(Me2bimy).
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Figure 3.2: Lewis representation of the monomers considered in this study. (A) L = PH3,
(B) L = C(PH3)2, (C) L = NHC-H, (D) L = NHC-B and (E) L = Me2bimy.
Figure 3.3: Orientation of Cl-Au-PH3 (A), Cl-Au-(C(PH3)2) (B) and both Cl-Au-(NHC-H) dimers:
(C) face-to-face (ff) and (D) edge-to-edge (ee).
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3.1.1 Computational Details
The correlation energy can be decomposed into strictly localized pair contributions
within local correlation methodologies (e.g. LMP2 or LCCSD). These pairs are localized
in a given region of the monomer. In the case of the dimers (ClA-AuA-LA)(ClB-AuB-LB),
the energy can be divided into six classes, each computed as:
∆E(X · · ·Y) = ∆E(XA · · ·YB) + ∆E(XB · · ·YA), (3.1)
with X, Y = Au, Cl or L. Each ∆E refers to the correlation component of the interaction
energy between two fragments X· · ·Y. Since gold shares a covalent bond with chloride
and the carbene ligand, the terms arising from these two covalent bonding orbitals
have to be split between the respective fragments. The Natural Population Analysis
(NPA) [24, 59] orbital charges allow one to split the interaction. The charge in a given











where the matrix V is the transformation matrix from Natural Atomic Orbitals (NAOs)
to local occupied orbitals and D̃rr is the occupation number for a given NAO r [24]. The
sum only runs over occupied orbitals indices. The interaction energy obtained from each
covalent bonding orbital at the correlated level can then be split. The fraction belonging







The remaining fraction is attributed to the other fragments {L}. The interaction energy
does not have to be partitioned in the case where an orbital has a strictly located domain
within the fragment.
In the following we used density fitted local second order Moller-Plesset perturbation
theory (DF-LMP2) [32] as well as local coupled cluster singles and doubles with pertur-
bative non-interactive triples (DF-LCCSD(T0)) [60] calculations. The spin component
scaled LMP2 (DF-SCS-LMP2) method [51] was also used allowing for a straightforward
correction to the LMP2 energies. This was carried out at the pair energy level which we
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used for our decomposition. Since we used density fitting for all methods, the prefix ’DF-
’ is left out. In all local correlation calculations, Pipek-Mezey localization scheme [22]
for occupied orbitals was used. The orbital domains were assigned according to the NPA
criteria [24], with TNPA=0.03. All intermolecular pairs were treated as strong pairs [36]
thus they were fully included in the coupled cluster treatment in the local coupled clus-
ter calculations. All calculations were carried out with a development version of Molpro
2010.2 [61].
The Dunning aug-cc-pVnZ (n = D, T) orbital basis set [62, 63] was used for all atoms
except gold where the aug-cc-pVnZ-PP basis set was used in combination with the
effective core potential ECP60MDF [64, 65]. These basis sets will be referred to as
AVDZ and AVTZ for n = D and n = T, respectively. An alternative basis set without
diffuse functions was also applied (cc-pVTZ and cc-pVTZ-PP for Au) and will be referred
to as VTZ. The density fitting approximation was used throughout with corresponding
default basis sets (for the aug-cc-pVTZ and aug-cc-pVTZ-PP basis) [66, 67] except
for SCF calculations with Au where the JKFIT def2-QZVPP [68] basis set was used.
In cases where the VTZ basis set was used the corresponding non-augmented JKFIT
and MP2FIT basis sets were applied and for gold def2-QZVPP/JKFIT and cc-pVTZ-
PP/MP2FIT.
In the case of explicitly correlated calculations, the cc-pVTZ-F12 [69, 70] explicitly
correlated basis set was used for all atoms except gold where the aug-cc-pVTZ-PP basis
set was used as proposed by Peterson et al. [71]. In the case of explicitly correlated
methods, a third auxiliary basis set was used for the resolution-of-identity (RI) approxi-
mation. The RI approximation was used to reduce the computationally expensive three-
and four-electron integrals arising from the explicitly correlated terms to products of at
most two-electron integrals. The basis set for the RI approximation was aug-cc-pVTZ-
PP/OptRI [71] for gold and cc-pVTZ-F12/OptRI [69] for all other atoms. The other
two auxiliary basis sets used were the same as in the AVTZ basis set. This basis set will
be referred to as VTZ-F12.
DFT calculations were also carried out with the BP86 [45, 46], B3LYP [49] and
PBE [47] functionals. In the DFT energy calculations the def2-TZVPP basis set was
used in combination with the ECP60MDF pseudopotential for Au [72, 73].
The monomer geometries were optimized at the BP86/def2-TZVP level and then
frozen monomers were placed in the arrangement of interest, except if stated other-
wise. To ensure a smooth potential profile of the interaction curves, the orbital domains
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were computed at a r(Au-Au) distance of 100 Å and kept fixed in all calculation steps.
In the case of Cl-Au-(Me2bimy), the calculations were carried out as part of the master
thesis of Axel Wuttke [74].
3.1.2 Results and Discussion
Cl-Au-PH3 dimer
We start with the Cl-Au-PH3 dimer which is a well known benchmark system for the
investigation of aurophilic interactions. The monomer internal geometries were taken
from Reference [75] and then placed in a non-planar orientation with a 90° dihedral angle
to minimize the leading dipole-dipole term between the two monomers. This made it
possible to focus on the aurophilic interaction itself. The energy profile of the dimer was
computed by calculating the energy with fixed monomer geometries varying the distance
between the gold atoms.
Most of the previous theoretical work was carried out using MP2 or LMP2 methods,
except in the case of O’Grady et al. [76] where CCSD(T) and quadratic configuration
interaction with singles and doubles (QCISD) methods were also applied. Here, we want
to make use of LCCSD(T0) and the AVTZ basis set. If we compare this method with
LMP2 and SCS-LMP2 using the same basis set (Figure 3.4 (left)), one can see that
LMP2 strongly overestimates the results. On the other hand, the SCS-LMP2 curve is
almost indistinguishable from the LCCSD(T0) curve.
It is well known that a significant basis set dependence is present in gold complexes [77].
Therefore, we wanted to evaluate the basis set dependence of LCCSD(T0) for this system.
Two basis sets were used, AVDZ and AVTZ. Since calculations with larger basis set were
prohibitive we instead carried out LCCSD(T0)-F12 calculations with VTZ-F12 basis set.
It was already shown before that explicitly correlated methods with triple-zeta basis set
obtain results of quadruple-zeta quality or even above [78]. Therefore, the LCCSD(T0)-
F12 method was used as a reference. All three potential curves are shown in Figure 3.4
(right) and one can see that when the basis set is decreased LCCSD(T0) underestimates
the results. In the case of LCCSD(T0)/AVTZ results are slightly underestimated, but
the found minimum distance (3.2 Å) agrees well with the F12 results. The difference
in energy at the minimum is ∼2 kJ/mol. Therefore, we can conclude that our results
are almost converged with the basis set and that AVTZ is a good choice for these
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calculations.
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Figure 3.4: (left) Potential energy curves of the Cl-Au-(PH3) dimer at different levels of theory with
AVTZ basis sets. (right) Potential energy curves of the Cl-Au-(PH3) dimer calculated with
explicitly correlated CC with AVTZ-F12 basis set and the LCCSD(T0) results with AVTZ
and AVDZ basis sets.
[ClAuPH3]2 potential energy curves obtained with several different methods are shown
in Figure 3.6. All calculations were carried out with the AVTZ basis set. Since in the
most previous theoretical studies the MP2 method was used and it was shown that LMP2
method overestimates the results, we wanted to evaluate the behaviour of MP2. Here,
one can see that MP2 overestimates the results even more than LMP2. The reason for
this is not only the lack of the higher order excitations but also the basis set superposition
effect (BSSE). The LMP2 method is less prone to BSSE by construction. Excitations
which are responsible for BSSE, the double cross-excitations from one monomer to the
other monomer’s virtual space, are excluded from local correlation methods (Figure 3.5).
Therefore, CP-MP2 is found to be in a much better agreement to LMP2. The difference
at the minimum is only 2 kJ/mol in comparison to 9 kJ/mol without counterpoise
correction (CP). This indicates that the local approximation does not have almost any
effect on the potential. The same behaviour is also observed in the work of Runeberg
et. al [79]. In their study, they also carried out the CP-LMP2 calculation and obtained















Figure 3.5: Schematic representation of the different double excitation classes of local correlation meth-
ods in the context of intermolecular interactions. The lower and upper circles represent
different monomers in the ground and excited states, respectively. The arrows symbolize
the corresponding excitations.
Figure 3.6: Potential energy curve of the Cl-Au-(PH3) dimer at different levels of theory. All results
have been computed with the AVTZ basis set.
Since aurophilicity is based on the Au· · ·Au interaction solely we can use the LMOMO
method to focus this interaction. The LMP2 method fails to describe the aurophilic in-
teraction since it overestimates dispersion forces. For this reason we treat the Au· · ·Au
interaction at the LCCSD(T0) level and the rest at the LMP2 level. This should be
enough to obtain the potential energy curve which would be in the close agreement
with the potential energy curve obtained with LCCSD(T0). As one can see in Fig-
ure 3.7, despite the treatment of the gold atoms at the high level, the difference between
LCCSD(T0) and LCCSD(T0):LMP2 results is still present. The difference between these
two methods at the minimum is about 5 kJ/mol. Hence, we can conclude that these two
monomers do not interact solely through the Au· · ·Au interaction. Despite the small
system size, the ligands play an important role and the dispersion interactions between
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gold atoms and the ligands or even between the ligands are not correctly described at
the LMP2 level.
After partitioning the energy, Magnko et al. [75] and Runeberg et al. [79] arrived to
the same conclusion, that this system does not interact only through the Au· · ·Au in-
teraction. In the study by Runeberg et al., the correlation energy was first partitioned
according to the excitation classes shown in Figure 3.5. They observed that the disper-
sive and the ionic attractions near the equilibrium are of comparable size. Afterwards,
dispersive and ionic attractions were partitioned even further and individual pair ener-
gies were obtained. From those pair energies it was seen that the largest contributions
to the dispersion and ionic terms are from the pairs where at least one excitation was
from an Au 5d orbital. Since the ligands were small, they could not fully assess the
influence of the ligands.
Figure 3.7: LCCSD(T0), LMP2 and LCCSD(T0):LMP2 results for the Cl-Au-(PH3) dimer. In the latter
calculation, only the Au orbitals are treated at the CC level. All results have been computed
with the AVTZ basis.
To understand the LMOMO results better we analysed the orbital interactions accord-
ing to the interaction groups already mentioned. Since we obtained a good agreement
between the SCS-LMP2 and LCCSD(T0) results, we used the orbital contributions as
computed at the SCS-LMP2 level to explore the role of different groups. The inter-
action groups for this dimer are ∆E(PH3 · · ·PH3), ∆E(PH3 · · ·Au), ∆E(PH3 · · ·Cl),
∆E(Au· · ·Au), ∆E(Au· · ·Cl) and ∆E(Cl· · ·Cl). These results are shown in Figure 3.8.
One can observe that the correlation energy contribution from the Au· · ·Au interaction
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is the largest term around the minimum distance, but contributions from Cl· · ·Au and
L· · ·Au are also important and summed together are as significant as the direct Au· · ·Au
contributions. Even for such a small ligand we obtained that these two monomers do
not interact only through the Au· · ·Au centres, but that the terms between gold and
ligands are also significant.
Figure 3.8: Correlation energy decomposition of the Cl-Au-(PH3) dimer potential curve (SCS-
LMP2/AVTZ) together with the full result.
As previously noted by Pyykkö and O’Grady [76, 80], DFT methods cannot reliably
describe van der Waals-like interactions, since the R−6 term which results from the
dipole-dipole Hamiltonian is not explicitly included in DFT. On the other hand, the
dispersion correction (D3) includes such terms through an empirical correction and im-
proves the DFT results. Hence, we decided to compare DFT and DFT-D3 results to the
LCCSD(T0)/AVTZ values. The B3LYP and PBE functionals were used. For the D3
correction Becke–Johnson damping [52] as well as non-local density dependent dispersion
corrections (DFT-NL) were used as implemented in the Orca program package [81, 82].
The D3 corrections were computed with the dftd3 program [51], using fitting coeffi-
cients for Au kindly provided by the authors [83]. The latter were obtained by TDDFT
calculations on the AuH+2 system following the standard procedure of Grimme and co-
workers [51].
The results can be found in Figure 3.9. As it was expected, bare DFT values strongly
underestimate the interaction energy. An almost purely repulsive curve was obtained
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when the B3LYP functional was used. This is naturally linked to the lack of dispersion
forces. When D3 corrections were added, the DFT values come in very close agreement
with the coupled cluster curve. D3 corrections also brought two different functionals in
good agreement. The remaining discrepancies between DFT-D3 and the wave function
values can be linked to the difference in the basis set convergence of the two methods as
we have not included any corrections for basis set incompleteness.
Figure 3.9: Potential energy curve of the Cl-Au-(PH3) dimer at the LCCSD(T0)/AVTZ level and DFT
results. All DFT calculations have been carried out with the def2-TZVP basis set.
Cl-Au-(C(PH3)2) and Cl-Au-(NHC-H) dimers
We now consider two different Au(I) complexes. On the example of the Cl-Au-(C(PH3)2)
dimer we have checked the influence of the ligands on the LCCSD(T0):LMP2 energies
as well as their contribution to the total correlation interaction. Then, also using the Cl-
Au-(C(PH3)2) dimer, we have tested how the change of ligands influences the agreement
between SCS-LMP2 and LCCSD(T0) results. For the energy decomposition we have
again made use of SCS-LMP2. On the example of the Cl-Au-(NHC-H) dimer, we have
investigated how the orientation of the ligands influence the interaction between two
monomers as well as the aurophilic interaction.
First, we have shortly compared the LCCSD(T0) and LCCSD(T0):LMP2 results for
the Cl-Au-(C(PH3)2) dimer. From Figure 3.10 (left) it is noticeable that the difference
between the full and the region calculation is even larger than in the previous case,
suggesting that the ligands have a larger effect than before. This is what one would
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expect, since these ligands are larger than in the previous case. On the other hand, the
SCS-LMP2 results are still in good agreement with LCCSD(T0). It is also important
to notice that in this dimer, the minimum is found at r > 4 Å and the energy at the
minimum is ∼12 kJ/mol. Therefore, this dimer is an example of a complex in the weak
interaction regime.
In the decomposition profile in Figure 3.10 (right) one can see that the major corre-
lation contribution is not from Au· · ·Au terms, but rather from the C(PH3)2 ligand. It
can also be seen that around a distance of 4 Å contributions from all terms are relatively
equal. At shorter distances the Au· · ·Au interaction becomes more important, but still
not the largest one. If we think about a simple distance criteria which suggests that
systems with Au-Au distances shorter than 3.5 Å are characterized as aurophilic this
system would not be in such a group.
Figure 3.10: (left) LCCSD(T0), SCS-LMP2, LMP2 and LCCSD(T0):LMP2 results for the Cl-Au-
(C(PH3)2) dimer. In the latter calculation, only the Au orbitals are treated at the CC
level. (right) Correlation energy decomposition of the Cl-Au-(C(PH3)2) dimer potential
curve (SCS-LMP2/AVTZ) together with the full result.
Furthermore, we have investigated systems with a N-heterocyclic carbene an imidazol-
2-ylidene (NHC-H) ligand. Two different orientations of the system were considered,
face-to-face (ff) and edge-to-edge (ee), which are shown in Figure 3.3. In both systems
minima were observed at similar distances, 3.2 Å for the ff dimer and 3.3 Å for the ee
dimer. On the other side, the well depth of the systems is considerably different. It is
more than doubled in the ee dimer (-18.0 kJ/mol in the ff dimer and -42.4 kJ/mol in
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the ee dimer). Similar results for these systems were obtained in previous theoretical
studies [58]. The ff dimer shows an energy profile quite close to the Cl-Au-(PH3) dimer
(Figures 3.8 and 3.11 (left)). The minimum distances and total interaction energies are
very similar. Also, the most significant contribution is linked to the Au· · ·Au interaction,
followed by Au· · ·Cl and Au· · ·L.
Figure 3.11: Correlation energy decomposition of the Cl-Au-(NHC-H) face-to-face (left) and edge-to-
edge (right) dimers potential curves (SCS-LMP2/AVTZ) together with the full result.
In the case of the ee dimer (Figure 3.11 (right)), the energy is significantly stabilized
in comparison with the ff dimer. Looking at the decomposition of the correlation energy,
one can see that this stability is not due to the Au· · ·Au interaction, since this remains
mostly unchanged. The largest difference is in the Au-(NHC-H) contact energy. The
latter is even slightly larger than the Au· · ·Au contribution near the minimum. The
interaction between the two monomers is increased since the N-H groups are now closer
to the Au centres.
After observing the influence of the ligands on the interaction curves, we wanted to
see if the ligands could impact the Au· · ·Au interaction itself. For this purpose we
plotted only the ∆E(Au-Au) curves for all four dimers in Figure 3.12. One can see
that different ligands do not influence the Au· · ·Au interaction. In three systems, the
same gold coordination was present (Cl-Au-C), but there are still reasonable differences
between the studied ligands.
In previous work metallophilicity along the group 11 was investigated [76]. It was
found that at the MP2 level of theory metallophilicity would increase down the group,
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in agreement with other works using the same method. On the other hand, when metal-
lophilicity was investigated using the QCISD or coupled cluster approaches the strongest
interaction was obtained for the [Cl-Ag-(PH3)]2 system. Stronger argentophilic than au-
rophilic interaction is also observed experimentally by Ray et al. [84] and in the other
complexes with N-heterocyclic carbenes [85–87]. To cast a new light over such findings,
we have also computed the Cl-Ag-PH3 and Cl-Cu-PH3 dimers. In Figure 3.12 the metal-
metal interactions also for silver and copper are shown. The curves demonstrate that
the direct metal-metal interaction increases when going down the group. However, the
differences are surprisingly large. As one can see in Figure 3.12 the Cu· · ·Cu interaction
becomes relevant only for distance smaller than 3 Å. Thus, in the case of Cu and Ag,
the ligands have an even bigger influence on the total interaction energy.
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Figure 3.12: Au-Au SCS-LMP2 correlation energy decomposition for all complexes, including a com-
parison of the Ag-Ag and Cu-Cu interactions in Cl-M-PH3.
Our results are in agreement with the study of Magnko and coworkers [75]. They
compared intermolecular, ionic and dispersive contributions of the Cl-M-PH3, where
M = Cu, Ag or Au and obtained that in all three cases the aurophilic interaction is
the strongest one followed by argentophilic interaction and the weakest one cuprophilic.
After they partitioned the correlation energy into orbital pair-energies, they observed
that in practically all cases, the main part of the attraction involves pair correlation
between one M(d10) entity and non-M(d10) localized orbitals of the partner monomer.
But for the Cu they found that pair correlations not involving any of M(d10) centres
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become the most significant ones around the minimum. This again comes in support of
our observations.
Cl-Au-(NHC-B) dimer
Observing that the Au· · ·Au interaction is stronger than Ag· · ·Ag interaction in a wide
variety of complexes, an investigation of the Cl-Au-(NHC-B) dimer was warranted. The
full Cl-Au-(NHC-B) system amounts to 86 atoms. To avoid changes in the conformation
of the NHC-B ligand we decided to optimize the dimer and not monomer as in previous
cases. The dimer was optimized at the BP86/def2-SVP level of theory [72, 88]. The
starting structure for the optimization was the crystal structure of the system from
Reference [84]. In the previous systems dimers were orientated to diminish dipole-dipole
interaction. However, in the crystal other relative conformations are adopted. The C1-
Au1-Cl1 angle amounts to 172.38° in the crystal and the C1-Au1-Au2 angle 96.8°. After
the optimization these two angles are 175.17° and 96.4°, respectively. Therefore, dipole-
dipole interactions do not amount to zero as in the previous systems. The obtained
geometry is shown in Figure 3.13. To obtain the interaction energy curve, the Au-Au
distance was varied. Because of the size of the system, a smaller basis set was used
(VTZ).
Figure 3.13: Structure of the Cl-Au-(NHC-B) dimer.
In Figure 3.14 one can see that already at the HF level the potential curve has a
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minimum indicating that electrostatic interactions (dipole and higher moments) con-
tribute to stabilize the structure. By including correlation effects, one is obtaining a
much deeper minimum (SCS-LMP2 curve in Figure 3.14). This means that the most
significant interaction terms arise due to the correlation effects. Also one can see that
correlating the gold atoms at the LCCSD(T0) level does not improve the LMP2 results.
Thus, we can conclude that Au· · ·Au interactions have an almost negligible effect.
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Figure 3.14: Potential curves calculated at different levels of theory using the VTZ basis set.
Observing the energy decomposition (Figure 3.15) one can see that the correlation
contributions are dominated by the ∆E(Au· · ·L) and ∆E(L· · ·L) terms, where L is
the NHC-B ligand. The Au· · ·Au interaction contributes only ∼10% to the correlation
energy. In such a case one would be inclined to consider this system only slightly
aurophilic. Even the Au· · ·L interaction outweighs the Au· · ·Au interaction.
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Figure 3.15: Energy decomposition analysis of the Cl-Au-(NHC-B) dimer potential curve (SCS-
LMP2/VTZ), together with the full results.
In the case of the Ag complex the two monomers can come closer to each other than in
the case of the gold complex. Therefore, the dispersion interaction between the ligands
will be more important, so it is reasonable to obtain a stronger interaction between the
complexes which contain Ag than the complexes which contain Au. This, however, does
not mean that the Ag· · ·Ag interaction is stronger than the Au· · ·Au. It is solely a
ligand effect.
Cl-Au-(Me2bimy) dimer
At the end we consider one more system which is experimentally well characterized, the
Cl-Au-(Me2bimy) dimer. The Cl-Au-(Me2bimy) dimer is one of the units which build
the crystal. This crystal was characterized by Wang et al. [89]. Despite the similarity
with the Cl-Au-(NHC-H) dimer, this dimer is present in the crystal in the ff orientation.
Therefore, one can assume that in this case the weak interactions between ligands can
add up and become the determining factor in the dimer formation. Thus, we have
compared two model dimers in ff and ee orientations and then we have also compared
the ff dimer and the dimer in the same orientation as in the crystal.
In case of the Cl-Au-(Me2bimy) dimer calculations, the monomers were optimized with
BP86 using the def2-TZVP basis set for all atoms except Au where the ECP60MDF core
potential was used in combination with the dhf-TZVP basis functions [90]. Using the
frozen monomer geometries, different arrangements were built.
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As one can see from Figure 3.16 in the case of the Cl-Au-Me2bimy ff dimer a minimum
is found at 3.6 Å in comparison with 6 Å for the ee orientation. Also, the ff orientation
is more stable and the energy at the minimum amounts to −26.2 kJ/mol, opposite to
the shallow minimum of −9.0 kJ/mol for the ee case.
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Figure 3.16: Potential energy curves of the Cl-Au-(Me2bimy) dimer in face-to-face and edge-to-edge
orientation at different levels of theory. All results have been computed with the AVTZ
basis set.
Looking at the orientation of this dimer (Figure 3.17) one can see that the methyl
groups have a high steric influence in the case of the ee orientation and can be responsible
for the early energy minimum. If we now compare the results from Cl-Au-(NHC-H) and
Cl-Au-(Me2bimy) dimers, both in the ff orientation, one can see that in the case of the
latter the well depth has been increased by about ∼8 kJ/mol and the bonding distance
lengthened by 0.4 Å. This can be also attributed to steric repulsion effects.
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Figure 3.17: Cl-Au-(Me2bimy) dimer in the face-to-face (left) and edge-to-edge (right) orientation.
Now we take a closer look at the energy decomposition for both orientations shown
in Figure 3.18. In both cases the dominant component at the minimum was the L· · ·L
component. In the ff conformation this is due to the fact that methyl groups are above
each other and can interact through van der Waals interactions. The largest difference is
in the Au· · ·L interaction. In the ee orientation the methyl groups are closer to the gold
atom, so this interaction is much stronger. Stronger interactions in ee orientation were
also obtained for L· · ·L and Cl· · ·L components. Due to the orbital overlap at smaller
distances, the values for an ee orientation are unreliable for distances below 4 Å.
Figure 3.18: Correlation energy decomposition of the Cl-Au-(Me2bimy) face-to-face (left) and edge-to-
edge (right) dimers potential curves (SCS-LMP2/AVTZ) together with the full result.
We also compared the results obtained for the ff model structure (model) and the
dimer in the same orientation as in the crystal (crystal). The difference between these
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two structures is that in the model system the dihedral angle C1-Au1-Au2-C2 is 90° and
in the crystal structure 94.7°. The other difference is that Au1-Au2-C2 are forming an
angle of 90° in the model (84.4° in the crystal).
Potential energy curves for both systems were calculated at the HF and SCS-LMP2
levels of theory and they are shown in Figure 3.19 (left). As one can see in the case
of the crystal dimer, an attractive curve is obtained already at the HF level. This
means that a dipole-dipole interaction is present in the crystal. It should also be noted
that the difference between the HF results for the different systems relative to SCS-
LMP2 is mostly kept. Therefore, one can conclude that the increase in the well depth
for the crystal system is only due to dipole-dipole interactions and other higher order
electrostatic contributions captured by HF.
Figure 3.19: Potential energy curves of the Cl-Au-(Me2bimy) dimer in model system and crystal at
different levels of theory. All results have been computed with the AVTZ basis set(left).
Correlation energy decomposition of the Cl-Au-(Me2bimy) crystal dimer potential curve
(SCS-LMP2/AVTZ) together with the full result(right).
The energy decomposition provides further insights when comparing the model to the
crystal dimer. One can see that Cl· · · (Me2bimy), Au· · · (Me2bimy) and
(Me2bimy)· · · (Me2bimy) interactions contribute almost equally to the correlation en-
ergy in the case of the crystal dimer. The same does not happen in the case of the
model dimer. The largest change is obtained for the (Me2bimy)· · · (Me2bimy) interac-
tion, but Cl· · · (Me2bimy) and Au· · · (Me2bimy) interactions are also noticeably altered.
This is due to the shorter distance between the ligands and also between gold atoms and
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the ligands. On the other hand, the Au· · ·Au interaction stayed unchanged as it can be
seen in the inset in Figure 3.18 (right).
3.1.3 Final Remarks
In this chapter we have investigated the aurophilic interaction. The first conclusions
about the character of this interaction were drawn from the comparison of LCCSD(T0)
and LCCSD(T0):LMP2 results. Since the difference between these two methods was
significant, we concluded that the Au· · ·Au interaction was not as dominant as previously
thought. The ligands have a significant contribution to the interaction.
To obtain correct results using the LMOMO scheme, one can increase the region which
is correlated at the LCCSD(T0) level. In our studied systems, that would not be so much
of interest, since then just a few orbitals would stay treated at the LMP2 level, except
for the last two systems. The other possibility is that one uses the SCS-LMP2 method
in the LMOMO calculations instead of LMP2. This was not carried out, since our goal
was to understand the aurophilic interaction rather than to obtain a good agreement
between the results from LMOMO and the full calculation.
Given the good agreement between SCS-LMP2 and LCCSD(T0), potential energy
curves were calculated with the former method. The use of this method enabled us to
decompose energies into the interaction groups. In this way we could see how much each
group contributes to the electronic correlation energy. We saw that already in the case of
the smallest ligands, Au· · ·L and L· · ·L interactions summed together contribute almost
as much as the Au· · ·Au interaction. When ligands are increased in size their influence on
the correlation energy becomes even larger. In the case of the experimentally identified
complexes, the interaction between ligands is even the dominant one. In these systems
the energy is also stabilized by electrostatic interactions, so Au· · ·Au interactions have
an even smaller influence, on the total interaction energy.
Since we had the possibility to separate the Au· · ·Au interaction from all other con-
tributions, we also investigated how the different ligands, orientation of the ligands
and orientation of the monomers influence the Au· · ·Au interaction. We found that the
Au· · ·Au interaction itself is independent of all these factors. Aurophilicity has the same
strength in systems with ee and ff orientation meaning that the dispersion interaction
between the ligands cannot influence the Au· · ·Au interaction. A slight reorientation of
the system as in the case of the Cl-Au-(Me2bimy) crystal dimer also did not influence the
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Au· · ·Au interaction despite the presence of dipole-dipole and higher order electrostatic
interactions. Therefore, we can conclude that interaction between the closed d-shells in
gold atoms is unchangeable. The difference in the interaction observed in these systems





Molybdenum is one of the most common metals in biological systems. It plays a promi-
nent role in naturally bio-catalysts as found in several molybdoenzymes in nature. The
coordination chemistry of molybdenum is diverse occurring in several different oxidation
states. Depending on the latter it will show affinity for both hard oxo donor and soft
sulfido donor ligands. Coordination numbers ranging from 4 to 8 have been identified.
A common feature of molybdenum enzymes is the molybdopterin ligand. It should
be noted that despite the name, molybdopterin does not contain molybdenum. Molyb-
dopterin consists of a pterin moiety, a dithiolene group as a side chain and a phosphoester
group (Figure 4.1). Molybdopterin coordinates to Mo through a dithiolene moiety. The














Figure 4.1: The structure of the pyranopterin cofactor.
Molybdenum enzymes are classified into two main groups. The first group are nitro-
genases, which convert N2 into NH3 through a Fe7S9CMo cofactor. The second group
contains the mononuclear molybdenum enzymes, which perform oxygen-transfer and
hydroxylation reactions. Hille [91] has suggested that this second group can be divided
into three enzyme families, depending on the ligands of the central Mo atom. These
families are named after a typical example, viz. the xanthine oxidase (XO), dimethyl
sulfoxide reductase (DMSOR) and sulfite oxidase (SO) families (Figure 4.2).
In the case of the XO family, the molybdenum ion in its oxidized state is coordinated
to the two thiolate groups (Mo-S) from molybdopterin, one terminal oxygen ligand
(Mo=O), one terminal sulfido ligand (Mo=S) and one hydroxy ligand (Mo-OH). These
enzymes are responsible for the catalysis of oxidative hydroxylation reactions with a
variety of aldehyde and purine substrates.
The DMSOR family is largest and most diverse one. It is responsible for the catalysis
of the oxygen-atom transfer (OAT) from dimethyl sulfoxide (DMSO) to the MoIV active
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site, yielding dimethyl sulfide (DMS) and MoVI. In this family, molybdenum is coordi-
nated to two molybdopterin molecules and one serine residue, which in some enzymes
is replaced by cysteine or selenocysteine. In the oxidized state, Mo also binds to an
additional oxo group.
The last is the SO family and it catalyzes the oxidation of sulfite to sulfate. In this
case, the Mo center is coordinated to one molybdopterin molecule through the thiolate
ligands, one cysteine residue and two oxo ligands (in the oxidized state).
All these enzymes can be found in a variety of species from bacteria to plants and
animals, including humans. The value of these enzymes lies not only in the importance
to their host organisms for metabolism and energy generation, but also in their major



























xanthine oxidase family sulfite oxidase family DMSO reductase family
Figure 4.2: Active site structures for the three families of mononuclear molybdenum enzymes in their
oxidized states. The structures shown are, from left to right, for xanthine oxidase, sulfite
oxidase, and DMSO reductase.
In the following chapter we will investigate two of these families, SO and DMSOR. In
the first part we will investigate possible mechanisms for sulfur oxidation in the scope
of the SO family. Further, we will evaluate the accuracy of the LMOMO method in the
case of sulfur oxidation. This method will be used to calculate the activation barrier for
the reduction of DMSO.
4.1 Reaction pathways for SO
The oxidation of sulfite to sulfate [92] is the terminal step in the biological sulfur cycle of
a variety of organisms. The reaction is catalyzed by sulfite oxidase [93], which contains
a molybdenum cofactor with a MoVI ion in its oxidized state. Two oxo ligands and a
cysteine residue from the protein are connected to the Mo ion. The molybdenum cofactor
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is in a square-planar geometry with one oxo ligand in the axial position. Approximately
30 Å away from the Mo ion, a heme group is located, which is also important for the
sulfur cycle. At the beginning of the catalytic cycle, the Mo ion is in the oxidized +VI
state, and the iron in the heme group is in the +III state. Then sulfite binds to the
Mo ion, being oxidized to sulfate while Mo is reduced to the +IV state. In the next
step of the catalytic cycle, the Mo ion binds water. This is followed by two coupled
one-electron/proton-transfer steps, which bring the Mo ion to the active MoVI=O form
of the cofactor. The electrons are transferred via reduction of the heme group. The
heme group is reoxidized by cytochrome c. The catalytic cycle is shown in Figure 4.3.
Figure 4.3: The general catalytic cycle for sulfite oxidase, Mo refers to the molybdenum cofactor and
Fe refers to heme. Reproduced from Reference [94] with permission of copyright holders.
We will now focus on the first step of the catalytic cycle for sulfite oxidase – the
oxidation of SO2−3 to SO2−4 . A mechanism consistent with Michaelis-Menten kinetics
have been established [95–99]. Three different reaction mechanisms for this step have
been proposed in previous studies. The first is a mechanism where the lone pair of the
sulfur atom of SO2−3 attacks the equatorial oxygen of Mo (S→OMo mechanism). In the
second mechanism, the oxygen of SO2−3 first attacks Mo, forming Mo-O bond and then
the sulfur from SO2−3 builds a bond with the equatorial O of Moco (O→Mo mechanism).
In the last mechanism the sulfur from SO2−3 first forms a bond with Mo and then with
the equatorial O (S→Mo mechanism). All three mechanisms are presented in Figure 4.4.
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Figure 4.4: The three considered reaction mechanisms: (a) S→OMo mechanism, (b) O→Mo mechanism
and (c) S→Mo mechanism. Reproduced from Reference [94] with permission of copyright
holders.
The S→OMo mechanism was first proposed by Hille and coworkers [100, 101]. The
latter was based on the observation that anions are able to bind to the molybdenum
center in its resting state. It was therefore suggested that catalysis is initiated by the
direct binding of the substrate to the molybdenum center through one of its oxo groups.
This led to the conclusion that the lone pair of substrate is essential for reactivity. This
mechanism was later theoretically investigated by different theoretical groups [102–104].
In Figure 4.5 is shown as proposed by Marin-Hernandez and Ziegler [102].
Figure 4.5: S→OMo mechanism as proposed in reference [102].
The O→Mo mechanism was proposed by Sarkar and coworkers [104]. In this theoreti-
cal study two different model systems were used. The first model system
([MoO2(S2C2(CN)2)2]2−) was used to represent a model complex mimicking the active-
site function of SO. The second one ([MoO2(S2C2Me2)SMe]−) was a model of the active-
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site of native SO. They proposed the formation of a Michaelis complex through oxoan-
ionic binding of HSO−3 at the Mo center (Figure 4.6). Experimental studies of Ra-
jagopalan [105] showed that the active site of the native enzyme can adopt both five and
six coordinated geometries, suggesting the possibility of oxoanionic binding of HSO−3 . In
this study the S→OMo mechanism was also investigated, but since no Michaelis com-
plex was obtained, it was dismissed. The S→Mo mechanism was not considered in their
investigation.
Figure 4.6: O→Mo mechanism as proposed in reference [104].
The S→Mo mechanism was investigated by Thapper et al. [103] using DFT cal-
culations. The system was modelled by [MoO2(MNT)2]2− (MNT = maleonitrile-1,2-
dithiolate). The first step of the S→Mo mechanism is shown in Figure 4.7. In the same
study the S→OMo mechanism was also investigated. However, the first transition state
for the S→Mo mechanism was found to be 50 kJ/mol higher than the rate-limiting step
in the S→OMo case. Therefore, they decided that further calculations were unnecessary.
In this study the O→Mo mechanism was not considered.
Figure 4.7: S→Mo mechanism as proposed in reference [103].
As the previous summary shows, all three mechanisms have been investigated in dif-
ferent studies, but never on the same footing. This resulted in different suggestions for
the most likely reaction. To solve this dilemma, we investigated all three mechanisms




In our study, the active site of sulfite oxidase was modelled by a Mo ion coordinated to
one or two oxo ligands, and three sulfur atoms. One of the sulfur atoms belongs to the
cysteine ligand which was modeled by SCH−3 and the other two sulfur atoms come from
the molybdopterin which was modelled by 1,2-dimethyldithiolene (DMDT).
In order to calculate the final electronic energies, we applied the local methods DF-
LMP2 [106], DF-SCS-LMP2 [5] and DF-LCCSD(T0) [36]. Pipek-Mezey localized or-
bitals [22] were used. The orbital domains were determined according to a natural
population analysis occupation with a threshold of TNPA = 0.03 [24]. Mixed distance
and connectivity criteria was used for the classification of orbital pairs [107]. The values
which were used for the distance criterion were Rc=3, Rw=5, Rd=8 and Rvd=15. In
the case of the connectivity criterion Ic=2, Iw=3, Id=5 and Ivd=8 were used. All local
correlation methods were carried out with a development version of Molpro 2012.2 [61].
The aug-cc-pVTZ orbital basis [63] set was used for all atoms except for H (cc-pVTZ
[62]) and Mo (aug-cc-pVTZ-PP with the Stuttgart-Dresden ECP28MDF pseudopoten-
tial [108]). We will refer to this basis set as AVTZ. Also, we used a quadruple zeta
basis set where all atoms were described with aug-cc-pVQZ except H(cc-pVQZ) and
Mo (aug-cc-pVQZ-PP and corresponding pseudopotential) (AVQZ). DF approximations
were used throughout for both the Hartree-Fock as well as the correlation part. The
auxiliary basis sets were aug-cc-pVnZ/JKFIT [66] and aug-cc-pVnZ/MP2FIT [67] for
all elements except for Mo where def2-nZVPP/JKFIT [68] and def2-nZVPP/MP2FIT
[109] basis sets were applied (n = T, Q).
The geometries were optimized at the DFT level with the TPSS [110] functional and
def2-SV(P) basis set [72]. For Mo a relativistic 28-electron core potential was used. To
speed up calculations the RI approximation was used with the corresponding def2-SV(P)
[111, 112] auxiliary basis set [94].
By comparing LMP2 and MP2 relative energies for the same basis set, one can estimate
the effect of the domain approximation
∆Edomain = ELMP2/XZ − EMP2/XZ. (4.1)
Therefore, MP2 and LMP2 calculations were carried out using the AVTZ and AVQZ
basis sets. ∆Edomain is shown in Figure 4.8 for the S→OMo mechanism. One can see
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Figure 4.8: Difference between LMP2 and MP2 relative energies of the stationary points of the S→OMo
mechanism for the TZ and QZ basis sets.
that the difference between these two methods using the AVTZ basis set reaches up
to 13 kJ/mol. Using a larger basis set this difference is reduced to less than 2 kJ/mol.
This trend was also observed in a previous study [113] with a molybdenum complex.
The large difference for AVTZ is not only due to the domain approximation, but also
due to BSSE. BSSE is significant for MP2/AVTZ, but it is reduced by increasing the
number of functions. On the other hand, in LMP2 BSSE is significantly reduced by
construction [33, 114].
Also to account for the basis-set incompleteness effects, the DF-LCCSD(T0)/AVTZ
energies were corrected by estimating the canonical MP2 complete basis-set limit (CBS).
For this, we used a n−3 extrapolation of the correlation energy from the two points
(MP2/CBS[3:4]) [115]. Correlation energies were calculated at the DF-MP2/AVTZ and
DF-MP2/AVQZ levels of theory. This extrapolated correlation energy was then added
to the HF/AVQZ reference energy. The difference in the relative energies between
MP2/CBS[3:4] and MP2, as well as LMP2, is shown in Figure 4.9 for the S→OMo
mechanism. A significant difference was observed for the AVTZ basis set. Increasing
the basis set to AVQZ this difference was reduced. Despite the reduction, this effect is
still important and should be corrected for.
Assuming that this effect is similar at the MP2 and CCSD(T) levels of theory one can
add a correction to the LCCSD(T0) values in the form:
EEC = E(MP2/CBS[3:4])− E(LMP2/AVTZ) (4.2)
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Figure 4.9: Differences from the MP2/CBS[3:4] relative energies of the stationary points of the S→OMo
mechanism: MP2 (left) and LMP2 (right).
resulting in:
E(CC/CBS) = E(LCCSD(T0)/AVTZ)− E(LMP2/AVTZ) + E(MP2/CBS[3:4]) (4.3)
as a final expression for the gas phase electronic energy. The total free energy was
obtained as:
∆Gtot = ∆E(CC/CBS) + ∆G(PCM) + ∆G(therm) + ∆G(solv, ϵ), (4.4)
where ∆G(PCM) is the sum of the Polarizable Continuum Model (PCM) cavitation,
dispersion and repulsion energies, ∆G(therm) is the thermal correction to the Gibbs
free energy and ∆G(solv, ϵ) is the solvation energy (the energy difference between the
Conductor-like Screening Model (COSMO) calculations with dielectric constant of ϵ and
1). Four different energies will be discussed, starting with the ∆E which is the vacuum
electronic energy without any thermal corrections (including only the first two terms
from Eq. 4.4), then ∆G1 which is the free energy without any solvent corrections and
finally the two free energies with continuum solvent corrections. The dielectric constants
used were 4 and 80, leading to ∆G4 and ∆G80, respectively [94].
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4.1.2 Results and Discussion
S→OMo mechanism
The first investigated pathway is the S→OMo mechanism. In this case the reaction
starts with a nucleophilic attack from the sulfur in HSO−3 or SO2−3 at the oxo ligand
of molybdenum. Two oxo ligands are present, but it was previously shown that only
the equatorial oxo ligand was reactive in this mechanism [116]. All results have been
computed for this specific conformation.
The mechanism starts from the reactant state (RS) with the oxidized active site with-
out any substrate. After sulfite attacks RS the first intermediate (IM1) is formed, via a
transition state (TS1). In this IM1 state sulfate is coordinated to Mo(IV), so the oxygen
abstraction is already under way. After this, sulfate dissociates from the molybdenum
complex via a second transition state, TS2, which brings us to the product state, PS,
which is four-coordinated. In agreement with crystal structures of the product, we inves-
tigated one more state where a water ligand is bound to the Mo complex instead of the
product (PW). This allows us to keep the Mo complex five-coordinated. All structures





Figure 4.10: Optimized structures for S→OMo mechanism using the model with DMDT and HSO−3 .
In Figure 4.11 the relative energies for different methods are presented. Comparing
LMP2 and LCCSD(T0) results it is visible that LMP2 strongly overestimates relative
energies by about 90− 115 kJ/mol. The reason for this strong discrepancy is the known
deficiency in MP2 in the description of oxidation states changes (molybdenum is chang-
ing from +VI to +IV state) [113, 117, 118]. In the case of LCCSD, the difference is much
smaller, as much as 55 kJ/mol but in the opposite direction, bringing us to the conclu-
sion that the triples and singles contributions are important for a proper description of
the system.
Four different energy profiles are shown in Figure 4.12 for HSO−3 as a substrate and in
Figure 4.13 for SO2−3 . The presented energies are the electronic energies in vacuum (∆E),
and the free energies in vacuum and in continuum solvents with dielectric constants of
4 and 80 (∆G1, ∆G4 and ∆G80). From the figures it can be seen that ∆E and ∆G1
results are similar for both substrates. The reason for this is that the thermal effects are
small, besides an entropic effect of binding a free ligand of ∼58 kJ/mol for HSO−3 and
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Figure 4.11: Reaction pathway for S→OMo mechanism with HSO−3 calculated at the different levels of
theory.
∼40 kJ/mol for SO2−3 . On the other hand, if we compare ∆G1 with ∆G4 or ∆G80 we
can see that solvation effects are large. Solvation effects strongly reduce the activation
barriers as well as the energy of the intermediate. The reason for this is that both
reactant state and substrate are charged species, so the reaction energies are dominated
by Coulomb repulsion, which is lowered in solution. The lowest energies are observed in
aqueous solution. However, the highest barrier (TS1) is still considerable, 159 kJ/mol
for HSO−3 and 107 kJ/mol for SO2−3 . This means that the reaction in aqueous solution
is possible, but very slow.
Taking a closer look at the values for free energies ∆G1 and ∆G80 one can see that the
energies are stabilized by ∼190 kJ/mol. Looking into the ∆G80 energies along the path,
one can see that the intermediate (IM1) is 7 kJ/mol higher in energy than the isolated
reactants. Furthermore, the second transition state (TS2) is significantly lower in energy
than TS1 (89 kJ/mol). The product state (PS) is 48 kJ/mol higher in energy than the
reactant state and the binding of water should decrease this difference by 15 kJ/mol.
In the case of the SO2−3 substrate (Figure 4.13) the general conclusion is the same,
but the ∆G1 energies are somewhat higher and the ∆G80 are somewhat lower. In this
case the difference between ∆G1 and ∆G80 energies is ∼300 kJ/mol. One would expect
this trend. In the case of ∆G1 energies, the activation barriers are larger for the SO2−3
substrate since the total charge is increased in comparison with the HSO−3 substrate.
Since solvent effects have a stronger influence on higher charged species, we obtained
lower ∆G80 energies for SO2−3 . The highest barrier is still the first transition state with
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Figure 4.12: Reaction pathway for S→OMo mechanism using the model with DMDT and HSO−3 .
Figure 4.13: Reaction pathway for S→OMo mechanism using the model with DMDT and SO2−3 .
a relative energy of 107 kJ/mol (∆G80 energy), which is almost 50 kJ/mol lower than
in the case of HSO−3 . All other energies are stabilized as well, so IM1 is now 35 kJ/mol
lower in energy than RS. PS and PW states are also lower than RS by 2 and 17 kJ/mol,
respectively. At the end TS2 is also stabilized by 22 kJ/mol.
Multireference effects
Given the large discrepancy between Møller-Plesset and coupled cluster results, we set
out to investigate multireference effects and their weight in our system. First we com-
puted the T1 diagnostic along the reaction path. Observed values were in a range
between 0.020 − 0.027, depending on the chosen structure. These values indicate some
multireference character, but they are still below the suggested thresholds for the appli-
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cation of CCSD(T) (0.04 [119] or even 0.05 [120]). We also compared canonical and local
double amplitudes. For this purpose, we needed to reduce our system. Smaller model sys-
tems were built mimicking the reactant [MoVI(O)2(SH)3]− and product [MoIV(O)(SH)3]−
states. Structures were optimized at the B3LYP/def2-TZVP level of theory, including
the respective ECP on Mo. These two model systems are shown in Figure 4.14. In
both complexes, double amplitudes did not exceed the value 0.05 which is taken as a
threshold to identify strong multireference character.
We also wanted to compare the T1 diagnostic obtained from full canonical CCSD(T)
and LCCSD(T0) calculations. In the [MoVI(O)2(SH)3]− complex, T1 diagnostics were
0.026 and 0.025 from CCSD(T) and LCCSD(T0) calculations, respectively. In the case of
[MoIV(O)(SH)3]−, we obtained 0.033 and 0.028. One can conclude that the truncation of
the virtual space did not influence the value of the T1 diagnostic, despite the significant
reduction of accessible configurations. At the end, taking into account the two different
diagnostics for the verification of the multireference character, we see that our system
has only weak multireference character and it is suitable for an investigation with the
LCCSD(T0) method.
Figure 4.14: Model systems with Mo(IV) (left) and Mo(VI) (right).
O→Mo mechanism
The second investigated pathway was the O→Mo mechanism. This mechanism was
studied by Sarkar and coworkers [104], who proposed a three step mechanism. However,
we could not find such a simple pathway which would be properly connected. A more
intricate mechanism was instead found and is shown in Figure 4.15.
In this case the reaction starts with the same reactant state (RS) as in the S→OMo
mechanism. In the next step HSO−3 approaches the Mo complex and through the tran-
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sition state TS3 forms IM2. IM2 is a six coordinated MoVI-HSO−3 complex where Mo
is bonded to the O from the substrate. In the next step a proton transfers from HSO−3
to the axial oxo ligand resulting in a Mo(OH)(SO3) complex (IM2H) via the transition
state TS4. After that, the sulfur atom of HSO−3 can attack the equatorial oxo ligand and
form IM3 which is a six coordinated Mo complex with a bidentate sulfate ligand. The
IM3 state is formed through TS5 which is the chemical step when sulfate is formed and
Mo reduced to MoIV. In this step the Mo-Osub bond is intact. It is first broken in the
next step when one of the ligating atoms in HSO−4 dissociates from the Mo ion. At the
same time, the proton is transferred back to the sulfate, so it arrives at the same inter-
mediate IM1 as in S→OMo mechanism (via TS6). From this point onward the reaction
occurs as in the S→OMo mechanism. If we use SO2−3 as a substrate the mechanism is
similar except for the proton transfer, so IM2H and TS4 are omitted.







Figure 4.15: Optimized structures for the O→Mo mechanism using the model with DMDT and HSO−3 .
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Figure 4.16: Reaction pathway for O→Mo mechanism using the model with DMDT and HSO−3 .
Figures 4.16 and 4.17 show the relative energies for the O→Mo mechanism with two
different substrates. Here it is again observed that the solvation effects decrease the
relative energies for all transition states and intermediates. The entropic and thermal
effects show the opposite effect.
In this mechanism a large difference between the two substrates is observed. In the
case of the HSO−3 substrate the transition state TS5 holds the obviously highest energy
(∆G80 = 209 kJ/mol), so it is the rate-limiting step. In this step the formation of the
S-O bond and the binding of the substrate takes place. All other states have similar
energies between 63 and 78 kJ/mol, in aqueous solution, except the IM1 which is much
lower in energy (7 kJ/mol).
For the SO2−3 substrate the situation is somewhat different and the energies show larger
variation. Despite the evidence that TS5 has such a high energy (∆G80 = 163 kJ/mol),
this state is not the rate-limiting step, because TS3 state has an energy of 168 kJ/mol.
In the case of the HSO−3 substrate the hydrogen atom in HSO−3 strongly facilitates the
formation of the first Mo-O bond by forming a hydrogen bond with the Oax atom. The
TS3 state is then lowered by 94 kJ/mol.
In both cases the rate-limiting steps show higher activation energies than in the previ-
ous mechanism. In the case of HSO−3 substrate TS5 from O→Mo mechanism is 50 kJ/mol
higher in energy than TS1, the rate-limiting step of S→OMo mechanism. For the SO2−3
substrate TS3 is 60 kJ/mol higher than TS1. At the end we can conclude that this
mechanism is less favorable than the S→OMo mechanism.
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Figure 4.17: Reaction pathway for O→Mo mechanism using the model with DMDT and SO2−3 .
S→Mo mechanism
The last investigated mechanism was the S→Mo mechanism. In this case, the lone pair
of the S atom from the substrate attacks Mo in the first step. The IM4 intermediate is
formed via transition state TS7. This intermediate is a six-coordinated complex with
the substrate bound to Mo by the S atom. In the following, an approximate transition
state TS8 was obtained with an intact Mo-Ssub bond and the shortest possible Oeq-Ssub
bond. This transition state leads to the same IM1 as in the previous mechanisms and
from here onward the reaction continues through TS2 and PS as before. This mechanism






Figure 4.18: Optimized structures for S→Mo mechanism using the model with DMDT and HSO−3 .
Energies for the last investigated mechanism are shown in Figures 4.19 and 4.20. In this
mechanism, high barriers are obtained for both protonated and deprotonated substrates.
These energies are higher than in the S→OMo mechanism. The activation barrier for
the HSO−3 is 256 kJ/mol, 98 kJ/mol higher than in the S→OMo mechanism. For SO2−3 ,
the activation barrier is significantly lowered to 161 kJ/mol, but it is still 54 kJ/mol
higher than in the case of the S→OMo mechanism. Therefore, we can also rule out this
mechanism.
Reaction pathways for SO 91
Figure 4.19: Reaction pathway for S→Mo mechanism using the model with DMDT and HSO−3 .
Figure 4.20: Reaction pathway for S→Mo mechanism using the model with DMDT and SO2−3 .
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4.1.3 Final Remarks
In this study our goal was to investigate all SO mechanisms under the same method
and the same model system. Our model system followed similar conventions as in pre-
vious theoretical studies. For most cases, the conclusions were similar. The only study
where lower activation energies were obtained was the study by Hernandez-Marin and
Ziegler [102]. In this case a slightly different model system was used. An arginine
residue was included in the model system and on that way the approach of two neg-
atively charged species was avoided. The conclusion was nevertheless the same. The
S→OMo mechanism is favoured.
In the end we can conclude that in both cases, HSO−3 and SO2−3 substrates, the pathway
with the lowest barrier is found in the S→OMo mechanism. One intermediate state was
identified, a Mo-sulfate complex, and two transition states. In the first transition state
the formation of the Ssub-Oeq bond occurs and in the second transition state the Mo-Oeq
bond is cleaved. The first transition state involves the chemical step and the reduction
of the Mo ion. This step is rate-limiting.
It was also observed that solvation had a large effect on the activation barriers. In
the previous studies for realistic protein calculations dielectric constants of 2− 20 were
used [121–124]. In the case of charged groups it was also observed that larger values
for dielectric constants are necessary [125]. In our study the smallest barriers were
obtained in solution with a dielectric constant of 80. Nevertheless, those barriers were
still relatively high, meaning that the reaction would be very slow.
In Sarkar’s study [104] they discarded the S→OMo mechanism because in their inter-
mediate state Mo-Oeq and Oeq-Ssub the bond lengths were found to be 2.4 and 1.5 Å,
respectively. This suggested that the oxygen atom transfer was completed. This would
imply an one-step mechanism without the formation of a Michaelis complex. In our case
the bond lengths are different, so for Mo-Oeq we obtained 2.23 and 2.07 Å, for HSO−3
and SO2−3 substrates, respectively, so Oeq is still weakly bound to Mo. On the other
hand, the Oeq-Ssub bond length was found to be larger than in Sarkar’s study, 1.54 and
1.65 Å for HSO−3 and SO2−3 substrates, respectively, confirming that Oeq is not fully
transferred to sulfite. Observing only the bond distances we can say that we obtain a
Michaelis complex for our intermediate state IM1.
Another strong argument in support of the S→OMo mechanism is found in the experi-
mental work from Brody and Hille [126]. In their study they investigated the interaction
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of the enzyme center with HSO−3 and dimethylsulfite. They found that both substrates
react with the same rate constant. Therefore, they concluded that the reaction should
occur through a nucleophilic attack of the sulfur lone pair at the equatorial oxygen.
The only difference between these two substrates is that in the case of HSO−3 the in-
termediate state is more stabilized. They explained that this stabilization appears from
the substrate oxyanion groups which can be directly coordinated to the molybdenum or
participate in electrostatic or hydrogen interactions with other functional groups of the
active site. Since we did not have any other functional groups included in our model
we could not test this effect. On the other hand, in the study of Marin-Hernandez and
Ziegler [102] they included in their model an arginine group and in this way included
hydrogen bonds between this residue and the substrate. The same mechanism as in our
case was verified.
In the end we can conclude that there is also evidence from other theoretical as well
as experimental works that the reaction occurs through the S→OMo mechanism. The
only problem remaining is that the obtained energies are too high. Since, we observed
that solvation effects are large and inclusion of an extra residue as in the case of Marin-
Hernandez and Ziegler [102] study significantly stabilizes the barriers one can envision
a QM/MM approach for this system. In this way other residues of the active site could
be included in the calculation and unbiased reaction energies obtained.
4.2 LMOMO Calculations
In the following we will continue investigating the Mo-systems, but this time using the
hybrid LMOMO approach. Two different reaction mechanisms will be under investiga-
tion. The first one will be again the enzyme sulfite oxidase (SO) which was previously
studied. In this case a slightly different model system will be used. The second system
is the dimethyl sulfoxide reductase (DMSOR). For DMSOR two different model systems
will be used as it will be described later.
These two systems were chosen because of their similarities, but also because of some
specific properties. In both systems oxygen atom transfer reaction occurs. The main
difference is that they proceed in different directions (to and from the metal). Another
important feature is that the most stable state for this species is the singlet state, so
it is possible to make use of closed-shell methods. Another issue is the multireference
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character of the systems under the investigation. As we have already shown, only a
small multireference character was observed, so that single-reference CC methods are
applicable.
Based on these systems we will test the applicability of the LMOMO approach to
reaction mechanisms in metallobiosites. Also, we will test the convergence of our method
by increasing the high-level region in the systematic fashion. Our goal is to show that
the application of accurate methods such as coupled cluster is not necessary on the whole
investigated system, but rather on the small part where reaction occurs.
4.2.1 Computational details
Wave function calculations were carried out with the cc-pVTZ basis set [62] in combi-
nation with the aug-cc-pVTZ-PP orbital basis and the Stuttgart/Dresden ECP28MDF
pseudopotential [108] for the description of Mo (AVTZ). The Pipek-Mezey localization
scheme [22] was used for the occupied orbitals. Orbital domains were determined ac-
cording to the NPA criteria, with TNPA=0.03 [24]. In the case of reaction pathways
calculations, it is important that orbital domains are of the same size in every structure.
For some of the structures along the DMSOR reaction path that was not the case, so
domain merging was applied [114]. In this way, the same number of orbitals was used
in the high level region for all stationary points.
DF approximations were applied throughout [31, 32, 127]. The auxiliary basis sets
for Coulomb and exchange were def2-TZVPP/JKFIT for Mo and cc-pVTZ/JKFIT for
all other atoms [66, 68]. In the case of the correlation part the cc-pVTZ/MP2FIT and
the def2-TZVPP/MP2FIT basis sets were used for Mo [67, 128]. Orbital pairs were
classified according the distance criteria, strong pairs were defined within a distance of
3 bohr and close pairs as within 5 bohr [107]. In the coupled cluster treatment strong
orbital pairs were fully included. Close pairs were treated at the MP2 level, but partly
included in the triples calculation [39].
When free energies are presented, all of the corrections to the electronic energies were
taken from the previous studies. In the case of SO, the added corrections were obtained
as a difference between the values of Hernandez-Marin and Ziegler [102] and our DFT
energies computed with the BP86 functional and the cc-pVTZ basis set, which is similar
to the basis set applied in the original calculations, a triple-ζ-quality STO basis set. In
the case of DMSOR the corrections were taken from Reference [129].
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4.2.2 LMOMO method for SO
Figure 4.21: Active center of sulfite oxidase.
In the previous study by Hernandez-Marin et al. [102] they used a slightly modified
model system than what we described in the previous section. They included the residue
Arg-138 from the chicken sulfite oxidase X-ray structure, PDB code 1SOX [130] (Figure
4.21), modelled by the methyl guanidinium group. In this way the approach of two
negatively charged species is avoided and reaction barriers are stabilized. The other
important factor is the possibility of forming the hydrogen bonds between this residue
and the substrate, which was proposed as an important effect. On the other hand
it was also shown in the previous clinical studies that this residue was important for
the catalytic process. In the case when Arg-138 was mutated to glutamine the protein
exhibited only 2% of its native activity [131]. Thus, it was proposed that this amino acid
has an important role in the attraction of the anionic substrate sulfite to the binding site
near molybdenum. In the following, we will use the same model system as in Reference
[102] with a small modification. Two methyl groups were added to change the ligand to
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DMDT, which was not the case in the original study. Here we will use only SO2−3 as a
substrate.
Despite the experimental evidence which suggests the importance of Arg-138 one
should notice that around the active site other charged residues are present and should
be also included in the calculation. However, to include all of these, a QM/MM ap-
proach would be necessary. The problem with such a method is that one usually uses
DFT in the QM region. As we saw in our previous study, the difference between DFT
and LCCSD(T0) results was 2− 62 kJ/mol depending on the structure [94]. Therefore,
one is in need to find new methods to approach the CC limit. Thus, we want to test the
hybrid LMOMO method which can later be included in a QM/MM scheme at the QM
level.
Figure 4.22: Reaction scheme for the oxidation of sulfite in SO following the S→OMo mechanism.
As observed before, the oxidation of sulfite in SO follows S→OMo mechanism. This
mechanism is a two step mechanism, where in the TS2 the O atom transfer is completed
with full dissociation of the bond to Mo. Also, the arginine residue is hydrogen bonded
to the substrate, but it is not directly involved in the reaction.
In Figure 4.23 the LMP2, LCCSD and LCCSD(T0) results are plotted. It can be
seen that the same difference between the methods is observed as in the chapter before,
suggesting that the Arg residue does not affect the convergence of the QM results. The
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only difference between these and previously presented results is that the activation
barriers are significantly lower. For example, in the case of the TS1 state, which is a
rate-limiting step, the energy barrier is only 37 kJ/mol in comparison with 107 kJ/mol
in the previous calculations.
Figure 4.23: Free energies (in kJ/mol) along the reaction path of SO.
Before we start evaluating the LMOMO method, one more difference between the
present system and the one used in the first part of this chapter should be noted. In the
first model system we saw that the energy changes drastically when one goes from the
free energy in vacuum to the free energy in solution and also when one changes from ϵ = 4
to ϵ = 80. It was our intention to reevaluate this trend with the added arginine residue.
One can see in Figure 4.24 that in the second case (model+Arg-138) the correction
is significantly smaller and amounts to a maximum of 20 kJ/mol in comparison with
110 kJ/mol for the first case (model). As stated before the large difference observed in
the first system are due to the interaction of two charged species. On the other hand,
with the inclusion of arginine in the model, a charge is neutralized, reducing the effect.
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Figure 4.24: Difference between the free energies with ϵ = 4 and ϵ = 80 for the two different model
systems along the S→OMo reaction path.
For the LMOMO calculations, three different high level regions were selected. They
are presented in Figure 4.25 in red. The TS2 structure was taken as an example. In
the smallest region (R1) only orbitals which had Mo in their domain list were correlated
at the coupled cluster level. In the next selection, atoms directly included in the bond
breaking/formation were also included in the high level. This selection will be denoted
as R2. Finally, we include not only molybdenum, oxygen and sulfur but also the first
neighbours of the molybdenum. This will correspond to the R3 selection. In this way
we are increasing the number of orbitals in the high level region, so in the case of the
R1 selection we have 15 orbitals correlated at the high level, in R2 27 orbitals and in
the R3 selection the total number of orbitals at the high level is 33. The total number
of valence orbitals in LCCSD(T0) calculations for this system was 61. In this way the








































Figure 4.25: Three different regions for the SO active site.
Figure 4.26: Free energies (in kJ/mol) along the reaction path of SO. The LMOMO results are shown
for selection R1.
In Figure 4.26 LCCSD(T0):LMP2 results for the R1 selection, as well as LMP2 and
LCCSD(T0) results are presented. One can see that despite the large difference between
LMP2 and LCCSD(T0) results, even the smallest region was enough to obtain reason-
able results. The results for all three region selection in comparison with LMP2 and
LCCSD(T0) results are shown in Table 4.1. If we now look into the results for the R2
selection, deviations of 2−3 kJ/mol are present. For this type of systems, this would be
already a reasonable compromise. In the R3 selection, the results are close to converged
and only in the case of TS1 the error was a little bit above 1 kJ/mol.
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Table 4.1: Relative electronic energies (in kJ/mol) computed for the SO reaction at different levels of




RS 0.0 0.0 0.0 0.0 0.0
TS1 90.1 -16.7 -6.2 -5.2 -4.1
IM1 -68.3 -160.1 -158.2 -156.4 -156.9
TS2 65.7 -21.7 -19.2 -16.9 -16.5
PS 55.6 -33.4 -31.5 -29.3 -30.4
As stated earlier, one important aspect is the multireference character of the system.
The easiest way to check this is to obtain the T1 diagnostic. The T1 diagnostic is defined






In this way the quality of a CCSD wave function is evaluated and if T1 < 0.04 [119]
or even T1 < 0.05 [120] the coupled cluster methods should still be applicable, as long
as triple excitations are included. Therefore, we decided to check the T1 diagnostic
obtained from LMOMO calculations in comparison to the one from a full LCCSD(T0)
run. As one can see in Table 4.2 a good agreement was achieved independent of the
region size. One observes only a slight underestimation. Thus, we can conclude that this
method is also suited to obtain such a valuable piece of information, the multireference
character of the system, at a relatively low cost.
We showed that the energies as well as the T1 diagnostic obtained with the LMOMO
method were in good agreement with the full QM calculation. This places it as an
alternative to the custom DFT applications. On the other hand, it is well known that
coupled cluster methods are much more time consuming in comparison with DFT. For
this reason, we wanted to test the timings for the hybrid LMOMO approach. To test
the timings we performed calculations on the model system, where we included the full
molybdopterin group (Figure 4.27). The selection of the orbitals for the high level region
was the same as in the previous case. The number of orbitals in the high level region
was 15, 27 and 33 for the R1, R2 and R3 selections, respectively. In the full LCCSD(T0)
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Table 4.2: T1 diagnostics for all states in the SO reaction pathway calculated at the different levels of




RS 0.016 0.019 0.019 0.021
TS1 0.020 0.023 0.024 0.025
IM1 0.016 0.018 0.019 0.020
TS2 0.016 0.018 0.019 0.021
PS 0.017 0.018 0.019 0.021
calculation the number of correlated orbitals was 97. In Figure 5 the real times for the
LCCSD(T0) and LCCSD(T0):LMP2 calculations are shown, excluding the HF part. As
one can see, even for the R3 selection we obtained significant savings in comparison to the
full LCCSD(T0) calculation (270 min for R3 selection and 903 min for full LCCSD(T0)).
Therefore, we introduced a method which is less expensive than full LCCSD(T0), but
with comparable accuracy. These two important features of the method qualify it as a
good replacement for DFT in the investigation of reaction mechanisms.
Figure 4.27: Time needed for LCCSD(T0):LMP2 calculations dependent on the number of orbitals in
high level region.
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4.2.3 LMOMO method for DMSOR
DMSOR catalyses the oxygen-atom transfer from dimethyl sulfoxide (DMSO) to the
MoIV active site yielding dimethyl sulfide (DMS) and MoVI. The active site for DMSOR
was modelled by [Mo(DMDT)2(CH3O)]−, where CH3O− is a model of the serine ligand.
All structures used in these calculations were taken from the Reference [129] and they
are shown in Figure 4.31.
In the case of DMSOR a relatively broad consensus about the mechanism exists.
This reaction follow a two-step mechanism and starts when DMSO enter the active
site. Via the first transition state the intermediate state with weakly bound DMSO
to the MoIV was build. After that, in the second step the S-O bond is cleaved in an
oxygen atom transfer reaction. This reaction mechanism is depicted in Figure 4.28. All
previous studies agreed that the second transition state is the rate-limiting step, but
the activation barriers were different. Because of that we wanted to employ the hybrid
LMOMO approach to see if we can obtain better results.
Webster and Hall [133] performing B3LYP calculations on the model
[Mo(DMDT)2(OCH3)]− obtained an activation energy of 37 kJ/mol. On the other hand,
Thapper et al. [134] studied a slightly different model system and obtained an activation
energy of 76 kJ/mol. For this system, activation energies in the range from 37 kJ/mol to
80 kJ/mol were obtained in different studies [133–144]. In the recent paper from Li et al.
[129] they improved their results using the LCCSD(T0) method and obtained excellent
agreement with the experiment. In our studies we wanted to show that one can restrict
the CC treatment to a relatively small region, just as in the case of SO. Thus, we again
applied the hybrid LMOMO approach in the calculation of the pathway.
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Figure 4.28: Reaction scheme for the reduction of dimethyl sulfide catalysed by DMSOR.
In the previous investigation [129], a biomimetic model was also considered. The
difference between this biomimetic model and the one which we already introduced
is one of the ligands, PhO−, instead of CH3O−. TS2 geometries for both complexes
are shown in Figure 4.29. In both cases the same mechanism is followed and similar
stationary points were identified.















































Figure 4.30: Three different high-level region selections for the DMSOR reaction. The number of orbitals
included in the high-level are 17 (R1), 20 (R2) and 28 (R3) from a total of 57 valence
orbitals.
Three different selections for LMOMO calculations were again used. In the first selec-
tion, the region consisted of only orbitals which belong to Mo. This region will be noted
as R1. In the second selection, the region was extended to the sulfur and oxygen which
took part in the reaction. This will be region R2. In the last case, we included also the
first neighbours of Mo to the R2. All three region selections are depicted in Figure 4.30.
Before we look into the LMOMO results we want to compare results obtained from
different local methods, LMP2, LCCSD and LCCSD(T0) (Figure 4.31). In the TS1
and IM1 states the difference between LMP2 and LCCSD(T0) as well as LCCSD and
LCCSD(T0) is less than 5 kJ/mol. On the other hand, LMP2 and LCCSD results show
larger errors in the TS2 and PS states. In the PS state LMP2 even shows an error of
about 100 kJ/mol and triple contributions for this state are also important and amount
to 57 kJ/mol. In the TS2 state the situation is somewhat better and the LMP2 error
amounts to only 22 kJ/mol.
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Figure 4.31: Free energies (in kJ/mol) along the reaction path of DMSOR.
If we now compare the results for the different ligands (Table 4.3), one observes that
the LCCSD(T0) results are quite close for each stationary point. On the other hand,
looking at the LMP2 values, one observes much larger errors with PhO−. This effect
should be connected to the aromatic character of the ligand.
Figure 4.32: Free energies (in kJ/mol) along the reaction path of DMSOR. The LMOMO results are
shown for selection R1.
In Figure 4.32 LMP2, LCCSD(T0) and LCCSD(T0):LMP2 (R1) results are shown.
One can see that the LCCSD(T0):LMP2 results are properly describing the reaction
pathway even in the points where LMP2 fails (TS2, PS). Looking closely into the results
(Table 4.3), smaller differences than in the SO reaction for the R1 region are observed.
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Table 4.3: Relative electronic energies (in kJ/mol) computed for the DMSOR reaction path at different
levels of theory. Three different selections for the high-level region have been considered.
Values for the cluster (CH3O−) are shown, corresponding to the DMSOR active site model,




RS 0.0 0.0 0.0 0.0 0.0
TS1 15.5 17.7 19.1 21.4 21.2
IM1 10.5 12.0 14.1 17.0 16.6
TS2 93.6 71.3 69.5 69.1 69.4
PS -252.2 -140.9 -139.1 -138.0 -134.8
PhO
RS 0.0 0.0 0.0 0.0 0.0
TS1 28.8 26.4 26.5 25.6 23.1
IM1 8.2 6.7 9.4 12.1 12.0
TS2 87.4 58.4 56.5 55.5 57.1
PS -257.4 -143.0 -141.2 -139.3 -134.9
On the other hand, that was not the case for R2 and R3 selections. In the R3 selection,
the LCCSD(T0):LMP2 deviations are within the 1 kJ/mol except for the product state,
for the CH3O− ligand. The product state for this ligand shows deviation of about
3 kJ/mol. In the case of PhO− ligand, all deviations are somewhat larger, but not more
than 5 kJ/mol.
At the end, we also looked into the T1 diagnostic for the DMSOR reaction and the
same conclusion as in the SO case can be drawn. A weak multireference character
is observed, with a good agreement between LCCSD(T0):LMP2 and LCCSD(T0) T1
values. Results for the T1 diagnostic are shown in Table 4.4.
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Table 4.4: T1 diagnostics for all states in the DMSOR reaction pathway calculated at the different
levels of theory. Three different selections for the high-level region have been considered, as
depicted in Figure 4.30.
LCCSD(T0):LMP2 LCCSD(T0)
R1 R2 R3
RS 0.016 0.016 0.017 0.019
TS1 0.017 0.017 0.019 0.020
IM1 0.017 0.017 0.019 0.020
TS2 0.023 0.026 0.028 0.029
PS 0.018 0.016 0.018 0.020
4.2.4 Final Remarks
In this chapter, reactivity studies of molybdenum enzymes highlighted the importance
of highly accurate methods for the description of reaction pathways. Results obtained
with LCCSD(T0), LMP2 and LCCSD(T0):LMP2 were compared. We concluded that
LMP2 is not a suitable approach for the calculation of such reaction pathways, since it
fails to properly describe the change in the oxidation state of the metal center. Since
the change of the oxidation state is localized on the metal center and only slightly
affects the rest of the system, the effect can be handled locally. Therefore, in the hybrid
LCCSD(T0):LMP2 scheme we treated the metal center at the LCCSD(T0) level and the
rest of the system at the LMP2 level. This was applied for both the S→OMo mechanism
for SO and also the main step in DMSOR.
In the SO mechanism the difference between the LMP2 and LCCSD(T0) results was
significant. However, we showed that by including only the orbitals which belong to the
metal center this difference was drastically reduced. By adding the direct coordination
shell to the metal center, the relative energies converged to the LCCSD(T0) results and
the biggest observed difference for this reaction mechanism was 1.1 kJ/mol.
In the DMSOR case the difference between LMP2 and LCCSD(T0) was observed only
in the second transition state and in the product state. In this case we also obtained a
good agreement between the LCCSD(T0):LMP2 and LCCSD(T0) results. The devia-
tions are somewhat larger than in the SO case, but not more than 5 kJ/mol.
In the end we also tested the values for the T1 diagnostic obtained from full canonical,
local and hybrid LMOMO calculations. It was shown that T1 diagnostics obtained from
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all three methods were in good agreement in both cases, SO and DMSOR. Therefore,
one can use the LMOMO scheme as a quick check of the multireference character of the
system.
Another important use of the LMOMO method is to test the accuracy of LMP2 since
we saw that already the smallest region can correct for the LMP2 behaviour. In the case
when it is observed that LMP2 might lead to artifacts, the LMOMO scheme should be
used, by correlating the metal center and the first neighbours of the metal at the high
level and the rest at the lower level. In this way energies which are in good agreement
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In the previous chapters the LMOMO method was applied to closed-shell systems. We
will make one step further by expanding this treatment to open shell metal centres.
This is of utmost importance since open shell metal centres commonly occur in enzymes
and model coordination compounds. At the same time, it is generally known that the
electronic configuration of open-shell systems is more difficult to describe than the one of
closed-shell systems. In this chapter we will start by evaluating the LMOMO accuracy
on the example of small benchmark systems where binding energies will be calculated.
After assessing the accuracy for open-shell systems we will make use of this method
for the investigation of the mechanism of the nitrite reductase and more demanding
properties such as electron affinities.
5.1 Open-Shell Test Systems
One of the fundamental questions in bioinorganic chemistry is metal ion selectivity.
To address this question accurate computational protocols of the species involved are
needed. In the previous study of Gutten et al. [145], they tested the influence of
the optimization procedure, the solvation effects and the accuracy of the calculated
electronic energy on the results. In this study we focus only on the calculation of the
electronic energy. In their study, they found out that RI-MP2 results were generally
in good agreement with UCCSD(T). On the other hand, the comparison between DFT
and UCCSD(T) was not so satisfactory. DFT performed reasonably well for uncharged
ligands, but in the case of charged ligands, the results deviated by more than 10 kcal/mol.
Therefore, we decided to use the same complexes to study the accuracy of our newly
developed LMOMO method for open shell systems.
In this study binding energies were calculated using different levels of theory, e.g.
UCCSD(T), LUCCSD(T0) and LMOMO. Four complexes [MII(CH3S)(H2O)]+ (LI),
[MII(H2O)2(H2S)(NH3)]2+ (TH), [MII(CH3S)(NH3)(H2O)(CH3COO)] (SQ),
[MII(H2O)2(SH)(CH3COO)(Im)]·H2O (SP) with three different metal ions (Fe2+, Cu2+
and Mn2+) (Figure 5.1) were used as test systems. These three metals were taken in
their high-spin state (S = 1
2
for Cu2+, S = 2 for Fe2+ and S = 5
2
for Mn2+) which is
assumed to be their ground electronic state. The ligands were chosen to represent all
three metal-binding atoms which commonly occur in proteins (O, S, N) and to be of
varied size and charge.
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Figure 5.1: Model complexes:
(A) [MII(CH3S)(H2O)]+ in linear coordination geometry;
(B) [MII(H2O)2(H2S)(NH3)]2+ in tetrahedral coordination geometry;
(C) [MII(CH3S)(NH3)(H2O)(CH3COO)] in square planar coordination geometry;
(D) [MII(H2O)2(SH)(CH3COO)(Im)]·H2O in square pyramidal coordination geometry with
one water in the second coordination shell.
5.1.1 Computational Details
Energies were calculated using the aug-cc-pVTZ basis set [63] for all atoms except hy-
drogen and the metal. For hydrogen the cc-pVTZ basis set [62] was used. In the case of
the metals, aug-cc-pVTZ-PP [65] and the effective core potential ECP10MDF [64] were
used for Cu and aug-cc-pVTZ [146] was used for Fe and Mn. In all local calculations
density fitting was used with corresponding basis sets, except in the case of the metals
and the JKFIT basis set, where def2-QZVPP/JKFIT was used [68]. All calculations
were carried out with a development version of Molpro 2012.2 [61].
In local calculations orbitals were localized using the Pipek-Mezey localization [22].
Orbital domains were determined according to the NPA criteria [24], TNPA = 0.03. A
distance criteria was used for the classification of the orbital pairs. Strong pairs were
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defined within a distance of 3 bohr and close pairs within a distance of 5 bohr.
The geometry optimizations were performed using B3LYP [48, 49] with def2-TZVP
[72, 109] starting from the structures from Reference [145]. The L-M-L angles were
constrained in all geometry optimizations to preserve the desired coordination geometry,
except in the case of the SP complex. In the SP complex the starting structure was
in an octahedral coordination geometry and the optimization did not converge when
the L-M-L angles were constrained. In the case of the relaxed optimization, one water
significantly moved away from the copper and at the end of the optimization was located
in the second coordination shell. The rest of the complex slipped into a square pyramidal
geometry.
5.1.2 Benchmark Results
The binding energies were calculated corresponding to the process:
{L1 + . . .+ Ln}c−2 + [M(H2O)n]2+ −→ [MLn]c + nH2O (5.1)
where the {Li}c−2 notation is used to denote the overall charge of the (non-interacting)
ligands. In almost all cases the number of ligated water molecules before the reaction
was equal to the total number of ligands bound to the metal center after the reaction.
It should be pointed out that in the case of the SP complex the starting complex was
[MII(H2O)6]2+ in octahedral coordination geometry and the SP complex was in a square
pyramidal conformation with one water molecule in the second shell. One can define the
binding energy ∆Ebind as:




Single point calculations were carried out on all reactant and product states using
different levels of theory. Both RCCSD(T) and UCCSD(T) were used, but the results
were similar so we will only show UCCSD(T) results, which simplifies the comparison
to the results featured in Reference [145]. Since we could not obtain the UCCSD(T)
results for the SP system we carried out LUCCSD(T0) calculations and evaluated the
accuracy of this method. Furthermore, the LUCCSD(T0) method was used as a reference
to evaluate the hybrid LMOMO method. In the LMOMO calculations only orbitals
containing the metal center were treated at the coupled cluster level, and the rest of
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the system at the LRMP2 level. In Figure 5.2 on the example of the copper complexes
the interactions for all four systems are shown, including the representation of the used
regions. The high level region is represented in red.
Figure 5.2: Reaction mechanism of the Cu complex in (A) linear, (B) tetrahedral, (C) square planar
and (D) square pyramidal coordination geometry with one water molecule in the second
coordination shell. Orbitals treated at the high level in LUCCSD(T0):LRMP2 calculations
are depicted in red.
In the study of Gutten et al. [145] it was already shown that UCCSD(T) results in
combination with the aug-cc-pVTZ basis set are reasonably converged, therefore we did
not test the convergence of this method. On the other hand, we wanted to investigate
the accuracy of LUCCSD(T0) using the same basis set. In the original study of the
LUCCSD(T0) method, it was shown that the error of this method is mostly less than
1 kcal/mol, but can go up to 4 kcal/mol [147, 148]. Since the investigated systems in
their study did not contain any metal centers our first step was to evaluate the accuracy
of the LUCCSD(T0) method in comparison to UCCSD(T).
In Table 5.1 the results obtained using different wavefunction methods including canon-
ical, local and hybrid LMOMO methods are shown. As one can see, the difference be-
tween canonical and local MP2 results is in most cases negligible. Only in the case of
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systems in square planar coordination geometry the difference is slightly larger, but not
more than 1.5 kcal/mol. Therefore, we can conclude that the domain approximation
almost does not effect the results. On the other hand, the difference between local and
canonical coupled cluster results is larger, although not in excess of 3 kcal/mol. This is
in agreement with the results obtained in the original study [147, 148]. This difference
can be due to the pair approximation. Since the domain approximation does not produce
almost any error, there is no error cancellation in this case. It was shown in the previous
work that error cancellation between the domain and pair approximation is important
and can lead the local coupled cluster results to be in good agreement with canonical
ones. Furthermore, one can notice that the difference is present in the systems with
anionic ligands, since in those systems the charge is not as well localized as in systems
with uncharged ligands. Therefore, the local correlation approximation should be taken
as a good approximation if we take into the account that we are dealing with open shell
species which are more demanding for the calculation and the degree of uncertainty is
higher for these systems.
Before we look into the LMOMO results, we want to compare the LRMP2 and
LUCCSD(T0) results. One can see that in almost all cases the difference between these
two methods is less than a few kcal/mol, except for the linear complex of
[CuII(CH3S)(H2O)]+, where the difference is formidable, reaching 20 kcal/mol. The
same difference was observed also in the case of the canonical calculations. Concerning
the performance of the LMOMO method one can see that in all systems investigated
in this study the difference between the LMOMO and LUCCSD(T0) results is more or
less constant and does not amount to more than 1 kcal/mol. It was already seen in
the previous study [145] that in these complexes DFT methods deviate more from the
UCCSD(T) results dependent of the charge of the ligand. Therefore, we can conclude
that the proposed LMOMO method performs significantly better than the DFT methods
independent of the charge of the ligands.
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Table 5.1: Interaction Energies of the Studied Metal Ions with Model Binding Sites, ∆Eint (Ln), (for
the Reaction (L1 + ... + Ln)c−2 + [M(H2O)n]2+ → [MLn]c + nH2O), Calculated Using
Various ab Initio Methods and [M(H2O)n]2+ as References.
coord complex UCCSD(T) LUCCSD(T0) LMOMO LRPM2 RMP2
LI [CuX2]+(a) -295.4 -296.3 -295.9 -318.3 -318.3
[FeX2]+ -265.8 -263.3 -263.8 -259.7 -259.6
[MnX2]+ -256.8 -255.2 -255.6 -252.9 -252.9
TH [CuX4]2+(b) -17.4 -17.5 -17.8 -15.4 -15.4
[FeX4]2+ -6.6 -6.9 -7.5 -6.4 -6.4
[MnX4]2+ -5.2 -5.5 -5.9 -5.0 -5.0
SQ [CuY4](c) -377.9 -374.9 -375.5 -370.3 -371.7
[FeY4] -367.9 -364.9 -365.2 -363.6 -364.8
[MnY4] -354.0 -351.3 -351.6 -350.2 -351.5
SP [CuX6](d) - -348.7 -348.6 -344.1 -
[FeX6] - -325.0 -325. -324.6 -
[MnX6] - -322.2 -322.7 -321.7 -
(a) [MX2]+ stands for the [MII(CH3S)(H2O)]+ complex.
(b) [MX4] stands for the [MII(CH3S)(NH3)(H2O)(CH3COO)] complex.
(c) [MY4]2+ stands for the [MII(H2O)2(H2S)(NH3)]2+ complex.
(d) [MX6]+ stands for the [MII(H2O)2(SH)(CH3COO)(Im)]·H2O complex.
Since we observe that LRMP2 gives reasonable results for the investigated systems we
wanted to compare the overall performance of the LRMP2 and LMOMO method. There-
fore, we plotted normalized Gaussians in Figure 5.3 for both methods. The center of the
Gaussian represents the average difference between LRMP2 or LUCCSD(T0):LRMP2
and LUCCSD(T0). The width represents the root mean square deviation (RMSD). As
one can see both methods have an average deviation below 1 kcal/mol. However, the
main disadvantage of LRMP2 is that the results can deviate much stronger as it is seen
from the width of the Gaussian. This is not the case for the hybrid LMOMO method.
These results show that our hybrid LMOMO method gives results which are in good
agreement with the full calculations independent of the investigated system.
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Figure 5.3: Normalized Gaussians centered at the average difference, the width represents the RMSD.
LUCCSD(T0) was taken as a reference.
5.2 Nitrite Reductase
Nitrite reductases (NiRs) catalyze the one-electron reduction of nitrite (NO−2 ) into
gaseous nitric oxide (NO) [149–151], which is the first step in microbial denitrification:
NO−2 + 2H+ + e− → NO + H2O.
Two types of nitrite reductases (NiR) are known to exist. The first one contains a
prosthetic cd1-heme iron in the active site. The second type makes use of copper atoms,
copper nitrite reductase (CuNiR). Two groups of CuNiRs can be distinguished on the
basis of their absorption spectra. They are blue and green CuNiRs. These two groups
have a high degree of homology and structural similarity. Both enzymes have been
determined to be 3-fold symmetrical homotrimers [152–154]. Also, in both enzymes
two copper sites are present, one of type 1 (T1) and one of type 2 (T2) separated by
∼13 Å[151]. In the T1 copper site, copper is coordinated to two histidine ligands, one
cystein and one methionine ligand. The T2 copper has three histidine ligands plus a
number of water molecules (Figure 5.4) [155, 156]. The T1 copper site is the redox active
site and the T2 copper site is the catalytic one.
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Figure 5.4: X-ray structure of the catalytically active T2-copper site in NiR from Alcaligenes xylosoxi-
dans [157].
Based on the experimental evidence different groups proposed several mechanisms
for the nitrite reduction [155, 156, 158–165]. Averill proposed the first mechanism for
CuNiR based on the postulated mechanism of cd1-NiR [163]. In this mechanism nitrite
binds to the reduced copper site. After that two consecutive proton transfers occur
from nearby protein residues. In this way, the Cu(I)-NO+ complex is formed. This
complex is in resonance with the Cu(II)-NO(radical) form. After the loss of NO from
the Cu(II)-NO(radical) the catalytic cycle is completed.
On the other hand, Suzuki and coworkers proposed an alternative mechanism based on
the crystal structures of the NO−2 and NO bound forms of different CuNiR enzymes [164].
In this case nitrite binds to the oxidized active site. After binding occurs the copper site
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is reduced and a Cu(I)-NO−2 complex is formed. A fast protonation of NO−2 occurs and
NO is quickly released and the oxidized Cu(II) active site with bound water is formed.
This proposed mechanism was further changed by Hasnain and coworkers [165], since a
different binding mode of NO−2 was discovered.
Since all these mechanisms were lacking details, Marothy et al. [166] performed the-
oretical calculations on several possible mechanisms. The investigated mechanisms are
shown in Figure 5.4. The initial state is the O state in which the T2 site is oxidized and
Asp-92 is not protonated. In the first step, the nitrite binds to the copper center instead
of the water (S state). After that the protonation of Asp-92 occurs (P1 state) which
triggers the electron transfer from the T1 site resulting in a reduced, substrate-bound
state with a single proton (R state). After the R state two pathways were investigated.
They found that most likely a second proton enters the active site and binds to one of
the nitrite group oxygen atoms, forming a nitrous acid group (P2 state). After this,
the reaction occurs and the nitrite N-O bond is broken, forming nitric oxide. At the
same time the T2-bound hydroxyl part is protonated from Asp-92 producing a water
molecule. At the end nitric oxide is removed and one water is bound to the copper and
another one is in the second shell and can be rearranged to return the enzyme to the
initial state. Their study supported the mechanism proposed by Suzuki and coworkers
[164].
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Figure 5.5: Putative reaction cycle of copper nitrite reductase.
In their study the order of the first three steps in the mechanism was based on the
computed electron and proton affinities. The problem was that the calculated electron
affinity of the P1 state was smaller than of the nitrite-free O state, while it should be
larger. Therefore, we deemed this to be a good system to evaluate the accuracy of the
LMOMO method. Since our focus is on open-shell systems we restricted our study to
the first three steps in the proposed mechanism.
5.2.1 Computational Details
The active site was modelled starting from the crystal structure of the blue Alcaligenes
xylosoxidans NiR [157]. The model includes the T2 copper, which was coordinated
to three histidines (His-94, His-129 and His-300-II) as well as Asp-92 in the second
coordination shell. In some of the crystal structures several water molecules around the
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Asp-92 are present [157, 167], so we included two of them in our model. All the ligands
have been truncated at the peptide chain backbone.
The geometry optimization on this model complexes were done using the B3LYP-D3
method with the def2-SVP basis set [72, 112]. To speed up the calculations the RIJCOSX
approximation was used in combination with the def2-SVP/JK auxiliary basis set [68]. In
all optimizations the α-carbons were constrained to emulate the strain of the backbone,
yet allowing a certain amount of flexibility. All geometry optimizations were carried out
with the ORCA program package [168].
The Dunning cc-pVTZ basis set [62] was used for all atoms except Cu where the aug-
cc-pVTZ-PP basis set [146] in combination with the ECP10MDF effective core potential
[64] was used. The Pipek-Mezey localization scheme was used for orbitals [22]. Orbital
domains were determined according to the NPA criteria [24] with TNPA = 0.03. Orbital
pairs were classified according to the distance criteria, strong pairs were defined within a
distance of 3 bohr and close pairs within 5 bohr. Strong orbital pairs were fully included
in the coupled cluster part and close pairs were treated exclusively at the MP2 level.
The density fitting approximation was used throughout. Auxiliary basis sets were used
for the Coulomb and exchange part as well as for the correlation part. In the first case
def2-QZVPP/JKFIT [68] for Cu and for all other atoms cc-pVTZ/JKFIT [66] auxiliary
basis sets were used. For the second part cc-pVTZ/MP2FIT [67] for all atoms except for
Cu where aug-cc-pVTZ-PP/MP2FIT [169] basis sets were used. All single point energy
calculations were carried out with a development version of Molpro 2012.2 [61].
All shown energies present the free energies in the enzyme environment and were
calculated as:
∆Gtot = ∆E(elec) + ∆G(solv, ϵ) + ∆G(ZPE) + ∆G(therm), (5.3)
where ∆E(elec) is the electronic energy calculated with LUCCSD(T0) or LRMP2 or
LUCCSD(T0):LRMP2, ∆G(solv, ϵ) is the solvation energy (the difference between the
COSMO calculations with dielectric constant of ϵ = 4 and 1 obtained with the LRMP2
method), ∆G(therm) is the thermal correction to the Gibbs free energy and ∆G(ZPE) is
the zero point energy (ZPE). The last two corrections were obtained from the frequency
calculations using the B3LYP-D3 method with def2-SVP basis set.
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5.2.2 Results and Discussion
Looking into the first three steps of the proposed mechanism one can see that three
different processes occur, protonation, reduction and substrate binding. To thoroughly
investigate the first three steps in the reaction mechanism all six possible combinations











































The initial state is the same for all possibilities, the T2 copper is in its oxidized
state and Asp-92 is deprotonated (OS). In (1) in the first step NO−2 replaces the water
molecule and binds to copper (SS). In the second step the protonation of Asp-92 takes
place (P1S) and at the end the reduction occurs (RS). This is the same as proposed by
Marothy et al. [166]. In (2) the first step is the same as in (1), but protonation and
reduction change their place leading to the P1ES and RS states, respectively. In (3)
the protonation of Asp-92 occurs first (P1WS) followed by nitrite binding (P1S) and
reduction (RS). In (4) the mechanism again starts with the protonation of Asp-92 as in
the previous case, but the order of nitrite binding and reduction is changed which leads
to formation of P1EWS and RS states respectively. In (5) and (6) the mechanism starts
with the reduction of the active site (OES) which is followed by protonation (P1ES) and
nitrite binding (RS) in (5) and nitrite binding (P1S) and protonation (RS) in (6). All
these states are shown in Figure 5.6 with the active site in the oxidized state and in
Figure 5.7 with the active site in the reduced state.
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Figure 5.6: Optimized structures of the T2 site with copper in the oxidized state.
Figure 5.7: Optimized structures of the T2 site with copper in the reduced state.
Proton and Electron Affinities
For one to determine the protonation state of different intermediates, pKa values should






where by ∆Go,pKasolv is the free energy of deprotonation and RTln10 = 5.743 kJ/mol (R
is the gas constant and T is the temperature). The free energy of deprotonation of
molecule HA is defined as the free energy change of the reaction:
HAsolv −→ A+solv +H
+
solv (5.5)
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where by Gosolv(A+) and Gosolv(AH) are the energies in solution including zero-point en-
ergies and thermal corrections of deprotonated and protonated species. The Gosolv(H+)
energy is the solvation energy of H+ including the translational free energy of H+
and a correction for the change in reference state from 1 atm to 1 M. It amounts to
−1119.4 kJ/mol ([170]).
Similarly, for one to determine at which point the reduction occurs the redox potential







where by ∆Go,redsolv is free energy of reduction, F is the Faraday constant and n is the
number of electrons being transferred (n = 1 in our case). The free energy of reduction
is defined as the free energy change of the reaction:
Oxsolv + e
− −→ Redsolv (5.8)
where Oxsolv and Redsolv are the oxidized and reduced species in solution. To calculate
experimentally relevant redox potentials a reference electrode must be considered. One
way to incorporate a reference electrode in the calculation of redox potentials is to
use previously published experimental or theoretical values for the absolute reduction
potential of the reference electrode. It this study we will use the value of 4.281 V
obtained by Isse and coworkers [170]. Thus, we will now look into the pKa values and
redox potential to try to determine the order of the steps in which the reaction occurs.
In the OS state the pKa has a negative value (-12.8) meaning that the protonation
can not occur in this state.The pKa value of the SS state is 5.1 and is slightly smaller
than the one obtained for OES state (9.7). The largest pKa value is obtained for the
P1ES state and it amounts to 27.6. All these values are above the pKa value of 3.9 for
the β-carboxy group of aspartic acid [171]. The pKa value for the β-carboxy group was
taken as a reference since the protonation in our calculations occurs at this position.
Therefore, four of the proposed mechanisms are possible, mechanisms (1), (2), (5) and
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(6). Thus, if we look only into the proton affinities we cannot conclude through which
of the proposed mechanisms the reaction proceeds.
If we now take a look in the redox potentials we can see that in the case of the SS
state we have a negative value (-1.1 V) meaning that the reduction does not occur in
this step. The values for the three other states are 0.06 V, 0.26 V and 1.40 V for OS,
P1S and P1WS states, respectively. Since we know that electron transfer should occur
from the T1 copper site we should compare these values with the redox potential of the
T1 copper site which amounts to 247 mV [172]. Therefore we can conclude that only
the mechanisms in which the reduction of P1S or P1WS states occurs are possible. This
leave us with three possible mechanisms: (1), (3), (4).
Combing the results for pKa values and redox potentials we see that the reaction could
happen only through mechanism (1). The other mechanisms are rejected due to the too
low proton or electron affinities. This is in the agreement with the experimental results
for this system. It is known that the electron is transferred to the T2 copper site from
the T1 copper site. It was observed by Solomon and coworkers [173] that there is no
such transfer before the protonation of the T2 site. In an other experimental study it
was indicated that the nitrite does not bind to the reduced Cu(I) T2 site [174]. Hence,
we have that in the first step nitrite binds to the T2 copper, after that the protonation
of the Asp-92 occurs and at the end the electron is transferred from the T1 copper. This
is in agreement with the proposed mechanism of Marothy and coworkers [166].
In a recent theoretical study the mechanism of NiR was investigated [175]. Despite
the use of a different active site the same conclusion was obtained. The electron transfer
occurs after the nitrite binds. The difference between our study and the study from Li
et. al is that in their case nitrite binds to the copper in a bidentate fashion, which is
not the case in our study. The reason for this as they found out is that nitrite binds
in a bidentate way only when both residues Asp-92 and His-249 are protonated. Since
we did not include in our model the His-249 residue we could not obtain such a binding
mode.
LMOMO calculations for NiR
After we knew through which mechanism the reaction occurs we used the LMOMO
approach to calculate the energetic of the reaction pathway. Three different region
selections were used. In the first one only the metal center was correlated at the high
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level and it will be denoted as R1. In the second one the substrate was treated at the
high level too (R2 selection) and in the third one the position where the proton binds
was also treated at the high level (R3). All three selections are shown in Figure 5.8. The
total number of valence orbitals in the LUCCSD(T0) calculation is reduced to almost
one third, from 98 to 34 and 36 for R2 and R3, respectively. In the case of the R1 region
only 14 orbitals are correlated at the coupled cluster level.
Figure 5.8: Selection of high level regions (represented in red) on the example of SS structure.




OS 0.00 0.00 0.00 0.00 0.00
SS -37.1 -36.9 -38.9 -38.9 -38.7
P1S -309.6 -308.6 -311.2 -311.7 -313.2
RS -440.6 -415.5 -417.3 -417.4 -417.9
In Table 5.2 results for all three region selections as well as for LRMP2 and LUCCSD(T0)
calculations are presented. One can see that in the SS and P1S states the difference be-
tween the LRMP2 and LUCCSD(T0) is significantly smaller than in the case of the RS
state. This is what one would expect, since only in the last step the reduction occurs and
the electronic configuration is drastically changed. Møller-Plesset then fails to describe
this change. Therefore, this state is our best choice to test the LUCCSD(T0):LRMP2
results. As one can see the treatment of the copper center at the LUCCSD(T0) level is
already enough to recover most of the energy obtained with the LUCCSD(T0) method.
Increasing the size of the region one is improving even further the results and for the
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largest region the difference between the LUCCSD(T0) and LUCCSD(T0):LMP2 results
is below 1 kcal/mol in comparison with 22.7 kcal/mol in the case of LRMP2. In the case
of other structures the difference is slightly larger, but not more than 1.5 kcal/mol and
in all cases it is smaller than the difference in the case of the LRMP2 results.
Proton affinities were calculated using the LCCSD(T0) and LMP2 methods and also
using the LMOMO scheme. The results are shown in Table 5.3. One can see that the
difference between R1 and the full calculation is a few kcal/mol and it is slightly decreas-
ing when the region is increased. At the end the largest error is less than 3 kcal/mol
and it is comparable with the error obtained from LRMP2 results. Therefore, we can
conclude that for the calculation of proton affinities we did not obtain any significant im-
provements treating only the metal center at the coupled cluster level since the LRMP2
results were already sufficient.
Table 5.3: Proton affinities calculated with LCCSD(T0):LMP2 in comparison with the LCCSD(T0) and
LMP2 methods. All values are in kcal/mol.
LRMP2 LUCCSD(T0):LRMP2 LUCCSD(T0)
R1 R2 R3
OS 248.0 247.1 248.0 248.6 250.0
SS 272.5 271.8 272.3 272.8 274.5
OES 279.4 278.6 279.6 280.3 280.9
P1ES 302.9 302.2 302.5 302.6 305.5
On the other hand, in the case of electron affinities the LRMP2 results deviate strongly
from the CC results, up to 25 kcal/mol. DFT methods were also found unsuitable to
calculate electron affinities accurately [166]. Therefore, we wanted to test the hybrid
LMOMO method for the calculation of this property. As one can see in Table 5.4 the
treatment of the metal at the LUCCSD(T0) level is already enough to obtain more ac-
curate results. Increasing the size of the high level region one can reach an accuracy
of about 3 kcal/mol. This was not the case neither for LRMP2, which strongly overes-
timated the results, nor with DFT which even did not obtain the correct order of the
electron affinities [166]. Therefore, we can conclude that the hybrid LMOMO approach
is capable of obtaining accurate results even in cases where most of the other available
methods fail.
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Table 5.4: Electron affinities calculated with LUCCSD(T0):LRMP2 in comparison with LUCCSD(T0)
and LRMP2 methods. All values are in kcal/mol.
LRMP2 LUCCSD(T0):LRMP2 LUCCSD(T0)
R1 R2 R3
OS 124.9 101.5 100.7 100.3 100.1
SS 100.6 76.5 75.9 76.0 73.8
P1WS 156.3 133.0 132.4 132.1 131.0
P1S 130.9 106.9 106.1 105.7 104.7
Since we proved one more time that the LMOMO method gives results which are
in good agreement with LUCCSD(T0) results using the same basis set, we want to
show that a significant saving of time is also present. In Figure 5.9 the timings for
LUCCSD(T0):LRMP2 calculations are presented on the example of the OS structure.
The time needed for the HF part is not included. As one can see, savings by a factor of 5
are obtained for the smallest region selection and 2.5 times for the two larger selections
(R2 and R3). It should be also noticed that the difference in time needed for the R2 and
R3 selections is ≈ 5 minutes, since the number of orbitals going from R2 to R3 changes
only by 2.




In this chapter the LMOMO method was applied to open-shell systems for the first time.
In the first part of the chapter the accuracy of the LUCCSD(T0) method as well as the
LMOMO method was evaluated. The UCCSD(T) method was used as a reference. It
was observed that the LUCCSD(T0) results deviate from the UCCSD(T) results in the
case of anionic ligands, but not more than 3 kcal/mol. On the other hand, the LMOMO
results deviated only up to 1 kcal/mol from LUCCSD(T0) results independent of the
calculated system.
After satisfactory accuracy of the investigated methods was obtained, we applied the
LUCCSD(T0) and LMOMO methods for the investigation of the first three steps in the
reaction mechanism of NiR. Starting from the six possible mechanisms we calculated
proton and electron affinities for all states using the LUCCSD(T0) method. We obtained
that the most favourable mechanism is the first one. In that mechanism, copper is in its
oxidized state and Asp-92 is not protonated in the initial state (OS). Already in the first
step, the nitrite binds to the copper center (SS). After nitrite binds, the protonation of
Asp-92 occurs (P1S). This process is the trigger for the electron transfer from the T1
copper site to the T2 copper site (RS). This mechanism is in agreement with previous
theoretical [166, 175] and experimental work [164, 173].
Afterwards, the LMOMO method was used to calculate the energies for these states
(OS, SS, P1S and RS). A good agreement between the LUCCSD(T0) and LMOMO
results was obtained even for the smallest region selection. The LMOMO method was
also used to calculated proton and electron affinities. In the case of proton affinities
already at the LRMP2 level accurate results are obtained, therefore in that case there
is no real need for the hybrid LMOMO scheme. In any case, the LMOMO results
were also of the same accuracy as the LRMP2 results. On the other hand, in the case of
electron affinities, the situation is drastically different. The LRMP2 method significantly
overestimates the results. In all states the difference was around 25 kcal/mol. On the
contrary, the LMOMO results were in good agreement with the LUCCSD(T0) results.






The purpose of this thesis was to expand the application range of the LMOMO method
to metal-containing systems and open-shell molecules in general. This opens the door
to studies in catalysis, particularly metallobiosites, where the accuracy of QM methods
is an essential prerequisite. The local correlation approach allows one to combine in a
single calculation different levels of theory. In this way, one can correlate at a high level
of theory parts of the system which are chemically relevant and at the low level the
remaining system.
The first investigated systems were gold dimer complexes. It has long been postulated
that such aggregates are primarily defined through the Au· · ·Au interaction, the au-
rophilic effect. The treatment of only the gold atoms at the high level of theory showed
that this is not the case. This lead us to the conclusion that the ligands play an impor-
tant role in these complexes and that the gold interaction alone has a less significant
effect in systems previously labeled as aurophilic than what was thought. It was found
that the ligands dominate the interaction in bulky complexes. By observing systems
which were experimentally characterized it was found that dipole-dipole and higher or-
der electrostatic contributions were also responsible for the formation of crystals. On
the other hand, when Au· · ·Au interactions from different complexes were compared,
an essentially unchanged interaction was observed along a vast range of ligands. By
comparing the Au· · ·Au and Ag· · ·Ag interaction it was observed that the former is
stronger. Since in the latter ligands play an even larger effect, stronger interactions and
shorter distances were observed in these complexes and therefore it was wrongly be-
lieved that would be more metallophilic. In the end, the results warrant a reevaluation
of the concept of aurophilicity. Aurophilicity should be taken as the direct Au· · ·Au
interaction only which may contribute to the stabilization of said complexes, but it is
not necessarily the driving force for their formation.
Continuing our research we turned to the study of molybdenum enzymes and their re-
action mechanisms. A debate about the preferred mechanism persists in the community.
In that regard, three different mechanisms were investigated, the S→OMo, the O→Mo
and S→Mo mechanisms. At the end of our investigation, the S→OMo mechanism was
found as the most likely one. Our conclusions were drawn from the comparison of bar-
rier heights computed with consistent model systems and levels of theory. Although the
latter values were too high, this effect is clearly due to the reduced model size used,
whereby the active site is charged and the reaction slowed due to the Coulomb repulsion
to the substrate. One way to overcome this problem is to include in our model system
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one of the surrounding positively charged residues. In the second part of this chapter
the LMOMO scheme was applied for the calculation of the reaction pathways for two
molybdenum enzymes, SO and DMSOR. It was found that the processes which occur
along the reaction path are relatively local and therefore suitable to be treated with this
hybrid scheme. The results obtained in this part were in excellent agreement with the
results obtained from our reference values. This is highly relevant, since other available
methods failed to obtain results of such accuracy.
After series of studies on closed-shell systems we expanded the applicability of LMOMO
to open-shell systems. This is of particular interest, since open-shell systems are com-
monly found in enzymes and proteins. It was shown that the localization leads to slightly
larger errors than in the case of closed-shell systems, since the electron density is not so
well localized. However, the obtained accuracy was still satisfactory compared to other
available methods. In the case of the proposed LMOMO scheme, the results did not
deviate strongly from the high level local method.
At the end of this thesis, the reaction mechanism of the copper nitrite reductase was
investigated. The order of the first three steps was studied by calculating the proton and
electron affinities. It was found that the reaction starts with the nitrite binding, followed
by protonation which then triggers the electron transfer, leading to the reduction of the
copper center. Probably, the most important finding in this part of the thesis is that the
proposed hybrid scheme is capable of calculating the electron affinities with the required
accuracy. This was a particularly demanding test since the electron correlation picture
is changed in this process and most of the proposed methods are not capable to describe
this properly.
At the end, I would like to summarize a few important points which can be taken as
a take-home message. The first and the most important one is that it was shown that
LMOMO can obtain the results of the same accuracy as LCCSD(T0) for a wide range of
both closed- and open-shell systems. The other important information is how one can
choose the high level region. It was shown that the treatment of the metal center and
the closest neighbours is enough to properly describe the systems investigated in this
thesis. Last but not least, we were able to confirm the computational savings brought
forth by the hybrid scheme. I hope that this method will find its way into the chemistry
community for the calculation of reaction mechanisms and other properties where high
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