Abstract: Duality methods for incomplete systems of consumer demand equations are adapted to the dual structure of variable cost functions in joint production. This allows identification of necessary and sufficient restrictions on technology and cost so that conditional factor demands can be written as functions of input prices, fixed inputs, and cost. These are observable when variable inputs are chosen and committed to production, hence the identified restrictions allow ex ante conditional demands to be studied using observable data. This class of production technologies is consistent with all von Neumann-Morgenstern utility functions when ex post production and/or output prices are uncertain.
In this article, an issue of functional structure is considered that is somewhat nonstandard but useful to empirical work. The question considered is: "When can conventional short-run cost minimizing factor demands a) ( , , ) = x X w y z be written as b) ( , , ) c = x X w z , where X and X are vector valued functions, w the corresponding vector of input prices, z is a vector of fixed inputs, y is a vector of outputs, and c is cost?" More precisely, what restrictions on technology, and hence costs, imply that the conditional factor demands can be written as functions of input prices, fixed inputs, and cost rather than the more standard representation in a)?
Interest in answering this question comes from two sources. Consumer demand functions, dependent on heterogeneous micro expenditures, are analyzed in Gorman's theory of exact aggregation. Gorman (1953 Gorman ( , 1961 Gorman ( , 1981 represents aggregate demands in terms of mean income (or other observable or easily calculable moment(s) of income). By analogy, it would be convenient if heterogeneity in unobserved planned production could be represented in terms of an observable aggregate. Rather than pursue average output as an argument of aggregate input demands, a convenient aggregate is at hand for micro input demands, c . Thus, like heterogeneity in consumer theory, it will be natural to think of conditional input demands as dependent on something observable that can be calculated simply like cost. 1 The analogy is formally complete even at the micro level in that input demands can be seen to be identical to consumer demands with the argument c interpreted as cost in the producer case and expenditure in the consumer case.
The second reason is more involved. Under potentially risk averse behavior, there is a fairly large literature which proposes solutions to the specification of ex ante cost functions when output is uncertain (e.g., Pope and Chavas 1994; Pope and Just 1995; Chambers and Quiggin 2000; Chavas 2008) . The essential problem is that if inputs are applied ex ante under stochastic production, then the outputs in a) can't be observed. One approach is to make the assumptions required such that the ex ante cost function exists in an empirically convenient form. For example, given random supply shocks i ε of the form (1) [ ] ( , , ) , ( , , ) | , , 0, 1, , ,
and the existence of a joint production transformation function, ( , , ) 0
, defined over variable inputs, x, planned outputs, , y and fixed inputs, z, then the reasoning in Pope and Chavas (1994) implies the existence of a cost function in which y replaces y. That is, minimizing the variable cost of planned outputs yields 1 Heterogeneity across firms in variable costs of production can be extended easily to heterogeneity in fixed inputs along the lines of Lau (1982) where the symbol T denotes vector and matrix transposition. It is a simple matter to show that minimizing variable cost of planned output holds for all von Neumann-Morgenstern utility functions in static and dynamic environments (see, e.g., Ball, et al. (2010) in a dynamic setting with multiplicative supply risk). Even so, the conditional factor demands, ( , , ) X w y z , continue to depend on the unobservable variables, y . Thus, the restrictions we seek are those that allow ex ante conditional demands to be studied using only observable variables, ( , , ) c w z as in b). That is, when can ordinary cost minimizing factor demands ( , , ) X w y z be written as ( , , ) c X w z ?
In this article, we find that the necessary and sufficient condition for a) to reduce to b), ( , , ) ( , ( , , ), ), C = X w y z X w w y z z is that ( , , ( , ) ) ( , , ( , )) c C F θ θ = ⇔ w z y z x z y z . That is, outputs must be weakly separable from variable inputs in the joint production technology, or equivalently, outputs must be weakly separable from variable input prices in the cost function.
2 The argument, complete with technical details, is presented in a companion Appendix (LaFrance and Pope 2009b). As illustrated in the penultimate section, when this separability condition holds, empirical work is simplified substantially and also may be much more robust.
Duality and the Main Result
The strategy in this section is to take conventional factor demands and integrate them to get the cost function. Then to explore the properties of the constant of integration under a) and b). This identifies separability of outputs from input prices as the key requirement of the cost function. This property of the cost function is shown to be equivalent to separability of outputs from variable inputs in the joint production transformation function. Along the way, parallels are shown between producer theory and the existing literature on incomplete consumer demand systems in the spirit of Hausman (1981) , LaFrance (1985 LaFrance ( , 1986 LaFrance ( , 1990 LaFrance ( , 2004 , and LaFrance and Hanemann (1989) .
The neoclassical model of conditional demands for variable inputs with joint production, fixed inputs, and production risk is is shown in the section on empirical implementation, the variable inputs are not weakly separable from outputs in the joint production transformation function, and the variable input prices are not weakly separable from outputs in the variable cost function.
where x is an n x -vector of positive variable inputs with corresponding positive prices, w , y is an n y -vector of planned outputs, z is an n z -vector of fixed inputs, F is the real valued transformation function that defines the boundary of a closed, convex production possibilities set with free disposal in the inputs and the outputs, X maps variable input prices, planned outputs, and fixed inputs into variable input demand functions, and ( , , ) ( , , ) C ≡ w y z w X w y z T is the positive-valued linearly homogeneous variable cost function.
3 By Shephard's Lemma, we have In the present case, the meaning of constant is that θ is constant with respect to w. Because θ is not a function of , w its structure cannot be identified from the variable input demands because it captures that part of the joint production process relating to the fixed inputs and the outputs that is not in the variable input demands.
5 Though the constant of integration is often written additively, in some cases (e.g., the Cobb-Douglas) it enters costs multiplicatively, and in others it enters nonlinearly. In particular, the cost function is linearly homogeneous in input prices, while θ is independent of prices. Consequently, it is impossible for C to be additively separable in θ. The example in the empirical implementation section clearly illustrates this issue.
Under standard and well-known conditions, the variable cost function is strictly de-3 The paper focuses on interior solutions and smooth functions. The results can be extended in the standard way to corner solutions by a continuous extension of F or C to the boundary of the strictly positive orthant in ( ) x, y, z or ( ) w, y, z space (Blackorby, Primont, and Russell 1978) . Smoothness also can be relaxed to twice continuous differentiability with no change in the arguments that follow. . Similar reasoning applied to many cases shows that, in general, once one recovers the cost function through integration with respect to w, the constant of integration, ( , ), θ y z will not be additively separable from w.
creasing in z, strictly increasing in y , jointly convex in ( , ) , y z and increasing, concave and homogeneous of degree one in w . We are free to choose the sign of θ so that, with no loss of generality, 0.
Because C is strictly increasing in θ, it has a unique inverse, ( , , , ) c θ γ = w y z , where
is the real-valued inverse of C with respect to θ. The function ( , , , ) c γ w y z is a quasi-indirect production transformation function, analogous to the quasi-indirect utility function of consumer theory (Hausman 1981; Epstein 1982; LaFrance 1985 LaFrance , 1986 LaFrance , 1990 LaFrance , 2004 LaFrance and Hanemann 1989; von Haefen 2002) . Because γ is the inverse of C with respect to , θ it only partially reflects technology; hence the qualifier "quasi" is used. That is, in (5) above, the variable portion of technology is embedded in the properties of ( , , , ) C θ w y z , while the properties of ( , ) θ y z cannot be identified from those of C or X. For all interior and feasible ( , ) y z , the function γ is strictly increasing in c, strictly decreasing and quasi-convex in w, and positively homogeneous of degree zero in (w, c).
At the heart of many explanations and applications of duality theory in economics are identities involving inverses. Well-known examples involve the expenditure function, indirect utility function, cost function, indirect profit function, and indirect production function. These two identities are simple implications of the inverse function theorem: This lets one write the conditional demands for the variable inputs as (8) ( , , , ) .
Thus, (8) gives the rationale for writing the factor demands as a function of c , as well as ( , , ) w y z . Given the above regularity conditions for F and C, one can always write the system of factor demands as functions of cost. 6 To see this, define ,
w y z w y z Thus, reversing the sign of θ, which we are free to do whenever convenient (precisely because it is an arbitrary function that cannot be identified or recovered from the variable input demand equations), also reverses the sign of the derivative of the variable cost function with respect to θ.
It is useful to note some duality properties that are derived from γ. Define the quasiproduction transformation function by As before with γ, the terminology quasi-production transformation function indicates that ( , , ) υ x y z only reveals part of the structure of the joint production process. In particular, it cannot, and does not, reveal anything about ( , ) . θ y z Also as before, this is analogous to the situation where one only recovers part of a direct utility function when analyzing the market demands for a subset of consumption goods. If there is only one output, no risk, and no fixed inputs, then x y z The inequality in (10) follows from the fact that ( , ) θ y z is feasible but is not necessarily optimal in the minimization problem. The part of ( , , ) F x y z that is not contained in ( , , ) υ x y z is given by (see Diewert 1975 , Epstein 1975 , Hausman 1981 , LaFrance 1985 , and LaFrance and Hanemann 1989 (11) ( , , ) ( , , , ( , )). It is shown in the Appendix that ( , , ) υ x y z in (10) conveys full information about the marginal rates of substitution between variable inputs but only partially so for outputs and fixed inputs. This is again analogous to the situation in consumption theory when one analyzes only a subset of the goods purchased and consumed.
7 For any continuous function, ( , ), : ,
X Y the scalar variable y is always weakly separable from the variables x with the identity as aggregator (Blackorby, Primont and Russell 1978 Therefore, separability of outputs from variable inputs in technology -equivalently, outputs separable from variable input prices in the variable cost function -is necessary and sufficient for the variable input demands to be representable in terms of cost rather than outputs. This property is commonly imposed in studies that aggregate across outputs to form a single aggregate output -e.g., the many studies of aggregate U.S. agricultural output. Once this assumption has been made, the conditional input demands can be represented conveniently in terms of cost without the need to use output explicitly. This avoids issues such as whether outputs are random, and if so, how best to model the formation of producer expectations. The next section illustrates this result for empirical applications.
Empirical Implementation
The simplest cost function that illustrates the main result has the multiplicative form where ς is positive-valued, concave and homogeneous of degree one in w. This functional form imposes a restriction not found in the proposition in that the variable input prices are multiplicatively separable from the outputs in C . Thus, (15) imposes complete, symmetric separability between w and y . However, its simplicity is intuitively appealing and instructive. By Shephard's Lemma, Though this simple example is pedagogically helpful, more general models are useful in empirical work. The remainder of this section focuses on a class of variable input demand models that is very flexible, while remaining consistent with the proposition. Each member of this class aggregates exactly across heterogeneous costs and fixed inputs and can achieve maximum rank -either full rank three or full rank four, (Lewbel 1989 (Lewbel , 1990 , and LaFrance and Pope 2009a) -of any variable input demand system that satisfies these properties. This class of models is quite complex relative to standard applications in production economics -e.g., the translog, normalized quadratic, or generalized Leontief. Space limitations prevent a complete development of rank here. In general, however, higher rank generates added flexibility in Gorman's theory of aggregation (Gorman 1981; Lewbel 1989 Lewbel , 1990 and LaFrance and Pope 2009a) . Because monotonic transformations do not alter the rank or the fundamental underlying structure of a Gorman system of demand equations, the proposed class allows empirical researchers to estimate variable factor demands in ex ante form and to nest both the rank (i.e., flexibility) and the functional form (e.g., linear, logarithmic, and other forms) of the input demand equations.
Let the real-valued function G satisfy 0, G′ > 0, G′′ ≥ let the strictly positive-valued function ( , ) w z π be increasing, concave, and homogeneous of degree one in w, let , , α β δ be nonnegative real-valued functions that are homogeneous of degree zero in w, and let ( ) [ ]
w z w y z w z w z w z y z
Equivalently, define the quasi-indirect production transformation function by 10 9 The restrictions on G and θ with respect to y together with the monotonicity condition
α θ > w z y z are sufficient for the variable cost function to be increasing and convex in outputs. If z is a vector of fixed inputs, then the conditions for C to be decreasing and convex in z are complex and omitted at this juncture. 10 Except for special cases, this class of variable cost functions does not have closed form solutions for the joint production transformation function.
Since there are four different, linearly independent functions of w in the variable cost function, variable input prices are not separable from outputs in C. On the other hand, there is only one aggregator for y , so that outputs are separable from variable input prices in C.
Applying Shephard's lemma to (17) gives the variable input demands as Substituting the right-hand-side of (18) into (19) and rearranging terms then yields the variable input demand equations in the alternative form given in the proposition,
Note that there are up to four linearly independent vectors of input price functions, and up to four linearly independent functions of cost on the right-hand-side of (20). This implies that this model encompasses the class of full rank one, two, three and four (the maximum possible rank) exactly aggregable Gorman/Lewbel demand systems, adapted to production applications. Muellbauer (1975 Muellbauer ( , 1976 . Ball, et al. (2010) contains a detailed discussion and empirical application of this modeling framework to state-level demands for variable inputs in U.S. agriculture. In that study, the farm wage rate, , n w is the numeraire, ( ,
, , is analyzed in more detail by Lewbel (1989 Lewbel ( , 1990 . The source of this restriction is the common Lie group structure of Gorman and Lewbel systems of demand equations (LaFrance and Pope 2009a). 12 Ongoing work by the authors involves econometrically estimating this model of variable input demands for thirteen variable inputs (labor, pesticides, fertilizer, fuel and natural gas, electricity, purchased feed, purchased seed, purchased livestock, machinery repairs, building repairs, custom machinery hired, veterinary services, and other materials) in U.S. agriculture at both the state-and national-level. This econometric project includes imposing the restrictions: 0; 
Conclusions
An empirically important question concerns when cost-minimizing input demands can be stated in terms of empirically observable ex ante data: costs, input prices, and fixed or quasi-fixed inputs. We find that separability of the expected outputs from the variable inputs must occur in technology and equivalently that separability of the expected outputs from the variable input prices must occur in the cost function. If these restrictions are deemed to be too strong, then alternative approaches to cost function formulation must be pursued.
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AJAE where the symbol T denotes vector and matrix transposition. The purpose of this appendix is to prove that short-run cost-minimizing variable input demands, ( , , ) = x X w y z , can be written in the form ( , , ) c = x X w z if and only if ( , , ( , ) ) ( , , ( , )) c C F θ θ = ⇔ w z y z x z y z . For clarity, we first summarize the basic background material from the man paper. Since planned output is a vector of choice variables that can range throughout the n ydimensional positive orthant, there is no loss in generality or any added restriction introduced by simplifying the notation to y rather than y for planned output throughout this appendix.
The main paper explains that the complete solution to the system of partial differential equations, ( , , ) ( , , ) C = ∇ w X w y z w y z , always can be written in the general form, ( , , ) 
