We investigate the structure of root data by considering their decomposition as a product of a semisimple root datum and a torus. Using this decomposition we obtain a parameterisation of the isomorphism classes of all root data. By working at the level of root data we introduce the notion of a smooth regular embedding of a connected reductive algebraic group, which is a refinement of the commonly used regular embeddings introduced by Lusztig.
1. Introduction 1.1. Let K be an algebraically closed field of characteristic p 0 then we say G is a K-group if it is an algebraic group defined over K. We will denote by G K the set of isomorphism classes of connected reductive K-groups. In this article we will be concerned with the following natural question. Problem 1.2. Give a nice parameterisation of the set of isomorphism classes G K .
1.3.
Here the term nice is subjective. However, for each element of G K we would like to give it a computable label which distinguishes it uniquely. If p > 0 then it is difficult to approach Problem 1.2 in the language of algebraic groups. This is primarily because a bijective morphism of algebraic groups need not be an isomorphism in positive characteristic. For instance, if p > 0, then the product map SL p (K) × G m → GL p (K), where G m denotes the multiplicative group of the field, is a bijective morphism of algebraic groups but the K-groups SL p (K) × G m and GL p (K) are not isomorphic.
1.4.
To get around these subtleties we will provide an answer to Problem 1.2 using the language of root data. If V is a set then we denote by QV = Q ⊗ Z ZV the Q-vector space obtained from the free Z-module ZV by extending scalars. With this we recall that, roughly, a root datum is a quadruple (X, Φ, q X, q Φ) where X and q X are a pair of finite rank free Z-modules in duality and Φ ⊆ X ⊆ QX and q Φ ⊆ q X ⊆ Q q X are root systems. Let R denote the set of isomorphism classes of root data. By a classical theorem of Chevalley we have a bijective map G K → R defined by G → R(G), where R(G) is the root datum of G defined with respect to some (any) maximal torus of G. Hence, Problem 1.2 is equivalent to the following. Problem 1.5. Give a nice parameterisation of the set of isomorphism classes R.
Remark 1.6. To get around the subtleties in 1.3 one could also work with group schemes. However, by working with root data we are able to obtain qualitative statements, such as Corollary 1.14. We will also hope our work here will have applications to the implementation of algebraic groups, via root data, in computer algebra systems such as GAP, see [Gec+96; Mic15] .
1.7.
To introduce such a parameterisation we recall some terminology. A root datum R = (X, Φ, q X, q Φ)
is said to be semisimple if QX = QΦ and a torus if Φ = q Φ = ∅. With this let I denote the class of all triples (R, T , K) such that:
• R = (X, Φ, q X, q Φ) is a semisimple root datum,
• K ⊆ X is a submodule containing Φ,
• and T = (T, ∅, q T, ∅) is a torus such that there exists a surjective Z-module homomorphism T → X/K.
We define an equivalence class on I by setting (R 1 , T 1 , K 1 ) ∼ (R 2 , T 2 , K 2 ) if there exist isomorphisms ϕ : R 1 → R 2 and ψ : T 1 → T 2 such that ϕ(K 1 ) = K 2 . The resulting set of equivalence classes is denoted by I /∼ and we denote by [R, T , K] the equivalence class containing (R, T , K) ∈ I . We note that these equivalence classes may be parameterised in more concrete terms, see 5.4. To give an idea of how these sets are defined let us assume that G is a connected reductive K-group. We then have three natural invariants associated to the isomorphism class of G namely: its derived subgroup G der , its connected centre Z • (G), and the finite group G der ∩ Z • (G). If R(G) ∈ R[R, T , K] then we have R(G der ) ∼ = R = (X, Φ, q X, q Φ), R(Z • (G)) ∼ = T , and X(G der ∩ Z • (G)) ∼ = (X/K) p where X(H) denotes the character group of a K-group H, see 2.4 for the notation p . Remark 1.9. As an example note that we have G ∈ G K is isomorphic to G der × Z • (G) if and only if its root datum R(G) is contained in a set of the form R[R, T , X] where R = (X, Φ, q X, q Φ), see Remark 4.3.
1.10.
To solve Problem 1.5 it is clearly sufficient to give a parameterisation of the elements in a given set R[R, T , K]. For this we introduce some further notation. Given a triple (R, T , K) ∈ I , with R = (X, Φ, q X, q Φ) and T = (T, ∅, q T, ∅), we denote by O(R, T , K) the set of all pairs (h, f ) consisting of surjective Z-module homomorphisms h : X → X/K and f : T → X/K such that Ker(h) = K. Note that if (R 1 , T 1 , K 1 ) ∼ (R 2 , T 2 , K 2 ) then we have a bijection O(R 1 , T 1 , K 1 ) → O(R 2 , T 2 , K 2 ).
1.11. In Section 4, mimicking the construction of a central product of groups, we define the notion of a central product of root data. This is based on the fibre product of Z-modules. Using this construction we associate to each pair (h, f ) ∈ O(R, T , K) a root datum R ⊕ (X/K,h, f ) T which is a central product. With this we obtain our desired parameterisation.
field F p of prime order p > 0. Note, we take the term Steinberg endomorphism to mean that some power of F is a Frobenius endomorphism. If G is equipped with a Steinberg/Frobenius endomorphism F : G → G then given any derived, regular, or smooth regular embedding ι : G → G we require that G is equipped with a Steinberg/Frobenius endomorphism F : G → G such that ι • F = F • ι. This additional condition complicates matters considerably.
1.19.
If G is a connected reductive K-group, possibly equipped with a Steinberg/Frobenius endomorphism, then Deligne-Lusztig constructed a regular embedding ι : G → G in [DL76, 5.18 ]. Hence regular embeddings always exist. By mimicking their construction at the level of root data we are able to construct a smooth regular embedding ι : G → G thus showing that smooth regular embeddings always exist, see Lemma 7.5.
1.20.
In an unpublished manuscript [Asa] Asai introduced several reduction techniques for working with connected reductive K-groups equipped with Frobenius endomorphisms. These techniques are used to show that a statement concerning an arbitrary connected reductive K-group G equipped with a Frobenius endomorphism holds by reducing to the case where the derived subgroup of G is simple and simply connected. These ideas have been used extensively throughout the literature. For instance, they are used by: Lusztig [Lus84; Lus88] in the classification of irreducible characters, Geck [Gec96] to prove the existence of unipotent supports, and the author [Tay16b] to prove the existence of wave-front sets.
1.21.
Our main purpose for introducing smooth regular embeddings is to give new proofs for Asai's reduction techniques. One significant up-shot of our proofs is that they allow us to obtain these statements for Steinberg endomorphisms and not just for Frobenius endomorphisms. We note that in the absence of Steinberg/Frobenius endomorphisms these results are much easier to obtain. Our first main result in this direction is the following, which is a strengthened form of [Asa, 2.3 .2]. Theorem 1.22. Assume G is a connected reductive K-group and σ i : G → G i are derived embeddings with i ∈ {1, 2}. Then there exists a connected reductive K-group G and smooth regular embeddings σ i : G i → G , with i ∈ {1, 2}, such that the following diagram commutes
1.23. To state the second reduction technique we will need to introduce a notion which is dual to that of a smooth regular embedding. We say a homomorphism of K-groups π : G → G is a smooth covering if it is a surjective central homomorphism such that: G is a connected reductive K-group, Ker(π) is a torus, the derived subgroup of G is simply connected, and Z( G) is connected if Z(G) is. As before, if G is endowed with a Steinberg/Frobenius endomorphism F : G → G then we additionally require that G is endowed with a Steinberg/Frobenius endomorphism F :
The following is a strengthened form of [Asa, 2.3 .1]. Theorem 1.24. For any connected reductive K-group G there exists a smooth covering π : G → G. Remark 1.25. Our proof of Theorem 1.24 uses duality together with the existence of smooth regular embeddings. We note that the idea of using duality and regular embeddings appears in [GM16, 1.7.13].
1.26.
To state the third, and final, reduction technique we assume that our connected reductive Kgroup G is a direct product G 1 × · · · × G n and F : G → G is a Steinberg endomorphism such that F(G i ) = G i+1 with the indices computed cyclically. In particular, this implies that G i is abstractly isomorphic to G i+1 and we have F n (G i ) = G i for all 1 i n so F n restricts to a Steinberg endomorphism of G i . Now we clearly have a natural surjective homomorphism of algebraic groups π 1 : G → G 1 given by projection onto the first factor. The following is a strengthened form of [Asa, 2.4 .2]. Lemma 1.27. Let G and F : G → G be as in 1.26. There exists a smooth regular embedding σ : G → G such that G = G 1 × · · · × G n and F : G → G is a Steinberg endomorphism satisfying F (G i ) = G i+1 with the indices computed cyclically. Moreover, if π 1 : G → G 1 and π 1 : G → G 1 are the natural projection maps then the following diagram is commutative
and the restriction σ| G 1 : G 1 → G 1 is a smooth regular embedding with respect to the Steinberg endomorphism F n on G 1 .
Unipotent Supports

1.28.
Finally, as an illustration of these reduction techniques we answer a question posed to us by Olivier Dudas concerning unipotent supports. For this, assume G is a connected reductive algebraic K-group equipped with a Steinberg endomorphism F : G → G. Let O ⊆ G be an F-stable unipotent class and let us choose a set of representatives u 1 , . . . , u r ∈ O F for the G F -classes contained in O F . If χ ∈ Irr(G F ) is an irreducible character then we define the average value of χ on O to be
denotes the component group of the centraliser. Now, given χ ∈ Irr(G F ) one has a corresponding unipotent support O χ ⊆ G, see [Lus92; GM00] . This is defined to be the unique class of maximal dimension satisfying the condition AV(O, χ) = 0. Theorem 1.29. Assume p is a good prime for G and Z(G) is connected. Then for any χ ∈ Irr(G F ) we have O χ is the unique class satisfying the following conditions:
Here g uni denotes the unipotent part of g. 
Root Data
Throughout G will denote a connected reductive K-group. Moreover, we denote by G a , resp., G m , the set K, resp., K \ {0}, viewed as an algebraic group under addition, resp., multiplication.
3.1.
Recall that a root datum is a quadruple R := (X, Φ, q X, q Φ) such that X and q X are free Z-modules equipped with a perfect pairing −, − R : X × q X → Z, and Φ ⊆ X and q Φ ⊆ q X are finite subsets satisfying the conditions of [Spr09, 7.4 .1]; our root data are thus assumed to be reduced. In particular, we have a bijection Φ → q Φ which we denote by α → q α. If Φ, or equivalently q Φ, is empty then we say R is a torus. Note also that the quadruple q R := ( q X, q Φ, X, Φ) is again a root datum with the canonical pairing which we call the dual root datum. If T G is a maximal torus of our connected reductive algebraic group then we may construct the root datum R(G, T) = (X(T), Φ, q X(T), q Φ) of G with respect to T, or simply the root datum of (G, T), which is defined as in [Spr09, 7.4.3] . In particular, we have X(T), resp., q X(T), is the character, resp., cocharacter, group of T.
If
an integer} is a function, and τ : Φ → Φ is a bijection such that:
Here q f : q X → q X denotes the dual, or transpose, of f with respect to −, − R . If q(α) = 1 for all α ∈ Φ then we say ( f , q, τ) is a homomorphism of root data, which we then denote simply by f . Note that all 0-morphisms are homomorphisms.
3.3.
We say a p-morphism ( f , q, τ) : R → R is a p-isogeny if the following additional hypothesis is satisfied:
• f and q f are injective.
We say f is a p-Steinberg endomorphism if p > 0 and f d = p m is multiplication by p m for some integers d, m > 0. Moreover we say f is a p-Frobenius endomorphism if p > 0 and f = qτ where q = p n for some integer n > 0 and τ ∈ Aut(X) is a finite order automorphism satisfying τ(Φ) = Φ and q τ( q Φ) = q Φ. In this case, we have the bijection τ is simply the restriction of the automorphism τ to Φ and q(α) = q for all roots α ∈ Φ.
3.4. Now assume ( f , q, τ) : R → R and ( f , q , τ ) : R → R are p-morphisms then we have a natural composition of p-morphisms defined by
where q · q : Φ → P is the function defined by (q · q)(α) = q (τ(α))q(α). As was noted above we have a duality defined on root data defined by sending R → q R. This extends to p-morphisms in the following way. If ( f , q, τ) : R → R is a p-morphism then we define functions: q Φ → P and q τ :
is bijective and contravariant.
Remark 3.5.
restricts to a bijection between p-isogenies and if R = R then it restricts to a bijection between p-Steinberg, resp., p-Frobenius, endomorphisms.
Reductive groups
3.6. Recall that a homomorphism φ : G → G between connected reductive K-groups is called an isotypy if Ker(φ) is contained in the centre Z(G) of G and Im(φ) contains the derived subgroup G der of G . Moreover, we say φ is an isogeny if it is surjective and has finite kernel. In particular, any isotypy restricts to an isogeny φ : G der → G der between derived subgroups. In what follows it will be convenient for us to consider pairs (G, T) consisting of a connected reductive K-group G and a maximal torus T G. We will define an isotypy φ : (G, T) → (G , T ) between such pairs to be an isotypy φ : G → G such that φ(T) T .
3.7.
We have already discussed above that to any pair (G, T) we may associate a root datum R(G, T) = (X, Φ, q X, q Φ). We wish to now associate to any isotypy φ :
for this we will need to introduce some additional concepts. Recall that for any root α ∈ Φ there exists an isomorphism x α : G a → X α onto a unique closed subgroup X α G such that tx α (k)t −1 = x α (α(t)k) for any k ∈ G a and t ∈ T, c.f., [Spr09, 8.1 .1]. Moreover, if x α : G a → X α is another isomorphism with this property then there exists a scalar c α ∈ G m such that x α (k) = x α (c α k) for all k ∈ G a . A family (x α ) α∈Φ of such isomorphisms will be called a realisation of (G, T); note that this is weaker then the corresponding notion defined in [Spr09, 8.1.5].
Now assume
is an isotypy and (x α ) α∈Φ , resp., (x α ) α∈Φ , is a realisation of (G, T), resp., (G , T ). As we have φ(T)
T we obtain a homomorphism of Z-modules φ * : X(T ) → X(T) defined by φ * (x) = x • φ. The argument in [Ste99, 2.5] then shows that there exists a function q : Φ → P, a bijection τ : Φ → Φ , and constants c α ∈ G m such that
for all α ∈ Φ and k ∈ G a ; note that q and τ are determined independently of the chosen realisations by 3.7. More precisely we have R(φ) : 
3.13.
In the following sections we will need to remove the ambiguity over isotypies in Theorem 3.10. To do this we will need to add more information to the pair (G, T), namely part of a realisation. Assume now we have a pair (G, T) consisting of a connected reductive K-group and a maximal torus T G and let us choose a Borel subgroup B G containing T. The choice of Borel subgroup B determines a natural set of simple roots ∆ ⊆ Φ ⊆ X(T). If (x α ) α∈∆ denotes a family of isomorphisms, as in 3.7, then we call the quadruple (G, B, T, (x α ) α∈∆ ) a pinned connected reductive group or a pinning of (G, T). We will usually write (x α ) instead of (x α ) α∈∆ for simplicity. An isotypy
of pinned groups is then defined to be an isotypy φ : G → G such that φ(B) B , φ(T) T , and c α = 1 for all α ∈ ∆, where c α is as in (3.9).
3.14. On the side of root data we have the corresponding notion of a based root datum. This is a sextuple (X, Φ, ∆, q X, q Φ, q ∆) where R = (X, Φ, q X, q Φ) is a root datum, ∆ ⊆ Φ is a set of simple roots, and q ∆ ⊆ q Φ is the image of ∆ under the bijection q : Φ → q Φ. Note that q ∆ is then also a set of simple coroots. We shall also denote the based root datum by (R, ∆, q ∆). A p-morphism between based root data
is then defined to be a p-morphism ( f , q, τ) : R → R such that τ(∆) = ∆ . Using similar arguments as before it is clear that to any quadruple (G, B, T, (x α )) we have a corresponding based root datum
The following is a strengthened form of Theorem 3.10.
By Theorem 3.10 there exists an isotypy φ :
Moreover, from the discussion in 3.8 we see that there exist constants c α ∈ G m such that
If φ was another isotypy satisfying R(φ ) = R(φ) then by Theorem 3.10 there exists t ∈ T such that φ = φ • Inn t . This implies that φ and φ agree on T and each X α with α ∈ ∆. However these subgroups generate G by [Spr09, 8.2 .10] so we must have φ = φ. 
) is an isotypy of the resulting quadruple. We will say such a pinning (G, B, T, (x α )) is compatible with F.
Constructing new root data from old 3.17. We need to recall some constructions which allow us to create new root data from existing root data; we assume R and R are root data as in 3.2. One can easily construct a torus from the root datum R by setting R • = (X, ∅, q X, ∅). We may also form the direct sum R ⊕ R which is defined to be the
, where we identify Φ, resp., Φ , with its image under the canonical inclusion map X → X ⊕ X , resp., X → X ⊕ X ; similar identifications are made for the coroots. Note that for any (x, x ) ∈ X ⊕ X and (y, y ) ∈ q X ⊕ q X we have
3.18. Now let A ⊆ X be a submodule such that Φ ⊆ A and denote by q A = Hom(A, Z) the dual of A. We will denote by ι A : A → X the natural inclusion and by q ι A : q X → q A the map defined by
The following provides a way to construct a root datum from A with the same underlying roots.
Lemma 3.19 ([GP11, §6.5]). The quadruple R
) is a root datum, with respect to the canonical
Proof. By definition we have
for any a ∈ A and y ∈ q X so q ι A is the dual of ι A . Now assume q α,
From this it is clear that R A is a root datum and ι A is a homomorphism of root data.
Remark 3.20. Let B ⊆ q X be a submodule containing q Φ and denote by q B the dual module Hom(B, Z). If
is a root datum called the root datum co-induced by B. Note that R B is just the dual of the root datum q R B induced by B.
3.21. Now assume A ⊆ X is any subset then we define submodules
Note that A /ZA = Tor(X/ZA). If B ⊆ q X is a subset then the submodules B ⊆ q X and B ⊥ ⊆ X are defined in exactly the same way. Now assume Φ ⊆ A ⊆ X is a submodule as in 3.18 so that A = A , in particular the quotient X/A is a free module. In this case q ι A is surjective and we have R A is isomorphic to the root datum (A, Φ, q X/A ⊥ , q Φ) with the pairing being that induced by −, − R . Here we implicitly identify q Φ with its image under the natural map q
we define the radical of R to be the torus
Central Products of Root Data
4.1. In this section we introduce a construction of root data which is inherited from the fibre product of Z-modules. For this let R i = (X i , Φ i , q X i , q Φ i ) be root data with i ∈ {1, 2} and let A be a Z-module equipped with two surjective homomorphisms h i : X i → A such that Φ i ⊆ Ker(h i ). With respect to the triple (A, h 1 , h 2 ) we may construct the fibre product X 1 ⊕ (A,h 1 ,h 2 ) X 2 in the category of Z-modules. In other words, we have a commutative diagram
where
If the maps h i are clear from context then we will usually write
Remark 4.3. As we assume that h i : X i → A is surjective it is clear that the projection maps p i : X 1 ⊕ (A,h 1 ,h 2 ) X 2 → X i are also surjective. In fact, they are simply the restriction of the usual projection maps p i :
of root data, as in 3.17. As
Ker(h i ) contains the root lattice ZΦ i we clearly have
X 2 then we may form the root datum
induced by B. We say that R 1 ⊕ (A,h 1 ,h 2 ) R 2 is the central product of R 1 and R 2 over (A, h 1 , h 2 ). Again we will usually denote R 1 ⊕ (A,h 1 ,h 2 ) R 2 by R 1 ⊕ A R 2 if the maps h 1 and h 2 are clear from context. We end this section by recording the following simple lemmas concerning central products.
Lemma 4.5. Assume the notation of 4.1 and 4.4 then the projection map p i : R 1 ⊕ A R 2 → R i is a surjective homomorphism of root data. Furthermore, we have
Proof. The usual projection map p i : X 1 ⊕ X 2 → X i defines a homomorphism of root data because
where ι B : B → X 1 ⊕ X 2 is the inclusion, we have p i is a homomorphism of root data by Lemma 3.19.
With this we have the canonical projection map φ :
restricts to an isomorphism of root data
) and let π : A → Z be the natural projection map. We have Ker(π • h i ) = Φ i + Ker(h i ) and we denote by g i : X i /Φ i → Z the unique factorisation of π • h i through the projection map X i → X i /Φ i . With this we have the canonical projection map φ :
Proof. We will simply prove (a) as (b) is identical.
so the map is surjective. An easy calculation shows that the kernel of φ coincides with q Φ ⊥ so φ defines the desired isomorphism of Z-modules. The fact that this is an isomorphism of root data is easy.
4.7.
Let us end this section by noting that central products of connected reductive K-groups give rise to central products of root data. Indeed, for i ∈ {1, 2} we assume (G i , T i ) is a pair consisting of a connected reductive K-group G i with maximal torus T i G i . Moreover, we assume that Z is a diagonalisable group such that we have closed embeddings ϕ i : Z → Z(G i ). With this we may form the central product G := G 1 × Z G 2 which is the quotient of G 1 × G 2 by the closed subgroup ∆(Z) := {(ϕ 1 (z), ϕ 2 (z −1 )) | z ∈ Z}. Note that this group is connected and reductive, see [GM16, 1.4 .25]. We will denote by π :
be the root datum of the pair and set R = R(G, T) = (X, Φ, q X, q Φ). We have a closed embeddingφ i : Z → T i , defined as the composition of ϕ i with the natural closed embedding Z(G i ) → T i , which defines a surjective homomorphismφ
Proof. The fact thatφ * i is surjective is easy and the kernel contains the roots because
Ker(α). The surjective homomorphism π determines an injective inflation map π * : X → X 1 ⊕ X 2 whose image consists of those characters whose kernel contains ∆(Z). Clearly the image of π * is thus
X 2 so π * defines the desired isomorphism of root data. 
is a root datum then we get a triple (R der , R rad , (Φ ⊕ q Φ ⊥ )/Φ ⊥ ) ∈ I , c.f., 1.7 and 3.21. This triple is contained in I because R rad = (X/Φ , ∅, q Φ ⊥ , ∅) and we have a surjective homomorphism
Thus, if we fix an equivalence class [R, T , K] ∈ I /∼ then we have a well-defined subset
This gives the partition mentioned in 1.8. 
5.3.
Before moving on let's describe the equivalence classes I /∼ in more concrete terms. Consider pairs (Φ, V) consisting of a real Euclidean vector space V, with inner product (−|−) : V × V → R, and a crystallographic root system Φ ⊆ V. Associated to Φ we have its weight lattice Ω ⊆ V and fundamental group Ω/ZΦ. For each subgroup X/ZΦ Ω/ZΦ we have a corresponding semisimple root datum
Here we have q X = Hom(X, Z) and
5.4. The automorphism group Aut(Φ) GL(V) is the stabiliser of Φ. This group stabilises the weight lattice Ω hence it acts on the fundamental group Ω/ZΦ. For the fixed pair (Φ, V) consider the set J (Φ,V) of triples (X/ZΦ, K/ZΦ, n) where X/ZΦ and K/ZΦ are subgroups of the fundamental group Ω/ZΦ and n 0 is an integer such that n is greater than or equal to the number of invariant factors of X/K. The group Aut(Φ) acts on J (Φ,V) by acting simultaneously on the first two factors. The map
is a torus of rank n, defines a bijection
Here we have (Φ 1 ,
Remark 5.5. The Weyl group W(Φ) of Φ is a normal subgroup of Aut(Φ) which acts trivially on Ω/ZΦ so the action of Aut(Φ) on Ω/ZΦ factors through the quotient Aut(Φ)/W(Φ). Moreover, this quotient is isomorphic to the automorphism group of the underlying Dynkin diagram of Φ, see [Bou02, VI, §4, 2, Cor. to Prop. 1].
5.6.
We now wish to understand how to parameterise the elements of the set R[R, T , K]. For this we will need to understand the structure of an arbitrary root datum. We will do this using the central products considered in the previous section. We begin with the following definition which will appear again later.
are root data with i ∈ {1, 2} then a homomorphism of root data f : R 2 → R 1 is said to be a derived embedding if f : X 2 → X 1 is surjective. If R 1 is endowed with a p-Steinberg/p-Frobenius endomorphism φ 1 : R 1 → R 1 then we additionally require that there exists a p-Steinberg/p-Frobenius endomorphism φ 2 : R 2 → R 2 such that f
Lemma 5.8. Let f : R 2 → R 1 be a derived embedding of root data. Let us set A = X 1 / f (Φ 2 ) and let h 2 : X 2 /Φ 2 → A be the map defined by h 2 (x + Φ 2 ) = f (x) + f (Φ 2 ). If h 1 : X 1 → A is the natural projection map then the homomorphism φ :
Moreover, we have f = p 1 • φ where p 1 : R 1 ⊕ (A,h 1 ,h 2 ) (R 2 ) rad → R 1 is the projection map.
Proof. Let us denote R 1 ⊕ (A,h 1 ,h 2 ) (R 2 ) rad by (B, Φ, q B, q Φ). It's clear that φ(X 2 ) ⊆ B. Now assume (x 1 , x 2 + Φ 2 ) ∈ B then by the surjectivity of f there exists an element x 2 ∈ X 2 such that x 1 = f (x 2 ). By assumption there exists an element a ∈ Φ 2 such that f (x 2 ) = f (x 2 ) + f (a) = f (x 2 + a). With this we see that
Now assume x ∈ Ker(φ) then certainly x ∈ Φ 2 ∩ Ker( f ). However, this means there exists an integer n > 0 such that nx ∈ ZΦ 2 and f (nx) = n f (x) = 0. As f restricts to a bijection Φ 2 → Φ 1 it restricts to an isomorphism ZΦ 2 → ZΦ 1 . This means nx = 0 so x = 0 because X 2 is a free module. Thus we have shown that the map is an isomorphism of Z-modules. The fact that φ is an isomorphism of root data follows immediately from the fact that f is a homomorphism of root data. The final statement is also clear. Spr09, 8.1.10] ). Let R = (X, Φ, q X, q Φ) be a root datum and let f : R → R der be the derived embedding defined by the projection map f : X → X/ q Φ ⊥ . Then we have an isomorphism φ : R → R der ⊕ (A,h 1 ,h 2 ) R rad where A = X/(Φ ⊕ q Φ ⊥ ) and h 1 : X/ q Φ ⊥ → A and h 2 : X/Φ → A are defined by h 1 (x + q
Corollary 5.9 (see [
Proof. This follows immediately from Lemma 5.8 by noting that we have an isomorphism
5.10. By Corollary 5.9 we have, up to isomorphism, every root datum is a central product R ⊕ (A,h 1 ,h 2 ) T where R = (X, Φ, q X, q Φ) is semisimple and T = (T, ∅, q T, ∅) is a torus. Note that as A is isomorphic to a quotient of X/ZΦ we must have A is finite because R is semisimple. We wish to consider the isomorphism classes of such root data. Our first step is to show that we can recover all the various components used to define the central product from a given root datum. 
Proof. (a) and (b) are simply a special case of Lemma 4.6. (c). By the commutativity of the diagram in (4.2), Lemma 4.5, and parts (a) and (b) it follows that
As
By the uniqueness of the factorisation through the projection map we must have h i
is an isomorphism then there exist isomorphisms ζ 1 : R 1 → R 2 , ζ 2 : T 1 → T 2 , and ζ 3 : A 1 → A 2 such that the following hold:
In particular, we have ζ 1 (Ker(h 1 )) = Ker(h 2 ).
Proof. Clearly ζ induces isomorphisms
. Gluing together the commutative diagrams in part (d) of Lemma 5.11 along these isomorphisms we get the following diagram where each square commutes
The top row now defines ζ 1 and the bottom row defines ζ 3 so (b) holds. In an entirely analogous way we get (c). The rest of the statements are easy.
Definition 5.13. Assume R = (X, Φ, q X, q Φ) is any root datum and f : X → A is a fixed surjective homomorphism of Z-modules such that Φ ⊆ K := Ker( f ). We denote by Aut(R) K those automorphismsψ ∈ Aut(R) of the root datum satisfyingψ(K) = K. Any such automorphism determines an automorphism of X/K ∼ = A so we have a homomorphism Aut(R) K → Aut(A) whose image we denote by Aut (R, f ) (A). The elements of Aut (R, f ) (A) are said to be tame with respect to (R, f ). In other words, Aut (R, f ) (A) consists of those automorphisms ψ ∈ Aut(A) for which there exists an automorphism
5.14. If one takes R to be a torus in Definition 5.13 then Φ = ∅ so one is simply asking for a Z-module automorphismψ : X → X that lifts ψ with respect to f . In this situation, the question of when such an automorphism is tame has been considered in [TV98] . If f is the standard presentation map then there is a computable criterion given in [TV98, Theorem 2] that states precisely when ψ is tame. We give an example illustrating these points, which will be useful later.
Example 5.15. Assume n 1 is an integer and set A := Z/nZ. We assume T = (T, ∅, q T, ∅) is a torus and f : T → A is a fixed surjective homomorphism. Let {t 1 , . . . , t r } be a basis of T adapted to f , i.e., we have {nt 1 , t 2 , . . . , t r } is a basis of Ker( f ). With this choice of basis we will identify Aut(T) with GL r (Z).
Let us first assume that r = 1. If k ∈ Z then ψ k : A → A, defined by ψ k (x) = kx for all x ∈ A, is a homomorphism. Moreover, we have Aut(A) = {ψ k | 1 k < n and gcd(k, n) = 1} ∼ = Z/ϕ(n)Z where ϕ(n) is the evaluation at n of Euler's totient function. Ifψ k : T → T is an endomorphism such that ψ k • f = f •ψ k then there exist integers a, b ∈ Z such that a ≡ 1 (mod n) andψ k (t 1 ) = (ka + nb)t 1 . Furthermore, such a lift is an automorphism if and only if ka + nb = ±1. Now, as a ≡ 1 (mod n) there exists an integer c ∈ Z such that a = 1 + nc. Hence, ifψ k is an automorphism then k + n(b + c) = ±1 which implies that k ≡ ±1 (mod n). Clearly ψ 1 and ψ n−1 are tame with respect to (T , f ) so Aut (T , f ) (A) = {ψ 1 , ψ n−1 }. Now consider the case where r = 2 and again let ψ k ∈ Aut(A). As gcd(k, n) = 1 we have by Bézout's identity that there exist integers a, b ∈ Z such that ka + nb = 1. The matrix
thus determines an automorphism of T lifting ψ. Hence, in this case we have Aut (T , f ) (A) = Aut(A). If r > 2 then T = t 1 , t 2 ⊕ t 3 , . . . , t r so it's clear we again have Aut (T , f ) (A) = Aut(A).
Proof (of Theorem 1.12). By Corollary 5.9 and Lemma 5.11 any root datum R ∈ R[R, T , K] is isomorphic to a central product R ⊕ (X/K,h , f ) T with (h , f ) ∈ O(R, T , K). Now, choose a basis {x 1 , . . . , x n } of X adapted to h : X → A. By assumption Ker(h) = Ker(h ) so we have an automorphism ψ 1 ∈ Aut(A), defined by ψ 1 (h(x i )) = h (x i ) for 1 i s, which satisfies h = ψ 1 • h. Again we choose a basis (t 1 , . . . , t n ), resp., (t 1 , . . . , t n ), of T adapted to f , resp., f . As T/ Ker( f ) ∼ = T/ Ker( f ) ∼ = A we have automorphisms λ : T → T, defined by λ(t i ) = t i , and ψ 2 : A → A, defined by
. This is clearly an isomorphism of root data R ⊕ (A,h , f ) T → R ⊕ (A,h,ψ• f ) T which shows the map is surjective. Now assume ψ 1 , ψ 2 ∈ Aut(A) are such that ψ 1 = ζ • ψ 2 • ψ for some ψ ∈ Aut (T , f ) (A) and ζ ∈ Aut (R,h) (A). As ψ and ζ are tame there exist automorphismsψ ∈ Aut(T ) andζ ∈ Aut(R) such that ζ • h = h •ζ and ψ • f = f •ψ. As we also have ζ −1 • h = h •ζ −1 one easily checks that (x, t) → (ζ −1 (x),ψ(t)) defines an isomorphism of root data R ⊕ (A,h,ψ 1 • f ) T → R ⊕ (A,h,ψ 2 • f ) T which shows the map is well defined.
Finally let R ⊕ (A,h,
and let us assume that we have an isomorphism ζ : R ⊕ (A,h,ψ 1 • f ) T → R ⊕ (A,h,ψ 2 • f ) T . By Corollary 5.12 we have automorphisms ζ 1 : X → X, ζ 2 : T → T, and ζ 3 :
3 ∈ Aut (R,h) (A) and ψ ∈ Aut (T , f ) (A) so the map is injective.
Proposition 5.16. Assume T = (T, ∅, q T, ∅) is a torus and f : T → A is a surjective homomorphism onto a finite Z-module. If A has s invariant factors and rk(T ) s + 1 then Aut (T , f ) (A) = Aut(A).
Proof. Choose a basis {t 1 , . . . , t n } of T adapted to f . For 1 i s we denote by A i A the cyclic submodule f (t i ) ∼ = Z/d i Z so that A = A 1 ⊕ · · · ⊕ A s . Now, assume ψ ∈ Aut(A) then {ψ( f (t 1 )) , . . . , ψ( f (t s ))} is another generating set of A. By [DG99, (2.2)] there exist automorphisms τ ∈ Aut(T) and γ ∈ Aut(A)
Here we use the notation of Example 5.15 so that 1 k < d s is an integer with gcd(k, d s ) = 1. The construction of Example 5.15 clearly shows that γ is tame with respect to (T , f ). Hence, ψ ∈ Aut (T , f ) (A) as desired. 
Examples of Central Products
6.1. Central products of root data will be used frequently throughout the rest of this article to construct new root data from old. Of particular interest will be considering this construction when the root datum R = (X, Φ, q X, q Φ) is simply connected. Let us denote by ∆ = {α 1 , . . . , α n } ⊆ Φ a simple system and q ∆ = {q α 1 , . . . , q α n } ⊆ q Φ the corresponding coroots. As R is simply connected we have
where Ω := {ω 1 , . . . , ω n } ⊆ X are the fundamental dominant weights. The perfect pairing −, − R : X × q X → Z is given by ω i , q α j R = δ i,j (the Kronecker delta). It is useful to recall that
where α i , q α j R are the entries of the Cartan matrix.
By [Bou03, VI, §2
, 3] every non-zero coset of X/ZΦ is represented by a fundamental dominant weight. Let Ω † ⊆ Ω be a set of fundamental dominant weights such that the set {ω + ZΦ | ω ∈ Ω † } generates A := X/ZΦ. If we set T = ⊕ ω∈Ω † Zω ⊆ X then the natural projection map f : T → A is thus surjective. Let us set q
∆ † Zq α then we have a torus T = (T, ∅, q T, ∅) where the perfect pairing −, − T : T × q T → Z is defined by ω i , q α j T = δ i,j .
With this we may form the central product R ⊕
) where h : X → A = X/ZΦ is the natural projection map. We set α i := (α i , 0), with α i ∈ ∆, and also q α i := q ι B (q α i ). We wish to now investigate this central product in the case that Φ is an indecomposable root system of classical type. For each indecomposable root system we will describe B, give a basis {e 1 , . . . , e n+|Ω † | } ⊆ B, and express each simple root α i in this basis. Additionally, we will express each simple coroot q α i in the dual basis {q e 1 , . . . , q e n+|Ω † | } ⊆ q B = Hom(B, Z). Recall this is the basis defined by q e i (e j ) = δ i,j . In the following we assume the data for root systems is as in [Bou03] . Moreover, we adopt the convention that A n (n 1)) . The quotient A = X/ZΦ is a cyclic group of order n + 1 and we take Ω † = {ω 1 }. As ω i ∈ iω 1 + ZΦ for any 1 i n we have
Example 6.4 (Type
• e i = (ω i − ω i−1 , ω 1 ) for all 1 i n + 1,
• α i = e i − e i+1 and q α i = q e i − q e i+1 for all 1 i n + 1.
We define GL n+1 (K) to be the unique connected reductive K-group whose root datum is R ⊕ A T . B n (n 1)) . The quotient A = X/ZΦ is a cyclic group of order 2 and we take Ω † = {ω n }. As ω i ∈ ZΦ for any 1 i n − 1 we have
Example 6.5 (Type
• The basis {e 1 , . . . , e n+1 } is given by
• α i = e i − e i+1 for any 1 i n − 1 and α n = e n ,
• q α i = q e i − q e i+1 for any 1 i n − 1 and q α n = 2q e n − q e n+1 .
We define GSpin 2n+1 (K) to be the unique connected reductive K-group whose root datum is R ⊕ A T .
Example 6.6 (Type C n (n 1)). The quotient X/ZΦ is a cyclic group of order 2 and we take Ω † = {ω 1 }. Let δ ∈ {0, 1} be such that n ≡ δ (mod 2) then n + (δ − 1) is the largest odd integer less than or equal to n. As ω i ∈ ZΦ if and only if i is even we have
• e i = (ω i − ω i−1 , ω 1 ) for any 1 i n and e n+1 = (0, 2ω 1 ),
• α i = e i − e i+1 for 1 i n − 1 and α n = 2e n − e n+1
• q α i = q e i − q e i+1 for 1 i n − 1 and q α n = q e n .
We define GSp 2n (K) to be the unique connected reductive K-group whose root datum is R ⊕ A T .
Example 6.7 (Type D n (n 2)). In this case we have X/ZΦ ∼ = Z/2Z ⊕ Z/2Z if n is even and X/ZΦ ∼ = Z/4Z if n is odd. If 1 i n − 2 then we have ω i ∈ ZΦ if i is even and ω i ∈ ω 1 + ZΦ if i is odd; note that 2ω 1 ∈ ZΦ. Furthermore, we have ω n−1 ∈ ω 1 + ω n + ZΦ. We may thus take Ω † = {ω 1 , ω n }.
• If n is even then
and if n is odd then
• The basis {e 1 , . . . , e n+2 } is given by
e n+1 = (0, 2ω 1 ),
• α i = e i − e i+1 for 1 i n − 1 and α n = e n−1 + e n − e n+1 ,
• q α i = q e i − q e i+1 for 1 i n − 1 and q α n = q e n−1 + q e n − q e n+2 .
We define GSpin 2n (K) to be the unique connected reductive K-group whose root datum is R ⊕ A T .
6.8.
The groups constructed in the previous examples have been considered before. Indeed, GSp 2n (K) is often called CSp 2n (K), the conformal symplectic group, and its root datum is worked out in [Lüb93] . The group GSpin 2n+1 (K) coincides with the special Clifford group, which has been considered in [Ika05] . Finally, the group GSpin 2n (K) has been considered in [AS06] where it was denoted GSpin ∼ 2n (K). We note that, what is often denoted by GSpin 2n (K) in the literature has a disconnected centre when p = 2. However, as such groups will not be of interest to us we allow ourselves to appropriate this notation for a different purpose. Finally, we end this section with the following observation concerning these groups (which is immediate from the description of their root data).
Proposition 6.9. Let G n be one of the groups GL n+1 (K), GSp 2n (K), GSpin 2n+1 (K), or GSpin 2n (K). If we assume that GSpin 2 (K) := GL 2 (K) then any standard Levi subgroup of G n is isomorphic to a direct product
where n = n 1 + · · · + n r + m. Moreover, in each of the following pairs (G, H) we have G and H are dual groups:
Smooth Regular Embeddings
7.1. In [DL76, §1.21] Deligne-Lusztig gave a construction which showed that regular embeddings always exist. We begin this section by showing that smooth regular embeddings always exist. Our approach is to mimic the construction of Deligne-Lusztig at the level of root data. We start by defining the analogues of the notions of regular embedding and smooth regular embedding at the level of root data.
Definition 7.2. Let R and R be root data as in 3.2 then a derived embedding f : R → R, c.f., Definition 5.7, is called a p-regular embedding if X /ZΦ has no p -torsion and a smooth regular embedding if X /ZΦ has no torsion.
Lemma 7.3. Assume G is endowed with a Steinberg/Frobenius endomorphism F : G → G and let T G be an F-stable maximal torus. Let π : (G, T) → (G , T ) be an isotypy such that there exists a p-Steinberg/p-Frobenius
Proof. By Theorem 3.10 and Proposition 3.12 there exists a Steinberg/Frobenius endomorphisms F :
we have again by Theorem 3.10 that there exists an element t ∈ T such that π
we get the statement. The second statement is proved identically.
Proposition 7.4 (see [GM16, 1.7.8]). Let π : G → G be an isotypy and assume G is not endowed with a Steinberg/Frobenius endomorphism. Then π is a derived embedding if and only if R(π) : R(G , T ) → R(G, T)
is a derived embedding for some (any) maximal tori T G and T G .
Lemma 7.5. There exists a smooth regular embedding π : G → G .
Proof. Let T G be a maximal torus and let R = R(G, T) = (X, Φ, q X, q Φ) be the root datum of (G, T). Set A = X/ZΦ and let f : X → X/ZΦ be the canonical projection map then we may form the central
. Now let p 1 : R → R be the projection onto the first factor then by Lemma 4.5 this is a surjective homomorphism of root data and we have Tor(X /ZΦ ) = {0}. By Theorem 3.10 there exists a pair (G , T ) such that R(G , T ) = R and an isotypy π : (G, T) → (G , T ) such that R(π) = p 1 . It follows from Proposition 7.4 that π is a smooth regular embedding in the absence of Steinberg endomorphisms. Now let us assume that G is equipped with a Steinberg/Frobenius endomorphism F : G → G then we may assume that T is chosen to be F-stable. We denote by φ : X → X the homomorphism defined by φ (x, y) = (F * (x), F * (y)), which is well defined as F * (ZΦ) ⊆ ZΦ. It is clear that φ induces a pSteinberg/p-Frobenius endomorphism of R(G , T ) such that R(F) • R(π) = R(π) • φ . It follows from Lemma 7.3 that there exists a Steinberg/Frobenius endomorphism F : (G , T ) → (G , T ) such that R(F ) = φ and F • π = π • F so π is a smooth regular embedding.
Example 7.6. Assume now that G = Sp 4 (K) and R(G, T) = (X, Φ, q X, q Φ) is the root datum of G with respect to some maximal torus T G. Using the notation of Section 6 we have X = Zω 1 ⊕ Zω 2 and q X = Zq α 1 ⊕ Zq α 2 with 2ω 1 = 2α 1 + α 2 and ω 2 = α 1 + α 2 . Now let R = (X , Φ , q X , q Φ ) be the root datum constructed in the proof of Lemma 7.5 then
where e 1 = (ω 1 , ω 1 ), e 2 = (ω 2 − ω 1 , ω 1 ), e 3 = (0, 2ω 1 ), and e 4 = (0, ω 2 ). By definition we have α 1 = e 1 − e 2 = (2ω 1 − ω 2 , 0) and α 2 = 2e 2 − e 3 = (2ω 2 − 2ω 1 , 0). Let {q e 1 , q e 2 , q e 3 , q e 4 } ⊆ q X be the dual basis then q α 1 = q e 1 − q e 2 and q α 2 = q e 2 . It's clear from the construction in Example 6.6 that we have G ∼ = GSp 4 (K) × G m (this also follows from Theorem 1.12 and Proposition 5.16). Moreover, we can choose such an isomorphism, so that π : G → G is identified with the natural closed embedding ι : Sp 4 (K) → GSp 4 (K) × G m . Let us assume now that p = 2 and F : G → G is the very twisted Steinberg endomorphism defined in [Gec03, 4.6.2] so that G F is a Suzuki group. The map F * : X → X then acts as F * (ω 1 ) = 2 r ω 2 and F * (ω 2 ) = 2 r+1 ω 1 for some integer r > 0 and thus F * (α 1 ) = 2 r α 2 and F * (α 2 ) = 2 r+1 α 1 .
Let F : G → G be the Steinberg endomorphism constructed in the proof of Lemma 7.5 then an easy computation shows that F * (e 1 ) = 2 r (e 1 + e 2 − e 3 + e 4 ) F * (e 3 ) = 2 r+1 e 4 F * (e 2 ) = 2 r (e 1 − e 2 + e 4 ) F * (e 4 ) = 2 r e 3 .
The natural restriction map
. Furthermore, we have {e 3 + ZΦ , e 4 + ZΦ } is a basis for the quotient X(T )/ZΦ so by the above computation and Proposition 3.12 we see that the restriction of F to Z(G ) is a Steinberg endomorphism but not a Frobenius endomorphism.
7.7.
Although the construction of a smooth regular embedding in Lemma 7.5 works in all cases it has the downside that it does not attempt to minimise the dimension of Z(G ). In fact the construction gives a group whose centre has dimension the rank of G, see Lemma 4.6, which begs the question: How small can dim(Z(G )) be? Assume G is semisimple and π : (G, T) → (G , T ) is a smooth regular embedding. Let R(G, T) = (X, Φ, q X, q Φ) and R(G , T ) = (X , Φ , q X , q Φ ) then as G is semisimple we have X/ZΦ is finite; we assume it has s invariant factors. 7.8. Let f = R(π) : R(G , T ) → R(G, T) be the corresponding smooth regular embedding of root data. As f : X → X is surjective and Φ ⊆ Ker( f ) we must have the induced map f : X /ZΦ → X/ZΦ is surjective. The quotient X /ZΦ is a free module and we must have rk(X /ZΦ ) s by Lemma 2.2. As the rank of X /ZΦ ∼ = X(Z(G )) is the same as the dimension of Z(G ) we see that dim(Z(G )) s. It is an easy exercise with central products to show that this lower bound is sharp in the absence of Steinberg or Frobenius endomorphisms. The following shows that this bound is sharp if G is simple and endowed with a Frobenius endomorphism (see Lemma 7.12 for the case of Steinberg endomorphisms). statement follows from Remark 5.17. If A has invariant factors (n) with n > 3 then G is of type A n−1 and we have τ ∈ {ψ 1 , ψ n−1 }, so the statement follows from Example 5.15.
Letτ ∈ Aut(T) be a lift of τ so that τ • f = f •τ. We now define an automorphism ψ : X ⊕ T → X ⊕ T by setting ψ(x, y) = (τ(x),τ(y)). As the order of τ must divide the order ofτ it's clear that ψ has finite order so F * 1 = qψ is a p-Frobenius endomorphism of R ⊕ T . This clearly restricts to a pFrobenius endomorphism of the central product R ⊕ (A,h, f ) T where h : X → A is the natural projection map. Moreover, we have p 1 • F * 1 = F * • p 1 where p 1 : R ⊕ (A,h, f ) T → R is the projection onto the first factor. Thus there exists the desired smooth regular embedding π : G → G by Lemmas 4.5 and 7.3 and Proposition 7.4. Remark 7.10. Assume G is simple and simply connected of classical type. In Section 6 we have defined a smooth regular embedding ι : G → G in the absence of Steinberg/Frobenius endomorphisms. The above argument shows that this is a smooth regular embedding in the presence of Frobenius endomorphisms. We also note that if G is not of type D 2n+1 then ι satisfies the conclusions of Proposition 7.9.
7.11.
Note that the conclusion of Proposition 7.9 no longer holds if we replace the assumption that G is simple by the assumption that G is semisimple. Indeed, assume G = SL 3 (K) × SL 5 (K) then A := X/ZΦ ∼ = Z/3Z ⊕ Z/5Z so A has invariant factors (15). Assume F : G → G is a Frobenius endomorphism restricting to a split Frobenius endomorphism on SL 3 (K) and a twisted Frobenius endomorphism on SL 5 (K). Then F * = qτ : X → X is such that the automorphism τ induces the automorphism ψ 4 on A ∼ = Z/15Z, with the notation as in Example 5.15. If T = (T, ∅, q T, ∅) is a 1-dimensional torus with a surjective homomorphism f : T → A then by Example 5.15 we see that ψ 4 is not tame with respect to (T , f ). One easily sees that this implies that there is no smooth regular embedding π : G → G with dim(Z(G )) = 1. The following shows that the conclusion of Proposition 7.9 also no longer holds if we replace the assumption that F is a Frobenius endomorphism with the assumption that F is a Steinberg endomorphism.
Lemma 7.12. Assume p = 2 and G is simple and simply connected of type C 2 . We assume F : G → G is a Steinberg endomorphism such that G F is of type 2 C 2 . Then there is no smooth regular embedding G → G such that dim(Z(G )) = 1.
Proof. Assume π : R → R is a derived embedding of root data where R = (X , Φ , q X , q Φ ) and Tor(X /ZΦ ) = {0}. Hence, π is a smooth regular embedding in the absence of 2-Steinberg endomorphisms. As π(Φ ) = ZΦ we can assume, by Lemma 5.8, that R = R ⊕ (A,h, f ) T where T = (T, ∅, q T, ∅) is a torus, A = X/ZΦ, h : X → A is the natural projection map, and f : T → A is a surjective homomorphism.
Let us assume that rk(T ) = 1 then T = Zξ, for some ξ ∈ T, and as A ∼ = Z/2Z we must have 2ξ is a basis of Ker( f ). With the notation as in Section 6 we have
where e 1 = (ω 1 , ξ), e 2 = (ω 2 , 0) and e 3 = (0, 2ξ). Note that α 1 = (2ω 1 − ω 2 , 0) = 2e 1 − e 2 − e 3 and α 2 = (2ω 2 − 2ω 1 , 0) = 2e 2 − 2e 1 + e 3 .
We assume for a contradiction that there exists a 2-Steinberg endomorphism for some integers r, n 1 , n 2 ∈ Z. Note that the coefficient of ξ must be even for the element to belong to X . A straight forward calculation shows that the conditions ψ(α 2 ) = 2 r+1 α 1 and ψ(α 1 ) = 2 r α 2 imply that ψ(e 3 ) = (−2n 1 − 2n 2 )e 3 = (−2n 1 − n 2 )e 3 .
From this we deduce immediately that n 2 = 0. Now as ψ is a 2-Steinberg endomorphism we must have ψ d = 2 m for some integers d, m > 0. This implies that −n 1 = ±2 k for some integer k 0. Considering the square of ψ we see that
However from this we see it is impossible for some power of ψ to act as scalar multiplication by a power of 2. Hence there exists no 2-Steinberg endomorphism
Asai's Reduction Techniques
Proof (of Theorem 1.22). Let us fix a maximal torus T G and maximal tori
) are the corresponding root data then σ * i : R i → R is a derived embedding of root data by Proposition 7.4. We define a torus S = (S, ∅, q S, ∅) by setting
The torus S is equipped with a homomorphism f : S → A := X/ZΦ defined by
which is surjective because the homomorphisms σ * i : X i → X are surjective. In particular, we may form the central product R ⊕ (A,h, f ) S where h : X → A is the natural projection map. It follows from Lemma 4.5 that the quotient (X ⊕ (A,h, f ) S)/ZΦ has no torsion.
By Lemma 5.8 there exists an isomorphism φ i :
is the natural projection map, and f i :
is the projection onto the first factor. Now, let us observe that we have homomorphisms τ i : S → S i , defined by τ i (x 1 , x 2 ) = x i + Φ i , which are surjective because the maps σ * i are surjective. We claim that the maps
Or, in other words, we have x = σ * i (y + m). By the surjectivity of τ i : S → S i there exists an element s = (s 1 , s 2 ) ∈ S such that s i = y + m and so τ i (s) = s i + Φ i = y + m + Φ i . From the definition of f we have
It is clear that we have a commutative diagram
Now, appealing to Theorem 3.10 and Proposition 7.4 there exists a pair (G , T ) and smooth regular embeddings
Hence, replacing σ 2 by σ 2 • Inn t we obtain the result in the absence of Steinberg endomorphisms.
We now assume that G is endowed with a Steinberg/Frobenius endomorphism F : G → G. By assumption there exist Steinberg/Frobenius endomorphisms F i :
We will assume fixed a pinning (G, B, T, (x α )) that is compatible with F, c.f., Remark 3.16. From this pinning we construct a pinning
is compatible with F i and we have isotypies
We wish to now endow G with an appropriate Steinberg/Frobenius endomorphism. With this in mind we define a Z-module homomorphism ψ : X ⊕ S → X ⊕ S by setting
which makes sense because σ
Moreover it is easily seen that ψ induces a p-Steinberg/pFrobenius endomorphism R ⊕ (A,h, f ) S → R ⊕ (A,h, f ) S. Hence, by Theorem 3.10 and Proposition 3.12 there exists a Steinberg/Frobenius endomorphism F : (G , T ) → (G , T ) such that R(F ) = ψ. Now we have obtained F we will assume that (G , B , T , (x α )) is a pinning compatible with F . above, the quotient q X / q f (X) has no torsion so Ker(π) is a torus. Now Z( G) is connected if and only if Tor p ( q X /Z q Φ ) = {0}. As q f (X) has a complement we have
In particular, q X /Z q Φ has no p -torsion if and only if X/ZΦ has no ptorsion or, in other words, Z( G) is connected if and only if Z(G) is connected. Finally, assume G is endowed with a Steinberg/Frobenius endomorphism F : G → G then we may assume T G is F-stable so that R(F) = F * : R → R is the corresponding p-Steinberg/p-Frobenius endomorphism. From the remarks in 3.4 and Remark 3.5 we see that the dual morphism q F * : q R → q R is again a p-Steinberg/p-Frobenius endomorphism. As f : R → q R is a smooth embedding of root data there exists a p-Steinberg/p-Frobenius endomorphism φ : R → R such that q F * • f = f • φ. By 3.4 we have duality is bijective and contravariant on p-morphisms which implies that q f
Again appealing to Remark 3.5 we have q φ : q R → q R is a p-Steinberg/p-Frobenius endomorphism. By Lemma 7.3 there exists a Steinberg/Frobenius endomorphism F : ( G, T) → ( G, T) such that R( F) = q φ and π • F = F • π, which completes the proof.
Cyclically Permuted Factors
From this section on we assume K = F p and p > 0 is a prime. We choose an algebraic closure Q with = p a prime and fix an involutive automorphism : Q → Q which maps every root of unity to its inverse. For any finite group H we denote by Class(H) the vector space of all Q -class functions f : H → Q . We consider this to be an inner product space with respect to the usual form defined by f , f H := |H| −1 ∑ h∈H f (h) f (h). The Q -irreducible characters are denoted by Irr(H) ⊆ Class(H).
9.1.
In this section, we assume we are in the setting of 1.26. An easy calculation shows that any F-stable subset X ⊆ G is of the form X 1 × F(X 1 ) × · · · × F n−1 (X 1 ) for some F n -stable subset X 1 ⊆ G 1 . Hence the projection map π 1 : G → G 1 clearly induces a bijection between the F-stable subsets of G and the F n -stable subsets of G 1 . 
Proof (of Lemma 1.27). Let
Now X is a direct sum X 1 ⊕ · · · ⊕ X n and by the assumption on T we have F * (X i+1 ) = X i . We certainly have a Z-module homomorphism ψ i : X i+1 ⊕ X i+1 → X i ⊕ X i defined by ψ i (x, y) = (F * (x), F * (y)). From the definition it is readily checked that this restricts to a Z-module homomorphism ψ i : X i+1 → X i . Clearly the Z-module X is a direct sum X 1 ⊕ · · · ⊕ X n and we may define a Z-module homomorphism ψ : X → X by setting ψ(x 1 , . . . , x n ) = (ψ 1 (x 2 ), . . . , ψ n−1 (x n ), ψ n (x 1 )). It is easily checked that ψ induces a p-Steinberg endomorphism R → R such that h • ψ = F * • h. Moreover ψ n stabilises R 1 and satisfies h 1 • ψ n = F * n • h. From this the statement of the lemma is easily obtained, as in the proof of Lemma 7.5. We leave the details to the reader.
Deligne-Lusztig Induction and Restriction
9.
2. An easy calculation shows that the projection map π 1 : G → G 1 restricts to an isomorphism of finite groups G F → G F n 1 , so the inflation π * 1 : Class(G F n 1 ) → Class(G F ) through π 1 is an isometry. It is our purpose now to show that the construction of Deligne-Lusztig induction is compatible with π 1 . For this let us assume that P 1 G 1 is a parabolic subgroup of G 1 with L 1 P 1 an F n -stable Levi complement of P 1 . There is then a unique L 1 ), c. f., 9.1. As the parabolic subgroup P 1 is not necessarily F-stable there may be many choices of parabolic subgroup P G such that π 1 (P) = P 1 . We will assume that P = P 1 × F −n+1 (P 1 ) × · · · × F −1 (P 1 ); this makes sense because F n (P 1 ) is also a parabolic subgroup of G 1 with L 1 as an F n -stable Levi complement. With this we may form the Deligne-Lusztig induction maps
The following is an analogue of [DM91, 13.22] in our setting. Proposition 9.3. Assume the notation and assumptions of 1.26 and 9.2 then we have a commutative diagram
Proof. For any K-variety X and any finite order automorphism h ∈ Aut(X) we define the Lefschetz trace
where H i c (X, Q ) is the ith compactly supported -adic cohomology group of X. Let U P be the unipotent radical of P then U 1 = π(U) is clearly the unipotent radical of P 1 and we have
opp actions defined by left and right translation.
For any χ ∈ Class(L F n 1 ) and g ∈ G F we have that
As π 1 induces isomorphisms G F → G F n 1 and L F → L F n 1 we see immediately from these formulas that we need only show that
From the definition of Y G U we see that any element x ∈ Y G U is of the form (x 1 , . . . , x n ) with x i ∈ G i and
with the indices computed cyclically. From this we see that
In particular we have π defines a surjective morphism
. The surjectivity is easy to see because for any
which is certainly contained in U. This shows thatx 1 u ∈ Y G U is in the fibre π
. Moreover the condition in (9.5) shows that every element of π
The desired equality in (9.4) now follows from [DM91, 10.12(ii)].
Lusztig Series 9.6. Fix an F-stable maximal torus T 0 G and let R = R(G, T 0 ) be the corresponding root datum. By Theorem 3.10 there exists a pair (G , T 0 ), unique up to isomorphism, such that R(G , T 0 ) = q R. By the above discussion the torus T 0 is of the form T 1 × · · · × T n where
G i is a maximal torus and R(G i , T i ) = q R i . Finally, again appealing to Theorem 3.10, there exists a Steinberg endomorphism
. By construction we see that T i = (F ) i−1 (T 1 ). Proof. Let C(G, F) denote the set of all pairs (S, θ) consisting of an F-stable maximal torus S G and an irreducible character θ ∈ Irr(S F ). Note we have a bijection C(G 1 , F n ) → C(G, F) defined by (S 1 , θ 1 ) → (S, θ) = (S 1 F(S 1 ) · · · F n−1 (S 1 ), π * 1 (θ 1 )). Moreover, by Proposition 9.3 we have R G S (π * 1 (θ 1 )) = π * 1 (R G S 1 (θ 1 )). So π * 1 maps the irreducible constituents of R G S 1 (θ 1 ) onto those of R G S (θ). Now let S(G , F ) denote the set of all pairs (S , s) consisting of an F -stable maximal torus S G and a semisimple element s ∈ S F . Again we have a bijection S(G 1 , F n ) → S(G , F ) defined by (S 1 , s 1 ) → (S , s) = (S 1 F (S 1 ) · · · (F ) n−1 (S 1 ), s 1 F (s 1 ) · · · (F ) n−1 (s 1 )). The statement follows once we know we have a commutative diagram
between the orbits of the natural conjugation actions of the respective groups. Here the vertical maps are given by the bijection described in [DM91, 13.13], see also [Tay16a, 6.7] . We leave it as an exercise to the reader to verify the commutativity of this diagram.
10. Unipotent Supports 10.1. For this section we place ourselves in the setup of 1. 28 . In what follows we will denote by G uni = {g uni | g ∈ G} ⊆ G the closed subset consisting of unipotent elements. We note that G uni is F-stable. Proof. Note that π restricts to a bijection G uni → G uni and induces a bijection between the unipotent conjugacy classes of G and those of G because Ker(π) is a central torus. As Ker(π) is connected an easy application of the Lang-Steinberg theorem shows that π restricts to a surjective homomorphism π : G F → G F . Hence, given an irreducible character χ ∈ Irr(G F ) we have the inflation χ = χ • π ∈ Irr( G F ) is also irreducible. Now assume g ∈ G F then by definition we have χ( g) = χ(g) where g = π( g) der is a direct product of simple groups transitively permuted by F. Now assume chosen a regular embedding G (i) der → G (i) then taking G = G (1) × · · · × G (r) we get a regular embedding G der → G. By Theorem 1.22 we obtain a commutative diagram
where σ 1 : G → G and σ 2 : G → G are smooth regular embeddings. Applying Lemma 10.3 twice we see that the desired statement holds for G if and only if it holds for G. As the statement is clearly compatible with respect to direct products it thus suffices to prove the statement for each G (i) . Note that we have free reign when choosing the regular embedding G (i) → G (i) . Hence, by Lemma 1.27 we may assume that G is a direct product G 1 × · · · × G n where (G i ) der is simple and simply connected and F is such that F(G i ) = G i+1 . Now assume χ 1 ∈ Irr(G F n 1 ) and let χ = χ 1 • π 1 be the inflation through the projection map π 1 : G → G 1 . Note that π 1 restricts to a bijection G F uni → (G 1 ) F n uni and induces a bijection between the F-stable unipotent conjugacy class of G and the F n -stable unipotent conjugacy classes of G 1 . It's clear that π 1 (O χ ) = O χ 1 and the statement holds for χ 1 if and only if it holds for χ. With this we can assume that G has a simple and simply connected derived subgroup.
Applying the same trick as above, i.e., Theorem 1.22 and Lemma 10.3, we may assume that if G der ∼ = SL n (K) then G = GL n (K). Moreover, as p is a good prime for G we have F must be a Frobenius endomorphism. With this assumption we have all the results of [Tay16b] are available to us. In particular, we may freely apply all the results of [Lus92] .
We can now proceed to mimic the proof of [Lus92, 11.2(iv)]. Let χ ∈ Irr(G F ) be an irreducible character and g ∈ G F an element such that χ(g) = 0. We set u = g uni ∈ G F uni and denote by O u the G-conjugacy class containing u. It suffices to prove the statement assuming that O u satisfies the following property. If O = O u is a unipotent conjugacy class such that O u ⊆ O then we have χ(h) = 0 for any element h ∈ G F such that h uni ∈ O. This is precisely the assumption made in [Lus92, 9 .1] so we may apply [Lus92, 9.2] to deduce that 
