Abstract: Lake Urmia, the second largest saline Lake on earth and a highly endangered ecosystem, is on the brink of a serious environmental disaster similar to the catastrophic death of the Aral Sea. Progressive drying has been observed during the last decade, causing dramatic changes to Lake Urmia's surface and its regional water supplies. The present study aims to improve monitoring of spatiotemporal changes of Lake Urmia in the period 1975-2015 using the multi-temporal satellite altimetry and Landsat (5-TM, 7-ETM+ and 8-OLI) images. In order to demonstrate the impacts of climate change and human pressure on the variations in surface extent and water level, Lake Sevan and Van Lake with different characteristics were studied along with the Urmia Lake. Normalized Difference Water Index-Principal Components Index (NDWI-PCs), Normalized Difference Water Index (NDWI), Modified NDWI (MNDWI), Normalized Difference Moisture Index (NDMI), Water Ratio Index (WRI), Normalized Difference Vegetation Index (NDVI), Automated Water Extraction Index (AWEI), and MultiLayer Perceptron Neural Networks (MLP NNs) classifier were investigated for the extraction of surface water from Landsat data. The presented results revealed that MLP NNs has a better performance in the cases where the other models generate poor accuracy. The results show that the area of Lake Sevan and Van Lake have increased while the area of Lake Urmia has decreased by~65.23% in the past decades, far more than previously reported (~25% to 50%). Urmia Lake's shoreline has been receding severely between 2010 and 2015 with no sign of recovery, which has been partly blamed on prolonged droughts, aggressive regional water resources development plans, intensive agricultural activities, and anthropogenic changes to the system. The results also indicated that (among the proposed factors) changes in inflows due to overuse of surface water resources and constructing dams (mostly during 1995-2005) are the main reasons for Urmia Lake's shoreline receding. The model presented in this manuscript can be used by managers as a decision support system to find the effects of building new dams or other infrastructures.
Introduction
Lakes and rivers are the most accessible inland water resources available for ecosystems and human consumption [1] and they are valued for their ability to store floodwaters, protect shorelines, classification model proposed by Alecu et al. [46] , multivariate regression method [47] and automated spectral-shape procedure presented by Yang et al. [48] . The last but not least proposed algorithms are automatic extraction methods, for instance, Support Vector Machine (SVM) and Spectral Angle Mapper (SAM) models presented by Jawak et al. [49] , object oriented multi-resolution segmentation model developed by Shao et al. [50] , and fuzzy intra-cluster distance within the Bayesian algorithm proposed by Jeon et al. [51] . To the best of the authors' knowledge, a detailed analysis of Artificial Neural Networks (ANNs) models for automatic surface water extraction has not yet been presented in the related literature, whereas ANNs models can be very competitive in terms of accuracy and speed for image classification.
Starting from these motivations, the purpose of the present paper is to demonstrate: (1) the potential of ANNs approach for a fast, robust, accurate and automated water feature extraction without using any ancillary data; and (2) the detection and analysis of variations in surface extent and water level in response to both climate change and human-environment interactions using multisensory remote sensing techniques.
In order to examine the robustness of the algorithm, the result of the proposed model has been compared with the results of different satellite-derived indexes including Normalized Difference Water Index (NDWI) [41, 52] , Modified Normalized Difference Water Index (MNDWI) [42] , Water Ratio Index (WRI) [41, 53] , Normalized Difference Vegetation Index (NDVI) [41, 54] , Automated Water Extraction Index (AWEI) [41, 55] , and Normalized Difference Water Index (NDWI) and Principal Component Analysis (NDWI-PCs) [41] models, which are the latest models published in the related literature about extraction of surface water from satellite imagery. The datasets (for the period 1975-2015) prepared over Urmia Lake, Lake Sevan, and Van Lake (situated in similar geographical regions) have been used in the Experimental Section because the mentioned lakes are under intensive natural and human driving forces.
The paper starts with a description of our study areas in Section 2. Section 3 describes complementary datasets that have been used in this paper. In Section 4, our approach and algorithms to extract and analyse the surface water extent of the lakes using satellite imagery has been shown. The proposed model, which has been used for deriving the lakes water levels and lakes surface areas from satellite data, is presented in Section 5. The results from satellite altimetry and satellite imagery, together with local climate data, are used in the same section for discussing about the impact of factors such as climate change and anthropogenic activities on the drying up of the studied lakes. Section 6 will summarize and conclude the results of this study.
Study Areas

Urmia Lake
The Urmia Lake basin is located in the northwest of Iran at~37 • N and 45 • E (Figure 1 ). In Urmia Lake basin, the elevation increases from 1174 m at Urmia Lake to 3861 m above sea level in the Sahand Mountains [56] . The main water of the lake is supplied from 21 seasonal or permanent (the main inputs are Zarrine-Rud, Aji Chay, Baran duz, and Godard), and 39 periodic rivers and springs [57, 58] . The watershed area covered about 52,000 km 2 which is 3% of Iran's land [59] . The basin with 6.4 million inhabitants is important in terms of housing, industrial and agricultural activities for the East Azerbaijan Province in Iran [56, 60] .
A unique feature of Lake Urmia is its hypersaline environment, with salinity ranging from 217 to more than 300 g/L, approximately eight times higher than seawater [57, [61] [62] [63] . Lake Urmia, with its 102 islands, is defined as a national park and international biosphere reserve by UNESCO (United Nation Education, Scientific and Cultural Organization) because of its ecological importance [64] [65] [66] [67] .
Climate in the lake's basin is controlled by the mountains surrounding the lake. Urmia Lake is situated in a semi-arid area, having a temperature range between~0 • C and −20 • C in winter and up to~40 • C in summer with a mean annual temperature of 11.2 • C, an average precipitation and evaporation rate of 341 and 1200 mm/year, respectively. The annual average evaporation from the lake surface is~1 m [58, [67] [68] [69] . The intensity of bird migration (there are 212 species) to the area highly depends on the primary production of Lake Urmia, and particularly on availability of salt-adjusted brine shrimp [57, 70, 71] .
There are 9 cities adjacent to the lake, where agriculture is the main part of the economy and the major source of income for the communities. About 70% of cultivated lands in western part of the lake are wheat lands. The other main crops are oats, fruits, and vegetables (especially grape and apple). During 1979 to 2006, irrigated land in the watershed area increased by 8% of the Urmia's watershed area [72] . Construction of the 15 km highway in the early 1990s across the lake has divided the lake into two parts (35.5% in north and 64.5% in south) [72] .
Lake Sevan
Lake Sevan is situated in the northern part of the Armenian Volcanic Highland at~45.2 • E and 40 • N (Figure 1 ), in Gegharkhounik Marz Province. In Lake Sevan basin the elevation increases from 1854 m at Sevan Lake to 3583 m above sea level in the Sevana, Vardenis and Geghama Mountains. A peculiarity of Lake Sevan includes the small ratio between the catchment and surface area of the lake is only 3:1, compared to other major lakes (10:1 on average) [73] . Lake Sevan has comparatively "soft water" (mineralization = 700 mg/L) [73] in comparison with the other neighbouring great lakes like Lake Van, Caspian Sea, and Urmia Lake.
Twenty-eight rivers and streams flow into Lake Sevan, and the River Hrazdan flows out of the lake. The average annual temperature of the lake is 5 • C. Annual precipitation ranges from 340 to 720 mm, of which 17% falls in the winter, 37% in the spring, 26% in the summer and 20% in the autumn [74] . There are six species of fishes in the Lake Sevan basin. The lake is an important stop for migratory birds (210 species), especially in October-December before the lake becomes covered with ice [75] . The main economic activities in the basin are agriculture and fisheries. Approximately 20% of the livestock in the country is raised in the basin. Ninety per cent of fish catch and 80% of crayfish catch of Armenia is from Lake Sevan [76] .
The outflow of water from the lake has been artificially regulated since 1933 during the Soviet period for hydropower and irrigation. Before the increased artificial outflow, the surface of Lake Sevan was at an altitude of 1916.20 m with a surface area of 1416 km 2 and volume of 58.5 km 3 . The water-level decreases from this artificial outflow process influenced an array of hydrological and ecological conditions at the lakeshore and in the lake [77] .
Van Lake
Van Lake (with the large drainage basin of 12,500 km 2 ) is a saline closed-basin lake located (~43 • E and 38.30 • N) in Eastern Anatolia, Turkey (Figure 1) . It is the largest lake in Turkey and the largest soda lake in the world [78] . The average elevation of basin is 2829 m above mean sea level that increases from~1626 m at the lake to 4032 m above sea level in mountain regions. The total surface area of its catchment basin is about 5000 km 2 [79] .
Several rivers and streams (including the Karasu, Hosap, Güzelsu, Bendimahi, Zilan and Yeniköprü Streams) flow into Van Lake without any outlet. The lack of outflows causes the accumulation of salts in the lake and increases the salinity because of the water discharges by evaporation [78, 80] . The local climate of the Lake Van area is characterized by strong seasonality, expressed as cold winters from December to February with mean temperatures below 0 • C, and warm, dry summers in July and August with mean temperatures exceeding 20 • C. Cold, dry air masses originating from high northern latitudes acquire moisture when passing over the Mediterranean Sea, reaching Lake Van from the southwest [81, 82] . Annual precipitation ranges from 400 to 700 mm [83] .
According to Aksoy et al. [78] , because of the high water salinity of the lake, it cannot be used for drinking or irrigation and also only limited species of fresh water fish could survive in this condition. The natural vegetation is steppe dominated by sub-euxinian oak forest; however, there is hardly any natural vegetation left, and instead, there is a predominance of agricultural land [68, 84] . In the last decade, the water level in Van Lake has risen~2 m and, consequently, the low-lying inundated along the shore are now concerning local administrators and government official, and affecting irrigation activities and people's properties [85] . hardly any natural vegetation left, and instead, there is a predominance of agricultural land [68, 84] . In the last decade, the water level in Van Lake has risen ~2 m and, consequently, the low-lying inundated along the shore are now concerning local administrators and government official, and affecting irrigation activities and people's properties [85] . Figure 1 . The geographical locations of Lake Urmia, Lake Sevan, and Van Lake in Middle East.
Data
Landsat and Digital Elevation Model (DEM) Dataset
The model, which has been used in the classification phase, is trained and tested on Landsat database. The training and test datasets consist of the mosaicked Landsat images for each five years (from the same season) from 1975 to 2015. Each study area contains nine mosaicked Landsat images (total 81 images for all three study areas). All of the images have been obtained from the US Geological Survey (USGS) Global Visualization Viewer [82] .
Digital Elevation Model (DEM) maps have been extracted from Shuttle Radar Topography Mission (SRTM) 1-Arc-Second global data. SRTM 1-Arc-Second global elevation data offer worldwide coverage of void filled data at a resolution of 30 meters (1-arc-second) and provide open distribution of this high-resolution global dataset [83] .
Radar Altimetry Dataset
Altimetry, as the only source of information for most lakes in remote areas, is a technique that has a proven potential for hydrology science [69] . GEOSAT (1986 GEOSAT ( -1988 , ERS-1 (1991 ERS-1 ( -1996 
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Altimetry, as the only source of information for most lakes in remote areas, is a technique that has a proven potential for hydrology science [69] . GEOSAT (1986 GEOSAT ( -1988 , ERS-1 (1991 ERS-1 ( -1996 The combined global altimetry datasets have more than two-decade-long history and are being continuously updated [86, 87] .
Over the past 10 years, HYDROWEB has developed a web database [4, 69, 88] containing time series over water levels of large lakes and wetlands on a global scale. The lake levels provided by HYDROWEB are based on the merged Topex/Poseidon, Jason-1 and 2, ENVISAT and GFO data. The monthly level variations of almost 150 lakes and reservoirs are freely provided by multi satellite altimetry measurements.
Methods and Algorithms
An Overview of MultiLayer Perceptron Neural Networks (MLP NNs)
For applying a binary classification to extract water features, an artificial neural networks classifier has been used. Artificial Neural Networks (ANNs) algorithms classify regions of interest using a methodology that performs similar functions to the human brain such as understanding, learning, solving problems and taking decisions [89] . ANNs architecture consists of three units that include input layer, hidden layer and output layer ( Figure 2 ). In most ANNs models, hidden layers use non-linear activation functions for processing the data [90] . Over the past 10 years, HYDROWEB has developed a web database [4, 69, 88] containing time series over water levels of large lakes and wetlands on a global scale. The lake levels provided by HYDROWEB are based on the merged Topex/Poseidon, Jason-1 and 2, ENVISAT and GFO data. The monthly level variations of almost 150 lakes and reservoirs are freely provided by multi satellite altimetry measurements.
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An Overview of MultiLayer Perceptron Neural Networks (MLP NNs)
For applying a binary classification to extract water features, an artificial neural networks classifier has been used. Artificial Neural Networks (ANNs) algorithms classify regions of interest using a methodology that performs similar functions to the human brain such as understanding, learning, solving problems and taking decisions [89] . ANNs architecture consists of three units that include input layer, hidden layer and output layer ( Figure 2 ). In most ANNs models, hidden layers use non-linear activation functions for processing the data [90] . Formally, a one-hidden-layer MLP is a function ∶ → , where D is the size of input vector x and L is the size of the output vector , such that in matrix notation:
( 1) with bias vectors and ; weight matrices and ; and activation functions G and s. The vector constitutes the hidden layer. Typical choices for s include tanh / or the logistic sigmoid function, with sigmoid 1/ 1
. The logistic sigmoid function ranges from 0 to +1. However, it is sometimes desirable to have the activation function range from −1 to +1, in which case the activation function assumes an anti-symmetric form (e.g., tanh function) with respect to the origin [89, 91] .
Methodology
The considered dataset contains an overall number of 81 Landsat images (before mosaicking). The methodology of this investigation is summarized and represented in Figure 3 . Formally, a one-hidden-layer MLP is a function f : R D → R L , where D is the size of input vector x and L is the size of the output vector f (x), such that in matrix notation:
with bias vectors b (1) and b (2) ; weight matrices W (1) and W (2) ; and activation functions G and s.
The vector h (x) = Φ (x) = s b (1) + W (1) x constitutes the hidden layer. Typical choices for s include tanh (a) = (e a − e −a ) / (e a + e −a ) or the logistic sigmoid function, with sigmoid (a) = 1/ 1 + e −1 . The logistic sigmoid function ranges from 0 to +1. However, it is sometimes desirable to have the activation function range from −1 to +1, in which case the activation function assumes an anti-symmetric form (e.g., tanh function) with respect to the origin [89, 91] .
The considered dataset contains an overall number of 81 Landsat images (before mosaicking). The methodology of this investigation is summarized and represented in Figure 3 . 
Image Pre-Processing
As a pre-processing task for image classification, radiometric calibration, atmospheric correction, mosaicking, and co-registration have been applied to the datasets. Radiometric calibration and atmospheric correction were conducted according to Schroeder et al. [92] . All the images covering the study areas for each year were mosaicked and then co-registered with less than 0.5 pixel of Root Mean Square Error (RMSE). Around 47 control points were selected for co-registration of each image with the reference image.
The stripes in Landsat ETM+ data (caused by the SLC in the ETM+ instrument failed on 31 May 2003) have been removed according to Taravat et al. [93] . Pixels not affected by striping are used to construct spline functions describing spatial grey level distributions of an image [93] .
The sub-images containing the lakes basin for each lake were extracted using the Area of Interest tool of ENVI (Environment for Visualizing Images) software to make classification and image interpretation more expedient and focused ( Figure 4) . The data were then projected in geographical latitude/longitude projection and WGS84 datum. Furthermore, the image was exported into .TIFF format for further analysis.
Image Classification
After the pre-processing phase, all images have been classified by MLP neural networks, which have been found to be the best suited topology for pixel level classifications [89] . In a multilayer perceptron model instead of feeding the input to the logistic regression, the hidden that has a nonlinear activation function layer(s) is used while the top layer is a soft max layer. The soft max function is the gradient-log-normalizer of the categorical probability distribution, which is used in various probabilistic multiclass classification methods including multinomial logistic regression, multiclass linear discriminant analysis, naive Bayes classifiers and artificial neural networks [94] .
In MLP model, the connections between perceptrons are forward and every perceptron is connected to all the perceptrons in the next layer except the output layer that directly gives the result. MLP utilizes back propagation for training the network [90, 91] . In the proposed model, Landsat data in spectral bands 480, 560, 660, and 825 nm have been used as the input of the model.
Models Comparison
In order to evaluate the performance of the proposed model for surface water extraction, the results have been compared with the results of MNDWI, AWEI, NDVI, NDWI, WRI, and NDWI-PCs, which are the popular classifier methods presented in the latest papers published in the related literature about extraction of surface water from satellite imagery [41] . 
Image Pre-Processing
The sub-images containing the lakes basin for each lake were extracted using the Area of Interest tool of ENVI (Environment for Visualizing Images) software to make classification and image interpretation more expedient and focused (Figure 4) . The data were then projected in geographical latitude/longitude projection and WGS84 datum. Furthermore, the image was exported into TIFF format for further analysis.
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Models Comparison
Time Series Change Detection
In order to analyse the time series of height above reference surface variations of lakes which have been extracted from radar altimetry data, Pruned Exact Linear Time (PELT) algorithm has been used. PELT model is considered for identifying the points within a dataset where the statistical properties change. PELT model is based on the algorithm of Jackson et al. [95] , but involves a pruning step within the dynamic program. Killick et al. [96] has proven that PELT model leads to a substantially more accurate segmentation than Binary Segmentation. In PELT model, a number of changes (m) together with their positions are: τ1: m = (τ1, , τm) (2) Each change position is an integer within (1, n − 1). "m" will split the data into m + 1 segments, with the ith segment containing y(τi−1 + 1):τi, where y is an ordered sequence of data. The general approach to identify multiple changes is defined as: 
In order to analyse the time series of height above reference surface variations of lakes which have been extracted from radar altimetry data, Pruned Exact Linear Time (PELT) algorithm has been used. PELT model is considered for identifying the points within a dataset where the statistical properties change. PELT model is based on the algorithm of Jackson et al. [95] , but involves a pruning step within the dynamic program. Killick et al. [96] has proven that PELT model leads to a substantially more accurate segmentation than Binary Segmentation. In PELT model, a number of changes (m) together with their positions are:
Each change position is an integer within (1, n − 1). "m" will split the data into m + 1 segments, with the ith segment containing y(τ i−1 + 1):τ i , where y is an ordered sequence of data. The general approach to identify multiple changes is defined as:
where C is a cost function for a segment and β f (m) is a penalty to guard against over fitting.
Results and Discussion
In order to detect the surface area changes of the lakes in the period 1975-2015, the water surface of each lake in each temporal image was extracted using MLP classifier. In the MLP classifier, 100,000 pixels (extracted from the Landsat dataset) have been used for training/testing the net. The training sets contain 60% of the data, and the test sets contain the remaining 40%. Pixel selection for the training/test set has been performed randomly and repeated six times.
After the several attempts to properly select the number of units in the hidden layers, architecture 4-10-4 has been finally chosen for its good performance in terms of classification accuracy, Root-Mean Square Error (RMSE), and training time. In total, 35,000 training cycles were sufficient to train the network. The inputs of the net consist of Landsat data in spectral bands 480, 560, 660, and 825 nm, and the output provides the pixel classification in terms of water body, urban area, bare lands, and green lands. One MLP classifier has been used in classifying all the images ( Figure 5 ). 
where C is a cost function for a segment and β is a penalty to guard against over fitting.
After the several attempts to properly select the number of units in the hidden layers, architecture 4-10-4 has been finally chosen for its good performance in terms of classification accuracy, Root-Mean Square Error (RMSE), and training time. In total, 35,000 training cycles were sufficient to train the network. The inputs of the net consist of Landsat data in spectral bands 480, 560, 660, and 825 nm, and the output provides the pixel classification in terms of water body, urban area, bare lands, and green lands. One MLP classifier has been used in classifying all the images ( Figure 5 ). An accuracy assessment has been carried out in order to assess the classifiers more appropriately. For each of the 27 mosaicked images, 20,000 pixels (which is 6% of each image) have randomly been selected and then labelled by visual interpretation. The same procedure has been used to calculate the accuracy of the MNDWI, AWEI, NDVI, NDWI, WRI, and NDWI-PCs classifiers for each of the 27 mosaicked images.
For visual interpretation, Landsat ETM+ data in spectral bands 560 nm, 660 nm, and 825 nm have been used in RGB format. The main reason for using this combination is the high contrast of water and dry/land areas (due to the high absorption and reflectance of NIR (825 nm) by water and the terrestrial vegetation and dry soil, respectively) in NIR band [31] .
The accuracy of the whole dataset classified by MLP ANNs is 95.52% with a standard deviation of 2.00%, 3.88% and 4.47% commission (the samples which are committed to the wrong class) and omission (the samples which are omitted from the right class) errors and average, respectively. The average accuracy computed for the NDWI-PCs (which generates the best results after MLP NNs) is 86.10% with a standard deviation of 2.47%, 7.67% and 13.90% commission and omission errors and average, respectively. An improvement of 9.42% in accuracy has been obtained on the dataset classified by MLP NNs with respect to the same dataset classified by the NDWI-PCs model. Moreover, MLP classifier generated less Commission error with respect to the NDWI-PCs model. The results of accuracy assessment applied to different models are displayed in Tables 1 and 2 . An accuracy assessment has been carried out in order to assess the classifiers more appropriately. For each of the 27 mosaicked images, 20,000 pixels (which is 6% of each image) have randomly been selected and then labelled by visual interpretation. The same procedure has been used to calculate the accuracy of the MNDWI, AWEI, NDVI, NDWI, WRI, and NDWI-PCs classifiers for each of the 27 mosaicked images.
The accuracy of the whole dataset classified by MLP ANNs is 95.52% with a standard deviation of 2.00%, 3.88% and 4.47% commission (the samples which are committed to the wrong class) and omission (the samples which are omitted from the right class) errors and average, respectively. The average accuracy computed for the NDWI-PCs (which generates the best results after MLP NNs) is 86.10% with a standard deviation of 2.47%, 7.67% and 13.90% commission and omission errors and average, respectively. An improvement of 9.42% in accuracy has been obtained on the dataset classified by MLP NNs with respect to the same dataset classified by the NDWI-PCs model. Moreover, MLP classifier generated less Commission error with respect to the NDWI-PCs model. The results of accuracy assessment applied to different models are displayed in Tables 1 and 2 . The outputs of the MLP NNs classifier have been overlaid to produce the surface water changes (for each five year) in time-series started from 1975 to 2015 (Figure 6 ). The results show that the Urmia Lake surface area was~4724.69 km 2 ,~4111.12 km 2 ,~3184.73 km 2 , and~1642.71 km 2 in 2000, 2005, 2010, and 2015, respectively (Table 3) . The outputs of the MLP NNs classifier have been overlaid to produce the surface water changes (for each five year) in time-series started from 1975 to 2015 (Figure 6 ). The results show that the Urmia Lake surface area was ~4724.69 km 2 , ~4111.12 km 2 , ~3184. In order to analyse the time series of height above reference surface variations of lakes extracted from radar altimetry data, two models have been used. In the first model, the time series were In order to analyse the time series of height above reference surface variations of lakes extracted from radar altimetry data, two models have been used. In the first model, the time series were treated as a whole under the hypothesis that the time series has a decreasing (blue lines in Figure 7 ) trend in Urmia Lake and an increasing trend in Sevan and Van Lakes (Figure 7) . In the second model, by applying PELT algorithm, the time series have been divided into segments (black lines in Figure 7 ) with its own statistical characteristics that are similar within each subseries and different between subseries. It seems that the increasing mono-trend (red lines in Figure 7 ) fitted to the whole time series can have different behaviour when multiple inner trends are taken into account. treated as a whole under the hypothesis that the time series has a decreasing (blue lines in Figure 7 ) trend in Urmia Lake and an increasing trend in Sevan and Van Lakes (Figure 7 ). In the second model, by applying PELT algorithm, the time series have been divided into segments (black lines in Figure 7 ) with its own statistical characteristics that are similar within each subseries and different between subseries. It seems that the increasing mono-trend (red lines in Figure 7 ) fitted to the whole time series can have different behaviour when multiple inner trends are taken into account. The generated results revealed a significant change in the surface area of Urmia Lake. These changes confirm different natural and human-made external driving forces in the watershed area. Investigations on the Urmia Lake water level breakpoints on 2000 and 2008 shows that the lake had experienced rapid changes in its history. These rapid changes could refer to intensive dam construction on one the hand and intensive and extensive cultivation activities by increasing the irrigation land on the other hand (Figures 8 and 9) . The above-mentioned changes from 2000 to 2015 have been confirmed by the surface area generated using MLP NNs classifier.
Moreover, monitoring the lake's long term changes ( Figure 6 ) and comparing them with long term anthropogenic activities (e.g., land use change, land over use, dam construction and urbanization as it has been shown in Figure 8 ) in the watershed area of the lake indicate that the unsustainable land management has been significantly impact in drying up the Urmia Lake as well.
The results also show that with increasing the intensive human activities in different periods, the drying trend increased. For instance, there are 51 dams in Urmia Lake basin which have been constructed to supply irrigation demands ( Figure 9 ). Moreover, based on the authors knowledge, there are 224 projects (72 reservoir dams, 124 weirs and conduction facilities, 17 pumping stations and 10 flood controlling and artificial feeding) under study, 231 of which were assessed to be constructed in the near future [62] . The under construction projects regulate 1499.9 MCM water (under study projects regulate 657.2 MCM water). Therefore, total regulated water volume will be 3869.1 MCM within approximately 20 years [62] . Figure 9 shows the most important projects in this area. Long term climate change and perturbation enhanced the negative effects of mismanagement and caused critical condition for the Urmia Lake in the resent years. As it has been shown in Figure 10 , the annual average precipitation on Urmia Lake basin was 382.4 mm from 1966 to 1990, which has been decreased to 315.5 mm from 1991 to 2015. The temperature average over Urmia Lake basin was nearly 11. 
Conclusions
In this study, a multisensory, multitemporal remote sensing approach has been used to monitor water level and storage variations of Urmia Lake, Lake Sevan, and Van Lake. In order to examine the proposed model, these three study areas have been selected because they are under intensive natural and human driving forces. Landsat TM, ETM+ and OLI multitemporal images and Topex/Poseidon, Jason-1 and 2, and GFO satellite data have been used together with climate data to identify lake parameters (water level variations) and separate them from other land cover types (surface water extraction). The results show that, the Urmia Lake's water level and area decrease at a significant rate, which is dramatically high in comparison with Lake Sevan and Van Lake.
Furthermore, an approach based on multilayer perceptron neural networks algorithm has been introduced for surface water change detection, which shows high performance in simultaneously detecting the surface water changes in comparison with the other state of the art models presented in 
Furthermore, an approach based on multilayer perceptron neural networks algorithm has been introduced for surface water change detection, which shows high performance in simultaneously detecting the surface water changes in comparison with the other state of the art models presented in the related literature. In conclusion, the proposed model (as a global model which can be applied to another datasets just with some parameter adjustments based on the type of data) has been proven to be effective in detecting the water surface changes in different lakes. The construction of the NN model can be a time consuming process (which is considered as the weakness of the model in comparison with the other algorithms) since building up the NN architecture is synonymous to a strenuous activity involving trial and error.
Then, the impact of factors such as climate change (e.g., rain variation) and anthropogenic activities (e.g., dam construction and water overuse) have been demonstrated. The results show that despite the long-term transformation of the environment by human activities as well as climate change in the watershed area of the three lakes, Lake Urmia is in critical situation and urgent action is needed for the lake to survive. It can be concluded that construction of dams in Urmia Lake basin was not the main factor in declining the lake level but the drying up of Urmia Lake has been occurred due to a chain of reasons, which are highly influenced by anthropogenic activities and climate change.
Managing water supply and irrigation, strict water rights, and modifying farming to conserve water and averting new dam construction in the basin are suggested to help Urmia Lake to make a recovery. However, continuous time series of temperature, precipitation and other meteorological observations and estimations (e.g., evaporation and aridification) on the lake and in the watershed, as well as of the discharge of surface water to the lake would help to better constrain the water balance.
