Abstract
Introduction

4
November 2017, from OMICtools' database [14] ), all of which have their strengths and 70 weaknesses [15, 16] .These tools are useful to reduce the amount of potential targets 71 in order to streamline the experimental validations [17] . However, their predictions 72 suffer from a poor accuracy and sensitivity as revealed by experimental data [18, 19] . 73
In addition, computational results are very divergent depending on how the 74 bioinformatics tools take into account the aforementioned features of miRNA::mRNA 75 interactions [20] . Moreover, several studies clearly show that algorithms performances 76 depend on the dataset used [21, 22] . So far, no single method consistently outperforms 77 others in the miRNA targets prediction field, thus supporting the idea that databases 78 content combination is an efficient way to improve MTI prediction. Assuming that an 79 interaction predicted by more than one algorithm is more likely to be functional, 80 databases such as miRWalk [23, 24] , miRSystem [25] , miRGator [26] or, more 81 recently, Tools4miRs [27], store and/or compare results predicted by several popular 82 tools using statistics and mRNA/protein expression data. Ritchie et al. [28] , however, 83 demonstrated that targets resulting from the intersection of two lists of predictions are 84 not more likely to be present in the intersection of two other lists. Therefore, intersecting 85 results does not increase the probability of retaining true positives. Moreover, 86 approaches based on intersection of predictions may lead to decreased sensitivity 87 because of possibly omitting valid interactions as shown by Sethupathy et al. [29] . In 88 order to circumvent these limitations, we proposed to compute a new unique score 89 based on the aggregation of the interaction ranks taken from other well known 90 prediction algorithms. To test our hypothesis, we aggregated three major prediction 91 algorithm results which enabled us to show that this new score significantly improves 92 miRNA targets prediction compared to other prediction tools. To allow a more 93 comprehensive analysis, the results of this aggregation were eventually linked to their 94 respective cellular pathways using KEGG database, and implemented in a web tool 95 named miRabel. Interestingly, miRabel can take either a list of miRs, genes or 96 pathways as search inputs and retrieve the linked results. 97
Materials and methods
98
Aggregated databases
99
Computationally predicted human miRNA::mRNA interaction databases generated by 100 miRanda [30] , PITA [31] and SVMicrO [32] were used. These publicly available online 101 algorithms have been chosen because each of them uses different and complementary 102 features of miRNA::mRNA interactions such as seed match, interspecies conservation, 103 free energy, site accessibility and target-site abundance (Table S1 ) [10] . The ranks of 104 each predicted interaction retrieved from one or more of these databases have been 105 aggregated using the R package RobustRankAggreg (RRA) (v1.1) [33] with R (v3.2.0). 106
The new score resulting from the aggregation is used to re-rank each interaction and 107 also indicates the significativity of the proposed rank in miRabel. 108
Testing datasets
109
Two types of testing datasets were used for each of the comparisons described in this 110
paper. First, to compare the different aggregation methods, we used one million 111 randomly selected interactions within aggregated data. Validated interactions 112 accounted for 3% of the testing dataset. For the other evaluations, all common 113 interactions between compared databases were used (Fig.1A) . It resulted in extremely 114 large datasets (>500,000 interactions) which reduced the amount of possible analysis 115 due to computation time (several weeks). This led us to design a second type of 116 datasets of 50,000 interactions randomly picked from the corresponding larger dataset.
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For each large dataset, 10 smaller ones were created (Fig.1B) . The amount of 118 experimentally validated interactions within these randomly picked ones was set so as 119 to remain close in proportion to the main, larger dataset. These smaller datasets 120 allowed us to increase the relevance and statistical significance of performance results. 121
Performance analysis methods
122
On each dataset, a receiver operating characteristic (ROC) analysis was done using 123 the area under curve (ROC_AUC) as implemented in the R package pROC [34] . To 124 analyse top prediction results, a specificity of 90% was set as a threshold in order to 125 compute partial ROC (pROC90%) and the corresponding AUC (ROC_pAUC90%) and 126 sensitivity. To focus on which classifier better identifies true positive interactions, 127 datasets were further compared with precision and recall (PR) curves using R 128 programming as well. For the same purpose as with the pAUC of the ROC analysis, 129
we calculated the harmonic mean between the precision and the recall (F-score) for 130 between miRNAs and genes were obtained based on our prediction method 155 represented as shown in Fig. 2A . Pathways linked to the resulting interactions can be 156 retrieved and ranked according to the proportion of its interactions regulated by a given 157 miRNA. The number of validated interactions for this miRNA present in each pathway 158 is also indicated. 159
The web interface 160
The web interface was designed with PHP (http://www.php.net) and CSS (http:// 161 http://www.cssflow.com/). It enables users to query the system directly by miRNA 162 name, by gene name or by pathway name (Fig. 2B) 
Evaluating aggregation methods
173
The performances of the aggregation methods (Mean, Default (i.e. 174
RobustRankAggreg, RRA), Geometric mean, Median, Min, Stuart) provided by the R 175 package RRA have been compared to each other (except for the Stuart method due 176 to extensive computation time). ROC and PR analysis show that the mean of the ranks 177 provides the best result (ROC_AUCMean = 0.5790, PR_AUCMean = 0.0436) (Fig. 3A-D) . 178
Interestingly, the F-score for different percentage of the top interactions indicates that 179 the mean method is also the most consistent in promoting validated interactions (Fig.  180 3E-F). These results were confirmed using 10 smaller datasets. There again, the mean 181 of the ranks provides the best results (ROC_AUCMean = 0.6888±0.0030, PR_AUC = 182 0.0290±0.0006) with significant statistical differences compared to other proposed 183 methods (Table S2) . When looking at top predictions only, the mean method remains 184 significantly better than other compared methods (Table S1 ). Moreover these analyses 185
show that among the ten datasets, the mean aggregation method provides the best analyses (p-value <10 -4 ) ( Table S3) . A significant improvement was also manifest for 201 the aggregated predictions for the top ranked interactions (ROC_pAUC90% = 0.0088; 202 Sen90% = 0.1670) compared to miRanda, PITA and SVMicrO (Table S3) . 203 Table S4 ) and miRWalk ( Fig. 6 and Table S5 ). 210
Comparison to other prediction tools
However, even though miRabel shows better overall performance than Targetscan 211 (ROC_AUC: 0.5577 vs 0.5477, p=3.5×10 -3 , Fig. 7 -B, Table S6), they both seem fairly 212 equal when we focus the analysis on true positives identification (PR_AUC: 0.0404 vs 213 0.0406, Fig. 6C-F ). Optimal specificity, ROC_pAUC90% and the corresponding 214 sensitivity of our aggregated data exhibit also better performances than those of 215 MBSTAR (Table S4 ) and miRWalk (Table S5 ) whereas these parameters are almost 216 similar to the ones calculated for Targetscan (Table S6) . 217
Discussion
218
The prediction of miRNA targets is a bioinformatic challenge. Only the human miRNAs were used initially to limit the amount of data to be 237 manipulated as well as the associated computation times, but the approach that we 238
propose is generalizable to the miRNAs of all origins. Since the score generated by 239 the RRA package is also representative of the significativity of the ranking for a given 240 interaction, we suggest to use miRabel with a threshold of 0.05. Moreover, this is in 241 agreement with the threshold estimated on the different ROC analyses using the 242 closest top-left method (data not shown). We, however, acknowledge that further 243 analyses are required to really define an optimal threshold for miRabel. Finally, the 244 choice of algorithms is also limited by the free availability of their prediction database. 245
To further improve predictions, it would therefore be interesting to take into account 246 newer promising tools such as ComiR [42] or miRmap [43] whose prediction algorithms 247 have been shown to perform well [39] . 248
Comparing five of the aggregation methods included in the RRA package shows that 249 the "mean" method is best for aggregating miRNA prediction lists (Fig. 3 Our miRNA target predictions database, called miRabel, performs better than each of 267 the individual aggregated algorithms (Fig. 4) . Interestingly, prediction improvement is 268 clearly visible in the top ranked interactions of miRabel (Table S3) to-date algorithms, thus clearly establishing that our method, even though simple, has 284 a great potential. Interestingly, from all evaluations done with our datasets and 285 methodology, we found that other algorithm performances to be quite different from 286 what was originally described in their respective original publications. This is in 287 agreement with a previous study which highlighted the importance of testing prediction 288 results on multiple, independent datasets and with a standardized evaluation protocol 289
[39]. This is also one of the strengths of our study. Indeed, throughout all comparisons, 290 miRabel was tested on 55 different datasets, which gives more robustness to the 291 performance values calculated for our method. 292 Figure 7
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