Success in scene interpretation in high level computer vision depends heavily on the quality of features derived f r om the low level stages of processing. We describe an optimisation process for robust low level feature extraction based on Genetic Optimisation. The tness function is a performance m e asure which re ects the quality of an extracted set of features. We shall present some results and compare them with a Hill-Climbing optimisation approach.
INTRODUCTION
Features extracted in the early stages of vision systems are essential building blocks for recognition and scene interpretation in the higher levels. Too few or too many features will lead to low quality data and result in incorrect interpretations. This is an issue that has been much emphasised recently 1, 2, 3 . The conclusion is that some form of optimisation of the low level feature extraction stages is necessary. In human vision, optimisation takes place at all times with corresponding parameter adjustments, instigated by external stimulus, such as colours, direction of motion 4 , or through memory 5 , or through the physical movement o f h uman parts e.g. the eyes, or the head 6 . In low level feature extraction in computer vision, optimisation of each stage separately is not only di cult, but also infeasible since di erent algorithms will behave distinctly and di erent optimisation approaches would be required for each alternative algorithm. Palmer et al. suggested 2 that the low level stages should be optimised as a whole chain of processes, since optimality of individual processing stages does not guarantee the overall optimality of the system. Thus, they introduced a single objective function to measure the performance of a system as a whole, while the parameters of individual stages are adjusted as necessary.
This performance measure was applied in 1, 7 within a Hill-Climbing HC framework to optimise the extraction of low level features for two di erent applications. However, a HC solution may get trapped in local optima. moreover, a parameter such as an edge detection lter width does not necessarily comply with the notion of the derivative, a notion that is essential in HC and calculus-based methods 8 . In this paper, the performance measure will be used as part of a tness function in the context of a genetic optimisation process. Genetic Algorithms 8 GAs are robust and are not a ected by the presence of spurious local optima in the solution space. They span the solution space and can concentrate on a set of promising solutions that may converge to a set of globally optimal solutions. This has motivated us to apply GAs to optimise parameters for the extraction of a high quality set of line segment features. The processing chain involves a number of adjustable parameters all of which could be candidates for optimisation. While we explore the optimisation of ve di erent parameters only, the framework is easily extendible. Also, the underlying concepts can be engaged for the optimisation of the parameters for the extraction of other image features such as corners, ellipses, iconic images, etc. provided that the corresponding critical quality measure exists. Amongst other desideratum, a quality measure must be based on local image properties, it must be sensitive to false alarms, and show subjectively on real data and objectively on synthesised data that it re ects the performance of the feature extraction process 2 .
APPLICATION OF GAs
The mechanics of evolution, survival of the ttest, and natural genetics have been embodied by GAs 8 which allow m ulti-dimensional space search and optimisation controlled by stochastic operators. Not only are GAs robust, e ective and e cient, they also carry much inherent parallelism. In short, GAs consist of chromosomes, or individual solutions, which go through a process of evolution. Those who are tter will survive and move on to the next generation and propagate their genetic characteristics through their o spring. These children are created through selection of two parents with high relative tness and through crossover and mutation operations. The former randomly exchanges parts of the chromosome and the latter represents the phenomenon of rare chance in the evolution process and is set accordingly to a low probability.
Use of GAs is becoming increasingly popular as an optimisation tool in image processing and pattern recognition. For example, Bhandarkar et al. 9 have implemented a GA based optimisation technique for edge detection, which in fact optimises the validity o f an edge structure once a set of edge pixels is found. Lutton and Martinez 10 apply GAs to optimise the search in the Hough space for complex multiparameter primitives. Their work complements that of 11 who used GAs to extract prede ned geometric primitives from geometric data as an optimised alternative to the Hough transform. Our work di ers from all 9, 10, 1 1 in that it optimises the output of the whole line extraction stage incorporating parameters from both the edge segmentation and Hough line detection stages.
GAs, controlled by stochastic operators, perform their search over the given space by making a set of solutions evolve together. An alternative random search technique is Simulated Annealing, where only a single solution is developed. It is e ectively a stochastic optimisation scheme with a population of one and a m utation operator. Hence, GAs are distinguished by the actions of the crossover operator.
GA IMPLEMENTATION
We aim to implement an optimisation framework for deriving a near-optimal or optimal set of parameters that will result in a useful set of line segments at the end of the low level feature extraction processing chain. This processing chain quite commonly involves edge segmentation, edge linking, and the Hough transform, from all of which we optimise N parameters, P i ; i = 0; :::; N , 1, resulting in a Ndimensional solution space. Discarding the traditional GA chromosome representation as a bit string, we employ a word scheme to ease the encoding of our continuous space parameter values. Hence, each chromosome is represented by N words or genes, where each particular gene takes on a particular label or allele. The alleles are allowed to consist of feature values in the same M label set, L j ; j = 0 ; :::; M , 1. However each distinct parameter may need to take on values of a di erent order and range. Therefore, we use a special set of weights, W Pi ; i = 0 ; :::; N , 1, when decoding a chromosome to transform its label values to the appropriate parameter value, V Pi for each P i . The crossover operation is applied not to all pairs of chromosomes but to a randomly selected set. When it is applied, a c hromosome pair is split at some randomly chosen position along its length, for example say at the second word from the left, and the four resulting segments are recombined by joining the head of one chromosome to the tail of the other. This is a simple single point crossover. The mutation operation, which consists of selecting a random word and altering its value, is applied very rarely and at a rate of usually less than 1.
In the optimisation cycle of events, chromosomes are randomly generated and evolved in the genospace and decoded for tness evaluation. The tness function evaluates a chromosome in the data space and returns the tness value. This process continues for each c hromosome ove r a n umber of generations. Convergence and termination of the iterative cycle can be determined in a numb e r o f w ays and are discussed later in Section 4.
For encoding, we simply de ne the label set L and allow the chromosomes to be generated by taking on values from the set. Decoding of a chromosome that is ready for tness evaluation, takes place with respect to the gene values and is combined with our constraints set. As with many other practical systems it is possible to limit and constrain the solution space. When a chromosome presents a particular solution, the labels are transformed via the weights and analysed to determine if a particular value lies outside the constrained solution space for example an edge lter of width 1, or an upper hysteresis threshold which is smaller than the lower hysteresis threshold. If the chromosome is thus handicapped, the tness function will not be evaluated, thus saving on computation, and an inhibiting value is returned to degrade the tness for that particular chromosome. Thus, we require a constraint function C for each parameter which takes a particular label L j and outputs the real-world value for that parameter:
The tness function resolves whether the chromosome provides a good encoding of the solution. The tness we use to determine the performance of the low level procedures is called the performance quality measure. This measure is the outcome of the whole low level stage -edge detection, linking and Hough transform and promotes a di erent concept to measuring performance of the individual procedures within the processing chain 12 . Hence, the tness function consists of three major steps: generate the edge map 13 , detect line segments 14 , and measure the quality of lines 2 .
In general, the human vision system enjoys optimisation through its use of context to change parameters. By processing locally for signals amidst noise, and adapting to lighting conditions, a wide dynamic range is achieved. The quality measure 2 acts on the hypothesised boundaries between regions and thus processes locally and will give quality v alues which re ect the statistical distribution of pixels in the area local to the hypothesised line between where the low level routines produce S segments in the image and each line segment s consist of P s edge pixels. The above measure has been shown to correlate well with measures based on ground truth for synthetic images, and has been applied successfully to real imagery 2, 7 . Here, it acts as the genetic tness function such that a measure of quality or tness is calculated for the low level extraction processes characterised by parameters that are encapsulated in any one chromosome. The higher the quality, the more signi cant is the identity of the associated chromosome.
RESULTS
Since we need to detect edges and form lines from the edge strings, the parameters we optimise are some of the most intrinsic to these processing stages. They are the edge detection mask size !, the edge linking lower and upper hysteresis thresholds hl and hu respectively, and the kernel widths k and k for and respectively in the Hough transform stage. As examples, the range of values R Pi for ! is ! = 5; 7; 9; :::; 15 and for k is k = 3:0; :::; 25:0.
Other parameters not mentioned here were kept constant throughout the experiments, possibly not at their optimal value. For each step of the processing we can choose from a variety o f t e c hniques. Which one we use here is not relevant, only that we can optimise its parameters to give the best overall outcome. For our edge detector, the mask width is optimised since its size represents a tradeo between noise sensitivity and good localisation of the edge gradients. As for hl and hu, hysteresis thresholding is a distinctive factor in the quality of the results which takes into consideration the spatial arrangement of edge strings. In optimising for k and k , we establish the voting in a 2D hypothesis testing kernel which is canvassing for the orientation information of the edge pixels and their distance from the hypothesised line.
The image in Figure 2a contains a numberofvery close line segments that can easily confuse a Hough routine. Thus the size of the and kernels are distinctly important. In our experiments we ignored edge strings and line segments less than 6 pixels in length. The crossover and mutation probabilities were set to 0.90 and 0.01 and were determined empirically. Initially, w e ran our tests using a very large population 3000 and for a large number of generations 90. The results were then considered as the ideal Table 1 and Figures 2b and 2c . Figure 2e shows the variation of quality v alues plotted for two of the ve dimensions. Sudden drops in the tness value can be attributed to variations in other parameters, e.g. if they may drop outside the constrained limits set by R Pi . The graph roughly demonstrates how the global maximum in the space is found and concentrated upon by the GA. We h a ve also implemented the optimisation process using a simple HillClimbing approach 1 . Although this approach has proved adequate for an earlier application 7 , it can be seen from Figure 2d and Table 1 that it does not always work well, particularly for this fairly complex image, and su ers the classic problem of being trapped in local maxima.
We also optimised for di erent starting populations ranging from 10 to 90 Table 1 . Overall, we found that the hysteresis thresholds were not too sensitive and could vary within certain limits before adversely a ecting the quality of the picture. At the end of each generation there are a numberofchromosomes representing points in the multi-dimensional space that are neighbours and of similar high quality. Thus, although there is a slight jump for k for the 50 member population set, there were neighbouring points at the same order of tness value for k as the others. Therefore, sets of parameters with similar order of tness values exist in the parameter space and any one of them can be selected without much loss. The quality of results for population size 10 indicates that the optimisation can be run quickly for a small population with very high con dence.
Finally, w e examined the convergence of the results over 90 generations for di erent populations Figure 2f . The system converges well for a small population over a very few number of generations. Termination of the optimisation process could occur after a certain number of generations and once the rate of increase of the quality v alue is below a certain threshold. Alternatively, the best parameter values can be determined in a training period on an application dependent basis. For more analysis and results see 15 .
CONCLUSIONS
The role of optimisation is very important for arriving at con dent i n terpretations of signals into symbols and it has an inherent place in vision systems. For example, in the feedback based system described in 7 it can be applied within a goal-directed approach t o wards the recognition of simple or complex objects, and in a knowledge-directed system such as 3 it can be used within the speci ed control strategies to decide which features to measure and in which order to measure them. We h a ve presented a general framework for the optimisation of the low level feature extraction chain using GAs. The process was demonstrated in detail for ve di erent parameters for line segment extraction for a di cult image with a number of close line segments. Our implementation determines an optimal parameter set rather than selecting individual parameters for a single processing step.
Computationally, GAs may still not be completely feasible within a real-time image processing system, however, much research is going on in utilising their implicit parallelism. Furthermore, GAs are becoming increasingly popular in image processing, e.g. 8, 9, 10, 11 . We have demonstrated the convergence of our approach experimentally and conclude from our results that a quicker solution can be reached by optimising with a small population and for a small number of generations, since GAs are so robust and e cient in locating a global maxima in the parameter search space. An e cient parallelisation of this implementation is achievable since for each c hromosome we can run the feature extraction processes independently. 
