Introduction
Carbon management of buildings is imperative to achieve the emission reduction targets imposed on the built environment as the global construction industry is responsible for approximately 30% of the Greenhouse Gas (GHG) emissions (UK-GBC, 2014b , Olivier et al., 2016 . Carbon management of buildings involves both operational and embodied carbon though embodied carbon is not regulated at present. However, the Green Construction Board (2013) of the UK suggests that 21% reduction of embodied carbon by 2025 and 39% reduction A C C E P T E D M A N U S C R I P T 2 by 2050 have to be achieved for the UK to achieve its 50% and 80% of the overall reduction targets by 2025 and 2050 (The Green Construction Board, 2013 . This echoes the need for regulating embodied carbon of buildings and calls for effective embodied carbon control mechanisms for the built environment.
Controlling embodied carbon requires carbon measurement in the first place. However, embodied carbon estimating is not a mature process as opposed to the operational carbon estimating practices. The work of Dixit et al. (2010 Dixit et al. ( , 2012 and De wolf et al. (2017) echoes the need for standardising embodied carbon measurement as there is a huge variation in the embodied carbon figures reported in the literature attributable to the variability of the assumptions made in the measurements. Embodied carbon can be calculated from raw material extraction (which is called the 'cradle') until the demolition of a building project (which is called the 'grave'). In some cases, end of life benefits resulting from reuse, recycle and recovery of building materials are accounted in the embodied carbon calculations (which is called as cradleto-cradle). The scope of the embodied carbon calculation is called the 'system boundary'. Even though embodied carbon estimating practices are yet evolving, lessons can be learned from the well-developed cost estimating practices (Ashworth and Perera, 2015, Perera and Victoria, 2017) , as both cost and carbon can be estimated concurrently due to the same determinants (material, labour (only for cost) and plant). Accordingly, it is proven in the cost studies that the highest reduction potential can be achieved during the early stages of design (Asiedu and Gu, 1998) and RICS (2014) suggests that the same is true in the case of embodied carbon.
There are a range of case studies reported in the literature on embodied carbon of buildings and the reduction potential of embodied carbon have been explored through alternative design solutions. Figure 1 summarises the embodied carbon values of different types of buildings obtained from various studies. It should be noted that the values reported only include the embodied carbon of the building structure. The values of semi-detached houses were obtained from Hacker et al. (2008) and Monahan and Powell (2011) . A two storeyed semi-detached house was studied in both cases and alternative structural options were simulated to analyse the impact of design decisions on the embodied carbon of the building. Studies demonstrate that the EC of the structure of the case study building ranges from 355 kgCO2/m 2 to 569 kgCO2/m 2 and concluded that the embodied carbon can be reduced by 51% from the structure of the building alone. The embodied carbon values of other types of buildings were obtained from the study conducted by Sansom and Pope (2012) . Single case studies were employed for each type of building and the impact of alternative structural forms on the embodied carbon of each building was studied. Further, Sansom and Pope (2012) adopted a cradle-to-grave system boundary which includes the emissions associated with the raw material extraction up to the demolition of the building (however, the study excluded recurring embodied carbon which covers repair, maintenance and replacement during the use phase of the building). Estimating embodied carbon using a life cycle model is a more holistic approach and desirable as it helps to see the macro picture of the emission and cost savings achievable during the life cycle of the building. For instance, Kneifel (2010) showed that energy efficient technologies can reduce the energy use in commercial buildings of up to 40% at a negative life cycle cost and suggest that initial investments on energy efficient technologies pays back several folds in the long run. However, life cycle assessments are challenging and it is hugely influenced by project specific factors. Embodied carbon analyses of office buildings are presented separately in Figure 2 due to its popularity in the academic literature. Findings of four studies are mapped onto a spider web diagram to demonstrate the variation in the embodied carbon values of office buildings. Clark (2013) reported embodied carbon analyses of office buildings ranging from low to high rise A C C E P T E D M A N U S C R I P T 3 buildings, structure only analyses to whole building analyses and cradle-to-gate analyses to cradle-to-grave analyses. Hence, the reported embodied carbon values ranges from 300 kgCO2/m 2 to 1,650 kgCO2/m 2 . On the other hand, Sansom and Pope (2012) adopted a cradle-tograve system boundary excluding recurring embodied emissions similar to other building types presented in Figure1. The change in the embodied carbon influenced by the change in the structural form of the selected office building was investigated by Sansom and Pope (2012) . Hence, the variation is small and it was shown that 11% reduction in the embodied carbon is achievable (structure only) in that particular building. Victoria et al. (2015b) reported cradle-togate embodied carbon analyses of seven office buildings which range from 271 kgCO2/m 2 to 706 kgCO2/m 2 . However, these embodied carbon analyses exclude some of the major building services, hence not holistic. Halcrow Yolles (2010b) studied three low-rise office buildings within a cradle-to-gate system boundary. The embodied carbon of the three office buildings ranges from 538 kgCO2/m 2 to 924 kgCO2/m 2 (excluding major building services). Further, Halcrow Yolles (2010b) found that improvement to the operational energy can escalate the embodied carbon up to 25% (Halcrow Yolles, 2010b). Even though the reported values in the literature are non-comparable due to the difference in the scope of studies, EC estimating practices enable design and construction professionals to make informed decisions. Therefore, it is beneficial to review past studies to capture existing embodied carbon estimating practices at different stages of projects. Table 2 provides an overview of embodied carbon estimating practices and data sources employed at various stages of construction projects. Accordingly, embodied carbon estimating practices are prevalent at detailed stages of design (3-Developed Design and 4-Technical Design) compared to early stages (3-Concept Design). However, EC estimating practices should be harnessed during the early stages of design to exploit the maximum emission reduction ability of buildings (RICS, 2014 , Victoria et al., 2015a . Even though 'Construction Carbon Calculator' can be used during early stages of design, it lacks transparency of the underlying methodology. This questions the scientific validity of the tool. This was identified as a gap and a method is proposed in this paper to develop an embodied carbon prediction model to facilitate EC estimating, particularly at the concept design stage, which was inspired by the design economics literature (Seeley, 1996 , Ashworth and Perera, 2015 , Dell'Isola and Kirk, 1981 , Collier, 1984 , Robinson and Symonds, 2015 . The proposed method is verified by developing a model by collecting data and testing the model for its accuracy in prediction which proves the scientific validity of the findings. In addition, the model can also be developed into a scalable decision support system by integrating other dimensions of construction projects such as embodied energy, waste, time and cost to paint a holistic picture as conceptualised by Abanda et al. (2013) given that the identified limitations are addressed reasonably. Non-domestic buildings are responsible for higher embodied carbon emissions compared to domestic buildings and infrastructure (The Green Construction Board, 2013) . It is also predicted that non-domestic floor area is expected to increase by 35% in the UK by 2050 (UK-GBC, 2014a). Hence, the focus of the study was confined to non-domestic buildings. In particular, A C C E P T E D M A N U S C R I P T 4 office buildings are expected to grow at a rate of 2.7% which is higher than the other types of non-domestic buildings (The Green Construction Board, 2013) . Further, The Green Construction Board (2013) states that the commercial office buildings are superior to other types of building in terms of the clarity of the definition and availability of data which eliminates the risk of uncertainty in modelling. In addition to that office buildings are the key focus of many scholars and an extensive amount of work has been undertaken to improve the energy efficiency of office buildings (Halcrow Yolles, 2010a , Yohanis and Norton, 2002 , Halcrow Yolles, 2010b , Cole and Kernan, 1996 , Wu et al., 2012 . Due to these reasons, office buildings were selected as the scope of the study.
Further, the system boundary of the embodied carbon analysis was limited to 'Cradle-to-Gate' due to the embodied carbon inventory used and the unavailability of project specific data. Process based estimating method was used to estimate the embodied carbon of buildings using the quantity of materials or items and the carbon emission factors of materials or items. The equation used to calculate the embodied carbon is presented in Equation 1.
Equation 1: Formula to estimate embodied carbon of materials or items of buildings
Where, refers to the total embodied carbon of a particular material or an item in a building, is the total quantity of the respective material or item and is the embodied carbon factor of the respective material or item.
In addition, the term early stage refers to the first three stages of the Royal Institute of British Architects (RIBA) plan of work 2013 namely, strategic brief, preparation and brief and concept design (RIBA, 2013) . In particular, the developed model cater the estimating need of the 2-Concept Design stage.
Overview of the Method
The research method involved both quantitative and qualitative data collection and analysis techniques and consists of several steps of data processing which is illustrated in Figure 3 . All these steps are further explained in the subsequent sections of the methodology.
Step one involved the preparation of EC estimates of Dataset 1 using the EC factors from supporting data.
Step 2 was the process of deriving the elemental EC rates which will be referred to as 'Embodied Carbon Element Unit Rates' (EC-EURs) in the paper. EC-EUR of an element is the carbon embodied in one unit of the element considered and can be denoted as follows: These developed EC-EURs along with supporting data were used to prepare EC estimates of buildings in Dataset 4 as it contained only EUQs and brief element specifications which made A C C E P T E D M A N U S C R I P T 5 bottom-up approach to estimating non-applicable for certain elements. Such use of alternative techniques to bottom-up approach to estimating EC were evidenced in past studies (Cole and Kernan, 1996, Monahan and Powell, 2011 . However, as the next step (Step 4), an independent EC dataset 'Dataset 3' was used to validate Dataset 4 to vindicate the method adopted.
Meanwhile, Finishes Quality Indices and Services Quality Indices were developed using qualitative data collection and analysis techniques as finishes quality and services quality were identified as two key variables affecting cost, hence, most likely to influence EC of buildings too. This created the need to develop quantitative indices for finishes and services quality levels of office buildings to include as ordinal variables in the regression analysis. Consequently, finishes index was developed from an expert forum and the services index was developed from a document review which is denoted by Step 5. This lead to the tagging of the finishes and services quality levels of buildings in Dataset 4 in a uniform way.
Step 6 involved the multiple regression analysis of Dataset 4 with the selected design variables and the regression assumptions were tested for its validity (Step 7). In Step 8, a five-fold cross validation was employed to measure the prediction performance of the model with internal and external data to assess the generalisability of the model. The final model was validated in Step 9 and its prediction performance was analysed.
Data collection and processing
Historical project data were collected from four different sources due to the unavailability of a standalone embodied carbon database. Figure 4 presents three main categories of data obtained including primary, secondary and supporting data. Bill of Quantities (BOQs) or detailed cost plans and layout drawings were obtained from thirteen (13) Quantity Surveying (QS) practices which forms the primary data of the study. Secondary data were obtained from public online databases and a special QS database which constitute of embodied carbon and cost analyses of buildings. Supporting data are the published cost and carbon data books/inventories which are used in conjunction with the collected primary and secondary data to build up the cost and carbon estimates. These include: Inventory of Energy and Carbon (ICE) (Hammond and Jones, 2011) , the UK building Blackbook (Franklin & Andrews, 2011) and manufacturer specific data. Each dataset obtained was mapped against the data requirement of the research which is shown in Table 3 . Accordingly, none of the dataset met the complete data requirement of the research. Hence, a statistically significant sample for the study was developed by obtaining cost analyses from Building Cost Information Services (BCIS), an online cost database (RICS, 2016) . All the available data that fulfilled the data requirement of the study was obtained from BCIS which resulted in 41 buildings with specification, element quantity and cost information. Embodied carbon estimates were produced for the building data obtained from BCIS using the embodied carbon data collected from other datasets using a range of estimating techniques such as bottom-up approach, statistical averages and extrapolation. This method of filling gaps in the data was inspired from past studies which used embodied energy/carbon values and averages from published studies to complete the embodied energy/carbon analysis (see, Cole and Kernan, 1996, Monahan and Powell, 2011) . Accordingly, EC-EURs of different types of Substructure, Frame, Upper Floors, and Roof were obtained from Dataset 1 and extrapolation method was used to derive the embodied carbon rates of these elements of Dataset 4 using the cost of the elements presented in the BCIS. Similarly, EC-EURs of Fittings, Furnishings and Equipment and Services were obtained from Dataset 2 and the EC of the rest of the elements were estimated from a bottom-up approach using the UK Building Blackbook, ICE and manufactures' embodied carbon data. The developed Dataset 4 was validated using Dataset 3 (WRAP and UK-GBC, 2014) to ensure the reliability of Dataset 4 as it was developed from various sources. In doing so, embodied carbon data of Dataset 4 had to be grouped into six categories to be comparable with the EC data of Dataset 3. These groups include: Substructure, Superstructure Structural, Superstructure Non-Structural, Envelope, Internal Finishes and External Works. However, only four categories were able to be verified, because: (1) Envelope embodied carbon was not available for Dataset 3 and (2) External works were excluded from embodied carbon estimates due to its project and client specific nature and it depends on the topography and shape of the site. Table 4 presents the subelements of the validated four element categories as prescribed in Dataset 3. Table 5 presents the descriptive statistics of the two independent datasets. KolmogorovSimirnov test was used to ascertain the normality of the datasets within the selected element groups to select the appropriate test to compare the embodied carbon data in the two groups. According to the Kolmogorov-Simirnov test statistics, only the embodied carbon data of Superstructure-Structural group conformed to a normal distribution. Hence, log transformation was applied to the remaining groups in an attempt to achieve normality and the KolmogorovSimirnov test was repeated. Log transformations resulted in both Substructure and Superstructure Non-Structural data groups conform to normal distributions. Hence, a two sample independent t-Test was conducted within these groups while Mann-Whitney U test, which is a non-parametric equivalent of the independent sample t-test was, conducted for Internal Finishes group as one of the datasets within the group did not comply with the normality assumption.
Descriptive statistic presented in Table 5 suggests that the means of all elemental groups are almost similar except for Superstructure-Structural. This is again confirmed by t-Test statistics which suggests with 95% confidence that there is no sufficient evidence to say that the means of the (log of) Substructure and (log of) Superstructure Non-Structural of the two samples are significantly different while there is sufficient evidence (sig. < 0.05) to conclude that there is a significant difference between the mean embodied carbon values of Superstructure Structural of the two samples (see ,   Table 6 for t-Test statistics). Possible reason for this difference could be attributable to Roof embodied carbon as it could involve a range of alternative and complex specifications which is unknown for Dataset 3. Similarly, embodied carbon of Upper Floors could have also influenced On the other hand, Mann-Whitney U test confirmed that the means of the two datasets within the Internal Finishes group are not significantly different (Sig.=0.449). This interpretation is true only when the two groups follow the same distribution which is also verified in this case (Sig.=0.627). Hence, it was concluded that the embodied carbon estimates of Dataset 4 are reliable though there is ambiguity concerning the estimate of Superstructure Structural. This could not be further investigated due to the lack of specification information of buildings in Dataset 3. This is identified as a limitation of the study.
Data analysis techniques

Finishes index development
An objective index for the finishes quality of office buildings was developed to use finishes quality as a predictor variable in the developed model. The process followed in the development of the finishes quality index is presented in Figure 6 . Initially, a conceptual finishes quality index was developed by surveying common types of wall, floor and ceiling finishes in office buildings and classifying them into three quality categories namely Basic, Moderate and Luxury. The conceptual finishes index was then verified through a Delphi based expert forum consisted of five experts. Clayton (1997) state that Delphi technique is appropriate when seeking the consensus of experts on content validity and it allows rigorous and systematic data collection and dissemination without the need of the experts to travel and meet as a group at a particular time and a place. Construction professionals with more than ten (10) years of industry experience and with a Chartered membership were chosen purposively to be the experts of the panel as RICS (2009) stipulates these two criteria for a person to be considered as an expert. Further, a panel size of 5 to 10 is suggested for a heterogeneous population (Clayton, 1997) . Accordingly, four (4) QSs and an Architect was selected as the experts of the panel. The experts were given the opportunity to re-evaluate their responses in the second round and the final finishes index was derived as the consensus was reached in the second round. The proposed finished quality index is presented in Table 7 .
The quality level of the wall, floor and ceiling finishes were ascertained using a weighted average method and the overall finishes quality index of the building was calculated using the formula presented in Equation 3.
Equation 3: Formula to calculate the overall finishes quality index of the building ∑ Where, denotes to the overall finishes quality of the building, is the area of wall/floor/ceiling finishes as a percentage of the total finished area, is the overall wall/floor/ceiling finishes index. Finishes index for wall/floor/ceiling finishes are calculated as follows:
Where, is the area of basic/moderate/luxury finishes as a percentage of the total wall/floor/ceiling finishes area, is the respective index assigned for basic/moderate/luxury quality of finishes. 
Services index development
A range of price books were reviewed to adapt an objective service quality level for the study and the developed service quality index was adapted from Spon's Mechanical and electrical Services Price Book (Davis Langdon Consultancy, 2014) which is presented in Table 8 . Essential building services include sanitary appliance, water installations, disposal installations, space heating systems, ventilation systems, electrical installations, fire and lighting protection, communication and security installations and automated buildings refer to the buildings equipped with a Building Management System (BMS). 
Model development
The process of formulating the embodied carbon prediction model follows the basic structure of cost modelling research which involves three main stages including conceptualization of the model, model formulation (by collecting data) and validation of the model (Ashworth and Perera, 2015) . Multiple regression analysis was selected over other modelling techniques due to its well defined mathematical basis, transparency and its popularity within the construction management discipline (Karshenas, 1984 , Kouskoulas and Koehn, 2005 , Karanci, 2010 , Kim et al., 2004 , Alshamrani, 2016 ). The conceptual model is presented in Equation 4. ̂ Eventually, the model parameters were estimated through the regression analysis using a backward method. This method accommodates all input variables in the first run and eventually removes one variable at a time which is the least significant in the model and Field (2013) suggests that this is more accurate than forward and stepwise regression methods.. Afterwards, regression assumptions were tested as the model cannot be considered valid if key regression assumptions are violated. The regression assumptions and the mechanisms used to test these assumptions are listed below: For instance, a CV of 15% implies that the accuracy of the prediction of most of the cases (68%) would fall between ±85%. Hence, a smaller CV is desirable. However, Ashworth and Skitmore (1999) from a thorough analysis of the past studies suggested that CV of 15% to 20% of prediction accuracy is acceptable for early design stage cost estimates while Peurifoy and Oberlender (2002) proposed that an accuracy between +25% to -5% is acceptable for a conceptual estimate. However, a lower CV implies a better model prediction. Therefore, a prediction accuracy of CV ±20% is considered sufficient to validate the models. Nevertheless, it is said and proved that the CV of a model will deteriorate when the model tends to predict cases outside its database (McCaffer, 1999) . Hence, the prediction accuracy of the model has to be assessed using internal (data forming the model) and external data (data outside the model) in order to assess the generalisability of the model. However, it is not sensible to leave some data out from the sample to test the model as the sample size of the study was small. Cross-validation is a widely accepted method to test the prediction performance of a model when the sample size is small. Kohavi (1995) noted that the variance is reduced in a k-fold cross validation with moderate k values (10-20) while variance is increased as k decreases (2-5) and the sample size gets smaller due to the instability of models. Hence, many scholars accept a ten-fold crossvalidation as valid. However, the variance that was noted in the five-fold cross validation of the study models was very low, suggesting the formulated model is stable.
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Analysis of variables
Descriptive statistics and the correlation matrix of the variables were produced to investigate the normality aspect and multicollinearlity. Regression assumes that the dependent variable is normally distributed. In this case the dependent variable is the EC per GIFA. The statistics for skewness and kurtosis give an indication of the normality of the data distribution of the variables. Skewness of a normally distributed variable will have a value of 0. Miles and Shevlin (2001) suggest that there is little problem if the skewness statistics is less than 1.0 and skewness statistics between 1.0 and 2.0 is also cautiously acceptable attributing to the fact that it might have an impact on the estimates. However, skewness statistics above 2.0 indicates a serious problem with normality. According to the skewness statistics presented in Table 8 , average height, wall to floor ratio, circulation ratio and embodied carbon per GIFA are less than 1.0 while GIFA and building height lies between 1.0 and 2.0, which ensures no major violation of the assumption of normality had occurred with the selected sample. On the other hand, correlation matrix was produced to detect multicollinearity between independent variables (see , Table 10 ). Regression works based on the assumption of correlation between dependent and independent variables only, hence, a strong correlation between independent variables will affect the validity of the model. Accordingly, a correlation coefficient of more than 0.7 between two independent variables signposts the presence of multicollinearity (Miles and Shevlin, 2001 ). However, the correlation matrix confirms that there is no multicollinealriy between any independent variables. 
Regression analysis
As discussed in the methodology section, backward method regression analysis was performed with the identified variables to derive the best predictive regression model. The summary of the model is presented in Table 11 . The best predictive model was derived in the fifth step with wall to floor ratio and the number of basements being identified as the most significant predictor variables of EC per GIFA of office buildings. R 2 indicates the percentage change in the dependent variable explained by the independent variables in the model. Model summary displays that no much improvement is achieved in adjusted R 2 when progressing from one step to the other and the standard error of estimate also shows little improvement. However, a drastic drop from R 2 to adjusted R 2 is clearly notable in the first four steps while the drop in less in the fifth model. Further, 48.1% of the change in the dependent variable is explained by wall to floor ratio and number of basements in Model 5 while 48.8% and 49.5% of change is explained by services index and finishes index in Model 3 and Model 4, which is better than Model 5. However, finishes and services indices were found to be insignificant in the models (Sig. < 0.05). Therefore, Model 5 is selected as the best predictive EC per GIFA model. The EC per GIFA model is presented in Equation 7. Where, ̂ is the estimated EC per GIFA of the building, is the wall to floor ratio and is the number of basements. The model indicates that an increase in one unit of wall to floor ratio (say, 0.3 to 1.3) while holding the number of basements as constant will increase EC per GIFA by 164.08 kgCO2/m 2 and adding a basement A C C E P T E D M A N U S C R I P T 12 will increase EC per GIFA by 68.15 kgCO2/m 2 for a given wall to floor ratio. Both coefficients are reasonable as a higher wall to floor ratio implies higher façade area and more basements implies more material and plant inputs increasing the EC per GIFA of a building. Further, it can be noticed that the constant is high compared to other coefficients. This can be explained by the descriptive statistics of the sample data presented in Table 8 , as the EC per GIFA ranges from 551 kgCO2/m 2 to 916 kgCO2/m 2 . Even the smallest building has an EC per GIFA value of 834 kgCO2/m 2 GIFA. Therefore, it is clear from the coefficient that the minimum EC per GIFA of a building will be more than 530.62 kgCO2/m 2 as per the findings.
Equation 7
: EC per GIFA model ̂ However, it was surprising that the building height was identified as a significant predictor as the literature (Luo et al., 2015) suggest that building height (no. of storeys) and EC per GIFA has a strong positive correlation while the relationship found in the study was moderate (0.392 at the 0.05 level). Hence, it can be articulated that when fitting the regression model other variables (wall to floor ratio and basements) have overridden the building height. This may be due to the selected sample and with a different sample different result can be expected.
Regression assumptions
Normality assumption was tested by performing Kolmogorov Smirnov test on the regression residuals and the test results confirmed that the residuals are normally distributed (Kolmogorov Smirnov Test Statistic 0.077, Sig. 0.200). Linearity assumption was ratified by the residual plot which showcases a random spread of residuals (see, Figure 7 ). VIF of the variables in Model 5 was close to 1, which proves of no multicollinearity in the model. Scatterplots for standardised residuals of the regression presented in Figure 7 confirms that the residuals are homoscedastic (randomly distributed) and do not demonstrate any significant patterns. The Durbin Watson score of the model was 1.879 which is greater than dU,α (dU,α, =1.60) indicating no positive autocorrelation among the residuals. Similarly, 4-d (4 -1.879 = 2.121) is also greater than dU,α confirms no negative autocorrelation. Therefore, the model satisfies all necessary regression assumptions.
Five-fold Cross-validation
A five-fold cross validation was performed to test the prediction performance of the model with different datasets, hence, to provide an assurance of the generalisability of the model. Data was split into five sets as opposed to ten sets (which is considered a sufficient number) because of the smaller sample size of the dataset. Accordingly the data was partitioned into five (5) sets, each set containing eight (8) buildings except for one set which contained nine (9) buildings (see, Figure 8 ). Regression analysis was performed with four sets leaving one set out at a time for testing the model. The process was iterated five time until each set has been left out for testing the model. CV was calculated for both training set and the test set in each fold. The results obtained at each fold are presented in Table 12 . According to the cross validation results, all models performed alike except for Model 1 which had an additional predictor, Finishes Index. However, R 2 of Model 1 was the lowest of all which indicates overfitting of the model. In terms of the CV, all models performed well with internal (training set) and external (test set) data which is well within the acceptable CV range for an early stage prediction model. On average, the CV of the models for internal data and external data were calculated to be 10.30% and 11.91% respectively. Further, the prediction performance has not deteriorated drastically 
Analysis of the Prediction Performance of the Final Model
The CV of the final model (Equation 7) was 10.65% and the model performance was analysed in terms of different storey cluster such as 1-2 storey, 3-5 storey and 6+ storeys as presented in Figure 9 . The model prediction lies within the 20% margin for all buildings except for one building in the 3-5 storey cluster. However, the prediction performance for 6+ storeys cluster cannot be certainly ascertained as there is only one building in the sample which has 6 storeys. Further, the model seems to predict closer to the observed values in the 1-2 storey cluster in comparison to 3-5 storey clusters. In addition, the accuracy ranges from -19% to 20% with a CV of 10.4% in 1-2 storey cluster and -25% to 17% with a CV of 11.2% in 3-5 storey cluster. This implies that the model predicts at its best in the 1-2 storey cluster. 
Conclusions
Increasing significance of embodied carbon in buildings and challenges in estimating embodied carbon during early stages of design due to limited design information became the driver of the study. The lessons learned from cost modelling literature enabled to develop the idea of a parametric embodied carbon model to estimate embodied carbon of conceptual building designs using quantitative and qualitative design variables as predictors. Subsequently, historical project data of office buildings were collected from different sources and the embodied carbon was estimated using different estimating techniques such as bottom-up approach, statistical averages and extrapolation. Regression analysis was used to develop the embodied carbon that predicts the embodied carbon per GIFA using the basic design variables. Qualitative variables such as finishes quality and services quality of building were objectivised by developing separate quality indices. However, only two variables were identified as statistically significant predictor variables in the model which are wall to floor ratio and the number of basements. The outcome was surprising as it was anticipated that building height and quality were also expected to be key determinants of embodied carbon of buildings as in the case of cost. This may be due to the selected sample which consist of low to medium rise buildings up to 6 stories. The embodied carbon model explains 48.1% of the variation in EC per GIFA by wall to floor ratio and the number of basements. Further, the model has an average CV of 10.30% for internal data and 11.91% for external data which is an acceptable accuracy range for an early stage prediction model. However, the final model predicts at its best at the 1-2 storey cluster.
The model facilitates easier and faster prediction of embodied carbon during the early stages of design and allows comparisons between alternative design solutions. In addition, this model will encourage designers to rethink their designs right from the early stages of the project. However, it should be noted that the model is limited in its scope as it is developed solely for office building of low to medium rise in the UK. Hence, models for different types of buildings with different height categories in different parts of the world should be formulated by A C C E P T E D M A N U S C R I P T 14 collecting location specific data. In addition, changes in the method of manufacturing of building materials have to be factored in embodied carbon estimates as the embodied carbon of materials is affected by processes. For instance, embodied carbon of materials are deemed lower if fossil fuels are substituted by renewable energy sources. Hence, such global variables need to be considered in future embodied carbon studies even though it is not given due consideration in current research which relies greatly on existing embodied carbon databases. In contrary, cost estimates are adjusted for time and location related variations using time and location indices.
Predicted embodied carbon covers a cradle-to-gate boundary, which implies that transport is excluded (other than raw material transport to factory gate). However, transport could be a significant component of the total embodied carbon of projects which use an extensive amount of imported materials. Therefore, the users of the model should be mindful of such anomalous circumstance and make necessary allowances in the estimate. Further, the proposed methodology can be adopted to formulate similar models for different types of buildings at different locations. Even though the model presented in this paper appears to be a manual model, it can be developed into a scalable decision support system with the use of a spreadsheet or advanced programming languages to make it more user friendly. Such a model can be elevated by integrating other dimensions of construction projects such as embodied energy, waste, time and cost to make more rational decisions underpinned by sustainable practices in the built environment. The Proposed Finishes Quality Index A C C E P T E D M A N U S C R I P T 27 A C C E P T E D M A N U S C R I P T 29 
