This paper aims at developing a new method by which to build a data-driven portfolio featuring a target risk-return. We first present a comparative study of recurrent neural network models (RNNs), including a simple RNN, long short-term memory (LSTM), and gated recurrent unit. The models are applied to the investment universe consisted of 10 stocks in the S&P500. The experimental results show that the LSTMbased prediction model outperforms the others in terms of hit ratio of 1-month-ahead forecasts. We then build predictive threshold-based portfolios (TBPs) that are subsets of the universe satisfying given threshold criteria for the LSTM-based return forecasts. The TBPs are rebalanced monthly to restore equal weight to the constituents of the TBPs. We find that the risk and return profile of the realized TBP represents a monotonically increasing frontier on the risk-return plane, where the equally weighted universe portfolio plays a role in the lower bound of TBPs. This shows the availability of TBPs in targeting specific risk-return levels, and the EWP of an universe plays a role in the reference portfolio of the TBPs. In the process, thresholds play dominant roles in characterizing risk, return, and the prediction accuracy of the TBPs. The TBP is more data-driven in designing portfolio return and risk than existing ones, in the sense that it requires no prior knowledge of finance such as financial assumptions, financial mathematics, or expert insights. For practical uses, we present a multiperiod TBP management method and also discuss the application of TBP to mean-variance portfolios to reduce estimation risk.
Introduction
Today, machine learning has come to play an integral role in many parts of the financial ecosystem, from portfolio management and algorithmic trading, to fraud detection and loan/insurance underwriting. Time series are one of the most common data types encountered in finance, and so time-series analysis based on econometrics has been widely used in finance and economics. The development of machine learning algorithms has opened a new vista for modeling the complexity of financial time series as an alternative to the traditional econometric models, by effectively combining diverse data and capturing nonlinear behavior. For this reason, financial time-series modeling has been one of the most interesting topics that has arisen in the application of machine learning to finance. Researchers have successfully modeled financial time series by focusing primarily on prediction accuracy or automatic trading rules [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . Nevertheless, financial modeling and applications remain daunting, given the difficulties arising from the essentially nonlinear, complex, and evolutionary characteristics of the financial market.
On the other hand, asset allocation has been traditionally considered an issue central to investment and risk management. Markowitz [17] was the first to introduce a rigorous mathematical framework for allocation, called modern portfolio theory (MPT). Based on a mean-variance optimization technique, MPT provides a method by which to assemble assets and maximize the expected return of the portfolio for a given level of risk. Following Markowitz's thinking, new portfolio models have been subsequently proposed for more practical use and to achieve a better understanding of portfolios. Examples include the three-factor asset pricing model [18] , the Black-Litterman model [19] , the resampled efficient frontier model [20] , the global minimum variance model [21] , the maximum diversification portfolio [22] , and the risk-parity portfolio [23, 24] . Additionally, dynamic/tactical asset allocations based on simple rules or market anomalies were developed to automatically adjust portfolios in response to market changes [25] [26] [27] [28] . These studies show that today there is general consensus about the importance of effective combinations of assets.
In this study, we propose a new method for constructing a data-driven portfolio using recurrent neural networks (RNNs)-based future return predictions. Throughout this study, we will refer to this portfolio as a threshold-based portfolio (TBP), since its properties are characterized by the threshold levels imposed on predicted returns. In particular, this study makes the following main contributions:
• It examines the ability of RNNs to forecast 1-month-ahead stock returns.
• It develops a new asset allocation model, called TBP, and analyzes their properties.
-The threshold can be used for a parameter to draw a TBP frontier that comprises the set of TBP points on a risk-return plane. This implies that one can build a portfolio with a specific risk-return level by selecting the appropriate threshold level. -The equally weighted portfolio (EWP) is the lower bound of the TBPs on the TBP frontier. This implies that the TBPs can be characterized with respect to a reference portfolio, EWP.
• For practical uses of the TBPs, it develops a TBP management process for pursuing specific risk-return levels over multiple-periods and also the method incorporating TBPs into MPT.
The remainder of this paper is organized as follows: Sect. 2 discusses some of the important work related to this area. Section 3 explains the simple recurrent neural network (S-RNN), long short-term memory (LSTM), and gated recurrent units (GRU). Section 4 provides experimental results regarding the prediction accuracy of the models and the performance of TBPs. In Sect. 5, we discuss the practical applications of TBPs. Finally, in Sect. 6, we conclude this paper and discuss possible future extensions of our work.
Related work
Using conventional econometric models, financial economists have found there to be statistically significant relationship between stock returns and lagged variables. For example, Campbell et al. [29] investigated the relationship between aggregate stock market trading volume and the serial correlation of daily stock returns. They provide an evidence that a stock price decline on a high-volume day is more likely than a stock price decline on a low-volume day to be associated with an increase in the expected stock return. Choueifaty and Coignard [30] show that trading volume is a significant determinant of the lead-lag patterns observed in stock returns.
For this reason, we select RNN algorithms; these are superior for modeling timelag effects in multi-dimensional financial time series, by virtue of feeding the network activations from a previous time step as inputs into the network, to influence predictions in the current step. In contrast, feed forward neural networks (FFNNs) are not appropriate for capturing these time-dependent dynamics: they operate on a fixed-size time windows, and so they can provide only limited temporal modeling. RNNs are less commonly applied to financial time-series predictions, yet some recent studies has shown promising results for use in financial time-series prediction. We discuss some related work on stock prediction using RNN networks and also recent applications of machine learning to portfolio construction.
Financial time series prediction using RNNs
Fischer and Krauss [13] deployed LSTM networks to predict one-day-ahead directional movements in a stock universe and constructed subset portfolios by selecting constituents outperforming the cross-sectional median return of all stocks in the next day. They found that LSTM network-based portfolios outperform those of memoryfree classification algorithms, including a random forest (RAF), a deep neural net (DNN), and a logistic regression classifier (LOG), on measures of the mean return per day, annualized standard deviation, annualized Sharpe ratio, and accuracy.
More recently, Bao et al. [31] developed a hybrid model called the WSAEs-LSTM, combined with wavelet transforms (WT), stacked autoencoders (SAEs), and LSTM to effectively combine diverse financial data, including historical trading data of open price, high price, low price, closing price, and volume and technical indicators of stock market indexes and macroeconomic variables. The experimental results show that it produces more accurate one-day-ahead stock price predictions than the other similar models including WLSTM (i.e., a combination of WT and LSTM), RNN, and LSTM.
Machine learning prediction-based investment portfolios
Freitas et al. [32] present a new model of prediction-based portfolio optimization for capturing short-term investment opportunities. For the universe of Brazilian stocks, they combine their neural network predictors featuring normal prediction errors with the mean-variance portfolio model and show that the resulting portfolio outperforms the mean-variance model and beats the market index. More recently, Mishra et al. [33] developed a novel prediction-based mean-variance (PBMV) model, as an alternative to the conventional Markowitz mean-variance model, to solve the constrained portfolio optimization problem. More specifically, they present a low-complexity heuristic functional link artificial neural network (HFLANN) model to overcome the incorrect estimation taken as the mean of the past returns in the Markowitz mean-variance model and carry out the portfolio optimization task by using multi-objective evolutionary algorithms (MOEAs). Ganeshapillai et al. [34] propose a machine learning-based connectedness matrix for addressing the shortcomings of correlation in capturing events such as large losses. They show that the matrix can be used to build portfolios that not only "beat the market," but also outperform optimal (i.e., minimum-variance) portfolios.
The results of these studies show that machine learning-based estimations can be effectively used to overcome certain limitations inherent in traditional methods. Our work is in line with this motive, but is more dependent on machine learning in the sense that we only use machine learning-based return forecasts for aggregating stocks rather than incorporating machine learning to existing theoretical frameworks. This fact makes TBPs more data-driven than existing models.
Models: S-RNN, LSTM, GRU
S-RNNs [35] are an extension of a conventional FFNN that adds a feedback connection to a feedback network consisting of three layers: an input layer, a hidden layer, and an output layer. However, Bengio et al. [36] found it is difficult to train an S-RNN to capture long-term dependencies, because the gradients tend to either vanish or explode. Alternatively, LSTM [37] and GRU [38] have been proposed to overcome the problem by using a "gating" approach. The LSTM algorithm is local in space and time [37] , which means that the computational complexity of learning LSTM models per weight and time step with the stochastic gradient descent (SGD) optimization technique is O(1), and the learning computational complexity per time step is O(W), where W is the number of weights. Hence, the LSTM, which is used to construct TBPs, is capable of handling large-scale data, as its computational complexity grows linearly with respect to the length of the input data.
LSTM architecture
LSTMs can effectively learn important pieces of information that may be found at different positions in the financial time series, by controlling what is added and removed from memory in the hidden layers. This is conducted by using a combination of three gates: (1) a forget gate, (2) an input gate, and (3) an output gate.
Forget gate An LSTM cell receives the current input x t ∈ R d , the hidden state vectors h t−1 ∈ R n , and a cell state C t−1 ∈ R n at time t − 1. The forget gate then is then calculated as
where:
-W f ∈ R n×d is the weight matrix from the input x t to the forget gate f t , -U f ∈ R n×n is the weight matrix from the previous hidden vector h t−1 to the forget gate f t , -b f ∈ R n is the forget gate bias, -f t ∈ R n is the output of the gate, which determines the amount to be erased from the previous cell state, and -σ (·) is a sigma function.
Input gate
The input gate i t , which is used to scale the candidate update vector C t ∈ R n , determines what parts of C t are added to the corresponding memory cell element at time t, based on the recurrent connection from the hidden vector h t−1 and the input at time t, x t :
-W i ∈ R n×d , U i ∈ R n×n , and b i ∈ R n are the input gate parameters, -W c ∈ R n×d , U c ∈ R n×n , -b c ∈ R n are the parameters for selecting a candidate state, C t , and -tanh(·) is the tanh function.
Then, the current state of the cell C t ∈ R n is given by
where represents the element-wise Hadamard product.
Output gate The output gate o t ∈ R n , which is used to calculate the output h t ∈ R n , determines the output from the current cell state:
where W o ∈ R n×d , U o ∈ R n×n , and b o ∈ R n are the output gate parameters. The hidden vector h t of the memory cell can be used as the final output of the network.
GRU architecture
The structure of a GRU can be expressed as follows:
where: -x t , h t , z t , and r t are the input vector, output vector, update gate vector, and reset gate vector, respectively, and -W, U, and b are forward matrices, recurrent matrices, and biases, respectively.
Experiment

Data
Universe
The asset universe consists of the top 10 stocks in Standard and Poor's 500 index (S&P500): We use data from January 1997 to December 2016 from Yahoo Finance. The daily stock dataset contains five attributes: open price, high price, low price, adjusted close price, and volume (OHLCV). Figure 1 graphically shows the normalized close price (i.e., subtract the mean from each original value and then divide by the standard deviation). We convert the daily OHLCV dataset to four different monthly OHLCV datasets by calculating the last, mean, maximum, and minimum values of the daily OHLCV dataset per month. Each monthly OHLCV dataset is used as a raw dataset for forecasting 1-month-ahead return at the end of each calendar month.
Preprocessing
To achieve higher quality and reliable predictions, the five attributes are preprocessed as a percentage change, (
. All data were divided into a training dataset (70%) to fit the model parameters and the test set (30%) for an out-of-sample Table 1 . We observe that the data are roughly in the range of −1 to 1 which is a usual range of features in deep learning, save for abnormal trading volume from max values of the volume data.
Experimental design
We build S-RNN, LSTM, and GRU architectures for 1-month-ahead forecasts of stock returns. Based on the validation set evaluation, we carried out a grid search to find the best hyperparameters over the number of RNN hidden layers (1,2, or 3) and the number of hidden units per layer (8, 16, 32, 64, or 128) , and whether dropout is used to avoid overfitting of the models. The whole networks were trained by a backpropagation algorithm by minimizing the quadratic loss value, L = 1 2 2 (wherê r (t) is the output of the last layer and r (t) is the corresponding target) on the test set. The efficient ADAM (adaptive moment estimation) optimization algorithm [39] with a learning rate of 0.001 is used to fit the models in mini-batches of size 20. From the experiments, we specified the topology consisting of an input layer, an RNN layer with h = 36 hidden neurons, a 50% dropout layer, and an output layer with a linear activation function for regression.
T t (r (t) −r (t))
The feature vectors to feed the models are overlapping sequences of 36 consecutive points (i.e., trading months in 3 years) in the preprocessed monthly OHLCV. The sequences themselves are sliding windows shifted by 1 month for each time t ≥ 36, that is, {x t−35 , x t−34 , . . . , x t }.
The experimental setup is implemented over a laboratory prototype, equipped with an Intel quad core i7-6700 processor at 3.4 GHz, Nvidia GPU (i.e., GTX 1070), and 32 GB of RAM running the Ubuntu 16.04.2 LTS x86-64 Linux distribution. Prediction models are evaluated using Keras 2.0.4 [40] and TensorFlow 0.11.0. In our approach, the stage of modeling and forecasting contributes significantly to the overall processing time and, for one asset, is obtained in an approximate processing time of 109 s. 
Prediction accuracy
We evaluate the predictive ability of the three models using the hit ratio, which is defined as follows:
where N is total trading months during the test period and P t is defined as:
where y t+1 andŷ t+1 are the realized return at the last business day of month t + 1 and the 1-month-ahead return predicted at the last business day of month t, respectively. Table 2 shows the mean and standard deviation (SD) of the hit ratios for the 10 assets and combining the last business day and the LSTM model generates the best prediction accuracy value (0.604). Therefore, we will use the LSTM model and the last business day OHLCV of each month for building TBPs in the next subsections.
Role of threshold in TBP
We present the three types of TBPs imposing the positive and negative threshold levels (θ + and θ − , respectively) on the predicted returns. Given the 1-month-ahead predicted returnr i of an asset S i (i = 1, 2, . . . , n), the predictive TBPs are defined as the subset of the universe:
• Long-only TBP:
To illustrate, the thresholds are used to classify assets as long and short positions. A long (short) equity portfolio consists of assets whose prediction is higher (lower) than θ + (θ − ). Here, the thresholds are exogenous variables, and as explained in the next sections, we can determine proper threshold values for the target portfolio through backtesting.
Portfolio weight
As classical portfolio models, the TBPs are built on the following underlying assumptions: (i) all stocks are infinitely divisible; (ii) there are no restrictions on buying and selling any selected portfolio; (iii) there is no friction (transactions costs, taxation, commissions, liquidity, etc.); and (iv) it is possible to buy and sell stocks at closing prices at any time t.
We adapt the periodic rebalancing strategy: the investor adjusts the weights in his/her portfolio at the close price on the last business day of every month, as academic research typically assumes monthly portfolio rebalancing. Throughout this study, we provide the results of experiments on the long-only TBP (TBP in short), and other TVPs can be easily built by adjusting the thresholds. Let w i denote the TBP weight on the i th asset. The TBPs (w i ≥ 0) are subjected to the budget constraint P i w i = 1, where P is the number of assets in the TBP. For all the TBPs, w i is defined as |w i | = 1/P, that is, equally weighted TBPs. Table 3 provides the mean and SD (standard deviation) values of the monthly returns of the individual assets, the EWP of the universe, and the TBPs with different thresholds. The explanation is as follows:
Simulation results
Experiment 1: performance of TBPs
• AAPL and AMZN achieve higher returns (0.02 and 0.023) with higher volatilities (0.271 and 0.299).
• The EWP achieves lower volatility (0.039) by diversification effect, which leads higher Sharpe ratio (0.368).
• The EWP and TBPs overly outperform individual stocks in terms of the Sharpe ratios (0.368 and 0.269∼0.383).
• As shown in the TBPs, an increase in θ results in an increase in the return and volatility of TBPs.
The remarkable fact is that the EWP serves as a benchmark for evaluating the TBPs, in the sense that there is a (roughly) consistent up-right shift from the point of the EWP on the risk-return plane: as θ + increases, the return increases from 0.014 (EWP) to 0.015 (θ + = 0.00), and then to 0.018 (θ + = 0.02); the risk increases from 0.039 (EWP) to 0.04 (θ + = 0.00), and then to 0.069 (θ + = 0.02). This is graphically revealed in the monthly return distributions (Fig. 2) and the cumulative returns (Fig.  3) of the TBPs, which is more clearly elucidated by the risk-return frontiers in the following section (Fig. 5) .
The EWP has been frequently used as a proxy for the risk-return ratio of the financial market, by both academia and the financial industry [41, 42] . It is more diversified than a value-weighted portfolio, which is heavily concentrated into just the largest companies, so that it is being widely traded in the real financial industry (e.g., the NASDAQ-100 equal-weighted index allots the same weight to each stock in the index). Therefore, the fact that such a well-known EWP serves as a benchmark for TVPs allows us to more quantitatively characterize TBPs. We examine the relationship between the magnitude of predictive returns and the prediction accuracy. Table 4 shows the correct forecasts among all forecasts whose value is larger than θ + , where the prediction accuracy ranges over 0.61-0.63, independent of θ + .
We calculate the accumulated returns of TVPs by using the closing prices on the last trading day of each month. We rebalance all portfolios on the last trading day of each month, based on the 1-month-ahead prediction; we then reinvest according to a weight vector that divides the accumulated wealth equally among the constituents. The accumulated return R t is defined as:
where r i is the arithmetic return at time i. This is a standard performance measure for comparing investments, and it relates the wealth at time t, W t , to the initial wealth, W 0 , as W t = W 0 × R t . All experiments in this study used an initial wealth value of W 0 = 1. Figure 4 shows the cumulative returns of the individual assets, EWP, and TBPs. 
Experiment 2: robustness test
As a further check, we conduct a similar experiment with the different period (i.e., January 1, 2006 to December 31, 2014 ). Figure 4 graphically shows the cumulative returns over the test period (i.e., 30% of the period). Over the test period, the market is more volatile than the previous one, and the LSTM-based predictors shows a poor predictive accuracy value of 0.495. Much of our analysis generated results similar to those in the experiment 1, but interestingly, there is a positive relation between the magnitude of predictive return and the prediction accuracy: that is, the accuracy consistently increases from 0.529 (θ + = 0.00) to 0.611 at (θ + = 0.225), as shown in Table 5 . 
Applications
Regarding the practical use of TBPs, we provide illustrations on how to manage them over multiple-periods and how to incorporate them into an MPT optimization portfolio. Figure 5 is a scatter plot of the risk-return profiles of the TBPs that we are constructed in experiment 1, at different θ + s (0.000, 0.0025, . . . , 0.025) over the last 10 months, along with the lines fitted to the polynomial of degree 3. We will refer to the line as the "TBP frontier." Note that the points indicate the realized monthly returns and risk of the (predictive) TBPs that are built using 1-month-ahead predictive returns. The TBP lines are concave, moving upward and to the right as θ + increases, thus indicating that the greater the amount of risk by the increase of θ + , the greater the realized returns. This characteristics allow for the design of a TBP with a target risk-return. To illustrate, let us suppose that an investor at time T − 9 hopes to build a TBP featuring a target risk-return at time T − 8. If the target is the monthly risk of 0.05 and the monthly return of 0.016, the investor can estimate theθ + , which corresponds to the target from the TBP frontier drawn at T − 9; the investor can then build a TBP with the target, using the predictive return generated and the estimatedθ + at time T − 9. Then, at time T − 8, the investor will obtain an approximate return of 0.017 and risk of 0.05, as seen in the TBP frontier moving upward over the period from time T − 9 to T − 8. This difference, 0.017 − 0.015, is the estimation risk of the TBP. As seen in the continual shift of TBPs as time passes, to maintain a target risk-return, the correspondingθ + needs to be updated. The estimation risk of TBP can be quantified by calculating the average of the differences between forecasts and their realizations for return and risk over a past period. There is the estimation risk, but it is sufficiently small to classify TBPs as having different risk aptitude. The TBP frontier can be broader, combined with riskless assets. In summary, we illustrate the TBP management process: step 1 Set a investment universe (stocks, bonds, ETFs, etc.) step 2 Build forecasting models for future stock return or price step 3 Select a trading position (long-only, short-only, or long-short) and a weighting method (equal-weighted, prediction-weighed, etc.) step 4 (Backtest) Draw the TBP frontiers at different thresholds step 5 Select a target risk-return value and find its correspondingθ on the TBP frontier step 6 (Actual investment) Invest in the TBP with theθ step 7 (Realization) Estimate the TBP atθ , and reinvest in the TBP with the updated θ from the realized TBP frontier
TBP management
Mean-variance portfolio
MPT is a mathematically elegant framework for building a portfolio with specific risk-return level. However, it is well known that it is more difficult to estimate the means than the covariances of asset returns [43] , and errors in the estimates of means will have a greater impact on portfolio weights than errors in the estimates of covariances. Furthermore, as mean-variance optimization is extremely sensitive to expected returns, any errors therein might make outcomes far from optimal [44, 45] . For this reason, although theoretical and empirical academic studies have examined various MPT aspects, its real-life practical applications have mostly focused on minimum variance portfolios. This estimation error invariably leads to inefficient portfolios, which can be explained by considering the following three sets of portfolios [46] .
• True efficient frontier (TEF): the efficient frontier based on true (but unknown parameters) • Estimated frontier (EF): the frontier based on the estimated (and hence incorrect) parameters • Actual frontier (AF): the frontier comprising the true portfolio mean and variance points corresponding to portfolios on the estimated frontier
The use of thresholds on predicted returns can help mitigate inefficiency by screening a subset to be predicted more accurately, as shown in Table 5 . Figure 6 shows a schematic scenario that EF T , which is estimated for the assets screened by a threshold, is located more closely to the TEF. (Here, for simplicity, we ignore the shift in EF due to the change in the asset number.)
Conclusion
This study proposes a novel framework by which to construct portfolios that target specific risk-return levels. We evaluated the RNN networks while examining the hit ratios of the 1-month-ahead forecasts of stock returns, and then constructed TBPs by imposing thresholds for the potential return. The TBP are more data-driven in building a portfolio than in existing methods, in the sense that they are constructed purely on the basis of forecasts that are generated by a deep learning technique, in the absence of any financial mathematics or knowledge. We showed that the EWP of the universe plays the role of the reference portfolio to TBPs and thus serves to quantitatively characterize the TBP. The TBP frontiers show that the threshold is a parameter which can control trade-off between the risk and the return of portfolios. Furthermore, we discussed how to practically manage TBPs to maintain a target risk-return over multiple-periods; we also discussed the benefit of incorporating TBPs into MPT. The TBP is promising, since it provides a simple and straightforward way to build portfolios with target risk-returns, using predictions alone. Any prediction model can be basically applied to construct TBPs. As predictors become more accurate, TBPs can achieve greater returns, given a certain level of risk. In this respect, we believe that the TBP is a valuable application of machine learning to modern-day investment practice.
