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Abstract 
Fouquet, J.L., A decomposition for a class of (P,, P,)-free graphs, Discrete Mathematics 121 (1993) 
75-83. 
We give a decomposition for a subclass of (P5, P, )-free graphs, leading to an 0(n3) algorithm for the 
recognition of this class of graphs. 
1. Introduction 
Let 9 be a family of graphs. We shall say that a graph G is p-free if not induced 
subgraph of G is isomorphic to a graph of F. The general recognition problem of 
F-free graphs (for a given 9) has a time complexity depending obviously upon F. 
Even in the case where 9 is reduced to a single graph K (K-free graphs for short), very 
little is known about this problem. If the recognition of P,-free graphs (or cographs) is 
linear in the number of edges, as shown in [4], we have no efficient algorithm to 
recognize p,-free graphs (distinct from the obvious one in 0(n5)). When dealing with 
P,-free graphs, we benefit from the fact that P4 is self-complemented. Indeed, G is 
P,-free if and only if G itself is P,-free. Unfortunately, this is no longer valid for P5-free 
graphs. In excluding P5 and its complementary E (house graph in literature), we 
hope to get some structural properties for this class of graphs. Hoang and Khouzam 
[7] studied the class of HHD-free graphs (graphs containing no chordless cycle 
with at least 5 vertices (hole), no house, and no domino (the graph obtained from 
chordless cycle v1v2 . . . v6 by adding the chord v3v6) and obtained the following 
theorem. 
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Theorem 1.1. Let G be an HHD-free graph; then at least one of the following conditions 
must be satisjied: 
(i) G is a clique; 
(ii) G contains a homogeneous set that induces a connected subgraph in G; 
(iii) G contains two nonadjacent simplicial vertices. 
From Theorem 1.1, an 0(n4) algorithm can be derived to recognize HHD-free 
graphs [7]. If G is (P,, P,)-free, then it contains obviously no domino, and a chordless 
cycle has length at most five. A (C,, Pg, %)-free graph is thus a particular HHD-free 
graph. In fact, (C,, P,, P, )-free graphs are merely a subclass of Meyniel’s graphs and, 
at a first glance, it was hoped that one could use the recognition algorithm of Burlet 
and Fonlupt [2] for our problem. Unforunately, the time complexity (O(n7)) of this 
algorithm is far from being optimal in our case. Our purpose here is to give 
a decomposition for (PS, P,)-free graphs which do not contain a bull, where a bull is 
depicted in Fig. 1. 
Over the years, the class of cographs has been studied extensively. Lerchs [12] 
showed that with every cograph G one can associate a unique rooted tree T(G) (called 
cotree of G), whose leaves are precisely the vertices of G, the internal nodes are labelled 
by 0 and 1 in such a way that two vertices are adjacent in G if and only if their lowest 
common ancestor in G is labelled 1. Jamison and Olariu [8,1 l] extended this notion 
of cotree to a wider class of graphs. They introduced P,-reducible graphs (graphs such 
that any vertex is contained in at most one induced P4), and exhibited a tree 
decomposition for this class of graphs. The associated cotree is labelled 0, 1 and 2. 
A node with label 2 represents the graph obtained by joining the midpoints (internal 
vertex) of a P4 to every vertex of a P,-reducible graph. In [9, lo] they studied P,-sparse 
graphs (graphs such that any set of 5 vertices contains at most one induced P4) and 
exhibited also a structure of cotree for this class of graphs. 
Fig. 1. 
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It is easy to see that P,-reducible graphs are P,-sparse, but not conversely. 
Moreover, P,-sparse graphs are (C,,P,,&)-free graphs which do not contain any 
induced subgraph depicted in Fig. 2 (note that F3 =G and F4 =&). 
Since a bull (B in the sequel) is self-complementary, it seems natural to look for 
a tree decomposition of (B, P5,&)-free graphs. It is clear that this class of graphs 
contains P,-free graphs, but it is easy to see that Pa-sparse graphs and (B, Ps, %)-free 
graphs are two distinct classes of graphs. In Section 2 we shall give a proof of 
Theorem 1.2, while Section 3 will be devoted to the description of an O(n”) algorithm 
for the recognition of (B, P5, %)-free graphs. 
Theorem 1.2. Let G be a connected (II, P5, I”;)-free graph (n = I V(G) 1 3 6), then at least 
one of the following conditions must be statisjied: 
(9 G contains a homogeneous set; 
(ii) G contains a universal vertex v; 
(iii) G is bipartite; 
(iv) G is bipartite. 
It can be pointed out here that Chvatal and Sbihi [3] constructed bull-free graphs 
from bipartite graphs by the mean of homogeneous pairs and star-cutsets, leading 
thus to a polynomial-time algorithm that recognizes bull-free graphs, but this result 
will be useless for our purpose. 
Throughout, n will be the number of vertices of G. The neighborhood of a vertex v is 
N(v)= (w I vwoE(G)}, while N(X) (X E V(G)) is the set of vertices which are adjacent 
to at least one vertex of X. A vertex is simplicial whenever its neighborhood is 
complete. If A and B are disjoint subsets of the vertex set V(G) then o(A, B) is the set 
of edges having one end in A and the other in B. A set S (S and V(G)- S having at least 
two vertices) is homogeneous in G if o(S, N(S) -S) induces a complete bipartite 
graph. A strong matching of a graph G is a matching (of cardinality at least two) which 
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is also an induced subgraph of G. A connected graph without strong matching is said 
to be nonseparable. Nonseparable graphs have been studied by various authors, the 
reader is referred to Golumbic [6] for further details. A (connected) separable graph is 
obviously a graph having a strong matching. A vertex u is said to be K-universal 
(K E V(G)) when the whole set K is contained in its neighborhood (universal when 
K = V(G) - v). For the most part, our terminology follows Bondy and Murty [ 11. 
2. Proof of Theorem 1.2 
We shall need, for this purpose, the following properties of P,-free bipartite graphs 
(see [S]). For the sake of completeness, we shall give here the proofs. 
Theorem 2.1. Let G be a P,-free connected bipartite graph, then G contains an edge uv 
such that (N(u),N(v)) is the bipartition of V(G). 
Proof. Assume that the two sets of the bipartition of V(G) are X and Y. Let u and v be 
vertices with maximum degree in X and Y, respectively. Assume that u and v are not 
adjacent, they are joined by a path of length 3 (since G is connected and P,-free). Let 
uu’u’v be that path (u’EX and V’E Y). Since u has a maximum degree in X, we certainly 
have a vertex u” in N(v) which is not adjacent to v’. In that case U”VU’U is an induced 
P5, a contradiction. 0 
Theorem 2.2 emphasizes the link between nonseparable graphs and Ps-free graphs 
(in case of bipartite graphs). 
Theorem 2.2. Let G be a connected graph. The following two conditions are equivalent. 
(i) G is P5-free; 
(ii) G is nonseparable. 
Proof. (i) = (ii): If G is P,-free, suppose that G contains two separable edges e and e’ 
(i.e. two edges contained in a strong matching). Let P be a shortest path connecting 
these two edges, say P=uou1u2u3 . . . I+, k > 2 (with e = vOuO and e’ = ukvk). Since G is 
bipartite u,v,$E(G) and u,_,u,$E(G). Hence, P contains a P5, a contradiction. 
(ii) = (i): A nonseparable graph is obviously P,-free, since an induced P5 contains 
two separable edges. 0 
It is easy to derive from Theorem 2.1 an O(n’) algorithm to decide whether a given 
connected bipartite graph is P,-free or not. 
Algorithm 
Input: a connected bipartite graph. 
Output: a message ‘G is P,-free’ or ‘G is not Ps-free’. 
sort the two sets of vertices following the increasing order of their degrees 
P5 c false 
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while 1 V(G) > 5 and not P5 do 
U t edges uv such that V(G)= {u, u}u{N(u)uN(u)J 
if U is empty then P5 + true 
else 
G +- G-U 
update the degree sequences 
delete the set I of vertices whose degree is zero 
G +- G-l 
endif 
endwhile 
if) V(G)) d 4 then G is P,-free else G is not P,-free 
In Theorem 2.3, we show that if G is a connected (P,,K)-free graph containing an 
induced Cg, then it contains a homogeneous set. As pointed out before, this reduces 
the recognizing problem of (P,,E)-free graphs to the recognizing of (P,, P,)-free 
Meyniel’s graphs with an efficient algorithm. 
Theorem 2.3. Let G be a connected (P5,E)-free graph having at least 6 vertices. If 
G contains an induced C5 then G contains a homogeneous set or a universal vertex. 
Proof. Let C = a, a2a3 a4a5 be a chordless cycle of length 5. Let Vi be the set of vertices 
of G at distance i from C. We give, without proof, three facts which are easy 
consequences of P,-free and &free properties. 
Fact 1. Every vertex in V, is adjacent to every vertex of C (type i), or exactly two 
nonadjacent vertices of C (type 2), or to exactly three consecutive vertices of C (type 3). 
Fact 2. Let VE Vl be a vertex of type 1, then every vertex of Vl of type 2 or 3 is adjacent 
to v. 
Fact 3. If vE Vz then every vertex of N( v)n V, is of type 1. 
Let w’ be the set of vertices of type 1 and v’= w’u vi, ia2, while V is the set of 
remaining vertices (vertices of C and vertices of type 2 or 3 of V,). If w’ has at least two 
vertices then V is a homogeneous set of G. If w’ is reduced to a single vertex, then this 
vertex is a universal one. If w’ is empty then every vertex which is not on C is in Vl 
with type 2 or 3. Let Ai (i is taken modulo 5), the set of vertices which are adjacent to 
ai- andai+i. Then each Ai is a homogeneous set of G, as soon as Ai contains at least 
2 vertices. Since G has at least 6 vertices, one of the Ai satisfies this condition. q 
Proof of Theorem 1.2. Assume that G is a connected (B, Ps, %)-free graph which fails 
to satisfy (i), (ii) or (iii). By Theorem 2.3 G does not contain any induced Cg. From 
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Theorem 1.1, G contains a simplicial vertex U. Without loss of generality, we can 
choose u with a miminum degree among all simplical vertices. Let K be the complete 
graph which is the neighborhood of v. 
Let N be the set of neighbors of K which are not in {u)uK, R the set of remaining 
vertices in V(G)- (Ku N u {u}}. Let H be the partial subgraph of G induced by the 
edge set w(K, N). Every vertex v’ in K has at least one neighbor in N; otherwise, {u, v’} 
is a homogeneous set. H is bipartite. If H contains a strong matching with at least two 
edges (say u1 w1 and u2 w2, with Vi in K and Wi in N), then G contains a house or a bull. 
H is thus a connected bipartite and nonseparable graph. From Theorem 2.1, we have 
an edge vlwl (ZI~EK and WREN) such that 
N G N(v,) and K c N(w,). 
Claim 1. R is not empty. 
Otherwise v is an universal vertex, a contradiction. 
Claim 2. R is an independent set. 
Assume that there is a connected component R’ in R with at least 2 vertices. Since 
G has no homogeneous set, R’ contains two adjacent vertices Y and r’ such that there 
exists w in N with rwEE(G) and r’w$E(G). The set {u, vl, w,r,r’} induces a P,, 
a contradiction. 
Let T be the set of vertices in N without any neighbor in R, I the partial subgraph of 
G whose edge set is w(R, N - T), and J the partial subgraph of G whose edge set is 
o(K, N - T)uE(Z). I is a nonseparable bipartite connected graph. Otherwise, 
a strong matching n, rl and n2r2 (niE N - T and riE R) together with v1 in K induces 
a bull or a P5, a contradiction. From Theorem 2.1 we have a vertex r1 in R such that 
N - T= N(r,). J is a nonseparable bipartite connected graph. Otherwise, J contains 
a strong matching v’w’ (u’EK, W’E N - T) and w”r” (w”EN - T and r”E R). But, in that 
case vv’w’w”r” is a P5 or vv’w’rw” is a P5, a contradiction. Hence, N - T contains 
a vertex u whose neighborhood contains R and K (Theorem 2.1). 
Claim 3. Let t be a vertex of T, then t has no neighbor in N - T. 
Assume that tt’EE(G) with t’EN- T. Then the set (v,v’, t, t’,r} induces a bull, a 
contradiction. 
Claim 4. T is empty. 
Assume that T is not empty and let T1 be a connected component of T having at 
least two vertices. Since G has no homogeneous set there exist t and t’ in T1 such that 
tt’eE(G) and a vertex v’ in K such that u’t&(G) and v’t’$E(G) (from Claim 3, the only 
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possible neighbors of Tare in K). But the set {t, t’, v’, u, r} induces a P5, a contradic- 
tion. We may thus consider that T is an indepenent set. Every vertex t in T is 
simplicial. From the choice of v, we certainly have d(t)>d(v), which implies that 
N(t) = K, Hence, Tu {v> is a homogeneous set, a conradiction. 
Claim 5. Let ww’ be an edge of N, then w and w’ have the same neighborhood in R. 
Indeed, assume that r is in N(w)- N(w’). Then the set (a, a, w, w’, r} induces a bull, 
a contradiction. 
Claim 6. Let N1 be the subset of vertices of N which are K-universal and N2 = N - N1. 
Then w(N1, N2) is a complete bipartite graph. 
Otherwise, let n, in N1 and n2 in N2 be two nonadjacent vertices. Since n2 is not 
K-universal, there exists a vertex v’ in K such that v’n2$E(G). The set (v, v’, n1,n2, r} 
induces a P5, a contradiction. 
Assume now that N is not empty. Then o(R, N) is a complete bipartite graph 
(Claim 5 together with Claim 6). Since G has no homogeneous set, R is thus reduced to 
the vertex r. N has also only one vertex U, since otherwise N is a homogeneous set. 
From Theorem 1.1, we know that G contains at least two nonadjacent simplicial 
vertices. It is clear that no vertex in K or in N can be simplicial. This implies that r is 
simplicial. Since this vertex is N-universal, N is a complete graph. Thus, G is bipartite. 
Hence, (iv) is satisfied, as claimed. 
When N is empty, every vertex in N is K-universal. Let Q be a connected 
component of N. If Q has at least 2 vertices, then by using Claim 6, Q is a homogene- 
ous set of G, a contradiction. We may assume now that N is an independent set. As 
pointed before, no vertex in N or in K can be simplicial. Since G has at least two such 
vertices, there is certainly a simplicial vertex in R. Since R and N are independent sets, 
this implies that this vertex has degree 1. In view of our choice for u, this means that 
v itself has degree 1. Hence, G is obviously bipartite, a contradiction. 0 
3. The algorithm 
Assume that a connected graph G contains a universal vertex v. Then it is easy to see 
that G is a (B, PS, &)-free graph if and only if G- { U} itself is (B, P,, %)-free. Let G be 
a graph containing a homogeneous set W, we can split G into two new graphs. 
Namely, the subgraph induced by W and the graph G” whose vertex set is 
V(G)- WV {v} (where v is a new vertex) and edge set E(G) such that 
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Following these notations we have a proposition as follows: 
Proposition 3.1. Let G be a connected graph with a homogeneous set W. Then G is 
(B, P5,E)-free if and only if W and G” are (B, P5,K)-free. 
Proof. Assume that G is (B, P5, %)-free. Since W is an induced subgraph of G, and G’ 
is isomorphic to an induced subgraph of G, they are obviously (B, P,, P5)-free. 
Conversely assume that G’ and Ware (B, Ps,K)-free. Let us suppose that G contains 
a P,, P=alaza3a4a5. This path is not entirely contained in W or V(G)- W, two 
consecutive vertices of this path form an edge contained in w( W, N(W) - W). Since 
W is homogeneous, at most 3 vertices of this P, are in WV N( W); moreover, when we 
have 3 vertices of P in Wu N(W), they are consecutive. In each possible case, one can 
easily construct an induced P5 in W or in G’, a contradiction. If G contains a z, then 
at least two edges of this E are contained in w( W, N(W)- W). On the other hand, 
Wand N(W) cannot contain 2 vertices of this E each, since otherwise these 4 vertices 
induce a C4 and, in that case, the last vertex of this E is in W or N(W)- W inducing 
at least one forbidden edge. If W contains exactly one vertex of this 5, then G’ itself 
contains a F, a contradiction. If N( W) contains exactly one vertex of this E, then the 
4 remaining vertices are in W, which is impossible. An analogous discussion can be 
developed if G contains a bull, and we leave it to the reader. 0 
Proposition 3.1, together with Theorem 1.2 leads to the following algorithm for the 
recognition of (B, P5, %$)-free graphs. 
Algorithm test (G) 
Input: A graph G=( V, E); 
Output: The message ‘G is (B, P,,%)-free’ or ‘G is not (B, P,,%)-free’; 
Complexity: 0(n3). 
Step 1: If G has less than 6 vertices then return the message ‘G is (B, P5, P5)-free’ or 
‘G is not (B, P5, P5)-free’ by checking exhaustively G. 
Step 2: If G or G is not connected then test the connected components of G or G. 
Step 3: If G or G is bipartite then test whether this graph is P,-free. 
Step 4: If G contains a homogeneous set W then test Wand G’. If either W or G’ is 
not (B, P5, &)-free then return the message ‘G is not (B, P5,E)-free’. 
Step 5: Return the message ‘G is not (B, P,, P,)-free’. 
Complexity. Steps 1, 2 and 3 have time complexity O(l), O(n2) and O(n*), respec- 
tively. Step 4 has complexity O(m) (m the number of edges), see [13]. The number of 
recursive calls to test (G) is O(n). Indeed, let f(G) be the number of subgraphs 
produced by the executing of Steps 2 and 4. We shall show (using the same technic as 
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in [7]) that, for n 3 6, f(G) is at most 2n-4 (note that f(G) = 1 for n d 5). When 
Step 2 is executed, we get p components C1 . . . C,. We have 
n= fJ /CiI (P32) 
and 
i=l 
i=l i=l i=l 
Hence, since p is at least 2, 
f(G)62n-4. 
When Step 4 is executed, we get two graphs G and G’. Thus, we have 
f(G)=f(G)+f(G’)+ 1. Hence, f(G) is bounded by (2/M+4)+(2/ V(G’)I-4)+ 1. 
Since n = (WI + I V(G’) I - 1, we get f(G) < 2n - 5. 
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