Abstract⎯ Feature selection has been used widely for a variety of data, yielding higher speeds and reduced computational cost for the classification process. However, it is in microarray datasets where its advantages become more evident and are more required. In this paper we present a novel approach to accomplish this based on the concept of discernibility that we introduce to depict how separated the classes of a dataset are. We develop and test two independent feature selection methods that follow this approach. The results of our experiments on four microarray datasets show that discernibility-based feature selection reduces the dimensionality of the datasets involved without compromising the performance of the classifiers.
I. INTRODUCTION
Feature selection has been an active research area over the past few years, as it promises fast performance and reduced complexity in classification problems. In datasets of high dimensionality, particularly those encountered in bioinformatics applications, feature selection is not merely a plausible but often an essential part of the classification process. To this end, over the last few years a series of methods for feature selection have been introduced, most of them focusing on microarray data [1] [2] [3] [4] [5] [6] [7] [8] [9] , where the number of data points is small whilst the dimensionality of the features is high. In addition, sometimes the accuracy rate is increased when the classifier is applied on the reduced feature set. This renders feature selection an important technique for this type of classification problems.
The methods used in the literature have been applied mostly for classification with SVMs [1, 2, 3] , although other approaches have been also considered [4, 5, 6, 7, 8, 9] . The focus of feature selection on SVM classifiers is not random. Apparently, this type of classifier is the one that is mostly affected by dimensionality, since the relatively high number of features compromises their performance due to over fitting [10] .
As regards the methods themselves, feature selection has been accomplished using Genetic Algorithms [1, 4] , Locally Linear Embedding (LLE) [2] , Recursive Salient Analysis (RSA) [3] , the selection of a support set [5] , a combination of PCA and the UKW clustering algorithm [6] , t-tests [4, 7] , Regression Splines (MARS) [7] , Classification and Regression Trees (CART) [7] , Random Forests [7] , Linear Genetic Programs (LGP) [7] , Neural Networks as a similarity measure [8] , and clustering analysis [9] .
Most of these methods were applied on one or more of the following datasets: Lymphoma, Colon, Leukaemia, Prostate, and Brain Cancer. All of these datasets have microarray data, exhibiting an ultra high dimensionality and are publicly available at [11] .
All of the methods of the literature appear to work well, for one or the other dataset, for SVMs or other classifiers used in each particular case. However, the underlying problem that all of them have is that there is no particular stopping criterion for the feature selection. In other words, the reduced feature sets come in a variety of sizes with no way of knowing beforehand anything regarding the quality of the selected features. Our approach is an attempt to rectify this situation.
This paper is structured as follows: in Section II the Index of Discernibility is presented, and its use for feature selection with the 2 methods introduced in this paper is discussed. In Section III our experiments are presented and the results are discussed. Finally, in Section IV, conclusions are drawn.
II. FEATURE SELECTION USING THE INDEX OF DISCERNIBILITY
The Index of Discernibility (ID) is a measure developed for assessing how easily distinguishable the classes of a dataset are [14] . The ID makes use of (hyper-)spheres of fixed radius around each element of the dataset, which corresponds to the average distance between this and the rest of the elements of that class. Note that the radius depends on the class structure, so elements belonging to different classes may have different radii. Once the radius of an element is established, elements of the same class as the examined element that belong to its (hyper-)sphere are identified and counted. The discernibility of that element is calculated by dividing the number of these elements by the number of total elements in the (hyper-)sphere. The Index of Discernibility of the whole dataset is calculated as the number of elements having discernibility higher than the threshold th = 0.5 divided by the total number of elements. The pseudocode of the Index of Discernibility can be seen below.
This heuristic measure should not be confused with the discernibility tables, or the indiscernibility concept, used in Rough Sets ( [12, 13] ). The latter are completely different both in function and in field of application.
Next, we present two independent feature selection methods. Although of similar philosophy, they differ in their structure and in the way they employ the Index of Discernibility. 
A. The fs3 Method
The first method, fs3, is the simplest and fastest in its operation. As it can be seen from its flow chart in Fig. 1 , it makes an assessment of each one of the features of the dataset, using the Index of Discernibility, and then selects the ones that are of a given standard. The latter is expressed by the threshold th, which is given by the user. Note that since this is an absolute parameter, the number of features at the new feature set heavily depends on the dataset itself. However, a value ranging from 0.7 to 0.85 is a good choice for the th parameter. The outputs of this method are the reduced feature set (P2), as well as a list of the indices of these features (NFS). 
B. The fs10 Method
The second method, fs10, is quite different in its operation and somewhat more complex. However, it has the advantage that it is entirely automatic, as there is no need to set a threshold parameter for the selection of the features. As it can be seen in Fig. 2 , where its flow chart is shown, fs10 gradually builds the new feature set (P2) by initially taking the first feature of the dataset and then adding two features at a time, so as to maximise the Index of Discernibility of the whole feature set. In other words, the features are not evaluated one by one, but as a group, something which, although more time-consuming, is a better way of selecting the features, since it takes into account their relationship. Afterwards, the algorithm checks whether the Index of Discernibility is increased by removing one of the features of P2 or remains at least the same. This step helps prevent the accumulation of redundant features in the new feature set. By repeating this process (adding 2 new features and removing 1, if there is a redundancy) until the Index of Discernibility ceases to increase, this method goes through the rest of the available features. Alike the previous method, its outputs are the reduced feature set (P2), as well as a list of the indices of these features (NFS). This method tends to yield smaller reduced feature sets and often takes longer.
III. EXPERIMENTS AND DISCUSSION
In this section, we present two sets of experiments. The first set concerns testing the proposed feature selection schemes in terms of their dimensionality reduction capabilities, whilst the second set investigates the performance of five classification algorithms based on the reduced feature sets.
The datasets used in our experiments were: the Diffuse Large B-Cell Lymphoma (DLBCL), the Colon Tumor (colon), the Central Nervous System (CNS) and the ALL-AML Leukaemia (leukaemia) problems. All of them were taken from [11] and are representative of a class of bioinformatics applications that employ microarray data. Also, these datasets are often used in the literature for feature selection [1] [2] [3] [4] [5] [6] [7] [8] [9] . Their characteristics are shown in Table I (this table also presents the dimensionality of the reduced feature sets that will be discussed in the next subsection). The large number of feature in the original datasets stems from the fact that these data involve gene expression profiles, which are by nature of this size. Datasets with dimensionality between 2000 to 4000 features are actually already reduced. Lastly, all of the features are numeric and continuous.
All experiments were carried out on a 1.8 GHz CPU processor with 2 GB of RAM. The OS platform was a Linux Ubuntu system. During the experiments no other applications were running.
Below, we start with Section III.A where we present the results of the two feature selection methods introduced in the paper. The reduced feature sets are then used in the rest of the section to train and evaluate various classifiers: Section III.B describes the classifiers trained and the measures for their performance evaluation, whilst Section III.C discusses the results and compares them with results produced when the same classifiers were trained on the complete feature set.
A. Results of Feature Selection Methods
The aim of this set of experiments was to investigate whether the methods can cope with different datasets without fine tuning. So we decided not to experiment with different threshold values in order to establish some kind of "optimum" threshold for each dataset but to set the threshold value used in the fs3 method equal to 0.75 (this means that any feature having an ID less than 0.75 is omitted from the new feature set). Although this may not be the optimum value, results exhibited in Table I were quite good in general.
As it can be seen from Table I , the reduction of the feature set for each one of the four datasets is dramatic. Particularly after the application of the fs10 method, the number (#) of features is small compared to the original ones. This is translated to smaller complexity of the datasets (as it will be seen later on), and significantly less need for storage space. 
B. Classification Experiments with the Reduced Feature Sets
In this set of experiments we investigated whether the use of the reduced feature sets affects the quality of the classification. To this end we used a variety of classifiers and evaluation measures.
The classifiers used in our experiments are the k Nearest Neighbour (kNN) [10] , a variations of kNN (V-kNN) [14] , the Linear Discriminant Analysis (LDA) method [10] , the Gravity Model Classifier [15] , and the Fuzzy kNN classifier [16] (we used the MATLAB implementation of the Fuzzy kNN that was produced by Emre Akbas in December 2006).
The kNN classifier is one of the simplest and oldest classification methods in the literature. It is very popular due to its simplicity and speed. It works by examining the elements that are in proximity to the test patterns, in the feature space of the dataset. Due to its nature, it is heavily dependent on the geometry of the feature space.
The V-kNN is a variation of the kNN classifier. It stands out from the other variations developed so far in that it does not need the k parameter which has been considered an essential input for kNN to operate. Also, compared to the other variations of kNN, it is fast and very accurate. Just like kNN, it significantly depends on the geometry of the feature space.
The LDA is a quite established classification method, which works by creating a linear model that covers all the training patterns and then applies it to the testing ones. As the procedure includes a matrix inversion at some stage (involving dimensionality that is equal to the number of features of the dataset), it is greatly influenced by the geometry of the feature space.
The Gravity Model Classifier (GMC) is an alternative classifier which is not similar to any of the other ones mentioned above. It involves finding the "gravitational pull" of each one of the elements of each class of the dataset and comparing their average, for deciding which class wins the classification. As the "gravity forces" are depended on the squares of the distances, this classifier depends a lot on the feature space of the dataset.
Lastly, the Fuzzy kNN is an interesting alternative of kNN, employing the use of fuzzy sets in the classification process. The only parameter the user has to set is, like the original kNN, the number of neighbours used. In both kNN and Fuzzy kNN, the k parameter used for all of the experiments was k=5. In preliminary experiments carried out, there has been observed little difference in the performance of the classifiers for different values of k.
Regarding the experiments, 50 runs were carried out, using the leave-one-out method. The reason for using this method of validation was the small number of patterns in each dataset (being 72 patterns at the most). Also, this method of validation is the one more widely used in the literature for datasets of this type.
The classifiers were evaluated with three different measures which are comprehensible and descriptive of their performance. These measures were Accuracy Rate, the Degree of Certainty and the CPU Time (measured in seconds). All of these measures were averaged over the 50 experimental rounds.
The Accuracy Rate is the widest used measure in the literature, expressing the ration of the classification hits over the total number of test patterns.
The Degree of Certainty (DC) is a generalisation of the concept of Certainty Factor, first presented in [17] . It applies to almost all types of classifiers and provides a measure of how certain a classification is, very much like the a posteriori probability yielded by probabilistic classifiers. For every test pattern it is calculated by the formula: 
where i denotes the i-th pattern classified, c defines the class number and classification score is the score determining the "certainty" that the i-th pattern belongs to each one of the classes and is related to the structure of the classifier. The DC takes values between 0 and 1 (inclusive) and the higher it is, the most certain the classification is, according to the classifier. Note that this is a relative measure and depends a lot on the classifier used.
The significance of the DC lies in the evaluation of the outputs of the classifiers and the comparison among different classifiers. This is because in some cases, the output may be more or less random, therefore having a relatively low DC. Also, the DC may give an insight about how "easy" to discriminate the dataset is, according to a particular classifier: if the average DC of the classification is quite high, this would suggest that the dataset is quite predictable, using that classifier. And if this happens for different classifiers, one can induce that it is predictable in general. The DC is quite easy to implement and is not computationally expensive. This makes it an efficient addon to many classifiers, making their outputs more useful.
The CPU Time is the interval between two consecutive checks of the CPU clock of the computer. It is considered to be more reliable than the time interval measured with a stopwatch by the user, because it takes into account only the CPU usage of the experiments themselves. This way it is not influenced much by the other processes that may run simultaneously in the OS.
C. Results of Classification and Discussion
Classification results with the original feature sets are presented in Tables II-VI. Note that for the LDA classifier, there are no results for the CNS and Leukaemia datasets. This is because due to very high computational demands, the system could not complete the relevant experiments.
As regards the overhead of the feature selection process, for the fs3 algorithm, the CPU time ranged from 6 to 23 seconds (depending on the dataset), while for the fs10 method, from 24 to 104 seconds. The results of the experiments using the reduced feature sets are exhibited in Tables VII-XVI and provide the average of the 50 runs. The first 5 of them show the results using the fs3 method whilst the rest using the fs10 method. As it can be observed from Tables VII-XVI the average CPU time of the classification is reduced. This is very important, considering that the feature selection itself takes a not neglectable amount of time. Thus, the reduction of the time involved in the classification (due to the simplicity of the new dataset) might make it worthwhile. Also, as one would expect, the second feature selection method (fs10) takes considerably more time, for all of the datasets. Yet, this is understandable, as it is a more complicated method, working with groups of features instead of single features, at a time. Another important point is that the average accuracy rate is significantly increased in most of the datasets, for most of the classifiers. This is something expected, since the original feature set contains a large number of redundant features which, for many of the classifiers, might make the classification process more difficult. So, by eliminating these features we end up with a relatively "easier" dataset to classify. This change is also depicted at the ID, which often is greater for the new datasets, something that rarely happens for smaller datasets (on the contrary, if from a dataset having a small number of features you diminish the feature set by merely one feature, the ID of the whole is bound to drop). This can be seen in Table XVII. The fact that the datasets become simpler is backed up by another point, which can be observed in Tables II-XVI: the increase in the average Degree of Certainty, for almost all of the classifiers, in the various datasets. Particularly in the DLBCL dataset, the increase is quite significant.
Also it is noteworthy that the feature selection methods introduced allowed the LDA classifier to be applied to the CNS and Leukaemia datasets, which were unmanageable with the original feature set. This is also important when considering that many of the produced microarray datasets are of this dimensionality or even of a higher one.
A summary of the above results depicting which feature set was the best, for each one of the datasets and for each one of the classifiers is provided in Table XVIII. Note that a feature set was considered the best for a particular classifier when it outperformed the other feature sets in two or more of the evaluation measures used. From Table XVIII , it can be seen that the reduced feature sets of both of the feature selection methods introduced here outperformed the original feature set, for all of the classifiers used. Particularly the feature set of the second method, fs10, dominated the other ones for three of the datasets, in spite of the fact that it is slower than the other feature selection method. However, as the reduced feature sets it created were significantly smaller, it managed to yield quite low CPU times on average.
The feature selection of the fs3 method appeared to be weaker in the case of LDA for one particular dataset (DLBCL), however the reduced feature set it yielded for this dataset seemed to work very well with all the other classifiers. So the weakness was because of a problematic generalisation of the LDA classifier, probably due to the presence of one or more useless features in the reduced feature set. So this raises the issue of whether the threshold of 0.75 for the fs3 method is reliable. It could be the case that different datasets require different threshold values in order to yield appropriately reduced feature sets. This would render the fs3 method a quite flexible alternative, which when fine-tuned, could perform equally well to the fs10 method. This issue will be investigated in our future work.
