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Abstract 
Remila. E., Recognition of graphs by automata, Theoretical Computer Science 136 (1994) 291-332. 
Graph automata have been introduced by Rosensthiel (1966). He has shown how a graph automaton 
can study its own structure, by constructing a spanning tree of the underlying raph. Wu and Rosenfeld 
(1979) have continued the works of Rosensthiel. In particular, they give a linear algorithm permitting 
a graph automaton to know if its underlying raph has, or has not, a rectangular structure. 
We give a complete proof of this result. We then generalize this result of the classical structures: 
torus, cylinder, Moebius band and sphere. 
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1. Introduction 
Cellular graph automata (CGAs for short) were first introduced by Rosenstiehl under 
the name of "intelligent graphs" [2, 3], surely because a finite automata network is able 
to know some properties about its underlying structure. Rosenstiehl gives algorithms for 
finding Eulerian paths, spanning trees and Hamiltonian cycles of  "intelligent graphs", 
under the condition that each node has a fixed degree. In order to relax that condition, 
Wu and Rosenfeld [5, 6], introduce a new notion: the nodes with lower degree than the 
maximum degree of the graph are connected to special nodes (the # nodes), always 
remaining in this special state. Their paper gives a fairly comprehensive treatment 
of CGAs and shows how we can find various properties about the structure of  the 
underlying graph: radius, center, area, cut nodes, blocs . . . .  
In particular, Wu and Rosenfeld show that a CGA can know that its underlying 
graph is a rectangular array. In this paper, we generalize this result to the topological 
surfaces: torus, cylinder, Moebius band and sphere. The ideas for those generalizations 
are the following: we cut the surfaces along well chosen lines, and, when the cut is 
done, we obtain a rectangular array. To do this, we had to introduce some new methods 
in CGA: separation of edges, ability of  a signal to go in a fixed direction, duplication 
of a line. 
Like Wu and Rosenfeld, we used a finite memory, whose size depends only on the 
degree of the graph (4 in our examples). Our algorithms take a linear time in the radius 
r of the graph. We cannot have a fundamentally faster algorithm, even with a bigger 
memory, because we need linear time to explore the whole graph (the properties to 
explore are global properties). 
2. Definitions 
2.1. Graph 
A ,qraph N is an ordered pair (X, U), where X is a finite set whose elements are 
called vertices or nodes. The set U is a subset of  the Cartesian product X 2. The 
elements of  U are called directed edyes. If  (a, b) is an edge, then a is the origin of 
this edge and b is its extremity. 
In this paper, we will only study graphs with no loops (if (a, b) is element of  U, 
then a ~ b) and which are symmetric (if (a, b) is element of U, then (b, a) is element 
of U). In this case, the set U' of unordered pairs (a, b} such that (a, b) is element of  
U is the set of undirected edyes of N. For one undirected edge, we have two directed 
edges. We say b is a neiqhbor of a if {a,b} is an edge of N; the number of  neighbors 
of a is called the deyree of a. The degree of N is the degree of the node with the 
greatest degree. 
A sequence ao, at ... . .  ap of vertices is apath from a0 to ap if, for i < p,{ai, ai+l} 
is an edge; integer p is the lenqth of this path. The graph N is said connected if, for 
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any nodes a and b, there exists a path from a to b. The distance between a and b is 
the length of  the shortest path from a to b. 
Let b be a node such that the distance between a and b is maximal. A path of  
minimal length from a to b is called a radius at node a. 
A chain ao,al . . . . .  ap is a path satisfying the following property: if ai = (tj, then we 
have i = j. 
2.2. d-graph 
Let d be an integer such that d ~> 2. A d-graph G is an unordered pair (N, g) 
where 
(a) N is a connected symmetric graph, which have two types of nodes: 
- the nodes whose degree is d. 
the nodes whose degree is 1 (called the # nodes). 
(b) g is a mapping from the set U of directed edges of N into Za = {1, 2 . . . . .  d}, 
such that, for each node of degree d, the partial function gn, defined by gn(m) -  
g(n, m), is a one-to-one mapping. 
Thus, two numbers, which can be equal, are assigned to every undirected edge. If 
g(n, m)= i, we say that m is the ith neighbor of n. Generally, when m is the ith 
neighbor of n, n is not the ith neighbor of m. 
We define a mapping H from the set of nodes whose degree is d into (77a) a by: 
H(n)  = (tl, t2 . . . . .  td) , where t i is defined by: g(n,m) = i ~ g(m,n)  - t~. 
H(n)  is called the neighbor vector of n. It gives relations between numbers of 
directed edges whose origin is n and numbers of directed edges whose extremity is n 
(see Fig. 1). 
The subgraph of n which is obtained by deleting # nodes is called the under- 
lying graph of G. It is denoted by U(G).  A node of degree i in U(G)  is called an 
i-node. 
Let H be a graph whose degree is not greater than d. A d-graph G, such that 
U(G)  - H,  can easily be constructed (its vertices and edges are defined in a canonical 
way with an arbitrary g mapping). Thus, d-graphs are a way to study the class of  
graphs whose degree is not greater than d (see Fig. 2). 
A d-graph with a distinguished node D is a d-graph such that a unique node, with 
degree d, carries a special mark. 
For the following, the length of  a radius of  U(G)  at D is denoted by r. 
Fig. 1. Numbering of edges. 
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Fig. 2. From a graph to a d-graph. 
2.3. d-graph automaton 
Informally, there is a finite automaton at each vertex m of U(G). At each time step, 
each m senses the states of its neighbors, reads its neighbor vector, and changes its 
own state according these data and its preceding state (in the next paragraph, we will 
see why the neighbor vector is essential). 
Formally, a deterministic d-graph automaton M is an ordered pair (G, M)  where 
(a) G is a d-graph and M is an automaton (Q, 3), 
(b) Q is a finite set of  states, such that the symbol # is an element of Q, 
(c) 3 is a transition function from Q x (77d) d x Qa into Q. 
A configuration c of M is a mapping from the nodes of N into Q, such that c(n)= #, 
for each # node. The application of the transition function 6 takes a configuration c to 
a configuration d ,  denoted by c ---* c t, as follows: for each non-# node n, if  n is in state 
q = c(n), and the neighbors ml . . . . .  md of n are in states qt = c(ml)  . . . . .  qd = c(md), 
then d(n) ,  the new state of n, is equal to 6(q,H(n),ql  . . . . .  qa). 
A state q0 is called a quiescent state if, for each n, 3(qo, H(n) ,qo , . . . ,qo)= qo- 
An initial configuration is a configuration such that each node of U(G), except the 
distinguished node D, is in state q0, which is a quiescent state. 
A configuration c of G, is reachable by the automaton M, if there exists a sequence 
of configurations co, Cl , . . . ,  cp such that 
(a) co is initial, 
(b) Cp = c, 
(c) ci ---+ ci+l, for each nonnegative integer i, such that i < p. 
In this case, we say M realizes c, from co, in p time units. 
2.4. Emission and reception o f  messages 
We want to get a model for the following situation: an automaton is placed on each 
vertex of U(G).  These automata re connected according to the structure of U(G).  
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Through the edges, they exchange "messages" and the memory of each one changes 
according to the received messages. To do this, we limit ourselves to the case where 
each state is a d + 1-tuple (mo, ml ..... ma) (the #-state is seen as the d + 1-tuple 
(#,# . . . . .  #)); m0 is called the memory component of q and mi (for 1 ~ i ~< d) is 
called the ith message component of  q. We also limit ourselves to the case where the 
state q ' -3 (q ,H(n) ,q l  ..... qa) of the node n after a transition depends only on the 
d + 1-tuple (mo, m~, m~2,..., m~a ), where m'~i denotes the tith message component of qi. 
In such a case, we say that the node n, in state q, receives m / from its ith neighbor It 
and the ith neighbor of n sends m~i to n (m~ti is the tith message component of  the 
state of  the node whose tith neighbor is n). 
Let us remark that vector H(n) is indispensable to decide what component of  qi 
equals m t 
t i" 
I f  c is a configuration of  G such that c(n) = (mo ..... md), we also say that n has 
m0 in its memory, when G is in configuration c. 
Thus, we have given a precise sense to the expressions: "n sends a message to m", 
"m receives a message from n" and "n has m0 in its memory". 
In order to transmit several pieces of information, it may be useful to consider a 
message as a set. In this case, its elements are called signals. We say that n sends 
signal S to m if n sends to m a message of which S is element. 
2.5. Acceptors and recoqnizers 
Let M be an acceptor (i.e. an automaton with a special subset F of  the set of 
the states; F is called the set of  the final states). We say that a d-graph G with a 
distinguished node D is accepted by M if there exists a configuration c of  G, reachable 
by M, such that c(D) is element of  F.  The class of d-graphs which are accepted by 
M is denoted by C(M). 
I f  Q also contains a rejection set R such that RAF  = 0, we similarly define 
the class of d-graphs which are rejected by M. A class C of  d-graphs is rec- 
ognized by M if G = C(M) and each d-graph which is not in C(M) is rejected 
by M. 
3. Acceptance and recognition 
Clearly, it is easier to find a graph automaton which accepts a fixed class of d- 
graphs than to find a automaton which recognizes the same class. Nevertheless, if M 
is an acceptor, there exists a simple method to construct a recognizer which accepts 
C(M), under the condition that we have enough information about the time necessary 
for acceptance by M. We develop that idea in this section. 
We need two results about the BFST and radius constructions, due to Wu and 
Rosenfeld [5]. 
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3.1. Breadth first spanning tree construction 
Definition 3.1. Let N be a connected symmetric graph; a breadth first spanning tree 
(BFST for short) on N, deep-rooted in a node n, is a subgraph T of N satisfying the 
following properties: 
• T is a connected graph, 
• T is a tree: if no, nl . . . . .  np is a path of T, then no ~ np, 
• T spans N: each node of N is a node of T, 
• Let m be a node and no, nj , . . . ,np the unique chain in T from n to m; then there 
are no paths in N which are shorter than that path. 
With these notations, we say np 1 is the father of np. 
Let c be a configuration of a graph G. An edge (n, m} of U(G) is called a marked 
edge in c if n has the number i ---- g(n, m), which is encoded in a part of its memory 
(we say that i is stored in the memory of n) and m has the number ti -- g(m, n) which 
is stored in its memory, when G is in configuration c. 
More generally, a tree, a path or a cycle is marked in c if the set of  marked edges 
equals the set of edges of the tree, the path or the cycle, when G is in configuration c. 
Theorem 3.1 (BFST construction). There exists a deterministic automaton M such 
that, for each d-graph G with a distinguished node D, there exists a configuration c
of G, reachable by M, such that a BFST of U(G), deep-rooted in D, is marked in c. 
That configuration is realized in r + 2 time units. 
Description. The node D begins the process by sending a CONSTRUCT signal to all 
its neighbors. 
More generally, a node n, in state q0, receiving one or more CONSTRUCT signals 
(a) arbitrarily chooses (takes as its father) and stores in its memory the number of  
one of the edges which carried the CONSTRUCT signal, and sends back a FATHER 
signal by that edge (by arbitrary choice, we mean that the choice is not important. 
For example, the neighbor m such that the edge (n, m) has the lowest number can be 
chosen). 
(b) transmits the CONSTRUCT signal to all its others neighbors 
(c) waits two time units and receives one or more FATHER signals, and then reg- 
isters the numbers of  edges which have sent these signals. 
After r time units, each node has received CONSTRUCT and, thus, knows its father. 
After r + 2 time units, each node knows its sons. The edges between fathers and sons 
are those of  the BFST. 
3.2. Radius construction 
Theorem 3.2 (Radius construction). There ex&ts a deterministic automaton M ~ such 
that, Jbr each d-graph G with a distinguished node D, there exists a configuration 
c of G, realizable by M, such that a radius is marked in c. That configuration is 
realized in 3r + 1 time units. 
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Description. M'  conforms to the same rules as M, and also to the following rules: 
(1) A node which, one time unit after it has received CONSTRUCT, receives CON- 
STRUCT from all its others neighbors, emits a LEAF signal to its father. 
(2) A node n receiving LEAF waits until all its sons send it the signal LEAF, and 
then transmits LEAF to its father. Furthermore, n stores in its memory the number 
or the edge which connects itself with the last son which transmitted LEAF, possibly 
determined by arbitrary choice. 
After 2r + 1 time units (r + 1 time units are needed for the move of CONSTRUCT, 
then r time units are needed for the move of LEAF), D receives LEAF from its last 
son. The path no, nl,...,nr, where no -- D and, for i < r, ni+l is the last son of  ni, 
is a radius of U(G). To finish this construction, D sends a RADIUS signal through 
that path. When a node ni receives it, ni stores the number of the edge from which 
RADIUS comes and the edge through which RADIUS goes. The move of RADIUS 
adds r time units. 
Remark 3.1. After 2r + 1 time units, a signal can be sent along the radius, from D, 
although its construction is not finished. 
3.3. Segment of automata 
Definition 3.2. A segment of cellular automata is a connected 2-graph with exactly 
two 1-nodes, which are called extremities. One of these is the distinguished node D 
(see Fig. 3). 
In a segment of  automata, the nodes are numerable in such a way that the number 
of D is 0 and each edge has the form {ni, rti+l }. This numbering is unique. 
Remark 3.2. Let G be a d-graph such that a radius no, nl, . . . ,  nr has been previously 
constructed. Let us assume that each node ni only receives messages from both its 
neighbors rti_ 1 an ni+l; then, the behavior of the radius no, nl, . . . ,  nr is the same as 
the behavior of a segment of automata. 
Definition 3.3. A function f from ~ into ~ is constructible i f there exists a deter- 
ministic automaton M such that the following condition is satisfied: For each segment 
of automata whose nodes are numbered as seen before, if at t = 0, that segment is in 
an initial configuration such that D is the only node in a special state qfstart, then each 
node ni (except no = D) receives a fixed signal S, at t = f ( i ) .  
Fig. 3. Segment of automata. 
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Remark 3.3. If f is a constructible function, then f ( i  + 1) ~ f ( i )  and thus f ( i )  ~ i. 
Examples. Each linear function (i.e. which expression is f ( t )  = At + B, where A and 
B are nonnegative integers such that A is not null) is constructible: D counts A + B - 1 
time units before sending S. Each 2-node receiving S counts A - 1 time units before 
sending S to its other neighbor. We can do this with a finite memory, since the number 
of  time units the automaton has to count is limited by A + B - 1. 
Works of  Terrier [4] prove that various functions are constructible. In particu- 
lar, functions n p and pn (where p is a positive integer and n is the variable), are 
constructible. 
Theorem 3.3 (Acceptance and recognition 1). Let M be an acceptor and C(M) be the 
class of  d-graphs which are accepted by M; let f be a constructible J'unction. Let us 
assume that each d-graph G of C(M) is accepted by M in less than f ( r )  time units, 
where r denotes the radius o+1" U(G) in the distinguished node D. Then there exists 
a recognizer M t which recognizes C(M). Furthermore, each d-graph G of C(M) is 
recognized by M' in less than f ( r )  + 3r + 1 time units. 
Proof. The automaton M ~ is an ordered pair (M1, M2), where M1 and M2 are automata 
which work on independent ways in parallel. MI -- M and M2 starts by constructing a 
radius, as seen before. At t - 2r + 1, D emits a signal S which constructs the function 
f ,  along the radius. At t = f ( r )  + 2r + 1, the extremity of the radius receives S and 
sends back a signal END to D. When D receives END, at t = f ( r )  + 3r + 1, we have 
the following alternatives: 
• M1 has previously accepted G; in that case, M'  accepts G. 
• Mj has not previously accepted G; in that case, MI will never accept G, since time 
for acceptance is elapsed. M rejects G. [] 
By a similar argument, we can also prove the following theorem. 
Theorem 3.3' (Acceptance and recognition 2). Let M be an acceptor and C(M) be 
the class of d-graphs which are accepted by M; let f be a function, such that the 
function g, dejSned by g(t) = f ( r )  - 3r - 1, is constructible. Let us suppose that each 
d-graph G of C(M) is accepted by M in less than f ( r )  time units, where r denotes 
the radius of U(G) in the distinguished node D. Then there exists a recognizer M'  
which recognizes C(M). Furthermore, each d-graph G of C(M) is recognized by M ~ 
in less than f ( r )  time units. 
Corollary 3.1. Let C be a class of d-graphs, which is accepted by an automaton 
M in linear time (i.e. time for acceptance is limited by a linear function Ar + B of 
the radius of  U(G) in D). Then there exists an automaton M'  which recognizes C 
in linear time. Furthermore, if A >~ 4 and B >~ 1, then each d-graph is accepted or 
rejected by M ~ in less than Ar + B time units. 
In the following, one can easily verify that, in the cases we study, we have A ~> 4 
and B ~> 1. 
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4. Techniques used 
From this part, we only consider 4-graphs. We introduce methods useful for recog- 
nizing surfaces mentioned in the introduction. 
4.1. Matching of edqes 
Definition 4.1. A square 3 x 3 is a graph N = (X, U) which has the following prop- 
erties: 
There exists a one-to-one mapping 9 from (Y3) 2 to N such that, if a and b are 
vertices of N with a = g(il, j l )  and b = g(i2, j2), then: 
(a,b) cU  ~ ] i1 - i2 ]=1 and j l= j2 ,  or (1) 
I Jl - J21 = 1 and il = i2 (2) 
Conditions (1) and (2) give a canonical partition of  edges in two classes. We say that 
two edges have the same direction if they are elements of the same class. The vertex 
a with a = 9(2, 2) is called the center of the square. Vertices b such that b = 9(i, j),  
with i ¢ 2 and j ¢ 2, are called the comers of the square. 
One of the problems we have to solve is the following: Let n be a fixed 4-node of a 
4-graph G. Can we find a subgraph H of U(G), which is a square 3 × 3 with n as its 
center? In this case, can we color edges issued from n, according to their directions? 
Is that coloring unique? 
We introduce an automaton which answers these questions in four time units (see 
Fig. 4): 
at t = 0: the node n sends four different signals 1, 2, 3 and 4 through its edges (the 
signal i through the ith edge) 
at t = 1: the neighbor of n which has received 1 (respectively 2, 3, 4) transmits 1' 
(respectively U, 3', 4') to its others neighbors. 
at t = 2: the (nonneighbors of  n) nodes which have received exactly two primed 
signals exchange these signals (for example, a node receiving 1' and 2' transmits 1' 
through the edge from which 2' has come and 2' through the edge from which 1' has 
come). Nodes which receive only a primed signal stay in a quiescent state. 
at t = 3: the neighbors of n receive primed signals and transmit hese signals to n. 
at t = 4: n receives signals through its four edges and analyses the situation. 
To understand this analysis, let us first study the very particular case where U(G) is 
a square 3 × 3 centered in n. In that case, the comers of  the square are the exchange 
nodes, two edges brings the same double answer to n ({1', 3'} in Fig. 4) while both 
other edges brings the complementary double answer ({U, 4'} in Fig. 4). Thus, the 
node n can color its edges according to their directions. 
Now, let us study the general case where a double answer formed by two distinct 
signals comes to n from each of its edges. Thus, we have eight signals and, there- 
fore, four exchange nodes. For example, let us assume that two edges give the answer 
300 E. Remila 
© 
exchangeno, ~.~,~ .~2' ().__~..,~__@changenode 
y3', i'"2"i 2~ ~_~_] J~ l '  1_..~ 
..~... ( ) ---~, hange node 
4' ~/1' ' 
© 
Fig. 4. Matching of edges. 
{1;, 3;} and both other edges give the answer {U, 4'}. Since signals never return, 1 
and 3 have been emitted, at t = O, through the edges which give the answer {2;, 4'} at 
t = 4. Therefore, the node which receives 1 at t = 1, receives {2', 4'} at t = 3. This 
proves that there exists a node which exchanges 1' and 2' and a node which exchanges 
1 ~ and 4 ~. The same argument also proves the existence of a node which exchanges 3; 
and 2; and a node which exchanges 3' and 4'. The subgraph H of U(G) whose vertices 
are n, the neighbors of n and the exchange nodes and whose edges are the edges of  n 
and the edges through which the exchange nodes receives signals, is a square 3 x 3. 
Thus, the edges of  n are colored, according to their directions in H. We have a unique 
H, and therefore a unique matching, because there are no other exchange nodes. 
We now have to study the cases where an edge gives to n more than two signals, 
at t = 4. (Informally, we have parasitic signals which jam our vision of the square 
3 x 3.) Nevertheless, if there exists a square 3 x 3 centered in n, then we can choose 
two signals for each edge, and delete the other signals in such a way that two edges 
brings the same double answer to n, while both other edges bring the complementary 
double answer. 
Conversely, if that condition is realized, then the argument of the previous case is 
still acceptable and, thus, permits to find a square 3 × 3 centered in n, and therefore 
to color the edges of n according to their directions. 
Let us note there are at most six exchange nodes, and therefore twelve signals which 
come to n at t = 4. Moreover, if a fixed signal comes to n through exactly two edges, 
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then the coloring is unique since we are obliged to assign the same color to both those 
edges. Thus, we have the following conclusion: The coloring is unique, except if three 
distinct signals come back through each edge of n. In this case, there are six exchange 
nodes and every coloring is acceptable. 
Thus, we may state the following theorem. 
Theorem 4.1 (Coloring of  edges 1). Let n be a 4-node; there exists a deterministic 
automaton M which computes in four time units an algorithm with the following 
properties: 
(1) It permits us to know if there exists a subgraph H of U(G) which is" a square 
3 × 3 centered in n, 
(2) I f  such a subgraph exists, the algorithm colors edges of n, according to their 
directions. 
Furthermore, the coloring is unique, except if each pair of neighbors of n has a 
common neighbor, which is not n or a neighbor of n. 
We also have to solve the similar problem for 3-nodes: Let n be a fixed 3-node of 
a 4-graph G. Can we find a subgraph H of U(G), which is a rectangle 3 × 2 with 
n as a node of H, but not as a comer? In this case, can we color edges issued from 
n, according to their directions? ls that coloring unique? The method is the same as 
in the case of a 4-node, but we use only three signals. Thus we obtain the following 
theorem. 
Theorem 4.1 ~ (Coloring of edges 2). Let n be a 3-node; there exists a deterministic 
automaton M which computes in four time units an algorithm with the following 
properties: 
(1) It permits us to know if there exists a subgraph H of U( G) which is" a rectangle 
3 × 2 with n as a node of H, but not as a corner. 
(2) I f  such a subgraph exists, the algorithm colors edges of n, according to their 
directions. 
Moreover, the coloring is unique, except if each pair of  neighbors of n has a 
common neighbor, which is not n or a neighbor of n. 
4.2. Straight line and straight cycle construction 
4.2.1. Straight line construction 
Let no be a node whose edges are matched. Thus a matching is fixed, it may be 
obtained by the previous method or by any other way. Let us denote a, b, c and d for 
the neighbors of no (or only a, b and c if no is a 3-node). We can assume, without 
loss of  generality, that edges (no, a) and (no, b) have the same color. 
Definition 4.2. Let no, nl, . . . ,  np  be a path. We say that no, nl, . . . ,  np  is a straight 
line of origin (no, c) if the following conditions are satisfied: 
(a )  nl = e, 
(b) ni = nj if and only if i = j (the path includes no cycle), 
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" " satisfying the fol- ' ' ' and a path n~', n I . . . . .  (c) There exists a path no, n 1 . . . . .  np np 
lowing properties: 
(1) n 0=a and b, 
(2) For each integer i such that 0 <~ i <~ p,n~ and n;' are distinct neighbors of ni 
such that n~ ¢ ni 1 and n;' ¢ ni- l ,  
(3) For each integer i such that 0 ~< i ~< p - 2, n~ and n~' are not neighbors of ni+2 
(thus, we have n~ ¢ ni+l and n~' ¢ ni+l ). 
Informally, a straight line is surrounded with two paths, which give the structure of  
the neighborhood of the line. 
Theorem 4.2. There exists a deterministic automaton M which constructs the longest 
straight line no, nl . . . . .  np o f  origin (no, c) in less than p + 2 time units. Further- 
more, in less than p + 2 time units, no receives a signal which indicates that the line 
no, nl, . . . ,  np is constructed. 
Description. We use the following signals: EXPLORE, CONFIRM, SUP (superior) 
and INF (inferior) and a mark LINE. 
(A) Initialization: At t = 0, no stores a mark LINE on its memory, sends to c a 
signal EXPLORE, indicates a to send a signal SUP to all its other neighbors, and 
indicates b to send a signal INF to all its other neighbors. 
At t = 2, no sends a signal CONFIRM to c. 
(B) Movement: It obeys the following rules: 
(1) Each nonmarked LINE 4-node n receiving a unique signal EXPLORE, transmits 
EXPLORE to all its other neighbors. Two time units later, the node n receives answers 
and analyses the situation. 
(a) I f  n receives exactly one signal SUP', one signal INF' and one signal CONFIRM, 
then n takes the mark LINE and transmits CONFIRM to the neighbor which has sent 
no answer. 
(b) If n receives exactly two signals SUP', one signal INF' and one signal CON- 
FIRM, then n takes the mark LINE and emits a signal END to all its neighbors. 
(c) If n receives exactly two signals INF/, one signal SUP' and one signal CON- 
FIRM, then n takes the mark LINE and emits a signal END to all its neighbors. 
(d) If n receives exactly one signal SUP', one signal INF', one signal CONFIRM 
and one signal STOP, then n takes the mark LINE and emits a signal END to all its 
neighbors. 
(e) In any other case, n sends a signal STOP to the neighbor which has sent EX- 
PLORE. 
(2) Each nonmarked LINE 3-node n receiving a unique signal EXPLORE, transmits 
EXPLORE to all its other neighbors. Two time units later, the node n receives answers 
and analyses the situation: 
(a) If n receives exactly one signal SUP', one signal INF' and one signal CONFIRM, 
then n takes the mark LINE and emits a signal END to all its neighbors. 
(b) In any other case, n sends a signal STOP to the neighbor which has sent 
EXPLORE. 
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(3) Each node which is different from nodes of the previous cases, receiving a 
unique signal EXPLORE, answers STOP to the node which has sent EXPLORE. 
(4) Each node receiving simultaneously EXPLORE and SUP, answers a signal SUP' 
to the node which has sent EXPLORE and transmits SUP to its other neighbors• 
(5) Each node receiving simultaneously EXPLORE and 1NF, answers a signal INF 
to the node which has sent EXPLORE and transmits INF to its other neighbors. 
(6) Each node receiving END transmits END to all its neighbors. 
(7) Each node receiving an other distribution of signals than those of the previous 
rules sends no signal and takes no mark. 
The proof of the above theorem follows from the following lemmas: 
Lemma 4.1. (See Fig. 5.) I f  before t = p + 2 (including t = p + 2), neither signal 
STOP nor END has been sent, then there exists a straight line of origin (no, c) and 
of length p. 
More exactly, the situation at t = p + 2 is the following: 
• The marked LINE nodes form a straight line no, nl . . . . .  np. 
• np receives a signal SUP', a signal INF ~ and a signal CONFIRM, that last signal 
having been sent by np-i. 
r denote the neighbor of np which has sent SUPt; each node receiving SUP • Let np 
I is a neighbor of n~p, that signal coming from np. 
• Let nptt denote the neighbor• of np which has sent INFt; each node receiving INF is 
I t  l !  a neighbor of np, that signal coming from np. 
• np is a 4-node. Let np+l denote the neighbor ofnp which has sent no signal; np+l 
is' a 3-node or a 4-node, and the neighbors of np+! (different from np) are the only 
nodes receiving EXPLORE. 
•np transmits CONFIRM to np+l. 
(~Sup explore ) 'P Sup explo/re~C) 
ISuP 2 /exp,  
Fig. 5. Situation described in Lemma 4.1. 
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Proof. By induction on p. If, at t = p + 3, neither STOP nor END are emitted, then 
np+l is a 4-node receiving exactly a signal SUP', a signal INF' and a signal CONFIRM. 
' " and Then, we easily verify that the These signals permit us to define rip+l, np+ 1 rip+2. 
statements of  the lemma are satisfied. [] 
Lemma 4.2. If, at t = p + 3, a signal END is' emitted with no emission o f  a signal 
END or STOP before, then the nodes marked LINE form the longest straight line o f  
origin (no, e). 
Proof. According to the situation at t = p + 2 (described in Lemma 4.1 ), the signal 
END must have been emitted by np-1, at t = p + 3. Thus we have the following 
alternatives: 
• np+l is a 3-node receiving exactly a signal SUP ~, a signal INF ~ and a signal CON- 
FIRM. Then, clearly, the line no, nl, . . . ,  np+l is the longest straight line of  origin 
(no, c). 
* np+l is a 4-node receiving exactly two signals SUP', a signal INF' and a signal 
CONFIRM. In this case np_ 1 is chosen arbitrary among both the neighbors of  np+l 
which have sent SUP. The other one cannot continue the straight line, since it is e 
I neighbor of np. 
•np+!  is a 4-node receiving exactly two signals INF', a signal SUP' and a signal 
CONFIRM. This case is treated as the previous case. [] 
Lemma 4.3. If, at t = p + 3, the node np+l emits a signal STOP with no emission 
o f  a signal END or STOP before, then no, nl . . . . .  np is" the longest straight line o f  
origin (no, c). 
Proof. We only have to verify that no, nl . . . .  ,np+l is not a straight line. That is 
obvious, since np+l emits STOP. [] 
Lemma 4.4. I f  at t = p + 3, a signal STOP is' emitted by another node than np+l 
with no emission o f  a signal END or STOP beJore, then n~p+l, np+ and np+2 are 
defined on a unique way and one neighbor o f  np+2 emits STOP. 
This lemma is obvious. In this case, at t -  p + 4, the node np+2 emits STOP or 
END, and everything oes as we saw in Lemmas 2 and 3. 
4.2.2. Straight cycle construction 
Let no be a 4-node whose nodes are colored. A coloring is fixed, which may be 
obtained by the previous method or by another way. Let us denote a, b, c and d for 
the neighbors of no. We can suppose, without loss of generality, that edges (no, a) and 
(no, b) are matched. 
Definition 4.3. Let no, n l , . . . ,np ,  no denote a cycle, no, h i , . . .  ,rip, no is a straight line 
of  origin (no, c) if it satisfies the following properties: 
(a) The path no, nj . . . . .  np is a straight line of  origin (n, c), 
(b) np - d. 
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Theorem 4.3. There exists a determin&tic automaton M which behaves in the Jol- 
lowing way: M constructs the longest straight line no, nl . . . . .  np of origin (n, c), and, 
afterwards, the straight o'cle of origin (n, c), if it exists. When this' cycle is con- 
structed, a signal which indicates the end the construction is sent to no. I f  no straight 
cycle of  origin (n, c) exists, then a signal which indicates the impossibility of  the 
construction is sent to no. Furthermore, in the case where a straight cycle exists, no 
knows that the construction is finished in less than p + 3 time units. 
Descr ipt ion.  We have previously seen an automaton which constructs no, n l , . . . ,np,  
the longest straight line of  origin (no, e). We use that automaton, to which we give 
the following modifications: 
(a) At the initialization, no indicates d to take the mark SPE (special) 
(b) When np is defined, we have the following alternatives. 
• I f  np is equal to d, then d sends a signal STRAIGHT CYCLE 
CONSTRUCTED 
• If np is not equal to d, then d sends a signal NO STRAIGHT CYCLE to 
all its neighbors. 
Let us remark that no, nl , . . . ,np is constructed in less than p+2 time units and, 
in the case where the straight cycle exists, only one more time unit is necessary to 
inform no. 
4.3. Duplication 
, , t is a Def in i t ion 4.4. Let no, nl . . . . .  np be a path of U(G). The path no, n 1 . . . . .  np 
duplication of no, nl . . . . .  np if the following conditions are satisfied: 
(a) For each pair of  integers i, j with 0 4 i ~< p and 0 4 j 4 p, we have ni ~ n~ 
(b) For each integer i with 0 <~ i 4 p,(ni, n~) is an edge of U(G) 
(c) For each pair of integers i, j with 0 ~< i ~< p and 0 4 j ~< p, n~ = n~ if and 
only if n~ = n~. 
4.4. Longest straight line duplication 
Theorem 4.4. Let no, n~ . . . . .  np be the longest straight line of  origin (n, c), and a be 
a neighbor of  no such that the edges (no, a) and (no, c) are not matched. There exists 
/ / / of no, n l~. .  ~tlp a deterministic automaton M constructing a duplication n o, n~ . . . . .  np 
/ 
with n o = a, if such a duplication exists. Furthermore, in the case where the con- 
struction of n'o, n' I. . . . .  np is possible, no knows that the duplication is" constructed in 
less than 2 p + 4 time units. 
Descr ipt ion.  We use the automaton which constructs no, nl .... ,np (at t = 0, SUP is 
sent to a) to which we give the following modifications: 
(a) Each node receiving simultaneously EXPLORE and SUP registers in its memory 
the number of  the edge through which SUP came. 
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(b) When np emits END, np also emits a signal DOUBLE to one of the nodes 
which has sent SUP'. 
(c) Each nonmarked LINE or DOUBLE node which receives DOUBLE, transmits 
DOUBLE to the node which has sent SUP. 
(d) Each marked LINE or DOUBLE node which receives DOUBLE, stops the move- 
ment of the signal DOUBLE. 
(e) If the node a receives DOUBLE, then it indicates to no that the duplication is 
done. 
After at most p + 2 time units, np emits DOUBLE. the movement of  DOUBLE from 
np to a needs p + 1 time units. Therefore, no knows that the duplication is constructed 
in less than (p +2)  + (p + 1) + 1 - 2p + 4 time units. 
4.4.1. Straight cycle duplication 
Theorem 4.5. Let no, nl . . . . .  np, be the longest straight line o f  origin (no, c), and a be 
a neighbor o f  no such that the edges (no, a) and (no, c) have different colors. There 
exists a deterministic automaton M with the following characteristics: 
(a) M constructs, i f  it is' possible, the straight cycle no, nl . . . . .  np, no of origin 
(no, c) and tells' no that the straiyht cycle is constructed. 
' i f  t , . ,np, ' ofno,  nl, . np, no with n o=a,  (b) M constructs a duplication n o, n l , . .  n o .. , 
such a duplication exists. 
/ ' np  are  (c) In the case where the constructions o f  no, nl . . . . .  np, no and no, n 1 . . . . .  
possible, no knows that the duplication is constructed in less than 2 p ÷ 6 time units. 
Description. We have to construct a duplication of the longest straight line no, n~,.. . ,  np, 
' is a neighbor of  a. of  origin (no, c) and control that np = d and np 
When the node np emits END, it verifies that it is equal to d. In that case, np sends 
a signal JOIN to all its neighbors which have sent SUP'. If those are neighbors of 
the node a, then they answer JOIN t. If those are not, then they answer nothing. If np 
receives at least one answer JOIN t, then np sends a signal DOUBLE CYCLE to one 
of its neighbors answering JO1N'. The movement of DOUBLE CYCLE is identical 
with the movement of DOUBLE. If a receives DOUBLE CYCLE, then a indicates to 
no that the cycle duplication is constructed. 
We have to add two time units, necessary for the exchange of the signals JOIN, to 
the 2p + 4 time units of  the longest straight line duplication. Thus, we need less than 
2p + 6 time units. 
5. Recognition of a rectangle 
Definition 5.1. A rectangle m × n is a graph N = (X, U) satisfying the following prop- 
erty: There exists a one-to-one mapping g from 7/m × ~,,, m and n denoting nonnegative 
integers, to X such that, for each pair (a, b) o f  X 2, if a = g(ij, j l )  and b = g(i2, j2), 
then 
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Fig. 6. Rectangle m × n, 
m nodes 
(a ,b)  ¢ U ~ [il - i2 [ -  1 and jl - j2 ,  or (1) 
]jl - j2 ]  = 1 and i! = i2 (2) 
Conditions (1) and (2) give a canonical partition of  U in two classes. We say that 
edges have the same direction if they are in the same class. 
For m >~ 2 and n ~> 2, the four vertices of degree 2 are called the comers of the 
rectangle (see Fig. 6). 
Theorem 5.1. Let CR be the class of 4-graphs, with a distinguished node D, such that 
U(G) is a rectangle. There exists a deterministic automaton M which recognizes CR 
in linear time. 
Wu and Rosenfeld [6] give an idea of the proof of  this theorem. We give a com- 
plete proof, different from Wu and Rosenfeld's proof, even if it uses the same ideas. 
We only describe an acceptor M with C(M) -  CR, for which acceptance takes a 
linear time. That is sufficient, from the corollary of  the acceptance and recognition 
theorems. 
Finding a corner. M begins by constructing a BFST of origin D, and a radius of 
origin D. The radius permits us to find D', the most distant node from D (D t is the 
TL-comer of  the potential rectangle). This needs 3r + 1 time units. 
Now we have a discussion according to the structure of the neighborhood of D'. We 
first treat the particular cases, before coming back to the general case. 
5.1. Particular cases 
(1) If D' is a 3-node or a 4-node, then there is a rejection (More precisely, D ~ emits 
a signal REJECT through all its edges. Each node receiving REJECT transmits it to 
all its neighbors. When D receives REJECT, then it rejects G). 
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(2) If D ~ is a 0-node, then D - DqM accepts G. 
(3) If D ~ is a 1-node, then the rectangle can only be a finite linear graph (i.e. a 
rectangle m x 1). D r sends a signal SIGNAL to its unique neighbor in U(G). When 
a 2-node receives SIGNAL, it sends it to its other neighbor. When a 1-node receives 
SIGNAL, it sends a signal ACCEPT to D. (More precisely, it emits a signal ACCEPT 
through all its edges. Each node receiving ACCEPT transmits it to all its neighbors. 
When D receives ACCEPT, then it accepts G.) 
The above work takes at most d + r time units (d denotes the diameter of  U(G)).  
(4) If D I is a 2-node which has at least a neighbor which is a 4-node, then there is 
a rejection. 
(5) If D r is a 2-node which has at least a neighbor D1 which is a 2-node, then the 
rectangle must be a rectangle m x 2. 
D r sends a signal M x 2 to Di. At the following transition, D r and DI both send 
M x 2 to their other neighbor. The process continues as follows: A 3-node receiving 
M x 2 sends a signal PHASE to its both other neighbors. One time unit later, it receives 
a PHASE from one of these two neighbors; then, it sends M x 2 to the other one. A 
2-node receiving M x 2 sends a signal END to its other neighbor. At the following 
transition, if it receives END, then it sends ACCEPT to D. 
The above work takes at most 1 + 2d + r time units. 
(6) The case where D r is a 2-node whose at least a neighbor is a 1-node is impos- 
sible, because of the condition of  maximal length between D and D r. 
Now, we study the general case. 
5.2. General case: D r is a 2-node with two 3-neiqhbot~ 
Three processes begin simultaneously. 
5.2.1. Process o f  recognition o f  the border 
D' sends two signals: T (top) and L (left); one signal through each edge. The 
signals move as follows: A 3-node receiving T (respectively L, B (bottom), R (right)) 
verifies it has a unique 4-neighbor, takes the mark T (respectively L, B (bottom), R 
(right)) and transmits T (respectively L, B (bottom), R (right)) to its last neighbor. A 
2-node receiving T (respectively L) takes the mark TR (respectively BL) and transmits 
R (respectively B) to its other neighbor. A 2-node receiving simultaneously B and R 
takes the mark D". In any other case, there is a rejection. If we really have a rectangle, 
then this process takes d time units. 
5.2.2. Process o f  direction assignment 
Each node n assigns a direction, symbolized by a cardinal point (N, S, E or W), 
to each of the edges of  origin n. To do this, we use a number i of  Z/3Z, called 
line number (since it is the line number of  n, modulo 3). This process obeys to the 
following rules (see Fig. 7). 
(1) Initialization rule: D t sends two signals E0 and So,Eo through the edge which 
also carries T and So through the edge which also carries L. 
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Fig. 7. Direction signals emitted and received by a node. 
si-1 
(2) Semi-direction assignment rules: (a) A nondirected node (i.e. a node whose 
edges are assigned no direction) receiving several signals Si and Ei, verifies that it is a 
4-node, a R-node or a B-node. Then it chooses among these signals, the two signals E i 
and Sj with the same number (if several choices are possible, then there is a rejection), 
takes j + 1 as its line number, assigns W to the edge which carries S) and N to the 
edge which carries E/. 
(b) A nondirected node receiving a unique signal E~ verifies that it is a T-node, 
takes j as its line number and assigns W to the edge which carries E:. 
(c) A nondirected node receiving a unique signal Sj verifies that it is a L-node, 
takes j + 1 as its line number and assigns N to the edge which carries S/- 
In the three previous cases, the nodes are now "semidirected", As soon as a node 
n is semidirected, it sends a signal W through its W-edge and a signal N through its 
N-edge (of course, except if n is a L-node or a T-node. In these cases, n emits only 
one signal). 
(3) Direction assignment rules: (a) A semidirected node receiving simultaneously 
the both signals N and W finishes to assign the directions: it assigns S to the edge 
carrying N and E to the edge carrying W. 
(b) A semidirected node receiving only a signal N, verifies that it is a R-node and 
assigns the direction S to the edge carrying N 
(c) A semidirected node receiving only a signal W, verifies that it is a B-node and 
assigns the direction E to the edge carrying W 
In the three previous cases, the nodes are now totally directed. As soon as a node 
n is totally directed, it sends a signal Ei through its E-edge and a signal Si through its 
S-edge, where i is its line number. 
(4) Propagation rule: A semi directed node n receiving simultaneously several sig- 
nals Ei and Se transmits them through the edges which are assigned no direction. 
(Thus, if n is a 4-node, then each signal leaves n through two edges) 
Furthermore, in any situation not described by the above rules, a signal REJECT is 
emitted. 
Let us fix the origin of time (t = 0) when D' simultaneously emits the signals L, 
T, E0 and So. We say that the level of a node n is k if the distance between n and 
D' equals k. With this convention and this definition, we give three lemmas, which 
explain the behavior of the direction assignment process: 
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Fig. 8. Progress of the process of direction assignment. 
Lemma 5.1. If, at t = 3k + 2, no signal REJECT has previously been emitted, then, 
at t = 3k + 2, the following propositions are satisfied: 
(a) The nodes whose level is lower than k are totally directed and emit and receive 
no direction signal, 
(b) The nodes whose level is k are totally directed and emit signals Ei and Si, 
(c) The nodes whose level is k + 1 are semidirected and emit and receive no di- 
rection signal, 
(d) The nodes whose level is greater than k + 2 are nondirected and emit and 
receive no direction signal, 
(e) For each integer i such that 0 <~ i <~ k, the edges issued from nodes of level i 
and coming to nodes of  level i+  1 are the S-edges and the E-edges (thus, the edges 
issued from nodes of level i + 1 and coming to nodes of level i are the N-edges and 
the W-edges). 
Proof. The proof of  this lemma is a proof by induction on k, with no particular 
difficulty. We assume that we have the above situation at t = 3k + 2, and we see what 
happens three time units later (see Fig. 8). [] 
Lemma 5.2. We assume that no reject is emitted during the previous processes. 
(a) Let n be a L-node. The N-neighbor and the S-neighbor of n ( if  they exist in 
U(G)) are G-nodes. 
(b) Let n' be a T-node. The W-neighbor and the E-neighbor of  n' ( i f  they exist in 
U(G)) are T-nodes. 
(c) Let n" be a B-node. The W-neighbor and the E-neighbor of n H (if  they exist 
in U(G)) are B-nodes. 
(d) Let n'" be a R-node. The N-neighbor and the S-neighbor of n'" ( i f  they exist 
in U(G)) are R-nodes. 
Proof. We only prove (a), since (b), (c) and (d) have a similar proof. Let us remark 
that the algorithm insures that n has no W-neighbor. Generally (except if n -- D ~ or 
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Fig. 9. Insufficiency of the process of direction assignment. 
n is the BL-node), n has three neighbors. Two of these neighbors are G-nodes, the 
directions N, S and E have been assigned to the edges issued from n. The E-neighbor 
of n cannot be a G-node since it has a W-neighbor. 
• I f  n is the BG-node, then a similar argument (with two edges) gives the result. 
• I f  n equals D ~, then the initialization gives the result. [] 
Lemma 5.3. Let r t be the lenyth of a radius of U(G) in D r. Node D" is the only 
node whose level is k. 
Proof. Level r t is the greatest level that a node can have. Each node n, different from 
D", has a S-neighbor or a E-neighbor. From Lemma 5.1, the level of this neighbor is 
greater than the level of n. Therefore, the level of n is different from r r. Furthermore, 
there exists a node whose level is r r in U(G). It must be D", since it is the only node 
with neither S-neighbor nor E-neighbor. [] 
Clearly, if  U(G) is a rectangle, then the previous processes finish with no rejection. 
Is the converse true? If it were, then for each node n, the node m which is the 
W-neighbor of the N-neighbor of n, would be equal to m t, the N-neighbor of  the W- 
neighbor of n. But we only know that n simultaneously receives signals Si and El, Si 
having been emitted by m ~ and Ei having been emitted by m. That proves that m and 
m ~ have the same line number, but does not prove that m = mq 
In this example (Fig. 9), n simultaneously receives the signal E0, coming from b 
and emitted by m and the signal So, coming from b r and emitted by m ~. The node n 
cannot see that E0 and So have not been emitted by the same node. The situation is 
similar for n'. For the above graph, the direction assignment process finishes with no 
rejection, as in a rectangle. 
So, because of  the above difficulty, we need a third process. 
5.2.3. Verification process 
We use a signal V (verification) such that the E-neighbor of  a node n receives V 
three time units after n, and the S-neighbor of n receives V six time units after n. 
Initialization." 
• At t = 2, node D ~ emits a signal V through its E-edge. 
• At t = 5, node D'  emits a signal V through its S-edge. 
Propagation: A node n receiving V at t = tn verifies it is in one of  the following 
situations: 
(a) n is a T-node and receives V through its W-edge. 
312 E. Rernila 
(b) n is a L-node and receives V through its N-edge. 
(c) n is another node and simultaneously receives V through its W-edge and its 
N-edge. 
After this verification is done, at t = tn + 2, n transmits V to its E-neighbor (except 
if n is a R-node) and at t -- tn + 5, n transmits V to its S-neighbor (except if n is a 
B-node) (see Fig. 10). 
Theorem 5.2. I f  D" simultaneously receives V through its W-edge and its N-edge, 
with no rejection before, then U(G) is a rectangle. 
To prove this theorem, we use the notion of  rising path. 
Definition 5.2. A rising path no, nl .... np is a path such that no = D and the level of 
ni is lower than the level of ni+l, for 0 ~< i < p. 
Let us remark the following facts: 
• The edge (ni, ni+l) has the direction E or the direction S, 
• The level of  ni equals i, 
• Each rising path with i E-edges and j S-edges is covered by the signal V in 3i + 6j 
time units. 
The proof of  the previous theorem follows from three lemmas. 
Lemma 5.4. Let no, nl, . . .np and no, ' ..npt be two rising paths with the same length 
p. I f  those both paths have the same number i of E-edges (and therefore the same 
I number j of of S-edges), then np = np. 
Proof. By induction on p. Let us assume that the lemma holds for the paths whose 
! / length is not greater than p and take no, nl,. . .np, np+l and no, nl,...np+ ~ two rising 
paths with the same number i of  E-edges the same number j of S-edges. 
(a) If both edges (np, np+l) and (np, np+l) have the same direction, then, from the 
t Thus, we have np+l z np+l 'induction hypothesis, np = np. 
i nodes  
-I 
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reception line 
Fig. 10. Progress of the verification process. 
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(b) If both edges (np, np+l) and (np, np+ l) have not the same direction, then we 
can assume without loss of  generality, that (np, np+l ) is a S-edge and (np, np+l)t  , is a 
E-edge. 
(i) If np+ I has no W-neighbor, then np+l is a L-node. Thus, from Lemma 5.2, np 
is also a L-node. The edge (np l,np) is a S-edge, since np has no W-neighbor. Thus, 
from the Lemma 5.2, np I is also a L-node. By repeating this argument, we obtain that, 
for each integer i with 0 <~ i <<, p + 1,ni is a L-node. Thus, the path no, nl .... np, np+l 
has only S-edges. Thus, j = 0. That is impossible, since (n~p, np+l) is a E-edge. 
(ii) If np+l has a W-neighbor, then let us denote it by m. The level of  m is p. 
There exists a rising path n~ r, n~( . . . . .  np, with i / E-edges and jt S-edges which stops in 
m. Since i+ j=p+l  and i t+ j~=p,wehave  
i+ j= i t  + j l  + 1. 
Furthermore, the signal V covers no, nl . . . . .  np, np+l in 3 i+6 j  time units and 
t~ H in 3it+ 6S time units. Thus, V covers the rising path g covers /'/0, n l ,  . . . ,  np 
'~ " " in 3i ~ ÷ 6j' ÷ 3 time units. So we have n0,//1 , . . . ,np ,  np+l 
3i + 6j = 3i t + 6y + 3. 
Therefore, i t=  i 1 and j r=  j. Those equalities prove that m = np, from the in- 
t [] duction hypothesis. Thus, np+l =np+ I. 
This lemma permits to define a function 9 from N 2 into the set of  the nodes of  
U(G) by #(i, j )  = n if n is the extremity of  a rising path no, nl . . . . .  np, with i E-edges 
and j S-edges. 
Lemma 5.5. Two risin9 paths with the same extremity have the same number o f  
E-ed#es and the same number o f  S-edges. 
I t Proof. Let no, n1,. . . ,np and no, nl,...,np be two rising paths with the same extrem- 
ity n. Let i (respectively i ~) be the number of  E-edges of  no, n1 . . . . .  np (respectively 
do, ntl . . . . .  np) and j (respectively jr) be the number j of S-edges of  the same path. By 
considering the level of n, we have 
i ÷ j  = i t + j r  . 
Since V covers both paths in the same time, we have 
3i + 6j = 3i t + 6j t . 
Thus i= i  t and j= j t .  [] 
This lemma proves that the function # defined above is injective. 
Lemma 5.6. Let D" = #(a, b). The domain ~ of  the function 9 equals 77 a x 77 b. 
Proof. Let (i, j )  be an ordered pair such that 9(i, j )  is defined. There exists a rising 
path no, nl . . . . .  np such that np =- 9(i, j ) .  Let no, n1 .... np+p, be a rising path including 
no, n1 . . . . .  np, of maximal length. Thus, np+p, has neither E-neighbor nor S-neighbor. 
Therefore, np+p, • Ott. Then i ~< a and j ~< b. 
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Conversely, by using the rising paths which follow the border of the potential rect- 
angle, we obtain: 
• If n is a L-node, then n = g(0, j) ,  with j ~< b, 
• I f  n is a T-node, then n = g(i, 0), with i ~< a, 
• I f  n is a R-node, then n = g(a,j), with j ~< b, 
• I f  n is a B-node, then n = g(i, b), with i ~< a. 
Let (i, j )  be an ordered pair of integers such that 0 ~< i ~< a and 0 ~< j ~< b. We 
will prove that g(i, j )  exists by induction on p = i + j. Let us assume that, for each 
ordered pair (i, j )  of  2~ x 77b with i+ j  <~ p, g(i,j) exists. Let us take an ordered pair 
(io,jo) of 7/a × 2b with io + jo  = P+ 1. 
(a) I f  io ¢- 0, then (io - 1,jo) is an element of  2Va × 2rb. Thus, from the induction 
hypothesis, g(io-  1,j0) exists. If ( to -  1,jo) were a R-node, then io -  1 = a. This 
contradicts the fact that (io,jo) is an element of 7/a x 7/b. Thus g(io - 1,jo) has a 
S-neighbor, which equals g(io,jo). 
(b) I f  i0 = 0, then jo ¢ 0. Thus, we can use the same method with j. [] 
The restriction of g to Ya × 7/b is a one-to-one mapping. This proves that U(G) is 
a rectangle. Furthermore, D" receives V after 3a + 6b time units. 
5.2.4. End of the algorithm 
As soon as D" has simultaneously received V, from its N-neighbor and its W- 
neighbor, D ~ sends a signal ACCEPT 1 to D' (for example by following the border). 
When D ~ receives ACCEPT 1, then it sends a signal ACCEPT 2 to D, through the 
radius. I f  D receives ACCEPT 2 without having received any rejection signal before, 
then that means that no signal REJECT has been emitted. So U(G) is a rectangle. D 
accepts G. 
5.2.5. Time complexity 
3r + 1 time units are necessary for determining D ~, 3a + 6b time units are necessary 
for simultaneously computing the three processes, a + b time units are necessary for 
the signal ACCEPT 1 to propagate from D" to D r, r time units are necessary for the 
signal ACCEPT 2 to propagate from D / to D. So we obtain that the acceptance time 
equals 
/accept = 4r + 4a + 7b + ltime units. 
We know that a + b = d, so a + b ~< 2r, hence 
taccept ~< 4r + 7(a + b) + 1 ~< 18r + 1 time units. 
6. Recogn i t ion  o f  a to rus  
Def in i t ion  6.1. A toms m × n is a graph N = (X, U) satisfying the following property: 
There exists a one-to-one mapping g from (~/rnZ) × (Z/nZ),m and n denoting non- 
negative integers, into X such that, for each pair (a,b) of X 2, if a = g(il,jl) and 
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Fig. 11. Toms m × n. 
b = g(i2,j2), then 
(a,b) EU e* [ i1 - i2 [=1 and j l= j2 ,  or (1) 
[jl - - j21  = 1 and ii = i2 (2 )  
The conditions (1) and (2) give a canonical partition of U in two classes. We say 
that edges have the same direction if they are in the same class (see Fig. 11). 
Theorem 6.1. Let Cr be the class of 4-graphs G, with a distinguished node D, such 
that U(G) is a torus. There exists a deterministic automaton M which recognizes" 
CT in linear time. 
Proof. As for the rectangle, we only produce a deterministic automaton M with 
C(M) = Cr such that acceptance takes linear time. For the following, we assume that 
G has only 4-nodes since the presence of a non-4-node implicates a rejection (more 
precisely, a non-4-node receiving any signal emits a signal REJECT). [] 
6.1. General case 
D starts by matching its edges. If the matching is not possible, there is a rejection. 
The case where two matching are possible will be seen later. In this paragraph, we 
only study the case where the matching is unique. 
Let us denote the neighbors of D by a, b, c and d. We can assume, without loss 
of generality, that (D, a) and (D, b) are matched. M tries to construct a straight cycle 
Ci of origin (D, a) and a duplication C I of C1, which contains c. If this is impossible 
(because Ci or C I does not exist), there is a rejection. Simultaneously, M tries to 
construct a straight cycle C2 of origin (D, c) and a duplication C~ of C2, which contains 
a (see Fig. 12). 
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Fig. 12. Recognition ofa toms General case. 
Let D" denote the neighbor of  a and c(D" is unique since, if it were not, then Cl and 
C2 would not exist). D" is an element of both Cl and 6"2. Now, let us delete the edges 
between the cycles and their duplications, i.e. the edges {m, n} with m C Ci and n c C,', 
for i = 1 or i = 2 (informally, we cut up G, following two perpendicular directions). 
U(G) is a torus m × n if and only if we now obtain a rectangle m × n whose corners 
are D, D", a and c, D and D" being opposite. To recognize this rectangle, we use the 
previously seen automaton, with the following modifications: 
(a) We do not need to find a corner. We take D = D'; 
(b) The node BR of the rectangle must be equal to the node D" defined above, 
otherwise there is a rejection (this permits us to be sure that D and D" are opposite 
corners). 
Let us remark that the signal ACCEPT 2 does not exist anymore. 
Time complexity: Let G be a 4-graph such that U(G) is a torus m x n. In the case 
where G satisfies the conditions of the general case, what time is necessary for G to 
be accepted? 
The matching of edges needs 4 time units. Afterwards, the construction of the cycles 
and their duplications needs, at most, 2 max(m, n )+ 6 time units, lndeed, we need 
2m + 6 time units to construct a cycle and its duplication and 2n + 6 time units to 
construct the other cycle and its duplication. The simultaneous processes of recognition 
of  the border, direction assignment and verification take either 3m + 6n or 3n + 6m time 
units (this depends on the choice of the S neighbor and the E-neighbor of  D). In any 
case, this time is not greater than 6m + 6n time units. At last, the return of ACCEPT 
1 takes m + n time units. So we have the inequality. 
taccept ~< 4 + max(m, n) + 6 + 6m + 6n + m + n, 
taccept ~< 7m + 7n + 2 max(m, n) + 10. 
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Fig. 13. Acceptance of a torus 4 x 4. 
The radius r of  a toms m x n equals to km/2J + [n/2J ; thus we have the inequalities: 
m+n ~< 2r+2 and max(re, n) ~< 2r.  
So we obtain the inequality 
taccept ~ 7(2r+2)+2(2r )+ 10, taccept ~< 18r+24.  
We now have to treat the particular case. 
6.2. Particular case 
In this paragraph, each pair of  neighbors of D has a common neighbor, which is 
neither D nor a neighbor of D. If  U(G) is a toms, then it is a toms 4 x 4. 
After the process of matching of edges, D sends four signals S1, $2, $3 and $4 to its 
four neighbors (a signal for each neighbor). The neighbors of D transmit he signals to 
their other neighbors. Each 4-node receiving to signals S,. and Sj sends a message {i, j} 
to both its other neighbors. Each 4-node receiving three messages {i, j}, {j, k} and 
{k, i} sends {i,j,k} to its last neighbor. Each node receiving the messages {1, 2, 3}, 
{1, 2, 4},{1, 3, 4} and {2, 3, 4} emits ACCEPT to all its neighbors (see Fig. 13). 
Each node receiving ACCEPT transmits it to all its neighbors. In any case not 
described above, there is a rejection. If  D receives ACCEPT, then G is accepted. 
Let us assume G is accepted. Since we are in this particular case, six nodes send 
signals {i, j}. Thus four nodes send a signal {i, j, k}. Hence, U(G) is a graph with 
sixteen vertices. A detailed study of the propagation of signals shows that U(G) is a 
toms 4 x 4. 
Eight time units are used to compute the work above. Before, four time units had 
been necessary to be placed in this particular case. So, the time for acceptance quals 
eleven time units. 
Let us remark that the upper bound of the general case holds in any case. 
318 E. Remila 
7. Recognition of a cylinder 
Definition 7.1. A cylinder m x n is a graph N = (X, U) satisfying the following prop- 
erty: 
There exists a one-to-one mapping g from (Z /mZ)x  Z,, m and n denoting non- 
negative integers, into X such that, for each pair (a, b) of X 2, i f  a - g( i l , j l )  and 
b - g(i2,j2), then 
(a, b) E U ¢:~ lil - i2] = 1 and j l  = j2 ,  or (1) 
]jl - j2 ]  = 1 and il = i2 (2) 
The conditions (1) and (2) give a canonical partition of  U in two classes. We say 
that edges have the same direction if they are in the same class (see Fig. 14). 
Theorem 7.1. Let Cc be the class of  4-graphs G, with a distinguished node D, such 
that U(G) is a cylinder. There exists a deterministic automaton M which recognizes 
Cc in linear time. 
ProoL As for the previous examples, we only produce a deterministic automaton M 
with C(M)  -- Cc such that acceptance takes linear time. [] 
Search of a node of the border. As for the rectangle, M finds D I, a node such that 
the distance between D and D'  is maximal. If  U(G) is a cylinder, then D'  is on the 
border of  U(G). Thus D ~ is a 3-node or a 2-node, when U(G) is only a cycle (i.e. a 
cylinder m x 1). 
We will see later the particular case where D'  is a 2-node. Now we assume that D'  
is a 3-node. D r computes the process of  matching of edges. At first we also assume 
that the matching is unique. This will be the general case. 
m nodes 
Fig. 14. Cylinder m x n. 
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Fig. 15. Recognition of a cylinder General case. 
7.1. General case 
Let us a, b and e denote the three neighbors of D r. We can assume without loss 
of generality that the edges (D~,a) and (Dr, b) are matched. M constructs the longest 
straight line L of  origin (Dr, e) and tries to construct a unique duplication L r of  E, 
starting in a. If  L r does not exist ( if  there is no duplication or if there are several 
duplications), there is a rejection (see Fig. 15). 
Now, we assume that L and L ~ are constructed. U(G) is a cylinder m × n if and 
only if the graph we obtain by deleting the edges {m, n} with m ~ L and n E L' (i.e. 
the edges between the line and its duplication) is a rectangle m × n whose a corner is 
D ~ and whose the opposite corner is D", the extremity of L r is different from a. Now 
it suffices to use the algorithm for recognition of a rectangle with D r for the TL-corner. 
At last, we verify that D" is the BR-node of the rectangle. 
Time complexity: Let G be a 4-graph such that U(G) is a cylinder m × n. In the 
case where G satisfies the conditions of the general case, what time is necessary for 
G to be accepted? 
The search for D' takes 3r + 1 time units. The matching of  edges needs 4 time 
units. The construction of  the line L and its duplication eeds at most 2(n - 1 )+ 4 = 
2n + 2 time units. The simultaneous processes of  recognition of  the border, direction 
assignment and verification take either 3m + 6n or 3n + 6m time units (this depends 
on the choice of the S neighbor and the E-neighbor of D). In any case, this time is not 
greater than 6m + 6n time units. At last, the return of  ACCEPT 1 takes m + n time 
units. So we have the inequality: 
/accept ~< 3r + 1 + 4 + 2n + 2 + 6m + 6n + m + n, taccept ~ 7m + 9n + 3r + 7. 
The length of a radius r of  a cylinder m x n is not lower than ~m/2J + [n/2j ; thus we 
have the inequality: m + n ~< 2r + 2. 
So we obtain the inequality 
taccept ~ 9(2r + 2) + 3r + 7, taccept ~< 21r + 25 . 
We now have to treat the particular cases. 
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Fig. t6. Recognition of a cylinder. Second particular case. 
7.2. First particular case 
This is the case where D' is a 2-node. We recall that, if U(G) is a toms, then it is 
a cycle. 
D'  takes the mark START and sends a signal SIGNAL to one of its neighbors. Each 
2-node receiving SIGNAL transmits it to its other neighbor. I f  D receives SIGNAL, 
then D accepts G. 
To accept a cycle, after the 3r + 1 time units used to find D', we need m time units 
for the propagation of SIGNAL, and r time units for the propagation of  ACCEPT. So 
we have the equality. 
/accept = 4r + m + 1 . 
7.3. Second particular case 
This is the case where D'  is a 3-node and each pair of neighbors of D has a common 
neighbor, which is neither D', nor a neighbor of D'. I f  U(G) is a cylinder, then U(G) 
is a cylinder 4 × 2 (i.e. a cube). 
After the process of  matching of edges, D sends three signals $1, Sz and $3 to its 
three neighbors (a signal for each neighbor). The neighbors of D transmit he signals 
to their other neighbors. Each 3-node receiving to signals Si and Sj sends a message 
{i, j} to its last neighbor. Each 3-node receiving three messages {1, 2}, {2, 3} and 
{3, 1} emits ACCEPT to all its neighbors (see Fig. 16). 
Each node receiving ACCEPT transmits it to all its neighbor. In any case not de- 
scribed above, there is a rejection. If D receives ACCEPT, then G is accepted. 
Six time units are used to compute the work above. Before, four time units had 
been necessary to be placed in the particular case. So the time for acceptance quals 
ten time units. 
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Definition 8.1. A Moebius band m x n (see Fig. 17) is a graph N = (X, U) satisfying 
the following property: 
There exists a one-to-one mapping g from Ym x 7/n, m and n denoting nonnegative 
integers, into X such that, for each pair (a,b) of X 2, if a = g(i l , j l )  and b = 9(i2,j2), 
then 
(a, b) ¢ U ¢:~ ]il - -  i21 = 1 and jJ = j2 ,  or (1) 
]jl - j21 = 1 and il = i2, or (2) 
]ij -i2] =m- 1 and j l - j2  =n+ 1. (3) 
Informally, a Moebius band is constructed, in a classical way, by connecting two 
opposite sides of a rectangle, after having turned one of these sides. The conditions 
(1) and (2) of that definition give the edges of  a rectangle. The condition (3) gives 
the edges which connect he opposite sides. 
m nodes 
Fig. 17. Moebius band m x n. 
322 E Remi& 
Theorem 8.1. Let CM be the class af  4-graphs G, with a distinguished node D, such 
that U(G) is a Moebius band. There exists a deterministic automaton M which 
recognizes CM in linear time. 
ProoL The method is very similar as for the cylinder. In the same way, M starts by 
finding D', the most distant node from D. We have the same cases, according to the 
structure of the neighborhood of D'. 
In the general case (see Fig. 18), M constructs the straight line L and its duplication 
L'. L and L' being constructed, U(G) is a Moebius band if and only if the graph we 
obtain by deleting the edges between the nodes of  L and the nodes of L' is a rectangle, 
and D' and a, the neighbor of D' which is an extremity of  L', are opposite comers 
of  this rectangle. Thus, we use the algorithm for the recognition of a rectangle with 
D'  as TL-corner. At last, we verify that a is the BR-node. The time for acceptance is
exactly the same as for the cylinder. 
The first particular case (D' is a 2-node) is exactly the same as for the cylinder, 
since a Moebius band m × 1 is also a cycle. 
In the second particular case (several possible matchings), there is a rejection. [] 
9. Recognition of  a sphere 
Definition 9.1. A sphere m × n (see Fig. 19) is a graph N = (X, U) satisfying the 
following property: 
There exists a one-to-one mapping 9 from (7//2m72)x 7/~,m and n denoting non- 
negative integers, into X such that, for each pair (a, b) of  X 2, if a = 9(i l , jt) and 
b = 9(i~,j2), then 
cut line 
I 
Fig. 18. Recognition ofa Moebius band. General case. 
) 
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(a, b) E U e* ]il - i21 = 1 and jl = j2 ,  or (1) 
I J J - J2 ]= 1 and il = i2 ,  or (2) 
j l  = j2= 1 and i l - i2=m,  or (3) 
j l  = j2 = n and il - i2 = m.  (4) 
Intuitively, a spherical network as described above is obtained by drawing m merid- 
ians and n parallels on a classical sphere. Thus, we have a node when a meridian cuts 
a parallel. The conditions (1) and (2) of  that definition give the edges of  a cylinder. 
The conditions (3) and (4) give the edges which pass over the pole (the polar edges). 
We specify that only meridians pass on the poles, so there are no nodes. 
Theorem 9.1. Let Cs be the class o f  4-graphs G, with a distinguished node D, such 
that U(G) is a sphere. There exists a deterministic automaton M which recognizes 
Cs in linear time. 
Proof. As for the other examples, we only produce a deterministic automaton M with 
C(M)  = Cs such that acceptance takes linear time. For the following, we assume that G 
has only 4-nodes since the presence of a 4-node implicates a rejection (more precisely, 
a 4-node receiving any signal emits a signal REJECT). 
D begins by computing the matching of its edges. At first we will assume that the 
matching is unique. [] 
9.1. General case 
9.1.1. Parallel and meridian construction 
Let a, b, c and d denote the neighbors of  D. We can assume, without loss of gener- 
ality, that (D, a) and (D, b) have been matched. M tries to construct a straight cycle 
CI of origin (D, a) and a straight cycle C2 of origin (D, c). For the general case, we 
assume that Ci and (72 exist. 
I f  U(G) is a sphere, then the cycles are a meridian and a parallel. We do not know 
which of the cycles is a meridian. Nevertheless, we know that two nodes are elements 
of both Cl and C2:D and the node D ~, which is on the same parallel as D and 
diametrically opposed on this parallel. 
The idea that we use now is the following: We will cut the arcs of cycle delimited 
by D and an hypothetical D~ in two equal parts, in order to locate the poles. To do 
this, we use, on each arc of cycle, two signals i and i ' , i  with speed 1 and i ~ with 
1 speed 5' 
9.1.2. Division o f  the arcs into two equal parts 
Here, we use a famous technique about cellular automata, that Balzer [1] used for 
its solution of the firing squad synchronisation problem: As soon as D knows that C1 
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Fig. 19. Sphere. 
and C2 are constructed, D sends the signals 1, 2, 3 and 4 :1  through the edge (D, a), 
2 through the edge (D, b), 3 through the edge (D, c) and 4 through the edge (D, d). 
We only describe what happens on the arc carrying 1. On the other arcs, the algorithm 
is similar. 
The signal 1 moves along Cl, until it also meets a node nl which is also an element 
of  C2. If nl is equal to D, there is a rejection. If it is not, nl sends back this signal. 
Thus, the signal 1 turns back to D along Ci, until it meets a node which has had the 
mark 1' for two time units. 
When D emits 1, D also takes the mark 1'. Two time units later D sends 1 ~ to the 
neighbor which has previously received 1, and deletes the mark 1~. Each node of C1, 
different from nj, receiving takes the mark 1 ~ and, two time units later, deletes its mark 
1 t and sends 1 t to its other neighbor which is element of Cj (see Fig. 20). 
If a node receives 1 while it has had the mark 1 ~ for two unit times, then it takes 
the mark Dj. I f  that does not happen, then D receives 1. So D stores in its memory 
the mark NO POLE 1, which means there is no pole in the arc along which 1 and 1 r 
move. 
Let us assume that D~ exists. Let d denote the length of  the path covered by 1, 
from D to n[, and dl denote the length of  the path covered by 1 ~, from D to Dl. The 
signal 1 comes back to D1, after it has passed in n~, after 2d + dl time units. The 
Recognition of graphs by automata 325 
t• ,• l  
I I I I I I I 
I I I I I 
I I I I I 
D1 I "~ . . . .  ! J ",, / I i i i~"  D'l I I 
t ' ' 
Signal 
I I 
n~ I I I I ) 
t=5 t=10 
i I I I I 
time I 
I 
Fig. 20. Division of the arcs into two equal parts. 
study of the propagation of 1 ~ indicates that 3dl + 2 time units are elapsed. So we 
have the equality: 2d -d l  = 3dl + 2, hence d = 2dl + 1. This proves that d is odd 
and d l= [d/2j. There are as much nodes between D and D1 as nodes between D'I 
and nl, where D ~] denotes the node which receives 1 ~ from D1. 
The questions which arise now are: Is there a pole between Dl and D~? If there is, 
what are the polar edges of  this pole? 
9.1.3. Search ./'or the poles 
As soon as D1 is defined, DI starts simultaneously three processes: 
(a) Process of search for a pole with two meridians: D1 sends a message M to its 
both neighbors which are not element of C[. Those transmit M' to its other neighbors 
(see Fig. 21). 
• If D~ receives two messages M',  then D~I sends a signal POLE TWO to D1. 
• If a node n sending M t receives M ~ one time later, then n sends a signal POLE 
TWO to DI. 
• If DI  simultaneously receives three signals POLE TWO, then Dl marks the edge 
{D1,D~} (more precisely, Dj stores in its memory the number of the edge (Dj, D ~1 )
and tells Dr1 to store the number of  (D~I, Dl )) and indicates its neighbors not in C1 
to mark the edges through they have received M'. Furthermore, Dl emits a signal 
FOUND POLE 1 to all its neighbors. 
In the case where a pole with two meridians is found, this process uses four time 
units. 
(b) Process of search J'or a pole with three meridians: Di sends a message M] to 
one of its neighbors not in C1, a message M2 to the other one and a message M0 to 
D' 1 . Each node receiving Mi transmits M[ to all its neighbors. Each node simultaneously 
receiving M~,M[ and M~ takes the mark Pthrec and indicates the three neighbors which 
have sent a signal to take the mark Ghree, with a signal P[hree" If  D~I receives two 
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Fig. 21. Search for a pole with two meridians. 
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Fig. 22. Search for a pole with three meridians. First phase. 
signals P(hree, then D~ indicates D1 to take the mark Pthree and answers No to one of 
its neighbors having sent P(hree" NOW, we have determined the extremities of the edges 
passing over an eventual pole between D1 and D' I. We have to mark those edges (see 
Fig. 22). 
Let n denote the node receiving No. n sends N1 to the node which has sent M(,N2 
to the node which has sent M~ and No to its neighbor with no mark Pthrec. Each node 
receiving Ni sends N,~ to its neighbors with no mark Pthr~¢. Each node simultaneously 
receiving N~ and N( (respectively N~ and N~) answers Rl (respectively R2) to the node 
which has sent N( (respectively N~) to the node n. If n only receives R~ (respectively 
R~), then n marks the edge through which the signal M~ (respectively M() has come 
and indicates the node m which has sent R' l (respectively R~) to mark the edge {m,m'} 
where m ~ denotes the neighbor of m with the mark Pthr¢~ such that m' is different from 
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Fig. 23. Search for a pole with three meridians. Second phase. 
Dt and n. m also tells DI to emit a signal FOUND POLE 1. If n simultaneously 
receives R' I and R~, there is a rejection (see Fig. 23). 
In the case where a pole with three meridians is found, this process uses eight time 
units. 
(c) Search for a pole with at least four meridians: DI matches its edges in such a 
way that the both edges in C1 are matched. Afterwards, D1 constructs C, the straight 
cycle of  origin (Dl,n), where n denotes a node which is not element of C1. We 
introduce some modifications to the algorithm previously seen to construct he straight 
cycles: 
(i) I fD '  1 is in C, then D'l, instead of taking the mark LINE, takes the mark LINE'. 
Each node marked after D~ also takes the mark LINE'. 
(ii) When D' 1 takes the mark LINE', it sends a signal SYNCHRO to D1. Dj transmits 
it to n.  
(iii) Each node taking the mark LINE' sends SYNCHRO to its other neighbors. 
(iv) Each node with the mark LINE, receiving two signals SYNCHRO transmits 
SYNCHRO to the neighbor to which it has previously sent CONFIRM (i.e. its successor 
in the sequence no .....  np defining the longest straight line of origin (Dl,n)). 
(v) When D'j receives SYNCHRO from its neighbor with the mark LINE (i.e. its 
predecessor in the previous sequence), D' I sends a signal END OF POLE to DI. If 
Dl receives END OF POLE two time units after it has received STRAIGHT CYCLE 
CONSTRUCTED, then D~ emits a signal FOUND POLE 1 to all its neighbors. In this 
case, the edges with an extremity marked LINE and an extremity marked LINE' are 
the polar edges. 
In the three processes, each node receiving a signal FOUND POLE 1 transmits it to 
all its neighbors, 
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We have explained precisely what happens on an arc. On the other arcs, the work is 
similar. If  a pole is found on the arc carrying the signals i and i', then a signal FOUND 
POLE i is emitted. When D has received two answers FOUND POLE with numbers 
of same parity, then we only have to recognize a cylinder, after having deleted the 
polar edges. It is no more difficulty than the case of a cylinder. 
Time complexity: Let G be a 4-graph such that U(G) is a sphere m x n. In the case 
where G satisfies the conditions of the general case, what time is necessary for G to 
be accepted? 
The matching of edges needs 4 time units. Afterwards, the construction of the cycles 
C~ and C2 needs at most 2 max(m,n)+ 3 time units. The division of the arcs needs 
at most 3n + 2 time units. Afterwards, the search of  the poles needs at most 2m + 3 
time units. The return to D of  the signals FOUND POLE needs at most n time units. 
Now, the recognition of  the cylinder 2m x n begins. We have seen that the time for 
the acceptance of  a cylinder m ~ x n' is not greater than 7m t + 9n ~ + 3r' + 7 time units, 
r ~ denoting the length of a radius in the distinguished node D of  the cylinder. In our 
case, m ~ = 2m, n ~ = n and rt is never greater than m + n. So we obtain a time for the 
acceptance of the cylinder not greater than 17m + 12n ÷ 7 time units. So we have the 
inequality 
/accept ~< 19m + 16n + 2max(m,n)  + 19 
Remark that max(m,n) ~< 2r and r ~> Lm/2J ÷ [n/2J, so 2r + 2 /> m ÷ n; thus we 
have the inequalities 
taccept ~< 19(2r + 2) + 2(2r) + 19, taccept ~< 42r + 57. 
We now have to treat the particular cases. 
9.2. First particular case 
This is the case where only a straight cycle exists. For the following, we assume 
that C2 of origin (D,c) does not exist. 
In this case, if U(G) is a sphere, then D is on a polar circle (i.e. a parallel surround- 
ing a pole) and U(G) is a sphere 3 x n. The parallel passing at D is not a straight 
cycle, as we have defined it. In any other case with a unique matching, the parallel 
and the meridian passing at D are straight cycles. The algorithm is the following: 
(A) Initialization: We want to number the vertices of the polar circle from 0 to 5. 
As soon as D know that only a cycle exists, it takes the number 0 and sends a signal 
NUMBER 1 to c, a signal NUMBER 5 to d and a signal NUMBER 3 to a and b. Each 
node receiving NUMBER i ~ transmits NUMBER i ~ to all its other neighbors. Each node 
receiving the three signals NUMBER 1', NUMBER 3 ~ and NUMBER 5 ~ takes the mark 
2 OR 4 and answers respectively NUMBER 1", NUMBER 3" and NUMBER 5". Each 
node receiving two identical signals NUMBER i" takes the number i. Furthermore, the 
node taking the number 3 sends a signal No to one of  its neighbors with the mark 2 
OR 4 (see Fig. 24). 
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Initialization of the first particular case. Let n be the node receiving No. n sends 
Ni to the node numbered 1, N5 to the node numbered 5 and No to its nonnumbered 
neighbor. Each node receiving Ni sends N[ to its neighbors with neither number nor 
mark 2 OR 4. Each node simultaneously receiving N~ and N~ (respectively N~ and 
N~) answers RI (respectively Rs) to the node with the number 1 (respectively 5). This 
node sends R~l (respectively Rs) to the node n. 
I f  n only receives R~j, then n takes the number 2. n emits a signal SYNCHRO 2 to 
all its numbered neighbors. These nodes transmit SYNCHRO U to the neighbors which 
are numbered or with the mark 2 OR 4. Furthermore, at the following transition, they 
send a signal LONGITUDE i to their unique neighbor which has neither number nor 
mark 2 OR 4, where i denotes the previously fixed number. Each node simultaneously 
receiving three signals SYNCHRO U immediately sends a signal LONGITUDE i to 
its unique neighbor which has neither number nor mark 2 OR 4, where i denotes the 
previously fixed number (the node with the mark 2 OR 4 takes the number 4). 
In the same way, if n only receives R~, then n takes the number 4. n emits a signal 
SYNCHRO 4 to all its numbered neighbors. These nodes transmit SYNCHRO 4 ~ to 
the neighbors which are numbered or with the mark 2 OR 4. Furthermore, at the 
following transition, they send a signal LONGITUDE i to their unique neighbor which 
has neither number nor mark 2 OR 4, where i denotes the previously fixed number. 
Each node simultaneously receiving three signals SYNCHRO 4 ~ immediately sends a 
signal LONGITUDE i to its unique neighbor which has neither number nor mark 2 
OR 4, where i denotes the previously fixed number (the node with the mark 2 OR 4 
takes the number 2). 
(B) Propagation: Each node receiving a signal LONGITUDE i transmits LONGI- 
TUDE i ~ to its three other neighbors. If, one time unit later, n receives the signals 
LONGITUDE i - 1' and LONGITUDE i + 1 ~ (the numbers are seen in •/6Z), then n 
sends LONGITUDE i to the neighbor which has sent no signal. 
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(C) End: If, one time unit after it has sent LONGITUDE i',n receives the three 
signals LONGITUDE i', LONGITUDE i -  1' and LONGITUDE i + 1' (the numbers 
are seen in Z/677), then n answers OPPOSED POLE to the three neighbors which have 
sent signals. If n receives three signals OPPOSED POLE at the following transition, 
then n emits a signal ACCEPT. 
Each node receiving ACCEPT transmits it to all its neighbors. I f  D receives AC- 
CEPT, D accepts G. 
(D) Time complexity: Let G be a 4-graph such that U(G) is a sphere 3 x n. In the 
case where D is on a polar circle, what is the time for G to be accepted? 
To be sure that the matching is unique, we need 4 time units. Afterwards, the 
initialization takes 10 time units. The propagation eeds 2n-  2 time units. And the 
ends takes at most 1 + r time units. Hence, we have the inequality 
t~pt ~< 2n+r+ 13. 
9.3. Second particular case 
This is the case where both matchings are possible. I f  U(G) were a sphere, then 
the length of its parallels and meridians should be equal to 4. Thus U(G) should be a 
sphere 2 × 2. That contradicts the fact that each pair of neighbors of D has a common 
neighbor other than D. Therefore, there is a rejection as soon as the end of the process 
of matching of edges. 
9.4. Third particular case 
This is the case where no matching is possible. I f  U(G) is a sphere, then U(G) has 
two meridians and D is on a polar circle (see Fig. 25). 
D first needs to know the edges between its neighbors. To do this, D sends a signal 
Si (i E ~4) to its ith neighbor. This transmit S~ to all its other neighbors. Each neighbor 
of D receiving S~.~ transmits it to D. D receives S~ through the edge having carried Si 
if and only if the ith neighbor of D and the jth neighbor of D are neighbors. Thus, 
with three time units, D knows all the edges between its neighbors. 
I f  U(G) is a sphere, then the polar circle passing through D is a clique. If  there 
exist no clique with four elements containing D, then there is a rejection. If  such a 
clique exists, let D' be the neighbor of D which is not in the clique. D indicates its 
neighbors other than D' to take the mark POLE 1 and sends a signal START to D t. 
When D' receives START, it tries to match its edges. We have the following alter- 
natives: 
(a) The matching is unique. In this alternative, the computing is very similar to the 
general case. Let us remark that both cycles exist (if they do not, there is a rejection) 
and it suffices to search a pole with two meridians. We need 5 time units more than 
the general case to accept U(G). 
(b) Two matchings are possible. There is a rejection. 
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(c) No matching is possible. Thus D I is on a polar circle. Therefore, if U(G) is a 
sphere, it is a sphere 2 x 2. D ~ searches if its neighbors other than D and itself form a 
clique. It does it in the same way as D has done. I f  the clique does not exist, there is a 
rejection. If the clique exists, D / sends a signal A to all its neighbors except D. Those 
send a signal A' to all their neighbors. Each node with the mark CLIQUE receiving 
exactly one signal A' transmits a signal A" to D. If D simultaneously receives three 
signals A ' ,  then D accepts G. 
In this alternative, the acceptance needs fourteen time units. 
10. Conclusion 
We can remark that we had to find discrete versions of  a lot of continuous notions: 
straight line, local orientation, principal directions. So, this paper leads to the following 
questions: Are these discrete notions generalizable to d-graphs, with d ~ 4? Is the 
recognition of  hexagonal or triangular networks possible? 
More generally, the fundamental questions which come are: What is a "correct" 
discrete version of  a continuous notion? What are the problems of discrete geometry 
that the cellular graph automata re able to solve? 
We hope that this paper has permitted the reader to have a better understanding of 
these questions and their interest. 
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