In this paper, we consider the regularity criterion for weak solutions to the 3D Navier-Stokes equations. We show that if ∇u 3 belongs to some multiplier spaces, then the solution actually is smooth on (0, T ). In particular, we have the regularity condition in the BMO spaces: ∇u 3 ∈ L 4 3 (0, T ; BMO), which improves previous results.
Introduction
This paper is concerned with the global regularity of solutions to the three-dimensional (3D) NavierStokes equations ⎧ ⎨ ⎩ u t + (u · ∇)u − νΔu + ∇π = 0, ∇ · u = 0, u(0) = u 0 , (1) where u = (u 1 , u 2 , u 3 ) is the fluid velocity field, π is a scalar pressure, ν > 0 is the kinematic viscosity and is assumed to be 1 throughout the paper, u 0 is the prescribed initial data satisfying ∇ · u 0 = 0 is the distributional sense, and u · ∇ =
It is well-known that (1) possesses a global weak solution
for each initial data u 0 ∈ L 2 (R 3 ), see Leray [19] and Hopf [12] . However, whether or not such a weak solution is regular and unique is still a challenging open problem. Hence, different criteria for the regularity of the solutions are proposed. The classical Prodi-Serrin conditions (see [20, 23, 24] ) states that if 
Note that the limiting case ∇u ∈ L ∞ (0, T ; L 3 2 (R 3 )) follows immediately from the Sobolev imbedding theorems and [6] .
In the past decades, criteria in terms of partial components of the velocity, velocity gradient, velocity Hessian, vorticity, pressure gradient appeared, see [2, 4, 3, 8, 7, 9, 11, 14, 16, 17, 21, 22, 29, 28, 27, [31] [32] [33] [34] [35] [36] 38, 39] and the references cited therein.
For one component regularity criteria, Zhou and Pokorný [39] proved the following regularity condition
) covered in a recent paper [15] . Once combinatoric regularity criteria are involved, Zhang [28] provided an almost Serrin type regularity criterion involving only u 3 and
Another approach is to consider the regularity condition involving ∇u 3 . In [34] , Zhou proved that if
then the solution is smooth on (0, T ). In [38] , the authors obtained the finest result up to date, that is,
Notice that the scaling dimension 23 12 on the right hand side of (5) is not far away from the natural scaling dimension 2 of the 3D Navier-Stokes equations (1). However, the gap 2 − is not easy to fill. The interested reader is also referred to [13] for an anisotropic type version.
In this paper, we would like to make a further contribution in this direction. We prove that if the weak solution
then the solution actually is smooth. Here,Ẋ r is the multiplier spaces, which is strictly larger than L 3 r (R 3 ) (see Section 2 for details).
Before stating the precise result, let us recall the weak formulation of (1), see [5, 25] for instance.
2.
(1) 1 and (1) 2 hold in the sense of distributions, i.e.,
Now, our main result reads
NoticingẊ 0 ∼ = BMO (see Section 2), we have the following corollary.
) was not covered in [34] , see (4) . Since L ∞ BMO, Corollary 3 covers this limiting case, and also extends it into the larger BMO spaces.
Ẋ r (R 3 ) (see Section 2 for details), Theorem 2 yields the following regularity criterion in classical Lebesgue spaces:
or equivalently,
which is exactly the second result (the limiting case ∇u 3 
The proof of Theorem 2 will be given in Section 3. In Section 2, we introduce the multiplier spacesẊ r and recall its fine properties.
Preliminaries
In this section, we recall the definition and fine properties of the multiplier spacesẊ r (see [10, 18] for example).
Definition 6. For 0 r < 3/2, the homogeneous spaceẊ r is defined as the space of f ∈ L 2 loc (R 3 ) such that
is the space of distributions u such that
We have the following scaling properties:
When r = 0, we haveẊ
where BMO is the homogeneous space of bounded mean oscillations associated with semi-norm
Furthermore, we have the following strict imbeddings:
which could be justified simply as
The multiplier spaces play an important role in studying the regularity of solutions to partial differential equations, see e.g. [18, 26, 30, 37] and references therein.
Proof of Theorem 2
In this section, we shall prove Theorem 2. We shall first establish the bound for ∇ h u L 2 , then the bound for ∇u L 2 . Here and hereafter, we denote by ∇ h = (∂ 1 , ∂ 2 ) the horizontal gradient operator.
Taking the inner product of (1) 
For I 1 , it is well-known (see [17, Lemma 2.2] ) that
For I 2 , I 3 , integrating by parts (noticing that ∇ · u = 0) gives
Gathering (7), (8) and (9) into (6), we find
By Hölder inequality, the definition of multiplier spaces and Young inequality, we have
Plugging (11) into (10), we find
Integrating with respect to t, we deduce
We are now in a position to dominate ∇u L 2 . Taking the inner product of (1
Intricate decomposition as in [39] yields
Integrating with respect to t then yields
Substituting (12) into (15) Absorbing the last term into the left hand side, we may then apply Gronwall inequality to deduce the uniform bound for ∇u L 2 as desired. The proof of Theorem 2 is completed.
