Abstract. The cyclotomic Birman-Murakami-Wenzl (or BMW) algebras B k n , introduced by R. Häring-Oldenburg, are extensions of the cyclotomic Hecke algebras of Ariki-Koike, in the same way as the BMW algebras are extensions of the Hecke algebras of type A. In this paper we focus on the case n = 2, producing a basis of B k 2 and constructing its left regular representation.
Introduction
Motivated by knot theory associated to the Artin braid group of type A and the Kauffman link polynomial, Murakami [5] and Birman and Wenzl [2] defined what are now known as the BMW algebras. The Artin braid group relations of type A appear in the defining relations of the BMW algebras. Also, the Hecke algebra of the symmetric group (the Coxeter group of type A) appears naturally as a quotient of this algebra. Motivated by type B knot theory and the Ariki-Koike algebras [1] (also known as the cyclotomic Hecke algebras of type G(k, 1, n)), Häring-Oldenburg [4] introduced the "cyclotomic BMW algebras" B k n , of which the Ariki-Koike algebras appear naturally as a quotient in a similar fashion. In this paper we study in detail the algebra B k 2 , with the hope of utilising our results to study the algebra for higher n.
A natural question to address is whether B k 2 is always free as a module over our ground ring R. Our main result is that if our parameters A 0 , . . . , A k−1 , q 0 , . . . , q k−1 , q, λ are admissible (see Definition 2) then the algebra B k 2 is R-free of rank 3k 2 . In Section 2, we establish these "admissibility" conditions (see Definition 2) and construct a B k 2 -module V of rank k (see Lemma 3) . Then in Section 3, using this rank k module, we are able to construct the regular representation of B k 2 and provide an explicit basis of the algebra. These results are stated but incompletely proved in Häring-Oldenburg [4] ; specifically, additional arguments are needed to prove Lemma 25. In the present paper we take a slightly different approach and the arguments we offer correct this problem.
The authors thank Bob Howlett for his helpful suggestions during the preparation of this manuscript.
2. The Cyclotomic BMW algebras Definition 1. Fix natural numbers n and k. Let R be a commutative ring containing units A 0 , p 0 , . . . , p k−1 , q, λ and further elements A 1 , . . . , A k−1 such that λ − λ −1 = δ(1 − A 0 ) holds, where δ = q − q −1 . The cyclotomic BMW algebra B k n (R) is defined to be the unital associative R-algebra generated by Y ±1 , X ±1 1 , . . . X
±1
n−1 and e 1 , . . . , e n−1 subject to the following relations:
X i e j = e j X i for |i − j| ≥ 2 e i e j = e j e i for |i − j| ≥ 2
If the k th order relation
is omitted one obtains the affine BMW algebra, studied by Goodman and Hauschild in [3] . Thus the cyclotomic BMW algebra is a quotient of the affine BMW algebra.
In this paper we shall focus our attention on the algebra B k 2 (R). We simplify our notation by omitting the index 1 of X 1 and e 1 . Specifically, B k 2 (R) is the unital associative R-algebra generated by Y ±1 , X ±1 and e subject to the following relations:
(1)
Let q 0 , . . . , q k−1 be the signed elementary symmetric polynomials in p 0 , . . . , p k−1 , so that
Observe that q 0 = (−1)
and the inverse of Y may then be expressed as a linear combination of nonnegative powers of Y as follows:
, without any assumption that the polynomial k j=0 q j x j factorizes in R. All that we require is that q 0 be invertible.
2) There is an anti-involution
Let h 
Here h k 2 (R) is essentially the Ariki-Koike algebra [1] , with the parameters modified. It is clearly a quotient of B as R-algebras, where I is the two-sided ideal generated by e in B k 2 (R). Using the relations of the algebra and the relation
it is straightforward to show the left ideal of B k 2 generated by e is the span of {Y i e | i = 0, . . . , k − 1}. As a consequence of the results in Goodman and Hauschild [3] , the set {Y i e | i ∈ Z} is linearly independent in the affine BMW algebra, and so it seems natural to expect that the set {Y i e | i = 0, . . . , k − 1} will be linearly independent in the cyclotomic BMW algebra. However, for this to hold we must impose additional restrictions on our parameters A 0 , . . . , A k−1 , q 0 , . . . , q k−1 , q, λ. We say that our choice of parameters A 0 , . . . , A k−1 , q 0 , . . . , q k−1 , q, λ is admissible if these conditions are satisfied, and additionally, q − q −1 is not a zero divisor. The precise definition is given below.
Construction of V
Under these admissibility conditions, we construct a free B 
Since q 0 is invertible, this guarantees that Y is invertible, with inverse
Also
For any integer i, applying Y i to this gives
Also Y l is invertible for any integer l and, as {v 0 , v 1 , . . . , v k−1 } is a basis for V , the set
is also a basis for V . Now let us define linear maps X, E : V → V by
Since λ −1 = λ − δ + δA 0 in R, substituting i = 1 into (16) reproduces (15). Also, note the image of the map E is Im(E) = v 0 , where S denotes the R-submodule spanned by the set S. Furthermore, let us denote by W the map X − δ + δE. Thus (15) and (16) become
Our aim is to show that V is actually a B k 2 -module, where the action of the generators X, Y and e are given by the maps X, Y and E, respectively. In order to prove this, we require Y −1 W Y −1 = X. By equations (10) and (18), this relation automatically holds on v 1 , . . . , v k−1 , so we need only ensure that
For convenience, we write the left hand side relative to the basis
where α and h i are elements of R.
Definition 2. Let R be as in Definition 1. The family of parame-
is called admissible if the following three properties are satisfied:
, where the h l and α are as defined above.
It can be shown that the admissibility conditions are given by the following:
and
In the case when δ is invertible, these conditions may be viewed as a triangular system of equations for A 0 , . . . , A k−1 . It is important to remark here that our definition of admissibility differs from the definitions of "potentially admissible" and "admissible" in Häring-Oldenburg [4] . However, the above equations coincide with those obtained by Häring-Oldenburg. Also, note that R need not be an integral domain. 
Therefore, by (19),
Observe that
Proof. We have already established Nv 0 = Nv 1 = 0 above. To prove the first assertion, we argue by induction on l. Assume that l ≥ 2 and
by (20) and the inductive hypothesis. Thus Nv l ∈ v 1 , . . . , v l−1 for all l ≥ 1.
Similarly, we prove the second assertion by induction on m. Assume m ≥ 1 and Nv −(m−1) ∈ v 0 , v −1 , . . . , v −(m−2) . Then
by ( Proof. We are required to show that Nv i = 0 for i = 0, 1, . . . , k − 1. We proceed by induction on i. The cases i = 0 and i = 1 have been established above. Suppose that 2 ≤ i ≤ k − 1 and
Since {v i−1 , v i−2 , . . . , v i−k } is a basis for V , by (13), we have that
Together with our inductive hypothesis (23), this implies
However (21) states that Nv i ∈ v 1 , v 2 , . . . , v i−1 . Again using that
Therefore Nv i = 0, so by induction on i, we have proved that Nv i = 0 for all 0 ≤ i ≤ k − 1, as required.
Lemma 3. (cf. Lemma 25 of Häring-Oldenburg [4])
Suppose the choice of parameters in R satisfy the admissiblity conditions. Then the following relations hold on V :
Furthermore V is a B 
Clearly, this implies
so the maps X and W are mutual inverses, proving (25). Therefore
proving (27). Since δ is not a zero divisor in R, by the definition of admissibility, and since End R (V ) is a free R-module, it follows that X commutes with E. Thus using (17) and (14),
proving (26). Equation (28) follows easily from (8) and (17). Furthermore, since Y XY = W , (25) and (26) imply (29). The last assertion of Lemma 3 now follows immediately.
for 0 ≤ i ≤ k − 1, so that ψϕ is the identity. Since ϕ is surjective, it follows that ψ and ϕ are inverses. Therefore they are both B k 2 -module isomorphisms.
Hence, as a direct consequence of Theorem 3.1, the set {Y i e | 0 ≤ i ≤ k − 1} is linearly independent. A more direct proof of this is given as follows. Suppose In this section, under the assumptions of admissibility, we shall prove that B k 2 (R) is a free R-module of rank 3k 2 and provide an explicit basis of B k 2 (R); consequently, we show that {Y i eY j | i, j = 0, . . . , k − 1} is basis of the two-sided ideal of B k 2 (R) generated by e. Recall that {v i | r ≤ i < r + k} forms a basis for V for any integer r. Therefore, the R-module Ξ 0 = V ⊗ R V has basis {v ij |r ≤ i < r + k and s ≤ j < s + k} for any integers r and s, where v ij = v i ⊗ v j . In particular, Ξ 0 is R-free of rank k 2 . The anti-involution * permits us to make V ⊗ V into a (B 
for all a, b ∈ B k 2 and v, v ′ ∈ V . In particular, for each integer j there is a B k 2 -module isomorphism from V to v ij |i ∈ Z taking v i to v ij for all i.
Let Ξ 1 and Ξ 2 be R-modules isomorphic to Ξ 0 , with isomorphisms
so that Ξ is R-free of rank 3k 2 . For all integers i and j, define u ij = ξ 1 (v ij ) ∈ Ξ 1 and w ij = ξ 2 (v ij ) ∈ Ξ 2 . Now (12) gives
Expanding and applying ξ 1 and ξ 2 , we obtain
for any integers i and j.
In order to give Ξ a B k 2 -module structure, we shall define linear maps in End R (Ξ), again denoted Y , X, and E, and show they satisfy the defining relations of B k 2 . We already have a left B k 2 -module structure on Ξ 0 , so we define Y , X and E to act on Ξ 0 as Y , X and e respectively.
Thus it follows that
We want Ξ to be isomorphic to the regular representation with v ij , u ij and w ij corresponding to Y i eY j , Y i XY j and XY i XY j respectively. Motivated by this, we make the following definitions for i, j ∈ {0, . . . , k − 1}:
where, as in the construction of the B 
Proof.
as required.
Theorem 4.1. The maps X, W , Y , E : Ξ → Ξ defined above satisfy the following identities:
Furthermore Ξ is B Proof. Recall that the actions of X, Y and E on Ξ 0 are defined by the B k 2 -module structure on Ξ 0 . Thus all the relations hold immediately on Ξ 0 and we need only verify them on the u ij and w ij .
Claim: XW = W X = 1 and XE = EX = λE.
Fix integers i and j. It is easy to see that X and E preserves the three dimensional R-submodule of Ξ spanned by {u ij , w ij , Eu ij }, and that their actions on this submodule are given by the matrices
respectively. Using the fact that λ − δ
Thus XW and W X both act as the identity on this submodule, and in particular on u ij and w ij . This proves (39). Similarly, it is easily shown that
Now that we have proved (39), we may rewrite W as X −1 . Our next step is to show that relation (41) holds on the u ij .
Claim:
We have
= XY w i+1,j
On the other hand,
This proves our claim:
To prove (XY XY )w ij = (Y XY X)w ij , we need to first prove (42).
It is easy to see that
Recall that Y XY acts as X − δ + δe on V . Therefore if 0 ≤ i ≤ k − 1, then
= EY w i+1,j = EXY XY u ij
Hence Y XY Ew ij = λ −1 Ew ij = EY XY w ij , finishing our proof of (42). We are now ready to show that XY XY w ij = Y XY Xw ij . By (39) and (40), we have
Hence we have proved (41). For any integer l and for 0 ≤ m ≤ k − 1, we have
It now remains to show that Y satisfies the k-th order relation (44). It follows directly from (30), (31) and (36) that
for all integers i and j. We shall prove
by induction on i.
straightforward to verify using the algebra relations and the definitions of X, Y and E. Let κ = w 00 − δu 00 + δλv 00 ∈ Ξ. Consider the B k 2 -module homomorphism ζ : B k 2 → Ξ defined by a → aκ.
We will show that φ and ζ are mutual inverses. Certainly ζ(1) = κ and φ(κ) = X 2 − δX + δλe = 1.
Thus φζ(1) = 1. But φζ is a B . It clearly contains and is generated by e, so it is exactly the two sided ideal generated by e. Finally under φ ′ , it is isomorphic as a B k 2 -module to
that is, a direct sum of k copies of V .
