We determine the rate region of the quadratic Gaussian two-encoder source-coding problem with separate distortion constraints. This region is achieved by a simple architecture that separates the analog and digital aspects of the compression. Furthermore, this architecture requires higher rates to send a Gaussian source than it does to send any other source with the same covariance. The proof technique can be used to partially solve problems with more than two encoders or more general distortion constraints.
I. INTRODUCTION
This paper addresses the quadratic Gaussian two-encoder source-coding problem, the setup for which is depicted in Fig. 1 . Two encoders each observe one component of a memoryless, Gaussian, vector-valued source. The encoders, without cooperating, send messages to a single decoder over rate-constrained, noiseless channels. The decoder attempts to reproduce both observations, subject to separate constraints on the time-averaged expected squared error of the two estimates. We seek to determine the set of rate pairs (R 1 , R 2 ) that allow us to meet a given pair of target distortions. We call this set the rate region.
This problem is naturally viewed as a Gaussian version of Slepian and Wolf's problem [1] . Slepian and Wolf studied the problem in which the source is discrete and the decoder must reproduce it with negligible probability of error. Their celebrated result characterizes the rate region for this setup.
There is a natural way of harnessing Slepian and Wolf's result in the Gaussian setting. Each encoder first vector quantizes (VQs) its observation using a Gaussian test channel as in single-encoder rate-distortion theory. This results in two correlated digital messages, which are suitable for compression via Slepian-Wolf encoding. The decoder then decodes the quantized values and estimates the source by computing a conditional expectation. This approach separates the analog and digital aspects of the compression, as shown in Fig. 2 .
Our main result is twofold. We show (i) that the separationbased architecture depicted in Fig. 2 is optimal and (ii) that this architecture requires higher rates to send a Gaussian source than it does to send any other source with the same covariance.
The characterization of the rate region for this problem has been open for some time [2] . Early work [2] , [3] used the architecture described above to prove an inner bound. Oohama [4] determined the rate region for the problem in which only one of the two distortion constraints is present. By interpreting this problem as a relaxation of the original problem, he obtained an outer bound for the latter. He showed that this outer bound, when combined with the inner bound, determines a portion of the boundary of the rate region. As a result of his work, showing that the inner bound achieves the optimum sum rate suffices to complete the characterization of the rate region. This is shown in the present paper.
Our approach is to lower bound the sum rate of a given code in two different ways. The first way amounts to considering the rate required by a hypothetical centralized encoder that achieves the same error covariance matrix as the code. The second way is to establish a connection between this problem and the quadratic Gaussian "CEO problem" and then invoke existing results for the latter. For some codes, the cooperative bound may be tighter. For others, the CEO bound may be tighter. Taking the maximum of the two lower bounds yields the desired result.
In this paper, we provide only an outline of the proof; the details are available elsewhere [5] . The next section contains a precise formulation of the problem and a statement of our main result, Theorem 1. In Section III, we provide an inner bound based on the separation-based compression architecture. There we also discuss the worst-case property of the Gaussian distribution. We provide the necessary background on the CEO problem and some other preliminaries to the converse proof in Section IV. The converse proof itself is outlined in Section V. In Section VI, we show how our converse proof technique can be used to solve two-encoder problems with more general distortion constraints. In Section VII, we resolve the sum rate for the L-encoder problem with separate distortion constraints when the sources and the distortion constraints are symmetric. Section VIII contains some concluding remarks. We use the following notation. Boldface, lower case letters (µ) denote vectors, while boldface, upper case letters (D) denote matrices. Lightface letters (ρ, R) denote scalars. Whether a variable is deterministic or random should be clear from the context.
II. PROBLEM FORMULATION AND MAIN RESULT
Let {(y n 1 (i), y n 2 (i))} n i=1 be a sequence of independent and identically distributed (i.i.d.) Gaussian zero-mean random vectors. We use y n 1 to denote {y n 1 (i)} n i=1 . Let K y denote the covariance matrix of (y n 1 (1), y n 2 (1)). Without loss of generality, we assume that K y = 1 ρ ρ 1
for some ρ ≥ 0. The first encoder observes y n 1 , then sends a message to the decoder using the map
The second encoder operates analogously. The decoder uses the received messages to estimate both y n 1 and y n 2 according to the maps
is strict-sense achievable if there exist a block length n, encoders f (n) 1 and f (n) 2 , and a decoder (ϕ
for all j in {1, 2}, and
Let RD denote the set of strict-sense achievable ratedistortion vectors. We define the set of achievable ratedistortion vectors to be the closure of RD , RD . Let
We call R (·, ·) the rate region for the problem. 1 All logarithms in this paper are base two.
We now define three sets that will be used to describe the rate region. Let
and let R sum (d 1 , d 2 ) denote the set
Theorem 1: For the Gaussian two-encoder source-coding problem,
The direct part of this result is discussed in the next section. The converse is addressed in Sections IV and V.
III. DIRECT PART AND WORST-CASE PROPERTY
Translating the architecture in Fig. 2 into an inner bound on the rate region is now a straightforward exercise in network information theory. Since proofs of similar bounds are available [2] , [6] , we provide only a statement of the result.
Let U(d 1 , d 2 ) denote the set of real-valued random variables u 1 and u 2 such that (i) u 1 ↔ y 1 ↔ y 2 ↔ u 2 , meaning that u 1 , y 1 , y 2 , and u 2 form a Markov chain in this order, and
. Proposition 1 (Berger-Tung Inner Bound [2] , [3] ): The separation-based architecture achieves the rates
To obtain an inner bound that can be explicitly computed, we place additional constraints on u.
such that y and u are jointly Gaussian. Then let
Corollary 1: The separation-based architecture achieves
The proof is an elementary calculation and is omitted. Theorem 1 and Corollary 1 together show that R i G (d 1 , d 2 ) equals the rate region. This implies in particular that the separation-based compression scheme depicted in Fig. 2 is an optimal architecture for this problem. We note that the quadratic Gaussian two-encoder source-coding problem is not unique in this respect. Prior work has shown this architecture to be optimal for other important problems as well [6] , [7] , [8] .
In fact, the separation-based architecture achieves the Gaussian rate region even if the source is not Gaussian. Let {y n (i)} n i=1 be a sequence of zero-mean i.i.d. random vectors, not necessarily Gaussian, with covariance matrix K y . We consider the same source-coding problem as before, but with the alternate sourcey in place of y. LetŘ i (d 1 , d 2 ) denote the inner bound supplied by Proposition 1.
Proposition 2: The separation-based architecture achieves the Gaussian rate region for the sourcey, i.e.,
. Proof: See [5] . Theorem 1, Corollary 1, and Proposition 2 together imply that the separation-based architecture requires higher rates to send a Gaussian source than it does to send any other source with the same covariance. In particular, Gaussian sources have the smallest rate region. The latter result is a two-encoder extension of the well-known fact that a Gaussian source has the highest rate-distortion function of all sources with the same variance.
IV. CONVERSE PRELIMINARIES
Oohama [4] determined the rate region when only one of the two distortion constraints is present. As a consequence of this result, he showed that
This outer bound is tight in a certain special case. Let D G be the set of matrices D such that
for some diagonal and positive definite matrix Λ. We call D G the set of distributed Gaussian distortion matrices, since it equals the set of matrices D such that there exist random variables u 1 and u 2 satisfying the following four conditions: is in diag(D G ),
We outline the proof of this containment in the next section. Our proof uses a characterization of the sum rate of the quadratic Gaussian CEO problem. In the two-encoder version of this problem, encoders 1 and 2 observe y 1 and y 2 , respectively, and then communicate with a single decoder as in the original problem. But now y 1 and y 2 are of the form
where x, n 1 , and n 2 are independent and Gaussian, and the decoder estimates x instead of y 1 and y 2 . The distortion measure is again the average squared error. This problem's rate region was determined independently by Oohama [6] and Prabhakaran, Tse, and Ramchandran [7] . Their result shows that the separation-based architecture discussed in the previous section is optimal for this problem.
For our purpose, we will find it more convenient to consider the problem in which the decoder attempts to estimate µ T y, subject to a quadratic distortion constraint, for some given vector µ. We call this problem the µ-sum problem. For some values of µ, the µ-sum problem can be solved by coupling it to a CEO problem.
Lemma 1: If µ 1 · µ 2 > 0, then the sum rate of the µ-sum problem with allowable distortion d is given by
Proof: See [5] . It can happen that the infimum in (8) is not achieved by any D in D G . But the next lemma shows that every D in D G solves a µ-sum problem for some µ with µ 1 · µ 2 > 0. This fact is used in the proof of our main result.
Lemma 2: For any D * in D G , there is a vector µ with µ 1 · µ 2 > 0 such that
Proof: See [5] .
V. OUTLINE OF THE PROOF OF (7) Recall that we may restrict attention to the case in which (d 1 , d 2 ) is in diag(D G ). Let us now fix one such point. Let D * denote the element of D G whose top-left and bottom-right elements are d 1 and d 2 , respectively.
Definition 2: For θ ∈ (−1, 1), let
and define
Let µ denote the vector supplied by Lemma 2, i.e., µ satisfies µ 1 · µ 2 > 0 and (9) . Then define R 2 , d 1 , d 2 ) is achievable, then
Proof: We provide a brief outline of the proof; the details are available elsewhere [5] . Consider any code that meets the two distortion constraints. We shall assume for simplicity that both constraints are met with equality. Let the average error covariance matrix of the code be D θ . We lower bound the sum rate of the code in two ways: 1) We consider the rate that a centralized encoder would need to achieve the average error covariance matrix D θ .
Using the converse to the point-to-point rate-distortion theorem, one can show that this rate is lower bounded by R coop (θ). This implies
2) We turn the code into a code for the µ-sum problem by setting µ T y = µ Tŷ .
The distortion that this code achieves for the µ-sum problem is µ T D θ µ. For this distortion, the optimal sum rate equals R sum (θ) by Lemma 1. This implies
Combining these two lower bounds and minimizing over θ gives the desired result. The next step is to evaluate the infimum in (10) . Fig. 3 shows R coop (·) and R sum (·) for particular parameter values. We prove that these two functions always intersect at the correlation coefficient of D * , and at this point, they both equal the min-max in (10) .
Lemma 4:
Proof: Let us write D * as
One can show that θ * is contained in [0, 1] and that over (0, 1), R coop (·) is increasing while R sum (·) is decreasing. Then if θ > θ * , we have
On the other hand, if θ < θ * , we have where we have used the fact that µ satisfies (9) . It follows that
and an elementary calculation completes the proof. The containment in (7) follows from these two lemmas and a continuity argument [5] .
VI. THE M -SUMS PROBLEM
Consider a natural extension of the µ-sum problem in which the decoder attempts to estimate µ T 1 y and µ T 2 y for some given vectors µ 1 and µ 2 . We assume that µ 1 and µ 2 have positive entries. It is convenient to define the matrix
consisting of the two column vectors µ 1 and µ 2 side-by-side. The problem is then to reproduce the vector M T y subject to separate constraints on the average squared error of each component. We call this the M -sums problem. Note that the quadratic Gaussian two-encoder source-coding problem can be viewed as an M -sums problem with M equal to the identity matrix. In this section, we point out that our converse technique can be used to solve other instances of the M -sums problem as well.
Let 0 < b < a and suppose that
We shall focus on the case in which both components of M y are to be reproduced subject to the same distortion constraint, d ∈ (0, E[(µ T 1 y) 2 ]). We call this problem the symmetric Msums problem, and we use R (d) to denote its rate region. Let us redefine R 1 (d) to be the rate region of the µ 1 -sum problem. Similarly, we redefine R 2 (d) to be the rate region for the µ 2 -sum problem. Finally, let
where D * is the unique matrix in D G such that
The rate region for the symmetric M -sums problem is given by
VII. L-ENCODER PROBLEM: THE SYMMETRIC CASE
Finding the rate region for the quadratic Gaussian Lencoder source-coding problem remains open if L ≥ 3. Using our converse technique, however, we can identify the sum rate in the symmetric case where the L Gaussian sources y 1 , y 2 , . . . , y L have zero mean and satisfy
and the quadratic distortion constraints are equal
Theorem 3: For the symmetric quadratic Gaussian Lencoder source-coding problem, the Berger-Tung inner bound [2] , [3] with Gaussian test channels achieves the optimal sum rate.
The proof is similar to the proof of Theorem 1.
VIII. CONCLUDING REMARKS
We determined the rate region of the quadratic Gaussian two-encoder source-coding problem. This result implies the optimality of a simple architecture that separates the analog and digital aspects of the compression. We also showed that this architecture requires higher rates to send a Gaussian source than it does to send any other source with the same covariance.
A. An Extremal Result
One consequence of our results is that there is no loss of optimality in using Gaussian auxiliary random variables in the inner bound. More precisely, the regions R i (d 1 , d 2 ) and (2) and (3) we can add the constraint (y, u) is jointly Gaussian without changing the optimal value. This is akin to the wellknown fact that the Gaussian distribution maximizes entropy for a given covariance. But the former result is more subtle in that the conditional covariance of y given u is not fixed, and by using non-Gaussian u, one can potentially realize conditional covariances that are unattainable with Gaussian distributions. Evidently the entropy-maximizing property of the Gaussian distribution overpowers this effect.
B. Role of Conditional Independence
The most noteworthy aspect of the proof of Theorem 1 is that we solve the two-encoder source-coding problem by coupling it to a CEO problem. This coupling amounts to augmenting the source y to include a hidden component x. But unlike other more typical auxiliary random variables, x does not represent a component of the code. Rather, it is used to aid the analysis by inducing conditional independence among the observations. Of course, there are many random variables that will induce conditional independence. The role of Lemma 2, in essence, is that of identifying the best one.
This technique of augmenting the source to induce conditional independence was used by Wagner and Anantharam [8] to prove an outer bound for the general multiterminal sourcecoding problem. The technique is also useful in multiple descriptions. Ozarow [9] used it to prove the converse for the Gaussian two-descriptions problem, and Wang and Viswanath [10] used it to determine the sum rate for the Gaussian vector multiple-descriptions problem with individual and central decoders.
