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An n × n sign pattern matrix has entries in {+,−, 0}. This paper
surveys the following problems concerning spectral properties of
sign pattern matrices: sign patterns that allow all possible spec-
tra (spectrally arbitrary sign patterns); sign patterns that allow all
inertias (inertially arbitrary sign patterns); sign patterns that allow
nilpotency (potentially nilpotent sign patterns); and sign patterns
that allow stability (potentially stable sign patterns). Relationships
between these four classes of sign patterns are given, and several
open problems are identiﬁed.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
An n × n sign pattern (matrix) S = [sij] is a matrix with entries in {+,−, 0}, and its associated sign
pattern class is
Q(S) = {A = [aij] ∈ Mn(R) : sign aij = sij for all i, j}.
If A ∈ Q(S), then A is a (matrix) realization of S . The use of primarily combinatorial methodology
(but also graph-theoretic and analytical techniques) to study matrix-theoretic problems involving
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sign pattern matrices is one part of combinatorial matrix analysis (see [36,6]). So-called “require” and
“allow” problems involving sign patterns have been the focus of a considerable amount of research in
the past approximately 20 years.
For a given propertyP , a sign patternS requiresP if everymatrixA ∈ Q(S)has propertyP , whereas
S allowsP if there exists at least onematrix A ∈ Q(S) that has propertyP; see [17,36,20]. The ﬁrst use
of this terminology seems to have been in [17], where some require and allow problems were listed
and solved. A list of some such problems that were open at that time was given in [20].
The purpose of this paper is to survey allow problems concerning spectral (eigenvalue) properties
of sign pattern matrices. Specifically, the following sign patterns are considered in detail:
• Sign patterns that allow all possible spectra (spectrally arbitrary sign patterns).
• Sign patterns that allow all inertias (inertially arbitrary sign patterns).
• Sign patterns that allow nilpotency (potentially nilpotent sign patterns).
• Sign patterns that allow stability (potentially stable sign patterns).
All of these concepts are deﬁned in Section 2. Results concerning each property are surveyed in
Sections 3–6 and speciﬁc open questions are stated throughout these sections.We conclude in Section
7 by collecting together some open questions.
Qualitative matrix problems were ﬁrst considered by Samuelson [57] in the mathematical mod-
eling of problems from economics. Sign pattern matrices, in which only the signs (rather than the
magnitudes) of the interaction coefﬁcients are known, arise naturally in economics, population biol-
ogy, chemistry, sociology and other applications. We do not discuss such applications here but refer
the interested reader to [44,48] and references therein. For completeness, we now mention several
other related problems and properties (with selected references) that are outside the scope of this
survey. Sign stable patterns, which require stability (i.e., all eigenvalues have negative real parts),
were characterized in [35]; see also [44,7,32] and references therein. Sign nonsingular sign patterns,
which require that all eigenvalues be nonzero, have been much studied; see, for example, [6,7,32]
and references therein. Other require problems concerning eigenvalues have been considered in [17,
21,22,18,23,19,43,33,46,59], and inertia sets of symmetric sign patterns have been investigated in, for
example, [31,60,30,39]. Results concerning spectral properties of zero–nonzeropatternswere the focus
of [11,12,40,42]. Consideration of qualitative problems concerning spectra of complex patterns have
recently been addressed; see [32,52] and references therein. Finally, we note that there aremanywell-
known spectral properties of nonnegative or positive sign patterns (for example, Perron–Frobenius
theory).
2. Notation and terminology
We now introduce notation and definitions that are used in subsequent sections. Recall that an
n × n (sign) pattern (matrix) S = [sij] with entries sij in {+,−, 0} deﬁnes a sign pattern class of real
matricesQ(S) = {A = [aij] ∈ Mn(R) : sign aij = sij for all i, j}. If all sij are nonzero, thenS is a full sign
pattern. A pattern Ŝ is a superpattern of S (and S is a subpattern of Ŝ) if ŝij = sij whenever sij /= 0.
An n × n sign pattern S has signed digraph D(S)with vertex set {1, . . . , n} and a positive (negative)
arc from i to j if and only if sij is positive (negative). For q 2, a (directed) path of length q − 1 in
this digraph is a sequence of q − 1 arcs (i1, i2), (i2, i3), . . . , (iq−1, iq) such that the vertices i1, . . . , iq
are distinct. A (directed) cycle of length q consists of a path as above together with the additional arc
(iq, i1). A cycle of length one (also called a loop) is an arc (i1, i1). A cycle is positive (negative) if there
is an even (odd) number of negative arcs on the cycle. A set of disjoint cycles on k vertices in D(S) is
called a disjoint cycle union of size k. The characteristic polynomial of A ∈ Q(S) is given by
pA(x) = xn − E1(A)xn−1 + E2(A)xn−2 − · · · + (−1)nEn(A), (1)
where Ek(A) = ∑(sign γk)CA(γk)with the sum taken over all disjoint cycle unions γk of size k inD(S).
Here, sign γk , the sign of the disjoint cycle union γk , is (−1)pk where pk is the number of cycles of even
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length in γk , and CA(γk) is the product of the entries aij on the disjoint cycles in γk; see, for example,
[62,24,58]. Note that for k = 1, . . . , n, Ek(A) is the sum of the k × k principal minors of A.
A pattern S is a tree sign pattern if D(S) is strongly connected and contains no cycle of length
greater than or equal to three; thus cycles of length one are allowed, and for i /= j, sij /= 0 if and
only if sji /= 0. An n × n tree sign pattern S is a path sign pattern if S is permutationally similar to
a tridiagonal pattern, i.e., D(S) consists of a chain of n − 1 cycles of length two; and S is a star sign
pattern if D(S) consists of n − 1 cycles of length two each of which contains a common vertex at the
center of the star.
The inertia of a real n × nmatrix A is the triple of nonnegative integers i(A) = (i+(A), i−(A), i0(A))
in which i+(A), i−(A), i0(A) is the number of eigenvalues of A with positive, negative, zero real parts,
respectively. Note that i+(A) + i−(A) + i0(A) = n. The inertia of a pattern S is i(S) = {i(A) : A ∈
Q(S)}. A pattern S is sign stable if i(S) = {(0, n, 0)}, i.e., S requires (negative) stability; and S is poten-
tially stable if (0, n, 0) ∈ i(S), i.e., S allows stability. If S does not allow stability, then S is sign unstable.
Note that these definitions originated from applications in economics and dynamical systems, which
accounts for calling a matrix stable if all its eigenvalues have negative real parts (whereas in matrix
theory, stability usually means positive real parts).
An n × n pattern S is an inertially arbitrary pattern (IAP) if (n1, n2, n3) ∈ i(S) for all nonnegative
integers ni satisfying
∑3
i=1 ni = n; thus S allows all (n + 1)(n + 2)/2 possible inertias. A pattern S is
a spectrally arbitrary pattern (SAP) if any self-conjugate multiset of complex numbers is the spectrum
of some A ∈ Q(S). Thus S is a SAP if for each real monic polynomial r(x) with degree n, there exists
A ∈ Q(S) with characteristic polynomial pA(x) = r(x). It follows that if S is a SAP, then S is an IAP
and S is potentially stable; however, the converses are not in general true (see Examples 4.2 and 2.1,
respectively). A pattern S is a minimal IAP (SAP) if no proper subpattern of S is an IAP (SAP), and a
pattern S is aminimal potentially stable pattern if no proper subpattern of S is potentially stable.
A pattern S is potentially nilpotent if there exists A ∈ Q(S) so that A is nilpotent, i.e., Ak = 0 for
some positive integer k, or equivalently A has all eigenvalues equal to zero. More specifically, a matrix
A is said to be nilpotent of index k if Ak = 0 and k is the smallest such positive integer. A pattern S
allows nilpotence of index k if there exists A ∈ Q(S) that is nilpotent of index k. If S is a SAP, then S
is potentially nilpotent, but it is not in general true that an inertially arbitrary pattern is potentially
nilpotent (see, e.g., the pattern G2k+1 deﬁned in Section 4).
The properties of being potentially nilpotent, spectrally arbitrary and inertially arbitrary are pre-
servedundernegation, transposition, permutation similarity and signature similarity. Twopatterns are
equivalent for these properties if one can be obtained from the other by any combination of these four
operations. For equivalence of potentially stable patterns, the operation of negation is not permitted.
We illustrate the above definitions with two simple examples.
Example 2.1. S =
[− +
+ −
]
is potentially stable, since
[−3 1
1 −2
]
is stable. S is not sign stable since[−1 2
2 −1
]
has inertia (1, 1, 0), and is not an IAPor SAP, since (2, 0, 0) /∈ i(S). PatternS is not potentially
nilpotent as trace(A) < 0 for every A ∈ Q(S).
Example 2.2. Let T2 =
[− +
− +
]
and consider
[−a 1
−b c
]
∈ Q(T2) with characteristic polynomial x2 +
x(a − c) + b − ac. For arbitrary r(x) = x2 + αx + β , choose c > 0 so that a = c + α > 0 and b =
β + c(c + α) > 0. Thus any r(x) can be achieved as the characteristic polynomial of amatrix inQ(T2).
It is easy to see that T2 is a minimal SAP; in fact, up to equivalence, T2 is the unique 2 × 2 SAP. Also, T2
is a minimal IAP, is potentially stable and potentially nilpotent, but not sign stable.
3. Spectrally arbitrary sign patterns
The concepts of spectrally arbitrary and inertially arbitrary sign patterns were introduced in 2000
by Drew et al. [14]. The following necessary conditions on the signed digraph of a SAP S follow from
the form of the characteristic polynomial (1) for A ∈ Q(S); see also [58, Proposition 7].
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Theorem 3.1. Let S be an n × n SAP. For each k with 1 k n,D(S) has at least one positive and at least
one negative disjoint cycle union of size k.
Since disjoint cycle unions enter into principalminors, the above result can be restated as follows. If
S is an n × n SAP, then S allows a positive and a negative principalminor of each order kwith 1 k n.
Drew et al. [14] considered the following pattern Tn:
• Tn is the n × n tridiagonal sign pattern with the superdiagonal and (n, n) entry positive; the
subdiagonal and (1, 1) entry negative; and zeros elsewhere.
That is,
Tn =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
− + 0
− 0 +
− . . . . . .
. . . 0 +
0 − +
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
They proved that Tn is a minimal SAP for 2 n 7, and conjectured that Tn is a SAP for all n. Note that
Tn has 2n nonzero entries and Tn is a path sign pattern. It is interesting to observe that if the (n, n)
entry of Tn is changed from + to 0, then the resulting pattern is sign stable.
The method developed in [14] to show that an n × n pattern S is a SAP has become known as the
Nilpotent-Jacobianmethod [9,41,58], and is now stated as in [4, Lemma 2.1]. The proof, which uses the
Implicit Function Theorem, is given in [14, Theorem 9, Observations 10 and 15].
Theorem 3.2 (Nilpotent-Jacobian method). Let S be an n × n sign pattern, and suppose that there exists
some nilpotent matrix A ∈ Q(S)with at least n nonzero entries, say ai1j1 , . . . , ainjn . Let X be the real matrix
obtained by replacing these entries in A by variables x1, . . . , xn, and let the characteristic polynomial of X
be given by
pX(x) = xn − α1xn−1 + α2xn−2 − · · · + (−1)n−1αn−1x + (−1)nαn,
where αi = αi(x1, . . . , xn) is differentiable in each xj. If the n × n Jacobian matrix with (i, j) entry equal
to
∂αi
∂xj
is nonsingular at (x1, . . . , xn) = (ai1j1 , . . . , ainjn), then every superpattern of S (including S itself)
is spectrally arbitrary.
The difﬁculties in using this theorem for considering Tn for n > 7 lie in the need to ﬁnd a nilpotent
A ∈ Q(Tn), as well as showing that the Jacobian matrix is nonsingular. In 2003, Elsner et al. [16] used
Maple for these two steps, and proved that Tn is a minimal SAP for 8 n 16. Elsner and Hershkowitz
[15] used (close to) Schwarzmatrices to show that for each n 2 there exists A ∈ Q(Tn)with spectrum
arbitrarily close to any given self-conjugate multiset of complex numbers. It is conjectured that Tn is
a minimal SAP for all n, but there is currently no proof for n 17.
In 2003, McDonald et al. [51] gave the ﬁrst n × n family of sign patterns that is spectrally arbitrary
for all n. For this construction, it was ﬁrst proved by using an orthogonal Soules matrix that any
given self-conjugate multiset of n − 1 complex numbers can be supplemented by a sufﬁciently large
positive number to form the spectrum of a positive normal matrix. This result was then used to prove
the following theorem [51, Theorem2.6] about p-stripedpatterns,where ann × n (n 2)patternS is a
p-stripedpattern ifS haspcolumnswithall entriespositive, andn − pcolumnswithall entriesnegative.
Theorem 3.3. Every p-striped n × n sign pattern with 1 p n − 1 is spectrally arbitrary.
Note that T2 in Example 2.2 is a 1-striped 2 × 2 pattern, and that every p-striped pattern is a full
sign pattern. The study of striped sign patterns in [51] was partly motivated by the observation that if
A ∈ Q(Tn) is nonsingular, then A−1 has a striped sign pattern with columns alternating in sign.
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The ﬁrst n × n classes of minimal SAPs were given in 2004 by Britz et al. [4]. Their proofs of this
property used the Nilpotent-Jacobianmethod (see Theorem 3.2). Some of these classes, each of which
is a minimal SAP for n 3 (and every superpattern is also a SAP) are now described:
• Vn is the n × n Hessenberg sign pattern with the ﬁrst column positive; the superdiagonal and
(n, n) entry negative; and zeros elsewhere.
• Wn(1) is the n × n sign pattern with the ﬁrst column and (1, 2) entry positive; the {(j, j + 1) :
j = 2, . . . , n − 1}, (1, n) and (n, n) entries negative; and zeros elsewhere.
• Vn(k) is the n × n sign pattern with 3 k + 2 n < 2k + 12
(√
1 + 8k + 3
)
; the {(i, 1) :
i = 1, . . . , k}and (n, n − k)entriespositive; thesuperdiagonalandthe {(i, 1) : i = k + 2, . . . , n}
and (n, n) entries negative; and zeros elsewhere.
Britz et al. [4, Theorem 5.2] also proved that all 3 × 3minimal spectrally arbitrary sign patterns are
equivalent to one of four patterns. All other 3 × 3 patterns are either reducible or were shown to be
not potentially nilpotent, and thus not a SAP. Their characterization is now stated.
Theorem 3.4. The family of 3 × 3minimal spectrally arbitrary sign patterns consists of the sign patterns
that are equivalent to one of the following patterns T3, U3, V3 andW3:⎡
⎣− + 0− 0 +
0 − +
⎤
⎦
⎡
⎣+ − ++ − 0
+ 0 −
⎤
⎦
⎡
⎣+ − 0+ 0 −
+ 0 −
⎤
⎦
⎡
⎣+ + −+ 0 −
+ 0 −
⎤
⎦ ,
T3 U3 V3 W3 = W3(1).
Furthermore, every 3 × 3 spectrally arbitrary sign pattern is equivalent to a superpattern of one of these
four patterns.
Independently, Cavers and Vander Meulen [10, Theorem 5.3] found these four patterns and proved
the following result.
Theorem 3.5. If S is a 3 × 3 sign pattern, then the following are equivalent:
(1) S is a SAP.
(2) S is an IAP.
(3) Up to equivalence, S is a superpattern of T3, U3, V3 orW3.
Note that T3 and V3 have six (=2n) nonzero entries, whereas U3 andW3 have seven nonzero entries.
In addition, Cavers and Vander Meulen [10] considered an interesting n × n sign pattern Dn,r with 2n
nonzero entries deﬁned as follows:
• Dn,r is the n × n sign pattern with 2 r  n; the superdiagonal and (n, n) entry positive; the{(i, 1) : i = 1, . . . , r} and {(i, i − r + 1) : i = r + 1, . . . , n} entries negative; and zeros else-
where.
Note that Dn,2 = Tn and Dn,n = −Vn. They proved the following results [10, Theorems 2.3, 2.4, and
3.1].
Theorem 3.6. If n 2r, then Dn,r is a minimal SAP. If r  3, then D2r+1,r is not potentially nilpotent.
They also stated that if r = 2 and n 17 or if 3 r 
⌊
n−3
2
⌋
, then it is unknown whether or not Dn,r
is a SAP. More recently, Gao et al. [28] proved that if r  3 and 2r + 2 n 4r − 3, then Dn,r is not
potentially nilpotent and thus not a SAP. The remaining cases for Dn,r are unresolved.
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Cavers et al. [9] showed that it is not necessary to explicitly determine a nilpotent matrix for the
Nilpotent-Jacobian method to prove that a sign pattern is a SAP. Instead, by using the Intermediate
Value Theorem, they proved that it is sufﬁcient to show only the existence of a nilpotent matrix
A ∈ Q(S) in order to prove that S is a SAP. This technique was used in [9] to show that the following
pattern Kn,r is a minimal SAP:
• Kn,r is the n × n sign pattern with n 3 and 2 r  n − 1; the {(i, 1) : i = 1, . . . , n − 1} and
(n, n − r + 1)entriespositive; the superdiagonal and (n, n)entrynegative; andzeroselsewhere.
Some recent research concerning spectrally arbitrary patterns has focused on patternswith certain
digraphs. The characteristic polynomial and theNilpotent-Jacobianmethodwere used byMacGillivray
et al. [49] to characterize all minimal SAPs for which S is an n × n star sign pattern; see Section 5. The
Nilpotent-Jacobian method was also used by Bingham et al. [2] to identify an n × n family Cn of SAPs
with digraphs that have a negative cycle of every length. For example, for n even, this family is deﬁned
as follows:
• C2k is the 2k × 2k sign pattern with k 2; the superdiagonal and the {(i, i) : i is odd} entries
positive; the {(i, 1) : i is even} and the {(i, i) : i is even} entries negative; and zeros elsewhere.
The n × nminimal spectrally arbitrary families Vn and Dn,r with r  n2 deﬁned above have exactly
2n nonzero entries, an observation that leads to the question of the least number of nonzero entries
required by an n × n SAP. Britz et al. [4, Theorem 6.2] proved the following result.
Theorem 3.7. For n 2, an irreducible n × n sign pattern that is spectrally arbitrary has at least 2n − 1
nonzero entries.
Theproof uses the fact that ifS is a SAP, then forA ∈ Q(S), without loss of generalityn − 1nonzero off-
diagonal entries of A can be set to±1 (see [4, Lemma 2.3]) and S must have another n nonzero entries
so that anymonic polynomial of degree n is the characteristic polynomial of some A ∈ Q(S). A similar
proof of this result was given in [58, Theorem 1]. Moreover, Britz et al. conjectured [4, Conjecture 6.1]
that the result of Theorem 3.7 can be improved, and this has become known as the 2n-conjecture [58].
Conjecture 3.8 (2n-conjecture). For n 2, an n × n sign pattern that is spectrally arbitrary has at least
2n nonzero entries.
The conjecture was veriﬁed for n = 2, 3 in [4], has since been veriﬁed for n = 4 in [12] from a consid-
eration of zero–nonzero patterns, and n = 5 in [13] by looking at all possible digraphs, but remains
open for n 6. Note that there is no assumption of irreducibility in the 2n-conjecture. Currently no
irreducible n × n pattern with 2n − 1 nonzero entries is known, and Shader [58, Theorem 6] proved
that the Nilpotent-Jacobian method cannot be used to establish that such a pattern is a SAP. In [58],
Shader noted that his proof of Theorem 3.7 can be easily adapted to prove the following theorem for
reducible sign patterns, leading naturally to an extension of Conjecture 3.8.
Theorem 3.9 [58, Corollary 3]. For n 2, an n × n sign pattern with q irreducible components that is
spectrally arbitrary has at least 2n − q nonzero entries.
Conjecture 3.10 [5, Conjecture 2.3]. For n 2, an n × n sign pattern with q irreducible components
that is spectrally arbitrary has at least 2n − q + 1 nonzero entries.
In addition to proving the 2n-conjecture when n = 5, some reducible spectrally arbitrary patterns
were considered by DeAlba et al. [13]. It was shown that the direct sum of sign patterns of which at
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least two are of odd order is not a SAP (since the pattern requires at least two real eigenvalues),whereas
if the direct sum of SAPs has at most one odd order summand, then it is a SAP. The following example
[13, Proposition 2.4] with n = 6 shows that there exists a SAP that is a direct sum of two sign patterns,
one of which is not a SAP.
Example 3.11. The pattern
M4 =
⎡
⎢⎢⎣
+ + − 0
− − + 0
0 0 0 −
+ + 0 0
⎤
⎥⎥⎦
is not a SAP, butM4 ⊕ T2 is a SAP.
It is currently unknown whether it is possible to have patterns S1, S2 that are both not spectrally
arbitrary but S1 ⊕ S2 is a SAP.
We conclude this section with a recent result of Pereira [55, Theorem 1.2] that indicates the impor-
tance of potentially nilpotent sign patterns in the study of spectrally arbitrary sign patterns.
Theorem 3.12. Any potentially nilpotent full sign pattern is a SAP.
The proof uses a perturbation of the Jordan normal form of a nilpotent matrix with a given full sign
pattern, combinedwith a companionmatrix argument. In addition, for an n × n sign pattern S having
at most n − 2 zero entries, all of which are on the main diagonal, Pereira [55, Theorem 2.2] used the
Nilpotent-Jacobian method to prove that if there exists A ∈ Q(S) that is nilpotent of index n, then
every superpattern of S is a SAP.
4. Inertially arbitrary sign patterns
The main methods of showing that S is an IAP are to show that S is a SAP, or to explicitly ﬁnd a
realization ofS having eachpossible inertia. Newmethods involving a subset of the set of characteristic
polynomials {pA(x) : A ∈ Q(S)} (see [41] and [11, Lemma 3.3]), critical sets of inertias [42] or sumsets
for reducible patterns [8] have recently been introduced.
The following are two necessary conditions for an inertially arbitrary pattern S; see [10, Lemma
5.1]. Note that the second condition shows that no symmetric sign pattern can be an IAP.
Theorem 4.1. If S is an IAP, then D(S) has at least one positive and one negative cycle of length one, and
has a negative cycle of length 2.
For 3 × 3 sign patterns, the class of SAPs and IAPs are identical (see Theorem 3.5) and this is also
true for 2 × 2 sign patterns as T2 is the only 2 × 2 IAP. In addition, these classes are identical for n × n
star sign patterns [49]. This is, however, not the case for general n × n patterns. In 2005, Cavers and
Vander Meulen [10] gave the following example.
Example 4.2. The 4 × 4 sign pattern
N =
⎡
⎢⎢⎣
+ + 0 0
0 0 − −
+ + 0 0
0 0 − −
⎤
⎥⎥⎦
is a minimal IAP (and is potentially nilpotent) but not a SAP.
In [11], Cavers and Vander Meulen gave two other 4 × 4 irreducible minimal IAPs that are not SAPs,
namely
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N2,1 =
⎡
⎢⎢⎣
+ + + 0
− − − 0
0 0 0 +
− − 0 0
⎤
⎥⎥⎦ and N2,2 =
⎡
⎢⎢⎣
+ + + 0
− − − 0
0 0 0 −
− − 0 0
⎤
⎥⎥⎦ .
We next describe some earlier work on n × n inertially arbitrary patterns. In 2001, Gao and Shao
[29] introduced the patterns Sn with entries deﬁned as follows:
• Sn is the n × n pattern with the {(i, j) : i < j} and (n, n) entries positive; the {(i, j) : i > j} and
(1, 1) entries negative; and zeros elsewhere.
They showed that Sn is an IAP for n 2.
In 2002,Miao and Li [53] gave some inertia results for the (2r − 1)-diagonalmatrixSn,r with entries
as follows:
• Sn,r is the n × n pattern with n r  2; the {(i, j) : 1 j − i r − 1} and (n, n) entries positive;
the {(i, j) : 1 i − j r − 1} and (1, 1) entries negative; and zeros elsewhere.
Note that Sn,2 = Tn and Sn,n is the pattern Sn given above as in [29]. In [53] it was proved that Sn,n−1
is an IAP for n 3.
The patterns Sn,r described above are superpatterns of the patterns Dn,r considered by Cavers and
Vander Meulen [10] in 2005. They proved by the Nilpotent-Jacobianmethod that the patternsDn,r are
minimal SAPs for n 2r (see Theorem 3.6), thus their work implies that Sn,r is a SAP (hence an IAP) for
n 2r.
More recently, in 2007, Kim et al. [41] gave a family G2k+1 of irreducible IAPs that are not potentially
nilpotent:
• G2k+1 is the (2k + 1) × (2k + 1) sign pattern with k 2; the (2,1), (2,2), (2,3) entries positive; the{(2i + 1, 1) : i = 2, . . . , k}, {(2i, 2) : i = 2, . . . , k}, {(i, i + 1) : i = 3, . . . , 2k}, {(i, i + 2) :
i = 1, 3, 5, . . . , 2k − 1}, (1, 1) and (1,2) entries negative; and zeros elsewhere.
To prove their result, they ﬁrst established that if every real monic polynomial of degree n having a
positive coefﬁcient of xn−2 is the characteristic polynomial of amatrix having a given pattern S , then S
is an IAP. Since G2k+1 is not potentially nilpotent, a new technique analogous to the Nilpotent-Jacobian
method was applied to a realization of G2k+1 with 2k − 1 zero eigenvalues and a conjugate pair of
pure imaginary eigenvalues to show that G2k+1 allows each inertia (n1, n2, n3)with n3  1. A recursive
procedurewas used for inertiaswith n3 = 0. Kim et al. [41] further showed that G5 and G7 areminimal
IAPs but left open the question of minimality of G2k+1 for k 4.
In [42], Kim et al. introduced the concept of a critical set of inertias, which for a ﬁxed n is a nonempty
proper subset of all possible inertias that is sufﬁcient for a pattern to be an IAP. They identiﬁedminimal
critical sets of inertias for irreducible sign patterns of orders n = 2, 3. For example, they showed that
the sets {(0,0,3),(3,0,0)} and {(0,0,3),(0,3,0)} are minimal critical sets of inertias for irreducible sign
patterns of order 3. The identiﬁcation of minimal critical sets of inertias eliminates the need to ﬁnd a
realization having each possible inertia. However, the identiﬁcation and cardinality ofminimal critical
sets of higher orders remains open.
If S1 and S2 are IAPs, then clearly the reducible pattern S1 ⊕ S2 is an IAP since i(S1 ⊕ S2) =
i(S1) + i(S2), which is a sumset deﬁned on sets of integer triples. In [10], Cavers and Vander Meulen
gave a 7 × 7 reducible example of an IAP that has an irreducible component that is not an IAP. Recently,
a smallest such example (with n = 6) was given by Cavers [8].
Example 4.3. The pattern
B4 =
⎡
⎢⎢⎣
+ + + 0
− − − 0
+ 0 0 +
+ 0 0 0
⎤
⎥⎥⎦
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is not an IAP as it doesnot allow inertias (0, 1, 3), (0, 3, 1) and (2, 1, 1), and it is not potentially nilpotent,
but B4 ⊕ T2 is an IAP.
For general patterns S1 and S2 of orders m and n, respectively, Cavers [8, Theorem 2] provided
sufﬁcient conditions for the (m + n) × (m + n) pattern S1 ⊕ S2 to be an IAP. He used the fact that
every integer triple (c1, c2, c3) ∈ i(S1 ⊕ S2) can be written as a sum (a1, a2, a3) + (b1, b2, b3) where
(a1, a2, a3) ∈ i(S1) and (b1, b2, b3) ∈ i(S2) and gave conditions on i(S1) and i(S2) that ensure that
certain inertias are in i(S1 ⊕ S2). In particular, sufﬁcient conditions on i(S1) and i(S2) were given to
guarantee that i(S1 ⊕ S2) contains all (c1, c2, c3) with c1 + c2 + c3 = m + n. These conditions were
used to verify Example 4.3 and also to show that B4 ⊕ (−B4) is an IAP, where B4 is given in Example
4.3. This 8 × 8 example [8, Example 10] is the smallest possible such example of an IAP S1 ⊕ S2 with
both S1, S2 not IAPs.
The minimum number of nonzero entries in an n × n IAP remains an open problem, in both the
irreducible and reducible cases. It is also unknown whether a superpattern of an IAP is necessarily an
IAP. We note that this superpattern question is also open for SAPs, other than those proved using the
Nilpotent-Jacobian method.
5. Potentially nilpotent sign patterns
If S is an n × n potentially nilpotent pattern, then S has a realization A with characteristic poly-
nomial pA(x) = xn. Work on potentially nilpotent sign patterns predates the introduction of SAPs and
IAPs, and in 1988, the identiﬁcation of potentially nilpotent sign patternswas listed as an openproblem
in [20]. Since S1 ⊕ S2 is potentially nilpotent if and only if S1 and S2 are potentially nilpotent, only
irreducible patterns need to be considered for potential nilpotency. In 1996, Yeh [62] consideredpoten-
tially nilpotent star and path sign patterns. In particular, for potentially nilpotent star sign patterns, an
explicit characterization was given for orders 2, 3 [62, Theorem 4] and a recursive relation was given
for general order n [62, Theorem 3]. For potentially nilpotent path sign patterns of orders 3, 5, 7 with
zero diagonal, Yeh gave a characterization in terms of the signs of the products of entries on the cycles
of length two in D(S).
In 1999, EschenbachandLi [24] observed that ifS is potentiallynilpotent, then for eachk = 1, . . . , n,
either there is no disjoint cycle union of size k, or there is at least one positive and at least one negative
disjoint cycle union of size k (cf. Theorem 3.1). They investigated sign patterns that allow nilpotence
of index 2, and characterized 3 × 3 potentially nilpotent sign patterns. They also related the property
of being nilpotent to other important linear algebraic and graph-theoretic concepts. To state these
results, we need some definitions. Theminimum rank of a sign pattern S , denoted bymr(S), is deﬁned
as mr(S) = min{rank A : A ∈ Q(S)}. The diameter of a sign pattern S , denoted by d(S), is the length
of the longest path in D(S).
Theorem 5.1 [24, p. 86]. If S is an n × n sign pattern that allows nilpotence of index k, then mr(S)(k −
1)n/k.
Theorem 5.2 [24, Theorem 5.2]. If S is an n × n tree sign pattern that allows nilpotence of index k, then
k d(S) + 1.
More recently, in 2007, Gao et al. [27] studied sign patterns that allow nilpotence of index 3, and
characterized all such 3 × 3 patterns. They gave four construction methods for obtaining n × n sign
patterns that allownilpotence of index3. Their ﬁrstmethoduses thepossible Jordanblocks for amatrix
realization of such a pattern, their second method relies on the fact that such a matrix can be written
as a sum of certain rank one matrices, while the last two methods construct block matrix realizations
from given nilpotent matrices of smaller order. We know of no characterizations of sign patterns that
allow nilpotence of index greater than or equal to four.
It appears difﬁcult to characterize potential nilpotency for general sign patterns, but we now con-
centrate on the implications of potential nilpotency for spectrally and inertially arbitrary patterns. In
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[4], Britz et al. showed that a 3 × 3 irreducible sign pattern with at least one positive and one negative
diagonal entry is potentially nilpotent if and only if it is a SAP. However, they demonstrated with a
4 × 4 example that this statement is not in general true. Obviously spectrally arbitrary patterns are
potentially nilpotent, but the weaker condition of being inertially arbitrary may be insufﬁcient to be
potentially nilpotent. Such examples for irreducible sign patterns were given in [41] by G2k+1, and
for reducible sign patterns in [8] by B4 ⊕ T2 and B4 ⊕ (−B4); see definitions of these sign patterns
in Sections 3 and 4. Each of these matrices is inertially arbitrary but not potentially nilpotent (from
results in Section 4). Theorem 3.12 shows that if a full sign pattern is potentially nilpotent, then it is a
SAP; but this is clearly false for general sign patterns.
MacGillivray et al. [49] used the recursive relation in [62] to characterize potentially nilpotent star
sign patterns in terms of the n × n patterns Lnp deﬁned by
Lnp =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α + + · · · + + · · · · · · +
− −
+ −
...
. . .
sign (−1)p −
sign (−1)n−p−1 +
sign (−1)n−p−2 +
...
. . .
− +
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
[L1 L2
L3 L4
]
,
where L1 is of order p + 1 and all unspeciﬁed entries are zero. Patterns Znp are Lnp with n 3,
1 p n − 2 and α = 0; patternsZ+np,Z−np, are the superpatterns ofZnp with α = +,−, respectively;
and Yn is the pattern Lnp with n 2, p = n − 1 and α = + (so L2,L3,L4 are vacuous).
Theorem 5.3 [49, Theorem 6.3]. Let n 2 and S be an n × n star sign pattern. Then S is potentially
nilpotent if and only if, up to equivalence,
(1) S is one of Yn,Znp,Z+np,Z−np (for appropriate p); or,
(2) for some m such that 1m n − 2,
S =
[S11 S12
S21 S22
]
,
where
• S12 is the m × (n − m) pattern with entries in the ﬁrst row positive; and zeros elsewhere,• S21 is the (n − m) × m pattern with entries in the ﬁrst column nonzero, including at least one
positive and at least one negative entry; and zeros elsewhere,
• S22 is the (n − m) × (n − m) zero pattern; and• S11 is as follows:
(a)if m = 1, then S11 = [0], or
(b)if m 2, then S11 is one of Ym,Zmp,Z+mp,Z−mp (for appropriate p).
Furthermore, it was demonstrated in [49] that for n × n star sign patterns, the class of SAPs and IAPs
coincide and are identical to the potentially nilpotent patterns S with D(S) having a cycle of length
one at each of the n − 1 leaves; up to equivalence, the patterns in this class are given by one of
Yn,Znp,Z+np,Z−np (see [49, Theorem 7.1]). In [49, Theorem 5.3], it was proved that the patterns Yn and
Znp are the only minimal IAPs (and thus the only minimal SAPs) among star sign patterns. Note that
Y2,Y3,Z31 are equivalent to T2, U3 and T3, respectively.
It was illustrated in [49] that a proper irreducible subpattern of a minimal SAP can be potentially
nilpotent or potentially stable. From Theorem 5.3(2) with m = 1, an irreducible n × n potentially
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nilpotent star sign pattern can have as few as 2n − 2 nonzero entries. Eschenbach and Li [24, Example
5.8] gave the following example of a sign pattern (the digraph of which is a C3-cockade) with fewer
than 2n − 2 nonzero entries.
Example 5.4. The pattern
S =
⎡
⎢⎢⎣
0 + 0 +
0 0 + 0
+ 0 0 0
0 0 − 0
⎤
⎥⎥⎦
allows nilpotence of index 4, is irreducible and has only 5 (= n + 1) nonzero entries.
The following theorem, which is motivated by the above example, gives the minimum number of
nonzero entries in an n × n irreducible potentially nilpotent pattern.
Theorem 5.5. For n 3, the minimum number of nonzero entries in an n × n irreducible potentially nil-
potent sign pattern is n + 1.
Proof. A potentially nilpotent sign pattern with n = 3 and four nonzero entries is given in Theorem
5.3(2) withm = 1. If n 4 is even and D(S) consists of exactly two oppositely signed cycles of length
n/2 + 1 that have one arc in common, then S has n + 1 nonzero entries and is potentially nilpotent.
If n = 2k + 1 with k 2 and D(S) consists of exactly two oppositely signed cycles of length k + 2
that have two adjacent arcs in common, then S has 2k + 2 = n + 1 nonzero entries and is potentially
nilpotent. Since S is irreducible, S must have at least n nonzero entries. If S is an irreducible pattern
with exactly n nonzero entries, then D(S) is a cycle of length n. Such a pattern is sign nonsingular and
thus not potentially nilpotent. 
6. Potentially stable sign patterns
Inspired by the book of Samuelson [57], Quirk and Ruppert [56] investigated the stability of sign
pattern matrices in the context of mathematical economics, and their paper generated more interest
in qualitative matrix problems. In 1969, Maybee and Quirk [50] gathered together results in this area,
amongwhich are some results on potential stability, i.e., concerning sign patterns that allow (negative)
stability. They state [50, p. 41] that “The speciﬁcationofnecessaryandsufﬁcient conditions forpotential
stability remains an unsolved problem”, and except for certain special cases this statement remains
true. In fact, Klee in 1989 [44, p. 216] remarks that “It seems probable that the problem of recognizing
potential stability is NP-complete”. This is in contrast to the corresponding require problem, namely
sign stability, which is characterized in [35] and for which there is a polynomial time algorithm [45].
Sign stablepatterns aswell as generic sign stablepatterns (see [61]) are obvious examples of potentially
stable sign patterns.
From consideration of the characteristic equation of A ∈ Q(S) the following necessary conditions
for potential stability are immediate; see for example, [50,38].
Theorem 6.1. If an n × n sign pattern S is potentially stable, then there exists A ∈ Q(S) such that the sign
of Ek(A) is (−1)k for k = 1, . . . , n.
This theorem implies that if a pattern S is potentially stable, then at least one of its diagonal entries
must be negative. Obviously, any pattern S with all sii < 0 is potentially stable, as a stable realization
A ∈ Q(S) can be obtained with |aii| sufﬁciently large. In 1983, Bone [3] gave the following somewhat
surprising example to show that positive feedback may sometimes promote stability.
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Example 6.2. The pattern
S =
⎡
⎢⎢⎣
− + + 0
− s22 0 0+ 0 0 +
0 + 0 0
⎤
⎥⎥⎦
is potentially stable if s22 > 0 but sign unstable if s22  0.
Since S1 ⊕ S2 is potentially stable if and only if S1 and S2 are potentially stable, only irreducible
patterns need to be considered for potential stability. In 1988, Jeffries and Johnson [34] developed
two criteria that preclude potential stability for tree sign patterns. For such patterns, the eigenvalues
depend only on entries sii and products sijsji (i /= j). These criteria depend on two factorizations of
A ∈ Q(S) for a tree sign pattern S , called the skew-symmetric and symmetric factorization of A, as
well as inertia results.
The criteria of [34]were used by Johnson and Summers [38] to list (up to equivalence) all potentially
stable tree sign patterns for n = 2, 3, 4. Since by continuity any superpattern of a potentially stable
sign pattern is potentially stable [38, Theorem 3], the tree sign patterns that are minimal irreducible
potentially stable patterns give a large number of additional potentially stable patterns. For n = 2,
there are four potentially stable tree sign patterns [38, Fig. 1], but only one is irreducible andminimal,
namely
[− +
− 0
]
. If S is a tree sign pattern, then for n = 3, S is a path sign pattern, and for n = 4, S is
either a path sign pattern or a star sign pattern. Potentially stable sign patterns for these orders were
given in tabular form [38, Figs. 2–4 and Table 1] by signs of diagonal entries and cycles of length two.
Forn = 4, there are fourminimal potentially stable path signpatterns not included in [38, Fig. 4]. These
were given by stable realizations in Lin et al. [47, p. 365]. Note that since the subpattern of Tn with
the (n, n) entry zero is potentially stable (in fact sign stable), an n × n irreducible potentially stable
tree sign pattern can have as few as 2n − 1 nonzero entries. Miyamichi [54] gave an n × n family of
irreducible non-tree sign patternswith 2n − 2 nonzero entries that is potentially stable. The following
example illustrates this with n = 4.
Example 6.3 [54, Fig. A2]. The stable matrix⎡
⎢⎢⎣
0 1 0 1
0 0 1 0
−1 0 0 0
−3 0 0 −1
⎤
⎥⎥⎦
speciﬁes a potentially stable sign pattern with 6 (= 2n − 2) nonzero entries.
Other non-tree patterns of orders 3 and higher that are potentially stable are also given in [54].
Signs of certain principal minors were used in [37] to identify patterns that are potentially stable.
A pattern S allows a nested sequence of properly signed principal minors if there exists A ∈ Q(S) and a
permutation matrix P so that if B = PAPT then
sign det B[{1, . . . , k}] = (−1)k for k = 1, . . . , n,
where det B[{1, . . . , k}] is the minor of B on rows and columns 1, . . . , k. The proof of the following
sufﬁcient condition for potential stability uses a theorem of Fisher and Fuller [25] and of Ballantine
[1].
Theorem 6.4 [37, Theorem 2.1]. If S is an n × n sign pattern that allows a nested sequence of properly
signed principal minors, then S is potentially stable.Moreover, S contains a nested sequence of potentially
stable sign patterns of orders 1, 2, . . . , n.
The authors also showed that the converse of the ﬁrst statement in the above theorem is not in
general true [37, Example 4.1], even for tree sign patterns [37, Example 4.4]. However, they gave the
following result for a certain class of tree sign patterns.
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Theorem 6.5 [37, Theorem 4.2]. If S is a tree sign pattern with exactly one nonzero diagonal entry (which
is negative), thenS is potentially stable if and only ifS allows a nested sequence of properly signed principal
minors.
Potential stability of star sign patterns has been investigated by Gao and Li [26]. These authors gave
the following characterization of such patterns [26, Theorems 3.5, 4.2 and 4.3], which covers all cases
since an n × n potentially stable pattern must have at least one disjoint cycle union of size n.
Theorem 6.6. Let n 2 and S be an n × n star sign pattern with s12, . . . , s1n positive and s21, . . . , sn1
nonzero, and r be the number of positive entries among s22, . . . , snn.
(1) If all sii are nonzero, then S is potentially stable if and only if
(a) if s11 is positive, there is at least one i ∈ {2, . . . , n} such that si1 and sii are both negative, and
(b) for i = 2, . . . , n, the number of entries having both si1 and sii positive is equal to
⌊
r
2
⌋
.
(2) If s11 = 0 and all other sii are nonzero, then S is potentially stable if and only if
(a) there is at least one i ∈ {2, . . . , n} such that si1 and sii are both negative, and
(b) for i = 2, . . . , n, the number of entries having both si1 and sii positive is equal to
⌊
r
2
⌋
.
(3) If some shh = 0with 2 h n, then S is potentially stable if and only if S+ and S(h) are potentially
stable, where S+ is the superpattern of S with the (h, h) entry positive, and S(h) is the pattern
obtained from S by deleting row and column h.
The above characterization was used by MacGillivray et al. to prove that an n × n star sign pattern
S is a SAP if and only if S and −S are both potentially stable and D(S) has a cycle of length one at
each of the n − 1 leaves, or equivalently, if and only if S is both potentially nilpotent and potentially
stable (see [49, Theorem7.1]). It is unknownwhether there exist other classes of (not full) sign patterns
for which potential nilpotence and potential stability are sufﬁcient for the patterns to be spectrally
arbitrary.
7. Open questions
Throughout Sections 3–6, we have identiﬁed several open problems. Herewe collect together some
open questions that have attracted the attention of researchers in this area.
Question 1. What general methods can be used to prove that a pattern is a SAP, an IAP, potentially
nilpotent or potentially stable? The Nilpotent-Jacobian method has been much used to show that a
pattern is a SAP, but most other techniques are only applicable to speciﬁc classes of sign patterns (e.g.,
star sign patterns).
Question 2. Are the 2n-conjecture (Conjecture 3.8) and/or the general 2n-conjecture (Conjecture 3.10)
true for the minimum number of nonzero entries in a SAP? What is the corresponding number of
minimum nonzero entries in an IAP or in an irreducible potentially stable sign pattern?
Question 3. Is it possible that S1 ⊕ S2 is a SAP with neither S1 nor S2 a SAP? If S1 is a SAP, what
conditions on S2 (not a SAP) guarantee that S1 ⊕ S2 is a SAP? (See DeAlba et al. [13] for some recent
results on this last question.)
Question 4. Is any superpattern of a SAP (IAP) also a SAP (IAP)? This result is true if the pattern is
proved to be a SAP by the Nilpotent-Jacobianmethod. Can a proper subpattern of a minimal SAP be an
IAP? (Equivalently, if a pattern is a minimal SAP, is it also a minimal IAP?)
M. Catral et al. / Linear Algebra and its Applications 430 (2009) 3080–3094 3093
Question 5.What are necessary and/or sufﬁcient conditions for a sign pattern to allow nilpotence of
index k 4?
Note added in proof
M.S. Cavers has answered part of Question 4 by providing us with an example of order 4 that is
a minimal SAP S with a proper subpattern N (as in example 4.2) that is a minimal IAP. Pattern S is
equivalent to the one given in Appendix B: ﬁrst pattern in row 4 [12].
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