The article reports research on the concept of key words as statistically significant items in a text or corpus. It reviews approaches to eliciting key words used in various software products for language analysis and the rationale for adopting them. Based on empirical data, a new method is proposed and tested on an exploratory corpus. The motivation and arguments for proposing the procedure are revealed, using comparisons between different languages. The adequacy of the results yielded by the different methods is tested via a mechanism developed with this research.
In a rare monograph Phillips (1989:11) observed:
[A] distributional analysis of textual substance invoking no knowledge of the semantic content, the syntactic organisation or the lexical meaning of the text would reveal the existence of global patternings in the lexis of the text. [… ] What the text is about may be specified by providing a semantic interpretation for the formally identified macrostructure.
Since then many researchers have been fascinated by the idea that the lexical structure of texts should be indicative of something bigger. In linguistic circles it is often hinted that corpus-extracted keywords were something that John Sinclair talked about at length, influenced by Phillips' thesis, but published nothing about. Several methods have been introduced of deriving items of key significance and this research purports to contribute to those.
Definitions
In a review of literature on key words, Stubbs (2010: 25) traces them back to Firth's "sociologically important words, which one might call focal or pivotal words". Then he refers to a range of German research, including Teubert's politische Vexierwört, which reflect layers of political meanings on the surface and below it. Finally, Stubbs mentions French mots clés, embracing Benveniste's concept of civilization. Stubb's coveted goalalso revealed with the title of one of his books (Stubbs 1996) -are key words as indicators of cultural values in society. In this he continues a tradition established with William's list (1976 William's list ( /1983 ) of culturally significant items -"a vocabulary of culture and society". "Keywords are the tips of icebergs: pointers to complex lexical objects which represent the shared beliefs and values of a culture." (Stubbs 2010: 23 ).
Baker 's definition (2004:350) forges a connection with discourses: "keywords will direct the researcher to important concepts in a text (in relation to other texts) that may help to highlight the existence of types of (embedded) discourse or ideology."
While the term 'discourse' has multiple meanings, Baker (2006: 2) uses it to refer to a 'system of statements which constructs an object'. Sinclair (1996) collates cultural significance with textual role: "Keywords are words which are claimed to have a special status, either because they express important AN ALTERNATIVE PROPOSAL FOR ELICITING KEY WORDS evaluative social meanings, or because they play a special role in a text or text-type.
From a linguistic point of view, they contribute to the long search for units of meaning".
The creator of one of the most popular software products for linguistic analysis Wordsmith, (Scott 2001:48) describes keywords via their frequency: "The idea is quite simple: if a word is found to be much more frequent in one individual text than its frequency in a reference corpus would suggest, it is probably a "key word".
In this definition the ambiguity transpires whether we search higher frequency within a text, or in a corpus. We believe there should be a difference between the two, but so far this issue remains unexplored in Corpus Linguistics.
For the purposes of this research, we choose to focus on statistically established words that have a predominance in a corpus. Whether they project cultural values, or textual properties remains to be checked for each particular case. We believe that the role statistically predominant words play is an effect, rather than a starting point in searching for key words. Scott and Tribble (2006: 57) base their approach to establishing key words on repetitive reference. If a proposition -as suggested by Kintsch and van Dijk (1978) -or a sentence -as suggested by Hoey (1991) -is referred to repetitively, then it should have more importance about the text as a whole. Then, Scott and Tribble select a unit to trace that is immediately obvious and straightforward to establish -the word form, without considering any grammatical or lexical suffixes added to it. In the belief that if a concept is referred to more frequently, then it must lead to the basic conceptual load in the text, they look for lexical repetitions. They then establish statistical procedures comparing the percentage of the entire text that this word presents to the percentage the same word presents in a big general corpus.
Methods of eliciting key words
Further, some languages have inflections and each verb can occur in a number of inflected forms, as is the case with French, for instance. Languages which have cases contain a range of forms for the nouns and adjectives as well. Yet others agglutinate forms. Thus the frequencies depend heavily on the number of inflected forms. This is reflected in the respective frequencies, as Philip (2010:186) rightly observes: "…. the calculation of key words is dependent on frequency measures and repetition, yet these matters are not entirely unproblematic. In particular, a language with very few inflected forms has more recurrent forms than a fully inflected one, which in turn has fewer forms than agglutinative or infixing languages. While each word form attracts its own distinctive patterning, the dispersion of closely-related meanings over variant forms of a lemma may affect frequency measures and statistical calculations." Utka (2004) in his analysis of keywords in George Orwell's 1984, lemmatises noun forms in the text, and calculates keywords based on the frequencies of lemmas, rather than individual word forms. Baker (2004) observes that carrying out such a strategy on his corpus of gay and lesbian narratives "would have enabled a more inclusive form of analysis as it most likely would have resulted in the lemma SESSION being key rather than just the word SESSIONS. However, a lemma-based analysis may not always be a useful strategy as particular word forms can contain specific collocations or senses which would be lost when combining word forms together." Thus, working with un-lemmatised corpora seems to have established itself as the standard.
If lexical recurrence is to be interpreted, then serious statistical procedures need to prove that the numbers are not haphazard. Several have been evolved. This research puts forward a tentative suggestion for another one, while trying to check the outcome of existing ones.
The Chi square list compares the frequency of occurrence found experimentally with those expected on the basis of some theoretical model (Oakes 1998:24) . In the case where there is no difference between the reference corpus and the target, the null hypothesis applies. The observed value is denoted with O, and the one in the reference corpus -E. The value of O -E is found and squared to give more weight to the cases where the mismatch between O and E is greatest. Thus, the formula is this:
Chi-square can also serve as a measure of evenness of distribution. Equiprobable distributions are characterised by the same chi-square value.
Alternatively, Dunning's log likelihood measure shows if a word or phrase is overused or underused in a specialised corpus compared with a corpus of Standard English. The formula is this:
where xij are the data cell frequencies, my are the model cell frequencies, loge represents the logarithm to the base e, and the summation is carried out over all the cells in the table (Oakes, 1998, p 42) . Kilgarriff (1996) , having compared the chi-square and log-likelihood (also known as G-square) measures, preferred the G-square. Dunning (1993) points out that most vocabulary items are rare, and thus words in the text are not normally distributed. The advantage of the G-square or log likelihood measure is that it does not assume the normal distribution.
In his on-line software for parsing a range of corpora, Davies (2004) uses the loglikelihood calculation for eliciting keywords. Instead of using a reference corpus for his comparison, however, he employs projections -an expected value based on what has occurred so far in the text.
A Proposal for eliciting key words
The proposal proceeds from observations that concepts which are central to a text are usually named with an extended lemma of the respective lexical item. This is particularly true of languages such as Bulgarian, where the articles are bound morphemes and form new items in the lemma. A study (Anonymous 2011) reveals that research articles contain a chain of words which include the singular and the plural form of a word. They are used for giving examples and present the operative items in the research. All the articles in the corpus contain such repetition chains, irrespective of the genre, topic or subject field. Examples are given in Table 1 That is why we believe that the list of words of key significance in a text or corpus can be compiled exploring the words which appear with an extended lemma. The fact that the speaker included in his speech several different forms of a word should signal greater attention paid to a topic. Our examples lead us to believe that immediate candidates for inclusion in such analysis are the forms from the grammatical paradigm of a word -the plural and the singular forms of nouns, the inflected forms of the verbs, the case forms of nouns etc. Other members of the key word list would be cognate words -verbs formed from nominal roots and vice versa, as well as other lexical derivatives.
Method and procedure
To test the adequacy of the proposed method for deriving key words, a corpus is compiled. Four types of key word lists are derived from the corpus:
1. The typical chi-squared list derived automatically via the software Wordsmith tools (Scott 2012); 2. The typical log-likelihood list derived automatically via the software Wordsmith tools; 3. The frequency list for the corpus purged of the grammatical high-frequency words; 4. The list of words which appear in an extended lemma in the corpus.
The keywords derived via the four methods are compared to a list of topics contained in the corpus. If the elicitation techniques work properly, then the key words would be indicative of the 'about-ness' of the corpus. The more the coincidences between the key words from a particular list with the projected topics, the more trustworthy the elicitation procedure via which it has been derived will be considered.
The corpus was compiled from one of the websites dedicated to Winston Churchill 1 . Churchill was chosen for this research as a well-known figure in political life.
The list of topics against which the key words are tested is derived from the biography of Churchill published on the website. It is in Appendix 1. It can be expected that the speeches do not reflect every aspect from Churchill's biography that is why no complete coincidence can be expected. However, the greater the co-incidence of topics in a key word list with the biographical list of topics, the more trustworthy the procedure for deriving the key words will be considered.
The reduced frequency list is a procedure frowned upon by some for its lack of mathematical sophistication. It consists in taking the frequency list of the corpus and removing the 'function' words. As function words we treat those which are deprived of notional content -rather than those which perform grammatical functions. The outcome is also of dubious value, inasmuch as it focusses on frequency only, while the chi-square and log likelihood include a comparison with an expected value and an estimate of haphazardness. It is included for comparative purposes. The group contains 9 members. Two of them present a statistically significant part of the corpus: AIR 0.14 and AIRCRAFT 0.01. The sum total is 0.15. Then 15 is multiplied by 9 to give the index of 135. In this way significance is given to the relative frequency of the item and to the number of repetitions. Then the words are classified according to their extended lemma index.
A visible drawback is that some words have a shorter grammatical paradigm than others by default.
General description of the corpus
The whole corpus includes 49 discrete texts, 138 898 running words -a relatively small corpus, yet suitable for key word analysis. The cut-off point for the chisquare test was set at 0.000001 -relatively low to allow more items into the procedure.
The texts present public speeches -at election events, for the media etc., and selected parliamentary speeches.
The key word lists derived via the four different methods are presented in Table   2 . For comparative purposes, they are reduced to the first 60 items The words which occur exclusively in each of the key word lists are presented in The extended lemmas list -like the purged frequency -has not been subjected to a comparison with a keyword list. That is why the list contains common words which cannot outnumber the frequency in a balanced corpus. Obviously the concern that words obtain key status because of their low frequency in a general corpus is not valid for this list. This means, however, that the indicative force of the items heavily depends on checking the respective concordances and collocates, rather than on the words in their own right. An undeniable fact is that the words do reflect highlights in Churchill's career and even though no comparisons have been made with another corpus, the list could be indicative of essential points in the corpus. Scott (2015:253) notes that three types of keywords are often found: "proper nouns, keywords that human beings would recognise as key, and are indicators of the 'aboutness' of a particular text, and finally, high frequency words such as BECAUSE, SHALL or ALREADY, which may be indicators of style, rather than aboutness."
Analysis of the Key Word Lists
In this study we establish a taxonomy based on our results, and it is slightly different from the one proposed by Scott. The four keyword lists contain six types of entries:
• parliamentary vocabulary (despite the fact that not all the speeches were made in Parliament); • proper names -people's names and place names;
• general substitutes;
• markers of preferred modality, syntax and deixis;
• topic indicators;
• speech mannerisms.
The tables in Appendix 2 present an analysis of the keywords in the four lists arranging them in one of the six categories. Even though our list of categories is rather broad, there are items which still remain outside of the classification. Such is the word GREAT. On the one hand it occurs together with words such as EFFORT, in which case it would belong to the category of general substitutes, on the other -it is part of the name GREAT BRITAIN, where it is definitely part of a proper name. Such nouns are marked with a question. it is debatable whether Weygand deserves a higher key status than, say Kitchener, or
Fisher. It is difficult to assess whether the key-status is determined by the fact that the name is unusual, or by its significance for the corpus.
The general substitutes are nouns of very broad semantic properties. 
Conclusions
The key word lists included in this research are indeed indicative of highlights in
Churchill's career. The most indicative is the list of extended lemmas and the least -the reduced frequency list.
The log-likelihood, although it is widely preferable for specialists, appears -on this occasion -too cluttered with function words and general substitutes. In view of having more notion words of specific meaning, evocative of topics, the chi-square leads to a greater number of indicative words.
The most evocative key word list is the extended lemma list. Linguistic software, such as Wordsmith, however, does not derive such a statistic. It may also be difficult to derive automatically, inasmuch as the decision which parts of the lemma need to be included, and which derivative words may need human involvement. Certainly, the option to merge entries is very helpful in the matter.
The research leads to the conclusions that the list of key words which projects items appearing in an extended lemma in a corpus indeed is indicative of at least as many topics as the typically derived chi square and log likelihood. More work needs to be done on the procedures for deriving it.
Appendix 2
The Chi-square list analysed 
