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Abstract
In this work we study the problem of first order perturbations of a general hypersurface,
i.e. with arbitrary causal character at each point. We extend the framework by Mars
[7] where this problem was studied to second order for everywhere timelike or spacelike
hypersurfaces, and we adapt it to cover the general case. We apply the formalism to the
matching of spacetimes across a general hypersurface to first order in perturbation theory.
1 Introduction
There are many problems in General Relativity that for different reasons have proven to be very
difficult to study in the exact theory. For instance this can be due to the lack of symmetries.
One possible approach is then to identify a relevant parameter in the problem and resort to
perturbation theory. In this context, the background spacetime corresponds to a known exact
solution, normally with a high degree of symmetry, and the perturbation of the geometry is
encoded in a two covariant symmetric tensor field that satisfies the perturbed field equations.
However, the situation becomes more complicated if, apart from the spacetime itself, there is
some special hypersurface sensitive to the perturbation involved in the problem. There are many
relevant examples that illustrate this situation, for instance a background spacetime which is
an outcome of a matching procedure. In this context, the matching hypersurface is a clear
candidate to experience some kind of deformations. Settings of this type have been exploited
to tackle a wide variety of problems in the context of relativistic astrophysics, where the global
spacetime describing a star can be broken down into two different spacetimes, one accounting
for the stellar interior and another one for the vacuum, and both of them are matched across
a timelike hypersurface that acts as a boundary separating those two regions. For instance
pulsating stars have been studied to first order (see [13] and the related works in the series),
or more recently, stellar collapse to second order [2], just to list some remarkable works that
consider perturbation theory up to different orders.
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Nevertheless, a matching is not a requisite for having a hypersurface that is being deformed by
some perturbations, as one could consider a wide variety of problems related to hypersurfaces
sitting in an ambient spacetime, and for instance, in [17] a formalism is presented to study
perturbations of a null hypersurface and then applied to the setting of a black hole immersed in
a tidal environment, although it is also suitable for different problems in the context. Therefore
the problem of deforming submanifolds is by itself general and interesting enough to deserve
some attention in the context of mathematical relativity. Indeed, there have been many general
approaches such as [1], where perturbations of a brane in an arbitrary bulk were computed;
[3], where perturbations of timelike submanifolds of arbitrary codimension are studied; or the
doubly-covariant approach by [12], where the different sources of gauge freedom are identified.
We will focus in the remarkable work [7], which is a fully general framework to study first
and second order perturbations to hypersurfaces and where the key idea is to formulate the
perturbations in an abstract hypersurface detached from the spacetime, so that the perturbations
of the first and second fundamental forms can be computed in a very straight and transparent
manner (the second order perturbations would be certainly difficult to compute without using
the methods therein). As in any approach based on perturbations, there is some inherent
freedom in the method, namely the spacetime gauge transformations and hypersurface gauge
transformations, but their effect on the perturbations is studied separately. There is, however,
one assumption taken explicitly in [7] regarding the causal character of the hypersurfaces, as
they are assumed to be timelike or spacelike everywhere. This method has been applied to
linear order to obtain uniqueness results for the Einstein-Strauss model [9] and to second order
to revisit the problem of slowly rotating stars [14].
The problem of hypersurfaces of changing causal character has been studied in the work
[10], and recently revisited in [8]. The main difference with respect to the standard timelike or
spacelike hypersurfaces, is that at null points the first fundamental form becomes degenerate,
and therefore it does not define a proper geometric structure, so that additional ingredients are
needed such as a transverse vector to the hypersurface, used to endow the submanifold with a
rigged connection [15], [10]. Note that the transverse vector is non-unique, and it adds a gauge
freedom in the method. We refer to this vector as a rigging.
But even keeping the causal character fixed, to the best of our knowledge, there is only
one framework dealing with perturbations of null hypersurfaces [17], where the focus is put
on the generators of the null hypersurface. In this work we consider general hypersurfaces,
and therefore the approach based in the generators is not convenient, so that we start from
the framework [7] and generalize it appropriately to deal with hypersurfaces of general causal
character. This upgrade of the method [7] results satisfactory to deal with perturbations of
general hypersurfaces, but also implements the possibility of characterizing the perturbations of
everywhere timelike/spacelike or null hypersurfaces with a specification of the transverse vector
other than the normal vector, or the null transverse vector respectively. We restrict our analysis
to first order perturbations.
This work is organized as follows. In Section 2 we introduce the setting and the formalism
that we will use to work with embedded hypersurfaces, which is based in the works [10] and [8].
The starting point of these two approaches is different, but what is relevant for this work is that
the hypersurface σ is endowed with a Riemannian structure, whose fundamental building blocks
are the first fundamental form (h), a two covariant symmetric tensor that captures the extrinsic
properties of the hypersurface (Y ), and a scalar (l(2)) and a one form (l) related to the rigging
vector. In Section 3 we make explicit use of the framework [7] to construct the perturbations of
all these geometric objects. The perturbative method relies on a construction of a one-parameter
family of the involved geometric objects, in particular we end with a collection of hypersurfaces
Σε diffeomorphically related among themselves. Each of them is equipped with a rigging ~lε and
we encounter the problem of how to relate (or compare) these vector fields, since they are defined
2
in different tangent spaces. Since we are working locally, we can restrict to a neighbourhood of a
point in the background hypersurface and extend this vector fields to this neighbourhood. The
necessity of these extensions was already touched on [7], but we revisit this question in order
to discuss their existence. We provide an example of an extension of the riggings that can be
built without restricting the generality of the method, which enables us to use safely Lemma
3.2 to produce expressions for the perturbations of {h, l(2), l, Y } which are given in Section 4 in
terms of the allowed ingredients: the background elements that define σ listed above, the metric
perturbations g1 and a vector field ~Z that describes the deformation of the hypersurface. There
is also a vector field – that we denote by ~ζ – that comes up from the direct application of the
method to calculate the perturbations of the hypersurface data. This extra ingredient in the
method reflects the freedom in the choice of rigging (see point (ii) in the next paragraph) to
first order.
The first order perturbations are not invariant under the distinct sources of freedom in the
method. In Section 5 we discuss how the perturbations transform under spacetime and hypersur-
face gauge transformations. These were already discussed in [7] and the results therein remain
valid for general hypersurfaces. The dependence of the method in the rigging vectors ~lε adds two
sources of freedom that we examine, (i) the possibility of taking different extensions of ~lε and
(ii) transformations of ~lε into other transverse vectors ~lε
′. We conclude that the perturbations
do not depend on the extensions, and we characterize the change of the perturbations under
rigging transformations in Lemma 5.2. We show that the perturbations of {l, l(2)} are in direct
correspondence with the gauge objects that characterize the transformations (ii) to first order.
Finally, we devote Section 6 to apply the results to a matching situation. We consider the
proper matching conditions to first order established in [7] and a series of results that hold in the
exact case, such as the uniqueness of the rigging and the independence of the junction condition
regarding the extrinsic curvature on the choice of rigging.
2 General hypersurfaces
We consider an ambient spacetime, which is a m+1 dimensional Lorentzian manifoldM endowed
with a Lorentzian metric g. The metric is assumed to be at least C2 everywhere, unless otherwise
stated. We use index notation, and in particular spacetime objects will carry Greek indices,
which run from 0 to m. We denote the Levi-Civita covariant derivative by ∇ and the Riemann
tensor follows the convention [18]
∇α∇βωµ −∇β∇αωµ = R ναβµ ων , (2.1)
for any one form ω. We also follow the conventions of [18] for symmetrization/antisymmetrization
of tensor fields.
Let σ be an abstract hypersurface, i.e. a m-dimensional manifold detached from the space-
time. Objects related to this manifold will carry Latin indices, whose range is {1, . . . ,m}. We
introduce local coordinates {xα} in M and {ya} in σ. This abstract hypersurface is embedded
in the ambient space (M, g) via the C3 mapping Φ : σ → Σ0 ⊂ M. The tangent space T (Σ0)
admits a direct sum decomposition in terms of a m-dimensional subspace of vectors tangential
to Σ0 and a one dimensional subspace of vectors transverse to Σ0.
A basis of the tangential subspace can be constructed in terms of the image of the natural
basis ∂ya at the tangent spaces Tpσ, which through the differential map dΦ defines the set of
vectors
~ea := dΦ
(
∂
∂ya
)
=
∂Φα
∂ya
∂
∂xα
∣∣∣∣
Σ0
= eαa
∂
∂xα
∣∣∣∣
Σ0
. (2.2)
Note that the set {~ea} are m-independent spacetime vectors defined at T (Σ0). We define the
normal one form as the unique one form n, up to scaling, that satisfies n(~ea) = 0 for all a. The
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normal one form induces the normal vector via the metric isomorphism. The hypersurface Σ0
can be classified attending to its causal character as follows
Definition 2.1. The hypersurface Σ0 is:
• Timelike at a point p ∈ Σ0 if n(~n)|p > 0.
• Spacelike at a point p ∈ Σ0 if n(~n)|p < 0.
• Null at a point p ∈ Σ0 if n(~n)|p = 0.
Since the causal character of the hypersurfaces is a property defined pointwise, it could vary
from one point to another. In this case we refer to the hypersurface as a general hypersurface.
If, on the contrary, the causal character remains constant in the hypersurface, then these are
called null, timelike or spacelike. We will refer to the last two options as standard hypersurfaces.
The transverse subspace of T (Σ0) is spanned by a transverse vector called the rigging ~l [10],
where transverse means that n(~l) 6= 0 at every point of Σ0. It is clear from this definition of
transversality that the rigging is highly non-unique. For instance in standard hypersurfaces, the
normal vector ~n is transverse everywhere and it is a very convenient choice as a rigging. However,
if there are null points, the normal vector becomes tangent there and ceases to complete the
basis at T (Σ0). The existence of the rigging is ensured by the following lemma.
Lemma 2.1. (Mars 2013 [8]) Let Σ0 be a hypersurface in M. A rigging ~l exists if and only
if Σ0 is orientable.
In the rest of the manuscript we adopt the convention n(~l) = 1 for the transversality condi-
tion.
Finally, we construct the dual basis with the normal one form and the one forms ωa uniquely
defined by
ωaαe
α
b = δ
a
b , ω
a(~l) = 0. (2.3)
The dual basis depends on the rigging, which is not unique. We review this freedom in the
method at the end of this section. The decomposition of the unit tensor δβα in this basis results
in the following expression
eαaω
a
β + l
αnβ = δ
α
β . (2.4)
In the particular case of a timelike or spacelike hypersurface, the rigging can be fixed by ~l = ξ~n
with ξ ≡ n(~n), and this relation is simply eαaωaβ = δαβ − ξnαnβ.
The vectors {eαa} and the covectors {ωaα} applied to tensor fields act as the distinct differential
mappings associated to Φ. Let A and A be tensor fields of the appropriate rank defined at points
of Σ0 in the ambient spacetime and in the abstract hypersurface respectively. The pullback of
spacetime covariant objects to σ reads
Aa1...ar := Φ∗(Aα1···αr) = eα1a1 . . . eαrarAα1···αr ,
and any contravariant tensor in σ can be promoted to the spacetime similarly
Aα1···αr := dΦ(Aa1...ar) = eα1a1 . . . eαrarAa1...ar .
The one forms {ωa} projects contravariant tensors to σ
Aa1...ar := dΦ−1(Aα1···αr) = ωa1α1 . . . ωarαrAα1···αr ,
and promotes covariant tensors from σ to the ambient space at points of Σ0
Aα1...αr := Φ
−1∗(Aa1...ar) = ωa1α1 . . . ωarαrAa1...ar .
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We will often use the decomposition of a vector field Aα in the tangent basis Aα ≡ Alα +Aaeαa .
This defines the following fields in σ: A ≡ nαAα and Aa ≡ Aαωaα. If the vector field has no
rigged component (A = 0) we will often use the notation ~Aσ to denote its counterpart in σ, i.e.
~A = dΦ( ~Aσ), which is equivalent to A
α = Aaeαa , or abusing notation Aα = Aaeαa . We remark
that whenever we use this notation, the subindex σ in the vector field ~Aσ is a simple reminder
that the vector field is defined on T (σ) and it should not be confused with a spacetime index.
There are some relevant objects defined through projections in the bases {~l, ~ea} or {n,ωa},
such as the component of the normal vector in T (σ): na ≡ nαωaα, or similarly for the rigging
one form: la ≡ lαeαa , and also the symmetric tensors
hab = e
α
ae
β
b gαβ|Σ0 , P ab ≡ ωaαωbβ gαβ
∣∣∣
Σ0
.
The tensor h is known as the first fundamental form of σ. Its signature is not fixed, and it is an
induced metric on σ for standard hypersurfaces, but at null points it becomes degenerate [10].
In fact, the causal character is a property that we have defined for points that belong to the
hypersurface Σ0 in M, but given the embedding Φ0, which identifies points and tangent spaces
of Σ0 with those of σ, this property is also attached to the abstract hypersurface σ pointwise.
The procedure depends on the embedding, but there are no ambiguities as long as we keep it
unchanged.
We consider the derivatives of the normal one form and rigging decomposed in the tan-
gent/dual basis at Σ0
∇~ean = −ϕan+ κabωb, ∇~ea~l = ϕa~l + Ψba~eb, (2.5)
which define the following objects [10]
κab := e
α
ae
β
b∇αnβ, ϕa := nµeνa∇ν lµ, Ψab := ωaµeνb∇ν lµ. (2.6)
The two covariant tensor κab is the second fundamental form of σ, and when the hypersurface
is timelike or spacelike everywhere it captures its extrinsic properties.
It is possible to define a torsion free covariant derivative in σ exploiting the rigged structure
built at points of Σ0. The rigged connection ∇ is constructed as follows: consider any pair of
vectors ~Xσ and ~Yσ from σ. These induce vectors in the spacetime via the mapping dΦ, that
we denote by ~X and ~Y respectively. The covariant derivative of one along the other is a vector
that will have, in general, a rigged component and a component completely tangent to Σ0. The
latter defines a covariant operator on σ
∇ ~Xσ ~Yσ := dΦ
−1(∇ ~X ~Y ), or Xb∇bY a = ωaαXµ∇µY α using index notation.
Moreover the relation between the covariant derivatives of the ambient space and the embedded
hypersurface is ruled by [10]
ωa1µ1 · · · ωarµreν1b1 · · · e
νq
bq
eγc∇γAµ1···µrν1···νq = ∇cAa1···arb1···bq +
r∑
i=1
Aa1···ai−1γai+1···arb1···bq nγΨaic
+
q∑
j=1
Aa1···arb1···bj−1γbj+1···bq lγκcbj , (2.7)
where A is a spacetime tensor, A ≡ Φ∗A and the tensor with mixed indices represents the full
projection of A to σ except for the index γ which is being contracted with ~l or n. For instance
Aa1···ai−1γai+1···arb1···bq nγ ≡ ωa1µ1 · · · ω
ai−1
µi−1nγω
ai+1
µi+1 · · · ωarµreν1b1 · · · e
νq
bq
A
µ1···µi−1γµi+1···µr
ν1···νq , and similarly for
the contraction of the covariant indices with the rigging vector.
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As shown above, this formalism exploits the fact that Σ0 is an embedded hypersurface in
order to define the relevant geometrical objects in σ in terms of spacetime objects. This strategy
has been proven to succeed in order to describe general hypersurfaces and the corresponding
junction conditions [10], but there are some aspects regarding the perturbations which are better
understood from an alternative point of view. The hypersurface data approach, introduced in
[8], consist of considering a set of geometric data on σ that characterizes the abstract manifold
completely, as well as a series of properties and relations that this data satisfies. The main
advantage of this approach is that it is independent of the spacetime, and in fact an embedding
is not required a priori. Obviously when the data is embedded both approaches are equivalent.
The main ingredients for this approach are the so called hypersurface metric data, which
is a set consisting on a m dimensional smooth manifold, a symmetric two covariant tensor, a
one form and a scalar: {σ, hab, la, l(2)} so that the matrix 1 formed by these has a Lorentzian
signature everywhere on σ. When the data is embedded in a spacetime, these objects become
Φ(σ) = Σ0, h = Φ
∗(g), l = Φ∗g(~l, ·), l(2) = Φ∗g(~l,~l), (2.8)
which are the relations defining the left hand sides in the spacetime approach. From this
hypersurface metric data the objects {P ab, na, n(2)} are defined as the solution of the equations
P achbc + n
alb = δ
a
b , P
ablb + l
(2)na = 0,
nala + n
(2)l(2) = 1, habn
b + n(2)la = 0. (2.9)
When the data is embedded these objects agree with the definitions provided in the spacetime
approach, i.e. P ab = ωaαω
b
βg
αβ, na = nαωaα, and n
(2) = gαβnαnβ.
The hypersurface data is the set comprising the hypersurface metric data plus an additional
two covariant symmetric tensor Yab, which for embedded data is
Y =
1
2
Φ∗(L~lg). (2.10)
We will refer to this object as the rigged fundamental form, and it captures the extrinsic prop-
erties of a general hypersurface. In fact it is possible to define objects (2.6) solely in terms of
the hypersurface metric data and the tensor Y (see Proposition 1 in [7]).
One of the main results from this second intrinsic approach that we will use is summarized
in the following lemma.
Lemma 2.2. (Mars 2013 [8]) Let Za and W be given. There exists a vector V
a satisfying
V ala = W and habV
b = Za if and only if
nbZb + n
(2)W = 0. (2.11)
Moreover, the solution is unique and reads
V a = P abZb + n
aW.
Finally, we recall that these methods to characterise an embedded hypersurface depend on
a choice of transverse vector, which is highly non-unique. Any two different riggings ~l and ~l′ are
related by
~l′ = λ(~l + ~v),
1 The hypersurface metric data in matrix form reads [8]
[
l(2) la
lb hab
]
.
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so that the gauge freedom is encoded in a function λ on Σ0 (λ 6= 0) and in a tangent vector
on Σ0, ~v. As a result of this transformation the tangent basis and the cobasis at points of Σ0
transform as
e′a
α = eαa , n
′
α = λ
−1nα, ω′aα = ω
a
α − vanα.
Let us denote the corresponding vector in σ by v, so that ~v = dΦ(v). Hence the data transforms
as follows
h′ab = hab, (2.12)
l′(2) = λ2(l(2) + 2vala + v(2)), (2.13)
l′a = λ(la + habv
b), (2.14)
Y ′ab = λYab +
1
2
(λ,alb + λ,bla) +
1
2
Lλvh, (2.15)
whereas the objects {n(2), na, P ab} transform according to
n(2)′ =
n(2)
λ2
, na′ =
1
λ
(na − n(2)va), P ab′ = P ab + n(2)vavb − 2v(anb). (2.16)
Part of the freedom in choosing the rigging vector is encoded in the vector ~v. Since it is tangent
to Σ0, we write it as ~v = v
a~ea and its associated one form reads
v = Wn+ Zaω
a, W ≡ lava, Za ≡ habvb.
In fact, using the identity on σ we find that it is possible to decompose va as follows
va = vcδac = (n
alc + P
abhbc)v
c = na(lcv
c) + P ab(hbcv
c) = Wna + ZbP
ab.
An equivalent point of view would be to encode the rigging transformations in the two fields W
and Za that replace v, which according to Lemma 2.2 satisfy the constraint n
(2)W + naZa = 0.
In terms of these objects, the change of the hypersurface metric data under a rigging trans-
formation is rendered as
l′a = λ(la + Za), (2.17)
l(2)′ = λ2(l(2) + 2W + P abZaZb − n(2)W 2), (2.18)
Along the rest of the paper, and as in the previous discussion, a primed (′) quantity shall
denote that it is referred to a (transformed) rigging ~l′, related to ~l by the gauge fields λ and v.
3 Construction of the perturbations
The method of perturbation of spacetimes requires a one-parameter family of spacetimes (Mε, gˆε),
where the element corresponding to ε = 0 is singled out as the background spacetime (M0, gˆ0),
or simply (M, g). The spacetimes inside the family are identified through the smooth diffeo-
morphism
ψε :M≡M0 →Mε,
where ψ0 is the identity map. This mapping defines a one-parameter family of two covariant
symmetric tensors gε and the so called metric perturbations g1 by
gε := ψ
∗
ε gˆε, g1 :=
d
dε
gε
∣∣∣∣
ε=0
.
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We assume that the Einstein equations 2 Gˆε(gˆε) = χTˆε are satisfied in each of the (Mε, gˆε) for
a given energy momentum tensor Tˆε. These can be pulled back to (M, g) and result into the
following equations for the metric perturbation tensor
−∇α∇βg1ρρ −g1αβ + 2∇ρ∇(αg1ρβ) − g1αβR+ gαβ(g1µνRµν +g1ρρ −∇µ∇νg1µν) = 2χT1αβ,
where T1 is the linearised energy momentum tensor.
From each memberMε we single out a (orientable) hypersurface Σˆε, and require that these
are diffeomorphic among themselves, so that these can be identified to an abstract manifold σ
through the map φε : σ → Σˆε. This identification is non unique, and it entails another freedom
in the method, regarded as the hypersurface gauge freedom: a ε-dependent diffeomorphism
χε : σ → σ previous to the identification among the Σˆε generates a new diffeomorphim φ′ε =
φε ◦ χε : σ → Σˆε.
The combination of the spacetime and hypersurface identifications generates the embeddings
Φε ≡ ψ−1ε ◦φε : σ → Σε ⊂M. From this point of view, the one-parameter family of hypersurfaces
Σε generates the perturbations of the hypersurface Σ0. In fact, the information about the
deformation of the hypersurfaces, relative to the gauges used, is encoded in the deformation
vector ~Z ≡ ∂εΦε|ε=0. In general it has a rigged and tangent parts to Σ0, encoded in the scalar Q
and the vector field ~T respectively, so that ~Z = Q~l + ~T . Note that Q and ~T will depend on the
choice of rigging. The embeddings Φε define the one-parameter two covariant fields hε := Φ
∗
ε(gε)
in σ, i.e. the ε−family of first fundamental forms, whose perturbations are defined by
δhab :=
dhε
dε
∣∣∣∣
ε=0
.
In order to complete the construction of the one-parameter hypersurface data, we need to
describe the behaviour of the rigging vectors.
Our starting point is the spacetimes {Mε, gˆε, Σˆε}. We will assume that the Σˆε are orientable,
so that there exists a family of normal one forms nˆε. Thus Lemma 2.1 ensures that for each
hypersurface Σˆε, there exists a rigging
~ˆ
lε, and as in the exact case we impose the normalisation
condition nˆε(
~ˆ
lε) = 1. We use the pushforward of the inverse of ψε to generate the riggings ~lε in
Σε as stated in the following lemma.
Lemma 3.1. The one forms nε := ψ
∗
ε(nˆε) and the vectors
~lε := dψ
−1
ε (
~ˆ
lε) are normal one forms
and riggings with respect to Σε.
Proof. Assume that the action of the normal one forms on a vector field Xˆε defined in points of
Σˆε is a constant with respect to ε, i.e. nˆε(Xˆε) = C. Using the differential maps associated to
ψε we can write the previous operation involving objects in (M, g)
(nˆε(Xˆε)) = C ⇒ nˆε(dψεdψ−1ε Xˆε) = ψ∗ε nˆε(dψ−1ε Xˆε) = C ⇒ nε(Xε) = C,
where Xε is defined so that Xˆε ≡ dψε(Xε). If we let Xˆε be any vector field tangent to Σˆε then
C = 0, and since Σˆε is the image of Σε through the diffeomorphism ψε, tangent vectors of Σε
are mapped to tangent vectors of Σˆε and therefore Xε is a vector field tangent to Σε. Hence,
we have that nε is a family of normal one forms for Σε.
On the contrary, let Xˆε =
~ˆ
lε, normalised so that C = 1. This same argument shows that
nε(~lε) = 1, hence ~lε is a rigging for Σε.

2χ is the gravitational coupling constant.
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Figure 1: The geometric approach for the perturbation of hypersurfaces. There is a one para-
metric family of spacetimes {Mε, gˆε}, diffeomorphically related through ψε. The hypersurfaces
Σˆε are identified with the abstract hypersurface σ via φε. The riggings
~ˆ
lε on Σˆε induce the
vectors ~lε on Σε through the differential map dψε.
Having constructed these riggings, we introduce the fields lε := Φ
∗
εgε(
~lε, ·) and l(2)ε :=
Φ∗εgε(~lε,~lε) and Yε := (1/2)Φ∗εL~lεgε, which define the perturbations of the remaining objects
in the data set
δl :=
dlε
dε
∣∣∣∣
ε=0
=
d
dε
Φ∗εgε(~lε, ·)
∣∣∣∣
ε=0
, δl(2) :=
dl
(2)
ε
dε
∣∣∣∣∣
ε=0
=
d
dε
Φ∗εgε(~lε,~lε)
∣∣∣∣
ε=0
,
δY :=
dYε
dε
∣∣∣∣
ε=0
=
1
2
d
dε
Φ∗εL~lεgε
∣∣∣
ε=0
.
Now that we have defined the perturbations, the question is how to compute them in terms
of allowed ingredients. By these we refer to (i) the background objects that generate the em-
bedded hypersurface data (ii) the perturbations of the metric (iii) the deformation vectors of the
hypersurface, and also a perturbation of the rigging vector. The framework [7] is adequate for
this purpose, and the basic result that we will use is a lemma that allows the computation of ε
derivatives of covariant objects in σ in terms of ε derivatives of spacetime objects.
Lemma 3.2. (adapted from Mars 2005 [7]) Let Aε be a C
2 one-parameter family of covariant
tensor fields on M, Φε : σ → Σε ⊂ M a C3 family of embeddings and define Aε := Φ∗ε(Aε).
Then
dAε
dε
∣∣∣∣
ε=0
= Φ∗0
(L~ZA0)+ Φ∗0(limε→0 dAεdε
)
, (3.1)
where
~Z =
dΦε
dε
∣∣∣∣
ε=0
.
The proof of this lemma highlights an important subtlety which is of considerable significance
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to the present paper. The proof proceeds by calculating as follows:
dAε
dε
∣∣∣∣
ε=0
= lim
ε→0
1
ε
(Φ∗ε(Aε)− Φ∗0(A0))
= lim
ε→0
1
ε
(Φ∗ε(Aε)− Φ∗0(Aε)) + lim
ε→0
1
ε
(Φ∗0(Aε)− Φ∗0(A0)) . (3.2)
With a little more work (see [7]), it can be shown that the first (respectively, second) term on
the right hand side of (3.2) yields the first (respectively, second) term on the right hand side
of (3.1). We flag two crucial points that arise in this calculation. First, the term that is added
and subtracted (to ultimately yield the two terms of (3.1)) involves the pull-back from Σ0 of
the quantity Aε. In Lemma 3.2, no problem arises, as Aε is defined throughout M, and so, in
particular, is defined on Σ0. However, in the applications below, we will need to apply Lemma
3.2 to quantities which are ab initio defined only on each Σε. Indeed this arises in [7], where the
lemma is applied to the one-parameter family of second fundamental forms κε. Below, we will
apply the lemma to calculate the perturbation of the hypersurface data. These are associated
with one-parameter families of geometric quantities (lε, l
(2)
ε , Yε) defined on each Σε, as opposed
to (for example) the one-parameter family of metrics gε, which is defined throughoutM for each
ε. This presents a fundamental problem with the application of the lemma, as the pull-back of
e.g. Yε from Σ0 is not defined. We overcome this problem by constructing extensions of such
quantities to appropriate neighbourhoods of of Σ0. Most importantly, we describe the extension
of the one-parameter family of riggings ~lε to appropriate neighbourhoods of Σ0: see Definition
3.1 and Proposition 3.2 below.
The second issue that arises in the calculation that yields (3.1) from (3.2) relates to the
existence of the limit of the second term on the right hand side of (3.2). This requires a
sufficient degree of smoothness of the mapping ε 7→ Aε at ε = 0. In the case of quantities
defined throughout M (e.g. the one-parameter family of metrics, gε), this smoothness is an
essential part of the definition: without this degree of differentiability, there is no sense of a
perturbed metric. However, when calculating perturbations below, we will be working with
extensions. Thus our definition of these extensions must take account of the need for this
limit to exist. Naturally, this has consequences for Proposition 3.2 in which the existence of
appropriately defined extensions is established.
In the case of a general hypersurface, the application of Lemma 3.2 to the objects of interest
include in particular ~lε, the one-parameter family of riggings, and it requires the construction
of an extension of these objects to a neighbourhood U of Σ0 in M. In the rest of this section,
we prove the existence of relevant extensions for ~lε. We note that a similar method could be
applied to construct (for example) the extension of the one-parameter family of normal 1-forms.
We need to be precise about what is meant by an extension:
Definition 3.1. Let U be an open subset of M such that Σε ⊂ U for all ε ∈ I, where I is an
interval containing 0, and for each ε ∈ I, let ~lε be a rigging on Σε (giving a one-parameter family
of riggings).
1. A monotone path µ : I → M is a C1 curve with the property that µ(ε) ∈ Σε for all
ε ∈ I.
2. The one-parameter family of riggings is said to be smooth if in any local coordinate
system in which the metric is C1, the functions ε 7→ lαε |µ(ε) are C1 on I for all monotone
paths µ.
3. Let Up ⊂ U be a neighbourhood of p ∈ Σ0. The one-parameter family of vector fields
~L(ε, x) ∈ T (Up), ε ∈ I is called an extension to Up of the smooth one-parameter family
of riggings ~lε ∈ T (Σε), ε ∈ I if
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(a) ~L(ε, x)|pε = ~lε|pε for all ε ∈ I and pε ∈ Σε ∩ Up and:
(b) For each p0 ∈ Σ0 ∩ Up, there exists the limit
~l1|p0 = lim
ε→0
1
ε
(
~L(ε, x)|p0 −~l0|p0
)
, (3.3)
and this limit defines a continuous vector field on Σ0 ∩ Up.
We note that an extension of a smooth one-parameter family of riggings has this property:
Proposition 3.1. Let Up be a neighbourhood of p ∈ Σ0 and let ~L(ε, x) be an extension to Up of
the one-parameter family of riggings ~lε. Then for all p0 ∈ Σ0 ∩ Up,
lim
ε→0
~L(ε, x)|p0 = ~l0|p0 . (3.4)
The key outstanding question in relation to extensions is that of their existence, which is
settled by the following result.
Proposition 3.2. Let ~lε, ε ∈ I be a smooth one-parameter family of riggings on U . Then for
every p ∈ Σ0, there exists an interval Ip ⊂ I with 0 ∈ Ip, a neighbourhood Up ⊂ U of p and
~L(ε, x) ∈ T (Up), an extension to Up of ~lε, ε ∈ Ip.
Proof. The basic idea of the proof is as follows. We consider the congruence of geodesics emanat-
ing from Σ0, tangent to the rigging ~l0 at Σ0. Along individual members of the congruence, we
parallel transport ~lε from Σε to Σ0. The union (over the geodesic congruence) of these parallel
transported vectors yields the extension ~L(ε, x) on an appropriate neighbourhood of p.
Let p ∈ Σ0 and let Op ⊂ Σ0 be a bounded neighbourhood of p in Σ0 with compact closure
Op.
Let p0 ∈ Op and let γ0 be the unique (affinely parametrised) geodesic with initial point
p0 and initial tangent ~l0|p0 . For all ε ∈ Ip0 , a sufficiently small interval containing 0, the
geodesic γ0 : Ip0 →M is a monotone path, meeting the hypersurface Σε at a point pε given by
pε = γ0(τε). By the smoothness properties of the embedding of the Σε and of the solutions of
geodesic equations, the mapping ε 7→ τε is C1 on Ip0 .
For τ ∈ [0, τε], we define the tangent vector ~Lε(τ ; p0) ∈ Tγ0(τ)(M) to be the unique vector
parallel transported along γ0 and satisfying
~Lε(τε; p0) = ~lε|pε . (3.5)
For notational ease, we will write ~Lε(τε; p0) = ~Lε(τε) for the moment. Now let ~µa, a = 0, 1, . . . ,m
be an orthonormal set of vectors, parallel transported along γ0. Then we can write
~Lε(τ) = L
a
ε~µa(τ), τ ∈ [0, τε], (3.6)
where Laε are ε−dependent constants. These constants are uniquely determined by the smooth
rigging: in any local coordinate system,
Lαε (τε) = L
a
εµ
α
a (τε)
= lαε |pε
= laε(pε)µ
α
a (τε),
so that Laε = l
a
ε := l
a
ε(pε), the components of
~lε in the basis {~µa} at pε. Then we can write
Lαε (τ) = l
a
εµ
α
a (τ), τ ∈ [0, τε], so that in particular, Lαε |p0 = Lαε (0) = laεµαa (0) and
lim
ε→0
1
ε
(Lαε |p0 − lα0 |p0) = lim
ε→0
1
ε
((laε − la0)µαa (0)) . (3.7)
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We note that this makes the question of the existence of the limit ~l1 solely a question about
the original one-parameter family of riggings. We note further that this does not imply that ~l1
on its own is independent of the extension: it says that in the particular extension we are using
has this feature 3.
To establish the existence of the limit of (laε − la0)/ε, we introduce the 1-forms νa, a =
0, 1, . . . ,m dual to the parallel transported vectors ~µa, satisfying
µαa (τ)ν
b
α(τ) = δ
b
a , τ ∈ [0, τε]. (3.8)
Then the tetrad components laε may be written as
laε = l
a
ε(τε)
= νaα(τε)l
α
ε |p . (3.9)
Working in a fixed local coordinate system, we then have
laε − la0 = νaα(τε)lαε |p − νaα(0)lα0 |p0
= (νaα(τε)− νaα(0))lαε |pε + νaα(0)(lαε |pε − lα0 |p0). (3.10)
By smoothness (i.e. differentiability) of the geodesic τ 7→ γ0(τ), of the solutions of the
equations of parallel transport along γ0 and of the one-parameter family of riggings (in the
sense of Definition 3.1), we see that in this local coordinate system, the limits
lim
ε→0
1
ε
(νaα(τ)− νaα(0)) (3.11)
and
lim
ε→0
1
ε
(lαε |pε − lα0 |p0) (3.12)
both exist. This is sufficient to guarantee existence of the limit (3.10), proving the result via
(3.9), provided that coordinate independence can be verified. This is an issue because the term
νaα(0)l
α
ε |pε involves a contraction of geometric objects defined at different points (without loss
of generality, the local coordinate patch we work in covers both points). But under a smooth
transformation of these coordinates
xα → xα′ = fα(xβ), (3.13)
we have
νaα′(0)l
α′
ε |pε = νaα(0)lβε |pε
∂xα
∂xα′
|p0
∂xα
′
∂xβ
|pε
= νaα(0)l
α
ε |pε +O(ε), (3.14)
by virtue of the smoothness of the coordinate transformation, of the geodesic γ0 and of the
mapping ε→ τε. Thus the coordinate transformation introduces (at worse) an order-ε correction,
which does not affect the existence of the limit. With proof of the existence of the limit in hand,
the coordinate independent nature of its value is immediate from the definition (3.7).
Reinstituting the relevant notation, we recap and note that for each p0 ∈ Op, we have
constructed the vectors ~Lε(τ ; p0) where τ ∈ [0, τε] and ε ∈ Ip0 . For each p0, these vectors have
the appropriate limiting behaviour at τ = τε (corresponding to property 3(a) of an extension in
3 This is consistent with the outcome of Lemma 5.1 about ~ζ ≡ Q~a +~l1, namely that it is independent of the
choice of extension. In the present construction, ~a = ∇~L0 ~L0 = 0 since ~L0 is the initial tangent to the affinely
parametrised geodesic γ0.
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Definition 3.1) and at τ = 0 (corresponding to 3(b)). By minimising over the compact set Op,
we deduce the existence of an open interval Ip containing the origin such that for all p0 ∈ Op,
~Lε(τ ; p0) is defined for all τ ∈ [0, τε] and for all ε ∈ Ip. This provides the interval whose existence
is claimed in the statement of the proposition. The open neighbourhood Up may be taken to
be the interior of the set of points swept out by the congruence of geodesics with initial points
p0 ∈ Op and initial tangents ~l0|p0 , i.e. the set {γ0(τ) : p0 ∈ Op, τ ∈ [0, τε], ε ∈ Ip}. Finally, the
extension ~L(ε, x), x ∈ Up is defined by taking the union of the ~L(ε; p0) as p0 ranges over Op.
This ensures that the extension is defined throughout Up.

Nonetheless, other extensions in the sense of Definition 3.1 might be constructed, especially in
particular settings, but we will not impose any particular one throughout our computations. We
work with generic extensions whenever these are needed for the construction of any geometrical
object related to the hypersurfaces Σε, taking care afterwards that these do not depend on the
extensions. The limit (3.3) defines the perturbation ~l1 as a spacetime vector at points of Σ0,
so that we consider its decomposition in the tangent basis of Σ0, which reads ~l1 ≡ α~l + sa~ea.
Furthermore ~L(ε, x) defines in U an acceleration vector ~A(ε, x) ≡ ∇~L(ε,x)~L(ε, x), whose value at
points of Σ0 defines the acceleration of the rigging vector, i.e. ~a ≡ ∇~l~l|Σ0 = ~A(ε→ 0, x|Σ0).
In the following, we make use of Lemma 3.2 to compute explicit expressions for the pertur-
bations of the hypersurface metric data, i.e. {δh, δl, l(2), δY }.
4 Perturbations of the hypersurface data
The formalism introduced so far is sufficient to produce explicit expressions for the first funda-
mental form and rigging data perturbed to first order.
Proposition 4.1. Let (M, g) be a (m+1)-dimensional spacetime equipped with a C2 metric
and σ a hypersurface embedded by Φ : σ → Σ0 ⊂ M, for which a transverse vector ~l has been
specified.
If the metric is perturbed to linear order with g1 and the hypersurface with a vector field
~Z = Q~l + ~T , the first fundamental form is perturbed as
δhab = 2QYab + 2l(a~eb)Q+ L~Tσhab + g1(~ea, ~eb), (4.1)
where ~T σ is the vector in σ such that ~T ≡ dΦ(~T σ).
Proof. The ε−family of embeddings and spacetime metrics define a ε−family of first fundamen-
tal forms
hε = Φ
∗
ε
(
gε|Σε
)
.
A direct application of Lemma 3.2 provides
dhε
dε
∣∣∣∣
ε=0
= Φ∗(L~Zg) + Φ∗(g1).
Applying Corollary B.1 to the first term, expression (4.1) is obtained.

Proposition 4.2. The ε-family of the rigging data is given by the following one-parameter
family of scalars and one forms in σ
l(2)ε ≡ Φ∗ε
(
gε|Σε(~lε,~lε)
)
, lε ≡ Φ∗ε
(
gε|Σε(~lε, ·)
)
, (4.2)
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and in terms of the vector field ~ζ := ~l1 +Q~a, their first order perturbations read
δl(2) = 2g(~ζ,~l) + 2T a(l(2)ϕa + Ψ
b
alb) + g1(
~l,~l), (4.3)
δla = g(~ζ,~ea) +Q(l
(2)ϕa + Ψ
b
alb) + l
(2)~ea(Q) + L~Tσ la + g1(~l, ~ea). (4.4)
Remark 4.0.1. These expressions for δl(2) and δla depend on the vector field ~ζ, which arises
as a new ingredient inherent to the perturbative method. This raises the question whether
the expressions (4.3) and (4.4) depend on the extension of the rigging ~L(ε, x). The answer is
negative, as follows from Lemma 5.1, and it stands as a satisfying feature of this method for
computing the perturbations of the hypersurface data. Also, the vector field ~ζ is closely related
to the freedom in the choice of rigging in the perturbative setting (see Proposition 5.2 and the
subsequent discussion) and therefore the perturbations can actually be computed for particular
problems.
Proof. We start noting the following identity
L~LL|{ε→0,Σ0} = aα +
1
2
∇α (LµLµ)
∣∣∣∣
{ε→0,Σ0}
, (4.5)
where L ≡ g(~L, ·). The objects (4.2) can be linearised in terms of the extension ~L(ε, x) by direct
application of Lemma 3.2. For the one form this provides
δla ≡ dlε
dε
∣∣∣∣
ε=0
= g1(~l, ~ea) + g(~l1, ~ea) +QΦ
∗
0
(L~LL|{ε→0,Σ0})+ l(2)~ea(Q) + L~Tσ la.
We use the decomposition ~l1 = α~l+ s
a~ea, in terms of its rigged and projected components, and
use expression (4.5) for the Lie derivative of the extension of the rigging. This introduces a
directional derivative along the tangential directions of the norm of the rigging that we expand
using the second expression in (2.5). This leads to (4.4).
We deal now in a very similar way with the scalar δl(2):
δl(2) ≡ dl
(2)
ε
dε
∣∣∣∣∣
ε=0
= g1(~l,~l) + 2αl
(2) + 2sala +Q~l(LµL
µ)|{ε→0,Σ0} + ~Tσ(l(2)),
We use again expression (4.5) for the derivative along the rigging of the covariant form of the
extension ~L and expression (2.5) for the tangential derivative of l(2) and we obtain (4.3).

Remark 4.0.2. The perturbations of the hypersurface metric data do not have the properties that
define the hypersurface metric data, since the matrix {δl(2), δla, δhab} does not have Lorentzian
signature in general. Moreover it depends very strongly on different sources of freedom inherent
to the perturbative method, and for a particular choice of the gauges involved, this matrix
becomes degenerate. This issue is very similar to the spacetime perturbations, where the tensor
g1 does not present the properties of a metric, in general.
So far we have considered a ε-family of hypersurface data {hε, lε, l(2)ε }, whose linearisation
through Lemma 3.2 provides its first order perturbations {δhab, δla, δl(2)} in terms of the back-
ground elements (metric and hypersurface) and the perturbation vector ~Z. In analogy with the
exact case, we define a set of fields {Pε, nε, n(2)ε } on σ as the solutions of the ε− version of the
system (2.9). These objects are defined on σ, and therefore we can take ε-derivatives directly.
This operation defines the fields {δP ab, δna, δn(2)} as the solutions of
hbcδP
ac + lbδn
a = −P acδhbc − naδlb ≡ Aab , (4.6)
lbδP
ab + l(2)δna = −P abδlb − naδl(2) ≡ Ba, (4.7)
laδn
a + l(2)δn(2) = −naδla − n(2)δl(2) ≡ C, (4.8)
habδn
b + laδn
(2) = −n(2)δla − nbδhab ≡ Da. (4.9)
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Note that Cna + P abDb = n
bAab + n
(2)Ba.
Lemma 4.1. The first order perturbations of the objects {P ab, na, n(2)} expressed in terms of
the first order objects {δhab, δla, δl(2)} and the metric data read
δP ab = −P bcP adδhcd − (naP bc + nbP ac)δlc − nanbδl(2), (4.10)
δna = −nbP acδhbc − n(2)naδl(2) − (n(2)P ab + nanb)δlb, (4.11)
δn(2) = −nancδhac − n(2)(n(2)δl(2) + 2ncδlc). (4.12)
Proof. Start with equations (4.8) and (4.9) and consider them equations for δna, which is a
vector on σ. The first terms in both of them are x ≡ laδna and xa ≡ habδnb, and according to
Lemma 2.2 define a unique vector δna = xna+xbP
ab on σ, provided the constraint xn(2)+naxa =
0 holds. The explicit expression for the vector field results in (4.11) and the constraint provides
equation (4.12).
The same method applied to equations (4.6) and (4.7) determine δP ab, with the constraint
being identically satisfied by δna provided (4.11) holds.

Remark 4.0.3. Although Lemma 4.1 defines the objects {δPab, δna, δn(2)} in terms of the allowed
ingredients of the perturbations, we do not claim that these correspond to the linear perturba-
tions of some ε-dependent geometrical spacetime objects, since this statement would require a
version of Lemma 3.2 suitable for contravariant tensors.
Proposition 4.3. The first order perturbation of the rigged fundamental form defined by
δY :=
d
dε
Yε
∣∣∣∣
ε=0
=
d
dε
Φ∗εL~lεgε
∣∣∣∣
ε=0
, (4.13)
in terms of the vector field ~ζ reads
δYab =
1
2
Φ∗
(
L~ζg
)
+
1
4
(
∂aQ∂bl
(2) + ∂bQ∂al
(2)
)
+Q
(
−Rαγβµeαa lγeβb lµ + g(∇~ea~l,∇~eb~l)
)
+ L~TσYab +
1
2
Φ∗L~lg1. (4.14)
Proof.
A direct application of Lemma 3.2 to 4.13 provides the expression
2δY = Φ∗L~l1g + Φ
∗L~lg1 + Φ∗L~ZL~lg. (4.15)
Since the calculations below become rather involved, we will abandon the notation for the
extensions that we used for Lemma 5.1 or Proposition 4.2 and use the symbol ~l instead (or l for
the metrically related one form). Nonetheless, the computations should be understood in the
sense of the extension ~L(ε, x) (and L(ε, x)).
The first and third terms in (4.15) require the use of extensions of the objects involved, so
that the next task is to perform a series of manipulations in order to express them in terms
of allowed objects, i.e. background objects, the metric perturbations, the perturbations to the
rigging and the deformation vectors. We start by commuting the Lie derivatives in the third
term of (4.15)
Φ∗L~ZL~lg = Φ∗L~lL~Zg + Φ∗LL~Z~lg,
so that we are able to write (4.15) in a slightly different way, more convenient in order to
manipulate the terms that depend on extensions:
2δY = Φ∗L~l1+L~Z~lg + Φ
∗L~lL~Zg + Φ∗L~lg1. (4.16)
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We define the vector ~W := ~l1 + L~Z~l, whose decomposition into the transverse and tangential
components to Σ0 is ~W = Wl
α +W aeαa with
W := nαW
α = α+ nαL~Z lα = α−~l(Q) + nαL~T lα,
W a := ωaαW
α = sa + ωaαL~Z lα = sa + ωaαL~T lα. (4.17)
This splitting is useful to write the first term in (4.16), using (B.10) and (B.11), as
Φ∗L ~W g = 2WYab + la∂bW + lb∂aW + L ~Wσhab.
The second term in (4.16) involves a second derivative, which can be expanded as
Φ∗L~lL~Zg = Φ∗{~l(Q)L~lg+QL~lL~lg+(L~ldQ⊗l+l⊗L~ldQ)+(dQ⊗L~ll+L~ll⊗dQ)+L~lL~T g}. (4.18)
We need to analyse every single term in the expression above, since all of them contain transverse
derivatives. The first one is straightforward
Φ∗~l(Q)L~lg = 2~l(Q)Yab,
whereas for the second one we expand the first Lie derivative as a covariant derivative and
commute it with the second Lie derivative, using formula (B.1), which results into
Φ∗L~lL~lg = Φ∗L~l(∇αlβ + symm α↔ β)
= eαae
β
b (∇αL~llβ +∇βL~llα) + eαaeβb (R ρµαβ +R ρµβα )lµ − eαaeβb (∇α∇βlρ +∇β∇αlρ)lρ
= (Φ∗L∇~l~lg + e
α
ae
β
b∇α∇β(lµlµ)) + 2Rµβαρlρlµeαaeβb − eαaeβb (∇α∇β(lµlµ)− 2∇αlρ∇βlρ)
= Φ∗L∇~l~lg + 2Rµβαρl
ρlµeαae
β
b + 2g(∇~ea~l,∇~eb~l).
The third term in (4.18) can be arranged taking into account that the Lie derivative and the
exterior derivative commute. Hence we have that
Φ∗(L~ldQ⊗ l + l⊗ L~ldQ) = Φ∗(dL~lQ⊗ l + l⊗ dL~lQ) = la∂b~l(Q) + lb∂a~l(Q).
It is convenient to write the fourth term in (4.18) in a way that makes the acceleration of the
rigging explicit, which we do using relation (4.5)
Φ∗(dQ⊗ L~ll + L~ll⊗ dQ) = ab∂aQ+ aa∂bQ+
1
2
(∂al
(2)∂bQ+ ∂bl
(2)∂aQ).
Finally, we commute the derivatives in the fifth term
Φ∗L~lL~T g = Φ∗L~TL~lg + Φ∗L[~l,~T ]g,
and use the decomposition into the rigged and tangent parts of the vector [~l, ~T ] ≡ B~l +Ba~ea
B := nα[~l, ~T ]
α = −nα[~T ,~l]α = −nαL~T lα, Ba := ωaα[~l, ~T ]α = −ωaα[~T ,~l]α = −ωaαL~T lα, (4.19)
which renders this term as
Φ∗L~lL~T g = 2L~TσYab + 2BYab + la∂bB + lb∂aB + L ~Bσhab.
Finally, we gather all these expressions and use them to write (4.18) as
Φ∗L~lL~Zg = 2(~l(Q) +B)Yab +QΦ∗L∇~l~lg + 2QRµβαρl
ρlµeαae
β
b + 2Qg(∇~ea~l,∇~eb~l)
+ la∂b(B +~l(Q)) + lb∂b(B +~l(Q)) + ab∂aQ+ aa∂bQ+
1
2
(∂al
(2)∂bQ+ ∂bl
(2)∂aQ)
+ 2L~TσYab + L ~Bσhab,
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which taken into (4.16) provides the expression
2δYab = 2QRµβαρl
ρlµeαae
β
b + 2Qg(∇~ea~l,∇~eb~l) +
1
2
(∂al
(2)∂bQ+ ∂bl
(2)∂aQ) + 2L~TσYab + Φ
∗L~lg1
+
{
2(W +~l(Q) +B)Yab +QΦ
∗L∇~l~lg + la∂b(W +B +
~l(Q)) + lb∂a(W +B +~l(Q))
+ ab∂aQ+ aa∂bQ+ L ~Wσ+ ~Bσhab
}
. (4.20)
We have grouped together inside the braces the terms that require transverse derivatives to be
computed. Two relevant combinations show up
W +~l(Q) +B = (α−~l(Q) + nµL~T lµ) +~l(Q)− nµL~T lµ = α,
~Wσ + ~Bσ = (s
a + ωaµL~T lµ)− ωaµL~T lµ = ~sσ,
where we used the explicit expressions for ~W and ~B given in (4.17) and (4.19). The term in
braces in (4.20) is thus{
2(W +~l(Q) +B)Yab +QΦ
∗L∇~l~lg + la∂b(W +B +
~l(Q)) + lb∂a(W +B +~l(Q))
+ ab∂aQ+ aa∂bQ+ L ~Wσ+ ~Bσhab
}
= 2αYab + la∂bα+ lb∂aα+ L~sσhab +QΦ∗L~ag + ab∂aQ+ aa∂bQ
= Φ∗L~l1g + Φ
∗LQ~ag = Φ∗L~ζg.

The only dependence of δY with the extension of the rigging is encoded in the first term of
expression (4.14) which involves ~ζ.
5 Freedom in the method
There are four sources of freedom inherent to the method of perturbing general hypersurfaces,
namely (i) the spacetime gauge (ii) the hypersurface gauge (iii) a local extension of the vector
~lε to an open neighbourhood U (iv) the nonuniqueness of the rigging vectors ~lε at Σε.
5.1 Inherent freedom in perturbation theory
The inherent degrees of freedom corresponding to points (i) and (ii) were already discussed in
[7], and our treatment for general hypersurfaces is completely analogous. We include a brief
summary next for completeness.
The spacetime gauge freedom arises from the non-uniqueness of the diffeomorphism ψε used
to identify the differentMε among themselves. In fact, a different choice, say ψ(g)ε , can be seen as
the composition of the old identification with a ε-dependent diffeomorphism in the background,
i.e. Ωε :M→M. Thus the new identification is ψ(g)ε = ψε ◦ Ωε and it induces a new family of
metrics g
(g)
ε = ψ
(g)
ε
∗(gˆε) = Ω∗ε(gε). In terms of the spacetime gauge vector field ~s1 ≡ ∂εΩε|ε=0,
the metric perturbations are related by g′1 = g1 + L~s1g. However, the geometrical objects that
characterize the geometry of the hypersurfaces Σε are independent of the spacetime gauge by
construction.
The hypersurface gauge arises from taking a ε-dependent diffeomorphism χε in σ previous
to the identification with the Σˆε. This generates a new diffeomorphism φ
(h)
ε = φε ◦ χε, with
χ0 being the identity transformation in σ. In turn, the embeddings change as follows Φ
(h)
ε =
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ψε ◦ φ(h)ε = ψε ◦ φε ◦ χε = Φε ◦ χε The new set of one-parameter fields in σ is given thus by
h(h)ε ≡ Φ(h)ε ∗gε = χ∗ε(Φ∗εgε) = χ∗εhε,
l(h)ε ≡ Φ(h)ε ∗gε(~lε, ·) = χ∗εlε,
l(2)ε
(h) ≡ Φ(h)ε ∗gε(~lε,~lε) = χ∗εl(2)ε ,
Y (h)ε = χ
∗
εYε.
We apply Lemma 1 from [7], which is just a general version of Lemma 3.2 that rather than
starting from a hypersurface σ and an ambient spacetimeM, it applies to a pair of differentiable
manifolds N and M endowed with a differential map χε : N → M . We set N = M = σ, so
that the diffeomorphism that makes the diagram (6) from [7] commutative is Ψεh = χε+h ◦ χ−1ε .
As long as the diffeomorphism χ0 = I in σ, we have that
∂Ψεh
∂h
∣∣∣∣
ε=h=0
=
∂χε
∂ε
∣∣∣∣
ε=0
≡ ~uσ.
This vector field in σ is called the hypersurface gauge vector. The direct application of Lemma
1 from [7] with M = N and ~uσ ≡ ∂χε∂ε
∣∣∣
ε=0
provides
δhab
(h) = δhab + L~uσhab, δl(h)a = δla + L~uσ la, δl(2)(h) = δl(2) + L~uσ l(2), δY (h)ab = δYab + L~uσYab.
(5.1)
Moreover, the perturbation vector ~Z is affected by this gauge freedom.
Proposition 5.1. (Mars 2005 [7]) Under a hypersurface gauge transformation on σ defined
by a gauge vector ~uσ to first order, the deformation vector ~Z transforms as Q
(h) → Q and
~T
(h)
σ → ~Tσ + ~uσ
Note that in the first order perturbations, a hypersurface gauge transformation affects only
the tangential component ~T of ~Z.
5.2 Freedom associated to the rigging vector
We start with the issue of the extensions of ~lε to U . These appear manifestly through the vector
field ~ζ in the expressions for {δl(2), δla, δYab} in Propositions 4.2 and 4.3. Hence, the task here
is to characterize the dependence of this vector field on the extensions. A different extension
shall be denoted by a tilde, i.e.
~˜
L, and the same rule applies for other quantities that depend
on the extensions.
Lemma 5.1. The vector field ~ζ := Q~a+~l1 is independent of the extension of the rigging.
Proof.
Keeping the riggings ~lε fixed at each Σε, let us consider any other extension
~˜
L(ε, x) to U ,
which also satisfies the properties from Definition 3.1. These two extensions differ at most by a
vector field ~k on U that necessarily has the properties
(i) lim
ε→0
~k(ε, x|Σ0)
ε
=
~˜
l1 −~l1 ≡ ~k1, (ii) ~k(ε, x|Σε) = 0.
Moreover, the accelerations
~˜
A and ~A associated to the two different extensions are related as
follows
~˜
A(ε, x) ≡ ∇~˜
L
~˜
L = ~A(ε, x) +∇~L(ε,x)~k(ε, x) +∇~k(ε,x)(~L(ε, x) + ~k(ε, x)).
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A consequence of this relation is that at points of Σ0, ~˜a =
~˜
A(ε→ 0, x|Σ0) = ~a+ (∇~l~k)|{ε→0,Σ0},
which immediately leads to
~˜
ζ = ~ζ + Q(∇~l~k)|{ε→0,x|Σ0} + ~k1. We claim that the vector ~v ≡
Q(∇~l~k)|{ε→0,x|Σ0} + ~k1 is identically zero, so that ~ζ is indeed independent of the choice of the
extension of ~lε. To see this we consider the following objects
d
dε
(
Φ∗εgε(~kε, ·)
)∣∣∣
ε=0
= Φ∗0g1
(
~k(0, x|Σ0), ·
)
+ Φ∗0g
(
∂k(ε, x)
∂ε
∣∣∣∣
Σ0
, ·
)
+ Φ∗0LQ~lg(~k(0, x), ·)|Σ0 + Φ∗0L~T g(~k(0, x|Σ0), ·)
= g(~k1, ~ea)|Σ0 + g
(
L
Q~l
~k(x, 0)|Σ0 , ~ea
)
= g(~v,~ea),
where the right hand side is found by application of Lemma 3.2 and the defining properties
of the extensions (and their corresponding difference vector) listed above. Moreover, the left
hand side vanishes because of property (ii) of ~kε. Following a similar strategy we find that
0 = ∂ε
(
Φ∗εgε(~kε,~lε)
)∣∣∣
ε=0
= Φ∗0(g(~l, ~v)). The fact that these inner products between ~v and ~l
and ~ea vanish simultaneously implies that ~v = 0. In fact if we write them in terms of the
decomposition ~v ≡ X~l + X a~ea we see that[
hab la
lb l
(2)
] [X b
X
]
= 0,
and since the coefficient matrix is non-degenerate, we conclude that the vector ~v is zero.

Corollary 5.1. The scalar δl(2), the one form δla and the two covariant symmetric tensor δYab
on σ are independent of the extension ~Lε chosen to perform the linearisation.
There is still an explicit dependence on the vector field ~ζ in the relevant formulas for δl(2),
δla and δYab, which is in essence a manifestation of the freedom in the choice of the rigging in
the perturbative setting, as we see next. In the perturbation scheme, we consider the setting for
the riggings developed in Section 3. A transformation of the riggings at each Σε, including the
background, leads to a new family of riggings ~lε
′ so that
~l′ε = λε(~lε + ~vε), λε|Σε 6= 0, nε(~vε)|Σε = 0. (5.2)
We assume that both riggings ~lε and ~lε
′ are smooth in the sense of point 2 in Definition 3.1.
We single out the path generated by the embeddings Φε by fixing p ∈ σ and letting ε run, and
the decomposition (5.2) necessarily requires that the functions ε 7→ λε|Φε(p) and ε 7→ ~vε|Φε(p) are
C1. Since the embeddings are also C1 the objects λε := λε ◦ Φε and vε := dΦ−1ε (~vε|Φε(p)) are
C1 and their limits as ε→ 0 are λ and v respectively, i.e. the gauge fields encoding the rigging
transformation in the background. The property that ~vε = dΦε(vε), for some vε in T (σ), allows
us to relate {lε′, l(2)ε ′} with the non transformed rigging data in the following way:
lε
′ = λε(lε + hε(vε, ·)), (5.3)
l(2)ε
′ = λ2ε(l
(2)
ε + 2lε(vε) + hε(vε, vε)). (5.4)
It is natural to decompose this vector in the basis {na, P ab}, which we write as
vaε = W (ε)n
a + Zb(ε)P
ab, with n(2)W (ε) + naZa(ε) = 0.
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Lemma 5.2. Consider hypersurface metric data {σ, hab, la, l(2)} and rigging transformation
gauge fields {λ,W,Za} that satisfy n(2)W + naZa = 0, so that these uniquely define va ≡
P abZb + n
aW .
The freedom related to rigging transformations to first order is encoded in the fields {δλ, δW, δZa}
satisfying the constraint
naδZa + n
(2)δW = 0, (5.5)
so that these uniquely define the vector field
δva ≡ P abδZb + naδW.
The gauge transformed first order perturbations of the rigging data in terms of the background
gauge fields {λ,W,Z} and the first order gauge fields {δλ, δW, δZ} reads
h′ab = hab,
δl′a = δλ(la + Za) + λ(δla + δZa + δhabv
b), (5.6)
δl(2)′ = 2λδλ(l(2) + 2W + Zava) + λ2(δl(2) + 2δW + 2vaδZa + va(2δla + vbδhab)), (5.7)
δY ′ab = λδYab + δλYab +
1
2
(δla∂bλ+ δlb∂aλ+ la∂bδλ+ lb∂aδλ) +
1
2
Lδλv+λδvh. (5.8)
Proof. The first fundamental form does not depend on the rigging, and therefore it does not
change under rigging transformations.
The first ε-derivative of vε at ε = 0 defines the perturbed fields
δva = δWna + δZbP
ab, with δWn(2) + δZan
a = 0, (5.9)
and by taking ε derivatives, this time in (5.3) and (5.4) we obtain the expressions
δla
′ ≡ d
dε
lε
′
∣∣∣∣
ε=0
= δλ(la + Za) + λ
(
δla +
d
dε
hε(vε, ·)
∣∣∣∣
ε=0
)
, (5.10)
δl(2)′ ≡ d
dε
l(2)ε
′
∣∣∣∣
ε=0
= 2λδλ(l(2) + 2W + Zav
a) + λ
(
δl(2) + 2
d
dε
lε(vε)
∣∣∣∣
ε=0
+
d
dε
hε(vε, vε)
∣∣∣∣
ε=0
)
(5.11)
The three terms involving the vector vε can be written in terms of the gauge fields as follows
d
dε
hε(vε, ·)
∣∣∣∣
ε=0
= δhabv
b + habδv
b = δhabv
b + δZa,
d
dε
lε(vε)
∣∣∣∣
ε=0
= δlav
a + laδv
a = vaδla + δW,
d
dε
hε(vε, vε)
∣∣∣∣
ε=0
= δhabv
avb + 2habv
aδvb = δhabv
avb + 2vaδZa,
where we have made use of the decomposition of δv (5.9) and the relations for general hypersur-
faces (2.9). Taking these expressions back to (5.10) and (5.11) we find (5.6) and (5.7). Finally
we explore the effect of these transformations in the tensor Yε, that can be studied considering
the tensor Y ′ε relative to the rigging ~lε′, related to ~lε through (5.2). This consideration allows us
to relate Yε and Y
′
ε as follows
Yε
′ =
1
2
Φ∗ε
(
L~lε′gε
)∣∣∣∣
ε=0
= λεYε +
1
2
(lε ⊗ dλε + dλε ⊗ lε) + 1
2
Lλεvεhε,
where we have used the properties Φ∗εdλε = dΦ∗ελε and Φ∗εLdΦε(λεvε)gε = LλεvεΦ∗εgε.
The first derivative with respect to ε of this relation provides the expression (5.8) for δY ′ .

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Remark 5.1.1. There is a slightly different, but equivalent, procedure to study the gauge freedom.
Recall transformations (2.17) and (2.18). Since they involve functions and one forms in σ, one
could consider their generalization to a one-parameter family of scalars and one forms and take ε
derivatives directly from there. It can be shown that this method leads to the same expressions
from Lemma 5.2 after the substitutions δW → δW + vcδlc and δZa → δZa + vcδhac. In other
words, this alternative method would correspond to a decomposition δva = δP abZb + P
abδZb +
naδW + δnaW .
Lemma 5.3. Let {λ,W,Za} and {δλ, δW, δZa} be background and first order gauge fields re-
spectively, that generate the vector field δva ≡ δWna + δZbP ab. Under their action the objects
{δn(2), δna, δP ab} change according to
δn(2)′ = − 2
λ3
n(2)δλ+
δn(2)
λ2
= −2δλ
λ
n(2)′ +
δn(2)
λ2
, (5.12)
δna′ = −δλ
λ
na′ +
1
λ
(δna − n(2)δva − vaδn(2)),
δP ab′ = δP ab + 2n(2)δv(avb) − 2n(aδvb) + vavbδn(2) − 2v(aδnb).
The transformations in this lemma are trivially found by taking derivatives in the background
transformations (2.16), and another way leading to the same result consist of plugging the gauge
transformed expressions from Lemma 5.2 into the first order expressions from Lemma 4.1.
Corollary 5.2. The sign of δn(2) at null points is independent of the rigging transformations.
In analogy with the exact theory, we might ask ourselves whether the object n
(2)
ε encodes
information about the causal character of the hypersurfaces Σε, at least to first order in pertur-
bation theory. Recall that we have endowed a causal character to σ by the identification with
the background hypersurface Σ0, given the embedding Φ0.
The function n
(2)
ε is a function defined on σ in terms of the ε-family of hypersurface metric
data (see the linearized version (4.12)) and therefore it depends on the embeddings Φε. The sign
of n
(2)
ε would store information about the signature of Σε as follows: given a fixed point p ∈ σ
we let it propagate in ε through Φε. This produces a collection of points {pε ≡ Φε(p) ∈ Σε}
whose corresponding causal characters, with respect to the metrics gε, are compared. Note that
a hypersurface gauge transformation understood as an internal ε-dependent diffeomorphism χε
in σ, changes the former identification and it results into a different embedding Φ
(h)
ε = Φε ◦ χε.
The (background) causal character of a point p ∈ σ is unaffected by these transformations,
because we have restricted hypersurface gauge transformations to χ0 = I, thus keeping the
background embedding Φ0 fixed. But apart from this constraint, the identification between σ
and the Σε ⊂M is an inherent freedom of the method, thus completely arbitrary. Because n(2)ε
is sensitive to the identification, the signature change between the different elements in {Σε}
tracked in this way is relative to the hypersurface gauge, i.e. to the pair {σ,Φε}.
At non-null points in σ the causal character of the hypersurfaces in the sense above will not
change as a result of the perturbation. This claim is supported by the fact that at p ∈ σ, n(2)ε
depends continuously on ε, with limiting value n(2). Thus if σ is timelike (respectively, spacelike)
at p, then n(2)|p > 0 and so n(2)ε |p > 0 for all sufficiently small ε.
At null points, in turn, n
(2)
ε (p, ε = 0) = 0 and this function could depart from zero as ε
varies, attaining either positive or negative values. This would be understood as a signature
change in the scheme {σ,Φε}. If the null points are isolated then the function n(2)ε does not
provide any information due to the gauge dependence of the method, but for an open set of null
points O ⊂ σ the perturbation of n(2) is indeed meaningful: if we consider a point p ∈ O ⊂ σ,
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then the point χε(p) will also belong to O for ε small enough. In fact the hypersurface gauge
transformation of δn(2) at null points results to be
δn(2)(h) = δn(2) + L~uσn(2), (5.13)
which in this case simplifies just to δn(2)(h) = δn(2). Therefore the sign of δn(2) is completely
gauge independent (under rigging and hypersurface gauge transformations) inside open sets of
null points in σ (if any), providing a notion signature change for this case. This observation may
result interesting in order to study first order perturbations of null hypersurfaces, as we shall
see in Appendix A.
Still, we are left with expressions of the perturbations of the hypersurface data that depend
on the vector ~ζ, which does not have a clear interpretation in practical problems. By this, we
mean that there are situations where we know, or assume, a particular behaviour of the family
Σε. For instance a common approach in the literature consist of exploiting the fact that their
causal character is constant (see the discussion in Appendix A). This piece of information that
we may have a priori is difficult to incorporate directly in ~ζ, and instead, it might be easier to
deal with the data. As we show next, it is possible to fully encode ~ζ in the objects δl(2) and δla.
In fact, expressions (4.3) and (4.4) contain the decomposition of the vector field ~sσ in terms of
{na, P ab} through the combinations S := sala and Sa := habsb. These read explicitly
S = δl
(2)
2
− (αl(2) +Qlµaµ)− 1
2
g1(~l,~l)− 1
2
~Tσ(l
(2)),
Sa = δla − (αla +Qeµaaµ)− g1(~l, ~ea)−
Q
2
∂al
(2) − l(2)∂aQ− L~Tσ la.
It is a matter of applying Lemma 2.2 in order to reconstruct the vector ~sσ. On the one hand,
from the constraint n(2)S + naSa = 0 we obtain
naδla +
n(2)
2
δl(2) − α−Qaµnµ − n
(2)
2
g1(~l,~l)− nag1(~l, ~ea)− l(2)na∂aQ− naL~Tσ la
−n
(2)
2
L~Tσ l
(2) − Q
2
na~ea(l
(2)) = 0,
where we used the decomposition of the normal vector nµ = n(2)lµ + naeµa and definitions (2.9).
This result leads to
n(~ζ) = α+Q(nµa
µ) = naδla +
n(2)
2
δl(2) − n
(2)
2
g1(~l,~l)− nag1(~l, ~ea)− l(2)na∂aQ− naL~Tσ la
− n
(2)
2
L~Tσ l
(2) − Q
2
na~ea(l
(2)). (5.14)
On the other hand, the vector itself is found to be
saσ = P
abSb + naS = P abδlb + n
a
2
δl(2) − α(nal(2) + P ablb)−Q(nalµaµ + P abaµeµb )−
na
2
g1(~l,~l)
−P abg1(~l, ~eb)− n
a
2
~T σ(l
(2))− P abL~Tσ lb − l
(2)P ab∂bQ− Q
2
P ab~eb(l
(2)).
We use the identity P abeµb = g
ρµ|Σ0ωaρ−nalµ and definitions (2.9) to find the remaining projection
of ~ζ as follows
ωa(~ζ) = ~sσ +Q(ω
a
µa
µ) = P abSb + Sna +Q(ωaµaµ) = P abδlb +
na
2
δl(2) − P abg1(~l, ~eb)
− n
a
2
g1(~l,~l)− l(2)P ab∂bQ− P abL~Tσ lb −
na
2
~T σ(l
(2))− Q
2
P ab~eb(l
(2)).
(5.15)
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These two expressions above relate algebraically the rigged and tangential components of
~ζ with the first order perturbations of the rigging data {δla, δl(2)}. Therefore the problem of
characterizing the vector field ~ζ has been put into the perturbations of the rigging data, whose
dependence on the gauge freedom is well understood.
Proposition 5.2. Consider a rigging transformation driven by the fields {λ = 1,W = Za =
0, δλ, δW, δZa}. The equations for the transformed first order rigging data {δla′, δl(2)′} in terms
of {δλ, δW, δZa} are invertible, so that
δλ =
n(2)
2
∆δl(2) + na∆δla,
δW =
1
2
(1− n(2)l(2))∆δl(2) − l(2)na∆δla,
δZa = (δ
b
a − nbla)∆δlb −
n(2)
2
la∆δl
(2),
where ∆δla ≡ δl′a − δla and ∆δl(2) ≡ δl(2)′ − δl(2).
Proof.
Starting from Lemma 5.2 we apply a pure first order rigging transformation to find the
expressions
∆δl(2) = 2l(2)δλ+ 2δW, ∆δla = laδλ+ δZa.
The constraint n(2)δW + naδZa = 0 solves for δλ and direct substitution of the result in the
equations above provides the expressions for δW and δZa.

The consequence of this result is that there is a direct correspondence between the first order
perturbations of the rigging data {δl(2), δla} and the gauge fields {δλ, δW, δZa} constrained by
(5.5). Therefore, it is possible to specify these perturbations conveniently.
Corollary 5.3. There exists a first order rigging transformation such that δl(2) = δla = 0,
regardless of the causal character of σ.
This is a very convenient gauge in order to perform calculations in specific problems. Note
however that in this gauge the vector ~ζ is nonzero, and it can be understood as a first order
perturbation of the rigging vector for a suitable choice of the extension (for instance a geodesic
one). Nevertheless if we sit on the gauge δla = δl
(2) = 0, it is a matter of applying the formulas
of Proposition 5.2 to identify the gauge fields that would take us to a gauge where δla
′ and
δl(2)′ are nonvanishing but ~ζ = 0. These are found to be δλ = −nαζα, δW = −laωaαζα and
δZa = −habωbαζα, and plugged into relation 5.8 we find the the relation δY ′ = δY − 12Φ∗L~ζg.
6 Matching conditions
There are many works covering this topic in the literature, see for instance the classical references
[6] for a presentation of timelike shells in the matching context or [4] for null hypersurfaces.
However we follow the formalism [10], [8] where the theory for the matching conditions across
hypersurfaces of arbitrary causal character was developed.
6.1 Review of the exact matching conditions
We consider two spacetimes with C3 oriented boundary (M+, g+, ∂M+) and (M−, g−, ∂M−).
The matching procedure allows for the generation of a matched spacetime (M, g), defined as
the disjoint union of the spacetimes ±. It contains a hypersurface Σ0 which separates it into
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the two regions ± and has a metric g which is well defined everywhere, is continuous at points
of Σ0 and agrees with g
± in the respective regions.
This procedure requires, first of all, that the boundaries ∂M+ and ∂M− must be diffeomor-
phic to each other, and in particular to an abstract hypersurface σ, so that if we consider the
pair of embeddings Φ± : σ → ∂M±, this requisite becomes Φ+(σ) = Φ−(σ). If this condition
is fulfilled we will refer simply to the embedding Φ : σ → Σ0 ⊂ M. The boundaries have been
identified pointwise, but this is not enough in order to have a well defined geometry at points of
Σ0 ⊂M. This is achieved by identifying the tangent spaces at points of Φ±(σ), and it requires
two steps. Consider the two, a priori different, inherited first fundamental forms h± := Φ±∗(g±).
The preliminary matching conditions demand that
h+ = h− ≡ h,
and they ensure that the subspace of vectors which are tangent to Σ0 ⊂ M is well defined. In
addition, the matching procedure is completed by selecting vectors~l± transverse to Φ±(σ) ⊂M±
at every point and identifying them, which translates into the following equations on σ
Φ+∗(g+(~l+, ·)) = Φ−∗(g−(~l−, ·)), Φ+∗(g+(~l+,~l+)) = Φ−∗(g−(~l−,~l−)). (6.1)
Also, the relative orientation of the rigging vectors must be appropriate so that these can be
completely identified. Hence, the subspaces of vectors transverse to Φ±(σ) have been identified,
so that the full tangent space at points of Σ0 ⊂ M is well defined. This spacetime approach
for the exact matching conditions suffices for our purpose of formulating them in perturbation
theory, and it is the point of view we take in Section 6.2.
The inherent freedom in the method to characterise the hypersurface due to the arbitrariness
in the choice of the rigging vector is relevant in the context of matching of spacetimes, and it
has been studied extensively in [11]. Nonetheless, the whole discussion therein is based on the
spacetime perspective, which is not convenient for the particular issue of describing the freedom
in the rigging to first order in perturbation theory. In the first part of the section we revisit this
matter in exact matchings and reproduce some conclusions from [11] from a point of view which
is closer to the data approach. The matching conditions formulated within this approach can be
found in Theorem 3 in [7], where the main underlying idea is that there is hypersurface metric
data {σ, hab, l(2), la} that can be embedded into the two different spacetimes (M±, g±, ∂M±)
through some embeddings Φ± and riggings ~l± satisfying that Φ±(σ) = ∂M± and that the
orientation of such riggings is compatible.
For clarity we will consider that the preliminary matching equations are h+ab = h
−
ab, we
refer to {l+a , l(2)+} = {l−a , l(2)−} as the rigging compatibility conditions, and the (full) matching
conditions are {h+ab, l+a , l(2)+} = {h−ab, l−a , l(2)−}. If the matching conditions are satisfied, we will
refer to these hypersurface metric data sets simply by {σ, hab, la, l(2)}. We also note that the
matching conditions immediately imply that n(2)+ = n(2)−, na+ = na− and P ab+ = P ab−.
The matching conditions introduced so far are purely geometric, in the sense that they are
necessary in order to have a well defined geometry at points of Σ0 and in particular, they ensure
that the metric is continuous across Σ0. For this reason, tensor fields which are constructed
taking derivatives of the metric tensor must be defined in this context as tensor distributions
[10]. As a consequence of the matching conditions explained above, the Riemann, Ricci and
Einstein tensor distributions acquire a singular part with support in the matching hypersurface.
Therefore, the Einstein field equations in the distributional sense induce a singular part in the
energy momentum tensor distribution with support in the matching hypersurface. This is known
as a shell in the literature. These singular parts are related to the extrinsic properties of Σ0 and
a detailed analysis provides the following result:
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Theorem 6.1. (adapted from Theorems 6 and 7 in Mars and Senovilla 1993 [10]) 4
1. At a point p ∈ Σ0, the singular part of the Riemann tensor distribution vanishes if and
only if [Yab] = 0.
2. At a point p ∈ Σ0 where the hypersurface is not null, the singular part of the Ricci tensor
distribution vanishes if and only if [Yab] = 0.
At a point p ∈ Σ0 where the hypersurface is null, the singular part of the Ricci tensor
distribution vanishes if and only if na[Yab] = 0 and P
ab[Yab] = 0.
3. The singular part of the energy momentum tensor distribution vanishes if and only if
so does the singular part of the Ricci tensor distribution.
It is out of the scope of this paper to extend a distributional approach to perturbation theory,
but the approach [8] puts forward an alternative method to construct the shell that depends
exclusively on the hypersurface data (or derived objects), without invoking a distributional
approach. It is shown then that this energy momentum tensor not only satisfies plausible
properties expected of a shell, but also that agrees with the well known cases of (everywhere)
timelike/spacelike and null shells previously studied in the literature. Its expression in terms of
the hypersurface data (or derived objects) is [8]
τab :=
{
(naP bc + nbP ac)nd − (n(2)P acP bd + P abncnd) + (n(2)P ab − nanb)P cd
}
[Ycd]. (6.2)
In order to avoid a trivial τab we assume from now on that the dimension of σ satisfies m > 1.
It is often required that the matching procedure removes this shell, which is accomplished if and
only if [8]
n(2)P ab[Yac] = 0, P
ab[Yab] = 0, n
a[Yab] = 0. (6.3)
These conditions hold for any causal character, but note that when particularised to null and
non-null points they become (2) in Theorem 6.1. This set of conditions is usually known as
junction conditions, and this type of matchings are called proper matchings.
We revisit a result from [11] about the behaviour of the matching conditions under rigging
transformations, providing a different proof based in the hypersurface data approach and better
adapted to the study of the perturbations in the next part of the section.
Lemma 6.1. (Mars, Senovilla, Vera 2007 [11]) Consider a pair of hypersurface metric data
sets {σ, h±ab, l±a , l(2)±} satisfying the matching conditions, and a corresponding pair of rigging
transformations driven by {λ±, va±}. Then
• At null points, the rigging compatibility conditions hold for {la′±, l(2)′±} if and only if
λ+ = λ− and va+ = va−.
• At non-null points the rigging compatibility conditions for {la′±, l(2)′±}, supplemented with
a condition ensuring compatibility in the orientations of the riggings, holds if and only if
λ+ = λ− and va+ = va−.
Proof. Let us define v˜a := λva and consider the difference of the gauge transformed hypersurface
metric data given in (2.17) and (2.18)[
l′a
]
= [λ]la + [λZa], (6.4)[
l(2)′
]
= [λ2]l(2) + 2[λ2W ] + P ab[λ2ZaZb]− n(2)[λ2W 2], (6.5)
4The original version of the theorems in [10] are stated in terms of the two covariant tensor field Hab ≡
eαae
β
b∇αlβ , which is not symmetric by itself but the object [Hab] can be shown to be symmetric. Taking into
account that by definition Yab = (1/2)(Hab +Hba), we see that [Yab] = [Hab].
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as well as the constraint n(2)W± + naZ±a = 0, which is valid for both sets of data. We use the
identities for the difference of products between any two objects in σ, a and b
[ab] ≡ a+b+ − a−b− = [a][b] + a−[b] + b−[a], [a2] = [a]([a] + 2a−). (6.6)
First of all consider that [λ] = [W ] = [Za] = 0. It is clear from the two expressions above that
[l′a] =
[
l(2)′
]
= 0.
For the reverse implication, we impose [l′a] =
[
l(2)′
]
= 0, contract (6.4) with na
[λ](1− n(2)l(2))− n(2)[λW ] = 0. (6.7)
We distinguish between null and non-null points, and start with the first possibility. It is clear
from the relation above that [λ] = 0. Then (6.4) leads to [λZa] = λ[Za] = 0, and since λ 6= 0 we
conclude that [Za] = 0. The remaining equation (6.5) yields [W ] = 0.
Next we consider non-null points, and (6.7) and (6.4) provide
[λW ] =
1
n(2)
(
1− n(2)l(2)
)
[λ], [λZa] = −la[λ]. (6.8)
We write the equation (6.5)= 0 in terms of [λ], [λW ] and [λZa] using the identities (6.6), and after
a somewhat long calculation making use the two relations above we obtain that [λ](λ++λ−) = 0.
We rule out the second solution λ+ = −λ−, because it would change the relative orientation
between the riggings ~l+ and ~l− and therefore we are left with [λ] = 0. Equations (6.8) lead
directly to [W ] = [Za] = 0.

The result that we have obtained recovers Lemmas 2 and 3 from [11]. In fact, given one of the
riggings, say ~l+, the rigging compatibility conditions have a unique solution at null points, and
a unique solution with the adequate orientation at non-null points. This uniqueness property
of the riggings has implications on the rigged fundamental form. Its change under a rigging
transformation, addressed in (2.15), directly leads to the following theorem.
Theorem 6.2. (Mars and Senovilla [10]) If the matching conditions are satisfied, the junc-
tion condition [Yab] = 0 does not depend on the freedom in the choice of {la, l(2)}.
This statement about the independence of the junction conditions under rigging transforma-
tions is valid also for null points, so that if na[Yab] = 0 and P
ab[Yab] = 0 hold at a null point, then
na′[Yab′] = 0 and P ab′[Yab′] = 0, as a consequence of the expressions (2.15) and (2.16) that relate
the primed and non-primed objects, the matching conditions and the compatibility conditions
for the rigging transformations.
6.2 Matching conditions to first order in perturbation theory
The general argument to formulate the perturbed matching conditions works as follows. We
assume that there is a matching scheme in the pair of ε-families of spacetimes, satisfying the
matching conditions at each ε (we will refer to this as a matching upstairs). Using the dif-
ferent mappings involved in the problem, this information is encoded in some objects at the
hypersurfaces Σ±ε in the corresponding background spacetimes. At this point, the formalism of
perturbing hypersurfaces can be invoked and produces a set of perturbed matching conditions
in the background matching hypersurface. We develop this procedure hereafter, and for clarity
we include a diagram (Figure 2) displaying the setting.
We assume two families of spacetimes with boundary (M±ε , gˆ±ε , Σˆ±ε ), matched across their
respective boundaries Σˆ±ε for each ε, so that the mappings Φˆ±ε : σˆε → Σˆ±ε diffeomorphically relate
the boundaries with the abstract hypersurfaces σˆε where the corresponding first fundamental
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forms and rigging data from each side are equated, hˆ+ε = hˆ
−
ε ,
~ˆ
lε
+ =
~ˆ
l−ε . As usual, ε = 0 singles
out the background configuration, so that σ is the matching hypersurface of the background
where σˆ0 ≡ σ and h = hˆ+0 = hˆ−0 . This is the most natural construction for the discussion,
although it is not absolutely necessary since the hypersurfaces σ and σˆε are diffeomorphic.
The following step is then to construct the objects h±ε , l±ε and l
(2)
ε
± on σ, from those objects
that have been defined on σˆε. Because there is a matching upstairs, we consider the embeddings
Φˆ+ε : σˆε → Σˆ+ε and, and the perturbative setting involves the diffeomorphisms ψ+ε :M+ →M+ε
and φε : σ → σˆε. For convenience we also define the two following mappings φ+ε := Φˆ+ε ◦ φε :
σ → Σˆ+ε and Φ+ε := ψ+ε −1 ◦ (Φˆ+ε ◦ φε) : σ → Σ+ε . Take, for example, the tensorial objects
corresponding to the different first fundamental forms, hˆ+ε ≡ Φˆ+ε (gˆ+ε ) and h+ε ≡ Φ+ε (g+ε ). These
are related by the diffeomorphism φε as follows
φ∗ε(hˆ
+
ε ) = φ
∗
ε ◦ Φˆ+ε ∗
(
gˆ+ε
)
= (φ∗ε ◦ Φˆ+ε ∗ ◦ ψ−1ε ∗)
(
g+ε
)
= (ψ−1ε ◦ Φˆ+ε ◦ φε)∗(g+ε ) = Φ+ε ∗(g+ε ) = h+ε .
This same procedure applied to the “−” spacetime yields φ∗ε(hˆ−ε ) = h−ε . Therefore the matching
condition upstairs hˆ+ε = hˆ
−
ε implies the condition h
+
ε = h
−
ε in the abstract hypersurface σ by
construction. This argument extends analogously for the remaining ε−family of scalars and
tensor fields involved in the matching. Hence, the matching conditions for each ε consist of
imposing
h+ε = h
−
ε , l
+
ε = l
−
ε , l
(2)
ε
+ = l(2)ε
−. (6.9)
The first ε derivatives of (6.9), evaluated at ε = 0, provide the perturbed matching conditions.
Figure 2: This diagram illustrates the setting for the perturbed matching of spacetimes. the
basic mappings Φˆ±ε , ψ±ε and φε are depicted. The perturbed matching conditions (6.9) are
formulated in σ.
Theorem 6.3. (Matching conditions to first order, generalization of Theorem 1 in [7] )
Let (M, g) be the background spacetime arising from the matching of two spacetimes (M+, g+,Σ+0 )
and (M−, g−,Σ−0 ) across their boundaries Σ±0 , diffeomorphic among themselves and also diffeo-
morphic to an abstract hypersurface σ so that there exist embeddings Φ±0 : σ → Σ±0 ⊂M±. The
riggings ~l± for Σ±0 have been identified so that ~l ≡ ~l±.
Let g±1 be first order metric perturbations in M±, and ~Z± = Q±~l+ ~T± deformation vectors
for the hypersurfaces Σ±0 . These induce first order perturbations of the hypersurface metric data
{δh±ab, δl±a , δl(2)±} as described in Propositions 4.1 and 4.2, after the particularisations Q→ Q±,
~Tσ → ~T±σ , g1 → g1±, ~ζ → ~ζ±, g → g± therein.
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Then the first order perturbed matching conditions are fulfilled if and only if there exist two
scalars Q± and two vectors ~T±σ on σ for which
δh+ab = δh
−
ab, δl
+
a = δl
−
a , δl
(2)+ = δl(2)−. (6.10)
The matching conditions to first order imply that δn(2)+ = δn(2)−, δna+ = δna− and
δP ab+ = δP ab−.
We extend to first order in perturbation theory the result on the uniqueness on the riggings
arising from the rigging compatibility conditions and stated in Lemma 6.1.
Proposition 6.1. (Rigging independence of the matching conditions to first order)
Consider a pair of sets of hypersurface metric data satisfying the matching conditions and gauge
fields {λ,W,Za} that preserve the rigging compatibility conditions.
Consider first order perturbations of the rigging data satisfying {δl+a = δl−a , δl(2)+ = δl(2)−}
and gauge fields {δλ±, δW±, δZ±a }. The transformed first order perturbations of the rigging data
are compatible, i.e. {δl(2)′+ = δl(2)′−, δl′a+ = δl′a−}, if and only if δλ+ = δλ−, δW+ = δW−
and δZ+a = δZ
−
a .
Proof.
As concluded in Lemma 6.1, the compatibility in the transformed background riggings results
into [λ] = [W ] = [Za] = 0. We thus consider the three following equations which arise from
taking differences in (5.5), (5.6) and (5.7) and applying the matching conditions to first order
and the compatibility of the background and first order non-primed objects[
δl′a
]
= (la + Za)[δλ] + λ[δZa], (6.11)[
δl(2)′
]
= 2λ[δλ](l(2) + 2W + Zav
a) + 2λ2([δW ] + va[δZa]), (6.12)
na[δZa] + n
(2)[δW ] = 0. (6.13)
It is clear from these expressions that first order gauge transformations satisfying [δλ] = [δW ] =
[δZa] = 0 lead to compatible first order transformed riggings. The reverse implication requires
some further manipulations. We contract na with (6.11) and use (6.13) to find
na[δl′a] = (1− n(2)(l(2) +W ))[δλ]− λn(2)[δW ]. (6.14)
On the one hand, at null points it becomes [δλ] = 0, which plugged into the rest of the equations
provides [δZa] = [δW ] = 0.
On the other hand, at non null points, the combination of (6.14), (6.11) and (6.13) allows
us to express the remaining differences in terms of [δλ] as follows
[δW ] =
1− n(2)(l(2) +W )
λn(2)
[δλ], [δZa] = − la + Za
λ
[δλ],
which inserted into (6.12) results in [δλ] = 0, so that the compatibility of the first order trans-
formations follows.

At this point the matching conditions to first order have been characterized, and we will as-
sume for the rest of the paper that the pair of spacetimes (M±, g±,Σ±0 ) satisfy the full matching
conditions up to first order, i.e. the hypersurface data set is given by {σ, hab, la, l(2), Yab} in the
background, and the first order perturbations fulfil {δh+ab = δh−ab, δl+a = δl−a , δl(2)+ = δl(2)−}.
Also, when rigging transformations driven by the gauge fields {λ±,W±, Z±a , δλ±, δW±, δZ±a }
are involved, we assume that these preserve the matching conditions for the rigging up to first
order, i.e. δl′a+ = δl′a− and δl(2)′+ = δl(2)′− (assumptions (*) ).
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We extend the analysis of the perturbed matching of spacetimes and define a set of junction
conditions to first order. One possibility is to formulate them in terms of the Riemann tensor,
so that it does not have a singular part in analogy with case (1) in Theorem 6.1. The extension
of this result to the one-parameter family of Riemann tensors in the (upstairs) spacetimes
(M±ε , gˆ±ε , Σˆ±ε ) provides Yˆ +ε = Yˆ −ε and the same analysis that we carried out in order to formulate
the perturbed matching conditions in Theorem 6.3 also applies in this case providing [δYab] = 0.
However, we proceed as in case (3) from Theorem 6.1 in the exact theory and establish the
notion of perturbed junction conditions in terms of the shell energy momentum tensor. Therefore
we promote the shell energy momentum tensor τab introduced in (6.2) to a one-parameter
family of tensor fields τabε by making the substitutions {P ab → P ab(ε), na → na(ε), n(2) →
n(2)(ε), Yab → Yab(ε)}. The first order shell follows from taking ε-derivatives at ε = 0. Assuming
the background junction conditions (6.3) hold we obtain that
δτab = −nanb
(
δP cd[Ycd] + P
cd[δYcd]
)
+
(
naP bc + nbP ac
)(
δnd[Ycd] + n
d[δYcd]
)
− P acP bd
(
δn(2)[Ycd] + n
(2)[δYcd]
)
− P ab
(
−n(2)(δP cd[Ycd] + P cd[δYcd]) + ncnd[δYcd]
)
.
(6.15)
The energy momentum tensor on the shell depends on the rigging. This property arises very
clearly from the distributional approach, where the complete singular part in the energy momen-
tum tensor distribution for the whole spacetime is ταβδ
Σ0 . The object δΣ0 is the scalar Dirac
delta distribution with support on Σ0 and it depends on the rigging via the normal one form.
Since ταβδ
Σ0 is intrinsically defined, the tensor field ταβ also depends on the rigging (see [11] for
a detailed discussion). It transforms as follows
τab′ =
τab
λ
⇒ τab(ε)′ = τ
ab(ε)
λ(ε)
⇒ δτab′ = δτ
ab
λ
− δλ
λ2
τab.
Hence, provided that the junction conditions hold for the background ensuring that τab = 0, it
make sense to study under which conditions δτab = 0, since it is a gauge independent equation.
Proposition 6.2. (Junction conditions to first order)
Assume that the background junction conditions are satisfied, so that τab = 0 and the dimen-
sion of σ is m > 1. The tensor δτab vanishes:
• at null points if and only if
δnb[Yab] + n
b[δYab] = 0, δP
ab[Yab] + P
ab[δYab] = 0, δn
(2)P ac[Ybc] = 0. (6.16)
• at non-null points if and only if [δYab] = 0.
Proof. We put forward the following definitions
W b ≡
(
P bcδnd − δP cdnb
)
[Ycd] +
(
P bcnd − P cdnb
)
[δYcd], (6.17)
Zbc ≡
(
nbδnd − δn(2)P bd
)
[Ycd] +
(
nbnd − n(2)P bd
)
[δYcd]
+δbc
(
n(2)δP ef [Yef ]−
(
nenf − n(2)P ef
)
[δYef ]
)
, (6.18)
which allow us to write δτab = W bna + P acZbc . It can be checked with the aid of the junction
conditions (6.3) that n(2)W b + ncZbc = 0. Hence δτ
ab = 0 if W b = Zbc = 0. It is useful to define
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Qab ≡ n(2)P ab − nanb and consider the following list of derived objects
habW
b =
(
δnd[Yad] + n
d[δYad]
)
+ la
{
n(2)δP cd[Ycd] +Q
cd[δYcd]
}
, (6.19)
lbW
b = −
(
δP cd[Ycd] + P
cd[δYcd]
)
+ l(2)
(
n(2)δP cd[Ycd] +Q
cd[δYcd]
)
, (6.20)
Zbb = (m− 1)Qbd[δYbd] + (m)n(2)δP bd[Ybd]. (6.21)
We start by (6.21). Its second term vanishes at null points, because n(2) = 0 there, and also
at non-null points, because [Yab] = 0 there. Also, as in the background case, we are assuming
m− 1 6= 0, so that we obtain that Qab[δYab] = 0.
We focus now on null points exclusively, so that Qab[δYab] = 0 ⇒ nanb[δYab] = 0. Equating
(6.19) and (6.20) to zero establishes the first and second conditions in (6.16). The conditions
obtained so far suffice for W b = 0. The remaining conditions, the third one in (6.16), follow
from imposing that Zbc = 0.
At non-null points we follow the same strategy, but the fact that [Yab] = 0 simplifies the
procedure. The equations arising from (6.19)-(6.21) provide na[δYab] = P
ab[δYab] = 0. Back to
Zbc = 0 we find P
ac[δYbc] = 0 and therefore [δYab] = 0.
Sufficiency is proven by direct substitution of the conditions listed in the proposition into
the expression given for δτab. 
Proposition 6.3. (Rigging independence of the junction conditions to first order at
null points)
Consider the assumptions (*). Assume that there are null points at σ, where the background
junction conditions are satisfied. Then the first order junction conditions δnb[Yab]+n
b[δYab] = 0,
δP ab[Yab]+P
ab[δYab] = 0 and δn
(2)P ac[Ybc] = 0 imply that δn
b′[Yab′]+nb′[δYab′] = 0, δP ab′[Yab′]+
P ab′[δYab′] = 0 and δn(2)′P ac′[Ybc′] = 0 at null points.
Proof. Take the transformations (2.16) and those in Lemma 5.3, set n(2) = 0 there, and make
use of the background junction conditions for null points. After some intermediate calculations
following the previous steps, we get the following expressions for the primed junction conditions
stated in the proposition
δnb′[Yab′] + nb′[δYab′] = δnb[Yab] + nb[δYab]− δn(2)vb[Yab]
=
(
δnb[Yab] + n
b[δYab]
)
−
(
δn(2)P bc[Yab]
)
Zc,
δP ab′[Yab′] + P ab′[δYab′] = λ
{(
δP ab[Yab] + P
ab[δYab]
)
− 2va
(
δnb[Yab] + n
b[δYab]
)
+vavbδn(2)[Yab]
}
= λ
{(
δP ab[Yab] + P
ab[δYab]
)
−2va
(
δnb[Yab] + n
b[δYab]
)
+
(
δn(2)P ac[Yab]
)
P bdZcZd
}
,
δn(2)′P ac′[Ybc′] =
1
λ
(δad − naZd)
(
δn(2)P cd[Ybc]
)
.
Imposing the first order junction conditions for null points in the expressions above, the result
follows. 
Proposition 6.4. (Rigging independence of the junction conditions to first order at
non-null points)
Consider the assumptions (*). Assume that there are non-null points in σ, where the
background junction conditions are satisfied. Then the first order junction conditions [δYab] = 0
imply that [δY ′ab] = 0. .
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Proof. Take the difference of the gauge transformed rigged fundamental form (5.8) as seen from
the different + and − sides. Consider also that [∂bδλ] = ∂b[δλ] = 0. Then it is straightforward
to see that every single term in the difference [δY ′ab] vanishes.

The first order junction conditions formulated from the analysis of the tensor δτab are there-
fore independent of rigging transformations. In addition they are hypersurface gauge indepen-
dent. This fact follows from the derivatives of the conditions (6.3) which provide
naL~uσ [Yab] = 0, P acL~uσ [Yab] = 0 at non-null points,
P ac[Yab]L~uσn(2) = 0, L~uσP ab[Yab] = 0, L~uσna[Yab] = 0 at null points. (6.22)
The two equalities in the first row above imply that L~uσ [Yab] = 0 at non-null points which proves
the hypersurface gauge invariance of the condition [δYab] = 0.
The gauge invariance of the junction conditions at null points follows from the identities in
the second row. Also in this case an argument based in Lemma 2.2 in [16] would provide the
desired result, since it is possible to write all the first order junction conditions in the form δt
for some background tensor field t in σ, which vanishes everywhere. For instance at null points
δn(2)P ac[Ybc] = δ
(
n(2)P ac[Ybc]
)
− n(2)δ (P ac[Ybc])
= δ
(
n(2)P ac[Ybc]
)
, (6.23)
which is unaffected by hypersurface gauge transformations since n(2)P ac[Ybc] = 0 is a junction
condition everywhere (recall (6.3)). The same argument holds for the rest of the conditions.
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A Constant signature hypersurfaces
As discussed in Section 5, when the causal character of the Σε does not vary with ε, the rigging
data is specified directly from the Σε demanding that l
(2)
ε = C, (lε) = C, where C and C are a
constant and a constant one covariant tensor (with respect to ε) in σ . This is implicitly used
to fix the freedom in the first order perturbations of the rigging data, so that δl(2) = δla = 0.
Standard hypersurfaces
Since we have followed the methods in [7] to construct the perturbations, we show in this section
that our expressions agree with those given therein when we restrict ourselves to standard
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hypersurfaces in the gauge where the normal vector is chosen as the rigging. Indeed, choosing
the background rigging as ~l = ξ~n, with ξ = 1(−1) for timelike (spacelike) hypersurfaces leads
immediately to l(2) = ξ, la = 0, n
a = 0 and P achbc = δ
a
b . In fact h is not degenerate and we
will denote P ab ≡ hab. Regarding the objects that are built from taking derivatives of the basis
we find that ϕa = 0, Ψ
b
a = ξκ
b
a, Yab = ξκab and ~a ≡ ∇~l~l = ∇~n~n. The hypersurface deformation
vector reads
~Z = ξQ~n+ ~T . (A.1)
Note that this decomposition differs slightly from the decomposition from [7], where the defor-
mation vector is expanded as ~Z = Q~n+ ~T . Therefore at the time of comparing our expressions
with those in [7] we will have to make the substitution ξQ → Q. Under these choices the
perturbation of the first fundamental form becomes
δhab = 2ξQκab + L~Tσhab + g1(~ea, ~eb). (A.2)
This is to be compared with the corresponding expression in (26) in [7].
Since the whole family {Σε} is timelike/spacelike, the riggings are chosen so that ~lε = ξ~nε,
and therefore C = ξ, Ca = 0, leading to δl
(2) = δla = 0. Note also that this choice entails that, as
a vector, ~l1 = ξ~n1. After using (A.1) and the expressions immediately above, the perturbations
of the rigging data (4.3) and (4.4) become
δl(2) = 2ξΦ∗(nαζα) + g1(~n, ~n) = 0, δla = Φ∗(ζ) + ξ~ea(Q) + ξg1(~n,~ea) = 0.
Using the explicit definition of ~ζ ≡ ~l1+Q∇~l~l = ξ~n1+Q∇~n~n, we find Φ∗(nαζα) = ξnαnα1 +Qnαaα,
which in combination with the first of the two equations above allows us to get
nαn
α
1 = −ξQnαaα −
1
2
g1(~n, ~n). (A.3)
Considering δla = 0 and repeating the same procedure with the tangent part of n1 one gets
(n1)αe
α
a = −ξQaαeαa − ~ea(Q)− g1(~n,~ea) (A.4)
Thus the formulas (4.3) and (4.4) allow us to obtain the decomposition of the perturbed normal
vector ~n1 in the basis {~n,~ea}. In fact a vector ~v and its metrically related one form v defined
at points of Σ0 admit decompositions in the basis adapted to Σ0 (as specified above), that are
related as follows
vα ≡ ξV nα + V aeαa , vα ≡ ξUnα + Uaωaα, with V = U, and V a = habUb. (A.5)
Therefore we can reconstruct the perturbation of the normal vector entirely
nα1 = −
ξ
2
g1(~n, ~n)n
α − habg1(~n,~eb)eαa − ξQaα − hab∂bQeαa . (A.6)
If we borrow the definitions Y ′ ≡ g1(~n, ~n) and τa ≡ g1(~ea, ~n) from [7] and consider the redefinition
in Q we immediately obtain expression (31) from [7]. Also, we note that we have an explicit
expression for the vector ~ζ = −12g1(~n, ~n)nα− ξhabg1(~n,~eb)eαa − ξhab∂bQeαa that does not contain
an acceleration term in its right hand side. This is the step where the accelerations disappear
from the calculation of the perturbations of the second fundamental form, as we see next.
Due to the rigging choice of the ε-family of hypersurfaces, the second fundamental forms
fulfil κε = ξYε, and therefore we can extract the first order perturbations δκ from our expression
for δY appropriately particularised to the conventions above for standard hypersurfaces. The
formula (4.14) for the rigged extrinsic curvature yields
δκab = ξδYab =
1
2
ξΦ∗L~ζg + ξQ(−Rαγβµnγnµeαaeβb + κcaκdbhcd) + L~Tσκab +
1
2
Φ∗L~ng1.(A.7)
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We need to rewrite some of the terms in order to complete the comparison with [7]. From our
previous discussion about the perturbation of the normal vector it is immediate to obtain that
ξ
2
Φ∗L~ζg = −
1
2
Φ∗L ξY ′
2
nµ+τµ
g −∇a∇bQ.
The other term that deserves attention is the last one in (A.7). For this we apply Lemma
B.2 with A = g1 and ~X = ~n to find that
L~ng1 = −2nµSµαβ + LξY ′nµ+τµgαβ.
Plugging these results into (A.7) we finally get
δκab = L~Tσκab −∇a∇bQ+ ξQ(−Rαγβµn
γnµeαae
β
b + κacκ
c
b) +
1
2
Φ∗L ξY ′
2
~n
g − nµSµαβeαaeβb ,
which recovers the corresponding expression in [7] after taking into account the change Q→ ξQ
and that 12Φ
∗L ξY ′
2
~n
g = ξY
′
2 κ.
Null hypersurfaces
We compare our method with the geometrical methods introduced in [17] to study perturbations
of null hypersurfaces, applied to the deformation of a black hole due to a tidal field. Firstly, we
state some general properties about null hypersurfaces needed to carry out the analysis. The
intrinsic coordinates in σ are ya = {λ, αA}, where the upper-case Latin indices are coordinates
in the spherical slices of the hypersurface. These admit a two dimensional Riemannian metric
γAB whose compatible connection we denote by Γ
C
AB. This hypersurface is embedded into the
spacetime via Φ0 and the null normal vector is thus defined by ~n = ∂λΦ
α. The basis is completed
with the vectors ~eA = ∂AΦ0 and a null rigging, which is chosen so that it satisfies the condition
lαe
α
A = 0, plus its defining condition lαn
α = 1. Note that the sign in the latter differs from the
convention taken in [17], but the effect of this choice is just an overall sign in Y and δY . It is
straightforward to formulate the tangential derivatives of the basis elements
nα∇αnβ = κnα, eαA∇αnβ = ωAnβ +B BA eβB,
nα∇αeβA = ωAnβ +B BA eβB, eαA∇αeβB = −BABlβ −KABnβ + ΓCABeβC ,
nα∇αlβ = −κlβ − ωBeβB, eαA∇αlβ = −ωAlβ +K BA eβB,
where the operations of raising and lowering upper-case Latin indices were relative to the metric
γAB. A quick comparison between these previous expressions and the rigged fundamental form
allows us to establish
Yab =
[ −κ −ωA
−ωB KAB
]
, Ψ ba =
[
0 −ωA
0 K BA
]
, ϕa =
[ −κ
−ωA
]
.
Apart from these conventions, the ambient geometry is taken to be Schwarzschild, expressed
in the ingoing Eddington Finkelstein coordinates
g = −fdv2 + (drdv + dvdr) + r2dΩ2, f :=
(
1− 2M
r
)
,
where in this setting the two dimensional metric γAB = r
2ΩAB, and dΩ
2 = ΩABdx
AdxB is the
metric on the unit sphere. Its associated covariant derivative will be denoted by DA in the
remaining part of this appendix.
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The embedding is simply Φ0 = {v = λ, r = 2M, xA = yA}. Then the tangent basis
satisfying the requisites from the general setting introduced above is {~l, ~ea} is given by ~l = ∂r,
~e1 ≡ ~n = ∂v and ~eA = ∂AΦ0 and the dual basis {n, ωa} is n = −fdv + dr, ω1 = dv and ωA
satisfies ωA(~eB) = δ
A
B. The relevant objects for the data approach are thus l
(2) = n(2) = 0,
la = dλ, n
a = ∂λ and
hab = (2M)
2
[
0 0
0 ΩAB
]
, P ab = (2M)−2
[
0 0
0 ΩAB
]
, Yab =
[− 14M 0
0 2MΩAB
]
.
Because of the conventions we are using, our expression KAB = 2MΩAB differs from [17] in a
sign. This difference will propagate also to its first order perturbations.
The ε−family of embeddings is considered to be Φε = {v = λ, r = 2M(1+εB(λ, yA)), xA =
yA + εΞA(λ, yA)}. Note that into our setting, this is translated into a deformation vector of the
form ~Z = Q~l + ~T = 2MB~l + ΞC~eC . Furthermore, the spacetime metric is perturbed via g1,
which is a general metric perturbation tensor for which no symmetries are assumed a priori, and
no spacetime gauge fixing conditions are imposed. This tensor, called pαβ in [17] is expanded
in scalar, vector and tensor spherical harmonics therein, exploiting thus the spherical symmetry
of the background. However, in the calculations carried out in this appendix we will skip
the decomposition in harmonics and work with g1 and its projections into the basis {~l, ~n,~eA}
generically.
We are ready to apply formula (4.1) for the first fundamental form, whose A−B components
are found to be
δhAB = 2QYAB + L~TσhAB + g1(~eA, ~eB) = (2M)
2
(
2BΩAB + ΩCBDAΞ
C + ΩACDBΞ
C
)
+ g1(~eA, ~eB).
This result agrees with the first fundamental form (3.35) in [17].
Regarding the rigging vector, we know that it is null and that la ≡ lαeαa = δna , that is, la
is constant. These two properties can be promoted to a general behaviour of the ε−family of
riggings, which amounts to selecting a gauge where δla ≡ ∂εlε|ε=0 = 0, supplemented with the
null condition δl(2) ≡ ∂εl(2)ε |ε=0 = 0. A direct application of fomulas (5.14) and (5.15) tells us
that
α+Q(nµa
µ) = −nag1(~l, ~ea), ~sσ +Q(ωaµaµ) = −na
(
1
2
g1(~l,~l)
)
− P abg1(~l, ~eb),
where we used that L~Tσ la = T c(∂cla − ∂alc) + ∂a(T clc) = 0, since T clc = 0 and lc is constant.
Hence the assumptions taken on the perturbed rigging data completely determine the vector
field ~ζ whose components are in full agreement with the perturbation of the transverse vector
N given in [17] (see (3.28)-(3.30) therein). Now we can use expression (4.14) for δY and after
some computations, we can read its components. For instance we see that
δκ ≡ −δYλλ = − 1
4M
(2B + g1vr + 2M(∂rg1vv − 2∂vg1vr)) ,
which is (3.52)-(3.53) from [17].
Moreover, the perturbed hypersurface is required to remain null. In fact, this choice is
translated into an equation for the (perturbed) null generators of the hypersurface, which in turn
constrains the functions that perturb the embedding. In our method, this should be translated
in restrictions of the deformation vector ~Z, and in particular in its rigged component Q, which
controls how it is deformed as a set of points in the ambient spacetime. Therefore, following the
discussion from Section 5, we find a similar condition asking for δn(2) = 0. A direct application
of (4.12) to this setting yields
g1vv − Q
2M
+ 2∂vQ|Σ0 = 0⇒ B − 4M∂vB = g1vv.
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We can ask for further conditions to the perturbed embeddings, in particular we demand that the
perturbed normal does not acquire components along the directions tangential to the spheres,
i.e. δnA = 0. This provides
(g1vA + ∂AQ+ 4M
2ΩAB∂vT
B) = 0⇒ ∂vΞA = −(2M)−2 (g1vA + 2M∂AB) ,
where we have defined ΞA ≡ ΩABΞB, in order to ease the comparison with [17]. These three
conditions on the deformation vector ~Z expanded into spherical harmonics agree with (3.25)-
(3.27) in [17], and plugged into the expression for δY provide the remaining components (see
(3.54)-(3.60) in [17])
δωA ≡ −δYλA = 1
2
(
1
M
(g1vA + 2M∂AB) + ∂Ag1vr − ∂rg1vA + ∂vg1rA
)
,
δKAB ≡ δYAB = 2M(B − g1vr)ΩAB + 2M(DAΞB +DBΞA)− 1
2
(DAg1rB +DBg1rA) +
1
2
∂rg1AB.
B Useful formulas and another derivation of δY
In this appendix we include some of the formulas needed in the application of Lemma 3.2 to
compute different perturbations. We use the following formulas in order to commute different
derivative operators [5]
L~u∇αvβ −∇αL~uvβ = (R ρµαβ uµ −∇α∇βuρ)vρ, (B.1)
(L~uL~v − L~vL~u)A = L[~u,~v]A, (B.2)
for any pair of vectors ~u and ~v and a tensor A.
The following lemma is useful to compute δY , not only in the calculations from Section 4
but also in an alternative way to compute it that we provide later in this same appendix.
Lemma B.1. Let σ be an embedded submanifold of M with embedding Φ : σ → Σ0 ⊂ M and
A any covariant tensor defined on a neighbourhood U of Σ0.
1. Let ~V be a vector field on a neighbourhood U of Φ(σ) tangent to this hypersurface and
define ~V ≡ dΦ(~Vσ). Then
Φ∗
(L~VA) = L~Vσ (Φ∗A) . (B.3)
2. Let ~V be any vector field on a neighbourhood U of Φ(σ) proportional to the selected rigging
vector, i.e. ~V = F~l. Then
Φ∗
(L~VA) = FΦ∗L~lA+ r∑
k=1
Aa1...µ...ar lµ~eak(F ) (B.4)
= F
(
Φ∗(∇~lA) +
r∑
k=1
lµAa1...µ...arϕak +
r∑
k=1
Aa1...b...arΨbak
)
+
r∑
k=1
Aa1...µ...ar lµ~eak(F ) (B.5)
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3. Let ~V be an arbitrary vector field on a neighbourhood U of Φ(σ), admitting the decompo-
sition ~V = F~l + ~T , with ~T ≡ dΦ(~Tσ). Then
Φ∗
(L~VA) = (F ◦ Φ)Φ∗L~l (A) + L~Tσ (Φ∗A) + r∑
k=1
lµAa1...µ...ar~eak(F ) (B.6)
= (F ◦ Φ)
(
Φ∗(∇~lA) +
r∑
k=1
lµAa1...µ...arϕak +
r∑
k=1
Aa1...b...arΨbak
)
+ L~Tσ (Φ
∗A) +
r∑
k=1
lµAa1...µ...ar~eak(F ) (B.7)
Proof. The lemma follows from a direct computation. The left hand side in (B.3) can be expanded
as
Φ∗
(L~VA) = eα1a1 · · · eαrar {(V µ∇µAα1···αr) + r∑
k=1
Aα1...αk−1µαk+1...αr∇αkV µ}. (B.8)
For the first summand we can apply formula (2.7) directly, while for the second we can expand
the derivative in the basis {~l, ~ea} as
∇~eaV µ = (∇~eaV µ)
~l + (∇~eaV µ)||,
where the superscript ~l denotes the component along the rigging and the || is used for the
completely tangent part. A straightforward calculation using formulas (2.5) and (2.7) provides
∇~eaV µ = −(κacV c)lµ + (∇aV c)eµc . (B.9)
Inserting this decomposition into (B.8) the result (B.3) follows. Equation (B.5) is obtained after
expanding the Lie derivative in terms of the spacetime covariant derivative and applying (2.5).
Finally, taking into account that the Lie derivative satisfies the following property
L~vAα1...αr = LR~l+~TAα1...αr = RL~lAα1...αr +
r∑
k=1
lγAα1...αk−1γαk+1...αr∇αkR
+L~TAα1...αr ,
and applying results (B.3) and (B.5), we obtain (B.7).

Corollary B.1. The pullback to σ of the Lie derivative of the metric along a transverse vector
F~l (F is a function in M) reads
Φ∗L
F~l
g = Φ∗{FL~lg + dF ⊗ l + l⊗ dF} = 2FYab + la∂bF + lb∂aF, (B.10)
where l ≡ g(~l, ·). The same operation, but along a tangent vector ~T results into
Φ∗L~T g = LdΦ~TσΦ
∗g = LTσhab, (B.11)
where ~T ≡ dΦ~Tσ.
We provide a different computation of δY . The general approach is completely equivalent
to the one used in Proposition 4.3, but some of the intermediate calculations are different, more
similar to those in [7] so that this stands mostly as a check. Before computing δY , it is useful
to state some useful lemmas.
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Lemma B.2. (Mars 2005 [7]) Let ~X be an arbitrary vector field and Aαβ any symmetric two
covariant tensor. Define
S(A)µαβ ≡
1
2
(
∇αAµβ +∇βA µα −∇µAαβ
)
, Hα ≡ AαµXµ.
The following identity holds (L ~XA)αβ + 2XµS(A)µαβ = (L ~Hg)αβ
Lemma B.3. (Mars 2005 [7]) The second Lie derivative of a two covariant symmetric tensor
field Aαβ with respect to a vector ~x reads
L2~xAαβ := L~xL~xAαβ
= L∇~x~xAαβ + xµxρ∇ρ∇µAαβ +RµαρηxηxρAµβ +RµβρηxηxρAαµ
+2(∇αxµ)(xν∇νAαβ) + 2(∇βxµ)(xν∇νAαµ) + 2Aµν(∇αxµ)(∇βxν)
If Aαβ = gαβ then
L2~xgαβ = L∇~x~xgαβ − 2Rαγβµxγxµ + 2(∇αxµ)(∇βxµ) (B.12)
As in [7] we apply the previous lemma to a vector field ~x which is proportional to the rigging
vector. The following expression generalizes (23) from [7].
Corollary B.2. Let A be the metric tensor g on M and F1, F2 two arbitrary functions defined
on a neighbourhood U of Σ0 ≡ Φ(σ), and ~a the acceleration of the rigging vector. Then
L
F1~l
L
F2~l
gαβ
∣∣∣
Σ0
= F1~l(F2)L~lg + LF1F2~ag − 2F1a(α∇β)F2
+ 2F1F2
{
−Rαγβµlγlµ + aµaµnαnβ + 2n(αωaβ)
(
1
2
~l(lµlµ)ϕa + abΨ
b
a
)
+ ωaαω
b
β(Ψ
c
aΨ
d
bhcd + (l
µlµ)ϕaϕb + ϕalcΨ
c
b + ϕblcΨ
c
a)
}
+ F2(∇(αF1)(∇β)(lµlµ))
+ 2F1(∇(αF2)(L~llβ)) + 2lµlµ(∇(αF1)(∇β)F2)
+ 2l(αLF1~l∇β)F2,
where the right hand side makes sense at points of Σ0.
We use Corollary B.2, setting F1 = Q and F2 = 1, to compute the second derivative of the
metric tensor at points of the hypersurface Σ0
L
Q~l
L~lgαβ
∣∣∣
Σ0
= LQ~ag + (∇(αQ)(∇β)lµlµ)
+ 2Q
{
−Rαγβµlγlµ + aµaµnαnβ + 2n(αωaβ)(aν lνϕa + aνeνbΨba)
+ ωaαω
b
β(Ψ
c
aΨ
d
bhcd + lµl
µϕaϕb + ϕalcΨ
c
b + ϕblcΨ
c
a)
}
.
With this formula, and using the properties of the Lie derivative and subcase 1 of Lemma B.1
for derivatives along tangent vectors we can work out the third term in (4.15) for δY , which
reads
Φ∗
(L~ZL~lg) = Φ∗ (LQ~l+~TL~lg) = Φ∗ (LQ~lL~lg)+ Φ∗ (L~TL~lg)
= Φ∗
(LQ~ag)+ ~e(aQ~eb)l(2) + 2Q(−Rαγβµlγlµeαaeβb + ΨcaΨdbhcd
+l(2)ϕaϕb + ϕalcΨ
c
b + ϕblcΨ
c
a
)
+ 2L~TσY.
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The remaining two terms in (4.15) can be expanded applying Lemma B.1, resulting in
Φ∗
(
L~l1g
)
+ Φ∗
(L~lg1) = 2αY + la~eb(α) + lb~ea(α) + L~sσh
+ Φ∗
(∇~lg1)+ g1(~l, ~ea)ϕb + g1(~l, ~eb)ϕa + g1(~ea, ~ec)Ψcb + g1(~eb, ~ec)Ψca.
Putting all these results together, we get the following expression
δYab =
1
2
Φ∗
(LQ~ag)+ 1
2
~e(aQ~eb)l
(2) +Q
(
−Rαγβµlγlµeαaeβb + ΨcaΨdbhcd
+ l(2)ϕaϕb + ϕalcΨ
c
b + ϕblcΨ
c
a
)
+ L~TσY + αY + l(a~eb)(α) +
1
2
L~sσh+
+
1
2
{
Φ∗
(∇~lg1)+ g1(~l, ~ea)ϕb + g1(~l, ~eb)ϕa + g1(~ea, ~ec)Ψcb + g1(~eb, ~ec)Ψca} , (B.13)
that can be written in terms of the vector ~ζ to produce (4.14).
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