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Data Mining surge, hoje em dia, como uma ferramenta importante e crucial para o sucesso de um 
negócio. O considerável volume de dados que atualmente se encontra disponível, por si só, não traz 
valor acrescentado. No entanto, as ferramentas de Data Mining, capazes de transformar dados e 
mais dados em conhecimento, vêm colmatar esta lacuna, constituindo, assim, um trunfo que 
ninguém quer perder. 
O presente trabalho foca-se na utilização das técnicas de Data Mining no âmbito da atividade 
bancária, mais concretamente na sua atividade de telemarketing. 
Neste trabalho são aplicados catorze algoritmos a uma base de dados proveniente do call center de 
um banco português, resultante de uma campanha para a angariação de clientes para depósitos a 
prazo com taxas de juro favoráveis. Os catorze algoritmos aplicados no caso prático deste projeto 
podem ser agrupados em sete grupos: Árvores de Decisão, Redes Neuronais, Support Vector 
Machine, Voted Perceptron, métodos Ensemble, aprendizagem Bayesiana e Regressões. De forma a 
beneficiar, ainda mais, do que a área de Data Mining tem para oferecer, este trabalho incide ainda 
sobre o redimensionamento da base de dados em questão, através da aplicação de duas estratégias 
de seleção de atributos: Best First e Genetic Search. 
Um dos objetivos deste trabalho prende-se com a comparação dos resultados obtidos com os 
resultados presentes no estudo dos autores Sérgio Moro, Raul Laureano e Paulo Cortez (Sérgio Moro, 
Laureano, & Cortez, 2011). 
Adicionalmente, pretende-se identificar as variáveis mais relevantes aquando da identificação do 
potencial cliente deste produto financeiro.  
Como principais conclusões, depreende-se que os resultados obtidos são comparáveis com os 
resultados publicados pelos autores mencionados, sendo os mesmos de qualidade e consistentes. O 
algoritmo Bagging é o que apresenta melhores resultados e a variável referente à duração da 










Data Mining becomes more and more an important and crucial tool for the success of a business. The 
substantial amount of data that is nowadays available, by itself, does not add any value. However, the 
Data Mining’s tools, being able to transform data into knowledge, deal with this gap. Therefore, they 
are the asset that nobody wants to lose. 
The aim of this project is to use Data Mining techniques within the framework of the banking area, 
more precisely, regarding telemarketing.  
In this project, fourteen algorithms are applied to a database that arose from the call center of a 
Portuguese bank, as a result of a campaign for acquiring clients to deposits with favorable interest 
rates. The fourteen algorithms applied in this practical case can be aggregated into seven groups: 
Decision Trees, Artificial Neural Networks, Support Vector Machine, Voted Perceptron, Ensemble 
methods, Bayesian Learning and Regressions. In order to increase the benefits of the Data Mining 
techniques, this project also focuses on the resizing of the database, by applying two strategies for 
attributes’ selection: Best First and Genetic Search. 
One of the goals of this project is the comparison between its results and the outcomes presented in 
the working paper of Sérgio Moro, Raul Laureano and Paulo Cortez (Sérgio Moro, Laureano, & Cortez, 
2011). Additionally, this project aims to select the most relevant variables to identify potential clients 
of this financial product. 
The main conclusion of this project is that its results are comparable with the published results of the 
aforementioned authors, regarding quality as well as consistency. The Bagging algorithm is the one 
that produces better results and the variable related to the duration of the call is the one that most 
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O considerável número de campanhas de marketing com as quais nos deparamos atualmente não para 
de aumentar. Como consequência, o seu efeito já não é tão eficaz como quando estas eram em menor 
número (Sérgio Moro et al., 2011). Surge, assim, a necessidade de investir em campanhas de marketing 
direto. 
Segundo Kotler e Armstrong “marketing direto consiste no contacto direto com os seus consumidores-
alvo, muitas vezes numa base interativa de um para um” (Kotler & Armstrong, 2012). Ou seja, consiste 
num processo que seleciona o público-alvo de determinada campanha, através do estudo das suas 
caraterísticas e necessidades (Ling & Li, 1998). Desta forma a campanha é direcionada para um público 
específico, produzindo assim melhores resultados. Vendas através de contacto pessoal, vendas por 
telefone, campanhas por e-mail, campanhas por catálogo e campanhas online são alguns dos exemplos 
mais comuns de campanhas de marketing direto (Kotler & Armstrong, 2012). O presente projeto foca-
se nas vendas por telefone, mais conhecidas por telemarketing. 
De uma forma generalizada, telemarketing consiste na oferta de produtos e/ou serviços a clientes 
através do contacto telefónico. Apesar de ser um método com grande potencial na obtenção de novos 
clientes, a tolerância das pessoas e a sua recetividade a este tipo de campanhas é cada vez menor, 
consequência direta do seu excesso de utilização por parte das empresas (Queensland Government, 
2014). Os bancos, as seguradoras e as indústrias de retalho utilizam cada vez mais o telemarketing 
para angariar novos clientes (Ling & Li, 1998). Para que uma campanha deste cariz tenha sucesso, esta 
precisa de ser muito bem segmentada, de forma a maximizar a coincidência entre os clientes 
contactados e aqueles que vão de facto adquirir o produto/serviço alvo da campanha (Queensland 
Government, 2014). 
Data Mining surge assim como uma ferramenta que auxilia a atividade de telemarketing, dando 
potencial aos resultados obtidos. 
1.1. OBJETIVOS 
Este projeto tem, na sua génese, um conjunto de dados proveniente do call center de um banco 
português. Este conjunto de dados é resultado direto de várias campanhas de marketing direcionadas 
para a angariação de clientes de depósitos a prazo com taxas de juro favoráveis. Esta base de dados 
foi previamente utilizada num estudo desenvolvido pelos autores Sérgio Moro, Raul Laureano e Paulo 
Cortez (Sérgio Moro et al., 2011), onde foram utilizadas técnicas de Data Mining para auxiliar a 
atividade de telemarketing, através da identificação de caraterísticas fulcrais para o sucesso das 
campanhas. 
O objetivo geral deste projeto prende-se com a confirmação de que as técnicas de Data Mining 
constituem uma ferramenta importante e com potencial no âmbito do setor financeiro. 
Como objetivos mais específicos realçam-se: (1) a utilização de técnicas de Data Mining, para além das 
utilizadas pelos autores mencionados, com o intuito de alcançar melhores resultados, (2) a pré-seleção 
de atributos antes da aplicação das várias técnicas de Data Mining para perceber o seu impacto nos 
resultados obtidos e (3) a identificação das variáveis com maior relevância nesta campanha, de forma 




1.2. RELEVÂNCIA E MOTIVAÇÃO 
Devido à crise financeira que ainda se sente atualmente, existe uma enorme pressão sobre os bancos 
europeus para melhorarem os seus ativos financeiros (Sérgio Moro et al., 2011). O papel dos depósitos 
tem vindo a sofrer alterações ao longo do tempo. No entanto, estes constituem um meio para 
aumentar os fundos dos bancos. Entre 1990 e 2009, este instrumento financeiro constituiu a maior 
fonte de financiamento das instituições financeiras (Allen & Carletti, 2013). 
A relevância deste projeto centra-se na necessidade de tornar a atividade de telemarketing mais 
eficiente uma vez que: 
 Os depósitos têm um papel essencial no financiamento da indústria financeira e a forma 
mais comum de angariar clientes para este instrumento é através desta atividade; 
 O sucesso da atividade de telemarketing é cada vez menor, tal como mencionado 
anteriormente, pelo facto das empresas não estarem a segmentar os seus clientes, 
estando por isso a sobrelotar a utilização deste método. 
1.3. ESTRUTURA 
Este projeto começa com o atual capítulo introdutório que visa apresentar o trabalho desenvolvido, 
explicitando os principais objetivos e a relevância e motivação que levaram à escolha do tema. 
O capítulo 2 apresenta uma introdução ao Data Mining, onde se apresenta a sua importância, a sua 
utilidade e os seus desafios e onde se explora e clarifica a relação e as diferenças entre esta área e a 
Descoberta de Conhecimento em Bases de Dados e Aprendizagem Automática. 
O capítulo 3 apresenta as várias técnicas de Aprendizagem Automática utilizadas neste projeto 
detalhando a sua metodologia e as suas vantagens e desvantagens. 
O capítulo 4 recai sobre a explicação de técnicas de seleção de atributos, a sua importância e as várias 
decisões relacionadas com a seleção da técnica escolhida. 
No capítulo 5 serão apresentados os dados utilizados neste projeto bem como os resultados obtidos. 
Por fim, o capítulo 6 resume as principais conclusões deste projeto e expõe alguns pontos que, apesar 







2. INTRODUÇÃO AO DATA MINING 
A quantidade de dados existente no mundo, não para de aumentar (I. H. Witten, Frank, & Hall, 2011). 
Estima-se que mais de 90% da totalidade do conhecimento que temos hoje começou a ser adquirido 
por volta de 1950 (Nisbet, Elder, & Miner, 2009). 
Um fator crítico de sucesso das empresas é a sua capacidade de tomar partido de toda a informação 
disponível. Este desafio torna-se mais difícil com o constante aumento do volume de informação, tanto 
interno como externo às empresas uma vez que quanto maior for a quantidade de informação 
disponível, menor será a proporção de dados que o ser humano consegue analisar (Angelis, Polzonetti, 
& Re, n.d.; I. H. Witten et al., 2011). 
A informação dispersa pelo volume de dados disponível poderá ser decisiva no sucesso de um negócio 
e uma mais-valia aquando da tomada de decisão. Torna-se assim indispensável encontrar a melhor 
forma de extrair toda a informação que se encontra camuflada numa base de dados. As teorias e 
ferramentas capazes de auxiliar os humanos na extração de informação útil dos grandes volumes de 
dados disponíveis são a base da descoberta de conhecimento em bases de dados (Lavalle, Hopkins, 
Lesser, Shockley, & Kruschwitz, 2010). 
2.1. DESCOBERTA DE CONHECIMENTO EM BASES DE DADOS 
A Descoberta de Conhecimento em Bases de Dados, doravante designada por KDD (do inglês 
Knowledge Discovery Database), pode ser considerada como um campo interdisciplinar que envolve 
diferentes conceitos de aprendizagem automática, de estatística, de consultas em bases de dados e 
de visualização (Wang, 2009). É um processo que extrai dos dados padrões novos, válidos, com 
potencial e com significado (Fayyad, Piatetsky-Shapiro, & Smyth, 1996). 
Os sistemas KDD enfrentam, no entanto, alguns problemas com as bases de dados reais uma vez que 
estas tendem a ser dinâmicas, incompletas, redundantes, com ruído e de grandes dimensões 
(Matheus, Chan, & Piatetsky-Shapiro, 1993). Segundo Fayyad, a descoberta de conhecimento em bases 
de dados traduz-se num processo iterativo e interativo que envolve cinco etapas, tal como se pode ver 













Estas etapas, de uma forma resumida, consistem (1) na seleção ou segmentação de um subconjunto 
de dados relevantes para um objetivo em concreto, (2) na eliminação de informação desnecessária e 
na consistência do formato dos dados, (3) na transformação dos dados em dados adequados e úteis 
para a etapa de Data Mining, (4) na extração de padrões dos dados e (5) na conversão dos padrões 
obtidos em conhecimento (Pujari, 2001). 
São as três primeiras etapas do processo KDD que garantem a qualidade dos resultados obtidos nas 
duas últimas (Fayyad et al., 1996). 
Os dados subjacentes a este projeto foram previamente e, fora do âmbito deste trabalho, submetidos 
às três primeiras etapas do processo KDD. No entanto e de forma a tentar melhorar os resultados 
obtidos, a etapa 2 será novamente aplicada à base de dados disponível, através da redução do número 
de variáveis existentes (tópico abordado no capítulo 4). O grande foco deste projeto recai, 
essencialmente, nas duas últimas etapas do processo KDD: Data Mining e Interpretação/Avaliação. 
 
2.2. DATA MINING 
Data Mining é uma área relativamente recente que começou a ser desenvolvida nos anos 90 e que 
ganhou identidade própria nos primeiros anos do século XXI (Nisbet et al., 2009). Alguns autores 
defendem KDD e Data Mining como sinónimo (Kononenko & Matjaz, 2007). No entanto, e tal como 
defende Fayyad na Figura 1, Data Mining é uma etapa específica do processo KDD. 
O que é, afinal, Data Mining (DM)? A definição de DM depende, em grande parte, do background e da 
visão de cada autor (Friedman, 1997). Segundo vários autores da literatura, Data Mining é 
 “…a extração de informação implícita, anteriormente desconhecida e potencialmente 
útil dos dados” (I. H. Witten et al., 2011); 
 “…utilizado para descobrir padrões e relações nos dados, com ênfase em grandes bases 
de dados”(Friedman, 1997); 
 “…a aplicação de algoritmos específicos para a extração de padrões dos dados” (Fayyad 
et al., 1996); 
 “…um método direcionado para a descoberta de mensagens escondidas, tais como 
tendências, padrões e relações existentes nos dados” (Hsu & Ho, 2012). 
 
No fundo, o processo de DM consiste na atribuição de significado aos dados e na resultante extração 
de conhecimento. As ferramentas de DM permitem às organizações tomar decisões fundamentadas e 
eficientes, uma vez que preveem tendências e acontecimentos através da leitura de padrões 
encobertos pelas bases de dados (Silltow, 2006). 
Data Mining consiste assim na junção de várias áreas de interesse já bastante cimentadas, tais como 






2.2.1. Algumas aplicações de Data Mining 
DM e a Descoberta de Conhecimento em Bases de Dados são duas áreas que trazem consigo a 
necessidade de resolver problemas práticos (Jadhav & Pawar, 2011). Existem inúmeras aplicações 
práticas de DM sendo, algumas, elencadas de seguida. 
Cross-Selling. O banco Dexia realizou em 2001 um projeto de DM de grande dimensão. Esse projeto 
tinha como objetivo analisar os clientes de determinados produtos bancários, tentando perceber que 
outros produtos seriam também do interesse desses clientes (SAS, 2001). 
Deteção de Intrusos. Nos dias de hoje, a internet é mais utilizada do que nunca. O número de ameaças 
à segurança e confidencialidade dos recursos da internet é cada vez maior. A ideia chave por detrás da 
utilização das técnicas de DM incide sobre a descoberta de padrões úteis e consistentes, relativos ao 
comportamento do utilizador e às caraterísticas do sistema para que, com o auxilio desta informação, 
sejam detetadas anomalias e intrusões (Lee & Stolfo, 1998). 
Credit Scoring. Os modelos de credit scoring foram desenvolvidos com o intuito de, com base nas 
caraterísticas de um cliente, determinar a sua probabilidade de entrar em default no caso da 
contratação de um empréstimo. Estudos empíricos referentes a credit scoring confirmam a utilização 
de técnicas de Data Mining bem como do seu significante contributo (Koh, Tan, & Goh, 2006). 
Previsão do abandono de clientes. Esta prática consiste na previsão de clientes que estão em risco de 
abandonar uma empresa. Uma das grandes preocupações das empresas de telecomunicações prende-
se com o facto de os clientes trocarem a empresa atual pela concorrência. Este é um processo muito 
caro, uma vez que é mais barato manter os atuais clientes do que adquirir novos. Assim, uma aplicação 
prática de DM permite identificar que clientes pretendem abandonar a empresa e quando (Jadhav & 
Pawar, 2011). 
Segmentação de clientes. Os clientes são o ativo mais importante de um negócio. É impossível 
perspetivar um negócio se os clientes não estiverem satisfeitos. Assim, é necessário analisá-los de 
modo a orientar os objetivos das empresas e transmitir a mensagem certa ao cliente certo e no 
momento certo. Os modelos de DM surgem com o objetivo de compreender os clientes e de prever os 
seus comportamentos (Tsiptsis & Chorianopoulos, 2009). 
2.2.2. Desafios do Data Mining 
Até agora foi possível absorver vários pontos fortes de DM (descoberta de padrões em bases de dados, 
capacidade de predição…). Existem, no entanto, limitações que põem à prova as capacidades desta 
ciência. Seguem-se algumas delas. 
Objetivo inicial da informação. As bases de dados, quando criadas, são desenhadas com determinado 
objetivo. Assim, aplicar técnicas de DM sobre estas bases de dados, para a descoberta de 
conhecimento sobre um tema diferente do pensado inicialmente, pode constituir um desafio (Pujari, 
2001). 
Ruído e dados omissos. O ruído tem um impacto negativo na interpretação dos dados e reduz 




indisponibilidade da informação, comprometendo assim a qualidade dos dados (Hashemi & Yang, 
2009). 
Interação do utilizador e conhecimento prévio. Ter conhecimento prévio das ferramentas de DM 
potencia a sua utilização. Normalmente, os analistas não são especialistas neste tipo de ferramentas, 
subaproveitando assim os recursos disponíveis (Pujari, 2001). 
Volume e atualizações. As bases de dados disponíveis são dinâmicas e de grandes dimensões. Desta 
forma, à medida que estas são atualizadas, por inserção, atualização ou remoção de dados, torna-se 
difícil garantir a consistência e a precisão dos dados disponíveis (Pujari, 2001). 
 
2.3. DATA MINING E APRENDIZAGEM AUTOMÁTICA 
Data Mining é uma disciplina que se encontra relacionada com várias áreas, uma das quais a 
Aprendizagem Automática (Fayyad et al., 1996). A Aprendizagem Automática (adiante designada por 
ML, do inglês Machine Learning) é “uma área focada no desenvolvimento de teorias computacionais 
de aprendizagem e na construção de sistemas de aprendizagem” (Michalski, Carbonell, & Mitchell, 
1986). Para o âmbito deste projeto, ML pode ser descrita como o conjunto de alguns princípios e 
algoritmos utilizados em DM (Kononenko & Matjaz, 2007).  
A Figura 2 retrata, de uma forma sumária, a relação existente entre Machine Learning, Data Mining e 








Como já referido anteriormente, KDD consiste num processo composto por várias etapas, uma das 
quais DM. DM surge assim como parte integrante do processo KDD. No que diz respeito a ML, esta 
área não se cinge apenas à área de DM na medida em que engloba outros campos que ultrapassam o 
âmbito de DM. 
Os capítulos seguintes aprofundam a relação existente entre Data Mining e Aprendizagem Automática 
através da apresentação e explicação das várias técnicas de ML utilizadas em DM. 
 
Figura 2 - Relação entre Machine Learning, Data Mining e Knowledge Discovery Database 




3. TÉCNICAS DE CLASSIFICAÇÃO 
Os métodos de aprendizagem automática constituem uma ferramenta poderosa que consegue realizar 
operações de otimização com a mínima intervenção humana (Cui, Wong, & Lui, 2006). O presente 
capítulo destina-se a apresentar, numa primeira fase, alguns conceitos introdutórios e, numa segunda 
e última fase, a enumeração e descrição dos métodos de aprendizagem automática utilizados no 
âmbito deste projeto de mestrado. 
 
3.1. CONCEITOS INICIAIS 
3.1.1. Modelos Preditivos 
Existem inúmeros métodos utilizados para criar modelos preditivos e estão constantemente a ser 
desenvolvidos mais (Finlay, 2014). O grande objetivo da classificação, um caso específico dos modelos 
preditivos, consiste em criar uma regra que, com base em dados externos, consegue assignar um 
objeto a uma ou mais classes (Maimon & Rokack, 2005). O caso específico deste trabalho consiste num 
problema de classificação. 
Antes de entrar em maior detalhe sobre os vários modelos subjacentes a este projeto, é necessário 
relembrar que "os dados são o combustível que conduz o processo analítico" (Finlay, 2014). Existem, 
assim, dois tipos de dados que são necessários constar da amostra utilizada para desenvolver um 
modelo: 
1. Dados preditivos, utilizados para prever; 
2. Dados comportamentais, que consistem no comportamento que se pretende prever. 
Os métodos utilizados para construir modelos preditivos começam por aplicar técnicas 
matemáticas/estatísticas de forma a encontrar a relação existente entre estes dois tipos de dados. A 
relação encontrada é capturada e absorvida pelo modelo preditivo. Depois do modelo preditivo ser 
criado, este pode ser aplicado a novos casos (Finlay, 2014). 
3.1.2. Aprendizagem Supervisionada e Não Supervisionada 
Falar em algoritmos de aprendizagem automática conduz, normalmente, à referência de dois 
paradigmas: aprendizagem supervisionada e não supervisionada (Stimpson & Cummings, 2014). Na 
aprendizagem supervisionada são apresentados dois conjuntos de dados, o conjunto de input e o 
conjunto de output esperado (Winandy, Borges Filho, & Bento, 2007). Na aprendizagem não 
supervisionada apenas é apresentado um conjunto de input (Alpaydin, 2004). 
A aprendizagem supervisionada está diretamente relacionada com a previsão enquanto a 
aprendizagem não supervisionada se relaciona mais com a descoberta de padrões num conjunto de 
dados (Stimpson & Cummings, 2014). 
Subjacente a este projeto está uma aprendizagem supervisionada. 
3.1.3. O Problema da sobreaprendizagem 
Para o sucesso da aplicação das técnicas de ML, uma das abordagens defendidas resume-se nas três 




Tabela 2 - Fórmulas para calcular diferentes medidas de qualidade (retirado de Bradley, 1997) 
1. Dividir a base de dados em dois conjuntos: conjunto de treino e conjunto de teste; 
2. Aplicar os métodos de ML sobre o conjunto de treino; 
3. Aplicar os mesmos métodos sobre o conjunto de teste e avaliar os resultados decorrentes 
desta aplicação. Repetir os passos anteriores, se necessário. 
Posto isto, torna-se oportuno abordar um tema até aqui não mencionado e que os modelos preditivos 
devem evitar: a sobreaprendizagem dos dados (também conhecida por overfitting). Esta é uma das 
grandes preocupações que surgem quando se utiliza o conjunto de treino para desenvolver um modelo 
(Dean, 2014). A sobreaprendizagem consiste no ajustamento excessivo do modelo ao conjunto de 
treino, dificultando a realização de boas classificações perante novos dados (Hand, Mannila, & Smyth, 
2001). 
3.1.4. A escolha do melhor modelo 
Selecionar o melhor modelo não é fácil. E a dificuldade advém essencialmente do termo "melhor". 
Existem várias medidas utilizadas para a seleção do melhor modelo, tais como, Lift, Ganho, Critério de 
Informação de Akaike, Critério de Informação Bayesiana e Kolmogorov-Smirnov (Dean, 2014). As 
medidas utilizadas neste projeto para avaliar a qualidade dos modelos são: a matriz de confusão, 






ROC (Receiver Operating Characteristics) ou Curva ROC, consiste num gráfico que confronta a taxa de 
verdadeiros positivos (eixo das abscissas) com a taxa de falsos positivos (eixo das ordenadas) (ver 
 
Figura 3 e Tabela 2). A coordenada (0,1) representa uma classificação perfeita, ou seja, 0 falsos 




















Figura 3 - Curva ROC (adaptado de Bradley, 1997) 
 
3.2. MODELOS DE APRENDIZAGEM SUPERVISIONADA 
3.2.1. Árvores de Decisão 
Um dos algoritmos de classificação e predição, bastante popular, utilizado em ML tem o nome de 
Árvores de Decisão (Abdelhalim & Traore, 2009). As Árvores de Decisão são uma forma simples, mas 
poderosa, para analisar várias variáveis. Permitem prever, explicar, descrever e classificar um conjunto 
de dados (Ville, 2006). Uma das caraterísticas deste tipo de classificador que mais atrai os seus 
utilizadores, prende-se com a representação clara de como o conjunto de dados inicial se divide e se 
associa a uma determinada classe (Neville, 1999). Outros pontos fortes das Árvores de Decisão 
consistem na aceitação de vários tipos de variáveis (nominais, ordinais e intervalares), no saber lidar 
com valores omissos, na sua fácil utilização e interpretação e na sua insensibilidade ao fator escala, 
entre outros (Neville, 1999; Ville, 2006). 
As Árvores de Decisão têm por base algoritmos que dividem o conjunto inicial de dados em 
subconjuntos mais homogéneos que por sua vez se podem dividir em subconjuntos ainda mais 
homogéneos (Ville, 2006). As árvores são compostas por nós, arcos e folhas (Figura 4). O primeiro nó, 
a raiz da árvore, apresenta o atributo mais relevante/discriminador da base de dados (Lemos, Steiner, 
& Nievola, 2005). Cada nó representa um teste específico aplicado a um conjunto de dados com o 
objetivo de o dividir em subconjuntos mais pequenos e mais homogéneos; cada arco liga um nó ao nó 
seguinte ou folha; as folhas representam os nós finais, isto é, os nós que contêm o conjunto de dados 
mais homogéneo que a árvore consegue produzir e que, por isso, não são submetidos a qualquer tipo 
de teste (Hamilton, Gurak, Findlater, Olive, & Ranson, 2012). 
As Árvores de Decisão utilizam, assim, uma estratégia de “dividir para conquistar”, ou seja, o problema 
apresentado no primeiro nó é decomposto em problemas mais simples nos nós seguintes até sejam 
alcançados os nós finais, as folhas, que assignam os dados a uma determinada classe (Lemos et al., 
2005). Desta forma as Árvores de Decisão podem-se entender como “disjunções de restrições 
conjuntivas” uma vez que cada arco acrescenta uma conjunção e cada folha acrescenta uma disjunção 
(Hamilton et al., 2012). Os resultados dos testes inerentes a cada nó são mutuamente exclusivos. 















Subjacente à construção de uma árvore de decisão encontra-se um algoritmo. Independentemente do 
algoritmo escolhido, este terá como condições iniciais uma árvore vazia e um conjunto de treino e 
assemelhar-se-á ao seguinte algoritmo genérico (Murthy, 1998): 
Posto isto, torna-se percetível que existem, essencialmente, duas operações principais durante a 
construção das árvores: (1) a avaliação e seleção das partições e (2) a conseguinte criação das mesmas 
(Du & Zhan, 2002).  
3.2.1.1. Escolha do algoritmo 
Ao longo dos anos foram vários os algoritmos propostos para a indução de árvores de decisão, tais 
como CLS, ID3, C4.5, CART, SLIQ e SPRINT (Rastogi & Shim, 2000). Dos algoritmos mencionados, os 
mais conhecidos e utilizados são os algoritmos CART e C4.5, que serão descritos mais à frente (Du & 
Zhan, 2002). 
Em geral, os algoritmos dividem-se em duas fases: (1) a fase da construção da árvore e (2) a fase do 
desbaste. Na fase da construção da árvore, o conjunto de treino inicial (correspondente à raiz) é 
dividido em vários subconjuntos (nós) até alcançar um conjunto que contenha apenas registos 
pertencentes a uma mesma classe (folha). Subjacente à criação dos subconjuntos está a seleção de 
Figura 4 - Árvores de Decisão 
1. Todos os exemplos de treino do nó t pertencem à categoria c? 
1.1. Se sim, diz-se que o nó é puro e este transforma-se numa folha representativa da 
classe c e este ramo da árvore termina; 
1.2. Se não, deve-se avaliar a melhor forma de divisão do conjunto de dados, S, do nó t, 
através de uma medida de qualidade. 
1.2.1. Escolher a partição de S, s*, do nó t com melhor qualidade. 
1.2.2. Criar tantos nós quantas as partições efetuadas sobre o conjunto s*.  




uma medida de qualidade que melhor identifique o atributo responsável pela partição de um nó. Esta 
fase permite a construção de uma árvore perfeita, ou seja, uma árvore que classifica corretamente 
qualquer objeto. 
O facto de ser perfeita para um conjunto de dados conhecido, não significa que tenha o mesmo 
comportamento num conjunto de dados novo (Quinlan & Rivest, 1989). De forma a evitar a 
sobreaprendizagem dos dados e de forma a alcançar uma árvore com uma elevada precisão, surge a 
segunda fase: o desbaste (Rastogi & Shim, 2000). A fase de desbaste permite transformar a árvore de 
decisão num classificador generalizado, eliminando da árvore as folhas e os nós responsáveis pela 
partição de um conjunto muito pequeno e muito particular de dados. Ou seja, elimina as partições que 
não produzem conhecimento generalizável (Du & Zhan, 2002).  
Algoritmo CART 
As árvores geradas pelo algoritmo CART (Classification And Regression Trees) são árvores binárias, ou 
seja, cada nó reparte-se, exatamente, em dois nós. A seleção da variável responsável pela primeira 
partição da árvore é realizada com a ajuda do critério do Coeficiente de Gini que será explicado com 
detalhe na secção seguinte. 
Uma caraterística importante do algoritmo CART consiste na sua capacidade de gerar árvores de 
regressões, ou seja, as folhas da árvore, ao invés de preverem uma classe, preveem um número 
(Maimon & Rokack, 2005). 
Algoritmo C4.5 
O algoritmo C4.5 difere do algoritmo CART no que diz respeito à repartição binária dos nós da árvore. 
Ou seja, um nó dividir-se-á em tantos nós, quantos os diferentes valores que uma variável assume. 
Mais uma vez, existe um critério para selecionar a variável responsável pela partição do primeiro nó. 
No caso do algoritmo C4.5, esse critério corresponde ao critério da Entropia (Maimon & Rokack, 2005). 
3.2.1.2. Escolha da melhor partição 
A seleção de um atributo para dividir o conjunto de dados em cada nó é crucial para classificar 
corretamente os objetos (Sivagama, 2011). Uma das maiores complexidades inerentes à construção 
de uma árvore de decisão prende-se com a identificação deste atributo, ou seja, a identificação do 
atributo com maior poder discriminador (Murthy, 1998). Assim, a melhor partição coincide com aquela 
que cria nós onde uma única classe domina (Sivagama, 2011). Existem várias medidas propostas pelos 
diversos autores para a definição do critério de partição (Rastogi & Shim, 2000). Duas das mais 
conhecidas são: 
 Entropia; e 
 Coeficiente de Gini. 
 
A Tabela 3 apresenta o cálculo da entropia e do coeficiente de Gini bem como o ganho produzido por 





Pj corresponde à proporção de indivíduos de S na classe j; 
A, que contém v valores distintos, corresponde à variável selecionada para proceder à partição 
de S em Sv subconjuntos; 
Ganho(S,A), corresponde à redução de impureza no conjunto S causada pelo conhecimento da 
variável A. 
 Entropia 







Tal como referido anteriormente, o objetivo destas medidas consiste na identificação do atributo com 
maior poder discriminador. Assim, a entropia é máxima (entropia=1) quando a impureza é máxima, 
i.e., quando a probabilidade de um indivíduo pertencer à classe j for igual a 0,5. Por outro lado, a 
entropia é mínima quando todos os indivíduos pertencem à mesma classe (Figura 6). 
  
Tabela 3 - Cálculo da Entropia e do Coeficiente de Gini (retirado de Du & Zhan, 2002) 













 Coeficiente de Gini 
O coeficiente de Gini, bem como a curva de Lorenz, foi utilizado inicialmente para avaliar a 
desigualdade de rendimentos num país  (Jianjun, Chaojun, Qianqian, & Ping, 2010). O coeficiente 








A diagonal representa uma distribuição igualitária da riqueza e a curva abaixo representa a distribuição 
real da economia. O coeficiente de Gini é calculado pela área entre a diagonal e a curva, dividida pela 
área abaixo da diagonal. 
Nas Árvores de Decisão o coeficiente de Gini, normalmente associado ao algoritmo CART, é utilizado 
para selecionar atributos responsáveis por determinada partição (Sivagama, 2011). Quando todos os 
indivíduos de um conjunto de dados pertencem à mesma classe, o coeficiente de Gini alcança o seu 
valor mínimo, zero. Por outro lado, quando os registos de um conjunto de dados estão igualmente 
distribuídos pelas classes disponíveis, o coeficiente alcança o seu valor máximo. 
Independentemente da medida escolhida, a variável responsável pela partição de um nó será aquela 
que obtiver um maior ganho de pureza em relação ao nó anterior. Assim sendo, as fórmulas do ganho 
de informação apresentadas na Tabela 3, que apuram a diminuição de diversidade causada pela 
Figura 6 - Impureza máxima e impureza mínima 




partição do conjunto de dados com base numa variável, identificam a variável responsável pela 
partição de determinado nó. 
3.2.1.3. Paragem e desbaste 
O tamanho de uma árvore é, talvez, um dos fatores mais determinantes da sua qualidade. Árvores 
demasiado pequenas poderão não conseguir descrever bem os dados. Árvores demasiado grandes 
terão folhas com tão poucos registos que não farão nenhuma predição fiável com uma nova amostra 
(Neville, 1999). O problema inerente a este tópico prende-se com a sobreaprendizagem dos dados. Ou 
seja, a dada altura a árvore começa a ajustar-se demasiado ao conjunto de treino, fazendo partições 
com base nas suas idiossincrasias. Quando essa mesma árvore é exposta a um novo conjunto de dados, 
a sua capacidade de fazer boas classificações fica aquém da capacidade demonstrada com o conjunto 
de treino. Com o objetivo de prevenir a sobreaprendizagem surge o critério de paragem e o desbaste 
(Du & Zhan, 2002). 
O critério de paragem permite parar o crescimento da árvore antes de esta ter alcançado o nó onde 
todos os registos estão perfeitamente bem classificados.  
 Alguns critérios de paragem utilizados são (Neville, 1999): 
 O número mínimo de registos numa folha; 
 O número mínimo de registos obrigatório para que um nó seja dividido; 
 A distância de qualquer folha à raiz. 
O desbaste permite a evidência de sobreaprendizagem nos dados e posteriormente recorre ao 
desbaste da árvore, diminuindo assim o seu comprimento. Ou seja, o desbaste substitui uma parte da 
árvore por uma folha quando o erro esperado dessa subárvore é superior ao erro dessa folha. O 
desbaste tem obtido melhores resultados do que o critério de paragem (Gupta, 2008). Existem vários 
métodos de desbaste. Os mais conhecidos são: Error-Complexity Pruning (Breiman, Friedman, Olshen, 
& Stone, 1984), Critical Value Pruning (Mingers, 1987), Minimum-Error Pruning (Niblett e Bratko, 
1986), Reduced-Error Pruning e Pessimistic Error Pruning (Quinlan, 1987). 
 
3.2.2. Redes Neuronais Artificiais 
A biologia popular defende que o cérebro humano é composto por pequenas células, chamadas 
neurónios, que transmitem sinais elétricos entre si. De uma forma muito elementar, a informação é 
transportada de um neurónio para outro quando os estímulos elétricos excedem determinado limiar 
(Daumé, 2012). As redes neuronais artificiais, importante ferramenta utilizada em DM, surgem com 
base na imitação do funcionamento do cérebro humano (Cui et al., 2006). As redes neuronais artificiais 
(ANN, do inglês Artificial Neural Networks) assemelham-se ao cérebro humano em dois aspetos: (1) o 
conhecimento é adquirido pela rede através de um processo de aprendizagem e (2) as forças das 
conexões existentes entre os neurónios, conhecidas por pesos sinápticos, são utilizadas para guardar 
o conhecimento adquirido (Haykin, 1999). A Figura 8 apresenta a semelhança existente entre o cérebro 
humano e ANN. 
O objetivo das ANN consiste na compreensão e conseguinte aplicação das bases do sistema biológico, 




neuronais oferecem boas soluções para este tipo de problemas, uma vez que conseguem explorar 
estruturas complexas e encontrar interações lineares e não lineares e, ainda, descobrir padrões (Cui 











Atualmente as ANN são tratadas como ferramentas standard de DM e utilizadas em problemas de 
classificação, análise de séries temporais, predição, clustering, entre outros (Maimon & Rokack, 2005). 
Algumas das caraterísticas das Redes Neuronais que mais atraem os investigadores são: a não 
linearidade, a insensibilidade ao ruído, a capacidade de generalização, a robustez e o rápido 
processamento (Basheer & Hajmeer, 2000).  
Os grandes desafios das ANN consistem na determinação do número de neurónios existentes na 
camada escondida, na determinação dos seus pesos e ainda no facto de geralmente existir um grau de 
tentativa-erro envolvido (Finlay, 2014). 
Na génese das ANN surgem vários investigadores. As primeiras noções de Redes Neuronais surgiram 
em 1943 por McCulloch e Pitts. Em 1958, Rosenblatt propôs o primeiro modelo de aprendizagem 
supervisionada: o Percetrão (Haykin, 1999). 
3.2.2.1.  O Percetrão 
O Percetrão é a Rede Neuronal mais simples que existe, utilizada apenas para classificações 
linearmente separáveis (Haykin, 1999). 
De uma forma sumária, o Percetrão recebe um vetor de input, calcula a combinação linear desse input 
e, se o resultado for superior a um determinado limiar (threshold), o output é 1; caso contrário, o 
output é -1 (Mitchell, 1997). Ou seja, dados os inputs x1 até xn, o output o(x1, ..., xn) gerado pelo 
Percetrão é dado por: 
 𝑜(𝑥1, . . . , 𝑥𝑛) = {
1, 𝑤0 + 𝑤1𝑥1 + 𝑤2𝑥2 + … + 𝑤𝑛𝑥𝑛  > 0
−1,  𝑐. 𝑐.
 ( 1 ) 





  𝑤𝑖 determina o peso do input 𝑥𝑖 no output do Percetrão; 
𝑤0 corresponde ao threshold, um limiar cuja combinação ponderada dos inputs deve 
conseguir ultrapassar para que o output do Percetrão seja 1. 
Os pesos do Percetrão, incluindo o threshold, são ajustados em função da diferença entre o output 
esperado e o output obtido, ou seja, em função do erro apurado pelo Percetrão (Basheer & Hajmeer, 
2000). 
No entanto, o Percetrão resulta apenas perante classificações lineares (Dean, 2014). Ou seja, apenas 
consegue resolver as operações lógicas AND e OR. Operações lógicas como XOR ultrapassam as 
capacidades do Percetrão simples (Mitchell, 1997).  
3.2.2.2. Percetrão Multicamada 
Minsky e Papert apresentaram em 1969 o Percetrão multicamada (Dean, 2014). O Percetrão 
multicamada surge como um desenvolvimento do Percetrão simples de forma a ultrapassar o 
obstáculo da não linearidade. A diferença entre a arquitetura do Percetrão multicamada face ao 
Percetrão simples, reside na existência de camadas (de neurónios) escondidas (Basheer & Hajmeer, 









Posto isto, torna-se imprescindível perceber como funcionam as redes neuronais multicamada. Um 
dos algoritmos de redes neuronais mais populares, e que se encontra subjacente à arquitetura 
multicamada, tem o nome de retropropagação ou backpropagation (Cilimkovic, 2013). Este algoritmo 
tem como objetivo produzir um output com o menor erro possível, recorrendo, para tal, à combinação 
dos pesos utilizados. Ou seja, tal como explicado anteriormente, os pesos de cada observação que é 
submetida à rede, são ajustados em função da diferença entre o output esperado e o output obtido. 
No entanto, com o algoritmo backpropagation, os pesos são ajustados em sentido contrário, ou seja, 
da camada de output para a camada de input. Esta metodologia pretende perceber quais os pesos que 
mais contribuíram para o erro gerado pela rede, para que os mesmos possam ser ajustados e, desta 
forma, serem obtidos melhores resultados (Rojas, 1996). 
O algoritmo de retropropagação pode ser decomposto em quatro principais etapas que se repetem 
até que o erro seja considerado suficientemente pequeno (Cilimkovic, 2013): 





 Propagação para a frente; 
 Retropropagação para a camada de output; 
 Retropropagação para as camadas escondidas; 
 Atualização dos pesos. 
A propagação para a frente consiste, primeiramente, na apresentação de uma observação à rede, 
nomeadamente à camada de input. Na camada de input, que contém pesos iniciais, os valores 
recebidos por cada nó são transmitidos para os nós da camada escondida. O output de cada nó da 
camada escondida é calculado como uma combinação linear dos seus inputs e posteriormente, nos 
nós da camada seguinte, é aplicada sobre o output, uma função de ativação (Basheer & Hajmeer, 
2000). Uma das funções de ativação mais populares quando se fala em backpropagation é a função 




  ( 2 ) 
Onde, 
 𝑂, corresponde à função sigmoide; 
 𝑗, corresponde ao nó da camada seguinte/camada de output; e 
 𝐼𝑗, corresponde ao input da camada escondida/camada de output. 
Quando os outputs das camadas escondidas são calculados, estes são propagados para a camada 
seguinte, até chegarem à camada de output, onde os outputs finais serão calculados (Cilimkovic, 2013).  
Determinados os outputs da rede, torna-se oportuno calcular o erro inerente a estes. Começam aqui 
as etapa 2 e 3 introduzidas anteriormente: a retropropagação para a camada de output e para as 
camadas escondidas. 
Para cada output 𝑘 é calculado o seu erro, 𝐸𝑘, que é obtido através da expressão seguinte:  
 𝐸𝑘 = 𝑂𝑗(1 − 𝑂𝑗)(𝑇𝑗 − 𝑂𝑗) ( 3 ) 
Onde, 
 𝑇𝑗 corresponde ao valor efetivo que o output gerado pela rede deveria assumir. 
Para cada nó j da camada escondida é calculado o erro, 𝐸𝑗, que resulta da soma ponderada dos erros 
dos nós k da camada seguinte que se encontram ligados a estes, ou seja: 
 𝐸𝑗 = 𝑂𝑗(1 − 𝑂𝑗) ∑ 𝑤𝑘𝑗𝐸𝑘
𝑘
 ( 4 ) 
Onde, 
 𝑤𝑘𝑗, representam o peso existente na ligação entre o nó j e o nó k. 
Após serem calculados todos os erros, cada 𝑤𝑘𝑗 é atualizado de forma a expurgar o efeito dos erros 




 𝑤𝑘𝑗 = 𝑤𝑘𝑗 + ∆𝑤𝑘𝑗 ( 5 ) 
onde, 
 ∆𝑤𝑘𝑗 = 𝛼𝐸𝑗𝑂𝑗; e 
 𝛼 corresponde à taxa de aprendizagem (Mitchell, 1997). 
A taxa de aprendizagem é uma constante que auxilia a atualização dos pesos. Definir uma taxa de 
aprendizagem correta não é trivial. Se a taxa for demasiado pequena, o algoritmo irá demorar 
demasiado tempo a produzir um resultado. Por outro lado, se a taxa for demasiado elevada, o 
algoritmo poderá divergir (Cilimkovic, 2013). 
 
3.2.3. Support Vector Machines 
Support Vector Machines (SVM) é um método não-linear de aprendizagem supervisionada. Este 
classificador tornou-se popular por ter bases bastante sólidas na teoria da aprendizagem estatística 
(Maimon & Rokack, 2005). 
Nas ferramentas de aprendizagem estatística, aprendizagem significa estimar uma função a partir de 
um conjunto de dados (Dean, 2014). O classificador SVM tem como objetivo encontrar uma função 
que permita classificar os dados corretamente, ou pelo menos da melhor forma possível, evitando 
ajustar-se demasiado ao conjunto de treino dos dados (Finlay, 2014). 
Os modelos SVM conseguem ser robustos mesmo quando existe enviesamento no conjunto de treino. 
Além disso, a utilização de funções Kernel permite ao modelo ganhar flexibilidade e resolver problemas 
não lineares. No entanto, a capacidade de execução destes modelos sobre uma base de dados de 
dimensão considerável é ainda um assunto por resolver, sendo os resultados produzidos, em geral, 
difíceis de interpretar (Dean, 2014; (Maimon & Rokack, 2005). 
3.2.3.1. Problemas Lineares 
Para introduzir este método, comecemos por um exemplo de classificação binária, linearmente 








Um problema é linearmente separável se existir pelo menos um hiperplano que separe as classes 
existentes (Russel & Norving, 1995). É intuitivo que existem inúmeros hiperplanos capazes de separar 
as duas classes apresentadas na Figura 10. Torna-se assim necessário decidir qual, de entre as infinitas 





possibilidades, "melhor" separa as classes. O melhor hiperplano será aquele que maximiza a distância 
perpendicular entre as observações das duas classes que se encontram mais próximas (Dean, 2014). 
Ou seja, pretende-se maximizar a margem. A margem consiste na distância entre os hiperplanos que 







Os hiperplanos que limitam a margem são canonicamente representadas por: 
 {
𝑥𝑖𝑤 + 𝑏 ≤ −1, 𝑠𝑒 𝑦𝑖 = −1
𝑥𝑖𝑤 + 𝑏 ≥ 1 𝑠𝑒 𝑦𝑖 = +1
𝑖 = 1, … , 𝑛
 ( 6 ) 
Desta forma e utilizando as observações da Figura 11, temos que: 
 {
𝑥1𝑤 + 𝑏 = −1
𝑥2𝑤 + 𝑏 = 1
→  𝑤(𝑥2 − 𝑥1) = 2 ( 7 ) 
Como 𝑤 e 𝑥2 − 𝑥1 são ortogonais ao hiperplano que se encontra no centro da margem, estes 
hiperplanos são paralelos entre si e desta forma, tem-se que 
 |𝑤||(𝑥2 − 𝑥1)| = ‖𝑤‖‖(𝑥2 − 𝑥1)‖ ( 8 ) 




 ( 9 ) 
Onde, 
 ‖𝑤‖ corresponde à norma do vetor 𝑤. 
Deduz-se assim um problema de otimização que pode ser reescrito como 
 𝑚𝑖𝑛‖𝑤‖2 ( 10 ) 
sujeito a 
 𝑦𝑖(𝑥𝑖𝑤 + 𝑏) − 1 ≥ 0, 𝑝𝑎𝑟𝑎 𝑖 = 1, … , 𝑛 ( 11 ) 
(Auria & Moro, 2008). 
Figura 11 - Classes linearmente separável e representação de um possível hiperplano que separa as classes 




Até aqui assumiu-se que a margem é isenta de observações, isto é, que nenhuma das observações de 
treino recai sobre essa área. No entanto, são raros os problemas em que todas as observações ficam 
fora da margem. Assim, para além da maximização da margem, outro critério subjacente ao modelo 
SVM prende-se com a minimização dos erros de classificação (𝜉𝑖). Introduz-se assim, uma variável de 
relaxamento, 𝜉𝑖, que permite suavizar as restrições impostas na determinação do hiperplano ótimo 
(Lorena & Carvalho, 2003). Quando não existem erros de classificação, i.e., quando todas as 
observações são corretamente classificados, tem-se 𝜉 = 0; caso contrário tem-se 𝜉 > 0. O modelo 
SVM impõe assim que nenhuma observação recaia sobre a margem excetuando alguns erros de 
classificação. Desta forma tem-se que: 
 {
𝑥𝑖𝑤 + 𝑏 ≤ −1 + 𝜉𝑖, 𝑠𝑒 𝑦𝑖 = −1
𝑥𝑖𝑤 + 𝑏 ≥ 1 − 𝜉𝑖, 𝑠𝑒 𝑦𝑖 = 1
𝑖 = 1, … , 𝑛
 ( 12 ) 
Que pode ser resumido em: 
 𝑦𝑖(𝑥𝑖𝑤 + 𝑏) ≥ 1 − 𝜉𝑖, ∀ 𝑖 = 1, … , 𝑛 ( 13 ) 
Onde, 
𝑦𝑖  corresponde a uma observação. 
Posto isto, surge a questão “Como otimizar o problema?”. A resposta a esta questão deriva da 




‖𝑤‖2 + 𝐶 ∑ 𝜉𝑖
𝑛
𝑖=1
 ( 14 ) 
sujeito a 
 𝑦𝑖(𝑥𝑖𝑤 + 𝑏) ≥ 1 − 𝜉𝑖  ( 15 ) 
 𝜉𝑖 ≥ 0 ( 16 ) 
Onde, 
C corresponde a um parâmetro de “afinação”, ou seja, pondera os erros de classificação e 
controla o comportamento do modelo SVM, evitando ajustamentos excessivos aos dados de 
treino. Desta forma pretende-se um C baixo, de modo a potenciar a generalização do modelo. 
É, no entanto, possível provar que existe uma relação direta entre o parâmetro C e a dimensão 
da margem, que, pelo que vimos até agora se pretende maximizar. É então necessário 
encontrar o trade-off entre estas duas condições. 
Este é um problema de otimização convexo com uma função objetivo quadrática e com restrições 
lineares. Implícito a este problema encontra-se a assunção de que as classes são linearmente 
separáveis (Smola & Vishwanathan, 2008). Para resolver a questão de otimização apresentada, 
introduz-se uma função Lagrangiana1. 
                                                          
1 Mais informações sobre aplicação da função Lagrangiana pode ser encontrada em (Auria & Moro, 2008; 




3.2.3.2. Problemas Não Lineares 
Os problemas lineares apresentados anteriormente podem ser generalizados de forma a resolver 








A ideia base do SVM aplicado a problemas não lineares consiste na transposição dos dados originais 
(espaço de entrada) para um novo espaço, de maior dimensionalidade, chamado espaço de 
caraterísticas, com a ajuda de funções reais (𝜙1, … , 𝜙𝑚) definidas no espaço dos dados de treino 
(Figura 13). Através da utilização de funções Kernel é possível ajustar a maximização da margem num 












                                                          
2 Mais informação sobre problemas não lineares poderão ser encontradas em (Maimon & Rokack, 2005). 
Figura 12 - Problema não linear (adaptado de Dean, 2014) 
Figura 13 - Transposição dos dados do conjunto de entrada para o conjunto de caraterísticas 











3.2.4. Voted Perceptron 
Freund e Schapire propuseram, em 1999, o algoritmo Voted Perceptron. Este é um algoritmo simples 
e de fácil implementação que combina ANN e SVM, algoritmos já descritos anteriormente. 
Comparativamente com SVM, este algoritmo apresenta melhores valores de precisão, tempo de 
aprendizagem e velocidade de previsão. 
O Voted Perceptron potencia as suas capacidades quando está perante problemas de classificação 
linear. Não obstante, este algoritmo pode ser aplicado em espaços de grande dimensionalidade com 
auxílio das funções Kernel (Freund & Schapire, 1999). 
A Figura 14 apresenta o algoritmo Voted Perceptron durante a fase de treino, onde 𝑥 ∈ ℝ𝑛 e a classe 
𝑦 pode assumir os valores {−1, 1}.  
A previsão da classe de um novo registo é dada por ?̂? = 𝑠𝑖𝑔𝑛(𝑣𝑘𝑥𝑖). Se a previsão estiver correta, o 
vetor 𝑣, previamente inicializado, não sofre qualquer alteração. Caso a previsão não seja correta, o 
vetor 𝑣 é atualizado para 𝑣 = 𝑣 + 𝑦𝑥. O processo repete-se para todo o conjunto de treino. 
Durante a fase de treino, o algoritmo guarda todos os vetores de previsão que foram gerados. Para 
cada um desses vetores, é contabilizado o número de iterações às quais o vetor sobreviveu, antes de 
surgir uma classificação errada. Este número irá corresponder à ponderação do vetor, aquando da fase 
de previsão. 
A Figura 15 apresenta a parte do algoritmo Voted Perceptron referente à fase de previsão. Todos os 
vetores apurados na fase de treino dão o seu contributo para o apuramento da classe do novo registo 
𝑥. No entanto cada um desses vetores dará o seu contributo, i.e., a sua previsão, de forma ponderada, 
como vimos anteriormente. Desta forma, os vetores de previsão que sobreviveram durante mais 
tempo na fase de treino, darão um maior contributo para a previsão do novo registo. 
Se estivermos perante um problema de classificação linear, este algoritmo, após finitos erros de 
classificação, consegue alcançar um vetor que classifica corretamente todos os exemplos 
apresentados. 


















Input:  Conjunto de treino classificado 〈(𝑥1, 𝑦1), … , (𝑥𝑚, 𝑦𝑚)〉 
T épocas 
Output:  Perceptrões ponderados 〈(𝑣1, 𝑐1), … , (𝑣𝑘 , 𝑐𝑘)〉 
1. Inicialização dos parâmetros: 𝑘 = 0, 𝑣1 = 0, 𝑐1 = 0 
2. Repetir T vezes: 
 2.1. Para 𝑖 = 1, … , 𝑚: 
* ?̂? = 𝑠𝑖𝑔𝑛(𝑣𝑘𝑥𝑖) 
* Se ?̂? = 𝑦,  
 então  𝑐𝑘 = 𝑐𝑘 + 1 
  c.c.  𝑣𝑘+1 = 𝑣𝑘 + 𝑦𝑖𝑥𝑖,  𝑐𝑘+1 = 1,  𝑘 = 𝑘 + 1 
 
Figura 14 - Algoritmo Voted Perceptron – Treino (retirado de Freund & Schapire, 1999) 
Previsão 
Dados: A lista de percetrões ponderados 〈(𝑣1, 𝑐1), … , (𝑣𝑘 , 𝑐𝑘)〉 
Um exemplo não classificado, 𝑥 
1. Calcular a classe ?̂? de 𝑥: 
𝑠 = ∑ 𝑐𝑖
𝑘
𝑖=1 𝑠𝑖𝑔𝑛(𝑣𝑖𝑥); 
?̂? = 𝑠𝑖𝑔𝑛(𝑠)  




3.2.5. Métodos Ensemble 
Se perante um grupo de pessoas, com expertise em determinado assunto, lhe for apresentado um 
determinado problema e posteriormente lhe for pedido para tomar uma decisão, certamente a 
decisão desse grupo tenderá a ser melhor do que qualquer decisão individual tomada por cada uma 
dessas pessoas (Finlay, 2014). Esta é a ideia subjacente aos métodos Ensemble. As técnicas Ensemble 
procuram as vantagens individuais de cada classificador, combinando-as de forma a obter uma melhor 
solução (Augusty & Izudheen, 2013). A aprendizagem Ensemble é uma técnica que tem vindo a adquirir 
cada vez maior relevância uma vez que combina vários algoritmos de aprendizagem de forma a 
melhorar a precisão de uma classificação (Kumar, Kongara, & Ramachandra, 2013). 
Um modelo Ensemble consiste na combinação de dois ou mais modelos (Dean, 2014). Os ensembles 
(ou conjuntos) podem ser combinados de várias formas. A mais comum consiste numa abordagem 
democrática, i.e., um objeto é atribuído à classe mais votada pelos classificadores presentes no 
ensemble (Augusty & Izudheen, 2013). 
Alguns dos métodos Ensemble mais populares, e os utlizados neste projeto, são: 
 Bagging 
 Boosting 
 Random Forest 
 Random Trees 
 Alternating Decision Trees 
 
3.2.5.1. Bagging 
Bagging é um acrónimo do procedimento Bootstrap Aggregating (Breiman, 1996). Este é o método 
ensemble mais simples e com maior sucesso (Dean, 2014). 
Este método gera, a partir do conjunto de treino, vários subconjuntos (Kumar et al., 2013). Cada 
observação é incluída num subconjunto apenas uma vez, ou seja, sem reposição. No entanto, uma 
observação pode ser incluída em vários subconjuntos. Assim, uma observação pode constar de todos 
os subconjuntos ou, pelo contrário, não constar em nenhum. Normalmente nenhuma destas situações 
acontece uma vez que existe um trade-off entre o número de subconjuntos e a sua dimensão (Dean, 
2014).  
Cada subconjunto de treino origina um classificador que será incluído no ensemble. Ou seja, os 
modelos obtidos são acumulados, de forma a criar um modelo final (Kumar et al., 2013). Este modelo 
é geralmente mais estável que modelos individuais que utilizem o conjunto de dados completo (Dean, 
2014). 
Posto isto, a maioria ou a média dos votos determina a classe de um registo (Kumar et al., 2013).  
As várias demonstrações, tanto práticas como teóricas, convergem no sentido de que, apesar da sua 
instabilidade, o método Bagging direciona-se para a otimização dos processos de classificação. No 
entanto, este método pode degradar o desempenho de processos estáveis sendo particularmente 





O método Boosting, bastante semelhante ao Bagging, consiste numa das ideias mais poderosas dos 
últimos 10 anos (Kumar et al., 2013)(Dean, 2014).  
Este método baseia-se na produção de classificadores em série. O conjunto de treino utilizado por cada 
membro da série é escolhido com base na performance do classificador anterior (Opitz & Maclin, 
1999). Um registo classificado erradamente pelo classificador anterior, tenderá a ser escolhido pelo 
seguinte classificador, ao contrário dos registos classificados corretamente (Dean, 2014). Assim, o 
método Boosting tenta ir produzindo novos classificadores com cada vez maior capacidade de 
classificação, baseando-se no erro do classificador anterior, até que seja atingido um limite: no número 
de modelos produzidos ou na precisão alcançada (Opitz & Maclin, 1999). De uma forma geral, esta 
técnica de classificação consiste na criação de um classificador forte através da combinação de vários 
classificadores mais fracos (Kumar et al., 2013). 
3.2.5.3.  Random Forest 
O método Random Forest tem por base o método Bagging (Kumar et al., 2013). Este método pretende 
criar um classificador estável e forte através da combinação dos resultados obtidos por várias árvores 
de decisão (Finlay, 2014). Normalmente o Random Forest é utilizado quando existem vários conjuntos 
de treino e várias variáveis. Normalmente, deste ensemble fazem parte dezenas ou centenas de 
árvores de decisão com o seu tamanho máximo, ou seja, sem serem submetidas ao processo de 
desbaste (Williams, 2010).  
O resultado obtido pelo Random Forest tende a ser melhor do que a média obtida pelos resultados 
das árvores presentes no ensemble, comprovando assim que "o todo é melhor do que a soma das 
várias partes" (Dean, 2014). Ao contrário do que acontece nas Árvores de Decisão, o método Random 
Forest assegura que todas as variáveis são utilizadas, e não apenas as mais relevantes (Finlay, 2014). 
Este modelo oferece concorrência aos classificadores não lineares como as Redes Neuronais e o 
classificador SVM (Williams, 2010). 
3.2.5.4.  Random Trees 
O método ensemble Random Trees foi introduzido por Leo Breiman e Adele Cutler. Este método 
consiste na construção de várias árvores de decisão, aleatoriamente. Basicamente, um atributo é 
selecionado aleatoriamente para fazer a primeira divisão da árvore. De seguida, outro atributo é 
selecionado para fazer uma nova repartição da árvore. O método Random Trees não utiliza critérios 
de pureza, tal como acontece nas árvores de decisão, uma vez que todas as escolhas são feitas 
aleatoriamente. 
A árvore para de crescer quando: 
1. Um nó fica vazio, ou quando todos os registos de um nó pertencem à mesma classe; ou 
2. A profundidade da árvore excede determinados limites. 
Ao contrário do que acontece no modelo Random Forest, o modelo Random Trees recorre ao desbaste 
da árvore, removendo os nós "não necessários". Um nó é considerado "não necessário" se nenhum 




Cada árvore gera um output. O output do ensemble é obtido através da média de todas as árvores 
(Zhang, Fan, Yuan, Davidson, & Li, 2006). 
3.2.5.5. Alternating Decision Trees 
O método Alternating Decision Trees resulta da combinação entre a simplicidade das árvores de 
decisão e a eficácia do método Boosting. Este método tem a estrutura de uma árvore de decisão. No 
entanto, os vários nós da árvore têm diferentes objetivos. O primeiro nó, a raiz da árvore, tem o 
objetivo de prever. Já os nós da camada seguinte são nós de decisão. Assim, o crescimento da árvore 
vai ser alternado entre nós de previsão e nós de decisão (Williams, 2010). 
 
3.2.6. Aprendizagem Bayesiana 
A aprendizagem Bayesiana tem por base o conhecimento probabilístico, com especial enfoque na 
probabilidade condicional, e consegue alcançar resultados impressionantes no processo de 
classificação (I. Witten & Frank, 2005). No entanto, um obstáculo à utilização dos métodos Bayesianos 
prende-se com a necessidade de conhecimento prévio sobre a probabilidade de determinado 
acontecimento. Adicionalmente, o elevado custo computacional associado à determinação da 
hipótese ótima de Bayes poderá constituir um outro obstáculo na aplicação destas técnicas (Mitchell, 
1997). 
Bayes introduz dois tipos de probabilidade (Dean, 2014): 
 A priori – que diz respeito ao valor de uma probabilidade antes de se ter conhecimento 
de qualquer informação adicional; e 
 A posteriori – que corresponde ao valor de uma probabilidade afetada por informação 
adicional obtida posteriormente. 
Tal como o próprio nome indica, a aprendizagem Bayesiana tem por base o teorema de Bayes que, 




 ( 17 ) 
Onde,  
 P(ℎ), corresponde à probabilidade a priori  de h; 
 P(D), corresponde à probabilidade a priori  de D;  
 𝑃(𝐷\ℎ), corresponde à probabilidade a posteriori de D; 
 𝑃(ℎ\D), corresponde à probabilidade a posteriori de h. 
 
 O teorema de Bayes apresenta o cálculo da probabilidade de uma hipótese, com base na sua 
probabilidade previamente observada (Mitchell, 1997). Este teorema apresenta a relação entre duas 
probabilidades condicionais que são o inverso uma da outra (Dean, 2014). 
3.2.6.1. Redes Bayesianas 




1. Um conjunto de variáveis e um conjunto de arestas direcionadas entre as variáveis; 
2. Variáveis que no seu todo e juntamente com as arestas direcionadas, formam um grafo 
acíclico direcionado; 
3. Variáveis que, individualmente, têm associado um conjunto de estados finitos e 
mutuamente exclusivos; 
4. Variáveis que, individualmente, têm associada uma tabela de probabilidades 
condicionais. 
As BN são grafos acíclicos e direcionados que permitem a caraterização da distribuição das 
probabilidades conjuntas de um conjunto de variáveis. 
Os nós do grafo representam as variáveis, enquanto as arestas representam dependências 
probabilísticas entre as variáveis. Adicionalmente, as arestas direcionadas do nó A ao nó B indicam que 
o nó A influencia diretamente o B. É então percetível que uma BN tem subjacente a premissa da 
independência condicional das variáveis, ou seja, uma variável é independente das suas variáveis não 
descendentes, dada a observação da variável à qual deve dependência direta, variável também 
conhecida por variável "pai". Esta propriedade tem como fundamento potenciar o cálculo das 
probabilidades a posteriori através da redução do número de atributos necessários para caraterizar a 
distribuição das probabilidades conjuntas das variáveis (Ben-Gal, 2007). 
Associada a cada nó está uma tabela de probabilidades condicional que especifica a distribuição 
condicional da variável dados os seus pais diretos no grafo (Mitchell, 1997). 
A probabilidade conjunta dos valores (𝑦1, … , 𝑦𝑛) para as variáveis 𝑌1, … , 𝑌𝑛) pode ser obtida através 
da seguinte fórmula (Mitchell, 1997): 
 𝑃(𝑦1, … , 𝑦𝑛) = ∏ 𝑃(𝑦𝑖|𝑃𝑎𝑖𝑠(𝑦𝑖))
𝑛
𝑖=1
 ( 18 ) 
Onde, 
 𝑃𝑎𝑖𝑠(𝑦𝑖), representa o conjunto imediato de precedentes de 𝑦𝑖  na rede; e 
𝑃(𝑦𝑖|𝑃𝑎𝑖𝑠(𝑦𝑖)), diz respeito aos valores armazenados na tabela de probabilidades conjuntas 
associada ao nó 𝑦𝑖. 
3.2.6.2. Naive Bayes 
Um dos métodos de aprendizagem Bayesiana mais utilizado é o classificador Bayesiano. Por vezes a 
performance deste classificador é comparada com a performance das Redes Neuronais e das Árvores 
de Decisão (Mitchell, 1997). 
Dado um conjunto de treino (𝑦1, … , 𝑦𝑛) e uma novo exemplo, a abordagem utilizada pelo método 
Naive Bayes para classificar a nova observação consiste na adjudicação da classe mais provável, 𝑣𝑀𝐴𝑃, 
da seguinte forma: 
 𝑣𝑀𝐴𝑃 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑣𝑗∈𝑉𝑃(𝑣𝑗|𝑦1, … , 𝑦𝑛) ( 19 ) 




 𝑣𝑀𝐴𝑃 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑣𝑗∈𝑉
𝑃(𝑦1, … , 𝑦𝑛|𝑣𝑗)𝑃(𝑣𝑗)
𝑃(𝑦1, … , 𝑦𝑛)
  
 𝑣𝑀𝐴𝑃 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑣𝑗∈𝑉𝑃(𝑦1, … , 𝑦𝑛|𝑣𝑗)𝑃(𝑣𝑗) ( 20 ) 
 
Onde, 
𝑃(𝑣𝑗), consiste na probabilidade associada à classe 𝑣𝑗 e pode ser obtida através do cálculo da 
frequência em que cada classe 𝑣𝑗 ocorre; 
 𝑃(𝑦1, … , 𝑦𝑛|𝑣𝑗), consiste na probabilidade a posteriori do conjunto de treino. 
 
Subjacente ao classificador Naive Bayes está a premissa de que os valores das variáveis são 
condicionalmente independentes dada a variável target, ou seja: 
 𝑃(𝑦1, … , 𝑦𝑛|𝑣𝑗) = ∏ 𝑃(𝑦𝑖|𝑣𝑗)
𝑖
 ( 21 ) 
Desta forma, e substituindo este termo na expressão utilizada para calcular a classe mais provável, 
𝑣𝑀𝐴𝑃, a abordagem utilizada pelo classificador Naive Bayes é a seguinte: 
 𝑣𝑁𝐵 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑣𝑗∈𝑉𝑃(𝑣𝑗) ∏ 𝑃(𝑦𝑖|𝑣𝑗)
𝑖
 ( 22 ) 
Obtendo 𝑣𝑁𝐵, obtém-se a classe da nova observação (Mitchell, 1997). 
 
3.2.7. Regressões 
3.2.7.1. Regressões Lineares Simples 
“O modelo de regressão linear pode ser utilizado para estudar a relação entre duas variáveis” 
(Wooldridge, 2013). Sendo 𝑥 e 𝑦 duas variáveis representativas de uma população, a regressão linear 
simples que explica a relação entre estas duas variáveis é dada por: 
 𝑦 = 𝛽0 + 𝛽1𝑥 + 𝑢 ( 23 ) 
Onde, 
 𝑦, diz respeito à variável dependente; 
 𝑥, diz respeito à variável independente; 
 𝑢, ou erro, representa outros fatores que influenciam 𝑦 para além de 𝑥; 
 𝛽0, é o parâmetro de interceção, também conhecido por constante; 
𝛽1, representa o declive na relação entre 𝑥 e 𝑦, mantendo todos os restantes fatores (𝑢) 
constantes. 
Relativamente ao termo 𝑢, este poderá ser considerado como o obstáculo à relação funcional entre as 
variáveis dependente e independente. Assim, para as variações em 𝑦 derivarem apenas de variações 




 ∆𝑦 = 𝛽1∆𝑥 ⇒ ∆𝑢 = 0 ( 24 ) 
Como estimar 𝜷𝟎 e 𝜷𝟏? 
Para estimar 𝛽0 e 𝛽1 é necessário recorrer ao método dos mínimos quadrados. O método dos mínimos 
quadrados (OLS do inglês Ordinary Least Squares) tem as seguintes premissas (Lopes, 2009): 
1. Modelo linear; 
2. Erro aleatório com média = 0; 
3. Não colinearidade; 
4. Homocedasticidade; 
5. Ausência de autocorrelação; 
6. Normalidade dos erros. 
Respeitadas as premissas, a variável dependente, 𝑦, é obtida como resultado da minimização da soma 









Assim, utilizando a equação da regressão linear simples apresentada anteriormente, temos que: 
 ∑ ?̂?𝑖







 ( 25 ) 
Perante a amostra de uma população de dimensão 𝑛, {(𝑥𝑖, 𝑦𝑖): 𝑖 = 1, … , 𝑛}, a regressão linear simples, 
para cada elemento da amostra, pode-se escrever assim: 
 𝑦𝑖 = 𝛽0 + 𝛽1𝑥𝑖 + 𝑢𝑖 ( 26 ) 




Os estimadores de 𝛽0 e de 𝛽1, ?̂?0 e ?̂?1 respetivamente, necessários para minimizar a soma dos 
quadrados dos erros são dados por3: 
 ?̂?0 = ?̅? − ?̂?1?̅? ( 27 ) 
 
?̂?1 =
∑ (𝑥𝑖 − ?̅?)(𝑦𝑖 − ?̅?)
𝑛
𝑖=1
∑ (𝑥𝑖 − ?̅?)
2𝑛
𝑖=1
 ( 28 ) 
3.2.7.2. Modelo Logit 
O modelo Logit encaixa nos modelos de probabilidade linear que consistem na aplicação do modelo 
de múltiplas regressões num problema cuja variável dependente é binária (Wooldridge, 2013). 
Perante um problema de classificação binária, pretende-se criar um modelo em função de 𝑥 com a 
probabilidade condicional 𝑃(𝑦 = 1|𝑥 = 𝑥𝑖). Para criar este modelo através de uma regressão, surge a 










 ( 29 ) 
Assim, 𝑦 = 1 quando 𝑝 ≥ 0,5 e 𝑦 = 0 quando 𝑝 < 0,5. Por outras palavras, 𝑦 = 1 sempre que 𝛽0 +
𝑥𝛽 for não negativo e 𝑦 = 0 em caso contrário. A regressão Logit apresenta assim um classificador 
linear (Shalizi, 2012). 
 
 
                                                          
3 Os desenvolvimentos necessários para obter as equações dos estimadores ?̂?
0
 e β̂1 podem ser 




4. SELEÇÃO DE VARIÁVEIS 
A seleção de atributos é uma técnica utilizada na fase de pré-processamento do processo KDD, cujo 
objetivo prende-se com a redução do número de variáveis e com a remoção de dados irrelevantes, 
redundantes ou com ruído. Desta forma, a performance do algoritmo utilizado é potenciado, 
melhorando a precisão da previsão e a interpretação dos resultados (Kumar et al., 2013). 
Os principais objetivos da seleção de atributos são: (1) evitar a sobreaprendizagem do modelo e (2) 
melhorar a performance do mesmo (Kumar, Kongara, & Ramachandra, 2013). A seleção de variáveis é 
posta em prática quando se desconfia que as variáveis disponíveis no conjunto de dados são 
redundantes, ou seja, que algumas delas estão correlacionadas entre si (O’Rourke & Hatcher, 2013). 
Por norma, um método de seleção de atributos resume-se às seguintes quatro etapas (Karegowda, 
Jayaram, & Manjunath, 2011): 
1. Geração de um subconjunto de variáveis candidato. O conjunto de dados original 
contém n variáveis. Para obter um subconjunto com m variáveis (m < n) é necessário 
recorrer a procedimentos de pesquisa baseados em determinada estratégia. A 
estratégia de pesquisa pode ser classificada como (1) completa/exaustiva, (2) heurística 
e (3) aleatória. No âmbito deste projeto são utilizadas duas estratégias: best first (Rich 
& Knight, 1991) que faz parte da pesquisa completa/exaustiva e genetic search 
(Cherkauer & Shavlik, 1996; Vafaie & De Jong, 1995) pertencente à pesquisa aleatória. 
2. Função de avaliação do subconjunto obtido na primeira etapa. Após a criação do novo 
subconjunto de variáveis é necessário avaliá-lo através de uma abordagem Filter 
(Kohavic & John, 1996) ou Wrapper (Kohavi, 1995). No âmbito deste projeto, foi 
utilizada uma abordagem Filter, mais especificamente a seleção de atributos com base 
na correlação das variáveis (CFS do inglês Correlation-based Feature Subset Selection). 
3. Condição de paragem. É necessário definir um critério de paragem para o número de 
variáveis a incluir no novo subconjunto. Este critério pode derivar de vários aspetos, tais 
como: o número de variáveis selecionadas, o número de iterações realizadas, a (não) 
obtenção de melhores resultados com o novo subconjunto, entre outros. 
4. Procedimento para aprovar a validade do novo subconjunto. Normalmente os 
resultados obtidos pelo conjunto de atributos original é comparado com os resultados 
obtidos pelo conjunto de atributos selecionado quando os mesmos são input para um 
algoritmo de indução sobre determinada base de dados. Outra abordagem de validação 
consiste na utilização de vários algoritmos de seleção de atributos de forma a obter 
atributos relevantes e posteriormente comparar os resultados através da utilização de 
classificadores em cada subconjunto de atributos. 
 

















4.1. GENETIC SEARCH 
A pesquisa genética como resposta à primeira etapa do processo de seleção de atributos consiste num 
método de pesquisa estocástico, com capacidade para explorar grandes espaços de pesquisa e com 
uma performance de pesquisa global. 
Subjacente a este método de pesquisa encontra-se a teoria da evolução de Charles Darwin, mais 
propriamente o princípio da “sobrevivência do mais forte” (Karegowda et al., 2011). 
O algoritmo subjacente a este método de pesquisa é iterativo, no qual, as soluções em cada geração, 
são produzidas através da aplicação de operadores genéticos tais como reprodução, crossover e 
mutação. O primeiro, reprodução, seleciona uma string do conjunto inicial de atributos, sendo uma 
string uma sequência binária onde 1 representa a seleção da variável para o subconjunto e 0 a não 
seleção; o crossover combina strings com boa avaliação (aos pares) para gerar melhores “filhos”; e a 
mutação modifica algumas strings de forma a melhorar a sua avaliação (M. A. Hall, 1999). Em cada 
geração a população é avaliada e testada. Se o critério de paragem não for satisfeito, a população será 
submetida novamente aos operadores genéticos até que a condição de paragem seja alcançada. 
 
4.2. BEST FIRST 
O método Best First consiste em alterações locais no espaço das variáveis. Este método explora todo 
o espaço de variáveis, pelo que é necessário um critério de paragem. Como consequência, este critério 
de paragem poderá envolver a limitação do número de alterações locais, o que prejudica a qualidade 
do novo subconjunto de variáveis (M. A. Hall, 1999). 
 




4.3. SELEÇÃO DE ATRIBUTOS BASEADA NA CORRELAÇÃO DAS VARIÁVEIS 
“As variáveis são relevantes se os seus valores variarem sistematicamente com as diferentes classes” 
(Gennari, Langley, & Fisher, 1989). Por outras palavras, num modelo devem constar apenas variáveis 
bastante correlacionadas com a variável classe e pouco correlacionadas entre si. 




√𝑘 + 𝑘(𝑘 − 1)𝑟𝑓𝑓
 ( 30 ) 
Onde, 
 𝑀𝑠, corresponde ao "mérito" heurístico de um subconjunto de variáveis, 𝑆; 
 𝑘, diz respeito ao número de variáveis contidas no subconjunto 𝑆; 
 𝑟𝑐𝑓, corresponde à média das correlações variável-classe (𝑓 ∈ 𝑆); 
 𝑟𝑓𝑓, representa a média das correlações variável-variável. 
 
Esta função representa a medida de avaliação de CFS uma vez que: 
 O numerador poderá indicar a capacidade de classificação do subconjunto das variáveis; 
 O denominador indica a redundância entre as variáveis. 
De uma forma simples, o primeiro passo no método CFS consiste no cálculo das correlações variável-
classe e variável-variável. Obtidas as correlações, é feita uma pesquisa no espaço das variáveis. O 
subconjunto com maior "mérito" será o subconjunto escolhido para reduzir o conjunto de dados 
original. 












5. METODOLOGIA E RESULTADOS EXPERIMENTAIS 
5.1.  FERRAMENTAS ANALÍTICAS 
Quando confrontados com desafios, os analistas procuram as melhores ferramentas para os resolver 
e também para extrair valor a partir deles. WEKA, SAS, Linguagens Java, R e Python são algumas das 
ferramentas mais utilizadas aquando da construção de modelos preditivos (Dean, 2014). 
A ferramenta escolhida para o caso de estudo deste projeto foi o WEKA (M. Hall, Frank, & Holmes, 
2009). Waikato Environment for Knowledge Analysis é uma ferramenta open source desenvolvida pela 
Universidade de Waikato na Nova Zelândia. Totalmente implementada em Java, o WEKA é 
reconhecido pela sua vasta gama de algoritmos. Esta ferramenta permite aplicar diretamente os 
algoritmos a um conjunto de dados, sem que o utilizador saiba programar em Java (Dean, 2014). Desta 
forma permite aos utilizadores experimentar e comparar vários métodos de aprendizagem automática 
de uma forma rápida (M. Hall et al., 2009). Sendo o objetivo deste projeto a análise dos resultados e 
não a implementação propriamente dita dos algoritmos, o WEKA foi a ferramenta escolhida, 
satisfazendo, assim, as necessidades existentes. 
 
5.2. APRESENTAÇÃO DOS DADOS 
Os dados utilizados no caso de estudo subjacente a este projeto remontam ao estudo mencionado no 
capítulo 1.1 da autoria de Sérgio Moro, Raul Laureano e Paulo Cortez (Sérgio Moro et al., 2011). O 
estudo em questão utiliza uma base de dados derivada de uma campanha efetuada através do call 
center de um banco português cujo objetivo consistiu na subscrição de depósitos a prazo. O objetivo 
do estudo mencionado centrou-se na descoberta de um modelo de DM que conseguisse prever o 
sucesso de um contacto. A base de dados em questão contém dados referentes a 17 campanhas que 
ocorreram entre maio de 2008 e novembro de 2010. 
Os autores mencionados, apesar de não disponibilizarem o data set utilizado nas suas experiências, 
disponibilizam dois subconjuntos do mesmo designados por "Bank" e "BankAdd". O primeiro é 
constituído por 17 variáveis e 45 211 observações. Já o segundo dispõe de 21 variáveis e 41 188 
observações. Nenhuma informação extra acerca do data set original é disponibilizada. 
Relativamente aos dois subconjuntos de dados referidos, ambos têm algumas variáveis em comum, 
sendo de destacar a variável dependente/target, y, que pode assumir os valores “yes” ou “no” 
consoante o cliente submeta ou não o depósito a prazo em campanha.  
As variáveis que compõem os data sets podem ser agrupadas pelos seguintes temas:  
 Variáveis relacionadas com o cliente; 
 Variáveis relacionadas com o último contacto com o cliente na campanha corrente; 
 Outras variáveis; 
 Variável target. 




Tabela 5 - Descrição do Data set "BankAdd" 




5.3. A ESCOLHA DOS ALGORITMOS 
Segundo Jared Dean "dada a complexidade e a dimensão da maioria dos problemas modernos de Data 
Mining, a melhor prática consiste em experimentar várias técnicas e fazer várias tentativas por cada 
algoritmo, utilizando diferentes definições ou parâmetros" (Dean, 2014). 
Desta forma, o caso de estudo apresentado foi pensado com o objetivo de maximizar o número de 
experiências realizadas e, também, a heterogeneidade entre os algoritmos. Não esquecendo o 
propósito de comparar e de tentar alcançar resultados melhores do que os obtidos pelos autores 
mencionados, é, ainda, essencial utilizar nas experiências os algoritmos que os autores utilizaram: 
Árvores de Decisão, Redes Neuronais, SVM e Regressões Logit. Assim, todos os algoritmos 
apresentados no capítulo 3 são experienciados neste caso prático.  
Adicionalmente, de forma a esmiuçar a capacidade dos algoritmos, foi aplicado o método de seleção 
de atributos já apresentado no capítulo 4. Este método, baseado na correlação das variáveis, foi 
aplicado com duas estratégias diferentes ao nível da geração do novo subconjunto de variáveis: a 
estratégia Best First e a estratégia Genetic Search. 
A secção 5.5 tem como objetivo descrever a metodologia utilizada na realização deste caso de estudo. 
5.4. PARAMETRIZAÇÃO DOS ALGORITMOS 
Construir modelos de classificação precisos e percetíveis implica não só escolher um algoritmo 
apropriado, mas também despender algum tempo na definição dos parâmetros dos algoritmos. 
Ajustar e/ou definir os parâmetros de forma manual e com elevada qualidade poderá consumir 
demasiado tempo. Adicionalmente, para tal, é necessário um excelente conhecimento sobre os 
algoritmos e sobre as propriedades do domínio de aprendizagem (Koblar, 2012). 
Assim, dado o esforço necessário para a parametrização dos algoritmos, neste projeto foram utilizados 
os algoritmos parametrizados pelo WEKA. 
 
5.5. METODOLOGIA APLICADA 
Como já foi referido anteriormente, este caso de estudo conta com dois conjuntos de dados, os quais 
foram submetidos às mesmas experiências, tendo sido, por isso, utilizada a mesma metodologia. Este 
capítulo propõe, assim, apresentar e explicar a metodologia praticada. Esta encontra-se 




























A primeira etapa deste caso prático consistiu na aplicação direta dos catorze algoritmos, isto é, sem 
qualquer seleção de atributos.  
Sobre o conjunto de dados inicial, foram extraídas 30 partições distintas, sendo as mesmas compostas 
por um conjunto de treino e um conjunto de teste. Em cada partição, 70% das observações do conjunto 
de dados inicial (selecionadas de forma independente e identicamente distribuída) foram atribuídas 
ao conjunto de treino, sendo as restantes atribuídas ao conjunto de teste (Figura 20). 
Figura 20 - Extração de 30 partições do data set original, sendo cada uma das partições repartida em dois 
conjuntos: treino (com 70% das observações) e teste (com as restantes 30%). 





Numa primeira fase, os conjuntos de treino foram submetidos aos 14 algoritmos, o que permitiu a 
criação de catorze modelos de classificação das observações por cada partição). Posteriormente, cada 
conjunto de teste foi submetido aos 14 modelos gerados a partir do respetivo conjunto de treino. 
Desta forma, por cada partição foram gerados dois outputs (um para o conjunto de treino e outro para 
o conjunto de teste), contemplando as diferentes medidas de qualidade respeitantes à performance 













As medidas de qualidade destacadas para analisar a performance dos algoritmos foram:  
 CCI - Percentagem de observações corretamente classificadas (Correctly Classified 
Instances); 
 PR - Precisão, que resulta da fórmula TP/(TP+FP); 
 RE - Recall ou Sensivity cuja fórmula é TP/(TP+FN); 
 FM - F-Measure que tem por base a fórmula 2xPRxRE/(PR+RE); 
 ROC - Que corresponde à área abaixo da curva ROC; 
Onde,  
 FN, diz respeito a Falsos Negativos, 
FP, representa os Falsos Positivos  
TP, refere-se a Verdadeiros Positivos 
(conceitos já abordados no Capítulo 3.1.4). 
Quanto mais elevadas forem estas medidas (máximo de 100 para a medida CCI e 1 para as restantes), 
melhor é a qualidade dos algoritmos. 
Figura 21 - Outputs de todos os 14 algoritmos, referente ao conjunto de treino e ao conjunto de teste de 





Cada output (treino e teste de cada algoritmos) contemplou as diferentes medidas de qualidade para 
cada uma das partições (rever Figura 21). É de notar que, neste ponto da experiência, cada um dos 14 
algoritmos gerou um valor por cada uma das 5 medidas de qualidade, para os conjuntos de treino e 
de teste de cada uma das 30 partições. Tornou-se necessário simplificar os resultados obtidos, 
transformando-os num único valor para cada conjugação entre: medida de qualidade, conjunto (treino 
e teste) e algoritmo. 
Para tal, foram calculadas as médias e os desvios-padrões das 30 partições para cada medida de 
qualidade, conjunto (treino e teste) e algoritmo. Este tratamento dos resultados foi possível tendo em 
conta o processo estocástico associado à aplicação dos vários algoritmos a cada uma das partições na 
fase experimental.  
O output final compreende assim duas tabelas, uma para cada conjunto (treino e teste), tendo nas 












Por cada linha-coluna é apresentada a média e dentro de parênteses o desvio-padrão das várias 
partições para cada algoritmo. Na secção seguinte são exibidas as tabelas 7, 8, 9 e 10, que contêm os 
resultados obtidos para os dois conjuntos (treino e teste) de cada data set, "Bank" e "BankAdd". 
Numa segunda fase deste projeto, foi aplicada a seleção de atributos de duas formas distintas, como 
já foi referido anteriormente. Assim, antes da extração das 30 partições do data set inicial, este sofreu 
uma redução ao nível das variáveis, através da seleção de atributos baseada na correlação das 
Figura 22 - Output final, resultante da simplificação dos resultados obtidos. O output final consiste 
em duas tabelas para cada data set, contendo as médias e os desvios-padrões de cada medida de 




variáveis, sendo utilizada, numa primeira fase a estratégia Best First (Figura 23). Após a obtenção do 
novo data set, chamemos-lhe "Bank_BF" e "BankAdd_BF", foi seguida a metodologia já explicada 
anteriormente. 
De igual forma, ao conjunto de dados inicial, foi, numa segunda fase, aplicada a seleção de atributos 
baseada na correlação das variáveis, desta vez com a estratégia Genetic Search. A metodologia já 
conhecida foi aplicada, novamente, tendo por base, desta vez, os novos data sets "Bank_GS" e 
"BankAdd_GS".  
Na secção seguinte, as tabelas 11 a 18, apresentam os outputs obtidos para cada conjunto (treino e 
teste) de cada data set para cada uma das estratégias da seleção de atributos baseada na correlação 
das variáveis. 
5.6. RESULTADOS OBTIDOS 
5.6.1. Resultados obtidos antes da seleção de atributos 
Tal como referido anteriormente, a primeira etapa deste projeto recaiu sobre a aplicação dos 
algoritmos diretamente sobre os dois conjuntos de dados iniciais, "Bank" e "BankAdd", ou seja, sem 
qualquer seleção de atributos. 
As tabelas 7 e 8 apresentam os resultados obtidos para os conjuntos de treino e teste do data set 
"Bank". 
Os resultados diferem entre o conjunto de treino e o conjunto de teste. No conjunto de treino, os 
algoritmos pertencentes ao grupo dos Ensemble, apresentam valores bastante elevados, em alguns 
casos até perfeitos, para as diferentes medidas de qualidade, recaindo o grande foco sobre os 
algoritmos Random Trees e Random Forest. 
Analisando os resultados obtidos no conjunto de teste, os algoritmos com melhor qualidade para as 
diferentes medidas já não se centram apenas no grupo dos Ensemble, notando-se também valores 
elevados no grupo das Regressões. Desta vez o destaque recai sobre as Regressões Logit e sobre o 
algoritmo Bagging. 
 





Tabela 7 – Síntese dos resultados obtidos após a aplicação dos algoritmos sobre o conjunto de treino 
do data set “Bank”. Apresentação da média dos valores obtidos por cada uma das partições para 
cada medida de qualidade. 
 
Tabela 8 - Síntese dos resultados obtidos após a aplicação dos algoritmos sobre o conjunto de teste 
do data set “Bank”. Apresentação da média dos valores obtidos por cada uma das partições para 
cada medida de qualidade. 
 
À semelhança das tabelas 7 e 8, as tabelas 9 e 10 apresentam os resultados obtidos para os conjuntos 
de treino e teste do data set "BankAdd". 
Mais uma vez é possível observar a eficácia dos algoritmos pertencentes ao grupo dos Ensemble no 




No que diz respeito ao conjunto de teste, as atenções voltam-se a centrar nos algoritmos Ensemble e 
nas Regressões, mais concretamente nos mesmos algoritmos apurados no conjunto de dados "Bank", 
ou seja, as Regressões Logit e o algoritmo Bagging. 
Os resultados obtidos pelos autores Moro, Laureano, & Cortez (2011) serão apresentados mais à 
frente. No entanto, e adiantando desde já a medida de qualidade observada pelos mesmos, é de 
destacar que o algoritmo Bagging em ambos os data sets é o que obtém melhores valores para a 
medida de qualidade ROC.  
Tabela 9 - Síntese dos resultados obtidos após a aplicação dos algoritmos sobre o conjunto de treino 
do data set “BankAdd”. Apresentação da média dos valores obtidos por cada uma das partições para 
cada medida de qualidade. 
 
Tabela 10 - Síntese dos resultados obtidos após a aplicação dos algoritmos sobre o conjunto de teste 
do data set “BankAdd”. Apresentação da média dos valores obtidos por cada uma das partições para 





5.6.2. Resultados obtidos com a seleção de atributos: estratégia Best First 
Esta secção apresenta e extrai as principais conclusões relativas aos outputs obtidos na segunda fase 
do projeto, ou seja, quando as experiências foram realizadas após o redimensionamento da base de 
dados pela estratégia Best First. Os novos conjuntos de dados denominam-se por “Bank_BF” e 
“BankAdd_BF”, sendo o primeiro derivado do data set “Bank” e o segundo do data set “BankAdd”. 
Começando pela análise dos outputs obtidos com a aplicação dos algoritmos sobre o conjunto de 
dados “Bank_BF”, (Tabela 11 e Tabela 12) é percetível que, ao nível do conjunto de treino, o algoritmo 
Random Trees volta a marcar a diferença, apresentando valores quase perfeitos para todas as medidas 
de qualidade. O grupo dos Ensemble continua a ser, à semelhança do que se verificou com o conjunto 
de treino do data set “Bank”, o grupo com melhores valores para todas as medidas de qualidade. É, 
no entanto de destacar que, para o conjunto de treino, a seleção de atributos, não trouxe qualquer 
melhoria em termos de medidas de qualidade. 
 
Tabela 11 – Síntese dos resultados obtidos após a aplicação dos algoritmos sobre o conjunto de 
treino do data set “Bank_BF”. Apresentação da média dos valores obtidos por cada uma das 
partições para cada medida de qualidade. 
 
Analisando os resultados obtidos ao nível do conjunto de teste, mais uma vez os resultados não 
superam os obtidos antes da seleção de atributos. No que diz respeito aos algoritmos com melhor 
performance, notam-se valores de qualidade altos em quatro algoritmos (CART, ADTree, Naive Bayes 
e Logit), sendo que anteriormente à seleção de atributos, os valores mais altos estavam concentrados 
em dois algoritmos (Bagging e Logit). Relativamente à medida de qualidade ROC, o destaque recai 






Tabela 12 - Síntese dos resultados obtidos após a aplicação dos algoritmos sobre o conjunto de teste 
do data set “Bank_BF”. Apresentação da média dos valores obtidos por cada uma das partições para 
cada medida de qualidade. 
 
Passando à análise referente à seleção de atributos com a estratégia Best First sobre o data set 
"BankAdd" (Figuras 13 e 14) volta a ser destaque, ao nível do conjunto de treino, os valores obtidos 
pelo algoritmo Random Trees referentes a todas as medidas de qualidade. À semelhança do data set 
"Bank", no data set "BankAdd" os resultados obtidos no conjunto de treino com seleção de atributos 
através da abordagem Best First" não trouxeram qualquer melhoria em termos de medidas de 
qualidade. 
Tabela 13 – Síntese dos resultados obtidos após a aplicação dos algoritmos sobre o conjunto de 
treino do data set “BankAdd_BF”. Apresentação da média dos valores obtidos por cada uma das 







Relativamente ao conjunto de teste do data set "BankAdd_BF", os resultados, mais uma vez, não 
apresentam melhorias de qualidade face ao processo sem seleção de atributos, sendo o destaque ao 
nível da medida de qualidade ROC para as Regressões Lineares Simples (ficando atrás dos resultados 
obtidos através do algoritmo Bagging aquando da não seleção de atributos). 
 
Tabela 14 – Síntese dos resultados obtidos após a aplicação dos algoritmos sobre o conjunto de teste 
do data set “BankAdd_BF”. Apresentação da média dos valores obtidos por cada uma das partições 
para cada medida de qualidade. 
 
 
5.6.3. Resultados obtidos com a seleção de atributos: estratégia Genetic 
Search. 
Esta secção apresenta os resultados obtidos com a seleção de atributos com a estratégia Genetic 
Search. Os conjuntos de dados obtidos após o redimensionamento com esta abordagem denominam-
se por “Bank_GS” e “BankAdd_GS”, os quais foram apurados através dos data sets “Bank” e 
“BankAdd”, respetivamente. 
A primeira conclusão após a aplicação da estratégia Genetic Search na redução dos data sets, é a de 
que os resultados foram piores do que os resultados obtidos na aplicação dos algoritmos sem a seleção 
de atributos. 
Relativamente ao data set "Bank_GS" (Tabela 15 e Tabela 16) não existe qualquer evidência de 
melhoria de resultados face aos obtidos com o data set "Bank_BF". Os resultados são idênticos nos 
conjuntos de treino e teste e os algoritmos com melhor performance são exatamente os mesmos que 







Tabela 15 – Síntese dos resultados obtidos após a aplicação dos algoritmos sobre o conjunto de 
treino do data set “Bank_GS”. Apresentação da média dos valores obtidos por cada uma das 
partições para cada medida de qualidade. 
 
 
Tabela 16 – Síntese dos resultados obtidos após a aplicação dos algoritmos sobre o conjunto de teste 
do data set “Bank_GS”. Apresentação da média dos valores obtidos por cada uma das partições para 
cada medida de qualidade. 
 
No que diz respeito ao data set "BankAdd_GS", existe uma melhoria no conjunto de treino face aos 
resultados obtidos com o data set "BankAdd_BF" (Figura 17). Relativamente ao conjunto de teste 
(Figura 18) os resultados são semelhantes. No entanto, a estratégia Best First obteve resultados 
ligeiramente superiores aos obtidos com a estratégia Genetic Search. Nota-se ainda que na primeira 
estratégia, os melhores resultados estão concentrados em três algoritmos (CART, Regressões Lineares 
Simples e Logit) enquanto nesta última estratégia estão dispersos por quatro algoritmos (Percetrão 




mesmos valores com ambas as estratégias, sendo, no primeiro caso, obtidos pela Regressão Linear 
Simples e no segundo caso pelo algoritmo Bagging. 
 
Tabela 17 – Síntese dos resultados obtidos após a aplicação dos algoritmos sobre o conjunto de 
treino do data set “BankAdd_GS”. Apresentação da média dos valores obtidos por cada uma das 
partições para cada medida de qualidade. 
 
 
Tabela 18 – Síntese dos resultados obtidos após a aplicação dos algoritmos sobre o conjunto de teste 
do data set “BankAdd_GS”. Apresentação da média dos valores obtidos por cada uma das partições 
para cada medida de qualidade. 
 
5.6.4. Síntese dos Resultados 
Esta secção apresenta os algoritmos que nas mesmas experiências apresentadas anteriormente 




Adicionalmente, esta secção explora apenas os resultados referentes ao conjunto de teste de ambos 
os data sets, visto que é através das experiências com os conjuntos de teste que se obtém a 
confirmação da capacidade de generalização de um algoritmo. 
 
 
5.6.5. Análise comparativa de resultados 
Esta secção pretende analisar os resultados obtidos neste caso de estudo com os resultados obtidos 
pelos autores do estudo sobre o qual este projeto se baseia (Sérgio Moro et al., 2011). 
Figura 24 - Identificação dos melhores valores para cada uma das medidas de qualidade disponíveis, 
bem como a identificação do algoritmo responsável pelos melhores valores e ainda a identificação do 
data set base, isto é, sem seleção de atributos ("Bank") ou com seleção de atributos ("Bank_BF" ou 
"Bank_GS"). 
Figura 25 - Identificação dos melhores valores para cada uma das medidas de qualidade disponíveis, 
bem como a identificação do algoritmo responsável pelos melhores valores e ainda a identificação do 





Os autores em questão utilizaram três algoritmos nas suas experiências: Naive Baye, Decision Trees e 
Support Vector Machine. Podem-se identificar três fases distintas destas experiências: 
1. A primeira etapa incidiu sobre a identificação das variáveis a utilizar nas experiências, bem 
como no cruzamento com bases de dados internas, de forma a obter variáveis que melhor 
descrevessem os clientes. Posto isto, os três algoritmos foram aplicados à base de dados 
apurada mas apenas o algoritmo Naive Bayes conseguiu obter resultados, sendo que nos 
processos associados aos dois restantes algoritmos (DT e SVM) foi gerada falta de memória 
ou simplesmente não houve um término dos processos ao fim de determinado tempo; 
2. A segunda fase resultou do insucesso da primeira. Surgiu a necessidade de simplificar a base 
de dados reduzindo as possibilidades para os valores da variável target. Assim foram 
selecionadas apenas as observações referentes a contactos conclusivos, ou seja, os contactos 
que foram possíveis classificar como “sucesso” ou “insucesso”. Desta forma, além do 
algoritmo NB, também as Árvores de Decisão obtiveram resultados. Mais uma vez, o algoritmo 
SVM não conseguiu apurar qualquer resultado. 
3. A terceira e última fase prendeu-se com a redução das variáveis constantes da base de dados. 
Algumas variáveis, tal como o género, foram consideradas irrelevantes, facto que dificulta a 
execução dos algoritmos. À semelhança do presente projeto, os autores dividiram a base de 
dados em 20 partições, sendo as mesmas compostas por um conjunto de treino (2/3 das 
observações) e um conjunto de teste (1/3 das observações). Desta forma foram executados 
novamente os três algoritmos, sendo finalmente possível obter resultados através do 
algoritmo SVM. 
Para analisar a performance destes algoritmos, foram utilizadas duas medidas de qualidade: AUC (área 
por baixo da curva ROC) e ALIFT (área por baixo da curva LIFT). A Tabela 19 apresenta os resultados 






Fazendo a comparação com os resultados obtidos neste caso prático, e analisando apenas a medida 
de qualidade comum, ROC, chega-se à conclusão de que as experiências efetuadas apresentaram 
resultados comparáveis com os obtidos pelos autores. O algoritmo SVM no estudo dos autores foi o 
que apresentou uma melhor performance, apresentado o valor de 0,938 para a medida ROC. No caso 
de estudo deste projeto, os melhores resultados recaíram sobre o algoritmo Bagging, sendo que, no 
data set "Bank" e no data set "BankAdd" foram obtidos valores de 0,893 e de 0,930, respetivamente. 
Os resultados obtidos são comparáveis com os resultados dos autores, não sendo necessariamente 
piores. Há que ressalvar que os data sets utilizados não são exatamente os data sets utilizados pelos 
autores. É ainda necessário ter em conta que os resultados obtidos neste estudo resultam das médias 
derivadas das 30 partições não sendo possível identificar se os resultados publicados foram obtidos 
através da média das 20 partições. 




Neste estudo, apesar de não se terem melhorado os resultados já publicados, foram testadas várias 
técnicas para além das testadas pelos autores. Adicionalmente, este caso de estudo analisa a qualidade 
dos algoritmos através de cinco medidas de qualidade distintas. 
Foram ainda testadas duas formas distintas de seleção de atributos sobre os conjuntos de dados 
disponíveis. Os autores também aplicaram técnicas de redução de variáveis, tendo sido no entanto 
aplicadas numa fase anterior ao data set final que originou os subconjuntos para este caso de estudo. 
Ou seja, os data set utilizados neste projeto já se encontram redimensionados e talvez por isso a 
seleção de atributos aqui experienciada não tenha trazido melhoria de resultados. 
Fazendo uma última comparação com os resultados obtidos pelos autores, e desta vez ao nível da 
relevância das variáveis, as conclusões, mais uma vez, são semelhantes. 
Começando pela análise aos melhores resultados obtidos neste caso de estudo, o algoritmo Bagging 
identificou, no data set "Bank", como variáveis mais relevantes para a determinação da adesão do 
cliente ao depósito as variáveis que se encontram na Figura 26. A variável mais relevante consiste na 
duração da chamada. Quanto maior for a duração da chamada, maior será a tendência do cliente para 
aderir ao depósito a prazo. Em segundo lugar, surge o mês, indicando que os meses mais favoráveis à 
submissão do depósito são março, setembro, outubro e dezembro. Em terceiro lugar encontra-se o 
resultado da campanha anterior. Esta variável indica que a probabilidade de sucesso de uma campanha 
está diretamente relacionada com o resultado da campanha anterior. Assim, se um cliente aderiu ao 










Analisando os resultados obtidos pelo algoritmo Bagging no data set "BankAdd", surgem algumas 
variáveis em comum, como é o caso da duração da chamada, o emprego e o mês em que a chamada 
foi realizada. Relativamente à duração da chamada, as conclusões são as mesmas, quanto mais longa 
for uma chamada mais provável será o cliente aderir ao produto em causa. No que diz respeito à média 
trimestral do número de cidadãos empregados, quanto menor for o número de indivíduos 
empregados, maior será a probabilidade de um cliente aderir ao produto. No que diz respeito à 
Figura 26 - Ranking das variáveis com maior relevância no data set "Bank" aquando da aplicação 




profissão do cliente, clientes desempregados, reformados ou estudantes são mais propensos a aderir 










Os autores em estudo concluem, através dos resultados obtidos com o algoritmo SVM, como variáveis 
mais relevantes a duração da chamada, o mês em que a chamada é realizada e o número de contactos 
realizados na campanha anterior para um cliente. Seguem-se outras variáveis também identificada 
com relevância, sendo elas o número de dias que passaram desde o último contacto, o último contacto 
realizado e o primeiro contacto realizado. 
 
Figura 27 - Ranking das variáveis com maior relevância no data set "BankAdd" aquando da aplicação do 





Inerente a este trabalho encontra-se uma base de dados real, com origem num call center associado a 
um banco português, cuja existência se deve à venda de depósitos a prazo com juros favoráveis. 
O caso prático subjacente debruça-se, numa primeira fase, sobre a aplicação de catorze algoritmos de 
aprendizagem supervisionada sobre a base de dados referida e, numa segunda fase, na aplicação dos 
mesmos algoritmos sobre uma nova base de dados resultante do redimensionamento da base de 
dados inicial, através da seleção de atributos. 
Pretende-se, com este caso prático, comparar os resultados com os atualmente publicados pelos 
autores Sérgio Moro, Raul Laureano e Paulo Cortez (Sérgio Moro et al., 2011) e ainda identificar as 
variáveis que mais discriminam um potencial cliente do produto em questão. 
Após a realização das várias experiências propostas e embora os resultados obtidos não sejam 
superiores aos dos autores Sérgio Moro, Raul Laureano e Paulo Cortez, conclui-se que os algoritmos 
utilizados estão em linha com os resultados apurados pelos mesmos. 
Começando pelos resultados obtidos através dos algoritmos sem qualquer seleção de atributos, 
existem diferenças ao nível do algoritmo com melhor performance. Enquanto no estudo em 
comparação o algoritmo que apurou resultados superiores foi o SVM, no presente estudo e com ambas 
as bases de dados, o melhor algoritmo, com resultados consistentes, foi o Bagging. 
A seleção de atributos, que visa potenciar os resultados obtidos, ficou aquém dos resultados anteriores 
à mesma, talvez derivado do facto das bases de dados disponíveis terem sido anteriormente sujeitas 
à remoção das variáveis menos relevantes. É de destacar, no entanto, que o número de observações 
corretamente classificadas mostrou-se superior nas experiências com seleção de atributos. Ainda 
tendo em conta a redução da base de dados, destaca-se o apuramento de melhores valores na técnica 
Best First, quando comparada com a técnica Genetic Search. 
Muito embora as bases de dados disponíveis não sejam as utilizadas pelos autores mencionados, 
sendo apenas amostras das mesmas, os resultados obtidos apresentam semelhanças ao nível das 
variáveis mais discriminantes, sendo quase todas elas coincidentes. Torna-se assim oportuno e 
relevante mencionar que apesar de neste projeto não se ter apostado na parametrização dos 
algoritmos, a mesma, definida pelo WEKA, não invalidou os resultados obtidos, tal como se pode 
verificar pelas variáveis classificadas como mais discriminantes. É de acrescentar ainda a eficácia e 
simplicidade do WEKA aquando da utilização e implementação dos algoritmos e da disponibilização 
dos resultados. 
Importa ainda salientar a semelhança de resultados obtidos ao nível das várias medidas de qualidade 
dos algoritmos. Em geral, os algoritmos são consistentes na qualidade apresentada nas várias medidas. 
Dado que foram experienciados vários tipos de algoritmos, é relevante destacar que os algoritmos 
pertencentes aos Ensembles produziram melhores classificações. 
Por fim, é importante destacar que as diferenças ao nível das bases de dados e da parametrização dos 




deste estudo serem inferiores aos resultados do estudo em comparação, não significa que os primeiros 
resultados sejam, necessariamente, piores do que os segundos.  
 
6.1. LIMITAÇÕES E RECOMENDAÇÕES PARA TRABALHOS FUTUROS 
O presente trabalho respondeu às questões centrais levantando, no entanto, alguns pontos que 
podem ser aprofundados. 
O primeiro ponto incide sobre a parametrização dos algoritmos. Neste projeto, tal como referido, 
foram utilizadas as definições inerentes aos algoritmos disponibilizados pelo WEKA. No entanto, e 
apesar de não serem considerados descabidos os resultados obtidos, não se exclui a hipótese de que, 
com outro tipo de afinamento, os algoritmos apresentados poderiam apresentar melhores resultados. 
O segundo ponto recai sobre a aplicação da seleção de atributos. Existem várias formas de 
redimensionamento da base de dados, sendo que, algumas delas poderão melhorar os resultados 
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