The spectral approach is used to examine the wave dispersion in linearized bond-based and state-based peridynamics in one and two dimensions, and comparisons with the classical nonlocal models for damage are made. Similar to the classical nonlocal models, the peridynamic dispersion of elastic waves occurs for high frequencies. It is shown to be stronger in the state-based than in the bond-based version, with multiple wavelengths giving a vanishing phase velocity, one of them longer than the horizon. In the bond-based and state-based, the nonlocality of elastic and inelastic behaviors is coupled, i.e., the dispersion of elastic and inelastic waves cannot be independently controlled. In consequence, the difference between: (1) the nonlocality due to material characteristic length for softening damage, which ensures stability of softening damage and serves as the localization limiter, and (2) the nonlocality due to material heterogeneity cannot be distinguished. This coupling of both kinds of dispersion is unrealistic and similar to the original 1984 nonlocal model for damage which was in 1987 abandoned and improved to be nondispersive or mildly dispersive for elasticity but strongly dispersive for damage. With the same regular grid of nodes, the convergence rates for both the bond-based and statebased versions are found to be slower than for the finite difference methods. It is shown that there exists a limit case of peridynamics, with a micromodulus in the form of a Delta function spiking at the horizon. This limit case is equivalent to the unstabilized imbricate continuum and exhibits zero-energy periodic modes of instability. Finally, it is emphasized that the node-skipping force interactions, a salient feature of peridynamics, are physically unjustified (except on the atomic scale) because in reality the forces get transmitted to the second and farther neighboring particles (or nodes) through the displacements and rotations of the intermediate particles, rather than by some potential permeating particles as on the atomic scale.
Introduction
Peridynamics is a recently promulgated radically new nonlocal theory of solid mechanics with an intriguing new name. 2 It eschews Cauchy's concept of stress and strain and is based on central force interactions between material points at various finite distances 3 [e.g., Refs. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . The novel idea of peridynamics [13] is to perform the nonlocal spatial (weighted) averaging over displacement differences, whereas in the classical nonlocal damage model [19] [20] [21] [22] [23] , the averaging is performed over inelastic strains or over a scalar softening parameter that depends on the displacement derivatives. The introduction of nonlocality into the continuum model is essential for preventing spurious localization of softening damage [19] . On the other hand, an artificial or excessive nonlocality introduced into elasticity may raise challenging questions when compared to the nonlocal damage model, especially with respect to wave dispersion, material property characterization, and numerical discretization.
This study is focused on the wave dispersion properties. Silling [13] , and Weckner and Abeyaratne [24] , obtained a general expression for the dispersion relation of the bond-based peridynamic continuum and evaluated the expression by using different types of micromoduli. Zimmermann [25] compared the dispersion behavior of discrete bond-based peridynamic networks based on intermolecular forces with classical gradient and integral type nonlocal continua. For integral-type nonlocal elasticity and for various gradient formulations, the dispersion relation was studied, e.g., by Jir asek [26] . However, a comprehensive investigation of the various versions of peridynamics is still lacking.
This work analyzes the wave propagation behavior obtained from the continuous and discrete descriptions for both bond-and state-based peridynamics. The effects originating from the discretization of continuum peridynamics are isolated from the effects of the governing laws of the different peridynamic formulations. A comparison with the classical nonlocal continua is also provided. The main objectives of this study are fourfold:
(1) Analytical examination of the wave dispersion properties of linear peridynamics; (2) Comparison of peridynamic continuum to the earlier continuous nonlocal models for quasibrittle materials [19] [20] [21] [22] [23] [27] [28] [29] [30] [31] [32] [33] (although comparisons to the extensive work on lattice particle models for quasibrittle materials [e.g., Refs. [34] [35] [36] [37] are beyond the present scope); (3) Comparison of important metrics such as critical time step, numerical error as well as rate of convergence of the discrete peridynamic formulations with classical numerical methods, such as finite difference schemes and the finite element method. (4) Discussion of some problematic or improvable physical aspects of the current forms of peridynamics.
The wave dispersion analysis will pursue an approach similar to that used earlier for spurious wave reflection in nonuniform finite element meshes [38, 39] and for the original nonlocal models of distributed damage [40] (see also p. 926 in Ref. [27] ).
2 Overview of Peridynamic Continuum Models 2.1 Bond-Based Peridynamics. The continuum limit of a discrete (bond-based) peridynamic network [13] is a special kind of a nonlocal continuum defined at every point X by the following equation of motion [9, 14] : q X ð Þ€ u X; t ð Þ ¼ F X; t ð Þþ b X; t ð Þ
where F X; t ð Þ ¼ ð V f u X S ; t ð ÞÀ u X; t ð Þ; X S À X; t ½ dV (2) where X; X S ¼ Lagrangian coordinate vectors of paired continuum points, u; u S ¼ displacement vectors of these points, t ¼ time, q ¼ mass density, V ¼ nonlocal averaging domain bounded by a horizon radius, d (or briefly "horizon"), b ¼ distributed body force, F X; t ð Þ¼ elastic resisting force, and f ¼ force density transmitted by the nodal pair to point of coordinate vector X in the undeformed state, called the "pairwise response function," whose dimension is N/m 6 , N/m 5 , or N/m 4 , respectively, for threedimensional (3D), two-dimensional (2D), and one-dimensional (1D) continuum. Force f is calculated as [9, 14] (Fig. 1) f u S À u; X S À X; t ð Þ ¼ C X S À X ð Þ s u S À u; X S À X; t ð Þ n u S À u; X S À X; t ð Þ
where u S ¼ u X S ; t ð Þand u ¼ u X; t ð Þ;
Here C X S À X ð Þis a specified material property called micromodulus which has the same dimension as f (although these dimensions have been perfectly justified mathematically, it is strange from the physical viewpoint that the material stiffness needs to be fundamentally characterized by quantities of typical dimensions such as N/m 6 in 3D).
State-Based Peridynamics.
The state-based version of peridynamics, developed by Silling et al. [15] , brings about a significant improvement in the material modeling capability. In this version, an effective strain tensor is constructed from dyadic products of all the pairwise force vectors emanating from a node. The use of tensors circumvents the Poisson ratio restrictions of bondbased peridynamics (1/4 in 3D, 1/3 in 2D) and allows using the standard tensorial constitutive relations (as well as the microplane models). The average of the displacement differences over all the pairs is used to approximate the displacement derivative, which was shown in Ref. [18] to coincide, for uniform grids, with the socalled Lanczos derivative (a particular case of the reproducing kernel approximation [41] ). Connection to other mesh-free methods was elucidated by Bessa et al. [18] .
In state-based peridynamics, with correspondence to classical constitutive laws, the conservation of linear momentum equation is formulated as [15] q X ð Þ€ u X; t ð Þ ¼
where a X S À X ð Þis the weight function, typically used in the peridynamics literature as the window (or separator) function, and K X ð Þ is the so-called shape tensor
and where the stress at each point of the peridynamic continuum is obtained from the constitutive law for that material, r X; t ð Þ r F def X; t ð Þ ð Þ , applied to the nonlocal deformation gradient tensor, which is
This tensor is substituted into the aforementioned constitutive law giving r, which is then substituted into Eq. (6) . Here the lower case x and x S are used to indicate the current positions of the points whose reference positions are X and X S , respectively.
Wave Propagation in Peridynamic Continuum
Wave propagation problems are often used as a probe to examine the behavior of various mechanical models. If the models are nonlocal or inelastic, they introduce dispersion. Comparing the dispersion relations of such models then becomes a useful way to distinguish the effect of the different parameters and formulations.
In this section, we present 1D dispersion relations for wave propagation in peridynamic continua, as well as a comparison with classical nonlocal models. Multidimensional analyses are also presented when appropriate but, since the results are similar to the 1D analyses, the detailed derivations are relegated to Appendices A and B. Note that the dispersion relations presented in this section are valid only for continua. To solve the continuum governing equation, one must discretize it both in time and space. After discretization, additional dispersion and nonlocal effects are introduced. Their consequences will be discussed in Sec. 4 
where X may be replaced by x when small deformations are considered; i ¼ imaginary unit (i 2 ¼ À1), v ¼ phase velocity [e.g., Ref. 42] , and j ¼ wave number (or spatial frequency) ¼ number of wavelengths within length 2p (jv ¼ x ¼ circular frequency which, in classical elasticity, is proportional to j as v is constant). Note that the expression in Eq. (9) is a complex form of the harmonic solution. To recover the real solution, the fundamental complex solutions must appear in pairs with their complex conjugate a e Àij XÀvt ð Þ . In other words, we admit that both j and x could be negative numbers. In signal processing, x is also called phasor, and its absolute value jxj is the angular frequency that can be measured in experiments.
3.1 Waves in Bond-Based 1D Peridynamic Continuum. Consider now the special case of Eq. (1) representing an infinite 1D elastic nonlocal peridynamic continuum. If the deformations are small, the equation of motion at any point X may be written as
For convenience, we use again the previously introduced separator (or window) function, which is in 1D defined as
This function separates from the rest of the body the nonlocal domain within the horizon, which, in 1D, constitutes the interval Àd; d ð Þ. Equation (10) can be simplified by introducing a convenient change of variables n ¼ X S À X, and by splitting the integration to eliminate the absolute values in the integrand, bearing in mind that for X S > X we must have X S þ u S > X þ u, and for X S < X we must have X S þ u S < X þ u (which means that the material point initially located at X cannot pass through the material point that is initially located at X S ).
After some algebra, Eq. (10) can be written as
The macroscopic elastic (Young's) modulus in standard elasticity can be related to the micromodulus C n ð Þ in Eq. (13) by means of energy equivalence
Based on dimensional analysis, E ¼ k e Cd 2 where C is the average of C n ð Þ and k e is some dimensionless constant. Upon substitution of Eq. (9) into Eq. (13), one finds that time t and amplitude a can be eliminated, and one gets
Since C n ð Þsin jn=jnj is an odd function, and the domain is symmetric, the last integral vanishes. The square of the phase velocity can then be expressed as
It can be shown that the elastic limit can always be recovered if the micromodulus satisfies (14) . Starting from Eq. (16) and approximating cos jn by 1 À jn ð Þ 2 =2
we see that the last integral corresponds to the elastic modulus E, given by Eq. (14) . So the elastic limit for a shrinking horizon, d ! 0, is verified for an arbitrary micromodulus C n ð Þ that satisfies Eq. (14)
Particular solutions for Eq. (16) can be found for specific micromodulus C n ð Þ. For example, considering a uniform micromodulus C n ð Þ ¼ C, we can evaluate Eq. (16) and obtain
where c % 0:577216 ¼ Euler gamma constant, and Ci is the "cosine integral" function, defined by
For 2D bond-based peridynamic continuum with a constant micromodulus C n; g ð Þ ¼ C, similar dispersion relations for inplane dilatational plane waves can be derived. Since the horizon in 2D becomes a disk, the integral over the horizon is evaluated numerically, and the result is given together with the 1D dispersion curve in Fig. 2 . The derivation of this result is given in the Appendix A. Figure 2 presents the phase velocity of 1D bond-based peridynamics (solid line) given by Eq. (16) 
where n ¼ X S À X was introduced as before. The shape tensor gives the same scalar value at every point
where the separator function a n ð Þ is defined as before, in Eq. (12) . The nonlocal deformation gradient at two different points X and X S is defined by
where g ¼ X R À X S . Evaluating the above results for the harmonic wave considered previously, Eq. (9), we can obtain the phase velocity as a function of the wave number, as done previously for the bond-based case. Recall that the small strain measure,
Þ À I, can be used to compute the stress in Eq. (21) because we are dealing with a linear elastic problem. Hence, according to Eqs. (23) and (24), the small strain at the two different points is obtained as (27) from which the stress at the two respective points is simply obtained by Hooke's law r ¼ Ee, leading to the following simplification of Eq. (21) (neglecting the body force):
This equation can further be simplified to determine the phase velocity using the harmonic wave given by Eq. (9)
where L is the number of wavelengths L per horizon d, defined in Sec. 3.1 as L ¼ jd=2p. This result is shown in Fig. 3 . Again, the result of 2D analysis similar to this case is derived
where J 2 x ð Þ is the Bessel function of the first kind. In addition, the comparison with the dispersion relation of bond-based peridynamics is shown in Sec. 3.3.
Comparison of Bond-and State-Based Peridynamic
Continua. Sections 3.1 and 3.2 derived different dispersion relations for bond-and state-based peridynamic continua (see Eqs. (19) and (29)). Figure 4 shows these phase velocities as a function of the number L of wavelengths L per horizon d. According to this plot, both peridynamic continua are dispersive, as can be seen by the deviations from the elastic wave speed v 0 . The figure shows that the phase velocities are real for all wave numbers j, but decrease with L and tend to 0 as L ! 1 (at constant q; d, and C or E). As already mentioned, the limit of vanishing horizon, d ! 0, corresponds to the standard elastic continuum for both formulations of peridynamics. High values of L ¼ jd=2p correspond to short wavelength waves and small values to long ones. The maximum value of L in the plot is 2, considering that wavelengths shorter than twice of the horizon are not captured for the most common case of d ¼ 3h, where h is the nodal spacing.
Observing Fig. 4 , it is clear that state-based peridynamics is much more dispersive than the bond-based formulation because the phase velocity in state-based peridynamic continuum drops much faster and can be negative for some L (see the shadow in Figs. 4 and 5). Furthermore, in state-based peridynamics, the phase velocity vanishes for a series of wave numbers, representing zero-energy deformation modes.
Peridynamics is intended to tackle mainly the problems of fracture, where the stress, strain, and displacement fields can have strong discontinuities. The dispersion relation of state-based peridynamics indicates that its behavior may be undesirable when analyzing wave propagation in real solids, especially when the stress waves have shock fronts close to Heaviside step function, in which case the components of high wave number have relatively large amplitudes when compared to well-behaved functions. Thus the strong dispersion may lead to a large error. Figure 5 shows the dispersion diagram obtained for both formulations by evaluating the normalized circular frequency v þ L as a function of L .
Comparison
With Classical Nonlocal Models. Particularly interesting is a comparison of peridynamics to the classical nonlocal models for softening damage. The first nonlocal models formulated in the 1960s [43] [44] [45] [46] [47] [48] (cf. [33] ) were intended for continuum smoothing of heterogeneous microstructure in elasticity and, later, in hardening plasticity. In the first version of a nonlocal model with softening damage, proposed in 1984 in Refs. [19] and [20] , the nonlocal concept was exploited as a localization limiter for finite element computations. We begin by this version and then discuss its 1987 revision.
Original Nonlocal Model for Softening Damage.
The incremental small-amplitude linearization of the original 1984 nonlocal model for softening damage [19, 33] uses the constitutive law
where is nonlocal strain, a s ð Þ is nonlocal weight function, r and are understood as small increments from the initial damaged state, and E is the tangential modulus; also, we replace X with x.
The limit of the original nonlocal model for vanishing length l of the nonlocal averaging region is obtained by setting a s ð Þ ¼ ld s ð Þ where d s ð Þ ¼ Dirac delta function. This limit recovers local elasticity
Substituting Eq. (31) and the harmonic wave component u ¼ a e ij xÀvt ð Þ into the equation of motion q€ u ¼ @r=@x, one obtains, after rearrangements
Here, v 0 is the phase velocity of local elastic continuum and a j ð Þ is the Fourier transform of nonlocal weight function a s ð Þ. The effective nonlocal characteristic length l is defined so that the areas under a r ð Þ and under the rectangle of width l and height 1 be equal (note that in the 2D or 3D generalizations, the equivalent rectangle is replaced by a uniform weight over a circle or sphere).
It was shown [27, 40] that to allow propagation of harmonic waves of any frequency and prevent zero-energy modes of instability,â j ð Þ must be positive for all j (cf. [40] or [27, Eq.13.10.14]). This excluded in 1984 the use of rectangular and triangular distributions of a s ð Þ, although superimposing a Dirac delta function at s ¼ 0 worked, and was modeled by element imbrication with an elastic overlay [40] ). We consider here another acceptable and frequently used choice for a s ð Þ [40] , namely, the Gaussian distribution
where s d is the standard deviation. If a s ð Þ is Gaussian, thenâ j ð Þ is also Gaussian, i.e.,â
In nonlocal averaging models, the characteristic size l of the averaging domain is usually considered to be the size of a domain with uniform weight that gives the same area or volume under the weight function a s ð Þ. For the Gaussian distribution, this gives
The relation between the horizon, d, and the characteristic size, l, of the averaging domain depends on the criterion chosen. As a reasonable criterion, we may require the classical 1984 nonlocal averaging model to have the same dispersion properties as the bond-based peridynamics. This is achieved, in 1D, approximately for
The phase velocity given by Eq. (33) for d ¼ 2l is plotted in Fig. 6 . The figure demonstrates that the original 1984 nonlocal averaging model and the bond-based peridynamics (which is equivalent in 1D) have similar dispersion relations.
The state-based peridynamics is much more dispersive, as already discussed.
Calculations show that the elastic behavior of the 1D bondbased peridynamics and of the 1D original 1984 nonlocal model can be made identical by a proper ratio of s d and d.
Both peridynamic formulations and the original 1984 nonlocal model have a common feature that should be regarded as unrealistic: They do not distinguish, and cannot independently control, the wave dispersion due to elastic heterogeneity and to softening damage or distributed fracturing. This prompted in 1987 the rejection of the original model, as explained next.
Nonlocal Softening Damage With Local Elastic Strain.
For some simple but convenient weight functions, particularly the rectangular one, the Fourier transform in Eq. (33) is nonpositive, which allows zero-energy periodic modes of instability (see Refs. [49] and [27, Eq.13.10.14]). The imbricate approximation, used to overcome this problem [20] , led to programming complexities (and did not allow the damage stress to soften to zero). For this reason, the original nonlocal damage model was abandoned and, in 1987, a new nonlocal model was introduced [21] [22] [23] . In that model, elasticity can be local, unless nonlocality is introduced separately, while the damage is independently nonlocal, which suffices to prevent strain localization into a zone of zero volume.
The 1D linearized small-amplitude incremental (or tangential) constitutive equation for a domain of initially uniform inelastic state may be most simply written as for 1 (38) where r and here represent small increments from the initially uniform inelastic state (positive increments, since unloading follows a different tangent modulus). The strains, , defined by displacement derivatives (gradients), are assumed to be positive since negative strains (unloading) follow a different modulus E. The stress-strain law is, for sake of simplicity, assumed to be bilinear, with 1 ¼ elastic limit and E ¼ initial elastic modulus, D ¼ hardening modulus if it is non-negative, and softening modulus if it is negative (for simplicity, we neglect the rate dependence of E, and particularly the fact that a sudden big rate increase can revert the effective E from negative to positive [50] ). If the material is in the elastic range ( 1 ), and if no material heterogeneity is considered, the phase velocity v is independent of the wave number, j, as in a classical elastic continuum (i.e., the plot of v versus j is a horizontal line, as in Fig. 6 ). If the material is in the inelastic range, regions with different moduli E and D inevitably develop. Then the wave dispersion occurs due to the switching of incremental stiffness between E and D. An exception is a purely unloading wave, which is the same as a wave in the elastic regime because the incremental modulus for unloading is E at all points.
3.4.3 Weakly Nonlocal Models. These are gradient-type models whose limiting elastic case is in 1D most simply epitomized by
where is the weakly nonlocal strain and, in one dimension,
Substituting this, and ¼ du= dX and u ¼ a e ij XÀvt ð Þ , into the foregoing equation of motion,
we find that amplitude a and the exponentials cancel out and we get
Note that the wave dispersions due to elastic heterogeneity and to inelastic behavior cannot be independently controlled. Also note, for x < v 0 =2l, there are two different phase velocities, both real and nonzero, whereas for x ! v 0 =2l, the velocity v becomes complex. These are abnormal properties, which are one reason why this weakly nonlocal model fell in disfavor. This explains why the only nonlocal models for softening damage that are implemented in commercial codes are the ones based on Eq. (38) and on the crack band model [51] , which also exhibits local elastic strain (used, e.g., in commercial codes ATENA, DIANA, and SBETA, and in the open-source code OOFEM).
In addition, note that the crack band model [e.g., Ref. 32] , which is in practice a widely used alternative to damage nonlocality, has the advantage of unambiguous boundary conditions. It avoids the problem of nonlocal averaging domain that protrudes through the boundary or interface.
Wave Propagation in Discrete Peridynamic Networks
4.1 Effect of Discretization on Nonlocality, Dispersion, and Aliasing. Numerical dispersion is a common phenomenon and major cause of error in numerical methods, such as the finite element method (FEM) and finite difference method (FD). In computational mechanics, these classical methods are used to solve dynamic problems of the form:
where r ¼ E : $u ð Þand E ¼ tangential moduli tensor. Note that, for uniform E, this governing equation is nondispersive, and only after discretization it becomes dispersive. The discretization often generates heterogeneity and inherent nonlocality because the mass is lumped at discrete points and these points are forced to interact with other nodes that lie at a finite distance. Thus the discrete system is intrinsically dispersive. Intuitively, the influence induced by discretization becomes negligibly small as the mesh is refined. So, we see that the discretization inevitably leads to numerical dispersion.
In nonlocal models, the nonlocality is imposed deliberately, making the continuum dispersive in its nature, as observed in Section 3. However, in order to solve the governing equations numerically, they must be transformed into a discrete form, which inevitably introduces additional nonlocality and dispersion.
Once the continuous equation is discretized into a finite number of (N) nodes or particles in space. The system has only a finite number (N) of degrees of freedom, the spatial operator on u in the continuum equation of motion, Eq. (42), becomes an N Â N matrix L, and the displacement field, u x ð Þ, becomes an N Â 1 column vector u. Since this operator must be self-adjoint, its discrete form L must also be symmetric regardless of the boundary conditions. Thus, its eigenvalues are all real-valued and the multiplicity of each eigenvalue must add up to N. In other words, there are at most N distinct eigenvalues (wave numbers) that the discrete system can represent.
Thus, even though we could have a continuous phase velocity curve from the Fourier analysis, the real phase velocities represent only a finite number of points sampled from the curve. In addition, the minimum wavelength that the system can represent, or the resolution of the system, is 2h (at least one trough and one crest in the wavelength), and so the maximum absolute value of wave number jj max j is p=h, which is fully determined by the particle size h (or nodal spacing). This means that the N wave numbers of the system must fall in the range Àp < jh < p.
The higher wave number components that fall outside this range will be represented as lower wave number components inside the band, which is called aliasing. For instance, if a signal u x j ð Þ ¼ e ij0xj ¼ e ij0 jh ð Þ satisfies À p < j 0 h < p, then other signals whose wave numbers satisfy the condition jh ¼ j 0 h þ 2mp; m ¼ 61; 62; ::: will end up with wave numbers that are exactly the same as u x j ð Þ after sampling. Since a signal can be represented by the system only if its wave number falls in the unique region Àp < jh < p, it is, in signal processing, called the reconstruction zone or, in solid state physics, the Brillouin zone. Therefore, in order to show the dispersion relation and phase velocity of various discrete models, one should always plot the curves that fall in the reconstruction zone.
Discretized
Bond-Based Peridynamics. In practice, peridynamics is always used in the discrete form. As the node network is refined, the discrete system converges to the nonlocal peridynamic continuum. Consider the horizon that spans, in 1D, the interval (Àd; d) to be subdivided by n ¼ k þ l þ 1 nodes of coordinates X m (m ¼ Àk; Àk þ 1; :::; 0; 1; 2; :::; l), which, in general, need not be equally spaced. Let the distance between two adjacent points be given by h s ¼ jX sþ1 À X s j and let the points be ordered such that X mþ1 > X m . Then, the spatial discretization of Eq. (13) within the horizon of point X 0 for a uniform micromodulus and a zero body force becomes
where n m ¼ X m À X 0 and a n m ð Þ ¼ 1 within the horizon. Note that, for a uniform spatial discretization, we have n m ¼ mh.
Considering the same plane wave as before
we find the phase velocity to be
The imaginary part of the wave velocity was canceled out, also due to symmetry. Figure 7 shows the dimensionless phase velocities obtained for the 1D peridynamic model with uniform micromodulus considering the total number of points within the horizon, n ¼ 5. Different from the continuous case, the independent variable v is defined as jh=2p, which represents the number of wavelengths per particle.
This choice is implied by the fact that the particle (or nodal) spacing, h, decides the resolution of the system, instead of the horizon d. From the figure, it can be seen that the phase velocity is more than 20% higher than the classical elastic wave propagation speed for large wavelengths, and only converges to the same value if a large number of points n within the horizon is considered (this is the so-called d -convergence, in which the curve tends to be the continuous one). This means that a numerical simulation of wave propagation using bond-based peridynamics is not only dispersive (forming a wave behind the wave front) but also leads to the 
In addition, from Eq.
From Eq. (49), one can see that jv=v 0 j is 0 for jh ¼ 2p. Similar cutoffs for wavelengths or frequencies occur, of course, for all discrete methods, including the finite element methods [e.g., Ref. 38, 39] and finite difference methods. The dispersion diagram (i.e., w=w 0 versus v) is also shown in Fig. 8 . Note that w 0 is the natural frequency of the particles and
, where k 0 and m 0 are the spring constant and particle mass, respectively.
State-Based Peridynamics. State-based peridynamics was fundamentally analyzed for uniform grids in Ref. [18] . For these grids with spacing h m ¼ h, for all m, the discretization of Eq. (6) considering the window function in Eq. (12) and a number n of points within the horizon d leads to the following shape tensor [18] :
which is the same at every point. This can be used for discretizing the nonlocal deformation gradient given by Eq. (8)
where the notation x m þ indicates the current position of the m th point to the right of point X, and x m À the m th point to the left (both points being at the same reference distance from X). The foregoing expression can be rewritten as a function of the displacement u of the points, instead of their current position x.
The discretization of the conservation of linear momentum equation (6) , with the body force neglected, follows then from the foregoing results (recall that K is the same at every point for uniform grids):
For a linear elastic material with Young's modulus E, the stress at each point of the above equation is given by
Considering the displacement in the plane wave in Eq. (9), and calculating the stress at each point from Eqs. (54) and (55), Eq. (53) for the conservation of linear momentum leads to the following phase velocity:
which, upon considering that v 0 ¼ ffiffiffiffiffiffiffiffi E=q p , can be rewritten as a dimensionless phase velocity that is a function of the dimensionless wave number jd Figure 9 shows the phase velocity when the number of grid points within the horizon is the same as in the bond-based case (n ¼ 5).
Comparing Fig. 9 with Fig. 7 , one can see that, even though the velocity envelope shows nonzero phase velocity after v ¼ jh=2p ¼ 0:5 or k ¼ 2p=j ¼ 2h, the actual velocity drops, for the discretized state-based formulation, to zero at that point. Thus, the dispersion error due to numerical discretization is much larger than in the bond-based case. Figure 10 presents the circular frequency for the same grid.
Furthermore, from Eq. (56), one can see that v ¼ 0 at v ¼ 0:5 is true for any m. So, we must conclude that the state-based peridynamics, unlike bond-based, acts as a very effective filter for the high-frequency stress waves. This is in agreement with the fact that the state-based peridynamics approximates derivatives via the so-called Lanczos differentiators, which are used in digital filters [53] , as pointed out by Bessa et al. [18] . [54] , the peridynamic continuum can be discretized into the following form:
Convergence of Peridynamics

Spatial Numerical Error of Peridynamics. As suggested by Silling and Lehoucq
where the second derivative of € u is discretized by the secondorder central difference scheme.
Again, consider the 1D wave propagation problem, where 
This is very similar to the second-order central difference discretization (with a 3-point stencil) of the two-way wave equation € u ¼ c 2 0 u 00 , except that the phase speed is replaced by 2c 0 = ffiffi ffi 3 p . Similarly, for the cases where m > 1, the right-hand side of Eq. (59) is just a linear combination of the discrete second derivative (Laplacian) operator. After expanding the expression, one realizes the similarities to the central difference scheme with a 2m þ 1 ð Þ À point stencil. In this regard, note that the horizon in peridynamics serves as the counterpart of the stencil in finite differences.
It is interesting to note that a finite difference (FD) scheme with a 2m þ 1 ð Þ À point stencil always has 2m ð Þ th -order accuracy (i.e., the error e $ O h 2m ð Þ ), while the bond-based peridynamics for a general micromodulus is always only second-order accurate because of the influence of the micromodulus. The micromodulus can be chosen as either uniform or as any other positive, symmetric, and compactly supported function as long as it does not lead to instability. Choosing a different micromodulus affects the coefficients C js for u n jþs and u n jþs , leading to values that are in general not the same as in the finite difference scheme.
From a purely numerical standpoint, these new coefficients enhance dispersion but they also affect the convergence rate. This means that, for approximation of the local behavior, peridynamics is less efficient than the finite difference method.
Nevertheless, the fixed combination of coefficients that are defined in the finite difference schemes appears to be the only ones that can guarantee 2m ð Þ th -order accuracy. So, if these coefficients are different, the scheme is limited to second order accuracy due to the (1, À2, 1) coefficient combination on the right-hand side of Eq. (59) . For the state-based peridynamics, the same conclusion can be reached because of the arbitrariness of the aforementioned micromodulus. A comparison is given below for the bond-based peridynamics model (5 points within the horizon) and the central difference scheme with a 5-point stencil. The fourth-order central difference scheme reads
For the bond-based peridynamics with a 5-point horizon, and constant micromodulus (second-order)
Comparing Eq. (61) and Eq. (62), one can see that, to have the fourth-order accuracy, u n jþ2 and u n jÀ2 must have coefficient À1, i.e., the micromodulus C x À n ð Þ would have to be negative for some jnj < d so as to cancel out part of the nonlocality. However, this is not physically justifiable and could possibly lead to instability. The most commonly used micromoduli are either constant (uniform) or cone-shaped functions, which are all positive within the horizon. So, the peridynamic formulations (both bond-based and state-based), cannot be more than second-order accurate in space.
In applications, usually there are 5-11 nodes in the horizon m ¼ 2 $ 5 ð Þ . The foregoing analysis shows that, in the elastic range, the bond-based peridynamics can be regarded as a modified finite difference scheme that runs in each time increment at the computational cost of a 2m ð Þ th -order scheme, but has only second-order accuracy. This explains why peridynamics is slower than traditional computational methods such as the finite difference method or the finite element method.
Temporal Error of Peridynamics and Its Coupling With
Spatial Error. The most common way to discretize € u is, upon second-order central differencing
The theory of discrete-time dynamical systems shows that this scheme is nondissipative in time and all the numerical errors come from dispersion. Combining the spatial error from Sec. 4.4.1, the error of peridynamic schemes can be expressed as
where A and B are constants. Thus, we can fairly say that the error (not efficiency) of peridynamic schemes is similar to finite difference schemes that are second order in space and time (2-2 schemes).
Numerical Experiments.
To illustrate the dispersion of peridynamics, a numerical experiment in MATLAB has been conducted. Suppose there is an elastic bar with one end (x ¼ 0) free and the other one (x ¼ 1) fixed. Young's modulus and crosssectional area are 200 GPa and 10 À4 m 2 , respectively. The initial displacement field is chosen as an aperiodic rectangular wave (see Fig. (11(a) )) and the initial velocity is zero. The horizon d is chosen as 2.5 h, where h is the particle length created by discretization.
One can see that the horizon will change when we refine the mesh, and so this corresponds to the so-called m -convergence (if we leave aside the point that the horizon in an internal material length which should not be adjusted when the mesh is changed).
Finally, the space and time are discretized from the bond-based peridynamics by Eqs. (62) 
After t ¼ 0, one would expect that the initial square wave would split into two parts that look almost the same but propagate in opposite directions. One moving to the left, which would hit the free end and reflect (with no change in sign) to the right, and the other moving to the right, which would hit the fixed end and reflect to the left (with a change in sign). To compare the results for various time increments Dt, the simulation is stopped at t ¼ 1 Â 10 À4 s 0:1 ms ð Þ. At this moment, the left-moving wave has already been reflected to the right, following the right propagating one, and the right-moving wave has not hit the fixed end yet. The results are shown in Figs. 11(b)-11(d) .
From Figs. 11(b) and 11(c), Gibb's effect is observed at the wave front and the numerical error is manifested by dispersion (long bumpy tails of the main waves). Note that for common 2-2 FD schemes, the spatial and temporal errors cancel each other when they run very close to the critical time step (Dt ' Dt c ). This phenomenon is not observed in peridynamics (see Fig.  11(c) )-the larger the time step, the larger the dispersion is. When Dt ' Dt c (Fig. (11(c)) ), the dispersion error is much higher than Dt ¼ 0:5Dt c . As the time step is increased further (Dt > Dt c ), the solution becomes unstable, as expected.
Having chosen the initial displacement to be a rectangular distribution, we can highlight the wave dispersion when strong discontinuities appear (cracks). In the 1D case, this displacement field is not realistic. But it is likely to show up in 2D or 3D when a crack is generated, e.g., when the dynamic crack branching is simulated, which is the case often presented in the peridynamic literature and lectures. It is obvious that a strong discontinuity leads to a much larger energy (or amplitude) in the high frequency components of the displacement field, which will lead to larger dispersion. For example, when one assumes a Gaussian distribution with the standard deviation of 0.05 m as the initial Transactions of the ASME displacement field, one needs only 200 particles to get a good approximation of the elastic wave. But when one assumes a rectangular wave as the initial field, one needs about 1000 particles.
5 Discussion of Some Problematic or Improvable Aspects of Peridynamics 5.1 Fictitious Node-Skipping Force Interactions. A fundamental aspect that is problematic is the physical representation of the interactions between the nodes of a peridynamic network. These interactions emulate the transmission of forces between the atoms of a solid, in the manner of computer codes for molecular dynamics (MD).
To explain the problem, consider Fig. 12(a) which schematically shows the transmission of force from atom 0 to its first, second, and third neighbors, labeled 1, 2, 3. The force is transmitted to the third neighbor (atom 3) by an interatomic potential (such as Morse or Lenard-Jones) which permeates through the first and second neighbors (atoms 1 and 2). But peridynamics is intended and used to simulate solids on a higher than atomic scale. For a heterogeneous solid consisting of particles or grains, peridynamics implicitly considers a direct force transmission to occur between all paired particles, skipping the particles lying in between, as sketched in Fig. 12(b) . The particle skipping forces are immediately obvious for the original bond-based peridynamics.
For the state-based peridynamics, the particle skipping forces are not immediately obvious. The reason is that the pair interactions from all the interparticle bond pairs of various orientations emanating from the central node (i.e., from 0 to 1, 2, 3 in Fig.  12(a) ) are buried in dyadic products of all the nodal pair vectors.
For clarity, consider, e.g., the second (unnumbered) equation on page 112 of Ref. [17] defining the shape tensor K, which is in our notation reproduced in Eq. (6) (8) to calculate the nodal force F. Consequently, force F depends on the particle-skipping intermediate nodes indirectly. So, in terms of the force transmission at distance, the state-based and bond-based peridynamics are identical. And if the particle-skipping interactions were omitted, one would obtain a very different form of state-based peridynamics.
The classical nonlocal models (as well as the crack band model [e.g., Refs. 27,33,51,55]) also imply interactions over finite distances. But these interactions consist of the stress dependence on the strain average over the whole nonlocal domain, which is defined as equivalent to the representative volume element (RVE) of the material. In view of the randomness of particulate or fibrous microstructure, and of the fact that nonlocality of damage is caused mainly by microcrack interactions [28, 30] , such averaging is a physically reasonable simplifying hypothesis made in the spirit of the classical homogenization theory. It is also simpler than peridynamics because, in standard usage, the strain averaging needs only the relative displacements of the boundary points of the nonlocal domain and does not need the displacements of the points inside the nonlocal domain, which are in reality highly random.
Problems With Peridynamic and Nonlocal Boundary
Conditions. For both peridynamics and the classical nonlocal averaging models, the formulation of boundary conditions is fraught with ambiguity. For points whose horizon, or nonlocal averaging domain, protrudes outside the boundary, there are several options to deal with the protruding part, and none seems better physically justified than another. This is a problem for all nonlocal models except the crack band model [51] and the recent nonlocal model with a damage boundary layer [56] .
Capturing Morphology of Heterogeneous Microstructure and Comparison to Lattice Discrete Particle Model (LDPM).
The classical nonlocal models do not capture the effect of the morphology of a heterogeneous microstructure, such as the particle sizes, shapes, or configurations. This is not surprising since the nonlocal strain is defined by averaging over the whole domain, ignoring the interior points.
However, the peridynamic computations, unlike the classical nonlocal ones, use an array of interior discrete nodes located inside the horizon domain. This suggests that the morphology of microstructure should be taken into account by peridynamics in some way. But it is not clear how.
By contrast, the lattice discrete particle model (LDPM) [e.g., Refs. [34] [35] [36] takes naturally the morphology inside the RVE directly into account.
Disregard of Interparticle Shears and Particle
Rotations. Referring to Fig. 12(b) , the internal force gets transmitted from particle 0 to particle 3 indirectly, through the contact or interface zones of neighboring particles or grains (or fibers). Based on unsatisfactory experience with the early lattice models for concrete (which assumed central normal forces only, i.e., no rotations), it was concluded in the early 1990s that one must take into account also the shear forces, which depend on the relative rotations of the adjacent particles ( Fig. 12(c) ). The rotations and interparticle shears are the hallmark of the lattice discrete particle model (LDPM) [36] .
The existing versions of peridynamics, however, ignore the shears generated by rotations of neighboring particles. This is obvious for the bond-based version, but not so obvious for the state-based version. True, the stress and strain tensors in the latter versions do include shear strains and stresses. However, this is true in the sense of continuum homogenization only, since these tensors are constructed solely from the dyadic product of central force vectors that skip particles and ignore the rotations and shears.
It may also be noted that, in one generalization of peridynamics called "nonordinary" materials, rotational degrees of freedom of particles were included (see, e.g., Ref. [5] , and also refer to Fig. 5 , Eq. (132), and page 153 in Ref. [15] ). The nonordinary version involved rotation-resisting interparticle springs and noncentral nodal force vectors (at an angle with the pair vectors). However, this version again implied direct interaction of the rotations of nonneighboring particles, somehow permeating through the intermediate particles. Referring to Fig. 12(b) , the relative rotation of the first versus the third (or fourth) particle is not what controls shear. Only the first versus the second, or the second versus the third, etc., does.
Like the state-based peridynamics, the classical nonlocal damage models, too, do not take these rotations and shears into account. But these classical models are simpler, having, in the simple form used in practice, no need for the kinematics of interior nodes within the nonlocal averaging domain.
By contrast, the LDPM [34] [35] [36] does take these rotations and shears explicitly into account. For concrete, the LDPM has been shown to give superior predictions of the inelastic behavior and failure. The LDPM, together with the microplane model, are the only damage constitutive models for the RVE that can fit the full range of test data for concrete. This range includes over 20 different types of tests under uni-, bi-, and triaxial loading and shear loading, proportional and nonproportional, tensile and compressive, with unloading and load cycles (by contrast, the fits of merely one to three of them are typically presented to, supposedly, justify numerous concrete models in the computational literature). For concrete, numerous damage tests exist since the specimens are roughly of the same size as the RVE.
Lack of Independent Controllability of Wave Dispersions Caused by Elastic Heterogeneity and by Softening
Damage or Plasticity. In peridynamics, these two sources of wave dispersion are coupled. This feature is unrealistic. It is shared with the original 1984 integral-type nonlocal model for softening damage [19, 33] and served as the main motivation to formulate in 1987 a new nonlocal model [21] , in which elasticity and damage are decoupled.
The crucial point to note is that there are two different physical reasons for introducing nonlocality into continuum mechanics [21] :
(1) the need to capture elastic wave dispersion due to heterogeneity of the material microstructure (particles, grains, fibers, etc.) (see the original 1960s nonlocal models [e.g., Refs. 43-48]); and (2) the need to impose a localization limiter preventing spurious localization of softening damage into a line or surface of zero volume, and thus to enforce a finite size of fracture process zone (FPZ) [27, 57] . The FPZ size is governed mainly by Irwin's [58] material characteristic length
where E ¼ Young's modulus, r 0 ¼ material tensile strength (a parameter in the cohesive crack model or crack band model), and
These two sources of wave dispersion are independent and should be independently controllable. In peridynamics, they are not.
Both sources of wave dispersion are related to material heterogeneity, but in fundamentally different ways. The elastic wave dispersion depends only on the elastic stiffness of the material phases, such as the matrix, particles, fibers, etc., whereas the dispersion due to damage or fracturing depends on the FPZ size which is governed also, and mainly, by the fracture energy G f and the cohesive strength r 0 of the material (which, in turn, depend on the strengths, fracture energies, and interfacial strengths of the phases). For quasibrittle heterogeneous materials such as concrete, the elastic behavior can usually be considered as local and nondispersive (except for extremely short wavelengths), while the wave dispersion is limited to fracturing damage.
The nonlocal models for plasticity and damage can be justified by physical as well as computational arguments, the latter to avoid spurious mesh sensitivity. These models include not only the tensorial and microplane versions of the original nonlocal continuum with local elastic strain [21] [22] [23] but also the Peerlings and de Borst [59] continuum with nonlocal inelastic strain governed by the Helmholtz equation. They also include the crack band model [51, 60] , which is now widely used in the civil and aerospace industry to control mesh sensitivity, and in large wave codes (such as EPIC or Pronto at ERDC, Vicksburg, MS, or MARS at ES3, San Diego, CA) to predict the effects of impact, explosions, and ground shock [61, 62] .
When the elastic dispersion of waves with short wavelength needs to be captured by a continuum model, the nonlocal model with local elastic strain can be enriched by a second material characteristic length for the elastic part, optimized only according to the sizes of inhomogeneities and their elastic properties. This is an optional independent feature of the nonlocal damage model. Transactions of the ASME other classical nonlocal models, as highlighted previously. However, this formulation has a few important limitations [13, 14] : direct force interaction skipping intermediate nodes, disregard of interparticle shear and particle rotations, restrictions on the Poisson ratio, and the need for specific constitutive laws, which so far lack proper experimental validation. These limitations of bond-based peridynamics arise from the initial parallelism established between bond-based peridynamics and molecular dynamics, where the transmission of force from the central atom to its first, second, and third neighbors is effected by an interatomic potential (such as Morse or LennardJones) which permeates through the first and second neighbors. At higher than atomic scale, such force transmission is nonphysical as it ignores the force transmission through the intermediate particles (see Fig. 12(a) ). In reality, the force gets transmitted from particle 0 to particle 3 indirectly, through particle contacts (see Fig. 12(b) ). Extensive experience has shown that one must take into account not only the normal forces in the contacts but also the shear forces which depend on the relative rotations of the adjacent particles.
5.7 Numerical Error and Convergence. The rate of convergence is here shown to be always of the second order in space and time, for all the versions of peridynamics, regardless of the number of particles within the horizon. The same convergence rate (of the second-order) is obtained by using a horizon (or stencil) with significantly fewer nodes.
If we disregard the fixed value of the horizon as a material property, a much higher convergence rate could be achieved by allowing the micromodulus to be negative in a part of the horizon such that the coefficients of nodal displacements within the horizon would be exactly the same as in the corresponding higherorder finite difference scheme, similar to what was done in Ref. [18] . However, this kind of improvement of convergence rate is not accessible in peridynamics, not only because of the fixed finite value of the horizon but also because a negative micromodulus would lack physical meaning and could lead to material instability. So, the accuracy improvement of finite differences achieved by an increasing stencil size cannot be matched in peridynamics.
Moreover, for the classic finite difference and finite element methods, the spatial and temporal errors cancel each other when the system time step is very close to the critical time step. This is not true for peridynamics because the coefficients used by both bond-based and state-based formulations differ from the finite difference method.
To sum up, both the continuum state-based theory and its discretized version are strongly dispersive and have multiple wavelengths for which the phase velocity vanishes or assumes a small value compared to the elastic wave propagation speed. This observation is supported by a previous investigation [18] showing that the state-based peridynamics approximates derivatives by Lanczos finite differences, often used in digital signal filtering due to their strong dispersion properties.
Existence of a Limit Case Where Peridynamics is
Identical to Classical Nonlocal Strain Averaging. Consider the special case of a micromodulus having a Dirac-delta spike d D at the horizon, another spike at the center, and zero values everywhere else (Fig. 12(d) ); i.e.,
where p ¼ constant (note that a n ð Þ must be included here, to avoid integrating a product of Dirac and Heaviside functions). Eq. (66) means that only interactions of the central point with the points on the horizon remain, being equivalent to spatial averaging and those with the points inside get wiped out. Then the peridynamic 1D equation of motion, Eq. (13), reduces to the equation: 
þC 0 p lim s!0 s u X þ s; t ð ÞÀ 2u X; t ð Þþ u X À s; t ð Þ 2s 2 (70)
Therefore q X ð Þ€ u X; t ð Þ ¼ @r X; t ð Þ @X þ b X; t ð Þ
where r X; t ð Þ ¼ E X; t ð Þ; X; t ð Þ ¼ @u X; t ð Þ @X
and @u X; t ð Þ @X
Here ¼ continuum strain; an overbar denotes averaging over the interval Àd; d ð Þ, and w s ð Þ ¼ nonlocal weight function which, for the sake of simplicity, is here taken as uniform, equal to 1. Equation (72) is the equation of motion of 1D nonlocal continuum, which reduces to the standard local 1D equation of motion in the limit of d ! 0. An interesting point that the Dirac delta function d D function at the center, which was introduced with a view to the stabilization of imbricate continuum alluded to later, has no effect on the result (here it must also be admitted that the splitting of the Dirac delta function into two separate limits in Eq. (69) is unconventional; it could be avoided but the result would be the same, and the derivation less compact).
Now we see that the special limit case of peridynamics with a micromodulus in the form of the Dirac delta spike at the horizon is identical to the simple special case of the original 1984 nonlocal continuum with a uniform weight function [27, 33, 51, 55] , which was in 1984 called the imbricate continuum [40] and was later abandoned. As it turned out, this nonlocal continuum model allows periodic zero-energy modes of instability, due to the fact that the Fourier transform of the uniform, or rectangular, weight function w s ð Þ is not everywhere positive [27, 40] . So, the present limit case of peridynamics, too, exhibits zero-energy modes of instability.
The imbricate continuum was stabilized by adding to the uniform weight function w s ð Þ a Dirac delta function pd D s ð Þ with p > 0:17847 [40] at the center, which was equivalent to an overlay with a local elastic continuum. But, despite this stabilization, the imbricate nonlocal model was in 1987 abandoned and replaced by Eq. (38) . It is interesting that the present limit case of peridynamics cannot be stabilized in this way because the limit in Eq. (69) vanishes.
Conclusions
(1) The state-based peridynamics is strongly dispersive, significantly more so than the bond-based peridynamics. It has multiple wavelengths, one of them longer than the horizon, for which the phase velocity vanishes. This means that the state-based version acts as a particularly strong filter for high-frequency waves. (2) The wave dispersion behaviors and the nonlocality in the bond-based and state-based peridynamics are coupled. The material characteristic lengths caused by (i) the heterogeneity of material and (ii) the softening damage and plasticity cannot be distinguished. They are not independently controllable, whereas in the modern nonlocal-strain averaging theories, they are. The fact that the latter depends on material strength and fracture energy, and the former does not, is not captured by peridynamics. (3) Compared to the traditional numerical methods, the convergence rate for both the bond-based and state-based versions is suboptimal (although this is a price to pay for nonlocality in general). The computation time for each time increment is longer than it is in the finite difference method that shares with peridynamics the same regular grid of nodes. (4) The node-skipping force interactions, which are a salient distinguishing feature of peridynamics, are a fiction, except on the atomic scale. In reality, the force gets transmitted to the second and farther neighboring particles (or nodes) by displacements and rotations of the intermediate particles, rather than by some particle permeating potential (although, in fiber composites, a sort of long-distance interaction exists, engendered by fibers, some new form of peridynamics would be needed to capture the differences between various types of fibrous microstructures). (5) Despite using intermediate nodes within the horizon, the morphology of microstructure is not captured by the existing forms of peridynamics. (6) Although not used before, there exists a limit case of peridynamics that is equivalent to unstabilized imbricate nonlocal continuum and exhibits zero-energy periodic modes of instability. It is the case of a micromodulus in the form of a Delta function spiking at the horizon. (7) Although, in bond-based peridynamics, the dimension of the micromodulus as a fundamental characteristic of material stiffness (e.g., N/m 6 in 3D) is perfectly justified mathematically, it is strange from the physical viewpoint. A better way of defining the elastic (and inelastic) material properties might be desired. The state-based thermodynamics has no such problem since the stress in Eq. (6) delivered by the tensorial constitutive law has the regular physical dimension of N/m 2 .
