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Abstract
We extend to a general situation the method for the numerical computation of eigenvalues
and eigenvectors of a quasi-diagonal matrix, which is based on a perturbed fixed slope Newton
iteration, and whose convergence was proved by the authors in a previous paper, under the
hypothesis that the diagonal entries of the matrix are well separated. A generalization to the
case of a cluster of diagonal entries is addressed now. Numerical experiments are performed
both in the case of an academic example, and in the applied one of a polymer model.
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1. Quasi-diagonal matrices
We consider a nonsingular matrix A ∈ Cn×n and the decomposition
A = D + , where D(i, j) :=
{
A(i, i) if i = j,
0 if i /= j,
and
δ := ‖‖1
is “small enough” in a sense to be made precise later.
In order to compute the eigenvectors of A an iterative scheme entering the frame-
work of refinement processes has been developed in [1] under the hypothesis that all
diagonal entries of A are sufficiently well separated one from each another.
In this paper we study the case of an -cluster of diagonal coefficients:
∃ > 0, ∃S ⊂ [[1, n]] : max{|D(i, i) − D(j, j)| : i, j ∈ S} < .
The role of the index s ∈ [[1, n]] in [1] will be played here by the index set S. The
notations are
m := #(S), S = {s1, . . . , sm}, where s1 < · · · < sm.
The coefficients {D(s, s) : s ∈ S} will be taken as approximate eigenvalues of A,
and the matrix of m canonical columns
ES := [es1 . . . , esm ] ∈ Cn×m,
as corresponding approximate eigenvectors.
The problem is set as a nonlinear equation in the space Cn×m normed with
‖X‖1 := max
1jm
‖X(∗, j)‖1 = max
1jm
n∑
i=1
|X(i, j)|, X ∈ Cn×m.
Let F : X → X be the nonlinear operator defined by
F(X) := AX − XE∗SAX.
It is evident that any nonzero X∞ ∈ Cn×m satisfying
F(X∞) = O (1)
is an ordered basis for an m-dimensional invariant subspace of A corresponding to the
set of eigenvalues sp(E∗SAX∞). Moreover, since A is nonsingular, these eigenvalues
are nonzero and hence E∗SAX∞ is nonsingular. As a consequence,
E∗SX∞ = Im, (2)
the identity matrix of order m.
The Fréchet derivative of F is given by
F ′(X)(H) = (I − XE∗S)AH − HE∗SAX, H ∈ Cn×m.
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Let us choose as starting matrix,
X0 := ES.
Then
F ′(X0)(H) = (I − QS)AH − HE∗SAES, H ∈ Cn×m,
where
QS := ESE∗S ∈ Cn×n
is the orthogonal projection on the m-dimensional coordinate hyperplane spanned
by the m canonical vectors in ES .
A perturbed fixed slope iteration will be built using the linear Sylvester operator
B : Cn×m → Cn×m defined by
B(H) := (I − QS)DH − HDS,
where
DS := E∗SDES = diag(D(s1, s1), . . . , D(sm, sm)).
The operator B plays the role of an approximation to F ′(X0). In fact, we remark
that
‖(F ′(X0) − B)(H)‖1 =‖(I − QS)H − HE∗SES‖1
(‖I − QS‖1 + ‖E∗S‖1‖ES‖1)‖‖1‖H‖1
=2δ‖H‖1,
since
‖I − QS‖1 = ‖E∗S‖1 = ‖ES‖1 = 1. (3)
Hence, in the subordinated operator norm,
‖F ′(X0) − B‖1,1  2δ.
The factor 2 in the upper bound does not appear in the case of well-separated
diagonal entries because if m = 1 then E∗S(A − D)ES = 0. This explains the fact that
the results in this paper do not reduce to those in [1] as the cluster evolves continuously
towards a well-separated situation.
We remark that the Sylvester operator B is nonsingular since
sp((I − QS)D) ∩ sp(DS) = {D(i, i) : i /∈ S} ∩ {D(s, s) : s ∈ S} = ∅.
The perturbed fixed slope iteration corresponding to the approximate derivative B
reads as
X0 ∈ Cn×m,
Xk+1 := Xk − B−1(F (Xk)), k  0,
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and, in the present case, takes the particular form
X0 := ES,
Yk := [(Xk − ES)E∗SD + (XkE∗S − I)]Xk − XkDS, (4)
Xk+1(∗, q) := [(I − QS)D − DS(q, q)I]−1Yk(∗, q), q ∈ [[1,m]].
We remark that (I − QS)D − DS(q, q)I is a diagonal matrix and that its inverse is
given by
[(I − QS)D − DS(q, q)I]−1(i, j) =


(D(i, i) − DS(q, q))−1 if j = i /∈ S,
−DS(q, q)−1 if j = i ∈ S,
0 if j /= i.
2. Convergence results
Theorem 1. Assume that A has been normalized such that
‖E∗SA‖1  1,
and that the parameters δ and
µ := max
{
max
s∈S |D(s, s)|
−1, max
i /∈S,s∈S |D(i, i) − D(s, s)|
−1
}
satisfy
0  δ  1 + 2µ − 2
√
µ(1 + µ)
2µ
. (5)
Then (1) has a unique solution X∞ in the closed neighborhood
N0 :=
{
X ∈ Cn×m : ‖X − X0‖1  ρ
}
,
where
ρ := 1 − 2µδ −
√
(1 − 2µδ)2 − 8µ2δ
4µ
> 0,
and the sequence defined by (4) converges to X∞. Moreover, for all k  0,
‖Xk − X∞‖1  µδ1 − γ γ
k,
where
γ := 1
2
(
1 + 2µδ −
√
(1 − 2µδ)2 − 8µ2δ
)
∈ [0, 1[.
Proof. The sequence (4) corresponds to the successive approximations to a fixed
point of the operator G defined by
G(X) := X − B−1F(X), X ∈ N0.
We shall hence prove that N0 is invariant under G and that G is a contraction on N0.
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Let us first notice that N0 is not empty. In fact, from (5), multiplying by 2µ and
taking squares, we find 8µ2δ  (1 − 2µδ)2.
Since µ <
√
µ(1 + µ), we conclude from (5) that 2µδ < 1.
We remark that
‖B−1(F (X0))‖1 = ‖B−1((I − QS)AES)‖1 = ‖B−1((I − QS)ES)‖1,
since (I − QS)DES = DES − ESDS = O.
Hence, using (3)
‖B−1(F (X0))‖1  µδ < 1/2.
Since, for all X, Y and H in Cn×m,
‖(F ′(X) − F ′(Y))(H)‖1  2‖E∗SA‖1‖X − Y‖1‖H‖1,
we may choose  := 2 as a Lipschitz constant of F ′ : Cn×m → Cn×m.
Define the auxiliary operator:
E(X) := F(X0) + B(X − X0) − F(X), X ∈ N0.
Notice that E(X0) = O, and that, for all X ∈ N0,
E′(X) = B − F ′(X0) + F ′(X0) − F ′(X),
‖E′(X)‖1,1  2δ + ‖X − X0‖1  2δ + ρ,
‖E(X)‖1 = ‖E(X) − E(X0)‖1  (2δ + ρ)‖X − X0‖1  (ρ + 2δ) ρ,
G(X) − X0 = B−1 (E(X) − F(X0)) .
Hence
‖G(X) − X0‖1  2µ(δ + ρ)ρ + µδ = ρ.
This proves that G(N0) ⊆ N0.
Also, for all X ∈ N0,
G′(X) = I −B−1F ′(X) = B−1(B −F ′(X0) + F ′(X0)−F ′(X)) = B−1E′(X),
so
‖G′(X)‖1,1  2µ (ρ + δ) = γ < 1.
This proves that G : N0 → Cn×m is a contraction. The rate of convergence is a well
known corollary of the Banach fixed point theorem. 
We remark that, if (Xk)k0 converges to X∞, a basis for an invariant subspace of
A, then the sequence in Cm×m defined by
k := E∗SAXk, k  0,
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converges to a matrix  ∈ Cm×m such that
sp() ⊆ sp(A).
3. Numerical evidence and applications
Without loss of generality we may suppose that the m eigenvalues we seek corre-
spond to the first m clustered entries in the diagonal of A (i.e. si = i for 1  i  m).
This is always possible if we change A into PAP, where
P := Psm,m · · · Ps2,2Ps1,1,
Pi,j being the permutation matrix obtained from the identity matrix by exchanging
columns i and j . Eigenvalues are preserved since A is similar to PAP because these
permutations commute one with each other, and they are all involutive : P−1i,j = Pi,j .
Concerning the invariant subspaces, X is a basis for an invariant subspace of A iff PX
is a basis for an invariant subspace of PAP.
The first example considered here is a 100 × 100 sparse matrix A with 2 clustered
entries in the diagonal, the position index set being S = {1, 2}. The profile of the
matrix is shown in Fig. 1. The diagonal entries range from 0.995 to 49.751. The off-
diagonal entries are less or equal 0.05. The iteration proceeds until the norm of the
residual is smaller or equal to 10−15. Table 1 describes the evolution of the residual.
The relative differences of the average of the approximate eigenelements with respect
to the solution given by the QR algorithm [3] is also shown as well as the value of
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Fig. 1. Profile of matrix A of order 100.
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Table 1
Evolution of the residual for matrix A
Iteration k Average λˆk ‖Residual‖1 Relative error of λˆk
0 0.995024875621890 5.5E–02 5.2E–06
1 0.995019693200663 1.1E–04 5.9E–09
2 0.995019699063641 1.3E–07 4.5E–15
3 0.995019699063636 3.8E–10 1.0E–14
4 0.995019699063636 2.4E–15 1.0E–14
5 0.995019699063636 1.1E–17 1.0E–14
this average (λˆk) at each iteration. The convergence criterion is verified for the first
time by the 5th iterate. Fig. 2 represents the evolution of the residual in a logarithmic
scale. The conditions of the theorem are verified by this matrix since δ, the norm of,
is approximately 0.055, µ is approximately 1.005 and µδ ≈ 0.055  0.5. The right
hand side of (5) is of the order of 0.085.
Condition (5) is rather restrictive and the method converges in several cases even
if (5) is not verified, as we shall see.
The second application is a real life problem matrix M issued from a model of the
cooling of a polymer in a metal mould (see [2] for details). The profile of the matrix is
shown in Fig. 3. It is a pentadiagonal symmetric matrix of order 1024. We remark that
symmetry is not a condition needed to apply the method. Although a real symmetric
matrix has an orthogonal system of eigenvectors spanning the whole linear space,
condition (2) shows that the approximate basis X∞ ∈ Cn×m for the invariant subspace
corresponding to the -cluster will not be an orthogonal one necessarily. Moreover,
even if X∞ ∈ Cn×m is orthonormalized, each element of the orthonormalized basis
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Fig. 2. Evolution of the residual for matrix A.
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Fig. 3. Zoom of the profile of matrix M of order 1024.
will not be an eigenvector corresponding to an individual eigenvalue, necessarily.
In the present case, the diagonal entries of the data are of the order of 0.8965 and
the norm of  is approximately equal to 0.1479. M has a 10−4-cluster formed by 15
different diagonal entries whose positions are given by the set
S ={431,432,433,463,464,465,495,496,497,527,528,529,559,560,561}.
The convergence rate of the residuals is shown in Table 2 and Fig. 4. We remark that
this example does not verify Eq. (5) since δ ≈ 0.15, µ ≈ 3.85 and the right hand side
of (5) is ≈0.0075. The distance between the diagonal entries of DS is of the order of
3.85.
The order of convergence proved for this method is linear as we can see in Figs.
2 and 4. On the other hand it is a very simple method and it can be competitive,
for instance with Arnoldi’s [4], for sparse matrices and, certainly, when only a few
specific eigenvalues are required.
Table 2
Evolution of the residual for matrix M
Iteration k Average λˆk ‖Residual‖1 Relative error of λˆk
0 0.503674927591270 1.5E–01 1.8E–02
1 · · · 2.7E–02 7.8E–04
· · · · · · · · · · · ·
22 0.494571627073917 9.8E–06 1.5E–08
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Fig. 4. Evolution of the residual for matrix M.
As we have shown the method works not only for academic examples but also for
engineering models.
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