We present a multi{party protocol which computes the Generalized Inner Product (GIP) function, introduced by Babai, Nisan and Szegedy BNS]. Our protocol shows that the lower bound for the multi{party communication complexity of the GIP function, given by BNS], cannot be improved signi cantly.
INTRODUCTION
In the two-party communication game, introduced by Yao Y] , there are two players, P 0 and P 1 , and a function f : f0; 1g 2n ! f0; 1g. The goal of the players is to compute the value of f(A 0 ; A 1 ) cooperatively, for some A 0 ; A 1 2 f0; 1g n , where A 0 is known only to P 1 , and A 1 is known only to P 0 , and after the computation both players should know the value f(A 0 ; A 1 ). The players have unlimited computational power, and both know the de nition of f. P 0 and P 1 communicate via a blackboard, which is seen by both of them: they are allowed to write bits on the blackboard. The cost of the computation is the number of bits communicated. Since the players have unlimited computational power, every function can be computed by communicating n + 1 bits. C(GIP) = n 4 k :
For several interesting applications of Theorem 2 in Turing machine simulation tradeo s or in circuit complexity theory, see BNS] or GH]. We describe a protocol, named \TELESCOPE", in Section 2, which shows that the lower bound of Theorem 2 is close to the optimal: Theorem 3. 
THE PROTOCOL
Consider an n k binary matrix A with columns A 0 ; A 1 ; A 2 ; : : : ; A k?1 , where player P i knows every column vector, except A i , i = 0; 1; 2; : : : ; k ? 1.
We note that if it is known to P 0 that A has no row of the form (0; 1; 1; : : : ; 1), then P 0 can simply announce the result by counting (mod 2) the number of rows of the form ( ; 1; 1; : : : ; 1). (All such rows must now begin with \1".)
The following lemma generalizes this idea: Subsequently, each player privately computes the mod 2 sum of all numbers announced.
Observation: The result of this telescoping sum is y 0 + y`mod 2. But, by assumption, y`= 0; therefore the result is the desired quantity, y 0 mod 2.
The cost was`bits of communication. 
