A successful mission for an Unmanned Air System (UAS) often depends on the ability of human operators to utilize data collected from onboard imaging sensors. Many hours are spent preparing and executing flight objectives, putting a tremendous burden on human operators both before and during the flight. We seek to automate the planning process to reduce the workload for UAS operators while also optimizing the quality of the collected video stream. We first propose a metric based on an existing image utility metric to estimate the utility of video captured by the onboard cameras. We then use this metric to plan not only the UAS flight path, but also the path of the cameras's optical axis projected along the terrain and the zoom level. Since computing an optimal solution is NP-hard and therefore infeasible, we subsequently describe a staged sub-optimal path planning approach to autonomously plan the UAS flight path and sensor schedule. We apply these algorithms to precompute UAS and sensor paths for a surveillance mission over a specified region. Simulated and actual flight test results are included.
Introduction
Unmanned Air Systems (UASs) offer a platform to strategically position sensors such as EO/IR cameras, communication equipment, etc. to perform a variety of tasks. The breadth of possible UAS applications and the frequency of their utilization continues to increase. Developing autonomous UAS systems to complete these tasks will reduce the burden and risk for human operators who would otherwise perform them. Current civilian and military applications include Wilderness Search and Rescue [36, 9, 17, 16, 27] , law enforcement [5] , surveillance [24] , reconnaissance [10] , and target tracking [34, 35, 22] .
A critical need of UAS research is to further reduce the workload for UAS operators. The stateof-the-art UAS technology requires multiple human operators to both plan and fly a UAS, while simultaneously controlling the onboard sensors [26, 2, 35, 14] . While some aspects of the planning process have been automated, we have not found a method that simultaneously plans all flight and sensor paths. By autonomously planning the UAS flight path, the sensor gimbal angles, and the sensor resolution, UAS operators would only need to focus their attention on the sensor display and make high-level decisions. In this paper we develop an algorithm to simultaneously plan the flight path and the sensor schedule for surveillance over a region of interest.
Mission goals and other high-level decisions are often based on sensor data collected during the flight. To provide usable video to users, an automated planner would need to predict and plan paths resulting in high-utility sensor measurements. We define high-utility measurements for an EO/IR camera to be video where the operator can perform detection/recognition/identification (DRI) with a high probability of success. Several image utility metrics have been developed, such as in [19, 20, 39, 29] . However, we are unaware of existing metrics that estimate the probability of DRI for aerial video.
In this paper we extend the Targeting Task Performance (TTP) metric for still images proposed in [39] to video sequences. The resulting metric is the Video TTP (VTTP) metric. The VTTP metric is used as a utility function to autonomously plan UAS flight paths and sensor schedules by predicting and measuring video utility. We use VTTP to estimate the probability of DRI of objects as if they were in the video stream. By optimizing the predicted probability of DRI along the planned paths, we can autonomously generate flight paths that improve video utility.
The planning algorithms presented in this paper are formulated for surveillance applications but can be extended to probabilistic search and other applications. All UAS probabilistic search missions require path planning. These missions do not have a specified goal state; rather, we desire to maximize the probability of DRI over the UAS path and sensor schedule. A common solution to this NPhard problem is to use a multi-step look-ahead algorithm to plan the UAS path [17, 27, 8, 11, 40] . Unfortunately, this approach alone is not computationally feasible when the dimensionality of the search space includes position of the UAS, gimbal pointing, and sensor zoom level.
Quigley et al. present a semi-autonomous search method to locate targets by fixing the gimbal azimuth and elevation and flying the UAS manually until the target is located. After localizing the target, they switch to fully autonomous target tracking algorithms that orbit the target [34] . We extend their work to further reduce the operator workload by autonomously planning both the UAS flight path and the sensor schedule to acquire high-utility video.
Waharte et al. develop algorithms that allow a hovercraft to vary the number of terrain cells in the sensor field of view (FOV) by adjusting its altitude, effectively controlling the zoom during the search. They then use a greedy algorithm to control both the sensor resolution and the hovercraft north-east coordinates [40] . We extend their work by allowing our fixed wing aircraft to gimbal the sensor while planning the flight path and the zoom level.
Chung and Burdick propose five methods of path planning for searching applications. Two of interest are the Saccadic search and the Drosophila-inspired search, where the UAS is commanded to point the camera at the locations of highest probability while either ignoring or accounting for gimbal slew-rate constraints, respectively [11] . We improve on these concepts by allowing the planner to maximize video utility along the UAS and sensor paths between high-reward locations.
Our work uses a technique similar to the chain-based method developed by Argyle et al. that plans 2D UAS paths [4] . We extend their work by planning a sensor path with dynamic link lengths to allow the sensor FOV to dwell in regions of interest. We then plan the UAS path and the zoom schedule according to the sensor path.
This paper elaborates and extends our previous work presented in [32] and describes our contributions to the state of the art in four areas. First, we present a novel video utility metric that extends well-established image utility metrics. Second, we describe the theoretical, optimal parameterized UAS flight path and sensor schedule that maximizes the reward or utility over the path. Unfortunately, while this formulation solves for the optimal path in theory, we are unaware of any method that can solve this infeasible, NP-hard problem. Therefore, we exchange the guarantee of the optimal solution for a computationally feasible solution by developing a staged approach to plan the UAS flight and sensor paths. While we utilize standard non-linear optimization techniques to solve each sub-problem, our third contribution is the reformulation of the theoretical path planning problem into three planning stages. Lastly, we extend the planning algorithm presented by Argyle, et al. to account for dynamic link lengths used to plan a sensor path.
We apply these contributions to a surveillance mission to provide higher-utility video footage of the environment. We begin by describing the problem and our notation in Section 2. In Section 3 we describe the VTTP video quality metric. Section 4 presents the path planning and scheduling algorithms. We plan a flight path and sensor schedule in simulation and fly the path in hardware, presenting our results in Section 5. This autonomous planner helps to reduce the workload of the UAS operators.
Problem Formulation and Notation
In this paper, the objective is to survey a given location and the surrounding terrain using a UAS with a gimbaled imaging sensor with zoom capabilities. Let the position and attitude of the UAS and the payload configuration be represented by the state vector x, which evolves according to the dynamic equationẋ = f (x, u) given x(0) = x 0 and the control input u(t). We parameterize the control input u(t), or the desired UAS path and sensor schedule, by a set of N waypoints Θ = (Θ s , Θ u , Θ ζ ) where Θ s = (n s,1 , e s,1 , . . . , n s,N , e s,N ) Θ u = (n u,1 , e u,1 , . . . , n u,N , e u,N ) Θ ζ = (ζ 1 , . . . , ζ N ) , and where n s,i and e s,i are the i th north and east sensor waypoints that indicate where the sensor optical axis should intersect the terrain, n u,i and e u,i are the i th UAS north and east waypoints, and ζ i is the i th focal length waypoint indicating the zoom level of the sensor at the waypoint. With an abuse of notation, we let u(Θ) indicate the control input that will be needed to maneuver the vehicle and sensor through the waypoints designated by Θ over a fixed look-ahead horizon T . We define the control input such that the closed-loop UAS dynamics follow a constant roll angle between waypoints, resulting in the UAS flying along a connecting arc. The heading at each waypoint is deterministic if the heading at the previous waypoint is known. Thus, setting the initial heading for the first waypoint in the path recursively determines the headings for all the following waypoints. To calculate the heading ψ i at Θ u,i , we construct a circle that passes through both Θ u,i−1 and Θ u,i and is tangent to the initial heading ψ i−1 at Θ u,i−1 . Figure 1 illustrates the geometry of this problem.
Using geometric principles, it can be shown that the change in heading ∆ψ i after traveling from Θ u,i−1 to Θ u,i is given by ∆ψ i = 2ε, where the angle ε is calculated as the angle between the heading ψ i−1 and the vector Θ u,i − Θ u,i−1 . The UAS position and pose can be determined by calculating the distance traveled along the arc between Θ u,i−1 and Θ u,i of the circle with radius ρ = , where χ = ∆ψ i is the angle between the radii of the circle to each waypoint and L u = Θ u,i−1 − Θ u,i−1 . We assume that the UAS flies at a fixed altitude to maximize the endurance of the vehicle [23] .
The desired sensor state trajectory is given by linearly interpolating between each waypoint in Θ s . Note that the sensor path is not parameterized using the gimbal angles, as linear interpolation using that parameterization creates inherently non-linear motion of the sensor point of interest along the Figure 1 : Geometry used to calculate the heading ψ i at UAS waypoint Θ u,i given a previous heading ψ i−1 at UAS waypoint Θ u,i−1 .
terrain, resulting in optical flow that is unpleasant for the operator to view. The desired zoom state is a linear interpolation between the waypoints defined by Θ ζ . When planning, we consider both the continuous range of focal lengths [ζ min , ζ max ] and also a fixed number of discrete zoom levels.
Let ξ(t, τ, Θ) be the family of solutions toẋ = f (x, u) with initial condition ξ(t, 0, Θ) = x(t) and parameterized by Θ. These paths are planned over the finite look-ahead window τ ∈ [0, T ], where T is the look-ahead horizon. In other words, the predicted UAS states at time t + τ when flying a path described by Θ are given by the function ξ(t, τ, Θ). The look-ahead horizon is a function of the number of waypoints N and the fixed time between each waypoint ∆t, such that T = N ∆t.
Let Z be a set of discrete terrain points, where each z ∈ Z is an inertially defined north, east, down position that specifies a point in R 3 that resides on the terrain surface. Let z base be the terrain location representing the center of the region of interest. We define the set FOV(x) to be the set of terrain points z that are in the field of view given the state vector x. We desire to know the probability that an operator will be able to correctly perform DRI tasks for each element in FOV(x). Since we cannot determine the true probability of DRI, we model it using the VTTP metric, which will be formally defined in Section 3.
The VTTP metric estimates the probability of an operator successfully performing a DRI task if an object were located at terrain point z. The specific VTTP value is determined by the state vector x and a set of parameters P that include the terrain elevation model, the dimensions of potential objects of interest, and other parameters that will be discussed in Section 3. Therefore, the VTTP value is given by the function VTTP (z, x, P) ∈ [0, 1]. Section 2.1 introduces an evolving reward map to denote regions of interest in the map. In Section 4 we describe a path planning algorithm that maximizes the reward weighted by the V T T P (z, x, P) along a path to plan UAS flight path and sensor schedule to observe regions of interest with higher video utility.
Reward Map
When performing surveillance missions there may be regions of the terrain that are more important to observe than others. We desire to view these regions of interest frequently and with higher quality to provide better utility to the operator. This capability is enabled by an evolving reward map, which represents the reward available to the system if it observes the terrain point z. The reward map is denoted as r(t, z, x), which indicates the available reward at the terrain point z at time t. The reward map is updated after sensor measurements according to the current state vector x.
In this paper, and without loss of generality, we define the evolution of r(t, z, x) aṡ
or a two dimensional Gaussian distribution centered on a region of interest or home base z base , with covariance matrix Σ r weighted by ω(z), where each ω(z) > 0. The weighting factor ω(z) is defined such that each terrain point z can have a unique priority level. Again without loss of generality, we choose a ω(z) that assigns one of two reward levels ω or ω to each location z to represent either a high or low reward area, respectively. Note that the reward grows at a constant rate for each terrain point z.
The reward map is updated after each sensor measurement. We want to capture how well we view the terrain points z in the FOV, so we use the VTTP metric to scale the reward in the FOV. This process is expressed as
where the reward is unchanged when the point z is not in the FOV, and decreases by γ r times the observed reward when z is in the FOV, where 0 < γ r ≤ 1 and is a tuning parameter describing the maximum amount of reward that can be collected per frame. Figure 2 represents reward over the test flight area used in Section 5. The locations z that are part of the road network are defined to be high reward. The figure displays an example of what a reward map initialized to zero looks like after evolving for 20 seconds. Note that the specific parameters for this section and all subsequent parameters are summarized in Table 3 in Appendix A. Also note that all terrain coordinates are described using the Universal Transverse Mercator geographic coordinate system, based in meters.
Optimal UAS and Sensor Planning
Given the reward map r described above, we want to find the parameterized path Θ that maximizes the reward-weighted VTTP metric collected along the path. The reward-weighted VTTP metric collected by the sensor at time t+τ is given by
In other words, R(t, τ, Θ, P) describes the amount of instantaneous reward observed within the sensor field of view at time t + τ . The optimal path that results in the maximum reward collected over the look-ahead window 0 ≤ τ ≤ T is given by
Unfortunately, this problem is NP-hard and can only be solved in trivial cases. In Section 4 we present a suboptimal strategy for approximately solving this problem.
Video Utility Metric
We desire to model the probability of an operator successfully performing a DRI task using a video stream. For this purpose we propose the VTTP metric, which is a measure of video utility and relates to the probability of DRI. In other words, the VTTP metric quantifies the ability of an operator to perform a particular DRI task using the sensor video stream. We calculate the VTTP values for the points on the terrain map that fall within the field of view of the camera. These VTTP values then determine how much reward is collected from the corresponding points on the reward map. For each terrain point visible in a video frame, the VTTP calculation consists of a TTP calculation modified by additional components. These additional components account for various facets of the video imaging and viewing process that TTP does not take into account. We develop two components for the VTTP metric: the motion M and the observer viewing model O. The motion component of the VTTP metric discounts the probability of DRI based on the motion blur induced by the egomotion of the sensor. The observer viewing model discounts the probability of DRI if they are far from the video frame center. We also develop a method for estimating the contrast at terrain point location, which is needed to compute the TTP metric.
For the VTTP metric to be useful, we must be able to predict it for planned paths as well as calculate it for actual paths traversed by the UAS. For this reason, a VTTP value is calculated for each terrain point in the FOV as if a hypothetical object existed at that point. The ability to predict the VTTP value for a planned path allows our planner to search for a path that maximizes the expected reward for the video. Once a path has been executed, we use the VTTP metric to evaluate how well areas on the map were actually seen. Future work will use this evaluation to close the loop for the next stage of planning so that poorly covered areas can be revisited in real-time.
When planning a path, we calculate the predicted VTTP values for points in the field of view as
where ξ(t, τ, Θ) is the predicted telemetry and the subscript 'p's denote predicted values. Once the video has been obtained from following a path, we calculate the actual VTTP as 
where x(t) is the actual telemetry, v is the video stream, and the subscript 'a's denote actual values.
Each of the components of the VTTP metric in Equations (5) and (6) requires certain types of knowledge about the situation. Table 1 summarizes the knowledge that is needed to compute each component. The remainder of this section, we describe the various components comprising the VTTP metric. The TTP image metric and the underlying contrast estimation are described in Section 3.1. In Sections 3.2 and 3.3 we describe the effects of motion and human viewing tendencies, both of which are needed to calculate video utility. Finally, in Section 3.4 we begin the model validation process by comparing actual and predicted VTTP values during a flight and by conducting a small user study.
TTP
The Targeting Task Performance (TTP) metric is an image utility metric developed by Vollmerhausen and Jacobs as an improvement over Johnson's criteria [39] . The TTP metric estimates the probability of DRI for humans viewing static images. It accounts for the size of the object in the FOV and considers the contrast between the object and the background over all relevant spatial frequencies. Because the TTP metric was designed for still images, it does not take into account the spatiotemporal nature of video. We build upon the foundation laid by the TTP metric to develop the VTTP metric. We use the notation TTP (z, x, P) to denote the TTP value of the terrain point z given the UAS states x and a subset of the parameters P, including the dimensions of the object of interest, a contrast model, and empirically determined parameters as explained in [31] . When searching for an unknown object, we calculate the TTP value according to the dimensions of the smallest possible object that the operator wishes to detect. The TTP metric can be calculated in four main steps. In the first step, we calculate the viewed area of the object of interest in the image frame assuming it were at the terrain point z, denoted A(z, x, P), where P contains an estimate of the dimensions of the object of interest.
Secondly, we estimate the contrast Γ(z) of the object with respect to the background. In previous work, we compute the relative contrast of an object of interest with respect to the background using the Phong Illumination model [31] . Unfortunately, this requires making numerous assumptions about the object and the background's lighting characteristics, which may not be known. In an effort to reduce the number of uncertain parameters, we propose using the lighting information Λ(z) to predict the contrast in an image. This method requires no prior knowledge of the appearance model of the object or background and is described in detail in the Predicted Contrast section that follows.
In the third step we compute the TTP integral proposed in [39] . We use the Minimum Resolvable Contrast curve MRC (κ, P) to quantify the human eye and the sensor's ability to detect contrast at a spatial frequency κ. An exact computation of MRC (κ, P) is given in [3] . However, we approximate MRC (κ, P) using a parabola as described in [31] given by
where a 1 , a 2 , and a 3 are parameters defining the curve and pixel is the field of view of a single pixel. The resulting TTP integral is given by
where κ low and κ cut are the lower and upper bounds of relevant spatial frequencies, and Γ(z) is the contrast between the target and the background. The final step in computing the TTP metric is to estimate the probability of DRI according to a logistics curve. The parameters of the logistics curve are empirically determined according to both the type of task being performed and the type of imaging system. The TTP value is given by
where
and
and where A(z, x, P) is the viewed area of the object of interest, s d (z, x) is the current slant range or euclidian distance from the UAS to the terrain point, and N 50 is an empirically determined factor that represents the average number of cycles necessary for a group of analysts to correctly identify objects 50% of the time. The coefficients a and b are statistically determined from laboratory and/or field data.
Predicted Contrast
A key element of TTP is the contrast between the object of interest and the background. Determining the contrast requires prior knowledge of the characteristics of the specific object, making it less useful for general surveillance problems. If the coloring of a specific object is known, one can use terrain reference imagery to predict the contrast of the object against known, and presumably static, terrain. Regardless of the inherent and often unknown contrast between the object and the environment, one factor that always affects the imaged contrast of the object is the scene lighting-a fixed object and background will have higher visual contrast under brighter lighting conditions and less under darker conditions. We thus use a scene lighting model to predict object/background contrast. Without knowledge of object coloring, this at least gives us an estimate that is proportional to the actual contrast.
There are several ways to model scene lighting, with varying complexity and prior knowledge required. Given a terrain map with reasonable resolution the improvements provided by more complex methods become marginal. We use a simple Lambertian lighting model that considers both ambient lighting as a result of cloud and atmospheric scattering and direct lighting as a result of sunlight falling directly on a given area of the surface. We require the user of the system to set a parameter α ∈ [0, 1] to indicate the relative mix of ambient and direct lighting at the time of flight, which is essentially an estimate of how cloudy the day is. Setting α = 1 indicates complete cloud cover, while setting α = 0 denotes a clear day with full sunlight. However, note that there is always some ambient lighting due to atmospheric scatter, so even on a clear day a small ambient component should be used.
Using this model, the illumination Λ of each terrain point z is thus calculated as a weighted mix of direct and ambient lighting,
where D(z) is the amount of direct lighting per unit area of the terrain surface. The direct lighting is dependent on the angle made between the direction of incoming sunlight and the terrain normal η(z), subject to terrain shadowing. It is calculated as
To calculate the lighting direction and resulting shadow locations, we assume a known or estimated position of the sun. This can be gathered from readily available astronomical data, such as from the NOAA Solar Position Calculator [12] . Equation (7) requires knowledge of the contrast information Γ(c) in order to compute the TTP integral. In the absence of the information necessary to compute the actual contrast as in [31] , we simply estimate it as Γ(z) ≈ Λ(z). If the sun does not move significantly during the time in which the video is collected, the lighting for each point in the area can be precomputed. A sample precomputed lighting map is shown along with the orthoimagery for the area in Figure 3 .
Motion
Motion of the video sensor causes blur in the video and makes objects more difficult for the human eye to track. Because of this, the utility of the video is affected by the gimbaling of the sensor and the path flown by the UAS. The motion component of the VTTP metric calculates the amount of motion in the image plane in pixels per second and adjusts the VTTP metric by a multiplicative factor accordingly. Since the amount of blur is proportional to the amount of motion in the image plane, the multiplicative factor drops off linearly from 1 to 0 as the motion increases from 0 to a threshold. This section shows how to compute both the predicted motion factor M p and the actual motion factor M a . We assume the use of an EO video camera for this derivation, but it applies to other types of video sensors as well. 
Predicted Motion
To predict the value of M p , we calculate the apparent motion of 3D points as projected into the image plane of the camera. This calculation, known as a motion field, requires knowledge of the predicted state vector ξ(t, τ, Θ) as well as the terrain elevation model and camera parameters from P. We compute the motion field by taking the time derivative of the computer graphics equation that projects the terrain points into the camera's image plane,
where (
) is the coordinate of the point in the image plane, C is the camera matrix, P is the projection matrix, R g b is the rotation matrix from the body frame to the gimbal frame, R b v is the rotation matrix from the vehicle to the body frame, T v i is the translation matrix from the inertial to the vehicle frame, and (z n , z e , z d ) is the inertial north, east, down coordinate of the terrain point. The camera and projection matrices are defined as
where ζ is the focal length, (o x , o y ) is the coordinate of the camera's origin, and dim x and dim y are the width and height of a pixel on the camera's sensor. The projection matrix rearranges the axes from NED coordinates to X/Y image coordinates. The motion of the terrain point in the image plane (m x , m y ) is found by taking the derivative with respect to time of the point's image plane coordinate,
whereẋ c ,ẏ c , andż c are obtained by time differentiating Equation (10),
The projection matrix P and the coordinates of the terrain point (z n , z e , z d ) do not change with time, and thus do not play a part in the product rule used to calculate the derivative. However, the camera matrix C must be included in the derivative because the focal length can change with time if the camera has zoom capabilities.
Once the motion of the terrain point has been calculated, the discount factor M p is calculated for that point as
where m T is the threshold amount of motion. Note that M p does not affect the VTTP value when there is no motion and zeros out the VTTP value when the motion exceeds the threshold.
Actual Motion
To calculate the actual motion in a captured video, we use the pyramidal Lucas-Kanade optical flow algorithm implemented in OpenCV [37, 7] . Although we could calculate a motion field using the actual telemetry, error from sensor measurements and imperfect syncing between the video and telemetry would make this calculation less accurate. The optical flow algorithm does not depend on the telemetry because it directly tracks features from frame to frame within the video. We configured the optical flow algorithm to search for 60 features with a minimum distance apart of 60, a quality level of 0.01, a 60 × 60 search window, and 6 pyramidal levels. These settings gave us a relatively uniform spread of features across the frame and worked well for all the situations that we test. Because the motion tends to be fairly consistent throughout the frame, we simplify our algorithm by using the average motion of all the tracked features in the frame. Without this simplification, we would need to match the tracked features up with the nearest terrain point projected into the image plane. The equation for the actual motion discount factor is given by
where v is the video stream, w is the frame rate of the video, N f is the number of tracked features, and (m x,i , m y,i ) is the motion of the i th feature between one frame and the next.
Observer Viewing Model
When watching video, it is well documented that humans tend to spend more time looking at areas near the center of the video frames. Because of this, they are more likely to detect objects that are located in the middle of the frame. This effect is described by Tatler, and is now commonly known as the center-bias effect [38, 6] . While there are many factors affecting where human operators will direct their attention on a video screen, Judd et al. found that a Gaussian distribution is a good model of where observers focus their attention [21] .
The VTTP metric incorporates this center-bias effect in order to more accurately estimate the probability of a human operator successfully performing DRI tasks using actual and predicted flight video. We utilize the result presented by Judd et al., by applying a scalar discount to the VTTP value for objects that are further from the center of the image according to a Gaussian distribution, with covariance Σ O . The scalar discount, or observer viewing model O(ξ, P) ∈ [0, 1], is given by
where o x and o y are the coordinates of the center of the image. The image center coordinates and observer model covariance are contained in the user defined parameter set P.
Validation
We performed two preliminary validations of the VTTP metric. First, we verified that the predicted and actual VTTP values for a flight path are consistent with each other. This consistency is necessary to ensure that flight paths that maximize the predicted video utility also maximize the attained utility. Second, we performed a small user study to verify that the actual VTTP values are correlated with human assessment of video utility. Together, these validations show that the VTTP metric can be used to plan paths that improve the viewer's experience.
Predicted vs Actual
To compare the predicted and actual VTTP metric, we compute VTTP p from a simulated path and VTTP a using actual video and telemetry. We also consider the predicted VTTP metric computed using actual telemetry instead of a planned path, which we denote as
The difference between this equation and VTTP a is the method we use to estimate the motion discount. This allows us to visualize how well the apparent motion predicts optical flow. The values for VTTP p , VTTP p + , and VTTP a computed over a short path are shown in Figure 4 . We observe that VTTP p acts much like an upper bound since it models ideal flight. Using actual telemetry, we observe jitter due to turbulence and other disturbances that reduces the video utility. When we compare VTTP p + to VTTP a , we conclude that M p is an adequate approximation of M a . These results indicate that VTTP p is a reasonable approximation to VTTP a and can be used to plan paths that maximize video utility.
User Study
In order to use the VTTP metric with confidence, we need to know whether there is a correlation between the VTTP values and the observer's ability to perform DRI tasks. Ideally, a user study should be conducted where experienced UAS operators could perform DRI tasks on a wide variety of videos. Unfortunately, for this stage of the project we did not have access to trained UAS operators, nor could we attempt to cover the breadth of possible video scenarios that operators are asked to observe. However, we have performed a small user study where users were asked to rate each of a set of videos for DRI quality.
For the user study, ten video clips with durations of 10-14 seconds were selected where a charcoalgray extended cab truck was in the video stream for the duration of each clip. The videos were selected Figure 4 : Using simulated and actual flight data, we compare VTTP p to VTTP a for a single terrain point. We also compute VTTP p + , which is defined to be the predicted VTTP metric computed using actual telemetry but no video. In this flight, the UAS is approaching the specified terrain point. The increasing VTTP values near imply that the slant range has the largest effect on the VTTP value. The VTTP p curve is smoother because it assumes ideal flight and does not model disturbances such as wind gusts. The spikes in the VTTP p curve should be examined, but are probably caused by the system switching between waypoints.
to cover many, but not all, combinations of standard viewing conditions. There were videos where the sensor was zoomed in or out, where the truck was either near or far, where the truck was parked in the middle of the road or off to the side, where the truck was in a field or an area with tall shrubs, and in the middle of the day or when there were shadows. In all cases, however, the truck remained stationary.
Twenty participants were administered a test we developed similar to a test developed by Likert [25] In our test, participants were asked how hard it was for them to detect and identify the truck in the video clip, where the presentation order of the videos was randomized. Users scored one of 5 preferences: Very Easy, Easy, Average, Hard, or Very Hard. We compared their responses to the average VTTP value of the truck location during the videos. The participants were all college students and most were familiar with the project and affiliated with the BYU MAGICC lab, where this research was being conducted. However, project members did not participate in the study.
We cannot remove response bias from the user's ratings, which makes it impossible to correlate user answers with a numerical value to compare against the VTTP metric. Instead, for each user, we compute the difference in preference of all pairwise videos. Also, we compute the difference in VTTP scores for each pairwise combination of videos. We expect that videos with the same difference in Likert rating correlates with difference in VTTP. When the user preference is vastly different between videos, we expect the difference between the VTTP values to be larger.
In the original analysis, we found that there were three videos that skewed the results due to modeling error. Two videos were scored highly by users because the truck was large in the FOV due to high zoom and close proximity. However, the truck was constantly shaking around in the video and received a low VTTP value due to large optical flow. This implies that the motion threshold m T should be scaled inversely proportionally to the ground sample distance (GSD), where the GSD is the distance between pixel centers as measured on the ground. A third video scored a high VTTP value but received a low score from users because it was hard to distinguish the truck parked up against the road near large bushes. This shows that the metric should be modified by including the effects of clutter and by improving the contrast model. Removing these three outlier videos from the study, we compare the user preference difference with the mean VTTP difference. We note in Table 2 that as the difference in user preference increases, so does the mean VTTP difference. The standard deviations of the VTTP differences for each test are reasonable, and the p-values from the Student T test give a measure of confidence that these values are statistically significant from the adjacent preference difference. Notice that the statistical significance is weakened when there are fewer number of samples. While more user studies are required to increase confidence in the validity of the VTTP metric, we feel that there is evidence to support its effectiveness at estimating video utility.
Staged Path Planning
The UAS and sensor path planning problem is NP-hard and the optimal path described in Equation (4) can only be found in trivial cases. To reduce the dimensionality of the search space, we propose a novel, staged-approach to generate an estimate of Θ * by finding the optimal UAS and sensor paths. We decompose the planning into three stages. In Stage 1 we plan the sensor path Θ † s , In Stage 2 we plan the UAS path Θ † u given a fixed sensor path, and in Stage 3 we plan the zoom schedule Θ † ζ given that the sensor and UAS paths are fixed.
We first plan the sensor path to provide higher-utility video for the operator based on how well we can observe the areas of interest defined by the reward map. We then plan the UAS path, which adjusts the UAS flight path to maximize the VTTP weighted reward of the sensor path. Lastly, we plan the zoom level to adjust the FOV and the ground sample density. In other words, we solve the following optimization problems in order:
where for Stage 1 we assume the UAS path and zoom schedule are given by the known paths Θ 1 u and Θ 1 ζ , while for Stage 2 we assume that the zoom schedule is given by Θ 2 ζ . By dividing the planning process into multiple stages we reduce the dimensionality of the optimization problem described by Equation (4); however, each stage remains a difficult NP-hard problem. In fact, each stage is still more difficult than the Traveling Salesman Problem, due to the underlying non-linearities and the time-evolving structure of the search space. For this reason, we utilize two judicious simplifications to find solutions more quickly. First, we use a receding horizon approach with a finite time horizon T , where we plan N waypoints and fly the first N fly waypoints before re-planning. Note that the reward map is updated after each time step based on the predicted flight paths. Second, we use the full, time-varying reward map only when planning the final zoom path in Stage 3. During Stages 1 and 2, we use a static reward map at time t to find the optimal sensor and flight path over the time horizon of T seconds. In the subsections below, we describe algorithms to estimate each optimal sub-path.
Stage 1: Sensor Planning
The maximization problem to estimate the optimal sensor path is posed in discrete time as
subject to Sensor Dynamic Constraints, (18) where we optimize over a modified version of Equation (3)
where the underlying reward map does not vary with the time of flight parameter τ . During Stage 1, the flight path and the zoom path have not yet been planned, so we use the initial UAS states x 0 to account for the viewing conditions. Errors induced by this estimate are negligible if the time horizon T is not too large. The sensor dynamic constraints can be physical limits on the movement of the sensor or they can represent constraints imposed by the operator to improve the viewing experience.
In this section, we describe the method by which we estimate the optimal path Θ s . We estimate the solution to Equation (18) by applying a planning technique presented by Argyle, et al., where they use a chain-in-a-forcefield technique to plan a UAS path. In their work, the links in the chain are defined as the UAS flight path waypoints acted on by various forces used to estimate the optimal path. Some of the forces acting on the links include link length constraints, turn angle constraints, and the gradient of an underlying probability density function [4] . or in other words the reward at time t of terrain point z weighted by the VTTP value. By multiplying the static reward by the VTTP value given the initial conditions, we account for the effects of slant range, grazing angle, occlusions, and contrast when planning Θ s , while avoiding the complexity of the time-varying gradients. Argyle, et al. apply a link-length constraint to enforce equal distances between UAS flight path waypoints. When planning the path of the sensor optical axis, a specific link-length distance is not desired. We extend the work by Argyle, et al. to allow for dynamic link-lengths so that the sensor footprint can dwell in regions of high reward while minimizing the time spent in regions of low reward. A high-level, one-dimensional illustration of this concept is shown in Figure 5 .
We now calculate the forces that act on each link z i in the chain. Let g i be the unit vector pointing in the same direction as the gradient, such that
where β is a normalizing constant. The unconstrained dynamics for link i becomez i = γ 1 g i , where γ 1 is a tunning parameter. Since the gradient is calculated from a discretized grid, we use a method similar to the Downhill Simplex Method described in [33] , which is a variant of the Flexible Polyhedron Method first proposed by in [30] . In essence, our algorithm constructs a triangle from three adjoining terrain points and estimates the gradient of the reward map from the reward corresponding to those points. The remaining forces acting on each waypoint z i are the link-length forces λ i (z i−1 ) and λ i (z i+1 ) due to the previous and next waypoints in the chain, respectively. Conceptually, there is a correlation between the link-length distance and the motion blur of the image due to sensor and vehicle dynamics. Obviously, a large link-length distance would induce large motion blur, reducing the video quality of terrain in the sensor FOV. The parameter L max describes the maximum acceptable link-length distance for a given altitude and a particular operator. A minimum link-length distance can also be defined to keep the sensor footprint moving. Applying these constraints, the link-length distance between waypoints of the sensor optical axis will fall between
A third parameter L nom is also defined to be the nominal link-length distance for average conditions. Using the three parameters L min , L max , and L nom , a link-length force is generated based on distance between waypoints, which falls in one of three regions. First, a repelling zone [L min , L r ), when the two waypoints are too close together. Second, an attracting zone (L a , L max ], when the two waypoints are too far apart Finally, there is a nominal zone [L r , L a ] where we do not apply any link-length forces. The bounds L r and L a are determined by the reward level, given by
where we abuse notation and let r t (z±) be the reward level at either the next or previous link in the chain, depending on which force we are currently calculating.
The link-length forces λ i (z i−1 ) and λ i (z i+1 ) due to the previous and next waypoints, respectively, are given by
where s prev = z i − z i−1 , and s next = z i+1 − z i . The constrained dynamics of link z i can now be written asz
where γ i are tunning parameters. To avoid offsetting link length forces, we require γ 2 > γ 3 . Figure 6 shows graphically the piece-wise linear function describing both the regions of attraction and repulsion and the magnitude of the link-length force for waypoints in both high and low reward regions. To better explore the search space, four initial paths are used to seed the planner, with the best resultant path selected to be Θ s . Each initial path originates from the initial n s,0 and e s,0 coordinates, with N equidistant links spread to the edge of the defined map. In many situations, the initial path will violate the link length constraints, but as the forces act to satisfy them, the path will explore
Magnitude of Force in Low Reward
Repelling Force Attracting Force Figure 6 : Link length constraints of a link in both high and low reward areas. Notice that links in high reward are allowed to clump together without experiencing a repelling force, and they are discouraged from being too far apart. The opposite is true for links in low reward areas to encourage them to find the high reward areas.
many local maxima to find the best nearby path. To overcome non-smooth reward maps, we can also down sample r t to create an intermediate path to seed the full resolution planner to obtain the final path. Figure 7 shows a simulated sensor path in a reward field consisting of many local minimum. The parameters for this particular simulation were L min = 2, L max = 11, and L nom = 5 and acted on a chain starting at the coordinates [97, 105] . Note that the best path found passes through two local maxima, and that the waypoints are bunched in the high reward regions.
Stage 2: UAS Planning
The next step is to plan the UAS path Θ u given the sensor path Θ * s . The optimization problem at this stage can be stated as
Optional No-Fly Zone constraints.
We again use a static reward map by modifying Equation (3) to become,
where the reward map depends only on time t, and not the flight parameter τ . We define the vehicle constraints according to fixed-wing UAS dynamics, and define a maximum change in heading ∆ψ max and a maximum distance between UAS waypoints L u . These constraints are given by
where ∆L u is a tolerance in the length between UAS waypoints to allow the solver the flexibility to adjust paths to find a solution. The path Θ Figure 7 : Sensor path planned from the initial location represented by the white waypoint. Notice that the path traverses two local maximum and that the dynamic link length constraints are evident as waypoints are spread apart in lower reward and bunched together in high reward. Θ s , is in the FOV. This greatly reduces the computation time needed to calculate the reward-weighted VTTP value for each terrain point z in the FOV. Effects due to zoom are considered in Stage 3.
To solve this problem, we utilize a method based on the sequential quadratic programming (SQP) non-linear solver proposed by [15] . Since the solution space has many local minima, we seed the solver with five different initial trajectories ranging from hard left and right turns to maintaining a straight orbit. Figures 8 and 9 gives examples of the UAS path generated from Stage 2. The paths generated in Figures 8 and 9 use flat terrain to help simplify the example, but this simplification is removed in Section 5 when a full simulation is conducted. Note that the results indicate that the planner tends to reduce the line of sight distance to the terrain point.
Stage 3: Zoom Planning
The zoom path Θ ζ is planned during the third stage of the path planner. In this stage we use the time-varying reward map r to let the planner adjust the zoom level to maximize the reward collected during the path. We wait until this stage to vary the reward map because we do not need to make any assumptions about Θ s and Θ u since they were planned in Stages 1 and 2.
We originally posed the optimization problem as defined in Equation (17) . However, when we did this the planner tended to zoom out as much as possible, probably because even at low resolution the VTTP metric was high enough to capture much of the reward for the terrain in the sensor FOV due to the altitude we were flying. To allow the operator more direct control of the zoom level, we pose the optimization problem for Stage 3 as
where N z (τ ) is the number of terrain points z in the sensor FOV at time t + τ and γ ζ is a tunning parameter. In other words, at each time step the planner maximizes the minimum between the total reward in the FOV and average reward in the FOV scaled by γ ζ . The scalar value γ ζ allows the user to control how much the system tends to zoom in or out. High values result in zoom paths that tend to zoom out, while lower values allow the system to zoom in.
Since the time to compute Θ ζ constitutes the largest amount of time spent planning a path, we considered three different methods of controlling the zoom. Obviously, the simplest method would be to use a fixed zoom level during the entire flight. Another planner uses estimated gradient information to aid a standard SQP non-linear solver [15] . Finally, we use a greedy search with a fixed number of zoom level settings.
The implementation of SQP solver took the longest time to compute because it required multiple computations of the reward level in the FOV during a single iteration of the planner in order to compute the gradients. To reduce the computational complexity, we used a greedy search to implement Equation (23) . The greedy search considered only one temporal step at a time instead of entire time horizon [0, T ]. Also, instead of considering the continuous range of zoom levels [ζ min , ζ max ], we considered only finite number of zoom levels. This does not allow the planner to optimally account for future viewing opportunities, but we believe that these effects are minimal. We found that the greedy planner can compute a zoom path an order of magnitude faster than the full gradient based planner with very little degradations in the reward-weighted VTTP values.
Results
We apply the staged-path planner described in Section 4 to find a parameterized path Θ that maintains surveillance on a specific location of interest and the surrounding area, especially the adjoining road networks. The path Θ consists of 100 waypoints characterizing the UAS flight path, the sensor path, and the sensor resolution, where Θ parameterizes 400 seconds of simulated flight. Section 5.1 explains how we implement these algorithms on a standard desktop to develop a flight plan and sensor schedule to maintain surveillance over the region. Section 5.2 discusses our testbed UAS and compares flight test results to predicted results. Finally, in Section 5.3 we discuss the computational complexity of this technique as well as some advantages and disadvantages of using this algorithm.
Planning and Simulation
The purpose of the staged path planner is to reduce the effort needed to prepare for and fly a surveillance mission by autonomously computing both a flight path and a sensor schedule. We implement Equations (18), (22) , and 23 on a standard desktop in Matlab. The set of Z discrete terrain points defining the region of interest are available from the US Geological Survey online database [1] . Specifications and other parameters are listed in Table 3 of Appendix A. The reward map over which the path is planned is the same as was presented in Section 2.1. Figure 10 presents the paths generated from the staged planner. Note that the planner successfully kept areas with high reward levels within the field of view of the camera . Specifically, notice that for the majority of the simulation run the camera path followed the road network, occasionally crossing low reward areas to switch to other high reward regions. Also, notice that due to the time evolving nature of the reward map, the simulated home base marked by the red dot was visible on three separate occasions. Finally, it is also evident that the UAS path tends to minimize the line of sight distance to the sensor path, resulting in loops around the sensor path.
Flight Test
We next want to fly the planned path showin in Figure 10 and compare the predicted coverage to what we actually observe. We used a Zagi style airframe with a 72 in. wingspan equipped with a Kestral TM autopilot and a Sony FCB -IX11A Block color camera, which has a 640 × 480 pixel imager, with focal lengths that can range from 4.2mm to 42mm. The camera was mounted on a gimbal that deployed below the body of the UAS, as shown in Figure 11 . We used Virtual Cockpit TM as the ground station controlling the UAS and OnPoint TM software to record and synchronize video with the telemetry. The autopilot, ground station, and image recording software are all produced by Lockheed Martin, Procerus Technologies.
During flight, we interfaced MATLAB with Virtual Cockpit to send the next set of desired waypoints based on the staged planner. The UAS control surfaces, gimbal servos, and zoom level are controlled to follow their respective path using onboard low-level control algorithms. Unfortunately, we can send only one UAS waypoint, camera waypoint, or zoom level every 300 ms. We therefore set an arrival radius of 80 meters which triggered the UAS to proceed to the next waypoint. Meanwhile, the camera gimbal and zoom levels were adjusted every 600 ms. Real-time telemetry received from the UAS triggered when to change between camera and zoom waypoints, and the algorithm linearly Figures 12 and 13 show the planned versus actual paths when flown with our testbed UAS. When flying the paths, the UAS system endured an average wind speed of 3.66 m/s from a heading of 305
• , which caused error between the simulated and actual UAS path. The worst overshoot due to wind was about 80 meters, but typical errors were less than half the maximum error. The errors in the sensor paths shown in Figure 12 are more pronounced due to wind gusts and other turbulence during flight. However, the low level gimbal pointing algorithms did a reasonable job stabilizing the sensor gimbal and following the path. The zoom paths shown in Figure 13 are very similar. Differences seen in Figure 13 are due to the simulation expecting a constant time between each waypoint, and then actual flight resulting in varied time between waypoints due to zoom level; this correlates to a time-shift and a time-scaling of the zoom path.
Errors in the UAS and gimbal position affect the shape of the FOV on the ground, which changes where the reward is collected within the reward map. To view these effects, we include the evolving reward map after 25, 50, 75, and 100 waypoints of both the simulated and actual flight test in Figure 14 . While the planned and actual reward maps are very similar, there are differences due to errors caused by modeling errors and disturbances while following the planned paths.
Analysis and Future Work
We have successfully demonstrated our ability to plan and implement an autonomous UAS flight path, the sensor gimbal schedule, and the sensor zoom schedule to perform surveillance over a desired region of interest. Note that we do not claim these paths to be optimal, but the generated paths are intuitive and provide usable video to the operator. Unfortunately, there does not exist in the literature an alternative method that we can compare our algorithm against. We present our results as a motivation for others as a starting point, with several areas of possible improvement listed below.
The computational complexity of this technique remains high. The planned path shown in Figure 10 was generated in about 2.5 hours using an Intel Core2 Duo processor running at 3.16GHz. The subprocess requiring the majority of the computation is the calculation of the zoom path. In Stage 3, the VTTP value is calculated for each terrain point in the camera field of view, and is computed for each discrete zoom level possibility. Though not presented in the here, using a gradient based method to plan the zoom level took much longer, about 24 hours, due to the repeated calculation of the observed reward needed to compute the gradient. One area of future research is to develop real-time algorithms in order to include a feedback loop. By using video feedback, the system would be robust to disturbances such as wind gusts and other turbulence by planning paths that account for areas that were not viewed adequately on the initial exploration. At the expense of increased computational complexity, an intermediate technique that would allow the paths to converge to more optimal solutions would be to iterate through Equations (15)- (17), using the paths from the previous iteration to seed the next solution.
We acknowledge that the planned UAS flight paths only maintain C1 continuity between the waypoints. In other words, at each waypoint there is a discontinuity in the commanded roll angle. We expect this to cause minor transient effects; however, these effects are smoothed during real flight. Flying connected arcs is also an improvement over other existing methods such as Dubins paths, which require up to three discontinuities in the commanded roll angle between each waypoint [13, 28] .
The VTTP metric should be subjected to a more thorough verification and validation process to ascertain its validity as a model of probability of DRI tasks. Such studies should evaluate the accuracy of both the metric as a whole and its individual components. Also, the various parameters used within the metric need to be tuned. A well tuned metric might eliminate the need to include γ ζ in Equation (23) , such that we could let γ ζ = 0 and still plan a satisfactory zoom schedule. Finally, we could consider the uncertainty in the parameter set by averaging over their individual distributions to obtain VTTP (z, x) = P VTTP (z, x | P) p(P) dP, where p(P) is probability density function over the parameters P.
The VTTP metric has potential for improvement in its current components and for addition of new components. We set a constant motion threshold in the motion component, but in reality the threshold should scale proportionally to , where ζ is the focal length and s(z, x) is the slant range from the sensor to the point on the terrain. A clutter component using, for example, one of the clutter metrics used by Henderson et al. could be added to model the difficulty of finding the object in a cluttered versus a non-cluttered environment [18] . The actual lighting of an area could be estimated from the video by taking both the brightness of the pixels and the exposure time of the camera into account. A Fourier or wavelet transform of the video could be passed into a machine learning algorithm, like a neural network, trained to account for factors not covered by other components of the metric. There is also potential for detecting moving objects and accounting for the effects of the shadow cast by the object itself.
Conclusions
This paper has extended existing image utility metrics to develop the VTTP metric used to quantify the utility of video imagery. We have shown through a user study that relative differences in VTTP values correlate with differences in the user preferences. We also develop optimization techniques to plan paths that maximize the predicted VTTP metric, thereby improving the video usability and the operator's viewing experience.
We provide the theoretical framework to plan optimal paths for the UAS path, the sensor path on the ground, and the zoom scheduling. To bridge theory and application, this paper presents a staged approach to successively plan the sensor path along the terrain, the UAS flight path, and the sensor zoom level. Computation in real time in flight is not yet possible, but these algorithms were successfully applied to precompute a UAS path and sensor schedule to survey a specified region in both simulation and hardware.
One of the objectives of this work was to reduce the workload for UAS operators. Currently, for any surveillance mission, one or more operators determine a flight plan, then manually control the sensor gimbaling and the zoom level while monitoring the video screen for potential objects of interest. In performing flight tests simulating these movements, we found that three people could perform these tasks comfortably: one person directing the sensor and zoom movements, one person controlling the UAS path, and the final person focused completely on DRI tasks and directing the UAS and gimbal movements. In contrast, our system requires the operator to load the flight parameters and then execute the planning algorithms. Upon launching the UAS, the planned path is executed autonomously and the operator is free to focus on the video stream. However, we believe that much more work could be done to reduce the operator workload further, and encourage others to improve on the methods presented here. Table 3 : Parameters used to plan UAS flight and sensor paths.
