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文化計量学実習での分類と系統の観点 
Phylogenetic point of view for cultural metrics 
榛葉 豊＊ 
Yutaka SHIN]3A 
Abstract: We argue the theorem of ugly duck by S. Watanabe to think about the affmity, so that the multivariate 
analyses, especially Hayashi's quantification methods, are discussed. The usage of the Phylogenetic point of 
view in the cultural metrics is analyzed. 
1．多変量解析，特に数量化理論 
静岡理工科大学出は人間情報デザイン学科のカリキュ
ラムに多変量解析関係や科学計量学,世論分析,マーケツ
ティング関係などの科目が複数用意されている．その中で
筆者は,人間情報デザイン実験を担当している.実験では
文化計量学的題材の中から,統計的文体論であるとかテキ
ストの情報理論的分析を実施している 1・8). 
学科の卒業研究でも人間情報デザイン学科では,心理学， 
感性評価,テキストマイニング，社会調査，教育学など, 
人間の行為に関する統計的手法を含むテーマを実施して
いる研究室が多い‘データの山からコンピュータ上のツー 
ルを用いて,対象を何らかの観点で 2次元平面などに布置
するということは，現在では手軽にできる．複数の観点か
ら対象集団を計量し，（特に主成分分析，因子分析などで
は）その多変量データから対象の特徴を先ずはIつの変数
に集約するのである．次の段階ではさらに残された情報か
ら第 2 の合成変量を作って,第1と第 2 の変量のなす平
面に対象を，そして元の変量達も，布置して分類考察する
のである. 
多変量解析の手法には具体的には重回帰分析，主成分分
析，因子分析，判別分析，クラスター分析などがある．（多
変量データが,実数で表されるような変数では無く,yes 
と noのような質的データである場合には数量化理論とい
われる手法が用いられる.）重回帰分析と判別分析は,外
部から与えられた目的変数があり,それにたいしどの説明
変数がどのように効いているのかという事,すなわち因果
関係の推定が問題になる.それに対し主成分分析やクラス
ター分析では，外部から与えられた目的変数は無く,対象 
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集団についての計量されたデータ自身から分類を行うの
である 
しかしそのようなことをコンピュータで実行させてい
ると,手軽すぎて,どういう原理を用いて,何のために, 
何をどういう空間に布置しているのか，ということはあま
り学生の関心の対象として浮かんでこないようである.こ
こでいっているのは勿論数学的な手法の詳細などという
事では無く何をやっているのかの理解ということを言っ
ているのである． 
学問の基本は，そして実務の基本も同じであろうが，標
本採集，未知の現象の発見と観察などの博物学的段階をす
ぎたら,とにかく分類するということである．その後に理
論構築が来て，仮説演鐸法の最終段階の実証が来るのであ
る 
分類というのは,何かの意味で「似ている」対象を分別
することである.そこで，似ているというのはどういう事
なのかが，大切な問題になるのである． 
2.類似しているとは 
近代西欧科学のーつの特徴は,対象や現象を数量化して
記述するということである‘ある対象集団を，ある観点で
数量化して類似性でグルービングしようという場合，その
特定の観点から漏れたそれ以外の特徴は捨てているので
ある．そうでなければ研究の第一歩が始まらないわけであ
る．そうした態度こそが,要素還元論的態度の特徴である 
f第一近似」という考え方である. 
こうしたわけで数量化されて，各個体に与えられたた数
値（複数の観点を採用しているのならベクトル）を根拠 
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にして，似ているとか似ていないとかを判断することにな
る，その際に取られる判断法は「距離」という概念によっ
ている.（数学的には,距離よりもっと一般の，位相とい
う概念になる，)2つの個体間の距離とは,その 2つの個
体が似ていない度合いを数量で表すもので，逆にいうと, 
距離が小さいのなら似ているということである．その 2 
つの個体xとyとの距離をdと書くことにする.この数 
値は負の距離ということはないのだから正の実数で無け
ればならない．最も似ている,ということは距離が 0と言
うことで,似ていない度合いが増すごとにその数値は増え 
ていくのであるー すなわちd(x,y)と 0 である．この汎 
関数に対する要請は， 距離の 3 公理といい,次の 3つで
ある. 
d(x,y)=d(y,x) 
dG,y)=0 り x=y 
d(x,y)+dひ,z)2 d(x,z) 
ー番目は，2つの個体のどちらを基準にしても似ている度
合いは同じであるということ，第2のものは距離が 0なら
それらは同じもの（と見なす）. また逆に同じものの似て
いない度合いは 0である．3つめは三角不等式といい，第 
3 の個体を考えたとき，第1のものと第2のものを直接考
察したときより,第3 のものを導入してそれ経由で考えた
ときには，直接考えたときと同じかそれ以上であるという
ことである．平面上の距離なら自明なことである， 
このような距離という，似ていない度合いの指標を用い
て，クラスター分析ではグルーピングを行うのであるし, 
また他の多変量解析の手法でも個体間の距離という概念
は頻用される大切なものである． 
よく使われる距離には，平面上の距離と同じユークリッ
ド距離も勿論のこと,市街地距離などいろいろな形の距離
が用いられる.また距離の 3公理のうち,第 3 のものだけ
満たさない擬距離というものを採用することもある．統計
的文体論や科学計量学 9〕では，距離として共出現（共起） 
という概念が使用されることも多い．例えば，科学計量学 
では 2つの単語それぞれが出現する論文の数をq,qと 
し，両方の単語が出現する論文の数をGIとすると， 
J9=G+ci―ら 
であるとか, 
C" 
レマと可 
のような擬距離指標で，ある研究分野の論文集号の中での 
2つの単語の近縁度を表したりする．Iつの小説の中での 
2つの単語の近縁度というのなら，論文数が小説中の文の
数ということになる,この近縁度を使って，単語の地図を
作成したりする，論文の共著者ということを用いれば,同
様にして学者の共著地図が作成できる． 
符号化理論では誤り訂正などでハミング距離というも
のが用いられる.ハミング距離は，2つの同じ桁数の文字
列間で，異なった文字が用いられている桁の数である. 
数量化理論のように質的変数，特にyesと noの 2値の場
合（0と 1という 2進数一桁で表される）だと,これは 2 
つの 2進数の間で,0, 1が異なっている桁の数である． 
このように,色々な分野で類似度を測る指標としてさま
ざまな距離が用いられているが，いずれにせよ，2つの個
体について測定した複数の変量から，全順序である（任
意の 2つの個体は必ず比較ができて,順序づけができる） 
ところの,距離なる 1つの数値を使って類似度の大小判断
をするというわけである，これが分類の大本である， 
3．醜いアヒルの仔定理 
ところがここに,渡辺慧によって証明が与えられた「醜
いアヒルの仔定理」11-13）というものがある，この定理は, 
個物はどの2っをとっても同じぐらい似ているという驚
くべきことを主張している，（醜いアヒルの仔は実は白鳥
の子供なのであるが,仔アヒルの中に混じっていると区別
がつかない‘アヒルの仔同士の類似度と,アヒルの仔と白
鳥の仔の類似度は同じであるということからの命名）簡単
な場合で説明しようー 
まず，より似ているとは，共通に当てはまる形容詞の数
が，より多いことであると定義する. 
さて，4つの個物を分類することにする.そのためには
最低2つの形容詞（述語）がなければならない.それをA, 
βとする．個物がその形容詞に当てはまるかどうかで,0 
または1の値を取るとすれば，2つの形容詞の組み合わせ
で4つの個物を識寮できる, 
次に Aとβから作られる原子命題を考えよう，原子命
題とは,それ以上他の命題の選言（「または」）として作ら
れない命題である，具体的に言うとベン図上で区別された
領域ただ 1つに対応する命題のことである。形容詞が 2 
つの場合これは 4 つある すなわち ”ひv B), 
A A -1B, -IAAB, AAβである．これらの 4つの原
子命題のうち（異なる）2つから作られる選言（2位の述
語という）は6つある.それは A, β， 』, ,β， 
（ん、”B)v6』A B),,伽A-iB)V(,AAB》 である 
最後から2つめは排他的論理和である．原子命題3つの選
言（3位の述語）は4つで，AvB,-1A v -1B,A vlβ， 
-1A v B となる．以上 14 個に,恒真命題ロ と恒偽命題
＠ を加えた 16 個の命題はブール束を作っている．これ 
ら ジャカール指標 
コサイン指標 
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ら16 個の命題を拡張された形容詞という． 
この拡張された形容詞群は，分類が分類者の持つ噌好や
ものの見方に影響されないためには，重要度の点において
対等に扱わねばならない． 
さてここで 4 つの個物の中からどの 2 つをとっても， 
その 2 つの個物に共通に当てはまる形容詞の数，すなわち 
Iの数は同じで，16 個の拡張された形容詞中の 4 つであ
ることが表を書いてみればわかる．16 個の拡張された形
容詞に当てはまるか当てはまらないかを順に記して，個物
を 16 桁の 2 進数として表せるということである．という
ことは 4 つの個物の中から任意に選んだ 2 つの個物間の
ハミング距離は 12 である． 
4つの個物は最初の仮定から，2つの形容詞から作られ
た原子命題の1つ1つに対応している．2つの個物に共通
な原子命題は定義からあり得ない. 拡張された形容詞のう
ち 2 位の述語には，まさに 2 つの個物が対応するそれぞ
れの原子命題の選言1つが共通である.3位の述語ではそ
の 2位の共通述語にもうーつ別の原子命題を加えたもの
である．これが 2 つある．最後に恒真命題を付け加えて全
部で 4 つの命題が 2つの個物に共通に真となるというわ
けである． 
白鳥の仔 1羽とアヒルの仔 3 羽がいるとすると，アヒ
ルの仔どうしも区別できるのならば,アヒルの仔同士でも
白鳥とアヒルでも類似度はまったく同じということを主
張しているのである．このことは, 個物数が多くなっても
同様に成り立つ，つまり，分類という行為は, それが客観
的あるいは先験的なものであるのならば,不可能であると
いうことである． 
勿論現実には何らかの意味で「客観的」な, 距離による
分類は可能である‘形容詞，すなわち変数の間に重要度の
差があれば醜いアヒルの仔定理は成り立たない．我々が行
う分類という行為は,変数は限りなく沢山あるのにその中
から,何らかの変数を選び出して計測して分析するという
ことなのであって，それ自体が窓意的であったり，もしく
は分析者の価値観を強烈に反映した行為なのである． 
多変量解析をするとき，説明変数として何を取るかとい
うことはどのように決定されるのだろうか．先行研究でそ
れらが採用されていたから,それらが計測しやすい変数だ
から，なんとなく思いついた変数，その研究対象について
頭の中で考えて，それらの変数にこそ違いが出るであろう
と思われる，等々. ということもあるであろう．だが, 変
数の取捨選択ということこそが（変数の間の相関などに
よる, 数学的な計算上の問題は別として），分類を決めて
いるのだということを肝に銘じなくてはならない‘研究で
大切なのは，先ずは変数を熟慮の上で決めて，多変量解祈
なりをして，重要な変数，無駄な変数を探る‘そして可能
なら元に戻って新しい変数を見つけ,それを計測する手段
を開発するというサイクルを行うことなのである.  
4. 数量化理論五類, 皿類では何を数量化しているのか 
数量化理論II類は,数量的変数の場合の線形判別分析に
対応するもので，2 値の複数の変数から1次の判別関数に 
相当する合成変数を作りその値によって（多くの場合, 正
負の別でという形にする)2つのグループに分ける. この
合成変数を作る原理は次の通り. 
外部から与えられた 2 値の目的変数の値で分けた 2 グ
ループが,その合成変数値の上でできるだけ離れるように
する. この分離具合は相関比刀と呼ばれる量で表される. 
つまり刀が最大になるように合成変数（サンプルスコアと
呼ばれる）の係数を決めるのである． 
結果として得られたサンプルスコアという数値はグル 
ープの個体の持つ特徴の強さを表しているのだから，サン
プルスコアの差は距離を表している‘この距離を使って， 
個体についてのさらなる議論もできる． 
サンプルスコアを与える関数は,j、I個の説明変数の分
析の時, 個体を表すN桁の 2 進数に対してサンプルスコ
アという実数値を与えるものだと言ってよい． 
一方, 数量化狙類は，数量的変数の場合の主成分分析に
相当し, 分析者が外部から与えられた目的変数は無い. 個 
体と変数を縦横の並びとする表で，対角線に近いところに
反応が集まるように，個体と変数の両方を並べ替え, 相関
が高くなるようにすることを目標とする．そのやり方は, 
個体の数量化ウェイト，変数（カテゴリー）のウェイトを
考え,その間の相関が最大になるようにウュイトを決める 
のである.この問題を線形代数で扱うと複数の解（固有値） 
が得られるが, その最大のものをI軸，次に大きなものを 
2 軸と呼び，1軸-2軸平面に変数達，または個体達を布 
置して考察するのである, すなわち平面上で固まっている
個体は似た個体のグループであり,同じ平面に変数を布置
した図からは，平面上で固まっている変数のグループは, 
多くの個体に対して同じような値を与える,似た変数なの
である． 
皿類の場合も,h類同様であるが,1軸，2 軸など．あ
るいはこの平面上のユークリッド距離は, 距離が近いもの 
同士は似ているという分類をするための距離として機能
しているのである．個体を平面に布置しているときにはや
はり，価体を表す 2進数に対して, 数量化した 1軸の値, 
2 軸の値をきめ，平面上の位置を与えているのである． 
5分類学と系統学 
以上の節で,多変量解析や数量化理論で個物を分類する
という行為について何を強調して教えるべきか考えてき
た‘ しかしそこで言及したことはすべて，「今」という時
間軸上の切断面上での，現時点での類似からの分類である, 
そこには歴史とか由来とか言う系統学の観点は全くないI 
生物の分類で, 現在観察されている形態からの分類という
のと同じである．だが, もし化石というものが発見された
らどうであろうか．その場合には過去の事物との整合性が 
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とれるように分類をしなくてはならない.また現時点での
データだけから分類する場合であっても，ある生物種はず
っと昔から変化していなくて,あるものは途中から分岐し
たものなのかも知れない,そうならある種は別の種と現時
点で類似しているというだけではなく，その先祖なのかも
知れない,などといういろいろなことが出てくる． 
特に生物学でよく言われる，「相似と相同」という問題
がある，例えば袋オオカミとオオカミは形態も生態学的地
位もよく似た種であるが,片方は有袋類，片方はほ乳類と
大きく異なる．これは相似である．器官についても，鳥の
羽と昆虫の羽のように相似器官がある．逆に，現状が異な
っても由来や先祖を同じくするものは相同である‘人間の
手とコウモリの翼は相同器官であるーこのような事を考慮
すると,歴史を復元するという系統の推定は非常に難しい． 
遺伝子の系統というようなことになると,系統推定法は
いろいろなアルゴりズムが開発されて使用されでいるが， 
考え方に大きな違いがあり，分岐分類学，進化分類学など
いろいろ考え方がある.樹形図もそれが系統を表している
のか単なる分岐図なのか,意味はまったく異なる． 
我々は卒業研究などで，典型的には，写本の系統分析の
ような,文化計量学分野のことを行わせようとするのであ
るから，この分野の手法を取り入れるだけでは無く,上記
のいろいろな事情や概念の理解を深めさせなければなら
ない．系統学の方が優れていると言いたいわけではない． 
現時点での分類がすべてであって，人間にとって知りうる
のはそれがすべてなのだという立場も勿論あり得る‘現時
点で見いだし得ない差異しか無いのなら,「本当は」詳細
な差異があるというのかもしれないいが,それらは現時点
では同じなのかも知れない. 
系統ということについては，いろいろな立場があろうが， 
本学の実習では系統の観点を含んだ実習を開発していき
たい‘ 
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