Appendix: Inventory of frequency-based continuous two-level models
Measurements are Normally distributed about the true values with a known, constant variance σ 2 . For 11 m measurements x 1 , . . . , x m ) of a control item, the meanX (the random variable corresponding to 12 observationx is Normally distributed with mean θ 1 and variance σ 2 /m. For n measurements (y 1 , . . . , y m ) 13 of a recovered item, the meanȲ is Normally distributed with mean θ 2 and variance σ 2 /n. If the control and 14 recovered items come from the same source, the prosecution proposition H p , then θ 1 = θ 2 . If the control 15 and recovered items come from different sources, the defence proposition H d , then θ 1 = θ 2 .
16
Assume θ ∼ N (µ, τ 2 ) and let Formulae are given below for realisations of these random variables: thusX,Ȳ , W and Z are replaced 17 byx,ȳ, w and z
18
Value of evidence for univariate models 19 • The distribution of the true values θ is Normal, mean µ and variance τ 2 , where τ 2 is assumed known.
• The between-group standard deviation τ σ such that σ 2 1 = σ 2 2 = σ 2 3 = τ 2 and z = (x +ȳ)/2 and 21 m = n = 1 without loss of generality then
The term (x −ȳ) 2 /4σ 2 is a measure of similarity. The more similar (closer together)x andȳ are, the 23 smaller (x −ȳ) 2 /4σ 2 is and hence the larger the term exp − (x −ȳ) 2 /4σ 2 is (note the negative 24 sign) and hence the larger V is. The term (z − µ) 2 /2τ 2 is a measure of rarity. The overall mean of the 25 population from which the measurements are assumed to have come is µ. The mean z of the control 26 meanx and recovered meanȳ, weighted by their variances so that the mean with the smaller variance 27 is given the larger weight is compared with the overall mean. The further z is from µ, the larger the 28 term (z − µ) 2 /2τ 2 is and hence the larger the term exp(z − µ) 2 /2τ 2 is (note the implicit positive sign)
29
and hence the larger V is.
30
• The between-group distribution is not Normal but is represented with a general distribution p(·), with
• The between-group distribution is represented by a kernel density estimate (Aitken and Taroni [2004] , p. 338). Consider background data of the form {z ij , i = 1, . . . , k; j = 1, . . . , l} where k is the number of groups and l is the number of members of each group, assumed constant amongst groups. Letz i denote the mean of the i-th group andz the overall mean. The within-group variance is then estimated byσ
and the between-group variance τ 2 by
• The distribution of the true values θ is Normal, mean µ and variance τ 2 , where τ 2 is not assumed known (Alberink et al. [2013] ). Conjugate priors are chosen for θ and σ 2 . The prior distribution for θ, or more rigorously, θ | τ 2 is N (µ, τ 2 /κ 0 ), for parameters µ and κ 0 . In this situation, a prior is introduced for τ , which is such that ν 0 τ 2 0 /τ 2 ∼ χ 2 (ν 0 ) for parameters ν 0 and τ 0 . Formulaically, the
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with c 2 a normalising constant. Let
with k = 1, 2, and
The likelihood ratio is then 
with c 3 the normalising constant, [Alberink et al., 2013] 
40
Value of evidence for multivariate models 41
• An early approach to the estimation of the likelihood ratio for multivariate data was used in the case 42 of bivariate colour chromaticity co-ordinates for fibres (Evett et al. [1987] ). Let y denote a bivariate 
48
The numerator of the likelihood ratio is taken to be f (y | H p , x) and the denominator to be f (y | H d ); 49 see (??).
50
The measurements were assumed to have distributions f (y | µ, Σ) and f (x i | µ, Σ), i = 1, . . . , m that were bivariate Normal with mean µ and covariance matrix Σ. Vague priors are chosen for µ and Σ:
where c is a constant, independent of µ. The probability density function for f (y | x, H p ) is then a 51 bivariate Student density function of the form: 
56
• Likelihood ratio with the assumption of constant within-source variation and between-source normality; 57 see (Aitken and Lucy [2004] ).
58
Let Ω denote a population of p characteristics of items of a particular evidential type. Background data are measurements of these characteristics on a random sample of m members from Ω with n(≥ 2) replicate measurements on each of the m members. The background data are denoted as x ij = (x ij1 , . . . , x ijp ) T , i = 1, . . . , m, j = 1, . . . , n with
The control and recovered measurements are denoted by {y l } = (y lj , j = 1, . . . , n l , l = 1, 2) where
For within-source variation, the mean vector within source i is denoted by θ i and the within-source 59 covariance matrix by U and (X ij | θ i , U ) ∼ N (θ i , U ), i = 1, . . . , m, j = 1, . . . , n.
60
For between-source variation, the mean vector between sources i is denoted by µ and the between- 
62
The means
l U and for between-source normality,
The value of the evidence is the ratio of
where
The notation is chosen to match that in Aitken and Lucy [2004] 1
67
The form of presentation is also chosen to be comparable with the univariate case described in Lindley 
85
A number n of measurements are available: n 1 measurements y 1 = (y 11 , . . . , y 1n 1 ) from a recovered 86 source and n 2 measurements y 2 = (y 21 , . . . , x 2n 2 ) from a control source; n 1 + n 2 = n and let y 87 denote (y 1 , y 2 ) 2 .
88
Consider the proposition that the control and recovered measurements have the same source. Then θ 1 = θ 2 and W 1 = W 2 . The density function of the data is
The prior density of ψ is
89
1 The notation of x for training data and y 1 and y 2 for control and recovered data is used here for consistency with Aitken and Lucy [2004] in contrast to z, x and y in the rest of the paper. Also, H 1 denotes 2 l=1 trace(S l U −1 ) where S l = n l j=1 (y lj −ȳ l )(y lj −ȳ l ) T , an expression used in intermediate calculations but not in the final result. 2 For notational convenience, both control and recovered data are denoted with y; often x denotes control data and y denotes recovered data.
The complete conditional density of θ is then
The complete conditional density of W is
The function π(ψ | y, H k ) is obtained from (20) and (21) with the use of Gibbs sampling. 
96
The function π(ψ | y, H 2 ) is obtained from (22) and (23) with the use of Gibbs sampling.
97
The marginal likelihood is then given from the equation
Further details are available in Bozza et al. [2008] 99
