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LETTER FROM THE EDITOR

Neuroscience is collaborative. A field that spans scales - from
movement of tiny particles to collective behavior of groups of humans
- is more than one person should study alone. It requires many
voices to discuss big and little ideas, mechanisms and paradigms,
all to piece together our understanding of the brain. This year, the
Class of 2021 was disadvantaged without the traditional means of
communicating ideas as we each isolated in a global pandemic.
Rather than physically gathering together, our forum became a computer screen, with each person
limited to a small box in an array of faces. Confined in our physical spaces, our individual worlds became
very small, lacking the typical breadth of human experience. But put together, we spanned the globe.
From our homes, we stayed connected across the distance, using movement of tiny particles in wires
to understand each other as a group.
This issue of Scientific Kenyon reflects collaboration that may have seemed impossible a year ago
when we were thrust into an unprecedented crisis. Everyone - instructors included - was uncertain
about a remote seminar course and whether the necessary collaboration and communication could
occur in that setting. The barrier was not just the physical distance between the members of our group,
but also the challenges we each experienced throughout 2020. We needed bandwidth - both for our
computers and for ourselves - to make it possible. Reflecting on your articles in this issue, I see that
tension manifested in the topics: the consequences of stress and disease, navigating interpersonal
relationships, the interface of humans and technology, and more. The topical content may be an
implicit product of our changing environment, but the collaboration to communicate it effectively was,
impressively, a constant.
You are part of this neuroscience network, Class of 2021. As we move back into a face-to-face
world, I am hopeful that communication becomes more natural and less formalized. The theories of
public scientific communication stand, though, as does the importance of an inclusive conversation
about neuroscience. If anything, they are more important than ever, and you are equipped to have
those conversations having already done so much while so far apart. I hope you continue to function
as nodes in a network like neurons in a brain, solving these questions together.

Sarah C. Petersen
Ashby Denoon Assistant Professor of Neuroscience
Kenyon College
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LETTER FROM THE EDITOR-IN-CHIEF
Resilience and Community
Dear Class of 2021,
Thank you for your patience, flexibility, resilience, and hard
work as we navigated what I know was a stressful, disorienting, and
strange year. When you chose Kenyon as your college home, you
imagined becoming part of a scholarly and artistic community. You
imagined taking rigorous courses that would expand your mind.
You looked forward to making friends. Maybe you contemplated
playing a sport; continuing to play or beginning to play an
instrument, perhaps even joining a band; maybe you thought you
might try acting, or painting, or sculpting or photography; you
probably considered joining a club in even starting one of your
own. The possibilities must have been exciting. But you never
imagined that you would have to spend part of your junior and senior years studying remotely. Of
course not. After all, you chose a residential college in rural Ohio! Nor did you imagine that during
your time on campus you would have to socially distance yourself from your fellow students, your
faculty, and the other members of the community. And surely, you never imagined submitting to
regular testing for the presence of a deadly virus; or periodically going into lockdown or quiet periods
because troubling levels of the virus had been detected in the community, your community. None of
this could have crossed your minds. But the world changed, and you had to adapt to a new reality.
And so you did, continuing to study, to write, to create, to do research whenever possible, and to
engage intellectually, difficult as it must have been. And you succeeded. You exemplified by your
actions the idea that what is important in life is not that one is knocked down by adverse conditions,
but that one gets up. That is resilience and you showed it. We, your faculty, were also knocked around
by the adverse conditions in the world and we also showed resilience. But the not-so-hidden secret is
that your resilience inspired us and made it easier for us to push on. And I know from speaking to you
that our resilience inspired you and made it easier for you to push on. And isn’t that what it means to
be part of a successful community? Every member gaining strength from the others? I know that living
through the pandemic, the lessons you have learned are too many to enumerate here. But there are
two lessons to which I want to draw to your attention. The first is that you have proven yourselves to
be up to the task, whatever the task turns out to be. The second is that the first is more likely to be
true if you sustain, by joining or creating, strong communities. So, as you leave our community, we are
confident that whatever path you take you will be successful and that you will represent yourselves, the
Neuroscience Department, and Kenyon College with grace and distinction. We wish you well.

Hewlet G. McFarlane
Professor of Neuroscience
Kenyon College
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A Look Into
the Crystal Ball
Should Genetic Testing
Tell Your Future?
by Elisabeth Bradford
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T

he holidays can be a
difficult time for some and
figuring out what to get
for family and friends can present
a real challenge. For the bargain
sale price of $99, you can buy your
loved ones a DNA testing kit. But,
when it comes to learning about
your genetic risk for Alzheimer’s
disease, the results can feel like a
stocking full of coal. There is a fine
line between finding out “Wow,
I’m 3% Neanderthal!” and “Oh…
I carry a copy of ApoE4 and am
at an increased risk of developing
Alzheimer’s.” With the advent of
direct-to-consumer DNA tests like
23andMe, ordinary people can
learn more than ever before about
their genetic information. However,
coupled with some serious privacy
concerns, this unprecedented
access to the secrets held in your
genetic code could really ruin your
holiday season.
Since its first product launch
back in 2007, over 12 million
people have purchased a kit, spat in
a tube, and shipped off their DNA
to be analyzed by 23andMe.1 In its
early days, 23andMe was cast as
an exciting way to discover where
in the world your ancestors came
from and to learn about genetics
using your own DNA. With the test
results, consumers could uncover
their genetic predispositions for
all sorts of different traits based
on which genetic variants were
found in their DNA. The test can
tell whether you possess the gene
that allows you to detect that
distinct smell in your urine after
eating asparagus and the gene that
causes you to sneeze when you
look into the sun. As the first of its
kind on the market, 23andMe was a
true trailblazer in the field and was
even heralded as Best Invention
of the Year by Time Magazine.2 To
that end, 23andMe set off a wave
of personal genomics services and
turned public attention towards
the fascinating world of genetics.

In fact, as of 2019, over 26 million
people worldwide had purchased
some form of at-home DNA testing
kit.3
While this may seem like an
exciting way to take a peek into
how your genetic code shapes
the person you are and how you
experience the world, the services
offered by 23andMe aren’t all
fun. Over the years, 23andMe
has battled with the FDA to
provide consumers with a more
comprehensive report on their
genetic blueprint, beyond just
their genetic propensity for novelty
traits. In 2017, 23andMe won that
battle.4 Now, with the 23andMe
Ancestry and Health Service,
users are given the option to learn
whether they carry the genetic
variants associated with developing
an array of life-changing diseases,
like the neurodegenerative disease
Alzheimer’s. This means that
companies like 23andMe hold
the genomic data that predicts
the possible futures of millions
of people. With such sensitive
information, it is critical that these
companies have robust privacy
policies to protect the identity of
the consumer. However, this may
not always be the case, and in the
end, it may not even matter if a
company goes through the process
of anonymizing your genetic
sequence.
Considering the widespread
popularity of personal genetic
testing kits, it’s time to discuss
how genetic risk factor results
are obtained, what the results
actually mean for your chances of

developing Alzheimer’s disease,
and engage in an ethical discussion
surrounding genetic data privacy.
Together, we can make informed
decisions on whether it’s worth it to
purchase that holiday gift.

From Saliva to SNPs:
Breaking Down the
Genotyping Process
To
understand
how
23andMe DNA testing kits detect
genetic risk factors in our DNA,
we first need to understand what
genetic variants are and how
they come about. DNA is a long
double-stranded molecule made
up of a combination of four smaller
molecules called nucleotide bases.
The near infinite arrangements
of the bases adenine, guanine,
cytosine, and thymine (A, G, C,
and T) form the code that acts as
the blueprint of life. This code
provides the genetic instructions
to create new lifeforms capable
of growth, development, survival,
and reproduction. Genes are the
distinct sections of this sequence
that contain code for building the
proteins that perform all of the
functions essential to life.
During development and
throughout life, cells divide and
create copies of themselves so
that organisms can grow and
replace old cells in the body.
This process of division involves
replicating DNA such that the new
cells possess the same genetic
information as the parent cells.
However, this process is imperfect
2
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Figure 1. Process used by personal genomics services to identify genetic variants in
DNA. Original image by Elisabeth Bradford. Created in BioRender.

and sometimes cells makes typos
when they are copying the DNA
sequence, like putting an A where
there should be a G. These typos
create distinct points of variation in
the genetic sequence called single
nucleotide polymorphisms (SNPs;
pronounced
“snips”).5
These
differences in genes are known
as genetic variants. Sometimes
these SNPs have no effect on an
organism, but when they occur
within sections of sequence that
encode important genes, they can
influence our physical appearance
and even our health. Since half of
your genome is inherited from one
parent and the other half comes
from the other parent, these SNPs,
or little typos in your genes, can be
passed down through generations
of your family tree. This kind of
genetic variation drives the vast
diversity of characteristics we see
across individuals and different
families.
Importantly, the SNPs we
hold in our genetic code can tell
us a lot about our susceptibility
for different diseases. Since SNPs
cause slight changes in the DNA
sequence, they can also change
the function of the DNA protein
products. In some cases, the
resulting functional changes can
3

negatively impact our health. By
gathering DNA sequence data as
well as physical characteristics and
health reports from thousands of
people, researchers have been able
to perform large-scale statistical
analyses to uncover the genetic
variants that are highly associated
with the development of different
diseases. When a genetic variant
is found to be associated with
an increased risk of developing
a disease, it is designated a
genetic risk factor. In the case of
Alzheimer’s, almost every statistical
study has pinpointed one genetic
variant as the factor that is most
significantly associated with the
presence of Alzheimer’s disease in
the brain.6,7 That genetic risk factor
is ApoE4, a variant of the ApoE
gene, which is widely recognized as
the primary risk factor for late-onset
Alzheimer’s.8 The ApoE4 sequence
only varies by a couple of SNPs
from the other forms of the ApoE
gene, ApoE2 and ApoE3, that play
no part in increasing your risk of
Alzheimer’s.9
It is important to note that while
ApoE4 is a genetic risk factor for
developing Alzheimer’s, inheriting
one or two copies from your
parents does not seal your fate—a
greater risk does not necessarily

mean you will lose your memories.
While some diseases can be traced
back to a single genetic variant,
this is not the case for Alzheimer’s.
The development of Alzheimer’s
involves a wide array of different
genes, meaning that some people
with ApoE4 never develop a single
symptom of Alzheimer’s, and some
people without the variant do in
fact develop the disease.
Now that we have established
that this genetic variant ApoE4
is highly associated with the
development of Alzheimer’s, how
exactly do services like 23andMe
take a vial of your spit and uncover
the secrets embedded in your
genetic code? Direct-to-consumer
personal genomics services often
use technology called microarray
chips to genotype your DNA, or
identify which genetic variants
your DNA holds (Figure 1).10 Once
the 23andMe labs receive your kit
in the mail, your DNA is carefully
extracted from the microscopic
skin cells floating around in your
saliva.11,12 The amount of DNA that
can be extracted from your spit is
miniscule. So, the scientists copy
your DNA over and over again until
there is a more substantial amount
to work with. Your amplified
DNA sample is then chopped up
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into small segments. With the
preprocessing of your DNA sample
completed, the scientists apply
your DNA to a microarray chip.
These chips are covered with bits of
DNA sequence that match up with
genetic variants of interest, or the
sequences that correspond with
an increased risk of disease. These
bits of DNA are all tagged with
fluorescent labels, which will come
in handy later in the genotyping
process. When 23andMe is looking
for the presence of ApoE4 in your
DNA, they design a microarray chip
that holds that complementary
ApoE4 sequence. If you do have
a copy of ApoE4 in your genome,
it will be in one of those choppedup pieces of DNA. Therefore, when
your DNA sample is applied to
the microarray chip, your ApoE4
will stick to the complementary
sequence on the chip, causing the
fluorescent tag to emit a bright,
colorful light. This light tells the lab
they have found a match.
By now, you are probably
wondering how a couple of typos
in one gene can put you at an
increased risk of developing
Alzheimer’s. To address this, let’s
take a deep dive into what is known
and what remains elusive along
the path of Alzheimer’s disease
development and its relation to
ApoE4.

slow decline in memory that comes
as a part of normal aging. Rather
than just losing track of where
you put your house keys, which
everyone experiences from time to
time, Alzheimer’s-induced memory
decline can manifest as completely
forgetting what house keys are
used for at all.
Long before the cognitive
effects of Alzheimer’s can be
detected, detrimental changes
in the brain are taking place.15 A
healthy human brain is made up of
billions of specialized cells called
neurons that communicate with
one another via electrical current
and chemical signals. These cells
allow us to do all of the amazing
things that are so essential to the
human experience, like thinking,
feeling, moving, breathing, and
eating. Contrary to popular belief,
neurons aren’t the only important
cells in our brains. There are also
many different kinds of glial cells
that perform a myriad of diverse
functions, including, but certainly
not limited to, providing support
and
nutrients
to
neurons.16
Alzheimer’s prevents all of the cell
types in our brain from performing
their essential duties and causes
the breakdown of this magnificently
complex cellular network that

forms the basis of who we are as
people. This deterioration spreads
throughout the brain, eventually
resulting in widespread neuron
death.
There are two hallmark
features of the Alzheimer’s brain
that likely cause the severe
neurodegeneration and memory
degradation that define the
disease, and scientists refer to
them as amyloid plaques and tau
tangles.17 Amyloid plaques are
caused by the abnormal buildup
of the protein amyloid-beta in the
spaces surrounding neurons. As the
disease progresses, these plaques
grow larger and larger, accumulating
more and more pieces of amyloidbeta protein, until the neurons are
ultimately overwhelmed and die.
The second cardinal characteristic
of the Alzheimer’s brain are tau
tangles. In a normal brain, the tau
protein works inside neurons to
help them hold their shape, like
bolts in the framework of a house.
However, in the Alzheimer’s brain,
the structure of tau is altered such
that the tau protein is unable to
act as the neuron’s bolts and ends
up accumulating in large clumps
within the cell. This change in tau
structure and function severely
destabilizes neurons. While these

ApoE4 and
Alzheimer’s Disease
Alzheimer’s disease currently
impacts the lives of 5.5 million
Americans and over 44 million
people worldwide, and with people
living longer and longer lives, this
global estimate is projected to at
least triple by the year 2050.13,14
The cognitive symptoms that
define Alzheimer’s disease are
those of chronic memory loss,
changes in behavior, and difficulty
forming
thoughts.15
However,
Alzheimer’s goes far beyond the

Histopathology of amyloid plaques in the hippocampus. Image by Mikael Haggstrom. Public
Domain
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molecular features of Alzheimer’s
disease are well-established, what
exactly causes them continues to
elude researchers in the field.
How does this all tie back to
the genetic risk factor ApoE4? It
turns out that ApoE4 is not only
associated with an increased risk
of developing Alzheimer’s, it is also
highly correlated with an increase
in amyloid plaque deposition and
tau tangle formation.8 However,
until recently, there was no clear
molecular path that led from
inheriting one or two copies of the
ApoE4 variant from your parents
to an increased presence of those
hallmark features of Alzheimer’s
disease in the brain. In 2017,
members of the Südhof lab at
Stanford University carried out a
series of experiments with the goal
of understanding how the different
variants of the ApoE gene influence
the development of Alzheimer’s as
well as the synthesis and secretion
of the amyloid-beta protein.18 From
prior research, the scientists knew
that ApoE proteins are produced
by the glial cells that surround
neurons and that neurons create the
amyloid-beta protein that buildsup into plaques in the Alzheimer’s
brain. So, they were curious to
see if the glia-generated ApoE2,
ApoE3, and ApoE4 proteins would
have different effects on amyloidbeta synthesis by neurons.
Incredibly, scientists today

have the ability to grow fully
functioning neurons in petri dishes.
Thus, the Südhof lab applied the
different ApoE protein variants to
their neurons in a dish and carefully
studied how ApoE might contribute
to Alzheimer’s disease. They
found that ApoE proteins bind to
receptors on the neurons’ surface
and cause an intricate cascade
of events to occur within the cell
that can turn on the expression of
genes. One key gene that is turned
on by this ApoE-neuron interaction
is amyloid-beta precursor protein,
the building block of amyloidbeta. Importantly, they also found
that ApoE4 induced the highest
levels of amyloid-beta production
compared to ApoE2 and ApoE3,
which reflects their associated
Alzheimer’s risk.
These findings suggest that
when someone is an ApoE4 carrier,
over their lifetime the neurons
in their brain will be producing
more amyloid-beta protein than
non-carriers, putting them at an
increased risk of plaque formation
(Figure 2). This could be the
root of why ApoE4 is so highly
associated with the development
of Alzheimer’s. However, this is
likely not the only way that ApoE4
contributes to the disease, and
further research is required to
understand how ApoE4 contributes
to the many different molecular
features of the Alzheimer’s brain.

Figure 2. Hypothesized role of ApoE4 in the development of Alzheimer’s disease. APOE4 carriers
depicted represent individuals that carry two copies of the APOE4 variant, which is approximately
2% of the US population.19 Original image by Elisabeth Bradford. Created in BioRender.
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By continuing to clarify the
molecular mechanisms driving the
harmful symptoms of Alzheimer’s
disease, researchers can get closer
to identifying the best therapeutic
target for treatments.

Risky Business
The estimated risks of
developing Alzheimer’s associated
with carrying one or two copies
of ApoE4 have shifted over
time as more research has been
performed. In the United States,
it is believed that around 60% of
the population carries two copies
of ApoE3, which has no associated
risk of Alzheimer’s.19 The ApoE4
variant is much less common across
the population, with approximately
25% of people inheriting one copy
from their parents. Those who
inherit two copies of ApoE4 are
truly in the minority, at only 2% of
Americans. In raw numbers, that’s
around 6.5 million people.
In 2017, research groups at
universities across the world joined
forces to calculate accurate risk
estimates of developing Alzheimer’s
disease for ApoE4 carriers.20 They
analyzed data from over 16,000
individuals aged 60-75 years. All
individuals included in the analysis
were assessed over a 4 to 18-year
period for cognitive impairment
and symptoms of Alzheimer’s
disease. Through this large-scale
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statistical study, the international
research groups found that the
risk of developing Alzheimer’s for
individuals carrying two copies of
ApoE4 is 30–55%. This means that
out of those 6.5 million Americans,
it is statistically probable that
approximately 3 million of them
will develop Alzheimer’s in their
later years. This risk is slightly lower
for the 25% of Americans carrying
only one copy, at 20–25%. This
study shows that despite being a
significant genetic risk factor for
Alzheimer’s and imparting a higher
degree of amyloid-beta synthesis,
ApoE4 does not determine the
carrier’s future. There is still a
large chance that many people
with ApoE4 will never develop the
disease. Interestingly, they also
found that people without a single
copy of ApoE4 still have a risk of
developing Alzheimer’s of 10–15%.
This emphasizes again that ApoE4
is not the only player in the path of
Alzheimer’s disease development.
It is critical to note that these
risk estimates can shift dramatically
on an individual basis due to
different lifestyle and family health
factors. Also, current risk predictions
for Alzheimer’s, including those
calculated in this study, are far too
heavily focused on individuals of
European descent. It is imperative
that more work is done to develop
estimates based on samples with
greater ethnic and racial diversity.

Playing Doctor: Don’t
Try This at Home
Considering
all
of
the
complex information that goes into
calculating one’s risk of developing
Alzheimer’s, is it right to learn about
your ApoE4 carrier status outside
of the doctor’s office and through
an app on your phone?
Due to FDA regulations,
23andMe only provides consumers
with
information
regarding
whether they do or do not carry

ApoE4, with no mention of the
individual’s personal risk in order
to avoid the product acting like a
diagnostic medical test. As this
genetic variant’s relationship to the
development of Alzheimer’s is still
largely unclear, this knowledge is
more likely to confuse consumers
than clarify any risk of disease.4
Furthermore, a study found that
up to 40% of genetic risk factors
identified
through
direct-toconsumer microarrays were actually
false positives.4 In other words,
due to imprecise genotyping
technology, 23andMe might report
that you carry ApoE4 when in
reality you do not. Therefore, most
health officials argue against directto-consumer DNA testing due to
the high probability of emotional
distress and misinterpretation of
results, especially for diseases like
Alzheimer’s for which there are no
treatment plans available to prevent
the disease.21 However, there are
some proponents of direct-toconsumer testing that argue for
DNA tests like 23andMe because
they provide consumers with
options outside of the traditional
healthcare system, granting them
autonomy.22
If you still wish to learn about
your genetic predisposition for
diseases like Alzheimer’s, finding
a genetic counselor might be the
best route.19 Genetic counselors
are health professionals highly

trained in genetic analysis and
counseling psychology. Therefore,
they can help you make a
personalized decision regarding
whether or not to engage in
DNA testing by considering your
family health history, lifestyle,
and environmental factors. In
fact, while it is not highlighted on
their website, 23andMe strongly
encourages users who wish to learn
about their genetic risk factors to
seek out genetic counseling before
undergoing testing.

23andWe? Some
Things Are Better
Left Unshared
With this knowledge of the
23andMe genotyping process,
you may feel that you can now
make an informed decision on
whether to buy that holiday gift.
Not so fast. There is a whole other,
darker dimension to direct-toconsumer genetic testing that is
not advertised on the website.
From 1973 to 1986, the
Golden State Killer struck terror
into the hearts of West Coast
residents. For decades, his horrific
crimes went unsolved. However, on
April 24, 2018, Joseph DeAngelo
was arrested by California police
officers and finally brought to
justice.23 It wasn’t because of any
mistakes DeAngelo made that the
6
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police were finally able to catch him.
It was because he had relatives who
had purchased DNA testing kits
and uploaded their genetic data to
GEDmatch, a free service that aims
to connect people to their relatives
based on genetic similarities. By
uploading DNA sequence from a
sample found at one of the crime
scenes to GEDmatch, the algorithm
uncovered the killer’s cousins,
and the investigators were able
to piece together his family tree.
These actions led to his eventual
arrest and life sentencing.
These investigative procedures
are
becoming
increasingly
prevalent as more people engage

in direct-to-consumer genetic
testing and the wealth of genetic
data held by private companies
grows. Recently, a Florida judge
granted a warrant allowing police
to override GEDmatch privacy
policies, setting the legal precedent
that will provide law enforcement
easier access to consumer DNA
databases.24 As was made evident
by the Golden State Killer case,
this access won’t just affect those
who have undergone DNA testing
themselves, it will also impact their
entire family tree. Anonymous DNA
is a thing of the past.
While 23andMe currently
has strong privacy policies and

vows to keep the police and
insurance agencies out of their
data, there is no guarantee that
policies will remain the same,
especially as legal precedents are
set and moral obligations shift in
favor of profits.25 To their credit,
with their vast genetic database,
23andMe has performed amazing
research to elucidate how genetic
variants link to different traits, and
they promise not to use your data
in research unless given explicit
consent.
Given all of this information,
does this still sound like the ideal
holiday gift? Regardless of your
decision, now you know exactly
what that gift entails.
■
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Separation of Art
and Science,
that’s a WAP
(Wasted Academic
Potential)
SCIENTIFIC KENYON

by Amna Tahir

“BARBARA MORGAN (American, 1900-1992). Martha Graham
‘Letter to the World’ (Kick), 1940” by Diversity Corner is licensed
under CC BY-NC 2.0
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ivid
brush
strokes,
messy, refined, smooth,
the
expressive,
yet
seemingly unintentional, splotches
of a Jackson Pollock, or the way
Martha Graham soars through the
air and defies gravity: there is no
denying the importance of art in
everything we see and do. The
gorgeous gothic style building on a
college campus was not thought up
on the spot. It came from thousands
of years of artistic evolution. And
yet, the topic of art is always kept
separate from science. In my
photography class where I learned
how to develop film using various
chemicals, not once did I learn
how those chemicals brought to
life what I hoped my camera would
capture. The most science I learned
was to not dump the developer
down the drain because it would
harm the environment. While the
divide began many years ago,
further separation of the arts and
sciences in society today might be
due to the “left-brain/right-brain”
theory.

Left-Brain vs. RightBrain: A Tragic
Divide
In the 1960s, a scientist named
Roger Sperry was interested in
learning more about the relationship
between the hemispheres of
the brain. He conducted “splitbrain research” where he cut the
corpus callosum (which consists
of a bundle of nerve fibers that
connects the two hemispheres
of the brain1) to see how it would
affect the brain’s function.2 This
revolutionary experiment helped
further the field of neuroscience
by teaching us more about the
functions of different parts of
the brain.3 Through countless
trials and experiments with cats,
monkeys, and eventually humans,
Sperry concluded, once the

quickly, and are still evolving today.
Better yet, throughout history,
the two have seemed to evolve
together! When scientists came
up with the cell theory (that all
living things are made up of cells),
artists started implementing it into
their art, creating creatures that
combined humans and animals.4
If we know being “right-brain/leftbrain dominant” is not accurate, we
need to move away from the dated
idea of believing everyone has to
choose between art and science
and start integrating art into the
sciences. Luckily, therapists have
already started to do so.

“NYC - MoMA: Jackson Pollock’s One:Number
31, 1950” by wallyg is licensed under CC BY-NCND 2.0

corpus callosum was severed, the
hemispheres of the brain couldn’t
communicate with each other.3 His
research showed dominance in the
left hemisphere in analytical and
verbal tasks, and dominance in the
right hemisphere in spatial tasks
and music.3 However, the difference
between the two hemispheres
was extremely subtle, a point that
people missed when the idea was
represented to the public. So,
society started believing they were
more “left-brain dominant” or more
“right-brain dominant,” which then
led to the idea that not everyone
is capable of learning math or how
to paint.
From
these
incorrect
assumptions, the arts and the
sciences began to drift further
and further apart. Those of us with
an enthusiasm for the sciences
started thinking we lack creativity
and those of us with a passion
for the arts started believing we
couldn’t think analytically. The
simple task of drawing a diagram
in my chemistry class would make
my classmates sigh reluctantly.
However, science and art are very
similar in that both evolved very

“Mental Health”
Who?
In the indecisive process
of trying to figure out my future
career goals, I ventured into the
world of mental health, which is a
huge problem in today’s society.
The problem is partially because a
lot of people try to downgrade its
importance, and partially because
there is such a wide range of issues
under the umbrella of “mental
health”. Before all else, mental
health is really important! Your
brain, like your heart, is an organ,
and if you are willing to find a
doctor to help your heart in the
event of a complication, you should
be willing to do the same for your
brain! Mental health may not be

“Left brain, right brain” by Mohit Tomar is
licensed under CC BY-2.0
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something you can physically see
or feel, but it is extremely prevalent.
Let’s take anxiety, for example.
Imagine you are walking down an
abandoned street in the dead of
night. A slight, cold breeze flows
by, and a few strands of hair brush
your neck. All you can hear is the
tapping of your shoes as you walk
across the pavement and the
pounding of your heart from fear.
This increase in your heart rate is
caused by activation in the fear
center of your brain, also known
as the amygdala. The anticipation
of something scary lurking in the
darkness causes you to experience
anxiety, and this anxiety is what is
activating your amygdala in the first
place.5 It is normal to experience
anxiety every once in a while, but
it becomes damaging when a brain
region is constantly activated. Such
is the case with anxiety disorders.
The region that is over-activated
could begin to shrink as a way to
reduce the number of neurons that
are affected to reduce the negative
response of stress.6 As a result, the
degeneration of neurons can cause
damage to the hippocampus,

which is involved in memory and
can increase your risk of getting
dementia later in life.6

Therapy! Therapy!
Therapy!
The majority of these issues
have no cure as easy as taking a
magic pill and suddenly feeling like
everything is perfect. Sometimes it
can take a combination of therapy,
medicine, and a lot of self-care to
start feeling like yourself again.
Fortunately, there are plenty of
forms of therapy that can be wellsuited to your needs, one of which
is expressive art therapy. Expressive
art therapy uses different modes
of art, such as drawing, painting,
music, dance, sculpture, and
photography, to help patients
through trauma, growth, and stress.7
It is a subset of regular art therapy
which uses multiple modes of art
as tools to show how the patient
is feeling, rather than focusing on
one mode for the entirety of the
therapy session.8
The extraordinary thing about
expressive art therapy is it has been

found to work in multiple different
groups of people. In 2020, a study
was done by researchers looking
at the biological response to art
therapy in college students. They
were able to reduce anxiety and
stress levels after just one session.
The researchers also found artmaking alone didn’t make as much
of a difference; it was when the
art-making was combined with the
traditional idea of therapy that a
visible difference was seen in the
mental health of the students.9
Oddly enough, although it
has been proven to work, very few
people have heard of expressive
art therapy. This could be because
the conversations surrounding
mental health have only recently
started growing as people become
more aware of the impact it has
on society on the individual level
up to larger groups. Or, it could
be from a lack of overlap between
the art and science community,
as mentioned earlier. Either way,
it has the potential to make a
big impression as well as impact
groups who haven’t had access
to therapy before. For example,
in minimally and completely nonverbal communities expressive
art therapy can be used because
it does not require the ability to
speak to work, which will remove
barriers in the type of language
used as an issue as well. In 2009, a
study was done using art workshops
to facilitate communication with
children who don’t speak the
language of their peers. From these
workshops, teachers were able
to see an increase in self-esteem
and communicative behaviors, like
smiling and sharing their pictures
with their classmates.10

Art Explained
Through Biology
“File:Amygdala.jpg” by http://www.memorylossonline.com/glossary/amygdala.html is marked with
CC0 1.0
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Like almost everything else
in the world, there is a biological
explanation of why expressive art
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Left:”Phineas Gage 1850s - Daguerrotype” by Newbury Photograph Restoration is licensed under CC BY-ND 2.0
Right: “Harvard Medical School Phineas Gage skull” by Protocol Snow is licensed under CC BY-NC-ND 2.0

therapy works. One way to see this
is by looking at the function of each
part of the brain. The best way to
do this? Find a brain that has been
damaged, determine what area has
been affected (possibly through
the use of an fMRI), and then try
to figure out which functions are
missing. For example, we have
the famous case of Phineas Gage,
a man who survived a meterlong iron rod shooting through
his skull and destroying a large
portion of his frontal lobe. After
the incident, Gage was still able
to speak clearly, his memory was
intact, and he was able to quickly
get back to his labor-intensive job
at the railroad.11 However, reports
from his colleagues showed that
his personality changed and Gage
became unpredictable and violent.
It was difficult to compare his
personality since there were no
accounts of what he was like before
the incident, but from the reported
shift in his actions, we were able to
learn that the complex functions

involved
in
decision-making
and social cognition are mostly
dependent on the frontal lobe.12
This approach of looking
at the function of the brain has
also been applied to creativity.
When looking at artists who have
suffered a form of brain damage,
we can see that typically one
hemisphere has suffered, and the
other is in perfect condition. But,
these artists can continue creating,
so artistic creativity can’t come
from one hemisphere. Instead, it
is a pathway that is connected to
multiple regions of the brain.13 This
is important because the more
regions involved, the lesser the
impact of brain damage. Art has
been found to be a communicative
system, relaying ideas and emotions
in a symbolic way like languages,
but unlike languages, it engages
more of the brain.13
One study done in 2013
showed that the frontal and
parieto-temporal regions of the
brain are involved in broader

creativity tasks, and the front
regions of the lateral prefrontal
cortex are involved in combining
ideas creatively, while the back
region is involved in generating
ideas.14 As stated previously, the
frontal lobe is involved in decision
making and social cognition. The
parietal lobe is responsible for
sensory processing which gives a
person the ability to judge the size,
shape, and distance of an object
along with the interpretation of
symbols.15 The temporal lobe is
in charge of creating and saving
long-term memories along with
visual and auditory processing.16
The back region of the prefrontal
cortex is responsible for the higherorder process of regulation of the
selection of multiple responses
and conditional operations. The
frontal region plays a huge role in
cognitive control.17
It is clear why these brain
regions are involved in the process
of creativity and art-making,
but it is even cooler to see the
12
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Left: “File:Anatomy of the brain; lobes and cerebellum Wellcome V0009499.jpg” is licensed under CC BY 4.0. Right: “File:1605 Brocas and Wernickes
Areas-02.jpg” by OpenStax College is licensed under CC BY 3.0

overlap of these brain regions
in communication and therapy.
There are two main brain regions
involved in language in the brain:
Broca’s area and Wernicke’s area.
Broca’s area is mainly linked to
the production of speech and the
articulation of language and ideas
and is found on the frontal lobe.
Wernicke’s area is connected to
Broca’s area and is associated
with language processing and
comprehension, for both written
and spoken, and is a part of the
temporal lobe.18 These two regions
are a part of the same areas
involved in the creative process,
which further connects using art as
a form of communication. But how
does this connect to therapy?

Flexibility in Art
Therapy
The special thing about therapy
is that it can be designed to fit the
needs of each individual. So, in
the case of expressive art therapy,
different modes of art can be used
to further the communication
between the patient and therapist.
Being able to comfortably express
your feelings in a session that is
tailored to your specific needs
13

can help the therapist find ways to
lessen your mental health issues
more effectively. The main goal
is to find alternate ways to fully
communicate how you feel to the
therapist, so the therapist can find
ways to combat those feelings
through stress-relieving activities.
Then you apply those activities
at times when you are feeling
stressed.19 An example of this could
be painting to relieve tension from
a long day of work.
Of course, as amazingly
effective as art therapy is, it can
only work to an extent. There are
limitations to all forms of therapy,
and usually, those limitations
depend on the patient and their
willingness to engage with the
activity and apply what they
learned to their day to day life.
But, once the participant is fully
engaged, they might even be able
to see a change as early as their first
session. Because of its interactive
nature and since it doesn’t require
a knowledge of the spoken word,
expressive art therapy can be used
with small children or adults, and
can be done one on one with the
therapist, or even in a group setting.
Art therapy has been used with
cancer patients to help promote

self-esteem and develop a form of
identity that is not linked to their
disease. It also provides a way to
make a physical record of thoughts
and feelings that the patients had
difficulty expressing verbally.20
Unlike other forms of therapy,
like cognitive behavioral therapy
which is used pretty often,
expressive art therapy is not as well
known. So, there are a lot of areas
for advancement. Without the need
for a verbal component, expressive
art therapy might be able to relieve
some stress in the Autism Spectrum
Disorder
(ASD)
population,
especially with children who have
less experience being around
new people. Since ASD causes
difficulties in social situations,21 a
child with ASD might feel stressed
when surrounded by unfamiliar
people, which has been found
to lead to an intense emotional
response, such as a “meltdown”.22
Art therapy would have the ability
to lower or decrease the distress the
child is experiencing. If something
as exciting as expressive art therapy
and all of its possibilities comes
from integrating art and science
in just one field, just imagine how
many possibilities there are in other
interdisciplinary fields.

Be Haste Don’t
Waste!
Separating art from science can
be damaging in many ways. Major
discoveries in the sciences are what
lead to such great developments
in the things we enjoy! Through
the understanding of sound waves,
we know how to make music
more appealing to the ears. The
invention of microscopes is what
led artists to realize the multitude
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of ways to view the world!4 Students
would get a more well-rounded
education from taking classes that
allow them to respond creatively
and encourage outside-the-box
thinking. Alternative perspectives
in the lab can help further scientific
research in ways that have not
been done before. Although the
fields have been kept separate for
so long, combining art and science
can be helpful, especially in trying
to understand how someone feels.

Our main objective is less about
science and more about how we can
use this creative form of expression
to really make a difference in
a person’s life. Art and science
evolved together and should
therefore be regarded, not as two
separate entities but as two foods
that taste great by themselves, but
even better united. Otherwise, all
we have is some wasted academic
potential.
■
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T

he human body is made
up of about 30 trillion
eukaryotic, or animal,
cells.1 It also contains about 38
trillion bacterial cells. This means
that a typical human has as many, if
not more, bacteria in and on them
as they do actual human cells.
Despite this, medicine is largely
focused on how we can affect our
human cells to cure disease, heal
wounds, and prevent sickness.
These questions are very important
in understanding human health,
but less focus is placed on how
our bacteria may be altered by our
actions. In order to understand the
full picture of human health and
how it can be optimized, we need
to better understand the function
of our bacterial communities as
well.
The bacteria in and on the
human body are organized based
on their location and function into
groups called microbiomes.2 This
includes the skin microbiome,
the oral microbiome, the lung
microbiome,
and
the
gut
microbiome. The gut microbiome,
which is the collection of bacteria
and other microorganisms found
in the gastrointestinal tract, has
recently been under greater
observation. This is because
in addition to its main role of
extracting key nutrients that the
host is unable to digest, the gut
microbiome has also been found
to largely impact other areas of the
body.3 Although the brain itself is
considered a sterile organ and does
not have a microbiome, bacteria
have been found to indirectly
impact its function.￼
Some common foods contain
bacterial strains that are able to
affect the function of the brain.
They are referred to as probiotics,
or live microorganisms with health
benefits, and may improve much
more than just the health of a
person’s gut. Yogurt is probably
the most well known probiotic,
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but there are plenty of others as
choices since different people like
different kinds of food.4 European
cheeses are another major source
of probiotics, with different cheeses
containing unique combinations
of microorganisms. The specific
effects that these foods have on
the brain will be discussed, but is it
possible that something as simple
as eating some yummy cheeses
every day could cure depression?

Disorders of the Brain
The brain’s proper function
is necessary for the well-being of
its host organism. If the brain is
not functioning properly, various
problems may arise. Some of
these problems involve mood
and cognition. Major depressive
disorder, or depression, is a disease
of the brain where the affected
individual experiences a lowered
mood state. Depression is very
prevalent in the United States
today, with 13.8% of adults using
antidepressants.5 This has increased
since 2010 by 3.2%. While it is
unknown whether the cases of
depression itself are increasing,
insurance companies have reported
an increased rate of diagnosis
for depression in addition to the
increased use of antidepressants.6,7
The use of antidepressants to treat
depression poses many problems,
however.
Antidepressants
are
not a guaranteed treatment
for individuals with depression.
Because there are so many different
compounds that respond uniquely
to each individual, it can be difficult
to find one that works well for a
patient. Additionally, they may not
ameliorate the patient’s symptoms
at all.
In addition to depression,
another common disorder of the
brain is Alzheimer’s disease (AD).8
AD is a neurodegenerative disease
where the individuals experience
dementia, memory loss, and
alterations in metabolism, which is

the body’s maintenance of energy.
This disease is heart-breaking
for loved-ones, as they see their
friends and family lose their sense
of self, effectively erasing all the
experiences they had together.
Age is the greatest risk for acquiring
this disease. Because AD involves
brain cells dying, memory loss and
a reduced ability to concentrate
occur. While there are some drugs
that are used to treat the cognitive
symptoms, unfortunately no cure
for AD currently exists. To avoid
both the issues in prescribing
antidepressants and to find a better
treatment option for individuals
with AD, and perhaps allow them
to retain memories of their loved
ones, it is clear that additional
therapeutic approaches should be
explored.
In order to develop better
treatment for brain disorders like
depression and AD, the factors
that affect the brain and its function
must first be explored. Recently,
more focus has centered around
alterations to the gut microbiota
as a way of affecting the brain
and its behavior. This relationship
has been dubbed the gut-brain
axis.9 Depending on the species
of bacteria that are present within
an organism’s gut, the brain might
function differently (Figure 1).
Some physical adverse effects of an
improperly functioning gut-brain
axis include obesity and stomach
pain. While the exact mechanism
of how this occurs is unknown,
communication is thought to occur
via the vagus nerve—the nerve
running from the brain to the
abdomen that is responsible for
organ functions—and results in the
modulation of various structures
withThe gut-brain axis is thought
to affect mood through the HPA
axis of the brain.10 The HPA axis,
or hypothalamic-pituitary-adrenal
axis, is the system responsible
for an organism’s response to
stress. For example, say a student
16
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receives a failing grade. The
student sees the grade and the
brain tells the adrenal glands on
top of the kidneys to produce the
stress hormone cortisol. Cortisol
signals the body to change, which
we experience as stress. These
changes include a lowered mood,
increased blood pressure, and a
decreased sensitivity to pain.11
Depending on the bacterial species
that are in the gut, the function of
the HPA axis may be altered.10 One
study performed on rats removed
all of the microorganisms from their
gut.12 These rats, when electrically
shocked, showed an increased
stress response than those who
had a healthy gut microbiome. If
this could be applied to humans,
it would mean that certain strains
of bacteria, as acquired through
food, could decrease the reaction
experienced from a stressful
situation. In the situation above,
the failing grade would not seem
as scary to a student eating cheese
and yogurt, and the pain from
stress would be diminished.

Experimental
Treatments Using
Probiotics
Because of their ability to
potentially alleviate the negative
emotions,
many
researchers
are exploring the potential for
probiotics as treatment for various
brain disorders, like depression,
generalized
anxiety
disorder
(anxiety), and AD. Probiotics
deliver certain species of bacteria
to an individual’s gut, altering its
composition. As seen, the changes
in composition may also change
the way a brain functions.
To assess the effects of bacteria
supplementation, via probiotics,
on depressive and anxiety-like
behaviors, researchers used rats.
Germ-free rats, or rats without
any microbes or bacteria in their
gut, were given either a probiotic
containing the species Lactobacillus
rhamnosus or no probiotic (Figure
2).13 L. rhamnosus is a relatively
rare bacteria naturally found in

Figure 1. The adverse effects that may result from an imbalanced gut-brain axis. Image created with
Biorender.com by Julia Borys, licensed CC BY 4.0.
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human gut microbiomes.14The
rats that were given this probiotic
showed a decrease in anxiety-like
and depressive behaviors. This was
tested by forcing the rats to swim
and observing their reaction, such
as trying to swim or giving up.
If the rat acts as though it is not
worth it to continue swimming, this
is seen as a potentially depressive
behavior, where hope is seemingly
lost. The bacteria was determined
to be communicating through the
vagus nerve. Upon severing the
rats’ vagus nerves, the rats who
were given the probiotics exhibited
the same depressive behaviors
as the rats without probiotic
supplementation.
The anti-depressive effects
of probiotics were also tested
in humans. As opposed to L.
rhamnosus, another Lactobacillus
strain,
L.
helveticus,
and
Bifidobacterium longum were given
to individuals for 30 days.15 Like L.
rhamnosus, these strains naturally
occur in the human gut. These
bacteria were seen to alleviate
anxiety-like
and
depressive
behaviors as revealed by the test
scores of the patients, which selfreported the patients’ mood and
depressive emotions. We know that
the increased mood in the patients
was due to the probiotics, because
another group was given a placebo,
or a treatment with no effect. If
the patients thought that they
would be happier, so then became
happier, the test scores would have
increased in the placebo group as
well. This was not true, however,
so we can assume that the increase
in mood is indeed a result of the
probiotic. Additionally, no adverse
effects were observed from taking
the probiotic. In order to consider
probiotics as a standard treatment,
more studies would need to be
done on different populations using
different strains. This is because
people from varying parts of the
world may require the bacteria
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Figure 2. Illustration for the effect probiotic cultures have on mood. Arrows represent the cause and effect. Gut epithelium is the lining in the intestines,
where bacteria reside. Figure by Julia Borys, licensed CC BY-NC 4.0.

from their local foods to have a
functional gut microbiome.
In
addition
to
testing
the antidepressant effects of
probiotics, the cognitive effects
were also observed in humans.
This was done in an attempt to
alleviate some of the unfortunate
effects of AD, whose patients are
known to experience decreases in
cognition as mentioned previously.
Alzheimer’s patients were divided
into two groups. They were either
given plain milk, which acts as the
placebo control, or a probiotic
mixture (containing L. acidophilus,
L. casei, B. bifidum, and L.
fermentum) for 12 weeks.8 Their
score from a test to assess mental
state was recorded before and after.
In the AD patients that received the
probiotic treatment, a significant
improvement in their test scores
was observed. Some alterations
in the patients’ metabolisms, such
as insulin, a hormone/signalling
substance that affects cognition,
also were observed in the treated
group. Because metabolism is
another issue resulting from AD,
these results suggest the wide
benefit probiotics may have. If
something as simple as feeding an
older person yogurt or sourdough
bread allows them to remember

their grandchildren without any
side-effects, probiotics absolutely
should be implemented as a
treatment option.

Incorporation of
Probiotics in Diet
One
of
the
attractive
characteristics of probiotics is that
they tend to be more accessible
than medications, which may
require
insurance
or
other
additional expenses. Many of the
probiotic species included in the
study can be found in supermarket
foods. The relative affordability
of probiotics, when incorporated
simply into diet, could help poorer
families self-treat mood or cognition
disorders. Especially because those
in lower socioeconomic classes
experience the stress of caring
for themselves and their families,
probiotic treatment may help ease
this burden while also fulfilling their
need for food. Not only do these
foods have the potential to improve
mood and cognition, they are also
simply delicious! L. rhamnosus is
used as a flavoring agent in the
Italian cheese parmigiano reggiano,
a favorite cheese of many.16 In fact,
parmigiano reggiano is so tasty

and desired that a black market
for the cheese exists in Italy. This
cheese can be expensive, but there
are other tasty probiotics that are
more affordable. L. helveticus is
also naturally found in other Italian
and Swiss cheeses, as well as
kefir, a fermented milk drink.17,18
Kefir and yogurt also include B.
longum. Yogurt is a very popular
and affordable probiotic, and many
different varieties and flavors exist
to tailor to every individual’s taste.
L. helveticus and B. longum are the
species that were seen to have antianxiety and antidepressant effects
in the previous research. B. longum
and another species that improved
cognition in AD patients can also
be found in fermented fruits and
vegetable-containing foods. This
includes sauerkraut, kimchi, miso,
and others.19,20,21 Sourdough bread
also includes L. fermentum, another
strain that alleviated AD symptoms,
within its microbial cultures.22
Although current research has not
yet isolated the specific bacterial
species or combinations of species
that affect the brain in their studies,
especially as the effective probiotic
combination may vary between
different people, it seems generally
as though a combination of
probiotic-containing foods assists
18
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in a healthy, brain-supporting diet.

Potential Side Effects
of Probiotics
As with any drug treatment,
treatment using probiotics has
the potential to cause some side
effects, but don’t throw out all
of your yogurt and cheese yet!
Since probiotic cultures introduce
microbial species into the body,
there is a risk for the host to
contract infection if the host’s
immune system, which is the body’s
protection against infection, is not
able to protect itself. However, since
many of these strains are naturally
found in fruits and vegetables,
which are part of a healthy diet, as
well as the human gut, the patients’
risk should be assessed based on
how their immune system typically

responds to such foods. This is
why more research into the body’s
response to varying probiotics is
especially important if probiotics
are to be used as widespread
treatment. The immune system may
react to the probiotics in other ways
as well. Autoimmune responses,
which is when the immune system
attacks the host body rather
than the foreign microbes, may
occur. However, only one case of
an autoimmune response after
probiotic supplementation has
been reported to occur in humans,
and these responses typically have
only been seen in rats.23

Future of Medicine
and Microbes
Probiotics
implemented as

could
be
treatment, or

in conjunction with existing
treatments, for various mental
disorders. They not only present
few risks, but are relatively
affordable and may be more
accessible
than
prescriptions.
However, to better understand
their effects and how they may
uniquely affect each individual
patient, more research needs to be
dedicated to understanding each
strain, as well as their effects on
different populations of individuals.
This way, medical professionals
would be able to best recommend
treatment options to their patients
while keeping them safe. In
general, probiotics can become
a very powerful tool for many of
the common disorders that the
population experiences today,
and more effort should be put
towards establishing probiotics as
a common treatment.
■
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Actually, Say Yes
to Dope
SCIENTIFIC KENYON

A Much-Maligned Drug
May be the Key to
Saving the Brain
from Concussions
by Charles Adams

I

n what was supposed to
be the prime of his career,
Calvin Johnson walked away
from the sport he loved. While hard
work and talent made him one of
the most prolific wide receivers in
the history of the National Football
League (NFL), the years of physical
abuse took a toll on his body, and
his brain. His team, the Detroit
Lions, and the NFL seemed unable
or unwilling to properly assist
Johnson in managing the damage
and the pain. So, he turned to one
particular compound after every
game, which he claims helped
him play for as long as he did. As
he confessed to Sports Illustrated,
“I had my preferred choice of
medicine. Cannabis.” Cannabis
allowed Johnson to continue to
21

play, and it enabled Johnson to
walk away early but mostly whole.1
Johnson certainly suffered his
fair share of injuries over his nineyear career, from fingers pointing
the wrong direction to having at
least nine concussions.1 He needed
some way to recuperate, but he
found limited viable options. He
argues that smoking cannabis was
much better than the treatments
that he typically saw in the team
training room.
“When I got to the league,
[there] was opioid abuse,’ Johnson
says. ‘You really could go in the
training room and get what you
wanted. I can get Vicodin, I can get
Oxy[contin].It was too available. I
used Percocet and stuff like that.
And I did not like the way that

made me feel.”1
Recent evidence suggests that
the retired player might have been
on to something, especially in the
context of concussions and other
traumatic brain injuries (TBIs).
Since retiring, Johnson has
become a significant advocate of
the use of marijuana for medical
purposes.1 He is not alone. Players
around the NFL are jumping on the
cannabis bandwagon, along with
athletes across the professional
sports world. Megan Rapinoe, one
of the world’s highest profile female
athletes and member of the United
States’ Women’s National Soccer
Team, is a vocal proponent of
cannabidiol (CBD) treatment.2 CBD
is one of the major components
of marijuana and the subject of
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many promising clinical studies.
Having suffered multiple severe
knee injuries throughout her career,
Rapinoe believes that CBD helped
with the injury recovery process
and with managing pain.2 If so
many athletes tout the restorative
properties of the compound, why
is it that cannabis and CBD are
not widespread treatments? Well,
as most people know, cannabis
has been demonized for decades,
making its use illegal and scientific
research nearly impossible.

Sorry Not Sorry: A
Little Bit of History
Before getting into the
promising research regarding the
medical use of marijuana, and,
more specifically, CBD, it would be
beneficial to go into a brief history
of the drug. This will help elucidate
the factors that led to many of the
policies we see today, including
the recently ended NFL practice
of suspending players who tested
positive for marijuana.2 Cannabis
is one of the oldest plants to be
cultivated for non-food purposes,
dating as far back as cultures in
China in 4000 B.C. In ancient Asian
societies, people used the plant
to treat a multitude of ailments,
including
snakebites,
malaria,
gastrointestinal illness, pain from
childbirth, and seizures. Hinduism,
Buddhism, and other religious
groups included cannabis in their
ceremonies. Gradually, the plant
spread throughout Asia, the Middle
East, and eventually, Europe.
People also used the plant as a
fiber (for making cloth, paper, and
rope), oil, and intoxicating agent.3
In
the
mid-1500s,
the
Spanish introduced cannabis to
the Americas, where it was first
grown for manufacturing rope for
the navy. Eventually, it became a
staple of the American colonies
alongside tobacco.3 Its popularity
as a medical and recreational agent

continued to steadily grow until
the early 20th century, when the
Pure Food and Drug Act of 1906
and the Harrison Narcotic Act of
1914 placed constraints on its use
and sale.3,4 These restrictions were
not completely effective, however,
as there was another spike in use
when the Eighteenth Amendment
(1920) prohibited the consumption
of alcohol.3
There are many elements that
went into the initial demonization
of the compound. One of the
major factors was the association
of
marijuana
with
Mexican

immigrants.3,4 Xenophobic feelings
towards this group translated to a
hatred of the compound.4 Persistent
media attacks against cannabis led
to the Marijuana Tax Act of 1937,
which effectively stopped legal use.
The federal government was heavily
involved in this propaganda as the
first commissioner of the Federal
Narcotics Bureau, Harry Anslinger,
was the mastermind behind many
of these dramatic media assaults.
This
stigmatization
continued
to 1970 when the Controlled
Substances Act classified marijuana
as a Schedule I drug. Cannabis

“Pot Opens The Door” by Michelle Lynne. Available under CC0
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Molecular structure of THC and CBD. Original image by Charles Adams. Created in BioRender.

was one of the many compounds
that were ‘fought’ during the War
on Drugs.3 Negative propaganda
was (and continues to be, albeit
to a lesser extent) rampant. For
example, there was a repeated
weakly-based claim that marijuana
is a ‘gateway’ drug that would
lead to further use of harder, more
dangerous compounds. Many of the
illustrations and visuals employed
in anti-marijuana campaigns were
intentionally shocking or unsettling.
Today, despite a swing in
public opinion and the advent
of
new
research
indicating
the potential benefits of the
compound, cannabis remains a
Schedule I drug. This classification
is typically reserved for the most
dangerous compounds.
The
federal government categorizes
substances as such because the
compounds have no currently
accepted medical use, have a
23

high potential for abuse, and
create severe psychological and/
or physical dependence. Other
Schedule I drugs include heroine
and lysergic acid diethylamide
(LSD).
According
to
the
government’s classification system,
marijuana is more dangerous than
cocaine, methamphetamine (meth),
and fentanyl, all of which fall under
the Schedule II designation. As
such, cannabis is federally outlawed
for both medical and recreational
use.5 This can and has inhibited
research of the compound. CBD is
not technically prohibited federally,
but it is still derived from an illicit
substance, so attempts to perform
research on the molecule can be
complicated.

Marijuana: A
Complex Compound
When I first started researching

cannabis and its potential role for
treating TBIs, I considered the
drug to be a one-trick pony. The
only part of the plant that I had
ever really heard much about was
the primary active molecule, Δ-9tetrahydrocannabinol (THC). THC
is responsible for the majority of the
‘high’ that is felt as a result of taking
the drug.6 There are, however,
many more compounds found
within marijuana, including CBD.
Both THC and CBD fall under the
cannabinoid molecule family.6,7 This
means, despite small differences in
the structure, the main backbone
of the two molecules is shared.
These small variations in structure,
however, make a huge difference in
how our body reacts to them.
Behaviorally, THC exposure
induces
anxiety,
sedation,
dysphoria (a state of unease or
generalized dissatisfaction with
life), psychotic symptoms, and
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intoxication.
These symptoms
are
heavily
subjective
from
person to person.6 Alternatively,
CBD’s only behavioral impact is
sedation. In fact, something that
I find remarkably interesting is
that CBD seems to block some of
the effects of THC. Many of the
anxiety and psychosis-like effects
are significantly diminished when
CBD is taken at the same time as
THC.7 Marijuana has curious effects
on people, and I think that further
research should explore how each
molecule in the substance interacts
with the body.
While THC and CBD are the
main actors found, they make
up only a small portion of the
overall cannabis plant. The exact
percentages vary widely from
plant to plant and have been
changing throughout years, but the
National Institute on Drug Abuse
reports that the average percent
of cannabis that is THC and CBD
is 15.61 and 0.27, respectively (as
of 2018).8 This chemical makeup is
the result of a decades-long trend
that has seen THC steadily go up
in concentration. In 1995, the

average amount was 3.96%. CBD
has fluctuated throughout these
years, with a 1995 concentration
of 0.28% and its peak coming in
2001 at 0.55%.8 These patterns
are interesting considering the
aforementioned
interactions
between the two molecules. The
rest of the plant consists of hundreds
of other molecules. Over 60 of
these are additional cannabinoids
such as cannabinol (CBN) and
tetrahydrocannabivarin
(THCV).9
While we will be looking at recent
studies specifically concerning CBD
as a candidate for treating TBIs,
marijuana is extremely complex
and all of its molecular components
may be of interest to us, regardless
of how “minimal” their effects may
seem.

The Not-asFun Version of
Headbanging
Calvin Johnson and other
football players are not the only
people who have experienced
TBI. Everyone has hit their head

at one point in their lives. There
are a multitude of dangers for
our brains in our everyday lives,
whether it is a ball on the soccer
field, a car accident, or a lowhanging ceiling on a stairway. After
an incident, more often than not,
we rub our noggin and walk away.
Sometimes we experience a slight
feeling of embarrassment if we did
something particularly clumsy. We
all know major head injuries have
lasting consequences, but what can
be shocking to most is how little it
takes for long-term detrimental
brain effects to occur.
In 2013, a study indicated that
a significant portion of individuals
who experienced a single traumatic
brain injury were at an increased
likelihood to exhibit symptoms
of dementia and Alzheimer’s
disease.
Symptoms included
neuroinflammation (increase in
the inflammatory response in the
brain) and neurodegeneration
(deterioration of the brain and
nervous system). The presence
of extensive and densely packed
activated microglia (the brain’s
frontline immune defense cells)

Graph of the concentration of THC and CBD in marijuana from 1995-2018. Figure adapted from ‘Marijuana Potency,’ by the National Institute of Drug
Abuse, 2020, retrieved from https://www.drugabuse.gov/drug-topics/marijuana/marijuana-potency8. Available under public domain.
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within brain tissue served as an
indicator of this neuroinflammatory
response. This pattern of reactive
microglia was exhibited in over
a quarter of cases in which the
subject survived more than a year
after the initial trauma. Sometimes,
they were still present in cases up to
18 years later.10 This is a long time
after just one injury and speaks to
how important it is to find potential
long-term treatments.
In the same study, the
researchers found the injuries
people endured led to a decrease
in overall white matter integrity in
the brain for many subjects. Since
the tissue makes up a majority of
brain mass and plays a pivotal
role in the transmission of brain
signals, white matter is a crucial
component of the nervous system.
The effect was most pronounced in
cases where the elevated microglia
response was also present. This
leads to questions regarding the
relationship between an extended
neuroinflammatory
response
and long-term brain health. The
scientists also observed a 25%
reduction in the overall thickness
of the corpus callosum, a portion
of white matter that connects the
left and right sides of the brain and
is known to be heavily affected by
trauma in the average one-year
post-injury subject.10 These are
scary results, especially considering
there are those who experience
more than one TBI during their
lifetime. Research into potential
solutions is crucial for these people.

National CTE League
Sports can be punishing on the
body, especially high-contact sports
like football. High speed collisions
between players are in the very
nature of the game and occur on
every single play. For too many of
these athletes, concussions (a form
of TBI) are a way of life. It therefore
makes sense that the body of the
football athlete deteriorates more
25

distinctly and rapidly than normal.
There are long-term consequences
for participating in such a violent
sport, especially for your brain and
central nervous system.
The long-term brain health
outcomes for football players are
not good, to put it mildly. Research
has indicated that the vast majority
of these athletes develop chronic
traumatic encephalopathy (CTE).
CTE is a neurodegenerative
disorder that is associated with
people who have experienced
TBIs. It is often correlated with
dementia and symptoms like
difficulty thinking, memory loss,
and an increase in aggressive and
depressive behaviors. Results of
one study concluded that, in a
sample of 202 deceased players
across all levels of competition,
CTE could be diagnosed in 87%
of cases. The numbers are even
more disheartening for former
NFL players. Over 99% (110 of
the 111) of these athletes showed
CTE pathology. One, one, person’s
brain did not show signs of the
condition.11 Granted, these brains
were donated to research for the
purpose of looking at brain health,
so there may be the confounding
variable that the donors suspected
they might have an issue. However,
99% is still 99% no matter how you
look at it.
Football players, although
likely the most well-known sufferers,
are not the only ones that have to
deal with CTE. Anyone who has
experienced multiple concussions
(diagnosed or undetected), are
at an increased likelihood of
developing the condition. These
include people who have been in
multiple car accidents and people
who have served in the military.10
In 2014 alone, the CDC reported
that there were about 2.87 million
TBI-related emergency department
visits, hospitalizations, and deaths
in the United States.12 CTE is a
disease that could potentially affect

millions of people. There is a clear
problem and there are few viable
options for treatment.
Unfortunately, many of the
physiological indicators required to
diagnose CTE are only discovered
after death. These markers include
the aforementioned decrease in
white matter volume and increase
in inflammation in the brain.10 On
a more molecular level, an effective
gauge for the progression of the
disease is the concentration of
hyperphosphorylated tau protein
aggregates (HTPA, sometimes
referred to as phosphorylated tau
immunoreactive
neurofibrillary
tangles, but I will stick with HTPA).13
HTPA are abnormal accumulations
of naturally occurring proteins. In
healthy cells, these tau proteins
are involved in the assembly and
stabilization of microtubules, which
are basic structural components
of the nervous system.14 When
they are hyperphosphorylated
(extra phosphate group molecules
are added to the basic structural
makeup of the protein) this causes
HTPA to form, leading to numerous
unwanted consequences. HTPA
are a hallmark of other related
neurological
conditions,
like
Alzheimer’s disease, generally
known as tauopathies.15 The specific
molecular composition of HTPA
varies depending on the condition,
but they are usually related in

Original image by Charlie Adams. Created in
BioRender.
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general structure. Regardless of
ailment, higher concentrations of
HTPA are correlated with higher
severity disease states.15,16 Although
there is an apparent lack in truly
effective treatments for these
tauopathies, there is promising
research revolving around the use
of CBD, especially concerning its
use in alleviating the long-term
neurodegenerative effects of CTE.

CBD: A Rising Star
We all have that one friend
who will not stop talking about the
various vitamins and supplements
that they take. They tout the
wondrous things the vitamins
do for their health and how the
supplements ‘make them feel
years younger’.
Usually these
‘wonder’ remedies are little more
than placebos at best, and actively
detrimental to your health at worst.
Recently, one of these supplements
that seems to be hooking peoples’
attention is CBD.
The only
difference is CBD might actually
have the science to back it up.
Numerous recent studies
have supported the use of the
drug as a treatment for several
different ailments and diseases.
A 2012 study indicated that, in
lieu of the typical treatment for
schizophrenia, a routine CBD dose
helped alleviate subjects’ psychotic
symptoms.17
In another arena,
work in rats suggests that CBD can
prevent inflammation and thus,
pain and nerve damage associated
with osteoarthritis.18 Of course,
there is always the worry that a
potentially effective treatment will
pair badly with existing medication,
but preliminary evidence seems
to suggest that this might not be
the case for CBD. Research with
mice found that CBD inhibited
chemotherapy-induced
pain
without diminishing chemotherapy
effectiveness or otherwise reducing
the function of the nervous system.
In fact, in some cases, researchers

CBD prevents TBI-induced neurodegeneration. In normal mice, microtubules (blue bar) are stabilized by tau proteins (pink strands), and the mice will struggle when suspended upside down. In
mice that suffer a TBI, microtubules will fall apart (gray bar) as tau proteins become less effective.
This also leads to HTPA (pink tangle) in the brain and a lack of struggle in the mice when suspended
(they are more depressed). When treated with CBD, mice with TBI do not experience these detrimental neurological effects. Original image by Charles Adams. Created in BioRender.

found an increase in the efficacy of
the chemotherapy when paired with
CBD treatment.19 These are good
signs for the future therapeutic role
of this molecule and more studies
should definitely be performed.

An Extra Layer of
Padding
There are promising results
concerning CBD and its use to
fight against CTE. CBD might be
an effective combatant against
HTPA. A study found that PC12
cell cultures (representative of rat
neuronal brain cells), when treated
with CBD, show a decrease in the
HTPA formation due to β-amyloid
stimulation. β-amyloid stimulation is
what causes the tauopathy patterns
found in Alzheimer’s disease.20
This is a really exciting finding for

all tauopathy treatment research,
not just with Alzheimer’s, because
the molecular markers of these
conditions are related.15,16 Since
CBD can help prevent HTPA in one
disease, then there is a chance that
it can be used in the fight against
other related disorders.
More
research is needed to see if CBD
can prevent the HTPA connected
with CTE.
CBD may help with the
negative behavioral aspects of CTE
as well.
Depression, increased
feelings of pain, and aggression are
all characteristic of the behavioral
profile of many pre- and postretirement contact sport athletes,
like football players.21,22 In a 2019
study involving a mouse model of
mild TBI, researchers found that
CBD treatment alleviated many of
these symptoms and more. TBI26
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induced mice acquired chronic
pain and exhibited aggressive,
depressive, and anxious behaviors.
The combination of these factors
probably led to the observed
decrease in the sociability of these
animals. When regularly treated
with CBD after they received their
TBI, these characteristics did not
develop.23 These are unbelievably
exciting results, and I cannot wait
for more related research to come
out.
You may be wondering how
in the world someone can do
research on subjective feelings,
like depression, in animals, and
you would not be in the wrong to
question the validity of the results.
It is difficult to understand just how
mice and rats are feeling, as they
do not usually speak any English,
but there are some methods that
are employed as stand-ins for trips
to the psychiatrist. For instance,
in the experiment mentioned
above, the scientists suspended
the mice upside down by their
tail and they measured how long
the mice remained still during a
set period of time. Immobility
is considered “giving up” and
a measure of hopelessness (a
symptom of depression) in mice. In
this study, control animals who did
not receive treatment were still for
a longer period of time than their
CBD medicated counterparts. This
means that the non-CBD treated
mice should be considered more
‘depressed.’ It also means that CBD
helped prevent neurobehavioral
degeneration after TBI.23 These
findings are extremely encouraging,
and I think that CBD treatment
should be further explored in this
arena.
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Hold On: There Are
No Cure-Alls Here
To produce many of the
wonderful studies and discoveries
regarding CBD, much of the
research was conducted with
animals. While they are immensely
helpful and can lead to many great
breakthroughs, animal studies are
no substitutes for human trials.
Many promising animal studies in
the past have not translated well
to people. The results we do have
are promising, but there is a limited
number of studies in humans on the
effects of CBD treatment. While
anecdotal evidence may seem
appealing, more experimentation is
needed before it can be definitively
stated that CBD is a miracle drug
that heals all bumps and bruises.
It should also be noted and
made clear that I am not advocating
for the use of marijuana. I am
merely a major supporter of the
study of the molecules that are
found within the substance. The
compound is still a drug. The
component parts may not be as
dangerous as the component
parts of other drugs, but they
should still be administered with
caution. For instance, smoking is
still smoking, and no matter what,
there are inevitable health-related
consequences of the practice.
Laws and rules on the use of the
drug and the molecules cultivated
from it vary from state to state and
organization to organization, so
proper knowledge on how the use
marijuana and CBD will affect your
legal life is always good information
to have.
It is also worth reminding you
that CBD, while not technically
federally prohibited, is derived
from a Schedule 1 substance in
the United States. Setting aside
the serious socio-economic effects
marijuana-related laws have had on
the country and the people who
live within it, this classification has

and continues to make research
difficult.
Laws may be more
lenient depending on the area of
the country in which you live, but
it makes receiving federal funding
a lot harder for anything related
to marijuana. These difficulties
are
especially
disheartening
considering all of the encouraging
TBI- and other health-related
findings regarding the compound.

A High Time for
Change
I love the game of football.
I deeply appreciate the sense
of community it brings and the
opportunities and chances it
provides for thousands of people
who would not have had anything
else. I also am grateful for all of the
sacrifices that veterans and activeduty military personnel have made
to keep us safe. These people
should not be forced to suffer for
the rest of their lives just because
they wanted to make ours better.
CTE and other brain disorders are
devastating, and their prevalence
is a problem that affects millions
of people. I believe that every
avenue should be explored when
trying to find a solution. One of
these potential paths involves the
much ostracized and demonized
drug cannabis and the molecule
CBD that is found within it. There
are promising preliminary results
regarding the compound and
molecule and I think that they
should be studied further.
Calvin Johnson walked away
from the sport he loved in order
to survive.
Controlled use of
medically researched CBD could
have extended his career while
maintaining his quality of life.
Whether it be football players,
people in the military, or any other
victims of TBI, everyone deserves
a chance at living a healthy and
happy life. Marijuana may provide
this chance.
■
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The Enemy of
My Enemy is My
Friend?
SCIENTIFIC KENYON

How Viruses Can Be Used to Treat
Brain Cancer
by Kai Wilczewski-Shirai
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Glioblastoma tumor. Photograph by Sydney S Schochet, MD. MedPix.

B

rain cancer: two words
you never want to hear
together. Even with all
of the different kinds of cancer,
brain cancers represent some of
the deadliest cancers known to
humanity, with an average 5-year
survival rate of only 36%.1 There
are many different subtypes within
brain cancer, but one of the most
famous subtypes is glioblastoma
multiforme (GBM). Although you
may not have heard of it by that
particular name, this cancer gained
notoriety in 2018, as it is the cancer
that claimed the life of the former
United States Senator John McCain.
GBM is the most commonly
occurring primary malignant brain
tumor, accounting for 80% of all
primary brain tumors and 60% of all
brain tumors.2 It is also known for
being one of the most lethal and
aggressive forms of brain cancer,
with only 5.5% of patients surviving
more than 5 years from the time
of diagnosis.3 Still, there may be
a glimmer of hope. Researchers
have found that cancer patients
who contracted certain viruses
actually had increased survival.
Even some of the deadliest viruses
in the world have shown potential
to help increase survival in patients
that contracted them. Could our
villains of yesterday be our saviors
of tomorrow? Could it be that the
enemy of my enemy is my friend?

Consequences of
Glioblastoma
Although the poor survival
rate of GBM is enough to
darken anyone’s day, the disease
unfortunately comes with even
more problems. Most, if not all,
patients who somehow survive the
disease are subject to debilitations
that cripple them for life. Most
long-term survivors of GBM have
reported to suffer from crippling
fatigue, which severely affected
their quality of life. For adult
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long-term GBM survivors, many
faced physical, psychological, and
cognitive declines. Survivors suffer
from impaired motor function, both
in respect to coordination and
speed. Also, sustained attention
and the ability to maintain
meaningful social relationships are
found to be reduced in long-term
surviving adults. For long-term
GBM survivors that were children,
there were very few of these
negative effects. They displayed
few, if any, cognitive deficiencies.
Researchers believe that when
the GBM tumor subsides more
quickly, many of these negative
impairments are avoided. There has
been little evidence to suggest that
a correlation exists between these
effects and tumor location, leading
researchers to believe that these
consequences can arise regardless
of the tumor location.4
Other than the direct effects
of the tumor itself, patients
also experience psychological
problems from the knowledge of
simply having a tumor residing
in their brains. When notified
about the length of treatment and
the uncertainty of the treatment
even working, patients frequently
experience a downward trend in
overall mood. The financial burden
of the disease also affects the
mental health of GBM patients
significantly. This is considered
exceptionally prevalent for GBM
cases in Western countries, such
as the United States, where social
support for medical illnesses
by friends and family is not as
consistent as in countries like
India, based on societal reactions
to terminal diseases. Culturally in
the United States, there is less of a
desire for broader social networks,
like friends and family, to constantly
be in contact with patients who are
in the hospital. In other places, it is
more common for a wider range of
friends and family to be invested in
the health of the patient.

John McCain’s official portrait. Public Domain.

There is also evidence to
show that depression and GBM
are linked directly to one another.
Although psychological reasons
for depression are prevalent,
there are also mechanisms for
the manifestation of depression
based on the progression of
GBM. Historically, the increase
in depressive behaviors in GBM
patients had been overlooked, as
the depression of GBM patients
seemed logical simply because
it is a stressful disease.5 Yet,
depressive behaviors were found
in GBM patients even prior to the
patient learning of their diagnosis,
suggesting that the emergence
of both diseases are connected.
Although there are many different
ways that depression is caused
in cancer patients, GBM is known
mainly to cause depression by
limiting the amount of serotonin
in the brain. There are a variety
of neurotransmitters—molecules
that can induce responses in
neural cells—and serotonin is the
neurotransmitter that is essential for
happiness and stabilizing the mood
of healthy individuals. Serotonin
30
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is also implicated in regulating
sleep and hunger. It seems clear
that having reduced serotonin
in the brain would have serious
consequences on the well-being of
an individual, and GBM does just
that. This is because GBM cells have
increased activity of an enzyme
called IDO.6 IDO is responsible for
converting tryptophan, a protein
amino acid, into a molecule called
kynurenine. This is problematic for
one reason: tryptophan is also the
precursor for serotonin. When IDO
is highly active, like it is in GBM,
there is not as much tryptophan
available to be converted into
serotonin, leading to a reduction in
the serotonin produced.
To better illustrate the cause
and effect of GBM causing

depression, we will consider a pipe.
Tryptophan is being put in one
end of the pipe, and serotonin is
coming out of the other side. When
there is about as much serotonin
coming out as the tryptophan that
you are putting in, you are happy
that there is sufficient serotonin
being made and all is well. The
increased IDO activity is like if
there was a leak in that pipe, and
some of the tryptophan you put in
the pipe does not make it to the
other side as serotonin. Instead,
it is lost as something else (Figure
1). This reduced serotonin leads
to unstable mood and depression.
Depression has also been linked
to significant decreases in GBM
survival, so physicians must try to
combat the two diseases at once.7

The Fight Against
Glioblastoma
The poor prognosis of GBM
does not reflect the amount of time
and money put into researching
therapies for it. Researchers have
tried for many years to develop
new therapies with the hope of
improving the survival of patients
diagnosed with GBM, yet they have
had little success.8 Currently, the
standard of care treatment involves
a combination of chemotherapy,
surgery, and radiotherapy. In most
cases, surgeons cut out as much
of the tumor from the brain as
possible before using radiation
to try and kill off any remaining
cancerous tissue. The patient is

Figure 1. Mechanism of depression in GBM patients. A) Healthy individuals do not have the IDO “leak,” and therefore can produce sufficient amounts of
serotonin. The sufficient amounts of serotonin are enough to keep the individual happy and stable. B) GBM patients have increased activity of the IDO
enzyme/leak, which causes some of the tryptophan to not be converted into serotonin. The insufficient production of serotonin causes depression in
GBM patients. (Created with BioRender.com. Figure by Kai Wilczewski-Shirai, licensed under CC BY-NC-ND 4.0.)

31

SCIENTIFIC KENYON

then usually given a regimen of
drugs to take in an attempt to
stop the tumor from growing back.
This approach has a multitude of
problems. One of the reasons GBM
is so deadly is because the tumor
penetrates deep into healthy brain
tissue, making it difficult to remove
significant amounts of the tumor
without doing significant damage
to the rest of the brain. In fact,
relapse occurs in 80% of patients
after attempts to surgically remove
the cancer, where the new tumor is
found within 2 cm of the original.
Radiation is also problematic since
it indiscriminately destroys tissue,
affecting healthy brain tissue as
well as cancerous brain tissue.3
In addition to surgical removal
and
radiation,
chemotherapy
also comes with its fair share of
limitations. Many drugs that can be
used for other cancers are found to
not be as effective in treating GBM.
This is partially due to the bloodbrain barrier (BBB), which prevents
many drugs from reaching the
target tumor in the brain. As the
BBB prevents a large proportion
of a drug dose from entering the
brain, it is necessary to administer
a high dosage so that an adequate
amount of drug can reach the
tumor. Otherwise, the drug may
be ineffective against the brain
tumor. However, these very high
doses tend to be intolerable for the
patient’s body as a whole, causing
harm in other areas of tissue. The
most frequently used drug in
chemotherapy is temozolomide,
which damages the DNA in cancer
cells, thus reducing their viability.
This drug has still been found to
be insufficient because many GBM
cells express a protein called AGT,
which can repair the DNA damage
done by temozolomide.3
The current approach to
treat GBM is a long and painful
process by which the cognitive
consequences are worsened, since
treatment damages healthy brain

Glioblastoma cells transfected with green fluorescent protein in culture. Image by Alex Gray. Cell
Image Library doi:10.7295/W9CIL38961

tissue as well. To avoid long-term
impairments in quality of life, it
has been clear for some time that
different treatment approaches are
needed.

Viruses as Potential
Therapy
The idea of using viruses as
cancer therapies is not new to the
medical world. While the use of
viruses to treat cancer may sound
like a crazy idea, the logic and
evidence behind it is sound. In
the early twentieth century, a viral
outbreak in a cancer ward led to
an unprecedented increase in the
health and survival of those cancer
patients.9 Later, using data from the
World Health Organization from
1955-2008, it was discovered that
individuals with cancer who were
also infected with the malaria virus
had greater survival compared to
their counterparts who did not
have malaria.10 Intrigued by this

phenomenon, researchers began
to suspect that something about
viruses helped the body fight off
cancer, perhaps by eliciting an
immune response in the body. The
researchers weren’t wrong, but
they were far from uncovering the
full picture. After years of greater
examination, it was discovered
that viruses did indeed elicit an
immune response, but were also
the agent directly responsible for
the destruction of cancer cells.
As viruses have evolved over
millions of years, they have gained
the ability to target specific types
of cells while leaving most, if not
all, other cells unaffected. Taking
advantage of this natural selectivity
has given researchers an exciting
new way to make safe therapies for
a variety of diseases.11 As there are
many different types of viruses that
only affect certain tissues, there are
many different types of cancers that
have the potential to be treated
this way.
32
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patients’ health within a month.
This means that many individuals
afflicted with GBM could be spared
from the cognitive and physical
after-effects of GBM by using viral
therapies.13

How Are Viruses
Engineered to Attack
Only Cancer Cells?

Figure 2. Common strategies for how viruses can be made to affect only cancer cells. A) The transductional targeting strategy involves using/making a virus that can only infect cancer cells due to
having ligands that only interact with specific cell surface receptors. If the ligands on the virus correspond to the receptors, then the virus can infect the cell. If the ligands do not correspond to the cell
surface receptors, then the virus cannot infect and harm the cell. B) The non-transductional targeting
strategy involves giving viruses specific proteins and machinery, so that they can only replicate inside
certain cells. In a healthy cell, the infection leads to an unharmed cell. In cancer cells, the virus can
replicate and eventually lead to cell lysis, which releases more viral particles to kill more cancer cells.
Original image by Kai Wilczewski-Shirai. Created in BioRender.

The specificities of viruses can
overcome many of the obstacles
that prevent most other therapies
from being effective. As viruses
can destroy specific cells while
unharming other cells; they can
exclusively
destroy
cancerous
cells that penetrate deep into
healthy tissue. The same specificity
also eliminates the need for an
abundance of therapeutic agents
in order to reach the target tumor.12
33

Viruses can multiply by destroying
target cells, so a single viral particle
can be sufficient to start the
treatment of entire tumors. This is
because once the virus multiplies, it
can destroy even more cells, much
like a domino effect.
In comparison to the previous
methods of treating cancer, viral
therapies have been found to be
fairly fast acting, with significant
improvements occurring to the

Although there are viruses that
have been found to naturally attack
cancer cells, most of the time
researchers must engineer viruses to
ensure the harm of only the cancer
cells. There are two main strategies
that researchers use to achieve
this. The most common approach
is called transductional targeting.
Viruses have components that
bind to specific receptor proteins,
which are located on the surface of
cells, called ligands. These ligands
can only bind to certain receptors,
and if a virus cannot bind to these
receptors, they cannot enter or
infect the cell.14 Therefore, by
engineering viruses to have ligands
that only bind to receptors found
on cancer cells and not healthy
cells, researchers can make viruses
that do not harm healthy tissue
(Figure 2A). To further explain this
idea, imagine that the virus is a
person with a key and that all of
the cells are locked houses. The
person cannot enter all of the
houses because they don’t have
the correct key for each house, but
the person can enter the house with
the corresponding key. The ligands
of the virus act like this key, and so
researchers can make viruses target
certain cells by only giving them
the “keys” to certain houses/cells.
The second strategy is called
non-transductional targeting. This
strategy involves giving viruses
special molecular proteins that are
needed for the virus to replicate
once they enter the cell. The virus
is allowed to infect cells freely,

SCIENTIFIC KENYON

but the proteins these viruses
have determine which cells will
be harmed. These proteins can
only be used inside specific cells,
exclusively allowing the virus to
replicate inside and kill those cells.
If the virus is inside a targeted cell,
like a cancer cell, the proteins in
the virus will allow it to replicate.14
Then, the cell will lyse, or break
open, releasing the replicated viral
particles and allowing them to infect
additional cells.15 Cells that are not
compatible for the replication of
the virus can be infected, but are
ultimately unharmed (Figure 2B).
To better understand this, let’s go
back to the house metaphor, except
in this case let’s imagine that the
people/viruses are burglars. The
burglars can get into all the houses,
but while they are in the house,
they encounter a security system.
Depending on the equipment
they brought with them, they can
either continue the burglary or
they are stopped by the security
system. The specialized equipment
can only work on certain security
systems. Researchers can give the
viruses/burglars special proteins/
equipment that will allow them to
kill/burgle certain cells/houses.
It is common for researchers
to employ both of these strategies
at the same time. By engineering
the virus to only infect certain cells

and to only replicate inside certain
cells, we can be even more sure
that the virus will selectively kill just
the targeted cells. In this way, even
the deadliest viruses can be turned
into safe and powerful therapeutics
to treat brain cancer.

Cases of Success
As of today, there has only
been one viral therapy approved
by the FDA to treat cancer, which
is a modification of the herpes
simplex virus to treat melanoma, or
skin cancer. Regardless, there has
recently been a lot of promise in
the use of viruses to treat GBM.16
One of the most well-known cases
of this is the use of Zika to kill GBM
cells. This virus, which causes birth
defects, Zika fever, and Guillain–
Barré syndrome, has shown
promise as a potential therapy for
GBM.17 There are studies showing
that Zika only infects GBM cells
when added to a dish containing
both GBM cells and healthy neural
cells.18 Although Zika has not gone
through the rigorous clinical trial
process that would allow it to be
approved for widespread use, the
preclinical results point strongly to
the safety and efficacy of the virus
as a tumor-busting therapeutic. At
the very least, Zika has been shown
to make cancer cells more sensitive

to a variety of other cancer drugs,
meaning that safer, smaller drug
doses can be used to treat GBM
when used with Zika.
In addition to Zika, Newcastle
disease virus, a contagious viral
disease known to mainly affect
birds, has also been found to have
some success in treating GBM.
Although Newcastle disease virus is
an avian disease, it is known to be
able to affect humans and cause a
mild fever, although almost all cases
in humans are asymptomatic.19 In
1999, researchers attempted to use
a strain of Newcastle disease virus
developed in 1968 to infect cancer
patients. Researchers used the nontransductional targeting strategy
for this virus, using a protein called
interleukin 2 to limit the replication
of the virus to only within cancer
cells.20 They found that the patients’
tumors shrank while normal cells
remained unaffected. This story of
success led researchers to try using
Newcastle disease virus in GBM.
In a study published in 2020, four
different patients diagnosed with
GBM were infected with the virus.
Three of the four patients in this
study are still alive today, with one
patient still surviving 15 years after
diagnosis (Figure 3). Not only did
this patient surpass the typical time
frame of five years after diagnosis
that usually only has a 5.5% chance

Figure 3. A GBM tumor shrinking from Newcastle disease virus therapy. The white area inside the yellow circle represents the tumor. (Adapted from
Gesundheit, B. et al. (2020). Frontiers in Oncology, licensed under CC BY 4.0)
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of survival, the patient lived three
times as long as previously seen.
Diagnosed at 33 years of age, this
woman had suddenly lost her ability
to speak and lost motor function in
her left arm. She was treated with
all the conventional therapies, but
they were relatively ineffective.
However, after receiving viral
therapy she regained her speech
and motor function, and later went
on to give birth to a healthy baby.
She currently lives almost as if she
never had GBM in the first place.
Stories of stability and happiness
are also true for the other two
surviving patients, who have been
reported as enjoying a normal
quality of life.21
The patient who did not
survive lived 6 years after diagnosis,
which is amongst the highest
percentiles for survival time, and
the patient passed away after one
year of stopping the therapy. Brain
imaging showed that the tumors of
the patient shrank at an incredible
rate while being treated with the
virus, while the rest of the brain
remained unaffected.
Another virus that has been
used to treat GBM is poliovirus.
Poliovirus is commonly known
as the virus that causes polio,
which infects motor neurons and
alters the central nervous system,
resulting in muscle weakness and
paralysis. Previous research has
found that GBM cells overexpress
the poliovirus receptor CD155,
and poliovirus preferentially infects
GBM cells because of this. In a study
published in the New England
Journal of Medicine, researchers
infected 61 patients with an
engineered strain of poliovirus.
The patients experienced a 2-3
year increase in survival from the
national average of less than a
year.22,23 All over the world, massive
clinical trials are underway using an
engineered poliovirus. Dr. Curry,
who is the primary investigator of
a poliovirus-GBM clinical trial at
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the Mass General Cancer Center,
has stated that the early data
gives much reason to be hopeful,
and that he is optimistic that this
will become an effective way to
improve the outcome for those
diagnosed with GBM.24

Why Aren’t Viral
Therapies More
Common?
Nobody would blame you for
asking why these therapies are not
more common when they seem
like medical miracles. Other than
the difficulty for developing these
viral therapies, there is significant
public push back. As they do
involve viruses, people fear that if
these therapies are not properly
contained, they will pose a public
health threat. With the public’s
view of viruses primarily being
one of fear, especially due to the
COVID-19 pandemic, people are
reluctant to trust viruses. This fear
is especially bad for viruses like
Zika or poliovirus, as they have also
been viewed as especially harmful
in our lifetime.25 Yet, as Zika and
poliovirus have been explored
as viral therapies, it would not be
unimaginable to have COVID-19
used as a potential viral therapy

for cancer. Actually, this reality
may not be as far into the future
as one might think. A study shows
that a patient who was diagnosed
with lymphoma actually went
into remission after contracting
COVID-19, highlighting its cancerattacking potential.26
Although some individuals
fear their threat to public health,
the safety of these viruses is
thoroughly tested before they
are even considered as therapies.
Before any testing can be done
on living beings, researchers are
required to provide evidence that
the engineered viruses do not
harm healthy cells. Even with the
safety of these viral constructs
proven, researchers take great care
in keeping the individuals who are
being treated isolated. The patients
are then kept until the virus leaves
their body through waste. The
patient is permitted to come back
for another round of treatment
later on if needed. The lack of
trust in viral constructs prevents
the development of a very safe
and powerful therapy against one
of the deadliest forms of cancer.
Viral cancer therapies represent
a glimmer of hope in a situation
where everything seems to be at its
darkest.
■
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You Might Think
This Article Is
About You
A Neurological Overview of
Narcissistic Personality Disorder
by Kaitlyn Griffith
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S

ometimes they are serial killers, sometimes
they are well known
celebrities, and sometimes they are
the ones that you love the most.
Those affected by narcissistic personality disorder (NPD) show some
major cognitive and social differences from “normal” people—they
consistently demonstrate many
personality factors that might shock
others. Most people don’t realize
that those with NPD have brains
that actually differ from our own.
Research has shown that those with
narcissistic personality disorder
show structural and biological differences within their brains. These
differences can lead to a plethora of issues: socially, mentally and
physically. NPD is a rare disorder,
as only 0.0 to 6.2% of the general population is diagnosed with it,
most of these diagnoses being men
(50 to 75%).1 The word “narcissist”
is a commonly used term that gets
loosely thrown around; learning
more about the disorder and how
one’s biology may have an effect
is an important and interesting
matter. Mental health is a popular
topic in our society, and so more
knowledge of personality disorders
will be very helpful in understanding these mental disabilities. Limited amounts of research has been
done in the fields of neuroscience
and psychology regarding NPD.
Developing further and advanced
new research for this disorder can
help to diagnose patients more
easily and readily, and to find more
therapeutic and medicinal treatments for those affected by NPD.

History of NPD
Narcissism’s earliest roots
come from Greek mythology, as it
is named after Narcissus. Narcissus
was a handsome young man in
Greek mythology who fell in love
with himself through a first glimpse
in the water’s reflection. Narcissus
was so enamored with himself that
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he stayed staring at the water’s edge
until his death, not being able to
care for himself because of his selfobsession. NPD has an interesting
background due to the length of
time that it took to classify it as a
disorder. Psychoanalyst Otto Rank
first wrote about narcissism in 1911,2
giving the world the first definition
of the disorder. Rank described
narcissism as self-admiration and
vanity. In 1914,2 the well known
psychoanalyst, Sigmund Freud,
discussed narcissism in a published
paper called On Narcissism: An
Introduction. Freud’s complicated
outlook on narcissism suggested a
connection of the disorder to one’s
libido. To Freud, narcissism was part
of human nature regarding self-love.
Narcissism was not recognized as
a personality disorder until 19672
when Otto Kernburg suggested
a theory of three different types
of NPD: normal adult narcissism,
normal infantile narcissism, and
pathological narcissism, which
can also have different subtypes.
Years later in 1980,2 narcissistic
personality disorder was officially
recognized in the third edition
of the Diagnostic and Statistical
Manual of Mental Disorder (DSM3).
NPD has always been a struggle
for professionals to diagnose,
especially since those who are
affected do not see anything wrong
with themselves or their behaviors,
and it becomes the norm to
refuse help from others. NPD
has commonly been diagnosed
comorbidly with other disorders
such as depression or addiction
so it is frequently diagnosed
after another disorder appears
first. There are many different life
situations leading up to NPD; it
can arise through a combination
of situations or directly from one
factor. The environment in which
someone is raised, genetics, and
neurological and biological factors
are all at play when it comes to the

diagnosis of NPD. These factors
result in the varying symptoms
and subtypes of narcissism, the
struggle for affected patients to ask
for help, and the many unknowns
of the disorder all create difficulties
in diagnosing and treating NPD.

NPD in the World
With the rarity of the disorder,
one may think that you would not
see many narcissists walking around,
but there are notable people
throughout generations who have
been diagnosed with NPD or who
have been speculated to have
NPD. Some of the most well known
serial killers have been diagnosed
with narcissism; Ted Bundy and
Jeffery Dahmer are both known to
have NPD. These individuals and
others like them show an unusual
amount of cruelty and violence;
they also show behaviors such
as lying, deception, and sadism,3
which are behaviors consistent
with symptoms of malignant NPD.
Bundy and Dahmer both showed a
sense of grandiosity, a severe lack of
empathy, and a need for admiration
and power. These known NPD traits
were present in these serial killers,
but at an extreme—the killings and
sadistic actions that they performed
were normalized within their own
brains because of their skewed
perception of the world. Some are
not affected to this extreme.
Donald Trump has also shown
narcissistic tendencies, making
him an interesting subject of study
and ridicule in our modern world.
Donald Trump sparked interest
concerning narcissism in 2016;
after the election many articles
and books were written exploring
the connection of NPD and
Trump. Though he has not been
diagnosed, he does show many
tendencies towards the disorder.
In the past years, Trump has shown
trends of grandiosity, a superficial
nature, sensitivity to criticism,
deceitfulness, a lack of empathy
38
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and remorse, poor control, and
antisocial behaviors.4 A large
hint towards Trump’s tendencies
comes from the many mistakes he
has made in his line of work while
speaking to the public, but he shows
no remorse or embarrassment to
things that have been said. Other
leaders with narcissistic tendencies
include Adolf Hitler, Joseph Stalin,
and Pol Pot.3 Along with powerful
dictators or presidents who have
been thought to have NPD are
famous celebrities such as Kim
Kardashian, Kanye West, Madonna,
and more. These celebrities
exhibit an intense admiration for
themselves and a love for fame
and power. We have to wonder,
what structural and biological
differences are these dangerous
or powerful people experiencing?
Are we able to better treat and
help these individuals? Are we able
to diagnose this disorder earlier in
order to prevent the sadistic and/or
power hungry behaviors that cause
people of the world to lose faith in
humanity?

What is NPD?
NPD is characterized by
several thoughts and behaviors.
Narcissistic
individuals
may
experience a constant pattern of
grandiosity, hypocrisy, fantasies of

having power and importance, and
a necessity for special treatment
and adoration.5 This disorder has
varying ways of presenting itself
and different levels of severity.
Those affected by NPD are usually
exploitative, arrogant, lacking
empathy for others, and often very
envious.4 One diagnosed with NPD
may exhibit an obsession over
how others view them, attentionseeking behavior, an inability to
take criticism well, and significant
social
impairments.
These
signs of NPD come in different
combinations and forms. There
are many different ways that one
can experience this personality
disorder, yet another reason why
NPD is such an interesting area of
study. This is why NPD is so hard to
diagnose.
There are different levels of
narcissistic personality disorder,
ranging from someone who thinks
way too highly of themselves on
your sports team, to someone
who is sadistically dangerous and
explosive. Four distinct subtypes
have been studied6: (1) individuals
who are craving, clingy, needy,
and demanding; (2) individuals
with paranoia, who are critical and
suspicious; (3) individuals who
are manipulative and deceptive,
taking pride in their deliberate
deceptions; (4) individuals who are

Figure 1. The social pain network. Created by Kaitlyn Griffith.
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aggressive, sadistic, reckless, and
exhibitionists, the most severe form
of narcissism, malignant narcissism.
When speaking about Ted Bundy,
we would place him into the fourth
category. Bundy was diagnosed
with malignant narcissism while he
was in jail, as his overly sadistic and
aggressive killing behaviors placed
him in this category. When thinking
about someone like Donald Trump,
we would probably look closer
at the first and/or third levels of
NPD. Those who have an abnormal
obsession with seeing themselves
in a position of power have a way of
being deceitful and manipulative.
These subtypes of narcissism
change across researchers and
psychologists, but they all have
similarities. These varying subtypes
that have been researched are
another reason that narcissism
requires more attention in the
field. How might these different
narcissistic tendencies affect the
brains of the individuals with NPD?
Do biological differences surface
between these subtypes?
The DSM-5 defines NPD with
a range of terms and aspects of
the disorder, but there are deeper
psychological aspects that come
along with this disorder. Those
diagnosed suffer regularly with
dramatic shifts in their self-esteem.7
There may be a serious struggle in
self-esteem and body image due
to cognitive distortions. From the
outside, one with NPD may seem
aggressive, lacking in empathy,
sadistic, and mean, but on the
inside they are feeling a sense of
inferiority, boredom, loneliness,
and emptiness. They have trouble
accepting themselves and their
self-image. These mental states
lead to a comorbidity between NPD
and substance-use disorders, other
personality disorders, and bipolar
disorder.4 The sense of entitlement
that comes along with NPD often
leads to ruined interpersonal
relationships, further playing into
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the increased sense of emptiness
and loneliness.
Subjects diagnosed with NPD
present themselves as some of the
highest functioning patients out
of all personality disorders. The
poorly defined disorder and the
help-rejecting behaviors of those
diagnosed do not benefit in aiding
those who need help the most and
can result in a misdiagnosis. Many
who are affected believe that they
have a depressive disorder instead.
More research needs to be done
and more treatments need to be
used in order to help diagnose and
treat those affected by NPD so that
future problems will not persist.

The Social Brain
The social brain is a network
of brain regions within all primates’
brains that expend the most
energy in social situations. Since
primates live in complex societies,
they need extra help in navigating
that complexity. The majority of
this network is made up of the
amygdala, orbital frontal cortex
and the temporal cortex.8 It is now
possible to study this brain network
through imaging. There are parts
of the social brain that have shown
some differences within those
diagnosed with NPD. Variations
in size, neural connectivity, and
networks help to explain some of
the social differences that narcissists
exhibit.

The Social Pain
Network
Narcissists are unique because
they usually keep their relationships
very distant while claiming that
they do not need anyone else. At
the same time, they care deeply
about how others see them and
always seem to need validation
and praise.9 This deviance has
been shown in the social pain
network through imaging (Figure

Figure 2. Structural differences between an NPD brain and a normal brain. Created by Kaitlyn
Griffith.

1). This research suggests that the
unusual amount of sensitivity that
narcissists feel towards being left
out or looked down on may be
the product of hyperactivity in this
brain network.9 The distress from
hyperactivity that is put on the
Social Pain Network region links to
long-term effects on a narcissists’
mental well-being. Low selfesteem also relates to the higher
activity rates within this network,
which would explain these hidden
feelings of a narcissist. Further
research on the neural networks
of narcissists must be done to fully
uncover the effects. It is hard to
perform these studies with selfreports because narcissists do not
see themselves as what they are
and have a tendency to reject any
thought that would lead them to
believe they are affected by NPD.
The social pain network will be
important throughout this article,
as there are many differences within
a narcissist’s brain that will help to
further understand the biological
and neurological basis of NPD.

Structural
Differences

Since research on NPD began,
it has become apparent that those
diagnosed have differences within
their brain structures. The structural
diversities between the brain of
a narcissist and a “normal” brain
can be visualized in Figure 2. A
study conducted by the Qiu lab
at Southwest University in China10
focused on the cortical thickness
and cortical volume of the brains in
their study population. This study
used surface based morphometry,
an estimation of cortical thicknesses
and volume throughout the surface
of the brain, to measure cortical
thickness and cortical volume.
The brain’s cortex consists of
many folded sheets with varying
thicknesses. Cortical thickness is
found by combining the thickness
within these layers. Cortical volume
is found by multiplying the cortical
thickness with the cortical surface
area; the cortical volume represents
the amount or size of brain matter
40
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such as neurons and glial cells,3
otherwise known as gray matter.
This will then make up the perimeter
of the cortex. Both the thickness
and volume are determined by the
amount and size of gray matter in
the brain. Gray matter is crucial
towards cognition as the amount is
positively correlated with cognitive
abilities.3
This study has found that
narcissistic brains are consistent
with both lower cortical volume
and thickness. This relationship
can be seen in Figure 2. As stated
earlier, many individuals who
have NPD may also be affected
by personality disorders such as
bipolar disorder or other mental
illnesses such as depressive
disorder or anxiety. Since this is a
known parallel with NPD, the study
focused on otherwise “healthy”
individuals and used a written
survey test to determine narcissistic
traits and tendencies throughout
the sample population. The social
brain network was the primary
area of study and various structural
differences were found. These
findings suggest that the social
brain network plays a large role in
pathological narcissism. With these
findings, more research can be
done in order to create therapeutic
and medicinal treatments for those
with NPD as well as earlier and
more accurate diagnostic tools.
Structural differences were

especially noticed in the anterior
insular cortex (AIC). The AIC is
responsible for understanding the
intentions of people during social
interactions.11 This brain region
manipulates social interactions and
information, giving more evidence
for why those diagnosed with NPD
are affected by rather debilitating
social dysfunctions. The AIC is also
directly associated with empathy,
one of the main deficits within
a narcissist’s social processing.
Recent studies have shown that
subjects with lesions in the AIC
show deficits in both explicit
and implicit empathetic pain
processing.7 Patients with damage
to the AIC also show similar
empathetic and social deviations
to those diagnosed with NPD,
suggesting neural deficits may be
another biological underpinning
for the behaviors of a narcissist.
The AIC is critical in neural activity
for emotional awareness.

Reductions in Neural
Connectivity
It has become evident
through the study of neuroscience
that different neural activations
are associated with sharing and
understanding the emotions of
others.7 As said above, there
are clear differences in neural
conductivity within the AIC. In an
explorative study,12 neuroimaging

Insular
Cortex

Von Economo
Neuron
Figure 3. The Von Economo neuron. Created by Kaitlyn Griffith.
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was performed in order to examine
the neural differences in empathy
between non-clinical patients with a
low narcissism score and those with
a high narcissism score. This study
also examined the psychological
differences
between
these
subjects. The results found that
highly narcissistic subjects tend to
show higher scores of alexithymia
(the personality trait described as
the inability to identify or describe
emotions of others or one’s
self), general psychopathology,
and depression.12 The study
demonstrated
the
neuronal
differences in the brain, specifically
in the AIC, which has been
strongly associated with empathy.
This finding may be able to lead
researchers to a main mechanism of
empathy in the brain. The fact that
highly narcissistic subjects have
a notable difference in neuronal
connectivity in the AIC brain
area explains why narcissists are
normally lacking in the emotional
and cognitive response of empathy.
It is also curious to see that,
besides the outward representation
of power and self-absorption,
narcissists appear to be needy
and insecure at a neural level.
The DeWall lab at the University
of Kentucky performed a study
using a method called diffusion
tensor imaging,5 a type of imaging
measuring
the
connectivity
between different brain sites.
Instead of measuring gray matter
and brain structure, they were
able to map out the brain’s neural
network activity. In this study, those
who scored higher in the narcissistic
scale were more likely to exhibit
decreased neural connectivity.
There was evidence of lower neural
connectivity between the prefrontal
cortex and ventral striatum,5 brain
structures that aid in the ability to
think highly of oneself. The low
connectivity that was found in this
area of the brain may be the reason
why narcissistic individuals heavily

SCIENTIFIC KENYON

seek out the affirmation of others.
Individuals diagnosed with NPD
have a hard time realizing their own
self concept, correlating with a low
self-esteem.7

The Von Economo
Neuron: “Brain Cells
for Socializing”
Von Economo neurons (VENs)
are spindle neurons that are
commonly found within the AIC.
VENs are involved in complex
situations and connectivity within
the social brain networks. These
neurons are found only in humans,
great apes, whales, and elephants13
and they have been examined in
different studies to assess autism,
dementia,
Alzheimer’s,
and
obsessive compulsive disorder.
VENs are large and have a simple
structure, suggesting that they are
quick in sending basic information
throughout the brain. There is a
specific destruction of VENs in
the earlier stages of dementia and
therefore the neurons are shown
to be involved in empathy, social
awareness, and self control.13 There
is also evidence of this through
functional imaging (Figure 3).
Recent work has found that the
amount of VENs within the anterior
insular cortex is linked to a lack of
social awareness.13 The functions
of VENs as well as the area in
which they are found link them to
narcissism and the differences that
they experience in their emotions
and their emotional awareness.
A study looked closely
at VENs and found that three
different receptors, the vasopressin
receptor, a dopamine receptor,
and a serotonin receptor, are
associated with this type of
neuron.14 These receptors were
found to have links to social bonds,
the anticipation of reward during
times of uncertainty, and the
anticipation of punishment.14 All

of these receptors explain the role
that VENs play in social function
and cognition. The VEN has also
been researched in correlation with
alcoholism and drug addiction, as
well as schizophrenia. The neuron
has not been heavily researched in
terms of NPD, but can be linked to
the structural differences in the AIC
and the lack of empathy and social
awareness that comes along with
narcissism.

What does this all
mean?
NPD normally appears during
early adulthood, but the ability to
find biological signs (or biomarkers)
of NPD earlier in life would be very
beneficial to those diagnosed
with NPD as well as those who
are close to an individual with the
disorder. A biomarker for NPD will
also help with the difficulties that
have occurred with the typical self
reporting form of diagnosis for
NPD. There are consistencies in the
NPD brain that lead researchers to
believe that brain abnormalities,
specifically in the insular cortex, can
more easily diagnose narcissism
and the lack of empathy that comes
along with the disorder.
There is a controversial opinion
that our population may be trending
towards more narcissistic trends
and tendencies. The constant use of
social media brings a large amount
of self awareness that no other
generation has ever experienced.
The constant need for admiration

in the form of comments or likes on
social media has brought a certain
self absorption and obsession into
our community. The consistent
scrolling through social media
has led to a daily look into certain
people and pictures who are seen as
“always beautiful”; this has started
to deteriorate our generation’s selfimage and self-confidence. The
modern times of self importance
and a level of obsession with our
image has led to a serious change
in these mental processes.
Whether or not you know
someone with NPD, they are in
our world and they experience
it in a completely different way.
Those affected by NPD do not
see any reason to get help for
themselves because of their
egocentric mindset; they might
think that they are too “perfect” for
therapy. Let those you love know
about the many benefits of NPD
treatments. Their life can change
for the better with a little help.
Research in the field of narcissism
can lead to even better treatments
as well, as available therapies may
not be enough for some who are
affected by NPD. Research in
narcissism can also lead us to find
more early life predictors, which
would be extremely helpful with
the diagnosis of NPD due to the
fact that the early signs of NPD may
be effective in getting help sooner
and quicker. Personality disorders
continue to evolve; soon our world
could see a safer future with more
of an understanding behind the
motivations of a narcissist.
■
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Worrisome Weight Gain
How Stress Affects Eating Behavior
By Madison Ladd

I

n the past two decades,
childhood obesity rates
have seemed to level off.
Despite this plateau, obesity in
children of low-income families is
actually increasing, an alarming
phenomenon. Susan Babey, Ph.D.
from UCLA Center of Health Policy
Research, stated that “when we
looked at [obesity] rates broken
down by income, we saw that for
adolescents whose family incomes
are below the poverty line, those
rates have gone up, and not just
slightly, but rather dramatically.”
Recent studies show that the
environment in which a child grows
up can contribute to his or her
obesity. Additionally, girls were
more likely to be obese if they had
experienced stressful experiences
such
as
violence,
maternal
disconnection, or unstable housing
45

situation.1
In the United States alone,
individuals who live in the most
poverty-dense counties, counties
with poverty rates greater than
35%, are the most prone to high
rates of obesity. The probability
of obesity occurring in povertystricken counties is 145% greater
than in wealthy counties.2 As of
2018, 38.1 million Americans lived
in poverty, including 13.1 million
children.3,4 Obesity is when there
is excessive fat in the body that
increases the risk of health issues.
Obesity is a growing epidemic in
the United States as prevalence
rates are trending upwards. Youths
from the ages of 2 to 19 in 2018
had an obesity rate of 19.3% while
adults, individuals 20 years and
older, had an obesity rate of 42.4%.5
Poverty is just one example

that fits under the umbrella term
psychosocial stress: the lack of
adequate resources for living such
as food, housing, and support. This
term can also include other societal
and environmental stressors such as
a pandemic, famine, gun violence,
work environment, loneliness, etc.
Most of these we are unable to
control; we have to adapt to survive.
Such conscious decisions to stay
safe are methods to persevere, but
how do we save ourselves from
changing our biology? Recent
research shows that chronic stress
wreaks havoc on the biology of our
genome. Epigenetics modifies our
genome and allows for changes to
occur within our genome without
changing our DNA sequence, our
genetic makeup. With the common
assumption that obesity comes
from lack of exercise, laziness, and
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unhealthy eating, it is time to shine
some light on the idea that maybe
obesity is not just a lack of healthy
eating and exercise, but a deeper
modification of our biology: the
HPA axis, which contributes to
obesity.

What is the HPA
Axis?
Stress alters homeostasis,
the healthy state of stability or
equilibrium within the body, of
an individual and causes a chain
reaction to occur. The HypothalamicPituitary-Adrenal axis (HPA axis)
responds to acute and chronic
stressors; however, chronic stress
comes with consequences to both
mental and physical health. The
HPA axis is a feedback loop that
involves the brain and the kidneys.
Healthy HPA axis function enables
the body to respond to stress.
The axis will change the levels of
hormones within the body to react
appropriately. Once the stress level
is addressed, the HPA axis will
return to homeostasis. However,
when an individual is exposed
to chronic stress, the HPA axis
constantly produces cortisol and
does not return to its baseline.
When
the
HPA
axis
acknowledges a stressor, the
hypothalamus is the first within
the brain to recognize it. The
hypothalamus is responsible for
what some people call the ‘four
F’s’: fighting, fleeing, feeding, and
reproduction. Therefore, when the
hypothalamus detects a stressor,
it releases a hormone called
corticotropin-releasing
hormone
(CRH), which then notifies the
pituitary gland. This gland in the
brain is responsible for controlling
the hormones for many different
processes in the body. In this specific
process of reacting to stressors, the
pituitary gland releases a hormone
called
adrenocorticotropic
hormone (ACTH) to the adrenal

glands of the kidneys. The adrenal
glands produce the stress hormone
cortisol. In a healthy HPA axis,
cortisol would then act as negative
feedback to decrease activity
throughout the HPA axis. However,
when an individual is exposed to
chronic stress, the HPA axis cannot
decrease activity, causing constant
production of hormones from the
HPA axis (Figure 1).6,7

Changing our Biology
through Epigenetics
Some of these changes
within the HPA axis may be due
to epigenetics. The study of

epigenetics is a relatively new field.
To get a better understanding
of how changes to our biology
contribute to obesity, we need to
understand how epigenetics works.
Epigenetics are modifications to
one’s genome that are not changes
to the DNA sequence. Additionally,
epigenetics can be helpful within
an individual and among a
population. Within an individual,
epigenetics is responsible for
cellular
differentiation
and
phenotype maintenance. Within
the population, epimutations can
allow members of the population
to adapt to the environment; this
adaptability increases the chances

Figure 1. The HPA axis. Adapted by Madison Ladd from Camilla Maria Fontana, PhD student,
University of Padova. Created in BioRender.
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Figure 2. How epigenetics can alter gene expression. Original figure by Madison Ladd. Created in
BioRender

of survival.8 These changes occur
when an individual is exposed
to different everyday stimuli.
Think of these changes as a light
switch: with the light turned on,
light is produced, and activity
happens. Just like when a specific
epigenetic change occurs, it allows
the opportunity to turn “on” a
gene, allowing for the gene to
be expressed. When the light is
turned off, no light is produced,
and nothing usually happens.
When a specific epigenetic change
turns “off” a gene, the gene is
not produced, and nothing occurs
47

(Figure 2). These changes in gene
expression can be passed down
from generation to generation.
Such
modifications
include
methylation, histone modifications,
and non-coding RNA.
Methylation is the addition of
a methyl group (CH3 group) to a
cytosine. Within DNA, methylation
controls access to transcription,
which is the reading of DNA; this
methylation can modify cytosine,
a base pair within DNA. When
methylation occurs to a CpG
pair, which is an area within the
DNA where a cytosine is followed

by a guanine nucleotide in the
sequence, upstream of a gene
in the promoter region, this
process can silence or decrease
transcription activity. Stopping the
binding of active proteins, such as
transcription factors, and recruiting
repressive proteins, such as MeCP2,
will decrease transcription activity.
If methylation occurs within a gene,
then it can activate or increase
transcription activity because there
is no inhibitor to stop the binding
of RNA polymerase.9 Enzymes
known as DNA methyltransferases
(DNMT) will add these methylation
marks. DNMT falls into two
categories: maintenance and de
novo (new). Maintenance DNMTs
on the opposite strand of the
double helix are “writing” in the
methylation after DNA replication.
De novo (new) DNMTs “write” new
methylation marks according to
any given environmental stressor.10
In a cell, DNA wraps around
histone protein complexes to allow
DNA to be compacted. These
DNA-wrapped histones are called
nucleosomes. Within these cells,
there is always a constant motion of
DNA unwrapping and rewrapping
around the histones. This constant
motion of DNA can allow changes
to occur if needed. Histones can
be modified. A histone can be
modified through acetylation and
methylation. Generally, acetylation
is the unwrapping of DNA or
“opening up” of the DNA from
the histone, enabling transcription,
while methylation is the wrapping
or “closing” of DNA, silencing
transcription. Acetylation inhibits
the connection between the
wrapped-up DNA and the histone
itself because it reduces the number
of positive interacting spots with
which the negatively charged
DNA can interact. Methylation
of a histone causes the DNA to
wrap tighter around the histone,
which prevents transcription from
occurring in this DNA.11

Protein coding regions make
up about 2% of the human genomic
real estate. Much of this real estate
is transcribed into non-coding
RNA, meaning they don’t become
proteins. Non-coding RNAs have a
lot of different functions: they can
inhibit protein-coding for mRNA,
act as transcription decoys to
keep RNA polymerase distracted,
or as scaffolding to have genes
transcribed together, and they
can pass from cell to cell like
neurotransmitters.
Non-coding
RNAs that are environmentally
responsive develop when they
are needed, but they are not
permanent.12 They can move to
daughter cells, but they do not
maintain cellular memory. Noncoding RNA can only add to
cellular memory through DNA
methylation.13 Epigenetics can
cause general modifications to
cells all over the body. However,
when epigenetic changes occur in
the brain, these modifications can
generate dysregulation in different
systems that uphold homeostasis.

The Biology Behind
Obesity
Obesity is the imbalance of
energy intake and expenditure
and abnormal adipose tissue.
Adipose tissue, also known as
fat tissue, serves many functions:
it stores energy, interacts with
hormones, and helps regulate
metabolic homeostasis. There
are two types of adipose tissue,
which are white and brown. The
body uses white adipose tissue
for energy storage, while brown
adipose tissue removes energy
from the body.14 The hypothalamus
plays an important role in energy
homeostasis. However, factors such
as stress, diet, and other hormones
can impact how the hypothalamus
controls an individual’s appetite
and energy balance (Figure 3).
Not only can stress impact
psychological
wellbeing,
but
it can also cause epigenetic
changes within the HPA axis.
DNA methylation is one of the
most intensely studied epigenetic
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mechanisms. In a 2010 study by
Murgatroyd et al., the researchers
looked into the effects of early life
stress on DNA methylation in mice.
They found that when mice were
exposed to maternal separation,
they experienced a decrease
in methylation at the arginine
vasopressin (Avp) promoter. This
reduction in methylation causes
a decrease in MeCP2 binding.
Typically, methyl residues allow for
the binding of MeCP2 and stop the
transcription of the Avp gene, which
helps regulate the HPA axis. The
reduction in methylation leads to an
increase in Avp expression and the
production of proopiomelanocortin
(POMC) and cortisol, ultimately
increasing stress and causing a
hyperactive stress response.15
Typically, appetite suppression
is useful for moving the path of
energy away from looking for food
and eating to consciously dealing
with the stress that is at hand. But
with long-term stress, the energy
is turned to coping mechanisms
instead of actively dealing with the

Figure 3. Environmental factors can cause genetic variation, leading to increased energy intake and lower energy expenditure. This can lead to obesity.
Original figure by Madison Ladd. Created in BioRender.
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stress. Stressful events will enhance
the activity of glucocorticoids,
hormones like cortisol, within
adipose tissue and will lead to an
increase in fat storage, especially
visceral fat. As a result, these
chronically elevated glucocorticoids
constantly contribute to an
increase in fat tissue. These same
glucocorticoids also impact feeding
behavior by stimulating food intake
by signaling an increase in Agoutirelated protein (AgRP) expression
in the Arcuate Nucleus (ARC). Such
increased glucocorticoid activation
also results in insulin resistance.
Overall, excessive glucocorticoids
can lead to an increase in
appetite, weight gain, and insulin
resistance.16
The ARC is a part of the
hypothalamus that receives input
through the blood-brain barrier.
This location of the ARC allows for
the ability to sense the levels of
nutrients and hormones that are
circulating throughout the body.
Within the ARC, the AgRP plays
an important role in the function of
appetite and energy expenditure.
Additionally, POMC neurons of
the paraventricular nucleus (PVN)
of the hypothalamus produce the
suppression of food intake. Ghrelin
is a hormone that acts on the AgRP
leading to the blocking of POMC
neurons and creates the feeling
of hunger. But Leptin, another
hormone, blocks the Ghrelin
neurons, which allows POMC
neurons to produce the feeling of
satiety.16,17,18
The Agouti gene is responsible
for skin color, disease, and obesity
in several types of animals,
including humans. This gene is
located throughout the body,
but a very similar protein that
has the same effect is the AgRP.
When DNA methylation occurs to
these genes, this process creates
differing results. In mouse studies,
when the gene is methylated, the
mice tend to have good outcomes,
49

such as being thin and healthy.
When the gene is unmethylated, it
tends to have bad outcomes, such
as producing obese mice who are
prone to cancer and diabetes. They
found that this methylation pattern
was passed down to the next
generation if it was associated with
the mother. If the mother has a poor
diet, specific diets that lead to a
decrease in methylation, it can lead
to overfeeding and obesity in both
the mother and the offspring.17,19

“I think more and
more, there’s an
awareness that
you can’t just tell
someone, ‘Eat
healthy’”
- Shakira Suglia, Sc.D

What You Can Do:
Ultimately, there is strong
evidence that supports the idea
that changes in our biology impact
obesity. Even with this evidence,
biological changes due to chronic
stress are not the sole reason
individuals may become obese or
overweight. There is also research
that shows that epigenetic changes
can also cause adverse eating
behaviors in the opposite direction.
Changes in our biology not only
can cause obesity, but they can also
cause weight loss and even lead to
eating disorders. Since epigenetics
is still a relatively new field, more
research needs to go into studying
how these modifications impact our
lives. A lot is still unknown when it
comes to epigenetics but if we can
fully understand how it impacts our
bodies and our lives it will be easier

to address the consequences it
can create. Overall, it is easy to
tie connections of chronic stress
through epigenetics to obesity.
One of the connecting links is the
HPA axis. With the hypothalamus
contributing to so many important
functions, dysfunction of the HPA
axis can wreak havoc on other
functions that coexist within it.
Poverty is just one example
of an inexhaustible list of stressors
that can create chronic stress. In
the United States, poverty is a
stressor that a multitude of people
endure. With poverty, individuals
have to adapt and worry about
many different aspects of their lives
that are necessities of everyday
life. Even chronic stress that is
not as extreme as poverty can
create these imbalances. Stressful
job environments, relationship
conflicts, and even living through
a pandemic can stimulate chronic
stress. As humans, we do what is
best and we adapt and try to face
every problem we can. But with this
intention comes consequences and
sometimes those consequences
aren’t visible. But thankfully, they can
be reversed. Changes in lifestyles
can allow for the “undoing” of
epigenetics by allowing a series of
reactions to occur that permit our
biology to go back to normal.
But how do we get back to
normal? It is important to allow
yourself to do what makes you
happy. Allow yourself to be at peace.
If this state includes exercising,
make sure to schedule parts of
your week to exercise in a place
where you can erase your stress. If
it is music, you can sing, dance, or
move in a way that relieves stress. If
it is sleeping, schedule a nap. Not
only can this bring you happiness,
but it can also help regulate your
HPA axis and allows it to “calm”
down. These steps can help reverse
possible epigenetic changes that
have occurred throughout your
life.
■
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It’s Not You,
It’s Me
(Your Genes)
by Gillian Heckler
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“Just as cancer invades the body, depression invades the psyche. Just as we
keep working to find cures for deadly cancers, we need to find ways to help
people overcome the depression that cuts short too many lives”
-Jill Harper, MD

Outcome Disparities of Medications
Patient 1:

Patient 2:

There was no denying that something more than
circumstances was playing a role in my depression.
I went to my doctor, explained my symptoms and
walked out with a prescription for an antidepressant
that day. I stopped thinking about the medicine
and the fact that I was taking it. As time went on,
I noticed subtle changes like having more energy,
and thinking more stably. When I watched movies
I actually laughed aloud and my interactions with
people were less anxiety-filled. I surrounded myself
with my family, found a new job that I really liked and
started a new life. I also found a psychiatrist who I
was very honest with and came to genuinely trust.
Together we decided I should switch to a different
medicine, Prozac. The first antidepressant worked,
but there were some effects that never quite went
away. The new medicine worked perfectly. The year
since I started medication for my depression has
brought me a new life. I have a job I love, and I am
closer than ever to my family. Every once in a while,
I flirt with stopping my medicine. Then I think of my
life prior to Prozac, and I walk to my medicine cabinet
to make sure I am fully stocked. For now, medication
helps me to live the life I want, a life that I am proud
of, and I have no doubt starting medication was the
best decision for my family and I.1

I started going back to therapy and seeing a
psychiatrist. I was prescribed one antidepressant, but
I felt far from ‘normal,’ so I decided to try Prozac. The
first few weeks were fine, and then I started to get really
bad fatigue. I’d try to spend as much time in bed to rest
before work, but then I’d still feel like a spacey zombie
once I got there. It felt like being day-drunk without the
alcohol. My head felt thick and cloudy and my memory
was super off and I had to set a million reminders out of
fear of messing up at work and in life. It was exhausting.
My doctor had me try taking the Prozac at night before
bed, but that only slightly minimized the fatigue. I had
to sleep 12 to 16 hours a day, and it made my behavior
more erratic. Last week, I felt like I was going to pass
out at work and ended up going to the ER because
it was so bad. I stopped taking it since, and though I
can definitely feel my major depression coming back,
it’s almost comforting because the brain fog and fatigue
had gotten so extreme. There’s a lot of trial and error
and ‘shopping around’ when it comes to mental health,
so hopefully, I will eventually find something that works
for me.2

Both of these patients struggle
from the same disorder. Both of
these individuals took the same
antidepressant, Prozac. Yet their
experiences in response to this
medication resulted in dramatically
different outcomes. Why do
medications have such varying
effects for the same disorder?

Does One Size Really
Fit All?
When a ten-year-old boy who is
four foot six and a 50-year-old man

who is six foot three try on the same
“one size fits all” suit, the suit will
be ill-fitting on at least one of them.
Creating and finding that perfect
fit is not so simple. Even if people
have the same goal, of appearing
clean cut or formal, the clothing
item needed will vary person to
person. People have drastically
different body compositions. So,
confining all people who want to
dress up into the same sized suit
will create a haphazard effect. A
tailored approach is a more efficient
way to create the perfect fit that

caters to an individual’s needs, both
for clothing and pharmaceutical
treatments.

The Future is Here
Fortunately, a groundbreaking
method now exists that can use
our genetic information to help
formulate
precise
treatments.
Next
Generation
Sequencing
(NGS) is an exciting technological
advancement
of
the
21st
century that will transform our
understanding of cells and our
approach to treating diseases.
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Figure 1. Genes are sections of DNA that code for RNA, which will determine an individual’s unique
traits.15

These innovative machines allow
researchers to sequence strands
of RNA. DNA is a material that
contains the information to build
and maintain our cells. DNA is
read, or transcribed, into this RNA
material. Genes are sequences of
DNA that code for functions which
determine our unique traits (Figure
1). Through sequencing we can
study individual cells and precisely
identify which genes contribute
to diseases, like Major Depressive
Disorder (MDD).
We can compare DNA to all
of the possible services that the
tailor can perform, from hemming
the length of jackets to taking in
the waist of pants. Then, we can
think of RNA as the messenger
to communicate which particular
service is selected. The uniquely
tailored suit that results as the final
product can represent our unique
traits. So even if all individuals have
the same services to order from,
their end product can be drastically
different. We all practically have
the same DNA, but the unique
traits made from this DNA differ
from person to person. The NGS
technology considerably advances
our understanding of genes, the
segments of DNA, that contribute
to many disorders in need of
superior treatments, including
MDD.
53

An Invisible Pain

Articulating
mental
pain
presents a challenge because
the phenomena is intangible.
Therefore, it sometimes does not
seem as legitimate compared to
other physical disorders. Everyone
may not fit into the same sample
size suit, and everyone may not
have the same gene activity
or concentration of chemicals.
Neurotransmitters—dopamine,
serotonin, and norepinephrine—
are chemicals that send signals
and communicate with your brain.
These chemicals in particular
regulate mood and help make
you feel good. Low levels of these
chemicals are considered hallmarks
of MDD. This chemical imbalance
could be an aftermath of gene
dysregulation that sequencing can
help us pinpoint. Recognizing the
legitimate biochemical alteration
occurring in MDD can help validate
an individual’s experience and
encourage people to seek help for
management of the disorder.
The Diagnostic and Statistical
Manual of Mental Disorders
(DSM-5) describes MDD as being
characterized by distinct changes in
affect and cognition with episodes
lasting for at least two weeks.3 MDD
can arise at different time points
for different people. A breadth
of factors may contribute to the

onset of MDD, including economic
pressures, social environments,
trauma,
neurobiology,
and
genetics. Not only can MDD affect
an individual’s mental health, but
it can also alter physical health,
inducing headaches, appetite
changes, and disruptive sleep
patterns.3 Individuals with MDD
can experience varying symptoms,
but often feelings of hopelessness
and internal criticism pervade.
The specific reasoning for the
development of MDD remains
ambiguous due to the complex
interactions between an individual’s
genetic
makeup
and
their
environment. Understanding the
causal mechanisms for MDD can
allow for more concrete diagnostics,
and therefore implement more
effective therapeutic offerings.
While the disorder can involve
behavioral, psychological, and
cultural factors, there is substantial
evidence that the disorder relates
to DNA with a 40% chance of
heritability.4 Additionally, if an
antidepressant has been effective
for a family member, there is a
higher likelihood that it will be
more effective in comparison to an
antidepressant prescribed by the
general trial and error method.5
A more intentional practice of
assigning patients to medication
based on their unique genetic
composition can offer necessary
transformation to the treatment
process of MDD.

Do You Have to Do
Drugs?
Medications are a major relief
for many individuals who experience
this disorder. While pharmaceuticals
are a fundamental option, there
are also alternative routes for
treatments such as psychotherapy,
and dietary changes. According
to the most decorated Olympian,
Michael Phelps, who struggles with
depression, speaking to a therapist
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offers him stability, growth, and
support in his darkest of days.6 We
do not expect individuals to manage
their diabetes or coronary artery
disease on their own. Why would
we expect individuals to manage
MDD on their own? Psychotherapy
is an invaluable approach to
manage MDD, particularly in
conjunction with medication. With
a trained psychologist, individuals
can confide in a professional to
understand their feelings and
behaviors, while also gaining
coping skills. A popular type
of psychotherapy is cognitive
behavioral therapy, where the
therapist and patient work together
on constructive ways to modify and
improve behaviors and beliefs.7
Acquiring help through therapy
exemplifies strength by prioritizing
health and seeking personal
growth.
Incorporating
nutritional
elements, like omega 3-fatty acids
found in foods such as cold-water
fish and flax seed, has the potential
to alleviate symptoms of MDD.
In nations where the population
consumes large quantities of
fish, depression rates are lower.8
Furthermore, saffron extract has
shown to inhibit a decrease in
serotonin levels, improving MDD
symptoms in adult patients.9
Another promising option, vitamin
D
supplementation,
provides
therapeutic relief by promoting
extracellular levels of serotonin.10
Consistent physical exercise
can also increase chemicals in the
brain, like dopamine and serotonin.
A misconception persists that only
vigorous exercise serves as an
effective treatment.
In reality, individuals who
engage in moderate physical
activity, such as taking 30-minute
strolls three times a week, reduce
the risk of experiencing major
depressive episodes.11 Integrative
styles of yoga that incorporate
meditation and breathwork have

also been shown to be quite
valuable.
Mindfulness
based
interventions
show
effective
results of reducing depression,
anxiety, and stress.12 However,
holistic approaches take ample
amounts of time to take effect
and may not initially be realistic
for individuals with severe cases
of MDD who already reside in a
very fragile mental state. Many
of these approaches could offer
maximum efficacy as an adjunct to
more traditional pharmacological
approaches.

Shortcomings of
Pharmacological
Options
If you have a chronic headache,
why would you not take an
ibuprofen? If someone experiences
chronic depression, similar logic
follows with taking antidepressants.
Finding medication can often be
associated with a “quick fix”. In
reality, quite an extensive amount
of time is expended to properly
allocate the most efficacious
medication for each patient. The
process of doctors distributing
prescriptions occurs by a trial-anderror method. This method is like
going shopping and not looking
at the size on the tag beforehand.
Then you go to the dressing room
and go through the hassle of

trying on multiple poorly fitting
outfits. Unfortunately, you leave
feeling displeased because none
of them fit, as none of them were
intentionally chosen for you.
Currently,
a
symptombased approach is often utilized
to treat people with MDD.5
Physicians will try to take into
account a patient’s symptoms to
speculate if one medication may
be more suitable than another to
minimize undesirable side effects.
Unfortunately, this method does
not suffice for people who require
more immediate relief, as not every
patient has the luxury of time to
try three different medications.
Altering medications can also
pose challenges since weaning off
the prescriptions can sometimes
emulate flu-like symptoms. People
alter their medications due to the
unbearable side effects. Some of
the side effects make it difficult
to adequately function with
overwhelming feelings of fatigue
and a sense of overall numbness.
In the one size fits all scenario,
you have an item that allows you
to pass the requirements of a
formal dress code, but you are far
from feeling comfortable. From
constantly having to pull up your
pants to having your sleeves drag
throughout your food, these side
effects are far from desirable. In
addition to adverse side effects,
the medication can also take
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several weeks and even months
for patients to feel an effect. If you
take your suit to get tailored for
an upcoming event, but the suit
isn’t ready until a month after your
event, was it even worth it?
Another shortcoming with
current
medication
involves
individuals initially experiencing
or developing resistance to the
treatment medications offered.
To counter this issue, individuals
have to either wait even longer
for an effect, increase dosages,
or take multiple antidepressants.
These approaches can often feel
confusing and tumultuous for
patients as months pass without
experiencing any improvement.
Current
antidepressants
can
provide critical relief to subside
internal pain but desperately
require further innovation.

The Power of
Sequencing
Different expression levels of
genes are often responsible for
cells’ behaviors in diseases.13 Gene
expression can be considered to

have an on/off switch. Variances
in gene expression are due to
the instructional code of DNA
producing different quantities of
functional products. By comparing
gene expression activity of patients
with MDD to people that are
considered healthy, we can observe
the discrepancies of gene activities
between the two groups. Using
the novel technology of NGS,
we can perform single cell RNA
sequencing (scRNAseq), which
clusters or groups cells with similar
characteristics. Established in 2009,
this scRNAseq method is still in its
infancy stages in the science world
and offers great transformative
promise. An analogy for scRNAseq
is the classification process of
desserts. Dessert is an overarching
category that comprises many
subcategories. Characteristics of
the desserts, whether they have
chocolate or fruit, or whether
they are baked or frozen, can
help us classify each dessert. For
instance, ice cream, gelato, and
frozen yogurt may comprise one
cluster, while cobbler, crumble, and
crisp may comprise another. The

same process happens in order to
distinguish cell subtypes based on
gene expression characteristics.
The first ever scRNAseq study
of MDD published in 2020 reveals
that 16 unique subtypes have
distinct gene activities in patients
with MDD (Figure 2).14 Instead of a
uniform disorder, MDD may be an
umbrella construct with multiple
biologically distinct disorders that
each require unique treatments.
Neurons, which are the primary
cells that transmit information
throughout the brain, make up
six of the cell subtypes. Nonneuronal cells, which are cells that
help support and maintain the
nervous system, make up four of
the cell subtypes. Each cluster
is considered a cell subtype and
has similar gene expressions
to other cells in that subtype.
Deconvoluting the complexities
of different cell subtypes in the
nervous system with scRNAseq
offers great potential to develop
novel medicine. This method can
help us discover and then target
specific genes in cell subtypes with
greater precision. If we discover
that only a particular subtype has
discrepancies in MDD patients
compared to control patients, we
can target that particular subtype.
Rather than distributing medication
to all cells throughout the entire
brain and potentially harming
healthy cells, targeting one cell
subtype will increase effectiveness.
We have the power to develop
superior treatments aiming to
minimize the treatment resistance,
late onset period, and side effects
of current medications.

The Science Behind
Happiness
Figure 2: In MDD, scRNAseq reveals 16 different subtypes that are represented in distinct clusters.
Each point indicates a single cell that has similar characteristics to other cells in that cluster. The
characteristics of each cell are determined by gene activity levels. Original image by Gillian Heckler..
Created in BioRender.
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The majority of dysregulated
genes in MDD patients are
downregulated.14 When genes
are downregulated in a cell,
production of that gene product
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decreases. Sometimes the effect
of downregulation does not
have a negative implication. For
example, we often do not see
adults with naturally occurring
blonde hair. If an individual is
born with blonde hair, those
genes are often downregulated
by the time that individual reaches
adulthood. While this example of
downregulation does not have any
dire consequences, downregulation
of genes that regulate nerve cells
can result in harmful ramifications
on the psyche.
Out of the 16 subtypes
discovered, two cell subtype
clusters had the most prominent
changes in patients with MDD
in comparison to the control.14
The first subtype, composed of
excitatory neurons, was termed
Excitatory 7 (EX7). The cluster EX7
involves a gene that regulates
neuronal excitability. Excitatory
cells fire and send messages to
other areas of the brain. In MDD,
downregulation
of
excitatory
neurons is quite common. In order
for our neurotransmitters like
serotonin to bind to its receptors,
we need to have excitation. The
other prominent group is a nonneuronal cell type labeled OPC2.
This subtype, OPC2, is suspected
to be involved in brain plasticity.
Brain plasticity signifies the brain’s
ability to change and adapt to the
environment and new experiences.
In MDD brains, genes that regulate
plasticity are turned off. One of
the defining characteristics of this
OPC2 cluster is the downregulation
of the PRNP gene (Figure 3). The
absence of the PRNP gene is
implicated in a lack of cell division
and brain plasticity.
If you only want the waist
taken in, rather than shrinking your
entire suit in the dryer, you can only
alter that one section and prevent
the disruption of functional
components. This approach holds
for targeting genes in subtypes

Figure 3: The happy face cells are found in the control patients, and the sad face cells are found in
MDD patients. The cell subtypes, OPC2 and EX7 have lower gene expressions in comparison to
the healthy controls. The gene PRNP is expressed at very low levels in the OPC2 subtype. Genes
involved in excitation are expressed at very low levels in the EX7 subtype of MDD patients. Original
image by Gillian Heckler.. Created in BioRender.

rather than your entire system.
Potentially increasing the levels of
the PRNP gene in only the particular
OPC2 subtype could serve as an
effective treatment for MDD.

Hope is Here
A suit precisely designed for
an individual will help ensure a
good fit. The same logic applies
for designing precise treatments
for MDD patients. ScRNAseq
can shed light on the ambiguous
complexities of MDD. Instead of
continuing on the prescription
method of trial and error, we
can take a more methodical

approach to target downregulated
genes with greater precision.
With societal acknowledgments
of MDD and advancements in
genetic research, we have so much
potential to improve the quality of
life for those struggling with MDD.
By raising awareness on topics, we
can foster empathy, rather than fear
unfamiliarity. The disorder may not
be something that you “defeat”,
but people can be empowered
with tools to support their health.
Implementing novel therapeutics
and destigmatizing MDD can allow
for the vast majority of people to
live fulfilling and vibrant lives.
■

“There is hope, even when your brain tells you there isn’t”
-John Green
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Loosen Up,
Sleep Tight
How Relaxation Techniques
May Be the Solution to
Stress-Induced Insomnia
by Afomia Ayele
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t was 4 AM, and Sassy
Smith had had enough of
her sleepless nights. Every
night, she lay awake, envious of her
husband as he enjoyed his peaceful
slumber right beside her. Of course,
this wasn’t Sassy’s first time being
awake so early in the morning and
unfortunately, it was not going to be
her last. Sassy had spent the past six
months racking her brain over why
she was sleeping fewer and fewer
hours each day, now averaging
about three hours a night. She
tried exercising, took a break from
drinking coffee, and even drank a
couple of glasses of wine before
bed. Despite her optimism, none
of these improved her sleeping.
Her head was constantly filled with
racing thoughts of the waking day,
which always hit her like a train the
moment she went to bed. Many
of these thoughts were negative
and anxiety-ridden, with fears of
being inadequate or struggling to
keep her home life organized and
peaceful. Conversations would
play on loop as if her mind could
not string the events together. To
quiet some of these thoughts,
Sassy tried taking sleeping pills;
not only did the insomnia persist
but she started feeling groggy and
uncomfortable with the pills’ side
effects. Regardless, she continued
to push forward with her busy life
and watched the hours ticking by
every time her head hit the pillow.
It wasn’t until almost a year
later that Sassy figured out what
was triggering her sleep problems.
The stress she experienced was so
intense that her body was pumping
extremely high levels of cortisol,
a hormone that triggers our fightor-flight response, both day and
night. Not only did this disrupt
her sleep, but it also affected her
hormonal levels and mental health.
It wasn’t until she started making
adjustments in her schedule to
reduce her stress that she could
get her nightly eight hours of sleep
again.1
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Insomnia is More
Common Than You May
Think!
Unfortunately, Sassy’s story
is one of many describing the
challenges of living with insomnia,
a sleep disorder characterized by
difficulty with falling or staying
asleep.2 Many insomniacs describe
their experiences in the following
way: “It would take me forever to
go to sleep, and, then I would wake
up and couldn’t go back to sleep.
I had problems going to sleep,
and then I had problems staying
awake.”3
Insomnia can be a slightly
different experience for each person
who has it; therefore, its diagnosis
includes a wide range of symptoms.
As a result, it is unsurprising that
insomnia actually affects up to half
of the general population, meaning
you probably know somebody
who has had insomnia or you may
have had it yourself. Insomnia can
be caused by many factors, such
as psychiatric conditions, genetic
predisposition, inconsistent sleep
schedules, or even medications.4

Due to the broad nature of
insomnia symptoms and potential
causes, some individuals may not
even know what is causing their
insomnia. However, one of the
most common root causes is stress,
which can lead to physical, mental,
and emotional strain. Stressors
come from the environment and
evoke a physiological response;
some examples of stressors include
school, work, an illness, a living
situation, or even a relationship.
For most adults, occupational
stress dominates over all other
forms. This form of stress typically
manifests as worrying about staying
on top of one’s schedule while also
planning future tasks, meetings,
and reassignments, which can be a
lot to take on. Occupational stress
is also exacerbated by long shifts,
especially those ranging from eight
to sixteen hours a day. Working long
hours in a stressful environment, like
what we see with Sassy’s life, may
trigger a higher release of cortisol in
the body, which triggers a response
in the brain that interrupts the
system for sleep.5 The association
between stress and impaired
sleep is sometimes referred to as

Created by Afomia Ayele in BioRender.
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stress-induced insomnia, which is
very common in adults who work
long and/or intensive jobs such
as surgeons, pilots, engineers, or
even truck drivers.
Not only is the lack of shuteye uncomfortable, but it can also
disrupt many other bodily functions
that are essential for performing
daily tasks and maintaining good
health overall. In fact, the chronic
sleep loss from insomnia can even
compromise one’s lifespan. Short
term effects include memory loss,
slower memory recall, impaired
cognitive
function,
worsened
coordination, slower responses,
and overall weaker performance in
daily tasks.6 When these symptoms
make it harder to complete work
for a job, you’re caught in a vicious
spiral with no end in sight, unless
you seek proper treatment. As stress
increases, so do the consequences.
In situations where an emergency
arises and all parties are affected,
these consequences multiply and
can soon spiral into chaos.

Treating Patients
While Becoming
More Ill: a Recipe for
Disaster
One critical example of an
intense stressor is the COVID-19
pandemic, during which millions of
doctors, nurses, and other medical
staff were overworked to treat the
multiplying cases of coronavirus
infection around the world. In fact,
a recent study determined that 63%
of the working doctors in surgical
specialties, and over 80% of general
surgeons, were showing symptoms
of insomnia. Insomnia was also
13.1% higher in female doctors
than male doctors, and doctors in
the 30 to 40 age range endured
more sleepless nights than those in
any higher range. The latter statistic
may be due to the general ability of
more experienced physicians in this
age demographic to take on new
responsibilities with more ease. The
COVID-19 pandemic shows a rise
in cases of insomnia manifesting

from occupational stress for
doctors, especially residents and
new attending physicians.7
Although COVID-19 highlights
some prime examples of insomnia
caused by stress, we see that
these health consequences in
overworked doctors have been
around for a very long time, even
well before the pandemic. A UK
study from 2019 looked at general
occupational distress in doctors
as a root cause for serious issues
like binge-eating, alcoholism, and
insomnia. Using a survey sample
of doctors, they found that up to
61% of doctors reported some sort
of sleep problem, and 12% had
moderate to severe insomnia.8
While the data on doctors
is pretty alarming, these issues
are even more prevalent in other
healthcare workers, especially
nurses and medical assistants.
A recent study investigated the
effects of night-shift work on
nurses, who experienced severely
compromised
psychomotor
function after working day-today changes in their 8-hour shift
rotations. Psychomotor function
refers to the cognitive processing
responsible for body movement, so
a compromise in this function can
be very detrimental to the nurse
experiencing it. Although these
findings apply strictly to night-shift
workers, they build on previous
evidence seen in general nurse
practitioners and similar health care
personnel.9 Some studies have even
tried to replicate these findings in a
mouse model; however, not many
have linked insomnia to stress.9,10

A Sky-High Job,
Just Like Your Stress
Levels
If we branch out to other
occupations outside of medicine,
we see that occupational stress is a
relatively universal problem. Some
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studies have looked at people
working in aviation, most of whom
not only work many hours, but
also have a constantly adjusting
sleep schedule. Not only does this
make aviation a more challenging
career path, but it can also lead
to complications with using the
technology and equipment. In fact,
70% of the accidents in aviation
were caused by suboptimal “user
performance,” indicating that these
issues were on the pilot’s end rather
than the plane’s end.11 Although
accidents are relatively rare, this
indicates immense pressure for
pilots not just to be present for
the job but to make sure nothing
goes wrong. Since these accidents
can be fatal, these statistics could
have some serious implications on
what needs to be prioritized in the
conditions of an occupation. With
aviation, these priorities would
need to be prepared not just for
pilots but any workplace at which
someone’s health and safety could
be in jeopardy.

Understanding the
Pathway: How Does
it All Go Down?
There are various regions
in the central nervous system,
especially the brain, that play an
important role in managing your
sleep and wake states. One of
these regions is the hypothalamus,
which has neurons (nerve cells) that
produce and release histamine
to maintain the sleep-wake
cycle, along with maintaining
homeostasis, the body’s system
for keeping stable processes and
features, such as a temperature of
98.6°. The hypothalamus can also
receive input from other regions,
such as the ventrolateral preoptic
nucleus (VLPO) a brain region
that regulates non-REM (rapid eye
movement) sleep. The VLPO has
GABAergic neurons that release

GABA, a common neurotransmitter
that reduces neuronal activity, onto
the hypothalamus to encourage
sleep onset.5 However, this system,
like many others, can receive
interference by which the sleepwake cycles of the brain can easily
fall apart.
Interference can come in
many forms, one of which starts
with cortisol. Cortisol, the stress
hormone, is released into the
bloodstream to evoke a fight-orflight response. This process is quite
normal for people and doesn’t just
happen in cases of stress-induced
insomnia, as we’ve seen with
Sassy’s story. The body releases
an abundance of cortisol in the
morning, but levels can fluctuate
during the day. Moreover, they can
be extremely low or extremely high,
especially when one spends most
of their waking hours in a stressful
place or situation, or if they are
managing stressful relationships.
Within hours, this cortisol release
makes its way to the brain, binding
to its designated receptor, the
glucocorticoid receptor (GR). While
GR’s are found in nearly every
cell of the human body, there is
a high density of these receptors
in the brain, specifically the locus
coeruleus (LC). The LC produces
norepinephrine
(also
called
noradrenaline) that hits the VLPO
and disrupts the signal for sleep.5
As a result, sleep-wake cycles
become disorganized and less
distinguishable, and before you
know it you have a textbook case
of insomnia on your hands.

Stress Can Affect
More Than Just Your
Sleep Patterns
Of course, high cortisol levels
can lead to a myriad of sleep
disorders besides insomnia. These
disorders then go on to cause
issues with decision making (a job

Original figure by Afomia Ayele. Created in
BioRender.
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for the prefrontal cortex), memory
(controlled by the hippocampus),
and even motor skills (primary
motor and premotor cortex).12
Soon, the lack of sleep will lead to
missing deadlines, not responding
to your name being called, and
shaky hands; the same stress
response that should tell you to
“think fast” has slowed you down
more than ever. These symptoms
vary from person to person, but
they always worsen with time. For
instance, we’ve seen how many
nurses have to work without stable
sleep patterns, but nurses also
have a long list of motor deficits
from their sleep loss, especially
when rooted in occupational stress.
Researchers have seen higher risks
in quality of care and safety among
services provided by the healthcare sector, and the night shifts
increase sleepiness and reduce
psychomotor performance in all
forms of hospital personnel.13
Furthermore, disrupted sleep from
night shifts amongst nurses also
affect different areas of attentional
processing, like selective attention;
when this makes it difficult to
multitask and sort through the
information they work with daily,
it can have serious implications on
the services they provide to their
patients, and both patients and
nurses are now at jeopardy.

With a Caffeine
Fix, Can We Fix the
Problem?
Since most people with
insomnia can’t cure their symptoms,
63

they cope by consuming caffeine, a
stimulant that prevents sleepiness.
Caffeine is the most common
drug consumed in the world and
is usually present in coffee, tea,
soft drinks, or other beverages.
One study saw that the 24 to 29
age group was one of the highest
consumers of caffeine, with almost
10% of survey respondents stating
that they consumed 4 cups of
coffee every day! The next most
caffeine-consuming group was
between the ages of 18 and 23, but
the majority of these individuals
only had one cup a day. Caffeine is
easily accessible and can be taken
in through lots of delicious mochas,
lattes, or even a fruity energy shot,
but being dependent on caffeine
can lead to some frustrating
side effects, such as withdrawal,
headaches, digestive issues, and
other problems. Some people even
get anxiety attacks after consuming
too much caffeine, which would
only make the issue of stress and
sleep loss worse. Since these side
effects can be frustrating and still
don’t bring stress levels down
or promote healthy sleep, many
people look for other solutions that
cut out the middleman and truly
resolve the issue at hand.14

Is it Chill to Take a
Chill Pill?
Sleeping pills are usually the
next place to go. Overall, reviews
have been mixed on whether or
not to treat insomnia patients with
sleeping pills. Not only can the
wrong dose be harmful or even fatal

for a patient, but benzodiazepines,
drugs that act on the GABA
receptor in the brain to induce
sleep, can worsen cognition and
psychomotor performance, which
brings us back to the same issue we
see in insomniacs who lose sleep.10
Additionally, benzodiazepines also
do not help with maladjustment
to shift work or changing sleep
schedules (such as jet-lag), meaning
that the effectiveness of these pills
is pretty limited. To add on, drug
dependence is a problem for
anyone who takes pills daily, which
we’ve already seen with avid coffee
drinkers. There needs to be a way
to fix the issue without minimally
effective or ineffective drug use
while still restoring health to the
body and mind.

Relax! But is it That
Easy?
If high stress levels are to
blame for insomnia and most of
its symptoms, is there a way to
lower stress response without using
drugs? As it turns out, there is. A
common treatment for psychiatric
and sleep disorders is cognitivebehavioral therapy, which comes
in
many
flavors.
Cognitivebehavioral therapy, or CBT, involves
therapeutic strategies to improve
the mental health and cognition of
a patient struggling with a specific
illness or disorder. Some have called
it the “golden standard,” as studies
have shown that CBT is the most
effective form of psychotherapy as
well as the most studied. CBT types
range from cognitive therapy, which
aims to remodel distorted thinking
patterns, to exposure therapy, which
is used to minimize panic response
in patients with a phobia or panic
disorder.15 Although various forms
of this therapy exist, there are still
novel techniques that are being
optimized to address some of
the more stubborn symptoms of
certain conditions, especially those
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linked to anxiety or stress.
One relatively new form of CBT
is relaxation therapy, which involves
the patient maintaining focus on
minimally stimulating sounds and/
or scenes to ease occupational
stress. Relaxation therapy can be
customized to suit the individual’s
needs and schedule, which can
provide some benefits to those
who work long hours or are under a
lot of pressure.16 Recent data shows
that relaxation techniques promote
the stabilization of adrenal gland
function.
Stress
management
lowers both cortisol levels and
blood pressure, increases DHEA
(a
cholesterol-derived
steroid
released by the adrenal gland),
and improves immunity. Relaxation
therapy also reduces both anxiety
and depression, which happen to
be the most common psychiatric
disorders seen in patients with
sleep disorders.17 There are many
subsets of relaxation therapy,
including autogenic training (which
emphasizes the individualized
technique), biofeedback training,
hypnosis, and progressive muscle
relaxation.18,19 Aside from hypnosis,
many of these techniques sound a
bit more convoluted than they are,
and may be familiar to something
you’ve already practiced on your
own. For example, when you
imagine a peaceful environment
where your body feels safe and

happy, you are practicing a type of
autogenic training! Many of these
techniques are meant to apply to
anyone, which makes them a great
option for people who experience
linked conditions, such as stressinduced insomnia.
A study from the 1980s
compared relaxation therapy to
other therapies as treatments
for
chronic
insomnia.
After
performing a clinical experiment,
these researchers found that
approximately
50%
of
the
relaxation-treated
patients
showed marked improvement in
sleep, which was sustained over
a one-month follow-up period.18
Although this experiment was
performed on patients who only
had chronic insomnia, these
findings could also apply to various
cases, including insomnia linked
to occupational stress. Other
studies have found that relaxation
techniques significantly reduce
cortisol levels over time by pivoting
from thoughts of work and other
obligations to positive experiences
and feelings; this does not, however,
imply that the patient completely
removes their work obligations
from their thoughts. Rather, there
is more balance in their mental
processes, allowing the mind to
manage incoming stress without
the negative consequences, such
as anxiety or insomnia.15

Does Learning to
Relax Really Work?

Here’s what we know. Millions
of people every year experience
some type of insomnia, which is
frequently associated with stress,
especially that which comes from
their jobs or work obligations.
Caffeine helps to cope with sleep
loss but is addictive and doesn’t
restore sleep cycles. Sleeping
pills only work in some cases, can
become addictive, and may even
have some profound side effects
that compromise one’s capacity to
fulfill work obligations, let alone
other commitments during one’s
life. We see some promising results
with relaxation therapy; however,
there are a few reasons why we
haven’t given this treatment with
anticipation for robust results.
Most of the research conducted
on relaxation therapy only sees
results when it has been paired with
another treatment. Frequently you
will find relaxation administered
with other generalized forms of CBT
that can target multiple symptoms
of anxiety, depression, or any other
psychiatric condition.19 Another
serious challenge for providing
this treatment to individuals is the
stigma against it. While relaxation
therapy has been shown to work
in reducing stress, there is still a
largely-recognized stigma against
the use of any psychotherapy,
including CBTs like relaxation
therapy. While the Western
world has made a lot of progress
over the years in broadening
and normalizing treatment for
psychiatric conditions, there are
many individuals in other parts of
the world and even some still in the
West who see it either as strange or
simply ineffective. Their perspective
may be based on cultural, religious,
or social expectations, and these
can hinder the comfort in seeking
psychiatric resources for those
who may need it. In some cases,
64
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patients who receive treatment for
psychotherapy may have positive
experiences with it and even see
some result, but they internalize
the public stigma that is present
in their communities, distorting
their self-esteem and self-efficacy;
this phenomenon is known as
self-stigma and can not only drive
people away from psychotherapy
but also damage their-self image,
which could have long-term
consequences.20
Fortunately, many institutions
have been devising methods
with which the general public can
have an awareness of psychiatric
resources for themselves or people
they know. These awareness tactics
have promoted the use of CBT and
can hopefully further normalize
relaxation therapy over time.
Additionally, recent psychological
researchers have found ways to
reduce the self-stigma affiliated
with psychotherapy using selfaffirmation intervention, which
involves participants reflecting on an
important personal characteristic.
Researchers hypothesize that this
technique can encourage patients
to continue with psychotherapy
as well as improve their response
to it.21 Self-affirmation could
especially strengthen the utility of
relaxation therapy and other CBT
despite social stigma, and could
even change the attitude towards
therapy over time.

to treat the condition as a whole
and reach the individualized
needs of patients with it is still
underway, with many researchers
investigating a true cure, despite
how dynamic this condition can be.
Relaxation therapy is a dynamic,
individualized approach which can
reduce stress and improve sleep,
the question remains unanswered
of how effective it is in targeting
all symptoms. Some studies have
used a mouse model for insomnia
to look at motor deficits, but few
have yet to pair insomnia to any
stress-related cause.10 Investigating
these interactions can help us
to create treatments not just to
reduce stress or help with sleep,
but also restore the fine motor
skills, balance, coordination, and
other motor functions that are
essential for occupational work.
These applications could help
pilots to prevent accidents caused
by human error, help surgeons
to make fewer medical mistakes
during their procedures, and help
nearly anyone in an office job who
spends much of their time typing

up documents on the computer.
Furthermore, investigating ways
for professionals with high-stake
jobs to reduce stress is still a
conversation that can be dismissed
quite abruptly. In fact, Sassy
Smith now works as a personal
coach to start the conversation
addressing issues related to worklife balance and stress, and many
other people are now joining her.
Those involved in addressing
such issues and promoting stressrelieving techniques can create
an impetus for more research on
the methods themselves and how
they’re implemented. With time,
future research can hopefully show
how essential stress management
is not only in preventing anxiety
but also getting a full sleep cycle
every night, which will improve
productivity and also the lifespan
of the worker, which ends up being
a win-win for themselves and their
employers. In good time, we can
hopefully find an effective solution
to stress-induced insomnia and
build on our understanding of the
need for a full eight hours of sleep.■

Next Steps:
Normalizing
Relaxation Therapies
for Stress-Induced
Insomnia
Insomnia caused by stress
is an extremely devastating
condition that can have serious
and widespread consequences.
While there are treatments in
place, the acceptance for therapies
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Closed Eyes,
Open Mind
An Exploration of
Consciousness
by Arlo Durham
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I

magine being trapped in a
glass cell, only able to move
within its cramped ten-foot
space. All of your basic needs are
provided for, though it is sometimes
difficult to tell how. You haven’t felt
hunger or thirst in a long time. It’s
very difficult to tell time. It could
be anywhere from three weeks to a
year since you first woke up in this
peculiar site. It’s not all bad, and you
haven’t been forgotten. Sometimes
you find correspondence from
friends and family. It seems written
with the understanding that this
correspondence will be one-sided,
but with hope that it may not
always be that way. On occasion,
they call upon action from you that
hardly seems possible from within
this cage. Outside of your cell,
the outside world is moving and
is, for lack of a better word, alive.
Yet, all you can do is watch from
this immobile tower. Imprisoned
for
reasons
beyond
your
understanding, watching without a
word to say...
Usually this kind of story would
be followed by the discovery of
some terrible, hidden scheme or
secret truth. And then, a harrowing
escape back into the greater world.
To become part of living society
once more, exposing what they
had found. Our story, however, is a
little bit different. One did escape
this jail, and found themself one
among many. Indeed, just one
among tens of thousands.1 Not
only that, the escapee found the
world to think these prisoners deaf
and blind. That the correspondence
was for the senders, not those
that would receive it. Society
thought them to be, for all intents
and purposes, gone. Not forever
perhaps, but gone nonetheless.
Strangely enough, this turned out
to be true for some of those whose
prisons are dark and silent. Empty,
even compared to the cell of our
escapee. And stranger still, this
misunderstanding was not the result
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of some malicious conspiracy, but a
conceptual misunderstanding. This
is the world of a vegetative patient.
Someone who experienced severe
enough trauma to enter such
a state, but still maintained an
awareness of their surroundings.
There are plenty of popular
and
sometimes
contradictory
assumptions about the vegetative
state,
called
Unresponsive
Wakefulness Syndrome (UWS)
by the medical community. For
example, it is a common cliche in
the media to find a character talking
to someone close who entered a
vegetative state as though they can
hear. And yet, it’s just as common
for the vegetative state to be
portrayed as a living body empty
of a mind; something closer to a
coma than anything else. Certainly
a vegetative patient doesn’t seem
to be as aware as the rest of us.
They are lying down on medical
beds, not walking around and
talking like we are. Namely, they
do not seem to respond at all. But,
medical research has discovered,
starting with Owen’s work in 2006,
that there may in fact be conscious
awareness in vegetative patients.2
And if that is true, there may very
well be something off about our
common sense understanding of
awareness.

Research in UWS
Researchers
in
the
aforementioned study, “Detecting
Awareness in the Vegetative
State,” looked to see whether a
patient diagnosed with UWS could
(1) understand the scientists as
they ask questions and (2) imagine
herself performing different tasks.
The scientists told the patient
to visualize playing tennis, or in
another case moving around her
home. While this was going on, the
researchers used fMRI imaging to
see what parts of the brain would
light up, indicating activity. The
results were exciting. It turned

out that the patient did respond
to the researchers’ requests and,
moreover, neural regions like the
supplementary motor area lit up.
This heavily implied that she was
visualizing some sort of activity
involving complex movement. The
UWS patient was imagining herself
playing tennis!
As you might imagine, the
promising results here quickly
inspired a whole series of other
studies intending to elaborate on
and explore this phenomenon.
Researchers found that such
awareness is only found in some
patients, and that some can even
take this a step further: They can
control their mental activity to
communicate with the researchers.3
The first part of the study was much
like Owen’s study described above,
but with a larger population of
patients. They only found five of
over fifty that could perform this
task. Even there, only two were
diagnosed with UWS (the other
three had separate disorders
of consciousness). The second
part of the study is where things
got interesting. The researchers
explained to the UWS patients that
they were to try communicating.
They established two mental tasks
easily distinguishable through fMRI
readings as “yes” and “no”. After
this explanation, the scientists asked
six questions. One of the patients
proved capable of following this
procedure, and answered five of the
six questions accurately. In short, a
patient who could not respond to
any attempts at bedside interaction
was able to both understand the
researchers and communicate with
them through modulating their
brain activity!

Disorders of
Consciousness
As a useful tool for this
discussion, let’s further define what
the vegetative state and similar so68
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called “disorders of consciousness”
actually are. We will use four
categories for ease of use:
1. Arousal: The ability to “wake
up” and exit sleep/sleep-like
states.
2. Responsiveness: The ability
to take action (reflexive or
otherwise) after receiving
stimuli.
3. Awareness: Of the common
sense sort, whether someone
has a clear capacity for thought
and mental tasks.
4. Consistency: Whether these
characteristics remain steady.
For example, someone in a
minimally conscious state may
exhibit limited responsiveness
one day and not on another.
Likewise, we will consider
four relevant disorders to assist
in clarifying this issue, as well as
clarifying what it means to be
“healthy” in this context4:
1. Healthy: When classifying
someone as “healthy” here,
we only mean that the
individual is not suffering
from a diagnosable disorder
of consciousness. They do
not suffer from significant
difficulties in the four criteria
listed above. Even if the
individual
struggles
with
illness or disorders of other

kinds, they are still considered
healthy in reference to what
we are discussing here.
2. Locked-In Syndrome: The
patient has lost control of their
body, with the exception of the
eyes. There is no significant
change to the mental life of
the patient, beyond what
is the psychological result
of being made a prisoner
within your own body. They
can still think and reason
much like a healthy patient.
It is unfortunately common
for Locked-In Syndrome to
be misdiagnosed as another
disorder of consciousness.
3. Minimally
Conscious:
Following
serious
injury,
someone in this state is
sometimes able to respond to
external stimuli. Depending
on the injury, the responses
can be quite limited, but they
are capable of responding
with actions like wiggling a
finger or blinking. The main
difficulty is that this is not
consistent from day to day,
beyond very general trends.
Minimally conscious patients
are sometimes misdiagnosed
with UWS if sufficient testing is
not done.
4. Coma: After a sufficiently
traumatic injury to place
one in a coma, the patient

Disorders of Consciousness. Original image by Arlo Durham.
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does not wake, respond to
stimuli, or give an indication
of awareness. If locked-in
syndrome is one end of the
spectrum, this is the opposite
end.
5. Vegetative State (UWS): One
suffering from this disorder
follows normal wake-sleep
cycles, but is not capable of
responding to stimuli. Recent
evidence suggests that, in at
least some cases, this does
not correspond with a loss
of awareness. As such, it is a
matter of dispute currently
whether UWS lies closer to
locked-in syndrome or a coma.

What is
Consciousness?
Now, with all of this noted, what
can we say about consciousness?
First of all, we have to wonder what
consciousness itself is. This is one
of those concepts that sounds so
simple when first mentioned. Of
course we know what consciousness
is. We all experience it, don’t we?
It’s the foundation of our experience
of the world and our surroundings.
But putting it into words is a much
more complicated affair. Actually
describing the phenomenon of
consciousness has been a complex
discussion
between
various
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fMRI Scan During Working Memory Tasks by John Graner, July
23 2010. Public Domain. CC0.

philosophers and scientists for a
very long time. And to make it
better, we still don’t even have a
universally accepted definition of
consciousness yet. Every option
offered features some drawbacks.
Something that doesn’t work, or
doesn’t fit into the conception of
consciousness as it is experienced.
Just as an example to elaborate
this
point,
Merriam-Webster
defines it in several ways, including
“the quality or state of being aware
especially of something within
oneself.”6 This does provide a
useful description of a kind of what
we call consciousness, but it does
not suit other items associated
with it. It is the active awareness
of mental states, but this definition
does not reflect how a conscious
experience is a unified, holistic
experience of yourself and the
environment (or a representation of
it, if you prefer), even beyond what
you are “aware of,” or focusing on.
Another definition is “the state of
being characterized by sensation,

emotion, volition, and thought.”5
This one totally disregards any sort
of passive conscious awareness, as
well as sharing the same issue as
the first definition.
There are further examples
spread through the literature. Even
within a given field, consciousness
is a murky, poorly defined concept.
Perhaps it is better to instead focus
on the properties of consciousness.
What are the things that we think
of when we discuss consciousness?
This traditionally involves some
kind of awareness of one’s internal
states, and at least part of one’s
sensory experience. Consciousness
seems to also involve an integration
of various sensations into a cohesive
whole. Both of these together imply
that a receptivity to information is
important for consciousness. For
these sensations to be meaningful
and be integrated into larger
internal
constructs
(thought,
intention, etc.), some form of
memory is likely important. Further,
there is some sort of intangible

“selfhood” that seems to be
associated with consciousness, at
least in the popular conception of
it. A kind of feeling that capital-YYou are there and present. If this
is true, a level of self-awareness is
necessary for consciousness.
In the neuroscientific study
of consciousness, this issue of
definition is not a small matter. In
order to determine its particulars,
and what structures of the brain
might be relevant to it, we need
to have some set of properties
we can identify it by. Yet, even
with the varying definitions that
do exist, we still haven’t found
what is called the “neural correlate
of consciousness,” or the part
of the brain responsible for the
phenomenon of consciousness.
There just doesn’t seem to be a
place where processed information
comes together into what we
appear to experience as a seamless
whole. As interconnected as
the brain certainly is, there is no
obvious central location where
70
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some phenomenon like this would
emerge, and anything more specific
ends up bogged down in semantic
details.
Many important exploratory
studies in neuroscience involve
looking at cases in which the
relevant object of study is not
present and seeing if there is
something significant that differs
from the “average” subject. Yet,
with something as opaque as
consciousness, it is very difficult
to even visualize what something
lacking consciousness (or with
damaged/lesser
consciousness)
would have to look like. A lack of
consistent definition makes a study
of this sort incredibly difficult, if
not impossible. There have been
attempts, but none have received
universal acceptance. Considering
properties
of
consciousness
independently can be easier and
more productive, but there are
certain aspects of it that are not so
easily considered independently,
71

such as the integration of
information. We still have not
found a consistent, sufficiently
encompassing definition for what
we call consciousness. This is,
as hopefully I have illustrated, a
major roadblock to studying the
phenomenon.

Disorders of
Consciousness and
What They Can
Teach Us
When I mentioned above
that it is difficult to consider what
someone lacking consciousness
might look like, I did not note
that this confusion is a little more
recent. In the past, it seemed
clear enough that we had a good
example of patients who were
alive but lacked consciousness.
These were patients suffering from
disorders of consciousness. It’s in

the name! But then we came to
discover (with some horror, I must
imagine) Locked-In Syndrome.
Certain patients thought to lack
consciousness were apparently very
much aware and present. So then
Locked-In Syndrome was excluded
from this. But then in 2006, Owen’s
research opened up the real
possibility that UWS patients, those
who seemed to be the clearest
examples of subjects that could
“wake” but were not conscious,
were not quite as unaware as
they seemed. Patients diagnosed
with Locked-In Syndrome clearly
express awareness, and can
sometimes even communicate
by moving or blinking their eyes.4
But UWS patients? They do not
have any responsiveness. There
is no obvious indication that they
are “trapped” inside, like in the
case of Locked-In Syndrome. And
to complicate matters further, this
awareness only seems present in
some of the UWS patients! It isn’t
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clear why some seem to perform
better in these “consciousnessidentifying” tests.
So, what is it that these studies
have taught us about the nature
of consciousness? Among the
more important lessons, we know
that consciousness can survive
significant neurological trauma.
It’s not the sort of process that is
disrupted by a couple things going
wrong. Indeed, it isn’t disrupted
when a lot of things go very wrong.
This implies that consciousness is
the result of some process able to
accommodate for losing extremely
important systems that one would
think such a phenomenon would be
reliant upon. A separate, significant
item that researchers seem to have
learned from these studies is that
consciousness is, as mentioned
above, greatly benefited by if
not reliant on a receptivity to
information. Scientists conducted
this research by speaking to these
patients or providing stimulation
by other means (tactile or visual
stimuli). It may just be that we have
no means of communicating with
patients that are unable to receive
information through traditional

means, but it would make a
great deal of sense if this was a
prerequisite for consciousness
given other properties of the
phenomenon.
Some argue, however, that
these studies do not actually
show that UWS patients exhibit
consciousness. Klein, a philosopher
with an interest in these studies,
argued that the ability to follow
along with these imaging tasks
is not sufficient to suggest
consciousness.6
Consciousness
requires
intentionality,
and
intentionality was not shown in the
Owen paper or similar research. This
does not apply to all consciousness
studies of this kind, however. In the
case mentioned where one could
respond to questions by modulating
their brain activity, this could easily
be taken to be an expression
of intentionality more than just
following basic orders. This is a
complex task, not something that
could just be completed by going
through with simple commands.
Still, if this argument is acceptable, it
does limit the number of conscious
UWS patients even further, which
implies that perhaps certain

structures or connections need to
be maintained and fully operational
for consciousness to manifest.
There are a variety of arguments
by scientists and philosophers
debating the implications of what
this new research on consciousness
means, and how it changes the
fundamental assumptions that we
make about the phenomenon.

Conclusion
Consciousness
is
an
incredibly difficult concept to
explore in neuroscience, but
recent research into disorders of
consciousness is taking us closer
to a real understanding - and
further from the assumptions we
thought were self-evident. Within
the last decade and a half, a
strong new interest has emerged in
studying this phenomenon through
minimally conscious and UWS
patients. New definitions are being
invented, and new debates are
erupting around them. Only time
will tell what answers we will find,
but once we do, we will have finally
discovered for the first time what
this core element of our psyche
truly looks like.
■
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Soak Up the Sun
How Sun Affects and Protects the Brain
byBenjamin Dorfman
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T

he Sun’s rays travel
millions of miles through
the void of space
empowering billions of life forms
to grow and thrive here on Earth.
This energizing process seems like
it could be something of science
fiction as every second of every
day this remarkable synergistic
relationship between the Sun and
the organisms on Earth occurs.
Humans are one of the many
organisms on which sunlight exerts
its ‘magical’ effects. Sunlight is
known to affect many different
cellular and metabolic pathways,
several of which have remarkable
effects on our brains.
Before we get into the powerful
mind-altering effects of the sun, I
will discuss what even is sunlight
and what chemicals does its rays
propagate? Sunlight is composed
of a spectrum of rays. These rays
include visible light, ultraviolet light
(UV light) and infrared light. There
are three types of UV light; UVA,
UVB and UVC. UVC is blocked
by the Earth’s stratosphere so
only UVA and UVB reach Earth’s
surface. It is thought that UVB
radiation most greatly contributes
to the production of a compound
colloquially known as ‘the sunshine
vitamin’; vitamin D.1 Vitamin D is
one of the most exciting and useful
substances that our body produces.
Now one may logically ask
themself how does UVB radiation
from the sun lead to the production
of vitamin D? When the sun
makes contact with the skin, a
compound within the skin called
7-dehydrocholesterol is converted
to previtamin D3. The process is
summarized below.
Vitamin D is synthesized in
the spring and summer months
when sunshine is abundant and the
angle of incidence of the sun is the
strongest. Now you may be asking
yourself; why can’t I just take vitamin
D in supplement form? Well, you
can but the vitamin D found in
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supplements and in food supply will
be much less effective at getting
into your bloodstream compared
to the vitamin D that will be
produced from sunlight exposure.
The vitamin D produced from the
reaction of UV and skin lasts twice
as long in the blood compared
to exogenous vitamin D like the
vitamin D sold as supplements
or in food. Vitamin D serves an
important function in many systems
of the body as it exerts its effects
on bones, intestines, immune and
cardiovascular vascular systems,
and the pancreas.2 Although these
bodily functions are important I
believe one of the biggest impacts
vitamin D has on the body is its
power to profoundly change the
mind. In addition to alleviating
symptoms of depression and
seasonal affective disorder, sunlight
and vitamin D have proven to
be helpful in combating some of
the most poorly understood and
complicated neurological disorders
that affect millions of people. These
disorders include some of the most
tragic and common disorders

that affect our culture, but luckily
recent studies are shedding light
on how sunlight and vitamin D
may serve as a giant step forward
in the treatment of Parkinson’s,
multiple sclerosis, Alzheimer’s and
depression.

Sunlight Vitamin D
and Depression
In our culture, one of the
biggest culprits that shortens
lifespans, impares productivity and
ruins people’s lives is depression.
Depression is by far the leading
cause of disability worldwide,
affecting over 260 million people.3
Despite
pharmacology’s
best
efforts, there is no effective way to
treat depression. Many who suffer
from this disease try treatment after
treatment in search of relief. Over
half of the individuals who suffer from
depression decide to discontinue
their pharmacological treatment
after two months.4 Additionally,
the rates of depression have been
rising dramatically in the United
States for the last couple decades.

Figure 1. Sunlight, and in turn, Vitamin D production, lead to positive neurological changes that
have been associated with many positive mental states. Original image by Benjamin Dorfman.
Created in BioRender.
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This suggests that preventative
and treatment measures for
this debilitating disease need
to improve and therefore new
implementations may be necessary.
One of the many treatments for
alleviating depression that has
been used is called heliotherapy.
Heliotherapy is the use of light
to alleviate illness, in this case
depression. There are still many
questions as to why heliotherapy
works as a treatment for depression
but researchers think it may have to
do with increased levels of vitamin
D and increases in dopamine
following treatment. In one study
researchers gave participants an
exposure to either one hour of
sunlight, a dose of vitamin D or
a placebo control. After a given
period of time, the researchers
found that those who received
one hour of sunlight or a dose of
vitamin D had significantly reduced
reported symptoms of depression.5
This research suggests that there
may be an underutilized use of
sunlight and vitamin D as potential
treatment for a debilitating disease
that has seemed to stump medical
professionals during the recent era.
Despite the studies being ‘new’,

the knowledge of the sun having a
profound impact on mental states
is extremely old. However this old
wisdom has only recently been
seriously investigated in a clinical
manner.

Sunlight Vitamin D
and Parkinson’s
The cause of Parkinson’s
disease is unknown but is tied to
dysfunction of the neurotransmitter
dopamine. Several treatments are
used to treat this disease most
notably L-Dopa. Unfortunately,
L-Dopa is not 100% effective and
comes with pretty nasty side effects.
The part of the brain responsible for
dopamine production is called the
substantia nigra. Damage to this
region is a hallmark of Parkinson’s
disease. Researchers think that
vitamin D and Parkinson’s may be
connected because the vitamin
D receptor is highly expressed in
the substantia nigra.6 The vitamin
D receptor is the principal site by
which vitamin D exerts its effects in
the brain. More striking evidence
that suggests vitamin D may play a
role in Parkinson’s is the connection
between motor function and the

Figure 2. The Substantia Nigra pre-Parkinson’s and post-Parkinson’s. Dopamine neurons represented
by the black dots have severely decreased after Parkinson’s diagnosis. The loss of dopamine has
been tied to Vitamin D loss. Original image by Benjamin Dorfman. Created in BioRender.
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vitamin D receptor. One of the
hallmark symptoms of Parkinson’s
disease is dysfunction in normal
motor functioning. Mice who do not
express vitamin D receptors show
high levels of impairment in motor
function. The high prevalence
between vitamin D deficiency
and Parkinson’s was first noticed
in 1997.7 The exact mechanism
by which vitamin D may help
Parkinson’s patients is still unknown
but several hypotheses are being
tested. One theory is that vitamin
D increases the expression of two
compounds called neurotrophin 3
(NT-3) and Glial Cell Line derived
neurotrophic factor (GDF). These
compounds play an important role
in protecting the brain from foreign
compounds. Another theory by
which vitamin D protects against
Parkinson’s is vitamin D’s role in
changing how some gaseous
molecules act. Vitamin D inhibits
the synthesis of a molecule called
INOS which in high concentrations,
can severely damage neurons.

Sunlight, Vitamin
D and Multiple
Sclerosis
Another disease that is
highly intertwined with vitamin
D is multiple sclerosis. Multiple
sclerosis is an autoimmune disease,
meaning that it is a condition that
involves irregular function of the
immune system. This is important
because vitamin D’s beneficial
effect on multiple sclerosis patients
is because of vitamin D’s effect
on the immune system. Multiple
sclerosis is mainly characterized
by over-activity of the immune
response and is largely tied to
a group of cells called T-Cells.
Vitamin D may help mitigate the
immune response by acting on
T-Cells. Vitamin D reduces the
activity of several compounds that
T-cells release called cytokines. It
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Figure 3. Children being treated for a variety of mental conditions with nature’s oldest treatment, the sun. National Library of Medicine, Science Photo
Library. 1926.

has been shown in large population
based studies that individuals with
higher levels of Vitamin D reduce
their risk for developing multiple
sclerosis. Additionally, patients who
already have multiple sclerosis have
a reduction in symptoms following
treatment (such as heliotherapy)
that increases vitamin D levels.

Sunlight, Vitamin D
and Alzheimer’s
Alzheimer’s disease is the
most common neurodegenerative
disease
amongst
elderly
individuals. This tragic condition is
best characterized by progressive
memory loss. Bone mineral density
is also significantly decreased in
the earlier stages of Alzheimer’s
disease.
The
symptoms
of
Alzheimer’s disease suggests severe
defects in proper endocrine system
functioning. This is where vitamin D
may be able to alleviate some of the
symptoms of Alzheimer’s as well as
decrease one’s risk for Alzheimer’s
by changing the processes in the
endocrine system. In one study, 54%
of Alzheimer’s patients displayed
‘osteomalacic’ levels of vitamin D,
meaning that the levels of vitamin

D were deficient enough to cause
bone weakening. Additionally,
vitamin D may be implicated in
Alzheimer’s disease patients as it
was found that there is decreased
vitamin D receptor expression in the
hippocampal layer of Alzheimer’s
disease patients. An enzyme called
the angiotensin converting enzyme
(ACE) is found to have higher
levels of activity in Alzheimer’s
patients. Treatment with calcitriol
(the active form of vitamin D)
has been found to decrease the
levels of ACE activity in bovine
endothelial cells. Irregularities of
glucose metabolism are a hallmark
of Alzheimer’s disease patients
so much so that type 2 diabetes
has been shown as a major risk
factor for patients with Alzheimer’s
disease. Patients with Alzheimer’s
disease have much higher body
mass indexes than the majority of
the populus. This suggests that a
regulatory mechanism for glucose
and feeding habits might prevent
the onset or may help risk mitigation
in Alzheimer’s disease patients.
Presently there is no cure for this
terrible disease that causes parents
to forget their children’s names
after a lifetime of connection.

Although there is no cure, there
are treatments that may alleviate
some of the symptoms and there
may be preventative measures
one can take to reduce their risk of
getting Alzheimers. This is where
sunlight and vitamin D enters the
equation. Vitamin D clears amyloid
plaques, which are a signature
of Alzheimer’s. Amyloid plaques
consist of misfolded proteins that
are present between cells of the
nervous system. Vitamin D exerts its
effects on the vitamin D receptors
that are ubiquitous throughout
the brain. In a study conducted in
2017, it was found that vitamin D
is a potent therapeutic agent for
Alzheimer’s.8

Vitamin D as a
Neuroprotective
Agent and Cognitive
Enhancer/Nootropic
One of the reasons vitamin
D may be a good candidate
for reducing the chances of
acquiring Alzheimer’s is that it
plays an essential role in neural
development. In mice models, it
has been shown that vitamin D
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is vitamin D deficient. Both obesity
and vitamin D deficiency should
be taken seriously as public health
risks. The prevalence of both
of these conditions contributes
greatly to the loss of several years
of many people’s lives and is largely
preventable and reversible with the
proper education and intervention.

Evolutionary
Rationale Behind the
Vitamin D Deficiency
Figure 4. Left: A boy in the 1970s who suffers from Rickets due to Vitamin D deficiency. The boy’s
legs and arms are deformed due to weakening of the bones from Vitamin D deficiency. Right: Two
children suffering from sunlight deficiency are exposed to a sunlight bath. London 1915.

deficiencies correlate with learning
and memory deficits as well as
grooming behavior irregularities.9
Another study showed that vitamin
D was essential at the beginning
of life in order to decrease risk
to serious pathological diseases
like schizophrenia. Vitamin D also
has neuroprotective effects that
protect the brain from dangerous
pathogens. In early life, vitamin D
has protective effects that affect
how brain cells divide, connect,
and develop. The cognitive
effects of vitamin D are so striking
that in one study patients were
asked to take a cognitive function
test called the Mini-mental state
examination. In this study it showed
that individuals with sufficient
levels of vitamin D were much
more likely to score higher on the
examination than patients who
were vitamin D deficient. In one
animal model, a study showed that
vitamin D deficient animals were
much more likely to have reduced
spatial memory compared to their
controls. Long term treatment
with vitamin D has been shown to
increase the amount of neurons in a
region important to memory called
the CA1 region. After all these
profound effects, one may question
why vitamin D isn’t discussed more
as a healthy alternative to many
77

pharmacological interventions that
are currently used.

Sunlight, Vitamin D
and Obesity
Many of the chronic diseases
that we struggle with are largely
preventable. Diseases like cancer,
cardiovascular
disease
and
obesity account for 60% of global
mortality.10 Obesity is defined by
an unhealthy weight which is often
defined by bass mass index or BMI.
42.4% of Americans are classified
as obese.11 The downstream
effects of obesity include higher
risk of death from virtually all
diseases. A large percentage of
this premature mortality could
be mitigated by changing our
lifestyles by incorporating higher
levels of outdoor exposure and
therefore higher vitamin D levels
in the population. Many studies
have suggested that sunlight
exposure and vitamin D have
profound effects on obesity levels.
Shockingly, several studies have
shown that there is an inverse
correlation between body mass
index and serum vitamin D levels.12
In adipose tissue, commonly
known as fat tissue, the process
of lipogenesis or ‘the birth of fat
tissue’ increases when an individual

Many scientists hypothesize
that many of the neurological
and psychological diseases we
experience today are a result of
a changing environment. Less
exposure to vitamin D may be a
piece of this puzzle. Our ancestors
lived in environments and consumed
foods that were high in vitamin D.
Additionally, our early ancestors
evolved near the equator and were
therefore exposed to high levels
of vitamin D throughout the entire
year. As humans spread throughout
the world we expanded further and
further north to latitudes that see
very little sunlight. This migratory
pattern as well as the advent of
clothing and extremely comfortable
home environments has taken
away from our natural exposure to
vitamin D. Once humanity started
building tall buildings and big
cities, the sun was shielded from
many people. This shielding of the
sun was so pronounced that it led
to a remarkable outbreak of Rickets,
a disease characterized by severe
bone softening and weakening. In
the late 1800’s it is estimated that
an astonishing 90% of all children
living in industrialized Europe and
North America had been affected
by Rickets.13
By the beginning of the 20th
century, doctors throughout the
world were prescribing sunlight
to prevent rickets. Additionally
many children were put in front of

mercury lamps to help absorb more
UV and prevent Rickets. Rickets was
not the only disease that was able
to be treated by sunlight, later in
the 20th century it was discovered
that Tuberculosis could be treated
by solar exposure. The response of
doctors was to send Tuberculosis
patients to sunny areas and have
them return when healed. With the
power of the sun, Western society
started to appreciate the ‘glazed
tan’ look that sunshine produced
and thus launched a series of
tourism and beauty industries that
are based on looking tan.
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Conclusion
The outdoors has a profound
effect on both physical and
psychological factors that play a
key role in reducing the level of
stress and anxiety that is often tied
with many devastating illnesses. A
large component of the positive
effects of the outdoors is the
increased exposure to natural light.
Even when it’s cloudy there is still
enough natural light for production
of vitamin D. Our society is
structured in a way where people
spend far less time outside than
they should, therefore reducing

their exposure to natural light. This
is a public health risk as it limits the
positive subjective effects of the
outdoors or heliotherapy and the
biological production of important
compounds for health like vitamin
D. Reestablishing the connection
to the outdoor world is a crucial
component of improving the
mental and physical health of many
individuals in Western society. Kids
need to learn the benefits of the
healing powers of light rather than
being inside and possessed by a
screen.
■
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How Concussion
Research Shapes How
We Play Football
By Jaryd Jones
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Iron Mike and the
Curious Case of CTE
“Iron” Mike Webster was a
legend in the city of Pittsburgh,
being a key player for the Pittsburgh
Steelers teams that won four Super
Bowls in six years in the 1970s.1
Webster was a Hall of Famer and
arguably one of the best to play his
position.2 He also played in an era of
football dominated by aggressive
defensive players like New York
Giants linebacker Lawrence Taylor
and Philadelphia Eagles defensive
linemen Reggie White. White was
especially famous for techniques
like the helmet slap, where a
defensive lineman would strike
the opposing lineman’s helmet
with a slap to both sides of the
helmet as a means to stun them.
Still, Webster played in more NFL
games than anyone that played his
position, and had a six-year streak
of not missing a single down in a
game.2
Webster’s life after sixteen
seasons of professional play ended
up considerably worse than the
usual muscle and bone pain that
plagued retired NFL athletes. A
lawsuit filed by Webster’s family
in 2006 stated that Webster was
diagnosed with mental health
problems while he was still in
the league, and eyewitnesses
recalled clear signs of Webster
suffering from the effects of play
after his retirement in 1991. He
was diagnosed with amnesia and
depression, and suffered muscle
and bone pain long after playing
a snap of football. He displayed
drastic shifts in behavior, and slept
out of his pickup truck for long
periods of time. He would even
disappear for weeks at a time with
no contact with his family. Though
he passed from a heart attack at the
age of 50,2,3 his life was clearly made
worse by the effects of his injuries.
Three years after his passing, Mike
Webster was the first NFL player
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diagnosed with Chronic Traumatic
Encephalopathy, more commonly
known by its abbreviation CTE.1
Since Webster’s diagnosis in
2005, CTE has been in the spotlight
as a controversial topic regarding
football and the danger it can
cause to players. It should be noted
that CTE is not a phenomenon
exclusive to football; reports of
CTE diagnoses have come from
hockey players, boxers, and even
army veterans.1 However, combine
football’s popularity in America
with the NFL’s history of blatant
disregard for player safety and you
get the hot button issue of this
generation of football.
Gridiron football is unique in
that it finds itself at a crossroad.
On one hand, football is at its peak
when jerseys are flying around, with
running backs trucking defenders
for big plays, or defensive lineman

literally throwing people out of their
way in pursuit of the quarterback.
However, as the game gets bigger,
stronger, and faster, we also have to
get smarter about how we protect
the players who make the sport as
exciting as it can be. This is a brief
look into the close relationship
brain impact research has with the
evolution of football.

BONK!
Concussions are a type of
traumatic brain injury caused by
the brain colliding with the inside
of the skull due to a blow to the
head. What’s important to note
is that not all concussions are the
same. Depending on the severity
and location of the blow, symptoms
can range from mild dizziness to a
loss of consciousness. The type
of concussions we are usually
referring to when talking about

Original image by Jaryd Jones. Created in BioRender.
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CTE are repeated head injuries, or
RHIs. As their name suggests, it is
a case of taking multiple blows to
the head over a prolonged period
of time. These blows do not have
to be knockout blows; in fact, the
danger of RHIs is that sometimes
the symptoms are so mild they
can go undetected. While a high
impact blow can possibly lead to
CTE, they also usually lead to more
severe symptoms that are easier
to diagnose. Low impact blows
are less severe, but happen more
often in the context of football. As
a result, repeated impacts can have
even more devastating effects,
such as in the case of Webster.2

Welcome Tau the
Party
Our body is home to billions of
neurons, specialized cells designed
to transmit information to and

from the brain. In these neurons,
we have microtubules which
transport substances to different
parts of the nerve. Surrounding the
microtubules are proteins referred
to as “tau”. These tau proteins
give shape to microtubules and
help stabilize the neuron.4 As you
repeatedly hit your head, those
tau proteins become misfolded,
the microtubules deform and
destabilize the neurons. This is
especially dangerous in areas of
the brain with white matter tracts.
These white tracts are tissues
composed of millions of neurons.
The degeneration of these tracts
lead to signaling problems in
the brain and cause the many
symptoms associated with CTE,
such as memory loss and changes
in mood.5
The relationship between
head impacts, concussions, and
CTE isn’t as clear cut as it may

Original image by Jaryd Jones. Created in BioRender.
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seem. Not every head impact will
lead to a concussion, and not every
concussion will lead directly to
CTE. However, it seems clear that
more head impacts increase the
chance of a concussion, and more
concussions increase the chances
of contracting CTE. In order to
make football safer, scientists
and football players have had to
work together over the years to
make the chances of brain injury
lower through a combination of
equipment upgrades and rule
changes.

“Don’t Forget Your
Helmet!”
Football helmets have evolved
greatly since the leather helmets
of the early 1900s. To this day
helmets are continuing to be
improved as more money is put
into research. Helmet research has
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been a key part of the negotiations
between the NFL and its players,
both sides agreeing that helmets
should continue to improve as
new information is discovered
about head impacts and helmet
technology. Every year the NFL
releases a list of approved helmets
for the upcoming season based on
how they perform in a lab setting.6
The list is updated yearly as new
helmet models are created.
The science behind the helmet
is straightforward enough. They are
designed to absorb enough of the
impact from a blow to protect your
head and brain. Modern helmets
are also designed to disperse the
force of the impact over a wider
area, allowing for the head to take
less force in an impact. That’s not
to say they are foolproof, especially
when it comes to concussions. The
brain is made of fragile tissues that
float in a vat of fluid in our skulls.
While a helmet may lessen the
force your brain withstands when
it hits the inside of your skull, the
brain can still take damage just from
the change in acceleration. Still, all
modern research and history points
towards helmets being vital to any
activity that risks head injuries.
Helmets usually fall into one of two
categories. The first is single-use,
which most bicycle helmets fall
under; they are meant to take one
major blow before being replaced.
Football helmets fall under the
multi-impact category, meaning
they can withstand multiple high
impact blows.6,7 That being said,
helmets have to be able to hold
up to multiple blows to the head.
There is a series of tests that new
helmets have to go through before
they can be approved for play. The
most common is the drop test,
where a helmet is dropped from
varying heights to simulate varying
forces on different parts of the
helmet. The idea is to test how it
holds up against the force due to
linear acceleration, which is the

cause of the brain colliding with
the inside of the skull. Helmets are
rated based on these evaluations.
However, as technology advances,
older models become more obsolete and even become prohibited
for use by leagues. This was the
case with Tampa Bay Buccaneers
wide receiver Antonio Brown, who
missed training camp fighting for
his right to wear the Schutt Air
Advantage helmet model he had
been wearing for years.8 While it’s
easy in hindsight to say he could
have just changed the helmet he
wears, helmets can differ in shape,
comfort, and vision. This is also, to
an extent, subjective to the wearer, so finding a helmet that works
for the player is just as important as
having the latest model.
To add on to the confusion,
companies who make the helmets
and the scientists who research
the helmets are not always
communicating the same things.
The relationship between helmets
and CTE is still very unclear. The
problem is that CTE is a result of
multiple head impacts culminating
in neurodegeneration, not just one
injury. Therefore, even if there was
a helmet that could undoubtedly
prevent concussions, it wouldn’t

necessarily prevent CTE. Of course,
this does not stop marketing
teams for helmet companies from
perpetuating the claim that their
helmets are better at preventing
head injuries than other brands.9
While this can be chalked up to
added bravado for the sake of
profit, scientists worry that unsafe
marketing can lead to players,
and possibly the leagues they play
for, becoming laxer with safety
precautions, which would lead to
more injuries.
As equipment improves it
is important to understand that
shiny new helmets every year is
not enough to protect players. The
second half of the operation has to
come from leagues implementing
rules designed to protect players.

Unnecessary
Roughness
Rules in sports are meant to
prohibit unfair advantages and
promote safety within play. While
rules like false starts and passing
interferences are meant to keep the
game fair and dissuade cheating,
football leagues have continued to
revise rules in order to keep players
82
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safe while not compromising the
spirit of the sport. For example,
the Canadian Football League has
banned any use of the helmet to
spear, butt, or ram an opponent,
no matter if it’s intentional or not.10
The penalty for a first-time offense
is 25 yards, and a second offense
can result in an ejection. In college
football, intentional helmet-tohelmet contact had also been
banned for a long time. However,
in 2005 the rule was revised so that
all helmet-to-helmet hits, not just
flagrantly intentional ones, were
penalized. In 2019 the rule was
changed again so that players who
had more than three intentional
helmet-to-helmet penalties in a
season would be suspended for a
game.11
Surprisingly
(or
maybe
unsurprisingly), the NFL was the
last major football league to
make real strides with helmet-tohelmet contact. Targeting, the act
of intentionally striking someone
with your helmet during a tackle,
had been banned since 1996. In
83

2010, fines and suspensions were
implemented for targeting. Finally,
in the 2018 season, the league
stated that any time that a player
lowers his head to hit another
player would result in a penalty.12,13
The player is ejected when there
is enough evidence to say that the
hit was intentional; this includes
a clear path to contact, and there
being enough time for the player
to adjust their body for a legal hit.
This will be left up to the referees
to decide via video replay.
The NFL’s change of heart
regarding the importance of
limiting head-to-head contact was
not an overnight change. In fact,
the rule changes of 2010 are directly
connected with the discovery of
CTE in football players by Bennet
Omalu, the neuropathologist who
diagnosed Mike Webster with
CTE in 2005.1 After publishing
a paper on his findings, Omalu
went to the NFL with his findings,
but three scientists from the
NFL’s Mild Traumatic Brain Injury
(MTBI) Committee tore into his

findings, stating that the paper had
“serious flaws” and a “complete
misunderstanding” of the data.
None of the authors of the response
were neuropathologists; in fact,
the head of the MTBI Committee
was a rheumatologist and had no
experience in neuroscience.1 After
ignoring a demand from the NFL to
retract his paper, Omalu released a
second paper, diagnosing another
dead former Steeler, Terry Long,
with CTE. Soon, more and more
cases of former NFL players being
diagnosed with CTE posthumously
arose, putting more pressure
on the NFL to counter with real
evidence or accept the growing
scientific consensus. Finally, the
NFL (somewhat) caved in, and
2007 saw the league making small
efforts such as issuing standards
for concussion protocol and the
88 Plan, in which the NFL grants
up to $88,000 a year to families
of NFL players with dementia to
pay for treatments.1 Even then, the
league tried its hardest to discredit
Omalu’s findings long after the first
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diagnosis in 2005.
While the NFL has gotten
marginally better at acknowledging
CTE as a serious health issue for
football players, the league is
infamous for moving slowly to act
on knowledge regarding player
health and safety. The NFL is the
most profitable sports league in
America, with annual revenue
reaching about $13 billion in
2015 and continuing to increase.14
Addressing CTE as a safety issue
would mean that they would have
to acknowledge their part in ruining
the mental health of hundreds
of athletes, a feat that would not
bode well to their profit margins
or their image as the paragon of
gridiron football. It was much easier
to pay scientists to claim that there
isn’t enough evidence to conclude
that getting hit in the head causes
problems for your head.

Man Up!
The Shield isn’t the only
entity at fault for the snail-paced
improvement of safety measures.
Football players, especially older
ones, have always been resistant
to any changes to the game that
give off any impression of making
football “softer”. After the new rules
were implemented in 2010, Hall of
Fame Chicago Bears linebacker
Brian Urlacher suggested that the
league change its name to the
National Flag Football League.15
Comments like these suggest that
part of the problem is not just how
the game is played, but instead how
football as a culture encourages
reckless aggression as an exhibition
of traditional masculine values.16
We can go back to Webster as an
example of football culture causing
more harm than good for players.
As stated before, Webster played
in 245 games over his sixteenyear career, with a six-year streak
where he played every down. Even
though he never had a reported
concussion, it is unlikely that over

those sixteen years Webster did
not, at any point, feel the effects
of RHI, even if the symptoms
were mild. I would guess that he
felt the symptoms, but chose not
to come out because his team
needed him. Another possibility
is that he told his coaches that he
was feeling symptoms but they
refused to take him out because
of his ability and the fact that he
could still speak and move on his
own two feet. These situations are
common in football culture. A 2012
study done by Harvard University
and Boston University reported
that offensive linemen were not
only the most likely unit to have
more undiagnosed concussions,
but also were more likely to
continue full contact play despite
reporting concussion symptoms.17
Of all positions in football, it can be
argued that offensive line adheres
to the most aspects of traditional
masculinity. They are the biggest
unit size-wise, and tasked with
protecting the ball carrier. There
is a level of aggression inherent to
the position; a brutish attitude is
necessary not only for protecting
the offense, but also intimidating
the defense. While I don’t see
anything wrong with being “manly”
in the game of football, it seems
clear that the desire for football
players to feel masculine is part of
a variety of factors that is making
the sport more dangerous than it
needs to be.

Injury Report
As of the writing of this article,
there are no known cures for CTE. In
fact, CTE can’t even be diagnosed
until death, when the brain can be
fully examined. The only option
that the NFL approves to deal
with the symptoms of CTE are
pharmaceutical drugs administered
by NFL doctors. This, of course,
creates many issues for players.
Opioids don’t actually provide a real
solution to the problems brought

about by CTE or any bodily injury
for that matter; they simply make it
so you don’t feel the pain of your
body being slowly broken down
due to years of intense contact
sports, similar to taking Advil for
a broken arm. Opioids also come
with many side effects that usually
end up exacerbating the symptoms
of the same injuries NFL players
take them for. Despite this, the NFL
and its medical teams have become
notorious for its over distribution of
opioids. In 2011, it was reported
that the New York Jets’ medical
staff administered over 1,500 doses
of Vicodin and over 1,100 doses
of Toradol during the season.18 It
should be noted that NFL teams
host a 53-man roster over the
course of a 16-week season. This
number also doesn’t count doses
given off-book, which is a common
occurrence for NFL medical
staff. While it’s objectively better
than nothing, feeding athletes
painkillers like they are Tic Tacs
does not solve any of the problems
of an injury-ridden player base; in
fact, the overuse of these products
can create even bigger problems,
such as players becoming addicted
to opioids later on in life. That is,
it doesn’t solve problems if you are
even worrying about the players
over your own profits. The owner of
the New York Jets, Woody Johnson,
is an heir to the Johnson & Johnson
pharmaceutical
company,
the
same company that makes many
of the drugs that NFL players and
thousands of other Americans find
themselves addicted to every year.
It would make a lot of sense to
provide your players with a shortterm solution to their problems
that also puts money back into your
own pockets. Nonetheless, if you
are more invested in the safety and
health of players, it would be best
to look into other solutions that
may quell the many complications
that come with CTE. Thankfully,
more research is being put into
84
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alternative treatments for players.
One that has gained traction
lately is Hyperbaric Oxygen
Therapy (HBOT), which is a form
of treatment designed to speed up
tissue repair.19 Patients are placed in
a pressurized chamber to breath in
air that’s composed of 100 percent
pure oxygen. While it’s normally
used to treat decompression
sickness in divers and monoxide
poisoning in firefighters, more
evidence has arisen to suggest
that it can be used to treat CTE.20
More athletes have come forward
to advocate for the treatment as an
alternative to the antidepressants
and painkillers that the NFL and
other leagues promotes for their
RHI-related symptoms. HBOT is
superior to opioids because it
lacks many of the dangerous side
effects associated with those types
of drugs. It also promotes actual
healing of the brain through giving
the blood extra oxygen needed to
repair tissue. Despite HBOT simply
being a better treatment, it is not
more widespread due to financial
and legal complications. HBOT is
considered an “orphan drug” which
means it’s a treatment for a condition
that is so rare that it’s not profitable
enough to be patented.20,21 In other
words, it wouldn’t make companies
enough money, so it’s research and
marketing are underfunded. As of
now, HBOT is not covered by the
88 Plan mentioned earlier because
according to the NFL, CTE does not
cause dementia.20,21 While this is
obviously untrue, the NFL’s blatant
unwillingness to acknowledge
alternative treatments is simply
more
profitable.
Alternative
treatments are in direct competition
to many of the owners’ other
investments outside of football, so
the NFL is tasked with making these
other treatments as inaccessible
as possible for its players. The
scientific community is becoming
more and more vocal about how
institutions like the NFL are stifling
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research, so hopefully these types
of treatment will become more
common with more spotlight in the
coming years as they gain more of
a foothold in common discourse.

Looking Downfield
It’s important to stress that
there will always be a chance of
traumatic brain injury in football.
No number of high-tech helmets,
rule revisions, aversion to toxic
masculinity, or medicine will
prevent all head injuries from ever
happening again. That being said,
the pressure from fans and athletes
to prioritize player safety over the
last few years has made positive
changes.
According to NFL injury
data, there were 224 reported
concussions in the 2019-2020
season. This is 10 more than last
season, but considerably less
than before the helmet-to-helmet
contact penalty was revised. The
last season before the revisions was
the 2017-2018 season, where there
were 281 reported concussions.22
The NFL also continues to release
a list of helmets that are tested
by actual neuroscientists and
biomechanics. The 2018 rule
change remains controversial to
this day. Many players, especially
defensive players, feel that the
rule disproportionately affects
them since they are usually the
initiators of contact. There is also
the issue of inevitability; one of the
fundamental rules of football is the
lower man wins, so both offensive
and defensive players are taught
to lower their shoulders before
contact. This will obviously lead to
some instances where both parties
knock heads by accident. Add this
to NFL referees being infamous
for their inconsistency and lack of
fair judgment, and it led to some
players being concerned that if
they are caught in a situation where
a helmet-to-helmet hit is inevitable
there’s a possibility that they will be

ejected. On the other hand, the new
rule has forced players to relearn
bad habits and find new effective
ways of tackling. Seattle Seahawks
linebacker Bobby Wagner said
in a post-practice interview, “I’ve
always used my hands. I’ve never
used my head. I mean, I work out
my shoulders so much there’s no
reason for me to use my head.”12
It seems that despite backlash,
players have been able to adapt to
the rule changes. These changes
have also had reverberations for the
rest of the football playing world
as well. Coaches, especially youth
and high school coaches, have
been encouraged to rethink how
they teach tackling, emphasizing
contact with the shoulder instead
of the head.23 While the jury is still
out on whether a simple change
in tackling will help with RHIs,
the injury data coming from the
NFL suggests a step in the right
direction.
Football could also take notes
from other sports. In rugby, the
sport that inspired gridiron football,
it is illegal to hit another player
anywhere above the shoulder
area.15 While data produces
similar incidences of concussions
between rugby and football, rugby
is also played without any form of
protective gear. It could be argued
that if football adopts rules such as
the prohibition of hits above the
shoulder, we may see a significant
drop in concussive injuries, even
though it may result in less highlight
worthy hits.
Gridiron football is one of
the most unique sports on Earth
featuring some of the best athletes
in the world. It has a proud history
and bright future. However, in order
to see that future become a reality,
football organizers such as the NFL
have to prioritize player safety over
profit, and continue to support
research into how equipment and
rule changes can make the game
safer for everyone involved.
■
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Mind Control 101
A Recipe For Memory Manipulation

by Richard Fu
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O

ur memory defines
who we are: the
parenting we received,
the skill we acquired, the taste we
are habituated to, and the goals
we achieved are all products
of experiences piled into the
apparatus of memory. Experience
is transient, and only with memory
we are privileged with a continuous
narrative, an ongoing story tricking
us into purpose and belief. But
what would you do if you can go
and change something about
your almighty script of life? To
permanently erase an undesirable
event that recurringly hijacks your
dreams? To revoke an unchangeable
regret that tortures your conscience
and steals your happiness? Here is
a chance to live out the next Black
Mirror episode by the recipes of
memory manipulation. Will you
seize this opportunity for a new
start in life?

Step 1. Locate Your
Memory Storehouse:
the Hippocampus
Your empirical knowledge may
have shown you the wonder of
memory. A phone number sequence
can barely survive several minutes,
yet you can describe the facial
features of the thief who snatched
your phone within seconds of eye
contact. You might not recall what
you ate for dinner last Thursday,
but the smell of your grandma’s
home-baked cookies can instantly
hydrate your eyes by rekindling
your childhood joviality—which
now has permanently vanished
among adult-life chronic stresses.
Memory is stunningly complex, as it
synthesizes sensory inputs, spatial
data, and temporal valence, along
with emotions. It is rapidly updated
respecting a personalized priority
algorithm that varies individual to
individual.1 The hippocampus is the
brain region where all these intricate
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marvels take place. In a reductionist
scope, the memory formation takes
three steps: encodement, storage,
and retrieval. A single experience
consists of multiple sensory inputs
that converge at the perforant
path to enter the hippocampus at
the Dentate Gyrus, where initial
encodement starts. Specific groups
of neurons are activated upon signal
processing at the Dentate Gyrus,
and when repeatedly activated
along the memory formation,
these neuron complexes establish
an enduring physical change
that enhances their efficiency to
communicate together.2 Until this
step, the memory is categorized
as short-term memory residing in
the hippocampus. The retrieval is
triggered by reencountering the
same sensory or environmental
cues
that
would
reactivate
the earlier enhanced neuronal
complex. The retrieval process may
act as a rehearsal that would relay
hippocampal short-term memory
to the cortex for consolidated
long-term memory that could
last indefinitely.3 The proximity
of hippocampus to other brain
regions, including the amygdala
complex (critical to emotion
regulation), explains the coupling
of memory with specific emotions
upon retrieval.

Step 2. Tidy-Up:
Define a Single
Episodic Memory
Further, long-term memory
is separated into episodic and
semantic
memories.
Episodic
memory is what we will target,
since it is basically everything
pertinent to experience, including
the time, place, event, and emotion
of a specific past happening.4
Semantic, on the other hand,
involves the comprehension of
abstract concepts that do not
affiliate with personal experiences.

Fear-memory
is
the
most
comprehensively studied episodic
memory that has proved efficacy
with lab animals. The renowned
Contextual Fear Conditioning
(CFC) is the paradigm widely
employed for specific episodic
memory assays.5 Researchers can
habituate mice models with a safe
environment such as home cage,
where they would freely explore
with sufficient food and regular
social interactions with the friends
they grew up with. Later, they will
each individually be brought into a
new environment where they would
receive a fear experience, delivered
in the form of very mild foot shocks.
At first, they often run around
and sniff sporadically, ushered by
their natural curiosity to create a
contextual impression of this new
spot. Upon a physiological trigger
of a shock, however, the mice
would immediately jump around in
fear of the unknown shock, where
sensory inputs of the shock causes
a rapid response of the sympathetic
nervous system (the fight-or-flight
response), and the basolateral
amygdala simultaneously interprets
this situation as fear-raising red
alert.
An extended period of freezing
would readily follow the alert, where
the mice would sit in the corner
perfectly still, not knowing what will
happen next. But meanwhile, this
particular fear memory is encoding
while the hippocampus works
rigorously to not only synthesize
the sensory experience of the shock
entering from the perforant path,
but to also couple the earlier visual,
spatial cues of this new spot and
the fear emotion recognized by the
basolateral amygdala all together
into a neuronal firing pattern
(the engram complex).6 After
returning to the home cage for a
short while to chat with their pals
on how absurd this supernatural
experience was, they would again
be placed into this (now familiar)
88
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spot but without any mild shock
applied. Just upon the entry, they’d
freeze in the corner, signalling
of memory retrieval. The same
contextual cues would instantly
reactivate the earlier hippocampal
engram pattern to recapitulate the
fear experience and the red alert in
the basolateral amygdala.
You might question how
these poor frozen mice relate to
your much more advanced human
memories, and the answer would
simply be that our hippocampus
works pretty much the same. We
wouldn’t know what the mice would
feel exactly on that supernatural
foot shock in a box, but the brain
activity and behavioral responses
draw great parallels. Imagine
visiting a haunted house disguised
as a regular house and having the
most horrific experience where you
ran and screamed and found out
the door was locked from outside.
After a while of futile escape
attempts, you ended up at a corner
of the basement shielding your face
with a dusty rug in shivers. Then
magically you returned home where
you recounted the experience to
everybody, but again woke up in
that haunted house; you might
skip the running and screaming
part to directly hide under the rag
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while waiting for the magic of a
safe return. Even your complexly
sorrowful breakup experience
follows the similar memory retrieval
process to reactivate the engram
patterns attributed to the series of
love vignettes relaying to amygdala
and neocortex and cause further
spiral into emo-ness. A customized
anniversary mug might act the
same as the environmental cues
from the shock box.

Step 3. Target the
Memory of Your
Choice: Find the
Engram, Mark the
Engram
Although we narrowed the
scope of where memory forms to the
hippocampus, a relatively smaller
section within the brain, there are
still millions of neurons to survey.
The fact that they work collectively
and implicate numerous circuits
specialized in sensory processing
and emotional mediation only
complicates our task. How would
we pinpoint a specific memory
within the muddle of co-operative
biochemical activities? …Markers!
A genetic marker would specifically

trace the neurons which have
just fired after a single episodic
memory encodement. The family
of immediate-early genes (IEGs)
are perfectly suited for this job.7
They are universal in all cell types
and are transiently expressed
following the depolarization of the
neuron, which is a sign of activation.
Ideally, all we need to do is find all
these tracer genes right after the
specific memory formation. Yet
a second challenge arises: how
would we limit the group of IEG
markers to only the time frame
where a single memory encodes
instead of everything throughout
an extended period of time? A
binary system of transgenes using
doxycycline as a manipulative
tool for conditional inhibition
could stop IEGs expression in our
favored timeframe.8 For example,
memories were being encoded
during safe cage habituation and
daily interaction with other mice
buddies, and we wouldn’t want
those IEGs’ activity to interfere with
the specific engrams we target, and
thus doxycycline will be fed to the
test mice before and afterthe foot
shock to limit the IEGs expression
window. With that, we could locate
the engram precisely for individual
episodic memories.

Step 4. Erase or
Incept: You Are the
Editor of Your Own
Mind.
Now that we are able to lay
the target down, it’s time for some
editing! You ought to be curious
about how these IEG-labeled
engrams are manipulated and
whether the intangible memory
can really be altered with just a
touch on the engram cells. And let
me unfold the suspense. We can
install switches onto the targeted
engrams and turn the memories
on or off, just like TV, but with laser
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beams as remote control. Radical
as it sounds, it works. The switch
is named channelrhodopsin, a
light-gated ion channel discovered
from green algae photoreceptors
that can respond to lasers of
various frequencies and result in
either cell activation or inhibition.
After inserting channelrhodopsin
into IEGs-expressing cells via
the binary transgene approach,
the channelrhodopsin switches
would be able to manipulate a
comprehensive engram complex
specific to one episodic memory.8
Now back to the mice who were
trained with a fear memory at the
shock box. After the first memory
retrieval to confirm the engram
formation, they were treated with
optogenetic laser inhibition in vivo.,
meaning that they would return to
the shock box again while the laser
beam constitutively inhibiting the
activity of the engram pattern of this
fear memory coupled to the box.
Excitingly, they showed no sign of
freezing or fear and explored the
shock box as if the first entrance.
When the laser was turned off
later, the mice would successfully

retrieve the fear memory again and
would freeze.
The finding supports not only
the efficacy of engram manipulation
with specific episodic memory, but
also the temporal precision that
allows flexible alteration of memory.
On the other hand, the
activation of the fear engram could
associate a memory with unrelated
contextual cues. When researchers
utilized another laser that would
reactivate the earlier labeled fear
engrams at a safe context, they
immediately froze in the corner as
a sign of fear memory retrieval.9 In
this narrative, the recall of a specific
memory can be inserted into an
irrelevant context or sensory trigger
to induce a false memory.

Practical Use?
A series of sci-fi rooted
fantasies may pop up your mind
just now attempting to paint the
future of memory manipulation,
and so did scientists—but with
baby steps. Extensive research
groups across the globe have
made significant efforts to advance

our knowledge of engram cells.
They looked into the neighbors of
the hippocampus to map out the
circuit of engram activity and further
specified the hippocampal dentate
gyrus for contextual encodement,
the amygdala engram cells which
represent the valence information
of the emotional ratings, and the
sensory cortices’ engrams that
encode the sensory data. These
are all critical to a single episodic
memory to fully retrieve an
experience.6 It also reinforces the
marvel of recalling a scent or vividly
reliving an event with the same
excitement or embarrassment,
and how they are stored at where
they form. Considering that not
only the specific episodic memory,
but the specific segment of it can
be targeted and manipulated,
the fantasy to fully remodify the
memory script like a playwright may
be actualized. But before getting
there, we could trace some paths
of attempted clinical adaptations
following the engram’s shaking of
the scientific world. These could be
the very first practical use.

Figure 1. Schematic for engram reactivation. Created in BioRender. Original figure by Richard Fu. Cartoons of Jerry Mouse from Clipart Library.
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Mute the Trauma
You Don’t Deserve
Can you quickly recall the
most aversive event you’ve ever
experienced? Then try your best
to walk through that experience,
reactivating the smallest details
and mobilizing your full sensory
data. Was it frightening still?
Probably causing a slight heart
race and shortness of breath? That
is the life of 3.5% of U.S. adult
population every year and 1 in 11
American adults in their lifetime.10
We read heart-breaking news of
sexual violence, murder, child
abuse, and more atrocities where
the victims may carry the fault of
the wrongdoers for life. PTSD is a
debilitating psychiatric disorder
often acquired after the exposure
to a distressing experience, and the
patients may experience involuntary
flashbacks, physiological anxiety,
frequent arousal by environmental
cues, and may develop various
mood disorders. The reductionist
breakdown of PTSD may be
comprehended as the formation
of a maladaptive fear memory that
is hyperactivated by the traumatic
event to the extent that it may not
be extinguished.
Consider our mice friend
with the foot shock memory
again. Suppose the mild foot
shock is switched to severe foot
shocks lasting several minutes,
the hippocampal engram of the
mice would reach a hyperactive
state along with the engrams in
the amygdala and sensory cortex.
Not only would this memory
become easily retrievable, the
transductive communication is also
enhanced among the contextual,
sensory, and emotional sectors of
the engram circuitry. Thus, after
the traumatic shock, the mice will
freeze at any environment similar to
the shock box, and even the sound
resemblant of the electric shock
can turn them still. The barrier
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of engram reactivation lowered,
while the contextual and sensory
cues not exactly same as the
original situation (maybe a partial
reactivation of the engram pattern)
can also retrieve the trauma.11 We
do have a responsive mechanism
called extinction, that would put
a stop to that hyperactive fear
memory. Oftentimes, the cues of
a fear memory may reoccur in life
in a safer environment, and the
fear response shall slowly dissipate
as the engrams of new memories
related to the same fearful cue may
form. These new ‘safe engrams’ will
compete with the fearful engrams
to communicate with those often
harmless cues, and eventually
the trauma does not acutely
impose behavioral repercussions.12
Nonetheless, the PTSD patients
often
exhibit
dysfunctional
extinction mechanism that they
would descend into extreme fear
along with physiological symptoms
that push them to avoid any
contact with fear-inducing cues.
Exposure therapy, a common PTSD
treatment, forces the extinction
process by asking the patients to
recall the traumatic memory with
the guidance of the therapist.13
However, this process is often
very long, all while the anxiety can
quickly escalate into other health
conditions, and the difficulty of
even the fundamental activities in
life can be too discouraging for the
patients.
Given the current limitations
with
PTSD
treatment,
the
optogenetic fear engram inhibition
may perfectly solve the problem.
Series of studies individually
inhibiting a specific region of the
fear memory circuit have shown
a strong extinction response.5
More revolutionarily, a study
was able to alter the emotional
valence between fear and reward
memory.14 The researchers labeled
the amygdala engram patterns of
both a fear memory and a reward

memory. They later optogenetically
activated the reward valence during
fear context and fear valence during
reward, and successfully rewired the
linkage of contextual experience
with opposite emotional valence
that the mice would tend to choose
the fear environment over the
reward environment.

Memory Lost &
Found
This can be used not just to
erase what we don’t want in our
memory, but to find what has been
lost. Alzheimer’s disease (AD) is
a prevalent neurodegenerative
condition that jeopardizes a
large proportion of our elderly
population and makes up the
majority of amnesia.15 Many families
face the gradual dissolution of the
memory of their loved ones. The
mental degeneration is sometimes
romanticized into the philosophical
return of the origin, to leave without
anything just the way we came. The
cause of AD can be diverse and
interconnected with factors related
to the biological aging of the brain.
There are genetic indicators, risk
from vascular diseases, and daily
lifestyle choices that all contribute
to the deterioration of cognitive
brain functions. The biological
manifestation of AD is the loss of
neurons and the connections among
them caused by the rise of amyloid
plaques and tau proteins, two types
of proteins that are considered
pathological hallmarks of AD.16 The
overall decay of cognitive function,
and specifically the loss of memory
can be understood as the engram
neurons in key brain regions slowly
fall apart, similar to the wires in
an old electrical appliance. The
episodic memory loss is the key
feature of early AD onset, and the
cause has been often attributed
to hippocampal deficiency that
interferes with the encodement of
new memories. Nonetheless, some
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researchers raised the possibility
that maybe the memory can still
be synthesized into hippocampal
engrams, and it was the retrieval
that causes the true episodic
amnesia.17
AD mice, a genetically
modified strain of mice that manifest
the biological hallmark of amyloid
plaques and tau proteins that also
exhibit behavioral deficiencies in
memory maintenance, were used
in the contextual fear conditioning
paradigm. They were treated with
a foot shock at the specific shock
box, yet when they returned, they
didn’t show any sign of memory
of the shock. Not knowing if this
was due to the encodement error
or retrieval error, the researchers
optogenetically reactivated the
earlier labeled engram of this
fear memory, and surprisingly, the
mice were able to show freezing
behavior, a sign of memory
retrieval. This means that the

memory was successfully encoded
in the hippocampus, yet when
the AD mice return to the shock
box with visual and contextual
cues, the sensory inputs fail to
reactivate the engram pattern. But
when the engrams were artificially
reactivated,
the
memory
is
retrieved. You might be wondering
what causes the engrams to not
respond to the sensory cues. An
answer is that they start to lose
the facilities of communication
that allow them receive and send
signals. The dendritic spines are
the formal names of such facilities.
They grow on the wire of the
engram neurons that can associate
with other neurons to form circuits
of transduction. The engram
cells of the AD mice show fewer
dendritic spines, and that lack of
communication facility could be
the cause of communication errors.
The researchers then conducted
several sessions of optogenetic

stimulations of this specific engram
groups, and observed a steady
increase of the dendritic spine
density. When the AD mice were
sent back to the shock box for a
new fear memory, they were able
to correctly retrieve the encoded
memory without optogenetic aids.

Warranty
Does memory manipulation
still sound appealing to you? Will
you call us and try it out? Or do
you fear that you might end up in
the exact same place again? Shall
engram manipulation be a chance
to test fatalism that we simply can’t
escape? Or would you be able
to handle a revised reality that is
equally mediocre, just now without
excuses? Stay tuned for more, and
maybe see you in a decade or less
with the same question but a readyto-use human approach passing
the ethical restraints.
■
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Stress, Stress, the
More You Drink
the Better
You Feel,
but Let’s
Not Have Alcohol
for Every Meal
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The Complex Relationship
Between Stress and
Alcohol Use
by Elena Schaub
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C

an you name the
last time you were
completely
relaxed
and didn’t have one thing on your
mind that caused you distress?
When was the last time you abused
alcohol and felt good about it
the next day? We’ve all done it:
had a stressful day and so we just
want to come home and take the
edge off with a whiskey, beer, or
glass of wine. This might work for
a while and seem to help manage
your stress, but according to recent
studies relating stress and alcohol,
the long-term risks are much higher
than the short-term benefits. In
fact, adding alcohol to your life as
a constant coping mechanism for
stress or anxiety can actually cause
an extra layer of stress.
The
2001-2002
National
Epidemiologic Survey on Alcohol
and Related Conditions indicates
a correlation between the number
of past-year stressors and current
drinking (including binge drinking)
and alcohol use disorder diagnosis.
Alcohol use tends to increase
during times of stress, but over
time, chronic alcohol use changes
the stress response and behavior,
causing negative effects. Is it worth
taking the edge for one night to
cause more stress later in life?
Alcohol and stress have a
complex relationship that can be
hard to keep track of when different
types of alcohol abuse come into
play. Alcohol consumption at
first alleviates stress. As drinking
continues and starts to get into
the realm of heavy drinking, the
brain begins to change. Excessive
drinking tends to cause the brain’s
reward system and stress system to
adapt. The brain then goes into the
dysfunctional state of attempting
abstinence and relapsing. This
causes an increase in vulnerability
to stress that can cause relapse,
and then the abstinence process
has to start all over again. This is not
only troubling for physical health,
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but also attempting something
and failing can easily lead to
helplessness. As you read this
article, I would like you to think of
each situation in relation to yourself
or someone you know. Making the
situations mentioned in this article
personal can help in understanding
the detriment of addiction and
unhealthy coping mechanisms for
all kinds of stress.

Chronic Stress
“Stress has long been known to
increase vulnerability to addiction”.1
This is not limited to but is usually
in the form of addiction to drugs
and/or alcohol. Just as with alcohol,
chronic stress can change the way
your brain works over time if it is
not coped with in a healthy way, or
even at all. Stress is the response
humans have to a situation that
drives us away from our mental
and physical homeostasis.1 Chronic
stress can lead to an increased
level of pathways that lead to
addiction such as loss of control
and enhanced craving. When the
brain is dealing with high intensity
stress over a long period of time,
the focus on control and craving
goes out the window and instead
of trying to feel “better” you are
trying to claw your way back to
feeling “okay”.
Adaptability and intensity relate
to the role of stress in vulnerability
to addiction. When thinking about

the neurobiology of stress, there are
two major pathways. The first is the
autonomic system and the second
is the corticotropin releasing factor
(CRF), which is released from
the hypothalamus. The CRF also
“plays a critical role in modulating
subjective and behavioral stress
responses’’.1 When it comes to
chronic stress, these increased
levels of stress over long periods
of time create a vulnerability to
maladaptive behaviors, such as
addiction.
There are many different types
of stressors and it’s easy to overlook
how detrimental they can be over
time. Early life and prolonged
stress not only affect your mental
well-being, but also your prefrontal
cortex. The prefrontal cortex
focuses on the environment; it
influences how it matures. If the
environment is compromised with
stressors, then the maturity of
the prefrontal cortex will also be
compromised.
Addiction to a drug such
as alcohol occurs when the
combination of learning and the
reward system are accompanied
with a euphoria from a drug and
constant craving. The saying “it
can just take one time and you’ll be
hooked,” is actually true. Because
of the intense effect a drug has
on the brain, it is very easy to get
attached to finding that “high”
again, leading to higher and higher
tolerance and the need to indulge
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The differences in peak anxiety between alcoholim and social drinking. Icons from Public Domain
Vector, data from Sinha, R.. “Chronic stress, drug use, and vulnerability to addiction.”1 Original
image by Elena Schaub.

even more of the drug to get
that high back. Your body often,
especially with alcohol, cannot
keep up with the rate that your
mind is craving the drug and this
is the dangerous part of addiction
that can be life-threatening.
There are a lot of things
that go into chronic stress and
its causes. Usually, adolescents
and young adults are the most
vulnerable to negatively dealing
with stressful situations. Also,
minority populations such as
people of color or members of the
LGBTQ+ community are especially
vulnerable. Lastly, prior drug use,
maltreatment by family members,
and socioeconomic status can be
chronic stressors that are difficult to
deal with. Especially if you feel like
the world isn’t treating you right,
why would you at least not treat
yourself right? This leads to selfmedicating and poor habits rather
than healthy, more helpful longterm habits.

Differences in
Alcohol Use
There
are
three
main
types of alcohol use. The first
95

is abuse: knowing the negative
consequences but still excessively
drinking. The second is alcoholism:
a dependency on alcohol to get
through the day. The third is
referred to as casual drinking or
social drinking: a few drinks without
crossing the line of excessive,
usually in an active social setting.
There is a lot of grey area between
these different types of alcohol
use but it is very important to
acknowledge the main differences
when studying alcohol. It is also
important to know the signs and
personality traits that are most
significant with overusing alcohol
that leads to negative effects. Such
signs could be drinking excessively
every night, blacking out, not
being able to control the amount of
beverages consumed, or cancelling
social events because they want to
just stay home and drink. These
signs can be very easy to gloss
over, especially when drinking is
often looked at as a fun activity that
can enhance the event at hand and
distract from negative stressors.
What rarely gets discussed is
the overuse of alcohol, especially
when it comes to dealing with
stress. People are not looked down

upon for drinking every night or
binge drinking at a party every
weekend. It almost seems like a
funny joke when you miss class or an
event because you are so hungover
from your crazy night before that
you can’t even get out of bed.
There are even restaurants famous
for providing breakfasts for people
with hangovers. The social aspect
of alcohol has taken over its entire
meaning. Instagram, Snapchat and
other social media is full of fun
drinking games or people doing
stupid things when intoxicated
but there is rarely a video of the
consequences. Social media on
the personal side has been used
to show the good times and hide
the bad times. People will have
fun taking a video of you ripping
shots, but they don’t want to show
the negative effects alcohol has on
both your mind and your body. It is
very easy to overlook someone who
is over-indulging and using alcohol
as a coping mechanism. There is
a very wide spectrum of people
from those who drink heavily or to
drink don’t drink at all. Denial is a
key to an underlying addiction. It
is important to notice the constant
signs of overdrinking, especially
during heavy times of stress or after
a traumatic situation.

Alternative Coping
Mechanisms
Being able to cope with stress
without turning to alcohol all the
time is very important. The causes
of stress and how people are able
to handle it differs between each
person. It can be a very hard skill
to learn and the coping process
can be tedious and oftentimes gets
pushed to the back burner because
the bills, kids, your job, and other
things take all of your energy.
People look for a quick and easy
fix to the stress day by day instead
of working on a mechanism for the
long-term.
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There are the common
mechanisms such as physical
exercise or watching a movie that
can help with stress relief, but
again, these are quick fixes that will
eventually stop working without
any other steps taken to continue
the coping process. Success has
been found with starting small, such
as meditating for 10 minutes a day
or going for a short walk outside to
help clear the mind before taking
other steps for long-term stress
relief. Having a support system is
also very important as we are all
humans that experience stress. It is
comforting to acknowledge that we
are not alone in our hard times and
there are people that are willing to
help.
Alcohol has become a culture
in and of itself. People drink to
celebrate their accomplishments,
to drain their sorrows and just
because it’s the weekend and
everyone else is doing it. However,
there is a major difference between
social drinking and becoming an
isolated alcoholic. There is some
grey area with these two groups,
however one is much more
dangerous but harder to recognize
as being a problem. Give or take,
drinking an excessive amount to
the point that your body and mind
can’t function properly is never
healthy. People think that limiting
drinking to the weekends makes
it okay to binge drink to the point
of blacking out. Just like any other
bad habit, overtime, drinking can
become a normal activity that you
can no longer control.
We know how alcohol affects
the brain, how stress affects the
brain, and how they intermix,
however much more research
is needed related to the mental
health part of addiction to alcohol
and stress. Due to different
stressors, even if they are dealt
with in the same way, different
response pathways can form over
time. Vice versa, some people

might have the same stressors
but deal with them in completely
different ways depending on a
series of other things. Other things
that impact the way people deal
with stress can be the environment,
what resources are available, and
if there are other mental health
diseases they are dealing with. It
is nearly impossible to diagnose
correctly and prescribe the proper
medication for every different brain.
Therefore, research is being done
on non-pharmaceutical techniques
for managing stress.

Neuroscience of Drug
Abuse and Stress
To break it down, when it comes
to stressful situations there are two
types of people: avoiding and nonavoiding. Without the proper HPA
response to a stressful situation, this
can lead to alcohol addiction later
in life. The HPA response is when
the hypothalamus-pituitary-adrenal
axis is stimulated. The hypothalamus
releases CRF, causing the release of
the adrenocorticotropic hormone
in the pituitary gland. This then
stimulates the release of cortisol
in humans in the adrenal gland.
Although this process is how the
human brain handles stress, when

this process is accompanied with
another activity, such as drinking
alcohol, it can cause damage to the
brain when it’s dealing with stress.
When continually adding this
addictive behavior to the system of
dealing with stress, the pathway is
compromised.2
CRF has also been found to be
a mediator of alcohol and stress.
Similarly, other neural responses
dealing with the stages of addiction
such as relapse and withdrawal
when dealing with stress also have
CRF as a mediator. There is evidence
such as from drugs of abuse, that
stress and concomitant increases in
CRF leads to enhanced activity of
dopaminergic neurons.3 Similarly,
when dealing with behavioral
stressors, dynorphins signaling
via kappa opioid receptors play a
mediating role in dealing with the
stressful event. Constant chronic
use of alcohol increases the
dynorphin signaling.

Conclusion
When looking at all the factors,
each situation is different. But when
you take a step back and look at the
big picture, there is a reason that
all of these cases have similarities
which can only lead to the hope that
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a solution for these complicated
pathways and their interactions
is near. As described earlier, the
science proves that there is a
difference between needing alcohol
and thinking you need alcohol.
Whether you are psychologically
or physically addicted, there can
be major consequences especially
when the motivation for drinking is
something that will possibly never
go away. There can be different
levels of stress but there will almost
always be some type of stressor
in our lives forever. Therefore, it is
not something we can drink our
way out of, because the long-term
effects are far worse than the shortterm relief. How is it then that when
you reach for that drink that you can
think of your future so vividly that
it keeps you from drinking? One
thing could be limiting immediate
alcohol use and making it hard to
get. Another is having a support
system that doesn’t see you as a
problem, but as an opportunity
to help someone they love. This
is one of the main problems with

alcoholics today besides denial.
You want the night to last, so
you take that next shot. You want
that extra boost of energy that
you think you need so you chug
another Red Bull and vodka. How
do you explain this to a 20-yearold who has been discovering how
fun alcohol can be and how it can
alleviate their stress about that big
exam immediately? Even so, how
can you try to tell someone who
has been an alcoholic for years that
their alcohol use is actually being
detrimental to their mental health
rather than helpful? How do you
recognize in yourself whether your
motivations for drinking are healthy
or not? Even if you can do that,
how do you find the time in your
busy schedule to finally tackle that
problem? These are all questions
we as scientists and people ask
ourselves. What is the meaning of
knowing all this science if we can’t
even apply it to anything other
than a rat model? As we continue
to investigate differences amongst
addicts and motivations for drug
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use, especially stress, we hope
there will be a noticeable change in
the overall motivation for drinking
to a more positive manner.
One main thing to focus on is
the motivation for drinking. Before
pouring that drink, ask yourself: Am
I drinking because I’m stressed and
don’t know what else to do? Am
I drinking because it’s what I do
every night? Am I drinking because
I’m watching a football game and
I’m just having some beers with
friends? Each person has their own
unique reason for drinking, some
harmful and some not. Especially
as age and responsibilities increase
for the adolescents and youth that
are struggling with alcohol abuse,
stress will continue to increase as
well. How are you going to cope
and how are you going to keep
the right headspace to lead a life
without having to abuse alcohol
every time you are distressed?
Even if you are at rock bottom,
there is a way to dig yourself out
of that alcohol abuse hole and rise
back up to a healthy lifestyle.
■
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From Stagger
to Swagger
by Frank Zhao
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M

y mom told me that I
was a unique infant
who did not crawl like
other babies, and she thought that
my way of moving my body was
adorable. But I know that my mom
said that because she wanted to
be nice. In fact, I could not crawl
just because I was so fat that my
belly would get in the way of my
thighs, which prevented me from
moving my legs forward. Yet, my
competitive nature did not allow
me to give up the right to move,
forcing me to invent my backwardcrawling. When I wanted to move
towards my parents, I would try so
hard that my thighs would always
bang on my belly and bounce back.
After repeating these movements
tirelessly several times, I found
myself actually moving in the
direction of my toes.
With this disadvantage of
crawling, I had always been humble
among my peers and reluctant to
expose my hilarious movement,
but my disdain for crawling turned
into a strong driving force to learn
how to walk. With the assistance of
my parents, I quickly mastered how
to stand up straight on my own.
However, when I attempted to get
into my mother’s arms, my desire to
move forward was so intense that I
forgot to move my lower body. As a
result, it seemed like I always aimed
my face for the floor and fell like
an unconscious teddy bear. After
countless attempts, I managed
to stagger into the living room
by myself after weeks of practice.
When I went out to the park to play
with other kids at my age, I felt I
could kind of fit in with my peers for
the first time. Though staggering
like a little drunk penguin, I finally
came to believe that I was catching
up with those cool kids who could
walk with ease. But my competitive
nature gave me a hunger for
mastering this skill and ultimately
swaggering in front of others.
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Walking is a
Fundamental Motor
Skill That is Critical for
Daily Life
What would you do if you
wanted to move yourself to another
place? Would you crawl like a baby,
hop like a kangaroo, or try to fly like
a fluttering chicken? I guess most
people would want to move their
legs at a steady pace and walk to
their destination. Indeed, walking
is one of the most basic motor
skills that a healthy human obtains
shortly after birth.
We, as human beings, have a
distinct walking pattern from other
four-limbed animals. The ability to
lift up our upper body and free our
hands requires very strong muscles
at the hip, knee, and ankle joints.1
Imagine that I snap my finger and
magically weaken your hip and
leg muscles—you would suddenly
kneel down with your back bending
forward. If you wish not to hit the
ground with your face, you would
have to support your upper body
with your arms so that you wouldn’t
get a bloody nose. Now, you have
returned to the level of mobility of
your infancy, moving your body by
crawling on hands and knees, which
would lead you to cherish the good
old days when you could stand on
your feet and walk.
You might think that you
could restore your walking ability
by strengthening your hip and leg
muscles, but you are missing a
very important part: neuromuscular
control. Your muscles usually do
not contract on their own. They
need instructions, which are neural
signals, to tell them when to do
the work. If you would like to move
your legs, you need to send out
an order from the control center
of your body called the central
nervous system. This control center
consists of many departments,
each of which has its own specialty.

The actual signal would be sent
from the department called the
central pattern generator in the
spinal cord.2 The central pattern
generator is a department full of
diligent workers who would always
work hard without the supervision
of the big boss (the brain).
Once the signal is sent by
this department, it would start its
trip and get on an electrical bullet
train in the motor neuron through
the spinal cord to the leg muscle,
commuting at a speed up to
120m/s, which is 275 mph! Near
the leg muscle, the signal would
get off of this electrical bullet train
and hop on several taxis called
neurotransmitters,
approaching
the muscle to initiate contraction.
This is how one muscle group is
controlled, but walking is a much
more complex movement that
requires the coordination of several
muscles with precise contraction
forces and correct timing. If you
exert too much force, you could be
jumping up or taking an overly big
step, which would make you fall to
the floor in a perfect split (ouch!).
If you move your legs too early
or too late, you might be taking
asymmetric steps and limping.
Therefore, walking is not simply the
hard work of muscle, and it takes
practice to make the connection
between the central nervous
system and the muscles.3

People Master the Skill
of Walking at Different
Levels
Looking back at my own
history of learning how to walk,
infants that have no previous
experience of walking often
perform this skill poorly. Contrary
to the popular belief that infants
do not have sufficient muscle
mass, they actually stagger and fall
because their nervous systems are
not efficient enough to make use of
their muscles. In other words, they
100
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lack control between the brain and
the target muscle, like soldiers who
have unstable contact with their
commander.
After continuous practice
through childhood, most people
master this skill of walking. Some
people can develop distinct
gait patterns based on their
occupations. Models on the runway
at a fashion show learn to catwalk,
walking with diagonal steps to
showcase their beautiful curves.
Soldiers need to learn the goose
step, walking orderly with both legs
straight. Acrobats who perform
wirewalking require taking every
step on the same line while keeping
their body perfectly balanced.
The social environment can
also have an impact on the gait
pattern of an individual. Have you
ever seen a gang of teenagers
swaggering on the street in the
same way? Did they all walk
together, shaking their shoulders
and facing up to the sky but looking
straight forward? Or have you seen
a whole family taking a walk in the
101

park that walked very similarly?
The wiggling of their hips, the
movement of their arms, and the
direction of their toes all indicating
that they have a strong bond with
one another. In fact, scientists have
found that people are imitators
in nature due to certain neurons
that are associated with mimicking
other people’s movements.4 Thus,
we are able to infer a person’s gait
pattern by looking at the people
around that person.
However, unlike other skills that
people perform better with years
of practice, proficiency in walking
can decrease as people get older.
The elderly often demonstrate
progressive difficulties in walking,
with a variety of causes due to the
potential coexistence of several
diseases. Also, finding out the cause
of the decline of physical function
is challenging since our nervous
system is very good at coming up
with ways to compensate for minor
damage in some neural pathways.5
Our neurons are very intelligent
and diligent, continually seeking a

new path if the old one is blocked,
just like hardworking delivery
people who are determined to
take on any path to get to the
destination and complete the
service. When too many neural
pathways are damaged and the
nervous system is unable to exploit
any other ones by itself, the walking
problem becomes noticeable and
relatively difficult to solve. Thus,
dealing with the challenge of
decreased physical function, for
this population, requires a similar
strategy as newborns learning how
to walk for the first time, making
neuromuscular connections and
continuously strengthening these
connections. But where did these
connections come from in the first
place?

Making Correct
Predictions is Essential
for Learning
Everything is difficult at the
beginning. This is especially true
for learning how to move on two
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feet. Other animals share the
weight of the whole body on
four limbs and their horizontally
positioned body grants them a
low center of gravity and increased
stability. On the contrary, humans
walking with only two feet face a
great challenge of stabilizing the
body and maintaining balance. So
how is this unique way of walking
developed and mastered by most
people?
Learning a new movement
is achieved through adaptation,
a process of correcting previous
mistakes and making predictions
that are closer to the actual sensory
feedback.6 When you would like
to initiate a movement towards
something, your brain first predicts
how it will feel after you finish the
movement. Then, your brain sends
out the order to attempt to reach
the target. If the sensory feedback
matches the simulated sensory
signal that your brain expected to
receive, congratulations! You do
not need to make any adjustments
because you have hit the target on
your first shot. You only need to
repeat the movement several times
to consolidate this movement
before it is etched in your memory.
If the sensory feedback deviates
from the prediction, your brain
would feel a little upset but more
motivated to get a perfect match.
Then, your control center would
make some adjustments based
on the sensory feedback it just
received and send a second order,
trying to get closer to the target.
This pattern would keep repeating
until there are no more errors,
marking the milestone of learning
a new movement. Take learning to
go up on a stair as an example. If
you have completely forgotten how
to take a step on a stair, your brain
would first estimate how high is
the stair and how high it needs to
command the leg to lift, according
to the visual information delivered
from your eyes. Following the

prediction, the first order would
be sent directly to the responsible
leg muscles to attempt the first
step. Most of the time, you would
probably not hit the target on
your first shot. Your leg might not
be lifted high enough and hit the
front side of the stair, followed by
an “ouch” sound coming from
your mouth. In another case, you
might lift your leg so high that you
skip a step, stretching the muscles
on the back of your leg and
hips. Learning from the previous
sensory information delivered
from the legs, your brain would
automatically make corrections,
depending on whether the leg was
undershot or overshot. The brain
would send weaker motor signals
to the corresponding leg muscle to
have the leg raise lower than last
time, and vice versa. After many
attempts and adjustments, you
will eventually learn how to make a
perfect step on a stair.
However, the hypothetical
example provided is implausible
since I do not have this wicked
magic to make someone forget

how to climb the stairs. So how did
scientists figure out the mechanism
behind learning how to walk,
considering that people are very
familiar with walking and cannot
unlearn it for the sake of scientific
research?

Learning Adaptation
With Split-Belt
Treadmill
A powerful tool called a splitbelt treadmill has been introduced
to study how animals, including
humans, learn new gait patterns.
This is a treadmill with two separate
belts, one for each leg. Researchers
are able to control the speed of
each belt independently to induce
various gait patterns (Figure 1).
A group of scientists was able to
dissociate predictive adaptation
(learning from a successful match of
prediction and result) from reactive
adaptation (instant adjustments
after sensing the error).7 A key
difference between predictive
adaptation and reactive adaptation

Figure 1. Schematic diagram of a split-belt treadmill. The two belts of the treadmill can be set at
different speeds, one faster than the other. They can force the left foot and the right foot to walk at
different speeds, leading to a variety of unusual gait patterns. Original figure by Frank Zhao.
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is that predictive adaptation can
only occur after practice, leading to
the storage of the new movement
memory. Reactive adaptation, on
the other hand, is the body’s quick
reaction to the sensory feedback
from the limbs, which does not
form memories in the nervous
system. Therefore, only when the
predictive adaptation is recognized
can we say that the new movement
is learned.
Now we know these two
different concepts, but how
can these abstract concepts be
reflected in a real-life person?
Let’s go for a walk and you will
find out. Before you execute the
movement, your brain would have
a general prediction of how big
a step to take. After moving your
leg forward, you would expect to
have the same sensory feedback as
simulated in your brain. However,
your stepping leg would receive no
sensory information before getting
into contact with the ground. So
your step length, or how far you
step forward, is solely based on
your prediction. When you feel the
firm ground, you would initiate a
stride, pulling your body forward
and pushing back on the ground.
In this period, your leg is constantly
receiving the sensory information
from the ground and, at the same
time, your brain is instructing your
striding leg to adjust to an ideal
position with proper force exertion.
Before your striding leg pushes
back off the ground, your brain’s
reaction to the sensory input from
the leg is temporary and cannot be
recalled. So the stride length, or
how far back your leg swings, is not
an indication of learning.
Using the split-belt treadmill,
the researchers were able to force
the participants to have one leg
move faster than the other and thus
leading to different step and stride
lengths. Since we would naturally
want to walk symmetrically, the
fast leg would have larger step
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and stride lengths than the slow
leg, in an effort to compensate for
the speed difference of the two
belts.7 But how do we learn to
unconsciously adjust our steps so
that we can walk symmetrically?

The Cerebellum is the
Hardware for Learning
New Gait Patterns
Although we know that
performing the movement of
walking only requires the activation
of the central pattern generator
in the spinal cord, when it comes
to blazing a trail to making new
muscle memories, this hardworking
department is counting on a
leader: the cerebellum (Figure 2).
The cerebellum is a small chunk at
the bottom of the brain and top of
the neck. It has been shown to be
necessary for learning a new gait
pattern but does not affect gait
patterns that have already been
learned.
The
researchers
then
compared the performance of
healthy adults and patients with
cerebellar damage. The patients
with cerebellar damage were unable
to walk symmetrically because

they could not adapt to the new
gait pattern and take proper steps
when the speed of the two belts
are different. They always kept the
same step length as if walking on a
normal treadmill where the two legs
move at the same rate. However,
the healthy adults performed very
well on the split-belt treadmill,
adapting to the new gait pattern
and walking symmetrically shortly
after the speed change of the two
belts. Surprisingly, these people
continued to walk in the gait pattern
they had just learned immediately
after the two belts were tied
together. This is a clear indication
of a movement being learned
and remembered by the nervous
system. Therefore, the researchers
concluded that the cerebellum
is the brain area responsible for
learning a new movement.
Going deeper into the
cerebellum, there is a type of cell
called the Purkinje cells (Figure 3),
which are the buttons responsible
for forming memories of learned
movements.8
By
attempting
new gait patterns, Purkinje cells
in the cerebellum are activated
and start developing new neural
connections. When this button is
pushed, new neural railways that

Figure 2. The role of the cerebellum in learning a gait pattern. Sensory input to the cerebellum
(yellow) is required for new memory of a specific gait to form. Repetitive practice can consolidate
this memory and help familiarize the new gait pattern. Original figure by Frank Zhao.
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are specific to this movement will
be built and carved into memory. As
the attempts are repetitively made,
the railway will get longer and
closer to the destination. After the
new railway is completed, it allows
the bullet train carrying this specific
signal to operate more efficiently.
When the next time this gait pattern
needs to be performed, the signal
would be delivered to the correct
muscle groups more swiftly.
In summary, we are able to
successfully learn how to walk
because we have been striving
to learn it by continually making
attempts. The cerebellum would
continuously make adjustments to
the predicted sensory input from
the legs based on the actual one
received. When the prediction
matches the feedback, the button
for learning would be activated.
Sensory input from each successful
attempt will be pressing the
button called the Purkinje cells in
the cerebellum. In the meantime,
the cerebellum is also trying to
build a neural pathway based on
the previous mistakes included in
the sensory inputs, like rerouting
the railway after running into a
mountain. The first few sensory
inputs that indicate the correct
execution of the gait pattern would
boost the progress of building
the railway. Once this railway is
finished, the electrical bullet train
that sends motor signals would
go directly to the corresponding
muscles. As a result, we will always
make the correct prediction of how
to take the proper steps for that
gait pattern, which suggests that
we have learned it.

How Can We Make
Improvements?
If you are or plan to be a
parent of a toddler, you must have
thought about how to teach your
child to walk in the most efficient
way. Learning how to walk is crucial
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Figure 3. Purkinje Cells in the Cerebellum. Adapted from The Cerebellum, Neupsy Key, https://
neupsykey.com/the-cerebellum-2/

for children in the first few years
of their lives and walking provides
them with the ability to freely move
to other places. So parents are
always worried about their children
learning to walk too late, and
parents have come up with many
strategies to help their children
learn faster.
However, some methods that
are widely used can lead to the
opposite effect. For example, my
parents told me that they taught
me how to walk by holding my
arms and leading the way. Using
this strategy, my parents shared
some of my body weight and took
control of my balance. This method
can be seen in many other parents
across the world and is believed
to help the children get a sense
of walking and set the stage for
walking independently. Contrary
to this common belief, a recent
study about how handrails on a
split-belt treadmill affect learning
a new gait pattern has proven
this belief to be wrong.9 People

that walked with handrails on a
split-belt treadmill display faster
adaptation than those with no
handrails when the two belts were
running at different speeds. But
this quick adaptation was actually
an illusion of learning. When the
belts were tied together, people
holding handrails while walking
showed no asymmetric aftereffects.
People who swung their arms freely
during the split-belt period showed
slower adaptation but the struggle
occurred again when the belts were
tied together, indicating learning
and unlearning processes. This
study clearly demonstrated that
external balance support does not
lead to new gait learning. Rather,
taking the hands of children might
slow down the learning process,
which ends up taking the time for
more effective walking practice.
Based on the results from this
study, having no assistance might be
the most helpful to those learning
how to walk. If you are to teach your
pet, for example a bear, how to walk
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like a human on a treadmill, what
would you do? For most people,
they would want to provide some
balance support, like a handrail, to
help the bear perform better. But
clearly, it would not learn anything
and would still be staggering when
back on the ground (Figure 4). If,
on the other hand, you put the
bear on the treadmill with front
limbs freely swinging, you would
be surprised how fast this gait
pattern is learned. Before long,
your bear would be mastering this
skill and swaggering among other

people’s bears. Even though this is
a hypothetical experiment that is
difficult to conduct, the rationale
behind this can apply to humans.
When you are teaching someone,
whether a toddler or an adult, to
master a new gait pattern, try to let
go of their arms and let that person
explore on their own. It can be slow
at first, but it will be the fastest way
in the end.
In fact, my parents tried to hold
my hands and guide me when I was
learning how to walk as a toddler.
However, they left me alone to

practice walking after they lost
patience and became exhausted.
I could not remember how many
times I stumbled, but my progress
accelerated unexpectedly. I was
able to walk without falling two
weeks after practicing on my own.
Once I mastered this skill, I enjoyed
it so much that I refused to be held
in my parents’ arms. Swaggering
with my milk belly vibrating, I finally
begin to appreciate the unique
way of walking that I mastered
differently than my friends.
■

Figure 4. Different Ways of Practice Can Affect Learning. Personified bears are trying to learn how to walk on two legs on traditional treadmills like
humans. The bear holding the handrail (top) while walking displays no sign of learning after getting off the treadmill. The bear swinging arms freely
(bottom) while learning displays quick acquisition of the new walking skill.Original figure by Frank Zhao.
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The Brain and
Swiping for
Love
by Samatha Beck
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I

n the age of COVID-19 and
social
distancing
where
virtual relationships are all
we have, is swiping on dating apps
enough to satisfy the human desire
for social interaction?
The year is 2020. The
COVID-19 pandemic is sweeping
the world, leaving fear, instability,
and a very isolated human race
in its wake. 42% of individuals
in the United States now work
from the confines of their homes,
33% are not working at all, and
the remaining 26% of workers in
the United States are deemed
“essential” and attend in-person
work.1 In these unprecedented
times, we are starved for human
connection. Our once vibrant and
fulfilling social lives have been
reduced to endless TikTok dances,
takeout dinners, and Zoom birthday
parties with no concrete end in
sight. While in social isolation and
quarantine, sometimes the only
human connection we receive is
through the pixels on our phone
screens.
In many ways, we have
overcome our predicament and
created a new normal. Masks
are required in almost every
public space, prompting fashion
enterprises like Gucci and Dior
to come out with their own chic
face-mask lines. Restaurants have
expanded outdoor patios to satisfy
the “6 feet apart rule,” so patrons
can support local businesses
without fear of infection. As
playdates for children and happy
hours for adults have gone virtual,
so has the dating world. This era of
instability has prompted many of us
to look to what matters most; we
cling to family members, friends,
and partners, recognizing how
lucky we are despite the crumbling
world around us. For those who lack
a significant other, it is no surprise
that the dating app world has seen
an increase in use throughout the
pandemic. One app, OKCupid,

experienced a 700% increase in
dates, while another, Bumble, saw
a 70% rise in video calls.2
Our phones vibrate signaling
a
notification.
The
words,
“Congratulations! You have a
match!” splay across the screen in
bold letters. This notification used to
excite us. It used to fill us with warm
and hopeful thoughts of potential
love and companionship. But now,
months later, this digital intrusion
doesn’t even cause us to skip a
beat. We swipe the notification out
of view and continue scrolling. For
better or worse, our dating lives
have gone virtual. What does that
mean for our brains and human
connection?

Humans as Social
Creatures
While many people selfidentify as introverts on the
infamous Myers-Briggs personality
quiz, introverts still rely on human
presence. While you might not
need or want constant socialization
to be happy, there are countless
case studies that exhibit the primal
need for human interaction.
Genie Wiley, a feral child, is an
intense example of a human being
who never received socialization
from her family. Genie spent
the first thirteen years of her life
strapped in a straitjacket in a dark
room, where she was not spoken

to nor allowed to walk or talk.3 This
extreme example of consistent
neglect and torture throughout
development provided scientists
with a unique subject to study the
importance of socialization. After
her rescue, Genie was found to be
very intelligent and could string
words together to communicate
a simple thought, but she could
not form complete sentences or
socialize in any meaningful way.
Scientists at UCLA found a lack
of hemispheric maturation and
lateralization in Genie’s brain, as well
as an under-developed prefrontal
cortex, which points to her lack of
complex thought and emotional
capabilities.4 Genie is still alive
today, and though she lives a very
secluded existence—her last known
whereabouts were in an adult foster
care home in California—it is clear
that her lack of social interaction
throughout
development
permanently scarred her. Genie
was unable to fully recover from
the abuse that she endured, and
her inability to socialize continues
to provide insight to the scientific
community about the importance
of human interaction throughout
life. The story of Genie Wiley is a
severe case study of abuse and
extreme neglect. Her experience
is not easily replicated in a healthy
family setting, yet scientists are
finding that social isolation caused
by the COVID-19 pandemic poses
different risks to human survival.
The increased rates of mental
health disorders, substance abuse,
and domestic violence charges
recorded since the beginning of
the global pandemic in March of
2020 points to dangerous societal
consequences from COVID-19.
However, scientists are only left
with educated speculation as there
is an extreme lack of longitudinal
data about the societal effects of
COVID-19—as it still plagues our
nation today.
Since the dawn of humanity,
108

SCIENTIFIC KENYON

Figure 1. Mirror neurons in action. A mirror neuron fires an electrical pusle, or action potential, when the monkey iether observes or executes a specific
action.In this case, the mirror neuron responds to grasping actions. The graph at the bottom shows what the action potentials (each depicted as a hump)
would look like when measured with an electrode, as used by the researchers. By Harvard University, John Taylor, Yongeun Choi. Available under Public
Domian.

humans have evolved to prioritize
cooperation and socialization.
5
Understanding
social
cues
and learning from others has
demonstrated to be critical
throughout evolution; for example,
early humans who shared their
food or learned survival skills from
others were more likely to survive
and reproduce. While this might
seem like an obvious conclusion,
scientists also discovered that
throughout the generations, these
social individuals who utilized
cooperation to their advantage
(and survived) were slowly altering
their genetic code and passing
on a robust prefrontal cortex and
mirror neurons to their offspring—
which ultimately contributed to the
extreme degree of socialization we
see today in modern society.6
Mirror neurons are constantly
cited in scientific literature as a
reason for why humans strive to
connect with one another (Figure
109

1). These neurons, which are
primarily found in the F5 area
of the inferior frontal cortex and
inferior parietal lobe, have the
ability to read social cues, facial
expressions, and gestures to allow
humans to comprehend more
nuanced social interaction.7 These
particular areas of the brain which
house mirror neurons are known
to be responsible for language
processing and production, as
well as more psychologically
complex skills like the perception
of emotions.8 Emphasized in Figure
1, the monkey elicits the same
neurological response (the action
potential highlighted in red) to
watching the ball being picked up
from the table as when the monkey
performed the action itself. Not
only do these neurons demonstrate
how humans learn skills that could
assist with survival, but these
neurons play a fundamental role
in the mechanism of empathy in

the brain.6 These neurons provide
insight into the human ability to
copy the actions of others and can
even describe how watching and
fulfilling the actions of others is
intuitive social behavior.
Even though our priorities as
humans have drastically shifted
throughout generations —our
survival is not usually threatened
on a regular basis—our social and
moral code as humans has only
gained significance. In modern
times, people who are more
social are actually deemed “more
successful.” A longitudinal study
conducted by Duke University
in 2015 found that social
kindergartners were twice as likely
to graduate from an undergraduate
collegiate program than their “nonsocial” counterparts.9 Furthermore,
social kindergarteners were almost
50% more likely to have a fulltime paying job by the age of 25.
Studies like these demonstrate
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the importance of socialization at
a young age and how it predicts
potential success in adulthood.
We might not need to be social to
survive in modern day society, but
we definitely need to be social to
thrive.

Technology as a
Crutch
We can swipe on Tinder,
snap a picture of our freshly
baked sourdough, and text our
grandmother all in the same minute,
but what does that mean for the
quality of our virtual relationships?
Social interaction is essential
for human success, and technology
provides a virtual world where
that can happen at the drop of a
hat. During a time period when inperson relationships are unsafe and
unattainable, technology allows us
to remain connected. Whether it is
video chat, social media, or instant
messaging, there is always a way to
interact with those we love most.
As the use of technology continues
to skyrocket in every setting, it is
pivotal to investigate how constant
screen time affects our brain health.
Is there such a thing as being too
connected?
Interpersonal intimacy suffers
when existing through social
media.10 Three factors have been
highlighted as being incredibly
important in predicting the success
of a romantic relationship: selfdisclosure, social support, and
physical contact. Self-disclosure
is defined as the act of confiding
in and trusting your partner,
while social support is receiving
reassurance and emotional support
from your partner. While these
two factors are demonstrated to
transcend in-person relationships
and can exist in some capacity
virtually through phone calls
and FaceTimes, physical contact
obviously cannot endure in a
remote environment. Furthermore,

the quality of self-disclosure and
social support has been shown to
lack empathy when being practiced
in virtual environments.11
When looking at how in-person
interactions differ from virtual
interactions in the brain, scientists
find that live conversation elicits
a higher response of activation in
the dorsal medial prefrontal cortex,
right posterior superior temporal
sulcus, and right temporoparietal
junction in contrast with recorded
interactions (Figure 2).12 Not only
is there higher activation in these
specific brain regions for in-person
interactions compared to virtual
ones, but there is also greater
stimulation in the reward pathways
of the brain, demonstrating that
in-person conversation is more
fulfilling and satisfying than remote
conversation. Figure 2 includes the
scan of one brain from four different
vantage points: the right sagittal
section, left sagittal section, medial

section, and coronal section.
Orange BOLD signal intensity
demonstrates action in these areas
of the brain for live interactions
rather than recorded interactions.
Furthermore, scientists are starting
to make connections about the
relationship
between
remote
interaction and mirror neurons.
Mirror neurons do not activate at
the same degree when learning
is performed through technology.
This finding, along with research
that online learning drastically
alters memory and attention
spans, demonstrates connections
between remote schooling and
mirror neurons.
As the use of technology
continues to grow, it is important
to acknowledge the mental health
implications of constant screen
time. Interpreting mental health
research is difficult in a longitudinal
context due to the introduction
of advanced technology within

Figure 2. Live vs Recorded conditions. T-values for regions showing significantly greater BOLD signal
during live presentation of a person as compared to a video recording are displayed on a template brain. Left sagittal (x=-52), Right sagittal (x=52), medial (x=-4), and coronal (y=12) sections are
displayed. By Massachusetts Institute of Technology, Elizabeth Redcay, David Dodell-Feder, Mark J.
Pearrow, etc.. Available under the Public Domain.
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Figure 3. Examples of photo filters. From left to right, the presented images illustrate profile pictures that apply no filter (A), slight photo filter (B), and
“unnatural” photo filter (C). The portraits are modeled by a research assistant. By Universidad Catolica Luis Amigo, Antonio Olivera-La Roasa, Olber
Eduardo Arango-Tobon, Gordon P.D. Ingram. Available uder Public Domain.

the last 20 years. However,
scientists have discovered that
consistent screen time throughout
development is highly correlated
with depression, anxiety, and a lack
of self-esteem.13 The proposed
mechanism is currently under
debate, but many scientists agree
that the physical computer or
phone screen itself is not causing
the negative symptomatology of
depression and anxiety. Instead,
the lack of sleep, stress on
interpersonal relationships, and
exposure to age-inappropriate
content is what causes problems
with mental health.14 Whether it
is content of harassment, cyberbullying, or promoting disordered
eating, digital platforms often
expose children to nuanced topics
before they are necessarily ready.
Context is pivotal when
determining if technology is a net
negative or positive contribution
to human life. During these
unprecedented times of the
COVID-19 pandemic, technology
is our saving grace and the
reason that education, jobs, and
relationships can continue despite
a deadly virus ravaging the country.
It allows for the rapid distribution
of news, connection to people
around the world, and constant
111

entertainment in an otherwise
isolated environment. On the
other hand, technology ultimately
hurts our interactions with others
and consistent use allows for
complete societal acceptance of
virtual communication behind the
confines of a 5.7 x 2.6 inch retina
display.

The Gamification of
Dating Apps
As humans strive to be social
during a time period of distancing,
dating apps have become a
common way for single individuals
to meet potential partners.
Marketing tactics by the big
names in online dating like Tinder,
Bumble, OkCupid, and Match.
com, cause users to scroll through
profiles for an average of 20 hours
a week, producing 1.6 billion
swipes per day (on Tinder alone).
15
While Tinder is not necessarily
technologically
advanced
in
comparison to its competitors,
Tinder quickly became the most
popular dating app on the market
with its 7.86 million active users
due to the game-like environment
the company fosters for finding
love.16 The infinite swipe function
of dating apps allows Tinder to

“game-ify” the process of finding
a relationship. Gamification is the
idea of applying game elements
to non-gaming situations—like
dating. This unhealthy environment
of unlimited swipes convinces users
that there are always new people to
meet and potential matches to be
made, even if that is not necessarily
the truth.
While the gamification and
unlimited swipe aspect of dating
apps can be beneficial in theory due
to the idea that there are “more fish
in the sea,” it fosters a dangerous
and shallow mentality for finding
a serious life partner.17 Depending
on the dating app of choice,
images and a person’s physical
appearance are usually focal points
in the decision to “swipe right” or
select an individual as a potential
match. When asked to identify the
most important quality in a match
on dating apps, men ranked looks
of their potential match as most
important, while women ranked
looks second behind humor and
conversational skills.
Furthermore, the environments
of dating apps cause users to focus
more on physical appearance than
personality. Figure 3 demonstrates
the nuance of images on dating
apps by illustrating the concept of
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“face-ism,” which is the unhealthy
tendency to stereotype individuals
based on their facial appearance.18
The figure emphasizes how humans
are drawn away from the “uncanny”
or “unnatural” and towards images
that are familiar to them. Panel A,
which is the only unedited image
in Figure 3, has been shown to
elicit the most positive responses,
relative to panels B and C. Panel C,
which differs from the others due to
photoshopped eyes, highlights that
even after a quick scan through the
images, a user would be thrown off
by the bug-like appearance of the
woman in panel C and would choose
not to match with her. Looks are
prioritized over other factors when
determining a match due to the
lack of other accessible personality
traits that can be distributed on a
platform like Tinder. This fact leads
many social neuroscientists to
worry about the long-term mental
health implications about the
extreme prioritization of physical
appearance.19 As it is difficult for
scientists to predict the future
and understand the long-term
implications of dating app use in
society, it is clear that the industry
of online-dating is definitely an
area of interest for social scientists
and neuroscientists alike.

Addicted to Dating
Apps
An addiction to dating apps
is categorized as a behavioral
addiction, or an addiction to a
behavior rather than an exogenous
substance like a drug. Many people
underestimate the severity of a
behavioral addiction (others include
compulsive gambling, addiction to
sex, and kleptomania), but these
addictions often inhibit individuals
from leading a normal life.20
Being addicted to dating apps
is no different. While your initial
intention to join a social media site
or dating app might be to meet

new people, the marketing tactics
of dating apps are so addicting
that around half of the users
demonstrate compulsive swiping.
21
Once you get hooked on the
unique ability of social media to
quantify how much others love you
via likes, retweets, super-likes, and
comments, you become obsessed
with distinguishing and comparing
your own position in the virtual
hierarchy. This process of posting,
receiving likes and comments,
engaging in others’ posts, and
comparing your social media
presence to others is so ubiquitous
that you probably performed
similar actions when you woke up
this morning. While participation in
social media might seem harmless,
the process can be traced to
incredibly negative neurocognitive
effects consistent with addiction to
a drug like nicotine or cocaine.22
Swiping on dating apps activates
the same reward pathway in the
brain that addictive drugs do—
the mesolimbic dopaminergic
pathway—and when this pathway
is activated, it is a telltale sign to
neuroscientists that the behavior
has the potential to be addicting.

Step 1: Binge and
Intoxication—
“Congratulations!
You have received a
match!”
Dating apps are brilliantly
designed, and companies like
Tinder, Bumble, and Hinge all profit
on romantic vulnerability. When you
receive a notification that you have
a match, the release of a myriad of
hormones and neurotransmitters
elicit feelings of euphoria and
social acceptance. Not only is this
a sign that the hours of manicuring
and agonizing over your profile
images to optimize your looks paid
off, but now you really might have
met someone special!
Dopamine
is
the
most
widely known and understood
neurotransmitter in the brain that
plays a pivotal role in addiction.
When you receive a match on Tinder,
there is a flood of dopamine in the
mesolimbic dopaminergic reward
pathway to the nucleus accumbens
that is particularly powerful due to
the surprise of the notification—
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an
unprecedented
reward.23
In comparison to an expected
reward, the surprise reward of a
Tinder notification wrapped in a
little metaphorical bow sends a
dopamine rush that is so addictive
that users will wait all day to receive
that same notification.

Step 2: Withdrawal
and Twitchy Fingers
You may or may not have
realized that you have been
spending too much time on dating
apps. Even in those off moments
where you aren’t able to scroll
through your dating app of choice,
your brain is still desperate to
replicate the dopamine rush you
received from your first match. Due
to the consistent dopaminergic
influx your brain was experiencing

in the binge/intoxication phase
of finding matches, your brain
responds accordingly by trying
to regain the normal dopamine
action by reducing the amount of
receptors to bind. To account for
the rapid increase in dopamine
neurotransmitters,
your
brain
adapts to maintain its equilibrium.24
To illustrate this point, imagine your
home’s thermometer. When you
set the temperature to 70 degrees
and the climate of your home
inches above that number, the
system responds by decreasing the
temperature back to 70. The same
thing is happening in your brain.
When the amount of dopamine gets
“too high” to unnatural levels, your
brain responds by decreasing the
amount of receptors, so dopamine
cannot bind.
To add insult to injury, the
initial excitement of using dating

Figure 4. Original figure by Samantha Beck. Created in BioRender.
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apps has worn off. Emotionally, you
don’t get that same rush of euphoria
as you did when you first started
matching, and physiologically,
your brain is not pumping out as
much dopamine as it was when you
first started swiping. This doublewhammy of deficits caused by both
a lack of dopamine release and
dopamine receptors to bind, leads
to feelings of depression, anxiety,
and hopelessness.25
Furthermore,
during
withdrawal many users experience
twitchy fingers. Twitchy fingers,
a physiological pattern highly
correlated
with
technology
addiction, is characterized by rapid
small finger movements (especially
thumb motions) for when you are
not scrolling through social media.26
Your brain is missing swiping on
dating apps, and your hands are
too.

Step 3:
Preoccupation and
Anticipation—Doom
Scrolling
Due to the surprise nature
of a match on a dating app, you
never know when your next match
will come. This leads to users
mindlessly scrolling and swiping
and liking and commenting as they
wait for that reward of a virtual
match. The concept of doomscrolling is not specific to dating
apps, and manifests itself in a
variety of contexts. For example,
throughout
the
pandemic,
“breaking news” was always easily
accessible at the tap of a few
buttons. Social neuroscientists are
finding that the act of obsessively
checking news sources and social
media is detrimental to mental
health and can cause hopelessness
and depression—hence the name:
“doom scrolling”.27
This act of helplessly scrolling
while waiting for a notification
that might never arrive has been
correlated with a rise in cortisol
levels. Cortisol, which is a hormone
that maintains the hypothalamicpituitary-adrenal (HPA) axis, is made
by your adrenal glands to regulate
inflammation, blood pressure, and
controls your sleeping schedule.
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Furthermore, scientists have found
that a rise in cortisol actually
delays the ability for individuals to
recover from physiological stress.28
Therefore, it is not calming to scroll
through social media. Due to the
increased levels of cortisol caused
by scrolling, your body actually
increases its heart rate, blood
pressure, and prepares for a fight
or flight response.

What Does This All
Mean?
Dating apps aren’t all bad.
Scientists argue that due to the
diverse
connections
created
via algorithms on dating apps,
individuals are matching with
people who do not have the same
socioeconomic, cultural, or political
background, which leads to a more
integrated and accepting society
overall. Furthermore, nearly 80%
of gay, lesbian, and bisexual
users believe that online dating
is very or somewhat safe, which
demonstrates that virtual dating
apps can be an inclusive space for
LGBTQ+ communities.29
I appreciate the need for
human connection. During a
time period when we lack social
interaction, I understand the appeal
of love at first swipe. However,
due to the instant gratification

one can receive through a dating
app with minimal effort, it creates
a negative feedback cycle where
individuals are more likely to turn
to the virtual world rather than the
real world when desiring positive
reinforcement. Furthermore, the
act of swiping or scrolling through
profiles minimizes the very complex
development of human attraction
into a petty game. Humans are
becoming trained to desire that
virtual “stamp of approval” through
a like or mention on social media,
rather than an in-person vocalized
acknowledgement. When rejection
occurs, which it does more
frequently on dating apps than in
real life (due to the sheer number
of matches users make a day), it
causes individuals to choose dating
apps over face-to-face interactions.
Rejection does not feel as personal
in this environment. Utilizing
technology as a crutch has strong
ties with social anxiety and the
inability to form complex in-person
relationships.
We are all pressed for
human connection right now, but
before you decide to sit down
and download Tinder or Bumble
to satisfy your need for human
validation and acceptance, ask
yourself: do dating apps cause
more harm than good?
■
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Are We There Yet?
SCIENTIFIC KENYON

How Our Brains Understand Time
by Laura Grosh

I

f you have ever taken a road
trip, you are familiar with
the age old question: “Are
we there yet?” The anticipation,
excitement, and hope ingrained in
this question almost always has a
disappointing response, even when
it feels like you have been driving
forever. Simple decisions like when
to ask for a rest stop break or when
to change the music to a different
song or album all depend on how
we are experiencing the passing of
time. But, the time we experience
often does not match the time on
our watches or the time the people
around us may be experiencing. The
perception of time is deeply rooted
in our most basic experiences. It
has seeped into our language;
phrases like “are we there yet?” or
“time flies when you’re having fun”
are ubiquitous and carry meaning.
117

While our interpretations of time
are established in our everyday
experiences, we struggle to define
our internal interpretations of it.
Often, we don’t even think of it as
something we perceive. Unlike our
other senses, time does not have
a well-defined sensory system.
There is no ear or nose for time.
The elusivity of time creates a
philosophical question as well as a
scientific one.
Time was squarely in the
philosophical realm for hundreds of
years. Some philosophers, such as
Immanuel Kant, believed that time
is an innate and foundational aspect
of experience. He states, “Space
and time are the framework within
which the mind is constrained to
construct its experience of reality.”
To him, time lived outside of the
mind. Other philosophers, however,

disagreed, such as the French
philosopher Guyau. He held the
belief that it was our movements
through space that created time.1
Even after the advent of scientific
exploration of the neuronal basis
of time, philosophers postulated
about time in ways they didn’t
about our other senses.
The scientific exploration of
time perception did not begin
until the 19th century. Karl von
Vierordt, a German physiologist,
had successfully invented the
first blood pressure cuff, and was
ready for a challenge. Through
meticulous experiments, almost
exclusively using himself and a
lone research assistant as test
subjects, he published the first
book on time perception with a
scientific basis. This book reported
an interesting phenomenon now
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known as Vierdordt’s Law; there is
a natural tendency for people to
overestimate short periods of time
and underestimate longer periods
of time.1 While this may seem
intuitive, it opened the next chapter
in the study of time perception by
proving that this was able to be
studied by science.
But what are the neural
mechanisms
underlying
our
perception of time? How and
why do emotion, drugs, age, and
medical conditions change this?
First, we must understand how our
internal clock ticks.

Search for the
Internal Clock
If we have some internal
experience of time passing, there
must be an internal mechanism
responsible for this. In the 1960s,
the mechanism for such an internal
clock was proposed explicitly for
the first time. However, it was
not until 1984 that John Gibbon
changed how we think about
our brains and time by creating
a more definitive model for the
internal clock. His theory, named
the Scalar Expectancy Theory,
was derived from two intuitive,
familiar phenomena. First, your
understanding of time is relative
to the duration of time. Let’s go
back to the road trip. If it has been
agreed upon to change the music
once the album is over, it might be
logical to request new music one or
two songs before the album is over.
If the music will be changed every
song, it is more likely that the request
would be closer to the end of the
song. When you request a change
is relative to the period of time that
has been established for changing.
The second phenomenon is that
accuracy of timing is also relative
to duration of time. If a child asks
“Are we there yet?” and is told to
ask again in an hour, the child will
be less accurate than if they are

told to ask again in 10 minutes.
With these two observations, John
Gibbon described the model of the
internal clock.2
Gibbon’s clock has two
main parts: a pacemaker and an
accumulator.3 With some stimuli,
the pacemaker begins, sending
pulses to the accumulator (Figure
1). The accumulator is responsible
for collecting and counting these
pulses. To determine how much
time has passed, the number of
pulses is compared to memory
banks of similar situations. If there
are more pulses than in the past,
more time has passed, while
fewer pulses means that less time
has passed. This mechanism,
while simple, revolutionized our
conception of internal clockwork.
Decades later, Gibbon’s model
of an internal clock prevails for time
keeping in seconds to minutes
decision-making, albeit with some
modulating factors. When Gibbon
published his proposed internal
clock in 1984, he did not propose
a location of these mechanisms.
It was not until years later that
patterns of neuroanatomy and
neurotransmitters were uncovered.

Neuroanatomy and
Neurotransmitters of
Interval Timing
The neuroanatomy of time
perception is complicated in that
there is not one location of the
internal clock, nor a single pathway
that meanders through the brain.
Perhaps we don’t know what we are
looking for, but instead, we have
found various brain regions that
have been shown to be important
for each step of Gibbon’s internal
clock.
Stimuli from the world is thought
to begin the internal clock process,
or turn on the pacemaker. Centers
around the brain each specialize in
receiving and processing different

types of sensory information. All
of this sensory information is then
integrated in the parietal cortex
before higher level processing in
the prefrontal cortex. The prefrontal
cortex is the control center of the
brain. Because of its ability for
higher level thinking, it determines
what stimuli is “paid attention
to.” This decides which stimuli
turn on the pacemaker and which
do not.4 Once the pacemaker is
sending out pulses, certain areas of
the brain have been shown to be
better at understanding quantities.
These areas would be important in
collecting and counting pulses, and
so we understand these areas of
the brain as the accumulator. The
prefrontal cortex, basal ganglia,
and parietal lobes are all such
areas.5
The sending out and collection
of pulses in these brain areas
are useless without comparing
them to older experiences. The
hippocampus is the storage
area for memory, and plays an
important role in comparing current
experiences of time with past ones.
There are four general types of
memory. Memory of conceptual
information, memory of automatic
and procedural movement, memory
of past personal experiences
called episodic memory, and the
working memory, responsible for
processing recent and current
events. Working and episodic
memory are the most important in
time perception.4 Memory banks
of working and episodic memory
in the hippocampus contain the
information that we compare our
current world to and facilitate this
comparison, determining how
we interpret what is currently
happening around us.
Following the comparison
of memory, the prefrontal cortex
is again important in the final
integration of information. Here,
decisions are made—is it time again
to ask, “are we there yet?” The
118
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execution of time-based decisions
requires motor coordination, a
perfect mirror image to the sensory
information that started the whole
process.4
While it is useful to understand
the brain areas that make up our
internal clock, we can go one step
further. How do the neurons in these
areas communicate? To understand
this, we examine neurotransmitters,
the chemical messengers between
neurons.
People
know
the
neurotransmitter dopamine best
as a chemical that makes you feel
good. While it is better known as
a part of the reward circuit than in
time perception, it is the first key
neurotransmitter in the internal
clock. Dopamine is thought to
be the neurotransmitter to turn
on the internal clock and sets
its speed.4,5 We can study this in
patients with Parkinson’s Disease,
which
decreases
dopamine
production. They are compared
to patients that take medications
to replenish dopamine. Without
it, individuals no longer display a

change in estimation of time with
duration and when estimating two
separate durations, tend to push
them together. On a car trip, this
would be like requesting a change
in music every minute regardless
of song length, instead of waiting
towards the end of a song or
album. As dopamine also has major
implications in motor movement,
the execution of decisions following
a duration of time is difficult without
dopamine.
Acetylcholine is the other
neurotransmitter that plays a role
in understanding and interpreting
time.4,5 We know that acetylcholine
plays an important role in the
formation and storage of memory,
making it inherently important
for our internal clock. Levels of
acetylcholine in the prefrontal
cortex also may influence how we
interpret time. Drugs that increase
this, like nicotine, leads to an
overestimation of time, regardless
of the time duration.
Together,
dopamine
and
acetylcholine make the internal
clock tick. But sometimes, our

gears get stuck, or start spinning
out of control.

When Timing Goes
Wrong
When David Eagleman was
8 years old, he fell off of a roof.
What stuck with him about this
experience was how long it felt
like he was falling. “I was thinking
about all my different options. I
was thinking how I might grab
the tar paper [edge of the roof]
as I was falling and then I realized
it was too late, so I was looking
down at the ground and had a
complete calmness as the brick
floor came near me.” He likened it
to “falling down the rabbithole” in
Alice and Wonderland, that long,
fast-but-taking-forever fall.6 It was
only until a high school physics
class that he calculated how long
the fall actually took, and what
he discovered shocked him. The
whole thing took under a second,
despite remembering the vivid
detail and experience he knew he
had. Eagleman is now a Stanford

Figure 1. An overview of Gibbon’s internal clock model. Original image by Laura Grosh. Created in BioRender.
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neuroscientist, determined to find
out how these moments of terror
slow down our perception of time.
It is unethical to put test subjects
in a true life-threatening situation to
test this. But Eagleman’s research
team found a way to emulate a
similar level of fear. They drop
subjects backwards off a platform
to fall 150 feet with no ropes,
harnesses, or tethers. The subjects
are caught in a net, no one has
been hurt yet, but the experience
consistently is rated 10 out of
10 for terror time after time. The
participants consistently report the
fall taking longer than an observer,
like in Eagleman’s childhood
experience. To understand how the
participants experience time in the
moment, they wear a watch that
flashes between a number and the
negative space around the number.
Flashing at a fast speed, it appears
as if all the lights are lit up, it is
only if the flashing is slowed down
that the number is distinguishable.
The falling participants, while
reporting a slowing of time, cannot
distinguish the number. Through
this experimental design, Eagleman
and his colleagues found that the
world does not actually go into
slow motion during experiences,
but our perceptions of the memory
of them makes it seem that way.7
Changes to the internal clock alter
the perception of experiences,
even if we do not truly see the
world in slow motion.
Alterations in the internal
clock do not happen only in near
death experiences. Drugs like LSD,
disorders like Parkinson’s disease
and schizophrenia, autism, age,
and emotion cause drastic changes
to the perception of time. They all
alter the internal clock in unique
ways. Renowned neuroscientist
Oliver Sacks profiled some of
these changes in a 2004 issue of
The New Yorker.8 Sacks points out
that not all of these changes are
negative. Overestimation of time

David Eagleman’s free fall tower.7 Creative Commons Attribution License.

may allow a baseball player to hit a
ball coming at 100 mph, or a ballet
dancer to complete a series of
complex and precise movements.
Sacks likens these changes to
the stylistic slowing down and
speeding up in the infamous movie
The Matrix. The “bullet time” that
viewers of The Matrix experience
is very similar to how one of these
moments that alter time perception
may feel. But like coordinating a
normal camera lens with a slow
motion scene, our brains have
biological mechanisms that result
in alterations of perception.

The Complexity of
Emotion
Emotional modulation seems
like the simplest way to alter time

perception. But emotions can be
hard to quantify and can range
from a little boredom all the way to
the fear of a near death experience.
The simplest way to study how
emotions change the perception
of time is by showing people
different faces. The sight of an
angry face may cause a reaction
of fear, or seeing someone happy
may make you more happy. While
this isn’t a precise way to measure
an exact emotional response, it is
a great starting place. This simple
experimental design is enough
to change how we perceive time.
When shown variously emoting
faces for different durations,
people will consistently under or
overestimate how long they were
shown the face, depending on
what emotion it is. Emotions such
120
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as anger, fear, and sadness leads
to a consistent overestimation of
time, while happiness leads to
an underestimation of time.9 This
effect is even greater in young
children, who tend to derive more
of their emotion from mirroring
emotions around them.
As groundbreaking as these
results were, it did not answer the
question of how emotions modulate
time perception. Surely it was not
as simple as negative emotions
leading to overestimation of time
and positive emotions leading to an
underestimation. Time flying with
friends and the anticipation of the
destination of a road trip are both
positive emotions, yet one leads
to an overestimation of time and
one leads to an underestimation of
time. Emotions had to be broken
down further. And if the internal
clock was going to prevail, these
aspects of emotion had to have

place and functionality within the
internal clock model.
Two aspects of emotion emerge
in the perception of time: emotional
arousal and attention. Emotional
arousal refers to the physiological
changes that happen because of
emotion; your heart beating faster
and your temperature rising are
two hallmark characteristics. This
can be displayed in positive and
negative emotions—both fear and
excitement result in physiological
arousal. The other aspect is
emotional attention. This can also
go multiple directions. Where
your attention is directed matters;
is it directed on the emotional
experience itself, or what is going
on around you?
With emotional modulation
defined by these two parameters,
we can then discover how these
modulators fit into the emotional
clock and change time perception.

Figure 2. How arousal and attention work together to create different perceptions of time. Original
image by Laura Grosh. Created in BioRender.
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Emotional Arousal: a
Sliding Switch
In the lab, researchers can
change a person’s physiological
state a few different ways. Body
temperature is relatively easy
to manipulate, so it became
the starting point for studying
physiological excitement in time
perception. A direct correlation
between body temperature and
subjective time has been found: a
rise in body temperature led to an
overestimation of time.10 The same
positive correlation was found with
stimuli that increased heart rate.
Multiple means of increasing heart
rate, such as showing participants
sexually explicit pictures, all
found this effect—participants
overestimated how long they were
being shown these images.11
Emotional
arousal
can
also be manipulated through
the use of pharmaceuticals.
Stimulants such as cocaine and
methamphetamines are established
in increasing physiological arousal.
Administration of these drugs
leads to an overestimation of
time. Antipsychotics that decrease
arousal leads to the opposite
result.12 Through many means,
the manipulation of emotional
arousal led to an alteration of time
perception.
But where does this fit into our
internal clock model? Physiological
excitement is thought to act as a
sliding switch on the pacemaker.13 It
is not solely responsible for turning
on the pacemaker, but determines
the intensity and frequency of the
pacemaker’s pulses. An increase in
arousal makes the pacemaker go
faster. This results in more pulses
being collected by the accumulator.
Compared to a memory bank,
more pulses would be interpreted
as a longer period of time. This
mechanism explains how increased
physiological arousal, through
various means of manipulation,
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alters time perception.

Emotional Attention:
the Gatekeeper
Attention is both difficult to
measure and define. In the process
of time perception, attention
is considered to be relevant or
irrelevant.13 Relevant attention is
attention directed at emotional
and time processes; your attention
is focused on how you feel and
how time feels. Irrelevant attention
is the opposite; you are paying
attention to something, but that
something is not your emotions
and perception of time. Specific
rhythmic and repetitive brain waves
are associated with attention. Some
studies have shown that attention
to time processing increases how
synchronized these brain waves
are. In other words, thinking about
how time feels may make these
repetitive brain waves line up. As in
physiological arousal, the opposite
is true as well. Sharing your attention
with things unrelated to perceiving
time may make these brain waves
go even more out of sync.5
In our model of the internal
clock, attention is a gatekeeper.14
The door of attention is always
cracked open a little bit to how
we perceive time. But when we
concentrate very attentively on
how time and emotions feel, this
door is opened wide. When this
door is wide open, pulses from
the pacemaker readily get to the
accumulator. In this state, more
pulses reach the accumulator than

in a normal, steady state. So, time
is overestimated. When attention is
switching between time perception
and irrelevant stimuli, the door can
be described as leaky with holes.
All of your attention is neither
on time nor on what is going on
around you. Some pulses get
through from the pacemaker but
the door is also attempting to
stay open for other distracting
stimuli. Ultimately, this leads to
fewer pulses getting through to
the accumulator. This leads to time
being underestimated.

Assembling Your
Inner Clock
These two aspects of emotion
together can answer the question
of how emotional modulation
of time perception happens.
An increase of physiological
embodiments of emotion lead to
overestimation of time, as does
emotionally relevant attention.
Emotionally irrelevant attention
leads to an underestimation of
time. Physiological arousal and
emotionally relevant attention are
observed together and separately,
but arousal and emotionally
irrelevant attention are only
observed separately. These puzzle
pieces fit together to show us how
different emotions change time
perception.
When David Eagleman fell
off a roof, it was very likely that
his sympathetic nervous system
(responsible for our fight or flight
response) went into overdrive.

This overload of physiological
arousal was paired with emotional
attention, evident through his
retelling of the story, filled with
details of how he felt and how he
felt time passing. The physiological
arousal turned his pacemakers
speed up, and all of the pulses
made it through the attentional
gatekeeper. The result? Much
higher levels of pulses reached the
accumulator than normal, so his
interpretation of time was altered.
Time slowed down.
So why does time fly when
we’re having fun? Because our
attentional efforts, while focused
on having fun, are not focused on
how time is feeling. The attentional
door has developed some holes,
and is attempting to stay open
to both time perception and the
distracting feelings of fun. Fewer
pulses reach the accumulator than
normal, making us underestimate
the amount of time that has passed.
Time flies by.
Next time you take a road trip,
the cries of “Are we there yet?” will
now make sense. The anticipation of
arriving at a destination will increase
heart rate and with nothing else to
think about, attention is diverted
to how slowly the time feels like it
is passing. A simple question has
cultural meaning, but it also has a
biological explanation. It may not
make the never ending question
less annoying, but there is a logical
explanation. Our internal clocks
have once again been manipulated
by emotion.
■
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