The employment of psychological measurement,attention, alleviates the semantic uncertainty around video events and leads to an effective general event detection approach. This paper proposes a multi-resolution autoregressive framework to estimate a unified attention curve from multi-modality salient features at different temporal resolutions. The highlights of this work are: (1) the capability of using data at very coarse temporal resolutions, e.g. three minutes; (2) the robustness against noise caused by modality asynchronism and feature collection size; and (3) 
Introduction
Event detection is one of the most important research topics in video retrieval [7] [1] [3] . As stream-like data, video documents lack clear content structures, e.g. paragraph, section and chapter. This absence results in many problems during content management and video indexing. It is difficult to create an index directly from a video, because a randomly selected video clip is semantically incomplete and can hardly explain itself. A content sensitive segmentation or event detection is therefore essential from many aspects. Such a technique should (1) allocate meaningful video intervals or video sentences; (2) decide possible content topics so as to facilitate future queries; and (3) remove trivial or duplicated video clips from video index. However, there is no clear definition what a video event is, given the variety of video contents. This semantic ambiguity indicates the difficulty during developing a general event detection approach by modelling video contents.
A video event of importance attracts attention from views. This indicates that attention, the psychological measurement of attractiveness, can be used to find video events without involving too many semantic details [7] . A new event detection approach, attention analysis, is therefore introduced, which treats a video stream as a sequence of multiple modality stimuli and regards video segments which incur the strongest reflections as video events.
An attention perception system [11] consists of three components ( Figure 1 ): pre-attentive, attention combination and post-attentive system. The pre-attentive system quickly calculates stimulus strength or extracts salient features. Additionally, such a process is also mentioned as featureattention modelling [7] .
However, we do not assume this extraction is complete or even that these features can distinguish possible attention peaks from the background noise by themselves. This is because of strong noise in perception. The attention combination is to simulate attention mechanism in human minds. In this stage, salient features are fused as stimuli from vision, auditory and text understanding, to estimate a unified attention reflection. The post-attentive system justifies conclusions of attention combination by prior knowledge of video contents and thus completes event segmentation. This paper improves a multi-resolution autoregressive framework (MAR) for attention combination [10] . As a common hypothesis, a video document is a smooth Markovian process on both time and content presentation. Attention perception is an observation of this process and therefore is a smooth Markovian random process, too. A multi-resolution autoregressive framework is equivalent to a Markovian process on graph [15] . This indicates that our framework can meet such a Markovian temporal constraint on attention perception well. Moreover, a video document contains multi-resolution data, i.e. audio and visual streams. These modalities are independent observations or stimulus-reflection processes from different temporal and content resolutions. The new MAR framework samples and matches these modalities gradually from multiple resolutions, which avoids the problem of over-sampling as well as alleviates media asynchronism.
The rest of paper is organised as follows. A brief literature review in the domain of attention analysis for sports highlight detection is offered in Section 2. Section 3 states our preattentive system, including audio-visual salient features and the self-entropy project function, which maps signal values to attention intensity. The MAR fusion model is presented in Section 4. Experimental results and conclusion will be found in Section 5 and Section 6, respectively.
Related Work
As an exploration from computing psychology to content analysis, attention analysis is a relatively new approach in event detection. There are very few works in this field. Ma et al. [7] isolated media feature influences on perception by a series of feature-attention models, i.e. motion attention model, static attention model, and audio salient model. The authors linearly combined these feature-based attention curves to estimate the intensity of viewer attention. But this isolation introduces too much noise and leads to a fragile fusion step. With increasing feature counts, noise usually overwhelms real attention peaks in experiments. Hanjalic et al. [3] hence selected a small feature set, including block motion vector, shot cut density and audio energy. The authors counted the peak number of feature-attention curves inside a predefined floating window to estimate the probability of a game highlight. Apparently, such an approach strongly relies on signal noise ratio (SNR) of selected attention signals and the width of observation window. Later, these authors applied an adaptive filter and a 1-minute long low-pass Kaiser window filter to improve the SNR in [4] . However, neither of these works addresses the problem of signal multi-resolution and temporal constrains between different modalities.
Pre-Attentive Computing
Temporal variation, spatial contrast and stimuli strength are major factors attracting attention [6] . Moreover, the watching of sports videos is not a plain stimulus-reaction process but a content understanding with rich domain knowledge. We select seven audio and visual salient features: three from audio, the base band energy [5] , speech pitch frequency [14] , and the first order derivatives of Mel-frequency Cepstral Coefficients (MFCC) [2] . The left four visual features are visual harmony, shot boundary frequency [12] , shot zoom depth [9] and game pitch ratio [9] . These salient features are supposed to reflect the strength of modality stimuli. For example, audio base band energy measures the loudness of background noise. The higher is audio based band energy, the louder the audio stream is, and the stronger audio stimulus would be [7] [5].
Visual harmony (V h) is proposed to measure static spatial contrast in a visual frame. Since most of experimental video documents are of MPEG-1 format, we use block mean hue (Equation 1) and block hue covariance (Equation 2) to compute visual harmony (Equation 3) for n × n image block with the centre at (i, j),
(2) where C is the pixel colour. We use an 256-bin histogram to count the block covariance distribution. Therefore, visual harmony (V h) is,
where P n is the portion of bin n over all histogram.
In [3] , [4] , and [7] , salient features are normalised as attention intensity. However, we suppose it is physically unjustified to combine different modality features, i.e. audio and colour, directly. In psychology experiments [8] , both weak and strong stimuli can incur strong reflections if and only if such a stimulus change is big enough. Moreover, there are many psychobiological hypothesises about stimulus-reflection functions, such as linear and log-like reflection [8] . The normalisation of salient features is a simplification of linear reflection which is not so plausible in auditory perception [6] . To avoid these dilemmas, we favour the explanation from information theory: (1) attention is the ability of consuming information; and (2) the pan-out speed of message decides the distribution of attention. Therefore, the overall attention is,
where − → A is the attention distribution vector over all modalities; − → E is stimulus intensity vector, each element of which stands for the information provided by a given modality. Selfinformation (Equation 5) is used to assume modality contribution, since it is the amount of information which a certain event contributes to the overall knowledge.
where P i is the appearance probability of a feature at the given value i. Hence self-information can be easily computed by feature histogram. Moreover, some features have a known prior distribution which can improve the overall self entropy estimation. For instance, shot boundary frequency follows a Weibull distribution [12] . We use the EM algorithm to find the best fit and thus compute the self information entropy of these features. Nevertheless, the self-information entropy can be accumulated with time and by different modality stimuli. Figure 2 compares the attention intensity distribution of audio energy by the normalisation project function [7] and selfinformation in the final game of the FIFA World Cup 2006, France vs. Italy. The complexity of modality fusion rises not only from media asynchronism and the difference in event discrimination, but also from the contents that a video stream iterates.
It is difficult to map audio and visual segments onto the semantics. Attention analysis introduces a unified psychological measurement as the middle layer between low level features and video semantics, and therefore provides a bridge across this semantic gap. We propose a multi-modality fusion algorithm based on the multi-resolution autoregressive framework (MAR). Willsky et al. [15] argued that the MAR is equivalent to a Markov process on graph. Each node in the MAR tree denotes an optimised Markov state. The construction of a MAR tree will experience all possible Markov states from a given time point, e.g. the start of game, without pre-defined Markov states. Model parameters are automatically learnt by a three-step recursive algorithm without complex training processes. Moreover, the estimation of unified attention is generated by a large set of multimodality signals from multiple resolutions. Such an estimation hence is robust against noise. Note that the employment of data at coarse resolutions, i.e. the shot frequency over five minutes, is a significant improvement in this framework. This is not only because prior work [7] [3] [4] in attention analysis can hardly use them, but also because these coarse resolution data are able to increase the precision of event detection significantly.
Since the attention distribution vector − → A (Equation 4) is unknown in most perception cases [8] , it is unrealistic to directly combine attention intensities from different modalities. Note that audio and visual streams in a video can be regarded as two independent observations. We therefore use one attention curve, i.e. audio, as a measurement to the others and thus combine all attention curves by the MAR model. This hypothesis can be described as follows. Denote the set of resolution by R = {1, ..., R}, with r = R being the finest resolution. We set the finest combination resolution as 1.4 times of the longest shot duration, which will be about 50 sec in experiments. Node N at scale r is N (r) n = {1 : 2 r }. Let x(s) be the observation vector of visual attention on the node s, y(s) for the audio, the combination process can be described as,
where H is set as a vector of {1, ..., 1} 1 ; N is the normalisation parameter; and v(s) denotes a Gaussian noise on the tree. We use the binary tree in this application. Therefore, the projection from finer resolution to coarse resolution will be
where x(s|s−) is the sub-tree under node (s), w(s) is the Gaussian noise. For convenience, we here use the binary tree.
We follow the general algorithm in [15] to estimate MAR parameters. Two steps are included, fine-to-coarse filtering and coarse-to-fine smoothing. The fine-to-coarse step is a generalisation of the Kalman filter for tree models, which contains a three-step recursion: prediction, measure updating and merge when moving up to a coarse resolution. Different from the prior work [10] , we impose modality features gradually, which will be introduced as a new measurement in the merge step. The coarse-to-fine step smoothes these estimations at fine resolutions by spreading information gained at coarse resolutions. The details of these algorithms will be found in the following sections.
Fine-to-coarse Filtering
Letx(s|s) be the optimal estimation of attention intensity x(s) at each node s, which is computed by data in the sub-tree rooted at node s, together with P (s|s), the error covariance in the estimation.
Initialisation
Start at the finest resolution. For each finest scale leaf node s, the estimation ofx(s|s−) and the covariance P (s|s−) from the sub-tree arex
Measure Updating
The measurement updating is identical to the analogous equations in Kalman filter, although here it changes observation values from other modality, i.e. audio.
x(s|s) =x(s|s−) + K(s)v(s)
where v(s) is the measurement innovations,
which is zero-mean with covariance,
and where the gain K(s) and the updated error covariance P (s|s) are given by,
Repeat the above steps several times until P (s|s) is smaller than a given threshold.
Sub-tree fusion
The second step is to merge estimations from immediate children at node s. Specifically, letx(s|sa i ) be the optimal estimate at one of children sa i of node s and v sai , the subtree rooted at sa i , and P (s|sa i ) for the corresponding error covariance, the fusion step is,
The error covariance matrix P (s|sa i ) indicates the attention weight distribution on modality features at a fine resolution. We keep this matrix for the later coarse-to-fine smoothing.
To avoid the extra noise caused by the assumption of coarse resolution features such as shot frequency at fine resolutions [10] , each layer of the MAR tree is regarded as an individual Markov process. Therefore, an extra round of Kalman filtering is carried out when a new feature is available at a coarse resolution otherwise these covariance and estimations would be calculated by Equation 7.
Fine-to-Coarse Prediction
An one-step fine-to-coarse prediction is proposed to estimatê x(s|sa i ) and the error covariance for each child of s.
where
Coarse-to-Fine Smoothing
When this fine-to-coarse filtering reaches the root, all possible time delays between modality events are experienced; the error covariance and optimised estimations at all nodes are calculated. Attention from different modalities, i.e. audio and visual, are therefore synchronous if and only if the temporal resolution is coarse enough. In particular, the coarse-to-fine step fuses a node s with its optimal smoothed estimations and covariance from the parent sr.
Unified Attention Estimation
Prior estimation-updating steps, including fine-to-coarse and coarse-to-fine, fuse information from attention sampling at different temporal resolution and modality features. We estimate an unified attention as a mean of all available visual attentions on a given resolution (Equation 24) to avoid resolution difference among modalities.
where x i (s) denotes the visual attention vector at a resolution i, H a unit vector and N the normalisation parameter. The algorithm for event detection hence is a tree search of attention peaks.
Experiment
The evaluation set includes six whole MPEG- To evaluate the effectiveness of attention analysis, we propose the measurement of attention intensity ratio on events and other general video clips (Equation 25). According to the hypothesis of attention analysis, a large ratio reflects the efficiency of proposed measurements and related fusion algorithm.
where E is the expectation function, and A events , A goal , A denotes estimated attention intensity on events, goals and the whole game, respectively.
We use the feature set {average block motion, shot cut density, base band audio energy} in [3] and [4] to compare attention fusion frameworks. The linear combination in [7] is taken as the baseline. Table 1 states six fusion approaches: Linear I [7] directly adds up normalised feature values; Linear II linearly combines normalised features with the optimised weights from the fine-to-coarse step of MAR; MAR I compares attention intensity on the leaves (0.3 sec) with the self-information projection function; MAR II on 1-minute resolution; Linear III and MAR III are similar to Linear I and MAR II respectively, but work on our seven feature set. The performance of MAR framework is better than linear combination at all resolution whist MAR III gets the highest attention ratio. Additionally, the performance of Linear III is worse than Linear I. This shows that linear combination is not robust in attention fusion.
As [4] , we counted the coverage of goal events in the top five of attention peaks (Table 2 . It is interesting to find that many replay segments of goal events are detected without using any temporal sequence models. This is a welcome result since replay is a special video editing effect to highlight important game events. Note that such a phenomena has not been reported in prior works [7] [3]. We owe this advantage to the self-information projection function, because the manual editing brings many rare feature values, i.e. the silence in audio and the jump of shot frequency, which will gain a high information increment. Feature-based attention curves are combined to find an optimised estimation of video affection from multiple modalities and temporal resolutions. The advantages of the MAR framework are: (1) the employment of information at coarse resolutions, which can hardly be used in content-based video analysis before; (2) the multi-resolution sampling and matching framework which alleviates media asynchronism caused by media resolution gap; (3) the extensibility and robustness on a large and noisy feature space.
Acknowledgement

