Abstract-Multiple model adaptive control (MMAC) is a weU established approach for implementing adaptive systems with fast transient res nse. This aper considers a recently developed M M A A e t h o d basel on adaptive nonlinear backstepping control where the parameter estimate may be discontinuously reset based on a criterion that reqnim a negative jump in the associated control L apunov function. Particular attention is paid to transient e&ects due to data filtering, which must be introduced in any practical implementabon of the MMAC algorithm in order to reduce the sensitivity to noise, disturbances and model uncertainty. The main contribution of this paper is insight into the robust behavior of the adaptive system resulting from the filtering, and au investigation into the trade-offs between high transient performance and robustness to uncertainty. We also suggest data filter tuning guidelines and illustrate the m l t s using a simulation example.
I. INTRODUCTION
The main motivation for introducing reset of the parameter estimator in adaptive systems is to increase the transient performance without increasing the steady-state noise sensitivity. The transient performance has a strong relationship to the choice of the adaption gain matrix. The higher the values of the diagonal elements of the adaption gain matrix, the better the transient performance of the system. However, the noise sensitivity of the system increases with higher values.
Introducing parameter resetting to rapidly counteract large parameter estimator errors may lead to a system having both fast transient response and a low steady-state noise sensitivity.
To cope with this problem, multiple model adaptive control (MMAC) [7] . where the idea of proving stability is combined with the development of the reset algorithm. This is done by using the proposed control Lyapunov function from the adaptive control design as a criterion for performing reset. However, the analysis in [71 are based on some simplifications, in particular neglecting the effect of some filters that must be introduced in a practical implementation of the resetting algorithm in order to reduce the effect of noise, disturbances and model uncertainty. This atticle deals with the infirmity above.
MULTIPLE MODEL ADAPTlVE CONTROLLER WlTH

RESETTING
A. Adaptive controller
The systems to be studied in this article are socalled parametric strict-feedback systems, [SI: j.1 = zz +pi (x1)=8
(1) 
E. Ideal estimator reset criterion
In [7] Direct application of this theorem assumes that 0 used in the expression (6) can be estimated perfectly from measurement data, and in [7] a method of estimating the unknown 0 is given. However, they neglect the effect of data filters that must be incorporated in a practical algorithm in order to achieve robustness with respect to noise and uncertainty. Below, we review this method and study in detail the filter transients.
C. Parameter estimator
We assume a finite number of fixed parameter hypotheses el, . . . , e h that are compared at each time instant to see which one gives the largest decrease in AK ( t ) .
The first step in the development of the parameter estimator is done by filtering both sides of the parametric strict-feedback system 
@]
where H i (s) is typically a lowpass or bandpass filter. The main purpose of these filters is to replace differentiation operations by appropriate high-pass filters, in addition to reducing the effect of high-frequency noise, low-frequency disturbances and other model uncertainty in the estimation model. We introduce the following scalar definitions 
. . . , 
which gives (12) and (15).
Defining the predictor
we get an expression for the prediction error:
Since the term C ( t ) CT ( t ) may be singular, equation (22) cannot in general be solved for 0. One approach may be to filter both sides of (22). For simplicity, we consider a first order filter, G(s) = 1/(1 + T~S ) :
Multiplying both sides of (21) by C t) gives 
de,&) = S-'(t)gi ( t ) +ei (28)
The overall idea of using the estimate e,,, (t) of the unknown parameter B in (6) for the reset criterion, is based on the fact that Bt , , , , (t) may settle much faster than the parameter estimate O ( t ) in the update law (3) such that O,.,(t) will be a better estimate than &t) during a transient phase. On the other hand, the accuracy of the estimate f e a t ( t ) will indeed be much more sensitive to noise than B(t), since the dynamics of the filters G(s) and H,(s) are usually much faster than the dynamics of 8(t) in (3). This may be considered to be of less importance as B,,,(t) is intended to be used as an estimate only during a transient phase. We remark that the estimate (28) is similar to the estimate proposed in [7] , the main difference being that we consider in detail the effect of Btrons(t) in the present paper.
III. TRANSIENT ANALYSIS OF THE EFFECT OF FILTERING A N D UNCERTAINTY
A. Main result based on the estimate Be,, (t) from the previous section:
First we define an estimate of the Lyapunov function ( 5 ) An instantaneous jump 8(t') = 8, leads to an instantaneous change in V,.,(t)
AK,,,,(t) = f (~( t + , & )~z ( t + , j , ) -~( t )~z ( t ) )
The point of interest is located in the difference between the jump in the adaptive control Lyapunov function (6), and its estimated value (30) being used in the reset criterion AK,e,t(t) < 0.
'
It is assumed that a negative jump in the exact adaptive control Lyapunov function (5) is desirable whenever this is possible (recall Theoiem 1).
Criterion I: To ensure avoiding erroneous reset using AV&(t) < 0 insteapof A K ( t ) < 0 as the resef criterion, a negative value of A,V&(t) must lead to a negative value of AK(t). cannot be assumed to he known, so this theorem cannot be used in a direct way to formulate a better reset criterion: Instead, we pursue addition insight from this result in the;following sections.
B. Geometric interpretation for first order systems
First assume for sihplicity that z is of dimension one, which leads to AV, ( t ) = 0, such that (32) may be written:
As stated above, a form of persistence of excitation must be assumed for (24b). It can be seen from (28) that poor conditioning of S ( t ) generally means that the estimate B,,,(t) is inaccurate. Moreover, the persistence excitation condition will typically hold during transients, where a reset may be profitable. On the other hand, when close to steady state, the persistence of excitation condition may not hold,
which is the Same as, claiming IIA (8% -B e s t ( t ) ) /I2 < llA (8 ( t ) -Best ( t ) ) 112, with the Cholesky factorization r1 = ATA. For simplicity, assume equal diagonal elbut in such an instance there is no need for reset anyway.
Hence, reset is not permitted when S ( t ) is found to be too poorly conditioned. ements in r, leading :to the fact that the inequality can be rewritten as #5' i -Beat ( t ) 11 < 110 ( t ) -Best ( t ) 11. This can be done without loss of generality because r may be 
: :
Hence, a similar geometric interpretation can he given in a space that is similar to the @-space in terms of the transformation matrix A . see Figure 3 for the case when Vtsualilation of inequality (33) of Theorem 2 in terms of a transformed to cI hy linear transformation of the coordinate axis in the 8-system. The given inequality, and indeed (32), is satisfied if the estimator reset candidate 8, is located inside the circle centered in Beat ( t ) with radius 110 ( t ) -Best ( t ) I/. This is depicted in Figure 1 , where the estimator reset candidates satisfying (32) are made gray, in contrast to the black ones not satisfying (32).
Further, for Theorem 2 to hold, the inequality (33) must hold as well. This inequality may he seen as the "forbidden" zone inside the circle, and is visualized as the shaded area in Figure 2. According 19 (331, the angle between the two vectors 0,,,,,(t) and 0, -8(t) must he between *goo, for any reset candidate 8, if an erroneous reset is to he avoided.
C. Geometric inferprefafion for sysfems of higher order
Next assume that r may not have equal diagonal elements, and z may not be scalar. The latter means that AVzs (t) may he different from zero. The inequality in (32) may he written as IIA (& -Best ( t ) ) ii2 + IIZ (t+) ii2 -iiz(t) ii2 
D. Resetting criterion revisited
In the context of the above geometric interpretation, avoiding erroneous resets due to filter transients essentially amounts to avoiding reset candidates within the "forbidden its steady state, may he fulfilled without having to wait for its slow dynamics. This is so because resets may have taken place during its settlement, hence speeding up its dynamic behavior.
At a first glance, it may seem unlikely that 8.,,(t) will he confined to such a straight line, hut it tums out that this may in fact he a close to typical situation, as pointed out in the following theorem. Note that the definition in (15) and $e assumption of infinite slow dynamics, hence F T ( x ) = FT, has also been used.
(38) may be seen as a first order low pass filtering of straight line behavior input signal, whose transient terms due to initial conditions are moving in parallel with this input. This leads to an output result Bt,,,,(t) also with straight line It follows that the straight line assumption is not severely unrealistic such that the "forbidden region" is typically a small subset of the circle in the geometric interpretation in Figure 2 . This will be further discussed and justified in the context of the example in section IV.
behavior, hence 0..,(t) moves in straight lines.
Iv. CASE STUDY A. Augmented quarter car model
A case study that illustrates the concepts given in this article is an extension of the wheel slip control system presented in [7] . The simple model in 171 is a quarter car model. The state of interest is the wheel slin A. defined as:
which is the normalized difference between horizontal speed w and the speed of the wheel perimeter U T . Due to the shape of the friction curve, a slip value of 0.15 is chosen as the setpoint value which gives close to maximum friction, see (91 for more details. In addition to the simple quarter car model in [7] , the dynamics of the actuator is also included. The system may be presented as follows
where z1 represents the wheel slip error, z1 = X -0.15, k52 represents the brake force produced by the actuator, and U is the clamping force commanded to the actuator. The parameter k is an unknown factor that represents the conversion of clamping force from the actuator output to the actual brake force in the quarter car system. k can then be seen as a gain that connects the two sub-s stems (40) and ( The domain of the roadtyre friction coefficient 01, is from 01 = 0 indicating no tyrefroad surface friction to O1 = 1 corresponding to maximum friction (dry asphalt surface).
The model (40) -(41) is not in standard parametric strictfeedback form (l), and has to be transformed to this form to be controlled by the strategy described in Section 11.
By defining 2 2 = k i z , and assuming 2 ij r, due to the 
E. Simulation scenario
The simulation is based on a situation of a car braking on a heterogeneous road surface, for example asphalt that is partly covered with ice or water. This leads to rapidly changing roadtyre friction coefficient B1. In addition to this, the amount of force transferred from the actuators to the brake pads is given, by the force gain coefficient 02. The force transmission may change almost instantaneously due to leakage in the hydraulics or the brake pads becoming wet. A worst case scenario is when both O1 and 6' 2 change their values at the s h e time. The scenario to be simulated is represented by the step changes in 0 as shown by the solid line in Figure 5 .
C. Reset algorithm and tuning
The adaptive conkoller may be tuned by first disconnecting the reset algprithm In this example 0: E R2, which means that the choice of parameter reset candidates is made as a grid pattern in the plane. The "density" of the pattern must be selected to address the tradeoff between noise sensitivity and transient performance. As the, density of the grid pattern increases the parameter estimate approaches the behavior of using Beat ( t ) directly as 4 estimator in the adaptive system. As the grid pattern becomes more coarse, only large transients will benefit from the resetting strategy. The grid pattern used in this example is in , Figure 6 indicated with small crosses in a 3 x 5 pattern. Figure 4 shows the value of the Lyapunov function as a function of time for a simulation of the adaptive system with and without reset. Even though no safeguard regarding avoidance of erroneous reset is used, the resulting Lyapunov function response in Figure 4 shows no signs of that such an occurrence has taken place.
D. Simulation results
By comparing the two situations for system with and without reset in Figure 5 , the fast filter dynamics greatly improve the transient. performance without increasing the noise sensitivity, see b o Figure 6 . The effect of filtering leads to the parameter estimate making several small jumps in the right direction :rather than one big jump directly to the right estimate (or,, possibly the wrong estimate due to noise and other uncertainty).
It can be verified q a t S ( t ) and c(t) does not vary much during the transients. ;In the example, BeSt(t) does indeed seem to move roughly on a straight line, cf. Figure 6 , due to tuning of the data filters being made in accordance with the guidelines derived above. Since the grid pattern is fairly coarse, e^(t) is somewhat off the line between B and O,,,(t) most of the time. Still, no erroneous resets were made in the simulation example, which is the typical situation with the present tuning. Immediately after a reset has taken place, there may be a short time interval when the "forbidden region" is quite large. However, the likelihood of an erroneous reset during this phase is still fairly small as the circle containing all reset candidates becomes smaller, typically containing only the one to which a reset has already been made.
V. CONCLUSIONS
Introducing parameter resetting in nonlinear adaptive control may greatly improve the transient performance without increasing the systems noise sensitivity significantly. This article has studied the effect of data filters in MMAC. Such filters introduce transients that complicates the estimation of jumps in the control Lyapunov function that results from parameter estimate resets. We provide insight into causes for erroneous resets due to such filter transients, addressing the inherent tradeoff between rapid transient response, and model and data uncertainty. Data filter tuning guidelines have been proposed and shown to work well in simulations. Reset is performed at t l = 2.2s. t l = 2.3s. ts = 2.4s and tq = 10.1s. (Multi Agent Control)
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