Speech activity detection (SAD) is a part of many speech processing applications. The traditional SAD approaches use signal energy as the evidence to identify the speech regions. However, such methods perform poorly under uncontrolled environments. In this work, we propose a novel SAD approach using a multi-level decision with signal knowledge in an adaptive manner. The multi-level evidence considered are modulation spectrum and smoothed Hilbert envelope of linear prediction (LP) residual. Modulation spectrum has compelling parallels to the dynamics of speech production and captures information only for the speech component. Contrarily, Hilbert envelope of LP residual captures excitation source aspect of speech. Under uncontrolled scenario, these evidence are found to be robust towards the signal distortions and thus expected to work well. In view of different levels of interference present in the signal, we propose to use a quality factor to control the speech/nonspeech decision in an adaptive manner. We refer this method as multi-level adaptive SAD and evaluate on Fearless Steps corpus that is collected during Apollo-11 Mission in naturalistic environments. We achieve a detection cost function of 7.35% with the proposed multi-level adaptive SAD on the evaluation set of Fearless Steps 2019 challenge corpus.
Introduction
The progress in speech and audio processing has shown scope towards wide range of applications. Speech activity detection (SAD) is one of the important modules in applications like speaker verification and speaker diarization [1] [2] [3] [4] . The importance of SAD is more evident in real-world scenario as the correct detection of speech regions is necessary for feature extraction and modeling of required information [5, 6] . It is found that the performance of many working systems degrades when there is ambient noise present in the surrounding environment [7, 8] . Therefore, there is always a need to have a robust SAD approach, which is susceptible to unseen conditions. The traditional approaches for SAD consider signal energy as the primary evidence for detecting the speech regions [9] . Such methods use threshold over average energy of the signal that works well in controlled environments. However, these methods cannot work that effectively in noisy scenario. To address such issues, there have been different attempts for proposal of alternate SAD approaches. The statistical approaches are one such direction. A statistical SAD proposed in [10] showed robustness to low signal-to-noise (SNR) and vehicular environments. Further, improvements over statistical SAD approach are investigated in [11] . The multiple statistical models and combination of multiple statistical models have been studied for SAD in [12] and [13] , respectively. However, the statistical approaches either require large training data or fails for short segments.
Another way of SAD resorts to signal processing techniques. The periodic nature of speech signal is used to derive an alternate approach for periodicity based SAD [14, 15] . Similarly, entropy is considered as an evidence to detect the speech in noisy conditions [16] . The vowel-like regions belong to high SNR portion of speech signals and are less affected by noise [17] [18] [19] . Similarly, glottal activity detection and sonorant region detection are performed to identify the speech regions in a noisy scenario [20, 21] . The study in [22] suggests a self-adaptive method for SAD that has been useful. Further, the fusion of multiple evidence as well as SAD approaches also helps and reflects in improved speaker verification performance [23] [24] [25] . Some other novel approaches include semi supervised [26] , supervised/unsupervised [27] and parametric distribution based SAD [28] . The robustness of SAD techniques are mostly investigated for speaker verification and related areas.
The Fearless Steps Challenge 1 2019 is organized to evaluate the state-of-the-art methods for different applications with naturalistic audio signals in challenging environments [29, 30] . A corpus from the data captured during Apollo-11 Mission is released for the challenge. There are five different tracks in challenge, SAD being one among them. The microphones used during the Apollo-11 Mission were mostly far-field that captured most of the environmental noise, some of which have complex harmonic structure [31] [32] [33] . This makes the recorded data very challenging for accurately detecting the speech regions. The combo SAD has been proposed by the challenge organizers in their previous investigations [33] . The speech recorded in the corpus are unprompted, and hence subject to significant variations in speech characteristics for every speaker [29] .
In this work, we focus on finding an effective SAD for detection of speech regions on naturalistic audio from Fearless Steps Challenge 2019 corpus. Based on the variable noise level and sparse speech regions in the database, we use noise robust features under controlled thresholds. Hilbert envelop of linear prediction (LP) residual has been previously used as an evidence for vowel-like region detection [17] . Modulation spectrum of a signal represents the rate of articulation of a vocal signal. We consider these two evidence for designing a novel approach for SAD. Further, we propose a quality factor (Qfactor) of a signal that is derived from the denoised signal to decide an adaptive threshold. The two evidence are then used in a multi-level order to detect the speech regions. We refer this proposed method as multi-level adaptive speech activity detector. The studies in this work are evaluated on the Fearless Steps 2019 challenge corpus.
The rest of the paper is organized as as follows. Section 2 describes the proposed multi-level adaptive SAD. In Section 4, the details of the experiments is presented. Section 5 reports the results and discussion. The work is concluded in Section 6.
Challenges in Naturalistic Environments
The Fearless steps (Apollo-11 Mission) audio data is collected from 30 individual analog communication channels with multiple speakers in different locations, working real-time to accomplish NASA's Apollo missions [34] . Three primary phases of the Apollo-11 mission are selected: (i) lift off, (ii) lunar landing, and (iii) lunar walk. For the SAD task, 20 hours and 10 minutes (39 files) of human verified ground truth labels and transcripts are provided as development set and we are encouraged develop unsupervised method of SAD with limited ground truth available. It is important to note that the dataset consists of different levels of noise, amount of speech content, and amount of silence over different files. The development set comprises of about 60% audio from clean channels and the other 40% is from degraded channels, while the channel information is not provided. This makes the problem of SAD even more challenging. Due to very long silence duration, the speech activity density of the corpus varies.
Here we bring out a discussion on the distribution of the energy and duration of speech/non-speech segments over the development set to highlight the challenges associated in naturalistic environments. Figure 1 (a) shows the continuous histogram plot corresponding to short-term energy (with 20 ms frame-size, 10 ms frame-shift) of all the speech and non-speech frames of the development set data, which shows a significant overlap between the two histograms. This gives us an idea that traditional energy-based SAD approaches may not be useful in this scenario. Further, we have also shown the same histogram plot for duration of all speech segments and non-speech segments in Figure 1 (b). It can be observed that the non-speech segments have a mean duration of 8.60 seconds, while speech segments have a mean duration of 2.49 seconds. This introduces difficulty in making a decision based on duration threshold to classify a short segment into speech or non-speech.
The discrete histogram illustrated in Figure 2 shows that the speech to non-speech duration ratio is lower for majority of the files provided in the development set. This indicates there are speech sparse, speech dense and speech/non-speech balanced examples in the dataset. Looking into these issues, we propose a novel framework for SAD, which works for variable types of channels and noises.
The histograms of (a) energy, (b) duration of all the speech and non-speech segments on the development dataset.
2 http://www.ee.ic.ac.uk/hp/staff/dmb/voicebox/voicebox.html
The histogram of ratio of speech to non-speech duration for each file on the development dataset.
Multi-level Adaptive SAD
Looking into the complexity involved with the Fearless Steps data (Apollo-11 Mission), we propose a method, which uses robust features in a controlled manner based on the amount of noise present in the signal. We selected two different evidence, which are modulation spectrum energy and smoothed Hilbert envelope energy (SHE) from analysis of different noise robust features. It is important to note that these two evidence are extracted after applying a basic denoising method over the noisy speech signal. The modulation spectrum represents the evolution of the amplitude content of various frequency bands in short time Fourier transform (STFT) [35] spectrum over time. It reflects dynamics of speech production, in which the articulators move at rates of 2-12 Hz [36] , and to the sensitivity of auditory cortical neurons to amplitude modulations at rates below 20 Hz. Capturing modulation spectrum energy over specific bands of the noisy signal can be helpful to extract information only for speech component present. In this work, the method of extracting modulation spectrum is followed from [35, 37] .
The audio signal is analyzed into approximately 18 critical band filters between 0 and 8 kHz. These filters are trapezoidal in shape, and there is minimal overlap between adjacent bands. In each band, an amplitude envelope signal is computed by halfwave rectification and low pass filtering with cutoff frequency of 28 Hz. Each amplitude envelope signal is then downsampled to 80 samples/s and normalized by the average envelope level in that channel, measured over the entire utterance. The modulations of the normalized envelope signals are analyzed by computing the discrete Fourier transform (DFT) over 250ms Hamming windows with shift of 12.5 ms to capture the dynamic properties of the signal. Finally, the 416 Hz components are added together, across all the critical bands.
The Hilbert envelope of LP residual is a good approximation of the excitation source of a speech signal, which is found to be useful in various speech processing tasks [38] . In this case, the LP residual is derived by performing LP analysis on overlapped segments of an audio signal (size of frame-size 25 ms, frame-shift 5 ms, LP order 12 and sampling rate 8 kHz). To consider only gross level changes in excitation characteristics of the signal, we have smoothed this evidence over a period of 5 ms, which we termed as SHE. The SHE is significant only in the regions with human voice and not in the noise segments.
In the proposed method, instead of directly combining the two evidence, we applied them in two-levels. As shown in Figure 3 , we first applied a basic denoising method over the noisy signal, which is spectral subtraction based enhancement [10, 22] . The MATLAB based implementation (specsub) available in Voicebox 2 is used. From the denoised audio signal, we extract the modulation spectrum energy. As the modulation spectrum shows very low values for most of the noisy segments, we applied a very low threshold (0.1 × median(modulation spectrum energy)) over the normalized modulation spectrum energy. The regions detected as nonspeech in this level are considered with high confidence level and are suppressed in the audio signal by replacing them with silences. In this stage, some noise segments are confused and are not classified as non-speech. In the second level, we used noise suppressed signal and SHE evidence to further filter the audio signal. We apply a threshold over the normalized SHE feature in both time and amplitude to filter the final non-speech segments. We note that different thresholds on SHE and duration are set by observation on the development dataset, for different Q-factors. The Q-factor represents the ratio of speech and non-speech components present in the signal. To calculate this Q-factor, we derive the short-term energy contour (with frame-size 20 ms, frame-shift 10 ms and sampling rate 8 kHz) from the denoised signal and sort the energy frames in an ascending order. The mean values of energy corresponding to the lowest 20% frames and same for the highest 20% frames are obtained. The ratio of high to low energy ratio, which we termed as selective energy ratio, is considered as the Q-factor. The histogram correspond- Figure 6 : SAD with the proposed method, (a) signal corresponding to input speech along with reference labels, (b) modulation spectrum evidence along with decision from first-level filtering, (c) SHE evidence with final SAD decision.
ing to Q-factors obtained for all 39 examples of the development set data is shown in Figure 4 . We observe that the speech samples with higher values of Q-factor are speech dense and those with lower values of Q-factor are speech sparse. The waveform and corresponding spectrogram (20 ms frame-size and 10 ms, frame-shift with sampling rate 8 kHz) for a speech dense example, with Q-factor 1.02 are shown in Figure 5 (a) and (b). The same for speech sparse example with Q-factor 0.12 are shown in Figure 5 (c) and (d). This type of variability over the database, makes it difficult to set a threshold. In this work depending on the Q-factor we categorize the audio files and accordingly set different parameters to detect speech/non-speech segments. Therefore, the proposal of Q-factor is found to be an effective solution to the issues. An implementation of this proposed SAD is made available 3 for use. Figure 6 (a) shows a denoised audio sample along with the ground-truth speech/non-speech labels. Corresponding modulation spectrum energy contour and with segmentation obtained in first-level filtering is shown in Figure 6 
Experiments

Database
The Fearless Steps Challenge database contains two parts, namely, development and evaluation for the SAD task. There are 39 examples, each of around 30 minutes duration on the development set. On the contrary, the evaluation set consists of 40 examples of similar duration. The SAD labels are provided for the development set, on which the comparative studies are performed and then to be applied on evaluation set.
Experimental Setup
As explained in Section 2, we first compute the Q-factor for the denoised test file. In view of the development set data, based on the Q-factor we divide the speech files into three categories; speech sparse, speech balanced and speech dense as shown in Table 1 . This decision of Q-factor threshold is made based on the observation on development set data. Using the modulation spectrum evidence extracted from the denoised audio, we perform the first level filtering and suppress the non-speech regions. Here, the threshold is 10% of the median of modulation spectrum energy, which doesnot vary with Q-factor. Here we consider median instead of mean, because of distortion in some audio signals, which results in very high value of modulation spectrum energy for few frames. However, the modulation spectrum energy is very low for the noisy segments. Further, we extract the SHE feature from the same denoised audio signal, on which we suppress the non-speech frames obtained from the first-level filtering. This SHE feature along with the previously calculated Q-factor is applied to final speech/non-speech decision module. In this case, we consider two types of thresholds on normalized SHE value (ThSHE) and minimum duration of a non-speech segment (ThDur) that varies for speech sparse, speech balanced and speech dense examples, while the threshold on modulation spectrum energy (ThMSE) is constant over all the examples.
All the thresholds are depicted in Table 1 , which are set by analyzing the nature of SHE and duration in both the cases. We observe that the duration of individual non-speech segments are always more in speech sparse examples, accordingly ThDur. As there are less speech segments in speech sparse case, ThSHE is set higher compared to speech dense and speech balanced case. The Fearless Steps Challenge evaluation plan considers the two distinct evaluation metrics, False positive (FP) and False negative (FN), along with their combination to find efficacy of the SAD methods. FP is incorrect detection of speech in a segment where the reference identifies as non-speech, whereas FN is missed the detection of speech in a segment where the reference identifies as speech.
In the SAD task of Fearless Steps challenge, missing, or failing to detect, actual speech is considered a more serious error than misidentifying its start and end times. The primary evaluation metric for the challenge is detection cost function (DCF), which is calculated as follows.
where, PFP and PFN are probabilities of FP and FN, respectively. DCF(θ) is the DCF value for a system at a given system decision-threshold setting. Further, we show the computation of PFP and PFN,
where, Tspeech and Tnon-speech are total speech and non-speech durations in an example, respectively.
Results and Analysis
The proposed multi-level adaptive SAD is evaluated on Fearless Steps Challenge 2019 corpus. We also compared the performance with the existing methods. We note that the existing methods consider their default parameter settings and they are used here without any tuning based on the development set. We also attempted to denoise the signal using spectral subtraction based enhancement [10, 22] , and apply energy based VAD with suitable threshold to detect speech/non-speech segments (Spec-sub+Energy). Further, the results are reported for two different collars of 0 and 5 seconds to observe the trend. However, the challenge considers 5 second collars to benchmark the results. Table 2 shows performance comparison of different methods for SAD on the development set. We can observe that for existing methods, the FN is certainly higher than FP, which results in high DCF value. However, for the proposed method the difference between FN and FP is lower, which depicts that the method is not biased for either speech or non-speech regions. For the proposed method FP decreases as we increase the collar from 0 to 5 sec, whereas FN remains the same.
The proposed multi-level SAD outperforms the existing methods as well as the given baseline. The given baseline from the challenge organizers is cited from their SAD report [34] . This method learns a speech model from another corpus and then use that knowledge in Combo SAD [33] . The existing approaches could not perform that well due to the challenges in the corpus as discussed previously in Section 2. In contrast, the proposed SAD considers an adaptive threshold followed by multi-level evidence for SAD that could handle such speech in naturalistic environments. We then apply the proposed multilevel adaptive SAD on the evaluation set and obtain a DCF of 7.35%, which is ranked ninth out of 27 system submissions in the Fearless Steps SAD Challenge, with baseline system at DCF 11.7% and first ranked system at DCF 3.31%.
Conclusions
This work focuses on a novel multi-level adaptive SAD method. It is derived using two evidence based on modulation spectrum and HE of LP residual in a multi-level combination. In addition, we introduce a Q-factor that demonstrate the quality of the signal in terms of noise levels present. This Q-factor is then used to classify the signal into speech dense, balanced and sparse regions, respectively. Thus, the proposed SAD involves an adaptive strategy and uses the stated two evidence in a multilevel way. We study the method on Fearless Steps Challenge 2019 database that shows the proposed SAD performs effectively compared to the existing methods as well as the given baseline for the challenge. The future work will focus to apply this SAD for different applications in naturalistic environments.
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