We investigate the use of alternative divergences to Kullback-Leibler (KL) in variational inference(VI), based on the Variational Dropout [10] . Stochastic gradient variational Bayes (SGVB) [9] is a general framework for estimating the evidence lower bound (ELBO) in Variational Bayes. In this work, we extend the SGVB estimator with using Alpha-Divergences, which are alternative to divergences to VI' KL objective. The Gaussian dropout can be seen as a local reparametrization trick of the SGVB objective. We extend the Variational Dropout to use alpha divergences for variational inference. Our results compare α-divergence variational dropout with standard variational dropout with correlated and uncorrelated weight noise. We show that the α-divergence with α → 1 (or KL divergence) is still a good measure for use in variational inference, in spite of the efficient use of Alpha-divergences for Dropout VI [14] . α → 1 can yield the lowest training error, and optimizes a good lower bound for the evidence lower bound (ELBO) among all values of the parameter α ∈ [0, ∞).
Introduction
Deep Neural Networks have achieved tremendous success in recent years, due to the ability of these models to achieve state-of-the-art performances [11, 13, 19] . These architectures contain a large number of parameters, and several regularization techniques have been proposed for these models to avoid overfitting [18] , which can impact the network's ability to generalize. Regularization techniques have been developed to constrain the number of active parameters in a large model. For instance, dropout [18] adds multiplicative noise to the input matrix while batch normalization [6] reduces the internal covariate shift by standardizing the weights to zero mean unit variance over each dimension. In addition to these new regularization techniques, standard methods like ridge and lasso can be used. However, as in [10] , a Bayesian treatment of dropout through the minimization of the Kullback-Leibler divergence between the weight priors and and approximate posterior also leads to regularization.
Bayesian deep learning has also recently gained significant popularity, due to the ability of Bayesian neural networks to model uncertainty. This has increased the scope of applications in deep learning, ranging from classification and regression [2] , active learning [3] and tasks to detect adversarial examples [12] . The success of Bayesian neural networks is largely due to being able to apply approximate inference techniques such as variational inference [8] . Many different approximations to Bayesian neural networks using variational inference has been proposed [4] , [2, 12, 1] in recent years. [10] also showed that the Gaussian version of dropout has a neat Bayesian connection and can be used to represent model uncertainty, although counter arguments show that it may not be a Bayesian approach [7] . Variational inference, however, using the KL divergence lies at the core of almost all approaches to Bayesian deep learning.
Dropout [18] is a regularization technique which adds multiplicative random noise to each input matrix of a given neural layer. The most common version of dropout uses the binary, or Bernoulli distribution. Gaussian dropout as an approximation to the binary noise was later proposed ( [21] ). Recently, [2] showed that dropout can be considered as an approximation to variational inference in neural networks. Alternatively, [10] introduced the variational dropout which generalizes the continuous dropout technique over independent and dependent weight noise. Due to it's convenient mathematical properties and close connection to entropy, the KL divergence is very widely used in Bayesian techniques and variational inference. Even though the KL divergence can underestimate uncertainty significantly, it has been widely used for approximate inference in Bayesian neural networks. Recently, [14] showed that α-divergence can be used instead of the KL divergence for approximate inference in dropout variational inference [2] .
In this work, we examine the significance of using α-divergence in variational dropout originally proposed in [10] . Similarly to [15] , we derive a new variational lower bound by generalizing the KL divergence to α-divergences. We propose the use of α-divergence that can be used in variational dropout. We justify that α-divergence is a general case of the Kullback-Leibler, Hellinger, total variation, maximum probability ratio and χ 2 divergences. Our experiments on the MNIST dataset shows that the variational dropout with correlated noise achieves the best performance when the α-divergence tends to the KL divergence.
Background

Dropout
For a dense neural network layer h, the output of h after application of dropout will have the form:
where
is the weight matrix for the layer, ε ∈ R M × R K is the dropout noise matrix, g(·) is the activation function, • is the entrywise Haddamard product and O n ∈ R M × R L is the output matrix of layer h after the activation function. The hyperparameter in the dropout technique is considered to be the dropout rate, p. It is analogous to the regularization intensity λ for L p norm regularization and will control the magnitude of the dropout effect. The dropout rate is constrained to be a probability between 0 and 1 inclusively. In the case of binary (Bernoulli) dropout [18] , p(ε) = p ε (1 − p) 1−ε and for Gaussian dropout [21] 
As a generalization of the dropout technique, [10] propose to treat the distribution of the layer O h as a posterior distribution of the weights. In case of Gaussian noise, for example, the distribution of O h before the activation function would also be Gaussian, with mean X h W h and variance
Alternatively, we can see the initialization of the weights as placing a Gaussian process prior on them, which leads to the Bayesian prior-likelihood decomposition of the covariance function parameters p(ω|X, Y ) ( [2] ). In particular, the likelihood of the data appears in the posterior through the probability p(y|x, ω).
α− divergence
The Kullback-Leibler divergence, while the most commonly used distribution similarity measure, belongs to the wider class of Renyi or α-divergences which are parametrized by a hyperparameter α and have the following form:
where p(w) and q(w) are distributions over a common support S.
One reason why Renyi (or α) divergences have become increasingly popular are their close connection to the classical measures of similarity between distributions, such as Kullback-Leibler and Hellinger divergences. Table 1 presents an overview of particular values of the parameter α ( [5] ). 
In addition, α-divergences are connected to the χ 2 and total variation divergences ( [20] ). Using continuity properties, the definition can be extended to any real-valued α, giving better flexibility during the training process.
Lastly, notice how Equation 2 can be rewritten as
and
This form of the α-divergence turns out to be more useful if we need to compute mini-batch gradient approximations via Monte-Carlo integration.
Variational inference
In the case when the original problem is intractable, Bayesian methods allow for approximate inference to be performed. Consider a collection of observations x and latent variables h. We are then interested in finding the form of p(h|x) ∝ p(x|h)p(h), the posterior distribution of the latent variables. However, the exact posterior is intractable, which is why we approximate it with a simpler distribution q φ (h|x). The task then becomes to maximize the ELBO defined by:
where D KL is the Kullback-Leibler divergence. Because the term log p θ (x) is constant, maximizing the ELBO is equivalent to minimizing the KL divergence. As D KL (q||p) → 0, the approximate posterior q φ (h|x) approaches the true intractable posterior p θ (h|x).
In the context of this paper, we take the divergence between the prior and the approximate posterior, seeing the network weights as latent variables. The approximate posterior q(w) ≡ q(w|x, y) for the labeled tuples (x, y) of the dataset.
Reparametrization trick
In order to train a neural architecture, it is essential to have provide the optimizer with a differentiable loss function. Stochastic optimization will then be performed using automatically computed gradients with respect to the model parameters. However, when using a Monte Carlo integral approximation to the parameter gradient at a given point, we need to take care of the sampling process.For example, we might be interested in approximating the posterior on the model weights to be a Gaussian
However, if we approximate the gradients using mini-batch, it is important to take the sampling operator out of the network by using the location-scale family representation of the Gaussian:
. This allows to easily take the gradient (i.e., the derivatives with respect to the model parameters ∂q(w ij )/∂µ ij and ∂q(w ij )/∂σ 2 ij ) of the approximate posterior.
Related Work
Our work extends the variational dropout technique originally proposed in [10] . It was suggested that applying a multiplicative random noise to inputs of a fully-connected neural network layer is equivalent to computing the posterior distribution of the pre-activation outputs ( [10] ). Using the reparametrization of the weights w as w i = S i θ i , where θ i is a deterministic weight value and S i is a random variable determining the scale of the i th weight. As described in [10] , it is possible to split the posterior distribution over the weights q φ (W ) into an additive (i.e., location) parameter θ and a multiplicative (i.e., scale) parameter a. Formally, φ = {θ}∪{a}, using set notation.
The above decomposition allows us to apply variational approximation techniques by simultaneously maximizing the expected log-likelihood of the parameters and minimizing the divergence between the weights posterior and prior parametrized by a. For instance, weights initialization is equivalent to assigning a prior over the weight matrix. The training process then jointly maximizes the expected log-likelihood of the network parameters E qa(w) [ D (θ)] and minimizes the divergence between the prior distribution p(w) and the posterior q(w) on the weights.
The objective function can therefore be bounded by the variational lower bound on the expected log likelihood defined in Equation 5:
Being the relative generalization of Shannon's entropy [16] , KL is by far the most widely known divergence measure. It is very closely related to maximum likelihood estimation since minimizing the KL divergence is equivalent to maximizing the likelihood of the target parameters given the observed data [17] . Below we detail some essential properties of Kullback-Leibler divergence:
Kullback-Leibler hence is not a distance because it is not symmetric. It also does not satisfy the triangle inequality.
Several recent work proposed replacing the KL divergence in variational inference, as KL highly underestimates model uncertainty [14, 5, 15] . In this work, we show that by considering α as a hyperparameter and plugging α values at training time, we can still achieve better model performance as α draws to 1, for which KL divergence is the special case.
Divergence metrics in Variational Dropout
In order to extend the variational lower bound derived by [10] , we generalize the expression to handle an α-divergence parametrized by the hyperparameter α. Although the α parameter can theoretically take any real value, it's domain is constrained to positive reals (i.e., 0 ≤ α ≤ ∞) over practical concerns. The extension of the divergence to α = ∞ is done via limits properties and yields the log supremum of the ratio of both distributions (i.e., D ∞ (p(w)||q(w)) = log sup w p(w) q(w) ). The variational lower bound is therefore given by, where equation 5 can be seen as a special case of equation 6 when α → 1.
Similar to [10] , we start by decomposing the weights into a magnitude and sign random variables:
The weight magnitude |w i | receives a log-uniform prior (a prior uniform on the log-scale) to make calculations work out nicely and avoiding further approximations. However, this results in an improper posterior. No practical issues arise due to the fact that we are numerically approximating the posterior up to a location and scaling factor.
We can then use the following property of α-divergences:
This allows us to deal separately with the divergence between the weights' posterior and prior over the sign and the magnitude. We can decompose the above expression further:
Here, Q(0) is the cumulative posterior distribution function of the weight w i evaluated at 0, which is equivalent to P (w i ≤ 0) = P (w i < 0), the probability to observe a negative weight. The last equality is allowed by the assumption that the distribution is continuous, i.e. P (w i = 0) = 0. The term 1 − Q(0) corresponds to P (w i ≥ 0) = P (w i > 0), the probability that the weight is positive.
We can compute the second term separately by using the definition of α-divergence once again:
We reparametrize log |w i | = |w i |, which introduces the term 1 |wi| through a Jacobian transformation. We then obtain the following expression:
where the term to the positive, respectively. Combining both terms together we get the expression for the negative α-divergence between the prior and posterior of the weight w i :
where we use the reparametrization w i = θ i ε i , ∂w i /θ i = ∂ε i and all terms involving θ i cancel out. Now, recall that ε i ∼ q(ε i ). For the case when q(ε i ) ∼ N (1, p/(1 − p)), we can produce an interpolating polynomial of the third order for various values of the parameter α. Due to the fact that the distribution becomes intractable, we resort to Monte Carlo integration to approximate the expectation of the posterior.
In practice, we can use the following approximation to the likelihood of N points using a mini-batch of M points X and respective labels Y :
where (x i , y i ) is one data point of the mini-batch dataset and φ is the set of trainable parameters of the network. The gradient can then be computed by interchanging the summation and gradient ∇ φ . For the special case when the weight posterior is a Gaussian distribution, we pre-compute a 3 rd order polynomial interpolating the α-divergence and avoid directly using Equation 13 during training time. If we call the term p/(1 − p) as a, the variational lower bound becomes differentiable in a and the gradient can flow through.
For each value of α examined, N = 100, 000 points were first sampled from a N (1, a) distribution. The expectation term was then computed by averaging over the draws. A third order polynomial was then fitted for each value of α and used in all further computations involving the α-divergence. Figure 2b shows the simulated Monte-Carlo points, as well as the interpolating degree 3 polynomials for α = 0.1, 0.95 and 10. The shape of the curve D KL ≡ D 1 is similar to the one obtained by [10] . We see that −D 10 is similar in shape to −D 1 . Since the constant c can be any finite real number due to an improper prior, it's role becomes to shift the curve up or down. We can thus either use it to make the curve pass by the point (1, 0) or take c = 1 to get rid of the term completely. We chose the second option due to simplicity.
It is worth mentioning that when a particular family of prior (e.g., log-uniform) is fixed, the α-divergence can indeed be calculated exactly by simulating draws from the posterior, the prior and subsequently appealing to the law of large numbers to approximate the expectation. However, the methodology proposed by [10] works for most of the reasonable prior-posterior combinations.
Experimental Results
We compare the significance of using α-divergence with variational dropout on a set of tasks based on the MNIST dataset. Two variational dropout constructions were considered from [10] : variational A (with correlated weight noise) and variational B (with independent weight noise). Both networks were trained with the ELBO (Equation 6) as loss function. Early stopping was used to achieve a reasonable training time. All figures were obtained by taking the average of test set classification error and accuracy evaluated on the MNIST dataset over 5 runs.
As shown in Figure 1a , training the variational A dropout network with an α-divergence ELBO with α → 1 yields the lowest test set error. As the size (i.e., number of hidden neurons) of the network increases, taking a divergence close to Kullback-Leibler gives a lower average error than any other α-divergence. Figure 1b shows that the variational B architecture with uncorrelated noise does not exhibit the same behaviour; all values of α perform equally well at test time.
Figure 2a presents a rearrangement of the test set errors from variational A dropout. It can be seen that the minimum of the function is located at the value α = 1 which corresponds to the KL divergence. In other words, the variational A dropout with yield the lowest test set error when the variational lower bound is a function of the Kullback-Leibler divergence. Figure 2b shows the standardized −D α (p||q) for three values of the parameter α. We see that as the shape parameter α approaches 1, −D α -divergence converges to the negative KL divergence. Figure 3a shows the test set classification accuracy as a function of epochs. We see that α = 0.99 yields the best performance, followed by α = 0.95. If we refer to Figure 3b , a similar pattern can be observed: when the value of α approaches 1 from below, the classification accuracy improves drastically. The results suggest that if we represent the KL divergence as a special case of α-divergence family parametrized by a shape variable, then taking α = 1 will yield the lowest error or equivalently the highest classification accuracy for variational dropout with correlated noise.
Discussion and Conclusion
In this work, we analyzed the extension of variational dropout with alpha-divergence minimization. Variational dropout [10] relies on a Bayesian treatment of the weights and minimizes the Kullback-Leibler divergence between the prior and approximate posterior of the weights. In the case of correlated weight noise, the weight w i can be decomposed into a deterministic parameter θ i and a random scale variable S i . The variational lower bound is then used to maximize the likelihood of the observations. We presented a generalization of the variational dropout method to the α-divergence family. The divergence term in the ELBO expression is still intractable. We therefore resort to third order polynomial interpolation of the α-divergence as a function of the dropout rate a in the case of Gaussian dropout. We provide empirical evidence from the MNIST dataset which suggested that, when using alpha-divergences, the Kullback-Leibler divergence (D α → D KL , α → 1) yields the lowest average test set classification error for variational dropout with correlated weight noise. This provides an argument in favor of using the KL divergence in variational dropout as opposed to generalized α-divergences.
In future work, it might be interesting to adopt a fully Bayesian treatment of the α-divergence. For instance, instead of manually tweaking α, we would like the model to capture both the knowledge that KL performs better than other α-divergences in variational dropout along with model uncertainty. We could introduce a prior p χ (α) defined on positive reals with the parameters χ chosen such that the prior has a peak at α = 1.
