Nonparametric bootstrap tests of conditional independence in two-way contingency tables  by Hui, Francis K.C. & Geenens, Gery
Journal of Multivariate Analysis 112 (2012) 130–144
Contents lists available at SciVerse ScienceDirect
Journal of Multivariate Analysis
journal homepage: www.elsevier.com/locate/jmva
Nonparametric bootstrap tests of conditional independence in two-way
contingency tables
Francis K.C. Hui, Gery Geenens ∗
School of Mathematics and Statistics, University of New South Wales, Sydney, Australia
a r t i c l e i n f o
Article history:
Received 14 November 2011
Available online 25 June 2012
AMS subject classifications:
primary 62H17
62G08
secondary 62G09
62G10
Keywords:
Binary regression
Nadaraya–Watson estimator
Conditional probabilities
Pearson’s chi-squared
Likelihood ratio
a b s t r a c t
When analyzing a two-way contingency table, a preliminary question is often whether
the categorical variables under study, say R and S, are independent or not. Suppose now
that for each individual in the table, a continuous variable X is also known. It is then
worth analyzing the table conditionally on X . Contrasting these ‘‘local’’ results to the
global unconditional case allows one to go beyond the initial analysis and provide a better
understanding of the underlying phenomenon. Recently, Geenens and Simar (2010) [11]
have proposed twononparametric procedures for testingwhether R and S are conditionally
independent given X , free of any constraining linearity assumptions. However, based on
an average of kernel-based estimators, the asymptotic criterion they suggested shows an
inflated Type I error (false positive) for small to moderate sample sizes. In this paper, we
address this problem by proposing consistent bootstrap versions of the Geenens–Simar
test procedures when testing for local independence. A comprehensive simulation study
indeed shows the superiority of the bootstrap rejection criterion as compared to the
asymptotic criterion in terms of Type I error. It also highlights the advantage of the
flexibility guaranteed by the nonparametric Geenens–Simar tests when compared with
parametric competitors, e.g. logistic models. The approach is finally illustrated with a real-
data example.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Consider a sample of n individuals for which the values of R and S, two categorical variables with levels i = 1, . . . , r and
j = 1, . . . , s respectively, and an explanatory variable X , are known. In forming a two-way r× s contingency table, an initial
question of interest centers on whether there is a global association between R and S. This can be explored via testing the
null hypothesis
Hg0 : pij = pi·p·j ∀ i = 1, . . . , r and j = 1, . . . , s (1.1)
where pij = P(R = i, S = j), pi· = P(R = i) and p·j = P(S = j). The Pearson χ2 and likelihood ratio test are
methods to conduct such an analysis. Beyond this however, one is interested in seeing whether R and S are conditionally
independent given X . Put another way, we want to investigate the presence of local association between the categorical
variables. Formally, denoting
pij(x) = P(R = i, S = j|X = x), pi·(x) = P(R = i|X = x) and p·j(x) = P(S = j|X = x),
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the following null hypothesis of conditional or local independence is considered:
H l0 : pij(x) = pi·(x)p·j(x) ∀ x ∈ SX and ∀i, j. (1.2)
Such an investigation is crucial as it may produce differing results to those obtained from the test of (1.1). For instance, a
Pearson χ2 test may reject Hg0 , but one wonders whether this relationship was artificially induced by this ‘‘lurking’’ variable
X . Thus it is necessary to remove its effect and seewhether the association between R and S persists. Such situations of global
association/local independence or vice-versa are not uncommon. In medicine the magnitude and nature of an association
between diseases and risk factors e.g., myocardial infarction and number of cigarettes, are often confounded by numerous
variables such as age, geographic location and so on [27]. The problem also has relevance in species distributionmodeling in
ecology [8], where the presence/absence of a species and its global association with, say, season (spring/summer) is affected
by many other environmental factors such as water salinity and mean temperature. These two examples provide the wide
ranging context which motivates our investigation into methods for analyzing conditional independence.
Twomainstreammethods of testingH l0 are generalized linearmodels and log-linearmodels, both ofwhich are parametric
in nature. Introduced in [11], the Geenens–Simar (GS) tests are two nonparametric procedures designed specifically to
analyze conditional independence. Their original publication though relied on an asymptotic rejection criterion, resulting
in inflated Type I errors for low to moderate sample sized datasets. In this paper, we propose a bootstrap rejection criterion
which remedies this issue, that is, reduces the Type I error of the GS tests back to nominated (5%) levels without losingmuch
power at detecting local association. In doing so, the bootstrap Geenens–Simar tests offer improved statistical properties
and form a useful tool for investigating local association. Section 2 describes further the motivation for the GS statistics and
gives a brief overview of their development in [11]. Section 3 is dedicated to building the bootstrap rejection criteria whilst
Section 4 presents simulation results highlighting their performance. Section 5 seeks to provide a real life application whilst
Section 6 concludes.
2. Geenens–Simar tests for conditional independence
2.1. Motivation
Many statistical procedures are available for analyzing H l0 in two-way tables. For the case of r = s = 2, the
Cochran–Mantel–Haenszel test (see [1, Section 6.3.2]) may be used, although a downside of this method is that it requires
X to be categorical. When r, s > 2 log-linear models (LLM) [1] are often used, but here again we require discretizing X . In
addition LLMs treat all three variables R, S and X as being of equal footing [20], meaning we are not specifically targeting the
situation of R and S being conditionally associated, but in effect analyzing a three-way contingency table instead. Perhaps
the most widely used class of methods in testing H l0 is polytomous response regression [1], including the popular logistic
regression [17] when the response variable has only two levels, i.e. is binary. For the latter, denote pi as the probability
P(S = 1) and (ri, xi) the covariates for the ith observation (i = 1, . . . , n). A test of conditional independence between R and
S given X is usually conducted by comparing the models
(A) log

pi
1− pi

= β0 + β1xi (2.1)
(B) log

pi
1− pi

= β0 + β1xi + β2ri. (2.2)
Since polytomous response regressions are simply vector analogs of Generalized Linear Models (GLMs), they lack flexibility
due to the mandatory linearity assumption. As well, the categorical nature of S makes model selection and residual analysis
challenging [16]. Initial scatterplots fail to act as visual guides for selecting appropriate basis functions, and plots of residuals
versus fitted values are often uninformative with regards to assessingmodel assumptions [7]. If s > 2 then residual analysis
must be done on numerous (s − 1) models simultaneously. Another drawback is that we must pick one of R or S as the
response, and results obtained by reversing the roles of R and S in the model may be quite varied. In light of the above, we
would like an alternative test that preserves the continuous nature of X , does not involve picking a response variable, and
avoids strong structural assumptions to ensure flexibility.
2.2. A nonparametric approach
Define a random vector
Z = (Z11, Z12, . . . , Z rs)t ,
with Z ij taking the value 1 if a given individual belongs to cell (i, j) of the table and 0 otherwise. Note that the components of
Z are indexed by the pairs ij, such that the index ij denotes the ((i−1)s+ j)th component of that (rs)-dimensional vector, for
convenience. In the same spirit,
rs
ij=11, or simply

ij, will often be written in place of
r
i=1
s
j=1. We begin by assuming
our dataset is obtained under a conditional multinomial sampling scheme, formalized as follows.
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Assumption 2.1. The sample of observations is described by {(Xk, Zk)}nk=1, which form a sequence of i.i.d. replications of
(X, Z) ∈ SX × {z ∈ {0, 1}rs :rsij=11 z ij = 1}, a random vector such that Z |X ∼ Multinomial(1, p(X)), where
p(x) = (p11(x), p12(x), . . . , p1s(x), p21(x), . . . , prs(x))t .
Both cross-sectional studies and surveys that take a snapshot of the population of interest at single point in time, are
commonly used designs in epidemiology where this is satisfied. In fact any study, whether it is ecologically, socially, or
medically motivated, that commences with a single cohort and monitors it over time can be classed under this sampling
scheme. Consequently, the methods and new developments discussed in this work are applicable in a wide variety of
datasets, although we do stress that case-control studies do not fall under this category. Research is currently being done to
extend the GS tests to such sampling schemes consisting of two cohorts. Assumption 2.1 implies that for each cell (i, j) we
obtain a 0/1 response coming from component ij of each Zk. Thus along with the covariate Xk, nonparametric regression is
used to estimate the conditional probabilities pij(x). In particular, the Nadaraya–Watson estimator [21,26] seems suited for
the task:
phij(x) = n
k=1
W (x, Xk, h)Z
ij
k whereW (x, Xk, h) = K

x− Xk
h
 n
k=1
K

x− Xk
h

(2.3)
where K and h are the kernel function and bandwidth, respectively. Note that the nonparametric nature ofphij(x) naturally
grants it amaximal flexibility. In particular, there is no need for any prior structural assumption on pij(x). Standard theory on
kernel regression says that, under the regularity conditions stated below, there exists a bandwidth hijopt whichminimizes the
asymptotic mean integrated squared error when estimating pij(x) with pˆhij(x). Denoting σ
2
ij (x) = pij(x)(1 − pij(x)), bij(x) =
1
2p
′′
ij(x)+ p′ij(x)f ′(x)/f (x), ν0 =

K 2(u) du and κ2 =

u2K(u) du, it can be shown [25, a.o.] that
hijopt =

ν0

SX
σ 2ij (x)dx
κ22

SX
b2ij(x)f (x)dx
1/5
n−1/5. (2.4)
Given rs cells then in principle we would also be using rs different bandwidths, one for estimating each function pij(x).
However, for the reasons explained in [11, Section 2.3], we find it appropriate to use a common bandwidth h. Now the
following regularity assumptions are made.
Assumption 2.2. The functions pij(x) (ij = 11, . . . , rs) and f , the marginal density of X , are bounded and four times
continuously differentiable on the compact support of X, SX . Besides, f is bounded away from 0 on SX .
Assumption 2.3. The kernel K is a twice continuously differentiable probability density function symmetric about 0 with
compact support on [−1, 1].
Assumption 2.4. The bandwidth h = hn satisfies h → 0 and nh →∞ as n →∞.
Note that Assumption 2.2 is somewhat beyond that usually demanded in kernel regression, namely the function being twice
differentiable. However, four times differentiability is usually required for technical reasons when developing bootstrap
methods in nonparametric regression; see o.a. [14]. Assumptions 2.3 and 2.4 are however totally standard in kernel
regression theory. Also, SX will be reduced to an interior support ShX = {x ∈ SX : lX + h ≤ x ≤ uX − h} where lX and
uX are the lower and upper bounds of SX . This trimming allows us to avoid the inflated bias Nadaraya–Watson regression
possesses near the boundary space of SX [9]. With this revision we have the following from [11].
Theorem 2.1. Under Assumptions 2.1–2.4, if limn→∞
√
nh5 = λ with 0 ≤ λ < ∞, then it holds ∀ i = 1, . . . , r and
j = 1, . . . , s and x ∈ ShX that
√
nh(phij(x)− pij(x)) d−→ N κ2λbij(x), ν0f (x)pij(x)(1− pij(x))

.
Note that if h ∼ n−1/5, as suggested by (2.4), then λ is positive and the bias term κ2λbij(x) causes difficulty in the sequel.
Consequently, we adopt the method proposed in [12] and use a suboptimal bandwidth h = o(n−1/5) (‘‘undersmoothing’’).
Assumption 2.4 is replaced by the following.
Assumption 2.5. The bandwidth h = hn satisfies nh5 → 0 and nh →∞ as n →∞.
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In doing so, the bias asymptotically vanishes and, at the price of a higher variance, one achieves the result
√
nh(phij(x)− pij(x)) d−→ N 0, ν0f (x)pij(x)(1− pij(x))

. (2.5)
Combining the Cramér–Wold device and multinomial sampling results, we can write the analog vector form:
√
nh(ph(x)− p(x)) d−→ N 0, ν0
f (x)
(diag(p(x))− p(x)p(x)t)

(2.6)
where diag(p(x)) denotes a diagonal (rs× rs)-matrix with elements equal to the components of p(x).
2.3. Constructing the statistics
Here we briefly summarize the main ideas of Geenens and Simar [11], as we will make important use of them later.
To begin, consider the classical likelihood ratio test statistic for Hg0 (1.1), taking the form
G2 = 2n
rs
ij=11
pij ln pijpi·p·j
wherepij andpi·p·j are the maximum likelihood estimates for the probabilities of being in cell (i, j) under Hg1 and Hg0 ,
respectively. Although the above is a test of global independence, its form offers an insight as to how one can establish
a test for conditional independence. In particular, we construct the following pointwise divergence criterion:
G(x) = 2nhf h(x)
ν0
rs
ij=11
phij(x) ln
 phij(x)phi·(x)ph·j(x)

whereby 2nhf h(x)/ν0 in front is a result of the normality statement (2.5). The density f is estimated using the usual kernel
density estimate at X = x, namely
f h(x) = 1
nh
n
k=1
K

xk − x
h

. (2.7)
Although not required, for simplicityf h(x) makes use of the same bandwidth as the one forphij(x). A similar thing can be
done with the Pearson χ2 test,
∥υ(x)∥2 = nhf h(x)
ν0
rs
ij=11
(phij(x)−pi·(x)p·j(x))2pi·(x)p·j(x) (2.8)
whereby for (2.8) we define the vectorυ(x) = (υ11(x),υ12(x), . . . ,υrs(x))t with components
υij(x) =

nhf h(x)
ν0
(phij(x)−pi·(x)p·j(x))pi·(x)p·j(x) (2.9)
and then take the squared L2-norm. Fromhere, the Geenens–Simar Likelihood Ratio (GSLR) and Chi-Squared (GSCS) statistics
are established by estimating the global divergence criteria via sample means
G = 1
n
n
k=1
G(Xk)1[Xk∈ShX ] and V 2 = 1nk ∥υ(Xk)∥2 1[Xk∈ShX ]
where 1 is the indicator function, and this trimming is used for the reasons mentioned before Theorem 2.1. Specifically,
G and V 2 respectively approximate the density-weighted integral of the functions G(x) and ∥υ(x)∥2 over SX . Also, it is
demonstrated in [11] that these statistics have the following asymptotic null distributions.
Theorem 2.2. Under Assumptions 2.1–2.3, if h = O(n−β) for β ∈ (2/9, 1/2) then it is true that
h−1/2(V 2 − (r − 1)(s− 1)) d−→ N

0,
2φ0N0(r − 1)(s− 1)
ν20

h−1/2(G− (r − 1)(s− 1)) d−→ N

0,
2φ0N0(r − 1)(s− 1)
ν20

under H l0.
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In this result, N0 =

ν20 (u)du where ν0(u) =

K(v)K(u − v) dv. Also, φ0 =

f 2(x)dx = E(f (X)) and may be estimated
using φh0 = nk=1f h(x)/n. Two asymptotic one-sided rejection criteria at level α follow immediately from the above.
Importantly however, note the slow h−1/2-rate of convergence towards normality of the GS statistics. Consequently, the
sample size n is required to be really large (>1000) for these asymptotic rejection criteria to achieve acceptable levels, and
this is exactly what the simulation study in [11] shows: in particular, the type I error was seen to be unacceptably high for
small to moderate sample sizes (anywhere between n = 50 to n = 500). Therefore it seems natural to try and improve the
asymptotic critical values when n is small by using resampling methods, which will be the focus of our next section.
3. A bootstrap rejection criterion
It is well known the bootstrap can yield an approximation to the true finite sample distribution of a test statistic that
is often more accurate (reaching second order accuracy in asymptotic expansions) than those based on the first order
asymptotic distribution theory [13,15]. Therefore what we present here is the construction of a bootstrap rejection criterion
for the GS statistics which is able to reduce Type I errors made closer towards nominal levels (e.g., 5%). To commence we
seekmimic via bootstrapping the quantity
√
nh(phij(x)−pij(x)), which has asymptotic distribution provided by (2.5). In order
to use resampling methods, two requirements need to be satisfied here: (I) the bootstrapped responses Z∗ij must be binary
and satisfy
rs
ij=11 Z∗ij = 1; (II) the conditional nature of the probabilities pij(x) = P(R = i, S = j|X = x)must be captured.
Sampling with replacement satisfies the first demand but not the second, whilst more sophisticated procedures such as
residual based bootstrapping [6] do not necessarily fulfill the first requirement. What we propose therefore, adapting initial
ideas from [22,14], is a technique called themultinomial-1 bootstrap. First, conduct the Nadaraya–Watson regression similar
to (2.3) but using an oversmoothed pilot bandwidth g , and obtain the vector
pgprod(x) = pg1·(x)pg·1(x),pg1·(x)pg·2(x), . . . ,pgr·(x)pg·s(x)t
which is an estimate of p(x) under H l0. More formally, we have the assumption below regarding g .
Assumption 3.1. The pilot bandwidth g = gn is such that g → 0, ng5 →∞ and nhg4 → 0, as n →∞.
Taking an oversmoothed pilot bandwidth g is commonplace when resampling methods are utilized in nonparametric
regression, to guarantee that the pilot estimate from which we resample is stable enough; see [14] for example. Following
this, a bootstrap sample is generated as follows. For k = 1, . . . , n, simulate
Z∗k ∼ Multinomial

1,pgprod(Xk) ,
Xk being the kth X-value observed in the original observed sample. It can be seen that this scheme fulfills both requirements:
by sampling from a multinomial distribution with trial size 1 we satisfy demand I, and since the bootstrap sample
{(Xk, Z∗ijk )}nk=1 (supposedly obtained under H l0) maintains the same values of X as the original observed sample then
requirement II is also fulfilled. Last, we re-perform kernel regression on that bootstrap sample using an undersmoothed
estimation bandwidth h = o(n−1/5) to obtainp ∗hij (x). A direct application of the results in [22] (in particular, their Theorems
2.1 and 2.2) leads to the following result, which guarantees the validity of our resampling scheme to approximate the
distribution of
√
nh(phij(x)− pij(x)).
Theorem 3.1. Under Assumptions 2.1–2.3, 2.5 and 3.1, ∀ z ∈ R,∀x ∈ SgX and any i, j it holds thatP √nh(phij(x)− pi·(x)p·j(x)) < z− P∗ √nh(p ∗hij (x)−pgi·(x)pg·j(x)) < z P−→ 0
if H l0 is true, where P
∗(·) denotes the bootstrap probability measure conditional on the original dataset.
Note that the support for X is thinned from ShX to S
g
X = {lX+g, uX−g}. Now, to see how themultinomial-1 bootstrap scheme
fits into our context, considerυ(x) with components defined in (2.9). It can be seen that this vector in fact estimates the
quantity υ(x) = (υ11(x), υ12(x), . . . , υrs(x))t where
υij(x) =

nhf (x)
ν0
(phij(x)− pi·(x)p·j(x))
pi·(x)p·j(x)
which, rearranging (2.5), produces υij(x)
d−→ N 0, 1− pi·(x)p·j(x)∀ x ∈ SgX and i, j under H l0. To obtain the corresponding
vectorial version of this, we first admit the following definitions:
p0(x) = (p1·(x), p2·(x), . . . , pr−1·(x), p·1(x), p·2(x), p·s−1(x))t ,
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which is the vector of themarginal conditional probabilities (row and columns), and for any (r+s−2)-dimensional vectorw,√
w = (√w1,√w2, . . . ,√wr+s−2)t
(w) =

11
(w),

12
(w), . . . ,

1s
(w),

21
(w), . . . ,

rs
(w)
t
whereby the last statement defines a function
 : [0, 1]r+s−2 → [0, 1]rs with

ij
(w) =

wiw(r−1+j) for 1 ≤ i ≤ r − 1, 1 ≤ j ≤ s− 1
wi

1−
s−1
j′=1
w(r−1+j′)

for 1 ≤ i ≤ r − 1, j = s
1−
r−1
i′=1
wi′

w(r−1+j) for i = r, 1 ≤ j ≤ s− 1
1−
r−1
i′=1
wi′

1−
s−1
j′=1
w(r−1+j′)

for i = r, j = s.
(3.1)
See that, given a vector of marginal conditional probabilities like p0(x), the function

just constructs the vector of all cell
conditional probabilities assuming thatH l0 holds:

ij(p0(x)) = pi·(x)p·j(x) = pij(x). Using the above notation, the asymptotic
distribution of υ(x) can then be obtained from (2.6), and we have
υ(x)
d−→ N

0, I −

p0(x)

p0(x)
t
∀ x ∈ SgX
if H l0 is true, where I is an (rs× rs)-identity matrix.
A bootstrap version of υij(x), denoted as υ∗ij (x), is now suggested:
υ∗ij (x) =

nhf h(x)
ν0
(p ∗hij (x)−pgi·(x)pg·j(x))pgi·(x)pg·j(x) (3.2)
whose validity as a bootstrap estimator of υij(x) is justified by the following result.
Theorem 3.2. Under Assumptions 2.1–2.3, 2.5 and 3.1, if H l0 is true, it holds ∀ i, j and x ∈ SgX that
υ∗ij (x)
d∗−→ N 0, 1− pi·(x)p·j(x) ,
where
d∗−→ denotes ‘‘convergence in bootstrap probability’’, i.e. conditional on the original dataset.
Proof. The bandwidths h and g satisfy Assumption 2.4, so any kernel estimate obtained using them is pointwise consistent.
Hence
f h(x)× (pgi·(x)pg·j(x))−1 P−→ f (x)× (pi·(x)p·j(x))−1 for all i = 1, . . . , r and j = 1, . . . , s. Using this result and
applying Slutsky’s theorem on Theorem 3.1 lead to the asymptotic null distribution announced. 
Derivation of the multivariate version of Theorem 3.2 with the vector υ∗(x) = (υ∗11(x), υ∗12(x), . . . , υ∗rs(x))t follows similar
lines and so the proof is omitted here. The only noteworthy difference lies in defining the vector
pg0(x) = (pg1·(x), . . . ,pgr−1·(x),pg·1(x), . . . ,pg·s−1(x))t (3.3)
whose components all converge to their respective true marginal probabilities, implyingpg0(x) P−→ p0(x) for all x ∈ SgX .
Besides, the final result is stated below:
υ∗(x) d
∗−→ N

0, I −

p0(x)

p0(x)
t
(3.4)
under H l0. Now a bootstrap estimator of the true quantity of interest, namelyυ(x) as defined in (2.9), is proposed. Define the
vectorυ∗(x) = (υ∗11(x),υ∗12(x), . . . ,υ∗rs(x))t with components
υ∗ij (x) =

nhf ∗h(x)
ν0
(p ∗hij (x)−p ∗hi· (x)p ∗h·j (x))p ∗hi· (x)p ∗h·j (x) . (3.5)
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All the probabilities are now estimated based on the bootstrapped dataset and with the undersmoothed, estimation
bandwidth. In addition, since the multinomial-1 bootstrap works conditionally on X thenf ∗h(x) = f h(x), so there is no
need to reestimate this quantity. The squared L2-norm follows straightforwardly
∥υ∗(x)∥2 = nhf h(x)
ν0
rs
ij=11
(p ∗hij (x)−p ∗hi· (x)p ∗h·j (x))2p ∗hi· (x)p ∗h·j (x)
which is a bootstrap version of ∥υ(x)∥2 from Eq. (2.8). Its asymptotic distribution is given by the following lemma.
Lemma 3.1. Under Assumptions 2.1–2.3, 2.5 and 3.1, it holds ∀ i, j and x ∈ SgX that
∥υ∗(x)∥2 d−→ χ2(r−1)(s−1)
in bootstrap distribution, if H l0 is true.
Proof. See Appendix. 
In fact, the limit law shown above is not surprising: the form of ∥υ∗(x)∥2 resembles very closely that of the Pearson χ2 test,
and the latter under the hypothesis of global independence has an asymptotic distribution of χ2(r−1)(s−1). All we have done is
to simply generalize it to use conditional probabilities, the consequent asymptotic normality statement ofpij(x), and work
under a hypothesis of conditional independence. Of course, we can also introduce a bootstrap version ofG(x), taking the
form
G∗(x) = 2nhf h(x)
ν0
rs
ij=11
p ∗hij (x) ln p ∗hij (x)p ∗hi· (x)p ∗h·j (x) ,
forwhichwe can deduce, from the asymptotic equivalence between Pearson’sχ2 and likelihood ratio tests for independence
and Lemma 3.1, that
G∗(x) d∗−→ χ2(r−1)(s−1),
under H l0. Returning to ∥υ∗(x)∥2, we also have the following moments (which hold true forG∗(x) as well).
Lemma 3.2. Under Assumptions 2.1–2.3, 2.5 and 3.1, it holds uniformly in x ∈ SgX that, if H l0 is true,
E∗(∥υ∗(x)∥2) = (r − 1)(s− 1)+ OP((nh)−1/2)+ OP(nh5)
Var∗(∥υ∗(x)∥2) = 2(r − 1)(s− 1)+ OP((nh)−1/2)+ OP(nh5)
as n → ∞, where E∗ and Var∗ represent the bootstrap expectation and bootstrap variance, i.e. calculated conditionally on the
original sample. Also, it holds uniformly in x1 and x2 in S
g
X that
Cov∗(∥υ∗(x1)∥2, ∥υ∗(x2)∥2) = 2(r − 1)(s− 1)ν0(τ )
ν0
2 
1+ OP((nh)−1/2)+ OP(nh5)

as n → ∞ if H l0 is true, whereby τ = (x1 − x2)/h and ν0(τ ) =

K(u) K(τ − u) du. Again, Cov∗ represents the bootstrap
covariance, that is calculated conditionally on the original sample.
Proof. The proof is the bootstrap analog of the proof of Lemma 3.2 in [11], and has been submitted as supplementary
material. 
It now remains to define the bootstrap GSCS and GSLR respectively as:
V 2∗ = 1
n
n
k=1
∥υ∗(Xk)∥2 1[Xk∈SgX ] and G∗ = 1n
n
k=1
G∗(Xk)1[Xk∈SgX ].
In order to derive the distribution of these two statistics, we need to use a central limit theoremwhich takes into account the
possible association betweenp ∗hij (Xk) andp ∗hij (Xk′) for k ≠ k′. By this, wemean that for |Xk−Xk′ | < 2h,p ∗hij (Xk) andp ∗hij (Xk′)
may be partially built on a common subset of observations. However because the multinomial-1 bootstrap is performed
conditionally on X = x, we can follow the same lines as the proof in Theorem 3.1 in [11] and use the central limit theorem of
Romano andWolf [23], allowing this type of unbounded-m-dependence. As such, the theorem below is not proven explicitly
here, and we refer to [11] for details.
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Fig. 3.1. A comparison of the null distribution for the standardized version of the test statisticsV 2 , estimated fromasymptotic theory (dotted) andbootstrap
procedures (dashed) from a simulated model (Model 1) at two different sample sizes. The true distribution under H l0 is provided by the solid line.
Theorem 3.3. Under Assumptions 2.1–2.3 and 3.1, if h ∼ n−β with β ∈ (2/9, 1/2), then it holds true that
h−1/2(V 2∗ − (r − 1)(s− 1)) d∗−→ N

0,
2φ0N0(r − 1)(s− 1)
ν20

h−1/2(G∗ − (r − 1)(s− 1)) d∗−→ N

0,
2φ0N0(r − 1)(s− 1)
ν20

under H l0.
The limiting null distributions of V 2∗ and G∗ are identical to V 2 and G in Theorem 2.2. Given that the CDF of a normal
distribution Φ(x) is continuous, consistency of the bootstrap GS tests follows. Specifically, the bootstrap GSCS and GSLR
rejection criteria at an α% significance level respectively read:
• reject H l0 if V 2 is larger than the (1− α)-quantile of the bootstrap distribution of V 2∗;
• reject H l0 if G is larger than the (1− α)-quantile of the bootstrap distribution of G∗;
these bootstrap distributions being approximated by Monte Carlo simulations. To graphically exemplify the improvement,
our proposed bootstrap rejection criterionmakes over its asymptotic counterpart we present Fig. 3.1. It depicts the (pivoted)
null distribution ofV 2 estimated fromasymptotic theory (dotted line) and the bootstrap procedure developed above (dashed
line), and compares them to the true distribution (solid line) under H l0 at sample sizes n = 50 and n = 250. Both plots come
from a simulated dataset generated using Model 1 (see next section for details). We highlight in these figures the very
slow rate of convergence of the test statistics towards normality, which contrasts to the very good match for the bootstrap
distribution even at small n.
4. Simulation study
4.1. Design
We now describe the design and results of a simulation study conducted to: (I) illustrate the inflated Type I error for
small to moderate sample sizes obtained from the asymptotic GS tests; (II) show how a bootstrap criterion can reduce this
error back down to the nominated 5% level; (III) demonstrate the possibility of parametrically based tests for conditional
independence e.g., logistic regression producing differing results from the nonparametric GS statistics. Both simulation
models follow this design:
X ∼ Unif[−2, 2]
p1·(x) = 7e
−x2
100
+ 0.47 p·1(x) = 110(1+ ex) + 0.45
p11(x) = p1·(x)p·1(x)+ γ δ(x) p12(x) = p1·(x)p·2(x)− γ δ(x)
(4.1)
where δ(x) is a function designed to perturb the model away from conditional independence whilst ensuring the pij(x)’s
remain between 0 and 1. It must also be at least four times continuously differentiable so that pij(x) satisfy Assumption 2.2.
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Fig. 4.1. Comparing the performance of logistic regression and GS tests, represented by the dotted line and dashed lines respectively, at estimating the log
odds ratio log(OR(x)) as a function of x for Models 1 (left) and 2 (right). The true curve is given by the solid line. For both panels we set γ = 0.5. Logistic
regression is represented by generating a dataset (n = 250), regressing Model (B) of (2.2) and plotting β2 . The GS tests are represented by taking the same
dataset and plotting the Nadaraya–Watson plug-in estimate log(OR(x)).
Specifically, we take
Model 1 : δ(x) = 3
5π(1+ x2) (4.2)
Model 2 : δ(x) = 0.38

e6x
1+ e6x − 0.5

. (4.3)
The value γ ∈ [0, 1] adjusts the degree of local association with local independence H l0 given by γ = 0. Our simulation
setup, and in particular our choice of perturbation functions δ(x), is such that the resulting local log odds ratio log(OR(x)) (see
Fig. 4.1) is reflective of often encountered non-linear risk functions in epidemiology; see [28,10] for instance. In general, the
hypotheses Hg0 and H
l
0 are linked via the correlation Cor(pi·(X), p·j(X)); see [11, Section 4] for an explanation of this. For the
schema of (4.1) specifically, we in fact have Cor(pi·(X), p·j(X)) = 0, implying E(pi·(X)p·j(X)) = E(pi·(X))E(p·j(X)) = pi·p·j.
In other words, at γ = 0 we have both global and local independence. Actually considering just zero correlation models
will suffice for this work. In all, six methods were compared: GSCS and GSLR with asymptotic rejection criterion, GSCS and
GSLR with bootstrap rejection criterion, logistic regression performed using a likelihood ratio test comparing models (A)
and (B) as shown in (2.1) and (2.2), and the global Pearson χ2 test. We considered values γ ∈ {0, 0.1, 0.3, 0.5, 0.7, 1} along
with sample sizes n ∈ {50, 100, 250, 500}, and conducted 1000 Monte Carlo replications for each configuration of (γ , n).
Furthermore for each replication B = 1000 bootstrap resamples were used to calculate p-values for the bootstrap GSCS and
GSLR. Significance level was set at the conventional 5%. Finally, to speed up the GS test computations, we used a Gaussian
kernel and estimated the optimal bandwidth via direct plug-in (DPI) [24]. The pilot bandwidth g and estimation bandwidth
h were obtained manually using g = hˆopt × n1/100 and h = hˆopt × n−1/20 respectively, to conform with Assumption 3.1.
Although a Gaussian kernel does not actually fulfill Assumption 2.3 (compact support), a slight technical argument can be
made to ensure all the theorems developed here hold also for this kernel [5].
At first glance it may appear that 1000 Monte-Carlo replications with 1000 bootstrap resamples per replication are
perhaps not enough to produce a decisive conclusion. Indeed compared to other papers such as Marozzi [18,19], which
are conceptually partly similar to this work, the number of replications in particular seems too few. As seen in the results
below however, the differences in Type I error were already clearly evidenced with the 1000/1000 setup. Therefore we did
not feel there was a need to increase the number of resamples and/or replications for our simulation study. Our use of the
1000/1000 setup also falls in line with the likes of Brombin and Salmaso [4] and Basso and Salmaso [2] which also use the
same quantities of resamples and replications to reach their conclusions. Moreover in preliminary testing we found that
using B = 500 produced overall results which is very similar to those of B = 1000 presented below, further indicating that
1000/1000 is more than enough to reach accurate bootstrap approximations in this setting.
4.2. Model 1
From (4.2), we have E(δ(X)) ≈ 0.10, and in fact the probabilities pij(x) are dominated by the prescribed delta function.
Simulation results are shown in Table 4.1. It is clear that at γ = 0 the rejection rates (RRs) for both bootstrap GSCS and GSLR
are substantially closer to 0.05 compared to the asymptotic criterion. Even at n = 500, the Type I error for the asymptotic
GSCS and GSLR is beyond the nominated 5% level (0.080 and 0.084 respectively). Logically this reduction also means the
power curves for bootstrap GSCS/GSLR are overall slightly lower than the asymptotic curves e.g., at (γ , n) = (0.5, 100)
the bootstrap GSLR has a rejection rate 0.582 compared to 0.616 for asymptotic GSLR. For γ close to 1 and n > 100 the
asymptotic and bootstrap curves are for the most part however indistinguishable. Finally, the global Pearson χ2 test has a
high rejection rate for γ > 0 since
pij = E(pij(X)) = E(pi·(X)p·j(X))± γ E(δ(X)) ≠ E(pi·(X))E(p·j(X)) = pi·p·j ⇒ Hg1
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Table 4.1
Rejection rates at various values of γ and sample size n for Model 1. At γ = 0 the conditional independence
hypothesis H l0 holds true and so we are testing for Type I Error here.
* As γ increases towards 1 greater local
association is induced. Six methods of testing for conditional independence are include: Pearson χ2 , logistic
regression (LogReg), asymptotic GSCS/GSLR, and bootstrap GSCS/GSLR.
n Gamma
0 0.1 0.3 0.5 0.7 1
50
Pearson χ2 0.058 0.066 0.152 0.302 0.532 0.840
LogReg 0.064 0.063 0.172 0.338 0.584 0.864
Asymp. GSCS 0.098 0.113 0.214 0.354 0.560 0.870
Boot. GSCS 0.058 0.088 0.182 0.298 0.501 0.833
Asymp. GSLR 0.152 0.167 0.260 0.394 0.626 0.892
Boot. GSCS 0.060 0.131 0.224 0.368 0.583 0.878
100
Pearson χ2 0.054 0.071 0.229 0.501 0.810 0.920
LogReg 0.052 0.078 0.268 0.548 0.868 0.992
Asymp. GSCS 0.078 0.118 0.272 0.566 0.882 0.994
Boot. GSCS 0.048 0.082 0.246 0.513 0.834 0.950
Asymp. GSLR 0.100 0.134 0.304 0.616 0.962 0.992
Boot. GSCS 0.046 0.091 0.269 0.582 0.920 0.988
250
Pearson χ2 0.052 0.098 0.442 0.880 0.956 1
LogReg 0.056 0.102 0.536 0.918 0.996 1
Asymp. GSCS 0.088 0.132 0.516 0.936 0.998 1
Boot. GSCS 0.041 0.111 0.492 0.911 0.988 1
Asymp. GSLR 0.092 0.140 0.528 0.936 0.998 1
Boot. GSCS 0.051 0.121 0.503 0.920 0.995 1
500
Pearson χ2 0.058 0.156 0.800 1 1 1
LogReg 0.060 0.158 0.808 1 1 1
Asymp. GSCS 0.080 0.176 0.788 1 1 1
Boot. GSCS 0.048 0.166 0.762 1 1 1
Asymp. GSLR 0.084 0.176 0.791 1 1 1
Boot. GSCS 0.048 0.170 0.770 1 1 1
* Significance level set at 5%.
and so it picks up the global association present. As for logistic regression, it is not immediately obvious from (4.1) and (4.2)
why this method performs well (significance level and power). To understand this, see that a comparison of Models (A) and
(B) (Eqs. (2.1) and (2.2)) amounts to testing β2 = 0 i.e., whether the log odds ratio of success (S = 1) for R = 1 relative to
baseline R = 0 is significantly different from 0. Now, the true log odds ratio log(OR(x)) = log (p11(x)p22(x)/(p12(x)p21(x)))
can be calculated, and this is shown by the solid curve in Fig. 4.1—left panel (setting γ = 0.5). The horizontal dotted line is
that ofβ2, obtained by generating a dataset of size n = 250 and usingModel (B), and it is evident that the estimated log odds
ratio is far from 0. Not surprisingly then, logistic regression increases in power when γ ≫ 0. At the same time, the dashed
curve shows plug-in estimate log(OR(x)) = log(ph11(x)ph22(x)/(ph12(x)ph21(x))) based on the kernel estimatesphij(x) from the
same dataset. Its flexibility as a locally weighted average means it captures to a large degree the underlying log odds ratio
function, thus it can also be expected to have high rejection rates.
4.3. Model 2
For (4.3) it can be shown that E(δ(X)) ≈ 0. Along with Cor(pi·(X), p·j(X)) = 0, this implies that Hg0 is true regardless of
the chosen value of γ . Moreover log(OR(x)) for this model at γ = 0.5 can also be evaluated, and is plotted in the right panel
of Fig. 4.1. From this, we can deduce that an estimate of the overall log odds ratio will not be significantly different from 0, as
exemplified by the dotted line ofβ2. Logistic regression is therefore not expected to pick up the local association for γ > 0. In
contrast, the flexibility of kernel regression allows log(OR(x)) tomatch the true log odds ratio function, as seen by the dashed
curve, and so the GS tests would have increasingly higher power as it picks up on the strengthening local association either
side of X = 0. Table 4.2 presents rejection rates for the four tested sample sizes. Once more using asymptotic GS statistics
results in enlarged Type I errors. At n = 250 the asymptotic GS tests still have errors of 0.080 and 0.090, as opposed to the
bootstrap criterion which performs admirably even at n = 50 (0.055 and 0.059 for bootstrap GSCS/GSLR). For γ ≠ 0, the
global Pearson χ2 test is seen to have no power since Hg0 is true. Importantly, logistic regression fails to detect the presence
of conditional association despite H l1 being true, contrasting the high power of the Geenens–Simar tests. In short, additional
to justifying the necessity of a bootstrap criterion for the GS tests, Model 2 highlights how model misspecification may
prevent a purely parametric approach from detecting a local association. On the other hand, being free of such assumptions,
the nonparametric GS statistics can detect it quite naturally.
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Table 4.2
Rejection rates at various values of γ and sample size n for Model 2. At γ = 0 the conditional independence
hypothesis H l0 holds true and so we are testing for Type I Error here.
* As γ increases towards 1 greater local
association is induced. Six methods of testing for conditional independence are include: Pearson χ2 , logistic
regression (LogReg), asymptotic GSCS/GSLR, and bootstrap GSCS/GSLR.
n Gamma
0 0.1 0.3 0.5 0.7 1
50
Pearson χ2 0.070 0.044 0.050 0.062 0.054 0.064
LogReg 0.064 0.048 0.052 0.062 0.058 0.084
Asymp. GSCS 0.106 0.108 0.266 0.590 0.878 0.996
Boot. GSCS 0.055 0.062 0.204 0.494 0.816 0.992
Asymp. GSLR 0.144 0.136 0.306 0.638 0.910 0.996
Boot. GSCS 0.059 0.062 0.198 0.494 0.816 0.994
100
Pearson χ2 0.048 0.048 0.042 0.048 0.044 0.066
LogReg 0.048 0.040 0.052 0.048 0.044 0.064
Asymp. GSCS 0.104 0.112 0.450 0.874 0.996 1
Boot. GSCS 0.052 0.072 0.366 0.822 0.990 1
Asymp. GSLR 0.116 0.122 0.484 0.882 0.996 1
Boot. GSCS 0.054 0.074 0.362 0.818 0.990 1
250
Pearson χ2 0.064 0.044 0.054 0.044 0.052 0.052
LogReg 0.066 0.046 0.054 0.054 0.052 0.048
Asymp. GSCS 0.080 0.200 0.838 0.994 1 1
Boot. GSCS 0.050 0.148 0.786 0.994 1 1
Asymp. GSLR 0.090 0.228 0.844 0.996 1 1
Boot. GSCS 0.050 0.150 0.780 0.994 1 1
500
Pearson χ2 0.054 0.044 0.052 0.048 0.050 0.052
LogReg 0.070 0.044 0.060 0.050 0.052 0.046
Asymp. GSCS 0.064 0.372 0.996 1 1 1
Boot. GSCS 0.052 0.331 0.921 1 1 1
Asymp. GSLR 0.073 0.310 1 1 1 1
Boot. GSCS 0.054 0.252 0.998 1 1 1
* Significance level set at 5%.
Table 5.1
Classification of paired female horseshoe crabs according to their color andwhether they had
satellite males or not.
Satellites?
Yes No
Light 9 3
Color Light medium 69 26
Dark medium 26 18
Dark 7 15
5. A real data example
We conclude this work with an application of the bootstrap GS tests to a real-life dataset on originating from [3], with
the full dataset available in [1]. During the summer times in eastern USA, paired male and female horseshoe crabs arrive on
the beach to release their eggs and sperm during high tide. Simultaneously, hoards of unattached males attend and crowd
around the pairs hoping to gain fertilization also. Whilst some pairs have many of satellites surrounding, others are left
alone, and thus we are interested in investigating whether there is a relationship between a paired female’s color and the
probability of it having satellites. The observations (n = 173) are summarized in Table 5.1.
Applying Pearson χ2 test with continuity correction indicated a strong association between color and probability of
a female having satellites (p-value ≈ 3 × 10−3). The discovery of a global association is useful, but since several other
variables were alsomeasured, withweight of the females being a notable one, it would be intriguing to see if this association
persists after removing the effect of weight. To answer this, we first applied logistic regression by considering satellites as
the response, with presence denoting success, and tested for the significance of color givenweight. The resultwas borderline
(p-value = 0.0759), but at a 5% level one would conclude that color and satellite presence were conditionally independent.
We also considered the possibility of an interaction term between color and weight, however the resulting p-value was also
non-significant (p-value = 0.0756).
It seems biologically sensible however for the color of a female crab to affect whether a satellite male would want to
be near her, even after removing the effect of weight. Thus as an alternative approach, we used the GS statistics to test for
an association between satellite presence and color conditional on weight. Using the asymptotic rejection criterion results
in very strong evidence against H l0 (hˆopt = 0.250; both GSCS and GSCS p-values < 1 × 10−3), whilst utilizing a bootstrap
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procedure (B = 2000) produced higher p-values but the same conclusion (GSCS p-value = 0.009; GSLR p-value = 0.024).
At a 5% level then, the GS tests and logistic regression present differing results. In an attempt to offer some further insight
into the results above, we split weight into two categories based on its median value (2.35 kg) and used log-linear models to
determine the underlying relationships between the three variables. Goodness-of-fit tests indicated the most appropriate
fit was the saturated model i.e., all terms up to and including satellites× color×weight. This conclusion is consistent with
the findings from the GS tests and seems to contrast those from logistic regression. In sum, the option of having a test for
conditional independence which does not require any parametric options has offered a more nuanced view of the dataset,
and in particular the Geenens–Simar procedures suggest that there is perhaps a quite complex relationship between the
physical features of a female crab and its chances of attracting a satellite male.
6. Concluding remarks
The Geenens–Simar tests [11], nonparametric procedures based on Nadaraya–Watson local averaging, present an
alternative method for testing the hypothesis of independence in a two-way contingency table conditional on a third
continuous covariate. They act as tools for further investigation beyond that of a Pearson χ2 test when one suspects there
are covariates X whose values are not homogeneous amongst the sample of observations. In addition, they offer the applied
statistician the choice of testing for local association without the need to make assumptions of linearity and go through the
troubles of residual analysis with a categorical response. This paper has extended on the original formulation by keeping
with its spirit of nonparametric statistics and constructing an innovative bootstrap rejection criterionwhich better estimates
the true finite sample distribution of the test statistics. Based on a multinomial-1 bootstrapping scheme, this development
reduces the high type I errors resulting the original asymptotically based rejection criterion but at the same time maintains
excellent power at detecting local association. Our simulation studies provide strong empirical evidence of this. A potential
area of future research lies in broadening the GS tests beyond the conditional multinomial sampling scheme, to that of say, a
conditional product multinomial sampling scheme. By doing this, it widens the usability to the GS tests to many other types
of datasets such as the cohort study in epidemiology.
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Appendix A. Proofs
Some preliminary technical results are first expounded. Then, the proofs of the main results stated in the paper are
provided.
A.1. Preliminary results
First, notice that the function

ij(w) defined in (3.1) is continuously differentiable with respect to any component ofw,
with the following specific form of ∂

ij(w)/∂wq:
∂

ij
(w)
∂wq
=

w(r−1+j)δi,q + wiδr−1+j,q for 1 ≤ i ≤ r − 1, 1 ≤ j ≤ s− 1
1−
s−1
j′=1
w(r−1+j′)

δi,q − wi

r+s−2
q′=r
δq,q′

for 1 ≤ i ≤ r − 1, j = s
−w(r−1+j)

r−1
q′=1
δq,q′

+

1−
r−1
i′=1
wi′

δr−1+j,q for i = r, 1 ≤ j ≤ s− 1
−

1−
s−1
j′=1
wr−1+j′

r−1
q′=1
δq,q′

−

1−
r−1
i′=1
wi′

r+s−2
q′=r
δq,q′

for i = r, j = s
where δq,q′ is the Kronecker delta. Alongwith this and definition (3.3) ofpg0(x), amatrixAx can be ascertainedwith properties
dim(Ax) = (rs)× (r + s− 2) and Axij,q =
 f h(x)ν0
ij
(pg0(x))
∂

ij
(pg0(x))
∂wq
. (A.1)
142 F.K.C. Hui, G. Geenens / Journal of Multivariate Analysis 112 (2012) 130–144
To clarify, the rows of Ax are ordered in the familiar sequence 11, 12, . . . , rs. Since the bandwidths h and g fulfill
Assumption 2.4, then for all i, j and q each component
Axij,q converges in probability to the set of constants
[Ax]ij,q =
 f (x)
ν0

ij
(p0(x))
∂

ij
(p0(x))
∂wq
so we can say the entire matrixAx converges in probability to an (rs × (r + s − 2))-matrix Ax whose elements are given
above.
Next, two lemmas relating υ∗(x) and υ∗(x), defined in (3.2) and (3.5) respectively, are provided. Denote the vectorp∗h0 (x) = (p ∗h1· (x), . . . ,p ∗hr−1·(x),p ∗h·1 (x), . . . ,p ∗h·s−1(x))t . Then, we have the following lemma.
Lemma A.1. Under Assumptions 2.1–2.3, 2.5 and 3.1, it holds ∀ x ∈ SgX that
(p∗h0 (x)−pg0(x)) = (nh)−1/2(AtxAx)−1Atxυ∗(x)
if H l0 is true.
This lemma’s proof only involves tedious but straightforward matrix operations and is therefore omitted here.
Lemma A.2. Under Assumptions 2.1–2.3, 2.5 and 3.1, it holds ∀ x ∈ SgX thatυ∗(x)− υ∗(x) = −(nh)1/2Ax(p∗h0 (x)−pg0(x))+ OP((nh)−1/2)
if H l0 is true.
Proof. It can be seen that for all i, j and for all x ∈ SgX ,
υ∗ij (x)− υ∗ij (x) =


nhf h(x)
ij
(pg0(x))−
ij
(p∗h0 (x))


ν0

ij
(pg0(x))

+

 1
ij
(pg0(x)) −
1
ij
(p∗h0 (x))


nhf h(x)p ∗hij (x)−
ij
(p∗h0 (x))

√
ν0
 . (A.2)
Now, under H l0, we can writep ∗hij (x)−
ij
(p∗h0 (x))
 = p ∗hij (x)−p ∗hi· (x)p ∗h·j (x)
≤ |p ∗hij (x)−p gij (x)| + |p gij (x)−p gi· (x)p g·j (x)| + |p gi· (x)p g·j (x)−p ∗hi· (x)p ∗h·j (x)|.
Note that, fromAssumptions 2.5 and 3.1, |p ∗hij (x)−pij(x)| = OP((nh)−1/2) and |pgij(x)−pij(x)| = OP(g2). FromAssumption 3.1,
we have also that g2 = o((nh)−1/2), so thatp ∗hij (x)−
ij
(p∗h0 (x))
 = OP((nh)−1/2).
The second term also involves 1
ij
(pg0(x)) −
1
ij
(p∗h0 (x))
 = OP

ij
(pg0(x))−
ij
(p∗h0 (x))


= OP
p gi· (x)p g·j (x)−p ∗hi· (x)p ∗h·j (x)
= OP

(nh)−1/2

.
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As a result, the second term in (A.2) is OP((nh)−1/2), leaving behind
υ∗ij (x)− υ∗ij (x) =
√
nhf (x)

ij
(pg0(x))−
ij
(p∗h0 (x))


ν0

ij
(pg0(x)) + OP((nh)−1/2)
= −(nh)1/2 f (x)
ν0

ij
(pg0(x))
r+s−2
q=1
p∗h0q(x)−pg0q(x) ∂

ij
(pg0(x))
∂wq
+ OP((nh)−1/2).
Recalling definition (A.1) of
Axij,q, the announced result follows. 
A.2. Proof of Lemma 3.1
To commence, combining Lemmas A.1 and A.2 together produces
υ∗(x) = I −Ax(AtxAx)−1Atx υ∗(x)+ OP((nh)−1/2)
= Cxυ∗(x)+ OP((nh)−1/2), (A.3)
withCx = I−Ax(AtxAx)−1Atx. SinceAx P−→ Ax, thenCx P−→ Cx .= I−Ax(AtxAx)−1Atx also. Combining this fact, (A.3) and (3.4) leads
to the fact that under Assumptions 2.1–2.3, 2.5 and 3.1, we have
υ∗(x) d∗−→ N 0, Cx I − p0(x) p0(x)t C tx
if H l0 is true. For the purpose of conciseness below, we now denote
Σx = Cx

I −

p0(x)

p0(x)
t
C tx . (A.4)
This covariance matrix, as well as Cx itself, is symmetric and idempotent, i.e.Σx = Σ2x , meaning its rank equals its trace. It
follows from the standard theory on multivariate normal distributions that
∥υ∗(x)∥2 d∗−→ χ2rank(Σx)
under H l0. The appropriate degrees of freedom are thus
rank(Σx) = tr(Σx) = tr

Cx

I −

p0(x)

p0(x)
t
C tx

= tr

Cx

I −

p0(x)

p0(x)
t
= tr(I)− tr(Ax(AtxAx)−1Atx)− tr

p0(x)

p0(x)
t
+ tr

Ax(AtxAx)
−1Atx

p0(x)

p0(x)
t
.
The first term is rs whilst the second term can be obtained easily from tr(Ax(AtxAx)
−1Atx) = tr(AtxAx(AtxAx)−1) = r + s − 2.
The third equals 1 since the diagonal elements of

p0(x)

p0(x)
t
are the components of p(x) under H l0, and finally the
fourth trace term is 0 since Atx

p0(x) = 0. Summing these individual traces thus leads to tr(Σx) = (r − 1)(s− 1); hence
the result announced. 
Appendix B. Supplementary data
Supplementary material related to this article can be found online at http://dx.doi.org/10.1016/j.jmva.2012.05.015.
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