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ABSTRACT
Aims. We revisit the presence and significance of the Galactic bulge metallicity gradients, using the OGlE-III RR Lyrae sample.
Methods. We implemented a Monte Carlo simulation to account for observational uncertainties and systematic errors to test the
presence, significance, and spatial variation of RR Lyr photometric metallicity gradients within the Galactic bulge. Furthermore, we
take special consideration to identify and account for possible observational and statistical biases, which may introduce an apparent
metallicity gradient into the sample.
Results. We find a mean Galactic bulge RRab metallicity of −0.97 ± 0.29 dex, a global radial metallicity gradient of −0.016 ±
0.008 dex Kpc−1, and a global vertical metallicity gradient of −0.063 ± 0.013 dex Kpc−1. Furthermore, neither the global radial nor
vertical gradients can be explained by random chance, unjustified extrapolation of the metallicity calibration law, or induced by a
Malmquist bias.
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1. Introduction
The Galactic bulge consists of a rotating peanut-shaped struc-
ture made up largely of old stars (~10 Gyr; Wegg & Gerhard
2013; Martinez-Valpuesta & Gerhard 2013; Ness et al. 2013;
Saito et al. 2011; Zoccali et al. 2003; Picaud & Robin 2004;
Howard et al. 2009). General consensus has been reached that
the Galactic bulge has a broad metallicity distribution due to a
composite stellar population. Hill et al. (2011), using high res-
olution spectroscopic measurements of Fe and Mg for 219 red
clump stars, find that the metallicity distribution for both Fe
and Mg are best described by two super-imposed components:
a young, broad metal-poor distribution centered at [Fe/H] =
−0.30 dex and an old, narrow metal-rich component at [Fe/H] =
+0.32 dex. Taken alongside the kinematic work of Babusiaux
et al. (2010), Hill et al. (2011) suggests that the chemical and
kinematic evolution of the two components occurred at differ-
ent timescales. More recently, Ness et al. (2012) and Ness et al.
(2013) have shown that the Galactic bulge region, extending
between |l| = 15 and |b| = 10, can be described by a global
[Fe/H] distribution ranging from −2.5 to 1.0 dex. Fitting five
Gaussian to the observed [Fe/H] distribution, Ness et al. (2012)
and Ness et al. (2013), again show that at least two distinct
populations (components A and B) make up the bulge, while
the remaining three components are either disk or halo stars.
Component A is found to be a kinematically hot population with
a mean [Fe/H] ≈ −0.25, while component B is a kinematically
colder, more metal-rich population with mean [Fe/H] ≈ +0.15
(Ness et al. 2012, 2013); thereby reinforcing the composite stel-
lar population hypothesis and indicating that the bulge is more
complex than originally thought.
On the other hand, the heterogeneity in the quality of data
between high and low resolution spectroscopic and photomet-
ric metallicity estimates makes reaching a general consensus on
the presence and strength of metallicity gradients difficult. The
works of Zoccali et al. (2008), Frogel et al. (1999), Minniti et al.
(1995), Gonzalez et al. (2011), Johnson et al. (2013), Ness et al.
(2013), Gonzalez et al. (2013) and Pietrukowicz et al. (2012)
show that metallicity gradients depend on the galactic field cov-
erage as well as data quality and methodology. The high resolu-
tion spectroscopic works of Zoccali et al. (2008), Johnson et al.
(2013), and Ness et al. (2013), however, leave no doubt that ra-
dial and vertical metallicity gradients do exist in the Galactic
bulge.
Zoccali et al. (2008), in a study of three different bulge fields
(b = −4◦, b = −6◦, and b = −12◦) using K-giants, found a
vertical metallicity gradient of approximately −0.6 dex Kpc−1.
Ness et al. (2013), using the ARGOS spectroscopic survey
of the Galactic bulge, were able to detect metallicity gradi-
ents in both the vertical and radial directions in up to three of
their components. In their components A and B, which cor-
respond to the metal-rich boxy/peanut-bulge and the vertical
thick bulge, they identify a metallicity gradient of −0.08 ±
0.05 dex Kpc−1 and −0.08 ± 0.04 dex Kpc−1 in the vertical
direction between −5◦ < b < −10◦. They also find a radial
metallicity gradient of −0.02 ± 0.01 dex Kpc−1 in a range of
galactocentric distances (RGCD) between 0 and 6 Kpc. Johnson
et al. (2013) in a study of three off-axis Galactic fields ((l, b) =
(−5.5, −7), (−4, −9), and (+8.5, +9)), using 264 red giants
branch stars, estimated the off-axis vertical metallicity gradient
to be −0.4 dex Kpc−1, while no strong gradient was found in the
radial direction.
Moreover, a discontinuity in the presence and strength of
the vertical gradient between low and high galactic latitudes is
found (Zoccali et al. 2008; Frogel et al. 1999; Gonzalez et al.
2011, 2013; Minniti et al. 1995; Rich et al. 2012). The transi-
tion has been shown to occur at approximately b ≈ −4◦, with
a strong vertical metallicity gradient existing at higher latitudes
(b < −4◦), while closer to the plane (−4◦ < b < 0◦) no vertical
gradient has been detected.
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The question now arises if multiple studies show a spa-
tial metallicity gradient within the Galactic bulge, why does
the OGLE-III Galactic bulge RR Lyr population seem uni-
formly distributed over the observed part of the Galactic bulge
(Pietrukowicz et al. 2012)? Is the lack of such a gradient caused
by the large uncertainties involved in the computation of pho-
tometric metallicities and spatial coordinates of the RR Lyrae
stars, or is the RR Lyrae population indeed metal uniform and
uniformly distributed across the observed volume? If so, what
makes this population so distinct? In order to answer these ques-
tions, we carefully revisit the photometric metallicity and spa-
tial distributions, associated uncertainties, and correlations for
over 9400 RRab stars observed by OGLE-III, carefully taking
into account the observational uncertainties and systematic er-
rors. Using Monte Carlo (MC) simulations, we test the pres-
ence and significance of metallicity gradients within the Galactic
bulge.
2. The dataset
In this work, we use the published RRab Lyr sample of the
Optical Gravitational Lensing Experiment (OGLE-III) variable
star catalog as presented by Soszyn´ski et al. (2011). Within the
regions −10◦ < l < 10◦ and 2◦ < |b| < 7◦, the catalog con-
tains good photometric time series in the I and V bands of
more than 16 000 RR Lyrae stars, composed of 11 756 funda-
mental model pulsators (RRab) stars, 4989 overtone pulsators
(RRc), and 91 double mode (RRd) stars (Soszyn´ski et al. 2011;
Udalski et al. 2008). Of these stars, 400 are likely members of
the Sagittarius dwarf spheroidal galaxy (Sgr dSph; Soszyn´ski
et al. 2011; Pietrukowicz et al. 2012). Apart from the mean I (I¯)
and the mean V (V¯) magnitudes, the catalog also contains the
Fourier parameters of the time series, including the phase differ-
ence (Φ31) and the pulsation period (P), which were obtained by
fitting the function:
f (t) = A0 +
8∑
i=1
Ai cos
[
i
2pi
P
(t − t0) + Φi
]
(1)
to the I-band time series and defining Φ31 as
Φ31 ≡ Φ3 − 3Φ1. (2)
The idea that the Fourier parameters (P and Φ31), describing the
shape of the light curve, can be used to determine the RRab pho-
tometric metallicity will be key to the work presented here, as
it provides a straightforward method to estimate metallicities for
large scale photometric surveys (Soszyn´ski et al. 2011; Jurcsik
& Kovacs 1996; Jurcsik 1995; Kovacs & Zsoldos 1995; Smolec
2005; Nemec et al. 2013).
We will focus on the fundamental mode pulsators
(RRab stars), with reliable values for the I¯ and V¯ magnitudes and
Φ31. For the latter, we restrict ourselves to RRab stars with an un-
certainty σΦ31 < 0.1. Higher values indicate that the amplitude
of the third harmonic (A3) is too small to reliably determine the
phase difference and hence Φ31 is not reliable enough to deter-
mine accurate metallicities. Following the work of Pietrukowicz
et al. (2012), we also limit our sample of RRab stars to those
with I¯ > 13 +
(
V¯ − I¯
)
and I¯ < 16 +
(
V¯ − I¯
)
to limit the
background contamination from the Sagittarius dwarf spheroidal
galaxy. As a result of these primary selection criteria, we are left
with 10 292 RRab stars. Furthermore, we excluded all stars with
heliocentric distances R < 4 Kpc and R > 12 Kpc, avoiding tar-
gets that are unlikely to belong to the bulge. As a result of our
selection criteria, we reduced the original Soszyn´ski et al. (2011)
sample from 11 756 to 9459 RRab stars.
3. Methodology
3.1. Monte Carlo simulation setup
The strong correlations between most of the variables involved
in the determination of photometric metallicity, absolute magni-
tudes, and galactocentric distances, and hence their uncertainty,
could cause spurious gradients. In order to account for these cor-
relations, we have set up a simple MC simulation to determine
the photometric metallicities, the galactocentric coordinates, and
their (co)-variances for our stars and Galactic bulge metallicity
gradients.
Using 10 000 iterations, the probability distributions of our
observables (I¯, V¯ , P, Φ31, Ri, α and δ) are sampled, as described
in the following sections. We account for sources of possible
systematics, including correlations in fit coefficients and the un-
certainty due to the scatter of the residuals of the calibration
datasets. The proper determination of the uncertainty distribu-
tions of the observables will prove crucial in the accurate estima-
tion of the metallicity and galactocentric distance distributions.
The procedure for each iteration is as follows: The photo-
metric metallicities are estimated using the P-Φ31-[Fe/H] rela-
tion presented in Smolec (2005):
[Fe/H] = α1 + α2P + α3 (Φ31 + pi) (3)
where a phase shift of pi is necessary because of the sine/cosine
fitting differences between Smolec (2005) and Soszyn´ski et al.
(2011). The heliocentric distances for each star are calcu-
lated, using a modified scheme similar to that presented in
Pietrukowicz et al. (2012). The photometric metallicities are
converted to metallicities using
log Z = [Fe/H] − 1.765, (4)
and the absolute magnitudes in the V and I bands are computed
with the calibration laws of Catelan et al. (2004):
MV = β1 + β2 log Z + β3(log Z)2, (5)
MI = γ1 + γ2 log P + γ3 log Z. (6)
Using the total to selective extinction ratio
RI = AI/E(V¯ − I¯) (7)
we calculate the dereddened I0, and compute the heliocentric
distance (R) with the distance modulus
log R = 1 + 0.2 (I0 − MI) . (8)
Finally, the galactocentric polar cylindrical coordinates are com-
puted: (RGCD, Θ, Z)1:
RGCD =
√
R20 + R
2 cos2 b − 2RR0 cos l cos b (9)
Θ = arccos
R20 + R2GCD − R2 cos2 b2RGCDR0
 (10)
Z = R sin l, (11)
1 The galactocentric polar cylindrical coordinates are defined as usual:
the projected distance to the galactic center (RGCD), the angle sun-
galactic center-star (Θ) is positive toward l = 90◦, and the vertical dis-
tance (Z) from the Galactic plane is positive toward the Galactic north
pole.
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where R0 is the solar galactocentric distance (which we fixed
to R0 = 8.5 Kpc), RGCD and R are the projected galactocen-
tric and heliocentric distances of each star, and l and b are the
galactic longitude and latitude. For each run of our MC, we cal-
culate the projected radial metallicity gradient, where the radial
gradient was computed using the projected galactocentric dis-
tance RGCD and the vertical metallicity gradient was computed
using the distance Z above the galactic plane. Note that we use
the projected radius RGCD rather than the radius R, unlike in some
previous works (e.g. Zoccali et al. 2003, 2008; Minniti et al.
1995; Johnson et al. 2013). We use the symbol Z both for the
metallicity of a star as well as for a polar cylindrical coordinate,
but the context should clarify the meaning of the symbol.
3.2. Probability distributions of the observables
3.2.1. I and V magnitudes (I, V ):
From the OGLE-III time series (Ii±σIi and Vi±σVi ), we compute
the mean magnitudes (I¯ and V¯) and estimate the corresponding
uncertainties as σI =
1
N
√
N∑
i=1
σ2Ii and σV =
1
N
√
N∑
i=1
σ2Vi . During
the MC sampling , we then draw from the distributionsN
(
I, σ2
I
)
and N
(
V , σ2
V
)
, where N
(
µ, σ2
)
denotes a normal distribution
with mean µ and variance σ2, a notation we use throughout this
article.
3.2.2. Right ascension and declination (α, δ):
The OGLE-III catalog derives its astrometric precision by a
three-step comparison with the Two Micron All Sky Survey
(2MASS) point source catalog as described by Udalski et al.
(2008). To be conservative, we use the standard 2MASS astro-
metric precision of 0.01′′ (Skrutskie et al. 2006) as the variance
of the right ascension and declination for each of our objects.
The observational right ascension and declination probabil-
ity distributions are defined as N (α, 0.01′′) and N (δ, 0.01′′).
During each MC iteration the right ascension and declination
probability distributions are sampled and the values are con-
verted to corresponding galactic longitude and latitude (l,b) in
the J2000.00 epoch.
3.2.3. Pulsation period and phase difference (P,Φ31):
Uncertainty estimates of the pulsation period and Φ31 were
obtained through private communication with Prof. Dr. Igor
Soszyn´ski, as the online catalog only contains the period uncer-
tainties. Typical uncertainties are in the range 1−4×10−5 days for
the pulsation period, and in the range 0.002−0.1 radians for the
phase difference Φ31. The upper limit of the phase difference un-
certainty was set as part of the selection process to ensure that all
selected stars have a sufficiently precise photometric metallicity.
The observational pulsation period and Φ31 probability distribu-
tions of each star are defined as N
(
P, σ2P
)
and N
(
Φ31, σ
2
Φ31
)
.
3.2.4. Extinction ratio (RI ):
Instead of assuming a position independent ratio of total to selec-
tive extinction (RI = AI/E(V − I)), as was done by Pietrukowicz
et al. (2012), we benefit from the extensive extinction tables
recently published by Nataf et al. (2013). This extinction map
shows that the reddening toward the Galactic bulge can be highly
nonuniform, which in turn can have a significant impact on the
distance estimates of the RR Lyr stars. The coordinates of each
RR Lyr star are matched with the closest grid point in the extinc-
tion map, to estimate the corresponding value of RI . Although
the formal uncertainty of RI can be determined from the Nataf
et al. (2013) extinction map, this is likely a lower limit for our
purposes. In some parts of the Galactic bulge the distribution
of obscuring dust is so nonuniform that even their detailed red-
dening map, becuase of its finite-sized grid cells, gives only a
crude approximation. To take this additional uncertainty into ac-
count, we compute for each RR Lyr star the total variance of RI
as the sum of the intracell variance and the surrounding intercell
variance:
Var[RI] = σ2RI + Σ (12)
where σRI is the formal uncertainty determined from Nataf et al.
(2013) for a particular grid cell, and where Σ is the sample vari-
ance of the RI values of all surrounding grid cells (plus the grid
cell containing the RR Lyr star itself) in the reddening map. In
the case where neighboring cells have largely nonuniform values
for RI , denoting a patchy part of the sky, the intercell variance Σ
will dominate. In very patchy parts of the sky, the uncertainty
due to inhomogeneity will therefore dominate the formal uncer-
tainty on RI for a given cell. The adapted total to selective extinc-
tion ratio (RI) and total variance Var[RI] maps of the OGLE-III
Galactic bulge sightlines are shown in Fig. 1.
In the MC simulations described above, the probability
density of RI for any particular line-of-sight is defined as
N (RI ,Var[RI]).
3.3. Metallicity
Kovacs & Zsoldos (1995), Jurcsik (1995), and Jurcsik & Kovacs
(1996) have shown that a linear relation exists between the iron
abundance ([Fe/H]), the pulsation period (P) and the Fourier
phase difference (Φ31) for V-band light curves. This relation has
been recalibrated for a large number of photometric systems,
which have been used to determine photometric metallicities for
both globular and field RR Lyrae.
Since both the pulsation period (P) and the Fourier phase
difference (Φ31) for the OGLE-III catalog have been defined in
the I-band, we revisit the only available I-band calibrated rela-
tion presented by Smolec (2005). To account for the covariance
of the coefficients in Eq. (3), we refitted the Smolec (2005) data
using a two-dimensional linear regression. The resulting coeffi-
cients are:
(α1, α2, α3) = (−3.142,−4.902, 0.824) (13)
with the corresponding covariance matrix:
Cov[α] =

0.416 −0.082 −0.064
−0.082 0.141 0.001
−0.064 0.001 0.011
 . (14)
During each iteration of the MC procedure, the coefficients for
Eq. (3) are drawn from a multivariate Gaussian distribution with
expectation values given be Eq. (13) and the covariances given
by Eq. (14).
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Fig. 1. Top panel: total to selective extinction ratio (RI) map of the OGLE-III Galactic bulge sightlines, adapted from Nataf et al. (2013). Bottom
panel: total variance Var[RI] map, as defined in Eq. (12). Each RI and Var[RI] pair defines the normal distribution, which is sampled during our
MC procedure to obtain the heliocentric distance of each star.
3.4. Mean absolute magnitudes
The theoretical period luminosity relations (Eqs. (5) and (6))
used in our MC procedure were first derived by Catelan et al.
(2004) using a synthetic dataset of over 390 000 models with
metallicity in the range of 0.0005 ≤ Z ≤ 0.006, covering our ex-
pected metallicity range nearly perfectly. The use of such a large
dataset leads to formal fitting uncertainties in the derived mean
value of coefficients to be extremely small ranging from 10−5
to 10−3. Consequently, we choose not to perturb the relational
coefficients
(β1, β2, β3) = (2.288, 0.882, 0.108) , (15)
for Eq. (5), and
(γ1, γ2, γ3) = (0.471,−1.132, 0.205) (16)
for Eq. (6), during each iteration of the MC procedure.
We do, however, take into account the uncertainty due to the
scatter of the residuals, which are parameterized as the standard
deviation of the residuals in each band. The resulting sigmas are
σMV = 0.07 and σMI = 0.04. During each MC iteration the
individual absolute magnitudes are determined as follows:
MVsampled = MV +N
(
0, 0.072
)
(17)
and
MIsampled = MI +N
(
0, 0.042
)
(18)
where MV and MI are computed using Eqs. (5) and (6) with the
coefficients given by Eqs. (15) and (16), and N(0, 0.072) and
N(0, 0.042) the normal distributions defined by the scatter of the
residuals.
4. MC simulation results
Our MC sampling results in a 4-d spatial-metallicity probability
distribution for each of our sample stars. As an example the re-
sulting distributions for a single randomly chosen star have been
projected onto the galactocentric polar cylindrical coordinates
planes, shown in Fig. 2. The individual distributions of [Fe/H],
RGCD, Θ, and Z depend on the observational values of I, V , P,
Φ31, Ri, R0, α, and δ. As expected, the individual uncertainty dis-
tributions of each of our sample stars varies from star to star. In
cases where large uncertainties in the observables are present,
the proper propagation of errors through our MC sampling re-
sults in large errors for the individual distributions of [Fe/H],
RGCD, Θ, and Z.
Each of our sample stars are parameterized using the expec-
tation values (E[Fe/H], E[RGCD], E[Θ], and E[Z]) and the corre-
sponding variances (Var[Fe/H], Var[RGCD], Var[Θ], and Var[Z]),
see Fig. 3 for a representation of the [Fe/H]-Rgcd and [Fe/H]-
Z distributions. We determine, using the E[Fe/H] of each of our
sample stars, the mean sample metallicity distribution, shown
in Fig. 4. The mean of this distribution is −0.97 ± 0.29 dex,
which is in good agreement with the value of −1.02 ± 0.25 dex
of Pietrukowicz et al. (2012). Our larger dispersion arises as a
result of including the scatter of the residuals in Eqs. (5) and (6).
Note the small asymmetry of the distribution in Fig. 4. This
might be because of a small bias in the calibration of the pho-
tometric metallicity relation. Nemec (2004) showed that the cal-
culated photometric metallicities of the most metal-poor stars
within the very metal-poor globular cluster NGC 5053 were
systematically higher by 0.3 dex than the metallicities derived
from high resolution spectroscopy. The problem was identified
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Fig. 2. Result of the MC procedure for a randomly chosen star within our sample. Shown here are the projected 2D metallicity-spatial distributions
for each of the galactocentric polar cylindrical coordinates.
Fig. 3. [Fe/H]-Rgcd (top panel) and [Fe/H]-Z (bottom panel) planes containg all stars in our sample. Each star is presented as a circle, where the
size represents the uncertainty in the distance and the color represents the uncertainty in the metallicity. The red line represents our mean slope
and the two green dashed lines represents the ±sigma region.
originally by Jurcsik & Kovacs (1996) and further discussed in
Smolec (2005), Nemec (2004), and Nemec et al. (2013).
5. Spatial metallicity gradients
5.1. Projected radial gradients
We test the projected radial metallicity gradients by fitting a
linear relation to [Fe/H] as a function of the projected galac-
tocentric distance RGCD for each of our 10 000 MC iterations.
The resulting projected radial metallicity gradient distribution is
shown in the top panel of Fig. 5. The distribution has a mean
gradient value of −0.016 ± 0.008 dex Kpc−1, which is intrin-
sically connected to the observational uncertainty distributions.
In a previous study of the OGLE-III Galactic bulge RRab stars,
Pietrukowicz et al. (2012) qualitatively concludes that the bulge
RR Lyrae seem more or less uniformly (in metallicity) dis-
tributed across the bulge area (see their Fig. 10). Here we quan-
tify that the metallicity gradient is indeed very small, but we find
that the value is statistically significant.
5.2. Angular dependence of the radial gradient
We further investigate the angular dependence of the radial gra-
dient. The sample generated in each iteration is subdivided based
on galactocentric quadrants2. Fitting a linear relation to [Fe/H]
as a function of RGCD for each quadrant, during our 10 000 sam-
ples, results in a metallicity gradient distribution per quadrant
2 We define the galactocentric quadrants as α, β, γ, and δ. The
α-quadrant spans 0 < Θ < pi2 . The β-quadrant spans
−pi
2 < Θ < 0.
The γ and δ quadrants cover pi2 < Θ < pi and −pi < Θ < pi2 , respectively.
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Fig. 4. Global OGLE-III sample photometric metallicity distribution,
resulting from the MC procedure. The distribution peaks at [Fe/H] =
−0.97±0.29 dex, which is in good agreement with the [Fe/H] = −1.02±
0.25 dex determined by Pietrukowicz et al. (2012).
Fig. 5. Top: probability density distribution of the projected radial (Rgcd)
metallicity gradient, which peaks at −0.016±0.008 dex Kpc−1. Bottom:
probability density distribution of the vertical (|Z|) metallicity gradient,
which peaks at −0.063 ± 0.0013 dex Kpc−1.
are shown in Fig. 6. The α-quadrant shows a significant radial
metallicity gradient of −0.014 ± 0.008 dex Kpc−1, while the β-,
γ, and δ-quadrants show gradients, −0.018 ± 0.009 dex Kpc−1,
−0.029 ± 0.008 dex Kpc−1, and −0.005 ± 0.01 dex Kpc−1, re-
spectively. The variation in the gradient values of the quad-
rant is likely because of the geometry of the sample where the
α-quadrant contains 3407 (compared to the 2281, 1857, 1879,
stars in the β-, δ-, and γ-quadrants), while the respective error
bars depend on the
√
N, the geometry of the sample, and the
exact error distribution of the corresponding stars.
5.3. Vertical gradients
To obtain the vertical metallicity gradient distribution, shown
in the bottom panel of Fig. 5, we assume vertical symmetry
with respect to the galactic plane (Z = 0), fold our data sam-
ple onto the |Z| and [Fe/H] plane and fit a linear regression to
the |Z| and [Fe/H] plane during each iteration of the MC pro-
cedure. We determine the mean vertical metallicity gradient to
be −0.063 ± 0.013 dex Kpc−1, see Fig. 5. Furthermore, we test
both the ±Z directions independently, see Fig. 7 and compare
these results with the global vertical metallicity gradient. As ex-
pected, the global vertical gradient is governed by the 8100 stars
located below the galactic plane. Stars located below the galactic
plane exhibit a metallicity gradient of −0.068±0.012 dex Kpc−1,
while the 1318 stars located above the galactic plane exhibit an
insignificant gradient of −0.01 ± 0.02 dex Kpc−1. The apparent
asymmetry in the ±Z direction should not be considered as a ver-
tical asymmetry in the bulge region, as the insignificant gradient
in the +Z direction is because of the relatively low star count.
6. Alternative gradient explanations
The gradients we detect are minute, but with relatively small er-
rors thanks to the large sample size, making them statistically
significant. Moreover, the values of the detected gradients are
similar to some of the gradients reported in the literature (see
Conclusions). In this section, we nevertheless investigate, if the
observed gradients could possibly be explained by observational
or systematic biases. We consider three possible alternative ex-
planations: 1) the possibility that the observed gradients are so
small that they could simply arise by chance; 2) the possibility
that an unjustified extrapolation of the photometric metallicity
law has introduced excess metal-poor/rich stars and therefore
may have introduced a gradient; and 3) the possibility that the
gradients are induced by a Malmquist bias.
6.1. Random chance
To investigate the random chance possibility, we test how likely
it is that the population still shows a significant metallicity gra-
dient if we randomly swap the galactic positions of the stars.
For each MC iteration, we therefore perform 1000 permutations
of our stellar sample, by randomly swapping the galactic posi-
tions of all stars. During each permutation we take care that the
apparent magnitude of each of the stars always remain within
the OGLE-III magnitude limits. Each time we fit a linear regres-
sion to the Rgcd-[Fe/H] and Z-[Fe/H] planes. The normalized his-
tograms of our permuted projected radial and vertical metallicity
gradients are shown in blue in Figs. 8–10.
As expected, the majority of these permutations do not show
an appreciable gradient because of the scrambling of the small
gradient originally present. The distances between the mean of
the red and the blue distributions of the gradients shown in Fig. 8
are 3.2σ and 8.2σ (σ of the blue distribution). The sigma dis-
tances for the separate vertical gradients (Z > 0, Z < 0) and
for the radial quadrants (α, β, γ, δ) are stated in the captions of
Figs. 9 and 10, respectively. Assuming a 3σ cutoff, neither the
global projected radial nor the vertical metallicity gradients can
be explained by chance. We see that only the gradients presented
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Fig. 6. Radial [Fe/H] gradients for each of the galactic quadrants were the histograms present the same quantities as in Fig. 5. The most statistically
significant gradient is apparent in the α-quadrant, with a value of −0.029 ± 0.008 dex Kpc−1. The β-, δ- and γ-quadrants show less significant
gradients due to a decreased number of stars.
Fig. 7. Top: vertical [Fe/H] gradient distributions for the Z > 0 fields.
Distribution peaks at −0.01±0.02 dex Kpc−1 and consists of 1318 RRab
stars. Bottom: vertical [Fe/H] gradient distributions for the Z < 0
fields. The distribution peaks at −0.068 ± 0.012 dex Kpc−1 and consists
of 8100 RRab stars.
in the β−, γ−, and δ− quadrants, as well as the Z < 0 field fall
within the 3σ cutoff indicating a larger possibility to be repro-
duced by chance.
Fig. 8. Top: normalized histograms of the projected radial (Rgcd) metal-
licity gradient of original sample (red), and the normalized histograms
of the projected radial gradient of the permuted samples (blue). Bottom:
same as the top panel for the vertical (|Z|) metallicity gradient. The lack
of overlap between the two (red and blue) histograms qualitatively indi-
cates that neither the projected radial nor the vertical gradient can be ex-
plained by chance. Quantitatively, the two observed distribution means
are at 3.2σ and 8.2σ from the permuted distribution means, reassuring
that neither gradient is likely to have been reproduced by chance.
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Fig. 9. Top: normalized histogram of the vertical metallicity gradient for
Z > 0 fields (red), shown in Fig. 7, and corresponding histogram (blue)
of the permuted sample. The near complete overlap (0.27σ) between
the two distributions indicates that the vertical metallicity gradient in
the Z > 0 might as well be obtained by pure chance. Bottom: same
as the top panel for the Z < 0 fields. The mean value of the observed
distribution (red) is located at 3.82σ from the mean of the permuted
sample, indicating that it is unlikely that the vertical metallicity gradient
for Z < 0 was obtained by chance.
6.2. Extrapolation of the metallicity calibration law
Part of our OGLE RR Lyr sample has pulsation periods that fall
outside the period range of the data set that was used to cali-
brate the period-metallicity relation (Eq. (3)). Hence, we inves-
tigate if the extrapolation outside this range could cause or en-
hance the gradients by introducing excessively metal-rich and/or
metal-poor stars into the sample. In order to test this we have re-
stricted our sample to stars with P and Φ31 values within the
range of 0.35 < P < 0.75 and 2.0 < Φ31 < 3.4 as determined by
the calibration set used in Smolec (2005). We have reduced our
sample size to 7860 RRab stars for which we follow the same
procedure, as described in Sect. 3, to determine the metallicity
gradients.
We find that limiting our sample to the calibrated data has no
major effect on the global vertical metallicity gradient and results
in a similar radial metallicity gradient −0.018±0.004 dex Kpc−1.
Within the errors, the restricted radial metallicity gradient
agrees well with the original global radial metallicity gradient
of −0.016 ± 0.008 dex Kpc−1. However, the uncertainty value
of the gradient decreases by a factor of two. Figure 11 shows
the distribution of sigmas for [Fe/H] and Rgcd of the whole sam-
ple in blue and the restricted sample overplotted in red. As ex-
pected, the restricted sample [Fe/H] sigma distribution (red) is
much narrower than the sigma distribution of the whole sam-
ple (blue), see Fig. 11, while the RGCD uncertainty distributions
remains fairly constant between the two samples. The reason
for this is twofold; the metallicity depends solely on the period
and phase differences, while the RGCD depends on the absolute
magnitude (MI), galactic position (l, b) and reddening making
it only dependent on period and phase differences through MI .
In Eqs. (6) and (16), we see that the dominate factor in the cal-
culation of MI is the period, which is nearly equally covered in
both samples3. As such the inclusion of stars with larger uncer-
tainty values in [Fe/H], is the dominate factor for the increase
of the uncertainty on the metallicity gradients. The dependence
of Log Z in the calculation of MI , results in a dependence on
[Fe/H]. The inclusion of the 1599 stars that fall outside of the
calibration range, and therefore have large uncertainty values of
[Fe/H] dominates the increase of the metallicity gradient uncer-
tainty. We conclude that the extrapolation outside of the calibra-
tion range of Eq. (3) has an effect on the metallicity sigma dis-
tribution but no major influence on the presence or significance
of the detected metallicity gradients.
6.3. Malmquist bias
The classical Malmquist bias is a selection bias based on the
preferential detection of intrinsically brighter objects at larger
distances and affects almost every magnitude limited data sam-
ple to some degree. The presence of a Malmquist bias would
cause an increasing absolute magnitude trend that could present
itself by inducing a trend along the RGCD and Z coordinates. We
therefore investigate if a Malmquist bias induced trend could
be responsible for (or enhance) the observed radial and vertical
metallicity gradients.
In order to avoid creating and fitting synthetic light curves,
we have chosen to perform this investigation in the V-band
alone, as the absolute V magnitude depends solely on the metal-
licity, see Eq. (5). We implemented a MC simulation in which
we model the probability of finding a star in the bulge at the
Cartesian coordinates (X,Y,Z) using a multivariate Gaussian
with a mean E[XYZ] = (8.5, 0, 0), and a covariance matrix
Cov[XYZ] =

1.00 0.00 0.00
0.00 0.68 0.00
0.00 0.00 0.31
 . (19)
The covariance matrix presented above mimics the expected ax-
isymmetric spheroidal distribution for RR Lyrae (Alcock et al.
1998; Dékány et al. 2013). Given that neither Dékány et al.
(2013) nor Alcock et al. (1998) explicitly provide a quantita-
tive description of the axisymmetric spheroid, we use the values
of Vanhollebeke et al. (2009) to describe the extent of the bulge
region.
Furthermore, each star is assigned a [Fe/H] value drawn from
the Gaussian N(−0.97, 0.292) dex. The Cartesian (X,Y,Z) po-
sitions are converted to galactocentric polar cylindrical coordi-
nates (RGCD, Θ, Z) and further converted to three dimensional
heliocentric Galactic coordinates (Rhc, l, b). A selection based
on the heliocentric Galactic coordinates is performed to simu-
late the spatial distribution of the OGLE-III data set. Each star
is then assigned an absorption coefficient (Av) based on their po-
sitions in the Marshall et al. (2006) interstellar reddening map.
The absolute V magnitude for each of our synthetic stars is cal-
culated using Eq. (5) and finally, using the distance modulus, we
3 The period ranges are 0.35 < P < 0.75 and 0.282 < P < 0.993 for
the restricted and whole sample, respectively.
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Fig. 10. Normalized histograms for each of the galactic coordinates in red, as shown in Fig. 6 and the corresponding histograms of the permuted
sample in blue. The distances between the means of the red and the blue distributions in the the quadrants α, β, γ, and δ are 2.3σ, 2.5σ, 3.2σ,
and 0.61σ, respectively. The α quadrant shows the most significant gradient. If we assume a 3σ cutoff, this gradient is the only one unlikely to be
explained by chance. The varying significance is due to the corresponding stellar counts, see text for details.
Fig. 11. Distribution of sigmas for [Fe/H] (right pannel) and Rgcd (left panel) of the whole sample in blue and the sample restricted to the calibration
parameters of Smolec (2005) overplotted in red.
calculate the apparent magnitude. Stars with an apparent V mag-
nitude outside the OGLE-III magnitude range (16 < mv < 23)
are discarded.
In Fig. 12, we show the Rhc-[Fe/H], RGCD-[Fe/H], and
Z-[Fe/H] planes of our simulation with one million synthetic
stars. Each panel consists of three different magnitude cuts,
shown in different colors. Visual inspection shows the most
prominent induced gradients within the Rhc-[Fe/H] plane when
the sample is limited to 16 < mv < 17, shown in red. The
sample shows a strong metallicity gradient because of the ex-
clusion of instrinically fainter stars that are more metal-rich, due
to Eq. (3). As a result, this sample exhibits a Malmquist bias in-
duced gradient of −0.036 ± 0.002 dex Kpc−1. However, when
converted to galactocentric coordinates, shown in the middle
panel of Fig. 12 in red, the induced gradient changes sign and
becomes 0.037 ± 0.003 dex Kpc−1. The change of sign occurs
in all three samples and is due to the nonlinear dependence of l
and b in the conversion from heliocentric to galactocentric coor-
dinates. To determine if the observed OGLE-III gradients could
be explained by a Malmquist bias induced gradient, we take a
more detailed look at the simulated sample magnitude limited
at 16 < mv < 23, shown in Fig. 12 in blue. Fitting a linear regres-
sion to the sample results in a Malmquist biased induced gradient
of −0.0018±0.0008 dex Kpc−1 in the heliocentric plane, while in
the galactocentric plane a gradient of 0.0012±0.0013 dex Kpc−1
is detected. Neither of these gradients would be detectable within
the OGLE-III data sample as presented above, as they fall well
within the noise of the OGLE-III simulations.
We perform a similar analysis in the vertical direction, as-
suming the Sun is located in the Galactic plane. The vertical
distance (Z), drawn from the multivariate Gaussian described
by Eq. (19), is equal in both the heliocentric and galactocentric
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Fig. 12. Rhc-[Fe/H], RGCD-[Fe/H], and Z-[Fe/H] planes for the simulation used to test for the presence of a Malmquist bias induced gradient. Each
panel consist of the three magnitude limited samples (16 < mv < 23 shown in blue, 16 < mv < 18 shown in green, and 16 < mv < 17 shown in
red). Each sample has been fitted with a linear regression to test for the presence and strength of a Malmquist bias induced gradient.
coordinates systems. Our synthetic sample, magnitude limited
between 16 < mv < 23, is shown in the right most panel of
Fig. 12 in blue. Fitting a linear regression with respect to |Z|,
leads to an insignificant gradient of −0.002 ± 0.005 dex Kpc−1.
We conclude that neither the projected radial gradient nor the
vertical gradient observed within the OGLE-III data sample can
be explained by a Malmquist bias induced gradient.
7. Conclusion
We have shown that with the OGLE-III Galactic Bulge RR Lyrae
catalog, the reddening maps presented by Nataf et al. (2013), and
a MC simulation to carefully treat the uncertainty distributions
of our observables, it is possible to detect small but significant
metallicity gradients within the Galactic bulge. In the process,
we have established uncertainty distributions for all of the re-
quired observables, accounted for systematics and residuals in
the period-luminosity and metallicity-Fourier relations, and ac-
counted for the inhomogeneity of the interstellar extinction to-
ward the Galactic bulge. We find the following results:
– a mean Galactic bulge RRab metallicity of −0.97±0.29 dex,
– a projected radial metallicity gradient of −0.016 ±
0.008 dex Kpc−1, and
– a vertical metallicity gradient of −0.063 ± 0.013 dex Kpc−1.
We find that a decreasing vertical metallicity gradient is consis-
tent with previous studies focusing primarily in the Baade win-
dows and higher latitude regions as, for example, in the works
presented by Zoccali et al. (2008), Frogel et al. (1999), and
Minniti & Zoccali (2008). In particular, we directly compare
our results to those of Ness et al. (2012, 2013), who determined
a projected radial and vertical gradients using the same defini-
tion of galactocentric position as used here and find good agree-
ment in both the observed projected radial and vertical gradients.
In their work Ness et al. (2012, 2013), find that their compo-
nents A and B, associated with the metal-rich boxy (A) and the
vertically thick (B) components of the bulge, contain both pro-
jected radial and vertical gradients of −0.02 ± 0.01 dex Kpc−1
and the −0.08 ± 0.04 dex Kpc−1, respectively.
We have checked three possible alternative explanations
(random chance, extrapolation of the metallicity calibration law,
and a Malmquist induced gradient) of which none can be re-
sponsible for the observed gradients. We conclude that small but
significant metallicity gradients exist in the RR Lyrae Galactic
bulge population.
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