We propose a new generalized forecast error variance decomposition with the attractive property that the proportions of the impact accounted for by innovations in each variable sum to unity. Our decomposition is based on the generalized impulse response function, and it can easily be obtained by simulation. The new decomposition is illustrated in an empirical application to U.S. output growth and interest rate spread data. JEL classication numbers: C13, C32, C53.
I Introduction
Impulse response and forecast error variance decomposition analyses are the prominent tools in interpreting estimated linear and nonlinear multivariate time series models. These methods call for the identication of the structural shocks by imposing a sucent number of identication restrictions on a reduced-form linear vector autoregressive (VAR) model. However, in many cases it is dicult to come up with adequate credible identication restrictions. In these cases as well as in nonlinear models, the generalized impulse response functions (GIRF) and generalized forecast error variance decompositions (GFEVD) oer alternative means of structural analysis.
The main dierence between the impulse response function (IRF) and forecast error variance decomposition (FEVD) and their generalized counterparts is the interpretation of the shocks: in the former, they are uncorrelated and carry an economic meaning, while in the latter, each of them is just a shock to a given equation of the model. Moreover, because the latter shocks are not necessarily uncorrelated, the interpretation of the GFEVD as the proportions of the impact accounted for by innovations in each of the variables of the total impact of all innovations after h periods (h = 0, 1, 2, . . .) is somewhat nebulous, as these`proportions' may not sum to unity.
Our contributions are twofold. First, we propose a simple modication of the GFEVD in linear multivariate models due to Pesaran and Shin (1998) that, by construction, forces the relative contributions to the h-period impact of the shocks to sum to unity, and hence, facilitates convenient interpretation. Second, we generalize this modication to obtain a GFEVD in nonlinear models that, to the best of our knowledge, has not been entertained in the previous literature. Overall, structural analysis in nonlinear models has not been frequently considered in the previous literature albeit it has recently awoken increasing interest (see, e.g., Karamé, 2012 , and Hubrich and Teräsvirta, 2013 , who discuss 1 GIRFs in Markov-switching and threshold and smooth transition vector autoregressive models, respectively).
The paper is organized as follows. The new GFEVD is introduced and its relation to the orthogonalized FEVD and GIRF is discussed in Section II. In Section III, we illustrate the GFEVD in an empirical application to U.S. output growth and the spread between long-term and short-term interest rates. Section IV concludes.
II A new generalized FEVD
Let us consider a K-dimensional VAR(p) model
where ε t is an independent and identically distributed (iid) error term with zero mean and covariance matrix Σ. Assuming weak stationarity, y t obtains the inniteorder moving-average representation
and if suitable identication restrictions are available such that Σ can be written as the product of a K × K matrix P and its transpose, the orthogonalized error ξ t = P −1 ε t has identity covariance matrix. In other words, the components of ξ t are the uncorrelated structural shocks. The orthogonalized impulse response function on the i th component of y t , y i,t+l , of the jth shock is then (see, e.g., Lütkepohl, 2005 , Section 2.3)
and the corresponding FEVD component for horizon h equals
with K j=1 γ ij (h) = 1 for a given i, l = 0, . . . , h, and σ 2 i (h) denotes the h-step forecast error variance of the ith variable.
For the case where sucient restrictions are not available to identify the structural shocks ξ t , Pesaran and Shin (1998) have proposed an approach building upon Koop et al. (1996) . For generality, consider a K-dimensional nonlinear multivariate model (with the linear VAR(p) model in (1) or (2) as a special case),
where G(·) is a nonlinear function depending on the parameter vector θ and ε t is an iid error term. Following Pesaran and Shin (1998), we concentrate on shocks hitting only one equation at a time, and dene the GIRF of y t to the shock δ jt at horizon l as
where ω t−1 and δ jt are the history and the shock to the jth equation that the expectations are conditioned on, respectively. The GIRF (6) can be interpreted as the time prole of the eect of the shock δ jt hitting at time t, obtained as the dierence between the expectations conditional on the shock and the history ω t−1 , and the expectations conditioned only on the history ω t−1 . Each history ω t−1 consists of the matrix of initial values needed to compute the two conditional expectations (forecasts) in (6) which are typically obtained by averaging a large number of realizations from model (5) with and without the shock δ jt , respectively (for details on the procedure and the specication of the shocks, see Koop et al. (1996, Section 5) .
In the linear VAR model (2), with no identication restrictions imposed, the GIRF (6) reduces to GI(l, δ, ω t−1 ) = A l δ, which is independent of history ω t−1 , but depends on the hypothetical K × 1 vector of shocks of size δ = (δ 1 , . . . , δ K ) , with only one of the elements nonzero. Assuming normality of the error term ε t and setting a shock to the jth element of ε t , the unscaled GIRF of the shock δ j is given by
where Σ = {σ ij , i, j = 1, . . . , K} and e j is an K × 1 selection vector with unity as its jth element and zeros elsewhere. By analogy to (4), scaling the GIRF (7) by setting δ j = √ σ jj , i.e., a positive one standard deviation shock, leads to the GFEVD of Pesaran and Shin (1998) 
Because the shocks are not uncorrelated, in general K j=1 θ ij (h) = 1. Thus, the GFEVD (8) has the shortcoming that the contributions of the shocks to the forecast error variance of a given variable at horizon l do not sum to unity if the covariance matrix of the error ε t is not a diagonal matrix. This makes their interpretation problematic.
Our new GFEVD is also dened analogously to (4), but in contrast to Pesaran and Shin (1998) , it is not restricted to the linear VAR(p) model with normally distributed errors. It is obtained by replacing the IRF in (4) by the GIRF:
Here j and i refer to shock and variable, respectively, and h is the horizon, and ω t−1 denotes the history. The denominator measures the aggregate cumulative effect of all the shocks, while the numerator is the cumulative eect of the jth shock.
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By construction, as in (4), λ ij,ω t−1 (h) lies between 0 and 1, measuring the relative contribution of a shock to the jth equation in relation to the total impact of all K shocks on the ith variable in y t after h periods, and these contributions sum to unity. Our GFEVD is thus easily interpretable and applicable in any linear (Gaussian or non-Gaussian) or nonlinear model for which the conditional expectations in (6) can be computed. It is worth noting that in the common case of the orthogonalized Gaussian structural VAR(p) model, the proposed GFEVD (9) reduces to the FEVD (4) (given the identication restrictions imposed on the matrix P, i.e., the ordering of the variables).
In a nonlinear model, the GIRFs (6) and hence the GFEVDs, cannot typically be expressed in closed form, but the eects of a shock δ jt typically depend on its size and sign as well as the history, and simulation methods are needed. Specically, the GFEVD of interest can be obtained by averaging over the relevant shocks and histories in the same way as shown for the GIRF by Koop et al. (1996) . These authors also discuss the eciency of this approach, which is reached under certain monotonicity assumptions in Ripley (1987) . They also point out that the approach is intuitively appealing even when these assumptions are not satised.
In practice, we recommend computing the GFEVD as the average of λ ij,ω t−1 (h) 
where θ denotes the vector of estimated parameters.
2. Pick a history ω t−1 from among the set of all histories. The history ω t−1
consists of the information used to compute the conditional expectations in (6), i.e., p lags of y t in the case of model (5).
3. Pick a shock vector, and compute GI(·) for each δ jt (j = 1, . . . , K). In the nonlinear case, the conditional expectations in GI(·) in (6) can be obtained standard multistep forecasting methods, described, e.g., in Teräsvirta, Tjøstheim and Granger (2010, Section 14.2, pp. 345351), including the bootstrap-based method employed in our empirical illustration in Section III.
Plug in the GIs computed in
Step 3 into (9) to obtain λ ij,ω t−1 (h) (h = 0, 1, 2, . . .) for the particular history and shock. 
III Empirical illustration
We illustrate the dierent generalized FEVDs in the bivariate linear and nonlinear autoregressive leading indicator models of Anderson et al. (2007) for the U.S.
GDP growth rate and term spread between the long-term (10-year) and shortterm (3-month) interest rates. The term spread reects the stance of monetary policy: It tends to decrease prior to recessions and increase during recessions, which suggests that it might be a useful leading indicator of output growth, and the previous empirical literature lends support to this conjecture. In particular, the term spread above has often been found the best leading indicator in the surveys of Stock and Watson (2003) and Wheelock and Wohar (2009), and Estrella (2005) for a rational expectations model that justies the predictive power of the term spread by expectations of future monetary policy.
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The estimates of the fth-order (Gaussian) VAR and logistic smooth-transition vector autoregressive (LSTVAR) models on quarterly data from 1961Q3 to 1999Q4 are reported in Anderson et al. (2007, Appendix B) . They rst selected the lag length by the Akaike information criterion (AIC), and then eliminated redundant lags so that the residuals still remain uncorrelated. In the bivariate LVSTAR model, 1 It is worth pointing out that a closely related literature provides evidence of various credit and corporate bond spreads having predictive power for real output (see, e.g., Gilchrist, Yankov and Zakraj²ek (2009) , Gilchrist and Zakraj²ek (2012) and Hubrich and Tetlow (2015) , and the references therein). These interest rate spreads are generally indicators of changes in the supply of credit and the expectations of default, which are also partly reected by the eective monetary policy set by central banks. Hubrich and Tetlow (2015) also nd them essential ingredients in a U.S. nancial stress index. the transition variable for both equations is the lagged GDP growth rate (the second lag in the output growth equation and the rst lag in the term spread equation).
To obtain the GFEVDs in the nonlinear LVSTAR model, the conditional expectations (forecasts) in (6), and subsequently in the GFEVD (9), are computed by the procedure described in Section II. In particular, we rst compute the residuals of the estimated LSTVAR model (Step 1). Then we generate m sequences of forecasts y t+h , m = 1, . . . , M , by replacing the unknown future error terms by independent draws with replacement from the set of residuals (see the case (iv) in Teräsvirta et al. (2010, p. 348) ). Finally, the conditional expectations in (6) are obtained by averaging the simulated forecasts.
As an example of the GIRFs behind the GFEVDs, in Figure 1 we depict the GIRFs of a unit shock in the VAR and LSTVAR models. In the latter case, the GIRFs are presented for two histories (1991:Q1 and 1999:Q4) which exemplify low and high output growth histories, respectively. The two models seem to produce impulse response functions rather similar in shape but somewhat dierent in magnitude. The dierences in magnitude are especially pronounced in the cases of the eect of the shock in output growth to the term spread and the shock to the term spread to output growth.
The GFEVDs of the VAR and LSTVAR models are reported in Tables 1 and 2, respectively. In accordance with the discussion in Section II, the (scaled) GFEVDs of Pesaran and Shin (1998) in the linear VAR model (see (8)) do not sum to unity at all horizons (see, especially, the decomposition for the term spread), whereas this problem does not arise with our GFEVD measure, which facilitates interpretation.
For example, for the horizon of eight quarters (h = 8), according to the GFEVD of Pesaran and Shin (1998) the relative importance of the output shock to the output growth is 0.91, and the contributions of the two shocks only sum to 0.96.
In contrast, according to our GFEVD, the relative contributions of the output growth shock is 0.82 and 0.80 in the VAR and LVSTAR models, respectively. For the term spread, the dierences are even larger and clearly the sum of the relative contributions of the shocks implied by the Pesaran-Shin GFEVD deviates even more from unity.
The GFEVDs based on the VAR and LSTVAR models appear somewhat different. Especially at short forecast horizons, the shock to the term spread has a larger relative contribution to the forecast error variance of output growth in the LSTVAR model than in the VAR model. This is in line with the importance of nonlinearity found by Galbraith and Tkacz (2000) and Anderson et al. (2007) , among others, suggesting that the linear model is incapable of fully exploiting the predictive information of the term spread. The stability of the forecast performance of the term spread in the linear model has been questioned (see Giacomini and Rossi, 2006 , and the references therein), and it may be another explanation to the dierences. As to the term spread itself, it is dominated by its own shock in the VAR model while the contribution of the shock to output growth is far more important for it in the LSTVAR model.
We nally computed the GFEVDs of the LSTVAR model in the low growth regime consisting of histories with lagged output growth rate less than 0.32% (see Anderson et al. (2007) ). In computing these, the shocks were bootstrapped from the residuals related to the low growth histories only. The results reported in the right panel of Table 2 suggest that in the low growth regime the relative importance the term spread shock is slightly emphasized compared to the GFEVDs from both regimes. This dierence is more pronounced at shorter horizons. In other words, it seems that matching the business cycle-specic shocks with the relevant histories (in contrast to all the histories) results in somewhat dierent conclusions in the short run, with little eect in the long run.
IV Conclusions
We propose a new easily implementable generalized forecast error variance decomposition for multivariate linear and, in particular, nonlinear models. In the commonly used linear (Gaussian) VAR model with orthogonal shocks, the proposed GFEVD reduces to the usual FEVD, and it has a convenient interpretation also when the shocks are non-orthogonal. In nonlinear models this is not the case, and it is in these models that the proposed decomposition is likely to be particularly useful, as it allows for studying the eects of shocks in subsets of data of particular interest. An empirical application to U.S. output growth and term spread highlights the advantages of the new GFEVD in interpreting estimated linear and nonlinear multivariate models. Tables and Figures   TABLE 1 GFEVDs of the linear VAR model Pesaran and Shin (1998) GFEVD ( and Shin (1998) (scaled GIRFs) approach and the new formulation (9) in the left and right panels, respectively. The latter are given by expression (3) assuming P = I K . Notes: Following the step-by-step procedure described in Section II, the GFEVDs are based on 1,000 shocks bootstrapped from among the residuals of the estimated LSTVAR model. For each pair of shocks the GIRF is computed for each of the 154 histories (consisting of ve consecutive observations), yielding, in total, 154,000 GIRFs, over which (9) is averaged. The conditional expectations in (6) are based on 1,000 simulated realizations. In the right panel, the low growth regime applies when the GDP growth rate is less than 0.32% 
