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Abstract
The key distinguishing property of a Bayesian ap-
proach is marginalization, rather than using a sin-
gle setting of weights. Bayesian marginalization
can particularly improve the accuracy and cali-
bration of modern deep neural networks, which
are typically underspecified by the data, and can
represent many compelling but different solu-
tions. We show that deep ensembles provide an
effective mechanism for approximate Bayesian
marginalization, and propose a related approach
that further improves the predictive distribution
by marginalizing within basins of attraction, with-
out significant overhead. We also investigate the
prior over functions implied by a vague distribu-
tion over neural network weights, explaining the
generalization properties of such models from a
probabilistic perspective. From this perspective,
we explain results that have been presented as
mysterious and distinct to neural network gener-
alization, such as the ability to fit images with
random labels, and show that these results can be
reproduced with Gaussian processes. Finally, we
provide a Bayesian perspective on tempering for
calibrating predictive distributions.
1. Introduction
Imagine fitting the airline passenger data in Figure 1. Which
model would you choose: (1) f1(x) = a0 + a1x, (2)∑3
j=0 ajx
j , or (3) f3(x) =
∑104
j=0 ajx
j?
Put this way, most audiences overwhelmingly favour choices
(1) and (2), for fear of overfitting. But of these options,
choice (3) most honestly represents our beliefs. Indeed, it is
likely that the ground truth explanation for the data is out of
class for any of these choices, but there is some setting of
the coefficients {aj} in choice (3) which provides a better
description of reality than could be managed by choices (1)
and (2), which are special cases of choice (3). Moreover, our
beliefs about the generative processes for our observations,
which are often very sophisticated, typically ought to be
independent of how many data points we happen to observe.
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Figure 1. Airline passenger numbers recorded monthly.
And in modern practice, we are implicitly favouring choice
(3): we often use neural networks with millions of param-
eters to fit datasets with thousands of points. Furthermore,
non-parametric methods such as Gaussian processes often
involve infinitely many parameters, enabling the flexibil-
ity for universal approximation (Rasmussen & Williams,
2006), yet in many cases provide very simple predictive
distributions. Indeed, parameter counting is a poor proxy
for understanding generalization behaviour.
From a probabilistic perspective, we argue that generaliza-
tion depends largely on two properties, the support and the
inductive biases of a model. Consider Figure 2(a), where
on the horizontal axis we have a conceptualization of all
possible datasets, and on the vertical axis the Bayesian ev-
idence for a model. The evidence, or marginal likelihood,
p(D|M) = ∫ p(D|M, w)p(w)dw, is the probability we
would generate a dataset if we were to randomly sample
from the prior over functions p(f(x)) induced by a prior
over parameters p(w). We define the support as the range of
datasets for which p(D|M) > 0. We define the inductive
biases as the relative prior probabilities of different datasets
— the distribution of support given by p(D|M). A similar
schematic to Figure 2(a) was used by MacKay (1992) to
understand an Occam’s razor effect in using the evidence
for model selection; we believe it can also be used to reason
about model construction and generalization.
From this perspective, we want the support of the model to
be large so that we can represent any hypothesis we believe
to be possible, even if it is unlikely. We would even want
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Figure 2. A probabilistic perspective of generalization. (a) Ideally, a model supports a wide range of datasets, but with inductive biases
that provide high prior probability to a particular class of problems being considered. Here, the CNN is preferred over the linear model
and the fully-connected MLP for CIFAR-10 (while we do not consider MLP models to in general have poor inductive biases, here we are
considering a hypothetical example involving images and a very large MLP). (b) By representing a large hypothesis space, a model can
contract around a true solution, which in the real-world is often very sophisticated. (c) With truncated support, a model will converge to an
erroneous solution. (d) Even if the hypothesis space contains the truth, a model will not efficiently contract unless it also has reasonable
inductive biases.
the model to be able to represent pure noise, such as noisy
CIFAR (Zhang et al., 2016), as long as we honestly believe
there is some non-zero, but potentially arbitrarily small,
probability that the data are simply noise. Crucially, we
also need the inductive biases to carefully represent which
hypotheses we believe to be a priori likely for a particular
problem class. If we are modelling images, then our model
should have statistical properties, such as convolutional
structure, which are good descriptions of images.
Figure 2(a) illustrates three models. We can imagine the
blue curve as a simple linear function, f(x) = a0 + a1x,
combined with a distribution over parameters p(a0, a1),
e.g., N (0, I), which induces a distribution over functions
p(f(x)). Parameters we sample from our prior p(a0, a1)
give rise to functions f(x) that correspond to straight lines
with different slopes and intercepts. This model thus has
truncated support: it cannot even represent a quadratic func-
tion. But because the marginal likelihood must normal-
ize over datasets D, this model assigns much mass to the
datasets it does support. The red curve could represent a
large fully-connected MLP. This model is highly flexible,
but distributes its support across datasets too evenly to be
particularly compelling for many image datasets. The green
curve could represent a convolutional neural network, which
represents a compelling specification of support and induc-
tive biases for image recognition: this model has the flexibil-
ity to represent many solutions, but its structural properties
provide particularly good support for many image problems.
With large support, we cast a wide enough net that the poste-
rior can contract around the true solution to a given problem
as in Figure 2(b), which in reality we often believe to be
very sophisticated. On the other hand, the simple model will
have a posterior that contracts around an erroneous solution
if it is not contained in the hypothesis space as in Figure 2(c).
Moreover, in Figure 2(d), the model has wide support, but
does not contract around a good solution because its support
is too evenly distributed.
Returning to the opening example, we can justify the high
order polynomial by wanting large support. But we would
still have to carefully choose the prior on the coefficients
to induce a distribution over functions that would have rea-
sonable inductive biases. Indeed, this Bayesian notion of
generalization is not based on a single number, but is a two
dimensional concept. From this probabilistic perspective,
it is crucial not to conflate the flexibility of a model with
the complexity of a model class. Indeed Gaussian processes
with RBF kernels have large support, and are thus flexible,
but have inductive biases towards very simple solutions. We
also see that parameter counting has no significance in this
perspective of generalization: what matters is how a distri-
bution over parameters combines with a functional form of a
model, to induce a distribution over solutions. Rademacher
complexity (Mohri & Rostamizadeh, 2009), VC dimension
(Vapnik, 1998), and many conventional metrics, are by con-
trast one dimensional notions, corresponding roughly to the
support of the model, which is why they have been found
to provide an incomplete picture of generalization in deep
learning (Zhang et al., 2016).
In this paper we reason about Bayesian deep learning from
a probabilistic perspective of generalization. The key dis-
tinguishing property of a Bayesian approach is marginaliza-
tion instead of optimization, where we represent solutions
given by all settings of parameters weighted by their pos-
terior probabilities, rather than bet everything on a single
setting of parameters. Neural networks are typically under-
specified by the data, and can represent many different but
high performing models corresponding to different settings
of parameters, which is exactly when marginalization will
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make the biggest difference for accuracy and calibration.
Moreover, we clarify that the recent deep ensembles (Lak-
shminarayanan et al., 2017) are not a competing approach
to Bayesian inference, but can be viewed as a compelling
mechanism for Bayesian marginalization. Indeed, we em-
pirically demonstrate that deep ensembles can provide a
better approximation to the Bayesian predictive distribution
than standard Bayesian approaches. We further propose a
new method, inspired by deep ensembles, which marginal-
izes within basins of attraction — achieving significantly
improved performance, with a similar training time.
We then investigate the properties of priors over functions
induced by priors over the weights of neural networks, show-
ing that they have reasonable inductive biases. We also show
that the mysterious generalization properties recently pre-
sented in Zhang et al. (2016) can be understood by reasoning
about prior distributions over functions, and are not specific
to neural networks. Indeed, we show Gaussian processes can
also perfectly fit images with random labels, yet generalize
on the noise-free problem. These results are a consequence
of large support but reasonable inductive biases for com-
mon problem settings. We further show that while Bayesian
neural networks can fit the noisy datasets, the marginal like-
lihood has much better support for the noise free datasets,
in line with Figure 2.
In the Appendix we provide several additional exper-
iments and results, including a discussion of temper-
ing in Bayesian deep learning. We also provide
code at https://github.com/izmailovpavel/
understandingbdl.
2. Related Work
Notable early works on Bayesian neural networks include
MacKay (1992), MacKay (1995), and Neal (1996). These
works generally argue in favour of making the model class
for Bayesian approaches as flexible as possible, in line with
Box & Tiao (1973). Accordingly, Neal (1996) pursued the
limits of large Bayesian neural networks, showing that as the
number of hidden units approached infinity, these models
become Gaussian processes with particular kernel functions.
This work harmonizes with recent work describing the neu-
ral tangent kernel (e.g., Jacot et al., 2018).
The marginal likelihood is often used for Bayesian hypothe-
sis testing, model comparison, and hyperparameter tuning,
with Bayes factors used to select between models (Kass &
Raftery, 1995). MacKay (2003, Ch. 28) uses a diagram
similar to Fig 2(a) to show the marginal likelihood has an
Occam’s razor property, favouring the simplest model con-
sistent with a given dataset, even if the prior assigns equal
probability to the various models. Rasmussen & Ghahra-
mani (2001) reasons about how the marginal likelihood
can favour large flexible models, as long as such models
correspond to a reasonable distribution over functions.
There has been much recent interest in developing Bayesian
approaches for modern deep learning, with new challenges
and architectures quite different from what had been con-
sidered in early work. Recent work has largely focused on
scalable inference (e.g., Gal & Ghahramani, 2016; Kendall
& Gal, 2017; Ritter et al., 2018; Khan et al., 2018; Maddox
et al., 2019), function-space inspired priors (e.g., Sun et al.,
2019; Yang et al., 2019; Louizos et al., 2019; Hafner et al.,
2018), and developing flat objective priors in parameter
space, directly leveraging the biases of the neural network
functional form (e.g, Nalisnick, 2018). Wilson (2020) pro-
vides a note motivating Bayesian deep learning.
Moreover, PAC-Bayes (McAllester, 1999) has emerged as
an important direction for deriving generalization bounds on
stochastic neural networks (e.g. Guedj, 2019), with distribu-
tions over the parameters. Langford & Caruana (2002) de-
vised a PAC-Bayes generalization bound for small stochastic
neural networks (two layer with two hidden units) achiev-
ing an improvement over the existing deterministic gener-
alization bounds. Dziugaite & Roy (2017) extended this
approach, optimizing a PAC-Bayes bound with respect to
a parametric distribution over the weights of the network,
exploiting the flatness of solutions discovered by SGD. As
a result, they derive the first non-vacuous generalization
bounds for stochastic over-parameterized fully-connected
neural networks on binary MNIST classification. Achille
& Soatto (2018) additionally combine PAC-Bayes and in-
formation theoretic approaches to argue that flat minima
have low information content, and show that low informa-
tion functions can learn invariant representation of data.
Neyshabur et al. (2017) also discuss the connection between
PAC-Bayes bounds and sharpness. Neyshabur et al. (2018)
then devises PAC-Bayes bounds based on spectral norms
of the layers and the Frobenius norm of the weights of the
network. Masegosa (2019) also proposes variational and
ensemble learning methods based on PAC-Bayes analysis
of Bayesian model averaging under model misspecification.
And recently, Jiang et al. (2019) show that recent PAC-Bayes
bounds compare favourably to many alternative bounds for
deep networks.
There are many additional perspectives on flatness and gen-
eralization. The early works tend to provide a connection
between loss geometry and generalization using minimum
description length frameworks (e.g., Hinton & Van Camp,
1993; Hochreiter & Schmidhuber, 1997; MacKay, 1995).
Empirically, Keskar et al. (2016) argue that smaller batch
SGD provides better generalization than large batch SGD,
by finding flatter minima. Chaudhari et al. (2019) and
Izmailov et al. (2018) design optimization procedures to
specifically find flat minima. By connecting flat solutions
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with ensemble approximations, Izmailov et al. (2018) also
suggest that functions associated with parameters in flat
regions ought to provide different predictions on test data,
for flatness to be helpful in generalization, which is distinct
from the flatness in Dinh et al. (2017), and, as we argue, par-
ticularly relevant for Bayesian model averaging. Huang et al.
(2019) describes neural networks as having a blessing of
dimensionality, since flat regions will occupy much greater
volume in a high dimensional space. Smith & Le (2018)
and MacKay (2003, Chapter 28) additionally connect the
width of the posterior with Occam factors; from a Bayesian
perspective, larger width corresponds to a smaller Occam
factor, and thus ought to provide better generalization.
Dziugaite & Roy (2017) and Smith & Le (2018) also provide
different perspectives on the results in Zhang et al. (2016),
which shows that deep convolutional neural networks can fit
CIFAR-10 with random labels and no training error. Indeed,
the PAC-Bayes bound of Dziugaite & Roy (2017) becomes
vacuous when applied to randomly-labelled binary MNIST.
Smith & Le (2018) also show that logistic regression can fit
noisy labels on sub-sampled MNIST interpreting the result
from an Occam factor perspective.
In general, PAC-Bayes provides a compelling framework
for deriving explicit non-asymptotic generalization bounds.
Our focus is complementary, and largely prescriptive, aim-
ing to provide general intuitions about model construction,
inference, and neural network priors, connections between
Bayesian model averaging and deep ensembles, benefits
of Bayesian model averaging specifically in the context of
modern deep neural networks, perspectives on tempering
in Bayesian deep learning, views of marginalization that
contrast with simple Monte Carlo, as well as new methods
for Bayesian marginalization in deep learning.
In other work, Pearce et al. (2018) propose a modification
of deep ensembles and argue that it performs approximate
Bayesian inference, and Gustafsson et al. (2019) briefly men-
tion how deep ensembles can be viewed as samples from
an approximate posterior. In the context of deep ensembles,
we believe it is natural to consider the BMA integral sepa-
rately from the simple Monte Carlo approximation that is
often used to approximate this integral; to compute an accu-
rate predictive distribution, we do not need samples from a
posterior, or even a faithful approximation to the posterior.
Fort et al. (2019) considered the diversity of predictions
produced by models from a single SGD run, and models
from independent SGD runs, and suggested to ensemble
averages of SGD iterates. Although MultiSWA (one of the
methods considered in Section 4) is related to this idea, the
crucial practical difference is that MultiSWA uses a learning
rate schedule that selects for flat regions of the loss, the key
to the success of the SWA method (Izmailov et al., 2018).
3. Bayesian Marginalization
Often the predictive distribution we want to compute is
given by
p(y|x,D) =
∫
p(y|x,w)p(w|D)dw . (1)
The outputs are y (e.g., regression values, class labels, . . . ),
indexed by inputs x (e.g. spatial locations, images, . . . ), the
weights (or parameters) of the neural network f(x;w) are
w, and D are the data. Eq. (1) represents a Bayesian model
average (BMA). Rather than bet everything on one hypoth-
esis — with a single setting of parameters w — we want to
use all settings of parameters, weighted by their posterior
probabilities. This procedure is called marginalization of
the parametersw, as the predictive distribution of interest no
longer conditions on w. This is not a controversial equation,
but simply the sum and product rules of probability.
3.1. Importance of Marginalization in Deep Learning
In general, we can view classical training as performing
approximate Bayesian inference, using the approximate pos-
terior p(w|D) ≈ δ(w = wˆ) to compute Eq. (1), where δ
is a Dirac delta function that is zero everywhere except at
wˆ = argmaxwp(w|D). In this case, we recover the standard
predictive distribution p(y|x, wˆ). From this perspective,
many alternatives, albeit imperfect, will be preferable —
including impoverished Gaussian posterior approximations
for p(w|D), even if the posterior or likelihood are actually
highly non-Gaussian and multimodal.
The difference between a classical and Bayesian approach
will depend on how sharp the posterior p(w|D) becomes. If
the posterior is sharply peaked, and the conditional predic-
tive distribution p(y|x,w) does not vary significantly where
the posterior has mass, there may be almost no difference,
since a delta function may then be a reasonable approxi-
mation of the posterior for the purpose of BMA. However,
modern neural networks are usually highly underspecified
by the available data, and therefore have diffuse likelihoods
p(D|w). Not only are the likelihoods diffuse, but different
settings of the parameters correspond to a diverse variety of
compelling hypotheses for the data (Garipov et al., 2018;
Izmailov et al., 2019). This is exactly the setting when we
most want to perform a Bayesian model average, which
will lead to an ensemble containing many different but high
performing models, for better calibration and accuracy than
classical training.
Loss Valleys. Flat regions of low loss (negative log poste-
rior density − log p(w|D)) are associated with good gener-
alization (e.g., Hochreiter & Schmidhuber, 1997; Hinton &
Van Camp, 1993; Dziugaite & Roy, 2017; Izmailov et al.,
2018; Keskar et al., 2016). While flat solutions that general-
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ize poorly can be contrived through reparametrization (Dinh
et al., 2017), the flat regions that lead to good generalization
contain a diversity of high performing models on test (Iz-
mailov et al., 2018), corresponding to different parameter
settings in those regions. And indeed, there are large con-
tiguous regions of low loss that contain such solutions, even
connecting together different SGD solutions (Garipov et al.,
2018; Izmailov et al., 2019) (see also Figure 8, Appendix).
Since these regions of the loss represent a large volume in a
high-dimensional space (Huang et al., 2019), and provide
a diversity of solutions, they will dominate in forming the
predictive distribution in a Bayesian model average. By
contrast, if the parameters in these regions provided similar
functions, as would be the case in flatness obtained through
reparametrization, these functions would be redundant in
the model average. That is, although the solutions of high
posterior density can provide poor generalization, it is the so-
lutions that generalize well that will have greatest posterior
mass, and thus be automatically favoured by the BMA.
Calibration by Epistemic Uncertainty Representation.
It has been noticed that modern neural networks are often
miscalibrated in the sense that their predictions are typically
overconfident (Guo et al., 2017). For example, in classifi-
cation the highest softmax output of a convolutional neural
network is typically much larger than the probability of the
associated class label. The fundamental reason for miscali-
bration is ignoring epistemic uncertainty. A neural network
can represent many models that are consistent with our ob-
servations. By selecting only one, in a classical procedure,
we lose uncertainty when the models disagree for a test
point. In regression, we can visualize epistemic uncertainty
by looking at the spread of the predictive distribution; as
we move away from the data, there are a greater variety
of consistent solutions, leading to larger uncertainty, as in
Figure 4. We can further calibrate the model with tempering,
which we discuss in the Appendix Section F.
Accuracy. An often overlooked benefit of Bayesian model
averaging in modern deep learning is improved accuracy. If
we average the predictions of many high performing models
that disagree in some cases, we should see significantly im-
proved accuracy. This benefit is now starting to be observed
in practice (e.g., Izmailov et al., 2019). Improvements in ac-
curacy are very convincingly exemplified by deep ensembles
(Lakshminarayanan et al., 2017), which have been perceived
as a competing approach to Bayesian methods, but in fact
provides a compelling mechanism for approximate Bayesian
model averaging, as we show in Section 3.3.
3.2. Beyond Monte Carlo
Nearly all approaches to estimating the integral in Eq. (1),
when it cannot be computed in closed form, involve
a simple Monte Carlo approximation: p(y|x,D) ≈
1
J
∑J
j=1 p(y|x,wj) , wj ∼ p(w|D). In practice, the sam-
ples from the posterior p(w|D) are also approximate, and
found through MCMC or deterministic methods. The de-
terministic methods approximate p(w|D) with a different
more convenient density q(w|D, θ) from which we can sam-
ple, often chosen to be Gaussian. The parameters θ are
selected to make q close to p in some sense; for exam-
ple, variational approximations (e.g., Beal, 2003), which
have emerged as a popular deterministic approach, find
argminθKL(q||p). Other standard deterministic approxima-
tions include Laplace (e.g., MacKay, 1995), EP (Minka,
2001a), and INLA (Rue et al., 2009).
From the perspective of estimating the predictive distribu-
tion in Eq. (1), we can view simple Monte Carlo as ap-
proximating the posterior with a set of point masses, with
locations given by samples from another approximate pos-
terior q, even if q is a continuous distribution. That is,
p(w|D) ≈∑Jj=1 δ(w = wj) , wj ∼ q(w|D).
Ultimately, the goal is to accurately compute the predictive
distribution in Eq. (1), rather than find a generally accu-
rate representation of the posterior. In particular, we must
carefully represent the posterior in regions that will make
the greatest contributions to the BMA integral. In terms of
efficiently computing the predictive distribution, we do not
necessarily want to place point masses at locations given
by samples from the posterior. For example, functional di-
versity is important for a good approximation to the BMA
integral, because we are summing together terms of the
form p(y|x,w); if two settings of the weights wi and wj
each provide high likelihood (and consequently high pos-
terior density), but give rise to similar functions f(x;wi),
f(x;wj), then they will be largely redundant in the model
average, and the second setting of parameters will not con-
tribute much to estimating the BMA integral for the uncon-
ditional predictive distribution. In Sections 3.3 and 4, we
consider how various approaches approximate the predictive
distribution.
3.3. Deep Ensembles are BMA
Deep ensembles (Lakshminarayanan et al., 2017) is fast
becoming a gold standard for accurate and well-calibrated
predictive distributions. Recent reports (e.g., Ovadia et al.,
2019; Ashukha et al., 2020) show that deep ensembles ap-
pear to outperform some particular approaches to Bayesian
neural networks for uncertainty representation, leading to
the confusion that deep ensembles and Bayesian methods
are competing approaches. To the contrary, deep ensem-
bles are actually a compelling approach to Bayesian model
averaging, in the vein of Section 3.2.
There is a fundamental difference between a Bayesian model
average and some approaches to ensembling. The Bayesian
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model average assumes that one hypothesis (one parame-
ter setting) is correct, and averages over models due to an
inability to distinguish between hypotheses given limited
information (Minka, 2000). As we observe more data, the
posterior collapses onto a single hypothesis. If the true
explanation for the data is a combination of hypotheses,
then the Bayesian model average may appear to perform
worse as we observe more data. Some ensembling methods
work by enriching the hypothesis space, and therefore do
not collapse in this way. Deep ensembles, however, are
formed by MAP or maximum likelihood retraining of the
same architecture multiple times, leading to different basins
of attraction. The deep ensemble will therefore collapse in
the same way as a Bayesian model average, as the posterior
concentrates. Since the hypotheses space (support) for a
modern neural network is large, containing many different
possible explanations for the data, posterior collapse will
often be desirable.
Furthermore, by representing multiple basins of attraction,
deep ensembles can provide a better approximation to the
BMA than the Bayesian approaches in Ovadia et al. (2019).
Indeed, the functional diversity is important for a good ap-
proximation to the BMA integral, as per Section 3.2. The
approaches referred to as Bayesian in Ovadia et al. (2019)
instead focus their approximation on a single basin, which
may contain a lot of redundancy in function space, making
a relatively minimal contribution to computing the Bayesian
predictive distribution. On the other hand, retraining a neu-
ral network multiple times for deep ensembles incurs a
significant computational expense. The single basin ap-
proaches may be preferred if we are to control for computa-
tion. We explore these questions in Section 4.
4. An Empirical Study of Marginalization
We have shown that deep ensembles can be interpreted
as an approximate approach to Bayesian marginalization,
which selects for functional diversity by representing multi-
ple basins of attraction in the posterior. Most Bayesian deep
learning methods instead focus on faithfully approximating
a posterior within a single basin of attraction. We propose a
new method, MultiSWAG, which combines these two types
of approaches. MultiSWAG combines multiple indepen-
dently trained SWAG approximations (Maddox et al., 2019),
to create a mixture of Gaussians approximation to the pos-
terior, with each Gaussian centred on a different basin of
attraction. We note that MultiSWAG does not require any
additional training time over standard deep ensembles.
We illustrate the conceptual difference between deep en-
sembles, a standard variational single basin approach, and
MultiSWAG, in Figure 3. In the top panel, we have a con-
ceptualization of a multimodal posterior. VI approximates
the posterior with multiple samples within a single basin.
Deep Ensembles VI Multi-SWAG
wwˆ
w
w
dist(p, q)
p(y|w)
p(w|D)
Figure 3. Approximating the BMA.
p(y|x,D) = ∫ p(y|x,w)p(w|D)dw. Top: p(w|D), with repre-
sentations from VI (orange) deep ensembles (blue), MultiSWAG
(red). Middle: p(y|x,w) as a function of w for a test input x.
This function does not vary much within modes, but changes sig-
nificantly between modes. Bottom: Distance between the true
predictive distribution and the approximation, as a function of rep-
resenting a posterior at an additional point w, assuming we have
sampled the mode in dark green. There is more to be gained by
exploring new basins, than continuing to explore the same basin.
But we see in the middle panel that the conditional predic-
tive distribution p(y|x,w) does not vary significantly within
the basin, and thus each additional sample contributes min-
imally to computing the marginal predictive distribution
p(y|x,D). On the other hand, p(y|x,w) varies significantly
between basins, and thus each point mass for deep ensem-
bles contributes significantly to the marginal predictive dis-
tribution. By sampling within the basins, MultiSWAG pro-
vides additional contributions to the predictive distribution.
In the bottom panel, we have the gain in approximating
the predictive distribution when adding a point mass to the
representation of the posterior, as a function of its location,
assuming we have already sampled the mode in dark green.
Including samples from different modes provides significant
gain over continuing to sample from the same mode, and
including weights in wide basins provide relatively more
gain than the narrow ones.
In Figure 4 we evaluate single basin and multi-basin ap-
proaches in a case where we can near-exactly compute the
predictive distribution. We provide details for generating
the data and training the models in Appendix D.1. We see
that the predictive distribution given by deep ensembles is
qualitatively closer to the true distribution, compared to the
single basin variational method: between data clusters, the
deep ensemble approach provides a similar representation
of epistemic uncertainty, whereas the variational method is
extremely overconfident in these regions. Moreover, we see
that the Wasserstein distance between the true predictive dis-
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Figure 4. Approximating the true predictive distribution. (a): A close approximation of the true predictive distribution obtained by
combining 200 HMC chains. (b): Deep ensembles predictive distribution using 50 independently trained networks. (c): Predictive
distribution for factorized variational inference (VI). (d): Convergence of the predictive distributions for deep ensembles and variational
inference as a function of the number of samples; we measure the average Wasserstein distance between the marginals in the range of
input positions. The multi-basin deep ensembles approach provides a more faithful approximation of the Bayesian predictive distribution
than the conventional single-basin VI approach, which is overconfident between data clusters. The top panels show the Wasserstein
distance between the true predictive distribution and the deep ensemble and VI approximations, as a function of inputs x.
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Figure 5. Negative log likelihood for Deep Ensembles, MultiSWAG and MultiSWA using a PreResNet-20 on CIFAR-10 with varying
intensity of the Gaussian blur corruption. The image in each plot shows the intensity of corruption. For all levels of intensity, MultiSWAG
and MultiSWA outperform Deep Ensembles for a small number of independent models. For high levels of corruption MultiSWAG
significantly outperforms other methods even for many independent models. We present results for other corruptions in the Appendix.
tribution and these two approximations quickly shrinks with
number of samples for deep ensembles, but is roughly inde-
pendent of number of samples for the variational approach.
Thus the deep ensemble is providing a better approximation
of the Bayesian model average in Eq. (1) than the single
basin variational approach, which has traditionally been
labelled as the Bayesian alternative.
Next, we evaluate MultiSWAG under distribution shift on
the CIFAR-10 dataset (Krizhevsky et al., 2014), replicating
the setup in Ovadia et al. (2019). We consider 16 data cor-
ruptions, each at 5 different levels of severity, introduced
by Hendrycks & Dietterich (2019). For each corruption,
we evaluate the performance of deep ensembles and Mul-
tiSWAG varying the training budget. For deep ensembles
we show performance as a function of the number of inde-
pendently trained models in the ensemble. For MultiSWAG
we show performance as a function of the number of inde-
pendent SWAG approximations that we construct; we then
sample 20 models from each of these approximations to
construct the final ensemble.
While the training time for MultiSWAG is the same as for
deep ensembles, at test time MultiSWAG is more expen-
sive, as the corresponding ensemble consists of a larger
number of models. To account for situations when test
time is constrained, we also propose MultiSWA, a method
that ensembles independently trained SWA solutions (Iz-
mailov et al., 2018). SWA solutions are the means of the
corresponding Gaussian SWAG approximations. Izmailov
et al. (2018) argue that SWA solutions approximate the local
ensembles represented by SWAG with a single model.
In Figure 5 we show the negative log-likelihood as a func-
tion of the number of independently trained models for a
Preactivation ResNet-20 on CIFAR-10 corrupted with Gaus-
sian blur with varying levels of intensity (increasing from
left to right) in Figure 5. MultiSWAG outperforms deep
ensembles significantly on highly corrupted data. For lower
levels of corruption, MultiSWAG works particularly well
when only a small number of independently trained models
are available. We note that MultiSWA also outperforms deep
ensembles, and has the same computational requirements at
training and test time as deep ensembles. We present results
for other types of corruption in Appendix Figures 12, 13,
14, 15, showing similar trends.
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Figure 6. Induced Prior Correlation Function. Average pairwise prior correlations for pairs of objects in classes {0, 1, 2, 4, 7} of
MNIST induced by LeNet-5 for p(f(x;w)) when p(w) = N (0, α2I). Images in the same class have higher prior correlations than
images from different classes, suggesting that p(f(x;w)) has desirable inductive biases. The correlations slightly decrease with increases
in α. (d): NLL of an ensemble of 20 SWAG samples on MNIST as a function of α using a LeNet-5.
5. Neural Network Priors
A prior over parameters p(w) combines with the functional
form of a model f(x;w) to induce a distribution over func-
tions p(f(x;w)). It is this distribution over functions that
controls the generalization properties of the model; the prior
over parameters, in isolation, has no meaning. Neural net-
works are imbued with structural properties that provide
good inductive biases, such as translation equivariance, hi-
erarchical representations, and sparsity. In the sense of
Figure 2, the prior will have large support, due to the flexi-
bility of neural networks, but its inductive biases provide the
most mass to datasets which are representative of problem
settings where neural networks are often applied. In this
section, we study the properties of the induced distribution
over functions. We directly continue the discussion of priors
in Section 6, with a focus on examining the noisy CIFAR re-
sults in Zhang et al. (2016), from a probabilistic perspective
of generalization. These sections are best read together.
We also provide several additional experiments in the Ap-
pendix. In Section E, we present analytic results on the
dependence of the prior distribution in function space on
the variance of the prior over parameters, considering also
layer-wise parameter priors with ReLU activations. As part
of a discussion on tempering, in Section F.4 we study the
effect of α in p(w) = N (0, α2I) on prior class probabilities
for individual sample functions p(f(x;w)), the predictive
distribution, and posterior samples as we observe varying
amounts of data. In Section G, we further study the correla-
tion structure over images induced by neural network priors,
subject to perturbations of the images. In Section D.3 we
provide additional experimental details.
5.1. Deep Image Prior and Random Network Features
Two recent results provide strong evidence that vague Gaus-
sian priors over parameters, when combined with a neu-
ral network architecture, induce a distribution over func-
tions with useful inductive biases. In the deep image prior,
Ulyanov et al. (2018) show that randomly initialized convo-
lutional neural networks without training provide excellent
performance for image denoising, super-resolution, and in-
painting. This result demonstrates the ability for a sam-
ple function from a random prior over neural networks
p(f(x;w)) to capture low-level image statistics, before any
training. Similarly, Zhang et al. (2016) shows that pre-
processing CIFAR-10 with a randomly initialized untrained
convolutional neural network dramatically improves the test
performance of a simple Gaussian kernel on pixels from
54% accuracy to 71%. Adding `2 regularization only im-
proves the accuracy by an additional 2%. These results
again indicate that broad Gaussian priors over parameters
induce reasonable priors over networks, with a minor ad-
ditional gain from decreasing the variance of the prior in
parameter space, which corresponds to `2 regularization.
5.2. Prior Class Correlations
In Figure 6 we study the prior correlations in the outputs of
the LeNet-5 convolutional network (LeCun et al., 1998) on
objects of different MNIST classes. We sample networks
with weights p(w) = N (0, α2I), and compute the values of
logits corresponding to the first class for all pairs of images
and compute correlations of these logits. For all levels of α
the correlations between objects corresponding to the same
class are consistently higher than the correlation between
objects of different classes, showing that the network in-
duces a reasonable prior similarity metric over these images.
Additionally, we observe that the prior correlations some-
what decrease as we increase α, showing that bounding the
norm of the weights has some minor utility, in accordance
with Section 5.1. Similarly, in panel (d) we see that the NLL
significantly decreases as α increases in [0, 0.5], and then
slightly increases, but is relatively constant thereafter.
In the Appendix, we further describe analytic results and
illustrate the effect of α on sample functions.
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Figure 7. Rethinking generalization. (a): Sample functions from a Gaussian process prior. (b): GP fit (with 95% credible region) to
structured data generated as ygreen(x) = sin(x · 2pi)+ ,  ∼ N (0, 0.22). (c): GP fit, with no training error, after a significant addition of
corrupted data in red, drawn from Uniform[0.5, 1]. (d): Variational GP marginal likelihood with RBF kernel for two classes of CIFAR-10.
(e): Laplace BNN marginal likelihood for a PreResNet-20 on CIFAR-10 with different fractions of random labels. The marginal likelihood
for both the GP and BNN decreases as we increase the level of corruption in the labels, suggesting reasonable inductive biases in the prior
over functions. Moreover, both the GP and BNN have 100% training accuracy on images with fully corrupted labels.
5.3. Effect of Prior Variance on CIFAR-10
We further study the effect of the parameter prior stan-
dard deviation α, measuring performance of approximate
Bayesian inference for CIFAR-10 with a Preactivation
ResNet-20 (He et al., 2016) and VGG-16 (Simonyan &
Zisserman, 2014). For each of these architectures we run
SWAG (Maddox et al., 2019) with fixed hyper-parameters
and varying α. We report the results in Figure 9(d), (h). For
both architectures, the performance is near-optimal in the
range α ∈ [10−2, 10−1]. Smaller α constrains the weights
too much. Performance is reasonable and becomes mostly
insensitive to α as it continues to increase, due to the induc-
tive biases of the functional form of the neural network.
6. Rethinking Generalization
Zhang et al. (2016) demonstrated that deep neural networks
have sufficient capacity to fit randomized labels on popular
image classification tasks, and suggest this result requires
re-thinking generalization to understand deep learning.
We argue, however, that this behaviour is not puzzling from
a probabilistic perspective, is not unique to neural networks,
and cannot be used as evidence against Bayesian neural
networks (BNNs) with vague parameter priors. Fundamen-
tally, the resolution is the view presented in the introduction:
from a probabilistic perspective, generalization is at least
a two-dimensional concept, related to support (flexibility),
which should be as large as possible, supporting even noisy
solutions, and inductive biases that represent relative prior
probabilities of solutions.
Indeed, we demonstrate that the behaviour in Zhang et al.
(2016) that was treated as mysterious and specific to neural
networks can be exactly reproduced by Gaussian processes
(GPs). Gaussian processes are an ideal choice for this exper-
iment, because they are popular Bayesian non-parametric
models, and they assign a prior directly in function space.
Moreover, GPs have remarkable flexibility, providing univer-
sal approximation with popular covariance functions such
as the RBF kernel. Yet the functions that are a priori likely
under a GP with an RBF kernel are relatively simple. We
describe GPs further in the Appendix, and Rasmussen &
Williams (2006) provides an extensive introduction.
We start with a simple example to illustrate the ability for
a GP with an RBF kernel to easily fit a corrupted dataset,
yet generalize well on a non-corrupted dataset, in Figure 7.
In Fig 7(a), we have sample functions from a GP prior over
functions p(f(x)), showing that likely functions under the
prior are smooth and well-behaved. In Fig 7(b) we see the
GP is able to reasonably fit data from a structured function.
And in Fig 7(c) the GP is also able to fit highly corrupted
data, with essentially no structure; although these data are
not a likely draw from the prior, the GP has support for a
wide range of solutions, including noise.
We next show that GPs can replicate the generalization
behaviour described in Zhang et al. (2016) (experimental
details in the Appendix). When applied to CIFAR-10 images
with random labels, Gaussian processes achieve 100% train
accuracy, and 10.4% test accuracy (at the level of random
guessing). However, the same model trained on the true
labels achieves a training accuracy of 72.8% and a test
accuracy of 54.3%. Thus, the generalization behaviour
described in Zhang et al. (2016) is not unique to neural
networks, and can be described by separately understanding
the support and the inductive biases of a model.
Indeed, although Gaussian processes support CIFAR-10
images with random labels, they are not likely under the
GP prior. In Fig 7(d), we compute the approximate GP
marginal likelihood on a binary CIFAR-10 classification
problem, with labels of varying levels of corruption. We see
as the noise in the data increases, the approximate marginal
likelihood, and thus the prior support for these data, de-
creases. In Fig 7(e), we see a similar trend for a Bayesian
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neural network. Again, as the fraction of corrupted labels
increases, the approximate marginal likelihood decreases,
showing that the prior over functions given by the Bayesian
neural network has less support for these noisy datasets. We
provide further experimental details in the Appendix.
Dziugaite & Roy (2017) and Smith & Le (2018) provide
complementary perspectives on Zhang et al. (2016), for
MNIST; Dziugaite & Roy (2017) show non-vacuous PAC-
Bayes bounds for the noise-free binary MNIST but not noisy
MNIST, and Smith & Le (2018) show that logistic regres-
sion can fit noisy labels on subsampled MNIST, interpreting
the results from an Occam factor perspective.
7. Discussion
“It is now common practice for Bayesians to
fit models that have more parameters than the
number of data points. . . Incorporate every imag-
inable possibility into the model space: for exam-
ple, if it is conceivable that a very simple model
might be able to explain the data, one should
include simple models; if the noise might have
a long-tailed distribution, one should include a
hyperparameter which controls the heaviness of
the tails of the distribution; if an input variable
might be irrelevant to a regression, include it in
the regression anyway.” MacKay (1995)
We have presented a probabilistic perspective of general-
ization, which depends on the support and inductive biases
of the model. The support should be as large possible, but
the inductive biases must be well-calibrated to a given prob-
lem class. We argue that Bayesian neural networks embody
these properties — and through the lens of probabilistic
inference, explain generalization behaviour that has pre-
viously been viewed as mysterious. Moreover, we argue
that Bayesian marginalization is particularly compelling for
neural networks, show how deep ensembles provide a prac-
tical mechanism for marginalization, and propose a new
approach that generalizes deep ensembles to marginalize
within basins of attraction.
There are certainly many challenges to estimating the inte-
gral for a Bayesian model average in modern deep learning,
including a high-dimensional parameter space, and a com-
plex posterior landscape. But viewing the challenge indeed
as an integration problem, rather than an attempt to obtain
posterior samples for a simple Monte Carlo approximation,
provides opportunities for future progress. Bayesian deep
learning has been making fast practical advances, with ap-
proaches that now enable better accuracy and calibration
over standard training, with minimal overhead.
We finish with remarks about future developments for
Bayesian neural network priors, and approaches to research
in Bayesian deep learning.
7.1. The Future for BNN Priors
We provide some brief remarks about future developments
for BNN priors. Here we have explored relatively simple
parameter priors p(w) = N (0, α2I). While these priors are
simple in parameter space, they interact with the neural net-
work architecture to induce a sophisticated prior over func-
tions p(f(x;w)), with many desirable properties, including
a reasonable correlation structure over images. However,
these parameter priors can certainly still be improved. As
we have seen, even tuning the value of the signal variance
α2, an analogue of the L2 regularization often used in deep
learning, can have a noticeable affect on the induced prior
over functions — though this affect is quickly modulated by
data. Layer-wise priors, such that parameters in each layer
have a different signal variance, are intuitive: we would
expect later layers require precise determination, while pa-
rameters in earlier layers could reasonably take a range of
values. But one has to be cautious; as we show in Appendix
Section E, with ReLU activations different signal variances
in different layers can be degenerate, combining together to
affect only the output scale of the network.
A currently popular sentiment is that we should directly
build function-space BNN priors, often taking inspiration
from Gaussian processes. While we believe this is a promis-
ing direction, one should proceed with caution. If we con-
trive priors over parameters p(w) to induce distributions
over functions p(f) that resemble familiar models such as
Gaussian processes with RBF kernels, we could be throw-
ing the baby out with the bathwater. Neural networks are
useful as their own model class precisely because they have
different inductive biases from other models.
A similar concern applies to taking infinite width limits in
Bayesian neural networks. In these cases we recover Gaus-
sian processes with interpretable kernel functions; because
these models are easier to use and analyze, and give rise
to interpretable and well-motivated priors, it is tempting to
treat them as drop-in replacements for the parametric ana-
logues. However, the kernels for these models are fixed. In
order for a model to do effective representation learning, we
must learn a similarity metric for the data. Training a neural
network in many ways is like learning a kernel, rather than
using a fixed kernel. MacKay (1998) has also expressed
concerns in treating these limits as replacements for neural
networks, due to the loss of representation learning power.
Perhaps the distribution over functions induced by a network
in combination with a generic distribution over parameters
p(w) may be hard to interpret — but this distribution will
contain the equivariance properties, representation learn-
ing abilities, and other biases that make neural networks a
compelling model class in their own right.
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7.2. “But is it really Bayesian?”
We finish with an editorial comment about approaches to
research within Bayesian deep learning. There is sometimes
a tendency to classify work as Bayesian or not Bayesian,
with very stringent criteria for what qualifies as Bayesian.
Moreover, the implication, and sometimes even explicit rec-
ommendation, is that if an approach is not unequivocally
Bayesian in every respect, then we should not term it as
Bayesian, and we should instead attempt to understand the
procedure through entirely different non-Bayesian mech-
anisms. We believe this mentality encourages tribalism,
which is not conducive to the best research, or creating the
best performing methods. What matters is not a debate about
semantics, but making rational modelling choices given a
particular problem setting, and trying to understand these
choices. Often these choices can largely be inspired by a
Bayesian approach — in which case it desirable to indicate
this source of inspiration. And in the semantics debate, who
would be the arbiter of what gets to be called Bayesian?
Arguably it ought to be an evolving definition.
Broadly speaking, what makes Bayesian approaches distinc-
tive is a posterior weighted marginalization over parameters.
And at a high level, Bayesian methods are about combining
our honest beliefs with data to form a posterior. In actuality,
no fair-minded researcher entirely believes the prior over
parameters, the functional form of the model (which is part
of the prior over functions), or the likelihood. From this
perspective, it is broadly compatible with a Bayesian philos-
ophy to reflect misspecification in the modelling procedure
itself, which is achieved through tempering. In this sense,
the tempered posterior is more reflective of a true posterior
than the posterior that results from ignoring our belief that
the model is misspecified.
Moreover, basic probability theory indicates that marginal-
ization is desirable. While marginalization cannot in prac-
tice be achieved exactly, we can try to improve over conven-
tional training, which as we have discussed can be viewed
as approximate marginalization. Given computational con-
straints, effective marginalization is not equivalent to ob-
taining accurate samples from a posterior. As we have
discussed, simple Monte Carlo is only one of many mech-
anisms for marginalization. Just like we how expectation
propagation (Minka, 2001a) focuses its approximation to
factors in a posterior where it will most affect the end result,
we should focus on representing the posterior where it will
make the biggest difference to the model average. As we
have shown, deep ensembles are a reasonable mechanism
up to a point. After having trained many independent mod-
els, there are added benefits to marginalizing within basins,
given the computational expense associated with retraining
an additional model to find an additional basin of attraction.
We should also not hold Bayesian methods to a double
standard. Indeed, it can be hard to interpret or understand
the prior, the posterior, and whether the marginalization
procedure is optimal. But it is also hard to interpret the
choices behind the functional form of the model, or the ra-
tionale behind classical procedures where we bet everything
on a single global optimum — when we know there are
many global optima and many of them will perform well
but provide different solutions, and many others will not
perform well. We should apply the same level of scrutiny to
all modelling choices, consider the alternatives, and not be
paralyzed if a procedure is not optimal in every respect.
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Appendix Outline
This appendix is organized as follows. In Section A, we
visualize predictive functions corresponding to weight sam-
ples within high posterior density valleys on a regression
problem. In Section B, we provide background material on
Gaussian processes. In Section C, we present further results
comparing MultiSWAG and MultiSWA to Deep Ensembles
under data distribution shift on CIFAR-10. In Section D, we
provide the details of all experiments presented in the paper.
In Section E, we present analytic results on the dependence
of the prior distribution in function space on the variance
of the prior over parameters. In Section F, we provide a
discussion of posterior tempering in Bayesian deep learning,
including considerations of the results of the recent study
of Wenzel et al. (2020). In Section G, we study the prior
correlations between BNN logits on perturbed images.
A. Loss Valleys
We demonstrate that different points along the valleys of
high posterior density (low loss) connecting pairs of in-
dependently trained optima (Garipov et al., 2018; Draxler
et al., 2018; Fort & Jastrzebski, 2019) correspond to dif-
ferent predictive functions. We use the regression example
from Izmailov et al. (2019) and show the results in Figure 8.
B. Gaussian processes
With a Bayesian neural network, a distribution over parame-
ters p(w) induces a distribution over functions p(f(x;w))
when combined with the functional form of the network.
Gaussian processes (GPs) are often used to instead directly
specify a distribution over functions.
A Gaussian process is a distribution over functions, f(x) ∼
GP(m, k), such that any collection of function values,
queried at any finite set of inputs x1, . . . , xn, has a joint
Gaussian distribution:
f(x1), . . . , f(xn) ∼ N (µ,K) . (2)
The mean vector, µi = E[f(xi)] = m(xi), and covariance
matrix, Kij = cov(f(xi), f(xj)) = k(xi, xj), are deter-
mined by the mean function m and covariance function (or
kernel) k of the Gaussian process.
The popular RBF kernel has the form
k(xi, xj) = exp
(
− 1
2`2
‖xi − xj‖2
)
. (3)
The length-scale hyperparameter ` controls the extent of
correlations between function values. If ` is large, sample
functions from a GP prior are simple and slowly varying
with inputs x.
Gaussian processes with RBF kernels (as well as many
other standard kernels) assign positive density to any set
of observations. Moreover, these models are universal ap-
proximators (Rasmussen & Williams, 2006): as the number
of observations increase, they are able to approximate any
function to arbitrary precision.
Work on Gaussian processes in machine learning was trig-
gered by the observation that Bayesian neural networks
become Gaussian processes with particular kernel functions
as the number of hidden units approaches infinity (Neal,
1996). This result resembles recent work on the neural
tangent kernel (e.g., Jacot et al., 2018).
C. Deep Ensembles and MultiSWAG Under
Distribution Shift
In Figures 12, 13, 14, 15 we show the negative log-
likelihood for Deep Ensembles, MultiSWA and MultiSWAG
using PreResNet-20 on CIFAR-10 with various corruptions
as a function of the number of independently trained models
(SGD solutions, SWA solutions or SWAG models, respec-
tively). For MultiSWAG, we generate 20 samples from each
independent SWAG model. Typically MultiSWA and Mul-
tiSWAG significantly outperform Deep Ensembles when a
small number of independent models is used, or when the
level of corruption is high.
In Figure 16, following Ovadia et al. (2019), we show
the distribution of negative log likelihood, accuracy and
expected calibration error as we vary the type of corrup-
tion. We use a fixed training time budget: 10 independently
trained models for every method. For MultiSWAG we en-
semble 20 samples from each of the 10 SWAG approxima-
tions. MultiSWAG particularly achieves better NLL than the
other two methods, and MultiSWA outperforms Deep En-
sembles; the difference is especially pronounced for higher
levels of corruption. In terms of ECE, MultiSWAG again
outperforms the other two methods for higher corruption
intensities.
We note that Ovadia et al. (2019) found Deep Ensembles to
be a very strong baseline for prediction quality and calibra-
tion under distribution shift. For this reason, we focus on
Deep Ensembles in our comparisons.
D. Details of Experiments
In this section we provide additional details of the experi-
ments presented in the paper.
D.1. Approximating the True Predictive Distribution
For the results presented in Figure 4 we used a network with
3 hidden layers of size 10 each. The network takes two
inputs: x and x2. We pass both x and x2 as input to ensure
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Figure 8. Diversity of high performing functions. Bottom: a contour plot of the posterior log-density in the subspace containing a pair
of independently trained modes (as with deep ensembles), and a path of high posterior density connecting these modes. In each panel, the
purple point represents a sample from the posterior in the parameter subspace. Top: the predictive distribution constructed from samples
in the subspace. The shaded blue area shows the 3σ-region of the predictive distribution at each of the input locations, and the blue line
shows the mean of the predictive distribution. In each panel, the purple line shows the predictive function corresponding to the sample
shown in the corresponding bottom row panel. For the details of the experimental setup see Section 5.1 of Izmailov et al. (2019).
that the network can represent a broader class of functions.
The network outputs a single number y = f(x).
To generate data for the plots, we used a randomly-
initialized neural network of the same architecture described
above. We sampled the weights from an isotropic Gaussian
with variance 0.12 and added isotropic Gaussian noise with
variance 0.12 to the outputs:
y = f(x;w) + (x),
withw ∼ N (0, 0.12 ·I), (x) ∼ N (0, 0.12 ·I). The training
set consists of 120 points shown in Figure 4.
For estimating the ground truth we ran 200 chains of Hamil-
tonian Monte Carlo (HMC) using the hamiltorch pack-
age (Cobb et al., 2019). We initialized each chain with
a network pre-trained with SGD for 3000 steps, then ran
Hamiltonian Monte Carlo (HMC) for 2000 steps, producing
200 samples.
For Deep Ensembles, we independently trained 50 networks
with SGD for 20000 steps each. We used minus posterior
log-density as the training loss. For SVI, we used a fully-
factorized Gaussian approximation initialized at an SGD
solution trained for 20000 steps. For all inference methods
we set prior variance to 102 and noise variance to 0.022.
Discrepancy with true BMA. For the results presented
in panel (d) of Figure 4 we computed Wasserstein distance
between the predictive distribution approximated with HMC
and the predictive distribution for Deep Ensembles and SVI.
We used the one-dimensional Wasserstein distance function1
1https://docs.scipy.org/doc/scipy/
reference/generated/scipy.stats.
from the scipy package (Virtanen et al., 2020). We computed
the Wasserstein distance between marginal distributions
at each input location, and averaged the results over the
input locations. In the top sub-panels of panels (b), (c) of
Figure 4 we additionally visualize the marginal Wasserstein
distance between the HMC predictive distribution and Deep
Ensembles and SVI predictive distrbutions respectively for
each input location.
D.2. Deep Ensembles and MultiSWAG
We evaluate Deep Ensembles, MultiSWA and MultiSWAG
under distribution shift in Section 4. Following Ovadia et al.
(2019), we use a PreResNet-20 network and the CIFAR-
10 dataset with different types of corruptions introduced
in Hendrycks & Dietterich (2019). For training individual
SGD, SWA and SWAG models we use the hyper-parameters
used for PreResNet-164 in Maddox et al. (2019). For each
SWAG model we sample 20 networks and ensemble them.
So, Deep Ensembles, MultiSWA and MultiSWAG are all
evaluated under the same training budget; Deep Ensembles
and MultiSWA also use the same test-time budget.
For producing the corrupted data we used the code2 released
by Hendrycks & Dietterich (2019). We had issues produc-
ing the data for the frost corruption type, so we omit it
in our evaluation, and include Gaussian blur which was
not included in the evaluation of Hendrycks & Dietterich
(2019).
wasserstein_distance.html
2https://github.com/hendrycks/robustness/
blob/master/ImageNet-C/create_c/make_cifar_
c.py
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Figure 9. (a)–(c): Average pairwise prior correlations for pairs of objects in classes {0, 1, 2, 4, 7} of MNIST induced by LeNet-5 for
p(f(x;w)) when p(w) = N (0, α2I). Images in the same class have higher prior correlations than images from different classes,
suggesting that p(f(x;w)) has desirable inductive biases. The correlations slightly decrease with increases in α. Panels (e)–(g) show
sample functions from LeNet-5 along the direction connecting a pair of MNIST images of 0 and 1 digits. The complexity of the samples
increases with α. (d): NLL and (h) classification error of an ensemble of 20 SWAG samples on MNIST as a function of α using a
LeNet-5. The NLL is high for overly small α and near-optimal for larger values with an optimum near α = 0.3.
D.3. Neural Network Priors
In the main text we considered different properties of the
prior distribution over functions induced by a spherical
Gaussian distribution over the weights, with different vari-
ance scales.
Prior correlation diagrams. In panels (a)–(c) of Figure 9
we show pairwise correlations of the logits for different pairs
of datapoints. To make these plots we produce S = 100
samples of the weights wi of a LeNet-5 from the prior distri-
bution N (0, α2I) and compute the logits corresponding to
class 0 for each data point and each weight sample. We then
compute the correlations for each pair x, x′ of data points
as follows:
corrlogit(x, x′) =∑S
i=1(f(x,wi)− f¯(x))(f(x′, wi)− f¯(x′))√∑S
i=1(f(x,wi)− f¯(x))2 ·
∑S
i=1(f(x
′, wi)− f¯(x′))2
,
where f(x,w) is the logit corresponding to class 0 of the
network with weights w on the input x, and f¯(x) is the
mean value of the logit f¯(x) = 1S
∑
i f(x,wi). For evalu-
ation, we use 200 random datapoints per class for classes
0, 1, 2, 4, 7 (a total of 1000 datapoints). We use this set
of classes to ensure that the structure is clearly visible in
the figure. We combine the correlations into a diagram,
additionally showing the average correlation for each pair
of classes. We repeat the experiment for different values
of α ∈ {0.02, 0.1, 1}. For a discussion of the results see
Section 5.2.
Sample functions. In panels (e)–(g) of Figure 9 we vi-
sualize the functions sampled from the LeNet-5 network
along the direction connecting a pair of MNIST images.
In particular, we take a pair of images x0 and x1 of dig-
its 0 and 1, respectively, and construct the path x(t) =
t · x0 + (1 − t) · x1. We then study the samples of the
logits z(t) = f(x(t) · ‖x0‖/‖x(t)‖, w) along the path; here
we adjusted the norm of the images along the path to be
constant as the values of the logits are sensitive to the norm
of the inputs. The complexity of the samples increases as
we increase the variance of the prior distribution over the
weights. This increased complexity of sample functions ex-
plains why we might expect the prior correlations for pairs
of images to be lower when we increase the variance of the
prior distribution over the weights.
Performance dependence on prior variance. In panels
(d), (h) of Figure 9 we show the test negative log-likelihood
and accuracy of SWAG applied to LeNet-5 on MNIST. We
train the model for 50 epochs, constructing the rank-20
SWAG approximation from the last 25 epochs. We use
an initial learning rate of 0.05 and SWAG learning rate
of 0.01 with the learning rate schedule of Maddox et al.
(2019). We use posterior log-density as the objective, and
vary the prior variance α2. In panels (f), (g) of Figure 10
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we perform an analogous experiment using a PreResNet-20
and a VGG-16 on CIFAR-10, using the hyper-parameters
reported in Maddox et al. (2019) (for PreResNet-20 we use
the hyper-parameters used with PreResNet-164 in Maddox
et al. (2019)). Both on MNIST and CIFAR-10 we observe
that the performance is poor for overly small values of α,
close to optimal for intermediate values, and still reasonable
for larger values of α. For further discussion of the results
see Section 5.3.
Predictions from prior samples. Following Wenzel et al.
(2020) we study the predictive distributions of prior samples
using PreResNet-20 on CIFAR-10. In Figure 10 we show
the sample predictive functions averaged over datapoints for
different scales α of the prior distribution. We also show
the predictive distribution for each α, which is the average
of the sample predictive distributions over 200 samples of
weights. In Figure 11 we show how the predictive distribu-
tion changes as we vary the number of observed data for
prior scale α =
√
10. We see that the marginal predictive
distribution for all considered values of α is reasonable —
roughly uniform across classes, when averaged across the
dataset. For the latter experiment we used stochastic gra-
dient Langevin dynamics (SGLD) (Welling & Teh, 2011)
with a cosine lerning rate schedule. For each sample we
restart SGLD, and we only use the sample obtained at the
last iteration. We discuss the results in Section F.4.
Prior correlations with corrupted images. In Section G
and Figure 17 we study the decay of the prior correlations
between logits on an original image and a perturbed image
as we increase the intensity of perturbations. For the BNN
we use PreResNet-20 architecture with the standard Gaus-
sian prior N (0, I). For the linear model, the correlations
are not affected by the prior variance α2:
cov(wTx,wT y) = E(wTx · wT y) =
ExTwwT y = xTEwwT y = α2xT y,
and hence
corr(wTx,wT y) =
cov(wTx,wT y)√
cov(wT y, wT y) · cov(wTx,wTx) = x
T y.
We use theN (0, I) prior for the weights of the linear model.
Finally, we also evaluate the correlations associated with
an RBF kernel (see Equation (3)). To set the lengthscale
` of the kernel we evaluate the pairwise correlations for
the PreResnet-20 and RBF kernel on the 100 uncorrupted
CIFAR-10 images that were used for the experiment, and
ensure that the average correlations match. The resulting
value of ` is 10000, and the average correlation for the RBF
kernel and PreResNet was ≈ 0.9; for the linear model the
average correlation was ≈ 0.82. For the perturbations we
used the same set of corruptions introduced in Hendrycks &
Dietterich (2019) as in the experiments in Section 4 with the
addition of a random translation: for a random translation
of intensity i we pad the image with 2 · i zeros on each side
and crop the image randomly to 32× 32.
D.4. Rethinking Generalization
In Section 6, we experiment with Bayesian neural networks
and Gaussian processes on CIFAR-10 with noisy labels,
inspired by the results in Zhang et al. (2016) that suggest we
need to re-think generalization to understand deep learning.
Following Zhang et al. (2016), we train PreResNet-20 on
CIFAR-10 with different fractions of random labels. To en-
sure that the networks fits the train data, we turn off weight
decay and data augmentation, and use a lower initial learn-
ing rate of 0.01. Otherwise, we follow the hyper-parameters
that were used with PreResNet-164 in Maddox et al. (2019).
We use diagonal Laplace approximation to compute an esti-
mate of marginal likelihood for each level of label corrup-
tion. Following Ritter et al. (2018) we use the diagonal of
the Fisher information matrix rather than the Hessian.
We perform a similar experiment with a Gaussian process
with RBF kernel on the binary classification problem for
two classes of CIFAR-10. We use variational inference to fit
the model, and we use the variational evidence lower bound
to approximate the marginal likelihood. We use variational
inference to overcome the non-Gaussian likelihood and not
for scalability reasons; i.e., we are not using inducing inputs.
We use the GPyTorch package (Gardner et al., 2018) to
train the models. We use an RBF kernel with default ini-
tialization from GPyTorch and divide the inputs by 5000
to get an appropriate input scale. We train the model on a
binary classification problem between classes 0 and 1.
For the 10-class GP classification experiment we train 10
one-vs-all models that classify between a given class and
the rest of the data. To reduce computation, in training
we subsample the data not belonging to the given class to
10k datapoints, so each model is trained on a total of 15k
datapoints. We then combine the 10 models into a single
multi-class model: an observation is attributed to the class
that corresponds to the one-vs-all model with the highest
confidence. We use the same hyper-parameters as in the
binary classification experiments.
E. Analysis of Prior Variance Effect
In this section we provide simple analytic results for the
effect of prior variance in ReLU networks. A related deriva-
tion is presented in the Appendix Section A.8 of Garipov
et al. (2018) about connecting paths from symmetries in
parametrization.
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We will consider a multilayer network f(x,w) of the form
f(x, {Wi,bi}ni=1) =
Wn(. . . φ(W2φ(W1x+ b1) + b2)) + bn,
where φ is the ReLU (or in fact any positively-homogeneous
activation function), Wi are weight matrices and bi are bias
vectors. In particular, f can be a regular CNN with ReLU ac-
tivations up to the logits (with softmax activation removed).
Now, suppose we have a prior distribution of the form
Wi ∼ N (0, α2i I), bi ∼ N (0, β2i I),
where the identity matrices I are implicitly assumed to be
of appropriate shapes, so each weight matrix and bias vector
has a spherical Gaussian distribution. We can reparameter-
ize this distribution as
Wi = αiEi, Ei ∼ N (0, I),
bi = βii, i ∼ N (0, I).
We can then express the predictions of the network on the
input x for weights sampled from the prior as the random
variable
f(x, {αi, βi}ni=1) =
αn · En(. . . φ(α1E1x+ β1 · 1)) + βn · n.
(4)
Through Equation (4), we can observe some simple proper-
ties of the dependence between the prior scales αi, βi and
the induced function-space prior.
Proposition 1. Suppose the network has no bias vectors,
i.e. β1 = . . . = βn = 0. Then the scales αi of the prior
distribution over the weights only affect the output scale of
the network.
Proof. In the case when there are no bias vectors Equation
(4) simplifies to
f(x,{αi, βi = 0}ni=1) =
αn · En(. . . φ(α1E1x+ β1 · 1)) + βn · n =
αn · . . . · α1 · En(. . . φ(E1x)) =
αn · . . . · α1 · f(x, {αi = 1, βi = 0}ni=1).
In the derivation above we used positive homogeneity of
ReLU: φ(αz) = αφ(z) for any positive α.
In other words, to sample from the distribution over func-
tions corresponding to a prior with variances {αi, βi =
0}ni=1, we can sample from the spherical Gaussian prior
(without bias terms) {αi = 1, βi = 0}ni=1 and then rescale
the outputs of the network by the product of variances
αn · . . . · α2 · α1.
We note that the result above is different from the results
for sigmoid networks considered in MacKay (1995), where
varying the prior on the weights leads to changing the length-
scale of the sample functions. For ReLU networks without
biases, increasing prior variance only increases the output
scale of the network and not the complexity of the samples.
If we apply the softmax activation on the outputs of the
last layer of such network, we will observe increasingly
confident predictions as we increase the prior variance. We
observe this effect in Figure 10 and discuss it in Section F.4.
In case bias vectors are present, we can obtain a similar
result using a specific scaling of the prior variances with
layer, as in the following proposition.
Proposition 2. Suppose the prior scales depend on the
layer of the network as follows for some γ > 0:
αi = γ, βi = γ
i,
for all layers i = 1 . . . n. Then γ only affects the scale of
the predictive distribution at any input x:
f(x,{αi = γ, βi = γi}ni=1) = γn · f(x, {αi = 1, βi = 1}ni=1).
Proof. The proof is analogous to the proof of Proposition 1.
We can use the positive homogenety of ReLU activations to
factor the prior scales outside of the network:
f(x,{αi = γ, βi = γi}ni=1) =
γ · En(. . . φ(γ · E1x+ γ · 1)) + γn · n =
γn · (En(. . . φ(E1x+ 1))) + n) =
γn · f(x, {αi = 1, βi = 1}ni=1).
The analysis above can be applied to other simple scaling
rules of the prior, e.g.
f(x,{αi = γαˆi, βi = γiβˆi}ni=1) =
γn · f(x, {αi = αˆi, βi = βˆi}ni=1),
(5)
can be shown completely analogously to Proposition 2.
More general types of scaling of the prior affect both the
output scale of the network and also the relative effect of
prior and variance terms. For example, by Equation (5) we
have
f(x,{αi = γ, βi = γ}ni=1) =
f(x,{αi = γ · 1, βi = γi · γ1−i}ni=1) =
γn · f(x, {αi = 1, βi = γ1−i}ni=1).
We note that the analysis does not cover residual connections
and batch normalization, so it applies to LeNet-5 but cannot
be directly applied to PreResNet-20 networks used in many
of our experiments.
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F. Temperature Scaling
The standard Bayesian posterior distribution is given by
p(w|D) = 1
Z
p(D|w)p(w), (6)
where p(D|w) is a likelihood, p(w) is a prior, and Z is a
normalizing constant.
In Bayesian deep learning it is typical to consider the tem-
pered posterior
pT (w|D) = 1
Z(T )
p(D|w)1/T p(w), (7)
where T is a temperature parameter, and Z(T ) is the nor-
malizing constant corresponding to temperature T . The
temperature parameter controls how the prior and likelihood
interact in the posterior:
• T < 1 corresponds to cold posteriors, where the poste-
rior distribution is more concentrated around solutions
with high likelihood.
• T = 1 corresponds to the standard Bayesian posterior
distribution.
• T > 1 corresponds to warm posteriors, where the prior
effect is stronger and the posterior collapse is slower.
Tempering posteriors is a well-known practice in statis-
tics, where it goes by the names Safe Bayes, generalized
Bayesian inference, and fractional Bayesian inference (e.g.,
de Heide et al., 2019; Gru¨nwald et al., 2017; Barron &
Cover, 1991; Walker & Hjort, 2001; Zhang, 2006; Bissiri
et al., 2016; Gru¨nwald, 2012). Safe Bayes has been shown to
be natural from a variety of perspectives, including from pre-
quential, learning theory, and minimum description length
frameworks (e.g., Gru¨nwald et al., 2017).
Concurrently with our work, Wenzel et al. (2020) noticed
that successful Bayesian deep learning methods tend to use
cold posteriors. They provide an empirical study that shows
that Bayesian neural networks (BNNs) with cold posteriors
outperform models with SGD based maximum likelihood
training, while BNNs with T = 1 can perform worse than
the maximum likelihood solution. They claim that cold
posteriors sharply deviate from the Bayesian paradigm, and
consider possible reasons for why tempering is helpful in
Bayesian deep learning.
In this section, we provide an alternative view and argue that
tempering is not at odds with Bayesian principles. Moreover,
for virtually any realistic model class and dataset, it would
be highly surprising if T = 1 were in fact the best setting
of this hyperparameter. Indeed, as long as it is practically
convenient, we would advocate tempering for essentially
any model, especially parametric models that do not scale
their capacity automatically with the amount of available
information. Our position is that at a high level Bayesian
methods are trying to combine honest beliefs with data to
form a posterior. By reflecting the belief that the model is
misspecified, the tempered posterior is often more of a true
posterior than the posterior that results from ignoring our
belief that the model misspecified.
Finding that T < 1 helps for Bayesian neural networks is
neither surprising nor discouraging. And the actual results
of the experiments in Wenzel et al. (2020), which show
great improvements over standard SGD training, are in fact
very encouraging of deriving inspiration from Bayesian
procedures in deep learning.
We consider (1) tempering under misspecification (Sec-
tion F.1); (2) tempering in terms of overcounting data (Sec-
tion F.2); (3) how tempering compares to changing the ob-
servation model (Section F.3); (4) the effect of the prior in
relation to the experiments of Wenzel et al. (2020) (Sec-
tion F.4); (5) the effect of approximate inference, including
how tempering can help in efficiently estimating parameters
even for the untempered posterior (Section F.5).
F.1. Tempering Helps with Misspecified Models
Many works explain how tempered posteriors help un-
der model misspecification (e.g., de Heide et al., 2019;
Gru¨nwald et al., 2017; Barron & Cover, 1991; Walker &
Hjort, 2001; Zhang, 2006; Bissiri et al., 2016; Gru¨nwald,
2012). In fact, de Heide et al. (2019) and Gru¨nwald et al.
(2017) provide several simple examples where Bayesian
inference fails to provide good convergence behaviour for
untempered posteriors. While it is easier to show theoretical
results for T > 1, several of these works also show that
T < 1 can be preferred, even in well-specified settings,
and indeed recommend learning T from data, for example
by cross-validation (e.g., Gru¨nwald, 2012; de Heide et al.,
2019).
Are we in a misspecified setting for Bayesian neural net-
works? Of course. And it would be irrational to proceed
as if it were otherwise. Every model is misspecified. In the
context of Bayesian neural networks specifically, the mass
of solutions expressed by the prior outside of the datasets
we typically consider is likely much larger than desired for
most applications. We can calibrate for this discrepancy
through tempering. The resulting tempered posterior will
be more in line with our beliefs than pretending the model
is not misspecified and finding the untempered posterior.
Non-parametric models, such as Gaussian processes, at-
tempt to side-step model misspecification by growing the
number of free parameters (information capacity) automat-
ically with the amount of available data. In parametric
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Figure 10. Effects of the prior variance α2. (a)–(e): Average class probabilities over all of CIFAR-10 for two sample prior functions
p(f(x;w)) (two top rows) and predictive distribution (average over 200 samples of weights, bottom row) for varying settings of α in
p(w) = N (0, α2I). (f): NLL and (g) classification error of an ensemble of 20 SWAG samples on CIFAR-10 as a function of α using a
Preactivation ResNet-20 and VGG-16. The NLL is high for overly small α and near-optimal in the range of [0.1, 0.3]. The NLL remains
relatively low for vague priors corresponding to large values of α.
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(b) 10 datapoints
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(c) 100 datapoints
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(d) 1000 datapoints
Figure 11. Adaptivity of posterior variance with data. We sample two functions f(x;w) from the distribution over functions induced
by a distribution over weights, starting with the prior p(w) = N (0, 10 · I), in combination with a PreResNet-20. We measure class
probabilities averaged across the CIFAR-10 test set, as we vary the amount of available training data. Although the prior variance is too
large, such that the softmax saturates for logits sampled from the prior, leading to one class being favoured, we see that the posterior
quickly adapts to correct the scale of the logits in the presence of data. In Figure 10 we also show that the prior variance can easily be
calibrated such that the prior predictive distribution, even before observing data, is high entropy.
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models, we take much more of a manual guess about the
model capacity. In the case of deep neural networks, this
choice is not even close to a best guess; it was once the case
that architectural design was a large component of works
involving neural networks, but now it is more standard prac-
tice to choose an off-the-shelf architecture, without much
consideration of model capacity. We do not believe that
knowingly using a misspecified model to find a posterior
is more reasonable (or Bayesian) than honestly reflecting
the belief that the model is misspecified and then using a
tempered posterior. For parametric models such as neural
networks, it is to be expected that the capacity is particularly
misspecified.
F.2. Overcounting Data with Cold Posteriors
The criticism of cold posteriors raised by Wenzel et al.
(2020) is largely based on the fact that decreasing tempera-
ture leads to overcounting data in the posterior distribution.
However, a similar argument can be made against marginal
likelihood maximization (also known as empirical Bayes
or type 2 maximum likelihood). Indeed, here, the prior will
depend on the same data as the likelihood, which can lead
to miscalibrated predictive distributions (Darnieder, 2011).
Nonetheless, empirical Bayes has been embraced and widely
adopted in Bayesian machine learning (e.g., Bishop, 2006;
Rasmussen & Williams, 2006; MacKay, 2003; Minka,
2001b), as embodying several Bayesian principles. Em-
pirical Bayes has been particularly embraced in seminal
work on Bayesian neural networks (e.g., MacKay, 1992;
1995), where it has been proposed as a principled approach
to learning hyperparameters, such as the scale of the vari-
ance for the prior over weights, automatically embodying
Occam’s razor. While there is in this case some deviation
from the fully Bayesian paradigm, the procedure, which
depends on marginalization, is nonetheless clearly inspired
by Bayesian thinking — and it is thus helpful to reflect this
inspiration and provide understanding of how it works from
a Bayesian perspective.
There is also work showing the marginal likelihood can lead
to miscalibrated Bayes factors under model misspecification.
Attempts to calibrate these factors (Xu et al., 2019), as part
of the Bayesian paradigm, is highly reminiscent of work on
safe Bayes.
F.3. Tempered Posterior or Different Likelihood?
The tempered posterior for one model is an untempered pos-
terior using a different observation model. In other words,
we can trivially change the likelihood function in our model
so that the standard Bayesian posterior in the new model
is equal to the posterior of temperature T in the original
model. Indeed, consider the likelihood function
pT (D|w) ∝ p(D|w)1/T , (8)
where the posterior distribution for the model MT with
likelihood pT is exactly the temperature T posterior for the
modelM with likelihood p.
The predictive distribution differs for the two models; even
though the posteriors coincide, the likelihoods for a new
datapoint y∗ are different:∫
p(y∗|w)p(w)dw 6=
∫
pT (y
∗|w)p(w)dw . (9)
As an example, consider a regression model M with a
Gaussian likelihood function y ∼ N (f, σ2), where f is the
output of the network and σ2 is the noise variance. The
predictive distributions for the two modelsM andMT for
a new input x will have different variance, but the same
mean: Ew[f + ] = Ew[f ]. Moreover, in this case the noise
variance would typically be learned in either model MT
orM.
A related construction is considered in Section 4.1 of
Gru¨nwald et al. (2017).
F.4. Effect of the Prior
While a somewhat misspecified prior will certainly interact
with the utility of tempering, we do not believe the exper-
iments in Wenzel et al. (2020) provide evidence that even
the prior p(w) = N (0, I) is misspecified to any serious
extent. For a relatively wide range of distributions over w,
the functional form of the network f(x;w) can produce a
generally reasonable distribution over functions p(f(x;w)).
In Figure 11, we reproduce the findings in Wenzel et al.
(2020) that show that sample functions p(f(x;w)) corre-
sponding to the prior p(w) = N (0, 10 · I) strongly favour
a single class over the dataset. While this behaviour appears
superficially dramatic, we note it is simply an artifact of hav-
ing a miscalibrated signal variance. A miscalibrated signal
variance interacts with a quickly saturating soft-max link
function to provide a seemingly dramatic preference to a
given class. If we instead use p(w) = N (0, α2I), for quite
a range of α, then sample functions provide reasonably high
entropy across labels, as in Figure 10. The value of α can be
easily determined through cross-validation, as in Figure 10,
or specified as a standard value used for L2 regularization
(α = 0.24 in this case).
However, even with the inappropriate prior scale, we see in
the bottom row of panels (a)–(e) of Figure 10 that the un-
conditional predictive distribution is completely reasonable.
Moreover, the prior variance represents a soft prior bias, and
will quickly update in the presence of data. In Figure 11
we show the posterior samples after observing 10, 100, and
1000 data points.
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Other aspects of the prior, outside of the prior signal vari-
ance, will have a much greater effect on the inductive biases
of the model. For example, the induced covariance function
cov(f(xi, w), f(xj , w)) reflects the induced similarity met-
ric over data instances; through the covariance function we
can answer, for instance, whether the model believes a priori
that a translated image is similar to the original. Unlike the
signal variance of the prior, the prior covariance function
will continue to have a significant effect on posterior in-
ference for even very large datasets, and strongly reflects
the structural properties of the neural network. We explore
these structures of the prior in Figure 9.
F.5. The Effect of Inexact Inference
We have to keep in mind what we ultimately use poste-
rior samples to compute. Ultimately, we wish to estimate
the predictive distribution given by the integral in Equa-
tion (1). With a finite number of samples, the tempered
posterior could be used to provide a better approximation
to the expectation of the predictive distribution associated
with untempered posterior.
Consider a simple example, where we wish to estimate the
mean of a high-dimensional Gaussian distribution N (0, I).
Suppose we use J independent samples. The mean of these
samples is also Gaussian distributed, µ ∼ N (0, 1J I). In
Bayesian deep learning, the dimension d is typically on the
order 107, and J would be on the order of 10. The norm of
µ would be highly concentrated around
√
107√
10
= 1000. In
this case, sampling from a tempered posterior with T < 1
would lead to a better approximation of the Bayesian model
average associated with an untempered posterior.
Furthermore, no current sampling procedure will be provid-
ing samples that are close to independent samples from the
true posterior of a Bayesian neural network. The posterior
landscape is far too multimodal and complex for there to
be any reasonable coverage. The approximations we have
are practically useful, and often preferable to conventional
training, but we cannot realistically proceed with analysis
assuming that we have obtained true samples from a pos-
terior. While we would expect that some value of T 6= 1
would be preferred for any finite dataset in practice, it is con-
ceivable that some of the results in Wenzel et al. (2020) may
be affected by the specifics of the approximate inference
technique being used.
We should be wary not to view Bayesian model averaging
purely through the prism of simple Monte Carlo, as advised
in Section 3.2. Given a finite computational budget, our goal
in effectively approximating a Bayesian model average is
not equivalent to obtaining good samples from the posterior.
G. Prior Correlation Structure under
Perturbations
In this section we explore the prior correlations between the
logits on different pairs of datapoints induced by a spherical
Gaussian prior on the weights of a PreResNet-20. We sam-
ple a 100 random images from CIFAR-10 (10 from each
class) and apply 17 different perturbations introduced by
Hendrycks & Dietterich (2019) at 5 different levels of in-
tensity. We then compute correlations between the logits
f(x,w) for the original image x and f(x˜, w) for the cor-
rupted image x˜, as we sample the weights of the network
from the prior w ∼ N (0, I).
In Figure 17 we show how the correlations decay with per-
turbation intensity. For reference we also show how the
correlations decay for a linear model and for an RBF kernel.
For the RBF kernel we set the lengthscale so that the average
correlations on the uncorrupted datapoints match those of a
PreResNet-20. Further experimental details can be found in
Appendix D.3.
For all types of corruptions except saturate, snow, fog and
brightness the PreResNet logits decay slower compared to
the RBF kernel and linear model. It appears that the prior
samples are sensitive to corruptions that alter the bright-
ness or more generally the colours in the image. For many
types of corruptions (such as e.g. Gaussian Noise) the prior
correlations for PreResNet are close to 1 for all levels of
corruption.
Overall, these results indicate that the prior over functions
induced by a vague prior over parameters w in combination
with a PreResNet has useful equivariance properties: before
seeing data, the model treats images of the same class as
highly correlated, even after an image has undergone signif-
icant perturbations representative of perturbations we often
see in the real world. These types of symmetries are a large
part of what makes neural networks a powerful model class
for high dimensional natural signals.
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(a) Gaussian Noise
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(b) Impulse Noise
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(c) Shot Noise
Figure 12. Noise Corruptions. Negative log likelihood on CIFAR-10 with a PreResNet-20 for Deep Ensembles, MultiSWAG and
MultiSWA as a function of the number of independently trained models for different types of corruption and corruption intensity
(increasing from left to right).
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(d) Zoom Blur
1 2 3 4 5 6 7 8 9 10
# Models
1600
1800
2000
2200
2400
2600
2800
NL
L
1 2 3 4 5 6 7 8 9 10
# Models
3500
4000
4500
5000
5500
6000
1 2 3 4 5 6 7 8 9 10
# Models
7000
8000
9000
10000
11000
12000
1 2 3 4 5 6 7 8 9 10
# Models
12000
14000
16000
18000
20000
22000
1 2 3 4 5 6 7 8 9 10
# Models
20000
25000
30000
35000
40000
Deep Ensembles MultiSWA MultiSWAG
(e) Gaussian Blur
Figure 13. Blur Corruptions. Negative log likelihood on CIFAR-10 with a PreResNet-20 for Deep Ensembles, MultiSWAG and
MultiSWA as a function of the number of independently trained models for different types of corruption and corruption intensity
(increasing from left to right).
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(c) Elastic Transform
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(d) Pixelate
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(e) JPEG Compression
Figure 14. Digital Corruptions. Negative log likelihood on CIFAR-10 with a PreResNet-20 for Deep Ensembles, MultiSWAG and
MultiSWA as a function of the number of independently trained models for different types of corruption and corruption intensity
(increasing from left to right).
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(a) Snow
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(b) Fog
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(c) Brightness
Figure 15. Weather Corruptions. Negative log likelihood on CIFAR-10 with a PreResNet-20 for Deep Ensembles, MultiSWAG and
MultiSWA as a function of the number of independently trained models for different types of corruption and corruption intensity
(increasing from left to right).
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Figure 16. Negative log likelihood, accuracy and expected calibration error distribution on CIFAR-10 with a PreResNet-20 for Deep
Ensembles, MultiSWAG and MultiSWA as a function of the corruption intensity. Following Ovadia et al. (2019) we summarize the results
for different types of corruption with a boxplot. For each method, we use 10 independently trained models, and for MultiSWAG we
sample 20 networks from each model. As in Figures 5, 11-14, there are substantial differences between these three methods, which are
hard to see due to the vertical scale on this plot. MultiSWAG particularly outperforms Deep Ensembles and MultiSWA in terms of NLL
and ECE for higher corruption intensities.
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Figure 17. Prior correlations under corruption. Prior correlations between predictions (logits) for PreResNet-20, Linear Model and
RBF kernel on original and corrupted images as a function of corruption intensity for different types of corruptions. The lengthscale of the
RBF kernell is calibrated to produce similar correlations to PreResNet on uncorrupted datapoints. We report the mean correlation values
over 100 different images and show the 1σ error bars with shaded regions. For all corruptions except Snow, Saturate, Fog and Brightness
the correlations decay slower for PreResNet compared to baselines.
