Abstract-Compressed sensing is an advanced technique used in visual tracking problem. However, current research uses too many pre-knowledge, and cannot deal with quick object sensitively. Based on the problems, the paper proposes a new real-time visual tracking algorithm based on compressive sensing. On one hand, the algorithm uses the characteristics of compressive sensing, and make sure of the time constraint of the tracking. On the other hand, KNN classifier is used to differentiate the target and the background. Results show that the algorithm can provide the accuracy of the real-time tracking.
INTRODUCTION
Applying computer vision to realize recognition and tracking of moving objects is widely applied to inspect factory products, monitor traffic flow and violation of laws. There are the following methods detecting moving objects, optical flow, frame difference method and background difference method. But most tracking methods of moving objects need to use models and matches of adjacent video frames, which not only make complexity of computation process high, but also is difficult to realize real-time tracking for objects. Compressed sensing can extract information from small amounts of data, which greatly reduces computing space tracking objects. So it is widely applied to real-time tracking on moving objects. However, tracking algorithm based on compressed sensing still has the problems that many video frames are used, it is not sensitive to objects with quick movement and it is not enough to model background information, which makes the performance of the algorithm not meet the requirements. Based on the problems, the paper proposes an improved real-time tracking algorithm based on comprehensive sensing. The algorithm uses the features of compressed sensing to extract features in the compressed domain, which ensures real time of track. On the other hand, KNN classifier is used to differentiate objects and background. The experimental results indicate that the algorithm can ensure improving accuracy of track.
In the second section, the achievements of real-time tracking are analyzed. In the third section, the concept of compressed sensing and KNN classifier is proposed. In the fourth section, the algorithm is described in detail. In the fifth section, the experiments verify the algorithm. Lastly, the conclusion is made.
II. RELATED WORK
Real-time tracking is a popular research filed. In order to improve the performance of tracking to achieve the effect of real-time tracking, the researchers propose many algorithms [1] [2] [3] [4] . The computation of relevant feature vectors needs to be made on video frame scale, which makes it difficult to improve the performance of tracking algorithm. The introduction of compressed sensing guides correct direction for the problem. Compressed sensing comes from the field of digital processing, and the essence is to reduce the cost measuring signals mathematically. The methods was introduced into signal processing field in 2006 [5, 6] , and then it was applied to video processing. Gurbuz [7] and Cevher [8] applied compressed sensing to pattern recognition and create background model, which achieves good effect. Li [9] applied the method to track moving objects, used the method of compressed sensing sparsing signal reconstruction to reduce complexity, and proposed a tracking algorithm. And the performance of the algorithm improves 5000 times compared with common algorithms. The algorithm applies compressed sensing to moving target tracking. But the algorithm still needs to be improved for performance and accuracy. Based on the method, the research organizations make deep researches. Literature [10] proposes a multi-feature tracking algorithm based on compressed sensing. The algorithm not only is suitable for the track with great target texture and illumination change, but also ensures real time. Literature [11] proposes a video coding scheme based on compressed sensing. While ensuring real time, the scheme improves the security and stability of code. Moving object tracking based on compressed sensing has made progress, but there are deficiencies as follows. The algorithm needs to many videos besides the current video frame, which depends on the text. The research considers texture change and light intensity, but there are problems for tracking objects with strenuous exercise. Under-utilization of background information makes the performance of tracking algorithm not ideal.
Based on the problem, the paper proposes a real-time tracking algorithm based on compressed sensing. The algorithm uses compressed sensing and KNN classifier, which not only ensures real time of tracking, but also can differentiate objects and background.
III. COMPRESSED SENSING AND KNN CLASSIFIER

A. Introduction of Compressed Sensing Tracking Algorithm
From compressed sensing [12, 13] , we can see that the vector n xR  with dispersion  can be restored by a measurement matrix with a great probability, and the formula is as follows.
In the formula,
, is the measurement matrix. x can get the optimal solution by solving the following optimization problems after transformation. . 
In the formula,  is a pre-set constant. When the optimization problem is solved, greedy algorithm or convex-optimum method can be used to solve x.
B. KNN Classifier KNN (K-Nearest Neighbor) [14, 15] algorithm is a typical machine learning algorithm. The core of the algorithm is that if a most of k adjacent samples of a sample in feature space belong to a category, the sample belongs to the category. In practice, KNN algorithm depends on limited adjacent samples for classification. Applying KNN algorithm to object tracking has long history [16] . The reasons which the paper uses KNN as the classifier are as follows. Firstly, constraint conditions of KNN are consistent with that of the algorithm in the paper, that is, the classifier needs some pre-classified samples. Secondly, KNN classifier has better performance than other classifiers. The classifier doesn't need training set for training, and the time complexity of training is a constant. , and the matrix can reduce the graphic from high-dimensional space to low-dimensional space. And the transformed formula is as follows.
IV. ALGORITHM DESCRIPTION
A. Using Improved Compressed Sensing Method for Feature Extraction
v Rx
In the formula, 
When k is 2 or 3, the matrix can be used for dimensionality reduction operation, which can retain information [17] . The transformation of 0-1 matrix can make that only non-0 elements and corresponding position of R is retained for storage and computation, which greatly reduces storage and computation space.
After computing a group of random matrixes R by off-line method, R can be applied for dimensionality reduction operation. At the beginning of tracking algorithm, the position of tracking objects is preset, and the position is used as benchmark to acquire a series of positive samples and negative samples. The positive samples make acquisition in preset area, and negative samples make acquisition in area which is far from preset areas. And dimensionality reduction operation is made for each sample, which can get low-dimensional feature vector.
Above all, the feature extraction methods in the paper are as follows.
Converting the image into gray level image, and the gray information of image is a two-dimensional matrix x.
Using (4) to get sparse matrix R. Using R achieved in step b for sparsification (3) . V is the classification feature.
B. Application and update of KNN Classifier
Initialization of KNN classifier The first frame of video sequence needs to give object region, based on which positive samples and negative samples with the same number generate. The features of the sample set are used for exercising KNN, which can get KNN classifier used for the second frame.
Determinating location of objectives Several samples are collected randomly around the location of the first frame of objectives. The features are extracted and entered into KNN classifier for classification. The number of background samples is N(n)=k1, and the number of objective samples is N(p)=k2. For each sample s(t) of video frame f(t) to be recognized, the number of samples Count(p) and Count(n) in constraint range is calculated by computing Euclidean distance. And the following formula is used to get the optimal solution. 
The center of positive samples is used as object position of the second frame.
In order to avoid the situation without match, under the condition without influencing results, 1 is added to member and denominator for calculation.
Update of KNN classifier The objects have great light change and shape change in video sequence. Therefore, with the operation of track, KNN classifier needs to be updated. There is little change between adjacent frames. Therefore, after computing (t), some results of the achieved non-optimal solutions are added to samples of classifiers, and KNN classifier is trained again, which completes classifier update.
The selection rules of adding samples to training sample set of classifiers are as follows.
(
Count n  (6) It means that the distance from the selected samples to the original classification center is less than the sample of the original average.
C. Algorithm Description
Based on dimensionality reduction strategy and classifier, the tracking algorithm is supposed as object recognition, and the specific tracking algorithm is given. The algorithm framework is as follows.
The algorithm description is as follows. Initial condition: in the first video frame f(1), the position of target object to be tracked is given.
Initial operation: the improved compressed sensing method is used to extract features of goal objects, and the method in chapter 4.2 is used to initialize KNN classifier.
Input: video frame f(t) Sampling f(t), reducing each sample s from high-dimensional computation space to low-dimensional computation space, and extracting feature vectors.
Using KNN classifier to find the optimal tracking location loc(t) of the current frame.
Outputting loc(t) and updating KNN classifier.
t=t+1. Judging if video ends. If it doesn't end, it returns to step 1. If it ends, the program exits. Lastly, the motion location loc of objects is achieved in the video.
In 40, 40, 170, 200 ) . In the video, tracking objects move or turn around, Figure  4 is the recognition results with light change, and the video has 275 frames. The initial state is (120, 100, 290, 480). In the video, light goes through the process from shadow to light. And in the process, tracking objects may be overlapped by other objects. Figure 5 is the recognition results under complex background. The video has 725 frames, and the initial state is (190, 210, 40, 110) . The video shows a basketball match. In the video, tracking objects may move rapidly or be sheltered. The information of four videos is shown in Table 1 .
The experimental results indicate that for video data in experiment, the algorithm can return recognition results in real time. The performance of the algorithm is similar to that of literature [9] , which meets the requirements including real-time recognition and tracking.
We can get from experimental results that in most cases, the algorithm proposed in the paper can accurately track moving objects. From Figure 3 and Figure 4 , we can see that the algorithm is not influenced by moving objects in video frame. From Figure 3 , we can get that light change has little influence on the algorithm. From Figure 3 and Figure 4 , we can see that the algorithm can process when the objects are overlapped. In three experiments, all recognition and track can be completed in real time, and the recognition results are feedback. In order to compare recognition results, we use the method of literature [9] and get some comparison results, and uses tracking error to compare two recognition algorithms. In the paper, tracking error is defined as pixel value differencing between object position and recognition results. The comparison results indicate that for processing objects with light change and rapid movement, the algorithm proposed in the paper has good performance. Figure (6) and Figure (8) shows the comparison between the algorithm proposed in the paper and the algorithm in Literature [9] . For tracking error, we can see that the performance of the algorithm in the paper is good under the situation with light change and rapid movement. VI. CONCLUSION
Based on the problems of the algorithm based on compressed sensing, the paper proposes an improved real-time tracking algorithm based on compressed sensing. The algorithm uses compressed sensing, which greatly reduces computation space. And the algorithm uses KNN classifier to classify objects and background. The experimental results indicate that under the premise of ensuring real-time tracking, the algorithm improves tracking effect. But the algorithm still has some problems, which needs to be developed.
1. The algorithm can improve tracking performance of objects with rapid movement, but there are problems for too rapid objects. A self-adaption method needs to be designed to improve tracking effect.
2. The algorithm uses KNN classifier. In the subsequent work, other classifiers can be used for the algorithm. But exercise set still needs to be solved.
3. The experimental results indicate that the algorithm makes the size of the tracked objects change greatly because of the size of recognition frame in tracking process, and the recognition effect is not good. On the other hand, the algorithm doesn't consider multi-object tracking, which needs to be researched.
