Using ideas from tail conditional expectations, we obtain a non-asymptotic lower bound on the probability that a binomial random variable is significantly larger than its expectation.
Prologue and main result
Given a positive integer n and a real number p ∈ (0, 1), we denote by Bin(n, p) a binomial random variable of parameters n and p. Throughout the text, given two random variables X, Y , the notation X ∼ Y will indicate that they have the same distribution. In this article we shall be interested in lower bounds on the "tail" probability P [X ≥ k], where X ∼ Bin(n, p) and k > np. The problem of estimating the tails of a binomial random variable is arguably one of the most basic problems in probability and statistics. It arises in a plethora of problems and, despite the fact that the binomial tails are asymptotically well understood (see, for example, [3, 4, 6, 12, 13, 14, 18, 20] ), several questions coming from a variety of disciplines (see [1, 2, 8, 10, 16] ) do not decrease the need for upper and lower bounds on P [Bin(n, p) ≥ k] that are valid for fixed n, p, k. Sharp upper bounds on binomial tails are provided by the, so-called, Chernoff-Hoeffding bound (see [9] ) by employing an "exponential moment" approach:
where D(k/n||p) is the Kullback-Leibler distance between k/n and p. Upper bounds that are sharper than the previous one can be obtained by employing a "factorial moment" approach (see [17] ):
Here and later, x denotes the minimum integer that is larger than or equal to x. Elementary, though quite tedious, calculations (see [17] for details) show that the bound given by (2) is smaller than the bound given by (1) but the two bounds are quite close to each other.
A well-known theorem of Cramér implies that the bound of Eq. (1) is asymptotically tight and therefore one can only hope for sharp lower bounds on the binomial tails that are a portion of the Chernoff-Hoeffding bound. In that regard, one has the following result (see [2, Lemma 4.7.2]):
Briefly, this bound follows from the observation
with elaborate use of entropy estimates on binomial coefficients and appears to be among the best known lower bounds. Several lower bounds on the tail of binomial random variables can be found in [5, 8, 10, 15, 19] , among many others. Let us remark that most lower bounds in the literature appear to be obtained using ideas from asymptotic analysis and/or rely on estimates of the normal approximation to the binomial distribution. In this article we provide yet another lower bound which results in a portion of the bound given by (2) . We embark on a different approach that employs properties and estimates of tail conditional expectations.
Let us proceed by introducing our main result. Notice that the trivial estimates
imply that there exists a constant, C n,p,k , that depends on n, p, k such that
It turns out that C n,p,k can be described in terms of tails conditional expectations of certain binomial random variables. More precisely, we will see in the next section that
and so the problem of obtaining lower bounds on the tail probability is reduced to the problem of obtaining upper bounds on tail conditional expectations of binomial random variables. The main novelty of our paper is that it appears to be the first report that investigates upper bounds on tail conditional expectations as a tool to obtain lower bounds on tail probabilities. More precisely, we obtain the following result. Here and later, given a real number x, we will denote by x the maximum integer that is less than or equal to x. Theorem 1.1. Let X n ∼ Bin(n, p) and fix a positive integer k such that np < k ≤ n − 1.
In other words, Theorem 1.1 provides a lower bound on binomial tails that is equal to a certain portion of the upper bound given by (2) . We prove Theorem 1.1 in the next section. Let us remark that comparisons between the bound provided by Theorem 1.1 and the bound given by (3) require quite tedious calculations. However, it is rather straightforward to put the computer to work and see that the bound of Theorem 1.1 sometimes performs better than the bound given by (3). We provide some pictorial comparisons between the two bounds in Section 3.
Proof of main result
In this section we prove our main result. The proof uses the following well-known result regarding the median of a binomial random variable.
Theorem 2.1 (see [11] ). Let X ∼ Bin(n, p).
A basic ingredient in the proof of Theorem 1.1 is the following relation between the tails of a binomial random variable and its tail conditional expectation.
Lemma 2.2. Fix a positive integer n and a real number p ∈ (0, 1). For j = 1, . . . , n let X j be a Bin(j, p) random variable. If k is a positive integer such that 1 ≤ k ≤ n − 1. Then
Proof. Since X n = i B i is a sum of n Bernoulli 0/1 random variables B i of mean p, the linearity of expectation yields
and the result follows.
Notice that Lemma 2.2 can be iterated. This provides a way to express the tail probability of a binomial random variable in terms of tail conditional expectations.
Corollary 2.3. Fix a positive integer n and a real number p ∈ (0, 1). For every j ≤ n, let X j be a Bin(j, p) random variable. If is any integer from the set {0, 1, . . . , k − 1} then
Proof. Immediate upon iterating Lemma 2.2 + 1 times.
Hence lower bounds on the tail probability can be provided via upper bounds on the tail conditional expectations E X n−j X n−j ≥ k − j , for j = 0, . . . , k − 1. The next result provides a recursion for tail conditional expectations of integer valued random variables and is interesting on its own.
Lemma 2.4. Let X be an integer valued random variable and fix a positive integer k such that
Proof. The result follows upon writing
We will also need the following result which provides estimates on ratios of binomial tails.
Lemma 2.5. Let X n ∼ Bin(n, p), for n = 1, 2, . . .. Then for every positive integer k such that np < k ≤ n we have
In particular,
Proof. 
For the sake of completeness, let us provide yet another proof of this result that employs Lemma 2.2. Notice that, if we apply Lemma 2.2 with n replaced by n + 1 and k replaced by k + 1, we get
Hence we have shown that
We can now proceed with an upper bound on the tail conditional expectation of a binomial random variable. Theorem 2.6. Let X ∼ Bin(n, p) and fix positive integer k such that np < k ≤ n. Then
and so the result holds true for k ∈ {n − 1, n}. For the remaining values, i.e. k ≤ n − 2, we prove the result by reverse induction on k. More precisely, we prove that the inequality holds true for k > np under the assumption that it holds true for k + 1. The assumption that the inequality holds true for k + 1 implies that
Now notice that the previous inequality combined with Lemma 2.4 yield
where the last estimate follows from Lemma 2.5. Now notice that the result will follow once we show
or, equivalently, once we show
Since we assume k < n − 1, it is now easy to verify that the last inequality holds true and the proof is complete.
We are now ready to prove our main result. Our proof combines the previous upper bound on tail conditional expectations with Corollary 2.3.
Proof of Theorem 1.1. Notice that = k−np 1−p is the maximum integer j such that k − j ≥ (n − j)p. From Corollary 2.3 we know that
where X n−j ∼ Bin(n − j, p), for j = 0, . . . , . Since k − ( + 1) is a positive integer such that k − ( + 1) < (n − ( + 1))p, Theorem 2.1 yields
Now notice that Theorem 2.6 implies
Since k − j ≥ (n − j)p, for j = 0, . . . , , straightforward calculations show that
Putting all the above together, we conclude that
Comparisons
In this section we perform pictorial comparisons between the bound given by Theorem 1.1 and the bound given by (3). In Figure 1 we fix the values of n and k and we plot the function f (p) :=
· exp (−nD(k/n||p)), for p ∈ (0, k/n), where is as in Theorem 1.1. For moderate values of p our bound is almost equal to the bound given by (3) while for large values of k and p our bound is sharper. In most cases, the two bounds are rather close to each other. 
