1. Ecologists and many evolutionary biologists relate the variation in physiological, behavioural, life-history, demographic, population and community traits to the variation in weather, a key environmental driver. However, identifying which weather variables (e.g. rain, temperature, El Niño index), over which time period (e.g. recent weather, spring or year-round weather) and in what ways (e.g. mean, threshold of temperature) they affect biological responses is by no means trivial, particularly when traits are expressed at different times among individuals.
Introduction
Ecology and parts of evolutionary biology concern the study of how organisms interact with their environment. Consequently, a core task is to relate the variation in physiological, behavioural, life-history, demographic, population, species and community responses (henceforth referred to as traits) to the variation in environmental variables, such as food abundance, competitor density and weather conditions. Particularly for studies on climate change and variability, the best choice of environmental predictor is not always obvious, even in well-studied systems. Which weather variables (e.g. rain, temperature) affect the expression of traits, and over which time period (e.g. recent weather, spring or year-round weather) and in what ways (e.g. mean or maximum of temperature)? In some cases, these factors can be experimentally manipulated, but in many cases experiments are impossible or misrepresent responses to climate change in the wild (Wolkovich et al. 2012) , and weather drivers will need to be identified using observational data.
Using observational data to capture how organisms are responding to a history of multidimensional weather variation is by no means trivial (Stenseth & Mysterud 2005) and requires a systematic approach; yet no such approach is currently available. Studies that investigate the nature of weather signals in detail suggest that signals can be complex (e.g. Gienapp Kruuk, Osmond & Cockburn 2015) . However, in most studies, the choice of which weather variables to consider, over which period of the year and which metric to use seems to have no strong justification and is largely based on a priori assumptions that are rarely validated. Furthermore, they tend to focus on a narrow range of competing hypotheses. This is concerning because one generally has limited a priori knowledge, while there are potentially large numbers of plausible competing weather signal hypotheses.
Using overly simplistic, suboptimal or wrongly identified weather signals that ignore these biological realities can lead to unreliable projections and consequently to inappropriate conservation decisions. For example, if a trait displays no response to weather, it is difficult to determine whether this is evidence of climatic insensitivity or a flawed choice of time period. Even when we find a relationship between weather and the biological response, we cannot be sure that we have selected the period where the response is most sensitive. These problems not only hamper projections for single species, but also cloud whether reported interspecific variation in weather sensitivities reflects biological or methodological differences (van de Pol et al. 2013) . Therefore, a systematic and rigorous method to identify and quantify the weather signals affecting biological processes is urgently needed.
In this paper, we first perform a literature review to describe conventional weather signal selection approaches -and their associated limitations -focusing on the three defining characteristics of weather signals: (i) the identity of the weather variables, (ii) the critical time windows affecting the trait expression and (iii) the aggregate statistics (e.g. mean, max) that best describe the influence of the weather variables over the critical period. Subsequently, we propose a stepwise approach using our new and easy-to-use R package climwin to investigate these characteristics in a systematic way and provide worked examples using empirical data set. Finally, we perform simulations to show how our approach can be used to quantify unbiased and precise weather signals, and the sample size required to do so, while avoiding spurious results.
Conventional approaches and their limitations I D E N T I T Y O F W E A T H E R S I G N A L S
Weather typically affects ecological processes through a mixture of variables (Remmert 1980) ; consequently when considering candidate weather variables for a signal, the number of possibilities is substantial. In ecology, this problem is tackled using either a confirmatory or exploratory approach. A confirmatory approach uses pre-existing biological knowledge to limit the number of potential variables to a few testable hypotheses (e.g. Frederiksen et al. 2014) . Although sufficient biological knowledge may be likely for environmental drivers such as food or predator abundance (one can observe what an organism eats or is eaten by and use this to decide what prey or predator species' abundance to include as environmental driver), this is more difficult for weather variables. In some model systems, the ecophysiology or behaviour of an organism may provide clues to identify candidate variables; for example, snow cover is known to affect the feeding behaviour of herbivores (Stenseth & Mysterud 2005) . However, we often have limited a priori knowledge about weather influences because direct weather effects are typically hard to observe, may exhibit time-lags and weather may affect organisms indirectly (e.g. via food). In such situations, a more exploratory approach, in which a wider range of weather signal hypotheses is being tested, may be preferable.
A systematic review of the literature (see Appendix S1 for methods; N = 50 studies, unless stated otherwise) showed that often the choice of weather variables is confirmatory (66%), typically based on a previous study on a different population or species. However, making choices from previous studies can be fraught as weather sensitivity might vary between environments (Phillimore et al. 2010) , differ between closely related species (van de Pol et al. 2013) , and the choice of weather variable in the reference study may also lack justification. Only 6% of studies specifically stated that they used an exploratory approach, while 28% of studies gave no justification for the choice of weather variables.
Furthermore, most studies only considered a single weather variable ( Fig. 1a; variables considered: 59% temperature, 20% precipitation, 8% large-scale oceanic climatic indices, 13% other). The studies that did consider multiple variables generally lacked methods to deal with collinearity (91% of studies; 20 out of 22), despite the fact that strong correlations are often expected (e.g. sunny warm weather generally means low rainfall).
C R I T I C A L T I M E W I N D O W S
More often than not the period over which weather is deemed to be important for a trait (critical time window) appeared to be chosen a priori and little justification is provided, with most studies (62%) not refining the time window beyond an annual or seasonal mean. Moreover, few studies considered competing time windows (Fig. 1b) . For example, in birds, the variation in the timing of egg laying is typically related to spring temperatures (e.g. Crick & Sparks 1999) and annual survival rate to winter temperatures (e.g. Grosbois et al. 2008 ), yet temperatures during other periods and shorter resolution time windows are rarely considered (e.g. McLean et al. 2016) . Considering a variety of time windows is not only important to identify the 'best' possible window, but it also helps to distinguish the potentially co-occurring effects of short-lag (more recent) and long-lag (more distant) weather signals that could be acting at different stages of an organism's life cycle (Fig. 2; van de Pol & Cockburn 2011) . For example, high temperatures during winter may have positive effects on summer reproductive performance, while a recent sequence of hot summer days can have negative effects when tolerance thresholds are exceeded (Kruuk, Osmond & Cockburn 2015) .
In addition to considering competing time windows that vary in duration and lag time, the choice of the type of time window -absolute or relative ( Fig. 2 ; Box 1) -becomes particularly crucial when traits are expressed at different times among individuals (Gienapp, Hemerik & Visser 2005; van de Pol & Cockburn 2011) . However, relative windows were rarely considered (6% of studies).
C H O I C E O F A G G R E G A T E S T A T I S T I C S
In our review, the most common choice of aggregate statistic was the mean of a weather variable over a given period (55% of studies). However, developmental studies have focused on cumulative measures such as (growing) degree or chill days (19% of studies) and studies where physiological tolerance limits of an organism can be exceeded have used maximum or minimum weather values (15% of studies; see extreme events literature; Bailey & van de Pol 2016) . Sometimes it is not the absolute value of a weather variable that affects trait expression, but the seasonal rate of change or daily range (Biro, Beckmann & Stamps 2010; Schaper et al. 2012) . Finally, not all days within a period are necessarily equally important, with more recent weather potentially having a stronger influence than weather in the more distant past (Gienapp, Hemerik & Visser 2005; van de Pol, Osmond & Cockburn 2012) . Such patterns -reflective of a fading memory -can be described using weighted means (van de Pol & Cockburn 2011) . Evidently, several biologically plausible choices of aggregate statistic exist, but few studies actually compared competing hypotheses (Fig. 1c) . This is concerning, because studies that have made this comparison illustrate that results can strongly depend on the choice of aggregate statistic used (Charmantier et al. 2008; Husby et al. 2010) .
A stepwise systematic approach towards more rigorous weather signals using R package climwin Our literature review showed that there is currently no systematic approach to identify the weather signals affecting biological processes. Furthermore, the typical practice of considering only a limited range of hypotheses, often founded on unverified a priori assumptions, seems at odds with how little we still Fig. 2 . Graphical explanation of the difference between short-and long-lag time windows and between absolute and relative windows. Short-and long-lag time windows are, respectively, more recent or distant since the timing of trait expression. Individual variation in the timing of expression of a trait (black circles) affects the choice of whether to use absolute time windows (i.e. the same window for all individuals; grey areas) or relative time windows that depend on the individual and the time when the trait was expressed (striped areas). Relative time windows assume that, instead of using an absolute period (e.g. March-April temperatures), windows are relative to the timing of expression of a trait for each individual (e.g. the temperature in the month preceding the time of trait expression by each individual). know about how weather affects organismal functioning in most species. Therefore, we propose a four-step approach that investigates a broader set of competing hypotheses concerning the choice of weather variable, time window and aggregates statistic used (Fig. 3) . This more exploratory approach is not meant to be exhaustive, but primarily to widen the number of competing hypotheses beyond the small number of confirmatory hypotheses typically considered.
Our stepwise approach is easily implementable with the new R package climwin Fig. 3), and we illustrate our approach with an example data set. The R code and the detailed description of analyses are available in Appendix S2; here, we will focus on the key outcomes and their interpretation. Although our approach is developed for weather variables, it can also be used for any predictor variable for which data are available at high temporal resolution. For example, studies that repeatedly measure dominance scores, food abundance or body size during the year could use the tools developed here to investigate over which period such variables best explain the trait variation.
S T E P 1 : D E T E R M I N E A B A S E L I N E M O D E L S T R U C T U R E W I T H O U T W E A T H E R E F F E C T S A S A N U L L H Y P O T H E S I S
Our overall approach will be to compare the support by the data for competing hypotheses formalized into regression models. To assess the performance of competing models, one needs to have a yardstick, which will be a baseline regression (null) model containing no weather effects, but that can include other confounding predictor variables (e.g. the sex of an individual, a random effect of study site; see Fig. 3 for R code example). The climwin package allows for baseline models using most types of regression models that can be fitted in R (models that return a likelihood or AIC; we have tested 'lm', 'glm', 'lmer', 'glmer', 'coxph'; the main constraint in adding more type of models is differences in syntax used among packages).
S T E P 2 : C R E A T E A C A N D I D A T E M O D E L S E T B Y I D E N T I F Y I N G A L L C O M P E T I N G H Y P O T H E S E S T H A T R E Q U I R E T E S T I N G
In the second step of our approach (Fig. 3) , we create a candidate model set by identifying all competing hypotheses. The first substep (step 2a) in this process involves identifying all weather variables (temperature, precipitation, etc.) that could be of potential interest. Ultimately, our aim will be to limit the candidate variables to a reasonable number (Grosbois et al. 2008) . Furthermore, weather variables often exhibit strong collinearity, which needs to be dealt with. However, before reducing the number of weather variables, for each weather variable of interest we first have to make various choices about -and therefore a more detailed investigation into -the critical time window (step 2b and c), the best aggregate statistic (step 2d) and function of the relationship (step 2e) for describing the biological response to each weather variable. Since the choice of best weather variable may depend on the choice of time window, aggregate statistic or response function of the relationship, it is not clear that one aspect can be investigated sequentially or independently of the other. Therefore, we propose to try all combinations of choices made in step 2b-e for each weather variable to identify the time window(s), aggregate statistic(s) and response function(s) that are best supported by the data. Once such candidate signals are identified for each variable (using single variable models; step 3), their number can be subsequently reduced using conventional methods for multiple variable model selection and dealing with collinearity (step 4).
To compare the different time windows, one needs to decide in step 2b whether it is biologically more appropriate to use absolute or relative time windows ( Fig. 2 ; Box 1). If there is large individual variation in the timing of expression or measurement of a trait, or short lag times of the weather signal are expected, a relative window (e.g. temperature during the month preceding reproduction) may be more biologically relevant than an absolute time window (e.g. June temperature). If there is no clear a priori expectation, one can try both window types and compare their model support in step 3.
In step 2c, we must decide the period over which we should look at each weather variable. Computationally, it is now possible to try many time windows and decide from such an analysis what the most appropriate window is (sometimes called a sliding or moving window approach; e.g. Husby et al. 2010) . Consequently, we suggest testing a wide diversity of time The choice of the type of time window -absolute or relative ( Fig. 2) -becomes particularly crucial when traits are expressed at different times among individuals (Gienapp, Hemerik & Visser 2005; van de Pol & Cockburn 2011) . The reason for this is that individuals that express traits at different times of the year are likely to have been affected by weather over different time windows. Even quantitative traits such as offspring size and reproductive success are often expressed at variable times among individuals, because the moment traits can be quantified typically depends on phenological events (e.g. individuals from the same cohort vary in their natal weather conditions if some offspring are born earlier than others and weather varies during the season). Assuming the same absolute time window (e.g. June temperature) for all individuals is unlikely to be appropriate if the timing of trait expression varies substantially among individuals and if the timelag is short (i.e. if some individuals reproduce in May instead of July, then they cannot be affected by June temperatures). In such cases, the use of relative time windows (e.g. temperature during the month preceding reproduction) is needed that cover different periods for early-and late-reproducing individuals (Fig. 2; van de Pol & Cockburn 2011 ). An advantage of using absolute windows is that the weather windows are easier to interpret and use in future projections, as there is only one weather window for the entire population. However, instead of viewing this as a drawback of using relative windows, it should be seen as a biological reality that time windows can be heterogeneous. Future projections on the biological consequences of climate change in situations of relative windows can still be made using numerical simulations (van de Pol, Osmond & Cockburn 2012). Finally, the choice of either using an absolute or relative time window can amount to asking slightly different biological questions (see Appendix S2 for more details).
windows, also to investigate the possible effects of weather signals with both short and long lag times (Fig. 2) . For example, when looking at the effects of temperature on summer body mass, all possible combinations of time windows within the previous year can be investigated (see R code in Fig. 3) , as summer body mass may depend on spring temperatures, but carry-over effects of winter temperature may also be plausible (Harrison et al. 2011) . Ideally, time windows are varied at a daily resolution, as this avoids the rather arbitrary use of monthly or seasonal data typically used in existing studies and allows for the detection of short signals of a few days (Kruuk, Osmond & Cockburn 2015) .
Next, in step 2d, a decision is made on the aggregate statistic used to summarize the weather variable over each time window. The choice of aggregate statistic(s) to be considered can be driven by the possible biological mechanism involved, while in systems with limited mechanistic knowledge one could explore several statistics.
In the final step of model set identification (step 2e), we choose the response functions to be considered. Many fields strongly focus on linear relationships (e.g. reaction norms), but this is probably mostly driven by the need for simplification. In reality, trait values often peak at a certain optimum weather value (e.g. thermal performance curves; Angilletta 2009) and the fact that threshold values are regularly used as an aggregate statistic emphasizes that the responses of traits to weather signals can be nonlinear. Sometimes the shape of the response curve may even be of interest in itself: the effects of environmental variability on population dynamics may depend on the curvature of the response of demographic or population growth rates to weather (Lawson et al. 2015) .
S T E P 3 : R U N M O D E L S E T A N D S E L E C T B E S T C A N D I D A T E W E A T H E R S I G N A L S
In the right panel of Fig. 3 , we illustrate how the function 'slidingwin' from the climwin package can be used to automatically translate all hypotheses considered in step 2 into a set of many thousands of single variable regression models (see Appendix S2 for details). In step 3, we fit each of these models to the biological data and compare and interpret their output to (a) distinguish real weather signals from false-positive signals inevitably occurring by chance due to the testing of a large model set and (b) identify multiple (short-and long-lag) weather signals within the same weather variable. The time it takes to run all the models can vary from minutes to days, depending on the sample size, model complexity and computer speed. We can then use the results from these steps to select typically a few candidate weather signals for each weather variable for further analysis. To compare the empirical support for each of the different regression models, climwin uses the information-theoretic model selection criteria AICc, with the option of using K-fold cross-validation to address issues of overfitting (Box 2). The 'plotall' function provides several tools for visual interpretation of results (see code Fig. 3 ). In Fig. 4a , we illustrate how DAICc (the AICc difference between candidate and null models) can be used to compare the effects of mean temperature on the egg-laying date of British Chaffinches over different absolute time windows (data 1966 Baillie et al. 2014) . The best supported time window during which mean temperature affects laying date is effectively the 2 months before egg laying (Fig. 4a) . Mean annual laying dates have advanced with 4Á3 days/°C over this critical period (Fig. 4b) . Many neighbouring windows are almost equally well supported (broad red peak in Fig. 4a ), as could be expected due to their overlapping periods and due to temporal autocorrelation in weather, and their biological effect size is very similar (Fig. 4c) .
The model support for the best time window (Fig. 4a) can be directly compared to other models using different response functions, aggregate statistics or types of windows (absolute or relative). For example, there was equal support for both a quadratic and linear response of mean temperature on Chaffinch laying date, while models using mean temperature were much better supported than models using temperature degree days or rate of temperature increase (Table 1) . In cases where the mean of a weather variable is the best supported aggregate statistic, it can be worthwhile to explore the use of a weighted mean, as this may allow for further refinement of the weather's temporal signal (Box 3).
In step 3a, climwin's randomization function can be used to quantify the likelihood of obtaining such a strong model support by chance (in this case for a linear effect of mean temperature on Chaffinches laying dates) due to the high number of models tested (step 3a, see . Ideally, one performs thousands of randomizations and compares the DAICc of the best model fitted to the observed data to the distribution of DAICc values from the best model in each randomized data set. It should be noted that by chance even some of the many models fitted using the randomization method can achieve DAICc scores that would be considered evidence for strong model support by conventional standards 
where L is the likelihood of the data given the model, P is the number of estimated model parameters, and the term ð 2PðPþ1Þ NÀPÀ1 Þ is a small-sample size correction that is negligible if the sample size N is large (Burnham & Anderson 2002) . To facilitate the comparisons among models, climwin compares the AICc for each model i relative to the support for the baseline model without a weather effect:
This metric is used to decide which model in the model set has the strongest model support (the model with the lowest DAICc model i ).
As a metric for model diagnostics, climwin also determines the Akaike weight of each model:
where the sum of all weights across all models J considered add up to one ( P J j¼1 Akaike weight j = 1). Simulations showed that the proportion of all models from the candidate set that is in the 95% model confidence set (i.e. together account for the top 95% of the total Akaike weight across all models) is a very useful measure (henceforth metric C) to distinguish false from true positives. If C is close to zero, this means that a small subset of all tested models receives 95% of all model support (in terms of Akaike weights) and this is what we typically found to be the case for true signals, while if C is close to one, then almost all models are roughly equally well (or poorly) supported and this is what one would expect if there is no true climate signal. By comparing C of the observed data to the distribution of C in randomized data in combination with the sample size N, one can quantify the probability P C whether the candidate signal in the observed data is likely to be due to chance or not (see worked example and Appendix S3 for details).
Alternative Model Selection Based on Cross-Validation
The model set typically involves a huge number of models, which consequently increases the risk of overfitting (i.e. the amount of variation that the best weather signal will explain in the response variable (R 2 ) may be systematically overestimated). Using K-fold cross-validation for model selection can reduce such biases (Arlot & Celisse 2010) and can be implemented in climwin by setting the argument 'K' in the slidingwin function to, for example, K = 10. K-fold cross-validation divides the data set into K training data sets (of length N-N/K) and K test data sets (of length N/ K, with K ≤ N). Subsequently, each model is first fitted to one of the training data sets and its predictive accuracy tested on the corresponding test data set. To measure the predictive accuracy, the mean square error (MSE) of the training fit to the test data is used to calculate the AICc:
and subsequently compared to the fit of the baseline model (sensu eqn 2). This procedure is repeated K times (once for each test data set), after which the DAICc model is averaged across all folds to obtain the cross-validated DAICc model i . Similar to above, this cross-validated DAICc model i can be subsequently used for identifying the best supported model in the model set and to calculate metric P C used for model diagnostics.
(DAICc < À5; Burnham & Anderson 2002) . This shows that randomization is a necessary step to assess the chance of a candidate signal being a false positive (and minimize type I errors).
Comparing the DAICc value from our Chaffinch example (DAICc = À97) to randomized data sets with no weather signal shows that none of the 1000 randomized data sets displayed such a high level of model support (Fig. 4d) , indicating that such a strongly supported temperature signal is very unlikely to have occurred by chance (P DAICc ≤ 0Á001; see Appendix S2 for other examples with less strong weather signals). In practice, for some data sets carrying out so many randomizations may take too much computation time. For such situations, we have developed an alternative statistic for P DAICc , namely P C , that requires much less randomizations (5-10) but still gives a reliable indication of whether a signal is spurious or not (here P C = 1Á7E-05; for details, see Appendix S3). In some situations, the DAICc landscape of the different time windows shows multiple peaks instead of a clear single peak as in Fig. 4a . This can indicate the presence of multiple (e.g. both long-and short-lag) weather signals within the same weather variable, but it can also occur due to collinearity or chance. In step 3b, the evidence for multiple signals can be investigated by adding the best supported of the two weather windows to the baseline model, and re-fitting all the different time windows again: this tests whether there is still strong model support for the second best (e.g. short-lag) weather window once the other best supported (e.g. long-lag) weather window has been accounted for in the baseline model (see Appendix S2). By repeating step 3 a&b for each weather variable, we can select the candidate signals for each weather variable. For some weather variables, there will be no candidate signals if the model support for the best combination of time window, aggregate statistic and response function is no higher than those observed in the randomized data. For other weather variables, there may be either one (Fig. 4a) or possibly several candidate signals (Appendix S2; it should be noted that multiple effects of a single variable such as temperature may be biologically plausible, but nonetheless statistically hard to detect). Figure 4e illustrates that the correlation between weather variables (here mean temperature and sum of rainfall in the UK) can be weak in some parts of the year but strong in others, highlighting that dealing with collinearity is most sensible once the critical time windows are known. Figure 4f illustrates that mean temperatures are typically strongly correlated among nearby overlapping time windows, which explains why a wide range of adjacent time windows can receive high model support (see red peak in Fig. 4a) .
S T E P 4 : P E R F O R M M O D E L S E L E C T I O N T O S E L E C T T H E F I N A L M O D E L C O N T A I N I N G A L L W E A T H E R S I G N
Interactions between weather signals have rarely been explored, and it is thus unclear how common and strong they might be. One way to investigate the interactions by means of proxy is to replace, for example, the temperature and rainfall variables in the model set (step 2a) by a single weather-derived variable that integrates the interactions between temperature and rainfall (e.g. a drought severity index). A more direct way is to include two-way interactions between the temperature and rainfall candidate signals. In step 4b, one could investigate such interactions as part of the model selection procedure to identify the final model containing all important weather signals.
In the final step, 4c, we suggest that the output should be reported in a standardized way such that effect sizes and hypotheses considered can be easily compared among studies. Reported effect sizes could be based either on the estimates Arguably, aggregating weather over a certain time window by weighting each day in that window equally (i.e. by calculating the unweighted mean) may generally be biologically unrealistic, as more recent weather could have a stronger influence than weather in the more distant past (Gienapp, Hemerik & Visser 2005; van de Pol, Osmond & Cockburn 2012) . Weighted means can account for such gradual decay effects and also do not have the abrupt change in influence that normal (unweighted) means have at the beginning and end of the window.
climwin allows for testing of weighted means via the function 'weightwin' based on the methods described in van de Pol & Cockburn (2011) . Since the weight function used to calculate the weighted mean needs to be estimated (it has a shape, location and width parameter, reflecting, respectively, the decay in weight/importance, the lag time and duration of the time window), and can take on an infinite number of forms, weightwin uses different optimization methods than slidingwin to find the best window described by the weighted mean function. Nonetheless, the output from weightwin that describes the best supported weather signal can be directly compared to the output from models fitted by the slidingwin function to investigate whether a weighted mean model is better supported by the data than, for example, a model with the aggregate statistic unweighted mean (see Appendix S2). For alternative nonparametric methods using smoothing, see Roberts (2008) and Teller et al. (2016) .
from the single final model containing all important weather signals, or on model averaging of effect size estimates (Grueber et al. 2011 ) across all models considered in the model selection process of step 4 (but see Cade 2015) . To improve the interpretation of effect sizes and interactions, we suggest rescaling covariates (Schielzeth 2010) . Furthermore, for comparisons among studies, it is important to report the model set considered (steps 2 & 4). Finally, for future meta-analyses, one should report the variability in both the weather signal and biological response variable to facilitate standardized comparison, and present all model parameters that are needed to reconstruct response functions (e.g. including the estimates of intercepts and random effects in the case of logistic or Poisson regression). Online archiving of climwin R code and the data used also contributes to these goals.
Performance of our approach and sample size considerations
A crucial step is to assess how well our approach actually performs in identifying weather signals. This requires a statistic to decide whether a weather signal is real or not, and what its associated rate of misclassification is (i.e. type I/II error rate). Furthermore, a question that has received surprisingly little attention in the literature is: 'How many different environments (years, sites; i.e. sample size) should be measured to identify and estimate weather signals precisely and accurately?' Investigating this question requires deciding what one would like to estimate precisely or accurately. Statistical modelling in general, and studies on climate change ecology in particular, have two goals: explanation and prediction (Shmueli 2010) . To explain which weather signals are most important, we need unbiased estimates of their explanatory value (R 2 ). To predict (via extrapolation) what future effects of weather on the response variable will be, we need to estimate the slope of the relationship between the weather signal and biological trait both accurately and precisely, and identify the period of the time window correctly (as climate change can cause different parts of the year to change variably).
To assess the rate of misclassification (false positives and negatives) and determine the accuracy and precision of model characteristics (R 2 , slope and time window location), we generated simulated data sets. We created data sets with one biological response measurement for each sampled environment (e.g. the mean laying date in a given year or site) based on the previously introduced Chaffinch data set (i.e. assuming a linear effect of mean temperature between March 9th -May 12th). We generated 1000 data sets each for a wide range of sample sizes (10, 20, 30, 40 or the original 47 data points) and effect sizes (the 'true' R 2 of the underlying model was set to either very high (0Á80), high (0Á40) and moderate (0Á20), while keeping the slope constant). Additionally, we generated and analysed data without any weather signal (for R code and details, see Appendix S4). Note that a sample size of 30 may reflect a single location followed over 30 years, 30 locations with varying climates measured in 1 year, or any combination in between. Subsequently, we randomized (step 3a in Fig. 3) each simulated data set five times to calculate the P C statistics from climwin (see Appendix S3) to classify signals as either true or not. The rate of false negatives was calculated as the proportion of simulated data set that contained a true weather signal, but was misclassified as containing no signal (i.e. P C ≥ 0Á5). The rate of false positives was calculated as the proportion of simulated data set that contained no weather signal, but was misclassified as containing a weather signal (i.e. P C < 0Á5). When the effect sizes were high (R 2 = 0Á80 or 0Á40), we found the rate of false negatives to be very low, even with a low sample size (Fig. 5a-i, a-ii) . However, when effect sizes were moderate (R 2 = 0Á20), low levels of false-positive rates (<10%)
were only achieved with a relatively high sample size (N > 47; Fig. 5a-iii) . The rate of false negatives also strongly depended on sample size, with low false-negative rates (<10%) only achieved with relatively large sample sizes (N ≥ 30; Fig. 5a-iv) . Notably, we had to set an arbitrary cut-off point for our statistic during these simulations (P C < 0Á5) to decide whether we considered a climate signal to be 'real'. However, in practice, the value of P C will give additional information on the certainty of a given climate signal (i.e. P C = 0Á1 and P C = 0Á4 are both likely a true signal, but the likelihood is much higher for P C = 0Á1), and users can use different cut-off values depending on whether they think false positives or negatives are most problematic for their study. In the simulations, R 2 was greatly overestimated at low sample sizes (N ≤ 20) (Fig. 5b) . This bias could be expected due to overfitting and was indeed substantially reduced by using 10-fold cross-validation (see Box 2; some bias remains because the best model has itself been selected based on its crossvalidation score from a large set of candidate models; Gelman, Hwang & Vehtari 2014).
Simulations were able to estimate the true slope of the climate signal with high accuracy, as long as only those climate signals that were classified as true signals were considered (i.e. P C < 0Á5; Fig. 5c ). Nonetheless, some underestimation, particularly at low effect size, occurred when cross-validation was used (Fig. 5c ). The choice of using cross-validation may therefore depend on whether one is most interested in explanation or prediction (i.e. accurate R 2 or slope, respectively). Generally, our method selected for windows that were too short ( Fig. 5d ; although this bias largely disappeared with increasing effect and sample size). The reason for this bias seems to be that in situations of small sample or moderate effect size, very short spurious windows were best supported by the data (as suggested by the duration of 'best windows' in the randomized data Fig. 5d-iii) . Precision of the slope was generally low at low sample size (N = 10) and substantially improved as sample size increased (N = 20-30), although precision did not improve much past this point (Fig. 5c ). For example, when N = 10, R 2 = 0Á2 and only signals classified as 'true' are considered (i.e. P C < 0Á5; without using cross-validation), 19% of the simulations overor underestimated the slope by a factor of two or more, and 5% of the simulations estimated the direction of the slope incorrectly ( Fig. 5c-iii) .
Overall, our simulations show that our approach can detect and estimate weather signals without substantial bias when sample and/or effect size is large. Inaccurate estimation is a problem when sample and/or effect size is low, but most bias can be avoided as long as one uses the right methods. We encourage the use of our P-statistic to filter out 'false' signals and avoid biased slopes, and recommend cross-validation to avoid overestimation of R 2 when sample size is low (N ≤ 20) .
Furthermore, our simulations show that the precision of the weather slope estimate is low at small sample sizes, reminding us that measurements often need to be collected over long time periods or in many sites before reliable conclusions can be reached. Our simulations covered a wide range of scenarios, including the challenging case of using climwin with a very small data set and moderate effect size. However, within this context, our Fig. 5 . Performance of climwin package in estimating the 'true' weather signal in situations with very high R 2 = 0Á80 (panel i), high R 2 = 0Á40 (panels ii), moderate R 2 = 0Á20 (panels iii) or no weather signal (panel iv) under varying sample sizes (x-axes). Simulations focused on the rate of (a-i to a-iii) false negatives and (a-iv) false positives, (b) the R 2 and (c) the slope of the weather signal, and on (d) the duration of the time window. In panels (b)-(d), each box represents the 50 quantile range (with line for the median), with bars for the 75 quantile and dots for the 95 quantile, based on 1000 analysed test data sets. The different series represent estimates from either all data sets, data sets in which climwin classified a signal to be present (P C < 0Á5), either with or without using cross-validation (see main text and legend). Note that in panels (a) y-axis are logarithmic and values are truncated at ≤0Á001. results should be seen as a best-case scenario: we assumed that the aggregate statistic and response function were known, that there were no confounding variables, nor multiple or interacting weather signals, and we did not consider binary or count response variables. Furthermore, results may depend on the structure of the data, such as the number of measurements per year or the degree of temporal autocorrelation in the weather variable (e.g. rainfall typically has lower autocorrelation than temperature). This analysis should thus be taken as a first step towards identifying the potential pitfalls of weather window selection and methods to circumvent them; further simulation studies incorporating a wider range of weather data and biological response structures would help to expand and generalize these basic principles.
Alternatives, limitations and future avenues Roberts (2008) and Teller et al. (2016) have suggested alternative explorative methods to identify the critical time window, but their ability to distinguish true from false signals and accuracy and precision of most of the key metrics are unknown. These studies used multiple regression methods in which each daily, weekly or monthly mean temperature is used as a separate predictor variable, and subsequently identified which predictor variables over which time window best explain the variation in the response variable. They employed penalized (ridge) regression and smoothing functions to deal with collinearity and identify contiguous predictor variables (e.g. months) during which the weather signal is strongest. The results from these alternative methods can be used to derive a weighted mean (sensu Box 3), but are not applicable to other aggregate statistics. The advantage of multiple variable methods over our single variable method is that they utilize statistical frameworks (LASSO, machine learning) that are particularly suitable for dealing with correlated variables, meaning they can identify the best time window of multiple weather variables simultaneously within a single model, instead of sequentially as in our method.
Further research is needed to determine the performance of different methods on the same simulated data over a wider part of the parameter space and different data structures, while keeping in mind that different biologists are interested in optimizing the reliability of different metrics (slope, R 2 , false-positive or negative rate). Our aim is to extend climwin to include a variety of methods and provide the tools and benchmarks to compare them, as the question of what constitutes the best method may depend on the biological question (Teller et al. 2016 ; this study). Another interesting avenue would be to adapt our approach to the question of over which spatial window one should aggregate environmental predictors (Mesquita et al. 2015) , as for species moving between various locations, the locations at which the weather influence is strongest may in fact need to be determined (note that climwin can already incorporate weather data from different locations in a single model, see Appendix S2).
Conclusion
We have developed a stepwise approach and accompanying statistical tools to quantify how biological responses are affected by weather drivers, or any other intrinsic or extrinsic environmental variable for which high temporal resolution data are available. Our approach is predominantly exploratory, avoiding the need to make untested a priori assumptions and to consider only a small number of competing hypotheses. Crucially, however, this exploration is both systematic and statistically grounded, such that the detected effects of weather reflect biological patterns rather than potentially arbitrary decisions made by the modeller.
Although this more openended approach has some drawbacks, such as the risk of overfitting and bias that can occur at low sample and effect sizes, these issues can be addressed with the right knowledge and tools. Our simulation approach, focused on a diversity of performance metrics, provides a much needed benchmark to facilitate future objective comparison across methods. By providing both the tools to fit weather windows to a wide range of biological responses, and the methods to validate them and determine sample size requirements, we hope that the climwin package will make it easier for researchers to explore and quantify the biological effects of weather in a rigorous, replicable and comparable way.
