In constrained total least squares algorithm (CTLS), the selection of a minimal algebraic set of linearly independent random variables to express the noise matrix C ∆ is an important task. In this paper, A fast algorithm is provided using the possibly dependent random variables set. We showed that it can be viewed as a combination of Mesarovic et al' s CTLS method and RLS method when the noise is Gaussian. Our experimental study indicated that our algorithm has better visual and objective quality, while having a much lower computation cost. Moreover, our algorithm can also handle a more general noise model.
INTRODUCTION
The Total Least Squares (TLS) method has been widely used in image restoration. TLS solution is obtain by 
The matrix Q is related to the known noise property. a way is provided to avoid computing it directly. The procedure involves first finding a minimal algebraic set of linearly independent random variables from C ∆ to form v.
The noise property of v is assumed known, i.e., its correlation matrix 
which is a quadratic minimization problem subjected to a constraint. Finally, equation ( 3) is transformed i nto an unconstrained minimization problem as shown below (see
CTLS MTHOD USING DEPENDENT RANDOM VARIABLES SET
Let the CTLS restoration be modeled as
In 
) , ( v u X and B(u,v) To get a solution with good visual effect, smoothness constraint is needed. As in [1], we also use regularization to constrain our algorithm. The regularized version of (7) 
. A FAST METHOD TO GET THE SOLUTION OF CTLS EQUATION
We assume that the noise in PSF and b are Gaussian and 
zero matrices, and ⎣ ⎦ c is used to denote the greatest integer not exceeding c.
In our experiment, we find that letting
Then, equation (8) can be separated into two parts,
Using our dependent set for v, we found that Mesarovic et al' s method can be regarded as an approximation of equation ( 6) 
and we obtain the solution of Mesarovic et al' s method as shown below,
However, this approximation is far from being the best one, since the total power of the noise spectrum ) , ( ' v u S r ∆ is several times greater than that before approximation when the size of the PSF is much less than that of the image. Thus, the noise power is amplified several times in the solution. We can prove that equation (9) 
In image processing, the PSF size is often much less than the size of the image, that is
The equation of (10) differs from ( (13) . In our algorithm, the optimization only needs to be applied to the low frequency part, thus resulting in great computational saving.
NUMERICAL EXPERIMENTS
In this section, we present numerical experiments to verify our algorithm. Due to the similarity of our algorithm with The quantitative results are given in Table 1 and the visual results are given in Fig.1 . From the experiments, we observe that our algorithm has better visual and objective quality. 
CONCLUSION
In this paper, we use the constrained total least-square (CTLS) method to solve the image restoration problem. In conventional CTLS algorithm, the selection of a minimal algebraic set of linearly independent random variables to express the noise matrix C ∆ is an important requirement.
This makes the CTLS equation very sensitive to the size of the PSF, and limits the application of the CTLS method. In this paper, a possibly dependent set could also be used without affecting the final result. We showed that, by using a specially selected set and the property of DFT, our CTLS equation can be decoupled into a set of much simpler equations, which makes the computation substantially more efficient. When the noise is Gaussian, our algorithm can be viewed as a combination of Mesarovic et al' s method and the RLS method. Moreover, our algorithm can also handle a more general noise model. Simulation experiments indicated that our algorithm has better visual and objective quality, but with much lower computation. Finally, we like to remark that the sparseness structure is not only applicable for the situation where the PSF size is smaller than that of the image, but also for the situation where part of the PSF values are known or fixed. 
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