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Abstract
The hyporheic zone is often defined as the zone where mixing of surface
water and groundwater occurs in shallow sediments beneath and adjacent
to rivers. This mixing contributes to create unique biogeochemical condi-
tions that may attenuate contaminants from either upstream surface water
or groundwater under gaining and losing conditions. Hyporheic exchange
results from differences in the channel near-bed head as it varies in space
in response to interactions between surface flow and bed topography, with
the interaction with the water table playing an important role too. Reac-
tions of contaminants in groundwater also dependent on mixing between
surface and subsurface water, which occurs in this zone. Therefore, rep-
resentation of the profile of upwelling and downwelling exchange between
surface water and groundwater have important consequences for contami-
nant transport. The present work studies nitrogen fate within a restored
reach of the River Bure, Norfolk, United Kingdom. To this end, we confront
numerical simulations of the hyporheic flow and tracer transport with field
measurements of surface flow properties, nearby groundwater table and ni-
trogen compound concentration. . We numerically model mixing between
hyporheic flow paths induced by sediment, bedform, meanders on riverbed,
and flow paths of adjacent upwelling of deeper groundwater. Results of the
analysis indicate that despite the coarse topographical data and with lim-
ited surface water hydraulic data it is possible to define the spatial extent
of hyporheic exchange and potential mixing zones for contaminants as a
function of residence time. The proposed work has the potential to depict
high residence time zones and biogeochemical reactivity in homogeneous
and heterogeneous sediments. Furthermore, fieldwork analysis shows that
in this site the hyporheic zone have a little effect on nutrient concentration.
In addition, hydraulic modeling results indicate that streambed discharge
significantly influences hyporheic exchange. Especially, the residence times
under average stream discharge conditions are higher than the ones under
the high discharge conditions mostly on the part that has riﬄe - pool mor-
phology. From hydraulic point of view, heterogeneous domain has higher
connectivity than the homogeneous fine sand subsurface set. Such that,
subsurface flow has tendency to flow through high hydraulic conductivity
zones, which is defined as tunneling effect, therefore, low conductivity zones
2
have minor effect on hyporheic flow. The predictions based on the DaO2
index proves that heterogeneous sediment formations have more aerobic po-
tential, however, prevailing anaerobic conditions occur mostly vicinity of low
hydraulic conductivity zones.
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Chapter 1
Introduction
1.1 Motivation of the work and approaches
1.1.1 Hydraulic context
Over a range of spatial scales, river systems are complex ecosystems char-
acterized by basic chemical, biological and physical phenomenon. As water
travels through this network and penetrate into the sediment and interacts
with groundwater, particles are being conveyed through those environments
within the pathway of the flow. Therefore, different phases of the trans-
formation of the particle can be seen along this pathway, and that leads
dynamic connectivity between the networks. Therefore, from this approach,
surface and subsurface should be evaluated as physically different domains
but as integrated systems . Especially groundwater - surface water interac-
tions are critical in the environments that depends on the groundwater level
fluctuations, as groundwater-fed river systems (Hancock et al., 2005). In-
teraction among groundwater, hyporheic zone and surface water influences
many facets of such systems (Brunke and Gonser, 1997; Malard et al., 2002).
Hyporheic mechanisms can change the extent of hyporheic exchange thus
that may regulate the supply of oxygen and organic carbon into the hy-
porheic zone (Findlay, 1995; Jones Jr et al., 1995). The direction of flow
and hydro connectivity in the hyporheic zone also regulates the nutrient
dynamics, thus it is one of the key factor to characterize the dominant bio-
geochemical processes (Zarnetske et al., 2012; Marzadri et al., 2012; Duff and
Triska, 2000). Hyporheic exchange has particular importance in zones that
have high connectivity between surface and subsurface water bodies, such as
groundwater fed systems. Many chalk and limstone catchments have strong
interaction between groundwater and surface water, where aquifers hold im-
portance as public or agricultural water supply (Hiscock et al., 2001; Pretty
et al., 2006; Hill et al., 1998), especially in UK. Therefore, understanding
the role of hyporheic zones hydraulic processes with complex hydrology and
distinctive hydrochemistry should be enhanced for the sake of river manage-
13
1.1. Motivation of the work and approaches
ment of such areas.
Most ecological research on groundwater and rivers treats aquifers and
surface waters as separate domains. By this approach the interactions be-
tween them have mostly been ignored (Brunke and Gonser, 1997). Main two
reason for the differentiation between these two domains have been claimed
by (1998) to be: (i) as a consequence of the different disciplinary focus of the
researchers and (ii) due to characteristic differences between the two envi-
ronments. Recent ecological studies focusing on the effect of anthropogenic
contamination on surface water mostly use an empirical approach by using
field observations (Borisova et al., 2014; Ashckenazi-Polivoda et al., 2014;
Moser et al., 2014; Yang et al., 2014; Edwardson et al., 2003). Even empiri-
cal works give us strong indications of the general picture of the watersheds
and riparian zones by observation; they may not enough for finding out the
core reason of the event that is happening and mimicking the actual dy-
namics of the interested system. Therefore, it would be a suitable approach
to subdivide the reach into subsystems that are hydrologically connected to
each other through cross-linkages in order to develop a better understand-
ing of the processes that take place within the river system (see Figure 1.1).
Definition and depiction of the dynamic system with the help of numeri-
cal and analytical approach could provide solid support for such empirical
works and help scientists to understand the reasons of the changes in water
quality in these particular domains.
From our perspective, a river reach can be treated as an integrated sys-
tem of subdivided domains. In this work the main focus is the hydraulic
and biogeochemical dynamics of a transition zone between groundwater and
surface water, which is called the hyporheic zone (HZ) (see Figure 1.1) In
the work of Boulton et al. [1998] the hyporheic zone is defined as the satu-
rated volume of sediment surrounding the stream which provides the linkage
between the river and the aquifer, while the riparian zone acts as buffer be-
tween the hillslopes and rivers. The riparian zone has an important influence
on runoff generation and solute transport at the reach scale. Amongst all the
processes that occur in each subsystem, we focus our attention on those that
take place between the stream and its hyporheic zone. Water movement in
the hyporheic zone can be described by Darcy’s Law (Darcy, 1856), which
represents subsurface flow. According to that processes in HZ depends on
hydraulic conductivity of channel bed and pressure heads (Darcy, 1856).
Water movements may take long time in subsurface, such that suspended
and dissolved materials are stored in it, therefore, the uptake of organic
matter and nutrients are propagated by microbiological activities. As water
moves through a river network, constant exchange of water between streams
and the subsurface occurs, that is called hyporheic exchange (Bencala, 1983;
Packman and Bencala, 2000; Salehin et al., 2004). It is critical to under-
stand hyporheic exchange within the stream channel in river systems for
modeling purposes. One of the challenges of modeling hyporheic dynamics
14
1.1. Motivation of the work and approaches
Figure 1.1: A schematic representation of the hyporheic zone and exchange dy-
namics. The hyporheic zone is the region where stream water exchanges with
groundwater (delineated with blue dashed lines). Hyporheic exchange operates
over many spatial and temporal scales (red dashed lines). Hyporheic exchange is
typically induced by variations in the hydraulic head of a stream system. The head
gradients are associated with abrupt changes in streambed slope (see inset image of
riﬄe example) or stream meanders and preferential flowpaths. The hyporheic zone
at the stream bed and banks represents a unique environment (ecotone) because
they are where watershed ground water (yellow arrows) and surface water interact
[Figure is taken from the work of Tonina and Buffington 2009]
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is to evaluate correctly the effect of hyporheic exchange on the chemistry
of the surface and subsurface system. Changes to the chemistry arising
from hyporheic exchange can influence biogeochemical processes, and thus
downstream water quality (Harvey and Wagner, 2000). For instance, it was
proved that nutrient fluxes in HZ is a function of residence time and biologi-
cal reaction rates, such that redox conditions may operate different in space
according to residence times (Pinay et al., 2009).
In the last two decades, increased attention concerning hyporheic pro-
cesses has led to the development of dynamic models (Packman and Bencala,
2000). Initially the modeling approach, treated the HZ as a storage zone,
which idealized mass exchange in terms of a mean exchange rate with a
well-mixed hyporheic zone of constant volume (Bencala, 1983). However,
evidence from Elliot and Brooks [1997] showed that the hyporheic zone is
far from being well mixed and of constant volume (Buffington and Tonina,
2009; Tonina and Buffington, 2009; Wo¨rman et al., 2006) Initial contri-
butions to explain the dynamic behavior of HZ were carried out by Vaux
(1968; 1962) then theorized by again Elliot and Brooks (1997). Modeling
contributions to these theories have been developed by several studies; as
a numerical modeling approach for riﬄe and pool dynamics (Cardenas and
Wilson, 2007b; Janssen et al., 2012; Tonina and Buffington, 2009, e.g.) and
additionally as an approach of effect of morphology (meanders, alternate-
bars etc.) and groundwater discharge (Wondzell et al., 2009b; Wondzell,
2006; Marzadri et al., 2010) (Figure 1.2). Previously conducted HZ mod-
eling studies influenced by 3-dimensional mechanisms are available through
numerical solutions at the reach scale (Trauth et al., 2013; Lautz and Siegel,
2006). The same approach will be followed in this work from a hydraulic
point of view. The contribution will be done on the application of hydrody-
namic processes in HZ. Numerical representation will be designated on the
low-gradient flow stream in order to define redox conditions.
1.1.2 Biogeochemical context
Energy and food demand has increased drastically with an increase in human
population since the beginning of nineteenth century, therefore the world has
faced an acceleration in agricultural and industrial production (Steck et al.,
2008). The use of N and C sources has played an important role in meeting
the needs of global food and energy production, however, this alteration has
also adversely affected the global N and C budget. The biologically available
forms of N are typically organic nitrogen, and these bioavailable forms of
N are often a limiting nutrient in many terrestrial and aquatic ecosystems.
Especially in aquatic systems, nitrogen can be found most commonly in the
form of dissolved inorganic nitrogen, which are ammonium NH +4 , nitrate
NO –3 , and nitrite NO
–
2 (Nr species) (Galloway and Cowling, 2002). As Nr
continues to increase so do the frequency and intensity of these detrimental
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Figure 1.2: Typical conceptual diagrams of the hyporheic zone, plan view,lateral
cross-section,longitudinal cross-section views that demonstrates the hyproheic
fluxes that feeds the hyporheic zone. This figure can be seen as a conceptual
diagram for computational domain for discretization. Modified from the work of
Stonedahl (Stonedahl et al., 2010)
.
consequences, especially in aquatic ecosystems (Diaz and Rosenberg, 2008).
The rate at which humans add Nr to the global budget is also dramatic with
rates 5 times greater than that of observed atmospheric CO2 increases over
the last 50 years (Davidson and Seitzinger, 2006).
Anthropogenic activities are boosting the rapid accumulation of N and C
sources in ecosystems across the planet. The feedbacks between hydrology
and biogeochemical cycling of nutrients are of critical importance to global
bioavailable nutrient budgets. For instance, human activities are dramati-
cally increasing the amount of Nr in the biosphere, which is causing increas-
ingly frequent and severe impacts on ecosystems (Galloway and Cowling,
2002). These anthropogenic increases in Nr are primarily associated with
the increased use of cultivated N-fixing leguminous plants, industrial pro-
duced fertilizers, and fossil fuels. Indirectly Nr also alters the global carbon
cycle so that C accumulation (Gruber and Galloway, 2008) holds critical
importance for climate change. As an integrated part of global ecosystems,
streams are important features in the landscape for biogeochemical cycling,
because they integrate many sources of terrestrially derived reactive/non-
reactive solutes and control export to down-gradient systems via internal
source and sink processes. This type of aquatic system is also adversely
affected by the detrimental consequences of heavy load of nutrient or con-
tamination. For instance, agricultural pollution and atmospheric deposition
with regards to river eutrophication is one important effect that was ob-
served recently especially in England and Wales (Hilton et al., 2006).
River systems have a capacity to reduce the nutrient intrusions, espe-
cially via buffering and transformation of Nr species (McClain et al., 2003;
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Boano et al., 2010a). Riverine systems also help to rapidly convey excess
N, which could not reduced or buffered by the stream or hyporheic zone,
from terrestrial environments to groundwater, and coastal marine environ-
ments (Tockner et al., 1999). Stream networks have fundamental function as
to regulate bioavailable N inputs through biogeochemical processes, there-
fore, stream systems are important in order to treatment of the excess,
or waste nutrients from the environmental system (Hammer and Bastian,
1989). However, it is a challenge to predict and diagnose the variability of
the factors controlling biogeochemical dynamics. Nevertheless, it is in our
knowledge that the diagnose of the biogeochemical dynamics such as redox
conditions, sources and sinks of labile N, is possible once the terrestrial zones
were specified and hydraulic dynamics were depicted (Zarnetske et al., 2012;
Marzadri et al., 2012; Trauth et al., 2013; Cardenas et al., 2008). HZs are
a strategic places in order to initiate depiction of biogeochemical dynamics,
because it was proved that a HZ is the most active zone in terms of redox ac-
tivities inside the river (McClain et al., 2003). The dominant redox activities
that are defined in this work is denitrification and nitrification considering
Nr species, which in turn leads source and sink conditions (Zarnetske et al.,
2012) (See Figure 1.3).
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Figure 1.3: Conceptual diagram of biogeochemical processes on the hyporheic
zone for C and N cycles in the sediment
In this context mixing of solutes such as nutrients or contaminants be-
tween sediments and river water is an important concept that involves dif-
ferent disciplines. In the last decades several numerical or statistical models
were developed in order to predict spatial and temporal variations of so-
lute concentrations by many different approaches. In this research advec-
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tive transport under different discharge conditions is considered as being
critical to a biogeochemical approach to depicting redox conditions and aer-
obic/anaerobic zones. Such a residence time approach, which is different
from the transient storage approach that was mentioned in 1.1.1, assumes
that the hyporhiec residence time is the concept that links the fate of reac-
tive (bioavailable) solute transport and their biogeochemical transformation
with the hydraulic dynamics of the hyporheic zone. Depending on the mech-
anisms that generate hyporheic exchange, there are different residence time
and different mass transfer processes (Elliott and Brooks, 1997; Packman
and Brooks, 2001), based on the field and laboratory studies the mass bal-
ance is influenced by velocity variations within the river bed (Gomez et al.,
2012; Ka¨ser et al., 2009). HZ can be characterized by the parameterization
of diffusive model and first order mass transfer with neglecting particular
source terms (Bencala, 1983), however, in this work the findings of Ton-
ina and Buffington (2007) has been considered as basic mechanisms for our
model. In this work, fundamental mechanisms for hyporheic flow dynamics
were explained via a numerical model supported by flume experiment in or-
der to investigate 3D pumping process in basic pool-riﬄe morphology with
gravel bed setting.
From biogeochemical perspective, this work is an attempt to describe the
relationships between physical and biogeochemical controls and the resulting
fate of Nr in a specific reach of River Bure, UK (for details see 2).
The key physical factor investigated is distribution of solutes, which is
a function of transport processes - advection and dispersion, and transport
conditions – hydraulic conductivity, reaction processes - nitrification and
denitrification, and residence time distributions of flow paths.
Different physical conditions such as morphologic, hydraulic and struc-
tural result in different characteristic residence times of water and solutes
in HZs. The key biogeochemical factors that was modeled and investigated
are the dynamics of oxygen (O2), labile dissolved organic carbon (DOC),
Nr, typically in the form of ammonium (NH +4 ) and nitrate (NO
–
3 ). In this
work numerical modeling of coupled transport of the Nr species, (O2) and
DOC has been undertaken. To validate the model a suite of pore-water mea-
surements and sediment profiled have been used to identify the key linkages
between hydrological and biogeochemical controls on N transformations in
a specific HZ.
1.2 Motivation and objectives
This work seeks to identify the relationship between the physical advective
transport and redox controls within HZs. Currently, there is a gap between
known coupling of physical and biological controls on the fate of hyporheic
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solutes (Zarnetske et al., 2012). Thus, most investigations of hyporheic
biogeochemical controls ignore either the physics or the biology, or are un-
able to connect the two factors in a robust way (Krause et al., 2009). The
limited amount of research that does connect physical and microbiological
processes ignores much of the important complexity, such as representing the
spatial and temporal coupling of nitrification and denitrification in systems.
Furthermore, attempts to incorporate denitrification into stream models do
not mechanistically represent the hyporheic zone or incorporate empirical
hyporheic field observations (Marzadri et al., 2012; Zarnetske et al., 2012).
This work helps to fill this knowledge gap through a combination of field ob-
servations and numerical modeling that directly addresses coupled physical
transport and redox controls on hyporheic parameters. A multidisciplinary
framework was applied to the problem, and methods include fieldwork mea-
surements, mass balance approach, and numerical modeling. The field ob-
servations and the numerical experiments of the developed model in this
work were completed with the intention to create a new hydro-ecological
model, address the role of the HZ on a specific stream system at the reach
scale , and to provide a robust data set for future analysis and modeling
efforts.
1.2.1 Objectives
In practice, the fieldwork component of this work was designed to provide
a hydrological conceptualization for the chosen site, and to help develop a
3-D coupled surface-subsurface flow model which enables exploration of hy-
draulic dynamics and processes in relation to oxic/anoxic zones and redox
controls. Specifically the model has been used to explore the spatial distri-
bution of non-reactive particles using the hyporheic residence time concept.
A river river reach was created numerically using a process-based frame-
work to predict the changes in residence time of water in the hyporheic
zone according to mixed topography and a heterogeneous subsurface system
(in terms of stratigraphy and texture). Since biogeochemical processes are
directly linked with hyporheic residence time, an increase or decrease in res-
idence times alters the balance of processes occurring in the hyporhiec and
thus also the solute concentrations as subsurface flow returns to the river.
The specific objectives and hypothesis of thesis are summarized below:
Objective 1 A comparison of different discretization of the streambed to-
pography (the boundary between surface and subsurface domains),
and an exploration of optimum cell size for interpolation of streambed
topography
i An exploration of the effects of differences in detailed topography
on water surface elevation for different discharges.
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ii Validating whether the 2-D surface-flow model fulfills the cross-
validation of water surface elevation and velocity solutions with
field measurements.
iii Exploring the effect that the higher resolution discretization has
on predicted velocity on bed topography of the reach.
iv Exploring whether detailed topography and morphology has a
significant effect on hyporheic residence time.
Objective 2 Understanding the influence of changes in groundwater on the
complex domain;
i Exploring how changes in discharge on surface water influences
vertical and lateral hyporheic exchange flows with the effect of
regional groundwater flow.
ii An exploration of the extent to which groundwater discharge,
resulting from the gradient between the groundwater table and
the stream stage, influences surface-subsurface exchange.
iii An exploration of the change in upwelling and downwelling zones
under the influence of different surface water and groundwater
discharge.
iv Evaluation of the response of the local groundwater to surface
water discharge changes
Objective 3 Creating subsurface heterogeneity by using geostatistical meth-
ods for multi-layer and multi-phase models;
i An investigation of the use of core samples (with grain size anal-
ysis) for representation of sediment heterogeneity.
ii An exploration of the use of numerical methods for the generation
of subsurface heterogeneity (geo-statistical approaches)
Objective 4 Exploration and analysis of the effect of sediment heterogene-
ity on hyporheic residence time and the development of aerobic /
anaerobic zones
i Exploration of the influence of sediment heterogeneity on hy-
porheic residence time.
ii Modeling the effect of sediment heterogeneity on aerobic/anaerobic/hypoxic
zones to see the changes on transport of particles from the hy-
porheic residence time perspective.
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1.2.2 Organizaton of the work
This work addresses the above objectives through a series of five chapters,
and each chapter builds on the understanding developed in the preceding
text. The thesis starts by presenting a detailed examination of the fieldwork
element of the work, with an explanation of the field methods that were
followed in order to obtain the hydraulic and biogeochemical observations.
The thesis continues with the development and implementation of numer-
ical modeling approaches that are validated by the related field parameter
observations. The work was designed in two main parts as follows:
1. Fieldwork practices and methods;
Chapter 2 : Field work methods and practices were explained in
detail, and a general picture of the reach of interest, in the River
Bure (UK) is described. This chapter is designed as three parts;
the first section explains the general hydrology of the region and
observed hydraulic dynamics at the reach scale, the second as-
pect focuses on sedimentology and the river bed structure of the
reach, the third and the last section describes the hydrochemistry
of groundwater and surface water, and provides a biogeochemical
explanation of the reach. The chapter seeks to explain the inter-
action and relationship between these three aspects in order to
explain the details of the river and riparian zone.
Chapter 3 : The general aim of this chapter is to create the best
method that represent river bed topography more accurately by
identifying and comparing the most commonly used interpola-
tion methods in the literature. The introduction to this chapter
explains the methods and why those methods were chosen. The
following sections explain the application of Ordinary Kriging,
Inverse Distance Weighting and w/Template methods. In the re-
sults section, outputs of the methods were compared using the
k-folded cross-validation method. This practice is important be-
cause the interpolated bed will be a boundary between the free
surface and subsurface model.
2. Hydraulic model and hydraulic analysis of the reach;
Chapter 4 : This chapter is the first modeling practice of the thesis.
The chapter aims to quantify the effect of complex topography
on hyporheic exchange and subsurface flow paths, and the resul-
tant changes in aerobic/anaerobic zones in the subsurface. Model
simulations are made under high, mid and low channel discharge
conditions in order to predict the changes in effective hyporheic
zone by the interaction of measured groundwater boundary con-
ditions. The chapter explains the calibration and validation of the
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free surface model via water surface elevation measurements, and
the application of bed surface pressure to the subsurface domain
which assumes as homogeneous gravel bed. The unitless Unitless
Damko¨hler number (Da) is used with together with chosen reac-
tion rates from the literature in order to depict aerobic/anaerobic
zones.
Chapter 5 : The last methodological chapter of the thesis inves-
tigates the effect of heterogeneity on the subsurface model and
hyporheic dynamics. This chapter is designed to describe the
methodology that was followed in order to create a heteroge-
neous field using examples from the literature. Heterogeneity is
created based on four different textures of materials as gravel, fine
sand, silt and clay. The effect of heterogeneity is then evaluated
via stochastic hydraulic simulations and compared with the ho-
mogeneous case which is considered with fine sand. The change
in cumulative residence time distributions was observed in order
to explain the effect of heterogeneity. The unitless Damko¨hler
number (Da) is used with the same reaction rates as the previ-
ous chapter in order to predict aerobic/anaerobic zones in the
heterogeneous case.
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Chapter 2
Description of Study Reach
2.1 Introduction
The hyporheic zone is defined as a region of the riverbed of intensive biogeo-
chemical activities within where surface and groundwaters mix. (Buffington
and Tonina, 2009; Boulton et al., 2010). In this zone hyporheic exchange
flows through the bed sediment and exchanges dissolved and particulate or-
ganic matter,and nutrients (Findlay, 1995). Such exchange maintains the
productivity of ecotone of the surrounding reach. (Lansdown et al., 2012).
It has been noted that the hyporheic zone is a complex zone which has
a functional role on groundwater-surface water interactions (Sophocleous,
2002; Smith et al., 2008), which is significantly diverse in terrestrial bound-
ary, subsurface sediment texture, and effect of watershed hydrology (Triska
et al., 1993), and critical with respect to fate of reactive solutes on river
environment and groundwater (Storey et al., 2004).
Composition of sediment, groundwater levels and rate of mixing of ground-
water into surface water, and river bed topography are the main factors
that affect hyporheic exchange on the surrounding riparian zone (Cardenas
et al., 2004; Boano et al., 2009; Storey et al., 2003). The changes on to-
pography especially the rapid alteration on sediment along the river bed
makes changes on pressure as a result velocities so the exchange flows in-
side the sediment(Vaux et al., 1962; Vaux, 1968; Elliott and Brooks, 1997).
The most dominant formations of a reach can be represented as riﬄe-pool
(Harvey and Bencala, 1993), step-pool (Kasahara and Wondzell, 2003) and
meander (Wroblicky et al., 1998) formations over the stream bed which has
been defined and modeled by previous works (Tonina and Buffington, 2007;
Duff and Triska, 2000; Gooseff, 2010; Cardenas and Wilson, 2007b; Marzadri
et al., 2010, e.g.). This formation creates a clear downwelling and upwelling
flow over bed topography, where the surface water moves inside the sed-
iment by downwelling zone and turns back to the surface from upwelling
zone. Additionally, morphological features of the reach may also play im-
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portant role as meanders and bars (Marzadri et al., 2012), such that all
formations interactively creates evident downwelling -upwelling zones over
river bed.
Hyporheic exchange dynamics are strongly linked with formation of the
sediment (surface topography) and groundwater intrusion (McKnight et al.,
2004). Early works of Elliott and Brooks (1997) assumes flat boundary at
the top of the bed, which is crucial decision for the dynamics of the sedi-
ment - water interface, and flow in the vertically semi-infinite domain was
driven by sinusoidal pressure distribution along the flat top boundary. Same
procedure was followed by Wo¨rman et al. (2006) on three-dimensional do-
main, however, many field researches show that the models formulated on
non-complex of flat bed surface may not be able to accurately represent
hyporheic exchange flows (HEFs) (Marion et al., 2002), which in turn may
cause mis-prediction of transport of mass in hyporheic zones. The impor-
tance of topography of the stream bed as a controlling factor was pointed
out by several works (Brunke and Gonser, 1997; Hester and Gooseff, 2010,
e.g.). Additional to complex topography, heterogeneous sediments affect
HEFs and their dynamics along the subsurface, and which may create oxic
- anoxic interfaces as much as delays on median hyporheic residence time
(Kessler et al., 2012; Strong and Fillery, 2002; Brandes and Devol, 1995).
In order to understand the effect of mixed topography and stream bed het-
erogeneity on HEF residence time, further modeling efforts were followed in
order to evaluate and quantify the effect of heterogeneity on flow, and bio-
geochemistry of hyporheic zone (Boano et al., 2007; Cardenas et al., 2004;
Sawyer and Cardenas, 2009). However, to our knowledge, no study has
tested the influence of heterogeneity on complete complex system as highly
mixed with meanders and pools scoured out by interaction of flows with
woody debris, which has also complex subsurface heterogeneity with differ-
ent sedimentary components.
This study was carried out within a 300 m reach in an agricultural low-
land setting of the River Bure, Norfolk, UK in eastern England chosen be-
cause of its complexity on topography as pools created by collapsed woody
bodies and, its depositional characteristic in the river bed sediment. The
main goal of this chapter to provide information about sampling methods
and rationale for studying this reach followed by a presentation and discus-
sion of the hydraulic and biogeochemical observations. The data collected
can be divided into four different parts: topographical data for bed topog-
raphy and interpolation of the reach domain; hydraulic data for checking
surface water and global groundwater data for interested reach; and biogeo-
chemical data to diagnose nutrient changes and oxygen status of the reach;
and finally, stratigraphy data which is to analyze the texture of the bed
sediment in order to classify how heterogeneous the sediment is. Redox con-
ditions of the reach will be diagnosed according to hydraulic observations
of channel flow and chemical observations that is analyzed in order to link
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the local biogeochemistry, and initial findings of calibrated hydraulic models
(see Chapter 4 and Chapter 5).
2.2 Methods
2.2.1 Study site
Much of the previous research in lowland agricultural catchments has been
devoted to resolving the dynamics of nitrate production/consumption and
its mechanics within HZs across particular river systems (Duff and Triska,
2000; Fischer et al., 2005; Krause et al., 2009, e.g.). After recognition of the
adverse effects of anthropogenic activities, especially an increase in agricul-
tural production, and the consequent drastic increase in nitrate concentra-
tions in surface water and groundwater, the focus of the HZ researches has
a tendency to shift to the diminishing function of HZ for removing anthro-
pogenically derived nitrate (Mulholland et al., 2008; Gordon et al., 2013;
Lautz and Fanelli, 2008). The study site was known by its rising trend of
nitrate level in UK groundwaters (Young et al., 1976; Edmunds and Walton,
1983; Croll and Hayes, 1988). It has been reported that many groundwater
boreholes in the UK exceed the current statutory limit on nitrate concentra-
tions in drinking water which applies throughout the European Community
(Directive, 1980). Eastern England has been designated as vulnerable area
in order to protect ground water from applied nitrogen loads later (Directive
et al., 1991). However, the main emphasis of the chosen site is its buffering
capacity of biogeochemical parameters in relation with hydraulic dynam-
ics. One important feature of the River Bure catchment is that it is spread
over the chalky aquifer system, and groundwater fed chalk streams overlie
the catchment, which cause a unique hydrochemistry for the groundwater
(Feast et al., 1998), furthermore sand-sized bed sediments overlying chalks
and, pronounced meanders and pools make the catchment attractive for fur-
ther researches on redox complexity interacted with hydrodynamics. Other
than quality concerns of the zone, reduction of nitrate has been inferred on
several occasions along a low elevations of the catchment and apparent redox
control on nitrate distribution, however, there is still no reliable evidence if
this reduction results from dominantly in situ denitrification process or sim-
ply from an intrusion of different water types in the catchment (Howard,
1985).
Catchment and Hydrogeology
The Bure catchment is in the region of East Anglia, where is an area of
intense agricultural activity. Most of the land is divided for arable farming
that contains a number of main river and wetland habitats. Lower reaches
of the River Bure flow through the Broads to the North Sea, this zone can
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also be considered as moderately fertile water from bio-ecological aspect (see
Figure 2.2). Upper reaches are considered as ecological diverse and an im-
portant support for aquatic life therefore some reaches of upper River Bure
are designated as Sites of Special Scientific Interest. Interest (Hiscock et al.,
2001). Most of the sub-surface geology comprises Cretaceous Chalk, consid-
ered as the dominant hydrogeological unit in eastern England, is the major
aquifer with a highly basic chemistry (Figure 2.1). Especially in the north-
ern Norfolk area (for location see Figure 2.2), extensive Pleistocene deposits
cover the Chalk aquifer and control the distribution of hydrochemical facies
which keeps the effective aquifer in the upper layers of the ground (Lin-Hua
and Atkinson, 1985; Hiscock, 1993). Aquifer is mostly perceived that the
upper 50− 60m of the ground formation (Headworth, 1978; Downing et al.,
1979).
Figure 2.1: The Chalk Provinces in the United Kingdom and North Sea, modified
from Mortimore et al. (2001)
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Riverine areas on unconfined Chalk groundwaters under the river valleys
have strictly Ca HCO3 in character and contain relatively high concentra-
tions of NO3, SO
2–
4 , and Cl
–, contributed by mainly agricultural sources
according to work of Hiscock (1993). This type of groundwater sourced
from an unconfined chalk aquifer accounts for 40% of public water supplies,
but can reach as 90% in the rural areas of north Norfolk. In this region, there
has already been a dramatic loss of wetlands and the predicted increase in
temperature under climate change is expected to have impacts on hydrologi-
cal regimes, consequently, changes to ground water discharge under baseflow
conditions may cause long-term deleterious changes in groundwater hydro-
chemistry and surface water biogeochemistry in long term (Herrera-Pantoja
et al., 2012).
Figure 2.2: Location of the catchment and three main rivers that feed sub-
catchments; River Bure, Nar and Wensum, and the locations of gauging stations
which gives an overall information of groundwater level of the region. Highlighted
area is the sub-catchment of River Bure, that flows over Great Yarmouth to North
sea, and black dot shows the reach which was investigated. (Modified from Hiscock
et al. (2001))
River reach
The field site comprises a reach 300 m channel of the River Bure within the
grounds of Blickling hall, United Kingdom (N 52°49.27′ E 1°12.23′), where
surrounding area is predominantly of agricultural land use. The channel
can be characterized as sequences of meander parts, and low gradient riﬄe
and pool formations especially on the most forestry and vegetated zones.
The sediment structure of the stream bed is composed of mostly very fine
sand, silt and deposited organic matter, and partially unconsolidated gravel
sands and silts cover the river bed, which stems from the soil erosion from
the surrounding arable fields. It was demonstrated that the hydrological
and hydrochemical effects of the Chalk aquifer on Bure Catchment and the
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main rivers around the catchment in several ways (Hiscock, 1993; Feast
et al., 1997; Hiscock et al., 2001; Herrera-Pantoja et al., 2012). The low
topographic relief produces a low streambed gradient of 0.2 − 0.5 m per
100 m. The stream itself lies in a bed of recent alluvium, 1 m deep and at
least 7 − 10 m wide on each side of the stream. At the sampling site the
stream is approximately 7 m wide, varying in depth from about 0.15 m to
0.8 m(measurable depth). In summer, base flow discharge is about 0.1 m3/s
(For hydraulic profiles see section 2.3.2).
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Figure 2.3: Map of the reach and its location in east England, Bure Catchment
on northern part of River Bure, Blickling hall (bottom). The map to the bottom
right shows the location of the region and contour maps of the catchment. On the
color map to the upper left, Blue points indicate sampling locations for April 2013
respectively, additional to cluster location from upstream to down stream, points
for groundwater measurements have been demonstrated. Color shading on the site
map indicates streambed elevation.
2.2.2 Field procedures
Sampling strategy
Selected reach is important as a feed stock to aquatic life and crucial for
riverine ecotone of the zone. The river system on interested catchment ,as
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seen in Figure 2.3 (Bottom right), is documented as strongly groundwater fed
river, which has The Chalk aquifer underneath (Feast et al., 1998). On top
of that the land use in area is mostly based on agriculture, therefore, there
is an high expectation of nutrient intrusion to the reach. Another factor
should be notified is that the specific reach is highly vegetated therefore,
river bed sediment may have big amount of labile organic matter content
different than gravel bed rivers. All those factors depicts a picture of a
possible hyporheic system which is influenced by complex hydraulic and
biogeochemical dynamics.
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Figure 2.4: Demonstration of predicted upwelling and downwelling zones on spec-
ified reach. Details are demonstrated according to locations of clusters, red points
indicate sampling locations for April 2013. Dark brown areas are notified as high
magnitude downwelling zones. Predictions were made by initial numerical model
with discharge rate of 0.5 m3/s, and zones are valid for 20 cm depth of the sediment
from the bed surface
Topographical Data
The topographical data is needed to depict the banklines and river bed
surface of the reach, which is important to create boundary for hydraulic
modeling purposes both surface and subsurface domain. Topographical data
will be used in the processes of interpolation of the boundary in order to
estimate the physical limits of the domain (for details see Chapter 3). The
bathymetry data were collected by Total Station equipment which is an
electronic theodolite (transit) integrated with an electronic distance meter
(EDM) to read slope distances from the instrument to a particular point
(Kavanagh, 2010). For each bathymetry point, the measured (x,y) coordi-
nates are the longitude and latitude, and the bed elevation obtained from
the readings from Total Station. The bathymetry data for the study reach
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comprises a set of 745 points for river reach, which are scattered on the
reach as measurements of cross-sections, and 243 points for the banklines.
The distance between the points are around 1 to 2 m longitudinally and
at 0.30 m intervals across the reach. The average elevation of all points is
99.18 ± 0.35 m with maximum elevation of 101.35 m on the upstream bank
line, and the minimum elevation is 98.29 m on the central part of the reach
which is closer to downstream. The distances among the point elevation
data varies and there are zones with scarce measurement as well as more
dense point areas because of deep pools and in places marginal vegetation
with deep fine sediment bulks which prevent the access (For visual examples
of the reach see Figure 2.5).
(a) (b)
Figure 2.5: Pictures of central part from the reach. We can see the upper fine
sand sediment and unaccessible banks along the reach; (a) right after the meander
part; and (b) before the riﬄe and pool part.
The kernel of sampling strategy in this work relies on the basic theory
of riﬄe and pool (Turnover) dynamics of Elliot and Brooks (1997) as ex-
plained in Chapter 1. In which hyperhoic exchange is relies on the pressure
difference on the river bed. Therefore, following to this simple assumption,
hypothetical upwelling and downwelling zones have been observed in the
pilot field work and simulated by numerical model after pilot work. Initial
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Plan view of 
scarce point measurement 
Plan view of 
frequent point measurement 
Figure 2.6: Demonstration of measures topographical scattered data from the
reach. Scattered data over reach has been collected with a varied intervals.
numerical model has been created in order to calculate exchange flows into
hypoerheic zone in order to predict downwelling and upwelling zones (See
Figure 2.4).
According to strategy, reach has been divided into 5 different zones due
to the location of porewater samples, and first allocations of the pore-water
samples have been done according to hypothetical representation of up-
welling and downwelling zones due to the river bed topography and initial
predictions of the model. The estimation of the upwelling and downwelling
zones has been made in balance of measurement water surface elevation and
in-situ steady state water table levels in vicinity of the river (shown in Figure
2.3).
Surface Water and Groundwater Elevation
Previous research conducted at River Bure catchment and vicinity of the
area. Field observations have detailed the geology and hydrology of the
selected area. The following section describes the overall stage level and
hydraulic characteristics of the study area that are relevant to this work.
Piezometers were constructed from 3 cm(outer) diameter PVC (polyvinyl
chloride) pipe with a 50 mm wall thickness in order to withstand high-flow
events. Each piezometer has a screen length of 6 cm perforated with 5 mm
holes and wrapped with a permeable mesh. A base plug was installed in
the piezometer to prevent ingress of sediment during installation and ver-
tical flow within the piezometer, and thus permit more reliable estimates
of level with the logging device. Piezometers were installed in September
2013 with a screw auger in the river bank. Four piezometers were installed
to determine groundwater levels in upstream, central and downstream sec-
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tions of the reach. For each bankside piezometer a target depth of 50 cm
below the bed of the center of the adjacent channel was aimed in order to
observe hydraulic changes on stage in a consistent manner. It is observed
that manual dip of ground water levels are between 24.5 − 75 cm on site,
and initial correction made according to this initial measurements. A Solinst
Gold levelogger was inserted into each piezometer, that were barometrically
corrected in order to have accurate barometric pressure values. Dataloggers
were used recording stage level changes adjacent to the river. Housing the
logger instead in a piezometer allows for much more convenient sampling,
and provides the logger protection from debris during times of high flow.
The datalogger stage data recorded between 5th of September 2013 to 16th
of February 2014. Data were downloaded in order to capture changes in
water level arising from storm events as well as investigate relative water
levels between rivers and banks under summer base-flow conditions. The
groundwater measurement locations were arranged according to observe the
direction of the subsurface flow; GW 5 and GW 4 piezometers are to under-
stand the subsurface water level change along the meander part and triangle
of piezometers at the upstream location (GW 1-3) are to give the subsurface
level and the direction of flow on the bank line.
Field studies, used to support in order to calibrate the boundaries and
validate the model results (see Chapter 4 and Chapter 5) , consisted of mea-
suring hydraulic head distributions in three dimensions within the single
280-m-long site. Water surface elevation values have been measured from
the thalweg in order to validate the results of the free surface model on
September 2013 by using Total station equipment for the rough measure-
ment of water surface. Stream flow velocity profile were collected from 5
cross-sections each has 0.5 − 0.7 m distance between each other transver-
sally to the bank along the reach that were chosen in order to capture the
discharge at different parts of the site and were used to calculate average
discharge. The electromagnetic flow meter was also used to capture velocity
readings from 10, 30 and 60 m depths over each cross-section along the reach.
It is observed that there was no measurable change in discharge along the
specified reach at the time of measurement that is 7th of September, which
was estimated as 0.5 m3/s.
Porewater Collection for Biogeochemical Data
Porewater sampling involved collection of pore water from 15 cm depth in
the river bed using a mini-probe system analysis, which requires water sam-
pling by miniporbe system that involved collection of water samples for
standard laboratory analysis. The sampling was followed as two techniques
are specifically designated to; measuring in-situ, trace dissolve concentra-
tions of Cl– and nutrients, providing and integrated measurement of species
concentration throughout the monitoring period .
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According to work of Trimmer and Sanders (2006), miniprobe system is
constructed out in two general parts, Stainless steel tubing (400 mm long
by 6 mm ID and 8 mm OD). At the top end, the threaded lure of a 6-inch
stainless steel needle screws into a collar insert. The needle runs down the
probe, and the tip protrudes through a rubber seal in a collar (PVC) set up
from the bottom opening. The miniprobes were inserted individually into
the sediment without the use of a collar to ensure wide spatial coverage of
sampling (0.2− 1 m between probes within a cluster) (Figure 2.7).
400 mm
384 mm
Figure 2.7: Detailed dia-
gram of a single probe (mod-
ified from (2006))
The bottom of the probe is drilled with 2
rings of 4 small holes (2 mm ID). The inside of
the 8 holes are covered by a tightly fitting filter
(10 by Ö 6 mm) trimmed to fit (Slimline Fil-
ter Tips, Swan, UK), into which the protruding
needle tip is embedded. Probes and fresh filters
attached to the probe were flushed with 20 ml
deionized water (Purelab Ultra, Elga Lab Wa-
ter, UK) before insertion into bed sediment to
remove and impurities before sampling. The
filters serve only to coarsely screen the pore
water to prevent needle blockage, and the pre-
cise filter properties have not been determined.
The probes are inserted observed in order to
their decreasing penetration; highly conducted
soil tends to be filled faster than the lower one.
Since as a pilot project porewater samples were taken in first 20 cm depth in
order to quantify the patterns and extent of nitrate concentration changes
at small-scale for the top streambed sediment, and each probe pumped in-
dividually, the collar was not used. In case of using collar, after insertion of
the probe system into the sediment each probe remained can be locked in
place by a securing bolt.
Treatment of samples for Biogeochemical data
10 ml of porewater were collected from each location for chemical analysis of
DIN species (nitrate and ammonium), dissolved organic carbon (DOC), chlo-
ride, sulphate and dissolved oxygen (DO). DIN species, DO and DOC were
chosen in order to observe if there is complete denitrification/nitrification
processes prevailing according to redox conditions in the top streambed sed-
iment, chloride, sulphate were chosen in order to observe the groundwater
intrusion to the hyporheic zone. DIN species were measured from the same
porewater samples. General treatment in the field trial is same for all DIN
species. After collecting porewater samples by typical medical syringe for
10 ml , all water samples (with the exception of those collected for DO)
were filtered at 0.2 µm into different vials depending on the solute of inter-
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est. After filtration samples were taken into coolbox to keep the samples
in an optimum temperature. Additionally, samples were filtered through a
0.45 µm Jim filter following extraction and then split. Samples for DIN and
anion analysis (SO 2–4 , and Cl
–) were frozen in the field until analysis on a
Dionex ICS-2000 or Skalar San++, pH of the pore water was measured in
the field using a WTW 340i multi-parameter probe. The detection limit
and precision of Cl– and SO 2–4 was 2 µmol/l ± 1%, 5 µmol/l ± 1% respec-
tively by measuring Dionex. NO3 N, NH3 N and NO2 N were measured
via auto analyzer (Skalar San++) and standard colorimetric techniques,
with detection limit and precision of in turn 3 µmol/l±3%, 0.3 µmol/l±5%,
0.1 µmol/l± 1%.
Exetainers for collection of DOC samples were pre-heated to 500 ◦C to
remove any impurities and the caps of the exetainers are covered with ster-
ilized aluminium foil. After sampling process, %18 hydrochloric acid (HCL)
added into exetainers to acidify samples.
Dissolved oxygen (DO) samples also measured from the same locations
of DIN parameters of the specified reach. Since DO parameter is crucial for
the evidence of redox conditions and locations of aerobic/anaerobic zones
extra care was taken and in-situ method was used instead of laboratory
intensive methods. The Winkler method Montgomery et al. (1964) was fol-
lowed in order to keep and analyze dissolved oxygen concentrations in the
sediment in-situ. Prior to fieldwork, Winkler A (Manganese (II) chloride)
and Winkler B (Alkaline iodide) solutions were prepared. 0.1 ml of Win-
kler A and 0.1 ml of Winkler B were added to 12 ml of sample. Solutions
were drawn slightly more than the required volume in to 1 mL syringes. A
precipitate forms in the container and samples were turned over to ensure
complete reaction of the reagents with the water sample. The samples were
stored upside down to ensure no oxygen reached the sample in a coolbox.
Sediment Core Sampling
The use of sediment samples was necessitated by the need to designate ac-
curate, in-situ, sediment types and their texture, and observe the layers in
order to understand the river bed sediment content and texture. In this work
the purpose of sediment core sampling was done in order to explain calcu-
lating average grain size for the homogeneous subsurface modeling condition
along with permeability and hydraulic conductivity estimates. The analy-
ses were followed due to sorting quality of the sediment and the patterns
in sediment texture in order to describe realistic heterogeneous subsurface
conditions. We used 22 independent sediment cores recovered from different
parts of reach which corresponds to the pore-water sampling points. 50 cm
long and 4 cm diameter (inner) cylinder tubes were used to collect sediment
cores (Figure 2.8). Stratigraphy of sediment cores was described in the field.
Cores were sub-divided according to observed stratigraphy and the layers
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were individually bagged for analysis. In order to treat sediment samples for
particle size analysis, gravels were removed from the samples by passing wet
sediment through a 2-mm sieve by gentle shaking. The removal of gravels
was necessary to allow homogenous subsamples of , 3 g of wet sediment to
be transferred into gas-tight vials (12 ml Exetainer, Labco) in order to deter-
mine absolute particle size of < 2 mm fraction. In order to define sediment
structure and texture along the reach accurately gravel layer measurements
and depths have been noted and sorted out.
RubberxTap
SurfacexWater
OrganicxLayerx
onxthexsurfacex
FinexSandxx
FinexSandx
xxxx+x
OrganicxMatterxx
Clayx+xSandx
Clayxx
PossiblexAnoxicx
Zonesxx
PossiblexOxicx
Zonesxx
Figure 2.8: Example of a
core sample from sediment.
Thickness of all layers and
textures were noted for each
sediment cores.
The absolute particle-size distribution of
the sieved samples was determined by laser
diffraction (LS 13 320 Beckman Coulter
Counter) after digestion with 30% hydrogen
peroxide to remove organic matter. Particles
> 2 mm were sorted by sieving air-dried mate-
rial and weighing the separated fractions. The
organic carbon content of reduced sediments
was treated using elemental analysis (Thermo
Finnigan Flash elemental analyzer) after treat-
ment of 1 mol/lHCl to remove carbonates as de-
fined in the work of Hedges and Stern (1984).
Sediment Core Analysis
Particle size is a fundamental property for
sediment formations where most of biochemi-
cal activities occur, hyporheic fluxes diversifies
strongly according to changes in particle size
and sediment texture. Particle size affects sed-
iment entrainment, transport and deposition,
and therefore provides important clues to the
sediment provenance, transport history and de-
positional conditions (Friedman, 1979; Sheridan et al., 1987). The core
samples were observed and divided into layers, and documented according
to different textures in-situ in order to prepare the sediment specimens for
lab analysis.
Statistical summary parameters generated, which mathematically de-
scribe the particle size distribution, including mean, median, mode, stan-
dard deviation, variance, skewness (degree of symmetry), kurtosis (degree
of peakedness), and cumulative percentile values (the particle size at which
a specified percentage of the particles are finer). The implication is that
several sub-samples of each core samples and averages of the all main pa-
rameters were taken in order to adopt general statistics. Statistics were
calculated based on the method of moments (either normal and log-normal
distribution). Size distribution data from laser granulametry. Statistical
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parameters have been calculated by using the GRADSTAT statistical pack-
age (Blott and Pye, 2001). The value of secondary and tertiary modes were
calculated and particle size statistics using alternative Folk and Ward (Folk
and Ward, 1957) equations were determined. With this method the relative
proportions of sand, silt and clay in the sample were estimated.
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Figure 2.9: Grain size distributions was documented according to percentage of
class Weight over particle diameters in logaritmic scale; (a) Clay sediment with
calculated ststistics; and (b) poorly sorted very fine sand distribution.
Samples were compared, selection of the most appropriate statistical
measures is partly a matter of user preference and partly determined by
sample type (e.g., whether the sample is unimodal, multi-modal, or log-
normally distributed or not). The most robust (i.e., least subject to random
variation) measures for discriminating between samples have been found to
be the modal particle size, the median size (D50 value) and the measure of
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distribution spread defined by the difference between the 90th and 10th per-
centile values (D90−D10). When comparing samples, a number of statistical
measures need to be used, including the percentages of sand (63–2000 µm),
silt (2–63 µm) and clay (< 2 µm), mean, median, primary mode, secondary
and tertiary modes , standard deviation and D90 − D10 (measure of sort-
ing). In addition, the shape of the particle size distribution curve, plotted
using a logarithmic size scale. Great care is needed when interpreting open-
ended (i.e., truncated) distributions, or where the sediment is not unimodal,
since many of the statistical parameters, including the mean, skewness and
kurtosis can become unreliable. In such instances, the sediment is best de-
scribed by the position of the modal size values, defined percentile values,
and inflection and turning points on the particle size curve (see Figure 2.9).
2.3 Results
2.3.1 Observations of Sediment
Variation in results due to core sampling is determined by analyzing multiple
sub-samples taken from the same parent sample. As illustrated on Table
2.1 presents particle size summary data obtained by running 22 different
core samples of three contrasting sample types. Sediment characteristics
were refined according to repetition of the same sediment types along the
different parts of the reach. According to analysis from all core samples
three contrasting sample types defined as (a)Modaretaly sorted polymodal
fine sand (b)poorly sorted polymodal silt and, (c) poorly sorted polymodal
muddy clay sediments. In this analysis particles more than 2mm have not
taken account, depths and locations of gravel were noted by the time of
sediment core sampling.
Find sand is predominantly composed of medium sized, fine and very
fine sand, and has polymodel asymmetrical poorly sorted size distribution
(see Figure 2.9(b)). In most of the core samples the very coarse silty fine
sand was observed which has the average grain size of 114.1 µm, and corre-
sponds to classification of fine sand, also some samples show transactional
characteristic from very fine sediment to silt or vice versa which are also
classified as very poorly sorted polymodal sample. The mud exhibits also
poorly sorted, compilation of bimodal to polymodal distributions in some
locations of the reach, predominantly composed of mostly clay and propor-
tionally small amount of silt, however, no sand component was observed.
Sample heterogeneity was found to be the dominant factor influencing
the reproducibility of the sediment type, moderately sorted fine sand and
poorly sorted silt were found to be the most reproducible with the coeffi-
cient of variation for the mean size as of 0.82% and 0.55% respectively. On
the other hand Clay have a higher coefficient of variation of 3.47% for the
mean particle size. In general evaluation, according to core sample analy-
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sis and resulting texture/sediment type assuming a hydraulic conductivity
of 0.00254 m/min appropriate for these sediments (median particle size be-
tween 1 and 2 mm, D10 0.1 mm, (Domenico and Schwartz, 1998; Fetter and
Fetter, 2001)).
2.3.2 Hydrological observations
Horizontal stream water velocity was relatively high in the channel thalweg
sites (0.1− 0.4 m/s) with relatively coarse sediment (Average D50 is 200 µm
and the D10’s averaging on 50 µm that were likely to have lesser grain surface
and greater hydraulic conductivity if we omit relatively small area of gravel
on the riverbed. Side cavities,in contrast, had slower stream water velocities
(< 0.01−0.1 ms) that created lesser driving force for hyporheic flow through
the finer than average sediments (Average D50 is 1 − 10 µm and the D10’s
averaging on < 0.1−1 µm such as clay and silt textures. Small size sediment
types were likely to have greater surface area per volume, however, lower
hydraulic conductivity (see Table 5.1). However, the average grain sizes of
the core samples on thalweg and the ones on the vicinity of bank does not
show any significant difference (ANOVA p = 0.36)(see Figure 2.10). The
cause in difference of velocity can be expected from shear stress of open
channel flow dynamics and vegetation closer to the banks.
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Figure 2.10: Box-plot of average grain sizes of the core samples from Thalweg
and from the vicinity of the bank. Statistics of ANOVA is also showed
The height of the subsurface water table in meandering part of the river
changed at least 20 cm along the river during the logging time (Figure 2.11),
indicating movements of large quantities of water in and out of the bar over
fairly short periods of time (possible rainfall event). For instance, the water
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table dropped 7 cm in 5 d between September 10 to 15 and recovered in 3
days higher level than previous one after a probable heavy rainstorm ( 10th
and 15th of November in Figure 2.11). The slope of the water table ranged
from a maximum of 0.001 % to a non-detectable difference in height from the
upstream to downstream end of the well transect (Figure 2.11) which shows
a slight change inside the level of water towards the river channel. When
there was a measurable slope to the water table, the implied direction of
water movement was always from the upstream to the downstream ends of
the transect. Water velocities on the order of 0.03 − 0.05 cm in a day were
estimated from the water-table slope of the groundwater level measurements.
GW3
GW2
GW1
GW5
GW4
Downstream Upstream
Water Surface (m)
98.018 - 98.692
98.692 - 99.043
99.043 - 99.226
99.226 - 99.320
99.320 - 99.370
99.370- 99.395
99.395 - 99.409
99.409 - 99.434
99.434- 99.484
99.484- 99.578
99.578 - 99.761
99.761 - 99.9
Figure 2.11: Color map of spatially distributed water surface elevations and
ground water level observations on the vicinity of the reach during the time of
measurement. The locations of data loggers have been demonstrated on reach scale
with spatially distributed water surface elevation values. The graph shows (one
on the bottom) the groundwater level readings of four piezometers from 5th of
September to 16th of February.
2.3.3 Biogeochemical Observations
The river reach was in average-flow conditions as 0.5 m3/s and average
groundwater level was not exceeding water surface elevations (see previ-
ous section) by the time that data collection was being done. Data col-
lected from surface and groundwater indicates some differences in between,
in surface water average values show that since there are relatively high
amount of NO3 N as 5.05 mg/l and higher value SO
2–
4 and Cl
– as 27.36
and 18.31 mg/l respectively. The other parameters as NO 2–2 -N , NH
+
3 -N
and DOC remains lower as 0.031, 0.00 and 3.7 mg/l respectively. NO3 N
values of surface water indicates that the river holds the characteristic of
agricultural area and this amount may show organic intrusion from sur-
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rounding area (Harvey et al., 2013), fortunately there is no transformation
of organic matter into NH +3 -N, which may ecologically harmful. On the
other hand, average groundwater NH +3 -N is around 0.47± 0.12 mg/l in the
upper levels of groundwater, where also DOC values are significantly higher
as 9.28± 5.6 mg/l. SO 2–4 and Cl– measurements show similar range with re-
spect to surface water as 24.9±4.9 and 16±10.3 mg/l respectively. Since the
measured sample sizes are 5 and from different locations (piezometers) the
range of the values are varies, however, it is suffice to compare the average
values.
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.47
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SW27.36
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Figure 2.12: Point graphs of biogeochemical parameteres along the reach from
upstream to downstream (starting from S40). Blue dots represent the sample points
close to the bank, green points represent the measurement on or close to thalweg.
Red and black lines show in turn the average surfacewater and groundwater values
of the measured parameters.
Channel thalweg sediments had pore water chemistry nearly similar to
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the stream and groundwater values. Conversely, especially ammonia con-
centrations in porewater were generally below detection limits (Figure 2.12)
with the exception of C1 (S1-8,see Figure 2.3), where ammonium concen-
trations were about half that found in the groundwater (0.47 mg/l). Ammo-
nia concentrations again are significantly different from the other porewater
clusters ( multiple comparison post hoc p < 0.05, and according to ANOVA
analysis, see Tukey’s homogeneous subset analysis in Appendix A). Com-
paring with groundwater samples, however, according to ANOVA analysis,
pore water samples of C1 is also not significantly related with groundwater
neither ( p = 0.001). Therefore, most probably groundwater intrusion is
higher in downstream part than the rest of the reach, where also groundwa-
ter and surface water levels are in agreement with each other ( 99.3 m (see
Figure 2.11)).
Sediment grain size (according to D50), dissolved nitrogen species, dis-
solved oxygen, microbial activities, Sulphate and Chloride values are com-
pared for representative channel thalweg and side cavities. According to
analysis in spite of the slight difference among, Nitrate,DO and DOC pa-
rameters which are lower on the thalweg and relatively higher on the sides,
no significant difference is observed between the sides and thalweg concen-
trations (See ANOVA analysis, Appendix A). Even the microbial activity is
slightly lower on the sides, there is not particular difference on particle sizes.
Particulate organic carbon (POC) is the highest in surface layer of very fine
sediments. The analysis show that the POC values are ranging between
1 and 3% by weight, which is in agreement with surface water POC per-
centage. In this set of materials measurements indicates that the hydraulic
changes on surface water, as velocity changes on margins and thalweg of
the channel does not have direct effect on biogeochemistry in 15 cm deep
sediment from the surface.
At all sites NO3 N in pore water ranged between 0 to 15 mg/l, and aver-
age porewater NO3 N concentrations are higher than surface and groundwa-
ter (in turn 5.05 mg/l and 2.24 mg/l). Measurements along the clusters start-
ing from upstream to downstream do not show any significant pattern, never-
theless, difference between porewater measurements with the ones of ground-
water is significant ( ANOVA and Tukey’s comparison p = 0.023 < 0.05 ).
Concentrations of porewater are closer to average surface water values of
NO3 N. DO measurements in porewater ranged between 0 to 2.5 (without
extreme values) that are significantly lower than average surface water val-
ues (ANOVA p < 0.01), and show hypoxic conditions in porewater in 15 cm
depth.
Variogram analysis have been applied along the downstream to upstream
in order to diagnose and analyze the trend and change along the river reach.
Correlations and variogram trends among the physical and chemical vari-
ables measured in the hyporheic zone do not show any favorable trend and
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denitrification conditions in hyporheic flow (Figure 2.13). Since trend in DO
is not clear, the oxygen level is in the band of 0.2 − 1.2 mg/l in the range
of 180 m distance on linear transect of the reach, which can be considered
as hypoxic conditions. Nitrate and ammonia compounds show oscillatory
behavior in the range of 10− 35 mg/l concentration, however, for this set of
data it is not possible to capture a significant trend along the reach. Instead
of reducing nitrate value, reach behaves as a source of nitrate. DOC tran-
sect shows a reduction on 80 m distance, which is central part and shows a
significant increase on downstream part of the reach (140−160 m), where we
can see significant increase on NH3 N and decomposition activity, on top of
that, percentage difference of carbon and nitrogen compound is significantly
increasing on the same part.
2.4 Discussion and Conclusions
In this section discussion is followed alike as the design of this chapter.
Interpretations of hyporheic zone in this particular reach are divided into
three aspects that are; 1) Hydraulic 2) Biogeochemical and 3)sedimentolog-
ical aspects, and the summary of the results have been evaluated according
to interaction and observations of these three aspects. Biogeochemical pa-
rameters of the reach evaluated according to porewater samples that are
compared with groundwater and surface water observations considering lo-
cation of the samples under 15 cm depth.
Hyporheic flow has critical influence on denitrification and nitrification
processes in hyporheic zone, it was proved that hyporheic flow paths and
associated residence time causes often favoriable conditions for denitrifi-
cation (Zarnetske et al., 2012; Marzadri et al., 2012; Holmes et al., 1996;
Bo¨hlke et al., 2009; Hubbard et al., 2010). Most of the works claim that
the higher residence time zones prone to have more denitrification processes
(Galloway and Cowling, 2002; Green et al., 2009). As a general assump-
tion smaller streams are expected as more active in sense of denitrification
due to higher concentration of nitrate and due to the larger contact times
within hyporheic sediments (Alexander et al., 2000). Recent hyporheic zone
researches and models have more tendency to consider local residence time
(Marzadri et al., 2010; Cardenas et al., 2004,?; Gooseff, 2010) rather than
storage time or storage zone (Mulholland et al., 2008; Webster et al., 2003).
Our approach was more focusing on hyporheic paths in terms of residence
time ,and concentrations of biochemical parameters that are related with
denitrification/nitrification processes. Nevertheless, comparison of the con-
centrations was made according to global concentration values as well as
spatial measurements.
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Figure 2.13: Semi-variogram graphs as a function of distance starting from up-
stream to downstream demonstrated as; (a) Dissolved Oxygen values as mg/l; (b)
Dissolved Organic Carbon as mg/l; (c) NO3 values as mg/l; and (d) NH3 values
were given as mg/l; and (e) percentage ratio of Nitrogen and Carbon values accord-
ing to sediment sample (%); and (f) Organic matter consumption rates or Activity
rates, µmol g−1 min−1.
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(a) (b) (c)
Figure 2.14: Box-Whisker plots of DO and DOC values with organic matter
consumption rates per according to clusters; (a) DO values are also demonstrated
with surface water values mg/l; (b) DOC values according to different clusters were
given as mg/l; and (c) Organic matter consumption rates have been calculated
with the multiplication of residence times for specified sample depth and location
as µmol g−1 min−1.
2.4.1 Hydrology of the reach
From our perspective, spatial water surface elevation and groundwater lev-
els were showing varied levels in different zones. Data from water surface
elevation and that on upstream of the reach show difference between ground-
water levels. Measured water surface elevation values give information
about steady state conditions, however, we can get transient information
of groundwater data. Averaging discharge conditions from cross-sections
demonstrates 0.5 m3/s discharge by the time of measurement. Measured
head values and in situ groundwater levels demonstrate that there is discrep-
ancy between groundwater and surface water where water table is lower than
water surface elevation on upstream part (also meander part), conversely,
opposite conditions can be seen on downstream part. Another observation
also indicates that the subsurface water level is getting higher once moved
away from the reach towards outside on upstream part. This indicates that
the gradient of water surface level (and river bed elevation) is lower than
the gradient of subsurface water level. Since transient data of groundwater
shows periodic changes, as increasing and decreasing patterns, (see Figure
2.11) which may stem from local floods and precipitation, it is not possi-
ble to observe the respond of water surface elevation on these changes with
this set of hydrological measurements. However, we can presume that slight
increase of subsurface water levels (with the trend range from 0.0006 to
0.0014), that is around 1 m, may not cause a big difference on water surface
elevation and average discharge values.
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2.4.2 Heterogeneity of Sediment
22 different core samples formed by 50 subsamples were individually iden-
tified and classified according to certain statistics. 4 main type of sediment
was defined. Three of them were classified by sediment analysis, and small
size gravel has been considered as the fourth one (> 2 mm). In some parts
of the reach small size gravel were observed inside the medium size sand
layers, however, the bigger size of gravel was observed in meander part in
30cm depth of sediment. Some cases were taken for analysis, since collec-
tion was done according to observation and selection of significant type of
sediments. Repeated sediment types were not taken second time for the
analysis. Therefore, it was not possible to summarize whole core profiles,
nevertheless, all types of sediments and average grain sizes of the reach were
statistically defined. Nearly all cores have this four defined sediment ma-
terials regarding to some exceptions, however, the mixture layers and their
frequencies, and volumetric proportions are changing depending on the lo-
cation. This arbitrariness could influence the development of residence time
distributions and hence the one of anoxic/oxic zones.
Analysis indicates that all the sediment types are poorly sorted. We
can find mixed types of sediments that shows the intersection points of the
sediments. Such that, sediments are not sorted clearly, this characteristic
shows itself as polymodal distributions of each sediment sample. In our
case, up to second mode was calculated (see Figure 2.1), and compared.
The relation of the organic matter content of the sediment, sediment types
and labile carbon were observed.In addition, organic consumption rates were
demonstrated (see Figure 2.15). According to set of data, mean organic
matter consumption rates for each cases are ranging between 0.0055 to 0.022,
however, the change of the rate is independent from gravel size or sediment
type even in some cases rate is higher than others.
2.4.3 Biogeochemical evidences and redox conditions
Our results depicts the dynamics and prevailing biogeochemical processes
around 15 cm depth from the surface, such that, instead of a spatial pro-
cess it shows a state of location on a particular time (steady-state) from
hydrological and biogeochemical point of view. In this work it was used as
how particle size analysis with the combination of chemical and mineralog-
ical analysis can be used to narrow down the search of a relatively large
area,and determine the provenance of sediment sample. Analysis were ap-
plied along the knowledge of the underlying sediment formation withing few
meters or less. More specifically, site location normally requires additional
information, including the identification of inorganic or organic sediment
constituents. It was generally seen that there are sediment layers that are
fully organic and trapped between low permeable layers as very fine sand
47
2.4. Discussion and Conclusions
Sample
28
27
S26
S25
22
S21
17
S13
S11
S8
S7
S4
S3
S2
S1
P
ar
tic
le
S
iz
e
400.00
300.00
200.00
100.00
.00
25
14
3
(a)
Sample
28
27
S26
S25
22
S21
17
S13
S11
S8
S7
S4
S3
S2
S1
M
ea
n 
FD
E
0.025
0.020
0.015
0.010
0.005
0.000
(b)
Figure 2.15: Particle sizes with mean consumption values; (a) Box-plots demon-
strates different sediment layer properties of each case; and (b) mean consumption
values of each sediment
and silt. It is clear that the stock of organic matter within the sediments is
an important predictor of bacterial abundance in sediments (Schallenberg
and Kalff, 1993). As well as the type of DOC in the sediment, similarly,
there must be relatively good water exchange between the stream channel
and hyporheic sediments to maximize the extent of hyporheic metabolism
of surface water DOC (Knorr, 2013). Therefore, fluctuations in subsurface
flow and river discharge holds importance on the concentration of DOC in
hyporheic zone (Vervier and Naiman, 1992). Conversely, in the reach it
seems like DOC level of groundwater and surface water are in the same level
of average DOC in porewater (see Figure 2.12), therefore, we can conclude
that river discharge and weak hyporheic exchange conditions do not cause
any change on DOC between 15 cm sediment depth and transaction of DOC
is smooth between groundwater and surface. It is possible that the source
of DOC is layers that have organic content trapped between small grain size
sediment.
Greater denitrification potential should be expected under high magni-
tude flux conditions and, consequently, faster hyporheic exchange, in other
words existence of shorter residence times in hyporheic zone (Cook et al.,
2006; O’Connor and Hondzo, 2007). In case of low hyporheic flux the re-
supply of substrates limits the denitrification, conversely, in case of increase
size of hyporheic zone and denitrification rate proportionally increase (Cook
et al., 2006). It has been observed that the hyporheic feeding of O2 into the
system initiates organic matter composition, so the nitrification as a follow-
ing process (Holmes et al., 1996; Koch et al., 2010). Once hyporheic zone
turns into anoxic conditions denitrification prevails. There are evidences
that denitrification does not occur above oxygen concentration of 0.2 mg/l
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(Skerman and MacRae, 1957).
The denitrification rate is correlated positively with the concentrations of
DOC and NO3 which are substrates for the reaction denitrification rate was
also negatively correlated with residence time, indicating the importance of
shorter residence times in transporting substrate from surface water to re-
action sites in the sediment (Harvey et al., 2013). However, evident pattern
of denitrification could not be found according to our set of data, even there
are oscillations along the reach they are not statistically significant (see Ap-
pendix A). Therefore, considering with low grain size and low conductive
material texture in the sediment, the hyporheic dynamic of the reach is not
the dominant factor in order to control redox conditions along the reach.
This shows that the reach has the feature of low magnitude hyporheic flux
and long hyporheic residence time river conditions (Stelzer et al., 2011; Lans-
down et al., 2012).
With respect to NO3 N the data set suggest that porewater nitrate
is slightly higher than surface water average nitrate content, however, the
difference does not provide statistical significance (ANOVA p = 0.421),
conversely, the difference is significant comparing with groundwater level
(ANOVA p = 0.023). On the other hand, the most significant difference can
be seen with respect to NH3 N parameter both as a highest concentration
on groundwater that is 1.5 m depth from the bank site (ANOVA p < 0.001
) and significantly higher on downstream part (Figure 2.13(d)). Even the
difference in nitrate is statistically insignificant, higher concentrations in
porewater might show that there is slight nitrification. It is possible that
among the channel water advected laterally supplied dissolved oxygen, and
groundwater supplied ammonium to support hyporheic nitrification, ammo-
nium amendment to sediment slurries only slightly enhanced nitrate pro-
duction indicating that sorption competed with biota for available substrate
(Triska et al., 1990). However, significantly higher NH3 N on downstream
part of the reach proves that this process may not prevailing in the zone,
considering that shallow groundwater level (on the bank) is matching with
surface water elevation measurement. Therefore, it can be expected that the
effect of groundwater may increase on downstream zone, where nitrification
could be inhibited by chloride, which is slightly higher both in groundwa-
ter and surface water than average porewater concentrations (see Table 2.2)
(Westerman and Tucker, 1974; Tubbing and Admiraal, 1991).
Considering the agricultural influence over the reach, interactions be-
tween the stream hydrology, morphology and biology such as we observed
nitrate concentration depends on more dynamics than it was reported, How-
ever, the magnitude of the resulting nutrient flux will depend on factors
which determine the depth and lateral extension of suitable hyporheic habi-
tat. Conversely, observations provide that hyporheic zone is a transactional
area that connects groundwater and surface water, instead of a controlling
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media for redox condition. such that the lack of major differentiation be-
tween high flows may show that the runoff infiltrates shallow storage and
mixes with groundwater there, displacing the mixed water into the river and
maintaining a high level of hydrochemical and biogeochemical homogeneity
from high flows to low flows (Wexler et al., 2012).
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Chapter 3
Spatial Interpolation for
River Topography and The
Comparison of The Spatial
Interpolation Methods
3.1 Representation of data to study site
Topography is of fundamental importance in controlling interactions be-
tween groundwater and surface water. The gradient of slope in land surface
create numerous localized shallow groundwater paths that are isolated from
the regional groundwater flow Toth (1963) which may also strongly feed hy-
porheic exchange flows which are generated dominantly by convective flow
of stream water around macroforms and microforms into bed sediments Thi-
bodeaux and Boyle (1987). Patterns of downwelling water at the upstream
face and upwelling water at the downstream face of these roughness ele-
ments have been identified by modelling streamflow over small bed forms
and by dye tracing experiments in flumes Thibodeaux and Boyle (1987);
Savant et al. (1987). Hyporheic exchanges across the bed also can be pro-
duced by large scale roughness elements that are steeper channel units, such
as riﬄes, and step-pool formations. The first researchers used temperature
and chemistry profiles beneath a riﬄe-pool in order to indicate vertical con-
vective exchange, in other words hyporheic exchange triggered by changes
in bed surface White et al. (1987); Hendricks and White (1991). Hydraulic
head and tracer experiments have also demonstrated horizontal exchanges
in which stream water recharges to stream-side sediments above a steeper
channel unit and follows an arc-shaped subsurface flow path that returns to
the stream at the downstream end of the unit Harvey and Bencala (1993)
Detailed numerical modeling of flow dynamics in river channels requires
the spatial interpolation of scattered measurements of bathymetry eleva-
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tion on reach scale, in order to draw the details of the river bed surface.
In this work surface model was followed as the traditional approach with
complex geometry involves fitting a mesh to available topographica data
and parameterizing smaller scale aspects of topography using roughness pa-
rameter Hodskinson and Ferguson (1998); Lane et al. (1999) (see Chapter
4). Therefore, choosing an appropriate interpolation scheme is a critical
step in producing an accurate bed surface for river channels from scattered
bathymetry points. The creation of spatial domain holds major role on ac-
curacy of model simulation results and predictions of the model Crowder
and Diplas (2000); French and Clifford (2000); Merwade et al. (2008). The
creation of an accurate spatial domain is critical for successful model simu-
lation and prediction. Topographical variations are significant especially at
smaller scales such on reach scale. The effects of subgrid-scale topography
as grain surface morphology, formations less than the grid size, are repre-
sented as frictional retardation of the flow at the bed Lane et al. (2004), and
creation from banks through the thalweg with capturing bigger formations
as meander and riﬄe-pool is the first approach in order to have valid repre-
sentation of subgrid-scale. Therefore, different approaches to interpolating
river topography may cause big differences in the spatial domain especially
where the bed slope varies Carter and Shankar (1997); Franke and Nielson
(1991); Goff and Nordfjord (2004).
The main focus of this chapter is to define a spatial topography for both
the computational fluid dynamics model representing surface water, and,
the upper boundary of 3D groundwater model which predicts hyporheic
exchange flows through the hyporheic zone for the chosen reach (see Chapter
2). The chapter also addresses the sufficiency of resolution of the spatial
data, by evaluating the optimum distance between sample points during
the interpolation process. In general this chapter aims to estimate the best
interpolation approach concerning channel bathymetry and mapping.
 Comparing output from six selected models commonly used for data
interpolation.
 Assessing the data quality from each method and applicability to point
elevation data (to see the structure of point topographical data; Chap-
ter 2, Figure 2.6).
3.2 Methods
This section describes the methods that are commonly used for interpolat-
ing scattered point data so as to create streambed topography. In the works
of Carter and Shankar (1997) ordinary kriging has been used as a spatial
interpolation scheme, in the same work of Merwade et al.(2005) also Inverse
Distance Weighting (IDW) method has been utilized. As an alternative to
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conventional stochastic interpolation methods, there are several researchers
approaching analyzing the data in a channel-fitted coordinate system in or-
der to interpolate channel topography Merwade and Maidment (2005); Goff
and Nordfjord (2004); Merwade et al. (2008).W/Template method relies
on such a channel-fitted coordinate system approach. Following the litera-
ture specified, six models have been used for this study. These are; Ordi-
nary Kriging, IDW, and four w/Template interpolation model. w/Template
method is an integrated method with the nearest neighbor search method.
All these models are implemented on a computational grid system, whereas
for Kriging and IDW Cartesian, and for w/Template method, curvilinear
mesh type used. Such that gird spacing holds importance for the sake of
bathymetry interpolations. Lane and Richards (1998) suggest in their work
that the grid spacing must be of the same order as the resolution of the
topographic representation. In the same work, it has been suggested that
for 50cm point spacing at least 10cm mesh spacing should be used. From
that point considering the resolution of our data, which is also irregular, for
comparison of interpolation methods, a 50× 50cm grid size was chosen. In
order to keep integrity and reduce the error of subsurface flow model grid
spacing that was chosen for interpolation of surface water model adjusted
also for the upper boundary of the subsurface domain (see Chapters 4 and
5 ).
3.2.1 Kriging
The principles of geostatistics and interpolation by Kriging are mentioned
and criticized by a large amount of literature Journel and Huijbregts (1978);
Isaaks and Srivastava (1989); Hengl et al. (2009); Deutsch and Journel
(1992); Goovaerts (1997); Cressie (1992). Therefore, the notions that are
associated with the general aim of this chapter are outlined here. In this
section, we applied Ordinary kriging method to compare the quality of topo-
graphical representation and to evaluate the success of the method. Kriging
process will be followed by creating a variogram based on the spatial data,
and finding the best fit onto the variogram and demonstration of a kriged
surface.
Principle of Ordinary Kriging
One of the most well know spatial interpolation techniques is kriging. Ordi-
nary kriging assigns weights according to a (moderately) data-driven weight-
ing function, rather than an arbitrary function, but it is still just an inter-
polation algorithm and will give very similar results to others in many cases
Isaaks and Srivastava (1989). In general like all spatial interpolation meth-
ods ordinary kriging estimates variables at an unmeasured location from
observed values at surrounding locations over a grid of locations Oliver and
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Webster (1990). Rather than assuming that the mean is constant over the
entire domain, it is assumed as constant in the local neighborhood of each
estimation point for ordinary kriging, with this method kriging can capture
local changes on the spatial data Goovaerts (1997).
Summar of Ordinary Kriging is a stochastic technique that uses a linear
combination of weights at known points to estimate the value at an unknown
point. the weights are assigned based on the spatial correlation between
the points. The spatial correlation is characterized through the use of a
semi-variogram model, which provides a measure of variance of differences
as a function of distance between the observation points Cressie (1992).
This technique is also similar to the IDW method except kriging calculates
elevation values according to a function, conversely IDW only calculates
average values inside a moving specified domain or according to specified
number of data.
The parameters of these functions are optimized to yield the best fit for
the empirical semi-variograms . The fitting procedure continues to compute
until minimum variance and unbiasedness conditions has been satisfied, as
shown in following equation,
σ2 = E [(z∗ − zˆ)] (3.1)
where z∗ is the prediction value at zˆ∗, λi is the weight associated with
the ith observation, E [] is the expectation operator. Following the equation
3.1;
zˆ∗ =
n∑
i=1
λizi (3.2)
Solution of λi can be calculated by solving equations 3.1 and 3.2 as a set
of linear equations. Once weights for each observation value are determined,
zˆ∗ can be calculated.
Application of Ordinary Kriging and cross-validation
The steps of the application of Ordinary Kriging are as follows; 1)calcula-
tion of experimental semi-variogram and fitting variogram models, 2)spatial
interpolation of best fitted variogram models, 3)cross-validation between
krigged maps. At the beginning, 16 variogram model fits were applied on
an omnidirectional variogram. Following to that, the goodness of fit of the
variogram models compared with fit sum of square errors (SSE) statistic.
SSE is based on the objective function of the fitting process;
SSE =
k∑
i=1
[γ∗z (hi)− γz(hi; θ)]2 (3.3)
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Where γ∗z (hi) can be either the classical robust semi-variance estimate
of theoretical semi-variance γz(hi; θ) at the ith lag and the weights λ
2
i are
taken at lags i = 1, ..., k fittings that have high SSE value were excluded.
According to this analysis 8 variogram model have been chosen regarding
to their SSE values Goovaerts (1997).
Figure 3.1: Best fitted variogram models of Ordinary Kriging by the comparison
of SSE parameter.
According to semi-varogram functions as shown in Figure 3.1, SSE values
have been calculated for each variogram-model. According to SSE statistics
(see Figure 3.2) the worst fitted function is the one created by exponen-
tial fitting but the best representation (with the lowest SSE) are Gaussian,
Stern’s and Mattern fitting models.
The cross-validation technique proposed by (1976) is used here to allow
us to compare the impact of different models on interpolation results. In
particular, interpolated and actual values are compared, and the model that
yields the most accurate predictions is retained. The procedure used for
this purpose is named ’leaving-one-out cross-validation’ (LOOCV) method
in which one sample point is excluded from the data set and the value at the
location is estimated by kriging with the selected variogram model and the
remaining data Guarascio et al. (1976); Knudsen and Kim (1978); Cooper
and Istok (1988). This procedure repeats for each data from whole data set.
According to works that focus on cross-validation procedure Zhang et al.
(1992); Prudhomme and Reed (1999); Tomczak (1998); Merwade and Maid-
ment (2005), root mean square error (RMSE) and correlation measures were
chosen to compare the accuracy of different krigged maps. Estimates can
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Figure 3.2: Comparison of variogram models by sum of square error (SSE) values.
8 models that has close error values have been compared
be considered accurate if RMSE is close to zero;
RMSE =
1
n
n∑
i=1
√
[zi − zˆi]2 (3.4)
Where n is the number of data points in the data set, and zi, and zˆi
are the corresponding values estimated by different kriging. A correlation
coefficient was used to observe how well the kriging models represents the
observed data.;
R2 ≡ 1− V SSE
SST
(3.5)
Where V SSE stands for sum of square for validation process to not to
mixed with SSE for fitting process, SST represents total sum of square,
V SSE =
k∑
i=1
[zi − zˆi]2 (3.6)
SST =
k∑
i=1
[zi − ¯ˆzi]2 (3.7)
where R2 value of more than 0.7 can be considered as a successful rep-
resentation.
Figure 3.3 demonstrates that the Exponential variogram model gives the
best accuracy and representation with an RMSE equal to 0.205 and corre-
lation equal to 0.743. Furthermore, It should be stressed that Exponential
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Figure 3.3: Comparison of kriging model by leave-one-out cross-validation; (a)
comparison of the models by RMSE; and (b) evaluation of the models according to
the correlation of observed values.
fitting is more prone to error in comparison to other methods according
to SSE values (Figure 3.2), however cross-validation procedure proved that
even the variogram model does not fit best on experimental semi-variogram,
it can be better on estimating krigged values.
Figure 3.4: Krigged map of central part of the reach interpolated by exponential
semi-variogram model (on the left) and point values that is used for validation
process with error values for exponential model (on the right)
3.2.2 Inverse Distance Weighting (IDW)
Inverse distance weighted (IDW) interpolation is based on an assumption
that the value at a non-sampled point can be approximated by a weighted
average of observed values within a circular or Cartesian mesh search neigh-
borhood, whose radius defined by the range of a fixed number of closest
points (see Figure 3.5) Watson and Philip (1987). The simplest and most
commonly used form of inverse distance weighted interpolation was proposed
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by Shepard (1968). The equation used as follows; 3.8;
z∗ =
N∑
i=1
λizi (3.8)
Where zi(i = 1...N) are the observed elevations at N points, and the
weights λi can be calculated as
λi =
1
dpi∑N
i=1
1
dpi
(3.9)
in this equation di is the distance between ith sampled point (zi) and
the non-sampled point (z∗), and p, which controls the contribution of the
measurement points to calculate non-sampled point, is the power variable.
Several options are available for inverse distance weighted interpolation.
This method can be used alone for interpolation or coupled with other meth-
ods. Inverse distance weighting (IDW) is a deterministic estimation inter-
polator by which unknown values are computed by a linear combination of
values at known points Collins (1995). Unlike kriging, IDW does not re-
quire selecting a semi-variogram model to create an interpolated surface.
This lowers the level of subjectivity of this interpolator and also provides
faster calculating speeds Tomczak (1998).
Figure 3.5: Distance and
aerial weighted interpolation
methods. z∗ is non-sampled
point, and zi represents sam-
pled points
Weighting is assigned to data through the
use of a weighting power that controls how
the weighting factors drop off as distance from
a grid node increases. Weights are usually
inversely proportional to a power of distance
PIZOR (1987); Watson et al. (1992). As
the power increases, the grid node value ap-
proaches the value of the nearest point. For
a smaller power, the weights are more evenly
distributed among the neighboring data points.
The smoothing parameter is a mechanism for
buffering this behavior Yilmaz (2007). In this
work, the Smooth Interpolation option creates
an outer ellipse and an inner ellipse at a dis-
tance equal to the Major Semi-axis multiplied
by the Smoothing factor. The points that fall outside the smaller ellipse
but inside the largest ellipse are weighted using a sigmoidal function with a
value between zero and one.
For Smoothing and Weighting power, it has been suggested that weight-
ing power typically gives the best result when a value of p = 2 is chosen and
smoothing should be avoided Watson et al. (1992). Values of more than 2
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cause over weight on measured values as seen from the last two topography
maps of Figure 3.7.
Figure 3.6: Demonstration of IDW mapping with wired frame (on the left) and
contour lines (on the right)
Interpolation result of IDW using p = 2 without smoothing factor is
shown in Figure 3.7, which was created along the suggested parameters on
a Cartesian grid system. Comparison of the best IDW interpolation repre-
sentation is tested and chosen in Performance Evaluation section in which
cross-validation procedure is applied for comparison of different interpola-
tions.
3.2.3 Delaunay Triangulation and mapping with w/Template
Figure 3.8: An illustration
of the w/Template method
This section discusses the w/Template method
for mapping ancillary data such as topogra-
phy or grain size to the computational grid.
Previous methods were applied on a Carte-
sian grid system, conversely w/Template uses
a curvilinear grid system to interpolate river
bathymetry. The key novelty of interpolation
of river bathymetry on a curvilinear grid is to
fit data onto a channel fitted (s,n) coordinate
system (for an example see Figure 3.9). The
main advantages of using (s,n) coordinate sys-
tem for analyzing data can be stressed as; the
evaluation of anisotropy in the river channel bathymetry such that data can
be treated differently along and across the flow; it can interpolate morpho-
logical complexities such as channel meanders or point bars Merwade et al.
(2008). The idea of this approach is to try to use the fact that the riverine
topography tends to vary more in the cross-stream direction than it does in
the streamwise direction.
w/Template is a method combined with modified version of a near-
est neighbor search method Knuth (1973); Yianilos (1993); Beis and Lowe
(1997), which is similar to IDW in that it calculates unsampled location by
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Figure 3.7: Demonstration of different reach maps using different weighting power
and smoothing values with IDW method
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weights. Unlike the IDW, however, the weights are computed based on the
areas, rather than distances. Conversely, in w/Template, the search uses a
template or bin with a specified width and length over the sample points
and grid nodes. The length follows the local stream-wise curvature of the
grid. The value of the mapped variable is computed by linear interpola-
tion between the three nodes of the triangular cell. The template algorithm
follows the same general algorithm, but uses a search bin with a specified
width and length instead of a simple radius around the node (Figure 3.8).
The estimate of unsampled point is computed using equation 3.8.
Cartesian Coordinate system
Channel-fitted coordinate system
Figure 3.9: Different approaches by the coordinate systems and transformation
of cross-sectional data points. Upper graph shows Cartesian (x, y) and the graph
on the bottom demonstrates channel-centered (s, n) coordinates ( Modified from
Bailly et al. (2010))
In order to apply the process above steps for application of w/Template
method followed by;
1. Define the channel centerline to use as a reference for coordinate and
curvilinear mesh,
2. Assign a curvilinear grid on to measurements to fit coordinate sys-
tem, s coordinate is the distance along the channel centerline, and n
coordinate is the distance across the channel from the centerline,
3. Assign specific length and width to the template and interpolate data
points that fall on the template using nodal points.
This method is unique as the bin follows the local curvature. In other
words, the length or streamwise orientation of the bin maps to the lo-
cal streamwise curvature of the grid. The critical factors for w/Template
method are the chosen mesh, length and width of template, and weighting
power for interpolation. Appropriate weighting power that was chosen for
IDW method ( Section 3.2.2) is also applicable for w/Template method.
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Node spacing (grid size) has been chosen as 50×50cm as discussed in meth-
ods section. Anisotropy can be taken into account by assigning different
length and width to computational template. Different length/width ra-
tios used from low to high isotropic representation, also weight power was
reduced in order to increase the anisotropy (see Figure 3.10).
Figure 3.10: Demonstration of mapping with w/Template method by using dif-
ferent weighting power and Length/width ratio
3.2.4 Performance evaluation
The methods proposed in this paper can be applied to different types of
rivers. However, the success of these techniques in creating river terrain
models depends on the quality of interpolation predictions in areas with
no measurements. A rigorous evaluation or testing of proposed techniques
will involve running a free surface flow and hyporheic exchange model sim-
ulations, but such hydraulic models would also require additional data, eg.
flow measurement, bed pressure measurements, which is discussed mostly
in Chapter 2. Therefore, a simple cross-validation approach is taken to test
the accuracy of the proposed interpolation methods.
Generally k-fold is an alternative to other validation methods which in-
volves withholding a fraction of the data using a sub-group of the original
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observations Fielding and Bell (1997). Where k represents the number of
the original samples ranging from 2 to N −1, and where N is the number of
observation points. This method works particularly well for studies having
a single intensive period of data across only one region Nielsen et al. (2002)
instead of spread or averaged readings of a parameter (e.g. concentration,
soil or sediment of hydraulic conductivity, local reaction rates).
Application of the K-fold cross-validation technique to this study involves
excluding particular data from cross-sections and interpolating to generate
an estimate at the location of the removed values. Basically, the predicted
values were compared with the measured values. In our case k number
is chosen as 5, which means up to 5 predictions removed from the cross-
sections by turn and compared with the observation data after interpolation.
Same locations of observed data were used for the readings of interpolated
variables, therefore, comparison has been performed not only on excluded
points but also between observed points.
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Figure 3.11: Demonstration of excluded data set for cross-validation process.
Each bunch shows a series of excluded data of cross-sections and predicted to com-
pare raw (observed) data. The distance depends on the line that crosses over the
cross-section points (see plan view), the lines between points and crosswise lines
were not taken into account in cross-validation.
In Figure 3.11, comparison of the points for each method can be seen
as transect along the specified part of the reach. In this test, seven in-
terpolated bathymetries were compared. The models are named as OK
generated by ordinary kriging, IDW stands for inverse distance weighted
method and Temp 1− 4 maps are generated by w/template method by dif-
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ferent anisotropies(length/width), and Temp-Exp is combined interpolations
of exponential kriging and w/template method.
This method is applied for finding the interpolations which has the best
performance between methods and within the methods except Ordinary
Kriging. It was proved that in section 3.2.1 , Exponential model has the
best representation for kriging, However, it should be noted that, LOOCV
and k-fold cross-validation methods should not be confused, different than
LOOCV, k-fold cross-validation excludes up to 5 data points from the cross
sections and follows by in turn, on the other hand, bank elevation points were
not taken into account in k-fold cross-validation method. Conversely, the
LOOCV method excludes chosen data points one by one, and interpolations
have been repeated according to different semi-variogram models. Same as
the LOOCV method, random mean square error (RMSE) and correlation to
observations (Cor. Obs.) were used for comparison in k-fold cross-validation
(see Figure 3.12 ).
Temp-Exp
Temp 4
Temp 3
Temp 1-2
(a)
Temp-Exp
Temp 4
Temp 3
Temp 1-2
(b)
Figure 3.12: Comparison of the interpolation methods by k-fold cross-validation.
The interpolations of the left side of the vertical red line was made based on the
assumption of isotropic bed, conversely, the ones on the right side interpolated ac-
cording to different anisotropic conditions. OK, IDW and Temp stand for respec-
tively Ordinary Kriging, Inverse Distance Weighted, and w/Template methods; (a)
comparison of the models by RMSE; and (b) evaluation of the models according to
the correlation of observed values.
In Figure 3.12, the interpolations which have lowest errors within meth-
ods are shown. Here OK stands for exponential fit for ordinary kriging, IDW
is the one generated by p = 3 and smoothing factor 1, for Template 1, 2, 3
and 4 length/width ratios are in turn 4, 6, 5 and 6, and p values are 2, 2, 0.8
and1. Temp-Exp is the exponential kriging output that was fitted onto
curvilinear mesh and interpolated with template method with length/width
ration 1 and p = 1.
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According to cross-validation results w/Template method shows better
performance with respect to OK and IDW, which also shows that represen-
tation of anisotropic methods are superior to isotropic ones for this case. It
can be seen from Figure 3.12, Template 1 and 2 interpolations have the high-
est performance with anisotropy. However, comparison between Template
methods shows that increasing anisotropy and decreasing p values aggravates
the representation power of the river bathymetry.
3.2.5 Summary and conclusion
Choosing an appropriate interpolation scheme is a critical step in produc-
ing an accurate surface for river channels from cross-sectional points of
bathymetry. This step holds critical importance for free surface flow model
of river channel where hydraulic parameters such as shear stress, and directly
Reynold stresses are dependent on streambed and morphological properties
Lane et al. (2004). Good representation of topography is significant so as
to represent hyporheic exchange flows through streambed by hyporheic flow
models Elliott and Brooks (1997); Cardenas et al. (2004); Tonina and Buff-
ington (2009). It is also crucial to accurately compute the profile of pressure
gradient over the streambed so as to define upwelling and downwelling zones
on a river reach.
Several interpolation techniques were applied to the topographical data
so as to create a continuous bed topography. In spatial points perspec-
tive, interpolation followed as fitting a function (linear, polynomial, cubic
etc..) between at least two points, and finding predicted values on specified
distances over the domain Bergh and Lo¨fstro¨m (1976).
Three different interpolation methods and six different models were ap-
plied in order to create a streambed bathymetry. An Ordinary Kriging
method was used on the cross-sectional data, on a Cartesian grid Carter
and Shankar (1997); Merwade and Maidment (2005); Merwade et al. (2008);
Bailly et al. (2010), which assigns weights according to a (moderately) data-
driven weighting function by semi-varogram model in order to predict non-
sampled locations. Additional to Kriging, Inverse distance weighted meth-
ods are based on the assumption that the interpolating surface should be
influenced most by the nearby points and less by the more distant points.
The interpolating surface is a weighted average of the scatter points and the
weight assigned to each scatter point diminishes as the distance from the in-
terpolation point to the scatter point increases Shepard (1968). W/Template
method uses Delaunay triangulation of irregularly spaced data on curvilinear
grid by the nearest neighbor search algorithm. In detail template operator
has been proposed, which can be considered as the domain which replaced by
the circular domain of the nearest-neighbor search method. For w/template
method different interpolations were tested according to their length/width
ratios and weighting power (exponent).
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Conclusions
K-fold cross-validation technique has been applied to each interpolation
method to compare the predicted values with the bathymetry data by ex-
cluding some points from the measured points of cross-sections.
Interpolation in order to create a river channel bathymetry was applied
with a cross-validation procedure. Cross-validation results prove that the
best representation is interpolated by w/Template method producing the
lowest RMSE value of 0.023m. The analysis shows that the anisotropy of
the river reach can be evaluated with a length/width ratio, which was esti-
mated between 4–6. Also, it was experienced that decreasing or increasing
the weighting power significantly influences the predicted values, and an
optimum value is p = 2.
Results from kriging interpolation show slight disagreement with ob-
served cross-sectional data, on the other hand, IDW method shows better
performance than OK. A better representation of the river bed topography
might be achieved by incorporating anisotropy into ordinary kriging method
and modifying it as a curvilinear grid system, as suggested by Legleiter and
Kyriakidis (2008). According to these findings, anisotropic models give rise
to more accurate representations of river bed topography, and this has also
been noted by Merwade et al. (2005).
w/Template and IDW methods demonstrates the advantage of combin-
ing of curvilinear grid and associated (s,n) coordinate system with neighbor
search methods. As proposed by Merwade et al. (2005) an algorithm using
Elliptical inverse distance weighting (EIDW) merged with (s,n) coordinate
system on curvilinear grid may represent the riverbed topography better
than w/Template and IDW methods.
Interpolations have been done, to represent riﬄe and pool formations,
along the study reach, which can be classified as macro-forms ( ¿ 1 m length).
The broad interpretation of our work also includes microforms (such as grain
surface and patches with a length of 0.01 - 1 m), which are embedded into the
macro-forms. Considering that hyporheic exchange flows microforms over
the streambed are considered as 0.01−1 m and macroforms are over 1 m ( eg.
bars, pools, riﬄes) Ka¨ser et al. (2013). Observations and comparison tests
of the elevation points show that the data available can capture particular
size of microforms, nevertheless, macroforms can be fully represented. The
mesh sizes have been chosen as 50× 50 cm to compare the performances of
the interpolations. Computational mesh sizes can be smaller than the ones
chosen for river bed in order to simulate CFD parameters over interpolated
bed topography, which is at the same time bottom boundary for surface
water model.
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Chapter 4
Delineating Aerobic and
Anaerobic Zones:A coupled
Subsurface Model
4.1 Introduction
The exchange of water between streams and streambed systems, known as
hyporheic exchange, is chiefly the result of hydraulic head gradients in and
around streams (Bencala, 1983; Dudley Williams and Hynes, 1974; Baxter
et al., 2003; Buffington and Tonina, 2009).Strong hyporheic exchange can
be observed at transitional streambed features such as near riﬄe crests.
The subsurface environment,which constitutes the hyporheic zone, HZ, may
present highly heterogeneous sediment structures, through which surface
water flows before upwelling into the stream. Sediment properties, ground-
water water table, and river bed topography are the main factors that af-
fect hyporheic exchange (Cardenas et al., 2004; Boano et al., 2009, 2010a).
Those properties also set the lateral and horizontal boundaries of the hy-
porheic zone (Haggerty et al., 2002; Tonina and Buffington, 2007; Hester
et al., 2013).The lateral exchange through the riparian zone might be large
enough that all surface water of a small stream can recirculate as pore water
within kilometers (Choi et al., 2000).
Hyporheic exchange induced by flow-streambed interaction is an essen-
tial information to quantify stream water residence time and its pathways
through the streambed sediment. Hyporheic exchange originates from the
uneven distribution of near-bed pressure caused primarily by the interaction
between stream flow and river morphology (Elliott and Brooks, 1997; Thi-
bodeaux and Boyle, 1987; Vaux, 1968). Near-bed pressure gradients over
the stream boundary originate from the interaction between stream flow and
topographic features, which include meanders, point- bars and riﬄe-pool se-
quences. The near-bed pressure changes drive stream water to enter the
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sediments in high pressure zones and to exit the sediment in low pressure
zones generating the so call pumping mechanism (Buffington and Tonina,
2009; Elliott and Brooks, 1997; Marion et al., 2002; Tonina and Buffington,
2009; Wo¨rman et al., 2006).
This basic physical dynamic that generates hyporheic exchange, affect
the water quality in the riparian system. Hyporheic exchange thus poten-
tially affects the fate of the in-stream solutes with implication for water
quality and habitat quality of aquatic and semiterrestrial organisms. Hy-
porheic exchange induces phisical and chemical gradients, which support a
reach ecotone. Nutrients and dissolved gas transported into the streambed
sediment are necessary for the suitability of habitat (Triska et al., 1989).
The transport and distributions of a wide array of solutes and particles,
either reactive or non-reactive, are also controlled by this processes (Jones
and Mulholland, 1999; Winter, 1999; Wo¨rman et al., 2002).
Transport of reactive solutes such as dissolved inorganic reactive nitro-
gen (Galloway and Cowling, 2002) in the hyporheic zone is controlled by the
combination of hyporheic exchange, sorption processes, and biogechemical
dynamics (Kim et al., 1992; Runkel and Bencala, 1995; Wood and Bap-
tista, 1993). Residence time distribution is a key information to quantify
the concentration of reactive solutes within the hyporheic zone (Bencala,
1983; Runkel and Bencala, 1995; Wo¨rman et al., 2002). Residence time
distribution should be identified well in order to quantify the concentration
of the reactive solutes within the hyporheic zone (Bencala, 1983; Carde-
nas et al., 2004; Elliott and Brooks, 1997; Haggerty et al., 2002; Stonedahl
et al., 2010). The particle travel time within the hyporheic zone identify
the hyporheic residence time of stream water within the streambed sedi-
ment (Gooseff, 2010). It has been observed as an important information in
explaining biogeochemical processes such as nitrification and denitrification
within the streambed (Duff and Triska, 2000; Mulholland and DeAngelis,
2000; Naiman and Bilby, 1998; Thomas et al., 2003).
Because hyporheic flows are a function of the interaction between stream
flow and streambed topography, it is expected that also biogeochemical reac-
tions, which depends on residence time distributions, are in turn dependent
on streambed morphology. Studies on hyporheic flows induced by large-scale
three-dimensional bedforms, such as those considered in the present work,
were examined through field measurements and numerical models (Gooseff
et al., 2003; Kasahara and Wondzell, 2003; Storey et al., 2003; Saenger et al.,
2005; Wondzell, 2006). One set of laboratory experiments (Tonina and Buff-
ington, 2007) and an analytical solution applied at a large watershed scale
(Wo¨rman et al., 2002), and the work of Marzadri et al. (2010) provided
analytical relationship between bed form morphology and hyporheic flow.
Also groundwater modeling approach has been used in several studies (Har-
vey and Bencala, 1993; Wondzell and Swanson, 1996; Wroblicky et al., 1998;
Woessner, 2000; Wondzell et al., 2009a; Ward et al., 2013) to examine factors
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controlling hyporheic zone size and flow paths dominated by groundwater
level.
These models have helped to develop our understanding of the factors
that control the hyporheic exchange. Some of the models in regional scale
represented the stream as a single cell wide, which neglect lateral hyporheic
flows. Some models were two-dimensional models, such that, none have at-
tempted to compare the behavior of vertical versus lateral flow paths under
varying hydrological conditions. Some of the models in regional scale repre-
sented the stream as a single cell wide, which neglect lateral hyporheic flows.
Some models were two-dimensional models, such that none have attempted
to compare the behavior of vertical versus lateral flow paths under varying
hydrological conditions. Three dimensional semi-analytical models as the
one of Marzadri et al. (2012) and Stonedahl et al. (2010) are appropriate for
increasing our understanding of hyporheic biogeochemical processes, how-
ever, in hydraulic point of view model boundary conditions need to include
the groundwater flow field surrounding the stream of interest under the com-
plex channel geometry. Fully 3D numerical models in which groundwater
effect was evaluated well with the work of Lautz et al. (Lautz and Siegel,
2006) for bigger reach scale as a part of regional scale perspective, or in the
work of Trauth et al. (Trauth et al., 2013) by including different surface
water discharge levels on a single riﬄe and pool sequence in order to see
the differences of gaining-losing conditions. Nevertheless, additional effort
on characterizing channel geometry and flow variability, hydraulic conduc-
tivity and interactions with groundwater surrounding the stream can lead
us likely to be more improved model for valid quantitative predictions of
surface-subsurface solute transport and effects on related biogeochemical
processes.
Specifically, it was determined that the conditions governing the fate of
N in the hyporheic zone are both the physical transport, which control the
residence time, and reaction kinetics, which control aerobic and anaerobic
conditions. An important scaling relationship, called Damkohler number for
the dissolved oxygen, DaO2, has been proposed for scaling different streams
hyporheic zones and their role on the fate of stream N. This dimensionless
number relates a characteristic timescale of the hyporheic residence time and
that of DO consumption. This index can be use to investigate the control of
stream morphology, flow and temperature regime on prevailing aerobic and
anaerobic. It has also been shown that it could help in identify when the
hyporheic zone could be potentially a source or sink (Zarnetske et al., 2012;
Marzadri et al., 2012) of N.
The aims of this present work are (1) to describe and explain differ-
ences in vertical versus lateral exchange flows and changes on flow paths
that are occurring in different parts of the streambed; (2) to explore the role
of groundwater discharge induced by head gradients between groundwater
table and stream stage on local hyporheic flows; (3) to describe the change
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in upwelling and downwelling zones under the influence of different surface
water and groundwater discharge; (4) to quantify the hyporheic residence
time distributions at the reach and bedform scales; (5) to demonstrate po-
tential aerobic/anaerobic zones that the subsurface model predicts by using
Damkohler number for dissolved oxygen (DaO2).
4.2 Methods
The reach bathymetry was created by interpolation from a topographical
survey of the River Bure (see Chapter2). We assumed that surface and
subsurface water hydraulics can be studied separately, because of small water
and momentum exchanges between the two flows. Thus we developed a two
dimensional hydraulic model to quantify water surface elevation and depth
with the assumption of non-erodible banks. We treated the hyporheic fow
as a Darcy’s flow in homogeneous media. Additionally, The two systems are
connected via the near-bed pressure distribution. In the following sections,
each model was described in detail.
4.2.1 Free surface-flow model description
Bed topography
For the interpolation of riverbed w/Template method has been used which a
method combined with modified version of nearest neighbor search method
on curvilinear grid. (Knuth, 1973; Yianilos, 1993; Beis and Lowe, 1997).
In this method, the search uses a template or bin with a specified width
and length specified by grid prepared, aimed locations have been computed
by linear interpolation between three nodes that corresponds to measured
ancillary data. Created bathymetry has the functionality as a mediator
between free-surface flow model and subsurface model. Longitudinal profile
of the topography was imported as the upper boundary into subsurface
model (see Chapter 3 for details),water surface elevation in our case, which
is expressed in meter and defined as the total head normal to the bed surface
plus the bed surface height above the datum.
As a further step, computational nodes between the measured cross sec-
tions were added, such that the nodes have a spacing of 0.3m in the flow
direction. Then the longitudinal profile of topography has been interpolated
between measured cross-sections as necessary to provide values at all nodes.
Mathematical basis
The Multi-Dimensional Surface-Water Modeling System (MD-SWMS) which
has been developed by U.S. Geological Survey (USGS) was used to perform
numerical solutions of computational models of surface-water hydraulics
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(McDonald et al., 2001, 2005). The model chosen is two-dimensional flow
model in a single reach a shallow stream. The model solves the depth-
averaged form of the Navier-Stokes equations for open channel flow on a
curvilinear coordinate system grid, incorporating a two-equation turbulence
closure, which is assumed to be isotropic (Nezu et al., 1993), with an analyt-
ical correction for the effects of secondary circulation. The model requires
channel bed topography, measured water surface (Stage) and inflow dis-
charge and, bed roughness as input. It predicts the spatial distribution of
depth-averaged velocity and water surface elevation. Flow properties for
different discharge and boundary conditions were estimated.
Model requires values for boundary roughness over streambed which is
typically quantifies by the equivalent height from the bed surface, z0, where
the bottom velocity is zero. The roughness coefficient is calibrated so that
the surface water elevations measured match the simulated surface water
elevations (see Figure 4.1).
Figure 4.1: Simulated steady-state surface water elevation values for different flow
conditions and the observations from fieldwork for the calibration for free-surface
flow model
4.2.2 Subsurface-flow model description
Steady-State flow equation
A subsurface model is utilized to calculate the three dimensional flow in the
porous medium, the riverbed, as influenced by topography, surface water
flow. Hyporheic flow was treated as groundwater flow through the homo-
geneous porous media using Darcy’s law. The Darcy equation is typically
written in terms of laminar pore flow (Small Reynolds number, Re ≈ 1)
(Hassanizadeh and Gray, 1987) and locally uniform velocities. It was as-
sumed that the laminar Darcy flow through a homogeneous and isotropic
sediment for modeling purposes and our analysis.
u = −k ∂h
∂x
(4.1)
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Figure 4.2: Summary of Free Surface-Flow model setup and validation over water
surface elevation map within the model domain
where u is the Darcy velocity, x is the coordinate vector, k is the hy-
draulic conductivity of the sediment in one dimension, and h is the hydraulic
head.
The mathematical model of the subsurface flow is based on the semi-
analytical work of (Taylor, 1954) that gave a mathematical description of the
basic processes that govern the transport of dissolved substance in flowing
fluids. Those processes later analyzed for a sand-bedded river under the
hypothesis of homogeneous and isotropic medium by Boano et al. (2007).
Three-dimensional non stationary flow in homogeneous porous media with
hydraulic conductivity tensor KH = (Kx,Ky,Kz) was solved.
Kx
∂2h
∂x2
+Ky
∂2h
∂x2
+Kz
∂2h
∂z2
= Ss
∂h
∂t
(4.2)
where the hydraulic head included as h(x, y, z) as spatial form and Ss
is the storage coefficient which is the source term in equation 4.2. Storage
coefficient represents the volume of water released from storage per unit
drawdown of hydraulic head in the sediment, per unit area of the sediment
bulk. The pressure variation responsible of water storage is smaller respect
to its spatial variation. According with this considerations, we assume neg-
ligible the head variation in time.
Ss
∂h
∂t
≈ 0 (4.3)
With the assumptions above the numerical solutions have been succeeded
according to equation 4.4:
Kx
∂2h
∂x2
+Ky
∂2h
∂x2
+Kz
∂2h
∂z2
= 0 (4.4)
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Finite difference method and domain design
Finite difference methods are used to numerically approximate differential
equations, which involves employing the derivation of bed-surface head val-
ues. The calculations were performed by using MODFLOW based on finite
difference model (McDonald and Harbaugh, 1984) to solve equation 4.2 on
steady-state conditions and calculate the head distribution throughout the
subsurface based on the boundary head distribution along the stream chan-
nel boundary (stream bed).
The subsurface model domain is 248 m long, 110 m wide and 6 m depth
(Figure 4.3). The depth is chosen in order to see the effect of groundwater
and try to represent the transition zone from groundwater to hyporheic
zone over the flat bottom boundary. Grid spacing across the model domain
is 0.3 × 0.3 m and 0.5 m on vertical direction. Twelve layers were defined
for the domain. For hydraulic conductivity an average value of 0.005 m/s
was use for the all layers inside the domain, which is the highest value
according to particle size analysis, at the same time the minimum hydraulic
conductivity for unconsolidated sedimentary gravel media Domenico and
Schwartz (1998).
The stream was represented by constant head nodes in the upper layer
of streambed cells and upper five layers arranged according to streambed to-
pography. Grid cells were activated or inactivated according to topography
and the depth of the corresponding layer (Figure 4.3). The bottom layer was
bounded on all sides by constant heads to permit local groundwater flow and
to define heads for the reach. Values for the constant head boundaries were
calculated by surface model and interpolated over the constant head bound-
aries. The bottom of layer 12 is a no-flow boundary and the side boundaries
of layers 1-11 (which followed the catchment boundaries and groundwater
flow lines) also were no-flow boundaries.
The model was run at steady state, and certain parameters as bound-
ary discharge values, and groundwater levels were altered according to the
amounts by which they are known to vary in the River Bure. The impact of
the topography was analyzed on the exchange at a homogeneous, isotropic
riverbed for different river discharges. Discharge values of 0.2, 0.5 and 1 m3/s
were chosen in order to see the effect of different discharge on residence time
in hyporheic zone. The lower discharge condition represents just before the
drying conditions of the reach and higher discharge value represents flood-
ing condition according to surface water model runs. The average discharge
was calculated from in-situ velocity readings of the reach. Discharge to the
stream is defined as the volumetric flux of water removed from the model
by all constant head cells that represents the stream.
The groundwater boundaries have been arranged according to water level
measurements from wells that were set for the data logging. It was observed
that the groundwater level from 2 m from the starting point of the bank
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is between 99.455 m to 99.798 m minimum to maximum elevation from the
datum (see Chapter 2). The effect of groundwater values were added as
constant boundary conditions according to groundwater measurements from
the field as 99.8 m for upstream and 99.64 m for downstream.
While the model was an attempt to reproduce a real system, some as-
sumptions were made in order to simplification of the model. Only exchange
flows induced by pool-riﬄe transition and morphological feature such as
meander were considered. Boulders and large woody debris were not repre-
sented in the model.
Figure 4.3: General demonstration of subsurface model domain and cross-sections
over bathymetry as cascade grids, upper boundary condition is arranged as constant
boundary condition which was represented by black points
Particle tracking and residence time distribution
Hyporheic exchange flow paths and subsurface residence time distributions
were determined with the particle tracking method implemented in MOD-
PATH (1994). To evaluate exchange, approximately 3006 particles were dis-
tributed over the streamed surface at 11 equidistant locations selected from a
probability distribution proportional to the boundary influx (see figure 4.5).
Particle motion in the subsurface was deterministic, as it was calculated
based solely on the calculated subsurface velocity field. It was considered as
the advective non-reactive particle transport through the porous media and
scale of topography included.
In each iteration the local seepage velocity was calculated from a linear
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interpolation of the head distribution at each particle location, and each
particle was then translated by the distance in the direction of the seep-
age velocity. The periodicity imposed on the model domain allowed us to
track the fate of particles that reached the downstream boundary simply
by reintroducing them into the domain at the corresponding location of the
upstream boundary. The location of each particle was tracked relative to
the streambed surface at every step in the particle-tracking routine. The
subsurface residence time distribution was calculated simply by recording
the amount of time that each tracked particle took to return to the sur-
face water. Reach has been divided and analyzed into 3 basic zones those
have been chosen according to morphologic and topographical reasons (see
Figure 4.5(d)). The resulting residence time distribution of each zone was
flux-weighted because the particles were introduced to the subsurface in
proportion to the boundary flux.
4.2.3 Prediction of aerobic/anaerobic zones
N transforming processes (in this case nitrification) and respiration of the
biomass (DOC reduction) consume oxygen within the hyporheic zone, such
that aerobic processes are active from the downwelling area where initial
concentration, C0 = C0,0, as spatial representation is also starting point
of trajectories. As suggested by the work of Marzadri et al. (2012), the
ratio between hyporheic median residence time, τ50, and the oxygen time
limit, τlim can be used as an index prevailing aerobic or anaerobic conditions
within HZ:
DaO2 =
τ50
τlim
(4.5)
With this consideration, the dimensionless number, Da50 , is a sufficient
metric to provide immediate indication of the previling conditions within
the HZ from the downwelling area to upwelling surface. The portion of the
streamline whose travel time is larger than τ = τlim the aerobic processes are
assumed to switch off as the systems is anaerobic. Such that τlim is the time
within the HZ for which dissolved oxygen concentrations, DO , reach the
threshold value, DOlim below which aerobic reactions stop. The following
equation is suggested for τlim
τlim =
1
KR +KN
ln(
DO0
DOlim
) (4.6)
where DO0 the dissolved oxygen concentration at the downwelling area
and assumed as the stream DO concentration, and KR + KN represents
the reaction rate of the dissolved oxygen consumption by respiration and
nitrification processes respectively (see Table 4.1 for the calculated and used
coefficients).
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Median residence time can be used as an indicator to define aerobic and
anaerobic conditions for a particular location in hyporheic zone. Values
of Da > 1 proves that anaerobic conditions and most likely denitrification
prevails in the location, where can be considered as a sink of nitrates and a
source of nitrogen gases. In contrast, once Da < 1, aerobic conditions prevail
and the hyporheic zone may be considered as source of nitrate, which is a
typical condition of Nitrification dominated locations.
Table 4.1: Biogeochemical parameters
for the calculation of Da numbers as a
function of time and space
Coefficients Units Values
DO0 (mg l
−1) 7.5
DOlim (mg l
−1) 2
Tpore, w (
◦C) 11.7
KR
a, 20◦C (d−1) 0.1
KN
b, 20◦C (d−1) 3.46
ϕR
c, 20◦C (−) 1.047
ϕN
d, 20◦C (−) 1.04
KR, 11.7
◦C (d−1) 0.086
KN , 11.7
◦C (d−1) 2.499
aReported in Rutherford (1994)
bReported in Sjodin et. al. (1997)
cReported in Rutherford (1994)
dReported in Sjodin et. al. (1997)
4.3 Results and discussion
4.3.1 Surface water elevations
Surface water elevations were calculated over the bed topography, which
was created by interpolation of topographical data. The surface water pro-
files fluctuates according to slope changes at the measured cross-sections,
changes on the gradient of water surface elevations are essential for fur-
ther hyporheic modeling (Subsurface flow). For this purpose, water surface
model was validated with measured water surface elevations. Final model
gives good representation of water surface elevation with 30 cm grid size,
0.5 m3/s boundary discharge. The calculated surface water elevations agree
with the measurements on 0.5 m3/s discharge conditions (see Figure 4.1).
The Root Mean square Error for the simulated surface water elevations
compared to the measured elevations at the transects is low, with 0.0169 m.
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4.3.2 Subsurface head predictions
The effect of head gradients on the stream was analyzed for a model domain
with homogeneous, isotropic sediment. The results show more exchange
flow over the model domain than at the banks. The exchange patterns
for the cascade grid represents the topography as small blocks instead of
interpolated grid spaces (see Figure 4.3).
Results show that 1 m3/s is the maximum discharge value that the river
can hold, because this value causes flooding condition according to properties
arranged. Generally head values over the domain are between the range of
99.8 m to 99.3 m in all cases. Demonstration of the steady-state solution
shows that head values are mostly in agreement with the measured water
table on the bank and under the bed. The model predicts equipotential
heads that are parallel with river channel, however, the effect of groundwater
increasing with lower discharge conditions (see Figure 4.4(f)).
4.3.3 Trajectories and residence time distribution
Model simulations show that the output parameters, exchange flux, lateral
and vertical flows, and hyporheic travel times, are determined by two fac-
tors: These factors are two conditions at the boundaries of the hyporheic
zone: the head difference over the stream, and the flux of groundwater en-
tering the sediment area from the sides and beneath. Figure 4.5 shows that
down-welling and upwelling zones over the reach are not changing but infil-
tration rate of the water increases by the amount of stream discharge. Also,
hyporhiec zone takes its deeper form in low discharge condition for about
4.5 m, however, longer and continuous trajectories can be observed in higher
stream discharge conditions.
One particle injected into each cell in the upper four layer of the model
domain which corresponds to cells that represent river bed and the same
practice followed over the reach from upstream to downstream. Particles
have been calculated over the specified three zones (see Figure 4.5). Fig-
ure 4.6 shows the cumulative frequency distributions of residence time of
particles initiated from each location, according to simulations the highest
residence time is mostly around meander part of the river, which is approx-
imately 22 hours in average on low discharge condition and 336 hours for
high discharge condition.
Particles are giving different responses to each discharge rate, any change
in surface water elevation value leads noticeable differences on particle path-
ways.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.4: Subsurface steady-state head solutions (a) 1 m3/s ; (b) 0.5 m3/s ; (c)
0.2 m3/s discharge values without groundwater effect and (d) 1 m3/s; (e) 0.5 m3/s;
(f) 0.2 m3/s with groundwater
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(a)
(b)
(c)
(d)
Figure 4.5: Particle trajectories for different discharge conditions for central part
of the river; Grey arrows shows the direction of the flow, red trajectories occupies
the area of residence of a particle until upwelling point, the particles demonstrated
as x-y, x-z cross-sections and plan view. (a) is for 0.2 m3/s; (b) is for 0.5 m3/s ;
and (c) is for 0.8 m3/s; (d) plan map of domain divided into zones according to
morphological features.
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(a) (b)
(c) (d)
Figure 4.6: Da numbers and residence time distributions of three different zones
as, (a) is for downstream part; (b) is for central riﬄe and pool part; (c) is for
meander; (d) is to demonstrate distribution of whole reach.
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4.3.4 Prevailing aerobic/anarobic zones using Damko¨hler num-
ber
Geochemical transformations occurring in the hyporheic zone depend on the
residence time of solutes advective travel time. The time needed to reach
the anoxic conditions as expressed by the ratio between the residence time,
and the time needed to deplete oxygen concentration, DO0.
According to the biogeochemical reaction rates which deplete the oxygen
source, Da50 values can be different, mostly high numbers (Da >> 1) shows
that prevailing anaerobic conditions. Observations of cumulative frequency
distribution of residence time shows high damko¨hler numbers, or instance
in central part, the highest is 82 since the lowest is around 50. We can see
high DaO2 values also for the other zones and also for whole reach, therefore,
calculations indicate that more than 50 % of the streamlines are already in
anaerobic conditions where they cross river bed which is at the same time
upper boundary of the subsurface model.
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Figure 4.7: Prevailing anaerobic/aerobic zones as distribution of Damko¨hler in-
dex. Only central part has been demonstrated with three discharges. On the figure
the cross-section on the left demonstrates X-Y, the center, Z-Y, and the right one
shows Z-X. (a) is for 0.2 m3/s; (b) is for 0.5 m3/s ; and (c) is for 0.8 m3/s
For given hydraulic and biogeochemical characteristics of the sediment,
Da increases passing from shallow groundwater fed zone to deeper riﬄe-pool
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zone (Figure 4.6). The changes along the zones are not evident, even the
residence time curve of central zone is distributed on slightly higher residence
time values. However, the response of the zones to high and low discharge
values varies, therefore, we can observe how the local oxygen depletion is
related with discharge values. On the other hand, predictions show that the
spatial distribution of prevailing aerobic/anaerobic zones shifts drastically
depending on different stream discharge values. The spatial distribution
of prevailing aerobic/anaerobic zones shifts drastically. The cross-sections
of central part in Figure 4.7 shows that in low discharge condition with
the chosen reaction rates, most of the anaerobic zone (Da < 1) is mostly
around 2 m under the streambed. Conversely, in higher discharge conditions,
variability of distributions of the zones are higher, such that we may see
anaerobic portions on through the surface of the sediment (see Figure 4.7(c)).
4.4 Conclusion
Hyporheic exchange process at River Bure are mostly controlled by ground-
water and even more on bed topography and morphological features. Sub-
surface model is capable of calculating the hyporheic exchange processes
and the controlling parameters. Numerical subsurface model is constructed
to approach realistic hydraulic conditions measured at River Bure. Water
surface elevation that was calculated applied over the streambed domain of
the subsurface model by interpolation through longitudinal profile of the
river reach. The results show that exchange flows tend to be stronger but
variable at the sides than at the center of the stream channel. Groundwa-
ter discharge prevents vertical and lateral exchange flows at the sides while
vertical exchange still occurs beneath the center of the stream under the
conditions of regular and lower surface water discharge. However, the mor-
phological features as meanders or point bars and flooding conditions (high
discharge) buffers the effect of groundwater and increases residence time ad-
jacent zones. Therefore, as the flux of subsurface increased proportionally
with stream slope, hyporheic flow paths became shallower and hyporheic
residence time became shorter.
According to findings it can be concluded that higher water surface val-
ues increases the hyporheic flux and so the hyporheic residence time in
regional scale. However, it can be seen from the residence time distribution
curves that increase is not proportional in local scale of the river bed, such
that in lower discharge condition of surface water shows higher hyporheic
residence time on central part of the reach which has the lowest elevation of
the reach.
Da values lower than 1 results in prevailing aerobic conditions with low
reactive nitrogen removal at the unit scale. Values of Da larger than 1 in-
dicate prevailing anaerobic condition with large opportunity of Nr removal
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and production of nitrogen gases. The observations and predictions of lo-
cal hyporheic flow dynamics and related residence time distributions shows
the response of the system to different discharge conditions with local mor-
phological properties. It can be concluded that the denitrification dominates
mostly riﬄe and pool, and point bar parts of the reach because of high Da50
values, which leads us to anaerobic zones. Nevertheless, simulations show
that aerobic zones are mostly more spread into the system than anaerobic
ones in normal conditions.
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Chapter 5
Composition of Sediment
Heterogeneity: Effects on
Hyporhec Flow
5.1 Introduction
Transport of reactive solutes such as dissolved inorganic reactive nitrogen
(Galloway and Cowling, 2002) in the hyporheic zone is controlled by the
combination of hyporheic exchange , sorption processes, and biogechemical
dynamics (Kim et al., 1992; Runkel and Bencala, 1995; Wood and Bap-
tista, 1993). In such combination hyporheic mechanisms hold importance in
order to analyze the transport and fate of the reactive solutes by advection-
dispersion mechanisms in stream flow (Bencala, 1983; Runkel and Bencala,
1995; Wo¨rman et al., 2002). Residence time distribution holds key impor-
tance in order to quantify the concentration of the reactive solutes within
the hyporheic zone (Bencala, 1983; Cardenas et al., 2004; Elliott and Brooks,
1997; Haggerty et al., 2002; Stonedahl et al., 2010). The residence time dis-
tribution encapsulates the net subsurface flow and transport characteristics.
The residence time here may comprise the whole path lengths within the
reach or specified system, however, travel time of particles and their dis-
tributions in hyporheic zone is attributed as the hyporheic residence time
(Gooseff, 2010). Hyporheic residence time can also be considered as the key
concept that connects the hyporheic flow mechanisms with biogeochemical
processes. Biogeochemical activities occur in the streambed sediment de-
pending on the time that a reactive particle spends within HZ. (Duff and
Triska, 2000; Mulholland and DeAngelis, 2000; Naiman and Bilby, 1998;
Thomas et al., 2003).
Numerical models of hyporheic flow and transport have been widely used
in studies of hyporheic hydraulics and related exchange conditions (Saenger
et al., 2005; Gooseff et al., 2003; Wondzell et al., 2009a; Ward et al., 2013).
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Most of the basic models of hyporheic zone has been designed as coupling of
stream-flow with groundwater in order to resolve simple hydraulic behavior
on a single triangular bed form (Cardenas and Wilson, 2007b; Cardenas,
2008; Cardenas and Wilson, 2007a). Conversely, later on the models that
includes the effect of system of bed forms (Tonina and Buffington, 2007) or
the effect of macro formations as alternate bars (Marzadri et al., 2010), and
meanders (Peterson and Sickbert, 2006; Revelli et al., 2008) were developed.
Some models also enhanced the understanding of hyporheic zone by aiming
to define deeper groundwater effect (Boano et al., 2009) or the effect of
different discharge conditions (Boano et al., 2010b) including the alterations
on the stream (e.g. rehabilitations, riﬄe-step restoration) (Kasahara and
Hill, 2006). Besides those enhancements and novel works have been done,
a number of field and modeling studies carried out to expose the relation
between observed stream characteristics and hyporheic exchange (Bencala,
1983; Packman and Brooks, 2001; Kasahara and Wondzell, 2003; Cardenas
et al., 2004).
There is now a considerable amount of knowledge about the influence
of stream hydrology and morphology on the spatial patterns of exchange.
On top of that, the implications of the temporal variations of stream dis-
charge and effect of the depth of hyporheic zone have been included (Boano
et al., 2010b). However, previous studies have basically demonstrated the
existence of complex feedbacks between stream hydrology and hyporheic ex-
change on homogeneous domain in order to refine their models to explain
one or few specific problem. The need to account for natural heterogeneity
and spatial variability became more evident by the advancement of mathe-
matical models and demand of representations of real time events especially
on riparian systems (Bardini et al., 2013). The first implication to numerical
model in search for the effect of streambed texture on hyporheic flux was
demonstrating that the hyporheic change is being inhibited if the hydraulic
conductivity (K ) of streambed is below a certain threshold (Storey et al.,
2003).
Initial field studies practiced by tracer tests indicate that depositional
and diagenetic processes dominate the spatial structure of sedimentary aquifers
(Freyberg, 1986; Sudicky, 1986; LeBlanc et al., 1991, e.g.). According to this,
in particular, the large scale structure of hydraulic conductivity controls the
paths of subsurface water while both large and small-scale variations in
the domain control the rate of solute dispersion (Adams and Gelhar, 1992;
Boggs and Adams, 1992; Rehfeldt et al., 1992; Boggs and Adams, 1992).
Other studies have examined small and large scale spatial variability in flu-
vial and alluvial deposits and indicate that hydraulic conductivity can be
predictably related to stratification type and depositional processes (Davis
et al., 1993; Stalkup, 1986; Smith, 1981). Fluvial and micro-scale sediments
show much more complex structure, and it was proved that this structure
plays critical role in the biogeochemical dynamics, especially NO –3 reduction
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in hyporheic zone (Boulton et al., 1998; Sophocleous, 2002; Cardinale et al.,
2002).
The influence on hyporheic flow of permeability heterogeneity, arising
from certain types of streambed stratification, has also been examined sup-
ported by numerical modeling works (Cardenas et al., 2004; Conant, 2004;
Krause et al., 2013; Sawyer and Cardenas, 2009; Fleckenstein et al., 2006,
e.g.). However, mostly the formations have been evaluated according to
few sedimentary strata or dual-type formations, such as stratifications be-
tween high hydraulic conductivity zones and low hydraulic conductivity
zones (Storey et al., 2003; Krause et al., 2013; Schornberg et al., 2010)
or with a scale of hydraulic conductivity zones that represents relatively
lesser difference between the highest to lowest values (magnitude of 20 )
(Cardenas et al., 2004). Conversely, it was observed that many different
type of texture can form the sediments on the riverbed those have varia-
tions in hydraulic conductivity of higher magnitude difference (Anderson,
1989; Webb and Anderson, 1996) and also clogging is another effect which
changes the magnitude of hydraulic conductivity values (Blaschke et al.,
2003). Another focus on heterogeneity on sedimentary deposits in rivers is
the scale from microforms as sediment surfaces to mesoforms as riﬄe - pool
and/or step-pool formations on the riverbed to macroform scale as point-
bar and meander (Ritzi et al., 2004). It was proved that hyporheic flow
paths often encounter mesoforms such as cross beds that could influence
the hyporheic exchange (Sawyer and Cardenas, 2009). Furthermore it was
seen that grain size variations impact the ecological health and structure
of hyporheic fauna at small scales of formations (Boulton, 2007; Wagner
and Bretschko, 2002).Sometimes sediment heterogeneity affects by limit-
ing groundwater flow-paths through upwelling zones (Krause et al., 2013).
Therefore, resolving the impact of subsurface heterogeneity on hyporheic
zone with the combinations of mesoforms and macroforms over the complex
river bed formations.
This chapter focuses on the effect of subsurface heterogeneity arising
from stratification under the stream. The streambed was depicted as low
hydraulic conductivity texture with silty layers that have high organic con-
tent. The goal of this chapter is to investigate the effects of sediment subsur-
face heterogeneity over hyporheic flow by the residence time concept. The
discrete features of the conductivity field as the formation of hydrofacies
and the magnitude of the hydraulic conductivities were considered based
on the field observations and data. Different hydraulic conductivity zones
were depicted over 3D discretized representation of the reach. In order to
simplify the heterogeneity over the subsurface domain, the complexity over
bank sides were not represented, and the subsurface formation of the reach
defined as four different bed form configurations based on the sediment size
analysis (see Chapter 2, section 2.3.1). Hyporheic exchange through immo-
bile bed forms was numerically simulated with created complex topography.
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Fluxes of over 114 realizations of heterogeneous hydraulic conductivity fields
were simulated by the stochastic approach, and residence time distributions
observed.
5.2 Methods
The river bed formation was created by interpolation based on the topo-
graphical data that was collected from River Bure (for details see Chapter2).
The head boundary for subsurface model was obtained by solving numeri-
cally the surface flow on the interpolated streambed (Sawyer and Cardenas,
2009; Jin et al., 2010; Bayani Cardenas and Wilson, 2006). Steady-state
Reynolds-averaged Navier-Stokes (RANS) equations are applied to solve the
surface water domain and provide a head distribution for the interface be-
tween the surface and subsurface regions (represents hyporhec zone and
shallow aquifer domain). Spatially variable specified head values are then
assigned as a Dirichlet boundary condition for groundwater flow equation
along the interpolated bed surface. The model consider the combination of
several riﬄe-pool and meander sequences along the 300m reach and apply
spatially variable head values on their lateral subsurface boundary.
5.2.1 Heterogeneous Subsurface Model Description
Subsurface model is utilized to calculate 3-D flow in the porous medium
induced by the streambed head gradients. Hyporheic flow was treated as
groundwater flow through the heterogeneous porous media using Darcy’s
law. It was assumed that the laminar Darcy flow is the main mechanism
through a heterogeneous and anisotropic sediment for modeling purposes
and our analysis. Basically boundary conditions for the model consist of a
no-flow boundary. Dirichlet conditions were set at the lateral boundaries
which faces to north to south, and mixed boundary conditions were defined
where variable head values and constant groundwater boundary intercepts
on upstream and downstream faces.
For most practical hydraulic problems that involves heterogeneous porous
media and the irregular shape of the local boundaries, it is not possible to
solve the mathematical models analytically (Marzadri et al., 2010). In our
case mathematical model was transformed into the numerical model that
was explained in detail on Chapter 4.
Domain design
The design of the domain was re-done in order to facilitate the hydrofacies
simulations via transition probabilities. In this domain smooth representa-
tion of river bed recreated instead of cascade type representation with the
same scale and according to topographical measurements (see Figure 5.1).
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By this it would better to capture the changes and continuum of the flow
on the first few centimeters of the river bed.
Four hydrofacies; gravel, fine sand, high organic content silt, and clay
were distinguished according to field observations for the models (see Chap-
ter 2). Cell dimensions have been chosen according to river interpolations.
Mesh sizes for surface flow model are arranged as 0.5× 0.5 m on the surface
(Cartesian X and Y coordinates), however, grid size in the vertical direction
is varied in order to capture the effect of surface formations and heterogene-
ity in the upper layers of the sediment ( Figure 5.1 first 2 meters in the
domain). Depositional strike-, dip- and vertical directions were adjusted as
0.3, 0.5 and 0.1m respectively for all clusters individually. A 300×110 m wide
and 6 m thick sub-domain was used in order to compute initial stochastic
realizations. Subsurface domain was discretized as 0.5×0.5× cells horizontal
and 0.05− 0.5 m vertical directions. K-values in Table 5.1 were assigned to
the all hydrofacies based on the field data and the literature (Domenico and
Schwartz, 1998).
5.2.2 Geostatistical simulation of subsurface heterogeneity
Three-dimensional geostatistical models of geologic heterogeneity were gen-
erated by sequential indicator simulations based on transition probabilities
and Markov Chains using the software T-PROGS (Carle, 1999; Carle and
Fogg, 1996, 1997). T-PROGS is based on the probabilities of transitions
from one hydrofacies to another, and the modeling of statistical probabili-
ties over the specified domain is called Transitional Probability Geostatistics
(TPG) method (Carle and Fogg, 1996). The spatial variability of sediment
on the domain is defined as hydrofacies units that is defined by several works
(Engdahl et al., 2010; Fleckenstein et al., 2006; dell’Arciprete et al., 2012,
e.g.). Indicator variables are used to describe the possibility of existence or
absence of particular hydrofacies at a particular location. Indicator variable
In(x) can be represented as
In(x) =
{
1, if n is present at x
0, vice versa
}
(5.1)
where the category n, which is predefined according to sediment cores,
represents a particular hydrofacies at location x (Carle, 1999). Indicator
hydrofacies were selected from 30 − 40 cm sediment core logs for represen-
tation of spatial heterogeneity. Datasets were sampled at an approximate
lag interval of 0.2− 1 m(h) in order to calculate and to keep the continuity
of transitional probability between adjacent hydrofacies at the location x.
According to that transition probability Tjn(hx, hy, hz) in three - dimension
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can be defined as
Tjn(hx, hy, hz) = Pr

npresent atx+ hx|jpresent atx
npresent aty + hy|jpresent aty
npresent atz + hz|jpresent atz
 , (5.2)
where j and k are two indicator hydrofacies (Carle, 1999). If hydrofacies
j is exist at location x, y, z, then Tjn(hx, hy, hz) is the likelihood of finding
hydrofacies n at three directional lag distances hx, hy, hz from positions of
x, y, z (for one dimension see Carle and Fogg (1996)).
Stratigraphy model description and heterogeneous model development
relied on the core data collected from the field (see Chapter 2). Core sam-
ples analyzed from the site was approximately 50% of total depth that was
cored, the rest was observed and similar textures were noted. Noticeably
different layer samples were also recovered in order to analyze. The cumu-
lative length of the core that was represented is approximately 7 m for the
purposes of model construction. Four separate hydrofacies were identified
from inspection of recovered core on the basis of sediment type (Table 5.1).
Hydrofacies 1 is a moderately sorted, fine sand dominated unit. Hydrofa-
cies 2 is a mud to silty sand dominated unit referred to herein as the mud.
hydrofacies 3 is another thype of mud that poorly sorted, polymodal, clay
dominated unit. And the fourth hydrofacies is formed from the material
that is moderately to well sorted, coarser than sand gravel, which represents
the scale classification of grain size larger than 2 mm
Table 5.1: Hydraulic conductivity values according to Hydrofacies type
Type of
Material
Mean
D50
( µm )
Proportion
(%)
Horizontal
conductivity
(m/min)
Vertical
Conductivity
(m/min)
F1 Fine Sand 225.6 56 2.54e-3 1.27e-6
F2 Silt 17.9 17 4.23e-4 2.12e-4
F3 Clay 0.95 19 6.4e-6 3.2e-6
F4 Gravel > 2000 8 0.18 0.36
Porosity values were accepted as 30% and hydraulic conductivity values
have been assumed from the book of Domenico and Schwarz (1998)
The same procedure followed as in the work of Engdahl et.al. (2010);
1. The interpreted core was translated into a categorized data of indicator
hydrofacies (for an example see (Deutsch CV, 1998)).
2. Hard-weighted indicator variables were used in order to describe data
set on the presence or absence of the variable at some location as
described by equation 5.1.
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3. The data format (as in the data file) was expended by the indicator
method of soft weighting. The expansion of the format is that any
number of indicator variables may be present at one location in space,
therefore, the sum of hydrofacies proportions is one (Carle, 1999; En-
gdahl et al., 2010).
This process is useful if description of a location may not fit precisely
into one of the selected categorical variable. Interpreted core data were input
for the T-PROGS software package, and the simulations are implemented
with the T-PROGS library of FORTRAN programs. Transition probability
matrices are generated using GAMEAS Carle (1999) for estimating spatial
statistics irregularly spaced data. Transition probabilities in the horizontal
plane are assumed isotropic; separate transition probabilities are determined
for the vertical direction and simulations are performed with TSIM Carle
(1999).
Realizations
Modeling sediment heterogeneity with geostatistical methods only provides
an approximation of the real stream sediment system. However, conditioned
geostatistical models are able to incorporate geologic properties for locations
where borehole data are available. Data gaps between these (often sparse) lo-
cations are filled by a statistical process based on the calculated correlations
between hydrofacies. By this, it is possible to create an infinite number of
heterogeneous models for the specified domain. However, incomplete knowl-
edge and lack of validation of subsurface structure creates the uncertainty in
the flow simulation. A common approach accounts for the uncertainty in the
flow simulation is to generate results as statistical distributions (Frei et al.,
2009; Walker et al., 2005; Trangenstein, 2002), rather than deterministic
single values. For this reason sufficient number of heterogeneity realizations
are created, and stochastic flow simulations are performed for all realizations
to compare residence time distributions of each realization.
Distance between calculated hydrofacies are not constant, and structure
of the sediment core data is clustered over a certain zones (see Chapter 2).
Such that embedded transition probability matrices and mean hydrofacies
lengths were calculated according to scarce data over discretized domain.
Mean vertical hydrofacies lengths of whole data have been calculated with
20 cm interval in order to avoid the problems arise from the sparsity of
core data. Average lengths of data were estimated towards the eastern and
northern directions according to clusters (to see matrices on Table 5.2).
Firstly, three model domains have been used in order to compare the
changes on residence time distributions; two of them are heterogeneous
reference models and the third one is the homogeneous model. In the
latter one, hydraulic conductivity was arranged according to average fine
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sand component (background material for heterogeneous realizations, kh =
0.00254 m/min). In simulations with heterogeneous permeability over a cer-
tain domain with the same dimensions, initially two different model created
in order to compare the differences on structure. The main heterogeneous
domain created according to field data (Withdata), and the second one was
synthetically created with 40° anisotropy with assigned strike-, dip- and ver-
tical directions as 20, 10 and 1m respectively (Nodata). The second domain
is discretized as 0.3− 0.5 m vertically. Hypothetical discretization over dis-
cretized domain arranged as the half of the vertical height of the single unit.
This procedure was followed in order to calculate heterogeneous hydraulic
conductivity over the domain. As a next step 114 realizations were gener-
ated based on the T-PROGS hydrofacies scale heterogeneity model which
was estimated from field data. Both, reference runs and the two different
sets of simulations (with data and no-data), were then used for subsequent
flow simulations.
5.2.3 Stochastic Subsurface Flow Simulation
The model is discretized as a 220 row, 845 column, and 27 layer model
grid using all total grids as active. First 6 layers differ from the rest of the
domain. Instead of constant upper layer elevations, they fit into a nodal
function that fits to the attributed elevations of first layer that represents
river bed topography. On the first layer thickness reduces until 0.1 m and
increases max. 0.1 m on the edges in order to accommodate sediment trans-
actions and detailed hydrofacies. On the upper layers, bottom elevation
values were imposed as the minimum water level in order to avoid conver-
gence problems caused by wetting and drying cells in MODFLOW. For each
heterogeneous and homogeneous domain, the system was modeled under
steady state conditions.
Numerical model for each unit cell head values was calculated according
to equation 4.4 based on the same principle that was applied in Chapter
4. Simulation of subsurface flow at the study site was done with the three-
dimensional finite difference model, MODFLOW-2005 (Harbaugh A. W. and
G., 2005). The model boundary conditions were selected to most closely
match to the physical system as specified in Chapter 4, and incorporating
specific observed conditions for the stage values of surface water and head
values for groundwater (see Chapter 2). No-flow conditions were used for
the base of the model that corresponds to the bottom of the domain.
The resulting finite difference scheme was solved using the precondi-
tioned conjugate gradient with improved nonlinear control (PCGN) (Naff R.L.,
2008). Initial boundary values for the river bed were imposed over the
computational nodes on the top layer of the domain. Calculated solutions
of head values were compared with the groundwater level measurements
from piezometers at the time of the field measurements in order to calibrate
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groundwater boundaries.
The range for allowable hydraulic conductivities for each hydrofacies
was chosen from the published intervals for the corresponding grain sizes
(see Table 2.1, on Chapter 2) (Domenico and Schwartz, 1998). According to
sediment analysis the selection of hydraulic conductivities that were assigned
to hydrofacies is quite variable, therefore, the difference of magnitude of
conductivity between hydrofacies might be very large. Such that, during
the solution of head values, transition to higher K value to lower one may
cause convergence problem in some heterogeneous hydraulic conductivity
realizations. This problem was solved by preserving the hierarchical order
of hydrofacies in order to maintain grain size definitions of the hydrofacies
categories. K values for each hydrofacies were randomly selected from a
uniform probability distribution according to calculated transition matrices
for each set of simulations, and fine sand was chosen as the background
material.
5.3 Results and Discussions
5.3.1 Sediment Heterogeneity
In this part of the study the main purpose is to combine geostatistical sim-
ulations to represent complex sediment structure at a hydrofacies and sub-
hydrofacies. Sediment core data representations for each sample points have
been calculated via parallel computing for steady-state, saturated subsur-
face flow to simulate the dynamics of hyporheic zone. This type of represen-
tation was also followed as two-dimensional system representation (Bruen
and Osman, 2004), and used to estimate variability of vertical flow be-
tween water table and hyporheic zone (Fleckenstein et al., 2006). Different
than this work, previous works that practiced same approach are mostly
focused on regional scale (in kms) modeling. They treated river as a fac-
tor of in-charge/discharge into the regional vertical fluxes rather than an
hyporheic system (Engdahl et al., 2010; Fleckenstein and Fogg, 2008). In
another work small parcel of agricultural river side system ( A test volume
as 11.4× 11.4× 2.85 m, entire volume as 46× 74× 8.4 m ) was modeled for
comparison purposes of different heterogeneous techniques (dell’Arciprete
et al., 2012). Most of the prominent heterogeneous flow field models search
for the problem of refined system dynamics, in which, effects of channel sinu-
osity, and complex topography are not included (Cardenas, 2008; Cardenas
and Wilson, 2007b; Revelli et al., 2008). Similar to the approach in this
work, Zhou et. al. (2014) includes channel morphology units as meanders,
point bars, dunes, and ripples, however, the main application of domain is
evaluated based on two-magnitude gravel sediment deposits (sandy-gravel
and gravel).
Some of the preliminary realizations of hydrofacies that are created with-
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out data resulted in non-convergence of hydraulic solution in subsurfrace
model. The allowable K values were later restricted to avoid this problem.
The optimum distances and embedded transitional probability matrices were
calculated according to sparse data (Table 5.2), such that the problem of
non-convergence has never been observed in realizations that were calculated
based on the core data from the field.
Two selected realizations were compared according to preparations of
the heterogeneous domains. The model created by using data shows patchy
representations of the field and the model with anisotropy shows more local
hydraulic conductivity fields over a layer (up to 20 - 30 m horizontally over a
layer). Volumetric proportions of four hydrofacies (input proportions ) were
preserved for the both realizations, however, the proportions in the simulated
volumes (output proportions) are different from the proportions from the
field data, because of the averaging effect between the conditions imposed
by different parameters (anisotropy, difference in cell size, lag distances,
etc.[see Table 5.3]).
In the realization based on the data, the proportion of simulated values of
a specific category tends to increase on the points that are located vicinity of
that specific category. This effect is related with the ranges of the indicator
variograms, in which this effect becomes more significant the range increases
(Soares, 1998).
Table 5.3: Input and output facies proportions in the entire volume, coarse
grid.
Input
Proportions
(%)
Withdata
(%)
Nodata
(%)
All
Realizations
(%)
Fine Sand 56 55.6 53.9 55.9± 1.1
Silt 17 17.3 18.8 17.1± 0.6
Clay 19 19.2 18.0 19± 0.6
Gravel 8 7.9 9.3 8± 0.3
The output proportions for all realizations are expressed as
mean±standard deviation over the ensemble of 114 realizations those
were created based on the data.
5.3.2 Effects of sediment heterogeneity
The results of calculated head and velocity fields in homogeneous and het-
erogeneous system are compared from the different aspects as head distribu-
tions over streambed and cumulative residence time distributions according
to specified parts of the reach. Stochastic subsurface flow simulations on
specified domain ran on 0.5 m3/s stream discharge which is also calibrated
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(b)
Figure 5.1: Demonstrations of two realizations and cross-sections over river-bed
area, models are ; (a) Nodata that based on synthetic data ; and (b) Withdata that
based on core data.
initial discharge value of surface flow model. It should be noted that three
different set of simulation results were evaluated in order to analyze their
changes on heterogeneous condition. Homogeneous subsurface material was
set to be fine sand that is also the background facies of heterogeneous real-
izations.
Heterogeneous Subsurface head predictions
The connected gravel strata sets enable a great deal of water to move through
the heterogeneous system relative to the homogeneous system. The steady-
state total-volume inflow rate equals the total-volume outflow rate in both
heterogeneous and homogeneous models. The flow passes through the sys-
tem with higher- and lower conductivity pathways connected in parallel
conduits (rather than in series), in such locations the hydraulic conductivity
is expected to be above the geometric mean of hydraulic conductivity of all
domain (Hunt and Ewing, 2009). Plus, the interior parts of the channel has
varying positive and negative flux regions, conversely the change in paral-
lelization of head contours related to heterogeneity of the field. The head
simulations of homogeneous case (Figure 5.2(c), the heterogeneous realiza-
tions of Nodata (Figure 5.2(e) ) and, the other realizations (the rest of the
Figure 5.2) show different patterns according to formation of hydrofacies.
Results also demonstrates that the differences of head values according to
following zones are higher in heterogeneous cases, in other words, which
shows higher magnitude velocity field inside the subsurface domain.
Trajectories and residence time distribution
The hyporheic residence times ,τ , were calculated from the particle runs that
are initiated on upper 4 m of the domain. Cumulative frequency distribution
(CFDs) were determined from total tracking times for all particles regularly
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(a) (b)
(c)
(d) (e)
Figure 5.2: Subsurface steady-state head solutions for heterogeneous realizations
with groundwater boundary values (a) random realization 1 according to data ; (b)
random realization 2 ; (c) Homogeneous realization (d) random realization 3; (e)
Nodata realization.
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distributed over the river for meander, central and downstream parts of the
reach. The CFDs for two chosen heterogeneous realizations are shown in
Figure 5.3. Particles initiated from constant head cells were not included
into calculations since their total tracking times are zero. From CFDs the
fraction of the particles initiated on upper layers that remain in hyporheic
zone can be seen, and the time zones of the most of the particles that leave
the system from upwelling zones can be calculated. The residence time
distributions are closely approximated by lognormal distributions (Cardenas
et al., 2004), it has been shown that exchange models based on advection
are best represented by log-normal residence times (Wo¨rman et al., 2002,
2006).
(a)
(b)
Figure 5.3: Comparison of cumulative frequency distributions (CFDs) of Nodata,
Withdata and homogeneous cases; (a) comparison on meander part ; and (b) com-
parison on central part .
Along the particles, it is difficult to identify the path that the parti-
cles would have taken to return to the stream. These particles do not have
any direct path to validate like in homogeneous case because these particles
might remain in the hyporheic zone until they encounter low hydraulic con-
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ductivity zone, which will force them to go back toward the stream or reduce
the remaining residence time (Cardenas et al., 2004; Sawyer and Cardenas,
2009). This relationship can be observed via residence time distribution as
shown in Figure 5.3(a) by focusing on first 500 hours interval of the CFD
of Nodata model. According to demonstration only max 20% of the parti-
cles remain under subsurface within hyporhiec zone of the meander part. It
most likely stems from the exact zone where transition from high head value
(99.8 m from see level) to lower head value (99.6 m from see level) is more
dominant for the flow movement (high flux condition)(see Figure 5.2(e) ).
CFD of Nodata has median value as 948 hours that corresponds to the 50%
of the particles and mean value as 1462 corresponds to the 70% of the par-
ticles remains in the subsurface. The discrepancy between the curves are
getting lesser by the increase of time, however, on central part, the median
time of homogeneous realization (812 Hours) excesses the one of Nodata
realization unlike meander part (293 hours). According to this, residence
times are changing drastically due to the pathways. The residence time
distributions of more anisotropic and zonal formations (not patchy) with
longer lag distances show more changeable dynamics depending on the vol-
ume of the hydrofacies type. Unlike the deeper hyporheic zone as a result
of the effect of heterogeneous formations or longer flow paths (Woessner,
2000), heterogeneous formations may restrict the pathways or makes the
trajectories longer but proportionally faster.
In our case, median residence times of heterogeneous flow are either lower
or higher than the one in homogeneous model in comparison with each part
of the reach. According to this, the hydrofacies that has been chosen for
homogeneous representation plays bigger role on the subsurface flow than
the formation of topography over the reach. General finding is that subsur-
face heterogeneity increases the complexity of hyporheic exchange paths but
may increase or decrease the depth of mixing, depending on the subsurface
structure.
Previous attempts to simulate local effects of hyporheic exchange consid-
ering sediment heterogeneity proves that heterogeneity on hydraulic conduc-
tivity impacts the distribution of residence time. Heterogeneity can increase
or decrease the proportion of short or long residence times. Changes in
residence times was proved in the work of Sawyer and Cardenas (2009) by
comparison of two heterogeneous domains. In this work while heterogeneity
of one domain increases thew longer residence times, the other one shortens
them due to their different formations. In our case, including the changes on
the residence time, different locations with identical formations (meander,
bars, riﬄe-pool etc.) also shows different median residence times. Figure
5.3(a) proves that the high shift of particle trajectories and time can be
possible in case of meander part, which may stem from the high possibility
of the particle that coincides with more different hydrofacies because of the
long path way (for trajectories see Figure 5.4).
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(b)
Figure 5.4: Plan and side (Easting) view of predicted trajectories in homogeneous
conditions. Demonstrations show ; (a) meander ; and (b) central part trajectories.
For the second part of the analysis; hydraulic head solutions and ve-
locity fields were calculated for different heterogeneous realizations. Three
different parts of the reach was analyzed besides whole domain. 114 het-
erogeneous models based on the field data were stochastically simulated.
Each model shows different residence time scales, however, only slight shifts
were observed along the time scale. Average simulation curve shows that
residence time is lower than the homogeneous case for each location of the
reach.
According to CFDs of the simulations, the median value for whole reach
is 37.2 hours and τ50 values for all realizations are ranging between 20 -
50 hours. Different than meander part and downstream part that ranges
between 35 - 57 and 41 - 71 hours respectively, central part has more di-
verse τ50 as it ranges between 20 - 100 hours. Stochastic simulations for the
specific reach suggest that the differences on 50% of the particles that re-
mains inside the hyproheic zone and groundwater affected by the subsurface
and riverbed heterogeneity, which was stated as two major control on hy-
porheic exchange in the work of Wroblicky et al. (1998). This may elucidate
the question of the effect of small-scale subsurface heterogeneity as pointed
out by Fleckenstein et al. (2006) and also demonstrated for aquifer scale
in Fleckenstein et al. (2008). It should be noted that models suggest less
impact on hyporheic exchange by river-bed formation under low hydraulic
conductivity conditions.
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20 49
(a)
35 57
(b)
20 100
(c)
41
71
(d)
Figure 5.5: CDFs of 114 heterogeneous realizations for entire reach and different
parts of the domain. Red line demonstrates the 50% of the particles remains inside
the subsurface, and red area shows the variance of the time corresponds to 50%,
τ50, in all realization curves. (a) is for cumulative frequency distributions of all
reach ; (b) is for meander part ; (c) is for central part ; and (d) is for downstream
part for all stochastic simulations
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Effect of Heterogeneity on aerobic/anarobic zones using Damko¨hler
number
In this part Damko¨hler number was used in order to see spatial distribu-
tion of potential aerobic and anaerobic zones over subsurface, and effect
of sediment heterogeneity was observed. Brief description of central zone
was prepared in order to observe the possible diversification of oxygenated
and hypoxic/anoxic zones. The comparison is made between homogeneous
case which has hydraulic conductivity of fine sand (Kh = 2.54e-3 m/min)
and heterogeneous domain based on the field data. The general picture
of the domain was depicted on Figure 5.6 via volumetric comparison, and
more detailed demonstration of cross-sections were shown in Figure C.1 in
Appendix C. The comparison figures were created according to particle tra-
jectories which are enters to the local system, and travels through hyporheic
zone then goes back to surface water via upwelling zones. In other words,
the volume that was shown also shows the spatial dimensions of the local
HZ. Only the particles which are leaving the zone were used.
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Figure 5.6: Volumetric demonstration of distribution of Damko¨hler number (Da)
on central part where riﬄe and pool conditions prevail. 3D demonstrations made
on single (a) homogeneous ; and (b) heterogeneous cases.
Mostly anoxic and hypoxic conditions prevail upper and lower parts of
the domain in homogeneous realization. It can be seen that the area on pla-
nar view of hyporheic zone shows slight difference between two cases, how-
ever, heterogeneous case predictions demonstrates deeper hyporheic zone
on vertical direction ( 1 − 2 m ). Therefore, the same particles are tak-
ing longer paths vertically in heterogeneous domain than the homogeneous
one. This shows that if there is lower hydraulic conductivity materials as silt
(Kh = 4.23e-4 m/min) and same proportion of higher hydraulic conductivity
hydrofacies as gravel (Kh = 0.18 m/min) in the same domain, water parti-
cles have the tendency to follow the high conductivity path. This behavior
increases the connectivity of hyporheic zone, such that, having equivalent
hydraulic conductivity to represent any hyproheic zone can be misleading.
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In this study, numerical experiments were done based on the high magni-
tude differences of hydraulic conductivity. However, it is difficult to achieve
on which level of difference on magnitude leads field migration in this way,
which was not seen in lower magnitude simulations on heterogeneity (Car-
denas et al., 2004; Fleckenstein et al., 2006; Fleckenstein and Fogg, 2008;
Bardini et al., 2013; Sawyer and Cardenas, 2009).
(a)
(b)
Figure 5.7: Da values of longitudinal cross-section for average values for central
part of the reach. Plots show (a) homogeneous ; and (b) heterogeneous cases along
the thalweg.
The importance of discrete features in the conductivity field were il-
lustrated for the first time by Fogg (1986). In this, the effect of vertical
flow in subsurface formations related with the type of hydraulic facies. It
proves that geological structures begin to exert more control on the paths
and rates of fluid migration as the contrast increases. This also shows us
the clues of how chemical transformation may alter according to this dy-
namic on complex groundwater system. Then the problem of representation
of hydrofacies in complex groundwater systems was solved by development
of transition probability models (Carle and Fogg, 1996, 1997; Carle et al.,
1998). According to cross-sectional Da analysis on Figure 5.7 and demon-
strations of Da zones on Figure C.1, heterogeneous case with high conduc-
tivity patterns shows less alterations on aerobic and anaerobic zones. In
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this particular case we can observe that the sediments have more textural
complexity as a resemblance to the complex groundwater systems, however,
it does not mean the same complexity will be reflected to spatial availability
of dissolved oxygen. Such that, the difference on the average residence time
is more than 100 times between homogeneous and heterogeneous domains
in certain cases according to differences on Da values on the same locations
(Dahom >> Dahet).
5.4 Conclusion
In this chapter previously prepared subsurface model was modified and ar-
ranged in order to capture realistic heterogeneity conditions, which relies
on the sediment core data of the river bed from River Bure. Heterogeneity
of the model was created according to two basic models; one of them is a
realization with anisotropy and longer lag distances, the second realization
is based on the sediment core calculations. Second model was restricted
with point data from the sediments. Three matrices were calculated for
three directions of the model. Calculated matrices were used in order to
simulate heterogeneous subsurface via Markov chains algorithm. The hy-
drofacies heterogeneity field simulated based on the small lag distances and
embedded transitional probability matrices. Heterogeneous fields based on
field data show patchy structure, conversely anisotropic and bigger lag dis-
tance model shows bigger hydrofacies zones. However, locally, simulated
head values based on the heterogeneous field over the domain do not show
big differences. On the other hand, the gradient on the head contour lines
was shifting more frequently according to heterogeneity. Base on the model
predictions it can be said that the heterogeneous field that has more tran-
sitional probability and less lag distance shows bigger head gradient over
subsurface.
Comparison of heterogeneous models with low hydraulic conductivity
homogeneous model demonstrates that median hyporheic residence times
can exceed the median time of homogeneous model. They can also get
lesser time average according to the part of the reach. However, it was also
predicted that median time or τ50 values are changing drastically due to the
different spatial probabilities and/or spatial formations of hydrofacies with
the same proportions around the subsurface domain. On the other hand,
stochastic simulations of 114 heterogeneous realizations prove that the range
of the average times of the particles which remains inside the hyporheic
zone are different. In this model central part that is mostly dominated with
groundwater intrusion and riﬄe and pool sequences has the biggest range,
conversely, mean CFD curves of each group do not show big differences and
all remain between 20 - 100 hours band.
Da values lower than 1 results in prevailing aerobic conditions with low
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reactive nitrogen removal at the unit scale. Values of Da larger than 1 indi-
cate prevailing anaerobic condition with large opportunity of liable nitrogen
removal and production of nitrogen gases. Calculated Da values also useful
to show the boundaries of hyporheic zone according to discharge and sed-
iment heterogeneity. Analysis shows that the hyporheic zone is vertically
deeper in heterogeneous domain with respect to the homogeneous case. In
heterogeneous case prevailing aerobic zone potential is higher than the ho-
mogeneous case. Even high hydraulic conductivity hydrofacies (gravel) is
proportionally smallest (8 ± 0.3%), its impact on hyporheic flow is func-
tionally higher by facilitating the connectivity of the subsurface flow. Such
that even flow paths are longer than homogeneous case, distribution of me-
dian residence time predicted as lower. In theory, the subsurface flow that
has tendency to move through high hydraulic conductivity facies creates a
corridor of pathways which continues until coinciding with lower hydraulic
conductivity facies. which was called tunneling effect in this work. There-
fore, such area is potentially more aerobic than the homogeneous case, also
aerobic zones are more spread than anaerobic zones along the domain. In
this chapter, magnitudes of hydraulic conductivity of hydrofacies depicted
as relatively higher, however, it was not proven that what is the limiting
magnitude of this flow behavior and in which ratio of the hydraulic conduc-
tivities does not show any tunneling behavior.
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Chapter 6
Conclusion
6.1 Summary and Conclusions
This thesis uses hydraulic numerical modeling, and a suite of other method-
ological techniques as bed surface interpolation and field work practices to
investigate hyporheic exchange dynamics, prevailing redox conditions and
the effect of heterogeneity. The research identifies several open ended fea-
tures of hyporheic zone in three distinct direction. First can be considered
as hydraulic aspects as effect of mixed topography on hyporheic flow paths
and different discharge conditions with groundwater boundary conditions;
second feature is to define heterogeneity and creating link to application of
sediment analysis in order to create heterogeneous realizations, and the third
approach elucidates the potential denitrification/nitrification zones via spa-
tial redox conditions in order to create a link between hydraulic conditions
and hyporheic biogeochemistry.
6.2 Discoveries of the research
The primary contribution of this research is the development of mixed to-
pography reach scale model with heterogeneous subsurface domain. The
model allows to calculate hyporheic paths and exchange rates. The changes
on the stream discharges and the effect of topography can be observed by
cumulative frequency distributions (CFDs) of residence time. This approach
was developed to investigate the effects of multiple scales of topography on
rates and patterns of hyporheic exchange based on a field investigation, and
changes on the hydraulic dynamics based on the subsurface heterogeneity.
The system was formed by two distinct models as surface flow and sub-
surface flow models. Model includes input as upstream and downstream
stage functions and system topography as a river bed boundary condition
for stream flow. The ones for subsurface model includes system topography
as upper boundary, mean surface water velocity, mean hydraulic conduc-
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tivity, mean porosity, and groundwater level for homogeneous case. For
analysis hyporheic flux distributions, hyporheic flow paths, and residence
time distributions can be investigated via subsurface flow model.
The model was presented after wide review of field practices (Chapter
2) and comparison of topographical techniques (Chapter 3). The models
can be summarized as one surface flow model set as an input to subsurface
model, and three distinctive subsurface models those can be defined by ho-
mogeneous gravel, homogeneous fine sand, and heterogeneous sets. From the
structural point of view subsurface models can be divided into two as cas-
cade type bed surface for high conductivity model (Chapter 4), and smooth
topography surface for low conductivity and heterogeneous sediment models
(Chapter 5).
In addition, two main model designs were introduced; the one is high
conductivity homogeneous model assumed as gravel bed to predict the effect
of topographical changes in 6 meters depth and 15 equivalent layers, and
the second is homogeneous with equivalent hydraulic conductivity model
with different grid structure but same depth. In the least model upper
boundary designed as smooth bed topography that was interpolated on the
first layer, and thickness of the layers are not uniform, where the domain was
divided into 27 layers. Groundwater discharge was included all model sets
and applied to a sparse topography dataset. They were applied to base flow
river which is flowing among agricultural area (small agricultural stream)
with micro and macro stream morphologies. Findings from each of these
applications improve our understanding of complex hyporheic processes.
In chapter 2 wide description of a reach that is a part of River Bure,
UK in an agricultural lowland setting was made. The emphasis for this
reach is its buffering capacity of biogeochemical parameters in relation with
hydraulic dynamics. In order to reach that goal, the characteristics of the
chosen reach were described from three aspects, which are set to be; 1)Sedi-
mentological, 2)hydrological, and 3)Biogeochemical. The main focus in this
chapter is especially important for the sediment profile that was trying to
be created. Analysis indicate that a 30 cm core sample has wide range of
sediment types, however, it was observed that sediments are poorly sorted
and it is hard to define the exact location of a certain sediment type in such
reaches. For this purpose the characteristics of sediments were statistically
refined. These treatment was done in order to facilitate the creation of het-
erogeneous field for subsurface model. From the Hydrological perspective,
the most distinctive characteristic of the gradient of water surface level (and
river bed elevation) is lower than the gradient of subsurface water level.
However, it is not clear to understand the detailed groundwater flow condi-
tions from the bank. Nevertheless, the models indicates that the reach has
the groundwater flow either perpendicular or parallel with the river channel
with initial boundary conditions. Subsurface flow underneath streambed
moves mostly upwards and 90% of subsurface water again turns back to the
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river, which is a strong characteristic of a gaining reach. Biogeochemical
observations represent 15 cm depth for porewater samples. However, the
reach has high concentration of nutrient, and reduction of nutrient inside
the hyporheic zone is not observed. As a final comment along the reach,
hyporhiec zone is not a media to move away the excess nutrient loading.
Another important contribution centers around the effect of surface wa-
ter discharge on hyporheic exchange. Three different discharge levels (low,
average, high) were incorporated into the modeling framework in chapter 4.
It was found that the changes in discharge significantly influence hyporheic
exchange. More specifically, groundwater discharge inhibited exchange near
the stream banks, thus restricting exchange to the middle of the stream.
On the other hand, it was also observed that the higher river discharge had
a disproportionately large effect on the interfacial flux. However, in some
point higher stream discharge condition does not lead to higher residence
time. Especially in riﬄe and pool part average stream discharge fluxes may
exceed higher stream discharge fluxes on gravel bed case as shown in Figure
4.6(b). The findings also depicts an interaction with groundwater discharges,
therefore, findings emphasizes that it is essential to include groundwater dis-
charge and calibrate stream discharge on accordance with them. It should
be noted that the work presented here was restricted in steady-state condi-
tion, which is a representation of the time when the data was collected in
situ from the field. The work strongly suggests that careful measurements
of groundwater and modeling are needed in systems where the groundwater
level is close to the stream water level.
Natural media are heterogeneous at different scales and heterogeneity
brings complexity in the flow problem. Spatial variability of flow param-
eters complicate a precise description of the media, if not impossible, to
obtain. Even if it would be possible to have a detailed description of the
media, the amount of information would be practically impossible to han-
dle and the large scale behavior of the flow would be difficult to interpret.
Because of these reasons we choose a stochastic approach. Stochastic ap-
proach provides a systematic way to quantify the effect of heterogeneity into
large scale models. Chapter 5 is centered on the integration of the effects
of heterogeneity on Darcy flow into reach scale models which are linked
with a description of natural media. Homogeneous model was created with
the background material of heterogeneous realizations in order to compare
hydraulic differences. Initial results demonstrate that median hyporheic res-
idence times can exceed the median time of homogeneous model or can get
into lesser time average according to the part of the reach.
The average residence time is on the scale of 20 - 100 hours, and fine
sand homogeneous case is reaching to 100 - 1000 hours average time on
central part according to stochastic hydraulic simulations. On the other
hand, the gravel bed model in Chapter 4 also ranges between 10 - 100
hours in average discharge condition. Therefore, the comparisons indicate
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that hyporheic fluxes are changing in case of gravel and heterogeneous flow,
however, the residence times of particles that remains in the hyporheic zone
is not changing, and also higher discharge conditions show longer average
residence times along the reach.
Prevailing aerobic and anaerobic conditions predicted by using certain
microbiological kinetics in the models that are defined in Chapter 4 and 5.
Da values lower than 1 indicate prevailing aerobic condition which means
low reactive nitrogen removal at unit scale. Values of Da larger than 1
indicate prevailing anaerobic condition which means opportunity of liable
nitrogen removal and production of nitrogen gases. Results indicate that
low hydraulic conductivity model shows higher Da values, thus mostly more
anaerobic redox conditions. On the other hand, prevailing aerobic conditions
can be seen especially upper part of the domain in the gravel bed model,
however, it is possible to observe anaerobic redox conditions on the upper
layers (0.1− 1 m) especially in meander and riﬄe parts of the reach. Same
intensity of aerobic zone also observed on heterogeneous case, conversely,
distribution of anaerobic zones are more sparse and it changes due to the
distribution of low hydraulic conductivity facies of the domain. The most
significant evidence of this method is that the impact of high hydraulic
conductivity zones is higher on the connectivity inside the hyporheic zone,
in other words, subsurface flow has tendency to flow through the facies with
high conductance, therefore, high hydraulic conductivity facies as gravel are
determining the flow inside the sediment and low conductivity facies have
respectively minor role on hyporheic flow.
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Appendix A
Statistical Analysis
A.1 Statistical Comparison between Thalweg and
Bank samples
Descriptives
N Mean
Std4
Deviation Std4HError
95hHConfidenceHInterval
forHMean
Lower
Bound
Upper
Bound
NH3_N Bank
Thalweg
Total
NO3_N Bank
Thalweg
Total
DO Bank
Thalweg
Total
DOC Bank
Thalweg
Total
FDE Bank
Thalweg
Total
Sulphat
e
Bank
Thalweg
Total
Chloride Bank
Thalweg
Total
21 4-685 414232 4-31-6 4--37 41333
14 4-516 41-177 4-272- 84--72 411-3
35 4-617 412628 4-2134 4-183 41-51
21 74755- 444454- 497--6 547315 947785
14 841855 5415644 1437812 542-83 1141627
35 749272 4467296 478987 64322- 945324
21 496-8 47677- 416753 46113 1431-2
14 49233 458241 415566 4587- 142596
35 49458 469-46 411671 47-86 14183-
2- 74419- 1-497989 2445518 2428-3 1245577
14 446271 4425784 1413796 241687 74-855
34 642694 8485997 1451947 34178- 9436-8
7 4--5949 4--282395 4--1-67 4--33373 4--856-7
5 4--8887 4--41-328 4--1835 4--37922 4-13982-
12 4--7173 4--357227 4--1-31 4--49-35 4--94429
21 174--45 13465517 249798- 1-47888 23422-3
14 1648-54 9488963 2464312 114-953 2245155
35 1649249 124128-8 24-5--2 1247587 214-91-
21 1-45-53 7433-6- 1459967 741684 1348421
14 1143-13 6482738 1482469 743593 1542434
35 1-48237 74-4199 1419-31 844-47 1342427
Figure A.1: Descriptive statistics of the groups.
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ANOVA
SumLof
Squares df MeanLSquare
NH8_N BetweenLGroups FCombinedE
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
NO8_N BetweenLGroups FCombinedE
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
DO BetweenLGroups FCombinedE
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
DOC BetweenLGroups FCombinedE
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
FDE BetweenLGroups FCombinedE
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
Sulphate BetweenLGroups FCombinedE
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
Chloride BetweenLGroups FCombinedE
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
4559 6 4559 46P7
4559 6 4559 46P7
4559 6 4559 46P7
45P5 88 4566
45P9 8P
64557 6 64557 4569
64557 6 64557 4569
64557 6 64557 4569
7P54886 88 994P56
7P94PP8 8P
4569 6 4569 459P
4569 6 4569 459P
4569 6 4569 459P
664697 88 4P96
664959 8P
6P4695 6 6P4695 4868
6P4695 6 6P4695 4868
6P4695 6 6P4695 4868
95964985 89 7849P6
95954P75 88
4555 6 4555 94686
4555 6 4555 94686
4555 6 4555 94686
4555 65 4555
4555 66
4888 6 4888 4559
4888 6 4888 4559
4888 6 4888 4559
55554785 88 6564587
55564568 8P
5489P 6 5489P 4655
5489P 6 5489P 4655
5489P 6 5489P 4655
6685479P 88 554986
668645P8 8P
Page 6
ANOVA
F Sig4
NH8_N BetweenLGroups FCombinedE
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
NO8_N BetweenLGroups FCombinedE
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
DO BetweenLGroups FCombinedE
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
DOC BetweenLGroups FCombinedE
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
FDE BetweenLGroups FCombinedE
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
Sulphate BetweenLGroups FCombinedE
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
Chloride BetweenLGroups FCombinedE
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
475P
475P
475P
479P
479P
479P
4878
4878
4878
487P
487P
487P
4675
4675
4675
4968
4968
4968
47P9
47P9
47P9
Figure A.2: ANOVA analysis between and within groups. The mean difference
is significant at the 0.05 level
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TestEofEHomogeneityEofEVariances
LeveneEStatistic df1 df2 Sig.
NH3_N
NO3_N
DO
DOC
FDE
Sulphate
Chloride
.434 1 33 .515
1.343 1 33 .255
1.829 1 33 .185
3.851 1 32 .058
.403 1 10 .540
.741 1 33 .396
.225 1 33 .638
Figure A.3: Levene’s test of homogeneity of variances per parameter. Variances
of cases are homogeneous in case of mean variance is more than 0.05
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A.2 Comparison of parameters in between clus-
ters
Multiple.Comparisons
Tukey.HSD
Dependent.Variable 4I5.Clusters 4J5.Clusters
Mean
Difference.4I*J5 Std9.Error Sig9
NH3_N C8 C2
C3
C4
C5
SW
GW
C2 C8
C3
C4
C5
SW
GW
C3 C8
C2
C4
C5
SW
GW
C4 C8
C2
C3
C5
SW
GW
C5 C8
C2
C3
C4
SW
GW
SW C8
C2
C3
922666W 965489 9664
922666W 965834 9662
922666W 964753 9668
987666W 964753 9686
922666W 965828 9669
*924786W 965489 9668
*922666W 965489 9664
966666 965756 89666
966666 965489 89666
*965666 965489 9966
966666 966377 89666
*946786W 966682 9666
*922666W 965834 9662
966666 965756 89666
966666 965834 89666
*965666 965834 9957
966666 966836 89666
*946786W 965756 9666
*922666W 964753 9668
966666 965489 89666
966666 965834 89666
*965666 964753 9938
966666 965828 89666
*946786W 965489 9666
*987666W 964753 9686
965666 965489 9966
965666 965834 9957
965666 964753 9938
965666 965828 9976
*948786W 965489 9666
*922666W 965828 9669
966666 966377 89666
966666 966836 89666
966666 965828 89666
Figure A.4: Multiple comparison of all dependent parameters acoording to cluster
groups on the reach
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Multiple.Comparisons
Tukey.HSD
Dependent.Variable 2I3.Clusters 2J3.Clusters
Mean
Difference.2I0J3 Std8.Error Sig8
SW
C4
C5
GW
GW C6
C*
C3
C4
C5
SW
NO3_N C6 C*
C3
C4
C5
SW
GW
C* C6
C3
C4
C5
SW
GW
C3 C6
C*
C4
C5
SW
GW
C4 C6
C*
C3
C5
SW
GW
877777 8758*6 68777
0875777 8758*6 8976
0846787N 876377 8777
8*4787N 875469 8776
846787N 87676* 8777
846787N 875756 8777
846787N 875469 8777
846787N 875469 8777
846787N 876377 8777
048**343 *844674 8676
06878*46 *836*47 8986
0*8367*5 *864793 8937
86476* *864793 68777
6847563 *86**79 8997
48*8667 *844674 8586
48**343 *844674 8676
*844797 *859*87 8963
6896367 *844674 8985
4836475 *844674 8564
5869975 *887*36 8446
8857467N *877879 8747
6878*46 *836*47 8986
0*844797 *859*87 8963
085*779 *836*47 68777
689*378 *836*47 8987
38*5878 *876393 8898
6876363 *859*87 8*54
*8367*5 *864793 8937
06896367 *844674 8985
85*779 *836*47 68777
*845788 *864793 8967
3878588 *86**79 8775
6859643 *844674 86*7
6476* * 64793 6 777
Figure A.4 (cont.): First figure continued
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Multiple.Comparisons
Tukey.HSD
Dependent.Variable WIG.Clusters WJG.Clusters
Mean
Difference.WI9JG Std8.Error Sig8
C5 C1
C2
C3
C4
SW
GW
SW C1
C2
C3
C4
C5
GW
GW C1
C2
C3
C4
C5
SW
Sulphate C1 C2
C3
C4
C5
SW
GW
C2 C1
C3
C4
C5
SW
GW
C3 C1
C2
C4
9814*62 2814*93 18***
948364*5 28441*4 8564
918923*8 2831247 898*
92845*88 2814*93 891*
18335** 28622*9 8999
4814*55 28441*4 8623
91847563 28622*9 8997
958699*5 2887236 8441
938258*8 2876393 8898
93878588 28622*9 8775
918335** 28622*9 8999
288*555 2887236 8956
94828117 28441*4 8586
9885*46*h 287*8*9 8*47
968*6363 285928* 8254
96859143 28441*4 8127
94814*55 28441*4 8623
9288*555 2887236 8956
998*3545 6857118 8811
2893*63 68225*8 8999
9841395 5876331 18***
1869*75 5876331 18***
91*893*19 78*5858 8714
988428*9 78*5858 8892
98*3545 6857118 8811
118966*8 6897971 8611
886215* 6857118 8842
1*87262* 6857118 8663
91889474 7873229 18***
86*736 7873229 18***
92893*63 68225*8 8999
9118966*8 6897971 8611
93834458 68225*8 8998
1 23988 6 225*8 1 ***
Figure A.4 (cont.): Previous figure continued
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Multiple.Comparisons
Tukey.HSD
Dependent.Variable 1I2.Clusters 1J2.Clusters
Mean
Difference.1I6J2 Std0.Error Sig0
C3
C5
SW
GW
C4 C1
C2
C3
C5
SW
GW
C5 C1
C2
C3
C4
SW
GW
SW C1
C2
C3
C4
C5
GW
GW C1
C2
C3
C4
C5
SW
Chloride C1 C2
C3
C4
C5
SW
GW
61023988 6022508 10000
613086082 7044040 0517
611035872 7044040 0727
041395 5076331 10000
68062150 6057118 0842
3034458 6022508 0998
2010470 5076331 10000
610051624 7005858 0749
68001414 7005858 0913
61069075 5076331 10000
610072620 6057118 0663
1023988 6022508 10000
62010470 5076331 10000
612062094 7005858 0564
610011884 7005858 0780
10093019 7005858 0714
1089474 7073229 10000
13086082 7044040 0517
10051624 7005858 0749
12062094 7005858 0564
2050210 8015055 10000
8042809 7005858 0892
6060736 7073229 10000
11035872 7044040 0727
8001414 7005858 0913
10011884 7005858 0780
62050210 8015055 10000
63007602 4038130 0992
3040937 4015054 0981
095796 3084266 10000
1038421 3084266 10000
66080432 4070627 0774
64051186 4038130 0944
3007602 4038130 0992
Figure A.4 (cont.): Previous figure continued
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Multiple.Comparisons
Tukey.HSD
Dependent.Variable WIG.Clusters WJG.Clusters
Mean
Difference.WI8JG Std9.Error Sig9
C2 C1
C3
C4
C5
SW
GW
C3 C1
C2
C4
C5
SW
GW
C4 C1
C2
C3
C5
SW
GW
C5 C1
C2
C3
C4
SW
GW
SW C1
C2
C3
C4
C5
GW
GW C1
C2
C3
3907602 4938130 9992
6948540 4965369 9802
4903399 4938130 9967
4946024 4938130 9947
83972830 5915547 9990
81943584 4986062 19000
83940937 4915054 9981
86948540 4965369 9802
82945141 4915054 9997
82902516 4915054 9999
810921370 4996085 9397
87992124 4965369 9619
8995796 3984266 19000
84903399 4938130 9967
2945141 4915054 9997
942625 3984266 19000
87976229 4970627 9652
85946983 4938130 9870
81938421 3984266 19000
84946024 4938130 9947
2902516 4915054 9999
8942625 3984266 19000
88918854 4970627 9595
85989608 4938130 9826
6980432 4970627 9774
3972830 5915547 9990
10921370 4996085 9397
7976229 4970627 9652
8918854 4970627 9595
2929246 5915547 9999
4951186 4938130 9944
1943584 4986062 19000
7992124 4965369 9619
5946983 4938130 9870
Figure A.4 (cont.): Previous figure continued
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Multiple.Comparisons
Tukey.HSD
Dependent.Variable 9I8.Clusters 9J8.Clusters
Mean
Difference.9I7J8 Std2.Error Sig2
GW
C4
C5
SW
5246983 4238*3v 287v
52896v8 4238*3v 2826
72229246 52*5547 2999
The.mean.difference.is.significant.at.the.v2v5.level232
Figure A.4 (cont.): Previous figure continued
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A.3. Statistical comparison of surface water, groundwater and
pore water chemistry
A.3 Statistical comparison of surface water, ground-
water and pore water chemistry
Descriptives
N Mean Std.PDeviation Std.PError
95h
Confidence ...
LowerPBound
NH3_N Porewater
Surfacewater
Groundwater
Total
NO3_N Porewater
Surfacewater
Groundwater
Total
DO Porewater
Surfacewater
Groundwater
Total
DOC Porewater
Surfacewater
Groundwater
Total
Sulphate Porewater
Surfacewater
Groundwater
Total
Chloride Porewater
Surfacewater
Groundwater
Total
NO2_N Porewater
Surfacewater
Groundwater
Total
35 .0617 .12628 .02134 .0183
4 .0000 .00000 .00000 .0000
5 .4678 .12851 .05747 .3082
44 .1023 .17887 .02696 .0479
35 7.9272 4.67296 .78987 6.3220
4 5.0467 1.34582 .67291 2.9053
5 2.2412 1.76966 .79141 .0439
44 7.0192 4.62292 .69693 5.6137
35 .9458 .69046 .11671 .7086
2 6.6069 .11773 .08325 5.5491
0 . . . .
37 1.2518 1.46110 .24020 .7646
34 6.2694 8.85997 1.51947 3.1780
0 . . . .
5 9.2820 6.23884 2.79009 1.5355
39 6.6556 8.56204 1.37102 3.8801
35 16.9249 12.12808 2.05002 12.7587
4 27.3585 7.33059 3.66530 15.6939
4 24.8564 5.66041 2.83020 15.8494
43 18.6332 11.77162 1.79516 15.0105
35 10.8237 7.04199 1.19031 8.4047
4 18.3084 5.49593 2.74797 9.5631
5 16.0159 11.53501 5.15861 1.6933
44 12.0941 7.77107 1.17153 9.7315
35 .3700 1.04545 .17671 .0109
4 .0305 .00947 .00473 .0154
5 .2424 .07547 .03375 .1487
44 .3247 .93555 .14104 .0402
Figure A.5: Descriptive statistics of the chemical parameters according to differ-
ent water types
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A.3. Statistical comparison of surface water, groundwater and
pore water chemistry
ANOVA
SumLof
Squares df MeanLSquare
NHF_N BetweenLGroups lCombined2
LinearLTerm Unweighted
Weighted
Deviation
WithinLGroups
Total
NOF_N BetweenLGroups lCombined2
LinearLTerm Unweighted
Weighted
Deviation
WithinLGroups
Total
DO BetweenLGroups lCombined2
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
DOC BetweenLGroups lCombined2
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
Sulphate BetweenLGroups lCombined2
LinearLTerm Unweighted
Weighted
Deviation
WithinLGroups
Total
Chloride BetweenLGroups lCombined2
LinearLTerm Unweighted
Weighted
Deviation
WithinLGroups
Total
NO0_N BetweenLGroups lCombined2
4767 0 4F84 054867
4709 9 4709 4846FF
45F9 9 45F9 F64F51
4008 9 4008 954F84
4618 49 4195
94F76 4F
9584565 0 794080 44075
9494446 9 9494446 74607
9584561 9 9584561 84549
4115 9 4115 4111
761441F 49 984546
9984968 4F
6146F9 9 6146F9 9F14819
6146F9 9 6146F9 9F14819
6146F9 9 6146F9 9F14819
96400F F5 4464
764854 F6
F94569 9 F94569 45FF
4 9 4 4
F94569 9 F94569 45FF
07464960 F7 744009
0785470F F8
5694580 0 0814799 049F6
0054809 9 0054809 94798
4F14716 9 4F14716 F4076
9F14875 9 9F14875 4996
50584419 41 9F94461
5899498F 40
0874860 0 94F49F9 04556
9974948 9 9974948 04194
0914154 9 0914154 F47F1
774818 9 774818 94F80
0F184891 49 564F94
05964750 4F
4450 0 4006 4049
ANOVA
F Sig4
NHF_N BetweenLGroups lCombined2
LinearLTerm Unweighted
Weighted
Deviation
WithinLGroups
Total
NOF_N BetweenLGroups lCombined2
LinearLTerm Unweighted
Weighted
Deviation
WithinLGroups
Total
DO BetweenLGroups lCombined2
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
DOC BetweenLGroups lCombined2
LinearLTerm Unweighted
Weighted
WithinLGroups
Total
Sulphate BetweenLGroups lCombined2
LinearLTerm Unweighted
Weighted
Deviation
WithinLGroups
Total
Chloride BetweenLGroups lCombined2
LinearLTerm Unweighted
Weighted
Deviation
WithinLGroups
Total
NO0_N BetweenLGroups lCombined2
4111
4111
4111
4111
4109
4119
4116
4988
4111
4111
4111
4471
4
4471
49F9
4997
4178
4F04
4191
4955
4161
4047
4789
Figure A.6: ANOVA analysis between and within groups. The mean difference
is significant at the 0.05 level
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A.3. Statistical comparison of surface water, groundwater and
pore water chemistry
TestloflHomogeneityloflVariances
LevenelStatistic df1 df2 Sig.
NH3_N
NO3_N
DO
DOC
Sulphate
Chloride
NO2_N
2.343 2 41 .109
5.464 2 41 .008
2.257 1 35 .142
.145 1 37 .706
.710 2 40 .498
1.166 2 41 .322
1.107 2 41 .340
Figure A.7: Levene’s test of homogeneity of variances per parameter. Variances
of cases are homogeneous in case of mean variance is more than 0.05
ANOVA
SumWof
Squares df MeanWSquareNO2_N BetweenWGroups
LinearWTerm Unweighted
Weighted
Deviation
WithinWGroups
Total
5071 1 5071
5204 1 5204
5248 1 5248
375184 41 5907
375636 43
ANOVA
F Sig5NO2_N BetweenWGroups
LinearWTerm Unweighted
Weighted
Deviation
WithinWGroups
Total
5079 5781
5225 5637
5273 5604
Figure A.8: Summary of the ANOVA analysis within groups
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Appendix B
Final Topography
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Figure B.1: Demonstration of final map of the reach created by using w/template
method in order to use top layers of subsurface model
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Appendix C
Upwelling/downwelling and
spatial redox conditions
Table C.1: Clusters and the flux characters of the points
Sample ID Flux Zone τ(hours) Da(-)
S1 3.1e-5 Upwelling 27.0 2.10
S2 3.8e-5 Upwelling 26.4 2.04
S3 2.9e-5 Upwelling 28.3 2.20
S4 2.8e-5 Upwelling 29 2.24
S5 2.7e-5 Upwelling 30.3 2.34
S6 2.4e-5 Upwelling 32.3 2.49
S7 2.9e-5 Upwelling 31.6 2.44
S8 2.5e-5 Upwelling 34 2.62
S9 4.2e-5 Upwelling 17.5 1.35
S10 4.0e-5 Upwelling 22 1.70
S11 3.3e-5 Upwelling 24.1 1.86
S12 2.7e-5 Upwelling 36.5 2.82
S13 3.0e-5 Upwelling 28.1 2.17
S14 2.7e-5 Upwelling 31 2.39
S15 2.5e-5 Upwelling 35.8 2.76
S16 4.7e-5 Upwelling 35.2 2.72
S17 −8.7e-7 Downwelling 77.4 5.97
S18 −1.2e-6 Downwelling 84.8 6.54
S19 −1.7e-6 Downwelling 84.3 6.50
S20 −2.4e-6 Downwelling 75.8 5.84
S21 1.5e-5 Upwelling 56.1 4.34
S22 1.6e-5 Upwelling 53.4 4.12
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S23 1.4e-5 Upwelling 56.4 4.35
S24 1.8e-5 Upwelling 53.6 4.14
S25 1.5e-5 Upwelling 76.3 5.89
S26 9.6e-6 Upwelling 94.2 7.27
S27 1.1e-5 Upwelling 76.4 5.89
S28 1.4e-5 Upwelling 78.3 6.04
S29 8.9e-6 Upwelling 232.5 17.94
S30 6.8e-6 Upwelling 123.6 9.54
S31 5.8e-6 Upwelling 208 16.05
S32 1.0e-5 Upwelling 198 15.28
S33 1.4e-5 Upwelling 38.5 2.97
S34 2.4e-5 Upwelling 40.5 3.15
S35 2.5e-5 Upwelling 43.0 3.32
S36 2.5e-5 Upwelling 35.3 2.72
S37 2.4e-5 Upwelling 50.5 3.90
S38 1.8e-5 Upwelling 83.6 6.45
S39 2.9e-5 Upwelling 39.0 3.01
S40 2.8e-5 Upwelling 35.4 2.73
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Figure C.1: Prevailing anaerobic/aerobic zones as distribution of Damko¨hler in-
dex. Only central part has been demonstrated in order to compare homogeneous
and heterogeneous case. The figures shows the cross-sections of (a) Y-Z section ;
(b) X-Z section ; and (c) plan view of homogeneous realization ; (d) Y-Z section;
(e) X-Z section; and (f) plan view of heterogeneous realization.
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