In this paper, we study the relaxation limit of the relaxing Cauchy problem for non-isentropic compressible Euler equations with damping in multi-dimensions. We prove that the velocity of the relaxing equations converges weakly to that of the relaxed equations, while other variables of the relaxing equations converges strongly to the corresponding variables of the relaxed equations. We show that as relaxation time approaches 0, there exists an initial layer for the illprepared data, the convergence of the velocity is strong outside the layer; while there is no initial layer for the well-prepared data, the convergence of the velocity is strong near t = 0.
Introduction
In this paper, we use p, u, S, ̺ to denote the pressure, velocity, entropy and density of ideal gases respectively with the equation of state ̺ = ̺(p, S) := where (p 0 (x, τ ), u 0 (x, τ ), S 0 (x, τ )) are small perturbations of (p, 0,S). In (1.1), (p, u, S, ̺) → (p, 0,S,̺) as |x| → +∞. τ is a small positive parameter representing the relaxation time, let τ ∈ (0, 1]. The density ̺ satisfies the equation ̺ t + u · ∇̺ + ̺∇ · u = 0 by (1.1), and ̺ 0 (x, τ ) = ̺(p 0 (x, τ ), S 0 (x, τ )) is small perturbation of̺ = ̺(p,S).
The equations (1.1) are derived from
t ′ +û · ∇p + γp∇ ·û = 0, u t ′ +û · ∇û + 1 ̺ ∇p + 1 τû = 0, S t ′ +û · ∇Ŝ = 0, (p,û,Ŝ)(x, 0) = (p 0 (x, τ ), u 0 (x, τ ), S 0 (x, τ )), (1.2) with the rescaling of variables: t = τ t ′ , u(x, t) =û τ (x, t ′ ), p(x, t) =p(x, t ′ ), ̺(x, t) =̺(x, t ′ ), S(x, t) =Ŝ(x, t ′ ), (1.3) then (p, u, S, ̺) satisfy the equations (1.1).
Let τ → 0 in the relaxing equations (1.1), we formally obtain the following relaxed equations S 0 (x, τ )), (1.4) where ̺ = ̺(p, S).
Due to its fundamental importance in both application and nonlinear PDE theory, the relaxation limit problems have been attracting much attention. We survey there some results closely related to this paper. ), where 0 < s ′ < s, B r is a ball with radius r. The results of [3] was extended in [24] to more general Sobolev space of fractional order. In [8] , (1.5) was studied in one dimension with BV large data away from vacuum, and it was proved in [8] that ̺ converges strongly to the solution of the heat equation in L 2 (R × [0, T ]) (global in space) by using the stream function. [26] ) and in the Chemin-Lerner space (see [25] ), the density of (1.6) converges strongly to the solution of the porous media equation.
Relaxation limit problem also appears in Euler-Poisson equations, see [15, 9, 10, 7] for weak solutions and [2, 23] for smooth solutions. It has been proved that the current density, which is the product of the electron density and electron velocity, converges weakly to that of the drift-diffusion model. If the initial data are well-prepared, the current density converges strongly to that of the drift-diffusion model (see [28] ). If the initial data are ill-prepared, the authors (see [16] ) proved the difference between the current density of 1D hydrodynamic model and that of the drift-diffusion model decays exponentially fast in the large time interval [0, 1 β log( 1 τ λ )] with λ ∈ (0, 1), β > 0. The key of the proof in [16] is that the solutions of the relaxing and relaxed equations converge to the corresponding stationary solutions exponentially fast while both stationary solutions are close to each other. As to the relaxation limit of weak solutions (see [4] ) and classical solutions (see [1, 27, 11] ) to non-isentropic Euler-Poisson equations, the current density converges weakly to that of the energy-transportation model or drift-diffusion model. However, there have been no rigorous analysis of the initial layer and strong convergence of the velocity for the ill-prepared data in the above mentioned papers. A main distinction of results in this paper is that we give results on the initial layer and strong convergence of the velocity. Our main concern is the non-isentropic flow (1.1), but our results are valid for the isentropic flow (1.6) and isothermal flow (1.5) (assuming no vacuum). We show that for the ill-prepared initial data, there exists an initial layer [0, t * ] for the velocity, where 0 < t * < Cτ 2−δ , δ > 0. Outside the initial layer, the velocity of the relaxing equations converge strongly to that of the relaxed equations. Only for the wellprepared initial data, there is no initial layer, the convergence of the velocity is strong near t = 0. The key of our analysis in this paper is uniform a priori estimates with respect to τ and pointwise decay of the quantity u + 1 ̺ ∇p. Also, the methods in this paper can be applied to the relaxation limit problems for Euler-Poisson equations and Euler-Maxwell equations.
The first result in this paper is the following convergence result: Theorem 1.1. Suppose that the initial data for the relaxing Cauchy prob-
is sufficiently small for some constantsp > 0 andS. Then for any finite T > 0, the problem (1.1)
for some function (p,S,̺,ũ) which is a weak solution to the relaxed equations (1.4) with the data ( lim
The main results concerned with the initial layer and strong convergence of the velocity are stated in the following Theorem: Theorem 1.2. Let (p, u, S, ̺) and (p,ũ,S,̺) be the solutions obtained in Theorem 1.1 in [0, T ] and K denotes any compact subset of R 3 . Then it holds that, for the ill-prepared data, i.e., lim
for the well-prepared data, i.e., lim That is, the convergence is not uniform near t = 0, since the initial layer develops for the ill-prepared data.
(ii) For any fixed t * ∈ (0, T ),
11) while (1.11) is equivalent to (1.9) due to the arbitrariness of t * .
(iii) If one replaces the initial data (p 0 (x, τ ), u 0 (x, τ ), S 0 (x, τ ), ̺ 0 (x, τ )) with (p 0 (x), u 0 (x), S 0 (x), ̺ 0 (x)) which are independent of τ , then for the well-prepared data, p 0 (x) ≡ const and u 0 (x) ≡ 0 (equilibrium states); while for the ill-prepared data, p 0 (x) = const or u 0 (x) = 0 (non-equilibrium states).
In the following, we give more comments on Theorem 1.1 and Theorem 1.2. If τ > 0 is fixed, the global existence of classical solutions to the equations (1.2) is proved in [21, 22, 29] . However, for the relaxation limit problem in this paper, τ > 0 is variant and approaches 0, so we need the uniform existence of the solutions and uniform regularities (1.7) which are different from [21, 22, 29] . The uniform a priori estimates with respect to τ produce the convergence results. To make sure that the solutions of the relaxed equations remain classical and the estimates related to the initial layer can be proceeded,
The uniform a priori estimates for the equations (1.1) imply the uniform regularities (1.7). Passing to the limit, we have the convergence results (1.8).
Let us give some comments and remarks on the initial layer as follows. The asymptotic expansions of the solutions to (1.1) give us some indication of the initial layer. We illustrate this as follows: if u 0 (x, τ ) = O(τ ), we assume that the initial data have asymptotic expansion
and solutions of the equations (1.1) have the asymptotic expansion
then the leading order profiles satisfy the equations 12) if the initial velocity is well-prepared, i.e., u
Note that in this case,
However, if the initial velocity is ill-prepared, i. e., u
, we may assume that the velocity has the asymptotic expansion The above arguments of (1.12) and (1.13) indicate the relationship between the existence of initial layer and a class of initial data on a formal level. We are not concerned with the asymptotic expansions in this paper (as to asymptotic expansion analysis in relaxation limit problem for Euler-Poisson equations, see [6, 20, 12] ; for Euler-Maxwell equations, see [17, 5] ) and only focus on rigorous analysis of the initial layer and relaxation limit of the relaxing equations (1.1).
The relaxation limit is a singular limit, since (p, − 1 ̺ ∇p, S, ̺) converge to (p,ũ,S,̺), instead of u →ũ. In order to measure the difference between u and − 1 ̺ ∇p, we introduce a quantity:
(1.14)
where k 1 > 0 is a constant defined in Section 2.
The pointwise decay of η outside the initial layer is the key to the strong convergence of the velocity. η satisfies the following transportation equations with damping and forcing 15) where τ · [forcing terms] is bounded uniform with respect to τ , the damping effect becomes stronger as τ decreases.
Also, η satisfies another equation:
Then the equations (1.15) and (1.16) produce the following estimates respectively:
Therefore, for the well-prepared data, lim
is no discrepancy between η(t)| t>0 and η| t=0 , and thus there is no initial layer, 
2 ), 2 ≤ µ 2 < 6. Finally, the main results of this paper can be extended to periodic domains. Due to the convenience of periodic boundary conditions, a priori estimates for T 3 are similar to those for R 3 , the results for T 3 are stated as follows:
Suppose that the initial data for (
and other similar conditions given in Theorem 1.1. Then for any finite T > 0, the problem (
for some function (p,S,̺,ũ) which is a weak solution to (1.4) with the data ( lim
For the ill-prepared data, there exists an initial layer for the velocity u, such that as τ → 0,
for the well-prepared data, as τ → 0,
The rest of this paper is organized as follows: In Section 2, we reformulate the equations into appropriate forms and derive the equations of η. In Section 3, we prove a priori estimates in [0, T ] for the relaxed equations. In Section 4, we prove the existence in [0, T ] of classical solutions to the relaxed equations. In Section 5, we prove uniform a priori estimates for the relaxing equations. In Section 6, we discuss the relaxation limit and initial layer of the relaxing equations. In Section 7, we extend the main results of this paper to periodic domains.
Preliminaries
In this section, we will reformulate the equations (1.1) into appropriate forms, define the energy quantities and derive the equations of the quantity η.
For the relaxing equations (1.1) together with their initial data (p 0 , u 0 , S 0 , ̺ 0 ) and constantsp,S,̺, we introduce the constants:
define the variables:
In order to have the solutions of the relaxing equations (1.1) in any finite time interval [0, T ] and obtain uniform a priori estimates, we reformulate the equations (1.1) into the following form:
where ̺ = ζ +̺ = ̺(ξ +p, φ +S) and ζ satisfies the equation
Let τ = 0 in the relaxing equations (2.1), we formally obtained the following relaxed equations, which are equivalent to the relaxed equations (1.4).
The global existence of classical solutions to IBVP (2.2) with boundary condition v · n| ∂Ω = 0 has been proved in [21] . However, in this paper, we prove the existence in any finite time interval [0, T ] of classical solutions to Cauchy problem (2.2) with small data in
. Note that the regularity index for R 3 is one order higher than that for periodic or bounded domains.
In order to prove the existence in any finite time interval [0, T ] of classical solutions to (2.2) via energy method, we define the following energy quantities:
Moreover, we can derive the evolution equations of v from (2.2), which is useful for proving a priori estimate for the L ∞ bound of F [v](t). Apply ∂ i to (2.2) 1 and then substitute ∂ i ξ for −k 1 ̺v i , we have
To prove the uniform regularities (1.7) is equivalent to prove the following uniform regularities:
In order to use the energy method to derive uniform a priori estimates with respect to τ , we define the following energy quantities:
To prove the convergence results (1.8) is equivalent to prove the following convergence results: as τ → 0,
where K denotes any compact subset of R 3 .
For the ill-prepared data, lim
η(t)| t≥t * = 0 for any small t * > 0. This discrepancy between η| t=0 and η(t)| t=t * makes the initial layer for the velocity generate.
In order to prove the strong convergence outside the initial layer, we need the pointwise decay of the quantity:
Differentiate (2.8) wit respect to t, we have
2 ∇ξ, then η satisfies the following transportation equation with damping and forcing:
where τ ·[forcing terms] is bounded uniform with respect to τ , (∇v) is a matrix, the damping effect for η becomes stronger as τ decreases.
The equation (2.9) produces the following estimate:
which produces the following estimate:
Based on the estimates (2.10) and (2.12), we have the strong convergence of v outside the initial layer.
In R 3 , we have Gagliado-Nirenberg type inequalities, which are useful in estimating the nonlinear terms.
where U is a vector or scalar function, ∂ = (∂ t , ∇).
In the sequent sections, we will use the following notations: X Y denotes the estimate X ≤ CY for some implied constant C > 0 which may different line by line. (·) k denotes a vector in R 3 , for instance, ω k = δ ijk ∂ i v j , where δ ijk is totally anti-symmetric tensor such that δ 123 = δ 231 = δ 312 = 1, δ 213 = δ 321 = δ 132 = −1, others are 0. 'R.H.S.' is the abbreviation for 'right hand side'.
A Priori Estimates for the Relaxed Equations
In this section, we derive a priori estimates in [0, T ] for the relaxed equations (2.2), where T > 0 is finite and independent of τ .
The following lemma concerns the estimates related to the density, the proof is omitted for its simplicity.
The following lemma states that F [ξ](t) and
To make calculations simpler, we calculate
The following lemma concerns the estimate for L ∞ bound of
Integrate (3.4) in R 3 and note that
Apply D α to (2.1), where 1 ≤ |α| ≤ 4, we get
Integrate (3.7) in R 3 and note that
When |α| = 4, we estimate the quantity
Apply D α to (2.1) 1 , where |α| = 4, we get
Plug (3.10) into the following integral, we get
Apply D α to k 1 ̺v + ∇ξ = 0, where |α| = 4, we get
Plug (3.12) into the following integral, we get
Plug (3.11) and (3.13) into (3.9), we get
After summing α, where 0 ≤ |α| ≤ 4, we have
Next, we estimate the part of F 1 [ξ](t) which contains the time derivatives. Apply D α ∂ t to (2.1), where 0 ≤ |α| ≤ 2, we get
(3.17)
Integrate (3.17) in R 3 and note that
(3.18)
When 0 ≤ |α| ≤ 1, it is easy to check that
When |α| = 2, we estimate the quantity
Apply D α ∂ t to (2.1) 1 , where |α| = 2, we get
Plug (3.20) into the following integral, we get
Apply D α ∂ t to k 1 ̺v + ∇ξ = 0, where |α| = 2, we get
Plug (3.22) into the following integral, we get
Plug (3.21) and (3.23) into (3.19), we get
After summing α, where 0 ≤ |α| ≤ 2, we have
(3.25)
By (3.15) + (3.25), we obtain
Thus, Lemma 3.3 is proved.
The following lemma concerns the estimate for
Lemma 3.4. For any given T ∈ (0, +∞), if
Proof. Firstly, we estimate the
, where 0 ≤ |α| ≤ 4, we get
When |α| = 4, we estimate each term of I 3 separately. Assume the positive constants Λ 0,α,1 , Λ 0,α,2 , Λ 0,α,3 , Λ 0,α,4 are so small that
The first term of I 3 :
The second term of I 3 :
The third term of I 3 :
The fourth term of I 3 :
The fifth term of I 3 : 
By (3.31) and (3.37), we have that when 0 ≤ |α| ≤ 4,
, where 0 ≤ |α| ≤ 2, we get The first term of I 4 :
The second term of I 4 :
The third term of I 4 :
The fourth term of I 4 :
The fifth term of I 4 : The sixth term of I 4 : 
By (3.42) and (3.49), we have that when 0 ≤ |α| ≤ 2,
Sum (3.38) + (3.50), we obtain (3.27). Thus, Lemma 3.4 is proved.
The structure of the equations (2.1) implies F X [ξ](t) can be estimates by F [v](t), as the following lemma stated:
Lemma 3.5. For any given T ∈ (0, +∞), if
there exists ε 2 > 0, which is independent of (ξ 0 , v 0 , φ 0 ), such that if 0 < ε ≪ min{1, ε 2 }, then for ∀t ∈ [0, T ],
51)
for some c 3 > 0.
Proof. Apply D α to ∇ξ = −k 1 ̺v, where 0 ≤ |α| ≤ 3, we get
(3.53) By (3.52) + (3.53), we have
. Thus, Lemma 3.5 is proved.
Remark 3.6. The proof of Lemma 3.5 indicates that under the small data assumption sup
for some sufficiently small ε, we have
The following lemma gives not only the L ∞ bounds of
also the bound of
Lemma 3.7. For any given T ∈ (0, +∞), there exists ε 3 > 0 which is independent of (ξ 0 , v 0 , φ 0 ), such that if
where ε ≪ min{1, ε 1 , ε 2 , ε 3 }, then for ∀t ∈ [0, T ],
Proof. In view of Lemmas 3.3, 3.4 and 3.5, we have a priori estimates as follows:
(3.56) By (3.56) 1 + (3.56) 2 , we get 
. Thus, Lemma 3.7 is proved.
The following lemma concerns the
Lemma 3.8. For any given T ∈ (0, +∞), if
When 0 ≤ |α| ≤ 4, it is easy to check I 5
2) 3 , where 0 ≤ |α| ≤ 2, we get
(3.67)
When 0 ≤ |α| ≤ 2, it is easy to check
Let β 3 = C 4 + C 5 , sum (3.65) and (3.68), we have
Since T ∈ (0, +∞) is finite, integrate (3.68) from 0 to t, when t ∈ [0, T ], we obtain the a priori estimate for F [φ](t). Lemma 3.9. For any given T ∈ (0, +∞), if for some C 7 > 0.
The following lemma concerns L ∞ bound ofF [ξ](t).
Lemma 3.10. For any given T ∈ (0, +∞), if
As Remark 3.6 sated, ∇ξ
for some C 8 > 0. Thus, Lemma 3.10 is proved.
Existence in [0, T ] of Classical Solutions to the Relaxed Equations
In this section, we prove the existence in [0, T ] of classical solutions to the relaxed equations (2.2) under small data assumption.
After eliminating v from (2.2), we have the following parabolic-hyperbolic equations:
where ̺ = ζ +̺ = ̺(ξ +p, φ +S).
The proof of the local existence of classical solutions to (4.1) is standard (using the linearization-iteration-convergence scheme), so we give a lemma on the local existence without proof here.
there exists a finite time T * > 0, such that Cauchy problem (4.1) admits a unique local classical solution (ξ, φ) satisfying
The above lemma implies the local existence of classical solutions to Cauchy
). Based on the a priori estimates for (ξ, v, φ, ζ), the solution of (2.2) can be extended from [0, T * ) to any finite time interval [0, T ].
There exists a sufficiently small number
Proof. In view of Lemmas 3.7, 3.8, 3.9, 3.10, we have the following a priori estimates: for any given T ∈ (0, +∞), if
where 0 < ε ≪ min{1, ε 1 , ε 2 , ε 3 }, then
Since ε is independent of ξ 0 (x, τ ) and φ 0 (x, τ ), there exists δ 1 > 0 such that if lim
Now, we can check a priori assumption F [ξ, v, φ, ζ](t) ≤ ε is satisfied, then the validity of the former a priori estimates is verified.
By Lemma 5.4, we have
which implies that for any given time T ∈ (0, +∞),
By Aubin-Lions' Lemma, we obtain 
Uniform A Priori Estimates for the Relaxing Equations
In this section, we derive unform a priori estimates for the relaxing Cauchy problem (2.1). In order to discuss the initial layer and strong convergence of the velocity, we need to estimate the higher order time derivatives. Note that the notation of small quantity ǫ used in the following is different from ε used before.
The following lemma states that E[ξ](t) and
The following lemma gives uniform a priori estimate for
Integrate (5.3) in R 3 and note that
, where 0 ≤ ℓ ≤ 2, 1 ≤ ℓ + |α| ≤ 4, then eliminate τ from both sides of the equations, we get
Plug (5.11) into the following integral, we get
(5.12) Plug (5.10) and (5.12) into (5.8), we get
(5.13)
After Summing ℓ and α, we have
By (5.4) + (5.15), we obtain
Thus, Lemma 5.2 is proved.
The structure of the equations (2.1) implies E X [ξ](t) can be estimates by E[v](t), as the following lemma stated:
there exists ǫ 2 > 0, which is independent of (ξ 0 , v 0 , φ 0 ), such that if 0 < ǫ ≪ min{1, ǫ 2 }, then for ∀t ∈ [0, T ], 
for some β 4 > 0 which is independent of τ .
Proof. In view of Lemmas 5.2 and 5.3, we have a priori estimates as follows:
Integrate (5.25) from 0 to t, we get
Thus, 28) where β 4 > 0 is independent of τ , since the initial data are sufficiently small. Thus, Lemma 5.4 is proved.
The following lemma concerns the uniform bound of E[φ](t). Here, the finiteness of T plays a key role in the proof. 29) for some β 5 > 0 which is independent of τ .
Integrate (5.32) in (0, t), where t ∈ [0, T ], we obtain the uniform a priori estimate for E[φ](t) which is independent of τ . Here, τ > 0 is variant, even τ approaches 0+. 
for some β 6 > 0 which is independent of τ .
Proof.
35) where β 6 > 0 is independent of τ , since the initial data are sufficiently small.
By now, we have obtained the L ∞ bound of E[ξ, τ v, φ, ζ](t), namely,
These bounds are independent of τ . Thus, as long as the initial data are sufficiently small, the a priori assumption sup
Initial Layer and Relaxation Limit of the Relaxing Equations
This section concerns the relaxation limit of the relaxing Cauchy problem (2.1) and the initial layer for the velocity. The following theorem states the relaxation limit of the relaxing Cauchy problem (2.1).
Theorem 6.1. Suppose that the initial data for the relaxing Cauchy problem
is sufficiently small. Then for any finite T > 0, the problem (2.1) admits a unique
for some function (ξ,ṽ,φ,ζ) which is a weak solution to the relaxed equations (2.2), where K is arbitrary compact subset of
Proof. In view of Lemmas 5.4, 5.5, 5.6, we have uniform regularities (6.1) under small data assumption, then the solution to (1.2), i.e., (p,û,Ŝ,̺)(x, t ′ ) = (ξ + p, k 1 τ v, φ +S, ζ +̺)(x, t) has uniform bounds with respect to τ :
By a priori estimate (6.3) and the local existence of (1.2) which is standard (see [14] ), we have the existence of classical solutions to (1.2) in the time interval [0, T /τ ], then the solutions of the relaxing equations (1.1) in [0, T ] can be constructed via the rescaling of variables (1.3).
The existence of the relaxing equations (1.1) in [0, T ] is uniform with respect to τ , due to the uniform regularities (1.7) and the fact that T is independent of τ . Thus, the uniform existence in [0, T ] and uniform regularities (1.7) for the relaxing Cauchy problem (1.1) are proved. By Aubin's Lemma (see [19] ):
where K is any compact subset of R 3 , then we have the convergence results as (6.2) stated.
In view of convergence results (6.2), let τ → 0, we have ξ →ξ, ∇ · ξ → ∇ ·ξ, v ⇀ṽ, then
Let τ → 0 in (6.6), we have
Let τ → 0 in (6.9), we have
Since K and test functions ϕ 1 , ϕ 2 , ϕ 3 are arbitrary, (6.5), (6.8), (6.10) and (6.11) imply (ξ,ṽ,φ,̺) is the weak solution of the relaxed equations (2.2) with initial data ( lim
As proved in Theorem 4.2, Cauchy problem for the relaxed equations (2.2) with small data ( lim 
. Thus, Theorem 6.1 is proved.
Besides the weak convergence result of the velocity, we have the strong convergence of the velocity outside the initial layer for the ill-prepared data and strong convergence of the velocity near t = 0 for the well-prepared data, as the following theorem stated. Proof. Apply D α to (2.9), where |α| ≤ 2, we have Then by Aubin's Lemma (see [19] ): While, for the initial data are well-prepared, i.e., η(x, 0) = O(τ ), it follows from (6.16) that Then by Aubin's Lemma (see [19] ):
we have η C([t * ,T ],C 0+µ 1 (T 3 )∩W 1,µ 2 (T 3 )) Cτ 2 . While, for the initial data are well-prepared, i.e., η(x, 0) = O(τ ), it follows from (7.7) that 
