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a b s t r a c t
We employ the sine transform-based preconditioner to precondition the shifted Toeplitz
matrix An − ρBn involved in the Lanczos method to compute the minimum eigenvalue
of the generalized symmetric Toeplitz eigenvalue problem Anx = λBnx, where An and
Bn are given matrices of suitable sizes. The sine transform-based preconditioner can
improve the spectral distribution of the shifted Toeplitz matrix and, hence, can speed
up the convergence rate of the preconditioned Lanczos method. The sine transform-
based preconditioner can be implemented efficiently by the fast transform algorithm.
A convergence analysis shows that the preconditioned Lanczos method converges
sufficiently fast, and numerical results show that this method is highly effective for a large
matrix.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Computing the extreme eigenvalues of a generalized eigenvalue problem is one of themost important topics in numerical
linear algebra, which often arises in many scientific and engineering problems, such as signal and image processing as well
as control theory. Iteration methods, like Lanczos method, are widely used for solving these kinds of problems (see [2,5,7,
10,18–20]), and the preconditioning strategy is often adopted to accelerate their converge rates (see [14,15]).
Some of these problems may have special structures such as Toeplitz, Hankle, or banded [4,16]. Using specific
preconditionerswhich utilize the advantages of these structuredmatrix pencils can considerably save computingworkloads
and accelerate convergence rate.
In this paper, we present a preconditioned Lanczos method for computing the extreme eigenvalues of the generalized
Toeplitz eigenvalue problem
Anx = λBnx,
where An, Bn are n × n symmetric Toeplitz matrices with Bn positive definite. This problem is also briefly called the pencil
problem for (An, Bn). This kind of problem arises from the estimation of sinusoidal signals in noise [6] etc.
The basic algorithm is an iteration on an approximate eigenpair. At each step we use the Rayleigh–Ritz projection on
a certain Krylov subspace generated by a preconditioned shifted Toeplitz matrix so that a new approximate eigenpair
can be produced. We use the optimal sine transform-based preconditioner to improve the spectral distribution of the
shifted Toeplitz matrix. Theoretical analysis and numerical experiments on this new method are presented and bounds
on asymptotic convergence rate are derived.
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The motivation of choosing sine transform-based preconditioner for the preconditioned Lanczos method is that the
shifted Toeplitz matrix is still a Toeplitz matrix, and the method involves only Toeplitz and sine transform matrix–vector
multiplications which can be computed efficiently by the fast transform algorithm. Moreover, the sine transform-based
preconditioner is determined by its first column which can save some cost.
Ng [17] proposed applying the preconditioned Lanczos method, using the sine transform-based preconditioner, to
compute the minimum eigenvalue of a symmetric positive definite Toeplitz matrix. In this paper, we extend his result from
the standard eigenvalue problem to general eigenvalue problems.
This paper is organized as follows. In Section 2, we briefly introduce the inverse-free Krylov subspace method for
generalized symmetric eigenvalue problems. In Section 3,we recall some results of approximating a givenmatrix bymatrices
that can be diagonalized by the discrete sine transformmatrix. In Section 4,weuse the optimal sine transformapproximation
to construct a preconditioner for the shifted Toeplitz matrix involved in the inverse-free Lanczos method and present the
algorithm. In Section 5, we show that if the symmetric Toeplitz pencil (An, Bn) is generated by 2pi-periodic even continuous
functions f and g with g positive, then the spectra of the preconditioned shiftedmatriceswill be clustered at 1, and it follows
that the preconditioned Lanczosmethodwill converge quadratically to theminimumeigenpair of the preconditioned pencil.
Finally, we use numerical results of Algorithm 2 to show the advantage of the preconditioned Lanczos method.
Throughout the paper, we use B  0 to denote that B is a symmetric positive definite matrix, diag(An) to denote the
diagonal matrix whose diagonal elements are equal to those of thematrix An. AlsoMatlab [13] notations are used wherever
necessary.
2. The basic inverse-free Krylov method
In this section, we present the basic algorithm for finding the smallest eigenvalue λ and a corresponding eigenvector x of
a pencil (A, B), where A and B are symmetric with B  0. As a result, we can easily find the largest eigenvalue by technically
modifying the method, or just considering the pencil (−A, B).
Given an initial approximation (ρ0, x0), we then improve it by minimizing the Rayleigh quotient
ρ(x) = x
TAx
xTBx
on a certain subspace. Noting that the gradient of ρ(x) at x0 is
r0 = ∇ρ(x0) = (A− ρ(x0)B)x0/xT0Bx0,
we can use the steepest descent method to choose a new approximate eigenvector x1 ∈ span{x0, r0} by minimizing
ρ(x0) on the space span{x0, r0}. This can be considered as the Rayleigh–Ritz projection method on the subspace K1 ≡
span{x0, (A − ρ0B)x0}. On the other hand, the inverse iteration constructs a new approximation by x1 = (A − ρ0B)−1Bx0.
If the inversion is computed by an inexact inverse iteration [9], then x1 is indeed chosen from a two-dimensional Krylov
subspace generated by A− ρ0B. In this case, x1 is extracted from the Krylov subspace by solving a linear system.
In general, we consider a natural extension of these two approaches, which finds a new approximate eigenvector x1 from
the Krylov subspace
Km = Km(A− ρ0B, x0) ≡ span{x0, (A− ρ0B)x0, . . . , (A− ρ0B)mx0}
(for some fixed integer m) by using the Rayleigh–Ritz projection method. The projection can be carried out by first
constructing a basis for Km and then forming and solving the projection problemwith respect to the pencil (A, B). Repeating
this process, we obtain the following iteration method, called the inverse-free Krylov subspace method for (A, B).
Algorithm 1 (Golub, Ye [8]). The Inverse-Free Krylov Subspace Method for (A, B).
Input an integerm ≥ 1 and an initial approximation x0 with ‖x0‖ = 1;
ρ0 = ρ(x0);
For k = 0, 1, 2, . . . until convergence,
Construct a basis Zm = [z0, z1, . . . , zm] for Km = span{xk, (A− ρkB)xk, . . . , (A− ρkB)mxk};
Form Am = ZTm(A− ρkB)Zm and Bm = ZTmBZm;
Find the smallest eigenpair (µ1, v1) for (Am, Bm);
ρk+1 := ρk + µ1 and xk+1 := Zmv1.
End
In the above algorithm, we apply the projection to the shifted pencil ((A − ρkB), B) and compute ρk+1 by updating
ρk accordingly. Theoretically, the process is equivalent to using the projection on (A, B) directly. The updating formula,
however, saves matrix–vector multiplications when we form Am by utilizing (A − ρkB)Zm, which needs to be computed in
the construction of Zm.
Here, we notice that there are many possible ways for constructing a basis Zm for Km, e.g., the orthonormal basis by the
Lanczos algorithm or the B-orthonormal basis by the Arnoldi algorithm. But it is evident that whatever method we choose
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to get the basis, the new approximate eigenpair (ρk+1, xk+1)will be theoretically the same and is defined independently of
the basis by
ρk+1 = x
T
k+1Axk+1
xTk+1Bxk+1
= min
06=u∈Km
uTAu
uTBu
. (1)
In Algorithm 1, we have assumed for convenience that dim(Km) = m + 1 so that a full basis {z0, z1, . . . , zm} can be
constructed. If dim(Km) = p+ 1 < m+ 1, we can only generate z0, z1, . . . , zp. Then the Rayleigh–Ritz projection is carried
out by simply replacing Zm by Zp = [z0, z1, . . . , zp], and (1) is still valid. Numerically, however, early termination at step
p of the inner iteration is not likely, and a full basis is usually constructed even when p < m in theory, but this causes no
problem as the larger space spanned by more vectors would yield a better approximation.
We notice that the convergence rate of this method is determined by the spectral distribution of the shifted matrix,
as opposed to that of B−1A in the Lanczos method as implied by the Kaniel-Paige–Saad theory; see [8] or Theorem 5.3
in Section 5. Therefore, in order to accelerate the convergence speed of Algorithm 1, we can use the sine transform to
precondition the shifted Toeplitz matrix A− ρB.
3. Sine transform approximation
An n-by-nmatrix Tn is said to be a Toeplitz matrix if it is of the form
Tn =

t0 t−1 · · · t2−n t1−n
t1 t0 t−1 t2−n
... t1 t0
. . .
...
tn−2
. . .
. . . t−1
tn−1 tn−2 · · · t1 t0
 . (2)
We assume that the entries tj in (2) are given by
tj = 1
pi
∫ pi
0
f (θ) cos(jθ)dθ, j = 0,±1,±2, . . . ,
where f (θ) is the generating function of the Toeplitz matrix Tn. Then the eigenvalues λj(Tn), j = 0, 1, . . . , n − 1, of the
Toeplitz matrix Tn are equally distributed as f (2pi j/n); see [11].
The equal distribution of the eigenvalues of the Toeplitz matrices indicates that the eigenvalues are not clustered in
general. Hence the Lanczosmethod converges slowlywhen it is applied to compute theminimumeigenpair of these Toeplitz
matrices.
In order to speed up the convergence of the Lanczosmethod, we construct a sine transform-based preconditioner for this
class of Toeplitz matrices.
The n-by-n discrete sine transform matrix Ψn = ([Ψn]ij) is defined by
[Ψn]ij =
√
2
n+ 1 sin
(
pi jk
n+ 1
)
, i ≤ j, k ≤ n.
We note that Ψn is symmetric and orthogonal, i.e., Ψn = Ψ Tn and ΨnΨ Tn = Ψ Tn Ψn = In, here In denotes the n-by-n identity
matrix.
For any n-dimensional vector v, the matrix–vector productΨnv can be done inO(n log n) real operations by the fast sine
transform (FST) [21,22].
Let S be a linear space over the field of real numbers containing all n-by-n matrices that can be diagonalized by the
discrete sine transform matrix Ψn, i.e.,
S = {ΨnΛnΨn | Λn is diagonal}.
Given an n-by-nmatrix An, we are interested in finding a matrix Sn ∈ Swhichminimizes {‖S−An‖F |S ∈ S}, where ‖•‖F
is the Frobenius norm. Theminimizer denoted by Sn is called the optimal sine transform approximation to An. The following
lemma gives some basic property of Sn.
Lemma 3.1 (Chan, Ng, and Wong [3]). Let An be an n-by-n symmetric matrix and Sn be the minimizer of {‖S − An‖F |S ∈ S}.
Then Sn is uniquely determined by An and is given by
Sn = Ψn∆nΨn, (3)
where∆n denotes the diagonal matrix whose diagonal entries are equal to those of the matrix ΨnAnΨn, i.e.,
diag(∆n) = diag(ΨnAnΨn). (4)
Furthermore, it holds that
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λmin(An) ≤ λmin(∆n) ≤ λmax(∆n) ≤ λmax(An). (5)
In particular, if An is positive definite, the Sn is positive definite, too.
We note that forming Sn by computing all the diagonal entries of ΨnAnΨn as in (4) requires O(n2 log n) operations. [3]
gave another approach for constructing Sn, which reduces the cost to O(n2) operations. Before describing how the matrix
Sn is formed, we let Ui, i = 1, . . . , n, be the n-by-nmatrices with the (j, k)th entry being given by
[Ui]jk =

1, if |j− k| = i− 1,
−1, if j+ k = i− 2,
−1, if j+ k = 2n− i+ 3,
0, otherwise.
It is evident that Ui is a sparse matrix with at most 2n nonzero entries. We further define
r = (1Tn(U1 ◦ An)1n, 1Tn(U2 ◦ An)1n, . . . , 1Tn(Un ◦ An)1n)T, (6)
where 1n = [1, 1, . . . , 1]T is an n-dimensional vector and ◦ is the Hadamard product symbol. Now, we can give an explicit
formula for computing the entries of the minimizer Sn.
Lemma 3.2 (Chan, Ng, andWong [3]). Let An = [ajk] be an n-by-n symmetric matrix and Sn be theminimizer of {‖Sn−An‖F |S ∈
S}. Denote the first column of Sn by s. If ro and re are, respectively, the sums of the odd and the even index entries of r where the
vector r is given in (6), then we have
[s]1 = 12(n+ 1) (2[r]1 − [r]3), [s]i =
1
2(n+ 1) ([r]i − [r]i+2), i = 2, . . . , n− 2.
In particular
[s]1 = 12(n+ 1) (ro + [r]n−1), [s]i =
1
2(n+ 1) (2re + [r]n)
if n is even, and
[s]1 = 12(n+ 1) (re + [r]n−1), [s]i =
1
2(n+ 1) (2ro + [r]n)
if n is odd.
If An has no special structure, then the vector r can be computed in O(n2) operations as Ui is sparse with only O(n)
nonzero entries. Therefore, Sn can be computed in O(n2) operations. However, if An is a Toeplitz matrix, then the cost can
be reduced toO(n) operations. In particular, if [t0, t1, . . . , tn−1]T is the first column of an n-by-n symmetric Toeplitz matrix,
then the first column of the corresponding optimal sine transform-based preconditioner Sn is given by
sk =

t0 −
(
n− 2
n+ 1
)
t2, for k = 1,
t1 −
(
n− 3
n+ 1
)
t3, for k = 2,(
n− k+ 3
n+ 1
)
tk−1 −
(
n− k− 1
n+ 1
)
tk+1, for k = 3, 4, . . . , n− 2,(
4
n+ 1
)
tn−2, for k = n− 1,(
3
n+ 1
)
tn−1, for k = n.
Let D denote the diagonal matrix whose diagonal entries are equal to the first column of Ψn (i.e., Ψne1 = D1n). Then
it is easy to prove D−1ΨnSne1 = ∆n1n; see [3]. Hence, Sn is determined by its first column and ∆n can be constructed in
O(n log n) flops.
4. The optimal sine transform-based Lanczos algorithm
Now, we can present the optimal sine transform-based Lanczos method.
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Algorithm 2. The Preconditioned Lanczos Method for (An, Bn)
1 Input an integerm ≥ 1 and an initial approximation x0 with ‖x0‖ = 1
ρ
(0)
n = xT0Ax0/xT0Bx0;
For k = 0, 1, 2, . . . until convergence.
Construct S(k)n = Ψn(∆An − ρ(k)n ∆Bn)Ψn = Q (k)n Q (k)Tn .
5 ComputeW (k)n = Q (k)−1n (An − ρ(k)n Bn)Q (k)−Tn and Bˆn = Q (k)−1n BnQ (k)−Tn .
Construct the Krylov subspace basis Zm = [z0, z1, . . . , zm] for Km(W (k)n ,Q (k)Tn xk).
FormWm = ZTmW (k)n Zm, Bm = ZTmBˆnZm.
Find the smallest eigenpair (µ1, v1) for (Wm, Bm)
Let (µ1, yk) be the smallest Ritz pair for (W
(k)
n , Bˆn) and set yk = Zmv1.
10 ρ
(k+1)
n = (xTk+1Anxk+1)/(xTk+1Bnxk+1) = ρ(k)n + µ1, xk+1 = Q (k)−Tn yk = Q (k)−Tn Zmv1
End.
In Algorithm 2, we may consider a basis Zm that is orthogonal under a certain inner product. Such a basis of the Krylov
subspace for W (k)n is typically constructed through an iterative method, which is called the inner iteration. The original
iteration of Algorithm 2 is then called the outer iteration.
The outer loop of the method updates a certain preconditioned shifted matrix and the inner loop applied the Lanczos
method to the preconditioned shifted matrixW (k)n . We compute the smallest Ritz value and the corresponding Ritz vector
of (W (k)n , Bˆm) and then transform it back to get xk+1, an approximate eigenvector of (An, Bn). The Rayleigh quotient ρk+1 of
xk+1 is an approximate eigenvalue of (An, Bn).
In order to use the FST algorithm, S(k)n does not need to be computed explicitly. The total cost of the process isO(nm log(n))
operations.
As we know, the number of inner iterations m is also important to the whole algorithm. Theoretically, as m increases,
the number of the outer iterations decreases rapidly. But, in inexact calculation, if the preconditioner is good enough, the
dimension of the Krylov subspace is not very large, and a small m could also lead to a quick convergence, which saves cost
in the inner iterations.
In the following, we present a special case in whichm = 1.
Algorithm 3. The Preconditioned Lanczos Method for (An, Bn) whenm = 1
1 Input an initial approximation x0 with ‖x0‖ = 1;
ρ
(0)
n = xT0Ax0/xT0Bx0;
For k = 0, 1, 2, . . . until convergence.
Construct S(k)n = Ψn(∆An − ρ(k)n ∆Bn)Ψn = Q (k)n Q (k)Tn .
5 SetW (k)n = Q (k)−1n (An − ρ(k)n Bn)Q (k)−Tn and Bˆn = Q (k)−1n BnQ (k)−Tn .
Setw0 = Q (k)Tn xk, z0 = w0/‖w0‖.
w1 = W (k)n z0, α1 = (w1, z0)
w1 = w1 − α1z0, β2 = ‖w1‖
z1 = w1/β2
10 w2 = W (k)n z1 − β2z0, α2 = (w2, z1)
SetW1 = ( α1 β2β2 α2 ) and B1 = ZT1 BˆnZ1.
The smallest eigenpair (µ1, v1) for (W1, B1) can be easily got by solving a monadic quadratic equation.
Let (µ1, yk) be the smallest Ritz pair for (W
(k)
n , Bˆn), yk = Z1v1.
15 ρ
(k+1)
n = (xTk+1Anxk+1)/(xTk+1Bnxk+1) = ρ(k)n + µ1, xk+1 = Q (k)−Tn Z1v1
End.
Algorithm 3 is a transmutation of Algorithm 2 under the condition that m = 1. Under this circumstance, we can easily
give the presentation of the Krylov subspace basis.
In lines 6–9, we construct the orthonormal basis Z1 = (z0, z1) for the Krylov subspace K1 = span{w0,W (k)n w0}. In line
12, we give the form of W1 and B1. It is easy to get the minimum eigenvalue of (W1, B1) by solving a monadic quadratic
equation.
We can see from numerical results that Algorithm 3 converges sufficiently fast and costs less computing time.
5. Convergence analysis
We first prove the following lemma, which is essential for proving the convergence of the preconditioned Lanczos
method.
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Lemma 5.1. Let {An} be a sequence of n-by-n symmetric matrices and let ∆An = diag(ΨnAnΨn), {Bn} be a sequence of n-by-n
symmetric positive definite matrices, and∆Bn = ΨnBnΨn. If
λmin(An, Bn) ≤ ρ(0)n < α/β,
where α = [∆An ]kk and β = [∆Bn ]kk satisfy α − ρ(0)n β ≤ [∆An ]jj − ρ(0)n [∆Bn ]jj, j = 1, . . . , n, and the preconditioners S(k)n are
constructed by
S(k)n = Ψn∆AnΨn − ρ(k)n Ψn∆BnΨn, k ≥ 0,
with ρ(0)n being the starting value and S
(k)
n being generated by Algorithm 2, then the matrix S
(k)
n is symmetric positive definite for
all k ≥ 0. Moreover, if infn |α − ρ(0)n β| ≥ δ > 0, with δ a constant independent of n, then ‖S(k)−1n ‖2 is uniformly bounded for
all n and k.
Proof. S(k)n can be written as Ψn(∆An − ρ(k)n ∆Bn)Ψn, where∆An − ρ(k)n ∆Bn is a diagonal matrix. Obviously, S(k)Tn = S(k)n .
For k = 0, by using (4) and ρ(0)n < min (∆An )jj(∆Bn )jj , where (∆Bn)jj = e
T
j ΨnBnΨnej > 0, we get S
(0)
n > 0.
For k > 0, note from Algorithm 2 that
ρ(k+1)n =
xTk+1Anxk+1
xTk+1Bnxk+1
= x
T
k+1(An − ρ(k)n Bn)xk+1
xTk+1Bnxk+1
+ ρ(k)n =
yTkW
(k)
n yk
yTk Bˆnyk
+ ρ(k)n = µ1 + ρ(k)n ,
where (µ1, yk) is the smallest Ritz pair for (W
(k)
n , Bˆn).
Since Bn  0, Bˆn = Q (k)−1n BnQ (k)−Tn is also a symmetric positive definite matrix. So, by letting Bˆn = LLT, we see that µ1 is
the smallest eigenvalue of L−1W (k)n L−T .
Let σ1 be the smallest eigenvalue ofW
(k)
n . Then from Algorithm 2 we can getWm = ZTmW (k)n Zm. So
[W (k)n ]11 = zT1Wkz1 =
1
‖Q (k)Tn xk‖2
(Q (k)Tn xk)
TW (k)n (Q
(k)T
n xk)
= 1‖Q (k)Tn xk‖2
xTk(An − ρ(k)n Bn)xk = 0.
We can get σ1 ≤ 0 by using the Cauchy interlace theorem. By using the congruence property of the transformation the
above result leads to µ1 ≤ 0. Hence {ρ(k)n } is a nonincreasing sequence. This shows that S(k)n  0.
Next, we estimate the bound for ‖S(k)−1n ‖2.
‖S(k)−1n ‖2 = ‖(Ψn(∆An − ρ(k)n ∆Bn)Ψn)−1‖2
= ‖Ψn((∆An − ρ(k)n ∆Bn))−1Ψn‖2
= 1
inf
n
|α − ρ(k)n β|
≤ 1
inf
n
|α − ρ(0)n β|
.
If infn |α − ρ(0)n β| ≥ δ > 0 and δ is independent of n, then ‖S(k)−1n ‖2 ≤ 1δ . 
Since λmin(An, Bn) = minx∈Rn xT AxxT Bx , we easily see that λmin(An, Bn) ≤ α/β . If λmin(An, Bn) = α/β , then it is already done.
Otherwise, λmin(An, Bn) < α/β and there must exist some x0 that can satisfy the assumption in Lemma 5.1.
We note from Algorithm 2 that the Cholesky factorization for the preconditioner S(k)n is needed, i.e., S
(k)
n = Q (k)n Q (k)Tn .
In our case, since S(k)n is proved to be symmetric positive definite and can be diagonalized by the discrete sine transform
matrix Ψn, the matrix Q
(k)
n is given by
Q (k)n = Ψn(∆An − ρ(k)n ∆Bn)1/2.
Note that there are no extra computations for obtaining the Cholesky factor.
We can further show that the spectra of the preconditioned Toeplitz matrix W (k)n = Q (k)−1n (An − ρ(k)n Bn)Q (k)−Tn are
clustered at 1 at the end of the preconditioned Lanczos iteration.
Theorem 5.2. Let f be a continuous function defined on [0, pi] and {An} be a sequence of Toeplitz matrices generated by
f ; let g be a positive continuous function defined on [0, pi] and {Bn} be a sequence of Toeplitz matrices generated by g. If
infn |α − ρ(0)n β| ≥ δ > 0, where δ is a constant independent of n, then for any given  > 0, there exist positive integers
N1 and N2 such that for all n ≥ N1 and k ≥ 0, at most N2 eigenvalues of the matrix W (k)n = Q (k)−1n (An−ρ(k)n Bn)Q (k)−Tn lie outside
the interval (1− , 1+ ).
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Proof. By using the matrix decomposition S(k)n = Q (k)n Q (k)Tn , we note that the matrix
W (k)n = Q (k)−1n (An − ρ(k)n Bn)Q (k)−Tn
is similar to the matrix
Q (k)−Tn W
(k)
n Q
(k)T
n = S(k)−1n (An − ρ(k)n Bn),
which is equal to In + S(k)−1n [(An − ρ(k)n Bn)− S(k)n ].
Since An and Bn are Toeplitz matrices, it is easy to see that Cn = (An − ρ(k)n Bn) is also a Toeplitz matrix.
∆An − ρ(k)n ∆Bn = diag(ΨnAnΨn)− ρ(k)n diag(ΨnBnΨn)
= diag(ΨnAnΨn − ρ(k)n ΨnBnΨn)
= diag[Ψn(An − ρ(k)n Bn)Ψn].
From Lemma 6 in Chan [3] we know that for all  > 0 there exist two positive integers N1, N2 such that for ∀n > N1
and k ≥ 0, at most N2 eigenvalues of [An − ρ(k)n Bn − S(k)n ] have absolute values large than . In addition, from Lemma 5.1,
‖S(k)−1n ‖2 is uniformly bounded, which leads to the result that the spectra of S(k)−1n (An − ρ(k)n Bn) are clustered at 1.
We remark that the spectra of S(k)−1n (An − ρ(k)n Bn) andW (k)n are equal and it is clear that the spectra ofW (k)n are clustered
at 1. 
The following theorem (see [8], Theorem 3.4) gives the convergence rate for the smallest eigenvalue in the Lanczos
method for (A, B) in the exact arithmetic.
Theorem 5.3 (Golub, Ye [8]). Let λ1 < λ2 ≤ · · · ≤ λn be the eigenvalues of (A, B) and (ρk+1, xk+1) be the approximate eigenpair
obtained by the inverse-free Krylov subspace method from (ρk, xk). Let σ1 < σ2 ≤ · · · ≤ σn be the eigenvalues of A− ρkB and
u1 be a unit eigenvector corresponding to σ1. Assume λ1 < ρk < λ2. Then
ρk+1 − λ1 ≤ (ρk − λ1)2m + 2(ρk − λ1)3/2m
(‖B‖
σ2
)1/2
+ δk,
where
0 ≤ δk ≡ ρk − λ1 + σ1uT1Bu1
= O((ρk − λ1)2)
and
m = min
p∈Pm,p(σ1)=1
max
i6=1
|p(σi)|
with Pm the set of all polynomials of degree not greater than m.
According to Theorem 5.3, the convergence rate for the smallest eigenvalue depends on m, which can be bounded in
terms of σi as
m ≤ 2
(
1−√ψ
1+√ψ
)m
with ψ = σ2 − σ1
σn − σ1 .
Then the convergence speed depends on the eigenvalue distribution of An − ρ(k)n Bn, not those of (An, Bn) as in the Lanczos
method. This difference gives us a goodopportunity to accelerate the convergence by equivalent transformations that change
the spectra of An − ρ(k)n Bn without changing the spectra of (An, Bn).
By using Theorem5.3, we can select a polynomial that annihilates the (N2−1) extreme eigenvalues of the preconditioned
Toeplitz matrix and is large at σ1 in comparison with its value at the remaining clustered eigenvalues between 1 −  and
1+ . So ψ = σ2−σ1
σn−σ1 ≈ 1, and the preconditioned method converges to the minimum eigenvalue of (An, Bn) quadratically.
This is precisely summarized in the following corollary.
Corollary 5.4. Let f be a continuous function defined on [0, pi] and {An} be a sequence of Toeplitz matrices generated by
f ; let g be a positive continuous function defined on [0, pi] and {Bn} be a sequence of Toeplitz matrices generated by g. If
infn |α − ρ(0)n β| ≥ δ > 0, where δ is a constant independent of n, then for any given  > 0, there exist positive integers
N1 and N2 such that for all n ≥ N1 and k ≥ 0 we have
ρk+1 − λ1 ≤ O((ρk − λ1)2)+ 4(ρk − λ1)
(
1−√ψ
1+√ψ
)2m
+ 4(ρk − λ1)3/2
(
1−√ψ
1+√ψ
)m ( ‖B‖
1+ 
)1/2
, (7)
where ψ = 1−σ1−1−σ1+ .
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Fig. 1. The convergence behavior of IPL (solid), PIK (dashed) and standard Lanczos method (dotted) for Example 6.1.
According to Corollary 5.4, ψ ≈ 1 where |σ1| is much larger than . Therefore, the last two terms on the right-hand side
of the inequality (7) approximate to 0 and, hence,
ρk+1 − λ1 . O(ρk − λ1)2.
The cost at each step of the preconditioned Lanczos iteration is about 8n operations plus computing Q (k)−1n (An −
ρ
(k)
n Bn)Q
(k)−T
n v for a vector v. The matrix–vector multiplications Q
(k)−1
n v and Q
(k)−T
n v can be done in O(n log n) operations
by using FST [21,22].
6. Numerical results
We perform the new inverse-free preconditioned Lanczos method (IPL) for generalized Toeplitz eigenvalue problems
by using optimal sine transform-based [1] preconditioner for computing the minimum eigenvalue of a symmetric positive
definite Toeplitz matrix pencil, and also compare the numerical behavior of the IPL with the standard Lanczos method for
Toeplitz matrix pencil and the preconditioned inverse-free Krylov subspace method (PIK) derived by Golub and Ye [8].
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Fig. 2. The convergence behavior of IPL (solid), PIK (dashed) and standard Lanczos method (dotted) for Example 6.2.
We ran numerical tests on an Intel Pentium IV 2.4 GHz with memory 512MB and the machine precision eps =
2.2204 × 10−16 by using Matlab 7.0.4 on a Window XP-based system. In all examples, we have used the same randomly
generated starting vector.
Example 6.1. The matrix pencil (An, Bn)is defined as follows. An is derived by the even function θ2 defined on [0, pi], and
the symmetric positive definite Toeplitz matrix Bn = ([Bn]jk) is given by
[Bn]jk = bj−k =

1+ pi
4
5
, for j = k,
(−1)|j−k|
(
4pi2
|j− k|2 −
24
|j− k|4
)
, for j 6= k,
which is derived by the even function θ4 + 1 defined on [−pi, pi]. In the tests, the required residual tolerance is taken to be
1× 10−11.
We should mention that there exists an initial x0 such that ρ
(0)
n ≤ αβ , which satisfies the condition in Lemma 5.1.
Example 6.2. The matrix pencil (An, Bn) is defined as follows. An is derived by the even function θ2− 1 defined on [−pi, pi],
and Bn = ([Bn]jk) is the Kac–Murdock–Szegö (KMS) matrix given by
[Bn]jk = bj−k = η|j−k|, 0 < η < 1
which is derived by the positive continuous function
f (θ) = 1− η
2
1− 2η cos θ + η2
defined on [0, pi], see [11,12]. In the test, the required residual tolerance is taken to be 1× 10−11.
Remark 6.3. Here we should notice the selection of m is important to both IPL and PIK. As m increases, the number of the
outer iterations decreases rapidly, but, the calculation cost increases. So we are interested in the balance point between
convergence rate and calculation cost. In both algorithms, if m is not given, we first select m = 2, and let it change during
the iteration based on the current convergence rate. The upper bound ofm is min(n− 1, 128).
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Fig. 3. The convergence behavior of IPL (m = 1) (solid) and PIK (dotted) for Example 6.4.
Figs. 1 and 2 and Table 1 show the convergence behavior of the IPL, the PIK and the standard Lanczos method. We see
from these figures that the standard Lanczos method converges very slowly, and it even cannot reach the given precision
for many cases, see Table 1. The numbers of the outer iterations required for the IPL and the PIK are significantly less than
those required for the standard Lanczos method. Moreover, the relative error of the IPL method is much less than that of
the standard Lanczos method. Therefore, the optimal sine transform-based preconditioner can remarkably speed up the
convergence rate of the Lanczos method.
Comparing the IPL method with the PIK method from Figs. 1 and 2 we can see that the former converges fast than the
latter for large matrices. It then follows that the IPL method using FST costs much less matrix–vector multiplications than
the PIK method.
Example 6.4. We consider the matrix pencil problem in Example 6.1 with two conditions, m = 1 and m selected
automatically by the condition of the problem in the algorithm. The required residual tolerance is taken to be 1 × 10−11,
and the initial vectors are the same as in Example 6.1.
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Table 1
Contrast between IPL, PIK and IPL (m = 1) for the Problem in Example 6.1
n IPL PIK IPL (m = 1)
Iter Cpu Iter Cpu Iter Cpu
127 51 2.09 91 2.2 43 1.84
255 106 6.56 132 13.31 106 6.43
511 78 33.13 153 99.44 79 32.96
1023 103 385.2 110 310.4
From Fig. 3, we can see that the convergence behavior of IPL (m = 1) is nearly as good as PIK. The m in PIK is chosen as
we said in Remark 6.3 which ensures thatm is not very big but has a good convergence rate. This shows that a smallm can
give a very good convergence rate and inexpensive calculation cost.
All the examples show that the sine transform-based preconditioner is a good preconditioner for the generalized
symmetric Toeplitz eigenvalue problem.
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