We solve the Fu-Yau equation for arbitrary dimension and arbitrary slope α ′ . Actually we obtain at the same time a solution of the open case α ′ > 0, an improved solution of the known case α ′ < 0, and solutions for a family of Hessian equations which includes the Fu-Yau equation as a special case. The method is based on the introduction of a more stringent ellipticity condition than the usual Γ k admissible cone condition, and which can be shown to be preserved by precise estimates with scale.
Introduction
The main goal of this paper is to solve the following non-linear partial differential equation proposed in 2008 by J.X. Fu and S.T. Yau [10] , i∂∂(e uω − α ′ e −u ρ) ∧ω n−2 + α ′ i∂∂u ∧ i∂∂u ∧ω n−2 + µω n = 0.
(1.1)
Here the unknown is a scalar function u on a compact n-dimensional Kähler manifold (X,ω), and the given data is a real (1, 1) form ρ, a function µ, and a number α ′ ∈ R called the slope. A key innovation in the solution is the introduction of an ellipticity condition which is more restrictive than the usual cone conditions for fully non-linear second order partial differential equations, but which can be shown to be preserved by the continuity method using some precise estimates with scale. This innovation may be useful for other equations as well, and we shall illustrate this by using it to solve a whole family of Hessian equations in which the equation (1.1) fits as only the simplest example.
The equation (1.1) is a generalization of an equation in complex dimension 2, which was shown in [10] to arise from the Hull-Strominger system [17, 18, 27] . The Hull-Strominger system is an extension of a proposal of Candelas, Horowitz, Strominger, and Witten [5] for supersymmetric compactifications of the heterotic string. It poses new geometric difficulties as it involves quadratic expressions in the curvature tensor, but it can potentially lead to a new notion of canonical metric in non-Kähler geometry. From our point of view, the equation (1.1) is of particular interest as a model equation for an eventual extension of the classical theory of Monge-Ampère equations of Yau [32] and Hessian equations of Caffarelli, Nirenberg, and Spruck [4] , to more general equations mixing the unknown, its gradient, and several Hessians.
When the dimension of X is n = 2, the equation (1.1) was solved by Fu and Yau in two separate papers, [10] for the case when α ′ > 0, and [11] for the case when α ′ < 0 (when α ′ = 0, the equation poses no difficulty as it reduces essentially to the Laplacian). As we shall discuss below, in the approach of [10, 11] , the required estimates in the two cases α ′ > 0 and α ′ < 0 are quite different. In an earlier paper [21] , we had solved the equation (1.1) for general dimension n when α ′ < 0. However, the case α ′ > 0 for general dimension n remained open, as a key lower bound for the Hessian could not be established [19] . In this paper, we shall simultaneously solve the open case α ′ > 0 for general dimension n, improve on the solution found in [21] for the case α ′ < 0, and do it actually for more general equations where the factor (i∂∂u) 2 in (1.1) is replaced by higher powers of i∂∂u.
More precisely, let (X,ω), ρ, µ, α ′ be as above. For each fixed integer k, 1 ≤ k ≤ n − 1 and each real number γ > 0, we consider the equation
Clearly, when k = 1 and γ = 2, this equation reduces to the Fu-Yau equation (1.1). We shall refer to (1.2) as Fu-Yau Hessian equations. Our main result is then the following:
Theorem 1 Let α ′ ∈ R, ρ ∈ Ω 1,1 (X, R), and µ : X → R be a smooth function such that X µω n = 0. Define the set Υ k by
3)
where 0 < δ, τ ≪ 1 are explicit fixed constants depending only on (X,ω), α ′ , ρ, µ, n, k, γ, whose expressions are given in (2.6, 2.7) below. Then there exists M 0 ≫ 1 depending on (X,ω), α ′ , n, k, γ, µ and ρ, such that for each M ≥ M 0 , there exists a unique smooth function u ∈ Υ k with normalization X e uωn = M solving the Fu-Yau Hessian equation (1.2).
We outline now the key differences between the earlier approaches and the approach of the present paper.
The earlier approaches [10, 11, 19, 20] were based on rewriting the equation (1.1) aŝ
where ν is a linear combination of known functions, u and ∇u, ω ′ is defined by ω ′ = e uω + α ′ e −u ρ + 2nα ′ i∂∂u, andσ k (ω ′ ) is the k-th symmetric function of the eigenvalues of ω ′ with respect toω. We look then for solutions u satisfying the condition ω ′ ∈ Γ 2 , where Γ 2 is defined by the conditionsσ 1 (ω ′ ) > 0 andσ 2 (ω ′ ) > 0. The left hand side is then > 0. When α ′ > 0, this implies immediately an upper bound on |∇u|. However, the difficulty is then to derive a positive lower bound forσ 2 (ω ′ ), and the arguments of [10] worked only when n = 2. On the other hand, when α ′ < 0, such a lower bound turns out to hold because there is no cancellation in the expression e 2u − 4α ′ e u |∇u| 2 . The estimate for |∇u| and |σ 2 (ω ′ )| can then be obtained respectively by applying the techniques of DinewKolodziej [8] , and Chou-X.J. Wang [6] , Hou-Ma-Wu [16] , Guan [14] , and the authors [22] .
The approach in the present paper relies instead on a different strategy.
First, the equation (1.1) corresponds to the case k = 1, γ = 2 of the Fu-Yau Hessian equations. As stated in Theorem 1, we look for solutions u ∈ Υ 1 , which is a more stringent condition than ω ′ ∈ Γ 2 . The set Υ 1 and its condition e −u |α ′ i∂∂u|ω < τ are inspired by the condition |α ′ Rm(ω)| << 1 in [21, 22] which guarantees the parabolicity of the geometric flows introduced in these papers 1 . In the method of continuity, the given equation (1.1) is realized as the end point of a family of equations for each t ∈ [0, 1]. The condition u ∈ Υ 1 implies that the diffusion operator F pq ∇ p ∇q governing the evolution of |Du| 2 and |α ′ i∂∂u| 2 is a controllable perturbation of the Laplacian ∆ = g pq ∇ p ∇q. The main problem is then to show that, if u ∈ Υ 1 at time t = 0, it will stay in Υ 1 at all times. This is accomplished by establishing a priori estimates, which we shall refer to as "estimates with scale", which are more precise and delicate than the usual ones. Indeed, a priori estimates for |u|, |Du|, and |α ′ i∂∂u| are usually required only to be independent of z ∈ X and t ∈ [0, 1]. In the present situation, the normalization as given in Theorem 1
sets effectively a scale M, and the estimates with scale that we need are estimates for |u|, |Du|, and |α ′ i∂∂u| in terms of some specific powers of M. An example of such an estimate is the C 0 estimate stated in Theorem 3 below, C −1 M ≤ e u ≤ C M, which is a version in the present context of similar C 0 estimates established earlier in [10, 11, 20] . The hardest part of the paper resides in the proof of similar estimates with scale for |Du| and |i∂∂u|, as stated in Theorems 4 and 5. Neither the set Υ 1 nor the estimates with scale depend on the sign of α ′ , which is why both cases α ′ > 0 and α ′ < 0 can be treated simultaneously. Furthermore we obtain a solution u ∈ Υ 1 , which is better than a solution in Γ 2 . A vital clue that a strategy based on Υ 1 and estimates with scale could work was provided by the authors' earlier alternative proof [21, 22] by flow methods of the Fu-Yau theorem [10, 11] in dimension n = 2.
The power of the new method is even more evident when it comes to the general Fu-Yau Hessian equation (1.2). For k ≥ 2, it is no longer possible to express the equation (1.2) in terms of a single Hessianσ k+1 (ω ′ ) for some (1, 1)-form ω ′ as in (1.4). Rather, the equation leads to a combination of several Hessians, which makes it non-concave, and prevents a derivation of C 2 and C 2,α estimates by standard techniques of concave PDE's. On the other hand, the method of an ellipticity condition Υ k preserved by estimates with scale works seamlessly in all cases of 1 ≤ k ≤ n − 1. In fact the C 3 estimates that we obtain appear to be the first C 3 estimates established in the literature for any general class of Hessian equations besides the Laplacian and the Monge-Ampère equations.
Proof of Theorem 1: A Priori Estimates
In our study of (1.2), we will assume that Vol(X,ω) = 1, which can be acheived by scalingω → λω, α
2) reduces to the Laplace equation when α ′ = 0, we assume from now on that α ′ = 0. We will use the notation
For each fixed k ∈ {1, 2, 3, . . . , n − 1} and a real number γ > 0, the Fu-Yau Hessian equation (1.2) can be rewritten as
We note that we adjusted our conventions compared to the introduction by redefining µ, ρ, and α ′ up to a constant. From this point on, we only work with the present conventions (2.2). The standard Fu-Yau equation can be recovered by letting k = 1, γ = 2. We remark that this equation is already of interest in the case when ρ ≡ 0, in which case the term
We can also write L ρ as
where a jk is a Hermitian section of (
i is a section of (T 1,0 X) * , and c is a real function. All these coefficients are characterized by the following equations
for an arbitrary function f , and can be expressed explicitly in terms of ρ andω if desired. We will use the constant Λ depending on ρ defined by
We will look for solutions in the region 6) where 0 < δ ≪ 1 is a fixed small constant depending only on (X,ω), α ′ , ρ, µ, k, n, γ. More precisely, it suffices for δ to satisfy the inequality δ ≤ min 1, 2
where
(2.8)
Here C X is the maximum of the constants appearing in the Poincaré inequality and Sobolev inequality on (X,ω). The proof of Theorem 1 is based on the following a priori estimates:
where C > 1 only depends on (X,ω), α ′ , k, γ, n, ρ, and µ.
Assuming Theorem 2, we can prove Theorem 1. Both the existence and uniqueness statements will be proved by the continuity method. We begin with the existence. Fix α ′ ∈ R\{0}, γ > 0, 1 ≤ k ≤ (n − 1), ρ ∈ Ω 1,1 (X, R) and µ : X → R such that X µω n = 0, and define the set Υ k as above. For a real parameter t, we consider the family of equations
As equations of differential forms, this family can be expressed as
We introduce the following spaces
12)
13)
and define the map Ψ :
We consider
First, 0 ∈ I: indeed the constant function u 0 = log M − log Xω n is in Υ k when M ≫ 1, and u 0 solves the equation at t = 0. In particular I is non-empty.
Next, we show that I is open. Let (t 0 , u 0 ) ∈ B 1 , and let L = (D u Ψ) (t 0 ,u 0 ) be the linearized operator at (t 0 , u 0 ),
defined by
The leading order terms are
Since u 0 ∈ Υ k , we see from the conditions (2.6) that χ (t 0 ,u 0 ) > 0 as a (k, k) form and hence L is elliptic. The L 2 adjoint L * is readily computed by integrating by parts:
Since L * is an elliptic operator with no zeroth order terms, by the strong maximum principle the kernel of L * consists of constant functions. An index theory argument (see e.g. [21] or [10] for full details) shows that the kernel of L is spanned by a function of constant sign. It follows that L is an isomorphism. By the implicit function theorem, there exists a unique solution (t, u t ) for t sufficiently close to t 0 , with
Finally, we apply Theorem 2 to show that I is closed. Consider a sequence t i ∈ I such that t i → t ∞ , and denote u t i ∈ Υ k ∩B M the associated C 5,β functions such that Ψ(t i , u t i ) = 0. By differentating the equation e −kut i Ψ(t i , u t i ) = 0 with the Chern connection∇ of the Kähler metricω, we obtain We complete now the proof of Theorem 1 with the proof of uniqueness.
First, we show that the only solutions of the equation
are constant functions. Multiplying by u and integrating, we see that 25) and hence u must be constant since e kuωk + α 26) and consider the path t → u t satisfying Φ(t, u t ) = 0, u t ∈ Υ k , X e utωn = M with initial condition u 0 = u.
The same argument which shows that I is open also shows that the path u t exists for a short-time: there exists ǫ > 0 such that u t is defined on [0, ǫ). By our estimates (2.9), we may extend the path to be defined for t ∈ [0, 1]. By uniqueness of the equation with t = 1, we know that u 1 = log M − log Xω n . The same argument gives a path t → v t satisfying Φ(t, v t ) = 0, v t ∈ Υ k , X e vtωn = M with v 0 = v and v 1 = log M − log Xω n . But then at the first time 0 < t 0 ≤ 1 when u t 0 = v t 0 , we contradict the local uniqueness of Φ(t, u t ) = 0 given by the implicit function theorem.
It follows from our discussion that in order to prove Theorem 1, it remains to establish the a priori estimates (2.9).
3 The Uniform Estimate
where C only depends on (X,ω), k, and γ.
We first note the following general identity which holds for any function u.
Substituting the Fu-Yau Hessian equation (2.11) with t = 1, we obtain
We integrate by parts to derive
Integrating by parts again gives
where we now assume p > γ and we define
Next, we estimate
Since u ∈ Υ k , by (2.6) and (2.7) the positive term dominates the expression and we can conclude
The proof of Theorem 3 will be divided into three propositions. We note that in the following arguments we will omit the background volume formω n when integrating scalar functions.
where C 1 only depends on (X,ω), n, k and γ. In fact, C 1 is given by (2.8) .
Combining (3.5) and (3.8) gives
We estimate
For any p ≥ 2 max{γ, k}, there holds
Using e −γu ≤ δ ≤ 1 and (2.7), we conclude that
. The Sobolev inequality gives us
Iterating this inequality gives
Letting k → ∞, we obtain
and we conclude that sup
This proves the estimate. As it will be needed in the future, we note that the precise form of C 1 agrees with the definition given in (2.8).
Proposition 2 Suppose u ∈ Υ k solves (2.2) subject to normalization X e u = M. There exists a constant C only depending on (X,ω), n, k and γ such that
Since u ∈ Υ k , we may use (3.8) and e −γu ≤ δ ≤ 1 to obtain
By the Poincaré inequality
After using the definition of δ (2.7), it follows that
}. From Proposition 1, and using Vol(X,ω) = 1,
Hence |U| ≥ θ > 0, where we recall that θ was defined in (2.7). Using |U| ≥ θ and (3.24), it was shown in [21] that the estimate
follows. 27) where C only depends on (X,ω), n, k and γ.
Exchanging p for −p in (3.5) and using (3.8) gives
By using e γu ≤ δ ≤ 1, we obtain
We may use (2.7) to obtain a constant C depending on (X,ω), n, k, and γ such that
for any p ≥ 1. Using the Sobolev inequality and iterating in a similar way to Proposition 1, we obtain sup
Applying Proposition 2 gives the desired estimate.
Setup and Notation

The formalism of evolving metrics
We come now to the key steps of establishing the gradient and the C 2 estimates. It turns out that, for these steps, it is more natural to view the equation (2.2) and to carry out calculations with respect to the Chern unitary connection ∇ of ω. As usual, we identify the metricsĝ and g viaω =ĝk j idz j ∧ dz k and ω = gk j idz j ∧ dz k , and denoteĝ jk , g jk to be the inverse matrix ofĝk j , gk j . Then gk j = e uĝk j , g jk = e −uĝjk . Recall that the Chern unitary connection ∇ is defined by
and its torsion and curvature by
Explicitly,
The curvatures and torsions of the metrics gk j andĝk j are then related by
The following commutation formulas with either 3 or 4 covariant derivatives will be particularly useful,
and
They reduce in our case to 8) and to
It will also be convenient to use the symmetric functions of the eigenvalues of i∂∂u with respect to ω rather than with respect toω. Thus we define σ ℓ (i∂∂u) to be the ℓ-th elementary symmetric polynomial of the eigenvalues of the endomorphism h i j = g ik uk j . Explicitly, if λ i are the eigenvalues of the endomorphism h
Differentiating Hessian operators
We define
Then the variational formula δσ ℓ = ∂σ ℓ ∂h r p δh r p becomes
Similarly, ∇jσ We will use a general formula for differentiating a function of eigenvalues of a matrix. Let
symmetric function of the eigenvalues of a Hermitian matrix h.
Then at a diagonal matrix h, we have (see [1, 12] ),
14)
for any Hermitian matrix T . Since σ ℓ (h) = i 1 <···<i ℓ λ i 1 λ i 2 · · · λ i ℓ , this formula implies that at a point p ∈ X where g is the identity and uq p is diagonal, then
We introduced the notation σ m (λ|p) and σ m (λ|pq) for the m-th elementary symmetric polynomial of
Lastly, we introduce the tensor F pq , which will appear in subsequent sections when we differentiate the Fu-Yau equation.
We will prove that for u ∈ Υ k , F pq is close to the metric g pq . For this, we first note the following elementary estimate. Proof: Using the Newton-Maclaurin inequality,
(4.20)
The Cauchy-Schwarz inequality now gives the desired estimate. Q.E.D.
We can now prove the following simple but important lemma regarding the ellipticity of F pq .
Proof: First, at a point z where g pq = δ pq and uq p is diagonal, the above lemma implies
. This argument shows that α ′ σ pq k+1 is on the order of 2 −7 g pq in arbitrary coordinates. Next, u ∈ Υ k also implies that |α ′ (k − γ)e −γu Λ| ≤ 2 −7 . Since −Λĝ pq ≤ a pq ≤ Λĝ pq , we can put everything together and obtain the estimate (4.21). Q.E.D.
Gradient Estimate
where C only depends on (X,ω), α ′ , k, γ, ρ C 3 (X,ω) and µ C 1 (X) .
In view of Theorem 3, this estimate is equivalent to
where C only depends on (X,ω), α ′ , k, γ, ρ C 3 (X,ω) and µ C 1 (X) . We will prove this estimate by applying the maximum principle to the following test function
for a parameter 0 < σ < 1. Though there is a range of values of σ which makes the argument work, to be concrete we will take σ = 2 −7 .
Estimating the leading terms
Suppose G attains a maximum at p ∈ X. Then 0 = ∇|∇u|
We will compute the operator F pq ∇ p ∇q acting on G at p.
By direct computation
where |∇∇u|
Commuting derivatives according to the relation
we obtain
We covariantly differentiate equation (5.10), using (4.12) to differentiate σ k+1 and using the notation F pq introduced in (4.18) . This leads to
We used ∇ i W j =∇ i W j + u i W j to replace ∇ by∇ in the above calculation. We will eventually see that the terms E j play a minor role when u ∈ Υ k , and will only perturb the coefficients of the leading terms. Commuting covariant derivatives using (4.8), we obtain
Substituting (5.13) into (5.9), an important partial cancellation occurs, and we obtain
F g . (5.14) We note the identity
Substituting the equation (5.10) into the identity (5.15), we obtain
will turn out to be another perturbative term. Substituting (5.14) and (5.16) into (5.5)
Using the critical equation (5.4),
Here we introduced the notation |∇f | 2 F = F pq f p fq for a real-valued function f . The critical equation (5.4) can also be written as
We now combine this identity with the Cauchy-Schwarz inequality, which will lead to a partial cancellation of terms. This idea is also used to derive a C 1 estimate for the complex Monge-Ampère equation, [2, 14, 24, 25, 33] .
Let ε > 0. Combining (5.19) and (5.21) and dropping a nonnegative term,
Substituting this inequality into (5.18), partial cancellation occurs and we are left with
Since u ∈ Υ k , we now use (4.21) in Lemma 2 to pass the norms with respect to F pq to g pq up to an error of order 2 −6 . We choose Since σ = 2 −7 , we have the inequality of numbers
We also note the inequalities
The main inequality (5.23) becomes
Estimating the perturbative terms 5.2.1 The E j terms
Recall the constant Λ is such that −Λĝ jī ≤ a jī ≤ Λĝ jī . We will go through each term in the definition of E j (5.12) and estimate the terms appearing in
Re{g jī E j uī} by groups.
In the following, we will use C to denote constants possibly depending on α ′ , k, γ, a pq , b i , c, µ, and their derivatives.
First, using 2ab ≤ a 2 + b 2 , we estimate the terms involving ∇∇u
Second, we estimate the terms involving ∇∇u
Third, we estimate the terms involving ∇u quadratically 2|α
Finally, for all the other terms in E j , we can estimate
Putting everything together, we obtain the following estimate for the terms coming from E j .
TheẼ terms
Next, estimatingẼ defined in (5.17) gives
Using e −u ≤ δ ≤ 1 and
By Lemma 1, we have
Completing the estimate
Combining (5.35) and (5.39),
Recall σ = 2 −7 and using (k − γ)
Then, we have
Using (5.41), the main inequality (5.30) becomes
By our choice σ = 2 −7 , we have the inequality of numbers
We may also estimate 1
Putting everything together, at p there holds
From this inequality, we can conclude
By definition G(x) ≤ G(p), and we have 
where C only depends on (X,ω), α ′ , k, γ, ρ C 4 (X,ω) and µ C 2 (X) .
We begin by noting the following elementary estimate.
Lemma 3 Let ℓ ∈ {2, 3, . . . , n}. The following estimate holds:
Proof: Since the inequality is invariant, we may work at a point p ∈ X where g is the identity and uq p is diagonal. At p, we can use (4.17) and conclude
By Lemma 1,
This inequality proves the Lemma. Q.E.D.
Differentiating the norm of second derivatives
We start by differentiating (5.11) and using the definition of F pq to obtain
Next, we use (4.13) and (4.9) to conclude
Direct computation gives
Recall (4.21) that we can pass from F pq to the metric g pq up to an error of order 2 −6 . Substituting (6.7) into (6.8) and estimating terms gives
The condition u ∈ Υ k (2.6) together with k ≤ (n − 1) gives
Therefore by (6.2)
In the coming estimates, we will often use the C 0 and C 1 estimates, and the condition u ∈ Υ k (2.6), which we record here for future reference.
Since u ∈ Υ k , we have M = X e uωn ≥ 1, and so we will often only keep the leading power of M since M ≥ 1. Applying all this to (6.9), we have
We will now estimate the two last terms. We compute the first of these directly, using (4.5) to commute derivatives.
We will use (6.12). Then
Next, using the definition (5.12) of E j , we keep track of the order of each term and obtain the estimate
We will use our estimates (6.12). We also recall the notation −Λĝ pq ≤ a pq ≤ Λĝ pq . We use these estimates and commute covariant derivatives to obtain
Substituting (6.16) and (6.19) into (6.13) and keeping the leading orders of M, we arrive at (6.5).
Using a test function
where Θ ≫ 1 is a large constant depending on n, k, α ′ . To be precise, we let
By (5.9),
Applying (6.12) and converting F pq to g pq yields
Combining (6.5) and (6.23), we have
We will split the linear terms into quadratic terms by applying
Applying these estimates, we may discard the remaining quadratic positive terms and (6.24) becomes
Let p ∈ X be a point where G attains its maximum. From the maximum principle, |∇∇u|
establishing Theorem 5.
We note that many equations involving the derivative of the unknown and/or several Hessians have been studied recently in the literature (see e.g. [3, 4, 7, 13, 15, 29, 26, 28] and references therein). It would be very interesting to determine when estimates with scale hold.
Third Order Estimate
Theorem 6 Let u ∈ A k be a C 5 (X) function solving equation (2.2) . Then
where C only depends on (X,ω), α ′ , k, γ, ρ C 5 (X,ω) and µ C 3 (X) .
To prove this estimate, we will apply the maximum principle to the test function
where A, B ≫ 1 are large constants to be specified later and η = mτ 2/k |α ′ | −2/k . We will specify m ≫ 1 later and τ = (C k n−1 )
Our choice of constants ensures that η and |∇∇u| 2 g are of the same α ′ scale. By our previous work, we may estimate by C any term involving u, ∇u, ∇∇u, or the curvature or torsion of g = e uĝ .
Quadratic second order term
Lemma 5 Let u ∈ A k be a C 4 (X) function solving equation (2.2) . Then for all A ≫ 1 larger than a fixed constant only depending on |∇u| g and for all B > 0,
where C(A, B) only depends on A, B, (X,ω), α ′ , k, γ, ρ C 4 (X,ω) and µ C 2 (X) .
Differentiating (5.11) gives
Commuting derivatives
We compute directly and commute derivatives to derive
Combining (7.5), (7.6), (7.7) and converting F pq to g pq using Lemma 2, we estimate
We used the identity (4.8) to estimate |∇∇∇u| by |∇∇∇u| and lower order terms. Next, using Lemma 6.2 we estimate
By (5.14),
g |∇u| g |∇∇∇u| g +C|∇∇∇u| g |∇∇u| g + C|∇∇∇u| g |∇∇u| g . (7.14) Substituting (7.11), (7.12), (7.14) into (7.13),
for a constant B ≫ 1 to be determined later. Then
The terms |∇∇u| g + |∇∇u| 
Third order term
Lemma 6 Let u ∈ A k be a C 5 (X) function solving equation (2.2) . Then
To start this computation, we differentiate (6.7).
Our conventions (4.3) imply the following commutator identities for any tensor Wk j .
Thus commuting derivatives gives
We compute the expression for F pq ∇ p ∇q acting on |∇∇∇u| 2 g , and exchange covariant derivatives to obtain 
For the following steps, we will use that |α
We also recall that we use the notation
We used C k−2 n−3 ≤ C k n−1 . If k = 1, the term on the left-hand side vanishes and the inequality still holds. Using the same ideas, we can also estimate
The perturbative terms can be estimated roughly by using the definition (5.12) of E j and keeping track of the orders of terms that we do not yet control.
Applying these estimates leads to
We used the fact that the difference between |∇∇∇∇u| g and |∇∇∇∇u| g is a lower order term according to the commutation formula (7.23). Next, we apply (6.5) to obtain
We directly compute
We can estimate
Combining (7.31), (7.33), (7.35) with (7.34), setting η = m|α ′ | −2/k τ 2/k and using |∇∇u| and we obtain (7.21).
Using the test function
We have computed F pq ∇ p ∇q acting on the two terms of the test function G defined in (7.2). Combining (7.4) Therefore |∇∇∇u| g and |∇∇u| g are both uniformly bounded.
Remark on the case k = 1
In the case of the standard Fu-Yau equation (k = 1), to prove Theorem 1 we can instead appeal to a general theorem of concave elliptic PDE and obtain Hölder estimates for the second order derivatives of the solution. To exploit the concave structure, we must rewrite the Fu-Yau equation into the standard form of complex Hessian equation.
Recall thatσ 1 (χ)ω n = nχ ∧ω n−1 ,σ 2 (χ)ω n = We note that the right hand side of the equation involves the given data α ′ , ρ, µ, u and Du. Since u ∈ Υ 1 , the (1, 1)-form ω ′ = e uω + α ′ e −u ρ + 2α ′ i∂∂u is positive definite, and thus both sides of the above equation have a positive lower bound. Moreover, our previous estimates imply that we have uniform a priori estimates on u C 1,β (X) for any 0 < β < 1. The right hand side is therefore bounded in C β (X). Sinceσ 1/2 2 (χ) is a concave uniformly elliptic operator on the space of admissible solutions, we may apply a Evans-Krylov type result of Tosatti-Weinkove-Wang-Yang [30] to conclude u C 2,β ≤ C.
However, for general k ≥ 2 case, it is impossible to re-write equation (2.2) into the standard form of complex Hessian equation and thus there is no obvious concavity we can use.
Note: Just as we were about to post this paper, a preprint, The Fu-Yau equation in higher dimensions by J. Chu, L. Huang, and X.H. Zhu appeared in the net, arXiv:1801.09351, in which is stated the existence of a solution in the Γ 2 cone of the Fu-Yau equation (k = 1). Our result is more precise, as our solution is in the admissible set Υ 1 ⊂ Γ 2 . Moreover, our method was used to solve a whole family of Fu-Yau Hessian equations, in which the Fu-Yau equation with k = 1 is only the simplest example.
