We propose a numerical algorithm for finding the steady-state queue occupancy distribution for a workload-dependent MAP/PH/1 queue in which the arrival process and the service rate depend continuously on the instantaneous workload in the system. Both infinite and finite queue capacity scenarios are considered including partial rejection and complete rejection policies for the latter. Using discretization, this system is approximately described by a multi-regime Markov fluid queue for which numerical algorithms are available. The computational complexity of the proposed method is linear in the number of regimes used for discretization. We provide numerical examples to validate the proposed approach.
Introduction
We study a single-server queuing system in which the job arrivals are modeled by a workload-dependent Markovian Arrival Process (MAP). A workload-dependent MAP differs from an ordinary MAP described in [1] , [2] by its matrix parameters not being fixed but allowed to vary with the instantaneous queue occupancy. The workload brought by an individual job, namely the job size, has a phase type (PH-type) distribution. The queue service discipline is FIFO (first-in-first-out). The queue is drained at a rate c(x) when the queue occupancy takes the value x > 0. In the infinite queue capacity case, a new job arrival is always admitted and it increases the queue occupancy (or workload) by the job size. In this paper, we will also study the case of finite queue capacity. Although most finite queue capacity models pose a limit on the maximum number of jobs allowed in the system, our $ This work is supported in part by the Science and Research Council of Turkey (Tübitak) under project grant EEEAG-111E106.
Email addresses: yazici@ee.bilkent.edu.tr (Mehmet Akif Yazıcı), akar@ee.bilkent.edu.tr (Nail Akar) URL: www.ee.bilkent.edu.tr/~akar (Nail Akar) interest in this study will be in models in which there is an upper limit on the overall workload that the buffer can hold, say B. Such buffers are called workload-bounded in which case different policies can take action depending on what to reject when the workload limit gets to be exceeded. With partial rejection policy, if the current workload plus the job size of an arriving job exceeds the workload capacity B, then the workload is increased up to B, which amounts to rejecting part of the arriving job. In complete rejection policy, the job is completely rejected in the same situation. The goal of this article is the numerical calculation of the steady-state distribution of the system workload in the infinite and finite queue capacity scenarios, the latter for both rejection policies. Other performance measures of interest including job loss probability, workload loss probability, etc., can then be derived from this distribution. For a discussion of various rejection policies for finite buffer systems, we refer the reader to [3] .
For related work, the authors of [4] study an M/G/1 queue with workloaddependent arrivals and service rates for the infinite queue capacity case. The workload-bounded M/G/1 buffer under complete rejection policy was studied in [5] with closed form expressions for the M/M/1 case. The reference [6] studies M/G/1 queues with finite buffers with workload-dependent arrival rate, service speed, and both partial and complete rejection policies. Level crossings and Volterra integral equations play a key role in [6] in which closedform expressions are also given. The goal of this article is to extend the model in [6] so that we allow a more general arrival process, namely MAP, and develop a numerically stable and computationally efficient algorithm to solve the steady-state workload distribution. On the other hand, the reference [7] investigates a workload-bounded buffer using complete rejection policy with MMPP (Markov Modulated Poisson Process) arrivals which is a subcase of MAP. However, neither the MMPP nor the service speed is allowed to depend on the workload in this work. The model of [7] has also been extended to systems with multiple priority classes in [8] . Multi-class MAP arrivals with workload-dependent acceptance policies are recently studied in [9] in the context of modeling customer impatience.
The approach we take in the current paper is to use the well-established theory of Markov Fluid Queues (MFQ) and in particular Multi-Regime MFQs (MRMFQ) [10] to study workload-dependent MAP/PH/1 queues. This approach saves us from the burden of re-deriving the integral equations that would arise and we can readily use the already existing numerically stable and efficient methods that have been proposed for the steady-state solution of
MRMFQs. The connection between workload-dependent MAP/PH/1 queues and MRMFQs is obtained using sample path arguments as in [9] , [11] , [12] but the derivation of this connection in the case of complete rejection policy is one of the main contributions of this paper. Fluid queues in which a fluid acts as the input to and output of the buffer have been extensively used in various stochastic modeling contexts since their introduction in the early studies of [13] . Markov fluid queues (MFQ) are described by a joint Markovian process
where X(t) represents the buffer level and Z(t) is an underlying finite state-space continuous-time Markov chain that determines the drift, i.e., the rate at which the buffer content X(t) changes. The reference [14] studies MFQs with infinite queue sizes using a spectral expansion approach whereas [15] extends this analysis to finite queue sizes. In MRM-FQs, which are also called "level dependent" [16] , "multi-layer" [17] , [18] or "multi-threshold" [19] , the buffer space is partitioned into a finite number of non-overlapping intervals which are called the regimes of the MRMFQ.
In MRMFQs, the infinitesimal generator of the background CTMC as well as the drift of the buffer process are allowed to depend on the regime in which the buffer level resides; see [16] , [20] , [10] for more detailed description of MRMFQs as well as the boundary conditions that arise in the solution of the steady-state distribution of the buffer level. In Continuous Feedback
Markov Fluid Queues (CFMFQs), both the infinitesimal generator of the background CTMC and the drift of the buffer process are allowed to continuously depend on the instantaneous buffer level [21] . Explicit solutions for the steady-state distribution of CFMFQs are available only for specific sub-cases [21] and numerical solutions based on discretization are generally the basic tool for their numerical analysis [22] .
The main method proposed in this study to find the steady-state distribution of the workload-dependent MAP/PH/1 queue comprises the following three main steps:
(i) The workload-dependent MAP/PH/1 queue for the infinite and finite queue capacity cases under partial and complete rejection policies for the latter, is described by a CFMFQ using sample path arguments.
(ii) The resulting CFMFQ is approximated by an MRMFQ using discretization.
(iii) The boundary conditions for this MRMFQ are solved using blocktridiagonal LU factorization [23] so as to obtain the steady-state distribution of the queue occupancy.
The main contributions of the current work are:
• We extend the problem addressed in [4] and [6] to a more general setting with workload-dependent MAP arrivals as opposed to Poisson arrivals.
• We provide a numerical solution to the finite-capacity workload-dependent MAP/PH/1 queue with complete rejection, which to the best of our knowledge, has not been addressed before in the literature. Complete rejection policy is essential in computer and communication systems and networks in which jobs need to be processed in their entirety.
• One of the main computational engines used for solving MRMFQs is the block-tridiagonal LU factorization stemming from the block-banded structure of the linear system of equations that arise. The entries of the block-banded matrix is obtained by using Schur decomposition and Sylvester equations as in [10] . We also show by numerical examples that the computational complexity of the proposed algorithm depends linearly on the number of regimes used for discretizing the CFMFQ.
This approach is similar in spirit to the approach taken in [9] in which algebraic Riccati equations are solved for each regime to solve again a block-banded linear system of equations.
Next, we describe the queuing model in more detail. The arrivals to the queuing system are modeled by a MAP with phases [1] , [2] , [24] , [25] , that is characterized by a matrix pair (D 0 , D 1 ). The matrices D 0 and D 1 are × , D 0 has negative diagonal elements and non-negative off-diagonal elements, D 1 is non-negative, and D = D 0 +D 1 is an irreducible infinitesimal generator. The matrix D 0 (D 1 ) governs transitions among phases of the MAP without (with) arrivals. Let π denote the stationary probability vector of the phase process with generator D, i.e., πD = 0 T , π1 = 1, where 0 and 1 denote a column vector of zeros and ones, respectively, of appropriate size. We will also denote an m × n matrix of zeros and the identity matrix of size n by 0 m×n and I n , respectively. The mean job arrival rate λ for the MAP is written as λ = πD 1 1 [24] . A MAP model can be obtained to fit observation data as in [26] . If the underlying MAP behavior depends on the instantaneous workload x in the queue, then the MAP is characterized with the matrix pair (D 0 (x), D 1 (x)) for x ≥ 0, which is then referred to as a workload-dependent MAP.
The job size is represented by the random variable U which is modeled by a phase type (PH-type) distribution [27] . Consider a Markov process on the states {1, 2, . . . , h + 1} with initial probability vector α 0 , α = [α 1 α 2 · · · α h ] and infinitesimal generator
nonsingular matrix, T 0 is h × 1, and T 1 + T 0 = 0. The random variable U is defined as the time till absorption into the absorbing state h + 1. In this case, U is said to possess a PH-type distribution, which is characterized by the matrix pair (α, T ). As in [4] , we assume that the service speed is represented by a function c(x) > 0 when the current workload takes the value x > 0, and c(0) = 0. When c(x) = c, then the service time has a phase-type distribution with characterizing pair (α, cT ) but otherwise there is no direct relationship between the job size and the service time.
The rest of the paper is organized as follows. In Section 2, Markov fluid queues and their variations are briefly described. The workload-bounded and workload-dependent buffer problems as well as their connection to Markov fluid queues and methods for finding their steady-state solutions are provided in Section 3. We provide numerical examples to validate the proposed approach in Section 4. Finally, we conclude.
Markov Fluid Queues

Single-regime Markov Fluid Queues
A single-regime Markov fluid queue is defined through a finite statespace continuous-time Markov chain {Z(t) : t ≥ 0} that modulates the buffer through a drift function r(Z(t)) [14] , [20] . Let X(t) be the buffer level at time t. Let Z(t) have the state space S = {1, . . . , M } and Q denote its infinitesimal generator. We also define the diagonal rate matrix
the joint cdf at state m. Actually, F m (x) = lim t→∞ P{Z(t) = m, X(t) ≤ x}.
Spectral expansion based methods to find F (x) for the infinite and finite buffer cases, i.e., X(t) can not exceed a certain threshold B, are available in [28] and [15] , respectively, for the single-regime fluid queue.
Multi-Regime Markov Fluid Queues (MRMFQ)
The following generalization is based on [20] and [10] . 
and we say that the system is operating in regime k when the buffer level is between T (k−1) and T (k) . In regime k, we denote the infinitesimal generator of the background process by Q (k) , and the drift matrix by R (k) .
We denote the infinitesimal generator and the drift matrix at boundary
, respectively. We denote the steady-state probability mass accumulation vector at
We also denote the steadystate probability density function (pdf) vector in regime k by 
It is shown in [10] that the steady-state pdf vector of the K-regime fluid queue satisfies
along with a set of boundary conditions. We assume that R (k) is invertible in this paper for each regime, i.e., S (k) 0 = ∅, ∀k, which does not lead to any loss of generality from the viewpoint of workload-dependent buffers with non-zero service speeds. Moreover, in each state of the modulating process, the sign of the service speed remains the same for all regimes, which allows us to simplify the set of boundary conditions listed in [10] to obtain:
The solution to the steady-state pdf vector is then given in [10] in mixed matrix-exponential form for 1 ≤ k ≤ K:
is a 1 × M coefficient vector that needs to be solved for, using the boundary conditions (2)- (8) . Above, the matrix
where A a Sylvester equation is given in details in [10] . In this paper, we propose to use the same algorithm.
The only step that remains for the complete solution of the finite-capacity MRMFQ is finding the coefficient vectors a (k) and c (k) . One can form using
and c (k) ; and each c (k) appears in equations involving only a (k) and a (k+1) , the system of linear equations can be made block-banded by ordering the unknown coefficient vectors as:
The block-banded structure can be exploited to cut down dramatically the time required for the complete solution as will be detailed later.
Solving infinite buffers where T (K) = ∞ requires a similar procedure.
Instead of the boundary conditions (4) and (7) that describe the behavior of the system at the upper boundary T (K) = B when B < ∞, we need to have conditions to ensure stability. Therefore, we should have a (K) 0 = 0, a (K) + = 0 T , so that the solution given in (9) remains bounded for all values of x. Moreover, there can not be any probability mass accumulation at infinity which gives c (K) = 0 T . The condition for the existence of a steadystate distribution for the infinite buffer case is that the mean drift in regime K should be strictly negative, i.e., π (K) R (K) 1 < 0, where π (k) denotes the stationary distribution of the CTMC with the infinitesimal generator Q (k) [10] . We also assume π (k) R (k) 1 = 0 for all regimes k.
Continuous Feedback Markov Fluid Queues (CFMFQ)
In CFMFQs, the transition rates within the states of the background process and/or the drifts depend on the buffer level in a continuous fashion. Therefore, instead of the regime-dependent Q (k) and R (k) matrices of MRMFQs, we have Q(x) and R(x) matrices that depend continuously on the buffer level x. In this case, the CFMFQ is characterized with the matrix pair (Q(x), R(x)). The analytical treatment of such systems requires the solution to the differential equation
The work in [29] employs three different numerical discretization methods to solve (10) whereas [22] extends this study to accommodate sign changes in the drift matrix R(x) which leads to potential probability masses at points of sign change. In this paper, we propose approximating CFMFQs with MRMFQs. For this purpose, the buffer space is divided into a number of regimes in any of which the parameters of the modulating process are held constant. We then use the numerically stable and efficient algorithms to solve MRMFQs which are already available in the literature for example in [10] .
Obviously, as one uses more and more regimes, the accuracy of the MRMFQ approximation increases. We propose a method to solve the system in linear time with respect to the number of regimes. On the other hand, the question of how our method compares to those of [29] , [22] , and [9] in terms of storage and computational run time is left out of the scope of this study.
Lastly, we present the condition for the existence of a steady-state distribution for the infinite buffer case. We consider the most general scenario x in the buffer. Let t ij , 1 ≤ i, j ≤ h; t 0 i , 1 ≤ i ≤ h and α i , 1 ≤ i ≤ h denote the entries of T , T 0 , and α, respectively.
Infinite Buffer (IB)
Consider the operation of the infinite buffer. When the buffer is depleted, it stays empty until the next job arrival. When an arrival occurs, the buffer level increases abruptly by an amount equal to the arriving job size. Replacing these jumps by durations of linear increase with unity slope, one can obtain from the workload (or buffer level) process of the MAP/PH/1 queue, denoted by Y (t), a transformed process X(t), which can be modeled as a Markov fluid queue [31] . Since a sample path of Y (t) can be obtained from the sample path of X(t) by deleting the time segments in which X(t) is in-creasing, solving for the steady-state distribution of X(t) will suffice as far as the steady-state distribution of Y (t) is concerned. Therefore, workloaddependent buffers can be analyzed using the paradigm of Markov fluid queues as in [32] , [9] , [11] , [12] , [31] .
Next, we define the CFMFQ associated with the workload-dependent MAP/PH/1 queue for which Y (t) denotes the workload at time t. Let X(t) be the process obtained from Y (t) via the transformation described, and Z(t) be its modulator. The states of Z(t) will be made up of the phases of the arrival process and those of the job size. When a job arrives, Z(t) will transit into one of the PH states and X(t) starts increasing. When absorption occurs, Z(t) will return to the MAP state that the arrival takes the MAP into. The system needs to remember this state, therefore we should have replicas of the PH-type distribution. Consequently, the process X(t) can be described by a CFMFQ with h + states with the infinitesimal generator Q(x) and the rate matrix R(x) given as follows:
The first h states represent the PH-type replicas, in which the drift is +1, and the states h + 1 through h + represent the MAP phases with drifts −c(x). We also stick with the notation introduced in Section 2 with the size of the state-space being M = h + .
the pdf and cdf vectors for this CFMFQ, assuming that the steady-state distribution exists. In order to find the steady-state distribution of the work-load, we propose the following MRMFQ approximation to this system. Let K denote the number of regimes to be employed in the approximation and T (k) , 0 ≤ k ≤ K denote the regime boundaries. Since T (K) = ∞, we have to choose the T (K−1) value beyond which we will assume that the Q(x) and
R(x) matrices are approximately held constant. To this end, we propose selecting T (K−1) the minimum value satisfying
for a given > 0. After selecting a suitable T (K−1) , we let δ = T (K−1) K−1 . We then uniformly choose the boundary points as T (k) = δk, 0 ≤ k ≤ K − 1.
The parameter matrices of the approximative MRMFQ are then chosen as
Next, we examine the boundary conditions for the infinite buffer. We have to solve c (k) , 0 ≤ k ≤ K, and a (k) , 1 ≤ k ≤ K. We immediately obtain c (k) = 0 T , 1 ≤ k ≤ K, and a (K) 0 = 0, a
we obtain the linear equation
and the matrix V (k) (x), 1 ≤ k ≤ K, is defined in (9) .
As seen from (18), the matrix H is block-banded. We seek to take ad- h +1 = 1 and solving the rest of the unknowns accordingly. We note that this procedure will not have any adverse effect on our final solution as we will later normalize the a (k) and c (k) values using (8) .
After we obtain the steady-state pdf vector for the associated MRMFQ, denoted by f (x), we can find the steady-state joint pdf vector of the queue occupancy denoted by g(y) = [g 1 (y) · · · g (y)] where
J(t) being the phase process for the underlying MAP and Y (t) being the workload process. By conditioning on the components of f (·) which correspond to the states in which the buffer is being depleted, we obtain
Note that this step corresponds to deletion of the segments in the sample paths of X(t) in which X(t) is increasing.
Finite Buffer with Partial Rejection (FB-PR)
We now assume that the buffer capacity B is finite, and whenever the job size of an arrival causes the buffer to overflow, the portion of the arriving job that fits the available buffer space is accepted into the buffer, and the remaining part is lost. To solve this model, we employ the same transformation used for IB. This time, the linear increases will occasionally be accompanied by flat regions in which the buffer level stays constant at B.
These regions correspond to the overflows caused by arrivals that do not fit into the available buffer space.
Using the same states and enumeration as in IB, we obtain the same Q(x) and R(x) matrices given in (11) . Since the buffer capacity is finite, we discretize the CFMFQ into a MRMFQ using K regimes with boundaries T (k) = δk, 0 ≤ k ≤ K, where δ = B/K. Then, the matrices characterizing the MRMFQ are given bỹ
where R(B) − denotes the matrix which is equal to the R(B) matrix except for the positive elements of R(B), which are set to 0.
The boundary conditions that hold for FB-PR are (2)-(8) from which we obtain again the equation zH = 0 T where this time
and c (0) − , W (0) , and V (k) (x) are given by (16) , (19) , and (9), respectively. Again, the equation zH = 0 T can be solved using block-tridiagonal LU factorization.
The steady-state joint pdf vector of the buffer level, g(y) = [g 1 (y) · · · g (y)], is defined in the same way as in IB; and similar to (21) , is given by
For FB-PR, one can define the workload loss probability, denoted by P w,FB-PR , as the ratio of the workload lost to the overall amount of workload that has arrived at the buffer. In terms of g(y), P w,fb-pr is expressed as:
Finite Buffer with Complete Rejection (FB-CR)
In this model, the buffer capacity B is finite, and arrivals with job sizes exceeding the available buffer space are rejected entirely. We will use the same approach as in IB and FB-PR; however, due to the complete rejection policy, the underlying CFMFQ will be different. We will now show that the characterizing matrices of the associated CFMFQ for FB-CR are given as:
whereT
and v (i) denotes a row vector of zeros except a value of one at position i. To see this, let us first assume the associated CFMFQ is in a state at time τ during which the buffer level is increasing. Denoting the phase for the job size at time τ by s(τ ) = i, the buffer level with X(τ ), we already know the remaining job size denoted by u(τ ) satisfies u(τ ) < B − X(τ ). Hence, as ∆τ → 0, the quantity P{s(τ + ∆τ
Similarly, the probability P{s
The north-east and north-west blocks of the characterizing matrix Q(x) in After the CFMFQ is defined, its MRMFQ approximation with discretization is carried out exactly as in FB-PR except for a slight modification.
Notice thatT andT 0 approach infinity as x approaches B. Therefore, we
can not use (22) towardsQ (K) . In order to be able to carry out numerical calculations, however, we need to use aQ (K) matrix with finite entries.
Moreover, arbitrarily large choices as the entries ofQ (K) have the potential to lead to an ill-conditioned system of equations. Therefore, we opted for usingQ (K) = Q T (K−1) + δ/2 . We obtained reasonably well results with this midpoint strategy so we stick to this method throughout the study.
At this point, we have everything we need for solving the buffer level distribution g(y), which is defined in (20) . The solution procedure is exactly the same as in FB-PR, and (27) still holds for g(y). Now that we have the buffer level distribution, the job loss probability P fb-cr can be expressed as
On the other hand, the workload loss probability P w,fb-cr can be written as
Note that (34) differs from (28) only by the term w inside the integral instead of the term w − (B − y), which reflects different rejection policies of these two schemes.
Numerical Examples
In this section, we present numerical examples to validate the proposed approach. The first example addresses the FB-CR case for which we fix 
where d 11 (x) and d 22 (x) are selected such that D 0 (x) + D 1 (x) is stochastic.
Note that there are all possible combinations of increasing/decreasing and convex/concave functions in (35). The steady-state density of the buffer level seen at an arbitrary time, which we denote by g(y) = g(y)1, is plotted for varying number of regimes K in Fig. 1 along with the simulation results. It is clear that the analysis results converge to simulation results as K is increased with the difference between the two vanishing for K ≥ 1024. Throughout the rest of the numerical examples, we fix K = 1024.
In the second example, for the two finite buffer models FB-PR and FB-CR, we present three scenarios in which the job size distribution is expo- nential, Erlangian (E 10 ), and Hyper-exponential (H 2 ) with a coefficient of variation of 10 with balanced means [33] , all having mean job sizes of 1.
We test the proposed approach in two different loading scenarios. For this purpose, the MAP in this example is characterized by the matrices in (35) for the low loading case, and D 1 (x) is doubled for each x for the high loading case along with the corresponding modifications in d ii (x), i = 1, 2. The service speed and the buffer capacity are chosen as in the previous example.
The steady-state buffer level density is given in figures 2 and 3 for low and high loading scenarios, respectively, for FB-CR and FB-PR rejection policies.
The proposed approach perfectly captures the pdf of the buffer level for all the tested job size distributions and for both loading scenarios without any numerical stability problems. Moreover, as opposed to FB-PR, the pdf of the buffer level for FB-CR vanishes as the buffer level approaches B due to the complete rejection policy. The workload loss probabilities produced by FB-PR (FB-CR) and the corresponding simulation results are given in Table   1 (Table 2) , the latter table also presenting the job loss probability. Note that with FB-CR, larger jobs are more likely to be rejected. This situation is magnified with increased service time variability. If a rejection policy favors smaller jobs as opposed to larger jobs, this would have adverse effect on workload loss probability but may lead to improved overall job loss probability. For example, in Table 2 , in low-loading case, the job loss rate is not even monotonically increasing with the service time variability for FB-CR.
For validating the approach for the IB scenario, we use the previous example but with a MAP arrival process characterized by where d 11 (x) and d 22 (x) are again selected such that D 0 (x)+D 1 (x) is stochastic. For the high loading case, we again doubled D 1 (x). The service speed is c(x) = 3 − 1 2 e −x cos(2πx), which has no particular significance other than having a limit as x → ∞ and being complex enough to produce non-trivial buffer level distributions. The resulting steady-state buffer level pdf obtained by analysis and simulation is depicted in Fig. 4 which clearly demonstrates the agreement between the two. The behaviors of the systems having different job size distributions are quite different, which is reflected in the pdf plots.
As for the final example, we analyze a finite buffer system with complete rejection whose arrivals occur according to an MMPP with N states. The job size has H 2 distribution with mean 5 and coefficient of variation 10 with balanced means. Enumerating the states of the MMPP from 1 to N , a state i transits into all other states with rate i, and leads to an arrival with rate
where B is the buffer capacity, and selected as 10 for this example. In other words, the arrival rate in state 1 linearly goes from 0 up to 1 within [0, B], the arrival rate in state N goes Besides demonstrating that our method is able to accurately solve workloaddependent buffers with a large number of states, we also provide a computational run time analysis with this example. Run times for various values of N and K are presented in Table 3 which demonstrates the linear dependence of the computational complexity of the proposed approach on the number of regimes. The run times for each case is provided in terms of overall run time, and the three major steps that constitute the proposed method: Constructing the block-tridiagonal matrix from the boundary conditions (Matrix Fill), the block-LU factorization, and the normalization of the solution stemming from (8) . It is clear that the most computation-intensive step is the Matrix Fill, which consists of a Schur decomposition and a Sylvester equation for each regime in addition to the calculation of V (k) (x) matrices, a procedure involving matrix exponentiation. We refer to [23] for the computational complexity and stability of the associated numerical algorithms.
Conclusions
In this article, using sample path arguments, we reduce the steady-state analysis of a workload-dependent buffer with MAP arrivals and PH-type distributed job sizes to that of a CFMFQ. We then appropriately approximate the CFMFQ using uniform discretization by a K-regime MRMFQ and use the existing boundary conditions to solve for the MRMFQ. Moreover, while solving the boundary equations of the MRMFQ, we take advantage of the block-tridiagonal structure of the equations so as to reduce the computational complexity to O(K). With this method, large number of regimes (in the order of thousands) can relatively easily be used for discretization. We have demonstrated perfect match with simulation results in all scenarios we tested provided K is chosen large enough. Our future work will be directed towards applications of the proposed method for the analysis of real-world systems in which controlled queues play a major role. Other directions of future research are the exploration of different discretization techniques used for reducing CFMFQs to MRMFQs, and the comparison of our method to
