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Abstract
Using a Lie symmetry group generator and a generalized form of Manale’s formula
for solving second order ordinary differential equations, we determine new symme-
tries for the one and two dimensional heat equations, leading to new solutions. As
an application, we test a formula resulting from this approach on thin plate heat
conduction.
Keywords: Heat equation; Partial differential equation; Lie Point Symmetry; Lie
equivalence transformation; Invariant solution.
vi
Declaration
Student number: 43216137
I declare that Lie Symmetry analysis of the heat equation through modified
one-parameter local point transformation is my own work and that all the
sources that I have used or quoted have been indicated and acknowledged by means
of a complete list of references.
SIGNATURE (Mr) DATE
vii
Dedication
I would like to dedicate this dissertation to my parents Harry and Maggy Adams,
my brothers and sister for their everlasting support and courage they showed me,and
to the loving memory of my uncle Seun Mollepolle and my grandfather Grandwell
Chathewa.
viii
Acknowledgement
• I wish to sincerely thank Dr J.M. Manale for his careful supervision of this
project. For reading through and correcting this work meticulously and making
his wide spectrum of books and articles available to me.
• Thanks also go to my co-supervisor MR T.P. Masebe for helping me through
some techniques of Symmetry Analysis. It has rounded my understanding of
Lie Symmetry Analysis.
• Special words of thanks goes to Prophet T.A. Ralekholela for his words of
encouragement.
• I acknowledge the financial support of NRF and the financial aid at University
of South Africa.
• Lastly and most importantly, thanks to the Lord Jesus Christ, who is before
all things and by whom all things consist.
ix
Introduction
Lie group theory has been used in the study of ordinary differential (ODE) and Par-
tial differential equations(PDE) . The method has developed into a useful tool to
solve differential equations, to classify them and to preserve the set of solutions in
the ODE [5],[12] [4], [7], [11]. A symmetry group of a system of differential equations
is a group of transformations which maps any solution to another solution of the
system.
If a system of partial differential equations is invariant under a Lie group of point
transformations, one can find, constructively, special solutions, called similarity solu-
tions or invariant solution which are invariant under some subgroup of the full group
admitted by the system. These solutions result from solving a reduced system of
differential equations with fewer independent variables.
A systematic approach is given in finding the invariant solutions to partial differential
equations and,in particular the heat equation by the use of transformation groups.
The new solutions of the heat equation are obtained [18].
The present work titled A Lie Symmetry analysis of the heat equation through
modified one-parameter local point transformation seeks to explore the anal-
ysis of the one-dimensional and two-dimensional heat equations through determining
the new symmetries and invariant solutions of some of these symmetries. The anal-
ysis is through a new method developed in [18]. Throughout the project we use Lie
1
point symmetries.
The dissertation outline is as follows:
Chapter 1 presents the concept of Local one-parameter Point Symmetries. We intro-
duce concepts of Local one-parameter point transformations, generator, prolongation
formulas, determining equation and Lie algebras. These concepts serve as tools in
the analysis of the Heat equation.
Chapter 2 presents the symmetry analysis of one-dimensional and two-dimensional
heat equations and their invariant solutions (2.1) and(2.50) as outlined in [4],[11] and
[14].
Chapter 3 is the core of the thesis. It introduces the symmetry analysis of equa-
tion (2.1) and(2.50) using the method developed through contributions in ([18]) and
([23]). The chapter details the symmetries of one-dimensional and two-dimensional
heat equations (2.1) and(2.50) through modified Local one-parameter transforma-
tions.
Chapter 4 presents other areas where the method was successfully applied. The
application includes heat conduction in thin plates.
2
Chapter 1
Local One-parameter Point
Symmetries
The chapter presents the underlying theory of Lie symmetry analysis and the tools
we will use in subsequent chapters. The most common of all symmetries in practice
are local one-parameter point symmetries.
1.1 Local one-parameter point transformations
To begin, we consider the following definition.
Definition 1 Let
x¯ = G (x; ) (1.1)
be a family of one-parameter  ∈ R invertible transformations, of points x =
(x1, · · · , xN) ∈ RN into points x¯ = (x¯1, · · · , x¯N) ∈ RN. These are known as one-
parameter transformations, and subject to the conditions
x¯|=0 = x. (1.2)
That is,
G (x; )
∣∣∣∣
=0
= x. (1.3)
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Expanding (1.1) about  = 0, in some neighborhood of  = 0, we get
x¯ = x + 
(
∂G
∂
∣∣∣∣∣
=0
)
+
2
2
(
∂2G
∂2
∣∣∣∣∣
=0
)
+ · · · = x + 
(
∂G
∂
∣∣∣∣∣
=0
)
+O
(
2
)
. (1.4)
Letting
ξ (x) =
∂G
∂
∣∣∣∣∣
=0
, (1.5)
reduces the expansion to
x¯ = x + ξ (x) +O
(
2
)
. (1.6)
Definition 2 The expression
x¯ = x + ξ (x) , (1.7)
is called a local one-parameter point transformation.
The components of ξ (x) are called the infinitesimals of (1.1) [4].
1.2 Local one-parameter point transformation groups
The set G of transformations
x¯i = x + i
(
∂G
∂i
∣∣∣∣∣
i=0
)
+
2i
2
(
∂2G
∂2i
∣∣∣∣∣
i=0
)
+ · · · , i = 1, 2, 3, · · · , (1.8)
becomes a group only when truncated at O (2).
That is, G is a group since the following properties hold under binary operation +:
1. Closure. If x¯1 , x¯2 ∈ G and 1, 2 ∈ R, then
x¯1 + x¯2 = (1 + 2)ξ (x) = x¯3 ∈ G, and 3 = 1 + 2 ∈ R.
2. Identity. If x¯0 ≡ I ∈ G such that for any  ∈ R
x¯0 + x¯ = x¯ = x¯ + x¯0,
then x¯0 is an identity in G.
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3. Inverses. For x¯ ∈ G,  ∈ R, there exists x¯−1 ∈ G, such that
x¯−1 + x¯ = x¯ + x¯
−1
 , x¯
−1
 = x¯−1 ,
and −1 = − ∈ D, where + is a binary composition of transformations and it is
understood that x¯ = x¯ − x. Associativity follows from the closure property.
Example 1 :
Group of Rotations in the Plane
x¯1 = x1 cos + x2 sin ,
x¯2 = x2 cos − x1 sin .
That is,
x¯1 = x1 + x2,
x¯2 = x2 − x1.
Example 2 : Group of Translations in the Plane
x¯i = xi + ,
x¯j = xj.
Example 3 :
Group of Scalings in the Plane
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x¯i = (1 + )xi,
x¯j = (1 + )
2xj. [4], [13].
1.3 The group generator
The local one-parameter point transformations in (1.7) can be rewritten
in the form
x¯ = x + ξ (x) · ∇ x, (1.9)
so that
x¯ = (1 + ξ (x) · ∇) x. (1.10)
An operator,
G = ξ (x) · ∇, (1.11)
can then be introduced, so that (1.9) assumes the form
x¯ = (1 + G) x. (1.12)
The operator (1.11) has the expanded form
G =
N∑
k=1
ξk
∂
∂xk
, (1.13)
or simply
G = ξk
∂
∂xk
. [4], [14] (1.14)
1.4 Prolongations formulas
It often happens that the function F in (1.33) does not only depend on the point x
alone, but also on the derivatives. When that is the case then we have to use the
prolonged form of the operator G.
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1.4.1 The case N = 2, with x1 = x and x2 = y
The case N = 2, with x1 = x and x2 = y reduces (1.13) to
G = ξ(x, y)
∂
∂x
+ η(x, y)
∂
∂y
. (1.15)
In determining the prolongations, it is convenient to use the operator
of total differentiation
D =
∂
∂x
+ y′
∂
∂y
+ y′′
∂
∂y′
+ · · · , (1.16)
where
y′ =
dy
dx
, y′′ =
d2y
dx2
, · · · . (1.17)
The derivatives of the transformed point is then
y¯′ =
dy¯
dx¯
. (1.18)
Since
x¯ = x+ ξ and y¯ = y + η, (1.19)
then
y¯′ =
dy + dη
dx+ dξ
. (1.20)
That is,
y¯′ =
dy/dx+ dη/dx
dx/dx+ dξ/dx
. (1.21)
Now introducing the operator D:
y¯′ =
y′ + D(η)
1 + D(ξ)
=
(y′ + D(η))(1− D(ξ))
1− 2(D(ξ))2 . (1.22)
Hence
7
y¯′ =
y′ − (D(η)− y′D(ξ))− 2(D(ξ))
1− 2(D(ξ))2 . (1.23)
That is,
y¯′ = y′ + (D(η)− y′D(ξ)), (1.24)
or
y¯′ = y′ + ζ1, (1.25)
with
ζ1 = D(η)− y′D(ξ). (1.26)
It expands into
ζ1 = ηx + (ηy − ξx)y′ − y′2ξy. (1.27)
The first prolongation of G is then
G[1] = ξ(x, y)
∂
∂x
+ η(x, y)
∂
∂y
+ ζ1
∂
∂y′
. (1.28)
For the second prolongation, we have
y¯′′ =
y′′ + D(ζ1)
1 + D(ξ)
≈ y′′ + ζ2, (1.29)
with
ζ2 = D(ζ1)− y′′D(ξ). (1.30)
This expands into
ζ2 = ηxx + (2ηxy − ξxx)y′ + (ηyy − 2ξxy)y′2
− y′3ξyy + (ηy − 2ξx − 3y′ξy)y′′. (1.31)
The second prolongation of G is then
8
G[2] = ξ(x, y)
∂
∂x
+ η(x, y)
∂
∂y
+ ζ1
∂
∂y′
+ ζ2
∂
∂y′′
. (1.32)
Most applications involve up to second order derivatives. It is reasonable then to
pause here, for this case [12] .
1.4.2 Invariant functions in R2
Theorem 1 A function F (x, y) is an invariant of the group of transformations (1.13)
if for each point (x, y) it is constant along the trajectory determined by the totality
of transformed points (x¯, y¯):
F (x¯, y¯) = F (x, y). (1.33)
This requires that
GF = 0, (1.34)
leading to the characteristic system
dx
ξ
=
dy
η
. (1.35)
1.4.3 Multi-dimensional cases
In dealing with the multi-dimensional cases, we may recast the generator (1.13) as
G = ξi
∂
∂xi
+ ηα
∂
∂uα
. (1.36)
We consider the kth-order partial differential equation
F (x, u, u(1), u(2), ..., u(k)) where x = (x1 . . . xn), u(1) =
∂u
∂x
(1.37)
By definition of symmetry, the transformations (1.1) form a symmetry group G of the
system (1.37) if the function u¯ = u¯(x¯) satisfies (1.50) whenever the function u = u(x)
satisfies (1.37). The transformed derivatives u¯(1), . . . , u¯(k) are found from (1.4) by
using the formulae of change of variables in the derivatives, Di = Di(f
j)D¯j. [4]
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Here
Di =
∂
∂xi
+ uai (
∂
∂ua
) + uaij(
∂
∂uaj
+ · · · ) (1.38)
is the total derivative operator w.r.t. xi and D¯j is given in terms of the transformed
variables. The transformations (1.13) together with the transformations on u¯(1) form
a group, G[1], which is the first prolonged group which acts in the space (x, u, u¯(1)).
Likewise, we obtain the prolonged groups G[2] and so on up to G[k].
The infinitesimal transformations of the prolonged groups are:
u¯ai ≈ uai + aζai (x, u, u(1)) ,
u¯aij ≈ uaij + aζaij(x, u, u(1), u(2)) ,
...
u¯ai1...ik ≈ uai1...ik + aζai1...ik(x, u, u(1), . . . , u(k)) . (1.39)
The functions ζai (x, u, u(1)), ζ
a
ij(x, u, u(1), u(2)) and
ζai1...ik(x, u, u(1), . . . , u(k)) are given, recursively, by the prolongation formulas :
ζai = Di(η
a)− uajDi(ξj) ,
ζaij = Dj(ζ
a
i )− uilDj(ξl) ,
... (1.40)
ζai1...ik = Dik(ζ
a
i1...ik−1)− uli1...ik−1Dik(ξl) .
The generator of the prolonged groups are:
G[1] = ξi(x, u) ∂
∂xi
+ ηa(x, u) ∂
∂ua
+ ζai (x, u, u(1))
∂
∂uai
,
... (1.41)
G[k] = ξi(x, u) ∂
∂xi
+ ηa(x, u) ∂
∂ua
+ ζai (x, u, u(1))
∂
∂uai
+ · · ·+ ζai1...ik(x, u, . . . , u(k)) ∂∂uai1...ik .[4], [13] (1.42)
Definition 3 A differential function F (x, u, . . . , u(p)), p ≥ 0, is a pth-order differen-
tial invariant of a group G if
F (x, u, . . . , u(p)) = F (x¯, u¯, . . . , u¯(p)),
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i.e. if F is invariant under the prolonged group G[p], where for p = 0, u(0) ≡ u and
G[0] ≡ G.
Theorem 2 A differential function F (x, u, . . . , u(p)), p ≥ 0, is a pth-order differential
invariant of a group G if
G[p]F = 0 , (1.43)
where G[p] is the pth prolongation of G and for p = 0, G[0] ≡ G.
The substitution of (1.41) and (1.42) into (1.49) gives rise to
Eσ(x¯, u¯, u¯(1), . . . , u¯(k)) ≈ Eσ(x, u, u(1), . . . , u(k)) + a(G[k]Eσ) , (1.44)
σ = 1, . . . , m˜ .
Thus, we have
G[k]Eσ(x, u, u(1), . . . , u(k)) = 0, σ = 1, . . . , m˜, (1.45)
whenever (1.37) is satisfied. The converse also applies.
1.4.4 Invariant functions in RN
Theorem 3 A function F (x) is an invariant of the group of transformations (1.13)
if for each point x it is constant along the trajectory determined by the totality of
transformed points x¯:
F (x¯) = F (x). (1.46)
This requires that
GF = 0, (1.47)
leading to the characteristic system
dx1
ξ1
= · · · = dx
N
ξN
. (1.48)
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1.5 Determining equations
Equations (1.45) are called the determining equations. They are written compactly
as
G[k]Eσ(x, u, u(1), . . . , u(k))
∣∣
(1) = 0, σ = 1, . . . , m˜, (1.49)
where
∣∣
(1) means evaluated on the surface (1.37).
The determining equations are linear homogeneous partial differential equations of
order k for the unknown functions ξi(x, u) and ηa(x, u). These are consequences
of the prolongation formulae (1.40). Equations (1.49) also involve the derivatives
u(1), . . . , u(k) some of which are eliminated by the system (1.37). We then equate the
coefficients of the remaining unconstrained partial derivatives of u to zero. In general,
(1.49) decomposes into an overdetermined system of equations, that is, there are more
equations than the n+m unknowns ξi and ηa. There are computer algebra programs
that can perform the task of solving determining equations (see, e.g. Baumann 1992).
Since the determining equations are linear homogeneous, their solutions form a vector
space L.[4]
1.6 Lie algebras
There is another important property of the determining equations, viz. if the gener-
ators
G1 = ξ
i
1(x, u)
∂
∂xi
+ ηa1(x, u)
∂
∂ua
and
G2 = ξ
i
2(x, u)
∂
∂xi
+ ηa2(x, u)
∂
∂ua
satisfy the determining equations, so do their commutator [G1, G2] = G1G2 −G2G1
[G1, G2] =
(
G1(ξ
i
2)−G2(ξi1)
) ∂
∂xi
+ (G1(η
a
2)−G2(ηa1))
∂
∂ua
which obeys the properties of bilinearity, skew-symmetry and Jacobi’s identity, viz.
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1. Bilinearity. If G1, G2, G3 ∈ L, then
[αG1 + βG2, G3] = α [G1, G3] + β [G2, G3] , α, β are scalars
2. Skew symmetry. If G1, G2 ∈ L, then
[G1, G2] = − [G2, G1] .
3. Jacobi Identity. If G1, G2, G3 ∈ L, then
[[G1, G2] , G3] + [[G2, G3] , G1] + [[G3, G1] , G2] = 0.
The vector space L of all solutions of the determining equations forms a Lie algebra
which generates a multi-parameter group admitted by (1.37).[13],[14]
1.7 Solvable Lie algebras
In this section, we will show that if r = 1, then the order of an ODE can be reduced
constructively by one. If n > 2 and r = 2, the order can be reduced constructively
by two. But if n > 2 and r > 2, it will not necessarily follow that the order can be
reduced by more than one. However, if the r-dimensional Lie algebra of infinitesimal
generators of an admitted r-parameter group has a q-dimensional solvable subalgebra,
then the order of the ODE can be reduced constructively by q.
Definition 4 A subalgebra A of the Lie algebra Lr with dimension r, is called an
ideal or normal subalgebra of Lr if [Gα, Gβ] ∈ A, for all Gα ∈ A and Gβ ∈ Lr.
Definition 5 The Lie algebra Lr, with dimension r, is called an r-dimensional solv-
able Lie algebra if there exists a chain of subalgebras
A1 ⊂ A2 ⊂ · · · ⊂ Lr,
with Ak−1 being an ideal of Ak, and k ≤ r.
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Definition 6 A Lie algebra A is Abelian if [Gα, Gβ] = 0, if both Gα and Gβ are in
A. [14]
Theorem 4 An abelian algebra is solvable [14].
Theorem 5 A two-dimensional algebra is solvable.
1.8 Lie equations
One-parameter groups are obtained by their generators by means of Lie’s theorem:
Theorem 6 Given the infinitesimal transformations x¯i = xi + ξi(x), u¯α = uα +
ηα(x) or its symbol G, the corresponding one-parameter group G is obtained by
solution of the Lie equations
dx¯i
d
= ξi(x¯, u¯),
du¯α
d
= ηα(x¯, u¯) ,
subject to the initial conditions
x¯i|=0 = xi, u¯α|=0 = uα . [16] (1.50)
1.9 Canonical Parameter
If in the group property 1., discussed above, the expression ϕ(1, 2) can be written
as
ϕ(1, 2) = 1 + 2,
then the parameter a is said to be canonical. In general, a canonical parameter exists
whenever ϕ exists. That is, one has the following theorem:
Theorem 7 : For any ϕ(a, b), there exists the canonical parameter
a˜ =
∫ a
0
da′
A(a′)
,
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where
A(a) =
ϕ(a, b)
b
|b=0 . [16]
This system, with a as the canonical parameter below, transforms form-invariantly
in variables t, x, y, z, u, v, w, p, µ (see Ibragimov and U¨nal 1994) under
t¯ = t exp
[∫ a
0
da′
µ¯F ′(µ)
]
, x¯ = x exp
[∫ a
0
da′
µ¯F ′(µ)
]
, y¯ = y exp
[∫ a
0
da′
µ¯F ′(µ)
]
,
z¯ = z exp
[∫ a
0
da′
µ¯F ′(µ)
]
, u¯ = u exp
[∫ a
0
da′
µ¯F ′(µ)
]
, v¯ = v exp
[∫ a
0
da′
µ¯F ′(µ)
]
,
w¯ = w exp
[∫ a
0
da′
µ¯F ′(µ)
]
, p¯ = p exp
[∫ a
0
da′
µ¯F ′(µ)
]
, F (µ¯) = a+ F (µ),
where
F (µ) =
1
µF ′(µ)
, [14]
1.10 Canonical variables
Theorem 8 : Every one-parameter group of transformations ( x¯ = f(x, y, ), y¯ =
g(x, y, ) reduces to a group of translations t¯ = t+ , u¯ = u with the generator
X =
∂
∂t
by a suitable change of variables
t = t(x, y), u = u(x, y).
The variables t, u are called canonical variables.
Theorem 9 : By a suitable choice of the basis G1, G2, any two-dimensional Lie
algebra can be reduced to one of the four different types, which are determined by
the following canonical structural relations:
I.
[G1, G2] = 0, G1 ∨G2 6= 0; (1.51)
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II.
[G1, G2] = 0, G1 ∨G2 = 0; (1.52)
III.
[G1, G2] 6= 0, G1 ∨G2 6= 0; (1.53)
IV.
[G1, G2] 6= 0, G1 ∨G2 = 0, (1.54)
where
G1 ∨G2 = ξ1η2 − η1ξ2,
and
G1 = ξ1
∂
∂x
+ η1
∂
∂y
, G1 = ξ2
∂
∂x
+ η2
∂
∂y
. [13].
Type I.
[G1, G2] = 0, G1 ∨G2 6= 0.
This condition reduces
y′′ = f(y′),
to
∫
dy′
f(y′)
= x+ C1,
with C1 being the integration constant.
Type II.
[G1, G2] = 0, G1 ∨G2 = 0;
This condition reduces
16
y′′ = f(x),
to
y =
∫ (∫
f(x)dx
)
dx+ C1x+ C2.
with C1 and C2 being the integration constants.
Type III.
[G1, G2] 6= 0, G1 ∨G2 6= 0;
This condition reduces
y′′ =
1
x
f(y′),
to
∫
dy′
f(y′)
= ln(x) + C1,
with C1 being the integration constant.
Type IV.
[G1, G2] 6= 0, G1 ∨G2 = 0,
This condition reduces
y′′ = y′f(x),
to
y = C1
∫
e
∫
f(x)dxdx+ C2.
Theorem 10 : The basis of an algebra Lr can be reduced by a suitable change of
variable to one of the following forms:
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I.
G1 =
∂
∂x
, G2 =
∂
∂y
;
II.
G1 =
∂
∂y
, G2 = x
∂
∂y
;
III.
G1 =
∂
∂y
, G2 = x
∂
∂x
+ y
∂
∂y
;
IV.
G1 =
∂
∂y
, G2 = y
∂
∂y
.
The variables x and y are called canonical variables.
1.11 One Dependent and Two Independent Vari-
ables.
We consider the equation
ut = uxx. (1.55)
In order to generate point symmetries for equation (2.1), we first consider a change
of variables from t, x and u to t∗, x∗ and u∗ involving an infinitesimal parameter .
A Taylor’s series expansion in  near  = 0 yields
t¯ ≈ t+ T (t, x, u)
x¯ ≈ x+ ξ(t, x, u)
u¯ ≈ u+ ζt, x, u)
 (1.56)
where
∂t¯
∂
|=0 = T (t, x, u)
∂x¯
∂
|=0 = ξ(t, x, u)
∂u¯
∂
|=0 = ζt, x, u)
 . (1.57)
The tangent vector field (1.63) is associated with an operator
G = T
∂
∂t
+ ξ
∂
∂x
+ ζ
∂
∂u
, (1.58)
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called a symmetry generator. This in turn leads to the invariance condition
G[2] [F (t, x, ut, ux, utx, utt, uxx)] |{F (t,x,ut,ux,utx,utt,uxx)=0} = 0, (1.59)
where G[2] is the second prolongation of G. It is obtained from the formulas:
G[2] = G+ ζ1t
∂
∂ut
+ ζ1x
∂
∂ux
+ ζ2tt
∂
∂utt
+ ζ2tx
∂
∂utx
+ ζ2xx
∂
∂uxx
,
where
ζ1t =
∂g
∂t
+ u∂f
∂t
+
[
f − ∂T
∂t
]
ut − ∂ξ∂xux, (1.60)
ζ1x =
∂g
∂x
+ u∂f
∂x
+
[
f − ∂ξ
∂x
]
ux − ∂T∂t ut, (1.61)
ζ2tt =
∂2g
∂t2
+ u∂
2f
∂t2
+
[
2∂f
∂t
− ∂2T
∂t2
]
ut − ∂2ξ∂t2 ux
+
[
f − 2∂T
∂t
]
utt − 2∂ξ∂tutx,
ζ2xx =
∂2g
∂x2
+ u∂
2f
∂x2
+
[
2∂f
∂x
− ∂2ξ
∂x2
]
ux − ∂2T∂x2 ut
+
[
f − 2∂T
∂x
]
uxx − 2∂T∂xutx,
and
ζ2tx =
∂2g
∂t∂x
+ u ∂
2f
∂t∂x
+
[
2∂f
∂x
− ∂2T
∂t∂x
]
ut
+
[
2∂f
∂t
− ∂2ξ
∂t∂x
]
ux −
[
f − ∂T
∂t
− ∂ξ
∂x
]
utx
−∂T
∂x
utt − ∂ξ∂tuxx.
1.12 One Dependent and Three Independent Vari-
ables.
In order to generate point symmetries for equation (1.68), we first consider a change
of variables from t, x and u to t∗, x∗ and u∗ involving an infinitesimal parameter .
A Taylor’s series expansion in  near  = 0 yields
t¯ ≈ t+ T (t, x, u)
x¯ ≈ x+ ξ(t, x, u)
u¯ ≈ u+ ζt, x, u)
 (1.62)
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where
∂t¯
∂
|=0 = T (t, x, u)
∂x¯
∂
|=0 = ξ(t, x, u)
∂u¯
∂
|=0 = ζt, x, u)
 . (1.63)
The tangent vector field (1.63) is associated with an operator
G = T
∂
∂t
+ ξ
∂
∂x
+ ζ
∂
∂u
, (1.64)
called a symmetry generator. This in turn leads to the invariance condition
G[2] [F (t, x, ut, ux, utx, utt, uxx)] |{F (t,x,ut,ux,utx,utt,uxx)=0} = 0, (1.65)
where G[2] is the second prolongation of G. It is obtained from the formulas:
G[2] = G+ ζ1t
∂
∂ut
+ ζ1x
∂
∂ux
+ ζ2tt
∂
∂utt
+ ζ2tx
∂
∂utx
+ ζ2xx
∂
∂uxx
,
where
ζ1t =
∂g
∂t
+ u∂f
∂t
+
[
f − ∂T
∂t
]
ut − ∂ξ∂xux, (1.66)
ζ1x =
∂g
∂x
+ u∂f
∂x
+
[
f − ∂ξ
∂x
]
ux − ∂T∂t ut, (1.67)
ζ2tt =
∂2g
∂t2
+ u∂
2f
∂t2
+
[
2∂f
∂t
− ∂2T
∂t2
]
ut − ∂2ξ∂t2 ux
+
[
f − 2∂T
∂t
]
utt − 2∂ξ∂tutx,
ζ2xx =
∂2g
∂x2
+ u∂
2f
∂x2
+
[
2∂f
∂x
− ∂2ξ
∂x2
]
ux − ∂2T∂x2 ut
+
[
f − 2∂T
∂x
]
uxx − 2∂T∂xutx,
and
ζ2tx =
∂2g
∂t∂x
+ u ∂
2f
∂t∂x
+
[
2∂f
∂x
− ∂2T
∂t∂x
]
ut
+
[
2∂f
∂t
− ∂2ξ
∂t∂x
]
ux −
[
f − ∂T
∂t
− ∂ξ
∂x
]
utx
−∂T
∂x
utt − ∂ξ∂tuxx.
Looking at two dimensional heat equation respectively .
ut = uxx + uyy (1.68)
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In order to generate point symmetries for equation (1.68), we first consider a change
of variables from t, x, y and u to t∗, x∗, y∗ and u∗ involving an infinitesimal parameter
. A Taylor’s series expansion in  near  = 0 yields
t¯ ≈ t+ T (t, x, y, u)
x¯ ≈ x+ ξ(t, x, y, u)
y¯ ≈ y + ϕ(t, x, y, u)
u¯ ≈ u+ ζt, x, y, u)

(1.69)
where
∂t¯
∂
|=0 = T (t, x, y, u)
∂x¯
∂
|=0 = ξ(t, x, y, u)
∂y¯
∂
|=0 = ϕ(t, x, y, u)
∂u¯
∂
|=0 = ζt, x, y, u)

. (1.70)
The tangent vector field (1.70) is associated with an operator
G = T
∂
∂t
+ ξ
∂
∂x
+ ϕ
∂
∂y
+ ζ
∂
∂u
, (1.71)
called a symmetry generator. This in turn leads to the invariance condition
G[2] [F (t, x, ut, ux, uy, utx, uty, utt, uxx, uxy, uyy)] |{F (t,x,ut,ux,uy ,utx,uty ,utt,uxx,uxy ,uyy)=0} = 0,
(1.72)
where G[2] is the second prolongation of G. It is obtained from the formulas:
G[2] = G+ ζ1t
∂
∂ut
+ ζ1x
∂
∂ux
+ ζ1y
∂
∂uy
+ ζ2tt
∂
∂utt
+ ζ2tx
∂
∂utx
+ ζ2ty
∂
∂uty
+ ζ2xx
∂
∂uxx
+ ζ2xy
∂
∂uxy
+ ζ2yy
∂
∂uyy
,
where
ζ1t =
∂g
∂t
+ u∂f
∂t
+
[
f − ∂T
∂t
]
ut − ∂ξ∂xux − uy ∂ϕ∂t , (1.73)
ζ1x =
∂g
∂x
+ u∂f
∂x
+
[
f − ∂ξ
∂x
]
ux − ∂T∂t ut − uy ∂ϕ∂x , (1.74)
ζ1y =
∂g
∂y
+ u∂f
∂y
+
[
f − ∂ϕ
∂x
]
uy − ∂ϕ∂t ut − ux ∂ξ∂y − ut ∂T∂y , (1.75)
ζ2tt =
∂2g
∂t2
+ u∂
2f
∂t2
+
[
2∂f
∂t
− ∂2T
∂t2
]
ut − ∂2ξ∂t2 ux − ∂
2ξ
∂t2
uy
+
[
f − 2∂T
∂t
]
utt − 2∂ξ∂tutx − 2∂ϕ∂t uyt,
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ζ2tx =
∂2g
∂t∂x
+ u ∂
2f
∂t∂x
+
[
∂f
∂x
− ∂2T
∂t∂x
]
ut
+
[
2∂f
∂t
− ∂2ξ
∂t∂x
]
ux − uy ∂2ϕ∂t∂x −
[
2f − 2∂T
∂t
− ∂T
∂x
]
utx
− [∂ξ
∂t
+ ∂ξ
∂x
]
uxx −
[
2∂ϕ
∂t
+ ∂ϕ
∂x
]
uxy.
ζ2ty =
∂2g
∂t∂x
+ u ∂
2f
∂t∂x
+
[
2∂f
∂x
− ∂2T
∂t∂x
]
ut
+
[
2∂f
∂t
− ∂2ξ
∂t∂x
]
ux −
[
f − ∂T
∂t
− ∂ξ
∂x
]
utx
−∂T
∂x
utt − ∂ξ∂tuxx.
ζ2xx =
∂2g
∂x2
+ u∂
2f
∂x2
+
[
2∂f
∂x
− ∂2ξ
∂x2
]
ux − ∂2ϕ∂x2 uy − ∂
2T
∂x2
ut
+
[
f − 2 ∂ξ
∂x
]
uxx − 2∂ϕ∂xuxy,−2∂T∂xutx,
ζ2ty =
∂2g
∂t∂y
+ u ∂
2f
∂t∂y
+
[
2∂f
∂y
− ∂2ϕ
∂t∂y
]
uy − ∂2ξ∂t∂yux − ∂
2T
∂y2
ut
−
[
2∂ϕ
∂t
+ ∂ϕ
∂y
]
uyy − 2
[
∂ξ
∂t
+ ∂ξ
∂y
]
uxy +
[
2f − 2∂T
∂t
− ∂T
∂y
]
uyt,
ζ2yy =
∂2g
∂y2
+ u∂
2f
∂2y
+
[
2∂f
∂y
− ∂2ϕ
∂y2
]
uy − ∂2ξ∂y2ux − ∂
2T
∂y2
ut
−
[
f − 2∂ϕ
∂y
]
uyy − 2
[
∂ξ
∂y
]
uxy +
[
2f − 2∂T
∂y
]
uyt,
1.13 One Dependent and n Independent Variables.
The local one-parameter point transformations
x¯ = Xi(x, u, ) = xi + ξ(x, u) + 0
2 (1.76)
u¯ = U(x, u, ) = u+ η(x, u) + 02 i = 1, 2, . . . , n (1.77)
acting on (x, u) - space has generator
X = ξi(x, u)
∂
∂xi
+ η(x, u)
∂
∂u
The kth extended infinitesimals are given by
ξ(x, u), η(x, u), η(1)(x, u, ∂u), . . . , η(1)(x, u, ∂u, . . . , ∂u(1)), (1.78)
and the corresponding kth extended generator is
X(k) = Xi
∂
∂xi
+η
∂
∂u
+ζ1i
∂
∂ui
+. . .+ζki
∂
∂ui1i2...il
i = 1, 2, . . . , n l = 1, 2, . . . , k k ≥ 1[4].
(1.79)
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Theorem 11 The extended infinitesimals satisfy the recursive relations
η
(1)
i = Diη − (Diξj)uj, i = 1, 2, . . . , n (1.80)
ζki1i2...ik = Dikζ
k−1
i1i2...ik−1 − (Diξj)ui1i2...ik−1j (1.81)
i = 1, 2, . . . , n for l = 1, 2, . . . , k with k ≥ 2
Proof. Let A be an n× n matrix
A =

D1X1 · · · D1Xn
... · · · ...
DnX1 · · · DnXn

and assume that A−1 exists. From equation (1.76) and the matrix A we have that
A =

D1(x1 + ξ1) D1(x2 + ξ2) · · · D1(xn + ξn)
D2(x1 + ξ1) D2(x2 + ξ2) · · · D2(x2 + ξ2)
... · · · · · · ...
Dn(x1 + ξ1) Dn(x2 + ξ2) · · · Dn(xn + ξn)
+ 0(
2) = I + B + 0(2)
where I is the identity matrix and
B =

D1ξ1 D1ξ2 · · · D1ξn
D2ξ1 D2ξ2 · · · D2ξn
...
... · · · ...
Dnξ1 Dnξ2 · · · Dnξn

Then A−1 = I − B + 0(2) Using some transformations we arrive at that
ζki1i2...ik1
ζki1i2...ik2
...
ζki1i2...ikn
 =

D1ζ
k−1
i1i2...
D2ζ
k−1
i1i2...
...
Dnζ
k−1
i1i2...
−B

ui1i2...ik−11
ui1i2...ik−12
...
ui1i2...ik−1n

i = 1, 2, . . . , n for l = 1, 2, . . . , k with k ≥ 2 and this leads to (1.81). Hence the proof.
The details of the proof are contained in [4].
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1.14 m Dependent and n Independent Variables.
We consider the case of n independent variables x = (x1.. . . . xn) and m dependent
variables u(x) = u1(x) . . . un(x). Partial derivatives are denoted by uµi =
∂uµ
∂xi
. The
notation
∂u ≡ ∂1u = u11(x) . . . u1n(x) . . . um1 (x) . . . umn (x)
denotes the set of all first-order partial derivatives
∂pu = {upi1...ip|µ = 1 . . .m : i1 . . . ip = 1 . . . n}
= { ∂
pup(x)
∂xi1 . . . ∂xip
|µ = 1 . . .m : i1 . . . ip = 1 . . . n}
denotes the set of all partial derivatives of order p. Point transformations of the form
x¯ = f(x, u) (1.82)
u¯ = g(x, u) (1.83)
acting on the n+m dimensional space (x, u) has as its pth extended transformation
¯(x)i = f i(x, u) (1.84)
¯(uµ) = gµ(x, u) (1.85)
¯(uµi ) = h
µ
i (x, u, ∂u) (1.86)
... (1.87)
¯(uµi1...ip) = h
µ
i1...ip
(x, u, ∂u . . . ∂pu) (1.88)
with i, i1, . . . , ip = 1, . . . , n; µ = 1 . . .m;
∂ ¯(uµ)
∂( ¯(x))i
. The transformed components of
the first-order derivatives are determined by
¯(u)
µ
1
¯(u)
µ
2
...
¯(u)
µ
n
 =

hµ1
hµ2
...
hµn
 = A
−1

D1g
µ
D2g
µ
...
Dng
µ

where A−1 is the inverse of the matrix
A =

D1f
1 · · · D1fn
... · · · ...
Dnf
1 · · · Dnfn

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in terms of the total derivative operators
Di =
∂
∂xi
+ uµi
∂
∂uµ
+ uµii1
∂
∂uµi1
+ . . . ,
i = 1, . . . , n [5]. The transformed components of the higher-order derivatives are
determined by 
¯(u)
µ
i1...ip
1
¯(u)
µ
i1...ip
2
...
¯(u)
µ
i1...ip
n
 =

hµi1...ip1
hµi1...ip2
...
hµi1...ipn
 = A
−1

D1h
µ
i1...ip−11
D2h
µ
i1...ip−12
...
Dnh
µ
i1...ip−1n

The situation where the point transformation (1.82,1.83) is a one-parameter group
of transformation given by
x¯i = f i(x, u, ) = xi + ξi(x, u) + 0(2), i = 1, ....n (1.89)
u¯µ = gµ(x, u, ) = uµ + ξi(x, u) + 0(2), µ = 1, ....m (1.90)
will have the corresponding generator given by
X = ξi(x, u)
∂
∂xi
+ ηµ(x, u)
∂
∂uµ
[5] (1.91)
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Chapter 2
Lie group analysis of the heat
equation
In this chapter we consider the symmetry analysis as presented in the books of
Bluman,Kumei and Anco [3],[4] . We present the Lie symmetries of one-dimensional
and two-dimensional heat equations. We also find the invariant solutions under
certain symmetry generators of this equations.We use method from the above authors
since they can be easily related to the symmetry method that Manale used in his
new formula to find the new symmetries of the heat equation
2.1 One-dimensional heat equation
The heat equation is given by
uxx − ut = 0 (2.1)
2.1.1 Prolongation formulas
Let x and t be two independent variables, and u a dependent variable. The total
derivatives are defined by
Dx =
∂
∂x
+ ux
∂
∂u
+ uxx
∂
∂ux
+ uxt
∂
∂ut
+ · · ·
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Dt =
∂
∂t
+ ut
∂
∂u
+ utx
∂
∂ux
+ utt
∂
∂ut
+ · · ·
The infinitesimal generator is given by
X = T (t, x, u)
∂
∂t
+ ξ(t, x, u)
∂
∂x
+ η(t, x, u)
∂
∂u
(2.2)
where X [2] is the second prolongation of X given by
X [2] = X + ζ1x
∂
∂ux
+ ζ1t
∂
∂ut
+ ζ2xx
∂
∂uxx
+ ζ2xt
∂
∂uxt
+ ζ2tt
∂
∂utt
(2.3)
The coefficients ζx, ζt, ζxx and ζtt are given by
ζ1x = Dx(η)− uxDx(ξ)− utDx(T )
= gx + fxu+ ux(f − ξx)− utTx,
ζ1t = Dt(η)− uxDt(ξ)− utDt(T )
= gt + ftu+ ut(f − Tt)− uxξt,
ζ2xx = Dx(ζ
1
x)− uxxDx(ξ)− uxtDx(T )
= gxx + ufxx + ux(2fx − ξxx)− utTxx + uxx(f − 2ξx)− uxx(f − 2ξx)− 2uxtTx,
ζ2xt = Dt(ζ
1
x)− uxxDt(ξ)− uxtDx(T )
= gxt + fxtu+ ux(ft − ξxt)− ut(fx − Txt)− ξtuxx + (f − ξx − Tt)uxt − Txutt,
ζ2tt = Dt(ζ
1
t )− uxtDt(ξ)− uttDt(T )
= gtt + fttu+ ux(ξtt)− ut(2ft − Ttt)− 2uxtξt + utt(f − 2Tt),
2.1.2 Determining the symmetries of the one-dimensional
heat equation
The determining equation is obtained from invariance condition(
T (t, x, u) ∂
∂t
+ ξ(t, x, u) ∂
∂x
+ η(t, x, u) ∂
∂u
+ ζ1x
∂
∂ux
+ ζ1t
∂
∂ut
+ ζ2xx
∂
∂uxx
+ ζ2xt
∂
∂uxt
+ζ2tt
∂
∂utt
)(
ut − uxx
)|ut=uxx = 0,
which is (
ζ1t − ζ2xx
)|ut=uxx = 0, (2.4)
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After substituting ζ1t ,ζ
2
xx and ut = uxx in equation (2.4), we have
gt + ftu+ ut(f − Tt)− uxξt −
[
gxx + ufxx + ux(2fx − ξxx)− utTxx + ut(f − 2ξx)− 2uxtTx
]
= 0,
(2.5)
Separating coefficients in (2.5) yields the following monomials
C : gt − gxx = 0, (2.6)
u : ft − fxx = 0, (2.7)
ut : Tt − Txx − 2ξx = 0, (2.8)
ux : ξt − ξxx + 2fx = 0, (2.9)
uxt : Tx = 0, (2.10)
Integration equation(2.10) with respect to x result into
T = a(t) (2.11)
Substituting T in (2.8) and integrating with respect to x we obtain
ξ =
1
2
atx+ b(t) (2.12)
Differentiating (2.12) with respect to t we have
ξt =
1
2
attx+ bt (2.13)
Substituting ξt in (2.9) and integrating with respect with respect to x yields
f = −1
8
attx
2 − 1
2
btx+ c(t) (2.14)
Substituting f in (2.7) we obtain
−1
8
atttx
2 − 1
2
bttx+ ct +
1
4
att = 0 (2.15)
Splitting equation (2.15) with respect to the powers of x we obtain
x2 : attt = 0, (2.16)
x1 : btt = 0, (2.17)
x0 : ct +
1
4
att = 0, (2.18)
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Integrating (2.26),(2.27) and (2.28) with respect to t yields
a(t) =
A1
2
t2 + A2t+ A3 (2.19)
b(t) = A4t+ A5 (2.20)
c(t) = −1
4
A1t+ A6 (2.21)
The Infinitesimals :
T = α1t
2 + 2α2t+ α3 (2.22)
ξ = α1tx+ α2x+ α4t+ α5 (2.23)
f = −1
4
α1x
2 − 1
2
α4x− α1t+ α6 (2.24)
2.1.3 Symmetries
X = T
∂
∂t
+ ξ
∂
∂x
+ (fu+ g)
∂
∂u
(2.25)
Therefore corresponding symmetries are given by
X1 =
∂
∂x
, (2.26)
X2 =
∂
∂t
, (2.27)
X3 = x
∂
∂x
+ 2t
∂
∂t
, (2.28)
X4 = xt
∂
∂x
+ t2
∂
∂t
− (1
4
x2 +
1
2
u)u
∂
∂u
, (2.29)
X5 = t
∂
∂x
− 1
2
xu
∂
∂u
, (2.30)
X6 = u
∂
∂u
, (2.31)
X∞ = g
∂
∂u
, (2.32)
2.1.4 Invariant Solutions
A useful tool of symmetry group that conserves the set of solutions in the differen-
tial equations admitting this group. That is, the symmetry transformations merely
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permute the integral curves among themselves. Such integral curves are termed
invariant solutions.
Theorem 12 A function F (x, y) is called an invariant of the group G if and only
if it solves the following first-order linear partial differential equation
XF = ξ(x, y)
∂F
∂x
+ η(x, y)
∂F
∂y
(2.33)
X(x, t, u)
∂u
∂x
+ T (x, t, u)
∂u
∂t
= η(x, t, u) (2.34)
is the general partial differential equation of an invariant surface,with the following
characteristic equations
dx
X(x, t, u)
=
dt
T (x, t, u)
=
du
η(x, t, u)
(2.35)
For the symmetry equation (2.30) characteristic equation is
xdx
2t
+
du
u
= 0 (2.36)
Integrating (2.36) we obtain
u = β(t)e−
x2
4t (2.37)
Differentiating (2.37) with respect t and twice with x respectively we obtained
ut = β
′(t)e−
x2
4t + β(t)e−
x2
4t
x2
4t2
(2.38)
uxx =
x2
4t2
e−
x2
4t β(t)− 1
2t
e−
x2
4t β(t) (2.39)
substituting ut and ux in (2.1) yields
β′(t) +
1
2
β(t) = 0 (2.40)
Then the solution becomes
u =
k√
t
e−
x2
4t (2.41)
Finding the invariant solution the symmetry equation (2.29) is used since it contains
(x, t, u) then the invariance condition becomes
xtux + t
2ut = −(1
4
x2 +
1
2
)u (2.42)
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The corresponding characteristic equations are given by
dx
xt
=
dt
t2
=
du
−(1
4
x2 + 1
2
t)u
(2.43)
by separation of variables and integration, the solution of the characteristic equations
yields two invariants of X4
ζ =
x
t
and v =
√
tex
2/4tu Then the solution of the invariant surface condition(2.42) is given
by the invariant form
√
tex
2/4tu = φ(
x
t
)
solving for the following equation is obtained
u = θ(x, t) =
1√
t
e−x
2/4tφ(ζ) (2.44)
Finding the solution:
ut =
x2u
4t2
− u
2t
− φ˙(x
t
)(xu
t2
)
(2.45)
uxx = φ¨
(x
t
) u
t2
− φ˙(x
t
)(xu
t2
)
+
( x2
4t2
− 1
2t
)
u (2.46)
substituting ut and uxx in (2.1) we obtain
φ¨
(x
t
) u
t2
= 0 (2.47)
then
φ¨ = 0 (2.48)
Solving the differential equation yields
u =
1√
t
[C1 + C2
x
t
]e−
x2
4t (2.49)
2.2 Two-dimensional heat equation
The two dimensional heat equation is given by the equation
ut − uxx − uyy = 0 (2.50)
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in which the dependent variable is u and independent variables are t, x and y. The
infinitesimal generator is given by
X = T (t, x, y, u)
∂
∂t
+ ξ(t, x, y, u)
∂
∂x
+ ϕ(t, x, y, u)
∂
∂y
+ ζ(t, x, y, u)
∂
∂u
, (2.51)
Where X [2]is the second prolongation of X given by
X [2] = X + ζ1t
∂
∂ut
+ ζ1x
∂
∂ux
+ ζ1y
∂
∂uy
+ ζ2tt
∂
∂utt
+ ζ2tx
∂
∂utx
+ ζ2ty
∂
∂uty
+ ζ2xx
∂
∂uxx
+ ζ2xy
∂
∂uxy
+ ζ2yy
∂
∂uyy
,
with the invariance condition
X [2](ut − uxx − uyy)|(uyy=ut−uxx) = 0 (2.52)
that yields
ζ1t − ζ(2)xx − ζ2yy|(uyy=ut−uxx) = 0 (2.53)
where ζ1, ζxx, ζyy are substituted in (2.53)
ζ1t =
∂g
∂t
+ u∂f
∂t
+
[
f − ∂T
∂t
]
ut − ∂ξ∂xux − uy ∂ϕ∂t , (2.54)
ζ1x =
∂g
∂x
+ u∂f
∂x
+
[
f − ∂ξ
∂x
]
ux − ∂T∂t ut − uy ∂ϕ∂x , (2.55)
ζ1y =
∂g
∂y
+ u∂f
∂y
+
[
f − ∂ϕ
∂x
]
uy − ∂ϕ∂t ut − ux ∂ξ∂y − ut ∂T∂y , (2.56)
ζ2tt =
∂2g
∂t2
+ u∂
2f
∂t2
+
[
2∂f
∂t
− ∂2T
∂t2
]
ut − ∂2ξ∂t2 ux − ∂
2ξ
∂t2
uy
+
[
f − 2∂T
∂t
]
utt − 2∂ξ∂tutx − 2∂ϕ∂t uyt,
ζ2tx =
∂2g
∂t∂x
+ u ∂
2f
∂t∂x
+
[
∂f
∂x
− ∂2T
∂t∂x
]
ut
+
[
2∂f
∂t
− ∂2ξ
∂t∂x
]
ux − uy ∂2ϕ∂t∂x −
[
2f − 2∂T
∂t
− ∂T
∂x
]
utx
− [∂ξ
∂t
+ ∂ξ
∂x
]
uxx −
[
2∂ϕ
∂t
+ ∂ϕ
∂x
]
uxy.
ζ2ty =
∂2g
∂t∂x
+ u ∂
2f
∂t∂x
+
[
2∂f
∂x
− ∂2T
∂t∂x
]
ut
+
[
2∂f
∂t
− ∂2ξ
∂t∂x
]
ux −
[
f − ∂T
∂t
− ∂ξ
∂x
]
utx
−∂T
∂x
utt − ∂ξ∂tuxx.
ζ2xx =
∂2g
∂x2
+ u∂
2f
∂x2
+
[
2∂f
∂x
− ∂2ξ
∂x2
]
ux − ∂2ϕ∂x2 uy − ∂
2T
∂x2
ut
+
[
f − 2 ∂ξ
∂x
]
uxx − 2∂ϕ∂xuxy,−2∂T∂xutx,
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ζ2ty =
∂2g
∂t∂y
+ u ∂
2f
∂t∂y
+
[
2∂f
∂y
− ∂2ϕ
∂t∂y
]
uy − ∂2ξ∂t∂yux − ∂
2T
∂y2
ut
−
[
2∂ϕ
∂t
+ ∂ϕ
∂y
]
uyy − 2
[
∂ξ
∂t
+ ∂ξ
∂y
]
uxy +
[
2f − 2∂T
∂t
− ∂T
∂y
]
uyt,
ζ2yy =
∂2g
∂y2
+ u∂
2f
∂2y
+
[
2∂f
∂y
− ∂2ϕ
∂y2
]
uy − ∂2ξ∂y2ux − ∂
2T
∂y2
ut
+
[
f − 2∂ϕ
∂y
]
uyy − 2
[
∂ξ
∂y
]
uxy +
[
2f − 2∂T
∂y
]
uyt,
2.2.1 Determining equation of two dimensional heat equa-
tion
ζ1t = ζ
2
xx + ζ
2
yy = 0 (2.57)
∂g
∂t
+
∂f
∂t
u+ ut(f − ∂τ
∂t
)− ux∂ξ
∂t
− uy ∂ϕ
∂t
=
∂2g
∂x2
+ u
∂2f
∂x2
+ ux(2
∂f
∂x
− ∂
2ξ
∂x2
)− uy ∂
2ϕ
∂x2
− ut∂
2τ
∂x2
+ uxx(f − 2∂ξ
∂x
)− 2uxy ∂ϕ
∂x
− 2uxt∂τ
∂x
+
∂2g
∂y2
+
∂2f
∂y2
u+ uy(2
∂f
∂y
− ∂
2ϕ
∂y2
)− ux ∂
2ξ
∂y2
− ut∂
2τ
∂y2
+ [ut − uxx](f − 2∂ϕ
∂y
)− 2uxy ∂ξ
∂y
− 2uyt∂τ
∂y
(2.58)
The defining equations from the monomials,
C : gt − gxx − gyy = 0 (2.59)
u : ft − fxx − fyy = 0 (2.60)
ut : Tt − Txx − Tyy − 2ϕy = 0 (2.61)
ux : ξt − ξxx − ξyy + 2fx = 0 (2.62)
uy : ϕt − ϕxx − ϕyy + 2fy = 0 (2.63)
uxx : ξx − ϕy = 0 (2.64)
uxy : ϕx + ξy = 0 (2.65)
uxt : Tx = 0 (2.66)
uyt : Ty = 0 (2.67)
Integrating (2.66) and (2.67) with respect to x and y respectively results into
T = a(t) (2.68)
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Substituting T in (2.61) and integrate with respect to y we obtain
ϕ =
1
2
aty + b(t, x) (2.69)
Differentiating ϕ twice with respect to x and y respectively we get
ϕxx = bxx(t, x), ϕyy = 0 (2.70)
Differentiating ϕ with respect to t results to
ϕt =
1
2
atty + bt(t, x) (2.71)
Substituting ϕy in (2.64) and integrate with respect to x yields
ξ =
1
2
atx+ c(t, y) (2.72)
Differentiating ξ with respect to t and twice with respect to x and y respectively we
obtain the following equations
ξt =
1
2
attx+ ct(t, y) (2.73)
ξxx = 0, ξyy = cyy(t, y) (2.74)
Differentiating (2.65) with respect to x and y respectively we obtain the following
equations
ϕxx = 0 = bxx, ξyy = 0 = cyy (2.75)
Integrating (2.75) with respect to x and y respectively to obtain
b = A1x+ A2 (2.76)
c = A1y + A4 (2.77)
Substituting ξt,ξxx,ξyy in (2.62) andϕt,ϕxx,ϕyy in (2.63) then integrate respectively
with respect to x and y yields
f = −1
8
attx
2 − 1
8
atty
2 − 1
2
ct(t, y)x− 1
2
bt(t, x)y + d(t, x) + e(t, y) (2.78)
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Differentiating f with respect to t and twice with respect to x and y respectively we
obtain
ft = −1
8
atttx
2 − 1
8
attty
2 − 1
2
ctt(t, y)x− 1
2
btt(t, x)y + dt(t, x) + et(t, y) (2.79)
fxx = −1
4
att + dxx(t, x), fyy = −1
4
att + eyy(t, y) (2.80)
Substituting ft,fxx,fyy in (2.60)
−1
8
atttx
2−1
8
attty
2−1
2
ctt(t, y)x−1
2
btt(t, x)y+dt(t, x)+et(t, y)+
1
2
att−eyy(t, y)−dxx(t, x) = 0,
(2.81)
Splitting (2.81) we obtain
: attt(t) = 0, (2.82)
: dxx(t, x) = 0, (2.83)
: eyy(t, y) = 0, (2.84)
: dt(t, x) = 0, (2.85)
: et(t, y) = 0, (2.86)
Integrating with respect to t,x,y in (2.85),(2.86) and (2.84) respectively yields
a(t) =
1
2
A5t
2 + A6t+ A7 (2.87)
d(t, x) = A8x+ A9 (2.88)
e(t, y) = A10y + A11 (2.89)
The Infinitesimals :
T = β1t
2 + 2β2t+ β3 (2.90)
ξ = β1tx+ β2x+ β4y + β5 (2.91)
ϕ = β1ty + β2y + β4x+ β6 (2.92)
f = −1
4
β1(x
2 + y2) + β7x+ β8y + β9 (2.93)
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Symmetries:
X1 = t
∂
∂t
, (2.94)
X2 =
∂
∂x
, (2.95)
X3 =
∂
∂y
, (2.96)
X4 = u
∂
∂u
, (2.97)
X5 = xu
∂
∂u
, (2.98)
X6 = yu
∂
∂u
, (2.99)
X7 = y
∂
∂x
+ x
∂
∂y
, (2.100)
X8 = 2t
∂
∂t
+ x
∂
∂x
+ y
∂
∂y
, (2.101)
X9 = t
2 ∂
∂t
+ tx
∂
∂x
+ ty
∂
∂y
− 1
4
(x2 + y2)u
∂
∂u
, (2.102)
X∞ = g
∂
∂u
, (2.103)
2.2.2 Invariant Solution
X3 =
∂
∂y
(2.104)
The invariant condition is given by
X3I =
∂I
∂y
, (2.105)
the characteristic equation is
dy
1
=
dx
0
=
du
0
=
dt
0
(2.106)
this implies that dy = 0, thus the invariant solution u = φ(x) or u = φ(t) for
u = φ(t), we substitute this in the original equation ut = uxx + uyy to get φ
′(t) = 0
thus φ(t) = k Similarly for u = φ(x) we have uxx = φ
′′(x) = 0 which implies
φ(x) = C1x+ C2 then the invariant solution becomes
u = C1x+ C2 (2.107)
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For
X2 =
∂
∂x
(2.108)
We similarly obtain the invariant solution
u = A1y + A2 (2.109)
For
X7 = y
∂
∂x
+ x
∂
∂y
(2.110)
The invariance condition is given by
X7I = y
∂I
∂x
+ x
∂I
∂y
(2.111)
The characteristic equation is given by
dx
y
=
dy
x
=
du
0
=
dt
0
(2.112)
Then
C = y2 − x2 (2.113)
the first invariant ψ1 = y
2 − x2 and the second invariant is ψ2 = φ(t) The invariant
solution is u = φ(t)(y2−x2) substituting this solution in the original equation yields
φ′(t)(y2 − x2) = 0 φ′(t) = 0, φ(t) = C (2.114)
Thus invariant solution
u = C(y2 − x2) (2.115)
X9 = t
2 ∂
∂t
+ tx
∂
∂x
+ ty
∂
∂y
− 1
4
(x2 + y2)u
∂
∂u
(2.116)
The invariance condition is given by
X9I = t
2∂I
∂t
+ tx
∂I
∂x
+ ty
∂I
∂y
− 1
4
(x2 + y2)u
∂I
∂u
(2.117)
Then characteristic equation then is given by the equation
dt
t2
=
dx
tx
=
dy
ty
=
du
−1
4
(x2 + y2)u
(2.118)
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from the characteristic equation (2.118) we have
dt
t2
=
dx
tx
(2.119)
Integrating the equations leads to
x
t
= ϕ1 (2.120)
Then from (2.118) we obtain
dt
t2
+
du
−1
4
(x2 + y2)u
= 0 (2.121)
Integration yields
u = F
(x
t
)
e
(x2+y2)
4t (2.122)
Differentiating (2.122) with respect to t and twice with respect x and y respectively
we obtain
ut = −F x
t2
e
(x2+y2)
4t
−Fe (x
2+y2)
4t
x2 + y2
4t2
(2.123)
uxx = F
′′ 1
t2
e
(x2+y2)
4t + F ′
x
t2
e
(x2+y2)
4t
+Fe
(x2+y2)
4t
1
2t
(2.124)
uyy = Fe
(x2+y2)
4t (
1
2t
)
+Fe
(x2+y2)
4t
y2
4t2
(2.125)
substituting ut,uxx and uyy in (2.50) leads to
F ′′
1
t2
+ F ′
2x
t2
+ F
(
1
t
+
x2
4t2
+
y2
4t2
+ e(
x2+y2
4t2
)
)
= 0, (2.126)
the second order differential equation (2.126) reduces to
F ′′α + F ′β + Fλ = 0, (2.127)
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using the characteristic equation (2.118)
dx
tx
=
dy
ty
(2.128)
integration yields
x
y
= ϕ2 (2.129)
from (2.118) we obtain
dy
ty
+
du
1
4
(x2 + y2)u
= 0 (2.130)
then integration yields
u = R(x/y)e−(
2x2lny+y2
8t
), (2.131)
Differentiating (2.131) with respect to t and twice with respect to x and y respectively
we obtain
ut = Re
−( 2x2lny+y2
8t
)
(
2x2lny + y2
8t2
,
)
(2.132)
uxx = R
′′ 1
y2
e−(
2x2lny+y2
8t
) −R′
(
1
y
e−(
2x2lny+y2
8t
) xlny
ty
)
−R
(
e−(
2x2lny+y2
8t
) lny
2t
+ e−(
2x2lny+y2
8t
) x2ln2y
4t2
)
,
uyy = R
′′
(
x2
y4
e−(
2x2lny+y2
8t
)
)
+R′
(
2x
y3
e−(
2x2lny+y2
8t
) + x
y2
e−(
2x2lny+y2
8t
) x2+y2
2t
)
+R
(
e−(
2x2lny+y2
8t
)(x
2+y2
4ty
)2 + e−(
2x2lny+y2
8t
) 1
4t
x+y2
y2
)
,
Substituting ut, uxx and uyy in (2.50) yields
0 = R′′
(
1
y2
− x
2
y2
)
−R′
(
xlny
ty2
− 2x
y3
− x(x
2 + y2)
2ty2
)
−R
(
2x2lny + y2
8t
+
lny
2t
+
x2ln2y
4t2
− (x
2 + y2
4ty
)2 − x+ y
2
4ty2
)
, (2.133)
which reduces to
R′′δ −R′κ−Rγ = 0, (2.134)
From[14] for two-dimension Lie algebra spanned by X, Y has the invariants r =√
x2 + y2 and v = u−kt. looking at for invariant solutions in the form v = φ(r),whence
u = φ(r)ekt.substituting in (2.50) and multiplying by r the resulting equation be-
comes
rφ′′ + φ′ − krφ = 0 (2.135)
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assuming k < 0.Then setting k = −α2 and r˜ = αr the equation becomes Bessel
function J0(r˜) of order zero:
r˜φ′′ + φ′ + r˜φ = 0 (2.136)
where φ = J0(r˜ and the invariant solution is given by
u = J0(αr)e
−α2t (2.137)
Then the solution of (2.134) and (2.127) should be similar to (2.136)
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Chapter 3
Introduction of new method
This chapter presents the new symmetries of one-dimensional and two-dimensional
heat equations. The new symmetries of one-dimensional heat equation was presented
in the paper by Manale[18] . We determine the new symmetries of one dimensional
and two dimensional with an infinitesimal ω → 0. We determine invariant solutions
for one operator in each case. Graphical solutions are presented for the calculated
solutions.
3.1 New symmetries of one-dimensional heat equa-
tion
We determine the new Lie point symmetries obtained by Manale[18] for the one
dimensional heat equation
ut − uxx = 0, (3.1)
in which the dependent variable is u and independent variables are t and u. This
equation admits the one-parameter Lie group of transformation with infinitesimal
generator
G = T (t, x, u)
∂
∂u
+ ξ(t, x, u)
∂
∂u
+ η(t, x, u)
∂
∂u
(3.2)
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with the invariance condition
G[2] (uxx − ut) |{uxx=ut} = 0, (3.3)
where G[2] is the second prolongation of G. Obtained from the formulas:
G[2] = G+ ζ
(1)
t
∂
∂ut
+ ζ
(1)
x
∂
∂ux
+ ζ
(2)
tt
∂
∂utt
+ η
(2)
tx
∂
∂utx
+ η
(2)
xx
∂
∂uxx
,
where
η
(1)
t =
∂g
∂t
+ u∂f
∂t
+
[
f − ∂T
∂t
]
ut − ∂ξ∂xux, (3.4)
η
(1)
x =
∂g
∂x
+ u∂f
∂x
+
[
f − ∂ξ
∂x
]
ux − ∂T∂t ut, (3.5)
η
(2)
tt =
∂2g
∂t2
+ u∂
2f
∂t2
+
[
2∂f
∂t
− ∂2T
∂t2
]
ut − ∂2ξ∂t2 ux
+
[
f − 2∂T
∂t
]
utt − 2∂ξ∂tutx,
η
(2)
xx =
∂2g
∂x2
+ u∂
2f
∂x2
+
[
2∂f
∂x
− ∂2ξ
∂x2
]
ux − ∂2T∂x2 ut
+
[
f − 2∂T
∂x
]
uxx − 2∂T∂xutx,
and
η
(2)
tx =
∂2g
∂t∂x
+ u ∂
2f
∂t∂x
+
[
2∂f
∂x
− ∂2T
∂t∂x
]
ut
+
[
2∂f
∂t
− ∂2ξ
∂t∂x
]
ux −
[
f − ∂T
∂t
− ∂ξ
∂x
]
utx
−∂T
∂x
utt − ∂ξ∂tuxx.
The determining equation is given by
∂2g
∂x2
+u∂
2f
∂x2
+
[
2∂f
∂x
− ∂2ξ
∂x2
]
ux− ∂2T∂x2 ut+
[
f − 2∂T
∂x
]
ut−2∂T∂xutx− ∂g∂t −u∂f∂t −
[
f − ∂T
∂t
]
ut+
∂ξ
∂x
ux = 0,
The defining equations from the determining equation are :
C : gt − gxx = 0, (3.6)
u : ft − fxx = 0, (3.7)
ut : Tt − Txx − 2ξx = 0, (3.8)
ux : ξt − ξxx + 2fx = 0, (3.9)
uxt : Tx = 0, (3.10)
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The first defining equation Tx = 0, suggests T depends on both t and x near  = 0,
but not at  = 0. Differentiating this defining equation with respect to t, gives
Ttx = 0. (3.11)
This can then be used to simplify the second defining equation. When the latter is
differentiated with respect to x, we get
Txt − 2ξxx = 0. (3.12)
Because the function T is analytic everywhere, Euler’s mixed derivatives theorem
holds, meaning Txt = Ttx. This then reduces (3.12) into
ξxx = 0, (3.13)
which then integrates into
ξ = k1 + xk2, (3.14)
where k1 = k1(t) and k2 = k2(t). from Manale’s formula[18] the solution becomes
ξ =
k1φ cos(ωx/i) + k2 sin(ωx/i)
ω/i
, (3.15)
where φ = sin(ω/i). It is clear that (3.14) reduces to (3.13) when ω → 0. The second
defining equation, Tt − 2ξx = 0, then leads to
T =
−2k˙1φ sin(ωx/i) + 2k˙2 cos(ωx/i)
ω
+ A0, (3.16)
where A0 is a constant. Thus T now appears to also depend on x, but we know this
is subject to ω = 0. Substituting ξ and T from equations (3.15) and (3.16) into the
third defining equation, 2fx = ηxx − ηt, leads to
2fx = − k˙1φ
i
w
i
cos(ωx/i)− k˙2ω
i
sin(ωx/i)
−k¨1 φ
ω
cos(ωx/i)− ik¨2
ω
sin(ωx/i), (3.17)
Integrating this with respect to x gives
f = −
(
k˙1 + k¨1
) φ
2
sin(ωx/i)
+
(
k˙2 − k¨2
) 1
2
cos(ωx/i) +
B0
2
, (3.18)
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where B0 is a constant. We now substitute this into the fourth defining equation to
establish the functions a and b. First we differentiate (3.18) once with respect to t:
ft = −
(
k¨1 + k1
(3)
) φ
2
sin(ωx/i)
+
(
k¨2 − k2(3)
) 1
2
cos(ωx/i), (3.19)
then twice with respect to x:
fxx = −
(
k˙1 + k¨1
) φ
2
ω2sin(ωx/i)
+
(
k˙2 − k¨2
) ω2
2
cos(ωx/i). (3.20)
The substitution leads to (
k˙1 + k¨1
)
ω2 = k¨1 + k1
(3), (3.21)
and (
k˙2 − k¨2
)
ω2 = k¨1 − k1(3). (3.22)
To solve (3.21), we note it can be written in the form
k¨1 + k1
(3)
k˙1 + k¨1
= ω2. (3.23)
That is,
k˙1 + k¨1 = C0e
ω2t. (3.24)
Subsequently,
k1 =
C0
ω2
1
ω2 + 1
eω
2t + C1 + C2e
−t. (3.25)
Similarly, solving equation (3.22) yields
k2 =
D0
ω2
1
ω2 − 1e
ω2t +D1 +D2e
t, (3.26)
for some constants C0, C1, C2, D0, D1 and D2.
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3.1.1 Infinitesimals
The linearly independent solutions of the defining equations (2.6) to (2.10) lead to
the infinitesimals
T = −2φ
(
C0
ω4(ω2 + 1)
eω
2t
)
sin(ωx/i)
−2φ (C1t− C2e−t) sin(ωx/i)
+2
(
D0
ω4(ω2 − 1)e
ω2t
)
cos(ωx/i)
+2
(
D1t+D2e
t
)
cos(ωx/i) + A0, (3.27)
ξ =
iφ
ω
(
C0
ω2
1
ω2 + 1
eω
2t
)
cos(ωx/i)
+
iφ
ω
(
C1 + C2e
−t) cos(ωx/i)
+
i
ω
(
D0
ω2
1
ω2 − 1e
ω2t
)
sin(ωx/i)
+
i
ω
(
D1 +D2e
t
)
sin(ωx/i) (3.28)
and
f = −C0φe
ω2t
2
sin(ωx/i)
−D0 e
ω2t
2
cos(ωx/i) +
B0
2
. (3.29)
3.1.2 The symmetries
According to (3.4), the infinitesimals: (3.27), (3.28) and (3.29), lead to the generators
X1 =
2eω
2t
ω4(ω2 − 1) cos(ωx/i)
∂
∂t
+
ieω
2t
ω3(ω2 − 1) sin(ωx/i)
∂
∂x
− e
ω2t
2
cos(ωx/i)u
∂
∂u
, (3.30)
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X2 = − 2φe
ω2t
ω4(ω2 + 1)
sin(ωx/i)
∂
∂t
+
iφeω
2t
ω3(ω2 + 1)
cos(ωx/i)
∂
∂x
− φe
ω2t
2
sin(ωx/i)u
∂
∂u
, (3.31)
X3 = −2φ t sin(ωx/i) ∂
∂t
+
iφ
ω
cos(ωx/i)
∂
∂x
, (3.32)
X4 = 2 t cos(ωx/i)
∂
∂t
+
i
ω
sin(ωx/i)
∂
∂x
, (3.33)
X5 = 2φ e
−t sin(ωx/i)
∂
∂t
+
iφ
ω
e−t cos(ωx/i)
∂
∂x
, (3.34)
X6 = 2 e
t cos(ωx/i)
∂
∂t
+
i
ω
et sin(ωx/i)
∂
∂x
, (3.35)
X7 =
∂
∂t
, (3.36)
X8 = u
∂
∂u
. (3.37)
The last defining equation leads to an infinite symmetry generator.
X∞ = g(t, x)
∂
∂u
. (3.38)
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3.2 Construction of invariant solutions for (2.1)
The symmetries X7, X8 and X∞ are not different from (2.27),(2.31) and (2.32) ob-
tained by Bluman and others, as such unlikely to lead to anything not already known.
We limit our construction of invariant solutions to X1 and X2, as they appear to be
broader and more encompassing than X3, X4, X5, and X6. What is certain is that
X3 and X4 are automatically addressed.
3.2.1 Invariant solutions through the symmetry X1
The characteristic equations that arise from the symmetry X1:
ω4(ω2 − 1)e−ω2tdt
2 cos(ωx/i)
=
iω3(ω2 − 1)e−ω2tdx
sin(ωx/i)
=
2e−ω
2tdu
cos(ωx/i)u
, (3.39)
lead to
ω4(ω2 − 1)e−ω2tdt
cos(ωx/i)
= 2
iω3(ω2 − 1)e−ω2tdx
sin(ωx/i)
, (3.40)
and
ω4(ω2 − 1)e−ω2tdt
2 cos(ωx/i)
=
2e−ω
2tdu
cos(ωx/i)u
. (3.41)
Equation (3.40) becomes
ω2dt = −2(ω/i) cos(ωx/i)dx
sin(ωx/i)
, (3.42)
so that
λ = −ω2t− 2 ln | sin(ωx/i)|. (3.43)
Hence,
η = e
ω2
2
t | sin(ωx/i)| (3.44)
where η = exp(−λ/2).
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Equation (3.41) becomes
ω4(ω2 − 1)dt
4
=
du
u
, (3.45)
so that the invariant solution has the form
u = e(ω
4(ω2−1))t/4φ(η). (3.46)
This means
ut =
ω4(ω2 − 1)
4
e(ω
4(ω2−1))t/4φ
+e(ω
4(ω2−1))t/4φ˙ηt. (3.47)
That is,
ut =
ω4(ω2 − 1)
4
e(ω
4(ω2−1))t/4φ
+
ω2
2
ηe(ω
4(ω2−1))t/4φ˙. (3.48)
On the other hand,
ux = e
(ω4(ω2−1))t/4φ˙ηx, (3.49)
so that
uxx = e
(ω4(ω2−1))t/4φ¨ (ηx)2
+e(ω
4(ω2−1))t/4φ˙ ηxx. (3.50)
That is,
uxx = e
(ω4(ω2−1))t/4φ¨
×
(
±eω
2
2
t (−ω/i) cos(ωx/i)
ω
)2
−e(ω4(ω2−1))t/4φ˙
×
(
∓e−ω
2
2
t (−ω/i)2 sin(ωx/i)
ω
)
, (3.51)
or
uxx = ω
2e(ω
4(ω2−1))t/4φ¨
(
eω
2t − η2
)
+ω2ηe(ω
4(ω2−1))t/4φ˙. (3.52)
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Substituting the expression for ut from equation (3.48) and the one for uxx from
equation (3.52) into (2.1), give
ω2φ¨
(
eω
2t − η2
)
+ ω2ηφ˙
=
ω4(ω2 − 1)
4
φ+
ω2
2
ηφ˙. (3.53)
In the limit ω approaching zero, this equation reduces to(
1− η2) φ¨+ η
2
φ˙ = 0. (3.54)
That is,
φ¨
φ˙
=
1
2
η
η2 − 1 , (3.55)
so that ∫ η2
η1
d
dη
(
ln φ˙
)
dη =
1
2
∫ η2
η1
η˜
η˜2 − 1dη˜. (3.56)
The integral on the left evaluates easily. Hence,
ln φ˙ = F˜0 +
1
2
∫ η2
η1
η˜
η˜2 − 1dη˜, (3.57)
where F˜0 is a constant. The other requires letting η1 = η and η2 = η + ω then
invoking L’hopital’s principle. That is,
ln φ˙ = F˜0 +
ω
2
dη
dω
d
dη
∫ η+ω
η
η˜
η˜2−1dη˜
d
dω
ω
. (3.58)
Evaluating dη/dω:
ln φ˙ = F˜0 +
ω
2
(ω
2
t| sin(ωx/i)| ± (x/i) cos(ωx/i)
)
×eω
2
2
t d
dη
∫ η+ω
η
η˜
η˜2 − 1dη˜. (3.59)
The fundamental theorem of calculus ensures that the derivative removes the integral,
simplifying the equation to
ln φ˙ = F˜0 +
ω
2
(
e
ω2
2
t | sin(ωx/i)| ± (x/i) cos(ωx/i)
)
×eω
2
2
t η
η2 − 1 . (3.60)
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A further simplification on the right gives
ln φ˙ = F˜0 +
ω
2
(ω
2
t| sin(ωx/i)| ± (x/i) cos(ωx/i)
)
× ωe
ω2
2
t | sin(ωx/i)|
ω
η2e−
ω2
2
t − e−ω22 t
. (3.61)
That is,
ln φ˙ = F˜0 +
ω2
2
(ω
2
t| sin(ωx/i)| ± (x/i) cos(ωx/i)
)
×e
ω2
2
t (±x/i) cos(ωx/i)
η2e−
ω2
2
t − e−ω22 t
, (3.62)
so that
ln φ˙ = F˜0 +
ω2
2
(
ω
2
t| sin(ωx/i)| ± (x/i) cos(ωx/i))
|sin(ωx/i)|2 eω22 t − e−ω22 t
×eω
2
2
t (±x/i) cos(ωx/i). (3.63)
That is,
ln φ˙ = F˜0 +
ω2
2
(
ω
2
t| sin(ωx/i)| ± (x/i) cos(ωx/i))
(− cos(ωx/i))2 eω22 t + eω22 t − e−ω22 t
×eω
2
2
t (±x/i) cos(ωx/i). (3.64)
The trigonometric and hyperbolic identities ensure that there are further simplifica-
tions in the denominator. Hence,
ln φ˙ = F˜0 +
ω2
2
(
ω
2
t| sin(ωx/i)| ± (x/i) cos(ωx/i))
(− cos(ωx/i))2 eω22 t + 2i sin(ω2
2i
t)
×eω
2
2
t (±x/i) cos(ωx/i). (3.65)
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Evaluating the limits:
ln φ˙ = F˜0 +
−x2
4t
. (3.66)
That is,
φ˙ = F0e
−x2
4t , (3.67)
with F0 = exp(F˜0). Hence,
φ = F0
∫ η2
η1
e
−x2
4t dη˜. (3.68)
The solutions for (2.1) follows from (3.46). The above expression then leads to
u = e(ω
4(ω2−1))t/4
[
F0
∫ η2
η1
e
−x2
4t dη˜
]
. (3.69)
The first solution through X1
When F0 = −iA/ω and ω = 0 inside the integral in (3.69), we get
u = Ae(ω
4(ω2−1))t/4
∫ x2
x1
e
−x2
4t dx. (3.70)
The plot of this result is given in Figure 3.1. What is in Figure 3.2 is the same
solution obtained through other means by Fassari and Rinaldi [6].
The second solutions through X1: Olsen’s result.
The second solution for (2.1) follows from a slight modification of invariant φ’s coef-
ficient e(ω
4(ω2−1))t/4 in (3.68). It is replaced by the expression developed in Appendix
B, given in (4.28). Hence,
u =
1√
(ω2 − 1)t
F0
∫ η2
η1
e
−x2
4t dη˜
ω2
. (3.71)
This then invokes L’hopital’s principle in the limit ω going to zero with η1 = η and
η2 = η + ω. That is,
u =
1√
(ω2 − 1)t
dη
dω
d
dη
F0
∫ η+ω
η
e
−x2
4t dη˜
2ω
. (3.72)
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Figure 3.1: Plot of the solution in (3.70) for equation (2.1).
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That is,
u =
1√
(ω2 − 1)t
dη
dω
d
dη
F0
∫ η+ω
η
e
−x2
4t dη˜
2ω
. (3.73)
Hence,
u = F0
x
2
√
t
e
−x2
4t . (3.74)
This solution is sketched in Figure 3.3. A similar result by Richards and Abrahamsen
[26] is in Figure 3.4.
The third solution through X1: Bluman’s result.
Another solution is possible out of (3.73), and is made possible by the factor eω
2t/2
in η with µ = ω2t/2. It takes the form
u = F0
x
2t3/2
e
−x2
4t . (3.75)
This result is the same as the second component in Bluman’s solution with C2 =
F0/2.
3.2.2 Invariant solutions through the symmetry X2
Determining solutions through X2 is very much the same as through X1, because
the two symmetries are very much alike. The invariants have similar forms. That is,
η = e
ω2
2
t | cos(ωx/i)| (3.76)
and
u = e(ω
4(ω2+1))t/4φ(η). (3.77)
This means
ut =
ω4(ω2 + 1)
4
e(ω
4(ω2+1))t/4φ
+e(ω
4(ω2+1))t/4φ˙ηt. (3.78)
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That is,
ut =
ω4(ω2 + 1)
4
e(ω
4(ω2+1))t/4φ
+
ω2
2
ηe(ω
4(ω2+1))t/4φ˙. (3.79)
On the other hand,
ux = e
(ω4(ω2+1))t/4φ˙ηx, (3.80)
so that
uxx = e
(ω4(ω2+1))t/4φ¨ (ηx)
2
+e(ω
4(ω2+1))t/4φ˙ ηxx. (3.81)
That is,
uxx = e
(ω4(ω2+1))t/4φ¨
×
(
−e−ω
2
2
t (−ω/i) sin(ωx/i)
ω
)2
−e(ω4(ω2+1))t/4φ˙
×
(
e−
ω2
2
t (−ω/i)2 cos(ωx/i)
ω
)
, (3.82)
or
uxx = ω
2e(ω
4(ω2+1))t/4φ¨
(
e−ω
2t − η2
)
+ω2ηe(ω
4(ω2+1))t/4φ˙. (3.83)
Substituting the expression for ut from equation (3.79) and the one for uxx from
equation (3.83) into (2.1), give
ω2φ¨
(
e−ω
2t − η2
)
+ ω2ηφ˙
=
ω4(ω2 + 1)
4
φ+
ω2
2
ηφ˙. (3.84)
In the limit ω approaching zero, this equation reduces to
(
1− η2) φ¨+ η
2
φ˙ = 0. (3.85)
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That is,
φ¨
φ˙
=
1
2
η
η2 − 1 , (3.86)
so that
∫
d
dη
(
ln φ˙
)
dη = F0 +
1
2
∫
η
η2 − 1dη, (3.87)
where F0 is a constant.
The Gaussian function solution follows from reversing the integral on the right side
of equation (3.87). This requires the use of L’hopital’s principle. We induce this by
introducing ω to the denominator, and another one in the numerator for balance:∫
d
dη
(
ln φ˙
)
dη = ω
1
2
∫
η
η2−1dη
ω
. (3.88)
Next, we use the result
lim
ω→0
[∫ η+ω
η
η˜
η˜2 − 1dη˜
]
= 0, (3.89)
in conjunction with L’hopital’s principle on (3.88), to yield∫
d
dη
(
ln φ˙
)
dη = ω
1
2
d
dω
∫
η
η2−1dη
dω
dω
, (3.90)
so that ∫
d
dη
(
ln φ˙
)
dη =
ω
2
dη
dω
d
dη
∫
η
η2 − 1dη. (3.91)
Now introducing the value for η to the coefficient:∫
d
dη
(
ln φ˙
)
dη
=
ω
2
(ω| cos(ωx/i)| − (±x/i) sin(ωx/i))
×eω
2
2
t d
dη
∫
η
η2 − 1dη. (3.92)
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The fundamental theorem of calculus ensures that the derivative removes the integral,
simplifying the equation to∫
d
dη
(
ln φ˙
)
dη
=
ω
2
(ω| cos(ωx/i)| − (±x/i) sin(ωx/i))
×eω
2
2
t η
η2 − 1 . (3.93)
A further simplification on the right gives∫
d
dη
(
ln φ˙
)
dη
=
ω
2
(ωt| cos(ωx/i)| − (±x/i) sin(ωx/i))
× | cos(ωx/i)|
η2e−
ω2
2
t − e−ω22 t
. (3.94)
Since ω is small, we get∫
d
dη
(
ln φ˙
)
dη
=
ω
2
(ωt| cos(ωx/i)| − (±x/i) sin(ωx/i))
× | cos(ωx/i)|
η2e−
ω2
2
t − e−ω22 t
, (3.95)
so that ∫
d
dη
(
ln φ˙
)
dη
=
ω
2
(ωt| cos(ωx/i)| − (±x/i) sin(ωx/i))
(cos(ωx/i))2 e
ω2
2
t − e−ω22 t
×| cos(ωx/i)|. (3.96)
That is, ∫
d
dη
(
ln φ˙
)
dη
=
ω
2
(ωt| cos(ωx/i)| − (±x/i) sin(ωx/i))
(− sin(ωx/i))2 eω22 t + eω22 t − e−ω22 t
×| cos(ωx/i)|. (3.97)
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The first solution is ∫
d
dη
(
ln φ˙
)
dη
=
ω2
2
(
t| cos(ωx/i)| − (±x/i) sin(ωx/i)
ω
)
(− sin(ωx/i))2 eω22 t + 2i sin (ω2
2i
t
)
×| cos(ωx/i)|, (3.98)
so that ∫
d
dη
(
ln φ˙
)
dη = −x
2
4t
. (3.99)
That is,
φ˙ = F0e
−x2
4t , (3.100)
or
φ = F1 + F0
∫
e
−x2
4t dη, (3.101)
where F0 is a constant. The expression for u then assumes the form
u = e(ω
4(ω2−1))t/4
[
F1 + F0
∫
e
−x2
4t dη
]
. (3.102)
The first solution through X2
When ω = 0 and F0 = −A/ω in (3.102), we get
u =
[
F1 + F0
∫
e
−x2
4t xdx
]
, (3.103)
so that
u = F1 + Ae
−x2
4t . (3.104)
This solution is plotted in Figure 3.5.
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The second solution through X2: Bluman’s second result.
The second solution through X2 follows a similar procedure as was for X1, leading
to
u =
A
2
√
t
e
−x2
4t . (3.105)
This result is the same as the first component in Bluman’s solution with C1 = 1/2.
It is sketched in Figure 3.7. A similar result by Balluffi, Allen and Carter [2] is in
Figure 3.8.
The third solution through X2: Ibragimov’s result.
Like the second solution, a third solution takes the form
u =
A
2t3/2
e
−x2
4t . (3.106)
This result is the same is a special case of Ibragimov’s solution with n = 3.
Other solutions through X2
More solutions follow from evaluating the limits in (3.93) by following a different
path, leading to ∫
d
dη
(
ln φ˙
)
dη
=
ω2
2
{−(±x/i)(x/i)}
(− sin(ωx/i))2 eω22 t + 2i sin (ω2
2i
t
)
× cos(ωx/i)| cos(ωx/i)| (3.107)
so that ∫
d
dη
(
ln φ˙
)
dη = ∓ x
2
2(x2 − t2) . (3.108)
Hence,
u = F1 + e
ω4(ω2+1)F0
∫ η2
η1
e
± x2
2(x2−t2)dη˜. (3.109)
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A first couple of solutions through X2
A simple pair of solutions results from (3.109) when ω goes to zero requires. That
is,
u = F1 + F0
∫ η2
η1
e
− x2
2(x2−t2)dη˜ (3.110)
and
u = F1 + F0
∫ η2
η1
e
x2
2(x2−t2)dη˜. (3.111)
A second couple of solutions through X2
Setting η1 = η and η2 = η + ω in (3.109) and letting ω go to zero requires that
F0 = −A/ω for some constant A. This invokes L’hopital’s principle, so that
u = F1 + Ae
− x2
2(x2−t2) (3.112)
and
u = F1 + Ae
x2
2(x2−t2) . (3.113)
A third couple of solutions through X2
As was the case for X1, the limits in Appendix B can be used to create more solutions.
The following pair results:
u = F1 +
A√
t
e
− x2
2(x2−t2) (3.114)
and
u = F1 +
A√
t
e
x2
2(x2−t2) . (3.115)
A fourth couple of solutions through X2
Continuing with the argument started in the preceding section leads to the fourth
couple of solutions:
u = F1 +
A
t3/2
e
− x2
2(x2−t2) (3.116)
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and
u = F1 +
A
t3/2
e
x2
2(x2−t2) . (3.117)
It is apparent from these calculations that though X2 are largely of the family
u = f(t, x)e
± x2
2(x2−t2) . (3.118)
3.3 New symmetries of two-dimensional heat equa-
tion
The defining equation Ty = 0, suggests T depends on t and y near  = 0 not at
 = 0 . Differentiating the defining equation Ty = 0 with respect to t yields Tty = 0
Substituting Tty in
Tt − Txx − Tyy − ϕy = 0, (3.119)
yields Tty = ϕyy and since T is analytical everywhere, Euler’s mixed derivatives
theorem holds, meaning Tyt = Tty
ϕyy = 0, (3.120)
Integrating (3.120) and using the new formula by Manale we obtain
ϕ =
a(t, x)φ cos(ωy/i) + b(t, x) sin(ωy/i)
w/i
, (3.121)
Using the defining equation ξx − ϕy = 0 and differentiating with respect to x yields
ξxx − ϕxy = 0, ϕxy = 0 (3.122)
then
ξxx = 0, (3.123)
Integrating (3.123) and applying the new formula by Manale yields
ξ =
c(t, y)φ cos(ωx/i) + d(t, y) sin(ωx/i)
w/i
, (3.124)
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From the defining equation Tt − Txx − Tyy − 2ϕy = 0 then integrating with respect
to t ads to
T =
−2a˙(t, x)φ sin(ωy/i) + 2b˙(t, x) cos(ωy/i)
w
+R0, (3.125)
Differentiating ξ with respect t and twice with respect x and y we obtain
ξt =
c˙(t, y)φ cos(ωx/i) + d˙(t, y) sin(ωx/i)
w/i
, (3.126)
ξxx = 0 (3.127)
ξyy =
c¨(t, y)φ cos(ωy/i) + b¨(t, x) sin(ωy/i)
w/i
, (3.128)
Substituting ξt,ξxx and ξyy in the defining equation ξt − ξxx − ξyy + 2fx we obtain
fx =
1
2
(
c¨(t, y)φcos(ωx/i) + d¨(t, y)sin(ωx/i)
w/i
)
−1
2
(
c˙(t, y)φcos(ωx/i) + d˙(t, y)sin(ωx/i)
w/i
)
, (3.129)
Differentiating ϕ with respect to t twice with respect to x and y we obtain
ϕt =
a˙(t, x)φcos(wy/i) + b˙(t, x)sin(ωy/i)
ω/i
(3.130)
ϕyy = 0 (3.131)
ϕxx =
a¨(t, x) cos(ωy/i) + b¨(t, x) sin(ωy/i)
w/i
(3.132)
Substituting ϕt,ϕxx and ϕyy in the defining equation ϕt − ϕxx − ϕyy + 2fy = 0 leads
to
fy =
1
2
(
a¨(t, x)φcos(ωy/i) + b¨(t, x)sin(ωy/i)
ω/i
)
−1
2
(
a˙(t, x)φcos(ωy/i) + b˙(t, y)sin(ωy/i)
w/i
)
, (3.133)
Integrating (3.129) and (3.133) yields to
f =
1
2w2
(
d¨(t, y)cos(ωx/i)− c¨(t, y)φsin(ωx/i)
)
+
1
2w2
(
c˙(t, y)φsin(ωx/i)− d˙(t, y)cos(ωx/i)
)
+
1
2w2
(
b¨(t, x)cos(ωy/i)− a¨(t, x)φφsin(ωy/i)
)
+
1
2w2
(
a˙(t, x)φcos(ωy/i)− b˙(t, x)cos(ωy/i)
)
+
K0
2
, (3.134)
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Differentiating (3.129)and (3.133) with x and y respectively we obtained
fxx =
1
2
φsin(ωx/i) (c˙(t, y)− c¨(t, y))
+
1
2
cos(ωx/i)
(
d¨(t, y)− d˙(t, y)
)
, (3.135)
fyy =
1
2
φsin(ωy/i) (a˙(t, x)− a¨(t, x))
+
1
2
cos(ωy/i)
(
b¨(t, x)− b˙(t, x)
)
, (3.136)
Differentiating (3.134) with respect to t leads to
ft =
1
2w2
φsin(ωx/i) (c¨(t, y)− ...c (t, y))
+
1
2w2
cos(ωx/i)
(...
d (t, y)− d¨(t, y)
)
+
1
2w2
φcos(ωy/i) (a¨(t, x)− ...a (t, x))
+
1
2w2
cos(ωy/i)
(...
b (t, x)− b¨(t, x)
)
, (3.137)
Substituting ft, fxx and fyy in the defining equation ft = fxx + fxx and separating
we obtain the following equations
...
c + c¨
c¨+ c˙
= w2 (3.138)
...
d − d¨
d¨− d˙ = w
2 (3.139)
...
a + a¨
a¨+ a˙
= w2 (3.140)
...
b − b¨
b¨− b˙ = w
2 (3.141)
Solving the above equations we obtain
c =
A0e
w2t
w2(w2 + 1)
+ A1 + A2e
t (3.142)
a =
C0e
w2t
w2(w2 + 1)
+ C1 + C2e
t (3.143)
b =
D0e
w2t
w2(w2 + 1)
+D1 +D2e
−t (3.144)
d =
B0e
w2t
w2(w2 + 1)
+B1 +B2e
−t (3.145)
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3.3.1 Infinitesimals
T = − 2
ω
(
C0e
ω2t
(w2 + 1)
+ C2e
t
)
φsin(ωy/i)
+
2
ω
(
D0
ω2 − 1 −D2e
−t
)
cos(ωy/i) +R0, (3.146)
ξ =
iφ
ω
(
A0e
ω2t
w2(ω2 + 1)
)
cos(ωx/i)
+
iφ
ω
(
A1 + A2e
t
)
cos(ωx/i)
+
i
w
(
B0e
ω2t
ω2(w2 + 1)
)
sin(ωx/i)
+
i
w
(
B1 +B2e
−t) sin(ωx/i) (3.147)
ϕ =
iφ
ω
(
C0e
ω2t
w2(w2 + 1)
cos(ωy/i)
)
+
iφ
ω
(
C1 + C2e
t
)
cos(ωy/i)
+
i
ω
(
D0e
ω2t
w2(ω2 − 1)
)
sin(ωy/i)
+
i
ω
(
D1 +D2e
−t) sin(ωy/i) (3.148)
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f = −1
2
(
A0e
ω2t
w2 + 1
φsin(ωx/i)
)
− 1
2
(
A2e
t
ω2
φsin(ωx/i)
)
+
1
2
(
B0e
ω2t
ω2 − 1cos(ωx/i)
)
+
1
2
(
B2e
−t
ω2
cos(ωx/i)
)
+
1
2
(
A0e
ω2t
ω2(ω2 + 1)
φsin(ωx/i)
)
+
1
2
(
A2e
t
w2
φsin(ωx/i)
)
−1
2
(
B0
ω2(ω2 − 1)cos(ωx/i)
)
+
(
B2e
−t
ω2
cos(ωx/i)
)
−1
2
(
C0e
ω2t
ω2 + 1
φsin(ωy/i)
)
−
(
C2e
t
ω2
φsin(ωy/i)
)
−1
2
(
C2e
2
ω2
φsin(ωy/i)
)
+
1
2
(
D0e
w2t
ω2 − 1 cos(ωy/i)
)
+
(
D2e
−t
ω2
cos(ωy/i)
)
+
1
2
(
C0e
ω2t
w2(w2 + 1)
cos(ωy/i)
)
+
(
C2e
t
w2
cos(ωy/i)
)
− 1
2
(
D0e
ω2t
w2(w2 − 1)cos(ωy/i)
)
+
(
D2e
−t
ω2
cos(ωy/i)
)
+
K0
2
, (3.149)
3.3.2 The symmetries
According to (3.146), the infinitesimals: (3.147), (3.148) and (3.149), lead to the
generators
X1 =
(
iφeω
2t
ω3(ω2 + 1)
cos(ωx/i)
)
∂
∂x
+
eω
2tφsin(ωx/i)
2(w2 + 1)
(
1− w2
ω2
)
u
∂
∂u
(3.150)
X2 = iφcos(ωx/i)
∂
∂x
, (3.151)
X3 =
iφ
w
cos(ωx/i)
∂
∂x
, (3.152)
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X4 =
ieω
2t
wω3(ω2 + 1)
sin(ωx/i)
∂
∂x
+
eω
2tcos(ωx/i)
ω2 − 1
(
1− 1
ω2
)
u
∂
∂u
(3.153)
X5 =
i
ω
sin(ωx/i)
∂
∂x
, (3.154)
X6 =
ie−t
w
sin(ωx/i)
∂
∂x
+
e−tcos(ωx/i)
ω2
(
1 +
1
ω2 − 1
)
u
∂
∂u
, (3.155)
X7 =
−2eω2tφsin(ωy/i)
ω(w2 + 1)
∂
∂t
+
iφeω
2t
ω3(ω2 + 1)
cos(ωy/i)
∂
∂y
− e
ω2t
ω2 + 1
φsin(ωy/i)u
∂
∂u
+
ew
2t
ω2(w2 + 1)
cos(ωy/i)u
∂
∂u
(3.156)
X8 =
iφ
ω
cos(ωy/i)
∂
∂y
, (3.157)
X9 =
iφet
w
cos(ωy/i)
∂
∂y
−2φe
t
w
sin(ωx/i)
∂
∂t
−e
tφ
ω2
sin(ωy/i)u
∂
∂u
+
et
w2
cos(ωy/i)u
∂
∂u
(3.158)
X10 =
2eω
2t
w2 − 1cos(ωy/i)
∂
∂t
+
ieω
2t
ω3(w2 − 1)sin(ωy/i)
∂
∂y
+
eω
2t
2(w2 − 1)cos(ωy/i)u
∂
∂u
− e
ω2t
2ω2(ω2 − 1)cos(ωy/i)u
∂
∂u
(3.159)
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X11 =
i
ω
sin(ωy/i)
∂
∂y
(3.160)
X12 = −2e−tcos(ωy/i) ∂
∂t
+
i
ω
e−tsin(ωy/i)
∂
∂y
+
3
2
e−t
ω2
cos(ωy/i)u
∂
∂u
(3.161)
X13 =
∂
∂t
, (3.162)
X14 = u
∂
∂u
. (3.163)
The last defining equation leads to an infinite symmetry generator.
X∞ = g
∂
∂u
. (3.164)
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Figure 3.2: Plot of the solution obtained by Fassari and Rinaldi [6] for equation (2.1),
similar to the one in Figure 3.1.
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Figure 3.3: Plot of the solution in (3.74) for equation (2.1).
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Figure 3.4: Plot of the solution obtained by Richards and Abrahamsen [26] for
equation (2.1), similar to the one in Figure 3.3.
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Figure 3.5: Plot of the solution in (3.104) for equation (2.1).
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Figure 3.6: Plot of the solution by Gerald Recktenwald, similar to the one in Figure
3.5.
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Figure 3.7: Plot of the solution in (3.105) for equation (2.1).
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Figure 3.8: Plot of the solution obtained by Balluffi, Allen and Carter [2] for equation
(2.1), similar to the one in Figure 3.7.
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Chapter 4
Applications
4.1 Applications: Heat conduction in thin plates.
As mentioned in the Introduction, there are many methods used in practice to solve
(2.1), an equation that finds application in a number of different situations. The
backward heat equation
uxx = −ut, (4.1)
too, does arise in practice. Unfortunately, without analytical solutions, one could
end up applying one of the two equations to a situation to which it does not apply.
For example, in a study on heat conduction in thin plates, Hancork [10] deduced
solutions for (2.1) presented in Figure 4.1. These we unpack in Figures 4.2, 4.3 and 4.4
using (3.112). Unfortunately, practical results indicate it is (4.1) which is applicable
to this situation. This we deduce from the fact that impractical singularities arise
when u is plotted against t when (3.112) is used, but disappear when this expression
assumes the form
u = F1 + Ae
− x2
2(x2+t2) , (4.2)
satisfying both (4.1) and empirical results, plotted in Figure 4.5. These are clearly
in the family of the form
u = f(t, x)e
± x2
2(x2+t2) (4.3)
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Figure 4.1: Plot of the solution obtained by Hancork [10] for equation (2.1) for cases
t = 0, t ≈ 0 and t >> 0, all stacked onto the same sketch.
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Figure 4.2: Plot of the solution in (3.112) for equation (2.1), similar to the one in
Figure 4.1 for t = t0 >> 0.
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Figure 4.3: Plot of the solution in (3.112) for equation (2.1), similar to the one in
Figure 4.1 for t = t0 ≈ 0.
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Figure 4.4: Plot of the solution in (3.112) for equation (2.1), similar to the one in
Figure 4.1 for t = t0 = 0.
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Figure 4.5: The solid curve is from (4.2) for the backward heat equation (4.1), while
the other curves are from(3.112) for the heat equation (2.1).
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Figure 4.6: The temperature against time curve obtained by Hancork, valid for
t ≥ 1/pi2, comparable to the solution in Figure 4.5.
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Conclusion
In this study, new symmetries were obtained for the heat equation, and two were
used to determine group invariant solutions. It was shown they do not only lead to
solutions possible through old symmetries, but also to new solutions, including the
ones possible through other methods.
APPENDIX A: Generalising Euler’s formulas for solving second order
ordinary differential equations
It is well-known that Lie’s group theoretical methods seek to reduce procedures for
solving differential equations of any challenging form to simple ones that may also
have the form
a0y¨ + b0y˙ + c0y = 0, (4.4)
for y = y(x), with parameters a0, b0 and c0. It is also accepted that Euler’s formulas
are suitable for solving such equations. They are:
y =

e
− b0
2a0
x (
Ae−ω˜x +Beω˜x
)
, b20 > 4a0c0,
A+Bx, b20 = 4a0c0,
e
− b0
2a0
x
[A cos(ω˜x)]
+Be
− b0
2a0
x
[sin(ω˜x)], b20 < 4a0c0
(4.5)
where ω˜ =
√
b20 − 4a0c0/(2a0).
But there is a problem with this system: It does not reduce to y = A + Bx when
b0 = c0 = 0. This is because Euler did not solve the equation to get the formulas.
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There has never been a need to do so, primarily because the formulas have been very
successful in applications, and they still are.
The need for an exact solution here, is driven by the desire to understand solutions for
equation (2.1) through symmetry methods. It is impossible through Euler’s formulas
to get such exact formula, first let
y = βz,
with β = β(x) and z = z(x), so that
y˙ = β˙z + βz˙,
and
y¨ = β¨z + 2β˙z˙ + βz¨.
These transform (4.4) into
a0
(
β¨z + 2β˙z˙ + βz¨
)
+ b0
(
β˙z + βz˙
)
+ c0βz = 0.
That is,
a0βz¨ +
(
2a0β˙ + b0β
)
z˙ +
(
a0β¨ + b0β˙ + c0β
)
z = 0. (4.6)
Choosing β to satisfy 2a0β˙ + b0β = 0 simplifies equation (4.6). That is,
β = C00e
−b0
2a0
x
,
for some constant C00. Equation (4.6) assumes the form
z¨ = − a0β¨ + b0β˙ + c0β
a0β
z.
That is,
z¨ =
(
b20 − 4a0c0
4a20
)
z.
But z¨ can be written as z˙dz/dx. Therefore,
z˙
dz˙
dz
=
(
b20 − 4a0c0
4a20
)
z,
or
z˙dz˙ =
(
b20 − 4a0c0
4a20
)
zdz.
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That is,
z˙2
2
=
(
b20 − 4a0c0
4a20
)
z2
2
+ C01,
for some constant C01. That is,
z˙ =
√(
b20 − 4a0c0
4a20
)
z2
2
+ C01,
or
dz√(
b20−4a0c0
4a20
)
z2 + 2C01
= dx.
That is,
dz√
A200 − z2
=
√
−b
2
0 − 4a0c0
4a20
dx,
with A200 = 2C01/
√
− b20−4a0c0
4a20
. Hence,
z =
2C01√
− b20−4a0c0
4a20
× sin
(√
−b
2
0 − 4a0c0
4a20
x+ C02
)
, (4.7)
for some constant C02. That is,
y = C00e
−b0
2a0
x 2C01√
− b20−4a0c0
4a20
× sin
(√
−b
2
0 − 4a0c0
4a20
x+ C02
)
. (4.8)
Letting
ω¯ =
√
−b
2
0 − 4a0c0
4a20
we have
y = C00e
−b0
2a0
x 2C01
ω¯
sin (ω¯ x+ C02) ,
or
y = C00e
−b0
2a0
x
2C01 [
sin(C02)
ω¯
cos (ω¯ x) + cos (C02)
sin(ω¯ x)
ω¯
].
A reduction to the trivial case y¨ = 0 requires that sin(C02) = C03 sin(ω¯) and
cos(C02) = C04 cos(ω¯). That is, C
2
03 + C
2
04 = 1. Hence,
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y = C00e
−b0
2a0
x
2C01 [
C03 sin(ω¯)
ω¯
cos (ω¯ x) + C04 cos (ω¯)
sin(ω¯ x)
ω¯
],
or simply
y = C00e
−b0
2a0
x
2C01
C03 sin (ω¯) cos (ω¯ x)
ω¯
+C00e
−b0
2a0
x
2C01
C04 sin (ω¯ x)
ω¯
. (4.9)
It is very vital to indicate that if the parameters ω¯ in the denominator and sin (ω¯)
are absorbed into the coefficients C01 and C03, then formula (4.9) would reduce to
one of Euler’s formulas. But the consequences would be fatal, as formula (4.9) would
not reduce to y = A+Bx when b0 = c0 = 0, that is, when ω¯ = 0.
Unfortunately, this result cannot be found in any university textbook.
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Appendices
Appendix A: Manale’s formulas and the infinitesi-
mal ω
It is well-known that Lie’s group theoretical methods seek to reduce procedures for
solving differential equations of any challenging form to simple ones that may also
have the form
a0y¨ + b0y˙ + c0y = 0, (4.10)
for y = y(x), with parameters a0, b0 and c0. It is also that accepted Euler’s formulas
are suitable for solving such equations. They are:
y =

e
− b0
2a0
x (
Ae−ω˜x +Beω˜x
)
, b20 > 4a0c0,
A+Bx, b20 = 4a0c0,
e
− b0
2a0
x
[A cos(ω˜x)]
+Be
− b0
2a0
x
[sin(ω˜x)], b20 < 4a0c0
(4.11)
where ω˜ =
√
b20 − 4a0c0/(2a0).
But there is a problem with this system: It does not reduce to y = A + Bx when
b0 = c0 = 0. This is because Euler did not solve the equation to get the formulas.
There has never been a need to do so, primarily because the formulas have been very
successful in applications, and they still are.
The need for an exact solution here, is driven by the desire understand solutions
for equation (4.10) through symmetry methods. It is impossible through Euler’s
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formulas. To get such exact formula, first let
y = βz,
with β = β(x) and z = z(x), so that
y˙ = β˙z + βz˙,
and
y¨ = β¨z + 2β˙z˙ + βz¨.
These transform (4.10) into
a0
(
β¨z + 2β˙z˙ + βz¨
)
+ b0
(
β˙z + βz˙
)
+ c0βz = 0.
That is,
a0βz¨ +
(
2a0β˙ + b0β
)
z˙ +
(
a0β¨ + b0β˙ + c0β
)
z = 0. (4.12)
Choosing β to satisfy 2a0β˙ + b0β = 0 simplifies equation (4.12). That is,
β = C00e
−b0
2a0
x
,
for some constant C00. Equation (4.12) assumes the form
z¨ = − a0β¨ + b0β˙ + c0β
a0β
z.
That is,
z¨ =
(
b20 − 4a0c0
4a20
)
z.
But z¨ can be written as z˙dz/dx. Therefore,
z˙
dz˙
dz
=
(
b20 − 4a0c0
4a20
)
z,
or
z˙dz˙ =
(
b20 − 4a0c0
4a20
)
zdz.
That is,
z˙2
2
=
(
b20 − 4a0c0
4a20
)
z2
2
+ C01,
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for some constant C01. That is,
z˙ =
√(
b20 − 4a0c0
4a20
)
z2
2
+ C01,
or
dz√(
b20−4a0c0
4a20
)
z2 + 2C01
= dx.
That is,
dz√
A200 − z2
=
√
−b
2
0 − 4a0c0
4a20
dx,
with A200 = 2C01/
√
− b20−4a0c0
4a20
. Hence,
z =
2C01√
− b20−4a0c0
4a20
sin
(√
−b
2
0 − 4a0c0
4a20
x+ C02
)
,
for some constant C02. That is,
y = C00e
−b0
2a0
x 2C01√
− b20−4a0c0
4a20
sin
(√
−b
2
0 − 4a0c0
4a20
x+ C02
)
.
Letting
ω¯ =
√
−b
2
0 − 4a0c0
4a20
we have
y = C00e
−b0
2a0
x 2C01
ω¯
sin (ω¯ x+ C02) ,
or
y = C00e
−b0
2a0
x
2C01[
sin (C02)
ω¯
cos (ω¯x) + cos (C02)
sin (ω¯ x)
ω¯
]
A reduction to the trivial case y¨ = 0 requires that sin(C02) = C03 sin(ω¯) and
cos(C02) = C04 cos(ω¯). That is,
C203 + C
2
04 = 1.
Hence,
y = C00e
−b0
2a0
x
2C01[
C03 sin (ω¯)
ω¯
cos (ω¯ x)
+ C04 cos (ω¯)
sin (ω¯ x)
ω¯
]
(4.13)
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or simply
y = C00e
−b0
2a0
x
2C01
C03 sin (ω¯) cos (ω¯x)
ω¯
+ C00e
−b0
2a0
x
2C01
C04 sin (ω¯ x)
ω¯
.
(4.14)
It is very vital to indicate that if the parameters ω¯ in the denominator and sin (ω¯) are
absorbed into the coefficients C01 and C03, then formula (4.14) would reduce to one
of Euler’s formulas. But the consequences would be fatal, as formula (4.14) would
not reduce to y = A + Bx when b0 = c0 = 0, that is, when ω¯ = 0. Unfortunately,
this result cannot be found in any university textbook.
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Appendix B: Useful limit results
It is true that
lim
µ→0
{
sin
(
µt
i
)
µ
}
=
t
i
. (4.15)
This can be written in the form
lim
µ→0
{
sin
(
µx
i
)
µ
− t
i
}
= 0,
or
lim
µ→0
{
sin
(
µt
i
)
µ
− t
i
cos
(
µt
i
)}
= 0. (4.16)
Removing the ‘lim’ for greater clarity:
sin
(
µt
i
)
µ
=
t
i
cos
(
µt
i
)
.
That is,
sin
(
µt
i
)
=
t
i
µ cos
(
µt
i
)
, (4.17)
or
cos
(
µt
i
)
=
i
t
sin
(
µt
i
)
µ
.
We then have
cos
(
µt
i
)
µq
= µ
cos
(
µt
i
)
µq+1
. (4.18)
Carrying out the derivative on the right hand side:
cos
(
µt
i
)
µq
=
−µ ( t
i
)
sin
(
µt
i
)
+ cos
(
µt
i
)
µq+1
. (4.19)
Substituting (4.17)
cos
(
µt
i
)
µq
=
−µ2 ( t
i
)2
cos
(
µt
i
)
+ cos
(
µt
i
)
µq+1
(4.20)
That is,
µ cos
(
µt
i
)
= µ2t2 cos
(
µt
i
)
+ cos
(
µt
i
)
, (4.21)
which can be expressed in the form
µ2 cos
(
µt
i
)
− µ3t2 cos
(
µt
i
)
=
i
t
sin
(
µt
i
)
. (4.22)
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Since sin
(
µt
i
)
= 0 for µ small, it follows then that
µ2 cos
(
µt
i
)
= µ3t2 cos
(
µt
i
)
. (4.23)
Since eµt can be expressed in the form cos(µt/i) + i sin(µt/i), then
µ2eµt = µ3t2 cos
(
µt
i
)
(4.24)
so that
√
µeµt/4 =
[
µ3 cos
(
µt
i
)] 1
4 √
t, (4.25)
or
√
µe−µt/4 =
[
µ3 cos
(
µt
i
)] 1
4 √
t, (4.26)
Therefore (4.25) and (4.26) can then be written in the form
u =
√
µ[
µ3 cos
(
µt
i
)] 1
4
√
t
φ(η), (4.27)
with µ = ω4(ω2 − 1) in the case of (4.24) and µ = ω4(ω2 + 1) for (4.25). That is,
u =
1√
(ω2 − 1)t ω2φ(η) (4.28)
for (4.24), and
u =
1√
(ω2 + 1)t ω2
φ(η) (4.29)
for (4.26).
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