Model-Based Data Interpretation and Diagnosis Robustness by Pasquier, Romain et al.
Model-Based Data Interpretation and Diagnosis Robustness
R. Pasquier
Applied Computing and Mechanics Laboratory (IMAC),
School of Architecture, Civil and Environmental Engineering (ENAC),
E´cole Polytechnique Fe´de´rale de Lausanne (EPFL), Lausanne, Switzerland
J.-A. Goulet
Department of Civil and Environmental Engineering
University of California, Berkeley, USA
I.F.C. Smith
Applied Computing and Mechanics Laboratory (IMAC),
School of Architecture, Civil and Environmental Engineering (ENAC),
E´cole Polytechnique Fe´de´rale de Lausanne (EPFL), Lausanne, Switzerland
ABSTRACT: Model-based data-interpretation techniques are widely used to identify the behavior of structures.
These techniques exploit information provided by in-situ measurements to make diagnosis related to structural
performance. In the context of model-based infrastructure diagnoses, measuring and modeling uncertainties
are generally estimated using engineering heuristics. The accuracy of diagnosis is related to the accuracy of
uncertainty estimation. For civil infrastructure diagnoses, the estimation of modeling uncertainties is non-trivial,
because special attention is required to avoid diagnosis errors. For data interpretation methodologies that generate
multiple candidate models, a diagnosis error occurs when incorrect models are accepted, while the correct model
is rejected. The probability of diagnosis error is sensitive to two factors: (1) misevaluation of uncertainties and (2)
the number of measurements used for data interpretation. In this context, the robustness is deﬁned as the ability
of providing the right diagnosis in presence of misevaluation of uncertainties. This paper presents a preliminary
study that quantiﬁes the sensitivity of diagnosis to errors with respect to misevaluation of uncertainties and
the number of measurements used. The study of a beam example shows that when the mean of uncertainty is
misestimated, the probability of diagnosis error increases with the number of measurements. Inversely, when the
uncertainty standard deviation is underestimated, the probability of diagnosis error decreases with the number of
measurements. For the case where both uncertainty mean and standard deviation are misevaluated, it is possible
to ﬁnd a minimum number of measurements that assures the diagnosis robustness.
1 INTRODUCTION
Model-based data-interpretation techniques are widely
used to identify the behavior of structures. These tech-
niques exploit information provided by in-situ mea-
surements to make diagnosis related to structural per-
formance. Measured data are used to infer unknown
parameter values of behavior models. Since data in-
terpretation of civil structures is abductive, multiple
models explain the true structural behavior. Except in
unusual circumstances, the presence of uncertainties
increase the number of these models.
Many diagnosis methodologies that are able to han-
dle multiple models are available. One of the most
widely used is Bayesian model updating (Beck and
Katafygiotis 1998,Kennedy and O’Hagan 2001,Yuen
2010). This approach uses prior knowledge of the
model parameters and a likelihood function to infer pa-
rameter values based on observations. Beven and Bin-
ley (1992) proposed the Generalized Likelihood Un-
certainty Estimation (GLUE) to identify the properties
of system when little information is available to deﬁne
uncertainties. This approach was developed in the con-
text of environmental applications where uncertainties
are high, and where it is difﬁcult to assign probabilis-
tic models to these uncertainties. Goulet et al. (2012)
proposed a probabilistic model-falsiﬁcation methodol-
ogy called error-domain model falsiﬁcation (EDMF).
This approach is similar to the GLUE approach except
that it compares the difference between predicted and
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measured values with threshold values that are deﬁned
probabilistically.
In the context of model-based infrastructure di-
agnoses, measuring and modeling uncertainties are
generally estimated using engineering heuristics. For
Bayesian model updating, a common assumption is
to deﬁne these uncertainties as zero-mean Gaussian
white noise (Katafygiotis et al. 1998,Beck and Yuen
2004,Goller and Schue¨ller 2011). When the error struc-
ture is known, Bayesian approaches are able to handle
uncertainties as unknown parameters during data in-
terpretation. Recent studies considered more complex
probabilistic models to describe modeling errors (Pa-
padimitriou and Lombaert 2012,Simoen et al. 2013).
Applications of the EDMF methodology included both
measuring and modeling uncertainties (Goulet et al.
2012, Goulet and Smith 2012, Goulet et al. 2013).
These uncertainties were either estimated based on
statistical procedures or they were estimated using en-
gineering heuristics. For every approach, the accuracy
of results is related to the accuracy of uncertainty es-
timation. Moreover, the more measurements are used
for data interpretation, the larger is the chance of com-
mitting a misevaluation of one of these uncertainties.
For civil infrastructure diagnoses, the estimation of
modeling uncertainties is non-trivial, and therefore
special attention is needed to either avoid diagnosis
errors or devise interpretation methodologies that are
robust in their presence.
In the ﬁeld of statistics, hypothesis testing is used
for testing the trueness of a statement. The null hypoth-
esis is deﬁned as the true statement and, it is either
accepted or rejected based on an approximating distri-
bution of the parameter subjected to hypothesis. Here,
because the parameter estimation is based on random
samples, diagnosis errors are inevitable (Miller and
Freund 1977). A false rejection of the null hypothesis
is called type I error and a false acceptance of an alter-
native hypothesis is deﬁned as the type II error. In the
context of civil engineering and solid mechanics, hy-
pothesis testing was used to test the validity of models
including the consideration of the probability of type
I and type II errors (Rebba and Mahadevan 2006,Mc-
Farland and Mahadevan 2008, Jiang and Mahadevan
2008).
By extension, for data interpretation methodologies
handling multiple models, type I error is the rejection
of the correct model and type II error is the accep-
tance of one or several incorrect models in addition
to the correct model. There is a diagnosis error when
incorrect models are accepted, while the correct model
is rejected. Thus, diagnosis error is deﬁned as the si-
multaneous occurrence of type I and type II errors.
The probability of diagnosis error is sensitive to two
factors: (1) misevaluation of uncertainties and (2) the
number of measurements used for data interpretation.
In this context, the robustness is deﬁned as the ability
of providing the right diagnosis in presence of mis-
evaluation of uncertainties. Moreover, the diagnosis
robustness is inversely related to diagnosis sensitiv-
ity with respect to misevaluation of uncertainties. The
study of diagnosis sensitivity with respect to misevalu-
ation of uncertainties may reveal the minimum num-
ber of measurements for which diagnosis robustness
is guaranteed. Ben-Haim and Hemez (2012) studied
the robustness of models based on the comparison of
model predictions and test data. They demonstrated
analytically that improving the model robustness to
incomplete understanding of the physical process (i.e.
modeling uncertainties) decreases the ﬁdelity (i.e. low
discrepancy) of predictions to test data. Indeed, the
ﬁdelity of predictions to test data is closely related to
the false-rejection and false-acceptance rates during
data interpretation. By extension, the probability of
type I and type II errors is related to robustness. The
effect of misevaluation of uncertainties and additional
measurements on the robustness was, however, not
studied.
This paper presents a preliminary study that quanti-
ﬁes the sensitivity of diagnosis to errors with respect
to misevaluation of uncertainties and the number of
measurements used. This study is made in the context
of the error-domain model falsiﬁcation methodology.
A summary of this methodology is presented in Sec-
tion 2. Section 3 describes the methodology proposed
in this paper to evaluate the probability of commit-
ting diagnosis errors with respect to the number of
measurements used, and to the nature of uncertainty
misevaluation. Section 4 presents the results of the
preliminary study including three scenarios examined
for a cantilever-beam example.
2 MODEL-BASED DATA INTERPRETATION
In this paper, the methodology used for data-
interpretation is error-domain model falsiﬁcation. In
order to predict the behavior of a structure studied, a
model class g(θ) is created. This model class takes as
input np physical parameters θ = [θ1, θ2, . . . , θnp ]T de-
scribing the unknown characteristics of the structure.
The domain of the physical parameters is explored
by generating an initial set of model instances corre-
sponding to discrete sets of parameter values evaluated
using a model class. Error-domain model falsiﬁcation
is based on the comparison of predicted and measured
values such as
gi(θ)− yi = model,i − measure,i (1)
where yi is the measured value for the comparison
point i, and where model,i and measure,i are the model
and measurement errors for the comparison point i.
Both the model error model,i and measurement error
measure,i, are represented by random variables Umodel,i
and Umeasure,i. Model uncertainties are, for example,
due to the geometric variability of the structure, the
variability of material properties, the mesh-reﬁnement
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and, uncertainties associated with model simpliﬁca-
tions. Model and measurement uncertainties are com-
bined such as
Uc,i = Umodel,i-Umeasure,i
where Uc,i represents the possible outcomes of the
differences between predicted and measured values.
A model instance is falsiﬁed if, for any of the nm
comparison points, the difference between predicted
and measured values is outside the interval deﬁned by
threshold bounds (see Equation 2). A model instance
is a candidate model only if
∀i ∈ {1, . . . , nm} : Tlow,i ≤ gi(θ)− yi ≤ Thigh,i (2)
i.e. the difference between predictions and measure-
ments lies inside the intervals deﬁned by threshold
values for all i (measurement locations).
Threshold values are determined for every quantity i
based on the combined uncertainty probability density
function fUc(c). Threshold values Tlow,i and Thigh,i
deﬁne the shortest intervals satisfying
φ1/nm =
∫ Thigh,i
Tlow,i
fUc,i(c,i)dc,i ∀i ∈ {1, . . . , nm}
(3)
where φ ∈]0,1] is a target probability deﬁned by users.
The value of φ is the target probability that correct
models remain in the candidate model set after falsiﬁ-
cation. This choice for threshold values uses the S˘ida´k
correction to include the effects of the comparison of
multiple predictions and measurements (Sˇida´k 1967).
It has the advantage of providing conservative thresh-
old values, regardless of the dependencies between
uncertainties (JCGM 2011).
All models that are not falsiﬁed are kept in what is
called the candidate model set. This set contains model
instances that are compatible with measurements while
given model and measurement uncertainties.
3 DIAGNOSIS-ERROR SENSITIVITY
The methodology proposed in this paper quantiﬁes
the sensitivity of diagnosis to misevaluating uncertain-
ties and to the number of measurements used for data
interpretation. It uses the error-domain model falsiﬁ-
cation methodology presented in Section 2. The term
model and model instance are used as synonyms for
instantiation of parameters within a model class. When
uncertainties are misestimated, it is possible to accept
incorrect models while falsely rejecting correct models.
Minimizing the risk of such scenarios requires knowl-
edge of two factors: the effect of misevaluation of
uncertainties and the effect of the number of measure-
ments. These factors produce two competing effects;
(1) when modeling uncertainties are misestimated for
several predictions, increasing the number of measure-
ments, increases the difﬁculty of not falsifying correct
models. Thus, the probability of having false-rejection
errors P (α) (i.e. type I error) increases with the num-
ber of measurements used. (2) The larger the number
of measurements, the lower the probability of accept-
ing incorrect models P (β) (i.e. type II error). The
simultaneous occurrence of the false-acceptance and
the false-rejection event represents the probability of
committing a diagnosis error P (α ∩ β). Note that the
null hypothesis is the occurrence of a model being
accepted as a candidate model.
Diagnosis robustness is evaluated by studying the
sensitivity of P (α ∩ β) to misevaluation of uncertain-
ties and to the number of measurements. This study
uses simulated measurements to emulate the process
of model falsiﬁcation. Simulated measurements Yˆi are
treated as random variables obtained from
Yˆi = gi(θ
∗)− U˜i · gi(θ¯),∀i ∈ {1, . . . , nm} (4)
where θ∗ is a ad-hoc deﬁned true parameter set, and
Ui is a random error for each of the nm measurement
locations. The error U˜i is multiplied by the prediction
values of the model class evaluated with the mean
value of the parameter set θ¯. This operation aims to
separate errors that depend on the model from er-
rors that are due to the variability of the parameter
values θ, used for the generation of simulated mea-
surements. The modeling error U˜i presented in Eq.(4)
is estimated by a Gaussian uncertainty distribution
(U˜i ∼ N (μ0 +Δμ, (σ0 +Δσ)2). In order to represent
the situation where uncertainties are misevaluated, a
bias is added to the mean (Δμ) and the standard de-
viation (Δσ) during the generation of simulated mea-
surements. Mean and standard deviation values used
in the data-interpretation approach (i.e. to deﬁne the
threshold bounds) are μ0 and σ0.
The relative frequency of simultaneous occurrence
of type I (P (α)) and type II (P (β)) errors is used to
quantify the sensitivity to diagnosis error P (α ∩ β).
In order to quantify P (α ∩ β), NSM sets of simulated
measurements are generated. At each step, model in-
stances that are not compatible with simulated mea-
surements are falsiﬁed. The false-rejection probability
is
P (α) = Nα/NSM
This is the ratio between the number of times that
the correct model is wrongly falsiﬁed Nα, and the
number of sets of simulated measurements NSM . The
probability of incorrect-model acceptance is
P (β) = Nβ/NSM
P (β) is computed by dividing the number of times
that incorrect models are accepted Nβ, by NSM . The
probability of type I and type II errors is obtained
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from the relative number of simultaneous occurrence
of false rejection with false acceptance Nα∩β such that
P (α ∩ β) = Nα∩β/NSM
where P (α ∩ β) is the probability of diagnosis error.
An example of diagnosis error is illustrated in Figure
1. This ﬁgure presents the measured value and the
predicted values of every model instance. Candidate
models are found inside the threshold bounds, whilst
the correct model is falsiﬁed, leading to a diagnosis
error.
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Figure 1: Diagnosis-error example in the error domain. The ﬁgure
shows a false acceptance of candidate models along with false
rejection of the correct model.
4 ILLUSTRATIVE EXAMPLE
The diagnosis robustness is studied for a cantilever-
beam example depicted in Figure 2. The beam is
l = 3000mm long and the inertia of its square cross-
section is I = 6.75× 108 mm4, for h = 300mm.
y
x
Figure 2: Cantilever-beam example.
The system has two unknown parameters to be iden-
tiﬁed: the Young’s modulus E and the force F applied
at the right end of the beam (θ = [E,F ]T ). The model
g(θ) used to predict the vertical displacements is
g(x,θ) =
Fx2(3l− x)
6EI
(5)
An initial population of models containing 10000 in-
stances is generated. Model instances are evaluated at
the intersection of a grid where the Young’s modulus
is discretized in intervals of 0.8GPa over the range
[20− 100]GPa and the applied force is discretized in
intervals of 0.09 kN over the range [1− 10] kN. In this
example, the target probability φ is set to 0.95. The
diagnosis robustness is evaluated for several values
of number of measurements nm. Measurement loca-
tions are uniformly distributed between the coordinate
x = xstart = 500mm and x = l. The coordinate xi of
each sensor is deﬁned by
xi = xstart + i · l− xstart
nm
, ∀i ∈ {1, . . . , nm} (6)
The model predictions g(θ) are affected by errors that
are assumed to be Gaussian with zero mean and a stan-
dard deviation corresponding to 5% of the predicted
value (i.e. Uc,i ∼ N (0, (0.05 · gi(θ¯))2)).
The probabilities P (α), P (β) and P (α ∩ β) are
studied for several misevaluations of mean and stan-
dard deviation values. In a ﬁrst scenario, Δσ = 0 and
a bias Δμ ≥ 0 is added to the mean value of the mod-
eling uncertainty to simulate the effect of uncertainty
misevaluation. In a second scenario, a bias Δσ ≥ 0 is
added to the standard deviation of the modeling un-
certainty and Δμ = 0. In a third scenario, Δμ and Δσ
are generated stochastically. Δμ follows a Gaussian
distribution and Δσ a Gamma distribution. The statis-
tical parameters of these distribution are selected in
relation with the results found for the ﬁrst and second
scenarios. Scenarios I to III are summarized in Table
1.
Table 1: Summary of scenarios.
Scenario Analysis type Δμ Δσ
I deterministic ≥ 0 = 0
II deterministic = 0 ≥ 0
III stochastic ∼ N (·) ∼ Γ(·)
4.1 Scenario I
In the ﬁrst scenario, the bias on the un-
certainty mean value is equal for each
measurement location. Values Δμ =
{0,0.025,0.05,0.075,0.1,0.125,0.15,0.25,0.5,5}
are used to evaluate the diagnosis sensitivity to type
I and type II errors. Figure 3 shows a schematic
representation of a set of two simulated measurements
for this scenario. In this ﬁgure, both model predictions
gi(θ
∗), with i = {1,2}, are represented on the bottom
face of the deformed cantilever beam. For each
measurement location i, an error U˜i · gi(θ¯), which
is randomly selected from the biased uncertainty
distribution, is subtracted from the model prediction
to obtain the simulated measurement Yˆi. The 0-value
of the uncertainty distribution is coincident with the
bottom face of the beam and the mean value of the
uncertainty is biased to Δμ · gi(θ¯).
Figure 4a presents the probability of type I error
(P (α)), as well as the probability of type II error
(P (β)), with respect to the number of measurements
used for data interpretation and the bias value for Δμ.
Figure 4b illustrates the simultaneous occurrence of
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Simulated measurement
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Figure 3: Simulated measurements emulating a misevaluation of
the modeling uncertainty mean.
both errors (P (α ∩ β)) with respect to the number of
measurements and the bias value for Δμ. These re-
sults are compared with the case without uncertainty
misevaluation (i.e. Δμ = 0 and Δσ = 0) where the
probability of simultaneous occurrence of both errors
is at most 1− φ = 0.05 regardless of the number of
measurements.
In Figure 4a, the probability of type I error increases
up to 1 when the number of measurements increases.
The higher the bias, the lower the number of measure-
ments needed to reach P (α) = 1. For the probability
of type II error, the higher the bias, the lower P (β),
the probability remaining close to 1 for any value of
number of measurements with Δμ < 0.25. If the bias
is large (e.g. Δμ = 5), all model instances are always
falsiﬁed and P (β) = 0.
In Figure 4b, P (α ∩ β) ≈ P (α) for Δμ < 0.25.
When Δμ ≥ 0.25, P (α ∩ β) ≈ P (β) is nearly con-
stant regardless of the number of measurements. For
these values, the bias is so high that P (α) = 1 with
any value of number of measurements. Thus, P (α∩β)
is governed by the number of false acceptances. With
Δμ = 5, the entire population of models is falsiﬁed for
any value of number of measurements.
P (β) is less sensitive to the changes in the value
of number of measurements than P (α), because for
any Δμ, the deformed shape of model instances are
analogous to the deformed shape of the simulated mea-
surements. Figure 5 presents a comparison of ten sets
of ﬁve simulated measurements with the predictions of
the least and most rigid models. According to Eq.(4),
increasing the uncertainty mean value of the uncer-
tainty distribution, shifts the mean of the simulated
measurements. Because the random sample of U˜i is
subtracted from the model prediction gi(θ∗) for each
measurement location, the simulated measurements
are shifted all in the same direction compared with the
model prediction. The geometry drawn by the set of
simulated measurements is analogous to the model de-
formed shape, returning a frequent acceptance of incor-
rect models. Thus, even by adding new measurements,
the probability of false acceptance remains about con-
stant.
As seen in this scenario, the diagnosis is sensitive
to misevaluation of the uncertainty mean value. Di-
agnosis sensitivity to the number of measurements
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Figure 4: Probability of committing a diagnosis error with respect
to the number of measurements used for data interpretation for
different bias values Δμ. a) Type I error P (α) and type II error
P (β). b) Combination of both type I and type II errors P (α∩ β).
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Figure 5: Examples of simulated measurements in comparison
with the lowest and highest model predictions in scenario I.
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is high for bias values Δμ < 0.25. The diagnosis is
not sensitive to the number of measurements for bias
values Δμ ≥ 0.25. Thus, increasing the number of
measurements does not improve diagnosis robustness
for Δμ≥ 0.25 and even deteriorates the robustness for
Δμ < 0.25.
4.2 Scenario II
In the second scenario, the bias on the standard de-
viation value is also equal for each measurement lo-
cation and Δσ = {0,0.005,0.025,0.05,0.1,0.25,0.5}.
Figure 6 represents schematically the generation of a
set of two simulated measurements for this scenario.
In this ﬁgure, both model predictions gi(θ∗), with
i = {1,2}, are represented on the bottom face of the
deformed cantilever beam. For each measurement loca-
tion i, an error U˜i · gi(θ¯), which is randomly selected
from the biased uncertainty distribution, is subtracted
from the model prediction to obtain the simulated mea-
surement Yˆi. The 0-value of the uncertainty distribu-
tion is coincident with the bottom face of the beam
and the standard deviation value of the uncertainty is
biased to Δσ · gi(θ¯).
y
x
Simulated measurement
0
0
Figure 6: Simulated measurements emulating a misevaluation of
the modeling uncertainty standard deviation.
As in the ﬁrst scenario, Figure 7a presents the prob-
ability of type I error (P (α)), as well as the probability
of type II error (P (β)), with respect to the number of
measurements and the bias value for Δσ. Figure 7b
illustrates the simultaneous occurrence of both errors
(P (α ∩ β)) with respect to the number of measure-
ments and the bias value for Δσ.
Figure 7a shows that the probability P (α) increases
up to 1 with the number of measurements. The higher
Δσ, the lower the number of measurements needed
to reach P (α) = 1. Contrarily to the scenario I, P (β)
decreases to 0 with the number of measurements. Also,
the higher Δσ, the lower the number of measurements
needed to reach P (β) = 0.
Figure 7b shows the simultaneous occurrence of
type I and type II errors, P (α ∩ β) . For Δσ < 0.1,
the probability of diagnosis error increases until reach-
ing a maximum and then decreases slightly when new
measurements are added. For Δσ ≥ 0.1, P (α ∩ β) de-
creases with the addition of measurements. The curves
decrease steeply to P (α∩β) = 0, indicating that 100%
of the models are falsiﬁed. The higher the bias, the
steeper is the reduction in P (α ∩ β).
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Figure 7: Probability of committing a diagnosis error with respect
to the number of measurements used for data interpretation for
different bias values Δσ. a) Type I error P (α) and type II error
P (β). b) Combination of both type I and type II errors P (α∩ β).
Figure 8 compares ten sets of ﬁve simulated mea-
surements with the predictions of the softest and
stiffest models. According to Eq.(4), increasing the
standard deviation value of the uncertainty distribution
raises the dispersion of the simulated measurements.
Thus, because of the random selection of the sample U˜i
at each measurement location, each simulated measure-
ment is deviated on both sides of the model-prediction
value gi(θ∗). Therefore, the geometry drawn by sim-
ulated measurements is not compatible with model
predictions. This limits the occurrence of a false accep-
tance. By adding new measurements, the probability
that the geometry becomes not compatible with model
predictions increases and P (β) decreases.
In this scenario, the diagnosis sensitivity to mis-
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Figure 8: Examples of simulated measurements in comparison
with the lowest and highest model predictions in scenario II.
evaluation of the standard deviation value increases
when the bias value increases for a single measure-
ment. However, this sensitivity decreases greatly by
adding new measurements for Δσ ≥ 0.1. Thus, adding
new measurements leads to an improvement of diag-
nosis robustness. Moreover, when P (α ∩ β) = 0, the
diagnosis robustness is assured.
4.3 Discussion of scenarios I and II
In the ﬁrst two scenarios, the diagnosis robustness is
studied with biases selected using engineering heuris-
tics. The results obtained with this simpliﬁed repre-
sentation provides a good understanding of the mech-
anisms leading to diagnosis error in case of misesti-
mation of uncertainty mean and standard deviation
during data interpretation. For equivalent bias values,
the results show that the diagnosis sensitivity to uncer-
tainty misevaluation is higher when the mean value
is misestimated than when the standard deviation is
underestimated. Moreover, in the second scenario, for
a deﬁned value of number of measurements, diagnosis
robustness is assured when the entire population of
models is falsiﬁed (P (α ∩ β) = 0). Contrarily to the
ﬁrst scenario, adding new measurements has a negative
effect on diagnosis robustness.
A limitation of these two scenarios is that they do
not consider different bias values for each comparison
point (measurement location). This aspect is studied
in the third scenario.
4.4 Scenario III
When interpreting real data at several comparison
points, the chance of misevaluating uncertainties is not
perfectly correlated between the comparison points as
illustrated in scenarios I and II. While the chance of mi-
sevaluating uncertainties is not independent either, the
reality is situated between these two extremes. In addi-
tion, the amplitude of the bias value is not constant for
all comparison points. Thus, scenario III reﬂects better
the reality than the previous scenarios. Biases for Δμ
are selected using a Gaussian distribution N (0,6.25)
and biases for Δσ are obtained from a Gamma dis-
tribution of Δσ2. Both distributions are presented in
Figure 9. The parameters of these distributions are
chosen such that Δμ has 5% probability to be higher
than 5 and Δσ has 5% probability to be higher than
0.25. As seen in scenarios I and II, for higher bias
values than these ones, the probability of diagnosis
error reaches P (α ∩ β) = 0 when the number of mea-
surement is large. For each simulated measurement,
values for Δμ and Δσ are randomly generated and
added to the uncertainty mean and standard deviation
values as described in Eq.(4). Therefore, bias values
are different for each comparison point.
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Figure 9: Gaussian distribution of Δμ and Γ distribution of Δσ2.
Figure 10 presents the probability of diagnosis error
with respect to the number of measurements for the
third scenario. Using a single measurement leads to
a probability of 59% of committing a diagnosis error,
while using two measurements lead to 4% probabil-
ity of diagnosis error. Using more than three measure-
ments lead to the falsiﬁcation of the entire initial model
set and P (α ∩ β) = 0. For these values of number of
measurements, misevaluation of uncertainties does not
affect the probability of diagnosis error.
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Figure 10: Probability of committing a diagnosis error using
stochastic biases.
When the uncertainty misevaluation is different for
each comparison point, the diagnosis is highly sensi-
tive to the number of measurements. This is caused
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by the same reasons mentioned in scenario II and il-
lustrated by Figure 8. Here, the increasing dispersion
of the simulated measurements is due to the variance
of the uncertainty as well as the random positive and
negative sign that takes Δμ.
These results indicate that for this scenario, at least
three measurements should be used to guarantee the
diagnosis robustness. In case of uncertainty misevalua-
tion, the data interpretation would at worst return no
diagnosis (i.e. falsiﬁcation of the entire population of
models). This indicates that either the model class that
is selected for data interpretation is incorrect or the
modeling error is misevaluated. In this simple example,
only the second proposition is true, while in real ap-
plications both are possible. In such situations, initial
assumptions need to be revised in order to achieve a
correct diagnosis.
5 CONCLUSION
This study found that the diagnosis errors are sensitive
to the number of measurements used. The preliminary
study of a beam example shows that:
• The probability of diagnosis errors increases with
the number of measurements, when the uncer-
tainty mean value is misestimated.
• The probability of diagnosis errors decreases with
the number of measurements, when the uncer-
tainty standard deviation is underestimated.
• For the case where both uncertainty mean and
standard deviation are misevaluated, it is possible
to ﬁnd a minimum number of measurements that
guarantees the diagnosis robustness (i.e. miseval-
uating uncertainties does not affect the probability
of having diagnosis errors).
The results of the study of diagnosis sensitivity provide
guidance for designing measurement systems that are
robust with respect to diagnosis error. More effort is
needed to adapt this methodology to full-scale civil in-
frastructure, where modeling errors may be systematic
and correlated spatially as well as among quantities.
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