Abstract-Software faults could cause serious system errors and failures, leading to huge economic losses. But currently none of inspection and verification technique is able to find and eliminate all software faults. Software testing is an important way to inspect these faults and raise software reliability, but obviously it is a really expensive job. The estimation of a module's fault-proneness is important to minimize the software testing resources required by guiding the resource allocation on the high-risk modules. Consequently the efficiency of software testing and the reliability of the software are improved. The software faults data sets, however, originally have the imbalanced distribution. A small amount of software modules holds most faults, while the most of modules are fault-free. Such imbalanced data distribution is really a challenge for the researchers in the field of prediction for software faultproneness. In this paper, we make an investigation on software fault-prone prediction models by employing C4.5, SVM, KNN, Logistic, NaiveBayes, AdaBoost and SMOTEBoost based on software metrics. We perform an empirical study on the effectiveness of these models on imbalanced software fault data sets obtained from NASA's MDP. After a comprehensive comparison based on the experiment results, the SMOTEBoost reveals the outstanding performances than the other models on predicting the high-risk software modules with higher recall and AUC values, which demonstrates the model based on SMOTEBoost has a better ability to estimate a module's fault-proneness and furthermore improve the efficiency of software testing.
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I. MOTIVATION AND INTRODUCTION
With the fast development of software technology, software systems become more complex, requiring higher reliability and stability. Although the software would never be worn out, it may fail for some reasons at any time. The faults and mistakes in the software may lead to system errors and failures, resulting in huge losses in socio-economic activities. There are numerous similar cases [1, 2] . However, the current technologies are impossible to find and eliminate all faults in software. Software testing is a critical approach to ensure the software reliability [3] , but a complete software testing is really time consuming and expensive. Some studies have proven that software development companies spend 50% to 80% of the costs on software testing [2] . Faultproneness makes the definition on the probability of fault detection in software [4] . An accurate prediction on software faults or fault-prone at an early stage of software development is important to make a proper plan on testing activities and allocate the limited resources to focus on those modules, consequently improving the efficiency of software testing and the reliability of software system. Unfortunately, software fault-proneness cannot be directly measured. It can be estimated, however, based on software metrics, which provide quantitative descriptions of program attributes. A number of studies provide empirical evidence that correlation exists between software metrics and fault-proneness [5] .
The software faults data sets are imbalanced, which means the amounts of the fault modules and fault free modules in a software system are imbalanced [5, 6, 7] and rises up the imbalanced data set learning problem for software fault-proneness prediction models based on pattern recognition technologies. In other words, most of faults involved in a software system are located in a small part of modules, which is called high-risk modules or minority class. On the contrary, most of models are defects free called low-risk modules or majority class. The accurate prediction on these high-risk modules is more important, because these modules may lead to serious consequences. For pattern recognition approaches, most prediction models are based on an assumption that the amounts of each class samples are balanced roughly.
When the assumption is satisfied, most of prediction models reveal good performance. But in these scenarios that the majority class typically represents most of the population, these models get poor predictive accuracy over the minority class [8] . This is a bias. Actually the accuracy of the minority class is far more critical than the one of the majority class. When high-risk modules are predicted wrongly, the following testing would ignore or pay a little attention on these modules, and consequently these defects are retained in a high probability after testing.
In this paper we present a comprehensive empirical study for software fault-proneness prediction with ensemble learning models on imbalanced data sets. The experiments results show that SMOTEBoost model has a better performance on predicting the imbalanced software fault-proneness than other models. The layout of the rest of the paper is as follows. Description of over-sampling algorithm SMOTE [9] , Boosting [10] and SMOTEBoost [11] algorithm is presented in Section II. In Section III, data sets from NASA MDP (Metrics Data Program) [12] , software metrics and performance metrics employed in our experiments are presented. Section IV describes the prediction models built in our study: SMOTEBoost model, AdaBoost [13] model and single learner models, such as C4.5 [14] , SVM [15] , KNN [16] , Logistic [17] , NaiveBayes [18] . Sections V and VI, present the experimental results and conclusions of our comparative study.
II. THE SOFTWARE FAULT-PRONENESS PREDICTION MODELS BASED ON IMBALANCED DATA SETS

A. Synthetic Minority Over-sampling Techniques
There are many real world data mining approaches learning from imbalanced datasets, which always leads to a bias on these classifiers, very high classification performance on the majority class(es), however, unacceptable performance over those minority ones. Over-sampling and under-sampling approaches are commonly employed to deal with the problem [19] . As one of most successful over-sampling technologies, SMOTE (Synthetic Minority Over-sampling Techniques) [9] is an approach specifically designed for learning with imbalanced datasets, which operates in the "feature space" rather than the "data space" and generates synthetic samples of the minority class. In this way the inductive learners are able to broaden their decision regions for the minority class and make a better performance.
B. Boosting Algorithm
Boosting is an ensemble-based learning algorithm, which is able to dramatically improve the ensemble classification performance by creating and combining a set of weak hypotheses [10, 28] . AdaBoosting, a popular Boosting algorithm applied in many fields [13] [20] , builds an ensemble of classifiers iteratively and adjust the weights of each training sample based on the performance of the iteration's classifier. These samples which were misclassified by pervious classifiers, will be assigned a bigger weight relatively, while those that were correctly classified have their weights decreased. Therefore, in the next iteration the learner is more likely to concentrate on those samples that were misclassified during the previous iterations and classify them correctly. At last, the classifiers built during each iteration participate in a weighted vote to classify unlabeled samples.
C. SMOTEBoost Algorithm
SMOTEBoost [11] is an approach to learn from imbalanced data sets. More details are shown in Figure 1 , which is based on an effective combination of the SMOTE algorithm and Boosting procedure.
SMOTEBoost algorithm proceeds in a series of T iterations. In each iteration, a weak learner is called and presented with a different distribution t D altered by emphasizing particular training samples. The distribution is updated to give wrong classification samples with higher weights than correct ones. SMOTE is introduced in each round of Boosting and creates more samples of the minority class for each learner. Thus, more learning information is supplied for the minority class. Then the entire weighted training set is given to the weak learner to compute the weak hypothesis t h . At end, the different hypothesizes are combined into a final hypothesis fn h . Boosting procedure ensures the accuracy over the entire data sets and SMOTE improves the accuracy of the minority classes. SMOTEBoost has been applied to imbalanced data sets in many fields and shows a significant improvement in prediction performance [11] .
III. EXPERIMENTAL DESIGN
A. Data Sets
Our experiments are carried out on 12 data sets from the data metrics program NASA's MDP (Metrics Data Program) data repository [12] . Details about these data sets are in TABLE I, which provides the total number of software modules in the dataset (Size), as well as the number of minority defected modules (NumMin), the developing language and the LOC of the dataset (NumLOC).
All the data sets listed in the Table 1 are imbalanced obviously, and the percentage of the minority class of PC2 is 0.4% only. In MDP, all of the software are implemented in different languages, such as CM1 is in C, KC1 in C++ and KC3 in JAVA. And the software presented in each data set is from different projects at NASA. For instance, CM1 is from the spacecraft software instruction module, KC1 from the storage management module and KC3 from the data transmitting and receiving module. Therefore the versatility of the prediction model can be tested and verified.
In our study, we take the software metric information of the software modules as input for the prediction model [5, 6] . Our study selects 22 metrics [21] , which includes the McCabe metrics set, Halstead metrics set and Line of Code metrics set, etc. The details about these software metrics are in TABLE II. We select the first 21 metrics as the input for the prediction model [22] [23] and the last one to classify the software modules. The software module, whose ERROR_COUNT metric value is 0(This means the module contains no faults), is assigned as lowrisk or majority class, with label "0". The rest is high-risk or minority class, with label "1".
For each time of our experiments, 70 percent of the majority class samples and minority class samples were randomly selected as training set respectively, the rest of samples is for testing.
B. Performance Metrics
In this paper, we have employed two performance measures: a confusion matrix and the area under the ROC [24, 25, 26] . The confusion matrix as shown in TABLE III is typically used to evaluate performance of a machine learning algorithm.
The recall (Recall) and accuracy (ACC) as the experiment results are reported in this paper, which are defined as follows:
TP TN ACC TP FP TN FN
The main focus of all learning algorithms is to improve the recall, without sacrificing the accuracy. A receiver operating characteristic curve (ROC) plots the true positive rate (TPR = TP/(TP+FP)) on the y-axis versus the false positive rate (FPR = FN/(FN+TN)) on the x-axis. The resulting curve represents the traded off between correctly identifying positive class examples and false alarms across the complete range of possible decision thresholds. The area under the ROC curve is used to measure the classifier performance.
IV. PREDICTION MODELS
In order to make a comprehensive comparison study, besides SMOTEBoost(SMBM), four other kinds of prediction models are involved in our study: AdaBoost (ADAM), SMOTE+AdaBoost (SADAM), single weak learner (SINM), SMOTE+ single weak learner (SSINM). In this paper, five weak learners are selected: C4.5, SVM, 3NN, Logistic, NaiveBayes. The five learners are implemented in WEKA [27] , an open source data mining suite. Except KNN, the other four learners have no parameters. Thus, in our study, the influence from the parameter setting is avoided.
V. EXPERIMENTS AND RESULTS
In our study, we use 50 iterations for all Boosting models. In the experiments, Boosting resampling [28] rate is set to 80% in each iteration. Every prediction model runs five times of each data set independently. the given datasets. The ROC results of models with C4.5
on dataset KC1 are presented in Figure 2 .
In TABLE IV, C4.5 is selected as the weak learner. When the models are applied on the 12 datasets, SMBM accounts 6 highest recall results (50.0%) based on datasets: CM1, KC1, MC2, PC1, PC2, PC4 and PC5. In Except that SMBM's recall result is worse than ADAM's in TABLEV, SMBM's recall results are better than the other 4 models. Therefore, SMBM has a better performance on the minority fault-proneness prediction than the rest models. The SINM and SSINM have higher accuracy values, but lower recall values on many datasets employed in our study, such as in CM1and PC2, which shows that the two models have a poor predictive accuracy over the minority class. The results of ADAM are close to the SMBM's, and it is recall values are slightly lower than the ones of SMBM, such as on KC1, PC4, which means ADAM has a good performance on imbalanced datasets. SADAM has general ability to predict minority fault-proneness. Figure 2 reveals the SMBM has a higher AUC value than the other two models and the value is 0.707, which means SMBM has a better performance on the prediction of imbalanced datasets. Therefore, the SMBM has a better performance than the other models in predicting the imbalanced high-risk minority software faults with higher recall and AUC values.
VI. CONCLUSIONS
In this paper, we make a comprehensive investigation on the performances of the five types of prediction models with different weak learners on the MDP datasets that contains different degrees of imbalance and different sizes, thus providing a diverse test bed. The comparative experiment results present that the SMOTEBoost model has a good ability for imbalanced software faultproneness prediction tasks, particularly on the minority class samples, which means the prediction model of SMOTEBoost is better to guide software testing resource allocation and improving software reliability more likely. The ADABoost model also has a certain capacity for imbalanced software fault-proneness prediction tasks.
SMOTEBoost algorithm combines the advantage of Boosting procedure and SMOTE algorithm. Boosting procedure is used to ensure the accuracy on the entire data sets. By introducing SMOTE algorithm into each iteration of Boosting, each weak learner is able to sample more of the minority class, and also better and broader decision regions for the minority class. In this way, SMOTEBoost model has a better ability of prediction on the imbalanced software fault-proneness.
Manually finding bugs from complicated software is an expensive work for software testing engineers. This causes a huge challenge on collecting the large amount of training samples for building a predictor. In other words, establishing a large software metric set with fault information is really expensive and time consuming. To address this issue, the semi-supervised learning technique will be introduced to expand the range of training data so that we can employ and effectively increase the performance of predictor with limited fault information found. This will bring a greater flexibility to modeling and a bigger range of application of the model, and further improving the prediction performance.
As we all know, it is unavoidable for people to make some mistakes, particularly when doing a heavy work, such as software testing. In other words, it is hard to guarantee that noise free in the bugs searching process. Therefore there is a very high possibility for some noise samples to be involved in the collection of software fault information or metrics. In our research plan, a noise tolerance learning mechanism will be introduced into ensemble predictor to help prevent the damage on predictive performance from noise samples.
