Abstract. Tracking people across multiple cameras is a challenging research area in visual computing, especially when these cameras have non-overlapping field of views. The important task is to associate a current subject with other prior appearances of the same subject across time and space in a camera network. Several known techniques rely on Bayesian approaches to perform the matching task. However, these approaches do not scale well when the dimension of the problem increases; e.g. when the number of subject or possible path increases. The aim of this paper is to propose a unified tracking framework using particle filters to efficiently switch between visual tracking (field of view tracking) and track prediction (non-overlapping region tracking). The particle filter tracking system utilizes a map (known environment) to assist the tracking process when targets leave the field of view of any camera. We implemented and tested this tracking approach in an in-house multiple cameras system as well as using on-line data. Promising results were obtained which suggested the feasibility of such an approach.
Introduction
The cost of surveillance cameras are cheap, however, to install these cameras to monitor a reasonable size surveillance area require hundreds of cameras and sensors which can bring the cost of a surveillance system up to million of dollars. Nevertheless the efficiency in term of the ability of security personals to deduce a threat or even to follow up an event from these large amount of recording is almost impossible. Hence, many surveillance systems are used to gather data and to identify clues after an incident taken placed. Advances in tracking technology has opened up a possibility to detect event requiring attention as it happens to alert security personals to take further action.
In this paper we explore the task of tracking human subject across multiple cameras system. We advocate the use of a general framework, based on the particle filter, to resolve the problem of within field of view visual tracking and track prediction when the subject leave the field of view of a camera and enter another camera resides in the non-overlapping region of the cameras system. The latter objective is accomplished using a map of the surveillance area, which provides information of possible path trajectories across the non-overlapping region. Another objective is the design of a unifying probabilistic framework that can seamlessly deal with both within field of view and out-of-view tracking.
The aims of this paper are to develop:
1. An indoor surveillance system that tracks the movements of a human subject with special emphasis on non-overlapping cameras. 2. A unifying framework to deal with both within field of view target tracking and non-overlapping targets association.
Background
There are a number of probabilistic models apply in surveillance for human tracking such as Kalman filter, Bayesian and more recently particle filter. Kalman filter was first introduced by Kalman [14] , which is a prediction model that provides an optimal solution when solving a linear problem [29] . Unfortunately, such constraint fails when Kalman filter is applied to non-linear problem with non-Gaussian noise. An example of an application uses non-linear equations is tracking irregular motions of human walking.
On the other hand, Bayesian and particle filter were emerged to solve systems with non-linear equations and non-Gaussian noise. Although Bayesian technique [10, 15, 23] is able to solve tracking problem which involves non-linear equations, for tracking problems which also involves non-Gaussian noise, a prior set of rules and conditions are required which get very complicated when dealing with large scale scenarios. Alternatively, particle filter, introduced by Gordon et al. [8] , has been a preferred choice for tracking application due to its ability to solve both non-linear equations with non-Gaussian noise. Its main principle is derived from the sequential Monte Carlo method [3] that recursively generate random measurements to approximate the distribution of unknown variables.
Particle filter technique has been proved to be robust and is widely used in many applications such as robotics [2] , human tracking [9, 21] , vehicle tracking [20] , sound detection [4] , and bearing tracking [3] .
Dynamic Model
In general, tracking using cameras is a non-linear problem. Thus, the dynamic model of a typical system can be expressed in Eqs. (1) and (2) [8] :
and
where k is a discrete time index, x k is the state sequences, and z k represents the observation measurement. The notation u k and v k are noise matrices. The first equation is the function that predicts the current state given the previous state and a noise vector. The second equation defines a measurement model, i.e. it determines how well the prediction of current state based on current observation. The main objective is to recursively predict the state x k based on historical observations of x 1:n , where n ¼ 1:
Particle Filter
Particle filter is a probabilistic technique which is based on random measurement density approximated by a set of weighted particles. Each particle is a two-tuple consisting the state domains and its corresponding probability (weight), denoted by fx
, where i is the particle number and N s is the number of particles. At each time instance, x i 1:k represents the predicted state of the person by particle i . The predicted trajectories can be drawn from the density pðx 0:k jz 1:k Þ, which is expressed in Eq. (3) [19] :
Then, the estimation of the state observation, Eðhðx 1:k ÞÞ can be computed using Eq. (4)
The full algorithm of particle filter can be found in [8] . Basically, particle filter is a three-phase algorithm. A general framework of particle filter can be written as:
1. Sampling: the generation of particles. 2. Importance: weighting of each particle based on current observation. 3. Resample: a process to maintain the diversity of all particles according to their re-normalized weights.
2.2.1. Stage 1: Sampling. Sampling is a process of locating particles randomly to predict the next target_s location. This is done using a Bpreferredd istribution, which is usually called a probability density function (pdf). The term Bpreferred^refers to any types of distribution that suits the application, for example normal distribution, uniform distribution, etc. and they are selected for tractability purposes. Mathematically, the sampling technique can be expressed as [19] :
where qðx k jx i kÀ1 ; z k Þ is the pdf. In the context of tracking, Eq. (5) can be worded as: Bhow can the system predicts the target_s position, at current time period, given a knowledge of where the target might be at an instant before?^The answer is: Bgiven an input particle at position ðx; yÞ coordinate, the pdf is equal to the addition of some random numbers to the particle_s position of ðx; yÞ coordinate.^This implies that the target may move randomly, but still be found by a number of particles [2] .
Stage 2:
Importance. In order to measure the wellness of the state_s prediction, all the particles are weighted based on how close they are to the observation. The weighting function refers to the computation on the previous weight times the probability of the real observation to the states divided by the sampling factor, which is defined in Eq. (6) and normalised in Eq. (7) .
In general, both sampling and importance are known as Bsequential importance sampling^(SIS). The two methods are closely related, as the sampling procedure makes a random prediction, while the importance function weights the randomness into an accurate prediction based on observations.
Stage 3:
Resample. Resampling procedure maintains large weight particles while removing small weight particles [19] . Over time, the weight of a number of particles will become very large while the remaining particles have value that is relatively small which are negligible. Thus, resampling stage ensure of keeping the larger-weighted particles. A suitable way to measure the need of resampling is to compute the effective sample size, d N eff N eff , expressed in Eq. (8) .
During implementation, a threshold N TH , was assigned to check the effective sample size. If ( d N eff N eff < N TH ) then the majority particles carry relatively small weights, which means resampling is required.
Alternative Types of Particle Filter
Instead of making use of generic particle filter, some researchers modified the resampling method of the generic particle filter. An example is the auxiliary particle filter/sampling importance resampling (ASIR) [19] . The ASIR has an additional parameter in the generic sampling importance resampling algorithm. The filter can be derived as an importance density qðx k ; ijz i:k Þ which samples the pair fx
, where i j refers to the index of a particle at time k À 1 [19] . The full algorithm of an ASIR can be found in [19] . The advantage of using ASIR filter as compared to generic particle filter is that it naturally generates points from the sample at time k À 1, in conjunction with the current measurement. Whereas, in the case of generic particle filter, it randomly generate the sample at time k. Thus, ASIR makes more accurate prediction through its sampling method [19] .
Particle filter has also been integrated with other techniques such as particle filter with colour analysis and particle filter with Adaboost. Okuma et al. [21] proposed a mixture technique of particle filter with Adaboost called Bboosted particle filter^(BPF) to better solve the problem of splitting and merging. The proposed distribution function is implemented in Eq. (9) .
where is a parameter to weight dynamically between the particle filter and Adaboost. For example when ¼ 0, particle filter distribution is used. As increases, the importance of Adaboost detections increases. As a result, the value of is adapted depends on the tracking situation, such as cross overs, collisions, and occlusions.
The proposed method has been applied in a hockey game environment. The goal is to track various number of hockey players on a sequence of digitized video. The results show BPF successfully detect objects after a cluttered individual split from the merging where Adaboost alone fails.
Nummiaro et al. [20] integrate a colour distribution into particle filter. The method employs a mixture of particle filter model with colour histo-gram to perform multiple hypotheses. Initially, an RGB (red-green-blue) colour histograms of 8Â8Â8 bins was chosen as the colour distribution model. The colour measurement for an object is based on region weighting. That is pixels that are further away from the center of the region are assigned to a smaller weights, as compared to pixels that are closer to the center of the region. In order to measure the two distributions, Nummiaro et al. use the Bhattacharyya coefficient [20] . Overall, the colour based particle filter model can be expressed in Eq. (10):
Similar to the previous method proposed by [21] , represents the weights contribution to adjust the importance between the use of particle filter and colour distribution. This system has applied in a traffic tracking surveillance system [20] .
Related Work
Recent studies show a great research attention on tracking moving objects using camera(s). For examples condensation method by Andrew and Isard [1] to track image contours, the mean-shift tracking by Comaniciu and Ramesh [5] to tracks objects based on its colour, the adaptive colour histogram model [28] to track object using histogram, and Boujou_s method (http://www.2d3.com/) that tracks point features. In terms of human tracking, basically there are two different approaches in the literature. The first approach is on human tracking using overlapping cameras, while the second approach is tracking using non-overlapping cameras.
2.4.1. Overlapping Tracking System. A number of applications have used the technique of particle filter, due to its dynamic prediction model in solving non-linear equation and non-Gaussian noise. An example is on bearing tracking application [3] . In this application, Bolic [3] implemented particle filter by considering the state sequence in terms of angle. The ability to predict such parameter is then used to track the object position. In his Ph.D. thesis, he also proposed some improvement of the resampling method on particle filter.
Bererton [2] presented the implementation of particle filter in a shooter game application that consists of a map, player character(s) and non-player character(s). The aim is to have non-player character to search for the map and eliminate the player character. The prediction on finding objects is implemented using particle filter. The idea of using map information has been integrated into this project to perform non-overlapping region tracking.
A recent system, that uses particle filter for tracking application, is presented by Checka et al. [4] . The work combines both sound and vision to track multiple people. particle filter technique has been applied on the audio and video state components. The system is able to provide better prediction for multiple targets in a cluttered scene. In terms of human tracking, several systems were implemented [11, 12, 16] which successfully track people using multiple cameras with overlapping field of view.
Non-overlapping Tracking System
As the scale of the environment increases, it is not feasible to have all areas monitored by cameras due to monitoring cost and tracking efficiency [17] . Hence, researches focus their attention into the nonoverlapping region tracking. Several systems have been proposed to solve the non-overlapping cameras tracking, for example Kettnaker and Zabih [15] ; Porikli and Divakaran [23] use Bayesian approach alone to tackle non overlapping region tracking. Kettnaker and Zabih [15] presented the use of Bayesian technique with prior information, such as the set of allowable paths and the transition technique, to track people using non-overlapping cameras. Furthermore, Porikli and Divakaran [23] presented a framework that includes Bayesian technique to perform an inter-camera target-correspondence. However, when the size of the environment gets larger, the complexity of the transition probability computation was dramatically increased.
Vehicle tracking is one example of the nonoverlapping region tracking, where cars are identified by the camera based on their appearance and positional information. Huang and Russell [10] ; Pasula et al. [22] tackle this problem using the appearance model. Huang and Russell [10] combined Bayesian technique and the appearance model to track the car, and the work was further extended by Pasula et al. [22] to solve the problem using Markov Chain Monte Carlo (MCMC) technique. In general, vehicle tracking follows a well-defined path that makes the problem easier to tackle.
When the probabilistic transition prior can be supplied into the system, Javed et al. [13] used that information to match the target moving model. On the other hand, Makris et al. [18] do not use prior information. Instead, they proposed a new technique for learning the accumulation information of histogram from the object coming in and out of a room, over a certain period of time which is then use to predict the target_s motion.
Rahimi et al. [24, 25] proposed a technique on the non-overlapping region tracking by estimating the target_s position. In the implementation, the distances between cameras are known, along with an assumption that the speed of the person is unknown but constant, which is not suitable for the real-world situation.
Recent technique, presented by Dick and Brooks [6, 7] , uses hidden Markov model to model the motion of targets within and between all the cameras. Each camera, in the system, is initially trained to learn about the environment. During the operation, the system has been tested to track multiple targets under the non-overlapping situation.
Methodology
Tracking mainly involves two major steps: segmentation process (object detection) and object association (identification). The focus of this project is on the second issue, i.e. to be able to identify and track the targets in an indoor environment. A typical indoor environment is characterised with a number of rooms, of which some are installed with cameras. The challenge of this project is to track the target using cameras that the field of view are non overlap to each others. Figure 1 shows the overview of the project framework. The three main procedures are:
1. The non-overlapping region tracking (NORT) 2. Tracking within field of view and 3. Appearance based association Each procedure will be discussed in the following subsections.
Non-overlapping Region Tracking
A new approach to the non-overlapping region tracking using particle filter is proposed. This technique composes of three major phases: initialisation, prediction and association. In the initialisation phase, a prior map information is loaded into the system. In the second phase, when a target leaves the camera field of view, the prediction model predicts where the person might moves under the nonmeasurement area, based on the map information. When the prediction model catches a person on one of the camera field of view, then the association phase is performed, i.e. to identify the person with a set of people recorded in the database.
Initialisation (Maps).
Initially, the map of the environment is loaded into the system. This forms the basis input for the particle filter. Figure 2 shows a typical indoor surveillance environment, where two cameras are mounted at Room 1 and Room 2. This environment will be used throughout the rest of this paper. The map defines the possible trajectories of the target after it has left the camera_s field of view. Two entities that come along with this definition are the Barea definitions^and the Bdoor regions^. The area definitions determine how the particles are to be sampled at a particular region while the door regions determine the entry/exit points that particles may flow through when approached. The BEXIT^marked target possible exit points leaving the surveillance area. Figure 3 illustrates the meaning of area definitions and door regions. Door regions are denoted by numbers 6, 7, and 11 whereas other numbers denoted area definitions. 3.1.2. Prediction. This section describes the concept of using the map information to better predict the capability of the particle filter. The sampling method is done through a concept called cluster (grouping).
Particles that are located in roughly the same position are considered as one cluster. At each time instance, particles in a cluster will be sampled in different directions based on their position in the map. In term of mathematical notation, Let C k be a set of cluster C k ¼ fC 
where m is the map information and C j k is the j th cluster that contains particle i. Note that in the sampling method of Eq. (11), there is no measurement z k and the addition of m presents, as compared to the generic particle filter. This implies that no measurement is available and the particles are sampled based on the cluster and the map. Figure 4 shows the particle movement which cover all possible paths a target could take within the surveillance area.
3.1.3. Association. There are two conditions to stop the prediction of the particle filter. First, over a long period of time, the prediction of the particle filter on the non-overlapping area becomes less accurate, due to different possibilities of the person walking trajectories. For example a target may have left the surveillance area. A timeout is used to control the allowable prediction duration. Secondly, to deal with positional errors in the tracking, we define the Bgradient boundary^that we position in all entry/exit of a room. In our implementation, a gradient boundary of 100 cm in radius is used to deal with uncertainty in the tracking results. When a target enters this boundary region, the system will proceed to detect the target by analysing the video output of the associated camera. When a target is detected by the system, target association will be performed.
During target association phase, particle filter is used to keep track of the target trajectory. The tracking system uses mixture of Gaussian (MoG) to perform segmentation [26] . The target_s colour information, in term of RGB values, are stored in a 3D colour histogram. Over time, the colour histogram of a target is used to represent the appearance profile of the target. The tracking system uses histogram intersection techniques [27] to associate currently detected target_s colour histogram against stored models_ colour histogram in the database. A matching score is computed where models in the database whose score is above a nominated threshold will be considered. The models with the highest score is used to confirm the target. In cases where there is no model matching the target, the target will be assigned as Bnew target^.
Tracking Within Field of View
The tracking within FOV is implemented using a generic particle filter. Algorithm 1 shows the implementation of SIS for tracking within FOV.
3.2.1. Stage 1: Sampling. The parameters in algorithm 1 can be interpreted as follows: let_s define i as the particle number, k as the time, and the state as X that consists of four tuples ½x; y; Vx; Vy, i.e. the x and y coordinate position, and Vx, Vy are the velocity respectively. The length of a step that a target can take is assumed to range from 0 (stop) to 150 cm. These values are obtained by measuring a normal height person (assuming 1.5 m in height) has a walking step of 50 cm and running step of 100 cm. Hence, it is reasonable to have an upper range of 150 cm to cover all types of walking patterns. The Nx i k and Ny i k are the random number noise with a specific value of either negative (move backward) or positive (move forward). The noises are used to specify the state randomness, including the direction of the particle. The observation is defined as Z k which contains two tuple i.e. the observation position (z x ; z y ). Note that the use of X as the state sequences is to avoid the confusion with the x coordinate.
Refer to page 4 of this paper, the Sampling in Eq. (5) requires a qðx k jx i kÀ1 ; z k Þ function that sampled the particles at current point to arrive at the next one. This can be put into question as: BWhere will the target be at current time period, given that we have knowledge on its position at previous time frame?T he answer is implemented in algorithm 1. The first loop represents the sampling step, i.e. by assigning the new state of each particle as the addition of previous state with the velocity and random noise. As a result, the new state are scattered randomly, in term of speeds and directions.
Stage 2:
Importance. After each sampling, the particle will be assigned a new weight accordingly to the observation. In the implementation, the input observation is the target that is closest to all the particles. The reason is that the possibility of the current target_s position should be close enough to the previous target_s position, except when occlusion occurs. In the implementation, we will first process the foreground objects that are obtained from segmentation process. That is, to filter out between the objects and the noise. The assumption we made is: objects that are less than 1 4 of a normal height (as before, assuming 1.5 meters in height) person are considered as noise. Another assumption is we only process object when they enter the surveillance area. Furthermore, we will wait until the object is fully seen to enhance our association once it appears in the scene.
The importance can be expressed as: given what I observed, update my current belief state. The states closer to the observation will have higher weights than those far away. This is done through the use of an exponential function, e ðÀxÞ (for x 0). In algorithm 1, first, we calculate the EuclideanDistance between each particles_ position with comparison to the observed location. Then, the current weight of a particle is derived from the previous weight multiplied by the exponential function of the distance (for x 0).
The behaviour of an exponential function with respect to ðx 0Þ is shown in Fig. 5 . From this figure, the y value range between 0 and 1 which indicates the weight of a particle. We implement the x value as the distance between the particles to the observation. This leads to the further the distance, the smaller the weight (as the y value reaches 0). On the other hand, particles that are close to the observation blob will carry higher weight, i.e. the y value close to 1.
Stage 3: Resampling.
Recall that the resampling process is to maintain the diversity of the particles, i.e. to keep only the particle with the higher weights. The following discusses a way to measure the need of resampling and the resampling procedure.
The need of resampling is computed through the effective sample size, N eff . N eff N eff will employ a small value when all particles are scattered, which implies that the particles need to be resampled.
During the implementation, a value of N TH is chosen as the threshold. A value of ( d N eff N eff < N TH ) means the majority of the particles are carrying relatively small weights where resampling is required. The larger the value of N TH , the higher the resampling rate. Note that the value of N TH depends on the number of particles. In the implementation, we choose to use 500 particles to track one person for non-overlapping region tracking while N TH is set to 25 for within FOV tracking. These values are chosen through trial and errors during experiments.
Appearance Based Association
The third procedure of this paper consists of a colour matching technique. The features used in the tracking process are velocity and colour. The colour matching technique has the following three major phases:
When a target is in the FOV, particle filter is used to keep track of its trajectory. At the same time, the target_s colour information is obtained, which is represented in RGB values. This value is stored in a 3D colour histogram (CHist[r,g,b] ), i.e. an 8Â8Â8 histogram. Over time, these colour histograms is used to represent the appearance profile of the person.
A Bmain database^is used to store all the target_s color histograms. In the experiment, up to 20 histograms were kept for each person. The main database is divided into three sub databases. The first sub database contains all the targets currently in the camera field of view. The second sub database contains the target that is under particle filter_s prediction phase. The entries in the second sub database will be used when a new target reappears in one of the camera field of view. The third sub database stores only the log of the target that has left the surveillance environment.
Recall that the appearance based association will only be used under two conditions. That is when a target leaves one room and reappears in another camera field of view, or when a number of individual objects split after merging within the field of view of the camera. A histogram intersection technique is implemented [27] , which returns a matching score determining the similarity or dissimilarity between two histograms. This matching score has a value between 0 (dissimilar) to 1 (similar) inclusively. We set a threshold of 0.7 for the matching histograms. When a target is checked against the model in the second sub database, the highest probability of matching score between all the models in database is used to confirm the target.
Experimental Environment
The environment under surveillance consists of two rooms and corridors. Figure 2 (page 9) shows the layout of the experimental environment, while Fig. 6 are images captured by the cameras C1 and C2 respectively. Note that, room 1 has two entry/exit doors while room 2 has one entry/exit door. 
Experimental Objectives
The main objectives of the experiments are to test the: & Accuracy of the implemented framework, i.e. to associate targets at different locations at different time frame within the surveillance area.
Image Acquisition, Processing and Output
The tracking algorithm is implemented using C++ programming language on an Intel Pentium(R) 4 CPU 3.0 GHz computer, under the Linux environment. At the end of the program execution, an output video is obtained. This video comprises the map (top left part of Fig. 7) , the two rooms (bottom left part of Fig. 7) , and a list of targets_ activities showing transactions of targets entering and leaving room 1 and 2 (right hand side of Fig. 7) . Each transaction records the location of the targets (which room the targets are currently in), the type of activities (leaving (OUT)/appearing (IN)), and the time these activities were carried out. In addition, a snapshot of the targets was captured, showing targets leaving/appearing in room 1 and room 2. Each transaction is saved into a log file. The log file provides a way to thoroughly check the individual target activities, which can be used to evaluate the reliability of the tracking system.
Experimental Data Sets
The experimental data sets consist of a series of people walking patterns. Basically, it consists of people moving from one room to another room passing different paths. In addition, irregular motions of merging and splitting were introduced in within field of view tracking. Also, appearance based tracking is demonstrated. The following subsections present the three sets of experiments.
First Experiment: Non-overlapping Region Tracking
The first set of experiment involves tracking two people (Person-1 and Person-2) moving from one room to another. The sequence of movements is shown in Fig. 8 . Initially, Person-1, wearing a green shirt, entered room 1 using door 2. Twenty frames later, Person-2 went into room 2. Person-1 wondered for several seconds in room 1 and left the room using door 1. At the mean time, Person-2 stayed in room 2 for 210 frames. After a few seconds, Person-1 Figure 8 . Overview of non-overlapping region tracking. walked back to room 1 using door 1. He then walked straight and left the room using door 2. At frame 810, Person-2 walked into room 1 using door 2. At frame 850, Person-1 went into room 2. Person-1 and Person-2 left the camera FOV at frame 940 and 1,070 respectively.
A selected number of frames from the experiment is shown in Fig. 9 while the complete sequence is available at http://www.computing.edu.au/limfl/ journal.shtml. This experiment shows that particle filter with known environment (map) is able to track a number of targets for non-overlapping region tracking. 
Second Experiment: Tracking Within FOV
The second set of experiments on within FOV tracking involve walking pattern of merging and splitting. The first example was recorded in an in house surveillance area while the second example is taken from on-line data (http://www.groups.inf.ed.ac. uk/vision/CAVIAR/CAVIARDATA/). 5.2.1. Merge and Split Scenario 1. This experiment was conducted to deal with walking pattern of merging and splitting involving three people. The challenge of this experiment is to show a successful scenario when tracking multiple targets that occlude one another for a short period of time. The sequence of movements is shown in Fig. 10 . Figure 11 shows a number of frames and the complete sequence of the experiment is available at http://www.computing. edu.au/limfl/journal.shtml. Note that merging occurs from frame 500 to frame 660, while splitting occur at frame 680. During merging, as for non-overlapping region tracking, particles were scattered around targets without performing prediction as shown in frame 600 (see Fig. 11 ). When the targets split, then an appearance based association is used to identify each individual target, as shown in frame 680 (see Fig. 11 ). This experiment shows that particle filter is able to handle cases of merging and splitting which involve non-linear equations.
Merge and Split Scenario 2.
This experiment was conducted to further justify the efficiency of the tracking system in handling multiple targets tracking where targets may occlude one another for a short period of time. Figure 12 shows a number of frames while the complete sequence of the experiment is available at http://www.computing.edu.au/limfl/journal.shtml.
Third Experiment: Appearance Based Association
The third experiment investigates the tracking of two people who have similar colour profile. The main objective of this experiment is to show the need of integrating particle filter and appearance based association technique in order to successfully track two targets with similar colour profile. Note that by using appearance based association technique alone in this scenario would fails. Figure 13 shows the sequence of movements while Fig. 14 shows a number of frames extracted from the experiment. The complete sequence of the experiment is available at http://www.computing.edu.au/limfl/journal.shtml.
Performance Measures
In order to evaluate the project performances of our system, we present a quantitative measurement (precision and recall) as the metric, i.e. by calculating the success and un-success rates for the nonoverlapping region tracking. Success and un-success rates refer to the success of the system in matching targets_ Bleaving^and Bentering^the surveillance area. Table 1 shows how the metric is calculated. Figure 15a shows an example of a Hit. Initially, Person-1 entered Room 1, which was captured by camera C1. After leaving Room 1, Person-1 then went to Room 2. If the system is capable of identifying the target as Person-1, then it is considered as a hit. Next, Fig. 15b shows the same scenario as the previous example, except when Person-1 entered Room 2, the system identifies the person as a new person (Person-2) which illustrates a missed case. Finally, Fig. 15c demonstrates a false alarm example. In this case, Person-1 entered Room 1 and its profile is updated on the system. After leaving the room, Person-3 with roughly the same colour profile entered Room 2. If camera C2 identifies the person as Person-1, then it is classified as a false alarm. The assurance of the quality measurement depends on:
The following subsections calculate the performance measure for both non-overlapping region tracking and tracking within FOV.
Performance Measure for Non-overlapping Region Tracking
For non-overlapping region tracking, the numbers of particles required are computed according to the size of the environment. As the scale of the environment increases, the number of particles required increases. This is because a large number of particles are needed to follow different possible paths of targets_ movements. For the testing purposes, 25 sets of video sequences were collected. Each video consists of 1,500 to 2,200 frames and in total of 53 transactions (1 to 5 transactions for each video sequence). The outcome is the system has successfully tracks and associate targets for 20 sets of video sequences. These video sequences include various kind of walking pattern such as merging and splitting, target turns back, time out, and occlusion. The remaining five video sequences where the system fails for a number of tracking situations are mainly due to the system false positively identifying some similar colour profile targets. Another reason was when targets spend a large amount of time on the non-overlapping area. This leads to the prediction of particle filter becomes less accurate. Table 2 outlines the system performance on non-overlapping region tracking.
Performance Measure for Tracking
Within FOV
The performance on tracking within the camera_s field-of-view, as for non-overlapping region tracking, improves as the number of particles increases. In the experiment, eight video sequences were tested which contain objects occlusion (merging and splitting). The tracking system achieves 100% accuracy rate for these sequences of video. We also develop a prior testing on the number of particles required for tracking one target within FOV. The test was done through testing an individual person walking inside a room. Initially, 200 particles were used to track the person, which led to the system failed to track the person. However, the system successfully tracks the person with 500 particles or more. The evaluation on the number of particles used is based on the error produce by a number of experiments, which is shown in Table 3 . The average error rate is computed based on the difference between particles position and observation (ground truth) at each time frame, which can be expressed in Eq. (13) .
where k is the time unit from 0 to T (the end of the observations), N s is the number of particles. In other words, the average error rate is the average of total error during object tracking. A smaller average error rate means particles prediction is closer to the real observations. The numbers on Table 3 represent the average error rate in millimeters (after rounding up the value). When we use 500 number of particles, the average error rate reduces to approximately 126 mm, which means that the average error of particle filter prediction is Btwo walking steps away^from the current observation (as a normal single foot step of a person walking requires 500 mm long). This amount of error rate can be considered as acceptable. Other reason of using this amount of particles is due to memory consideration. The process of the whole system includes reading frames from the video file, extracting each foreground object from background, tracking the object in nonoverlapping and within camera FOV through particle filter, and storing the colour profile of each agent in database. Thus, throughout our testing, 500 number of particles are used to track a target within FOV.
Conclusions
We have proposed a unified technique, based on particle filter that is able to track subjects when they leave the view of a camera and when they re-enter in another location. As the focus of this project is to investigate the problem of tracking people in a network of distributed camera system, we did not consider other pertinent issues like background adaptation, crowded scene tracking and object interactions. In order to make this applicable to real-world outdoor conditions, an integrated approach which combines these considerations as well as the tracking tasks should be further investigated. It is well known that object association techniques based on appearance model alone would experience high failure rates which make them impractical for implementation. We have found out that by implementing a form of track prediction based on a modified particle filter together with map information, we are able to keep the failure rate down thereby making it a viable approach. Since the performance of the tracking system is measured by how well the system performs the (exit-entry) association task for a particular subject, one can consider producing a ranked order of possible associations instead of reporting only the first ranked result as in the case here. This feature is practical for a semi-automated system.We have proposed, implemented and tested a unified framework of tracking human subject across a distributed camera system. A particle filter-based approach was used that is able to switch between visual tracking, when the subject is seen by the camera and track prediction, when the subject has left the field of view of the camera and enters into the non-overlapping region of the system. The latter prediction function is accomplished using a map of the surveillance area. The map acts as the main input to the particle filter, which control the movement of the particle filters in the surveillance space. The use of a map provides a scalable solution to deal with an expandable area of interest (e.g. scaling from building level to street level tracking) typical of real-world surveillance applications. Experiments conducted so far have been very encouraging. One of our near-term task is to increase the number of cameras in the network and measure its performance under real-world conditions. 
