Introduction
This paper proves sharp inequalities for the frequencies of vibration of strings and cylindrical membranes, under either xed or xed{free boundary conditions. We establish such inequalities also on the \generalized" cylinder, which is the cross{product of an interval with a homogeneous Riemannian manifold. The goal is to better understand the e ect that inhomogeneities in the mass distribution have on the frequencies of vibration.
Theorem 2, for example, says roughly that for a vibrating string xed at one end and free at the other, moving mass towards the free end will tend to decrease the frequencies. To make this more precise, suppose w is a positive function on the interval (0; L) and j (w) is the j-th eigenvalue of the weighted Laplacian w ?1 d 2 =dx 2 on that interval, under Neumann boundary conditions at x = 0 and Dirichlet boundary conditions at x = L; this means that for some eigenfunction j , 00 j + j (w)w j = 0 for x 2 (0; L); 0 j (0) = j (L) = 0: Physically, j (w) 1=2 is proportional to the j-th characteristic frequency of a string with mass density w that is free at the lefthand end and xed at the right. The precise statement of Theorem 2 is that if the total mass for all positive integers n and all convex increasing . Here j (1) is the j-th eigenvalue of the unweighted Laplacian d 2 =dx 2 , that is, the j-th eigenvalue for the homogeneous string with mass density w 1. Note that taking (a) = a p for p 1 yields a result for the spectral zeta function, and that taking n = 1 gives 1 (w) 1 (1) , which means that moving mass towards the free end of the string certainly decreases the fundamental tone. Of course, this movement of mass might increase the j-th frequency for j > 1, if we unwisely choose to move mass towards a nodal point of the corresponding eigenfunction of the homogeneous string.
Research partially supported by National Science Foundation Grant DMS{9622837. 1991 AMS Classication: Primary 35P15; Secondary 58G25. 1 Thus it seems impossible to get a simple inequality that holds for each j individually, which is why we resort to \averaging" the eigenvalues by summing their reciprocals, in (1.1). The rest of this introduction provides context for \isoperimetric" eigenvalue inequalities of this kind. First, it is intuitively clear that if we make a string (or membrane) heavier, it will vibrate more slowly. It is reasonable to suppose, also, that we can slow down the vibration by simply moving some of the mass of the string from places where the string vibrates very little towards places where it vibrates a lot, while not increasing the total mass. A result along these lines was proved by P.R. Beesack and B. Schwarz 4] , who showed that for the interval (?L; L) of length 2L xed at both ends, one has 1 (w) 1 (w ), where w is the symmetric increasing rearrangement of w; note that on each subinterval (?s; s), the string with density w has more mass than the string with density w , and so the w-string \should" vibrate more slowly. B. Schwarz 26, Theorem 1] extended this result to circular membranes, and Z. Nehari 23, Theorem II] found a similar result for superharmonic w; see 17, Theorem 4] for a generalization of these results.
The rst eigenvalue is fairly well understood, then, but it is not clear how the higher eigenvalues should be a ected by this shifting of mass around the membrane, since the higher eigenfunctions have complicated patterns of nodal lines. In general we cannot hope that a single mass density exists for which all the eigenvalues are extremal, and so we average the higher eigenvalues in order to get an extremal result. Two such averages for which results are already known are the spectral zeta function 1 X j=1 1 j (w) p for xed exponent p and, more generally, the -functional n X j=1 1 j (w) ! for positive integers n and convex increasing functions . (Take (a) = a p to recover the zeta function from the -functional.) In 18] , for example, the author and C. Morpurgo studied the -functional for simply (and doubly) connected membranes under Dirichlet boundary conditions, with the extremals being obtained by conformally mapping the membranes to disks (and annuli). The -functional was shown to be convex in w, also. The author's paper 17] deals with inhomogeneous circular membranes with mass concentrated towards the center and develops extremal results for the spectral zeta function, results that fail for the -functional.
Incidentally, in two dimensions the operator w ?1 is exactly the Laplace{Beltrami operator for the metric wg (where g denotes the euclidean metric), and so our results for cylinders fall readily into spectral geometry. See the papers of S.-Y. A. Chang 9] and B. Osgood, R. Phillips and P. Sarnak 24] for somewhat related results on determinants of Laplacians, on various manifolds. This paper proves only lower bounds on 1= j , or equivalently, upper bounds on j . Few sharp bounds in the opposite direction are known; most famous is surely the Faber{Krahn estimate 1 ( ) 1 ( ) for the fundamental tone of a domain under Dirichlet boundary conditions (with being the ball of the same volume as ). J. M. Luttinger 19] extended the Faber{Krahn estimate to the trace of the heat kernel by showing that P 1 j=1 e ?t j ( ) P 1 j=1 e ?t j ( ) for all t > 0. For further sharp estimates on eigenvalues, see the books by G. P olya and G. Szeg} o 25] and C. Bandle 2] , and the survey paper 1] by M. S. Ashbaugh and R. D. Benguria.
The next section presents results under xed{free boundary conditions, and Section 3 does the same for the xed boundary conditions. Then Section 4 describes open problems and conjectures, in particular for the trace of the heat kernel. See the Appendix for summary tables of the results in this paper and in 17], along with some discussion of the relative strengths of the three \mass concentration" hypotheses we use.
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Results for mixed Dirichlet{Neumann boundary conditions
Fix L > 0 throughout this section.
Fixed{free strings.
Take a bounded positive function on the interval (0; L), that is, take w 2 L 1 (0; L) with w > 0 a.e. Consider the eigenvalue problem with mixed Dirichlet{Neumann boundary conditions:
? 00 (x) = w(x) (x) for 0 < x < L, and
Physically, we think of the interval (0; L) as representing an inhomogeneous string xed at the righthand end and free at the left, and having mass density w(x). The eigenvalues give the squares of the frequencies of the string's modes of vibration. In this eigenvalue problem, the operator ?w ?1 d 2 =dx 2 on (0; L) is positive and has a discrete spectrum f j (w)g, with 0 < 1 (w) < 2 (w) 3 (w) ! 1. See Section 5 for further properties of the eigenvalues and eigenfunctions. Our rst theorem says that if we redistribute mass towards the free end of the string then the fundamental tone 1 goes down, exactly as intuition would suggest. Note that we do not need pointwise control of the mass density, just control of its integral. See Section 7 for the proof, and 17, Theorem 4] for a similar theorem on the ball with Dirichlet boundary conditions. The hypothesis (2.1) says that the string with density w has more mass in each interval (0; s) near the free end of the string than does the string with mass density v.
The theorem does not extend to the second eigenvalue: one can take v 1 and apply perturbation methods to show that a function w exists with R s 0 w(x) dx s for all s but with 2 (w) > 2 (1). This makes sense: imagine taking mass from around the maximum point at x = 2L=3 of the second mode 2 (x) = ? cos(3 x=2L) for the string of density 1 and moving the mass leftwards, placing the mass near the node of vibration at x = L=3 and thus allowing the frequency to increase.
The theorem does extend to the higher eigenvalues in an average sense, when v 1. Speci cally, we will examine sums of nitely many reciprocal eigenvalues and convex means of these reciprocals; the spectral zeta function will be a special case. In order to state these extensions we need to develop some properties of the higher eigenvalues. Before doing so, though, we remark that the reciprocal 1= j is a reasonably natural object to consider since it is precisely the j-th eigenvalue for the inverse of the Laplacian (that is, the Green operator).
The rst property we need is a lower bound of Weyl type: for some 2 (0; 1) that depends on w, j (w) j 2 for all j 1, (2.2) which is a special case of (5.3). From this it follows that we may de ne the zeta function of the operator w ?1 d 2 =dx 2 on (0; L) to be for convex increasing and n either a positive integer or +1. Obviously this gives the zeta function when n = +1 and (a) = a p for xed p 1.
The monotonicity principle for the -functional says that:
decreasing the function w pointwise will increase every eigenvalue, and hence will decrease the -functional. For suppose w and v are positive functions with w v. Then obviously the minimax principle (5.1) implies that j (w) j (v) for all j, and this proves the monotonicity principle, since is increasing. The next theorem weakens the hypotheses of the monotonicity principle in the case that v 1, by showing that the monotonicity principle holds provided only that the average of w is at least 1 on every subinterval starting at the free end of the string. Both theorem and corollary will be proved in Section 8. Note that j (1) = (2j?1) 2 ( =2L) 2 ; we give the corresponding (trigonometric) eigenfunctions explicitly in Section 8.
Very roughly speaking, the theorem says that concentrating the mass near the free end of the string will tend to decrease the frequencies of vibration. For example, we can choose (a) = a in Theorem 2, and with n = 1 this choice gives 1 (w) 1 (1), which is a special case of Theorem 1 above. In addition, see Section 4 for remarks on the choice (a) = e ?t=a (which is convex for small a) and its relation to the trace of the heat kernel.
The assumption in the theorem that ( 1 (w) ?1 ) > 0 rules out the trivial case where both sides of (2.4) equal zero. That trivial case would have ruined the theorem's \strict inequality" statement. Also, note that the hypothesis (2.3) certainly holds if w(x) is decreasing and R L 0 w dx L.
The conclusion (2.5) need not be true for p near 1=2; cf. 17, x3].
Fixed{free cylinders.
Write C := (0; L) S 1 for the cylinder of radius 1 and length L > 0, and take a bounded positive function w on the cylinder: w 2 L 1 (C) and w > 0 a.e., with respect to Lebesgue measure dxd on C. Consider the following eigenvalue problem on the cylinder with Neumann boundary conditions at the lefthand end and Dirichlet conditions at the righthand end: ? = w for 0 < x < L and all , and @ @x (0; ) = (L; ) = 0: Here = @ 2 @x 2 + @ 2 @ 2 denotes the usual Laplacian on the cylinder. Physically, we think of the cylinder as an inhomogeneous membrane xed at the righthand end and free at the left, and having mass density w(x; ). Note that j (w) j by (5.3), and so the zeta function P 1 j=1 j (w) ?p of the operator w ?1 on the cylinder makes sense for p > 1. For a more detailed development of the eigenvalue problem, see Section 5.
The next theorem is the analogue for the cylinder of Theorem 2 for the inhomogeneous string, and we prove it in Section 9. Most of the discussion around Theorem 2 remains pertinent here. by separation of variables. See Section 9 for this. Also, see Section 4 for comments on the choice (a) = e ?t=a , in relation to the trace of the heat kernel. Lastly, note that 16, Theorem 6] builds on work of J. Hersch 14, p . 32] to prove a result that has avor similar to Theorem 4 but that does not require any assumptions on the distribution of mass.
A computational result for a particular generalized cylinder.
The preceding subsections concern the xed{free string (0; L) and cylinder (0; L) S 1 , and give results for both the rst eigenvalue (Theorem 1) and the -functional (Theorems 2 and 4). Naturally one wonders whether these results can be generalized to (0; L) M, for more general Riemannian manifolds M. For Generalized cylinders with mixed boundary conditions.
By strengthening the hypotheses in the preceding results, we obtain theorems valid for all n and for a much wider class of product manifolds.
De nition . Call a Riemannian manifold M g homogeneous if its isometry group is transitive, meaning that for each x; y 2 M an isometry of M g exists with (x) = y.
Let M g be a compact, connected, homogeneous Riemannian manifold of dimension N 1. For example, M g could be the circle, sphere, torus or real projective space, or it could be a compact symmetric space, a compact connected Lie group, or a compact quotient G=H in which G is a connected Lie group with compact Lie subgroup H (see 6 In almost every one of our results so far, the extremal case has been when w 1. More generally, one can try to establish results in which the extremal case occurs when w is some radial mass density function, not necessarily constant. The next result has this form. The hypothesis (2.11) is fairly strong, but as the proof of the theorem makes clear, to weaken that hypothesis one would seem to need to know nontrivial properties of the eigenfunctions of v ?1 .
The generalized cylinder with decreasing mass density.
The hypothesis (2.13) in the next theorem ensures rather strongly that the w-mass is concentrated towards the free end (where x = 0); note that we also assume the total mass is at least L V (M), which is the total mass of the homogeneous manifold with mass density 1. These hypotheses are stronger than those in Theorems 2 and 4 and Computational Result 5. We prove this theorem in Section 12.
To be careful, we know only that the integral R M w(x; ) dV ( ) appearing in (2.13) is de ned for almost all x, and so our hypothesis should be interpreted as meaning that a decreasing function of x exists that equals the integral in (2.13) for almost every x 2 (0; L). The rst eigenvalue of the xed{free generalized cylinder. See Section 13 for the proof. Observe that our hypothesis (2.15) in this result is weaker than our hypotheses in Theorems 6 and 7.
Results for Dirichlet boundary conditions
In this section we brie y consider analogous eigenvalue problems for strings and cylinders with both ends xed. Recall that for the homogeneous string, j (1) = (j =2L) 2 , with the eigenfunction being trigonometric.
The hypothesis (3.1) says roughly that the w-mass is concentrated towards the middle of the string, away from the xed endpoints. Intuitively we expect this to lower the frequencies of vibration, and that is what the theorem says, in an average sense.
The next result shows, however, that the preceding theorem for the xed string does not carry over completely to the xed cylinder, unlike the situation in Theorem 4 for the xed{free cylinder, and instead holds only for n 4. Essentially, Theorem 4 is better than Theorem 11 because sums of sines of odd multiples of x are better behaved than sums of sines of all multiples (see Lemmas 15 and 16 in Section 6). The hypothesis (3.6) in the next theorem amounts to a strong assumption that the w-mass is concentrated towards the middle (where x = 0). Note also that in the theorem we assume the total mass is at least 2L V (M), which is the total mass of the homogeneous manifold with mass density 1. If in addition (a) is strictly convex, then (3.7) holds with strict inequality unless w = 1 a.e.
We prove this theorem in Section 16. Being careful, we know only that the integral R M w(x; ) + w(?x; )] dV ( ) appearing in (3.6) is de ned for almost all x, and so our hypothesis should be interpreted as meaning that a decreasing function of x exists that equals the integral in (3.6) for almost every x 2 (0; L).
Notice that the \decreasing mass" hypothesis (3.6) is automatically satis ed if w is smooth and superharmonic (so that w 0), since in that case the function in (3.6) is concave and even in x.
The rst eigenvalue of the xed generalized cylinder. Certainly these inequalities for the trace of the heat kernel are all true for t 2= 1 (1) (for t 2= 1 (v), in Theorems 6 and 12), simply by applying the corresponding theorems with (a) = e ?t=a , which is convex and increasing for a 2 (0; t=2]. For small time t, though, we proceed to show that the conjectured results for the trace of the heat kernel fail under mixed Neumann{Dirichlet boundary conditions, although they do hold for small time under purely Dirichlet boundary conditions. Of course, all this leaves open the possibility that Theorem 6 (respectively, Theorem 7) might be true for the trace of the heat kernel in higher dimensions, where N 2. Note that for \nice" w, the rst order asymptotic formula for the trace is 2) and when N 2 the integral on the righthand side is strictly minimal for w v (respectively, w 1) by H older's inequality, in view of the hypotheses in the theorem. For mixed boundary conditions, then, our conjectures about the trace are false. For purely Dirichlet boundary conditions, the situation seems more promising. Indeed, the analogues of Theorems 12 and 13 for the trace of the heat kernel are true for small time when N 2 and are \almost known" to be true when N = 1, as we now explain, and so it is reasonable to hope that they do hold for all time.
We assume w and v satisfy the hypotheses of Theorem 12 or Theorem 13; for Theorem 13, we set v 1. In particular, then,
For technical convenience, assume also that w and v are smooth and bounded away from zero. We assume N = 1, since for N 2 we can successfully argue like around (4.2). We want to show that 
If the inequality is strict then (4.4) will follow from (4.5), using the equality in (4.3) . This is the sense in which the heat kernel results are \almost known" to be true for small time, when N = 1. Of course, it is conceivable that when equality holds in (4.6), the heat kernel result (4.4) might fail for small time, but deciding this question would require a more detailed study of the asymptotics of the trace.
To prove (4.6) for w as in Theorem 12, observe rst that because of the equality in (4.3), equality must also hold in (3.4) for all x, and hence
which gives (4.6). To prove (4.6) for w as in Theorem 13 and for v 1, note that To read about known extremal results for the zeta function of the Laplacian and the trace of the heat kernel (on various manifolds), see 16, 17, 18, 19, 21, 22] ; also, H. L. Montgomery's paper 20] can be interpreted as extremizing the trace of the heat kernel for at tori with a given area, and 9, 24] examine the determinant of the Laplacian.
Technical details
This section explains the properties of the eigenvalues and eigenfunctions that are needed in this paper. We work with the generalized cylinder, stating occasionally the simpli cations that can be enjoyed for the cases of the string and cylinder.
Mixed Dirichlet{Neumann boundary conditions. we have g = @ 2 =@ 2 .) We also write r = @=@x + r g . We claim that the operator ?w ?1 on G is positive and has a discrete spectrum f j (w)g, with 0 < 1 (w) < 2 (w) 3 instead of (2.15).
Proof of Theorem 2 and Corollary 3
We rst prove the theorem, then at the end we deduce the corollary.
Assume for a moment that we know the result when = id:, namely To complete the proof of Theorem 2 it remains only to prove the strict inequality statement of (8.1) when m = +1. Along the way we will give a direct proof of (8. almost all x 2 (0; L), and strict inequality for m = 1 unless w = 1 a.e. Assume (9.1) for now, and extend to be convex and increasing from R to R by putting (a) = 0 for a < 0.
The conclusion (2.6) then follows immediately from (9.1) and the majorization technique of Hardy, Littlewood and P olya 18, Prop. 10]. For the equality statements of Theorem 4, suppose that equality holds in (2.6). Note that both sides of (2 .6) is strictly convex for a 0, then by case (v) of the equality statement of 18, Prop. 10] we obtain that 1= 1 (w) = 1= 1 (1) . Hence equality holds in (9.1) for m = 1, and so w = 1 a.e., as desired.
In proving (9.1), we can assume m+1 (1) > m (1), as we now explain. For suppose that (9.1) and its equality statements are known to hold for all m satisfying m+1 (1) > m (1) . Note that m+1 (1) Now, Lemma 15 in Section 6 will imply (9.3) once we show that fc`g is strictly decreasing. We have still to try to prove (10.1) and its equality statements. The case m = 1 of (10.1) is a simple case of Theorem 8 (with v 1; M = S 1 S 1 ), which we prove in Section 13, and so we can x m with 2 m 53055 from now on.
In establishing (10.1), we can also assume m+1 (1) > m (1), by the same reasoning as we used in the proof of Theorem 4. Note here that indeed m+1 (1) > m (1) for m = 53055, by the computer calculations summarized in (2.10). It does not follow that Computational Result 5 itself fails for m = 53199, but it fails nonetheless. We omit the proof of this failure (i.e., of (2.9)) because it follows the lines of 17, Theorem 3].
Proof of Theorem 6
Again we commence by reducing to the case = id: Assume to begin with that we know from which (11.1) follows in view of the hypothesis (2.11) that the means of w over M are at least as large as those of v. The equality statement for (11.1) also follows, when m 2, since 2 1 is everywhere positive. For the equality statement when m = 1, note that (as in Section 13) the rst eigenfunction 1 (x; ) = 1 (x) is independent of 2 M, and so it is easy to use the hypothesis (2.11) to establish the inequalities in (13.8) . The argument following (13.8) then yields the equality statement of (11.1) when m = 1.
Proof of Theorem 7
Notice that if we de ne v 1, then all the hypotheses of Theorem 6 are satis ed except for (2.11). Hence we can mimic the proof of Theorem 6 in Section 11 up until the nal step, where (2.11) is applied. By specializing (11.3) of that proof to v 1, we see that Recall that by hypothesis in the theorem, F is decreasing. By changing F on a set of measure 0, we can assume that F is right-continuous.
We can rewrite (12.5) as
where` is the largest`such that I(`) := fk 0 : (k;`) 2 Ig is non-empty and e`:= 1 X k2I(`)
Using the double angle formula for cos 2 turns (12.6) into
The second term is nonnegative by hypothesis, in this theorem, and is strictly positive unless
We aim now to show that the rst term in (12.7) is nonnegative and is in fact positive unless F is constant. This will prove that (12.7) holds unless F = 0 a.e. After integrating the rst term in ( Obviously (12.8) follows from Lemma 15 if fe`g is decreasing. But I(`+ 1) I(`) because of our de nition of I, and so from the de nition of e`we easily deduce that fe`g is indeed decreasing.
Lastly, suppose 1 (w) = 1 (1) . Then (12.7) must fail to hold for m = 1 and so (by above) F = 0 a.e, or R M w(x; ) dV ( ) = V (M) for almost all x. In particular, Theorem 8 applies (with v 1) and hence w = 1 a.e., which is our desired equality statement in the case m = 1.
Proof of Theorem 8
The following proof is based on the proof of 17, Theorem 4], which deals with the ball under xed boundary conditions. (13.8) which is the inequality we want. 14. Proof of Theorem 11
Once more, we start by reducing to the case = id: Fix n 1. (For the theorem itself we take n = 4, but for the remarks following the theorem we want to consider arbitrary n.) Assume for a moment that we know cos ` x 2L ; if`is odd sin ` x 2L ; if`is even Consequently when m 4, the set I cannot contain ( 1; 2), and so it lies on the union of the`-axis and the line`= 1. Thus (14.2) holds when m 4, which proves (14.1) for n 4; this proves the theorem. It remains to justify the remarks made after the theorem. From now on, then, assume n m 5. The existence of the numbers L 1 (n) and L 2 (n) is easy to explain: if L is su ciently close to 0 then I must lie on the line`= 1, and if L is su ciently close to +1 then I must lie entirely on the`-axis, with k = 0. In both cases (14.2) holds and we are done. Of course, it might be possible to improve upon the values of L 1 and L 2 found this way, and this we do for L 1 (5) below.
We must still establish the claimed values of L 1 (5) and L 2 (5), for n = 5. We have considered m 4 above, and so we need only consider m = 5 and show that (14.2) We aim now to show that the rst term in (16.2) is nonnegative and is in fact positive unless F is constant. This will prove that (16.2) holds unless F = 0 a.e.; we show later that if 1 (w) = 1 (1) then w = 1 a.e. After integrating the rst term in ( Since dF 0 by our hypothesis (3.6), to establish that this quantity is nonnegative (and is positive unless F is constant) it is enough to shoẁ Obviously (16.3) follows from Lemma 16 so long as fe`g is decreasing. But I(`+ 1) I(`) because of our de nition of I, and so from the de nition of e`we easily deduce that fe`g is indeed decreasing.
Lastly, suppose 1 (w) = 1 (1) . Then (16.2) must fail to hold for m = 1 and so (by above) F = 0 a.e., or R M w(x; ) + w(?x; )] dV ( ) = 2V (M) for almost all x. In particular, Theorem 14 applies (with v 1) and hence w = 1 a.e., which is our desired equality statement in the case m = 1. instead of (2.15) in (13.6). Lastly, observe that (x) is even in x, because v(x) is assumed to be even and the rst eigenfunction for v ?1 is unique up to constant factors.
Appendix A. Summary of results and boundary conditions
Here we summarize the hypotheses and conclusions of the theorems both in this paper and in the related work 17]. We hope this gives the serious reader a clearer understanding of the structure of these papers. This paper examines inhomogeneous strings and cylinders, under either mixed Dirichlet{ Neumann boundary conditions (the \ xed{free") case or purely Dirichlet boundary conditions (the \ xed" case). For most of the results, the extremal is the homogeneous string or cylinder with mass density identically 1. Our hypotheses on w ensure, in the xed{free case, that w has more mass than 1 does near the free end of the string/cylinder, and in the xed case, that w has more mass than 1 near the middle. Speci cally, we use three di erent kinds of hypotheses, for the xed{free cylinder (0; L) S 1 : (H1) \more mass on subcylinders": In each hypothesis, w has more mass near the free end x = 0 than does the mass density identically 1. It is easy to check that (H2) ) (H1) and (H3) ) (H1) but not conversely, and that (H2) and (H3) are not comparable. Observe also that the hypotheses can be adapted to the cylinder with xed boundary conditions (see Theorems 11, 12 and 13) , and to strings (see Theorems 2 and 9, which use a \mass on subintervals" variant of (H1)). 
