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Abstract
An ordered r-graph is an r-uniform hypergraph whose vertex set is linearly ordered; it is r-
interval-partite if there are r consecutive intervals such that each edge has one point in each interval.
The basic observation of Erdo˝s and Kleitman that every r-graph contains an r-partite subgraph
with at least a constant (depending on r) proportion of edges cannot be extended to the setting
of r-interval-partite subgraphs in ordered hypergraphs. However, we prove that one can obtain a
relatively dense subgraph that has the following similar structure. An ordered r-graph is a split
hypergraph if there exist r−1 consecutive intervals in the ordering with one of them specified, such
that every edge has two vertices in the specified interval and one vertex in every other interval.
Our main result is a “splitting theorem” that for each α > br/2c, every n-vertex ordered r-graph
with dnα edges has for some m ≤ n an m-vertex split subgraph with Ω(dmα) edges. The restriction
α > br/2c is sharp. The splitting theorem has interesting applications to several extremal problems
for ordered hypergraphs.
1 Introduction
We let [n] = {1, . . . , n} and use standard asymptotic notation; in particular, given functions f, g :
Z+ → R+, we write f(n) = Ω(g(n)) if there exists n0 and c > 0 such that f(n) ≥ cg(n) for all n > n0.
We write e(H) for the number of edges in a hypergraph H.
1.1 Large r-partite subgraphs of r-graphs
An r-graph is a hypergraph with all edges of size r; it is r-partite if there is a partition of the vertex
set into r parts such that every edge has exactly one vertex in each part. Every r-graph contains an
r-partite subgraph with at least r!/rr proportion of its edges. An important consequence of this basic
observation due to Erdo˝s and Kleitman [5] is that any extremal problem for r-graphs can be reduced
to the corresponding extremal problem where the underlying r-graph is r-partite with the loss of only
a constant multiplicative factor.
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An ordered hypergraph is a hypergraph together with a linear ordering of its vertex set. Extremal
problems on ordered hypergraphs arose from several sources, in particular, from combinatorial geome-
try and the study of matrices with forbidden submatrices. A number of valuable results were obtained
by Anstee [1, 2], Fu¨redi and Hajnal [10], Pach and Tardos [19], Markus and Tardos [15], Tardos [22],
Fox [7] and others.
As we will see below, the Erdo˝s-Kleitman observation fails for ordered hypergraphs. Nevertheless, Pach
and Tardos [19] proved a related result that suffices for many applications in ordered extremal graph
theory. Their result does not extend to the ordered hypergraph setting, and our main contribution is
to formulate and prove results that can be applied to this more general setting.
Write A < B to mean that a < b for every a ∈ A, b ∈ B. Call an ordered r-graph r-interval-partite
if there exist intervals X1 < X2 < · · · < Xr such that every hyperedge contains exactly one vertex
from each Xi. In these terms, the Erdo˝s–Kleitman observation does not hold for ordered graphs as
witnessed by the following simple example: If F (n) is the ordered graph with vertex set [2n] and
edge set {{2i − 1, 2i} : 1 ≤ i ≤ n}, then every 2-interval-partite subgraph of F (n) has at most one
edge. However, Pach and Tardos [19] showed that dense ordered graphs contain relatively dense
2-interval-partite ordered graphs using the following fact.
Lemma A (Part (i) of Lemma 1 in [19]). Each ordered n-vertex graph G is the union of 1 + dlog ne
subgraphs Gi for 0 ≤ i ≤ dlog ne such that for every i each connected component of Gi is 2-interval-
partite and has at most n2−i vertices.
An easy construction (see Section 2) shows that Lemma A does not hold for ordered r-graphs when
r ≥ 3. One way to rectify this situation is to have different measures of edge density for r-graphs.
Definition 1. For α ≥ 1, the α-density of a hypergraph H is dα(H) = e(H)|V (H)|α .
Lemma A of Pach and Tardos [19] yields that for each α ≥ 1 every ordered graph G contains a
2-interval-partite subgraph G′ with dα(G′) = Ω(dα(G)/ log n), and moreover, if α > 1, then for some
2-interval-partite subgraph G′, dα(G′) = Ω(dα(G)).
The goal of our results is 3-fold: (a) to show that for r − 1 ≤ α ≤ r each ordered r-graph with high
α-density contains an r-interval-partite subgraph with relatively high α-density; (b) to introduce an
approximation to an r-interval-partite graph, so called split r-graph, and show that for α > br/2c
every ordered r-graph with high α-density contains a split subgraph with high α-density; (c) to apply
our splitting theorem to attack several extremal problems for ordered r-graphs.
1.2 Main Results
Our first result is about α ≥ r − 1.
Theorem 1.1. Fix r ≥ α ≥ r−1 ≥ 1 and let H be an ordered n-vertex r-graph with e(H) = Ω(nα) (i.e.,
dα(H) = Ω(1)). Then H contains an r-interval-partite subgraph H
′ with dα(H ′) = Ω(dα(H)/ log n).
Moreover, when α > r − 1, the stronger bound dα(H ′) = Ω(dα(H)) holds.
Since working with r-interval-partite r-graphs is often easier than with general r-graphs, it would
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be desirable to extend the second part of Theorem 1.1 to α which is as small as possible. However,
this part of the theorem does not hold already for α = r − 1. Construction 2 in Section 2 is an
r-graph Hr(n) with dr−1(Hr(n)) > c log n such that every r-interval-partite subgraph H ′ of Hr(n) has
dr−1(H ′) ≤ 2. If α < r − 1, then the r-graph Hrn (see (3) in Section 2) is even more discouraging.
Our main result is to show that for α > br/2c, every n-vertex r-graph with α-density Ω(1) contains a
relatively dense “almost r-interval-partite” subgraph with α-density also Ω(1).
Definition 2. An ordered r-graph H is a split hypergraph if there is an i ∈ [r− 1] and a partition of
V (H) into intervals X1 < X2 < · · · < Xr−1 such that for every edge e of H, |e ∩ Xi| = 2 , whereas
|e ∩Xj | = 1 for j 6= i.
Theorem 1.2. (Main Result) For each r ≥ 3 and br/2c < α ≤ r, there exists a positive γ = γα,r
such that every ordered r-graph H has a split subgraph H ′ with dα(H ′) ≥ γ dα(H).
Remarks.
• Theorem 1.2 is sharp in the following sense: For each positive d there exist r-graphs with br/2c-
density d where every split subgraph has br/2c-density o(d). We will prove this in Section 2.
• We do not know the best possible constant γα,r in the proof of Theorem 1.2; we prove it with
γr,α = 3
−rα−1(2rα)−r2/ where  = α− br/2c.
• Theorems 1.1 and 1.2 are not true if we replace d(H) by e(H). For example, if r < k < n, then
the ordered r-graph H(n, k, r) with vertex set [n] and edge set {e : max e−min e = k}, satisfies
e(H(n, k, r)) = (n − k)(k−1r−2) while every split subgraph H ′ of H(n, k, r) has e(H ′) < k(k−1r−2)
which is smaller than e(H(n, k, r)) by a factor of (n− k)/k which is independent of r.
• The split subgraph H ′ in Theorem 1.2 may have far fewer vertices than H. For example, if H is
the r-graph H(n, k, r) above and H ′ is a subgraph of H from Theorem 1.2 with t vertices, r is
fixed and k = Ω(n), then
γ(n− k)(k−1r−2)
nr−1
= γ dr−1(H) ≤ dr−1(H ′) <
k
(
k−1
r−2
)
tr−1
and this yields t = O(n1−1/(r−1)). This is in sharp contrast to the Erdo˝s-Kleitman lemma.
1.3 Applications of Theorem 1.2 to extremal problems for ordered hypergraphs
We next describe how to apply Theorem 1.2 to a variety of ordered extremal problems and convex geo-
metric extremal problems for families of r-graphs, and in particular where classical extremal problems
are transferred to the ordered setting via Theorem 1.2. The following definition is needed:
Definition 3. For a family F of r-partite r-graphs, ord(F) is the family of r-interval-partite r-graphs
isomorphic to some F ∈ F .
A first and natural example is the case that F consists of just the r-graph with two disjoint edges.
The Erdo˝s-Ko-Rado Theorem [6] states that for n ≥ 2r + 1, the unique extremal n-vertex r-graph
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without two disjoint edges consists of all r-sets containing one vertex, with
(
n−1
r−1
)
edges. In [12], the
following ordered version of the Erdo˝s-Ko-Rado Theorem is proved:
Theorem 1.3. ([12]) Let r ≥ 3 and n ≥ 2r + 1. Then the maximum number of edges in an ordered
n-vertex r-graph that does not contain two edges of the form {v1, v2, . . . , vr} and {w1, w2, . . . , wr} such
that v1 < w1 < v2 < w2 < · · · < vr < wr is exactly
(
n
r
)− (n−rr ).
Let ex→(n, F ) denote the maximum number of edges in an n-vertex ordered r-graph that does not
contain the ordered r-graph F . In this language Theorem 1.3 implies that ex→(n, ord(F )) ≤
(
n
r
)−(n−rr )
for n ≥ 2r+ 1, where F is the r-graph comprising two disjoint edges (indeed, it applies to a particular
member of ord(F )). Results for hypergraph matchings of Klazar and Marcus [14] show that for
each r-interval-partite matching M , ex→(n,M) = O(nr−1), thereby extending the celebrated Marcus-
Tardos [15] theorem for matchings in ordered graphs to ordered r-graphs. We now give some further
examples where classical extremal problems are transferred to the ordered setting via Theorem 1.2.
A d-dimensional r-simplex is any r-graph consisting of d+ 1 edges such that any d of the edges have
non-empty intersection, but all d + 1 edges have empty intersection. Denote by Srd the family of d-
dimensional r-simplices. The study of these abstract simplices in the context of extremal hypergraph
theory was first initiated by Chva´tal who posed the following conjecture.
Conjecture 1. (Chva´tal [3]) Let r ≥ d+ 1 ≥ 3 and n ≥ r(d+ 1)/d. Then ex(n,Srd) =
(
n−1
r−1
)
.
Frankl and Fu¨redi [8] proved Conjecture 1 for large n (Keller and Lifschitz [13] improved the bounds
on n) and Mubayi and Verstrae¨te [16] proved it for d = 2, which was a problem of Erdo˝s. We prove
the following theorem.
Theorem 1.4. For all fixed r ≥ d+ 1 ≥ 2,
ex→(n, ord(Srd)) = Θ(nr−1).
Our next example is more general. If F is a family of (r − 1)-graphs, let F+ denote the family of
r-graphs F+ obtained from each F ∈ F by adding a vertex ve to edge e ∈ F such that the vertices
ve : e ∈ F are disjoint from each other and from the vertices of F . A study of extremal problems
for families F+ is given in [17], where F+ is referred to as an expansion of F . Such families lend
themselves naturally to an application of Theorem 1.2:
Theorem 1.5. Let r ≥ 3 and F be a family of (r − 1)-graphs with ex→(n, ord(F)) = O(nr−2). Then
ex→(n, ord(F+)) = O(nr−1).
Actually, our results yield a stronger theorem, namely we can insist that one of the vertices ve contains
all (r − 1)-sets of F ∈ F in its link. An easy consequence of this stronger fact is that
ex→(n, ord(Tr)) = O(nr−1),
where Tr is the loose triangle comprising three edges e, f, g with |e ∩ f | = |f ∩ g| = |g ∩ e| = 1 and
e ∩ f ∩ g = ∅.
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Theorem 1.6. Let F be a forest. Then ex→(n, ord(F )) = O(n).
We follow Frankl and Fu¨redi [8] for an inductive definition of trees in hypergraphs: a single edge is a
tree, and given any tree T with edges e1, e2, . . . , eh, a tree with h+ 1 edges is obtained by selecting an
element f of ∂T and a vertex x not in T , and adding the edge f ∪{x}. A forest is any subhypergraph
of a tree. Extending Theorem 1.6, and using Theorem 1.2, we prove the following:
Theorem 1.7. Fix r ≥ 3 and let F be an r-uniform forest. Then ex→(n, ord(F )) = O(nr−1).
We end with a couple of examples where the extremal function is not of order nr−1.
Let Ir(`) denote the r-graph consisting of two edges sharing exactly ` vertices. The study of ex(n, Ir(`))
was initiated by Erdo˝s. Frankl and Fu¨redi [8] proved that
ex(n, Ir(`)) = Θ(nmax{`,r−`−1}) for 0 ≤ ` ≤ r − 1. (1)
We are able to extend this result to the ordered setting.
Theorem 1.8. For r ≥ 2 and 0 < ` ≤ r − 1,
ex→(n, ord(Ir(`))) =
{
Θ(nmax{`,r−`}) r 6= 2`
Θ(n`+o(1))) r = 2`.
We conjecture that the o(1) term above can be removed. Note that the case ` = 0 is excluded from
Theorem 1.8 as it behaves somewhat differently. Indeed, Theorem 1.3 and the earlier result [14] show
that ex→(n, ord(Ir(0))) has order of magnitude nr−1 (and not nr).
Our final example concerns the ordered version of the famous Ruzsa-Szemere´di (6, 3)-Theorem [21]
which states that the maximum number of edges in an n-vertex 3-graph with no 6 vertices spanning 3
edges is o(n2). This can be rephrased as the statement ex(n,FRS) = o(n2) where FRS = {I3(2), T3}.
Theorem 1.9. ex→(n, ord(FRS)) = o(n2).
Remarks.
• A conjecture of Pach and Tardos [19] would imply ex→(n, T ) = n1+o(1) for every 2-interval-
partite tree T with at least two edges. Theorems 1.5 and 1.7 suggest that perhaps for every
r-interval-partite r-uniform tree T , ex→(n, T ) ≤ nr−1+o(1).
• It remains an intriguing open problem to determine for which r-graph families F
ex(n,F) = O(nr−1) =⇒ ex→(n, ord(F)) = O(nr−1). (2)
According to Theorem 1.6, this is true for r = 2. By Theorem 1.7, and the fact that for every
r-uniform forest F , ex(n, F ) = O(nr−1), the above implication is also true if F contains an
r-uniform forest. We do not know any explicit example for r ≥ 3 for which (2) fails, although
we believe that many such examples exist.
• In [11], we heavily used Theorems 1.1 and 1.2 to prove that the order of magnitude of the extremal
function of so called crossing paths in convex geometric hypergraphs is nr−1 or nr−1 log n (see
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the definition at the beginning of Section 4). They were our main tools to prove upper bounds
when the length of a path was at least r + 2.
A variety of constructions are presented in Section 2. Theorem 1.1 is proved in Section 3. The proof of
Theorem 1.2 is carried out in Section 4. In fact, in Section 4 we also prove essentially the same result as
Theorem 1.2 in the setting of convex geometric hypergraphs. In Section 5, we prove Theorems 1.4–1.9.
2 Constructions
In this section, we give a variety of constructions. Our first construction shows that Lemma A fails
for r-graphs when r ≥ 3.
Construction 1: For r ≥ 3, let Hrn be the ordered r-graph with vertex set [rn] and edge set
{{2i− 1, 2i, a3, a4, . . . , ar} : 1 ≤ i ≤ n, and (j − 1)n < aj ≤ jn for 3 ≤ j ≤ r}.
By definition, e(Hrn) = n
r−1, but if a connected component of an r-interval-partite subgraph H has,
say, s vertices, then it has exactly two vertices in [2n] and hence fewer than sr−2 edges. Thus a
decomposition with properties as in Lemma A would need a linear in n number of subgraphs. In
particular (for fixed α and n→∞), Hrn has the property that
for each 1 ≤ α < r − 1 and each r-interval-partite H ′ ⊂ Hrn, dα(H ′) = O
(
dα(H
r
n)
nr−1−α
)
. (3)
Our next construction shows that the second part of Theorem 1.1 does not hold for α ≤ r − 1. We
will use the following lemma.
Lemma 2.1. Let Hn1,n2 be the ordered bipartite graph with vertex set [n1 + n2] and parts A = [n1]
and B = {n1 + 1, . . . , n1 +n2} such that for i < j, the pair ij is an edge in H(n1, n2) iff 1 ≤ i ≤ n1 <
j ≤ n1 + n2 and j − i is a power of 2. Then for each A′ ⊆ A and B′ ⊆ B, the number of edges in
Hn1,n2 [A
′ ∪B′] is at most 2|A′ ∪B′|.
Proof. Suppose for some A′ ⊆ A and B′ ⊆ B, graph H := Hn1,n2 [A′ ∪B′] has more than 2(|A′|+ |B′|)
edges. Let us assume A′ = {a1, a2, . . . , al} and B′ = {b1, b2, . . . , bm} where
a1 < a2 < · · · < al < b1 < b2 < · · · < bm.
For each vertex v ∈ A′, remove from H the edges {a, bi} and {a, bj} where i is minimum index for which
such an edge exists, and j is maximum index for which such an edge exists. Repeat this procedure for
w ∈ B′ with respect to vertices in A′. Since H has more than 2(|A′|+ |B′|) edges, and we removed at
most 2(|A′| + |B′|) edges, the remaining graph H ′ has an edge {a, b} with a ∈ A′, b ∈ B′. Now there
exist vertices a′ and b′ such that {a′, b} and {a, b′} are edges and a < a′ < b′ < b. However, it is not
possible for b− a, b′ − a and b− a′ all to be powers of 2. 2
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Construction 2: An n-vertex r-graph Hr(n) with dr−1(Hr(n)) = Ω(log n) such that dr−1(H ′) ≤ 2
for every r-interval-partite H ′ ⊂ Hr(n).
The vertex set of Hr(n) is [n] ordered as 1 < 2 < · · · < n. The edges of Hr(n) are the sets
{v1, v2, . . . , vr} with v1 < v2 < · · · < vr such that the difference v2 − v1 is a power of 2. Then
the number of edges in Hr(n) is Θ(n
r−1 log n), i.e., dr−1(Hr(n)) = Ω(log n). Let H ′ be any r-interval-
partite subgraph of Hr(n) (say with ordered parts I1 < I2 < . . . < Ir), and G
′ be the bipartite
graph whose edges are pairs (v1, v2) such that {v1, v2, . . . , vr} is an edge in H ′. Since v2 − v1 is a
power of 2 for each edge {v1, v2, . . . , vr} in H ′, Lemma 2.1 yields that e(G′) ≤ 2|V (G′)|. But then
e(H ′)| ≤ 2|V (H ′)| · |V (H ′)|r−2 = 2|V (H ′)|r−1.
Our final construction shows that Theorem 1.2 requires α > br/2c.
Construction 3: An n-vertex r-graph Gr with dbr/2c(Gr) = Ω((log n)dr/2e) such that dbr/2c(G′r) =
O((log n)dr/2e−1)) for every split subgraph G′r ⊂ Gr.
As in Construction 2, the vertex set of Gr is [n] ordered as 1 < 2 < · · · < n. The edges of Gr are the
sets {v1, v2, . . . , vr} with v1 < v2 < · · · < vr such that all the differences v2i − v2i−1 are powers of two
if r is even, and if r is odd, in addition the difference vr − vr−1 is also a power of two less than n/10.
The number of edges in Gr is Θ(n
br/2c(log n)dr/2e). In particular, if α = br/2c, then the α-density is
Θ((log n)dr/2e).
An ordered r-graph H is a (1, r−1)-graph if there exist two disjoint intervals A,B such that every edge
has one vertex in A and r − 1 vertices in B. We claim every (1, r − 1)-subgraph of Gr has α-density
O((log n)dr/2e−1). Note that this is stronger than claiming that every split subgraph has α-density
O((log n)dr/2e−1)
For r = 2, Lemma 2.1 shows that the n-vertex ordered graph G2 with Θ(n log n) edges does not contain
an m-vertex (1, r − 1)-subgraph G′2 (i.e. 2-interval-partite) with more than 2m edges. In particular,
d1(G2) = Θ(logn) whereas d1(G
′
2) ≤ 2 for every 2-interval-partite subgraph. Now let r > 2 and let
G′r be a (1, r − 1)-subgraph of Gr with parts A and B so that every edges has one vertex in A and
r − 1 vertices in B. For each edge e ∈ G′r, select a pair {a, b} with {a, b} ⊂ e and a ∈ A and b ∈ B
and {a, b} ∈ G2. If A < B, then we can simply select the smallest two vertices of e, and if B < A,
then we select the largest two vertices. By construction, the edge between this pair has length a power
of two and hence lies in G2. The graph G
′
2 of all such pairs {a, b} is a bipartite subgraph of G2, so
e(G′2) ≤ 2(|A|+ |B|). Then
e(G′r) ≤ e(G′2) · |B|br/2c−1(log n)br/2c−1.
Therefore,
dbr/2c(G′r) ≤ e(G′2) ·
|B|br/2c−1(log n)dr/2e−1
(|A|+ |B|)br/2c ≤ 2(|A|+ |B|)
|B|br/2c−1(log n)dr/2e−1
(|A|+ |B|)br/2c ≤ 2(log n)
dr/2e−1.
In particular, dbr/2c(G′r) = O(dbr/2c(Gr)/ log n) = o(dbr/2c(Gr)) as n→∞.
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3 Proof of Theorem 1.1
In what follows, we suppose that the vertex set of an ordered hypergraph is [n]. An interval is a set of
consecutive vertices in the ordering. Given a set of intervals I1 < I2 < · · · < Ir a box B(I1, . . . , , Ir) is
a set of (ordered) r-sets {x1, x2, . . . , xr} such that xi ∈ Ii. We say that a box B(I1, . . . , , Ir) is covered
by (or contained in) the box B(J1, . . . , , Jr) if It ⊆ Jt for all t ∈ [r]. A weighted r-graph on a set X is
a function ω :
(
X
r
) → [0,∞). For a family F of hypergraphs, let w(F) := ∑F∈F w(F ). Theorem 1.1
follows from (the contrapositive of) the following more general result.
Theorem 3.1. Let r ≥ α ≥ r − 1 ≥ 1 and let ω : ([n]r ) → [0,∞) be a weighted r-graph. Suppose that
there is some A > 0 such that w(B) ≤ A`α for every box B(I1, . . . , , Ir) with |I1| = · · · = |Ir| = `.
Then
w
((
[n]
r
))
<
{
CAnr−1 log n if α = r − 1
CAnα if α > r − 1,
where C depends only on r in the first case and only on r and α in the second case.
Proof. Since the statement is monotone, to avoid ceilings and floors, for easier presentation we suppose
that n = rg for some integer g ≥ 1. Define systems of intervals I1, . . . , Ig and systems of boxes
J1, . . . ,Jg as follows. The system It is obtained by splitting [n] into rt equal intervals. So |It| = rt
and each member of it has length n/rt. For a family of (disjoint) intervals I, let Br(I) (or just B(I))
denote the family of boxes of dimension r with intervals from I. The family J1 consists of a single
box, J1 := B(I1). For t > 1, let Jt be the set of boxes from B(It) that are not covered by any member
of B(It−1). Since B(Ig) =
(
[n]
r
)
, the boxes J1 ∪ · · · ∪ Jq cover the whole hypergraph.
By definition, |J1| = 1. For t > 1 we can give a (generous) upper bound for the size of |Jt| as follows:
The r intervals from It defining a member of Jt cannot be spread out into r intervals of It−1. So first,
select two subintervals of a member of It−1 and then arbitrarily other (r− 2) members of It. One can
do this in at most
|Jt| ≤ |It−1|
(
r
2
)(
rt
r − 2
)
< rt × r2 × rt(r−2) = rt(r−1)+1
different ways. The weight of each box from Jt is bounded above by A(n/rt)α. Hence∑
w(Jt) ≤
∑
1≤t≤g
(Arnα)rt(r−1−α)
and the proof is complete. 2
Let us give some more definitions before observing that Theorem 1.1 follows from Theorem 3.1. Let
ω be a weighted r-graph on X. The r-sets of positive weight form an r-graph on X which we denote
by H(ω), and we let V (ω) be the union of all edges in H(ω) and
|ω| =
∑
e∈H(ω)
ω(e).
We may think of V (ω) as the vertex set of H(ω), and we let v(ω) = |V (ω)|. When the range of ω is
{0, 1}, then |ω| = |H(ω)| is the number of edges in H(ω). Furthermore, for any r-graph H on X, if
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ω(e) = 1 if e ∈ H and ω(e) = 0 otherwise, then H(ω) = H, so any hypergraph can be realized as a
weighted hypergraph. The α-density of ω is defined by
dα(ω) =
|ω|
v(ω)α
. (4)
If G is a subgraph of H(ω), let ωG be defined by ωG(e) = ω(e) for e ∈ G and ωG(e) = 0 otherwise.
This is the restriction of ω to G. Note that if ω : X → {0, 1}, then dα(ω) = dα(H(ω)). Now we may
observe the following consequence of Theorem 3.1 which easily implies Theorem 1.1.
Corollary 3.2. Let r ≥ α ≥ r − 1 ≥ 2, and let ω be a weighted ordered r-graph with |ω| = Ω(nα).
Then there exists γ = γα,r > 0 and an r-interval-partite r-graph G ⊆ H(ω) such that
dα(ωG) >
{
γ dα(ω)/ log n if α = r − 1;
γ dα(ω) if α > r − 1.
4 Proof of Theorem 1.2
A convex geometric hypergraph (or cgh) is a hypergraph together with a cyclic ordering of its vertex
set. It is convenient to consider cghs to prove Theorem 1.2. Throughout this section, H is a convex
geometric n-vertex r-graph, with cyclic ordering < on the vertices. A subgraph G of H is a split
subgraph if there exists a partition of V (G) into cyclic intervals X1, X2, . . . , Xr−1 such that for some
i ∈ [r − 1], every edge e of G has two vertices in Xi and one vertex in every Xj : j 6= i. Let
v(H) =
∣∣⋃
e∈H e
∣∣. Our goal is to prove the following Theorem.
Theorem 4.1. For every r ≥ 3 and α > br/2c, there exists cα,r > 0 such that every convex geometric
r-graph H contains a split subgraph G with dα(G) ≥ cα,r dα(H).
We do not determine the optimal value of the constant cα,r in this theorem. It is straightforward to
derive Theorem 1.2 from Theorem 4.1:
Proof of Theorem 1.2 using Theorem 4.1. Suppose H is an ordered r-graph with vertex set
{1, 2, . . . , n} with the increasing ordering. Treat H as a convex geometric r-graph by placing the
vertices in clockwise order 1 < 2 < · · · < n < 1 in convex position in the plane. By Theorem 4.1,
there exists a split subgraph G with dα(G) ≥ cα,r dα(H). Let x = minV (G) and y = maxV (G). Let
Z1, Z2, . . . , Zr−1 be the parts of G in clockwise order, so that x ∈ Z1. Let (Z ′1, Z ′′1 ) be a partition
of Z1 into two intervals, so that x ∈ Z ′1 and y ∈ Z ′′1 . If Z ′′1 = ∅, then G is a split subgraph of H
in the ordered sense, with parts Z ′1 = Z1, Z2, . . . , Zr−1, giving Theorem 1.2. Otherwise, y ∈ Z ′′1 . If
|e ∩ Z1| = 1 for all e ∈ G, then either G′ = {e ∈ G : |e ∩ Z ′1| = 1} or G′′ = {e ∈ G : |e ∈ Z ′′1 | = 1} is
the required split subgraph, with
dα(G
′) =
e(G′)
v(G′)α
≥ e(G)/2
v(G)α
=
1
2
d(G) ≥ 1
2
cα,r dα(H)
or, in a similar way, dα(G
′′) ≥ 12cα,r dα(H). Otherwise, |e ∩ Z1| = 2 for all e ∈ G. Let H ′ be the
set of edges of G with two vertices in Z ′1, and let H ′′ be the set of edges of G with two vertices
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in Z ′′1 . If e(H ′) ≥ e(G)/3, then H ′ is the required split subgraph with parts Z ′1, Z2, . . . , Zr−1 and
dα(H
′) ≥ 13cα,r dα(H). We are done similarly if e(H ′′) ≥ e(G)/3. Therefore we may assume at least
e(G)/3 edges of G contain one vertex in Z ′1 and one vertex in Z ′′1 . The subgraph F of all these
edges is r-partite with parts Z ′1, Z2, . . . , Zr−1, Z ′′1 in clockwise order, and F is a split subgraph with
dα(F ) ≥ 13cα,r dα(H), as required. 2
4.1 Weighted hypergraphs
The proof of Theorem 4.1 is inductive, and for the induction to work, we appeal to weighted r-graphs
(see Section 3). We obtain Theorem 1.2 from the following more general theorem:
Theorem 4.2. Let r ≥ 3 and br/2c < α ≤ r, and let ω be a weighted convex geometric r-graph. Then
there exists cα,r > 0 and a split r-graph G ⊆ H(ω) such that dα(ωG) ≥ cα,rdα(ω).
Indeed, Theorem 4.1 for an ordered r-graph H follows from Theorem 4.2 by setting ω(e) = 1 for all
e ∈ H and ω(e) = 0 otherwise, in which case dα(H) = dα(ω).
4.2 On (1, r − 1)-subgraphs
A convex geometric r-graph H is a (1, r − 1)-graph if there exists an interval X such that every edge
of H has exactly one vertex in X. We first prove a lemma on (1, r− 1)-subgraphs of convex geometric
r-graphs, and then use the lemma to commence a proof of Theorem 4.2 by induction on r. In the case
r = 3, a (1, r−1)-subgraph is a split subgraph, so Theorem 4.2 for r = 3 follows from the next lemma:
Lemma 4.3. For r ≥ 3, 0 < ε ≤ dr/2e, and α = br/2c + ε, each weighted convex geometric r-graph
ω contains a (1, r − 1)-subgraph G ⊆ H(ω) such that
dα(ωG) ≥ (2rα)−r/εdα(ω).
Proof. The proof of the lemma is by induction on v(ω). Let c = (2rα)−r/ε and let s = dc−1/re. Note
that s ≥ 2 implies that s/c−1/r < 3/2 and hence c ≤ (sr)−1. If v(ω) ≤ s, then either H(ω) is empty,
in which case G is empty, or H(ω) is non-empty, and we can take G consisting of an edge of H(ω) of
maximum weight; in both cases, dα(ωG) ≥ dα(ω)/
(
s
r
) ≥ cdα(ω). If v(ω) > s, partition V (H(ω)) into
s cyclic intervals X1, X2, . . . , Xs such that 1 ≤ |X1| ≤ |X2| ≤ · · · ≤ |Xs| ≤ |X1| + 1. Let Hj be the
(1, r− 1)-subgraph of all edges of H with exactly one vertex in Xj and put ωj = ωHj . If |ωj | ≥ |ω|/2s
for some j ∈ [s], then dα(ωj) ≥ dα(ω)/2s ≥ dα(ω)/
(
s
r
)
, and G = Hj is the required (1, r−1)-subgraph.
If |ωj | < |ω|/2s for all j ∈ [s], let F = H(ω)\
⋃r
j=1Hj . Then
|ωF | ≥ |ω| −
s∑
j=1
|ωj | > |ω|
2
.
For S ⊂ [s] of size br/2c, let ωS be the weighted hypergraph defined by ωS(e) = ω(e) if |e ∩ Xj | =
0 for every j 6∈ S, and ωS(e) = 0 otherwise. For each e ∈ F and i ∈ [s] we have |e ∩ Xi| ∈
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{0, 2, 3, . . . , r}. Therefore each edge of H(ωS) has nonempty intersection with at most br/2c distinct
Xis. Consequently,
F =
⋃
S∈( [s]br/2c)
H(ωS)
and hence by the pigeonhole principle, there is an S ∈ ( [s]br/2c) with
|ωS | > |ωF |( s
br/2c
) > |ω|
2
(
s
br/2c
) . (5)
Now every edge in H(ωS) is disjoint from every Xj : j 6∈ S, so
v(ωS) ≤
∑
j∈S
|Xj | ≤ r(v(ω) + s)
2s
< v(ω). (6)
By induction assumption, there is a (1, r − 1)-subgraph G ⊆ H(ωS) such that dα(ωG) ≥ c dα(ωS).
Finally, (5) and (6) together with v(ω) + s ≤ 2v(ω), and ( sbr/2c) ≤ sbr/2c give
dα(ωS) =
|ωS |
v(ωS)α
≥ |ω|
2
(
s
br/2c
) ( 2s
r(v(ω) + s)
)α
=
(2s)αv(ω)α
2
(
s
br/2c
)
rα(v(ω) + s)α
· dα(ω)
>
sα
2rαsbr/2c
· dα(ω)
≥ s
ε
2rα
· dα(ω) ≥ dα(ω)
by the choice of s. This proves the lemma. 2
4.3 Proof of Theorem 4.2
For convenience, put c = (2rα)−r/ε and c1 = c · γ where γ is from Corollary 3.2. We proceed by
induction on r, taking
cα,r = 3
−rαcr1.
For r = 3, Lemma 4.3 gives the theorem, since in that case a (1, r − 1)-subgraph is a split subgraph.
If r > 3 and α > r− 1, then the theorem follows from Theorem 1.1. If r > 3 and α ≤ r− 1, then pass
to a (1, r − 1)-subgraph F ⊆ H(ω) with dα(ωF ) ≥ cdα(ω) via Lemma 4.3. Let X and Y be the parts
of F , where every edge of F intersects X in exactly one vertex. Let
F1 = {e\{x} : e ∈ F, x ∈ X}
and define the new weight function σ by σ(f) = 0 if f 6∈ F1 and for f ∈ F1,
σ(f) =
∑
e∈F
f⊂e
ω(e).
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We note that F1 = F1(σ) and |σ| = |ωF |. Since v(σ) ≤ v(ωF ),
dα(σ) =
|σ|
v(σ)α
≥ |ωF |
v(ωF )α
= dα(ωF ). (7)
Note that F1 is an (r − 1)-graph. Using dα(ωF ) ≥ cdα(ω), we find
dα(σ) ≥ cdα(ω).
Let y be the vertex of F preceding X, and let x be the vertex of F after X in the clockwise ordering
(see Figure 1). There is a natural cyclic ordering of the vertices of F1, with y immediately preceding
x in the cyclic ordering. Since α > br/2c ≥ b(r − 1)/2c, by induction, there exists a split subgraph
E1 ⊆ F1 such that
dα(σE1) ≥ cα,r−1dα(σ) ≥ cα,r−1 · cdα(ω). (8)
Let Z2, Z3, . . . , Zr−1 be the parts of E1 in clockwise order, with x ∈ Z2, and let Z1 = X (see Figure
1). Note that it is possible that y ∈ Z2. We are going to define a split subgraph G1 of E1 such that
|σG1 | ≥ |σE1 |/3 and no part of G1 contains both x and y.
Claim. There exists a split subgraph G1 of E1 with
|σG1 | ≥
1
3
· |σE1 | (9)
and x and y are in different parts of G1.
To prove the claim, let (Z ′2, Z ′′2 ) be a partition of Z2 into two cyclic intervals, such that y 6∈ Z ′2 and
x ∈ Z ′2 (this is shown in Figure 1).
Figure 1
If Z ′′2 = ∅, let G1 = E1. Otherwise, y ∈ Z ′′2 . If |e ∩ Z2| = 1 for all e ∈ E1, then let E′ = {e ∈ E1 :
|e ∩ Z ′2| = 1} and E′′ = {e ∈ E1 : |e ∈ Z ′′2 | = 1}. Then |σE′ | ≥ |σE1 |/2 or |σE′′ | ≥ |σE1 |/2 and we let
Fu¨redi, Jiang, Kostochka, Mubayi, and Verstrae¨te: Splitting theorem 13
G1 be E
′ or E′′, according to the larger of the values of |σE′ | and |σE′′ |. Note that the parts of G1 are
Z ′2, Z3, . . . , Zr−1 or Z ′′2 , Z3, . . . , Zr−1.
Otherwise, |e ∩ Z2| = 2 for all e ∈ E1. Let F1 be the set of edges of E1 with two vertices in Z ′2, F2 be
the set of edges of E1 with two vertices in Z
′′
2 and F3 be the set of edges of E1 with one vertex in Z
′
2
and one vertex in Z ′′2 . Then for some j ∈ [3], we have |σFj | ≥ |σE1 |/3. Let G1 be this Fj . If j = 1
then the parts of G1 are Z
′
2, Z3, . . . , Zr−1, if j = 2, then the parts of G1 are Z ′′2 , Z3, . . . , Zr−1, and if
j = 3, then G1 has an interval r-coloring with parts Z
′
2, Z
′′
2 , Z3, . . . , Zr−1. 2
Now let Z∗1 ⊂ X be a random subset of X chosen uniformly to have size m = min{v(σG1), |X|}. Let
E = {e ∪ {v} : v ∈ X, e ∈ E1} and let G = {e ∪ {v} : v ∈ Z∗1 , e ∈ G1}. Then G is a split subgraph of
H, whose parts are Z∗1 together with the parts of G1. By linearity of expectation,
E(|ωG|) = m|X| · |σG1 |. (10)
Fix an instance of G such that |ωG| ≥ m|X| · |σG1 |. By the Claim, |σG1 | ≥ 13 |σE1 | = 13 |ωE |. Then
dα(ωG) =
|ωG|
v(ωG)α
≥ m|ωE |
3|X|v(ωG)α
≥ mv(ωE)
α
3|X|v(ωG)α · dα(ωE).
If m = v(σG1), then v(σG1) ≤ v(ωG) ≤ m + v(σG1) and in particular m ≤ v(ωG) ≤ 2m. Since
v(ωE) ≥ |X|,
mv(ωE)
α
3|X|v(ωG)α =
(mv(ωE)
α−1)v(ωE)
3|X|v(ωG)α ≥
mα|X|
3|X|(2m)α ≥ 3
−α.
Therefore
dα(ωG) ≥ 3−αdα(ωE) = 3−αdα(σE1) ≥ 3−αcα,r−1 · cdα(ω) ≥ cα,rdα(ω).
If m = |X|, then v(ωE) ≥ v(ωG) implies
dα(ωG) ≥ 3−1dα(ωE) ≥ 3−1cα,r−1 · cdα(ω) ≥ cα,rdα(ω).
The proof is complete. 2
5 Proof of Theorems 1.4 – 1.9
Let P rk denote the r-uniform tight path, with edges {vi, vi+1, . . . , vi+r−1} for 0 ≤ i < k. Then ord(P rk )
contains the ordered r-graph ZP rk with edges {vi, vi+1, . . . , vi+r−1} for 0 ≤ i < k with an interval
r-coloring with parts X0 < X1 < · · · < Xr−1 such that vi < vi+r < vi+2r < . . . in Xi if i is even and
vi > vi+r > vi+2r > . . . in Xi if i is odd, and ZP
r
k is defined similarly in the convex geometric setting.
The ordered and convex geometric extremal problems for ZP rk are studied in [11], where the following
theorem is (implicitly) proved:
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Theorem 5.1. For k, r ≥ 2,
ex→(n,ZP rk ) ≤ (k − 1)
(
n
r − 1
)
.
In particular, this theorem gives the same upper bounds for the extremal function for ord(P rk ), as
ZP rk ∈ ord(P rk ). In [11, 12] we also obtain ordered and convex geometric versions of the Erdo˝s-Ko-
Rado Theorem by taking every rth edge of P rk .
Proof of Theorem 1.4. A strong d-dimensional r-simplex Sˆrd is an r-graph consisting of d+ 2 edges
such that we may order the edges so that the first d + 1 edges form a d-simplex (see the definition
in Section 1.2), and the last edge contains at least one vertex from every edge of the d-simplex. For
example, a strong 1-simplex comprises three edges e, f, g such that e ∩ f = ∅ (so e and f form a
1-simplex), and both e∩ g and f ∩ g are nonempty. It is convenient to assume such an ordering of the
edges of a strong simplex is given. We introduce strong simplices for the purpose of doing a simple
induction on d: we show that
ex→(n, Sˆrd) ≤ r10drnr−1.
The base case d = 1 follows easily from Theorem 5.1: if H is an ordered r-graph with more than
r10r
(
n
r−1
)
edges, then ZP rr+1 ⊂ H, and any three edges of ZP rr+1 that include the first and last edge
form a strong 1-simplex. Now suppose we have proved the theorem for strong d− 1 simplices for some
d ≥ 2, and let H be an n-vertex ordered r-graph with more than r10drnr−1 edges. Applying Lemma
4.3 with α = r − 1, we find an m-vertex (1, r − 1)-subgraph G of H with at least
r10dr · (2rr−1) −rdr/2e−1mr−1 > r10dr · 2 · r−10rmr−1 = 2r10(d−1)rmr−1
edges, for some m > 0, with parts X and Y . We remove from G each edge containing an (r − 1)-set
in Y which is contained in at most two edges of G. This gives a (1, r − 1)-subgraph G′ of G with at
least r10(d−1)rmr−1 edges. By averaging, some vertex x ∈ X is contained in at least r10(d−1)(r−1)mr−2
edges of G′. By induction, the link (r−1)-graph of x contains a strong (d−1)-dimensional simplex F ,
say with edges e1, e2, . . . , ed, f , with e1, e2, . . . , ed forming a (d − 1)-dimensional simplex. Then there
exists y 6= x such that f ∪ {y} ∈ G′. Then e1 ∪ {x}, e2 ∪ {x}, . . . , ed ∪ {x}, f ∪ {y} is a d-dimensional
simplex in H, and together with f ∪ {x}, we have a strong simplex in H. This proves the theorem.
2
Proof of Theorem 1.5. Let M denote the largest number of edges in an r-graph in F+ and
suppose ex→(n, ord(F)) ≤ cnr−2 for all n > 1. We will prove that ex→(n, ord(F+)) ≤ c′nr−1 where
c′ =
(
M+c
2
)
r10r. Suppose that H is an n-vertex r-graph with more than c′nr−1 edges. Applying
Lemma 4.3 with α = r−1, we find an m-vertex (1, r−1)-subgraph G of H with at least 2c′r−10rmr−1
edges, with parts X and Y , such that every edge has one vertex in X. For each (r − 1)-set in Y
contained in at most M −1 edges of G, remove all edges of G containing that (r−1)-set. The number
of edges that we removed is at most Mmr−1, so the remaining r-graph G′ ⊂ G has more than
(2c′r−10r −M)mr−1 = cmr−1
edges. By averaging, there exists a vertex x ∈ X whose link (r − 1)-graph G′′ has more than cmr−2
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edges. Then G′′ contains a member F of ord(F). Since every edge of F is contained in at least M
edges of G, we can expand the edges of F to distinct vertices of X to obtain a copy of F+ in H. 2
Proof of Theorem 1.6. Suppose that F is a forest with k edges. By adding edges, we may assume
that F is a tree. Let us prove by induction on k that ex→(n, ord(F )) ≤ 2k2n. Let H be an ordered
n-vertex graph with more than 2k2n edges and let F ′ be a tree obtained from F by deleting a leaf y.
Let x ∈ V (F ′) be the neighbor of y. For each vertex v of H, mark the k smallest neighbors of v and
the k largest neighbors of v. Note that if v has fewer than k smaller neighbors then we mark them
all, and similarly for larger neighbors. We marked at most 2kn edges so the resulting unmarked graph
H ′ ⊂ H has more than 2k2n− 2kn ≥ 2(k− 1)2n edges. By induction, H ′ contains a 2-interval-partite
subgraph K ′ isomorphic to F ′, with parts A < B. Suppose that v is the vertex of K ′ that plays the
role x in F ′, and assume first that v ∈ A. Then there is a vertex w ∈ B with {v, w} ∈ E(K ′), so by
construction of H ′, there is another vertex w′ > w such that the marked edge {v, w′} ∈ E(H) and
w′ 6∈ V (K ′). Adding edge {v, w′} to K ′ gives a copy K of the 2-interval-partite graph F (w′ plays the
role of y). The same argument applies if v ∈ B. 2
Proof of Theorem 1.7. By Theorem 1.2, it is enough to prove Theorem 1.7 for split r-graphs. Let
H be a split r-graph with n vertices and interval coloring X1 < X2 < · · · < Xr−1 where for some i,
and every e ∈ H, |e ∩ Xi| = 2 and |e ∩ Xj | = 1 for j 6= i. It is easy to check that every forest F is
contained in a tight tree T with the same set of vertices. We show by induction on t = |V (T )| ≥ r
that if |H| > t2( nr−1), then H contains a member of ord(T ). If t = r, then T has one edge and clearly
|H| = 0 if H is ord(T )-free. Suppose the statement is true for all tight trees with fewer than t vertices,
and let T be a tight tree with t vertices. Let H be an n-vertex split r-graph with more than t2
(
n
r−1
)
edges. For each f ∈ ∂H, let S(f) and L(f) denote the set of the t smallest and t largest vertices
x ∈ V (H) such that f ∪{x} ∈ H. Then we remove all edges f ∪{x} from H such that x ∈ S(f)∪L(f).
We obtain a new ordered split r-graph H ′ with parts X1 < X2 < · · · < Xr−1. Let T ′ = T −{y} where
y is a leaf of T , and f ∪ {y} ∈ T . By induction, H ′ contains a member of ord(T ′), since
|H ′| > t2
(
n
r − 1
)
− 2t
(
n
r − 1
)
> (t− 1)2
(
n
r − 1
)
.
Let this member of ord(T ′) be denoted S, and have parts A0 < A1 < · · · < Ar−1, where Ai−1, Ai ⊆ Xi
and Aj ⊆ Xj for j 6= i. Since f ∈ ∂S ∩ ∂H ′, f ∩ Aj = ∅ for some j ≤ r. If j 6∈ {i, i − 1}, then
S(f) ∪ L(f) ⊂ Xj , and since |S(f) ∪ L(f)| > t and |V (T ) ∩Xj | < t, there exists x ∈ Xj\V (T ) such
that f∪{x} ∈ H together with S forms a copy of T in H, with interval coloring A′0 < A′1 < . . . , < A′r−1
where A′h = Ah for h 6= j and A′j = Aj ∪ {x}. If j = i, then f ∪ {z} ∈ S for some z ∈ Ai. For every
x ∈ L(f), we have x > z and x ∈ Xi. Since |L(f)| = t, there exists x ∈ L(f) such that x > z and
x 6∈ V (S). Now f ∪ {x} ∈ H together with S is a copy of an element of ord(T ) in H, with interval
r-coloring A′0 < A′1 < . . . , < A′r−1 where A′h = Ah for h 6= i and A′i = Ai ∪ {x}. Finally, if j = i − 1,
then f ∪{z} ∈ S for some z ∈ A0. For every x ∈ S(f), we have xx < z and x ∈ Xi−1. Since |S(f)| = t,
there exists x ∈ S(f) such that x < z and x 6∈ V (S). Now f ∪{x} ∈ H together with S is a copy of an
element of ord(T ) in H, with interval r-coloring A′0 < A′1 < . . . , < A′r−1 where A′h = Ah for h 6= i− 1
and A′i−1 = Ai−1 ∪ {x}. This completes the proof. 2
Proof of Theorem 1.8. We start from a construction. The r-graph H has vertex set V (H) = [rn].
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Partition V (H) into A∪B where A = [(`+ 1)n] and B = [(`+ 1)n+ 1, rn] so that |B| = (r− 1− `)n.
Let M1, . . . ,Mn be a matching of (` + 1)-sets in A, with M1 < M2 < · · · < Mn. Explicitly, Mi =
[(i− 1)(`+ 1) + 1, i(`+ 1)]. Next, partition B into r − 1− ` intervals B1 < · · · < Br−1−` each of size
n, and let P be the complete (r − 1− `)-interval-partite (r − 1− `)-graph with parts B1, . . . , Br−1−`.
Finally, E(H) = {Mi ∪ e : i ∈ [n], e ∈ E(P )}.
Clearly e(H) = Ω(nr−`). Observe that if e, f are two edges of H and e ∩ A 6= f ∩ A (and ` + 1 ≥ 2)
then {e, f} is not r-interval-partite. If e ∩A = f ∩A, then |e ∩ f | ≥ `+ 1. Consequently, H contains
no two edges sharing exactly ` vertices that are also r-interval-partite.
Next we prove the upper bound. The case r = 2 is easy, so assume r ≥ 3. The case ` = r − 1 is
covered by Theorem 1.7. From now on, assume that 1 ≤ ` ≤ r − 2. We will use (1) [8]. Suppose first
that r 6= 2` and let
µ := max{`, r − `} > br/2c.
Suppose that we are given an ordered n-vertex ord(Ir(`))-free r-graph H, with e(H) > Cnµ, C a
sufficiently large constant. Since µ > br/2c, by Theorem 1.2, for some s H contains an s-vertex split
subgraph G with interval partition X1 < · · · < Xr−1 and i ∈ [r− 1] with |Xi ∩ e| = 2 for all e ∈ E(G)
such that e(G) ≥ Cγsµ for an appropriate constant γ > 0. By pigeon-hole, there exists a vertex
x ∈ Xi such that
G[x] := {e : x ∈ e ∈ E(G), x = minXi ∩ e}
satisfies e(G[x]) ≥ e(G)/s > Cγsµ−1. Then G[x] is r-interval-partite. Consider the (r − 1)-graph
G[x] \ x, obtained by removing x from each edge of G[x]. Then G[x] \ x is (r− 1)-interval-partite and
contains no member of ord(Ir−1(`− 1)). Note that 0 ≤ `− 1 < r − 1. Now apply the result of [8] to
obtain
e(G[x]) = O(smax{`−1,(r−1)−1−(`−1)})
which implies that e(G) = O(smax{`,r−`}) = O(sµ), contradicting our assumption (since C is large).
By our construction and the known lower bound Ω(n`) from [8], we have the lower bound Ω(nmax{`,r−`})
for all 0 < ` < r. Therefore we have proved
ex→(n, ord(Ir(`))) = Θ(nmax{`,r−`}) for r 6= 2`.
Consider the case r = 2`. Then the lower bound is Ω(n`). In this case we can re-use the argument
above except that we apply Theorem 1.2 with α = µ = r/2 +  for arbitrary  > 0. This gives
ex→(n, ord(I2`(`)) = Θ(n`+o(1)).
2
Proof of Theorem 1.9. By Theorem 1.2, it is enough to prove Theorem 1.9 for split 3-graphs.
Suppose that  > 0 and n0 is sufficiently large. Let H be an n-vertex ordered 3-graph with at least
n2 edges (n > n0) containing no member of ord(I
3(2)) and A < B be intervals where every edge
of H has exactly one vertex in A. Let G be the graph with vertex set V (H) ∩ B and edge set
{yz : ∃x ∈ A, xyz ∈ E(H)}. Since H contains no member of ord(I3(2)), e(G) = e(H) ≥ n2. By
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Lemma A, there is a 2-interval partite subgraph G′ ⊂ G with at least δn2 edges, for some δ depending
only on . Consequently, there is a 3-interval-partite subgraph H ′ ⊂ H with δn2 edges and we may
apply the Ruzsa-Szemere´di Theorem to H ′ to obtain a copy of some member of ord(T3). 2
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