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a b s t r a c t
For a finite undirected graph G = (V , E) and positive integer k ≥ 1, an edge setM ⊆ E is a
distance-k matching if the pairwise distance of edges inM is at least k in G. For k = 1, this
gives the usual notion of matching in graphs, and for general k ≥ 1, distance-kmatchings
were called k-separated matchings by Stockmeyer and Vazirani. The special case k = 2 has
been studied under the names induced matching (i.e., a matching which forms an induced
subgraph in G) by Cameron and strong matching by Golumbic and Laskar in various papers.
Finding amaximum inducedmatching isNP-complete even on very restricted bipartite
graphs and on claw-free graphs but it can be done efficiently on various classes of graphs
such as chordal graphs, based on the fact that an induced matching in G corresponds to an
independent vertex set in the square L(G)2 of the line graph L(G) of Gwhich, by a result of
Cameron, is chordal for any chordal graph G.
We show that, unlike for k = 2, for a chordal graph G, L(G)3 is not necessarily chordal,
and finding a maximum distance-3 matching, and more generally, finding a maximum
distance-(2k+1)matching for k ≥ 1, remainsNP-complete on chordal graphs. For strongly
chordal graphs and interval graphs, however, the maximum distance-kmatching problem
can be solved in polynomial time for every k ≥ 1. Moreover, we obtain various new results
for maximum induced matchings on subclasses of claw-free graphs.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A distance-k matching for a positive integer k ≥ 1 in an undirected graph G is a set of edges whose pairwise distance
is at least k in G. (For k = 1, this gives the usual notion of matching in graphs.) Stockmeyer and Vazirani [46] called
those matchings δ-separated matchings (for δ = k), and the special case k = 2 has also been studied under the name
induced matching (i.e., a matching which forms an induced subgraph in G) by Cameron in [12] and strong matching by
Golumbic and Laskar in [29]. An induced matching can also be interpreted as risk-free marriage, and in various papers, δ-
separatedmatchings aremotivated bymodeling communication network testing [46] or modeling concurrent transmission
of messages in wireless ad hoc networks [1]. Induced matchings are closely related to irredundancy in graphs [29] as well
as to secure communication channels as described by Golumbic and Lewenstein [30]; see [30] for other applications as well.
Finding large induced matchings is also a subtask of finding a so-called strong edge coloring in a graph [21,23,32,45] where
the edge set is partitioned into a minimum number of induced matchings.
Let G be a graph with vertex set V and edge set E. For two vertices x, y ∈ V , let distG(x, y) denote the distance between x
and y in G, i.e., the length of a shortest path between x and y in G. For every integer k ≥ 1, the kth power Gk of G is the graph
with the same vertex set as G, and two vertices are adjacent in Gk if their distance in G is at most k. The distance of two edges
e, e′ ∈ E is the length of a shortest path between e and e′, i.e., distG(e, e′) = min{distG(u, v) | u ∈ e, v ∈ e′}. In particular,
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this means that distG(e, e′) = 0 if and only if e ∩ e′ ≠ ∅. Let L(G) denote the line graph of G = (V , E), i.e., the edges of G are
the vertices of L(G), and two different edges of G are adjacent in L(G) if they intersect each other.
Observation 1. For all edges e, e′ ∈ E, e ≠ e′,
distL(G)(e, e′) = distG(e, e′)+ 1.
For example, this implies:
Observation 2. Let G = (V , E) be a graph. The edges e = {x, y}, e′ = {x′, y′} ∈ E, e ≠ e′, are adjacent in L(G)3 if and only if
one of the following conditions holds:
(i) e and e′ share a vertex, i.e., {x, y} ∩ {x′, y′} ≠ ∅ (type 1 adjacency).
(ii) {x, y} ∩ {x′, y′} = ∅ but there is an edge between e and e′ in G (type 2 adjacency).
(iii) {x, y} ∩ {x′, y′} = ∅ and there is no edge between e and e′ in G but there is a vertex z ∈ V which has an edge to both e and
e′ in G (type 3 adjacency).
A vertex set U ⊆ V is independent (or stable) if the vertices in U are pairwise nonadjacent in G. By Observation 1, for
edges e and e′, distG(e, e′) ≥ k if and only if e and e′ are nonadjacent in the kth power (L(G))k (subsequently denoted by
L(G)k for short) of the line graph of G for all k ≥ 1. Thus, the following holds:
Observation 3. For k ≥ 1 and graph G, the edge set M is a distance-k matching in G if and only if M is an independent vertex
set in L(G)k.
Let µk(G) denote the maximum size of a distance-kmatching in G, and ifw is a weight function on E, let µk,w(G) denote
themaximumweight of a distance-kmatching inG. TheMaximumDistance-kMatching (MDkM) Problem asks for a distance-
kmatching ofmaximum size (and ofmaximumweight in theweighted case). By Observation 3, theMDkMproblemon graph
G corresponds to theMaximum Independent Vertex Set problem on graph L(G)k, and the first problem is efficiently solvable
on graph Gwhenever the last problem is efficiently solvable on L(G)k. For k = 2, the MDkMproblem is also calledMaximum
Induced Matching (MIM) Problem andMWIM in the weighted case.
Recently, these problems attracted much attention because of their theoretical interest and practical motivation — see
the papers mentioned above and also [4,12–15,25,36,34,38,41,49]. Stockmeyer and Vazirani [46] have shown that for every
k ≥ 2, the MDkM Problem is NP-complete even for bipartite graphs of maximum degree 4. In particular, the MIM Problem
is NP-complete on bipartite graphs which was shown independently by Cameron [12]. It is NP-complete even on planar
bipartite graphs of maximum degree 4 as shown in [36]. The MIM problem remains NP-complete for line graphs [34] and
thus also for claw-free graphs. It is NP-complete even if the input graph is restricted to Hamiltonian line graphs of so-called
well-matched graphs as shown by Orlovich and Zverovich [43] and for line graphs of bipartite graphs (which are exactly
the (claw,diamond,odd-hole)-free graphs) [44]. Various papers such as [19,42] deal with the hardness of approximating the
MIM problem.
On the other hand, theMIM Problem is efficiently solvable on various classesC of graphs such as chordal, weakly chordal,
circular-arc, interval-filament graphs and AT-free graphs (see e.g. [13] for a list of references) since for these classes, L(G)2
is in the same class C as well and the Maximum Independent Set Problem can be solved efficiently on these classes. Most of
the papers on distance-kmatchings deal with the case k = 2, i.e., with the MIM problem, and do not study larger k ≥ 3. For
AT-free graphs, however, Chang [15] has shown that for every k ≥ 2, L(G)k is AT-free.
We deal with the Maximum Distance-3 Matching (MD3M) Problem and more generally, with the Maximum Distance-
(2k + 1) Matching (MD(2k + 1)M) Problem, on various graph classes; in particular we show that for a chordal graph
G, L(G)2k+1 is not necessarily chordal, and the MD(2k + 1)M Problem remains NP-complete on chordal graphs for every
k ≥ 1.We also show that for strongly chordal G, L(G)2k+1 is chordal. Moreover, we extend some previous results for induced
matchings. In particular, we use a combination of clique separators and modular decomposition in order to find maximum
induced matchings efficiently on various subclasses of claw-free graphs.
An extended abstract [10] of this paper appeared in the corresponding conference proceedings.
2. Basic notions
Let G be a finite undirected graphwith vertex set V and edge set E. An edge ewith vertices x and y is denoted as e = {x, y}
or e = xy for short. We say that x and y see each other if xy ∈ E andmiss each other if xy ∉ E. As already mentioned, a vertex
set is independent if its elements pairwise miss each other. A vertex set is a clique if its elements pairwise see each other. Let
N(v) denote the neighborhood of v, i.e., the set of vertices which see v and let N(v) denote the antineighborhood of v, i.e., the
set of vertices different from v which miss v. For an edge ewith vertices x and y, let N(e) denote the antineighborhood of e,
i.e., the set of vertices which miss x and y. Thus N(e) = N(x) ∩ N(y). More generally, for U ⊂ V , let N(U) denote the set of
all vertices missing all vertices of U .
For U ⊆ V , let G[U] denote the induced subgraph of G with vertex set U . Let Pk denote a chordless path with k vertices,
say v0, . . . , vk−1 and (only the) edges vivi+1, 0 ≤ i ≤ k− 2, and let Ck denote a chordless cycle with the same vertices and
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(only the) edges vivi+1, 0 ≤ i ≤ k − 1 (index arithmetic modulo k). For a set F of graphs, a graph G is called F -free if G
contains no induced subgraph from F . A graph is chordal if it is Ck-free for all k ≥ 4. For the many properties of chordal
graphs see e.g. [8,27]. A subset U ⊆ V is a cutset (or separator) in G if G[V \ U] has more connected components than G.
A clique cutset is a cutset which is a clique. An atom in G is an induced subgraph of G without clique cutset. See [47,48] for
clique cutset decomposition of graphs. Chordal graphs are known to be those graphs whose atoms are cliques.
TheMaximumWeight Independent (or Stable) Set problem (MWS problem) asks for an independent vertex set ofmaximum
weight in the given graphGwith vertexweight functionw. Letαw(G) (α(G), i.e., the independence number ofG, respectively)
denote the maximumweight (maximum cardinality, respectively) of an independent vertex set in G. TheMS problem is the
MWS problem where all vertices v have the same weight w(v) = 1. Frank [24] gave a linear time algorithm for the MWS
problem on chordal graphs.
Let Π denote a hereditary graph property. A graph is nearly Π if for each of its vertices, the subgraph induced by the
set of its non-neighbors has property Π (for example, Π = chordal or Π = perfect). Note that the concept of nearly Π
graphs is explicitly or implicitlymentioned in various papers; thus, e.g., complement graphs of nearly bipartite graphs appear
in the literature as quasi-line graphs which are an important part of the structural characterization of claw-free graphs by
Chudnovsky and Seymour— see [17]. In [5], nearly chordal graphs and others were used for theMWS problem togetherwith
the following simple approach: Obviously, the MWS problem on a graph G with vertex weight function w can be reduced
to the same problem on antineighborhoods of vertices in the following way:
αw(G) = max{w(v)+ αw(G[N(v)]) | v ∈ V }. (1)
Thus, whenever MWS is solvable in time T on a class with property Π then it is solvable on nearly Π graphs in time
|V | · T . Thus, the MWS problem can be solved in timeO(|V | · |E|) for nearly chordal graphs. Note that circular-arc graphs are
nearly interval graphs and thus nearly chordal. This implies a straightforward way of solving MWS on circular-arc graphs in
time O(|V | · |E|)which is conceptually simpler than that in [28].
The fact that circular-arc graphs are nearly interval graphs is also applicable to the MIM problem on circular-arc graphs
[29] in the following way: A graph G = (V , E) is edge-nearly Π if for each of its edges e = xy ∈ E, the subgraph G[N(e)]
induced by its antineighborhood has propertyΠ . Obviously, the following holds:
µ2,w(G) = max{w(e)+ µ2,w(G[N(e)]) | e ∈ E}. (2)
Thus, whenever the MIM problem is solvable in time T on a class with propertyΠ then it is solvable on edge-nearlyΠ
graphs in time |E| · T . This can be easily generalized to distance-k matchings for k > 2. We call (2) and its generalization
for k > 2 the antineighborhood approach for MIM (for MDkM, respectively). Obviously, nearlyΠ implies edge-nearlyΠ . For
example, MIM is efficiently solvable on edge-nearly chordal and on edge-nearly weakly chordal graphs. So, for circular-arc
graphs, MIM is solvable in polynomial time.
A subset of vertices M ⊆ V in graph G = (V , E) is a module in G if every vertex u ∉ M sees either all vertices of M or
none of them. A module is trivial if it is empty, a singleton or the set V . Nontrivial modules are called homogeneous sets. If
an edge xy ∈ E is a module then x and y are true twins. A graph is prime if all its modules are trivial. Note that prime graphs
are connected. See [40] for the importance of modular decomposition and [39] for a linear time algorithm for obtaining the
modular decomposition tree of a graph. First let us report some well-known concepts.
If U andW are two disjoint subsets of V then U has a join (a co-join, respectively) toW , if each vertex in U sees (misses,
respectively) each vertex inW .
The Minimum Distance-k Edge Coloring Problem (MDkEC Problem for short) is the problem of finding a partition of the
edge set E of a given graph G = (V , E) into a minimum number of distance-k matchings. For k = 2, this problem is called
the Strong Edge Coloring problem.
TheMinimum Distance-k Edge ℓ-Coloring Problem (MDkEℓC Problem for short) is the problem of finding a partition of the
edge set E of a given graph G = (V , E) into ℓ distance-kmatchings.
For graph classes not defined here such as perfect graphs, circular-arc graphs and distance-hereditary graphs see e.g. [8].
3. The maximum distance-(2k + 1) matching problem for chordal graphs is NP-complete for any k ≥ 1
In this section, we deal with the Maximum Distance-kMatching problem for chordal graphs. For even k, it follows from
a result by Cameron that the MDkM problem is solvable in polynomial time, and for odd k > 1, we show that the MDkM
problem is NP-complete for chordal graphs.
As shown by Cameron, the following holds:
Theorem 1 ([12]). If G is a chordal graph (an interval graph, respectively) then L(G)2 is chordal (an interval graph, respectively).
Thus, by using an efficient algorithm for MWS on chordal graphs, e.g. [24], the MWIM problem can be solved efficiently
on chordal graphs:
Proposition 1. If G is a chordal graph with m edges then MWIM can be solved in time O(m2) on G.
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Fig. 1. Chordal graphs G1 with a C5 in L(G1)3 (indicated by boldface edges) and G2 with C5 in L(G2)5 , respectively.
Proof. For a chordal graph G = (V , E)withm edges, one can solve MWIM in time O(m2) as follows:
(i) Construct L(G)2, which is chordal by Theorem 1. By Observation 3, MWIM on G corresponds to MWS on L(G)2;
constructing L(G)2 requires O(m2) time.
(ii) Solve the MWS problem for L(G)2 in linear time by the algorithm due to Frank [24] which requires O(|V (L(G)2)| +
|E(L(G)2)|) = O(m2) time. 
See also [4] for a linear time algorithm for the unweighted version MIM on chordal graphs.
Lemma 1 ([18]). For all k ≥ 1, if Gk is a chordal graph then Gk+2 is chordal.
Thus it follows:
Corollary 1. For every chordal graph G and every integer k ≥ 1, L(G)2k is chordal, and thus, the Maximum Distance-(2k)
Matching Problem is solvable in time O(m2) for chordal graphs.
Now we consider the case of odd k > 1. Let G be a chordal graph. Then L(G)3 is not necessarily chordal (and not even
perfect) as the following example shows: As in Fig. 1, let G have 15 vertices a1, . . . , a5, b1, . . . , b5, c1, . . . , c5 such that
a1, . . . , a5 is a clique, and for i ∈ {1, . . . , 5}, bi, ci are true twins such that bi and ci see exactly ai and ai+1 (index arithmetic
modulo 5). Obviously, the five edges bici, i ∈ {1, . . . , 5}, induce a C5 in L(G)3.
It is easy to see that the examples in Fig. 1 can be generalized such that pairs of edges bici, bi+1ci+1, have distance 2k and
all other pairs of edges bici, bjcj have distance 2k + 1 in G. Thus for all k ≥ 1, L(G)2k+1 contains a C5, i.e., L(G)2k+1 is not
perfect.
Theorem 2. For every k ≥ 1, the Maximum Distance-(2k+ 1)Matching Problem is NP-complete for chordal graphs.
Proof. Obviously, the problem is in NP. We reduce the NP-complete problemMaximum Independent Set (problem [GT20]
in [26]) on any connected graph G = (V , E)which is not a clique to the problemMD(2k+1)M on a new graph G′k = (V ′k, E ′k).
As before, let α(G) denote the stability number of G. We construct G′k in the following way:
(i) For every vertex v ∈ V , V ′k contains two copies xv and yv of v (V -nodes).
(ii) For every edge e ∈ E, V ′k contains a nodewe (E-nodes).
(iii) For every v ∈ V , V ′k contains k− 1 P-nodes p1,v, . . . , pk−1,v . For k = 1, this set is empty.
Let XV = {xv | v ∈ V } and YV = {yv | v ∈ V } denote the two sets of V -nodes, respectively, and letW denote the set
of E-nodes as well as P denote the set of P-nodes. We call the nodes inW ∪ P auxiliary nodes. Then the edge set E ′k of G′k
consists of the following edges:
(iv) Connect all nodes inW such thatW forms a clique in G′k.
(v) Replace every vertex v ∈ V by an edge xvyv . We call these edges peripheral edges.
(vi) For k = 1, xv and yv see all E nodeswe with v ∈ e. For k ≥ 2, let p1,v, . . . , pk−1,v induce a path in G′k such that xv and yv
see p1,v and pk−1,v sees allwe with v ∈ e.
See Fig. 2 for an example of G′3 where G is P5 with vertices a, b, c, d, e and edges ab, bc, cd, de. A maximum independent
vertex set in G consists of a, c, e, and a maximum distance-7 matching in G′3 consists of the three peripheral edges
xaya, xcyc, xeye.
Claim 1. For all k ≥ 1, G′k is chordal.
Claim 1 is obviously fulfilled.
Claim 2. (i) The distance between any pair of edges in G′k is at most 2k+ 1.
(ii) The distance between an edge containing an auxiliary node and any other edge is at most 2k.
(iii) The distance between peripheral edges xuyu and xvyv is 2k+ 1 if and only if uv ∉ E.
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Fig. 2. G = P5 and its corresponding graph G′3 .
Proof of Claim 2. (i) and (ii): By construction, the distance of any peripheral edge to W is k, and W is a clique. Edges
containing auxiliary nodes are even closer toW .
(iii): By construction, the distance between pairs of peripheral edges is either 2k or 2k+ 1, and it is 2k if and only if the
corresponding vertices u and v see each other in G. 
Claim 3. The independence number α(G) is the size of a maximum distance-(2k+ 1)matching in G′k, i.e., µ2k+1(G′k) = α(G).
Proof of Claim 3. It is clear that the size of a maximum distance-(2k + 1)matching in G′k is at least α(G). Suppose that an
edge in a distance-(2k + 1) matching M contains an auxiliary node. Then such an edge has G′k-distance at most 2k to all
other edges, i.e., |M| = 1. Since G is not a clique, however, a maximum distance-(2k + 1)matching in G′k contains at least
two elements. Thus, a maximum distance-(2k+ 1)matchingM in G′k has exactly size α(G)which shows Claim 3.
Claims 1–3 together show Theorem 2. 
Theorem 3. For every k ≥ 3 and ℓ ≥ 1, the Minimum Distance-(2ℓ + 1) Edge k-Coloring Problem is NP-complete for chordal
graphs.
Proof. We use the same construction as in the proof of Theorem 2 and give the proof only for ℓ = 1; for larger ℓ the proof
is similar.
We claim that G has a k-coloring of its vertex set if and only if G′3 has a distance-3 edge coloring with at most
m(m − 1)/2 + 4m + k edge color classes for m = |E|. Note that every edge in G′3 which contains at least one node we
is in a one-elementary color class since its distance to all other edges in G′3 is at most 2. Thus, there are m(m − 1)/2 + 4m
such edge color classes consisting of one edge, respectively. The other edges can be partitioned into at most k distance-3
matchings if and only if G is k-colorable. Thus, the Minimum Distance-3 Edge Coloring Problem is NP-complete for chordal
graphs even for fixed k ≥ 3. 
4. Maximum distance-k matchings for strongly chordal graphs and interval graphs
In this section, we first show that for strongly chordal graphs G, L(G)3 is chordal. By Theorem 1 and Lemma 1, this implies
that for strongly chordal graphs G, every power L(G)k, k ≥ 2, is chordal. Note that this does not hold for k = 1 since the line
graph of a clique with four vertices contains C4 as an induced subgraph.
In a second part we discuss similar properties for interval graphs and AT-free graphs.
4.1. Strongly chordal graphs
For k ≥ 3, let Sk denote the complete sun with 2k vertices U = {u0, . . . , uk−1} and W = {w0, . . . , wk−1} such that U is
an independent vertex set,W is a clique and, for i ∈ {0, . . . , k− 1}, ui is adjacent to exactly wi and wi+1 (index arithmetic
modulo k).
An incomplete sun is a chordal graph with vertices U = {u0, . . . , uk−1} and W = {w0, . . . , wk−1} such that U is an
independent vertex set, W is no clique and, for i ∈ {0, . . . , k − 1}, ui is adjacent to exactly wi and wi+1 (index arithmetic
modulo k).
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Fig. 3. A block graph Gwith a 3-sun in L(G)3 (indicated by boldface edges).
Fig. 4. A C4(e1, e2, e3, e4) in L(G)3 where only one vertex from each edge ei is in F .
Lemma 2 ([22]). Every incomplete sun contains an induced subgraph which is a complete sun.
A graph is strongly chordal if it is chordal and Sk-free for all k ≥ 3. Graph G is a block graph if G is a (connected) graph
whose 2-connected components are cliques. See e.g. [8] for various characterizations of strongly chordal graphs and block
graphs. Obviously, every block graph is strongly chordal.
In [12], it is mentioned that for strongly chordal graphs G, L(G)2 is not necessarily strongly chordal. The example in [12]
can be easily extended to an example of a strongly chordal graph (which is even a block graph) G such that L(G)3 is not
strongly chordal—see Fig. 3. Obviously, the example can be extended to arbitrarily large k ≥ 2, i.e., for every k ≥ 2, there is
a block graph G such that L(G)k is not strongly chordal.
For preparing the proof of Theorem 4, we need the following notion: A vertex v in a graph G is special for G if v has degree
2 in G, and the neighbors of v in G are nonadjacent.
Observation 4. If graph G is chordal and 2-connected then G has no special vertex.
Theorem 4. If graph G is strongly chordal then L(G)3 is chordal.
Proof. Let G be a strongly chordal graph with vertex set V and edge set E, and assume to the contrary that L(G)3 is not
chordal. Then L(G)3 contains an induced Ck, k ≥ 4, say C , with nodes ei ∈ E and edges eiei+1 for i ∈ {1, . . . , k} (index
arithmetic modulo k). For all i ∈ {1, . . . , k}, let ei = u′iu′′i . According to Observation 2, adjacency in L(G)3 between ei and ei+1
for i ∈ {1, . . . , k} (index arithmetic modulo k) is of three types. For type 3 adjacency, letwi,i+1 be a connecting vertexwhich
sees both edges ei and ei+1 in G.
Then a suitable subset of the vertices u′1, u
′′
1 ,w1,2, u
′
2, u
′′
2 ,w2,3, . . .,wk−1,k, u
′
k, u
′′
k , where verticeswi,i+1 may not exist (for
type 1 or 2 adjacency) and ei and ei+1 may have common vertices (for type 1 adjacency), forms a cycle in G. Let F be the
subgraph of G induced by such vertices. Then F is (strongly) chordal and 2-connected. Note that at least one vertex from
every edge ei is contained in F but not necessarily both of them — see Fig. 4 for an example. 
Claim 4. u′i, u
′′
i are adjacent in F to at most u
′
i−1, u
′′
i−1, wi−1,i, wi,i+1, u
′
i+1, u
′′
i+1.
Proof. Claim 4 follows from the assumption that C is an induced cycle Ck, k ≥ 4, in L(G)3. 
Claim 5. There is no type 1 adjacency in C.
Proof. Assume to the contrary that ei and ei+1 have type 1 adjacency, i.e., ei ∩ ei+1 ≠ ∅. If only one vertex from ei or from
ei+1 is in F , we obtain a contradiction since then the distance between ei and ei+2 or the distance between ei−1 and ei+1 is at
most two. Thus, both vertices from each of ei and ei+1 are in F , and let u′′i = u′i+1. Then by Claim 4, u′i+1 is nonadjacent to any
vertex of F \ {u′i, u′′i+1}. If u′iu′′i+1 ∉ E then u′′i is special in F . Thus, by Observation 4, u′i is adjacent to u′′i+1. Then by Claim 4, u′i
is special for F \ {u′i+1}, a contradiction to Observation 4 which shows Claim 5. 
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Claim 6. There are no two consecutive type 2 adjacencies in C.
Proof. Assume to the contrary that ei−1 and ei as well as ei and ei+1 have type 2 adjacency. Then ei−1 and ei+1 cannot have
a common neighbor in ei since their distance in G is more than 2. Thus, both vertices of ei must be in F . Let u′′i−1u
′
i ∈ E and
u′′i u
′
i+1 ∈ E. Then if u′iu′i−1 ∉ E, u′i is special in F , and if u′iu′i−1 ∈ E, u′i is special in F \ {u′′i−1} — a contradiction which shows
Claim 6. 
Claim 7. There is no type 2 adjacency in C.
Proof. Assume to the contrary that ei and ei+1 have type 2 adjacency. Suppose first that ei and ei+1 have only one vertex in
F , say u′i ∈ F and u′i+1 ∈ F with u′iu′i+1 ∈ E. Then by Claim 6 and distance conditions, u′i is special in F . Now suppose that ei
has only one vertex in F , say u′i ∈ F whereas ei+1 has both vertices in F . Let u′iu′i+1 ∈ E. Then if u′iu′′i+1 ∉ E then again u′i is
special in F , and if u′iu
′′
i+1 ∈ E then u′i is special in F \ {u′i+1}. Thus, we can assume that all vertices of ei and ei+1 are in F . Let
u′′i u
′
i+1 ∈ E. Then by Claim 6, adjacency between ei−1 and ei as well as adjacency between ei+1 and ei are of type 3. Letwi−1,i,
respectively,wi+1,i+2 be the corresponding connecting vertices.
First suppose that wi−1,iu′′i ∉ E. Then if u′i is nonadjacent to both vertices of ei+1 then u′i is special in F , and if u′i sees at
least one of u′i+1, u
′′
i+1, then u
′
i is special in F \ {u′′i } or in F \ {u′′i , u′i+1}.
Now suppose that wi−1,iu′′i ∈ E. Then if u′′i u′′i+1 ∉ E then u′′i is special in F \ {u′i}, and if u′′i u′′i+1 ∈ E then u′′i is special in
F \ {u′i, u′i+1} — a contradiction to Observation 4 which shows Claim 7. 
By Claims 5 and 7, each pair of edges ei, ei+1 has type 3 adjacency. Moreover, F contains at least one vertex from each ei,
i ∈ {1, . . . , k}, and at least one of these vertices u′i, u′′i is adjacent to both wi−1,i and wi,i+1 (if not, u′i or u′′i is special in F ). A
corresponding subset U containing exactly one vertex from each edge ei, i ∈ {1, . . . , k}, such that for all i ∈ {1, . . . , k}, the
vertex in U ∩ ei sees bothwi−1,i andwi,i+1 is an independent set.
By Claim 4 and since F is chordal, one also has that the set of verticeswi,i+1, i ∈ {1, . . . , k}, induce a connected subgraph
of F ; in particular, wi,i+1 is adjacent to wi+1,i+2. Let W be the set of these connecting vertices. Now U and W induce a (not
necessarily complete) sun in F , which, by Lemma 2, is a contradiction since G is supposed to be strongly chordal. This shows
Theorem 4. 
By Observation 3, Theorem 1, Lemma 1 and Theorem 4, we obtain:
Corollary 2. Let G be a strongly chordal graph. Then for all k ≥ 2, L(G)k is chordal and thus, the Maximum Distance-k Matching
Problem is solvable in polynomial time for strongly chordal graphs.
4.2. AT-free graphs and interval graphs
A graph is an interval graph if it is the intersection graph of a collection of intervals on the real line.
An asteroidal triple (AT) in a graphG is a triple of pairwise nonadjacent vertices v1, v2, v3 such that there is a path between
vi and vi+1 avoiding the neighborhood of vi+2, i ∈ {1, 2, 3} (index arithmetic modulo 3). A graph is AT-free if it contains no
asteroidal triple.
A famous result by Lekkerkerker and Boland is the following:
Theorem 5 ([37]). Graph G is an interval graph if and only if G is AT-free and chordal.
In [15], Chang defines LAT-free graphs which are a generalization of AT-free graphs, and shows that for LAT-free graphs,
the Maximum Distance-kMatching Problem is solvable in polynomial time for every fixed k ≥ 2. As corollaries, he obtains:
Corollary 3. If G is an AT-free graph then L(G)k is AT-free for every k ≥ 2.
Corollary 4. The Maximum Distance-k Matching Problem is solvable in polynomial time for AT-free graphs for every k ≥ 2.
In [16], it is shown that for AT-free graphsG and every k ≥ 2, Gk is a cocomparability graph. Since theMinimumDistance-
k Edge Coloring Problem in G corresponds to the Chromatic Number Problem in L(G)k, for AT-free graph G also L(G)k, k ≥ 2,
is AT-free and for cocomparability graphs, the Chromatic Number Problem is solvable in polynomial time, it follows:
Corollary 5. For even k ≥ 4, the Minimum Distance-k Edge Coloring Problem is solvable in polynomial time on AT-free graphs.
The problem seems to be open for k = 2 and k = 3 and for odd k ≥ 5.
It is known that every interval graph G is strongly chordal, and thus by Corollary 2, for every k ≥ 2, L(G)k is chordal. For
interval graphs, however, we have the following stronger result:
Corollary 6. If G is an interval graph then for every k ≥ 2, L(G)k is an interval graph.
Proof. Let G = (V , E) be an interval graph. By Corollary 2, for every k ≥ 2, L(G)k is chordal. By Corollary 3, L(G)k is AT-free.
Thus, by Theorem 5, L(G)k is an interval graph. 
The result of Golumbic and Laskar [29] for theMIMproblem on circular-arc graphs can be extended as follows: As already
mentioned, circular-arc graphs are nearly interval graphs and thus, for every k ≥ 2, the MDkM problem on circular-arc
graphs can be solved efficiently by using the antineighborhood approach (2) and by solving the MDkM problem on interval
graphs.
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5. Combining clique separators and modular decomposition
In this section,we showhow to combine the clique separator approach andmodular decomposition for efficiently solving
the MWIM problem on graphs.
Recall that a graph is an atom if it has no clique separator. In [47], Tarjan describes how clique separator decomposition of
graphs can be obtained efficiently and how various problems such as MWS and Chromatic Number can be solved efficiently
on graph G if they are efficiently solvable on the atoms of G. See also [48] for this approach. One can extend this approach
to the MWIM problem as well and obtains the subsequent Theorem 6.
The proof of Theorem 6 is obtained by slightly modifying the proof in Subsection 3.4 of [47].
Theorem 6. Given a hereditary graph class G, if MWIM can be solved for every atom of G in time T , then MWIM can be solved
for every graph of G in time O(nm · T ).
Proof. LetG be a graph ofG. Let TG be a tree obtained by the clique separator decomposition ofG as in [47]; then TG represents
a decompositionwith atmost n−1 atoms and can be determined in timeO(nm). If we can efficiently find amaximumweight
inducedmatching for the atoms of G, then we can efficiently find a maximumweight inducedmatching for the entire graph
G by using the following recursive approach: Let A, B, C be a vertex partition such that C is a clique, no edge joins a vertex
in A and a vertex in B, and G[A ∪ C] is an atom. We denote byw(I) the total weight of the edge set I .
Step 1. For each edge e in C∗ := {cb ∈ E | c ∈ C, b ∈ B ∪ C} (then C∗ contains all the edges of G[C]), determine a maximum
weight induced matching I(e) in G[A \ N(e)]. Determine a maximum weight induced matching I ′ in G[A].
Step 2. For each edge e in C∗, redefine the weight of e to be w({e}) + w(I(e)) − w(I ′). Find a maximum weight induced
matching I ′′ in G′′ = G[B ∪ C]with respect to the new weights.
Step 3. Define I = I(e) ∪ I ′′ if e ∈ I ′′ ∩ C∗, I = I ′ ∪ I ′′ if I ′′ ∩ C∗ = ∅.
As in [47], the correctness of the method is obvious. Concerning the computational complexity, we must solve O(m)
induced matching problems per atom for a total of O(nm) subproblems. 
The following result allows to combine clique separator decomposition andmodular decomposition for solving theMWS
problem (recall that a graph is prime if all its modules are trivial — thus a graph is a prime atom if it is prime and an atom).
Theorem 7 ([5]). Given a hereditary graph class G, if MWS can be solved for every prime atom of G in time T , then MWS can be
solved for every graph of G in time O(n3 · T ). 
We repeat the steps of [5] with opportune adaptations, in order to obtain a similar result for the MWIM problem and
consider the following slight modification of prime graphs to E-prime graphs.
A module of G is E-trivial if it is empty, a singleton, the set V , or an edge of G (i.e., it is formed by two vertices of Gwhich
are adjacent). Non-E-trivial modules of G are called E-homogeneous sets of G. Graph G is E-prime if it contains only E-trivial
modules.
Let G = (V , E) be a graph. Let G[Vi] be the subgraph of G induced by Vi ⊆ V .
If G has a clique cutset C ⊂ V , then G is decomposed into subgraphs G1 = G[V1] and G2 = G[V2], where V = V1 ∪ V2
and C = V1 ∩ V2. According to the method introduced in the proof of Theorem 6, if the MWIM problem for (each induced
subgraph of) G1, G2 can be solved in time T , then the problem for G can be solved in time O(m · T ).
If G has a E-homogeneous set H , then G is decomposed into subgraphs G1 = G[V1] and G2 = G[V2]where V1 = H and:
– if H is a stable set, then: V2 = (V \ H) ∪ {h} for some vertex h in H; also, for every vertex v ∈ V \ H adjacent to each
vertex of H in G, assignw(v, h) := max{w(v, t) | t ∈ H};
– if H is not a stable set, then: V2 = (V \ H) ∪ {h+, h−} for some edge (h+, h−) in H; also, assign w(h+, h−) := µ2,w(H);
also, for every vertex v ∈ V \ H adjacent to each vertex of H in G, assign w(v, h+) := max{w(v, t) | t ∈ H}, and
w(v, h−) := max{w(v, t) | t ∈ H}.
One can easily verify that given a decomposition of a graph into two graphs G1, G2 as above, if the MWIM problem for
(each subgraph of) G1, G2 can be solved in time T , then so can the problem for G.
According to the above two decompositions, one can recursively decompose G1 and G2 in the sameway, until one obtains
E-prime atoms (i.e., subgraphs which have no clique cutset and are E-prime). This decomposition can be represented by a
binary tree T (G) whose root is G, the two children of G are G1 and G2, which are in turn the roots of subtrees representing
the decompositions of G1 and G2. Each leaf of T (G) corresponds to an induced E-prime atom of G.
Similarly to Theorem 8 in [5], one can prove the following theorem.
Theorem 8. For any graph G, T (G) contains O(n2) nodes.
Proof. Wewill show that each internal node of T (G) can be labeled with a distinct 2-tuple (a, b)where a, b are two vertices
of G. We only need to label internal nodes that correspond to graphs with at least three vertices.
Let GX denote the induced subgraph of G that corresponds to an internal node X of T (G). If GX is decomposed by a clique
cutset C into two graphs G1,G2, then label X with (a, b) where a is any vertex in G1 \ C , and b is any vertex in G2 \ C; we
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say X is a node of type 1. If GX has a E-homogeneous set H , and G is decomposed into subgraphs G1 = G[V1] and G2 = G[V2]
where V1 = H and either V2 = (V \ H) ∪ {h} for some vertex h in H (if H is a stable set) or V2 = (V \ H) ∪ {h+, h−} for
some edge (h+, h−) in H (if H is not a stable set), then we label X with (a, b), where a is any vertex in V \ H , and b is either
a vertex in H \ {h} (if H is a stable set) or a vertex in H \ {h+, h−} (if H is not a stable set); we say X is a node of type 2.
To complete the proof one has to show that each internal node in T (G) has a distinct 2-tuple. This part of the proof is
identical to the corresponding part of the proof of Theorem 8 in [5]. 
Then one obtains the following result, where the time bound results from Theorem 8 and by the arguments concerning
decomposition by a clique cutset.
Theorem 9. Given a hereditary graph class G, if MWIM can be solved for every E-prime atom of G in time T , then MWIM can be
solved for every graph of G in time O(n2m · T ). 
In [34], modular decomposition has been used for solving theMIM problem on various graph classes. Theorem 9 together
with the antineighborhood approach enables us to solve the MIM problem efficiently for various subclasses of claw-free
graphs and of P5-free graphs which extends some results of [34] as well as to the classes described in [6,9] which generalize
chordal graphs.
6. The MIM and MDkM problems for (claw, net)-free graphs and variants
The MIM problem is known to be NP-complete on claw-free graphs. In this section we identify various subclasses of
claw-free graphs for which the MIM problem can be solved efficiently.
The claw (or complete bipartite graph K1,3) has four vertices a, b, c, d and three edges ab, ac and ad.
For i, j, k ≥ 1, let Ti,j,k denote the graph consisting of three vertex-disjoint-induced paths Qr , r ∈ {1, 2, 3}, with end
vertices ar and br such that the lengths of Qr are i, j, k, respectively, and the end vertices a1, a2, a3 induce a triangle. The
net is the special case T1,1,1, i.e., a graph consisting of three vertex-disjoint K2 such that three of the end vertices induce a
triangle.
In [34], it is shown that the Maximum Distance-2 Matching Problem is NP-complete on line graphs (which implies NP-
completeness on claw-free graphs) and is also NP-complete on Hamiltonian graphs. In this section, we start with (claw,
net)-free graphs (note that 2-connected (claw, net)-free graphs are Hamiltonian [20] — see also [3,33]). To this purpose we
use:
Lemma 3 ([2]). Every (claw, net)-free graph is nearly (claw, AT)-free.
This leads to Corollary 7 by using Observation 3, Corollary 3 and a polynomial time algorithm for MWS on AT-free
graphs [11,35].
Corollary 7. For every k ≥ 1, theMDkM problem is solvable in polynomial time on (claw, net)-free graphs.
For the MWIM problem, we extend Corollary 7 in the following way by combining the clique separator and the
antineighborhood approach.
Theorem 10. For (claw, T1,2,p)-free graphs, the MWIM problem can be solved in timemax{O(n2m2p+6),O(n4m9)}.
Theorem 11. For (claw, T0,3,p)-free graphs, the MWIM problem can be solved in timemax{O(n2m2p+7),O(n4m9)}.
The proofs of Theorems 10 and 11 are prepared and given below.
Let G = (V , E) be a graph. For any subset C ⊂ V let C+ be the set of vertices of G adjacent to both a vertex of C and a
vertex of N(C) (recall that N(C) is the set of all vertices missing C). The following Proposition 2 will be repeatedly used in
subsequent proofs.
Proposition 2. Let G = (V , E) be a connected claw-free graph and let C be an induced cycle Ck, k ≥ 4, in G with nonempty
N(C). Then for every v ∈ C+, v has exactly two neighbors on C, and these neighbors are consecutive on C.
Proof. Let v be any vertex of C+. Since v ∈ N(C) and G is claw-free, v has at least two consecutive neighbors on C . Since v
is adjacent to a vertex of N(C) and G is claw-free, v cannot have two non-consecutive neighbors on C . Then the proposition
follows. 
Definition 1. A graph G = (V , E) is a big rooted tree if:
(i) V admits a partition C(V ) = {V0, V1, . . . , Vk}where Vi is a clique for i = 0, 1, . . . , k;
(ii) there exists a rooted tree T = (V ′, E ′) with root r and a bijective function f : C(V ) → V ′ such that: f (V0) = r , and an
edge from a vertex of Vi to a vertex of Vj may exist only if there is an path in T , starting from r , which contains both f (Vi)
and f (Vj).
Let us say that the root of G is V0 and that the depth of G is equal to the depth of T , i.e., max{distT (r, l) | l is a leaf to T }.
Lemma 4. Let G = (V , E) be a big rooted tree of depth q. Then MWIM can be solved for G in time O(mq).
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Proof. The proof is by induction on q.
Let q = 1. ThenMWIM can be solved for G by solvingMWIM: (a) in G[N(e)] for every edge ewith at least one endpoint in
V0 (to compute a best solution over those containing an edge with at least one endpoint in V0); (b) in G[V \ V0] (to compute
a best solution over those containing no edge with at least one endpoint in V0). Since G is a big rooted tree, each of such
graphs is a collection of (disjoint) cliques. Then such steps can be executed in time O(m).
Let us assume that the assertion holds for 1, . . . , q− 1 and prove that it holds for q. Then MWIM can be solved for G by
solving MWIM: (a) in G[N(e)] for every edge ewith at least one endpoint in V0; (b) in G[V \ V0]. Since G is a big rooted tree,
each of such graphs is a collection of (disjoint) big rooted trees of depth at most q − 1. Then by the inductive assumption
such steps can be executed in time O(mq). 
Lemma 5. Let G = (V , E) be a connected (claw, T1,2,p)-free graph containing a Ck with k ≥ 6. Then MWIM can be solved for G
in time O(mk+p−1).
Proof. Let C be a Ck with k ≥ 6 of G, with vertices c1, . . . , ck and edges cici+1 for i = 1, . . . , k (index arithmetic
modulo k). 
Claim 8. G[C ∪ N(C)] can be partitioned into at most k cliques.
Proof. Let v be any vertex of N(C). Since k ≥ 6 and G is claw-free, v has at least one non-neighbor on C . Then there exist
two consecutive vertices of C , say ci−1, ci for some i = 1, . . . , k, such that v is nonadjacent to ci−1 and is adjacent to ci.
LetQi for i = 1, . . . , k be the set of vertices ofN(C) nonadjacent to ci−1 and adjacent to ci. Then by the previous paragraph
the sets {ci} ∪Qi for i = 1, . . . , k form a cover of C ∪N(C). Furthermore, since G is claw-free, such sets are cliques. Then the
claim is proved, since a partition can be easily obtained by the cover. 
Claim 9. Each component of G[N(C)] is a big rooted tree of depth at most p− 1.
Proof. Let H1 be a connected component of G[N(C)]. Since G is connected, there exists w ∈ C+ adjacent to some vertex of
H1. Let H ′1 = H1 ∩ N(w) and H ′′1 = H1 \ N(w). Since G is claw-free, H ′1 is a clique.
Let H2 be a connected component of G[H ′′1 ] (if H ′′1 is nonempty). Since H1 is connected, there exists w1 ∈ H ′1 adjacent to
some vertex of H2. Let H ′2 = H2 ∩ N(w1) and H ′′2 = H2 \ N(w1). Since G is claw-free, H ′2 is a clique.
Let H3 be a connected component of G[H ′′2 ] (if H ′′2 is nonempty). Since H2 is connected, there exists w2 ∈ H ′2 adjacent to
some vertex of H3. Let H ′3 = H3 ∩ N(w2) and H ′′3 = H3 \ N(w2). Since G is claw-free, H ′3 is a clique.
By proceeding in this way, one may generate a sequence of sets H1,H2,H3, . . . and of vertices w1, w2, w3, . . . (such
vertices induce a path, by construction). On the other hand, since by Proposition 2w has exactly two (consecutive) neighbors
in C , to avoid that G contains an induced T1,2,p formed by w, its two (consecutive) neighbors in C , other three opportune
vertices in C (this is possible since k ≥ 6) and the path w1, w2, . . . , wp, there must exist a connected component Hj, with
j ≤ p, such that H ′′j = ∅.
Then the above shows that G[H1] is a big rooted tree, with root H ′1, of depth at most p− 1. 
By Claim 8, G[C ∪ N(C)] can be partitioned into at most k cliques, say Q ∗1 , . . . ,Q ∗k . For i = 1, . . . , k, letM(Q ∗i ) be the set
of edges of G with at least one endpoint in Q ∗i . Then for every induced matching I of G[C ∪ N(C)] one has |I ∩ M(Q ∗i )| ≤ 1
for i = 1, . . . , k. Then the family I of induced matching of G[C ∪ N(C)] contains at most O(mk) elements. Then MWIM can
be solved for G by solving MWIM: (a) in G[N(C) \N(I)], for every I ∈ I (to compute a best solution over those containing an
edge of G[C ∪ N(C)]); (b) in G[N(C)] (to compute a best solution over those containing no edge of G[C ∪ N(C)]). By Claim 9
and Lemma 4 this can be done in time O(mk+p−1). 
Lemma 6. Let G = (V , E) be a connected (claw, T1,2,p)-free atom. Then G is nearly Ck-free for k ≥ p+ 5.
Proof. By contradiction let C be a Ck with k ≥ p+ 5 in G[N(v)] for some vertex v of G. Then N(C) ≠ ∅ (and C+ ≠ ∅, since
G is connected). By Proposition 2, each vertex of C+ has exactly two (consecutive) neighbors on C: then each vertex of C+
belongs to a T1,2,p of Gwhich involves p+ 4 vertices of C . 
Lemma 7. Let G = (V , E) be a connected (claw, Ck)-free atom, with k ≥ 6. Then G is nearly C5-free.
Proof. By contradiction let C with vertices {c1, c2, c3, c4, c5} and edges cici+1, 1 ≤ i ≤ 5, be a C5 in G[N(v)] for some vertex
v of G. Then N(C) ≠ ∅ (and C+ ≠ ∅, since G is connected). By Proposition 2, each vertex of C+ has exactly two (consecutive)
neighbors on C .
Let C+(v) be the set of vertices u of C+ such that there exists in G[(V \ (C ∪ N(C))) ∪ {u}] a path from u to v. Since G
is connected, C+(v) ≠ ∅ and C+(v) is a separator for G (i.e., v belongs to a component of G[V \ C+(v)] not containing C).
Then, since G is an atom, C+(v) is not a clique. Then there exist two nonadjacent vertices a, b ∈ C+(v) and two paths in
G[(V \ (C ∪ N(C))) ∪ {a, b}] from v to respectively a and b. Let P be a shortest path in G[(V \ (C ∪ N(C))) ∪ {a, b}] from a
to b (such a path does exist by the previous sentence).
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Assume without loss of generality that a is adjacent to c1 and c2. The following cases, each of which leads to a
contradiction, are exhaustive by symmetry. If b is adjacent to c1 and c2, then a claw arises. If b is adjacent to c2 and c3,
then a, P, b and C \ {c2} form a Ck with k ≥ 6. If b is adjacent to c3 and c4, then a, P, b and C \ {c2, c3} form a Ck with
k ≥ 6. 
Lemma 8. Let G = (V , E) be a connected (claw, Ck)-free atom, with k ≥ 5. Then G is nearly C4-free, i.e., G is nearly chordal.
Proof. The proof is similar to that of Lemma 7. 
Lemma 9. Let G = (V , E) be a connected (claw, Ck)-free atom, with k ≥ 6. Then MWIM can be solved for G in time O(n2m6).
Proof. By Theorem 6, it is sufficient to show that MWIM can be solved for every atom of G in time O(nm5). Let A be any
atom of G. According to the antineighborhood approach, it is sufficient to show that MWIM can be solved for A[N(e)] in time
O(nm4), for every edge e of A.
Let e be any edge of A. By Lemma 7, A[N(e)] is C5-free, i.e., A[N(e)] is (claw, Ck)-free with k ≥ 5. Then by Lemma 8 the
atoms of A[N(e)] are nearly C4-free, i.e., they are nearly chordal. Then by Proposition 1 MWIM can be solved for every atom
of A[N(e)] in time T = O(m3) (via the antineighborhood approach). Then by Theorem 6MWIM can be solved for A[N(e)] in
time O(nm · T ) = O(nm4). Then the lemma is proved. 
Proof of Theorem 10. By Theorem 6, it is sufficient to show that MWIM can be solved for every atom of G in time
max{O(nm2p+5),O(n3m8)}. Let A be any atom of G. According to the antineighborhood approach, it is sufficient to show
that MWIM can be solved for A[N(e)] in time max{O(nm2p+4),O(n3m7)}, for every edge e of A.
Let e be any edge of A. By Lemma6, the atoms of A[N(e)] are (claw, Ck)-free for k ≥ p+5. Now let B be any atomof A[N(e)]:
if B contains a Ck for k = 6, . . . , p+4 (this can be checked in timeO(np+4)), thenMWIM can be solved for B in timeO(m2p+3)
by Lemma 5; if B contains no Ck for k = 6, . . . , p+ 4 (and thus B contains no Ck for k ≥ 6), then MWIM can be solved for B
in time O(n2m6) by Lemma 9. Then MWIM can be solved for every atom of A[N(e)] in time T = max{O(m2p+3),O(n2m6)}.
Then by Theorem 6, MWIM can be solved for A[N(e)] in timeO(nm · T ) = max{O(nm2p+4),O(n3m7)}. Then the theorem is
proved. 
Let us conclude by giving an outline of the solution algorithm.
Algorithm 1. Given: A (claw, T1,2,p)-free graph G = (V , E)with edge weight functionw.
Task: Find a maximum weight induced matching of G.
(a) Decompose G into atoms with respect to clique separators in order to apply Theorem 6.
(b) For every atom A and for all edges e ∈ E(A), determine the atoms of G[N(e)] with respect to clique separator
decomposition. By Lemma 6 such atoms are Ck-free for k ≥ p+ 5.
(c) For each atom B of G[N(e)]: if B contains a Ck for k = 6, . . . , p+ 4, then determineµi,w(B) by Lemma 5; if B contains no
Ck for k = 6, . . . , p+ 4 (i.e., B contains no Ck for k ≥ 6 by the previous step), then determine µi,w(B) by Lemma 9.
(d) Combine the values ofµi,w(B) for all atoms B ofG[N(e)] along the clique separator tree as in [47], according to Theorem6,
in order to determine µi,w(A) of the atom A of G.
(e) Combine the values of µi,w(A) for all atoms A of G along the clique separator tree as in [47] according to Theorem 6 in
order to determine µi,w(G).
Proof of Theorem 11. For (claw, T0,3,p)-free graphs, theMWIM problem can be similarly solved. In fact: Lemma 6 still holds
replacing T1,2,p by T0,3,p, and k ≥ p + 5 by k ≥ p + 6; Lemma 5 still holds replacing T1,2,p by T0,3,p; then Theorem 10 still
holds replacing T1,2,p by T0,3,p, and max{O(n2m2p+6),O(n4m9)} by max{O(n2m2p+7),O(n4m9)}. 
7. Conclusion
In this paper,we have shown that for every k ≥ 1, theMD(2k+1)Mproblem isNP-complete on chordal graphs.Moreover
we show that for any strongly chordal graph G, L(G)3 is chordal which implies that for every k ≥ 2, L(G)k is chordal and
thus, the MDkM problem on strongly chordal graphs can be solved efficiently. We note that for interval graphs G, for every
k ≥ 2, L(G)k is an interval graph.
The antineighborhood approach, combined with clique separators and modular decomposition, is fruitful for various
examples. Moreover we show that for (claw, net)-free graphs, the MDkM problem is efficiently solvable. This contrasts to
theNP-completeness of theMIM problem for line graphs and thus for claw-free graphs [34]. Moreover we extend the result
for (claw, net)-free graphs to some larger subclasses of claw-free graphs which still admit polynomial time algorithms for
the MWIM problem.
It should bementioned that the aspect of clique-width is important also in this context; since for every fixed k, theMDkM
problem can be formulated in Monadic Second Order Logic without edge predicates, it is efficiently solvable on every graph
class of bounded clique-width — see the corresponding discussion in [34]. A good example is the class of ptolemaic graphs:
The gem consists of a P4 and a fifth vertex seeing all vertices of the P4. G is a ptolemaic graph if it is gem-free and chordal.
By a result of Golumbic and Rotics [31], the clique-width of ptolemaic graphs (and more generally, of distance-hereditary
graphs) is at most 3, and thus, for ptolemaic graphs, the MDkM problem is efficiently solvable. For other examples of such
classes see [7] where it is shown, for example, that also the clique-width of co-gem-free chordal graphs is bounded.
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