New modulation equations for hexagonal patterns in reaction-di usion systems are derived for parameter regimes corresponding to the onset of patterns. These systems include additional nonlinearities which are not present i n R a yleigh-B enard convection or Swift-Hohenberg type models. The dynamics of hexagonal and roll patterns are studied using a combination of analytical and computational approaches which exploit the hexagonal structure of the modulation equations. The investigation demonstrates instabilities and new phenomena not found in other systems, and is applied to patterns of ame fronts in a certain model of burner stabilized ames.
Introduction
Instabilities in many physical or chemical systems often lead to spatio-temporal patterns. Typical systems in which these patterns occur include convection 1 -2 , chemical reactions 3 -5 , and nonlinear optics 6 . These patterns usually occur as the superposition of periodic waves of some component of the system, such as temperature or concentration. Borrowing the terminology from convection studies, a single such w ave is usually called a roll. Near the onset of instabilities, the dynamics of the periodic waves are well described by amplitude equations for their envelopes. These amplitude equations are used to study the modulations and instabilities of the patterns. Also, the computation of pattern dynamics is often more straightforward using modulation equations rather than the full system, as, for example, in the study of patterns on a reaction front in 7 . Perfect hexagonal patterns appear as the superposition of three roll solutions with wave vectors at 120 . Modulation equations for hexagonal patterns in general reaction-di usion models typically include additional nonlinear terms, which describe instabilities and new phenomena not studied in Rayleigh-B enard convection models 8 or Swift-Hohenberg type models 9 . In this paper we derive new evolution equations for modulated hexagonal patterns in general reaction-di usion systems. These equations are written in a form in which the hexagonal symmetries are apparent. That is, the new coordinates are X 1 , X 2 , and X 3 , X 1 = X; X 2 = , 1 2 X + p 3 2 Y; X 3 = , 1 2 X , p 3 2 Y; 1.1 where X;Y = ,1 x; y are the usual two-dimensional Cartesian coordinates. Then the coupled evolution equations for the amplitudes A j X 1 ; X 2 ; X 3 , j = 1 ; 2; 3 of the three rolls are A j = aA j + cA k A l + dA j j j + bA j jA j j 2 + f A j jA k j 2 + jA l j 2 +ih 1 A k A l j + ih 2 A k k A l + A l l A k ; 1.2 for permutations of j; k; l = 1; 2; 3: The subscripts j for j = 1; 2; 3 denote di erentiation along the direction X j , that is, in the direction of the wave vector for roll j, @ @ j = @ @X j , 1 2 @ @X k , 1 2 @ @X l : 1.3 For some of the phenomena studied, we will also consider modulations to roll j in the direction orthogonal to X j that is, modulations along the roll. The di erence between these modulation equations and those studied in 9 -10 are the terms with coe cients h 1 , h 2 , referred to as nongradient terms 2 or non-potential terms, as discussed further at the end of Section 2 and in 11 , 12 , and 13 . We shall employ a combination of analytical and computational approaches which exploit the hexagonal structure of the modulation equations to determine the stability and dynamics of patterns. We use a pseudo spectral numerical algorithm on a hexagonal grid that allows the removal of unwanted boundary e ects that arise from a rectangular mesh, as used in 10 .
The analysis and computations demonstrate the stability di erences between a general reaction di usion system and previously studied evolution equations for certain convection problems 2 , 9 -10 . In the reaction-di usion systems we consider, there are additional instabilities of both roll and perfect hexagons, which are also observed in Marangoni convection 12 -14 . There are also other stable modulated two dimensional patterns which are a combination of rolls and hexagons, sometimes referred to as general hexagonal patterns. The computational results validate and complement the stability criteria obtained analytically.
In the linear stability analysis we perturb the three rolls forming the hexagonal pattern with the same small wave number. We call such perturbations symmetric", in contrast to the more general asymmetric" case of di erent wave number perturbations for each roll. Although such asymmetric perturbations are analytically less tractable, we observe numerically that in the case of h 1 6 = 0 and h 2 6 = 0, they lead to observable instabilities. These instabilities are important since they may occur in parameter ranges where the pattern is stable to symmetric perturbations. The application of these methods is demonstrated for a general reaction-di usion system and in the speci c problem of a burner-stabilized ame front 7 which has the important features of the general system.
The modulation equations
We consider the general reaction-di usion system, as motivated by various models such as 4 , 15 real. We assume that m 2. We assume that f0 = 0, so that there is a basic uniform state ofũ = 0 . Then one can consider a perturbationũ = u 6 = 0 to this basic state, such as the deviation from a chemical reaction in which the species are kept constant and uniform in space and time, as in the Brusselator model 16 . In the study of a pattern on a reaction front, one can consider u as the deviation from a planar front 7 .
The parameter is a control parameter; for values of above a critical value c , the basic stateũ 0 loses stability to a periodic solution. To determine conditions for the instability of the basic solution and the types of solutions which appear as a result of the instability, we linearize 2. 1 For 0 all eigenvalues have negative real parts.
2 For = 0 and jkj = k c 6 = 0, there exists an eigenvalue = 0, and all other eigenvalues have negative real parts.
3 For a range of 0 there is a range of wave numbers k , jkj k + such that for each jkj in this range there exist an eigenvalue k 1 ; k 2 ; 0 and 0 for jkj outside that range. In addition, the real parts of all other eigenvalues are negative.
These assumptions indicate that the basic solution, which is stable for 0, loses its stability when passes through the critical value c = 0 via a steady bifurcation. There exists a continuous band of wave numbers of perturbations for the instability region 0.
The curves k form the neutral stability curve which has a minimum at jkj = k c , which corresponds to the rst unstable mode as is increased above c . In the following analysis we consider systems near critical, that is , c = O p where 1, p 0. In studying the patterns in this regime, one can consider any superposition of modes as a solution for u. We are interested in patterns for which the interaction between the modes are strongest, the simplest of these being hexagonal patterns. Evolution equations for the slowly varying modulations or rolls have been used to study the stability of two-dimensional patterns and the propagation of defects in patterns in convection 2 and in reaction di usion kinetics 3 . Here, we derive these amplitude equations for the general setting of 2.6. At the end of this section we compare the form of these amplitude equations with related work.
Near criticality 1, we de ne a small parameter 1 = 2 2 + : : : :
2.12 Also, the solution u is small and we expand as u u 1 + 2 u 2 + 3 u 3 + : : : : 2.26 where l; m; n = 1; 2; 3 and cyclic permutations give us the three amplitude equations. Of course, these are not the full evolution equations for R j , j = 1; 2; 3. As is well known from symmetry considerations see, for example, 1 in the case when the modulations are temporal only, the correct amplitude equations include cubic terms. In the context of deriving the evolution equations from a perturbation expansion, including cubic terms corresponds to including higher order terms, that is, those obtained from the solvability conditions 2.25 and from the next order 7 . From a dynamical point of view, the cubic terms play the role of stabilizing the hexagonal pattern which bifurcates subcritically from the basic state.
This complication is not encountered in the derivation of evolution equations in the context of Rayleigh-B enard convection. In that application, the symmetries are such that the coe cient c 0 = 0 in 2.25. If the coe cient c 0 = 0, then it is appropriate to consider modulations on the time scale only, so that R j T = 0. Then the solvability conditions 2.25 are automatically satis ed, and the evolution equations will be given by the solvability conditions at O 3 . This is the procedure used in 2 . In many applications c 0 6 = 0 3 , 7 , so that the solvability condition at O 2 is combined with the O 3 solvability condition to obtain the correct evolution equations, as we discuss below. Regardless of the value of c 0 , we determine u 2 which is used in the higher order equations. We shall do this for the case c 0 6 = 0, since this is the general case for reaction-di usion equations.
The rest of the derivation is straightforward, and is outlined in Appendix A. After solving for u 2 A.3, we substitute in r 3 and apply the solvability condition 2.24. This yields solvability conditions of the form S j T + R j = aR j + c 0 S k R l + R k S l + dR j j j + bR j jR j j 2 + f R j jR k j 2 + jR l j 2
2.27 and j; k; l = 1 ; 2; 3 with cyclic permutations to obtain the three solvability conditions. Since R j , j = 1 ; 2; 3 are the amplitudes corresponding to the homogeneous part of u 1 and S j is the amplitude for the homogeneous part of u 2 , we combine the solvability condition from O 2 and O 3 in an equation for A j = R j + S j for j = 1 ; 2; 3, A j T + A j = aA j + c 0 + c 1 A k A l + dA j j j + bA j jA j j 2 + fA j jA k j 2 + jA l j 2
2.28
Truncating at O and writing c 0 + c 1 = c,@^ = @ T + @ ,b = b, and similarly for a, f; d; h 1 ; and h 2 , we obtain 1.2 after dropping the hats. These equations are written in a form in which the hexagonal symmetries are apparent, using 1.3. These equations describe the dynamics of modulated hexagonal patterns, as discussed further in Section 3.1. In Section 3.2 we use 1.2 to determine the stability of rolls to hexagonal perturbations. To describe instabilities to other perturbations, such as the zigzag instability to perturbations transverse to the rolls, it is necessary to include higher order derivative terms, corresponding to modulations along the rolls. In this case, the term dA j j j in 1.2 is replaced by d @ j + 2ikc @ 2 j 2 A j see 1.5. This is discussed further in the following section.
We comment on the fact that the terms in 2.28 come from O 2 solvability conditions and the O 3 solvability condition, so that there is a factor of in front of some of the terms.
As mentioned above, the cubic terms such as bA j jA j j 2 and f A j jA k j 2 + jA l j 2 are crucial in describing the stability of hexagons, since these nonlinear interactions stabilize the hexagonal patterns which bifurcate subcritically from the uniform state. These terms are obtained from the solvability conditions at O 3 , that is, at the next higher order from 2.25. Therefore, for consistency, we include all terms obtained from the solvability conditions at that order.
In the case of c 0 6 = 0 in 2.25, we obtain the terms ih 1 A k A l j and ih 2 A k k A l + A l l A k in the amplitude equations. As shown in the following stability analysis and computations, these terms also have an e ect on the stability of the patterns.
Since there is a coe cient of in the equations 2.28 we discuss how these terms may bebalanced. The coe cient c 0 can take small values, so that all terms may beof the same order for certain physical parameter values. In this case, as in the case when c 0 = 0 in 2.25, one can set c 0 = c, and allow A to be a function of the slow time only, not of T. In general for c 0 = O1, one applies the method of 15 to combine contributions at di erent orders, as shown above. In 15 this approach w as used to study mean eld e ects described by evolution equations which include higher order terms. In the case when the additional higher order terms describe instabilities or stability not determined from the lower order equations, these terms must beincluded. This is the case in this paper, as well as in 15 .
The main di erence between 1.2 and the evolution equations studied in 3 and 10 are the nonlinear terms with coe cient h j , the nongradient terms. Envelope equations with nongradient terms have also been derived for Rayleigh-B enard convection models. In the context of nonequilteral hexagonal patterns h 1 = 2h 2 In the stability analysis below w e consider symmetric perturbations to perfect hexagons and rolls for arbitrary coe cients in 1.2. Stability of these patterns to other types of perturbations and the stability of nonequlilateral hexagons has been studied in 14 . In 12 the stability was considered for coe cients consistent with Marangoni convection. In the case when h 1 = h 2 = 0, as in 3 and 10 , it is useful to consider A j = r j e i j . With the assumption that the amplitude evolves adiabatically with the phase it is possible to derive phase equations for j describing the hexagonal patterns, thus reducing the complexity o f t h e stability analysis 9 -10 , 17 . When h 1 6 = 0 and h 2 6 = 0 , there are additional complications in these coupled phase equations so that it is not necessarily advantageous to pursue such an approach.
Stability
In this section we consider the stability analysis of simple nite amplitude solutions to 1.2. We rst consider the stability of perfect hexagons to long wave perturbations, and then the stability of a single roll to general perturbations. In both cases we show that when h 1 ; h 2 are nonzero, there are new stability constraints. The analysis uses 1.2, without transformations which normalize some of the coe cients. This allows a comparison with previous analyses, such as 7 and 10 , to understand the e ects of the additional quadratic terms. we obtain stability conditions for the regular hexagonal patterns in terms of the eigenvalues of the matrix given in Appendix B. That is, the regular hexagons are stable to small perturbations for Re 0. The perturbations in 3.35 are symmetric in the sense that the three rolls are modi ed by the same wave n umber 1 , 2 . This corresponds to perturbing the hexagonal pattern as a whole with a long wave modulation.
We consider the limit of long wave perturbations, i.e. 1 Figure 2 . In Figure 2a , the stability region is shown for h 1 = h 2 = 0, the case of Rayleigh-B enard convection or Swift-Hohenberg-type models. In Figure 2b , the stability region is shown when nongradient nonlinearities in uence the pattern dynamics. Figure 3 shows the region in the a-q plane for which rolls are stable to hexagonal perturbations. We note that most of this region corresponds to q 0. However, for q 0 rolls are unstable to transverse perturbations, the so called zigzag instability. As discussed in Section 2, this instability can beobserved using the equations 1.5 instead of 1.2.
Burner-stabilized Flames
In this section we consider a three dimensional model of burner-stabilized ames, in which the ame is treated as a two-dimensional surface. Then, two dimensional patterns of this surface see 4.59 below can be studied with the methods discussed in Section 2. The model we employ is a straightforward extension to three dimensions of the two dimensional models used in 19 and 20 , and the details are given in 7 . As discussed in 7 and 20 , an analysis based on this model has no restriction on the wavelength of the pattern, in contrast to the analyses of 21 and 22 which consider only long wavelength instabilities.
We mention a few of the aspects of this model which are pertinent to the following discussion. The burner is modeled as a heat sink 23 , with assumptions of weak thermal expansion of the gas and large activation energy. Then the reaction zone is a narrow region of width O1=Z, where Z is the nondimensional Zeldovich n umber, which is proportional to the activation energy and typically large in combustion models Z 10. For large Z, A s Z ! 1 , this zone can be approximated by a front whose location is given by x 3 = t; x 1 ; x 2 : 4.45
We employ nondimensional cartesian coordinates x 1 ; x 2 ; x 3 , with the burner located at x 3 = 0. We also assume that there is a single de cient component of the reaction so that only its mass fraction evolves, while the mass fractions of all other components are so abundant that they can be considered to be constant. The reaction-di usion model is based on perturbations expansions in powers of Z ,1 of the nondimensional temperature T and the mass fraction Y of the de cient component. The Lewis number L, which is the ratio of thermal to mass di usivities, is assumed to beclose to unity and the coe cient H describing heat loss to the burner is assumed to be small. Then L and H are scaled as
Employing a coordinate system which moves with the ame front where Wz and V z are given in C.8-C.9 with , k, and ! replaced by c , k c , and zero, respectively, and e 1 , e 2 and e 3 are as in 2.15. Since we perform our analysis in the neighborhoodof the local maximum c ; k c of the neutral stability curve, all other modes decay exponentially in time. At this order the complex coe cients R n T ; ; Y ; Z n = 1 ; 2; 3 are undetermined.
We proceed as in Section 2 to determine the amplitude equations for R n . The nonzero inhomogeneous terms r j1 , r j2 , j0 , j1 , j2 , j3 , j4 for j = 1 ; 2; 3 are given in 7 for the case of no spatial modulations R j is a function of only. Here, there are additional terms from the spatial derivatives.
The solvability condition is applied, as in 2. For j = 3 we apply the solvability condition to obtain the amplitude equations 2.28. The graphs of the coe cients for K = 1 are given in Figures 4a and 4b . Accordingly, the stability region for perfect hexagonal patterns on the reaction front is given in Figure 5 for these parameter values. We note that it is necessary to take c = c 0 = to account for the fact that the terms in the amplitude equation are obtained from two solvability conditions at di erent orders, as in 2.28. 
Numerical experiments
In this section we present numerical computations of 1.2 and 1.5. These experiments demonstrate the new behavior described by the evolution equations 1.2 in the general model of Section 2 and for the application of Section 4. The method used to solve the amplitude equations is described in detail in Section 6. In the gures we present the actual pattern u 1 de ned in 2.14. In doing so, we m ust choose the critical wavenumberk c discussed in Section 2. For a particular application of the form 2.6 one has to calculate this wavenumber. For our purposes we choose an appropriate k c for the general model and calculate k c for the model of burner stabilized ames. Since the modulations equations 1.2 and 1.5 govern slow modulations of the rolls, k c q max where q max is the highest Fourier mode resolved by our numerical scheme. This is consistent with the form of 2.14, since R j gives a slowly varying modulation to the pattern with wave numberk c . The gures shown are approximately the size of the computational domain in the X;Y plane recall that the computational domain is hexagonal. The computations validate the stability analysis of Section 4 and demonstrate additional instabilities to asymmetric perturbations occurring for h 1 ; h 2 6 = 0 and parameter ranges for which the pattern is stable to symmetric perturbations. Figure 6 shows the evolution of 1.2 for a case in which the initial rolls would be Eckhaus stable if h 1 = h 2 = 0. According to Figures 3a, ref g3b , these rolls are unstable. This is con rmed by the computation, in which the nal state consists of asymmetric hexagons, that is, hexagons of the form 2.14, for which the modulations R j are not all equal. In the notation of 6.5 the nal state has most of the energy in b 1 2;0 , b 2 4;0 , b 3 3;1 . Since the fast variation in the gure is due to k c , this asymmetry is not immediately apparent. Figure 7 shows the evolution of 1.2 for a case where the initial hexagons are unstable according to Figure 1 . For h 1 = h 2 = 0 such hexagons would bestable. Here the solution does not seem to reach a uniform nal state, but a state in which a patch of irregularities coexists with a region hexagons. Figure 8 corresponds to the evolution of 1.5 for a roll which is stable according to the calculations performed in Section 3, but with 6 = 0 is zig zag unstable in 1.5. The zig zag instability i s not apparent since there are other asymmetric perturbations that grow faster. If the run is repeated with h 1 = h 2 = 0 then the zig zag instability is observed. The nal pattern is composed of perfect hexagons. We have not performed a systematic study of the appearance of asymmetric instabilities as h 1 and h 2 are varied. For certain values of h 1 and h 2 the zig-zag instability i s still observed. Figure 9 shows the evolution of 1.2 for the model of burner-stabilized ames discussed in Section 4. The coe cients in the evolution equations are determined for m = :7 and K = 1. This choice of parameters is representative of a range of values of m and K for which the analytical stability results are similar. In this case a perfect hexagonal pattern, which is stable under symmetric perturbations, is perturbed asymmetrically. The pattern is unstable to this perturbation, and Figure 9 shows the evolution to a stable asymmetric hexagonal pattern.
Numerical method
The equations 1.2 and 1.5 were solved numerically using spectral di erences in space and nite di erences in time. The method used di ers from previous methods in two important ways, which improve accuracy and speed. Since these improvements are applicable to a large class of problems, we explain them in detail here.
Consider the equations 1.2. They are usually written in the form @R j @ = L j @ X ; @ Y R j + N j R j ; R k ; R l ;
6.1 where permutations of j; k; l yield the three amplitude equations, and repeated indices no longer denote summation. For numerical purposes, the linear operators L j may contain any combination of X;Y derivatives, and the nonlinear term N may also contain terms where R j ; R k ; R l are di erentiated. In integrating 6.1, one is interested in the dynamics of one or a few adjoining hexagons recall that these equations govern long modulations of some hexagonal solution with wavenumberk c in 2.15. To simplify the computations, the solution is usually assumed periodic in X;Y. Then, to minimize the e ects of a rectangular domain on solutions with hexagonal structure, one must make the rectangular computational domain large enough so that the central hexagons are una ected by the boundaries.
To overcome this problem we choose to solve the equations with the hexagonal symmetry apparent 1.2,1.5, and assume that the solutions are periodic in X 1 ; X 2 ; X 3 . Those Figure   5 . For su ciently large asymmetric perturbations, the pattern destabilizes and evolves to an asymmetric hexagonal pattern. The snapshots are at times t = 0, t = 35, and t = 250. The shading variation corresponds to the variation of u 1 in 2.14.
equations have the general form @R j @ = L@ j ; @ j R j + NR j ; R k ; R l :
Considering X 1 ; X 2 ; X 3 as independent variables, we can solve 6.2 with periodic boundary conditions on X 1 ; X 2 ; X 3 that is, solving the equations on the 3-torus. This increases the dimension for the problem by one, but it is easy to show that it does not increase the computational work for a given resolution in the X;Y plane. The method does, nevertheless preserve the hexagonal symmetry of the problem, and is equivalent to integrating the problem on a hexagonal grid in space. The nonlinear term N in 6.7 is computed in real space. If N contains terms where R j ; R k ; R l are di erentiated, these derivatives are rst computed in the Fourier domain before computing N.
We now use an integrating factor to eliminate the linear part of 6.7. De ningR j = S j K; eL j , equation 6.7 becomes dŜ j d = e ,L j F f N g : 6.9 If one considers the initial value problem on a periodic domain 3-torus, and discretizes X 1 ; X 2 ; X 3 with N N N points, then equation 6.9 becomes a set of N 3 rst order, ordinary di erential equations for the amplitudes of the Fourier modes. Thus, 6.9 can now beintegrated in time with a standard nite di erence method such as Runge Kutta.
The greatest advantage of using 6.9, is that the linear part is integrated exactly clearly, if N = 0 , w e recover the exact solution to the partial di erential equation 6.1. Thus, this method has no stability restrictions arising from the linear operators in 6.1.
Conclusion
We h a ve derived new evolution equations for hexagonal patterns in general reaction-di usion models 1.2. These equations are obtained using a perturbation expansion in which the new non-gradient terms appear at the same order as the usual cubic terms which stabilize the bifurcating hexagonal pattern. We study the new instabilities described by these nonlinearities using both analytical and computational methods. A stability analysis gives the stability criteria for perfect hexagons and rolls, which are con rmed by the computations. Furthermore, we demonstrate computationally that there are other stable patterns composed of both rolls and hexagons. The numerical method is based on the hexagonal structure of the equations, thus removing boundary e ects that can arise from a rectangular grid. We have computed these patterns for both a general reaction-di usion system and a speci c model of burner-stabilized ames. These results show a rich v ariety of modulated two dimensional patterns described by these evolution equations. The basic mode of 4.50-4.51, for which we study the evolution has components 
