Abstract-Realizing on-demand media streaming in a Peer-to-Peer (P2P) fashion is more challenging than in the case of live media streaming, since only peers with close-by media play progresses may help each other in obtaining the media content. The situation is further complicated if we wish to pursue low aggregated link cost in the transmission. In this paper, we present a new algorithmic perspective toward on-demand P2P streaming protocol design. While previous approaches employ streaming trees or passive neighbor reconciliation for media content distribution, we instead coordinate the streaming session as an auction where each peer participates locally by bidding for and selling media flows encoded with network coding. We show that this auction approach is promising in achieving low-cost on-demand streaming in a scalable fashion. It is amenable to asynchronous, distributed, and lightweight implementations, and is flexible to provide support for random-seek and pause functionalities. Through extensive simulation studies, we verify the effectiveness and performance of the proposed auction approach, focusing on the optimality in overall streaming cost, the convergence speed, and the communication overhead.
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INTRODUCTION
I N this paper, we consider the problem of on-demand streaming of popular stored media files to clients on the Internet. Client requests for the same media may be asynchronous, and furthermore, clients may request playback from any position in the content and also engage in interactive operations such as pause and random-seek. In the conventional approach to media-on-demand, a separate unicast channel is allocated by the server for each client request. With this approach, the required number of server channels grows linearly in the client request rate, and the video server soon becomes the bottleneck.
Several solutions have been proposed to address the aforementioned scalability issue. One approach is to reduce the demands on server (and network) bandwidth by applying the "pull" strategy of caching media files, or portions thereof, at sites closer to the requesting clients. Alternatively, the "push" strategy of replicating media files at sites closer to requesting clients may be applied [3] , [35] . These solutions only partially address the problem; in extreme cases, these strategies may serve to only shift the load from the server to the proxies. Complementary to these infrastructure-based content distribution solutions are the scalable streaming proposals such as periodic broadcasts [28] , [37] , patching [9] , [10] , and streaming merging [20] . The basic idea behind these server-side solutions is to enable aggregation of client requests, wherein a large number of asynchronous client requests for a media file are served using a few multicast streams.
The limited deployment of IP multicast due to operational problems has resulted in considerable work on solutions that simulated multicast at the application layer. The scalable streaming protocols discussed above may be deployed, for example, with application layer multicast solutions that employ specialized overlay networks. Another option is to leverage the Peer-to-Peer (P2P) content distribution framework for on-demand media streaming. This approach has been widely used for efficiently downloading large files and enabling live streaming [4] , [11] , [39] , [40] , and more recently, for media-on-demand applications [23] . Using the P2P framework has inherent advantages because the system scales with demand as more clients provide increased bandwidth, storage, and computational capabilities.
These previous streaming protocol designs focus on system scalability and do not explicitly consider link cost. We argue that minimizing the aggregated link cost in media flow transmission is desired, since it, in general, leads to streaming paths with better quality. Application layer link cost can be defined upon end-to-end delay, packet loss rate, or a combination thereof. For instance, minimizing total transmission delay implicitly clusters peers situated in close proximity. Besides improving delay latency experienced by each peer, it also reduces bandwidth consumption. Minimizing packet-loss-rate-based cost translates into stable throughput, less retransmission overhead, and higher perceived media quality. Therefore, we set both scalability and low aggregated link cost as the design goals of our on-demand streaming system. In particular, we wish to make sure that the cost minimization incurs minimal computation and communication overhead, so as not to sacrifice system scalability.
In this paper, we design a set of distributed algorithms that act in concert at the application layer to realize ondemand media streaming in a scalable fashion at a low cost with the assistance of network coding [1] , [21] , [32] . Our algorithms can be divided into three sublayers: mesh building, flow auction, and code construction. The mesh building module maintains an acyclic overlay mesh of participating peers, in approximate order of their relative media playback progress. The acyclic property helps reduce algorithm complexity, while the playback progress ordering ensures that neighbor peers in the mesh may help each other in obtaining the media content using their buffer. The flow auction and code construction modules together replace traditional multicast tree algorithms. Encoded media flows are routed along the mesh through "auctions." Each peer is guaranteed to receive a set of innovative flows, from which the original media flows are recovered for playback. A flow is innovative if it is not a linear combination of existing flows. The auction module ensures that good quality links are utilized in flow routing by minimizing aggregated link cost in the transmission. The auction solution subsumes tree-based approaches and may achieve lower overall cost. It also saves the overhead in constructing and maintaining capacity-disjoint trees. Compared with network-flow-based routing solutions [46] , [30] , [33] , the auction approach has much lower computational complexity, and is more amenable to practical implementations.
The three sublayers of algorithms are relatively independent of each other. Changes in implementation details of one sublayer do not affect the functionality of the other two. For example, the entire streaming system still functions if the flow auction module is replaced with min-cost network flow computation, or if the code construction module is replaced with flow-to-tree decomposition. The performance of the integrated algorithm set, however, may vary. This implies abundant flexibilities in further improving, adapting, or fine-tuning the entire set of streaming algorithms.
The major contributions of this paper are summarized in the following list:
. A new algorithmic perspective on solving low-cost media flow routing as auctions, and the analysis of its correctness and optimality. We depart from previous tree-based and network-flow-based routing solutions, and adopt the auction method for cost minimization. . The adaptation of auction algorithms to the ondemand streaming scenario with overlay dynamics. We exploit the specific structure of the media flow routing problem to improve the convergence speed of the auction algorithm and explain the dependence of its correctness on properties of the overlay mesh and the streaming application. We further develop an adaptive auction algorithm that can decrease the traffic overhead and at the same time, achieve nearoptimal performance. . Local error concealment and flow delay reduction for on-demand media streaming, through the application of randomized network coding. We show how network coding can help prevent the data loss at one overlay link from affecting data reception at more than one peers. We also propose to use a varying, instead of static, code matrix on each peer to control flow synchronization delay. . The design of an accompanying streaming mesh construction algorithm tailored for scalable ondemand media streaming. The rest of the paper is organized as follows: We review related research in Section 2, describe the streaming system architecture and the mesh building mechanism in Section 3, present the flow auction algorithms for media flow routing in Section 4, promote interflow media coding for on-demand streaming in Section 5, discuss our experimental results in Section 6, and finally conclude the paper in Section 7.
RELATED WORK
The limited deployment of IP multicast service due to security, management, and operational issues [18] has stimulated research on application layer multicast techniques (e.g., [4] , [12] , [15] , [16] , [31] , [42] , [38] , [51] ), wherein end systems perform the role of the routers. There are two general approaches to achieving application layer multicast: the fixed-node approach and the peer-to-peer approach.
The fixed-node approach requires deploying specialized server nodes throughout the network [12] , [31] , [42] . These specialized nodes form an overlay multicast tree by taking into consideration the application requirement, and receivers join these specialized nodes to send or receive multicast data. The P2P approach builds a multicast tree by leveraging only the participating peer nodes [4] , [16] , [15] , [38] , [51] . Lack of dedicated servers makes the task of tree building more challenging, as node joins/leaves require restructuring of the multicast tree. This P2P approach can be further classified as mesh-first [16] , treefirst [38] , [51] , or hierarchical [4] , depending on how multicast trees are built. In the mesh-first approach, the first step is to build a mesh connecting participating peers. Upon peer joins/leaves, the mesh is adjusted. Furthermore, the mesh can be optimized according to application requirement and also be improved during the course of a multicast session [15] . On this mesh, peers can run any multicast routing algorithm to generate a multicast tree. In the tree-first approach, the peers directly build application layer multicast trees. On peer joins/leaves, this tree is restructured. The hierarchical approach, introduced in the NICE protocol [4] , was proposed to scale application layer multicast to very large groups. The basic idea is to organize peers into clusters that are connected in a hierarchical structure over which multiple data paths can be built.
Several recent work developed peer-to-peer streaming systems [11] , [19] , [23] , [40] , [52] , [44] , [48] . Zigzag [44] builds hierarchical application layer multicast trees to support live streaming to large numbers of receivers. The tree building approach used in Zigzag is similar to that of NICE [4] . CoopNet [40] , [39] builds multiple distribution trees and uses multiple description coding (one coding per tree) to provide robustness, both with respect to network paths and data delivery. CoopNet, although developed primarily to support live streaming, can support ondemand streaming as well. SplitStream [11] is a highbandwidth content distribution system built on top of the Scribe protocol that like CoopNet uses multiple application layer trees to support streaming.
The aforementioned systems focus on live streaming. P2Cast [23] and P2VoD [19] explicitly consider the problem of on-demand media streaming systems in a peer-to-peer setting. P2Cast is based on patching [9] , [11] . Using a treefirst approach, P2Cast builds application layer multicast trees that consists of peers that are close together in terms of their play progress. This tree is built by considering the bandwidth among participating peers. In the P2Cast scheme, later clients receive the ongoing multicast by joining the multicast tree and select a peer to obtain a patch stream for the initial portion of the video. If no peer can deliver the patch, the server is contacted for delivery of the missing portion. The P2VoD scheme also builds an application layer multicast tree, but employs caching at peer nodes and grouping of peers, such that later arriving peers obtain the media from only one earlier arrived peer. Our streaming algorithm design is different in two aspects. First, we use auction and network coding, instead of multicast trees, for media flow routing. Second, we explicitly set cost minimization as one of the primary goals to achieve.
The auction algorithm was initially designed by Bertsekas [7] for the assignment problem, which is equivalent to weighted bipartite matching in graph theory [47] . Later, it was adapted to solve other network optimization problems, including transportation [8] , shortest path [5] , and network flow [6] , [2] . The algorithm resembles real-world auctions, is highly intuitive, and easy to understand. It also achieves comparable or better time complexity than other classic algorithms (e.g., the Hungarian algorithm in the case of assignment [43] , the network simplex algorithm in the case of network flow [2] ). In this paper, we transform the min-cost media flow dissemination problem into an auction and adapt the classic auction algorithm to compute the optimal flow routing scheme in a dynamic overlay network environment.
In previous work [33] , [34] , [46] , we have studied the design and implementation of network-flow-based data dissemination algorithms in the overlay environment, with general cyclic topologies and the presence of relay nodes. The computation and communication overhead imposed on each peer are still relatively high, even with efficient network flow modules applied, such as the push-relabel algorithm [2] or the -relaxation algorithm [6] . The streaming session considered in this paper is essentially a broadcast without relay nodes, which allows us to make a fundamental tradeoff between complexity and optimality by further restricting flow routing in acyclic meshes. By doing so, the per-node complexity is decreased from Oðn 3 Þ to Oðn log nÞ. A similar acyclic-topology-only trade-off was also made by Ho et al. in [25] for randomized network coding.
The novel concept of network coding was initially proposed by Ahlswede et al. [1] . While the folklore belief in networking is that information processing in the course of routing provides little benefit, network coding promotes data encoding/decoding at intermediate nodes as well as at terminals. It turns out to be a simple idea leading to profound consequences. Identified benefits of network coding include: high throughput [1] , [22] , [46] , low transmission cost [36] , low complexity of network optimization [34] , robustness, and security [26] . A short introduction of network coding and its applications can be found in [21] , and a more comprehensive tutorial can be found in [49] . In this paper, we apply network coding to efficiently handle overlay network dynamics as well as to improve delay latency of media flows.
In a rather recent work, Parvez et al. [41] studied the performance (start-up delays, retrieval times) of various content scheduling policies in an on-demand P2P streaming system. In particular, they show that random or rarestfirst scheduling, as currently employed in P2P file sharing systems, are ill-suited for on-demand streaming and motivate the need for in-order piece selection. Interestingly, it is also observed that the in-order peering policy, in which each peer obtains data from slightly "older" peers, is fundamentally more superior to random peering. Such in-order peering policy is exactly in line with the play progress-based mesh construction scheme proposed in this work.
3 AUCTION-BASED ON-DEMAND STREAMING SYSTEM ARCHITECTURE
System Model and Assumptions
Our streaming algorithm design targets on-demand streaming of a popular media file. The number of requesting peers is on the order of thousands, and each peer freely selects which part of the media it wishes to watch at any time. Let T denote the time length of the media. Each peer u is associated with a playback progress ðuÞ 2 ½0; T , which gradually grows in the normal play mode, and jumps upon a random-seek. We assume that the total inbound and outbound bandwidth capacity at a peer u is bounded by c i ðuÞ and c o ðuÞ, respectively. The outbound bandwidth c o ðuÞ is the bandwidth that peer u is willing to contribute, which is bounded by the data rate of peer us access network. The media file is separated into h orthogonal flows/streams before dissemination. in terms of delay, packet loss rate, or another cost parameter of choice. Finally, we focus on feasible streaming scenarios by assuming that c i ðuÞ ! h for each peer u, and that the total outbound capacity of a peer group is always sufficient to meet the total flow demand. In fact, a recent measurement study has shown that the average peer upload rate is slightly higher than the average download rate [29] .
In Table 1 , we list the definition and typical/default values of variables used throughout this paper, for the ease of reference.
Overview of Streaming System Design
Our streaming algorithm design is positioned at the application layer, to be run in a P2P fashion. It consists of a set of algorithm modules centered around a min-cost flow auction algorithm, as shown in Fig. 1 .
The mesh construction module coordinates a large, dynamic set of peers into an acyclic overlay mesh with good connectivity, serving as the topology upon which media flows are routed. Topological order of nodes in the mesh conforms to temporal order of nodes in playback progress. This guarantees that neighboring peers are connected by a potential media provision link, even with very mild assumptions on node buffer length. The mesh module directly handles node joins/leaves and randomseeks. It also maintains high end-to-end connectivity with moderate node degrees.
The central module of the streaming algorithm set is the distributed flow auction algorithm. It takes as input the mesh topology and link costs, and computes feasible media flow routing solutions toward the optimal cost. Each peer acts as a "buyer" for its incoming flow demand and bids for available outbound flows at its upstream neighbors.
Conversely, it also acts as the "seller" for its outbound flow capacity and accepts bids from its downstream neighbors. The highest bid wins a flow capacity and leads to an active flow connection. The auction algorithm maintains only onehop local information on each peer. A sequence of flow allocation and reallocations in the auction gradually leads to a better flow routing scheme with lower global cost. The auction algorithm adapts automatically to node joins/leaves and random-seeks, and strives to progress toward the optimal operation point, which is a moving target. Besides asynchrony and distributed operation, the auction algorithm is also computationally much cheaper than networkflow-based routing algorithms [33] , [46] . This improvement is due, in part, to the fact that the auction algorithms run on an acyclic mesh instead of a general mesh topology.
The flow auction algorithm determines the flow rates between peers. It does not specify what will be transmitted in each unit flow. The network coding module accomplishes this task through code construction, where each unit flow is determined as a certain linear combination of the h source media flows. An important requirement is that each peer receives only innovative (i.e., linearly independent) flows. By coding over finite fields, an encoded flow has exactly the same data rate as an original media flow. A peer u recovers the h original media flows from h encoded flows received and passes them to the forward media buffer. It also recodes the incoming flows for further relay to downstream neighbors. We show that the benefits resulting from this marriage of on-demand media streaming and network coding include higher robustness and lower flow synchronization delay.
In the rest of this section, we briefly describe a mechanism for construction of an acyclic mesh, and then proceed to present the flow auction algorithm in Section 4.
Streaming Mesh Construction
There exist a large body of work studying general overlay mesh construction (e.g., [50] , [4] , [15] ). The focus is often on building a mesh with good connectivity and good performance in terms of delay, bandwidth, or node stretch. In the case of on-demand streaming, however, locality of playback progress overrides such conventional quality metrics, since a peer u may help a peer v only if the playback progress of v falls within the range of the backward buffer at u. Therefore, it is natural to organize peers along the time dimension and have media flows relayed from peers with more advanced playback progresses to peers that are behind in playback progress.
An acyclic mesh based on playback progress. We organize peers participating in the on-demand streaming session into an acyclic overlay mesh such that peers with the shortest distances in playback progress become neighbors. Specifically, each peer u maintains a list of k other peers with the shortest playback distance. These upstream neighbors in the mesh will serve as potential flow providers in the flow auction algorithm. The number of potential upstream neighbors is affected by the buffer length of each peer. In order to limit the system and communication overhead, the size of upstream neighbor set is also bounded by a global system parameter N. Conversely, each peer will also be added into the neighbor list by a set of downstream peers with closet playback distance, as illustrated in Fig. 2 .
For every time period Á, a peer u reports its IP address ip u and current progress ðuÞ to the media server s, with a probability p inversely proportional to the playback progress span of u neighbors, max v12N"ðuÞ;v22N#ðuÞ ððv 1 Þ À ðv 2 ÞÞ. The rationale here is to control the number of reports when node density is high. Upon receiving such a progress report at time t, the media server records a corresponding triple in the form of <ip, ; t>. A record is discarded after a certain time threshold. A new node or a random-seeking node u contacts the media server with a desired playback progress 0 ðuÞ. The media server replies with a closest peer v, based on information available in the list of progress reports. Then, starting at v; u uses one-dimensional geographical routing (on the axis of 2 ½0; T ) to locate peers belonging to its neighbor sets N " ðuÞ and N # ðuÞ. Mesh maintenance. Upon joining the mesh, a peer u identifies peers in its neighbor set as described above, then sends a short notice message to them. Each upstream (downstream) neighbor then replaces the farthest peer in its downstream (upstream) neighbor list with u. In case, the replacement results in the interruption of an active flow transmission, it will be automatically handled by the progressive flow auction algorithm, as we will describe in Section 4.
When a node u leaves its current position of the mesh due to disconnection or random-seek, we assume that the departure of u is detected by a heartbeat mechanism or an intent-to-leave message. The repair of the mesh essentially involves a one-to-one mapping between peers in N # ðuÞ and N " ðuÞ, in order of playback progress. Each former downstream neighbor replaces u with a correspondent former upstream neighbor of u.
End-to-end connectivity guarantee. By the celebrated max-flow min-cut theorem, the link connectivity of the mesh equals the size of its minimum cut. The size of a cut is minimized when it separates the mesh into exactly two partitions. In this case, the number of links in the cut connecting two peers with 0; 1; . . . ; k À 1 peers in between on the -axis are 1; 2; . . . ; k, respectively (except at the k peers with the earliest playback progress). Therefore, the edge connectivity of the mesh is kðk À 1Þ=2, quadratic to node degree 2k. Only a moderate size of k is required to guarantee good end-to-end mesh connectivity.
A final remark is that algorithm detail in the mesh module is transparent to flow auction. It is possible to finetune and improve the mesh module independently, as long as the output is acyclic and well-connected.
MEDIA FLOW AUCTION
We now present the flow auction algorithms for min-cost media flow routing within the overlay mesh. We first review the simple auction algorithm, then transform the media flow routing into an auction. We next adapt the simple auction algorithm to solve it with improved convergence speed, and finally, enhance the algorithm to handle overlay dynamics of peer joins/leaves.
The Simple Auction Algorithm
The original auction algorithm solves the assignment problem, where a set of n objects (O) are to be assigned to a set of n persons (P). The goal is to find a one-to-one mapping between persons and objects such that the total value realized at all persons P ði; oÞ is maximized over a given person-object benefit function : P Â O ! Q þ . Here, Q þ denotes the set of nonnegative rational numbers.
The execution of the auction algorithm resembles a realworld auction, where the persons bid for the objects and the highest bids win. Auctions of all objects happen simultaneously in parallel. Each object is associated with a price that reflects the highest bid received so far. A person places a bid to the "best" object based on the profit an object provides and its associated price, trying to maximize the net profit. Each object is temporarily sold to the current highest bid, which may be overridden by a subsequent higher bid. The auction terminates when every object is sold, every person stops bidding, and every sale becomes final.
More specifically, to place a bid, a person i computes the net profit each object o provides, as ði; oÞ ¼ ði; oÞ À pðoÞ. Here, pðoÞ is the current price of o. Next, i identifies the most and the second most attractive objects o Ã and o 0 as follows:
Then, i sends a bid bði; o Ã Þ to o Ã :
Note that a person i does not have to pay an object price pðoÞ unless it chooses to bid for object o. Two facts are related to the choice of the bid value above. First, i has no incentive to bid any higher-otherwise it may obtain a better net profit by competing for the second best object o 0 . Second, the auction turns to converge faster with higher bids and higher object price increases. Therefore, it is common practice to choose the highest bid possible, although a lower bid between pðo Ã Þ and bði; o Ã Þ also works. On the side of an object o, it simply accepts the highest bid bði; oÞ, updates its price pðoÞ to bði; oÞ, associates itself with i, and removes its previously associated person, if any.
The auction algorithm is rather intuitive and easy to understand. Nonetheless, it is proved to be correct and efficient [7] , [6] . It also allows natural parallel or distributed implementations, in either synchronous (persons bid in rounds) or asynchronous mode (each person bids at a time of its own choice). A final note is that if the best and second best net profits might be even, a small constant can be added on the bid bði; o Ã Þ to break the tie. For further details, including the valid range of , we refer the readers to [6] , [8] .
Media Flow Auction-Static Version
In this section, we present a static version of the media flow auction algorithm. It is based on the simple auction algorithm discussed above. We assume a fixed mesh topology without node joins/leaves or random-seeks and compute a min-cost flow routing scheme. Recall that the overlay mesh construction sublayer coordinates the peers into a directed acyclic topology G ¼ ðV ; AÞ, with s 2 V being the media server. The desired flow dissemination rate equals h, the number of original media flows. Let w : A ! Q þ be the link cost function. We wish to compute a feasible overlay flow routing scheme, respecting node capacity bounds and minimizing the aggregated link cost. This problem can be cast into an integer linear program: Recall that every peer is assumed to have enough bandwidth to receive media flows at the playback rate h; therefore, (4.2) is redundant given (4.1). Furthermore, it is critical to note that the coefficient matrix formed by constraints (4.1) and (4.3) is totally unimodular [43] , [47] , i.e., every maximal square submatrix of it has determinant of 1 or À1. By linear optimization theory [43] , this implies that if we relax this integer program into a (continuous) linear program, all basic feasible solutions are integral and the same optimal solution will be obtained. This reduces the complexity of the problem from solving an IP (NP-hard in general) to solving an LP. Now the underlying connection between our media flow routing problem and the auction method is rather evident: primal variables fðuv ! Þ can be viewed as flows "sold" by u to v, and dual variables pðuÞ can be viewed as node prices. It is natural to perform primal-dual optimization through flow auction. We now describe the detailed transformation of min-cost media flow routing into auction, adapt the simple auction algorithm to solve it, and show the correctness of the algorithm within the primal-dual framework. There are two steps involved in the problem transformation. First, we need to relate cost minimization with value maximization. This can be achieved by replacing the link cost wðuv ! Þ with a gain C À wðuv ! Þ, for some large constant C.
The constant C can be dropped without affecting the solution. Second, we need to create a "person" for each desired incoming flow at a peer and an "object" for each unit outgoing capacity of a peer, respectively. Fig. 3 illustrates how this transformation may be performed using a simple mesh topology. After the transformation, we can apply the simple auction algorithm to compute the min-cost flows. However, our flow routing problem has a special structure that can be exploited to improve the convergence speed of the auction. If i and j are two persons created for flow demand at the same peer u, then for any object o; i is connected to o iff j is connected to o, and in that case, ði; oÞ ¼ ðj; oÞ. This is similar to the auction algorithm design for the transportation problem in [8] , where similar persons are created for stock at each source and similar objects are created for capacity at each sink. We apply the idea of coordinating bids from similar persons and to similar objects presented in the Auction-SOP algorithm in [8] , to avoid unnecessary intranode competition. Each node will bid on behalf of all its flow demand and accept bids on behalf of all its flow supply in a coordinated way, as shown in Table 2 . The Proof. The proof consists of two parts: 1) the primal and dual LPs correctly model our static min-cost flow routing problem and 2) the static flow auction algorithm correctly solves these LPs.
1. We need to show that if each peer u receives h incoming flows, then it is possible to arrange the content of each flow in the routing scheme, such that every peer u receives h innovative flows, without duplication or redundancy. This can be done by a structural induction along the acyclic flow routing topology. If every upstream neighbor of u successfully receives h innovative flows, then it is obvious that u can arrange its incoming flows to be all innovative, too. Note that this is not true if the topology may contain cycles or if pure relay nodes exist. 2. As in most correctness proofs of auction algorithms, we show that the auction terminates; and upon termination, there exists a feasible dual price vector p that jointly satisfy complementary slackness conditions with f. By results in linear programming, a pair of feasible primal and dual solutions are both optimal if and only if they satisfy the complementary slackness conditions [43] ; therefore, the static flow auction algorithm is correct. The fact that the auction eventually terminates can be shown by way of contradiction. Suppose it never terminates. Note that the set of assigned flows monotonically grows-an allocated flow capacity remains allocated throughout the auction. The total size of this set is upper bounded by total flow demand in the network. By our assumption that the total capacity supply is sufficient, there will be flow capacities that are never assigned. Therefore, we have a peer bidding for an assigned flow whose price is growing unbounded, rather than bidding for an unassigned flow with price zero. This implies the link cost associated with the unassigned flow is infinite, contradicting the fact that each link cost is finite.
Note that vector y cannot be directly interpreted as dual prices. It does not even fit into the dual LP, since it has an entry for each link instead of for each node. We instead construct a dual price vector pðuÞ ¼ min The condition in (4.7) states that a node u with nonzero price pðuÞ must have all its outgoing capacities assigned. This is obviously true in the auction. Further more, by observing that for a fixed price vector p; rðvÞ ¼ min u2N"ðvÞ ðpðuÞ þ wðuv ! ÞÞ is required to maximize P v6 ¼s hrðvÞ À P u c o ðuÞpðuÞ, (4.8) can be transformed into the proposition that every nonzero flow fðuv ! Þ is locally the lowest cost possible. That agrees with the greedy nature peers bid for available flows in the auction. t u
With careful implementation, the auction algorithm may achieve time complexity Oðnm log nÞ [8] , where n is the number of "persons" and m is the number of links in the input bipartite. In our case, each node has a fixed degree 2k; therefore, the complexity is equivalent to Oðn 2 log nÞ, with per-node total complexity being Oðn log nÞ. On the other hand, for network-flow-based optimization [46] , [34] , the per-node complexity is equivalent to a max-flow computation, which is typically on the order of Oðn 3 Þ [2].
Media Flow Auction-Dynamic Version
In the previous section, we show that the static media flow auction algorithm is an efficient approach to finding the optimal bandwidth assignment solution for a given P2P topology. However, it is not feasible to directly apply the static auction algorithm to a real P2P system, mainly due to the following reasons: 1) the static auction algorithm takes a number of rounds to terminate, and each round of bidding takes some communication time and also generates some communication overhead and 2) while the static flow auction algorithm takes a fixed mesh topology as input, real streaming sessions often see highly dynamic node participation, with frequent joins, leaves, and randomseeks. To resolve these issues, we now further adapt the static auction algorithm to handle such system dynamics.
Upon the arrival of a new peer (either by a peer join or random-seek), it finds a set of upstream neighbors following the mesh construction procedure, and then, performs a firstfit flow allocation algorithm to initiate the media streaming. In first-fit selection algorithm, upon the join of peer v, it selects a parent peer u, which has the lowest link cost among its set of upstream neighbors, and sends a bandwidth allocation request message to u. Peer u allocates as many units of free bandwidth as possible to peer v, but no more than h. Peer v repeats this process until h units of bandwidths have been successfully allocated. First-fit selection algorithm aims to achieve local optimality in terms of the total cost.
After the first-fit phase, the new peer starts to bid for better flows (i.e., with lower cost) in a similar way as in the static case. The algorithm progressively evolves toward an optimal solution. In cases of a high level of system dynamics, optimality rapidly varies over time and the system may not be operating at the optimal state at any particular time point. In that sense, we have a constantly evolving auction responding to input interruptions and pursuing a moving optimal operation point. However, if such dynamics slow down or stop, the auction algorithm will soon adjust the flow routing scheme to optimal.
Besides bidding and assignment steps specified in Table 2 , the dynamic flow auction algorithm further incorporates node join/leave, as well as two new mechanisms: active rebidding and price drop, as shown in Table 3 . A random-seek is equivalent to a leave followed by a join, assuming that the new playback progress is, in general, not close enough to be handled by the media buffer.
Basically, node joins and leaves informed by the mesh sublayer are handled automatically; and only variable initialization or reset is involved. For every bidding time window W , peer u checks its local flow optimality. This involves computing the best possible flow set using essentially the same steps in the bidding procedure, and comparing it to the current set. If a better set is possible, u retrieves the new flows, releases the high cost flows, and resumes bidding. Correspondingly, price of the released flows is cleared to zero.
The bidding time window W is a key parameter that affects the system convergence speed as well as the communication overhead. A smaller value of W can lead to a faster convergence to the optimal state, but at the same time, much greater traffic overhead will be generated. Hence, we propose an adaptive bidding scheme in which W is not a global parameter, instead, each peer controls a local bidding time window W ðuÞ. In the first K seconds after peer u join, W ðuÞ is set to a small value so as to achieve a faster convergence. Afterward, W ðuÞ is set to a relatively large value, in order to decrease the traffic overhead.
A nice property of the dynamic auction algorithm is that no matter how long the streaming session (and, hence, the auction) lasts, flow prices remain bounded. More specifically, any price yðuv ! Þ is upper bounded by link cost difference max u2N " ðvÞ wðuv ! Þ. The dynamic auction also terminates if the system state stops varying, since price drops and active rebiddings do not violate complementary slackness.
MEDIA FLOW TRANSMISSION WITH NETWORK CODING
The flow routing sublayer provides a flow routing scheme as input to the network coding sublayer. The routing scheme specifies a flow rate (possibly zero) between each pair of neighboring peers. The network coding sublayer determines what exactly each flow is by assigning a code vector to it. The code vector is a coefficient vector that specifies how an encoded flow is linearly combined from the h original media flows. The procedure of determining these code vectors is known as code construction. We propose to use the randomized code construction approach [27] for its light weight and inspect the potential advantages and disadvantages of its application in on-demand media streaming.
The Randomized Code Construction Approach
The first generation of code construction algorithms for network coding (e.g., [32] ) works directly on the original network topology. They have a high time complexity due to the exponential number of linear dependence testings performed. The second generation algorithms (e.g., [30] ) reduce the complexity by computing first the subset of links to be used in the transmission, and then, focusing on such a subset only during code construction.
The auction algorithm has computed the flow routing scheme; therefore, the code construction algorithm may proceed directly into its second stage. In the case of randomized network coding, each peer linearly combines available incoming flows using randomly generated coefficients over a certain finite field (e.g., GF ð2 8 Þ), to generate encoded flows for downstream peers. A peer u is able to recover the original h flows from the received h encoded flows unless they are linearly dependent. The probability of such dependence is equivalent to the probability an h Â h matrix uniformly randomly generated over GF ðqÞ has determinant zero, which is extremely low given values of q in practice (2 8 or 2 16 ).
The Advantages
Without network coding, we can decompose h capacitydisjoint trees from the routing scheme prepared by the auction algorithm and disseminate a distinct original flow along each tree. Taking a retrospect from the network coding perspective, such tree-based approaches essentially insist on using the simplest coding scheme possible-the one with at most one nonzero entry in each link code vector. The resulting transmission schemes are simple but vulnerable to network environment changes, and the pursue of the simplest coding scheme is associated with a computation and communication overhead. Such overhead also applies to deterministic code construction approaches [30] . In comparison, randomized network coding provides the following benefits to the streaming system. Low negotiation overhead. Using tree-based algorithms, extra overhead is required to decompose the trees out of the flows. Translated into practical protocols, a peer u needs to exchange "hello" messages with its neighbors to negotiate which neighbor will provide which flow to it, so that no redundant flows are received. With network coding, such negotiation overhead is unnecessary since an upstream peer of u does not need to know what flows other neighbors are sending to u exactly.
Low flow synchronization delay. Each media flow is a vector of sequentially numbered media data packets. Using traditional tree-based approaches, if u is providing a flow to v, then u has to wait for each packet in the sequence of to arrive before they can be relayed to v. With network coding, for each entry in the sequence, u can always encode a few packets that arrive early to send to v, regardless which flows these low-delay packets belong to. This further leads to the next benefit on local error concealment.
Local error concealment. Suppose a peer u provides one of the h incoming media flows at another peer v. In the presence of frequent node joins/leaves and random-seeks, u may start to experience prolonged delay or discontinuation in receiving . Using tree-based approaches, such an interruption in flow provision immediately propagates from u to v, and further to downstream nodes who rely on u or v to route flow . As a result, a large number of peers in the network are affected and need to search for and establish new connections with neighboring peers who can provide . On the other hand, with network coding, u can simply continue combining the other flows it receives to send to v. With very high probability, v can still receive h innovative encoded media flows, and therefore, be able to recover the original h media flows required for playback. The interruption of service is confined at u only, without affecting any downstream peers, as illustrated in Fig. 4 .
Inspection of Potential Disadvantages
Since its proposal in [1] , the novel idea of network coding has found applications in various areas of networking, with many practical-coding-based data dissemination system design spawned [46] , [13] , [22] . Along with many positive findings, a number of critical problems were also gradually discovered. Three major impediments to the wide application of network coding are: decoding overhead, coding cycles, and flow synchronization delay. Below, we briefly explain these problems and examine how they affect our particular streaming system design.
With network coding, a node u receives h encoded data flows or blocks, which need to be decoded before the data are useful. The decoding time overhead consists of two parts: 1) the inversion of the h Â h code matrix of received flows M and 2) the multiplication of M À1 with an h Â 1 vector for each byte vector from the incoming flows (assuming coding over GF ð2 8 Þ) . In scenarios where the number of h is large, such as the case of large file distribution where the source file is separated into thousands of blocks before coding [22] , both 1) and 2) may lead to considerable delay in data procession. It was initially believed that 1) is the major concern, since matrix inversion is more expensive than matrix-vector production. However, the idea of online Gaussian elimination soon reduces the inversion delay from Oðh 3 Þ 1 to pseudolinear, by hiding most of the computation into the time period when data are being received. On the other hand, latest experimental findings [45] suggest that 2) instead can cause a serious concern-the CPU capacity may simply be overwhelmed by a huge number of multiplications over a finite field. Media streaming applications are inherently different than content distribution applications, in that the source data are partitioned into a small number of flows instead of a very large number of blocks. Consequently, both 1) and 2) may be performed promptly even without special algorithmic treatment. Another practical solution to tackling the computational requirement of network coding is by exploiting the computational power of Graphics Processing Units (GPUs) [14] .
Within a cyclic network, a fundamental problem for code construction is the potential deadlock between nodes involved in a directed cycle, since every node needs to know the code on its incoming flows before it can determine the code for its outgoing flows. Some heuristic solution based on flow-dependence is proposed in [46] to remedy this situation. In our streaming system, we route media flows among peers according to the order of their playback time, therefore guaranteeing an acyclic mesh topology. Consequently, the flows generated by the auction algorithms will be acyclic as well, avoiding the deadlock problem during code construction. A similar acyclic-meshfirst approach was also proposed in [25] .
EXPERIMENTAL EVALUATION
This section presents the results of computer simulations designed to evaluate the performance of the proposed static and dynamic media flow auction algorithms. Our simulation results validate that: 1) the static media flow auction algorithm achieves the optimal aggregated cost which can be far less than the cost of other heuristic algorithms such as random selection algorithm and first-fit selection algorithm; 2) the dynamic media flow auction algorithm effectively achieves very close performance to the optimal one; and 3) the traffic overhead of the auction algorithm can be controlled at very low level, without sacrificing the performance.
Experimental Setup
To conduct experimental study on the proposed auction algorithms, we developed a discrete event-driven simulator using Cþþ. The simulator implements both the static version and dynamic version of the media flow auction algorithm. For comparison reasons, we also implement two other heuristic algorithms: random selection algorithm and first-fit selection algorithm. In the random selection algorithm, a peer v selects a random parent peer from the upstream neighbors and allocates one unit of bandwidth. The selected parent peer shall assign one unit of bandwidth to peer v if it has at least one unit of free bandwidth. Peer v repeats this process until all h units of bandwidths have been successfully allocated. The first-fit algorithm, as introduced previously, tries to satisfy the incommoding flow requirement of a new peer v in a greedy fashion.
In our experiments, we set h to 10. To simulate a realistic scenario, we set the outbound bandwidth distribution as follows: 80 percent of the peers have a uniformly random outbound bandwidth within [4] , [10] , representing the DSL users; 20 percent of the peers have a uniformly random outbound bandwidth within [15] , [35] , representing the Ethernet users.
To illustrate the applicability of the proposed schemes, we choose to use packet loss rate as the link cost in our experiments. For simplicity, we assume a constant packet loss rate for each link. Our dynamic media auction algorithm can be adapted to dynamic packet loss rates by using a link monitoring module. In our simulations, the packet loss rate of a link is randomly assigned from range [0, 0.2]. We further make two assumptions: 1) UDP protocol is used and there is no mechanism of end-toend packet retransmission and 2) the deployment of network coding prevents the propagation of packet loss. We argue that assumption 2) is appropriate because of the local error concealment capability of network coding, as discussed previously in Section 5. The main performance metrics we are interested in are: 1) the average packet loss rate and 2) the traffic overhead. A packet that fails to meet its playback deadline is also considered as packet loss.
Results of Static Media Flow Auction Algorithm
To evaluate the performance of static media flow auction algorithm, we perform simulations on a set of random topologies with 1,000, 2,000, 3,000, 4,000, 5,000, and 6,000 peers, respectively. We measure and compare the average packet loss rate of random selection algorithm, firstfit selection algorithm, and static auction algorithm, with different values of the maximum size of neighbor set (denoted by N). The results are shown in Figs. 5a and 5b, for N ¼ 20 and 50, respectively. Due to the inherent randomness, the average packet loss rate of random selection algorithm is very close to 0.1, i.e., the average packet loss rate among all links. The size of neighbor set has no impact on the overall performance. The first-fit selection algorithm achieves better performance than random selection algorithm, as every peer tries to select the links with the lowest packet loss rate. With the increment of neighbor size, the packet loss rate can be slightly decreased. We note that the static auction algorithm performs the best, in line with the fact that it is proven to achieve the global optimal performance. The performance improvement over first-fit algorithm is significant: the average packet loss rate can be decreased by 50 to 80 percent in our experiments. Another observation is that with the increment of neighbor size, the packet loss rate of static auction algorithm can be decreased a lot.
To investigate the impact of neighbor size on the performance of average packet loss rate, we conduct a set of experiments on the network with 6,000 peers with different settings on the neighbor size and show results in Fig. 6 . We can observe a graceful decrease of average packet loss rate with the increase of neighbor size. This is because more upstream neighbors can potentially provide more low-cost links. We notice that the performance cannot be improved any further once the neighbor size has reached some threshold, which is about 2 percent of the network size in our experiments. In reality, the maximum neighbor size is limited by the buffered media content at each peer. A larger buffer size could lead to more potential neighbor peers. However, the downside of increasing neighbor size is the increment of traffic overhead. It was reported in [24] that it is very common for a peer to have several tens of neighbors in today's P2P streaming system. Therefore, in the following, we present two sets of simulation results, for N ¼ 20 and 50, respectively.
Results of Dynamic Media Flow Auction
Algorithm: Fixed Topology
The above results show the theoretical benefits that could be achieved by the static auction algorithm. Now, we study the performance of the dynamic media flow auction algorithm for a fixed topology, in order to investigate how fast the dynamic auction algorithm can converge to the optimal solution, without the interruption of peer joins/leaves. We simulate a system with 6,000 peers. According to the algorithm shown in Table 3 , the peers use the first-fit approach to initialize the media streaming process. Then, the peers perform the auction algorithm with a bidding time window of W seconds. In this experiment, we set W ¼ 0:5. From Fig. 7 , we can observe that although it takes about l00 seconds for the algorithm to converge, the dynamic auction algorithm can achieve the near-optimal solution after a few tens of seconds. This is acceptable because a peer needs to buffer tens of seconds of media contents before the playback.
Algorithm: Dynamic Topology
In this section, we present results of dynamic media flow auction algorithm for a dynamic topology in which peers join/leave the network dynamically. We do not explicitly simulate the random-seek behavior because a random-seek can be handled by a pair of leave/join events.
We conduct experiments for W ¼ 0:5, 1, and 2, respectively. We assume that the peers join the network following a Poisson process with an average arrival rate of 2 peers per second, and a peer's session length follows an exponential distribution with an average of 1,000 seconds. Each simulation lasts 3,600 seconds. The forward/backward buffer length of a peer is set to 1 minute. Figs. 8a and 8b show the simulation results for N ¼ 20 and 50, respectively. We compare the results of dynamic auction algorithm with those of random selection algorithm and first-fit selection algorithm. We also show some optimal results obtained by applying the static auction algorithm on some instances of the network mesh topology distributed in the whole session. For both neighbor sizes, the random selection algorithm always results in an average packet loss rate around 0.1. The first-fit selection algorithm performs better than random algorithm, but still much worse than the auction algorithm and the optimal results. Increasing the neighbor size can only slightly improve the performance, which is in concert with previous results for the static case. The dynamic auction algorithm achieves near-optimal performance after a short warm-up period. Due to the network dynamics, the optimal solution varies over time and the auction algorithm approaches the optimal solution dynamically with very minor differences. It is also worthwhile to mention that a larger neighbor size has a positive impact on the average packet loss rate. Since the auction algorithm can achieve near-optimal performance, it can always exploit the benefit of a larger neighbor size. On the contrary, the first-fit selection algorithm lacks this nice property. The bidding time window W also has some effect on the performance of dynamic auction algorithm. In general, a smaller value of W results in a faster convergence toward the optimal point, especially at the beginning of the streaming session during which lots of nodes join while few nodes leave. When the system enters a more stable state, the impact of W begins to vanish gradually. Another interesting observation is that as time evolves (along the x-axis), a more frequent bidding schedule may not necessarily lead to better performance. This can be seen in Fig. 8a, after 2,800 sec, for the two curves corresponding to W ¼ 0:5 and W ¼ 2, respectively. The observed difference in performance is small though, and is contributed by the random nature of node dynamics and network topologies.
The auction algorithms generate some traffic overhead for bidding and updating the link cost. Some messages can be piggybacked with data packets, but some have to be carried in pure control packets. We measure these overhead at the byte level, including all headers and control data themselves. It is not difficult to understand that the system parameters W and N both have a great impact on the overhead. We show the traffic overhead measured in kilobits per second (Kbps) in Fig. 9 for different values of W and N. Figs. 9a and 9b show the overhead for N ¼ 20 and N ¼ 50, respectively. It is not surprised to see that a smaller value of W leads to more overhead and a larger neighbor size also results in more overhead. In the early stage of a peer's session, the probability of sending out a bid at each bidding time window is very high. But once a peer has entered a near-optimal state, the probability of sending out a bid at each bidding time window becomes lower and lower. This explains why the traffic overhead decrease gradually with time going on.
The dynamic auction algorithm with adaptive bidding time window is designed to decrease the traffic overhead. From Fig. 7 , we have observed that it takes only a few tens of seconds for a peer to achieve a near-optimal bandwidth allocation solution. So, our simple adaptive algorithm works as follows: a peer chooses W ¼ 0:5 at the first 20 seconds; and afterward W is changed to 2 seconds. More complicated schemes could be designed, but we show that even such a simple adaptive scheme can decrease the overhead a lot. We first show that the adaptive algorithm does not sacrifice the performance, as shown in Figs. 10a and 10b . In the case of N ¼ 20, before 1,400th second, the adaptive scheme's performance is as good as that of W ¼ 0:5, which is much better than that of W ¼ 2. After the 1,400th second, we observe that the adaptive scheme now performs as good as W ¼ 2, which is superior than W ¼ 0:5. In the case of N ¼ 50, the performance of W ¼ 0:5 is always superior than W ¼ 2, and the adaptive scheme performs as good as that of W ¼ 0:5 during the whole session. Now we show the traffic overhead of the adaptive scheme in Figs. 11a and 11b , as compared with fixed time window schemes. It is obvious that the overhead of adaptive scheme is close to that of W ¼ 1, which is much better than that of W ¼ 0:5. The quantitative results of traffic overhead percentage are shown in Table 4 , assuming a 300 Kbps media stream. The adaptive scheme can decrease the overhead of W ¼ 0:5 by 33 percent, while keeping an excellent performance.
Effect of Network Coding
In this section, we illustrate our simulation results of random linear network coding. Due to the huge computational requirement on network coding, we can only simulate a small topology with several tens of peers. We tried different GF ð2 q Þ with q from 8 to 16 and checked the average decoding failure probability for two scenarios: 1) there is no packet loss in the network and 2) there is an average packet loss rate of 10 percent. Each peer will try to decode after receiving h encoded data blocks. We set h as 10 in our simulations. The decoding failure probabilities are obtained by generating 1 million data blocks. The results are shown in Fig. 12 . As we can see, the decoding failure probability will decrease significantly when q is increased from 8 to 16. For practical systems, we recommend to use 
GF ð2
16 Þ due to its very low decoding failure probability. This validates the effect of network coding on decreasing the negotiation overhead: peers do not need to negotiate about which data blocks should be transferred. Another observation is that the decoding failure probability is almost the same for no packet loss and with packet loss rate of 10 percent. This is in concert with our previous analysis that network coding has the advantage of local error concealment.
DISCUSSIONS AND CONCLUDING REMARKS
In this paper, we introduced a set of algorithms that jointly realize low-cost on-demand streaming in the application layer. The central module is a progressive flow auction algorithm that performs min-cost overlay flow routing in a distributed, light-weight fashion. This is to be contrasted with previous approaches based on network flows (higher per-node complexity) or streaming trees (lacks optimality guarantee on cost). We also presented an accompanying mesh building algorithm based on playback progress and discussed the application of network coding to achieve better robustness and lower transmission delay.
During the start-up phase of the streaming session, peer density on the playback axis may not be sufficiently high to guarantee mesh connectivity. To address this issue, we can introduce a link from the server s to every peer u into the mesh. However, in order to reduce the capacity burden on s, flow prices yðsu ! Þ from s should be set to a high value so that peers are automatically encouraged to buy flows from each other and only consider the server as a last resort. Throughout the design of our algorithms, we focused on only one media play functionality support other than normal play-random-seek. While fast-forward and rewind supports are found on VCR players, their existence is highly related to the sequential access nature of video tapes. They are functionally subsumed by random-seek and may become less relied on once random-seek is successfully implemented. Another useful control function is pause. In our system, a pause/resume can be treated as a leave followed by a rejoin, with forward/backward buffers carried over.
The performance of the proposed auction algorithms was verified through simulation studies. We observe that the static media flow auction algorithm provides much low overall streaming cost, as compared to heuristic solutions such as random selection or first-fit selection. The dynamic media flow auction algorithm is able to achieve very close to optimal performance, while the associated communication overhead can be controlled at relatively moderate levels.
In conclusion, we believe that the auction approach presents new opportunities in quality of service provisioning for P2P media flow dissemination, due to its effectiveness in cost optimization. This work is intended to exhibit such new directions to the networking community with a preliminary system design, while many further design trade-offs and practical concerns are still to be fully explored and examined. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
