Introduction.
The Cauchy problem for the Euler-PoissonDarboux (EPD) equation can be formulated as follows. Let f(xi, • ■ ■ , xm) be an arbitrary function satisfying certain differentiability requirements to be specified later. It is required to find a function u(xi, • • • , xm, t) which satisfies the three conditions (iv) Another solution for k<m -1 is obtained by Diaz and Weinberger [4] by analytic continuation of (1.5) with respect to k. Their method includes the values k--1, -3, -5, • • • , the exceptional nature of which was previously discussed in [2 ] .
It should be noted that the solution of the Cauchy problem is unique for k > 0 whereas for k <0 it is not unique [2 ] . In particular, the solution for the exceptional values is not unique.
In this paper, we obtain by essentially different methods another solution for the exceptional cases. Our solution differs from the solution in [4] in that it is given as an explicit formula and has the further advantage that the function / is required to have fewer continuous derivatives, namely, it is sufficient for/ to have derivatives of order at least (m -k-\-3)/2.
This generalizes a result obtained by the present author for the case of one x variable (m = 1) [5; 7] .
Two fundamental
identities. Our treatment of the exceptional cases is based on the two fundamental identities
given by Darboux [6] in a slightly different form and as above in [2] and [3] . We shall show that (2.1), (2.2), and (1.6) can be combined to yield a solution for k =-1, -3, -5, • • • . It is convenient to rewrite these formulas, by introducing the variable s=t2, as
3. Reduction to the case k = l. Using (2.1a), (2.2a), we can reduce the problem for the exceptional cases to the case k = 1. Suppose k= -(2r + l), r = 0, 1, 2, • • • , and let m(1)(x, t) be a solution of
By repeated application of (2.2a), we have
Then by (2.1a) we obtain the solution
where A is a constant (to be determined later) which insures that M-(2r+u assumes the prescribed initial values.
If wci) is such that dr+1u(1)/dsr+1 is finite for 5 = 0, then clearly w~(2r+1)(x, 0) =0. Therefore, if (3.1) is to yield solutions for arbitrary initial values, dr+1M(I)/dsr+1 should have a singularity of the type s-r-it that is, ua) should have a singularity of the type log s. For m -\, such a solution is given in [6] . For arbitrary m, we construct u(1) as follows.
Let k = l-\-2e, e>0. Choose the smallest positive integer n such that k+2n>m-l and 2-k + 2n>m-l. Using (1.6a) and (2.1a), Furthermore, by the choice of n, we have (2n -m)/2> -1. Hence, for sy^O and e sufficiently small, each integrand in (3.8) is bounded by a summable function, namely,
where C is a sufficiently large constant. Thus, the Lebesgue convergence theorem is applicable and lime_0 Aw(I+2e)/2e can be obtained by taking the limit of the integrands in (3.8). This yields precisely (3.9).
A similar procedure applies to m(s1+2,). We need only point out that the variable 5 in m(1) and uil+2t) occurs in three places, namely, as a factor sq, then in the derivative dqf/dsq, and finally as s~e in the bracketed quantity.
Differentiation of the first two parts yields expressions similar to those in (3.8) and (3.9) and we can again pass to the limit as above. As for the quantity in brackets, in M(1+2e), differentiation yields the expression £( " ),f..;./£(.-£.;)"""■ It is obvious that (3.11) is the limit of (3.10) as € approaches zero. The calculations for u(sls+2t) and t$ are carried out in the same way.
4. Solution for the exceptional cases. The solution, «~(2r+1), of the Cauchy problem for k= -(2r + l) is given by (3.1) with«(1)(x,s1/2) determined by (3.7) and the constant A determined by
In proof, we observe that as a consequence of the method of construction, u~i2r+1) is a solution of
It remains to show that the initial conditions are satisfied. To do this, we shall make use of the assumption that/ has at least (m -k-\-3)/2 derivatives. We recall that n was chosen as the smallest integer such that l-\-2n>m -1. Since k=-2r -l, we see that our assumption means that/ has at least w-f r+3 derivatives. Now, if we allow s to approach zero, it is obvious that the first two terms in (4.2) approach zero. Carrying out the differentiation of the third term, we get for this term r1
