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RÉSUMÉ 
Les mots de Christoffel forment un sous-ensemble cles mots de {x, y} *. Nous les présen­
terons clans ce mémoire de façon géométrique comme étant la discrétisation d'une droite 
allant de (0,0) à (a, b), avec a et b des entiers premiers entre eux, par un chemin dans 
JN2 Nous associerons ainsi les mots de Christoffel aux couples d'entiers premiers entre 
eux. 
Nans introduirons ensuite les triplets de Markoff comme étant les solutions de l'équation 
diophantienne a2 +b2 +c2 = 3abc. Un homomorphisme /1 du monoïde libre {x,y}* dans 
SL2(Z) eem défini de la façon " ..vante, l'" ~ (: :) et l'Y ~ (~ :). Celui-ci 
nous permettra de dUillir la bijection suivante entre les mots de Christofld ct les triplets 
de rdarkoff: W = WjW2 -----7 UTr(f1Wl), 1Tr (f1W2) , 1Tr(f1w)}. 
Par la suite, nous introduiroIls l'arbre de Stem-Brocot, l'arbre de Christoffel et rarbre 
cie Markoff et nous montrerons l'équivalence entre tous ces arbres, et établirons cles 
bijections canoniques entre eux. 
iVJost-c\és : Mots de Christoffel; triplets de r-:J arkoff; bijectioll; arbre cie Christofi'cl; 
arbre de Markoff; arbre de Stern-Brocot. 

INTRODUCTION 
Les mots de Christoffel ont été introduits par E.B. Christoffel dans son article de 1875, 
dans une version légèrement différente de celle considérée ici. Un peu plus tard, A. 
Markoff a introduit les nombres de Markoff, dans ses célèbres articles de 1879 et 1880 
sur l'approximation diophantienne et les formes quadratiques; les mots de Christoffel y 
apparaissant implicitement, bien que Markoff ne connaissait pas (apparemment) l'article 
de Christoffel. 
Le but du présent mémoire est de préciser les liens entre ces deux notions. Nous introdui­
sons les mots de Christoffel de manière géométrique à la Borel-Laubie. Pour établir leurs 
propriétés, nous utiliserons la formule de Pick. Les triplets de Markoff seront introduits 
par l'équation diophantienne a2 + b2 + c2 = 3abc. Pour établir la bijection entre mots de 
Christoffel et triplets de Markoff (Bombieri, 2007; Reutenauer, 2009), nous utiliserons 
les identités de Fricke, suivant en ceci une méthode de H. Cohn. Nous obtiendrons ainsi 
une surjection entre les mots de Christoffel et les nombres de Markoff. Nous verrons que 
l'injectivité dépend de l'unicité des coordonnées de Frobenius des nombres de Markoff et 
que cette question est équivalente à la conjecture d'injectivité des nombres de Markoff. 
Plusieurs arbres binaires infinis sont apparus dans la littérature: arbre de Stern-Brocot, 
arbre de Markoff (selon H. Cohn), arbre de Christoffel (selon Berstel-de Luca). Nous 






1.1 Formule de Pick (1899) 
Dans ce chapitre, les démonstrations sont inspirées de (PlanetMath, 2009). La formule 
de Pick permet de calculer l'aire d'un polygone dont les sommets sont des points entiers, 
connaissant le nombre de points entiers à l'intérieur et sur les frontières du polygone. 
Cette formule, appliquée aux triangles, nous sera utile ultérieurement dans ce mémoire. 
Avant de démontrer le théorème en général, nous allons le prouver pour des cas particu­
liers afin de faciliter la démarche. 
Définition 1.1.1. On écrira a 1- b pour dire que les deux entiers naturels a et b sont 
premiers entre eux. 
Lemme 1.1.2. Soit ABC un triangle rectangle dont les c6tés adjacents à l'angle droit 
sont parallèles aux axes et les sommets sont des points de Z2. Si b et i représentent le 
nombre de points entiers sur les frontières et à l'intérieur de ABC respectivement, alors 
1 
aire(ABC) = i + 2b - 1. 
DÉMONSTRATION Soit 11 un vecteur parallèle à un des axes du plan dont la longueur 
est un nombre entier et S un des deux axes du plan. Alors l'aire, le nombre de points 
entiers sur les frontières et le nombre de points entiers à l'intérieur, sont des quantités qui 
sont conservées lorsqu'on applique à ABC la. translation 11 ou la symétrie par rapport 
à S. Ainsi, sans perte de généralité, on peut considérer le triangle de la figure 1.1 pour 
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le reste de la démonstration. 
(a,c)D --------------------- C 
A-""'-----------1 B 
(0,0) (a,O) 
Figure 1.1 Triangle rectangle dont les sommets sont dans lN2 . 
Les points (x, y) sur l'hypothénuse du triangle ABC sont les points tels que y = ~x 
et 0 ~ x ~ a. On peut écrire a = sp et c = sq où s,p,q E lN et p 1- q. On a ainsi 
les conditions y = ~x et 0 ~ x ~ a. Alors, pour que (x, y) soit un point entier de 
l'hypothénuse, x prend les valeurs 0, p, 2p, ... , sp. On obtient donc que l'hypothénuse d.e 
ABC contient s + 1 points entiers. Ainsi, le triangle ABC a s + a + c points entiers sur 
sa frontière. Maintenant, l'intérieur du rectangle ABCD contient (a - 1)(c - 1) points 
entiers, donc l'intérieur du triangle ABC en contient (a-l)(c-21)-(S-1). Alors 
1 
i + -b ­
2 
1 
ac ­ a ­ c ­
2 






Lemme 1.1.3. Soit ABC un triangle dont les sommets sont des points de 7L2 . Si b 
et i représentent le nombre de points entiers sur les frontières et à l'intérieur de ABC 
respectivement, alors 
aire(ABC) = i + ~b - 1. 
DÉMONSTRATION Sans perte de généralité, il suffit de vérifier que le lemme est valide 
pour les deux triangles illustrés à la figure 1.2. Notons l'aire et le nombre de points entiers 
à l'intérieur de la région k par Ak et ik respectivement, pour k = 1,2,3,4,5. Notons 
b1 , b2, b3 le nombre de points entiers sur les segments AB, BC et AC respectivement. 
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fVC;-;:-o::,----------------;-_;:' F A)I!~,---------__,_+_=_--~ F (a,O)	 (d,O) (a,O) 
Figure 1.2 Un triangle quelconque dont les sommets sont dans]N2 peut être représenté, 
à une translation près, par un de ces deux triangles. 
Commençons par le triangle de gauche. En appliquant le lemme 1.1.2, on obtient 
. 1 
Al	 ~ l + "2 (b j + C + d - 1) - 1 (1.1) 
. 1A2	 ~2 + - (b2 + a - d + c - e - 1) - 1 (1.2) 2 
A3 i3 + "2
1 (b3 + a + e - 1) - 1 (1.3) 
De plus, le nombre de points entiers à l'intérieur de ADEF étant donné par (a - 1) (c - 1) 
et aussi par il + i2 + i3 + i4 + bl + b2 + b3 - 6, on obtient l'équation 
(1.4) 
Ainsi, en utilisant (1.1), (1.2), (1.3) et (1.4) on obtient 




ac - (il + i2 + i3) - "2(bl + ~ + b3 + 2a +2c - 3) + 3 
6 
. l 9 
t4 + bl + b2 + ba + a + c - 7 - 2(b l + b2 + b3) - a - c + 2 
i4 + 2l (b l + b2 + ba - 3) - 1. 
Prouvons maintenant le lemme pour le triangle de droite. D'après le lemme 1.1.2, on a 
Al = il + 2l (b l + c + a - 1) - l (1.5) 
A2 i2 + 2l (b2 + c - e + a - d - 1) - l (1.6) 
1 
Aa = ia+ 2(ba+ d + e - 1)-1 (1.7) 
L'aire de la région 5 peut être calculée comme suit 
As = (a - d)e = (a - d - l)(e - 1) + a - d + e - l = is + a - d + e - 1. (1.8) 
De plus, le nombre de points entiers à l'intérieur de ADBF étant donné par (a -l)(c-l) 
et aussi par il + i2 + ia + i 4 + is + bl + b2 + ba + e + a - d - 7, on obtient l'équation 
Ainsi, (1.5), (1.6), (1.7), (1.8) et (1.9) nous donnent 
A4 aire(ADBF) - Al - A2 - A3 - As 
l 
ac - (il + i2 + i3) - -(bl + b2 + ba + 2a + 2c - 3) - is - a +d - e + 4 2 
i4 + bl + b2 + ba + e + 2a + c - d - 8 - 2l (b l + b2 + ba) - 2a + d - e - c + 2"Il 
i 4 + 2l (b l + ~ + ba - 3) - 1. 
Le résultat est donc valide pour un triangle quelconque dont les sommets sont dans 
o 
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Théorème 1.1.4. (Théorème de Pick) Soit P ç JR2 un polygone dont tous les sommets 
sont des points de 7l,2. Si l est le nombre de points entiers à l'intérieur de P et B le 
nombre de points entiers sur les frontières de P, alors 
. 1 
alre(P) = l + 2B - 1. 
DÉMONSTRATION Pour démontrer le théorème, nous allons procéder par récurrence sur 
le nombre de sommets du polygone. Le cas de base étant un triangle, le lemme 1.1.3 
nous confirme que le résultat est valide. Considérons maintenant un polygone P ayant au 
moins 4 sommets, ceux-ci étant des points de 7l,2. Il est possible de relier deux sommets 
non consécutifs de P afin de former deux polygones Pl et P2 dont la réunion est P 
et dont les intérieurs sont disjoints. Ces deux polygones ont un nombre de sommets 
inférieur à celui de P, on peut donc appliquer la récurrence. Notons l'aire, le nombre de 
points entiers à l'intérieur et le nombre de points entiers sur les frontières de Pi par Ai, 
Ii et Bi respectivement, pour i = 1,2. Alors, on a 
et 
Il est évident que l'aire de P est la somme des aires de Pl et P2. Si Q est le nombre 
de points entiers sur le segment commun à Pl et P2, alors on a l = h + h +Q - 2 et 
B = BI + B2 - 2Q + 2. Ainsi, 
1 1 
l + -B-1 = h + h + Q - 2 + 2(BI + B2 - 2Q + 2) - 12 
1 . 1
 
h + 2BI - 1 + h + 2B2 - 1
 




1.2 Identité de Fricke 
Définition 1.2.1. Le groupe spécial linéaire d'ordre 2 de Z, noté 5Lz(Z), est le groupe 
des matrices 2 x 2 sur Z de déterminant égal à 1. 
Nous allons ici donner quelques propriétés de la trace de ces matrices. 
Proposition 1.2.2. Pour toutes matrices A et B de 5Lz(Z), on a 
Tr(B) + Tr(AzB) = Tr(A)Tr(AB) 
et 
Tr(A) + Tr(ABz) = Tr(B)Tr(AB). 
DÉMONSTRATION Soit A ~ (: :) une mat";œ de SL,(Z). On a donc A-1 
(~c ~b). Ain~i, on déduit l'équation ,uivante 
A-1 + A = Tr(A)!z. (1.10) 
En multipliant (1.10) par A à gauche et B à droite puis en prenant la trace, on obtient 
Tr(B) + Tr(A2B) = Tr(A)Tr(AB). 
En multipliant maintenant B-l + B = Tr(B)lz par A à gauche et B à droite puis en 
prenant la trace, on a 
Tr(A) + Tr(AB 2 ) = Tr(B)Tr(AB). 
o 
Démontrons maintenant une identité bien connue pour les matrices du groupe spécial 
linéaire de degré 2, l'identité de Fricke. Ce théorème provient de l'article de Fricke (Fricke, 
1896). 
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Théorème 1.2.3. (Identité de Fricke) Pour toutes matrices A et B de SL2('l',), on a 
Tr(A)2 +Tr(B)2 +Tr(AB)2 = Tr(ABA- l B- 1) + 2 +Tr(A)Tr(B)Tr(AB). 
DÉMONSTRATION Soit C,D E SL2('l',). En multipliant (1.10) (où A est remplacé par 
D) par C à gauche et en prenant la trace on a 
Tr(CD- 1) = Tr(D)Tr(C) - Tr(CD). (LU) 
En utilisant la proposition 1.2.2 avec B = h on a 2 + Tr(A2) = Tr(A)2. Aussi, 
en remplaçant C par AB et D par B-1A dans (1.11), on obtient Tr(ABA-1B) 
Tr(B- 1A)Tr(AB) - Tr(ABB-l A). On a donc 
Tr(ABA -1 B) = Tr(AB- 1)Tr(AB) - Tr(A2) 
=? Tr(ABA- 1B) = (Tr(A)Tr(B) - Tr(AB»)Tr(AB) - Tr(A2) par 1.11 
=? Tr(ABA- l B) = Tr(A)Tr(B)Tr(AB) - Tr(AB)2 - Tr(A)2 + 2. 
En utilisant (1.11) pour les matrices C = ABA-1 et D = B, on a 
Tr(ABA-1B- 1) = Tr(B)Tr(ABA- 1) -Tr(ABA-1B) 
= Tr(B)2 - Tr(A)Tr(B)Tr(AB) + Tr(AB)2 + Tr(A)2 - 2. 




MOTS DE CHRISTOFFEL ET TRIPLETS DE MARKOFF 
2.1 Mots de Christoffel 
Les mots de Christoffel sont des mots sur un alphabet à deux lettres. Ils peuvent être 
définis de plusieurs façons; dans ce texte nous allons utiliser une définiton géométrique 
basée sur la discrétisation d'un segment de droite par un chemin dans IN2 . Cette façon 
de traiter les mots de Christoffel correspond à celle utilisée dans le livre Combinatorics 
on Words (Berstel et al., 2008). Une grande partie des résulats et des démonstrations 
du chapitre sont d'ailleurs inspirées de celles de ce livre. 
2.1.1 Définitions 
Définition 2.1.1. Soit a et b des entiers naturels tels que a 1- b. Le chemin de Chris­





- les pas sont horizontaux ((i;j) à (i +l,j)) ou verticaux ((i,j) à (i,j + 1)) ;
 
- le chemin se trouve sous le segment de droite de (0,0) à (a, b) ;
 
- il n'y a aucun point de IN2 à l'intérieur de la région définie par le chemin et le segment
 
droite de (0,0) à (a,b). 
Lorsqu'on parcourt les points de lN2 sur le chemin de Christoffel de pente ~, on effectue 
deux types de pas. D'un point (i,j) on va au point (i + 1,j) ou au point (i,j + 1). On 
peut ainsi définir un mot de {x, y}* à partir de ce chemin. Un pas du premier type sera 
12 
(9,5) 
, - - - r - - -1- - -.., - - - T - - - r - - -1.- --.., - - - T - - ­
1 1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
ï---I----I---I---I----I~--ï---- 1 
l , l , 1 1 1 1 1 
l , , 1 l ' l , (7,3) 
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' 1 
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1­ - - -1­ -
1 1 \ 1 1 
1 1 1 1 1 




























~'~ .l .... , j ~ 
(0,0) (0,0) 
Figure 2.1 Chemins de Christoffel de pente ~ et ~ respectivement. 
représenté par un x et un pas du deuxième type par un y. On notera le mot ainsi créé 
C(a, b). 
Définition 2.1.2. Soit a et b des entiers naturels. Un mot w de {x, y}' est appelé un 
mot de Christoffel de pente ~ si a -l b et w = C(a, b). Un mot de Christoffel est dit 
trivial si sa longueur est 1. 
(9,5) 
r - - - r - - -1- - - -, - - - T - - - r - - -1- - - ., - - - T - - ­
1 1" 1 1 • 1 JI' 1 
1 1 1 1 1 J 1 1 
1 1 1 1 1 1 1 J 
r - - -,- --ï ---1- - -,- - - -,- - - ï - - - - 1 
1 1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
;- - - -: - - - ~. - --7- -- ~ - - -'- - +-~"'''''':;:''''L. - - -: 
1 1 1 1 1 1 
1 1 1 1 [ 1 1 
L 1_ - - -1 - - - + - - - - + - - - t- - - -[ 
1 1 1 1 1 1 1 
1 1 1 1 1 J 1 
1 1 1 1 1 1 1 
1----1-- ---l---"---T---r---[ 
1 1 1 1 l 
1 1 1 1 1 
1 .!. , 1 J !. 1 1 
Figure 2.2 Le mot de Christoffel de pente ~ est xxyxxyxxyxxyxy. 
Remarques 2.1.3. 
1. Le mot de Christoffel de pent~ 0 est .T 
2. Le mot de Christoffel de pente 00 est y. 
3. Le mot de Christoffel de pente 1 est xy. 
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2.1.2 Factorisation standard 
Définition 2.1.4. Soit a et b deux entiers naturels premiers entre eux tels que (a, b) :1 
(0,1). L'étiquette d'un point entier (i, j) sur le chemin de Christoffel de pente ~ est le 
nombre ib- ja
a . 
On peut remarquer que l'étiquette d'un point entier (i,j) sur le chemin de Christoffel 
de pente ~ correspond à la distance verticale entre ce dernier et le segment de droite de 
(0,0) à (a, b). En effet, la distance verticale entre (i, j) et la droite est la distance entre 
(i,j) et (i,y) avec ~ = ~. Donc, cette distance est y - j = ~ - j = ib~ja = étiquette 
de (i,j). 
(9,5) 
r - - - r - - -1- - - ., - - - T - - - r - - -1- - - -; - - - T - - - 0 
: : : : : : : : 1 9" 
1 1 1 1 1 1 1 1 
r - - -1- - - -1 - - - ï - - - 1- - - -1- - - ï - - - - 9 
: : : : : : 1: :"9 
~ - - -:- - - ~ - - - ~ - - - ~ - - _,_ - +.--.......--";113 - -:
 
: : : : 1 :9 :9 : 
L _ _ -1- - - -of - - - + - _ _ __ + ... - - -1 
1 1 l ,12 1 1 1 
1 1 l 1 1 1'9 
1 1 1 1 1 1 1 
~ - - -.- - III - -:- - - ~ - - - ~ - - - ~ - - -: 
1 .9 1 1 1 1 1(O,O} 1 1 1 1 1 1 1~~5~~W-------------------------
"9 "9 
Figure 2.3 Les étiquettes des points entiers sur le chemin de Christoffel de pente ~. 
Les deux prochains résultats étant élémentaires, ils seront présentés sans démonstration. 
Proposition 2.1.5. Soit a et b deux entiers naturels. Alors 
a..l b si et seulement si b..l (a +b). 
Proposition 2.1.6. Soit a et b deux entiers naturels. Alors a et b sont premiers entre 
eux si et seulement si le segment de droite de (0,0) à (a,b) ne contient aucun point de 
lN2 autre que (0,0) et (a,b). 
Lemme 2.1.7. Soit a et b deux entiers naturels premiers entre eux. Si ~ et ~ sont 
les étiquettes de deux points entiers consécutifs sur le chemin de Christoffel de pente ~ , 
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alors t := s +b mod (a +b). De plus, t prend exactement une fois les valeurs 0,1, ... ,a+b-l 
lorsque (~, *) parcourt toutes les paires d'étiquettes consécutives. 
DÉMONSTRATION Considérons les étiquettes ~ et ~ de deux points entiers consécutifs 
sur le chemin de Christoffel de pente ~. Si ~ est l'étiquette du point (i,j), alors ~ 
est l'étiquette du point (i + 1,j) ou du point (i,j + 1). Ainsi, on a ~ = ib~ja et ~ = 
(i+l)b-ja = ib-ja+b ou Je = ib-(j+l)a = ib-ja-a. On obtient alors t = s + b ou t = s - a et 
a a a a a 
donc t:= s+b mod (a+b). Puisque (~,~) parcourt a+b paires d'étiquettes consécutives 
et que l'étiquette du point (0,0) est ~, il reste à montrer que b eEt un générateur de 
Za+b. Soit c et d des entiers tels que 0 < c, d :::; a + b. Alors 
cb:= db mod (a+b) =? (c-d)b=k(a+b), kEZ 
=? (a + b)l(c - d) puisque a ..1 b =? b..l (a + b) 
=? c = d. 
Donc le groupe engendré par b contient a + b éléments. Ainsi, t prend exactement une 
fois les valeurs 0,1, ... , a.+ b - 1. o 
Pour un chemin de Christoffel de pente ~, on a donc un unique point entier d 'étiquette ~. 
À l'aide de ce point nous allons pouvoir définir sans ambiguité une factorisation standard 
pour un mot de Christoffel. 
Définition 2.1.8. Soit W un mot de Christoffel non trivial de pente ~ et (i, J) le point 
d'étiquette ~ sur le chemin de Christoffel associé. La factorisation standard de west 
la factorisation w = Wl W2 où Wl représente la partie de W entre (0,0) et (i, j) et W2 la 
partie de W entre (i,j) et (a, b). 
Exemple. Le point d'étiquette i sur le chemin de Christoffel de pente ~ est le point (2,1), 
qui se trouve après le troisième pas (voir figure 2.3), Ainsi, la factorisation standard de 
xxyxxyxxyxxyxy est (xxy) (xxyxxyxxyxy). 
Cette factorisation a été introduite par Jean-Pierre Borel et François Laubie (Borel et 
Laubie, 1993) et la majorité des résulats de ce chapitre leurs sont dus. 
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Proposition 2.1.9. (Borel et Laubie, 1993) Soit w un mot de Christoffel non trivial 
dont la factorisation standard est W = Wl W2. Alors Wl et W2 sont des mots de Christoffel. 
DÉMONSTRATION Soit w un mot de Christoffel non trivial de pente ~ dont la factorisa­
tion standard est w = Wl W2. Notons S le chemin de Christoffel associé à w et SI, S2 les 
chemins associés à Wl et W2 respectivement (voir figure 2.4). Notons C = (i,j) le point 
de S d'étiquette *. 
B 
A 
Figure 2.4 La factorisation standard d'un mot de Christoffel donne deux mots de 
Christoffel. 
Nous allons d'abord montrer que Wj est le mot de Christoffel de pente t. Pour ce faire, 
nous devons montrer que i -.l j, que SI est sous AC et que l'intérieur de la région 
hachurée ne contient pas de points de ]N2. 
Rappelons que l'étiquette d'un point entier du chemin de Christoffel correspond à la 
distance verticale entre le point et le chemin. Ainsi, C est le point de S le plus près de 
AB et donc Sj se trouve en dessous de AC. De plus, puisque west un mot de Christoffel, 
la région délimitée par AB et S ne contient pas de points entiers. Puisque AC se trouve 
dans cette région, le segment ne contient aucun point entier autre que ses extrémités 
et donc par la proposition 2.1.6, on ai 1- j. Aussi, l'intérieur de la région hachurée est 
contenu dans l'intérieur de la région délimitée par AB et S et ne contient donc aucun 
point entier. 
De la même façon, on peut montrer que 'U:2 est le mot de Christoffel de pente ~. 0 
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Nous allons démontrer ici que l'unique factorisation d'un mot de Christoffel en deux 
mots de Christoffel est la factorisation standard. 
Théorème 2.1.10. (Borel et Laubie, 1993) Soit w un mot de Christoffel non trivial. 
Alors w a une unique factorisation W = Wj W2 avec Wj et W2 des mots de Christoffel. 
DÉMONSTRATION Soit W un mot de Christoffel non trivial de pente ~ dont la factorisa­
tion standard est W = WjW2. Supposons que W ait une autre factorisation W = uv avec 
u et v des mots de Christoffel. Notons C = (i, j) et C' = (c, d) les points qui séparent W 
en WjW2 et W en uv respectivement (voir figure 2.5). 
B 
A 
Figure 2.5 L'unique factorisation d'un mot de Christoffel en deux mots de Christoffel 
est la factorisation standard. 
Puisque w, Wj, W2, U et v sont des mots de Christoffel, on a a 1- b, i 1.. j, (a - i) 1- (b - j), 
c 1- d et (a-c) 1- (b-d). Ainsi, par la proposition 2.1.6, on a que les segments AB, AC, 
CB, AC' et CIB ne contiennent pas d'autres points entiers que leurs extrémités. On 
obtient aussi que l'intérieur des régions ABC et ABCI ne contient aucun point entier. 
Donc, par le théorème de Pick (théorème 1.1.4), on a que aire(ABC) = aire(ABCI) = ~. 
Cependant, le triangle ABC est formé de deux triangles: l'un de base h et de hauteur 
i et l'autre de base h et de hauteur a - i. Le triangle ABCI est lui aussi formé de deux 
triangles: l'un de base hl et de hauteur c et l'autre de base hl et de hauteur a-co Puisque 
C est l'unique point du chemin de Christoffel à une distance verticale de ~ de AB, on a 
h < hl. Ainsi, ~ = aire(ABC) = 'J,} + h(a2-i) = \a < h~a = aire(ABCI) = ~. On a donc 
17 
une contradiction. Ainsi, la seule factorisation d'un mot de Christoffel en deux mots de 
Christoffel est sa factorisation standard. D 
Proposition 2.1.11. Soit w un mot de Christoffel de longueur au moins 3 dont la 
factorisation standard est w = Wl W2. Alors Wl est préfixe de W2 ou W2 est suffixe de Wl· 
DÉMONSTRATION Soit w un mot de Christoffel non trivial de pente ~ dont la facto­
risation standard est W = Wl W2. Notons C = (i, j) le point du chemin de Christoffel 
d'étiquette ~. 
D'abord, nous allons montrer que dans les figures 2.6 et 2.7, l'intérieur de la zone hachurée 
ne contient aucun point entier. Puisque (Wl,W2) est la factorisation standard de w, 
l'intérieur du triangle ABC ne contient aucun point entier et sa frontière en contient 
seulement 3. D'après le théorème de Pick on peut donc dire aire(ABC) = ~. Puisque le 
segment AC' est obtenu de CB par une translation de (-i, -j) et que le segment C'B 
est obtenu de AC par une translation de (a - i, b - j), le triangle AC'B a seulement 3 
points entiers sur sa frontière. De plus, on aaire(ABC) = aire(AC'B). Par le théorème 
de Pick on peut donc conclure que l'intérieur de AC'B ne contient aucun point entier. 
Ainsi, les zones hachurées ne contiennent aucun point entier. 
1. Supposons d'abord que i ::; a - i et montrons que Wl est préfixe de W2 (voir figure 
2.6). 
Par définition, le chemin de Christoffel de pente ~ passe en dessous du segment AC'. 
Considérons S, la partie du chemin pour laquelle la première coordonnée est plus petite 
ou égale à i, S est bien défini puisque i ::; a - i. Puisque la région hachurée ne contient 
aucun point entier, S passe en dessous du segment AC. Puisqu'il ne doit pas y avoir de 
point entier entre S et AC', alors S coïncide avec le chemin de Christoffel de pente {. 
Donc Wl est préfixe de W2. 
2. Supposons maintenant que i > a - i et montrons que W2 est suffixe de Wl (Voir figure 
2.7). 
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O Aucun point entier à
 l'intérieur de celte région ~ B=(a,b)
 
A=(O,O) 
Figure 2.6 Wl est préfixe de W2 
O Aucun point entier à l'intérieur de celte région B=(a,b)~ 














..'::::::..===- ...J w 1 
A=(O,O) 
Figure 2.7 W2 est suffixe de Wl 
On peut d'abord constater que l'intérieur du triangle ACC" ne contient aucun point 
entier puisque ACC" est obtenu de Cl BC par une translation de (- (a - i), - (b - j)) et 
que Cl BC se trouve dans la zone hachurée. 
Considérons SI, la partie du chemin de Christoffel de pente f pour laquelle la première 
coordonnée est plus grande que 2i - a. Si est bien définie puisque i > a - i et a - i > 0 
donnent que i > 2i - a > O. Puisque l'intérieur du triangle ACC" ne contient aucun 
point entier, Si passe en dessous du segment C"C. Pusiqu'il ne doit pas y avoir de point 
entier entre Si et AC, alors SI coïncide avec le chemin de Christoffel de pente b-J. Donc
a-t 
W2 est suffixe de Wl. 0 
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Proposition 2.1.12. Soit w un mot de Christoffel de longueur au moins 3 dont la 
factorisation standard est W = Wl W2. Alors Wl = UW2 ou W2 = Wl v avec u et v des mots 
de Christoffel. 
DÉMONSTRATION Soit W un mot de Christoffel non trivial de pente ~ dont la facto­
risation standard est W = Wl W2. Notons C = (i, j) le point du chemin de Christoffel 
d'étiquette ~. Par la proposition 2.1.11 on sait que Wl = UW2 ou W2 = WjV avec u et v 
des mots de {x,y}*. 
Considérons d'abord le cas où W2 = Wl V. Nous allons montrer que v est le mot de 
Christoffel de pente :-=-~. Pour ce faire, il faut montrer que la partie associée à v du 
chemin de Christoffel de west en dessous du segment DB et que a - 2i et b - 2j sont 
premiers entre eux. Commençons par démontrer que l'intérieur de la partie hachurée 
de la figure 2.8 ne contient aucun point entier. D'abord, le parallélogramme AC'BC 
correspond au parallélogramme de la figure 2.6, donc son intérieur ne contient aucun 
point entier. Le triangle C BD est obtenu du triangle AC'C en effectuant la translation 
(i, j) et donc son intérieur ne contient aucun point entier. Puisque W2 est un mot de 
Christoffel, le segment CB ne contient aucun point entier autre que ses extrémités. 
Ainsi, l'intérieur de la région hachurée ne contient aucun point entier. Le chemin associé 
à v ne peut pas passer dans la région hachurée et donc il passe en dessous du segment 
DB. 
Maintenant, puisque DB est obtenu de CC' en effectuant la translation (i, j) et que CC' 
est dans la région hachurée, les seuls points entiers sur DB sont ses extrémités. De la 
proposition 2.1.6 on obtient donc b- 2j ..L a - 2j. Ainsi, v est bien un mot de Christoffel. 
De la même façon, on peut montrer que u est un mot de Christoffel si Wl = UW2. 0 
Proposition 2.1.13. (Borel et Laubie, 1993) Soit w un mot de Christoffel non trivial 
dont la factorisation standard est w = WIW2. Alors WIWIW2 et WIW2W2 sont des mots 
de Christoffel. 
DÉMONSTRATION Soit W un mot de Christoffel non trivial de pente ~ dont la facto­
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~ Aucun point entier il
 
'I:::;::J l'intérieur de cetle région B=(a,b)
 
A=(O,O) 
Figure 2.8 Si W = Wr W2 est un mot de Christoffel, alors Wr = UW2 ou W2 = Wr v avec 
U et v des mots de Christoffel. 
risation standard est W = Wr W2· Notons C = (i, j) le point du chemin de Christoffel 
d'étiquette i. 
Montrons d'abord que WrWrW2 est le mot de Christoffel de pente ~:~. On commence 
par montrer que a + i -.L b + j. Puisque l'étiquette de (i, j) est i, alors ib - ja = 1. Soit 
P E lN ·tel que p divise a + i et b + j. Alors il existe k, k/E lN tels qtie a + i = pk et 
b + j = pk'. Alors 
ja + ij = jpk et ib + ij = ipk' 
~ ib + ij - ja - ij = ipk' - jpk 
~ ib - ja = p(ik' - jk) 
~ l=p(ik'-jk) 
~ p = 1. 
Puisque le seul entier qui divise à la fois a + i et b + j est 1, on a que a + i -.L b+ j. 
Il suffit maintenant de démontrer que l'intérieur du triangle ABD ne contient aucun 
point entier. Notons l le nombre de points entiers à l'intérieur du triangle ABD. D'abord, 















:c;(iJf --- ­ -"W j - - - - 1 :C'=(iJ) 
1----­
- - - - - - -
A=(O,O) - - - ~ W 1 
Figure 2.9 Si W = Wl W2 est un mot de Christoffel, alors Wl Wl W2 et Wl W2W2 sont des 
mots de Christoffel. 
entiers que ses extrémités. Aussi, puisque Wl et W2 sont des mots de Chistoffel, AC, 
CD et DB ne contiennent pas d'autres points entiers que leurs extrémités. Ainsi, les 
frontières de ABD contiennent 4 points entiers. Par le théorème de Pick (théorème 1.1.4) 
on obtient donc 
aire(ABD) = 1+1. 
Maintenant, on peut aussi calculer l'aire de ABD à l'aide d'un déterminant de la façon 
suivante: 
j
1 (a+i b+ ) Il
 1aire(ABD) = -det = -(2aj - 2bi) = 1 (2.1) 
2 2i 2j 2 
Ainsi, 1 = 1+ l, et on a donc que l'intérieur de ABD ne contient aucun point entier et 
que Wl Wl W2 est un mot de Christoffel. 
De façon similaire, on peut montrer que Wl W2W2 est le mot de Christoffel de pente 
2b-j 0 
2a-i' 
Proposition 2.1.14. Soit W un mot de Christoffel non trivial dont la factorisation 
standard est W = WIW2. Alors WIW2Wi1W21 est conjugué à xyx-1y-l dans le groupe 
libre F2 engendré par x et y. 
DÉMONSTRATION Nous allons démontrer le résultat par récurrence sur la longueur de 
w. Le plus court mot de Christoffel non trivial est xv. La factorisation standard de xy est 
(x)(y) et on a bien que xyx-1y-l est conjugué à xyx-1y-l dans F2. Soit W un mot de 
Christoffel de longueur au moins 3. Par la proposition 2.1.12, la factorisation standard de 
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west (u) (uv) ou (uv) (v) avec u et v des mots de Christoffel. Considéroils d'abord le cas où 
w = uuv. On a que uv est un mot de Christoffel dont la factorisation standard est (u) (v) 
et dont la longueur inférieure à celle de w. Donc, par récurrence, uvU-1v- 1 est conjugué 
à xyx-1y-l dans F2. Puisque WIW2Wllw2'1 = uuvu-1(uv)-1 = u(uvu-1v-1)U- 1, on 
a que Wlw2wllw2'1 est conjugué à xyx-1y-l dans F2. Maintenant, si w = uvv, alors 
WIW2Wllw21 = uvV(uv)-lV-l = uVU-1V- 1 qui est conjugué à xyx-1y-l dans F2 par 
récurrence. D 
Définition 2.1.15. Soit a et b deux entiers strictement positifs tels que a 1- b. Considé­
rons S le segment de droite de (0,0) à (a,b). Le mot d'intersection (a,b) est l'élément 
de {x, y}* défini de la façon suivante: en parcourant S\ {(O, 0), (a, b)}, on écrit x chaque 
fois que la première coordonnée est entière et y lorsque la seconde coordonnée est en­
tière. Puisque a et b sont premiers entre eux, les deux coordonnées ne sont jamais entières 
simultanément et il n 'y a donc aucune confusion sur la lettre à inscrire. 
(9,5) 









Figure 2.10 Le mot d'intersection (9,5) est xyxxyxxyxxyx. 
On voit aisément que si on effectue sur Sune rohüion d'un cl mi-tour par rapport au 
point (~,~) on obtient S. Ainsi, on peut constater que si p est le mot d'intersection 
(a, b), alors p est un palindrome (Lothaire, 2002). De plus, xpy est le mot de Christoffel 
cie pente ~. 
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Définissons l'homomorphisme f.J, du monoïde libre {x,y}* dans SL2 (Z) de la façon sui­
vante ~ ~ (: :) et ~F ( : : ) 
Lemme 2.1.16. Soit W un mot de Christoffel, Alors 1Tr(f.J,w) = f.J,(W)12' 
Si de plus west de longueur au moins 2 et de factorisation standard Wl W2, on a 
DÉMONSTRATION On peut d'abord remarquer que pour les deux cas particuliers W = x 
et W = y, le résultat est évident. Considérons donc w comme un mot de Christoffel non 
trivial de pente ~, où a et b sont premiers entre eux. On peut alors écrire w = XWl Y où 
Wl est le mot d'intersection (a, b). Puisque wl est un palindrome et que /J-x et f.J,y sont 
symétdqu", ~wl "t symêtlique et on pO"t pOsel ~Wl = ( : ~) où a, b, cE Z. Ainsi, 
Tr (( lOa + 9b + 2c 4a + 4b + c ) ) 
5a +7b + 2c 2a + 3b + c 







Puisque les matrices f.J,(x) et /J-(Y) ne contiennent que des entiers strictement positifs, 
les matrices résultantes d'un produit de ces deux dernières ne contiennent aussi que des 
entiers strictement positifs. D'où le résultat. o 
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2.2 Triplets de Markoff 
Définition 2.2.1. Un triplet de Markoff est un multi-ensemble {a, b, c} d'entiers 
strictement positifs qui satisfont l'équation 
Un triplet de Markoff est dit propre si a,b et c sont distincts, sinon il est dit impropre. 
Les nombres qui composent un triplet de Markoff sont appelés nombres de Markoff. 
Proposition 2.2.2. (Cusick et Flahive, 1989) Les seuls triplets de Markoff impropres 
sont {l, l, l} et {l, l, 2}. 
DÉMONSTRATION Soit {x, y, z} un triplet de Markoff impropre. Sans perte de généralité 
on peut supposer que x = y. Alors, on a 2x2 + z2 = 3x2z. De cette équation on obtient 
que x2 divise z2 et donc que x divise z. Ainsi, il existe k E lN tel que z = kx. Donc, 
2x2 + k2x2 = 3x3k 
=} 2 + k 2 = 3kx 
=} kl2 
=} k E {1,2} 
Si k = l, alors x = y = z. Ainsi, 3x2 = 3x3 et donc {x,y,z} = {l,l,l}. Si k = 2, alors 
6x2 =6x3 Ainsi, {x,y,z} = {1,1,2}. D 
Lemme 2.2.3. Soit {a, b, c} un triplet de Markoff tel que a < b < c. Alors {a, b, 3ab-c} 
est un triplet de Markoff tel que 0 < 3ab - c < b. 
DÉMONSTRATION Soit {a, b, c} un triplet de Ivlarkoff tel que a < b < c. Vérifions 
d'abord que {a, b, 3ab - c} est un triplet de Markoff. 
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3abc + 9a2b2 - 6abc 
9a2b2 - 3abc 
3ab(3ab - c) 
Montrons maintenant que 0 < 3ab - c < b. D'abord, puisque a et b sont des entiers 
strictement positifs, on a 0,2 + b2 + (3ab - c)2 > 0 et donc 3ab(3ab - c) > O. On obtient 
ainsi que 3ab - c > O. De plus, puisque b > a et b> 1, on a a2 < ab < ab2. Aussi, a 2: 1 
donne que 2b2 ::; 2ab2 . Avec ces inégalités, on obtient 
2b2 + 0,2 < 3ab2 ::::} 2b2 + 0,2 - 3ab2 < 0 
2
::::} b2 _ 3ab2 + 0,2 + b2 + c - c2 < 0 
::::} b2 - b(3ab - c) - bc + c(3ab - c) < 0 
::::} (b - c)(b - (3ab - c)) < 0 
::::} b - (3ab - c) > 0 puisque b - c < 0 
::::} b> 3ab - c 
D'où {a, b, 3ab - c} est un triplet de Markoff tel que 0 < 3ab - c < b. o 
Exemple. Le triplet de Markoff {I, 2, 5} donne le triplet de markoff impropre {I, 1, 2} 









La bijection entre les mots de Christoffel et les triplets de Markoff que je décris dans ce 
chapitre a été présentée par Christophe Reutenauer dans l'article Christoffel words and 
Markoff triples (Reutenauer, 2009) ainsi que dans l'article de Bombieri (Bombieri, 2007) 
sous une autre terminologie. 
Lemme 3.0.4. Soit w un mot de Christoffel non trivial dont la factorisation standard 
est w = W1W2. Alors {!Tr(p,w1), i Tr(p,w2), iTr(p,w)} est un triplet de Markoff propre. 
DÉMüNSTRATlON Posons a = 1Tr(p,wd, b = iTr(p,W2) et c = ~Tr(p,w). 
1. Montrons d'abord que {a, b, c} un triplet de Markoff. Posons A = p,(wd et B = P,(W2). 
On a alors AB = p,(w). En utilisant l'identité de Fricke (théorème 1.2.3), on obtient 
Tr(p,(w1))2 + Tr(P,(W2))2 + Tr(p,(w))2
 
Tr(p,(wdp,(W2)P,(wd -1 p,(W2)-1) + 2 + Tr(p,(W1) )Tr(p,(W2) )Tr(p,(w))
 
Tr(p,(W1)p,(W2)P,(W1)-1 p,(W2)-1) + 2 + 27abc.
 
Puisque W1W2Wl1Wi1 est conjugué à xyx-1y-1 dans F2 (proposition 2.1.14) on peut 
écrire W1W2Wl1Wi1 = zxyx-1y-1z-J avec z E {x,y}*. On obtient alors 
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Tr(jJ,(zxyx- 1y-1 Z-l)) 
Tr(/1-(Z )/1-(xyx-1y-1 )/1-(Z -1)) 
Tr(/1-(Z )/1-(Z -1 )/1-(XYX-l y-1)) 
Tr(/1-(xyx- 1y-1) ) 
Th ((: :) (: :) (~1 ~1) (~2 ~2)) 
Th (C: =::)) 
= -2. 
On a donc 9a2 + 9b2 + 9c2 = 27abc et ainsi {a, b, c} est un triplet de MarkofF. 
2. Montrons maintenant que a, b et c sont distincts. Considérons d'abord le cas où 
w = xy. On a alors W1 = x et W2 = y. Donc, a = 1, b = 2 et c = 5. 
Si west un mot de Christoffel de longueur au moi]1s 3, alors W1 = UW2 ou W2 ;::: W1 v 
avec U et v des mots de Christoffel (proposition 2.1.12). Par la propostion 2.1.16, on a 
1 
a	 3Tr(/1-W1) 







/1-(W1)1l/1-(V)12 + a/1-(v)22 avec /1-(W1)ll, /1-(V)12 et /1-(v)n des entiers strictement positifs. 
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Ainsi, on a a > b ou b > a. De plus, on obtient de la même façon l'équation c = 
p,(wd II b+ ap,(w2h2 et ainsi c > a, b. {a, b, c} est donc un triplet de Markoff propre. D 
Lemme 3.0.5. Soit {a, b, c} un triplet de Markoff propre. Alors il existe un mot de 
Christoffel w tel que {a, b, c} = {~Tr(P,Wl), ~ Tr(p,W2), ~ Tr(p,w) }1 où W = WlW2 est la 
factorisation standard de w. 
DÉMONSTRATION Soit {a, b, c} un triplet de Markoff propre tel que a < b < c. Pour 
démontrer l'existence du mot de Christoffel, nous allons procéder par récurrence sur la 
somme a + b + c. 
Commençons par vérifier le cas de base. Par le lemme 2.2.3, on a que {a, b, 3ab - c} 
est un triplet de Markoff tel que 0 < 3ab - c < b. Ainsi a + b + 3ab - c < a + b + c. 
Si on prend la somme a + b + c minimale, le triplet de Markoff {a, b, 3ab - c} est donc 
impropre. Puisque a f=- b et que les deux seuls triplets de Markoff impropres sont {l,l, 1} 
et {l,l, 2}, on a que {a, b, 3ab - c} = {l,l, 2}. Puisque a < b, on a a = 1, b = 2 et 
3ab- c= 1 et donc {a,b,c} = {1,2,5}. Soit w = xy, alors 
Ill}{ '3 Tr(p,Wl), '3 Tr(p,W2), '3Tr(p,w) 
Alors xy est le mot de Christoffel associé à {l, 2, 5}, qui est le triplet de Markoff de 
somme minimale. 
Si la somme a + b + c n'est pas minimale, alors {a, b, 3ab - c} est un triplet de Markoff 
propre et par récurrence {a, b, 3ab - c} = aTr(p,wd, ~ Tr(p,W2) , ~ Tr(p,w)} avec w un 
mot de Christoffel de factorisation standard WlW2. Par la propostion 2.1.16, on a 




Donc Tr(j.tw) > Tr(j.twd et de la même façon, Tr(j.tw) > Tr(j.tw2). Ainsi, ~Tr(j.tw) = b. 
1. Si a = ~ Tr(j.twd et 3ab - c = ~ Tr(j.tW2) , alors la proposition 1.2.2 avec A = Wj et 
B = W2 donne 
3'1 Tr(j.twdTr(j.twjW2) - 3'1 Tr(j.tW2)
 




2. Si a = ~ Tr(j.tW2) et 3ab - c = ~ Tr(j.tWj) , alors la proposition 1.2.2 avec A = Wj et 
B = W2 donne 
3'1 Tr(j.tW2)Tr(j.tWjW2) - 3'1 Tr(j.twd 
3ab - (3ab - c) 
c 
Par la proposition 2.1.13, WjWjW2 et WjW2W2 sont des mots de Christoffel. Alors, le mot 
de Christoffel associé à {a, b, c} est Wj Wj W2 ou Wj W2W2· o 
Lemme 3.0.6. Soit W un mot de Christoffel non trivial dont la factorisation standard 
est WjW2, alors les triplets de Markoff associés aux mots de Christoffel (Wj)(WjW2) et 
(WjW2)(W2) sont différents. C'est-à-dire que 
DÉMONSTRATION Considérons d'abors le cas où Wj = x et W2 = y. Puisque j.t(xy) = 
12 5) , j.t(xxy) = (31 13) et j.t(xyy) = (70 29) , alors le triplet associé à ( 7 3 19 8 41 17 
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(x)(xy) est {l, 5, 13} et celui associé à (xy)(y) est {5, 2, 29}. On remarque donc qu'ils 
sont différents. 
Maintenant, si Wl =j:. x ou W2 =j:. Y alors west de longueur au moins 3. Par la proposition 
2.1.11, on a donc que Wl est préfixe de W2 ou que W2 est suffixe de Wl. 
1. Si Wl est préfixe de W2, alors W2 = WlV où v E {x,y}*. Puisque les éléments des 
matrices f1Wl et f1V sont des entiers strictement positifs, on a 
Tr(f1W2) = Tr(f1Wlv) 
Tr(f1Wlf1V) 
(f1Wdll(f1V)ll + (f1wl)dILVb + (f1wlb(f1vh2 + (f1wlb(f1vh2 
> (f1Wl)ll + (f1Wd22 
= Tr(f1Wl)' 




Alors Tr((f1Wl)2f1W2) < Tr(f1W2)Tr(f1W) - Tr(f1wd = Tr(f1Wl(f1W2)2). Or, comme vu 
dans la démonstration du lemme 3.0.4, ~Tr((f1wd2f1W2) et ~Tr(f1Wl(f1W2)2) sont les plus 
grands éléments des deux triplets de Markoff. Ainsi, les deux triplets sont différents. 
2. De manière analogue, si W2 est suffixe de Wj, on peut montrer que les deux triplets 
sont différents. o 
Théorème 3.0.7. (Bombieri, 200'l)(Reutenauer, 2009) Un ensemble {a, b, c} est un 
triplet de Markoff propre si et seulement si il est égal à {~Tr(f1wd, ~ Tr(f1W2), ~ Tr(f1w) } 
pour un unique mot de Christoffel non tri1Jial W dont la factorisation standard est Wl W2. 
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DÉMONSTRATION Étant donné les lemmes 3.0.4 et 3.0.5, il reste seulement à démontrer 
l'unicité. 
Montrons d'abord que l'unique mot de Christoffel associé au triplet de Markoff {1, 2, 5} 
est xy. On sait déjà que aTr(J.lx) , ~ Tr(J.lY) , ~ Tr(J.lxy)} = {1, 2, 5}. Considérons w un 
mot de Christoffel de longueur au moins 3 dont la factorisation standard est WI W2, et 
montrons que {~Tr(J.lWI)' ~Tr(J.lW2), ~Tr(J.lw)} #- {1, 2,5}. On sait que W = xvy avec 
v E {x,y}*. Alors 
1 - (3(12(J.lv)11 + 7(J.lvhJ + 5(J.lV)12 + 3 J.lVh2) 
> 31 (27) car tous les éléments de J.lV sont des entiers strictement positifs 
9. 
Considérons maintenant U et v deux mots de Christoffel de longueur au moins 3 qui 
sont associés au triplet de Markoff {a, b, c}, avec a < b < c. Notons UI U2 et VI V2 les 
factorisations standard de U et v respectivement. Par la proposition 2.1.11, on peut 
avoir les 4 situations suivantes: 
1. UI est préfixe de U2 et VI est préfixe de V2 ; 
2. UI est préfixe de U2 et V2 est suffix.e de VI ; 
3. U2 est suffixe de UI et VI est préfixe de V2 ; 
33 
4.	 Uz est suffixe de UI et Vz est suffixe de VI' 
1. Puisque UI est préfixe de Uz, on a !Tr(P.UI) < !Tr(jluz), Donc, !Tr(p.ud = a, 
!Tr(p.uz) = b et !Tr(p.u) = c. Aussi, on peut écrire Uz = UIU~ et Vz = VIV~, avec u~ et 
v~ des mots de Christoffel. Ainsi, le triplet de Markoff associé à UI u~ est {a, !Tr(p.u~), b}. 
En appliquant la propositioI11.2.2 avec A = P.UI et B = p.'u~, on obtient 
Tr(P.U~) = Tr(P.UI)Tr(P.UIP.U~) - Tr(P.UlI.lUIP.U~) 
=	 3a3b - 3c 
3(3ab - c). 
Alors le triplet de Markoff associé à UI u~ devient {a, 3ab - c, b}. De la même façon, le 
triplet de Markoff associé à VI V~ est {a, 3ab - c, b}. Puisque Ul u~ et VI V~ sont plus courts 
que U et V et sont associés au même triplet de Markoff, alors par récurrence on a que 
UIU~ = VIV~, Puisque la factorisation d'un mot de Christoffel en deux mots de Christoffel 
est unique, on a UI = VI et u~ = v~. Donc, U = v. 
2. De la même façon qu'en 1, on peut écrire Uz = UIU~ et on obtient que le triplet de 
Markoff associé à UI u~ est {a, 3ab - c, b}. De plus, puisque Vz est suffixe de VI, on a 
!Tr(P.VZ) < !Tr(P.VI)' Donc, !Tr(p.vz) = a, !Tr(P.VI) = b et !Tr(p.v) = c. Aussi, on 
peut écrire VI = vivz, avec vi un mot de Christoffel. Ainsi, le triplet de Markoff associé 








Alors le triplet de Markoff associé à ViV2 devient {3ab - c,a,b}. Donc, par récurrence, 





Ainsi, les mots vi VI V2 et vi V2V2 sont associés au même triplet de Markoff. Par le lemme 
3.0.6, on a une contradiction. Le cas 2 est donc impossible. 
Pour les cas 3 et 4 on procède de façon analogue. o 
Ainsi, tout nombre de Markoff est de la forme ~Tr(ILW), avec W un mot de Christoffel 
non trivial. La question de l'unicité de ce mot reste toujours sans réponse. 
CHAPITRE IV 
ARBRE DE STERN-BROCOT 
4.1 Définitions 
Nous allons maintenant introduire un arbre binaire infini qui contient toutes les fractions 
réduites ~ positives, nulle ou infinie. Cet arbre se nomme l'arbre de Stern-Brocot. 
La notation ~ désigne en fait le couple (m, n). Comme nous le verrons à la proposition 
4.2.4, m et n seront toujours des entiers naturels premiers entre eux, et cet abus de 
notation sera justifé. Les résultats du présent chapitre proviennent du livre de Graham, 
Knuth et Patashmik (Graham, Knuth et Patashnik, 1994). 
On va construire l'arbre récursivement à l'aide des suites suivantes. Notons So la suite 
~, Ô, où la fraction Ôreprésente l'infini. Pour i > 0, Si est construite à partir de Si-l 
en ajoutant entre les fractions consécutives ~ et :;:: le médiant de celles-ci, c'est-à-dire 
~t;f. Voici les quatres premières suites. 
o 1 (So)1'0 
o 1 1 (sd1'1'0 
o 1 1 2 1 (S2)1'2'1'1'0 
o 1 1 2 1 323 1 (S3)1'2'2'3'1'2'1'1'0 
On en déduit l'arbre de Stern-Brocot de la façon suivante. Les sommets du niveau i 
dans l'arbre sont les fractions nouvellement créées dans la suite Si (fractions en gras dans 
l'exemple précédent). De plus, un sommet du niveau i est l'enfant gauche, respectivement 
droit, d'un sommet du niveau i -1 si et seulement si dans Si, le sommet du niveau i est 
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le voisin gauche, respectivement droit, du sommet du niveau i - 1. La figure 4.1 illustre 
les cinq premiers niveaux de l'arbre de Stern-Brocot. 
1 3~~3 
3 3 2	 1 
3/"""3 4/"""5 5/"""41/"""2 
/\ /\ /\ /\ /3\ /3\ /\ /1\21 3 3 4 5 5 4 5 7 8 7 7 8 7 5 
5 7 8 '7 7 8 7 5 4 5' 5' 4 3 3 2" 1 
/\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ /\ 
:	 : .. : . . : 
Figure 4.1 Arbre de Stern-Brocot 
Définition 4.1.1. Considérons un arbre binaire complet infini. On 'lui ajoute deux 
sommets à l'infini, un à gauche et un à droite, qu'on note G et D. Soit s un des sommets 
de l'arbre. On définit l'ancêtre gauche et l'ancêtre droit de s par 
1.	 G et D si s est la racine; 
2.	 G et t si s est sur la branche extrême gauche, où t est le père de s; 
3.	 t et D si s est sur la branche extrême droite, où t est le père de s ; 
4.	 dans les autres cas, on considère le chemin de s vers la racine. L'ancêtre gauche, 
respectivement droit, est l'extrémité de la première arête qui va vers la gauche, 
respectivement droite, sur ce chemin. 
La figure 4.2 illustre le dernier cas. 
Remarques 4.1.2. 
1.	 Dans l'arbre de Stern-Brocot, la racine est t et ses ancêtre gauche et droit sont 





~cêtre droit de ex 
/~,/ X:êt" gauche de Q 
ex 
Figure 4.2 Ancêtres gauche et droit d'un sommet. 
2.	 Pour tout sommet de l'arbre de Stern-Broc<Jt autre que la racine, son ancêtre 
gauche ou son ancêtre droit est son père. 
Exemple. Dans l'arbre de Stern-Brocot, considérons le sommet ~. À l'aide de la figure 
4.1, on voit aisément que l'ancêtre droit de ~ est ~ et que le gauche est f. Si on considère 
maintenant le sommet ~, on voit que son ancêtre droit est ~ et que son ancêtre gauche 
est }'o 
4.2 Propriétés 
Nous allons maintenant démontrer qu'un sommet de l'arbre de Stern-Brocot est le mé­
diant de son ancêtre gauche et de son ancêtre droit. Mais nous allons d'abord constater 
ce résultat de façon intuitive. 
Notons d'abord que les sommets reliés par des pointillés sont considérés comme se trou­
vant à l'infini. Si on garde jusqu'au niveau i de l'arbre et qu'on effectue une projection, 
on peut constater deux choses. D'abord, les voisins gauche et droit d'une fraction sont 
ses ancêtres gauche et droit. Aussi, la suite obtenue est précisément Si. Par exemple, la 
figure 4.3, nous montre ce qu'on obtient en effectuant la projection avec les niveaux 0 à 
4 de l'arbre. 
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o 1
- 0 1 
--­
o 1 121 323 143 5 2 5 3 4 1 
T 4 3 5 2 5 3 4 T 323 1 2 T T -0 
Figure 4.3 Projection des niveaux 0 à 4 de l'arbre de Stern-Brocot 
La suite obtenue correspond bien à S4 et chaque fraction est bien entourée de ses ancêtres 
gauche et droit. 
Proposition 4.2.1. Soit 2 un sommet du niveau i ~ 1 de l'arbre de Stem-Brocot et 
_~} 2 ses ancêtres gauche et droit. Alors Si = J..., ~, 2' 2' ...) . 
DÉMONSTRATION Nous allons montrer le résultat par récurrence. D'abord, le sommet 
de niveau 1 est t· Ses ancêtres gauche et droit sont ~ et àet on a S1 = (~, f, à)· 
Maintenant, soit 2 un sommet du niveau i > 1 de l'arbre de Stern-Brocot et ~, 2 ses 
ancêtres gauche et droit. Considérons d'abord le cas où ~ est le père de 2' À l'aide de 
la figure 4.4, on voit que 2 est l'ancêtre droit de ~. 
Par récurrence, on a donc Si-J = (",,~, 2' ... ). Mais puisque 2 est l'enfant droit de ~, 
'1 .. d . d d (b a c )1 est son VOlsm rOlt ans Si et on a onc Si = ... , 17' O!, 2'''' . 
De façon symétrique, on peut montrer le résultat si 2 est le père de 2' D 
Corollaire 4.2.2. Soit 2 un sommet de l'arbre de Stern-Brocot et ~} 2 ses ancêtres 
gauche et droit. Alors 






Figure 4.4 2 est l'ancêtre droit de ~. 
DÉMONSTRATION Si *' est un sommet du niveau i de l'arbre de Stern-Brocot, alors par 
la proposition 4.2.1, on a 
... ,~, 2"" (Si-l) 
.. ,'~,~, 2' ... (Si) 
Donc, *' est le médiant de f, et 2' D'où le résultat.	 o 
On va maintenant montrer que l'arbre de Stern-Brocot contient toutes les fractions 
positives une et une seule fois et qu'elles sont écrites sous forme réduite. 
Lemme 4.2.3. Soit ~ et r;:: deux fractions consécutives de Sil i ~ O. Alors on a m'n­
mn' = 1. 
DÉMONSTRATION Nous allons démontrer le résultat par récurrence sur l'indice de la 
suite. Puisque 1 . 1 - 0 . 0 = l, le résultat est vrai pour so. Soit ~ et r;:: deux fractions 
consécutives de Si, i > O. On a deux situations possibles, soit (1) ~ est une fraction de 
Si-l et pas r;:: ou (2) r;:: est une fraction de Si-l et pas ~. 
(1) On a la situation suivante 
""~'T'''' (Si-l) 
m m' s ()
.. '} Ti> fiT' I) ... Si 
où m' = m + S et n' = n + t. Par récurrence, on a sn - mt = 1. Ainsi, 
m'n-mn'	 (m+s)n-m(n+t) 




(2)	 On a la situation suivante 
s m' ()
···,t'n""· Si-l 
s m m' ()
... , i> n' 1t" ... Si 
où m = s + m'et n = t +n'. Par récurrence, on a m't - sn' = 1. Ainsi, 
m'n-mn'	 m'(t + n') - (s + m')n' 
m't m'n' - sn' - m'n' 
m't - sn' 
1. 
o 
Proposition 4.2.4. Soit !ft une fraction de l'arbre de Stern-Brocot. Alors m et n sont 
premiers entre eux. 
DÉMONSTRATION Par le lemme 4.2.3 et le lemme de Bezout, on peut conclure que m 
et n sont premiers entre eux. o 
Proposition 4.2.5. Soit !ft une fraction positive telle que m..ln. Alors!ft apparaît dans 
l'arbre de Stern-Brocot une et une seule fois. 
DÉMONSTRATION Afin de démontrer que chacune des fractions n'apparaît qu'une seule 
fois dans l'arbre, nous allons montrer que pour i ~ 0, Si est une suite strictement 
croissante. Soit !ft e %- deux fractions consé<'u ives cie Si l! i ~ . Alors 
m+m' m mn+ m'n- mn- mn' 
n+n' n (n +n')n 
m'n-mn' 
(n + n')n 
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1 
(n + n')n 
> 0 
et 
m+m' m' rnn' + m'n' - m'n - m'n' 
n+ n' nI (n + n')n 
mn'-m'n 
(n + n')n 
-1 
= (n + n')n 
< o. 
+' ,Alors, on a ~ < ~+~ < ';:, . D'où le résultat qu'une même fraction ne peut se retrouver à 
deux endroits différents dans Si. Il reste donc à montrer que toutes les fractions positives 
apparaîssent dans l'arbre. L'algorithme décrit ci-dessous nous permet d'avoir le résultat. 
Soit %une fraction positive telle que a-lb. Au départ, on pose ~ = ~ et ';:: = à, donc 
, + ' ~ < %< r;:, . On calcule alors ~+~ et on a une des situations suivantes: 
1 Q, = m+m' Q, est donc dans l'arbre· 
. b n+n' , b ' 
2. %< ~t~', on remplace alors m' par m + m'et n' par n + n'; 
3. %> ~t~', on remplace alors m par m + m'et n par n + n l 
Puisque ~ et r;:: sont deux fractions consécutives d'un certain Si, et ce pour tous les 
étapes de l'algorithme, alors par le lemme 4.2.3 on a m'n - mn' = 1. Aussi, puisque 
Q, - :!Zl > 0 et m' - Q > 0 on a an - bm > 1 et bm' - an' > 1. Ainsib n n' b - -, 
a+b (a + b)(m'n - mn') 
am'n - amn' + bm'n - bmn' + bmm' - bmm' + ann' - ann' 
(m' +n')(an - bm) + (m +n)(bm' - an') 
> m' +n' + m + n. 
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Or, dans les cas 2 et 3, parmi m, n, ml, nI, au moins une valeur est augmentée de 1 ou 
plus. Ainsi, en au plus a + b étapes ml +nI +m +n ne sera plus inférieur ou égal à a + b 
et on sera donc dans la situation 1. Donc 1} sera dans l'arbre de Stern-Brocot. 
Ainsi, les sommets de l'arbre de Stern-Brocot sont toutes les fractions positives écrites 








On va maintenant définir une fonction p qui part de l'ensemble des couples d'entiers 
positifs premiers entre eux et qui va vers l'ensemble des nombres de Markoff. Pour ce 
faire on a besoin de quelques résultats supplémentaires sur l'arbre de Stern-Brocot. 
Proposition 5.0.6. (Frobenius, 1968) Soit (a, a') un couple d'entiers strictement posi­
tifs premiers entre eux. Alors il existe deux uniques couples ({3, {3') et (r, ,') d'entiers tel 
que a{3' - 0:'{3 = l, a,' - a', = -l, (0,0) < ({3, {3') < (a, a') et (0,0) < (r, ,') < (a, 0:'). 
De plus, -{3{3, et ~ sont les ancêtres gauche et droit de 4 dans l'arbre de Stem-Brocot. 
, . Q 
DÉMONSTRATION Ce résultat peut se démontrer en utilisant le lemme de Bezout et la 
division euclidienne mais nous allons ici le démontrer à l'aide de l'arbre de Stern-Brocot. 
Nous allons d'abord démontrer l'existence de ces couples. Soit (a, a') un couple d'entiers 
strictement positifs premiers entre eux. On fait donc référence ici au sommet -[!t de l'arbre 
de Stern-Brocot. Soit *' son ancêtre gauche et ~ son ancêtre droit. Par le corollaire 4.2.2, 
on a a = {3 + , et 0:' = {3' + 1'. Puisqu'aucun couple de l'arbre n'est nul, on a donc 
(0,0) < ({3,{3') < (a, a') et (0,0) < (r,,') < (a,a'). De plus, avec la proposition 4.2.1 
et le lemme 4.2.3 on a a{3' - a' {3 = 1 et a', - a,' = 1 =} a,' - a', = -1. 
lVlaintenant, il ne reste qu'à démontrer l'unicité. Soit (x, x') un couple d'entiers tel que 
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ax' - a'x = 1 et	 (0,0) < (x, x') < (a, a'). On a donc 
ax' - a'x = afJ' - a'fJ	 =? a(x' - fJ') = a'(x - fJ) 
=? alx - fJ puisque a.ler.' 
=? lx - fJl = 0 ou lx - fJl = a, puisque 0 :s; x, fJ :s; a 
=? x = fJ oU:1: = a et fJ = 0 ou x = 0 et fJ = a 
Si x = a et fJ = 0, alors 
ax' - a'a = afJ'	 =? x' - a' = fJ' 
=? x' - fJ' = a' 
=? x' = a' et fJ' = 0, puisque 0 :s; x', fJ' :s; a' 
=? (fJ, fJ') = (0,0), contradiction. 
Si x = 0 et fJ = a, alors 
ax' = afJ' - a'a	 =? x' = fJ' - a' 
=? fJ' - x' =a' 
=? x' = 0 et fJ' = Cr.', puisque 0 :s; x', fJ' :s; a' 
=? (fJ, fJ') = (a, a'), contradiction. 
Donc x = fJ. Alors 
ax' - a'x = afJ' - a'fJ	 :::} ax' - a'fJ = afJ' - a'fJ 
:::} x' = fJ'. 
D'où l'unicité de (fJ,fJ').	 De façon analogue, on peut montrer l'unicité de h,{'). 0 
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On va définir la fonction P, telle que présentée par Frobenius (Frobenius, 1968), par 
récurrence de la façon suivante. D'abord, PlO = 1, POl = 2 et Pu = 5. Maintenant, 
soit (a, a') un couple d'entiers strictement positifs premiers entre eux. Considérons les 
couples ((3, (3') et b, Ti) donnés par la proposition 5.0.6 et posons 8 = 1(3 - ,1 et 8' = 
1(3' - ,'1· Alors Paa' = 3P/3/3'PTY' - PMI" 
Nous savons que (0,0) < ((3,,8') < (a,a') et (0,0) < bd) < (a,a') et donc que 
la définition de P par récurrence est correcte. De plus, nous savons que a = (3 +, et 
a' = (3' + 'f. Pour montrer que la fonction est bien définie, il reste donc à montrer que 
Paa' est bien un nombre de Markoff. 
Proposition 5.0.7. (Frobenius, 1968) Soit (a, a') un couple d'entiers strictement posi­
tifs premiers entre eux. Alors Paa' est un nombre de Markoff. 
DÉMONSTRATION Soit (a, a') un couple d'entiers strictement positifs premiers entre 
eux. Soit f, et ~ les ancêtres gauche et droit de ~ dans l'arbre de Stern-Brocot. Nous 
allons démontrer par récurrence sur le niveau maximum des trois fractions {~, f" 7} 
dans l'arbre de Stern-Brocot que {Paa',P/3/3"P'Y'Y'} est un triplet de Markoff. 
1. Considérons d'abord le cas où f, est le parent de ~ dans l'arbre et posons 8 = 1(3 - ,1 
et 8' = 1(3' - ,'1· Alors, 7 est l'ancêtre droit de f, et notons *' son ancêtre gauche. Ainsi, 
(3 = , + 7] et (3' = " + 7]' =} 7] = (3 - , et r/ = (3' - " 
=} 7] = 1(3 - ,1 et 7]' = 1(3' - ,'1 puisque 7] et 7]' sont positifs 
=} 7] = 8 et 7]' = 8' 
Par récurrence, {P/3.8', P''Y'Y' ,Poo'} est donc un triplet de Markoff. Ainsi, P~/3' +P;'Y' +P~o' = 
3P/3/3'P'Y'Y'PM'. Ainsi, 
P~a' + P~/3' + P;'Y' = (3p/3/3'p'Y'Y' - Poo,)2 + P~/3' + r;'Y' 
g 2 2 2 6 2 2P/3/3'P'Y'Y' + PM' - P/3/3'PTt'POO' + P/3/3' + P'Y'Y' 
= gp~/3'P;'Y' - 3P/3/3'P'Y'Y'PM' 
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Alors, {Paa" Pj3j3', p,,'} est un triplet de Markoff. 
2. De façon analogue, si 7 est le parent de ~ dans l'arbre on peut montrer que 
{Paa" Pj3j3', Pli'} est un triplet de Markoff. 
Ainsi, PaCt' est un nombre de Markoff. o 
Notons P l'ensemble des couples d'entiers positifs premiers entre eux, M l'ensemble des 
nombres de Markoff et C l'ensemble des mots de Christoffel. 
Théorème 5.0.8. Soit w un mot de Christoffel de pente ~. Considérons les deux fonc­
tions suivantes : 
g:C-+ P 
w >-7 (a, b) 
T:C-+ M 
w >-7 ~Tr(J..lw). 





g -1- -1- Id 
P--+M 
P 
DÉMONSTRATION Montrons d'abord que le résultat est vrai pour les mots de Christoffel 
x, y ct xy. Rappelons que px ~ (: :) , py ~ (~ :), pw ~ " Pol ~ 2 et Pu ~ 5 






3 1 :) 
T(x) 
(p 0 g)(y) = POl 
2 
= ~Tr (5	 2)
3 2 1 
= T(y) 
et 







~ ~Th ( C:)(: :)) 
T(xy) 
Nous allons démontrer par récurrence sur la longueur du mot de Christoffel w que 
(p 0 i)(w) = T(w). Soit w un mot de Christoffel de longueur au moins 3, de pente 
~ et dont la factorisation standard est Wl W2. Soit (i, j) le point qui sépare le mot w 
en (WI)(W2)' L'étiquette de ce point est donc i, c'est-à-dire que ib--;.ja = i. Posons 
((3, ,BI) = (i,j), h,1'I) = (a - i, b- j) et (8,81 ) = (12i - al, 12j - bl). Alors, a et b sont des 
entiers premiers entre eux tels que 
(1(31 - b(3 = -1, 
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w/- b, = l, 
(0,0) < ({3, {3') < (a, b) 
et (0,0) < (0,0') < (a, b). 
Ainsi, Pab = 3pj3j3'p", - PM;" 
Selon la proposition 2.1.11, Wl est préfixe de W2 ou W2 est suffixe de Wl· 
1. Si Wl est préfixe de W2, alors W2 = Wl v avec v un mot de Christoffel. De plus, le 
nombre de x dans Wl est inférieur à celui dans W2, c'est-à-dire que i < a - i. De même 
pour le nombre de y, alors j < b - j. Ainsi, 
0< a - 2i et 0 < b - 2j 
=? 0 = a - 2i et 0' = b - 2j. 
Puisque W = Wl Wl v et que la pente de Wl est i alors la pente de v est ~-=.~;. De plus, 
puisque Wl, W2 et v sont d_es mots d~ longueur inférieure à w, par récurrence on obtient 
que (p 0 g)(wd = T(Wl), (p 0 g)(W2) = T(W2) et (p 0 g)(v) = T(v). Donc, 
















"3 Tr (J.tV). 
Ainsi, 
(p 0 g)(w) Pab 
3p/3/3'p-n' - Poo' 
1 1 1 
3"3TI·(J.twd "3 Tr (J.tW2) - "3 Tr (J.tV) 
1 
"3 (Tr(J.tWl )Tr(J.tWlv) - Tr(J.tv)) 
1 




2. Si W2 est suffixe de Wl, alors Wl = VW2 avec v un mot de Christoffel. De plus, le 
nombre de x dans W2 est inférieur à celui dans Wl, c'est-à-dire que i > a - i. De même 
pour le nombre de y, alors j > b - j. Ainsi, 
o< 2i - a et 0 < 2j - b 
~ 8 = 2i - a et 8' = 2j - b. 
bPuisque w = VW2W2 et que la pente de W2 est ~ alors la pente de v est b-;tb-J~ = 22J-aa-t a- a-t t-
De la même façon que précédemment, puisque Wl, W2 et v sont des mots de longueur 
inférieure à w, par récurrence on obtient que P/3/3' = ~Tr(J.tWl), P"n' = ~Tr(J.tW2) et 
Poo' = ~ Tr(J.tv). Donc, 
(p 0 g)(w) Pab 
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3p!3(3'p"I"I' - P66' 
1 1 1 
3 Tr(/Lwd Tr (/LW2) - 3Tr (/Lv)3 3 
= 31 (Tr(/LVW2)Tr(/LW2) - Tr(/Lv)) 





Cette proposition nous dit donc que T et P sont essentiellement identiques. Puisque 9 
est bijective et que T est surjective (théorème 3.07), on a que P est surjective. Ainsi, 
pour chaque nombre de Markoff m, nous avons l'existence d'un couple (a, a') d'entiers 
strictement positifs premiers entre eux tel que Pc<c/ = m. La fonction P a été introduite 
par Frobenius en 1913 et a et a' sont appelées coordonnées de Frobenius de m. 
Comme mentionné au Chapitre 5, on sait que tous les nombres de Markoff sont de la 
forme !Tr(/Lw), avec W un mot de Christoffel, mais on ne sait cependant pas si ce mot·est 
unique. Le théorème précédent (théorème 5.0.8) nous permet de conclure que l'unicité 
de ce mot est équivalente à l'unicité des coordonnées de Frobenius pour un nombre de 
Markoff. Cette dernière question est la conjecture d'injectivité des nombres de 
Markoff. 
CHAPITRE VI 
ARBRE DE CHRISTOFFEL ET ARBRE DE MARKOFF 
6.1 Arbre de Christoffel 
On rencontre l'arbre de Christoffel à plusieurs endroits dans la littérature. Les résultats 
présentés ici sont inspirés de l'article de H. Cohn (Cohn, 1979), du livre de Berstel, Lauve, 
Reutenauer et Saliola (Berstel et al., 2008), du livre de Lothaire (Lothaire, 2002) et de 
l'article de Berstel et de Luca (Berstel et de Luca, 1997). 
L'arbre de Christoffel est un arbre binaire complet infini où les sommets sont des 
couples de mots de {x,y}*. La racine de l'arbre est (x,y) et les enfants gauche et droit 
du couple (u, v) sont (u, uv) et (uv, v) respectivement. 
Figure 6.1 Arbre de Christoffel 
Rappelons que la factorisation standard w = uv d'un mot de Christoffel a été définie en 
2.1.2. Nous l'identifions ici avec le couple (u, v).
 
Proposition 6.1.1. Les sommets de l'arbre de Christoffel sont des factorisations stan­
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dard de mots de Christoffel. 
DÉMONSTRATION De la proposition 2.1.13, on obtient que pour tout mot de Christoffel 
W dont la factorisation standard est Wl W2, Wl Wl W2 et Wl W2W2 sont des mots de Chris­
toffel de factorisations standard (Wl)(WlW2) et (WIW2)(W2). Ainsi, puisque xy est un 
mot de Christoffel de factorisation standard (x)(y), les sommets de l'arbre de Christoffel 
sont bien des factorisations standard de mots de Christoffel. o 
Proposition 6.1.2. L'arbre de Christoffel contient exactement une fois la factorisation 
standard de chacun des mots de Christoffel. 
DÉMONSTRATION Il suffit de montrer que toutes les factorisations standard sont dans 
l'arbre une et une seule fois. Pour ce, nous allons montrer qu'il y a une bijection entre 
l'arbre de Christoffel et l'arbre de Stern-Brocot. Soit Wl W2 un mot de Christoffel de 
pente ~ et de factorisation standard WlW2· On définit f comme suit : f (~) = (Wl, W2). 
Autrement dit, b = IWI w21y et a == IWI W2!x- Cette fonction est bien une bijection entre les 
sommets de l'arbre de Stern-Brocot et les factorisations standard des mots de Christoffel. 
11 reste à vérifier que f conserve la structure de l'arbre, et nous allons le faire par 
récurrence. 
D'abord, vérifions pour les deux premiers niveaux de l'arbre. Nous avons f(t) = (x,y) 
avec t la racine de l'arbre de Stern-Brocot et (x, y) est la racine de l'arbre de Christoffel. 
Aussi, f(!) = (x,xy) et J(f) = (xy,y) avec! et f les enfants gauche et droit de t dans 
l'arbre de Stern-Brocot et (x,xy) et (xy,y) les enfants gauche et droit de (x,y) dans 
l'arbre de Christoffel. 
Soit maintenant (Wl,W2) un sommet de l'arbre de Christoffel tel que la pente de WIW2 
est ~. Nous allons vérifier que f établit bien une bijection entre les derniers niveaux des 
deux arbres illustrés à la figure 6.2. 
Expliquons d'abord d'où vient le dernier niveau de l'arbre de gauche. Soit ~ et *les 
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ancêtres de ~ dans l'arbre Stern-Brocot. On a donc les égalités suivantes: 
a+j3=b 





D'où l'enfant gauche de !!. est s+o< = s-b+s = 2s-b et l'enfant droit est s+b De la même t t+o<' t-a+t 2t-a t+a' 
façon, on obtient les enfants gauche et droit de f et donc le niveau suivant de l'arbre de 




k§. (Wj ,Wj W2) (Wj W2,W2)t T --------------­
~ ~ 
2s-b s+b k+b 2k-b (Wl,WrW2) (WrW2,WjW2) (WjW2,WjW~) (WjWi,W2)2t-a t+a t+a 2t-a 
Figure 6.2 Bijection entre l'arbre de Stern-Brocot et l'arbre de Cristoffel. 
Donc, 
b = IWjW21y et a = IWjW2Ix,
 
s = Iwtw21y et t = Iwtw2lx,
 
k = IWIW~ly et l = IWIW~lx,
 
s - b = IWlly et t-a=lwllx,
 
k - b = IW21y et l-a=lw2Ix·
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Alors on obtient IWI WIW21y = IWlly + IWIW21y = s - b + s = 2s - b et IWIWIW21x = 
IWlix + IWIw21x = t - a + t = 2t - a, d'où f O:=~) = (Wl, WIW2). De la même façon, on 
a 
Les deux derniers niveaux sont donc en bijection. D'où la bijection entre l'arbre de Stern­
Brocot et l'arbre de Christoffel. Puisque chaque fraction positive réduite se trouve une 
et une seule fois dans l'arbre de Stern-Brocot et que les mots de Christoffel sont en 
bijection avec les nombres rationnels strictement positifs, l'arbre de Christoffel contient 
exactement une fois la factorisation standard de chacun des mots de Christoffel. 0 
6.2 Arbre de Markoff 
Dans cette section, nous allons introduire un arbre qui contient tous les triplets de 
Markoff; cet arbre se nomme l'arbre de Markoff. Les résultats présentés ici sont 
inspirés du livre de Cusick et Flahive (Cusick et Flahive, 1989), mais la structure de 
l'arbre présentée ici est quelque peu différente afin d'avoir la bijection voulue avec l'arbre 
de Christoffel. Afin d'expliquer la structure de l'arbre, nous allons d'abord définir les 
voisins d'un triplet de Markoff. 
Définition 6.2.1. Soit {a, b, c} un triplet de Markoff. Les multi-ensembles {3bc- a, b, c}, 
{a, 3ac - b, c} et {a, b, 3ab - c} sont appelés les voisins de {a, b, c}. 
Proposition 6.2.2. Les voisins d'un triplet de Markoff sont aussi des triplets de Mar­
koff· 
DÉMONSTRATION Soit {a, b, c} un triplet de Markoff. Par le lemme 2.2.3 on a que 
{a, b, 3ab - c} est un triplet de Markoff. De la même façon que dans la démonstration 
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de ce lemme; on peut montrer que {3bc - a,b,c} et {a,3ac - b,c} sont des triplets de 
Markoff. 0 
Proposition 6.2.3. Soit {a, b, c} un triplet de Markoff tel que a < b < c. Alors on a les 
inégalités suivantes : 
b<c<3bc-a 
a < c < 3ac - b. 
Donc, {3bc - a, b, c} et {a, 3ac - b, c} sont des triplets de Markoff propres. 
DÉMONSTRATION Soit {a, b, c} un triplet de Markoff tel que a < b < c. Puisque b < c 
et que b ;::: l, on a b2 + 2c2 < c2 + 2c2 ::; 3bc2 . Ainsi, 
b2 + 2c2 - 3bc2 < 0 
2 2
=? 3abc - a2 + c - 3bc2 < 0 (a2 + b2 + c = 3abc) 
=? 3abc - a2 + c2 - 3bc2 + ca - ca < 0 
=? (c - a) (c - (3bc - a)) < 0 
=? c - (3bc - a) < 0 puisque c - a > 0 
=? c < 3bc - a. 
De façon analogue, on peut montrer que 3ac - b > c. o 
L'arbre de Markoff sera défini de la façon suivante. La racine de l'arbre est {l, 2, 5} et ses 
enfants de gauche et de droite sont {l, 5, l3} et {2, 5, 29}, respectivement. Par la suite, 
considérons le triplet {a, b, c} tel que a < b < c. Si {a, b, c} est un enfant de gauche alors 
ses enfants de gauche et de droite sont {a, c, 3ac - b} et {b, c, 3bc - a}, respectivement. Si 
{a, b, c} est un enfant de droite alors ses enfants de gauche et de droite sont {b, c, 3bc - a} 
et {a, c, 3ac - b}, respectivement. Voir figure 6.3. 
Par la proposition 6.2.3 et puisque {l, 2, 5} est un triplet de Ivlarkoff propre, tous les 





{5,J3,194} {1,13,34} {2,29,i69} {5,29,433} 
~ ~ ~ ~ 
{13,194,7561} {5,194,2897} {l,34,89} {13,34,1325} {29,169,14701} {2,169,985} {5 ,433 ,6466} {29,433,37666} 
/\ /\ /\ /\ /\ /\ /\ /\
: : 
Figure 6.3 Arbre de Markoff 
Proposition 6.2.4. L'arbre de Markoff contient exactement une fois chaque triplet de 
Markoff propre, 
DÉMONSTRATION De la proposition 6.2.2, on obtient que tous les sommets de l'arbre 
sont bien des triplets de Markoff. Il reste donc à montrer que chaque triplet apparaît 
une et une seule fois dans l'arbre. Pour ce faire, nous allons montrer que l'arbre de 
Markoff est en bijection avec l'arbre de Christoffel. Considérons la fonction F qui part 
de l'ensemble des mots de Christoffel non triviaux et va vers l'ensemble des triplets de 
Markoff propres, définie comme suit, F(u, v) = {iTr(J.,LU) , iTr(J.,Lv), iTr(J.,Luv)}. Selon le 
théorème 3.0.7, F est une bijection. Il reste donc à montrer que cette bijection respecte 
la structure de l'arbre. 
D'abord, F(x, y) = {iTr(J.,Lx), iTr(J.,LY), ~Tr(flxy)} = {I, 2, 5}. Donc la racine de l'arbre 
de Christoffel est envoyée sur la racine de l'arbre de Markoff. On peut aussi vérifier 
que F(x, xy) = {1, 5, 13} et F(xy, y) = {2, 5, 529}. Considérons la partie de l'arbre de 
Christoffel qui est illustrée à la figure 6.4. Nous allons considérer la branche de gauche 
et la branche de droite séparément. 
Ril.ppel: Si le mot 'Wl st facteur du ot 'W, alors ~Tr(J.,L'Wl) < iTr(fl'W). 





(u ,uv)	 (uv ,v) 
~ ~
 
(u,uuv) (uuv,uv) (uv,uvv) (uvv,v) 
Figure 6.4 Section de l'arbre de Christoffel. 
Alors, F(u, uv) = {a, b, c} et a < b < c. Par récurrence nous présumons que F préserve 
la structure de l'arbre jusqu'au deuxième niveau de l'arbre considéré. Donc, {a,b,c} est 
un enfant de gauche et ses enfants de gatlche et de droite sont donc {a, c, 3ac - b} et 
{b, c, 3bc - a}, respectivement. Puisque 
1 
=	 "3(Tr(flU)Tr(j.lUuv) - Tr(flUV)) proposition 1.2.2 
~(3a3c - 3b\3 1 
3ac - b 
1
"3(Tr(flUV)Tr(flUUV) - Tr(flU)) proposition 1.2.2 
= ~(3b3c - 3a\3 1 
3bc - a, 
on a bien que F(u, uuv) = {a, c, 3ac - b} Et que F(uuv, uv) = {b, c, 3bc - a}. 
(2) Considérons maintenant la branche droite. Posons ~Tr(flV) = a, ~Tr(flUV) = b et 
~Tr(flUVV) = c. Alors, F(uv,v) = {b,a,c} et a < b < c. Par récurrence, {a,b,c} est 
un enfant de droite et ses enfants de gauche et de droite sont donc {b, c, 3bc - a} et 
{a, c, 3ac - b}, respectivement. Puisque 
1	 1
"3 Tr(flUVUVV)	 "3(Tr(flUV)Tr(/LUvv) - Tr(flV)) proposition 1.2.2 
1
"3 (3b3c - 3a) 
3bc - a 
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1 
et "3Tr(jtuvvv) 1"3 (Tr(jtv )Tr(jtuvv) - Tr(jtuv)) proposition 1.2.2 
1
"3 (3a3c - 3b) 
3ac ­ b, 
on a bien que F(uv, uvv) = {b, c, 3bc - a} et que F(uvv, v) = {a, c, 3ac - b}. 
Les deux derniers niveaux sont donc en bijection. D'où la bijection entre l'arbre de 
Christoffel et l'arbre de Markoff. Ainsi, l'arbre de Markoff contient exactement une fois 
chaque triplet de Markoff. D 
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