The queries submitted to web search engines are often short. Consequently, the search intents are obscure and hard to understand in the systems. In order to provide a more personalized service for each user incorporating his/her interests, query suggestion models are employed by formulating similar queries to retrieve more rich and personalized web pages. In this paper, a novel query suggestion model is proposed. It mines similar queries in similar query sessions from search engine logs and re-ranks them. The ranking order of the recommendations is evaluated with the help of the ranking measure: normalized discounted cumulative gain (NDCG). Results show that it is effective.
INTRODUCTION
Queries are primarily important in web search. Users must convert their information retrieval needs into appropriate queries to get better results. However, user's search intent is hard to identify in web search engines. What makes this issue is that queries are always short. On average, a query user often types 2 or 3 words in each search task (Jansen, Spink, Bateman et al. 1998; Arampatzis and Kamps 2008) . On the other hand, a lot of queries are ambiguous (Song, Luo and Wen, et al., 2007) and search intents are vague (Broder, 2002) . Sometimes, users know little or have no concept of what they want to search, and therefore they are difficult to construct good queries. This is especially an issue for child users (Duarte, Hiemstra and Weber, et al., 2012) and query suggestion or auto-completion mechanisms are more necessary for them (Duarte, Weber and Hiemstra 2014; Usta, Altingovde, Vidinli, et al., 2014) . The research in (Strohmaier, Kroll and Korner, 2009) shows that only 25% of the queries can clearly express the intents of query users. Thus, many methods have been proposed to supply more alternative queries. These methods help search engines understand their intents by extending search queries or suggesting relevant search terms (Dou, Song and Wen, 2007) . In these methods, query suggestion mechanisms (Belkin, 2000) are commonly used in search engines. In different literatures, the name of query suggestion mechanisms may vary. For example, query suggestion (Cucerzan and White, 2007) , term suggestion (Huang, Chien and Oyang, 2003) , query recommendation (Baeza, Hurtado and Mendoza, 2004) , query substitution (Jones, Rey and Madani, et al., 2006) and query rewriting (Antonellis, Molina and Chang 2008) . According to (Kelly, Gyllstrom and Bailey, 2009) , there are some tiny differences between these methods. In this paper, they are treated as the same, named query suggestion.
Query suggestion attempts to suggest relevant terms for user queries to formulate similar queries to retrieve more rich and personalized web pages. Many quantitatively experiments were performed (Feuer, Savev and Aslam, 2007) . And results show that query suggestion can help people to search better, saving the search time. Nowadays, query suggestion has become one of the essential technologies of search engines.
Query suggestion works can be classified in two categories according to the different kinds of dependent data set (Bhatia, Majumdar and Mitra, 2011) , which is based on logs mining or content analysis. The former works mine query logs in order to suggest relevant queries (Cao, Jiang and Pei, et al., 2008) . The latter works analyze the context of retrieved web pages (Bordogna, Campi and Psaila, et al., 2012) . Early research works focus on mining association rules between queries from query logs (Fonseca, Golgher and Moura, et al., 2003) , and the relationship between queries and web pages by extracting query-clicked bipartite graphs from search logs (Mei, Zhou and Church, 2008) . Nodes in these bipartite graphs are classified in two groups: queries and URLs that represent web pages. And edges connect a query and a URL when they are related with a click. Another category of methods of query suggestion are based on content analysis. Contents of queries, contents of web pages, page snippets and anchor texts are used to suggest similar queries (Kraft and Zien, 2004) . Query suggestion reformulates queries which is constructed by users.
In this study, a new query suggestion model is proposed. Using a most-term-covered dataset and the word embedding tool "word2vec", which is based on deep learning models, almost all of the common used terms in daily life are projected into a vector space and the similarity between every couple of terms can be calculated quantitatively. When a user query is submitted, similar queries are mined in similar query sessions from search engine logs, and make a ranking list. A system for scoring criteria is used to score these queries. These queries are then re-ranked by fine-adjusting the ranking list.
WORD2VEC
Word2vec is an open-source toolkit proposed by Google in 2013. Based on the idea of deep learning, it efficiently projects every term into a real-value vector space. And the Natural Language Processing (NLP) is simplified as vector operations in a K-dimensional vector space. The similarity between two vectors can be used to represent the term semantic similarity. The output vectors from word2vec can be used to do a lot of NLP works, such as term clustering, finding synonyms, part-of-speech analysis and so on. From another aspect, because terms are projected into a vector space, we can seek a deeper level of feature representation for the text dataset.
Word2vec output term vectors based on the distributed representation. Which was first proposed by Hinton et al. in 1986(Hinton, Mcclelland and Rumelhart, 1986) . By trained with a dataset, it maps each term into a Kdimensional real-value vector (K is a hyper parameter of the models). The distance (such as cosine similarity, Euclidean distance) of two vectors is calculated to determine the semantic similarity between the corresponding two terms. These models are three-layer neural networks, which have the input layer, the hidden layer and the output layer. The three-layer neural network was firstly used to model a language model. The term vectors, meanwhile, were attained. This side effect is the real goal of the word2vec toolkit.
Bengio et al. proposed a neural network language model to predict next word given the context (the previous words) (Bengio, Ducharme and Vincent, et al., 2003) . And many models have been proposed to promote the development in this field. Bengio et al. mentioned in their literature: language neural network model can be used in other ways to reduce the number of parameters to be trained, such as recurrent neural networks. Mikolov seized on this point, tried to train the language model using recurrent neural networks and reduced the computational complexity (Mikolov, Karafiat and Burget, et al., 2010) . He invented a practical tool to achieve a good word vector set. This tool has two models: the CBOW (Continuous Bag-Of-Word) model and the Skip-gram (continuous Skip-gram) model, see Fig. 1 . The two models are based on feed-forward neural network models. They are a simplified version of the neural language model, removing the time-consuming nonlinear hidden layer. In the CBOW model, four words in the input layer are the context, they are "w (t-2), w (t-1), w (t + 1), w (t + 2)". These words are represented in the form of term vector, and are projected onto a projection layer by combining the four values in the same dimension and performing weighted averaging of the four values, and then a mean vector is constituted, finally this obtained vector is converted into the target word w(t). Four affine projection matrices share a weighting matrix. See the mathematical abstraction in equation (1). The Skip-gram model has an opposite graph. Which is trying to predict the context given an intermediate word w
(t). This model is trained by maximizing the Maximum Likelihood Function (MLF) in equation (2).
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where V is the term dictionary, |V| is the number of the term dictionary, and c is the number of words in the context before or after the intermediate word. In fig. 1, c=2 . The larger c, the more time consuming, of course, the better the prediction. p (.) is a softmax regression function as follows:
where v is the vector representation, w is the real term, the subscript o represents the output layer, the subscript i represents the input layer, and ′ are the vector representations for the input layer and the output layer respectively. |V| is very large, usually 500000-1000000 for English. As a result, this function is impossible to calculate in practice. The Huffman tree is introduced to solve the computational problem.
The Huffman tree is a hierarchical model. It was introduced into the softmax function and greatly reduced the computational time (Morin and Bengio 2005) . The hierarchical softmax function classifies all words into two categories, and words in a category can again be classified into two sub-categories, the classification is iterated until every "leaf-category" has only one word. If the tree is balanced, the computational time complexity will become O(log(|V|)) rather than O(|V|). More practicable than the Huffman tree, another softmax approximation algorithm was proposed, named Negative sampling (NEG) (Mikolov, Sutskever and Chena, et al., 2013) , which came from the idea of the Noise Contrastive Estimation (NCE) (Gutmann and Hyvarinen, 2012; Mnih, 2012) . Like the Huffman tree, NEG is a binary classification, too. But NEG collects negative cases as a part of the training set. These negative cases are obtained by changing some of the positive cases from the original training data set.
In this study, we use the Wikimedia to train with the word2vec toolkit. This dataset includes most frequently used terms.
THE FRAMEWORK

Ranking Method
Query suggestion is commonly defined to find several most relevant queries given the original query submitted by the user. These queries are ranked according to the correlation between them and the original query. The ranking problem may be simplified as follows:
The user query and each relevant query are combined into a pair of queries, and we get a series of pairs of queries. Every pair has a relevant score which represents the relationship between the user query and the relevant query. The higher the score, the closer the two queries. The score depends on the term similarity. The score is calculated using the following equation:
where 0 is the user query, is the i-th relevant query, 0 , is a pair of queries, t is a vector representation of a term, represents the j-th term of 0 , represents the k-th term of , (•) is the cosine similarity function which is defined following:
where x and y are vectors, the numerator is the inner product of the two vectors, and the denominator is the product of norms for x and y. The larger the function, the smaller the angle between the two vectors, i.e., the more similar the two corresponding terms.
The Proposed Model
The diagram in Figure 2 shows our model of query suggestion. It is described as follows:
1) Term vectorization:
A big dataset has many documents, covering almost all common terms, like Wiki corpus. Using the tool "word2vec", all terms in the dataset are projected into a vector space. Each term has a unique vector with it; 2) Query Suggestion:
A user query is used to mine the query-click information in the search engine logs. Those queries that had retrieved similar web pages are suggested queries. They are ranked according to the similarity to the user query. In our study, not only the relevant level of the URL in the search result, but also other features like query frequency, issue date, number of URLs, session ID etc. are mined; 3) Re-ranking suggested queries:
We use the method mentioned in subsection 3.1 to re-rank the suggested queries: The user query and every suggested query make a pair. These pairs are in a ranking list that has the same order as the suggested queries. And the order is adjusted according to the score that is computed using the equation (4). Then suggested queries are re-ranked according to the pair rank list.
Figure2. The query suggestion model
EXPERIMENTS AND RESULTS
Dataset
The Wikimedia in Chinese was used to train with the word2vec toolkit. And term vectors were produced. This dataset includes most frequently used Chinese words. The search engine logs in Chongqing University of Education websites were used to evaluate our model. There are 5800 queries and 18300 clicks.
Experimental Criteria
Normalized discounted cumulative gain (NDCG) is a measure of ranking quality. Which is often used to measure effectiveness of web search engines. A correlation scale of a document in the retrieved result set shows the usefulness, or gain, of the document based on its position in the result list. The gain is accumulated from the top to the bottom of the list with a discounted factor (Jarvelin and Kekalainen, 2002) . NDCG is formulated as follows:
where DCG@k is the discounted cumulative gain at a particular rank position k, it will be the same as the IDCG@k producing an NDCG on the interval 0.0 to 1.0 and so all NDCGs are cross-query comparable, is the graded relevance of the result at position i.
is defined as follows:
where q (0) is the user query, q(i) is the i-th suggested query, k is the number of returned suggested queries. It represents the relevant level between the user query and a suggested query. (•) returns an integer, such as 0,1,2. Which represents the relevant level of a couple of queries.
Experimental Results
We randomly selected 1, 5, 10 and 20 user queries, respectively. And the values of NDCG@10 were averaged for each selection. Experiments on the model with re-ranking and the model without re-ranking were performed, respectively. The comparative results are depicted in Figure 3 Figure3. Comparative study on the model with re-ranking and the model without re-ranking Results show the model with re-ranking performs better than the model without re-ranking. Our model is effective in query suggestion.
CONCLUSIONS
The proposed model re-ranks the order of the recommendations. The evaluation using NDCG shows the reranking method is useful and the model is effective. In the future work, we will develop the re-ranking method. In addition to considering the similarity between terms, we will consider the similarity between documents that are retrieved given corresponding user queries.
