

























Aus dem Streubild der Kleinwinkelstreuung kann im Allgemeinen, die die Streuvertei-
lung erzeugende Struktur nicht eindeutig rekonstruiert werden. Die Ursache dafür wird 
erörtert und die damit verbundenen Einschränkungen bei der rechnerischen Auswertung 
der Streukurven an Beispielen veranschaulicht. Dies geschieht an Streukurven, die mit 
bekannten Größenverteilungen berechnet wurden. Weiterhin wird untersucht, welche Fit- 
Ansätze sich zur Auswertung der Kleinwinkelstreuexperimente am besten eignen. Als 
Fit- Ansätze wurden Reihenentwicklungen nach Trigonometrischen- und Polynomfunkti-
onen und eine theoretisch motivierte Funktion verwendet. Neben dem entscheidenden 
Vergleich mit der Streukurve der Ausgangsfunktion werden die Ergebnisse auch den 





In general, the structure generating the scattering distribution can not be reconstructed 
from the scattering pattern of small-angle scattering. The report discusses the causes for 
this and illustrates the associated restrictions during computational evolution of the scat-
tering curves with the aid of examples. Such constraints occur when scattering curves 
were computed with well-known size distributions. Furthermore, it will be examined 
which fit setup is best for the evaluation of size distribution by the small angle scattering. 
Power series expansions of trigonometric functions and orthogonal polynomials were 
used as fit functions, as well as a theoretically motivated function. The results will be 
compared with the diffraction pattern of the base function. Finally, the results will be 
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Im kernnahen Bereich verändert der Reaktordruckbehälter unter dem Einfluss der Neut-
ronenbestrahlung seine Eigenschaften. Das Phänomen ist als Neutronenversprödung be-
kannt und insbesondere für Reaktoren vom Typ WWER von hoher sicherheits-
technischer Relevanz. Zur Vertiefung des Verständnisses und zur quantitativen Beschrei-
bung der Zusammenhänge zwischen Gefüge, mechanischen Eigenschaften und der Strah-
lenbelastung wurden an WWER- Reaktordruckbehälterwerkstoffen Mikrostrukturunter-
suchungen durchgeführt. Als besonders geeignet erwies sich dabei die Neutronenklein-
winkelstreuung. Dafür existieren Routineverfahren, mit denen die Anzahldichte, die Grö-
ßenverteilung und der mittlere Radius der durch Bestrahlung erzeugten Strukturerschei-
nungen aus den Neutronenkleinwinkelstreuexperimenten bestimmt werden können. Die 
Strahlendefekte sind nanodisperse Inhomogenitäten mit Radien bis ca. 3 nm. Aus den ex-
perimentell gemessenen Streukurven werden dann, mit Hilfe existierender Auswerteme-
thoden die Größenverteilungen bestimmt. Die existierenden Methoden dafür können in 
drei Gruppen eingeteilt werden. Zur ersten Gruppe gehören alle Verfahren, bei denen die 
Verteilungsfunktion durch die Annahme einer speziellen Funktion, z. B. logarithmische 
Normalverteilung, ermittelt wird. In der zweiten Gruppe werden allgemeine numerische 
Methoden zur Bestimmung der Größenverteilung genutzt (z. B. Glatter 1980). Die dritte 
Gruppe nutzt analytische Näherungen zur Bestimmung der Größenverteilung (Snyder et 
al. 1999).  
In der folgenden Arbeit werden Auswerteansätze, die in die ersten zwei Gruppen gehö-
ren, vorgestellt und analysiert. Die Listings, der dafür geschriebenen lauffähigen FORT-






Die Kleinwinkelneutronenstreuung (SANS) ist die diffuse elastische Streuung bei kleinen 
Streuwinkeln (θ < 5°) an Strukturen, deren Größenskala im Bereich 0.5 nm bis 100 nm 
liegt. Die Beschränkung auf kleine Winkel ist notwendig, um das zunehmend störende 
Streubild der Neutronen am Gitter auszublenden. Die Streuung von Neutronen erfolgt 
durch die Wechselwirkung mit dem Kern oder durch die Wechselwirkung mit dem mag-
netischen Moment eines Atoms. Das heißt, durch die einfallende Welle werden die Ato-
me angeregt, infolge dessen strahlen sie Sekundärwellen (Kugelwellen) ab, die sich über-
lagern und das strukturabhängige Streubild erzeugen. Aus dem Betragsquadrat der resul-
tierenden Streuamplitude aller Sekundärwellen erhält man für homogene Teilchen, die in 
ein umgebendes Medium eingebettet sind, für den makroskopisch differenziellen Streu-
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ϑ  ist dabei der Winkel zwischen beiden Vektoren und λ  die Wellenlänge. Der differen-
zielle Streuquerschnitt liefert die Zahl der pro Zeit in den Raumwinkel δΩ gestreuten 
Neutronen in Bezug auf die ankommende Teilchenstromdichte: 
 
tromdichte Teilchensankommende







die am Detektor gemessen werden. Die weiteren in (1) vorhandenen Parameter und Funk-
tionen werden wie folgt bezeichnet: 
Vg: Informationsvolumen (durchstrahltes Volumen)  
NS: Zahl der Streuobjekte (Cluster) in Vg 
v(r): Volumen des Streuteilchens mit dem Radius r (in nm) 
w(r): Verteilungsfunktion kugelförmiger Streuteilchen in Abhängigkeit vom Radius r  
(Größenverteilung) 
f(q,r): Einteilchenformfaktor 






S ),()( =  ist dabei die Zahl der Teilchen bzw. Cluster mit dem 




Wird angenommen, dass die vorliegenden Streuobjekte kugelsymmetrisch sind, dann 
ist das Integral des Einteilchenformfaktors analytisch gegeben, sein Betragsquadrat hat 
die Gestalt: 
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Ziel der Streuexperimente ist es nun, aus den gemessenen Streukurven die dazugehörigen 
Größenverteilungen w(r) der Streuobjekte zu ermitteln. Zur Lösung dieser Aufgabe wur-
den Fortran- Programme geschrieben, die das Minimum der Gauß’schen Fehlerquadrat-

























































für unterschiedliche Fit- Ansätze ),,;( 0 Naarw K=a berechnen. Der minimale Wert von 
χ2 ist ein Maß für die Qualität des Fits. Damit die Anpassung (4) ein echtes Ausgleichs-
problem ist, muss die Anzahl der Messpunkte M viel größer als die Zahl der Fit- Parame-
ter N sein. Die Begründung der Fit- Ansätze und die damit erzielten Ergebnisse sind Ge-
genstand der folgenden Ausführungen. 
 
2.1. Differentieller Streuquerschnitt und Größenverteilung 
 
Mit dem kugelsymmetrischen Formfaktor und dem entsprechenden Volumen der Streu-
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Jede physikalisch sinnvolle Größenverteilung w(r) ist bekanntlich formal als Fourierin-
tegral darstellbar: 
.)sin()(1)(  )cos()(1)(
























Mit diesem allgemeinen Ansatz für die Größenverteilung erhält der Streuquerschnitt, 



















































































Die Integrale ),( bzw. ),( sincos qhqh ωω  sind analytisch leicht zu berechnen, ihre Funkti-
onsausdrücke sind jedoch sehr lang. Zur Veranschaulichung des Funktionsverlaufs wer-
den deshalb für drei q-Werte in Abb. 1 die Integrale der Kosinuskomponente graphisch 
dargestellt. Das Entscheidende ist, dass beide Integrale bei q2=ω  Maxima in den 
Schwingungsamplituden zeigen, und der größte Term dieses Integrals klingt für q2>ω  
mit wachsendem ω  wie )2/(1 q−ω  ab. Alle anderen Beiträge gehen mindestens wie 
2)2/(1 q−ω  gegen Null.  
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Abb. 1. Graphische Darstellung des Integrals ),(cos qh ω für q=2, 3 und 6.
  
 
Das heißt, bei der Auswertung der Kleinwinkelstreuung werden die „Schwingungsampli-
tuden“ )B(  ),( ωωA  nur bis zu max2q=ω richtig berechnet, wodurch die Rücktransforma-
tion nicht mehr vollständig möglich ist. Im folgenden Beispiel wird dieser Sachverhalt 
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wobei Ф(x) die Heaviside- Funktion und Si(x) der Integralsinus (Abramovica i Stigan) ist. 
In der Abb. 2 wird diese Funktion für drei kleine ωmax- Werte graphisch dargestellt. 
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Abb. 2. Das Fourierintegral für kleine ω- Grenzwerte (ωmax=2*2, 2*3, 2*6). 
 
Wie zu erwarten, zeigt die Abb. 2, dass durch die fehlenden größeren Werte von ω starke 
Kurvenkrümmungen nicht wiedergegeben werden. Erst mit qmax=100 wäre die Ausgang-
kurve eindeutig zu identifizieren. Das heißt, mit der Kleinwinkelstreuung werden mit ei-
nem allgemeinen Ansatz nur Größenverteilungen richtig ermittelt, die als Fourierintegral 
mit der oberen Integralgrenze max2q=ω , statt ∞→ω , näherungsweise darstellbar sind. 
Das Gesagte gilt auch für die Fourierreihe, die für die praktische Rechnung geeigneter ist. 
Die Bestimmung ihrer Koeffizienten führt zur Lösung eines linearen Gleichungssystems 
und nicht wie beim Fourierintegral auf die Lösung von Integralgleichungen (siehe Glei-
chung (7)). 
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πω  begrenzt 
hier die sinnvollen Entwicklungskoeffizienten auf: 
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Die Fourierreihe (9) für )()( 0 rrrrw −Φ=  hat die Koeffizienten: 
 



















































Die Abb. 3 zeigt nun als Vergleich die Approximationsgenauigkeit  für )()( 0 rrrrw −Φ=  
mit dem Fourierintegral  w(r,2qmax) und der Fourierreihe  wr(r,Nq).  
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Abb.3 Fourierintegral w(r,2qmax) und Fourierreihe wr(r,Nq) für qmax=2 und qmax=3 im 
Vergleich. 
 
Der Vergleich zeigt, dass beide Ansätze annähernd gleichwertige Funktionsverläufe er-
geben. Beim Fourierreihenansatz ist die gesuchte Funktion allerdings auf das vorgegebe-
ne Intervall max0 rr ≤≤  beschränkt. Die Entwicklungskoeffizienten sind jedoch leicht zu 
bestimmen.  
Die Zahl der Entwicklungskoeffizienten für die Fourierreihe kann auch zur Abschät-
zung des Polynoms mit dem höchsten sinnvollen Grad bei der Approximation durch Po-
lynome dienen. Aus der Theorie der orthogonalen Funktionen ist nämlich bekannt (Sauer 







)();( a  um die zu approximie-




Stellen. Diese Aussage trifft natürlich auch für die orthogonalen trigonometrischen Funk-
tionen der Fourierreihe zu, in der die Kosinusfunktion )2cos( N⋅π mit 2N die meisten 
Nullstellen aufweist. Polynome mit dem N⋅> 2 Grad sollten deshalb keine Verbesserung 
mehr in der Anpassung hervorrufen.   
Glatter (Glatter 1980) verwendet als Basisfunktionen für die Größenverteilung N ku-
bische B- Splines und erhält für die Zahl der durch die Streuformel bestimmbaren Koef-






N ≤                                                       (11) 
 
Diese Bedingung gilt natürlich auch für die Anzahl der Stützstellen, wenn die Größenver-
teilung durch lineare Interpolation in N Intervallen der Breite Δr  approximiert wird (Po-
lygonzug). 
Eine weitere, die Bestimmung der Größenverteilung einschränkende Eigenschaft des 
Integralkerns, Formfaktor mal Streuvolumenquadrat, wird am Kurvenverlauf dieser 


























622 rqrqrqrrqf .                (12) 
 
Der größte Term dieser Taylorentwicklung ist von 6-ter Potenz in r, d. h. nur für r>1 lie-
fert der Integrand, Größenverteilung mal Integralkern (12), deutlich anwachsende Beiträ-
ge zum differenziellen Streuquerschnitt.  






























Der Kurvenverlauf des Integralkerns in Abb. 4 verdeutlicht dieses Verhalten optisch. Die 
Größenverteilung w(r) ist deshalb für Radien 
 
1<r                                                               (13) 
 
als unsicher einzuschätzen. Bei der numerischen Auswertung der Streukurven mit den 
Programmen zeigt sich dieses Verhalten beim Ändern der Rechengenauigkeit. So verbes-
serten sich die Fits zu kleineren r-Werten hin, wenn mit doppelter Genauigkeit gerechnet 
wird.  
Für den oberen Grenzradius gibt Bracewell (1965) die Bedingung: 
 
π<maxmin rq                                                        (14) 
 
an. Diese Ungleichung folgt aus dem Sampling- Theorem, das besagt, dass eine Funktion 
F(q) durch eine begrenzte Anzahl von Datenpunkten beschrieben werden kann, unter der 
Voraussetzung, dass die Fouriertransformierte dieser Funktion in einem endlichen Inter-
vall der Variablen r nicht Null ist (Glatter 1980). Zusammenfassend ist festzustellen, dass 
auf Grund der Bedingungen (10, 11, 13, 14) eine eindeutige Bestimmung der Größenver-
teilung mit der Kleinwinkelstreuung nicht möglich ist. Wie sich diese Bedingungen auf 
die Form der Kurven auswirken, wird im nächsten Abschnitt an Testbeispielen veran-
schaulicht.  
3. Fit- Ansätze  
3.1. Die Modellfunktion 
Es hat sich gezeigt, dass sich die Ergebnisse der Modellrechnungen zur Bildung von 








p ,                                                 (15) 
 
durch die Bestimmung der vier konstanten Parameter ),,,( 0ra βα=p , beschreiben lassen. 
Hierbei verschiebt der Parameter r0  die Funktion entlang der r- Achse. Die Flankensteil-
heit der Kurve wird durch die Parameter α, β  bestimmt. Liegt eine relativ steile rechte 
Flanke vor, dann ist der mittlere Streuradius in guter Näherung durch 
)2/()1( 0 ++= αα rr  gegeben. Ohne nennenswerten Fehler wird durch die Funktion (15) 
auch die Form der logarithmischen Normalverteilung und die Verteilung der Lifshitz-
Slyozow-Wagner (LSW)- Theorie (Landau, L. D.; Lifshitz, E. M. 1987) wiedergegeben, 
die im Rahmen der neutroneninduzierten Clusterbildung ebenfalls von Interesse sind. In 
der Abb. 5 wird dieses Fit- Fähigkeit veranschaulicht 
Bemerkung: Obwohl die logarithmische Normalverteilung als Fit- Funktion zur Aus-
wertung der Streukurven reichlich genutzt wird, ist sie kein geeigneter Ansatz zur Be-




die gleiche Form liefert, die in Wirklichkeit völlig unterschiedlich sind (vergleiche A2, 























erhält man durch die Transformation auf den Teilchenradius drrrdnnrr 30
23
0 /3=→=  
die gleiche r-Abhängigkeit für die Größenverteilung 
 


























Mit der logarithmischen Normalverteilung als Fit- Funktion ist auch die Anpassung an so 
steile Flanken, wie sie die Modellverteilungen zeigen, nicht möglich. 
































































































 Abb. 5. Typische Größenverteilungen der Clustertheorie mit den roten Fit- Kurven der 
Funktion [ ]))(exp(1/);( 0rrrarw −+⋅= βαp . 
Auf Grund der guten Fit- Eigenschaft von );( prw  an die Modellrechnungen liegt es 




heranzuziehen. Vorteilhaft ist dabei noch, dass die Abhängigkeit zwischen den Fit- Pa-
rametern und den Modell- Parametern näherungsweise bekannt ist. Ein großer Nachteil 
ist jedoch die nichtlineare Abhängigkeit dieser Funktion von den zu bestimmenden Pa-
rametern, d.h. die Fit- Prozedur konvergiert nur mit geeigneten Startwerten, deren Ermitt-
lung sich gelegentlich als recht schwierig herausstellte. Zur Berechnung des Fehlerquad-
rates (4) muss das zweite Gleichungssystem, die Extremwertbedingung, in diesem Fall 
linearisiert werden. Die Berechnung der dabei auftretenden Integrale, 












r pp , 
ist nur numerisch möglich und erfolgt nach der Simpsonschen Regel.  
 
3.2. Reihen von Orthogonalfunktionen 
 
Das obige, nichtlineare Problem entfällt, wenn man die Verteilungsfunktion als Summe 










⋅= ϕa .                                            (16) 
 
Der Vorteil der Orthogonalfunktionen besteht darin, dass die Entwicklungskoeffizienten 
direkt durch Integration, ohne die Lösung eines Gleichungssystems, zu bestimmen sind. 
Diese Eigenschaft geht allerdings bei der Lösung von (4) verloren, da hier die Summe der 
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anzupassen ist. Trotzdem ist es sinnvoll, derartige Basisfunktionen zu nutzen, da ihre 
funktionalen Gesetzmäßigkeiten in Funktionstafeln vorliegen und damit jede weitere 
Rechnung vereinfachen. Weiterhin ist die Genauigkeit bei der praktischen Rechnung mit 
den Orthogonalpolynomen größer im Vergleich zu der entsprechenden Potenzreihe. Mit 
den Basisfunktionen Ji(q) könnte man auch, mit Hilfe des Schmidtschen Orthogonalisie-
rungsverfahrens, im q- Raum Orthogonalfunktionen erzeugen. Die Entwicklung solch 
einer Fit- Prozedur ist aber erst dann sinnvoll, wenn sich eine geeignete Reihenentwick-
lung ergibt, die die typischen Effekte des Streumechanismus besonders gut erfasst und 
damit zur Auswertung von Experimenten geeignet ist. Als Bestimmungsgleichung für die 
Koeffizienten ai erhält man ein N+1-dimensionales lineares Gleichungssystem. 
Im Rahmen der Approximation der Größenverteilung durch eine Linearkombination 




Legendreschen Polynomen, die in das Intervall max0 rr ≤≤ transformiert wurden, in Pro-
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Diese Polynome erhält man auch, wenn im Intervall [0,1] das Schmidtsche Orthogonali-
sierungsverfahren auf die linear unabhängigen Funktionen 1, x, x2,…, x7 angewendet 
wird. Das Integral der Streuformel (5) ist mit den trigonometrischen Funktionen und auch 
mit den Polynomen (18) analytisch lösbar. Die Fit- Programme mit diesen Basisfunktio-
nen kommen deshalb ohne jede numerische Näherung aus. 
 
3.3 Die Glatter-Methode 
 
Zum Vergleich mit einem bewährten, weit verbreiteten Auswerteverfahren wird im fünf-
ten Programm die sogenannte Glatter- Methode (Glatter 1977, 1980, Glatter and Kratky 
1982, Lindner and Zemb 2002) realisiert. Glatter verwendet für die Basisfunktionen 
)/( maxrriϕ  in der Reihenentwicklung (16) kubische B (Basis)- Splines. Da wegen (11) 
mit wachsendem N  die Entwicklung (16) immer kräftiger um die tatsächliche Funktion 
oszilliert, (die höheren Entwicklungskoeffizienten sind nicht mehr brauchbar oder die 
Ausgleichsbedingung M>N ist verletzt), fügt Glatter „Stabilisierungsgleichungen“ in die 
Fit- Prozedur ein. Diese Stabilisierung versteht man am besten, wenn man sich an das 
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Durch die Kopplung können die einzelnen Teilchen im stationären Zustand nicht mehr 
ihre Gleichgewichtslagen 0iy  einnehmen. Die Verschiebung zu den neuen Gleichge-
wichtslagen erfolgt in Abhängigkeit vom k/λ- Verhältnis. Für 0/ →λk  nähern sich alle 
Massenpunkte einer Geraden. Diesen Glättungseffekt der Kopplung führt Glatter als Ne-
















dabei sind die yi jetzt die Stützstellen der Splinfuktionen. Diese „Zwangskraft“ ermög-
licht allerdings nur die kontinuierliche Darstellung der Fit- Kurve an fast beliebig vielen 
Stützstellen (N>M ist möglich). Der geeignetste λ- Wert wird an Testkurven ermittelt, 
indem man das kleinste λ bestimmt, das das Oszillieren der Kurve unterdrückt. Erstaun-
lich dabei ist, dass dann deutlich höhere Beträge von λ die Fit- Kurve wenig ändern, ob-
wohl das Fehlerquadrat (4) zunimmt. Die Annäherung der Anpassung an die wirkliche 
Verteilung verbessert diese Nebenbedingung nicht. Den optimalen Fit mit Splines erhält 
man, wenn die Zahl der Stützstellen nach (11) begrenzt wird. Im eigenen Programm wer-
den statt der Splinefunktionen, die Werte zwischen den Stützstellen durch lineare Funkti-
onen interpoliert. Dies sollte zu keinem nennenswerten Unterschied im Fit- Ergebnis füh-
ren, da durch die Integration über das Produkt, „Polygonzug“ mal Formfaktor, der Wir-
kungsquerschnitt Ωdd /σ  ohnehin geglättet wird. Ob der Glättungseffekt der Integration 
noch durch die Glättungswirkung der Splinefunktionen verbessert wird, ist fraglich.  









1 )(  vorgeben, dann wäre (19) ein Extremwertprob-
lem mit Nebenbedingung in Lagrangescher Formulierung (Methode des Lagrangeschen 
Multiplikators).  
 
4. Testrechnungen und Ergebnisanalyse  
 
Zur Einschätzung und zum gegenseitigen Vergleich wurden diese Programme, mit den 
fünf unterschiedlichen Fit- Ansätzen, an theoretisch berechneten Streukurven getestet. 
Der Vorfaktor K2)4( π  wurde dabei gleich 1 gesetzt.  













        Polynome (P0...P7)
 
Abb. 6. Approximation der Dreiecksfunktion (8) durch Fourierreihe und Legendresche 





4.1 Dreiecksfunktion als Größenverteilung 
 
Im ersten Testbeispiel wird mit den Programmen die Streukurve ausgewertet, die die 
Dreiecksfunktion (8) erzeugt. In der Abb. 6 wird vorher zum Vergleich die Anpassung 
der Fit- Funktionen an (8) mit den wenigen, abgeschätzten relevanten Koeffizienten dar-
gestellt (qmax=2.8, rmax=3.3). Mit (15) kann man (8) natürlich beliebig genau approximie-
ren )( ∞→β . 
Das Ergebnis der Fits auf der Grundlage der Fehlerquadratmethode (4) bzw. (19) 
zeigt die Abb. 7. Am besten wird der Verlauf der Ausgangsfunktion mit dem Ansatz (15) 
ermittelt. Das ist nicht verwunderlich, da es mit den vier Parametern möglich ist, diese 
Funktion hervorragend zu approximieren. Die anderen Fits zeigen deutlich die erwarteten 
Abweichungen. Die Anzahl der Schnittpunkte zwischen den Fit- Kurven der Fourier- 
bzw. Polynomentwicklung und der Ausgangsfunktion zeigen deutlich, dass die Fehler-
funktion (4) nur für die abgeschätzte, begrenzte Anzahl von Entwicklungskoeffizienten 
das Minimum annimmt (siehe Abb.3). Die Wirkung der Nebenbedingung bei der Glatter- 
Methode ist bei diesem Beispiel besonders schön an der senkrecht auf die Ordinate auf-
treffende Kurve zu erkennen. Auf das obige physikalische Bild zurückgreifend, heißt das, 
für die kleinen r-Werte (Abb. 4) geht die Verschiebungsstärke k gegen Null, was die An-
ordnung der Fit- Punkte auf einer geraden Linie zur Folge hat. Wird der Wert der ersten 
Stützstelle in der Nebenbedingung auf Null gesetzt, dann fällt die Fit- Kurve steil zur Ab-
szisse hin ab (gestrichelte Kurve).  













 Legend. Polyn. (6)
 Glatter-Methode
            "        (y0=0)
 1/4ΣReihenansätze
 




Aus diesem Verhalten wird besonders deutlich, dass die ermittelte Verteilung für kleine 
Radien völlig falsch sein kann. Die Kurvenverläufe im Beispiel sind schon für Radien 
(nm) 1<r unbrauchbar. Die Anstiege der Fit- Funktionen an der Stelle r=1.5 variieren 
geringfügig um den Wert 4.2)( 0 −≈′ rw . Dies ist ein Hinweis dafür, dass mit einer Rei-
henentwicklung steilere Flanken in der Größenverteilung mit der Kleinwinkelstreuung 
nicht mehr nachweisbar sind.  
 
Zu erwähnen ist noch, dass bei allen Testrechnungen die Kurve des modellierten Streu-
querschnitts und die vorgegebene Streukurve optisch nicht zu unterscheiden sind. Stell-
vertretend für alle Fits wird diese Aussage zur Genauigkeit der Anpassung in der Abb. 8, 
am Beispiel der Entwicklung nach den Legendreschen Polynomen, veranschaulicht. Die 
Polynomreihe ist in diesem Beispiel der schlechteste Fit an die Ausgangskurve. 
Teilt man in (4) die Differenz im Fehlerquadrat durch den statistischen Fehler der 
Messung, dann kann man mit der Anpassung der experimentellen Daten durch die theore-
tischen Werte in etwa zufrieden sein, wenn der minimale Wert von χ2 der Anzahl der 
Freiheitsgrade des Fits entspricht. Diese ist als die Differenz der Anzahl der experimen-
tellen Datenpunkte und der Anzahl der Fitparameter definiert. Selbst mit einem viel klei-
neren Rechenfehler, statt einem Messfehler, ist diese Bedingung im Beispiel sehr gut er-
füllt. Das heißt, schon am ersten Beispiel wird ersichtlich, dass diese schöne Regel nicht 
auf die Größenverteilungsfunktion übertragbar ist, denn Ausgangsfunktion und Fit-
Funktion weichen ersichtlich deutlich voneinander ab. Die Berechnung der Fehlerquad-
ratsumme zwischen der Ausgangsfunktion und der Fit- Funktion als Genauigkeitsmaß hat 
auch wenig Sinn, da dieser Wert sehr stark von der Wahl der Summationsgrenzen ab-
hängt. 
 













































Im zweiten Beispiel werden mit einer Trapezverteilung die Fit- Programme geprüft. Das 
Ergebnis der Anpassungen an diese Streukurve zeigt die Abb. 9. Es ist ersichtlich, dass 
alle Fit- Ansätze die relativ steile, rechte Flanke der Funktion ( 5.2−=′w ) gut wiederge-
ben. Die Maximalwerte der Fit- Funktionen sind jedoch um rund 15% zu hoch. Wie im 
vorangegangen Beispiel ist der Kurvenverlauf aller Funktionen auch hier im Bereich 
nm 1≤r unkorreliert. Nicht richtig erfasst wird auch die Breite der Verteilung. Mit (15) 
ist es natürlich nicht möglich, diese Trapezfunktion darzustellen. Überraschend ist je-
doch, dass die allgemeinen Reihen kaum bessere Anpassungen liefern. Die Trapezvertei-
lung wurde durch die Fourierreihe (9) mit N=40 Entwicklungsgliedern dargestellt. Nur 
wenn man in dieser Reihe N=3 Glieder berücksichtig und damit die Streukurve berech-
net, erhält man im Radiusbereich über 0.9 nm die identische Kurve zurück. 
 














 Fourierreihe  (N=3)
 Legend. Polyn.  (6)
 Glatter-Meth. (λ=1)
           "  (y0=0, λ=1)
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Abb. 9. Anpassungen an den Streuquerschnitt einer Trapezverteilung. 
 
4.3 Bimodale Verteilung 
 
An der folgenden Verteilung wird getestet, welche Informationen die Fits liefern, wenn 
die Ursache der Streuung durch die Überlagerung zweier unterschiedlicher Größenvertei-
lungen gegeben ist (bimodale Verteilung). In der Praxis  kann sich diese Art der Vertei-
lung sehr schnell, durch das Vorhandensein zweier Ausscheidungsprozesse, einstellen.  
Aus der Streukurve dieser etwas komplexeren Funktion (Abb. 10) wird nur der An-




teilungen im Intervall 3.18.0 << r  ist ein Hinweis für eine Zunahme der Konzentration 
im Bereich der kleineren Radien, eine Aussage über die Form dieses Maximums ist je-
doch nicht möglich. Die Mittelung über die vier Reihenansätze gibt die Ausgangskurve, 
natürlich bis auf den Bereich r < 1 nm, am besten wieder. Die Aussagen zum Fit mit (15) 
im vorangegangenen Beispiel sind auch hier zutreffend. Natürlich ist es durch die Über-
lagerung zweier Verteilungen der Gestalt (15) im Prinzip möglich, für diese bimodale 
Verteilung einen deutlich besseren Fit anzugeben. Ohne Hinweise zur Lage der Extrem-
werte wird jedoch hier die Bestimmung des größeren Startvektors mit Sicherheit zum 
Problem. 
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Abb. 10. Die χ2-Fits an den Streuquerschnitt der bimodalen Verteilung 
4.4 Logarithmische Normalverteilung 
 
Die oft als Fit- Funktion verwendete, logarithmische Normalverteilung (z. B. Solt et al. 
1999, Eberbeck and Bläsing 1999, Wirth et al. 1999, Gokhman et al. 2000, Böhmert et al. 



























Im ersten Fall wird mit den Programmen die Streukurve Ωdqd /)(σ  ausgewertet, die die 
Größenverteilung ),( 75.0,25.0rw  hervorruft. Die Lage und Form dieser Verteilung ähnelt 
vielen Größenverteilungsfunktionen, die mit Hilfe der Glatter- Prozedur aus gemessenen 
Streukurven berechnet wurden (Ulbricht et al. 2006, Ulbricht 2005, Gokhman et al. 
2000). Das Resultat der Anpassungen an die Streukurve dieser Funktion ist im folgenden 
Diagramm abgebildet. 















 Legend. Polyn. (7)
 Glatter-Meth.  (λ=1)
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Abb. 11. χ2- Fits an den Streuquerschnitt der logarithmischen Normalverteilung  
w(r,0.25,0.75). 
Wie eingangs festgestellt, gelingt es mit (15) die logarithmische Normalverteilung 
sehr gut zu approximieren (siehe Abb. 5). Es ist klar, dass sich diese Anpassungsfähigkeit 
auch bei der Minimierung des Systems (4) vorteilhaft auswirkt. Wie in den vorangegan-
gen Beispielen, zeigt auch hier die Entwicklung nach den Legendreschen Polynomen im 
Bereich kleiner r-Werte drastische Abweichungen von der Ausgangsfunktion. Es ist wie-
derholt festzustellen, dass die Werte der Reihenentwicklungen für Radien unter einem 
Nanometer deutlich auseinandergehen. Die Ursache dafür ist natürlich, der eingangs an-
geführte, drastische Abnahme der Streudichte im Bereich kleiner r- Werte (Abb. 4). Die 
Realisierung der Bedingung 0)0( ==rw  bei der Glatter- Methode führt hier zu einer 
leichten Verschlechterung des Fits im Bereich der stabilen Anpassung. Da es nicht mög-
lich ist, die Verteilung im Bereich der kleinen Radien zu bestimmen, kann auch auf diese 
Festlegung verzichtet werden.  
Die Situation bessert sich, wenn die nachzuweisenden Cluster im Bereich größerer 




benen logarithmischen Normalverteilung , 5.1  , 25.0( 0 == rσ  Abb. 12). Auch dieses Bild 
der Verteilung findet man als Ergebnis von Streumessungen an Reaktorstählen in den o-
ben zitierten Arbeiten. Die in den zitierten Arbeiteten veröffentlichten Verteilungen un-
terscheiden sich im Allgemeinen etwas von den Abbildungen dieser Arbeit, da in ihnen 
gewöhnlich die Untergrundstreuung enthalten ist, und es wird auch oft, statt der Größen-
verteilung die Form der radiusbezogenen „Streuvolumendichte“ )(3 rwr∝  [vol%/nm] ab-
gebildet.  
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Abb. 12. χ2- Fits an den Streuquerschnitt der logarithmischen Normalverteilung 
w(r,0.25,1.5). 
Alle vier Fit- Ansätze geben die Ausgangsfunktion sehr gut wieder. Auch damit werden 
die eingangs angegebenen Bedingungen bestätigt, denn diese Form der Verteilung erhält 
man, in guter Näherung, schon mit wenigen Entwicklungskoeffizienten in den angesetz-
ten Reihen. Dass die logarithmische Normalverteilung selbst, als Fit- Funktion, sehr gut 
funktioniert, ist auch auf diese Tatsache zurückzuführen. Dieses Beispiel macht jedoch 
deutlicht klar, dass die alleinige Prüfung der Fit- Programme an einer glücklich gewähl-
ten Testfunktion zur Überbewertung der ermittelten Größenverteilung führen kann.  
 
4.5 Fourierreihen im Vergleich 
 
Da es durch kleine Änderungen im Fit- Programm der Fourierreihe (9) möglich ist, die 
Koeffizienten der Reihenentwicklungen (9a) zu berechnen, lag es nahe, auch diese An-




sich, dass sich die Fit- Kurven der Fourierreihen (9a), wie bei den Legendreschen Poly-
nomen, im Bereich kleiner r-Werte völlig unkorreliert verhalten. Im anpassungsfähigen 
Bereich werden die Testfunktionen jedoch etwas schlechter als durch die Fourierreihe (9) 
wiedergegeben. In der Abb. 13 sind diese Unterschiede dargestellt. Die Ursache für die 
Abweichungen in der Approximationsgenauigkeit bei den Reihenentwicklungen ist, wie 
schon festgestellt, auf die wenigen gültigen Entwicklungskoeffizienten zurückzuführen, 






i drrrrqfr ϕ , abhängig 
von der jeweiligen Basisfunktion )/( maxrriϕ  unterschiedlich gewichtet in die Bestim-
mungsgleichungen der ai bzw. bi ein. Bei einem anderen Formfaktor, z. B. dem Formfak-
tor zylindrischer Teilchen, könnte die Genauigkeit der Anpassung für die einzelnen Rei-
hen völlig anders ausfallen. Die Minimierung von (4) mit unterschiedlichen Reihenansät-
zen ist schon dadurch sinnvoll. Weiterhin erlauben es nur die Fit- Ergebnisse verschiede-
ner Reihen, den ungültigen Bereich der Größenverteilung für die kleinen r-Werte, durch 
das starke Auseinanderdriften der Kurvenverläufe, ziemlicht sicher einzugrenzen  































Abb. 13. Die Fourierreihen im Vergleich.  
 
Wird einmal von der nichtlinearen Anpassung abgesehen, kann man sagen, dass die Fou-
rierreihe (9) als allgemeiner Ansatz, die gewählten Testfunktionen in der Streuformel am 




Reihen wahrscheinlich die sicherste Annäherung an die Größenverteilung. Für die Vali-
dierung von Modellansätzen durch das Experiment, bietet sich natürlich die Verteilung 
(15) an. Die damit verbundene, lästige Suche nach geeigneten Startwerten bei einer routi-
nemassigen Anwendung dieser Prozedur wird durch die Levenberg- Marquardt Methode 
(Press, W. H. et al. 1992) erleichtert. Denn diese Methode ermöglicht die Lösung von (4) 
mit Startwerten, die weiter vom Minimumvektor entfernt liegen. Dieses Verfahren be-
steht aus einer Kombination zwischen der Newton-Methode und der Gradienten-
Methode, die durch die Wahl eines Parameters unterschiedlich wirksam werden. Die 
Gradienten-Methode ( )(. 21 nnn konst xxx χ∇⋅−=+ ) konvergiert sehr langsam, konver-
giert allerdings auch bei einem schlechteren Startvektor. Geeignete Startwerte sind je-
doch auch bei dieser Prozedur erforderlich.  
Alle Testrechnungen wurden mit doppelter Genauigkeit durchgeführt. Wie schon er-
wähnt, verschlechtert das Rechnen mit der einfachen Genauigkeit die Fit- Fähigkeit der 
Programme im Bereich der kleinen r-Werte merklich, d. h. auch, das die numerischen 
Werte der Streukurven in diesem kritischen Bereich das Ergebnis stark beeinflussen. Es 
ist daher anzunehmen, dass diese „Sensibilität“ bei der Auswertung fehlerbehafteter 
Messwerte eine zusätzliche Unsicherheit bei der Bestimmung der Form der Kurven mit 
sich bringt.  
 
4.6 Polynomentwicklungen im Vergleich 
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 3           357
 4           94
 5           0.52
 6           0.0029
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 6           166
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Mit der letzten Abbildung (Abb. 14) werden noch einmal entscheidende Eigenschaften 
der allgemeinen Fit- Prozeduren hervorgehoben. Bei diesen Rechnungen wird der Ent-
wicklung nach den gewöhnlichen Polynomen die entsprechende Reihe nach Legendre-
schen Polynomen gegenübergestellt. Der Vergleich zeigt noch einmal, mit welchen Prob-
lemen man bei allgemeinen Fit- Ansätzen rechnen muss. Beide Anpassungen bestätigen 
die Bedingung (10) N=6, obwohl die Fehlerquadratsumme bei der gewöhnlichen Poly-
nomreihe diesen Schluss nicht zulässt. Die Ursache dafür sind die deutlich zunehmenden 
Beträge in den Entwicklungskoeffizienten (siehe Tabelle 1), die beim Aufsummieren der 
Potenzen im Bereich der größeren r-Werte Ungenauigkeiten erzeugen, die zu kräftigeren 
Schwingungen um die Null führen. Dieser Test zeigt am Verlauf des χ2- Wertes auch, 
dass es sinnvoll ist, mit den besser konvergierenden Orthogonalpolynomen zu rechnen. 
Wie schon erwähnt, ist auch hier zu erkennen, dass die gesuchte Größenverteilung nicht 
immer durch die minimale Fehlerquadratsumme gegeben ist. 
 
Tabelle 1. Vergleich der Entwicklungskoeffizienten 
 1 x x2 x3 x4 x5 x6 
bi -35.15 389.48 -1588.37 3200.00 -3434.07 1884.06 -415.92 
Poly. (8) P0(x) P1(x) P2(x) P3(x) P4(x) P5(x) P6(x) 





Die Testrechnungen haben deutlich gezeigt, dass es sinnvoll ist, mit mehreren allgemei-
nen Funktionsansätzen die Auswertung von Streukurven vorzunehmen. So erkennt man 
aus dem annähernd gemeinsamen Kurvenverlauf aller Fits den wirklich gültigen Vertei-
lungsbereich. Das Auseinanderdriften der Kurven im Bereich der kleinen Radien mar-
kiert den Grenzradius, unter dem keine Aussage mehr zur Größenverteilung gemacht 
werden sollte. Für den Bereich der kleinen Radien müssen andere Messverfahren heran-
gezogen werden, wie z. B. die Methode der Positronenannihilation. Die Prozedur für die 
Legendreschen Polynome ist sehr schnell, durch den Austausch der Entwicklungskoeffi-
zienten, auch mit anderen Polynomen nutzbar, zum Beispiel mit den Tschebyscheff- Po-
lynomen, die beim normalen Fit, im Allgemeinen am besten konvergieren. Die Legendre-
schen Polynome wurden gewählt, weil sie im Vergleich zu den Tschebyscheff- Polyno-
men im Bereich der Messgenauigkeit der Kleinwinkelstreuung eine größere Nullstellen-
dichte (Abtastfähigkeit) besitzen. Mit der nichtlinearen Fit- Funktion (15) ist es möglich, 
etwas über den Mechanismus der Clusterbildung zu erfahren, falls die streuenden Teil-
chen nur aus einer Komponente bestehen. Spezielle Fit- Ansätze, in die theoretische Ü-
berlegungen eingehen und dadurch mit weniger freien Parametern auskommen, sind na-
türlich der sicherste Weg, aussagekräftige Hinweise zu den Modellansätzen zu erhalten. 
Die Rechnung mit (15) hat leider auch gezeigt, dass bei der Minimierung von (4) mehrere 
lokale Minima auftreten können, was die Wahl der Startpunkte gelegentlich zusätzlich 
erschwert. Alle Testrechnungen bestätigen die allgemein bekannte Aussage, dass aus dem 
Wirkungsquerschnitt der Kleinwinkelstreuung die Größenverteilung der streuenden Teil-
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Das Differenzialgleichungssystem zur Beschreibung der Leerstellenclusterbildung hat die 
Form (Gokhman et. al. 2004): 
 




























δK   (A1) 
 
 
Dabei ist cn die Konzentration eines Clusters mit n Leerstellen pro Volumen, die gn sind 
strahlungsinduzierte Quellterme. Die Konstanten in den Koeffizienten des Differenzial-
gleichungssystems sind durch das Diffusionsvermögen der Leerstellen, der Zwischengit-
teratome und durch Beziehungen der Ausscheidungskinetik bestimmt: 
 
)(6.187    ,4   , 
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exp    ,/ =γ   ; Grenzflächenenergie. 
 
Für Clustergrößen n > 50 kann die Ausgangsgleichung (A1) mit Hilfe der Taylorreihe in 
eine partielle Differenzialgleichung überführt werden. An dieser hinreichend bekannten 















































3 δδδδ          (A2) 
 
Mit der Transformation, ),(),(    30 trCtncnrr =→= , erhält man direkt die Gleichung 
































































Im Gegensatz zur Leerstellenclusterausbreitung, deren Ursache die bestrahlungsinduzier-
ten Quellterme gn sind, bilden sich die Kupfercluster aus einer vorgegebenen Anfangsver-
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Die beiden Systeme lassen sich numerisch relativ bequem mit Hilfe der impliziten Differen-
zengleichungen (Crank-Nicolson- Methode) lösen: 
 


















































0  in (A4) erfolgt dabei iterativ. 
 
Mit der Fit- Funktion [ ]))(exp(1/);( 0rrrarw −+⋅= βαp  (15) lassen sich die Lösungsfunktio-
nen beider Systeme für feste Beobachtungszeiten tfest  ( κfesttr ∝0 ) in Abhängigkeit vom Radius 






Fortran 90 -Programme zur Auswertung von Kleinwinkelstreukurven 
 
Dieser Anhang enthält die Quelltexte der Programme, mit denen die Testanpassungen 
durchgeführt wurden. Alle Programme sind in Fortran 90 (Compaq Visual Fortran) ge-
schrieben. Die Programme wurden nicht so „defensiv“ gestaltet, dass sie die Eingabe 
willkürlicher Parameterwerte erlauben, es ist somit möglich, dass ungeeignete Parame-
terwerte zum Zusammenbruch der Rechnung führen.  
 Im Programm der nichtlinearen Anpassung „modell_fit“ besteht die Möglichkeit, in 
ersten Versuchen einen der vier Parameter festzuhalten. Da es sehr unwahrscheinlich ist, 
bei einer unbekannten Streukurve gleich vier geeignete Startwerte zu erraten, wird damit 
das Herantasten an einen geeigneten Startvektor erleichtert. Weiterhin ist mit λ (la) ein 
Dämpfungsparameter gegeben, bei dem das Verfahren bei Startwerten konvergiert, die 
etwas weiter vom Minimumvektor entfernt liegen. λ muss kleiner Eins sein und ergibt 
sich durch Probieren.  
Das Programm „modell_mrqmin“ löst das gleiche Problem mit Hilfe der Levenberg- 
Marquardt Methode. Die Lösung basiert auf dem Programm xmrqmin.for mit den dazu-
gehörigen Subroutinen mrqmin.for, covsrt.for, mrqcof.for, und gaussj.for, die den Nume-
rical Recipes in Fortran, William H. Press et al., Cambridge University Press, New York, 
1992, entnommen wurden. Dieses Programm ist in der aufgelisteten Form nicht lauffähig, 
da die oben angegebenen Unterprogramme aus der Programmbibliothek der Numerical 
Recipes einzubinden sind.  
Bei den folgenden Programmen der allgemeinen linearen Regression ist nur zu beach-
ten, dass die Zahl der Basisfunktionen wie angegeben beschränkt wird. Den optimalen Fit 
erhält man, indem die Zahl der Basisfunktionen in der Entwicklung um den angegebenen 
Richtwert variiert wird.  
Die Inputfiles zu den Beispielen wurden mit den entsprechenden Verteilungen  in der 
Streuformel (5) mit Mathcad 2001i berechnet. Diese Files können aber auch mit der je-
weiligen Größenverteilung und dem eingerahmten Teil des Programms „modell_fit“ er-
zeugt werden. 
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