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Namen magistrskega dela je bil izdelati model lokalne sekundarne regulacije napetosti na 
osnovi umetnih nevronskih mrež (LSRN-UNM) in sposobnost regulacije modela preveriti s 
simulacijo na modelu elektroenergetskega sistema (EES), ki ima spremenljivo količino 
inštalirane moči sončnih elektrarn (SE). 
 
V magistrski nalogi smo najprej predstavili osnove delovanja regulacije napetosti v EES. Nato 
smo opisali metode za analizo modela EES in pri tem tudi definirali testni model IEEE RTS. 
Sledil je opis strukture UNM ter predstavitev Levenberg-Marquardtovega algoritma, ki smo ga 
uporabili za učenje. Učno množico, ki smo jo dobili z velikim številom simulacij modela EES 
smo uporabili za učenje LSRN-UNM, kateremu je sledila integracija naučenih LSRN-UNM v 
model EES. 
 
Opazovali smo delovanje LSRN-UNM v različnih letnih časih in za različne deleže sončnih 
elektrarn v EES. Ugotovili smo dobro delovanje LSRN-UNM, razen v primerih, ko je bil EES 
v stanju, ki ni bilo zajeto v učni množici. 
 






Objective of this master thesis was to design a model of local secondary voltage control with 
artificial neural networks and to verify its voltage control capability with simulations using a 
power system model with variable share of solar power plants. 
 
Firstly, we described the basics of voltage control in power systems. Afterwards, methods for 
power systems analysis and test power system IEEE RTS were defined. Artificial neural 
networks and Levenberg-Marquardt learning algorithm, which was used for learning process, 
were also described. Training data was acquired with large number of simulations and then used 
for learning of artificial neural networks of local secondary voltage control, which were then 
integrated in power system model. 
 
We observed local secondary voltage control for different seasons and different shares of solar 
power plants. Local secondary voltage control operated well, except when power system model 
was in a state not covered by training data.  
 
Keywords: voltage control, artificial neural networks, power system simulation, solar power 





Kakovost električne energije je v veliki meri določena z meritvami napetosti, zaradi česar je 
regulacija napetosti v EES izrednega pomena. Po eni strani si želimo obratovanja pri čim višjih 
napetostih, s čimer zmanjšujemo izgube pri prenosu električne energije, po drugi strani pa 
želimo ohranjati napetost znotraj predpisanih omejitev, ki so logična posledica povečanja 
sigurnosti obratovanja EES. Regulacija napetosti skrbi za vzdrževanje napetostnega profila v 
EES in jo v splošnem delimo na primarno regulacijo napetosti (PRN), sekundarno regulacijo 
napetosti (SRN) in terciarno regulacijo napetosti (TRN). PRN regulira napetost neposredno na 
reguliranem vozlišču na referenčno vrednost, ki ji jo podaja SRN. Delovanje vseh SRN 
koordinira TRN. Ob natančnem poznavanju topologije EES smo teoretično sposobni regulirati 
napetost na prenosnem omrežju na tak način, da je napetost na vseh vozliščih v EES znotraj 
predpisanih omejitev, hkrati pa so skladno z optimizacijskim algoritmom minimizirani 
obratovalni stroški EES. Lahko rečemo, da je v tem primeru v EES nastavljen optimalni 
napetostni profil. S tem poskrbimo za ekonomičnost in sigurnost obratovanja EES. 
 
Po svetu regulacijo napetosti izvajajo na različne načine - od ročnega nastavljanja posameznih 
PRN in SRN do popolnoma avtomatiziranega sistema regulacije napetosti, ki iz centra vodenja 
EES regulira posamezne PRN. Ročno nastavljanje ima za posledico neoptimalno obratovanje 
EES, ki pa se zaradi izkušenj operaterjev ob pomoči računalniških metod lahko približa 
optimalnemu obratovanju, pa vendar to ni. Avtomatiziran sistem regulacije napetosti izvaja 
optimizacijo napetostnega profila, vendar imamo tudi pri takšnem načinu lahko težave v 
primeru nepopolnih podatkov o topologiji EES in nezanesljivih meritvah. 
 
V magistrski nalogi smo predstavili prilagodljiv način lokalne sekundarne regulacije napetosti 
(LSRN), ki bo nameščen zraven PRN in bo na podlagi lokalnih meritev električnih veličin 
ocenil stanje v EES ter izračunal referenčno vrednost napetosti za PRN. LSRN bo temeljil na 
umetnih nevronskih mrežah (UNM), ki jih bomo na podlagi množice obratovalnih stanj EES 
naučili tako, da bo regulacija za dano stanje in izbrano kriterijsko funkcijo optimalna. LSRN-
UNM je cenen in robusten način za izvedbo SRN. Ker deluje na podlagi lokalnih meritev 
električnih veličin, za delovanje ne potrebuje natančne topologije EES. Na ta način je LSRN 
tudi zelo prilagodljiv, saj bi morali v primeru spremembe topologije EES v centru vodenja 




LSRN. Zaradi lokalnega zajema podatkov ni potrebna centralna obdelava podatkov v centru 
vodenja z namenom, da bi ocenili stanje EES za potrebe regulacije. Dodatna koordinacija  
regulatorjev s strani centra vodenja ne bi bila potrebna. LSRN-UNM center bi lahko vodenje 
razbremenil le v smislu zmanjšanja števila akcij TRN. Ker je delovanje LSRN medsebojno 
neodvisno, bi lahko EES obratoval v bližini optimalnega stanja tudi pri izpadu kateregakoli 
izmed LSRN. 
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2 Regulacija napetosti na prenosnem omrežju 
Regulacija napetosti in jalove moči ima za nalogo sprotno prilagajanje proizvodnje jalovih moči 
in s tem napetosti znotraj omejitev glede na spremembe obremenitev v sistemu [1]. Ohranjanje 
napetosti znotraj predpisanih omejitev zagotavlja pravilno delovanje EES in porabnikov, 
priključenih na določen napetostni nivo, ki so za ta napetostni nivo načrtovani. Iz tega razloga 
mora biti napetost znotraj omejitev na vseh vozliščih in daljnovodih. To je zahtevna naloga, saj 
je napetost v neki točki EES neposredno povezana s proizvodnjo oz. porabo jalove moči, ki jo 
je težko brez velikih izgub prenašati na daljše razdalje po EES. Zaradi tega moramo za primerno 
bilanco jalovih moči poskrbeti z lokalno priključitvijo in upravljanjem kompenzacijskih naprav, 
ki na različne načine uravnavajo pretoke jalovih moči in s tem skrbijo za primerno napetost v 
točki nadzora [2]. Ker bi bila regulacija napetosti posameznih vozlišč neposredno iz centra 
vodenja EES prezahtevna naloga, se regulacijo napetosti hierarhično razdeli na: 
 primarno regulacijo napetosti, 
 sekundarno regulacijo napetosti in 
 terciarno regulacijo napetosti. 
2.1 Napetost in jalova moč 
Napetost v vozlišču je v veliki meri odvisna od proizvodnje oz. porabe jalove moči v vozlišču 
[3]. Ob preveliki porabi jalove moči bo napetost v vozlišču padla. Na primeru si oglejmo, zakaj 
je tako. Na Sl. 2.1 je shema sistema, ki vsebuje: 
 generator v vozlišču 1, ki na sponkah vzdržuje konstantno napetost U1, 
 visokonapetostni (VN) daljnovod, ki je predstavljen z impedanco Z = R+jX, 
 breme v vozlišču 2, ki odjema delovno moč P in jalovo moč Q. 
 
Glede na shemo s Sl. 2.1, lahko za VN omrežje zapišemo 2. Kirchhoffov zakon: 
 2 1U U IZ    (2.1) 
Z upoštevanjem zveze S = U I* = P+jQ, lahko enačbo (2.1) preoblikujemo: 
  2 1 1
1 1
P jQ PR jQR jPX QX
U U R jX U
U U
   
       (2.2) 




Sl. 2.1 Enopolna shema sistema z dvema vozliščema 
Pri nadaljnji obravnavi zanemarimo vpliv upornosti (R0). To lahko storimo, ne da bi s tem 
povzročili preveliko napako v izpeljavi, saj za VN daljnovode velja razmerje X/R ≈ 10, kar 
pomeni, da je upornost R v primerjavi z reaktanco X majhna. V skladu s to predpostavko lahko 
nadaljujemo z izpeljavo in iz enačbe (2.2) zapišemo: 
 2 1 1 1
1 1 1
Q P
jPX QX QX PX
U U U j U U jU
U U U

          (2.3) 
Iz enačbe (2.3) je razvidno, da lahko padec napetosti na VN daljnovodu razdelimo na dva dela, 
in sicer UQ in UP. Padec napetosti UQ je odvisen od jalove moči, ki se pretaka po VN 
daljnovodu, medtem ko je padec napetosti UP odvisen od delovne moči, ki se pretaka po VN 
daljnovodu. UQ je v fazi z napetostjo U1, zato ima velik vpliv na amplitudo napetosti U2. UP je 
v protifazi z napetostjo U1, zato nima velikega vpliva na amplitudo napetosti U2, temveč ima 
večji vpliv na fazni kot δ2. Zgoraj opisane razmere prikazuje kazalčni diagram na Sl. 2.2, kjer 
je razviden vpliv padca napetosti UQ, ki je posledica pretoka jalove moči. 
 
Sl. 2.2 Kazalčni diagram za primer z dvema vozliščema 
Poleg prenesene jalove moči je padec napetosti UQ odvisen tudi od reaktance X, ki z razdaljo 
narašča. To pomeni, da bomo imeli pri prenosu jalove moči na velike razdalje zelo velike padce 
napetosti na napajanem vozlišču, in sicer pri enaki preneseni delovni in jalovi moči. Temu se 
poskušamo izogniti z zagotavljanjem jalove moči za napajanje iz najbližjih virov. S tem 
zmanjšamo padce napetosti na VN daljnovodih in posledično povečujemo sigurnost EES in 
zmanjšujemo izgube v EES. S pravilno postavitvijo in koordinacijo delovanja kompenzacijskih 
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so vse napetosti v EES znotraj predpisanih omejitev in je hkrati obratovanje EES v optimalni 
točki glede na izbran kriterij, podlaga katerega so lahko [2]: 
 stabilnost sistema, 
 izgube pri prenosu električne energije, 
 varnostni kazalniki ipd. 
2.2  Primarna regulacija napetosti 
Naloga PRN je vzdrževanje napetosti na reguliranem vozlišču na referenčni napetosti Uref. PRN 
zajema naprave, ki omogočajo neposredno kompenzacijo jalove moči v reguliranem vozlišču. 
Glede na način delovanja, jih ločimo na aktivne in pasivne. Med aktivne naprave štejemo 
sinhronski generator, sinhronski kompenzator, transformator z reguliranimi odcepi ter FACTS 
naprave (ang. Flexible AC Transmission Systems) [4]. Med pasivne naprave spadajo dušilke in 
kondenzatorji, ki jih običajno lahko delno nadzorujemo s stopenjskim preklapljanjem. Glavna 
razlika med aktivnimi in pasivnimi napravami je možnost nastavljanja Uref aktivnim napravam. 
V splošnem so časovne konstante delovanja PRN največ nekaj sekund. 
2.2.1 Sinhronski generator 
Sinhronski generator (SG) je električni stroj, ki pretvarja mehansko energijo v električno 
energijo in je v konvencionalnih elektrarnah najpogosteje uporabljan za proizvodnjo električne 
energije. Za razumevanje delovanja napetostne regulacije SG je potrebno razumeti osnovni 
princip delovanja SG v stacionarnem stanju [5]. Na Sl. 2.3a je shematično prikazan model 
enopolnega SG s trifaznim navitjem. V osnovi je SG sestavljen iz rotorja in statorja. Na statorju 
se nahaja trifazno navitje, ki služi za indukcijo napetosti, medtem ko je na rotorju nameščeno 
vzbujalno navitje. Na vzbujalno navitje je priključena enosmerna napetost Uf, ki požene 
enosmerni vzbujalni tok If, ki ustvari magnetno polje. Ko rotor zavrtimo, se v statorju SG zaradi 
spreminjajočega se magnetnega pretoka skozi statorsko navitje inducira napetost. S 
spreminjanjem priključene enosmerne napetosti Uf spreminjamo vzbujalni tok If in s tem tudi 
magnetno vzbujanje. Posledica spremembe magnetnega vzbujanja je sprememba inducirane 
napetosti Ef. Vidimo, da lahko s spreminjanjem vzbujanja rotorja vplivamo na napetost na 
sponkah SG. Če je SG neobremenjen (Ig = 0) je napetost na sponkah Ug kar enaka inducirani 
napetosti Ef. Ko pride do električne obremenitve generatorja, steče skozi statorsko navitje tok 
Ig, ki povzroči padce napetosti na upornosti navitja Rs in sinhronski reaktanci generatorja Xs. 
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Na podlagi poenostavljenega modela sinhronskega generatorja s Sl. 2.3b si oglejmo, zakaj je 
pomembna regulacija vzbujanja sinhronskega generatorja.  
 
Sl. 2.3 Modela sinhronskega generatorja 
Za obremenjen generator lahko na podlagi poenostavljenega modela zapišemo: 
  f gg s sU E I R jX     (2.4) 
Za enačbo (2.4) narišemo kazalčni diagram, ki je prikazan na Sl. 2.4a in nazorneje prikazuje 
razmere na SG v izhodiščnem stacionarnem stanju. V določenem trenutku se obremenitev SG 
poveča, kar se odraža v povečanem toku Ig1. Povečan tok povzroči večji padec napetosti na 
statorju SG. Če vzbujanje If ostane nespremenjeno, ostane nespremenjena tudi inducirana 
napetost Ef, kar privede do padca napetosti na sponkah z Ug na Ug1. Razmere prikazuje Sl. 2.4b. 
Takšni padci napetosti so nedopustni iz stabilnostnih in obratovalnih razlogov [2], zato v SG 
poskrbimo za takšno regulacijo vzbujanja, ki na sponkah vzdržuje konstantno napetost. Vpliv 
regulacije vzbujanja je viden na Sl. 2.4c, ki zazna padec napetosti in temu primerno poveča 
vzbujanje If in posledično tudi Ef, tako da imamo kljub padcem napetosti na statorskem navitju 


















Sl. 2.4 Kazalčni diagrami različnih stanj sinhronskega generatorja 
Regulacijo vzbujanja izvajamo s pomočjo avtomatskega regulatorja napetosti (ARN), ki v 
primeru SG predstavlja PRN [4]. ARN je izveden kot avtomatska zaprtozančna regulacija z 
majhno časovno konstanto (manj kot 1 sekunda) in služi vzdrževanju napetosti sponk 
generatorja Ug na referenčni napetosti Uref. ARN stalno izvaja meritve napetosti na sponkah 
generatorja Ug in jo primerja z referenčno vrednostjo napetosti Uref. Regulacijo izvaja preko 
nastavljanja napetosti vzbujalnega navitja Uf glede na izračunano razliko med Ug in Uref. Z 
nastavljanjem Uf lahko učinkovito reguliramo napetost na sponkah, kot je prikazano v zgoraj 
obdelanem primeru. Opisan način delovanja je shematsko prikazan na Sl. 2.5. 
 
Sl. 2.5 Shematski prikaz delovanja avtomatskega regulatorja napetosti 
 
SG je zelo pomemben za regulacijo napetosti v EES ravno zaradi velike sposobnosti 
vzdrževanja konstantne napetosti in s tem povezane proizvodnjo jalove moči. Poleg tega je 
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2.2.2 Sinhronski kompenzator 
Sinhronski kompenzator (SK) je sinhronski stroj, ki ga za razliko od SG ne poganja turbina in 
ni obremenjen z električnim bremenom. Torej SK ne proizvaja delovne moči, porablja pa toliko 
delovne moči, da pokrije izgube v navitjih stroja. Delovanje SK je podobno delovanju 
sinhronskega motorja v prostem teku. Kljub temu pa SK lahko služi regulaciji napetosti preko 
nastavljanja ARN. Priklapljamo ga na mesta v EES, ki so kritična s stališča regulacije napetosti. 
Z nastavljanjem vzbujanja lahko proizvajamo ali porabljamo jalovo moč. Če je napetost v 
reguliranem vozlišču previsoka, ARN zmanjša vzbujanje v rotorju, s čimer SK porablja jalovo 
moč. V nasprotnem primeru, ko je napetost v reguliranem vozlišču prenizka, z ARN povečamo 
vzbujanje v rotorju, s čimer začne SK proizvajati jalovo moč. Zelo dobra lastnost SK je 
enostavna regulacija napetosti preko ARN. Poleg tega sposobnost proizvodnje oz. porabe jalove 
moči ni odvisna od trenutne napetosti na sponkah stroja, kot je npr. pri paralelni kompenzaciji 
z dušilko oz. tuljavo. Slaba stran SK je cena, saj so zelo dragi, zaradi česar se v današnjem času 
za regulacijo napetosti, z izjemo obstoječih SK in predelanih odsluženih SG v starih 
elektrarnah, ne uporabljajo [3]. 
2.2.3 Transformator z reguliranimi odcepi 
Transformator z reguliranimi odcepi se zelo pogosto uporablja na nivoju prenosnega omrežja 
za regulacijo napetosti. Regulacijo napetosti vrši s spreminjanjem razmerja ovojev med 
primarnim in sekundarnim navitjem transformatorja. Čeprav transformator ni vir jalove moči, 
lahko s spreminjanjem razmerja ovojev vpliva na pretoke jalovih moči in s tem na napetost. 
Sprememba razmerja ovojev se vrši s pomočjo menjalnika ovojev, ki je nameščen na 
primarnem navitju transformatorja, kjer je električni tok nižji. Menjalnik ovojev spreminja 
število aktivnih ovojev primarnega navitja transformatorja s čimer vpliva na razmerje ovojev. 
S spremembo razmerja ovojev lahko vplivamo na napetost sekundarnega navitja  v intervalu ± 
20% od nazivne napetosti. Manjši distribucijski transformatorji dovoljujejo spremembo ovojev 
šele ob predhodnem odklopu transformatorja z omrežja. Glavni razlog za to je zelo redka 
potreba po spremembi razmerja ovojev zaradi, ki se običajno izvaja 2-krat letno.  V prenosnem 
omrežju je potrebno spreminjati razmerje ovojev pogosteje, zato morajo transformatorji 
omogočati spremembo razmerja ovojev, ko je transformator priključen na omrežje. V ta namen 
ima vsak tovrsten transformator svoj regulator, ki preko menjalnika ovojev spreminja razmerje 
ovojev, dokler ne doseže želene napetosti sekundarnega navitja [6]. 
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2.2.4 Paralelno vezana dušilka 
Paralelno vezano dušilko navadno uporabljamo v dveh primerih, v obeh pa služi za znižanje 
napetosti v točki priklopa. Lahko jo uporabimo v enakomernih razmikih na dolgem daljnovodu, 
da znižamo previsoko napetost, ki se lahko pojavi po celi dolžini daljnovoda zaradi obremenitve 
daljnovoda pod naravno močjo. Paralelno vezano dušilko lahko uporabimo tudi neposredno v 
vozlišču, kjer je previsoka napetost, s čimer poskrbimo za dodatno porabo jalove moči v 
vozlišču in s tem nižjo napetost [3]. 
2.2.5 Paralelno vezan kondenzator 
Paralelno vezan kondenzator je najpogosteje uporabljana oblika kompenzacije jalove moči v 
EES. Razlog za to je v obratovanju EES, saj je večino časa EES obremenjen z bremenom 
induktivnega značaja. Zaradi tega se v času večje obremenitve pojavi potreba po kompenzaciji 
s paralelno vezanim kondenzatorjem. Na kritičnih točkah v EES imamo nameščene tako 
imenovane kondenzatorske baterije, ki jih glede na potrebe po jalovi moči vklapljamo oz. 
izklapljamo. Običajno so kondenzatorske baterije izvedene v stopnjah, tako da lahko dovolj 
dobro reguliramo napetost z vklapljanjem potrebnega števila stopenj. Preklopni manevri se 
izvajajo iz centra vodenja EES. Slaba stran kondenzatorskih baterij je odvisnost proizvedene 
jalove moči od trenutne napetosti na kondenzatorju. V primeru, da napetost preveč upade, z 
vklopom kondenzatorskih baterij ne bomo dosegli želenega učinka, saj se lahko zgodi, da 
injekcija jalove moči ne bo dovolj velika za primeren dvig napetosti v vozlišču [3]. 
2.2.6 Statični var kompenzator 
Statični var kompenzator (SVK) spada med FACTS naprave. SVK je fizikalno gledano 
admitanca, ki jo lahko spreminjamo s krmiljenjem vžignega kota posameznih tiristorjev. V 
osnovi je SVK sestavljen iz tiristorsko krmiljene tuljave (ang. Thyristor Controlled Reactor), 
tiristorsko preklopnih kondenzatorjev (ang. Thyristor Switched Capacitor) in LC filtra. 
Tiristorsko krmiljena tuljava služi zveznemu nastavljanju induktivnosti SVK, medtem ko 
tiristorsko preklopni kondenzatorji služijo vklapljanju ali izklapljanju posameznih 
kondenzatorjev. Zaradi preklopnih manevrov se na SVK pojavijo višje harmonske komponente 
napetosti, ki jih zadušimo z dodanim LC filtrom. Vse komponente so na omrežje priključene 
preko transformatorja. Z nastavljanjem efektivne induktivnosti tuljave in pravilnim 
preklapljanjem kondenzatorjev dosežemo, da SVK na zunaj deluje kot zvezno spremenljiva 
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admitanca. S stališča EES deluje SVK podobno kot SK, vendar je SVK izveden brez 
premikajočih delov in je zato cenejši od SK. Slaba lastnost statičnega var kompenzatorja je 
odvisnost kompenzacije jalove moči od napetosti na reguliranem vozlišču [7]. 
2.2.7 Statični sinhronski kompenzator 
Statični sinhronski kompenzator (SSK) ali STATCOM je po načinu delovanja s stališča EES 
identičen SK, le da je statični sinhronski kompenzator izveden z naprednejšimi elementi 
močnostne elektronike – GTO ali IGBT tranzistorji. Glavna sestavna dela SSK sta razsmernik 
in DC kondenzator. Deluje tako, da s pravilnim vklapljanjem in izklapljanjem krmilnih 
tranzistorjev ustvarimo takšen jalov tok, ki povzroči injekcijo jalove moči v regulirano vozlišče, 
ki uspešno kompenzira višek ali primanjkljaj jalove moči. SSK je boljši od SVK v hitrosti 
regulacije in širini regulacijskega območja [7]. 
2.3 Sekundarna regulacija napetosti 
Za potrebe SRN se celoten EES razdeli na manjša območja, ki so čimbolj električno neodvisna. 
S SRN skrbimo za nastavljanje referenčnih napetosti posameznih aktivnih PRN oz. 
manevriranje posameznih pasivnih PRN tako, da imamo znotraj posameznega reguliranega 
območja EES optimalen napetostni profil. Časovna konstanta delovanja SRN je običajno med 
10 in 60 sekundami lahko tudi nekaj minut. S časovno zakasnitvijo delovanja SRN damo PRN 
dovolj časa, da se ustrezno odzove. SRN svoje delovanje nadzoruje tako, da meri napetosti 
vodilnih vozlišč in jih primerja z referenčnimi vrednostmi, ki jih dobi od TRN [8]. 
 
V svetu so se SRN lotevali na različne načine. V grobem razdelimo SRN na ročnega in 
avtomatskega. Pri tem avtomatski SRN lahko še dodatno delimo glede na stopnjo centralizacije 
oz. avtomatizacije. 
2.3.1 Ročna sekundarna regulacija napetosti 
Pri ročnem SRN sistemski operater ročno nastavlja referenčne nastavitve PRN oz. jih ročno 
preklaplja. Referenčne nastavitve se določijo na podlagi izkušenj in poznavanja obratovanja 
EES, pri čemer si sistemski operater pomaga z računalniškim programom za izračun pretokov 
moči. Prenos referenčnih nastavitev za PRN v današnjem času poteka pretežno daljinsko, 
ponekod pa še vedno prenašajo referenčne nastavitve preko telefona do posameznih operaterjev 
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elektrarn oz. razdelilnih transformatorskih postaj. Pri izračunu referenčnih vrednosti je glavno 
vodilo ohranjanje napetosti znotraj predpisanih omejitev. Redko se pri ročnem SRN vrši 
optimizacija glede na kriterije ekonomičnosti in sigurnosti [4]. 
2.3.2 Avtomatska sekundarna regulacija napetosti 
V splošnem avtomatski SRN delimo na: 
 centraliziran SRN, 
 delno decentraliziran SRN. 
Za avtomatski SRN je zelo pomembno, da imamo verodostojen model reguliranega EES kot 
tudi sosednjih delov EES izven območja regulacije. Napačni podatki za EES bodo rezultirali v 
napačnem izračunu referenčnih napetosti za PRN, s čimer je sigurnost EES ogrožena. 
2.3.2.1 Avtomatska centralizirana sekundarna regulacija napetosti 
Avtomatski centralizirani SRN pomeni združevanje TRN in SRN v enovito celoto. 
Računalniški program v centru vodenja EES na podlagi meritev iz celotnega EES izračuna 
referenčne nastavitve posameznih PRN, tako da bo po regulacijski akciji PRN napetostni profil 
v EES optimalen. Izračunane referenčne nastavitve se avtomatsko pošiljajo neposredno na 
lokacijo PRN. Regulacija avtomatskega centraliziranega SRN se mora izvajati dovolj pogosto, 
vendar moramo pri temu paziti, da se nivoji regulacije med seboj časovno razmejeni. Običajno 
je časovna konstanta avtomatskega centraliziranega SRN med 1 in 5 min, medtem ko je časovna 
konstanta PRN med 1 in 5 sekund, s čimer je časovna razmejenost dosežena [4]. 
2.3.2.2 Avtomatska delno decentralizirana sekundarna regulacija napetosti 
Pri avtomatskem delno decentraliziranem SRN imamo jasno določene meje med TRN in SRN. 
EES razdelimo na regulacijska območja, znotraj katerih določimo vodilno vozlišče, katerega 
napetost je odraz napetostnega profila celotnega regulacijskega območja. TRN s pomočjo 
računalniškega programa na podlagi meritev iz celotnega EES izračuna referenčno napetost 
vseh vodilnih vozlišč v EES. Izračunane referenčne vrednosti posreduje pravilnim SRN za 
izbrano regulacijsko območje. SRN na podlagi referenčne in izmerjene napetosti v vodilnem 
vozlišču izračuna referenčne nastavitve za posamezne PRN znotraj regulacijskega območja [4]. 
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2.4 Terciarna regulacija napetosti 
TRN služi nadzoru posameznih SRN. Deluje tako, da na podlagi meritev različnih veličin v 
EES (P, Q, U in δ) in glede na izbran kriterij delovanja izračuna optimalne vrednosti napetosti 
za posamezno vodilno vozlišče. Izračunana vrednost se posreduje posameznim SRN in služi 
kot referenca za nastavljanje napetosti vodilnega vozlišča. Tudi TRN je časovno zamaknjen, 
zato da lahko SRN pridobi čas za odziv. Tipične časovne konstante TRN so med 5 in 60 minut. 
TRN je navadno ena izmed funkcij programske opreme v centru vodenja EES, ki skrbi za 




3 Analiza EES 
Za potrebe učenja LSRN-UNM moramo opredeliti model in spremenljivke EES, ki bodo 
podlaga za analizo EES. Model EES lahko opredelimo kot sistem, ki ga reguliramo z vektorjem 
krmilnih spremenljivk c, vzbujamo z vektorjem motenj d, opazujemo pa vektor izhodnih 
spremenljivk o. Natančna opredelitev modela in spremenljivk s Sl. 3.1 nam bo omogočila 
izračun vektorja izhodnih spremenljivk o modela EES za različne vrednosti vektorjev c in d, ki 
jih bomo izbirali tako, da bomo pokrili čim več stanj, v katerih se EES lahko nahaja. Na tak 
način pridobljene podatke bomo uporabili za učenje UNM vsakega LSRN. 
 
Sl. 3.1 Regulacijska shema EES 
3.1 Model EES 
Za natančen model EES moramo dovolj natančno modelirati posamezne elemente EES. 
Posamezen element mora biti modeliran tako, da bodo v modelu elementa zajete njegove 
osnovne lastnosti. S tem bo tudi simulacija modela EES, sestavljenega iz modelov elementov, 
dovolj natančna. V obzir pri modeliranju vzamemo dejstvo, da bo analiza EES potekala za 
stacionarno stanje EES. V tem primeru lahko zanemarimo določene parametre modelov 
elementov EES, ki so potrebni za dinamično analizo EES (npr. vztrajnostni momenti 
generatorjev). Poleg tega privzamemo, da bosta proizvodnja in poraba električne energije ves 
čas uravnovešena in bo zato frekvenca stalna. Prav tako privzamemo enakomerno obremenitev 
vseh treh faz, kar nam omogoči izdelavo enopolnega modela EES. Za model EES moramo 
modelirati konvencionalne elektrarne, bremena, sončne elektrarne, daljnovode/kablovode in 
transformatorje. 
3.1.1 Konvencionalne elektrarne 
Konvencionalne elektrarne so v modelu EES predstavljene kot napetostno regulirano vozlišče 
s konstantno delovno močjo Pgi in napetostjo |Ugi|. Tako vozlišče poimenujemo tudi ''PU'' 




















  (3.1) 
Vsaka i-ta elektrarna ima nekatere omejitve. Poleg napetostnih omejitev Ugimax in Ugimin imajo 
elektrarne še zgornjo in spodnjo mejo za proizvodnjo delovne in jalove moči (Pgimax, Pgimin, 
Qgimax in Qgimin). Razlogi za to so omejitve proizvodnje delovne in jalove moči posameznih 
generatorjev znotraj elektrarne, ki so podrobneje opisani v [5]. 
3.1.2 Bremena 
Bremena so v modelu EES predstavljena kot j-to bremensko vozlišče, ki je napetostno in 
frekvenčno neodvisno s konstantno delovno močjo Pbj ter jalovo močjo Qbj. Bremensko 
vozlišče poimenujemo tudi vozlišče tipa ''PQ'', saj ima točno določeni veličini P in Q. V 
izračunu pretokov moči je tako za vsako PQ vozlišče potrebno določiti še veličini |Uj| in δ. 
 min maxjbj bjU U U    (3.2) 
Na bremenskih vozliščih smo omejeni z zgornjo in spodnjo mejo napetosti Ubjmin in Ubjmax (3.2)
. Razlog za to, so porabniki oz. elektroenergetska oprema, ki je dimenzionirana za določen 
napetostni nivo. Za vsako j-to bremensko vozlišče poznamo tudi maksimalno obremenitev 
Pbjmax oz. Qbjmax, ki je določena s strani porabnikov. Za bremenska vozlišča predpostavimo 
nespremenljivost faktorja moči cosφ. 
3.1.3 Sončne elektrarne 
Distribuirana proizvodnja SE v danem trenutku je odvisna od gostote energijskega toka 
globalnega sončnega sevanja (G), ki tedaj pada na zemljo, zato moramo sončno sevanje 
podrobneje opredeliti. Sončno sevanje je odvisno od mnogih dejavnikov, kot so trenutna 
oblačnost, položaj sonca na nebu, lokacija na zemlji in kot postavitve SE. Ker se oblačnost in 
položaj sonca na nebu stalno spreminjata, je s tem tudi proizvodnja sončnih elektrarn precej 
spremenljiva. Globalno sončno sevanje razdelimo na: 
 direktno sončno sevanje (Gdir), 
 razpršeno sončno sevanje (Graz), 
o difuzno sončno sevanje (Gdif) in 
o odbito sončno sevanje (Godb). 




Direktno sončno sevanje je tisti del sončnega sevanja, ki prihaja na SE neposredno od sonca, 
medtem ko je razpršeno sončno sevanje tisti del sončnega sevanja, ki prihaja na SE posredno 
po odbojih (odbito sončno sevanje) oz. sipanju na molekulah v zraku (difuzno sončno sevanje). 
Energijski tok globalnega sončnega sevanja, ki pada na zemljo, predstavlja vsota energijskih 
tokov direktnega in razpršenega dela sončnega sevanja (3.3) [9]. Energijski tok sončnega 
sevanja se na neki lokaciji na zemlji tekom leta spreminja zaradi vrtenja zemlje okoli sonca. 
Posledice vrtenja so razvidne s Sl. 3.2, kjer sta prikazana povprečna diagrama energijskega toka 
v dnevu za poletni in zimski čas. 
 
Sl. 3.2 Normiran dnevni diagram energijskega toka sončnega sevanja (Gmax = 1002 W/m2) 
Povprečni dnevni diagram energijskega toka sončnega sevanja temelji na podatkih meritev 
avtomatske vremenske postaje Ljubljana Bežigrad v letu 2012, ki smo jih dobili iz [10]. 
Diagram je normiran glede na maksimalni energijski tok sončnega sevanja v letu 2012, ki je 
znašal 1002 W/m2. 
 
V magistrski nalogi predpostavimo, da je energijski tok sončnega obsevanja v EES vsako uro 










  (3.4) 





























Proizvodnja SE je odvisna od skupne inštalirane moči SE. Zato vpeljemo faktor OVESE (3.4), 
ki prikazuje kolikšen je delež inštalirane moči SE v primerjavi z maksimalno bremensko močjo 
PEESmax, ki je za izbran EES običajno znana. 
 max( )SEj SE bjP G t OVE P     (3.5) 
 max( )SEj SE bjQ G t OVE Q     (3.6) 
Trenutno proizvedeno delovno in jalovo moč SE v j-tem bremenskem vozlišču izračunamo s 
pomočjo (3.5) in (3.6). Pri temu smo predpostavili, da razsmerniki v SE delujejo po principu 
konstantnega cosφ. Čeprav imajo večinoma razsmerniki v SE možnost delovanja v režimu 
konstantnega cosφ, tega običajno ne izvajajo. Razlog temu je, da danes proizvodnja oz. poraba 
jalove moči v SE ni finančno podprta, zato se lastniki SE ne odločajo za ta režim obratovanja. 
V prihodnosti bo ta segment obratovanja SE finančno podprt, zato smo se v magistrski nalogi 
odločili za takšen koncept obratovanja SE. 
3.1.4 Daljnovodi, kablovodi in transformatorji 
Daljnovode, kablovode in transformatorje v modelu EES lahko modeliramo s simetričnim Π-
četveropolom, ki ima zaporedno vezan idealni prečni transformator [11]. Potrebni parametri, ki 
definirajo model na Sl. 3.3, so: 
 admitanca daljnovoda ys, ki je sestavljena iz upornosti rs in reaktance xs; 
 prečna admitanca bc; 
 prestavno razmerje transformatorja τ in 
 premik kota θ. 
 















































Y   (3.7) 
Za zapis zveze med vhodnim tokom ivh in vhodno napetostjo uvh ter zvezo med izhodnim tokom 
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Y   (3.8) 
Povezava med vhodnimi in izhodnimi veličinami tokov in napetosti je prikazana v (3.8). V 
primeru, da z modelom s Sl. 3.3 modeliramo samo daljnovod ali kablovod, postavimo prestavno 
razmerje transformatorja τ na 1 in premik kota θ na 0, s čimer v modelu zanemarimo 
transformator. 
 
min maxk k kS S S    (3.9) 
Za k-ti daljnovod obstajajo omejitve pretoka moči, ki so posledica segrevanja daljnovoda zaradi 
toplotnih izgub pri prenosu električne energije.  
3.2 Spremenljivke EES 
V splošnem predstavlja EES neznano prenosno funkcijo, ki vektor motenj d in vektor krmilnih 
spremenljivk c preslika v vektor izhodnih spremenljivk o. Za analizo EES moramo definirati 
spremenljivke, ki na EES vplivajo (c in d) ter spremenljivke skozi katere opazujemo odziv EES 
(o). 
  , , , b b SE SEd P Q P Q   (3.10) 
Vektor motenj d je opredeljen z enačbo (3.10), kjer velja: 
 Pb je vektor porabe delovnih moči v vseh vozliščih; 
 Qb je vektor porabe jalovih moči v vseh vozliščih; 
 PSE je vektor proizvodnje delovnih moči SE v vseh vozliščih in  
 QSE je vektor proizvodnje jalovih moči SE v vseh vozliščih. 
Vektor motenj ima takšno ime, ker je sestavljen iz spremenljivk, na katere nimamo 





  , g gc P U   (3.11) 
Vektor krmilnih spremenljivk c je opredeljen z enačbo (3.11), kjer velja: 
 Pg je vektor proizvodnje delovne moči za vsako konvencionalno elektrarno in 
 Ug je vektor napetosti na sponkah konvencionalne elektrarne. 
Vektor krmilnih spremenljivk ima takšno ime, ker ga sestavljajo spremenljivke, ki jih lahko v 
nekem intervalu poljubno spreminjamo, s čimer krmilimo EES. 
 
  , , ,...o U δ S   (3.12) 
Vektor izhodnih spremenljivk o je opredeljen z enačbo (3.12), kjer velja: 
 U je vektor napetosti vseh vozlišč, ki mu rečemo tudi napetostni profil EES; 
 δ je vektor faznih kotov vseh vozlišč in 
 S je vektor kompleksnih pretokov moči skozi vse daljnovode. 























  (3.13) 
S stališča zanesljivega obratovanja EES je pomembno, da so vse izhodne spremenljivke znotraj 
predpisanih meja, ki so določene z neenačbami (3.13). 
3.3 Izračun pretokov moči 
Z izračunom pretokov moči (IPM) izračunamo neznane električne veličine pri določenem 
obratovalnem stanju EES. Vhodne podatke za IPM predstavljajo vektor motenj d, vektor 
krmilnih spremenljivk c in model EES, definiran na tak način kot je opisano v poglavju 3.1. 
Rezultat IPM je vektor izhodnih spremenljivk o. Shematičen prikaz delovanja IPM je prikazan 





Sl. 3.4 Shema delovanja IPM 
Z IPM določimo vse napetosti |U| in kote δ na PQ vozliščih ter proizvodnjo jalove moči Q in 
kote δ na PU vozliščih. Na podlagi izračunanih napetosti lahko nato izračunamo pretoke moči 
po posameznih daljnovodih in s tem povezane izgube na posameznih daljnovodih. Vzemimo, 
da imamo v modelu EES nd daljnovodov, ng ''PU'' vozlišč, nb ''PQ'' vozlišč ter eno referenčno 
vozlišče (ang. slack bus). Za referenčno vozlišče običajno izberemo vozlišče, kamor je 
priklopljena elektrarna z največjo možno proizvodnjo delovne in jalove moči, ali pa vozlišče, 
ki je povezano z drugim EES preko daljnovoda z veliko prenosno kapaciteto. V referenčnem 
vozlišču nastavimo konstantno napetost U in kot δ = 0, nimamo pa definirane proizvodnje P 
oz. Q. 
 1g bN n n     (3.14) 
Skupno število vozlišč v modelu EES označimo z N in izračunamo z enačbo (3.14). Ker imamo 
v vsakem vozlišču definirani dve spremenljivki, medtem ko sta preostali dve neznani, to 
pomeni, da imamo skupaj 2N neznanih spremenljivk. 
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          (3.16) 
V [6] so za tako definiran model EES določene bilančne enačbe za n-to vozlišče. Z zapisom 
enačb (3.15) in (3.16) za vsako vozlišče dobimo 2N enačb, ki zadoščajo izračun neznanih 
veličin. Ker je sistem enačb nelinearen, se moramo za izračun neznank poslužiti numeričnih 
metod reševanja sistema nelinearnih enačb. Včasih se je za reševanje takšnih sistemov enačb 
uporabljala Gauss-Seidlova metoda, ki je bila spominsko nezahtevna. Danes se skoraj vedno 
uporablja Newton-Raphsonova metoda, ki zelo hitro konvergira h končni rešitvi [3]. IPM smo 








3.4 Izračun optimalnih pretokov moči 
Izračun optimalnih pretokov moči (IOPM) gre še korak dlje od IPM. Znotraj IOPM se izvaja 
optimizacijski algoritem (OA), ki iterativno poskuša določiti optimalni vektor krmilnih 
spremenljivk copt, za podan EES in vektor motenj d. S Sl. 3.5 vidimo, da je IPM sestavni del 
IOPM, ki OA podaja vrednosti izhodnih spremenljivk o, za vektor krmilnih spremenljivk ci. Na 
podlagi novih izhodnih spremenljivk OA prilagodi vektor ci v ci+1 na takšen način, da optimizira 
izbrano kriterijsko funkcijo. Ključna sestavna dela IOPM sta torej kriterijska funkcija in OA, 
ki ju določimo glede na želen način obratovanja EES. 
 
 
Sl. 3.5 Shema delovanja IOPM 
 
Kriterijska funkcija predstavlja merilo za stanje, v katerem se EES trenutno nahaja, glede na 
vrednosti izhodnih spremenljivk o. Želimo si, da se EES večino časa nahaja v takšnem stanju, 
kjer so stroški obratovanja EES (proizvodnja in prenos električne energije) najmanjši, pri čemer 
mora vsaka izmed veličin v EES biti znotraj predpisanih meja, če le-te obstajajo. Če se vsem 
generatorjem v EES priredijo enaki stroški proizvodnje električne energije, preide kriterijska 
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V kriterijski funkciji Jizg (3.17) omejitve posameznih spremenljivk niso neposredno zajete. Če 
želimo v kriterijski funkciji upoštevati tudi omejitve posameznih veličin, moramo omejitve iz 
enačb (3.13) preoblikovati tako, da za vsako veličino dobimo dve neenačbi: eno za spodnjo in 













  (3.19) 
Definiramo funkcijo Φm, ki nam pove, ali je m-ta neenačba sistema h izpolnjena. Če je, potem 








    (3.20) 
Vsota rezultatov funkcije Φm za vse neenačbe predstavlja kriterijsko funkcijo odstopanj Jlim 
(3.20). V primeru, ko je zadoščeno vsem neenačbam iz sistema h, je vrednost kriterijske 
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S pomočjo (3.17) in (3.20) določimo kriterijsko funkcijo Jopm, v skladu s katero iščemo 
optimalni vektor krmilnih spremenljivk c [4]. IOPM smo izvajali s prosto dostopno knjižnico 





3.5 Opis testnega sistema 
Testni sistem temelji na modificirani verziji sistema IEEE RTS, ki je definiran v [12]. Za testni 
sistem imamo podatke o topologiji, posameznih omejitvah na generatorjih in daljnovodih ter 
obremenitvi sistema. Testni sistem s Sl. 3.6 sestoji iz 10 elektrarn, 1 sinhronskega 
kondenzatorja, 1 dušilke,  31 daljnovodov, 2 kablovodov, 5 transformatorjev, 17 bremen in 17 
SE. SK je modeliran kot elektrarna brez možnosti proizvodnje delovne moči, dušilka pa kot 
breme brez odjema delovne moči, z napetostno odvisno porabo jalove moči. 
 
 



















Omejitve za proizvodnjo delovne in jalove moči za posamezno elektrarno podaja Tab. 3.1. Pri 
teh podatkih smo privzeli, da elektrarne niso omejene z minimalno proizvodnjo delovne moči, 
zato smo Pgmin za vse generatorje postavili na 0 MW. 












1 1 TE 192 0 80 -50 
2 2 TE 192 0 80 -50 
3 7 TE 300 0 180 0 
4 13 TE 591 0 240 0 
5 14 SK 0 0 200 -50 
6 15 TE 215 0 110 -50 
7 16 TE 155 0 80 -50 
8 18 NE 400 0 200 -50 
9 21 NE 400 0 200 -50 
10 22 HE 300 0 96 -60 
11 23 TE 660 0 310 -125 
 
Potrebno je poudariti, da so to skupne omejitve na nivoju elektrarne. Znotraj ene elektrarne 
imamo več generatorjev, ki jih zaradi lažjih izračunov združimo v enega z večjimi omejitvami 
moči. Za potrebe IOPM smo za testni sistem definirali ceno proizvodnje delovne in jalove moči. 
Ceno proizvodnje delovne moči cP smo postavili na 10, ceno proizvodnje jalove moči cQ pa na 





Iz Tab. 3.2 so razvidni parametri, ki jih uporabimo za modeliranje posameznih daljnovodov oz. 
kablovodov, kot je to opisano v poglavju 3.1.4. Ker modeliramo EES v stacionarnem stanju, je 
za daljnovode oz. kablovode podana samo dolgotrajna omejitev pretoka moči Smax. 















1 1 2 kablovod 0,0026 0,0139 0,4611 175 
2 1 3 daljnovod 0,0546 0,2112 0,0572 175 
3 1 5 daljnovod 0,0218 0,0845 0,0229 175 
4 2 4 daljnovod 0,0328 0,1267 0,0343 175 
5 2 6 daljnovod 0,0497 0,1920 0,0520 175 
6 3 9 daljnovod 0,0308 0,1190 0,0322 175 
7 4 9 daljnovod 0,0268 0,1037 0,0281 175 
8 5 10 daljnovod 0,0228 0,0883 0,0239 175 
9 6 10 kablovod 0,0139 0,0605 2,4590 175 
10 7 8 daljnovod 0,0159 0,0614 0,0166 175 
11 8 9 daljnovod 0,0427 0,1651 0,0447 175 
12 8 10 daljnovod 0,0427 0,1651 0,0447 175 
13 11 13 daljnovod 0,0061 0,0476 0,0999 500 
14 11 14 daljnovod 0,0054 0,0418 0,0879 500 
15 12 13 daljnovod 0,0061 0,0476 0,0999 500 
16 12 23 daljnovod 0,0124 0,0966 0,2030 500 
17 13 23 daljnovod 0,0111 0,0865 0,1818 500 
18 14 16 daljnovod 0,0050 0,0389 0,0818 500 
19 15 16 daljnovod 0,0022 0,0173 0,0364 500 
20 15 21 daljnovod 0,0063 0,0490 0,1030 500 
21 15 21 daljnovod 0,0063 0,0490 0,1030 500 
22 15 24 daljnovod 0,0067 0,0519 0,1091 500 
23 16 17 daljnovod 0,0033 0,0259 0,0545 500 
24 16 19 daljnovod 0,0030 0,0231 0,0485 500 
25 17 18 daljnovod 0,0018 0,0144 0,0303 500 
26 17 22 daljnovod 0,0135 0,1053 0,2212 500 
27 18 21 daljnovod 0,0033 0,0259 0,0545 500 
28 18 21 daljnovod 0,0033 0,0259 0,0545 500 
29 19 20 daljnovod 0,0051 0,0396 0,0833 500 
30 19 20 daljnovod 0,0051 0,0396 0,0833 500 
31 20 23 daljnovod 0,0028 0,0216 0,0455 500 
32 20 23 daljnovod 0,0028 0,0216 0,0455 500 





Transformatorji so v testnem sistemu vmesni člen med dvema napetostnima nivojema, ki sta 
prisotna v sistemu, in sicer 138 kV in 230 kV. Tab. 3.3 podaja parametre s katerimi modeliramo 
posamezne transformatorje. Ker noben izmed transformatorjev ni prečni transformator, ne 
podajamo vrednosti zamika faznega kota δ. V magistrski nalogi predpostavimo, da je razmerje 
ovojev transformatorjev nespremenljivo, čeprav so v izhodiščnem IEEE RTS sistemu vsi 
transformatorji izvedeni tako, da imajo spremenljivo razmerje ovojev. S tem poenostavimo 
IOPM, ker zmanjšamo število krmilnih spremenljivk. 
















1 3 24 1,0300 0,0023 0,0839 0,0000 600 
2 9 11 1,0300 0,0023 0,0839 0,0000 600 
3 9 12 1,0300 0,0023 0,0839 0,0000 600 
4 10 11 1,0300 0,0023 0,0839 0,0000 600 
5 10 12 1,0300 0,0023 0,0839 0,0000 600 
 
IEEE RTS podaja tudi podatke o bremenih v posameznih vozliščih. Bremena v Tab. 3.4 so 
podana v trenutku maksimalne obremenitve EES v letu, ki za testni sistem znaša PEESmax = 2850 






   (3.22) 
Obremenitev testnega sistema spremenimo na obremenitev Pbr, tako da vsako breme 













1 1 108 22 0,9799 138 
2 2 97 20 0,9794 138 
3 3 180 37 0,9795 138 
4 4 74 15 0,9801 138 
5 5 71 14 0,9811 138 
6 6 136 28 0,9795 138 
7 7 125 25 0,9806 138 
8 8 171 35 0,9797 138 
9 9 175 36 0,9795 138 
10 10 195 40 0,9796 138 
11 13 265 54 0,9799 230 
12 14 194 39 0,9804 230 
13 15 317 64 0,9802 230 
14 16 100 20 0,9806 230 
15 18 333 68 0,9798 230 
16 19 181 37 0,9797 230 
17 20 128 26 0,9800 230 
 
SE v originalnem IEEE RTS sistemu niso dodane. V prilagojenem modelu jih dodamo na takšen 
način, da jih predstavimo kot dodaten generator v vseh bremenskih vozliščih. Skupno 
inštalirano moč elektrarn v nekem vozlišču določimo tako, da delovno moč, ki jo prevzema 
breme pri maksimalni obremenitvi Pmax pomnožimo s koeficientom OVESE (3.4). Trenutno 
delovno in jalovo moč, ki jo v nekem stacionarnem stanju testnega sistema SE oddajajo v 
omrežje izračunamo po (3.5) in (3.6).  
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4 Lokalni sekundarni regulator napetosti v izvedbi z umetno 
nevronsko mrežo 
Namen magistrske naloge je vzpostaviti LSRN, ki bo sposoben zgolj z lokalnimi meritvami 
električnih veličin sklepati o stanju v sistemu in tako zagotavljati referenčno napetost PRN. Ker 
je EES v osnovi zelo nelinearen, so tudi razmerja med posameznimi veličinami znotraj EES 
nelinearna [3]. Iz tega razloga bo LSRN temeljil na UNM. UNM je računalniški model, ki se je 
ob pravilno izvedenem učenju sposoben približati nelinearni povezavi med vhodnimi in 
izhodnimi veličinami [13]. Z meritvami na vozlišču in povezovalnih daljnovodih bomo dobili 
vrednosti posameznih električnih veličin (U, P in Q), ki bodo predstavljale vhod v LSRN. 
LSRN z naučenim UNM bo na podlagi vhodnih podatkov izračunal referenčno vrednost 
napetosti, ki mora biti takšna, da bo po izvedeni regulaciji stanje v EES zelo blizu optimalnemu 
stanju glede na izbran kriterij optimizacije (3.21). 
4.1 Splošno o umetnih nevronskih mrežah 
UNM je računalniški model, ki poenostavljeno ponazarja delovanje bioloških možganov in si 
z biološkega vidika z njimi deli nekaj skupnih lastnosti [14]: 
 UNM je sestavljen iz množice med seboj povezanih enot, ki jim pravimo umetni nevroni 
(UN). Podobno so biološki možgani sestavljeni iz množice med seboj povezanih 
bioloških nevronov. 
 UNM ima sposobnost učenja. ''Znanje'' pridobi v postopku učenja in ga shrani v utežeh 
povezav med posameznimi nevroni. Biološki možgani pridobljeno znanje shranijo s 
tvorbo novih povezav med biološkimi nevroni. 
Z matematičnega vidika je UNM model, ki je sposoben na podlagi učnih vzorcev sklepati na 
povezave med vhodnimi in izhodnimi vzorci, ki so v splošnem nelinearne. Dobro naučen UNM 
ima sposobnost posploševanja, kar pomeni, da se ustrezno odzove tudi na vhodne signale, ki 
niso bili del učne množice, a so ''podobni'' vhodnim signalom iz učne množice vzorcev [14]. 
 
UNM lahko uporabljamo za različne vrste problemov, ki jih v splošnem delimo na [15]: 
 nelinearno regresijo; 
 razpoznavanje vzorcev; 
 razvrščanje in 





V magistrski nalogi poskušamo dognati nelinearno povezavo med merjenimi električnimi 
veličinami in optimalno vrednostjo napetosti v vozliščih, zato je to problem nelinearne 
regresije. Za reševanje problemov nelinearne regresije je dokazano zelo primeren večplastni 
UNM (ang. multilayer perceptron), ki ga bomo v magistrski nalogi tudi uporabili za modeliranje 
LSRN-UNM [13]. 
4.2 Umetni nevron 
UN je osnovni gradnik UNM. UN se v UNM lahko med seboj razlikujejo po številu vhodov in 
aktivacijski funkciji. Na Sl. 2.1 je prikazan diagram UN, ki bo izhodišče za matematično 
izpeljavo funkcijske povezave med vhodom in izhodom UN. 
 
Sl. 4.1 Blok diagram umetnega nevrona 
  11 k ki kIx x x
T
kx   (4.1)  
  1k k ki kIb w w w
T
kw   (4.2) 
V splošnem ima lahko k-ti UN I vhodov, I uteži in en izhod. Poleg tega ima vsak UN še neko 
lastnost vrednost bk, ki ji rečemo prag nevrona. Na podlagi tega lahko definiramo vektor xk 
(4.1), ki mu rečemo vhodni vektor k-tega UN. Definiramo še vektor wk (4.2), ki mu rečemo 
vektor uteži k-tega UN. Izhod k-tega UN označimo z yk. 
 
Vektor uteži wk na začetku ni podan, zato mu moramo prirediti začetne vrednosti z 
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metoda Nguyen-Widrowa. Gre za metodo, ki vektor naključno ustvarjenih uteži glede na 
topologijo UNM preoblikuje tako, da je učenje UNM hitrejše [16]. 
 knet 
T
k kw x   (4.3) 
Na podlagi zgornjih definicij lahko zapišemo enačbo za izračun izhoda iz seštevalnika k-tega 
UN, ki ga poimenujemo netk (4.3). 
 ( )k ky f net   (4.4) 
Izhod UN je odvisen še od izbrane funkcije f(x), ki ji rečemo aktivacijska funkcija UN. 
Aktivacijska funkcija služi omejevanju izhoda k-tega nevrona in vnašanju nelinearnosti v 
model. Aktivacijska funkcija preoblikuje izhod iz seštevalnika k-tega UN netk v izhod UN yk 
kot je zapisano v (4.4). Obstaja več aktivacijskih funkcij, ki se uporabljajo na področju UNM. 
Uporaba določene aktivacijske funkcije za posamezni UN je predvsem odvisna od mesta UN v 
topologiji UNM. Najpomembnejše aktivacijske funkcije so [13]: 

























 linearna funkcija -  linf x x ; 
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Sl. 4.2 Grafi posameznih aktivacijskih funkcij 














  (4.5) 
 ( )k lin k ky f net net  
T
k kw x   (4.6) 
Za UN s sigmoidno aktivacijsko funkcijo se izhod yk izračuna po enačbi (4.5), za UN z linearno 
aktivacijsko funkcijo pa se izhod yk izračuna po enačbi (4.6). 
4.3 Večplastne umetne nevronske mreže 
Večplastni UNM je ena najpogosteje uporabljanih topologij. Razlogi za to so predvsem v [14]: 
 dokazanih dobrih sposobnostih prilagajanja funkcijskim povezavam med vhodnimi in 
izhodnimi vzorci; 
 zelo hitrih učnih postopkih in 
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  1 n Nx x x
T
















  (4.8) 
Na Sl. 4.3 so označene posamezne plasti večplastnega UNM. Z rdečim okvirjem je označena 
vhodna plast. Vsak večplastni UNM ima lahko samo eno vhodno plast, ki ima N vhodnih 
elementov. V vhodno plast podamo vhodni vektor v UNM, ki ga označimo z X (4.7) in ima  N 
členov. Naslednje plasti se imenujejo skrite plasti in so na Sl. 4.3 označene z modrim okvirjem. 
Vsak večplastni UNM ima najmanj eno skrito plast, lahko pa jih ima tudi več. Število vseh 
skritih plasti v večplastnem UNM označimo z J. Vsak UN v vseh skritih plasteh ima za 
aktivacijsko funkcijo uporabljeno sigmoidno funkcijo. V večplastnem UNM poteka zaporedni 







j j j j+1
x X
y W x x
  (4.9) 
Ob upoštevanju dejstva, da ima vsak UN v j-ti skriti plasti enak vhod xj in enačb (4.1) in (4.2), 
lahko za izhod j-te plasti zapišemo (4.9). Wj predstavlja matriko uteži j-te skrite plasti in jo, kot 
je razvidno iz enačbe (4.9), dobimo tako, da po vrsti zložimo vektorje uteži posameznih UN v 
j-ti skriti plasti in dobljeno matriko transponiramo. Postopek ponavljamo do vključno zadnje 
skrite plasti. Zadnja plast v večplastnem UNM se imenuje izhodna plast in je na Sl. 4.3 označena 
z zelenim okvirjem. V našem modelu večplastnega UNM je v izhodni plasti en UN z linearno 
aktivacijsko funkcijo, v splošnem pa je v izhodni plasti lahko več UN. 
 




































  (4.11) 
 ( , )Y F X W   (4.12) 
Izhodna plast prejme izhod zadnje skrite plasti yJ in s pomočjo uteži izhodnega UN WO 
izračuna izhod UNM Y, kot je prikazano v enačbi (4.10). 
 1 2K N   (4.13) 
Za nadaljnjo obravnavo UNM potrebujemo še skupni vektor uteži UNM W (4.11). Poleg tega 
lahko rečemo, da je UNM nelinearna funkcija F, ki skupni vektor uteži W ter vhodni vektor X 
preslika v izhod UNM (4.12). Omejitve razsežnosti modela UNM postavlja proces učenja. Za 
večino regresijskih problemov dokazano zadošča uporaba ene skrite plasti UN s sigmoidno 
aktivacijsko funkcijo, ter izhodne plasti UN z linearno aktivacijsko funkcijo [14]. V magistrski 
nalogi zato pri modeliranju UNM za LSRN privzamemo eno skrito plast UN. Število UN v 
skriti plasti K1 določimo glede na število vhodov v posamezen LSRN in ga izračunamo z enačbo 
(4.13). 
4.4 Nadzorovano učenje umetnih nevronskih mrež 
Nadzorovano učenje UNM je postopek, s katerim se določijo vrednosti uteži in pragov vseh 
UN v UNM, tako da naučen UNM uspešno izpolnjuje podano nalogo [14]. Za nadzorovano 
učenje UNM potrebujemo učno množico, ki jo označimo z U. 
       (1) (1) ( ) ( ) ( ) ( ), ,..., , ,..., ,p p P PY Y Y UX X X   (4.14) 
Učna množica je množica vseh parov vhodnih vzorcev X in izhodnih vzorcev Y, ki jih je P. 
Skupni vektor uteži W moramo prilagoditi na takšen način, da se bo izračunana vrednost Y za 
vhodni vektor X = X(p) čim manj razlikovala od želene vrednosti izhoda Y(p), za vse vzorce. 
 ( ) ( ) ( )( , )p p pe Y F  X W   (4.15) 
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X W   (4.17) 
Za oceno uspešnosti učenja je potrebno definirati napako učenja. Učenje lahko dobro ocenimo 
z izračunom srednje kvadratične napake učenja (SKN). Najprej je potrebno izračunati absolutno 
napako za vsak vzorec posebej (4.15). Izračunane vrednosti zložimo v vektor napak e (4.16) in 
jih uporabimo za izračun SKN (4.17) [17]. 
 
Postopek prilagajanja uteži in pragov imenujemo učni algoritem. Eni iteraciji učnega algoritma 
v kateri se določi nov skupni vektor uteži rečemo učna doba (ang. epoch). Za učenje 
večplastnega UNM je najbolj znan vzvratni algoritem (ang. backpropagation algorithm), 
katerega konvergenca je zelo počasna in je neprimeren za učenje kompleksnejših UNM. Na 
podlagi vzvratnega algoritma so se razvili hitrejši algoritmi, kot so: 
 vzvratni algoritem z momentom in spremenljivo učno konstanto, 
 algoritem konjugiranega gradienta, 
 Levenberg-Marquardtov algoritem. 
V magistrski nalogi smo se odločili za uporabo Levenberg-Marquardtovega algoritma, katerega 
konvergenca je zelo hitra za učenje majhnih in srednjih UNM (do 200 UN) [18]. 
 
Poleg učnih algoritmov, moramo za zadovoljivo učenje vpeljati dodatne mehanizme, ki bodo 
preprečili pretreniranost UNM. To se zgodi takrat, ko kompleksen model UNM predolgo učimo 
z enakimi vzorci. Na tak način si UNM ''zapomni'' vhodne vzorce iz učne množice in za njih 
tudi izračuna pričakovan izhod, ki je enak pripadajočemu izhodnemu vzorcu. V primeru, da na 
vhod UNM podamo vhodni vzorec, ki je ''podoben'' vzorcem iz učne množice a ni bil del učne 
množice, lahko dobimo izhod z večjo napako. Pretreniran UNM tako nima sposobnosti 
posploševanja, ki je značilna za dobro naučen UNM [15]. 
 
Pretreniranost najenostavneje preprečimo z uporabo dovolj enostavnega modela UNM, ki se še 
lahko prilagodi funkcijski povezavi med vhodnimi in izhodnimi vzorci, nima pa dovolj UN, da 
bi dosegel pretreniranost [14]. Poleg tega se lahko pretreniranosti izognemo z uporabo metode 
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predčasne zaustavitve učenja. Pri tej metodi učno množico U razdelimo na tri dele, pri čemer 
so vzorci za posamezno množico izbrani naključno: 
 učno-učno množico (70% vzorcev iz U); 
 učno-testno množico (15% vzorcev iz U) in 
 testno-testno množico (15% vzorcev iz U). 
Učno-učno množico uporabljamo v učnem algoritmu za prilagajanje uteži. Po vsaki učni dobi 
učnega algoritma se izračuna SKN za učno-učno množico in učno-testno množico. SKN učno-
učne množice bo vse manjši, ker s to množico učimo UNM. SKN učno-testne množice bo prav 
tako vse manjši, dokler ne pridemo do točke pretreniranosti. V tistem trenutku bo začel SKN 
učno-testne množice naraščati, ker se bo UNM začel vse bolj prilagajati vzorcem iz učno-učne 
množice. Opisana situacija je ponazorjena na Sl. 4.4, kjer vidimo zmanjševanje SKN učno-učne 
množice in učno-testne množice vse do 150-te učne dobe. Tedaj se začne SKN učno-testne 
množice povečevati s čimer smo prišli do točke pretreniranosti. 
 
Sl. 4.4 Prikaz delovanja metode predčasne zaustavitve učenja 
4.5 Levenberg-Marquardtov algoritem 
Levenberg-Marquardtov algoritem (LMA) omogoča hiter in učinkovit izračun optimalnih uteži 
za vsak UN v UNM. Njegovo delovanje temelji na prehajanju med stabilnim gradientnim 
algoritmom in hitrim Gauss-Newtonovim algoritmom glede na spreminjanje SKN. Prehajanje 
med enim in drugim algoritmom izvajamo s spreminjanjem faktorja µ. Če je SKN v neki učni 
dobi v primerjavi s prejšnjo učno dobo manjši, to pomeni, da se je LMA uspešno približal 
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optimalnemu skupnemu vektorju uteži, zato povečamo učinek Gauss-Newtonovega algoritma 
z zmanjšanjem faktorja µ. Če pa se je SKN v primerjavi s prejšnjo učno dobo povečal, to 
pomeni, da je LMA neuspešno prilagodil skupni vektor uteži, zato povečamo učinek 
gradientnega algoritma s povečanjem faktorja µ. Zaradi hitre konvergence je LM algoritem 
postal standardno orodje za učenje UNM. Slabost LM algoritma je velika poraba 
računalniškega pomnilnika pri učenju velikih UNM, ki imajo več kot 100 UN [17]. 
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J   (4.18) 
Za izračun novega skupnega vektorja uteži po LMA potrebujemo Jakobijevo matriko UNM 
(4.18), ki jo označimo z J. Jakobijeva matrika UNM ima v našem primeru P vrstic (število vseh 
vzorcev iz učno-učne množice) in M stolpcev (število vseh uteži v skupnem vektorju uteži W). 
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  (4.19) 
Posamezne elemente matrike J računamo s pomočjo enačbe za numerično odvajanje (4.19). 
Tako izračunani elementi (do neke numerične napake) definirajo matriko J. Numerično napako, 
ki jo pri takšnem izračunu matrike J storimo, lahko zmanjšamo na zadovoljivo majhno vrednost 
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Z upoštevanjem (4.11), (4.16) in (4.18), lahko zapišemo pravilo za določanje uteži po LMA v 
enačbi (4.20). Iz te enačbe je razvidna slabost LMA, saj zahteva izračun inverzne matrike. 
Izračunu inverzne matrike se pri programiranju trudimo izogniti, saj je to računsko in 
pomnilniško potraten postopek. To je razlog neučinkovitosti LMA za učenje večjih UNM. 




Sl. 4.5 Diagram poteka učenja UNM z Levenberg-Marquardtovim algoritmom 
Ključni del LMA je prilagajanje faktorja µ glede na trend zmanjševanja SKN, kot je že opisano 
v uvodu poglavja. Učenje z LMA poteka na naslednji način: 
1. inicializiramo program tako da naložimo podatke o vhodnih in izhodnih vzorcih, ter s 
pomočjo metode Nguyen-Widrowa določimo začetni vektor uteži Wzac. Začetno 
vrednost μ postavimo na 0.01, 
2. priredimo i-to iteracijo skupnega vektorja uteži Wi v odvisnosti od tega v katerem 
koraku smo bili prej, 
3. izračunamo ei z (4.16) ter SKNi z (4.17), 
4. izračunamo Ji z (4.18) in (4.19), 
5. izračunamo nov set uteži Wi+1 z (4.20) ter ponovimo korak 3. za nov set uteži, 
6. primerjamo SKNi+1 z določeno SKNmax. Če je vrednost SKNi+1 manjša od dovoljene 
SKNmax, potem zaključimo postopek in shranimo trenutni set uteži v Wkon. V 
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7. primerjamo SKNi+1 z SKNi. Če je SKNi+1 manjša od SKNi, potem sklepamo da smo v tej 
iteraciji uspešno učili UNM, zato bomo naslednjo iteracijo začeli z novimi utežmi 
(Wi=Wi+1) pri čemer bomo zmanjšali μ za faktor 10 in s tem povečali učinek Gauss-
Newtonovega algoritma. V nasprotnem primeru sklepamo, da učenje ni bilo uspešno, 
zato pustimo stari set uteži (Wi=Wi) in povečamo μ za faktor 10, s čimer povečamo 
učinek gradientnega algoritma. 
Bolj nazoren potek učenja z LMA je prikazan na Sl. 4.5 [17]. Poleg osnovnega poteka učenja 
sproti izvajamo tudi izračun SKNi učno-testne množice B, ki služi predčasni zaustavitvi učenja, 
če pridemo v področje pretreniranosti, kot je to opisano v poglavju 4.4. 
4.6 Učenje LSRN-UNM regulatorjev 
Učenje LSRN-UNM regulatorjev sestoji iz večkratnih IPM in IOPM za različna stanja testnega 
modela EES, ki so podlaga za določitev učne množice za posamezne LSRN-UNM. S pomočjo 
učne množice in izbranega učnega algoritma (LMA) nato izvajamo učenje posameznih LSRN-
UNM. Za učenje UNM-jev smo uporabili knjižnico programskega paketa MATLAB, ''Neural 
Network Toolbox'' [15]. 
4.6.1 Določitev učne množice 
Učno množico moramo določiti tako, da bo zajela čim več različnih obratovalnih stanj testnega 
modela EES. S tem bomo zagotovili kvaliteto učne množice, ki je nujna za dobro učenje UNM 
za LSRN. EES je modeliran na način, ki je določen v poglavju 3.5. Pri določanju učne množice 
namenoma izpustimo integracijo SE, ker hočemo videti, kako se bodo LSRN-UNM odzvali v 
simulacijah, ko dodamo SE. Izhodi testnega sistema o so popolnoma določeni z IPM, če je 
določen vektor krmilnih spremenljivk c = {Pg, Ug} in vektor motenj d = {Pb, Qb}. 
Postopek pridobivanja enega vzorca učne množice, ki je prikazan na Sl. 4.6 poteka tako: 
1. Določimo vektorja delovne moči bremen Pb in jalove moči bremen Qb, tako da 
nastavimo željeno obremenitev sistema Pbr ter vsako breme množimo s koeficientom q 
(3.22). Zatem vsako breme množimo z naključno vrednostjo z intervala [0.9, 1.1]. 
2. Izvedemo IOPM za podana bremena, rezultat katerega sta vektorja optimalnih napetosti 
elektrarn Ugopt in optimalnih delovnih moči elektrarn Pgopt. 
3. Določimo vektor napetosti elektrarn Ug'. Napetost |Ugi| i-te elektrarne  izberemo 
naključno z intervala [0.95, 1.10]. 
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4. Izvedemo IPM za podana bremena, vektor napetosti elektrarn Ug' in vektor optimalnih 
delovnih moči elektrarn Pgopt, rezultat katerega je vektor izhodov o. 
5. Na podlagi izračunanih Ugopt in o lahko določimo vhodne vzorce X(p) in Y(p). 
 
Sl. 4.6 Shema postopka za pridobivanje vzorca za učno množico 
Obremenitev sistema Pbr spreminjamo med 900 MW in 2900 MW v koraku po 10 MW. Za 
vsako obremenitev Pbr izvedemo 100 različnih izračunov vzorcev zaradi naključnega 
nastavljanja bremen ter napetosti elektrarn. Naključno določanje napetosti izvajamo zato, ker 
želimo zagotoviti stabilnost UNM regulatorjev. Na tak način pridemo do 20100 vzorcev v učni 
množici za posamezen UNM. S tem zajamemo dovolj obratovalnih stanj modeliranega EES, 
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Za i-to elektrarno, predstavlja izhodni vzorec Y(p) kar izračunana vrednost Ugiopt. Vhodni vzorec 
X(p) za i-to elektrarno, ki je s preostankom EES povezana z N daljnovodi, pa je sestavljen, kot 
je prikazano v (4.21), kjer Pni oz. Qni predstavljata pretok delovne oz. jalove moči po n-tem 
daljnovodu. Tako določen vhodni vzorec zagotavlja zajem vseh električnih veličin lokalno na 
lokaciji posamezne elektrarne. 
4.6.2 Rezultati učenja UNM 
Vsaki elektrarni smo dodelili lastni UNM regulator. Število UN v skriti plasti smo določili tako, 
da smo dolžino vhodnega vektorja X pomnožili z 2 (4.13). Izhodno plast je v vsakem UNM 
predstavljal en UN z linearno aktivacijsko funkcijo. Poleg tega je vsak izhod UNM navzgor in 
navzdol omejen na intervalu [0.95, 1.10]. S tem do neke mere preprečimo nestabilno delovanje 
LSRN-UNM. Učno-učna množica je za vsak UNM obsegala 70% celotne učne množice (14070 
vzorcev), učno-testna množica je obsegala 15% celotne učne množice (3015 vzorcev) in testno-
testna množica je obsegala 15% celotne učne množice (3015 vzorcev). Vzorce za učno-učno 
množico smo za vsako učenje naključno izbrali iz učne množice. Učenje smo izvajali z LMA, 
ki je bil nastavljen tako, da se ustavi ob izpolnitvi kateregakoli izmed navedenih kriterijev: 
 Presežemo maksimalno število iteracij, ki je bilo nastavljeno na 1000; 
 SKN učenja pade na 0; 
 gradient pade pod vrednost 10-7; 
 napaka učno-testne množice se poveča v šestih zaporednih iteracijah LM algoritma. 
Čas učenja enega UNM je bil med 1 in 5 minutami. Hitrost učenja je bila v veliki meri odvisna 
od naključno določenih začetnih uteži, saj je čas učenja posameznega UNM močno variiral. Za 
vsak UNM smo učenje izvedli 20-krat, in na koncu izbrali tisti set uteži, ki je dal najmanjši 
SKN testno-testne množice vzorcev. Končne SKN za posamezen LSRN-UNM prikazuje Sl. 4.7 
iz katere je razvidno, da smo najbolje naučili LSRN-UNM za elektrarno 11, najslabše pa LSRN-
UNM za elektrarno 5 (sinhronski kondenzator). Podatki o kakovosti učenja so prikazani v Tab. 
4.1. 




Sl. 4.7 Rezultati učenja UNM po 20 učenjih z LM algoritmom 
 
Tab. 4.1 Podatki o kakovosti učenja za posamezen LSRN-UNM 
Št. LSRN-UNM Št. vhodov SKN 
1 11 2,8203·10-6 
2 11 3,2257·10-6 
3 7 4,4261·10-6 
4 11 2,0474·10-6 
5 9 5,2059·10-6 
6 13 1,8600·10-6 
7 13 2,5185·10-6 
8 11 1,8883·10-6 
9 15 2,3348·10-6 
10 9 1,7240·10-6 
11 13 1,6651·10-6 
 
Primerjajmo učenje najbolje in najslabše naučenega LSRN-UNM. Na Sl. 4.8 in Sl. 4.9 vidimo 
razliko med želenim in dejanskim izhodom UNM za elektrarno 5 in 11, iz katerih je prav tako 
razvidno, da LSRN-UNM za elektrarno 11 daje izhode z manjšim SKN kot LSRN-UNM za 
elektrarno 5. Najverjetnejši razlog za slabše učenje LSRN-UNM za elektrarno 5 je v tem, da je 
elektrarna 5 v bistvu SK, ki nima proizvodnje delovne moči. Posledica tega je slabša kvaliteta 
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učne množice za ta LSRN-UNM in s tem tudi slabši rezultati učenja. Vseeno je SKN LSRN-
UNM elektrarne 5 v enakem rangu kot SKN ostalih LSRN-UNM, zaradi tega ne pričakujemo 
bistveno slabših rezultatov pri simulacijah. 
 
Sl. 4.8 Razlika med izhodnimi vzorci učne množice in izračunanimi izhodi naučenega LSRN-UNM za elektrarno 5 
 
Sl. 4.9 Razlika med izhodnimi vzorci učne množice in izračunanimi izhodi naučenega LSRN-UNM za elektrarno 11 
  

































Namen simulacij je preizkus naučenih LSRN-UNM. Želimo si, da LSRN-UNM izračuna 
referenčne vrednosti napetosti za posamezen PRN čim bližje optimalnim na podlagi lokalno 
merjenih električnih veličin. Optimalne napetosti bomo določili z IOPM. Poleg tega bomo 
preverili stabilnost delovanja LSRN-UNM v pogojih, ki niso bili zajeti v učni množici. 
Modeliranemu EES bomo dodali SE v vseh bremenskih vozliščih, pri čemer bomo za vsako 
simulacijo spreminjali OVESE na vrednosti 10 %, 30 %, 50 % in 70 %. Ker je poraba v zimskem 
času drugačna od porabe v poletnem času, bomo simulacije izvedli za oba letna časa. Za vsak 
letni čas izberemo za potrebe simulacij tisti teden, v katerem ima statistično določen diagram 
porabe konično moč. Za zimski čas je to 51. teden v letu, za poletni čas pa 23. teden v letu. 
Simulacije za dnevni diagram porabe izvajamo za 2. dan (torek) v izbranem tednu. 
5.1 Diskretna simulacijska zanka 
Z diskretno simulacijsko zanko simuliramo odziv modela EES na regulacijske akcije LSRN-
UNM. V modeliranem EES LSRN-UNM delujejo na 15 min, kar je dovolj časa da PRN 
generatorja doseže nastavljeno referenčno vrednost napetosti. V diskretni simulacijski zanki na 
Sl. 5.1 predstavlja z-1 zakasnitveni element. LSRN-UNM na podlagi meritev tik pred trenutkom 
regulacije izračuna novo referenčno vrednost napetosti generatorja. S tem dosežemo, da je 
stanje po regulaciji zelo blizu optimalnemu (v primeru dobro naučenih UNM). V času 15 min, 
kolikor je čas regulacije LSRN-UNM se spremenita obremenitvi Pb in Qb, skupaj z njima pa 
tudi Pg, za katerega predvidimo, da je reguliran tako, da deluje optimalno na EES v skladu s 
kriterijsko funkcijo (3.21). S tem se spremeni vektor izhodnih spremenljivk o in posledično tudi 
vrednosti merjenih veličin na vhodih LSRN-UNM. Na podlagi novih vhodov se izračuna nova 
referenčna vrednost napetosti, ki velja naslednjih 15 min. Predpostavimo, da so LSRN-UNM 






Sl. 5.1 Diskretna simulacijska zanka 
Za izhodiščni dnevni in tedenski diagram porabe EES je uporabljen statistično določen diagram 
porabe iz IEEE RTS sistema, ki ga označimo s Pbr0 [12]. Simulirani obremenitveni diagram Pbr 
dobimo tako, da izhodiščnemu obremenitvenemu diagramu Pbr0 variiramo posamezna bremena 
z množenjem z naključno vrednostjo iz intervala [0.90, 1.10]. S tem do neke mere zajamemo 
spremenljivost odjema električne energije na posameznih bremenih. V simulacijah 
upoštevamo, da se simulirani obremenitveni diagram od statistično določenega razlikuje za 
največ 10 %. Z upoštevanjem spremenljivosti bremen in trenutne porabe od statističnih 
vrednosti zajamemo stanja modeliranega EES dovolj splošno. Poleg tega upoštevamo še 
proizvodnjo SE v skladu z izbranim faktorjem OVESE, pri čemer predpostavimo, da je skozi cel 
dan prisoten povprečen energijski tok sončnega sevanja glede na izbran letni čas. 
5.2 Simulacije za poletni čas 
Za poletni čas je značilen večji energijski tok sončnega sevanja kot v zimskem času. 
Predvidevamo, da bo zaradi tega v poletnem času vpliv SE na LSRN-UNM večji kot v zimskem 
času. Kot referenco LSRN-UNM, bomo za vsako stanje EES določili še idealno regulacijo, ki 
jo bomo izračunali z IOPM. V magistrski nalogi bomo podrobneje analizirali simulacije za 
vrednosti OVESE 10 % in 70 %. Simulacije za vrednosti OVESE 30 % in 50 % se nahajajo v 



















5.2.1 Simulacija za poletni čas z 10 % deležem SE 
Na Sl. 5.2 je prikazan statistično določen dnevni obremenitveni diagram Pbr0 ter realni dnevni 
obremenitveni diagram Pbr za 2. dan 23. tedna pri faktorju OVESE = 10 %, ki ju izračunamo, 
kot je opisano v poglavju 5.1. Vidimo, da v času med 10. in 20. uro v dnevu za simuliran EES 
z OVESE = 10% obremenitev Pbr upade, kar je posledica močnega sonca v tem času. 
Distribuirane SE proizvajajo električno energijo, kar se s stališča prenosnega sistema odraža 
kot upad obremenitve EES. 
 
Sl. 5.2 Dnevni obremenitveni diagram v poletnem času, OVESE = 10 % 
Še bolj je padec obremenitve v času med 10. in 20. uro razviden iz tedenskega obremenitvenega 
diagrama s Sl. 5.3. Navkljub spremenjenemu obremenitvenemu diagramu, ne pričakujemo 
težav z LSRN-UNM, saj so bile v učni množici prisotne vse obremenitve EES, ki se pojavijo v 
tem primeru. 


























Sl. 5.3 Tedenski obremenitveni diagram v poletnem času, OVESE = 10 % 
Na Sl. 5.4, Sl. 5.5, Sl. 5.6 in Sl. 5.7 so prikazani poteki napetosti za vse generatorje regulirane 
z LSRN-UNM skupaj s poteki optimalnih napetosti posameznih generatorjev, določenim z 
IOPM. V vseh primerih vidimo, da LSRN-UNM preko lokalnih meritev uspešno prepoznava 
trenutno situacijo v EES kljub nihanjem obremenitve in na ta način opravlja vlogo SRN skoraj 
optimalno. V nobeni situaciji ne pride do presega zgornje ali spodnje omejitve napetosti, ker so 
izhodi UNM v posameznem LSRN omejeni na interval [0.95, 1.10]. 


























Sl. 5.4 Poteki napetosti na generatorjih 1, 2 in 3 v poletnem času za 2. dan v tednu, OVESE = 10 % 
 
Sl. 5.5 Poteki napetosti na generatorjih 4, 5 in 6 v poletnem času za 2. dan v tednu, OVESE = 10 % 


























































Sl. 5.6 Poteki napetosti na generatorjih 7, 8 in 9 v poletnem času za 2. dan v tednu, OVESE = 10 % 
 
Sl. 5.7 Poteki napetosti na generatorjih 10 in 11 v poletnem času za 2. dan v tednu, OVESE = 10 % 
5.2.2 Simulacija za poletni čas z 70 % deležem SE 
Na Sl. 5.8 je prikazan statistično določen dnevni obremenitveni diagram Pbr0 ter simuliran 
dnevni obremenitveni diagram Pbr za 2. dan 23. tedna pri faktorju OVESE = 70 %, ki ju 





















































izračunamo, kot je opisano v poglavju 5.1. V primeru, ko imamo v EES 7-krat več inštalirane 
moči SE, pride do še večjega upada Pbr med 10. in 20. uro v dnevu, kot posledica močnega 
poletnega sonca. V primeru, da v nekem trenutku obremenitev EES upade pod 900 MW, imamo 
lahko težave z LSRN-UNM, ker tovrstne obremenitve EES niso bile zajete v učni množici 
opisani v poglavju 4.6.1. 
 
Sl. 5.8 Dnevni obremenitveni diagram v poletnem času, OVESE = 70 % 
Tedenski obremenitveni diagram s Sl. 5.9 nam kaže, da v nekaterih primerih skupna 
obremenitev EES pade pod 900 MW. V takšnih primerih pričakujemo odziv LSRN-UNM z 
večjo napako kot sicer. V ta namen bomo namesto simulacij poteka napetosti za 2. dan v tednu 
izvedli simulacije za 6. dan v tednu, ko je skupna obremenitev EES določen del dneva pod 900 
MW. 


























Sl. 5.9 Tedenski obremenitveni diagram v poletnem času, OVESE = 70 % 
Na Sl. 5.10, Sl. 5.11, Sl. 5.12 in Sl. 5.13 so prikazani poteki napetosti za vse generatorje 
regulirane z LSRN-UNM, skupaj s poteki optimalnih napetosti posameznih generatorjev 
določenim z IOPM. V vseh primerih vidimo, da LSRN-UNM preko lokalnih meritev uspešno 
prepoznava trenutno situacijo v EES, razen med 9. in 16. uro. V tem času je obremenitev EES 
pod 900 MW, kar pomeni da LSRN-UNM regulirajo EES, ki je v stanju, ki ni bilo zajeto v učni 
množici za učenje UNM. V tem času je povečana napaka LSRN-UNM. Pomembna ugotovitev 
je, da izhodi LSRN-UNM ne oscilirajo kljub neprimernosti vhodnih podatkov v UNM. V 
ostalih primerih LSRN-UNM deluje zanesljivo. V nobeni situaciji ne pride do presega zgornje 
ali spodnje omejitve napetosti, ker so izhodi LSRN-UNM omejeni na interval [0.95, 1.10]. 


























Sl. 5.10 Poteki napetosti na generatorjih 1, 2 in 3 v poletnem času za 6. dan v tednu, OVESE = 70 % 
 
Sl. 5.11 Poteki napetosti na generatorjih 4, 5 in 6 v poletnem času za 6. dan v tednu, OVESE = 70 % 


























































Sl. 5.12 Poteki napetosti na generatorjih 7, 8 in 9 v poletnem času za 6. dan v tednu, OVESE = 70 % 
 
Sl. 5.13 Poteki napetosti na generatorjih 10 in 11 v poletnem času za 6. dan v tednu, OVESE = 70 % 
 





















































5.3 Simulacije za zimski čas 
Za zimski čas je značilen manjši energijski tok sončnega sevanja kot v poletnem času. 
Predvidevamo, da bo zaradi tega v zimskem času vpliv SE na regulacijo napetosti z LSRN-
UNM manjši kot v poletnem času. Simulacije za zimski čas izvajamo po enakem postopku kot 
simulacije za poletni čas. V magistrski nalogi podrobneje analiziramo simulacije za vrednosti 
OVESE 10 %. Simulacije za vrednosti OVESE 30 %, 50 % in 70 % se nahajajo v prilogah 8.3, 
8.4 in 8.5. 
5.3.1 Simulacija za zimski čas z 10 % deležem SE 
Na Sl. 5.14 je prikazan statistično določen dnevni obremenitveni diagram Pbr0 ter simuliran 
dnevni obremenitveni diagram Pbr za 2. dan 51. tedna pri faktorju OVESE = 10 %, ki ju 
izračunamo, kot je opisano v poglavju 5.1. Obremenitev Pbr upade, vendar upad ni toliko 
izražen kot v poletnem času, ker je energijski tok sončnega sevanja v zimskem času precej 
manjši od energijskega toka sončnega sevanja v poletnem času. 
 
Sl. 5.14 Dnevni obremenitveni diagram v zimskem času, OVESE = 10 % 
Podobno lahko ugotovimo tudi za tedenski obremenitveni diagram s Sl. 5.15, kjer se upad 
porabe zaradi proizvodnje SE ne pozna v primerjavi s poletnim časom. 


























Sl. 5.15 Tedenski obremenitveni diagram v zimskem času, OVESE = 10 % 
Na Sl. 5.16, Sl. 5.17, Sl. 5.18 in Sl. 5.19 so prikazani poteki napetosti za vse generatorje 
regulirane z LSRN-UNM skupaj s poteki optimalnih napetosti posameznih generatorjev, 
določenim z IOPM. LSRN-UNM v tem primeru zelo dobro deluje, ker ni večjih motenj v vidu 
proizvodnje SE zaradi šibkejšega sončnega sevanja. 
 
Sl. 5.16 Poteki napetosti na generatorjih 1, 2 in 3 v zimskem času za 2. dan v tednu, OVESE = 10 % 





















































Sl. 5.17 Poteki napetosti na generatorjih 4, 5 in 6 v zimskem času za 2. dan v tednu, OVESE = 10 % 
 
Sl. 5.18 Poteki napetosti na generatorjih 7, 8 in 9 v zimskem času za 2. dan v tednu, OVESE = 10 % 


























































Sl. 5.19 Poteki napetosti na generatorjih 10 in 11 v zimskem času za 2. dan v tednu, OVESE = 10 % 
5.4 Ovrednotenje LSRN-UNM 
LSRN-UNM ovrednotimo preko izgub pri prenosu električne energije v vseh scenarijih 
simulacij. Poleg tega za ovrednotenje delovanja LSRN-UNM preštejemo vse kršitve 
napetostnih omejitev v posameznih simulacijah. Na tak način bomo lahko LSRN-UNM 
ovrednotili iz vidika ekonomičnosti in sigurnosti, pri čemer se moramo zavedati, da je učenje 
LSRN-UNM sledilo ekonomičnosti obratovanja EES. Rezultate LSRN-UNM primerjamo z 
idealno regulacijo, ki jo dobimo z izračuni IOPM. 
  


























Tab. 5.1 Primerjava izgub v enem tednu med IOPM in LSRN-UNM 















Zima,10% 2315,3 17686,2 76211,4 2315,3 17681,3 76197,3 400 2,48 
Zima,30% 2253,7 17029,2 73625,0 2252,1 17010,6 73553,2 427 2,65 
Zima,50% 2178,1 16358,6 70856,5 2177,0 16343,0 70798,6 402 2,49 
Zima,70% 2128,2 15870,6 68893,5 2127,4 15858,2 68848,6 436 2,70 
Povprečje - 
Zima 
2218,8 16736,1 72396,6 2217,9 16723,3 72349,4 416,25 2,58 
Poletje,10% 1817,6 13111,3 57509,7 1816,4 13094,3 57447,0 455 2,82 
Poletje,30% 1591,3 11197,0 49503,9 1590,5 11181,9 49450,7 465 2,89 
Poletje,50% 1388,3 9707,4 43004,8 1391,8 9725,6 43095,2 467 2,90 
Poletje,70% 1245,6 8779,9 38795,5 1323,7 9374,1 41358,8 529 3,28 
Povprečje - 
Poletje 
1510,7 10698,9 47203,5 1530,6 10844,0 47837,9 479 2,97 
Povprečje - 
Skupaj 
1864,7 13717,5 59800,1 1874,3 13783,6 60093,7 447,63 2,78 
 
Vrednosti Npr predstavljajo število intervalov, v katerih je bila na kateremkoli vozlišču v EES 
zaznana prekoračitev napetosti. Skupno število intervalov simulacij označimo z Nsk in znaša za 
vsako simulacijo 16128. Za IOPM vrednosti Npr ne prikažemo, ker v nobenem primeru ni prišlo 








   (5.1) 
Za bolj merodajen prikaz števila prekoračitev napetosti vpeljemo relativno vrednost 
prekoračitev napetosti %Npr (5.1) s pomočjo katere vidimo kolikšen del časa so napetosti 






Cilj magistrske naloge je bil dosežen s tem, da smo pokazali sposobnost UNM, da opravljajo 
vlogo LSRN in na podlagi lokalnih meritev električnih veličin zaznavajo globalno stanje v EES 
ter na podlagi teh meritev določajo optimalne referenčne napetosti PRN. Kot vidimo iz Tab. 
5.1 se EES pri regulaciji z LSRN-UNM izven omejitev napetosti nahaja 2,78 % časa glede na 
vse izvedene simulacije. Od lastnih kriterijev za obratovanje EES je odvisno ali je to za 
sistemskega operaterja sprejemljiva vrednost.  
 
Kar se tiče minimizacije izgub pri prenosu električne energije vidimo, da se LSRN-UNM zelo 
dobro odreže. V obdobju enega tedna so izgube delovne moči pri regulaciji s LSRN-UNM za 
9,6 MWh oz. 0,51 % večje v primerjavi z izgubami IOPM. Izgube jalove moči pri regulaciji s 
LSRN-UNM so za 66,1 Mvarh oz. 0,48 % večje v primerjavi z izgubami IOPM. 
 
V zimskem času, ko SE s svojo proizvodnjo niso v takšnem obsegu motile LSRN-UNM je 
regulacija LSRN-UNM v povprečju dosegala nižje izgube delovnih in jalovih moči kot IOPM. 
To je nesmiseln rezultat, glede na to, da bi izgube izračunane z IOPM morale biti globalno 
minimalne. Sklepamo lahko, da je to dejstvo posledica tega, da z LSRN-UNM ne moremo 
neposredno vplivati na napetost nereguliranih vozlišč. V določenih pogojih se pri regulaciji z 
LSRN-UNM zgodi, da napetost v nekem vozlišču uide preko dovoljenih meja. V tem primeru 
kršimo predpisane omejitve, vendar s tem dosežemo nižje izgube v EES zaradi delovanja pri 
višji napetosti. IOPM se drži vseh omejitev napetostih na vseh vozliščih v EES, medtem ko se 
LSRN-UNM drži samo omejitev napetosti na generatorskih vozliščih. 
 
Nadaljnje možnosti raziskave UNM v tovrstne namene bi morale iti v smeri simulacije realnega 
modela EES, za katerega bi imeli tudi realne vremenske podatke s pomočjo katerih bi lahko 
natančneje modelirali SE. V analizo bi bilo smotrno vključiti tudi vetrne elektrarne ter 
analizirati delovanje regulatorjev, ko na EES hkrati vplivajo vetrne in sončne elektrarne z zelo 
visokim nihanjem proizvodnje. V magistrski nalogi smo predpostavili, da turbinska regulacija 
deluje optimalno v skladu s kriterijsko funkcijo Jopm (3.21). Prihodnje raziskave bi lahko 
modelirale UNM regulator tudi za turbinsko regulacijo in preverile možnosti skupnega 
delovanja obeh regulacij. Pomembna predpostavka, ki smo jo pri magistrski nalogi privzeli je 




temeljili na simulacijah napak v EES (izpad generatorja, izpad posameznega LSRN-UNM, 
daljnovoda, transformatorja, kratki stiki, …) in poskusih učenja UNM regulatorja za regulacijo 
napetosti v tovrstnih razmerah. Ob dovolj obširnih raziskavah delovanja UNM regulatorjev v 
preostalih navedenih scenarijih ne bi bilo nobene ovire uporabiti takšne regulatorje tudi v 
realnem EES, saj bi se investicija v UNM regulatorje zelo hitro izplačala skozi dolgoročno 
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8.1 Simulacija za poletni čas z 30 % deležem SE 
 
Sl. 8.1 Dnevni obremenitveni diagram v poletnem času, OVESE = 30 % 
 
Sl. 8.2 Tedenski obremenitveni diagram v poletnem času, OVESE = 30 % 
















































Sl. 8.3 Poteki napetosti na generatorjih 1, 2 in 3 v poletnem času za 2. dan v tednu, OVESE = 30 % 
 
Sl. 8.4 Poteki napetosti na generatorjih 4, 5 in 6 v poletnem času za 2. dan v tednu, OVESE = 30 % 


























































Sl. 8.5 Poteki napetosti na generatorjih 7, 8 in 9 v poletnem času za 2. dan v tednu, OVESE = 30 % 
 
Sl. 8.6 Poteki napetosti na generatorjih 10 in 11 v poletnem času za 2. dan v tednu, OVESE = 30 % 
  





















































8.2 Simulacija za poletni čas z 50 % deležem SE 
 
Sl. 8.7 Dnevni obremenitveni diagram v poletnem času, OVESE = 50 % 
 
Sl. 8.8 Tedenski obremenitveni diagram v poletnem času, OVESE = 50 % 
















































Sl. 8.9 Poteki napetosti na generatorjih 1, 2 in 3 v poletnem času za 2. dan v tednu, OVESE = 50 % 
 
Sl. 8.10 Poteki napetosti na generatorjih 4, 5 in 6 v poletnem času za 2. dan v tednu, OVESE = 50 % 


























































Sl. 8.11 Poteki napetosti na generatorjih 7, 8 in 9 v poletnem času za 2. dan v tednu, OVESE = 50 % 
 
Sl. 8.12 Poteki napetosti na generatorjih 10 in 11 v poletnem času za 2. dan v tednu, OVESE = 50 % 
  





















































8.3 Simulacija za zimski čas z 30 % deležem SE 
 
Sl. 8.13 Dnevni obremenitveni diagram v zimskem času, OVESE = 30 % 
 
Sl. 8.14 Tedenski obremenitveni diagram v zimskem času, OVESE = 30 % 
















































Sl. 8.15 Poteki napetosti na generatorjih 1, 2 in 3 v zimskem času za 2. dan v tednu, OVESE = 30 % 
 
Sl. 8.16 Poteki napetosti na generatorjih 4, 5 in 6 v zimskem času za 2. dan v tednu, OVESE = 30 % 


























































Sl. 8.17 Poteki napetosti na generatorjih 7, 8 in 9 v zimskem času za 2. dan v tednu, OVESE = 30 % 
 
Sl. 8.18 Poteki napetosti na generatorjih 10 in 11 v zimskem času za 2. dan v tednu, OVESE = 30 % 
  





















































8.4 Simulacija za zimski čas z 50 % deležem SE 
 
Sl. 8.19 Dnevni obremenitveni diagram v zimskem času, OVESE = 50 % 
 
Sl. 8.20 Tedenski obremenitveni diagram v zimskem času, OVESE = 50 % 
















































Sl. 8.21 Poteki napetosti na generatorjih 1, 2 in 3 v zimskem času za 2. dan v tednu, OVESE = 50 % 
 
Sl. 8.22 Poteki napetosti na generatorjih 4, 5 in 6 v zimskem času za 2. dan v tednu, OVESE = 50 % 


























































Sl. 8.23 Poteki napetosti na generatorjih 7, 8 in 9 v zimskem času za 2. dan v tednu, OVESE = 50 % 
 
Sl. 8.24 Poteki napetosti na generatorjih 10 in 11 v zimskem času za 2. dan v tednu, OVESE = 50 % 
  





















































8.5 Simulacija za zimski čas z 70 % deležem SE 
 
Sl. 8.25 Dnevni obremenitveni diagram v zimskem času, OVESE = 70 % 
 
Sl. 8.26 Tedenski obremenitveni diagram v zimskem času, OVESE = 70 % 
















































Sl. 8.27 Poteki napetosti na generatorjih 1, 2 in 3 v zimskem času za 2. dan v tednu, OVESE = 70 % 
 
Sl. 8.28 Poteki napetosti na generatorjih 4, 5 in 6 v zimskem času za 2. dan v tednu, OVESE = 70 % 


























































Sl. 8.29 Poteki napetosti na generatorjih 7, 8 in 9 v zimskem času za 2. dan v tednu, OVESE = 70 % 
 
Sl. 8.30 Poteki napetosti na generatorjih 10 in 11 v zimskem času za 2. dan v tednu, OVESE = 70 % 
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