Abstract
Introduction
In recent years, we have seen a steady increase in the number of processors available on commercial multiprocessors. Machines with 64 processors [37] , and ccNUMA architectures which scale to more than a hundred processors [35] , are no longer found only in research labs. This increase in the availability of larger computing platforms, has not been met by a matching improvement in our ability to construct scalable software. If anything, it has made the difficulties more acute.
Priority queues are of fundamental importance in the design of modern multiprocessor algorithms. They have many classical applications ranging from numerical algorithms, through discrete event simulation, and expert system design. Though there is a wide body of literature addressing the design of concurrent priority queue algorithms for small scale machines, the problem of designing scalable priority queues for large machines has yet to be addressed.
This paper begins to tackle this problem by proposing an alternative approach: base the design of concurrent priority queues on the SkipList data structures of Pugh [25] , rather than on the popular Heap structures found throughout the literature [3, 4, 8, 9, 15, 16, 18, 19, 21, 24, 29, 30, 31, 32, 38] . As we will show, this design shift, even in the simple form presented here, can produce significant performance gains.
The next three subsections in the introduction summarize the main points detailed in later sections of the paper. A more detailed description of our results can be found electronically at:
www.sun.com/research/jtech/pubs/00-skipqueue.ps. or www.cs.stanford.edu/ itayl/skipqueue.ps.
Priority Queues
A priority queue is an abstract data type that allows Ò asynchronous processors to each perform one of two operations: an Insert of an item with a given priority, and a Delete-min operation that returns the item of highest priority in the queue 1 .
We are interested in "general" queues, ones that have an unlimited range of priorities, where between any two priority values there may be an unbounded number of other priorities. Such queues are found in numerical algorithms and expert systems [20, 28] , and differ from the bounded priority queues used in operating systems, where the small set of possible priorities is known in advance. The latter special case has scalable solutions applicable to large machines [34] .
How does one go about constructing a concurrent priority queue allowing arbitrary priorities? Since for most reasonable size queues, logarithmic search time easily dominates linear one, the literature on concurrent priority queues consists mostly of algorithms based on two paradigms: search trees [17, 5] and heaps [3, 4, 8, 9, 15, 16, 18, 19, 21, 24, 29, 30, 31, 32, 38] . Empirical evidence collected in recent years [9, 16, 34] shows that heap-based structures tend to outperform search tree structures. This is probably due to a collection of factors, among them that heaps do not need to be locked in order to be "rebalanced," and that Insert operations on a heap can proceed from bottom to root, thus minimizing contention along their concurrent traversal paths.
One of the most effective concurrent priority structures known to date is the heap-based algorithm of Hunt et al. [16] , which builds on and improves other known heap based algorithms [3, 4, 18, 24, 30, 31, 38] . Its good performance is the result of several techniques for minimizing locking and contention: inserts traverse bottom up, only a single counter location is locked for a "short" duration by all operations, and a bit reversal scheme distributes delete requests that traverse top-down.
Unfortunately, as our empirical evidence shows, the performance of [16] does not scale beyond a few tens of concurrent processors. As concurrency increases, the algorithm's locking of a shared counter location, however short, introduces a sequential bottleneck that hurts performance. The root of the tree also becomes a source of contention and a major problem when the number of processors is in the hundreds. In summary, both balanced search trees and heaps suffer from the typical scalability impediments of centralized structures: sequential bottlenecks and increased contention.
The New Approach
The solution we propose in this paper is to design concurrent priority queues based on the highly distributed SkipList data structures of Pugh [25, 26] . Surprisingly, SkipLists have received little attention in the parallel computing world, in spite of their highly decentralized nature.
SkipLists are search structures based on hierarchically ordered linked-lists, with a probabilistic guarantee of being balanced. The basic idea behind SkipLists is to keep elements in an ordered list, but have each record in the list be part of up to a logarithmic number of sub-lists. These sublists play the same role as the levels of a binary search structure, having twice the number of items as one goes down from one level to the next. To search a list of AE items, Ç´ÐÓ AEµ level lists are traversed, and a constant number of items is traversed per level, making the expected overall complexity of an Insert or Delete operation on a SkipList Ç´ÐÓ AEµ.
In this paper we introduce the SkipQueue, a highly distributed priority queue based on a simple modification of Pugh's concurrent SkipList algorithm [26] . Inserts in the SkipQueue proceed down the levels as in [26] . For Delete-min, multiple "minimal" elements are to be handed out concurrently. This means that one must coordinate the requests, with minimal contention and bottlenecking, even though Delete-mins are interleaved with Insert operations.
Our solution is as follows. We keep a specialized delete pointer which points to the current minimal item in this list. By following the pointer, each Delete-min operation directly traverses the lowest level list, until it finds an unmarked item, which it marks as "deleted." It then proceeds to perform a regular Delete operation by searching the SkipList for the items immediately preceding the item deleted at each level of the list, and then redirecting their pointers in order to remove the deleted node.
We note that SkipQueue is fundamentally different from the bounded-priority SkipList-based priority queues described in [34] . Those queues work only for the special case where priorities are derived from a small predetermined set. They are based on a small SkipList structure whose elements are "bins," one per priority. Each "bin" contains many items of the same priority, with a specialized "deletebin" [17] added to the structure to speed up deletions. As a consequence, the key factors governing their performance are the contention and bottlenecks in the "bins," and not the efficiency of the operations on the SkipList as in the case of the more general SkipQueues.
SkipQueues have several notable advantages over prior heap and tree based schemes:
Unlike in trees and heaps, all locking is distributed. There is no locking of a root or centralized counter.
Unlike in search trees, balancing is probabilistic and there is no need for a major synchronized "rebalancing" operation.
Unlike in heaps, Delete-min operations are evenly distributed over the data structure, minimizing locking contention.
Unlike in heaps, there is no need to pre-allocate all memory since the structure is not placed in an array.
Empirical Performance Study
To the best of our knowledge, our work is the first attempt to empirically evaluate a SkipList based data struc-ture on a large scale machine. In Section 3, we evaluated the performance of our SkipQueue algorithm in comparison to the most effective of former priority queue algorithms, the heap-based priority queue algorithm of [16] . As a comparison base, since a linked-list protected by a single lock had already been shown to perform rather poorly [16] , we tested a simple FunnelList structure, a linked-list of items with a combining-funnel front-end [33] instead of a single lock. The combining-funnel [33] is a structure similar to a combining tree [14, 12] , intended to allow high levels of parallelism in accessing the linked list.
We ran a collection of standard synthetic benchmarks [16, 34] on a simulated 256 processor ccNUMA multiprocessor architecture similar to the MIT Alewife [1] . The simulation was done on the well accepted Proteus platform of Brewer et al. [7] . Though this is not a real 256 node machine, we note that previous research by Della-Libera [10] has shown that with appropriate scaling, Proteus simulates a 32 node Alewife machine accurately for the kinds of data structures tested in this paper. Our benchmarks tested sequences of Insert and Delete-min operations on small and large queues. Our conclusions, presented in Section 3, are that the SkipQueue outperforms the heap-based algorithms throughout the concurrency range.
SkipList-Based Priority Queues
This section explains how to create the SkipQueue data structure. We assume familiarity with the concurrent SkipList implementation in [26] . The new operation one needs to add to the basic SkipList structure is a Deletemin operation. When there are several processors trying to delete the minimal element concurrently, the regular search methods no longer help. Two or more processors might compete for the same first element and the losers will be left empty handed. The key to our construction is the fact that the lowest level of the SkipList is really a regular linked list. For lack of space we do not include the code for our implementation.
As depicted in Figure 1 , we modify the SkipList nodes so that each has a deleted flag, which is set to false when the element is first inserted into the list. When a processor wants to find the minimal element it starts traversing the bottom level of the SkipQueue until it finds a node whose flag is not yet set. It sets the flag marking that this element is logically already deleted. What's left now is just to remove the element from the list. Since we already know which element to remove we use the standard Delete operation of the SkipList. We are assured that no two processors will ever delete the same element since only one could have set its deleted flag. We use a register-to-memory swap operation to set the deleted flag. This allows any number of processors to search for a minimal element concurrently.
They simply compete for the first available element. The first one to successfully swap false to true gets to delete that key, and the other processors move forward to try and find the next available element.
Starvation is theoretically possible but highly unlikely. A process traversing the bottom of the list might always be beaten to the next available element by another process. But the further a processor gets into the list, the smaller the number of competitors it will encounter, so its chances of finding a not-yet-deleted element grows as it advances. In the worst case, it might eventually reach the end of the list, and return that there was no element to delete. The fact that elements are being physically deleted from the list as a process traverses the bottom level does not cause a problem due to the order of pointer switches when we delete an element. A processor that is in the vicinity of an element that is being deleted, would not notice it at all.
Though the above implementation should suffice in practice, we added a time-stamping mechanism to the code. This mechanism assures a simple ordering among deleted values: each deleting processor returns the minimal undeleted element among those inserted completely before it began. The mechanism allows a processor to recognize and ignore elements that were inserted concurrently with it. After an element is completely inserted into the SkipQueue, it acquires a time-stamp. A deleting processor notes the time at which it starts its search through the lower level of the SkipQueue, and only looks at elements whose time-stamp is smaller then the time at which it started its traversal.
One more issue that required attention is garbage collection. Unlike systems with built in garbage collection such as Lisp [36] and the Java TM programming language [13] , our benchmarking system requires explicit garbage collection. Following Pugh's suggestion in [26] , we note that it is safe to free the memory used by a particular node only after all the processors that were in the structure when the node was deleted, have already exited the structure. We again use a simple time-stamping to ascertain that the condition is met 
Performance Results
To evaluate the performance of our data structures on large scale machines, we used a simulated 256 processor ccNUMA multiprocessor architecture similar to the MIT Alewife machine [1] of Agarwal et al. The simulation was conducted using the well accepted Proteus 2 multiprocessor simulator of Brewer et al. [6, 7] .
Our benchmarking methodology was a variation of commonly used synthetic benchmark of [16, 34] , in which processors alternate between performing some small amount of local work and accessing a priority queue. Accessing processors randomly choose whether to Insert a random priority item or apply a Delete-min operation. The priorities of inserted items are chosen uniformly at random, attempting to capture the most common priority queue access patterns. 3 In each experiment, we measured latency, the amount of time (in machine cycles) it takes for an average Insert operation and an average Delete-min operation as well as the average time it takes to access the object. We also varied the initial size of the priority queue and the ratio of Insert operations to Delete-min operations.
Our benchmarks compared three data structures, all of which support insertion and deletion of arbitrary priorities.
Heap This is the priority queue implementation of Hunt et al. [16] . We choose this algorithm as representative of the class of heap based priority queue algorithms [3, 4, 8, 9, 15, 16, 18, 19, 21, 24, 29, 30, 31, 32, 38] since it was shown [16] to perform better than others under various Insert/Delete-min benchmarks.
FunnelList This is a priority queue based on a simple sorted linked-list structure. Exclusive access to the list is controlled by a combining-funnel data structure [34] , in order to increase parallelism and reduce contention. Combining-funnels are adaptive variants of combining trees [14, 12] . They consist of a series of combining layers through which processors that want to perform an operation on the list, be it Insert or Delete-min, enter the funnel and try to combine with other processes' requests.
SkipQueue This is the concurrent SkipList based priority queue described in Section 2. In our experiments we assumed an upper bound on the maximal number AE of items 2 Version 3.00, dated February 18, 1993. 3 Though worst case adversarial insertion sequences can be devised for each of the tested data structures, we do not present such scenarios here. For most of these scenarios, the chance that they occur is relatively low (see [26] for a discussion for the case of SkipLists). in the priority queue, making the maximal level of an element in the list be ÐÓ AE. We note that there are more advanced methods known to set the maximal level, but we concluded that for the presented benchmarks, the performance gain is not significant enough to warrant more than this simple method [26] .
Small Structure Benchmark
In our first benchmark we initialized all structures to contain ¼ random elements. We then performed ¼¼¼ operations with an equal chance for Insert or Deletemin, and measured the average latency for Inserts and Delete-mins. Figure 2 shows the results for this small structure benchmark.
As one can see, the structures maintain their size: about ½¼¼ elements throughout the experiment. When concurrency is low, the FunnelList performs the best in terms of Insert latency since it has the simplest implementation and the adaptive funnel structure is still very small. But as concurrency increases, the size of the funnel increases and the delays in traversing and combining in the funnel become a more dominant factor. The ability of the SkipQueue to distribute the load and the relatively small amount of co-ordination done per operation becomes dominant, and its performance becomes superior by an order of magnitude to both of the other structures.
The picture is somewhat different when we compare Delete-min latencies. This is the weak point of the SkipQueues, because there could potentially be heavy reading at the lowest level of the list, which creates contention and slows things down. We can see that SkipQueues offer about the same Delete min performance as FunnelLists up to about 64 processors, after which there is a slight deterioration due most likely to the time-stamping mechanism. Removal of the time-stamping improves the Delete min latency of SkipLists so they slightly outperform FunnelLists beyond 16 processors. Overall, SkipLists perform deletions significantly better than Heaps, almost twice as fast at 256 processors.
Large Structure Benchmark
Our second experiment measured the performance of the three priority queue implementations when the data structure contains a large amount of elements: about 1000 items at all times. Figure 3 shows the results of the large structure benchmark. The large size of the data structure exposes the inadequacy of the FunnelList structure whose latency per operation is linear in the number of items in the funnel-protected linked-list. The other two algorithms have logarithmic dependency on the number of items and are thus only slightly influenced by the increase in the structure size. They are only 10 percent slower while the structure is initially 20 times larger. With 256 processors, SkipQueues are 2.5 times faster on deletions and as much as 8 times faster in performing insertions.
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