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A MINIMUM ENTROPY PRINCIPLE IN THE COMPRESSIBLE
MULTICOMPONENT EULER EQUATIONS
AYOUB GOUASMI, KARTHIK DURAISAMY, SCOTT M. MURMAN, AND EITAN TADMOR
Abstract. In this work, the space of admissible entropy functions for the compressible
multicomponent Euler equations is explored, following up on [Harten, J. Comput. Phys., 49
(1), 1983, pp. 151-164]. This effort allows us to prove a minimum entropy principle on en-
tropy solutions, whether smooth or discrete, in the same way it was originally demonstrated
for the compressible Euler equations by [Tadmor, Appl. Numer. Math., 49 (3-5), 1986, pp.
211-219].
1. Introduction
Some hyperbolic systems of conservation laws,
(1.1) ∂tu+ ∂xf = 0,
where u(x, t) and f(u(x, t)) are the state and flux vectors, respectively, admit a convex
extension [3, 6] in the sense that equation (1.1) implies an additional conservation equation:
(1.2) ∂tU + ∂xF = 0,
where (U, F ) = (U(u), F (u)) ∈ R2 is an entropy-entropy flux pair satisfying:
(1.3)
∂U
∂u
∂f
∂u
=
∂F
∂u
and U strictly convex. We refer to U as an entropy function. Equation (1.3) is a necessary
and sufficient condition for (1.1) to imply (1.2). Additionally, Mock [8] showed that the
mapping u→ v with the vector of entropy variables v defined as:
(1.4) v :=
(
∂U
∂u
)⊤
,
is one-to-one and turns (1.1) into a symmetric hyperbolic system [3, 20].
It is well known that when the flux f is nonlinear, discontinuous solutions to equation
(1.1) can develop from smooth initial conditions. Weak solutions must therefore be sought.
Unfortunately, weak solutions are not uniquely defined and one needs additional conditions
to distinguish physical solutions from non-physical ones. It is common practice to view
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physical solutions as those arising as vanishing viscosity limits, u(x, t) = limǫ→0 u
ǫ(x, t), of
solutions uǫ(x, t) to the regularized system:
(1.5) ∂tu
ǫ + ∂xf(u
ǫ) = ǫ∂2xu
ǫ, ǫ > 0.
Multiplying (1.5) on the left by v⊤ and using the convexity of U one can show that uǫ
satisfies the inequality:
(1.6) ∂tU(u
ǫ) + ∂xF (u
ǫ) 6 ǫ∂2xU(u
ǫ).
In the limit ǫ→ 0, this leads to the well-known entropy condition [1, 20]:
(1.7) ∂tU(u) + ∂xF (u) 6 0,
which is understood in the sense of distributions. Weak solutions to (1.1) which satisfy the
entropy condition (1.7) for all entropies are called entropy solutions.
For the compressible Euler equations governing the inviscid polytropic gas dynamics, Tad-
mor [17] showed that entropy solutions, whether smooth or discrete, satisfy a minimum en-
tropy principle, namely that the spatial minimum of the specific entropy is an increasing
function of time.
In this work, we seek to extend this result to entropy solutions of the multicomponent
compressible Euler equations. In section 2, we review the system at hand. In section 3, we
recall the original proof and motivate the two families of entropy function we investigate
in section 4. We end up showing a minimum entropy principle for the mixture’s specific
entropy. In section 5, we review numerical schemes which satisfy this property.
2. Governing equations
We consider the compressible multicomponent Euler equations [11] which consist of
the conservation of species mass, momentum and total energy. In one dimension, that is
equation (1.1) with the state vector u and flux vector f defined by:
u :=
[
ρ1 . . . ρN ρu ρe +
1
2
ρu2
]⊤
, f :=
[
ρ1u . . . ρNu ρu
2 + p (ρe + 1
2
ρu2 + p)u
]⊤
,
where ρk is the partial density of species k, ρ :=
∑N
k=1 ρk is the total density and u is the
fluid velocity. The pressure p is given by the perfect gas law:
p :=
N∑
k=1
ρkrkT, rk =
R
mk
,
where mk is the molar mass of species k and R is the gas constant. The temperature T is
determined by the internal energy ρe which in this work is modeled following a thermally
perfect gas assumption:
ρe :=
N∑
k=1
ρkek, ek := e0k +
∫ T
0
cvk(τ)dτ.
For species k, ek is the specific internal energy of species k, e0k is a constant and cvk =
cvk(T ) > 0 is the constant volume specific heat. Other quantities which will be used in this
work are given by:
hk := ek + rkT, ρcv :=
N∑
k=1
ρkcvk, cpk := cvk + rk, γ :=
cp
cv
, Yk :=
ρk
ρ
.
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hk is the specific enthalpy of species k, cv is the constant volume specific heat of the gas mix-
ture, γ is the specific heat ratio and Yk is the mass fraction of species k. The thermodynamic
entropy of the mixture is given by:
ρs :=
N∑
k=1
ρksk, sk :=
∫ T
0
cvk(τ)
τ
dτ − rk ln(ρk)
Combining the transport equations for total density, species fractions and internal energy:
(2.1) Dtρ = −ρ∂xu, DtYk = 0, Dte = −p
ρ
∂xu,
with the Gibbs relation:
(2.2) Tds = de− p
ρ2
dρ−
N∑
k=1
gkdYk,
leads to a transport equation for the specific entropy s:
(2.3) Dts = 0.
With total mass conservation, this leads to the conservation equation:
(2.4) ∂t(ρs) + ∂x(ρsu) = 0.
For ρk > 0, T > 0, (U, F ) = (−ρs,−ρus) is a valid entropy-entropy flux pair [13, 11]. The
condition (1.3) is met as a consequence of (2.4). The convexity of U is established by looking
at the entropy Hessian G given by:
G :=
∂2U
∂u2
=
∂v
∂u
=
∂v
∂Z
(
∂u
∂Z
)−1
.
The entropy variables v for the multicomponent system can be easily derived using variable
changes. Define the vector of primitive variables Z =
[
ρ1 . . . ρN u T
]⊤
. The chain rule
gives:
∂U
∂u
=
∂U
∂Z
(
∂u
∂Z
)−1
.
The Gibbs identity (2.2) can be written as:
(2.5) TdU = −dρe +
N∑
k=1
gkdρk,
where gk = hk − Tsk is the Gibbs function of species k. From the definition of ρe we have:
(2.6) dρe =
N∑
k=1
ekdρk + ρcvdT.
Combining eqs. (2.6) and (2.5), one obtains:
dU =
1
T
( N∑
k=1
(gk − ek)dρk − ρcvdT
)
.
This gives:
(2.7)
∂U
∂Z
=
1
T
[
(g1 − e1) . . . (gN − eN) 0 −ρcv
]
.
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The Jacobian of the mapping Z → u is given by:
(2.8)
∂u
∂Z
=


1 0 0 0
. . .
...
...
0 1 0 0
u . . . u ρ 0
e1 + k . . . eN + k ρu ρcv

 ,
where k = 1
2
u2. The inverse of this matrix is given by:
(2.9)
(
∂u
∂Z
)−1
=


1 0 0 0
. . .
...
...
0 1 0 0
−uρ−1 . . . −uρ−1 ρ−1 0
(k − e1)(ρcv)−1 . . . (k − eN )(ρcv)−1 −u(ρcv)−1 (ρcv)−1

 .
Combining eqs. (2.9) and (2.7) yields the entropy variables [13, 11]:
(2.10) v =
(
∂U
∂u
)⊤
=
1
T
[
g1 − k . . . gN − k u −1
]⊤
.
We have:
(2.11)
∂v
∂Z
=


r1/ρ1 0 −u/T (k − e1)/T 2
. . .
...
...
0 rN/ρN −u/T (k − eN)/T 2
0 . . . 0 1/T −u/T 2
0 . . . 0 0 1/T 2

 .
therefore the Hessian is given by:
(2.12)
G =
1
ρcvT 2


−u(k − (e1 − cvT )) −(e1 − k)(
ζij
) ... ...
−u(k − (eN − cvT )) −(eN − k)
−u(k − (e1 − cvT )) . . . −u(k − (eN − cvT )) (u2 + cvT ) −u
−(e1 − k) . . . −(eN − k) −u 1

 ,
with ζij = (ρcvT
2)
(
δijri/ρi + u
2cvT
)
+ (ei − k)(ej − k) for 1 6 i, j 6 N . The positive
definiteness of the Hessian matrix G is not immediately visible because it is dense. However
the matrix H defined by the congruence relation:
(2.13) H :=
(
∂u
∂Z
)⊤
G
(
∂u
∂Z
)
=
(
∂u
∂Z
)⊤
∂v
∂Z
=


r1/ρ1 0 0 0
. . .
...
...
0 rN/ρN 0 0
0 . . . 0 ρ/T 0
0 . . . 0 0 ρcv/T
2

 ,
is positive definite, therefore G is positive definite. This congruence relation, which was
cleverly used in [7], will be used as well in section 4.
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3. The minimum entropy principle
In this section, we review the proof of Tadmor [16] for the compressible Euler equations
then discuss how to apply it to the multicomponent system.
3.1. Review. Integrating the inequality (1.7) over any domain Ω which induces no entropy
influx across its boundaries gives:
(3.1)
d
dt
∫
Ω
U(u(x, t))dx 6 0
Integrating the above in time gives [1]:
(3.2)
∫
Ω
U(u(x, t))dx 6
∫
Ω
U(u(x, 0))dx
Tadmor [15] showed that a sharper, more local version of the above inequality can be ob-
tained:
(3.3)
∫
|x|6R
U(u(x, t))dx 6
∫
|x|6R+t·qmax
U(u(x, 0))dx,
where qmax is the maximum velocity in the domain at t = 0. For the Euler equations,
Harten [6] sought pairs of the form (Uh, F h) = (−ρh(s),−ρuh(s)) where s = ln(p)− γ ln(ρ)
is the dimensionless specific entropy (divided by the cv, we will use the letter f instead of
h in section 4) and h is a smooth function of S. Harten showed that the pair (Uh, F h) is
admissible if and only if h satisfies:
(3.4) h
′ − γ h′′ > 0, h′ > 0.
For any such function h, the inequality (3.3) with U = Uh gives:
(3.5)
∫
|x|6R
ρ(x, t) · h(s(x, t)) dx >
∫
|x|6R+t·qmax
ρ(x, 0) · h(s(x, 0)) dx.
Tadmor makes a special choice h0 for the function h:
h0(s) = min[s− s0, 0], s0 = Ess inf
|x|6R+t·qmax
s(x, 0).
s0 is the essential infimum of the specific entropy in the domain Ω = {x : |x| < R+ t · qmax}.
From inequality (3.5), we get:
(3.6)
∫
|x|6R
ρ(x, t) ·min[s(x, t)− s0, 0] dx >
∫
|x|6R+t·qmax
ρ(x, 0) ·min[s(x, 0)− s0, 0] dx.
The right-hand side drops by definition of s0, so equation (3.6) simplifies to:
(3.7)
∫
|x|6R
ρ(x, t) ·min[s(x, t)− s0, 0] dx > 0.
The integrand on the left-hand side is negative, therefore inequality (3.7) imposes for |x| 6 R:
(3.8) min[s(x, t)− s0, 0] = 0⇔ s(x, t) > Ess inf
|x|6R+t·qmax
s(x, 0).
This is the minimum entropy principle satisfied by entropy solutions to the compressible
Euler equations. A similar result holds for discrete solutions uni (the subscript i and the
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superscript n refer to the cell index and time instant, respectively) which satisfy the fully-
discrete entropy inequality:
(3.9)
∑
i
U(un+1i ) 6
∑
i
U(uni ),
for all entropies U . Taking U = −ρh0(s) with s0 defined as the minimum specific entropy at
time instant n leads to: ∑
i
ρ(un+1i ) ·min[s(un+1i )− s0, 0] > 0.
If ρ(un+1i ) > 0, this imposes in every cell:
(3.10) min[s(un+1i )− s0, 0] = 0 ⇔ s(un+1i ) > min
i
s(uni ).
At first glance, injecting U = −ρh0(s) in inequalities (3.3) and (3.9) should not be allowed
because h0 is not smooth function of s. What makes this step valid nonetheless is the fact
that h0 can be written as the limit of a sequence of smooth functions which satisfy Harten’s
conditions. Without loss of generality, let’s assume s0 = 0 and consider the convolution
defined as:
h(s) =
∫ +∞
−∞
h0(s− s)φ(s)ds.
where φ is a smooth function satisfying:∫ +∞
−∞
φ(s)ds = 1, φ(s) > 0.
φ should also be such that the convolution is well-defined everywhere. φ(s) = exp(−s2)/√π
is a valid choice. By definition of h0, we have:
h(s) =
∫ +∞
s
(s− s)φ(s)ds = s
∫ +∞
s
φ(s)ds−
∫ +∞
s
sφ(s)ds.
h is smooth and satisfies Harten’s conditions because:
h
′
(s) =
∫ +∞
s
φ(s)ds > 0, h
′′
(s) = −φ(s) < 0.
∀ε > 0, the function hε defined by:
(3.11) hε(s) =
∫ +∞
−∞
h0(s− s)φε(s)ds, φε(s) = 1
ε
φ
(
s
ε
)
,
is smooth and satisifies Harten’s conditions as well. What is more, φε converges, in the
sense of distributions, to the Dirac delta function when ε → 0 (classic result). Therefore,
inequality (3.6) is obtained h0 = limε→ hε.
The main takeaway of this review is that not all entropy inequalities need to be satisfied for
a minimum entropy principle to hold in the compressible Euler equations. Those involving
the ”convolution entropies” U = −ρhε(s), ∀ε > 0 defined by equation (3.11) are enough to
conclude.
Remark 1: This proof and Harten’s characterization (3.4) are both independent of the
number of spatial dimensions [6, 17]. Throughout this manuscript, we are working in one
dimension for the sake of simplicity only.
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Remark 2: Kroner et al. [19] use a different approach to demonstrate that bounded en-
tropy solutions to the quasi-1D Euler equations with discontinuous cross-section satisfy a
minimum entropy principle. The inequality (3.5) is used with h(s) = −(s0−s)p, p > 1, s0 > s
(s0 denotes an upper bound in this context), raised to the power 1/p and passed to the limit
p→∞.
Remark 3: A minimum entropy principle for smooth solutions to well-designed regulariza-
tions of the Euler equations was proved by Guermond and Popov [21] (see also Delchini et
al. [26, 27] for other systems). In this work, we are interested in the minimum entropy prin-
ciple as a property of entropy solutions, whether smooth or discrete, to the multicomponent
compressible Euler equations.
3.2. Elements of proof for the multicomponent compressible Euler equations.
We need to formulate what a minimum entropy principle would be in the multicomponent
case. The first option is a minimum entropy principle involving the specific entropy of each
species :
sk(x, t) > s0k = Ess inf
|x|6R+t·qmax
sk(x, 0), 1 6 k 6 N.
Working Tadmor’s proof backwards, this is obtained if we can show that entropy solutions
satisfy the inequality:
(3.12)
∫
|x|6R
N∑
k=1
ρk(x, t) · fk(sk(x, t)) dx >
∫
|x|6R+t·qmax
N∑
k=1
ρk(x, 0) · fk(sk(x, 0)) dx,
and that fk can be taken as f0k(sk) = min[sk − s0k, 0]. This leads us to examine entropy
pairs (UfI , F
f
I ) of the form:
(3.13) (UfI , F
f
I ) =
(
−
N∑
k=1
ρkfk, −
N∑
k=1
ρkufk
)
, fk = fk(sk),
and attempt to show that those with fk defined as the convolution (3.11) are valid entropy
pairs. The second option is a minimum entropy principle involving the specific entropy of
the gas mixture:
s(x, t) > s0 = Ess inf
|x|6R+t·qmax
s(x, 0).
In the same vein, this is obtained if we can show that entropy solutions satisfy the inequality:
(3.14)
∫
|x|6R
ρ(x, t) · f(s(x, t)) dx >
∫
|x|6R+t·qmax
ρ(x, 0) · f(s(x, 0)) dx,
and that f can be taken as f0(s) = min[s − s0, 0]. This leads us to examine entropy pairs
(UfII , F
f
II) of the form:
(3.15) (UfII , F
f
II) = (−ρf(s),−ρuf(s)),
and attempt show that those with f defined as the convolution (3.11) are valid entropy pairs.
These two families are investigated in the next section. The admissibility conditions will
take the form of constraints of the first and second derivatives of fk (first case) and f (second
case). If the first and second derivatives are allowed to be strictly positive and negative,
respectively, then the convolution (3.11) qualifies and a minimum entropy principle follows.
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4. Entropy functions in the multicomponent case
For each candidate family of entropy functions, we must check for conservation and con-
vexity with respect to the conservative variables. For a candidate entropy Uf , convexity is
equivalent to the positive definiteness of its Hessian matrix G:
G =
∂2Uf
∂u2
=
∂vf
∂u
, vf =
(
∂Uf
∂u
)⊤
.
vf is the vector of entropy variables associated with the candidate entropy.
4.1. Candidate I.
Conservation. Equation (1.2) with (U, F ) = (UfI , F
f
I ) holds if and only if
∑N
k=1 Ykfk satisfies
a transport equation. We have:
d
( N∑
k=1
Ykfk
)
=
N∑
k=1
Ykdfk +
N∑
k=1
fkdYk
=
N∑
k=1
Ykf
′
kdsk +
N∑
k=1
fkdYk
=
N∑
k=1
Ykf
′
k
(
cvk
T
dT − rk
ρk
dρk
)
+
N∑
k=1
fkdYk
=
( N∑
k=1
Ykf
′
kcvk
)
dT
T
− 1
ρ
N∑
k=1
f
′
krkdρk +
N∑
k=1
fkdYk
=
( N∑
k=1
Ykf
′
kcvk
)
dT
T
−
( N∑
k=1
f
′
kYkrk
)
dρ
ρ
+
N∑
k=1
(fk − rkf ′k)dYk.
From the differential relation:
de =
N∑
k=1
dYkek +
N∑
k=1
YkcvkdT =
N∑
k=1
dYkek + cvdT,
we obtain the following equation for temperature:
(4.1) DtT = − p
ρcv
∂xu =
p
ρ2cv
Dtρ.
Using equations (2.1) and (4.1), we can show that UfI is conserved if and only if:
(4.2)
1
T
( N∑
k=1
Ykf
′
kcvk
)
DtT−1
ρ
( N∑
k=1
f
′
kYkrk
)
Dtρ = 0 ⇔ p
ρT
(∑N
k=1 Ykf
′
kcvk∑N
k=1 Ykcvk
)
−
( N∑
k=1
f
′
kYkrk
)
= 0
Using the ideal gas law, this condition rewrites:
(4.3)
∑N
k=1 ρkcvkf
′
k∑N
k=1 ρkcvk
=
∑N
k=1 ρkrkf
′
k∑N
k=1 ρkrk
.
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Convexity. We have:
∂sk
∂ρk
= −rk
ρk
,
∂sk
∂T
=
cvk
T
,
∂fk
∂ρk
= −rk
ρk
f
′
k,
∂fk
∂T
=
cvk
T
f
′
k.
Therefore
∂UfI
∂Z
=
[
−f1 + r1f ′1 . . . −fN + rNf ′N 0 − 1T
(∑N
k=1 ρkcvkf
′
k
)]
,
and the entropy variables (chain rule) are given by:
v
f
I =
[−f1 + r1f ′1 − β k−e1T . . . −fN + rNf ′N − β k−eNT β uT −β 1T ]⊤ , β =
∑N
k=1 ρkcvkf
′
k∑N
k=1 ρkcvk
.
For simplicity, let’s assume calorically perfect gases (cvk and cpk constants) and drop the
standard formation constants. To proceed with the Hessian calculation we need the following:
∂β
∂ρk
=
cvk
ρcv
(f
′
k − rkf
′′
k − β),
∂β
∂T
=
η
T
, η =
∑N
k=1 ρkc
2
vkf
′′
k∑N
k=1 ρkcvk
.
Denote ξk = f
′
k − rkf ′′k and vfI = [vf1,1 . . . vf1,N vf2 vf3 ]⊤. The gradients of the last component
are given by:
∂vf3
∂ρk
= − 1
T
cvk
ρcv
(ξk − β), ∂v
f
3
∂u
= 0,
∂vf3
∂T
=
β − η
T 2
.
The gradients of the before-last component are given by:
∂vf2
∂ρk
=
u
T
cvk
ρcv
(ξk − β), ∂v
f
2
∂u
=
β
T
,
∂vf2
∂T
= u
η − β
T 2
.
The gradient of the l-th component is given by:
∂vf1,l
∂ρk
= δkl
rk
ρk
ξk − ( k
T
− cvl) cvk
ρcv
(ξk − β),
∂vf1,l
∂u
= −uβ
T
,
∂vf1,l
∂T
= −cvl
T
ξl +
(β − η)k
T 2
+ cvl
η
T
.
For two species, we have:
(4.4)
∂vfI
∂Z
=


r1
ρ1
ξ1 − ( kT − cv1) cv1ρcv (ξ1 − β) −( kT − cv1) cv2ρcv (ξ2 − β) −u
β
T
− cv1
T
ξ1 +
(β−η)k
T 2
+ cv1
η
T
−( k
T
− cv2) cv1ρcv (ξ1 − β) r2ρ2 ξ2 − ( kT − cv2) cv2ρcv (ξ2 − β) −u
β
T
− cv2
T
ξ2 +
(β−η)k
T 2
+ cv2
η
T
u
T
cv1
ρcv
(ξ1 − β) uT cv2ρcv (ξ2 − β)
β
T
uη−β
T 2
− 1
T
cv1
ρcv
(ξ1 − β) − 1T cv2ρcv (ξ2 − β) 0
β−η
T 2

 .
If f(s) = s then β = 1, η = 0 and ξk = 1 and equation (4.4) does simplify to equation (2.11).
The chain rule gives for the Hessian GI :
GI =
∂vfI
∂Z
(
∂u
∂Z
)−1
.
GI is dense. We establish conditions on fk so that G is positive definite by looking at the
congruent matrix:
HI =
(
∂u
∂Z
)⊤
GI
(
∂u
∂Z
)
=
(
∂u
∂Z
)⊤
∂vfI
∂Z
.
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HI is given by:
HI =


1 0 u cv1T + k
0 1 u cvNT + k
0 0 ρ ρu
0 0 0 ρcv


×


r1
ρ1
ξ1 − ( kT − cv1) cv1ρcv (ξ1 − β) −( kT − cv1) cv2ρcv (ξ2 − β) −u
β
T
− cv1
T
ξ1 +
(β−η)k
T 2
+ cv1
η
T
−( k
T
− cv2) cv1ρcv (ξ1 − β) r2ρ2 ξ2 − ( kT − cv2) cv2ρcv (ξ2 − β) −u
β
T
− cv2
T
ξ2 +
(β−η)k
T 2
+ cv2
η
T
u
T
cv1
ρcv
(ξ1 − β) uT cv2ρcv (ξ2 − β)
β
T
uη−β
T 2
− 1
T
cv1
ρcv
(ξ1 − β) − 1T cv2ρcv (ξ2 − β) 0
β−η
T 2


=


r1
ρ1
ξ1 0 0 − cv1T (ξ1 − β)
0 r2
ρ2
ξ2 0 − cv2T (ξ2 − β)
0 0 ρβ
T
0
− cv1
T
(ξ1 − β) − cv2T (ξ2 − β) 0 ρcv β−ηT 2


HI is positive definite if and only if the determinants of the major blocks ofHI are all positive
(from Harten [6]). For the first three major blocks, this is equivalent to the requirement that
ξ1 > 0, ξ2 > 0 and β > 0 are positive. Last:
det(HI) =
ρβ
T 3
r1r2
(
ρcv(β − η) ξ1ξ2
ρ1ρ2
− cv1
γ1 − 1(ξ1 − β)
2 ξ2
ρ2
− cv2
γ2 − 1(ξ2 − β)
2 ξ1
ρ1
)
=
ρβr1r2ξ1ξ2
ρ1ρ2T 3
(
ρcv(β − η)− ρ1cv1
γ1 − 1
(ξ1 − β)2
ξ1
− ρ2cv2
γ2 − 1
(ξ2 − β)2
ξ2
)
=
ρβr1r2ξ1ξ2
ρ1ρ2T 3
(
ρ1cv1
(
(β − η)− 1
γ1 − 1
(ξ1 − β)2
ξ1
)
+ ρ2cv2
(
(β − η)− 1
γ2 − 1
(ξ2 − β)2
ξ2
))
=
ρβr1r2ξ1ξ2
ρ1ρ2T 3
(
ρ1cv1
ξ1(γ1 − 1)
(
(β − η)ξ1(γ1 − 1)− (ξ1 − β)2
)
+
ρ2cv2
ξ2(γ2 − 1)
(
(β − η)ξ2(γ2 − 1)− (ξ2 − β)2
))
=
ρβr1r2ξ1ξ2
ρ1ρ2T 3
(
ρ1cv1
ξ1(γ1 − 1)∆1 +
ρ2cv2
ξ2(γ2 − 1)∆2
)
,
where ∆k = (β − η)ξk(γk − 1)− (ξk − β)2. For an arbitrary number of species:
(4.5) HI =


r1
ρ1
ξ1 0 − cv1T (ξ1 − β)
. . .
...
...
rN
ρN
ξN 0 − cvNT (ξN − β)
0 . . . 0 ρβ
T
0
− cv1
T
(ξ1 − β) . . . − cvNT (ξN − β) 0 ρcv β−ηT 2


,
and one can easily show that:
(4.6) det(HI) =
ρβ
T 3
( N∏
k=1
rkξk
ρk
)( N∑
k=1
ρkcvk
ξk(γk − 1)∆k
)
.
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Overall, Uf is an admissible entropy for the multicomponent Euler equations if and only if:
(4.7)
∑N
k=1 ρkcvkf
′
k∑N
k=1 ρkcvk
=
∑N
k=1 ρkrkf
′
k∑N
k=1 ρkrk
, ξk > 0, β > 0,
N∑
k=1
ρkcvk
ξk(γk − 1)∆k > 0.
While the sufficient conditions f
′
k > 0, f
′′
k < 0 for a minimum entropy principle are compati-
ble with ξk > 0 and β > 0, it is not clear whether they are compatible with the last inequality
of (4.7) (∆k being the difference of two positive terms). Additionally, the equality constraint
(4.3) which came from the requirement of conservation does not seem to offer any option
other than f
′
k constant. Note that if f
′
k > 0, f
′′
k < 0 were to violate any of the conditions
derived here, it would only mean that we cannot prove a minimum entropy principle with
the approach exposed in section 3.1. Disproving a minimum entropy principle would require
a counterexample.
For the compressible Euler equations, HI simplifies to:
HI =


r
ρ
ξ 0 − cv
T
(ξ − β)
0 ρβ
T
0
− cv
T
(ξ − β) 0 ρcv β−ηT 2

 , ξ = f ′ − rf ′′, β = f ′ , η = cvf ′′.
The determinants of the three major blocks are:
det(H11) =
r
ρ
ξ, det(H22) =
ρ
T
β, det(HI) =
ρrcvβ
T 3(γ − 1)
(
(β − η)ξ(γ − 1)− (ξ − β)2
)
.
Using (γ − 1)(β − η) = (γ − 1)f ′ − rf ′′ and ξ − β = −rf ′′, the determinant simplifies to:
det(HI) =
ρrcvβ
2
T 3
(
f
′ − cpf ′′
)
The necessary conditions for HI to be positive definite are then:
(4.8) f
′ − rf ′′ > 0, f ′ > 0, f ′ − cpf ′′ > 0.
Since f
′
> 0, the first and third inequality of (4.8) can be rewritten as:
f
′′
f ′
<
1
r
,
f
′′
f ′
<
1
cp
.
Since cp > r, the first inequality is implied by the second. Therefore, the necessary conditions
(4.8) simplify to:
(4.9) f
′
> 0, f
′ − cpf ′′ > 0.
These are the well-known conditions (3.4) for the Euler equations (note that the function
f in this section and the function h in section 3.1 are related by f(s) = h(s/cv)). The
conditions (4.7) are therefore consistent with Harten’s in the Euler case.
4.2. Candidate II.
Conservation. Multiplying the transport equation for the specific entropy (2.3) with f
′
leads
to a transport equation for f(s). Conservation of UfII with the entropy flux F
f
II then follows
from the total mass conservation equation.
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Convexity. We have:
∂Yj
∂ρk
=
δjk
ρ
− ρj
ρ2
,
∂s
∂ρk
=
1
ρ
(sk − rk − s), ∂s
∂T
=
cv
T
.
This gives:
(4.10)
∂UfII
∂Z
=
[
f
′
(−s1 + r1 + s)− f . . . f ′(−sN + rN + s)− f 0 −ρcvT f
′
]
,
and the entropy variables:
(4.11)
v
f
II =
[
f
′ g1−k
T
+ f
′
s− f . . . f ′ gN−k
T
+ f
′
s− f f ′ u
T
−f ′ 1
T
]⊤
= f
′
v+(f
′
s−f) [1 · · · 1 0 0]⊤ .
Again, the conditions for convexity are established by looking at the congruent matrix HII
defined by:
HII =
(
∂u
∂Z
)⊤
GII
(
∂u
∂Z
)
=
(
∂u
∂Z
)⊤
∂vfII
∂Z
.
We have:
∂vfII
∂Z
= f
′ ∂v
∂Z
+
f
′′
ρ


(g1 − k)/T + s
...
(gN − k)/T + s
u/T
−1/T


[
s1 − r1 − s . . . sN − rN − s 0 ρcvT
]
and
(
∂u
∂Z
)⊤


(g1 − k)/T + s
...
(gN − k)/T + s
u/T
−1/T

 =


−s1 + r1 + s
...
−sN + rN + s
0
−ρcv
T

 ,
(
∂u
∂Z
)⊤
∂v
∂Z
=


r1/ρ1 0 0 0
. . .
...
...
0 rN/ρN 0 0
0 . . . 0 ρ/T 0
0 . . . 0 0 ρcv/T
2

 .
Therefore:
(4.12)
HII = f
′


r1/ρ1 0 0 0
. . .
...
...
0 rN/ρN 0 0
0 . . . 0 ρ/T 0
0 . . . 0 0 ρcv/T
2

−
f
′′
ρ


R1
...
RN
0
−ρcv
T


[
R1 . . . RN 0 −ρcvT
]
,
where Ri = −si + ri + s. We recover Harten’s conditions in the compressible Euler case. At
this point, we immediately note that if f
′
> 0, f
′′
< 0 then HII is positive definite (as the
sum of a positive definite matrix and a positive semi-definite matrix). Therefore a minimum
entropy principle for the mixture’s specific entropy holds.
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Continuing on the characterization of convexity, HII writes:
HII =
f
′
ρ


r1/Y1 0 0 0
. . .
...
...
0 rN/YN 0 0
0 . . . 0 ρ2/T 0
0 . . . 0 0 ρ2cv/T
2

−
f
′′
ρ


R21 R1RN 0 −ρcvT R1
. . .
...
...
R1RN R
2
N 0 −ρcvT RN
0 . . . 0 0 0
−ρcv
T
R1 . . . −ρcvT RN 0 ρ
2c2v
T 2


.
Let ri = ri/Yi and η = f
′ − cvf ′′, for two species we have:
HII =
1
ρ


f
′
r1 − f ′′R21 −R1R2f ′′ 0 ρcvT R1f
′′
−R1R2f ′′ f ′r2 − f ′′R22 0 ρcvT R2f
′′
0 0 ρ2f
′
/T 0
ρcv
T
R1f
′′ ρcv
T
R2f
′′
0 ρ
2cv
T 2
η


The determinants of the first three major blocks of H are:
(4.13) H11 = r1
(
f
′ − f ′′R
2
1
r1
)
, H22 = r1r2f
′
(
f
′ − f ′′
(
R21
r1
+
R22
r2
))
, H33 =
ρ2f
′
T
H22.
Last:
det(ρHII) =
ρ2f
′
T
∣∣∣∣∣∣
f
′
r1 − f ′′R21 −R1R2f ′′ ρcvT R1f
′′
−R1R2f ′′ f ′r2 − f ′′R22 ρcvT R2f
′′
ρcv
T
R1f
′′ ρcv
T
R2f
′′ ρ2cv
T 2
η
∣∣∣∣∣∣
=
ρ4cvf
′
T 3
∣∣∣∣∣∣
f
′
r1 − f ′′R21 −R1R2f ′′ R1f ′′
−R1R2f ′′ f ′r2 − f ′′R22 R2f ′′
cvR1f
′′
cvR2f
′′
η
∣∣∣∣∣∣
=
ρ4cvf
′
T 3
(
ηH22 − cvR22f
′′
∣∣∣∣f
′
r1 − f ′′R21 −R1f ′′
R1 1
∣∣∣∣− cvR21f ′′
∣∣∣∣f
′
r2 − f ′′R22 −R2f ′′
R2 1
∣∣∣∣
)
=
ρ4cvf
′
T 3
(
ηH22 − cvf ′′f ′(R22r1 +R21r2
))
=
ρ4cv(f
′
)2
T 3
r1r2
(
ηf
′ − (η + cv)f ′′
(
R21
r1
+
R22
r2
))
.
We obtain conditions on f involving terms of the form f
′ − αf ′′, but unlike in the Euler
case, α is not a constant. In section 4.1, the simple structure of the mapped Hessian HI ,
given by equation (4.5), allowed us to easily derive the necessary and sufficient conditions
(4.7) for convexity for an arbitrary number of species. Nevertheless, we were not able to
conclude on a minimum entropy principle on the specific entropy of each species. Here,
the mapped Hessian HII , given by equation (4.12), is mostly dense, which complicates the
task of establishing convexity conditions for an arbitrary number of species. However, we
know from equation (4.12) that f
′
> 0 and f
′′
< 0 are sufficient conditions for admissibility,
independently of the number of species, which is enough to conclude on a minimum entropy
principle on the mixture’s specific entropy.
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5. Numerical schemes satisfying a minimum entropy principle
In this section, we review schemes which, by virtue of satisfying all entropy inequalities
under some assumptions, satisfy a minimum entropy principle for the compressible multi-
component Euler equations.
We only discuss first-order schemes in one dimension. Extensions to high-order and mul-
tiple dimensions (including unstructured grids) can be found in [28, 29, 22, 23, 24]. These
schemes are typically constructed as composite convex combinations of one-dimensional first-
order updates. Since entropies are convex functions, any entropy inequality satisfied by the
baseline one-dimensional first-order update will be satisfied by the whole scheme as well.
5.1. Godunov-type schemes [4]. Let w(x/t;uL,uR) be the solution of the Riemann prob-
lem:
(5.1) ∂tu+ ∂xf = 0, u(x, 0) =
{
uL, x < 0,
uR, x > 0,
where uL and uR are constant states. Let aL and aR be the smallest and largest signal
velocities. Then w satisfies:
(5.2) w(x/t;uL,uR) =
{
uL, x/t 6 aL
uR, x/t > aR
In the Godunov scheme [5], each discontinuity in the discrete field uni gives rise to a local
Riemann problem (5.2). If λ|amax| < 1/2, where amax is the largest signal speed in the
domain, then there is no interaction between neighboring Riemann problems and the exact
solution wn+1(x) at the next time instant writes:
wn+1(x) = w((x− xi+ 1
2
)/∆t;uni ,u
n
i+1), for |x− xi+ 1
2
| 6 ∆x/2,
where xi+ 1
2
is the position of the interface between cells i and i + 1. The Godunov scheme
is obtained by averaging wn+1 in each cell:
un+1i =
1
∆x
∫ x
i+1
2
x
i−
1
2
wn+1(x) dx
=
1
∆x
∫ ∆x/2
0
w(x/∆t;uni−1,u
n
i ) dx+
1
∆x
∫ 0
−∆x/2
w(x/∆t;uni ,u
n
i+1) dx.
This update can be rewritten in conservative form:
un+1i = u
n
i − λ
(
f(wˆi+ 1
2
)− f(wˆi− 1
2
)
)
, wˆi+ 1
2
= w(0;uni ,u
n
i+1),
with λ = ∆t/∆x. An important assumption from there [4, 22] is that the exact Riemann
solution is an entropy solution. This implies, for all entropies:
1
∆x
∫ x
i+1
2
x
i−
1
2
U(wn+1(x)) dx 6 U(u
n
i )− λ
(
F (wˆi+ 1
2
)− F (wˆi− 1
2
)
)
.
With Jensen’s inequality:
U
(
1
∆x
∫ x
i+1
2
x
i−
1
2
wn+1(x) dx
)
6
1
∆x
∫ x
i+1
2
x
i−
1
2
U(wn+1(x)) dx,
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it follows that the Godunov scheme satisfies:
(5.3) U(un+1i ) 6 U(u
n
i )− λ
(
F (wˆi+ 1
2
)− F (wˆi− 1
2
)
)
.
This shows that the Godunov scheme inherits, by construction, all the entropy inequalities
that the exact Riemann solution satisfies. This result also applies to schemes based on
approximate Riemann solutions provided that they remain consistent with the integral forms
of the conservation law and the entropy inequality (see Theorem 3.1 in [4]). The bottom
line is that full knowledge of the Riemann solution is not necessary. For instance, the HLL
scheme [4] qualifies if the maximum right and left wave speeds are correctly estimated (from
above).
The Godunov scheme satisfies a sharper version of (3.10). Using (5.3) with U = −ρf0(s)
and s0 = min[s(u
n
i−1), s(u
n
i ), s(u
n
i+1)], and the fact that the exact solution w is an entropy
solution satisfying (3.8), it follows that the Godunov scheme satisfies:
(5.4) s(un+1i ) > min[s(u
n
i−1), s(u
n
i ), s(u
n
i+1)],
For the compressible Euler equations, procedures for calculating the exact solution (see
Toro [9]) and estimating the maximum wave speed (see Guermond & Popov [25]) are available
and can be extended to the multicomponent case (a follow-up to [25] is proposed by Frolov
in [10], section 4.5).
It is unclear whether the assumption that the exact Riemann solution satisfies all entropy
inequalities is valid. To the best of the authors’ knowledge, there is no proof that Harten’s
entropies [6] are the only entropies of the compressible Euler equations. The same can be
said about the entropies that we explored in section 4 for the multicomponent case. This
precludes a direct proof where entropy inequalities are evaluated for the exact Riemann
solution. Another way of proving this would be to show that the exact Riemann solution
can be written as a limit solution to the regularized system (1.5) or any other sytem which
implies all entropy inequalities. As far as the minimum entropy principle is concerned,
showing that the exact Riemann solution satisfies all entropy inequalities associated with
Harten’s family or with the convolution entropies of section 3.1 would be enough.
5.2. The Lax-Friedrichs scheme. The Lax-Friedrichs (LxF) scheme writes:
un+1i =
uni−1 + u
n
i+1
2
+
λ
2
(
f(uni−1)− f(uni+1)
)
.
Harten (private communication in [18], section 4) observed that if the time step is small
enough, the LxF scheme coincides with the Godunov scheme over a staggered grid. The
solution thus inherits the entropy inequalities that the Riemann solution satisfies:
(5.5) U(un+1i ) 6
U(uni−1) + U(u
n
i+1)
2
+
λ
2
(
F (uni−1)− F (uni+1)
)
.
As in section 3.1, it is easy to show that inequality (5.5) with U = −ρf0(s) and s0 =
min[s(uni−1), s(u
n
i+1)] leads to a minimum entropy principle:
(5.6) s(un+1i ) > min[s(u
n
i−1), s(u
n
i+1)],
that is sharper than (3.10).
On the other hand, Lax [1] proved, without invoking Riemann solutions, that the LxF
scheme can be made to satisfy (5.5) for any given entropy pair. We recall his proof here, as
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it will help us address a point brought up during the review process.
Denote u = un+1i , v = u
n
i−1 and w = u
n
i+1. The LxF scheme writes:
u(v,w) =
v+w
2
+
λ
2
(f(v)− f(w)),
and the entropy inequality (5.5) can be studied by looking at the sign of the difference
function:
∆S(v,w) = U(v) + U(w)
2
+
λ
2
(F (v)− F (w))− U(u).
Lax [1] used a homotopy approach. Let s ∈ [0 1], and define:
v(s) = sv+ (1− s)w, u(s) = u(v(s),w).
Since v(1) = v, v(0) = w, and ∆S(w,w) = 0, the fundamental theorem of calculus gives:
(5.7) ∆S(v,w) = ∆S(v(1),w)−∆S(v(0),w) =
∫ 1
0
d
ds
(
∆S(v(s),w)
)
ds.
u and v satisfy:
dv
ds
= v−w, du
ds
=
v−w
2
+
λ
2
A(v)(v−w) = 1
2
(
I + λA(v)
)
(v−w),
where A is the flux Jacobian. Using chain rules and the constitutive relation (1.3), the
integrand in equation (5.7) writes:
d
ds
(
∆S(v(s),w)
)
=
1
2
(
dU
du
(v)− dU
du
(u)
)(
I + λA(v)
)
(v−w).
Again, let r ∈ [0 1], and define:
w(r, s) = rv(s) + (1− r)w = rsv+ (1− rs)w, u(r, s) = u(v(s),w(r)).
Since u(1, s) = v(s), u(0, s) = u(s), the fundamental theorem of calculus gives:
(5.8)
dU
du
(v)− dU
du
(u) =
∫ 1
0
d
dr
(
dU
du
(u)
)
dr =
∫ 1
0
(
du
dr
)T
G(u) dr,
where G is the entropy Hessian. With:
du
dr
=
s
2
(
I − λA(w)
)
(v−w)
and equations (5.7) - (5.8), the difference function ∆S can finally be rewritten as:
∆S(v,w) =
∫ 1
0
∫ 1
0
s
4
((
I − λA(w))(v−w)
)T
G(u)
((
I + λA(v)
)
(v−w)
)
dsdr.
= 〈z, z〉G − λ(〈A(w)z, z〉G + 〈z, A(v)z〉G)− λ2〈A(w)z, A(v)z〉G.
where z = (v−w) and 〈 , 〉G is the inner product defined by:
〈a, b〉G =
∫ 1
0
∫ 1
0
s
4
aTG(u)b dsdr.
Since G is symmetric positive definite, 〈z, z〉G > 0 and one can expect the entropy inequality
(5.5) to be met if λ is small enough. Within the vector space spanned by (r, s), let c be the
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maximum matrix norm of A, m be the minimum eigenvalue of G and M be the maximum
eigenvalue of G. Then, for ||v|| 6= 0, if λ satisfies:
(5.9) m− 2cλM − c2λ2M > 0 ⇔ λc <
√
1 + (m/M)− 1.
then the inequality (5.5) is met. Since U is strictly convex, (m/M) > 0 and the right-hand
side of (5.9) is strictly positive. In other words, for any entropy U , there will always exist a
time step small enough such that the condition (5.9) is met.
While Lax’s proof does not invoke Riemann solutions, it does not completely support the
statement [17] that the LxF scheme can be made to satisfy all entropy inequalities. The
factor m/M in (5.9) is strictly positive, but also depends on the entropy at hand. The fact
that we do not know all the entropies of a hyperbolic system in general leaves open the
possibility that m/M can be arbitrarily small. One needs to show that there exists a strictly
positive and entropy-independent lower bound K on m/M , so that under the condition:
(5.10) λc <
√
1 +K − 1
the LxF scheme will effectively satisfy all entropy inequalities. As far as the minimum entropy
principle is concerned however, we recalled in section 3.1 that not all entropy inequalities
need to be satisfied.
6. Conclusions
We proved a minimum entropy principle for entropy solutions to the multicomponent
compressible Euler equations, extending Tadmor’s result [17]. The proof was carried out in
one dimension but easily follows in two and three dimensions (the characterization of the
two families in section 4 is independent of the number of dimensions). This principle was
proven for the mixture’s specific entropy only. It would be interesting to establish whether
this also holds for the specific entropy of each species. We assumed a mixture of thermally
perfect gases governed by an ideal gas law. The methodology outlined here and in the work
of Harten et al. [7], which extended Harten’s characterization [6] to gases with an arbitrary
equation of state, should provide helpful guidelines for those interested in taking this result
farther.
While numerical schemes consistent with the entropy condition (1.7) for a given pair (U, F )
can be constructed [16] (for the compressible multicomponent Euler equations, Gouasmi et
al. [14] constructed one such scheme for the pair (−ρs,−ρus)), designing numerical schemes
which lead to discrete entropy solutions is more challenging. A common trait of such schemes
[4, 28, 22, 29] is that they take root in the notion of a Riemann problem and the existence
of solutions satisfying all entropy inequalities.
While the minimum entropy principle is only a property of entropy solutions, it provides
valuable information about the local behavior of the physical solution. Limiting procedures
for high-order schemes have been designed around this property [28, 29, 23, 24] for the Euler
equations and may henceforth prove useful in multicomponent flow simulations.
Finally, we emphasize that the present work is not meant to provide a comprehensive
review of the symmetrizability of the multicomponent system. We refer the interested reader
to Giovangigli & Matuszewski [12] for instance. The investigation of entropy functions carried
out in section 4 was driven by the prospect of proving a minimum entropy principle. Harten’s
pioneering work [6] had broader motivations.
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