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Abstract
We study the large longitudinal motion of a nonlinearly viscoelastic bar with one end fixed and the other end attached to
a heavy particle. This problem is a precise continuum-mechanical analog of the basic discrete mechanical problem of the
motion of a particle on a (massless) spring. This motion is governed by an initial-boundary-value problem for a class of third-
order quasilinear parabolic–hyperbolic partial differential equations subject to a nonstandard boundary condition, which is the
equation of motion of the particle. The ratio of the mass of the bar to that of the tip mass is taken to be a small parameter ε. We
prove that this problem has a unique globally defined solution that admits a valid asymptotic expansion, including an initial-
layer expansion, in powers of ε for ε near 0. The validity of the expansion gives a precise meaning to the solution of the reduced
problem, obtained by setting ε = 0, which curiously is seldom governed by the expected ordinary differential equation. The
fundamental constitutive hypothesis that the tension be a uniformly monotone function of the strain rate plays a critical role in
a delicate proof that each term of the initial-layer expansion decays exponentially in time. These results depend on new decay
estimates for the solution of quasilinear parabolic equations.  2002 Éditions scientifiques et médicales Elsevier SAS. All rights
reserved.
1. Introduction. Formulation of the governing equations
In this and in the following two sections we adopt the convention that any function or derivative of a function that is exhibited
is ipso facto continuous on its domain. In the remaining sections, where we carry out the analysis of the equations formulated
here, we carefully spell out hypotheses on the regularity of the data and we deduce consequent theorems on the regularity of
solutions.
We study the large longitudinal motion of a light nonlinearly viscoelastic bar (or spring) with one end fixed and the other
end attached to a particle with mass m. (This is a restricted motion for various kinds of space-tethered structures [7].) We scale
the natural reference length of the bar to be 1. We identify a typical material point of the bar with its distance s from the fixed
end in the natural state. Let w(s, t) be the position of material point s at time t . We require that
ws(s, t) > 0 ∀s ∈ [0,1], ∀t  0, (1.1)
to ensure that the local ratio of deformed to natural length never be reduced to zero. We denote partial derivatives by subscripts.
The requirement that the end s = 0 be fixed is expressed by
w(0, t)= 0. (1.2)
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We impose initial conditions in the form
ws(s,0)= ϕ(s), wt (s,0)=ψ(s) (1.3)
with ϕ and ψ prescribed continuous functions on [0,1] with ϕ(s) > 0 for consistency with (1.1) and with ψ(0) = 0 for
consistency with (1.2).
Let n(s, t) be the tension at (s, t). Let ερ(s) be the mass density of the bar per unit reference length at s. The function ρ is
required to be positive everywhere on [0,1], and ε is a given number in (0,1). The parameter ε is interpreted as the scaled ratio
of the mass of the bar to the mass m of the particle. Let g(s, t) be the force per unit reference length at s exerted by external
agencies at time t . The classical form of the differential equation of motion of the bar is
ερ(s)wtt (s, t)= ns(s, t)+ g(s, t). (1.4)
At time t the particle is subject to the contact force −n(1, t) from the bar and to an external force h(t). The boundary condition
at the end s = 1 is just the equation of motion of the particle:
mwtt (1, t)=−n(1, t)+ h(t). (1.5)
We assume that the bar is nonlinearly viscoelastic of strain-rate type 1. Thus there is a (nonlinear) constitutive function
[0,1] × (−1,∞)× (−∞,∞) 
 (x, y, z) →N(x,y, z) ∈R (1.6)
for which
n(s, t)=N(s,ws(s, t),wst (s, t)). (1.7)
We systematically use the arguments of (1.6) to identify the partial derivatives of N . We require that extreme strains produce
extreme tensions, and that an increase in strain rate wst for fixed strain produce an increase in the tension in such a way that all
motions are uniformly dissipative. We accordingly assume that
N(x,y, z)→
{ ∞
−∞
}
as y→
{∞
0
}
, (1.8)
for fixed x, z, and that there is a number C > 0 such that
Nz  C−1. (1.9)
These crucial constitutive assumptions (1.8) and (1.9) tacitly hold throughout this paper. In Section 2, we describe further
constitutive assumptions, which will be specifically invoked.
The initial-boundary-value problem for w is (1.1)–(1.5), (1.7). Condition (1.9) gives (1.4), (1.7) a uniform parabolicity,
which plays a crucial role in every aspect of our analysis. Since (1.4), (1.7) is a damped version of a quasilinear wave equation,
we term it a parabolic–hyperbolic equation. A fuller discussion of its formulation is given in [3].
We analyze the delicate singular perturbation of this initial-boundary-value problem as ε → 0. We prove that a formal
two-time expansion is asymptotic to its solution, whose existence and regularity we establish. The reduced problem, obtained
by setting ε = 0, which has been studied in [2,3,35], describes the motion of a particle attached to a massless viscoelastic
spring. Paper [2] shows that in this formal limit, the equation for the particle is in general not the expected ordinary differential
equation, perpetuated by textbooks, but rather an ordinary-functional differential equation in which the constitutive equation
for the massless spring depends upon the history of the motion of the tip mass. The reduced problem can be governed by an
ordinary differential equation only under very restricted conditions, which are met, e.g., when the spring is uniform and the
initial conditions have the special form
ϕ(s)= ϕ(1), ψ(s)= sψ(1). (1.10)
(In certain important cases, however, it can be shown that the traditional ordinary differential equation defines a global attractor
for the dynamical system for the reduced problem [35].) Our analysis shows that the solution of the reduced problem with its
unexpected memory effects plays an important, illuminating, and mathematically precise role in describing the solution of the
full problem. Indeed, the terms of the regular part of the asymptotic expansion also exhibit memory effects.
There is a growing literature on equations of the form (1.4), (1.7) and their generalizations to account for thermal effects.
For extensive references, see [6,28,33,37]. Among the very few papers that treat, as we do here, functions N that are not affine
in z are those of [6,10].
Singular perturbations have been studied for related parabolic–hyperbolic problems: Grimmer and Liu [16] studied singular
perturbations for a class of partial integro-differential equations in viscoelasticity with homogeneous boundary conditions and
with a convex stored-energy function. In this case, the reduced problem (ε = 0) is called the quasi-static approximation. Esham
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and Weinacht [13] studied a different type of hyperbolic–parabolic singular perturbation problem that describes the motion of
a one-dimensional hyperelastic body moving in a viscous medium with a homogeneous boundary condition where the stress–
strain function satisfies strict monotonicity conditions. Milani [23] studied a similar hyperbolic–parabolic singular problem
in three dimensions in both a bounded domain and the whole space in the context of a quasi-stationary approximation of
the electromagnetic field in a ferromagnetic material. Many linear problems of parabolic–hyperbolic type were treated by
Lions [21].
Our problem differs mechanically from these studies not only because we have a different dissipative mechanism but also
because we do not consider the quasistatic version of (1.1)–(1.5), (1.7): Due to the dynamical boundary condition (1.5), the
reduced system has kinetic energy, which is concentrated at the particle; thus, our reduced system has its own novel dynamics.
It is the purpose of this paper to show the dynamics of the reduced problem faithfully describes that of the full problem as
ε→ 0. (Problems with dynamical boundary conditions for quasilinear parabolic equations were studied by Escher [12] and for
quasilinear parabolic–hyperbolic equations by Koch and Antman [19].)
Following what Smith [30] calls the O’Malley–Hoppensteadt construction, we seek asymptotic expansions of solutions of
our initial-boundary-value problem in the form of the sum of a regular expansion and an initial-layer expansion. The main
purpose of this paper is to justify the validity of the asymptotic expansion as ε→ 0.
Such justified expansions have been employed by many authors (see [25,30–32], e.g.) in the setting of ordinary differential
equations. The success of their techniques depends on the exponential decay of the fundamental solution of the corresponding
linearized ordinary differential equation.
If ws is regarded as given, we can regard (1.4), (1.7) as a quasilinear parabolic equation for wt with small parameter ε.
Second-order quasilinear parabolic equations with the small parameter in front of the time derivative were treated by
Hoppensteadt [18]. The validity of his method critically depends on his assumption of the uniform exponential decay property
of Green’s function for the quasilinear parabolic equation treated as a linear parabolic equation with nonhomogeneous time-
dependent coefficients that depend on the frozen unknown function. Instead of hypothesizing such an exponential decay
property for Green’s function, we shall actually deduce results effectively equivalent to this property by obtaining decaying
exponential bounds on the derivatives of solutions of a second-order quasilinear parabolic equation in Section 7. These bounds,
of independent interest, will be used to obtain uniform estimates on solutions of our more complicated problem.
In Section 2, we reformulate our initial-boundary-value problem and discuss further assumptions on the data. In Section 3
we describe the asymptotic representation and formally find the equations governing the regular and initial-layer expansions. In
Section 4, we analyze the problems of the regular expansion. In Section 5, we obtain rigorous error estimates, which justify the
asymptotic expansions. These estimates are based on our decaying exponential bounds for the initial layer derived in Sections 7
and 8.
Notation
Throughout this paper we use C and µ to denote typical positive constants that depend on the data and may have different
meanings in each appearance. We suppress the dependence of these constants on N , ϕ, and ψ , but often exhibit the dependence
on the time variable T and on the order k of the asymptotic expansion. A statement of the form |u| C by convention means
that there exists a constant C for which this inequality holds. We adopt the convention that a differential operator only applies
the term immediately following it, unless parentheses are used. For example, ∂suv ≡ (∂su)v. We denote ordinary derivatives
by primes. We denote by H 1 the Sobolev space consisting of functions that together with their first-order weak derivatives are
square integrable. We use without comment the elementary inequality 2xy  δ−2x2 + δ2y2 for all real x and y and for all real
δ = 0.
2. Reformulation of the problem. Restrictions on the data
It is convenient to replace the initial-boundary-value problem (1.1)–(1.5), (1.7) with an equivalent one for a system of
equations of first order in the time derivative. We set
u(s, t)=ws(s, t), v(s, t)=wt (s, t) (2.1)
and obtain an equivalent initial-boundary-value problem for (u, v):
u(s, t) > 0, (2.2)
ut (s, t)= vs(s, t), (2.3)
ερ(s)vt (s, t)= ∂sN
(
s, u(s, t), vs (s, t)
)+ g(s, t), (2.4)
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v(0, t)= 0, (2.5)
mvt (1, t)+N
(
1, u(1, t), vs (1, t)
)= h(t), (2.6)
u(s,0)= ϕ(s), v(s,0)=ψ(s). (2.7a,b)
We denote the values of the solutions of (2.2)–(2.7) by u(s, t; ε), v(s, t; ε). We shall study the dependence of these solutions on
ε when ε is small.
To carry out our analysis we need solutions of our initial-boundary-value problem to be somewhat smoother than classical
solutions. For this purpose we require that the initial data be sufficiently smooth and satisfy compatibility conditions of higher
order at (s, t)= (0,0), (1,0). For (2.7b) to be compatible with (2.5), we require that
ψ(0)= 0. (2.8)
This is the compatibility condition of order 0 at s = 0. Since (2.5) implies that ∂kt v(0, t) = 0, k = 0,1,2, . . . , we set
(s, t)= (0,0) in (2.4) and in its t -derivative, and use (2.3) and (2.7) to obtain
∂sN
(
s,ϕ(s),ψ ′(s)
)∣∣
s=0 + g(0,0)= 0, (2.9)
∂s
[
Nyψ
′ +Nzvst (s,0)
]∣∣
s=0 + gt (0,0)= 0. (2.10)
To get vst (s,0) we differentiate (2.4) with respect to s at t = 0:
ερ′(s)vt (s,0)+ ερ(s)vst (s,0)= ∂ssN
(
s,ϕ(s),ψ ′(s)
)+ gs(s,0). (2.11)
We then use (2.5) to evaluate this at s = 0. (We shall only use these compatibility conditions in scaled equations, in which the
presence of ε in (2.11) causes no difficulty.) Eqs. (2.9) and (2.10) are the compatibility conditions of orders 1 and 2 at s = 0.
By eliminating vt (1,0) between (2.4) and (2.6) we obtain the compatibility condition of order 1 at s = 1:
m
[
∂sN
(
s,ϕ(s),ψ ′(s)
)+ g(s,0)]
s=1 = ερ(s)
[
h(0)−N(s,ϕ(s),ψ ′(s))]
s=1. (2.12)
We next differentiate (2.4) and (2.6) with respect to t , set (s, t) = (1,0), and eliminate vtt (1,0) to obtain the compatibility
condition of order 2 at s = 1:
m
{
∂s
[
Nyψ
′ +Nzvst (s,0)
]+ gt (s,0)}∣∣s=1 = ερ[h′(0)−Nyψ ′ −Nzvst (s,0)]∣∣s=1, (2.13)
where the arguments of the derivatives of N are (s,ϕ(s),ψ ′(s) and where vst (s,0) is given by (2.11) and (2.4). Similarly,
we can obtain compatibility conditions of higher order, which are needed to support our decaying exponential estimates (see
Sections 7 and 8).
We now supplement (2.8), (2.9) with further constitutive assumptions. Let us decompose N in the form
N(x,y, z)=Wy(x,y)+Σ(x,y, z), (2.14a)
where Wy(x,y) and Σ(x,y, z) are continuously differentiable with respect to x, y, z with
Wy(x,y) =N(x,y,0), Σ(x, y,0)= 0. (2.14b,c)
For simplicity of exposition, we assume that the reference state is natural, that is,
N(x,1,0)=Wy(x,1)= 0. (2.14d)
We assume that W  0 and that W(x,y) → ∞ as y → ∞. We could assume that the energy becomes infinite at total
compression:
W(x,y)→∞ as y→ 0, (2.15)
but this condition seems capable of preventing total compression only on a set of s-measure 0 for any fixed t [6]. For this
purpose we adopt an alternative hypothesis that the viscosity become infinite at total compression:
Hypothesis 2.16. There are constants y∗ > 0, M  0, and a function β on (0, y∗] such that
N(x,y, z)−β′(y)z+Mβ(y) ∀y  y∗, ∀z ∈R,
where β(y)→∞ as y→ 0.
A very mild complementary condition for large strains is
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Hypothesis 2.17. There are constants y∗ > 0, M  0, and a function β on [y∗,∞) such that
N(x,y, z) β′(y)z−Mβ(y) ∀y  y∗, ∀z ∈R,
where β(y)→∞ as y→∞.
These constitutive restrictions, which give a positive lower bound and an upper bound on u, are unduly crude in that they
hold for all z. Although our analysis can be carried out under far more natural versions of these hypotheses, given in [6], we do
not introduce them here because they would lead to a much lengthier analysis, virtually duplicating that of [6]. To get further
bounds, we may introduce the following assumption [6,14] (which is weaker than that of [10]):
Hypothesis 2.18. There is a number z∗ > 0 and an increasing continuous function λ from [1,∞) to R such that∣∣Ny(x, y, z)∣∣ λ(M)[1+√Σz(x, y, z)√Σ(x,y, z)/z]
when M−1  y M , |z| z∗.
3. Formal expansions
We introduce the stretched time variable τ by
t = ετ. (3.1)
We seek asymptotic representations of the solutions (u, v) of (2.6)–(2.11) in the form
u(·, ·; ε)= ukA(·, ·; ε)+O
(
εk+1
)
, ukA(s, t; ε)= ukR(s, t; ε)+ εUkI (s, t/ε; ε), (3.2a,b)
v(·, ·; ε)= vkA(·, ·; ε)+O
(
εk+1
)
, vkA(s, t; ε)= vkR(s, t; ε)+ V kI (s, t/ε; ε), (3.2c,d)
where
ukR(s, t; ε)=
k∑
j=0
uj (s, t)
εj
j ! , v
k
R(s, t; ε) =
k∑
j=0
vj (s, t)
εj
j ! , (3.3)
UkI (s, τ ; ε)=
k−1∑
j=0
Uj (s, τ)
εj
j ! , V
k
I (s, τ ; ε) =
k∑
j=0
Vj (s, τ)
εj
j ! (3.4)
with k a non-negative integer. In the course of our study, we precisely interpret (3.2a,c) in terms of various norms. Note carefully
the disposition of ε in (3.2b), which is introduced for computational convenience. We call (3.3) the regular expansion and (3.4)
the initial-layer expansion. The sum of these expansions is the asymptotic expansion (ukA, vkA). In order that (3.4) truly represent
an initial layer, its terms should come into play only for small t . We accordingly want DUkI (s, t/ε; ε)→ 0, DV kI (s, t/ε; ε)→ 0
as ε→ 0 for fixed t > 0 for a suitable collection of derivatives D = 1, ∂s , ∂t , ∂ss , . . . . We ensure this by requiring that
DUj (s, τ)→ 0, DVj (s, τ)→ 0 as τ →∞ for j = 0,1,2, . . . . (3.5a,b)j
We require (ukR, vkR) to satisfy (2.2)–(2.6) to within order O(εk+1), but not necessary all the initial conditions (2.7). Of
course, we require (3.2a,c) to satisfy the full initial-boundary-value problem, so that (UkI ,V kI ) must satisfy
∂τU
k
I (s, τ ; ε)= ∂sV kI (s, τ ; ε)+O
(
εk+1
)
, (3.6)
ρ(s)∂τ V
k
I (s, τ ; ε)= ∂s
[
N
(
s, ukA(s, ετ ; ε)+O
(
εk+1
)
, ∂sv
k
A(s, ετ ; ε)+O
(
εk+1
))
−N(s, ukR(s, ετ ; ε)+O(εk+1), ∂svkR(s, ετ ; ε)+O(εk+1))]+O(εk+1), (3.7)
V kI (0, τ ; ε)= O
(
εk+1
)
, (3.8)
m∂τV
k
I (1, τ ; ε)+ ε
[
N
(
1, ukA(1, ετ ; ε)+O
(
εk+1
)
, ∂¯sv
k
R(1, ετ ; ε)+O
(
εk+1
))
−N(1, ukR(1, ετ ; ε)+O(εk+1), ∂svkR(1, ετ ; ε)+O(εk+1))]= O(εk+1). (3.9)
ukR(s,0; ε)+ εUkI (s,0; ε)= ϕ(s)+O
(
εk+1
)
,
vkR(s,0; ε)+ V kI (s,0; ε)=ψ(s)+O
(
εk+1
)
.
(3.10)
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Note that the forcing functions g and h do appear in these equations.
Since uj (s, t)= ∂jε ukR(s, t;0), etc., we get equations for (uj , vj ), involving (u0, v0), . . . , (uj−1, vj−1), by substituting (3.2)
into (2.3)–(2.6), differentiating the resulting equations j times with respect to ε, and then setting ε= 0. Let us set
n0(s, t) :=N(s, u0(s, t), ∂sv0(s, t)), n0y(s, t) :=Ny(s, u0(s, t), ∂sv0(s, t)), (3.11)
etc. We find that (u0, v0) satisfies the nonlinear system
∂tu0(s, t)= ∂sv0(s, t), (3.12)0
0 = ∂sN
(
s, u0(s, t), ∂sv0(s, t)
)+ g(s, t), (3.13)0
v0(0, t)= 0, (3.14)0
m∂t v0(1, t)+N
(
1, u0(1, t), ∂sv0(1, t)
)= h(t) (3.15)0
and that the (uj , vj ), j = 1,2, . . . , satisfy the linear systems
∂tuj = ∂svj , (3.12)j1
jρ∂t vj−1 = ∂s
[
n0yuj + n0z∂svj + fj (s, t)
]
, (3.13)j1
vj (0, t)= 0, (3.14)j1
m∂t vj (1, t)+ n0y(1, t)uj (1, t)+ n0z(1, t)∂svj (1, t)+ fj (1, t)= 0, (3.15)j1
where fj is a linear function of derivatives of N with respect to y and z evaluated at (s, u0(s, t), ∂sv0(s, t)) and is a polynomial
of degree j (typically nonhomogeneous) in u1, . . . , uj−1, ∂sv1, . . . , ∂svj−1. In particular,
f1(x) = 0,
f2(x, y1, z1) = n0y12 + 2n0yzy1z1 + n0zzz12. (3.16)
Eqs. (3.12)0–(3.15)0 are those for the reduced problem. In the next section we show that our constitutive assumptions ensure
that the equations for the terms of the regular expansion, subject to initial conditions given below, have globally defined unique
classical solutions.
Since Uj (s, τ)= ∂jε UkI (s, τ ;0), etc., we find equations for (Uj ,Vj ) from (3.6)–(3.9) by the same process. We set
N0(s, τ ) :=N(s,ϕ(s), ∂sv0(s,0)+ ∂sV0(s, τ )),
N00(s) :=N(s,ϕ(s), ∂sv0(s,0)),
N0y (s, τ ) :=Ny
(
s,ϕ(s), ∂sv0(s,0)+ ∂sV0(s, τ )
)
,
N00y (s) :=Ny
(
s,ϕ(s), ∂sv0(s,0)
)
,
(3.17)
etc. By accounting for (3.10) we thus obtain
∂τUj = ∂sVj , j = 0,1, . . . , (3.18)j
ρ∂τ V0 = ∂s
[
N
(
s,ϕ(s), ∂sv0(s,0)+ ∂sV0
)−N(s,ϕ(s), ∂sv0(s,0))] (3.19a)0
≡ ∂s
{[ 1∫
0
Nz
(
s,ϕ(s), ∂sv0(s,0)+ θ∂sV0
)
dθ
]
∂sV0
}
(3.19b)0
≡ ∂sN
(
s,ϕ(s), ∂sv0(s,0)+ ∂sV0
)+ g(s,0) (3.19c)0
(with the least useful version (3.19c)0 coming from (3.13)0),
ρ∂τVj = ∂s
[
N0z (s, τ )∂sVj + Fj (s, τ)
]
, (3.19)j1
Vj (0, τ )= 0, j = 0,1, . . . , (3.20)j
∂τ V0(1, τ )= 0 ⇒ V0(1, τ )=ψ(1)− v0(1,0) (3.21)0
(which follows from (3.10)),
m∂τV1(1, τ )+N
(
1, ϕ(1), ∂sv0(1,0)+ ∂sV0(1, τ )
)−N00(1)= 0, (3.21)1
m∂τVj (1, τ )+ jN0z (1, τ )∂sVj−1(1, τ )+ jFj−1(1, τ )= 0, (3.21)j2
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where Fj (s, τ) is a linear function of derivatives of N with respect to y and z up to order j evaluated at (s,ϕ(s), ∂sv0(s,0)+
∂sV0(s, τ )) and at (s,ϕ(s), ∂sv0(s,0)) and is a polynomial of degree j in
∂tu0(s,0)τ, . . . , ∂
j
t u0(s,0)τ
j , u1(s,0), . . . , ∂
j−1
t u1(s,0)τ
j−1, . . . , uj (s,0),
∂st v0(s,0)τ, . . . , ∂
j
t ∂sv0(s,0)τ
j , ∂sv1(s,0), . . . , ∂
j−1
t ∂sv1(s,0)τ
j−1, . . . , ∂svj (s,0),
U0(s, τ ), . . . ,Uj−1(s, τ ), ∂sV0(s, τ ), . . . , ∂sVj−1(s, τ )
in such a way that Fj (s, τ) is a polynomial of degree j in those τ ’s that are not arguments of U0(s, τ ), . . . , ∂sVj−1(s, τ ). In
particular,
F1(s, τ ) :=N0y (s, τ )U0(s, τ )+
[
N0y (s, τ )−N00y (s)
][
τ∂t u0(s,0)+ u1(s,0)
]
+ [N0z (s, τ )−N00z (s)][τ∂st v0(s,0)+ ∂sv1(s,0)], (3.22)1
F2(s, τ ) := 2N0yU1(s, τ )+
(
N0y −N00y
)[
τ2∂tt u0(s,0)+ 2τ∂t u1(s,0)+ u2(s,0)
]
+ (N0z −N00z )[τ2∂st tv0(s,0)+ 2τ∂st v1(s,0)+ ∂sv2(s,0)]+N0[τ∂t u0(s,0)+ u1(s,0)+U0]2
−N00[τ∂t u0(s,0)+ u1(s,0)]2
+ 2N0yz
[
τ∂t u0(s,0)+ u1(s,0)+U0
][
τ∂st v0(s,0)+ ∂sv1(s,0)+ ∂sV1
]
− 2N00yz
[
τ∂t u0(s,0)+ u1(s,0)
][
τ∂st v0(s,0)+ ∂sv1(s,0)
]
+N0zz
[
τ∂st v0(s,0)+ ∂sv1(s,0)+ ∂sV1
]2 −N00zz [τ∂st v0(s,0)+ ∂sv1(s,0)]2.
(3.22)2
Note that (3.19a)0 is a quasilinear heat equation and that the (3.19)j , j  1, are nonhomogenous linear heat equations.
From (3.10) we likewise obtain
u0(s,0)= ϕ(s), v0(s,0)+ V0(s,0)=ψ(s), (3.23a,b)0
uj (s,0)+ jUj−1(s,0)= 0, vj (s,0)+ Vj (s,0)= 0. (3.23a,b)j1
We shall see in Section 4 that the the initial data needed for the reduced equations (3.12)j , (3.15)j are prescriptions of
uj (·,0) and vj (1,0). We accordingly take (3.23a)j as initial conditions for the uj . The treatment of (3.23b) is more delicate:
The problems (3.12)0–(3.15)0 and (3.18)0–(3.21)0 are coupled only through the initial condition (3.23b)0 and the boundary
condition (3.21)0, which comes from this initial condition. Since (3.19)0 depends on the data ∂sv0(·,0) for the reduced problem,
we prescribe
v0(1,0)=ψ(1). (3.23c)0
(This prescription is physically natural: It gives the initial velocity of the particle on a massless spring.) Thus (3.21)0 and (3.23)0
imply that
V0(1, τ )= 0. (3.23d)0
Next we observe that ∂τ Vj (1, τ ) in (3.21)j1 is determined entirely by lower-order terms. In particular, (3.5) enables us to get
boundary conditions at s = 1 by integrating (3.21)j1:
mV1(1, τ )=
∞∫
τ
[
N
(
1, ϕ(1), ∂sv0(1,0)+ ∂sV0(1,ω)
)−N00(1)]dω, (3.23d)1
mVj (1, τ )= j
∞∫
τ
[
N0z (1,ω)∂sVj−1(1,ω)+ Fj−1(1,ω)
]
dω. (3.23d)j2
These equations deliver values for Vj (1,0), j = 1,2, . . . . Then (3.23b)j1 yields
vj (1,0)=−Vj (1,0), (3.23c)j1
which are the initial data needed for the equations (3.12)j1–(3.15)j1 of the regular expansion.
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We avoid using initial data for the Uj by again exploiting (3.5) to deduce from (3.18)j that
Uj (s, τ)=−
∞∫
τ
∂sVj (s,ω)dω, (3.24)j
whence we obtain Uj (s,0), which can now be inserted into (3.23a)j1 to give explicit initial conditions for the uj , j  1.
The first-order compatibility conditions for V0 at (s, τ )= (0,0), (1,0) are
∂s
[
N
(
s,ϕ(s),ψ ′(s)
)−N(s,ϕ(s), ∂sv0(s,0))]∣∣s=0,1 = 0. (3.25)0
(These and other such compatibility conditions can be alternatively derived from the asymptotic expansion of the compatibility
conditions of Section 2.)
4. The regular expansion
We now show how to solve the problems (3.12)j –(3.15)j , (3.23a,c)j , j = 0,1, . . . , for (uj , vj ), under the assumption, to be
verified later, that the equations for the initial-layer expansion have well-behaved solutions. We begin with the linear equations
for j  1 because their solution procedure illuminates that for j = 0. We drop the index j from u,v,f to simplify the formulas.
Set
r(s, t) := n
0
y(s, t)
n0z(s, t)
, R(s, t) := exp
( t∫
0
r(s, ζ )dζ
)
. (4.1)
We substitute (3.12)j into (3.13)j , integrate the resulting equation with respect to s from s to 1, and then use (3.15)j to obtain[
R(s, t)u(s, t)
]
t
=− R(s, t)
n0z(s, t)
[
mvt (1, t)+ f (s, t)+ k(s, t)
]
, (4.2)
k(s, t) :=
1∫
s
jρ(σ )∂t vj−1(σ, t)dσ. (4.3)
Thus
u(s, t)= 1
R(s, t)
{
u(s,0)−
t∫
0
R(s, ζ )
n0z(s, ζ )
[
mvt (1, ζ )+ f (s, ζ )+ k(s, ζ )
]
dζ
}
, (4.4)
vs(s, t)= ut (s, t)=− r(s, t)
R(s, t)
{
u(s,0)−
t∫
0
R(s, ζ )
n0z(s, ζ )
[
mvt (1, ζ )+ f (s, ζ )+ k(s, ζ )
]
dζ
}
+ 1
n0z(s, t)
[
mvt (1, t)+ f (s, t)+ k(s, t)
]
.
(4.5)
By integrating (4.5) with respect to s from 0 to s subject to (3.14)j , we get
v(s, t)=−
s∫
0
r(σ, t)
R(σ, t)
u(σ,0)dσ + · · · , (4.6)
and thus
v(1, t)=−
1∫
0
r(s, t)
R(s, t)
{
u(s,0)−
t∫
0
R(s, ζ )
n0z(s, ζ )
[
mvt (1, ζ )+ f (s, ζ )+ k(s, ζ )
]
dζ
}
ds
+
1∫
0
1
n0z(s, t)
[
mvt (1, t)+ f (s, t)+ k(s, t)
]
ds.
(4.7)
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This is a linear Volterra integral equation for vt (1, ·) of the form
m
[ 1∫
0
1
n0z(s, t)
ds
]
vt (1, t)=
t∫
0
[
1+m
1∫
0
r(s, t)
R(s, t)
R(s, ζ )
n0z(s, ζ )
ds
]
vt (1, ζ )dζ + V (1,0)+ p(t), (4.8)
where p(t) is known and where we have used (3.23c). That (4.8) has a globally defined unique solution follows from a standard
local solvability theorem (based on the Contraction-Mapping Principle) and from continuation methods (cf. Gripenberg et al.
[17] or Miller [24], e.g.). We substitute this solution into (4.4) and (4.6) to obtain (uj , vj ).
Now we turn to the case j = 0, dropping the subscript 0. From (3.12)0, (3.13)0, (3.15)0, we obtain
N
(
s, u(s, t), ut (s, t)
)=G(s, t)+ h(t)−mvt (1, t), G(s, t) := 1∫
s
g(s, ζ )dζ. (4.9a)
Condition (1.9) ensures that N(x,y, ·) has an inverse Z(x,y, ·), so that (4.9a) is equivalent to
ut (s, t)= Z
(
s, u(s, t),G(s, t)+ h(t)−mvt (1, t)
)
. (4.9b)
Then (3.12)0, (3.14)0 imply that
v(s, t) =
s∫
0
Z
(
σ,u(σ, t),G(σ, t)+ h(t)−mvt (1, t)
)
dσ, (4.10)
v(1, t) =
1∫
0
Z
(
s, u(s, t),G(s, t)+ h(t)−mvt (1, t)
)
ds. (4.11)
Now (1.9) also implies that n → ∫ 10 Z(s,u(s, t),G(s, t) + n)ds has an inverse z → P(u(·, t),G(·, t), z), so that (4.11) is
equivalent to
mvt (1, t)= h(t)− P
(
u(·, t),G(·, t), v(1, t)). (4.12a)
We now substitute (4.12a) into (4.9b) to get
ut (s, t)= Z
(
s, u(s, t),G(s, t)+ P (u(·, t),G(·, t), v(1, t))). (4.12b)
Our problem is therefore reduced to finding classical solutions v(1, ·), u(s, ·) of the system (4.12) of “ordinary differential
equations”.
We get solutions local in time by integrating (4.12) with respect to time using initial conditions (3.23a,c)j1, and then,
in a standard way, using the Contraction-Mapping Principle if g and h are continuous, and using the Schauder Fixed-Point
Theorem if g and h are locally square-integrable on their domains. Assuming the latter, we now show that the solution can be
continued for all time by showing that each of the unknown functions is pointwise bounded for any finite time (see Martin [22,
Chap. 6]).
We multiply (3.13)0 by v(s, t), integrate the resulting equation over [0,1] × [0, t], and use (3.23a,c)0 to obtain the energy
equation
m
2
v(1, t)2 +
1∫
0
W
(
s, u(s, t)
)
ds +
t∫
0
1∫
0
Σ
(
s, u(s, ζ ), vs (s, ζ )
)
vs(s, ζ )ds dζ
= m
2
ψ(1)2 +
1∫
0
W
(
s,ϕ(s)
)
ds +
t∫
0
1∫
0
g(s, ζ )v(s, ζ )ds dζ +
t∫
0
h(ζ )v(1, ζ )dζ.
(4.13a)
Now for each δ > 0,
t∫
0
1∫
0
g(s, ζ )v(s, ζ )ds dζ  1
2δ
t∫
0
1∫
0
g(s, ζ )2 ds dζ + δ
2
t∫
0
1∫
0
v(s, ζ )2 ds dζ  C(t)+ δ√
2
t∫
0
1∫
0
vs(s, ζ )
2 ds dζ, (4.13b)
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t∫
0
h(ζ )v(1, ζ )dζ  1
2
t∫
0
h(ζ )2 dζ + 1
2
t∫
0
v(1, ζ )2 dt  C(t)+ 1
2
t∫
0
v(1, ζ )2 dt, (4.13c)
where the last inequality in (4.13b) is based on the Poincaré inequality, trivially obtained here from the application of the
Cauchy–Bunyakovskiı˘–Schwarz inequality:
v(s, t)2 = 2
s∫
0
v(σ, t)vs (σ, t)dσ  2
[ 1∫
0
v(σ, t)2 dσ
]1/2[ 1∫
0
vs(σ, t)
2 dσ
]1/2
.
Since (1.9) and (2.14c) imply that Σ(s,u, vs)vs C−1v2s , we can take δ so small that (4.13a–c) yields
v(1, t)2 +
1∫
0
W
(
s, u(s, t)
)
ds +
t∫
0
1∫
0
vs(s, ζ )
2 ds dζ C(t)+C
t∫
0
v(1, ζ )2 dt . (4.13d)
Since each term on the left-hand side of this equation is non-negative, we obtain from the Gronwall inequality that∣∣v(1, t)∣∣ C. (4.14)
Next, without loss of generality, we assume that y∗ < minϕ(s), where y∗ is given in Hypothesis 2.16. Suppose that there
is a point (s0, T ) for which u(s0, T ) < y∗. Let t∗ be the last time before T at which u(s0, t∗)= y∗. We substitute (3.12)0 into
(3.13)0, integrate the resulting equation over [s0,1] × [t∗, T ], and then use (3.15)0 to obtain
T∫
t∗
N
(
s0, u(s0, t), ut (s0, t)
)
dt =m[v(1, t∗)−mv(1, T )]+ T∫
t∗
[
h(t)+G(s0, t)
]
dt . (4.15)
Hypothesis 2.17 and (4.14) then imply that
β
(
u(s0, t)
)
 C(t)+ β(y∗)+M
t∫
t∗
β
(
u(s0, ζ )
)
dζ for t∗  t  T . (4.16)
The Gronwall Inequality implies that β(u(s0, T ))C(T ), so that the properties of β ensure that
u(s0, T )C(T )−1. (4.17)
A similar analysis using Hypothesis 2.17 yields
u(s0, T )C(T ). (4.18)
Conditions (4.14), (4.16), (4.17) ensure the global continuation of the solutions to (3.12)0–(3.15)0, (3.23a,c)0.
The derivations of the estimates (4.17), (4.18) is based upon Exercise III.7.35 of [3]; these derivations differ slightly from
those of [2]. The argument centered on (4.25)–(4.27) of [2], corresponding to (III.7.32)–(III.7.34) of [3], needs further mild
constitutive assumptions in order to be valid. It is shown in [2] that vj (1, ·) in general is not governed by a second-order
ordinary differential equation.
By using standard methods, we readily obtain
Theorem 4.19. The functions uj , vj have any prescribed level of smoothness when the data N , g, and h have a correspondingly
high level smoothness.
The rest of this paper is devoted to showing that (3.2)–(3.4) generate a uniformly valid asymptotic representation of the
solution of the initial-boundary-value problem (and to making the statement of this result mathematically precise). In the course
of the analysis we show that the functions Uj , Vj can be determined recursively.
5. Error estimates justifying the asymptotics
In this section we demonstrate our fundamental result, the asymptotic validity of the expansion (3.2)–(3.4), by using the
exponential decay of the initial-layer terms, demonstrated in Sections 7 and 8, together with results on the existence, uniqueness,
and bounds for solutions of (2.2)–(2.7).
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We now find the equations satisfied by (ukA, vkA), which are defined in (3.2). From (3.10)–(3.15), (3.18)–(3.21) we obtain
∂tu
k
A − ∂svkA =−(∂sVk)
εk
k! , (5.1)
ερ∂t v
k
A = ∂s
{
n0 +
k+1∑
j=1
(
n0yuj + n0z∂svj + fj
)εj
j !
}
+ ∂s
{
N0(s, t/ε)+
k∑
j=1
[
N0z (s, t/ε)∂sVj +Fj (s, t/ε)
]εj
j !
}
, (5.2)
vkA(0, t; ε)= 0, (5.3)
m∂t v
k
A(1, t; ε)+ n0(1, t)+N0(1, t/ε)−N00(1)+
k∑
j=1
[
n0y(1, t)uj (1, t)+ n0z(1, t)∂svj (1, t)+ fj (1, t)
]εj
j !
+
k−1∑
j=1
[
N0z (1, t/ε)∂sVj (1, t/ε)+ Fj (1, t/ε)
] εj
j ! = 0,
(5.4)
ukA(s,0; ε)= ϕ(s), vkA(s,0; ε)=ψ(s). (5.5)
The exponential bounds for Uj , Vj for i = 0,1,2, . . . , proved in Sections 6 and 7, are given in
Theorem 5.6. Let N satisfy (1.9). Let non-negative integers j,p, q be given. If N and the initial data have a level of smoothness
sufficiently high with respect to j,p, q and if the initial data satisfy compatibility conditions of sufficiently high order, then
(3.18)j –(3.21)j has a solution Uj ,Vj , and there are constants C and µ depending only on j,p, q and the data of the problem
(and independent of ε) for which∣∣∂p−1s ∂q+1τ Uj (s, τ)∣∣, ∣∣∂ps ∂qτ Vj (s, τ )∣∣ Ce−µτ . (5.7)
The analysis carried out in Section 4 shows that the regular perturbations have solutions under suitable smoothness
assumptions. Under such assumptions, Theorem 5.6 ensures that
N¯k(s, t; ε) :=N(s, ukA(s, t; ε), ∂svkA(s, t; ε)) (5.8a)
is (k+ 1)-times continuously differentiable with respect to ε. Thus Taylor’s Theorem says that there is a θ(s, t; ε) ∈ (0,1) such
that
N¯k(s, t; ε)=
k∑
j=0
∂
j
ε N¯
k(s, t;0) ε
j
j ! + ∂
k+1
ε N¯
k
(
s, t; θ(s, t; ε)ε) εk+1
(k+ 1)! . (5.8b)
In particular, (3.5), which is justified by Theorem 5.6, implies that
N¯k(s, t;0)= n0(s, t) :=N(s, u0(s, t), ∂sv0(s, t)), (5.9)
∂
j
ε N¯
k(s, t;0)= n0yuj (s, t)+ n0z∂svj (s, t)+ fj (s, t) (5.10a)
for t > 0, so that
N¯k(s, t; ε)= n0 +
k∑
j+1
(
n0yuj + n0z∂svj + fj
)εj
j ! + ∂
k+1
ε N¯
k
(
s, t; θ(s, t; ε)ε) εk+1
(k+ 1)! . (5.10b)
Thus (3.13)0, (5.2), (5.8)–(5.10) yield
ερ∂t v
k
A − N¯ks = ∂s p¯k, (5.11)
m∂t v
k
A(1, t; ε)+ N¯k(1, t; ε)= q¯k(t; ε), (5.12)
where
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− p¯k := [n0yuk+1 + n0z∂svk+1 + fk+1] εk+1(k+ 1)! − ∂k+1ε N¯k(s, t; θ(s, t; ε)ε) εk+1(k+ 1)!
+N0 +
k∑
j=1
[
N0z (s, t/ε)∂sVj + Fj (s, t/ε)
]εj
j ! ,
(5.13)
q¯k(t, ε) := ∂k+1ε N¯k(1, t; θε)
εk+1
(k+ 1)! +m
k∑
j=0
∂τ Vj (1, t/ε)
εj
j ! . (5.14)
Note that by using (3.6)–(3.9) and the preceding comments, we immediately obtain (5.11), but without an explicit
representation for p¯k .
That ∂sN0 Cεk+1 follows from (3.13)0, from Taylor’s Theorem, and from the exponential bounds on V0 of Theorem 5.6.
That ∂sFj  Cεk+1 follows from the fact that Fj consists of sums of initial-layer terms and terms with factors such as
N0z (s, τ )−N00z (s) (see (3.22)). Let T be any positive number. Thus there is a C(T, k) such that∣∣p¯k∣∣, ∣∣q¯k∣∣ C(T, k)εk+1 for 0 < t  T (5.15)
for N and initial data sufficiently regular and for initial data satisfying compatibility conditions of sufficiently high order.
We denote by H˙ 1[0,1] the subspace of H 1[0,1] consisting of functions that vanish in the sense of trace at 0. We introduce
the errors
ukE(s, t; ε) := u(s, t; ε)− ukA(s, t; ε), vkE (s, t; ε) := v(s, t; ε)− vkA(s, t; ε), (5.16a,b)
where (u, v) is the weak solution of the problem (2.2)–(2.7). Its existence is ensured by the following theorem, whose proof is
but a minor modification of the proofs of Theorem 9.7 and Corollary 8.19 of [6].
We henceforth denote the L2 norm on [0,1] by ‖ · ‖.
Theorem 5.17. Fix T > 0, ε > 0. Let ϕ,ψ ∈H 1(0,1), let g ∈ L2([0,1] × [0, T ]), let h ∈L2[0, T ], and let (2.14)–(2.18) hold.
Then there is a unique pair u(·, ·; ε), v(·, ·; ε) (where v(·, ·; ε) is the abbreviation for the function [0, T ] 
 t → v(t, ·; ε), which
assigns to every t in [0, T ] the function v(t, ·; ε) of s, etc.) with
v(·, ·; ε) ∈ C0([0, T ];C1[0,1]),
vt (·, ·; ε) ∈ L2
(
0, T ; H˙ 1(0,1)), (5.18)
ut (·, ·; ε)= vs(·, ·; ε) ∈ C0
([0, T ];H 1[0,1])
satisfying the weak version (Principle of Virtual Power) of problem (2.3)–(2.7):
1∫
0
ερ(s)vt (s, t; ε)η(s, t)ds +
1∫
0
N(s,u, vs)ηs(s, t)ds +mvt (1, t; ε)η(1, t)= 0, ∀η ∈ H˙ 1(0,1), (5.19)
u(s, t; ε)= ϕ(s)+
t∫
0
vs(s, ζ ; ε)dζ (5.20)
for almost every t ∈ (0, T ), with initial conditions (2.7) and boundary condition (2.5) satisfied pointwise. Moreover, there is
a C(T ) depending only on the data, but not on ε, such that
|u| C(T )−1, |ut |, |u|, |vs |,
∥∥vss(·, t; ε)∥∥C(T ), ∀(s, t) ∈QT := [0,1] × [0, T ]. (5.21)
The next theorem, our main result, shows that the asymptotic expansion (3.2) has the indicated error estimates in certain
norms. In Section 9, we explain how to strengthen this result.
Theorem 5.22. Let ε0 ∈ (0,1), T > 0 and k ∈N be fixed. Let the hypotheses of Theorem 5.17 hold, let N and the initial data
be sufficiently smooth, and let the initial data satisfy compatibility conditions of sufficiently high order (whence it follows that
ukA(s, t; ε) and vkA(s, t; ε) exist and the initial-layer terms have exponential decay). Then there is a constant C(k,T ) independent
of ε that depends on the other data of the problem such that
sup
QT
∣∣∂svkE (s, t; ε)∣∣ C(k,T )εk+1, sup
QT
∣∣∂t ukE(s, t; ε)∣∣ C(k,T )εk+1 (5.23a,b)
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for all ε ∈ (0, ε0) It immediately follows from (5.23a,b) that
sup
QT
∣∣vkE (s, t; ε)∣∣C(k,T )εk+1, sup
QT
∣∣ukE(s, t; ε)∣∣ C(k,T )εk+1. (5.23c,d)
Proof. By (2.3), (2.7), (5.1), and (5.5), we have
∂tu
k
E(s, t; ε)= ∂svkE (s, t; ε)+ ∂sVk(s, t/ε)
εk
k! , (5.24)
ukE(s,0; ε)= 0, vkE (s,0; ε)= 0. (5.25)
Since (ukA, vkA) satisfies (5.11)–(5.16) in the classical sense, we can subtract the weak equation satisfied by (ukA, vkA) from (5.19)
and choose η(s, t)= vkE (s, t; ε) in (5.19) to obtain the energy equation
ε
2
d
dt
1∫
0
ρ(s)
(
vkE
)2 ds + 1∫
0
[
N(s,u, vs )−N
(
s, ukA, ∂sv
k
A
)]
∂sv
k
E ds +
m
2
d
dt
[
vkE (1, t; ε)2
]
=
1∫
0
p¯k∂sv
k
E ds + q¯k(1, t; ε)vkE (1, t; ε).
(5.26)
We now apply the Mean-Value Theorem to write the integrand of the second term in (5.26) as[
N(s,u, vs )−N
(
s, ukA, ∂sv
k
A
)]
∂sv
k
E =Nz(ξ)
(
∂sv
k
E
)2 +Ny(ξ)ukE∂svkE , (5.27)
where the argument ξ := (s, ukA(s, t; ε)+ θukE(s, t; ε), ∂svkA(s, t; ε)+ θ∂svkE (s, t; ε)) with θ ∈ (0,1). It follows from (5.21) that
ukE and ∂svkE are bounded, so that Ny(ξ) is bounded. Therefore, (5.7) and (5.24) imply that
1∫
0
Ny(ξ)u
k
E∂sv
k
E ds  δ
1∫
0
(
∂sv
k
E
)2 ds +C 1∫
0
(
ukE
)2 ds
 δ
1∫
0
(
∂sv
k
E
)2 ds +C t∫
0
1∫
0
(
∂sv
k
E
)2 ds dζ +Cε2k ∀δ > 0,
(5.28a)
and (5.15), (5.16) yield
1∫
0
p¯k∂sv
k
E ds + q¯k(1, t; ε)vkE (1, t; ε)
Cε2(k+1)
δ
+ δ
1∫
0
(
∂sv
k
E
)2 ds + δvkE (1, t; ε)2. (5.28b)
We substitute (5.5), (5.21), (5.27), (5.28) into (5.26) and choose 2δ smaller than C−1 and m to obtain an inequality of the
form
d
dt
[
ε
2
1∫
0
ρ(s)
(
vkE
)2 ds +Φ(t)] Cε2k +CΦ(t), (5.29)
where
Φ(t) := vkE (1, t; ε)2 +
t∫
0
1∫
0
(
∂sv
k
E
)2 ds dζ. (5.30)
Integrating (5.29) with respect to t we obtain
Φ(t)Ctε2k +C
t∫
0
Φ(ζ )dζ ∀t ∈ (0, T ], (5.31)
so that
Φ(t)Cε2k exp(Ct) ∀t ∈ (0, T ] (5.32)
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by Gronwall’s Inequality. Combining (5.32) with the time integral of (5.29), we obtain
ε
1∫
0
(
vkE
)2 ds + vkE (1, t; ε)2 + t∫
0
1∫
0
∂sv
k
E (s, ζ ; ε)2 ds dζ  C(k,T )ε2k (5.33)
for all t ∈ (0, T ).
To get (5.23) from (5.33) we first have to boost the power of ε. For this purpose we observe that
1∫
0
(
vkE
)2 ds = 1∫
0
(
v − vk+1A + vk+1A − vkA
)2 ds  2 1∫
0
(
vk+1E
)2 ds + 2 1∫
0
(
vk+1A − vkA
)2 ds C(k,T )ε2k+1. (5.34)
Here we have estimated the penultimate integral by (5.33) with k replaced with k+ 1 and have used the construction of the v¯j
to show that the last integral is less than Cε2(k+1). Now we replace k in (5.34) with k+ 1 to get ∫ 10 (vk+1E )2 ds  Cε2k+3. We
next estimate the penultimate integral of (5.34) with this last inequality, so that the penultimate integral is dominated by the
estimate for the last integral. Thus
1∫
0
(
vkE
)2 ds  C(k,T )ε2(k+1). (5.35)
(Note that this estimate gives one version of (3.2) in terms of a particular L2-norm. We can likewise get another version from
the double integral in (5.33).)
From (5.33) we likewise get the improved estimate
vkE (1, t; ε)2  C(k,T )ε2(k+1). (5.36)
To exploit (5.35), (5.36) to prove (5.23a), we use elementary embedding and interpolation lemmas: Let w ∈H 2(0,1) with
w(0) = 0 = w(1). Thus there is a σ ∈ [0,1] such that w′(σ )= 0. Applying the Cauchy–Bunyakovskiı˘–Schwarz inequality to
w′(s)2 = 2∫ sσ w′(x)w′′(x)dx, we obtain∣∣w′(s)∣∣√2‖w′‖ ‖w′′‖, (5.37a)
where ‖ · ‖ is the L2-norm. Integrating (w′)2 = (ww′)′ − ww′′ over [0,1] and using the Cauchy–Bunyakovskiı˘–Schwarz
inequality, we get
‖w′‖2  ‖w‖‖w′′‖, (5.37b)
which, when substituted into (5.37a) yields∣∣w′(s)∣∣√2‖w‖1/4‖w′′‖3/4. (5.37c)
Let us replace w(s) in (5.37c) with vkE (s, t; ε)− svkE (1, t; ε) and use (5.21), (5.35), (5.36) to obtain∣∣∂svkE (s, t; ε)∣∣ C(k,T )εk+1 +C(k,T )ε(k+1)/4 C(k,T )ε(k+1)/4. (5.38)
By repeating the telescoping method used in (5.34) many times, we deduce (5.23a) from (5.38) (provided that the data have
far more regularity than that used to support (5.35)). Finally, we deduce from (5.23a) and (5.24) that |∂t ukE| C(k,T )εk , from
which one application of the telescoping method yields (5.23b). ✷
6. Fundamental results for parabolic equations
To prove that a mathematically precise version of (3.2)–(3.4) is valid, we require sharp estimates for the terms appearing
there. In this section we assemble fundamental results for parabolic equations that will be used in obtaining these estimates.
Let Ω be a set in Rn with a piecewise smooth boundary, and let α ∈ (0,1]. Cr(Ω) denotes the space of r-times continuously
differentiable functions on Ω and Cr,α(Ω) denotes the space of such functions whose r th derivatives are Hölder continuous
with exponent α. We often suppress the Ω when it is obvious.
Kα(QT ) denotes the Banach space of function QT 
 (s, τ ) → V (s, τ) for which V (·, τ ) is Hölder continuous with
exponent α for each τ , and V (s, ·) is Hölder continuous with exponent 12α for each s. Its norm is defined by
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∥∥V,Kα(QT )∥∥ := max{∣∣V (s, τ)∣∣: (s, τ ) ∈QT }+ sup{ |V (s2, τ )− V (s1, τ )||s2 − s1|α : 0 s1 < s2  1, τ ∈ [0, T ]
}
+ sup
{ |V (s, τ2)− V (s, τ1)|
|τ2 − τ1|α/2
: 0 τ1 < τ2  T, s ∈ [0,1]
}
.
(6.1)
We set
D˜V := (V ,Vτ ,Vs,Vss). (6.2)
These are exactly the derivatives that appear in the classical form of the quasilinear heat equation (3.19a)0.
The following results concern the existence and regularity of weak solutions to the quasilinear parabolic initial-boundary-
value problem
ρ(s)Vτ (s, τ)= ∂sF
(
s, τ,Vs(s, τ )
)
, (6.3)
V (0, τ )=Λ0(τ), V (1, τ )=Λ1(τ), V (s,0)= Ψ (s), (6.4)
where the data Λ0, Λ1, Ψ , F are given.
Theorem 6.5. Let T > 0 and α ∈ (0,1] be given. Let
ρ ∈ C0,α[0,1], ρ(s) > 0 for s ∈ [0,1], (6.6)
F,Fx,Fz ∈C0(QT ×R), (6.7)
Λ′0,Λ′1 ∈C0,α/2[0, T ], Ψ ′′ ∈ C0,α[0,1]. (6.8)
Let the data Λ0, Λ1, Ψ satisfy the compatibility conditions
Λδ(0)=Ψ (δ) for δ = 0,1, (6.9a)
ρ(δ)Λ′δ(0)= Fx
(
δ,0,Ψ ′(δ)
)+ Fz(δ,0,Ψ ′(δ))Ψ ′′(δ) (6.9b)
for δ = 0,1. Let there be a positive number C(T ) such that
C(T )−1  Fz(x,σ, z) C(T ), (6.10)∣∣Fx(x,σ, z)∣∣C(T )(1+ z2) (6.11)
for (x,σ, z) ∈QT ×R. Then there exists a number M depending on C(T ), T , and the data with the property that if (6.3), (6.4)
has a solution V under these hypotheses, then |Vs(s, τ)|M for (s, τ ) ∈QT . Let M denote any such upper bound for |∂sV |.
Assume that the restrictions of the functions of (6.7) to QT × [−M,M] are Hölder continuous in x and z with exponent α and
in σ with exponent 12α. Then the initial-boundary-value problem (6.3), (6.4) has a unique solution V with
D˜V ∈Kα(QT ). (6.12)
If, furthermore, there is a function Φ on QT and numbers q, r, a,C such that
T∫
0
[ 1∫
0
∣∣Φ(s, τ)∣∣q ds]r/qdτ  C, (6.13)
q ∈ [1,∞), r ∈
[
1
1− a ,
2
1− 2a
]
, 0 < a <
1
2
, (6.14)
for which
sup
{∣∣h−1[F(s, τ + h, z)−F(s, τ, z)]∣∣: |h|< 1, τ + h ∈ [0, T ], |z|M}Φ(s, τ), (6.15)
then
Vsτ ∈ L2(QT ). (6.16)
This theorem is a specialization of Theorems V.6.1 and V.6.2 of [20]. Condition (6.10) is stronger than we need in our later
sections. One way to avoid these restrictions is to use hypotheses like those in [6] to get a priori bounds on Vs , which occupies
the third argument of F , in which case the continuity of Fz implies that (6.10) holds. For technical reasons we shall need
solutions with more smoothness than that ensured by Theorem 6.5:
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Corollary 6.17. Let (6.6)–(6.11), (6.12) hold. Furthermore, let the restrictions of Fσ and Fz to QT × [−M,M] be Lipschitz
continuous in σ and z and Hölder continuous in x with exponent α. Let all the second derivatives of F , except Fσσ , restricted
to QT × [−M,M] be Hölder continuous in x and z with exponent α and in σ with exponent 12α. Let ρ′′ ∈ C0,α[0,1]. Let
Λ′′0 ,Λ′′1 ∈ C0,α/2[0, T ] and Ψ ′′′ ∈C0,α[0,1] satisfy the compatibility conditions of order 2:
ρ(δ)Λ′′δ (0)= ∂sτF
(
s, τ, ∂sV (s, τ)
)∣∣
(s,τ )=(δ,0)
≡ Fxσ +FσzΨ ′′(0)+
[
Fxz + FzzΨ ′′(0)
]
Vsτ (δ,0)+FzVssτ (δ,0),
(6.18a)
δ = 0,1, where the arguments of the derivatives of F are δ, 0, Ψ ′(δ) and where{
∂sτ
∂ssτ
}
V (δ,0)=
{
∂s
∂ss
}{
ρ(s)−1∂sF
(
s, τ,Vs(s, τ )
)}∣∣
(s,τ )=(δ,0). (6.18b)
Then the solution V of (6.3), (6.4) satisfies
D˜Vτ , D˜Vs ∈Kα(QT ), Vsττ ∈ L2(QT ). (6.19)
If, furthermore, the restrictions to QT ×[−M,M] of all the third derivatives of F with respect to x and z are Hölder continuous
in x and z with exponent α and in σ with exponent 12α and if the restrictions of all the second derivatives of F with respect to
x and z are Lipschitz continuous in σ and z and are Hölder continuous in x with exponent 12α, then
D˜Vss ∈Kα(QT ), Vsssτ ∈ L2(QT ). (6.20a)
Note that (6.19) and (6.20a) imply that
D˜D˜V ∈Kα(QT ). (6.20b)
Proof. We differentiate (6.3) formally with respect to τ and find that Y := Vτ satisfies
ρYτ = ∂s [Fσ + FzYs], (6.21)
where the arguments of the derivatives of F are s, τ , Vs(s, τ), subject to
Y(0, τ )=Λ′0(τ), Y (1, τ )=Λ′1(τ), Y (s,0)= ρ−1(s)∂sF
(
s,0,Ψ ′(s)
)
. (6.22)
We treat (6.21) as a linear equation for Y . It is an easy exercise to check that (6.21), (6.22) satisfy the analogs of all the
hypotheses of Theorem 6.5 that precede (6.12), whence we obtain
D˜Y = D˜Vτ ∈Kα(QT ) (6.23)
by showing that a difference quotient for V with respect to τ approaches Y as τ goes to zero. Since Vsτ is accordingly in
Kα(QT ), we have no trouble in verifying the analog of (6.15), whence Ysτ = Vsττ ∈ L2(QT ). Now we divide (6.3) by ρ and
then differentiate the resulting equation with respect to s to get an equation for Vs , which we subject to whatever boundary
and initial conditions correspond to the solution of (6.3), (6.4). By virtue of (6.23) we readily verify that the resulting problem
for Vs satisfies all the hypotheses of Theorem 6.5 that precede (6.12). Thus D˜Vs ∈ Kα(QT ), which, together with (6.23),
yields (6.19). Finally we divide (6.3) by ρ and then differentiate the resulting equation twice with respect to s and use the
hypotheses following (6.19) to obtain (6.20) by the same process. ✷
This method of proof differs slightly from that proposed in the remarks of [20] following their proof of Theorem V.6.1. It
delivers (6.20), which will prove useful in the ensuing analysis.
Corollary 6.24. Let M >max{|Ψ ′(s)|: s ∈ [0,1]}. Let all the hypotheses of Theorem 6.5, except (6.10), (6.11), hold for this M .
Then there is a T1 ∈ (0, T ] such that (6.3), (6.4) has a unique solution V on QT1 with D˜V ∈Kα(QT1 ), ∂sτ V ∈ L2(QT1 ). If,
moreover, the additional hypotheses of Corollary 6.17 hold, then D˜D˜V ∈Kα(QT1), Vsττ ,Vsssτ ∈ L2(QT1 ).
Proof. We redefine F for |z|>M to make it conform to (6.10), (6.11). Theorem 6.5 and Corollary 6.17 ensure the existence of
a suitably regular solution to this modified problem on QT and this solution agrees with that for (6.3), (6.4) as long as |Vs |M ,
i.e., as long as Vs does not diverge sufficiently from Ψ ′. The smoothness of V ensures that this divergence cannot occur until
the passage of a positive amount of time T1. ✷
The next theorems, which are consequences of the Maximum Principle, will furnish fundamental estimates for our analysis
in Sections 7 and 8.
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Maximum Principle 6.25. Let
ρ ∈ C0[0,1], F,Fx,Fz,h ∈C0
([0,1] × [0,∞)×R), (6.26a)
let
Fz  C−1, (6.26b)
let V satisfy
ρVτ − ∂sF(s, τ,Vs)− h(s, τ,V )= 0 (6.27)
and (6.4), and let V± satisfy
ρV−τ − ∂sF(s, τ,V −s )− h(s, τ,V−) 0 ρV+τ − ∂sF
(
s, τ,V+s
)
,−h(s, τ,V+),
V−(0, τ )Λ0(τ) V+(0, τ ), V−(1, τ )Λ1(τ) V+(1, τ ),
(6.28)
V−(s,0) Ψ (s) V+(s,0). (6.29)
Then
V−(s, τ ) V (s, τ) V+(s, τ ) for (s, τ ) ∈ [0,1] × [0,∞). (6.30)
This result is a specialization of that of [27, Theorem 3.12].
Exponential Decay Theorem 6.31. Let A and As be continuous and bounded on [0,1] × [0,∞) and let there be a number
C > 0 such that A(s, τ) C−1. Let ρ be continuous and positive on [0,1]. Let Λ0, Λ1∈C0[0,∞), let Ψ ∈C0[0,1], let (6.9a)
hold, and let f ∈C0([0,1] × [0,∞)). Let there be numbers K > 0, κ > 0 such that∣∣f (s, τ)∣∣, ∣∣Λ0(τ)∣∣, ∣∣Λ1(τ)∣∣Ke−κτ . (6.32)
Let V satisfy
ρ(s)Vτ = ∂s
[
A(s, τ)Vs
]+ f (s, τ) for (s, τ ) ∈ (0,1)× (0,∞) (6.33)
and (6.4). Then there is a number C > 0, depending on Ψ and K , and a number µ ∈ (0, κ] such that∣∣V (s, τ)∣∣ Ce−µτ for (s, τ ) ∈ [0,1] × [0,∞). (6.34)
This result is specialization of [15, Chap. 6, Cor. 5]. For sharp estimates of µ, see Wiegner [34].
7. Decaying exponential bounds for derivatives of V0
Our whole analysis devolves the derivation of sharp estimates for V0, because the coefficients N0z , . . . and the forcing terms
of the linear equations (3.19)j , (3.21)j , j = 1,2, . . . , for V1, V2, . . . depend on V0. We accordingly study the quasilinear
initial-boundary-value problem (3.19)0, (3.20)0, (3.23b,d)0. (We eschew the version (3.19c)0 because it obscures an essential
cancellation that occurs.) For notational brevity we drop the subscript 0 from V and U in the ensuing computations, but retain
it in the statements of theorems.
We begin our analysis by assuming that there is an α ∈ (0,1] such that
ρ′, ϕ′,ψ ′′ ∈ C0,α[0,1], N,Nx,Ny,Nz ∈C0,α. (7.1)
Noting that equation (3.19)0 admits constant solutions, we let
C max
s
∣∣V (s,0)∣∣=max
s
∣∣ψ(s)− v0(s,0)∣∣, (7.2)
choose V± =±C, and deduce from the Maximum Principle 6.25 that
|V | C (7.3)
on [0,1] × [0,∞). (Note that C is independent of T .)
For the moment let us assume that the data are smooth enough for all the terms appearing in the τ -derivative of (3.19)0 to
have their classical meaning (cf. Corollary 6.24). Then Y = Vτ satisfies the linear system
ρ(s)Yτ = ∂s
[
N0z (s, τ )Ys
]
, (7.4)
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Y(0, τ )= 0, Y (1, τ )= 0, (7.5a)
Y(s,0)= Vτ (s,0)= ρ(s)−1∂sN
(
s,ϕ(s),ψ ′(s)
) (7.5b)
with the initial condition coming from (3.19)0 and (3.23b)0. As before, we can invoke Corollary 6.24 to conclude that (7.4),
(7.5) has a solution on QT and invoke the Maximum Principle 6.25 to conclude that
|Vτ |C (7.6)
on QT (where C is independent of T ). Boundary conditions (3.20)0, (3.23d)0 imply that for each τ  T there is a σ(τ) such
that
Vs
(
σ (τ), τ
)= 0. (7.7)
Thus (3.19b)0 and (1.9) imply that
C−1Vs(s, τ)
{ 1∫
0
Nz dθ
}
Vs(s, τ)=
s∫
σ(τ)
ρVτ dξ (7.8)
(where the arguments of Nz are those shown in (3.19b)0). Hence it follows that
|Vs | C on QT . (7.9)
Since |Vs | < C, we can invoke Theorem 6.5 without the restriction of (6.10b) to conclude that if (7.1) and the compatibility
conditions (2.8) and (3.25)0 hold, then there is a T > 0 such that problem (3.19)0, (3.20)0, (3.23b,d)0 has a unique classical
solution V on QT with
D˜V ∈Kα(QT ), Vsτ ∈ L2(QT ). (7.10)
We finally use (3.19)0, (7.6), (7.9) to obtain
|Vss | C on QT . (7.11)
Note that the estimates (7.3), (7.6), (7.9), (7.11) involve only D˜V , which satisfies (7.10) whether or not the data enjoy the
additional smoothness needed to ensure the validity of (7.4). A standard approximation argument enables us to accept these
estimates even when this additional smoothness is not in force (cf. [20, Sec. III.11], [15, Sec. 12.3]). We shall tacitly use such
arguments in the sequel. Since C is independent of T , we can use the proof of Corollary 6.24 to show that these estimates hold
for all T :
|D˜V | C. (7.12)
(In reference to further applications of such approximation arguments, note that (7.12) enables us to assume that (s, z) →
N(s,ϕ(s), z) has the same properties as its restriction to a compact set of the form [0,1] × [−C,C].)
Now we regard (3.19b)0 as a linear equation for V . In view of the bounds on coefficients given by (7.8), we apply the
Exponential Decay Theorem to (3.19b)0, (3.20)0, (3.23b,d)0 and to (7.4), (7.5) to deduce that there are numbers C, µ> 0 such
that |V |, |Vτ | Ce−µτ . That |Vs |, |Vss |Ce−µτ follows from (3.19)0 and (7.8). Thus
Theorem 7.13. Let (7.1), (2.8), and (3.25)0 hold. Then (7.10) holds for all T > 0 and∣∣D˜V0(s, τ )∣∣ Ce−µτ , (7.14a)∣∣DU0(s, τ )∣∣Ce−µτ for D = 1, ∂τ , ∂s , ∂sτ . (7.14b)
The estimate (7.14b) for U0 is an immediate consequence of (3.24)0 and (7.14a). Here and below it is understood that such
estimates hold for all (s, τ ) ∈ [0,1] × [0,∞).
To get useful estimates for the derivatives of the terms Vj of the initial-layer expansion, we shall need to differentiate the
partial differential equation in which it appears, just as we did in getting (7.4) from (3.19)0. But the coefficients of these linear
differential equations depend on derivatives of V . We accordingly require the same kind of estimates on higher derivatives of V .
Were we to attempt to get these by differentiating (7.4) with respect to τ and then applying the Exponential Decay Theorem to
the resulting equation, we would be stymied by our failure to have already obtained decaying exponential bounds on Vsτ and
Vssτ (because the Draconian restrictions on N that would otherwise be needed to justify the Exponential Decay Theorem 6.31
are physcially unacceptable). Now, formally P := Vsτ would satisfy Pτ = ∂s {ρ−1[(∂sN0z )P + (N0z )Ps ]}. But the application
of the Exponential Decay Theorem 6.31 to this equation would be stymied not only by our failure to have already obtained a
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decaying exponential bound on Vsss , but also by the lack of Dirichlet data for P . In short, further differentiations of (3.19)0 lead
to the combinatorial difficulty that we would have to estimate more derivatives than we have useful equations for. To circumvent
this difficulty, we instead we use an adaptation of the work of S.N. Bernshteı˘n (cf. [20, Sec. IV.17]) suggested by Wiegner [34].
We begin by getting a decaying exponential bound on Vsτ , the first step of which is to control the boundary values of this
function.
To obtain the requisite estimates, we must strengthen (7.1), (3.25)0. We now assume that
ρ′′, ϕ′′′,ψ ′′′′ ∈ C0,α[0,1], N ∈C2,α, (7.15)
and that the initial data for V satisfy the second-order compatibility conditions
∂s
{
Nz
(
s,ϕ(s),ψ ′(s)
)
∂s
[
ρ−1(s)∂s
[
N
(
s,ϕ(s),ψ ′(s)
)−N(s,ϕ(s), ∂sv0(s,0))]]}= 0 for s = 0,1. (7.16)
Under these conditions, Corollary 6.17 and Theorem 7.13 ensure that
D˜Vτ , D˜Vs ∈Kα(QT ) ∀T > 0. (7.17)
We now seek exponential bounds for Vsτ . We first use a barrier-function method to prove
Lemma 7.18. Let (7.15), (7.16) and the hypotheses of Theorem 7.13 hold. There are numbers C, δ > 0 such that∣∣∂sτ V0(0, τ )∣∣, ∣∣∂sτ V0(1, τ )∣∣ Ce−δτ . (7.19)
Proof. Let 0< δ < µ. We introduce the comparison function
R(s, τ) :=AH(τ) ln(1+Bs) with (µ− δ)H(τ) := µe−δτ − δe−µτ , (7.20)
where A and B are positive numbers to be chosen below. Note that
H(0)= 1, H ′(τ)=−δH(τ)+ δe−µτ  0. (7.21)
Let ξ be a small positive number to be chosen below. The smoothness of V , reflecting the compatibility conditions and the
smoothness of the data, implies that
Vτ (0,0)= 0, ρ(s)Vτ (s,0)= ∂sN
(
s,ϕ(s),ψ ′(s)
)+ g(s,0). (7.22)
Then (7.14a), (7.15), (7.22) imply that we can choose A and B so large that∣∣Vτ (s,0)∣∣A ln(1+Bs), ∣∣Vτ (s, τ)∣∣ Ce−µτ  R(ξ, τ) (7.23)
for 0 s  ξ, τ  0. Thus∣∣Vτ (s, τ)∣∣R(s, τ) (7.24)
on {(s, τ ): τ = 0,0 s  ξ} ∪ {(s, τ ): s = 0, τ  0} ∪ {(s, τ ): s = ξ, τ  0}. It follows from (1.9) and from the boundedness
of ∂sN0z that
ρRτ − ∂s
(
N0z Rs
)=AH(τ){−ρδ ln(1+Bs)+ B2N0z
(1+Bs)2 −
B∂sN
0
z
1+Bs
}
+Aρδe−µτ ln(1+Bs)
AH(τ)
{
−ρδ ln(1+Bξ)+ B
2C−1
(1+Bξ)2 −BC
} (7.25)
for 0 s  ξ . By taking Bξ = 1 and by taking B sufficiently large, we ensure that the rightmost term of (7.25) is positive. In
view of (7.4), (7.24), (7.25), we can invoke the Maximum Principle 6.25 to conclude that∣∣Vτ (s, τ)∣∣R(s, τ)Ce−δτ ln(1+Bs) for 0 s  ξ, 0 τ. (7.26)
Now (7.17) implies that Vsτ exists and is continuous. Since Vτ (0, τ ) = 0, inequality (7.26) and l’Hôpital’s rule imply
that |Vsτ (0, τ )| = lims→0 |s−1Vτ (s, τ)|  BCe−δτ , which is the first estimate of (7.19); the second assertion is proved
identically. ✷
In view of our convention stated at the end of Section 1 on the use of µ, we now replace δ of (7.19) with µ.
Theorem 7.27. Let (7.15), (7.16) and the hypotheses of Theorem 7.13 hold. Then there are numbers C, δ > 0 such that∣∣∂sτ V0(s, τ )∣∣ Ce−δτ . (7.28)
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Proof. Let
K :=max
{
1+C2,1+ max
0s1
Vsτ (s,0)2
}
, (7.29)
where C is the constant given in (7.19). For each δ ∈ (0,µ) define
Eδ :=
{
(s, τ ):
∣∣Vsτ (s, τ )∣∣<Ke−δτ }. (7.30)
Definition (7.29) and estimates (7.19) ensure that the lines{
(s,0)
}
,
{
(0, τ )
}
,
{
(1, τ )
}⊂ Eδ. (7.31)
We prove (7.28) by showing that there is a δ ∈ (0,µ) such that Eδ = [0,1] × [0,∞). Note that if this result were to hold for a
given positive δ, then it would hold for each smaller positive δ. Were there no such δ, then there would be a γ ∈ (0,µ) such that
for each δ ∈ (0, γ ) there would be a smallest value of τ , denoted τ1(δ), for which {(s, τ1(δ))} ⊂ Eδ (since Vsτ is continuous).
Thus there would be an s1(δ) such that∣∣Vsτ (s1, τ1)∣∣=Ke−δτ1 (7.32)
with τ1 > 0, s1 ∈ (0,1) by (7.31). We now show that (7.32) leads to a contradiction.
Let A be a positive number to be fixed below, and let
2X = Vsτ 2 +AVτ 2. (7.33)
Then
ρXτ − ∂s
(
N0z Xs
)= Vsτ [ρVsττ −N0z Vsssτ − ∂sN0z Vssτ ]+AVτ [ρVττ −N0z Vssτ − ∂sN0z Vsτ ]
−N0z
[
Vssτ
2 +AVsτ 2
]
.
(7.34)
Now (7.4) implies that the coefficient of AVτ vanishes. We use (7.4) and its s-derivative to simplify the coefficient of Vsτ ,
finding that (7.34) equals
−N0z
[
Vssτ
2 +AVsτ 2
]+ ρVsτ [∂s(ρ−1N0z )Vssτ + ∂s(ρ−1∂sN0z )Vsτ ]. (7.35)
Note that (7.34) and the s-derivative of (7.4) involve Vsττ and Vsssτ , although (7.35) does not. If we restrict the third derivative
of N as in the last part of Corollary 6.17, then we could show that Vsττ and Vsssτ ∈ L2(QT ) for all T . This property suffices
to justify (7.34) and (7.35). But the approximation technique referred to in the paragraph containing (7.12) obviates the need
for such assumptions on N .
We formally differentiate (3.19a)0 with respect to s to obtain
Vsτ =−ρ−2ρ′∂s
(
N0 −N00)+ ρ−1∂ss(N0 −N00). (7.36)
We solve this equation for Vsss (by virtue of (1.9)). Using (1.9), (7.17), and its consequence∣∣∂sN0z ∣∣C, (7.37)
we obtain
|Vsss |C
(
1+ |Vsτ |
)
, (7.38)
whence∣∣∂ssN0z ∣∣ C(1+ |Vsτ |). (7.39)
By using the inequality 2|xy|  η2x2 + η−2y2, we obtain from (2.1), (7.34)–(7.39) that
ρXτ − ∂s
(
N0z Xs
)
 Vssτ 2
(−C−1 +Cη2)+ Vsτ 2[−C−1A+Cη−2 +C(1+ |Vsτ |)]. (7.40)
We now choose η2 so small that the coefficient of Vssτ 2 in (7.40) is negative and choose A so large that
−C−1A+Cη−2 +C +CK  0. (7.41)
Then
ρXτ − ∂s
(
N0z Xs
)
 0 on Qτ1 . (7.42)
S.C. Yip et al. / J. Math. Pures Appl. 81 (2002) 283–309 303
Let X+ satisfy
ρX+τ − ∂s
(
N0z X
+
s
)= 0 on Qτ1 ,
X+(0, τ )=X+(1, τ )=K2e−2µτ , X(s,0)=K2. (7.43)
Then (7.6), (7.14a), (7.29), (7.33) imply that
XX+ on the lines
{
(s,0)
}
,
{
(0, τ )
}
,
{
(1, τ )
}
. (7.44)
It then follows from the Maximum Principle 6.25 that
XX+ K2 on Qτ1 , (7.45)
and from the Exponential Decay Theorem 6.31 and the second inequality of (7.45) that there is a ν ∈ (0,µ] such that
XX+ K2e−2ντ on Qτ1 . (7.46)
Thus (7.32) and (7.33) imply that
Vsτ (s1, τ1)
2 =K2e−2δτ1 X(s1, τ1)K2e−2ντ1 . (7.47)
Since ν is independent of δ, we choose γ = ν. But we require that δ < γ , so that (7.47) is a contradiction. ✷
As before, we replace δ of (7.28) with µ. We again solve (7.36) for Vsss and use (7.14a), (7.28), (7.39) to deduce that∣∣Vsss(s, τ )∣∣ Ce−µτ . (7.48)
Theorem 7.49. Let (7.15), (7.16) and the hypotheses of Theorem 7.13 hold. Then∣∣D˜∂τ V0(s, τ )∣∣, ∣∣D˜∂sV0(s, τ )∣∣ Ce−µτ , (7.50a)∣∣DU0(s, τ )∣∣Ce−µτ for D = ∂ss, ∂sτ , ∂ssτ , ∂ττ , ∂sττ . (7.50b)
Proof. In view of (7.14a), (7.28), (7.48), we need to obtain exponential bounds only for Vττ and Vssτ . We begin by getting
a uniform bound for |Vττ |. Set
2W = Vττ 2 + Vsτ 2 −Ae−2µτ , (7.51)
where A is chosen so large that
W(0, τ ), W(1, τ ), W(s,0) 0. (7.52)
Inequality (7.28) ensures that such a choice is possible. (Note that (7.17) ensures that W is Hölder continuous.) Then (7.4)
implies that
ρWτ − ∂s
(
N0z Ws
)= −N0z [Vsττ 2 + Vssτ 2]+ ρµAe−2µτ + Vττ [∂τN0z Vssτ + ∂sτN0z Vsτ ]
+ ρVsτ
[
∂s
(
ρ−1N0z
)
Vssτ + ∂s
(
ρ−1∂sN0z
)
Vsτ
]
.
(7.53)
Let us make the provisional regularity assumption that N ∈ C3. Then (7.14a), (7.28), (7.48) imply that∣∣∂sN0z ∣∣, ∣∣∂ssN0z ∣∣ C, ∣∣∂τN0z ∣∣= ∣∣N0zzVsτ ∣∣ Ce−µτ . (7.54)
Now (7.17) implies that∣∣∂sτN0z ∣∣= ∣∣∂sN0zzVsτ +N0zzVssτ ∣∣ C(T ). (7.55a)
On the other hand, (7.4) implies that∣∣∂sτN0z ∣∣= ∣∣∂sN0zzVsτ +N0zz(N0z )−1[ρVττ − ∂sN0z Vsτ − ∂τN0z Vss − ∂sτN0z Vs]∣∣, (7.55b)
so that (7.14a), (7.19), (7.54) imply that[
1−Cet−µτ ]∣∣∂sτN0z ∣∣ [1− ∣∣N0zz∣∣(N0z )−1|Vs |]∣∣∂sτN0z ∣∣C[|Vττ | + e−µτ ]. (7.55c)
The first factor on the left-hand side of (7.55c) is positive when τ > (lnC)/µ. Let us choose the T appearing in (7.55a) to
exceed this number. Then (7.55a,c) imply that∣∣∂sτN0z ∣∣C[|Vττ | + e−µτ ]. (7.55d)
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By following the treatment of (7.35) and by using (7.17), (7.28), (7.51), (7.54), (7.55) we obtain
ρWτ − ∂s
(
N0z Ws
)
 Vssτ 2
(−C−1 + ξ2 + η2)+Ce−2µτ Vττ 2 +Ce−2µτ  Ce−µτVττ 2 +Ce−2µτ
 Ce−µτW +Ce−µτ . (7.56)
(The second inequality of (7.56) comes from taking ξ2 + η2 sufficiently small.)
Let the function J satisfy the ordinary differential equation
(minρ)J ′ −Ce−µτ J = Ce−µτ , J (0)= 0. (7.57)
Then
0 J (τ) C. (7.58)
From (7.56) and (7.57) we obtain
ρ∂τ (W − J )− ∂s
[
N0z ∂s (W − J )
]−Ce−µτ (W − J ) 0. (7.59)
In view of (7.52), (7.58), (7.59) we can use the Maximum Principle 6.25 to show that
W  J whence |Vττ | C. (7.60)
It follows from (7.4), (7.28), (7.60) that
|Vssτ | C. (7.61)
Now we differentiate (7.4), (7.6) with respect to τ , finding that P := Vττ satisfies
ρPτ = ∂s
(
N0z Ps
)+ f (s, τ), P (0, τ )= 0 = P(1, τ ) (7.62)
with ∣∣f (s, τ)∣∣ := ∣∣∂sN0zzVsτ 2 + 2N0zzVsτVssτ ∣∣ Ce−µτ (7.63)
by virtue of (7.28) and (7.61). We apply the Exponential Decay Theorem 6.31 to (7.62) to obtain the estimate |Vττ | Ce−µτ
and we then use (7.28) and (7.5) to obtain |Vssτ | Ce−µτ . ✷
The next theorem states that any order of derivative of V0 decays exponentially provided that the constitutive function and
initial data are sufficiently smooth and initial data satisfy compatibility condition of high enough order.
Theorem 7.64. Let N satisfy (1.9), let N and the initial data be sufficiently smooth, and let the initial data satisfy the k-th-order
compatibility conditions. Then there are constants µ > 0 and C > 0, depending only on k and the data of the problem, such
that ∣∣∂kτ V0∣∣, ∣∣∂k−1τ ∂sV0∣∣, ∣∣∂k−2τ ∂2s V0∣∣, . . . , ∣∣∂τ ∂ks V0∣∣, ∣∣∂k+1s V0∣∣ Ce−µτ . (7.64)
Corresponding estimates for U0 are immediately obtained from (3.24)0.
Sketch of proof. We have shown that this theorem is true for k = 2 if the initial conditions satisfy second-order compatibility
conditions. Assume the theorem is true for k = n. We only need to show that if the initial conditions satisfy the (n+ 1)-st
order compatibility condition, then (7.64) holds for k = n + 1. Since (7.64) is true for k = n, we easily find that
|∂n−2τ ∂4s V0|, . . . , |∂n+2s V0| < Ce−µτ by differentiating the differential equation an appropriate number of times with respect
τ and s. The proof that |∂nτ ∂2s V0| < Ce−µτ follows the same techniques as those used in the proofs of Lemma 7.18
and Theorem 7.27. Then the bounds |∂n−1τ ∂2s V0|, |∂nτ V0| < Ce−µτ can be demonstrated by the same techniques as in
Theorem 7.49. ✷
8. The terms of the asymptotic expansion and their estimates
In the preceding section we obtained (7.3) and (7.14) under the mild restrictions (7.1), (3.25)0 and we obtained the stronger
conclusions (7.17) and (7.50) under the sharper restriction (7.15), (7.16). To get comparable estimates for Vj , j = 1,2, . . . , we
must necessarily strengthen our assumptions on the smoothness of N because derivatives of N up to order j with respect to y
and z appear in the Fj introduced in (3.22). The assumptions we make differ from those of Section 7 in that we do not require
higher-order differentiability of N with respect to x and we do not require further compatibility conditions.
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The solution V0 is constructed in Section 7. If (7.1), (2.8), (3.25)0 hold, then Theorem 7.13 ensures that V0 satisfies (3.5b)0
in the very strong sense that
V0(·, τ )→ 0 in C2[0,1], ∂τ V0(·, τ )→ 0 in C0[0,1] as τ →∞. (8.1a)
If, furthermore, (7.15), (7.16) hold, then Theorem 7.49 implies that
V0(·, τ )→ 0 in C3[0,1] as τ →∞,
∂τ V0(·, τ )→ 0 in C2[0,1] as τ →∞, (8.1b)
∂ττ V0(·, τ )→ 0 in C0[0,1] as τ →∞.
In the sequel we refrain from stating limits like (8.1), which are obvious consequences of estimates (7.14a), (7.50a).
We now turn to V1, which is to satisfy (3.19)1, (3.20)1, (3.23b,d)1, (3.5b)1. Noting that (7.14a) ensures that the absolute
value of the integrand in the right-hand side of (3.23d)1 is less than Ce−µτ , we find that∣∣V1(1, τ )∣∣Ce−µτ . (8.2)
Theorem 8.3. If (7.1), (2.8), and (3.25)0 hold and if
Ny,Nz ∈C1,α, (8.4)
then (3.19)1, (3.20)1, (3.23b,d)1 has a unique solution V1 defined for all τ > 0 with
D˜V1 ∈Kα(T ) ∀T > 0. (8.5)
If, furthermore, (7.15), (7.16) hold and if
Ny,Nz ∈C2,α, (8.6)
then
D˜∂τ V1, D˜∂sV1 ∈Kα(T ) ∀T > 0. (8.7)
Proof. Properties (7.3), (7.17) allow Corollary 6.24 to be applied to (3.19)1, (3.20)1, (3.23b,d)1. ✷
Lemma 8.8. Let (8.6) hold. Then∣∣DF1(s, τ )∣∣Ce−µτ for D = 1, ∂s , ∂ss, ∂sτ . (8.9)
Proof. For D = 1, ∂s , we may use the Mean-Value Theorem to express N0y −N00y and N0z −N00z in (3.22)1 as proportional
to ∂ssV0. For D = ∂sτ , we apply ∂sτ directly to F1, without using the Mean-Value Theorem. Estimate (8.9) for D = 1, ∂s , ∂sτ
then follows from (7.14), (7.50). In the remaining case we apply ∂ss directly to F1 and fully expand all the derivatives. A typical
term is N0xyy −N00xyy . By (8.6), its absolute value is less than C|∂sV1|α , which is less than Ce−µατ , by (7.14). We use (7.14),
(7.50) to control all the terms of ∂ssF and then replace µα with µ in accord with our notational convention. ✷
Estimate (8.9) with D = ∂s enables us to use the Exponential Decay Theorem 6.31 to obtain∣∣V1(s, τ )∣∣ Ce−µτ (8.10)
when (8.6) holds.
We now seek such estimates for derivatives of V1. It is convenient to introduce
V˜ (s, τ ) := V1(s, τ )− sV1(1, τ ) (8.11)
(with V (1, τ ) given by (3.23d)1), which satisfies a problem of the form
ρV˜τ = ∂s
(
N0z V˜s + F˜
)
, (8.12)
V˜ (0, τ )= 0 = V˜ (1, τ ), (8.13)
where the function F˜ satisfies the same estimates as F1 in (8.9). Were we to imitate our treatment of V0 in Section 6, we would
try to apply the Exponential Decay Theorem 6.31 to the τ -derivative of (8.12), (8.13):
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ρV˜ττ = ∂s
[
N0z V˜sτ + ∂τN0z V˜s + F˜τ
]
, (8.14)
V˜τ (0, τ )= 0 = V˜τ (1, τ ). (8.15)
But to use this theorem, we require a bound on V˜ss . We shall obtain this by successively getting bounds on V˜s(0, τ ), V˜s(1, τ ),
V˜s , V˜τ .
We imitate the proof of Lemma 7.18 with ∂sτV0 replaced with ∂s V˜ to obtain∣∣V˜s(0, τ )∣∣, ∣∣V˜s(1, τ )∣∣Ce−µτ . (8.16)
At this stage we might try to apply the Exponential Decay Theorem 6.31 to the Dirichlet problem for the s-derivative of (8.12),
but it lacks the requisite form. Instead, we employ a simpler version of Bernshteı˘n’s methods used in the proof of Theorem 7.27.
Thus we set
2X := V˜s2 +AV˜ 2, (8.17)
where the positive constant A is to be fixed below. Then from (8.9), (8.10), (8.12), and the methods of Section 7, we readily
find that
ρXτ − ∂s
(
N0z Xs
)=−N0z [V˜ss2 +AV˜s2]+ ρV˜s[∂s(ρ−1N0z )V˜ss + ∂s(ρ−1∂sN0z )V˜s + ∂s(ρ−1F˜s)]+AV˜ F˜s
 V˜ss2
[−C−1 + η2]+ V˜s2[−C−1A+C]+Ce−µτ (|V˜s | +A|V˜ |)
 V˜ss2
[−C−1 + η2]+ V˜s2[−C−1A+C]+Ce−2µτ
 Ce−2µτ
(8.18)
by choosing η2 sufficiently small and A sufficiently large. Noting that (8.13), (8.16) imply that |X(0, τ )|, |X(1, τ )|Ce−2µτ ,
we let X+ satisfy
ρX+τ − ∂s
(
N0z X
+
s
)=Ke−2µτ , X+(0, τ )=X+(1, τ )=Ke−2µτ , X(s,0)=K, (8.19)
where K is chosen to be sufficiently large. Then the Maximum Principle 6.25 and the Exponential Decay Theorem 6.31 imply
that
X(s, τ)X+(s, τ ) Ce−µτ whence
∣∣V˜s(s, τ )∣∣ Ce−µτ . (8.20)
Next we set
2W = V˜τ 2 + V˜s2 −Ae−2µτ (8.21)
with A chosen so large that
W(0, τ ),W(1, τ ),W(s,0)  0. (8.22)
Then as before,
ρWτ − ∂s
(
N0z Ws
) = −N0z [V˜sτ 2 + V˜ss2]+Aρµe−2µτ + V˜τ [∂sτN0z V˜s + ∂τN0z V˜ss + F˜sτ ]
+ ρV˜s
[
∂s
(
ρ−1N0z
)
V˜ss + ∂s
(
ρ−1∂sN0z
)
V˜s + ∂s
(
ρ−1F˜
)] (8.23)
 Ce−µτW +Ce−µτ
(cf. (7.54)) where we have used exponential bounds on ∂sτN0z and ∂τN0z coming from Section 7. Let J satisfy (7.56). Then
W  J  C, whence
|V˜τ |C. (8.24)
From (8.12) we then obtain
|V˜ss | C. (8.25)
It follows that |∂s [(∂τN0z )V˜s]|  Ce−µτ . We can now apply the Exponential Decay Theorem 6.31 to (8.14), (8.15) to obtain
|V˜τ | Ce−µτ . From (8.12) we get |V˜ss | Ce−µτ . From these results and from (3.18)1 we obtain
Theorem 8.26. Let all the hypotheses of Theorem 8.3 hold. Then∣∣D˜V1(s, τ )∣∣ Ce−µτ for D˜ = 1, ∂τ , ∂s , ∂ss, (8.27)∣∣DU1(s, τ )∣∣Ce−µτ for D = 1, ∂τ , ∂s , ∂sτ . (8.28)
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Since we have derived decaying exponential bounds for any order derivatives of V0 provided that N has sufficiently high
regularity and that the initial data have sufficiently high compatibility, it is easy to see that any high-order derivative of F with
respect to s and τ decays exponentially in time. Following an induction argument similar to that in the proof of Theorem 7.64,
we can deduce that any higher-order derivative of V1 can be bounded by Ce−µτ for some µ> 0 if we have sufficient regularity
for N and the initial data and have sufficient compatibility for the initial data.
By imitating the procedure in this section, it is easy to see how we can deduce exponential decaying bounds for any order of
derivatives for V2, U2, V3, U3, . . . successively since F2 depends on U0, V0, U1 and V1, and F3 depends on U0, V0, U1, V1,
U2 and V2, etc. Hence, we have proved Theorem 4.6.
9. Comments
9.1. Further results
Under appropriate regularity assumptions, our basic result, Theorem 5.22, can be strengthened to yield comparable estimates
for ∂sukE, ∂t vkE , and ∂ssvkE , so that all derivatives appearing in (2.3)–(2.6) have such estimates. Indeed, under such appropriate
assumptions, any derivative of ukE, vkE can be so estimated. We omit the details because they are very lengthy and are given
in [36]. Here we just sketch the main steps.
We set (U(s, τ ; ε),V (s, τ ; ε))= (u(s, ετ ; ε), v(s, ετ ; ε)). Then (2.3)–(2.7) is equivalent to
Uτ = εVs, (9.1)
ρVτ =Nx(s,U,Vs)+Ny(s,U,Vs)Us +Nz(s,U,Vs)Vss, (9.2)
V (0, τ )= 0, mVτ (1, τ )+ εN
(
1,U(1, τ ), ∂sV (1, τ )
)= 0, (9.3a,b)
U(s,0)= ϕ(s), V (s,0)=ψ(s). (9.4a,b)
This equation can be analyzed by studying the associated linear problem
Uτ = εVs, (9.5)
ρVτ =Nx(s,U,V s)+Ny(s,U, ∂sV )Us +Nz(s,U, ∂sV )Vss, (9.6)
V (0, τ )= 0, (9.7a)
mVτ (1, τ )=−ε
τ∫
0
[
Ny
(
1,U(1,ω), V s(1,ω)
)
Uτ (1,ω)+Nz
(
1,U(1,ω), V s(1,ω)
)
Vsτ (1,ω)
]
dω
− εN(1, ϕ(1),ψ ′(1)),
(9.7b)
in which U , V are given. The boundary condition (9.7b), which is a source of difficulty, is obtained by first differentiating (9.3b)
with respect to τ and then replacing the arguments of N by U and V . A fixed point of the nonlinear mapping (U,V )→ (U,V ),
where (U,V ) is the solution of (9.4)–(9.7), is a solution of our quasilinear problem. The Schauder Fixed-Point Theorem can be
used to show that this mapping does indeed have a fixed point provided the time interval of existence is small enough. Further
estimates allow this local solution to be continued step by step. (The uniqueness of the solution follows by a standard energy
estimate.)
To carry out this program (which was used, e.g., by Slemrod [29] in the context of thermoelasticity), it is necessary to
have detailed information about linear systems like (9.5)–(9.7), (9.4). Such information can be obtained by treating the linear
systems by the Faedo–Galerkin method and obtaining higher-order energy estimates (cf. [9,11,13,29]). The convex set used
in the Schauder Fixed-Point Theorem consists roughly of functions for which an integral over QT of a sum of squares of a
collection of derivatives is less than a constant. By getting further estimates we can imitate the treatment of Dafermos [10] to
extend the local existence theorem step-by-step to whole time axis. Finally, one can prove the global existence of solutions for
small initial data, without (2.15) and Hypotheses 2.16–2.18 (cf. [1,26]).
9.2. Directions for further work
In establishing the exponential decay of the terms of the initial-layer expansion, we exploited the Maximum Principle, which
is applicable only to a single second-order parabolic equation and to systems of degenerate form. In dealing with systems of
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equations such as the full parabolic–hyperbolic systems describing the general spatial motion of a rod [3–5,7], we must search
for other effective techniques.
Our asymptotic series might support effective numerical schemes to treat the stiffness of our problem when ε is small. Such
a scheme for singularly perturbed ordinary differential equations is described in [30].
It is very difficult to study the limit as the viscosity Nz goes to zero. We have prohibited this possibility in (1.9). But it is
very possible that one could treat the simultaneous limits as the viscosity and the inertia ε both go to zero in certain ways.
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