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要旨 
 
本論文は，観測画像が数多く取得できない場合における超解像再構成に関して検討した
結果をまとめたものである．  
常に解像度の向上を求められる画像計測において，得られた観測画像をソフトウェア的に
高解像度化できる超解像再構成技術は，撮像素子の高密度化技術のようなハードウェア的な
高解像度化手段と併用できることもあり，非常に有益である．しかし，超解像再構成を可能に
するためには，観測画像の画素数の総合計（既知数：方程式数）が目的となる倍率の超解像
画像の画素数（未知数）と同じか，多くなければならない．即ち，同一箇所における同一観測
条件の取得画像を数多く必要とする．しかし，衛星リモートセンシングや定常ではない観測対
象のモニタリングのように，同一地点における同一条件の観測画像が数多く取得できないため
に，高解像度化を必要としても超解像再構成技術が適用できない場合も数多く存在する． 
そこで本論文では，観測画像列が不完全な，即ち観測画像数が足りない場合の超解像再
構成法を提案する．それは，超解像再構成の前処理として予備補間処理法を導入することで
ある．予備補間処理法とは，不完全な観測画像列を連続空間上に再配置した後に，観測過
程の PSF（点像分布関数：Point spread function）を考慮した 2次元不等間隔補間で画素数を
増やす一種の正則化により，観測画像の全画素数が必要数の半分以下であっても超解像を
可能にする方法である．この予備補間処理法を既存の反復逆投影法（IBP 法：Iterative 
backward projection）に適用した改良 IBP法を提案する．IBP法は，X線 CT画像の再構成法
として実績があり，アルゴリズムが簡単で逆問題解法として収束性の良い方法として知られて
いる．また， IBP 法の収束条件と正則化パラメータである逆投影カーネル（BPK ：
Back-projection kernel）との関係についても詳細に検討し，予備補間処理の誤差に起因する
発散を抑制し，強制的に収束条件を満足させるWiener型BPKを提案した．また，その設計法
についても新たに示した． 
上記の方法を用いて，サンプル画像を用いたシミュレーションと実験室内で取得した可視お
よび熱赤外画像を用いた実験により，予備補間処理法の効果とWiener型BPKの有効性を確
認した．その結果，必要とする観測画像列の半数程度においても全て揃った場合と同等な超
解像性能を達成した． 
同様に非線形逆問題解法である階層型ニューラルネットワーク法の，不完全な観測画像列
における超解像再構成への適用可能性も検討した．階層型ニューラルネットワークはぼけ画
像の復元やパターン認識などに広く使用されているが，超解像再構成に利用された例はそれ
ほど多くない．本論文では，入力ベクトルと出力ベクトルの要素数に対して PSF の拡がりを考
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慮した，ベクターマッピング・ニューラルネットワーク法（VMNN 法：Vector mapping neural 
network）にすることで，不完全な観測画像列を用いた超解像再構成を可能にした． 
サンプル画像を用いたシミュレーションと実験室内で取得した可視および熱赤外画像を用
いた実験の結果，必要とする観測画像列の半分以上においては，VMNN 法の超解像性能は
改良 IBP法には及ばないが，観測画像の枚数が 1/4程度になると改良 IBP法よりも良い超解
像性能を示すことが明らかになった． 
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1 
第１章 
序論 
 
画像計測において，解像度を高くすることはより詳細な空間情報を取得できることになるた
め，常に求められている技術である．解像度を高くする直接的な方法は，撮像素子（CCD また
は CMOS）を小型化して撮像チップを高密度高集積化するか，または撮像チップを大型化し
てチップ内の素子数を増やす方法である．両者とも IC 製造技術と光学系の製造技術の進歩
に依存している．前者に関して言えば，パソコンの CPU や組み込みプロセッサの高速化の要
求から IC 製造プロセスは飛躍的な進歩を遂げており，それに伴って撮像素子も数メガピクセ
ルから数 10 メガピクセルへと高密度化が進展している．量子効率の限界により受光素子の小
型化には限界があるため，後者である撮像チップサイズを大きくする方式も組み合わされる．
但し，媒質内における電荷の移動度の限界，即ち電荷転送速度の限界により，撮像チップサ
イズを大きくすることにも限界がある[1]． 
解像度を高くするもう１つの方法は，画像計測システムにおいて観測された画像データを画
像処理によりソフトウェア的に高解像度化する方法である．これには，衛星リモートセンシング
における多重スペクトラル画像や多重センサ画像等の異なる解像度の複数の画像を融合して
低解像度画像を最高解像度画像まで引き上げる画像融合（Image fusion）[2][3]と，同一セン
サ，同一解像度で観測位置が異なる複数画像を用いる超解像再構成（Super resolution 
reconstruction）[4]がある．これらの画像処理法は，撮像素子の高密度化や撮像チップの大型
化等のハードウェアによる高解像度化と組み合わせてさらに高解像度化することも可能である．
本論文はこの超解像再構成に関して検討した結果を報告する． 
世間では，地上デジタル放送の試験放送が既に始まり，ハイビジョン映像が身近になって
いく中で，市販のハイビジョンTVにも「超解像技術搭載」と謳われるなど，“超解像”という言葉
が身近になってきている．しかしながら，この“超解像”という言葉は様々な分野に使用されて
おり，意味や方式がそれぞれに異なっている． 
本章ではまず，本研究の位置付けを明確にするため，本研究の背景として超解像の定義を
明確にし，観測の過程である観測モデルを明確にする．続いて超解像を実用化する際に直面
する問題点を述べ，本研究の目的である，それら問題点を解決する手段と本研究の成果につ
いて述べる．最後に本論文の構成を述べる． 
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1.1 本研究の背景 
 
画像をソフトウェア的に高解像度化する技術である“超解像”には様々な定義や方法がある．
本論文ではサブピクセルシフト（1 ピクセル以下の位置ずれ）した観測画像を多数用いて 1 枚
の高解像度画像である超解像画像を作成することを指すものとする．本項では，超解像を分
類することにより，本論文で扱う超解像の定義を明らかにする．また，超解像は観測過程の逆
過程であるとも言える．物体を画像として観測する際の物理モデルを明らかにすることで，観
測モデルの定義を明らかにする． 
 
 
1.1.1 超解像の定義 
 
超解像の意味は，元々は物理的に定まる限界を超えた解像度を得ることおよびその方法の
ことを指す[5]．即ち波長の壁，回折限界を越えるということであり，観測の媒体である電磁波の
波動性による不確定性を解決するということである．波動の虚数解を用いるニアフィールド光
学顕微鏡や空間分布の非線形性を用いた非線形光学顕微鏡が代表的である[6]．同様な技
術は波長が非常に長い，直流から数 MHz 程度の漏洩電磁界の探査にも用いられている．こ
れは，感度の悪いセンサで電磁界の局所的な強弱を探査するという，感覚的に理解し易い方
法である．ケーブルなどの磁気探傷装置に用いられているこの古典的な方式と最先端技術で
あるニアフィールド光学顕微鏡とは基本的な考え方が非常に似通っていて興味深い[7]．これ
らに共通する技術は，波長以下のスケールで部分的に照射して観測することを，観測域全体
に渡って走査する方法であるということである． 
また，超解像は観測システムの限界を超えるという意味にも用いられ，不完全な測定系で測
定された信号から，信号劣化モデルなどの事前情報を用いて元の信号を復元する方式も“超
解像”と呼ばれている．ここで不完全な測定系というのは，物理的に実現可能などのような測
定系でも測定可能周波数には限界があり，観測データは必ず帯域制限される，ということを指
している．即ち，完全なる測定系は現存しない，と言うことである． 
この意味での超解像には様々あり，合成開口レーダ等の干渉法[8]，MUSIC 法などの適応
信号処理法[9]，画像処理技術を用いた高解像度化法などがある[1]． 
特に画像処理を用いる方式は，測定されたデータを数値処理して超解像を行うことから，
“ディジタル超解像”とも呼ばれている[6]．ディジタル超解像は劣化した画像の復元問題の一
部として扱われることもある． 
ディジタル超解像には 2種類の方式がある．1つは前述した，異なる分解能の複数センサの
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画像を融合して，低い分解能のセンサ画像を最高分解能のセンサレベルにまで改善する画
像融合法である．画像融合法は通常は超解像のカテゴリには入らないが，高解像度画像を利
用して低解像度画像を高解像度化する際に画像処理技術を用いると言う点ではディジタル超
解像と同様である．この技術は衛星リモートセンシング画像への利用を中心に事例も多く，既
に実用化された技術であると考えられる．もう1つは，1つのセンサにおける観測画像を複数枚
観測し、これらの画像を再構成することにより、そのセンサ固有の解像度を超える方式である．
この手法は再構成型超解像と呼ばれる．ハイビジョン TVに使用されている方式はこの再構成
型超解像の中の 1手法であり，標準のNTSC映像をハイビジョンTVで表示する際やハイビジ
ョン映像の部分拡大機能の際に画像の粗さを目立たなくするための超解像技術である[10]． 
再構成型超解像に関しても 2種類の方式がある[11]．1つは初期の超解像研究における代
表的手法である，周波数領域法である[12]．連続信号（例えば時間信号）の高周波成分は，
ナイキスト周波数以下で標本化された離散信号のエイリアシングとして表れるので，標本化位
置を既知量シフトさせて得た標本化信号を複数使用すれば，それらのエイリアシング成分から
高周波成分が復元できる．これは等価時間サンプリング・ディジタル・オシロスコープにも使用
されている技術である[13]．この手法では，離散フーリエ変換，離散コサイン変換，ウェーブレ
ット変換等を用いて画像の失われた高周波成分を外挿することで超解像を行う．積分変換を
することから，標本化位置のシフト量は等間隔である必要があり，また，信号劣化モデル（観測
モデル）もシフトインバリアントである必要がある等，柔軟性に欠ける手法である． 
もう１つは空間領域法である．標本化位置を既知量シフトさせて得た複数の画像から高周
波成分を外挿することは周波数領域法と同様であるが，観測画像をその標本化位置に応じて
重ねあわせて得た高解像度画像から事前知識を利用して推定観測画像を作成し，実際の観
測画像との差を最小にすることにより，超解像画像を作成する手法である．観測画像から知る
ことができる観測過程の PSF（点像分布関数：Point spread function）や加法ノイズ等の事前知
識を用いて行うため，シフトバリアントな PSF や不等間隔な標本化位置のシフト量にも対応可
能である．本論文では，この空間領域で行う超解像について検討した． 
超解像は 2 つの主要なプロセスから成り立っている．1 つは観測画像の相対位置を推定す
るレジストレーションであり[14]，もう 1つは高解像度化し，ぼけを補正する再構成である[11]． 
レジストレーションが正確にできれば超解像再構成は 8割方成功したと言われる程，重要な
プロセスである．例えば，観測画像が多い場合には，正確にレジストレーションし，シフトインバ
リアントなPSFを仮定して復元フィルタでボケ補正すれば概ね超解像再構成ができる．しかし，
1 枚の画像の中で，位置ずれが分布していたり，幾何学的変換が線形ではなかったりすると，
サブピクセルレベルでのレジストレーションは非常に困難になる．しかし，そのような場合でも
観測画像を狭い部分に分ければ，1 枚の画像の中における方位などに対する位置ずれが平
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行移動と線形な回転移動のみであると仮定することも可能である．この場合には既存の様々な
方法が使用できる．本論文では，レジストレーションには既存の方法である位相限定相関法を
用い，再構成に関してのみ新たな方法を検討した． 
本論文では，以降，単に“超解像”と述べた場合，空間領域法における“再構成型超解像”
を指すものとする．これまで述べてきた超解像の分類を Fig. 1.1に示す． 
 
超解像 
波長の限界を超える 
センサ･測定系の限界を超える 
その画像の解像度を超える 
ニアフィールド光学など 
ディジタル超解像 
SAR，MUSIC，ホログラフィ 
画像融合 
 ：本論文で検討した項目 
※ 
※ 
空間領域法 
周波数領域法 
再構成 
レジストレーション 
再構成 
レジストレーション 
 
Fig. 1.1 超解像の分類 
 
 
1.1.2 観測モデル 
 
本論文で扱う画像は全て静止画を対象としており，動画におけるフレームなどは対象としな
い．従って，異なる観測画像間における観測範囲内の部分的な運動は考慮しない． 
観測画像は観測系が完全ではないことにより劣化を受ける．画像の劣化要因には以下のも
のが考えられる[1]． 
 
・ 画像測定装置（カメラ，VTRなど）の，観測対象に対する回転や平行移動 ：T 
・ 光学系による PSF，観測対象の運動によるぼけ，撮像素子の PSF  ：h 
・ 撮像素子によるサンプリング      ：V 
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・ 加法ノイズ（撮像素子のショットノイズや増幅器の熱雑音等）   ：K 
 
物体を画像として観測する際の観測モデルには 2種類ある．フィルムに記録するアナログ写
真などの場合は，ある連続空間上の物体を別の連続平面上の画像として観測する，連続－連
続モデルである．ディジタルカメラなどの場合は，ある連続空間上の物体を別の連続平面上で
離散化して電子データとして記録する，連続－離散モデルである．しかし，画像復元や超解
像再構成で扱うのは，離散化された画像データどうしを扱うため，この場合には，離散－離散
モデルとなる[15]． 
連続－連続モデルにおける物体（観測対象）I を観測した画像 g，は以下の数式で表され
る． 
KI  Ag                                                       (1.1) 
ここで，A は上記の劣化過程を代表した観測過程，K は観測過程で混入した加法ノイズを
表す．簡略化のため，以降の式では加法ノイズを考慮しない．観測過程は，まず，物体I に対
して観測系の幾何学的な相対位置変換 T を受ける．その観測過程は以下の式で表される． 
   ^ `y,xTy,xt II                                                (1.2) 
次に，光学系の PSF によるぼけを受ける．これは PSF を観測過程I t に畳み込んだ過程に
なり，以下の式で表される． 
       ^ `> @  ^ `> @y,xThy,xThy,xy,xhy,x tth IIII           (1.3) 
ここで，* は畳み込み演算子を表す．アナログ写真の場合は連続－連続モデルであるI th 
が画像として記録されるが，ディジタルカメラではI th が離散化され，以下の式で示すように，
連続－離散モデルである電子データ g (m, n) として記録される． 
   ^ `> @y,xThn,mg IV                                      (1.4) 
ここで，V はサンプリング・パラメータである． 
画像復元や超解像再構成では劣化の少ない高解像度画像が劣化を受け，ダウンサンプリ
ングされて観測画像（低解像度画像）になる，即ち離散－離散モデルが使われる．離散－離
散モデルにおける高解像度画像 f (xd, yd)は，連続空間における物体をエイリアシングが出な
い程度に帯域制限した後に離散化したものである．離散－離散モデルを以下の式に示す． 
   ^ `> @ddddd y,xfThn,mg V                                 (1.5) 
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ここでVd はダウンサンプリング・オペレータ，hd は離散化した PSF，Td は高解像度画像に
対する観測画像の幾何変換である． 
さて，ここで超解像再構成のための観測モデルを示そう．超解像再構成にはサブピクセル
シフトした観測画像が複数枚必要である．観測位置をサブピクセルずらして観測した複数の画
像を gp,q (x’,y’) とする．ここで，x’，y’ は観測画像の座標，p，q はそれぞれ物体に対する x
方向，y方向の位置ずれである．詳細な観測モデルは以下の式で表される． 
   > @^ `  ',',',' ,,,,, yxyxfThyxgg qpddqpPSFqpqpqp KV          (1.6) 
ここで，f は観測対象，Tp,q は f から g への幾何学的変換オペレータ，x，y は高解像度画
像の座標，hPSF はぼけを表す PSF，Vp,q はダウンサンプリング・オペレータ，Kp,q は加法ノイズ
である．本論文では，シフトインバリアントまたはリニア・シフトインバリアントな PSFが仮定できる
程度に観測領域は狭く，被写体の遠近差は小さいとした．従って Tp,q は単純な平行・回転移
動（Global translation）のみであると考える． 
観測対象 f として，あるオリジナル高解像度画像を用いると，観測モデルは低解像度化モ
デルとして捉えることが出来る．観測モデルにおける低解像度化は，オリジナル高解像度画像
と PSF との畳み込みで帯域制限した後，回転，平行移動などの幾何学的な変換が加わり，撮
像素子を模擬した積分とダウンサンプリングにより行われる． 
通常，観測系のPSF，hPSF は，光学系のPSFであるOPPSF ，撮像素子のPSFであるPDPSF ，
大気の揺らぎによる PSF である AtPSF ，などの畳み込みで表される複雑な関数になると考えら
れる[16]．光学系において円開口レンズの PSFは Bessel関数で表される．撮像素子の PSFは
撮像素子の面積で積分する矩形関数として表される．大気の揺らぎは Gaussian関数で表され
る．光学系の PSF と撮像素子の PSF はカメラの種類によって異なると考えられ，大気の揺らぎ
はその都度違うため，観測系の PSFを厳密に推定することは容易ではない． 
OPPSF，PDPSF，AtPSF は以下の式で表される． 
   
    
      »¼
º«¬
ª  
®¯­ d 
 »¼
º«¬
ª 
2
22
2
2
22
2
1
22
1
0
21
2
22
y,x
yxexp
y,x
y,xAt
otherwise
ay,xifa
y,xPD
yxr
zkdr
zkdrJy,xOP
aa
PSF
PSF
PSF
VSV
                      (1.7) 
ここで，J は第一種ベッセル関数，k は波数   SO ，d はレンズ（開口）の直径，z はレン
ズの焦点距離，a は撮像素子の面積開口率の平方根，Va(x,y) は大気の揺らぎの大きさを表
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す標準偏差である．これらの PSFの畳み込みは不確定な要素が多いため，状況に応じて一つ
一つを厳密に考慮することは非常に困難であると考えられる． 
Capel ら[16]は，観測系 PSF，hPSF は Gaussian 型で近似できることを実験的に示している．
また，清水ら[17]は，観測系PSFの近似特性がGaussian型で表せることを理論的に示している．
観測系 PSFを Gaussian型関数で近似すれば，拡がりを表す標準偏差V のみで表現できるた
め，非常に好都合である．従って，本論文では Gaussian型 PSFを採用する． 
これらの PSFが畳み込まれた近似撮像特性，hPSF(x,y) を以下に示す． 
  ¸¸¹
·
¨¨©
§ || 2
22
2 22
1
VSV
yxexpAtPDOPy,xh PSFPSFPSFPSF           (1.8) 
ここで，V は近似 PSF の拡がりを表す標準偏差，* は畳み込みオペレータである．以上の
ように決定した近似観測モデルのブロック図を Fig. 1.2に示す． 
 
I (x,y)
Object
Tp,q
Transform
Rotation
hPSF
Blurring
Vp,q
Sampling
gp,q(x',y')
Observed image
Kp,q
Noise
 
Fig. 1.2 観測モデル 
 
この劣化した観測画像から元の観測対象，または観測対象を忠実に高精細に撮影した高
解像度画像を復元することが本論文で取り扱う超解像再構成である．超解像再構成は観測モ
デル，即ち画像劣化過程の逆変換であると言える． 
 
 
1.2 超解像の現状と問題点 
 
前項では，本論文で扱う超解像の定義と観測モデルを明確にした．再構成型超解像は，サ
ブピクセルシフトした観測画像を多数用い，少しずつ異なる情報を持った画素の組み合わせ
から高周波成分を取り出す方法である．この時，サブピクセルシフトした観測画像が取得され
る間，被写体は静止している事が原則である．このことが足枷になるためか，超解像が提案さ
れてから 20 年以上経過しているが，適用分野は限られており，また適用されていると言っても
研究レベルに留まっている． 
実用化に近づいているものとして，ハンディビデオカメラで撮影した準静止画（静止対象の
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VTR だが，故意による手ぶれが含まれる）の超解像[18]，ハンディビデオカメラで撮影した文
書等の部分画像を繋ぎ合わせるビデオモザイキング[19]，全方位カメラ画像の中心部と円周
部との解像度合わせに用いる超解像[20]，が挙げられる．これらの方法はいずれも，ハンディ
ビデオカメラで取得した数秒のディジタルビデオ画像から 1 枚の高解像度静止画を得るのが
目的であるため，ディジタル VTR規格（DV規格）である 1秒間に 30画面の取得速度に比べ
て動きが少ないもの，または静止しているものを被写体としている．従って，カメラの動かし方
により，意図的にサブピクセルシフトした同一条件の画像が数多く取得可能である． 
同様に衛星リモートセンシングでは，地表という静止物体を被写体としている．可視近赤外
画像は撮像素子の高感度化・高集積化と光学系の鏡面精度向上などにより，飛躍的に解像
度が向上し，現在では一般用でも 1m/pixel 以下になっている．可視近赤外センサに限らず，
熱赤外やマイクロ波センサに関しても解像度は年々改善されているが，それぞれ，量子効率と
波長による限界が存在する．しかし，高解像度化への要求は限りなく，宇宙から地上の設備を
監視したいといった欲求も出てきている．更なる高解像度化にはソフトウェア的な高解像度化，
即ち超解像を導入することが必要不可欠であると考えられる． 
衛星リモートセンシングでは回帰日数による周期で同一地点の観測がほぼ同一時刻に行
われるため，サブピクセルシフトした観測画像を多数取得することができそうである．しかし，日
本列島周辺の天候はそれほど安定していないため，周回によっては雲量により可視近赤外画
像が取得できないこともあり，取得できた画像の観測時期が離れてしまうことが多いことも事実
である．観測時期が離れると太陽高度に違いができ，陰影の方向や濃度が変化してしまう．ま
た，季節が移り変わってしまうため，落葉や積雪など地表面の状態にも違いが出てしまう．上
記のような理由で同一条件の観測画像が多数取得できないため，衛星リモートセンシングに
おいては，これまで超解像が適用されて来なかった． 
また，被写体の運動がカメラの露光時間や VTRのフレーム速度に比べて速い場合にも，同
一条件の観測画像が多数取得できないために，超解像は適用できなかった． 
 
 
1.3 本研究の目的 
 
本研究の目的は，不完全な観測画像列，即ち超解像するには枚数が足りない観測画像を
用いた超解像再構成を可能にする方式を開発することである．これを可能にするには，以下
に示す課題を解決する必要がある． 
 
・ 観測画像の画素数（既知数）が不足した場合の超解像の正則化法 
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・ 真値と推定値との誤差に基ずく反復計算の発散の抑制（強制的な収束） 
・ 観測画像のサブピクセルシフト量がランダムな場合における反復計算の発散の抑制（強
制的な収束） 
 
超解像再構成は逆問題であるため，超解像画像（高解像度画像）の画素数 ≦ 観測画像
列の総画素数，が成り立たないと，非正則（singular）になり逆行列が存在しなくなる，即ち不適
切問題（ill posed problem）になる．従って，何等かの正則化（Regularization）を施して解であ
る超解像画像を求められるようにする必要がある．本論文では，上記の課題を解決するために，
観測画像数が少ない場合にも超解像再構成が可能になる正則化法を新たに提案する．それ
は，超解像再構成の前処理として，不完全な観測画像列を連続空間上に再配置した後に，
PSF を考慮した 2 次元不等間隔補間で不足画素を補間する，予備補間処理を導入する手法
である．この予備補間処理法を既存の反復逆投影法（IBP 法：Iterative backward projection）
に適用し，改良 IBP法とする．IBP法は，X線 CT画像の再構成法として実績があり，アルゴリ
ズムが簡単で逆問題解法として収束性の良い方法として知られている． 
また，予備補間処理法により観測画素数（既知数）は増やせるが，推定値と真値との誤差は
雑音と同様になるため，この誤差が大きい場合は IBP 法による反復計算は発散し易くなる．そ
こで，これまで詳細な検討がされていなかった IBP 法の収束条件と収束パラメータである逆投
影カーネル（BPK：Back-projection kernel）との関係についても詳細に検討し，予備補間処理
の誤差による反復計算の発散を抑制して強力に収束させるWiener型BPKの設計法も新たに
示した．このWiener型BPKは，サブピクセルシフト量がランダムであることにより反復計算途上
で発生する誤差による発散を抑制する効果もある．本研究により得られた成果の概要を Table 
1.1に示す． 
 
 
Table 1.1 本研究の成果 
 
問 題 点 課 題 提案した解決策 成 果 
・ 観測画像は多数取
得できない 
・ サブピクセルシフト
量はランダム 
不完全な観測画像
列における正則化 
予備補間処理法 観測画像数 1/2まで PSNR 
30dB程度 
VMNN法 観測画像数 1/2～1/4 で
PSNR 26ｄB以上 
正則化誤差に伴う
発散の抑制 
Wiener型 BPK PSNR 4dB以上改善 
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1.4 まとめ 
 
本章では，本論文で扱う超解像の定義を明確にし，逆問題である超解像に対して順問題で
ある観測モデル（画像劣化過程）の定義を明らかにした．空間領域における再構成型超解像
の主要技術は位置決めであるレジストレーションと高解像度化＋ぼけ補正である再構成であ
るが，本論文では再構成に絞って検討することを述べた．超解像再構成に適合する観測モデ
ルは離散－離散モデルであり，観測系の PSFは Gaussian型であることの理由も述べた． 
また，超解像の現状と実用化への問題点を述べ，それらを解決すべく本研究の目的とその
方法を明示した． 
 
 
1.5 本論文の構成 
 
本論文の構成を以下に示す． 
 
第１章 序論 
第２章 超解像概要 
第３章 反復逆投影法（IBP法）による超解像 
第４章 不完全な観測画像列を用いた改良 IBP法 
第５章 不完全な観測画像列を用いたニューラルネットワーク超解像 
第６章 結論 
 
第２章では，再構成型超解像の基本原理と，基本方式である周波数領域法と空間領域法
について，本論文の背景ともなる既存技術の概要を述べる． 
第３章では，本論文で採用した再構成型超解像の 1 つである，IBP 法による超解像再構成
について詳細な処理方法とシミュレーション例を述べる． また，収束条件について詳細に検
討し，ランダムなサブピクセルシフト観測画像列を用いた超解像においても強力に収束する
Wiener型 BPKを提案する． 
第４章では，不完全な観測画像列のサブピクセルシフト量がランダムな場合の超解像再構
成に関し，IBP法による超解像の前処理として，観測画素数の不足を補う正則化法である予備
補間処理法を提案する．サンプル画像を用いたシミュレーションと実写画像を用いた実験によ
り，予備補間処理法の効果と超解像性能を検証する． 
第５章では，逆問題解法や非線形曲線へのフィッティングに使用されるニューラルネットワ
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ークを用いた超解像再構成法について述べる．不完全な観測画像列を用いた超解像再構成
に階層型ニューラルネットワークが適用可能であることを示し，サンプル画像を用いたシミュレ
ーションと実写画像を用いた実験により性能を評価する． 
第６章では，本論文の結果を総括し，将来への展望を述べる． 
以上の構成を Fig. 1.3 に示す． 
 
 
【技術】
超解像
（第２章）
【ニーズ】
画像の高解像度化
（第１章）
【問題点】
ランダムなサブピクセルシフト（第３章）
不完全な観測画像列（第４章）
ニューラルネット
ワーク法
（第５章）
改良IBP法
（逆投影カーネル）
（予備補間処理法）
（第３，４章）
新たな課題，将来への展望
（第６章）
VMNN法
（入出力最適化）
（観測画像拡大）
（第５章）
反復逆投影法
（IBP法）
（第３章）
 
Fig. 1.3 本研究の流れと本論文の構成 
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第２章 
超解像概要 
 
第１章で超解像再構成と観測モデルについて定義した．また，観測画像それぞれのレジス
トレーションは完了しているものとして，ディジタル超解像の主要項目である再構成に着目して
検討することを述べた．本章では逆問題解法としての超解像について概論を述べ，次に本論
文で使用したレジストレーション法について述べる．続いて超解像再構成法の主要方式である，
周波数領域法と空間領域法それぞれの基本原理と特長について述べる． 
 
 
2.1 逆問題解法としての超解像 
 
超解像を失われた画像情報を推定することと考えると，観測モデルが離散－離散モデルで
ある場合の画像復元と同様な意味合いになる．画像再構成という場合，合成開口レーダ
（SAR）[1]や X線 CT，MRI[2] のようにそれ自体では画像として成立しない観測データから意
味のある画像へ変換することを指すが，超解像再構成は複数の観測画像から 1 枚の高解像
度画像を組み立て直すことを指す[3]．画像復元は 1枚の劣化画像を推定可能な観測系や観
測状態などの事前情報を用いて高解像度画像に復元することであるため，やはり超解像は復
元よりは再構成に近いと考えられる．しかし実際，画像復元と画像再構成を数学的に表す場
合は同じ形であり，式(1.1)に定式化できる．従って超解像再構成は，式(1.1)の逆問題，即ち，
観測画像 g から高解像度画像 f を求める問題であり，以下の式で表される[4]． 
 ηgAf 1                                                     (2.1) 
観測過程A の逆行列A-1 が存在すれば f は g から直接求めることができる．しかし通常は
不適切問題（ill posed problem）になり，A の逆行列は存在しないため，何等かの正則化
（Regularization）が必要になる． 
画像再構成および画像復元において，元の画像または高解像度画像を得るためには，最
小二乗推定を利用し，誤差 2fAg   を最小にするような f を推定する方法が良く使われ
る．A が完全に既知であるとすれば，A が非正則（Singular）であっても一般逆行列を用いる
ことで f を求めることが可能な場合がある．しかし，通常は f から g を求める際に失った情報
が多すぎるため，一般逆行列を求めることも容易ではない．そこで，正則化項としてH (f) を用
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いて評価関数E (f) を定義し，このE (f) を最小にするように解 f を得るようにすれば，元画像
または高解像度画像 f の近似解が求められる．評価関数 E (f) は以下のように表される． 
   fεfAgfE 2                                           (2.2) 
f を得る方法は，以下の式に示すように，最急降下法などの反復計算による最適化手法が
利用される． 
            nn fεfAgffEff 2nn1n                     (2.3) 
この方法は結局，(2.1) 式における加法ノイズK を平均値 0 の Gaussian ノイズとして扱って
いる．(2.3) 式右辺第 2 項の正則化項は観測画像の劣化要因となる事前知識であり，MAP
（Maximum a posteriori）法[5]などの確率的な反復計算法を用いる場合には事前確率となる．
この第 2項を用いない方法は最尤推定法（ML：Maximum likelihood法）[6]である． 
また，非常にシンプルな反復推定法として，Landweber により導かれた第一種積分方程式
の最小二乗解法がある[4]．この手法は観測する際の低解像度化（Down sampling or 
Re-sampling）が考慮されていないが，第 3 章で述べる反復逆投影法（IBP 法：Iterative 
backward projection）の基礎となる方法である[7]．(2.1) 式で加法ノイズを考慮しないものとし，
一般逆行列を A+ と表すと以下のようになる． 
kk fAAgAf
                                                 (2.4) 
ここで，A は観測過程，A+ は A から求めた一般逆行列であるとし，これらは事前情報とし
て推定する．A およびA+ の推定値が多少異なっていても高解像度画像 f が求められるよう，
評価関数を以下のように定める． 
   kkk fAAgAfε   W                                        (2.5) 
ここでW は緩和パラメータ（Relaxation parameter）と呼ばれるもので，反復計算の収束条件
を調整するパラメータである．従って，f k を求める反復計算式は以下のように表される． 
   kkkkk1k fAAgAffεff    W                         (2.6) 
ここで最も重要なのは，観測過程である A とその逆過程である A+ の推定を如何に正確に
できるかである．画像を撮影した観測系が明らかであれば A は容易に推定可能であるが，通
常，観測系のパラメータは得られないことが多い．手元にカメラなどの観測系が存在する場合
は直接測定することも可能であるが，衛星リモートセンシングなどではそれも不可能である．従
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って，観測画像から推定することになる．観測画像のみから観測過程を推定する方式は，画像
のぼけである PSF（点像分布関数：Point spread function）の推定とレジストレーションとに分類
される．PSFの推定に関しては第 1章 1.2でも述べたように，光学系や撮像素子などの細かい
形態に留意することなく，Gauss分布であるとして，その拡がりのみを推定する方式が一般的で
ある[8]． 
超解像において観測画像 g は f とは解像度が異なり，成分数（画素数）も異なるため，(2.6) 
式をそのまま解くことはできない．超解像に特化した逆問題解法があり，それは 2.3項と 2.4項
で述べる．まず，超解像再構成において最も重要なプロセスとなるレジストレーション法につい
て述べる． 
 
 
2.2 レジストレーション法 
 
超解像は，複数の観測画像相互の位置合わせ（レジストレーション：Registration）と再構成
（ぼけ補正：De-blurring）の 2 つの主要なプロセスよりなる[9]．レジストレーションが正確にでき
れば 8 割方超解像は成功であると言われるほど，レジストレーションは重要なプロセスである．
また，コンピュータビジョン分野やリモートセンシング分野における重要な基本処理でもあり，
領域マッチング[8]やオプティカルフロー推定[10]など，これまでに様々な手法が提案されてい
る． 
2 枚の画像を比較し，解像度が異なる場合および同じ解像度でも変形または移動が部分的
に異なるような場合のレジストレーションは非常に困難になるが，解像度が同じで変形または
移動がサブピクセルレベルである場合は画像を狭い範囲に分割することにより，それぞれの部
分画像同士の変化は線形であると仮定できる．サブピクセルレベルの線形移動（平行移動と
回転移動）の高精度な移動量検出を可能にする方法としてさまざまな方法が提案されている
が，本論文では，指紋認証における画像レジストレーションに実用化されており，平行移動と
回転に関しては，1/100 ピクセルおよび 0.5°以下の精度が可能である位相限定相関法
（Phase only correlation，POC）を採用した[11]～[14]． 
位相限定相関法とは，2枚の画像の振幅スペクトラムをそれぞれ 1に正規化した画像（位相
限定画像）に対して相関を取り，ピークの座標即ち，位置ずれ量を見つける方法である． 
2枚の N1×N2 の画像，f (n1, n2) と g (n1, n2) を考える．ここで，n1 = -M1, ･･･, M1 ，n2 = 
-M2, ･･･, M2 である．従って，N1 = 2M1+1，N2 = 2M2+1 である． 
1枚の画像を f (n1,n2) とする．f (n1,n2) の離散フーリエ変換を  21 ZZ jj e,eA  とし，その振幅
スペクトラムを  21 ZZ jj e,eA ，位相スペクトラムを  21 ZZD jj e,e  とする．f (n1, n2) と g (n1, n2) 
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の 2次元離散フーリエ変換をそれぞれ，F (k1, k2)，G (k1, k2) とすると，以下のように表される． 
   
   21
1
11
2
22
22
2
11
1
,
21
22
2121
,
,,
kkj
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M
Mn
M
Mn
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
                   (2.7) 
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                   (2.8) 
ここで，k1 = -M1, ･･･, M1 ，k2 = -M2, ･･･, M2 である．AF (k1, k2)，AG (k1, k2) は振幅成分で
あり，  21 k,kj Fe T ，  21 k,kj Ge T  は位相成分である．F (k1, k2)，G (k1, k2) の相互スペクトラム（Cross 
spectrum）を R (k1, k2) とし，以下のように表す． 
           212121212121 k,kjGF ek,kAk,kAk,kGk,kFk,kR T             (2.10) 
ここで，G*(･) は G (･) の複素共役であり，      212121 k,kk,kk,k GF TTT   である． 
R (k1, k2) の位相成分である，位相相互スペクトラム（位相限定合成：Cross-phase spectrum，
または規格化相互スペクトラム：Normalized cross spectrum），  21 k,kRˆ  は以下のように表され
る． 
          21 ,2121
2121
21 ,,
,,,ˆ kkje
kkGkkF
kkGkkFkkR T  

                          (2.11) 
位相限定相関関数（Phase only correlation function：POC function），  21 k,krˆ  は，
 21 k,kRˆ の 2次元離散逆フーリエ変換であり，以下のように表される． 
   ¦ ¦
  °¿
°¾
½
°¯
°®
­ 1
11
2
22
22
2
11
1
22
21
21
21 ,ˆ
1,ˆ
M
Mk
M
Mk
nk
N
jnk
N
j
eennR
NN
nnr
SS
              (2.12) 
この POC 関数を用いることによりサブピクセルレベルの位置シフト量を高精度に推定するこ
とが可能になる． 
連続空間(x1, x2) 上における画像，fc (x1, x2) と，x1，x2 方向にそれぞれG1，G2 だけ位置ず
れのある画像（平行移動した画像），fc (x1 - G1, x2 - G2) について，POC関数を用いて位置ずれ
量を求める．fc (x1, x2) と fc (x1 - G1, x2 - G2) を離散化した画像を f (n1, n2)，g (n1, n2) とし，以下
のように表す． 
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222111
222111
,221121
,2121
,,
,,,
TnxTnxc
TnxTnxc
xxfnng
xxfnnf
  
  
 
 
GG
                           (2.13) 
ここで，T1 と T2 は空間サンプリング間隔であり，n1 = -M1, ･･･, M1 ，n2 = -M2, ･･･, M2 であ
る．f (n1, n2) と g (n1, n2) 2次元離散フーリエ変換をそれぞれ，F (k1, k2)，G (k1, k2) とすると，シ
フト定理を用いて以下のように関係付けられる． 
    222111 222121 G
SGS k
N
jk
N
j
eek,kFk,kG
                                (2.14) 
従って，位相限定合成  21 k,kRˆ  は以下のように表される． 
  222111 2221 G
SGS k
N
jk
N
j
eek,kRˆ
                                        (2.15) 
POC関数  21 ,ˆ nnr  は(2.12) 式より以下のように求められる．  
   
 ^ `
 
 ^ `
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M
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N
jnk
N
j
              (2.16) 
POC関数の特性を Fig. 2.1に示す．(2.16) 式のピーク座標，(G1, G2) が 2つの画像間の位
置ずれ量を示している．このピーク座標を正確に求めることにより，位置ずれ量が正確に推定
される．POC関数を計算する際，画像のサンプリング間隔，即ち(n1, n2) 上の値しか求めること
はできない．このままではサブピクセルレベルのシフト量は求められないため，POC 関数のピ
ーク座標と考えられる点の周辺でサンプリング間隔を狭くしてピーク値を推定する必要がある．
本論文では，POC 関数のピーク座標と考えられる点の周辺（±4 ピクセル）において，共役勾
配法を用いた最小二乗フィッティングにより (G1, G2) を求めた． 
単に POC 関数のフィッティングをするだけでは，サンプリング間隔を如何に狭くしても位置
ずれ推定の精度を上げることはできない．それは，位置ずれがある 2 つの画像は画像の縁の
部分で異なっており，この部分は位置ずれ推定が不能で，(2.16) 式に対して雑音となってしま
うためである．また，2次元DFTは画像の周期性を想定しているため，画像端の不連続部分は
やはり(2.16) 式に対して雑音となってしまう．その上，画像の位置ずれに大きく関与するのは
シフト定理の係数の部分であり，高周波成分はほとんど依存せず，低周波成分の依存度が非
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常に大きい．これらのことから，POC 関数のフィッティング精度を向上させるために，画像の端
をカットする空間的なハニング窓と，高周波成分をカットする周波数的なローパスフィルタを適
用した．ハニング窓 Z (n1, n2) は画像に適用され，以下の式で示される．また，その空間特性
を Fig. 2.2に示す． 
 
¿¾
½®¯­ ¸¸¹
·
¨¨©
§
¿¾
½®¯­ ¸¸¹
·
¨¨©
§ 
2
2
1
1
21 cos1cos14
1,
M
n
M
nnn SSZ                        (2.17) 
ローパスフィルタ（LPF：Low pass filter） L (k1, k2) は位相限定合成  21 k,kRˆ  に適用され，
以下の式で表される．また，その周波数特性を Fig. 2.3に示す． 
  ®¯­ dd 
otherwise
UkUk
kkL
0
,1
, 221121                               (2.18) 
ここで， 110 MU dd ， 220 MU dd  である．このとき，修正した POC関数  211 ,ˆ nnr  は以
下の式で表される． 
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     (2.19) 
ここで，V1 = 2U1+1，V2 = 2U2+1 である． 
POC 関数のフィッティングによるサブピクセルレベルの移動量推定精度を，サンプル画像を
用いたシミュレーションにより検証する．オリジナル画像を，画像劣化モデル(1.4) 式の中心を
ずらした以下の式(2.20)に示す hi,,jPSF を用いて，劣化させてサブピクセル移動した画像を作成
し，ダウンサンプリングして低解像度画像を作成し，その移動量を POC関数により推定する． 
      ¸¸¹
·
¨¨©
§  2
22
2, 2
exp
2
1, V
GG
SV
jiPSF
ji
yyxx
yxh                     (2.20) 
Fig. 2.4(a) に示すオリジナル画像（Lena）を，(2.20) 式における移動量(G xi , G yj) (i = 0, 1, 
2, 3,  j = 0, 1, 2, 3) だけシフトして，ダウンサンプリングして低解像度画像を 16枚作成する．
シフト量の設定値は，(0, 0)，(0, 0.25)，(0, 0.5)，(0, 0.75)，(0.25, 0)，(0.25, 0.25)，(0.25, 0.5)，
(0.25, 0.75)，(0.5, 0)，(0.5, 0.25)，(0.5, 0.5)，(0.5, 0.75)，(0.75, 0)，(0.75, 0.25)，(0.75, 0.5)，
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(0.75, 0.75) である．低解像度画像の 1つを Fig. 2.4(b) に示す．また，ハニング窓適用後の画
像を Fig. 2.4(c) に示す． 
オリジナル POC関数(2.16) 式を用いたフィッティングによるピーク位置推定図を Fig. 2.5(a) 
に示す．また，移動量の設定値と推定値のグラフを Fig. 2.5(b) に，設定値と推定値との誤差
の絶対値を Fig. 2.5(c) に示す．RMS誤差'r の最大値は 0.12である．RMS誤差'r は以下
の式で示される． 
    2221 j,ji,i yxr GGGG  '                                 (2.21) 
ここで，(G1,i，G2,j) は式(2,20)における設定値(G xi , G yj) に対応する，式(2,19)の POC関数
からフィッティングにより求めた移動量(G1，G2) である． 
次にハニング窓を適用した画像に式(2.16)で示されるオリジナル POC関数を用いたフィッテ
ィングによるピーク位置推定図を Fig. 2.6(a) に示す．また，移動量の設定値と推定値のグラフ
を Fig. 2.6(b) に，設定値と推定値との誤差の絶対値を Fig. 2.6(c) に示す．RMS誤差'rは最
大 0.11であり，0.01小さくなった． 
次に式(2.19)で示される LPF を適用した POC関数を用いたフィッティングによるピーク位置
推定図を Fig. 2.7(a) に示す．また，移動量の設定値と推定値のグラフを Fig. 2.7(b) に，設定
値と推定値との誤差の絶対値をFig. 2.7(c) に示す．RMS誤差'rは最大 0.05ピクセルであり，
ハニング窓採用時に比べ，0.06小さくなった． 
次にハニング窓を適用した画像に LPF を適用した式(2.19) で示される POC 関数を用いた
フィッティングによるピーク位置推定図を Fig. 2.8(a) に示す．また，移動量の設定値と推定値
のグラフをFig. 2.8(b) に，設定値と推定値との誤差の絶対値をFig. 2.8(c) に示す．RMS誤差
'rは最大 0.02ピクセルであり，オリジナルに比べ 0.1，ハニング窓採用時に比べ 0.09，LPF採
用時に比べ 0.03小さくなった． 
オリジナルPOC関数のみによるフィッティングでは，移動量の推定精度は0.12ピクセル程度
であるが，ハニング窓と LPF の適用により 0.02 ピクセルまで向上することができ，特に LPF の
効果が高いことが確認できた． 
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Fig. 2.1 POC関数 
 
Fig. 2.2 ハニング窓の空間特性 
 
Fig. 2.3 ローパスフィルタの周波数特性 
 
   
(a) オリジナル画像（Lena） (b) 低解像度画像 (c) ハニング窓適用画像 
 
Fig. 2.4 シミュレーションに用いた画像 
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(a) フィッティングによるピーク位置推定 
 
(c) 設定値と推定値の RMS誤差 
 
 
 
 
(b) 設定値と推定値の差 
 
Fig. 2.5 オリジナル POC関数によるフィッティング 
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(a) フィッティングによるピーク位置推定 
 
(c) 設定値と推定値の RMS誤差 
 
 
 
 
(b) 設定値と推定値の差 
 
Fig. 2.6 ハニング窓適用後のフィッティング結果 
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(a) フィッティングによるピーク位置推定 
 
(c) 設定値と推定値の RMS誤差 
 
 
 
 
(b) 設定値と推定値の差 
 
Fig. 2.7 ローパスフィルタ適用後のフィッティング結果 
 
第２章 超解像概要 
 
25 
 
 
 
(a) フィッティングによるピーク位置推定 
 
(c) 設定値と推定値の RMS誤差 
 
 
 
 
(b) 設定値と推定値の差 
 
Fig. 2.8 ハニング窓＋ローパスフィルタ適用後のフィッティング結果 
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2.3 周波数領域法 
 
初期の超解像研究の代表的手法は周波数領域法であり，Tsai らによって提案された[15]．
この手法は，サンプリング始点がそれぞれ異なるサブピクセルだけずれた複数の低解像度画
像は，それぞれ異なるエイリアシング成分を持っているため，それらを合成することで高周波成
分を復元するという方法である．観測画像をフーリエ変換し，先見情報に基づいた観測画像と
超解像画像との関係（PSF など）を示す連立方程式を解いた後，逆フーリエ変換により超解像
画像を得る．周波数領域法は以下の 3 つの原理を基礎としている．それは，ⅰ）フーリエ変換
のシフト定理，ⅱ）オリジナル高解像度画像の連続フーリエ変換（CFT）と観測低解像度画像
の離散フーリエ変換（DFT）とのエイリアシング関係，ⅲ）オリジナル高解像度画像の帯域幅は
既知であること，である．これらの原理を使うことにより，エイリアスのある観測低解像度画像の
DFT係数と，未知である高解像度画像の CFT係数との間の関係式を明確にできる． 
連続空間における画像を f (x, y) とし，位置をずらした画像をそれぞれ fsi,j (x, y) = f (x+'xi, 
y+'yj)，(i = 0, 1, …, M,  j = 0, 1, …, N ) とし，これらのフーリエ変換を F (u, v)，Fsi,j (u, v) と
する．F (u, v)，Fsi,j (u, v) の関係は，ⅰ）シフト定理により，以下のように表される． 
     v,uFev,uFs vyuxjj,i ji '' S2                                     (2.21) 
シフトした連続画像 fsi,j (x, y) をサンプリング間隔 Tx，Ty でサンプリングした離散化画像を，
yi,j (m, n) = f (mTx+'xi, nTy+'yj) (m = 0, 1, …, M-1,  n = 0, 1, …, N-1) とすると，離散化フーリ
エ変換 Yi,j (k, l) は，連続空間のフーリエ変換を用いて以下のように示される． 
  ¦ ¦
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l,kY SS                 (2.22) 
(2.22) 式は以下のように行列による表現にまとめられる． 
YΦFΦFY 1                                           (2.23) 
超解像画像 fs を求めるには，観測画像 yi,j (m, n) の離散フーリエ変換を求め，フーリエ変
換と離散フーリエ変換との関係を表す) を決定し，) の逆行列を用いて F を求めれば，この
F を逆離散フーリエ変換すれば良い． 
周波数領域法は簡単な計算で高速に超解像画像が生成できるという利点はあるものの，画
素の移動が平行でなければならず，また，その領域で同一の PSF であるという条件が必要で
ある．即ち，PSFがシフトバリアントで，回転移動などがある場合には周波数領域法は適用でき
ないため，次に述べる空間領域法の研究が盛んになった． 
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2.4 空間領域法 
 
空間領域における超解像再構成法は周波数領域法と比較し，通常の観測画像に含まれる
任意な動き，動きぼけ，光学系による劣化，不等間隔サンプリングなどを考慮することが容易
である．空間領域法は 1.2 項で定義した観測モデルを逆方向に計算する方式であり，幾何変
換，PSF，サンプリング周期，加法ノイズを先見情報として与えることにより，これらが拘束条件
となって逆行列を求めることが可能になる．画像が劣化した順序を逆にたどる方法なので，直
感的にも非常に理解しやすい方式である．先見情報の導入順など，柔軟性が高いことから多
くの方式が提案されている．超解像再構成として代表的な方法は， IBP 法 [7]，MAP
（Maximum a posteriori）法[5]，POCS（Projection onto convex sets）法[16]，ML（Maximum 
likelihood）法[6]，Wavelet SR 法[17]がある．以下に，本論文で主に検討した IBP 法と空間領
域法として代表的なMAP法，POCS法を紹介する． 
 
 
2.4.1 IBP法 
 
IBP法は Irani らによって提案された，X線 CT（Computer tomography）画像の再構成に使
用される逆投影法を応用した方法である[7]．順投影として観測モデルにより推定した低解像
度画像と観測画像との誤差を高解像度化し，逆投影として誤差画像に逆投影カーネル
（BPK：Back-projection kernel）を作用させて前回の超解像画像に加算することにより超解像
画像を更新する操作を反復することで最終的な超解像画像を得る方法である．以下にその概
略を述べる． 
初期推定超解像画像 f (0) から観測モデルに従って初期推定低解像度画像 gp,q(0) を作成
する。この推定観測画像と実際の観測画像との差 Hp,q(0) = gp,q- gp,q(0) を，高解像度化した後に
逆投影カーネル（Back projection kernel，BPK）を作用させて f (0) に加算する，即ち逆投影し
て 1次の推定超解像画像を f (1) に更新する。これらの計算を n回反復し，以下の誤差関数（2
乗平均誤差，Mean square error，MSE）が最小になるか，予め定めた閾値以下になるまで繰り
返す。 
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21
                                   (2.24) 
ここで，Mxは高解像度画像における x方向（横方向）の画素数，Myは y方向（縦方向）の
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画素数である。n回反復計算をして得られる推定低解像度画像 gp,q(n) は以下の式のように表さ
れる。 
    > @ shfTg PSFnq,pnq,p p                                       (2.25) 
ここで，↓s は 1/s のダウンサンプリング・オペレータである。n+1 番目の超解像画像 f (n+1) 
は以下の式で表される。 
      > @¦ ¦
  
 n 
N
p
N
q
BPn
q,pq,p
nn hsT
N
ff
1 1
1
2
1 1 H                        (2.26) 
ここで，hBPは BPK，↑s は s 倍のアップサンプリング・オペレータである。BPK は第３章で
述べるように，反復計算の収束条件を考慮し，任意な関数に選択できる。 
オリジナル画像 f は未知であるが，式(2.26)に従って反復回数nを増やすことで f (n) を f に
近づけることができる。これらの詳しい証明は第３章で述べる． 
 
 
2.4.2 MAP法 
 
MAP 法はベイズ推論に基づいた確率論的な方法で，高解像度画像に対するある先見情
報を利用して事後確率を最大化する最適化問題として超解像画像を推定する方法である．即
ち，超解像再構成を統計的推論問題として扱う方法である[5]． 
超解像再構成は不適切問題であり，唯一解ではないが，MAP法は先見知識を解空間の拘
束項として用いることにより唯一解に落ち着かせる強力な方法である．観測画像をYとし，加法
ノイズ Nがある場合の一般的な観測方程式は以下のように表される． 
NfHY                                                     (2.27) 
ここで，f は高解像度画像，H は観測モデルである．MAP 法を用いて f を推定するのに，
事後確率 Pr｛ f｜Y ｝ が最大になるように f を推定する．その推定値を以下に示す． 
^ `> @
^ ` ^ `> @fPlogfYPlogmaxarg
YfPmaxargfˆ
rr
rfMAP
 
 
                           (2.28) 
上式 2行目は応用ベイズルールにより得られる． 
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^ ` ^ `
^ ` »¼
º«¬
ª 
YP
fPfYP
maxargfˆ
r
rr
fMAP
                                  (2.29) 
Pr｛ Y｜f ｝ の項は対数尤度関数，Pr｛ f ｝ は f の事前確率である．Y = H f + N より，尤
度関数は以下のように決められる． 
^ `  fHYffYP Nr                                            (2.30) 
事前確率 Pr(z) にはマルコフ・ランダム場（MRF）画像モデルを利用するのが一般的である．
加法ノイズが Gaussian である場合には，事前確率は最急降下法を使えるようにすることで式
(2.29)の凸最適化を保証するように選択できる． 
近年，MAP 法は以下の３つの主な利点により，超解像再構成として最も利用されている方
法の１つになった． 
① 不適切問題に適合するように，解空間上の事前拘束を直接取り込むことができる． 
② 凸事前確率付のMAP評価は解の存在と唯一解であることを保証する総合的な凸最適化
を導く． 
③ 動き評価と復元を同時に実施することが可能である． 
 
 
2.4.3 POCS法 
 
超解像再構成におけるPOCS法は，高解像度画像と低解像度画像の画素値の間に成立す
る個々の連立方程式に対し，全て凸集合であるという制約条件を満たした上で，それらの方程
式を逐次的に解くことにより超解像画像を推定する方法である[16]．凸集合であるという制約
条件とは，連立方程式が陽に解けること，有界であること，滑らかであること即ち微分可能であ
ること，である．POCS法は IBP法などと同様，反復手法である．画像をベクトル空間とし，その
中に存在する推定画素を，全ての凸制約条件を満足する位置に配置する． 
A×Bの矩形画像を考える．PSFをVj (x, y)，j番目の画素 dj は以下の式で示される． 
    BAjdxdyy,xy,xfd jj udd ³ ³ff 1V                       (2.31) 
ディジタル画像の場合，上記の積分は以下の式に示すように，超解像画像のグリッド[l, k]上
に離散化できる． 
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 Bk,Alk,lk,lfd
l k
,j dddd ¦ ¦ 11V                     (2.32) 
ここで，l×k は超解像画像のピクセルである．j番目の画素の点拡がり特性Vj (x, y) は，j番
目の低分解能画像の画素に含まれる超解像ピクセル(l, k) の部分的な領域であるVj (l, k) を
求めるために離散化される．これは以下の式に示すように，PSF の応答領域を超えた，均一で
単一な応答を推定させる． 
 
°¯
°®
­
 
otherwiser
pixelLRIjthofinsidecompletelyispixelif
pixelLRIjthofoutsidecompletelyispixelif
y,x
j
j 1
0
V       (2.33) 
ここで，LRIは低解像度画像（Low resolution image）である．d(l, k) とVj (l, k) から列ベクト
ル F とVj を生ずる．これらは以下の式のようになる． 
Fσd Tjj                                                        (2.34) 
セット Cj は以下のように定義される． 
^ `jTjj dF:FC   V                                             (2.32) 
セット Cjは全ての離散化された超解像画像セットである．それらは低解像度画像における j
番目のピクセルの応答が観測値である dj になるように設定される．セット Cj はそれぞれの観
測ピクセルが j，1 ≦ j ≦ A×B となるように定義される．それゆえ，1 枚の観測画像のため
に全ての A×Bが関与する．これらのセットは測定値 dj と解を同一にすることへの拘束を保証
する解Fによって推測される．解を求めるのに十分な数の方程式を得るため，拘束項Fは線型
である．従って，f の解は逆行列として求めることができる．Cj の集合はしばしばデータ同一
性の拘束と呼ばれ，閉じた凸として示される．以下に投影オペレータ Pj を定義する． 
°¯
°®
­

 
 
otherwise
Fd
F
dFifF
FP
jT
T
jj
j
T
j VVV
V
V
                           (2.32) 
Pj F はセットCj 上への点 f の投影である．POCS表現において，超解像画像の初期推定 f 
(0) は各々の測定データとの同一性を保証する各々の拘束セット Cj 上に投影される． 
   n
k
n FPPPPF L3211                                            (2.32) 
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この投影セットは超解像画像を更新する度に反復して適用される． 
POCS 法は初期超解像画像に依存し，場合によっては解が一義的に定まらない，収束が遅
く計算コストが高いと言う欠点がある． 
 
 
2.5 まとめ 
 
本章では，逆問題解法としての超解像再構成についてその概要を述べ，超解像再構成の
主要な処理項目である，レジストレーション法と再構成法についてその概要を述べた．本論文
で主眼としているのは再構成法であり，本章では周波数領域法と空間領域法について概要を
述べ，特に最近発展の著しい，空間領域法の主要な 3種の方法，IBP法，MAP法，POCS法
について述べた．周波数領域法は超解像の歴史の中で最も古い方法であり，シンプルで計
算が速いなどの長所はあるが，観測画像のサブピクセルシフト量は等間隔に規則正しくシフト
している必要がある他，シフトインバリアントな PSF にしか対応できないため，適用範囲に限界
がある．空間領域法は不等間隔なサブピクセルシフトやシフトバリアントなPSFにも対応可能で
あるため適応範囲は広いが，計算方法が複雑で，計算コストも高いと言った欠点がある． 
MAP法やPOCS法は正則化するための拘束条件が厳しいため，不完全な観測画像列では
超解像は困難であるが，観測画像列が完全であれば解が一義的に定まるため，同一条件の
観測画像が多数取得できる環境においては広く利用されている方法である．双方ともに初期
値に依存するため，初期高解像度画像の選び方，作り方には注意を要する． 
以降の章では，空間領域法の中ではアルゴリズムがシンプルで計算コストも比較的低く，観
測画像の条件が緩く初期値にも依存しない IBP法について主に検討する．本研究に IBP法を
選択した理由は，第３章で詳述するように，IBP 法の収束条件がロバストで，観測画像列が不
完全であっても超解像画像を再構成できるため，本研究の目的に合致しているからである． 
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第３章 
反復逆投影法（IBP法）による超解像 
 
空間領域で行う超解像再構成法には前述したように 3 つの主要な方法がある．本章ではそ
れらの内で比較的アルゴリズムが単純で収束条件がロバストである反復逆投影法（IBP 法：
Iterative backward projection）について述べる[1]～[4]． 
IBP 法の基本原理は古く，オーストラリアの Radon が 1917 年に逆投影法（Backward 
projection, Back-projection）または Radon変換の数学的理論を発表したことに遡る[5]．この理
論は半世紀もの間，日の目を見ることはなかったが，1963年にイギリスのCormackがX線ビー
ムスキャンによる投影・再構成の方法を発表したのに続き，1973年にイギリスのHounsfieldらに
よって発明された X線断層撮影装置（X rays computerized tomography, CT）の画像再構成法
として応用されて始めて脚光を浴びた[6]．Cormack と Hounsfieldは共に CT 発明の功績によ
り，1979 年にノーベル医学・生理学賞を受賞している．当時，Cormack のような物理学者や
Hounsfield のような電子技術者，即ち医学者ではない者がノーベル医学・生理学賞を受賞す
ることは非常に異例であり，CT に対する反響の大きさを物語っている．イスラエルの Irani と
Pelegはこの逆投影再構成法を応用し，画像の解像度をソフトウェア技術により高くする超解像
再構成理論として 1990年に IBP法を提唱した[2]． 
CT における画像再構成法は，平面（2 次元）の分布を多方面から線状（1 次元）に投影し，
その複数の線状投影データから投影モデルを逆に辿る（逆投影）ことで平面内の密度分布を
再構成する方法である．この逆投影法と同様に IBP 法は投影と逆投影の 2 つのプロセスを反
復的に実施して超解像画像を得る方法である．投影では，サブピクセルシフト（1 ピクセル以下
の位置ずれ）した多数の観測画像をその位置ずれに応じて重ね合わせることで高解像度画像
を作成し，その高解像度画像から画像劣化モデルを模擬してシミュレートした低解像度画像を
作成する．逆投影では，この低解像度画像と観測画像との差を取って差分画像を作成し，差
分画像を拡大･融合・補正して前回の高解像度画像に足し合わせて更新する．この 2 つの処
理を繰り返して最終的に超解像画像を作成するのである． 
本章では，IBP法による超解像再構成の理論について述べ，次に例として，規則正しくサブ
ピクセルシフトした観測画像による超解像再構成と，ランダムにサブピクセルシフトした観測画
像による超解像再構成に関して，サンプル画像を用いてシミュレーションした結果について述
べる[7][8]． 
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3.1 IBP法による超解像再構成の理論 
 
本項では IBP 法の基本原理として投影／逆投影の反復計算法に関して順を追って説明し，
簡単な IBPの例として時間波形の 1次元超解像やサンプル画像における 2次元超解像につ
いて説明する．次に，詳細な収束条件を検討し，逆投影カーネル（BPK：Back-projection 
kernel）を厳密に設計する方法についても検討する． 
 
 
3.1.1 IBP法の基本原理 
 
IBP 法による超解像再構成は即ち，物体空間から観測モデルにより観測画像空間に投影さ
れた複数の観測画像を用いて，投影の逆過程を反復的に辿る方法である．シミュレートした推
定観測画像と実際の観測画像を比較しながらその差を小さくしていく方法であり，最急降下法
による反復解法と同様な処理方法であるため，急激な収束を示す． 
サブピクセルシフトした複数の観測画像を求める，離散－離散モデルにおける観測モデル
は 1章で論じたが，以下に再掲する[9]． 
   > @^ `  ',',',' ,,,,, yxyxfThgyxg qpddqpPSFqpqpqp KV          (3.1) 
ここで，gp,q (x’,y’) はサブピクセルシフトした複数の観測画像，x’，y’ は観測画像の座標，
p，q はそれぞれ物体に対する x 方向，y 方向の位置ずれ，f は観測対象，Tp,q は f から gp,q 
への幾何変換オペレータ，xd，yd は高解像度画像の座標，hPSF はぼけを表す PSF（点像分布
関数：Point spread function），Vp,q はダウンサンプリング・オペレータ，Kp,q は加法ノイズである．
本論文では，シフトインバリアントまたはリニア・シフトインバリアントな PSF が仮定できる程度に
観測領域は狭く，被写体の遠近差は小さいとした．従って Tp,q は単純な平行・回転移動
（Global translation）のみであると考える．この観測モデルの逆変換を反復的に実行するのが
IBP法による超解像再構成である． 
観測画像N×N枚からN倍解像度の超解像画像を求める処理を考える．まず，初期高解像
度画像 f (0) を何らかの方法で定義する．詳しい理由は 3.1.2項に述べるが，f (0) と最終的な超
解像画像 f (n+1) との差は反復計算の途上で縮められるため，f (0) は解像度が同じであればど
のような画像でも良い．即ち，全ての画素値が黒（振幅 0），全ての画素値が白（振幅 255），サ
イズが同じ全く別の画像，の何れであっても構わない． 
次に f (0) から観測モデルをシミュレートしたサブピクセルシフト推定低解像度画像 gp,q(0) を
観測画像と同じ枚数作成する．即ち，投影する． gp,q(0) は以下の式で示される． 
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> @^ `   > @^ ` NhfTfThg PSFqpqpPSFqpqp p  0,0,,0, V           (3.2) 
ここで，↓N はダウンサンプリング・オペレータ，即ち 1/N×1/N にデシメーションするオペレ
ータであり，* は畳み込み演算子である．第１章で議論したように，hPSF は以下の式で示す
Gaussian型である[10]． 
  ¸¸¹
·
¨¨©
§ | 2
22
2 2
exp
2
1, VSV
yxhyxh PSFPSF                           (3.3) 
ここで，V は PSF の拡がりを表す標準偏差である．次に，推定低解像度画像と観測画像と
の差である差分画像Hp,q(0) = gp,q - gp,q(0) を作成する．そして 0次の差分画像Hp,q(0) を何らかの
方法（通常は最近隣補間法）で高解像度化した後に BPK を作用させ，逆幾何変換して初期
高解像度画像 f (0) に足す，即ち逆投影することにより 1次の推定高解像度画像 f (1) に更新す
る．f (1) は以下の式で示される． 
       BPN
p
N
q
qpqp hNTN
ff »¼
º«¬
ª n ¦ ¦
  

1 1
0
,
1
,2
01 1 H                         (3.4) 
ここで，↑N はアップサンプリング・オペレータ，即ち N×N にリサンプリングするオペレータ
であり，hBP は BPKであり，どのような関数を用いるかは 3.1.3項で詳述する． 
これらの投影／逆投影処理を n 回反復し，以下に示す誤差関数（残差：2乗平均誤差）e (n) 
が最小になるか，予め定めた閾値以下になるまで繰り返す． 
    ¦ ¦ ¦ ¦
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N
e n
1 1 1 1
21 H                                    (3.5) 
ここで，Mx は超解像画像における x 方向（横方向）の画素数，My は y 方向（縦方向）の画
素数である．n回反復計算をして得られる推定低解像度画像 gp,q(n) は以下のように表される． 
    > @ NhfTg PSFnqpnqp p ,,                                      (3.5) 
n+1 番目の超解像再構成画像 f (n+1) は以下の式で表される． 
       BPN
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N
q
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qpqp
nn hNT
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ff 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
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,
1
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1 1 H                       (3.6) 
BPKは後述するように，反復計算の収束条件を考慮し，任意な関数に選択できる． 
以上の IBP法による超解像再構成のブロック図をFig. 3.1に示す．オリジナル画像 f は未知
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であるが，式(3.6)に従って反復回数 nを増やすことで f (n) を f に近づけることができる． 
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(n)
Hp,q(n)
+-
+
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no
f (M)
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T
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T
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f (0)
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Image
degradation
process
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Fig.3.1 IBP法による超解像再構成のブロック図 
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次に，IBP 法による超解像再構成の実際の処理例を，時間波形を用いた 1 次元の超解像
例と，サンプル画像を用いた 2次元の超解像例を，順を追って説明する． 
まず 1次元の例として，オリジナル時間波形，y(ti) = Asin(Zti)，A = 1，ti = (1/128)･i，i = 0, 1, 
…, 127，Z = 2S f，f = 3，要するに振幅 1，周波数 3Hz，時間 0～1秒，サンプリング点は 128
点の正弦波を定義する．この時間波形を Fig. 3.2(a) に示す．この波形を高解像度波形として
1/4解像度，即ち 32点，サンプリング周期は 1/32秒の低解像度波形 xp(tp,j)，p = 0, 1, 2, 3，j = 
0, 1, …, 31， tp,,j = (1/128)･p + (1/32)･j を作成する．その際にサンプリングの始点は p に対
応して高解像度波形における 1点ずつ，即ち 1/128秒ずつ，ずらす．また，低解像度波形の 1
つの点は，高解像度波形における同時刻の周辺 4 点の平均値とする．低解像度波形を以下
の式に示す． 
   ¦
 
 
3
, sin4
1 jp
jpi
ijpp tAtx Z                                          (3.7) 
ここで，初期推定高解像波形 y (0) はどのような波形でも良いので，y (0) =0 とする．この場合
差分波形は xp そのものなので，xp を高解像度化して y (0) に加算する．最近隣補間法で高解
像度化した xp，yp(0) を以下の式で示す．また波形を Fig. 3.2(b) ～ (e) に示す． 
      144,0 d jijiftxty jppip                              (3.8) 
y (0) に yp(0) をそれぞれ時間ずれに応じて重ね合わせ，平均して以下の式に示すように y (1) 
を求める． 
     ¦
 
 
4
1
001
4
1
p
pyyy                                               (3.9) 
y (1) の波形を Fig. 3.2(f) に示す．1回でかなり高解像度波形は復元できている．これらの計
算を 10回反復した超解像波形 y (10) を Fig. 3.2(g) に示す．概ねオリジナル波形に一致してい
るが，始点と終点付近の復元は若干未完成である．それは，最初の 4 点と最後の 4 点は観測
波形のデータが揃わず，超解像するためには反復回数が多くかかるためであると考えられる．
これらの部分は反復回数を多くすることでオリジナル波形に近づけることが可能である． 
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(g) 反復 10回の超解像波形 ： y (10) 
 
Fig. 3.2 時間波形の IBP超解像 
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次に 2次元画像の例を示す．Fig. 3.3(a) に示すサンプル画像は様々な大きさの文字をビッ
トマップ化したもので，サイズは 256×256，階調は 8ビット（0～255）モノクロである．この画像を
オリジナル高解像度画像として，模擬観測画像（劣化させた低解像度画像）を作成する．超解
像倍率を 4 倍とすると，低解像度画像は，サイズは 64×64，縦（y），横（x）方向に低解像度画
像の 1/4ピクセルずつ，即ち高解像度画像の 1ピクセルずつシフトした画像を 4×4 = 16枚作
成する．ここでは簡単化のため，低解像度化する際の PSF は撮像素子の積分のみを考慮し，
以下に示す矩形型とした． 
°¯
°®
­ dd 
otherwise
yx
h PSF
0
22,22
4
1
2                            (3.10) 
低解像度画像セットの 1枚を Fig. 3.3(b) に示す．PSFが矩形であるということは，低解像度
化する際に，オリジナル画像の 4×4 ピクセルを平均して 1 ピクセルを作成することと同等であ
るので，シフト量に応じた始点から 4×4 ピクセルを平均することで低解像度画像を作成しても
良い．また，このようにして作成した低解像度画像の幾何変換は平行移動のみである． 
このようにして作成した低解像度画像を観測画像とし，IBP 処理を実行する．初期推定高解
像度画像 f (0) は何でも良いが，ここでは Fig. 3.3(c) に示すように全く別な画像である Lenaを
用いた．この画像から作成する推定低解像度画像セット gp,q(0) は Lenaを観測モデルに従って
低解像度化したものである．差分画像はHp,q(0) = gp,q - gp,q(0) である． 
次に 16 枚の差分画像Hp,q(0) をサブピクセルシフト量に応じて最近隣補間法で高解像度化
する．これは低解像度画像 gp,q の 1ピクセルを 4×4 = 16ピクセルにし，上下左右の端部のデ
ータが存在しない部分は，最も近くのピクセル値をそのまま用いて 256×256 ピクセルにすれ
ば良い．この 16枚を重ね合わせて，重なり合うピクセルの平均値を取れば 1次の超解像画像
f (1) になる．尚，雑音の無い，矩形PSFにより低解像度化したため，BPKは 1とした．数式で表
すと以下のようになる． 
   ¦ ¦
  
n 
4
1
4
1
,2
1 4
4
1
p q
qpgf                                          (3.11) 
また，f (1) を Fig. 3.3(d) に示す．1回でかなり高解像度化できているが，人物の輪郭がまだ
はっきりと見えており，超解像は不十分である．f (1) から以下の式に示す低解像度画像セット
gp,q(1) を作成する． 
     411, p fg qp                                                  (3.12) 
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反復計算 1回目の差分画像は Hp,q(1) = gp,q - gp,q(1) となる．また，Hp,q(1) を Fig. 3.3(e) に示す．
人物のネガ画像がはっきりと見えており，反復計算は人物の部分をなくし，文字のぼけを補正
していく作業になる． 
このようにして，誤差関数 e が 0.01 以下となる 51 回反復計算して得られる最終超解像画
像 f (51) は以下のように求められる． 
      > @¦ ¦
  
n 
4
1
4
1
50
,,2
5051 4
4
1
p q
qpqp ggff                         (3.13) 
また，f (51) を Fig. 3.3(f) に示す． 
以上は PSFが矩形即ち 1，BPK も 1の場合であり，撮像素子による積分以外のぼけは無い
ものとして扱った．実際には第 1 章 1.2 項で述べたように，PSF は複雑な関数であるが，
Gaussian型関数（正規分布関数）で代表される．PSF の拡がりは IBP 反復計算の収束条件に
影響を及ぼす．この収束条件を整えるのが BPK であるため，PSF により BPK も変えなければ
ならない．これが様々な再構成型超解像に共通する条件であり，a-priori な情報，即ち先見情
報として PSFを得ておかなければ超解像処理はできない．以降の項で IBPにおける反復計算
の収束条件と PSFに応じた BPKの推定法について論ずる． 
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(a) サンプル画像（Text） 
 
(b) 低解像度画像 
 
(c) 初期推定高解像度画像（Lena） 
 
(d) 反復 1回の超解像画像 
 
(e) 反復 1回の差分画像 
 
(f) 最終（反復 51回）超解像画像 
 
Fig. 3.3 画像の IBP超解像 
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3.1.2 収束条件[7][8] 
 
反復解法アルゴリズムにおいて，収束条件は最も重要なものである．IBP における反復アル
ゴリズムは，縮小写像理論より，単一解を持つことが証明されている．それはこれから示す収束
条件から明らかであることがわかる．IBP反復処理の収束条件を求めるため，幾何変換は単純
な平行移動のみのモデルを考える．これは反復計算の途上で幾何変換とその逆変換がセット
になっているため，便宜上，平行移動以外の幾何変換を無視しただけであり，幾何変換があ
っても以下の理論は成り立つ． 
n+1 番目の超解像再構成画像 f (n+1) は上記により簡略化され，以下の式で表される． 
      > @ BPnnn hNgg
N
ff ¿¾
½®¯­ n ¦ ¦ 21 1                  (3.14) 
反復計算について，右辺を f (0) の項までさかのぼる．幾何変換は考慮しないので，式(3.5)
より g (n) は以下の式で表される． 
    > @ Nhfg PSFnn p                                          (3.15) 
式(3.15)を式(3.14)に代入すると以下のようになる． 
     
  
   
  > @^ ` BPPSFn
BPn
BPn
BPnn
hNNhf
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N
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2
2
1
1
1
1
1
             (3.16) 
上式の右辺第二項を整理すると，以下のようになる． 
  > @^ `   BPPSFnBPFPSFn hhfhNNhf
N
 np¦ ¦21     (3.17) 
上式は，f (n)*hPSF をダウンサンプリングして N×N 枚に分けた後，アップサンプリングして重
ね合わせている，即ち，分解した後に融合しているだけなので， f (n)*hPSF に何の操作もして
いないことと等価であることを表している．従って，式(3.17)は以下のように書き直せる． 
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 BPun
BPBPPSFnnn
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         (3.18) 
ここで，G は Diracのデルタ関数，h = hPSF*hBP，gu = (1/N 2)66(g↑N) である．次に式(3.18)
右辺の次数を 1つ下げる． 
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> @hhghf
hghhghff
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GG
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               (3.19) 
ここで，(・)*2 は 2回の畳み込みを表す．このような計算を続けて右辺の次数を0次まで下げ
ると以下のようになる． 
         ¦
 
  
n
j
jBP
u
nn hhghff
0
101 GG                    (3.20) 
次に，式(3.20)の畳み込みを乗算に，畳み込みのべき乗をべき乗にして収束条件を求めや
すくするために，フーリエ変換して周波数領域における計算にし，畳み込み定理を用いる． 
        ¦
 
  
n
j
jBP
u
nn HHGHFF
0
101 11                     (3.21) 
ここで，F，H，Gu，HBP はそれぞれ，f，h，gu，hBP のフーリエ変換である．また，演算は要素
同士のものである．右辺第 2項の総和は数列であり，以下に示すような公式がある． 
 
1
1
1 1
0
z
 

 
¦ rifrrara
nn
j
j                               (3.22) 
PSFの全ての要素が 0の場合，PSF を畳み込んだぼけ画像は黒一色，即ち 0になってしま
うため，全ての要素において，HPSF ≠0である．また，BPKの全ての要素が 0の場合にも反復
計算時に誤差画像が 0になり，反復の意味がなくなるため，全ての要素において，HBP ≠0が
成り立つ．従って，式(3.22)を用いることができ，式(3.21)を書き換えると以下のようになる． 
         
H
HHGHFF
n
BP
u
nn
1
101 111

                   (3.23) 
式（3.23）において，反復回数を無限にした場合に発散しない条件，即ち収束条件は以下
のようになる． 
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 01lim,,   fo nnyx HHZZ                                   (3.24) 
ここで，Zx，Zy は H の要素である．式(3.24)の条件が成り立てば，式(3.23)は以下のように
なる． 
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 
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                 (3.25) 
上式は F (n+1) が F に収束し，推定した PSFのフーリエ変換，HPSF が正しければ，オリジナ
ル高解像度画像のフーリエ変換 Fに一致することを示している．即ち，IBP超解像再構成によ
って未知であるオリジナル高解像度画像 f が復元できることを示している．IBP の収束には
PSFとBPKが深く関わっており，式(3.25)が成り立つためには以下の条件が成り立つ必要があ
る． 
2011,,   BPPSFyx HHHHHZZ           (3.26) 
また，フーリエ変換において定数や係数は変換後も変化しないので，以下の式が成り立
つ． 
20,,   BPPSF hhhhyx                                   (3.27) 
PSF は撮影条件で決まってしまうが，実際には撮影条件を知ることはできないので，観測画
像のみから推定する必要がある．PSF を厳密に，正確に推定することは不可能なので，
Gaussian 関数を用いてその拡がりのみを推定することになる．いずれにしても調整できる量で
はないので，IBPの収束条件は BPKで調整することになる． 
収束条件，式(3.24)が成り立てば，式(3.25)に示すように，右辺第 1項は 0に収束する．つま
り，初期推定高解像度画像 f (0) は IBPの収束には何ら影響を及ぼさないことを意味する．これ
は，解像度さえ超解像画像と同じであれば，f (0) は任意に，どのような画像でも選択できると言
うことを示している．この事実はサンプル波形，サンプル画像によるシミュレーション，Fig. 3.2，
3.3で， f (0) として全く別の波形や画像を選択しても超解像できたことから明らかである． 
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3.1.3 逆投影カーネル[7][8] 
 
前項で論じたように，IBPの収束条件を決めるのは逆投影カーネル，BPKである．BPKは式
(3.25)，式(3.26)を満足する範囲で任意に選択することが可能である． 
従来は，IBP の提唱者である Irani らは BPK として PSF を選択し[1]，Cohen らは PSF の 2
乗[15]，Lu らは矩形 PSFの場合において 1を選択している[11]～[14]．PSFは -∞ ～ ∞ で
積分して 1になるので，0 < (HPSF) 2 < 2 になるのは明白である．同様に 0 < (HPSF) 3 < 2，0 < 1 
< 2，と，従来法における BPKは全て収束条件を満たしている． 
しかし，BPK はぼけを補正するパラメータ，デブラーリング・パラメータ（Deblurring 
parameter）であると考えられるので，加法ノイズが無ければ HBP = 1/HPSF，即ち PSFの逆フィル
タとなるように選択すると H = 1 になり，収束条件範囲の中央になるため好都合であると考えら
れる．しかし，逆フィルタは周波数空間においても振幅が 0に近い，非常に小さな値になること
があり，特に加法ノイズがある場合，0 での除算が発生し，収束条件から外れて発散してしまう．
また加法ノイズとしては，光学系のショットノイズや撮像系の熱雑音のようなハードウェア的に避
けられない雑音が無かったとしても，PSF の推定誤差や補間誤差なども雑音要素になるため，
BPKが逆フィルタ型では反復計算が著しく不安定になり収束条件から外れてしまう． 
そこで本論文では，安定して収束するよう，逆フィルタに近い特性を持ちつつノイズに強く安
定している，Wiener型を採用した．以下にWiener型 BPK（周波数領域）を示す． 
*
 2
2
1
PSF
PSF
PSF
BP
H
H
H
CH                                      (3.28) 
ここで，C は収束条件を制御するための定数，* は雑音と信号のエネルギー密度比，即ち
SN 比の逆数である． * を観測画像のみから推定するのは困難であるが，光学系・撮像系の
性能が既知である場合には推定可能であると考えられる．通常，観測画像に関するノイズは
未知なので，* は観測画像の周波数特性などから適当な値を推定するか，試行錯誤により求
める必要がある． 
C も任意定数ではあるが，HBP･HPSF ≒ 1 であることから，0 < C < 2 である．0.5 ～ 1.5，ま
たは 1を選択すれば無難であろうと考えられる． 
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3.2 シミュレーション 
 
3.1.1 項にサンプル画像による 4 倍解像度の IBP 超解像再構成例を示した．この例では撮
像素子の積分による矩形 PSF しか考慮していなかった上に，BPK も 1 としていた．本項では
PSFは Gaussian型とし，BPKは Iraniら，Cohenら，Luらの用いた従来型 BPK と 3.1.3項で提
案したWiener型 BPK との超解像性能を比較する． 
 
 
3.2.1 評価法 
 
従来法と提案法の超解像画像を比較する前に，比較に使用した評価法を定義する．通常
は以下に示す 4つの評価方法がある． 
 
① 主観評価：オリジナル画像とシミュレートした観測画像から作成した超解像画像の 2 枚の
画像を比較する場合，見た目の評価は非常に重要である．数値では表せないリンギング
や特定部分のぼけなどが発見できる． 
② 誤差画像：オリジナル高解像度画像と超解像画像との差を取ったものである．差異が一
目瞭然で，その大小の差がはっきり認識できる．これも主観評価の一種であるため，定量
的な評価はできない．以下に，誤差画像 E (n) の式を示す．この式は，式(3.6)の右辺第 2
項において，BPKを畳み込む前に相当する． 
   nn ffE                                                    (3.29) 
③ 誤差関数：観測画像と反復計算の途上でシミュレートした推定観測画像との差異を比較
する誤差関数 e (n) は，式(3.5)に示した 2乗平均誤差（Mean square error, MSE）である．
差異が全体としてどれだけあるかを数値として表しており，反復計算打ち切りの指標とし
て良く使われている．低解像度画像を客観比較する指標なので，オリジナル（高解像度）
画像が必要無く，実際の画像を超解像する際の超解像評価指標に使われている．誤差
関数の式を以下に示す． 
    ¦ ¦ ¦ ¦
    
 
N
p
N
q
NMx
'x
NMy
'y
n
q,pq,p ggN
e n
1 1 1 1
21                              (3.30) 
④ PSNR：PSNR (Peak signal to noise ratio) は，超解像において最も頻繁に用いられている，
2 枚の画像の差異を比較する際の客観的な評価指標である．オリジナル高解像度画像と
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超解像画像における，階調の 2 乗と 2 乗平均誤差との商を対数表示し，デシベル（dB）
で表したものである．PSNRは以下の式で定義される． 
    > @ > @dBj,ifj,if
LMyMxlogPSNR Mx
i
My
j
M
°°¿
°°¾
½
°°¯
°°®
­

 
¦ ¦
  1 1
2
2
10                (3.31) 
ここで，f (i, j) はオリジナル画像，f (M)(i, j) は最終超解像画像，Mx，My は高解像度画
像の x方向，y方向の画素数，L は階調数である． 
PSNR は，～ 30dB：相違が良くわかる，30 ～ 40dB：相違はわかるがあまり気にならな
い，40dB以上：相違がわからない，という様に主観評価との整合性も良い．  
 
本章では，上記①～④までの評価のうち，反復計算の打ち切り決定に③の誤差関数を用い，
超解像画像の評価には④を用いる． 
 
 
3.2.2 観測画像の作成法 
 
オリジナル画像に PSF を畳み込むことは画像をぼけさせる，即ちローパスフィルタで周波数
帯域を制限することである．畳み込み積分は通常，非常に時間のかかる計算（これを計算コス
トが高いとも言う）なので，フーリエ変換における畳み込み定理を用いて FFT または DFT など
の高速計算アルゴリズムを活用可能にし，計算のスピードアップを図る．以下に計算方法を示
す[16]． 
     
     n,mHn,mFn,mB
'dy'dx'y,'xf'yy,'xxhhfy,xb
PSF
PSFPSF
 
 
  ³³
           (3.31) 
ここで，b(x, y) はぼけ画像，f はオリジナル画像，hPSF は PSF，(x, y) はぼけ画像の座標，
(x’, y’) はオリジナル画像の座標，B(m, n)，F(m, n)，HPSF(m, n) はそれぞれ b，f，hPSF の離散
フーリエ変換，(m, n) は周波数領域の座標である．また，b(x, y)，F(m, n)，HPSF(m, n) は以下
のように示される． 
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ここで，Mx，My は高解像度画像の x方向，y方向の画素数であり，周波数領域におけるm
方向，n方向の画素数でもある．式(3.32)の第 1式は離散フーリエ逆変換，第 2，3式は離散フ
ーリエ変換である． 
サブピクセルシフトした観測画像は，PSF の中心を高解像度画像におけるシフト量だけずら
して畳み込んだ後にその画像の始点からダウンサンプリングすれば良い[7]．それらは以下の
式で表される． 
> @
   > @ NHFDFTGDFT
Nhfg
PSF
q,pq,p
PSF
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p  
p 
 11
                      (3.33) 
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qypxqypxhh PSFPSFqp         (3.34) 
ここで，hp,qPSF は中心を(p, q) 移動した PSF，DFT -1(・) は離散フーリエ逆変換，F，Gp,q，
Hp,qPSF はそれぞれ f，gp,q，hp,qPSF の離散フーリエ変換である．この式に従って，任意な，また
はランダムなサブピクセルシフト量の観測画像を作成することが可能である． 
 
 
3.2.3 従来法と提案法との比較（等間隔なサブピクセルシフト） 
 
IBPにおける従来法と提案法の比較を，サンプル画像を用いたシミュレーションにより行った．
Fig. 3.4(a) に示すサンプル画像は標準画像として 1980年代後半から使用されている Lenaで，
解像度は 256×256，階調は 8ビット（256）モノクロ，超解像倍率は 4倍，観測画像は PSFの中
心を位置ずれ分だけずらしてオリジナル画像に畳み込み，ダウンサンプリングすることにより，4
×4 = 16枚作成した．位置ずれは高解像度画像のスケールで，始点を (0, 0) ～ (3, 3) まで
1 ピクセルずつずらした．これは Table 3.1に示すように，低解像度画像のスケールにおいて，
始点を (0, 0) ～ (3/4, 3/4) まで 1/4ピクセルずつすらすのと等価である． 
式(3.31)，(3.32) に従って，オリジナル画像に PSF を畳み込んだぼけ画像 b を Fig. 3.4(b) 
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に示す．PSFは式(3.3)に示す Gaussian型で，拡がりを示す標準偏差V は，半値幅がオリジナ
ル高解像度画像に対して 4ピクセルになるよう，V = 1.7 とした．ぼけ画像は，PSFの中心を各
位置ずれに応じて変えるため，16枚作成し，1枚ずつダウンサンプリングして観測画像を 16枚
作成する．このようにして作成した観測画像のうちの 1枚を Fig. 3.4(c) に示す． 
この模擬観測画像に対し，従来法における 3種類の BPK と，今回提案したWiener型 BPK
を用いて処理した超解像画像をFig. 3.4(d) ～ (g) に示す．Fig. 3.4(d)は IBPの提唱者である
Iraniらが採用した BPK = PSF の場合である．反復回数は 102回，PSNRは 32dBである．Fig. 
3.4(e)は Cohen らが採用した BPK = PSF2 の場合である．反復回数は 123回，PSNRは 31dB
である．Fig. 3.4(f)は Lu らが採用した BPK = 1 の場合である．反復回数は 110回，PSNRは
30dBである．そして，Fig. 3.4(g)は今回提案した BPK = Wiener型の場合である．反復回数は
100回，PSNRは 52dBである．これらを並べて評価すると，超解像性能即ちぼけの除去に関し
ては，Wiener ≫ PSF ≧ PSF2 ≧ 1 である．Wiener 型と従来型とで収束する反復回数はほ
とんど同等であるが，Wiener 型はほぼ完全にオリジナル画像が復元できることを確認した．従
来型は PSNRにほとんど差が見られなかった． 
 
 
Table 3.1 観測画像 16枚の等間隔なサブピクセルシフト量 
 
観測画像 
No. 
サブピクセルシフト量  観測画像 
No. 
サブピクセルシフト量 
x y  x y 
1 0 0  9 0.50 0 
2 0 0.25  10 0.50 0.25 
3 0 0.50  11 0.50 0.50 
4 0 0.75  12 0.50 0.75 
5 0.25 0  13 0.75 0 
6 0.25 0.25  14 0.75 0.25 
7 0.25 0.50  15 0.75 0.50 
8 0.25 0.75  16 0.75 0.75 
    平均 0.375 0.375 
    分散 0.083 0.083 
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(a) サンプル高解像度画像（Lena） 
 
(c) 低解像度画像 
 
(d) 超解像画像（BPK=PSF） 
PSNR = 32dB 
 
(e) 超解像画像（BPK=PSF2） 
PSNR = 31dB 
 
(f) 超解像画像（BPK=1） 
PSNR = 30dB 
 
(g) 超解像画像（BPK=Wiener） 
PSNR = 52dB 
 
Fig. 3.4 従来法と提案法との比較（等間隔なサブピクセルシフト） 
 
第３章 反復逆投影法（IBP法）による超解像 
 
52 
3.2.4 従来法と提案法との比較（ランダムなサブピクセルシフト） 
 
観測画像の位置ずれが 1/4ピクセルずつと，規則正しい場合の超解像は従来法においても
非常に性能が良く，提案法においてはほぼ完全な超解像性能を示した．次に，位置ずれがラ
ンダムな場合の超解像性能を比較する．但し，16枚が適度にばらつくように，1/4ピクセルずつ
のずれから±1/8ピクセル以内のずれになるようにした． 
 “サブピクセルシフト”は 1 ピクセル以内のシフト即ち“ずれ”を意味するが，原点（基準とし
た観測画像の始点）からマイナス側のずれも考慮して全体で 0-1/8 ～ 1-1/8 ピクセル = -1/8 
～ 7/8 ピクセル以内で一様分布に近くなるようにをばらつかせることであると考えられる．一様
分布における，サブピクセルシフト量の平均 Ep と分散Vp は以下の式で示される． 
 
122
2
2 ab,baE pp
  V                                        (3.35) 
ここで，a はサブピクセルシフト量の最大値，b は最低値である．サブピクセルシフト量の平
均値は，Ep = 3/8 = 0.375，分散は，Vp = 1/12 = 0.0833 である．この値に近くなるよう，以下の
Table 3.2 に示すサブピクセルシフト量とした．尚，実際のサブピクセルシフト量から計算した
平均 Em と分散Vm2 は，以下の式で表される． 
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ここで，sm は実際のサブピクセルシフト量，Nm は観測画像数である．因みに，3.2.3 項のシ
ミュレーションにおける，規則正しく 1/4ピクセルシフトした 16枚の観測画像におけるシフト量の
ばらつきの度合いは Table 3.1に示すように，平均値 Em = 0.375，分散Vm2 = 0.0833 であり，一
様分布の値に一致している． 
理想的な一様分布より若干左上寄り（y の平均値が小さめ）で，若干中央寄り（x，y ともに分
散が小さめ）だが，ばらつきの程度は適当であると考えられる．この観測画像を用いて，前項と
同様に超解像画像を作成し，従来法と提案法を比較する． 
式(3.31)，(3.32) に従い，中心位置を表 3.1に示すサブピクセルシフト量ずらしたPSFを，オ
リジナル画像に畳み込んだぼけ画像 b を Fig. 3.5(a) に示す．PSFは式(3.3)に示す Gaussian
型で，拡がりを示す標準偏差V は前項と同様，V = 1.7 とした．このようにして作成した観測画
像のうちの 1枚を Fig. 3.4(b) に示す． 
この模擬観測画像に対し，従来法における 3種類の BPK と，今回提案したWiener型 BPK
を用いて処理した超解像画像を Fig. 3.4(c) ～ (f) に示す．Fig. 3.5(c)は IBPの提唱者である
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Iraniらが採用した BPK = PSF の場合である．反復回数は 127回，PSNRは 28dBである．Fig. 
3.4(d)は Cohenらが採用した BPK = PSF 2 の場合である．反復回数は 135回，PSNRは 28dB
である．Fig. 3.4(e)は Lu らが採用した BPK = 1 の場合である．反復回数は 122回，PSNRは
27dBである．そして，Fig. 3.4(f)は今回提案した BPK = Wiener型の場合である．反復回数は
166回，PSNRは 32dBである．これらを並べて評価すると，超解像性能即ちぼけの除去に関し
ては，Wiener ≫ PSF ≧ PSF 2 ≧ 1 であり，従来型は収束する反復回数と PSNR にほとん
ど差は無いが，Wiener型はほぼ完全にオリジナル画像が復元できることを確認した． 
IBP（に限らず多くの超解像法）ではサブピクセルシフトがランダムで等間隔ではないという
誤差がノイズ要因となって，超解像性能が劣化する．提案法であるWiener型 BPKはノイズに
は強いが，やはり規則正しい場合に比べると超解像性能は劣化する． 
 
 
Table 3.2 観測画像 16枚のランダムなサブピクセルシフト量 
 
観測画像 
No. 
サブピクセルシフト量  観測画像 
No. 
サブピクセルシフト量 
x y  x y 
1 0 0  9 0.47 -0.06 
2 0.01 0.22  10 0.49 0.21 
3 0.08 0.43  11 0.49 0.42 
4 -0.04 0.71  12 0.45 0.68 
5 0.21 -0.10  13 0.76 -0.04 
6 0.24 0.18  14 0.73 0.20 
7 0.24 0.43  15 0.72 0.41 
8 0.19 0.66  16 0.72 0.66 
    平均 0.36 0.313 
    分散 0.079 0.078 
 
第３章 反復逆投影法（IBP法）による超解像 
 
54 
 
 
 
(a) 超解像画像（BPK=PSF） 
PSNR = 28dB 
 
 
(b) 超解像画像（BPK=PSF2） 
PSNR = 28dB 
 
 
(c) 超解像画像（BPK=1） 
PSNR = 27dB 
 
(d) 超解像画像（BPK=Wiener） 
PSNR = 32dB 
 
Fig. 3.5 従来法と提案法との比較（ランダムなサブピクセルシフト） 
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3.3 まとめ 
 
本章では IBP の基本アルゴリズムおよび反復計算の収束条件を示し，新たに Wiener 型
BPK を提案した．また，規則正しくサブピクセルシフトした観測画像から超解像する際の従来
法と提案法の比較と，ランダムにサブピクセルシフトした観測画像から超解像する際の従来法
と提案法の比較を，サンプル画像を用いたシミュレーションにより実施した． 
連続－離散モデルで撮影された観測画像から任意倍率の超解像再構成を実施するのが
本来であろうが，本章では IBP アルゴリズムの性能を確認するため，既に連続－離散モデル
で撮影された画像をオリジナル高解像度画像として，離散－離散モデルでシミュレートした観
測画像を復元する超解像再構成を実施した． 
IBP の基本アルゴリズムでは反復過程の丹念な説明を試みた．また，収束条件を明確に示
し，BPK の設計法も明らかにした．シミュレーションでは従来法（Irani 法，Cohen 法，Lu 法）と
比較することで，提案法の新規性と性能の高さを示した． 
超解像再構成における IBP法は1990年に提唱された古い方法であり，多くの論文が発表さ
れている．X線 CTの画像再構成[6]だけでなく，全方位カメラ画像の高解像度化[17]，手動連
続移動画像のモザイキングにおける高解像度化[18]，多眼カメラ画像の高解像度化[19]，複
眼撮像システムにおける高解像度化[20]などにも応用されており，既に実用化された技術であ
ると言える．しかし，収束条件や BPK の設計法については，これまでの発表論文では詳細に
議論されていなかった．これは IBPの収束条件が緩く，先見情報であるPSFの推定に誤りがあ
ったとしても，BPKを定数として 0 より大きく 2 よりも小さい値を適当に選択することで収束条件
を満たしてしまうことから，厳密な収束条件や BPK の詳細な設計法は必須なものではなく，従
って，提案されなかったのであろうと考えられる． 
本章は，IBP法の厳密な収束条件と，BPKの詳細な設計法を提案したことにより，試行錯誤
を無くし，反復計算のための各種パラメータを一義的に決定できるようにしたことに非常に意味
があると考えられる．また，BPK の相違による超解像性能の相違も評価し，提案法の優位性を
示した． 
ランダムにサブピクセルシフトさせた場合，提案法の BPK を用いても超解像性能が落ちる．
また，IBP 法に限らず，再構成型の超解像ではシフト量が適度にばらついた観測画像を倍率
の 2乗枚必要とするが，実際には観測画像が多く取得できるとは限らないため，観測画像の枚
数が半分以下程度と足りなくなった場合に IBP法による超解像では何が問題となり，どのような
解決法があるか，これらの検討を以降の章で実施する． 
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第４章 
不完全な観測画像列を用いた改良 IBP法 
 
前章でも説明したが，反復逆投影法（IBP法：Iterative backward projection）による超解像再
構成において，超解像倍率（観測画像に対する超解像画像の倍率）を N 倍にする場合，サブ
ピクセルシフトした観測画像は N×N 枚，またはそれ以上必要である．従来の IBP 法では，誤
差画像を逆投影する際に，その位置ずれに応じて何等かの補間（通常は双 0次補間）で高解
像度に拡大し，それらを 1枚に融合してから BPK を作用させ*1，前回計算の超解像画像に足
し合わせるため，観測画像が足りなくても超解像処理することは可能である．即ち，誤差画像
を拡大する時点で不足したデータを補足し，正則化することにより，超解像が可能になる．但
し，このような正則化では，誤差画像を拡大して融合する際に更新されない画素が出てくるた
め，正則化が完全ではない．従って，ブロック状ノイズの発生原因になるばかりか，反復処理
が収束しないことも起こり得る．観測画像数が不足する場合には，他の性能の良い合理的な
正則化法が必要になる． 
IBP 法に限らず，超解像再構成では同一箇所における同一観測条件の取得画像を数多く
必要とする．しかし，衛星リモートセンシングや定常ではない観測対象のモニタリングのように，
高解像度化を必要としても同一地点における同一条件の観測画像が数多く取得できない場
合も多く存在する． 
そこで本章では，観測画像数が N×N の半数またはそれ以下で，サブピクセルシフト量がラ
ンダムな場合の正則化法を提案する．それは，IBP 前に予備補間処理をして足りない分のデ
ータを補足することである．本論文で提案する予備補間処理法は，観測画像の画素（既知数）
を連続空間に配置し，不足している画素を以下に述べる補間法で 2次元補間して推定した後
にその推定値を方程式に代入（逆投影）し，反復計算を行って推定値を漸近的に修正し，観
測値との差を小さくすることで未知数である超解像画素値を求める方法である．補間方法が観
測画像モデルに合致していれば，観測値の数が足りなくても，このような方法で IBP 法による
超解像画像を求めることが可能になる[1][2]． 
例えば，第３章 Fig. 3.3 の例のように，PSF が撮像素子の積分のみと考えられる場合，1/4
解像度の観測画像の 1 ピクセルは高解像度画像の 4×4 ピクセルの平均になる．サブピクセ
ルシフト量が高解像度画像の 1 ピクセルずつなので，シフト量が高解像度画像における (0,0) 
の基準観測画像と (1,0) の観測画像の左上端との 1ピクセルどうしは，ちょうど 1ピクセル移動
平均したものと等価なので，この 2 つのピクセルを連続空間に配置すると隣接することになる．
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このようにして 4×4 = 16枚の観測画像の画素を連続空間上に並べると，高解像度画像の 4×
4ピクセルずつ移動平均を取った画像，即ちぼけ画像と等価になる． 
PSFが Gaussian型であっても同様で，高解像度画像の 1ピクセルが拡がりを持つ事には変
わりがないので，観測画像の画素をそのシフト量に従って連続空間に配置して 1 枚の画像に
した場合，それは高解像度画像を PSF でぼけさせた画像と同等である．通常，画像において
は隣接する画素は連続性を持たないため，相関は低いはずである．しかし，PSF が畳み込ま
れてぼけた画像は，画素 1 ピクセルが周囲に拡がってしまうため，隣接する画素は相関が高く
連続性を持つ． 
観測画像のサブピクセルシフト量がランダムで，かつ枚数が不足している場合，観測画像の
画素を連続空間に配置すると，所々穴の開いた不等間隔サンプリング画像になるが，隣接す
る（はずである）画素の相関は高く，観測点においては連続性があるはずである．従って，IBP
の反復計算をする前に連続空間に配置した穴あき画像を，連続性を重視した区間多項式で
補間して，1 枚のぼけ画像にすることは非常に合理的である．この予備補間処理は観測画像
の画素，即ち既知数を増やすことに相当し，不適切問題（ill posed problem）の正則化に相当
する． 
 
*1 ： 誤差画像を高解像度化し，BPK を畳み込んだ後に重ね合わせても良い．それは，フ
ーリエ変換の分配則と等価だからである[3]．つまり，式(3.6)を以下の式に示すように
変形できる． 
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さらには幾何変換 Tp,q が平行移動と回転のみ（Grobal translation）の場合，幾何変換
を BPK の幾何変換（中心の平行移動と関数の回転）として取り込むことができ，以下
の式が成り立つ． 
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但し，hp,qBP の幾何変換は Tp,q の逆変換 Tp,q-1 である． 
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4.1 2次元不等間隔補間 
 
観測画像はランダムなサブピクセルシフトをしているため，連続空間に配置すると xy 平面
上で不等間隔配置になり，z 軸を輝度（階調）として補間すると，2 次元不等間隔補間になる．
等間隔補間の場合は既存の双 0 次補間，バイリニア補間，バイキュービック補間が使用可能
であるが，不等間隔の場合は何等かの工夫が必要である． 
本論文における 2次元補間の方法は，観測点を xy平面に投影して，曲線上に並ぶ投影点
のグループに対して 1次元補間して投影点間を結ぶ曲線を求め，次に同様な操作で yz平面
に投影して投影点を含む曲線を求め，xy 平面の曲線とそれに対応する yz 平面の曲線を xyz
空間に描き，それら曲線上を x方向に補間して 3次元的な曲線を描くことで，求めたい点の位
置(x, y) とその点の輝度（階調）を求めることができる． 
本論文で提案する2次元補間方法は，区間多項式の関数を替えるだけで双0次補間，バイ
リニア補間，バイキュービック補間と同様な補間法にすることができる，共通した手順によるオリ
ジナルな方法である．これらを，投影双 0 次補間，投影バイリニア補間，投影バイキュービック
補間と呼ぶことにする．以下にこれら補間法の手順を述べる． 
 
 
4.1.1 投影双 0次補間 
 
双 0次補間は最近隣（Nearest neighbor）補間とも呼ばれ，補間点に最も近い観測点の値を
補間点の値とする，非常に単純な方法である．但し，不等間隔サンプリングデータなので，座
標に 0.5ピクセル足して，小数点以下を切り捨てた値の座標の観測値を補間点の値にする，と
いう以下に示す公式は使用できない[4]． 
    > @ > @5050 .yj,.xi,j,ify,xf bb                       (4.3) 
ここで，f b(x, y) は補間後のぼけ画像の画素値，[･] は Gauss記号で，小数点以下を切り捨
てた値，i，j は観測データの位置座標である． 
2 次元補間の場合は，補間したい点から隣接する観測点への距離（ユークリッドノルム，ノル
ム）を求めておいて，最もノルムの小さい観測点の値をその補間点の値とすれば良い．即ち，
以下の式になる． 
       ^ `22 jyixminif,j,ify,xf bb                     (4.4) 
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この方法はベクトル補間法に相当するが，計算コストが高いので，他の補間法との整合性も
考慮し，xy平面への投影，xz平面への投影，xyz空間における曲線（区間直線群）の追跡を経
て補間点の値を求める投影 0次補間法を提案する．以下にその手順を，Fig. 4.1(a) を参照し
て説明する． 
 
① 連続空間に配置した観測画像の位置データ(x, y) について，xy 平面上で補間したい y
方向ライン(x0±0.5, y) の範囲に存在する観測点の位置を 0次補間で追跡する．観測点
間で高解像度画像の格子にしたい y値（y = 0, 1, …, 255） における x ラインの値を 0次
補間で決定する． 
② xy平面上で補間した y方向ライン上の観測位置(x, y) における観測値（z値）を yz平面上
において 0次補間で追跡する．観測点間で高解像度画像の格子にしたい y値（y = 0, 1, 
…, 255） における z値を 0次補間で決定する． 
③ xy 平面上の階段関数と yz 平面上の階段関数を，さらに xyz 空間上へ投影し，高解像度
画像の格子点にしたい位置(x, y) における階調（z値）を0次補間して求める．以上で，不
足している不等間隔サンプリングデータから十分な個数の等間隔サンプリングデータが
推定できる． 
 
 
4.1.2 投影バイリニア補間 
 
バイリニア補間は補間点間を直線で接続し，その直線上の値を補間点の値とする方法であ
る．但し，不等間隔サンプリングデータなので，補間点の周囲の観測点 4点から以下の公式を
用いて求める方法は使用できない[4]． 
   > @  > @  > @ > @
> @  > @ > @ > @ 111
1
1
111



 
j,ij,i
j,ij,i
b
bjyixbyjix
bjyxibyjxiy,xf        (4.5) 
ここで，f b(x, y) は補間後のぼけ画像の画素値，[･] は Gauss記号で，小数点以下を切り捨
てた値，i，j は観測データの位置座標，bi,j は連続空間に配置した観測画像の画素である． 
投影双 0次補間と同様，xy平面への投影，xz平面への投影，xyz空間における曲線（区間
直線群）の追跡を経て補間点の値を求める投影バイリニア補間法を提案する．以下にその手
順を，Fig. 4.1(b) を参照して説明する． 
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① 連続空間に配置した観測画像の位置データ(x, y) について，xy 平面上で補間したい y
方向ライン(x0±0.5, y) の範囲に存在する観測点の位置を直線補間で追跡する．観測点
間で高解像度画像の格子にしたい y値（y = 0, 1, …, 255） における xラインの値を，以下
の式に示す直線補間で決定する． 
1
11
1





 i
jj
j
i
ii
i x
yy
yy
x
yy
yyx                                       (4.6) 
② xy平面上で補間した y方向ライン上の観測位置(x, y) における観測値（z値）を yz平面上
において直線補間で追跡する．観測点間で高解像度画像の格子にしたい y値（y = 0, 1, 
…, 255） における z値を式(4.4) ｛x を zに置き換える｝に従って直線補間で決定する． 
③ xy 平面上の区間直線と yz 平面上の区間直線を，さらに xyz 空間上へ投影し，高解像度
画像の格子点にしたい位置(x, y) における階調（z 値）を直線補間して求める．以上で，
不足している不等間隔サンプリングデータから十分な個数の等間隔サンプリングデータ
が推定できる． 
 
 
4.1.3 投影バイキュービック補間 
 
バイキュービック補間は補間点間を sinc関数または spline関数のような 3次の区間多項式
で接続し，その曲線上の値を補間点の値とする方法である．但し，不等間隔サンプリングデー
タであるため，等間隔サンプリングの際に補間点の周囲の観測点 16点から sinc関数またはそ
の近似 3次関数を用いて求める，以下に示す一般的な公式は使用できない[4]． 
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ここで，f b(x, y) は補間後のぼけ画像の画素値，[･] は Gauss記号で，小数点以下を切り捨
てた値，i，j は観測データの位置座標，bi,j は連続空間に配置した観測画像の画素である．
投影双 0次補間，投影バイリニア補間と同様，xy平面への投影，xz平面への投影，xyz空間に
おける曲線（区間多項式）の追跡を経て補間点の値を求める投影バイキュービック補間法を提
案する．これまでに述べた3種類の投影補間方式は区間関数を替えるだけでそれぞれの補間
法が可能になる共通な手続きを用いていることがわかる．以下にその手順を，Fig. 4.1(c) を参
照して説明する． 
 
① 連続空間に配置した観測画像の位置データ(x, y) について，xy 平面上で補間したい y
方向ライン(x0±0.5, y) の範囲に存在する観測点の位置を 3次 spline補間で追跡する．
観測点間で高解像度画像の格子にしたい y値（y = 0, 1, …, 255） における x ラインの値
を以下の式に示す 3次 spline補間で決定する[5]． 
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また，x ラインの最初と最後の外側に外挿する必要も出てくるため，端条件は以下の式に
示す，3次自然 spline関数に従うこととした[5][6]． 
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② xy平面上で補間した y方向ライン上の観測位置(x, y) における観測値（z値）を yz平面上
において 3次 spline補間で追跡する．観測点間で高解像度画像の格子にしたい y値（y = 
0, 1, …, 255） における z値を，式(4.8)，(4.9) ｛x を z に置き換える｝に従って 3次 spline
補間で決定する． 
③ xy 平面上の区間多項式と yz 平面上の区間多項式を，さらに xyz 空間上へ投影し，高解
像度画像の格子点にしたい位置(x, y) における階調（z値）を 3次 spline補間して求める．
以上で，不足している不等間隔サンプリングデータから十分な個数の等間隔サンプリング
データが推定できる． 
 
特にこの投影バイキュービック補間は，観測点において 3 次元全ての方向に連続性を保つ
ように設定することも可能である．これはPSFがどのような関数（等方，非等方）であっても，PSF
が畳み込まれた画像の画素は全ての方向に連続性があるはずなので，投影バイキュービック
補間は以下に述べる予備補間処理に非常に良く適合していると考えられる． 
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(a) 投影双 0次補間 
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(b) 投影バイリニア補間 
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(c) 投影バイキュービック補間 
Fig. 4.1 投影補間法 
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4.2 予備補間処理法 
 
解像度 N倍で，観測画像が N×Nの半分以下である場合の IBP超解像に関する予備補間
処理について考える．観測画像のサブピクセルシフト量は任意またはランダムである．Fig. 4.2 
の右下に示すような連続空間を仮定し，M 枚（例えばM = (N×N)/2）の観測画像の各画素を
そのサブピクセルシフト量に応じた所定の座標に配置する．このようにすることで観測画像を
不等間隔にプロットされた連続空間上の点として扱うことができる[1][2]． 
観測画像（低解像度画像）をgp,q(x’, y’)，連続空間を fh(x, y)，観測画像のサブピクセルシフト
を(p, q)で表すと，連続空間に配置した低解像度画像は以下の式で表される． 
     y,xfq'yN,p'xNf'y,'xg hhq,p                      (4.13) 
次に Fig. 4.2左に示すように，連続空間に配置した離散点（画素）から，超解像画像の解像
度に相当するグリッド点における離散点を 2次元補間により推定する．これは不等間隔補間に
なり，4.2.3項に示したような，観測点を 2平面（xy，yz）に投影してそれぞれの平面で区間多項
式を作成し，さらにそれらの曲線を xyz空間に投影して，3次元的に 3次 spline関数で補間す
る投影バイキュービック補間法である．  
この投影バイキュービック補間によってできる離散点の集合を fp (i, j) で表す．また，この処
理を予備補間処理と呼ぶことにする．fp (i, j) は以下の式で示される． 
     ^ `¦ ¦
  
 
Mx
x
My
y
hp yj,xiy,xfj,if
1 1
G                          (4.14) 
観測画像の画素値には PSF（点像分布関数：Point spread function）が畳み込まれているた
め，連続空間に配置した隣接する観測画像の画素は相関が高い．従って，連続空間上に配
置した画素間の値を，PSF を考慮して連続性を保存する補間関数で補間することは妥当な方
法であると考えられる． 
次に，連続空間上の補間点から，新たに N×N-M 枚の初期低解像度画像 gp,qk ： 
(k=1,2,…N×N-M) を作成し，観測画像と合わせてN×N枚にする．gp,qk は，離散点 fp(i, j) を，
位置ずれが観測画像と重ならないよう，またバランス良く分散するように定めた始点からダウン
サンプリングして Nピクセル毎に取り出すことで作成する．gp,qk は以下の式で表される． 
     ¦ ¦
  
 
NMx
i
NMy
j
qpp
k
qp jijifyxg
1 1
, ,,',' G                              (4.15) 
ここで，ip=i-x’-p，jq=j-y’-q である．このようにして低解像度画像の全画素数と超解像画像の
画素数を同数（またはそれ以上）にすれば，以降は IBP法を用いて，反復的に解に近づけるこ
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とができる． 
 
 
 
 
 
Fig. 4.2 予備補間処理の概念図 
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4.3 シミュレーション 
 
3.2 項にサンプル画像による 4 倍解像度の IBP 超解像再構成例を示した．この例では
Gaussian型 PSF とWiener型 BPKを用い，規則正しいサブピクセルシフトの場合とランダムな
サブピクセルシフトの場合において観測画像を 16枚用いた IBP法について検討した．本項で
は Gaussian型 PSF とWiener型 BPKで，ランダムなサブピクセルシフトをした観測画像が N×
Nの半数以下の場合における，IBP超解像の性能を検討する． 
 
 
4.3.1 予備補間処理の効果 
 
予備補間の効果を確認するため，Irani らの従来法と今回提案法を比較した[7]～[10]．但し，
予備補間処理の効果のみを確認するため，従来法にもWiener フィルタ型 BPKを採用した． 
超解像倍率は 4倍で，観測低解像度画像が 16枚全て揃った場合と，不足している場合（8
枚，4枚）における超解像再構成結果をシミュレーションにより比較した． 
Fig. 4.3(a) はオリジナル画像（国会議事堂の航空リモートセンシング画像）であり，解像度
は 1m×1m，画素数は 256×256 である．(b)は中心の位置をずらした Gaussian型 PSF をオリ
ジナル画像に畳み込んだ後に，1/4解像度（4m×4m，画素数 64×64）にダウンサンプリングし
て 16枚作成した模擬観測画像（低解像度画像）のうちの 1枚である．Gaussian型 PSFの標準
偏差σは，半値幅が超解像画像に対して 4ピクセルになるよう，σ=1.7 とした． 
Fig. 4.4に，従来法と提案方法を比較した結果を示す． 16枚のサブピクセルシフト（位置ず
れ）は，Fig. 4.4 の上側に示すように，バランス良く分散するよう，即ち模擬観測画像の座標に
おいて，a < x,y < b = -0.125 < x,y < 0.875の範囲で一様分布に近くなるよう，平均(Ex, Ey) = 
((a+b)/2, (a+b)/2) = (0.375,0.375)，分散(Vx2, Vy2) = ((b-a)2/12, (b-a)2/12) = (0.083,0.083) に近
い配置を選択した．この配置は Table 3.1に示したものと同様であるが，新たに Table 4.1に示
す．尚，位置ずれが著しく偏る場合については 4.3項で検討した． 
位置ずれは原点をずらした PSF をオリジナル画像に畳み込むことにより行う．基準となる観
測画像の始点の座標を(0，0)として，位置ずれの座標はそれぞれ，(0.01,0.22)，(0.08,0.43)，
(-0.04,0.71)， (0.21,-0.10)， (0.24,0.18)， (0.24,0.43)， (0.19,0.66)， (0.47,-0.06)， (0.49,0.21)，
(0.49,0.42)，(0.45,0.68)，(0.76,-0.04)，(0.73,0.20)，(0.72,0.41)，(0.72,0.66)，とした． 
位置の平均は，(Ex, Ey) = (0.36,0.313) ，分散は，(Vx2, Vy2) = (0.079,0.078)であり，理想的な
一様分布より若干左上寄りで，分散は小さかった．この模擬観測画像系列全て（16 枚）を用い
る場合，8 枚を用いる場合，4 枚を用いる場合について，提案法と従来法との比較を行った．
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従来法による超解像再構成画像を Fig. 4.4(a)~(c)に示し，提案法による超解像再構成画像を
(d)~(f)に示す． 
(a)は 16枚使用した場合で，反復回数は 101回，PSNR は 32dB と，ぼけは補正され，アー
ティファクトもほとんど無く，画質の良い超解像再構成画像である．(d)は同様に 16枚を用いて,
提案法により求めた超解像画像である．観測画像が 16枚の場合はWiener型 BPKの効果が
効くため，従来法と提案法は同様な超解像性能になる． 
次に，観測画像が 8 枚の場合の超解像画像をそれぞれ Fig.4.4(b)，(e)に示す．また，位置
ずれの座標，平均位置，分散を Table 4.2に示す．位置ずれの座標はそれぞれ，(0.01,0.22)，
(-0.04,0.71)，(0.21,-0.10)， (0.24,0.43)，(0.47,-0.06)，(0.45,0.68)， (0.73,0.20)，(0.72,0.41)，で
あり，(Ex, Ey) = (0.35,0.311)，(Vx2, Vy2) = (0.086,0.092)である．(b)は従来法の場合であり，反復
回数は 143回，PSNR は25dBである．所々にブロック状ノイズが見られ，ぼけの補正も不十分
である．(e)は提案法の場合であり，反復回数は 207回，PSNRは 29dBと，縁の辺りに若干シャ
ギーはあるものの，ぼけは改善され，アーティファクトも目立たない． 
観測画像が位置ずれのバランスも良く 16 枚全て揃った場合，従来法による超解像再構成
においても Wiener 型 BPK の効果が出るためぼけは補正され，非常に良い性能を示す．しか
し，観測画像が 8 枚の場合には未知数に対して方程式数が足りなくなるため，反復回数を重
ねると更新されない画素ができてしまい，更新される画素との間に境目ができてブロック状ノイ
ズが生ずる．また，Wiener型 BPKの効果も出なくなってしまう．このように従来法では，観測画
像が不足している場合には超解像再構成は成功しないことが確認された． 
次に，観測画像が 4枚の場合の従来法と提案法による超解像画像をそれぞれ Fig. 4.4 (c)，
(f)に示す．また，位置ずれの座標，平均位置，分散をTable 4.3に示す．位置ずれの座標はそ
れぞれ，(0.05,0.49)，(0.24,0.05)，(0.51,0.76)，(0.77,0.31)であり，(Ex, Ey) = (0.39,0.40)，(Vx2, 
Vy2) = (0.099,0.089)である．(c)は従来法の場合であり，PSNR は 25dB，(b)と同様にぼけが補
正されていない上にブロック状ノイズが目立つ．(f)は提案法による超解像再構成画像であり，
PSNR は 26dB と，(c)同様にぼけは補正されてはいない．また(e)と比較し，PSNR の差は 3dB
程度であるが，見た目の鮮明さには非常に大きな違いがあり，どちらかと言うと(c)と大差ない画
質である． 
以上の例に示すように，本提案法は観測画像が必要とする数の半分の 8 枚までは非常に
効果的であると言えるが，1/4の 4枚では提案法の効果は見られない結果となった． 
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Table 4.1 観測画像 16枚のサブピクセルシフト量 
 
観測画像 
No. 
サブピクセルシフト量  観測画像 
No. 
サブピクセルシフト量 
x y  x y 
1 0 0  9 0.47 -0.06 
2 0.01 0.22  10 0.49 0.21 
3 0.08 0.43  11 0.49 0.42 
4 -0.04 0.71  12 0.45 0.68 
5 0.21 -0.10  13 0.76 -0.04 
6 0.24 0.18  14 0.73 0.20 
7 0.24 0.43  15 0.72 0.41 
8 0.19 0.66  16 0.72 0.66 
    平均 0.36 0.313 
    分散 0.079 0.078 
 
Table 4.2 観測画像 8枚のサブピクセルシフト量 
 
観測画像 
No. 
サブピクセルシフト量  観測画像 
No. 
サブピクセルシフト量 
x y  x y 
1 0.01 0.22  5 0.47 -0.06 
2 -0.04 0.71  6 0.45 0.68 
3 0.21 -0.10  7 0.73 0.20 
4 0.24 0.43  8 0.72 0.41 
    平均 0.35 0.311 
    分散 0.086 0.092 
 
Table 4.3 観測画像 4枚のサブピクセルシフト量 
 
観測画像 
No. 
サブピクセルシフト量  観測画像 
No. 
サブピクセルシフト量 
x y  x y 
1 0.05 0.49  3 0.51 0.76 
2 0.24 0.05  4 0.77 0.31 
    平均 0.39 0.40 
    分散 0.099 0.089 
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(a) オリジナル高解像度画像（国会議事堂） 
 
(b) 観測画像 
 
Fig. 4.3 サンプル画像（1） 
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画像枚数と 
位置ずれ 従来法 提案法 
 
 
(a) 従来法（観測画像 16枚） 
反復回数 101回，PSNR = 32dB 
 
(d) 提案法（観測画像 16枚） 
反復回数 101回，PSNR = 32dB 
 
 
(b) 従来法（観測画像 8枚） 
反復回数 143回，PSNR = 25dB 
 
(e) 提案法（観測画像 8枚） 
反復回数 207回，PSNR = 29dB 
 
 
(c) 従来法（観測画像 4枚） 
反復回数 114回，PSNR = 25dB 
 
(f) 提案法（観測画像 4枚） 
反復回数 103回，PSNR = 26dB 
 
Fig. 4.4 予備補間処理の効果（1） 
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続いて同様な処理を別のサンプル画像（人物写真）で行った．超解像倍率は 4 倍で，観測
低解像度画像が 16枚全て揃った場合と，不足している場合（8枚，4枚）における超解像再構
成結果をシミュレーションにより比較した． 
Fig. 4.5(a) はオリジナル画像（Lena）であり，画素数は256×256である．(b)は中心の位置を
ずらした Gaussian型 PSF をオリジナル画像に畳み込んだ後に，1/4解像度（64×64 pixel）に
ダウンサンプリングして 16 枚作成した模擬観測画像（低解像度画像）のうちの 1 枚である．
Gaussian型PSFの標準偏差σは，半値幅が超解像画像に対して4ピクセルになるよう，σ=1.7
とした． 
Fig. 4.6に，従来法と提案方法を比較した結果を示す． 16枚のサブピクセルシフト（位置ず
れ）は，Fig. 4.3と同様，Fig. 4.6の上側に示すように，バランス良く分散するよう，即ち模擬観測
画像の座標において，a < x,y < b = -0.125 < x,y < 0.875の範囲で一様分布に近くなるよう，平
均(Ex, Ey) = ((a+b)/2, (a+b)/2) = (0.375,0.375)，分散(Vx2, Vy2) = ((b-a)2/12, (b-a)2/12) = 
(0.083,0.083) に近い配置を選択した．この配置は Table 3.1に示したものと同様である． 
位置ずれは原点をずらした PSF をオリジナル画像に畳み込むことにより行う．基準となる観
測画像の始点の座標を(0，0)として，その他の位置ずれの座標は Fig. 4.3 と同様である．位置
の平均は，(Ex, Ey) = (0.36,0.313) ，分散は，(Vx2, Vy2) = (0.079,0.078)であり，理想的な一様分
布より若干左上寄りで，分散は小さかった．この模擬観測画像系列全て（16 枚）を用いる場合，
8 枚を用いる場合，4 枚を用いる場合について，提案法と従来法との比較を行った．従来法に
よる超解像再構成画像を Fig. 4.6(a)~(c)に示し，提案法による超解像再構成画像を(d)~(f)に
示す． 
(a)は 16枚使用した場合で，反復回数は 166回，PSNR は 32dB と，ぼけは補正され，アー
ティファクトもほとんど無く，画質の良い超解像再構成画像である．(d)は同様に 16枚を用いて,
提案法により求めた超解像画像である．観測画像が 16枚の場合は，Wiener型BPKの効果が
効くため，従来法と提案法は同様な超解像性能になる． 
次に，観測画像が 8枚の場合の超解像画像をそれぞれ Fig.4.6(b)，(e)に示す．位置ずれの
座標は Fig. 4.3 と同様であり，(Ex, Ey) = (0.35,0.311)，(Vx2, Vy2) = (0.086,0.092)である．(b)は従
来法の場合であり，反復回数は 53 回，PSNR は 25dB である．所々にブロック状ノイズが見ら
れ，ぼけの補正も不十分である．(e)は提案法の場合であり，反復回数は 151 回，PSNR は
30dB と，縁の部分に若干シャギーはあるものの，ぼけは改善されている． 
観測画像が位置ずれのバランスも良く 16 枚全て揃った場合，従来法による超解像再構成
でもWiener型 BPKの効果が出るため，ぼけは補正され，非常に良い性能を示す．しかし，観
測画像が 8枚の場合には未知数に対して方程式数が足りないため，反復回数を重ねると更新
されない画素ができてしまい，更新される画素との間に境目ができてブロック状ノイズが生ずる．
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また，Wiener 型 BPK の効果も効かなくなってしまう．このように従来法では，観測画像が少し
でも不足している場合には超解像再構成は成功しないことが確認された． 
次に，観測画像が 4枚の場合の従来法と提案法による超解像画像をそれぞれ Fig. 4.6 (c)，
(f)に示す．位置ずれの座標は Fig. 4.3 と同様であり，(Ex, Ey) = (0.39,0.40)，(Vx2, Vy2) = 
(0.099,0.089)である．(c)は従来法の場合であり，反復回数は 82 回，PSNR は 24dB， (b)と同
様にぼけが補正されていない上にブロック状ノイズが目立つ．(f)は提案法による超解像再構
成画像であり，反復回数は 149回，PSNRは 29dBと，(c)よりはぼけは補正されてるが，不十分
である．また(e)と比較し，PSNR の差は 1dB程度であるが，見た目の鮮明さには非常に大きな
違いがあり，どちらかと言うと(c)との差の方が小さいと思える画質である． 
以上，本提案法について 2つの例を示したが，観測画像が必要とする数の半分の 8枚まで
は非常に効果的であると言える．1/4 の 4 枚においては，リモートセンシング画像（国会議事
堂）では従来法と大差無い結果であったが，人物写真では 1/4 の 4 枚においても少し効果が
見られた． 
 
 
 
 
(a) オリジナル高解像度画像（Lena） 
 
(b) 観測画像 
 
Fig. 4.5 サンプル画像（2） 
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画像枚数と 
位置ずれ 従来法 提案法 
 
 
(a) 従来法（観測画像 16枚） 
反復回数 166回，PSNR = 32dB 
 
(d) 提案法（観測画像 16枚） 
反復回数 166回，PSNR = 32dB 
 
 
(b) 従来法（観測画像 8枚） 
反復回数 53回，PSNR = 25dB 
 
(e) 提案法（観測画像 8枚） 
反復回数 151回，PSNR = 30dB 
 
 
(c) 従来法（観測画像 4枚） 
反復回数 82回，PSNR = 24dB 
 
(f) 提案法（観測画像 4枚） 
反復回数 149回，PSNR = 29dB 
 
Fig. 4.6 予備補間処理の効果（2） 
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予備補間処理法の効果を確認するため，観測画像枚数に対する PSNR のグラフを Fig.4.7
に示す．予備補間処理法の効果のみを明らかにするため，従来法も Wiener 型 BPK とした．
提案法は観測画像枚数が減った場合の PSNR の落ちが従来法より少なく，7 枚以下辺りから
劣化が大きくなり，予備補間の効果が急速になくなっていることが確認できる．従来法は 6 枚
辺りまで PSNR は直線的に減少し，6 枚からは 1 枚までほとんど変化しない．即ち，従来法で
は 1 枚から 6 枚まで，全く超解像できていないことを示している．それに対して，提案法では，
観測画像 1枚でも多少なりとも効果があることを示している． 
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Fig. 4.7 従来法と提案法における観測画像枚数に対する PSNR 
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従来法と提案法における BPKの効果を比較するため，Fig.4.8 に反復回数と式(3.5)で示す
誤差関数 e (Mean square error， MSE)のグラフを示す．Wiener型BPKの効果を調べるため，
従来法は Lu法とし，BPKは 1 とした[11]～[14]．双方とも収束条件式(3.25)を満たしていれば
安定して収束するが，提案法はすべての場合において MSE が小さく収束も急であり，収束性
が高く，誤差関数の小さい，より正確な超解像であることを示した． 
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Fig. 4.8 従来法と提案法における BPKの評価グラフ 
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4.3.2 補間方法の評価 
 
提案法について，予備補間処理の相違による超解像性能の相違に関して比較した．補間
方法は，0次補間，線形補間，3次 spline補間を用いた．  
まず，PSFが畳み込まれた“ぼけ”画像において，補間方法の妥当性を 1次元で確認した．
Fig. 4.3(a) のオリジナル画像の 140 ラインに PSF を畳み込んだぼけ画像の輝度プロファイル
（実線）と，Fig. 4.3(b)の 35 ラインを補間した輝度プロファイル（点線）を同一グラフ上にプロット
した図を Fig. 4.9に示す． 
 (a)は 0次補間，(b)は線形補間，(c)は 3次スプライン補間の場合である．(a)では階段状に
変化するため誤差が多く，ぼけ画像の輝度プロファイルと比較した PSNR は 27dB である．(b)
は(a)よりも誤差が少なくなり，PSNRは 33dBである．(c)はぼけ画像の輝度プロファイルとほとん
ど一致して見える程度に誤差が少なくなり，PSNRは 37dBである．Fig. 4.9の結果は，ぼけ画
像のように隣接する画素間の相関が高く，輝度プロファイルに連続性がある場合，spline 補間
が非常に有効であることを示している．  
続いて 2次元における補間方法の妥当性を検証する．観測画像が 8枚の場合で，4.1項で
述べた 3種類の予備補間方法を用いた提案法による超解像画像を Fig. 4.10 (a)～(f)に示す．
模擬観測画像とその位置ずれ座標はFig. 4.4(d)～(f)と同様である．(a)，(d)は投影双 0次補間，
(b)，(e)は投影バイリニア補間，(c)，(f)は投影バイキュービック補間の場合である． 
投影双 0次補間では，(a)は PSNR = 27dB，反復回数は 151回，(d)は PSNR = 27dB，反復
回数は 151 回と，ぼけとノイズは若干改善できているが，ブロック状ノイズが目立っている．予
備補間をする場合でも，投影双 0 次補間の場合には，観測画像を連続空間に配置した高解
像度画像，即ちぼけ画像がステップ状になっているため，Fig.4.4 (b)と同様，ブロック状ノイズ
が生ずる．投影バイリニア補間では，(b)は PSNR = 27dB，反復回数は 155回，(e)は PSNR = 
28dB，反復回数は 121 回と，ぼけは(a)，(d)より改善できている．投影バイキュービック補間で
は，(c)は PSNR = 29dB，反復回数 151回，(f)は PSNR = 30dB，反復回数は 151回と，(b)，(e)
より若干ぼけは改善できている． 
以上のことから，代表的な補間方法において，非常に大きな差という訳ではないが，投影バ
イキュービック補間が最も良いという結果になった．この理由は前述したように，PSF で畳み込
まれた，ぼけた画像の隣接する画素は相関が高いため，観測データ間のある任意点を補間す
る際に，滑らかさと観測点における連続性の保持が重要であるからだと考えられる．従って，本
論文における全ての予備補間処理には，4.1.3 項で述べた，投影バイキュービック補間法を採
用する． 
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Fig. 4.9 1次元補間方法の評価 
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(a) 投影双 0次補間 
反復回数 151回 
PSNR = 26dB 
 
 
(b) 投影バイリニア補間 
反復回数 155回 
PSNR = 27dB 
 
 
(c) 投影バイキュービック補間 
反復回数 151回 
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(d) 投影双 0次補間 
反復回数 151回 
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Fig. 4.10 2次元補間方法の評価（観測画像 8枚） 
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4.3.3 位置ずれパターンの評価 
 
位置ずれパターンとして，ここまではFig. 4.4に示すようにバランス良く分散したものを選択し
たが，実際には観測画像の同一ピクセル内で重複する位置ずれのものしか選択できないこと
も考えられる．そこで，位置ずれパターンが偏った場合について実験的に検討した．検討した
位置ずれパターンの座標，平均位置，分散をTable 4.4～4.6に示す．また，位置ずれパターン
の配置図と超解像処理結果を Fig. 4.11に示す．Fig. 4.11(a)～(f)は観測低解像度画像が 8枚
の場合で，位置ずれはそれぞれ左から，横，角，顕著な角，である．“横”は左側に偏っている
場合で(Ex, Ey) = (0.35,0.16)，(Vx2, Vy2) = (0.086,0.023)，“角”は左隅に偏っている場合で(Ex, 
Ey) = (0.17,0.16)，(Vx2, Vy2) = (0.022,0.023)，“顕著な角”は左隅の1ピクセル内に重複して偏っ
ている場合で(Ex, Ey) = (0.17,0.08)，(Vx2, Vy2) = (0.021,0.006)である．  
(a)は PSNR = 29dB，反復回数は 117回，(d)は PSNR = 29dB，反復回数は 117回で，ぼけ
もノイズも補正されており，位置ずれが適度に分散した Fig. 5(e)と比較してあまり差がない超解
像性能である． 
(b)は PSNR = 28dB，反復回数は 192回，(e)は PSNR = 28dB，反復回数は 192回で，やは
りぼけもノイズも補正されており，これも Fig. 5(e)と比較して顕著な差は見られない超解像性能
である． 
(c)は PSNR = 26dB，反復回数は 169回，(f)は PSNR = 26dB，反復回数は 169回で，ぼけ
があまり補正されておらず，全体的にぼやけている．また，周波数特性の差も大きい． 
観測画像 8 枚の場合，位置ずれが 4×4 ピクセルのうち 2×2 ピクセル内程度に偏っても
PSNR は 2dB程度の劣化であり，概ね良好な超解像性能を示すが，1 ピクセル内程度に偏っ
てしまうと，超解像性能が大きく劣化すると考えられる． 
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Table 4.4 位置ずれパターン“横”のサブピクセルシフト量 
 
観測画像 
No. 
サブピクセルシフト量  観測画像 
No. 
サブピクセルシフト量 
x y  x y 
1 0.01 0.11  5 0.47 -0.03 
2 -0.04 0.355  6 0.45 0.34 
3 0.21 -0.05  7 0.73 0.1 
4 0.24 0.215  8 0.72 0.205 
    平均 0.349 0.156 
    分散 0.0864 0.0231 
 
Table 4.5 位置ずれパターン“角”のサブピクセルシフト量 
 
観測画像 
No. 
サブピクセルシフト量  観測画像 
No. 
サブピクセルシフト量 
x y  x y 
1 0.005 0.11  5 0.235 -0.03 
2 -0.02 0.355  6 0.225 0.34 
3 0.105 -0.05  7 0.365 0.1 
4 0.12 0.215  8 0.36 0.205 
    平均 0.174 0.156 
    分散 0.0216 0.0231 
 
Table 4.6 位置ずれパターン“顕著な角”のサブピクセルシフト量 
 
観測画像 
No. 
サブピクセルシフト量  観測画像 
No. 
サブピクセルシフト量 
x y  x y 
1 0.005 0.055  5 0.235 -0.015 
2 -0.02 0.1775  6 0.225 0.17 
3 0.105 -0.025  7 0.365 0.05 
4 0.12 0.1075  8 0.360 0.1025 
    平均 0.174 0.0778 
    分散 0.0216 0.0058 
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Fig. 4.11 位置ずれパターンの評価（観測画像 8枚） 
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4.3.4 加法ノイズの評価 
 
上記までは，オリジナル画像に含まれているノイズ以外のノイズは印加しなかった．IBP法お
よび改良 IBP 法は加法ノイズを抑制するものではないが，加法ノイズに対する超解像性能の
劣化度合いを調べるため，以下に検討した．加法ノイズは Gaussian ノイズである．検討結果を
Fig. 4.12に示す．(a)，(d)は SN = 30dB，(b)，(e)は SN = 20dB，(c)，(f)は SN = 10dBである．こ
こで，SNは信号対雑音比（Signal to nois ratio）を対数表示したものだが，ここでは，全画素の
2 乗平均階調と，Gaussian ノイズの 2 乗平均レベルとの比とした．所定の SN になるよう，
Gaussian ノイズのレベルに以下に示す係数J を乗ずることにより調整した．観測画像の枚数は
いずれも 8枚である．Gaussian ノイズ Ngi,j，階調の 2乗平均Pg，Gaussian ノイズの 2乗平均レ
ベルPn，SN，J を以下の式に示す． 
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ここで，Li,,j は画像の（i, j）画素の輝度（階調）である．従って，加法ノイズ Nai,j は以下の式
で示される． 
jiji NgNa ,,  J                                                  (4.17) 
(a)は Fig. 4.4(e)と同様な超解像性能を示しており，PSNR = 29dB，反復回数 196回，(d)は
PSNR = 30dB，反復回数 151回で，SN = 30dBでは加法ノイズの影響は確認できない．(b)は
PSNR = 28dB，反復回数 196回，(e)は PSNR = 28dB，反復回数 163回で，SN = 20dBでは，
ぼけは補正されているが，ノイズが目立ち始めている．(c)は PSNR = 25dB，反復回数 61回，
(f)は PSNR = 25dB，反復回数 61回で，SN = 10dBでは，ノイズは非常に目立ち，ぼけの補正
もできていない． 
以上より，SN = 20dB以下になると，加法ノイズが予備補間処理にも影響を及ぼし始め，SN 
= 10dBではもはや正常な超解像再構成はできなくなると考えられる． 
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反復回数 61回 
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Fig. 4.12 加法ノイズの評価（観測画像 8枚） 
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4.4 実験 
 
実際に適当な位置ずれをもって複数観測された画像（写真）を用いて IBP 超解像処理を実
施し，本論文で提案する BPK や予備補間処理の効果を確認する．本実験では，リモートセン
シング衛星による撮影範囲の微小変動などによる観測画像の変位を模擬し，実験室において，
XY ステージにカメラを固定し，被写体に適当な位置変位（平行移動）を与えて撮影した．ここ
では提案法の効果の確認を主眼とするため，被写体へのライトによる照射は一方向とし，陰影
の変化などの影響は考慮しなかった．熱赤外線カメラとディジタルカメラにより撮影した実写画
像を用いて，提案法による倍率 4倍の超解像再構成の実験を実施した． 
 
4.4.1. 実験方法 
XYステージにカメラを固定し，被写体を X方向，Y方向にそれぞれ 1/4ピクセル程度ずつ
平行移動して撮影した．ホワイトノイズなどを除去するため，1 つの位置で 4 枚撮影し，それら
の画像の輝度を平均した． 
熱赤外線カメラは NEC 三栄製のサーモトレーサ TH5104R，ディジタルカメラは Canon の
PowerShot G2を用いた．これらカメラの諸元をTable 4.7に示す．熱赤外線カメラからの画像デ
ータは-20 ～ 200℃を 12ビット階調（4098段階），モノクロ濃淡画像で表す．今回は超解像が
目的であるため，8 ビット階調（256 段階）に落として使用した．また，ディジタルカメラから得ら
れる画像は 24 ビットカラー（16777216 色）であるが，今回は超解像が目的であるため，24 ビッ
トを 8 ビット RGB カラーに減色し，以下の公式で輝度信号（Y）のみを取り出すことで，8 ビット
モノクロ画像とした． 
BGRV
BGRU
BGRY
 
 
 
0813.04186.0500.0
5000.03316.0169.0
1440.05870.0299.0
                            (4.18) 
ここで，U = B - Y，V =R - Y は色差信号である． 
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Table 4.7 熱赤外線カメラ，ディジタルカメラの諸元 
 
熱赤外線カメラ  ディジタルカメラ 
メーカ名 NEC三栄  メーカ名 Canon 
機種名 TH5104R  機種名 PowerShot G2 
測定波長 3 ～ 5.3 Pm  有効画素数 約 400万画素 
温度範囲 -10 ～ 200 ℃  レンズ 7.0(W) – 21(T) mm 
データ深度 12 bit  絞り値 F8.0 
画素数 255(H)×223(V) 
pixel 
 画像フォーマット JPEG 
フレーム時間 0.65 sec  シャッタースピード 1.0 sec 
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4.4.2. 熱赤外線画像の超解像再構成 
 
熱赤外線カメラで観測画像を撮影し，位置ずれがバランス良く分散したものを 16 枚選択し
た．基準となる観測画像の座標を(0,0)として，位置ずれの座標はそれぞれ (0.12,0.28)，
(0.05,0.49) ， (0.04,0.71) ， (0.24,0.05) ， (0.28,0.28) ， (0.29,0.53) ， (0.27,0.80) ， (0.5,0.03) ，
(0.53,0.29)，(0.54,0.51)，(0.51,0.76)，(0.76,0.05)，(0.77,0.31)，(0.78,0.51)，(0.81,0.75)，であり，
(Ex, Ey) = (0.41,0.42)，(Vx2, Vy2) = (0.080,0.077)である．16枚，選択した 8枚，4枚，それぞれの
位置ずれ座標とその平均，分散をTable 4.8～4.10に示す．観測画像，その位置ずれ図，超解
像画像を Fig. 4.13(a)～ (d)に示す． 
(a)は観測画像の 1 つである．解像度は 87×87 で，PSF は Gauss 型であると仮定すると，
Reichenbachらが示した PSF推定法より，V = 3.5であった[15]． 
(b)は観測画像 16枚を用いた提案法による超解像再構成画像である．BPKを決定するパラ
メータはカット・アンド・トライにより，C = 0.5，* = 10-6を選択した．式(5)に示す 2乗平均誤差
MSEが最低（1.9）になる反復回数は 200回であり，画像の端にアーティファクトは見られるもの
の，ぼけは修正され，細部が認識できる良い超解像画像である． 
(c)は観測画像 8枚を用いた提案法による超解像画像である．MSEが最低（1.8）になる反復
回数は 200回であり，ぼけの補正は(b)に比べてやや甘いものの，細部が認識できる良い超解
像画像である． 
(d)は観測画像 4枚を用いた提案法による超解像画像である．MSEが最低（1.6）になる反復
回数は 200回であり，ぼけの補正は(c)に比べて甘いものの，細部が確認でき，(b)と比較しても
それほど見劣りしない超解像画像である． 
観測画像の枚数が少なくなるほど 2乗平均誤差MSEは小さくなっているが，MSEは画素ご
との誤差の 2乗を総和したものなので，有意な差であるとは言えないと考えられる． 
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Table 4.8 熱赤外線画像 16枚のサブピクセルシフト量 
 
観測画像 
No. 
サブピクセルシフト量  観測画像 
No. 
サブピクセルシフト量 
x y  x y 
1 0.0 0.0  9 0.50 0.03 
2 0.12 0.28  10 0.53 0.29 
3 0.05 0.49  11 0.54 0.51 
4 0.04 0.71  12 0.51 0.76 
5 0.24 0.05  13 0.76 0.05 
6 0.28 0.28  14 0.77 0.31 
7 0.29 0.53  15 0.78 0.51 
8 0.27 0.8  16 0.81 0.75 
    平均 0.406 0.397 
    分散 0.0798 0.0765 
 
Table 4.9 熱赤外線画像 8枚のサブピクセルシフト量 
 
観測画像 
No. 
サブピクセルシフト量  観測画像 
No. 
サブピクセルシフト量 
x y  x y 
1 0.12 0.28  5 0.50 0.03 
2 0.04 0.71  6 0.51 0.76 
3 0.24 0.05  7 0.77 0.31 
4 0.29 0.53  8 0.78 0.51 
    平均 0.406 0.398 
    分散 0.0784 0.0767 
 
Table 4.10 熱赤外線画像 4枚のサブピクセルシフト量 
 
観測画像 
No. 
サブピクセルシフト量  観測画像 
No. 
サブピクセルシフト量 
x y  x y 
1 0.05 0.49  3 0.51 0.76 
2 0.24 0.05  4 0.77 0.31 
    平均 0.393 0.403 
    分散 0.099 0.089 
 
第４章 不完全な観測画像列を用いた改良 IBP法 
 
90 
 
  
 
(a) 観測画像 
 
 
 
(b) 観測画像 16枚 
反復回数 200回，MSE = 1.9 
 
  
 
(c) 観測画像 8枚 
反復回数 200回，MSE = 1.8 
 
(d) 観測画像 4枚 
反復回数 200回，MSE = 1.6 
 
Fig. 4.13 熱赤外線画像の超解像 
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4.4.3. 可視画像の超解像再構成 
 
次に，ディジタルカメラで観測画像を撮影し，位置ずれがバランス良く分散した 16 枚を選択
した．大きな画像の一部分を取り出すことで，ぼけの大きい劣化した観測画像を模擬した．基
準となる観測画像の座標を(0，0)として，位置ずれの座標はそれぞれ (0.04,0.21)，(0.03,0.53)，
(0.11,0.83)， (0.36,-0.15)， (0.35,0.19)， (0.28,0.57)， (0.24,0.90)， (0.65,-0.14)， (0.55,0.28)，
(0.55,0.62)，(0.58,0.92)，(0.93,-0.18)，(0.91,0.18)，(0.75,0.70)，(0.87,0.79)，であり，(Ex, Ey) = 
(0.45,0.42)，(Vx2, Vy2) = (0.103,0.152)である．16枚，選択した 8枚，4枚，それぞれの位置ずれ
座標とその平均，分散を Table 4.11～4.13 に示す．観測画像およびその位置ずれを Fig. 
4.14(a)～(d)に示す． 
(a)は観測画像の１つである．解像度は 101×101 で，PSF は Gauss 型であると仮定すると，
上記同様，参考文献 [15] に示される PSF推定法より，V = 3.5であった． 
(b)は観測画像 16枚を用いた提案法による超解像再構成画像である．BPKを決定するパラ
メータはカット・アンド・トライにより，C = 0.5，* = 10-6を選択した．MSEが最低（4.6）になる反復
回数は 200 回であり，アーティファクトは見られるものの，ぼけは修正され，細部が認識できる
良い超解像画像である． 
(c)は観測画像 8枚を用いた提案法による超解像画像である．MSEが最低（4.3）になる反復
回数は 200 回であり，ぼけの補正は(f)よりやや甘いものの，細部は認識できる良い超解像画
像である． 
(d)は観測画像 4枚を用いた提案法による超解像画像である．MSEが最低（4.0）になる反復
回数は 200回であり，ぼけの補正は(c)に比べて甘いものの，細部が確認でき，(b)と比較しても
あまり見劣りしない超解像画像である． 
観測画像の枚数が少なくなるほど 2乗平均誤差MSEは小さくなっているが，MSEは画素ご
との誤差の 2乗を総和したものなので，有意な差であるとは言えないと考えられる． 
以上のように，提案法は実画像において，観測画像が必要とする数の 1/4程度であっても，
16 枚全てそろった場合と比べて劣らない超解像性能を示した．これらにより，本提案手法であ
る改良 IBP法の有効性が確認された． 
 
 
第４章 不完全な観測画像列を用いた改良 IBP法 
 
92 
Table 4.11 可視画像 16枚のサブピクセルシフト量 
 
観測画像 
No. 
サブピクセルシフト量  観測画像 
No. 
サブピクセルシフト量 
x y  x y 
1 0.0 0.0  9 0.65 -0.14 
2 0.04 0.21  10 0.55 0.28 
3 0.03 0.53  11 0.55 0.62 
4 0.11 0.83  12 0.58 0.92 
5 0.36 -0.15  13 0.93 -0.18 
6 0.35 0.19  14 0.91 0.18 
7 0.28 0.57  15 0.75 0.70 
8 0.24 0.90  16 0.87 0.79 
    平均 0.450 0.391 
    分散 0.103 0.152 
 
Table 4.12 可視画像 8枚のサブピクセルシフト量 
 
観測画像 
No. 
サブピクセルシフト量  観測画像 
No. 
サブピクセルシフト量 
x y  x y 
1 0.04 0.21  5 0.65 -0.14 
2 0.11 0.83  6 0.58 0.92 
3 0.36 -0.15  7 0.91 0.18 
4 0.28 0.57  8 0.75 0.7 
    平均 0.460 0.390 
    分散 0.097 0.179 
 
Table 4.13 可視画像 4枚のサブピクセルシフト量 
 
観測画像 
No. 
サブピクセルシフト量  観測画像 
No. 
サブピクセルシフト量 
x y  x y 
1 0.03 0.53  3 0.58 0.92 
2 0.36 -0.15  4 0.91 0.18 
    平均 0.470 0.370 
    分散 0.137 0.212 
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(a) 観測画像 
 
 
 
(b) 観測画像 16枚 
反復回数 200回，MSE = 4.6 
 
  
 
(c) 観測画像 8枚 
反復回数 200回，MSE = 4.3 
 
(d) 観測画像 4枚 
反復回数 200回，MSE = 4.0 
 
Fig. 4.14 可視画像の超解像 
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4.5 まとめ 
 
本章では，観測画像数が N×N の半数またはそれ以下で，サブピクセルシフト量がランダム
な場合の正則化法を提案し，サンプル画像を用いたシミュレーションと実写画像を用いた実験
によりその性能を確認した．本章で提案した予備補間処理法は，観測画像の画素（既知数）を
連続空間に配置し，不足している画素を投影バイキュービック補間法で2次元補間して推定し
た後にその推定値を方程式に代入（逆投影）し，反復計算を行って推定値を漸近的に修正し，
観測値との差を小さくすることで未知数である超解像画素値を求める方法である．投影バイキ
ュービック補間法は観測画像モデルに合致しているため，観測値の数が足りなくても正則化が
可能であり，IBP法による超解像画像を求めることが可能になる． 
従来の IBP 法では，観測画像の枚数が少なくなるほどブロック状ノイズは増え，反復回数を
むやみに増やしても，かえって不適切な高周波成分が増えて画質が劣化する．そこで本提案
は，連続空間上に位置ずれに応じて配置した観測画像の画素は隣接するものどうしの相関が
高いということを利用して，連続性が保たれ，滑らかさを維持するよう，投影バイキュービック補
間法を用いた予備補間処理により欠落した観測画像を合理的に推定した．また，IBP 法の反
復計算を収束させ，デブラーリング性能を向上させるWiener型BPKにより，さらに超解像性能
が向上することを示した．本章では，観測画像の数が 1/2 以下程度であっても各々の位置ず
れが適度に分散していれば，必要とする観測画像の画素数が全て揃った場合と同程度の超
解像再構成性能が達成できることを，サンプル画像を用いたシミュレーションと，熱赤外線画
像および可視画像を用いた実験により確認した． 
衛星リモートセンシングの単一センサ画像を超解像再構成により高解像度化する際に，問
題になる事項が 2 つある．1 つは，同一地域の観測画像の取得間隔は衛星の回帰日数に依
存するため，同一条件の観測画像は少数である．もう 1つは，観測画像を多くする場合には季
節や太陽高度が異なる等，観測条件が異なってしまうことである．このような場合に本章で提
案した，少ない観測画像で超解像する技術が有効であると考えられる．観測画像の取得枚数
が足りず，全画素数が超解像画像の画素数の半数程度とデータセットとして不完全であっても，
予備補間処理をして完全なセットとして近似することで，観測画像の全画素数が超解像画像
の画素数とほぼ等しい場合と同等な超解像性能にできるからである． 
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第５章 
不完全な観測画像列を用いたニューラルネットワーク超解像 
 
第２章でも述べたように，超解像再構成法は 1 種の逆問題であり，失われたデータ（画像の
高周波成分）を復元する問題なので，多くの場合不適切問題（ill posed problem）になる．これ
まで述べてきた改良 IBP法（反復逆投影法：Iterative backward projection）では，PSF（点像分
布関数：Point spread function）を先見情報とし，予備補間処理により補足した画素を正則化項
として，反復計算により失われた高周波成分を復元して超解像画像を作成した．以上は代数
的な方法であるが，ニューラルネットワークの多変数関数近似能力を用いて逆問題を解く方法
も一般に広く使用されている．ニューラルネットワークは得られた断片的な情報から全体像を
推定するパターン認識や画像復元問題など，逆問題解法として広く利用されている[1]．また，
人物や文字などのパターン認識が産業分野にまで広く応用されている[2]． 
ニューラルネットワークは多数の神経細胞（Neuron，ニューロン）が結合し合って構成される
神経回路網であり，生体の神経系の構造を模擬した数理モデルである．代数的な計算方法は
基本的に逐次処理であるが，ニューラルネットワークは並列分散的な処理を得意とし，ニュー
ロンどうしを接続するシナプスが記憶装置の働きをする．ニューロンどうしを接続する荷重結合
度を調整する操作が，即ち学習（荷重調整）である．この，学習と呼ばれる機能に着目して，文
字認識，音声認識，画像認識などの多くの分野でニューラルネットワークの応用例が報告され
ている．しかし劣化画像の復元問題には広く応用されているにもかかわらず，超解像再構成
への応用はそれほど多い訳ではない[3]～[9]． 
本章では，不完全な観測画像列に有効な，ニューラルネットワークを用いた超解像再構成
法を提案し，第３，４章で述べた改良 IBP 法と比較した特徴を明確にする．特に階層型ニュー
ラルネットワークを高度化した誤差逆伝搬ニューラルネットワーク（BPNN：Back propagation 
neural network）を用いた超解像再構成について，その理論と，サンプル画像を用いたシミュレ
ーションおよび実写画像を用いた実験について述べる[5][6]． 
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5.1 ニューラルネットワークの種類 
 
本項ではニューラルネットワークの基本原理と，代表的な 2 種類の形態，階層型
（Feed-forward type）と相互結合型（Recurrent type）について述べる．次に，階層型ニューラル
ネットワークの一種であり，本論文で超解像再構成に使用するために改良した BPNN につい
て述べる． 
 
 
5.1.1 ニューロンモデルと学習則[1][10] 
 
人間の脳を工学的に構成しようとする場合，その単位素子であるニューロンを Fig. 5.1(a) の
ようなユニットで表現する．それは N個の外界または他のニューロンからの入力信号 xi に対し，
ただ 1つの信号 z を出力するものである．ニューロンは N個の入力信号のそれぞれに結合荷
重 wi を乗じて総和し，その値と予め定めた閾値に従って 0 ～ 1 を判断して 1つの値を出力
する． 
まず，入力信号 xi それぞれに結合荷重 wi を乗じて総和した値，X は以下の式で示され
る． 
¦
 
 
N
i
ii xwX
1
                                                    (5.1) 
ニューロンの出力である z は入力信号の総和である X の関数として以下のように示される． 
 Xfz                                                          (5.2) 
この f (X) を応答関数または出力関数と呼び，通常は以下の式に示す S字状の飽和関数，
シグモイド関数が使用される． 
   > @hXeXf  1
1                                                (5.3) 
シグモイド関数のグラフを Fig. 5.1(b) に示す．S字型のプロファイルを示す関数は全てシグ
モイド関数であり，式(5.3)はシグモイド関数の一種であるロジスティック（Logistic）関数である． 
人間は学習を繰り返すことによって知識を得，練習によって優れた運動能力を身に付ける．
これは学習や練習によって神経回路網に何らかの変化が生じたからだと考えられる．このこと
を示した Hebb の学習則は，「細胞 Aが興奮したとき，細胞 Bが常に興奮するならば，細胞 A
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から細胞 Bへの結合荷重が大きくなる」というものである．ニューラルネットワークで用いる学習
は「教師あり学習」と呼ばれるもので，ある入力パターンに対し，正しい出力値が得られるように
外部から教師信号を与え，結合荷重を変化させる方法である． 
基本的な考え方を以下に示す． 
 
① 正しい値（教師信号）と出力の差が大きいほど結合荷重の修正量を大きくする． 
② 入力値が大きいほど結合荷重の修正量を大きくする． 
 
即ち，教師信号を zˆ  とすると，結合荷重の修正量' wi は以下の式で示される． 
  ii xzzˆw  ' K                                                  (5.4) 
ここで，K は学習率であり，修正量を調整する量である．また通常は， zzˆs  G  とおき，
以下のように表現する． 
isi xw GK '                                                      (5.5) 
これを標準デルタ則と言う． 
式(5.2)で与えられたようにニューロンの出力 z は入力の荷重総和 X の関数であるが，式
(5.3)で示されるように閾値 h があり，それを X に含んでさらに w0 = -h とおき，式(5.1)を以下
のように書き直す． 
¦¦
  
  
N
i
ii
N
i
ii xwhxwX
01
                                      (5.6) 
但し，閾値設定のために追加した x0 は常に 1 を出力するユニットであり，バイアスユニットと
呼ばれる．学習の評価式として以下の式に示す 2乗誤差 E を用いる． 
 2
2
1 zzˆE                                                      (5.7) 
2乗誤差 E は出力 z の関数であり，z は入力の荷重総和 X の関数，X は結合荷重 wi の
関数なので，結局，2乗誤差E は結合荷重wi の関数である．従って，ニューラルネットの学習
は，誤差 E が最小となるような結合荷重 wi を求めることと等価である．結合係数 wi は以下の
式に従って修正する． 
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0!w
w ' KK
i
i w
Ew                                           (5.8) 
誤差 E は結合荷重 wi を陽に含んでいないため，直接微分できない．このような場合には
以下の式に示すように，陽に含まれる変数で順次微分し，それらの積で求める． 
    i
ii
xXfzzˆ
w
X
X
z
z
E
w
E c w
w
w
w
w
w w
w                               (5.9) 
式(5.8)に式(5.9)を代入し，結合荷重の修正量すると，以下の式のようになる． 
      iii xXfxXfzzˆw c c ' GKK &                              (5.10) 
f (X) は式(5.3)に示すシグモイド関数なので，その微分である  Xf c  は以下のようにな
る． 
   zzXf  c 1                                                 (5.11) 
従って，式(5.10)は以下の式のようになる． 
    iii xxzzzzˆw GKK   ' 1                                   (5.12) 
ここで，    zzzzˆ  1G  である．式(5.12)を一般化デルタ則と言う． 
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(a) ニューロンモデル 
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Fig. 5.1 ニューロンモデル 
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5.1.2 相互結合型ニューラルネットワーク[1][3] 
 
ニューロンを Fig. 5.2 のように接続し，接続を経るごとに時間遅れを生ずるように設定すると，
相互に依存し合いながら時間的に値を決定する素子群から構成されるニューラルネットワーク
となる．これを相互結合型ニューラルネットワークと呼ぶ．この相互結合型ニューラルネットワー
クは帰還ループがあるために，素子値は互いに依存し合い，特定の素子の値を先に決定する
ことはできない．このような場合は，素子の値決定に時間遅れを持たせて，順次，値が決まるよ
うにすれば良い．時刻 t における i番目の素子値を xi (t) とすると，時刻 t+1 における素子値
xi (t+1) は以下の式のようになる． 
   
    ®¯
­

t 
 ¦
 
ii
ii
i
N
j
ji,ji
ts
ts
tx
txwts
T
T
0
1
1
1                                          (5.13) 
初期値 xi (0) を適当に与えれば，上式により，t = 1, 2, …, の各時点の素子値が順次に定
まることになる．また，連続時間モデルでは，時間発展モデルにより素子値を決定する．この場
合には，初期値 xi (0) を適当に与えると，その後の素子値は時間発展モデルに従い変遷して
いく．但し，素子数の多い時間発展モデルが互いに依存しあう場合，初期値を境界条件とす
る連立微分方程式として解析的に解くことは非常に困難である．また，時間依存問題を解くこ
とに適しており，逐次的に値を漸近させる超解像のような問題には適当ではないと考えられ
る． 
 
 
Fig. 5.2 相互結合型ニューラルネットワーク 
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5.1.3 階層型ニューラルネットワーク[3][10] 
 
ニューロンを Fig. 5.3(a) のように接続し，信号が入力側から出力側に向けて一方向に流れ
ていくように構成したニューラルネットワークを階層型ニューラルネットワークと呼ぶ．この場合，
入力が決まれば出力側に向けて一義的に素子の値は次々と決まる．最終的な出力は教師デ
ータと比較され，この差が小さくなるように結合荷重が調整される．階層型ニューラルネットワー
クは非線形関数への近似能力が非常に高いため，画像のように相互に無関係なデータが 2
次元的に並んでいるデータセットから，失われた情報を復元する超解像再構成のような処理
には適していると考えられる． 
本章では，超解像再構成に対し，Fig. 5.3(b) に示すような階層型ニューラルネットワークの
一種である 3層の BPNN法を用いる[4]．BPNNの計算過程を，順を追って説明する． 
 
（１） 順伝搬 
入力を xi （ i = 1, 2, …, l ），中間層（隠れ層）各ユニットに対する入力の総和を Xj，出力を
yj （ j = 1, 2, …, m ），出力層各ユニットに対する入力の総和を Yk，出力を zk （ k = 1, 2, …, 
n ）とする．入力層－中間層間の結合荷重を ui,j，中間層－出力層間の結合荷重を vj,k とする．
以下に，順伝搬として，入力－出力のプロセスと出力誤差を求める． 
入力層ユニットへの入力の総和 Xj 即ち，中間層への出力は以下の式で表される． 
xUX T    ¦
 
l
i
ij,ij xuX
1
                                     (5.14) 
ここで，X は m×1列ベクトル，U は ui,j を要素とする l×m行列，x は l×1列ベクトルであ
る．中間層への出力，即ち中間層の入力は以下の式で表される． 
   XXy    efy j 1
1                                         (5.15) 
ここで，y は m×1 列ベクトルである．中間層ユニットへの入力の総和，即ち出力層への出
力は以下の式で表される． 
yVY T    ¦
 
m
j
jk,jk yvY
1
                                      (5.16) 
ここで，Y は n×1列ベクトル，V は m×n行列である．出力は以下の式で表される． 
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YYz    efz k 1
1                                          (5.17) 
ここで，z は n×1列ベクトルである．出力ユニットの 2 乗誤差は式(5.7)より，以下のように表
される． 
   zzzzE T  ˆˆ
2
1                                             (5.18) 
ここで，E は n×1列ベクトル， zˆ  は n×1の教師列ベクトル，   ba  は要素どうしの積であ
る．この 2乗誤差が小さくなるように ui,j，vj,k （ U，V ）を修正する． 
 
（２） 逆伝搬 
次に逆伝搬を求める．Fig. 5.3(b) より，vj,k の変動は k 番目のユニットにだけ影響を与えて
いるので，式(5.12)をそのまま用いることができる． 
   
    yδyzzzzV   '
  w
w '
KK
GKKK
1
1
ˆ
yyzzzzˆ
v
Ev jjkkkk
k,j
k
k,j                    (5.19) 
次に，入力層と中間層の結合荷重 ui,j を修正する．Fig. 5.3(b) より，ui,j の変化は中間層 j 
番目ユニットの入力総和 Xj と，その出力 yj に影響する．まず，ui,j の変化による E の変化を
割合を，中間層の出力まで求めると，以下のようになる． 
  ijj
jj,i
j
j
j
jj,i
xyy
y
E
u
X
X
y
y
E
u
E w
w w
w
w
w
w
w w
w 1                            (5.20) 
上式の右辺第一項はこの部分だけでは求められない．yj の変化は出力層全てのユニットの
入力および出力に影響する．2 乗誤差 E は出力ユニットの誤差の総和なので，以下の式のよ
うに表される． 
    ¦¦
¦¦
  
  
  
w
w
w
w
w
w w
w w
w
n
k
k,jk
n
k
k,jkkkk
n
k j
k
k
k
k
k
n
k j
k
j
vvzzzzˆ
y
Y
Y
z
z
E
y
E
y
E
11
11
1 G
                      (5.21) 
式(5.20)と式(5.21)をまとめると以下の式になる． 
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 ¦
 
 w
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k
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vxyy
u
E
1
1 G                                    (5.22) 
中間層ユニットに対する変動信号をVj とすると，ui,j の修正量'ui,j ，行列'U は以下の式
で表される． 
 
 > @ TT
ij
n
k
k,jkijj
j,i
j,i
η
xvxyy
u
Eu
δxΔVδy1yxΔU K
VKGKK
  
  w
w ' ¦
 1
1
                 (5.23) 
ここで，G は m×1列ベクトルである． 
出力側で生ずる誤差（教師信号と実際の出力の差）をもとに，中間層－出力層の結合荷重
vj,k だけでなく，入力層－中間層の結合荷重 ui,j も，それが出力の誤差にどれだけ影響して
いたかを考慮して修正される．誤差が前の層へ順次伝搬していくので，誤差逆伝搬法（BPNN
法）と呼ばれる． 
BPNN法における順伝搬と逆伝搬はトレーニングモードで使用される．この過程を反復的に
実施し，式(5.18)に示される 2乗誤差 E が最小になるか，ある閾値以下になるまで反復計算を
繰り返し，結合荷重 U，V を決定する．このようにして構築したネットワークに実際の観測画像
を 1回通すことで超解像画像を得ることができる．即ち，トレーニングに時間をかけてネットワー
クを構築しておけば，後はほぼ計算時間 0で超解像画像を得ることができる． 
代数的な超解像再構成法は観測画像が替わればその都度反復計算が必要なのに対し，
BPNN 法はネットワークさえ構築しておけば超解像画像作成にほとんど時間がかからないとこ
ろが大きなメリットである． 
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(b) 誤差逆伝搬ニューラルネットワーク（BPNN） 
 
Fig. 5.3 階層型ニューラルネットワーク 
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5.2 ニューラルネットワークによる逆問題解法 
 
本項では超解像再構成を，ニューラルネットワークを用いた逆問題解法として取り扱う．ニュ
ーラルネットワークを用いた逆問題解法の手法を簡単に述べる[11][12]．オリジナル高解像度
画像を教師データとし，教師データから第２章で述べた観測モデルを用いて 1/N 低解像度の
模擬観測画像を N×N 枚作成する．この模擬観測画像を入力とし，BPNN の出力がオリジナ
ル高解像度画像になるように結合荷重を修正する．この計算を反復し，最終的にネットワーク
として決定する．このネットワークをそのまま用いて，先の観測モデルと同様な過程で劣化した
と考えられる他の実際の観測画像を入力すると，出力は超解像画像になる．これはニューラル
ネットワークの汎化能力を用いた超解像再構成法であり，観測画像が違うものであっても，同
様な観測モデルで劣化したものであれば，1 度作成したネットワークに入力するだけで超解像
再構成が可能である． 
通常，BPNNは高解像度化した観測画像中のL×Lピクセルを1ブロックとし，これを観測画
像枚数分スタックして，要素数 L×L×N×Nの列ベクトルにすることで，1つのパターンの入力
とする．従ってパターン数 Pは，超解像画像の画素数をMx×Ny とすると，以下のようになる． 
 NN
LL
NyMxP uu
u                                           (5.24) 
例えば，超解像画像の画素数が 256×256，BPNN入力 1 ブロックが 8×8，観測画像枚数
が 4×4の場合，パターン数は P = 1024×16 = 16,384通りとなる． 
BPNNの入力は，BPNNの各パターン間で重複する L×Lピクセル，出力は 1ピクセルとす
る場合が多い．このようにすると，各ピクセルにおける収束度合いの違いから，ブロック状ノイズ
が入り易くなってしまう．そこで，本項ではブロック状ノイズを避ける手段として，BPNN 法の発
展形である，画像のブロック間で重複するL×Lピクセル入力から複数の重複しないK×Kピク
セル出力を求める，ベクターマッピング・ニューラルネットワーク法（VMNN法：Vector mapping 
neural network）を用いた[5][6]． 
また，別の方法として，オリジナル高解像度画像を入力データ，観測モデルで劣化させた
1/N 低解像度の模擬観測画像を教師データとして，BPNN に観測モデルとしての機能を持た
せるネットワークインバージョンがある．これは，トレーニングモードでネットワークを構築した後，
ネットワークの結合荷重は固定とし，実際の観測画像を教師データとして，入力を修正していく
方法である．VMNNはトレーニングを終了したネットワークに観測画像を 1回通せば超解像で
きるが，トレーニングの際は，不適切問題の不適切度が大きい場合には非常に時間がかかっ
てしまう．ネットワークインバージョンは，トレーニングは順問題なので VMNN ほどには時間が
第５章 不完全な観測画像列を用いたニューラルネットワーク超解像 
 
108 
かからないが，超解像の際は逆問題であるため，VMNN のトレーニング時と同じ程度に時間
がかかってしまう．しかし，その分その観測画像の超解像に特化できる． 
これら 2種類のニューラルネットワーク超解像についてその手順を以下に述べる． 
 
 
5.2.1 VMNN法による超解像再構成[5][6] 
 
VMNN 法は BPNN 法を改良したもので，観測モデルによる画像劣化過程で，低解像度画
像の 1 ピクセルは PSFが畳み込まれた高解像度画像の M×Mピクセルが関与していることか
ら，高解像度化した低解像度画像のM×Mピクセルから超解像画像のM×Mピクセルを推定
すると合理的である．即ち，Mの値は PSFの拡がりと同等である．Gaussian型 PSFの場合，M
の値を半値幅（≒2.355V）を選択するか，95%幅（≒4V）を選択するかで異なってくるが，本論
文では半値幅を選択することにする．従って，M = 2.355V であり，V = 1.7ではM = 4ピクセル，
V = 3.5ではM = 8.25 ⇒ 8ピクセルとなる． 
VMNN 法の順伝搬／逆伝搬の過程は BPNN と同様であり，入力サイズと出力サイズの選
択方法が異なるだけである．計算過程の概要をFig. 5.4に示す．まず，観測画像を超解像した
際に同じ解像度となるトレーニング用高解像度画像を準備し，トレーナ画像とする．トレーナ画
像を観測モデルにより劣化させ，観測画像とサブピクセルシフト低解像度画像を同じ枚数（ここ
では 4×4 = 16枚とする）作成する．順伝搬として，この低解像度画像を高解像度化して 16枚
の疑似高解像度画像を作成して VMNN ネットワークに入力し，推定高解像度画像を得る．疑
似高解像度画像は投影双 0 次補間か，投影バイキュービック補間を用いて作成する．1 つの
パターンにおける入力サイズは，PSFの標準偏差V = 1.7の場合，4×4ピクセルであり，これを
4×4×16 = 256要素の列ベクトルに変換する．出力は 4×4 = 16要素の列ベクトルである．中
間層の素子数は多い方が関数近似精度を上げられるとの報告もあるが，ここではトレーニング
時間の現実性も考慮して，2×入力素子＝512 素子とした．出力を画像に組み替え，トレーナ
との 2乗誤差 Eを求める． 
次に逆伝搬として，E から結合荷重の修正量'U，'V を求め，ネットワークを修正して次の
順伝搬に進む．これらの計算を反復し，E が最小になるか，予め定めた閾値以下になったら
計算を打ち切り，ネットワークを決定する．この VMNNネットワークに，観測画像を投影双 0次
補間か，投影バイキュービック補間を用いて高解像度化した高解像度観測画像を入力し，超
解像画像を得る． 
以上に示した方法は，入力画像の 4×4 ピクセルは次のパターンでは隣接する 4×4 ピクセ
ルになるため重複がなく，ブロック状ノイズの原因となり易い．そこで，入力サイズを(4±2)×(4
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±2) = 64ピクセルとし，出力はこれまで通り 4×4ピクセルとすると，次のパターンでは入力は 4
×4ピクセルずらして 8×8ピクセルを選択するため，8×4ピクセルは前回パターンと重複する
ことになり，ブロック状ノイズの発生を防ぐことができる．これが改良型 VMNN法である． 
VMNN の特徴は，トレーニングに時間をかけて，様々な観測モデル（PSF の拡がり）に対応
したネットワークを作成しておけば，ほとんど時間をかけることなく超解像画像を作成することが
可能な点である． 
 
 
 
VMNN
VMNN
超解像度画像観測画像
トレーニング
低解像度画像
トレーニング
推定高解像度画像
トレーニング
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Fig. 5.4 ベクターマッピング・ニューラルネットワーク（VMNN）の概念図 
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5.2.2 ネットワークインバージョン[13]～[15] 
 
ネットワークインバージョンは，BPNN に観測モデルの機能を持たせたものである．ネットワ
ークインバージョン手順を Fig. 5.5 に示す．トレーニングの順伝搬は通常の BPNN と同様にな
る．オリジナル高解像度画像を観測モデルに従って劣化させたサブピクセルシフト低解像度
画像をトレーナ画像とし，オリジナル画像を入力してサブピクセルシフト低解像度画像を出力
するネットワークを構築する．トレーニングの逆伝搬も BPNN と同様である． 
次に，インバージョンモードとして，上記で構築したネットワークを用いて，入力に超解像画
像（初期値は推定高解像度画像）を用い，出力は推定サブピクセルシフト低解像度画像として
トレーナである観測画像と比較して 2乗誤差 E を求め，Eが小さくなるように入力を修正する．
E が最小になるか，予め定めた閾値以下になったら反復計算を打ち切り，その時の入力を超
解像画像とする．これらを以下に数式で表す．トレーニングモードは順伝搬，逆伝搬とも
BPNN と同じである． 
   Yfz,yVY,xfyxUX TT     ,                    (5.25) 
逆伝搬は以下のように表される． 
       
  TT ,,
ˆ,ˆˆ
σxηΔUΔVδy1yσδyV
z1zzzδzzzzE T
   '
  
K
2
1
                  (5.26) 
インバージョンモードの順伝搬は上記と同様であるが，逆伝搬は結合荷重 U，V は固定で
入力を修正するように変更する必要がある． 
       III σUηΔxVδy1yσz1zzzδ    ,,ˆ            (5.27) 
上式の' x で入力高解像度画像を修正し，超解像画像に近づける．ネットワークインバージ
ョンはトレーニングモードとインバージョンモードの両方に反復計算が必要なため，計算コスト
が高くなるという欠点がある．また，改良 IBP法のような代数的な方法と性能および計算時間を
比較した場合のメリットが見つからない． 
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Fig. 5.5 ネットワークインバージョン（NI）の概念図 
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5.3 シミュレーション 
 
第４章と同様，サンプル画像を用いて 4倍解像度の VMNN超解像再構成の評価を行った．
まずトレーニング画像として様々な画像を用いて構築したネットワークを用いた超解像画像を
比較する．次に，ランダムにサブピクセルシフトした観測画像を用いた超解像再構成に関し，
観測画像の枚数が十分な場合（16 枚）と足りない場合（8，4 枚）について，予備補間処理した
改良 IBP法と VMNN法とを比較する． 
 
 
5.3.1 異なるトレーニング画像を用いた VMNN超解像 
 
異なるトレーニング画像を用いて構築したネットワークを用いた超解像再構成を実施する．ト
レーニング画像を Fig. 5.6(a) ，(b)に示す．これらの画像を用いて解像度 1/4の模擬観測画像
を 16枚ずつ作成し，VMNNを構築する．サブピクセルシフトは原点をずらした PSFをオリジナ
ル画像に畳み込むことにより行う．PSFはGaussian型であり，標準偏差σは，半値幅が超解像
画像に対して 4 ピクセルになるよう，σ=1.7 とした．基準となる観測画像の始点の座標を(0，0)
として，位置ずれの座標はそれぞれ，(0.01,0.22)，(0.08,0.43)，(-0.04,0.71)，(0.21,-0.10)，
(0.24,0.18)， (0.24,0.43) ， (0.19,0.66)， (0.47,-0.06)， (0.49,0.21)， (0.49,0.42)， (0.45,0.68)，
(0.76,-0.04)， (0.73,0.20)， (0.72,0.41)， (0.72,0.66)，とした．位置の平均は， (Ex, Ey) = 
(0.36,0.313) ，分散は，(Vx2, Vy2) = (0.079,0.078)である．この配置は Table 4.1に示したものと
同様である． 
VMNNへ入力する前処理として，観測画像を投影双 0次補間で超解像画像の解像度（256
×256）に拡大しておく．入力は 8×8pixel×観測画像枚数（16，8，4） = （1024，512，256），
中間層は 512，出力は 4×4 = 16，のそれぞれ列ベクトルである．トレーニングの回数はそれぞ
れ 10,000回行った． 
次に，Fig. 5.7(a)に示すサンプル画像（国会議事堂）から 3.2.2 項に記述した観測画像の作
成法と同様に，Fig. 5.7(b)に示す 1/4 解像度の模擬観測画像を作成し，上記で構築したそれ
ぞれの VMNN に入力して超解像画像を作成した．このようにして作成した超解像画像を Fig. 
5.7(c)，(d) に示す．Fig. 5.6(b) Barbaraで構築した VMNNで作成した超解像画像 Fig. 5.7(d) 
の方が PSNRが良い結果となった．これは，Barbaraは細かい縞模様が多いため，高周波成分
が多く，建物などの鋭いエッジ部分が多い国会議事堂と整合性が良いのであろうと考えられる．
しかし，どのトレーニング画像であっても超解像性能に大きな差は無く，観測モデルが適合し
ていれば VMNN超解像は概ね成功すると考えられる． 
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(a) Tr_A (Lena) 
 
(b) Tr_B (Barbara) 
 
Fig. 5.6 トレーニング画像 
 
 
(a) サンプル高解像度画像（国会議事堂） 
 
(b) 模擬観測画像 
 
(c) VMNN超解像画像（Tr_A：観測画像 16枚） 
トレーニング 10,000回，PSNR = 28dB 
 
(d) VMNN超解像画像（Tr_B：観測画像 16枚） 
トレーニング 10,000回，PSNR = 29dB 
 
Fig. 5.7 VMNN超解像 
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5.3.2 改良 IBP法と VMNN法との比較 
 
超解像倍率は 4倍で，観測低解像度画像が 16枚全て揃った場合と，不足している場合（8
枚，4枚）における超解像再構成結果をシミュレーションにより比較した． 
トレーニング画像は Fig. 5.6(a) に示す Lenaを用いた．解像度は 256×256，階調は 8ビット
（256）モノクロ，超解像倍率は 4倍，観測画像は PSFの中心を位置ずれ分だけずらしてオリジ
ナル画像に畳み込み，ダウンサンプリングすることにより，4×4 = 16枚作成した．超解像に使
用する画像として，Fig. 5.7(a) に示す国会議事堂画像を用いた．解像度は 1m×1m，画素数
は 256×256 である．中心の位置をずらした Gaussian型 PSF をオリジナル画像に畳み込んだ
後に，1/4解像度（4m×4m，画素数64×64）にダウンサンプリングして16枚作成した模擬観測
画像（低解像度画像）は Fig．5.7(b) と同様である．  
Fig. 5.8に，改良 IBP法と提案方法を比較した結果を示す． 16枚のサブピクセルシフト（位
置ずれ）は，Fig. 5.8 の上側に示すように，バランス良く分散するよう，即ち模擬観測画像の座
標において，a < x,y < b = -0.125 < x,y < 0.875の範囲で一様分布に近くなるよう，平均(Ex, Ey) 
= ((a+b)/2, (a+b)/2) = (0.375,0.375)，分散(Vx2, Vy2) = ((b-a)2/12, (b-a)2/12) = (0.083,0.083) に
近い配置を選択した． 
基準となる観測画像の始点の座標を(0，0)として，位置ずれの座標はそれぞれ，(0.01,0.22)，
(0.08,0.43)， (-0.04,0.71)， (0.21,-0.10)， (0.24,0.18)， (0.24,0.43)， (0.19,0.66)， (0.47,-0.06)，
(0.49,0.21)，(0.49,0.42)，(0.45,0.68)，(0.76,-0.04)，(0.73,0.20)，(0.72,0.41)，(0.72,0.66)，とした．
位置の平均は，(Ex, Ey) = (0.36,0.313) ，分散は，(Vx2, Vy2) = (0.079,0.078)である．この模擬観
測画像系列全て（16 枚）を用いる場合，8 枚を用いる場合，4 枚を用いる場合について，改良
IBP法と VMNN法との比較を行った．改良 IBP法による超解像再構成画像を Fig. 5.8(a) ～ 
(c)に示し，VMNN 法による超解像再構成画像を(d) ～ (f)に示す．また，観測画像 16 枚，8
枚，4枚のサブピクセルシフト量はそれぞれ Table 4.1～4.3 と同じである． 
(a)は 16枚使用した改良 IBPの場合で，反復回数は 101回，PSNRは 32dBと，ぼけは補正
され，アーティファクトもほとんど無く，画質の良い超解像再構成画像である．(d)は同様に 16
枚を用いて，VMNN法により求めた超解像画像である．PSNRは 28dBでぼけの補正も全体に
不十分で，改良 IBP法の方が良い超解像性能をしている． 
次に，観測画像が 8枚の場合の超解像画像をそれぞれ Fig. 5.8 (b)，(e)に示す．位置ずれ
の座標はそれぞれ， (0.01,0.22)， (-0.04,0.71)， (0.21,-0.10)，  (0.24,0.43)， (0.47,-0.06)，
(0.45,0.68)， (0.73,0.20)，(0.72,0.41)，であり，(Ex, Ey) = (0.35,0.311)，(Vx2, Vy2) = (0.086,0.092)
である．(b)は改良 IBP法の場合であり，反復回数は 207回，PSNR は 29dBである．若干シャ
ギーはあるものの，ぼけは補正され，アーティファクトも目立たない．(e)は VMNN 法の場合で
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あり，PSNRは 27dB と，ぼけの補正が不十分なぼやけた画像である． 
次に，観測画像が 4枚の場合の改良 IBP法とVMNN法による超解像画像をそれぞれ Fig. 
5.8 (c)， (f)に示す．位置ずれの座標はそれぞれ， (0.05,0.49)， (0.24,0.05)， (0.51,0.76)，
(0.77,0.31)であり，(Ex, Ey) = (0.39,0.40)，(Vx2, Vy2) = (0.099,0.089)である．(c)は改良 IBP法の
場合であり，PSNRは 26dB， (b)よりさらにぼけ補正が不十分である．(f)は VMNN法による超
解像再構成画像であり，PSNRは 26dB と，(c)同様にぼけ補正は不十分だが，(c)よりも輪郭が
はっきりした画像に見え，明らかに VMNN法の方が超解像性能は良いと考えられる． 
以上のように，VMNN法は，観測画像が必要とする数の半分の 8枚までは改良 IBP法より
も超解像性能において劣ると言えるが，1/4の 4枚では，VMNN法の方が優る結果となった． 
続いて，改良 IBP 法と VMNN 法の計算時間を比較する．計算時間を Table 5.1 に示す．
VMNN 法の方が桁違いに計算時間がかかると考えがちだが，トレーニングさえできていれば
実際の超解像には 23 秒程度しかかからない．様々なパターンのトレーニング画像を用意して
おけば，超解像の計算時間は非常に短縮できると考えられる．それに対して改良 IBP 法は観
測画像列ごとに反復計算を実行する必要があるため，超解像する度に 3～6分かかる． 
 
 
Table 5.1 改良 IBP法と VMNN法の計算時間の比較 
 
改良 IBP法 計算時間* VMNN法 計算時間* 
予備補間処理 16枚 20sec トレーニング 16枚 
（1,0000回） 
22,100sec 
（6時間 8分 23秒） 
8枚 20sec 8枚 11,050sec 
（3時間 4分 10秒） 
4枚 20sec 4枚 5,525sec 
（1時間 32分 5秒） 
IBP反復計算 100回 
 
200回 
179sec 
（2分 59秒） 
358sec 
（5分 58秒） 
超解像計算 23sec 
計 100回 
 
200回 
 
199sec 
（3分 19秒） 
378sec 
（6分 18秒） 
計 16枚 
 
8枚 
 
4枚 
 
22,123sec 
（6時間 8分 43秒） 
11,073sec 
（3時間 4分 33秒） 
5,548sec 
（1時間 32分 28秒） 
* CPU：Intel CoreTM2 Quad Q9650 (3GHz), Memory：3.25GB, OS：Windows XP SP3， 
画像サイズ：256×256 における平均値 
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(a) 改良 IBP超解像画像（16枚） 
反復回数 101回，PSNR = 32dB 
 
 
(d) VMNN超解像画像（16枚） 
トレーニング 10,000回，PSNR = 28dB 
 
 
(b) 改良 IBP超解像画像（8枚） 
反復回数 207回，PSNR = 29dB 
 
 
(e) VMNN超解像画像（8枚） 
トレーニング 10,000回，PSNR = 27dB 
 
 
(c) 改良 IBP超解像画像（4枚） 
反復回数 103回，PSNR = 27dB 
 
(f) VMNN超解像画像（4枚） 
トレーニング 10,000回，PSNR = 26dB 
 
Fig. 5.8 改良 IBP法と VMNN法との超解像性能比較 
（ランダムなサブピクセルシフト） 
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従来の IBP法，改良 IBP法，VMNN法における超解像性能を確認するため，観測画像枚
数に対する PSNRのグラフを Fig.5.9に示す．従来の IBP法の BPKはWiener型とした．従来
の IBP法と改良 IBP法に関しては，第４章 Fig. 4.7に示したものと同じである． 
IBP法の超解像性能は観測画像の枚数にほぼ線型に反映するが，VMNN法は IBP法とは
異なり，観測画像 1 枚から超解像性能を示し，観測画像枚数が増えても大きく変化せず，
PSNR は 2dB の範囲に収まってしまう．即ち，VMNN 法は観測画像枚数が少なくても超解像
性能はあまり劣化しないが，観測画像枚数が多いからと言って超解像性能が良くなる訳では
ない，と言える． 
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Fig. 5.9 各超解像法における観測画像枚数に対する PSNR 
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5.4 実験 
 
第４章で実施した実験と同様な実写画像を用いて，VMNN超解像の評価を実施した．実際
に適当な位置ずれをもって複数観測された画像（写真）を用いてVMNN超解像処理を実施し，
超解像性能を確認する．本実験では，リモートセンシング衛星による撮影範囲の微小変動な
どによる観測画像の変位を模擬し，実験室において，XY ステージにカメラを固定し，被写体
に適当な位置変位（平行移動）を与えて撮影した．ここでは提案法の効果の確認を主眼とする
ため，被写体へのライトによる照射は一方向とし，陰影の変化などの影響は考慮しなかった．
熱赤外線カメラとディジタルカメラにより撮影した実写画像を用いて，提案法による倍率 4倍の
超解像再構成の実験を実施した． 
 
 
5.4.1. 熱赤外線画像の VMNN超解像 
 
熱赤外線カメラで観測画像を撮影し，位置ずれがバランス良く分散したものを 16 枚選択し
た．基準となる観測画像の座標を(0,0)として，位置ずれの座標はそれぞれ (0.12,0.28)，
(0.05,0.49) ， (0.04,0.71) ， (0.24,0.05) ， (0.28,0.28) ， (0.29,0.53) ， (0.27,0.80) ， (0.5,0.03) ，
(0.53,0.29)，(0.54,0.51)，(0.51,0.76)，(0.76,0.05)，(0.77,0.31)，(0.78,0.51)，(0.81,0.75)，であり，
(Ex, Ey) = (0.41,0.42)，(Vx, Vy) = (0.080,0.077)である．観測画像，その位置ずれ図，超解像画
像を Fig. 5.10(a)～ (d)に示す．また，熱赤外線画像 16枚，8枚，4枚のサブピクセルシフト量
は Table 4.8～4.10 と同じである． 
(a)は観測画像の 1 つである．解像度は 87×87 で，PSF は Gauss 型であると仮定すると，
Reichenbachらが示した PSF推定法より，V = 3.5であった[16]． 
(b)は観測画像 16枚を用いた VMNN法による超解像再構成画像である．画像の端にアー
ティファクトは見られるものの，ぼけは修正され，細部が認識できる良い超解像画像である． 
(c)は観測画像 8枚を用いたVMNN法による超解像画像である．ぼけの補正は(b)に比べて
やや甘いものの，細部が認識できる良い超解像画像である． 
(d)は観測画像 4枚を用いたVMNN法による超解像画像である．ぼけの補正は(c)に比べて
甘いものの，細部が確認でき，(b)と比較してもそれほど見劣りしない超解像画像である． 
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(a) 観測画像 
 
 
 
(b) VMNN超解像画像（16枚） 
MSE = 2.3 
 
 
(c) VMNN超解像画像（8枚） 
MSE = 2.2 
 
(d) VMNN超解像画像（4枚） 
MSE = 2.1 
 
Fig. 5.10 熱赤外線画像の VMNN超解像 
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5.4.2. 可視画像の超解像再構成 
 
次に，ディジタルカメラで観測画像を撮影し，位置ずれがバランス良く分散した 16 枚を選択
した．大きな画像の一部分を取り出すことで，ぼけの大きい劣化した観測画像を模擬した．基
準となる観測画像の座標を(0，0)として，位置ずれの座標はそれぞれ (0.04,0.21)，(0.03,0.53)，
(0.11,0.83)， (0.36,-0.15)， (0.35,0.19)， (0.28,0.57)， (0.24,0.90)， (0.65,-0.14)， (0.55,0.28)，
(0.55,0.62)，(0.58,0.92)，(0.93,-0.18)，(0.91,0.18)，(0.75,0.70)，(0.87,0.79)，であり，(Ex, Ey) = 
(0.45,0.42)，(Vx, Vy) = (0.103,0.152)である．観測画像およびその位置ずれを Fig. 5.11(a)～
(d)に示す．また，可視画像 16枚，8枚，4枚のサブピクセルシフト量はTable 4.11～4.13と同じ
である． 
(a)は観測画像の１つである．解像度は 101×101 で，PSF は Gauss 型であると仮定すると，
前項同様，参考文献に示される PSF推定法より，V = 3.5であった[16]． 
(b)は観測画像 16 枚を用いた提案法による超解像再構成画像である．アーティファクトは見
られるものの，ぼけは修正され，細部が認識できる良い超解像画像である． 
(c)は観測画像 8枚を用いた提案法による超解像画像である．ぼけの補正は(f)よりやや甘い
ものの，細部は認識できる良い超解像画像である． 
(d)は観測画像 4 枚を用いた提案法による超解像画像である．ぼけの補正は(c)に比べて甘
いものの，細部が確認でき，(b)と比較してもあまり見劣りしない超解像画像である． 
以上のように，VMNN法は実画像において，観測画像が必要とする数の 1/4 程度であって
も，16 枚全てそろった場合と比べて劣らない超解像性能を示した．これらにより，本提案手法
の有効性が確認された． 
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(a) 観測画像 
 
 
 
(b) VMNN超解像画像（16枚） 
MSE = 4.8 
 
 
(c) VMNN超解像画像（8枚） 
MSE = 4.7 
 
(d) VMNN超解像画像（4枚） 
MSE = 4.6 
 
Fig. 5.11 可視画像の VMNN超解像 
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5.5 まとめ 
 
本章では，誤差逆伝搬ニューラルネットワークの一種である，VMNN による超解像再構成
法を提案し，サンプル画像を用いたシミュレーションと実写画像を用いた実験によりその性能
を確認した．VMNN はもともとロバストな方法であるため，観測値の数が足りなくても正則化が
可能であり，超解像画像を求めることが可能になる． 
予備補間を用いた改良 IBP法は，観測画像の枚数が 8枚までは非常に良い超解像性能を
示すが，4枚では成功しない．VMNN法は 8枚までの超解像性能は改良 IBP法の超解像性
能には適わないが，4枚においては主観評価としてVMNNの方が超解像性能は良い．これは，
非線形関数近似能力により，観測モデルの逆伝搬に関する近似が代数的な方法より優れて
いるからだと考えられる．本章では，VMNNの場合は観測画像の数が1/4程度でも，各々の位
置ずれが適度に分散していれば，必要とする観測画像の画素数が全て揃った場合と比較して
それほど劣化しない超解像性能が達成できることを，サンプル画像を用いたシミュレーションと，
熱赤外線画像および可視画像を用いた実験により確認した．また，観測画像が 4 枚以下にお
いては，第 4章で述べた予備補間処理を用いた改良 IBP法より良好な超解像性能を得ること
ができた． 
観測画像の全画素数が超解像画像の画素数の 1/4 程度と観測画像列として不完全であっ
ても， VMNN の強力な汎化能力により，改良 IBP 法のような代数的な方法よりも超解像性能
の劣化度合いは小さくできることを確認した． 
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第６章 
結論 
 
近年，撮像素子の小型化高集積化技術が進展し，一般的なディジタルカメラでも数百万画
素は当たり前になる等，高解像度画像が身近になってきた．ハードウェア技術の進展は止まる
ところを知らないかのようにも思えるが，量子効率の限界があるため，高解像度化にも限界は
存在する．また，撮像素子を小さくした場合，光学系がそれに見合う PSF（点像分布関数：
Point spread function）でなければ，即ち開口の大きなものでなければその性能は生かせない．
開口を大きくすることは小型化に反することであり，そこにジレンマが生ずる．そのため，ソフト
ウェア的に高解像度化する技術はこれからも不可欠であり，ハードウェア技術と相補う形で発
展していくだろうと考えられる． 
本論文はソフトウェア的に低解像度画像を高解像度化する技術として，反復逆投影法と誤
差逆伝搬ニューラルネットワーク法を用いた超解像再構成の得失，問題点，解決策などにつ
いて論じた. 
 
 
6.1 総論 
 
本研究は，サブピクセルシフトした複数の低解像度な観測画像（静止画）を用いて 1 枚の高
解像度画像を作成する超解像再構成に対して，１）一般的にサブピクセルシフトは規則正しい
ものではなく，ランダムである，２）同一撮影条件の観測画像は超解像を可能にするほど多数
取得できるとは限らない，の 2 点を解決する方式の実現を目指すものである．本論文ではこの
目標を実現するため，現存する反復逆投影法（IBP法：Iterative backward projection）と誤差逆
伝搬ニューラルネットワーク法（BPNN法：Back propagation neural network）を改良した新たな
方式であるベクターマッピング・ニューラルネットワーク法（VMNN 法：Vector mapping neural 
network）を提案した． 
改良 IBP 法の概要を以下に述べる．ランダムにサブピクセルシフトした観測画像の画素を，
その位置ずれに応じて連続空間上に配置すると不等間隔サンプリングのぼけ画像になる．観
測画像の総画素数がターゲットとする倍率の超解像画像の画素数より少ない場合，そのまま
では超解像再構成は不完全になるため，前処理として，効率的に 2次元補間し正則化する予
備補間処理を施す．予備補間処理とは，穴あき・不等間隔サンプリングのぼけ画像を，ぼけ関
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数（PSF）の近似関数，本論文では 3 次自然スプライン関数を用いて 2 次元補間し，等間隔サ
ンプリングのぼけ画像を作成することである．その画像から不足する分の観測画像（低解像度
画像）を新たに作成する．このようにして観測画像の総画素数 ≧ 超解像画像の画素数とな
る完全な観測画像列にし，IBP 法による超解像再構成を実施可能にした．また従来の IBP 法
は，ぼけ補正と収束の拘束力が弱かったため，サブピクセルシフトがランダムであったり予備
補間処理による誤差があったりしてもぼけ補正を強力に実施し，収束の拘束力を強化する正
則化パラメータとして，Wiener型 BPKを提案した． 
予備補間処理法とWiener型 BPK を備えた改良 IBP法にした結果，観測画像列数が超解
像に必要とされる 1/2 程度の数であっても，全て揃った場合と同程度な超解像性能を得ること
を可能にした． 
また同様に，従来の BPNN を用いた超解像再構成に対し，観測画像をそれぞれ超解像画
像と同じ解像度に 0 次補間により拡大し，PSF の拡がりよりも 2 ピクセル程度大きなブロックに
分割して，それぞれのブロックを列ベクトルにして BPNNに入力し，PSF の拡がりと同等な大き
さの出力列ベクトルを得る，VMNN法を提案した．このようにすることで，観測画像の枚数が必
要とされる 1/4程度であっても，全て揃った場合と同程度な超解像性能を得ることができた． 
改良型 IBP法とVMNN法とで超解像性能を比較すると，観測画像の総画素数がターゲット
とする倍率である超解像画像の画素数の 1/2 以上ある場合には，改良型 IBP 法の方が
VMNN法より性能が良く，観測画像が 1/4 程度しか得られない場合には VMNN法の方が改
良 IBP法より良い超解像性能であった． 
従って，得られる観測画像の数量によって，超解像再構成の方法を選択することが出来，よ
り性能の良い超解像画像を得ることができる． 
 
 
6.2 展望 
 
第１章で定義したが，本論文で扱う画像は全て静止画を対象としており，動画におけるフレ
ームなどは対象としないものとした．動画や被写界深度の深い静止画では同一画像の部分に
よって PSF が異なる，シフトバリアントな画像になるため，超解像は非常に困難である．また，
衛星リモートセンシングの可視画像においては，回帰日数により同一場所を周期的に観測す
るため，超解像に合っていそうだが，雲の存在，季節による太陽高度や光量の相違による陰
影の相違などが生じ，やはり超解像は非常に困難になる．また，観測画像間の歪の違いも超
解像を困難にする原因となる． 
超解像再構成を実用化するには上記のような困難さを解決しなくてはならない．その 1方法
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として，ハードウェア技術と連携して超解像を可能にする方法がある．即ち，解像度がそれほ
ど高くない撮像系を複数備えた多眼カメラとすればよい．それぞれの撮像系において取得さ
れた観測画像は，視差から生ずる事前に把握可能な位置ずれがあるはずなので，これらの画
像に対し，レジストレーションして本提案の改良 IBP法もしくはVMNN法で超解像するソフトウ
ェアをプロセッサ上に載せて実行させれば，実時間超解像にもなり，上記に示す観測時期が
ずれる問題は解決されると考えられる．即ち，衛星リモートセンシングや航空機リモートセンシ
ングなどの遠距離観測に適合した超解像再構成法であると考えられる． 
シフトバリアントな PSF の問題は非常に深い問題であり，また，近距離で撮影した画像や比
較的高速な運動物体を撮影した画像に特有な問題であるため，ここでは論じなかった．衛星リ
モートセンシングなどの遠距離から撮影された画像は，シフトインバリアントな画像の代表例と
も言えるので，その意味でもシフトバリアントな PSFの問題は考慮の対象外とした． 
本論文で提案した改良 IBP 法と VMNN法はどちらも，先見情報として PSF が既知か観測
画像から容易に推測できなければならない．しかし，PSF の拡がりが観測画像の 1 ピクセル以
内である場合には原理的に PSF の推定は不可能である．PSF の推定をも反復計算の途上で
自動推定することができれば非常に有用であると考えられる．PSF を自動推定する方法として
はブラインド･デコンボリューション法が存在する．今後，ブラインド・デコンボリューションと本論
文で提案した改良型 IBP法または VMNN法を同時に実施する方式を考えたい． 
また，衛星リモートセンシングの中でも，合成開口レーダ（SAR：Synthetic aperture radar）の
輝度画像は天候や季節にあまり左右されないため，本論文で提案した超解像再構成法が適
用し易いと考えられる．その実用化にも尽力したいと考えている． 
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(b) リニア補間 
(c) 3次スプライン補間 
Fig.4.10 2次元補間方法の評価（観測画像 8枚） 
(a) 投影双 0次補間（国会議事堂） 
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(b) 投影バイリニア補間（国会議事堂） 
(c) 投影バイキュービック補間（国会議事堂） 
(d) 投影双 0次補間（Lena） 
(e) 投影バイリニア補間（Lena） 
(f) 投影バイキュービック補間（Lena） 
Fig.4.11 位置ずれパターンの評価（観測画像 8枚） 
(a) “横”に偏り（国会議事堂） 
(b) “角”に偏り（国会議事堂） 
(c) “顕著な角”に偏り（国会議事堂） 
(d) “横”に偏り（Lena） 
(e) “角”に偏り（Lena） 
(f) “顕著な角”に偏り（Lena） 
Fig.4.12 加法ノイズの評価（観測画像 8枚） 
(a) SNR = 30dB （国会議事堂） 
(b) SNR = 20dB （国会議事堂） 
(c) SNR = 10dB （国会議事堂） 
(d) SNR = 30dB （Lena） 
(e) SNR = 20dB （Lena） 
(f) SNR = 10dB （Lena） 
Fig.4.13 熱赤外線画像の超解像 
(a) 観測画像 
(b) 観測画像 16枚 
(c) 観測画像 8枚 
(d) 観測画像 4枚 
Fig.4.14 可視画像の超解像 
(a) 観測画像 
(b) 観測画像 16枚 
(c) 観測画像 8枚 
(d) 観測画像 4枚 
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Fig.5.1 ニューロンモデル 
(a) ニューロンモデル 
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(b) シグモイド関数の特性 
Fig.5.2 相互結合型ニューラルネットワーク 
Fig.5.3 階層型ニューラルネットワーク 
(a) 基本的な階層型ニューラルネットワーク 
(b) 誤差逆伝播ニューラルネットワーク（BPNN） 
Fig.5.4 ベクターマッピング・ニューラルネットワークの概念図 
Fig.5.5 ネットワークインバージョンの概念図 
Fig.5.6 トレーニング画像 
(a) Tr_A (Lena) 
(b) Tr_B (Barbara) 
Fig.5.7 VMNN超解像 
(a) サンプル高解像度画像（国会議事堂） 
(b) 模擬観測画像 
(c) VMNN超解像画像（Tr_A：観測画像 16枚） 
(d) VMNN超解像画像（Tr_B：観測画像 16枚） 
Fig.5.8 改良 IBP法と VMNN法との超解像性能比較（ランダムなサブピクセルシフト） 
(a) 改良 IBP法（観測画像 16枚） 
(b) 改良 IBP法（観測画像 8枚） 
(c) 改良 IBP法（観測画像 4枚） 
(d) VMNN法（観測画像 16枚） 
(e) VMNN法（観測画像 8枚） 
(f) VMNN法（観測画像 4枚） 
Fig.5.9 各超解像法における観測画像枚数に対する PSNR 
Fig.5.10 熱赤外線画像の VMNN超解像 
(a) 観測画像 
(b) VMNN超解像画像（16枚） 
(c) VMNN超解像画像（8枚） 
(d) VMNN超解像画像（4枚） 
Fig.5.11 可視画像の VMNN超解像 
(a) 観測画像 
(b) VMNN超解像画像（16枚） 
(c) VMNN超解像画像（8枚） 
(d) VMNN超解像画像（4枚） 
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表のリスト 
 
第１章 
Table 1.1 本研究の成果 
 
第３章 
Table 3.1 観測画像 16枚の等間隔なサブピクセルシフト量 
Table 3.2 観測画像 16枚のランダムなサブピクセルシフト量 
 
第４章 
Table 4.1 観測画像 16枚のサブピクセルシフト量 
Table 4.2 観測画像 8枚のサブピクセルシフト量 
Table 4.3 観測画像 4枚のサブピクセルシフト量 
Table 4.4 位置ずれパターン“横” のサブピクセルシフト量 
Table 4.5 位置ずれパターン“角” のサブピクセルシフト量 
Table 4.6 位置ずれパターン“顕著な角” のサブピクセルシフト量 
Table 4.7 熱赤外線カメラ，ディジタルカメラの諸元 
Table 4.8 熱赤外線画像 16枚のサブピクセルシフト量 
Table 4.9 熱赤外線画像 8枚のサブピクセルシフト量 
Table 4.10 熱赤外線画像 4枚のサブピクセルシフト量 
Table 4.11 可視画像 16枚のサブピクセルシフト量 
Table 4.12 可視画像 8枚のサブピクセルシフト量 
Table 4.13 可視画像 4枚のサブピクセルシフト量 
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Table 5.1 改良 IBP法と VMNN法の計算時間の比較 
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