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Résumé – Le problème traité dans cet article est celui d’une image dégradée par un bruit additif. La méthode développée est basée sur une
nouvelle formalisation par l’intermédiaire de la résolution d’une équation intégro-différentielle d’évolution et une amélioration du filtre de Lee
itéré. Elle intègre notamment l’estimation locale des supports des statistiques locales intervenant dans l’équation en fonction de la nature des
pixels (appartenant aux contours ou aux zones homogènes) conformément aux méthodes anisotropes classiques. L’existence et l’unicité de la
solution sont démontrées. L’efficacité de la méthode est testée en simulation et comparée aux filtres éprouvés afin de confirmer les attentes
théoriques.
Abstract – In this paper, we present a new and original mathematical statement of the filtering problem. We only consider adaptive filtering
of an image degraded by an additive noise. The proposed method is stated with an evolution equation of the problem of interest. It achieves
an improvement of the efficiency of the well-known iterated Lee filter. Mainly, it incorporates the local determination of the extent used to
estimate the different local statistics, we consider in the differential equation. This estimation is carried out differently according to the nature
of the processed pixel. An adapted criteria decides if the pixel belongs either to an edge or to an homogeneous zones, following the idea used
in the classical anisotropic methods. Then, the existence and the uniqueness of the solution of our proposed differential equation are shown. Its
efficiency is assessed in simulation. The results are compared to the well-known filters in order to confirm the theoretical waitings.
1 Introduction
Les images numériques sont soumises à des perturbations
dues au système ou aux conditions d’acquisition. Ces pertur-
bations engendrent des dégradations qui pénalisent les applica-
tions telles que la segmentation, l’analyse et l’interprétation de
l’image. Il est donc nécessaire d’effectuer un prétraitement sur
l’image dégradée afin de reconstruire au mieux l’image origi-
nale. Dans cet article, nous ne considérons que le cas du fil-
trage, autrement dit la restauration d’une image dégradée par
un bruit additif. Si on note u∞ l’image originale et u0 l’image
observée de support relativement compact Ω alors on modélise
cette perturbation par :
u0 = u∞ + b (1)
où b est un bruit additif décorrélé de u∞ tel que E [b] = 0 et
var b = σ2. Parmi les méthodes éprouvées, on distingue celles
optimales, structurelles, adaptatives et plus récemment celles
basées sur les équations différentielles. Dans les méthodes op-
timales, on peut citer le filtre présenté par Lee [7] dont les per-
formances ont été évaluées dans [4]. S’il est considéré comme
un filtre performant, celui-ci présente deux défauts majeurs. La
solution est obtenue à partir d’un traitement unique, ainsi un
pixel mal traité ne peut pas être rectifié ultérieurement. Les sta-
tistiques locales sont estimées sur des masques prédéfinis qui
ne reflètent pas la configuration locale de l’image. A l’inverse,
la plupart des méthodes basées sur des équations différentielles
génèrent itérativement une séquence d’images en traitant diffé-
remment les pixels de contour des autres [11] [1] [3] [13] [14]
[10].
2 Rappels sur le filtre de Lee
Afin d’atténuer le bruit additif, Lee propose un filtre opti-
mal complètement déterminé par le gain K obtenu en mini-
misant l’erreur moyenne quadratique : TLee[u0] = E [u0] +
K (u0 − E [u0]). Le gain optimal K+Lee est donné par :
K
+
Lee , max
{
0, 1−
var b
var u0
}
. (2)
Le calcul du gain dépend directement de la variance du bruit
(dont l’estimation est donc fondamentale) et de la variance de
l’image observée. Pour préserver les contours, le gain doit être
calculé localement dans une fenêtre de taille R × R centrée
sur ~x le pixel à traiter. Lee utilise huit masques prédéfinis notés
[M ]~ξ et indexés par chaque direction ~ξ du voisinage 8-connexes
V8.
3 Formulation intégro-différentielle du
filtre de Lee itéré
3.1 Equation d’évolution
Si on note Eloc [u, t] et varloc [u, t] la moyenne et la variance
locales, alors on peut définir le gain local Kloc[u, t] par :
Kloc[u, t] ,
(
1−
σ(t)2
varloc [u, t]
)+
(3)
avec (x)+ = xH(x) pour x ∈ R où H est une approximation
régulière de la fonction de Heaviside.
Définition 3.1 On appelle équation d’évolution de Lee itéré
l’équation différentielle définie par :
u˙(t) + u(t) = P[u(t), t] ,(
1−Kloc[u(t), t]
)
Eloc [u(t), t] + Kloc[u(t), t] u(t)
(4)
où u˙ est la dérivée de u par rapport au temps et P[u, t] est un
opérateur de perturbation de l’identité [6].
Afin de prendre en compte le comportement du bruit au cours
du temps, la modélisation suivante est proposée :
Définition 3.2 Soit g ∈ L1(R+, [0, 1]) tel que ‖g‖L1 = 1 alors
le bruit b(t) potentiellement présent à l’instant t est donné par
b(t) , b
∫ +∞
t
g(s)ds.
Cela permet d’avoir b(0) = b à l’instant initial et signifie qu’à
chaque instant on enlève une proportion g(s) de bruit (par exemple
g(s) = 2−s ln(2)). Les statistiques du bruit à l’instant t sont
simplement données par :
E [b(t)] = 0 et var b(t) = σ(t)2 =
(
σ
∫ +∞
t
g(s)ds
)2
. (5)
On considère alors la suite de Lee correspondant aux itérations
successives du filtre de Lee sur l’image u0 définie par un+1 ,
TLee[u
n] et u0 , u0.
Lemme 3.1 Si on suppose dans un premier temps que le pas
de discrétisation temporelle ∆t = 1 alors on peut mettre la
relation de récurrence de la suite de Lee itéré sous la forme :
un+1(~x)− un(~x)
∆t
=(
1−Knloc(~x)
) (
Ê
∣∣
~x+[M ]~ξn
loc
(~x)
[un]− un(~x)
) (6)
où ~ξnloc(~x) est l’indice du masque de Lee et Knloc(~x) le gain
local de l’image un et Ê
∣∣
~x+[M ]
[u] l’espérance locale calculée
sur le masque de Lee centré en ~x.
Pour établir la correspondance entre les masques de Lee et le
vecteur ~ξ, il suffit simplement de considérer les points de la
fenêtre dont le produit scalaire avec ~ξ est positif (fig. 1). Si
un point est à la frontière de deux zones homogènes séparées
par un contour linéaire alors l’image coïncide exactement avec
le masque de Lee indexé par la direction opposée au gradient
~ξloc(~x).
(a) ~ξ0 = (1, 0) (b) ~ξ1 = (1, 1) (c) ~ξ2 = (0, 1)
FIG. 1: Exemples de masques de Lee indexés par ~ξ ∈ V8.
Le lien entre les statistiques continues sur un support rela-
tivement compact K et les statistiques discrètes sur [K] l’en-
semble fini discrétisant le support K est obtenu en considérant
Φ la fonction de troncature sur K comme étant une approxi-
mation régulière de la fonction caractéristique de K. Les mo-
ments locaux continus et discrets d’ordre k sont alors définis
par M
∣∣k
K
[u] ,
∫
Ω
Φ(~y)u(~y)kd~y et M̂
∣∣k
[K]
[u] ,
∑
~y∈[K]
u(~y)k∆~x
où ∆~x est le pas de discrétisation spatiale. La moyenne et la
variance sont ensuite définies de manière classique en norma-
lisant les moments locaux (continus ou discrets) d’ordre 1 et 2
par celui d’ordre 0.
De manière similaire, on peut modéliser les masques adapta-
tifs locaux à l’aide d’un opérateur Φ[u, t] à deux variables ~x et
~y de Ω appelé noyau des statistiques locales. Φ[u, t] est choisi
de manière à être suffisamment régulier et tel que Φ[u, t](~x, ~y)
vaut 1 si ~y est un pixel du masque centré en ~x et 0 dans le cas
contraire.
Lemme 3.2 On peut écrire ΦLee[u] le noyau des statistiques
locales du filtre de Lee par :
ΦLee[u](~x, ~y) = W (~y − ~x)H
(
−~∇uσ(~x) · (~y − ~x)
)
(7)
avec W fonction de troncature sur le carré de côté R ≥ 3 et
uσ = Gσ ∗ u où Gσ est le noyau d’un filtre lissant de type
moyenneur ou gaussien.
On constate alors que l’équation (6) correspond à la discrétisa-
tion suivant les différences finies de l’équation (4) où les sta-
tistiques locales du filtre sont calculées à partir du noyau des
statistiques locales ΦLee[u].
3.2 Estimation locale des supports
L’amélioration proposée ici consiste à estimer de manière
plus pertinente les supports des statistiques locales en fonc-
tion de la nature des pixels (de contour ou de zone homogène)
conformément aux méthodes anisotropes classiques (détectés
par seuillage du gradient). Toutefois, l’opération de filtrage est
effectuée au travers de l’utilisation d’opérateurs intégraux adap-
tatifs plutôt que de dérivées spatiales orientées du second ordre.
Le masque du filtre moyenneur sélectif défini par Asano et
al dans [2] sélectionne les pixels dont le contraste est inférieur
à la discontinuité. Par conséquent, ce filtre réhausse correcte-
ment les contours mais le lissage peut s’avérer insuffisant dans
les zones homogènes, ce qui est généralement confirmé par les
tests. Il sera utilisé pour les pixels de contours.
Le masque du filtre moyenneur adaptatif décrit par Po-malaza-
Raes et al dans [12] [5] ne prend en compte que les pixels dont
le contraste est inférieur à un seuil dépendant de la variance
du bruit. Le filtre effectue un bon lissage dans les zones homo-
gènes mais introduit parfois quelques distorsions à proximité
des contours. Il sera utilisé pour les pixels de zone homogène.
Ces deux filtres sont du type moyenneur : ils fournissent une
base pour le calcul des statistiques locales et peuvent être mo-
délisés par des noyaux des statistiques locales ΦSel[u] et ΦAda[u, t].
Le principe du filtre consiste à sélectionner localement le filtre
le plus adapté, en fonction de la nature du pixel déterminée par
l’opérateur de détection de contour ΨEdg[u] (qui vaut 1 sur les
contours et 0 sinon) et suivant les propriétés des filtres rappe-
lées ci-dessus. Le basculement entre les deux filtres est modé-
lisé conformément à l’idée introduite par Alvarez et al dans [1]
grâce au noyau des statistiques locales ΦTot[u, t] défini par :
ΦTot[u, t](~x, ~y) , ΨEdg[u](~x) ΦSel[u](~x, ~y)
+
(
1−ΨEdg[u](~x)
)
ΦAda[u, t](~x, ~y),
(8)
ΦTot[u, t] est ensuite adapté afin de supprimer les pixels isolés
si le nombre de pixels sélectionnés dans la fenêtre de taille R×
R est inférieur à un seuil conformément au filtre 2σ introduit
par Lee dans [9].
3.3 Etude de l’équation d’évolution
3.3.1 Equation intégrale équivalente
Les noyaux des statistiques locales sont définis à partir d’une
combinaison d’opérateurs intégraux du type TΦ défini par :
TΦ[~a,~b, c](~x) ,
∫
Ω
Φ[~a,~b](~x, ~y)c(~y)d~y. (9)
avec Φ[~a,~b](~x, ~y) , Φ(~a(~x),~b(~y), ~x, ~y) où Φ : D(Φ) = Rm+n×
Ω2 7→ R, ~a ∈ L∞(Ω, Rm),~b ∈ L∞(Ω, Rn) et c ∈ L∞(Ω, R)
Par exemple, si Φ[u] = ΦLee[u] est le noyau des statistiques
locales du filtre de Lee alors le moment local d’ordre k associé
est défini par M
∣∣k
Φ~x[u]
[u] = TΦ[~a,~b, c](~x) où ~a = ~∇uσ , ~b ≡ ~0
et c = uk.
Théorème 3.1 Si Φ ∈ C2 ∩ W 2,∞(D(Φ), R) alors TΦ ∈
C1(D(TΦ), L
∞(Ω, R)) et TΦ est lipschitzienne et bornée sur
les boules centrées où W s,p sont les espaces de Sobolev.
Le théorème 3.1 nous assure que la perturbation satisfait aux
hypothèses suivantes :
1. P ∈ C1(L∞(Ω, R)× R+, L∞(Ω, R)),
2. ∀t ∈ R+, ∀u ∈ L∞(Ω, R), [P[u, t], P[u, t]] ⊂ [u0, u0],
3. ∀R > 0, ∃M(R) tel que ∀t ∈ R+, ∀u, v ∈ L∞(Ω, R),
si ‖u‖L∞, ‖v‖L∞ ≤ R alors ‖P[u, t] − P[v, t]‖L∞ ≤
M(R)‖u− v‖L∞
où u = sup ess u et u = inf ess u.
Soit Xk(Ω, R) = C0(R+, L∞(Ω, R)) l’espace de Banach
muni de la norme ‖u‖Xk = sup
t∈R+
e−kt‖u(t)‖L∞ , on définit
l’opérateur U : Xk(Ω, R) 7→ Xk(Ω, R) par :
U [u](t) , e−t
(
u0 +
∫ t
0
esP[u(s), s]ds
)
. (10)
Proposition 3.1 Trouver une solution de (4) est équivalent à
trouver un point fixe de U .
3.3.2 Existence et unicité de la solution
Lemme 3.3 Si u ∈ C1(R+, L∞(Ω, R)) est une solution du
problème de la proposition 3.1 alors elle satisfait :
∀t ∈ R+, [u(t), u(t)] ⊂ [u0, u0]. (11)
Preuve
La dérivée de u(t) est positive d’après l’hypothèse 2 donc u(t)
est croissante. On en déduit que ∀t ∈ R+, u(t) ≥ u0. 
Théorème 3.2 Le problème de la proposition 3.1 admet une
unique solution u ∈ C1(R+, L∞(Ω, R)).
Preuve
La démonstration est identique au théorème de Cauchy-Lipschitz-
Picard. On cherche à montrer la convergence d’une suite vers
un point fixe où la constante de Lipschitz est obtenue d’après
l’hypothèse 3 pour R = ‖u0‖L∞ et est indépendante de l’ité-
ration grâce au lemme 3.3. 
4 Résultats expérimentaux
Pour effectuer les tests, nous avons choisi l’image réelle [ba-
teau] pour la diversité de son contenu et dont les détails sont
très fins. Celle-ci a été dégradée par un bruit additif d’écart-
type 10, puis traitée successivement par le filtre de Lee clas-
sique [7] (Lee1), de Lee itéré (Lee2), par variation totale de
Rudin et al [13] (TV1), par variation totale de Chan et al [3]
(TV2), de Perona et Malik [11] avec la fonction de conduction
(1 + (s/k)2)−1 (PM) et enfin de Lee itéré et amélioré (Lee3).
Afin de comparer les performances de ces filtres, les erreurs
moyenne absolue (L2), moyenne quadratique (L1), maximale
(L∞) ainsi que l’amélioration du signal (SNRI) ont été regrou-
pées dans le tableau (tab. 1). La figure 2 donne une vue globale
des résultats des différents filtres appliqués à l’image [bateau].
Dans la figure 3, nous visualisons une partie zoomée de l’image
présentant suffisamment de détails fins pour distinguer locale-
ment les effets des filtres.
Les résultats du filtre (Lee3) sont globalement les plus inté-
ressants. D’un point de vue subjectif (observation visuelle), les
images traitées par le filtre (Lee3) semblent de meilleure qua-
lité. Concernant le filtre (Lee1), un seul traitement n’est pas suf-
fisant et il reste des résidus notamment à proximité des contours
(fig. 3). De plus, l’utilisation de masques prédéfinis dans le
filtre engendre également des effets destructeurs (phénomène
de mosaïque) ce que l’on retrouve également avec (Lee2). Les
dérivées spatiales secondes orientées intervenant dans les filtres
anisotropes classiques (TV1), (TV2) et (PM) présentent le même
défaut. En effet, les masques prédéfinis ou la direction tangente
aux lignes de niveau ne correspondent pas toujours exactement
à la structure locale de l’image. Cela se traduit par un lissage
parfois trop prononcé à proximité des contours confirmé sur les
images tests (fig. 2) tandis que l’observation visuelle montre
que les textures de la mer et les détails des câbles sont mieux
restitués sur l’image issue du filtre (Lee3) (fig. 2 et 3). La forme
du filtre de Lee repris dans notre modèle permet par l’intermé-
diaire du gain de limiter les écarts entre le masque local et la
configuration locale réelle de l’image. D’un point de vue ob-
jectif, les valeurs numériques des critères confirment les re-
marques précédentes et soulignent l’amélioration significative
apportée par notre filtre (tab. 1).
Signalons également que la méthode est relativement simple
à mettre en oeuvre, que les temps d’exécution de l’ordre d’une
quinzaine de secondes sont légèrement plus longs que pour les
méthodes anisotropes classiques à schéma numérique explicite.
Les résultats expérimentaux énoncés ont été confirmés pour
différents niveaux de bruit et pour différentes images.
L1 L2 L∞ SNRI
Lee1 5.51971 7.22575 42 3.22608
Lee2 5.31592 7.02446 44 3.50861
TV1 5.43227 7.36676 77 3.03281
TV2 5.58414 7.56124 46 2.77224
PM 5.43625 7.35782 81 3.04496
Lee3 4.90152 6.52125 44 4.25193
TAB. 1: Filtrage du bruit sur l’image bateau
5 Conclusion
La formalisation originale du filtre de Lee itéré proposée ici
conduit à l’écriture d’une équation intégro-différentielle d’évo-
lution pour laquelle on démontre l’existence et l’unicité de la
solution. Le filtre obtenu décide localement entre l’application
de deux filtres : un filtre moyenneur sélectif bien adapté au trai-
tement des pixels de contours et insuffisant dans les zones ho-
mogènes et un filtre moyenneur adaptatif aux effets complé-
mentaires. Le critère de décision entre ces deux filtres est effec-
tué par l’intermédiaire de l’opérateur de détection de contour.
L’efficacité de la méthode est vérifiée en simulation par com-
paraison aux filtres éprouvés de la littérature.
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