Consider M-estimation in a semiparametric model that is characterized by a Euclidean parameter of interest and a nuisance function parameter. We show that, under general conditions, the bootstrap is asymptotically consistent in estimating the distribution of the Mestimate of Euclidean parameter; that is, the bootstrap distribution asymptotically imitates the distribution of the M-estimate. We also show that the bootstrap confidence set has the asymptotically correct coverage probability. These general conclusions hold, in particular, when the nuisance parameter is not estimable at root-n rate. Our results provide a theoretical justification for the use of bootstrap as an inference tool in semiparametric modelling and apply to a broad class of bootstrap methods with exchangeable bootstrap weights. A by-product of our theoretical development is the second order asymptotic linear expansion of the (bootstrap) M-estimate.
Semiparametric models are indexed by a Euclidean parameter of interest θ ∈ Θ ⊂ R d and a nuisance function parameter η belonging to a Banach space H with norm · . M-estimation, including the maximum likelihood estimation as a special case, refers to a general method of estimation, where the estimates are obtained by optimizing certain criterion functions [8, 15, 23, 38] . The asymptotic theories and inference procedures for semiparametric maximum likelihood estimation, or more generally M-estimation, have been extensively studied in [2, 26, 27, 28, 34, 36] . In particular, a general theorem for investigating the asymptotic behavior of M-estimate for θ in semiparametric models is given in [38, 39] .
The bootstrap method is a widely used data-resampling method in drawing statistical inference such as obtainig standard errors and constructing confidence regions. See [3, 14, 18, 22, 23, 24, 33] for its application in semiparametric models. By replacing complicated theoretical derivations with the routine simulation of bootstrap samples, the bootstrap method is conceptually and operationally simple. It is such simplicity that leads to the popularity of the bootstrap method. However, the validity of the bootstrap, i.e., why it yields the valid inference, needs to be theoretically justified.
While the asymptotic validity of the bootstrap method has been well established in parametric models [13, 32] , a systematic theoretical study on the bootstrap inference in semiparametric models is almost non-existence, especially when the nuisance function η is not √ n convergent. This paper tries to fill in this gap.
An unfortunate observation is that even the basic bootstrap consistency theorem has never been established for semiparametric models. The lack imsart-aos ver. 2006/01/04 file: bconsistency-JH_v6.tex date: of theoretical justifications of the bootstrap in the semiparametric context leads to the development of other semiparametric inferential tools, e.g., piggyback bootstrap [9] and profile sampler [21] . (Nonparametric) Bootstrap, then W n ≡ (W n1 , . . . , W nn ) follows the Multinomial distribution with parameter (n, (n −1 , . . . , n −1 )). The more general exchangeable bootstrap weighting scheme [29] that includes Efron's bootstrap as a special case are considered in this paper.
We first present a preliminary result showing the asymptotic normality of semiparametric M-estimate θ in Theorem 1. As a key result in this paper, our Theorem 2 confirms that this limiting distribution can be bootstrapped consistently. For example, in the Efron's bootstrap, the bootstrap distribution of √ n( θ * − θ), conditional on the observed data, asymptotically imitates the distribution of √ n( θ−θ 0 ), where θ 0 is the true value of θ, see Corollary 1.
As shown in Theorem 3, the consistency of the bootstrap confidence set of θ, which means that its coverage probability converges to the nominal level, immediately follows from the above distributional consistency theorem. All the above conclusions are valid, in particular, when the nuisance parameter has slower than root-n convergence rate. The rigorous proof of Theorem 2 is very challenging since it requires careful probabilistic analysis, see Lemma A.1, and involves the bootstrapped empirical processes techniques.
As a by-product of our theoretical development, we also obtain the second order asymptotic linear expansions for the M-estimator of the Euclidean parameter and for its bootstrap version, which imply that the second order accuracy of the (bootstrap) M-estimate depends on the convergence rate of the nuisance function parameter. Such results extend similar results of Cheng and Kosorok [6, 7] for MLE and are of its own interests.
In a highly related paper, Ma and Kosorok (2005) showed the inconsistency of bootstrapping Grenander estimator.
Our main results, including the bootstrap consistency theorem, are presented in Section 2. Sections 3 and 4 discuss how to verify various technical conditions needed for the main results. Section 5 illustrates the applications of our main results using three examples. Sections 6 contains proofs of our main results in Section 2. Some useful lemmas and additional proofs are postponed to Appendix.
Main Results.
2.1. Preliminaries. We first introduce a paradigm for studying the semiparametric M-estimate θ, which parallels the efficient influence function paradigm used for MLEs (where m(θ, η) = log lik(θ, η)), developed in Section 6 of [38] . Let
where P X f is the customary operator notation defined as f dP X . The assumption (6) is common in semiparametric M-estimation [23, 38] and usually holds by the semiparametric model specifications, e.g. the semiparametric regression models with "panel count data" [38] . In particular, when m(θ, η) = log lik(θ, η), (6) trivially holds and m(θ, η) becomes the well studied efficient score function for θ in semiparametric models, see [2] .
Throughout the rest of the paper, we use the shortened notations
, and we use the superscript "o" to denote the outer probability. For a probability space (Ω, A, P ) and a map T : Ω →R that need not be measurable, the notations
and o o P X
(1) represent the outer expectation of T w.r.t. P , bounded and converges to zero in outer probability, respectively. More precise definitions can be found on Page 6 of [34] . Let V ⊗2 represent the outer product matrix V V ′ for any vector V . Define x ∨ y (x ∧ y) to be the maximum (minimum)
value of x and y.
We now state some general conditions that will be used throughout the whole paper. We assume that the true value θ 0 of the Euclidean parameter is an interior point of the compact set Θ.
I. Postive Information Condition: The matrices
Condition I above is used to ensure the nonsingularity of the asymptotic variance of θ in (14) , which will be shown to be A −1 B(A −1 ) ′ .
For the empirical process G n = √ n(P n −P X ), denote its norm with respect to a function class F n as G n Fn = sup f ∈Fn |G n f |. For any fixed δ n > 0, define a class of functions S n as
and a shrinking neighborhood of (θ 0 , η 0 ) as
The next two conditions, Conditions S1-S2, make sure that the empirical processes indexed by m(θ, η) are well behaved and m(θ, η) is smooth enough around (θ 0 , η 0 ).
S1
. Stochastic Equicontinuity Condition: for any δ n → 0,
S2. Smoothness Condition:
for (θ, η) in some neighborhood of (θ 0 , η 0 ).
For any fixed θ, define
The next condition says that η θ should be close to η 0 if θ is close to θ 0 . S3. Convergence Rate Condition: there exists a γ ∈ (1/4, 1/2] such that,
for any consistent θ.
imsart-aos ver. 2006/01/04 file: bconsistency-JH_v6.tex date: Here γ is required to be larger than 1/4, which is always true for regular semiparametric models (see Section 3.4 of [34] ).
Verifications of Conditions S1-S3 will be discussed in Sections 3 and 4 and illustrated with examples in Section 5.
Semiparametric M-estimator.
We show that the semiparametric Mestimator θ has an asymptotic linear expression and it is asymptotically normally distributed. This result plays an important role in proving bootstrap consistency in the next subsection. Theorem 1. Suppose that Conditions I, S1-S3 hold and that ( θ, η)
satisfies (5). If θ is consistent, then
Thus, we have
where Σ ≡ A −1 B(A −1 ) ′ , A and B are given in Condition I.
We assume consistency of θ in Theorem 1. The consistency can be usually guaranteed under the following "well-separated" condition:
for any open set G ⊂ Θ × H containing (θ 0 , η 0 ), see Theorem 5.7 in [35] .
To obtain the asymptotic normality, we only need the remainder term in the asymtotic linear expansion (13) obtain a higher order expansion, stronger than what is needed for showing asymptotic normality. It is interesting to note that the rate of convergence of the remainder term depends on how accurately the nuisance function parameter η can be estimated. In other words, we can conclude that the second order estimation accuracy of θ is higher for semiparametric models with faster convergent η. This higher order result extends a similar result of Cheng and Kosorok [6, 7] developed for maximum likelihood to the Mestimation setting.
For maximum likelihood estimation, m(θ, η) = log lik(θ, η), and it is easy to see that A = −B and Σ = B −1 . In this case, Σ −1 becomes the efficient information matrix. Remark 1. Given any consistent estimator Σ of Σ, we have
by Theorem 1 and Slutsky's Theorem. In practice, the consistent Σ can be obtained via either the observed profile information approach [27] or the profile sampler approach [21] .
Remark 2. The M-estimation equation (5) can be relaxed to the "nearly maximizing" condition P n m( θ, η) = o o P X (n −1/2 ). Under weaker conditions than stated in Theorem 1, the same argument can be used to show
(1), (17) which also implies the asymptotic normality of θ, i.e. (14) and (16) . Note that (17) has also been established in [23, 38] , but our argument can be used to obtain the higher order expansion result (13).
Bootstrap Consistency.
In this subsection, we establish the consistency of bootstrapping θ under general condtions in the framework of semi-
are the bootstrap weights defined on the probability space (W, Ω, P W ). In view of (3), the bootstrap estimator can be rewritten as
Similar to (5), we can show that ( θ * , η * ) satisfies
The bootstrap weights W ni 's are assumed to belong to the class of exchangeable bootstrap weights introduced in [29] . Specifically, they satisfy the following conditions:
W1. The vector W n = (W n1 , . . . , W nn ) ′ is exchangeable for all n = 1, 2, . . ., i.e. for any permutation π = (π 1 , . . . , π n ) of (1, 2, . . . , n), the joint distribution of π(W n ) = (W nπ 1 , . . . , W nπn ) ′ is the same as that of W n .
W2. W ni ≥ 0 for all n, i and
In Efron's nonparametric bootstrap, the bootstrap sample is drawn from the nonparametric estimate of the true distribution, i.e. empirical distribution. Thus, it is easy to show that W n ∼ Multinomial(n, (n −1 , . . . , n −1 )) [29] .
There exist two sources of randomness for the bootstrapped quantity, e.g. θ * : one comes from the observed data; another comes from the resampling done by the bootstrap, i.e. random W ni 's. Therefore, in order to rigorously state our theoretical results for the bootstrap, we need to specify relevant probability spaces and define stochastic orders with respect to relevant probability measures.
We view X i as the ith coordinate projection from the canonical probability space (X ∞ , A ∞ , P ∞ X ) onto the ith copy of X . For the joint randomness involved, the product probability space is defined as
In this paper, we assume that the bootstrap weights W ni 's are independent of the data X i 's, thus P XW = P ∞ X × P W . We write P ∞ X as P X for simplicity thereafter. Define E o XW as the outer expectation w.r.t. P XW . The notations E o X|W , E o X and E W are defined similarly.
Given a real-valued function ∆ n defined on the above product probability space, e.g. θ * , we say that ∆ n is of an order o o
as n → 0, and that ∆ n is of an order O o P W
(1) in P o X -probability if for any η > 0, there exists a 0 < M < ∞ such that
(1)) based on the following argument: To establish the bootstrap consistency, we need some additional conditions. The first condition is the measurability condition, denoted as M (P X ).
We say a class of functions F ∈ M (P X ) if F possesses enough measurability so that P n can be randomized, i.e. we can replace (δ X i − P X ) by (W ni − 1)δ X i , and Fubini's Theorem can be used freely. The detailed description for M (P X ) is spelled out in [12] and also given in the Appendix of
For the rest of the paper we assume T ∈ M (P X ).
The second class of conditions parallels Conditions S1-S3 used for obtaining asymptotic normality of M-estimators and is only slightly stronger.
Thus, the bootstrap consistency for the Euclidean parameter in semiparametric models is almost automatically guaranteed once the semiparametric M-estimate is shown to be asymptotically normal. Let S n (x) be the envelop function of the class S n = S n (δ n ) defined in (7), i.e.
The next condition controls the tail of this envelop function.
SB1. Tail Probability Condition:
for any sequence δ n → 0.
SB2. We assume thatṪ ∈ M (P X ) ∩ L 2 (P X ) and thatṪ is P-Donsker.
Condition SB2 ensures that the size of the function classṪ is reasonable so that the bootstrapped empirical processes
T has a limiting process conditional on the observations; see Theorem 2.2 in [29] .
The next condition says that η * θ should be close to η 0 if θ is close to θ 0 .
SB3. Bootstrap Convergence Rate Condition: there exists a
such that
for any θ Verifications of Conditions SB1-SB2 will be discussed in Section 3. Two general Theorems are given in Section 4 to aid verification of Condition SB3.
To rigorously state the bootstrap consistency result, we need the notion of conditional weak convergence [16] . Let BL 1 (B) be a collection of Lipschitz continuous functions h : B → R bounded in absolute value by 1 and having Lipschitz constant 1, i.e. |h(x)| ≤ 1 and |h(x) − h(y)| ≤ x − y for all x, y ∈ B. We say X * n converges weakly to X conditional on the data X n , (23) where E ·|Xn denotes the conditional expectation given the data X n , provided h( X * n ) is asymptotically measurable unconditionally for all h ∈ BL 1 (B).
More discussions of conditional weak convergence can be found in [34] .
The next result is a bootstrap version of Theorem 1.
Theorem 2. Suppose that θ and θ * satisfy (5) and (18), respectively.
Also assume that θ
SB1-SB3 and W1-W5 hold. We have that
where c is given in W5, whose value depends on the used sampling scheme, and Σ ≡ A −1 B(A −1 ) ′ with A and B given in Condition I.
The assumption θ * P o XW −→ θ 0 can be established by adapting the Argmax Theorem, Corollary 3.2.3, in [34] . Briefly, we need two conditions for accomplishing this. The first one is the "well separated" condition (15) . Another one is
By the Multiplier Glivenko-Cantelli Theorem, i.e. Lemma 3.6.16 in [34] , and (A.1) in the Appendix, we know that (27) holds if {m(θ, η) : θ ∈ Θ, η ∈ H} is shown to be P-Donsker.
Note that (25) and (26) of Theorem 2 are in parallel to (13) and (14) of Theorem 1. In particular, the asymptotic linear expansion (25) is a second order one in the sense that the remainder term is of more refined order than
(1) whose rate of convergence depends on how accurately the nuisance function η can be estimated. Thus, it might be reasonable to conjecture that more accurate bootstrap inferences can be drawn from the semiparametric models with faster convergent η.
Let P W |Xn denote the conditional distribution given the observed data X n . Note that Theorem 2 implies that
by setting h(·) = 1{· ≤ x}, where " ≤ " is taken componentwise, in (23) .
Theorem 1 together with Lemma 2.11 in [35] implies that
Combining (28) and (29), we obtain the following bootstrap consistency result. 
as n → ∞.
Corollary 1 says that the bootstrap distribution of ( √ n/c)( θ * − θ) asymptotically imitates the unconditional distribution of √ n( θ − θ 0 ).
by Theorem 2, Slutsky's Theorem and the arguments in proving Corollary 1.
An appropriate candidate for the consistent Σ * is the block jackknife proposed in [24] .
Bootstrap Confidence Sets.
In this subsection, we show that the distribution consistency of the bootstrap estimator θ * proven in Corollary 1 implies the consistency of a variety of bootstrap confidence sets, i.e. percentile, hybrid and t types.
A lower α-th quantile of bootstrap distribution is any quantity τ * nα ∈ R d satisfying τ * nα = inf{ǫ : P W |Xn ( θ * ≤ ǫ) ≥ α}, where ǫ is an infimum over the given set only if there does not exist a ǫ 1 < ǫ in R d such that
Because of the assumed smoothness of the criterion function m(θ, η) in our setting, we can, without loss of generality, assume
Note that τ * nα and κ * nα are not unique since we assume θ is a vector.
Recall that, for any x ∈ R d ,
where Ψ(x) = P (N (0, Σ) ≤ x), by (14) and (28) 
Considering the Slutsky's Theorem which implies √ n( θ−θ 0 )−κ * n(α/2) weakly converges to N (0, Σ) − Ψ −1 (α/2) unconditionally, we further have
The above arguments prove the consistency of the hybrid-type bootstrap confidence set, i.e. (34) , and can also be applied to the percentile-type bootstrap confidence set, i.e. (33) . More rigorous proof can be found in Lemma 23.3 of [35] . The following Theorem 3 summarizes the above discussions.
Theorem 3. Under the conditions in Theorem 2, we have
It is well known that the above bootstrap confidence sets can be obtained easily through routine bootstrap sampling.
Investigating the consistency of the bootstrap variance estimator is also of great interest. However, the usual sufficient condition for moment consistency, i.e. uniform integrability condition, becomes very hard to verify due to imsart-aos ver. 2006/01/04 file: bconsistency-JH_v6.tex date: the existence of an infinite dimensional parameter η. An alternative resampling method to obtain the bootstrap variance estimator in semiparametric models is the block jackknife approach, which was proposed and theoretically justified in [24] . We do not pursue this topic further in this paper. [35] to (16) and (31):
3. Verifications of Conditions S1-S2 and SB1-SB2. In this section, we discuss how to verify Conditions S1-S2 and SB1-SB2 in Subsection 3.1 and 3.2, respectively. Two general theorems are given in Section 4
to assist verifying the remaining convergence rate conditions S3 and SB3.
3.1. Verifications of Conditions S1-S2. The continuity modulus condition (9) in S1 can be checked via one of the following two approaches.
The first approach is to show the boundedness of E o X G n Sn by using Lemma 3.4.2 in [34] . The second approach is to calculate the bracketing entropy number of S n and apply Lemma 5.13 in [36] if L 2 -norm is used on the nuisance parameter. As for (10), we can verify it easily if we can show that the class of functions {(∂/∂θ) m(θ, η) : (θ, η) ∈ C n } is P-Donsker.
Next, we discuss how to verify the smoothness condition S2. We first write P X ( m(θ, η) − m 0 ) as the sum of P X ( m(θ, η) − m(θ 0 , η)) and P X ( m(θ 0 , η) − m 0 ). We apply the Taylor expansion to P X ( m(θ, η) − m(θ 0 , η)) to obtain
where A is defined in Condition I, the first and second equality follows from the Taylor expansion of θ → P X m(θ, η) around θ 0 and
around η 0 , respectively. By applying the second order Taylor expansion to Fréchet derivative at η 0 will imply that S n (x) is uniformly bounded. The method in verifying (10) of Condition S1 can be applied to check Condition SB2; see the discussion in the previous subsection. 
We assume that the maps
are uniformly bounded, so that U * n , U n and U are viewed as maps from the parameter set Θ × H into ℓ ∞ (G). The following conditions are assumed in Theorem 4 below: (35) and is P-Donsker for some δ > 0,
and D n (X) be the envelop function of the class of functions D n . For any sequence δ n → 0, we assume that D n (X) satisfies
Now we consider the convergence rate of η * θ satisfying:
for any θ P o XW −→ θ 0 and g ranging over G. In the below Theorem 4, we will show that η * θ has the root-n convergence rate under the conditions (35)- (37) .
invertible with an inverse that is continuous on its range. Furthermore, assume that (35)-(37) hold, and that
in P o X -probability, given that θ 4.2. Slower than root-n rate. We next present another Theorem which yields slower than √ n convergence rate for the bootstrap M-estimate of the functional parameter. This result is so general that it can be applied to the sieve estimate of the nuisance parameter [11] . The essence of the sieve method is that a sequence of increasing spaces (sieves), i.e. H n , is employed to approximate the large parameter space, e.g. H, so that asymptotically, the closure of the limiting space contains the original parameter space. In other words, for any η ∈ H, there exists a π n η ∈ H n such that η −π n η → 0 as n → ∞.
Now we consider the M-estimate η * θ ∈ H n satisfying
where x → v(θ, η)(x) is a measurable objective function. Let " < ∼ " and " > ∼ " denote greater than or smaller than, up to an universal constant. We assume the following conditions hold for every δ > 0:
Here d 2 (η, η n ) may be thought of as the square of a distance, i.e. η − η n 2 , but our theorem is also true for any arbitrary function η → d 2 (η, η n ).
Theorem 5. Suppose that Conditions (41)-(43) hold. We assume (42) ((43)) is valid for functions
in P o X -probability, for any sequence of positive numbers δ n satisfying both ψ n (δ n ) ≤ √ nδ 2 n and ψ * n (δ n ) ≤ √ nδ 2 n for every n.
In application of Theorem 5, the parameter η n is taken to be some element in H n that is very close to η 0 . When H n = H, a natural choice for η n is η 0 and we can directly use Theorem 5 to derive the convergence rate
as shown in the examples of Section 5. In general, η n may be taken as the maximizer of the mapping η → P X v(θ 0 , η) over H n , the projection of η 0 onto H n . Then we need to consider the approximation rate of the sieve space 
The two conditions depict the quadratic behaviors of the criterion functions (θ, η) → E X v(θ, η) and θ → E X v(θ, η n ) around the maximum point (θ 0 , η n ) and θ 0 , respectively. We next present one useful lemma for verifying the continuity modulus of empirical processes and its bootstrapped version, i.e. 
and define the bracketing entropy integral of V δ as bounded for (θ, η) ranging over some neighborhood of (θ 0 , η n ) and that
Then Condition (42) is satisfied for any functions ψ n such that
Let V n (X) be the envelop function of the class V δn . If we further assume that, for each sequence δ n → 0, the envelop functions V n satisfies
then Condition (43) is satisfied for any functions ψ * n such that 
for some small positive constant c, see Lemma 3.4.3 and page 326 in [34] . 
Examples. In this section, we apply the main results in
where λ is an unspecified baseline hazard function and θ is a regression vector. In this model, we are usually interested in θ while treating the cu- MLE for θ is proven to be semiparametric efficient and widely used in applications. Here we consider bootstrapping θ, which corresponds to treating log-likelihood as the criterion function m(θ, η) in our general formulation.
With right censoring of survival time, the data observed is X = (Y, δ, Z), where Y = T ∧ C, C is a censoring time, δ = I{T ≤ C}, and Z is a regression covariate belonging to a compact set Z ⊂ R d . We assume that C is independent of T given Z. The log-likelihood is obtained as
where η{y} = η(y) − η(y−) is a point mass that denotes the jump of η at point y. The parameter space H is restricted to a set of nondecreasing cadlag functions on the interval [0, τ ] with η(τ ) ≤ M for some constant M .
By some algebra, we have
where
Conditions I, S1-S3 in guaranteeing the asymptotic normality of θ have been verified in [6] . In particular, the convergence rate of the estimated nuisance parameter is established in theorem 3.1 of [27] , i.e.
where · ∞ denotes the supreme norm. We next verify the bootstrap consistency conditions, i.e., SB1-SB3. Condition SB1 trivially holds since it is easy to show that η → m(θ 0 , η) has bounded Fréchet derivative around η 0 . The P-Donsker condition SB2 has been verified when verifying (10) in condition S1. In the end we will verify the bootstrap convergence rate
. The invertibility ofẆ (0, ·), the conditions (35) and (36) have been verified in [27] when they showed (54). Now we only need to consider the condition (37): for n so large that δ n ≤ R
The last inequality follows from the assumption that G is a class of functions of bounded total variation and the inequality that y 0 g(u)dη(u) ≤ η(τ ) g BV , where g BV is the total variation of the function g. Thus, the condition (37) holds trivially. The form of m(θ, η) can be found in [7] as follows
Cox Regression Model with Current Status
and the form of H † (θ, η)(c) is given in (4) of [7] .
Conditions I and S1-S3 are verified in [7] . Conditions SB1 and SB2 can be checked similarly as in the previous example. Note that the convergence rate for the nuisance parameter becomes slower, i.e.
where · 2 denotes the regular L 2 -norm, due to the less information provided by the current status data, as shown in [27] . By Theorem 5 we can show that the same convergence rate, i.e. n −1/3 , also holds for the bootstrap estimate for η, i.e. η * θ . The assumptions (41) and (42) in Theorem 5 are verified in [27] when showing (56). As for the last assumption (43), we apply Lemma 1.
We show that Condition (50) on the envelop function V n (x) holds: for n so 
where ξ is independent of (W, Z) and f is an unknown smooth function
In addition we assume E(V ar(W |Z)) is positive definite and E{f (Z)} = 0. We want to estimate (θ, f ) using the least square criterion:
Note that the above model would be more flexible if we did not require knowledge of M . A sieve estimator could be obtained if we replaced M with a sequence M n → ∞. The theory we develop in this paper will be applicable in this setting, but, in order to maintain clarity of exposition, we have elected not to pursue this more complicated situation here. An alternative approach is to use penalization, the study of which is beyond the scope of the present paper.
Simple calculations give
The finite variance condition I follows from
The distribution of ξ is assumed to have finite second moment and satisfy (6), e.g. ξ ∼ N (0, 1). Conditions S1-S3 and SB2 can be verified using similar arguments in Example 3 of [7] , in particular, (12) . It is easy to show that the Fréchet derivative of η → m(θ 0 , η) is bounded around η 0 , and thus the tail condition
rem 5, we proceed as in the previous example, checking the assumption (50) using similar arguments, i.e. V n (x) is uniformly bounded.
6. Proof of Main Results.
Proof of Theorem 1 (Semiparametric M-estimate Theorem)
. By Conditions S1, S3 and the consistency of θ, we have
Considering (5), we can further simplify the above equation to
By Conditions S2-S3 we can show that the left hand side of (58) equals
Thus (58) becomes
where the second equality follows from the range of γ and the third equality holds by applying CLT to m 0 . Due to the consistency of θ and condition I,
. Plugging the convergence rates for θ and η back to (59), we complete the proof for (13) . The standard CLT and (6) implies (14).
Proof of Theorem 2 (Bootstrap Consistency Theorem). To prove
Theorem 2, we need the following lemma whose proof is given in the Appendix.
Lemma 2. Under the assumptions in Theorem 2, we have
We shall use repeatedly Lemma A.1 in the Appendix, which concerns about the transition of stochastic orders among different probability spaces.
We first prove (24) . Recall that G n = √ n(P n −P X ) and G * n = √ n(P * n −P n ).
Define m * as m( θ * , η * ). By some algebra, we have
imsart-aos ver. 2006/01/04 file: bconsistency-JH_v6.tex date: since P X m 0 = 0. Thus we have the below inequality:
Based on Theorem 2.2 in [29] , we have (1) in P o X -probability based on Condition S1 and (A.3) in Lemma A.1.
Finally, L 5 = 0 based on (18) . In summary, (62) can be rewritten as:
Let α n = θ * − θ 0 . Combining (11) with (63) and noticing (22), we have
in P o X -probability. By considering the consistency of θ * and Condition I, we complete the proof of (24) based on (64).
We next prove (25) . Write
By some algebra, we know that
By the definition (20), we can show that A n × B n = O o P W
(1) in P o Xprobability if A n and B n are both of the order O o P W
(1) in P o X -probability.
Then the root-n consistency of θ * proven in (24) together with SB3 implies
in P o X -probability. Thus, by Lemma 2, we know
probability. Note that (9) and (10) of Condition S1 imply
for (θ, η) in the neighborhood of (θ 0 , η 0 ). Considering (66), Condition S3 and (66) and (A.4), we know the
X -probability. I 4 = 0 by (5) and (18).
Therefore, we have established:
X -probability. To analyze the left hand side of (67), we rewrite it as √ nP X ( m * − m 0 ) − √ nP X ( m − m 0 ). Applying Condition S2 to both components, we obtain
in P o X -probability, by considering Condition S3, SB3 and the range of γ. By considering Conditions I and (A.2), we complete the proof of (25) . The proof of (26) 
More precise descriptions can be found in Page 853-854 of [12] .
The following lemma is very important since it accurately describes the transition of stochastic orders among different probability spaces. We implicitly assume the random quantities in Lemma A.1 posses enough measurability so that the usual Fubini theorem can be used freely.
Lemma A.1. Suppose that
We have
Proof: To verify (A.1), we have for every ǫ, ν > 0,
based on the Markov's inequality. Based on Lemma 6.5 and 6.14 in [19] , we
, and thus
in P o X -probability. Another direction of (A.1) follows from the following inequalities: for any ǫ, η > 0,
Note that the first term in (A.8) can be made arbitrarily small by the as-
X -Probability. Since η can be chosen arbitrarily small, we can show lim n→∞ P o XW (|A n | ≥ ǫ) = 0 for any ǫ > 0.
This completes the proof of (A.1). (A.2) can be shown similarly by using the inequalities (A.6) and (A.8).
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for any ǫ, ν, M > 0. Since M can be chosen arbitrarily large, we can show
(1). The proof of (A.4) is similar by using the above set of inequalities. The proof of (A.3) can be carried over to that of (A.5). Similarly, we establish the below inequalities:
for any ǫ, η, M > 0. Then by selecting sufficiently large M , we can show that 
Let Z ni , i = 1, 2, . . . , n, be i.i.d. random elements in (X ∞ , A ∞ , P ∞ X ) with values in ℓ ∞ (F n ), and write · n = sup f ∈Fn |Z ni (f )|. It is assumed that Z ni 's are independent of W n . Then for any n 0 such that 1 ≤ n 0 < ∞ and any n > n 0 , the following inequality holds:
Hoffmann-Jorgensen Inequality for Moments (Prop. A.1.5 in [34])
Let 1 ≤ p < ∞ and suppose that V 1 , . . . , V n are independent stochastic processes with mean zero indexed by an arbitrary index set T . Then there exist constants K p and 0 < v p < 1 such that
where · denotes the supremum of a stochastic process {Y t , t ∈ T }, i.e.
sup t |Y t | and
A.3. Proof of Lemma 2. We first write G * n ( m(θ, η) − m 0 ) as the sum of
. By the Taylor expansion, the first term becomes (θ − θ 0 ) ′ G * n (∂/∂θ) m(θ, η), whereθ is in between θ and θ 0 .
By the assumption SB2 and Theorem 2.2 in [29] , we know the first term is of the order O o P W ( θ − θ 0 ) in P o X -probability. We next consider the second term. Let
where U n = {η : η − η 0 ≤ δ n } for any δ n → 0. Note that we can also write ∆ n = G * n Sn , where G * n Sn = sup f ∈Sn |G * n f |. By (A.2), to show the below bootstrap equicontinuity condition
Note that
by the condition that the sum of weights W ni 's equals to n. Let W ′ n = (W ′ n1 , . . . , W ′ nn ) be exchangeable bootstrap weights generated from P W ′ , an independent copy of P W . The bootstrap weight conditions W 1 and W 2
Then we have
We next further bound E o XW ∆ n by the following symmetrization argu-ment:
We next apply the multiplier inequality in the Appendix, i.e. (A.9), with Z ni = {(δ X i − P X )m n (η, η 0 ) : η ∈ U n } to (A.12). Let
We first analyze
where S n is the envelop of the class S n defined in ( by some analysis, see page 120 of [34] . Then by (A.14), we have lim sup n E o X Z n1 n < ∞.
The bootstrap conditions W3 and W4 together with the Lemma 4.7 in [29] imply that E W (max 1≤i≤n W ni )/ √ n → 0. By the multiplier inequality in the Appendix and the above analysis, to prove (A. as n → ∞. We will apply the Hoffmann-Jorgensen Inequality (with p = 1) in the Appendix to show the moment bound of the above truncated empirical processes is finite. First, we establish
where K 1 and 0 < v 1 < 1 are constants and
Obviously, (A.13) implies that I 1 → 0. We next consider I 2 . Note that the assumption S1 implies G n Sn = n −1/2 n i=1 Z ni n = O o P X
(1). Hence we can claim that there exists a finite constant M t such that lim inf n G n (M t ) ≥ t where W ni 's are the assumed bootstrap weights and
Next the multiplier inequality (A.9) is employed to further bound (A.17).
In view of (A.9), we only need to figure out the upper bound for For now we fix M = M n and then allow it to increase to infinity. We first define the shell S n,j,M as S n,j,M = {(θ, η) ∈ Θ × H n : 2 j−1 δ n < d(η, η n ) ≤ 2 j δ n , d(η, η n ) ≥ 2 M θ − θ 0 } with j ranging over the integers and M > 0. Obviously, the event { θ ∈ Θ, η * θ ∈ H n : d( η * θ , η n ) ≥ 2 M (δ n ∨ θ − θ 0 )} is contained in the union of the events {( θ, η * θ ) ∈ S n,j,M } for j ≥ M . Thus, we have
The second inequality follows from the definition of η * θ . By the smoothness condition on v(θ, η), i.e. (41), we have the below inequality when (θ, η) ∈ S j,n,M for j ≥ M :
for sufficiently large M .
Considering (A.23), we have
where the third inequality follows from the Markov inequality and (42)-(43).
Note that the assumption that δ → ψ n (δ)/δ α (δ → ψ * n (δ)/δ α ) is decreas-ing for some 0 < α < 2 implies that ψ n (cδ) ≤ c α ψ n (δ) for every c > 1.
Combining another assumption on ψ n and ψ * n , i.e. ψ n (δ n ) ≤ √ nδ 2 n and ψ * n (δ n ) ≤ √ nδ 2 n , we have proved the last inequality in the above. By allowing M = M n → ∞, we have completed the proof of (A.22), and thus Theorem 5.
