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1INTRODUCTION G ´EN ´ERALE

3L’auscultation du sol est un sujet vaste pour lequel de nombreuses me´thodes ge´ophysiques
ont e´te´ de´veloppe´es. `A partir de la mesure de champs physiques en surface ou en profon-
deur (forages), ces me´thodes proposent d’acce´der a` la re´partition des proprie´te´s physiques
des mate´riaux constituant le sous-sol.
Parmi les me´thodes les plus usite´es, les me´thodes sismiques utilisent les proprie´te´s des ondes
me´caniques et e´tudient leur vitesse dans le sol ainsi que le facteur de qualite´ Q. Employe´es
principalement dans le cadre de la prospection pe´trolie`re, on retrouve ces techniques dans
le domaine du ge´nie civil [25][64] ou de l’hydroge´ologie [33]. Elles restent parfaitement
adapte´es aux cas des objets non-me´talliques pour des profondeurs d’investigation de l’ordre
de la centaine de me`tres ou du kilome`tre, dans les sites en milieu aquatique.
Les me´thodes e´lectriques et e´lectromagne´tiques regroupent aussi une grande varie´te´ de
techniques de sondage. Elles se distinguent par le parame`tre physique qu’elles e´tudient:
re´sistivite´ ou conductivite´ des objets me´talliques avec la prospection par courant continu
[71], la magne´totellurique artificielle [53], les me´thodes d’auscultation par induction [83];
permittivite´ essentiellement pour les me´thodes d’auscultation radar [75][29][30][74].
Toutes ces me´thodes sont largement employe´es dans le cadre de la prospection minie`re,
dans le domaine du ge´nie civil, dans le domaine du sondage non-destructif a` des fins civiles,
militaires ou humanitaires (de´tection de mines).
Des me´thodes d’auscultation du sol par activation neutronique sont aussi applique´es dans la
recherche ge´ologique des minerais ou dans la de´tection des mines enterre´es [4]. Elles uti-
lisent et mesurent les photons  ge´ne´re´s par les mate´riaux sous l’effet d’un bombardement
de neutrons.
Enfin, depuis quelques temps, d’autres me´thodes ont e´te´ conc¸ues en e´troite relation avec les
cibles a` atteindre (par exemple, les biosenseurs qui e´tudient les composants gazeux contenus
dans les objets [12]).
L’auscultation radar s’inscrit donc dans le cadre des me´thodes d’asucultation e´lectromagne´tiques.
Mais, contrairement aux autres me´thodes, elle utilise un proce´de´ similaire a` celui de la
sismique re´lexion: une impulsion e´lectromagne´tique est e´mise en direction du sol, se pro-
page dans celui-ci (notion de vitesse de l’onde) et se re´fle´chit sur les interfaces de nature
diffe´rentes. La manie`re classique utilise´e pour retrouver une information sur la structure du
sol est de mesurer et d’e´tudier le temps de retour de l’onde. Ce syste`me d’auscultation, pou-
vant eˆtre porte´, tire´ voire he´liporte´, est employe´ intensivement dans les domaines du ge´nie
civil et du sondage nondestructif. Ne´anmoins, cette technique posse`de une faiblesse impor-
tante. L’atte´nuation des ondes e´lectromagne´tiques dans le sol est proportionnelle a` la teneur
en eau du sol, mais elle est inversement proportionnelle a` la fre´quence d’illumination. La
profondeur d’investigation se trouve limite´e a` quelques me`tres. De plus, la re´solution est
elle proportionnelle a` la fre´quence: il paraıˆt donc ne´cessaire de trouver un compromis entre
la re´solution de´sire´e et la profondeur de pe´ne´tration admissible en vue d’une bonne auscul-
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La recherche actuelle s’organise autour de la conception de syste`mes capables de pe´ne´trer le
sol sur une profondeur maximale, tout en gardant une re´solution acceptable. Chaque e´le´ment
du syste`me radar (antenne, onde incidente, traitement du signal re´fle´chi) est donc e´tudie´ pour
satisfaire ces crite`res.
Il existe un grand nombre de techniques de modulations utilisables par un radar d’auscul-
tation de sol. Les deux techniques les plus fre´quemment rencontre´es utilisent soit une im-
pulsion temporelle re´elle (radar impulsionnel a` modulation de fre´quence [70], ou radar im-
pulsionnel a` ultra large bande [21][3]), soit une se´rie de fre´quences e´mises selon une rampe
line´aire (radar a` impulsion synthe´tique [47][68]). Ces deux types de radar ont un pouvoir de
re´solution sensiblement e´gal (proportionnel a` l’inverse de la largeur de l’impulsion). Cepen-
dant, dans le cas du radar a` impulsion synthe´tique, il est nettement plus facile de controˆler la
forme du signal; de plus, la possibilite´ de maıˆtriser l’amplitude de chaque fre´quence et donc
d’envoyer un signal de forte e´nergie pour chaque fre´quence permet d’obtenir une profon-
deur de pe´ne´tration plus importante lors de mesures avec un radar synthe´tique. Pour notre
part, nous nous attachons a` la prise en compte des deux techniques de modulation, relie´es
nume´riquement par une transforme´e de Fourier ade´quate.
Le traitement du signal correspond aux e´tapes d’extraction de l’information sur l’objet a` par-
tir du champ diffracte´ mesure´ par le syste`me radar et de pre´sentation de l’image re´sultante
sous une forme facile a` interpre´ter par l’utilisateur. Comme la plupart des syste`mes radar
utilisent des donne´es temporelles, les techniques ge´ne´rales de traitement du signal sont ex-
plicite´es dans le domaine temporel et sont similaires a` celles utilise´es dans les me´thodes
sismiques (proce´dure de de´convolution, re´duction du bruit par moyennage, migration des
donne´es, technique microonde avec approximation de Kirchhoff...). On peut noter d’autres
me´thodes de´veloppe´es en e´troite relation avec les objets recherche´s (e´tude des re´sonances
des objets, des proprie´tes de polarisation des cibles...). Ces techniques permettent une de´tection
et une localisation de l’objet enterre´ sans toutefois obtenir une grande pre´cision sur la forme
de celui-ci. Une e´tude plus approfondie du syste`me radar en ge´ne´ral peut eˆtre consulte´e dans
[22].
Le travail de recherche pre´sente´ dans ce me´moire s’inte´resse essentiellement au de´veloppement
d’algorithmes d’imagerie microonde adapte´s au cas de l’auscultation radar du sous-sol.
Le spectre microonde procure en effet une pe´ne´tration inte´ressante en vue d’une auscul-
tation du sol, tout en conservant une re´solution spatiale en accord avec les objets rencontre´s
dans les applications. La technique d’imagerie de´veloppe´e dans ce me´moire s’inspire du
phe´nome`ne physique de la diffraction. Le sol est illumine´ par une onde e´lectromagne´tique,
appele´ champ incident (ou champ d’antenne). L’interaction entre ce champ et les diffe´rentes
inhomoge´ne´ite´s du sol cre´e un champ diffracte´ que l’on mesure a` l’aide d’une ligne de
re´cepteurs e´lectromagne´tiques situe´e sur le sol ou au dessus du sol. Ce champ diffracte´,
contenant les informations lie´es aux diffe´rents constituants du sol, est analyse´ puis trans-
forme´ en une image en coupe tomographique du sol par l’algorithme d’imagerie. L’objectif
du pre´sent me´moire consiste a` mode´liser le syste`me radar complet (champ incident, champ
diffracte´ mesure´, image reconstruite par un traitement de signal adapte´).
Plan du me´moire
Dans le chapitre 1, on expose la mode´lisation du champ diffracte´ par un objet enterre´ me-
5sure´ par le syste`me radar (domaine fre´quentiel ou temporel). L’objet he´te´roge`ne est enterre´
dans un milieu homoge`ne. On re´sout ainsi le proble`me direct qui consiste a` exprimer le
champ e´lectromagne´tique ve´rifiant les e´quations de Maxwell dans la configuration e´tudie´e,
a` partir des donne´es du proble`me physique (caracte´ristiques e´lectromagne´tiques du sol, du
milieu de mesure, et de l’objet enterre´; valeurs du champ incident, ou champ d’antenne; pa-
rame`tres ge´ome´triques du proble`me). Cette partie utilise essentiellement la me´thode des mo-
ments qui permet de transformer l’expression inte´grale des champs dans les milieux e´tudie´s
en une repre´sentation discre`te regroupe´e dans un syste`me line´aire re´solu de fac¸on classique.
Puis, la technique d’imagerie est aborde´e de`s le chapitre 2, d’abord d’une manie`re quali-
tative correspondant a` une information sur la pre´sence ou non de l’objet, et sur sa forme
ge´ome´trique (profondeur d’enfouissement et dimensions). La technique de´crite dans cette
partie pour re´soudre le proble`me de diffraction inverse (que peut on dire sur l’objet enterre´
a` partir de la mesure de son champ diffracte´ ?) est une extension de la me´thode ge´ne´rale
de tomographie par diffraction, de´crite dans le cadre d’un formalisme de type onde plane
[19]. On se propose ici d’e´tendre la the´orie au cas d’un champ incident quelconque. Cette
extension permet entre autre de pouvoir prendre en compte le champ physique rayonne´ par
l’antenne en vue d’une validation expe´rimentale des algorithmes.
Apre`s une e´tude the´orique de l’algorithme de reconstruction, divers cas d’inte´reˆt pratique
ont e´te´ simule´s afin de de´gager les proprie´te´s de la me´thode d’imagerie mise en œuvre. Le
chapitre 3 est donc consacre´ a` l’e´tude de l’influence sur l’image re´sultante de parame`tres
importants tels que les caracte´ristiques e´lectromagne´tiques des milieux rencontre´s, le type
d’onde incidente, la prise en compte du phe´nome`ne de dispersion. Une quantification de
l’erreur re´sultante est propose´e dans cette partie. L’e´tude nume´rique est pre´ce´de´e par un
rapide coup d’œil sur l’influence de la diversite´ en fre´quence et du nombre de position de
source sur l’image d’un point source.
Apre`s une phase d’e´tude simule´e, des re´sultats expe´rimentaux a` partir de champs mesure´s
sont pre´sente´s dans le chapitre 4. Ces re´sultats permettent de valider d’un point de vue pra-
tique l’algorithme de reconstruction de´fini pre´ce´demment. L’e´tude de l’erreur de mesure et
des images re´sultantes conduit a` une certaine fiabilite´ du processus d’imagerie mis en place.
Les re´sultats obtenus permettent surtout de de´limiter avec une certaine pre´cision la zone
d’enfouissement de l’objet. Cette information a conduit au de´veloppement d’une deuxie`me
ge´ne´ration d’algorithmes de´finis et e´tudie´s dans une seconde partie.
La seconde partie de la the`se est donc consacre´e a` une imagerie quantitative. En effet,
l’information contenue dans les images reconstruites a` l’aide du premier proce´de´ ne permet
pas d’identifier l’objet pre´cise´ment. La me´thode de´veloppe´e ici propose donc de recons-
truire la permittivite´ complexe (permittivite´ et conductivite´) de l’objet enterre´. La me´thode
utilise´e est base´e sur une me´thode de type gradient conjugue´ applique´ avec succe`s au cas
de la reconstruction d’objets dans l’espace libre illumine´ par une onde plane [60]. Cette
me´thode est e´tendue a` l’e´tude multifre´quentielle des objets enterre´s et illumine´s par une
onde quelconque.
Dans un premier temps, on s’inte´resse a` la mise en place des algorithmes d’imagerie et
des me´thodes de re´solution choisies. Ainsi, dans le chapitre 5, on de´veloppe les e´quations
de´crivant le proble`me inverse a` partir des re´sultats donne´s par la re´solution du proble`me
direct. Puis, deux me´thodes de re´solution ite´ratives sont compare´es a` travers des exemples
simule´s. L’apport de la diversite´ en fre´quence est mis a` jour a` partir d’une e´tude monodi-
6mensionnelle. Les reconstructions obtenues e´tant ame´liore´es par une approche re´gularisante
qui suit ce chapitre.
Le proble`me inverse est souvent non line´aire et mal pose´. En effet, contrairement au cas qua-
litatif ou` la relation de´finissant le proble`me inverse est line´aire, la nouvelle relation reliant
la fonction objet au champ diffracte´ est non line´aire conduisant a` un proble`me mal-pose´.
L’unicite´, l’existence et la stabilite´ de la solution du proble`me inverse ne sont pas assure´es
simultane´ment. On peut re´soudre en partie ce proble`me en utilisant une information a` priori
qui permet de re´duire l’ensemble des solutions admissibles. Dans le chapitre 6, une tech-
nique de re´gularisation base´e sur une pre´servation des discontinuite´s [16] est ainsi applique´e
sur les algorithmes quantitatifs. Les re´sultats des simulations te´moignent de l’ame´lioration
obtenue sur les images reconstruites.
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Le proble`me est d’abord pose´ dans le cadre ge´ne´ral de l’e´lectromagne´tisme a` l’aide des
e´quations de Maxwell. Il est ensuite mode´lise´ en fonction de la configuration e´tudie´e.
Il devient alors possible d’exprimer de fac¸on rigoureuse le champ e´lectrique sous une forme
inte´grale, a` partir des donne´es fournies (champ incident, caracte´ristiques physiques des
diffe´rents milieux).
Les champs sont enfin calcule´s via l’utilisation de la me´thode des moments. Les re´sultats
sont analyse´s afin de de´gager un pas de discre´tisation assurant une certaine convergence de
la me´thode pre´sente´e.
I Proble`me a` re´soudre
I.1 ´Equation des ondes vectorielle
Le concept ge´ne´ral d’ondes e´lectromagne´tiques est essentiellement fonde´ sur les e´quations
de Maxwell regroupant la loi d’induction de Faraday (1.1) et la loi de Maxwell-Ampe`re (1.2)
permettant de relier les champs e´lectriques et magne´tiques. Ces deux lois sont comple´te´es
par les lois de Gauss e´lectrique (1.3) et Gauss magne´tique (1.4).
Ces lois physiques peuvent eˆtre repre´sente´es sous la forme d’un syste`me d’e´quations aux
de´rive´es partielles:
 !
rot
~
E(
~
X;t) +
@
~
B(
~
X;t)
@t
=
~
0 (1.1)
 !
rot
~
H(
~
X;t) 
@
~
D(
~
X;t)
@t
=
~
J(
~
X;t) (1.2)
div
~
D(
~
X;t) = (t) (1.3)
div
~
B(
~
X;t) = 0 (1.4)
Ainsi, toute tude de comportement e´lectromagne´tique d’un milieu quelconque consiste
dterminer les quatre champs vectoriels:
-
~
E champ e´lectrique (V:m 1)
-
~
D champ d’induction e´lectrique (C:m 2)
-
~
H champ magne´tique (A:m 1)
-
~
B champ d’induction magne´tique (T )
Les termes ~J et , qui reprsentent les sources du systme, de´finissent respectivement les
densite´s de courant lectrique et de charge lectrique. Ces quantits sont relies par la loi de
conservation de la charge:
@(t)
@t
+ div
~
J(
~
X;t) = 0 (1.5)
Les solutions du systme de Maxwell gnral sont obtenues en considrant gnralement que les
champs ~E et ~B sont directement lis aux champs ~D et ~H travers les lois constitutives des
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matriaux:
~
D = "
r
"
0
~
E (1.6)
~
H =
1

r

0
~
B (1.7)
avec respectivement "
r
et 
r
les permittivit et permabilit relatives du milieu, tandis que "
0
et

0
reprsentent leurs valeurs dans l’espace libre 1.
Dans ce me´moire, nous nous restreignons a` l’e´tude des mate´riaux non magne´tiques (
r
= 1)
sans charge libre ( = 0). Dans ces conditions, les courants sont directement relie´s au champ
e´lectrique par la troisie`me loi constitutive (loi d’Ohm):
~
J = 
~
E (1.8)
ou`  de´signe la conductivite´ e´lectrique du milieu.
Les caracte´ristiques e´lectromagne´tiques des milieux sont conside´re´es invariantes dans le
temps.
En incorporant les trois e´quations constitutives au sein du syste`me de Maxwell, comple´te´
par les hypothe`ses pre´ce´dentes, on peut e´crire l’e´quation vectorielle ve´rifie´e par le champ
e´lectrique d’un milieu he´te´roge`ne ("( ~X);
0
;(
~
X)):

~
E(
~
X;t) 
  !
grad:div
~
E(
~
X;t) = 
0
(
~
X)
@
~
E
@t
(
~
X;t) + 
0
"(
~
X)
@
2
~
E
@t
2
(
~
X;t) (1.9)
Cette e´quation est comple´te´e par des conditions sur le champ e´lectrique (rayonnement,
condition d’onde sortante, condition d’e´nergie finie,...) afin d’obtenir l’unicite´ de la solu-
tion.
I.2 Mode´lisation 2D TM
Le domaine d’e´tude (Fig. 1.1) est compose´ de trois milieux homoge`nes fD
i
g
i=1;3
ca-
racte´rise´s par une permittivite´ relative "
r
i
et une conductivite´ 
i
. La pre´sence de trois mi-
lieux n’est pas restrictive, la the´orie pouvant eˆtre aise´ment e´tendue au cas de N milieux.
L’objet est un cylindre infini suivant la direction ~z, de section arbitraire D
D
enfoui a` une
profondeur d dans le milieu dissipatif D
3
sous une couche d’e´paisseur h. Le domaine inho-
moge`ne D
D
est caracte´rise´ par une permittivite´ "
D
(
~
X) et une conductivite´ 
D
(
~
X).
L’objet est e´claire´ par un champ incident ~EI( ~X;t) de de´pendance spatio-temporelle arbi-
traire. Ce champ est polarise´ dans la direction ~z (cas fondamental 2D-TM). Cette proprie´te´
est e´galement vraie pour le champ diffracte´ ~ED( ~X;t) et le champ total ~E( ~X;t).
1. "
0
= 8;854:10
 12
F:m
 1 et 
0
= 410
 7
H:m
 1
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FIG. 1.1 – Ge´ome´trie du proble`me
La configuration propose´e simplifie conside´rablement l’e´quation (1.9). En effet, l’inva-
riance du proble`me suivant l’axe ~z et l’e´tude du cas 2D-TM permet de transformer l’e´quation
vectorielle en une e´quation scalaire ( ~E = E
z
~z et div ~E=0). Enfin, l’utilisation de la trans-
forme´e de Fourier temporelle du champ e´lectrique
f
E
z
(
~
X;!) =
Z
+1
 1
e
j!t
E
z
(
~
X;t)dt (1.10)
permet d’e´crire l’e´quation de Helmholtz scalaire ve´rifie´e par chaque composante du spectre
de E
z
:

f
E
z
(
~
X;!) + k
2
(
~
X;!)
f
E
z
(
~
X;!) = 0; 8
~
X; 8!
(1.11)
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ou` k2( ~X;!) =
8
>
>
>
>
<
>
>
>
>
:
k
2
1
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~
X 2 D
1
k
2
2
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~
X 2 D
2
k
2
3
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~
X 2 D
3
k
2
D
(
~
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~
X 2 D
D
avec






k(
~
X;!) = !
q
"

(
~
X;!)
0
constante de propagation complexe
"

(
~
X;!) = "(
~
X) + j
(
~
X)
!
permittivite´ complexe
et  =
@
2
@x
2
+
@
2
@y
2
ope´rateur de Laplace scalaire a` deux dimensions.
Cette e´quation des ondes est ve´rifie´e a` la fois par le champ incident, conside´re´ comme le
champ e´lectrique en l’abscence d’objet, et par le champ diffracte´. D’apre`s la line´arite´ du
syste`me de Maxwell, le champ total de´fini par
f
E
z
(
~
X;!) =
f
E
z
I
(
~
X;!) +
f
E
z
D
(
~
X;!);8
~
X;8! (1.12)
ve´rifie aussi l’e´quation (1.11). C’est a` partir de son expression que l’on va expliciter le
champ diffracte´ dans D
1
.
II Formulation du problme direct
Afin de re´soudre l’e´quation de Helmholtz scalaire (1.11), de nombreuses me´thodes sont
propose´es en e´troite relation avec la grandeur fre´quentielle caracte´ristique de l’onde uti-
lise´e (longueur d’onde ). Dans le domaine de la re´sonance (dimensions de l’objet  ),
peu de cas sont re´solus de manie`re analytique. Des me´thodes ont e´te´ de´veloppe´es en vue
d’une re´solution nume´rique du proble`me pose´ (me´thodes par diffe´rences finis, me´thodes
par e´le´ments finis, me´thodes inte´grales...).
Notre approche est base sur une formulation exacte des champs sous forme intgrale. Cette
me´thode repose essentiellement sur l’emploi des fonctions de Green adapte´es aux milieux
stratifie´s [18].
II.1 The´ore`me de Green
On rappelle ici l’e´nonce´ du the´ore`me [84]:
Soient deux fonctions scalairesU( ~X) et V ( ~X) appartenant a`C2(D) ensemble des fonctions
continuˆment de´rivables sur le domaine D , soit  le contour de´limitant D, alors:
Z
D
[U(
~
X)V (
~
X) V (
~
X)U(
~
X)]d
~
X=
Z

[U(
~
X)@
n
V (
~
X) V (
~
X)@
n
U(
~
X)]d
(1.13)
ou` @
n
= ~n:
~
grad (~n e´tant la normale sortante a` ).
La repre´sentation inte´grale du champ total fE
z
(
~
X;!), solution de l’e´quation scalaire (1.11),
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s’obtient en appliquant ce the´ore`me aux deux fonctions scalaires fE
z
(
~
X;!) et G( ~X; ~X 0;!),
fonction de Green repre´sentant le rayonnement au point ~X d’un filament source place´ au
point ~X 0.
II.2 Solution e´le´mentaire
La fonction de Green est calcule´e comme solution e´le´mentaire de l’e´quation (1.11). Elle
satisfait le syste`me d’e´quations:

~
X
G(
~
X;
~
X
0
;!) + k
H
2
(!)G(
~
X;
~
X
0
;!) =  Æ(
~
X 
~
X
0
) ; 8
~
X; 8
~
X
0
; 8!
Continuite´:
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X;
~
X
0
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2
 
~
X
0
)
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~
X
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~
X
0
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~
X sur(IR
2
 
~
X
0
)
Condition d’onde sortante (Sommerfeld):
8
~
X
0
; lim
r!1
p
r[
@G(
~
X;
~
X
0
;!)
@r
  jk
H
(!)G(
~
X;
~
X
0
;!)] = 0; avec r = j ~X  ~X 0j;
(1.14)
ou` k
H
(!) =
(
k
l
(!); pour
~
X 2 D
l
; l = 1;2;3
k
3
(!); pour
~
X 2 D
D
et Æ( ~X  ~X 0) la distribution de Dirac.
La re´solution de (1.14) utilise la transforme´e de Fourier spatiale de G suivant x de´finie par:
g(;y;
~
X
0
;!) =
Z
+1
 1
e
 2jx
G(
~
X;
~
X
0
;!)dx: (1.15)
L’expression comple`te de G est donne´e en annexe A.
Remarque:
En vertu du the´ore`me de re´ciprocite´ [72], on montre que G( ~X; ~X 0;!) = G( ~X 0; ~X;!), ce
qui permet dans les calculs de prendre pour ( ~X; ~X 0) soit le couple (source,mesure), soit le
couple (mesure,source).
II.3 Repre´sentation inte´grale du champ e´lectrique
Appliquons le the´ore`me de Green aux champs U( ~X) = fE
z
(
~
X;!) et V ( ~X) = G( ~X; ~X 0;!):
8!;8
~
X
0
;
Z
D
[
f
E
z
(
~
X;!)
~
X
G(
~
X;
~
X
0
;!) G(
~
X;
~
X
0
;!)
f
E
z
(
~
X;!)]d
~
X
=
Z

[
f
E
z
(
~
X;!)@
n
~
X
G(
~
X;
~
X
0
;!) G(
~
X;
~
X
0
;!)@
n
f
E
z
(
~
X;!)]d ;
(1.16)
ou` D = D
1
[D
2
[D
3
[D
D
\ B(O;r
0
) et  repre´sente la circonfe´rence de B(O;r
0
) le disque
de centre O de rayon r
0
.
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L’e´valuation du membre de gauche I
D
de (1.16) utilise les e´quations (1.11) et (1.14) ve´rifie´es
par fE
z
(
~
X;!) et par G( ~X; ~X 0), en faisant apparaıˆtre k
H
dans (1.11). L’e´quation ve´rifie´e par
le champ peut donc s’e´crire:

f
E
z
(
~
X;!) + k
2
H
(!)
f
E
z
(
~
X;!) =  [k
2
(
~
X;!)  k
2
H
(!)]
f
E
z
(
~
X;!); 8
~
X; 8!
(1.17)
On obtient, apre`s de´composition du domaine D:
I
D
= 
Z
D
f
E
z
(
~
X;!)Æ(
~
X 
~
X
0
)d
~
X +
Z
D
D
[k
2
(
~
X;!)  k
2
3
(!)]
f
E
z
(
~
X;!)G(
~
X;
~
X
0
;!)d
~
X ;
(1.18)
Le membre de droite I

de l’quation (1.16) est calcule´ en utilisant la dcomposition du champ
lectrique (1.12).
En e´tendant le domaine D a` tout IR2 (r
0
!1) et en utilisant les condition de rayonnement
des champs, on trouve [93]:
I
D
=  
f
E
z
(
~
X
0
;!) +
Z
D
D
[k
2
(
~
X;!)  k
2
3
(!)]
f
E
z
(
~
X;!)G(
~
X;
~
X
0
;!)d
~
X ; (1.19)
I

=  
f
E
I
z
(
~
X
0
;!) (1.20)
Apre`s changement de variable et application du the´ore`me de re´ciprocite´, on obtient enfin la
repre´sentation inte´grale du champ e´lectrique dans IR2 tout entier:
f
E
z
(
~
X;!)=
f
E
I
z
(
~
X;!)+
Z
D
D
[k
2
(
~
X
0
;!) k
2
3
(!)]
f
E
z
(
~
X
0
;!)G(
~
X;
~
X
0
;!)d
~
X
0
;8
~
X;8! (1.21)
avec
g
E
D
z
(
~
X;!) =
Z
D
D
[k
2
(
~
X
0
;!) k
2
3
(!)]
f
E
z
(
~
X
0
;!)G(
~
X;
~
X
0
;!)d
~
X
0
, 8
~
X , 8!:
(1.22)
L’expression (1.22) reprsente l’quation du problme direct (calcul du champ diffract par l’ob-
jet en fonction des donne´es du proble`me). Comme le champ total apparaıˆt dans l’inte´grale
explicitant le champ diffracte´, il nous faut d’abord re´soudre l’e´quation inte´grale en champ
total (1.21).
Les caractristiques des milieux tudis ainsi que le champ incident sont supposs connus. Un
calcul analytique du champ incident est propos en annexe B.
III ´Etude numrique
Il n’existe pas de solution analytique exacte du proble`me de la diffraction par un cylindre
enfoui dans un demi-espace. Ne´anmoins, pour des cas particuliers (cylindre circulaire [63]
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ou cylindre fini homoge`ne [20]), des solutions approche´es ont pu eˆtre mises a` jour. Ce-
pendant, le de´veloppement des techniques de calcul informatique a permis d’obtenir des
solutions exactes non analytiques, mais re´solubles nume´riquement [44494449], ainsi que
l’ame´lioration ou la cre´ation de solutions approche´es.
La me´thode des moments ge´ne´ralise´s utilise´e dans cette partie permet de transformer la
repre´sentation inte´grale exacte des champs obtenue grace aux e´quations de Maxwell [28]
en un syste`me d’e´quations line´aires que l’on re´sout de manie`re classique. A l’aide de cette
me´thode, le champ e´lectrique total est calcule´ a` l’inte´rieur de l’objet. Puis, en utilisant la re-
lation (1.22), le champ diffracte´ peut eˆtre calcule´ sur la ligne de mesure. Des re´sultats issus
de simulations du proble`me sont pre´sente´s et analyse´s.
III.1 Me´thode des moments ge´ne´ralise´s
Cette me´thode nume´rique [40734073] a pour but de remplacer un ope´rateur line´aire par
un syste`me approche´ d’e´quations line´aires. Les inconnues de ce syste`me peuvent eˆtre relie´es
soit aux valeurs aux points de la solution, soit aux coefficients de son de´veloppement sur une
base donne´e de fonctions.
Soit L l’endomorphisme sur H, espace de Hilbert des fonctions de IR2 dans C . Soient f et
g deux fonctions de H, telles que:
L(f) = g (1.23)
En supposant l’ope´rateur L suffisamment re´gulier, on re´sout (1.23) en calculant l’inverse
L
 1 de L. La me´thode des moments fournit alors une approximation de L 1 et donc de f .
Soient ff
n
g
n=1;1
et fg
m
g
n=1;1
deux bases comple`tes de H.
En de´composant f sur f
n
et en projetant l’e´quation (1.23) sur g
m
, on obtient le syste`me
suivant:
1
X
n=1

n
< L(f
n
);g
m
>=< g;g
m
> ;m = 1;;1 (1.24)
avec ¡.,.¿ le produit scalaire de´fini surH.
Ce syste`me line´aire de rang infini, re´soluble pour des cas particuliers de L, est transforme´
en un syste`me de rang fini en approchant f par fN et en tronquant le syste`me (1.24) au rang
M (N et M finis). On obtient alors la relation matricielle suivante:
A:X = B (1.25)
avec
8
>
>
<
>
>
:
A = fA
mn
g = f< L(f
n
);g
m
>g m = 1;M ;n = 1;N;
B = fB
m
g = f< g;g
m
>g m = 1;M;
X = fX
n
g = f
N
n
g n = 1;N:
Pour A assez re´gulie`re, ce syste`me de M e´quations a` N inconnues est re´soluble par les
me´thodes classiques (me´thodes directes de type Gauss par exemple, me´thodes ite´ratives de
type Gradient-Conjugue´ [82] pour M=N; moindres carre´es pour M¿N). D’autres me´thodes
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adapte´es a` l’e´lectromagne´tisme (de´composition spatiale du proble`me [89948994], pseudo-
inversion [32]) ont e´te´ re´cemment teste´es avec succe`s. Comme tous les proble`mes matriciels
rencontre´s dans notre e´tude restent de petite taille, un algorithme de re´solution directe de
type Gauss-Jordan [56] est utilise´ pour re´soudre le syste`me line´aire.
Les fonctions de base ff
n
g et fg
m
g (appele´es fonctions de poids ou de projection) sont
choisies afin de faciliter le calcul de la matrice A, tout en repre´sentant au mieux la fonction
inconnue. Lorsque L et son adjoint portent sur le meˆme domaine, on peut prendre fg
m
g =
ff
m
g (me´thode de Galerkin).
III.2 Calcul du champ total a` l’inte´rieur de l’objet
D’apre`s la de´pendance en champ total contenue dans la repre´sentation inte´grale du
champ diffracte´ (1.22), on doit calculer, dans un premier temps, le champ total a` l’inte´rieur
de l’objet donne´ par:
f
E
z
(
~
X;!) =
f
E
I
z
(
~
X;!) +
Z
D
D
[k
2
D
(
~
X
0
;!)  k
2
3
(!)]
f
E
z
(
~
X
0
;!)G(
~
X;
~
X
0
)d
~
X
0
;
8
~
X 2 D
D
; 8!:
(1.26)
Cette e´quation inte´grale (ou e´quation de Fredholm de seconde espe`ce, car l’inconnue fE
z
apparaıˆt a` la fois a` l’inte´rieur et a` l’exte´rieur de l’inte´grale) est re´solue pour chaque fre´quence
en utilisant la me´thode des moments avec les notations:
f(
~
X
;!) =
f
E
z
(
~
X
;!) ; g(
~
X
;!) =
f
E
I
z
(
~
X
;!) ; L = I  L
0 (1.27)
ou` L0 =
Z
D
D
h
k
2
D
(
~
X
0
;!)  k
2
3
(!)
i
G(
~
X;
~
X
0
;!)d
~
X
0
;8(
~
X) 2 D
D
;8!
et I l’ope´rateur identite´.
Le choix des parame`tres de discre´tisation (maillage et fonctions de base) est important. En
effet, un maillage en cellules triangulaires reste plus adapte´ aux diffe´rents types d’objets
rencontre´s. Cependant, nous nous limitons dans nos exemples a` des objets de section rec-
tangulaire. C’est pourquoi nous utilisons ici un maillage rectangulaire pour l’objet.
Si l’introduction de fonctions de base de type triangle a l’avantage de de´crire de fac¸on conti-
nue les grandeurs calcule´es, l’utilisation de fonctions de base de type rectangle simplifie les
calculs d’inte´grales et re´duisent le temps d’exe´cution de l’algorithme.
L’e´tude des diffe´rents cas des parame`tres de discre´tisation ainsi que leur incidence sur les
champs calcule´s est approfondie dans [32].
Pour tous les re´sultats contenus dans ce me´moire, le domaine e´tudie´ est donc de´compose´ en
N = N
x
N
y
cellules e´le´mentaires C
n
d’aire 
x

y
sur lesquelles le champ total est sup-
pose´ constant. Les fonctions de base sont choisies pour de´finir une me´thode de collocation
de type Point-Segment:
ff
n
(
~
X;!)g =
(
1; 8
~
X 2 C
n
0; ailleurs
fg
m
(
~
X;!)g = Æ(
~
X  
~
X
m
)
(1.28)
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En notant ~X
m
= (x
m
;y
m
) le point d’observation et ~X
n
= (x
n
;y
n
) le point courant dans
l’objet, on obtient le syste`me de N e´quations a` N inconnues:
f
E
I
z
(
~
X
m
;!) =
N
x
N
y
X
n=1
n
Æ
m;n
 
h
k
2
D
(
~
X
n
;!)  k
2
3
(!)
i
G
m;n
o
f
E
z
(
~
X
n
;!)
;m=1,N; 8! (1.29)
avec Æ
m;n
=
(
1; si ~X
m
=
~
X
n
0; sinon , et Gm;n =
Z
C
n
G(
~
X
m
;
~
X
n
;!)d
~
X
n
; 8!.
La fonction de Green d’un milieu stratifie´ peut eˆtre de´compose´e en deux termes: un terme
singulier correspondant a` la fonction de Green de l’espace libre et un terme non singulier
correspondant aux couches proprement dites. Une expression approche´e de la fonction de
Green de l’espace libre inte´gre´e sur la cellule peut eˆtre obtenue analytiquement en approxi-
mant chaque cellule rectangulaire par un cercle de rayon r. L’expression de G
m;n
est alors
comple´te´e par le terme non singulier sous forme d’une transforme´e de Fourier 1D.
Apre`s calcul, on a [18]:
G
m;n
=

j
2k
3
[rH
(1)
1
(rk
3
) +
j
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3
]

Æ
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+

jr
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x
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n
)
e
 2jx
n
d (1.30)
ou` 
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() =
j(K
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mn
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   !
X
m
X
n
k
(K
32
;K
21
de´finis en Annexe A.)
On note:
8
>
>
<
>
>
:
H
(1)
0
la fonction de Hankel d’ordre 0 et de premie`re espe`ce
H
(1)
1
la fonction de Hankel d’ordre 1 et de premie`re espe`ce
J
1
la fonction de Bessel d’ ordre 1 et de premie`re espe`ce
La de´finition de ces fonctions ainsi que leur expression inte´grale sont pre´sente´es dans de
nombreux ouvrages ([67] par exemple).
Remarque:
On retrouve bien le syste`me matriciel (1.25) a` inverser avec:
A = fÆ
m;n
  [k
2
D
(
~
X
n
;!)  k
2
3
(!)]G
m;n
g m = 1;N ;n = 1;N
B = f
f
E
I
z
(
~
X
m
;!)g m = 1;N
X = f
f
E
z
(
~
X
n
;!)g n = 1;N
(1.31)
III.3 Calcul du champ diffracte´ a` l’exte´rieur de l’objet
La connaissance du champ total a` l’inte´rieur de l’objet permet de calculer ce champ dans
tout l’espace et de parvenir a` l’expression du champ diffracte´ sur L
1
en utilisant la formule
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(1.22).
Avec les notations pre´ce´dentes, on peut e´crire le champ diffracte´ sous forme discre`te a`
l’exte´rieur de l’objet sur la ligne de mesure L
1
pour une hauteur y
1
:
g
E
D
z
(
~
X
m
;!) =
N
x
N
y
X
n=1
h
k
2
D
(
~
X
n
;!)  k
2
3
(!)
i
f
E
z
(
~
X
n
;!)G
m
n
;8
~
X
m
2 L
1
; 8!:
(1.32)
avec
G
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n
=
Z
C
n
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~
X
m
;
~
X
n
;!)d
~
X
n
; 8
~
X
m
2 L
1
; 8!:
Apre`s calcul, il vient [19671967]:
G
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=
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m
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d (1.33)
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(K
21
;K
32
;L
21
de´finis en Annexe A.)
III.4 Re´sultats des simulations
L’e´quation (1.32) re´solue nume´riquement, il reste a` de´montrer la convergence de l’algo-
rithme utilise´ et donc a` trouver un pas d’e´chantillonnage  limitant l’erreur sur les champs
calcule´s. Ce pas de discre´tisation dont de´pend la convergence est e´troitement lie´ aux di-
verses approximations utilise´es (champ constant sur chaque cellule, cellule approche´e par
un cercle pour l’inte´gration de la fonction de Green singulie`re,...).
Plusieurs e´tudes ont permis de mieux connaıˆtre l’influence du pas spatial sur le calcul du
champ diffracte´ a` l’aide de la me´thode de´finie pre´ce´demment.
L’approche qualitative entreprise dans [18] montre qu’un pas proche de 3
2
(si 
3
est la lon-
gueur d’onde dans le domaine D
3
) est suffisant pour une imagerie qualitative. Un tel pas
n’est cependant pas ge´ne´ralisable a` tout type d’objet. Ainsi, pour un objet die´lectrique pur
("
r
D
= 3; 
D
= 0S:m
 1) carre´ de coˆte´ variable (Tab. 1.1) enterre´ a` 30 cm de profondeur
dans un sable sec ("
r
3
= 2;55; 
3
= 4:10
 3
S:m
 1), le module du champ diffracte´ calcule´ a`
10 cm du sol ne varie plus (forme et maximum) a` partir d’un pas proche de 3

(Fig. 1.2). Ce
crite`re semble mieux adapte´ aux objets rencontre´s dans notre e´tude [37]. Cependant, pour
un objet me´tallique ( = 107 S:m 1) de meˆme dimension que l’objet 2, le crite`re de´fini dans
[18] est ve´rifie´ (Fig. 1.3).
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Cellules Objet 1 Objet 2 Objet 3
1
2
3


3
2

3

4

3


3
4

3
2
49
2
3
7

3
14

3
7
225
2
3
15

3
30

3
15
TAB. 1.1 – Valeurs du pas  pour 3 objets de taille diffe´rente
Pour une approche quantitative, le besoin de connaıˆtre le champ e´lectrique a` l’inte´rieur
de l’objet de manie`re pre´cise conduit a` utiliser un crite`re de discre´tisation plus contraignant.
L’e´tude entreprise dans [81] montre qu’une erreur de l’ordre de 2 % sur le champ calcule´
est obtenue avec un pas spatial   3
5
p
"
r
D
.
Pour ces raisons, on fixe le pas d’e´chantillonnage du proble`me direct successivement a`
  =

3

dans le cas d’une imagerie qualitative
  =

3
5
p
"
r
D
dans le cas d’une imagerie quantitative
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FIG. 1.2 – Variations du champ diffracte´ calcule´ dans D
1
en fonction du pas  pour un
objet die´lectrique carre´ de coˆte´ 23

(a,b), 3
2
(c,d), 3

(e,f)
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FIG. 1.3 – Variations du champ diffracte´ calcule´ dans D
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Introduction
L’utilisation des proprie´te´s lectromagntiques des milieux physiques pour reconstruire
des images d’objets a conduit depuis longtemps au dveloppement de mthodes diverses. La
plupart de ces mthodes ne prennent pas en compte le phnomne de diffraction qui apparat
lors de l’interaction entre un champ lectromagntique et un milieu inhomogne. Cependant,
dans le domaine des microondes, o les effets de la diffraction sont importants, on ne peut
pas ngliger ce paramtre sans risquer de dgrader l’image rsultante.
La technique prsente ici repose sur le principe de la tomographie par diffraction qui gnralise
au cas de la diffraction le concept de la tomographie classique.
Le principe de tomographie (image en coupe) utilise le thorme des projections de Radon
[58], qui relie sur une ligne du domaine de Fourier la transforme de Fourier spatiale 1D du
champ mesur la transforme de Fourier spatiale 2D de la fonction dcrivant l’objet. Appliqu
dans le domaine de l’imagerie en transmission, o metteur et rcepteur se trouvent de part et
d’autre de l’objet, ce principe conduit la reconstruction de l’indice de rfraction ou du fac-
teur d’attnuation l’intrieur de la zone tudie partir de la mesure du champ lectromagntique
monochromatique. Cette technique est appliqu avec succs dans le domaine mdical (tomo-
graphie assite par ordinateur).
La configuration du problme (objet enterr) couple la ncessit d’un sondage non destruc-
tif a conduit l’extension de cette mthode au cas de la diffraction (imagerie en rflexion)
[26][19][18][85][10][6]. Le principe utilis, qui gnralise le thorme de Radon (thorme de Ra-
don gnralis ou thorme de Diffraction par Fourier [2]), relie line´airement les deux transformes
de Fourier prcdentes sur un arc de cercle du domaine spectral. La limitation de l’informa-
tion spatiale (pas de possibilite´ d’entourer l’objet) restreint le remplissage du domaine de
Fourier. Afin d’augmenter le nombre de donne´es accessibles, une variation de la fre´quence
et de l’incidence du champ incident est propose´e. Ainsi, cette mthode de tomographie par
diffraction, ou imagerie microonde active, est lie´e a` la reconstruction des courants de pola-
risation, ou courants induits dans l’objet, partir du champ diffract par l’objet mesur dans
l’air. Cette information conduit une reconstruction qualitative de l’objet enterr (localisation
et description gomtrique).
On se propose d’tendre cette technique de tomographie par diffraction, explicite dans le
cadre d’un formalisme de type onde plane qui reste peu re´aliste dans le domaine pratique, au
cas d’une onde incidente de dpendance spatio-temporelle arbitraire [74][75][29][30]. La va-
riation d’incidence est alors remplace par une variation des positions des sources du champ
incident. Puis, aprs une analyse paramtrique de la mthode mettant en valeur la prise en
compte de l’onde incidente dans le processus d’imagerie, une comparaison modle/exprience
est prsente en vue d’une validation des algorithmes d’imagerie.
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Chapitre 2
Re´solution du proble`me inverse
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Le proble`me inverse se limite donc dans cette partie a` retrouver une certaine informa-
tion sur l’objet enterre´ lie´e aux courants induits J dans l’objet, eux meˆmes line´airement
de´pendants du champ diffracte´ dans le milieu D
1
. La re´solution du proble`me passe par une
phase d’acquisition des donne´es (synthe´tiques ou expe´rimentales) puis par un traitement ap-
proprie´ (me´thode spectrale).
On cherche dans un premier a` expliciter la relation entre les courants et le champ diffracte´
permettant de de´finir la me´thode d’imagerie. Puis, on s’inte´resse ensuite aux conditions
d’existence de cette relation dans le domaine de Fourier, ainsi qu’aux diffe´rents moyens
de remplissage du domaine d’information. Enfin, les diffe´rentes e´tapes de l’algorithme de
reconstruction sont brie`vement de´crites.
I Relation spectrale
La ligne d’e´mission et la ligne de mesure sont confondues (L
1
) (Fig. 2.1). Pour chaque
position de la source (x
S
;y
1
) dans le domaineD
1
, un champ incident eEI
z
induit des courants
J sur la surface ou a` l’inte´rieur de l’objet enterre´ a` la profondeur D. Ces courants rayonnent
un champ diffracte´ eED
z
, mesure´ sur L
1
pour toutes les positions d’e´metteurs (x;y
1
).
Y
D (ε  ,σ )
D (ε  ,σ )
D (ε  ,σ )
D (ε  (x,y),σ  (x,y))
D D D
1 1 1
2
2
2
3 3 3
X
r
r
r
r
E(x-x ,y,ω)
I
SZ
~
L1
Z
y1
h
FIG. 2.1 – Ge´ome´trie du proble`me
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D’apre`s les e´quations (1.22) et (2.2), le champ diffracte´ sur L
1
peut s’e´crire:
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;!)dx
0
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0 (2.1)
avec les courants de polarisation normalise´s K de´finis par:
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en fonction des courants
J(x;y;x
S
;!) = [k
2
D
(x;y;!)  k
2
3
(!)]
f
E
z
(x;y;x
S
;!) (2.3)
On cherche donc a` relier les courants de polarisation normalise´s aux valeurs du champ
diffracte´ mesure´.
- Le champ incident est exprime´ a` l’aide d’une tranforme´e de Fourier (B)
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Le terme A
1
(
0
;!) repre´sente la transforme´e de Fourier spatiale 2D du champ incident eEI
z
calcule´ en y = 0 dans le cas particulier ou` D
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= D
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On note T
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- La fonction de Green est aussi de´finie a` l’aide d’une transforme´e de Fourier (A)
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avec en particulier
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En introduisant toutes les notations de´finies pre´ce´demment, on obtient:
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En remarquant que D
D
est le support de K, on peut passer a` une inte´gration sur IR2 et on
obtient:
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On de´finit la transforme´e de Fourier spatiale 2D des courants
c
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;;x
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Z
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dxdy (2.11)
et la transforme´e de Fourier spatiale 2D du champ diffracte´ sur L
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L’e´quation (2.10) s’e´crit alors sous la forme:
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En calculant les intgrales suivant x et  0, on peut crire:
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On fait ici l’hypothe`se simplificatrice que les courants K sont indpendants de la position de
la source. Leur valeur en tout point source est alors ramene la valeur en x
S
= 0. Cette hy-
pothe`se esr parfaitement ve´rifie´e lorsque l’on se trouve dans le domaine de validite´ de l’ap-
proximation de Born (objet faiblement diffractant ce qui autorise a` remplacer le champ total
dans l’objet par le champ incident). Nous ne nous limitons pas dans notre e´tude au domaine
de l’approximation de Born trop contraignante. On pre´fe`re donc utiliser l’hypothe`se, plus
ge´ne´rale, sur les courants qui permet de simplifier conside´rablement l’e´quation (2.14). Cette
approximation, difficilement justifiable the´oriquement, de´pend a` la fois des caracte´ristiques
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die´lectriques de l’objet e´tudie´, du champ incident utilise´ et des parame`tres de l’e´tude (pro-
fondeur de l’objet, hauteur de la ligne de mesure...). Les reconstructions propose´es dans les
chapitres suivants te´moignent de la validite´ de cette hypothe`se au moins dans le cadre d’une
approche qualitative pour une e´tude en champ relativement proche.
Utilisant l’hypothe`se sur les courants, on peut transformer (2.14) en
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En calculant les dernires intgrales suivant  0 et x
S
, on obtient finalement
b
e
E
D
z
(;;y
1
;!) =
h
k
2
3
(!)A
1
(;!)T
?
(;!)(;!)e
 j
1
()y
1
i
c
K

   ;
 1
2
(
3
() + 
3
());0;!

(2.16)
D’ou` la relation dans le plan de Fourier cherche´e:
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Cette e´quation de´finit une transformation line´aire qui permet de retrouver l’information qua-
litative sur l’objet (courants). Les donne´es ne´cessaires a` l’utilisation de cette relation sont:
– le champ diffracte´ eED
z
– la hauteur de la ligne de mesure y
1
– les caracte´ristiques e´lectromagne´tiques des milieux de propagation
– le champ incident eEI
z
Pour les champs diffracte´ et incident, ils peuvent eˆtre mesure´s tant dans le domaine tempo-
rel (radar impusionnel) que dans le domaine fre´quentiel (radar synthe´tique). L’algorithme
d’imagerie prend en compte cette possibilite´: une transforme´e de Fourier ade´quate permet
de retrouver toutes les donne´es dans le domaine spectral.
Les valeurs de la transforme´e des courants calcule´es pour une position de source et une
fre´quence donne´es sont ensuite somme´es dans le domaine spectral. La carte des courants de
polarisation normalise´s est enfin produite a` l’aide d’une transforme´e de Fourier spatiale 2D
inverse.
Remarque:
On peut rapprocher cette relation avec celle de´finie pour le cas d’une onde plane (code
“plan” [19][18]). La principale diffe´rence provient de l’apparition du facteur A
1
(;!) dans
la formule (2.17). Ce terme, qui re´sulte du calcul de la transforme´e de Fourier spatiale et
temporelle du champ incident, n’est autre qu’un poids associe´ a` chaque fre´quence spatiale
et temporelle permettant la prise en compte du champ incident dans le processus de recons-
truction. Ce facteur est pris e´gal a` 1 dans l’algorithme onde plane (toutes les fre´quences ont
le meˆme poids).
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Une autre diffe´rence fondamentale se trouve dans la me´thode d’acquisition du champ dif-
fracte´: celui-ci est mesure´ pour chaque position de la source x
S
(localisation spatiale). Ainsi,
contrairement au cas onde-plane, une transforme´e de Fourier 2D (suivant x et x
S
) est utilise´e
ici pour permettre de retrouver l’image de l’objet.
II Validite´
L’e´quation du proble`me inverse (2.17) met en relation deux transforme´es de Fourier. Or,
pour utiliser des transforme´es de´finies de fac¸on usuelle, il est ne´cessaire de travailler avec
des variables re´elles (ceci est valable pour le proble`me direct en ce qui concerne le calcul
du champ incident ou des fonctions de Green ). Les variables spectrales doivent satisfaire le
syste`me:
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>
>
>
>
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>
>
>
>
>
:
 2 IR
 2 IR
(;) =     2 IR
(;) =
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() + 
3
()) 2 IR
; 8! (2.18)
Si les trois premie`res conditions ne posent aucun proble`me majeur, la dernie`re n’est ge´ne´ralement
pas ve´rifie´e.
En effet, le milieuD
3
est conside´re´ dans notre e´tude comme un milieu a` pertes (k
3
, 
3
() et

3
() sont complexes). Afin de pouvoir ve´rifier la dernie`re condition, une solution consiste a`
n’utiliser dans le processus de reconstruction que la partie re´elle de k
3
. Physiquement, cela
revient a` ne´gliger une partie des pertes dans le milieu D
3
. L’e´tude comple`te de milieux a`
pertes est cependant envisageable, moyennant l’utilisation de transforme´es de Laplace ou
de transforme´es de Fourier dans le plan complexe. La difficulte´ re´side dans le passage des
champs a` fre´quences re´elles aux champs a` fre´quences complexes [24].
D’apre`s la de´finition des variables 
3
() et 
3
() caracte´risant le milieu D
3
e´tudie´, la qua-
trie`me condition de (2.18) sera ve´rifie´e 8! pour:
jj 
Re(k
3
)
2
et jj 
Re(k
3
)
2
; avec  et  re´els: (2.19)
Une autre condition sur  et  provient de l’e´tape de discre´tisation (ou e´chantillonnage) re-
lative au calcul des champs et des transforme´es de Fourier sous forme discre`te. Le the´ore`me
de Shannon, fondamental en ce qui concerne le traitement nume´rique du signal, indique le
pas d’e´chantillonnage maximal 
e
pour un signal dont le spectre est a` support compact I
tel que I  [  1

;
1

]. Pour notre cas d’e´tude, la limite de  = 1
2
revient a` supposer que le
spectre du champ diffracte´ a pour support compact [ Re(k1)
2
;
Re(k
1
)
2
]. Physiquement, on
ne´glige donc le spectre des ondes e´vanescentes (; > Re(k1)
2
).
L’ensemble de ces conditions impose aux variables spectrales  et  d’appartenir au domaine
de variation
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Alors,
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En the´orie, il est possible de prendre en compte les ondes e´vanescentes. Cependant, la va-
riable 
1
() devient alors imaginaire pur entraıˆnant des valeurs importantes ej1()y1 quand 
tend vers l’infini. Les valeurs de cK associe´es a` ces ondes deviennent rapidement non signi-
ficatives du point de vue nume´rique, compromettant ainsi leur utilisation avec des donne´es
synthe´tiques, a` fortiori avec des donne´es expe´rimentales.
III Reconstruction dans le plan de Fourier
L’expression (2.17) relie donc la transforme´e de Fourier a` deux dimensions des courants
de polarisation normalise´s K a` la transforme´e de Fourier a` deux dimensions du champ
diffracte´ eED
z
pris sur une ligne de mesure L
1
dans le domaine D
1
. On se place dans les
conditions de validite´ de´finies par l’e´quation (2.20). Alors, dans le repe`re (O;;) avec
 =   et  =
 1
2
(
3
() + 
3
()), le domaine de´crit par les variables  et , en fonction
des variables spectrales est repre´sente´ par la famille d’arcs de cercle d’e´quation:
( + )
2
+ ( +

3
()
2
)
2
= (
Re(k
3
)
2
)
2 (2.22)
Ainsi, avec  et  ve´rifiant les conditions (2.20), la transforme´e de Fourier du champ dif-
fracte´ fournit des informations sur la transforme´e de Fourier des courants sur un arc de
cercle du domaine spectral. Ce re´sultat est semblable a` celui donne´ par le the´ore`me de Ra-
don ge´ne´ralise´ dans le cadre de l’imagerie par rayons X ou` le lieu de l’information spectrale
est une droite. A chaque fre´quence temporelle et spatiale correspond un arc de cercle de
centre 

;!
: ( ; 

3
()
2
) et de rayon r = Re(k3(!))
2
.
Le domaine sur lequel varie les variables est repre´sente´ sur la figure 2.2.
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FIG. 2.2 – Support de cK pour une fre´quence en  = 0
On y distingue les deux diffe´rents cas de mesure (transmission et re´flexion) dicte´s par
l’e´quation (2.22). Cependant, d’apre`s le cas d’e´tude souhaite´ (auscultation du sous-sol),
seul le cas de la re´flexion peut eˆtre traite´ ici. La transforme´e de Fourier 2D des courants de
polarisation est donc connue le long d’arcs de cercle de´pendant des variables spectrales 
et  correspondant au domaine spatial et ! correspondant au domaine temporel. La donne´e
d’un seul arc de cercle ne suffit pas pour pouvoir donner une image convenable de l’objet; de
plus, l’utilisation de transforme´es de Fourier temporelles et spatiales ne´cessite un nombre
assez conse´quent d’e´chantillons donc de points de mesure. Cela ame`ne directement a` la
discussion sur le remplissage du domaine spectral a` l’aide d’une variation de positions de la
source et d’une variation de fre´quence.
III.1 Variation de positions de source
Pour les e´tudes en onde planes une variation de l’angle d’incidence dans le milieu D
1
est l’un des moyens pour remplir le domaine spectral ou du moins pour augmenter l’infor-
mation. Dans le cadre de l’imagerie en transmission, une rotation du dispositif de mesure
autour de l’objet assure avec cette variation d’incidence (
1
varie de 0 a` 2) un bon remplis-
sage du domaine spectral [31]. La configuration particulie`re du proble`me traite´ dans cette
III. Reconstruction dans le plan de Fourier 33
partie ne rend pas possible une telle rotation. Ne´anmoins, on peut concevoir un syste`me
physique ou` l’angle varierait dans D
1
de  
2
a` 
2
[18]. Cette variation d’incidence peut eˆtre
applique´e a` tout type d’onde. En effet, comme le montrent les coordonne´es des centres des
cercles ou` varient  et , une variation de la variable  conduit a` un de´placement du centre
des cercles le long de l’axe , le rayon restant inchange´. En fait, si pour une valeur de ,
le support de cK est un arc de cercle, la variation en  cre´e d’autres arcs de cercle ayant
tous la meˆme e´quation dans un repe`re (O;

;

) variant avec  (Fig. 2.3). Une variation de
la variable spectrale correspond donc a` un de´placement des centres le long de l’axe  des
diffe´rents arcs de cercle repre´sente´ par:

2
+ 
2
= (
Re(k
3
)
2
)
2 (2.23)
e´quation d’un cercle de centre O(0;0) et de rayon r = Re(k3)
2
, avec les conditions suivantes:
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Comme  est directement lie´ a` ~X
S
(variable de Fourier duale), la variation dans le domaine
spectral se traduit par une variation de la position de la source sur L
1
. Cette technique
permet ainsi de remplir une partie du plan spectral. Mais, contrairement au cas de la variation
d’incidence ou` N incidences de l’onde plane entre  
2
et 
2
cre´ent N arcs de cercle distincts
dans le plan spectral, la variation de N positions de source ne permettent pas en ge´ne´ral
la cre´ation des N arcs de cercle correspondants. En effet, sur N positions de source, seuls
M points du domaine spectral (M¡N) satisfont la condition (2.20), alors que la variation
d’incidence de l’onde plane satisfait toujours cette condition, en notant  = Re(k1)
2
sin(
1
),
avec 
1
l’angle de rotation du repe`re (O;;) correspondant a` la variation d’incidence (code
“plan”).
Cependant, il est toujours possible de trouver un nombre N de positions de points sources
permettant d’obtenir un nombre M e´quivalent de variations d’incidence du code “plan”.
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FIG. 2.3 – Support de cK pour une fre´quence et trois positions de source
III.2 Variation de fre´quence
L’autre moyen permettant d’augmenter le domaine spectral consiste a` faire varier la
fre´quence d’e´tude. Tous les re´sultats concernant la variation de position de source sont for-
mule´s a` une fre´quence fixe. Or, l’e´quation satisfaite par les coordonne´es spectrales (2.22)
de´pend aussi de la fre´quence. Une variation de ce parame`tre va entrainer une variation des
positions du centre des arcs de cercle; mais contrairement a` la me´thode pre´ce´dente, le rayon
du cercle variera. En fixant , on montre que les centres se de´placent le long de l’axe 

. On
a alors, pour !
1
> ! > !
2
:
8
>
>
>
<
>
>
>
:
 2 [
 Re(k
1
(!
1
))
2
  ;
Re(k
1
(!
1
)
2
  ]
 2 [ 
q
Re(k
3
(!
2
))
2
 Re(k
1
(!
2
))
2

;
 Re(k
1
(!
1
))

]
; 8: (2.25)
On remarque que le remplissage du domaine spectral augmente avec l’e´largissement de
la bande de fre´quence (Fig. 2.4). Qualitativement, les re´sultats obtenues par variation de
fre´quence sont conformes a` ceux du cas plan.
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FIG. 2.4 – Support de cK pour une position de source a` deux fre´quences diffe´rentes
Pour mieux remplir le plan spectral, les deux me´thodes peuvent eˆtre combine´es, aug-
mentant ainsi l’information disponible dans le domaine spectral. Leur influence sur l’image
reconstruite sera traite´e ulte´rieurement. Cependant, on peut remarquer que le remplissage
est d’autant meilleur que les domaines D
1
et D
3
sont voisins l’un de l’autre, et que la bande
de fre´quence est large (Fig. 2.5).
36 Chapitre 2. Re´solution du proble`me inverse
α
β
0
0
0
1R (k (ω     ))
   π
- min
3R (k (ω     ))
   π
- max
1R (k (ω     ))
   π
min 1R (k (ω     ))
   π
max1R (k (ω     ))
   π
max-
FIG. 2.5 – Support de cK apre`s variation de fre´quence et de position de source
IV Interpolation dans le plan de Fourier
Apre`s avoir montre´ comment e´taient accessibles les donne´es dans le plan de Fourier, il
reste de´sormais a` traiter celles-ci pour reconstruire une image du ou des objets. Auparavant,
on effectue une ope´ration d’interpolation qui correspond au passage des donne´es connues
sur les arcs de cercle de´finis pre´ce´demment dans le plan spectral a` des donne´es connues
sur un maillage carte´sien du plan spectral. Cette ope´ration est ne´cessaire si l’on veut utili-
ser des algorithmes de type FFT (Fast Fourier Transform) pour le calcul des transforme´es
de Fourier. Parmi les techniques d’interpolation existantes, nous avons utilise´ dans notre
e´tude l’interpolation dite du plus proche voisin. Cette me´thode, applicable pour un nombre
quelconque de variations, permet d’attribuer la valeur d’un point connu d’un des arcs de
cercle au point le plus proche du maillage carte´sien correspondant (Fig. 2.6). La proce´dure
d’interpolation effectue´e, la reconstruction de la fonction objet (courants de polarisation) est
de´sormais possible. Il suffit alors de revenir dans le domaine spatial en utilisant une trans-
forme´e de Fourier inverse. Pour cela, on utilise des algorithmes de type FFT de´veloppe´s
pour des fonctions a` valeurs dans C. Contrairement aux algorithmes usuels valables uni-
quement pour un nombre d’e´chantillons N = 2m, ceux utilise´es ici sont valables pour un
nombre quelconque d’e´chantillons (de´composition en produit de facteurs premiers) en par-
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ticulier pour un nombre impair d’e´chantillons. Bien e´videmment, l’emploi de transforme´es
de Fourier sous forme discre`te lie´ aux conditions de validite´ dans le plan spectral conduit a`
choisir un pas d’e´chantillonnage 
i
dans le proble`me inverse tel que:

i


1
2
;8!
Avec l’utilisation d’une bande de fre´quence [f
min
;f
max
] on doit ve´rifier:

i


1
(f
max
)
2
(2.26)
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FIG. 2.6 – Interpolation du plus proche voisin
V Organigramme du proble`me inverse
La re´solution du proble`me inverse peut eˆtre sche´matise´e par un organigramme (Fig.
2.7) qui de´crit les e´tapes essentielles au bon fonctionnement de l’algorithme d’imagerie.
Toutes les notations utilise´es sont celles de´finies pre´ce´demment. On peut encore noter que
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les donne´es initiales sur les champs (incident et diffracte´) peuvent eˆtre mesure´es soit dans
le domaine fre´quentiel, soit dans le domaine temporel, cette dernie`re hypothe`se ne´cessitant
une transformation de Fourier temporelle afin d’obtenir toutes les donne´es dans le domaine
spectral.
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FIG. 2.7 – Approche spectrale sche´matise´e
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La technique de tomographie par diffraction (champ incident plan ou quelconque) peut
eˆtre applique´e a` la de´tection d’objets enfouis pour diffe´rents types d’application (de´tection
des mines antipersonnelles [74][75][29][30], cartographie des aciers dans le be´ton arme´
[18][6], imagerie me´dicale [31][85],...). Mais avant d’envisager des reconstructions a` partir
de donne´es expe´rimentales, il a fallu d’abord effectuer une se´rie de tests nume´riques afin
d’e´tudier le comportement des algorithmes vis a` vis des nombreux parame`tres inhe´rents au
proble`me (caracte´ristiques e´lectromagne´tiques des diffe´rents milieux, nombre de points de
mesure, nombre de sources et de fre´quences, types d’onde incidente,...).
Apre`s une e´tude sur la re´ponse impulsionnelle du syste`me d’imagerie, de nombreuses images
a` partir de donne´es synthe´tiques ont e´te´ reconstruites afin de de´gager les qualite´s et les
de´fauts de ce type d’imagerie qualitative.
I Re´ponse impulsionnelle
Par analogie avec l’optique, on peut de´finir la re´ponse impulsionnelle h( ~X) du syste`me
d’imagerie comme l’image d’un objet ponctuel (ou de tre`s petite taille) enfoui a` une cer-
taine profondeur. Celle-ci permet en fait d’e´valuer la re´solution spatiale accessible ainsi que
sa sensibilite´ en fonction des parame`tres ge´ome´triques ou e´lectromagne´tiques essentiels.
On suppose que l’objet ponctuel cre´e des courants K( ~X) = Æ
~
X
dont la transforme´e de
Fourier est donne´e par cK(;) = 1. La re´ponse impulsionnelle est alors de´finie comme la
transforme´e de Fourier inverse de cK. Si le plan de Fourier e´tait parfaitement rempli (IR2
tout entier), l’image obtenue serait parfaite et on aurait h( ~X) = Æ
~
X
. Or, dans l’algorithme
de reconstruction, le domaine de Fourier de´crit est loin d’eˆtre IR2. L’image d’un point cor-
respondra a` une tache et la re´solution obtenue sur l’image sera donc limite´e. En fait, ^h( ~X)
joue le roˆle d’un filtre passe-bande, avec une bande passante de´pendant des caracte´ristiques
die´lectriques des milieux et de la fre´quence. De plus, le spectre n’est pas mesure´ mais
e´chantillonne´ (pas 
i
en espace, f en fre´quence) sur une ligne de mesure finie. Cette
discre´tisation des champs sur un domaine borne´ provoque l’apparition de lobes secondaires
parasites dans l’image. Si la ligne de mesure e´tait infinie, le champ e´chantillonne´ E
e
(
~
X)
serait mis sous la forme d’un produit du champ re´el E( ~X) avec la distribution peigne de
Dirac H(
~
X

i
) =
+1
X
n= 1

i
Æ(
~
X   n) dont la transforme´e de Fourier est repre´sente´e par une
succession de pics au fre´quences 
n
=
n

i
. En prenant la transforme´e de Fourier 1D de
cette expression, on obtient finalement: bE
e
() =
b
E() ?
i
c
H(
i
) qui de´finit une fonction
pe´riodique de pe´riode 1

i
. Le fait de prendre un pas d’e´chantillonnage suivant le crite`re de
Shannon permet alors d’e´viter des recouvrements.
Mais en pratique, la ligne de mesure est finie, le nombre de points e´tant lui-meˆme fixe´ a`
NOXI. La transforme´e de Fourier 1D du champ E
p
(
~
X) est alors de´finie par:
b
E
p
() =
b
E() ? S
NOXI
() (3.1)
avec
S
NOXI
(
~
X) =
+NOXI
X
n= NOXI

i
Æ(
~
X   n) (3.2)
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Quand on fait tendre NOXI vers +1, le terme S tend vers H (la figure (3.1) montre
l’e´volution de la transforme´e de Fourier 1D de S
NOXI
pour diffe´rents NOXI). Plus le
nombre de points est restreint, plus ces deux termes sont diffe´rents.
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FIG. 3.1 – Allure du module normalise´ de bS
NOXI
pour diffe´rents NOXI
En ce qui concerne les champs mesure´s, on retrouve, bien sur, ce proble`me. La figure
(3.2) (respectivement (3.3)) repre´sente l’e´volution du champ diffracte´ (respectivement la
transforme´e 2D du champ diffracte´) par un point source (L
x
= L
y
= 
i
) mesure´ dans D
1
pour des lignes de mesure de longueur croissante. On aperc¸oit bien les oscillations dues a` la
longueur finie de L
1
. Celles-ci diminuent pour une ligne de mesure suffisamment longue.
Remarque:
Pour toutes les courbes pre´sente´es dans cette e´tude, le pas en espace 
i
est fixe´ a` 1(fmax)
2
.
Pour l’e´tude en monofre´quence (f = f
0
), il devient 1(f0)
2
.
Pour NOXI assez grand on s’affranchit de ce proble`me. Cependant, un autre facteur entre
en ligne de compte. La relation spectrale (2.17) relient des transforme´es de Fourier 2D. Ce
qui e´tait vrai pour le nombre de points de mesure l’est aussi pour le nombre de sources.
L’obtention d’une solution analytique de la re´ponse impulsionnelle n’est possible que pour
des cas simples (incidence normale dans le cas d’une onde plane par exemple). Pour NOXI
et NXS grands, il est impossible d’e´tudier analytiquement l’expression de h. Le recours a`
l’ordinateur est encore ne´cessaire afin de simuler cette re´ponse.
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FIG. 3.2 – Champ diffracte´ (module, phase) en x=0 pour NOXI=61 (a,b); 101 (c,d); 201
(e,f)
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FIG. 3.3 – Transforme´e de Fourier 2D du champ diffracte´ (module, phase) en  = 0 pour
NOXI=61 (a,b); 101 (c,d); 201 (e,f)
L’e´tude a donc e´te´ effectue´e en e´tudiant principalement l’influence du nombre de po-
sitions de source et du nombre de fre´quences sur l’image donne´e d’un point source de ca-
racte´ristiques die´lectriques ("
r
D
= 3; 
D
= 0S:m
 1) discre´tise´ par une unique cellule de
coˆte´

3
(f
max
)
2
avec 
3
(f) =
c
f
p
"
r
3
, c vitesse de la lumie`re dans le vide. La distance de
l’objet a` l’interface D
1
=D
3
est de 30 cm, tandis que la ligne de mesure est place´e sur cette
meˆme interface (y
1
= 0m) permettant ainsi un remplissage optimal du plan spectral (les
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domainesD
1
et D
3
sont donc confondus). Le domaineD
3
est constitue´ d’un sol sablonneux
sec ("
r
3
= 3;7; 
3
= 4 10
 3
S:m
 1). Toutefois, un compromis entre la ligne de mesure et la
re´soultion finale recherche´e doit eˆtre de´termine´ en vue d’une meilleure image obtenue pour
un couˆt minimal.
I.1 Influence du nombre de positions de l’e´metteur (NXS)
On se place a` une fre´quence donne´e f
0
= 800MHz et on e´tudie l’e´volution de la
re´ponse impulsionnelle en fonction de la variation de positions de la source (Fig. 3.4). Par
souci de simplicite´, l’objet de dimensions (L
x
= L
y
= 9;7:10
 2
m) est centre´ au point de
coordonne´es (0m;0;3m) et seules une coupe longitudinale (le long de x = 0m) et une
coupe transversale (le long de y = 0:3m) sont pre´sente´es.
La re´solution spatiale est de´finie comme la largeur a` mi-hauteur de la coupe. Si la re´solution
transversale reste correcte (de l’ordre de 0;6
0
), la re´solution longitudinale est nettement
moins bonne (2;5
0
) pour NXS=1. On peut remarquer les nombreuses perturbations pre´sentes
dans ces deux premie`res courbes. Celles-ci sont essentiellement dues a` la transforme´e de
Fourier suivant ~X
S
du champ diffracte´. The´oriquement, il n’est pas concevable d’e´tudier
ce cas la` (NXS=1). Toutefois, il est possible de simuler un signal spatial qui, apre`s trans-
forme´e de Fourier, ne contient qu’une valeur non nulle (ou presque). Par ce biais, il est
donc possible de´sormais de donner une image a` une fre´quence et une position de source
fictive. Pour cette raison, on obtient une meilleure re´solution longitudinale que dans le cas
d’une seule incidence pour le code “plan” (6
0
). La re´ponse impulsionnelle suit cependant
la meˆme variation d’un point de vue qualitatif. En effet, la variation de position de source,
en augmentant le nombre de donne´es accessibles dans le plan de Fourier, doit permettre une
meilleure image. Cette ame´lioration est ve´rifie´e de`s la seconde se´rie de courbes (NXS=31),
puis confirme´e pour NXS=101. La re´solution transversale demeure inchange´e (0;5
0
) tandis
que la re´solution longitudinale est sensiblement ame´liore´e (1;5
0
pour NXS=101). Cepen-
dant, le de´ficit entre les deux est toujours assez grand (facteur 3). On note la disparition des
lobes secondaires suivant y sinsi que leur diminution suivant x. Une nouvelle augmentation
de NXS ne conduit pas a` une meilleure re´solution spatiale, ce qui est encourageant d’un
point de vue pratique.
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FIG. 3.4 – Coupes de h en f
0
pour NXS=1 (a,b); 31 (c,d); 101 (e,f)
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I.2 Influence du nombre de pas en fre´quence (NFT)
Une variation de position de la source apporte une certaine ame´lioration a` l’image d’un
objet ponctuel. Qu’en-est-il de la variation de fre´quence?
Pour cette e´tude, le nombre de sources est fixe´ a` NXS=101 de manie`re a` s’affranchir de
tous les proble`mes lie´s aux approximations successives de l’algorithme. L’objet e´tudie´ de-
meure ponctuel (re´ponse impulsionnelle). Mais, d’apre`s (2.26), l’utilisation d’une bande de
fre´quence [f
min
;f
max
] implique un pas en espace diffe´rent. C’est pourquoi les dimensions
de l’objet varieront de (L
x
= L
y
= 9;7 cm) pour le cas de la monofre´quence f
0
(Fig. 3.5 (a)
et (b)) a` (L
x
= L
y
= 6 cm) pour le cas de la multifre´quence (Fig. 3.5 (c) a` (f)) sur la bande
[0,3;1,3] GHz. La fre´quence du signal est calcule´e pour NF fre´quences discre`tes donne´es
par:
f
i
= f
max
 
(i  1)(f
max
  f
min
)
NFT   1
: (3.3)
On retrouve le phe´nome`ne de´ja` observe´ dans la partie pre´ce´dente pour le cas de la mo-
nofre´quence. La variation de fre´quence permet cependant une nette ame´lioration de la re´solution
longitudinale qui passe de 1;5
0
a` 0;1
0
. La re´solution transversale est aussi ame´liore´e
en atteignant 0;1
0
. Pour cette bande de fre´quence, on note donc une syme´trisation de
l’image, ce qui est conforme aux re´sultats expose´s dans [18]. Une augmentation supe´rieure
de NFT n’apporte aucune ame´lioration notable du point de vue de la re´ponse impulsion-
nelle du syste`me, mais baisse conside´rablement l’effet des lobes secondaires. Une e´tude
plus comple`te montre que la re´solution longitudinale de´pend de la largeur de bande, alors
que la re´solution transversale de´pend de la fre´quence la plus haute.
La re´solution limite accessible correspondant a` une ligne de mesure infinie peut alors eˆtre
exprime´e de manie`re approche´e par:
 0;6
1
pour la re´solution transversale
 1;2
1
(
p
"
r
3
 
p
"
r
3
  1)
 1 pour la re´solution longitudinale
On peut noter une diffe´rence entre les deux parame`tres e´tudie´s dans cette partie: si, en
pratique, il semble judicieux de compter le moins d’e´chantillons spatiaux afin de re´duire
le temps de mesure, le nombre de fre´quences peut eˆtre augmente´ de manie`re a` obtenir la
meilleure re´solution sur l’image finale. L’e´tude de la re´ponse impulsionnelle en fonction
des deux parame`tres principaux ne permet pas une comple`te caracte´risation de la me´thode
d’imagerie. Si l’on a su mettre en e´vidence les relations existant entre une bonne image et le
nombre de fre´quences ou de positions de source, des parame`tres tels que la longueur de la
ligne de mesure, la hauteur de celle-ci, la profondeur de l’objet a` reconstruire jouent aussi
un roˆle important. L’effet de la longueur de la ligne de mesure sur le re´sultat de la me´thode
a e´te´ e´tudie´ pre´ce´demment. Il est clair qu’un ligne de mesure de longueur infinie place´e
a` l’interface D
1
=D
2
pour un objet peu enterre´ constitue une configuration ide´ale pour tout
syste`me d’imagerie. Mais outre l’aspect non re´aliste de cette e´tude, il est ne´cessaire d’abor-
der une phase de simulation nume´rique afin de de´gager d’autres tendances difficilement
envisageables avec la re´ponse impulsionnelle.
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FIG. 3.5 – Coupes de h en 101 sources pour NTF=1 (a,b); 11 (c,d); 101 (e,f)
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II Images d’objets enterre´s
L’e´tude de la re´ponse impulsionnelle a permis de mettre a` jour le roˆle primordial du
nombre de fre´quences temporelles et spatiales dans la qualite´ de l’image d’un objet enterre´.
Il reste de´sormais a` e´tendre les re´sultats obtenus pour la re´ponse impulsionnelle aux cas
d’objets de dimensions non ne´gligeables. Pour e´viter un trop grand nombre d’images, il ap-
paraıˆt ne´cessaire de limiter le nombre de tests a` l’e´tude de parame`tres importants comme la
diffe´rence de permittivite´ entre un objet et le domaine environnant, la prise en compte du
phe´nome`ne dispersif ou le type d’onde illuminant l’objet. On terminera l’e´tude nume´rique
par des exemples plus complexes illustrant le roˆle des autres parame`tres rencontre´s.
Dans toute la suite, on suppose les antennes en contact avec le sol (y
1
= 0m) et parfai-
tement adapte´es avec celui-ci (re´duction du couplage direct et du couplage Air/Sol). Cette
dernie`re hypothe`se permet de conside´rer les milieux D
1
et D
3
comme identiques (remplis-
sage spectral optimal). Enfin, la totalite´ des images reconstruites dans cette partie repre´sente
la reconstruction des courants induits normalise´s sous forme de courbes de niveaux (15). On
y distingue en trait plein l’emplacement re´el de l’objet a` reconstruire.
II.1 Influence des permittivite´s de l’objet et du sol
Etudions tout d’abord l’influence de la permittivite´ sur la qualite´ de l’image reconstruite
de l’objet enterre´.
L’objet e´tudie´ de dimensions (LX = 30 cm, LY = 18 cm) est constitue´ d’un mate´riau
die´lectrique sans pertes (
D
= 0S:m
 1) dont la permittivite´ relative "
r
D
varie de 1 a` 20. Il
est enterre´ a` une profondeur D = 30 cm dans un sol de caracte´ristiques electromagne´tiques
("
r
3
, 
3
) variables. L’objet est alors illumine´ par un signal incident compose´ de deux parties
disjointes p(X;t) = s(X)r(t).
La composante spatiale s(X) est de´finie par un pulse gaussien d’e´quation
s(X) =
r

x

e
 
x
x
2
ou` 
x
= ln(
1 + 
LX
2
400
) et  = 1 (3.4)
La composante temporelle r(t) (Fig. 3.6(a)) est compose´e d’une impulsion large bande
(UWB) de´fini comme un pulse de Rayleigh [46]
r(t) = j(

0
j
0
  t
)
n+1 ou` n = 8; 0 =
n
2f
0
avec f
0
= 1:1 GHz (3.5)
Son spectre temporel ~r(!) (Fig. 3.6(b)) peut alors eˆtre mis sous la forme
~r(!) = 2( j!)
n
e
 j!
0
u(!) ou` u(!) =
(
0, si !  0
1, si !  0 (3.6)
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FIG. 3.6 – Pulse utilise´ pour les simulations
Sa large bande de fre´quence, couple´ a` son comportement spatial confe`re au signal utilise´
des proprie´te´s inte´ressantes en vue d’une utilisation dans le processus d’imagerie (bonne
re´solution, important remplissage du plan spectral...).
D’un point de vue nume´rique, tous les tests effectue´s ont e´te´ simule´s avec au moins 101
points source dispose´s re´gulie`rement sur une ligne de mesure longue de 2 me`tres environ
(
i
= 2 cm). Du point de vue temporel, 101 fre´quences re´gulie`rement re´parties dans la
bande [0,3;3] GHz ont e´te´ utilise´es (
f
= 27MHz).
Dans un premier temps, la permittivite´ de l’objet est fixe´e ("
r
D
= 3). Une image de l’ob-
jet est alors reconstruite pour 4 diffe´rents types de sol (un sable sec, deux sols moyens a`
tendance se`che et un sol humide -Tab. 3.1-).
SOLS SEC MOY 1 MOY 2 HUM
"
r
3
2:55 6 10 20

3
(S/m) 2:21 10 3 4:1 10 3 7 10 3 4 10 2
TAB. 3.1 – Proprie´te´s die´lectriques du sol
On constate sur les images obtenues (Fig. 3.7) que seules les faces avant et arrie`re de
l’objet (faces paralle`les a` l’interface air/sol) sont reconstruites. On ne discerne pas les faces
orthogonales. Cette de´te´rioration ge´ne´rale de l’image peut provenir de l’hypothe`se prise en
compte pour mode´liser les ondes (seul le cas 2D-TM est e´tudie´). Un moyen imme´diat pour
retrouver l’information manquante sur ces faces consiste a` tenir compte de la polarisation
2D-TE des champs. Une autre possibilite´ re´side dans l’extension de la me´thode d’imagerie
2D au cas 3D [18]. Cette extension reste ne´anmoins tre`s couˆteuse au niveau me´moire et
CPU.
En comparant chaque image, on voit tre`s bien que la face supe´rieure de l’objet est nettement
mieux reconstruite que la face infe´rieure. Cette diffe´rence s’accentue lorsque l’humidite´ du
sol augmente. Comme les milieux sont caracte´rise´s par leurs proprie´te´s e´lectromagne´tiques,
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de´finissons le rapport die´lectrique "rD
"
r
3
. On constate alors que plus ce rapport devient faible
("
r
3
> "
r
D
), plus le fond de l’objet apparaıˆt re´duit tandis que sa position remonte vers
celle du haut de la boıˆte (Figs. 3.7(a) a` 3.7(d)). Une extension de la longueur de la ligne de
mesure, ainsi qu’une augmentation du nombre de fre´quences spectrales ne permet qu’une
ame´liration de la qualite´ de l’image sans pour autant permettre de corriger le proble`me vi-
sualise´. Les proprie´te´s du sol semblent jouer un roˆle important dans la reconstruction de la
face infe´rieure de l’objet.
Si on fixe de´sormais les caracte´ristiques du sol (on e´tudie un sable sec avec "
r
3
= 2;55 et
 = 2;21 10
 3
S:m
 1), les images obtenues pour diffe´rents die´lectriques enterre´s re´veˆlent
la meˆme de´gradation (Figs. 3.8 et 3.9). En effet, une diminution de la permittivite´ de l’objet
produit les meˆmes effets que l’augmentation de la permittivite´ du sol (re´duction de la face
supe´rieure et position rehausse´e -Fig. 3.8-). De plus, une augmentation de la permittivite´
de l’objet (d’ou` augmentation du rapport die´lectrique) provoque l’effet oppose´: extension
de la face infe´rieure et abaissement de sa position (Fig. 3.9). La meilleure reconstruction
provient du cas ou` les caracte´ristiques die´lectriques de l’objet sont proches de celles du sol
(Fig. 3.8(d)) ce qui reste paradoxal car ce cas correspond a` des valeurs de champ diffracte´
tre`s faibles...
L’erreur commise sur la face infe´rieure semble donc eˆtre relie´e au rapport die´lectrique de´fini
pre´ce´demment. Un bref passage au cas 1D peut permettre une meilleure analyse de ce
phe´nome`ne.
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FIG. 3.7 – Reconstructions d’un die´lectrique pur enterre´ dans diffe´rents sols
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FIG. 3.8 – Reconstructions de diffe´rents die´lectriques purs enterre´s dans un sable sec (I)
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FIG. 3.9 – Reconstructions de diffe´rents die´lectriques purs enterre´s dans un sable sec (II)
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Explications a` partir du cas 1D
Prenons le cas monodimensionnel d’une plaque infinie suivant x, d’e´paisseur L et de
caracte´ristique k
D
plonge´e dans l’air et illumine´e a` une fre´quence ! par une onde plane
d’incidence normale, d’amplitude unite´ (Fig. 3.10).
0 y
L
k0 kD k0
FIG. 3.10 – Cas d’une plaque infinie d’e´paisseur L illumine´e par une onde plane
Un rapide calcul nous donne l’expression du champ total dans les trois domaines pre´sents:
E(y) = e
jk
0
y
+
k
0
 k
D
k
0
+k
D
(1  e
2jk
D
L
)
1  (
k
0
 k
D
k
0
+k
D
)
2
e
2jk
D
L
e
 jk
0
y
, pour y0
E(y) =
2k
0
k
0
+k
D
e
jk
D
L
e
 jk
0
L
1  (
k
0
 k
D
k
0
+k
D
)
2
e
2jk
D
L
(e
jk
D
y
 
k
0
  k
D
k
0
+ k
D
e
2jk
D
L
e
 jk
D
y
) , pour 0yL
E(y) =
4k
0
k
D
(k
0
+k
D
)
2
e
jk
D
L
e
 jk
0
L
1  (
k
0
 k
D
k
0
+k
D
)
2
e
2jk
D
L
e
jk
0
y
, pour yL
(3.7)
D’apre`s les e´quations fondamentales, on peut e´crire pour y
1
 0:
E
D
(y
1
) =
Z
y
0
2[0;L]
k
2
0
E
I
(y
0
)G
1
(y
1
;y
0
)K(y
0
)dy
0
=
jk
0
2
e
 jk
0
y
1
Z
IR
K(y
0
)e
2jk
0
y
0
dy
0
(3.8)
avec G
1
la fonction de Green du cas 1D de´finie par:
G
1
(y
1
;y
0
) =
je
jk
0
(y
0
 y
1
)
2k
0
(3.9)
Comme k
0
= !
p
"
0
, on peut de´finir deux variables spectrales duales y 0 et  = !
p
"
0

. En
notant
Z
IR
K(y
0
)e
2jk
0
y
0
dy
0
=
c
K(), on obtient:
c
K() =
2e
jk
0
y
1
jk
0
E
D
(y
1
);8y
1
 0 (3.10)
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Notons n le rapport kD
k
0
. En utilisant une transforme´e de Fourier inverse et en introduisant
l’expression analytique de ED donne´e par l’e´quation (3.7), on aboutit a` l’expression analy-
tique des courants 1D pour y
1
= 0:
K(y) =
Z
IR
2
j

1 n
1+n
(1  e
2jnL
)
1  (
1 n
1+n
)
2
e
2jnL
e
 2jy
d (3.11)
L’expression (3.11) est calcule´e nume´riquement et repre´sente´e pour diffe´rentes valeurs du
parame`tre n en notant en abscisse la proportion de longueur reconstruite L
r
(100% = L)
et en ordonne´e le module des courants (Fig. 3.11). On voit bien que l’erreur visualise´e
dans le cas 2D est toujours pre´sente lorsque l’on traite le cas 1D. De plus, l’erreur er =
L
r
L
ve´rifie er = n. On montre ainsi que cette erreur syste´matique pre´sente dans le cas 2D
comme dans le cas 1D ne peut eˆtre cause´e par un proble`me de maillage (le cas pre´sente´ ici ne
traite qu’une unique cellule). Cette erreur est inhe´rente a` la me´thode d’imagerie et provient
uniquement du manque de renseignements sur l’objet enterre´ (caracte´ristiques die´lectriques,
dimensions ge´ome´triques...). En fait, l’objet est vu comme un milieu a` part entie`re dans un
premier temps puis il est reconstruit comme faisant partie du sol dans un deuxie`me temps
("
D
inconnu). Pour toute fre´quence angulaire !, chaque dimension de l’objet re´el peut alors
eˆtre de´compose´e soit dans le domaine associe´ a` l’objet, soit dans le domaine associe´ au sol:
L = m
D

D
= m
3

3
; avec m
D
6= m
3
si D
D
6= D
3
(3.12)
ou` 
i
(i=1,D) est la longueur d’onde du milieu D
i
a` la fre´quence !.
Dans le processus de reconstruction, seul le parame`tre 
3
est connu. La dimension recons-
truite L
r
associe´e a` L est donne´e par
L
r
= m
D

3
6= m
D

D
; si D
D
6= D
3
(3.13)
Soit e = log(Lr
L
) l’erreur commise sur la dimension L de l’objet. Alors, en utilisant la
de´finition de L
r
et en ne´gligeant les pertes dans les milieux rencontre´s, on peut e´crire:
e = log(
m
D

3
m
D

D
) = log
s
"
r
D
"
r
3
= 0:5 log(
"
r
D
"
r
3
) (3.14)
La relation (3.14), de´ja` ve´rifie´e dans le cas 1D, est vraie dans le cas 2D. Si on trace l’erreur
commise e sur la reconstruction de deux objets diffe´rents en fonction du rapport r = log "rD
"
r
3
,
la courbe obtenue (Fig. 3.12) est proche de celle repre´sentant l’e´quation (3.14). Seuls quelques
petits proble`mes sont pre´sents, lorsque la face infe´rieure se superpose a` la face supe´rieure,
et lorsque la permittivite´ de l’objet devient trop forte.
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FIG. 3.11 – Courants 1D en fonction du rapport n = kD
k
0
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FIG. 3.12 – Erreur de reconstruction en fonction du rapport die´lectrique
Pour des valeurs de r comprises entre -0,5 et 0,5, correspondant a` un rapport "rD
"
r
3
allant
de 1
3
a`
3
1
, l’erreur de la me´thode d’imagerie qualitative peut eˆtre quantifie´e par la loi (3.14).
`A partir de cette formule de quantification de l’erreur, la connaissance d’un des parame`tres
inconnus de l’objet ("
r
D
ou LX et LY ) suffit pour corriger l’erreur commise sur l’image et
donc de reconstruire l’objet de manie`re pre´cise.
II.2 Prise en compte de la dispersion
Dans la litte´rature, la majorite´ des reconstructions pre´ente´es ne prennent pas en compte
les phe´nome`nes physiques rencontre´s lors de mesures sur le terrain (dispersion, atte´nuation
des ondes,...). Ces parame`tres peuvent dans certains cas de´grader tout ou partie de l’image
re´sultante.
On pre´sente ici une e´tude concernant le phe´nome`ne dispersif qui influent souvent sur les
mesures re´elles. Ainsi, apre`s un bref descriptif et la caracte´risation nume´rique de ce pa-
rame`tre pour quelques types de sols, des images de l’objet enterre´ de´fini pre´ce´demment sont
reconstruites en utilisant un champ incident identique a` celui exprime´ dans la dernie`re e´tude
(pulse de Rayleigh et pulse gaussien) et en introduisant le terme de dispersion.
Dispersion dans les sols
De nombreuses se´ries de mesure ont montre´ par le passe´ l’e´volution des caracte´ristiques
die´lectriques d’un sol en fonction de parame`tres intrinse`ques tels que sa tempe´rature [43],
sa teneur en eau [919087919087919087], voire sa texture [42384238]. Meˆme si certains
re´sultats ont pu eˆtre mis a` jour pour des cas particuliers de sols, aucune loi d’e´volution
ge´ne´rale n’a e´te´ encore obtenue. Ne´anmoins, toutes ces e´tudes ont montre´ le roˆle primordial
joue´ par la teneur en eau du sol. Ce parame`tre repre´sente le facteur principal gouvernant le
comportement die´lectrique d’un sol. La pre´sence d’eau dans le sol, en augmentant les ca-
racte´ristiques die´lectriques du sol, provoque une atte´nuation des ondes e´lectromagne´tiques
se propageant dans celui-ci (Fig. 3.13).
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FIG. 3.13 – Atte´nuation d’une onde plane dans un sol en fonction de la teneur en eau du sol
pour diffe´rentes fre´quences (en Hz) [43]
Conside´rons un sol avec une permittivite´ complexe "
3
= "
0
3
+ j"
00
3
, ou` "0
3
et "00
3
sont
respectivement la partie re´elle et imaginaire de "
3
. Le phe´nome`ne physique d’atte´nuation
se compose en fait d’une partie appele´e absorption et d’une partie appele´e dispersion. Le
phe´nome`ne de dispersion est de´fini en ge´ophysique comme la variation de la vitesse de
propagation dans le sol en fonction de la fre´quence. La vitesse et la permittivite´ com-
plexe e´tant lie´es, la dispersion se retrouve dans la de´pendance en fre´quence de "
3
. Or, dans
tous les re´sultats pre´sente´s jusqu’ici, les caracte´ristiques e´lectromagne´tiques des milieux
e´taient conside´re´es inde´pendantes de la fre´quence("0
3
= "
0
"
r
3
et "00
3
=

3
!
avec "
r
3
et 
3
deux
constantes re´elles).
De nombreux mode`les ont e´te´ de´veloppe´s afin de mode´liser au mieux la dispersion. L’ap-
parition du phe´nome`ne e´tant lie´ a` la pre´sence d’eau dans le sol, les premiers mode`les furent
forme´s en prenant en compte la loi d’e´volution de l’eau en fonction de la fre´quence, ou loi
de simple relaxation de Debye (Fig. 3.14 avec K = K 0 + jK 00 = "

"
0
).
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FIG. 3.14 – Loi de relaxation de l’eau a` deux tempe´ratures diffe´rentes [43]
Le mode`le de Debye [27], adapte´ aux mate´riaux dispersifs d’ordre 1, a e´te´ ensuite e´tendu
aux mate´riaux dispersifs d’ordre supe´rieur (mode`le de Cole-Cole [43][236979236979236979],
de Lorentz [49], de Jonscher [5]...). Dans cette partie, nous nous inte´ressons uniquement a`
l’e´volution de l’image reconstruite en fonction de la prise en compte ou non de la disper-
sion die´lectrique, mode´lise´ par une formule simplifie´e de type Debye (dispersion d’ordre 1).
Cette formule n’est pas ge´ne´ralisable a` tout type de mate´riau mais son imple´mentation dans
l’algorithme de reconstruction permet de de´gager certaines tendances.
La permittivite´ complexe d’un milieu de type Debye peut eˆtre de´finie en fonction de la
fre´quence angulaire ! par:
"

3
(!) = "
0

"
r
3
+ j

3
!"
0
+ F (j!)

(3.15)
avec F (j!) =
"
0
  "
1
1 + j
!
!
R
et
8
>
<
>
:
"
0
= la limite basse fre´quence (! < !
R
) de "
r
3
"
1
= la limite haute fre´quence(! > !
R
) de "
r
3
!
R
= la fre´quence de relaxation
Le de´veloppement de la formule pre´ce´dente aboutit a` la de´finition des nouveaux parame`tres
die´lectriques introduisant la dispersion:
"
r
3
(!) =
"
0
+
!
2
!
2
R
"
1
1 +
!
2
!
2
R
(3.16)
et

3
(!) = 
0
+ "
0
!
R
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0
  "
1
)
!
2
!
2
R
1 +
!
2
!
2
R
(3.17)
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tels que "
3
(!) = "
0
"
r
3
(!) + j

3
(!)
!
.

0 de´signe la conductivite´ du sol, sans tenir compte de la dispersion (! < !
R
).
Si l’on note 1 la limite haute fre´quence de la conductivite´ (! !1), on voit que:
!
R
=

1
"
0
  "
1
(3.18)
Des mesures ont ainsi e´te´ effectue´es afin de de´terminer les parame`tres "0, "1, 0 et 1
caracte´risant les diffe´rents sols e´tudie´s.
Ces re´sultats sont pre´sente´s pour trois types de sol (sable sec, sol moyen et sol humide) dans
la bande de fre´quence [0;3; 1;3] GHz (Tab. 3.2).
SOLS SEC MOYEN HUMIDE
"
0
2:55 15 30
"
1
2:55 3 3

0
(S:m
 1
) 1 10
 4
1 10
 3
1 10
 2

1
(S:m
 1
) 1 12 12
"
m
2:55 14:8 29

m
(S:m
 1
) 2:21 10
 3
1 10
 1
5 10
 1
TAB. 3.2 – Proprie´te´s die´lectriques mesure´s de milieux de type Debye
Les parame`tres "
m
et 
m
repre´sentent les caracte´ristiques e´lectromagne´tiques du sol
conside´re´s constantes dans le processus de reconstruction (la dispersion n’est pas prise en
compte).
Dans le cas du sol sablonneux, comme "0 = "1, on de´finit un nouveau mode`le dispersif
adapte´ au sol sec:
"
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)
4
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!
4 10
10
)
4
(3.19)
Si on repre´sente l’e´volution des caracte´ristiques die´lectriques des trois sols e´tudie´s en fonc-
tion de la fre´quence sur une bande allant de quelques MHz jusqu’a` une dizaine de GHz,
on s’aperc¸oit dans un premier temps que la permittivite´ relative de´croıˆt avec la fre´quence
(excepte´ pour le sable sec ou` elle reste constante) tandis que la conductivite´ croıˆt avec la
fre´quence (Fig. 3.15). L’influence de la teneur en eau est alors visible en comparant pour
chaque sable les pentes des courbes de variation (la valeur du coefficient de pente augmente
en valeur absolue avec la teneur en eau du sol).
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FIG. 3.15 – Caracte´ristiques die´lectriques des sols e´tudie´s en fonction de la fre´quence (GHz)
On se propose de reconstruire des images a` partir de champs diffracte´s prenant en compte
le phe´nome`ne dispersif. Dans le processus de reconstruction, les caracte´ristiques des sols
sont suppose´es constantes ("
m
et 
m
). On compare ces images avec celles n’incluant pas la
dispersion.
Images re´sultantes
Pour la bande de fre´quence utilise´, le phe´nome`ne dispersif n’apparaıˆt pas dans le cas
du sable sec. Aussi, on obtient une image de l’objet die´lectrique identique a` celle du cas
non-dispersif. En revanche, la prise en compte de la de´pendance en fre´quence joue un roˆle
important pour les deux derniers sols. Ainsi la permittivite´ relative du sol moyen varie de 15
a` 14;9 tandis que sa conductivite´ croıˆt de 4 10 3 S/m a` 6 10 2 S/m. Pour le sol humide, on
observe une variation de permittivite´ de 30 a` 29;3 alors que la conductivite´ varie de 3 10 1
S/m a` 2;7 10 2 S/m. Pour ces deux derniers types de sol, une image a e´te´ reconstruite en
tenant compte de la dispersion (Figs. 3.16(a) et 3.16(c)) puis sans en tenir compte (me-
sures effectue´es avec des milieux dispersifs et image reconstruite pour des caracte´ristiques
moyennes) (Figs. 3.16(b) et 3.16(d)).
Meˆme si le phe´nome`ne dispersif semble ne´gligeable pour les trois types de sols e´tudie´s
dans la bande de fre´quence utilise´e, une de´gradation sur l’image finale apparaıˆt lorsque le
phe´nome`ne de dispersion n’est pas pris en compte dans le proce´de´ d’inversion (Figs. 3.16(b)
et 3.16(d)). Les deux faces de l’objet sont alors moins bien de´finies. De plus, l’utilisation
de fre´quences supe´rieures, en aggravant le caracte`re dispersif du sol, provoquerait une perte
de re´solution significative conduisant a` une image floue, englobant l’objet re´el sans toute-
fois permettre la reconnaissance ge´ometrique de celui-ci. Ne´anmoins, on peut remarquer
que les erreurs commises sur les caracte´ristiques du sol introduites dans le processus d’in-
version n’engendrent pas d’artefacts dans l’image, ce qui de´note une certaine stabilite´ de
l’algorithme d’imagerie. Il apparaıˆt cependant utile (mais utopique) de connaıˆtre les ca-
racte´ristiques du sol (et donc la loi d’e´volution en fonction de la fre´quence) afin d’obtenir
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une image avec une re´solution satisfaisante.
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FIG. 3.16 – Images reconstruites pour un objet die´lectrique dans un milieu dispersif
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II.3 Influence du type d’onde sur l’image reconstruite
Comme pour le phe´nome`ne dispersif, l’onde incidente est rarement prise en compte
dans les processus de reconstruction de´crits dans la litte´rature. Dans la plupart des cas,
un formalisme de type onde plane est utilise´ pour mode´liser le champ incident. Or, cette
hypothe`se s’ave`re inconcevable d’un point de vue pratique: le champ proche rayonne´ par
une antenne ne peut eˆtre conside´re´ comme plan. L’algorithme d’imagerie de´veloppe´ dans ce
me´moire prend re´ellement en compte ce champ incident qui pre´sente une de´pendance spatio-
temporelle comple`tement quelconque. On propose donc dans cette partie de mode´liser, dans
un premier temps, le champ proche rayonne´ par une antenne re´elle (antenne papillon de´crite
plus en de´tail dans le prochain chapitre). Puis, une e´tude sur des images d’un objet enterre´
obtenues avec diffe´rents champs incidents est pre´sente´e.
Simulation du champ re´el
Les donne´es relatives au champ incident re´el (ou champ d’antenne) ne sont pas mesure´es
dans un premier temps mais mode´lise´es. En effet, la mesure du champ proche rayonne´ par
l’antenne n’est pas concevable ici. De plus, contrairement a` certains types d’antennes, au-
cune expression analytique ne de´crit l’antenne e´tidie´e ici. Une nouvelle phase de simulation
nume´rique apparaıˆt donc dans cette partie. Celle-ci a e´te´ re´alise´e par J.Y. DAUVIGNAC (La-
boratoire d’ ´Electronique Antennes et Te´le´communications , Universite´ de Nice-Sophia An-
tipolis/CNRS) en collaboration avec France-Te´le´com/CNET La Turbie (J.P. BLOT, BRA-
CHAT, C. DEDEBAN, P. RATAJCZAK et J. HAUSSEGUY) avec le logiciel de simulation
SR3D [80118011].
Pour simuler le champ e´lectrique rayonne´ par l’antenne, le logiciel SR3D utilise une me´thode
de type e´le´ments finis base´e sur une repre´sentation des e´quations de Maxwell harmonique
sous forme inte´grale est utilise´e. Les densite´s de courant e´lectriques et magne´tiques, cal-
cule´es avec cette me´thode, permettent d’obtenir le champ e´lectromagne´tique en tout point
de l’espace libre ou dans un milieu dissipatif (sol).
Toute la surface de l’antenne (a` la fois le substrat et le me´tal) est discre´tise´e en cellules tri-
angulaires, a` l’aide d’un maillage adaptatif, choisi pour repre´senter au mieux les contours
de l’antenne (Fig. 3.17). Le nombre de points par longueur d’onde passe ainsi de 20 pour
le maillage le plus grossier a` 60 pour le maillage le plus fin (au voisinage de l’interface
substrat/me´tal). La simulation peut prendre en compte la connection par un coaxial pre´sente
dans la re´alite´. Cependant, le calcul du champ ne ne´cessite pas la mode´lisation exacte du
connecteur coaxial. Pour assurer l’excitation de l’antenne, deux dipoˆles, polarise´s dans la
direction z et pris en opposition de phase, sont place´s au centre du substrat et excitent l’an-
tenne de manie`re syme´trique.
D’un point de vue nume´rique, la syme´trie du proble`me par rapport au plan x = 0 couple´ au
type d’excitation e´lectrique employe´e permet de re´duire le domaine de calcul a` la moitie´ de
l’antenne. Le syste`me line´aire obtenu pour chaque fre´quence et repre´sente´ par une matrice
complexe de taille 15000  15000 est re´solu en utilisant une me´thode d’inversion de type
Cholesky associe´ a` une gestion optimale des matrices par bloc. Malgre´ les simplifications
nume´riques, le temps de calcul reste important (plus de trois heures pour chaque fre´quence).
En conse´quence, seules quelques fre´quences sont e´tudie´es dans cette partie.
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FIG. 3.17 – Maillage de l’antenne
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FIG. 3.18 – Champ d’antenne normalise´ dans la bande [0,8;1,3] GHz
Comparaison des diffe´rents re´sultats
The´oriquement, il est parfaitement concevable d’e´tudier le proble`me en illuminant l’ob-
jet avec une onde plane (incidence nulle). Cette hypothe`se ne posant aucun proble`me d’un
point de vue nume´rique, une image de l’objet peut eˆtre reconstruite a` l’aide de l’algorithme
d’imagerie (3.19(a)). Le champ diffracte´ conside´re´ dans le processus de reconstruction est
simule´ a` partir d’une champ incident plan. L’image produite pre´sente quelques artefacts
notables qui rendent l’image assez floue (pas de localisation des faces avant et arrie`res de
l’objet, bruit tout autour de l’image). Elle permet ne´anmoins de rendre compte de l’exis-
tence d’une he´te´roge´ne´ite´ dans la zone d’e´tude.
La mise au point pratique de l’algorithme d’imagerie ne´cessite la prise en compte du champ
diffracte´ re´el (ou mesure´). Ce champ est donc simule´ dans un premier temps a` partir du
champ d’antenne calcule´ pre´ce´demment. L’e´tape de reconstruction offre plusieurs choix.
- La plus classique revient a` supposer que le champ incident, ge´ne´rateur du champ
diffracte´ mesure´, est plan (Fig. 3.19(b)). L’image finale est comple`tement de´grade´e.
Il paraıˆt impossible de localiser l’objet. D’un point de vue pratique, cette image peut
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comple`tement eˆtre conside´re´e comme du bruit de mesure.
- La possibilite´ de la prise en compte du champ incident dans la re´solution du proble`me
inverse conduit au meilleur re´sultat (Fig. 3.19(c)). Pour cette image, le champ incident
incorpore´ dans l’algorithme est le vrai champ d’antenne qui est a` l’origine du champ
diffracte´ utilise´. On retrouve le re´sultat provenant d’une variation des positions de
source et d’une variation de fre´quence.
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FIG. 3.19 – Reconstructions pour diffe´rents champs incidents
Cette bre`ve e´tude souligne parfaitement l’influence pre´ponde´rante du champ incident pris
en compte dans le processus d’inversion. Une erreur sur ce champ, ou une non-prise en
compte implique une nette de´gradation de l’image. Une e´tude comple´mentaire sur le type
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d’antennes a` employer ainsi que sur le champ proche rayonne´ par celles-ci permettrait de
de´gager certaines tendances conduisant a` une ame´lioration des images.
II.4 Reconstructions d’he´te´roge´ne´ite´s enfouies
Pour terminer avec les re´sultats issus de simulation, quelques images de domaines “in-
homoge`nes” (constitue´s de plusieurs objets) sont reconstruites.
En effet, dans tous les re´ultats pre´sente´s jusqu’ici, un seul objet se trouvait dans le domaine a`
reconstruire. Afin de de´montrer l’efficacite´ de l’algorithme mis en place, en ce qui concerne
la discrimination des objets pre´sents, quelques configurations particulie`res sont propose´es.
Ainsi, plusieurs objets ont e´te´ place´s dans diffe´rentes configurations re´alistes d’un point de
vue pratique (Fig. 3.20).
Dans les trois premie`res reconstructions, l’objet principal est un die´lectrique ("
r
D
= 3,

D
= 0S:m
 1) rectangulaire (45  28 cm2) enterre´ dans un sable sec ("
r
3
= 4, 
3
=
4:10
 3
S:m
 1) a` une profondeur de 30 cm. Le champ incident est du type Rayleigh-Gaussien
comme pre´ce´demment pour la meˆme bande de fre´quence [0,3;1,3] MHz. Le pas en espace
est de l’ordre de 4 cm (101 points). Les inhomoge´ne´ite´s entourant les deux objets (Fig.
3.20(c)) repre´sent des trous d’air ("
r
= 1,  = 0 S/m).
Dans chacune de ces images, il est possible de distinguer clairement les diffe´rents objets
pre´sents. Les images pre´sentant des objets se chevauchant (“overlapping”) (Figs. 3.20(b) et
3.20(c)) rendent compte de l’efficacite´ de la variation d’incidence.
La dernie`re reconstruction fut choisie pour de´core´e les cartes de vœux du LCPC pour l’anne´e
1997. Elle repre´sente la reconstruction tomographique du sigle LCPC simule´e dans la bande
de fre´quence [0,7;2] GHz pour des lettres mode´lise´es avec des cellules de 1 cm de coˆte´.
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FIG. 3.20 – Reconstructions d’objets multiples
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Apre`s avoir e´tudie´ les proprie´te´s de la me´thode d’imagerie microonde en utilisant des
donne´es synthe´tiques obtenues apre`s une phase de simulation du proble`me direct, l’efficacite´
des algorithmes reste a` prouver en reconstruisant des images d’objets enterre´s a` partir de
donne´es re´elles. Cette e´tape fournit ainsi un moyen de valider d’un point de vue pratique la
me´thode et de de´gager certaines tendances visant a` ame´liorer celle-ci.
Mais avant de passer aux re´sultats issus d’essais sur le terrain, il semble ne´cessaire, dans
un premier temps, de de´finir le domaine d’e´tude rencontre´ suivi d’une description comple`te
de la mesure (mate´riel utilise´ et configuration choisie). Les premiers re´sultats relatifs aux
champs mesure´s ou mode´lise´s sont ensuite pre´sente´s avant la reconstruction des images en
coupe tomographique de l’objet.
I Domaine d’e´tude
Le domaine d’e´tude (Fig. 4.1) se compose d’une fosse d’essai de dimension 3  3 
2;5m
3 remplie d’un mate´riau sableux. La fosse est elle-meˆme encastre´e dans un sol de
be´ton. Dans cette fosse est fixe´, a` une profondeur de 1;1m, un cube de polystyre`ne de
80 cm de coˆte´. Enfin, une barre de polystyre`ne de dimension 1 0;3 0;2m3 et de section
rectangulaire est enterre´e a` un profondeur de 30 cm. C’est ce dernier objet que nous propo-
sons de reconstruire a` l’aide de la me´thode d’inversion de´crite pre´ce´demment.
S’il est ne´cessaire de connaıˆtre de manie`re pre´cise a` la fois le champ d’antenne et le champ
diffracte´ par l’objet seul, il est tout aussi important, en vue d’une bonne reconstruction tomo-
graphique de l’objet, de connaıˆtre les caracte´ristiques die´lectriques des milieux rencontre´s.
Les proprie´te´s des sols ont e´te´ le sujet de nombreuses e´tudes expe´rimentales et the´oriques
depuis de nombreuses anne´es. Ces e´tudes ont conduit a` une augmentation des donne´es col-
lecte´es et des mode`les the´oriques mis en place. Cependant, comme on l’a vu pre´ce´demment
(e´tude de la dispersion), aucun des mode`les n’est universel. En effet, meˆme si la composi-
tion d’un e´chantillon d’un sol est connue (composants et proprie´te´s individuels de chacun
d’eux), cela ne suffit pas pour de´finir la nature die´lectrique du sol. La taille des particules, la
nature e´lectrochimiques des interfaces, la manie`re dont l’eau est distribue´e dans le sol, sont
autant de facteurs qui affectent le comportement die´lectrique du sol.
Les premiers travaux sur la caracte´risation des sols ont e´te´ effectue´ pour les basses fre´quences.
L’utilisation des microondes a` l’auscultation du sous-sol a conduit au de´veloppement de
techniques adapte´es aux hautes fre´quences. Parmi elles, on peut noter deux grandes ten-
dances. La premie`re, peu adapte´e a` l’auscultation en temps re´el, consiste a` e´tudier les ca-
racte´ristiques du sol par une mesure en mode transmission [87][38]. En plac¸ant les antennes
dans des forages, ou en remplissant un cable coaxial du mate´riau a` ausculter, on mesure de
part et d’autre du dispositif le coefficient de transmission de l’onde e´mise, directement relie´
a` la permittivite´ complexe du sol.
L’autre cate´gorie de me´thodes de mesures consistent a` e´tudier l’impe´dance d’entre´e de l’an-
tenne qui se trouve en contact ou dans le sol. Parmi les techniques existantes, certaines
travaillent dans le re´gime temporel (Time Domain Reflection method). Il s’agit alors de me-
surer le temps de retour du signal correspond a` l’e´cho de sol [42][43]. D’autres me´thodes
sont utilise´es dans le domaine fre´quentiel (Frequency Domain Reflection method). C’est
une me´thode de ce type qui nous a permis de retrouver les constantes die´lectriques du sable
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(me´thode capacitive). On calibre le coefficient de re´flexion de l’antenne dans le domaine
fre´quentiel en le comparant a` des courbes simule´es avec des caracte´ristiques du sol connues.
On proce`de ici par identification des caracte´ristiques die´lectriques du sol.
En utilisant cette dernie`re me´thode, les proprie´te´s e´lectromagne´tiques du sable ont e´te´ me-
sure´es quelques temps auparavant. Toutefois, il est utile de remarquer que les valeurs me-
sure´es ("
r
3
= 3;7; 
3
= 4;12 10
 3
S:m
 1), de´pendant de nombreux parame`tres (humidite´,
tempe´rature, etc), restent valables uniquement pour la configuration initiale pour laquelle
l’objet n’est pas encore pre´sent. La pre´sence de celui-ci modifie les proprie´te´s du sol dans
sa partie supe´rieure. En effet, lors de l’enfouissement de l’objet, le sable remue´ s’asse`che
(apport d’air) et posse`de de´sormais, dans le domaine e´tudie´, des caracte´ristiques proches de
celles d’un sable sec ("
r
3
= 2;55; 
3
= 2;21 10
 4
S:m
 1).
Dans l’e´tude expe´rimentale, deux types de sable sont donc conside´re´s: le premier sable
("
r
3
= 3;7; 
3
= 4;12 10
 3
S:m
 1) avant que l’objet ne soit enterre´ et le second ("
r
3
= 2;55;

3
= 2;21 10
 4
S:m
 1) lorsque l’objet recherche´ est pre´sent.
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FIG. 4.1 – Domaine d’e´tude
II Mate´riel de mesure
Le mate´riel utilise´ au cours des mesures comprend un analyseur de re´seau HP8510 de
type vectoriel au bout duquel se trouvent deux antennes dites “papillon” (Fig. 4.2). Ces deux
e´le´ments forment ainsi un radar synthe´tique, capable de de´tecter et de localiser des objets
enterre´s en utilisant des donne´es e´mises et mesure´es dans le domaine fre´quentiel.
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FIG. 4.2 – Syste`me de mesure (Analyseur + Antennes)
II.1 Analyseur de re´seau HP8510
L’analyseur est le coeur meˆme du radar synthe´tique. Un analyseur de re´seau de type
vectoriel permet de mesurer l’amplitude et la phase de re´seaux et de nombreux composants
tels que filtres, amplificateurs ou antennes. Pour notre e´tude, seules les mesures de transmis-
sion sont prises en compte. Ainsi, un signal incident engendre´ par une source RF controˆle´e
par le HP8510 est applique´e aux antennes et compare´ au signal transmis depuis l’entre´e du
dispositif de mesure.
L’analyseur de re´seau utilise´ par le Laboratoire Re´gional des Ponts et Chausse´es (LRPC) de
Rouen (76) comprend diffe´rents instruments tels que:
- un e´cran et un processeur (HP8510C),
- un dispositif de mesure de parame`tres S (HP8515A),
- un vobulateur synthe´tise´ (HP83631A)
ainsi que d’autres composants parmi lesquels des pe´riphe´riques tels qu’une imprimante et
une unite´ de disque, commande´s directement par la face avant de l’analyseur (Fig. 4.3). Des
cables HP semi-rigides permettant une meilleure liaison entre l’analyseur et les antennes
font aussi partie du dispositif de mesure.
Apre`s avoir de´termine´ la bande de fre´quence utilise´e pour les mesures, la source, balaye´e
de la fre´quence la plus basse vers la fre´quence la plus haute selon une rampe line´aire, e´met
le signal RF qui est divise´ en un signal incident transmis a` l’antenne d’e´mission (note´e E)
et un signal de re´fe´rence auquel sera compare´ le signal transmis. Le dispositif de mesure
achemine ensuite le signal transmis entre l’antenne de re´ception (note´e R) et l’analyseur
qui traite ce signal a` l’aide d’un microprocesseur inte´gre´. Le re´sultat de la mesure est alors
affiche´ sous le format de´sire´ (amplitude et phase, parties re´elle et imaginaire, affichages po-
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laires ou d’abaque de Smith...) et peut eˆtre envoye´ vers les pe´riphe´riques.
Le dispositif de mesure de parame`tres S assure enfin la se´lection automatique des parame`tres
S
11
, S
12
, S
21
et S
22
. Ces parame`tres S sont essentiellement utilise´s en hyper-fre´quences mi-
croondes car ils permettent une notation simple avec des donne´es exactes sur les perfor-
mances des antennes. Ils repre´sentent le rapport de deux quantite´s complexes, le premier in-
dice indiquant le port ou` provient l’e´nergie tandis que le second indique le port ou` l’e´nergie
est incidente. Notre e´tude porte uniquement sur le parame`tre S
12
.
FIG. 4.3 – Analyseur de re´seau HP8510
II.2 Antennes papillon
Si l’analyseur demeure le coeur du syste`me radar, les antennes jouent elles le roˆle d’or-
ganes sensoriels essentiels a` une bonne mesure.
En effet, le choix de l’antenne conditionne la performance du syste`me radar. Comme le
montrent les e´tudes pre´ce´dentes effectue´es a` partir de simulations, afin de reconstruire une
image satisfaisante (correspondant a` un remplissage du plan de Fourier maximal), elle doit
pre´senter a` la fois une large bande de fre´quence, une directivite´ et une adaptation avec
le sol maximales. De plus, il est pre´fe´rable d’utiliser deux antennes respectivement pour
l’e´mission et la re´ception.
Quatre grands types d’antenne sont ainsi utilise´es dans les syste`mes de radar de sol (les di-
poles re´sistifs, les antennes cornets, les antennes papillons et les antennes inde´pendantes de
la fre´quence [22][21]). L’antenne mise a` notre disposition pour les mesures est une antenne
papillon (bow-tie antenna) (Figs. 4.4 & 4.5) utilise´e avec succe`s dans de nombreux syste`mes
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radar [15][66]. Elle pre´sente une large bande passante pour un rapport d’ondes stationnaires
ROS< 2 [48]. Ses proprie´te´s correspondant a` celles des dipoˆles e´pais [86] lui permettent de
rayonner dans la bande de fre´quence [0,3;1,3] GHz.
FIG. 4.4 – Image des deux antennes papillon
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FIG. 4.5 – Description d’une antenne papillon
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III Configuration de la mesure
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FIG. 4.6 – Configuration de la mesure (vue de dessus)
Une configuration en mode re´flection de type multi-bistatique est choisie, en accord avec
les hypothe`ses prises en compte dans les algorithmes d’imagerie. Pour chaque position X
S
de l’antenne e´mettrice E, le champ diffracte´ est mesure´ par variation de position X de l’an-
tenne re´ceptrice R le long de la ligne de mesure. Celle-ci, tout comme la ligne d’e´mission,
longue de 1;85m est constitue´e de 37 points espace´s d’un pas 
i
= 5 cm qui satisfait les
crite`res impose´s par l’approche spectrale. Deux conduites en PVC guident les antennes le
long de la ligne de mesure et d’e´mission. Pour re´duire au maximum les frottements entre les
antennes et l’interface air/sol, une bande de carton suppose´ invisible pour les mesures est
pose´e sur le sol aplani. On suppose dans toute la suite une parfaite adaptation des antennes
avec le sol (coefficient de re´flexion nul) correspondant au remplissage optimal du plan spec-
tral pour cette configuration.
Cependant, pour tenter d’e´liminer au mieux les multiples interfe´rences pouvant bruiter les
mesures (duˆes au caracte`re omnidirectionnel des antennes), chacune d’elles est recouverte
d’une large e´paisseur d’absorbant. L’encombrement spatial de l’ antenne entoure´e d’absor-
bant, couple´ au crite`re spatial impose´ (
i


1
(f
max
)
2
) ne permet en aucun cas la prise en
compte de toutes les donne´es si les lignes de mesure et d’e´mission sont confondues. Par
conse´quent, et contrairement aux hypothe`ses de la me´thode de reconstruction, les points de
mesure et les points d’e´mission ne varient pas sur une seule et meˆme ligne mais sur deux
lignes paralle`les, distantes de 31 cm.
Du point de vue fre´quentiel, les mesures sont effectue´es ainsi pour 101 fre´quences com-
prises entre f
min
= 0;3 GHz et f
max
= 1;3GHz. Au total, pas moins de 300000 donne´es
sont mesure´es en l’espace de quelques jours pour cette configuration, avec le syste`me radar
de´crit pre´ce´demment.
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IV Champs expe´rimentaux
On pre´sente, dans cette partie, les re´sultats sur le champ diffracte´ mesure´ et sur le champ
d’antenne simule´. Une courte e´tude a` propos du bruit de mesure est propose´e par la suite.
IV.1 Champ incident calcule´
Comme on l’a vu pre´ce´demment, a` partir des densite´s de courant a` la surface de l’an-
tenne, il est possible de calculer le champ e´lectrique ge´ne´re´ par l’antenne sur la ligne de
mesure L
1
longue de 1;85m. Cependant, si en the´orie le champ incident doit eˆtre pris le
plus pre`s possible du centre d’excitation (y
0
= 0m), la simulation nume´rique ne permet pas
de satisfaire rigoureusement cette hypothe`se. Le champ d’antenne est donc calcule´ succes-
sivement dans l’air pour diffe´rentes hauteurs y
0
(15mm, 25mm, 50mm et 75mm) et pour
21 fre´quences espace´es de 50MHz. On repre´sente alors le module des champs obtenus pour
certaines fre´quences dans la bande de fre´quence e´tudie´e (Figs. 4.7 a` 4.10).
L’allure du champ de´pend bien e´videmment de la fre´quence ainsi que de la hauteur y
0
.
D’apre`s les mesures re´alise´es les plus proche du centre de l’antenne pour les fre´quences
les plus hautes (Fig. 4.7 (c) a` (f)), celle-ci posse`de une re´partition spatiale proche d’une
antenne directive (faisceau maximum au point central et largeur a` mi-hauteur faible devant
la ligne de mesure). Pour les plus basses fre´quences, apparaissent deux pics secondaires
de part et d’autre du point central espace´s d’une distance voisine des dimensions de l’an-
tenne (30 cm) (Fig. 4.7 (a) a` (d)). Ces pics disparaissent peu a` peu quand y
0
augmente. Des
proble`mes surviennent aussi lorsque le champ est re´tropropage´ afin d’acce´der aux valeurs
en y
0
= 0m a` partir des donne´es simule´es. Pour les basses fre´quences, les pics secondaires
ne re´apparaissent pas. Les champs obtenus par re´tropropagation se re´ve`lent donc peu satis-
faisants pour pouvoir eˆtre utilise´s par la suite. Cet aspect compromet l’emploi des champs
simule´es a` des hauteurs trop grandes. L’emploi des fre´quences les plus basses (f  0;7GHz)
est compromis en raison de la profondeur de l’objet enterre´ par rapport a` la longueur d’onde
correspondante (couplage entre l’objet et l’antenne).
Un moyen de s’affranchir de ce proble`me consiste a` calculer le champ ge´ne´re´ par l’antenne
non pas dans l’air mais dans le sol, ou, dans un premier temps, dans l’air sur une bande
de fre´quence image de la premie`re dans l’homothe´tie de rapport "
r
3
(Fig. 4.12). Cet artifice
permet ainsi de calculer de manie`re pre´cise le champ pour un nombre de fre´quences plus
important que pour une mode´lisation dans l’air. Cette hypothe`se n’est concevable que dans
le cas d’une parfaite adaptation de l’antenne avec le sol (hypothe`se prise en compte dans le
processus de reconstruction).
Enfin, une autre configuration est mode´lise´e (Fig. 4.11). Celle-ci conside`re que la mesure du
champ incident s’effectue non pas sur la meˆme ligne que l’e´mission (z = 0) mais sur une
ligne paralle`le ditue´e a` 0;15m de la premie`re, comme dans la configuration choisie.
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FIG. 4.7 – Module du champ incident simule´ dans l’air (y = 15mm) a` diffe´rentes fre´quences
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FIG. 4.8 – Module du champ incident simule´ dans l’air (y = 25mm) a` diffe´rentes fre´quences
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FIG. 4.9 – Module du champ incident simule´ dans l’air (y = 50mm) a` diffe´rentes fre´quences
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FIG. 4.10 – Module du champ incident simule´ dans l’air (y = 75mm) a` diffe´rentes
fre´quences
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FIG. 4.11 – Module du champ incident simule´ dans l’air (y = 15mm + de´calage) a`
diffe´rentes fre´quences
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FIG. 4.12 – Module du champ incident simule´ dans l’air (bande homothe´tique) a` diffe´rentes
fre´quences
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IV.2 Champs diffracte´s mesure´s
Les donne´es relatives au champ diffracte´ ont e´te´ recueillies lors d’une campagne de me-
sure effectue´e au sein du LRPC de Rouen avec le concours de Mlle O. BLONDEL, Mrs J.
CARIOU et A. GENDRON.
Toutefois, si en the´orie, le champ diffracte´ par l’objet seul est ne´cessaire a` la reconstruction
d’une image en coupe tomographique, ce parame`tre n’est, en pratique, pas mesure´ directe-
ment. Le signal provenant de l’objet seul (ou signal utile) apparaıˆt en fait noye´ dans le signal
mesure´ constitue´ par de nombreux signaux parasites (Fig. 4.13).
AIR
SOL
Signal utile (objet)
Couplage direct E/R
Signaux parasites
Signal reflechi
Bruit thermique
’ ’
E R
FIG. 4.13 – Signal mesure´
De nombreuses techniques d’extraction du signal utile existent tant dans le domaine
spatial que dans le domaine spectral. L’une des plus courantes consiste a` retrancher des
donne´es re´elles ED
re
le champ moyen mesure´ ED
moy
de´fini par:
E
D
moy
=
1
NOXI
NOXI
X
k=1
E
D
re
(X
k
) (4.1)
Cette technique, qui ne ne´cessite qu’une unique se´rie de mesure, est relativement efficace
dans le cas de signaux parasites constants (couplage direct et champ re´fle´chi) soit a` variation
rapide et ale´atoire (signaux parasites).
Un autre moyen de re´soudre ce proble`me consiste a` calibrer les mesures sur un domaine ne
contenant pas l’objet e´tudie´. Le champ recueilli, ou champ initial ED
0
, est alors retranche´ du
champ re´el ED
re
.
Pour comparer ces deux types de filtrage spatial et ve´rifier leur influence sur l’image re´sultante,
une premie`re se´rie de mesures est effectue´e en l’absence d’objet (donne´es initiales). Une se-
conde se´rie de mesures est ensuite re´alise´e en pre´sence de l’objet enterre´ (donne´es re´elles).
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L’obtention du champ diffracte´ par l’objet seul est alors possible en retranchant des donne´es
re´elles soit ED
moy
, soit ED
0
pour chaque fre´quence et pour chaque position de source.
La re´partition spatiale du module du champ mesure´ est pre´sente´e pour chaque se´rie de me-
sures, a` diffe´rentes fre´quences (Fig. 4.14 a` 4.17) et pour une position de source prise au
centre de la ligne.
Avant de traiter ces donne´es et de reconstruire les images, on peut de´ja` noter une nette
diffe´rence entre le champ diffracte´ calcule´ par moyennage (Fig. 4.16) et celui calcule´ par
calibration (Fig. 4.17). La pre´sence de l’objet enterre´ perturbe peu le module du champ
mesure´ (champ initial et champ re´el quasiment identiques). De plus, les tentatives d’identi-
fication de l’objet enterre´ (permittivite´ comprise entre 1 et 3) a` partir des champs diffracte´s
pre´sente´s s’ave`rent toutes ste´riles. Une e´tude sur la pre´cision peut apporter quelques indica-
tions sur la validite´ des mesures.
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FIG. 4.14 – Module du champ initial ED
0
a` diffe´rentes fre´quences
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FIG. 4.15 – Module du champ re´el ED
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FIG. 4.16 – Module du champ diffracte´ (ED
re
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FIG. 4.17 – Module du champ diffracte´ (ED
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) a` diffe´rentes fre´quences
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IV.3 Erreurs de mesure
Avant de proce´der au traitement des donne´es recueillies expe´rimentalement, il paraıˆt
inte´ressant de quantifier l’erreur commise lors des diffe´rentes mesures de champs.
Ainsi, pour deux positions fixes du couple (antenne e´mettrice, antenne re´ceptrice), dix se´ries
de mesure sont effectue´es (Fig. 4.18), dans un premier temps, sans toucher au montage
expe´rimental (mesures fixes), puis en replac¸ant l’ensemble re´cepteur sur sa position fixe´e
apre`s l’avoir pre´alablement de´place´ (mesures mobiles). Cette deuxie`me option consiste,
tout en gardant les meˆmes positions d’antennes, a` faire varier certains parame`tres phy-
siques (comme la position du cable, par exemple) pour mettre en e´vidence le roˆle de ces
parame`tres non pris en compte dans la me´thode d’imagerie. Enfin, deux dernie`res mesures
sont re´alise´es dans la meˆme configuration que pour le premier test pour deux diffe´rentes po-
sitions de l’antenne re´ceptrice. Cela permet ainsi de mettre en e´vidence l’effet d’un mauvais
positionnement des antennes sur les donne´es mesure´es.
E
1 3720
R
(a) (E,R) = (20,20)
E
1 3720
R
(b) (E,R) = (20,37)
FIG. 4.18 – Configurations des mesures d’erreur
Chaque se´rie de mesures est repre´sente´e en terme d’erreur par rapport aux donne´es ef-
fectivement prises en compte dans le processus de reconstruction. Une premie`re information
concerne l’erreur, exprime´e en pourcentage, entre les donne´es effectives et les donne´es me-
sure´es pour chaque se´rie (partie re´elle et partie imaginaire). Il apparaıˆt clairement que pour
les deux premiers tests, l’erreur doit varier tre`s peu ou de fac¸on non visible lors de mesures
fixes ou conse´cutives (Figs. 4.19 (a) et 4.21 (a)) alors qu’elle varie, de manie`re ale´atoire,
lorsqu’on de´place puis replace l’antenne re´ceptrice (Figs. 4.19 (b) et 4.21 (b)). Si l’on com-
pare les deux tests, on remarque que le fait d’e´loigner les deux antennes (Fig. 4.21) de´te´riore
la mesure a` la fois en partie re´elle et imaginaire surtout dans le cas de mesures mobiles ou`
l’erreur atteint 12% (Fig. 4.21 (b)).
Si l’on pre´sente les erreurs en comparant la n-ie`me mesure complexe ED
n
= R
j
n
n
avec la
donne´e effective correspondante ED
re
= R
re
e
j
re
, on obtient un nuage de points dans le plan
complexe (Figs. 4.19 et 4.20 de (c) a` (f)). Chaque point a ainsi pour module le quotient Rn
R
re
et pour phase le nombre ej(n re) Le point d’affixe 1 correspond donc a` une erreur relative
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nulle.
On confirme alors les aspects entrevus pre´ce´demment. En effet, si pour les mesures en
configuration proche, le nuage de points reste compact et pre`s du point d’affixe 1, pour la
configuration e´loigne´e, certains fichiers pre´sentent un nuage e´clate´ ou` l’on retrouve des er-
reurs a` la fois sur le module et la phase du champ mesure´. Cette diffe´rence peut s’expliquer
par l’existence d’objets parasites dans cette configuration (dalles de be´ton, ferrailles) ab-
sents invisibles de la premie`re configuration (antennes e´loigne´es de ces objets). Cependant,
l’e´loignement des antennes couple´ a` leur directivite´ influe aussi sur les mesures. Comme on
a pu de´ja le constater, les valeurs mesure´es en des points e´loigne´s de l’antenne e´mettrice
peuvent eˆtre conside´re´es comme ne´gligeables en comparaison de celles mesure´es pre`s de
l’e´mission (cf. re´partition spatiale du champ d’antenne IV.1). Les erreurs trouve´es dans ce
cas correspondent en fait a` un faible rapport signal/bruit.
On peut aussi remarquer l’efficacite´ du cablage utilise´ dans le syste`me radar. En effet, le
roˆle ne´faste des cables, introduisant principalement une erreur sur la phase, n’est pas vi-
sible dans cette e´tude. Pour la premie`re configuration, ou` la position des cables est la moins
controˆlable, l’erreur mesure´e est de l’ordre de l’erreur machine inhe´rente au syste`me de
mesure ( 3%)).
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FIG. 4.19 – Erreurs sur les mesures (E,R)=(20,20)
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FIG. 4.20 – Erreurs sur les mesures (E,R)=(20,37)
Quant aux dernie`res se´ries de mesures effectue´es pour deux e´le´vations particulie`res de
l’antenne re´ceptrice (e´le´vation d’une hauteur h d’un seul coˆte´ de l’antenne puis e´le´vation
d’une hauteur h de toute l’antenne), l’erreur sur la partie re´elle demeure faible (de 3% a`
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6%), tandis qu’elle n’est plus ne´gligeable pour la partie imaginaire (15% pour la premie`re
se´rie de mesures et supe´rieure a` 30% pour la seconde).
Cette diffe´rence se retrouve dans la repre´sentation complexe ou` l’on aperc¸oit la de´gradation
progressive de la pre´cision des mesures. On note une erreur importante sur la phase pour de
nombreux points de mesure dans la deuxie`me figure. Cette courte e´tude prouve bien qu’il
est ne´cessaire d’avoir une distance constante entre le plan de l’antenne et l’interface air/
sol tout au long des diffe´rentes mesure pour satisfaire au mieux l’hypothe`se d’une ligne de
mesure paralle`le et a` hauteur constante par rapport au sol. Un controˆle strict de la position
des deux antennes permet ainsi d’obtenir des donne´es respectant les crite`res exige´s par la
me´thode de reconstruction.
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FIG. 4.21 – Erreurs II sur les mesures (E,R)=(20,20)
En conclusion de cette e´tude d’erreurs, on peut se re´jouir de la certaine fiabilite´ du
syste`me de mesure utilise´ (radar + antennes) pour la configuration choisie (erreurs faibles).
Tous les parame`tres externes au proble`me (objets parasites, humidite´, tempe´rature, profil du
sol...) jouent apparemment un roˆle minime dans notre e´tude, ce qui n’est, en ge´ne´ral, pas
le cas. On peut donc espe´rer obtenir des re´sultats satisfaisants apre`s traitement de toutes
les donne´es de´pouille´es. Cependant, il ne faut pas oublier que dans la re´alite´ les parame`tres
externes rencontre´s sont la cause de bruits de mesure qui faussent conside´rablement les
re´sultats s’ils ne sont pas traite´s au pre´alable.
V Images reconstruites
Apre`s la collecte (nume´rique et expe´rimentale) des diffe´rents parame`tres, des images des
diffe´rentes configurations sont reconstruites en utilisant la me´thode d’imagerie qualitative.
Ainsi, de nombreuses reconstructions ont e´te´ effectue´es a` partir des donne´es initiales (sans
objet), des donne´es re´elles (avec objet) et a` partir du champ diffracte´ par l’objet (moyenne´
ou calibre´) pour les diffe´rents champs incidents pre´sente´s pre´ce´demment.
De premiers re´sultats confirment les pre´ce´dents aspects concernant la mode´lisation du champ
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incident. Si la pre´cision des calculs ne peut eˆtre remise en cause, il apparaıˆt une certaine
de´gradation des re´sultats lors de l’utilisation des basses fre´quences. De plus, l’emploi de
champs mode´lise´s trop loin du centre de l’antenne perturbe le syste`me d’imagerie. Enfin, le
champ simule´ sur une ligne paralle`le a` la ligne d’e´mission n’offre que peu de possibilite´s de
reconstruction. Seul le champ incident calcule´ en y
0
= 15mm, pour des fre´quences com-
prises entre 800MHz et 1;3GHz, ainsi que celui mode´lise´ sur la bande homothe´tique, pour
des fre´quences comprises entre 500MHz et 1;3GHz, conduisent a` une image conforme a` la
re´alite´.
V.1 Images du domaine d’e´tude (sans l’objet)
Les images pre´sente´es ici (Fig. 4.22) correspondent au cas initial pour lequel l’objet
n’est pas encore enterre´. On discerne nettement la face supe´rieure du cube en polystyre`ne
(trait continu) reconstruite dans les deux configurations a` la fois en hauteur (1;1m) et en
longueur (80 cm). On peut aussi apercevoir sur quelques centime`tres en hauteur, a` un niveau
plus e´leve´, une bande correspondant a` l’e´nergie re´active des antennes, ou couplage direct,
bruite´e par le champ re´fle´chi par l’interface air/sol.
AIR
0
x(m)
y(m)
-0.1-0.2-0.3-0.4 0.1 0.2 0.3 0.4
1.2
0.6
0.3
0.9
(a) Air
AIR
0
x(m)
y(m)
-0.1-0.2-0.3-0.4 0.1 0.2 0.3 0.4
1.2
0.6
0.3
0.9
(b) Air (bande homothe´tique)
FIG. 4.22 – Images intiales (sans objet)
V.2 Images reconstruites a` partir du champ re´el
L’objet (trait continu) est de´sormais pre´sent dans la fosse d’essai. On observe ne´anmoins
une diffe´rence entre les deux images presente´es (Fig. 4.23). Si pour la premie`re confi-
guration, l’objet est reconstruit avec une profondeur, des dimensions et une forme peu
diffe´erentes de la re´alite´, son image dans la deuxie`me repre´sentation diffe`re de l’image
re´elle. On note dans cette image, une erreur a` la fois sur la profondeur d’enfouissement de
l’objet, sur ces dimensions et sur sa forme. Cette remarque conduit de´sormais a` ne prendre
en compte dans le processus de reconstruction que les donne´es relatives au champ incident
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simule´ dans l’air a` une hauteur y
0
= 15mm.
On peut cependant remarquer le faible niveau de bruit pre´sent dans les images. Toute-
fois, afin d’ame´liorer les reconstructions et de comparer celles-ci avec des reconstructions
synthe´tiques, on peut repre´senter l’objet a` partir du champ diffracte´ par celui-ci, en em-
ployant les deux techniques pre´ce´demment de´crites.
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FIG. 4.23 – Images re´elles (avec objet)
V.3 Images reconstruites a` partir du champ diffracte´
Les images re´elles sont donc rehausse´es en leur retranchant le champ moyenne´ ou le
champ calibre´ (Fig. 4.24). L’ame´lioration apporte´ en calibrant les mesures apparaıˆt supe´rieure
a` celle obtenue par moyennage. Dans la dernier cas (Fig. 4.24 (a)), le bruit est encore pre´sent.
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FIG. 4.24 – Images filtre´es
VI Comparaisons des diffe´rentes reconstructions
Pour conclure cette e´tude expe´rimentale, l’image de l’objet obtenue apre`s calibration est
compare´e a` l’image donne´ par la simulation (champ incident et champ diffracte´) pour la
meˆme configuration (ligne de mesure, nombre de points en espace et fre´quence...). L’ob-
jet diffractant ("
r
D
= 1; 
D
= 0S:m
 1) de dimension 30  18 cm2 est enterre´ a` une
profondeur de 30 c dans un sol semblable a` celui e´tudie´ expe´rimentalement ("
r
3
= 2;55;

3
= 2;21 10
 4
S:m
 1). L’image reconstruite, quoique moins bruite´e, diffe`re peu de l’image
expe´rimentale. Dans les deux images, la face supe´rieure de l’objet est mieux de´finie que la
face infe´rieure. La reconstruction expe´rimentale pre´sente cependant un manque de pre´cision
sur la profondeur de l’objet et sur sa face infe´rieure. Ce proble`me peut eˆtre partiellement
re´solu en mode´lisant le champ d’antenne a` une plus petite hauteur et en prenant en compte
la terre par exemple. Ces premiers re´sultats expe´rimentaux obtenus sont ne´anmoins assez
satisfaisants du point de vue de la reconstruction de l’objet en utilisant le champ d’antenne
pour un montage multi-bistatique.
En effet, on peut comparer cette image avec une image obtenue en conside´rant le champ
incident comme plan (Fig. 4.25 (c)). L’image re´sultante confirme la pre´sence de l’objet
dans une zone moins bien de´finie que celle re´ve´le´e par la reconstruction expe´rimentale avec
le champ incident simule´. On ne trouve pas d’indication concernant la profondeur, les di-
mensions et la forme de l’objet. Ces diffe´rences entre ces deux reconstructions confirment
l’ame´lioration apporte´e par la variation de positions de source (mesure multi-bistatique).
De plus, en remplac¸ant dans le processus de reconstruction le champ d’antenne mode´lise´ par
un champ incident de re´partition spatiale quelconque, l’image obtenue a` partir des donne´es
mesure´es devient totalement inexploitable (Fig. 4.25 (d)): l’objet n’est alors plus visible.
Pour obtenir une bonne image, la prise en compte du champ d’antenne implique donc une
bonne mode´lisation de ce champ. Une e´tude pre´alable sur le type d’antenne a` utiliser peut
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s’ave´rer utile en vue d’une ame´lioration des re´sultats expe´rimentaux (antenne plus directive,
large-bande, mieux adapte´e au sol...).
Quant au choix de la technique de se´paration du champ diffracte´ par l’objet, si la calibration
apporte la meilleure ame´lioration, le moyennage reste la technique la plus rapide (une seule
se´rie de mesures contre deux pour la calibration) et donc la plus utilise´e. De plus, la me´thode
de calibration se heurte dans la re´alite´ au caracte`re inhomoge`ne des sols rencontre´s.
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FIG. 4.25 – Comparaison des diffe´rents re´sultats
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Conclusion
La me´thode d’imagerie pre´sente´e dans la premie`re partie du me´moire est base´e essen-
tiellement sur l’utilisation intensive de transforme´es de Fourier rapides (de type FFT). Ces
techniques nume´riques permettent de reconstruire rapidement des images qualitatives d’ob-
jets enterre´s au moyen de cartes de courants induits. Le temps d’exe´cution du processus
de reconstruction ainsi que le faible volume de donne´es a` inverser (champ diffracte´ me-
sure´ sur une ligne) confe`rent a` la me´thode une certaine portabilite´ pouvant conduire a` une
imple´mentation des algorithmes sur des ordinateurs de type PC en vue d’une imagerie en
temps quasi-re´el.
Apre`s quelques test nume´riques qui ont permis d’e´tudier de manie`re exhaustive certains
parame`tres, la me´thode d’imagerie a e´te´ valide´e d’un point de vue pratique, lors d’une cam-
pagne de mesure en site expe´rimental (LRPC de Rouen). Conc¸u pour une acquisition des
donne´es en mode re´flexion de type multibistatique (e´metteurs et re´cepteurs mobiles les uns
par rapport aux autres), le syste`me d’imagerie a souffert principalement de l’aspect rudi-
mentaire de la configuration utilise´e pour les mesures, couple´ a` la ne´cessite´ d’e´chantillonner
les champs avec un pas spatial contraignant. Ne disposant pas encore d’un dispositif de
mesure de type multicapteurs (a` l’aide d’un re´seau d’antennes) ni d’un syste`me assiste´ par
ordinateur [88], toutes les mesures ont e´te´ effectue´es a` partir d’un de´placement manuel de la
source et du re´cepteur. Pour e´viter des proble`mes d’encombrement spatial, les deux antennes
ont e´te´ dispose´es se´pare´ment sur deux lignes paralle`les. Ainsi, malgre´ le temps de mesure
important ge´ne´re´ par ce syste`me, des images d’objet enterre´ ont pu eˆtre reconstruites a` partir
de donne´es re´elles. Les diffe´rents re´sultats ont confirme´ entre autres l’influence primordiale
du champ incident sur la qualite´ de l’image. Mise a` jour, dans un premier temps, a` partir
de simulations, la prise en compte du champ rayonne´ par l’antenne ame´liore nettement les
re´sultats obtenus sans l’introduction de ce parame`tre au sein du processus de reconstruction.
Cette caracte´ristique principale de la nouvelle me´thode doit eˆtre relie´e directement aux deux
autres parame`tres fondamentaux (la fre´quence d’illumination et le nombre de positions de
la source). La recherche actuelle s’articule de´sormais autour de l’optimisation des antennes
utilise´es pour l’imagerie microonde (dimensions, lobe de rayonnement, rapport d’ondes sta-
tionnaires) en e´tudiant et en construisant des antennes large bande (voire ultra large bande)
et tre`s directives.
Parmi les autres parame`tres qui influent sur le rendement de la me´thode, on peut retenir les
caracte´ristiques du sol. Une bonne connaissance de ces parame`tres, et en particulier de la
loi de dispersion, garantie un re´sultat satisfaisant. Il reste cependant a` e´tendre cette me´thode
a` tous les milieux a` pertes (selue une partie des pertes est prise en compte dans la me´thode
actuelle).
En vue d’une utilisation industrielle, il faudrait e´tendre au cas 2D-TE et surtout au cas 3D,
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cette me´thode explicite´e dans le cas 2D-TM. D’apre`s les re´sultats obtenus en utilisant un for-
malisme de type onde plane [18][55], un gain en re´solution est espe´re´ dans l’e´tude du cas 3D
pour une onde incidente de de´pendance spatio-temporelle quelconque. En effet, le proble`me
de la re´solution spatiale, limite´e ici au crite`re physique de Rayleigh ( 1
2
) demeure le prin-
cipal de´faut de ce type d’imagerie. Viennent s’ajouter des proble`me d’ordre ge´ome´trique
(longueur finie de la ligne de mesure, objet non infini...) qui affectent aussi la re´solution
finale. Il est ne´anmoins possible d’ame´liorer conside´rablement la re´solution en appliquant
un algorithme conc¸u pour une imagerie quantitative (super re´solution) re´solue de manie`re
ite´rative. De plus, les re´sultats qualitatifs obtenus suffisent pour conside´rer la me´thode spec-
trale comme une estime´e initiale ge´ome´trique de la me´thode quantitative. Toutes les pro-
prie´te´s rencontre´es lors de l’e´tude qualitative permettent en effet de de´gager un domaine
restreint contenant l’objet. Ce parame`tre s’ave`rera non ne´gligeable lorsque l’on cherchera a`
connaıˆtre de manie`re pre´cise la constitution de l’objet enterre´.
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Deuxie`me partie
IMAGERIE QUANTITATIVE
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Introduction
La ge´ome´trie du proble`me ainsi que les hypothe`ses sur les champs de´finies dans le cha-
pitre 1 demeurent inchange´es. Les e´quations inte´grales de´finissant le proble`me direct sont
de´sormais exprime´es en fonction du contraste de permittivite´ complexe normalise´ C de´fini
par
C(
~
X;!) = "

r
D
  "

r
3
= ("
r
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r
3
) + j(

D
  
3
!"
0
)
On obtient alors les deux expressions fondamentales:
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avec les meˆmes notations de´finies dans la partie pre´ce´dente.
La re´solution du proble`me direct reste semblable a` celle effectue´e pour l’approche qualita-
tive (Me´thode des Moments avec collocation de type Point/segment).
Le proble`me de diffraction inverse consiste de´sormais a` retrouver la permittivite´ complexe
de l’objet a` partir de la mesure du champ diffracte´ sur L
1
. On cherche donc, dans un premier
temps, a` e´tablir une relation entre le contraste C et le champ e´lectrique gED
z
. Contrairement
au cas de l’imagerie qualitative, ou` la relation spectrale e´tait line´aire, le proble`me inverse
de´fini ici apparaıˆt comme non line´aire par rapport au parame`tre C.
Les premie`res me´thodes d’imagerie quantitative ont cependant contourne´ ce proble`me en
e´tudiant des objets avec des hypothe`ses particulie`res (approximation de Born, de Rytov,
haute fre´quence...[45][35]) conduisant a` la line´arisation des solutions du proble`me inverse
[8]. Parmi les techniques le plus souvent utilise´es pour re´soudre le proble`me line´arise´, on
distingue les me´thodes de re´tropropagation des ondes e´lectromagne´tiques (techniques d’in-
version essentiellement base´es sur l’emploi de transforme´es de Fourier [26][54]) ainsi que
les techniques de re´solution de syste`mes line´aires [41][1].
Les approximations employe´es initialement ne peuvent eˆtre ge´ne´ralise´es a` tous les types
d’objets recherche´s. La non line´arite´ du proble`me, couple´ au besoin de re´soudre diffe´rents
proble`mes sans hypothe`se restrictive a conduit au de´veloppement de nouvelles me´thodes
ite´ratives d’imagerie quantitative. Deux grandes classes sont principalement utilise´es [57]:
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les me´thodes ite´ratives de type gradient conjugue´ (GC) [54][65][39][32] et de type Newton-
Kantorovich (NK) [6][32][60][92][50][34][17][59][7]. Ces deux classes de me´thodes per-
mettent de re´soudre de manie`re ite´rative le proble`me inverse en minimisant une fonction-
nelle adapte´e au proble`me traite´, ge´ne´ralement de´finie par l’e´cart quadratique moyen entre
les valeurs mesure´es et celles calcule´es nume´riquement. Parmi ces me´thodes, on peut ci-
ter la me´thode du gradient modifie´ [52][6][7] qui permet de re´soudre simultane´ment les
proble`mes direct et inverse.
La principale diffe´rence entre les me´thodes GC et NK provient de la technique utilise´e
pour minimiser la fonctionnelle. Elle conserve le caracte`re non line´aire de la fonctionnelle
pour les me´thodes GC tandis qu’elle line´arise localement celle-ci dans les me´thodes NK
(d’ou` le nom de me´thodes ite´ratives de type Born). D’autres me´thodes explicite´es dans
l’espace libre profitent de l’approche multivue (sources et capteurs tout entourant l’objet)
[51] et multifre´quentielle [36] pour donner de l’objet une image super-re´solution. Enfin, des
me´thodes de type probabiliste ont re´cemment e´te´ de´veloppe´es [32][34][13]. Ces techniques
ite´ratives de re´solution, pour lesquelles aucune direction de recherche n’est privile´gie´e a`
chaque ite´ration (optimisation globale), conduisent a` d’excellents re´sultats mais restent tre`s
couˆteuses en temps de calcul.
Cette partie propose d’adapter ce type de me´thode au cas de la reconstruction d’objets en-
fouis dans des sols a` pertes. On s’inte´resse en particulier a` l’extension multifre´quentielle
d’un algorithme d’imagerie de type GC [60], au cas des objets enterre´s illumine´s par un
champ incident de de´pendance spatio-temporelle arbitraire.
Dans un second temps, une re´gularisation est propose´e afin d’ame´liorer les re´sultats obtenus
pre´ce´demment. On se propose alors d’appliquer une technique de pre´servation des discon-
tinuite´s [16] applique´e re´cemment avec succe`s dans le domaine de l’imagerie d’objets dans
l’espace libre [62][61].
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En utilisant les meˆmes notations que celles de´finies dans le chapitre 1 (III.2 et III.3), on
peut connaˆitre le champ total a` l’inte´rieur de l’objet:
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Puis le champ diffracte´ a` l’exte´rieur de l’objet est calcule´ sur la ligne de mesure L
1
dans le
milieu D
1
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Ces deux e´quations vont permettre de de´finir la relation fondamentale du proble`me d’ima-
gerie quantitative. Par souci de simplicite´, la notation matricielle est employe´e. Le proble`me
est alors re´solu en utilisant une me´thode ite´rative de type gradient conjugue´. Une variante a`
ce premier algorithme est aussi propose´, avant d’e´tudier quelques exemples de reconstruc-
tions simule´es d’objets enterre´s.
I Relations matricielles
Soient









N le nombre de points de discre´tisation de D
D
;
NOXI le nombre de points de mesure sur L
1
;
NXS le nombre de points source sur L
1
;
NTF le nombre de fre´quences utilise´es
On de´finit, pour chaque fre´quence et pour chaque position de source, les vecteurs suivants:
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- Dimension des matrices associe´es aux diffe´rents champs a` une fre´quence:
E
I
, matrice champ incident de dimension N NXS
E, matrice champ total de dimension N NXS
E
D
, matrice champ diffracte´ de dimension NOXINXS
- Dimension des matrices de Green a` une fre´quence:
G
O
= fG
m;n
g
m=1::N
n=1::N
,
matrice de Green inte´grale Objet-Objet de dimension N N
G
R
= fG
m
n
g
n=1;N
m=1::NOXI
,
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matrice de Green inte´grale Objet-Recepteur de dimension NOXIN
- Expression et dimension de la matrice associe´e au contraste:
C telle que
8
<
:
C
m;m
= c
m
; m = 1::N
C
m;n
= 0; m = 1::N;n = 1::N;m 6= n
matrice de contraste de dimension N
———————————
Nume´riquement, chaque matrice est range´e ligne par ligne. Par exemple, le vecteur c est
construit en faisant varier les points de D
D
suivant x
m
en fixant y
m
. De meˆme, EI est
constitue´e de NXS colonnes de N coefficients complexes. La matrice EI sera range´e en
fixant le nume´ro de ligne et en variant le nume´ro de colonne.
Par souci de simplicite´, on notera de la meˆme manie`re les matrices pour les diffe´rentes
fre´quences. Les matrices sont en fait conside´re´es comme des listes de matrices construites a`
fre´quence fixe´e. Le nombre de fre´quences de´termine la longueur de la liste.
II Formulation du proble`me inverse
En utilisant les notations pre´ce´dentes, on peut re´e´crire les e´quations (5.1) et (5.2) sous
forme matricielle pour chaque fre´quence angulaire ! = 2f . On obtient le syste`me:
8
<
:
E
I
= (I G
O
C)E
E
D
= G
R
CE
(5.3)
ou` I repre´sente la matrice identite´ de dimension N N .
En supposant la matrice I GOC suffisamment re´gulie`re, on trouve alors l’e´quation matri-
cielle non-line´aire suivante:
E
D
= G
R
C(I G
O
C)
 1
E
I
;8! (5.4)
Les caracte´ristiques e´lectromagne´tiques " et  des domaines sont prises inde´pendantes de
la fre´quence. Cependant, la partie imaginaire des e´le´ments de la matrice de contraste C
contient des termes fre´quentiels (en 1
!"
0
). On de´finit alors la variable C de´pendante de la
fre´quence, en fonction de la variable caracte´ristique  = (";) inde´pendante de la fre´quence
(C = C()).
Notre proble`me s’e´crit de´sormais en fonction de la variable caracte´ristique:
E
D
= G
R
C()(I G
O
C())
 1
E
I
;8! (5.5)
La re´solution de (5.5) non line´aire en  permet ainsi de reconstruire la permittivite´ et la
conductivite´ du ou des objets et donc le contraste dans le domaine de´signe´ par D
D
, a` partir
de la donne´e du champ diffracte´ connu sur la ligne de mesure L
1
deD
1
et du champ incident
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connu a` l’inte´rieur de l’objet. Les donne´es du milieuD
3
sont elles aussi suppose´es connues.
La re´solution du proble`me direct couple´ (inversion de la matrice I GOC()) est effectue´e
en utilisant une me´thode directe de type Gauss-Jordan.
Pour trouver , on re´sout (5.5) de manie`re ite´rative en utilisant une technique de minimisa-
tion de fonctionnelle a` l’aide d’un algorithme de descente de type gradient conjugue´ [56].
III Me´thode ite´rative de type gradient conjugue´ GC
Le proble`me repre´sente´ par l’e´quation (5.5) est rede´fini par e´quivalence en un proble`me
de minimisation de fonctionnelle. Chercher  qui satisfait (5.5) revient a` chercher  mini-
misant le crite`re J , ou fonctionnelle couˆt, de´fini par:
J() =
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X
F=1
NXS
S=1
k
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(5.6)
avec le re´sidu 1 
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S
.
Le terme k:k
L
1
de´signe la norme associe´e au produit hermitien (:;:)
L
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ou` v( ~X) repre´sente le complexe conjugue´ de v( ~X).
Pour minimiser la fonctionnelle J , les me´thodes de descente sont construites en choisissant
a` l’ite´ration k + 1 une direction de descente k le long de laquelle e´volue k, et un re´el k
appele´ facteur d’e´chelle optimal pour la minimisation de J dans la direction k tels que:

k+1
= 
k
+ 
k

k (5.8)
ou` k repre´sente la variable caracte´ristique a` l’ite´ration k.
Les nombreuses me´thodes de descente de´pendent du choix des parame`tres de descente k.
Pour notre proble`me, une me´thode de gradient conjugue´ de type Polak-Ribie`re est utilise´e
[14].
Quant au parame`tre k, il est recalcule´ a` chaque nouvelle ite´ration afin de rendre minimum
le nouveau crite`re.
III.1 Calcul de la direction de descente
On cherche alors k dans le plan forme´ par les deux directions orthogonales k 1 et gk,
ou` gk repre´sente le gradient de la fonctionnelle J . On a ainsi:

k
= g
k
+ 
k

k 1 (5.9)
1.  repre´sente l’e´cart entre le champ diffracte´ mesure´ et le champ diffracte´ calcule´
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avec le re´el k de´fini par:
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Le terme j:j
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Afin de de´finir comple`tement la direction de descente, il faut donc dans un premier temps
calculer le gradient gk = rJ(k).
En utilisant la formule de Taylor a` l’ordre 1 de la fonctionnelle a` l’ite´ration k + 1, on peut
e´crire
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Or, on montre que (D.10):
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avec Ak = [I GOC(k)] 1 et la matrice complexe Dk = k
"
r
+
j
!"
0

k

.
On peut noter que Dk est une matrice diagonale de dimension N N , AkeI est un vecteur
de dimension N . On peut donc les commuter en changeant Dk en vecteur dk contenant la
diagonale de Dk et AkeI en matrice diagonale Diag(AkeI).
En comparant (5.12) et (5.13), il vient donc:
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En de´veloppant l’expression (5.14) suivant "
r
et , on obtient finalement:
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La direction de descente k est alors calcule´e a` chaque ite´ration en injectant la valeur de gk
dans l’e´quation (5.9) avec k donne´ par l’e´quation (5.10).
III.2 Calcul du facteur d’e´chelle optimal associe´
Apre`s avoir de´fini la direction de descente k, il reste a` lui associer un poids k pour
permettre le calcul des estime´es successives de . Pour cela, k est choisi comme minimum
local de J a` l’ite´ration k + 1.
Soit a` re´soudre:
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En de´rivant l’e´quation (5.13), on de´finit le facteur d’e´chelle k par:
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Tous les diffe´rents parame`tres sont a` pre´sent de´finis. Il reste donc a` e´tudier quelques
exemples te´moignant de l’efficacite´ de cette me´thode assez intuitive. Or, de`s les premiers
re´sultats, un constat s’impose: cette technique d’inversion ne semble pas adapte´e aux cas
traite´s. En effet, si l’on cherche a` reconstruire l’image d’un die´lectrique pur ("
r
D
= 3) enfoui
dans un sable sec sans pertes ("
r
3
= 2;55) a` une profondeur de 30 cm, l’image re´sultante
de permet pas de retrouver l’objet. Les valeurs du parame`tre  calcule´es ne re´duisent pas
l’erreur sur le champ diffracte´, premier crite`re de convergence de l’algorithme mis en place
(Fig. 5.1 courbe ERR-ED). Apre`s 500 ite´rations, on conserve une erreur proche de 50%. De
meˆme, la permittivite´ calcule´e diffe`re comple`tement de la permittivite´ re´elle de l’objet (Fig.
5.1 courbe ERR-EPS).
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FIG. 5.1 – Convergence de la me´thode GC
Le manque d’efficacite´ de cette premie`re me´thode peut eˆtre explique´ en utilisant l’ap-
proche physique du proble`me. Les deux parame`tres fondamentaux (la permittivite´ relative
et la conductivite´) sont ici conside´re´s de manie`re comple`tement similaire: les deux gradients
respectifs sont couple´s pour calculer la direction de descente ge´ne´rale de l’algorithme. Or,
dans l’exemple traite´, on obtient une direction suivant "
r
de l’ordre de 10 2 tandis que celle
suivant  est proche de 10 1. En couplant les deux directions inde´pendantes, on ne´glige l’in-
formation sur la permittivite´ au profit de celle concernant la conductivite´. De plus, hormis
les mate´riaux me´talliques (  107 S:m 1), la part de la permittivite´ est pre´ponde´rante. Il
paraıˆt ne´cessaire de de´coupler l’e´tude du gradient et donc de traiter ces deux variables de
fac¸on inde´pendante en de´finissant une nouvelle me´thode de minimisation.
IV Me´thode ite´rative de type bigradient conjugue´ BiGC
Dans un premier temps, on se´pare la variable caracte´ristique  en deux parame`tres " et .
On applique alors sur chacune des deux variables, une me´thode de type gradient conjugue´.
On cherche ainsi a` minimiser la fonctionnelle J de´pendant des deux nouveaux parame`tres:
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(5.20)
Afin de minimiser ce crite`re, on calcule a` chaque ite´ration de l’algorithme deux directions
de descente 
"
r
et 

le long desquelles e´voluent respectivement "
r
et , ainsi que deux
facteurs d’e´chelle respectifs 
"
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
tels que:
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(5.21)
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IV.1 Calcul des directions de descente
On proce`de de la meˆme fac¸on que pour la me´thode du gradient conjugue´. Ici, cependant,
on cherche directement les deux directions en de´couplant le syste`me obtenu pre´ce´demment:
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avec les re´els 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En utilisant la formule de Taylor a` l’ordre 1 de la fonctionnelle a` l’ite´ration k + 1, on
peut e´crire
J("
r
k+1
;
k+1
) = J("
k
r
;
k
)
+ 
k
"
r
< r
"
J("
r
k
;
k
);
k
"
r
>
D
D
+ 
k

< r

J("
r
k
;
k
);
k

>
D
D
(5.24)
Or, on montre (E.16):
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avec la matrice complexeMk = GRAktDiag(AkeI) de dimension NOXIN .
Le terme j:j
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En identifiant (5.24) avec (5.25), il vient:
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Les deux directions de descente k
"
r
et k

sont alors calcule´es a` chaque ite´ration en injectant
dans chaque e´quation de (5.22) la valeur respective du gradient calcule´e ici avec k
"
r
et k

donne´s par (5.23).
IV.2 Calcul des facteurs d’e´chelle optimaux associe´s
Le calcul des poids associe´s a` chaque direction de descente consiste toujours a` minimiser
le crite`re a` l’ite´ration k + 1. Ainsi, on cherche a` trouver les re´els k
"
r
et k

qui doivent
satisfaire:
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En de´rivant l’e´quation (5.25), on arrive au syste`me de´finissant les deux facteurs:
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Reprenons l’exemple pre´ce´dent pour rendre compte de l’ame´lioration apporte´e par le
de´couplage du gradient propose´e ici. On e´tudie l’e´volution de l’erreur sur le champ diffracte´
calcule´ ainsi que l’erreur sur le calcul de la permittivite´ (Fig. 5.2).
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FIG. 5.2 – Convergence de la me´thode BiGC
En comparant les courbes de convergence obtenues avec les deux me´thodes pre´sente´es,
on peut noter que l’erreur sur le calcul du champ diffracte´ de´croıˆt plus vite pour la nouvelle
me´thode. En ce qui concerne l’erreur sur le calcul de la permittivite´, l’utilisation du bigra-
dient permet d’obtenir le meilleur re´sultat avec une erreur le´ge´rement supe´rieure a` 20% a`
partir de 50 ite´rations. L’ame´lioration apporte´e par l’utilisation du bigradient est clairement
de´montre´e. Ceci s’explique par la diffe´rence des deux termes recherche´s. En effet, " et  ne
varient pas dans les meˆmes espaces. Il faut donc les e´tudier se´pare´ment.
Pour la suite du me´moire, on pre´fe`re donc utiliser la me´thode de bigradient conjugue´ qui
paraıˆt mieux adapte´e a` notre configuration que la me´thode de gradient simple. On pour-
rait tout aussi bien de´coupler les deux parame`tres 
"
r
et 

. Mais cette me´thode ne permet
pas d’obtenir des re´sultats satisfaisants. Ceci peut eˆtre explique´ en conside´rant la de´finition
meˆme des coefficients de ponde´ration . En effet, ces coefficients sont calcule´s afin de mi-
nimiser la fonctionnelle a` l’e´tape k + 1. Or, d’un point de vue nume´rique, il est pre´fe´rable
de minimiser la fonctionnelle globalement plutoˆt que de fixer l’un ou l’autre des parame`tres
pour obtenir le coefficient correspondant. La seconde me´thode de minimisation entraıˆne des
de´gradations sur l’image re´sultante.
Il reste de´sormais a` e´tudier, au travers de simulations, les diffe´rents parame`tres de la me´thode
BiGC qui assurent la convergence des re´sultats.
V Re´sultats des simulations
Cette partie propose a` travers diffe´rentes simulations de rendre compte de l’apport pri-
mordial du parame`tre fre´quence (cas 1D et 2D). L’e´tude nume´rique est comple´te´e par des
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reconstructions d’objets enterre´s simule´es pour diffe´rentes configurations (nombre de points
de mesure, nombre de positions de la source...).
V.1 ´Etude de l’apport du multifre´quence a` partir du cas 1D
Comme pour l’e´tude du processus d’imagerie qualitative, prenons le cas monodimen-
sionnel d’une plaque infinie suivant x, d’e´paisseur L et de caracte´ristique k
D
plonge´e dans
l’air et illumine´e a` une fre´quence ! par une onde plane d’incidence normale, d’amplitude
unite´ (Fig. 3.10 dans II.1).
On rappelle l’expression du champ e´lectrique dans les trois domaines pre´sents (n est le
rapport kD
k
0
):
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La fonctionnelle J simplifie´e devient alors (1 seul point source, 1 seul point de mesure):
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Du fait de la non line´arite´ du proble`me, la fonctionnelle s’annule pour n(!) = n mais pas
uniquement pour cette valeur.
Si on repre´sente la fonctionnelle a` une fre´quence donne´e (f
M
= 2 GHz) simule´e pour un
contraste fixe (n = 1;5) en fonction du parame`tre n(!), on observe plusieurs minima de la
solution pour des valeurs de n(!) supe´rieurs ou infe´rieurs a` n (Fig. 5.3(a) avec L = 0;1m).
Ces minima sont difficilement se´parables du minimum global. Cette proprie´te´ compro-
met l’e´tude monofre´quentiel dans ce cas la`: n’importe quel minimum peut eˆtre conside´re´
nume´riquement comme une solution du proble`me. En diminuant la fre´quence d’e´tude (f =
500 MHz), les minima locaux ont tous disparu (Fig. 5.3(a)). L’e´tude en monofre´quence
semble suffisante pour reconstruire une image de l’objet, si on se place a` cette fre´quence.
Cette remarque contraint ne´anmoins de choisir parfaitement la fre´quence d’e´tude. C’est dans
cette optique que s’inse`re la diversite´ de fre´quence.
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FIG. 5.3 – Repre´sentation de la fonctionnelle a` une fre´quence (n=1,5)
On se place de´sormais dans la bande de fre´quence [1;2] GHz et on e´tudie l’influence
sur le re´sultat du nombre de fre´quences utilise´es. Les re´sultats sont explicites: au fur et a`
mesure que le nombre de fre´quences augmente, le minimum global apparaıˆt comme le seul
minimum apparent. Tous les minima locaux ont quasiment disparu (Fig. 5.4). La variation de
fre´quence, en augmentant le nombre de donne´es accessibles, re´duit le nombre de solutions
envisageables. On peut alors espe´rer retrouver la bonne solution en utilisant la variation de
fre´quence dans l’algorithme de reconstruction.
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FIG. 5.4 – Repre´sentation de la fonctionnelle sur la bande [1;2] GHz (n=1,5)
Si on remplit la plaque d’un mate´riau plus diffractant (n=3), le phe´nome`ne pre´ce´dent
est encore plus visible. De plus, si on utilise une seule fre´quence, on remarque l’apparition
de minima bien avant le minimum global (Fig. 5.5). Ces minima e´loigne´s de la solution
peuvent entraıˆner l’algorithme vers une solution comple`tement fausse, tout en garantissant
la convergence de la me´thode.
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FIG. 5.5 – Repre´sentation de la fonctionnelle a` une fre´quence (n=3)
L’approche multifre´quence permet alors de diminuer l’influence de ces minima en re-
haussant la valeur de la fonctionnelle en ces points. Cette approche ne garantit pas la conver-
gence du re´sultat. Mais lorsqu’on observe la convergence de l’algorithme, on est certain
d’obtenir la bonne solution (Fig. 5.6).
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FIG. 5.6 – Repre´sentation de la fonctionnelle sur la bande [0,5;3] GHz (n=3)
L’apport du multifre´quence apparaıˆt donc clairement dans le cas 1D. Avec cette ap-
proche, la convergence de la me´thode n’est en ge´ne´ral pas assure´e. Elle permet ne´anmoins
de re´duire l’espace des solutions envisageables et parfois meˆme d’aboutir a` l’unicite´ de
la solution. D’apre`s ces re´sultats, le calcul d’une estime´e initiale proche de la solution du
proble`me ne semble pas ne´cessaire ici. Dans l’e´tude en multifre´quence, le premier minimum
conduisant a` une faible valeur de la fonctionnelle (crite`re variable) correspond a` la solution
du proble`me. Dans toute la suite, on utilise une estime´e initiale nulle.
V.2 Reconstructions d’objets enterre´s
Dans toute cette e´tude, l’objet a` reconstruire est un cylindre carre´ de 13 cm de cote´
enterre´ a` une profondeur de 13,5 cm dans un sable sec de caracte´ristiques die´lectriques
("
r
3
= 2;55, 
3
= 4:10
 3
S:m
 1). L’objet est de´fini par sa permittivite´ relative "
r
D
= 3 et
par sa conductivite´ 
D
= 0S:m
 1 (Fig. 5.7).
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FIG. 5.7 – Profil re´el
On teste l’efficacite´ de l’algorithme BiGC en reconstruisant des images de cet objet
pour diffe´rentes configurations (fre´quence fixe, nombre de fre´quences variable, domaine de
discre´tisation variable...). Les profils obtenus sont compare´s au profil re´el. Des courbes de
convergence (e´volution de l’erreur sur le champ diffracte´ et sur le contraste die´lectrique)
sont aussi pre´sente´es afin d’e´tudier le comportement de l’algorithme en fonction des pa-
rame`tres. Plusieurs crite`res d’arreˆt sont imple´mente´s dans l’algorithme (erreur sur le calcul
du champ diffracte´, sur le calcul de la permittivite´, de la conductivite´, stabilite´ des donne´es
calcule´es...). Si l’un ou l’autre des crite`res n’est pas atteint, on affiche le re´sultat lorsque le
nombre d’ite´rations de´passe 500.
Dans toute la suite, on illumine l’objet avec une onde plane pour 11 angles d’incidence (en
fait, cela revient a` mode´liser une source dont le champ est de´compose´ en un spectre d’ondes
planes). Dans la plupart des simulations pre´sente´es, la ligne de mesure longue de 1,20 m est
pose´e sur le sol. On utilise 11 points de mesure e´quire´partis. Le domaine contenant l’objet
est discre´tise´ en 1111 cellules carre´es de 1,8 cm de coˆte´.
Apport du multifre´quence
D’apre`s les premiers re´sultats 1D, l’utilisation de plusieurs fre´quences devrait permettre
une meilleure approximation de la solution re´elle. Cette proprie´te´ est e´tudie´e dans le cas 2D
pour des images reconstruites avec la me´thode BiGC.
On commence par reconstruire une image du die´lectrique enterre´ successivement pour deux
fre´quences f=300 MHz et f=1,3 GHz. Ces deux reconstructions sont ensuite compare´es a`
celle re´alise´e a` l’aide de 3 fre´quences e´quire´parties dans la bande [0,3;1,3] GHz (Fig. 5.9).
Comme pour l’approche 1D, la solution apparaıˆt uniquement lorsqu’on utilise plusieurs
fre´quences. Lorsqu’on travaille avec une seule fre´quence, on retrouve les deux cas envi-
sage´s pre´ce´dement. Ainsi, pour la fre´quence haute (f=1,3 GHz), l’algorithme ne diverge
pas (erreur sur le champ diffracte´ stabilise´e 10%) mais l’erreur sur le contraste n’est pas
ne´gligeable (de l’ordre de 80%) (Fig. 5.8). L’image reconstruite diffe`re comple`tement de
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l’image re´elle tant en permittivite´ (Fig. 5.9(a)) qu’en conductivite´ (Fig. 5.9(b)). L’algo-
rithme est en fait pie´ge´ dans un minimum local pour lequel on calcule un champ diffracte´
assez e´loigne´ du champ diffracte´ re´el. Pour la fre´quence basse (f=300 MHz), le minimum
atteint assure la convergence de l’algorithme avec une erreur faible (Fig. 5.8) mais ne per-
met toujours pas de reconstruire les caracte´ristiques re´elles de l’objet et du sol. Le profil
ge´ne´ral du domaine semble lisse´ (Figs. 5.9(c) & 5.9(d)). L’objet reconstruit admet donc le
meˆme champ diffracte´ que l’objet re´el sans pourtant posse´der les meˆmes caracte´ristiques
die´lectriques (mise en vidence de la non unicite´ de la solution du proble`me pour une seule
fre´quence). Enfin, lorsqu’on reconstruit l’image du domaine en utilisant 3 fre´quences, on
montre bien la convergence du re´sultat calcul vers la solution du proble`me avec une erreur
de reconstruction non ngligeable cependant (erreur sur le contraste de l’ordre de 20%). Le
profil de permittivite´ reconstruit est proche du profil re´el mais on note encore de petites im-
perfections dans l’image de la conductivite´ (fortes valeurs au bord du domaine) (Figs. 5.9(e)
& 5.9(f)).
On peut espe´rer gommer une partie de ces proble`mes en augmentant le nombre de donnes
frquentielles contenues dans la bande tudie.
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FIG. 5.9 – Profils reconstruits avec une ou plusieurs fre´quences
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Dans un second temps, on reconstruit une image de l’objet enterre´ pour 3, 7 et 13
fre´quences d’e´tude (Fig. 5.11).
Pour chacun des trois tests, l’erreur sur le champ diffracte´ reste tre`s faible (proche de
2:10
 3), tandis que l’erreur sur le contraste se situe en dessous de 13% (Fig. 5.10). Comme
on peut le constater, la qualite´ des reconstructions augmente avec le nombre de fre´quences
utilise´es. L’augmentation du nombre de fre´quences ame´liore donc sensiblement la qualit de
l’image en diminuant le bruit prsent. Toutefois, les bords de l’objet sont encore mal de´finis
(Figs. 5.11(e) & 5.11(f)) et l’image de la conductivite´ n’est toujours pas satisfaisante. De
plus, on observe peu de diffrences entre l’image reconstruite avec 7 frquences et celle uti-
lisant 13 frquences. L’utilisation d’un nombre plus important de frquences n’amliorent pas
l’image rsultante.
On se propose donc de de´finir une nouvelle me´thode d’imagerie base sur la mthode du bigra-
dient conjugu en introduisant dans la fonctionnelle une information sur l’aspect ge´ome´trique
de l’objet. Cette mthode devrait permettre une nette amlioration de la qualit des images
comme dans le cas des objets non enterrs [78][77]. Mais avant d’expliciter cette nouvelle
technique, montrons l’influence sur l’image d’une reconstruction pre´alable du domaine d’in-
vestigation a` l’aide de l’algorithme qualitatif.
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(f) Conductivite´ S:m 1 (13 fre´quences)
FIG. 5.11 – ´Evolution de la reconstruction en fonction du nombre de fre´quences
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Be´ne´fice d’un traitement qualitatif pre´alable
On de´sire e´tudier dans cette partie l’effet que peut avoir une connaissance a` priori du
domaine d’investigation dans le sol. En effet, afin de restreindre le temps de calul, il est utile
de cibler la zone contenant l’objet recherche´. Cette information peut eˆtre recueillie a` l’aide
d’une reconstruction pre´alable du sol en utilisant l’algorithme qualitatif tre`s rapide. L’image
re´sultante permet ainsi de mieux cerner les zones ou` doivent se trouver les objets enterre´s.
Pour cette e´tude, les parame`tres de la me´thode (objet, sol, onde incidente,...) demeurent iden-
tiques a` ceux utilise´s pre´ce´demment. D’un point de vue nume´rique, le nombre de cellules
discre´tisant l’objet ne varie pas (77 cellules carre´es). L’approche consiste a` augmenter
dans le domaine inconnu le nombre de cellules contenant du sable autour de l’objet. Pour le
premier test, l’objet remplit comple`tement le domaine. Puis, on l’entoure d’une range´e de 2
cellules: il ne repre´sente plus que 40% du domaine recherche´ discre´tise´ en 1111 cellules.
Enfin, on ajoute une range´e de 2 cellules pour que l’objet ne repre´sente que 30% du domaine
discre´tise´ en 1515 cellules. Dans chaque cas, on respecte la re`gleNOXI NXS = N N
pour avoir un syste`me bien de´termine´.
Du point de vue de la convergence, l’erreur sur le champ diffracte´ devient tre`s faible pour
chacune des configurations (Fig. 5.12(a)). On note une convergence plus rapide quand l’ob-
jet remplit le domaine. Cette diffe´rence devient pre´ponde´rante dans la repre´sentation de
l’erreur sur le contraste (Fig. 5.12(b)). Pour le cas le plus favorable (l’objet repre´sente 100%
du domaine), l’algorithme converge rapidement vers la solution exacte (erreur de l’ordre
de 2%). Dans les autres cas, la solution calcule´e converge vers un objet diffe´rent de l’objet
re´el. Cette diffe´rence s’acroit avec le nombre de cellules du domaine (15% d’erreur pour le
cas 1111, 25% pour le cas 1515). Ces diffe´rences sont tout aussi bien visibles lorsqu’on
reconstruit une image respective des trois domaines d’e´tude (Fig. 5.13).
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FIG. 5.12 – Courbes de convergence III
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Les diffe´rentes images confirment qu’il est important, en vue d’obtenir une image de
meilleure qualite´, de connaıˆtre de manie`re pre´cise l’emplacement de l’objet enterre´. De plus,
le temps de calcul d’une ite´ration de l’algorithme est proportionnel au nombre de cellules
du domaine a` reconstruire. Il est donc primordial de proce´der a` une e´tape de reconstruc-
tion qualitative dans un but discriminatoire. Puis, une fois le domaine ainsi de´termine´, on
applique la me´thode BiGC.
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(f) Conductivite´ S:m 1 (1515)
FIG. 5.13 – ´Evolution de la reconstruction en fonction du domaine d’e´tude
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Les re´sultats pre´sente´s dans le dernier chapitre ont laisse´ entrevoir certaines limites de
l’approche multifre´quentielle applique´e au cas des objets enterre´s. Malgre´ l’ame´lioration ap-
porte´e par l’augmentation du nombre de fre´quences, la me´thode d’imagerie ne permet pas
une comple`te description de l’objet enfoui (bords de l’objet mal de´finis...). On peut cepen-
dant rapprocher les reconstructions simule´es dans notre configuration avec celles obtenues a`
partir de donne´es bruite´es dans le cadre de l’imagerie multivue pour des objets dans l’espace
libre [60]. En effet, le volume de donne´es utilise´es pour reconstruire l’objet est limite´ dans
les deux proble`mes. Une ame´lioration notable peut eˆtre alors apporte´e en incorporant une
approche re´gularisante dans le processus d’imagerie.
Apre`s un bref descriptif des principes des techniques de re´gularisation, un nouvel algorithme
d’imagerie est de´veloppe´ a` partir de la me´thode de bigradient conjugue´ en y appliquant une
technique de re´gularisation avec pre´servation des discontinuite´s. Les dernie`res reconstruc-
tions issues de simulations sont enfin pre´sente´es.
I Principes de la re´gularisation
Le principe de la re´gularisation ne peut eˆtre aborde´ sans e´tudier le caracte`re mal-pose´ du
proble`me inverse.
Si on de´finit l’ensemble P des parame`tres qui de´crivent l’objet (ses dimensions, sa hauteur
d’enfouissement, sa constitution...) et l’ensemble D des donne´es collecte´es (champ diffracte´
sur la ligne de mesure), le proble`me direct consiste a` trouver la relation A entre les e´le´ments
de P et les e´le´ments de D, tandis que le proble`me inverse se re´suit a` relier les deux ensembles
dans le sens inverse (A 1).
En pratique, on se heurte a` de nombreux proble`mes. Tout d’abord, il est difficile de de´crire
parfaitement l’objet. De plus, les mesures sont effectue´es en un nombre fini de points. Ces
deux constatations toujours ve´rifie´es impliquent une mauvaise repre´sentation du champ dif-
fracte´ (a` la fois dans le proble`me direct et dans le proble`me inverse).
De plus, la transformation A repre´sentant l’ope´rateur des ondes est line´aire par rapport au
champ alors que la relation de´finissant le proble`me inverse est non line´aire dans l’approche
quantitative. Cette non-line´arite´ du proble`me engendre souvent de multiples solutions ayant
toutes le meˆme champ diffracte´.
Enfin, lorsqu’on mesure re´ellement les donne´es, un bruit de mesure souvent non ne´gligeable
apparaıˆt. Ce parame`tre ne´cessite un traitement avant son passage dans le processus d’image-
rie (moyennage, calibration, ...). Une certaine stabilite´ de l’algorithme d’imagerie est aussi
attendue (une petite erreur sur les donne´es doit engendrer une petite erreur sur l’image
reconstruite). Mais, lorsque le bruit est trop fort, on peut ne pas trouver de solution au
proble`me, alors que le proble`me physique en admet une et une seule. Toutes ces proprie´te´s
inhe´rentes a` l’e´tude du proble`me inverse de´finissent son caracte`re mal-pose´. Le proble`me
bien-pose´ est donc de´fini comme un proble`me posse´dant une unique solution qui de plus
doit eˆtre stable (existence, unicit et stabilit de la solution). Si l’une des conditions n’est pas
satisfaite, le problme est dit mal-pos.
Une solution permettant la transformation du proble`me inverse mal-pose´ en un proble`me
bien-pose´ consiste a` introduire des contraintes avec un sens physique. Cette “connaissance
a` priori” de l’objet doit eˆtre inde´pendante des donne´es.
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Ainsi, lors d’e´tudes des proble`mes inverses line´arise´s, on peut introduire des approximations
(Born, Rytov..) permettant de conside´rer l’objet comme faiblement diffringent. L’utilisation
d’une me´thode d’imagerie qualitative avant l’e´tude du contraste conduit a` la re´duction du
domaine ausculte´ et donc de l’ensemble des solutions envisageables. On peut montrer que
la diversite´ en fre´quence augmente les chances d’obtenir une unique solution.
Les me´thodes les plus de´veloppe´es a` l’heure actuelle agissent sur l’objet enterre´ (sa forme,
ses dimensions...). Ainsi, la re´gularisation au sens de Tikhonov conduit a` un lissage de la
zone ausculte´e, en introduisant une structure tre`s lisse pour l’objet, sans grandes variations
die´lectriques a` l’inte´rieur de celui-ci. Cette technique n’est pas ge´ne´ralisable a` tout type
d’objet.
Dans ce me´moire, on s’inte´resse a` une technique de re´gularisation qui pre´serve les dis-
continuite´s de l’objet (Edge preserving) [16][61]. Cette re´gularisation a e´te´ applique´e avec
succe`s a` l’e´tude des objets dans l’espace libre (e´tude sur le contraste de permittivite´ com-
plexe [60][61][78][77][76]). Ici, on e´tend la me´thode au cas des objets enterre´s en e´tudiant
le proce´de´ de re´gularisation se´pare´ment sur les contrastes re´els de permittivite´ et de conduc-
tivite´. Pour cela, on conside`re l’objet comme constitue´ de zones homoge`nes se´pare´es par des
discontinuite´s. Le terme de re´gularisation est alors introduit dans la fonctionnelle a` minimi-
ser par l’interme´diaire d’une fonction ' agissant respectivement sur le gradient de la permit-
tivite´ relative et sur le gradient de la conductivite´. L’expression du terme de re´gularisation
est alors comple´te´ par un re´el  qui de´finit l’importance que l’on accorde au terme de
re´gularisation par rapport au terme d’attache aux donne´es:

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X (6.1)
Plusieurs fonctions ont e´te´ de´finies et e´tudie´es afin de lisser les zones homoge`nes tout en
pre´servant les discontinuite´s de l’objet [60]. Chacune d’elles ve´rifie trois principales condi-
tions impose´es sur sa de´rive´e:
 lim
t!0
'
0
(t)
t
=M <1 pour obtenir un lissage isotropique des zones homoge`nes
 lim
t!1
'
0
(t)
t
= 0 pour assurer la pre´servation des discontinuite´s

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t
strictement de´croissante pour avoir la stabilite´ du terme de re´gularisation
Dans la the`se, seules sont utilise´es les fonctions de Geman & Mac Clure ( t
2
1 + t
2
), et de
Hebert & Leahy (log(1 + t2)). Ces fonctions non convexes permettent un rehaussement des
contours pre´sents dans l’objet [9].
Avant de mettre en œuvre nume´riquement cette proce´dure de re´gularisation, on introduit
une variable auxiliaire b ou variable de ponde´ration telle que
8
>
>
<
>
>
:
'(t) = min
b2]0;M]
(bt
2
+  (b))
b
min
=
'
0
(t)
2t
8t 2 IR
+ (6.2)
L’introduction de la variable auxiliaire rend quadratique le terme de rgularisation. De plus,
au cours du processus de recostruction, la variable b dcrit les contours reconstruits de l’objet
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ce qui permet de contrler le droulement de l’algorithme au cours des itrations.
L’existence des fonctions b et  (fonctions convexes) a e´te´ de´montre´e pour le cas des fonc-
tions pre´servant les discontinuite´s [16].
A l’aide de la fonction de ponde´ration, on va de´finir un algorithme de minimisation alterne´e
sur la fonctionnelle globale:
- premie`re e´tape: minimisation de la fonctionnelle en fixant la permittivite´ et la conduc-
tivite´. Re´solution analytique donne´e par l’expression de b
min
dans (6.2)
- deuxie`me e´tape: minimisation de la fonctionnelle en fixant la fonction de ponde´ration.
Me´thode de bigradient conjugue´ sur la fonctionnelle avec re´gularisation.
II Me´thode BiGC avec re´gularisation
On reprend les notations de´finies dans le cas de la me´thode BiGC en ajoutant un nouveau
terme a` la fonctionnelle e´tudie´e. On cherche alors les parame`tres "
r
et  qui minimisent la
fonctionnelle J:
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Les gradients matriciels kr"
r
k et krk sont de´finis en annexe (F.1).
Les variables 
"
r
et 

sont les parame`tres de re´gularisation qui agissent respectivement sur
"
r
et , alors que Æ
"
r
et Æ

fixent les seuils de discontinuite´ des deux variables e´tudie´s (va-
leurs a` partir desquelles l’algorithme de´tecte une discontinuite´).
Les variables b
"
r
et b

sont quant a` elles calcule´es en vue de minimiser le terme de re´gularisation
dans (6.3), en fixant respectivement "
r
et . Leur expression est donne´e a` partir des ' fonc-
tions, pour tous les points du domaine a` reconstruire:
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Une me´thode ite´rative de type bigradient conjugue´ est alors applique´e pour calculer les
valeurs de "
r
et  recherche´es.
II.1 Calcul du bigradient
Afin de calculer le bigradient du nouveau crite`re, on utilise le de´veloppement de Taylor a`
l’ordre 1 de la fonctionnelle a` l’ite´ration k + 1 (5.24). D’apre`s la de´finition de J , on montre
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que le nouveau gradient est compose´ de la somme des bigradients respectifs de J
BiGC
et
J
REG
.
r
"
r
J("
r
k
;
k
) = r
"
r
J
BiGC
("
r
k
;
k
) +r
"
r
J
REG
("
r
k
;
k
) (6.7)
r

J("
r
k
;
k
) = r

J
BiGC
("
r
k
;
k
) +r

J
REG
("
r
k
;
k
) (6.8)
Or, on montre (F.8):
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D’ou` l’expression du nouveau bigradient:
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Les directions de descente k
"
r
et k

sont ensuite calcule´es d’une fac¸on analogue a` celle
de´finie pre´ce´demment.
II.2 Calcul des facteurs d’e´chelle optimaux associe´s
En reprenant les meˆmes notations que pour la me´thode BiGC sans re´gularisation, on
montre d’apre`s (F.8) que k
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satisfont le syste`me suivant:
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III Re´sultats nume´riques
Nous ne pre´sentons pas ici une e´tude qui se voudrait exhautive mais plutoˆt une illustra-
tion de la technique de re´gularisation au travers de deux exemples nume´riques. Cependant,
les images reconstruites en appliquant la me´thode pre´ce´dente, attestent de l’efficacite´ de
la proce´dure de re´gularisation de´crite dans la dernie`re partie. Chacune des simulations est
compare´e a` l’image obtenue avec la me´thode BiGC (sans re´gularisation). On utilise dans
toute la suite 3 fre´quences d’illumination e´quire´parties dans la bande [0,3;1,3] GHz.
III.1 Reconstruction du cylindre carre´
On reprend l’exemple du cylindre de section carre´e e´tudie´ dans le chapitre pre´ce´dent.
Seule sa conductivite´ a change´ ( = 10 2 S:m 1). Les autres caracte´ristiques restent les
meˆmes.
L’ame´lioration ge´ne´rale sur l’image apporte´e par l’introduction des parame`tres re´gularisant
(
"
r
= 6:10
 3; Æ
"
r
= 1;2:10
 3; 

= 4:10
 1; Æ

= 5:10
 3) n’est pas ne´gligeable (Fig. 6.1).
Toutes les imperfections contenues dans l’image reconstruite a` l’aide de la me´thode BiGC
(Figs. 6.1(a) et 6.1(b)) ont a` pre´sent disparu (Figs. 6.1(c) et 6.1(d)). Seules quelques cellules
diffe`rent de l’image exacte. En effet, la syme´trie des objets n’est pas totalement respecte´e.
Cette erreur s’explique par l’utilisation d’une formule de´centre´e a` droite dans l’e´tape de
discre´tisation du gradient matriciel (F.1). Ne´anmoins, on peut convenir de l’exactitude des
re´sultats obtenus: les caracte´ristiques de l’objet sont reconstruites de manie`re tre`s pre´cise
(erreur sur le contraste proche de 1%). D’un point de vue ge´ome´trique, les bords de l’objet
sont parfaitement reconstruits tant pour la permittivite´ que pour la conductivite´. La forme
de l’objet a e´te´ lisse´e tout aussi parfaitement. L’image obtenue est en tout point comparable
a` l’image re´elle (Figs. 6.1(e) et 6.1(f)).
III.2 Reconstruction d’un anneau carre´
L’objet a` reconstruire garde les meˆmes caracte´ristiques que celui e´tudie´ dans l’exemple
pre´ce´dent. Seule la forme de la section du cylindre a e´te´ transforme´e en un anneau carre´.
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FIG. 6.1 – Comparaison des diffe´rentes reconstructions du cylindre carre´
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La comparaison des images obtenues soit par la me´thode BiGC (Figs. 6.1(a) et 6.1(b))
soit en introduisant dans celle-ci une part de re´gularisation (Figs. 6.1(c) et 6.1(d) pour

"
r
= 6:10
 3; Æ
"
r
= 1;2:10
 3; 

= 4:10
 1; Æ

= 6:10
 3) conduit a` la meˆme analyse que
pre´ce´demment. La technique re´gularisante permet de reconstruire avec pre´cision la forme et
les caracte´ristiques de l’objet enterre´. Les re´sultats sont tre`s satisfaisants si on les compare
avec l’image re´elle (Figs. 6.1(e) et 6.1(f)), meˆme si on note une moins bonne reconstruction
de la conductivite´ pour la partie infe´rieure de l’objet. Cette diffe´rence peut eˆtre explique´e
en comparant dans un premier temps la valeur respective des deux contrastes a` reconstruire.
On e´tudie de la meˆme fac¸on un contraste proche de l’unite´ pour la permittivite´ (C
"
r
= 0;45)
et un contraste tre`s faible de conductivite´ (C

= 6:10
 4
S:m
 1). Si l’erreur commise sur la
conductivite´ est relativement forte (en comparant avec la donne´e re´elle), elle peut ne´anmoins
eˆtre conside´re´e comme faible si on compare les valeurs trouve´es avec les valeurs cherche´es
pour la permittivite´. De plus, d’un point de vue physique, la conductivite´, qui est a` l’origine
du facteur d’atte´nuation des ondes, est toujours plus difficile a` obtenir que la permittivite´.
Une augmentation du nombre de fre´quences couple´e a` une analyse plus fine des parame`tres
de re´gularisation (e´tude de deux proce´dures de re´gularisation, par exemple) pourrait sensi-
blement ame´liorer l’image obtenue.
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FIG. 6.2 – Comparaison des diffe´rentes reconstructions de l’anneau carre´
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Conclusion
Cette deuxie`me partie est donc consacre´e au de´veloppement de techniques d’image-
rie quantitative. Base´es essentiellement sur des techniques de minimisation de fonction-
nelles a` valeurs re´elles utilisant des algorithmes de type gradient conjugue´, les me´thodes
de´veloppe´es ici ont ame´liore´ les re´sultats obtenus avec la me´thode spectrale du point de vue
de la de´tection et de la localisation d’objets enterre´s. De plus, cette deuxie`me ge´ne´ration
d’algorithmes d’imagerie a permis de re´soudre le proble`me inverse lectromagntique, tou-
jours pose´ dans le cas fondamental 2D-TM, de manie`re quantitative en reconstruisant a` la
fois le profil de permittivite´ relative et de conductivite´ d’objets enfouis dans le sol.
Be´ne´ficiant essentiellement de l’illumination multiposition et de l’approche multifre´quence,
les images produites par la me´thode BiGC ont su de´montrer le pouvoir de super re´solution
de cette me´thode. Cette proprie´te´ diffe´rencie ainsi ces nouveaux algorithmes des techniques
de type qualitative limite´es au crite`re de Rayleigh ( 
2
), ou des techniques quantitatives de
type Newton Kantorovich qui ne´cessitent dans tous les cas l’utilisation d’une proce´dure de
re´gularisation.
En comple´ment, l’introduction d’une proce´dure de re´gularisation, de type pre´servation des
discontinuite´s, a` l’inte´rieur meˆme du processus de minimisation a confirme´ cette tendance
pour aboutir, dans les exemples pre´sente´s, a` des re´solutions spatiales de l’ordre de 
10
pour
les fre´quences hautes jusqu’a` 
30
pour les plus basses fre´quences. Cette nouvelle technique a
conduit aux meilleurs re´sultats tant en pre´cision des reconstructions qu’en vitesse de conver-
gence. La me´thode n’est toutefois pas encore optimale. On note, en effet, des diffe´rences
entre la permittivite´ et la conductivite´ reconstruite. Cependant, il est toujours plus difficile de
reconstruire la conductivite´, mais des progre`s peuvent encore eˆtre apporte´s afin d’ame´liorer
les re´sultats.
Les me´thodes propose´es restent aussi tre`s couˆteuses en temps de calcul et en volume de
donne´es. Du point de vue des mesures, si le champ diffracte´ est toujours mesure´ sur une ligne
de mesure pre`s ou sur le sol, la re´solution du proble`me inverse ne´cessite la connaissance du
champ e´lectrique a` l’inte´rieur d’une portion surfacique du sol. De plus, l’algorithme que
nous proposons ncessite chaque itration l’inversion d’un problme direct. Or, le temps de
calcul li cette inversion, effectue pour chaque frquence l’aide d’une mthode de rsolution
directe, ne permet pas l’utilisation de cette technique d’imagerie pour des applications en
temps rel ou quasi rel. On peut nanmoins l’utiliser pour affiner des images reconstruites avec
une me´thode beaucoup plus rapide. Il est aussi possible d’optimiser le temps de calcul en
re´solvant le proble`me direct de manie`re ite´rative. Le cas 2D-TE doit aussi eˆtre envisage´. Le
cas 3D, s’il reste a` l’e´tude, ne pourra eˆtre utilise´ actuellement que pour de petits cas tests
avec peu de fre´quences.
Il reste e´galement a` e´tendre de fac¸on syste´matique les proprie´te´s mises a` jour en reconstrui-
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sant des images d’objets plus conducteurs (objets me´taliiques) pour des sols plus humides.
Une e´tude de stabilite´ des algorithmes vis a` vis du bruit de mesure devrait permettre de
mieux de´finir les capacite´s de ces me´thodes. Enfin, comme dans le cas de l’imagerie quali-
tative, il serait inte´ressant d’effectuer une phase de validation expe´rimentale des algorithmes
de reconstruction. D’un point de vue pratique, il serait souhaitable dans un premier temps
d’optimiser le nombre et la position des points de mesure afin de rduire les temps de calcul.
139
CONCLUSION G ´EN ´ERALE

141
L’augmentation continue du nombre d’applications en ge´nie civil mais aussi dans les
domaines industriel, militaire ou humanitaire (de´tection des mines) pour la reconstruction
d’objets enterre´s ou d’inclusions enfouies dans un semi espace, nous a conduit a` de´velopper,
au cours de cette the`se, deux types d’algorithmes d’imagerie microonde.
Dans une premie`re partie, nous avons mode´lise´ puis simule´ l’interaction entre un champ
e´lectromagne´tique de de´pendance spatio-temporelle quelconque et un milieu inhomoge`ne
dans le cas fondamental 2D-TM pour une configuration particulie`re. Cette e´tape de re´solution
du proble`me e´lectromagne´tique direct, en utilisant essentiellement la me´thode des moments
ge´ne´ralise´s, a permis de calculer le champ diffracte´ par l’objet enterre´ sur une ligne de me-
sure dans l’air ou sur le sol.
Puis, dans une seconde partie, nous avons aborde´ le proble`me inverse sous une forme quali-
tative en e´tendant au cas d’une onde quelconque la technique de tomographie par diffraction
de´finie pour un formalisme de type onde plane. Sa re´solution, effectue´e a` l’aide d’une ap-
proche spectrale, a conduit a` la reconstruction d’images lie´es aux courants induits dans ou
a` la surface de l’objet. La prise en compte du champ d’antenne au sein du processus de
reconstruction, la fre´quence d’illumination, le nombre de positions de source et la loi de
dispersion dans les sols sont autant de facteurs qui influent sur l’efficacite´ de l’algorithme.
Rapide graˆce a` l’utilisation de FFT et portable e´tant donne´ le peu de volume de donne´es
ne´cessaires a` son utilisation, ce type d’algorithme est parfaitement adapte´ a` la de´tection et
la localisation d’objets enterre´s en temps quasi-re´el. Une e´tape de validation expe´rimentale
a d’ailleurs e´te´ re´alise´e avec succe`s au cours de ce travail. Ce type d’algorithme offre mal-
heureusement une re´solution spatiale limite´e de l’ordre du crite`re de Rayleigh ( 
2
).
C’est pourquoi, dans une dernie`re partie, nous avons cherche´ a` reconstruire les caracte´ristiques
die´lectriques des objets en de´veloppant des algorithmes d’imagerie quantitative. Les me´thodes
base´es sur des techniques ite´ratives de minimisation de type gradient conjugue´, ont uti-
lise´ l’approche multifre´quence et multicapteurs pour conduire a` des reconstructions sa-
tisfaisantes. Nous avons ensuite ame´liore´ les techniques pre´ce´dentes en introduisant une
proce´dure de re´gularisation de type pre´servation des discontinuite´s. Les re´sultats nume´riques
obtenus ont permis ainsi d’accroıˆtre le pouvoir de re´solution des algorithmes pour aboutir a`
une imagerie super re´solution (de l’ordre de 
30
pour certains objets). Le principal de´faut de
ce type d’algorithme re´side dans son couˆt en temps de calcul et dans son important volume
de donne´es a` traiter a` chaque ite´ration.
Les re´sultats obtenus a` l’aide des ces deux types d’algorithmes d’imagerie semble de nature
contradictoire. Rapides mais peu pre´cis pour le cas qualitatif, ils sont plus longs a` obtenir
pour une pre´cision plus fine dans l’e´tude quantitative. Cependant, le de´veloppement d’or-
dinateurs toujours plus performants peut favoriser l’imple´mentation des algorithmes quan-
titatifs dans un futur proche. De plus, si la me´thode spectrale conduit a` des re´sultats peu
pre´cis, elle permet ne´anmoins d’obtenir tre`s rapidement des informations sur la pre´sence ou
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non d’objet dans une partie du sol non ne´gligeable. Cette proprie´te´ peut eˆtre utilise´e pour
initialiser le proble`me inverse quantitatif.
Ne´anmoins, les objectif fixe´s ont tous e´te´ atteints (mode´lisation d’un syste`me radar com-
plet, ame´lioration des techniques d’imagerie, de´veloppement de me´thode d’imagerie su-
per re´solution). Parmi les objectifs de´sormais a` atteindre, l’extension de ces me´thodes au
cas 2D-TE et surtout au cas 3D paraıˆt primordiale. Paralle`lement, ces deux types d’algo-
rithmes be´ne´ficiant essentiellement de l’illumination multifre´quence et multicapteurs, il faut
e´tudier avec pre´cision des antennes en vue d’une application a` l’imagerie microonde. Enfin,
il semble inte´ressant d’appliquer toutes ces me´thodes a` d’autres domaines que ceux e´tudie´s
dans ce me´moire.
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Annexe A
Calcul des fonctions de Green 2D
associe´es aux milieux stratifie´s
La transforme´e de Fourier spatiale suivantx de la fonction de Green, solution e´le´mentaire
de l’e´quation de propagation (1.11), ve´rifie:
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A partir de cette e´quation diffe´rentielle au sens des distributions, on en de´duit:
Continuite´ de g:
g continue en y=0, y=h, y=y’
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Afin d’avoir l’unicite´ de la solution, on ajoute une condition de rayonnement:
Condition d’onde sortante pour g:
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 Cas d’une ligne source infinie paralle`le a` ~z dans D
3
[ D
D
au point ~X 0
La fonction de Green G( ~X; ~X 0;!), qui peut eˆtre interpre´te´e comme le champ rayonne´ par
cette source et mesure´ au point ~X, ve´rifie le syste`me:
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avec les conditions aux interfaces et la condition de rayonnement approprie´es.
Soit g(;y;x0;y0;!) sa transforme´e de Fourier spatiale suivant x de´finie par (1.15). D’apre`s
(A.1), elle ve´rifie:
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avec les conditions de continuite´ et de rayonnement de (A.1).
Les solutions du syste`me diffe´rentiel sont de la forme g = A
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Cependant, seules les ondes sortantes sont prises en compte (A
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Les constantes sont de´termine´es par les conditions aux interfaces de (A.1). Soit le syste`me
de 6 e´quations a` 6 inconnues a` re´soudre:
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Par substitution, on obtient:
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avec les notations:
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Enfin, par transforme´e de Fourier inverse, on calcule la fonction de Green pour un point
source ~X 0 situe´ dans le milieuD
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Annexe B
Calcul du spectre d’ondes planes associe´
au champ incident
La transforme´e de Fourier temporelle du champ incident (champ total en l’absence d’ob-
jet) est solution de l’e´quation de Helmholtz homoge`ne pour les milieux stratifie´s (1.11). Elle
ve´rifie donc:
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, alors elle satisfait le
syste`me:
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Conditions de continuite´ pour cfEI
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Les solutions de (B.2) sont de la forme cfEI
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Les constantes sont de´termine´es par les conditions aux interfaces de (B.2). Soit le syste`me
de 4 e´quations a` 5 inconnues a` re´soudre:
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2
B
2
e
 j
e

2
h
=
e

3
A
3
e
j
e

3
h
:
(B.4)
On choisit d’exprimer les constantes en fonction de A1. Par substitution, on obtient :
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:
A
1
; B
1
=
g
K
12
+
g
K
23
e
2j
e

2
h
1 +
g
K
12
g
K
23
e
2j
e

2
h
:A
1
A
2
=
g
L
12
1 +
g
K
12
g
K
23
e
2j
e

2
h
:A
1
; B
2
=
g
L
12
g
K
23
e
2j
e

2
h
1 +
g
K
12
g
K
23
e
2j
e

2
h
:A
1
A
3
=
g
L
12
g
L
23
e
j
e

2
h
e
 j
e

3
h
1 +
g
K
12
g
K
23
e
2j
e

2
h
:A
1
; B
3
= 0
(B.5)
avec les notations:
g
K
12
=
g
K
12
(!;) =
e

1
 
e

2
e

1
+
e

2
;
g
K
23
=
g
K
23
(!;) =
e

2
 
e

3
e

2
+
e

3
g
L
12
=
g
L
12
(!;) =
2
e

1
e

1
+
e

2
;
g
L
23
=
g
L
23
(!;) =
2
e

2
e

2
+
e

3
.
Finalement, apre`s avoir calcule´ la transforme´e de Fourier spatiale inverse de cfEI
z
, on obtient:
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pour ~X 2 D
1
;8!;
f
E
I
z
(x  x
s
;y;!) =
Z
+1
 1
A
1
(;!)[e
j
e

1
y
+R
?
(;!)e
 j
e

1
y
]e
2j(x x
s
)
d;
pour ~X 2 D
2
;8!;
f
E
I
z
(x  x
s
;y;!) =
Z
+1
 1
A
1
(;!)[S
1
?
(;!)e
j
e

2
y
+ S
2
?
(;!)e
 j
e

2
y
]e
2j(x x
s
)
d;
pour ~X 2 D
3
[ D
D
;8!;
f
E
I
z
(x  x
s
;y;!) =
Z
+1
 1
A
1
(;!)T
?
(;!)e
j
e

3
y
e
2j(x x
s
)
d;
avec les notations:
R
?
(;!) =
g
K
12
+
g
K
23
e
2j
e

2
h
1 +
g
K
12
g
K
23
e
2j
e

2
h
; S
1
?
(;!) =
g
L
12
1 +
g
K
12
g
K
23
e
2j
e

2
h
;
S
2
?
(;!) =
g
L
12
g
K
23
e
2j
e

2
h
1 +
g
K
12
g
K
23
e
2j
e

2
h
; T
?
(;!) =
g
L
12
g
L
23
e
j
e

2
h
e
 j
e

3
h
1 +
g
K
12
g
K
23
e
2j
e

2
h
:
La constante A
1
(;!) est de´finie comme la transforme´e de Fourier du champ e´lectrique en
l’absence d’objet dans l’air (D
1
= D
2
= D
3
= D
D
) pour y=0. On a donc: A
1
(;!) =
R
+1
 1
g
E
I
0
z
(x  x
s
;0;!)e
 2j(x x
s
)
dx.
Remarque:
dans (B.2) et (B.3),  est la variable de Fourier (ou fre´quence spatiale) associe´e non pas a` x
mais a` x x
s
, avec x
s
position du point source dansD
1
. La transforme´e de Fourier associe´e
est donc de´finie par la formule: df() =
R
+1
 1
e
 2j(x x
s
)
f(x  x
s
)dx.
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Annexe C
Calculs matriciels annexes
I Calcul de [A 1  B] 1
[A
 1
 B]
 1
= A+ [A
 1
 B]
 1
 A
= A+ [A
 1
 B]
 1
fI  [A
 1
 B]Ag
= A+ [A
 1
 B]
 1
fA
 1
  [A
 1
 B]gA
= A+ [A
 1
 B]
 1
BA
(C.1)
Finalement, on obtient:
[A
 1
 B]
 1
= A+ [A
 1
 B]
 1
BA (C.2)
II Calcul de [I AB] 1
I = I AB+AB
= I AB+A[I BA][I BA]
 1
B
= I AB+ [A ABA][I BA]
 1
B
= I AB+ [I AB]A[I BA]
 1
B
= [I AB][I+A[I BA]
 1
B
(C.3)
Finalement, on obtient:
[I AB]
 1
= I+A[I BA]
 1
B (C.4)
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Annexe D
Parame`tres de la me´thode GC
I Calcul de 
S;F
(
k+1
)
Soit k+1 = k + kk la variable caracte´ristique a` l’ite´ration k + 1.
On peut alors e´crire la fonction couˆt a` l’ite´ration k+1 pour chaque fre´quence !, pour toutes
les positions de source ~X
S
:

S;F
(
k+1
) = e
D
 G
R
C(
k+1
)[I G
O
C(
k+1
)]
 1
e
I (D.1)
Or
C(
k+1
) = C(
k
) + 
k
C(
k
)
Soit la matrice diagonale complexe Dk = C(k) de dimension N N . Alors, si on note
C
k
= C(
k
) et Ak = [I GOCk] 1, on obtient:

S;F
(
k+1
) = e
D
 G
R
(C
k
+ 
k
D
k
)[I G
O
(C
k
+ 
k
D
k
)]
 1
e
I
= e
D
  [G
R
C
k
+ 
k
G
R
D
k
][I G
O
C
k
  
k
G
O
D
k
]
 1
e
I
= e
D
  [G
R
C
k
+ 
k
G
R
D
k
][A
k
 1
  
k
G
O
D
k
]
 1
e
I
(D.2)
D’apre`s (C.2), on montre que:
[A
k
 1
  
k
G
O
D
k
]
 1
=
h
I+ [A
k
 1
  
k
G
O
D
k
]
 1

k
G
O
D
k
i
A
k
=
h
I+ 
k
[I  
k
A
k
G
O
D
k
]
 1
A
k
G
O
D
k
i
A
k
(D.3)
En utilisant le de´veloppement de Taylor de [I  kAkGODk] 1 et en simplifiant les calculs
au premier ordre en kDk, on obtient:
[A
k
 1
  
k
G
O
D
k
]
 1
= [I+ 
k
A
k
G
O
D
k
]A
k (D.4)
En introduisant ce re´sultat dans l’e´quation (D.2) et en simplifiant les calculs au premier
ordre en kDk, on obtient pour la fonction couˆt:

S;F
(
k+1
) = e
D
 G
R
(C
k
+ 
k
D
k
)[I+ 
k
A
k
G
O
D
k
]A
k
e
I
=
n
e
D
 G
R
C
k
A
k
e
I
o
  [
k
G
R
C
k
A
k
G
O
D
k
+ 
k
G
R
D
k
]A
k
e
I
= 
S;F
(
k
)  
k
G
R
[I+C
k
A
k
G
O
]D
k
A
k
e
I
(D.5)
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D’apre`s (C.4), on peut e´crire:
I+C
k
A
k
G
O
= [I C
k
G
O
]
 1 (D.6)
Comme la matrice Ck est diagonale, alors que la matrice GO est syme´trique, on a:
[I C
k
G
O
] = [I G
O
C
k
]
t
= [A
k
t
]
 1 (D.7)
Finalement, on obtient:

S;F
(
k+1
) = 
S;F
(
k
)  
k
G
R
A
k
t
D
k
A
k
e
I (D.8)
II Calcul de k
S;F
(
k+1
)k
2
L
1
Par de´finition de la norme k:k
L
1
, on a:
k
S;F
(
k+1
)k
2
L
1
=


S;F
(
k
)  
k
G
R
A
k
t
D
k
A
k
e
I
;

S;F
(
k
)  
k
G
R
A
k
t
D
k
A
k
e
I

L
1
(D.9)
Alors:
k
S;F
(
k+1
)k
2
L
1
= k
S;F
(
k
)k
2
L
1
  2
k
Re


S;F
(
k
);G
R
A
k
t
D
k
A
k
e
I

L
1
+ (
k
)
2
kG
R
A
k
t
D
k
A
k
e
I
k
2
L
1
(D.10)
157
Annexe E
Parame`tres de la me´thode BiGC
I Calcul de 
S;F
("
k+1
;
k+1
)
Soit
(
"
k+1
= "
k
+ 
k
"

k
"

k+1
= 
k
+ 
k


k

la variable caracte´ristique a` l’ite´ration k + 1.
On peut alors e´crire la fonction couˆt a` l’ite´ration k+1 pour chaque fre´quence !, pour toutes
les positions de source ~X
S
:

S;F
("
k+1
;
k+1
) = e
D
 G
R
C("
k+1
;
k+1
)[I G
O
C("
k+1
;
k+1
)]
 1
e
I (E.1)
Or
C("
k+1
;
k+1
) = C("
k
;
k
) +C(
k
"

k
"
;
k


k

)
Soit la matrice diagonale complexe Dk = C(k
"

k
"
;
k


k

) de dimension N N . Alors, si on
note Ck = C("k;k) et Ak = [I GOCk] 1, on obtient:

S;F
("
k+1
;
k+1
) = e
D
 G
R
(C
k
+

D
k
)[I G
O
(C
k
+

D
k
)]
 1
e
I
= e
D
  [G
R
C
k
+G
R

D
k
][I G
O
C
k
 G
O

D
k
]
 1
e
I
= e
D
  [G
R
C
k
+G
R

D
k
][A
k
 1
 G
O

D
k
]
 1
e
I
(E.2)
D’apre`s (C.2), on montre que:
[A
k
 1
 G
O

D
k
]
 1
=
h
I+ [A
k
 1
 G
O

D
k
]
 1
G
O

D
k
i
A
k
=
h
I+ [I A
k
G
O

D
k
]
 1
A
k
G
O

D
k
i
A
k
(E.3)
En utilisant le de´veloppement de Taylor de [I AkGO Dk] 1 et en simplifiant les calculs
au premier ordre en Dk, on obtient:
[A
k
 1
 G
O

D
k
]
 1
= [I+A
k
G
O

D
k
]A
k (E.4)
En introduisant ce re´sultat dans l’e´quation (E.2) et en simplifiant les calculs au premier ordre
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en Dk, on obtient pour la fonction couˆt:

S;F
("
k+1
;
k+1
) = e
D
 G
R
(C
k
+

D
k
)[I+A
k
G
O

D
k
]A
k
e
I
=
n
e
D
 G
R
C
k
A
k
e
I
o
  [G
R
C
k
A
k
G
O

D
k
+G
R

D
k
]A
k
e
I
= 
S;F
("
k
;
k
) G
R
[I+C
k
A
k
G
O
]

D
k
A
k
e
I
(E.5)
D’apre`s (C.4), on peut e´crire:
I+C
k
A
k
G
O
= [I C
k
G
O
]
 1 (E.6)
Comme la matrice Ck est diagonale, alors que la matrice GO est syme´trique, on a:
[I C
k
G
O
] = [I G
O
C
k
]
t
= [A
k
t
]
 1 (E.7)
Finalement, on obtient:

S;F
("
k+1
;
k+1
) = 
S;F
("
k
;
k
) G
R
A
k
t

D
k
A
k
e
I (E.8)
II Calcul de k
S;F
("
k+1
;
k+1
)k
2
L
1
Par de´finition de la norme, on a:
k
S;F
("
k+1
;
k+1
)k
2
L
1
=


S;F
("
k
;
k
) G
R
A
k
t

D
k
A
k
e
I
;

S;F
("
k
;
k
) G
R
A
k
t

D
k
A
k
e
I

L
1
(E.9)
Alors:
k
S;F
("
k+1
;
k+1
)k
2
L
1
= k
S;F
("
k
;
k
)k
2
L
1
  2Re


S;F
("
k
;
k
);G
R
A
k
t

D
k
A
k
e
I

L
1
+ kG
R
A
k
t

D
k
A
k
e
I
k
2
L
1
(E.10)
Comme Dk est diagonale etAkeI est un vecteur, on peut les commuter en utilisant le vecteur
complexe dk compose´ des e´le´ments de la diagonale de Dk, ainsi que la matrice diagonale
complexe Diag(AkeI) dont la diagonale est forme´e par les e´le´ments du vecteur complexe
A
k
e
I
.
On peut donc e´crire (E.10) sous la forme:
k
S;F
("
k+1
;
k+1
)k
2
L
1
= k
S;F
("
k
;
k
)k
2
L
1
  2Re


S;F
("
k
;
k
);G
R
A
k
t
Diag(A
k
e
I
)

d
k

L
1
+ kG
R
A
k
t
Diag(A
k
e
I
)

d
k
k
2
L
1
(E.11)
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Soit Mk = GRAktDiag(AkeI) la matrice complexe de dimension NOXI N . (E.11)
devient:
k
S;F
("
k+1
;
k+1
)k
2
L
1
= k
S;F
("
k
;
k
)k
2
L
1
  2Re

M
k


S;F
("
k
;
k
);

d
k

D
D
+ kM
k

d
k
k
2
L
1
(E.12)
Or
kM
k

d
k
k
2
L
1
= < Re

M
k

d
k

;Re

M
k

d
k

>
L
1
+ < Im

M
k

d
k

;Im

M
k

d
k

>
L
1
(E.13)
De plus,
Re

M
k

d
k

= 
k
"
Re(M
k
)
k
"
 

k

!"
0
Im(M
k
)
k

(E.14)
Im

M
k

d
k

= 
k
"
Im(M
k
)
k
"
+

k

!"
0
Re(M
k
)
k

(E.15)
En de´veloppant les produits hermitiens et les produits scalaires, on obtient finalement:
k
S;F
("
k+1
;
k+1
)k
2
L
1
= k
S;F
("
k
;
k
)k
2
L
1
  2
k
"
< Re

M
k


S;F
("
k
;
k
)

;
k
"
>
D
D
  2

k

!"
0
< Im

M
k


S;F
("
k
;
k
)

;
k

>
D
D
+ (
k
"
)
2
n
jRe

M
k


k
"
j
2
L
1
+ jIm

M
k


k
"
j
2
L
1
o
+ (

k

!"
0
)
2
n
jRe

M
k


k

j
2
L
1
+ jIm

M
k


k

j
2
L
1
o
+ 2

k
"

k

!"
0
< Re

M
k


k

;Im

M
k


k
"
>
L
1
  2

k
"

k

!"
0
< Re

M
k


k
"
;Im

M
k


k

>
L
1
(E.16)
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Annexe F
Parame`tres de la me´thode BiGC avec
re´gularisation
I De´finition de krAk
Soient







A = A
p;q
une matrice re´elle de dimension NLNC
A
p
= A
p
q
le vecteur de dimension NC forme´ par la p-e`me ligne de A
A
q
= A
q
p
le vecteur de dimension NL forme´ par la p-e`me colonne de A
On de´finit la matrice de la norme du gradient krAk par:
k(rA)
p;q
k = [(r
X
A
p
)
2
q
+ (r
Y
A
q
)
2
p
]
1
2
;8p = 1::NL;8q = 1:NC (F.1)
ou` (r
X
A
p
)
q
et (r
Y
A
q
)
p
repre´sentent respectivement le gradient selonX deA et le gradient
selon Y de A tels que:
(
(r
X
A
p
)
q
= 0 si q = NC
(r
X
A
p
)
q
= A
p
q+1
  A
p
q
8q = 1::NC 1
(F.2)
et
(
(r
Y
A
q
)
p
= 0 si p = NL
(r
y
A
q
)
p
= A
q
p+1
  A
q
p
8p = 1::NL 1
(F.3)
II De´finition de 
B
A
Soient A, B et C trois matrices re´elles de dimension NLNC.
On construit les vecteurs A, B et C de dimension NL  NC contenant respectivement les
e´le´ments des matrices A, B et C.
On de´finit le laplacien de A de poids B comme la matrice 
B
A de dimension NL  NC
telle que:
<  
B
A;C >
D
D
=
NL
X
p=1
NC
X
q=1
(B)
p;q
(rA)
p;q
(rC)
p;q
(F.4)
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ou` 
B
A est le vecteur de dimension NLNC contenant les e´le´ments de 
B
A.
En de´veloppant suivant la de´finition du gradient matriciel, on obtient:
( 
B
A)
p;q
= (B
p;q 1
+ 2B
p;q
+B
p 1;q
)A
p;q
 B
p;q 1
A
p;q 1
 B
p:q
A
p;q+1
  B
p 1;q
A
p 1;q
 B
p;q
A
p+1;q
(F.5)
III Calcul de J
REG
("
k+1
;
k+1
)
Soit
(
"
k+1
= "
k
+ 
k
"

k
"

k+1
= 
k
+ 
k


k

la variable caracte´ristique a` l’ite´ration k + 1.
D’apre`s la de´finition de J
REG
, on peut e´crire:
J
REG
("
k+1
;
k+1
) =

2
"
Æ
2
"
NX
X
p=1
NY
X
q=1
[(b
"
)
p;q
k(r"
k+1
)
p;q
k
2
+  ((b
"
)
p;q
)]
+

2

Æ
2

NX
X
p=1
NY
X
q=1
[(b

)
p;q
k(r
k+1
)
p;q
k
2
+  ((b

)
p;q
)]
(F.6)
Or,
k(r(A+B))
p;q
k
2
= k(rA)
p;q
k
2
+ k(rB)
p;q
k
2
+ 2(rA)
p;q
(rB)
p;q
D’ou`:
J
REG
("
k+1
;
k+1
) =

2
"
Æ
2
"
NX
X
p=1
NY
X
q=1
[(b
"
)
p;q
k(r"
k
)
p;q
k
2
+  ((b
"
)
p;q
)]
+

2

Æ
2

NX
X
p=1
NY
X
q=1
[(b

)
p;q
k(r
k
)
p;q
k
2
+  ((b

)
p;q
)]
+

2
"
Æ
2
"
NX
X
p=1
NY
X
q=1
[(b
"
)
p;q

k

2
k(r
k
"
)
p;q
k
2
]
+ 2

2
"
Æ
2
"
NX
X
p=1
NY
X
q=1
[
"
k
(b
"
)
p;q
(r"
k
)
p;q
(r
k
)
p;q
]
+

2

Æ
2

NX
X
p=1
NY
X
q=1
[(b

)
p;q

k

2
k(r
k

)
p;q
k
2
]
+ 2

2

Æ
2

NX
X
p=1
NY
X
q=1
[(
k

(b

)
p;q
(r
k
)
p;q
r
k

)
p;q
]
(F.7)
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D’apre`s (F.4) et (F.5), on peut e´crire:
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Tomographie microonde d’objets enterre´s.
Application a` l’auscultation radar
Re´sume´: Les travaux de the`se pre´sente´s dans ce me´moire sont consacre´s a` l’e´tude et au de´veloppement
de me´thodes et d’algorithmes de reconstructions tomographiques du sous-sol soumis a` un rayonne-
ment e´lectromagne´tique dans la bande microonde. Apre`s l’e´tude the´orique et la mode´lisation du
proble`me de diffraction re´sultant de l’interaction physique entre une onde e´lectromagne´tique de
de´pendance spatio-temporelle quelconque et une structure he´te´roge`ne enterre´e, le proble`me inverse
est re´solu qualitativement et quantitativement.
Un algorithme de reconstruction qualitative du sous-sol par analyse multifre´quence ou en re´gime
impulsionnel est d’abord mis au point pour une antenne d’e´mission de re´partition spatiale arbitraire
rayonnant un champ proche. Cette me´thode d’imagerie est une extension de la technique de tomo-
graphie par diffraction. Elle permet la de´tection et la localisation spatiale de l’he´te´roge´ne´ite´ enterre´e
a` partir des courants de polarisation induits par le champ d’antenne pris en compte dans l’inversion.
Des comparaisons mode`les/expe´riences sont envisage´es.
Un algorithme de reconstruction d’he´te´roge´ne´ite´s enterre´es par analyse multifre´quence est ensuite
mis au point et e´tudie´. La me´thode utilise´e est base´e sur la the´orie de l’optimisation non line´aire.
Elle permet la reconstruction du profil de permittivite´ et de conductivite´ de l’objet enfoui a` partir
des donne´es du champ diffracte´ et du champ incident. Afin d’ame´liorer les images re´sultantes, une
technique de re´gularisation permettant de pre´server les discontinuite´s de l’objet est alors introduite
dans le processus d’inversion.
Mots-cle´s : Electromagne´tisme, Diffraction, Proble`me inverse, Reconstruction d’image, Objets en-
terre´s, Imagerie qualitative, Tomographie par diffraction microonde, Imagerie quantitative, Optimi-
sation non-line´aire, Re´gularisation avec pre´servation des discontinuite´s
Microwave tomography for buried objects.
Application to radar probing
Abstract: This thesis has been devoted to the study and the development of methods and algorithms
for tomographic reconstructions using an electromagnetic illumination in the microwave domain.
After the theoretical study and the modelization of diffraction problem which occurs when an elec-
tomagnetical wave of arbitrary spatial and time dependence interacts with a buried heterogeneous
structure, inverse problem has been solved qualitatively and quantitatively.
A ground qualitative reconstruction algorithm using either multifrequency analysis or impulse mode
has been first developed for a near field transmitting antenna with an arbitrary spatial distribution.
This imaging method is an extension of the so called diffraction tomography technique. It allows to
detect and to locate spatially the buried heterogeneity from the polarized currents induced by the near
field pattern of the antenna taken into account in inversion process. Comparisons between synthetic
and experimental data have been considered.
A buried heterogeneity reconstruction algorithm using multifrequency analysis has been then develo-
ped and studied. The method used is based on non-linear optimization theory. It allows to reconstruct
the permittivity and conductivity profiles of the buried object from scattered and incident field data.
In order to enhance the resulting images, a regularization technique which preserves the edges of the
object has been introduced into the inversion process.
Keywords : Electromagnetism, Diffraction, Inverse problem, Image reconstruction, Buried objects,
Qualitative imaging, Microwave diffraction tomography, Quantitative imaging, Non-linear optimiza-
tion, Regularization with edge preserving
