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 
Abstract—Short-term probabilistic wind power forecasting can 
provide critical quantified uncertainty information of wind 
generation for power system operation and control. As the 
complicated characteristics of wind power prediction error, it 
would be difficult to develop a universal forecasting model 
dominating over other alternative models. Therefore, a novel 
multi-model combination (MMC) approach for short-term 
probabilistic wind generation forecasting is proposed in this paper 
to exploit the advantages of different forecasting models. The 
proposed approach can combine different forecasting models 
those provide different kinds of probability density functions to 
improve the probabilistic forecast accuracy. Three probabilistic 
forecasting models based on the sparse Bayesian learning, kernel 
density estimation and beta distribution fitting are used to form 
the combined model. The parameters of the MMC model are 
solved based on Bayesian framework. Numerical tests illustrate 
the effectiveness of the proposed MMC approach. 
 
Index Terms—Multi-model combination, probabilistic 
forecasting, wind power, uncertainty. 
I. INTRODUCTION 
S one of the most cost-effective renewable power sources, 
wind power generation has been widely applied in modern 
power systems. According to the statistics launched by the 
Global Wind Energy Council, till the end of 2015, the global 
installed capacity of wind power has reached 432,883 MW. 
Meanwhile, in several countries, the wind power penetration 
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has already achieved a relatively high level, e.g., 42% 
electricity consumption of Demark was provided by wind 
power in 2015. However, because of the inherent intermittency 
and uncertainty, large-scale wind power integration brings 
serious challenges to power system operation and control [1], 
[2]. 
To accommodate the variability of wind power, probabilistic 
wind generation forecasting techniques are rapidly developed 
in the last decade. Compared with the deterministic wind 
generation forecasting, probabilistic forecasting can provide 
quantified uncertainty involved in wind power forecasting and 
then benefit power system reserve setting, unit commitment, 
market trading, and so on  [3],[4],[5],[6],[7],[8]. To improve the 
forecast accuracy, both parametric and non-parametric models 
have been proposed for probabilistic forecasting of wind power, 
such as the quantile regression [9],[10], ensemble approach 
[11], the adaptive resampling approach [12], radial basis 
function neural network [13], bootstrapped extreme learning 
machine [14], conditional kernel density estimation [15], direct 
interval forecasting [16], hybrid neural network [17], sparse 
Bayesian learning (SBL) approach [18], and classification 
approach [19]. 
Most of the typical probabilistic forecasting approaches are 
based on an individual forecast model. However, it would be 
difficult to find an individual forecast model which is perfect 
for all kinds of wind farms, especially for probabilistic models 
based specific probability distribution assumption, since the 
characteristics of wind generation may change significantly 
from one wind farm to another and the complicated statistical 
nature of wind power prediction error. Previous studies have 
found that the combined forecast mean is more skillful than 
each member model [20]. Therefore, designing a combined 
model which can exploit the advantages of different kinds of 
forecast models is quite desirable. Actually, it has been well 
recognized that the combined model can provide better forecast 
results than a single model [21]. Several combined models have 
already been established for the point forecasts of wind 
generation [21].  The ensemble probabilistic forecasting 
method was adopted to predict the meteorological data, 
including wind speed and precipitation, based on Bayesian 
model averaging (BMA) [22]. The individual distributions of 
BMA are in accordance with the same distribution type. 
However, the above probabilistic combination approaches are 
either based on the forecast error statistical distribution of the 
combined point forecast approach or the combination of the 
same member distributions.  
In this paper, a multi-model combination (MMC) approach is 
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proposed for probabilistic wind generation forecasting by 
extending the conventional BMA. It combines multiple 
probabilistic forecasting models those provide different types 
of probability density functions (PDFs) to achieve better 
prediction results through combining the superiorities of 
different individual distribution forecasting methods. The 
weights of member distributions reflect their contributions to 
the forecasts, which are solved adaptively to realize the best 
performance for different wind farms. Three different kinds of 
mature probabilistic wind power forecasting models based on 
sparse Bayesian learning (SBL), kernel density estimation 
(KDE) and beta distribution estimation (BDE) are adopted to 
form the combined forecasting model. The parameters of the 
MMC model are firstly solved via expectation maximizing 
(EM) algorithm. Through the EM algorithm, the MMC model 
can realize a better forecast expectation than the individual 
models. Then parameters are further optimized by maximizing 
the performance of the forecast distribution to get a more 
calibrated probabilistic forecast results. The effectiveness of the 
proposed MMC approach has been verified by the simulation 
experiments on the dataset of Global Energy Forecasting 
Competition 2014 (GEFCOM 2014).  
II. COMBINED MODEL FOR PROBABILISTIC FORECASTING  
A. Prediction Uncertainty 
Standard regression models typically execute forecasts 
conditionally on the selected model. However, a deterministic 
forecasting model can hardly be perfect on some specified 
criterion because the prediction error may always exist, even 
for a carefully designed model. The prediction error cannot be 
avoided because of the following reasons: 
Firstly, the forecasting model is an abstraction, 
simplification and interpretation of reality. The incompleteness 
of the model and the mismatch between the model and the real 
causal structure of a system always result in prediction errors.  
Secondly, data uncertainties will also cause the forecasting 
errors. The unsuitable or unreliable training data may cause 
misleading parameters of the forecasting model. Meanwhile, 
the measurement or estimation errors of the input variables, e.g., 
weather forecasting errors, will also be propagated into the final 
wind power forecasting. 
Moreover, the nonlinear, non-stationary natures of wind 
power and the complex structures of the weather system and 
power plant system will also make the design of a perfect 
forecasting model impossible. 
Therefore, probabilistic forecasting becomes very 
meaningful to estimate wind power prediction uncertainties. 
More specifically, we can take parametric probabilistic wind 
generation forecasting as an example here. Denote wind power 
at time t by yt and the input vector of the prediction model by xt . 
The training data set can be expressed as 
 1{ }Tt t tD , y  x , (1) 
where T represents the size of the data set. 
The forecasting target can be formulated as 
( ) ( )t t ty g  x x ,                                (2) 
where ( )tg x denotes the true regression, and ε(xt) denotes the 
noise. 
Prediction error is produced by model misspecification and 
data uncertainty. Approximating the true regression g(xt) by 
ˆ ( )tg x , the prediction error can be expressed by 
ˆ ˆ( ) [ ( ) ( )] ( )t t t t ty g g g    x x x x ,                   (3) 
where ˆ( )t ty g x denotes the prediction error, and 
ˆ( ) ( )t tg gx x is the approximation error of the true regression.  
For conventional parametric probabilistic forecasting 
techniques, the noise is commonly supposed to be normally 
distributed with zero mean and variance 2ˆ   associated with 
input variables [23]. Assuming the model uncertainty and data 
uncertainty in (3) are statistically independent, the variance of 
prediction uncertainty, expressed by 2ˆ ( )y t x , can be derived by 
2 2 2ˆ ˆ ˆ( ) ( ) ( )y t g t t   x x x .                         (4) 
The parametric predictive distribution based on normal 
model can be expressed as 
 2ˆ ˆ ˆ( | ( )) ( ( ), ( ))t t t y tp y g N g x x x .  (5) 
However, as the complex statistical characteristics of wind 
power prediction error, the prediction uncertainty cannot be 
precisely described on basis of the parametric probability 
distribution model, such as normal distribution. 
B. Basics of Bayesian Model Averaging 
As mentioned above, a perfect forecasting model can hardly 
be obtained, and thus, how to eliminate or reduce the bias of 
probabilistic wind power forecasting can be an eternal topic. 
Actually, instead of designing a more sophisticated forecasting 
model, model combination is a feasible way in statistics to 
improve the preciseness of probabilistic forecasting [24]. As 
early as 1960s, it has been illustrated that combing forecasts 
from different persons is beneficial [20], which is confirmed by 
the later studies [25], [26]. And it is further verified that this 
principle is valid not only for the performance of subjective 
forecasters but also for the objective multi-model forecasting 
systems [27]. The variations in physics and numerics of the 
forecasting models make the solution more reliable [28]. 
Bayesian model averaging aims to obtain the “best” forecast 
model conditioning on the combination of several individual 
forecast models. Given the training dataset yTr the objective y to 
be predicted on the basis of K individual models F1, F2, …, FK, 
the law of BMA provides the combined forecast PDF, 
described as 
1 Tr1( , , ) ( ) ( )
K
t K t k kk
p y F F p y F p F  y ,            (6) 
where 1( , , )t Kp y F F  is the predictive PDF of yt obtained by 
the combined model, Fk is the kth member model, ( | )t kp y F  
is the predictive PDF generated by Fk, and Tr( )kp F y  is the 
posterior probability of model Fk indicating the contribution of 
Fk to the forecast satisfying  
Tr0 ( ) 1kp F y ,                                   (7) 
Tr1 ( ) 1
K
kk
p F  y .                                (8) 
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Thus the BMA predictive PDF is a weighted average of the 
conditional PDFs based on the individual models. The BMA 
approach has been adopted in weather forecasts, such as wind 
speed and temperature. However, the conditional PDFs given 
by the individual model are in accordance with the same 
distribution type, for example, normal distribution in 
temperature forecasts. In this paper, the MMC approach is a 
more flexible model by extending the BMA member models 
into multiple distribution types. 
III. MULTI-MODEL COMBINATION APPROACH 
A. Formulations of MMC 
To exploit the advantages of different probabilistic 
forecasting models, an MMC approach is developed for 
probabilistic forecasting of wind power generation. 
Based on the principles of model combination, a general 
model of MMC with K member models can be expressed as 
1 1( , , ) ( )
K
t K k k t kk
p y F F w p y F  ,                (9) 
where wk is posterior probability, as well as the weight of model 
Fk satisfying 
0 1kw  ,                                       (10) 
1 1
K
kk
w  .                                    (11) 
It should be noted that 1 , , KF F  can be any kinds of 
forecasting models those are able to provide predictive PDF 
results. Moreover, the explanatory variables for the member 
models need not to be the same. Here, we denote Fk as a general 
model with expectation ,k ty and standard deviation k whose 
predictive PDF can be described by 
2
,( ) (y , )k t k k t kp y F p = .                          (12) 
 
Fig. 1  Framework of MMC. 
The overall framework of MMC is briefly described in Fig. 1. 
The training of the MMC model is divided into two main stages, 
i.e., the member model training stage and the MMC parameters 
estimation stage. Accordingly, the historical data are also 
divided into two data sets. With the first data set, the member 
models are trained according to their own principles. Then the 
parameters of the MMC model are estimated in the second 
stage by maximum likelihood and the EM algorithm on the 
basis of the optimization dataset. Furthermore, the parameters 
achieved from the EM algorithm are further optimized to 
realize its optimal distribution forecast effect. 
B. Member Models 
In this paper, three different probabilistic forecasting models, 
i.e., SBL, KDE, and BDE, are adopted to form the combined 
model. SBL is a nonlinear sparse parametric forecasting model, 
which can provide conditional Gaussian PDF of wind 
generation [18]. KDE is a nonparametric probabilistic 
forecasting model whose output needs not obey any 
predetermined distribution type. In this paper, the adopted KDE 
model is also conditional in order to capture the variation of the 
predictive PDF with explanatory variables [15]. BDE is a 
statistical approach for PDF estimation, which can estimate the 
PDF of wind generation according to the Beta distribution [29]. 
It can be found that the selected member models have quite 
different mechanisms, and their performance on probabilistic 
forecasting of wind generation will also be very different. As to 
be illustrated in cases studies, these distinct member models 
can indeed get improvement from each other. The details of the 
adopted member models are introduced as follows. 
1) Sparse Bayesian Learning 
SBL is a sparse kernel-based probabilistic forecasting model 
which can be expressed as 
    01 ,MTt t t i i t i tiy K         x x x ,        (13) 
where xt and yt are the input vector and output of the model, M 
is the number of kernels,  0 1= ,  , , TM    is the weight 
vector,  ,i t iK x x  is a Gaussian kernel function, 
     1 1= 1,  , , , , Tt t M t MK K   x x x x x , and t  is the Gaussian 
residual with zero mean and variance 2 . 
To avoid overlearning, SBL estimates the parameters by 
using Bayesian rules. More specifically, in (15), the weights are 
treated as Gaussian variables  10, , 0,1, ,iN i M   , where 
,  0,1, ,i i M   are hyper-parameters. And then, according to 
the Bayesian rules, the covariance matrix and mean value 
vector of ω can be obtained with N groups of samples
1{( , )}Nn n ny x , as 
  12 T   A   ,                            (14) 
2 T
  y ,                                        (15) 
where      1 2= , , , TM  x x x    ,  1 2, , , My y y y , 
and  0 1, , , Mdiag    A . Parameters 
,  0,1, ,i i M    and 2  in (14) and (15) are estimated by 
using maximum likelihood estimation. 
Finally, for each new input *tx , the distribution of *ty  can 
be obtained according to (13) as  2ˆ ˆ,t tN y  , expressed as, 
 *ˆ = Tt ty   x ,                                       (16) 
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   2 2 * *ˆ Tt t t   x x  .                  (17) 
2) Kernel Density Estimation 
KDE is a non-parametric PDF estimation approach which 
estimates the PDF of the target random variable without 
pre-assuming its distribution type. Therefore, KDE is believed 
to have more adaptability than the parametric estimation 
approaches. 
With the data set of historical observations 1{( , )}Mm m my x , the 
conditional PDF of the target value *ty  corresponding to the 
new input *tx  can be estimated according to the law of total 
probability, expressed as 
* * *
* * *
*
1
( , ) 1( ) = ( , ) ( )( )
M
XY t t t i
t t t i
iY YX t
f y y yp y K
h hf


  xX x x xx ,(18) 
where ( )XYf   is the joint PDF of X and Y, ( )Xf   is the joint PDF 
of X, ( )K   is a Gaussian kernel function, hY is the bandwidth 
parameter of Y that controls the smoothness of the estimated 
PDF, and *( , ), 1, 2, ,m m M  x x  are the weights of the 
kernels which can be expressed as 
1 *
*
1 *
1
( ( ))( , )
( ( ))
X t i
t i M
X t j
j
K
K






H
H
x xx x
x x
,                (19) 
where 1 2( , , , )X Ddiag h h hH   is a bandwidth matrix which 
controls the smoothness of the explanation variable vector X, 
and D is the dimension of X. 
In KDE, the bandwidth is an important exogenous parameter 
which is determined by using Silverman's rule of thumb in this 
paper [30]. 
3) Beta Distribution Estimation 
Normalized wind generation should be within the interval [0, 
1]. Therefore, the beta distribution bounded by 0 and 1 is 
widely applied to describe the prediction uncertainty of wind 
generation [29]. 
The PDF of beta distribution  Beta ,  can be described 
as 
11 (1 )( ; , ) ( , )
t t
t
y y
p y
B

   
  ,                  (20) 
where   and   are the shape parameters satisfying , 0   , 
and ( , )B    is the Beta function. 
The relation between the expected value  and the variance 
2  of Beta distribution and the shape parameters of Beta 
distribution can be expressed as 
2 2 2( )        ,                             (21) 
2 2 2(1 )( )         .                      (22) 
Therefore, the shape parameters as well as the PDF can be 
obtained by estimating the expected value and variance from 
the samples. 
C. Parameter Estimation  
Parameters of MMC model include the parameters of the 
individual forecast model and the weights of the member 
models. The SBL and KDE models can be trained on basis of 
the training dataset independently, as described in the above 
member models. For BDE model, the shape parameters α and β can be achieved by estimating its expectation and variance. In 
this paper, the expectation μ and variance σ2 of BDE is estimated separately. The expectation μ can be estimated using 
any spot forecast models based on the training dataset. Here, 
support vector machine (SVM) is adopted to estimate the 
expectation μ. The detailed estimation process of SVM is 
described in [19].  
The parameters including weights of member models 
1, , Kw w and the variance 2  of BDE can be estimated by 
maximum likelihood on basis of the training data. The 
objective is to find the parameters those maximize the 
likelihood function, which is equal to maximize the 
log-likelihood function, defined as  21 1 1( , , , ) log ( )N KK k k n kn kl w w w p y F     .   (23) 
It is difficult to maximize the log-likelihood function 
analytically or numerically using nonlinear maximization 
approaches. Thus expectation-maximization (EM) algorithm is 
adopted to identify the maximum likelihood estimator, i.e., the 
parameters maximizing the likelihood function.  
The EM algorithm is an iterative method used for finding the 
maximum likelihood estimators. The estimation process of EM 
algorithm can be described as follows: 
a) Initialize the parameters to be estimated ( ) ( 0)j j  . 
b) Expectation (E) step. Estimating the expectation of the 
log-likelihood evaluated with the current parameters ( )j using 
the following function 
( ) ( 1) ( 1)
,
1
( , ) ( , )
K
j j j
n k k k n k k k n k
k
z w p y F w p y F  

  .   (24) 
c) Maximization (M) step. Update parameters maximizing 
the expected log-likelihood on basis of the E step. 
( ) ( 1)
,1
1 Nj j
k n kn
w z
N

  ,                                        (25) 
2( ) ( 1) 2
, ,1 1
1 ( )N Kj jn k n n kn k z y yN

    .           (26) 
where ,n ky  is the predictive expectation of wind power by 
model Fk. 
d) If the log-likelihood converges to a maximum likelihood, 
i.e., changes of the parameter values are no greater than the 
pre-set tolerances, stop the iteration and output the maximum 
likelihood estimator. Otherwise, go back to E step. 
As a remedy of that the maximum likelihood estimators 
calculated by the EM algorithm may converge to local optimal 
ones, the estimate of parameters is further refined to optimize 
the distribution accuracy. Among the performance assessment 
criteria of probabilistic forecasting, continuous ranked 
probability score (CRPS) [31] is a comprehensive criterion that 
can assess the calibration and sharpness of the forecasted PDF 
simultaneously. The smaller the CRPS value is, the better the 
distribution forecast will be. The objective of the optimization 
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From the aforementioned numerical results, it can be 
identified that the reliability and sharpness of the predictive 
PDFs is opposite, i.e., models with satisfactory reliability 
usually have poor sharpness, such as the advanced 
nonparametric model KDE. However, the MMC model with 
further optimization has better balance than the benchmarks 
and achieves the best probabilistic forecasting performance. 
The EM with further optimization can ensure the high quality 
of predictive distribution of wind power generation. In general, 
the proposed MMC model can be beneficial for optimal 
operation and control of power systems with high penetration 
of wind power.  
V. CONCLUSIONS 
With the large-scale integration of volatile wind power, 
accurate wind power forecasting becomes critical to the 
optimal operation and control of modern power systems. 
However, it is hard even impossible to obtain precise 
deterministic forecasting of wind generation. Moreover, it is 
also difficult to achieve a perfect probabilistic wind generation 
forecasting model in practice due to the complicated stochastic 
characteristic of wind power prediction error. In this paper, a 
novel MMC approach is proposed by extending the 
conventional BMA model to improve the performance via 
combining individual forecasting models. The MMC model 
successfully establishes a weighted combination of several 
individual probabilistic forecast models conforming to the 
different distribution forms, both parametric and nonparametric 
ones. Weights of each member model are firstly estimated by 
EM and further optimized with respect to the comprehensive 
performance of the models, assuring its performance in both 
deterministic and probabilistic forecasts. Numerical study 
results demonstrate the significant superiority of the proposed 
MMC model comparing with the adopted individual models. 
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