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I Introduction

I.I Goals
This paper surveys the current state-of-the-art in augmented reality. It describes work performed at many different sites and explains the issues and problems encountered when building augmented reality systems. It summarizes the tradeoffs and approaches taken so far to overcome these problems and speculates on future directions that deserve exploration.
A survey paper does not present new research results. The contribution comes from consolidating existing information from many sources and publishing an extensive bibliography of papers in this field. While several other introductory papers have been written on this subject (Barfield et al., 1995; Bowskill and Downie, 1995; Caudell, 1994; Drascic, 1993; Feiner, 1994a, b; Milgram etal., 1994b; Rolland et al., 1994) , this survey is more comprehensive and upto-date. This survey provides a good beginning point for anyone interested in starting research in this area.
Section 1 describes augmented reality and the motivations for developing this technology. Six classes of potential applications that have been explored are described in Section 2. Then Section 3 discusses the issues involved in building an augmented reality system. Currently, two of the biggest problems are in registration and sensing: the subjects of Sections 4 and 5. Finally, Section 6 describes some areas that require further work and research. (Milgram and Kishino, 1994a; Milgram et al., 1994b) .
Some researchers define AR in a way that requires the use of head-mounted displays (HMDs). To avoid limiting AR to specific technologies, this survey defines AR as any system that has the following three characteristics: 
Motivation
Why is augmented reality an interesting topic? Why is combining real and virtual objects in 3D useful? Augmented reality enhances a user's perception of and interaction with the real world. The virtual objects display information that the user cannot directly detect with his own senses. The information conveyed by the virtual objects helps a user perform real-world tasks. AR is a specific example of what Fred Brooks calls intelligence amplification (IA): using the computer as a tool to make a task easier for a human to perform (Brooks, 1996) . At AR might also be useful for training purposes . Virtual instructions could re- mind a novice surgeon of the required steps, without the need to look away from a patient to consult a manual. Virtual objects could also identify organs and specify locations to avoid disturbing the patient (Durlach and Mavor, 1995) .
Several projects are exploring this application area. At UNC Chapel Hill, a research group has conducted trial runs of scanning the womb of a pregnant woman with an ultrasound sensor, generating a 3D representation of the fetus inside the womb and displaying that in a seethrough HMD (Figure 2 ). The goal is to endow the doctor with the ability to see the moving, kicking fetus lying inside the womb, with the hope that this one day may become a "3D stethoscope" (Bajura et al., 1992; State et al., 1994) . More recent efforts have focused on a needle biopsy of a breast tumor. Figure 3 shows a mockup of a breast biopsy operation, where the virtual objects identify the location of the tumor and guide the needle to its target (State et al., 1996b) . Other groups at the MIT AI Lab (Grimson et al., 1994; Grimson et al., 1995; Mellor, 1995a, b) , General Electric (Lorensen et al., 1993) , and elsewhere (Betting et al., 1995; Edwards et al., 1995; Taubes, 1994) (Boeing TRP, 1994) . Figure 6 shows an external view of Adam Janin using a prototype AR system to build a wire bundle. Eventually, AR might be used for any complicated machinery, such as automobile engines . (Fitzmaurice, 1993; Rekimoto and Nagao, 1995) . At the European Computer-Industry Research Centre (ECRC), a user can point at parts of an engine model and the AR system displays the name of the part that is being pointed at . Figure 7 shows this, where the user points at the exhaust manifold on an engine model and the label "exhaust manifold" appears.
Alternately, these annotations might be private notes attached to specific objects. Researchers at Columbia demonstrated this with the notion of attaching windows from a standard user interface onto specific locations in the world, or attached to specific objects as reminders (Feiner et al., 1993b) . Figure 8 shows a window superimposed as a label upon a student. He wears a tracking device, so the computer knows his location. As the student moves around, the label follows his location, providing the AR user with a reminder of what he needs to talk to the student about. (Feiner et al., 1995) .
Researchers at the University of Toronto have built a system called Augmented Reality through Graphic Overlays on Stereovideo (ARGOS) (Milgram et al., 1995) , which among other things is used to make images easier to understand during difficult viewing conditions (Drascic, 1993; Milgram et al., 1993) . Others have also used registered overlays with telepresence systems (Kim, 1993; Kim, 1996; Oyama et al., 1993; Yoo and Olano, 1993; Tharp et al., 1994) . Figure 10 (Maes, 1995 (Wanstall, 1989) . 3 Characteristics (Wellner, 1993 (Wanstall, 1989) . through HMD. Figure 12 shows two optical seethrough HMDs made by Hughes Electronics. The optical combiners usually reduce the amount of light that the user sees from the real world. Since the combiners act like half-silvered mirrors, they let in only some of the light from the real world, so that they can reflect some of the light from the monitors into the user's eyes. For example, the HMD described in (Holmgren, 1992) Figure  15 shows how a monitor-based system might be built. In Figure 16 . (Holloway, 1995 (Pausch et al., 1992 (Welch, 1978) (Welch, 1978) .
Augmented reality demands much more accurate registration than do virtual environments (Azuma, 1993 (Doenges, 1985 (Deering, 1992) .
Optical distortions are usually systematic errors, so they can be mapped and compensated. This mapping may not be trivial, but it is often possible. For example, (Robinett and Rolland, 1992) describes the distortion of one commonly used set of HMD optics. The distortions might be compensated by additional optics. Edwards and colleages (1993) describe such a design for a video see-through HMD. Eliminating distortion can be a diffi- Azuma 369 cult design problem, though, and it adds weight, which is not desirable in HMDs. An alternate approach is to do the compensation digitally by image-warping techniques, both on the digitized video and the graphic images. Typically, this involves predistorting the images so that they will appear undistorted after being displayed (Watson and Hodges, 1995) . Another way to perform digital compensation on the graphics is to apply the predistortion functions on the vertices of the polygons, in screen space, before rendering (Rolland and Hopkins, 1993) . This requires subdividing polygons that cover large areas in screen space. Both digital compensation methods can be computationally expensive, often requiring special hardware to accomplish in real time. Holloway determined that the additional system delay required by the distortion compensation adds more registration error than the distortion compensation removes, for typical head motion (Holloway, 1995 (Drascic and Milgrana, 1991; ARGOS, 1994; Bajura, 1993; Tuceryan et al., 1995; Whitaker et al., 1995 (Bajura et al., 1992) . In Figure 17, (Foley et al., 1990; Mine, 1993) . It is sometimes possible to reconfigure the software to sacrifice throughput to minimize latency. For example, the SLATS system completes rendering a pair of interlaced NTSC images in one field time (16.67 ms) on Pixel-Planes 5 (Olano et al., 1995) . Being careful about synchronizing pipeline tasks can also reduce the end-to-end lag (Wloka, 1995 Additional delay is added to the video from the real world to match the scene-generator delays in generating the virtual images. This additional delay to the video stream will probably not remain constant, since the scene-generator delay will vary with the complexity of the rendered scene. Therefore, the system must dynamically synchronize the two streams.
Note that while this reduces conflicts between the real and virtual, now both the real and virtual objects are delayed in time. While this may not be bothersome for small delays, it is a major problem in the related area of telepresence systems and will not be easy to overcome. For long delays, this can produce negative effects such as pilot-induced oscillation.
4.3.4 Predict. The last method is to predict the future viewpoint and object locations. If the future locations are known, the scene can be rendered with these future locations, rather than the measured locations.
Then when the scene finally appears, the viewpoints and objects have moved to the predicted locations, and the graphic images are correct at the time they are viewed. For short system delays (under -80 ms), prediction has been shown to reduce dynamic errors by up to an order of magnitude (Azuma and Bishop, 1994) . Accurate predictions require a system built for real-time measurements and computation. Using inertial sensors makes predictions more accurate by a factor of 2-3. Predictors have been developed for a few AR systems (Emura and Tachi, 1994; Zikan et al., 1994b) , but the majority were implemented and evaluated with VE systems, as shown in the reference list of (Azuma and Bishop, 1994) . More work needs to be done on ways of comparing the theoretical performance of various predictors (Azuma, 1995; Azuma and Bishop, 1995) and in developing prediction models that better match actual head motion (Wu and Ouhyoung, 1995) .
Vision-based Techniques
Mike Bajura and Ulrich Neumann (Bajura and Neumann, 1995) Implementing this approach is not a trivial task. Detection and matching must run in real time and must be robust. Special hardware and sensors are often required. However, it is also not an "Al-complete" problem because this is simpler than the general computer-vision problem.
For example, in some AR applications it is acceptable to place fiducials in the environment. These fiducials may be LEDs (Bajura and Neumann, 1995) or special markers (Mellor, 1995a, b; Neumann and Cho, 1996) . Recent ultrasound experiments at UNC Chapel Hill have used colored dots as fiducials (State et al., 1996a (Mellor, 1995a) that uses dots with a circular pattern as the fiducials. The registration is also nearly perfect. Figure 22 demonstrates merging virtual objects with the real environment, using colored dots as the fiducials in a video-based approach. In the picture on the left, the stack of cards in the center are real, but the ones on the right are virtual. Notice that these penetrate one of the blocks. In the image on the right, a virtual spiral object interpenetrates the real blocks and table and also casts virtual shadows upon the real objects (State et al., 1996a) .
Instead of fiducials, (Uenohara and Kanade, 1995) uses template matching to achieve registration. Template images of the real object are taken from a variety of viewpoints. These are used to search the digitized image for the real object. Once that is found, a virtual wireframe can be superimposed on the real object.
Recent approaches in video-based matching avoid the need for any calibration. (Kutukalos and Vallino, 1996) represents virtual objects in a non-Euclidean, affine frame of reference that allows rendering without knowledge of camera parameters. (Iu and Rogovin, 1996) (Mellor, 1995a, b) and (Grimson et al., 1994 (Grimson et al., , 1995 use a laser rangefinder to acquire an initial depth map of the real object in the environment. Given a matching virtual model, the system can match the depth 
Current Status
The registration requirements for AR are difficult to satisfy, but a few systems have achieved good results. (Azuma and Bishop, 1994) is an open-loop system that shows registration typically within ± 5 millimeters from many viewpoints for an object at about arm's length. Closed-loop systems, however, have demonstrated nearly perfect registration, accurate to within a pixel (Bajura and Neumann, 1995; Mellor, 1995a, b; Neumann and Cho, 1996; State et al., 1996a (Ferrin, 1991; Meyer et al., 1992) and Chapter 5 of Durlach and Mavor (1995 (Robinett, 1992 Optical technologies (Janin et al., 1994) (Azuma, 1993; Durlach and Mavor, 1995; Foxlin, 1996; (Bryson, 1992; Ghazisaedy et al., 1995) . These have succeeded at removing much of the gross error from the tracker at long ranges, but not to the level required by AR systems (Holloway, 1995 (Krueger, 1992 . They found that users partially adapted to the eye displacement, but they also had negative aftereffects after removing the HMD. Steve Ellis's group at NASA Ames has conducted work on perceived depth in a see-through HMD (Ellis and Bücher, 1994; Ellis and Menges, 1995) . ATR (Advanced Telecommunications Research) has also conducted a study (Utsumi et al., 1994 Augmented reality is far behind virtual environments in maturity. Several commercial vendors sell complete, turnkey virtual environment systems. However, no commercial vendor currently sells an HMD-based augmented reality system. A few monitor-based "virtual set" systems are available, but today AR systems are primarily found in academic and industrial research laboratories.
The first deployed HMD-based AR systems will probably be in the application of aircraft manufacturing. Both Boeing (Boeing TRP, 1994; ARPA, 1995) and McDon- nell Douglas (Neumann and Cho, 1996) are exploring this technology. The former uses optical approaches, while the latter is pursuing video approaches. Boeing has performed trial runs with workers using a prototype system but has not yet made any deployment decisions. Annotation and visualization applications in restricted, limited-range environments are déployable today, although much more work needs to be done to make them cost effective and flexible. Applications in medical visualization will take longer. Prototype visualization aids have been used on an experimental basis, but the stringent registration requirements and ramifications of mistakes will postpone common usage for many years.
AR will probably be used for medical training before it is commonly used in surgery.
The next generation of combat aircraft will have helmet-mounted sights, with graphics registered to targets in the environment (Wanstall, 1989 (Dornheim and Hughes, 1995; Dornheim, 1995a) . Registration errors due to delays are a major problem in this application (Dornheim, 1995b (Mair, 1994 
