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Введение
Настоящее учебное пособие написано на основе опыта препода-
вания автором курса теории вероятностей и математической стати-
стики, рассчитанного на 48 часов аудиторных занятий в Институте
радиоэлектроники и информационных технологий (ИРИТ-РТФ Ур-
ФУ). Этого времени хватает лишь на краткое введение в два огром-
ных раздела математики, которые на современном уровне их разви-
тия используют очень тонкий и нетривиальный математический ап-
парат. Его освоение — непростая задача для студентов технических
специальностей. При этом особую трудность представляет то, что
с самого начала от них требуются особые мыслительные навыки —
«вероятностная интуиция». Автор поставил перед собой задачу со-
здать учебное пособие, которое помогло бы студенту познакомиться
с нетривиальными понятиями изучаемой теории так, чтобы доста-
точно глубоко понять материал, по возможности избегая чрезмер-
ного погружения в технические детали математического аппарата, и
позволило бы преподавателю часть материала оставить студентам на
самостоятельное изучение (такой материал входит в учебное пособие
в виде приложений).
Как показывает опыт преподавания, 48-ми часовой курс распа-
дается на три больших раздела. Первый представляет собой элемен-
тарное введение в основы теории вероятностей и обычно занимает 16
часов аудиторных занятий (8 лекционных и 8 практических). Ему со-
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ответствуют главы 1–4 учебного пособия. Задача этого раздела — на-
учить студента основам математического моделирования случайных
явлений, развить в нем «вероятностную интуицию». Второй раздел —
самый большой. Он посвящен изучению более продвинутого матема-
тического аппарата, использующегося для анализа случайных вели-
чин и их распределений вероятностей. Обычно он занимает 24 часа
аудиторных занятий (6 лекционных и 6 практических). Ему соот-
ветствуют главы 5–10. На последний раздел, посвященный основам
математической статистики, остается лишь 8 часов аудиторных за-
нятий. Ему соответствуют главы 11 и 12. Материал этого раздела
удобно осваивать, сочетая изложение теории с проведением лабора-
торных работ в вычислительной среде MatLab. Приложение E содер-
жит задания двух лабораторных работ по темам глав 11 и 12.
В конце каждой из первых девяти глав даны задачи для самосто-
ятельного решения. В приложении F приведены ответы к задачам.
Глава 1. Классические модели теории
вероятностей
1.1. Случайный эксперимент и случайные события
Теория вероятностей занимается построением и изучением мате-
матических моделей случайных явлений. При этом рассматриваются
лишь те явления, которые вписываются в концепцию случайного
эксперимента.
Случайным экспериментом называют реальный или гипотетиче-
ский (воображаемый) эксперимент, который может быть много-
кратно повторен в одних и тех же условиях и может закончиться
одним из некоторой заранее известной совокупности возможных
исходов, при этом заранее неизвестно, каким именно.
В качестве примеров случайных экспериментов можно привести
бросание монеты или игральной кости, раздачу игральных карт, со-
ревнование по любому виду спорта, измерение какой-либо величины,
при котором возникают случайные ошибки, стрельбу по мишени, тор-
ги на бирже и т. п.
В результате проведения случайного эксперимента могут проис-
ходить (или не происходить) различные события. В теории вероят-
ностей события принято обозначать большими буквами латинского
алфавита. Задавая события, мы будем описывать их словами, заклю-
чая описание в фигурные скобки.
10 Глава 1. Классические модели теории вероятностей
 Пример 1.1.1. Бросают игральную кость. В результате броска могут
произойти (или не произойти) следующие события:
A = {Выпала шестерка} ;
B = {Выпало четное число} ;
C = {Выпало меньше 4-х очков} . 
В основе построений теории вероятностей лежит эмпирически об-
наруженное явление стабилизации частоты появления случайного со-
бытия при увеличении числа повторений случайного эксперимента
(частотой наступления события при n повторениях случай-
ного эксперимента называется величина
m
n
, где m — число наступ-
лений данного события). Это явление дает основание для того, что-
бы говорить об объективно существующей числовой характеристике
события — его вероятности. С ростом числа повторений случайно-
го эксперимента частота наступления события становится близкой к
его вероятности. В этом смысле вероятность события характеризует
его шансы произойти в данном случайном эксперименте.
1.2. Пространство элементарных событий
Базовым элементом математической модели случайного экспери-
мента является пространство элементарных событий.
Определение 1.2.1. Пространством элементарных событий
для данного случайного эксперимента называют такой набор слу-
чайных событий, что в результате проведения этого эксперимента
происходит одно и только одно событие из этого набора.
Пространство элементарных событий традиционно обозначают
символом Ω. Его элементы обозначают ω и называют исходами экс-
перимента.
 Пример 1.2.1. Бросают монету. Этому случайному эксперименту мож-
но поставить в соответствие пространство элементарных событий, со-
стоящее из двух элементов:
Ω = {ω1 , ω2} ,
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где ω1 = {Выпал герб} , ω2 = {Выпала решетка} . 
R Необходимо отметить, что для построениия «разумной» математи-
ческой модели, задавая пространство элементарных событий, важно
исключить из рассмотрения те события, которые могут произойти
на практике, но не представляют интереса и ведут к усложнению
модели. Например, в результате броска монета может встать на ребро
или укатиться, но включать эти исходы в пространство элементарных
событий нецелесообразно.
 Пример 1.2.2. Бросают игральную кость. Пространством элементар-
ных исходов является набор
Ω = {ω1 , ω2 , ω3 , ω4 , ω5 , ω6} ,
где ωi = {выпало i очков} , i = 1, 6. 
 Пример 1.2.3. Бросают пару игральных костей. Для этого случайного
эксперимента можно построить несколько различных пространств
элементарных событий.
1. Ω1 = {ω = {x1, x2} , | xi ∈ {1, 2, . . . , 6} , i = 1, 2 , x1 ≤ x2} , где
xi — количество очков, выпавших на i-й кости. Таким образом,
исходами считаем наборы из двух целых чисел, возможно, оди-
наковых (от 1 до 6).
2. Ω2 = {ω = (x1, x2) , | xi ∈ {1, 2, . . . , 6} , i = 1, 2} , где xi — коли-
чество очков, выпавших на i-й кости, т. е. исходы данного экс-
перимента мы отождествляем с упорядоченными парами чисел,
различая, в отличие от Ω1, например, исход ω = (1, 2) и исход
ω = (2, 1).
3. Ω3 = {2 , 3 , . . . , 12} , где ω ∈ Ω — сумма очков, выпавших на
игральных костях.
Все три набора исходов удовлетворяют определению простран-
ства элементарных событий. Далее мы обсудим, какой из них и ка-
ким образом можно использовать для построения математической
модели данного случайного эксперимента. 
R Дальше, так же, как в этом примере, используются круглые скобки
для записи упорядоченных и фигурные скобки для записи неупорядо-
ченных наборов элементов.
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Элементы пространства элементарных событий — исходы — иг-
рают роль простейших атомарных событый в математической моде-
ли случайного эксперимента. Совокупности исходов образуют более
сложные события.
Событиями называют подмножества (вообще говоря, не любые, но
об этом будет сказано подробнее в следующей главе) пространства
элементарных событий. При этом говорят, что событие A ⊆ Ω
произошло, если случайный эксперимент закончился исходом ω ∈
Ω, принадлежащим A.
 Пример 1.2.4. Бросают игральную кость. Пусть Ω определено как в
примере 1.2.2. Тогда
A = {выпало четное число} = {ω2 , ω4 , ω6} ;
B = {выпало нечетное число} = {ω1 , ω3 , ω5} ;
C = {выпало не больше трех очков} = {ω1 , ω2 , ω3} . 
Множество Ω, рассматриваемое как свое собственное подмноже-
ство, также является событием. Его называют достоверным собы-
тием (оно происходит при любом исходе случайного эксперимента).
Пустое множество ∅ называют невозможным событием.
Определение 1.2.2. Если A,B ⊆ Ω — события и A ⊆ B, говорят, что
событие A влечет за собой событие B или событие B является
следствием события A.
Действительно, если A ⊆ B и событие A произошло, т. е. слу-
чайный эксперимент закончился исходом ω ∈ A, событие B также
произошло.
1.3. Операции над событиями
Поскольку в теории вероятностей события представляют собой
подмножества пространства элементарных исходов Ω, для них опре-
делены теоретико-множественные операции.
Определение 1.3.1. Пересечение событий A ∩ B называют произве-
дением и обозначают AB, объединение событий A∪B называют
суммой и обозначают A+B, теоретико-множественную разность
A \ B называют разностью событий и обозначают A − B, до-
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полнение до множества A называют противоположным к A
событием и обозначают A (A := Ω− A) .
R В дальнейшем мы будем использовать как арифметические, так и
теоретико-множественные обозначения для операций над событиями.
Из определения теоретико-множественных операций следует, что
• AB — событие, состоящее в том, что в результате случайного
эксперимента произошли оба события (A и B);
• A+B — событие, состоящее в том, что в результате случайного
эксперимента произошло по крайней мере одно из событий (A
или B);
• A−B — событие, состоящее в том, что в результате случайного
эксперимента произошло событие A и не произошло событие B;
• A — событие, состоящее в том, что в результате случайного экс-
перимента событие A не произошло.
Определение 1.3.2. События A и B называют несовместными, ес-
ли AB = ∅.
Математическая модель случайного эксперимента построена, ес-
ли для всех подмножеств пространства элементарных исходов, явля-
ющихся событиями, определены вероятности. Вероятность события
A обозначают P (A). Это число из промежутка [0; 1]. Как отмечалось
выше, оно характеризует шансы события A произойти в данном слу-
чайном эксперименте. Таким образом, P — функция множества. Рас-
смотрим как она опредляется в двух классических математических
моделях теории вероятностей — в схеме с конечным числом равнове-
роятных исходов и в схеме с геометрическими вероятностями.
1.4. Схема с конечным числом равновероятных исходов
Пусть случайный эксперимент имеет конечное множество исхо-
дов Ω = {ω1, ω1, . . . , ωn}, при этом можно считать все эти исходы
равновозможными, т. е. имеющими одинаковые шансы произойти
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(обычно это связано с такими свойствами рассматриваемых в моде-
ли объектов, как симметрия, однородность и т. п.). В такой ситуации




(общая «масса» вероятности, равная 1, делится поровну
между всеми исходами). В результате для произвольного события









где N(A) — количество элементов множества A (их называют
исходами, благоприятными для A),N(Ω) — количество элементов
пространства элементарных событий.
R Условие равновозможности исходов является крайне важным для
корректного использования данной модели и формулы (1.1). Рассмот-
рим случайный эксперимент с бросанием пары игральных костей, для
которого в примере 1.2.3 предложено три набора исходов, удовлетво-
ряющих определению пространства элементарных событий. Из них
равновероятными можно считать только элементы Ω2, представля-
ющие собой упорядоченные пары (x1, x2), где x1 — число очков на
1-й кости, а x2 — число очков на 2-й кости. То, что элементы про-
странства Ω3 нельзя считать равновозможными исходами — очевидно.
Например, сумму очков 7 можно получить разными способами, а 12
— только одним. Менее очевидно, что исходы пространства Ω1 нельзя
считать равновозможными, ведь, на первый взгляд, если игральные
кости неразличимы, мы можем увидеть только какие числа выпали,
а порядок при этом неважен. Тем не менее, элементы Ω1 — неупоря-
доченные пары чисел — нельзя считать равновозможными исходами,
так как две игральные кости это физически разные объекты (мы
можем умозрительно раскрасить их, назвав одну черной, а другую —
белой), а значит, к примеру, (2, 1) и (1, 2) — разные исходы, поэтому
появление единицы и двойки имеет больше шансов, чем, например
появление двух единиц.
R При вычислении вероятностей по формуле (1.1) для подсчета коли-
чества элементов того или иного множества используют приемы и
формулы комбинаторики. Приложение A содержит краткое изложе-
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ние некоторых базовых определений и формул этой теории, которые
могут пригодиться при решении задач.
Задача 1.4.1. На шахматную доску наудачу поставили две ладьи.
Какова вероятность того, что они смогут срубить друг друга?
Решение.Случайный эксперимент состоит в выборе наудачу двух по-
лей на шахматной доске для постановки ладей. Предварительно




ω = (x, y) |x, y ∈ {1, 2, . . . , 64} , x 6= y
}
,
где x — позиция первой ладьи, y — позиция второй ладьи (можно
считать, что их ставят на доску одну за другой). Таким образом,
исходы данного случайного эксперимента представляют собой раз-
мещения из 64 по 2 (см. Приложение A, Определение A.0.1), поэто-
му N(Ω) = A264 = 64·63. Пусть A — событие, вероятность которого
требуется найти:
A = {Ладьи могут срубить друг друга} .
Для подсчета исходов эксперимента, благоприятных для A, ис-
пользуем правило произведения. Для построения исхода, при ко-
тором ладьи могут срубить друг друга, первую из них можно по-
ставить на любое из 64 полей доски, при этом вторую нужно по-
ставить в ту же вертикаль или горизонталь, что можно сделать
14-ю способами. Таким образом, N(A) = 64 · 14. По формуле (1.1)







Задача 1.4.2. Из урны, в которой содержатся n белых, m черных и k
красных шаров, наудачу извлекают три шара. Какова вероятность
того, что все они разного цвета? Какова вероятность того, что сре-
ди извлеченных есть шары только одного цвета, если n ≥ 3, m ≥ 3
и k ≥ 3?
Решение.Исходом случайного эксперимента, состоящего в извлече-
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нии трех шаров наудачу из совокупности в n + m + k шаров, яв-
ляется сочетание из n + m + k шаров по три. Пространством эле-
ментарных событий Ω для данного случайного эксперимента бу-
дем считать совокупность всех таких сочетаний. Таким образом,
N(Ω) = C3n+m+k. Введем обозначения для событий:
A = {все извлеченные шары разных цветов} ,
B = {все извлеченные шары одного цвета} .
Чтобы построить сочетание, дающее исход, который принад-
лежит событию A, нам нужно выбрать по одному шару каждо-
го цвета. При этом число способов выбрать белый шар равно n,
черный — m и красный — k. По правилу произведения получаем










(n+m+ k)(n+m+ k − 1)(n+m+ k − 2)
.
Для того чтобы построить сочетание, дающее исход, который
принадлежит событию B, нужно выбрать либо только белые ша-
ры, что можно сделать C3n способами, так как каждый набор из
трех белых шаров представляет собой сочетание из n имеющих-
ся белых шаров по три, либо только черные шары, что мож-
но сделать C3m способами, либо только красные шары, что мож-
но сделать C3k способами. Применяя правило суммы, получаем

















n(n− 1)(n− 2) +m(m− 1)(m− 2) + k(k − 1)(k − 2)
(n+m+ k)(n+m+ k − 1)(n+m+ k − 2)
. 
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1.5. Схема с геометрическими вероятностями
Пусть исходы случайного эксперимента можно отождествить с
точками некоторого измеримого множества Ω ⊂ Rd так, что все исхо-
ды можно считать равновозможными. В этих условиях формула (1.1)
неприменима, так как Ω является бесконечным множеством. Отвле-
каясь от природы моделируемого случайного эксперимента, можно
представлять себе его как выбор наудачу точки из Ω или бросание
наудачу точки в Ω. Событие A ⊂ Ω происходит, если точка попадает
в A. В такой ситуации естественно приписать A вероятность, пропор-






Задача 1.5.1. (задача о встрече)
Двое договорились о встрече в определенном месте в течение
определенного часа. Какова вероятность того, что встреча про-
изойдет, если каждый из них независимо от другого может прийти
в условленное место в любой момент этого часа и будет ждать дру-
гого в течечение 15 минут?
Решение.Случайный эксперимент в данном случае состоит в наблю-
дении за появлением двух человек в условленном месте в течение
данного часа. Его исход можно описать, например, парой чисел x
и y — моментами появления первого и второго участников экспери-
мента (измеряем их в часах от начала условленного часа). Таким
образом, можно определить пространство элементарных событий
положив
Ω = {ω = (x, y) |x, y ∈ [0; 1]} .
Поскольку все исходы равновозможны, можно отождествить дан-
ный случайный эксперимент с извлечением наудачу точки из квад-










Рис. 1.1. Задача о встрече
рата Ω на координатной плоскости.
Пусть A — событие, о котором идет речь в условии задачи.
Тогда
A = {Встреча произошла} =
{
ω = (x, y) ∈ Ω | |x− y| < 1/4
}
.
Таким образом, событие A — подмножество квадрата Ω, изобра-













R В схеме с геометрическими вероятностями, в отличие от схемы с
конечным числом равновероятных исходов, вероятность определена
фомулой (1.2) только для измеримых подмножеств Ω. Таким образом,
множество событий, для которых определена вероятность, отлича-
ется от совокупности всех подмножеств пространства элементарных
событий.
R Исходы в схеме с геометрическими вероятностями равновозможны в
том смысле, что все они равноправны с точки зрения возможности
их получения в моделируемом эксперименте. При этом вероятность
каждого исхода по формуле (1.2) равна нулю. Таким образом, в этой
модели мы впервые сталкиваемся с событиями, которые не являются
невозможными (отличными от ∅), но имеют нулевую вероятность.
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Такие события принято называть практически невозможными.
Еще один пример практически невозможного события в схеме с гео-
метрическими вероятностями:
B = {ω = (x, y) ∈ Ω |x = y} .
Его можно описать как событие, состоящее в том, что участники слу-
чайного эксперимента пришли в условленное место одновременно. На
рис. 1.1 ему соответствует диагональ квадрата Ω, соединяющая точки
(0; 0) и (1; 1), площадь которой равна нулю. Поэтому P (B) = 0. Такой
результат может показаться странным с точки зрения практического
опыта, однако на практике при проведении данного случайного экспе-
римента значения x и y оказываются не произвольными элементами
отрезка [0; 1], множества мощности континуум, а элементами некото-
рого конечного дискретного подмножества этого отрезка, устройство
которого определяется ценой деления шкалы прибора, с помощью
которого фиксируется время. В результате одновременное прибытие
участников это всегда событие вида
C = {ω = (x, y) ∈ Ω | |x− y| < ε} ,
а значит имеет хоть и очень маленькую, но ненулевую вероятность:
P (C) = 1− (1− ε)2 .
Задача 1.5.2. (задача Бюффона)
Бесконечная плоскость расчерчена параллельными прямыми,
отстоящими друг от друга на расстояние L. На плоскость бросают
иглу длины l (l < L). Найти вероятность того, что игла пересечет
одну из прямых.
Решение.Пусть r — расстояние от нижнего конца иглы до ближай-
шей к ней сверху прямой, а ϕ — угол между иглой и этой пря-
мой, отсчитываемый против часовой стрелки (см. рис. 1.2). Исход
случайного эксперимента, состоящего в бросании иглы на плос-
кость, однозначно определяется парой чисел (ϕ, r), где ϕ ∈ [0; π),
r ∈ [0;L), поэтому положим Ω = [0;π) × [0;L) . Игла пересекает
одну из параллельных прямых тогда и только тогда, когда выпол-
нено условие r ≤ l sinϕ, значит
A = {игла пересекает одну из прямых} =
=
{
ω = (ϕ, r) ∈ Ω | r ≤ l sinϕ
}
.
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Рис. 1.2. Задача Бюффона
1.6. Задачи для самостоятельного решения
1. На десяти карточках написаны буквы слова «СТАТИСТИКА».
Из этих 10 карточек наудачу извлекли 5 карточек. Найти вероят-
ность того, что из отобранных карточек можно составить слово
«ТАКСИ».
2. В урне находятся N шаров, из которых M — черные. Шары
извлекаются друг за другом наудачу. Найти вероятность того,
что k-й извлеченный шар — черный (k = 1, 2, . . . , N).
3. За круглый стол в случайном порядке рассаживаются n жен-
щин и n мужчин. Найти вероятность того, что рядом с каждой
женщиной будут сидеть только мужчины, а рядом с каждым
мужчиной — только женщины.
4. Найти вероятность того, что два ферзя, наудачу поставленные
на шахматную доску, не смогут срубить друг друга.
5. Из 28 костей домино наудачу выбираются две. Найти вероят-
ность того, что из них можно составить цепочку согласно пра-
вилам игры.
6. Числа p и q наудачу выбираются из отрезка [−b; b]. Найти вероят-
ность того, что уравнение x2 + px+ q = 0 имеет действительные
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корни. Найти предел, к которому стремится эта вероятность при
b→∞.
7. На отрезке наудачу выбирают две точки, которые делят его на
три части. Найти вероятность того, что из полученных отрезков
можно построить треугольник.
8. Точку наудачу бросают в круг радиуса R с центром в начале
координат. Найти вероятность того, что
а) круг радиуса r < R с центром в этой точке целиком содержит-
ся в большом круге;
b) квадрат со стороной r < R
√
2 с центром в этой точке и сторо-
нами, параллельными координатным осям, целиком содержится
в круге.
9. Круг радиуса R, лежащий в плоскости, вращается в этой плоско-
сти вокруг своего центра с постоянной угловой скоростью. Отре-
зок длиной 2h располагается в той же плоскости так, что прямая,
проходящая через середину отрезка и центр круга, перпендику-
лярна отрезку, а расстояние от центра круга до отрезка равно
l (R < l). В случайный момент времени с окружности, ограни-
чивающей круг, по касательной к ней слетает частица. Найти
вероятность попадания этой частицы на отрезок.
Глава 2. Аксиоматика и формулы
теории вероятностей
2.1. Вероятностное пространство
Из примеров, рассмотренных на предыдущей лекции, можно уви-
деть, что математическая модель случайного эксперимента постро-
ена тогда, когда описано Ω — пространство элементарных событий
или исходов эксперимента — и на некоторой совокупности подмно-
жеств множества Ω определена вероятность. При этом, как было
видно в модели с геометрическими вероятностями, совокупность со-
бытий может отличаться от совокупности всех подмножеств множе-
ства Ω. Естественным требованием к ней является требование за-
мкнутости относительно операций над событиями, т. е. отноститель-
но теоретико-множественных операций, а главное свойство, которым
должна обладать вероятность — свойство аддитивности: P (A+B) =
P (A) + P (B) для несовместных событий. Таким образом, вероят-
ность — мера, определенная на совокупности событий.
Все это формализуется с помощью аксиом, заложенных в опреде-
ление центрального понятия теории вероятностей — понятия веро-
ятностного пространства.
Определение 2.1.1. Вероятностным пространством называется трой-
ка (Ω,F , P ), где
Ω — пространство элементарных событий (см. Определе-
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ние 1.2.1);
F — сигма-алгебра событий, т. е. совокупность подмножеств
множества Ω, удовлетворяющая аксиомам
(σ − I) Ω ∈ F ,
(σ − II) A,B ∈ F ⇒ A \B ∈ F ,
(σ − III) {Ai}∞i=1 ⊂ F ⇒
∞⋃
i=1
Ai ∈ F ;
P — вероятностная мера, т. е. функция P : F → R, удовле-
творяющая аксиомам
(P − I) ∀ A ∈ F P (A) ≥ 0 ,
(P − II) ∀ {Ai}∞i=1 ⊂ F(











(P − III) P (Ω) = 1 .
Таким образом, вероятностное пространство представляет собой ма-
тематическую модель случайного эксперимента.
R Аксиомы сигма-алгебры (σ − I), (σ − II) и (σ − III) влекут за собой
замкнутость совокупности F всех событий относительно операций
сложения, умножения, вычитания и взятия противоположного собы-
тия над любыми конечными и счетными совокупностями событий.
Это следует из Предложения 2.1.1.
Предложение 2.1.1. Пусть F — сигма-алгебра подмножеств множе-
ства Ω. Тогда справедливы следующие утверждения:
a) ∅ ∈ Ω;
b) A ∈ F ⇒ A ∈ F ;
c) {Ai}ni=1 ⊂ F ⇒
n⋃
i=1
Ai ∈ F ;
d) {Ai}∞i=1 ⊂ F ⇒
∞⋂
i=1
Ai ∈ F ;
e) {Ai}ni=1 ⊂ F ⇒
n⋂
i=1
Ai ∈ F .
Доказательство.
a) Из аксиом (σ − I) и (σ − II) следует: ∅ = Ω \ Ω ∈ F .
b) Для A ∈ F из аксиом (σ − I) и (σ − II) следует: A = Ω \ A ∈ F .
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c) Пусть Ai = ∅ при i = n + 1, n + 2, . . . . Тогда для {Ai}ni=1 ⊂ F из






Ai ∈ F .
Утверждения (d) и (e) вытекают из утверждения (c) и аксиомы







и утверждения (b). 
 Пример 2.1.1. Схеме с конечным числом равновероятных исходов со-
ответствует вероятностное пространство (Ω,F , P ), где пространство
элементарных исходов конечно: Ω = {ω1, ω2, . . . , ωn} , n ∈ N , сигма-
алгебра F представляет собой совокупность всех подмножеств мно-
жества Ω, а вероятностная мера задана на F формулой (1.1). 
Заложенное в определении вероятностного пространства требова-
ние того, чтобы совокупность всех событий F была сигма-алгеброй
подмножеств множества Ω естественно, так как довольно часто воз-
никает необходимость рассматривать операции над бесконечными на-
борами событий. Например, в эксперименте, состоящем в бросании
монеты до первого выпадения герба, гдеAi = {при i-м броске выпал герб},
можно говорить о событии
∞⋃
i=1
Ai, которое состоит в том, что герб вы-
пал (при некотором броске).
R Функция µ : F → R, определенная на сигма-алгебре F подмно-
жеств некоторого множества и удовлетворяющая аксиомам (P − I) и
(P − II) (аксиома счетной, или сигма-аддитивности) назы-
вается мерой на сигма-алгебре. Вероятностная мера — мера на
сигма-алгебре, удовлетворяющая аксиоме (P − III).
 Пример 2.1.2. Схеме с геометрическими вероятностями в общем слу-
чае соответствует вероятностное пространство (Ω,F , P ), где Ω —
измеримое по Лебегу подмножество пространства Rn, n ∈ N; F —
сигма-алгебра измеримых по Лебегу подмножеств множества Ω; P —




, A ∈ F , (2.1)
где µ — мера Лебега в Rn. Для случайного эксперимента, рассмотрен-
ного в задаче о встрече (Задача 1.5.1) Ω = [0; 1]× [0; 1], n = 2. 
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R При решении задачи 1.5.1 в качестве меры µ в формуле (2.1) исполь-
зовалась мера Жордана на плоскости, которая представляет собой
обобщение понятия площади (изначально определенной для всевоз-
можных многоугольников) на совокупность фигур, измеримых по
Жордану. Однако совокупность измеримых по Жордану подмножеств
квадрата Ω не является сигма-алгеброй. Мера Лебега на плоскости
также представляет собой обобщение понятия площади, но, в отличие
от меры Жордана, ее область определения — совокупность измери-
мых по Лебегу подмножеств Ω — является σ-алгеброй. Измеримые
по Жордану множества измеримы по Лебегу и на измеримых по
Жордану множествах меры Жордана и Лебега совпадают. При этом
встретить в приложениях конкретное множество измеримое по Лебегу,
но неизмеримое по Жордану очень сложно. Так что с практической
точки зрения использование меры Лебега не приносит ничего нового
по сравнению с мерой Жордана. Тем не менее, тот факт, что в ре-
зультате применения любых теоретико-множественных операций к
конечным и счетным наборам измеримых по Лебегу множеств полу-
чаются измеримые по Лебегу множества, играет фундаментальную
роль при построении математического аппарата теории вероятностей.
Подробное изложение теории меры и конструкции меры Лебега можно
найти в книге [6].
Рассмотрим свойства вероятностной меры, вытекающие из акси-
оматики вероятностного пространства, которые используются для
решения всевозможных задач о «пересчете вероятностей». Это зада-
чи, в которых по известным вероятностям некоторого набора собы-
тий, обычно достаточно простых, требуется найти вероятности дру-
гих, более сложно устроенных событий. При этом предполагается,
что вероятностное пространство, соответствующее рассматриваемо-
му случайному эксперименту, существует, но, в отличие от задач,
решаемых с использованием схемы с конечным числом равноверо-
ятных исходов или схемы с геометрическими вероятностями, явное
описание этого вероятностного пространства не требуется.
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Предложение 2.2.1. Вероятностная мера обладает следующими свой-
ствами:
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(P-1) P (∅) = 0;
(P-2) (Конечная аддитивность вероятности)










(P-3) ∀ A,B ∈ F A ⊆ B ⇒ P (B − A) = P (B)− P (A) ;
(P-4) ∀ A,B ∈ F A ⊆ B ⇒ P (A) ≤ P (B) ;
(P-5) ∀ A ∈ F 0 ≤ P (A) ≤ 1 ;
(P-6) ∀ A ∈ F P (A) = 1− P (A) ;


































(P-9) (Непрерывность вероятности) ∀ {Ai}∞i=1 ⊂ F :
1. A1 ⊆ A2 ⊆ A3 ⊆ . . . ⇒ lim
n→∞






2. A1 ⊇ A2 ⊇ A3 ⊇ . . . ⇒ lim
n→∞






Доказательство. Для доказательства свойства (P-1) возьмем про-
извольный набор {Ai}∞i=1 ⊂ F , состоящий из попарно несовместных















= P (∅) +
∞∑
i=1






откуда следует P (∅) = 0.
2.2. Свойства вероятности 27
Докажем (P-2). Пусть {Ai}ni=1 ⊂ F (i 6= j ⇒ AiAj = ∅).
Положим Ai = ∅ при i ∈ N таких, что i > n. Тогда по аксиоме



















так как P (Ai) = P (∅) = 0 при i > n.
Пусть A,B ∈ F , A ⊆ B. Тогда B = A + (B − A), при этом
события A и B−A несовместны. По свойству конечной аддитивности
вероятности (P-2) P (B) = P (A)+P (B−A). Таким образом, доказали
(P-3).
Свойство (P-4) очевидным образом следует из (P-3).
Свойство (P-5) следует из (P-4), (P-1) и аксиомы (P − III).
Свойство (P-6) следует из равенства A + A = Ω, несовместности
A и A и конечной аддитивности вероятности (P-2).
Свойство (P-7) доказывается по индукции. Для двух слагаемых,
используя свойства (P-2) и (P-3), имеем:
P (A1 + A2) = P
(
(A1 − A1A2) + (A2 − A1A2) + A1A2
)
=
= P (A1 − A1A2) + P (A2 − A1A2) + P (A1A2) =
= P (A1)− P (A1A2) + P (A2)− P (A1A2) + P (A1A2) =
= P (A1) + P (A2)− P (A1A2) .
База индукции доказана. Предположим, что формула верна при









































Преобразуя первое и последнее слагаемые с помощью предположе-










































Группируя вероятности событий A1, A2, . . . , An+1, вероятности по-
парных произведений, произведений всевозможных троек этих со-
























Таким образом, доказан шаг индукции.
Свойство (P-8) доказывается также по индукции. База индукции:
P (A1 + A2) = P (A1) + P (A2)− P (A1A2) ≤ P (A1) + P (A2) .
























Здесь мы отбросили последнее слагаемое, так как оно неположитель-
но и воспользовались предположением индукции.
Докажем свойство (P-9). Пусть {Ai}∞i=1 ⊂ F и An ⊆ An+1 для
любого n ∈ N. Тогда, пользуясь аксиомой (P−II) и тем, что события
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= P (A1) +
∞∑
i=2






















Пусть теперь {Ai}∞i=1 ⊂ F и An ⊇ An+1 для любого n ∈ N. То-
гда, пользуясь законом де Моргана, уже доказанным предельным
































P (An) . 
R Свойство конечной аддитивности вероятности (P-2) представлят со-
бой частный случай формулы сложения (P-7). Действительно, если
события набора {Ai}ni=1 попарно несовместны, их всевозможные про-
изведения представляют собой невозможные события, вероятности
которых равны нулю.
Задача 2.2.1. При входе в клуб джентльмены сдают шляпы в гарде-
роб. Сработала пожарная сигнализация и, эвакуируясь, каждый
из n членов клуба в спешке берет шляпу наудачу. Какова вероят-
ность того, что, по крайней мере, один из них взял свою шляпу?
Решение.Пронумеруем членов клуба, присвоим те же номера их
шляпам и рассмотрим события
A = {по крайней мере один член клуба взял свою шляпу} ,
Ai = { i-й член клуба взял свою (i-ю) шляпу} .






Поскольку события Ai не являются попарно несовместными, вос-
пользуемся формулой сложения (P-7). Вероятности произведений
событий вида Ai1Ai2 . . . Aip, где 1 ≤ i1 < i2 < · · · < ip ≤ n найдем,
воспользовавшись схемой с конечным числом равновероятных ис-
ходов. Исход случайного эксперемента, в результате которого чле-
ны клуба берут шляпы, выбирая их наудачу, можно отождествить
с перестановкой из n элементов — номеров шляп. Таким образом,
пространство элементарных событий для него имеет вид:
Ω =
{
ω = (i1, i2, . . . , in) | ik ∈ {1, 2, . . . , n}
}
.
Здесь ik — номер шляпы, которую взял k-й джентльмен. В резуль-
тате N(Ω) = n!, а N(Ai1Ai2 . . . Aip) = (n− p)!, поскольку если чле-
ны клуба с номерами i1, i2, . . . , ip взяли свои шляпы, то количество
способов распределить остальные шляпы равно числу перестано-
вок из n− p элементов. В результате
P (Ai1Ai2 . . . Aip) =





и эти вероятности не зависят от выбора номеров i1, i2, . . . , ip. Ко-
личество слагаемых в сумме вида∑
1≤i1<i2<···<ip≤n
P (Ai1Ai2 . . . Aip)
равно количеству способов, которыми можно выбрать набор номе-
ров {i1, i2, . . . , ip} из совокупности {1, 2, . . . , n}, т. е. Cpn — количе-
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ству сочетаний из n элементов по p. Следовательно,



















































− · · ·+ (−1)n−1 1
n!
)
= 1 − e−1, так
что при больших n вероятность события A приближается к значе-
нию 1− e−1 ≈ 0, 6321, не зависящему от n. 
Для того чтобы получить еще одну из базовых формул теории ве-
роятностей, а именно формулу умножения, нам понадобятся понятия
условной вероятности и независимости событий.
2.3. Условная вероятность и независимость событий
Пусть (Ω,F , P ) — некоторое вероятностное пространство.
Определение 2.3.1. Пусть A,B ∈ F , P (B) 6= 0. Условной вероят-
ностью события A относительно события B называют величину
P (A|B) := P (AB)
P (B)
. (2.2)
R Величину P (A|B) называют еще вероятностью события A при условии,
что произошло событие B.
Мотивацией для такого определения могут служить следующие при-
меры.
1. Пусть вероятностное пространство (Ω,F , P ) соответствует схе-
ме с конечным числом равновероятных исходов (см. Пример 2.1.1).
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Предположим, известно, что событие B произошло, и нас интересует
вероятность события A с учетом этой информации. Естественно в та-
ком случае принять B за новое пространство элементарных событий.
Поскольку A в этой ситуации наступает только в том случае, когда
случайный эксперимент заканчивается одним из исходов, принадле-
жащих B, который одновременно принадлежит A, получаем









2. Пусть (Ω,F , P ) — вероятностное пространство, соответствую-
щее схеме с геометрическими вероятностями (см. Пример 2.1.2). Рас-
суждая так же, как в предыдущем примере, получаем









R Заметим, что определение условной вероятности (Oпределение 2.3.1)
работает, только если вероятность условия отлична от нуля: P (B) 6= 0.
При этом имеет смысл говорить об условной вероятности и в ситуации,
когда P (B) = 0. Например, пусть (Ω,F , P ) — вероятностное простран-
ство, соответствующее схеме с геометрическими вероятностями, где
Ω = [0; 1] × [0; 1]. Представим, что мы рассматриваем случайный
эксперимент, состоящий в извлечении наудачу точки из квадрата Ω.
Пусть l — некоторая кривая, лежащая в Ω, а l1 ⊂ l — некоторая дуга
этой кривой. Рассмотрим события
B = {выбранная точка принадлежит l} ,
A = {выбранная точка принадлежит l1} .
Тогда P (B) = 0, а значит условная вероятность P (A|B) по формуле
(2.2) не определена, хотя она имеет практический смысл в контек-
сте данного случайного эксперимента. В лекции 8 будет рассмотрен
математический аппарат, с помощью которого условная вероятность
может быть определена и относительно условия, вероятность которого
равна нулю.
Из формулы (2.2) следует формула
P (AB) = P (B)P (A|B) . (2.3)
Ее можно обобщить на любое конечное множество событий.
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Предложение 2.3.1. (Формула умножения вероятностей).
∀ {Ai}ni=1 ⊂ F P (A1A2 . . . An) =
= P (A1)P (A2|A1)P (A3|A2A1) . . . P (An|A1 . . . An−1) .
(2.4)
Доказательство. Последовательно применяя формулу (2.3), получа-
ем:
P (A1A2 . . . An) = P ((A1A2 . . . An−1) · An) =
= P ((A1A2 . . . An−2) · An−1)P (An|A1 . . . An−1) =
= P ((A1A2 . . . An−3) · An−2)P (An−1|A1 . . . An−2)P (An|A1 . . . An−1) =
= · · · = P (A1)P (A2|A1)P (A3|A2A1) . . . P (An|A1 . . . An−1) . 
Определение 2.3.2. События A и B называются независимыми, ес-
ли
P (AB) = P (A)P (B) .
Из формулы (2.2) очевидным образом вытекает следующее предло-
жение, проясняющее смысл независимости.
Предложение 2.3.2. Пусть A,B ∈ F , P (A) 6= 0 P (B) 6= 0, тогда неза-
висимость событий A и B эквивалентна каждому из следующих
условий:
1. P (A) = P (A|B);
2. P (B) = P (B|A) .
Таким образом, независимость событий означает, что наступле-
ние одного из них не меняет шансы наступить или не наступить для
другого: условные вероятности P (A|B) и P (B|A) совпадают с без-
условными — P (A) и P (B) соответственно.
На наборы, состоящие из более двух событий, понятие независи-
мости распространяется следующим образом.
Определение 2.3.3. События A1, A2, . . . , An ⊂ F называются незави-
симыми, если для любого набора индексов ik, таких, что 1 ≤ i1 <
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i2 < . . . , ip ≤ n, выполняется равенство
P (Ai1Ai2 . . . Aip) = P (Ai1)P (Ai2) . . . P (Aip) . (2.5)
R Заметим, что независимость набора из n > 2 событий в смысле
определения 2.3.3, которую часто называют независимость в со-
вокупности, влечет за собой, в частности, попарную независимость
этих событий в смысле определения 2.3.2. При этом независимость
в совокупности является более сильным свойством, чем попарная
независимость. Это показывает следующий пример.
 Пример 2.3.1. (Пирамида Бернштейна). Представим себе правильную
треугольную пирамиду, три грани которой раскрашены в разные цве-
та: красный, синий и зеленый соответственно, а окраска четвертой
содержит все три цвета. Пирамиду бросают наудачу, в результате че-
го она с равными вероятностями падает на одну из четырех граней.
Рассмотрим события:
A = {Пирамида упала на грань, содержащую красный цвет} ,
B = {Пирамида упала на грань, содержащую синий цвет} ,
C = {Пирамида упала на грань, содержащую зеленый цвет} .
Имеем:









Таким образом, выполнены равенства
P (AB) = P (A)P (B) , P (AC) = P (A)P (C) , P (BC) = P (B)P (C) ,





6= P (A)P (B)P (C) = 1
8
,
поэтому эти события не являются независимыми в совокупности. 
2.4. Задачи для самостоятельного решения 35
2.4. Задачи для самостоятельного решения
1. Для того чтобы разрушить мост, на него независимо друг от
друга сбросили три бомбы с вероятностями попадания 0, 1; 0, 3 и
0, 4.
a) Какова вероятность того, что мост разрушен, если для этого
нужно попадание по крайней мере одной бомбы?
b) Какова вероятность того, что мост будет разрушен, если для
этого нужно попадание по крайней мере двух бомб?
2. Из урны, содержащей 3 белых и 2 черных шара, по схеме слу-
чайного выбора без возвращения последовательно извлекаются
шары. Найти вероятность pk того, что черный шар впервые по-
явится при k-м извлечении (k = 1, 2, 3, 4).
3. Собираясь в поход, студент положил в каждый из 20 карманов
своей куртки по прянику. Каждый раз, собираясь подкрепиться,
он начинает в случайном порядке просматривать карманы до тех
пор, пока не найдет очередной пряник. Найти
а) вероятность того, что поиск k-го пряника начнется с пустого
кармана;
b) вероятность того, что первые k пряников будут найдены с
первой попытки.
4. Игрок должен сыграть матч, состоящий из трех партий, с двумя
игроками (сильным и слабым), играя с ними по очереди. Матч
считается выигранным, если он одержал две победы подряд. С
кем он должен сыграть первую партию, чтобы вероятность вы-
играть матч для него была максимальной?
5. Из множества чисел {1, 2, 3, . . . , N} по схеме случайного выбора
без возвращения выбираются три числа. Найти условную вероят-
ность того, что третье число попадает в интервал, образованный
первыми двумя, если известно, что первое число меньше второго.
6. Из 100 карточек с числами 00, 01, ... , 98, 99 случайно выбирается
одна. Пусть η1 — сумма, а η2 — произведение цифр на выбранной
карточке. Найти условную вероятность P (η1 = i | η2 = 0}, i =
0, 1, 2, . . . , 18.
7. Докажите, что если события A и B независимы, то независимы-
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ми являются события
а) A и B,
b) A и B.
8. Случайная точка ω = (x1, x2) наудачу выбирается из квадрата
[0; 1] × [0; 1]. Пусть A1 = {x1 ≤ 1/2}, A2 = {x2 ≤ 1/2}, A3 =
{(x1 − 1/2)(x2 − 1/2) < 0}.
a) Являются ли события A1, A2, A3 попарно независимыми?
b) Являются ли они независимыми в совокупности?
9. Игроки поочередно бросают монету. Выигрывает тот, у кого
раньше появится герб.
a) Найти вероятность выигрыша для каждого из игроков, если
играют двое.
b) Найти вероятность выигрыша для каждого из игроков, если
играют трое.
Глава 3. Формула полной вероятности
и формула Байеса
В предыдущей главе мы рассмотрели аксиоматику теории веро-
ятностей, понятия условной вероятности и независимости событий и
получили основные формулы, главными из которых являются фор-
мула сложения вероятностей (P-7) и формула умножения вероятно-
стей (2.3). Каждая из них принимает более простой вид, если рас-
сматриваемые события удовлетворяют некоторым условиям, а имен-
но формула сложения вероятностей превращается в формулу (P-2),
если события попарно несовместны, а формула умножения вероят-
ностей превращается в формулу (2.5), если события независимы. В
этой главе мы рассмотрим еще две важных формулы, которые часто
работают при пересчете вероятностей.
3.1. Формула полной вероятности
Очень часто возникает необходимость вычисления вероятности
события, наступление которого связано с рядом обстоятельств. Ес-
ли известны вероятности их наступления и условные вероятности
интересующего нас события относительно этих обстоятельств, мож-
но использовать так называемую формулу полной вероятности.
Для ее формулировки и вывода нам потребуется следующее важное
понятие.
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Определение 3.1.1. Набор событий {Bi}i∈I ⊂ F , где I — набор ин-
дексов (I = {1, 2, . . . , n}, n ∈ N, или I = N) называется полной
группой событий, если⊔
i∈I
Bi = Ω .
Здесь используется символ
⊔
, которым обозначают дизъюнкт-
ное объединение, т. е. объединение попарно непересекающихся мно-
жеств.
Таким образом, набор событий {Bi}i∈I ⊂ F образует полную
группу, если он удовлетворяет двум требованиям:




Bi = Ω .
Это означает, что при проведении случайного эксперимента происхо-
дит одно и только одно из этих событий.
R Полная группа событий может быть как конечной, так и счетной.
Предложение 3.1.1. (Формула полной вероятности). Пусть I — конеч-
ный или счетный набор индексов, {Bi}i∈I ⊂ F — полная группа
событий. Тогда
∀ A ∈ F P (A) =
∑
i∈I
P (Bk)P (A|Bk) . (3.1)














ние события A в сумму попарно несовместных событий:







Далее, пользуясь аддитивностью вероятности (счетной или конеч-
ной) и формулой умножения вероятностей (2.3), получаем











P (Bk)P (A|Bk) . 
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Задача 3.1.1. Есть пять обычных игральных костей и две, на гранях
которых две единицы, две двойки и две тройки. Наудачу выбирают
одну из игральных костей и бросают. Какова вероятность того, что
выпадет четное число?
Решение.Пусть A = {выпало четное число}. Шансы получить чет-
ное число зависят от того, какая кость извлечена на первом шаге
случайного эксперимента. Рассмотрим события
B1 = {выбрана обычная игральная кость} ,
B2 = {выбрана игральная кость, содержащая 1, 2 и 3} .
Они образуют полную группу событий. По формуле полной веро-
ятности получаем:














Задача 3.1.2. Двое поочередно бросают монету. Выигрывает тот, у
кого первого выпадет герб. Найти вероятности выигрыша для каж-
дого из игроков.
Решение.Рассмотрим способ решения этой задачи (см. задачу 9
(a) из раздела 2.4), основанный на формуле полной вероятности.
Пусть A = {выиграл 1-й игрок} . Обозначим через x вероятность
этого события. Рассмотрим события
B1 = {При первом броске выпал герб} ,
B2 = {При первом броске выпала решетка, а при втором — герб} ,
B3 = {При первом и втором бросках выпала решетка} .
Они образуют полную группу событий. Для условных вероятно-
стей выполняются равенства:
P (A|B1) = 1 , P (A|B2) = 0 , P (A|B3) = x .
Последнее из них верно в силу того, что если произошло событие
B3, т. е., начав игру, первый игрок получил решетку, а затем вто-
рой игрок бросил монету и тоже получил решетку, право броска
переходит к первому игроку, при этом его шансы победить такие
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же, как в начале игры. В результате, по формуле полной вероят-
ности, мы получаем уравнение








Отсюда находим x =
2
3






Предположим, что полная группа событий {Bi}i∈I представляет
собой набор гипотез о результате некоторого случайного эксперимен-
та. До его проведения у нас есть некоторая информация о нем — мы
знаем вероятности этих гипотез (вероятности P (Bi) при этом назы-
вают «априорными»). Пусть теперь эксперимент проведен, мы не
знаем, какая из гипотез верна, но при этом известно, что произошло
некоторое событие A. Это можно интерпретировать как новую ин-
формацию о данном случайном эксперименте и задаться вопросом:
как оценить вероятности гипотез Bi с учетом этой информации? Ина-
че говоря, чему равны условные вероятности P (Bi|A)?
Поставленную таким образом задачу о корректировке апри-
орных вероятностей с учетом наблюдаемого события поз-
воляет решить формула Байеса.
Предложение 3.2.1. (Формула Байеса). Пусть I — конечный или счет-
ный набор индексов, {Bi}i∈I ⊂ F — полная группа событий. Тогда





Доказательство. По определению условной вероятности (определе-






Преобразуя числитель по формуле умножения вероятностей (2.3),
а знаменатель — по формуле полной вероятности (3.1), получаем
правую часть формулы (3.2). 
R Используемая в доказательстве формула (2.2), а следовательно, и
формула Байеса работает только при условии P (A) 6= 0.
Задача 3.2.1. По шоссе, на котором находится бензозаправка, едет
поток машин, в котором число грузовых машин относится к числу
легковых как 3 : 2. Известно, что на заправку заезжает в среднем
одна из десяти проезжающих мимо грузовых машин и одна из
пяти легковых. Найти вероятность того, что машина, заехавшая
на заправку, — грузовик.
Решение.Рассматриваемый случайный эксперимент состоит в на-
блюдении за проезжающей мимо бензозаправки машиной (каждая
новая машина — очередной эксперимент). Наблюдаемое событие:
A = {машина заехала на заправку} .
Имеется две гипотезы:
B1 = {машина грузовая} , B2 = {машина легковая} .








По формуле Байеса находим искомую вероятность:
P (B1|A) =
P (B1)P (A|B1)
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3.3. Задачи для самостоятельного решения
1. В одной урне находятся 1 белый и 9 черных шаров, а в другой —
1 черный и 5 белых шаров. Из каждой урны взяли по одному
шару, выбрав их наудачу, а оставшиеся положили в третью урну.
Найти вероятность того, что шар, вынутый наудачу из третьей
урны, окажется белым.
2. В коробке 5 новых и 3 уже использованных теннисных мяча. Для
игры из коробки наудачу берут два мяча и затем возвращают их
в коробку. Найти вероятность того, что при случайном выборе
двух мячей из этой коробки для следующей игры оба мяча ока-
жутся новыми.
3. Есть пять кубиков с цифрами на гранях 1, 2, . . . , 6 и два кубика,
у которого на двух гранях цифра 1, на двух других — цифра 2,
а на оставшихся — цифра 3. Наудачу выбирают один из кубиков
и бросают. Какова вероятность того, что выпадет четное число?
4. Три стрелка одновременно и независимо стреляют по кабану. Из-
вестно, что вероятность попадания 1-го равна 0, 8, 2-го — 0, 6, а
3-го — 0, 2. В результате кабан убит и в нем обнаружено две пу-
ли. Для каждого из стрелков найти вероятность того, что он не
попал.
5. По каналу связи передается одна из последовательностей букв
AAAA, BBBB, CCCC с вероятностями 1/2, 1/3 и 1/6 соответ-
ственно. Каждая передаваемая буква принимается правильно с
вероятностью 0, 8 и с вероятностями 0, 1 и 0, 1 принимается за
каждую из двух других букв. Предполагается, что буквы иска-
жаются независимо друг от друга. Какова вероятность того, что
было передано AAAA, если принято ABCA?
6. Некоторым заболеванием болеет 1 процент населения. Для диа-
гностирования используется тест, надежность которого 90 про-
центов (если человек болен, то вероятность определения этого
тестом равна 0,9; если он здоров, вероятность того, что тест это
подтвердит, равна 0,9). Какова вероятность того, что человек
действительно болен, если тест показывает, что он болен?
Глава 4. Схема Бернулли
и предельные теоремы для нее
Схемой Бернулли называют математическую модель серии из n
одинаковых независимых экспериментов (их принято называть ис-
пытаниями), в каждом из которых может произойти (или не про-
изойти) одно и то же событие, условно называемое успехом, вероят-
ность которого постоянна и равна p (вероятность успеха). Про-
тивоположное событие называют неудачей. Ее вероятность обозна-
чают q. Очевидно, q = 1− p. Примерами случайных экспериментов,
описываемых схемой Бернулли, являются:
• n-кратное бросание монеты (испытание — бросок, успех — вы-
падение герба, вероятность успеха — p =
1
2
, если монета пра-




• n-кратное бросание игральной кости (испытание — бросок, ес-
ли успехом считать, например, выпадение шестерки, вероятность




• n-кратная стрельба по мишени, при условии, что выстрелы неза-
висимые (испытание — выстрел, успех — попадание, p — вероят-
ность попадания).
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4.1. Основные формулы схемы Бернулли
Будем обозначать через Pn(m) вероятность того, что в серии из






Доказательство. Рассмотрим серию из n испытаний Бернулли с ве-
роятностью успеха p и следующие события:
A = {произошло m успехов} ,
Ai = {i-е испытание закончилось успехом} .
Событие A представляет собой сумму произведений событий сле-
дующего вида:
A = A1A2 . . . AmAm+1Am+2 . . . An+
+ A1A2 . . . Am−1AmAm+1Am+2 . . . An + . . .
· · ·+ A1A2 . . . An−mAn−m+1 . . . An .
Каждое слагаемое в правой части представляет собой один из
возможных способов протекания серии из n испытаний Бернулли,
при котором происходит ровно m успехов. Оно содержит n множите-
лей, где i-й множитель — результат i-го испытания (Ai — успех, Ai —
неудача). В каждом произведенииm успехов и n−m неудач. Очевид-
но, слагаемые представляют собой попарно несовместные события,
поэтому вероятность их суммы равна сумме их вероятностей. При
этом каждое из них представляет собой произведение независимых
событий, а значит вероятность каждого из произведений равна про-
изведению вероятностей входящих в него событий, т. е. pmqn−m. Для
каждого слагаемого номера испытаний, закончившихся успехами, об-
разуют сочетание из n номеров по m, поэтому количество слагаемых
равно Cmn . В результате P (A) = Pn(m) = Cmn pmqn−m. 
Обозначим через Pn(m1,m2) вероятность того, что в серии из n
испытаний Бернулли число успехов не меньше m1 и не больше m2
(0 ≤ m1 < m2 ≤ n). Для этой вероятности справедливы равенства
















Доказательство. Рассмотрим серию из n испытаний Бернулли и сле-
дующие события:
A = {число успехов не меньше m1 и не больше m2} ,




Am, причем слагаемые представляют собой
попарно несовместные события, так что вероятность суммы этих со-
бытий равна сумме их вероятностей. Отсюда и из формулы Бернулли








откуда по свойству (P-6), снова используя попарную несовместность
событий Am и формулу Бернулли (4.1), получаем второе равенство
формулы (4.2). 
R Второе равенство формулы (4.2) можно вывести и с помощью извест-




mqn−m = (p+ q)n = 1 .
Задача 4.1.1. Стрелок делает семь выстрелов по мишени. Найти ве-
роятность того, что число попаданий будет от четырех до шести,





Решение.Перед нами схема Бернулли (выстрел — испытание, попа-
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дание — успех, = 23 , n = 7). Искомая вероятность равна

































≈ 0, 768 . 
Задача 4.1.2. В кармане курящего человека лежат две коробки спи-
чек по 100 штук в каждой. Каждый раз, закуривая, он достает од-
ну из коробок, извлекая их наудачу. Найти вероятность того, что
когда одна из коробок опустеет, в другой будет ровно m спичек.
Решение.Случайный эксперимент, о котором идет речь в задаче,
представляет собой серию испытаний Бернулли, где испытанием
является выбор коробки для извлечения очередной спички. Успе-
хом при этом будем считать выбор той коробки, которая в конце














4.2. Предельные теоремы для схемы Бернулли
Вычисления вероятностей с помощью формулы (4.1), а особен-
но с помощью формулы (4.2), становятся очень трудоемкими при
больших значениях n из-за необходимости вычислять факториалы
больших чисел. В этом разделе мы рассмотрим теоремы, дающие
возможность использовать в такой ситуации более простые прибли-
женные формулы.






e−λ , λ ∈ R . (4.3)
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Доказательство. Преобразуем выражение для Pn(m) по формуле




























































Множители, отмеченные фигурными скобками, при n→∞ стре-








Теорема Пуассона дает нам следующую приближенную формулу




e−λ , λ = np . (4.4)
R Из утверждения теоремы Пуассона следует, что формула (4.4) дает
хорошие приближения при больших значениях n, если при этом ве-
роятность успеха p очень мала, так, что величина λ = np принимает
«разумное» значение (на практике ее применяют при npq < 9).
Задача 4.2.1. Пекарня выпекает 1000 булочек с изюмом. Сколько
надо положить в тесто изюма, чтобы вероятность найти в произ-
вольно взятой булочке хотя бы одну изюминку была не менее 0, 95?
Решение.Случайный эксперимент, о котором идет речь в задаче, со-
стоит в распределении изюминок по булочкам. Будем смотреть на
него как на схему Бернулли, где испытание — выбор булочки для
очередной изюминки. Обозначим через n неизвестное число испы-
таний, т. е. изюминок. Пусть для проверки выбрана некоторая бу-
лочка. Успехом в испытании будем считать попадание изюминки в
эту булочку. Таким образом, вероятность успеха p = 0, 001. Веро-
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ятность того, что в булочке, выбранной для проверки, будет хотя
бы одна изюминка, равна вероятности того, что в описанной схеме
Бернулли число успехов больше либо равно 1. Находим неизвест-
ное число n из условия
Pn(1, n) = 1− Pn(0) ≥ 0, 95 ⇔ Pn(0) ≤ 0, 05 .
По формуле Бернулли Pn(0) = qn = 0, 999n, так что для n получа-
ем требование
0, 999n ≤ 0, 05 ⇔ n ≥ log0,999 0, 05 =
ln 0, 05
ln 0, 999
≈ 2994, 23 .
Таким образом, для выполнения условия требуется 2995 изюми-
нок.
Рассмотрим результат, получающийся с помощью приближен-




e−λ = e−λ ≤ 0, 05 ⇔ λ ≥ − ln 0, 05 = ln 20 ≈ 2, 9957 .
В нашем случае λ = n · 0, 001, поэтому приходим к требова-
нию n ≥ 2955, 7. Таким образом, относительная погрешность при-
ближения для результата, полученного с помощью приближенной
формулы, меньше 10−3. 
Следующая теорема описывает асимптотику вероятности Pn(m)
при n → ∞ и фиксированной вероятности успеха p. Ее доказатель-
ство опирается на формулу Стирлинга, которая описывает асимпто-








, n→∞ . (4.5)
Рассмотрим достаточно грубую оценку, проясняющую устройство
правой части формулы Стирлинга. Для этого рассмотрим логарифм






ln 1 + ln 2
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ln 2 + ln 3
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ln(k − 1) + ln k
2
равна площади трапеции, вписанной в
область, ограниченную графиком функции lnx на отрезке [k − 1; k].
Ее основания параллельны оси OY , их длины равны ln(k−1) и ln k, а
длина высоты равна 1. В результате сумма этих величин равна пло-
щади многоугольника, представляющего собой объединение таких
трапеций по k от 2 до n (см. рис. 4.1). Площадь этого многоугольни-
ка не превосходит площади, заключенной под графиком логарифма




































Аналогичная по порядку оценка для факториала может быть полу-


















Формула Стирлинга утверждает, что C =
√
2π.
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0 1 2 3 . . . k − 1 k . . . n x
y
y = lnx
Рис. 4.1. Оценка lnn!







2 , при n,m→∞ , (4.8)




∈ [a, b] , где a, b ∈ R — некоторые
константы.
Доказательство. Пользуясь формулой Стирлинга, заменим факто-
риалы в выражении Pn(m) по формуле Бернулли эквивалентными
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По условию теоремы при n,m → ∞ величина x = m− np√
npq
оста-
ется ограниченной. Выразим через нее m и n−m:
m = np+ x
√
npq , n−m = nq − x√npq .































































→ 1 при n→∞.
Используя разложение логарифма по формуле Тейлора–Макло-
рена,
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а) б)



















2 , x ∈ R , (4.10)
называется функцией Гаусса. Это четная строго положительная
функция, стремящаяся к нулю на бесконечности. Ее график имеет
характерную форму колокола (см. рис. 4.2., a). При этом площадь
под графиком равна 1. Это с помощью замены переменной можно








Из локальной теоремы Муавра–Лапласа следует приближенная
формула, которую можно использовать для вычисления вероятно-
стей в схеме Бернулли при больших значениях n и «не слишком ма-













Однако при больших значениях n вероятности Pn(m) очень малы,
а практический интерес представляют их суммы, через которые вы-
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ражаются вероятности Pn(m1,m2) (см. формулу (4.2)). Следующая
теорема описывает асимптотику этих вероятностей.












→ a , m2 − np√
npq
→ b , a, b ∈ R.
Доказательство. Ограничимся нестрогим обоснованием. Используя











































, так что сумма в правой
части равенства (4.14) представляет собой интегральную сумму для
интеграла от функции Гаусса, построенную по этому разбиению. При
n → ∞ диаметр разбиения, равный 1√
npq
, стремится к нулю, при









[a, b], так что предел интегральных сумм равен интегралу из правой
части формулы (4.13). 
R Первообразная функции Гаусса не выражается через элементарные
функции, так что интеграл в правой части асимптотической формулы
(4.13) — «неберущийся». При практической работе с ним используют



























Первая из них — функция Φ0(x) — одна из первообразных функции




при x→ +∞ и к −1
2
при x→ −∞ (см. рис. 4.2., б).
Функция Φ(x), определенная формулой (4.16), — функция Лапласа.
Функцию Erf (x) называют функцией ошибок. Эти три функции













Значения этих и обратных к ним функций можно вычислять в пакетах
прикладных программ, таких как MatLab, MatCad, Maple и др. Кроме
того, во многих учебниках по теории вероятностей можно найти
таблицы значений этих функций.
Из утверждения интегральной теоремы Муавра–Лапласа, с помо-
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Задача 4.2.2. Игральную кость бросают 700 раз. Найти вероятность
того, что шестерка выпадет не менее 100 и не более 120 раз.
Решение.В задаче рассматривается серия испытаний Бернулли, где
число испытаний (бросков) n = 700, успехом в испытании считает-















где Φ(x) — функция Лапласа,
a =






≈ −1, 69 , b =






≈ 0, 34 .
Используя приближенные значения
Φ(1, 69) ≈ 0, 90897 , Φ(0, 34) ≈ 0, 26614




(0, 26614 + 0, 90897) = 0, 587556 .

Задача 4.2.3. Город ежедневно посещают 1500 туристов. Каждый
из них выбирает для обеда один из трех городских ресторанов с
равными вероятностями и независимо друг от друга. Владелец од-
ного из ресторанов хочет, чтобы с вероятностью 0, 99 все туристы,
пришедшие в его ресторан, смогли там пообедать одновременно.
Сколько мест должно быть для этого в ресторане?
Решение.Здесь мы имеем дело со схемой Бернулли, где испытанием
является выбор туристом ресторана для обеда. Успехом в таком
испытании будем считать выбор ресторана, принадлежащего дан-
ному владельцу. По условию испытания являются независимыми,
их число n = 1500, вероятность успеха p =
1
3
. Пусть x — искомое
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число мест в ресторане. Рассмотрим событие
A = {в ресторан пришло не более x туристов} .
Наступление события A означает, что всем пришедшим в ресторан
туристам хватило мест. Потребуем выполнения условия
P (A) = P1500(0, x) ≥ 0, 99 .
По формуле (4.18) это эквивалентно требованию
1
2
(Φ(b)− Φ(a)) ≥ 0, 99 , (4.19)
где a =






≈ −27, 38, b =






. При x > 5
можно считать Φ(x) ≈ 1, поэтому, в силу нечетности функции
Лапласа, Φ(a) ≈ −1. В результате требование (4.19) принимает
вид
Φ(b) ≥ 0, 98 .
С помощью таблиц значений функции Лапласа, или пользуясь па-
кетом прикладных программ, находим минимальное b, удовлетво-
ряющее этому условию:
b = Φ−1(0, 98) ≈ 2, 33 .
Решая уравнение






= 2, 33 ,








≈ 542, 33. Следовательно,
для того чтобы с вероятностью не меньшей 0, 99 всем, пришедшим
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в ресторан, хватило там мест, в нем должно быть, как минимум,
543 места. 
4.3. Задачи для самостоятельного решения
1. Чему равно наиболее вероятное число успехов при n испытаниях
Бернулли с вероятностью успеха p? Найти m0 — наиболее веро-
ятное число попаданий при шести выстрелах, если вероятность
попадания при одном выстреле равна 0, 4. Какова вероятность
того, что число попаданий будет не меньше m0 − 1 и не больше,
чем m0 + 1?
2. Книга, состоящая из 500 страниц, содержит 800 опечаток. Найти
вероятность того, что на произвольно взятой странице не менее
двух опечаток.
3. Симметричная монета брошена 500 раз. Найти границы, в ко-
торых число выпаданий герба будет заключено с вероятностью
0,97.
4. В сборочном цехе 250 рабочих. Каждый из них потребляет элек-
троэнергию в среднем 12 минут в течение часа. Какой должна
быть минимальная мощность силовой установки цеха, чтобы ве-
роятность перегрузки в произвольный момент времени была не
больше 0,0001? Под мощностью силовой установки понимается
максимальное число рабочих, которое она может снабжать энер-
гией одновременно.
5. Вероятность того, что при сдаче карт для игры в покер игрок по-
лучит десятку, валета, даму, короля и туза одной масти, равна
1/649740. Сколько надо сыграть игр, чтобы вероятность не полу-
чить ни одного такого набора карт была не больше 1/e ≈ 1/3?
6. К станции подходит электропоезд из восьми вагонов. В каждом
вагоне 72 сидячих места. На станции поезд ожидают 600 пасса-
жиров, из которых каждый с равной вероятностью, независимо
от других может сесть в любой вагон. Найти вероятность того,
что в произвольно взятом вагоне после посадки останется не ме-
нее двух свободных мест.
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7. Для определения доли женщин в некотором обществе произво-
дится случайная выборка. Каким должен быть объем выборки,
чтобы с вероятностью 0,95 доля женщин в ней отличалась от
истинного значения менее, чем на 0,01?
Глава 5. Случайные величины
При моделировании случайных явлений интерес, как правило,
представляют их всевозможные числовые характеристики. В теории
вероятностей это приводит к такому понятию, как случайная ве-
личина.
Пусть вероятностное пространство (Ω,F , P ) соответствует неко-
торому случайному эксперименту. В качестве примера можно пред-
ставить себе приземление самолета на аэродроме. Каждый новый
заходящий на посадку самолет — новый случайный эксперимент. В
такой ситуации можно считать, что каждый исход ω ∈ Ω представ-
ляет собой один из множества всевозможных сценариев посадки, а
сигма-алгебра событий F содержит все события, которые при этом
могут произойти (или не произойти). Можно представить себе огром-
ное множество числовых характеристик рассматриваемого случай-
ного явления — от веса самолета, вертикальной и горизонтальной
составляющих его скорости, температуры масла в двигателях и тем-
пературы воздуха на борту до количества пассажиров на борту, их
общего веса и пульса пилота в момент соприкосновения самолета с
землей. Каждый из этих показателей является случайной величиной,
в том смысле, что для каждого ω ∈ Ω он принимает, вообще говоря,
свое значение. Таким образом, мы приходим к понятию случайной
величины как функции от ω — исхода случайного эксперимента.
При этом оказывается, что для построения содержательной тео-
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рии, случайной величиной следует считать не всякую функцию от
ω ∈ Ω. Рассмотрим понятие измеримости, которое является ключе-
вым в строгом определении понятия «случайная величина».
5.1. Измеримые функции
Определение 5.1.1. Пусть (X,X ) и (Y,Y) — измеримые простран-
стваa, функция f : X → Y называется X|Y-измеримой (обо-
значение: f ∈ X |Y), если
∀ B ∈ Y f−1(B) = {x ∈ X | f(x) ∈ B} ∈ X ,
т. е. прообраз любого множества B из сигма-алгебры Y является
множеством, принадлежащим сигма-алгебре X .
aИзмеримым пространством называется пара (XX ), где X — произвольное непу-
стое множество, а X — некоторая сигма-алгебра его подмножеств. Если на X при этом задана
сигма-аддитивная мера µ, то тройка (X,X , µ) называется пространством с мерой. Та-
ким образом, вероятностное пространство (Ω,F , P )— это частный случай пространства с
мерой, а пара (Ω,F) — измеримое пространство.
Если в роли множества Y выступает R, то в роли сигма-алгебры
Y всегда используют B(R) — борелевскую сигма-алгебру подмно-
жеств R, а X|B(R)-измеримую функцию называют просто измери-
мой.
Определение 5.1.2. Пусть X — непустое множество, а K — некото-
рая совокупность его подмножеств. Минимальная сигма-алгебра
подмножеств X, содержащая K, называется сигма-алгеброй, по-
рожденной системой K. Ее обозначают символом σ(K).







(−∞; 0), [0; +∞),∅,R
}
.
Действительно, вместе с промежутком (−∞; 0) содержащая его
сигма-алгебра должна содержать дополнение до него, т. е. проме-
жуток [0; +∞), объединение этих промежутков — R, и пустое мно-
жество. Совокупность этих четырех множеств, очевидно, является
минимальной сигма-алгеброй, содержащей K. 
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Определение 5.1.3. B(R) — борелевская сигма-алгебра подмножеств
R (или сигма-алгебра борелевских подмножествR) — сигма-алгебра,
порожденная совокупностью всех промежутков в R, т. е.
B(R) = σ(P) ,
где P — совокупность всех промежутков в R.
Борелевская сигма-алгебра подмножеств множества R не совпа-
дает с совокупностью всех подмножеств R, тем не менее, это очень
богатая система. Она по определению содержит все промежутки, а
так как представляет собой сигма-алгебру, в нее входят и всевозмож-
ные конечные и счетные объединения промежутков. В частности бо-
релевскими являются одноэлементные множества, так как они явля-
ются разностями промежутков: {a} = [a; b) \ (a; b). Как следствие,
любые конечные и счетные множества являются борелевскими, так
как представляют собой конечные или счетные объединения борелев-
ских множеств. Таким образом, борелевскими являются те подмно-
жества R, которыми мы обычно пользуемся. Конечно, ими B(R) не
исчерпывается и среди борелевских есть множества очень сложной
структуры, так что не существует конструктивного описания всех
борелевских подмножеств R. Еще одно описание сигма-алгебры бо-
релевских подмножеств R дает следующее утверждение.
Предложение 5.1.1. B(R) = σ(P0), где P0 = {(−∞; c) | c ∈ R}.
Доказательство. Требуется доказать, что σ(P0) = σ(P). Действи-
тельно, P0 ⊂ P . Из этого следует, что P0 ⊂ σ(P). Поскольку σ(P0) —
минимальная сигма-алгебра, содержащая P0, из этого вложения сле-
дует, что она содержится в σ(P):
σ(P0) ⊆ σ(P) . (5.1)
Для доказательства обратного вложения заметим, что P ⊆ σ(P0).
Действительно, любой промежуток в R можно построить из проме-
жутков вида (−∞; c) с помощью не более чем счетного количества
теоретико-множественных операций:
[c; +∞) = R \ (−∞; c) ,






) , (c; +∞) = R \ (−∞; c] ,
(a; b) = (−∞; b) \ (−∞; a] ,
(a; b] = (−∞; b] \ (−∞; a] ,
[a; b) = (−∞; b) \ (−∞; a) ,





Значит любой промежуток в R принадлежит сигма-алгебре, по-
рожденной системой P0. В результате получаем
σ(P) ⊆ σ(P0) (5.2)
как минимальная σ-алгебра, содержащая систему P . Из вложений
(5.1) и (5.2) следует доказываемое равенство. 
Оказывается, для проверки измеримости функции f : X → Y
относительно сигма-алгебр X и Y не обязательно проверять условие
f−1(B) ∈ X для всех B ∈ Y . Об этом говорит следующее предложе-
ние.
Предложение 5.1.2. Пусть (X,X ) — измеримое пространство, f : X →
Y , K — некоторая совокупность подмножеств множества Y . Если
∀ B ∈ K f−1(B) ∈ X ,
то f ∈ X |σ(K).
Доказательство. Докажем, что f ∈ σ
(
f−1(K)
)∣∣σ(K). Для этого рас-





∣∣ f−1(D) ∈ σ(f−1(K))} .
Она является сигма-алгеброй подмножеств множества Y . Дей-





выполнена аксиома (σ−I). Для любых A,B ∈ D имеем f−1(A\B) =
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, так что A \ B ∈ D, а значит выполнена аксио-















любого i, так что
⋃∞
i=1Ai ∈ D. Таким образом, выполнена аксиома
(σ − III).
Сигма-алгебра D содержит K, поэтому σ(K) ⊆ D как минималь-
ная сигма-алгебра, обладающая этим свойством. По определению D
это означает, что





но так как по условию f−1(K) ⊆ X , то σ(K) ⊆ X как минимальная
сигма-алгебра, содержащая систему f−1(K). Таким образом, доказа-
но, что
∀ B ∈ σ(K) f−1(B) ∈ X . 
Следствие 5.1.3. Пусть (X,X ) — измеримое пространство. Функция
f : X → R измерима тогда и только тогда, когда выполнено усло-
вие





Доказательство. ПолагаяK = {(−∞; c) | c ∈ R}, пользуясь тем, что
σ(K) = B(R) и применяя предложение 5.1.2, получаем требуемое
утверждение. 
Отметим, что измеримость функций сохраняется при арифмети-
ческих операциях над ними и при поточечном переходе к пределу.
5.2. Случайные величины и распределения вероятно-
стей
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Определение 5.2.1. Случайной величиной, определенной на вероят-
ностном пространстве (Ω,F , P ), называется любое измеримое отоб-
ражение ξ : Ω→ R, т. е. такое, что
∀ B ∈ B(R) ξ−1(B) = {ω ∈ Ω | ξ(ω) ∈ B} ∈ F . (5.3)
Для случайной величины требование измеримости совершенно
естественно. Ведь это требование того, чтобы любое множество исхо-
дов ω ∈ Ω случайного эксперимента, при которых ξ(ω) попадает в то
или иное борелевское подмножество R (в частности, в тот или иной
промежуток), являлось событием, а значит для него была бы опреде-
лена вероятность. Например, в случайном эксперименте с посадкой
самолета предметом интереса могут быть такие события, как «вер-
тикальная и горизонтальная составляющие скорости не превышают
критических пороговых значений», «температура двигателя находит-
ся в промежутке, соответствующем оптимальному режиму работы»
и т. п.
Из следствия 5.1.3 вытекает следующее
Предложение 5.2.1. Отображение ξ : Ω → R является случайной ве-
личиной тогда и только тогда, когда




= {ω ∈ Ω | ξ(ω) < c} ∈ F . (5.4)
В силу этого предложения условие (5.4) часто берут за определение
случайной величины.
Из свойств измеримых функций следует, что результатом ариф-
метических операций над случайными величинами и поточечного пе-
рехода к пределу в последовательностях случайных величин всегда
является некоторая случайная величина.
R В дальнейшем случайные величины мы будем обозначать греческими
буквами и, как это принято в теории вероятностей, опускать в записи
аргумент ω. В частности, для обозначения события, состоящего в том,
что случайная величина ξ приняла значение, принадлежащее B:
{ω ∈ Ω | ξ(ω) ∈ B} , B ∈ B(R)
будем использовать более краткую запись: {ξ ∈ B} .
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Определение 5.2.2. Пусть ξ — случайная величина, определенная
на вероятностном пространстве (Ω,F , P ). Распределением веро-
ятностей случайной величины ξ называют вероятностную меру
Pξ, определенную на борелевской σ-алгебре B(R) равенством
∀ B ∈ B(R) Pξ(B) = P (ξ ∈ B) . (5.5)
Очевидно, что при этом тройка (R,B(R), Pξ) является вероятност-
ным пространством, т. е. удовлетворяет требованиям определения
2.1.1. Таким образом, каждая случайная величина порождает свое
вероятностное пространство. В определенном смысле рассмотрение
таких вероятностных пространств более удобно, ведь при этом в роли
пространства элементарных событий Ω выступает не просто некая,
подчас трудноописуемая совокупность исходов эксперимента (можно
вспомнить тот же пример с посадкой самолета), а совокупность хоро-
шо нам известных объектов — действительных чисел, а роль событий
играют всевозможные промежутки и другие борелевские подмноже-
ства множества R.
Оказывается, каждая вероятностная мера, определенная на B(R),
является распределением вероятностей некоторой случайной величи-
ны. Справедливо следующее предложение.
Предложение 5.2.2. Пусть P0 вероятностная мера, определенная на
B(R). Тогда существуют вероятностное пространство (Ω,F , P ) и
определенная на нем случайная величина ξ такие, что Pξ = P0.
Доказательство. Положим Ω = R, F = B(R), P = P0 и определим
случайную величину ξ равенством ξ(ω) = ω для любого ω ∈ Ω = R.
Тогда для любого B ∈ B(R) получим
Pξ(B) = P (ξ ∈ B) = P0
(
{ω ∈ R |ω ∈ B}
)
= P0(B) . 
Таким образом, можно строить вероятностные модели, просто за-
давая распределения вероятностей на борелевской σ-алгебре B(R).
Далее мы рассмотрим наиболее часто встречающиеся в приложе-
ниях типы случайных величин и способы задания их распределений
вероятностей.
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5.3. Дискретные случайные величины
Дискретные случайные величины — простейший, но в то же вре-
мя очень важный тип случайных величин. Они встречаются во мно-
гих приложениях, а кроме того, используются для аппроксимации
более сложно устроенных случайных величин.
Определение 5.3.1. Дискретной случайной величиной, определенной






где {xk} ⊂ R — конечное или счетное множество, {Ak} ⊂ F —
набор событий, символом 1A обозначен индикатор множества A. a
aИндикатором множества A называется функция, определенная на Ω равенством
1A(ω) =
1 , ω ∈ A ,0 , ω /∈ A .
Нетрудно заметить, что формула (5.6) при указанных в опреде-
лении условиях всегда задает случайную величину, т. е. измеримое
отображение из Ω в R. Действительно, для любого B ∈ B(R) имеем:
ξ−1(B) = {ω ∈ Ω | ξ(ω) ∈ B} =
⋃
xk∈B
Ak ∈ F ,
поскольку все Ak принадлежат сигма-алгебре F .
R Заметим, что представление дискретной случайной величины в виде
(5.6) неоднозначно. Например, рассмотрим случайный эксперимент,
заключающийся в бросании одной игральной кости. Пусть
A = {выпало четное число} ,
Ai = {выпало число i} , i = 1, 2, . . . , 6 .
Тогда




где xk = 1, если k четное, и xk = 0, если k нечетное.
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Представление (5.6) становится однозначным, если потребовать вы-
полннение условий:
• значения xk попарно различны;
• события {Ak} образуют полную группу событий.
В таком случае совокупность всех xk образует множество значений
случайной величины ξ, а Ak представляет собой событие, состоящее
в том, что ξ приняла значение xk:
Ak = {ξ = xk} .
Если не оговорено иное, в дальнейшем всегда будем предпо-
лагать эти требования выполненными.
Для дискретной случайной величины вида (5.6) введем обозначе-
ния:
pk = P (ξ = xk) .
Очевидно, эти вероятности удовлетворяют соотношению∑
k
pk = 1 . (5.7)
Предложение 5.3.1. Значения pk полностью определяют распределе-
ние вероятностей дискретной случайной величины ξ, а именно для



















Рассмотрим некоторые часто используемые дискретные распре-
деления вероятностей.
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 Пример 5.3.1. — Дискретное равномерное распределение.
Обозначение: ξ ∼ U{x1, x2, . . . , xn}
Определение 5.3.2. Случайная величина ξ назывется равномерно
распределенной по значениям x1, x2, . . . , xn, если в результа-
те проведения случайного эксперимента она может принять любое
из этих значений с вероятностью pk =
1
n
, k = 1, 2, . . . , n , n ∈ N.
Например, пусть ξ — число очков, полученное при броске игральной
кости. Тогда ξ ∼ U{1, 2, 3, 4, 5, 6}. 
 Пример 5.3.2. — Гипергеометрическое распределение вероятностей.
Обозначение: ξ ∼ HG(M,N, n)
Определение 5.3.3. Cлучайная величина ξ имеет гипергеометриче-
ское распределение вероятностей с параметрамиM,N,n,
где M,N, n ∈ N, 0 < M < N , 0 < n < N , если она принимает








Гипергеометрическое распределение возникает в следующем слу-
чайном эксперименте. Пусть в урне находится N шаров, из которых
M — черные, а N −M — белые. Из урны наудачу извлекают n ша-
ров. Пусть ξ — количество черных шаров среди извлеченных. Тогда
ξ ∼ HG(M,N, n). Действительно, минимальное значение, которое
может принять ξ, равно 0, если количество извлекаемых шаров n
меньше либо равно N − M — количества белых шаров. Если же
n > N − M , минимальное возможное количество черных шаров
среди извлеченных получается, если извлечены все имеющиеся бе-
лые, и равно n − (N −M). Максимальное значение, которое может
принять ξ, равно n, если n < M , и равно M — количеству черных
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шаров, если n ≥ M . Равенство (5.9) для вероятностей pk можно по-
лучить, заметив, что данный случайный эксперимент описывается
схемой с конечным числом равновероятных исходов. Исход экспери-
мента можно отождествить с сочетанием из N имеющихся в урне
шаров по n, поэтому общее количество исходов равно CnN . При этом
число сочетаний, содержащих ровно k черных шаров, вычисляется
по правилу произведения: оно равно произведению CkM (числа спосо-
бов, которыми можно извлечь k шаров из имеющихсяM черных) на
Cn−kN−M (число способов, которыми можно выбрать оставшиеся n− k
шаров из имеющихся в урне N −M белых). 
 Пример 5.3.3. — Биномиальное распределение вероятностей.
Обозначение: ξ ∼ B(n, p)
Определение 5.3.4. Случайная величина ξ имеет биномиальное рас-
пределение вероятностей с параметрами n и p, где n ∈ N,





kqn−k , где q = 1− p . (5.10)
Биномиальное распределение имеет число успехов в схеме Бер-
нулли, где n — число испытаний, а p — вероятность успеха. 
R Биномиальное распределение используют для аппроксимации гипер-
геометрического при больших значениях параметров N и M . Это
возможно, так как справедливо следующеее предложение.
Предложение 5.3.2. При фиксированном значении параметра n, ес-
ли N,M →∞ так, что M/N → p, гипергеометрическое распределе-
ние вероятностей с параметрамиM , N , n сходится к биномиальному












Доказательство. Преобразуем дробь и сократим общие множители







M ! (N −M)!n! (N − n)!





· M ! (N −M)! (N − n)!




M . . . (M − k + 1)
n−k︷ ︸︸ ︷
(N −M) . . . (N −M − n+ k + 1)
N(N − 1) . . . (N − n+ 1)︸ ︷︷ ︸
n
.









· M − 1
N − 1
· M − k + 1




· N −M − 1
N − k − 1
· · · · · N −M − n+ k + 1
N − n+ 1
.
(5.11)






































= 1− p .
Поскольку k и n фиксированы, каждый из первых k множителей в
правой части равенства (5.11) при N →∞ и M
N
→ p дает в пределе p,
а каждый из оставшихся n− k множителей дает в пределе 1− p. 
Пусть, например, из совокупности всех жителей большого города
выбирается n человек, случайная величина ξ принимает значение,
равное числу женщин в выборке. Очевидно, ξ ∼ HG(M,N, n), где
N — количество жителей города, M — количество женщин среди
жителей города. Однако, поскольку N и M велики, можно считать,
что ξ ∼ B(n, p), где p = M/N — доля женщин среди горожан (см.
задачу 7 из раздела 4.3).
 Пример 5.3.4. — распределение Пуассона.
Обозначение: ξ ∼ P (λ)
5.3. Дискретные случайные величины 71
Определение 5.3.5. Случайная величина ξ распределена по закону
Пуассона с параметром λ, если она принимает значения k ∈





Распределение Пуассона является предельным по отношению к
биномиальному. Это утверждает доказанная в предыдущей главе
теорема Пуассона (теорема 4.2.1). Оно используется для построе-
ния математических моделей потоков случайных событий. Напри-
мер, рассмотрим математическую модель радиоактивного распада.
Пусть имеется образец радиоактивного материала, испускающий
в случайные моменты времени радиоактивные частицы, появляю-
щиеся в результате радиоактивного распада атомов этого образца.
Пусть ξ — количество частиц, испускаемых образцом за единицу
времени. Предположим, что N — количество атомов, из которых
состоит образец. Будем считать, что каждый атом за единицу вре-
мени распадается независимо от других с вероятностью p. Наблюде-
ние за радиоактивным образцом в течение единичного промежутка
времени при этих условиях представляет собой схему Бернулли, где
отдельным испытанием является наблюдение за одним из атомов,
успехом — его распад, так что ξ — количество успехов в серии из N
испытаний Бернулли с вероятностью успеха p. Следовательно, эта
случайная величина должна быть распределена по закону Бернулли
с параметрами N, p. Поскольку N в данном случае очень велико, а
p чрезвычайно мало, в силу теоремы Пуассона, естественно считать,
что ξ ∼ P (λ), где λ = pN , что можно интерпретировать как среднее
количество частиц, испускаемых за единицу времени. 
 Пример 5.3.5. — Геометрическое распределение вероятностей.
Обозначение: ξ ∼ Geom(p)
Определение 5.3.6. Случайная величина ξ имеет геометрическое
распределение вероятностей с параметром p, где p ∈ (0; 1),
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если она принимает значения k ∈ N с вероятностями
pk = q
k−1p , где q = 1− p . (5.13)
Рассмотрим серию одинаковых независимых испытаний с вероят-
ностью успеха p, которая проводится до наступления первого успеха.
Пусть ξ — номер испытания, при котором произошел первый успех
(количество испытаний в такой серии). Тогда ξ ∼ Geom(p). Действи-
тельно, обозначим
Ai = {i-е испытание закончилось успехом} , i ∈ N ,
Bk = {первый успех произошел при k-м испытании} , k ∈ N .
Тогда Bk = A1 . . . Ak−1Ak и, в силу независимости событий Ai, имеем:
P (Bk) = P (A1) . . . P (Ak−1)P (Ak) = q
k−1p . 
5.4. Функция распределения случайной величины
Рассмотрим вероятностное пространство, построенное в задаче о
встрече (Задача 1.5.1, см. также пример 2.1.2). Пусть ξ — момент
прихода на место встречи первого участника эксперимента. Эта слу-
чайная величина не является дискретной, так как может принимать
любое значение из промежутка [0; 1]. При этом для любого x ∈ [0; 1]
вероятность события {ξ = x} равна нулю. Поэтому описание распре-
деления вероятностей такой случайной величины через вероятности
ее значений невозможно. Рассмотрим другой подход к описанию рас-
пределений вероятностей, опирающийся на понятие функции рас-
пределения.
Определение 5.4.1. Пусть ξ — случайная величина, определенная на
некотором вероятностном пространстве (Ω,F , P ). Функция рас-
пределения вероятностей ξ обозначается Fξ и определяется
равенством:
∀ x ∈ R Fξ(x) = P (ξ < x) . (5.14)
Определение функции распределения корректно, так как по опреде-
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лению случайной величины для любого x ∈ R совокупность исходов
{ω | ξ(ω) ∈ (−∞;x)} является событием, элементом сигма-алгебры
F , а значит, для него определена вероятность.
 Пример 5.4.1. Пусть ξ ∼ U{1; 2; 3}. Тогда (см. рис. 5.1)
Fξ(x) =

0 x ≤ 1 ,
1/3 , 1 < x ≤ 2 ,
2/3 , 2 < x ≤ 3 ,
1 , x > 3 .








Рис. 5.1. График функции распределения случайной величины ξ ∼ U{1; 2; 3}
 Пример 5.4.2. Рассмотрим вероятностное пространство (Ω,F , P ), по-
строенное в задаче о встрече (Ω = [0; 1] × [0; 1], F — сигма-алгебра
измеримых по Лебегу подмножеств множества Ω, P — мера Лебега
на плоскости). Пусть ξ — момент прихода первого участника экспе-
римента, а η — момент прихода второго, т. е. ξ(ω) = u, η(ω) = v, где
ω = (u; v) ∈ Ω. Тогда (см. рис. 5.2)
Fξ(x) = Fη(x) =

0 , x ≤ 0 ,
x , 0 < x ≤ 1 ,
1 , x > 1 .

Рассмотрим свойства функций распределения.




Рис. 5.2. График функции распределения момента прихода участника в
задаче о встрече
Предложение 5.4.1. Пусть F (x) — функция распределения некоторой
случайной величины. Тогда
(F-I) ∀ x ∈ R 0 ≤ F (x) ≤ 1;
(F-II) F (x) возрастает (нестрого);
(F-III) F (−∞) = 0 , F (+∞) = 1;
(F-IV) ∀ x ∈ R F (x − 0) = F (x), т. е. F (x) непрерывна слева в
каждой точке R.
Доказательство. Свойство (F-I) очевидно. Свойство (F-II) следует
из свойства монотонности вероятности (свойство (P-4)):
x1 < x2 ⇒ {ξ < x1} ⊆ {ξ < x2} ⇒ Fξ(x1) =
= P (ξ < x1) ≤ P (ξ < x2) = Fξ(x2) .
Для доказательства свойства (F-III) возьмем {xn} ⊂ R так, что
lim
n→∞
xn = +∞. Без ограничения общности будем считать, что xn
возрастает. Тогда по свойству непрерывности вероятности (P-9) для


















= P (ξ ∈ R) = P (Ω) = 1 .
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Если lim
n→∞
xn = −∞, предполагая без ограничения общности, что
{xn} убывает, используя то, что при этом {ξ < xn} ⊇ {ξ < xn+1} для


















= P (ξ ∈ ∅) = P (∅) = 0 .
Докажем свойство (F-IV). Пусть {xn} ⊂ R, lim
n→∞
xn = x − 0. Без
ограничения общности будем считать, что xn возрастает. Тогда по
свойству (P-9), из того, что {ξ < xn} ⊆ {ξ < xn+1} для любого


















= P (ξ ∈ (−∞;x)) = Fξ(x) . 
R Функция распределения случайной величины не обязательно непре-
рывна справа всюду в R. В качестве контрпримера можно взять
функцию распределения дискретной случайной величины (см. при-
мер 5.4.1).
Справедлива теорема, в некотором смысле, обратная к доказан-
ному предложению.
Теорема 5.4.2. Пусть функция F : R → R удовлетворяет условиям
(F-I), (F-II), (F-III) и (F-IV). Тогда существует вероятностное про-
странство (Ω,F , P ) и определенная на нем случайная величина ξ
такие, что Fξ(x) = F (x).
Доказательство. Возьмем Ω = [0; 1]. Пусть F — сигма-алгебра из-
меримых по Лебегу подмножеств промежутка [0; 1], P = µL — мера
Лебега в R.
1. Предположим, что F (x) строго возрастает. Тогда существует
обратная функция F−1(x). Положим
∀ ω ∈ Ω ξ(ω) = F−1(ω) ,
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тогда для любого x ∈ R
Fξ(x) = P
(















= F (x) .
2. Если F (x) не является строго возрастающей, она необратима.
В этом случае доказательство проводится аналогично, только вме-
сто обратной к F используется обобщенная обратная функция F inv,
которая определяется равенством
F inv(y) = inf{x ∈ R |F (x) > y} , y ∈ [0; 1] . 
Функция распределения Fξ описывает распределение вероятно-
стей случайной величины ξ по лучам (−∞;x) , где x ∈ R (значение
Fξ(x) — вероятность попадания ξ в луч (−∞;x)). Оказывается, за-
дание этих вероятностей полностью определяет Pξ — распределение
вероятностей ξ по всем борелевским подмножествам R. Этот нетри-
виальный факт, который мы принимаем без доказательства (доказа-
тельство можно найти, например в [8]), опирается, в частности, на
то, что сигма-алгебра борелевских подмножеств R — минимальная
сигма-алгебра, содержащая все лучи (−∞;x) , где x ∈ R (см. предло-
жение 5.1.1). Для практической работы с функцией распределения
важен более тривиальный факт, состоящий в том, что знание функ-
ции распределения случайной величины позволяет находить вероят-
ности попадания ее значений в любые промежутки числовой прямой,
а именно справедливы следующие формулы:
P (ξ ≥ a) = 1− Fξ(a) ; (5.15)
P (ξ ≤ b) = Fξ(b+ 0) ; (5.16)
P (ξ > a) = 1− Fξ(a+ 0) ; (5.17)
P (a ≤ ξ < b) = Fξ(b)− Fξ(a) ; (5.18)
P (a < ξ < b) = Fξ(b)− Fξ(a+ 0) ; (5.19)
P (a ≤ ξ ≤ b) = Fξ(b+ 0)− Fξ(a) ; (5.20)
P (a < ξ ≤ b) = Fξ(b+ 0)− Fξ(a+ 0) . (5.21)
Формула (5.15) доказывается с помощью свойства вероятности
противоположного события (P-6):




= 1− P (ξ < a) = 1− Fξ(a) .
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Для доказательства формулы (5.16) используем свойство непрерыв-















































= Fξ(b+ 0) .
Формула (5.17) доказывается аналогично (5.15) с использованием
формулы (5.16).
Формула (5.18) следует из свойства (P-3), т. к. {ξ < a} ⊆ {ξ < b}
при a < b. Формулы (5.19), (5.20) и (5.21) доказываются аналогично,
с использованием формулы (5.16).
R В литературе по теории вероятностей можно встретить альтерна-
тивное определение функции распределения: Fξ(x) = P (ξ ≤ x). При
таком определении для функции распределения остаются справедли-
выми свойства (F-I), (F-II) и (F-III), а вместо свойства (F-IV) будет
иметь место непрерывность справа во всех точках R. Аналоги формул
(5.15)—(5.21) будут отличаться тем, что везде в них правосторон-
ние пределы заменятся на значения Fξ в соответствующих точках,
а значения Fξ заменятся на левосторонние пределы в соответствую-
щих точках, например, вместо формулы (5.19) будет верно равенство
P (a < ξ < b) = Fξ(b− 0)− Fξ(a).
Определение 5.4.2. Квантилем порядка α распределения вероят-
ностей случайной величины ξ называется такое число zα ∈ R, что
выполнены условия
P (ξ ≤ zα) ≥ α , P (ξ ≥ zα) ≥ 1− α .
Квантили порядка 0, 25 , 0, 5 и 0, 75 называются соответственно
первым, вторым и третьим квартилями распределения вероят-
ностей случайной величины ξ. Второй квартиль называется меди-
аной. Квантили порядка 0, 1 , 0, 2 , . . . , 0, 9 называются деци-
лями. Квантили порядка 0, 01 , 0, 02 , 0, 03 , . . . , 0, 99 называются











Рис. 5.3. Квартили распределения вероятностей случайной величины
Квантиль порядка α распределения вероятностей случайной вели-
чины ξ определяется однозначно, если функция распределения Fξ(x)




Взаимное расположение квантилей одного порядка на числовой
прямой является одной из удобных наглядных характеристик рас-
пределения вероятностей (см. рис. 5.3.).
5.5. Абсолютно непрерывные случайные величины
Рассмотрим еще один способ описания распределения вероятно-
стей случайной величины.
Определение 5.5.1. Случайная величина ξ называется абсолютно
непрерывной, если существует такая неотрицательная интегри-





fξ(t) dt . (5.22)
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При этом функция fξ называется плотностью распределения
вероятностей случайной величины ξ.
Предложение 5.5.1. Если ξ — абсолютно непрерывная случайная вели-
чина, то ее функция распределения Fξ непрерывна во всех точках
R, а ее плотность распределения fξ обладает свойствами




fξ(x) dx = 1 ;
(f-III) В точках непрерывности функции fξ функция распределе-
ния Fξ дифференцируема, и справедливо равенство: F ′ξ(x) =
fξ(x) ;
(f-IV) ∀ a, b ∈ R (a ≤ b) : P (a ≤ ξ ≤ b) = P (a < ξ ≤ b) =




Доказательство. Свойство (f-I) заложено в определении 5.5.1. Свой-
ство (f-II) следует из равенства (5.22) и свойства (F-III) функции рас-
пределения. Непрерывность Fξ и свойство (f-III) вытекают из извест-
ных из математического анализа свойств интеграла с переменным
верхним пределом. Свойство (f-IV) получается из формул (5.15)—
(5.21) благодаря непрерывности Fξ и свойству (f-III) с помощью фор-
мулы Ньютона–Лейбница. 
Предложение 6.3.1 проясняет смысл термина «плотность распре-
деления вероятностей». График функции fξ (см. рис. 5.4.) показы-
вает как единичная вероятностная масса «размазана» по числовой
прямой: площадь под графиком равна 1, при этом площадь криво-
линейной трапеции, приходящаяся на промежуток с концами a и b
(отрезок, интервал, или полуинтервал), равна вероятности попада-
ния ξ в этот промежуток.
Рассмотрим некоторые часто встречающиеся в приложениях рас-
пределения вероятностей абсолютно непрерывных случайных вели-
чин.
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fξ(x) dx = P (a ≤ ξ ≤ b)
Рис. 5.4. Плотность распределения вероятностей случайной величины
 Пример 5.5.1. — Равномерное распределение вероятностей.
Обозначение: ξ ∼ U(a, b)
Определение 5.5.2. Случайная величина ξ называется равномерно










0 , x < a ,
x− a
b− a
, a ≤ x < b ,
1 , x ≥ b .
В примере 5.4.2 было показано, что если ξ и η — моменты прихода
участников эксперимента в задаче о встрече, то ξ, η ∼ U(0; 1). 
 Пример 5.5.2. — Показательное распределение вероятностей.
Обозначение: ξ ∼ Exp(λ)
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Определение 5.5.3. Случайная величина ξ имеет показательное
распределение с параметром λ, если
fξ(x) = λe
−λx · 1[0;+∞)(x) .
Функция распределения ξ при этом имеет вид
Fξ(x) = (1− e−λx) · 1[0;+∞)(x) .
Показательное распределение используется для моделирования
времени ожидания при отсутствии последействия. Пусть
ξ — время исправной работы некоторого прибора (например, мик-
росхемы) в ситуации, когда его выход из строя не связан с такими
явлениями, как износ или старение, а может быть вызван только слу-
чайными внешними воздействиями (в случае микросхемы перепадом
напряжения в цепи). Пусть g(x) = P (ξ ≥ x), т. е. вероятность того,
что прибор оставался исправным до момента x. Эту функцию назы-
вают функцией надежности. Из сделанного предположения следует
равенство
P (ξ ≥ x+ t|ξ ≥ t) = P (ξ ≥ x) , x, t > 0 , (5.23)
т. е. если до момента t прибор исправен, то вероятность того, что
он останется исправным до момента x+ t, совпадает с вероятностью
того, что за время x выхода из строя не произойдет. Это и называ-
ют отсутствием последействия. Пользуясь равенством (5.23),
получаем для функции g:




{ξ ≥ x+ t} · {ξ ≥ t}
)
P (ξ ≥ t)
=
P (ξ ≥ x+ t)





Таким образом, для любых x, t > 0 получаем
g(x+ t) = g(x)g(t) .
Из этого равенства следуют соотношения
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и, как следствие,







Пусть g(1) = e−λ, где λ > 0. Такое значение λ существует, по-







функцию g(x) по непрерывности в иррациональных точках проме-
жутка [0; +∞), получаем g(x) = e−λx при x ≥ 0 . Таким образом,
при x > 0 получаем






Предложение 5.5.2. Пусть ξ — абсолютно непрерывная случайная ве-
личина, а g : R → R — монотонная дифференцируемая функция.
Тогда η = g(ξ) — абсолютно непрерывная случайная величина, для








Доказательство. Пусть, без ограничения общности, функция g воз-
растает на R, тогда для любого x ∈ R






Дифференцируя обе части этого равенства с помощью формулы
производной сложной функции в точках множества, являющегося об-
разом при отображении g множества точек непрерывности функции
fξ, получаем равенство (5.24). 
 Пример 5.5.3. Пусть ξ ∼ U(0, 1), η = −1
λ
ln(1− ξ). Тогда η ∼ Exp(λ).
Действительно, пусть g(x) = −1
λ
ln(1 − x). Тогда g−1(x) = 1 − e−λx










λe−λx = λe−λx1[0;+∞)(x) ,
поскольку 1− e−λx ∈ [0; 1] ⇔ x ∈ [0; +∞). 
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 Пример 5.5.4. — Нормальное (гауссовское) распределение вероятностей.
Обозначение: ξ ∼ N(a, σ2)
Определение 5.5.4. Случайная величина ξ распределена по нор-










Распределение вероятностей случайной величины ξ ∼ N(0, 1) на-
зывается стандартным нормальным. Плотность стандартного







Нормальное распределение вероятностей появляется как предель-
ное по отношению к биномиальному в теоремах Муавра–Лапласа





, где ξ — число успехов в серии из
n испытаний Бернулли с вероятностью успеха p, при фиксированном
p и n→∞ стремится к стандартному нормальному.
Гауссовские случайные величины используются для описания
случайных ошибок, возникающих при различных измерениях, откло-
нений от цели при срельбах и других подобных явлений. Приведем
некоторые их важные свойства.
Следующее предложение описывает свойство нормально распре-
деленных случайных величин, связанное с линейными операциями
над ними.
Предложение 5.5.3.
ξ ∼ N(a, σ2) ⇔ ξ = ση + a , где η ∼ N(0, 1) .
Доказательство. Достаточность. Пусть η ∼ N(0, 1), ξ = ση + a.
Тогда, пользуясь предложением 5.5.2 и полагая в формуле (5.24)
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Необходимость. Пусть ξ ∼ N(a, σ2). Положим η = ξ − a
σ
. Тогда, сно-
















т. е. η ∼ N(0, 1). При этом ξ = ση + a. 
Из предложения 5.5.3 вытекает
Следствие 5.5.4. Линейная функция от гауссовской случайной вели-
чины — гауссовская случайная величина.

 Пример 5.5.5. — Распределение Коши.
Обозначение: ξ ∼ C(x0, γ)
Определение 5.5.5. Случайная величина ξ имеет распределение Ко-






γ2 + (x− x0)2
. (5.25)
Рассмотрим следующий случайный эксперимент. Орудие закреп-
лено на вращающейся в горизонтальной плоскости с постоянной уг-
ловой скоростью платформе. Центр вращенияO находится на рассто-
янии γ от бесконечной стены. Ось Ox направлена вдоль стены, x0 —
проекция центра вращения на ось Ox. В случайный момент времени,
когда линия прицела пересекает линию стены, происходит выстрел.
Предполагая, что снаряд летит по линии прицела, обозначим через
ξ координату точки попадания снаряда в стену. Тогда ξ ∼ C(x0, γ).










Рис. 5.5. Случайный эксперимент из примера 5.5.5
Действительно, пусть α — угол между траекторией снаряда (ли-
нией прицела) и перпендикуляром, опущенным из центра вращения
на ось Ox (как обычно, положительным направлением отсчета угла
считаем направление против часовой стрелки). Из условий случай-








(см. рис. 5.5). При
этом























Дифференцируя Fξ(x), получаем (5.25). 
5.6. Задачи для самостоятельного решения
1. Опишите σ(K), если K =
{
(−∞; 0), (−∞; 1)
}
.
2. Урна содержит 5 шаров с номерами от 1 до 5. Пусть ξ – наи-
больший номер, полученный при двух поштучных извлечениях с
возвращением. Найти распределение вероятностей ξ. Найти веро-
ятность того, что ξ примет значение, отличающееся от наиболее
вероятного не больше, чем на 1.
3. Стрелок ведет огонь по удаляющейся мишени. Найти распреде-
ление вероятностей числа попаданий, если вероятность попада-
ния при первом выстреле равна 0, 6, а при каждом последующем
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выстреле она уменьшается на 0, 2. Найти вероятность того, что
число попаданий будет не меньше двух.
4. На складе магазина имеется m экземпляров некоторого товара.
Каждый посетитель магазина независимо от других покупает
один экземпляр товара с вероятностью p. Найти распределение
вероятностей номера посетителя, который купит последний эк-
земпляр товара.
5. Точку наудачу бросают в квадрат [0; 1]×[0; 1] координатной плос-
кости. Пусть ξ — сумма, а η — разность ее абсциссы и ординаты.
Найти функции распределения и плотности распределения слу-
чайных величин ξ и η.
6. Точку наудачу бросают в квадрат [0; 1]×[0; 1] координатной плос-
кости. Построить функции распределения и плотности распреде-
















, используя функции распре-
деления.
7. В условиях предыдущей задачи построить функцию распределе-
ния вероятностей и плотность распределения вероятностей слу-
чайной величины θ, определенной как произведение абсциссы










8. Найти функцию распределения и плотность распределения веро-
ятностей случайной величины η = ξ2, если
a) ξ ∼ Exp(1);
b) ξ ∼ U(−1, 1).
9. Пусть ξ ∼ U(0, 2π). Найти функцию распределения и плотность
распределения вероятностей случайной величины η = | sin ξ|.
Глава 6. Случайные векторы.
Совместные распределения
При построении вероятностных моделей часто возникает необхо-
димость рассматривать несколько случайных величин, определен-
ных на одном вероятностном пространстве. Таким образом, возни-
кает понятие случайного вектора.
Определение 6.0.1. Упорядоченная n-ка случайных величин, опреде-
ленных на некотором вероятностном пространстве (Ω,F , P ), назы-
вается n-мерным случайным вектором:










Случайный вектор является отображением из Ω в пространство
Rn. В дальнейшем мы будем всегда считать Rn евклидовым век-
торным пространством столбцов x = (x1, x2, . . . , xn)T действитель-
ных чисел. Можно доказать, что ξ : Ω → Rn является F|B(Rn)-
измеримым1 отображением, т. е. для любого B ∈ B(Rn)
ξ−1(B) =
{
ω ∈ Ω | ξ(ω) = (ξ1(ω), . . . , ξn(ω))T ∈ B
}
∈ F ,
1Через B(Rn) обозначаем сигма-алгебру борелевских подмножеств пространства Rn, которая




[ak; bk) , где ak, bk ∈ R.
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т. е. множество ~ξ−1(B) является событием.
Определение 6.0.2. Вероятностная мера P~ξ = Pξ1,...,ξn : B(R
n)→ [0; 1] ,
определенная равенством





называется распределением вероятностей случайного век-
тора ~ξ = (ξ1, ξ2, ..., ξn)T , или совместным распределением ве-
роятностей случайных величин ξ1, . . . , ξn. Распределения веро-
ятностей компонент случайного вектора называют маргиналь-
ными (по отношению к совместному распределению вероятно-
стей).
Рассмотрим способы описания совместных распределений вероят-
ностей случайных величин.
6.1. Cовместные распределения вероятностей дискрет-
ных случайных величин
Рассмотрим дискретный случайный вектор ~ξ = (ξ1, ξ2, . . . , ξn)T ,
где ξ1, . . . , ξn — дискретные случайные величины, определенные на






j ∈ F , P (Aij) = P (ξ = xij) = pij . (6.2)
Напомним, что мы по умолчанию полагаем xij1 6= x
i
j2
при j1 6= j2 для
любых i = 1, . . . , n.
Предложение 6.1.1. Cовместное распределение вероятностей дискрет-







, ξ2 = x
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j2





6.1. Cовместные распределения вероятностей дискретных случайных величин 89












{ξ1 = x1j1, ξ2 = x
2
j2













так как события вида {ξ1 = x1j1, ξ2 = x
2
j2




ющие различным n-кам (x1j1, x
2
j2
, . . . , xnjn)
T , попарно несовместны.
Для случайного вектора ~ξ = (ξ1, . . . , ξn)T с дискретными компо-
нентами вида (6.2) маргинальные распределения вероятностей стро-







Символ j1, · · · < ji > . . . , jn под знаком суммы означает, что
суммирование ведется по всем возможным значениям всех индексов,
кроме i-го. При этом индекс ji полагается равным j.
R В двумерном случае при описании маргинальных распределений
вероятностей компонент дискретного случайного вектора часто ис-
пользуют обозначения pi · и p·j:











 Пример 6.1.1. Игральную кость бросают до первого появления чис-
ла меньшего пяти. Пусть ξ — число бросков, η — число очков при
последнем броске. Опишем распределение вероятностей случайного
вектора ~ξ = (ξ, η)T . Пусть
Bk = {при k-м броске выпало 5 или 6} ,
Aij = {при i-м броске выпало j} .
Рассмотрим событие {ξ = i, η = j}, где i ∈ N, j ∈ {1; 2; 3; 4}.
Оно происходит тогда, когда до i-го броска выпадали пятерка или
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шестерка, а при i-м броске выпало число j. Поэтому
pij = P (ξ = i, η = j) = P (B1 . . . Bi−1Aij) =








Здесь мы воспользовались независимостью событий B1, . . . , Bi−1 и
Aij.
Найдем маргинальные распределения вероятностей. Для распре-


















































Это согласуется с тем, что из условия задачи можно понять, что
η ∼ U{1; 2; 3; 4}. 
6.2. Функция совместного распределения
В общем случае для описания совместного распределения веро-
ятностей случайных величин используют функцию совместного рас-
пределения.
Определение 6.2.1. Функция распределения вероятностей случайного
вектора ~ξ = (ξ1, . . . , ξn)T , или функция совместного распреде-
ления случайных величин ξ1, . . . , ξn определяется равенством
F~ξ(x) = Fξ1,...,ξn(x1, . . . , xn) := P (ξ1 < x1, . . . , ξn < xn) ,
для любого x = (x1, . . . , xn)T ∈ Rn .
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Fξ1,...,ξn(x1, . . . , xn) . (6.4)
Действительно, рассмотрим последовательность событий
Ak = {ξ1 < k, . . . , ξi−1 < k, ξi < x, ξi+1 < k, . . . , ξn < k} , k ∈ N .
Для любого k ∈ N имеют место вложения Ak ⊆ Ak+1 , при этом∑
k∈N
Ak = {ξi < x} , поэтому (по свойству непрерывности вероятности
(P-9)), получаем










Fξ1,,ξn(k, . . . , k, x, k, . . . , k) = limx1→+∞···
xi=x···
xn→+∞
Fξ1,...,ξn(x1, . . . , xn) .
 Пример 6.2.1. Пусть ξ и η — моменты прихода участников экспери-
мента в задаче о встрече (см. пример 5.4.2). Рассмотрим случайный
вектор ~ξ = (ξ, η)T . Его функция распределения (функция совместно-
го распределения ξ и η) имеет вид:
F~ξ(x) = Fξη(x, y) =

0 , x < 0 ∨ y < 0 ,
xy , 0 ≤ x < 1 ∧ 0 ≤ y < 1 ,
x , 0 ≤ x < 1 ∧ y ≥ 1 ,
y , x ≥ 1 ∧ 0 ≤ y < 1 ,
1 , x ≥ 1 ∧ y ≥ 1 .
(6.5)
Проверьте это самостоятельно. 
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6.3. Совместное распределение абсолютно непрерывных
случайных величин
Определение 6.3.1. Случайный вектор ~ξ = (ξ1, . . . , ξn)T называется
абсолютно непрерывным, если его распределение вероятностей
P~ξ имеет плотность, т. е. существует функция f~ξ = fξ1,...,ξn :
Rn → R такая, что для любого x = (x1, . . . , xn)T ∈ Rn













fξ1,...,ξn(x1, . . . , xn) dx1...dxn .
Из этого определения и формулы (6.4) следует формула для плот-








, ..., xn) dx1...<dxi>...dxn . (6.6)
Эта формула является континуальным аналогом дискретной фор-
мулы (6.3), где роль индексов j1, . . . , jn, пробегающих дискретные
множества значений, играют переменные x1, . . . , xn, пробегающие R,
а вместо суммирования используется интегрирование.
Плотность распределения вероятностей случайного вектора обла-
дает свойствами, аналогичными свойствам плотности распределения
вероятностей одномерной случайной величины. Приведем без дока-
зательства многомерный аналог предложения 5.5.1.
Предложение 6.3.1. Если ~ξ — абсолютно непрерывный n-мерный слу-
чайный вектор, то его функция распределения F~ξ непрерывна во
всех точках Rn, а его плотность распределения f~ξ обладает свой-
ствами






f~ξ(x) dx = 1 ;
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(ff-III) В точках непрерывности функции f~ξ функция распределе-
ния F~ξ n раз дифференцируема и справедливо равенство:
∂n
∂x1 . . . ∂xn
F~ξ(x1, . . . , xn) = f~ξ(x1, . . . , xn) . (6.7)






 Пример 6.3.1. Плотность распределения fξη случайного вектора ~ξ =
(ξ, η)T (плотность совместного распределения ξ и η) из примера 6.2.1
находится в точках непрерывности fξη по функции Fξη совместного
распределения ξ и η, заданной равенством (6.5), с помощью формулы
(6.7). Дифференцируя, получаем:
fξη(x, y) =
1 , (x, y)T ∈ (0; 1)× (0; 1) ,0 , (x, y)T /∈ (0; 1)× (0; 1) .
В точках разрыва, образующих границу квадрата [0; 1] × [0; 1],
плотность fξη можно доопределить произвольным образом — это не
влияет на распределение вероятностей. Поэтому окончательно мож-
но положить
fξη(x, y) = 1[0;1]×[0;1](x, y) . 
Определение 6.3.2. Говорят, что случайный вектор ~ξ = (ξ1. . . . , ξn)T





где µ — мера Лебега в Rn. При этом пишут: ~ξ ∼ U(D).
Таким образом, пример 6.3.1 показывает, что совместное распре-
деление моментов прихода участников эксперимента, описанного в
задаче о встрече, является равномерным в квадрате [0; 1]× [0; 1].
Приведем многомерный аналог предложения 5.5.2.
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Предложение 6.3.2. Пусть ~η — n-мерный случайный вектор, опреде-
ленный на вероятностном пространстве (Ω,F , P ), f~η(x) — плот-
ность распределения вероятностей ~η, g : Rn → Rn — непрерывно-
дифференцируемое биективное отображение. Тогда плотность рас-









где J(g) — матрица Якоби отображения g, а |J(g)| — абсолютная
величина его якобиана.
























 y = g−1(x)
dy =





















В силу того, что оно верно для любого B ∈ B(Rn), из него следует
равенство подинтегральных функций, т. е. равенство (6.8). 
6.4. Независимость случайных величин
Пусть случайная величина ξ определена на вероятностном про-
странстве (Ω,F , P ).
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Определение 6.4.1. Сигма-алгебра подмножеств пространства элемен-
тарных событий Ω, определенная равенством
σ(ξ) :=
{
ξ−1(B) |B ∈ B(R)
}
, (6.9)
называется сигма-алгеброй, порожденной случайной вели-
чиной ξ.
Сигма-алгебра, порожденная случайной величиной ξ, представ-
ляет собой совокупность всех событий вида {ξ ∈ B}, где B ∈ B(R).
Фактически это совокупность всех событий, которые могут произой-
ти со случайной величиной ξ в результате рассматриваемого случай-
ного эксперимента.
 Пример 6.4.1. Пусть ξ и η — моменты прихода участников экспери-
мента в задаче о встрече (см. пример 5.4.2), ζ = η− ξ. Порожденные














{ω = (u; v) ∈ Ω |u+ v ∈ B} |B ∈ B(R)
}
.
На рис. 6.1 изображены элементы этих сигма-алгебр, соответствую-
























Рис. 6.1. Примеры элементов сигма-алгебр σ(ξ), σ(η) и σ(ζ)
Определение 6.4.2. Пусть (Ω,F , P ) — вероятностное пространство.
Сигма-алгебры F1,F2, . . . ,Fn, где Fi ⊆ F , i = 1, 2, . . . , n, назы-
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ваются независимыми, если









P (Ai) . (6.10)
R Независимость сигма-алгебр F1,F2, . . . ,Fn означает независимость в
совокупности любого набора событий A1, A2, . . . , An, взятых по одному
из каждой сигма-алгебры: Ai ∈ Fi, i = 1, 2, . . . , n. Действительно
(см. определение 2.3.3), для любого набора индексов ik таких, что
1 ≤ i1 < i2 < . . . , ip ≤ n, выполняется равенство
P (Ai1Ai2 . . . Aip) = P (A1A2 . . . An) ,
где Ai = Aik , если i = ik , k = 1, . . . , p и Ai = Ω, если i /∈ {i1, . . . , ip}.
Так как каждая из сигма-алгебр Fi содержит Ω, далее можем вос-
пользоваться их независимостью и равенством (6.10), в результате
получим
P (Ai1Ai2 . . . Aip) = P (A1)P (A2) . . . P (An) = P (Ai1)P (Ai2) . . . P (Aip) ,
так как P (Ai) = 1, если Ai = Ω.
Определение 6.4.3. Случайные величины ξ1, ξ2, . . . , ξn называют-
ся независимыми, если независимы порожденные ими сигма-
алгебры σ(ξ1), σ(ξ2), . . . , σ(ξn).
 Пример 6.4.2. Рассмотрим случайные величины ξ и η из примера
6.4.1. Они независимы, так как для любых B1, B2 ∈ B(R) события
{ξ ∈ B1} и {η ∈ B2} независимы. Действительно,
P ({ξ ∈ B1} · {η ∈ B2}) = µ(B1 ×B2) ,
где µ — мера Лебега на плоскости (площадь). Но µ(B1×B2) = µ(B1)·
·µ(B2), где µ(Bi) — мера Лебега множества Bi в R (длина), так что
P ({ξ ∈ B1} · {η ∈ B2}) = µ(B1) · µ(B2) =
= µ (B1 × [0; 1]) · µ ([0; 1]×B2) = (ξ ∈ B1) · P (η ∈ B2) .
Независимость случайных величин «на интуитивном уровне» озна-
чает, что если у нас есть информация о том, какое значение приняла
одна из них (в частности, какие из событий, принадлежащих порож-
денной ею сигма-алгебре, произошли, а какие — нет), это не меняет
6.5. Критерии независимости случайных величин 97
шансы событий, которые могут произойти с другой случайной вели-
чиной.
Для B = [a; b] ⊂ [0; 1] (см. рис. 6.2 ) события {ξ ∈ B} и {ζ ∈ B}
не являются независимыми. Действительно,












{ξ ∈ B} · {ζ ∈ B}
)
6= P (ξ ∈ B) · P (ζ ∈ B). Таким обра-
зом, случайные величины ξ и ζ зависимы. Аналогично, зависимыми
являются η и ζ.
Зависимость ξ и ζ в этом примере интуитивно понятна, так как
информация о том, какое значение приняла ζ, меняет шансы про-































Рис. 6.2. Независимость сигма-алгебр σ(ξ) и σ(η), зависимость сигма-алгебр
σ(ξ) и σ(ζ)
6.5. Критерии независимости случайных величин
На практике при работе со случайными величинами далеко не
всегда можно дать явное описание сигма-алгебры, порожденной той
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или иной случайной величиной. Рассмотрим критерии независимо-
сти случайных величин в терминах соотношений, связывающих их
совместные распределения вероятностей с маргинальными распреде-
лениями вероятностей.
Теорема 6.5.1. — Критерий независимости дискретных случайных величин.
Пусть совместное распределение дискретных случайных величин






, ξ2 = x
2
j2





а маргинальные распределения вероятностей заданы вероятностя-
ми P (ξ = xij) = pij . Случайные величины ξ1, . . . , ξn независимы





для любых j1, j2, . . . , jn.
Доказательство. Необходимость условия (6.11) очевидна. Для дока-
зательства достаточности возьмем B1, . . . , Bn ∈ B(R) и рассмотрим
























































P (ξi ∈ Bi) ,
т. е. для любых B1, . . . , Bn ∈ B(R) события {ξi ∈ Bi} , i = 1, . . . , n
независимы. Это означает независимость сигма-алгебр σ(ξi). 
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Теорема 6.5.2. — Критерий независимости случайных величин в терминах
функций распределения.
Пусть совместное распределение вероятностей случайных величин
ξ1, ..., ξn задано функцией совместного распределения F~ξ = Fξ1,...,ξn,
а Fξi , i = 1, ..., n — функции маргинальных распределений вероят-
ностей. Тогда для независимости cлучайных величин ξ1, ..., ξn необ-
ходимо и достаточно, чтобы выполнялось условие




Необходимость условия (6.12) очевидна. Достаточность — нетри-
виальный факт, который мы примем без доказательства (его можно
найти, например в книге [8]).
Теорема 6.5.3. — Критерий независимости в терминах плотностей распределе-
ния вероятностей.
Пусть совместное распределение вероятностей случайных величин
ξ1, ..., ξn задано плотностью f~ξ = fξ1,....,ξn, а fξi , i = 1, ..., n — плот-
ности маргинальных распределений вероятностей. Тогда для неза-
висимости случайных величин ξ1, ..., ξn необходимо и достаточно,
чтобы выполнялось условие




Теорема является следствием теоремы 6.5.2 в силу равенства (6.7).
6.6. Задачи для самостоятельного решения
1. Игральную кость, у которой на двух гранях находятся единицы,
на двух — двойки, а на оставшихся — тройки, бросают до перво-
го появления тройки. Пусть ξ — число бросков, η — индикатор
четности суммы очков, полученной в результате. Найти совмест-
ное распределение вероятностей случайных величин ξ и η и их
маргинальные распределения. Являются ли ξ и η независимыми?
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2. В N ячеек независимо бросают частицы. Каждая частица с оди-
наковой вероятностью может попасть в любую из них (вмести-
мость ячеек не ограничена). Пусть ν1 < ν2 < ... < νN — но-
мера бросков, при которых частицы попадают в пустые ячейки,
θk — номер ячейки, в которую попадает частица при νk-м броске.
Найти совместное распределение вероятностей случайных вели-
чин θ1, θ2, θ3 и их маргинальные распределения. Являются ли эти
случайные величины независимыми?
3. В условиях предыдущей задачи пусть τk = νk − νk−1 , k ≥ 2.
Найти совместное распределение случайных величин τ2 и τ3 и
их маргинальные распределения. Являются ли эти случайные
величины независимыми?
4. Случайный вектор ~ξ = (ξ, η)T ∼ U(S), где
S = {(x; y) ∈ R2 |x2 + y2 ≤ 1} .
Найти плотность совместного распределения случайных величин
ϕ и ρ — полярных координат ~ξ. По совместному распределению
восстановить маргинальные распределения вероятностей. Явля-
ются ли ϕ и ρ независимыми?
5. Пусть ~ξ = (ξ, η)T ∼ N(0, E) — двумерный сферически-симметри-
ческий нормальный вектор (см. Приложение C), ϕ и ρ — поляр-
ные координаты ~ξ. Построить плотность совместного распреде-
ления вероятностей ϕ и θ = ρ2, восстановить по нему маргиналь-
ные распределения. Являются ли ϕ и θ независимыми?
6. Случайные величины ξ ∼ Exp(1) и η ∼ Exp(1) независимы. Най-
ти плотность совместного распределения вероятностей случай-
ных величин ζ = ξ + η и ν = ξ − η, их маргинальные распреде-
ления. Являются ли ζ и ν независимыми?
Глава 7. Моменты случайных величин
Моменты являются важными числовыми характеристиками рас-
пределений вероятностей случайных величин. Базовой характеристи-
кой является момент первого порядка, который называется матема-
тическим ожиданием случайной величины.
7.1. Математическое ожидание
Математическое ожидание случайной величины ξ обозначается
Eξ по первой букве слова expectation. Определяется оно в два эта-
па: на первом — для дискретных случайных величин, на втором —
с помощью предельного перехода определение распространяется на
максимально широкий класс случайных величин.
Математическое ожидание дискретной случайной
величины
Определение 7.1.1. Пусть дискретная случайная величина ξ опреде-




xk1Ak(ω) , xk ∈ R , Ak ∈ F , P (Ak) = pk . (7.1)
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при условии, что ряд в правой части равенства (7.2) абсолютно
сходится.
R Понятие математического ожидания в теории вероятностей являет-
ся аналогом понятия «центр тяжести» для системы масс pk, сосре-
доточенных в точках xk числовой оси. Математическое ожидание
представляет собой точку равновесия распределения вероятностей
случайной величины ξ. При этом на само распределение вероятностей
можно смотреть как на систему вероятностных масс pk сосредоточен-
ных в точках xk. Математическое ожидание также называют средним
значением случайной величины (mean value).
R Представление случайной величины ξ в виде разложения (7.1), как
уже отмечалось, не является однозначным (см. замечание на стр. 66),
однако нетрудно проверить, что определение математического ожида-
ния дискретной случайной величины ξ формулой (7.2) не зависит от
выбора представления ξ.
R Из определения следует, что математическое ожидание дискретной
случайной величины ξ существует тогда и только тогда, когда выпол-
нено условие E|ξ| =
∑
k |xk|pk <∞.
Рассмотрим примеры вычисления математических ожиданий для
некоторых из дискретных распределений вероятностей, которые бы-
ли введены в главе 5.
 Пример 7.1.1. Пусть ξ ∼ U{x1, x2, . . . , xn}, тогда очевидно, что
Eξ =
x1 + x2 + · · ·+ xn
n
,
т. е. математическое ожидание (среднее значение) случайной величи-
ны, равномерно распределенной по значениям x1, x2, . . . , xn, совпада-
ет со средним арифметическим этих значений. 
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 Пример 7.1.2. Пусть ξ ∼ B(n, p), тогда Eξ = np.


















= p · d
dp
(p+ q)n = np(p+ q)n−1 = np .
Этот результат согласуется с интуитивным представлением о
среднем числе успехов в серии испытаний Бернулли, если интерпре-
тировать вероятность успеха p как среднюю долю испытаний, закан-
чивающихся успехом. 


















= λe−λeλ = λ .
Этот результат согласуется с интерпретацией параметра λ в ма-
тематической модели радиоактивного распада, рассмотренной в при-
мере 5.3.4, где было показано, что количество частиц, испускаемых
радиоактивным образцом за единицу времени, можно считать рас-
пределенным по закону Пуассона с параметром λ, где λ — среднее
число частиц, испускаемых за единицу времени. 

























R Не у всякой дискретной случайной величины есть математическое
ожидание. Например, пусть случайная величина ξ принимает значе-
ния xk = 2k с вероятностями pk =
1
2k




xkpk в данном случае расходится.
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Предложение 7.1.1. Математическое ожидание дискретных случай-
ных величин обладает следующими свойствами:
(E-I) Если ξ = c , где c = Const, то Eξ = c;
(E-II) E(αξ + βη) = αEξ + βEη для любых случайных величин
ξ и η и констант α и β;
(E-III) Если случайные величины ξ и η независимы, то
E(ξη) = Eξ · Eη ;
(E-IV) Если ξ ≤ η, то Eξ ≤ Eη, в частности, если ξ ≤ c, где c ∈ R
— константа, то Eξ ≤ c;
(E-V) |Eξ| ≤ E|ξ| .
Доказательство. Свойство (E-I) очевидно. Докажем (E-II). Предста-








где xk, yk ∈ R , Ak ∈ F , P (Ak) = pk . Такое представление (с общим
набором событий Ak) возможно благодаря неоднозначности пред-
ставления дискретной случайной величины (см. замечание на стр.
66 после определения 5.3.1). В результате получаем:
E(αξ + βη) =
∑
k







ykpk = αEξ + βEη .
Докажем (E-III). Пусть pij = P
(
ξ = xi, η = yj). Случайные вели-
чины ξ и η независимы тогда и только тогда, когда pij = p1ip2j , где
p1i = P (ξ = xi) , p
2






















j = Eξ ·Eη .
Для доказательства (E-IV) предположим, без ограничения общности,
что ξ и η имеют вид (7.3). Тогда xk ≤ yk для любого k и, следова-








ykpk = Eη .
Свойство (E-V) очевидно следует из известного свойства абсолютных
величин сумм. 
R Свойство (E-I) остается верным, если ξ = c с вероятностью 1.
 Пример 7.1.5. Пусть ξ ∼ HG(M,N, n), тогда Eξ = nM
N
.
Заметим, что вычислить математическое ожидание случайной
величины, имеющей гипергеометрическое распределение, пользуясь
определением, очень сложно. Однако если разложить ее в сумму
более простых случайных величин и воспользоваться линейностью
математического ожидания, вычисление упрощается. Обычно в ро-
ли вспомогательных простых случайных величин при таком подхо-
де используют индикаторы подходящих событий, поэтому этот ме-
тод вычисления математического ожидания часто называют мето-
дом индикаторов. Вспомним, что гипергеометрическое распределе-
ние вероятностей с параметрами N,M, n имеет случайная величи-
на ξ, определенная как число черных шаров при извлечении на-
удачу n шаров из совокупности в N шаров, из которых M — чер-
ные. Представим извлечение шаров как последовательное. Пусть
Ak = {k − й шар черный} . Положим ξk = 1Ak — случайная вели-
чина, принимающая значение 1, если k-й шар черный и 0, если нет




Поскольку Eξk = 1 · P (Ak) + 0 · P (Ak) =
M
N
(см. задачу 2 из разде-








Приведем здесь еще несколько формул, использующихся для вы-
числения математических ожиданий функций от дискретных случай-
ных величин.
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Предложение 7.1.2. Пусть ξ — дискретная случайная величина, опре-





Доказательство. Действительно, g(ξ) — дискретная случайная ве-
личина, принимающая значеняия g(xk) с вероятностями pk, поэтому
формула (7.4) сразу следует из определения 7.1.1. 
Аналогично доказывается и следующее предложение.
Предложение 7.1.3. Пусть ~ξ = (ξ1, ξ2, . . . , ξn)T — случайный вектор с
дискретными компонентами, распределение вероятностей которого
задано набором вероятностей
pj1,j2,...,jn = P (ξ1 = x
1
j1
, ξ2 = x
2
j2




а g : Rn → R — некоторая функция. Тогда






, . . . , xnjn)pj1,j2,...,jn . (7.5)
Общее определение математического ожидания
Определение 7.1.2. Пусть ξ — случайная величина, определенная на
вероятностном пространстве (Ω,F , P ), {ξn} — последовательность
дискретных случайных величин, определенных на этом же вероят-
ностном пространстве, равномерно сходящаяся к ξ на Ωa. Если




aНапомним, что равномерная на Ω сходимость последовательности {ξn} к случайной





∣∣ξn(ω)− ξ(ω)∣∣] = 0.
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Предложения 7.1.4, 7.1.5 и 7.1.6, рассматриваемые далее, доказыва-
ют корректность определения 7.1.2.
Предложение 7.1.4. Для любой случайной величины ξ, определенной
на вероятностном пространстве (Ω,F , P ), существует последова-
тельность {ξn} дискретных случайных величин, определенных на








· 1{ kn≤ξ<k+1n }(ω) , ω ∈ Ω . (7.7)
В силу того, что{
k
n


















равенство (7.7) действительно определяет дискретную случайную ве-
личину на вероятностном пространстве (Ω,F , P ). При этом спра-
ведлива оценка sup
ω∈Ω
|ξ(ω) − ξn(ω)| ≤
1
n













оценки следует равномерная на Ω сходимость последовательности
{ξn} к ξ. 
Предложение 7.1.5. Для любой последовательности дискретных слу-
чайных величин {ξn}, имеющих конечные математические ожида-
ния, равномерно сходящейся к случайной величине ξ, предел (7.6)
существует.
Доказательство. Пусть n,m ∈ N, n < m, тогда справедлива следу-
ющая оценка:
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Из этой оценки следует:
∀ ε > 0 ∃ N ∈ N : ∀ n,m > N |Eξn − Eξm| < ε .
Таким образом, последовательность {Eξn} является фундамен-
тальной. По критерию Коши сходимости последовательности в R из
фундаментальности {Eξn} следует сходимость этой последователь-
ности. 
Из доказательства предложения 7.1.4 видно, что последователь-
ность дискретных случайных величин ξn, равномерно на Ω сходя-
щуюся к случайной величине ξ, можно построить бесконечным мно-




использовать любое другое разбиение, диаметр ко-
торого при n → ∞ стремится к нулю). Поэтому возникает вопрос
о независимости определения математического ожидания от выбора
последовательности {ξn}.
Предложение 7.1.6. Предел (7.6) не зависит от выбора последователь-
ности дискретных случайных величин {ξn}.
Доказательство. Пусть {ξ′n} и {ξ′′n} две последовательности дис-
кретных случайных величин с конечными математическими ожи-
даниями, равномерно на Ω сходящихся к случайной величине ξ. В










довательность дискретных случайных величин, построенную путем











3 , . . . .
Очевидно, она также равномерно на Ω сходится к ξ. Тогда, в силу












3 , . . .
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существует и конечен. Однако это противоречит тому, что у этой по-
следовательности есть две подпоследовательности, имеющие разные






Таким образом, определение 7.1.2 корректно.
R Можно доказать, что свойства (E-I) — (E-V) математического ожида-
ния остаются верными и в общем случае.
R Рассмотренное выше двухшаговое определение математического ожи-
дания является частным случаем определения интеграла Лебега
от измеримой функции f , определенной на пространстве с мерой
(Ω,F , µ), где Ω — некоторое непустое множество, F — сигма-алгебра
его подмножеств, а µ — конечная сигма-аддитивная мера, опреде-
ленная на F (мера называется конечной, если выполнено условие




f(ω) dµ(ω) В контексте теории интеграла
Лебега функции, определенные равенством (7.1), называют просты-
ми измеримыми функциями, а интеграл Лебега для них определяют
по формуле (7.2) при условии, что ряд в правой части абсолютно
сходится. Далее определение интеграла Лебега распространяется на
максимально широкий класс измеримых функций так же, как это
сделано для математического ожидания в определении 7.1.2. Таким
образом, с использованием интеграла Лебега определение математи-




ξ(ω) dP (ω) . (7.8)
Понятно, что если случайная величина не является дискретной,
практическое вычисление математического ожидания по определе-
нию 7.1.2, т. е. с помощью формул (7.6) или (7.8), затруднитель-
но. Далее мы рассмотрим формулы, использующиеся для вычисле-
ния математического ожидания в важнейшем частном случае, когда
недискретная случайная величина абсолютно непрерывна.
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Вычисление математического ожидания абсолютно непре-
рывной случайной величины
Теорема 7.1.7. Пусть ξ — абсолютно непрерывная случайная величи-
на, определенная на вероятностном пространстве (Ω,F , P ), с плот-




xfξ(x) dx , (7.9)
если интеграл абсолютно сходится.
Доказательство. Действительно, пусть дискретные случайные вели-




































Предположим, что интеграл (7.9) абсолютно сходится. Тогда абсо-









при k ≥ 0 верно неравенство k
n
≤ |x|, а при
k < 0 верно неравенство −k + 1
n




































































































т. е. частичные суммы ряда из абсолютных величин членов ряда


















































































R Можно доказать, что математическое ожидание абсолютно непрерыв-
ной случайной величины ξ существует тогда и только тогда, когда
интеграл (7.9) абсолютно сходится, т. е.
+∞∫
−∞
|x|fξ(x) dx <∞ .
Если этот интеграл сходится, он равен E|ξ|, поэтому утверждение
«математическое ожидание ξ существует» часто записывают в виде
условия E|ξ| <∞.
Справедливо обобщение формулы (7.9), которое мы примем без до-
казательства.
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Следствие 7.1.8. Пусть ξ — абсолютно непрерывная случайная ве-
личина, определенная на вероятностном пространстве (Ω,F , P ),
fξ(x) — ее плотность распределения вероятностей, g : R → R —




g(x)fξ(x) dx . (7.11)
aФункция g : R → R называется измеримой по Борелю, если она B(R)|B(R)-измерима
(см. определение 5.1.1). Подавляющее большинство функций, с которыми приходится иметь
дело в различных приложениях, обладают этим свойством. Например, любая непрерывная
функция, любая монотонная функция измеримы по Борелю. Все элементарные функции
измеримы по Борелю.
Следующее следствие дает обобщение формулы (7.5) на случай
абсолютно непрерывных случайных величин.
Следствие 7.1.9. Пусть ~ξ = (ξ1, ξ2, . . . , ξn)T — случайный вектор с
абсолютно непрерывными компонентами, распределение вероятно-
стей которого задано плотностью f~ξ(x) = fξ1,ξ2,...,ξn(x1, x2, . . . , xn),






g(x)f~ξ(x) dx . (7.12)
aФункция g : Rn → R называется измеримой по Борелю, если она B(Rn)|B(R)-измерима.
Рассмотрим примеры вычисления математического ожидания аб-
солютно непрерывных случайных величин, имеющих распределения
вероятностей, введенные в главе 5.
 Пример 7.1.6. Пусть ξ ∼ U(a, b), тогда Eξ = a+ b
2
.





















 Пример 7.1.7. Пусть ξ ∼ Exp(λ), тогда Eξ = 1
λ
.
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xfξ(x) dx = λ
∞∫
0



















 Пример 7.1.8. Пусть ξ ∼ N(a, σ2), тогда Eξ = a.











2 dx = 0 ,
так как под интегралом нечетная функция. Далее, пусть ξ ∼ N(a, σ2),
тогда, пользуясь предложением 5.5.3, представим ξ в виде ξ = ση+a,
где η ∼ N(0, 1), и с помощью свойств (E-I) и (E-II) математического
ожидания получим
Eξ = E(ση + a) = σEη + Ea = a . 
Рассмотрим следующее важное свойство математического ожида-
ния, связанное с понятием независимости случайных величин.









Доказательство. Ограничимся проверкой равенства (7.13) в двух
наиболее распостраненных в приложениях частных случаях.
a) Пусть ξ1, ξ2, . . . , ξn — дискретные случайные величины, их сов-






, ξ2 = x
2
j2





а маргинальные распределения вероятностей заданы вероятностями
P (ξ = xij) = p
i
j .
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Тогда, пользуясь формулой (7.5), а затем критерием независимости








































b) Пусть случайные величины ξ1, ξ2, . . . , ξn абсолютно непрерыв-
ные, их совместное распределение задано плотностью совместного
распределения f~ξ = fξ1,...,ξn, а fξi , i = 1, . . . , n — плотности марги-
нальных распределений вероятностей. Тогда, пользуясь формулой
(7.12), а затем критерием независимости абсолютно непрерывных








































Определив математическое ожидание (момент первого порядка) слу-
чайной величины, мы можем с его помощью определить моменты
высших порядков.
7.2. Моменты высших порядков
Определение 7.2.1. Моментом k-го порядка случайной вели-
чины ξ относительно a называют величину E(ξ − a)k. При
a = 0 ее называют просто моментом k-го порядка, а при
a = Eξ — центральным моментом k-го порядка. Величи-
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ну E|ξ − a|k называют абсолютным моментом k-го поряд-
ка относительно a. При a = 0 эту величину называют просто
абсолютным моментом k-го порядка, а при a = Eξ — абсо-
лютным центральным моментом k-го порядка.
Среди всех моментов случайной величины чаще всего использу-
ется центральный момент второго порядка.
Определение 7.2.2. Центральный момент второго порядка случайной
величины ξ называют дисперсией и обозначают символом Dξ.
Таким образом,
Dξ := E(ξ − Eξ)2 .
Определенная как среднее значение квадрата отклонения случай-
ной величины от ее математического ожидания, дисперсия характе-
ризует возможный разброс ее значений.
Предложение 7.2.1. Дисперсия обладает следующими свойствами:
(D-I) ∀ a, b,∈ R D(aξ + b) = a2Dξ ;
(D-II) Dξ = Eξ2 − (Eξ)2 ;
(D-III) min
a∈R
E(ξ − a)2 = E(ξ − Eξ)2 = Dξ ;
Доказательство. Пользуясь линейностью математического ожида-
ния, получаем:
D(aξ + b) = E (aξ + b− E(aξ + b))2 = E (aξ + b− aEξ − b)2 =
= E (a(ξ − Eξ))2 = a2E(ξ − Eξ)2 = a2Dξ .
Аналогично,
Dξ = E(ξ − Eξ)2 = E
(
ξ2 − 2ξEξ + (Eξ)2
)
=
= Eξ2 − 2Eξ · Eξ + (Eξ)2 = Eξ2 − (Eξ)2 .
Свойства (D-I) и (D-II) доказаны. Для того чтобы доказать свойство
(D-III), запишем
E(ξ − a)2 = E ((ξ − Eξ)− (a− Eξ))2 =
= E
(
(ξ − Eξ)2 − 2(ξ − Eξ)(a− Eξ) + (a− Eξ)2
)
=
= Dξ − 2(a− Eξ) · E(ξ − Eξ) + (a− Eξ)2 = Dξ + (a− Eξ)2 ,
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поскольку E(ξ−Eξ) = Eξ−Eξ = 0 . Из полученного представления
видно, что минимум правой части равенства достигается при a = Eξ
и равен Dξ . 
Для практического вычисления дисперсии удобно использовать свой-
ство (D-II) в сочетании с формулами (7.4) и (7.11).
 Пример 7.2.1. Пусть ξ ∼ B(n, p), тогда Dξ = npq, где q = 1− p.












k(k − 1)Cknpk−2qn−k + Eξ = p2
d2
dp2
(p+ q)n + Eξ =
= p2n(n− 1) + np = p2n2 + pn(1− p) = (np)2 + npq .
В результате получаем:
Dξ = Eξ2 − (Eξ)2 = npq . 
 Пример 7.2.2. Пусть ξ ∼ N(a, σ2). Тогда Dξ = σ2.
Действительно, пусть сначала ξ ∼ N(0, 1). Тогда




























2 dx = 1 .
R Еще один способ получить этот результат — использовать гамма-
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Далее, пусть ξ ∼ N(a, σ2), тогда (Предложение 5.5.3) ξ = ση+a, где
η ∼ N(0, 1). Тогда по свойству (D-I) получаем Dξ = σ2Dη = σ2. 
Следующая теорема и следствие из нее связывают между со-
бой моментные и вероятностные характеристики случайных вели-
чин.
Теорема 7.2.2. — Неравенство Чебышева — I. Пусть ξ — случайная величи-
на, определенная на вероятностном пространстве (Ω,F , P ), ξ ≥ 0.
Тогда для любого k ∈ N, если Eξk <∞, то




Доказательство. Пусть ε > 0. Определим вспомогательную случай-
ную величину η, положив
η =
ε , ξ > ε ,0 , ξ ≤ ε .
Тогда η ≤ ξ, а значит для любого k ∈ N ηk ≤ ξk. Пользуясь свой-
ством (E-IV) математического ожидания, получаем Eηk ≤ Eξk, но
по определению математического ожидания дискретной случайной
величины Eηk = εkP (ξ > ε) , в результате получаем неравенство
(7.14). 
Применяя неравенство (7.14) к неотрицательной случайной вели-
чине |ξ−Eξ| при k = 2, получаем следствие, которое также называют
неравенством Чебышева.
Следствие 7.2.3. — Неравенство Чебышева — II. Пусть ξ — случайная
величина, определенная на вероятностном пространстве (Ω,F , P ),
Dξ <∞. Тогда
∀ ε > 0 P
(





Неравенство (7.15) показывает, что дисперсия характеризует спо-
собность случайной величины отклоняться от своего математическо-
го ожидания: чем меньше дисперсия, тем менее вероятны большие
отклонения.
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Размерность дисперсии равна квадрату размерности случайной
величины, поэтому для характеристики ее способности отклонять-
ся от среднего значения удобнее использовать корень из диспер-
сии.
Определение 7.2.3. Стандартное отклонение σξ случайной вели-




Из неравенства Чебышева (7.15) вытекает правило трех сигм.




случайная величина ξ с Dξ <∞ отклоняется от своего математи-
ческого ожидания не более, чем на 3σξ.
Действительно, полагая в неравенстве (7.15) ε = 3σξ, получаем







R Правило трех сигм выводится из неравенства Чебышева, представляю-
щего собой довольно грубую оценку вероятности P (|ξ − Eξ| > ε). Для
многих классов случайных величин вероятность P (|ξ − Eξ| ≤ 3σξ)
оказывается значительно более близкой к единице. Например, для
гауссовских случайных величин она равна приблизительно 0, 9973.
Отметим еще одно свойство дисперсии, которое вытекает из нера-
венства Чебышева.
Предложение 7.2.4. (D-IV) Dξ = 0 ⇔ ξ = Eξ с вероятностью 1.
Иначе говоря, равенство нулю дисперсии случайной величины экви-
валентно тому, что она с вероятностью 1 является константой.
Доказательство. Если ξ = Eξ = Const с вероятностью 1, по
свойству (D-I), получаем Dξ = 0. Обратно, пусть Dξ = 0. Рас-
смотрим событие A = {ξ = Eξ} и последовательность событий
An =
{
|ξ − Eξ| ≤ 1
n
}
, n ∈ N . Поскольку для любого n ∈ N имеют
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место вложения An ⊇ An+1 и A =
∞⋂
n=1
An, то по свойству непрерыв-
ности вероятности (P-9) имеем P (A) = lim
n→∞
P (An), при этом
P (An) = 1− P
(






следовательно P (A) = 1. 
Аналогично доказывается следующее предложение.
Предложение 7.2.5. Eξ2 = 0 ⇔ ξ = 0 с вероятностью 1.
R Существуют случайные величины, у которых определены не все
моменты, и даже такие, у которых все моменты не определены. На-
пример, для случайной величины ξ, распределенной по закону Коши,
не существуют ни Eξ, ни другие моменты. Действительно, пусть







γ2 + (x− x0)2
dx ,
где в правой части равенства расходящийся несобственный интеграл.
R Совокупность определенных на вероятностном пространстве (Ω,F , P )
случайных величин ξ, имеющих конечный момент второго порядка





обладает всеми свойствами нормы, если договориться отождеств-
лять элементы ξ и η этого пространства, удовлетворяющие условию
E|ξ − η|2 = 0 (такое допущение вполне естественно, так как в силу
предложения 7.2.5 E|ξ − η|2 = 0 ⇔ ξ = η с вероятностью 1).
Таким образом, линейное пространство определенных на (Ω,F , P ) слу-
чайных величин с конечным вторым моментом, оснащенное нормой,
заданной равенством (7.16), является нормированным пространством.
Его обозначают символом L2(Ω,F , P ) или кратко L2(Ω). Таким обра-
зом, величина ‖ξ − η‖ =
√
E(ξ − η)2 играет роль расстояния между
случайными величинами в этом пространстве. Это расстояние назы-
вают среднеквадратическим.
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7.3. Ковариационный момент. Коэффициент корреля-
ции
Определение 7.3.1. Пусть случайные величины ξ и η заданы на одном
вероятностном пространстве (Ω,F , P ). Ковариационным мо-
ментом или ковариацией случайных величин ξ и η называется
величина
Cov (ξ, η) := E
(
(ξ − Eξ)(η − Eη)
)
.
Ковариационный момент возникает при вычислении дисперсии
суммы случайных величин.
Предложение 7.3.1. (D-V) D(ξ + η) = Dξ +Dη + 2Cov (ξ, η) .
Доказательство.
D(ξ + η) = E
(









(ξ − Eξ)2 + (η − Eη)2 + 2(ξ − Eξ)(η − Eη)
)
=
= Dξ +Dη + 2Cov (ξ, η) . 
Рассмотрим свойства ковариации.
Предложение 7.3.2. Для любых случайных величин ξ и η и констант
α и β ∈ R
(C-I) Cov (αξ1 + βξ2, η) = αCov (ξ1, η) + βCov (ξ2, η);
(C-II) Cov (αξ + β, η) = αCov (ξ, η);
(С-III) Cov (ξ, η) = Cov (η, ξ);
(С-IV) Cov (ξ, ξ) = Dξ;
(С-V) Cov (ξ, η) = E(ξη)− Eξ · Eη;
(С-VI) Если ξ и η независимы, то Cov (ξ, η) = 0 .
Докажите это предложение самостоятельно, используя определе-
ние ковариации и свойства математического ожидания.
R Утверждение, обратное к (C-VI) неверно. Действительно, пусть
ξ ∼ U{−1; 0; 1}, η = |ξ|. Тогда Eξ = 0 , Eη = 2/3 , ξη = ξ, следова-
тельно, E(ξη) = 0. В результате, используя свойство (C-V), получаем
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Cov (ξ, η) = 0. При этом ξ и η не являются независимыми, так как η
представляет собой функцию от ξ и ее значение полностью определя-
ется тем, какое значение примет ξ.
Отметим еще одно свойство дисперсии, которое вытекает из свойств
(D-V) и (C-VI).
Следствие 7.3.3. (D-VI) Если случайные величины ξ и η независи-
мы, то D(ξ + η) = Dξ +Dη .
Из свойства (C-VI) следует, что если ковариация двух случай-
ных величин отлична от нуля, то эти случайные величины зависимы.
Следующее понятие используется для описания зависимостей между
компонентами случайного вектора.
Определение 7.3.2. Пусть ~ξ = (ξ1, ξ2, . . . , ξn)T — случайный вектор.





n×n, где λij = Cov (ξi, ξj) .
Предложение 7.3.4. Ковариационная матрица случайного вектора ~ξ =
(ξ1, ξ2, . . . , ξn)
T обладает следующими свойствами:
(Λ-I) Ковариационная матрица симметрическая: ΛT = Λ;











(Λ-III) Ковариационная матрица является неотрицательно опре-















xiEξi с вероятностью 1.
Доказательство. Симметричность матрицы Λ следует из свойства
(C-III):
λij = Cov (ξi, ξj) = Cov (ξj, ξi) = λji .
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Таким образом, доказано свойство (Λ-II). Свойство (Λ-III) очевид-
но следует из (Λ-II). Свойство (Λ-IV) вытекает из свойства дисперсии
(D-IV) и свойства (Λ-II). 
R Свойство (Λ-IV) можно сформулировать следующим образом. Ковари-
ационная матрица Λ нестрого определена тогда и только тогда, когда
некоторая невырожденная линейная комбинация случайных величин
ξi является константой с вероятностью 1 (иначе говоря, случайные
величины функционально связаны (линейной зависимостью)).
Теорема 7.3.5. — Неравенство Шварца.∣∣Cov (ξ, η)∣∣ ≤√Dξ ·√Dη . (7.17)
Доказательство. Пусть ковариационная матрица случайного векто-








Dξ Cov (ξ, η)
Cov (ξ, η) Dη
)
.








1 + 2λ12x1x2 + λ22x
2
2 ⇔
⇔ D = 4λ212 − 4λ11λ22 ≤ 0 ⇔ λ212 ≤ λ11λ22 ,
откуда следует неравенство (7.17) . 
Для более точного описания степени зависимости случайных ве-
личин между собой используют ковариационный момент, нормиро-
ванный на стандартные отклонения случайных величин.
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Определение 7.3.3. Коэффициентом корреляции случайных ве-










В результате, ковариационная матрица, например, двумерного










где σ1 = σξ , σ2 = ση , ρ = ρξη.
Предложение 7.3.6. Коэффициент корреляции обладает следующими
свойствами:
(ρ-I) ρξη ∈ [−1; 1];
(ρ-II) Если случайные величины ξ и η независимы, то ρξη = 0;




Доказательство. Свойство (ρ-I) сразу следует из неравенстваШвар-
ца. Свойство (ρ-II) — следствие свойства (С-VI) ковариационного мо-
мента. Докажем свойство (ρ-III). Пусть ξ = aη + b, тогда
Cov (ξ, η) = Cov (aη + b, η) = aCov (η, η) = aDη = aσ2η ,




= sgn a .
Обратно, пусть |ρξη| = 1, тогда ковариационная матрица случай-







Пользуясь свойством (Λ-II), для любого x = (x1, x2)T ∈ R2 получаем:




1±2σ1σ2x1x2 +σ22x22 = (x1σ1±x2σ2)2 .
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Выберем x1 и x2 так, чтобы выполнялось равенство x1σ1 ± x2σ2 =
0, например, x1 = 1 , x2 = ∓
σ1
σ2
. Тогда, в силу свойства (D-IV), с
вероятностью 1 будет выполняться равенство x1ξ ± x2η = x1Eξ ±
x2Eη, откуда получаем
ξ = Eξ ± σ1
σ2
(η − Eη) = aη + b ,
где a = ±σ1
σ2
, b = Eξ ∓ σ1
σ2
Eη. 
R Если коэффициент корреляции случайных величин равен нулю, их
называют некоррелированными. Свойство (ρ-II) означает, что неза-
висимость случайных величин влечет за собой их некоррелирован-
ность. Обратное, вообще говоря, неверно. Это следует из замечания
на стр. 120 о свойстве (C-VI) ковариационного момента, поскольку
ρξη = 0 ⇔ Cov (ξ, η) = 0.
Из свойства (ρ-II) следует, что ненулевой коэффициент корреля-
ции означает наличие зависимости между случайными величинами.
При этом абсолютная величина коэффициента корреляции служит
мерой зависимости между ними. Чем она больше, тем степень за-
висимости больше. Максимальное по абсолютной величине значение
ρξη, равное 1 или −1, означает наличие жесткой функциональной
(линейной) зависимости одной случайной величины от другой. При
этом из доказательства свойства (ρ-III) видно, что знак коэффици-
ента корреляции совпадает со знаком углового коэффициента этой
линейной зависимости.
7.4. Линейная среднеквадратическая регрессия
Задача линейной среднеквадратической регрессии одной случай-
ной величины на другую относится к задачам прогнозирования. Фор-
мулируется она следующим образом. Пусть на вероятностном про-
странстве (Ω,F , P ), соответствующем некоторому случайному экс-
перименту, определены случайные величины ξ и η (или случайный
вектор ~ξ = (ξ, η)T ) с конечными моментами второго порядка. Извест-
но, что они зависимы (ρξη 6= 0) и у нас есть возможность наблюдать,
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какое значение в результате проведения случайного эксперимента
принимает ξ. Будем строить прогноз ожидаемого значения η с помо-
щью линейной функции y = ax+b, при этом качество прогноза будем
оценивать по норме пространства L2(Ω), т. е. в среднеквадратичном
(см. замечание на стр. 119).
Таким образом, мы приходим к следующей задаче.
Найти линейную функцию y = ax+ b такую, что
E
(






η − (αξ + β)
)2
.








η − Eη − α(ξ − Eξ) + Eη − αEξ − β
)2
.
Вводя обозначение γ = Eη − αEξ − β, возводя в квадрат сумму
(η − Eη) − α(ξ − Eξ) + γ и пользуясь свойствами математического
ожидания, дисперсии и ковариации, получим
E
(




(η − Eη)2 + α2(ξ − Eξ)2 + γ2+
+ 2γ(η − Eη)− 2γα(ξ − Eξ)− 2α(η − Eη)(ξ − Eξ)
)
=
= Dη + α2Dξ + γ2 + 0 + 0− 2αCov (ξ, η) =
= σ2η + α
2σ2ξ + γ
2 − 2αρξησησξ =


























Из полученного представления видно, что минимум E
(
η − (αξ +
β)
)2 равен σ2η(1− ρ2ξη) и достигается при выполнении условий
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Из этой системы уравнений находим α = ρξη
ση
σξ




Таким образом, решением задачи линейной среднеквадратической
регрессии случайной величины η на случайную величину ξ является
линейная функция
y = ax+ b = Eη + ρξη
ση
σξ
(x− Eξ) , (7.19)
а наилучший в среднеквадратическом линейный прогноз значения η










η − (αξ + β)
)2
= σ2η(1− ρ2ξη) .
Определение 7.4.1. Прямая, заданная уравнением (7.19), называется
прямой линейной среднеквадратической регрессии η на ξ.
Меняя ролями переменные, получаем уравнение прямой линей-
ной среднеквадратической регрессии ξ на η:
x = ay + b = Eξ + ρξη
σξ
ση
(y − Eη) . (7.20)
R Полученный результат согласуется со свойством (ρ-III) коэффициента




ξ − (αη + β)
)2
= 0 и
достигается он при aη + b = Eξ ± σ1
σ2
(η − Eη), так что в результате
имеет место равенство
ξ = Eξ ± σ1
σ2
(η − Eη) .
Задача 7.4.1. Совместное распределение вероятностей случайных ве-
личин ξ и η задано плотностью
fξη(x, y) = a(1− x+ y) · 1[0;1]×[0;1](x, y) .
Найти значение параметра a, Eξ, Eη, Dξ, Dη, Cov (ξ, η), ρξη и
построить прямые линейной среднеквадратической регрессии ξ на
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η и η на ξ.
Решение.Для нахождения параметра a воспользуемся свойством (ff-
II) плотности совместного распределения.∫∫
R2




































В силу свойства (ff-II) a = 1.
Найдем плотности маргинальных распределений вероятностей.




fξη(x, y) dy =

0 , x /∈ [0; 1] ,
1∫
0
(1− x+ y) dy = 3
2




fξη(x, y) dx =

0 , y /∈ [0; 1] ,
1∫
0
(1− x+ y) dx = 1
2





































































































































Для нахождения ковариационного момента ξ и η воспользуемся





















































Уравнение прямой линейной среднеквадратической регрессии
η на ξ имеет вид
y = Eη + ρξη
ση
σξ
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Уравнение прямой линейной среднеквадратической регрессии
ξ на η имеет вид
x = Eξ + ρξη
σξ
ση











7.5. Задачи для самостоятельного решения
1. Найти математическое ожидание Eξ, дисперсию Dξ и стандарт-
ное отклонение σξ случайной величины ξ из задачи 2 раздела 5.6.
Найти P (|ξ − Eξ| < σξ).
2. Найти Eξ, Dξ и σξ, где ξ — число попаданий в мишень стрелка
из задачи 3 раздела 5.6. Выполняется ли для ξ правило двух σ?
3. В условиях задачи 4 раздела 5.6 найти математическое ожидание
и дисперсию номера посетителя магазина, купившего последний
экземпляр товара.
4. Найти Eξ, Eη, Dξ и Dη для случайных величин, определеннных
в задаче 5 раздела 5.6. Найти P (|ξ − Eξ| < σξ) и P (|η − Eη| < ση).




0 , x < 1 ,
a(x− 1)3 , 1 ≤ x < 3 ,
1 , x ≥ 3 .
Найти значение параметра a, Eξ, Dξ, P (|ξ − Eξ| < 2σξ).
6. Распределение вероятностей случайной величины ξ задано плот-
ностью
fξ(x) = ax(2− x)2 · 1[0;2](x) .
Найти значение параметра a, Eξ, Dξ, P (|ξ − Eξ| < 2σξ).
7. Найти ковариационный момент и коэффициент корреляции слу-
чайных величин ζ и ν из задачи 6 раздела 6.6. Построить прямые
линейной среднеквадратической регрессии ζ на ν и ν на ζ.
130 Глава 7. Моменты случайных величин
8. Случайный вектор ~ξ = (ξ, η)T равномерно распределен в области
S = {(x, y) | 0 ≤ x ≤ 1 , 0 ≤ y ≤ 2x− x2} .
Найти ковариационный момент и коэффициент корреляции ξ и
η, построить прямые линейной среднеквадратической регрессии
ξ на η и η на ξ.
9. Плотность совместного распределения случайных величин ξ и η
имеет вид fξη(x, y) = a(1− x) · 1S(x, y) , где
S = {(x, y) | 0 ≤ x ≤ 1 , 0 ≤ y ≤ 1− x} .
Найти константу a, ковариационный момент и коэффициент кор-
реляции ξ и η, построить прямые линейной среднеквадратиче-
ской регрессии ξ на η и η на ξ.
Глава 8. Условное математическое
ожидание
В этой главе мы рассмотрим еще одну задачу прогноза. Для ее
постановки и решения нам понадобится понятие условного распре-
деления вероятностей одной случайной величины относительно дру-
гой.
Определение 8.0.1. Пусть ξ и η — случайные величины, определен-
ные на вероятностном пространстве (Ω,F , P ).Условным распре-
делением вероятностей случайной величины ξ при условии
η = y называется вероятностная мера Pξ|η=y, определенная на бо-
релевской сигма-алгебре B(R) равенством
Pξ|η=y(B) = P (ξ ∈ B |η = y ) , B ∈ B(R) .
Мы рассмотрим способы описания Pξ|η=y в двух наиболее важ-
ных частных случаях — для дискретных случайных величин и для
абсолютно непрерывных случайных величин.
8.1. Условное распределение вероятностей и условное
математическое ожидание дискретных случайных
величин
Рассмотрим случайный вектор ξ = (ξ, η)T , где ξ и η — дискретные
случайные величины, определенные на вероятностном пространстве
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(Ω,F , P ), соответствующем некоторому случайному эксперименту.
Пусть их совместное распределение задано набором вероятностей
pij = P (ξ = x
1
i ; η = x
2
j) .
По формуле (6.3) вероятности маргинальных распределений ξ и η
имеют вид













По определению условной вероятности относительно события с нену-
левой вероятностью (Определение 2.3.1) имеем:







Эти вероятности полностью определяют Pξ|η=x2j — условное рас-
пределение вероятностей случайной величины ξ (по значениям x1i )
при условии, что η = x2j . Аналогично, вероятности






задают Pη|ξ=x1i — условное распределение вероятностей случайной
величины η (по значениям x2j) при условии, что ξ = x1i .
Пользуясь условными распределениями вероятностей, мы можем
вычислить условные математические ожидания:


















E(ξ|η = x2j)1{η=x2j}(ω) , (8.4)
называется условным математическим ожиданием случай-
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ной величины ξ относительно случайной величины η.
Иначе говоря, E(ξ|η) — случайная величина, принимающая значение
E(ξ|η = x2j), если в результате случайного эксперимента η приня-
ла значение x2j . Таким образом, условное математическое ожидание
E(ξ|η) фактически является функцией от η.





E(η|ξ = x1i )1{ξ=x1i }(ω) .
Предложение 8.1.1. Условное математическое ожидание одной дис-
кретной случайной величины относительно другой обладает следу-
ющими свойствами:






Доказательство. Пусть B ∈ B(R). Справедливо равенство
E(ξ|η)−1(B) = {ω ∈ Ω |E(ξ|η)(ω) ∈ B} =
⋃
E(ξ|η=x2j )∈B
{η = x2j} .
Поскольку каждое из событий {η = x2j} принадлежит сигма-алгебре
σ(η), отсюда следует E(ξ|η)−1(B) ∈ σ(η). Таким образом, E(ξ|η) —





























i = Eξ ,
что доказывает свойство (CE-II) . 
R Свойство (CE-II) называют формулой полного математическо-
го ожидания. Формула полной вероятности является ее частным
случаем. Действительно, пусть {Bj} ⊆ F — полная группа событий,
A ∈ F . Определим случайные величины
ξ(ω) = 1A(ω) , ηj(ω) = 1Bj(ω) .
134 Глава 8. Условное математическое ожидание













P (A|Bj)P (Bj) .
Свойства (CE-I) и (CE-II) берутся в качестве характеристиче-
ских для общего определения условного математического ожида-
ния.
Определение 8.1.2. Пусть ξ и η — случайные величины, определенные
на вероятностном пространстве (Ω,F , P ). Условным математиче-
ским ожиданием случайной величины ξ относительно η называ-
ется σ(η)|B(R)-измеримая случайная величина E(ξ|η), такая, что
E (E(ξ|η)) = Eξ.
Оказывается, случайная величина с такими свойствами существу-
ет и единственна (формула (8.4) дает ее явное представление в слу-
чае дискретных ξ и η). Однако строгое обоснование этого факта в
общем случае требует нетривиального математического аппарата из
области теории меры и измеримых функций. Поэтому мы ограни-
чимся лишь нестрогим выводом формул для вычисления плотности
условного распределения вероятностей и условного математическо-
го ожидания для важного и часто встречающегося в приложениях
частного случая абсолютно непрерывных случайных величин.
8.2. Условное математическое ожидание абсолютно непре-
рывных случайных величин
Пусть ~ξ = (ξ, η)T — случайный вектор, где ξ и η — абсолют-
но непрерывные случайные величины, определенные на вероятност-
ном пространстве (Ω,F , P ), fξη(x, y) — плотность их совместного
распределения вероятностей. Как было показано в главе 6, она пол-
ностью определяет маргинальные распределения вероятностей ξ и
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η. Их плотности распределения находятся по формуле (6.6). Нам
нужно описать вероятностную меру Pξ|η=y — распределение вероят-
ностей ξ при условии, что η = y. Сделаем это, построив плотность
условного распределения вероятностей, которую будем обозначать
fξ|η(x|η = y). По аналогии с тем, как это делается при построении
плотности распределения вероятностей в безусловном случае, най-
дем сначала функцию распределения ξ при условии η = y:
Fξ|η(x|η = y) := P (ξ < x|η = y) .
Проблема здесь в том, что условная вероятность в правой ча-
сти этого равенства не определена в смысле определения 2.3.1. Это
связано с тем, что вероятность условия {η = y} здесь равна нулю.
Действительно, для абсолютно непрерывных случайных величин ве-
роятность любого из их возможных значений равна нулю. В качестве
выхода из положения используем предельный переход, а именно по-
ложим по определению
P (ξ < x|η = y) := lim
∆y→0
P (ξ < x|η ∈ [y; y + ∆y]) ,
для тех y ∈ R, для которых события вида {η ∈ [y; y + ∆y]} имеют
ненулевую вероятность при малых ∆y.
P (ξ < x|η ∈ [y; y + ∆y]) = P (ξ < x; η ∈ [y; y + ∆y])



























fξη(u, y + θ1∆y) du ·∆y∫ +∞
−∞
fξη(u, y + θ2∆y) du ·∆y
,
где θ1 и θ2 — некоторые константы из интервала (0; 1), здесь мы
применили интегральную теорему о среднем к интегралам по пере-
менной v в числителе и знаменателе дроби. Сокращая множитель ∆y
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и переходя к пределу в полученном равенстве при ∆y → 0, получаем
Fξ|η(x|η = y) := P (ξ < x|η = y) =
∫ x
−∞




Дифференцируя полученное равенство по x, получаем формулу для
плотности условного распределения вероятностей:





Пользуясь полученной формулой, можем получить формулу для
условного математического ожидания ξ при условии η = y:
E(ξ|η = y) =
∫ +∞
−∞
xfξ|η(x|η = y) dx =
∫ +∞
−∞




Как следствие, для абсолютно непрерывных случайных величин
мы получаем явное представление условного математического ожи-








R Формула (8.5) для плотности условного распределения вероятностей
абсолютно непрерывных случайных величин устроена аналогично
формуле (8.1) для вероятностей условного распределения дискретных
случайных величин. Роль pij играет fξη(x, y), а роль суммирования по
i в знаменателе дроби играет интегрирование по x. Та же аналогия
наблюдается в формулах (8.2), (8.6) и в формулах (8.4), (8.7).
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8.3. Среднеквадратическая регрессия
В предыдущей главе была рассмотрена простейшая задача про-
гнозирования и получена формула линейной среднеквадратической
регрессии одной случайной величины на другую. С помощью услов-
ного математического ожидания решается задача о (нелинейной)
среднеквадратической регрессии. Сформулируем постановку этой
задачи.
Пусть ~ξ = (ξ, η)T — случайный вектор, где ξ и η — случайные ве-
личины, определенные на вероятностном пространстве (Ω,F , P ),
которое отвечает некоторому случайному эксперименту. Предполо-
жим, что в результате проведения этого случайного эксперимента
η приняла значение y. Необходимо найти наилучший в среднеквад-










∣∣η = y) .
Решение поставленной задачи получается с помощью свойства
(D-III) (стр. 115) математического ожидания и дисперсии. Очевид-
но, это свойство останется верным при переходе от математического
ожидания и дисперсии, вычисляемых относительно исходной вероят-
ностной меры P , к математическому ожиданию и дисперсии, вычис-







∣∣η = y) = E([ξ − E(ξ|η = y)]2∣∣η = y) ,
т. е. решением поставленной задачи является условное математиче-
ское ожидание:
g(y) = E(ξ|η = y) . (8.8)
Функция x = g(y), определенная формулой (8.8), называется
кривой среднеквадратической регрессии случайной величи-
ны ξ на случайную величину η. Аналогично функция y = h(x),
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где
h(x) = E(η|ξ = x) ,
называется кривой среднеквадратической регрессии случай-
ной величины η на случайную величину ξ.
Задача 8.3.1. Совместное распределение вероятностей случайных ве-
личин ξ и η задано плотностью (см. задачу 7.4.1)
fξη(x, y) = (1− x+ y) · 1[0;1]×[0;1](x, y) .
Построить кривые среднеквадратической регрессии случайных ве-
личин ξ и η друг на друга.























по формуле (8.6) находим кривую среднеквадратической регрес-
сии ξ на η:


















, y ∈ [0; 1] .
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Аналогично находим кривую среднеквадратической регрессии η
на ξ:

















, x ∈ [0; 1]
Таким образом, формулы
E(ξ|η) = 3η + 1
3(2η + 1)
; E(η|ξ) = 5− 3ξ
3(3− 2ξ)
дают наилучший в среднеквадратическом прогноз значения одной
компоненты случайного вектора ~ξ по наблюдаемому значению дру-
гой. 
8.4. Задачи для самостоятельного решения
1. Для случайных величин ζ и ν из задачи 6 раздела 6.6 построить
кривые среднеквадратической регрессии ζ на ν и ν на ζ. Срав-
нить полученный результат с результатом задачи 7 раздела 7.5.
2. Для случайных величин ξ и η задачи 8 раздела 7.5 построить
кривые среднеквадратичной регрессии ξ на η и η на ξ. Сравнить
полученный результат с результатом задачи 8 раздела 7.5.
3. Для случайных величин ξ и η задачи 9 раздела 7.5 построить
кривые среднеквадратичной регрессии ξ на η и η на ξ. Сравнить
полученный результат с результатом задачи 9 раздела 7.5.
Глава 9. Характеристические функции
Характеристические функции представляют собой удобный ма-
тематический аппарат для изучения распределений вероятностей. В
частности, с их помощью удобно исследовать распределения вероят-
ностей сумм независимых случайных величин и пределов последова-
тельностей случайных величин.
9.1. Определение характеристической функции
Определение 9.1.1. Характеристической функцией случайной
величины ξ, определенной на некотором вероятностном простран-
стве (Ω,F , P ) (или распределения вероятностей Pξ), называется




Рассмотрим два примера, иллюстрирующих связь между харак-
теристической функцией и распределением вероятностей случайной
величины.
 Пример 9.1.1. Пусть ξ — дискретная случайная величина, принима-
ющая целые неотрицательные значения. Ее распределение вероятно-
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стей полностью определяется вероятностями
pk = P (ξ = k) , k = 0, 1, 2, . . . .































p0 , k = 0 ,
pk
2
, k > 0 ,
p−k
2
, k < 0 .
Этот ряд является тригонометрическим рядом Фурье своей суммы,
поэтому, по известной формуле коэффициентов ТРФ в комплексной
форме, получаем:












Таким образом, характеристическая функция полностью опреде-
ляет ряд распределения данной дискретной случайной величины. 
 Пример 9.1.2. Пусть ξ — абсолютно непрерывная случайная величи-
на, fξ(x) — ее плотность распределения вероятностей. Тогда ϕξ(t) и






142 Глава 9. Характеристические функции







Таким образом, распределение вероятностей абсолютно непре-
рывной случайной величины также полностью восстанавливается по
ее характеристической функции. 
R В классическом математическом анализе прямое преобразование
Фурье функции f(t) определяется равенством




а обратное — равенством




eixtF (x) dx .
В соответствии со сложившейся традицией, в теории вероятностей
для определения характеристической функции случайной величины
фактически используется (с точностью до множителя 1/2π) обратное
преобразование Фурье.
Оказывается, связь между характеристической функцией и рас-
пределением вероятностей случайной величины имеет место в са-
мом общем случае: характеристическая функция полностью
определяет распределение вероятностей случайной величи-
ны. Это следует, например, из следующей теоремы, которую мы при-
ведем без доказательства.
Теорема 9.1.1. — Формула обращения Леви. Пусть ξ — случайная величи-
на, распределение вероятностей которой задано функцией распре-
деления Fξ(x), ϕξ(t) — ее характеристическая функция. Тогда для
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ϕξ(t) dt . (9.1)
Формула (9.1) определяет вероятности событий вида {ξ ∈ [x; y)},
т. е. вероятностную меру Pξ (распределение вероятностей случайной
величины ξ) на промежутках вида [x; y). Оказывается, это однознач-
но определяет Pξ на всей порожденной этой совокупностью множеств
сигма-алгебре B(R) (факт, который мы примем без доказательства).
Взаимно однозначное соответствие между распределениями ве-
роятностей случайных величин и характеристическими функциями
лежит в основе их использования для изучения распределений веро-
ятностей.
9.2. Свойства характеристических функций
Характеристические функции обладают следующими свойства-
ми.
(ϕ-I) ϕξ(t) определена при всех t ∈ R, при этом
ϕξ(0) = 1 и ∀ t ∈ R |ϕξ(t)| ≤ 1 ;
(ϕ-II) ∀ a, b ∈ R ϕaξ+b = eibtϕξ(at) ;
(ϕ-III) Eξ = −iϕ′ξ(0), если математическое ожидание существует;
(ϕ-IV) Dξ = −ϕ′′ξ(0) +
(
ϕ′ξ(0)
)2, если дисперсия существует;





(ϕ-VI) ϕξ(t) положительно-определенная функция, т. е.
∀ n ∈ N t1, . . . , tn ∈ R, z1, . . . , zn ∈ C
n∑
i,j=1
ϕ(ti − tj)zizj ≥ 0 .
Доказательство. Из оценки |eiξt| ≤ 1 следует существование Eeiξt
при всех t ∈ R, кроме того, в силу свойства (E-IV), |Eeiξt| ≤ E1 = 1.
Непосредственной подстановкой t = 0 получаем ϕξ(0) = Ee0 = 1.
Доказательство свойства (ϕ-II) получается с помощью свойства
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линейности математического ожидания:
ϕaξ+b = Ee
(aξ+b)t = eibtEeiξat = eibtϕξ(at) .















Подставляя в полученные равенства t = 0, получаем
ϕ′ξ(0) = iEξ , ϕ
′′
ξ(0) = −Eξ2 .
Из первого равенства сразу получается свойство (ϕ-III), а по фор-
муле (D-II) (стр. 115) из полученных равенств получается свойство
(ϕ-IV).
Если ξ1, ξ2, . . . , ξn — независимые случайные величины, функции
eiξ1t, eiξ2t, . . . , eiξnt от этих величин также являются независимыми
случайными величинами, поэтому, по теореме 7.1.10 о математиче-













Для любых n ∈ N, t1, . . . , tn ∈ R, z1, . . . , zn ∈ C получаем
n∑
i,j=1


































≥ 0 . 
Приведем без доказательства теорему, которая дает необходимое
и достаточное условие, которому должна удовлетворять функция,
чтобы быть характеристической для некоторого распределения ве-
роятностей.
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Теорема 9.2.1. — Бохнер–Хинчин. Пусть ϕ(t) — непрерывная функция,
такая, что ϕ(0) = 1. Для того чтобы она была характеристической
для некоторого распределения вероятностей Pξ, необходимо и до-
статочно, чтобы она была положительно определенной, т. е.




ϕ(ti − tj)zizj ≥ 0 .
 Пример 9.2.1. Пусть c ∈ R, тогда ϕc(t) = Eeict = eict . 
 Пример 9.2.2. Пусть ξ ∼ N(a, σ2), тогда ϕξ(t) = eiat−
σ2t2
2 .



































2 dz = e−
t2
2 .
Пусть теперь ξ ∼ N(a, σ2). Пользуясь предложением 5.5.3, пред-
ставим ξ в виде ξ = ση+a, где η ∼ N(0, 1). Тогда, по свойству (ϕ-II),
получаем





Пользуясь характеристическими функциями, можно легко доказы-
вать различные свойства случайных величин.
 Пример 9.2.3. Докажем следующее свойство гауссовских случайных
величин:
Пусть ξ1 ∼ N(a1, σ1) и ξ2 ∼ N(a2, σ2) независимы, тогда
∀ b1, b2 ∈ R b1ξ1 + b2ξ2 ∼ N
(











Для того чтобы доказать это свойство, построим характеристиче-
скую функцию случайной величины b1ξ1 + b2ξ2. Пользуясь свойства-
ми (ϕ-V) и (ϕ-II) и результатом примера 9.2.2, получим:
ϕb1ξ1+b2ξ2(t) = ϕb1ξ1(t)ϕb2ξ2(t) = ϕξ1(b1t)ϕξ2(b2t) =





















В силу взаимной однозначности соответствия между распределе-
ниями вероятностей и характеристическими функциями, из получен-
ного равенства следует, что b1ξ1 +b2ξ2 — гауссовская случайная вели-
чина с математическим ожиданием a1 + a2 и дисперсией b21σ21 + b22σ22,
что и требовалось доказать. 
С помощью характеристических функций можно строить новые
распределения вероятностей, т. е. получать новые математические
модели случайных явлений.
 Пример 9.2.4. — Гамма-распределение. В примере 5.5.2 была рассмотрена
одна из математических моделей теории надежности. Было показа-
но, что показательное распределение вероятностей описывает время
ожидания при отсутствии последействия. Построим модель надеж-
ности, учитывающую такие явления, как износ, старение и т. п.
Пусть ξ — время исправной работы некоторого агрегата, рабо-
тоспособность которого зависит от узла, который может выйти из
строя. При этом есть возможность мгновенной замены этого уз-
ла на такой же новый и имеется k запасных узлов. Пусть ξj , где
j = 1, 2, . . . , k — время исправной работы j-го узла. Будем предпола-
гать, что ξj ∼ Exp(λ). Тогда θ := Eξj = 1/λ — среднее время работы

















ξj, а случайные величины ξj независимы, по свой-






В результате мы можем найти плотность распределения вероятно-
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Последний интеграл получен в результате замены −t = z. Его



































где Γ — гамма-функция Эйлера (см. Приложение B).
Полученное распределение вероятностей называется гамма-рас-
пределение.
Обозначение: ξ ∼ Γ(k, θ)
Определение 9.2.1. Случайная величина ξ распределена по закону
гамма с параметрами k > 0, θ > 0 (k необязательно целое),






θ · 1[0;+∞)(x) . (9.2)
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
9.3. Задачи для самостоятельного решения
1. Пусть ξ ∼ Γ(k, θ). Найти Eξ и Dξ двумя способами: пользу-
ясь свойствами гамма-функции Эйлера (см. Приложение B) и
используя характеристическую функцию.
2. Найти распределения вероятностей, которым соответствуют сле-
дующие характеристические функции:












3. Найти характеристическую функцию случайной величины ξ, име-
ющей треугольное распределение вероятностей, заданное плотно-
стью fξ(x) = a(1− a|x|) · 1[− 1a ; 1a ](x).
4. Найти характеристическую функцию случайной величины ξ, име-
ющей плотность распределения вероятностей fξ(x) = 2x·1[0;1](x).
Найти Eξ с помощью характеристической функции.
5. Найти плотность распределения вероятностей случайной величи-





Найти Eξ и Dξ с помощью характеристической функции.
6. Пусть ξk — индикатор успеха в k-м испытании Бернулли с веро-
ятностью успеха p.
a) Найти ϕξk(t).
b) Пользуясь свойством (ϕ-V) характеристических функций, по-
строить ϕηn(t), где ηn =
n∑
k=1
ξk — число успехов в серии из n
испытаний Бернулли.
c) Используя ϕηn(t), вывести формулу Бернулли для вероятности
Pn(m) того, что в серии из n испытаний число успехов равно m.
Глава 10. Предельные теоремы теории
вероятностей
В этой главе мы рассмотрим несколько теорем, характеризующих
пределы последовательностей случайных величин. Для этого снача-
ла рассмотрим различные виды сходимостей таких последовательно-
стей.
10.1. Сходимость последовательностей случайных ве-
личин
Пусть {ξn} — последовательность случайных величин, определен-
ных на вероятностном пространстве (Ω,F , P ), ξ — некоторая случай-
ная величина, определенная на том же вероятностном пространстве.
Приведем определения трех наиболее часто использующихся видов
сходимости.
Определение 10.1.1. Последовательность {ξn} сходится к случайной





∣∣∣∣ ξn(ω) −−−→n→∞ ξ(ω)
})
= 1 .
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Определение 10.1.2. Последовательность {ξn} сходится к случайной
величине ξ по вероятности, если
∀ ε > 0 P (|ξn − ξ| > ε) −−−→
n→∞
0 .




Определение 10.1.3. Последовательность {ξn} сходится к случайной
величине ξ в среднем степени p, если
E|ξn − ξ|p −−−→
n→∞
0 .
При этом пишут ξn
Lp−−−→
n→∞
ξ. При p = 2 определенную таким обра-
зом сходимость называют сходимостью в среднеквадратич-
ном.
Связи между сходимостями последовательности случайных вели-
чин в среднеквадратичном, почти наверное и по вероятности показа-















Рис. 10.1. Связи между сходимостями в среднеквадратичном, почти наверное
и по вероятности
Доказательство. Импликация (1) на этой диаграмме сразу следует
из неравенства Чебышева:




Докажем импликацию (2). Пусть ξn
п.н.−−−→
n→∞
ξ. По определению пре-
дела по Коши получаем ω ∈
{
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только тогда, когда выполнено условие




Отсюда следует равенство множеств (событий){


















Сходимость последовательности {ξn} к ξ почти наверное означает,

























































убывающую (в теоретико-множественном смысле) последовательность
{BN,m}∞N=1, поскольку BN,m ⊇ BN+1,m для любого N ∈ N. Отсюда,
по свойству непрерывности вероятности (свойство (P-9)), получаем
lim
N→∞





= 0 . Поскольку справедливо вложе-
ние {
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отсюда следует, что













Следующий контрпример показывает, что импликация, обратная
к импликации (2) на рисунке 10.1, не верна.
 Пример 10.1.1. Пусть (Ω,F , P ) — вероятностное пространство, где
Ω = [0; 1], F — сигма-алгебра измеримых по Лебегу подмножеств
[0; 1], P — мера Лебега на прямой. Рассмотрим случайные величины,
определенные следующим образом:
ηn,k(ω) = 1[k−12n ;
k
2n )
(ω) , n ∈ N , k = 1. . . . , 2n .
Построим из них последовательность {ξn}, упорядочив следующим
образом:
η1,1, η1,2, η2,1, η2,2, ..., η2,4, η3,1, η3,2, ..., η3,8, ..., ηn,1ηn,2, ..., ηn,2n, ... . (10.1)
Поскольку для любого ε > 0 выполнено равенство




последовательность ξn сходится по вероятности к ξ = 0. Однако для
любого ω ∈ Ω последовательность {ξn(ω)} не сходится к нулю, так
как каким бы большим ни был номер n, найдутся члены этой последо-
вательности с номерами большими, чем n, равные 1. Таким образом,
последовательность не является сходящейся почти наверное.




тельность {ξn} сходится к ξ = 0 в среднеквадратичном, так что этот
же пример показывает, что из сходимости в среднеквадратич-
ном, вообще говоря, не следует сходимость почти навер-
ное. 
Следующий пример показывает, что импликация, обратная к им-
пликации (1) на рисунке 10.1, не верна.
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 Пример 10.1.2. Рассмотрим последовательность {ξn}, заданную так
же, как в примере 10.1.1 (с помощью правила (10.1)), но где
ηn,k(ω) = 2
n · 1[k−12n ; k2n )(ω) , n ∈ N , k = 1. . . . , 2
n .
Так же, как в предыдущем примере, полученная последовательность
{ξn} сходится по вероятности к ξ = 0, но при этом E|ηn,k|2 =
22n · P (ηn,k = 2n) = 2n, поэтому она не сходится к ξ = 0 в средне-
квадратичном. 
Следующий пример показывает, что из сходимости почти
наверное, вообще говоря, не следует сходимость в средне-
квадратичном.
 Пример 10.1.3. Пусть (Ω,F , P ) то же, что в примере 10.1.1. Положим
ξn(ω) =
√




∣∣∣∣ ξn(ω) −−−→n→∞ 0
})
= P ((0; 1]) = 1, так как lim
n→∞
ξn(ω) 6=
0 только при ω = 0. Таким образом, ξn
п.н.−−−→
n→∞
ξ. При этом E|ξn|2 = n ·
P (ξn =
√




= 1, следовательно, последовательность
не сходится к ξ = 0 в среднеквадратичном. 
10.2. Сходимость последовательностей случайных ве-
личин по распределению
Рассмотрим еще один вид сходимости последовательностей слу-
чайных величин, который принципиально отличается от рассмотрен-
ных выше.
Определение 10.2.1. Последовательность случайных величин {ξn}
сходится по распределению к случайной величине ξ, если схо-
димость Fξn(x) −−−→n→∞ Fξ(x) имеет место в точках непрерывности




R Если в определении 10.2.1 убрать требование сходимости последо-
вательности функций распределения Fξn(x) к Fξ(x) только в точках
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непрерывности Fξ(x), мы получим ситуацию, когда, например, по-
следовательность ξn ≡ −
1
n
не сходится по распределению к ξ ≡ 0.
Действительно, имеем:
Fξn(x) =




1 , x > 0 ,0 , x ≤ 0 .
В результате Fξn(0) 9 Fξ(0) при n→∞.
R В отличие от определенных выше сходимостей почти наверное, в
среднеквадратичном и по вероятности, для сходимости по распре-
делению не требуется, чтобы все случайные величины ξn и ξ были
определены на одном вероятностном пространстве.
R Если {Fn} — последовательность функций распределения, F (x) —
функция распределения и Fn(x) −−−→
n→∞
F (x) в точках непрерывности
F (x), говорят, что последовательность распределелений вероятностей
с функциями распределения Fn слабо сходится к распределению




ξ ⇔ Fξn ⇒ Fξ.
R Если все случайные величины ξn и ξ определены на одном вероят-
ностном пространстве, сходимость по распределению для них можно
сравнивать с другими видами сходимости, например, с сходимостью
по вероятности. Можно доказать, что сходимость по вероятности
влечет за собой сходимость по распределению. При этом оказывается,
что сходимость по распределению, вообще говоря, не влечет за собой
сходимость по вероятности. Рассмотрим, например, на вероятностном
пространстве (Ω,F , P ), где Ω = [0; 1], F — совокупность измеримых
по Лебегу подмножеств этого отрезка, а P — мера Лебега на прямой,
последовательность случайных величин {ξn}, где
ξ2n−1(ω) =


































ξ2, при этом по вероятности эта последовательность ни к ξ1,
ни к ξ2 не сходится.
Таким образом, сходимость случайных величин по распределению —
более слабый вид сходимости, чем сходимость по вероятности.
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Тем не менее, справедливо следующее предложение, которое мы
приведем без доказательства.
Предложение 10.2.1. Пусть {ξn} — последовательность случайных ве-








10.3. Закон больших чисел
Теорема 10.3.1. — Слабый закон больших чисел. Пусть {ξn} — последова-
тельность независимых случайных величин, определенных на од-
ном вероятностном пространстве (Ω,F , P ), таких, что Eξn = a,
Dξn = σ

























Eξk = a .



















В результате, пользуясь неравенством Чебышева, получаем:










Доказанная теорема говорит о том, что если выполнены ее усло-
вия, при сложении независимых случайных слагаемых происходит
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«взаимопогашение» случайностей, в результате которого при усред-
нении этих сумм и неограниченном росте количества слагаемых в
пределе получается детерминированная величина, т. е. случайности






ξk от a при больших n маловероятны.
Справедливо и более сильное утверждение, которое мы приведем
без доказательства.
Теорема 10.3.2. — Усиленный закон больших чисел. Пусть {ξn} — после-
довательность независимых случайных величин, определенных на
одном вероятностном пространстве (Ω,F , P ), таких, что Eξn = a,
Dξn = σ










Следствие 10.3.3. Рассмотрим серию испытаний Бернулли с вероят-
ностью успеха p. Пусть ξk — индикатор успеха в k-м испытании,
n∑
k=1
ξk — число успехов в серии из n испытаний Бернулли. Тогда ча-






1 сходится к p при n→∞.
Это утверждение сразу получается из усиленного закона боль-
ших чисел, поскольку Eξk = p. Таким образом, закон больших чисел
обосновывает эмпирически наблюдаемое явление, благодаря которо-
му понятие вероятности исторически возникло как мера частоты на-
ступления случайного события в серии повторяющихся одинаковых
независимых случайных экспериментов.
Сходимость (в более слабом смысле) средних арифметических
независимых случайных величин к их общему математическому ожи-
данию имеет место и при более слабых условиях. Для получения
этого результата рассмотрим следующую теорему, которая служит
инструментом для доказательства многих предельных теорем теории
вероятностей.
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10.4. Теорема непрерывности
Эта теорема устанавливает связь между слабой сходимостью рас-
пределений вероятностей (сходимостью случайных величин по рас-
пределению — см. замечание к определению 10.2.1 на стр. 154) и
сходимостью их характеристических функций.
Теорема 10.4.1. — Теорема непрерывности. Пусть {ϕn} — последователь-
ность характеристических функций, соответствующих распределе-
ниям вероятностей с функциями распределения Fn(x).




ϕ(t), где ϕ(t) — характеристическая функция распре-




ϕ(t) и ϕ(t) непрерывна в точке t = 0, то
ϕ(t) — характеристическая функция некоторого распределения ве-
роятностей и Fn ⇒ F , где F — функция распределения вероятно-
стей, соответствующего характеристической функции ϕ.
Теорема называется теоремой непрерывности из-за условия непре-
рывности в точке t = 0, которое накладывается на функцию ϕ(t) во
втором утверждении и которое обеспечивает то, что эта функция
оказывается характеристической для некоторого распределения ве-
роятностей. Мы приводим эту теорему без доказательства.
Рассмотрим несколько предельных теорем, которые доказывают-
ся с помощью теоремы непрерывности.
10.5. Закон больших чисел Хинчина
Теорема 10.5.1. — Закон больших чисел Хинчина. Пусть {ξn} — последо-
вательность независимых случайных величин, Eξn = a ∈ R для










Доказательство. В силу предложения 10.2.1 достаточно доказать,
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Рассмотрим характеристические функции случайных величин ξn.
По формуле Тейлора–Маклорена с остаточным членом в форме Пе-
ано получим:
ϕξn(t) = ϕξn(0) + ϕ
′
ξn
(0)t+ o(t) = 1 + iat+ o(t) , t→ 0 .
Здесь мы воспользовались свойствами (ϕ-I) и (ϕ-III) характеристи-
ческих функций. Пользуясь свойствами (ϕ-II) и (ϕ-V) для характе-
ристической функции случайной величины ηn, получим разложение

































eiat = Eeiat = ϕa(t) .
По теореме непрерывности отсюда следует сходимость ηn по распре-
делению к a. 
R Заметим, что в отличие от слабого закона больших чисел, закон
больших чисел Хинчина не требует ни существования дисперсий
случайных величин ξn, ни их равенства между собой.
R Условие конечности математического ожидания случайных величин
ξn существенно для закона больших чисел. Если от него отказаться,
явление «нивелирования случайностей», о котором говорит закон
больших чисел, перестает иметь место. Действительно, пусть, на-
пример, случайные величины ξn независимы и ξn ∼ C(0, 1), т. е. их












dx = e−|t| .
Последнее равенство можно получить по известным формулам теории
вычетов:
Если f(z) аналитична в C всюду, за исключением конечного числа
изолированных особых точек zk, не лежащих на действительной оси,





















eiztf(z) , t < 0 .
Как уже отмечалось, случайные величины, распределенные по закону
Коши, не имеют моментов, в частности, E|ξk| =∞ (см. замечание на
стр. 119). Это, в силу свойства (ϕ-III) характеристических функций,
согласуется с тем, что ϕξk(t) не дифференцируема в точке t = 0.





















ξk ∼ C(0, 1). Таким обра-
зом, сложение стремящегося к бесконечности количества одинаковых
независимых случайных величин с последующим усреднением суммы
по количеству слагаемых в данном случае не приводит к тому, что
«случайность исчезает».
10.6. Центральная предельная теорема
Теоремы Муавра–Лапласа, рассмотренные ранее в главе 4, харак-
теризуют поведение числа успехов в схеме Бернулли при стремлении
числа испытаний к бесконечности. Используя введенные выше по-
нятия, утверждение интегральной теоремы Муавра–Лапласа можно
сформулировать в терминах сходимости последовательности случай-
ных величин.
Пусть ξk — индикатор успеха в k-м испытании серии Бернулли с
вероятностью успеха p, т. е. ξk принимает значение 1, если k-е испы-




число успехов в серии из n испытаний Бернулли и θn ∼ B(n, p). При
этом Eξk = p, Dξk = Eξ2k − (Eξk)2 = p − p2 = pq, следовательно,
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) d−−−→n→∞ η ∼ N(0, 1) . (10.2)
Принято говорить, что для последовательности случайных
величин {ξn} справедлива Центральная Предельная Теоре-
ма, если имеет место сходимость (10.2). Таким образом, интеграль-
ная теорема Муавра–Лапласа утверждает, что для последовательно-
сти независимых случайных величин {ξn}, где ξn — индикатор успеха
в n-м испытании Бернулли, выполняется Центральная Предельная
Теорема.
Явление, которое описывает Центральная Предельная Теорема,
подобно Закону Больших Чисел, рассмотренному выше. Его суть
также состоит в том, что при суммировании большого числа незави-
симых случайных величин их индивидуальные характеристики ниве-
лируются, при этом центрирование таких сумм и нормирование на
их среднеквадратическое отклонение делает их близкими по распре-
делению к стандартной гауссовской случайной величине.
Оказывается, это явление происходит не только в частном случае,
описываемом теоремой Муавра–Лапласа. Оно имеет место и тогда,
когда вместо индикаторов — случайных величин, принимающих зна-
чения 1 и 0 — берут произвольные случайные величины, при этом
даже не обязательно одинаково распределенные.
Теорема 10.6.1. — Центральная Предельная Теорема I. Пусть {ξn} — после-
довательность независимых случайных величин, таких, что Eξn =










η ∼ N(0, 1) . (10.3)
Доказательство. По формуле Тейлора–Маклорена для характери-
стической функции центрированной случайной величины ξn−a спра-
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ведливо разложение:










+ o(t2) , t→ 0 .
(10.4)
Здесь мы воспользовались равенствами
ϕ′ξn−a(0) = iE(ξn − a) = 0 , ϕ
′′
ξn−a(0) = −E(ξn − a)
2 = −σ2 .















(ξk − a) ,
пользуясь разложением (10.4), получаем:


































2 = ϕη(t) ,






→ 0 при фиксированном t и n → ∞. По
теореме непрерывности отсюда следует сходимость (10.3). 
Центральную Предельную Теорему можно доказать и при еще
более слабых условиях, а именно отказавшись от требования того,
чтобы ξn имели одинаковые математические ожидания и диспер-
сии.
Теорема 10.6.2. — Центральная Предельная Теорема Ляпунова. Пусть {ξk} —
последовательность независимых случайных величин с математи-
ческими ожиданиями Eξk = ak, дисперсиями Dξk = b2k и абсолют-




























η ∼ N(0, 1) . (10.6)
Доказательство. Для характеристической функции центрирован-
ной случайной величины ξk − ak, по формуле Тейлора–Маклорена
второго порядка с остаточным членом в форме Лагранжа, получаем
разложение:




























Здесь мы также использовали равенства
ϕ′ξk−ak(0) = iE(ξk − ak) = 0 , ϕ
′′
ξk−ak(0) = −E(ξk − ak)
2 = −b2k .
Пользуясь полученным разложением для характеристической функ-










(ξk − ak), полу-
чаем:













































































2 = ϕη(t) .
Здесь мы воспользовались очевидной оценкой |Rk| ≤ E|ξk−ak|3 = c3k,
разложением ln(1 + x) = x + o(x) , x → 0 логарифма по формуле
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Тейлора–Маклорена и условием (10.5). Из доказанной сходимости ха-
рактеристических функций, по теореме непрерывности, следует схо-
димость (10.6). 
Глава 11. Основы математической
статистики
Математическая статистика изучает математический аппарат, ис-
пользующийся для обработки результатов статистических экспери-
ментов. Цель статистического эксперимента — получение информа-
ции о свойствах случайного явления. Основным понятием матема-
тической статистики является понятие выборки. Выборка представ-
ляет собой математическую модель статистического эксперимента,
объектом изучения в котором является некоторая случайная вели-
чина.
Определение 11.0.1. Пусть ξ — случайная величина, распределение
вероятностей Pξ которой задано функцией распределения Fξ(x).
Cлучайный вектор ξn = (ξ1, ξ2, ..., ξn)T , где случайные величины ξi
независимы и Fξi(x) = Fξ(x) , i = 1, 2, . . . , n, называют выборкой
объема n, отвечающей случайной величине ξ (или выборкой
объема n из генеральной совокупности с распределением Pξa).
Если в результате проведения статистического эксперимента
компоненты выборки приняли значения ξ1 = x1, . . . , ξn = xn, то
вектор x = (x1, . . . , xn)T ∈ Rn называют реализацией выборки.
Пространство Rn при этом называют выборочным простран-
ством.
aИспользование этой терминологии — дань определенной исторической традиции.
Проведение статистического эксперимента, результатом которо-
го является некоторая реализация x выборки ξn объема n, можно
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считать n-кратным независимым повторением одного и того же слу-
чайного эксперимента, в котором наблюдается случайная величина
ξ, а i-я компонента выборки ξi моделирует результат i-го повторения.
Основная задача математической статистики — построение оце-
нок параметров распределения Pξ по выборке ~ξn. Решается она с
помощью статистик.
Определение 11.0.2. Пусть gn : Rn → R — измеримая по Борелю





Пусть θ — некоторый параметр распределения Pξ. Для его оценки
функцию gn подбирают так, чтобы gn(~ξn) ≈ θ. Приближение считает-
ся хорошим, если статистика gn(~ξn) при n→∞ в некотором смысле
сходится к θ.
Начнем с оценок таких параметров Pξ, как функция распределе-
ния Fξ(x) и плотность распределения fξ(x).
11.1. Эмпирическая функция распределения
Для оценки Fξ(x) используется эмпирическая функция рас-
пределения Fn(x), которая определяется равенством






R Эмпирическая функция распределения представляет собой функцию
от выборки, а значит является случайной величиной. В результате при
фиксированном n каждое повторение статистического эксперимента
дает некоторую реализацию выборки и соответствующую этой реали-
зации (каждый раз новую) эмпирическую функцию распределения
ξ.





= Fξ(x), и 0 с вероятностью
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1−Fξ(x), поэтому Eηk = Fξ(x). Поскольку ηk независимы, по усилен-









Eηk = Fξ(x) .
В результате эмпирическая функция распределения Fn(x) при до-
статочно больших n хорошо приближает Fξ(x). На самом деле это
приближение является равномерным на R. Это утверждает следую-
щая теорема, которую мы приведем без доказательства.







11.2. Эмпирическая плотность распределения
Для оценки fξ(x) используется эмпирическая плотность рас-
пределения fnh(x), которая определяется равенством











Параметр h задает разбиение R точками вида kh, где k ∈ Z. Лю-
бое x ∈ R попадает в один и только один из полуинтервалов вида[
kh; (k + 1)h
)


















т. е. x ∈
[
kh; (k + 1)h
)










1[xh;xh+h)(ξk) равна частоте попадания значений
компонент выборки ~ξn в промежуток [xh;xh+h). По следствию 10.3.3
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из усиленного закона больших чисел при больших n эта частота ока-
зывается близкой к вероятности P
(
ξ ∈ [xh;xh + h)
)
. При малых зна-







1[xh;xh+h)(ξk) ≈ fξ(xh)h .
Более точно справедлива следующая теорема.








Доказательство теоремы заменим следующим нестрогим обосно-
ванием. Пусть ηk =
1
h
























· fξ(xh + θh) · h = fξ(xh + θh) ,
для некоторого θ ∈ (0; 1) по интегральной теореме о среднем. По-
скольку xh + θh→ x при h→ 0, в силу непрерывности fξ в точке x
получаем fξ(xh + θh) −−→
h→0
fξ(x).
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— некоторая статистика, используемая для его оценки. Та-
кие оценки называют точечными. Рассмотрим понятия, использу-
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ющиеся для характеристики качества точечных статистических оце-
нок.




параметра θ называется состоя-





















параметра θ называется инвари-
антной относительно сдвига, если
∀ c ∈ R gn(ξ1 + c, ξ2 + c, . . . , ξn + c) = gn(ξ1, ξ2, . . . , ξn) .
Наиболее часто используют следующие точечные оценки момен-



























Предложение 11.3.1. Выборочное среднее является состоятельной и
несмещенной оценкой Eξ.




















Eξ = Eξ .
Состоятельность выборочного среднего сразу следует из слабого за-
кона больших чисел (Теорема 10.3.1). 
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Предложение 11.3.2. Выборочный момент i-го порядка является со-
стоятельной и несмещенной оценкой Eξi.






















Eξi = Eξi .
Состоятельность получаем, применяя закон больших чисел к после-
довательности {ξik}. 
Без подробного доказательства приведем следующее предложение.
Предложение 11.3.3. Выборочный центральный момент 2-го порядка
является состоятельной, инвариантной относительно сдвига оцен-
кой Dξ.
Отметим только, что инвариантность этой оценки относительно сдви-
га легко проверяется с помощью свойств математического ожидания,
так как























R Выборочное среднее и выборочный момент i-го порядка, очевидно,
не являются оценками, инвариантными относительно сдвига.
R Выборочный центральный момент i-го порядка не является несмещен-
ной оценкой Dξ центрального момента i-го порядка. В частности, вы-
борочный центральный момент 2-го порядка не является
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несмещенной оценкой дисперсии. Покажем это. Действительно,




















































(ξi − a)(ξj − a)
]
.
Пользуясь тем, что E(ξi − a)2 = E(ξ − a)2 = Dξ для любого
i = 1, 2, ..., n, и тем, что, в силу независимости компонент выбор-



































Из доказанного выше следует ее несмещенность. Остальные утвер-
ждения следующего предложения примем без доказательства.
Предложение 11.3.4. Выборочная дисперсия является состоятельной,
несмещенной, инвариантной относительно сдвига оценкой Dξ.
11.4. Интервальные оценки моментов распределения
Точечные оценки параметров распределения Pξ обладают суще-
ственным недостатком. По своей природе они являются случайными
величинами, функциями от выборки. Поэтому, когда проводится ста-
тистический эксперимент, результатом которого является некоторая
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реализация этой выборки, оценка параметра, если она состоятельна,
принимает некоторое числовое значение, о котором известно толь-
ко то, что оно близко к истинному значению оцениваемого парамет-
ра. Чем больше объем выборки, тем меньше вероятность большо-
го отклонения этого значения от истинного, однако неизвестно, на-
сколько именно и в какую сторону оно отклоняется. Интервальные






















Рассмотрим построение доверительного интервала для Eξ, осно-






представляет собой состоятельную оценку




− θ стремится к нулю по
вероятности при n → ∞. При этом домножение этой разности на
подходящую бесконечно большую величину может привести к тому,
что пределом произведения станет случайная величина, отличная от
нуля.




параметра θ распределения веро-














η ∼ N(0, 1) .
Предложение 11.4.1. Выборочное среднее является асимптотически
нормальной оценкой Eξ с дисперсией σ2 = Dξ.
Доказательство. Пусть ~ξn = (ξ1, . . . , ξn)T — выборка, отвечающая
случайной величине ξ. Пусть Eξk = Eξ = a , Dξk = Dξ = σ2. Слу-
чайные величины ξk независимы, поэтому в силу центральной пре-
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η ∼ N(0, 1) . 
Из предложения 11.4.1 следует, что при достаточно больших зна-







≈ N(0, 1). В результате
имеем:
P
(∣∣ξn − a∣∣ < ε) = P (√n
σ











































2 dt — функция распределения стандартного








− 1 = α .










Таким образом, границы доверительного интервала для Eξ, отве-




























R Из формул (11.3) видно, что так как Φ
−1
0 (x) строго возрастает, увеличе-
ние доверительной вероятности приводит к расширению построенного
доверительного интервала. Это естественно, так как увеличение дове-
рительной вероятности означает большую надежность прогноза для
оцениваемого математического ожидания. Кроме того, хорошо видно,
что увеличение объема выборки приводит к сужению доверительного
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интервала, что тоже совершенно естественно, так как увеличение
объема выборки приводит к увеличению количества информации о
свойствах исследуемой случайной величины, а значит к уточнению
оценки.
Приложение E содержит задания лабораторной работы «Оценки
параметров распределения вероятностей по выборке» (раздел E.1),
которую предлагается выполнить в вычислительной среде MatLab.
Глава 12. Проверка статистических
гипотез
В этой главе мы рассмотрим простейшую задачу проверки стати-
стической гипотезы о характере распределения вероятностей иссле-
дуемой случайной величины.
12.1. Постановка задачи и терминология
Пусть ξn = (ξ1, ξ2, . . . , ξn)T — выборка, соответствующая некото-
рой случайной величине ξ с функцией распределения Fξ(x). Рассмот-
рим две гипотезы о распределении вероятностей ξ:
H0 = {Fξ(x) ≡ F0(x)} ,
H1 = {Fξ(x) ≡ F0(x)} .
Гипотезу H0 принято называть нуль-гипотезой, а H1 — альтер-
нативной гипотезой. Рассмотрим задачу о построении критерия
согласия, позволяющего принять решение о выборе одной из двух
гипотез.















H0 отвергается и принимается H1.
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Применение критерия может привести к ошибке. Различают два




= 0, т. е. критерий показывает, что следует
отвергнуть нуль-гипотезу когда она верна, то говорят, что имеет















= 1, т. е. критерий показывает, что нуль-гипотеза
должна быть принята, а при этом верна гипотеза H1, говорят, что
имеет место ошибка второго рода. Вероятность ошибки вто-









При заданном объеме выборки одновременно сделать α и β доста-
точно малыми невозможно, поэтому обычно задают α, т. е. желаемый
уровень значимости критерия, и стараются минимизировать β при
заданном α.





тельным, если β −−−→
n→∞
0 при фиксированном значении α.
Мы рассмотрим два критерия согласия — критерий Колмогорова и
критерий Пирсона.
12.2. Критерий согласия Колмогорова
Критерий Колмогорова основан на теореме, которая описывает
поведение при n → ∞ величины sup
x∈R
|Fn(x)− Fξ(x)|, где Fn(x) —
эмпирическая функция распределения, построенная по выборке ~ξn.
Из теоремы Гливенко (Теорема 11.1.1) мы знаем, что эта случайная
величина с вероятностью 1 сходится к 0. Оказывается, при опреде-
ленной нормировке величины sup
x∈R
|Fn(x)− Fξ(x)| ее пределом стано-
вится случайная величина, отличная от нуля, для которой удается
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описать ее распределение вероятностей. В результате этого возни-
кает статистика, которую можно использовать для построения кри-
терия согласия. Это построение опирается на следующую теорему,
которую мы приводим без доказательства.
















(−1)ke−2k2z2 , z > 0 ,
0 , z ≤ 0 .
R Функция Колмогорова является функцией распределения вероятно-






Рис. 12.1. График функции распределения Колмогорова y = K(x)
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называется статистикой Колмогорова.














η ∼ K .











В результате приходим к следующему определению.
Определение 12.2.2. Критерием согласия Колмогорова с уровнем зна-






где z1−α = K−1(1 − α) — квантиль порядка 1 − α распределения
Колмогорова.
То, что уровень значимости критерия Колмогорова действитель-

















= 1−K(z1−α) = 1− (1− α) = α .
Проверим состоятельность критерия Колмогорова. Для этого за-








При этом, если верна гипотеза H1, то sup
x∈R
|Fξ(x)− F0(x)| > 0, так
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< zα−1}·H1. Тогда, в силу сходимости (12.1),
∞∏
n=1
Bn = ∅, а поскольку Bn ⊇ Bn+1 для любого n ∈ N, по свойству
непрерывности вероятности (P-9) получаем
lim
n→∞



















На рис. 12.2 изображена схема работы критерия Колмогорова.































должна попасть в промежуток (0; z1−α) — область приня-
тия нуль-гипотезы. При этом качество нуль-гипотезы тем выше, чем












уровнем значимости критерия Колмогорова, соответствующим




. Если положить α = δ, бу-




= z1−α, в результате чего крите-
рий Колмогорова примет значение 0 и нуль-гипотезу нужно будет
отвергнуть. Отсюда следует, что критический уровень значи-
мости равен вероятности совершить ошибку, отвергнув
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нуль-гипотезу при данном значении статистики Колмо-
горова.
12.3. Критерий согласия Пирсона
Пусть {Bk}rk=1 — набор непересекающихся промежутков в R. Обо-
значим p0k = P
(
ξ ∈ Bk |H0
)
















. Гипотеза H0 имеет место тогда и только
тогда, когда pk = p0k для всех k = 1, . . . , r, а альтернативная гипотеза
H1 — тогда и только тогда, когда pk 6= p0k хотя бы при одном значении




1Bk(ξi). Случайная величина νk дает количество




— частоту попадания компонент выборки ~ξn в проме-
жуток Bk. Поскольку Eνk = npk, имеем E
νk
n






pk. Таким образом, статистика
νk
n
представляет собой состоятельную и несмещенную оценку вероятно-












(p01, . . . , p
0
r)
T , соответствующих нуль-гипотезе.
Заметим, что для последовательности {1Bk(ξi)}∞i=1 справедлива











= n(pk − p2k) = npk(1− pk) ,
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при неограниченном увеличении объема выборки ~ξn стремится к
r-мерному гауссовскому (см. Приложение C, где рассматриваются
свойства гауссовских случайных векторов). Хотя распределения ве-
роятностей компонент вектора ~ηn стремятся к стандартному гаус-
совскому, предельное распределение вероятностей ~ηn не является
сферически-симметрическим. Более того, оно оказывается вырож-




νk = n .
Оказывается, если компоненты вектора ~ηn подходящим образом










предельное распределение вероятностей получающегося r-мерного
вектора сосредоточено на некотором r − 1-мерном подпространстве
пространства Rr и является на нем сферически-симметрическим.
Этот факт и составляет содержание доказательства теоремы Пирсо-
на, которая лежит в основе построения критерия Пирсона.
Определение 12.3.1. Пусть ~θ = (θ1, . . . , θn)T ∼ N(0, E). Распределе-




ся распределением хи-квадрат с n степенями свободы. При
этом пишут ξ ∼ χ2n.
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R На самом деле распределение хи-квадрат с n степенями свободы







Приложение D, где изложены базовые свойства распределения хи-
квадрат и доказательство следующей теоремы).






сходится к распределению χ2r−1.



















где z1−α — квантиль порядка 1− α распределения χ2r−1.
Убедимся в том, что уровень значимости критерия Пирсона дей-
ствительно равен α. Для этого заметим, что если гипотеза H0 верна,











и при достаточно большом объеме выборки, по теореме Пирсона,









∣∣∣H0) = 1− Fχ2r−1(z1−α) = 1− (1− α) = α .



































































· H1. Из неравенства (12.2) следуют вло-













В приложении Е содержатся задания лабораторной работы «Ис-
следование распределения вероятностей по реализации выборки. Кри-
терии согласия» (раздел E.2), которую предлагается выполнить в
вычислительной среде MatLab.
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Приложение A. Элементы комбинаторики
При вычислении вероятностей в схеме с конечным числом равно-
вероятных исходов для определения количества элементов того или
иного множества используют теоремы и формулы комбинаторики —
раздела математики, изучающего методы подсчета комбинаций раз-
личных объектов. Рассмотрим некоторые из них.
Базовыми в комбинаторике являются две элементарные теоре-
мы — «Правило суммы» и «Правило произведения».
Правило суммы
Если объект a можно выбрать n способами, а объект b — m спосо-
бами, то a или b можно выбрать n+m способами.
 Пример A.0.1. Если имеется n яблок и m груш, то яблоко или гру-
шу (т. е. один фрукт из этой совокупности) можно выбрать n + m
способами. 
Правило произведения
Если объект a можно выбрать n способами и при каждом выборе
a объект b можно выбрать m способами, то упорядоченную пару
(a, b) можно выбрать n ·m способами.
 Пример A.0.2. Если имеется n яблок и m груш, то яблоко и грушу
(т. е. два фрукта) можно выбрать n ·m способами. 
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Определение A.0.1. Размещением из n элементов по m на-
зывается упорядоченная m-ка, состоящая из попарно различных
элементов некоторого n-элементного множества. Число всевозмож-
ных размещений из n по m обозначают символом Amn .
 Пример A.0.3. Рассмотрим множество A = {,©,4}. Выпишем все
размещения из его трех элементов по два:
(,©), (©,), (,4), (4,), (©,4), (4,©) .
Заметим, что пары, отличающиеся друг от друга порядком эле-
ментов, представляют собой разные размещения. 
С помощью правила произведения доказывается формула
Amn = n(n− 1) · · · (n−m+ 1) . (A.1)
Доказательство. Пусть имеется n-элементное множество и нужно
построить какое-нибудь размещение (x1, x2, . . . , xm) из этих n эле-
ментов по m, где 0 < m ≤ n. Первый элемент размещения можно
выбрать n способами. Если x1 выбран, второй элемент можно вы-
брать из оставшихся элементов n− 1 способами, следовательно, упо-
рядоченную пару (x1, x2), по правилу произведения, можно выбрать
n(n− 1) способами. Если выбрана пара (x1, x2), то существует n− 2
способа выбрать следующий элемент размещения x3 из оставшихся
элементов исходного множества. Следовательно, по правилу произ-
ведения тройку (x1, x2, x3) можно выбрать n(n−1)(n−2) способами.
Продолжая применять правило произведения индуктивно, получаем
равенство (A.1). 
Определение A.0.2. Перестановкой из n элементов называется
упорядоченная n-ка, состоящая из попарно различных элементов
некоторого n-элементного множества. Число всевозможных пере-
становок из n элементов обозначают Pn.
Перестановка из n элементов является размещением из n по n,
поэтому из формулы (A.1) следует равенство
187
Pn = n! (A.2)
Определение A.0.3. Сочетанием из n элементов по m называ-
ется произвольное m-элементное подмножество, состоящее из по-
парно различных элементов некоторого n-элементного множества.
Число всевозможных сочетаний из n по m обозначают символом
Cmn .
 Пример A.0.4. Для множества A = {,©,4}, рассмотренного в при-
мере A.0.3, выпишем все сочетания из его трех элементов по два:
{,©}, {,4}, {©,4} .
Заметим, что {,©} и {©,} — это одно и то же сочетание. 











Доказательство. Из элементов одного сочетания из n по m можно
построить Pm разных перестановок, т. е. размещений из n по m. При
этом из разных сочетаний нельзя построить одинаковые размещения.
Отсюда следует равенство Cmn Pm = Amn , а значит равенство (A.3).

R Кроме размещений, перестановок и сочетаний, состоящих из попарно
различных элементов, рассматривают размещения, перестановки
и сочетания с повторениями, где один и тот же элемент может
участвовать несколько раз. Для обозначения числа размещений с
повторениями из n элементов по m часто используют символ Amn , при





Под перестановкой с повторениями понимается упорядоченный на-
бор из n элементов, каждый из которых относится к одному из m
типов. Элементы одного типа неразличимы, так что перестановки,
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отличающиеся друг от друга положением однотипных элементов,
отождествляются. Пусть ki — количество элементов i-го типа, так
что k1 + k2 + · · · + km = n, тогда для P n — числа перестановок с
повторениями из n элементов — справедливо равенство
P n =
n!
k1!k2! . . . km!
. (A.5)
Число сочетаний с повторениями из n элементов по m обозначают
C
m







Приложение B. Гамма-функция Эйлера





tx−1e−t dt . (B.1)
Интеграл (B.1) представляет собой сходящийся несобственный ин-
теграл 1-го рода при x ≥ 1. При x < 1 подинтегральная функция
имеет особенность в точке t = 0 и интеграл (B.1) представляет собой









tx−1e−t dt , a > 0 ,
где первое слагаемое — несобственный интеграл 2-го рода, сходящий-
ся при 0 < x < 1. Поскольку второе слагаемое — сходящийся несоб-
ственный интеграл 1-го рода при любом x ∈ R, гамма-функция опре-
делена при x ∈ (0; +∞).
Можно доказать, что гамма-функция бесконечно дифференциру-
ема на своей области определения. Одним из ее важных свойств яв-
ляется следующее:
Γ(x+ 1) = xΓ(x) , x > 0 . (B.2)
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txe−t dt = −
+∞∫
0










tx−1e−t dt = xΓ(x) .
Формулу (B.2) называют формулой понижения для гамма-
функции.








из формулы понижения следует, что
Γ(n+ 1) = nΓ(n) = n(n− 1)Γ(n− 1) = · · · = n! , n ∈ N .
Таким образом, гамма-функция представляет собой бесконечно
дифференцируемое продолжение факториала на множество всех по-
ложительных действительных чисел.
Отметим, что при x =
1
2





















































Приложение C. Многомерное нормальное
распределение
C.1. Невырожденное многомерное нормальное распре-
деление
Определение C.1.1. Случайный вектор η = (η1, η2, . . . , ηn) называется
сферически-симметрическим гауссовским или сферически-
симметрическим нормальным, если случайные величины ηi
независимы и ηi ∼ N(0, 1) , i = 1, 2, . . . , n. При этом пишут
η ∼ N(0, E).
По теореме 6.5.3 из этого определения следует, что плотность
распределения сферически-симметрического нормального случайно-
го вектора η или плотность совместного распределения его компо-
нент — случайных величин η1, η2, . . . , ηn, — имеет вид
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Это распределение вероятностей называется сферически-сим-
метрическим, потому что поверхности уровня его плотности пред-
ставляют собой n-мерные сферы (если n = 2, то это окружности,
если n = 3, то это обычные трехмерные сферы).
Предложение C.1.1. Пусть ~η ∼ N(0, E) — n-мерный случайный век-












Λ−1(x− a), x− a
)]
, (C.2)
где Λ = BBT .
Доказательство. Линейное преобразование x = g(y) = By + a удо-





























(B−1)TB−1(x− a), x− a
)]
.
Матрица Λ = BBT является положительно определенной, так как
для любого x ∈ Rn
(Λx, x) = (BBTx, x) = (BTx,BTx) ≥ 0 ,
при этом (Λx, x) = 0 ⇔ BTx = 0 ⇔ x = 0 в силу невырожденности
B. Следовательно, матрица Λ невырождена, при этом
Λ−1 = (BBT )−1 = (B−1)TB−1 , |Λ| = |BBT | = |B| · |BT | = |B|2 .
В результате получаем формулу (C.2). 
Определение C.1.2. Случайный вектор ~ξ называется (невырожден-
ным) гауссовским или нормальным с параметрами a, Λ,
где a ∈ Rn, а Λ — положительно определенная матрица n × n,
если плотность его распределения вероятностей имеет вид (C.2).
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При этом пишут ~ξ ∼ N(a,Λ).
R Сферически-симметрический нормальный вектор представляет собой
частный случай нормального случайного вектора, где a = 0, Λ = E —
единичная матрица.
Из предложения C.1.1 вытекает следующее
Следствие C.1.2. Пусть a ∈ Rn , Λ — положительно-определенная
матрица n×n. Тогда ~ξ ∼ N(a,Λ) ⇔ ~ξ = B~η+a , где ~η ∼ N(0, E),
B — невырожденная матрица, такая, что Λ = BBT .
Доказательство. Достаточность утверждает предложение C.1.1. До-
кажем необходимость. Пусть Λ — положительно определенная матри-
ца. Известно, что существует ортогональное преобразование T , при-
водящее ее к диагональному виду:
Λ = TΘT T , Θ = diag(θ1, θ2, . . . , θn) ,
где diag(θ1, θ2, . . . , θn) — матрица n×n, все элементы которой, кроме
диагональных, равных θ1, θ2, . . . , θn, равны нулю, причем θi > 0 для








θ2, . . . ,
√
θn).
Тогда B — невырожденная матрица, связанная с Λ равенством
Λ = BBT . Определим случайный вектор ~η равенством
~η = g(~ξ) = B−1(~ξ − a) = B−1~ξ −B−1a .
Тогда, в силу предложения 6.3.2, по формуле (6.8), пользуясь тем,



































т. е. η ∼ N(0, E), при этом ~ξ = B~η + a. 
Следствие C.1.2 позволяет выяснить смысл параметров многомер-
ного нормального распределения вероятностей.
194 Приложение C. Многомерное нормальное распределение
Следствие C.1.3. Если ~ξ = (ξ1, ξ2, . . . , ξn)T ∼ N(a,Λ), то
a = (a1, a2, . . . , an)
T = E~ξ, а Λ — ковариационная матрица вектора
~ξ, при этом для любого i = 1, 2, . . . , n ξi ∼ N(ai, σ2i ), где σ2i = λii.
Доказательство. Пусть ~ξ ∼ N(a,Λ). Тогда ~ξ = B~η + a, где ~η ∼




bikηk + ai. То, что линейная функция от гауссовских
случайных величин является гауссовской случайной величиной? сле-
дует из предложения 5.5.3 и примеров 7.1.7, 7.2.2 и 9.2.3. При этом








b2ik = λii .
Следовательно, ξi ∼ N(ai, σ2i ).
Таким образом, a = E~ξ. Используя свойства ковариационного
момента (C-I), (C-II), (C-IV) и (C-VI), получаем:















bikbjmCov (ηk, ηm) =
n∑
k=1
bikbjk = λij .

Следствие C.1.4. Гауссовские случайные величины независимы тогда
и только тогда, когда некоррелированы.
R Независимость случайных величин влечет за собой некоррелирован-
ность, при этом обратное в общем случае неверно (см. замечание на
стр. 120).
Доказательство. Достаточно доказать, что для гауссовских случай-
ных величин из некоррелированности следует независимость. Пусть
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ξi ∼ N(ai, σ2i ) , i = 1, 2, . . . , n и случайные величины ξi некоррелиро-
ваны. Тогда ~ξ = (ξ1, ξ2, . . . , ξn)T ∼ N(a,Λ), где a = (a1, a2, . . . , an)T ,
а ковариационная матрица является диагональной:
Λ = diag(σ21, σ
2
















Следовательно, плотность совместного распределения случайных ве-
















































fξ1,...,ξn(x1, . . . , x
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Здесь сначала из-под n−1 кратного интеграла выносится множитель,
зависящий от xj, а значит, не зависящий от переменных интегриро-
вания. Далее при переходе к повторному интегралу n − 1-кратный
интеграл распадается в произведение интегралов, каждый из кото-
рых равен 1 т. к. под интегралом плотность одномерного нормально-
го распределения. При этом равенство (C.3) означает, что плотность
совместного распределения вероятностей случайных величин ξi рас-
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По теореме 6.13 это эквивалентно их независимости. 
C.2. Невырожденное двумерное нормальное распреде-
ление
Рассмотрим подробнее свойства двумерного нормального вектора.
Пусть
ξ1 ∼ N(a1, σ21) , ξ2 ∼ N(a2, σ22) , ρ = Cov (ξ1, ξ2) .
Тогда ~ξ = (ξ1, ξ2) ∼ N(a,Λ), где a = (a1, a2), а ковариационная























































Линии уровня плотности совместного распределения ξ1 и ξ2 пред-
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Форма этих эллипсов определяется коэффициентом корреляции.
Эллипс, получающийся при C = 4, называют эллипсом рассеивания
случайного вектора ~ξ. Обозначим через E область, ограниченную

















Λ−1(x− a), x− a
)
≤ 4 .
Найдем вероятность события {~ξ ∈ E}. Так же, как в доказатель-
стве следствия C.1.2, представим ковариационную матрицу случай-



































B−1(x− a), B−1(x− a)
)]
dx .
Делая в интеграле замену y = B−1(x − a) ⇔ x = By + a, при
















































= 1− e−4 ≈ 0, 98 .
Таким образом, с вероятностью, близкой к единице, случайный
вектор ~ξ попадает в область, ограниченную эллипсом рассеивания.
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Построим кривую среднеквадратической регрессии одной компо-
ненты двумерного гауссовского случайного вектора на другую. Для
этого найдем плотность условного распределения fξ1|ξ2(x|ξ2 = y).















































































где a = a1 +ρ
σ1
σ2
(x2−a2), σ = σ1
√
1− ρ2. Это означает, что условное
распределение ξ1 при условии, что ξ2 = x2 является гауссовским с
параметрами a и σ2. Отсюда следует
x1 = g(x2) = E(ξ1|ξ2 = x2) =
+∞∫
−∞
x1fξ1|ξ2(x1|ξ2 = x2) dx1 =
= a = a1 + ρ
σ1
σ2
(x2 − a2) .
Таким образом, кривая среднеквадратической регрессии ξ1 на ξ2
совпадает с прямой линейной среднеквадратической регрессии ξ1 на
ξ2 (см. формулу (7.20)). Зависимость формы эллипса рассеивания
от коэффициента корреляции ρ иллюстрируют рис. 3.1 и 3.2. Линия
среднеквадратической регрессии ординаты ξ2 на абсциссу ξ1 прохо-
дит через верхнюю и нижнюю точки эллипса и делит пополам отре-
зок любой горизонтальной прямой, концы которого лежат на эллипсе.
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Рис. 3.1. Эллипсы рассеивания и линии среднеквадратической регрессии
компонент двумерного гауссовского случайного вектора друг на друга для
плотности распределения вероятностей (C.4), где a1 = a2 = 0 , σ1 = σ2 = 1, а
ρ принимает значения 0, 2 ; 0, 5 ; 0, 8 соответственно
Линия среднеквадратической регрессии абсциссы ξ1 на ординату ξ2
проходит через крайнюю правую и крайнюю левую точки эллипса и
делит пополам отрезок любой вертикальной прямой, концы которо-
го лежат на эллипсе. Видно, что при стремлении ρ к нулю эллипс
приближается к кругу, а при стремлении |ρ| к единице он вытягива-
ется. В пределе при |ρ| → 1 линии регрессии сливаются в прямую
с угловым коэффициентом ±σ2
σ1
, а эллипс рассеивания сжимается в
отрезок этой прямой. В результате ξ2 становится линейной функцией
от ξ1.
Рис. 3.2. Эллипсы рассеивания и линии среднеквадратической регрессии
компонент двумерного гауссовского случайного вектора друг на друга для
плотности распределения вероятностей (C.4), где a1 = a2 = 0 , σ1 = σ2 = 1, а
ρ принимает значения −0, 2 ;−0, 5 ; −0, 8 соответственно
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C.3. Характеристическая функция многомерного нор-
мального распределения
Определение C.3.1. Характеристическая функция n-мерного случай-
ного вектора ~ξ определяется равенством
ϕ~ξ(t) = Ee
i(~ξ,t) , t ∈ Rn .
Так же как и в одномерном случае, использование характеристи-
ческих функций опирается на взаимную однозначность соответствия
между характеристическими функциями и многомерными распре-
делениями вероятностей. Аналогично характеристической функции
одномерной случайной величины (см. свойство (ϕ-I) на стр. 143)
ϕ~ξ(t) определена для любого t ∈ R
n и удовлетворяет неравенству
|ϕ~ξ(t)| ≤ 1, при этом ϕ~ξ(0) = 1.
















Пусть ~η = (η1, η2, . . . , ηn) ∼ N(0, E), т. е. ~η — n-мерный сферичес-
ки-симметрический гауссовский случайный вектор. Тогда, пользуясь




































Пусть теперь ~ξ ∼ N(a,Λ) — невырожденный n-мерный гауссов-
ский случайный вектор. Тогда, по следствию C.1.2, он представим в
виде ~ξ = B~η+ a, где B — невырожденная матрица n× n, такая, что
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Λ = BBT , а ~η — сферически-симметрический гауссовский случайный








2(BT t,BT t) =
= ei(a,t)−
1
2(BBT t,t) = ei(a,t)−
1
2(Λt,t) .
Таким образом, мы доказали следующее предложение:
Предложение C.3.1. Характеристическая функция невырожденного
случайного вектора ξ ∼ N(a,Λ) имеет вид
ϕ~ξ(t) = e
i(a,t)− 12(Λt,t) . (C.7)
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ление
Оказывается, функция (C.7) является характеристической функ-
цией некоторого распределения вероятностей и в том случае, ко-
гда матрица Λ является не положительно определенной, а лишь
неотрицательно определенной, т. е. вырожденной. Соответствующее
распределение вероятностей называют вырожденным многомер-
ным гауссовским (нормальным).
Следующее предложение представляет собой аналог следствия
C.1.2 для вырожденных гауссовских случайных векторов.
Предложение C.4.1. Пусть ~ξ ∼ N(a,Λ) — n-мерный гауссовский слу-
чайный вектор, где Λ — неотрицательно-определенная вырожден-
ная матрица. Тогда ~ξ = B~η+a, где B — матрица n×m, m < n, а ~η
— m-мерный сферически-симметрический гауссовский случайный
вектор.
Доказательство. В условиях предложения C.4.1 существует невы-
рожденное ортогональное преобразование T , приводящее матрицу Λ
к диагональному виду,
Θ = diag(θ1, θ2, . . . , θn) ,
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где θi, i = 1, . . . , n — собственные значения Λ. Поскольку она вы-
рождена, среди них есть нули. Пусть, без ограничения общности,
θ1 6= 0, . . . , θm 6= 0, a θm+1 = · · · = θn = 0. Запишем T и Θ в блочном
виде:






где T1 — матрица n ×m, столбцы которой являются координатами
собственных векторов матрицы Λ, отвечающих ненулевым собствен-
ным значениям θ1, . . . , θm; T0 — матрица n×(n−m), столбцы которой
являются координатами собственных векторов матрицы Λ, соответ-
ствующих нулевым собственным значениям; Θ1 = diag(θ1, . . . , θm).
Имеем:

















Положим B = T1
√
Θ1. Это матрица n×m и Λ = BBT . Пусть ~η — m-
мерный сферически-симметрический гауссовский случайный вектор.
Тогда компоненты случайного вектора ~ξ = B~η + a, представляющие
собой линейные функции от гауссовских случайных величин, явля-
ются гауссовскими случайными величинами, при этом E~ξ = a, а для
ковариационных моментов имеем равенство















bikbjlCov (ηk, ηl) =
m∑
k=1
bikbjk = λij .
Таким образом, ~ξ распределен по закону N(a,Λ). 
R Из доказательства предложения C.4.1 видно, что носителем вырож-
денного n-мерного нормального распределения вероятностей является
m-мерное гиперпространство L ⊂ Rn, вида
L =
{
x = a+ α1t1 + . . . αmtm ∈ Rn |αi ∈ R , i = 1, . . . ,m
}
,
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где ti , i = 1, . . . ,m — собственные векторы ковариационной матри-
цы Λ этого распределения вероятностей, отвечающие ее ненулевым
собственным значениям.
































— единичные собственные векторы,






















а носителем данного распределения вероятностей является прямая,
проходящая через точку a с направляющим вектором t1. 
C.5. Задачи для самостоятельного решения














a) математическое ожидание и ковариационную матрицу ~ξ;
b) плотности распределения fξ1(x) и fξ2(x);
c) P (2ξ1 − 3ξ2 < −4);
d) P (ξ1 − 1 < ξ2 < −3ξ1 + 3);
e) Построить эллипс рассеивания и кривые среднеквадратиче-
ской регрессии компонент случайного вектора друг на друга.












4(x− 1)2 + 2(x− 1)(y + 1) + (y + 1)2
)]
.
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Найти:
a) математическое ожидание и ковариационную матрицу ξ̄;
b) плотности распределения fξ1(x) и fξ2(x);
c) P (−ξ1 + 3ξ2 < 2);
d) P (2ξ1 − 3 < ξ2 < 3ξ1 − 4);
e) Построить эллипс рассеивания и кривые среднеквадратиче-
ской регрессии компонент случайного вектора друг на друга.
Приложение D. Распределение χ2
и теорема Пирсона
D.1. Распределение χ2




η2k. Распределение вероятностей ξ называется распре-
делением хи-квадрат с n степенями свободы. При этом пи-
шут ξ ∼ χ2n.
Найдем плотность распределения вероятностей хи-квадрат.







Доказательство. Носителем распределения вероятностей случайной
величины ξ является промежуток [0; +∞), так как ξ ≥ 0. Пусть
x ≥ 0, тогда


















































θ , где k =
1
2
, θ = 2 . 
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)e−x2 · 1[0;+∞)(x) .
Доказательство. При n = 1 утверждение уже доказано. Пусть
n > 1, ξ ∼ χ2n, т. е. ξ =
n∑
k=1
η2k, где случайные величины ηk ∼ N(0, 1)











(см. пример 9.2.4, формула (9.3)). Отсюда, по свойству (ϕ-V) харак-
теристических функций, в силу независимости случайных величин
η21, . . . , η
2
n, получаем:














Пусть выборка ~ξn соответсвует случайной величине ξ, {Bk}rk=1 —
набор непересекающихся промежутков в R таких, что для любого











= Ω, так что в результате
r∑
k=1




D.2. Теорема Пирсона 207





при n→∞ сходится к распределению χ2r−1.
Доказательство. Рассмотрим случайный вектор

















































Для вычисления математического ожидания поменяем порядок сум-













































симы, так как представляют собой функции от независимых случай-
ных величин ξj, и одинаково распределены. Поскольку ξj попадает
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Прологарифмируем ϕ~θ(t). Используя формулу Тейлора–Маклорена












































































































































p1p2 . . . −
√
p1pr
−√p2p1 1− p2 −
√





p3p2 1− p3 . . . −
√
p3pr





prp3 . . . 1− pr
 .
Функция ϕ~ζ(t) является характеристической функцией многомер-
ного нормального распределения с математическим ожиданием 0 и
ковариационной матрицей Λ (см. предложение C.3.1). По теореме
непрерывности (теорема 10.4.1) из этого следует, что при n → ∞
случайный вектор ~θ сходится по распределению к ~ζ ∼ N(0,Λ).
Сделаем в функции ϕ~ζ(t) замену переменных u = Bt, где B —
некоторая ортонормированная матрица, т. е. матрица, строки кото-
рой образуют ортонормированный базис пространства Rn. При этом
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т. е. чтобы последняя строка матрицы B имела вид (√p1, . . . ,
√
pr).
Ортонормированность матрицы приводит к тому, что BBT = E, а
значит BT = B−1 и t = BTu. При этом
r∑
k=1
t2k = (t, t) = (B




































Но по формуле (C.5) имеем:
ϕ~ζ(t) = ϕ~ζ(B
Tu) = ϕ ~Bζ(u) .
Это означает, что случайный вектор B~ζ, получающийся из ~ζ орто-
нормированным преобразованием (поворотом вокруг 0), имеет r− 1-
мерное сферически-симметрическое гауссовское распределение веро-
ятностей. Следовательно, распределение вероятностей самого век-
тора ~ζ также является вырожденным сферически-симметрическим









ся к распределению вероятностей случайной величины
∣∣∣~ζ∣∣∣2. Из дока-
занного выше следут, что оно является распределением хи-квадрат
с r − 1 степенями свободы. 
Приложение E. Задания лабораторных работ
по математической
статистике
E.1. Лабораторная работа №1 «Оценки параметров рас-
пределения вероятностей по выборке»
Эмпирическая функция распределения и эмпирическая плотность
1. Используя генераторы псевдослучайных чисел MatLab (функция
random), сгенерировать реализацию выборки, соответствующей
некоторому распределению вероятностей, задав тип распределе-
ния вероятностей (гамма-распределение, нормальное, равномер-
ное и т. п.), его параметры и n – объем выборки.
2. Для сгенерированной реализации выборки построить эмпириче-
скую функцию распределения Fn(x). Для этого упорядочить
сгенерированную реализацию с помощью функции sort. Да-
лее для построения эмпирической функции распределения ис-
пользовать функцию stairs. Сравнить график построенной эм-
пирической функции распределения с графиком теоретической
функции распределения, построив эти графики в одном окне.
Для вычисления значений теоретической функции распределе-
ния использовать функцию MatLab вида xxxxcdf, где префикс
xxxx задает тип распределения вероятностей. Например, функ-
ция normcdf(x,a,sigma) вычисляет значения в точках, содержа-
щихся в массиве x, функции распределения, соответствующей
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нормальному распределению с параметрами a и sigma. Проде-
монстрировать, что Fn(x) — случайная величина, перезапуская
скрипт, тем самым генерируя новые реализации выборки. Прида-
вая n значения 10, 20, 40, 100, 1000, проиллюстрировать теорему
Гливенко о равномерной сходимости эмпирических функций рас-
пределения при стремлении к бесконечности объема выборки.
3. Построить гистограмму сгенерированной реализации выборки,
используя функцию Matlab histogram. Построенная гистограм-
ма представляет собой график эмпирической плотности распре-
деления, которому соответствует выборка, масштабированный
по оси ординат с коэффициентом nh, где h — шаг разбиения,
по которому строится гистограмма. Сравнить график эмпириче-
ской плотности распределения с графиком теоретической плот-
ности, построив масштабированный по оси ординат с коэффи-
циентом nh график теоретической плотности распределения в
одном окне с гистограммой. Для вычисления значений теорети-
ческой плотности распределения использовать функцию MatLab
вида xxxxpdf, где префикс xxxx задает тип распределения веро-
ятностей. Например, функция normpdf(x,a,sigma) вычисляет
значения в точках, содержащихся в массиве x, плотности нор-
мального распределения вероятностей с параметрами a и sigma.
Проиллюстрировать теорему о сходимости эмпирической плот-
ности распределения, меняя n так же, как в п. 2. Показать, что
сходимость имеет место только при согласовании с n количе-
ства промежутков, по которым строится гистограмма (количе-
ство промежутков определяется параметром h в формулировке
теоремы).
4. С помощью построенного скрипта провести численные экспери-
менты, меняя тип распределения вероятностей (всего рассмот-
реть три разных типа).
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Точечные и интервальные оценки моментов случайной величины
по выборке
1. Используя генераторы псевдослучайных чисел MatLab, сгенери-
роватьm реализаций выборки, соответствующей некоторому рас-
пределению вероятностей, задав тип распределения вероятно-
стей (гамма-распределение, нормальное, равномерное и т. п.), его
параметры и n – объем выборки.
2. Для каждой реализации выборки вычислить выборочное сред-
нее, выборочный момент второго порядка, выборочный централь-
ный момент второго порядка. Вывести графики изменения этих
оценок в три окна. В те же окна вывести точные значения ма-
тематического ожидания, второго момента и дисперсии, пока-
зать, как при повторении статистического эксперимента точеч-
ные оценки колеблются около точных значений оцениваемых па-
раметров.
3. Для каждой реализации выборки вычислить границы довери-
тельного интервала для математического ожидания, соответ-
ствующего доверительной вероятности α = 0, 9, используя из-
вестную дисперсию. Построить в отдельном окне графики лево-
го и правого концов доверительного интервала и точного зна-
чения математического ожидания. Провести численные экспе-
рименты, иллюстрирующие изменение размеров доверительного
интервала и надежности покрытия доверительным интервалом
оцениваемого математического ожидания при изменении объема
выборки (n = 50, 100, 1000, 10000) и доверительной вероятности
(α = 0, 8, 0, 9, 0, 95, 0, 99). Как меняется поведение доверитель-
ного интервала, если известную дисперсию заменить на выбороч-
ную?
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E.2. Лабораторная работа №2 «Исследование распреде-
ления вероятностей по реализации выборки.
Критерии согласия»
Исследовать две случайные величины по их выборкам. Реализа-
ции выборок даны в файлах v_xx_y.mat, где xx — номер варианта,
y — номер задания. Для каждой реализации выборки в вычислитель-
ной среде MatLab, используя приемы, изученные в ходе выполнения
лабораторной работы №1, выполнить следующее:
1. Исследовать реализацию выборки, определив ее объем, постро-
ив по ней эмпирическую функцию распределения, эмпирическую
плотность распределения, вычислив выборочное среднее и выбо-
рочную дисперсию. Сформулировать нуль-гипотезу о характере
распределения вероятностей, которому соответствует данная ре-
ализация выборки.
2. Сделать субъективную визуальную оценку нуль-гипотезы, по-
строив в одном окне графики эмпирической функции распреде-
ления и гипотетической функции распределения, соответствую-
щей нуль-гипотезе, а в другом окне — графики эмпирической и
гипотетической плотностей распределения вероятностей.
3. Для объективной оценки нуль-гипотезы вычислить статистику
Колмогорова, применить критерий Колмогорова с уровнем зна-
чимости 0,05. По значению статистики Колмогорова вычислить
критический уровень значимости для данной реализации выбор-
ки, дать его вероятностную интерпретацию.
4. Варьируя параметры распределения вероятностей, соответству-
ющего нуль-гипотезе, минимизировать, если это возможно, зна-
чение статистики Колмогорова. Чему равен критический уро-
вень значимости для этого значения статистики? Сформулиро-
вать вероятностный смысл полученного значения критического
уровня значимости.
5. Вычислить статистику Пирсона, используя для ее построения
интервалы, по которым построена гистограмма реализации вы-
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борки. Применить критерий Пирсона с уровнем значимости 0,05,
по значению статистики Пирсона вычислить критический уро-
вень значимости.
6. Варьируя параметры распределения вероятностей, соответству-
ющего нуль-гипотезе, минимизировать, если это возможно, зна-
чение статистики Пирсона. Чему равен критический уровень зна-
чимости для этого значения статистики? Сформулировать ве-
роятностный смысл полученного значения критического уровня
значимости.







































































1. a) 0, 622; b) 0, 166.
2. p1 = 0, 4 , p2 = 0, 3 , p3 = 0, 2 , p4 = 0, 1.
















, p1 = p2 = · · · = p9 =
2
19
, p10 = p11 = · · · = p18 = 0.
8. a) да; b) нет.

















































1. Если np − q ∈ Z (что эквивалентно условию (n + 1)p ∈ Z), то
Pn(np − q) = Pn((n + 1)p) — максимальное значение вероятности
Pn(m) (существует два наиболее вероятных значения числа успехов
в серии из n испытаний Бернулли с вероятностью успеха p); если
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np − q /∈ Z, то наиболее вероятное значение числа успехов един-
ственно и равно [(n+ 1)p]; m0 = 2, P6(1, 3) = 0, 774144.
2. P800(2, 800) ≈ 0, 475.















xi 1 2 3 4 5
pi 1/25 3/25 5/25 7/25 9/25
.
3.
xi 0 1 2 3






4. P (ξ = m+ k) = Cm−1m+k−1p










· 1(1;2](x) + 1(2;+∞)(x);










· 1(0;1](x) + 1(1;+∞)(x);
fη(x) = (x+ 1) · 1[−1;0](x) + (1− x) · 1(0;1](x).














· 1[0;π4 ](x) +
1
2 sin2 x







































































8. a) Fη(x) = (1− e−
√




































1 2 3 · · · n · · ·
0 1/3 1/9 2/27 · · · 2n−2/3n · · ·










, ξ и η зависимы т. к., например,
P
(
ξ = 1, η = 1
)






2. pijk = P
(





0 , i = j ∨ j = k ∨ k = i ,
1
N(N − 1)(N − 2)








, случайные величины зависимы т. к., например,




3. pij = P
(
τ2 = i, τ2 = j
)
=
(N − 1)(N − 2)2j−1
N i+j











, случайные величины независимы.
4. fϕρ(x, y) =
y
π




fρ(x) = 2x · 1[0;1](x) , случайные величины независимы.












6. fζ,ν(x, y) =
1
2
e−x · 1S(x, y), где S = {(x, y) |x ≥ 0 , −x ≤ y ≤ x} ,
fζ(x) = xe






1. Eξ = 3, 8 , Dξ = 1, 36 , σξ ≈ 1, 166 ,
P (|ξ − Eξ| < σξ) = P
(
{ξ = 3}+ {ξ = 4}
)
= 0, 48 .
2. Eξ = 1, 2 , Dξ = 0, 64 , σξ = 0, 8 , выполняется т. к.
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, Eξ = 0, 8 , Dξ = 0, 16 , P (|ξ − Eξ| < 2σξ) = 0, 9728 .
7. Cov (ζ, ν) = ρζν = 0 , прямые линейной среднеквадратической ре-
грессии: ν на ζ: y = 0, ζ на ν: x = 0 .









, прямые линейной средне-






















9. a = 3 , Cov (ξ, η) = − 3
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1. Кривая среднеквадратической регрессии ζ на ν:
x = g(y) = E(ζ|ν = y) = 1 + |y| ,
ν на ζ: y = h(x) = E(ν|ζ = x) = 0 .
2. Кривая среднеквадратической регрессии ξ на η:









3. Кривая среднеквадратической регрессии ξ на η:
x = g(y) = E(ξ|η = y) = 1
3








1. Eξ = kθ , Dξ = kθ2 .
2. a) ξ =

−2 , с вероятностью 1
4
,








b) ξ ∼ U{−2,−1, 1, 2} ,
c) ξ =

−3 , с вероятностью 1
6
,
















, t 6= 0 ,













, t 6= 0 ,








e−|x| , Eξ = 0 , Dξ = 2 .
6. a) ϕξk(t) = peit + 1− p , b) ϕηn(t) = (peit + 1− pf)n ,
c) Используя разложение бинома Ньютона, получаем











1. a) E~ξ =
 1
0

















2ξ1 − 3ξ2 < −4
)
≈ 0, 17 ,
d) P
(





arctg 12 ≈ 0, 2368 ,
e) y = E(ξ2|ξ1 = x) =
x− 1
2




2. a) E~ξ =
 1
−1

















− ξ1 + 3ξ2 < 2
)
≈ 0, 82 ,
d) P
(










≈ 0, 0183 ,
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