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Grid  research  and  engineering  require  behavioral  models  of  its  use  and  middleware.  These 
models must  be  inferred  from  the  data,  through Machine  Learning.  Technology  and usages  of 
Grids  and  Clouds  change  rapidly,  challenging  analysis  and  evaluation.  We  summarize  two  of 
these challenges and present new methods for addressing them. 
Des modèles comportementaux pour l’opérationnel et la recherche 
Des modèles  descriptifs,  génératifs  (descriptifs  paramétriques),  ou  prédictifs  sont  nécessaires 
pour  opérer,  pour  dimensionner,  et  pour  faire  évoluer,  la  grille.  Quelques  exemples  sont  les 
suivants.  Pour  opérer :  le  scheduling  de  glite  repose  sur  un  prédicteur.  Pour  dimensionner : 
comment  adapter  la  fréquence  d’acquisition  d’information  pour  améliorer  l’extensibilité  du 
système  d’information  (BDII)  [Fie]  ?  Pour  faire  évoluer :  l’adoption  des  techniques 










L’initiative  Grid  Observatory,  qui  participe  à  EGI‐Inspire,  adresse  à  la  fois  l’acquisition  des 
données  comportementales  de  la  grille  et  leur  analyse.  Nous  renvoyons  à  [Ger]  pour  une 




Dans  le  domaine  des modèles  descriptifs  ou  génératifs,  les  grilles  sont  généralement  décrites 
comme des  systèmes  complexes,  font  l’hypothèse de distributions  statistiques  stationnaires  et 
exhibent  de  la  dépendance  à  longue  portée  [Li,  Lin,  Min].    Mais  les  mécanismes  concrets, 
sociologiques  et  économiques,  qui  régissent  le  comportement  et  l’évolution  de  la  grille  ne 
motivent pas naturellement  l’hypothèse de  stationnarité.  La difficulté  est  alors que  l’ensemble 
des  outils  statistiques,  des  plus  classiques  (calcul  de  moments,  ajustement  de  modèles),  à 
d’autres plus sophistiqués, comme le clustering, ne sont plus justifiés.  Une alternative consiste à 
considérer une autre classe de modèles : une séquence de processus stationnaires séparés par 




élémentaires  comme,  pour  une  distribution  statistique,  l’erreur  quadratique moyenne  (RMSE, 
Root Mean Squared Error),  qui mesure  la distance  entre  l’estimateur  et  la  valeur mesurée,  ou 
pour le cas spécifique des séries chronologiques, ou comme la corrélation entre série prédite et 
mesurée,  sont  profondément  perturbés.  Dans  le  domaine  du  scheduling,  cette  difficulté  a  été 
soulignée par les travaux autour du projet BQP (Batch Queue Predictor) [Mut], à partir du besoin 
utilisateur : fournir un intervalle  de confiance réaliste pour les prédictions. 





Les  données  analysées  sont  les  séries  chronologiques  (time  series)  de  la  charge  de  quatre 
Computing  Elements  (CE)  particulièrement  chargés.  Le  problème  de  sélection  de  modèle 









modèle, qui décrit  simultanément  les  ruptures et  la paramétrisation AR d’une part, et  celui de 
l’écart du modèle aux données (innovation) d’autre part. La sélection de modèle devient alors un 
problème d’optimisation : minimiser  la  fonction de codage. Dans ce travail,  l’optimisation a été 





































correspondent  à  l’indéterminisme  de  la  génération  des  données  et  de  la  mesure.  Comme 
d’autres données (pour la même période et le même CE) ne sont évidemment pas disponibles, la 
technique classique du bootstrap a été employée. Des séries chronologiques suivant le modèle, 
et  incluant  une  permutation  aléatoire  des  innovations  à  l’intérieur  de  chaque  segment,  sont 
générées,  puis  segmentées  et  ajustées.  On  peut  alors  évaluer  finement  le  degré  de  similarité 
entre  les  modèles  résultants  par  la  distribution  des  distances  entre  les  points  de  ruptures 
voisins.  Ceci  fournit  une  meilleure  évaluation  qu’un  critère  numérique  unique,  comme 
l’approximation  par  le  critère  AICC  de  la  distance  de  Kullback‐Leibler  [Hur],  pour  les  mêmes 





Enfin, pour bâtir un modèle  finalisé,  les points de rupture  issus du bootstrap sont groupés par 
clustering (clustering hiérarchique par centroïde) (figures 3). Les limites de la robustesse pour 
le paramètre d’ordre du modèle AR (les  intervalles de confiance dans  la  figure 4)  s’expliquent 
par  la  stagnation  relative  de  la  fonction  cible  de  l'optimisation  dans  cette  direction.  Afin  de 





d’attente  (Estimated Response Time,  ERT).  Le GO  a  crée un processus de monitoring de  cette 
information, et un ensemble d'outils pour interpoler et sous‐échantillonner les ERT et les temps 
d’attente  réels  (Actual Response Time, ART).  La  trace  analysée  correspond  à  l’activité  du  LAL 
d'octobre 2008 à février 2009. Nous avons examiné les quatre indicateurs suivants: RMSE; test 









Le RMSE est  au moins un ordre de grandeur  supérieur  à  la moyenne ou  la médiane de  l'ART, 
indiquant donc une très mauvaise qualité de prédiction. L’inspection des distributions (figure 5) 
explique ce mauvais  résultat par  la domination de  très grandes valeurs  rares  (qui ne sont pas 
des aberrations) de l’ERT. Comme on peut s'y attendre, le chi‐2 rejette l'hypothèse de similitude: 
4 degrés de liberté, valeur p = 0 pour la queue Atlas, 1 degré de liberté, valeur p = 0,2112 pour la 
queue Biomed. L’inspection de  la dynamique du  système  (figure 6) montre que  ces anomalies 
correspondent  à  des  pics  d’ERT  très  localisés,  et  résultant  probablement  d’un 
dysfonctionnement  du  prédicteur.  La  corrélation  donne  également  de mauvais  résultats,  avec 
plusieurs dizaines d’heures de décalage.  
Les indicateurs devraient intégrer à la fois la fiabilité de l'estimation (à la BQP), et la difficulté de 
la  tâche, ce qui est essentiel vu des profils de charge  très  irréguliers:  l'estimation exacte d'une 
ERT nul pour une queue vide n'est pas très instructive.  
Lorsque  l'objectif  est  de  comparer  des  classifieurs,  une  stratégie  alternative  est  consiste  à 
mesurer  la  précision  en  fonction  de  la  sensibilité,  pour  chaque  classificateur  considéré.  Le 
meilleur cas est le point (0, 1), où toutes les prévisions sont exactes, le pire est (1,0), où toutes 
les  prévisions  sont  erronées,  la  diagonale  séparant  la  région  où  la  prédiction  est  meilleure 
qu’aléatoire, de celle où la prédiction est pire que aléatoire. 
L'idée  est  alors  de  considérer  que  l’ERT  définit  un  ensemble  de  classifieurs  associés  à  des 
intervalles  disjoints:  pour  un  intervalle  de  temps  donné,  l’ERT  prédit  que  le  temps  d'attente 
tombera  ou  non  dans  cet  intervalle.  Afin  de  ne  pas  être  trop  dépendant  d'un  ensemble  de 
données  particulier,  nous  avons  défini  les  limites  des  intervalles  comme  une  progression 
géométrique,  ce qui  donne une  croissance  exponentielle de  la  taille de  l'intervalle.  La  figure 7 





Le  but  de  cet  article  était  de  montrer  sur  deux  exemples  que  les  objectifs  de  modélisation 
soulèvent  des  questions  scientifiques  difficiles,  ouvrant  la  voie  à  des  interactions  entre 
l’apprentissage  statistique  et  les  utilisateurs  opérationnels  et  scientifiques  des  modèles  de  la 




de  recherche,  dans  le  domaine  des  ontologies :  l’intégration  de  données  hétérogènes  pourrait 
dans une certaine mesure suppléer à l’absence d’interprétation de référence.   
La  constitution  d’une  communauté  interdisciplinaire  nouvelle  n’est  jamais  simple,  nous 
souhaitons  avoir  montré  qu’elle  peut  être  fructueuse.  Contribuera  aussi  à  cette  démarche  la 
publication  de  données  de  consommation  énergétique,  via  le  projet  Green  Computing 
Observatory, dont une démonstration est proposée dans cette conférence. 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