The target of smart houses and enhanced living environments is to increase the quality of life further. In this context, more supporting platforms for smart houses were developed, some of them using cloud systems for remote supervision, control and data storage. An important aspect, which is an open issue for both industry and academia, is represented by how to reduce and estimate energy consumption for a smart house. In this paper, we propose a modular platform that uses the power of cloud services to collect, aggregate and store all the data gathered from the smart environment. Then, we use the data to generate advanced neural network models to create energy awareness by advising the smart environment occupants on how they can improve daily habits while reducing the energy consumption and thus also the costs.
Introduction
The current leading technologies for home automation (also called domotics) are the Z-Wave and ZigBee wireless network protocols [1, 2] . The next generation in home automation is the devices which use artificial intelligence algorithms to control and report like the Amazon Echo or the Nest Learning Thermostat. The third generation of devices is the so-called robot buddy-robots built to interact with the humans, like Rovio or Roomba [3, 4] .
In general, the concept of home automation involves having a centralized control for any combination of illumination, HVAC (heating, ventilation, air-conditioning), electronics, appliances and security systems. Unification of the power for home subsystems offers the user a lot of flexibility. The system which is an interface for reporting data collected from all around the house and allowing the control of any electronics or appliances has seen increased popularity fuelled by the increase in numbers of smart phones and tablets always connected to the Internet.
Installing and configuring a home automation system not long ago, using wired systems and infrared sensors, was considered a real hassle. The rapid development of communication in the domotics area facilitated the development of functional home automation wireless networks like Z-Wave and ZigBee. Smart phones and tablets, unlike the on fixed position control panels installed on the perimeter, allowed remote control of the automated system via easyto-use smart phone/tablet applications.
There are multiple algorithms that can be used in home automation platforms to implement or solve different problems. Activity Recognition, or pattern recognition, is used for identifying human activities and the human responsible for a specific activity. The collected information can be used to create usability patters and predictions for specific individuals. In AAL (ambient assisted living), it can be used to issue reminders for seniors or cognitive/physical-ill residents. Context Modelling is the ability to represent all the information gathered from sensors and using prediction algorithms to model the current environment. Anomaly Detection represents the ability to detect unexpected behaviours, especially used in AAL system implementations to detect possible hazards that could affect or be produced by seniors or cognitive/physical-ill residents. Resident Identification is the ability to identify and locate the resident indoor.
When we are referring to deep learning algorithms, we are in fact talking about deep neural networks-an interconnected web of nodes (neurons) and the edges between them. The neural network function is to receive a set of inputs to perform progressively complex calculations and use the output to solve a given problem. There are a plethora of different neural networks types that can be used in a progression to solve various problems. Before we can decide which is the right networks to use, we need to take a look at the data that we will use for deep neural nets (DNNs) training. We have two types of data: (i) unlabelled data are recommended that a restricted Boltzmann machine (RBM) or an auto-encoder (AN) is used and (ii) labelled data is used for text processing-recursive neural tensor network (RNTN) or recurrent network (RN), image recognition-deep belief network (DBN) or convolutional network (CNN), object recognition-recursive neural tensor network or convolutional network and speech recognition-recurrent network.
This paper proposed two directions to the technological advancements in the domotics area of research: introducing a new platform for smart home automation and data collection and developing new and superior algorithms for energy efficiency based on deep neural networks for enhanced living environments. The first direction offers a general view of the domotics domain to help the reader to further understand how the improvements in domotics can help, by increasing the quality of life. It also presents the proposed platform used for controlling and automating a smart living environment with an accent on reducing the energy consumption. This part generates the leads for better understanding where the data used for making the deep neural networks models come from and what actuators can be used in order to reduce energy consumption further [5] . The second direction explores the deep neural network models that can be generated with the purpose of reducing the electric energy consumed in a smart living environment. In this part, we go into detail on how we can achieve this using deep neural networks, how the resulted models were created and what were the results.
The main contributions of this paper are as follows: The paper is structured as follows. Section 2 highlights the existing results in the area of domotics and main industry contributions. Then, Sect. 3 describes the proposed platform introducing the model and the implementation details. The use case considered for validation is presented in Sect. 4 . Then, the second contribution of this paper, the energy reduction algorithms, is introduced by Sect. 5 and then described as non-intrusive load monitoring in Sect. 5.2 and energy load forecasting in Sect. 5.3. The paper ends with conclusions and future work (see Sect. 6).
Related work
The main actors in the industry launch smart hardware every year that can be used in intelligent house implementations. Large companies like Apple (HomeKitÒ), Samsung (SmartThingsÒ), Google (Nest Labs), Ikea (Home Smart) are beginning to develop home automation products. They rarely offer an open communication protocol or expose a viable way of integration. The majority uses proprietary applications or set-top boxes to interact and control their devices, which further reduces the interoperability of smart hardware that exists on the market.
A broad range of applications exists in the field of home automation. Hargreaves analysed data gathered from 4 homes that were involved in a home automation field trial [6] . The analysis concluded that the residents of those 4 houses used the home automation technology to improve their house energy efficiency or to enhance the house security. Applications like Vera TM Z-Wave systems were used for improving the electricity usage or RWE Smarthome TM systems for monitoring and home security. The concept Internet of Things (IoT) where every electronic device is interconnected and transmits data seems a rather impossible concept. Massive quantities of data would be generated by those devices exchanging information. Intelligent data mining algorithms will play an important role in extracting valuable information that will be used for service improvements [7] [8] [9] Sun et al. [10] proposed in his paper an ad hoc intelligent sensor/actuator network design based on agents. Each agent is a range of sensors or actuators grouped by their behaviour and ability to process decisions. The decision taken inside an agent is regulated by Petri network policies. The agents are able to identify one another, detect each others functions and set a communication protocol.
An exhaustive survey of existing ambient assisted living (AAL)/ELE solutions was compiled by Rashidi et al. [11] . The authors describe the paradigm of ''ambient intelligence'' as ''Ambient intelligence is a new paradigm in information technology aimed at empowering people's capabilities by the means of digital environments that are sensitive, adaptive, and responsive to human needs''; then, they talk about why AAL/ELE solutions are needed and how this type of solutions can offer to elders the comfort of still living in their homes without the need of home nursing.
Because the human centric applications that domotic systems have, human activity recognition is an important part of the system. In his paper, Fahim et al. [12] introduced evolutionary ensembles model (EEM)-an algorithm based on genetic algorithms that recognizes activities and generates understandable rules. EEM achieved significant improvement in user activities like ''Bathing'', ''Grooming'' and ''Cleaning''.
Duong et al. [13] addressed the problem of recognizing human daily activities using a two-layered extension of the hidden semi-Markov model (HSMM) named switching hidden semi-Markov model (S-HSMM). He splits the activity recognition in two parts, one for atomic activities and one for high-level activities composed out of a sequence of atomic activities. Furthermore, Nguyen et al. [14] showed yet again that using a derivation of the hidden Markov model (HMM), the hierarchical hidden Markov model (HHMM) can be used for human activity recognition. They use an integrated system for detecting and modelling both low-level and high-level activities proposed by Nguyen et al. [15] . To model the behaviour hierarchy, the abstract hidden Markov memory model (AHMEM) [16] is used.
The Nest Thermostat was one the few successful intelligent products available on the market that is able to learn based on how the users are interacting with their smart house environment, using machine learning algorithms. Yang et al. studied in his paper [17] the ''experience of living with an advanced thermostat'' and revealed the challenges and the implications of intelligent systems in smart house environments.
Stepping into machine learning area, there are a lot of frameworks based on neural networks that are worth mentioning. Jia et al. designed a framework, Caffe [18] , based on CNN that can be extended and customized to be used in patter recognition. Another framework based on CNN that can be used for patter recognition worth mentioning is Theano [19] .
In their paper [20] , Kelly and Knottenbelt presented a pattern recognition algorithm based on a long short-term memory neural network used for energy disaggregation. For their algorithm, non-intrusive load monitoring (NILM), they used 3 different stacked neural networks composed of a convolution layer, an auto-encoder used for denoising and a long short-term memory neural net. NILM managed to outperform algorithms like combinatorial optimization, factorial hidden Markov model and auto-encoder.
The best-known recent success story of deep learning is Deep Reinforcement Learning, a program that learned to play seven Atari 2600 games by itself with no adjustment of the architecture or learning algorithm. Mnihet al. [21] described in their DeepMind paper how they used the Q-learning method of reinforcement learning together with deep neural network resulting deep Q-network. This way they managed to overcome the enormous number possible states that their system could have, by replacing the Q-function with a neural network.
Non-intrusive load monitoring is a subject that draw sa lot of attention since it was first proposed in the mid-1980; Kolter et al. in their paper [22] proposed a new way of implementing NILM via a method called Discriminative Disaggregation Sparse Coding (DDSC) based on structured prediction and sparse coding in order to increase the algorithm performance. They used an extensive test base of more than 10,000 devices from 590 homes over a total period of more than 23,000 weeks, the results obtained was an accuracy of 55.05% with their DDSC algorithm.
Fiol in his thesis [23] compiles an exhaustive review of three of the most important NILM methods: sparse coding, particle filters, and quadratic programming. DDSC algorithm, first proposed by Kolter [22] is based on sparse coding which is a method from the unsupervised learning. Energy disaggregation via particle filtering (EDPF) approximates the distribution based on particles weight which represents the likelihood of a device state. The additive factorial approximate maximum a posteriori (AFAMAP) is a unsupervised algorithm considered a quadratic problem, which uses two models, the additive and difference, to calculate the contribution of a device to the aggregate power demand data and to quantify the changes in energy consumption each time step in order to identify and decompose each device by power demand without the need to know in advance the device composition from the house.
The SHE platform
The first part of this article presents the SHE-smart home environment platform. It was designed to be a smart house controller that makes use of generic automation algorithms for controlling the connected systems while also using the collected sensor data to generate deep neural network models. These models will detect energy consumption variations and advise the inhabitants on how they can improve their way of life, while also reducing electrical energy costs. During our system implementation, we relied heavily on the Microsoft Azure cloud platform for their IoT components and their Event hubs to connect our on-premise agent endpoints to their cloud counterparts [24, 25] . As presented by Ghaffarian et al. in their paper [26] , the term Smart House, although it is still considered to represent the future, is a lot more connected to our present as smart houses begin to be a real part of our lives. In the current design, a smart home adapts and embeds existing applications, and ultimately, we will need to build intelligent software solutions which can adapt to the resident's needs, not the other way around.
Platform scope and objectives
We designed and implemented our platform following guidelines and the requirements that define an AAL/ELE system as defined by Zinner et al. in their paper [27] , such as dedicated SLAs, upfront costs, usability, security and interoperability. Although we took into account all the requirements that define an ELE environment, we mainly focused on what we considered to be the most important: robustness, interoperability, security and costs.
Robustness
Our system can achieve ''Robustness in the small'', being able to tolerate perturbations that are small in magnitude. The platform core engine relies on the Azure cloud for data persistence because of its replication capabilities. The onpremises engine is an IoT agent with no actual data persistence or configuration knowledge which can be hotswapped without generating any system downtime. The platform does not lose any collected data in case of Internet connection problems on the agent, and data are just queued to be submitted when the connection is stable again. From the automation point of view, it can support any changes in the sensors/actuators configuration without system failure, and it can also cope with dead or broken sensor/actuators nodes and reconfigure the network mesh while staying online and without losing its functionality.
Interoperability
The domotics market is filled with a large number of competing for communication protocols which cannot interact or even inter-communicate with each other, out of which we will enumerate a few: Z-Wave, ZigBee, 6LoWPAN [28] , INSTEON, Wavenis. Gomez et al. [29] did an exhaustive survey of the home automation available networks, exposing the strong and weak points of each competing technology. Most of the network protocols used for home automation (except 6LoWPAN) cannot be directly connected to a router and thus to the Internet, making them only usable while on-premises-this was not considered a big problem as most of the automation needed to be done while present. Gill et al. showed us in his paper [30] a home automation architecture based on ZigBee hardware. They managed to create interoperability between ZigBee and the Wi-Fi (and the Internet) using a PC connected to the Wi-Fi router with a ZigBee controller attached. Because now we are talking about ubiquitous and always-connected systems, with all the risks that are involved, an Internet connection is mandatory for a smart system. We consider that a smart home platform should be designed to support many of the existing communication protocols available and to be able to relay messages between on-premise and Internet securely.
Security
Home automation network security must be taken very seriously; a well-prepared hacker could take full control of your home and use it to gather information and sell it to thieves or extort you to give back the power. Security of home automation platforms was not considered an essential subject, mainly because a hacker needed to have access in the perimeter to be able to penetrate the network, which in consequence reduced the exposure of security flaws [31] . Starting with the IoT era, all domotic platforms aim to offer a possibility to be remote controlled from the Internet or to store and process their gathered data in a remote cloud service [32] . Security is an essential aspect for our platform which we tried to impose by only accepting secured home automation networks through our agent implementation. We also used hardware encryption for securing a device to cloud and vice versa communication. Our mobile application is protected by using Microsoft and Google authentication engines with 2-step validation enabled. User privacy is also an aspect we have to consider, not all types of sensors can be used in any situation, and their number and kind have to be adapted based on the level of intrusion that the residents will accept in their life; for example, audio/video or ubiquitous sensors can raise privacy issues with some residents, and in consequence, all designed algorithms should use only the minimum number of sensors [33, 34] .
Costs
When talking about the benefits of a smart house implementation cost-wise, we have to take into consideration the upfront and running costs of implementing and using the platform and compare those with the added value of comfort obtained and the economy generated by the platform. Based on the sensors and actuators used, the domotic solution can reduce electric energy, fossil fuel and water costs altogether. Our proposed solution focused on a use case that offers residents the comfort of automating some day-to-day activities and on the economy obtained by reducing electric energy consumption costs.
Platform architecture
An important factor we have to consider to reduce costs and also increase the platform functionality is to offer interoperability between devices that use different home automation technologies. However, integrating multiple communication protocols into a single application would result in a complex device control component. For this, we propose a platform that can receive sensor data and control devices that use different technologies and are also able to create a bridge between them by adding an abstraction level in between platform and tools. All the physical hardware used by the IoT component is abstracted to the level of a generic agent-which is a description of the hardware protocol, its devices and their set of capabilities. Figure 1 illustrates our system, which is composed of three individual components: on-premise deployed agent, the mobile remote control and the cloud service, each able to be implemented separately and functioning as an independent service communicating with the other components over encrypted channels. We chose an architecture based on multiple on-premise stateless agents used for hardware interaction, and a single, scalable, cloud service which controls all the agents. User interaction is possible through a mobile application with the role of remote control. The multi-agent architecture allows the separation of locations or type of hardware being controlled, thus offering a degree of flexibility deployment-wise. 
IoT agent
Hardware-wise, the on-premises component is an independent hardware device which controls a group of nonconflicting protocols (e.g. Z-Wave and ZigBee); softwarewise, it is an IoT agent-part of the platform responsible with data collection and on-premise automation control based on the connected controller gateways. The agents are used to create bridges between multiple heterogeneous home automation devices working with different protocols (Z-Wave, ZigBee, etc.) or various network types (wireless, wired) by abstracting the hardware devices and offering a standard API for the platform to interact with. Although the agent itself was designed and built to facilitate protocol interoperability between devices, in our case study, we only focused on using a Z-Wave mesh network, mainly because of the plethora of tools that are using this technology available on the market [35, 36] . The agents can operate simple IFTTT pre-configured command chains or to execute basic automation algorithms for controlling the integrated systems: the room temperature, bright lights or other smart devices. The agents are responsible for bridging API functions to actual commands of the physical hardware integrated into the smart home system with the purpose of controlling the actuators and gathering data from sensors, to transmit the collected data and to receive commands from the cloud service.
The platform component representing an IoT agent is a stateless entity which relies on the cloud service to fetch its configuration and also to store the gathered data. As seen in Fig. 2 , the architecture of an agent replicates physical representation of the controlled devices through multiple hardware agents-the equivalent of an existing on-premises automation network of devices which are grouped by a single controller (Z-Wave controller, ZigBee controller, or even custom-designed Arduino-based controllers), and the logical representation of devices in objects, which describes the position and functions of the tools inside the controlled environment.
Cloud service
Cloud service is the component responsible for data persistence and processing, model serving and issuing mobile notifications. The service is based on multiple Azure cloud components interconnected by a virtual private network. The only access points which expose an API to make the service available to external clients (agents or mobile applications) are the IoT hub, Web API application, and the App service (see Fig. 3 ).
IoT hub is the primary communication endpoint for the IoT agents, it can communicate both ways with the agents via hardware encrypted channels, and it can also manage them remotely with the condition that they are running on Windows 10 IoT operating system. The hub supports AMQP and MQTT communication protocols, encrypted using X.509/TLS or with hardware keys generated by a dTPM module sitting on each IoT agent. If the messages are in JSON format, they can be automatically redirected over up to 100 different routes depending on the message properties.
Messages received by the IoT hub are pushed to an Event hub queue where they trigger an Azure Function which processes the events and sends it to the NoSQL database for storage, it updates the model state in the Redis Cache and it invokes the Tensorflow Serving service. If the message is a configuration event (a new node added to device is added to the network), it will change the model configuration from the SQL database.
Both WebAPI and AppService are web services implemented in .NET WebApi; they expose the API consumed by the IoT agent in order to receive the house automation model needed for initial configuration or reconfiguration and, respectively, the API used by the mobile application to communicate with the platform. Only HTTPS communication is used, and the authentication is based on the Microsoft account authentication provider for the AppService using symmetric keys for the WebAPI.
AppService is the only access point for all the mobile applications; all the platform functionalities are hidden behind this entry point. It is protected by Microsoft account authentication provider with enforced multi-factor authentication. This is the only API publicly available to the users, and its exposed procedures are controlled and validated by the platform before execution to ensure the stability of the application. Its function is to supply the controlled environment configuration to the application, to relay the current model state as it is stored in the Redis Cache, and to accept control commands for the objects that have this capability.
The WebAPI is an entry point for the IoT agents, secured with symmetric access keys, usually used at the agent boot time to fetch the smart environment configuration and current model. Because the agents are stateless, they rely on this API to get their active configuration at boot time or if a reconfiguration that will directly affect the agent is pending.
For training the model, we are using pre-configured Tensorflow Docker containers, stored in an Azure Container Registry. The training starts based on a Scheduler that triggers a Batch Model Training using the entire collected data up to date. During training, we are using the Batch Shipyard over the Azure Batch service to run training tasks in Docker containers on an NC-Series virtual machines (instances powered by NVIDIA Tesla K80 GPUs). When the training is finished, we dump our models into Model Storage, a storage container, from where it is automatically picked up by the Tensorflow Serving service. We are relying on the batch service for training because the allocated virtual machine pool is short lived, it offers the needed power on demand, without any reservation or significant investment, and it is only generating expenses during practical training. When the neural network needs reconfiguring or adjusting, we have to bake and deploy new Docker containers with their Tensorflow neural network training pre-configured.
Notification hub is an essential part of our platform, helping us to communicate with the users-based on our deep models, we are creating energy awareness and advise them on how he/she can improve daily habits while reducing costs and what would the costs reduction mean translated into users currency [37, 38] .
When receiving a new event message from the IoT agent, it is filtered depending on its type and passed to the Tensorflow Serving service, and the generated model output is translated to a notification type, if needed, and sent to the Notification hub to be forwarded to the mobile applications that are currently enrolled in the platform.
Mobile application
In our platform, the Mobile Application has the role of remote control and is in our use-case an Android application. It uses the AppService endpoint to communicate with the cloud service, with the purpose of exposing to the user a controlled way to interact with the platform. The application displays the current environment state and configuration, and it allows the user to control all the devices and appliances that support the Set capability type. Because the endpoint API is a REST service and the authentication is based on Microsoft account provider and OAuth2, the platform can easily be extended with other applications that can play the role of remote controls.
Use case
For our use case, we chose to control and collect data from a smart house environment using 14 different sensors and actuators, explained in Table 1 , which are controlled by two Z-Wave controllers connected to a Raspberry Pi 3 running Windows 10 IoT. In our use-case scenario, we collected data from the smart environment (see Figs. 4 and 5) as it can be seen in Table 2 , and we are able to control actuators as seen in Table 3 .
For our experiment, we chose to focus on monitoring the kitchen, part of a smart house environment, because of the large number of appliances usually found there and because it is a good candidate for energy reduction algorithms-a study made by British Gas shown that 2 out of 3 devices which produce the most CO 2 through electric energy consumption in the UK are located in the kitchen. For our experiment, we collected raw data about room temperature, luminance, humidity, presence, window state, individual appliances power demand and energy consumption, and also the instant power and energy consumed by the entire house.
In our use-case scenario, we only used part of the available data from sensors as input data for the energy reduction algorithms. The data used were gathered at a sampling rate as it can be observed in Table 4 -where all the numeric values are defined in seconds, RT means real time and RT-Value means the value is detected in real time and expires after Value of seconds if the event is not triggered again.
The data were collected from a household for five months. For the data collection, we used an Aeon Home Energy Meter Gen5 and an Aeon Smart Switch Gen5 with a sampling rate of 5 seconds which was sent for storage into a NoSQL database (Azure Cosmos DB), and also to reduce the number of transmitted messages, we only stored those where the measured value changed. In Fig. 6 , we extracted an example of aggregated data and appliance specific power demand for the devices we trained our algorithms on.
Energy reduction algorithms
Recently, energy efficiency and energy-saving measures have become more of a concern in the context of the ongoing fight to reduce CO 2 emissions. With the exponential growth of electronic device market, energy consumption in the residential segment also grown at the same rate. Despite the efforts of international communities by banning inefficient light bulbs and imposing the creation of energy efficient appliances, the consumption continues to grow. Smart houses and environments are becoming a part of our daily life given the fact that automation devices have become more and more accessible as a result of the competition between the companies which produces them. Nonetheless, smart environments should be the key tool for energy efficiency in the residential segment that on top of efficient devices should also implement energy reduction 
Deep neural networks
There are multiple algorithms that can be used in home automation platforms to implement or solve different problems:
• Activity Recognition or pattern recognition, used for identifying human activities and the human responsible for a specific activity. The collected information can be used to create usability patters and predictions for specific individuals. In AAL, it can be used to issue reminders for seniors or cognitive/physical-ill residents.
• Context Modelling the ability to represent all the information gathered from sensors and using prediction algorithms to model the current environment.
• Anomaly Detection ability to detect unexpected behaviours, especially used in AAL system implementations to detect possible hazards that could affect or be produced by seniors or cognitive/physical-ill residents.
• Resident Identification ability to identify and locate the resident indoor.
When we are referring to deep learning algorithms, we are in fact talking about deep neural networks-an interconnected web of nodes (neurons) and the edges between them. The neural network function is to receive a set of inputs perform progressively complex calculations and use the output to solve a given problem. There are a plethora of different neural networks types that can be used in progression to solve different problems. Before we can decide which is the right networks to use, we need to take a look at the data that we will use for DNN training.
• Unlabelled data it is recommended that a restricted Boltzmann machine (RBM) or an auto-encoder (AN) is used. Applied to our use case, in order to improve energy consumption efficiency we had to split our problem into two separate smaller problems that we will resolve them individually as follows:
• NILM or non-intrusive load monitoring, used to identify specific appliances, detect the usage period and frequency, and determine the energy consumed by it.
• ELF or energy load forecasting, used to forecast the energy consumption patters of the residents and detect usage anomalies which generates an increase in energy consumption. After we identify the anomalies, we will detect, using NILM, the appliance that caused it and issue a notification related to the anomaly. Based on the defined energy cost, we will promote the economy the user is able to make by reducing the usage of that specific device.
Non-intrusive load monitoring
The term non-intrusive load monitoring (NILM) first appears in the year 1984 invented by George W. Hart. He was proposing that an individual device can be detected from a cluster of machines which are consuming energy at the same time by looking at how the power changes when turning a device on and off. He made two assumptions; first, that only one device at a time was turned on or off, and this was also possible mostly because he sampled data at 100Hz, which generates a low probability for two devices in a household to be turned on/off at the same time. This method can be applied successfully depending on the sample rate used, and if we are using a rate higher than 1 minute, other methods have to be devised. The other assumption was that the device would consume a constant amount of power while on. If we summarize this first version of a NILM algorithm, we can conclude that Hart was detecting the change in control when a device was turned on and then when it was again off [39, 40] .
To better exemplify what energy disaggregation means, we will give a small example of a house hold that has five devices: kettle, coffee machine, electric cook-top, fridge and dishwasher. Lets say that we have a sampling rate of 1 minute and the values are displayed in Watts; then, our dataset would look like the one presented in Table 5 .
Depending on the algorithm type used for the energy disaggregation, the dataset used for training can be represented by the entire data available, as seen in Table 5 , or by using part of the available date in order to detect appliances one by one through feature extraction-in which case the data set would look like Table 6 , or by using unsupervised learning where the input data would only be represented by the total power as seen in the column Total.
Training
A human individual can learn, based on the features of the power demand graphic, to identify devices. As a human, we take a look at the consumption variation of a method, which means turning on and off some or all parts of the device, and correlate that with the changes in the aggregated power graph. We can easily say that an image classification algorithm would be able to detect devices based on the graph form and features. The recent breakthrough in image classification made with the help of deep neural network [41] [42] [43] made us investigate the results obtained by DNN when applied to energy disaggregation problems.
To successfully train a neural network, we have to pass through our training dataset multiple times-because of the large numbers of auto-adjustable parameters a neural network has. To reduce model over-fitting (the obtained model fits too well the training set, and it does not work on any other similar data), we have to use large quantities of training datasets. To cope with the fact that DNNs training requires a huge amount of data, we began to generate our own aggregated data by randomizing device usage and summing their power demand data. This can create a highly improbable usage scenario (making two coffees in the middle of the night), so we added some probability barriers on some device usages. This auto-generation of training data also helps to cover more use cases than those obtained based on the data extracted from the house we trained on.
For the energy disaggregation algorithm, we will use supervised training and train one model for each available appliance. There are datasets with training data for NILM available like REDD, BLUED or UK-DALE, but most of the data have specific characteristic of the country it was gathered from. We decided to use part of our gathered device data and to auto-generate the other part based on a particular algorithm. The aggregated and device individual data used for training were: 20% real data and the rest 80% auto-generated data, and the testing was done only by using real gathered data.
First experiment: RNN
We skipped the feedforward neural network and started our tests with a recurrent neural network (RNN). RNNs are highly connected network types where every neuron is connected with all the other neurons from their own layer and neighbouring layers. We chose this type of network because it is well suited for time series type of data. In the network configuration, we tried multiple time windows from 30 seconds (6 samples) to 60 minutes (720 samples)-this means that the input for our network is a segment from the aggregated data vector with the length defined by the RNN time window. As activation functions for the hidden layers, we used a combination of:
• Linear activation-hðxÞ ¼ x.
• Rectified linear unit or ReLU-hðxÞ ¼ maxð0; xÞ.
• Hyperbolic tangent (tanh)-hðxÞ ¼ sinhðxÞ coshðxÞ.
The time window had to be adjusted based on the appliance usage duration, making sure we capture device statechange features while excluding redundant data that could possible change the results. For kettle, coffee machine, espresso machine and the fridge, we have defined a smaller window, and for devices like washers, we have a larger time window.
The results obtained were far below expectation as seen in Table 7 .
Second experiment: LSTM
The problem with our first experiment in relation to our dataset is that RNNs have a very good memory and it uses all the supplied information from the input time window which causes very low gradient values when back-propagating-this is known as the ''vanishing gradient'' problem. We chose to migrate tour network structure to a long short-term memory (LSTM) architecture [44] because unlike RNNs, the LSTMs have a gated memory and it can filter only the relevant information that it needs to keep for the long term. LSTM-based networks are currently used successfully for speech recognition and foreign language translation [45] .
To better identify the features of the input data vector, we used one-dimensional (1D) convolutional neural networks (CNNs) [46] . We decided that the first layer of our LSTM network should be an 1D convolutional layer to extract the features of aggregated input data, and the last hidden layer of our deep neural network was another 1D convolutional layer, this time with the role of deconvolution-recreating some of the details [20] . We ended with an architecture as it can be observed in Fig. 7 , where we have the following layers: 
1.
Input data a segment from the aggregated data with a variable length depending on the device we are training. 2. 1D Conv the first hidden layer is a convolutional layer used for feature extraction of the input data. 3. LSTM the third layer is a LSTM composed out of 64 neurons, fully connected with neighbouring layers. 4. ReLU we then added a linear rectifier layer (hðxÞ ¼ maxð0; xÞ) to efficiently propagate the gradient between the LSTM layers and to help with exploding gradient problems. 5. LSTM the fifth layer is another long short-term memory layer, with 128 neurons, fully connected. 6. TanH the sixth layer is a hyperbolic tangent activation function (hðxÞ ¼ sinhðxÞ=coshðxÞ) added to clip the gradient when back-propagating. 7. 1D Conv the last hidden layer does a deconvolution trying to give back some features to the results. 8. Output last layer outputs the results in the form of a decimal number, less than zero, representing the probability that the device we are training the model for is turned on and its current estimated power consumption.
Using LSTM networks, we obtained the following accuracy results as seen in Table 8 . The LSTM performs well on devices which have a constant energy consumption after the initial activation and thus the results on kettle, fridge, coffee filter.
Third experiment: auto-encoders
Auto-encoders try to reconstruct the input after first encoding it into a lower dimension vector by deciding which features are the most important-we can consider it a feature extractor. Denoising auto-encoders (DAs) tries to reconstruct clean outputs from partially corrupted inputs by finding a hidden, latent representation of the input h ¼ f ðWx þ bÞ and uses this to reconstruct the original
Convolutional layers act like cells from the primary visual cortex by extracting the primitive, abstract and detailed features when stacked one on top of another. Convolutional auto-encoders (CAEs), unlike conventional ones, share their weights [47] . For a 1D vector input x, the latent representation (hidden representation) h of the t feature is
where f is the activation function, Ã is the convolution and the bias is broadcast inside the entire layer. The reconstruction can be obtained by 
where there is only one bias c and H is feature map. To minimize the cost, we used mean squared error function and the back-propagation algorithm applied is the standard, the computation of error gradient.
We will generate a model for each appliance which will have as input a segment of the aggregate data and will output a vector with the same length as the input which represents the instant power demand for that device out of the aggregate data. After some experiments, we with a network architecture based on stacked DAs and CAEs, where for CAE we used 1D convolutional layers for extracting the features and also as deconvolution layer for adding back part of the features. The obtained network architecture is described as follows where n is the input sequence length:
1. Input data a segment from the aggregated data with a variable length of n which depends on the device we are training for. The initialization strategy was to use unsupervised pretraining for each stacked AE as it can be observed in Fig. 8 . We corrupted part of the input x with values on the same position from aggregate data a randomly chosen [48] [49] [50] :
where x is individual device power demand, a is the aggregate power data, x 0 is the corrupted input, and q D is the function. We mapped x 0 to the latent representation of h:
from which we reconstruct the output y: where B x and B y are the Bernoulli distribution. Using stacked CAE and DAE networks, we obtained the following accuracy results as seen in Table 9 .
Unsupervised training and results
In the context of a smart environment, the network architectures we presented so far are used for supervised training, which needs labelled data. If we have to use an algorithm that will retrain its models automatically without human intervention, we require an architecture able to train using unlabelled data. For this, we decided to split the energy disaggregation problem in two parts:
• Supervised training which will generate pre-trained models for a predefined number of appliances, which will be deployed with the platform.
• Unsupervised training this will use the entire collection of data available and also the pre-trained LSTMs to train and retrain models without the need of human interaction.
For the unsupervised training of data, we experimented with restricted Boltzmann machines (RBMs) to try and extract the features from the time series supplied as input. The RBM automatically finds patterns in the data by running the network forward and then back to reconstruct the input which is compared to the initial input by using a KL divergence. Based on the result, the weight and biases of the network are automatically adjusted until the reconstruction is as close as possible to the input. Afterwards, we began stacking the RBMs into a deep belief network (DBN), which is composed of multiple RBMs that pass their results from one another and try to extract the patterns. After a DBM is trained, we need to use a small sample of labelled data to fine-tune the network and obtain the classifier-which raised problems regarding the method we should use to obtain the labelled data without human intervention.
The architecture we ended with, based on our experiments, for the unsupervised training is based on denoising and sparse auto-encoders (dAE and sAEs)-as it can be seen in Fig. 9 . The auto-encoder is used to train a model automatically based on input data, and it is based on 1D convolutional and ReLU layers for encoding the information, and on ReLU, sigmoid and 1D convolutional layers for reconstructing the input.
We added a dAE because the input data were more complicated than the input obtained from the pre-trained LSTM models (x 1 , x 2 , x 3 ) which added a bias effect which was causing imbalance in the network giving much more importance to the input data versus the LSTM model outputs. We have the following eight hidden layers for the dAE component:
1. Input data a segment from the aggregated data with a variable length depending on the device we are training, 2. 1D Conv the first hidden layer is a convolutional layer used for feature extraction of the input data, 3. ReLU the second hidden layer is a linear rectifier layer (hðxÞ ¼ maxð0; xÞ) with a size of 2048,
4.
ReLU the third hidden layer is a ReLU with a size of 1024, 5. ReLU the fourth hidden layer is a ReLU with a size of 512, 6. ReLU the first layer that starts data reconstruction through a ReLU with a size of 1024, 7. ReLU data reconstruction through a ReLU with a size of 2048, 8. TanH the fifth hidden layer is sigmoid function, the hyperbolic tangent (hðxÞ ¼ sinhðxÞ= coshðxÞ) which reconstructs the input, 9. 1D Conv the last hidden layer does a deconvolution trying to give back some features to the results, 10. Output the output results in the form of a vector with the same length as the input but with some ameliorated features.
The sAE can be considered the main unsupervised algorithm which learns to adjust the already calculated output of the pre-trained LSTM models. What this neural network does is to take the outputs from our pre-trained models and use them together with an input sample to try and adjust their outputs-it practically generates new x 1. Input data a segment from the aggregated data with a variable length depending on the device we are training, 2. 1D Conv the first hidden layer is a convolutional layer used for feature extraction of the input data, 3. ReLU the second hidden layer is a linear rectifier layer (hðxÞ ¼ maxð0; xÞ) with a size of 1024, 4. ReLU the third hidden layer is a ReLU with a size of 512, 5. ReLU the fourth hidden layer is a ReLU with a size of 128, 6. ReLU the first layer that starts data reconstruction through a ReLU with a size of 128 and a sparse parameter of q ¼ 0:05, 7. ReLU data reconstruction through a ReLU with a size of 512, 8. ReLU data reconstruction through a ReLU with a size of 1024, 9. TanH data reconstruction through a sigmoid activation function, 10. Linear a linear activation, fully connected, with a size of N (where N is the total number of LSTM models given as input), 11. Output last layer is the output results in the form of a decimal number, less than zero, representing the probability that the device we are training the model for is turned on (x Fig. 9 ). Using the new architecture for unsupervised learning, the results obtained can be seen in Table 10 . The change is slightly visible, although we can say the size of the training set used was way to small for this architecture and we believe as the dataset grows, the results will also improve.
Energy load forecasting
The first set of algorithms managed to disaggregate the total energy consumption into power demand values specific to a device. Our next step to develop an algorithm that can be used for energy efficiency and energy saving is to detect the unusual variance or usage anomalies of overall energy consumption and to correlate it with the disaggregation algorithm results. To correctly identify extraordinary energy consumption variance or defect, we have to do an energy load forecasting.
Our initial energy load forecasting deep model experiment was aimed at long-term forecasting, and we used DAs and LSTMs to train our deep models. We encountered problems when trying to identify the specific devices which triggered the variance concerning the data obtained through the ELF model. Although when checking the difference for an entire month the forecast data and real data graph features were pretty similar, if we use a sampling rate close to the one used in data collection and a time window of a few hours or less, as it is needed for the energy disaggregation model, we begin having a lot of differences between the forecast and actual data which results in a lot of false positives.
We began experimenting with the short-term ELF, as the time-frame size obtained as output from the model would be similar in size to the one needed as input in the NILM algorithm. Our architecture was based on the Sequence-to-Sequence LSTM network type as it was proposed by Marino in his article [51] which we expanded with a dAE in front to remove some of the features from the input data. We obtained an architecture as seen in Fig. 10 , where the network is composed out of the following layers:
1. Input data a segment from the aggregated data with a fixed 4 hours (½t 0 ; t 1 ; t 2 ; t 3 ; . . .; t n ). In Fig. 11 , we can see the results of the S2S LSTM model, where red line is the forecast data and blue line is the actual real-time data for the same period of time. Afterwards, the real values for the same period as the forecast (½r 0 ; r 1 ; r 2 ; r 3 ; . . .; r m ) are processed through a dAE, using the same composition as the one presented in the previous paragraph, and we obtain the filtered real-time data (½r Fig. 12 , where the red line is the variance and blue line is the 0 level.
Starting from the raw data as shown in Fig. 13 , we apply the ELF algorithm and obtain short-term prediction for the next hour. At the end of every day, we re-sample the entire predicted power usage and the aggregate data to a sampling rate of 1 minute and we compare the results as seen in Fig. 11 . Based on the intersection between real and predicted data, we extract the time frames we send to the NILM algorithm for identification as seen in Fig. 14 . When put together both NILM and ELF algorithms, we obtain which devices used more energy the current day in comparison with the previous and, also, the amount of energy which could have been saved, and based on this information, we use the platform to generated awareness and issue notifications to the residents on how they can reduce the energy consumption and the costs.
Implementation details
The code for training the DNNs was written in Python3, and we used Tensorflow v1.3 as the neural networks processing engine with Keras v2.0 on top for simplified model definition, for time series and data processing we used NumPy and Pandas, and for plotting graphs we used MatPlotLib. The training was done on three different machines; we extracted the maximum training duration, which is highly depended on the network architecture we trained for as shown in Table 11 .
Conclusions and future work
The current domotic market is composed out of simple sensors and actuators produced and distributed by various manufacturers. The existing complete solution that is available is only designed to increase the comfort of residents by a small degree: using a remote to switch lights on/ of, using mobile devices to lock/unlock doors or simple algorithms to control HVAC devices. The hardware segment of domotics is well developed, but it lacks the algorithms that will transform the tools, which are merely simple switches at the moment, to an integrated artificial intelligence system able to understand the environmental context and take decisions for the benefit of residents based on their behaviour. In the first part of this article, we presented an intelligent platform that increases interoperability between sensors and actuators used in the environment and was also able to adjust its models in real time based on the collected raw data. We focused on reducing the energy consumption, and for this, we defined a new message structure that is used to aggregate data in a way that user activities are matched with their associated energy consumption. Using the proposed platform architecture, we are aiming to use the entire data stream, and, without the need of labelled data, we intend to calculate deep models that we will be used to advise the user on how he/she can improve his/her daily habits in an energy efficient way.
In the second part of this article, we presented how results of two different deep neural network models, NILM and ELF, can be used with the purpose of detecting unusual energy consumption patterns and advise the user on how to reduce energy consumption. Although the role of deep neural networks in NILM and ELF was an essential subject in the academic environment, in this article, we presented a way where both algorithms can be used together with the purpose of generating energy efficiency awareness to users.
Out of all the experiments we executed with DNN for NILM, we concluded that staking AE offers the best results for all the appliances we trained our model. We could not find a viable algorithm based on unsupervised training that could fine-tune the already-trained models in a live environment without the need for labelled data and user interaction.
Further, we plan to improve the ELF algorithm to a degree where we eliminate all false-positive results. We will adapt and extend the models for the higher number of devices to cover a large part of the appliances usually found in domotic implementations. 
