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THE CURVATURE ESTIMATES FOR CONVEX SOLUTIONS OF
SOME FULLY NONLINEAR HESSIAN TYPE EQUATIONS
CHUNHE LI, CHANGYU REN, AND ZHIZHANG WANG
Abstract. The curvature estimates of quotient curvature equation do not always
exist even for convex setting [24]. Thus it is natural question to find other type
of elliptic equations possessing curvature estimates. In this paper, we discuss the
existence of curvature estimate for fully nonlinear elliptic equations defined by
symmetric polynomials, mainlly, the linear combination of elementary symmetric
polynomials.
1. introduction
The existence of curvature estimates or C2 estimates for fully nonlinear elliptic
partial differential equations is one of the central topics in this field. One of the most
popular fully nonlinear equation is the k-Hessian equations. Let’s give some setting
and a short review. Suppose M is some n dimensional compact hypersurface in
Euclidean spaces Rn+1. We let ν(X), κ(X) are the outer-normal and principal cur-
vatures of hypersurfaceM ⊂ Rn+1 at position vector X respectively. The prescribed
k-Hessian curvature equations are
σk(κ(X)) = ψ(X, ν),(1.1)
for 1 6 k 6 n. When k = 1, curvature estimate comes from the theory of quasilinear
PDE. If k = n, curvature estimate in this case for general ψ(X, ν) is due to Caffarelli-
Nirenberg-Spruck [6]. For f independent of the normal vector, the C2-estimate
was proved by Caffarelli-Nirenberg-Spruck [8, 9] for a general class of fully nonlin-
ear operators, including Hessian type and quotient Hessian type. Ivochkina [31,
32] considered the Dirichlet problem of the above equation on domains in Rn, C2
estimate was proved there under some extra conditions on the dependence of ψ on
ν. In [13], C2 estimates for Hessian equations have been studied deeply by Chou-
Wang. C2 estimate was also proved for equation of prescribing curvature measures
problem in [23, 22]. If the function ψ is convex respect to the normal ν, it is well
known that the global C2 estimate has been obtained by B. Guan [15]. Recently,
Guan-Ren-Wang [24] obtained global C2 estimates for a closed convex hypersurface
and partially solved the long standing problem. In the same paper [24], they also
proved the estimate for starshaped 2-convex hypersurfaces. In [34], Li-Ren-Wang
relaxed the convex to k + 1- convex for any k Hessian equations. In [43], Ren-
Wang totally solved the case k = n − 1, that is the global curvature estimates of
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n− 1 convex solutions for n− 1 Hessian equations. In [11], Chen-Li-Wang extended
these estimates to non Codazzi case in warped product space. In [44], Spruck-
Xiao extended 2-convex case in [24] to space forms and give a simple proof for the
Euclidean case. We also note the recently important work on the curvature estimates
and C2 estimates developed by Guan [16] and Guan-Spruck-Xiao [26].
The Hessian equations have a lot of applications in the literature. The famous
Minkowski problem, namely, prescribed Gauss-Kronecker curvature on the outer
normal, has been widely discussed in [36, 40, 41, 12]. Alexandrov also posed the
problem of prescribing general Weingarten curvature on outer normals, seeing [2,
17]. The prescribing curvature measures problem in convex geometry also has been
extensively studied in [1, 40, 23, 22]. In [3, 45, 8], the prescribing mean curvature
problem and Weingarten curvature problem also have been considered and obtained
fruitful results.
The estimates of Hessian equations with generalized right hand side appear some
new geometric applications recently. In [37], [38], Phong-Picard-Zhang generalized
the Fu-Yau equations, which is a complex 2-Hessian equations depending on gradient
term on the right hand side. The [38], [39] obtained their C2 estimates using the idea
of [24]. In [20], Guan-Lu consider the curvature estimate for hypersurfaces in high
dimensional Riemannian manifolds, which is also a 2-Hessian equation depending
on normal. The estimates in [24] is also applied in [46] and [5].
For general type of fully nonlinear equations, curvature estimates does not always
exist. The quotient type of Hessian equations is defined by
σk(κ(X))
σl(κ(X))
= f(X, ν),(1.2)
for any positive integers k, l. The last section in [24] gives some counterexamples
which implies curvature estimates do not hold for these quotient equations even for
convex setting.
It is natural to ask that except Hessian equations, which type of elliptic equations
can always possess curvature estimates for general right hand side? It means that
we need to consider the following general curvature equations:
Q(κ(X)) = ψ(X, ν(X)),(1.3)
where Q is a symmetric function with respect to κ1 · · · , κn. The above example
requires that function Q should exclude the quotient type. Therefore, Q needs some
restrictions. In view of proof in [24], the quotient concavity has been extensively
used which implies that ”order” is enssential for our function. Thus, a suitable
choice for Q may be the symmetric polynomials. On the other hand, we mainly
discuss the convex solutions which means that Q should satisfy elliptic conditions
in convex cone,
Q > 0, and Qii =
∂Q
∂κi
> 0.
2
Hence, as the first step, the simplest choice for Q to satisfy the above requirements
may be the linear combinational k hessian operators, namely
Q(κ) =
k∑
s=1
αsσs(κ),(1.4)
where αm are non negative constants and αk > 0, k 6 n. We also need some quo-
tient concavity assumption which we call Condition (Q) corresponding k Hessian
cases.
Condition (Q): There are k − 1 polynomials S1, · · · , Sk−1 defined by
Sl = σl +
l−1∑
s=0
βlsσs,
where constants βls > 0 such that (Q/Sl)
1/(k−l) are concave functions for 1 6 l 6
k − 1.
Using Condition (Q), we obtain the curvature estimates of convex solutions for
equation defined by (1.4) in section 2.
Theorem 1. Suppose M ⊂ Rn+1 is a closed convex hypersurface satisfying curva-
ture equation
Q(κ(X)) =
k∑
s=0
αsσs(κ(X)) = ψ(X, ν(X))(1.5)
for some positive function ψ(X, ν) ∈ C2(Γ) and nonnegative coefficients α0, · · · , αk,
where Γ is an open neighborhood of unit normal bundle of M in Rn+1×Sn. Further
assume that the polynomial Q satisfies Condition (Q), then there is a constant C
depending only on n, k, ‖M‖C1 , inf ψ and ‖ψ‖C2 , such that
(1.6) max
X∈M,i=1,··· ,n
κi(X) ≤ C.
The type of linear combinational k Hessian operators also has been studied and
been applied in geometry. Harvey-Lawson [28] have considered the special La-
grangian equations which is one of this type. Krylov [33] also considered such type
of equations and obtained some concavity for the opposite sign of the coefficients. In
[21], Guan-Zhang studyed the curvature estimates for such type of equations with
the right hand side not depending on gradient term but with coefficients do de-
pending on the position of the hypersurfaces. The geometry problems in hyperbolic
space also raise these type of equations naturally [14].
According to Theorem 1, the curvature estimates become to find suitable quotient
concavity: Condition (Q). At first, let’s consider the simplest case in which only two
terms in (1.5) appear,
QkS(κ(X)) := ασk−1(κ(X)) + σk(κ(X)) = f(X, ν(X)), ∀X ∈M,(1.7)
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where 1 6 k 6 n and α is nonnegative. We will call this type of Hessian equations:
The Sum Type Equations. In section 3, we will study quotient concavity of sum
type equations. We will prove that
Theorem 2. The sum type equations satisfy the Condition (Q) in their admissible
sets cone.
Here the concept of admissible set will be defined in section 3 and it includes
convex cone.
For the general case, we need a general condition to recover Condition (Q). There-
fore, in section 4, we introduce the following: Condition (C).
Condition (C): There is some b ∈ RN and N > k such that for m = 0, 1, · · · , k,
we have
α′m =
(n− k)!αk−m
(n− k +m)!
= σm(b).
In other words, the following real coefficient polynomial only has real roots
N∑
m=0
α′mt
m = 0.
This is something like hyperbolic polynomials [10, 30]. Using Condition (C), in
section 4, we will prove that
Theorem 3. If the coefficients of the order k polynomial Q defined by (1.4) satisfies
Condition (C), then Q should satisfy Condition (Q) in Γk cone.
Here Γk cone is the Garding’s cone. See section 3 for more detail. Using Theorem
1 and Theorem 3, we have the following main result for convex solutions in the
present paper.
Theorem 4. Suppose M ⊂ Rn+1 is a closed convex hypersurface satisfying cur-
vature equation (1.5) for some positive function ψ(X, ν) ∈ C2(Γ) and nonnegative
coefficients α0, · · · , αk satisfying Condition (C), where Γ is an open neighborhood of
unit normal bundle of M in Rn+1 × Sn, then there is a constant C depending only
on n, k, ‖M‖C1 , inf ψ and ‖ψ‖C2 , such that
(1.8) max
X∈M,i=1,··· ,n
κi(X) ≤ C.
With appropriate barrier, we have the following existence result coming from the
above main Theorem.
Theorem 5. For equation (1.5), assume that the coefficients of Q satisfy Condition
(C). Suppose ψ ∈ C2(Rn+1×Sn) is a positive function and suppose there is a constant
r > 1 such that
ψ(X,
X
|X|
) 6
Q(1, · · · , 1)
rk
for |X| = r,(1.9)
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and ψ−1/k(X, ν) is a locally convex in X ∈ Br(0) for any fixed ν ∈ S
n, then equation
(1.5) has a strictly convex C3,α solution inside B¯r.
These results also can be extended to linear combinational Hessian equations
defined in some domains in Euclidean space. At last, we give the following Lemmas,
which will be needed in our proof.
Lemma 6. Denote Sym(n) the set of all n×n symmetric matrices. Let F = f(κ) be
a C2 symmetric function defined in some open subset Ψ ⊂ Sym(n). At any diagonal
matrix A ∈ Ψ with distinct eigenvalues, let F¨ (B,B) be the second derivative of C2
symmetric function F in direction B ∈ Sym(n), then
F¨ (B,B) =
n∑
j,k=1
f¨ jkBjjBkk + 2
∑
j<k
f˙ j − f˙k
κj − κk
B2jk.(1.10)
The proof of this lemma can be found in [4] and [7].
The paper is organized by 4 sections. In the section 2, we generalize the curvature
estimates of convex solutions for equation (1.5) with Condition (Q). In section 3,
we study the admissible set and concavity of sum type equations. Section 4 mainly
studies the quotinet concavity of polynomial defined by (1.4) with Condition (C).
The last section stats some conclusions using Condition (C) and previous estimtaes
for convex hypersurfaces. We also discuss the admissible solutions for sum type
equations.
2. The curvature estimates
In this section, let’s consider the global curvature estimates for linear combination
of k Hessian equations (1.5). We mainly prove Theorem 1 in this section.
Since the Lemma proved in [34] need some more special property of the σk, we
have to give some restriction on Q. Thus, we require Q satisfying equation (1.5)
where αm are non negative constants and αk > 0 and satisfying Condition (Q)
defined in the first section. Using the Condition (Q), we have the following result
similar to the Hessian equations. The detail of the proof can be found in [22] and
[24].
Lemma 7. Assume that k > l, W = (wij) is a Codazzi tensor which is in Γk.
Denote β =
1
k − l
. Then, for h = 1, · · · , n, we have the following inequality
−
Qpp,qq
Q
(W )wpphwqqh +
Spp,qql
Sl
(W )wpphwqqh(2.1)
>
(
(Q(W ))h
Q(W )
−
(Sl(W ))h
Sl(W )
)(
(β − 1)
(Q(W ))h
Q(W )
− (β + 1)
(Sl(W ))h
Sl(W )
)
.
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Furthermore, for any δ > 0, we have
−Qpp,qq(W )wpphwqqh + (1− β +
β
δ
)
(Q(W ))2h
Q(W )
(2.2)
>Q(W )(β + 1− δβ)
[
(Sl(W ))h
Sl(W )
]2
−
Q
Sl
(W )Spp,qql (W )wpphwqqh.
Set u(X) = 〈X, ν(X)〉 which is the support function of M . By the assumption of
Theorem 1 that M is convex with a C1 bound, u is bounded from below and above
by two positive constants. At every point in the hypersurface M , choose a local
coordinate frame {∂/(∂x1), · · · , ∂/(∂xn+1)} in R
n such that the first n vectors are
the local coordinates of the hypersurface and the last one is the unit outer normal
vector. Still denote ν to be the outer normal vector as in section 1. We let hij be the
second fundamental form of the hypersurface M . The following geometric formulas
are well known (e.g., [22, 24]).
(2.3) hij = 〈∂iX, ∂jν〉,
and
(2.4)
Xij = −hijν (Gauss formula)
(ν)i = hij∂j (Weigarten equation)
hijk = hikj (Codazzi formula)
Rijkl = hikhjl − hilhjk (Gauss equation),
where Rijkl is the (4, 0)-Riemannian curvature tensor. We also have
(2.5)
hijkl = hijlk + hmjRimlk + himRjmlk
= hklij + (hmjhil − hmlhij)hmk + (hmjhkl − hmlhkj)hmi.
As in [34], we also use the m-polynomials. Here, m should be sufficiently large
and determined later. We consider the following test function
ϕ = logPm −mZ log u, where Pm =
∑
j
κmj .(2.6)
Here Z is some undetermined constant. Suppose that function ϕ achieves its maxi-
mum value on M at some point X0. Rotating the coordinates, we assume that (hij)
is diagonal matrix at X0, and κ1 > κ2 · · · > κn.
Differentiating our test function twice and using Lemma 6, at X0, we have
(2.7)
∑
j
κm−1j hjji
Pm
− Z
〈X, ∂i〉
u
hii = 0,
and we have
0 >
1
Pm
[
∑
j
κm−1j hjjii + (m− 1)
∑
j
κm−2j h
2
jji +
∑
p 6=q
κm−1p − κ
m−1
q
κp − κq
h2pqi](2.8)
−
Z
∑
l hiil〈∂l,X〉
u
−
Zhii
u
+ Zh2ii + Z
h2ii〈X, ∂i〉
2
u2
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At X0, differentiating equation (1.5) twice, we have
Qiihiik = dXψ(∂k) + hkkdνψ(∂k),(2.9)
and we also have
Qiihiikk +Q
pq,rshpqkhrsk > −C − Ch
2
11 +
∑
l
hlkkdνψ(∂l),(2.10)
where C is some uniform constant depending on C0 and C1 setting of the hyperur-
face. Using (2.7) and (2.9), we have
1
Pm
∑
l
∑
s
κm−1l dνψ(∂s)hsll −
Z
u
∑
k
Qiihiik〈∂k,X〉 = −
Z
u
∑
k
dXψ(∂k)〈X, ∂k〉.
On the other hand, using Lemma 6, we have
Qpq,rshpqlhrsl =Q
pp,qqhpplhqql −
∑
p 6=q
Qpp,qqh2pql.
Then, contacting Qii in both side of (2.8), and using (2.9), (2.10), we have
0 >
1
Pm
[
∑
l
κm−1l (−C − C(K)h
2
11 +KQ
2
l −Q
pp,qqhpplhqql +
∑
p 6=q
Qpp,qqh2pql)
+ (m− 1)Qii
∑
j
κm−2j h
2
jji +Q
ii
∑
p 6=q
κm−1p − κ
m−1
q
κp − κq
h2pqi]
−
mQii
P 2m
(
∑
j
κm−1j hjji)
2 + (Z − 1)Qiih2ii + ZQ
iih
2
ii〈X, ∂i〉
2
u2
− C(Z,K)κ1.
Let’s deal with the third order derivatives. Denote
Ai =
κm−1i
Pm
(KQ2i −
∑
p,q
Qpp,qqhppihqqi), Bi =
2
Pm
∑
j
κm−1j Q
jj,iih2jji,
Ci =
m− 1
Pm
Qii
∑
j
κm−2j h
2
jji, Di =
2Qjj
Pm
∑
j 6=i
κm−1j − κ
m−1
i
κj − κi
h2jji,
Ei =
mQii
P 2m
(
∑
j
κm−1j hjji)
2.
We divide two cases to deal with the third order deriavatives, i 6= 1 and i = 1.
Lemma 8. For any i 6= 1, we have
Ai +Bi + Ci +Di − Ei > 0,
for sufficiently large m.
Proof. At first, by Lemma 7, for sufficiently large K, we have
(2.11) KQ2l −Q
pp,qqhpplhqql > Q(1 +
β
2
)[
(S1)l
S1
]2 > 0.
Hence, Ai > 0.
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Then, we also have
P 2m[Bi + Ci +Di − Ei](2.12)
=
∑
j 6=i
Pm[2κ
m−1
j Q
jj,ii + (m− 1)κm−2j Q
ii + 2Qjj
m−2∑
l=0
κm−2−li κ
l
j ]h
2
jji
+ Pm(m− 1)Q
iiκm−2i h
2
iii
−mQii(
∑
j 6=i
κ2m−2j h
2
jji + κ
2m−2
i h
2
iii +
∑
p 6=q
κm−1p κ
m−1
q hppihqqi).
Note that
κjQ
jj,ii +Qjj = κiQ
ii,jj +Qii > Qii.
For any index j 6= i, using the above inequality, we have,
Pm[2κ
m−1
j Q
jj,ii + (m− 1)κm−2j Q
ii + 2Qjj
m−2∑
l=0
κm−2−li κ
l
j ]h
2
jji(2.13)
−mQiiκ2m−2j u
2
jji
>(m+ 1)(Pm − κ
m
j )Q
iiκm−2j h
2
jji + 2PmQ
jj(
m−3∑
l=0
κm−2−li κ
l
j)h
2
jji.
Using Cauchy-Schwarz inequality, we have
2
∑
j 6=i
∑
p 6=i,j
κm−2j κ
m
p h
2
jji > 2
∑
p 6=q;p,q 6=i
κm−1p κ
m−1
q hppihqqi.(2.14)
Hence, using (2.13) and (2.14) in (2.12), we obtain
P 2m(Bi + Ci +Di − Ei)(2.15)
>
∑
j 6=i
[(m+ 1)κmi κ
m−2
j Q
ii + 2PmQ
jj
m−3∑
l=0
κm−2−li κ
l
j ]h
2
jji
+ ((m− 1)(Pm − κ
m
i )− κ
m
i )κ
m−2
i Q
iih2iii − 2mQ
iiκm−1i hiii
∑
j 6=i
κm−1j hjji.
Obviously, Qjj > Qii for κj < κi and κjQ
jj > κiQ
ii for κj > κi. Thus, for m > 6,
and only use l = m− 3,m− 4 we get
2PmQ
jj
m−3∑
l=0
κm−2−li κ
l
j =2PmQ
jj(κiκ
m−3
j + κ
2
i κ
m−4
j ) + 2PmQ
jj
m−5∑
l=0
κm−2−li κ
l
j
>4κmi κ
m−2
j Q
ii + 2PmQ
jj
m−5∑
l=0
κm−2−li κ
l
j .
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Then, (2.15) becomes
P 2m(Bi + Ci +Di − Ei)(2.16)
>
∑
j 6=i
(m+ 5)κmi κ
m−2
j Q
iih2jji + ((m− 1)(Pm − κ
m
i )− κ
m
i )κ
m−2
i Q
iiu2iii+
− 2mQiiκm−1i hiii
∑
j 6=i
κm−1j hjji + 2Pm
∑
j 6=i
Qjj
m−5∑
l=0
κm−2−li κ
l
jh
2
jji
>(m+ 5)κmi κ
m−2
1 Q
iih211i + ((m− 1)κ
m
1 − κ
m
i )κ
m−2
i Q
iiu2iii
− 2mQiiκm−1i hiiiκ
m−1
1 h11i
>0.
Here, we have used, for m > 6,
(m+ 5)(m− 1) > m2 and (m+ 5)(m− 2) > m2.

The left case is i = 1. Let’s continue to prove the following Lemma which is
modified from [24].
Lemma 9. Suppose that function Q satisfying Condition (Q). For µ = 1, · · · , k−1,
suppose that there is some positive constant δ 6 1 satisfying κµ/κ1 > δ and α1 =
· · · = αµ = 0 in (1.5). Then there exits another sufficient small positive constant δ
′
depending on δ, such that, if κµ+1/κ1 6 δ
′, we have
A1 +B1 + C1 +D1 − E1 > 0.
Proof. At first, note that Qjj > Q11 for all j > 1, just like (2.16) in Lemma 8, for
m > 6, we have
P 2m(B1 + C1 +D1 − E1)(2.17)
>− κ2m−21 Q
11h2111 + 2Pm
∑
j 6=1
Qjj
m−5∑
l=0
κm−2−l1 κ
l
jh
2
jj1
>− κ2m−21 Q
11h2111 + 2Pmκ
m−2
1
∑
j 6=1
Qjjh2jj1.
Using Condition (Q) and Lemma 7, we have
A1 >
κm−11 Q
PmS2µ
[(1 +
β
2
)
∑
a
(Saaµ haa1)
2 +
β
2
∑
a6=b
Saaµ S
bb
µ haa1hbb1(2.18)
+
∑
a6=b
(Saaµ S
bb
µ − SµS
aa,bb
µ )haa1hbb1].
For µ = 1, notice that Saa1 = 1 and S
aa,bb
1 = 0. Then, we have
(1 +
β
2
)
∑
a,b
haa1hbb1 >(1 +
β
4
)h2111 − Cβ
∑
a6=1
h2aa1.(2.19)
9
Then, by equation (1.5), we obtain
P 2mA1 >
Pmκ
m−2
1 Q
11
(1 +
∑
j 6=1 κj/κ1 + β
1
0/κ1)
2
(1 +
β
4
)h2111 −
CβPmκ
m−1
1
S21
∑
a6=1
h2aa1(2.20)
>Pmκ
m−2
1 Q
11h2111 −
CβPmκ
m−1
1
S21
∑
a6=1
h2aa1.
The last two inequalities comes from
Q > κ1Q
11, and
κj
κ1
6 δ′; 1 +
β
4
> (1 + nδ′)2.
For µ > 2 and a 6= b, we have
Saaµ S
bb
µ − SµS
aa,bb
µ = S
2
µ−1(κ|ab)− Sµ(κ|ab)Sµ−2(κ|ab).(2.21)
It is obvious that we have, for any a, b 6 µ,
(2.22) Saaµ >
κ1 · · · κµ
κa
; Sbbµ >
κ1 · · · κµ
κb
.
For a, b 6 µ, if κ1 is sufficient large, we have
Sµ−1(κ|ab) 6 C(
κ1 · · · κµ
κaκb
+
κ1 · · · κµ+1
κaκb
) 6 C
1 + κµ+1
κb
Saaµ ,(2.23)
Sµ(λ|ab) 6 C(
κ1 · · · κµ
κaκb
+
κ1 · · · κµ+1
κaκb
+
κ1 · · · κµ+2
κaκb
)
6 C
1 + κµ+1 + κµ+1κµ+2
κb
Saaµ ,
Sµ−2(κ|ab) 6 C
κ1 · · · κµ
κaκb
6 C
1
κb
Saaµ .
Then, by (2.23), we have, for any undetermined positive constant ǫ,∑
a6=b;a,b6µ
(Saaµ S
bb
µ − SµS
aa,bb
µ )haa1hbb1(2.24)
>−
∑
a6=b;a,b6µ
(S2µ−1(κ|ab) + Sµ(κ|ab)Sµ−2(κ|ab))h
2
aa1
>−
C2
δ2
(1 + δ′κ1)
2 + 1 + δ′κ1 + (δ
′)2κ1
κ21
∑
a6µ
(Saaµ haa1)
2 > −ǫ
∑
a6µ
(Saaµ haa1)
2.
Here, we choose a sufficiently small δ′, such that
δ′ 6
ǫδ2
5C2
,
1
κ1
6 δ
√
ǫ
5C2
.(2.25)
For a 6 µ and b > µ, we have
Saaµ >
κ1 · · · κµ
κa
; Sbbµ > κ1 · · · κµ−1.
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Then, for a 6 µ, b > µ, if κ1 is sufficient large, we have
Sµ−1(κ|ab) 6 C
κ1 · · · κµ
κa
6 CSaaµ or CS
bb
µ ,(2.26)
Sµ(λ|ab) 6 C(
κ1 · · · κµ
κa
+
κ1 · · · κµ+1
κa
) 6 C(1 + κµ+1)S
aa
µ ,
Sµ−2(κ|ab) 6 Cκ1 · · · κµ−2 6 CS
bb
µ .
By (2.26), we also have
2
∑
a6µ;b>µ
(Saaµ S
bb
µ − SµS
aa,bb
µ )haa1hbb1(2.27)
>− 2
∑
a6µ;b>µ
(S2µ−1(κ|ab) + Sµ(κ|ab)Sµ−2(κ|ab))|haa1hbb1|
>− ǫ
∑
a6µ;b>µ
(Saaµ haa1)
2 −
C
ǫ
∑
a6µ;b>µ
(Sbbµ hbb1)
2.
For a, b > µ, we have
Saaµ > κ1 · · · κµ−1; S
bb
µ > κ1 · · · κµ−1.
Then, for a, b > µ, if κ1 is sufficient large, we have
Sµ−1(κ|ab) 6 Cκ1 · · · κµ−1, Sµ(λ|ab) 6 Cκ1 · · · κµ(2.28)
Sµ−2(κ|ab) 6 Cκ1 · · · κµ−2.
By (2.28), we have
∑
a6=b;a,b>µ
(Saaµ S
bb
µ − SµS
aa,bb
µ )haa1hbb1 >− C
∑
a6=b;a,b>µ
(Saaµ haa1)
2.(2.29)
Hence, combing (2.18), (2.24), (2.27) and (2.29), then we get
A1 >
κm−11 Q
PmS2µ
[(1 +
β
2
− 2ǫ)
∑
a6µ
(Saaµ haa1)
2 − Cǫ
∑
a>µ
(Saaµ haa1)
2].
For a > µ, we have
Saaµ 6 Cκ1 · · · κµ−1, and Sµ > κ1 · · · κµ.
For a 6 µ, we have
Sµ(κ|a) 6 C(
κ1 · · · κµ
κa
+
κ1 · · · κµ+1
κa
).
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Then, for sufficient large κ1, we have
P 2mA1
(2.30)
>κ2m−21 Q
11(1 +
β
2
− 2ǫ)(1 + δm)
∑
a6µ
(1−
C3(1 + κµ+1)
κa
)2h2aa1 −
Pmκ
m−3
1 κ
2
µCǫ
δ2S2µ
∑
a>µ
(Saaµ haa1)
2
>κ2m−21 Q
11(1 +
β
2
− 2ǫ)(1 + δm)(1−
C3(1 + δ
′κ1)
δκ1
)2
∑
a6µ
h2aa1 −
Pmκ
m−3
1 Cǫ
δ2
∑
a>µ
h2aa1
>κ2m−21 Q
11
∑
a6µ
h2aa1 −
Pmκ
m−3
1 Cǫ
δ2
∑
a>µ
h2aa1.
Here, the last inequality comes from that we choose δ′ and ǫ satisfying
δ′C3 6 ǫδ,
C3
κ1
6 ǫδ and (1 +
β
2
− 2ǫ)2(1 + δm) > 1.
Using (2.17) and (2.20) or (2.30), we have
P 2m(A1 +B1 + C1 +D1 − E1)(2.31)
>2Pmκ
m−2
1
∑
j 6=1
Qjjh2jj1 −
CǫPmκ
m−3
1
δ2
∑
j>µ
h2jj1.
Now, for k > j > µ, we have
κ1Q
jj =κ1
∑
s>j
αsσ
jj
s + κ1
∑
µ<s6j
αsσ
jj
s(2.32)
>
∑
s>j
αsκ1 · · · κs · κ1
κj
+
∑
µ<s6j
αsκ1 · · · κs · κ1
κs
>
κ1
C4κj
∑
s>j
αsQs +
κ1
C4κs
∑
µ<s6j
αsQs >
Q
C4δ′
.
For j > k + 1, similar to the above argument, we have
κ1Q
jj
>
κ1
C4
∑
s>µ
αsQs
κs
>
Q
C4δ′
.
For both cases, chose δ′ small enough satisfying
δ′ <
Qδ2
C4Cǫ
,
then (2.31) is nonnegative. We have our desired results. 
Hence, by Lemma 8 and Lemma 9 and similar argument in [24, 34], we have the
following Corollary.
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Corollary 10. There exists some finite sequence of positive numbers {δi}
k
i=1, such
that, if the following inequality holds for some index 1 6 r 6 k − 1,
κr
κ1
> δr, and
κr+1
κ1
6 δr+1,
and α1 = α2 = · · · = αr = 0 in the expression (1.5), then, for sufficiently large K,
we have
A1 +B1 + C1 +D1 − E1 > 0.(2.33)
Now, we can prove Theorem 1.
By Corollary 10, there exists some sequence {δi}
k
i=1. We use similar tricks as in
[24, 34]. The only difference is that for case (B), if there is some index 1 6 r 6 k−1
satisfying
κr > δrκ1, and κr+1 6 δr+1κ1,
and some another index s 6 r, such that αs 6= 0, then, by equation, we have
αsσs(κ1, · · · , κn) 6 Q(κ1, · · · , κn) = ψ(X, ν),
which implies the bound of κ1.
3. The sum type
In this section, we will discuss the simplest type of our equations (1.5). It is the
sum type equations defined by (1.7), where integer k > 1 and α > 0.
Corresponding our problem, we need a new convex cone Γ˜k compatible our equa-
tions. We define
(3.1) Γ˜k = Γk−1 ∩ {λ ∈ R
n;ασk−1(λ) + σk(λ) > 0}.
Here Γk is the k-convex Garding’s cone introduced by Caffarelli-Nirenberg-Spruck
[7],
Definition 11. For a domain Ω ⊂ Rn, a function v ∈ C2(Ω) is called k-convex
if the eigenvalues λ(x) = (λ1(x), · · · , λn(x)) of the hessian ∇
2v(x) is in Γk for all
x ∈ Ω, where Γk is the Garding’s cone
(3.2) Γk = {λ ∈ R
n | σm(λ) > 0, m = 1, · · · , k}.
A C2 regular hypersurface M ⊂ Rn+1 is k−convex if its principal curvature
κ(X) ∈ Γk for all X ∈M .
By the definition of Γk and Γ˜k, we note that
Γk−1 ⊇ Γ˜k ⊇ Γk.
This section is composed by two parts. In the first part, we will prove that
the cone Γ˜k is the suitable admissible solutions set. Then in second part, we will
discuss the quotient concavity and it can imply the curvature estimates for sum type
equations.
Theorem 12. The set Γ˜k is a convex set. In the cone Γ˜k, the equation (1.7) is
elliptic.
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Proof. At first, let’s prove the convexity of Γ˜k. Suppose λ, λ˜ ∈ Γ˜k and 0 6 t 6 1.
We let
λt = tλ+ (1− t)λ˜.
Then we have
QkS(λt)(3.3)
= σk(λt) + ασk−1(λt)
= tkσk(λ) + (1− t)
kσk(λ˜) +
k−1∑
l=1
alt
l(1− t)k−lσl,k−l(λ, λ˜)
+αtk−1σk−1(λ) + α(1 − t)
k−1σk−1(λ˜) + α
k−2∑
s=1
bst
s(1− t)k−1−sσs,k−1−s(λ, λ˜)
> tk−1(ασk−1(λ) + tσk(λ)) + (1− t)
k−1(ασk−1(λ˜) + (1− t)σk(λ˜)).
Here al, bl are two sequences of positive constants and σl,k−l, σs,k−1−s are the po-
larization of σk and σk−1. Let’s explain the last inequality. Since λ, λ˜ both are in
Γk−1, by the definition of Garding’s cone and Garding’s inequality, we have
σl,k−l(λ, λ˜) > σl(λ)σk−l(λ˜) > 0, σs,k−1−s(λ, λ˜) > σs(λ)σk−1−s(λ˜) > 0,
for 1 6 l 6 k − 1 and 1 6 s 6 k − 2.
Now, we can prove that QkS(λt) is nonnegative. In fact, we clearly have σk−1(λ) >
0, σk−1(λ˜) > 0. If σk(λ) > 0, the first term of the last line in (3.3) is nonnegative.
If σk(λ) 6 0, we have
ασk−1(λ) + tσk(λ) > ασk−1(λ) + σk(λ) > 0,
for 0 6 t 6 1. The second term of the last line in (3.3) can be discussed in the same
way which implies QkS(λt) is nonnegative. Thus, in any case, we have the convexity.
Then, we will prove the elliptic. P. Guan and C.-S. Lin [19] observed that function
σk
σk−1
is a degenerated elliptic function in Γk−1 cone and it is only degenerate on the
set {σk = 0}(i.e. it is strongly elliptic even in the set {σk < 0} ∩ Γk−1). In fact, the
degenerated elliptic property can be easily get by the following calculation. Since
we have (
σk
σk−1
)ii
=
σiik σk−1 − σkσ
ii
k−1
σ2k−1
=
σk−1(λ|i)σk−1(λ|i)− σk(λ|i)σk−2(λ|i)
σ2k−1
,
then, by Newton inequality, it is non negative. Furthermore, if σk−1(λ|i) 6= 0, it is
positive.
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Hence, for our equation (5.4), direct calculation shows
(QkS)
ii =σiik + ασ
ii
k−1 = σk−1
(
σiik
σk−1
+ α
σiik−1
σk−1
)
=σk−1
((
σk
σk−1
)ii
+
σiik−1
σk−1
(
α+
σk
σk−1
))
=σk−1
((
σk
σk−1
)ii
+
σiik−1
σk−1
ψ
σk−1
)
> 0,
which gives the elliptic in Γ˜k.

Before we discuss the quotient concavity, we need the following little Lemma.
Lemma 13.
σk(λ)
QkS(λ)
is concave for any λ ∈ Γ˜k.
Proof. It is well know that function
σk(λ)
σk−1(λ)
is concave for λ ∈ Γk−1 ⊇ Γ˜k, which
implies that
α+
σk(λ)
σk−1(λ)
=
ασk−1(λ) + σk(λ)
σk−1(λ)
is also a concave function. Thus, we obtain that function
σk(λ)
QkS(λ)
= 1−
ασk−1(λ)
ασk−1(λ) + σk(λ)
is concave for λ ∈ Γ˜k and positive α. 
Then, we have the following quotient concavity similar to Hessian equations. Our
idea comes from [27, 35].
Lemma 14. The quotient functions
qk(λ) =
Qk+1S (λ)
QkS(λ)
are concave functions for λ ∈ Γk.
Proof. We use induction to prove it. Let’s consider q1 at first. For all λ ∈ Γ1 and
ξ ∈ Rn, we have
2q1(λ)− q1(λ+ ξ)− q1(λ− ξ)(3.4)
=
2α2σ21(ξ) + 2σ1(ξ)[α + σ1(λ)]
∑
p 6=q λpξq − 2σ2(ξ)[α + σ1(λ)]
2 − 2σ2(λ)σ
2
1(ξ)
[α+ σ1(λ)][α + σ1(λ+ ξ)][α+ σ1(λ− ξ)]
.
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Note that
2σ1(ξ)[α+ σ1(λ)]
∑
p 6=q
λpξq(3.5)
= 2σ1(ξ)[α+ σ1(λ)]
∑
p
λp(σ1(ξ)− ξp)
= σ21(ξ)[α + σ1(λ)]
2 + σ21(ξ)[σ
2
1(λ)− α
2]− 2σ1(ξ)[α + σ1(λ)]
∑
p
λpξp.
Combining (3.5) and (3.4), we get
2q1(λ)− q1(λ+ ξ)− q1(λ− ξ) =
α2σ21(ξ) +
∑
i
[(α+ σ1(λ))ξi − σ1(ξ)λi]
2
[α+ σ1(λ)][α + σ1(λ+ ξ)][α + σ1(λ− ξ)]
Using the above equality, for all λ ∈ Γ1 and ξ ∈ R
n, we obtain
−
∂2q1
∂ξ2
(λ) = lim
ε→0
2q1(λ)− q1(λ+ εξ)− q1(λ− εξ)
ε2
=
α2σ21(ξ) +
∑
i
[(α+ σ1(λ))ξi − σ1(ξ)λi]
2
[α+ σ1(λ)]3
.
Thus, the right-hand side of the last line is positive which implies that q1 is a concave
function.
For arbitrary k, if we assume that qk−1 is concave, we will prove that qk is also
concave. Using
∑
i
λiσk(λ|i) = (k + 1)σk+1 and σk(λ|i) = σk − λiσk−1(λ|i),
we have
(k + 1)qk(λ)−
ασk(λ)
QkS(λ)
=
∑
i
λi
QkS(λ|i)
QkS(λ)
(3.6)
=
∑
i
λi
QkS(λ)− λiQ
k−1
S (λ|i)
QkS(λ)
=
∑
i
[λi −
λ2i
λi + qk−1;i(λ)
].
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Here the notation qk−1:i(λ) means qk−1(λ|i), namely, excluded i in the indices set
1, · · · , n. Take sufficiently small ξ ∈ Rn satisfying λ± ξ ∈ Γk. By (3.6), we get
(k + 1)[2qk(λ)− qk(λ+ ξ)− qk(λ− ξ)]− α[
2σk
QkS
(λ)−
σk
QkS
(λ+ ξ)−
σk
QkS
(λ− ξ)]
=
∑
i
(
(λi + ξi)
2
λi + ξi + qk−1;i(λ+ ξ)
+
(λi − ξi)
2
λi − ξi + qk−1;i(λ− ξ)
−
(2λi)
2
2λi + qk−1;i(λ+ ξ) + qk−1;i(λ− ξ)
)
+
∑
i
(
(2λi)
2
2λi + qk−1;i(λ+ ξ) + qk−1;i(λ− ξ)
−
2λ2i
λi + qk−1;i(λ)
)
=
∑
i
[(λi + ξi)qk−1;i(λ− ξ)− (λi − ξi)qk−1;i(λ+ ξ)]
2
[λi + ξi + qk−1;i(λ+ ξ)][λi − ξi + qk−1;i(λ− ξ)][2λi + qk−1;i(λ+ ξ) + qk−1;i(λ− ξ)]
+ 2
∑
i
λ2i
2qk−1;i(λ)− qk−1;i(λ+ ξ)− qk−1;i(λ− ξ)
[λi + qk−1;i(λ)][2λi + qk−1;i(λ+ ξ) + qk−1;i(λ− ξ)]
.
Using Lemma 13, we have
2σk
QkS
(λ)−
σk
QkS
(λ+ ξ)−
σk
QkS
(λ− ξ) > 0.
Thus, combining the previous two formulas, we obtain
(k + 1)[2qk(λ)− qk(λ+ ξ)− qk(λ− ξ)]
>2
∑
i
λ2i
2qk−1;i(λ)− qk−1;i(λ+ ξ)− qk−1;i(λ− ξ)
[λi + qk−1;i(λ)][2λi + qk−1;i(λ+ ξ) + qk−1;i(λ− ξ)]
,
which implies that, for any ξ, we have
−
∂2qk
∂ξ2
(λ) = lim
ε→0
2qk(λ)− qk(λ+ εξ)− qk(λ− εξ)
ε2
> lim
ε→0
∑
i
2λ2i
k + 1
2qk−1;i(λ)− qk−1;i(λ+ εξ)− qk−1;i(λ− εξ)
ε2[λi + qk−1;i(λ)][2λi + qk−1;i(λ+ εξ) + qk−1;i(λ− εξ)]
=−
∑
i
λ2i
k + 1
∂2qk−1;i
∂ξ2
(λ)
[λi + qk−1;i(λ)]2
=−
∑
i
λ2i
∂2qk−1
∂[ξ]2i
([λ]i)
(k + 1)[λi + qk−1;i(λ)]2
> 0.
Here [ξ]i, [λ]i denote the vectors ξ and λ of which the i-th component is vanish. We
obtain the concavity for qk. 
A direct corollary of the above theorem is that
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Corollary 15. For any 1 6 l < k 6 n, the two functions(
QkS
QlS
(λ)
) 1
k−l
, and (QkS(λ))
1
k
are concave functions in the admissable cone Γ˜k.
Proof. By the definition of qk in the previous Lemma, we observe that(
QkS
QlS
) 1
k−l
= (qk−1qk−2 · · · ql)
1
k−l ,
and
(QkS)
1
k = (qk−1qk−2 · · · q1Q
1
S)
1
k .
Since, again by the previous Lemma, qk−1, · · · , q1 and Q
1
S are all concave functions,
our corollary comes from some well known fact that the geometric mean of the finite
positive concave functions is also a concave function. 
The above quotient concavity directly leads to Theorem 2.
4. Discussion of quotient concavity
In section 2, we see that Condition (Q) is the key for the curvature estimates.
The previous section gives the quotient concavity for sum type. In this section, we
try to study the quotient concavity for the general type, namely, linear combination
of σm.
For any x ∈ Rn, we let α¯k−m = αm in (1.4). Without loss of generality, we assume
that αk = α¯0 = 1. Let θ = (1, 1, 1, · · · , 1). For any t ∈ R we have
σm(tθ + x) =
(n− k)!
(n−m)!
dk−m
dtk−m
σk(tθ + x).
Therefore, by (1.4), we have
Q(tθ + x) =
k∑
m=0
(n− k)!α¯m
(n− k +m)!
dm
dtm
σk(tθ + x).
Now by Condition (C), for α¯m, there is some b ∈ R
N and N > k such that for
m = 0, 1, · · · , n, we have
α′m =
(n− k)!α¯m
(n− k +m)!
= σm(b).(4.1)
With our condition, we can rewrite that
Q(tθ + x) =
N∏
m=1
(1 + bm
d
dt
)σk(tθ + x),
where b1, · · · , bN are the component of vector b.
Lemma 16. For any x ∈ Rn, the order k polynomial Q(tθ + x) always has k real
roots.
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Proof. By induction, we only need to prove that
(1 + bm
d
dt
)σk(tθ + x)
has k real roots. For bm 6= 0, this comes from
(1 + bm
d
dt
)σk(tθ + x) = bme
− t
bm
d
dt
(e
t
bm σk(tθ + x)),
and generalized Roll’s theorem. In fact, for bm > (<)0, e
t
bm σk(tθ + x) has k + 1
roots, since, σk(tθ + x) has k roots and −∞(+∞) is also a root. For bm = 0, it is
obvious. 
Hence we have the following Proposition.
Proposition 17. For a ∈ Rn and σk(a) 6= 0, for any x ∈ R
n, we can write that
Q(at+ x) = σk(a)
k∏
m=1
(t+ λm(x, a)).
Namely, Q(at+ x) has k real roots −λ1(x, a), · · · ,−λn(x, a).
Proof. The proof is following the paper [29]. We consider the following polynomial,
for s ∈ R, Q(sθ + at+ x). By Lemma 16, we have
Q(sθ + at+ x) =
k∏
m=1
(s+ λm(at+ x)).
Here the λm(at + x) in fact depends on α¯0, · · · , α¯k, but we will always use notion
λm(at+x) to present λm(at+x, α¯1, · · · , α¯k) without ambiguity. We call the sequence
λ1(at + x), λ2(at + x), · · · , λk(at + x) the sign ordered eigenvalues, if for t > 0, we
have λ1 6 λ2 6 · · · 6 λk and for t < 0, we have λ1 > λ2 > · · · > λk. We call the
sequence λ1, λ2 · · · , λk the ordered eigenvalues if we require λ1 6 λ2 6 · · · 6 λk.
Obviously, the sign ordered eigenvalues are ordered eigenvalues for t > 0.
We know that λm is continuous. By the same argument as Lemma 2.10 in [29],
we also can prove that λm(at + x) is real analytic for variable t. Now, let’s follow
the argument of Theorem 2.9 in [29]. For t 6= 0, we have
Q(sθ + at+ x) =
k∑
m=0
α¯k−mσm(sθ + at+ x)(4.2)
= tk
k∑
m=0
α¯k−m
tk−m
σm(
s
t
θ + a+
x
t
).
It is obvious that
α¯k−m
tk−m
=
(n −m)!
(n− k)!
σk−m(
b
t
).
Hence, by Lemma 16 and (4.2), we have
Q(sθ + at+ x) = tk
k∏
m=1
(
s
t
+ λm(a+
x
t
,
α¯1
t
,
α¯2
t2
, · · · ,
α¯k
tk
)).
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Here λ1 6 λ2 6 · · · 6 λk are ordered eigenvalues. Hence, we obtain, for m =
1, · · · , n,
λm(at+ x, α¯1, α¯2, · · · , α¯k) = tλm(a+
x
t
,
α¯1
t
,
α¯2
t2
, · · · ,
α¯k
tk
)).(4.3)
By the continuity of λm, for t→ ±∞, we have
λm(a+
x
t
,
α¯1
t
,
α¯2
t2
, · · · ,
α¯k
tk
)→ λm(a, 0, 0, · · · , 0).
It is clear that
σk(a) =
k∏
m=1
λm(a, 0, 0, · · · , 0) 6= 0.
Since λm(a, 0, · · · , 0) 6= 0, then, for t→ ±∞, we have
λm(at+ x)→ ±(∓)∞.
By continuity, λm(at+x) always has one real solution tm, namely, λm(atm+x) = 0.
Define some set S = {t1, t2, · · · , tk}. We claim that if tm1 = tm2 = · · · = tml = τ in
S, then
τ is at least l multiple root of the polynomial Q(at+ x).
It is obvious that
Q(at+ x) =
k∏
m=1
λm(at+ x).
We know that Q(aτ + x) = 0. Since λm(at+ x) is real analytic for t, then
dαQ
dtα
(aτ + x) = 0,
for 0 6 α 6 l − 1. The claim is proved. By the claim, we know that t1, · · · , tk are
exactly k real roots for polynomial Q(at+ x). 
Now we can obtain some concavity.
Lemma 18. If for any x, y ∈ Rn and σk(x) 6= 0, Q(xt + y) has k real roots, then,
(Q(x))1/k is a concave function in x ∈ Γk. Thus, if condition (C) holds, for Q(x)
defined by (1.4), then (Q(x))1/k is a concave function in Γk.
Proof. For any x, y ∈ Γk and 0 6 t 6 1, we need to prove that Q(yt+ (1 − t)x)
1/k
is a concave function. Let a = y − x, and then we have
Q(yt+ (1− t)x)1/k = Q(at+ x)1/k.
If σk(a) 6= 0, by Lemma 17, we have
Q(at+ x) = σk(a)
k∏
m=1
(t+ λm(x, a)) = σk(a)σk(tθ + λ(x, a)),
20
where λ(x, θ) = (λ1(x, θ), · · · , λk(x, θ)). Then, by Newton-Maclaurin inequality, we
get
d2
dt2
Q(at+ x)1/k
=
σ2k(a)
n
Q(at+ x)
1
k
−2(2σk(tθ + λ)σk−2(tθ + λ)−
k − 1
k
σ2k−1(tθ + λ))
6 0.
For σk(a) = 0, we can have some sequence al → a and σk(al) 6= 0. Then, the
previous results tells us that
d2
dt2
Q(alt+ x)
1/k
6 0.
Taking l→∞, we obtain our result. 
Now, we study the quotient concavity of these polynomials. For
Q(tθ + x) =
N∏
m=1
(1 + bm
d
dt
)σk(tθ + x),
we denote that
QN
′
k−1(tθ + x) =
N ′∏
m=1
(1 + bm
d
dt
)σk−1(tθ + x),(4.4)
which is a order k − 1 polynomial.
Lemma 19. For x ∈ Γk, functions
Q(x)
QNk−1(x)
, and
Q(x)
QN−1k−1 (x)
are concave functions.
Proof. For x, y ∈ Γk, let ty + (1 − t)x = at+ x, where a = y − x. If σk(a) 6= 0, by
Proposition 17, we have
Q(sθ + at+ x) = σk(a)
k∏
m=1
(t+ λm(sθ + x, a)).
Since, it is clear that, by (4.4), we have
Q(sθ + at+ x)
QNk−1(sθ + at+ x)
= (n− k + 1)
Q(sθ + at+ x)
d
ds
Q(sθ + at+ x)
.
Hence, taking s = 0, we get
Q(at+ x)
QNk−1(at+ x)
=
(n− k + 1)σk(a)
∏k
m=1(t+ λm(x, a))
σk(a)
∑k
l=1
dλl
ds
(x, a)
∏
m6=l
(t+ λm(x, a))
=
n− k + 1∑k
l=1
dλl
ds
(x, a)
1
t+ λl(x, a)
.
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By the same argument as Lemma 2.10 in [29], we also can prove that λm(sθ + x, a)
is real analytic for variable s. Then
dλl
ds
(x, a) =
d
ds
(λl(sθ + x, a))
∣∣∣∣
s=0
is well defined.
We assume the ordered eigenvalues of σk(a) are µ1 6 µ2 6 · · · 6 µK0 < 0 <
µK0+1 6 · · · 6 µk. For any fixed 0 6 t 6 1 and τ ∈ R, we have
Q(sθ + aτ + at+ x) = Ckn
k∏
m=1
(s+ λm(aτ + at+ x))
= Ckn
k∏
m=1
(s+ τλm(a+
at+ x
τ
,
α¯1
τ
,
α¯2
τ2
, · · · ,
α¯k
τk
)).
Assume that, for τ > 0,
λ1(aτ + at+ x) 6 λ2(aτ + at+ x) 6 · · · 6 λk(aτ + at+ x)(4.5)
are sign ordered eigenvalues. Hence, we have, for any τ > 0,
λ1(a+
at+ x
τ
,
α¯1
τ
, · · · ,
α¯k
τk
) 6 · · · 6 λk(a+
at+ x
τ
,
α¯1
τ
, · · · ,
α¯k
τk
).
If τ approaches to +∞, we have
λ1(a, 0, 0, · · · , 0) 6 λ2(a, 0, 0, · · · , 0) 6 · · · 6 λk(a, 0, 0 · · · , 0).
That is the all k ordered eigenvalues of σk(a), which is the ordered eigenvalues.
Hence, we obtain that λm(a, 0, 0, · · · , 0) = µm.
By the continuity of the function λm(aτ+at+x), for any given s0 and the equation
λm(aτ + at+ x) = s0 respect to variable τ , we always have a unique solution. The
argument is similar to Proposition 17. Hence, we know that, function λm(aτ+at+x)
is a monotone function for variable τ . On the other hand, since at + x ∈ Γk and
αm > 0, it is clear that
dlQ(sθ + at+ x)
dsl
∣∣∣∣
s=0
> 0,
for 0 6 l 6 k − 1, which implies
σl(λ(at+ x)) > 0 for 0 6 l 6 k.
Here λ(at + x) = (λ1(at + x), · · ·λk(at + x)). Thus, we obtain λ(at + x) ∈ Γk,
namely, λm(at + x) > 0 for 1 6 m 6 k. For µm > (<)0, λm(aτ + at + x) is a
monotone increasing(decreasing) function for τ . Hence, the root of this function τm
is negative (positive) since λm(at+x) > 0, which implies µmλm(at+x, a) > 0. Here
−λm(at+ x, a) is the root of the polynomial Q(aτ + at+ x), namely
Q(aτ + at+ x) = σk(a)
k∏
m=1
(τ + λm(at+ x, a)),
and τm+λm(at+x, a) = 0. Note that λm(at+x, a)s are note sign ordered eigenvalues.
Its index just comes from τm.
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Since, we also have
Q(aτ + at+ x) = σk(a)
k∏
m=1
(τ + t+ λm(x, a)),
then, combing the previous two equalities, we have
λm(at+ x, a) = t+ λm(x, a).
Thus, we get
µm(t+ λm(x, a)) > 0.
The discussion of τm gives us the order of τm which is
τK0+1 6 · · · 6 τk−1 6 τk < 0 < τ1 6 τ2 6 · · · 6 τK0 .
Thus, we have the order of λm(at+ x, a),
λK0(at+ x, a) 6 · · · 6 λ2(at+ x, a) 6 λ1(at+ x, a)
< 0 < λk(at+ x, a) 6 λk−1(at+ x, a) 6 · · · 6 λK0+1(at+ x, a),
which implies that
λK0(x, a) 6 · · · 6 λ2(x, a) 6 λ1(x, a) < 0 < λk(x, a) 6 λk−1(x, a) 6 · · · 6 λK0+1(x, a).
Since for s > 0, sθ + x ∈ Γk, we also have
λK0(sθ + x, a) 6 · · · 6 λ2(sθ + x, a) 6 λ1(sθ + x, a)
< 0 < λk(sθ + x, a) 6 λk−1(sθ + x, a) 6 · · · 6 λK0+1(sθ + x, a).
Hence, we have
λK0(θ, a, 0, 0, · · · , 0) 6 · · · 6 λ1(θ, a, 0, 0 · · · , 0)
< 0 < λk(θ, a, 0, 0 · · · , 0) 6 · · · 6 λK0+1(θ, a, 0, 0, · · · , 0).
Since λm(sθ + x, a) is also a monotone function, then the sign of the functions
dλl
ds
(x, a), and λl(θ, a, 0, 0, · · · , 0)
are same for any l. Here, λl(θ, a, 0, 0, · · · , 0) are the roots of the polynomial
σk(at+ θ) = 0.
The roots of the above polynomial in fact are
1
µK0
6
1
µK0−1
6 · · · 6
1
µ1
< 0 <
1
µk
6
1
µk−1
6 · · · 6
1
µK0+1
.
Thus, we have
λl(θ, a, 0, 0, · · · , 0) =
1
µl
,
which implies
µl
dλl
ds
(x, a) > 0.
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Let’s prove the concavity. Define some function
gl(t) =
µl(t+ λl(x, a))
µl
dλl
ds (x, a)
> 0,
and g′′l (t) = 0. Then, we have
1
n− k + 1
Q(at+ x)
QNk−1(at+ x)
=
1∑
m
1
gm(t)
.(4.6)
The second order derivative of the above function is that
−
2
(
∑
m
1
gm(t)
)3
(
∑
m
1
gm(t)
∑
m
(g′m(t))
2
g3m(t)
− (
∑
m
g′m(t)
g2m(t)
)2) 6 0.
For σk(a) = 0, we take some al with σk(al) 6= 0 and converges to a. Hence, the first
function defined in our Lemma is a concave function. For the second function, we
can rewrite it to be
Q(x)
QN−1k−1 (x)
=
QN−1k (x)
QN−1k−1 (x)
+ (n− k + 1)bN .
Hence, it is also a concave function. 
A direct corollary of the above Lemma is the following result.
Corollary 20. In Γk, the functions
(
Q(x)
QNl (x)
)1/(k−l) and (
Q(x)
QN−lk−l (x)
)1/l
are concave functions. Especially, if N = k, functions
(
Pk(x)
σ1(x) + n
∑
m bm
)1/(k−1) and (
Pk(x)
σ1(x) + nb1
)1/(k−1)
are concave functions.
Proof. Obviously, we have
Q(x)
QNl (x)
=
Q(x)
QNk−1(x)
QNk−1(x)
QNk−2(x)
· · ·
QNl+1(x)
QNl (x)
.
Hence, by Lemma 19 and the proof of Corollary 15, we have our first result. For
N = k, since, we have
Qk1(x) = σ1(x) + n
∑
m
bm, Q
1
1 = σ1(x) + nb1,
we have our second one using the concavity of the first two functions. 
We can use the previous result to revisit the quotient concavity of sum type
equations.
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Corollary 21. The function
qk(x) =
σk+1(x) + ασk(x)
σk(x) + ασk−1(x)
is a concave function in Γk+1 for k > 1.
Proof. Since, we have
σk(tθ + x) =
1
n− k
d
dt
σk+1(tθ + x), and σk−1(tθ + x) =
1
n− k + 1
d
dt
σk(tθ + x),
then, we get
qk(x)
=
σk+1(tθ + x) +
α
n− k + 1
d
dt
σk+1(tθ + x)
σk(tθ + x) +
α
n− k + 1
d
dt
σk(tθ + x)
∣∣∣∣∣∣∣
t=0
+
α
n− k + 1
σk(x)
σk(x) + ασk−1(x)
.
Both of the above two functions are concave functions by Corollary 20 and Lemma
13. Hence, we have the concavity of qk(x) in Γk+1 cone. 
Remark 22. The major difference between previous Corollary and Lemma 14 is
the definition field of the function qk. Since, it is clear that Γk+1 ⊂ Γ˜k, Lemma 14
is better.
By Corollary 20, we can conclude the main result of this section by Theorem 3.
5. The conclusion
Combing discussion of section 2 and section 4, we have our main result of this
paper, Theorem 4. With appropriate barrier, we can prove the existence result The-
orem 5 coming from the Theorem 4.
Proof of Theorem 5: The proof can be deduced by the degree theory as in [17, 24].
We only give a brief review following [24]. Consider the modified auxiliary equation
(5.1)
Q(κ(X)) = ψt(X, ν) =
(
tf−
1
k (X, ν) + (1− t)(Ckn[
1
|X|k
+ ε(
1
|X|k
− 1)])−
1
k
)−k
.
The assumptions of ψt satisfies the structural condition in the Constant Rank The-
orem (Theorem 1.2 in [25]) which implies our convexity of solutions. Theorem 4
gives curvature estimates. If we have C0 bound, the proof of the rest part of this
theorem is same as [24]. The C0 upper bound comes from our barrier condition with
maximum principal. Same as [24], the lower bound only needs the uniform lower
bound of the convex body’s volume which we need to discuss here. By our equation
and uniform upper bound, there is some m 6 k such that αm 6= 0 and
σm(κ) 6 C,
where C is some constant only depending on ψ and uniform upper bound. Thus,
using Alexsandrov-Frenchel inequality and same argument in [24], we have the lower
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bound of the volume.
A corresponding C2 estimates of convex solutions for Hessian equations defined
in some domain also holds:
Corollary 23. Suppose function u defined in some domain Ω ⊂ Rn is a convex
solution of the linear combination of k Hessian equation
Q(D2u) =
k∑
m=0
αmσm(D
2u) = ψ(x, u,Du)(5.2)
for some positive function ψ(x, u,Du) ∈ C2(Rn × R × Rn) and nonnegative coef-
ficients α0, · · · , αk satisfying Condition (C), then there is a constant C depending
only on n, k, ‖u‖C1 , inf ψ and ‖ψ‖C2 , such that
(5.3) max
Ω
D2u ≤ C.
In section 3, the admissible solution sets of the sum type equations have been
obtained. Thus, we can state some existence results for admissible setting for sum
type equations (1.7). We need pose some frequently used barrier [3, 45, 8]. We
denote ρ(X) = |X|. Assume that
Condition (1). There are two positive constant r1 < 1 < r2 such that
(5.4)


ψ(X,
X
|X|
) >
QkS(1, · · · , 1)
rk1
, for |X| = r1,
ψ(X,
X
|X|
) 6
QkS(1, · · · , 1)
rk2
, for |X| = r2.
Condition (2). For any fixed unit vector ν,
∂
∂ρ
(ρkψ(X, ν)) 6 0, where |X| = ρ.(5.5)
For sum type equations, if the right hand side function ψ only depends on position
vector X, we have the admissible solution results.
Theorem 24. Suppose that positive function ψ ∈ C2(B¯r2 \Br1) only depends posi-
tion vector and satisfies conditions (5.4) and (5.5), then equation (1.7) has a unique
C3,α starshaped Γ˜k solution M in {r1 ≤ |X| ≤ r2}.
Proof. The proof comes from Theorem 12, Corollary 15 and standard argument for
concave equations, seeing for example [18] for more detail. 
For three special cases k = 1, 2, 3 and α > 0, we have the following result.
Theorem 25. Suppose k = 1, 2, 3 and suppose positive function ψ ∈ C2(B¯r2 \
Br1×S
n) satisfies conditions (5.4) and (5.5), then equation (1.7) has a unique C3,α
starshaped Γ˜k solution M in {r1 ≤ |X| ≤ r2}.
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Proof. k = 1 is the linear case which is well known. For k = 2, 3, in its admissible
set, we have ∑
i
(QkS)
ii > Cσ1,
where C is some uniform constant. The curvature estimates for 2-Hessian equations
case at first obtained in [24]. We also can generalize these idea to present cases. But
we also can adopt the calculation used by Guan-Jiao [18] and the previous formula to
obtain curvature estimates for any concave functions. On the other hand, Corollary
15 tell us that we can rewrite our equation to be some concave function. Thus we
have our result. 
At last, inspired by [43], the global C2 estimates for QnS Hessian equation in Γ˜n
also can be solved. That is the following existence theorem.
Theorem 26. Suppose k = n and suppose positive function ψ ∈ C2(B¯r2 \Br1 ×S
n)
satisfies conditions (5.4) and (5.5), then equation (1.7) has a unique C3,α starshaped
Γ˜k solution M in {r1 ≤ |X| ≤ r2}.
The detail proof of this theorem will be carried out in a forthcoming paper by
Ren [42].
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