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Résumé. L’estimation paramétrique des modèles dynamiques en biologie est souvent
rendue complexe par les fortes interactions entre processus et les non-linéarités qui en dé-
coulent, ainsi que par la difficulté de l’observation du système par expérimentation. Dans
cet article nous étudions l’application de la méthode de filtrage particulaire par convolu-
tion, développée pour permettre d’estimer les paramètres et les états cachés simultanément
pour des systèmes non-linéaires. Nous proposons une variation de cette méthode mettant
en jeu des itérations multiples du filtre particulaire par convolution, en tenant compte
des informations obtenues lors de l’itération précédente afin d’améliorer l’estimation des
paramètres. Une version conditionnelle de l’approche est également proposée dans le cas
d’un système dynamique bruité, en réalisant l’estimation paramètres-états en supposant
les paramètres du modèle de bruits connus, puis en estimant ces derniers grâce aux états
cachés estimés, et en relançant l’algorithme avec ces nouveaux paramètres. La méthode a
été implémentée pour un modèle de croissance de betterave avec observations rares, et les
résultats apparaissent meilleurs que la méthode de filtrage par convolution sans itération,
même réalisée avec un nombre bien plus important de particules. La méthode est par
ailleurs générique, robuste et facilement adaptable.
Mots-clés. Modèle de Markov caché, Filtrage non linéaire, Estimation de paramètre,
Modèle de croissance de plantes.
Abstract. Parameter estimation for dynamic biological models is often considered to
be a complex problem because of the strong interactions between processes, the nonli-
nearity and the difficulty in obtaining experimental observations. A typical example is
plant growth model. In this context, classical parameter estimation techniques are dif-
ficult to apply. Nevertheless, Convolution Particle Filtering (CPF) was shown to be an
efficient approach, aiming at the joint estimation of parameters and hidden states. In this
article, we propose a variation of this method based on multiple iterations of CPF, which
takes into account the information obtained by the former iteration in order to improve
the precision of the estimates. A conditional version of the method is also derived for
stochastic dynamic systems : in the first place, model parameters and hidden states are
jointly estimated conditionally on the noise parameters, in the second place, the latter
are estimated based on the estimation of the hidden states. Both steps can be repeated
until convergence. The implementation is performed with a sugar beet growth model. The
results obtained with the proposed method appear to be significantly better than those
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obtained with the classical CPF, even if the latter estimation is performed with a much
larger number of particles. The iterative version of CPF is easy to adapt to all kinds of
dynamic models, and appears robust.
Keywords. Hidden Markov models, Nonlinear filters, Parameter estimation, Plant
growth models.
1 Introduction
La méthode de filtrage particulaire par noyaux de convolution se révèle une méthode
efficace pour l’estimation conjointe des états cachés et des paramètres pour les modèles
de Markov cachés [1], [8]. Elle repose sur l’estimation des densités de probabilité des états
cachés conditionnellement aux observations de façon récurrente à l’aide d’un estimateur
à noyaux.
Pour les problématiques d’estimation paramétrique, dans un contexte de filtrage conjoint
états-paramètres hors-ligne, et quand la connaissance a priori sur les paramètres est faible
(cas d’un a priori non-informatif), nous proposons d’itérer le filtrage particulaire à noyaux
un grand nombre de fois, c’est à dire en prenant comme population de particules à la k-ème
itération du filtrage, la distribution de particules obtenues à la fin de la (k− 1)-ème itéra-
tion. En particulier, nous montrerons que cette méthode est particulièrement intéressante
lorsque les observations du système dynamique sont rares ou irrégulières, comme bien
souvent lorsqu’il s’agit de systèmes biologiques, en permettant d’assurer la convergence
des estimateurs.
2 Méthode bayésienne d’estimation des paramètres
par filtrage particulaire à noyaux de convolution
Nous considérons un modèle de Markov caché pour lequel on a défini un état ca-
ché augmenté Xan = (Xn,Θn), incluant Xn l’état caché au temps n et Θ le vecteur des
paramètres à estimer. Si Yn représente le vecteur d’observations au temps n, le modèle
de Markov caché (d’ordre 1) est déterminé par les densités de probabilité de transition
p(xan|xan−1) (correspondant à l’équation d’évolution), p(yn|xan) (correspondant à l’équation
d’observation) et la densité initiale p(xa0).
Le filtre particulaire à noyaux de convolution permet d’estimer conjointement les pa-
ramètres et les états cachés du système dynamique en temps réel en s’appuyant sur les
données observées. Les particules sont initialisées de façon soit informative (à partir de
p(xa0)) ou non informative (en distribuant uniformément sur l’espace admissible). Le fil-
trage s’effectue alors de façon récurrente, en deux étapes à chaque pas de temps n [1] :
• Prédiction : l’objectif est de fournir un estimateur à noyau de p(xan+1, yn+1|y0:n)
noté p̂(xan+1, yn+1|y0:n). M particules {x̃an(i), i = 1, . . . ,M} sont tirées selon la loi de densité
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p̂(xan|y0:n). On propage ensuite chacune de ces particules à travers l’équation d’évolution du
système pour obtenir {x̃an+1− (i), i = 1, . . . ,M} tirées selon la loi de densité p(xan+1|x̃an(i)).
Enfin, dans le cas où la loi de densité p(yn+1|x̃an+1− (i)) est connue explicitement, l’étape
d’échantillonnage {ỹ(i)
n+1−
, i = 1, . . . ,M} n’est plus nécessaire.
Avec KX
hXM
un noyau de Parzen-Rosenblatt de fenêtres hXM , on en déduit l’estimateur à








































peut s’interpréter comme le poids
normalisé w̃
(i)




Notons que la méthode s’adapte sans difficulté si nous sommes dans le cadre d’observa-
tions rares. Soient les observations (yni)1≤i≤P , où (ni)1≤i≤P sont les temps d’observations.
L’estimation de p(xan|yn1,n2,...,nk) est mise à jour au temps nk+1 en propageant les par-
ticules par l’équation d’évolution entre nk et nk+1, et en estimant p(x
a
n|yn1,n2,...,nk,nk+1)
par les noyaux de convolution utilisant les nouvelles observations ynk+1 . Par la suite nous
noterons (ni)1≤i≤P les temps d’observation.
3 Filtrage par noyaux de convolution itératif
Si on se place dans le cadre hors-ligne, nous proposons une alternative aux méthodes
de lissage (voir par exemple [5]) basée sur l’itération du filtrage particulaire par noyaux de
convolution. A la suite du filtrage, nous disposons d’un ensemble de particules {x̃anP
(i), i =
1, . . . ,M} avec les poids normalisés associés {w̃(i)nP , i = 1, . . . ,M}. Nous relançons alors
le filtrage en réinitialisant les particules {x̃a0(i), i = 1, . . . ,M} en choisissant {x̃0(i), i =
1, . . . ,M} de la même façon que pour le filtre classique (selon la distribution p (x0)))
et en revanche les paramètres {Θ̃(i)0 , i = 1, . . . ,M} sont initialisés avec les {Θ̃(i)nP , i =
1, . . . ,M}. Les poids associés aux nouvelles particules ainsi obtenues {x̃a0(i), i = 1, . . . ,M}
sont {w̃(i)nP , i = 1, . . . ,M}.
Si la taille effective de l’échantillon diminue sous un certain seuil, une procédure de ré-
échantillonnage est mise en place avant de relancer la procédure de filtrage, afin d’éviter
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que les poids des particules ne dégénèrent trop [6]. Un tirage multinomial basé sur les
poids des particules est effectué.
Après chaque itération l du filtrage, les estimateurs des paramètres et des états cachés














La méthode d’estimation ainsi définie étant stochastique, après une période de burn-in
de K itérations (K = 100 dans nos tests, voir figure 1), nous considérons un estima-
teur moyenné afin de s’affranchir des fluctuations algorithmiques pour la convergence de













Quand le modèle de Markov caché s’écrit sous la forme d’un système déterministe
bruité, Θ se décomposant en (Θ1,Θ2) avec Θ1 les paramètres de la partie déterministe du
modèle d’évolution et d’observation, et Θ2 les paramètres de bruits, nous proposons une
version conditionnelle de l’algorithme : l’estimation des états cachés et de Θ1 étant réalisée
en supposant Θ2 connu. En pratique, des paramètres de bruits faibles même relativement
différents des paramètres de bruits réels assurent une convergence de l’algorithme vers
des estimations satisfaisantes des paramètres de la partie déterministe du modèle et des
états cachés. L’initialisation de l’algorithme est ainsi possible, en prenant un Θ2 corres-
pondant à des bruits faibles (des écarts types de 0.01 dans nos tests). Ainsi, une fois estimé
les paramètres Θ1 et les états cachés, nous pouvons estimer directement les réalisations
des bruits de modélisation et d’observation, et donc les paramètres Θ2. On relance alors
l’algorithme avec la nouvelle valeur de Θ2 et on itère jusqu’à convergence.
Notons que les itérations successives du filtrage font que la distribution a posteriori
des paramètres n’est pas représentative de l’incertitude sur ces paramètres mais bien des
incertitudes liées au fait que l’algorithme soit stochastique. Afin de déterminer l’inter-
valle de confiance sur les paramètres, nous mettons en oeuvre la méthode de bootstrap
paramétrique [4]. Ceci est rendu possible car la version conditionnelle de l’algorithme per-
met une estimation satisfaisante des paramètres Θ2 (cf. Table 1), et donc de simuler des
échantillons de données virtuelles sur lesquelles réaliser nos estimations pour évaluer les
distributions des paramètres.
4 Application à l’estimation des paramètres d’un mo-
dèle de croissance de plantes
Comme bien souvent pour les systèmes biologiques, la paramétrisation des modèles
fonctionnels de croissance de plantes est délicate : les modèles sont non-linéaires, souvent
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surparamétrés, avec des données expérimentales difficiles à acquérir [3]. Un problème im-
portant reste l’évaluation de l’incertitude sur les paramètres. L’application de la méthode
de filtrage par noyaux de convolution itératif semble apporter une solution robuste et
générique au type de problèmes rencontrés pour ces modèles.
4.1 Modèle stochastique de croissance
Nous présentons un modèle de croissance de la betterave pour illustrer les perfor-
mances de la méthode, à l’échelle de temps journalière. Deux compartiments d’organes
sont considérés, le feuillage et la racine. Ces équations peuvent être généralisées à bien
d’autres plantes sans difficulté.
Production de biomasse : Q(t) est la production de biomasse au jour t obtenue par







· (1 + ηQ(t)) (5)
avec Qg masse foliaire verte (active pour la photosynthèse), PAR le rayonnement photo-
synthétiquement actif, et le bruit de modélisation ηQ ∼ N (0, σ2Q).
Allocation entre les deux compartiments feuilles et racine :
Qf (t+ 1) = Qf (t) + γ(t) ·Q(t) (6)
Qr(t+ 1) = Qr(t) + (1− γ(t)) ·Q(t) (7)
La fonction γ est définie par :
γ(t) = γ(τ(t)) = (γ0 + (γf − γ0) ·Ga(τ)) · (1 + ηγ(t)) (8)
avec τ(t) le temps thermique (correspondant à la température journalière cumulée, depuis
le semis), Ga la distribution cumulée de la loi log-normale, de paramètres µa, sa, et le
bruit de modélisation ηγ(t) ∼ N (0, σ2γ).
Sénescence : La masse foliaire sénescente Qs (non active pour la photosynthèse) est
une proportion de la masse foliaire accumulée déterminée également par la distribution
cumulée d’une loi log-normale de paramètres µs, ss :
Qs(t) = Gs(τ(t))Qf (t) (9)
On en déduit alors simplement la masse foliaire verte Qg :
Qg(t) = Qf (t)−Qs(t) (10)
Observations expérimentales :
Y (t) =
 Qg(t) · (1 + εg(t))Qs(t) · (1 + εs(t))
Qr(t) · (1 + εr(t))
 (11)
avec des bruits d’observation εg(t)) ∼ N (0, σ2g), εs(t) ∼ N (0, σ2s) et εr(t) ∼ N (0, σ2r).
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4.2 Estimation des paramètres par filtrage à noyaux de convo-
lution itératif
Par simulation du modèle stochastique, nous générons un vecteur d’observations Y exp
avec des observations tous les 5 jours, jusqu’au jour 140 (soit 28 dates d’observations), et
nous estimons Θ1 = (µ, µa, µs) et Θ2 = (σQ, σγ, σg, σs, σr) par la version conditionnelle du
filtrage itératif (en considérant Θ2 connu, en l’estimant à partir des états cachés, puis en
répétant l’opération avec la nouvelle valeur de Θ2). Nous utilisons 10000 particules, 300
itérations du filtrage et 3 répétitions de la version conditionnelle avec mise à jour de Θ2.
Dans la figure 1, nous illustrons la convergence de l’estimation des paramètres (moyen-
née, cf. Équation (4)) après la période de burn-in avec un grand nombre d’itérations lar-
gement suffisant. La figure 2 illustre elle l’estimation des états cachés Qr et Qg. Celle-ci
se révèle très bonne malgré les bruits d’observation relativement importants.
Figure 1 – Évolution de l’estimation moyennée (cf. Équation (4)) des paramètres µ, µalloc, µsen en
fonction du nombre d’itérations du filtre et après une période de burn-in de 100 itérations
Figure 2 – Comparaison des états cachés estimés, des états cachés réels et des observations pour la
masse racinaire Qr et la masse foliaire Qg
Afin d’étudier le biais d’estimation de l’algorithme, pour les paramètres Θ1 et Θ2, nous
répétons l’algorithme pour 100 jeux d’observations générés pour Y exp (avec les vraies va-
leurs de Θ2) et présentons les résultats dans la Table 1. Notons que dans un cas d’estima-
tion réelle, la même procédure serait réalisée pour le bootstrap paramétrique, en prenant
la valeur de Θ2 estimée.
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Estimation des µ µa µs
paramètres Moyenne Écart-type Moyenne Écart-type Moyenne Écart-type
Vraie valeur 3,67 5,04 8,034
Moyenne 3,6672 ± 0,0312 5,0390 ± 0,0254 8,0355 ± 0,0069
Estimation des ηQ ηγ
bruits de modélisation Moyenne Écart-type Moyenne Écart-type
σQ, σγ (vraie valeur 0.02) 0,0253 ± 0,0071 0,0236 ± 0,0039
Estimation des εg εs εr
bruit d’observations Moyenne Écart-type Moyenne Écart-type Moyenne Écart-type
σg, σs, σr (vraie valeur 0.05) 0,0537 ± 0,0073 0,0580 ± 0,0142 0,0548 ± 0,0087
Table 1 – Estimation des paramètres du modèle de croissance avec la méthode du filtrage itératif dans
sa version conditionnelle pour l’estimation des bruits (moyennes et écarts-types basées sur 100 tests).
La méthode d’estimation se révèle non biaisée pour les paramètres fonctionnels du
modèle (Θ1), et avec un léger biais pour les paramètres du modèle de bruit (Θ2). Ce
biais peut s’expliquer par le nombre relativement faible d’observations (28) qui sont uti-
lisées pour l’estimation de (Θ2) à partir des états cachés. Le biais diminue si le nombre
d’observations augmente. Cette estimation satisfaisante des bruits est intéressante car elle
permet dans les cas réels de lancer une procédure de bootstrap paramétrique [4] pour
évaluer l’incertitude sur les paramètres.
4.3 Résultats avec et sans itération du filtrage
Avec le même modèle, dans le même cas d’observations rares, en considérant les para-
mètres de bruit connus, nous comparons les performances du filtrage avec et sans itération.
Pour différents nombres de particules M , nous estimons µ, µa, σa et σs pour 700 jeux de
données dans le cas sans itération et 200 dans le cas itératif générés à partir du même
vecteur de paramètres. Au bout d’un moment, l’augmentation du nombre de particules
ne permet plus d’améliorer la qualité de l’estimation pour le filtre sans itération, qui se
révèle moins bon que le filtre itératif ici.
Filtre sans itération, M = 100 1000 10000 100000
vraie valeur moyenne IC95% moyenne IC95% moyenne IC95% moyenne IC95%
µ 3,67 3,119 [ 3,016 ; 3,216 [ 3,593 [ 3,526 ; 3,667 [ 3,642 [ 3,591 ; 3,689 [ 3,648 [ 3,592 ; 3,676 [
µa 5,04 4,521 [ 4,354 ; 4,689 [ 4,985 [ 4,861 ; 5,180 [ 5,134 [ 5,026 ; 5,198 [ 5,140 [ 5,051 ; 5,177 [
sa 0,931 1,404 [ 0,935 ; 1,583 [ 1,228 [ 0,705 ; 1,450 [ 0,803 [ 0,697 ; 1,047 [ 0,782 [ 0,701 ; 0,979 [
µs 8,034 8,581 [ 7,942 ; 9,431 [ 8,080 [ 7,948 ; 8,999 [ 8,054 [ 8,020 ; 8,086 [ 8,053 [ 8,027 ; 8,074 [
Filtre itératif (1400 itér.), M = 1000 10000
vraie valeur moyenne IC95% moyenne IC95%
µ 3,67 3,669 [ 3,609 ; 3,740 [ 3,674 [ 3,616 ; 3,721 [
µa 5,04 5,049 [ 4,919 ; 5,155 [ 5,033 [ 4,952 ; 5,124 [
sa 0,931 0,915 [ 0,816 ; 1,022 [ 0,935 [ 0,873 ; 0,993 [
µs 8,034 8,039 [ 8,023 ; 8,053 [ 8,036 [ 8,025 ; 8,047 [
Table 2 – Comparaison du filtrage avec et sans itération pour différents nombres de particules M
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5 Conclusion
Cet article introduit la méthode de filtrage particulaire itératif à noyaux de convolu-
tion pour les modèles de Markov cachés, et sa version conditionnelle pour l’estimation
des paramètres de bruits dans le cadre de système dynamique stochastique. Les résultats
présentés pour un modèle de croissance de plantes, à observations rares sont excellents
pour l’estimation des paramètres fonctionnels (partie déterministe du modèle), et satis-
faisants en ce qui concerne l’estimation des états cachés et l’estimation des paramètres de
bruits, ce qui permet par boostrap paramétrique d’évaluer l’incertitude d’estimation des
paramètres, problématique toujours importante pour les modèles biologiques.
D’autres tests ont pu être accomplis sur différents modèles conduisant aux mêmes
résultats. La méthode est robuste et très générique. Des comparaisons ont été faites avec
la méthode de filtrage à noyaux de convolution classique [1] et ont démontré l’intérêt de
la méthode itérative quand le nombre d’observations est limité, même en prenant des
nombres de particules bien plus grands pour la méthode classique. Il serait intéressant
de comparer la méthode itérative avec les méthodes de lissage [5]. Une difficulté de la
méthode est son temps de calcul important. Des tests sont en cours pour comprendre la
convergence, en particulier l’équilibre entre nombre de particules et nombre d’itérations.
Références
[1] F. Campillo and V. Rossi. Convolution Particle Filter for Parameter Estimation
in General State-Space Models. IEEE Transactions in Aerospace and Electronics.,
45(3) :1063–1072, 2009.
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