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Abstract—Blockchain technology has been attracting much 
attention from both academia and industry. It brings many 
benefits to various applications like Internet of Things. However, 
there are critical issues to be addressed before its widespread 
deployment, such as transaction efficiency, bandwidth 
bottleneck, and security. Techniques are being explored to 
tackle these issues. Stochastic modeling, as one of these 
techniques, has been applied to analyze a variety of blockchain 
characteristics, but there is a lack of a comprehensive survey on 
it. In this survey, we aim to fill the gap and review the stochastic 
models proposed to address common issues in blockchain. 
Firstly, this paper provides the basic knowledge of blockchain 
technology and stochastic models. Then, according to different 
objects, the stochastic models for blockchain analysis are 
divided into network-oriented and application-oriented (mainly 
refer to cryptocurrency). The network-oriented stochastic 
models are further classified into two categories, namely, 
performance and security. About the application-oriented 
stochastic models, the widest adoption mainly concentrates on 
the price prediction of cryptocurrency. Moreover, we provide 
analysis and comparison in detail on every taxonomy and 
discuss the strengths and weaknesses of the related works to 
serve guides for further researches. Finally, challenges and 
future research directions are given to apply stochastic 
modeling approaches to study blockchain. By analyzing and 
classifying the existing researches, we hope that our survey can 
provide suggestions for the researchers who are interested in 
blockchain and good at using stochastic models as a tool to 
address problems. 
Keywords—Performance; Blockchain; Security; Stochastic 
models; Quantitative analysis 
1. INTRODUCTION  
Blockchain is a kind of combined technology, which at 
least includes cryptography, mathematics, algorithm, and 
economic models. It is in fact a distributed and open ledger 
running over a peer-to-peer (P2P) network that can manage 
transactions for multiple entities efficiently without a 
middleman. Blockchain was originally created to support the 
famous cryptocurrency Bitcoin, introduced by Nakamoto [1] 
in 2008. Since then, many other blockchain platforms 
(Ethereum [2], Hyperledger Fabric [3], Ripple [4], etc.) have 
been inspired by Bitcoin and their applications have spread to 
Internet of Things (IoT) [5], insurance [6], medical science [7] 
and so on. 
Although blockchain has a huge prospect in the future, 
some concerns have to be considered and tackled. For instance, 
Coinrail and Bithumb [8], South Korean cryptocurrency 
exchanges, were hacked in June 2018. In a very short period 
of time, two hacker attacks took place, which resulted in 5300 
Bitcoins ($ 40 million) and $31 million losses respectively. 
Therefore, security problems of blockchain need to be solved.  
Another concern is that the performance of blockchain needs 
to be improved. For example, the transactions per second 
(TPS) of blockchain platforms is several orders of magnitude 
lower [9] than that of traditional database systems like VISA 
and Paypal [10].  
Over the past few years, researchers have adopted many 
techniques to tackle these issues. Among these techniques, 
stochastic modeling has been employed as a solution in 
blockchain. A stochastic model forecasts the probability of 
various outcomes under different conditions, using random 
variables [11]. Thus, stochastic models can be used to obtain 
the probability distributions of many metrics in blockchain 
networks. Through the stochastic models analysis, the 
potential relationship among metrics can be proved. Moreover, 
stochastic models can be utilized to learn and predict miners’ 
behaviors and then the optimal strategy is chosen to get more 
rewards. In addition, stochastic models have made many 
contributions to blockchain in many aspects, like evaluating 
reliability [12], analyzing performance [13] and achieving 
traceability [14]. Therefore, stochastic models are natural 
considerations for analyzing blockchain. 
There are several good survey papers on blockchain. Some 
survey papers focus on the specific aspects of blockchain such 
as consensus protocols [15], privacy, security [16], smart 
contracts [17], and so on. Some papers concentrate on 
surveying the applications of blockchain, such as IoT [18] and 
industry [19]. However, there is no survey to conclude the 
situation where they use stochastic models to explore 
blockchain. Moreover, it is important for researchers to know 
the open challenges and research trend about stochastic 
models used to address blockchain issues. Motivated by it, we 
aim to present the survey with the comprehensive literate 
review on the stochastic models in blockchain. We hope that 
our effort could give references for people who want to study 
blockchain using stochastic models. Most of the related works 
are after 2016 and based on the different objects, the stochastic 
models for analyzing blockchain are divided into network-
oriented and application-oriented (mainly refer to 
cryptocurrency). The network-oriented stochastic models are 
classified into two categories, namely, performance and 
security. About the blockchain application-oriented stochastic 
models, the widest adoption mainly concentrates on the price 
prediction of cryptocurrency. The detailed classification of 
our paper is shown in Fig. 1. The contributions of our survey 
are as follows: 
(1) We give an overview of blockchain, present several 
common stochastic models, and discuss what kinds of 
problems in blockchain are the stochastic models good at 
solving. 
(2) We compare the existing works which apply stochastic 
models to study blockchain attributes, and analyze their 
strengths and weaknesses in order to serve guides for further 
researches.  
(3) We conclude open research challenges in combining 
blockchain and stochastic models. In addition, we point out 
several future directions of using stochastic models to solve 
blockchain issues. 
The paper is organized as follows. Section 2 gives the 
overview and fundamentals of blockchain and stochastic 
models. Section 3 introduces the stochastic models for 
blockchain networks performance. Section 4 discusses the 
stochastic models for security in blockchain networks. Section 
5 presents stochastic models for blockchain applications 
(mainly refer to cryptocurrency). Section 6 outlines challenges 
and future research directions. The conclusion is given in 
Section 7. 
 
Fig. 1. The classification of the paper. 
2. OVERVIEW AND PRELIMINARY 
In this section, we give an overview of blockchain on its 
concepts and give a brief introduction of stochastic models. 
2.1 Overview of Blockchain 
The traditional payment method needs a trusted third party, 
but the middleman is untrustworthy, leading to various 
security problems. The emergence of blockchain can create 
trust among participants without the need for third parties. It 
has got a lot of attention for the following reasons: 
 Greater transparency: In addition to the identity 
information of the transaction parties being 
encrypted, the data is transparent to the nodes of the 
whole blockchain network. Anyone or participating 
nodes can query blockchain data records or develop 
relevant applications through open interfaces, which 
is the basis of blockchain systems to be trusted. 
Therefore, data on blockchain has high transparency. 
 Enhanced security: If anyone wants to change the 
information in blockchain, more than half of the total 
hash power must be controlled to change the data, 
which is very difficult. In distributed networks, 
security issues can be better addressed without the 
trust doubt of third parties. 
 Improved traceability: The next block has a hash 
value of the previous block as a hook. Only the 
previous hash value is recognized, can the block be 
hung. Because the block is uniquely identified, it is 
convenient to query the date that we need. 
 Increased efficiency and speed: Because each node 
in blockchain networks has the right to record 
without the check by a middleman, which leads to 
high efficiency and speed. 
 Reduced costs: In blockchain, no third party or 
middleman is required, which saves a lot of labor 
costs. 
2.2 Type of blockchain 
According to the access mechanisms, the blockchain 
technologies can be divided into three types: Public 
blockchain, Private blockchain, and Consortium blockchain 
[2]. 
In public blockchain, any individual or group can send 
transactions or develop their own applications on the public 
blockchain. Public blockchain is completely decentralized. 
The access threshold is low in public blockchain networks. 
Anyone who has a computer and can connect to the Internet 
can access it. All data is open to the participants. Bitcoin [20] 
and Ethereum [21] are both public blockchain platforms. Fig. 
2 (a) shows an example of public blockchain. 
In private blockchain, write permission is controlled by an 
organization or institution. The privilege of participant nodes 
will be strictly restricted. Private blockchain is more flexible 
than public blockchain, which is widely used in enterprises. 
Hyperledger Fabric and R3 Corda are private blockchain 
projects [22][23]. Fig. 2 (b) represents a private blockchain. 
 
Fig. 2. Types of Blockchain. 
In consortium blockchain, it is partially private. Different 
from private blockchain, consortium blockchain is managed 
by a group rather than a single entity. Consortium blockchain 
needs to choose several nodes as record nodes in advance. The 
generation of each block is determined by the record nodes. 
Other nodes can trade, but have no right of record. 
Hyperledger [24] and R3CEV [25] are both consortium 
blockchain platforms. Fig. 2 (c) gives an example of 
consortium blockchain. Both consortium blockchain and 
private blockchain belong to permissioned blockchain. 
Hyperledger Fabric is a popular permissioned blockchain 
platform. 
2.3 Data organization 
The data organization of the blockchain can be divided 
into three levels: transaction, block and chain. Each level has 
different components to protect data integrity and authenticity. 
 Transaction: Transaction is the most basic data 
structure of blockchain. Block is a data structure for 
recording transactions, reflecting the fund flow of a 
transaction. Actually, a transaction is a collection of 
inputs and outputs, which identifies the senders and 
receivers and includes the token value/states and 
some transaction fees [26]. 
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 Block: A block consists of a block header (block hash) 
to identify itself, a hash pointer [27] to point the 
previous block, and transactions. The transactions 
exist in a block as a Merkle root for lightweight 
storage. The Merkle root is the root of Merkle tree 
[28]. A Merkel tree is a transaction set organized by 
a binary tree. Each leaf node represents a transaction 
labeled with hashcode and the non-leaf node is 
labeled with the hashcode of the concatenated labels 
of its two children. This kind of structure is 
convenient to check the content and increases the 
difficulty of tampering the data in a block without 
being noticed. 
 Chain: Every block has the previous hash value, so 
blocks could be chained together, thus forming a 
“chain”. The first block is called genesis block [29]. 
An example of blockchain is shown in Fig. 3.  
 
Fig. 3. An example of blockchain. 
2.4 Consensus 
We know that there is no central authority in blockchain, 
and consensus is the core part of blockchain networks to 
guarantee transactions to be secured and verified [30]. 
Generally, it is a technique to reach an agreement in a group. 
Consensus algorithms can be divided into two types: proof-
based and voting-based [31]. 
In proof-based consensus algorithms, any node must solve 
a difficult mathematical puzzle if it pretends to produce a new 
block and add it to the blockchain. The process of getting the 
right to append the block is called mining and the nodes are 
called miners. In public blockchain, nodes get rewards after 
mining successfully, which encourages more miners to 
participate in blockchain networks. There are different 
versions of proof-based consensus algorithms, such as Proof 
of Elapsed time, Proof of Work (PoW), Proof of Stake (PoS) 
[32], and their hybrid versions. However, PoW needs to 
consume high electricity. A validator is chosen to generate a 
new block based on its economic state. The more mining 
machines you have, the more likely you are to succeed. And 
Pow is vulnerable to 51%-attacks [33]. In order to overcome 
high electricity consumption, Proof-of-Stake (PoS) is 
developed [34]. It is similar to the shareholder mechanism in 
real life. The more shares people own, the easier it is to get the 
right to record. 
Voting-based consensus algorithms are popular in private 
blockchain where the nodes are identified. Voting-based 
consensus algorithms allow nodes to join and leave from the 
checking system freely [35]. Byzantine mechanism is a typical 
voting-based consensus algorithm. The most famous 
Byzantine algorithm is Practical Byzantine Fault Tolerance 
(PBFT) introduced in the late 90s [36]. It is designed to work 
in asynchronous systems and aims to reduce the influence of 
the faulty nodes. Specifically, there are n nodes and f is the 
number of Byzantine faulty nodes. When 3 1n f   , the 
consensus can be reached in PBFT. 
2.5 How blockchain works 
The main working process of blockchain is as follows (see 
Fig. 4): 
1) User requests a transaction; 
2) The transaction is included in the block; 
3) The block is broadcast to other nodes in the blockchain 
network; 
4) Nodes validate the transaction; 
5) A new block of data is created and appended to 
blockchain; 
6) The transaction is completed. 
 
Fig. 4. Blockchain workflow. 
2.6 Stochastic models 
The word “stochastic” means “chance” or “random” [11]. 
The antonym of it is “certain”, “sure”, or “deterministic”. A 
certain outcome can be obtained by a deterministic model and 
possible outcomes can be predicted by the use of stochastic 
models. Normally, standard modeling consists of three 
components: (1) the phenomenon you want to research, (2) the 
logical system you should build to understand the 
phenomenon, (3) the connections between the natural 
phenomenon and the logical system [37]-[39]. 
By assuming the random components of the model, 
stochastic models could capture the random variables and test 
the predictions by statistical analysis. The computation of 
stochastic models can be complicated and requires different 
mathematical methods. We classify the common stochastic 
models in blockchain into four types with reference to [15]: 
queueing model; Markov Process, e.g., Discrete Time Markov 
chain (DTMC) and Continuous Time Markov Chain (CTMC); 
Markov Decision Process (MDP); Hidden Markov process 
(HMM). The basic knowledge about stochastic models can be 
found in [40]. They have their own strengths and the 
practicability of them has been tested for many years. 
In blockchain-based platforms, queueing theory can be 
applied to the transaction execution process and block 
generation process. Some fork situations and performance 
evaluation can be accomplished by Markov Processes. It is 
convenient to choose optimal strategy by MDP [39]. HMM is 
a good technique for prediction [41]. Besides, stochastic 
models can be widely used to combine with other techniques, 
such as machine learning. The detailed analysis will be 
discussed in the next chapters. 
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[61] B-RAN queueing model 
derive steady-state 
probability 
evaluate the performance of 
blockchain radio access 
network 
system latency 
[62] Blockchain Markov process 
derive steady-state 
and transient 
probability 
understand the blockchain 
evolution and dynamics 
block dissemination delay 
[65] Bitcoin queueing model derive formulas 
give a comprehensive 
analysis of Bitcoin’s 
blockchain distribution 
network 
forking probability, network 
partition sizes 
[67] 
Bitcoin 
distributed 
network 
queueing model derive formulas 
give a detailed analysis of 
Bitcoin’s blockchain 
distribution network 
block delivery time, forking 
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[68] Blockchain Markov process derive formulas 
discuss the traffic generated 
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protocols 
traffic, protocol execution 
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system throughput, mining 
time of each block 
3. STOCHASTIC MODELS FOR BLOCKCHAIN NETWORKS 
PERFORMANCE 
When blockchain networks bring tremendous benefits, 
people worry about whether their performance would meet the 
needs of the mainstream IT systems. Currently, using 
stochastic models to evaluate the performance of blockchain 
networks mainly focuses on consensus, platform, and 
transaction. Besides the three mainstreams, the rest topics 
about blockchain networks performance will be discussed in 
Section 3.4. The summary of stochastic models for 
performance is outlined in TABLE I. The definitions in 
TABLE I will be given in the following detailed discussions. 
3.1 Consensus algorithms 
Blockchain consensus mechanism is designed to ensure 
the consistency and correctness of each transaction among all 
nodes. As demand changes, various consensus protocols 
emerge. Through the performance analysis of these consensus 
algorithms, we can understand different consensus algorithms 
better and choose the more appropriate one. Currently, the 
application of stochastic models in consensus algorithms 
mainly includes Raft [44], PBFT [45], PoA [51], and DAG 
[53]. There are other consensus algorithms like PoS and PoR 
(Proof of Reputation) [42], but there is no modeling for these 
consensus algorithms. Therefore, we do not talk about them in 
this section. 
 
Fig. 5. State transition model for the Raft algorithm [44]. 
3.1.1 Raft 
Raft achieves consistency by electing a leader and the 
leader is responsible for managing ledger replication. The 
state transitions of Raft are shown in Fig. 5. A more detailed 
description of Raft refers to [43]. 
In Raft, there is one leader and other nodes are followers. 
There is a situation called split, which means that more than 
half of the nodes are not controlled by current leader. 
Specifically, packet loss will lead to the failure of node and 
communication interruption, which are the main reasons for 
networks split. When the network split happens, a new leader 
election process will be restarted and the new transactions are 
rejected by the blockchain network at the same time, leading 
to unavailable blockchain network. For this problem, a 
Markov process (DTMC) is built to capture the process of Raft 
consensus algorithm [44]. Through the analytical model, 
many network performance metrics in normal conditions are 
derived, including network split and election time. The 
experiment results indicate that the larger the network, the 
smaller the split probability at the beginning of runtime. They 
also prove that the split probability caused by packet loss can 
be reduced by the increase of election timeout, but this 
conclusion does not hold in larger networks. 
3.1.2 PBFT 
 
Fig. 6. The main process of PBFT. 
PBFT process can be divided into several stages. The main 
process of PBFT (Practical Byzantine Fault Tolerance) is 
shown in Fig. 6. 
As for PBFT, the authors in [45] aim to investigate 
whether PBFT consensus process would affect the 
performance of the networks with a large number of peers. 
The process of PBFT consensus is modeled as CTMC 
(Stochastic Reward Nets (SRN) [37]) to compute the mean 
time to complete consensus in a network of 100 peers and 
numerical analyses are given by SPNP tool [46]. To 
parameterize and validate their models, they use IBM 
Bluemix service [47] to create a blockchain network and run 
IoT application on it to obtain the data. The performance of 
larger networks is also examined. The experiment results 
show that (1) compared to the slowdown of preparing 
messages, the slowdown of handling incoming prepare and 
commit messages can have a greater impact on the mean time 
to consensus; and (2) the mean time to consensus does not 
increase significantly when the number of peers increases.  
Different from [45], the authors in [48] use CTMC to 
model the process of PBFT in healthcare blockchain networks. 
The CTMC model is run by PRISM [49]. Based on the results 
of PRISM, mean network delay has a major influence on the 
finish time of the PBFT process. The impact of network delay 
among client and other nodes (primary and replica nodes) is 
analyzed. They conclude that network speed has the greatest 
impact on the probability of the whole process finish. 
However, the two papers about PBFT just discuss a small parts 
of performance aspects and a systematic analysis should be 
done. 
3.1.3 PoA 
Proof of Authority (PoA) is a novel Byzantine fault 
tolerant (BFT) algorithm. PoA aims at consortium blockchain 
that only the authorized nodes can join blockchain networks 
and submit transactions to the blockchain. PoA algorithms are 
different from BFT-like algorithms. PoA requires fewer 
message exchanges and can be deployed to a larger scale [50]. 
Moreover, in the presence of attackers, PoA could work 
regularly as long as the proportion of the adversaries is no 
more than half of the whole. Specifically, when there are N  
nodes in the blockchain of PoA, the number of honest nodes 
is at least / 2 1N . 
However, limited analysis is conducted to prove the 
performance of PoA. The authors in [51] provide a 
quantitative analysis of PoA protocol. A MDP-based 
framework is presented to model the concrete PoA-based 
blockchain. An important metric called stale blocks rate is 
used to represent the performance of a blockchain system. 
Stale blocks refer to the blocks not linked to the main chain. 
Because stale blocks will cause forks, leading to slow chain 
growth. The more stale blocks, the more harm to the 
performance of blockchain systems. The authors use stale 
blocks rate to compare the performance of different PoA 
implementations. However, the framework they proposed is 
under the given parameters, which lacks a complete analysis 
in terms of formal proof. 
3.1.4 DAG 
 
Fig. 7. An example of DAG consensus process. 
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Direct Acyclic Graph (DAG) consensus is firstly 
introduced in [52] and any node is allowed to insert 
transactions into blockchain networks. The transactions are 
organized in a topology of direct acyclic graph(see Fig. 7). 
The confirmation level of a transaction is represented by 
cumulative weight. When the cumulative weight reaches the 
defined threshold, the transaction can be confirmed. The 
consensus process of DAG can be found in [53]. 
Compared to PoW and PoS, DAG consensus has many 
advantages like fast transaction speed, no transaction fee and 
no mining required. These advantages of DAG based 
blockchain well meet the needs of IoT, but the theoretic 
analysis is not sufficient. A Markov chain is built to model the 
consensus process of DAG in dynamic load conditions [53]. 
The authors model the situations of high to low and low to 
high load regime with DTMC. They evaluate the impact of the 
network load on the cumulative weight and confirmation 
delay. The transient probability of cumulative weight is 
derived. Through extensive experiments, insightful results are 
presented: the confirmation time will be very long under the 
situation of network load changing from high to low. Instead, 
the transactions can be confirmed fast in the environment of 
network load changing from low to high. Unfortunately, the 
proposed mathematical models cannot be applied to other 
DAG based blockchain networks due to different 
characteristics among the consensus processes. 
Some consensus algorithms can be well combined with 
stochastic models like Raft and PBFT. Their consensus 
process can be divided into steps. The nodes or the roles in 
consensus algorithms can be models as states in Markov 
chains and the transformations between steps can be modeled 
as transitions between states in Markov chains.  In addition, to 
validate the accuracy of models, most works adopt simulation 
without actual experiment environments. Only [45], they 
build a real blockchain network to obtain data and further 
prove the correctness of their results. Another thing to note is 
that consensus protocols have application restrictions. For 
example, Raft is applicable to permissioned blockchain and 
PoA aims at consortium blockchain. When stochastic models 
are built, these conditions should be noticed. 
3.2 Blockchain platform 
Since Bitcoin, many blockchain platforms have emerged 
like Ethereum, Hyperledger Fabric and so on. Usually, Bitcoin 
and Ethereum are discussed together with other performance 
indicators, such as transactions in Bitcoin and forks in 
Ethereum. So we classify them in other sections. In this 
section, we mainly introduce Hyperledger Fabric. 
Hyperledger Fabric is one of the most popular blockchain 
platforms in permissioned blockchain [3]. There are three 
major stages in Hyperledger Fabric when a transaction is 
processed, namely, endorsement phase, ordering phase and 
validation phase (see Fig. 8): 
1) Endorsement: Transactions are sent from a client to the 
peers according to the endorsement policy. The client verifies 
the consistency of the received results after it receives 
endorsement from all the involved peers. 
2) Ordering: In the ordering phase, transactions are 
grouped into blocks, which could improve the throughput of 
the platform. 
3) Validation: Once nodes receive a new block, 
transactions are validated to ensure that the endorsement 
policy is satisfied. Then, the block will be appended to the 
blockchain. 
 
Fig. 8. Execute-order-validate architecture of Hyperledger Fabric. 
In Hyperledger Fabric, the participants know and identify 
each other but do not fully trust each other. During the process 
of its evolution and development, it is important to model the 
interactions among peers performing different functions. 
Motivated by this, the authors in [54] provide a performance 
model of SRN to compute the mean queue length, utilization, 
throughput at various peers. There are one peer, one client, and 
two endorsing peers in the SRN model. And the model ensures 
that the corresponding sub-models are pluggable. Through the 
numerical analyses of SPNP, they find that the number of 
peers and policies have a large impact on the time to complete 
the endorsement process. However, since the committing peer 
validates transactions in parallel, their approach has a problem 
that the number of states in their model is very large.  
To solve the problem of [54], Jiang et al. [55] develop a 
hierarchical model to analyze the performance of Hyperledger 
Fabric from the time when clients submit the transactions until 
the transactions are validated as a block. A monolithic model 
is introduced for each sub-process, namely, Transaction 
Execution (TE) and Transaction Validation (TV). The TE 
process is modeled as CTMC with m endorsing peer for 
providing the endorsing service. After the TE finishes, the 
transactions enter TV process that is in charge of batching and 
validating phases. The formulas for calculating various 
metrics are given. Besides, the accuracy of the model is 
verified by the simulation and numerical analyses. The results 
indicate when the transaction arrival rate is fixed, the mean 
response delay increases first and then decreases with the 
increase of block size. It is less good that all time intervals 
obey exponential distribution. 
3.3 Transaction  
Transaction is the records movement of cryptocurrency 
between users. Transaction fee is created by clients and will 
be given to the miner who mines successfully. There are two 
incentives for miners to mine Bitcoin blocks. After mining a 
block successfully, the mining reward of creating a new block 
and the transaction fees included in the block will be given to 
the miner. Generally, the mining reward is larger than the 
transaction fees. Only transactions in blocks included in the 
blockchain are admitted as valid ones, which are called 
confirmed transactions [57].  
As for transaction, transaction confirmation time is an 
important performance metric. Bitcoin transactions usually 
take a short time (minutes) to confirm, but still larger than 
traditional credit card systems (seconds). VISA and Paypal 
could handle 450 and 1,667 transactions per second but 
Bitcoin and Ethereum can only process four and 20 
transactions per second respectively. The slow transaction rate 
hampers the scalability of blockchain. Many researches have 
been done to discuss the influence of different factors on it.  
Kasahara et al. [56] study the impact of transactions with 
small fees of bitcoin on the transaction confirmation time. A 
priority queueing system is created based on queueing theory 
to research the transaction confirmation time. Through the 
Execute Order Validate Update state
model, they derive the formula of the mean transaction 
confirmation time. By numerical analyses, they show that 
transactions with small fees suffer from an extremely large 
confirmation time. 
Different from [56], the authors in [58] care about the 
delay incurred by confirming transactions. The delay in 
blockchain networks hinders the development of bitcoin. 
Motivated by that problem, a framework is proposed to 
identify which transactions will be confirmed and characterize 
the confirmation time. The framework combines machine 
learning with queueing theory. Machine learning is used to 
classify the transactions. Then, a queueing theoretic model is 
adopted to describe the delay of transactions. Their model 
considers the aspects related to transaction delays, like the 
mean time between transactions and the activity time of blocks. 
By numerical analyses, their paper concludes that the delay is 
slightly larger than the time between block generations. 
Srivastava [57] assesses the transaction confirmation time 
and the acceptance rate of blocks by Markov model. Based on 
the model, the formula of the transaction confirmation time is 
given. The correctness of the model is verified by the 
experiment results.  
Besides transaction confirmation time, the transaction 
waiting time is discussed in [59]. They study how different 
input parameters affect key performance features of 
blockchain. A discrete-time queueing model is developed to 
evaluate the features of a blockchain system. By the model, 
the waiting time distribution of transactions is displayed and 
they investigate the impact of different transaction size on the 
mean waiting time. The experiment results show that the mean 
waiting time will not increase all the time as transaction size 
increases. 
The studies about transaction are mainly researched by 
queueing models. Transactions arrive at systems according to 
a specific rate and are stored in a queue. Although assessing 
different parameters and executed in different settings, the 
models of these papers are similar. 
3.4 Other performance evaluation 
In order to provide better services to mobile devices, 
blockchain radio access network (B-RAN) has emerged as a 
decentralized and reliable radio access example supported by 
blockchain technology. But the characteristics of B-RAN are 
still unclear and need to be analyzed. Ling et al. [61] use a 
time-homogeneous Markov chain [40] to establish a queueing 
model starting from block generation and evaluate the 
performance of blockchain radio access network. The steady-
state probabilities of many metrics are derived, such as the 
average of number of waiting requests and average access 
latency. Afterward, they further prove that block arrival forms 
a Poisson process. Through their work, they establish an 
original framework to study the property and performance of 
B-RAN. 
When blockchain is deployed to industry, the nodes in 
blockchain are distributed in different locations. The 
processing delay and block transfer will become key issues. 
Motivated by it, Papadis et al. [62] develop a stochastic model 
to analyze how hashing power of the nodes and block 
dissemination delay influence the performance of blockchain. 
The authors combine theoretical analysis with simulation 
experiment to investigate both stationary and transient 
performance features. To check their results, they show when 
the block arrival is not strictly homogeneous, their conclusions 
match the results in the Ethereum tested [63]. 
In [65], a comprehensive analytical model is provided to 
understand bitcoin’s blockchain distribution network. The 
data distribution algorithm is modeled by branching process 
[66]. The individual nodes are modeled as priority M/G/1 
queuing systems. Their model could analyze a number of 
performance metrics, including forking probability [64], node 
response time, and network distribution time. The probability 
distributions of many metrics are also given. Their results give 
strong qualitative and quantitative analyses of network 
performance. As for fork probability, their results show that 
block size and node connectivity are major factors that affect 
fork probability. Similarly, they use almost the same methods 
to analyze block delivery time in [67]. Their results show that 
intensity of transaction traffic has little effect on the 
performance of block traffic. 
Besides the above introduction, there are other researchers 
studying performance about blockchain. Danzi et al. [68] 
model the traffic generated by the synchronization protocols 
as a Markov process. They investigate several protocols for 
synchronization about IoT and blockchain networks. The 
distributions of protocols execution time are given. They want 
to prove how the blockchain parameters and communication 
link quality influence the synchronization process. The 
correctness of the analytical model is verified by numerical 
analyses. The results show that if the execution duration of 
protocol is equal to the time of block-generation, the 
probability of keeping synchronized will decrease rapidly.  
 To understand the working and theoretical aspects of the 
blockchain, Memon et al. [69] introduce a queueing theory-
based model. The memory pool is modeled as M/M/1 and the 
mining pool is model as M/M/c. The author first gets the 
performance metrics from the model and then compares them 
with actual data. There is a conclusion that the results obtained 
from the model match the actual statistical data well. 
 
 
Fig.9. Application of stochastic models for security analysis.
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4. STOCHASTIC MODELS FOR BLOCKCHAIN NETWORKS 
SECURITY  
As presented in Fig.9, according to the causes of security 
problems, stochastic models for security analysis can be 
divided into two directions: (1) security problems coming 
from external factors, such as various attacks. (2) security 
problems coming from internal factors, such as the natural 
properties of blockchain networks. As for the privacy of 
blockchain, no work analyzes it by stochastic models, so it is 
not included in our survey. The detailed explanations are as 
follows. 
4.1 Security problems coming from external factors  
Among these external factors, malicious attacks are the 
main threats. Especially, selfish mining analyzed by stochastic 
models accounts for a large proportion 
4.1.1 Selfish mining 
Selfish mining is proposed in [70]. In order to reach global 
consensus, the miners need to solve a Hash puzzle, which is 
known as PoW. When the miner is the first one to find a valid 
block, he is awarded by cryptocurrency (i.e. bitcoin). The 
blocks should be published immediately after they are mined. 
However, Eyal and Sirer present an attack and the miners 
could obtain a larger revenue than their fair share by obeying 
the strategy. The strategy develops some principles: (1) Risk-
avoiding release case. When the leading advantage of selfish 
miner’s private chain is no more than two blocks, the selfish 
miner releases his (her) mined blocks to the public because of 
the fear of loss. (2) Tie-breaking resolving. When the number 
of blocks of an attacker is equal to the honest miner, the 
attacker publishes his private blocks to compete with the 
honest miners. In other situations, the leading advantage of 
selfish miner’s private chain is obvious, the selfish miners will 
keep the blocks secret in private chain. 
 Overall, the selfish miner could obtain more revenue by 
withholding blocks strategically. Since selfish mining is 
introduced, many research studies have been conducted based 
on it. Selfish mining is proposed under the platform of bitcoin. 
The authors in [71] extend the definition into Ethereum and 
calculate the uncle rewards. Many researchers show that 
selfish mining is not the optimal strategy and they are studying 
new strategies to get more rewards. 
Recently, the attraction of selfish mining mainly 
concentrates on profit threshold and optimal strategy. There 
will be a detailed explanation next. 
(1) Profit threshold 
Markov process is one of the common techniques to 
capture the behaviors of selfish mining, which is originated 
from Eyal and Sirer. Among the research studies, the threshold 
of computational power that makes selfish mining profitable 
is an important metric. In 2014, Eyal and Sirer [70] first 
proposed the definition of selfish mining and they proved 
when the power controlled by selfish miner is no more than 
25% of the resources, the selfish mining can be prohibited. In 
their model, the selfish mining becomes profitable only when 
miners possess enough computational resources, and connect 
with the network well. 
However, in 2016, a more intelligent selfish miner in [72] 
can low down this threshold to around 23.21% by the use of 
related Markov Decision Process (MDP). An efficient 
algorithm is given to compute the optimal selfish mining 
policy and they prove the correctness of their algorithm. They 
show that compared to [70], there are other strategies that earn 
more rewards and are profitable for fewer miners. They also 
indicates that if the model considers the delay of block 
propagation in the network, the attackers of any scale would 
benefit from selfish mining. 
Besides, the authors in [73] investigate the selfish mining 
in Ethereum. They build a 2-dimensional Markov process to 
capture the behavior of selfish mining and they find when the 
hash rate of selfish miner is above 16.3%, more revenue can 
be gained by the selfish pool from selfish mining. Stationary 
distribution is derived and long-term average mining reward 
is also computed too. The experiment shows when the hash 
rate of selfish miner is below the threshold 16.3%, the selfish 
pool loses just a small part of revenue. Because uncle block 
rewards are added in the computation of profit, which is 
different from Bitcoin. 
In the above studies, the selfish miners are modeled as a 
selfish pool. In 2019, Bai et al. [74] study the reward of selfish 
mining when there are multiple selfish miners in blockchain 
networks. They assume that there are more than one selfish 
miners and one honest miner, but the maximum length of 
private chain is limited in the model. A CTMC is built to 
describe the evolution of private and public chains. The 
threshold of their model reduces to 21.48%. The comparison 
of the above models can be found in TABLE II. In general, 
Ethereum is more vulnerable to selfish mining than Bitcoin 
and the more selfish miners, the lower the threshold. 
TABLE II. MODELS COMPARISON ABOUT PROFIT THRESHOLD 
REF. Platform Stochastic 
model 
Profit 
threshold 
The number of 
selfish miners 
[70] Bitcoin CTMC 25% one 
[72] Bitcoin  MDP 23.21% one 
[74] Bitcoin CTMC 21.48% more than one 
[73] Ethereum CTMC 16.3% one 
 
(2) Optimal strategy 
We all know selfish miners can get improper rewards 
under certain strategies. Recent researches [75]-[77] show that 
selfish mining attacks may not be optimal.  
In [75], the authors design a new strategy called stubborn 
mining. The stubborn mining means that the attacker should 
not give up quickly even if the private chain will fall behind 
the public chain. The attacker still increases its profit by 
mining on its private chain more frequently (stubborn). The 
result shows that stubborn mining can result in 30% of gains 
with combination of eclipse attacks. 
Although there are many versions of selfish mining, it is 
elusive to find the most profitable mining strategy until [72]. 
To obtain the optimal mining strategy, the mining problem is 
formulated as a general MDP in [72]. However, the objective 
function of the mining MDP is not linear, so a standard MDP 
solver cannot solve it. To address the problem, the mining 
MDP with the non-linear objective is transformed to a family 
of MDPs with linear objectives and then a standard MDP 
solver is utilized to find the optimal mining strategy. In the 
model of [72], we need to know various parameters before the 
MDP can be established. But it is not easy to get the exact 
parameter values in real blockchain networks. A model-free 
approach [76] is proposed to solve the problem of [72]. 
Reinforcement learning is employed to solve the mining MDP 
and the parameter values do not need to be known. They first 
adopt the same mining model as [72] and then present a 
reinforcement learning algorithm to reason about the optimal 
mining strategy without knowing the parameter values. In 
dynamic environments, the method of [76] can be more robust. 
Different from the purpose of the papers above, Gervais et 
al. [77] provide a novel quantitative framework to analyze the 
security of PoW (see Fig. 10). Their framework includes two 
parts: a blockchain instance and a blockchain security model. 
The blockchain security model is based on MDP for selfish 
mining and could derive optimal adversarial strategy while 
considering the adversarial mining power. They show that 
selfish mining is not always a rational strategy. They also 
discuss the selfish mining and optimal double-spending 
strategies based on the security model. Following their 
optimal mining strategy, an adversary can yield 209 blocks 
rewards on average when the whole network mines 1000 
blocks. While the strategy in [70] generates 205.8 blocks 
rewards on average. 
 
Fig. 10.  Components of [77] quantitative framework. 
Besides profit threshold and optimal strategy, Göbel et al. 
[78] study the selfish mining strategy in the existence of the 
propagation delay. They use a simple Markov model to track 
the state of dishonest miners that is different from the state of 
honest miners. Through their analysis, they prove that it is 
possible to detect block-hiding behavior in selfish mining by 
observing the rate of production of orphan blocks.  
4.1.2 Double spending and 51%-attacks  
Besides selfish mining, 51%-attacks [79] and double 
spending attacks [80] can also be analyzed by stochastic 
models. In [79], 51%-attacks are discussed in 2P-PoW. Two 
phase Proof of Work (2P-PoW) is a second cryptographic 
challenge, in which pool operators are forced to either give up 
their private keys or provide a substantial part of their pool’s 
mining hash. This behavior would make pools smaller and 
prevent the encourage of large pools that is vulnerable to 51%-
attacks. The author in [79] uses CTMC to model the Bitcoin 
mining protocol extended with 2P-PoW. By PRISM [49], the 
correctness of the model is verified by simulation. They prove 
that the benefit of 2P-PoW is good at preventing the 51%-
attacks.  
If a certain coin is spent twice or more times, and then this 
phenomenon is known as double spending. It is impressed that 
the blockchain may experience a reorganization when the 
attacker publishes a longer chain. Therefore, a transaction 
should not be confirmed because the attacker may replace it 
with another in a double spending attack. To overcome this 
problem, transactions are designed to be confirmed after five 
blocks following the block that contains the transaction. 
However, the paper [80] puts forward a new idea that the 
success of double spending attacks not only depends on the 
number of confirmations but the time elapsed since 
transaction is broadcast. To derive the expression for the 
probability of double spending, the authors in [81] study the 
idea of [80]. A CTMC is presented, demonstrating the process 
of double spending shown in Fig. 11. The numbered states 
mean the number of blocks that the attacker is ahead. The 
labels between the states stand for transition rates. The 
probability of double spending can be obtained in the Markov 
process and formula of the probability of double spend is 
introduced. By numerical results, they find when the expected 
time required for transaction acceptance improves, the time 
and cost to perform a double spend attack reduce.  
 
 
Fig. 11. Markov process model of double spending [89]. 
4.2 Security problems coming from internal factors  
In addition to external attacks, the natural properties of 
blockchain networks can also become threats. Consistency is 
a guarantee that all honest parties output the same sequence of 
blocks by executing the protocol. Consistency is a security 
property of blockchain, so we discuss it in this section.  
The celebrated Nakamoto proposes a PoW protocol to 
achieve a public, immutable and ordered ledger of records, 
which could function in a permissionless setting (anyone 
could join or leave) and work as long as more than 50% 
computing power follows the protocol. However, Byzantine 
agreement shows that as long as the proportion of malicious 
nodes is less than one third, the consistency can be achieved. 
Recently, there are studies showing a lower bound to 
accomplish consistency. The research works can be divided 
into two directions, synchronous setting (sync) and 
asynchronous setting (async). 
(1) Synchronous 
In synchronous settings, the authors in [82] prove that the 
blockchain protocol satisfies consistency by analyzing the 
property of common prefix and chain quality. And they 
provide the first formal model of Nakamoto consensus but 
they prove consistency under high synchronization and the 
number of players remains fixed, which is not suitable with 
the actual situation. The assumption of synchronization is 
strong, and actually, Nakamoto protocol is designed in a 
network with message delay. 
 
Fig. 12.  A simple Markov model [84]. 
(2) Asynchronous 
In asynchronous settings, a stronger notion of consistency 
as T-consistency [83] is introduced. T-consistency means that 
except for T unconfirmed blocks at the end of the chain, 
honest players reach consensus on the current chain. They 
observe, in the case of complete asynchrony where an 
adversary can arbitrarily delay messages, there is no guarantee 
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of consistency. Therefore, their work is conducted in the 
setting of partial synchrony (that is, the adversary could delay 
messages at will as long as it passes them in time Δ). They 
prove Nakamoto could achieve T-consistency as long as the 
hardness parameter exceeds 1/ n   where   is the 
proportion of the computational power occupied by the 
attacker and there are n  players in the network. Besides, the 
research [83] is the first one to consider the spawning of new 
players.  
Relying on the research of [82]-[83], a simple framework 
of Markov processes (seen in Fig. 12) is introduced [84] to 
model blockchain protocols. Markov-based models are used 
to analyze consistency firstly under a partially asynchronous 
setting. By the analysis of their model, the consistency of 
blockchain protocols is further guaranteed. Their model 
replicates the analysis of Nakamoto’s protocol done by [83] 
and obtains the same bound as it, which verifies the 
correctness of their method. They also make use of their 
method to analyze three other blockchain protocols such as 
GHOST, Nakamoto, and Cliquechain. Their techniques can 
also be applied to analyze the properties about subsequent 
protocols.  
Inspired by [84], Zhao et al. [85] formulate a novel 
Markov chain in an asynchronous network to derive a neat 
bound by 2 / ln( / )c v  where c  means the expected 
number of network delays before the block is mined and   
(resp., v ) denotes the fraction of computational power held by 
honest (resp., the attacker) miners. Their conclusion is 
stronger than the results of existing ones. However, they [84]-
[85] do not deal with the change of players in blockchain 
systems. The following TABLE III gives the comparison of 
the above studies and relevant parameters can be found in [82] 
or [83]. 
TABLE III. MODELS COMPARISON ABOUT CONSISTENCY 
REF. Sync Async 
Proved 
properties  
New 
players 
Bound 
[1]  √ no proved Yes 1/2 
[36]  √ no proved No 1/3 
[82] √  
common 
prefix, chain 
quality 
No 
2- 1 0p     
[83]  partially 
consistency, 
liveness 
Yes 1
p
n


 
[84]  partially consistency No same as [83] 
[85]  √ 
consistency No lower than 
[83] 
 
Apart from consistency, there are other internal factors 
could affect the security of blockchain. For example, 
blockchain capacity is an important consideration in IoT. 
Devices in IoT are immense scale and resource-limited. Data 
integrity is vulnerable in IoT (e.g., to tampering). As a 
distributed ledger database, blockchain has the potential to 
solve the security issues of IoT. The authors in [86] build a 
testbed on the Ethereum platform and propose a DTMC to 
validate their testbed. Both the testbed and analysis show that 
accelerating the block mining rates could improve the 
blockchain capacity, but the disadvantage is that this approach 
will increase stale blocks at the same time.  
The impact of transaction fees on bitcoin mining strategies 
is researched in [87]. It is said that the mining fee is designed 
to diminish in the future and the transaction fee will take its 
place. A CTMC is adopted to study how transaction fees affect 
security in the bitcoin network. The authors prove that this 
change can lead to uneven blocks and will increase the 
opportunity of forking. They reexamine the selfish mining 
strategy, which shows that in a transaction fee environment, 
any miner could get profit regardless of their hash power. 
5. STOCHASTIC MODELS FOR BLOCKCHAIN 
APPLICATIONS 
Besides performance and security in blockchain networks, 
the widest adoption of stochastic models in blockchain is the 
prediction of cryptocurrency price. Usually, the stochastic 
models would combine with machine learning to predict the 
trend of cryptocurrency. 
It is well-known that cryptocurrency is untraceable and 
uncontrolled and it will be a challenge to predict the price of 
it. In recent years, many people have tried to solve the problem 
according to the cryptocurrency’s past price. Normally, with 
previous data, machine learning is the most commonly used 
technique to predict the price of cryptocurrency [88]-[90]. The 
most important task of machine learning is to infer unknown 
variables of interest (such as class labels) based on observed 
data (such as training samples). Hidden Markov Model 
(HMM) is an important probability model and able to 
integrate well with machine learning, which has been widely 
used in speech recognition [91], natural language processing 
[92] and fault diagnosis [93]. According to the used methods, 
the related works in blockchain application can be divided into 
two categories, namely, HMM and MSGARCH. In previous 
research, HMM has been used to predict the finance 
fluctuation [94] and with the development of blockchain, 
HMM changes into a tool to predict the cryptocurrency price. 
5.1 HMM 
Based on cryptocurrency’s historical movements, the 
authors in [95] introduce a hybrid model for bitcoin price 
prediction. They describe the cryptocurrency’s historical 
movement with HMM and predict future movements by Long 
Short Term Memory networks. Their model emphasizes the 
dynamics of bitcoin prices by capturing hidden information. 
Koki et al. [96] analyze both ether and bitcoin prices by the 
Non-Homogeneous Pólya Gamma Hidden Markov model 
(NHPG) [97] that performs well in non-linear and linear 
effects of the predictors. They unexpectedly find that although 
the prices of bitcoin and Ethernet are related, they are greatly 
influenced by different variables. Phillips et al. [98] aim to 
predict the bubbles [99] by HMM. In [100], they research the 
relationship among the social metrics, coin market behavior, 
and market events. They examine the situation of the coin 
market. They also present that market events like trading 
volume and closing price could predict the coin market 
behavior. And HMM shows that the future behavior of the 
coin markets is explained in terms of social media metrics. 
Markov regime-switching (MRS), also called HMM, is often 
used to explain regime heteroscedasticity in the returns of 
financial assets. Daniel Chappell [101] aims to identify the 
optimal number of states for modeling the regime 
heteroscedasticity. By applying MRS, they find the evidence 
of shock persistence, volatility clustering, volatility jumps, 
and asymmetric volatility transitions. 
5.2 MSGARCH 
High and erratic volatility is an important characteristic of 
cryptocurrencies. There are many methods describing this 
behavior, and among them, Markov switching generalized 
autoregressive conditional heteroscedasticity (MSGARCH) 
[102] models are often used to solve the weaknesses of 
conventional standard deviation estimates. Using MSGARCH, 
[103]-[104] aim to understand the volatile behavior in 
different states. The results of [103] help us to understand the 
impact digital currencies on volatility states both in relation to 
negative and positive changes in the price of the 
cryptocurrency. While [104] shows to us that bitcoin’s 
conditional volatility displays two regimes: high volatility and 
low volatility. TABLE IV presents the models comparison 
about cryptocurrency price prediction. 
TABLE IV. MODELS COMPARISON ABOUT CRYPTOCURRENCY PRICE 
PREDICTION 
REF. Stochastic 
model 
Research objective  Currency type 
[95] HMM describe cryptocurrencies 
historical movements 
bitcoin price 
[96] NHPG identify linear and non-
linear effects of the 
predictors. 
bitcoin and 
Ether price 
[98] HMM predicte bubbles in 
cryptocurrency 
cryptocurrecy 
[100] HMM examine the interactions 
between the social metrics, 
coin market bahavior and 
market events  
cryptocurrency 
[101] HMM identify the optimal number 
of states for modelling the 
regime heteroscedasticity 
bitcoin 
[103] MSGARCH understand the relation 
between volatility and 
digital currency 
cryptocurrency 
[104] MSGARCH show the Bitcoin’s 
conditional volatility 
bitcoin 
6. CHALLENGES AND FUTURE DIRECTIONS 
In the above sections, we present a survey on stochastic 
models in blockchain. Although blockchain has been greatly 
developed, some open issues still exist. Based on the above 
analysis, we now discuss and highlight the challenges for 
combining stochastic models and blockchain technology in 
this section. Some future directions are also presented. 
As mentioned earlier, stochastic models have some 
weaknesses. The blockchain is a kind of decentralized system, 
not all components of which can be described by stochastic 
models. Therefore, in the process of analyzing the 
characteristics of blockchain, some indicators are ignored or 
the assumptions do not accord with the actual situations. For 
example, the authors in [81] focus on the behavior of attackers 
in double spending but without considering the propagation 
delay and block size. Although they derive the probability of 
double spending, the outcome of them is not convinced to 
people and cannot be applied in practice for the reason that the 
blockchain network is designed to operate in a permissionless 
setting and with propagation delay. To address the challenge, 
the stochastic models can be used for the scenarios that take 
into account as many indicators as possible.  
6.1 Performance limitation and possible directions 
As discussed above, due to its inherent distributed and 
point-to-point nature, compared with the traditional database 
system, the performance of blockchain needs to be improved. 
Currently, the throughput of blockchain platforms is several 
orders of magnitude lower than that of traditional database 
systems. If we want to apply blockchain to actual production 
environments, the throughput of blockchain networks must be 
improved. Apart from throughput, transactions in blockchain 
also need to be developed. It takes tens of minutes to complete 
the transaction on blockchain platforms, while it only takes 
seconds to complete the transaction in VISA. Therefore, it is 
a challenge to reduce the processing latency to a few minutes 
and maintain security at the same time. Moreover, because 
each node keeps a copy of ledger, data exchange in the 
network consumes the network bandwidth. With the increase 
of the scale of blockchain system, it is necessary to solve the 
bottleneck of network bandwidth. 
For future directions, we can see there are some specific 
consensus protocols that are proposed to solve the problem of 
specific blockchains. For example, the Raft consensus 
protocol has the advantage of the high speed of transaction 
confirmation, so it is more applicable in permissioned 
blockchain. Therefore, according to certain situations, 
combined with actual scenes such as healthcare, Internet of 
Things and insurance, the research of consensus algorithms 
can be a good prospect. In addition, the performance of 
blockchain can be studied in many aspects, such as forking 
probability, transactions, block, and chains to be attached. 
Stochastic models can be used for analyzing more 
comprehensive scenarios from creation to confirmation of a 
transaction. 
Another obvious issue about performance analysis is that 
some models that are built earlier should be updated according 
to the new research findings. In former papers, block arrival 
process is modeled as a homogeneous Poisson process [64] 
and several studies are conducted based on the assumption. 
However, the recent studies [62] show the process of block 
arrival is influenced by both difficulty adjustment and 
dynamic hash rate. Based on the new finding, the process of 
block arrival is proved to be a nonhomogeneous Poisson 
process. Before this conclusion is found, some papers have 
evaluated the performance of blockchain on the basis of 
previous researches. When the new study appears, some 
previous conclusions should be updated to discover new 
results, which should be worth our attention. 
6.2 Security limitation and possible directions 
Recent studies [83]-[85] are trying to prove consistency by 
building formal models in fully asynchronous settings, but 
every research has some shortcomings and they either do not 
prove consistency in a completely asynchronous setting or 
ignore the change of players. In the future, there is a need to 
consider both of the two conditions. The authors in [85] use 
Markov chain to characterize the numbers of mined blocks 
and prove the correctness of the neat bound. However, the 
results illustrate that it is stronger than others in consistency 
but weak in modeling the attacks. In the future, analyzing 
consistency and considering attacks at the same time need to 
be further developed in a (partially or fully) asynchronous 
setting. Also, stochastic modeling can be a favorable tool to 
understand consistency. 
Selfish mining is an attack that can make attackers obtain 
more profits, which motivates people to devise new strategies. 
We believe, in the specific setting, such as IoT, healthcare, and 
industry, there must be better strategies. Analytical models 
can also be a good method to study the strategies in specific 
scenes. From TABLE II, we can know that studies have 
concentrated on Ethereum, but all the papers adopted the 
longest chain principles. Actually, Ethereum is designed by 
Greedy Heaviest-Observed Sub-Tree (GHOST) and there is 
no model to study selfish mining according to GHOST 
principles, which can be a future research direction. In 
addition, the previous studies have assumed the existence of a 
single honest miner and have not paid much attention to the 
situation where there were more than one honest miners in the 
system. When there are multiple honest miners, there may be 
forks. It is not sure when the forks will happen, which is 
difficult to model the behavior of several honest miners. As 
for the profit threshold, it shows a downward trend. It is 
expected that there is a lower bound for further research. 
6.3 Cryptocurrency price prediction limitation and 
possible directions 
After the emergence of machine learning, HMM is often 
combined with machine learning to predict something of 
interest based on the previous data. Nowadays, blockchain 
provides us with enormous data. Exploiting the data of 
blockchain, there must be other scenes that need further 
research. In addition, there are many methods, such as 
MSGARCH that are originally used in the traditional financial 
industry to evaluate the interaction among these currencies. 
Nowadays, the previous typical analysis methods can also be 
employed to solve issues in blockchain. Some practical 
models and techniques need us to explore and apply them in 
blockchain.  
In the future, it is not limited to the cryptocurrency price 
prediction and stochastic models should be extended to the 
whole market. What is more, new prediction models need to 
be explored based on blockchain. 
7. CONCLUSIONS 
In this paper, we summarize the researches which use 
stochastic models for analyzing blockchain. Firstly, we 
introduce the fundamentals of blockchain and stochastic 
models. Then, we mainly classify the related works into two 
categories: network-oriented and application-oriented. We 
also have provided reviews and analyses in detail to deal with 
various problems regarding the two categories. Finally, We 
give challenges and suggestions for future studies. Through 
the above analyses, we hope our work could provide some 
references for others. 
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