This paper addresses the estimation of locally stationary longrange dependent processes, a methodology that allows the statistical analysis of time series data exhibiting both nonstationarity and strong dependency. A time-varying parametric formulation of these models is introduced and a Whittle likelihood technique is proposed for estimating the parameters involved. Large sample properties of these Whittle estimates such as consistency, normality and efficiency are established in this work. Furthermore, the finite sample behavior of the estimators is investigated through Monte Carlo experiments. As a result from these simulations, we show that the estimates behave well even for relatively small sample sizes.
1. Introduction. Even though stationarity is a very attractive theoretical assumption, in practice most time series data fail to meet this condition. As a consequence, several approaches to deal with nonstationarity have been proposed in the literature. Among these methodologies, differentiation and trend removal are popular choices. Other approaches include, for instance, the evolutionary spectral techniques first discussed by Priestley (1965) . In a similar spirit, during the last decades a number of new time-varying dependence models have been proposed. One of these methodologies, the socalled locally stationary processes developed by Dahlhaus (1996 Dahlhaus ( , 1997 , has been widely discussed in the recent time series literature, see, for example, Dahlhaus (2000) , von Sachs and MacGibbon (2000) , Jensen and Whitcher (2000) , Guo et al. (2003) , Genton and Perrin (2004) , Orbe, Ferreira and Rodriguez-Poo (2005) , Polonik (2006, 2009) , Chandler and Polonik (2006) , Fryzlewicz, Sapatinas and Subba Rao (2006) and Beran unbounded time-varying spectral density at zero frequency. Consequently, several technical results must be introduced and proved. Section 4 reports the results from several Monte Carlo experiments which allow to gain some insight into the finite sample behavior of the Whittle estimates. Conclusions are presented in Section 5 while auxiliary lemmas are provided in a technical appendix. Additional examples and simulations along with a comparison of the Whittle estimator with a kernel maximum likelihood estimation approach and two real-life applications of the proposed methodology can be found in Palma and Olea (2010) . The bandwidth selection problem for the locally stationary Whittle estimator is also discussed in that paper, from an empirical perspective.
Definitions and main results.
2.1. Long-memory locally stationary processes. A class of Gaussian locally stationary process with transfer function A 0 can be defined by the spectral representation 
for all T . The transfer function A 0 t,T (λ) of this class of nontstationary processes changes smoothly over time so that they can be locally approximated by stationary processes. An example of this class of locally stationary processes is given by the infinite moving average expansion
where {ε t } is a zero-mean and unit variance Gaussian white noise and {ψ j (u)} are coefficients satisfying ∞ j=0 ψ j (u) 2 < ∞ for all u ∈ [0, 1]. In this case, the transfer function of process (3) is given by A 0 t,T (λ) = σ( (2) is satisfied. The model defined by (3) generalizes the Wold expansion for a linear stationary process allowing the coefficients of the infinite moving average expansion vary smoothly over time. A particular case of (3) is the generalized version of the fractional noise process described by the discrete-time equation
for t = 1, . . . , T , where {ε t } is a Gaussian white noise sequence with zero mean and unit variance and the infinite moving average coefficients {η j (u)} are given by
where Γ(·) is the Gamma function and d(·) is a smoothly time-varying longmemory coefficient. For simplicity, the locally stationary fractional noise process (4) will be denoted as LSFN.
A natural extension of the LSFN model is the locally stationary autoregressive fractionally integrated moving average (LSARFIMA) process defined by the equation
Φ(t/T, B)Y t,T = σ(t/T )Θ(t/T, B)(1 − B)
−d(t/T ) ε t , (6) for t = 1, . . . , T , where for u ∈ [0, 1], Φ(u, B) = 1 + φ 1 (u)B + · · · + φ P (u)B P is an autoregressive polynomial, Θ(u, B) = 1 + θ 1 (u)B + · · · + θ Q (u)B Q is a moving average polynomial, d(u) is a long-memory parameter, σ(u) is a noise scale factor and {ε t } is a Gaussian white noise sequence with zero mean and unit variance. This class of models extends the well-known ARFIMA process, which is obtained when the components Φ(u, B), Θ(u, B), d(u) and σ(u) appearing in (6) do not depend on u. Note that by Theorem 4.3 of Dahlhaus (1996) , under some regularity conditions on the polynomial Φ(u, B), the model defined by (6) satisfies (1) and (2), see Jensen and Whitcher (2000) for details.
2.2. Estimation. Let θ ∈ Θ be a parameter vector specifying model (1) where the parameter space Θ is a subset of a finite-dimensional Euclidean space. Given a sample {Y 1,T , . . . , Y T,T } of the process (1) we can estimate θ by minimizing the Whittle log-likelihood function
where f θ (u, λ) = |A θ (u, λ)| 2 is the time-varying spectral density of the limiting process specified by the parameter θ, I N (u, λ) =
is a data taper. The intuition behind this extended version of the Whittle estimation procedure (7) Then, the spectrum is locally estimated by means of the data tapered periodogram on each one of these M = 100 blocks and then averaged to form (7). Finally, the Whittle estimator of the parameter vector θ is given by
where the minimization is over a parameter space Θ. The analysis of the asymptotic properties of the Whittle locally stationary estimates (8) is discussed in detail next. Before stating these results, we introduce a set of the regularity conditions. 2.3. Assumptions. The first assumption below is concerned with the time-varying spectral density of the process. The second assumption is related to the data tapering function and the third assumption is concerned with the block sampling scheme. It is assumed that the parameter space Θ is compact. In what follows, K is always a positive constant that could be different from line to line.
A1. The time-varying spectral density of the limiting process (1) is strictly positive and satisfies
2 and d θ (u) has bounded first derivative with respect to u. There is an integrable function
The function A(u, λ) is twice differentiable with respect to u and satisfies
The function f θ (u, λ) −1 is twice differentiable with respect to θ, u and λ. A2. The data taper h(u) is a positive, bounded function for u ∈ [0, 1] and symmetric around 1 2 with a bounded derivative. A3. The sample size T and the subdivisions integers N , S and M tend to infinity satisfying S/N → 0,
W. PALMA AND R. OLEA Example 2.1. As an illustration of the assumptions described above, consider the extension of the usual fractional noise process with time-varying Hurst parameter, described by (4) and (5). The spectral density of this LSFN process is given by
.
Note that this function is integrable over
In addition, from (5) the function A(u, λ) of this process satisfies
for k ≥ 0. Thus, by Stirling's approximation, we get
Besides, a simple calculation shows that f θ (u, λ) −1 is twice differentiable with respect to u and λ as long as d θ (u) is twice differentiable with respect to u. Thus, under these conditions the time-varying spectral density f θ (u, λ) satisfies assumption A1. On the other hand, an example of data taper that satisfies assumption A2 is the cosine bell function
Thus, by choosing exponents a and b such that (a, b) ∈ C = {a < 1, 3 2 < a+b < 2, a < b}, assumption A3 is fulfilled. Observe that the C is a nonempty set.
Main results.
Some fundamental large sample properties of the Whittle quasi-likelihood estimators (8), including consistency, asymptotic normality and efficiency are established next. In addition, we establish an asymptotic result about the estimation of the time-varying long-memory parameter for a class of locally stationary processes. The proofs of these four results are provided in Section 3.
Theorem 2.1 (Consistency). Let θ 0 be the true value of the parameter θ. Under assumptions A1-A3, the estimator θ T satisfies θ T → θ 0 , in probability, as T → ∞.
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Theorem 2.2 (Normality). Let θ 0 be the true value of the parameter θ. If assumptions A1-A3 hold, then the Whittle estimator θ T satisfies a central limit theorem
in distribution, as T → ∞, where
Theorem 2.3 (Efficiency). Assuming that conditions A1-A3 hold, the Whittle estimator θ T is asymptotically Fisher efficient.
Remark 2.1. Recall that for a stationary fractional noise process FN(d), the asymptotic variance of the maximum likelihood estimate of the longmemory parameter, d, satisfies
On the other hand, suppose that we consider a LSFN process where the longmemory parameter varies according to, for example, d(u) = α 0 + α 1 u. Thus, in order to estimate d(u), the parameters α 0 and α 1 must be estimated. Let α 0 and α 1 be their Whittle estimators, respectively, so that d(u) = α 0 + α 1 u. According to Theorem 2.2, the asymptotic variance of this estimate of d(u) satisfies
and then integrating over u we get
Since two parameters are being estimated, on the average, the asymptotic variance of the estimate d(u) is twice the asymptotic variance of d from a stationary FN process. This result can be generalized to the case where three or more coefficients are estimated and to more complex trends, as established on the following theorem. (11) does not depend on the basis functions g j (·) for j = 1, . . . , p.
2.5. Illustrations. As an illustration of the asymptotic results discussed above, consider the class of LSARFIMA models defined by (6). The evolution of these models can be specified in terms of a general class of functions. For example, let {g j (u)}, j = 1, 2, . . . , be a basis for a space of smoothly varying functions and let d θ (u) be the time-varying long-memory parameter in model (6). Then we could write d θ (u) in terms of the basis {g j (u)} as follows:
for unknown values of k and θ = (α 0 , α 1 , . . . , α k ) ′ , where ℓ(·) is a known link function. In this situation, estimating θ involves determining k and estimating the coefficients α 0 , . . . , α k . Important examples of this approach are the classes of polynomials generated by the basis {g j (u) = u j }, Fourier expansions generated by the basis {g j (u) = e iuj } and wavelets generated by, for instance, the Haar or Daubechies systems. Extensions of these cases can also be considered. For example, the basis functions could also include parameters as in the case {g j (u) = e iuβ j }, where {β j } are unknown values.
In order to illustrate the application of the theoretical results established in Section 2.4, we discuss next a number of combinations of polynomial and harmonic evolutions of the long-memory parameter, the noise variance, the autoregressive and moving average components of the LSARFIMA process (6). Additional examples are provided in Section 2 of Palma and Olea (2010) .
Example 2.2. Consider first the case P = Q = 0 in model (6) where d(u) and σ(u) are specified by
for u ∈ [0, 1], where ℓ 1 (·) and ℓ 2 (·) are differentiable link functions, g j (·) and h j (·) are basis functions. The parameter vector in this case is θ = (α 0 , . . . , α p , β 0 , . . . , β q ) ′ and the matrix Γ can be written as
Example 2.3. As a particular case of the parameter specification of the previous example, consider the case P = Q = 0 in model (6) where d(u) and σ(u) are both specified by polynomials,
for u ∈ [0, 1]. Similar to Example 2.2, in this case the parameter vector is θ = (α 0 , . . . , α p , β 0 , . . . , β q ) ′ , ℓ 1 (u) = ℓ 2 (u) = u and the matrix Γ given by (10) can be written as in (13) with
The above integrals can be evaluated by standard calculus procedures; see, for example, Gradshteyn and Ryzhik [(2000) , page 64] or by numerical integration.
Example 2.4. Considering now a similar setup as Example 2.3 with p = q = 1, but with link function ℓ(·) = log(·) such that
Then Γ can be written as (13) with
Example 2.5. Following with the assumption P = Q = 0 in model (6), consider that d(u) and σ(u) are defined by the harmonic expansions
For simplicity, the values of the frequencies {λ j } and {ω j } are assumed to be known. As in Example 2.3, in this case the parameter vector is θ = (α 0 , . . . , α p , β 0 , . . . , β q ) ′ and the matrix Γ appearing in (10) can be written as in (13) with
Example 2.6. Consider now the case P = Q = 1 in model (6) where
In this case, the parameter vector is θ = (α 1 , α 2 , α 3 ) ′ , with 0 < α 1 < 1 2 , |α j | < 1, j = 1, 2 and the matrix Γ from (10) can be written as
where
3. Proofs. This section is devoted to the proof of Theorems 2.1-2.4. Before presenting the proofs of these results, we introduce and prove three useful propositions which are of independent interest. These propositions involve the large sample properties of the functional operator defined next. Consider the function φ : [0, 1] × [−π, π] → R and define the functional operator
where f (u, λ) is the time-varying spectral density of the limit process (1). Define the sample version of J(·) as
where M and u j , j = 1, . . . , M are given in Section 2. Furthermore, define the matrix
and the block-diagonal matrix Q(φ) = diag[Q(u 1 ), . . . , Q(u M )]. For notational simplicity, sometimes in what follows we have dropped θ from d θ (u) so that it becomes d(u).
Remark 3.1. Since the function A(u, λ) and the spectral density f (u, λ) of a locally stationary long-memory process are unbounded at zero frequency, the techniques used next to prove the large sample properties of J(φ) and the quasi-likelihood estimators are different from those used in the shortmemory context. For instance, the function A(u, λ) does not satisfy the key assumption A.1 of Dahlhaus (1997) or the coefficients ψ j ( t T ) of (3) fail to meet conditions (2) and (3) of Dahlhaus and Polonik (2009) . Due to the unboundeness of f (u, λ) at the origin, our proofs exploit the properties of the Fourier transforms
3.1. Propositions.
Proposition 1. Let f (u, λ) be a time-varying spectral density satisfying assumption A1 and assume that the function φ(u, λ) appearing in (14) is symmetric in λ and twice differentiable with respect to u. Let f (u, k) and φ(u, k) be their Fourier coefficients, respectively. If there is a positive constant K such that
for all u ∈ [0, 1] and k > 1, then, under assumptions A2 and A3 we have that
Proof. From definition (15), we can write
Thus,
where δ k = 1 for k = 0 and δ k = 0 for k = 0. By assumption A2 and Taylor's theorem,
Under assumption A1, we can expand c(u, t, t + k) by Taylor's theorem as
∂u , C(θ, u, v) is defined in assumption A1 and the remainder term is given by Thus, since by assumption A1 |d ′ (u)| ≤ K for all u ∈ [0, 1], we have |ϕ j (u, k)| ≤ K log k for j = 1, 2 and k > 1. Now we can write
, we conclude that there is a finite limit A(u) < ∞ such that
Consequently,
by Lemma 7. Hence,
and consequently,
Therefore,
On the other hand, by analyzing the term involving the second summand of (18) we get
The third term of (18) can be bounded as follows:
and then
The last term of (18) can be bounded as follows:
, and then
Note that by assumption A3, the term above converges to zero as N, T → ∞. Therefore, the first term in (17) can be written as
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Now, by Lemma 1 we can write A(u) = 2π π −π φ(u, ω)f (u, ω) dω, and then
On the other hand, the second term in (17) can be bounded as follows:
Since |ϕ i (u j , k)| ≤ K log k for i = 1, 2, j = 1, . . . , M and k > 1, we conclude that
Hence, the second term of (17) is bounded by K(log 2 N )/T . From this and (19), the required result is obtained.
Proposition 2. Let f (u, λ) be a time-varying spectral density satisfying assumption A1. Let φ 1 , φ 2 : [0, 1] × [−π, π] → R be two functions such that φ 1 (u, λ) and φ 2 (u, λ) are symmetric in λ, twice differentiable with respect to u and their Fourier coefficients satisfy
Proof. We can write
Now, an application of Theorem 2.3.2 of Brillinger (1981) yields
with Π = [−π, π] 4 , and
The term B
(1)
N can be written as follows:
and by Lemma 2 the remainder term R N can be bounded as follows:
By integrating with respect to µ the term ∆
N can be written as
and by integrating with respect to y we get
where f (u, v, k) and ε N (r) are given by f (u, v, k) = π −π A(u, λ)A(v, −λ)e iλk dλ, and
where the term ε
Observe that by Lemma 1, for every u j , u k , p, r, ε 
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On the other hand, by assumption A1, | f (u j , u k , r +m)| ≤ K|r +m| d(u j )+d(u k )−1 . Thus, the term ε
where for notational simplicity we have dropped θ from d θ (·). Thus,
Hence, ∆
N , say. Therefore, |∆ 
where for simplicity we assume that h(x) = 0 for x outside [0, 1]. Now, by an application of Taylor's theorem we can write h(
Note that
Thus, we conclude that
Let δ > 0 and define
(1 + δ)}. Therefore, the sum above can be written as
Since the integrands in the above expression are all positive, an application of Tonelli's theorem yields
Then, by Lemma 3 we conclude that
For the first summand above, we have the upper bound
while the second summand can be bounded as follows:
On the other hand, if z = S N (k − j) then 0 < z ≤ 1 + δ for j, k ∈ I 2 (δ). Thus, an application of Lemma 9 yields for 2 > δ > 0
Hence, by defining p = k − j and P = N/S we can write
Note that from assumption A3, N/S → ∞. Thus, by combining the above bound and (23) we conclude that
A similar bound can be found for |∆ N | appearing in (21). Now, we focus on obtaining an upper bound for the remaining term R N from (22). By integrating that expression with respect to λ we get
where the function L N (·) is defined as Hence,
Since by assumption A3, T /N 2 → 0, we conclude that
Thus, from (24) and (25), we conclude
Therefore, by assumption A3 we conclude that C N = o(1). By following successive decompositions as in (21)
By integrating with respect to µ and λ, we get
By assumption A3, for S < N we can write
Observe that by the assumptions of this proposition the products φ 1 (u, x)f (u, x) and φ 2 (u, x)f (u, x) are differentiable with respect to u. 
On the other hand,
as M, N, S, T → ∞. Therefore, in this case
as M, N, S, T → ∞. Similarly, we have that
as M, N, S, T → ∞. Therefore, by virtue of (20) this proposition is proved.
Proposition 3. Let cum p (·) be the pth order cumulant with p ≥ 3.
Proof. Observe that J T (φ) can be written as
where the block-diagonal matrix Q(φ) is defined in (16) and
−N/2+t+1,T satisfying (1). For simplicity, denote the matrix Q(φ) as Q. Since Y is Gaussian, 
say. Now, by Lemma 6 we conclude that
and by Proposition 2 we have that
Since p ≥ 3 and by assumption A2, N/T → 0 and √ T /N → 0 as T, N → ∞, the required result is obtained.
Proof of theorems.
Proof of Theorem 2.1. To prove the consistency of the Whittle estimator, it suffices to show that
is continuous in θ, λ and u. Thus, g θ can be approximated by the Cesaro sum of its Fourier series
θ (u, λ)| < ε; see, for example, Theorem 1.5(ii) of Körner (1988) . Following Theorem 3.2 of Dahlhaus (1997) , we can write
However, by assumption A1, |g θ (u, λ)| is continuous in θ, u and λ. Thus, since the parameter space is compact we have that | g θ (ℓ, m)| ≤ K, for some positive constant K. Now, by defining for fixed ℓ, m = 1, . . . , L, φ(u, λ) = cos(2πuℓ) cos(λm) or φ(u, λ) = sin(2πuℓ) cos(λm) in Proposition 1 and φ 1 (u, λ) = φ 2 (u, λ) = cos(2πuℓ) cos(λ× m) or φ 1 (u, λ) = φ 2 (u, λ) = sin(2πuℓ) cos(λm) in Proposition 2, we deduce that
in probability, as M → ∞. Now, from the limits (27) and (28), this theorem follows.
Proof of Theorem 2.2. Let θ T be the parameter value that minimizes the Whittle log-likelihood function L T (θ) given by (7) and let θ 0 be the true value of the parameter. By the mean value theorem, there exists a vectorθ
where φ(u, λ) = ∇ 2 f θ (u, λ) −1 . Hence, an application of Proposition 1 and Proposition 2 yields parts (a) and (b). On the other hand, part (c) can be proved by means of the cumulant method. That is, by showing that all the cumulants of √ T ∇L T (θ 0 ) converge to zero, excepting the second order cumulant. To this end, note that
where φ(u, λ) = ∇f θ 0 (u, λ) −1 . Hence, by Proposition 1 and assumption A3, the first-order cumulant of
as T → ∞. Furthermore, by (30) we have that the second-order cumulant of √ T ∇L T (θ 0 ) can be written as
Therefore, by Proposition 2 we have that
Proof of Theorem 2.3. By observing that the Fisher information matrix evaluated at the true parameter, Γ T (θ 0 ), is given by
the result is an immediate consequence of Proposition 2. 
where A = (a ij ) i,j=1,...,p = Γ −1 and
Hence, 4. Simulations. In order to gain some insight into the finite sample performance of the Whittle estimator discussed in Section 2, we report next a number of Monte Carlo experiments for the LSARFIMA model
for t = 1, . . . , T with d(u) = α 0 + α 1 u, σ(u) = β 0 + β 1 u and Gaussian white noise {ε t } with unit variance. The samples of this LSARFIMA process are generated by means of the innovation algorithm; see, for example, Brockwell and Davis (1991) , page 172. In this implementation, the covariances of the process {Y t,T } is given by As noted in these graphs, there is a degree of flexibility for selecting N and S as long they belong to the areas with minimal empirical MSE. Contour curves for other parameters θ such as those presented in Tables 1 and 2 are similar to Figure 1 and produce similar empirical optimal regions for N and S. Tables 1 and 2 report the results from the Monte Carlo simulations for several parameter values, based on 1000 replications. These tables show the average of the estimates as well as their theoretical and empirical standard deviations (SD). The theoretical SD are based on Theorem 2.2 with matrix Γ θ given by
where γ αϑ = [
] ′ , γ ϑ = 1 1−ϑ 2 , and the matrices Γ α and Γ β are given in Example 2.3. The bandwidth parameters N and S for each table are based on values found in Figure 1 for θ = (0.20, 0.25, 0.5, 0.3, 0.5). As mentioned above, these values are very similar for the other parameters reported in Tables 1 and 2 . Observe from these tables that the estimated parameters are close to their true values. Besides, the empirical standard deviations are close to their theoretical counterparts. These simulations suggest that the finite sample performance of the proposed estimators seems to be very good in terms of bias and standard deviations. This, despite the fact that in many of these simulations we have tested the method with large values of the long-memory parameter, that is, close to the performances of the Whittle method with a kernel maximum likelihood estimation approach proposed by Beran (2009) and two data illustrations are also discussed in that paper.
Final remarks.
A class of locally stationary long-memory processes has been addressed in this paper, which is capable of modeling nonstationary time series data exhibiting time-varying long-range dependence. A computationally efficient Whittle estimation method has been proposed and it has been shown that these estimators possess very desirable asymptotic properties such as consistency, normality and efficiency. Moreover, several Monte Carlo simulations indicate that the estimates perform well even for relatively small sample sizes. 
