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The inadequacy of locally deﬁned set-valued differential equations
to describe the evolution of shapes and morphological forms in
biology, which are usually neither convex or nondecreasing, was
recognised by J.-P. Aubin, who introduced morphological evolu-
tion equations, which are essentially nonlocally deﬁned set-valued
differential equations with the inclusion vector ﬁeld also depend-
ing on the entire reachable set. This concept is extended here
to the stochastic setting of set-valued Itô evolution equations in
Hilbert spaces. Due to the nonanticipative nature of Itô calculus,
the evolving reachable sets are nonanticipative nonempty closed
random sets. The existence of solutions and their dependence on
initial data are established. The latter requires the introduction of
a time-oriented semi-metric in time-space variables. As a conse-
quence the stochastic morphological evolution equations generate
a deterministic nonautonomous dynamical system formulated as
a two-parameter semigroup with the complication that the random
subsets take values in different spaces at different time instances
due to the nonanticipativity requirement. It is also shown how nu-
cleation processes can be handled in this conceptual framework.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The evolution of random sets, and of their shapes in particular, is of interest in a number of
important applications. Traditional methods of set-valued analysis such as the Aumann integral are,
however, restrictive and result in convex sets, while other assumptions result in nondecreasing sets,
see [1,19,22]. Aubin [3,4] was well aware of these limitations from his investigations of determin-
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set-valued differential equations, which are also known as differential inclusions or contingent equa-
tions, are inadequate for modelling morphological evolution because they are locally deﬁned through
the differential contingent, whereas nonlocal or even global dependence is required.
Aubin [3,4] attempted to overcome this problem by introducing a class of nonlocally deﬁned inclu-
sion equations in which the contingent at each point in space-time, (t, x) ∈ [0, T ]×Rn , also depended
on the entire set K (t) ⊂ Rn attained at any time instant t ∈ [0, T ]. The resulting so-called morpholog-
ical equations could be written
◦
K (t) = F [t,K (t)](t, x), t ∈ [0, T ], (1)
for a family of set-valued mappings F [t,M] : [0, T ] × Rn Rn for each t ∈ [0, T ] and nonempty closed
subset M of Rn . Here
◦
K (t) represents the set of all elementary directions (vaguely, pseudo-derivatives)
of the set-valued process K (t) ⊂ Rn at time t . The nonlocal dependence comes from allowing the
contingent set F [t,K (t)](t, x) at each point (t, x) to depend also on the whole solution set K (t) through
the set-valued mappings F [t,K (t)] . This additional aspect opens the door to obtaining solutions whose
set values need not be convex or increasing [3,4,20,21].
In this paper we develop stochastic counterparts of such morphological equations. They are to
model the evolution of random set-valued phenomena in separable Hilbert spaces. In comparison
with former approaches as in [1,22], we aim at signiﬁcantly less constraints of the analytical concept.
As in the deterministic case, the dynamics of our approach is not restricted to convex or expanding
sets. This allows us to present a more realistic treatment of nucleation and birth-and-growth processes
in a random environment. The only similar suggestion so far [21, § 3.7] is restricted to the Euclidean
space, and it takes neither ﬁltrations nor C0 semigroups inducing mild solutions into consideration.
Hence we can now cover a much broader class of stochastic set-valued models.
Our counterparts are based on Itô stochastic differential inclusions, which are not differential
equations at all, but integral equations based on Itô stochastic calculus. The analogy between the
deterministic and stochastic cases is through the use of solutions to differential inclusions instead of
selections of set-valued mappings.
We will start with random closed sets generated by solutions to stochastic differential inclusions.
They play the role of reachable sets, which are often called attainable sets, and extend the popular
Aumann integral signiﬁcantly. By means of standard results about stochastic differential inclusions,
we establish existence results as well as useful estimates that we will then use in the corresponding
stochastic generalisation of Aubin’s idea to what we call stochastic morphological evolution equations.
The solution process is then single-valued process taking values in appropriate spaces (determined
by nonanticipative conditions) of nonempty closed random sets. Considered as set-valued mappings it
is indeed a set-valued stochastic process. On the other hand, considered as a single-valued mapping
between spaces of nonempty closed random sets it deﬁnes a single-valued deterministic nonau-
tonomous dynamical systems in the 2-parameter semigroup process formulation with the slight
generalisation in that the state space can also change in time, see Kloeden and Rasmussen [18] as
well as [15,16]. This is thus an alternative model of abstract random dynamical systems to the skew-
product ﬂow like formalism of Arnold [2].
This paper is structured as follows. Section 2 provides the collection of relevant deﬁnitions and
properties in regard to random closed sets, their mean square Hausdorff distance and Itô processes.
In Section 3 we introduce reachable sets of stochastic differential inclusions and investigate their
properties such as the continuous dependence on data. They serve as generalised integrators for the
stochastic morphological evolution equations presented in Section 4. Theorem 4.2 is one of the main
results. It provides suﬃcient conditions for the existence and uniqueness of solutions to stochastic
morphological evolution equations. These solutions model shape evolutions with focus on growth
and translation. Section 5 discusses their connection to dynamical systems in suitable abstract spaces
brieﬂy.
Finally in Section 6 we suggest how a much broader class of initial random closed sets can be
handled. Indeed the results before (like Theorem 4.2) assume the initial random closed set to be
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class of set-valued processes each of whose values initiates such a “growth” process (in the sense
of Section 4). Expanding maps as in [1] prove to be a special case. Theorem 6.2 summarises our
set-valued model with this additional aspect of birth. For the sake of a self-contained presentation,
Appendix A provides the essential tool about stochastic differential inclusions here, i.e., Theorem A.1
of Da Prato and Frankowska, together with a proof. Topological properties of the space-time semi-
metric introduced in Section 2 is discussed in Appendix B.
2. Random closed sets
Let (Ω,A,P) be a complete probability space. Let H be a separable real Hilbert space and let B
denote the Borel σ -algebra on H .
Deﬁnition 2.1. A random closed set in H is a measurable set-valued map (Ω,A) (H,B) for which
the values are nonempty closed subsets of H . The set of all these random closed sets is denoted by
RC(Ω,A; H).
A random closed set M ∈ RC(Ω,A; H) is called square integrable if there exists at least one square
integrable selection f :Ω → H of M , i.e., f ∈ L2(Ω,A,P; H) with f (ω) ∈ M(ω) for all ω ∈ Ω .
Let S2RC(M) ⊂ L2(Ω,A,P; H) denote the set of all square integrable selections Ω → H of M and
let RC2(Ω,A; H) denote the set of square integrable random closed sets Ω H .
A random closed set M ∈ RC2(Ω,A; H) is called square integrably bounded if
E
(‖M‖2∞) Def.= ∫
Ω
sup
z∈M(ω)
|z|2 dP(ω) < ∞.
For every M ∈ RC2(Ω,A; H), S2RC(M) is closed in L2(Ω,A,P; H). Hence each separable closed
subset of L2(Ω,A,P; H) induces a square integrable random closed set uniquely (see also Proposi-
tion 2.4 below). A square integrable random closed set M ∈ RC2(Ω,A; H), however, does not have to
be square integrably bounded.
By Castaing’s Characterisation Theorem [7, Theorem 8.1.4], a set-valued map M : (Ω,A) (H,B)
with nonempty closed values is measurable if and only if it is the pointwise closure of the union of
(at most) countably many measurable functions fn :Ω → H , n ∈ N, i.e.,
M(ω) =
⋃
n∈N
fn(ω) for every ω ∈ Ω.
Hence every square integrable random closed set M :Ω H can be represented by a sequence (gn)n∈N
in L2(Ω,A,P; H) as
M(ω) =
⋃
n∈N
gn(ω) for every ω ∈ Ω.
Indeed, there exists at least one selection g ∈ L2(Ω,A,P; H) of M by deﬁnition and for each m ∈ N
and fn the auxiliary function gn,m :Ω → H deﬁned by
gn,m :=
{
fn ifm − 1 | fn| <m,
g otherwise
is square integrable.
The importance of the following statement quoting [25, Lemma 2.1.3] (for p = 2) is that it al-
lows many conclusions about any set M ∈ RC2(Ω,A; H) to be obtained from just a single pointwise
covering family (gn)n∈N in L2(Ω,A,P; H).
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n∈N gn(ω) for any ω ∈ Ω .
Then, for every f ∈ S2RC(M) and ε > 0, there exists a ﬁnite measurable partition A1, A2, . . . , Am of Ω
such that ∥∥∥∥∥ f −
m∑
j=1
g j · χA j
∥∥∥∥∥
L2(Ω)
< ε.
The general assumption P(Ω) = 1 and the standard selection theorem about marginal maps (see
e.g. Theorem 8.2.11 of [7]) now lead to this equivalence:
Corollary 2.3. The following properties are equivalent for any M ∈ RC2(Ω,A; H) and c  0:
(1) M is square integrably bounded, i.e., E(‖M‖2∞) c2 < ∞.
(2) S2RC(M) is bounded in L2(Ω,A,P; H) by c.
(3) Some sequence (gn)n∈N in L2(Ω,A,P; H) with M(ω) =⋃n∈N gn(ω) for any ω ∈ Ω satisﬁes
sup
n∈N
‖gn‖L2(Ω;H)  c < ∞.
The following general criterion for subsets of L2(Ω,A,P; H) to induce random closed sets is taken
from Molchanov [25, Theorem 2.1.6].
Proposition 2.4 (Decomposable sets and selections). Let Ξ be a nonempty closed subset of L2(Ω,A,P; H)
and let χB :Ω → {0,1} denote the characteristic function of a subset B of Ω .
Then, there exists a random closed set M :Ω H with S2RC(M) = Ξ if and only if Ξ is decomposable in
the following sense: For any ξ1, ξ2 ∈ Ξ and B ∈ A, the function χB · ξ1 + (1− χB) · ξ2 :Ω → H also belongs
to Ξ .
It provides the following implication when the nonempty set Ξ ⊂ L2(Ω,A,P; H) is not assumed
to be closed.
Corollary 2.5. LetΞ be a nonempty subset of L2(Ω,A,P; H). IfΞ is decomposable, then there exists a square
integrable random closed set M :Ω H for which the setS2RC(M) of L2 selections is equal to the closure ofΞ .
2.1. Adapted selections of set-valued maps
Let (Ω,A, {At}t0,P) be a complete ﬁltered probability space satisfying the usual hypothesis, i.e.,
{At}t0 is an increasing and right continuous family of σ -sub-algebras of A and A0 contains all
P-null sets.
Denote by PA the predictable σ -algebra for the ﬁltration {At}t0, i.e., the σ -algebra on [0,∞)×Ω
generated by all sets of the form {0} × A (for any A ∈ A0) and (s, t] × A (with any 0 s < t < ∞ and
A ∈ As).
Deﬁnition 2.6. Let (X,d) be a complete separable metric space and let J ⊂ [0,∞) be measurable.
A set-valued map F : J ×Ω X is called adapted with respect to a ﬁltration {At}t0 if the set-valued
map F (t, ·) :Ω X is At -measurable for each t ∈ J , i.e., the inverse image of each open set O ⊂ X is
At -measurable:
F (t, ·)−1(O ) Def.= {ω ∈ Ω ∣∣ F (t,ω)∩ O 
= ∅} ∈ At .
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inverse image of each open set O ⊂ X is PA-measurable:
F−1(O ) Def.= {(t,ω) ∈ J ×Ω ∣∣ F (t,ω)∩ O 
= ∅} ∈ PA.
A close inspection of the proofs in [7, § 8] shows that many standard results about measurable
selections can be extended to adapted and predictable selections, respectively.
Proposition 2.7 (Adapted and predictable selections of set-valued maps). Suppose the set-valued map F : J ×
Ω X to be adapted with respect to {At}t0 and to have nonempty closed values.
Then, there exists a selection of F adapted with respect to {At}t0 , i.e., an adapted single-valued function
f : J ×Ω → X satisfying f (t,ω) ∈ F (t,ω) for every t ∈ J and ω ∈ Ω .
If F : J ×Ω X is predictable, then so is the selection f : J ×Ω → X.
Theorem 2.8 (Characterisation of predictable set-valued maps). For any set-valued map F : J ×Ω X with
nonempty closed values, the following properties are equivalent:
(a) F is predictable.
(b) For x ∈ X, the function dist(x, F (·,·)) : J ×Ω → [0,∞) is PA-measurable.
(c) There exists a sequence ( fn)n∈N of predictable selections of F such that
F (t,ω) =
⋃
n∈N
fn(t,ω) for every (t,ω) ∈ J ×Ω.
It follows that every predictable set-valued map is both A-measurable and adapted with respect
to {At}t0.
2.2. The mean square Hausdorff distance
The mean square Hausdorff excess (or semi-distance) between random closed sets in H is deﬁned as
e⊂RC(M1,M2) := sup
f ∈S2RC(M1)
√
E
(
dist( f ,M2)2
)
,
and the mean square Hausdorff distance as
dlRC(M1,M2) := max
{
e⊂RC(M1,M2), e
⊂
RC(M2,M1)
}
.
They may be inﬁnite valued. By a general result on the Hausdorff metric topology of nonempty closed
subsets in any complete metric space [8, Theorem 3.2.4 (1.)], [10, Theorem II.3], it follows from the
completeness of L2(Ω,A,P; H) that:
Lemma 2.9. RC2(Ω,A; H) is complete with respect to dlRC .
In combination with the well-known Selection Theorem of Kuratowski and Ryll-Nardzewski,
Lemma 2.2 ensures for any sets M1,M2 ∈ RC2(Ω,A; H) and a sequence ( fn)n∈N in L2(Ω,A,P; H)
with M1(ω) =⋃n∈N fn(ω) for every ω ∈ Ω that
sup
f ∈S2RC(M1)
E
(
dist( f ,M2)
2)= sup
f ∈S2RC(M1)
inf
g∈S2RC(M2)
E
(| f − g|2)
= sup
m∈N
inf
g∈S2 (M2)
‖ fm − g‖2L2(Ω;H).
RC
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dlRC(M1,M2) = max
{
sup
f ∈S2RC(M1)
inf
g∈S2RC(M2)
‖ f − g‖L2(Ω;H), sup
g∈S2RC(M2)
inf
f ∈S2RC(M1)
‖ f − g‖L2(Ω;H)
}
= sup
{∣∣∣ inf
f ∈S2RC(M1)
‖h − f ‖L2 − inf
g∈S2RC(M2)
‖h − g‖L2
∣∣∣ ∣∣ h ∈ L2(Ω,A,P; H)}
is a metric on RC2(Ω,A; H), which may take inﬁnite values. Moreover, for any three sets
M1,M ′1,M2 ∈ RC2(Ω,A; H)
e⊂RC
(
M1 ∪ M ′1,M2
)=max{ e⊂RC(M1,M2), e⊂RC(M ′1,M2)}.
2.3. Itô processes
Let H and U be separable real Hilbert spaces. Let Lin(U , H) consist of all bounded linear operators
U → H and deﬁne ‖M‖∞ := supy∈M |y|H , which may be inﬁnite, for any subset M ⊂ H . (Henceforth,
the norms | · |H and | · |U will usually be written simply as | · |.)
Suppose A to be the generator of a strongly continuous semigroup (S(t))t0 of linear bounded
operators on H . In addition, (S(t))t0 is assumed to be ρ-contractive, i.e., there exists some ρ > 0
with ∣∣S(t)x∣∣ eρt |x|
for all t  0 and x ∈ H .
For a ﬁxed ﬁnite T > 0 let L2A([0, T ], H) be the class of all (single-valued) functions f : [0, T ] ×
Ω → H such that f is predictable (i.e., PA-measurable, so f (t, ·) :Ω → H is At-measurable for every
t ∈ [0, T ]), and satisﬁes ∫
[0,T ]
E
(∣∣ f (t, ·)∣∣2)dt < ∞, E(∣∣ f (t, ·)∣∣2)< ∞
for every t ∈ [0, T ].
Now let W = (Wt)t0 be a Wiener process in (Ω,A,P) that is adapted to {At}t0 with values
in U . Suppose Q to be a positive ﬁnite trace operator in U such that for all t  0 and u ∈ U ,
E
(∣∣〈Wt,u〉U ∣∣2)= t · 〈Q u,u〉U .
As summarised in [13], for example, the Itô integral
∫ T
0 Φ(s)dWs is well deﬁned for any Lin(U , H)-
valued predictable stochastic process Φ with
T∫
0
trace
(
Φ(s)Φ∗(s)Q
)
ds < ∞ P-almost surely.
If, moreover, E(
∫ T
0 trace(Φ(s)Φ
∗(s)Q )ds) < ∞, then the following identity (Itô isometry) holds
E
(∣∣∣∣∣
T∫
Φ(s)dWs
∣∣∣∣∣
2)
= E
( T∫
trace
(
Φ(s)Φ∗(s)Q
)
ds
)
.0 0
2956 P.E. Kloeden, T. Lorenz / J. Differential Equations 251 (2011) 2950–2979Furthermore, there exists a constant C = C(T ) with
E
(
sup
s∈[0,t]
∣∣∣∣∣
t∫
0
S(t − s)Φ(s)dWs
∣∣∣∣∣
2)
 C · E
( t∫
0
∥∥Φ(s)∥∥2Q ds
)
with the operator norm deﬁned by ‖S‖Q := √trace(S S∗Q ) for any S ∈ Lin(U , H).
Let I0(t0, X0, γ ,σ ) denote the Itô process in H with the initial time t0 ∈ [0, T ], initial state X0 ∈
L2(Ω,At0 ,P; H), drift γ ∈ L2A([t0, T ], H) and diffusion σ ∈ L2A([t0, T ], Lin(U , H)), i.e.,
I0(t0, X0, γ ,σ )t := S(t)X0 +
t∫
t0
S(t − s)γ (s)ds +
t∫
t0
S(t − s)σ (s)dWs
for t ∈ [t0, T ] and deﬁne
∥∥I0(t0, X0, γ ,σ )∥∥I,[t0,t] :=
√√√√√E(|X0|2)+ E( t∫
t0
|γ |2 ds
)
+ E
( t∫
t0
‖σ‖2Q ds
)
.
An Itô process satisﬁes the general estimate
E
(∣∣I0(t0, X0, γ ,σ )t ∣∣2) 4(1+ t − t0)e2ρ(t−t0)∥∥I0(t0, X0, γ ,σ )∥∥2I,[t0,t]
 4e(1+2ρ)(t−t0)
∥∥I0(t0, X0, γ ,σ )∥∥2I,[t0,t], (2)
which follows from the Hölder inequality, the Itô isometry and the simple inequality (r + s)2 
2(r2 + s2) for any r, s ∈ R.
2.4. A time-oriented distance for handling the C0 semigroup in time
The presence of adaptivity suggests that the time variable should be included in the state of the
system, i.e., (t, Xt) instead of just Xt ∈ L2(Ω,At ,P; H). This simple supplement facilitates handling
continuity of Itô processes with respect to time in the following way. As in Section 2.3 assume U , H
to be real separable Hilbert spaces and (S(t))t0 to be a ρ-contractive strongly continuous semigroup
of linear bounded operators on H . Now consider the basic set of states
EL :=
{
(t, X)
∣∣ t ∈ [0, T ], X ∈ L2(Ω,At ,P; H)}
and deﬁne
L :EL × EL → [0,∞[,(
(s, X), (t, Y )
) → { |s − t| + E(|S(t − s)X − Y |2) if s t,|s − t| + E(|X − S(s − t)Y |2) if s > t.
Obviously L is positive deﬁnite and symmetric. Moreover it satisﬁes the following time-oriented
modiﬁcation of the triangle inequality
L
(
(t1, X1), (t3, X3)
)
 2e2ρ(t3−t2) ·L
(
(t1, X1), (t2, X2)
)+ 2 ·L((t2, X2), (t3, X3)) (3)
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L
(
(t1, X1), (t3, X3)
)= t3 − t1 + E(∣∣S(t3 − t1)X1 − X3∣∣2)
 t3 − t1 + E
(∣∣S(t3 − t2)(S(t2 − t1)X1 − X2)+ S(t3 − t2)X2 − X3∣∣2)
 t3 − t1 + 2 · E
(∣∣S(t3 − t2)(S(t2 − t1)X1 − X2)∣∣2 + ∣∣S(t3 − t2)X2 − X3∣∣2)
 t3 − t1 + 2 · E
(
e2ρ(t3−t2)
∣∣S(t2 − t1)X1 − X2∣∣2 + ∣∣S(t3 − t2)X2 − X3∣∣2).
However, L is not a metric in the classical sense, but nevertheless leads to the same concept of
sequential convergence as the norm of [0, T ] × L2(Ω,A,P; H). Indeed, (S(t))t0 induces a strongly
continuous semigroup on L2(Ω,A,P; H) and so one concludes from [21, Proposition 3.117] that for
any bounded sequence ((tk, Xk))k∈N in EL and (t, X) ∈ EL ,
lim
k→∞
L
(
(tk, Xk), (t, X)
)= 0 ⇐⇒ lim
k→∞
(|tk − t| + E(|Xk − X |2))= 0. (4)
In comparison with the norm, however, the key advantage of L is that all curves [0, T ] → EL ,
t → S(t)X0 with any X0 ∈ L2(Ω,A0,P; H) are 1-Lipschitz continuous. A similar equi-continuity with
respect to the norm is known not to hold even locally, unless the generator A of the semigroup is
bounded linear.
This observation implies for the Itô process X := I0(t0, X0, γ ,σ ) speciﬁed in Section 2.3 and any
t0  s t  T
L
(
(s, Xs), (t, Xt)
)
 |t − s| + 2e2ρ(t−s)
(
(t − s) · E
( t∫
s
|γ |2 dr
)
+ E
( t∫
s
‖σ‖2Q dr
))
 |t − s| + 2e(1+2ρ)(t−s)∥∥I0(t0,0, γ ,σ )∥∥2I,[s,t]. (5)
See Appendix B for the counterpart RC concerning square integrable random closed sets and its
topological properties.
3. Reachable sets of stochastic differential inclusions
The concept of a reachable set is extended here to stochastic differential inclusions in a separable
real Hilbert space H . Let W = (Wt)t0 be a ﬁxed Wiener process with values in a separable Hilbert
space U and adapted to a ﬁltration {At}t0 for the underlying probability space (Ω,A,P). Speciﬁcally,
the deﬁnition of “reachable set” uses square integrable strong solutions expressed in terms of Itô
processes. A generalisation of the Filippov-like theorem of Da Prato and Frankowska (see Theorem A.1)
is the key tool for investigating its dependence on the given data with respect to the Hausdorff
distance dlRC . Anticipating the further generalisation to stochastic morphological evolution equations,
an initial closed random set rather than a single initial random variable will be considered.
Deﬁnition 3.1 (Random reachable set). Consider a set-valued map F = (F1, F2) : [0, T ] × Ω × H  H ×
Lin(U , H).
The random reachable set ϑF (t; t0, K0) :Ω H of the stochastic differential inclusion
dXt ∈
(
AXt + F1(t, Xt)
)
dt + F2(t, Xt)dWt
and initial state (t0, K0) ∈ [0, T ] × RC2(Ω,At0 ; H) at time t ∈ [t0, T ] is deﬁned in terms of strong Itô
solutions as
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{
Xt(ω)
∣∣ ∃X0 ∈ L2(Ω,At0 ,P; H), γ ∈ L2A([t0, T ], H),
σ ∈ L2A
([t0, T ], Lin(U , H)): Xt = I0(t0, X0, γ ,σ )t with X0 ∈ K0,
P-a.s., and γ (s,ω) ∈ F1
(
s,ω, Xs(ω)
)
, σ (s,ω) ∈ F2
(
s,ω, Xs(ω)
)
for
(L1 × P)-a.a. (s,ω) ∈ [t0, t] ×Ω}.
The random closed reachable set ϑF (t; t0, K0) :Ω  H is the random closed set for which the set of
selections in L2(Ω,At ,P; H) coincides with the closure of all these solutions Xt ∈ L2(Ω,At ,P; H)
starting in K0, P-a.s.
Obviously, ϑ F˜ (t0; t0, K0) = K0 holds for every K0 ∈ RC2(Ω,At0 ; H) and any set-valued map
F˜ : [0, T ] × H H × Lin(U , H) because K0 is characterised by S2RC(K0) 
= ∅.
The next step is to verify that ϑ F˜ (t; t0, K0) is well deﬁned in RC2(Ω,At; H). This follows from
Proposition 2.4 on decomposable sets and selections and Corollary 2.5. It is due, essentially, to the
pathwise structure of the stochastic differential inclusion.
Proposition 3.2. For every F˜ : [0, T ] × Ω × H  H × Lin(U , H) with nonempty closed values, K0 ∈
RC2(Ω,At0 ; H) and t ∈ [t0, T ], the set-valued map ϑ F˜ (t; t0, K0) :Ω  H deﬁned via the L2 closure of
solutions Xt ∈ L2(Ω,At ,P; H) starting at K0 is a square integrable random closed set, i.e., ϑ F˜ (t; t0, K0) ∈
RC2(Ω,At; H).
Proof. At a given time t ∈ [t0, T ] consider the set Ξt of all Xt ∈ L2(Ω,At ,P; H) induced by an Itô
process X = I0(t0, X0, γ ,σ ) that solves the stochastic differential inclusion
dXs ∈
(
AXs + F˜1(s, Xs)
)
ds + F˜2(s, Xs)dWs
and starts in K0 ∈ RC2(Ω,A0; H), i.e., X0 ∈ S2RC(K0) and
γ (s,ω) ∈ F˜1
(
s,ω, Xs(ω)
)
, σ (s,ω) ∈ F˜2
(
s,ω, Xs(ω)
)
for (L1 × P)-almost all (s,ω) ∈ [t0, t] ×Ω .
It will be shown that this subset Ξt is decomposable, because then Corollary 2.5 provides a set
Kt ∈ RC2(Ω,At; H) with S2RC(Kt) = Ξt ⊂ L2(Ω,At ,P; H) and by deﬁnition, ϑ F˜ (t; t0, K0) = Kt .
For this, choose B ∈ A, Xt ∈ Ξt and X˜t ∈ Ξt arbitrarily. Then, by deﬁnition of Ξt , there
exist X0, X˜0 ∈ S2RC(K0), γ , γ˜ ∈ L2A([t0, T ], H) and σ , σ˜ ∈ L2A([t0, T ], Lin(U , H)) such that Xt =
I0(t0, X0, γ ,σ )t and X˜t = I0(t0, X˜0, γ˜ , σ˜ )t . Write
γ̂ := χB · γ + (1− χB) · γ˜ ∈ L2A
([t0, T ], H),
σ̂ := χB · σ + (1− χB) · σ˜ ∈ L2A
([t0, T ], Lin(U , H)),
X̂0 := χB · X0 + (1− χB) · X˜0 ∈ S2RC(K0),
and let X̂t := I0(t0, X̂0, γ̂ , σ̂ )t . Then,
τ∫
t
S(τ − s)γ̂ (s)ds = χB ·
τ∫
t
S(τ − s)γ (s)ds + (1−χB) ·
τ∫
t
S(τ − s)γ˜ (s)ds
0 0 0
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τ∫
t0
S(τ − s)σ̂ (s)dWs = χB ·
τ∫
t0
S(τ − s)σ (s)dWs + (1− χB) ·
τ∫
t0
S(τ − s)σ˜ (s)dWs
also holds P-almost surely in Ω . Hence,
X̂τ = χB · Xτ + (1− χB) · X˜τ ,
P-almost surely in Ω , for every τ ∈ [t0, t].
Furthermore, the inclusions γ (s,ω) ∈ F˜1(s,ω, Xs(ω)), σ(s,ω) ∈ F˜2(s,ω, Xs(ω)) and γ˜ (s,ω) ∈
F˜1(s,ω, X˜s(ω)), σ˜ (s,ω) ∈ F˜2(s,ω, X˜s(ω)) are satisﬁed for (L1 × P)-almost all (s,ω) ∈ [t0, t] × Ω by
deﬁnition of Ξt . Finally, one obtains
γ̂ (s,ω) ∈ F˜1
(
s,ω,χB (ω) · Xs(ω)+
(
1− χB(ω)
) · X˜s(ω))= F˜1(s,ω, X̂s(ω)),
σ̂ (s,ω) ∈ F˜2
(
s,ω,χB (ω) · Xs(ω)+
(
1− χB(ω)
) · X˜s(ω))= F˜2(s,ω, X̂s(ω)),
for (L1 × P)-almost all (s,ω) ∈ [t0, t] ×Ω , i.e., χB · Xt + (1− χB) · X˜t ∈ Ξt ⊂ L2(Ω,At ,P; H). 
It is not clear how to ensure the closedness of Ξt ⊂ L2(Ω,At ,P; H) without very restrictive
assumptions about S2RC(K0), even if H is ﬁnite-dimensional. Thus the L2 closure of selections is
preferred here as an additional step in the construction of ϑ F˜ (t; t0, K0).
Deﬁnition 3.3. For Λ > 0 ﬁxed, denote by PLIPΛ([0, T ] × Ω × H; H × Lin(U , H)) the class of all set-
valued maps F = (F1, F2) : [0, T ] ×Ω × H H × Lin(U , H) with the following properties:
(1) F has nonempty bounded closed values,
(2) F (·,·, x) is predictable for every x ∈ H ,
(3) F (t,ω, ·) is Λ-Lipschitz continuous for every t ∈ [0, T ] and ω ∈ Ω ,
(4) F (·,·,0) is uniformly bounded, i.e.,
‖F‖lg Def.= sup
{∥∥F (t,ω,0)∥∥∞ ∣∣ t ∈ [0, T ], ω ∈ Ω}< ∞.
The following estimates show that the set-valued mapping
ϑ F˜ :
⋃
t0∈[0,T ]
([t0, T ] × {t0} × RC2(Ω,At0 ; H))→ RC2(Ω,A; H)
is Lipschitz continuous in time – but with respect to the square distance dlRC(·,·)2 rather than the
metric dlRC itself.
Proposition 3.4. Suppose that F ,G ∈ PLIPΛ([0, T ] ×Ω × H; H × Lin(U , H)) for some Λ> 0. Then, for any
0 t0  s t and K0 ∈ RC2(Ω,At0 ; H),
E
(∥∥ϑF (t; t0, K0)∥∥2∞) econst(Λ,ρ,T )(E(‖K0‖2∞)+ 2‖F‖2lgt), (6)
RC
((
s, ϑF (s; t0, K0)
)
,
(
t,ϑF (t; t0, K0)
))
 (t − s) · const(Λ,ρ, T )(E(‖K0‖2∞)+ ‖F‖lg) (7)
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RC
((
s, ϑF (s; t0, K0)
)
,
(
t,ϑF (t; t0, K0)
))
 const(ρ, T )
(
1+ ‖F‖∞
) · (t − s). (8)
Moreover, for any K1, K2 ∈ RC2(Ω,At0 ; H),
dlRC
(
ϑF (t; t0, K1),ϑG(t; t0, K2)
)2
 C ·
(
dlRC(K1, K2)2 +
t∫
t0
sup
Y∈L2
dlRC
(
F (s, ·, Y ),G(s, ·, Y ))2 ds) · e(t−t0)·eC(1+t−t0) (9)
with a constant C  1 that depends only on Λ and ρ .
Proof. Proof of (6). We assume in addition that K0 is square integrably bounded, i.e., E(‖K0‖2∞) < ∞,
because otherwise the claim is obvious.
For any given initial time t0 ∈ [0, T ], initial random variable X0 ∈ L2(Ω,At0 ,P; H), drift γ ∈
L2A([t0, T ], H) and diffusion σ ∈ L2A([t0, T ], Lin(U , H)), inequality (2) provides a general estimate
for the Itô process X = I0(t0, X0, γ ,σ ) at time t ∈ [t0, T ], namely
E
(|Xt |2)  4e(1+2ρ)(t−t0)∥∥I0(t0, X0, γ ,σ )∥∥2I,[t0,t]
Def.= 4e(1+2ρ)(t−t0)
(
E
(|X0|2)+ E( t∫
t0
|γ |2 ds
)
+ E
( t∫
t0
‖σ‖2Q ds
))
 4e(1+2ρ)(t−t0)
(
E
(|X0|2)+ E( t∫
t0
(‖F‖lg +Λ|Xs|)2 ds
))
 4e(1+2ρ)(t−t0)
(
E
(|X0|2)+ E( t∫
t0
(
2‖F‖2lg + 2Λ2|Xs|2
)
ds
))
= 4e(1+2ρ)(t−t0)
(
E
(|X0|2)+ 2‖F‖2lg(t − t0)+ 2Λ2 · E
( t∫
t0
|Xs|2 ds
))
= 4e(1+2ρ)(t−t0)
(
E
(|X0|2)+ 2‖F‖2lg(t − t0)+ 2Λ2 ·
t∫
t0
E
(|Xs|2)ds).
Hence, by Gronwall’s inequality,
E
(∣∣I0(t0, X0, γ ,σ )t ∣∣2) 4e(1+2ρ)(t−t0)(E(|X0|2)+ 2‖F‖2lg(t − t0)) · econst(Λ,ρ,T )·(t−t0)
 econst(Λ,ρ,T )
(
E
(|X0|2)+ 2‖F‖2lgt).
This implies for every {At}-adapted solution X = I0(t0, X0, γ ,σ ) : [t0, T ] → L2(Ω,A,P; H) to the
stochastic differential inclusion
dXt ∈
(
AXt + F1(t, Xt)
)
dt + F2(t, Xt)dWt (10)
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E
(|Xt |2)= E(∣∣I0(s, Xs, γ ,σ )t ∣∣2) econst(Λ,ρ,T )(E(‖K0‖2∞)+ 2‖F‖2lgt).
Hence the claimed estimate (6) results from Corollary 2.3 and Deﬁnition 3.1 of ϑF (t; t0, K0).
Proof of (7). Inequality (4) states for any Itô process X := I0(t0, X0, γ ,σ ) and t0  s t  T
L
(
(s, Xs), (t, Xt)
)
 |t − s| + 2e(1+2ρ)(t−s)∥∥I0(t0,0, γ ,σ )∥∥2I,[s,t].
If, in addition, X is a solution to the stochastic differential inclusion (10), then one obtains exactly as
in the preceding step
L
(
(s, Xs), (t, Xt)
)
 t − s + 2e(1+2ρ)(t−s) · 2
(
‖F‖2lg(t − s)+Λ2 ·
t∫
s
E
(|Xr |2)dr)
(6)
 t − s + 4e(1+2ρ)(t−s) · (t − s)
× (‖F‖2lg +Λ2 · econst(Λ,ρ,T )(E(‖K0‖2∞)+ 2‖F‖2lgt))
 const(Λ,ρ, T ) · (E(‖K0‖2∞)+ ‖F‖2lg) · (t − s).
Proof of (8). Under the additional assumption ‖F‖∞ Def.= supt,ω,x ‖F (t,ω, x)‖∞ < ∞, it follows sim-
ilarly for the Itô process Xt = I0(t0, X0, γ ,σ )t at time t ∈ [t0, T ] that for any s ∈ [t0, t],
L
(
(s, Xs), (t, Xt)
)
 t − s + 2e2ρ(t−s)
(
(t − s)E
( t∫
s
|γ |2 dr
)
+ E
( t∫
s
‖σ‖2Q dr
))
 t − s + 2e2ρ(t−s)et−s(‖F1‖2∞ + ‖F2‖2∞)(t − s)
 const(ρ, T )
(
1+ ‖F‖∞
) · (t − s).
Proof of (9). Due to the symmetry of dlRC and the deﬁnition of ϑF (t; t0, K1) through the L2 clo-
sure, it is suﬃcient to prove for every solution X = I0(t0, X0, γ ,σ ) : [t0, t] → L2(Ω,A,P; H) to the
stochastic inclusion (10) starting at a selection X0 ∈ L2(Ω,At0 ,P; H) of K1 ∈ RC2(Ω,At0 ; H) that
E
(
dist
(
Xt,ϑG(t; t0, K2)
)2)
 C
[
E
(
dist(X0, K2)
2)+ t∫
t0
dlRC
(
F (s, Xs),G(s, Xs)
)2
ds
]
· e(t−t0)·eC(1+t−t0)
with a constant C  1 which depends only on Λ and ρ .
Choose a selection Y0 ∈ S2RC(K2) ⊂ L2(Ω,At0 ,P; H) with ‖X0 − Y0‖2L2 = E(dist(X0, K2)2) by
means of Theorem 8.2.11 of [7] (about measurable marginal maps) and the well-known Selection The-
orem of Kuratowski and Ryll-Nardzewski. According to Theorem A.1 of Da Prato and Frankowska (see
Appendix A), there exist a constant c = c(Λ,ρ) 1 and a strong solution Y : [t0, t] → L2(Ω,A,P; H)
of
dYs ∈
(
AYs + G1(s, Ys)
)
ds + G2(s, Ys)dWs
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‖Y − X‖2I,[t0,t]  c ·
[
E
(|Y0 − X0|2)+ t∫
t0
E
(
dist
((
γ (s),σ (s)
)
,G(s, Xs)
)2)
ds
]
· e(t−t0)·ec(1+t−t0) .
Then, inequality (2) and the deﬁnition of dlRC(·,·)2 through L2 selections imply that
E
(
dist
(
Xt,ϑG(t, K2)
)2) E(|Yt − Xt |2)
 4e(1+2ρ)(t−t0)c ·
[
E
(
dist(X0, K2)
2)
+
t∫
t0
dlRC
(
F (s, Xs),G(s, Xs)
)2
ds
]
· e(t−t0)·ec(1+t−t0) . 
Remark 3.5. The upper bound (9) in Proposition 3.4 takes
dl∞
(
F (s, ·,·),G(s, ·,·))2 Def.= sup
Y∈L2(Ω,As,P;H)
dlRC
(
F (s, ·, Y ),G(s, ·, Y ))2
into consideration and, for later, it is recommendable to ensure that this distance is integrably
bounded in time. According to Deﬁnition 3.3, however, the set-valued mappings F (s,ω, ·),
G(s,ω, ·) : H  H × Lin(U , H) are Λ-Lipschitz continuous for all s ∈ [0, T ] and ω ∈ Ω . This motivates
the alternative distance
dllg
(
F (s, ·,·),G(s, ·,·))2 Def.= sup
Y∈L2(Ω,As,P;H)
dlRC(F (s, ·, Y ),G(s, ·, Y ))2
1+ |Y |2
between the coeﬃcients of differential inclusions. The latter is ﬁnite for a much broader class of set-
valued maps in PLIPΛ([0, T ] × Ω × H; H × Lin(U , H)) and the estimate (9) can be adapted easily.
Indeed, the estimate (6) of Proposition 3.4 provides an a priori bound of solutions to the corre-
sponding stochastic inclusions that can occur in the proof. The consequences on estimate (9) will be
reﬂected by an additional factor depending on E(‖K1‖2∞), ‖F‖lg, ‖G‖lg, Λ, ρ and T . For the sake of
the transparency, dl∞ is preferred here and the generalisation using dllg is left to the reader.
4. Stochastic morphological evolution equations
Stochastic differential equations are, in fact, stochastic integral equations and are only written
symbolically as differential equations. Nevertheless, the existence theory of such equations has many
common features with that of ordinary differential equations written in their equivalent integral equa-
tion form. This is equally valid for both the single and set-valued cases.
Here we obtain a stochastic generalisation of Aubin’s morphological equations by allowing the set-
valued coeﬃcients of stochastic differential inclusions to be modiﬁed by their reachable sets, which
are described by square integrable random closed sets. This is the essential new aspect compared
with earlier approaches in [1,22].
To be able to handle the adaptivity of random closed sets, the basic set of states is now
ERC :=
{
(t,M)
∣∣ t ∈ [0, T ], M ∈ RC2(Ω,At; H)}
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states, are given by single-valued function F with
F[t,M] ∈ PLIPΛ
({t} ×Ω × H; H × Lin(U , H)) for every (t,M) ∈ ERC .
Roughly speaking, we are looking for an {At}t0-adapted function K (·) : [0, T ] → RC2(Ω,A; H) such
that, ﬁrstly, the composition t → F[t,K (t)] induces a set-valued mapping GK which can be used for
nonautonomous stochastic differential inclusions and, secondly, its reachable set ϑGK (t, K (0)) coin-
cides with K (t) at every time instant t ∈ [0, T ].
Deﬁnition 4.1. Let a set-valued map F[t,M] : {t} × Ω × H  H × Lin(U , H) in PLIPΛ({t} × Ω × H;
H × Lin(U , H)) be given for every t ∈ [0, T ] and M ∈ RC2(Ω,At; H).
The mapping K : [0, T ] → RC2(Ω,A; H) is called a solution to the stochastic morphological evolu-
tion equation
“
◦
K (t) = F[t,K (t)]” in [0, T ] (11)
if it satisﬁes the following conditions:
(1) K is adapted w.r.t. {At}t0, i.e., K (t) ∈ RC2(Ω,At; H) for any t ∈ [0, T ].
(2) [0, T ] → ERC , t → (t, K (t)) is sequentially continuous with respect to RC .
(3) The set-valued composition GK : [0, T ] ×Ω × H H × Lin(U , H) given by
(t,ω, x) → F[t,K (t)](t,ω, x)
belongs to PLIPΛ([0, T ] ×Ω × H; H × Lin(U , H)) in the sense of Deﬁnition 3.3.
(4) K (t) = ϑGK (t, K0) for every t ∈ [0, T ].
The term “morphological equation” was introduced by Aubin in [3,4] and, it originally concerns
an extension of ordinary differential equations to compact subsets of Rn supplied with the Hausdorff
metric. Recently this concept has been extended to random closed subsets of Rn in [21, § 3.7] and the
term “stochastic morphological equation” was coined there for the ﬁrst time. Here the notation
◦
K (t)
is used in a formal way only. Indeed, the stochastic morphological evolution equation (11) is just
a symbolic representation of the “integral” set condition (4).
Theorem 4.2 (Existence for stochastic morphological evolution equations). Assume that the following proper-
ties of the single-valued function F = (F1,F2) hold for Λ> 0 and T > 0:
(1) For every time t ∈ [0, T ] and every random closed set M ∈ RC2(Ω,At; H), the value F[t,M] belongs to
PLIPΛ({t} ×Ω × H; H × Lin(U , H)), i.e.,
(a) F[t,M](t,ω, x) ⊂ H × Lin(U , H) is nonempty, bounded, closed for all ω ∈ Ω , x ∈ H,
(b) F[t,M](t, ·, x) is At -measurable for every x ∈ H,
(c) F[t,M](t,ω, ·) : H H × Lin(U , H) is Λ-Lipschitz for every t ∈ [0, T ] and ω ∈ Ω ,
(d) ‖F[t,M]‖lg Def.= sup{‖F[t,M](t,ω,0)‖∞ |ω ∈ Ω} < ∞.
(2) There exists γ̂ > 0 such that sup{‖F[t,M]‖lg | t ∈ [0, T ], M ∈ RC2(Ω,At; H)} γ̂ .
(3) F[t,M] is locally Lipschitz continuous in the sets and continuous in time in the following sense: For any
radius R > 0, there exists a constant λ0,R > 0 and a modulus of continuity ω0,R(·) such that
dl∞
(F[t1,M1](t1, ·,·),F[t2,M2](t2, ·,·))2  λ0,R ·RC((t1,M1), (t2,M2))+ω0,R(|t1 − t2|)
for any (t1,M1), (t2,M2) ∈ ERC with E(‖M j‖2∞) R2 .
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solution K : [0, T ] → RC2(Ω,A; H) of the stochastic morphological evolution equation (11) with square in-
tegrably bounded values.
Proof. As in the proof of [17, Theorem 3.2] for nonlocal single-valued stochastic differential equations,
the proof here uses interpolated Euler-like approximations on equi-distant partitions of [0, T ], which
turn out to be a uniform Cauchy sequence with respect to dlRC . The completeness of RC2(Ω,At; H)
for each t ∈ [0, T ] (see Lemma 2.9) then provides us with a candidate K : [0, T ] → RC2(Ω,A,P) for
the sought solution.
To begin, ﬁrst extend each given set-valued map F[t,M] : {t} ×Ω × H H × Lin(U , H) to
F[t,M] : [t, T ] ×Ω × H H × Lin(U , H), (s,ω, x) → F[t,M](s,ω, x)
i.e., constantly for the nonlocal dependence at time t . This extension is predictable with respect to A
since F[t,M](t, ·, x) :Ω  H × Lin(U , H) is At-measurable (by assumption (1)(b)) and {At}t0 is in-
creasing. Hence, F[t,M] ∈ PLIPΛ([t, T ] ×Ω × H; H × Lin(U , H)) for any (t,M) ∈ ERC .
For every n ∈ N with 2n > T set hn := T2n , tnk := khn for k = 0, . . . ,2n and Kn(0) = K0. Write
[s]n := sup
{
tnk
∣∣ tnk  s, k ∈ N}
for any s ∈ [0, T ] and n ∈ N. Then, for each k = 1, . . . ,2n , extend the curve Kn : (tnk , tnk+1] →
RC2(Ω,A; H) inductively by means of the random closed reachable set of the nonautonomous
stochastic differential inclusion
dXt(ω) ∈
(
AXt(ω)+ F1[tnk ,Kn(tnk )]
(
t,ω, Xt(ω)
))
dt + F2[tnk ,Kn(tnk )]
(
t,ω, Xt(ω)
)
dWt(ω),
i.e., for t ∈ (tnk , tnk+1] and k = 1, . . . ,2n ,
Kn(t) = ϑF[tnk ,Kn(tnk )]
(
t; tnk , Kn
(
tnk
))
.
As a consequence of this piecewise deﬁnition of Kn , the set-valued map Gn : [0, T ] × Ω × H  H ×
Lin(U , H) given by
(t,ω, x) → F[[t]n,Kn([t]n)](t,ω, x)
belongs to PLIPΛ([0, T ] ×Ω × H; H × Lin(U , H)) and satisﬁes
Kn(t) = ϑGn (t;0, K0) (12)
for every t ∈ [0, T ].
Inequalities (6), (7) of Proposition 3.4 imply for every 0 s t  T and n ∈ N that
E
(∥∥Kn(t)∥∥2∞) eC (E(‖K0‖2∞)+ 2γ̂ 2t),
RC
((
s, Kn(s)
)
,
(
t, Kn(t)
))
 (t − s) · C(E(‖K0‖2∞)+ γ̂ ) (13)
with a constant C = C(Λ,ρ, T ) < ∞. In particular, all these sets Kn(t) ∈ RC(Ω,At; H) satisfy the
following a priori estimates:
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√
E(‖K0‖2∞)+ 2γ̂ 2T < ∞,
(b) dlRC
(
Km(t), Kn(t)
)2  2 · (dlRC(Km(t), S(t)K0)2 + dlRC(S(t)K0, Kn(t))2)
 2 · (RC((0, K0), (t, Km(t)))+RC((0, K0), (t, Kn(t))))
(13)
 const(Λ,ρ, T ) · (E(‖K0‖2∞)+ γ̂ ).
Now choose the Lipschitz constant λ0,R > 0 and a nondecreasing modulus of continuity ω0,R(·)
related to R according to assumption (3). The comparative inequality (9) in Proposition 3.4 then guar-
antees for all indices n>m and at each time t ∈ [0, T ] that
dlRC
(
Km(t), Kn(t)
)2  t∫
0
sup
Y∈L2
dlRC
(F[[s]m,Km([s]m)](s, Y ),F[[s]n,Kn([s]n)](s, Y ))2 ds · CeCt

t∫
0
(
λ0,R ·RC
(([s]m, Km([s]m)), ([s]n, Kn([s]n)))+ω0,R(hm))ds · CeCt .
In particular, triangle-like inequality (B.3) provides for n>m and s ∈ [0, t]
RC
(([s]m, Km([s]m)), ([s]n, Kn([s]n)))
 2
(
e2ρT ·RC
(([s]m, Km([s]m)), ([s]n, Km([s]n)))+RC(([s]n, Km([s]n)), ([s]n, Kn([s]n))))
(13)
 2
(
e2ρT · ([s]n − [s]m)C(E(‖K0‖2∞)+ γ̂ )+ dlRC(Km([s]n), Kn([s]n))2)
 2
(
e2ρT · hmC
(
E
(‖K0‖2∞)+ γ̂ )+ sup[0,s]dlRC(Km(·), Kn(·))2
)
.
Hence for any n > m, the auxiliary function δm,n : [0, T ] → [0,∞[, t → sup[0,t] dlRC(Km, Kn)2 is
bounded, monotone increasing and satisﬁes for every t ∈ [0, T ]
δm,n(t)
t∫
0
2λ0,RCe
CT · δm,n(s)ds + const(Λ,ρ, T ) ·
(
E
(‖K0‖2∞)+ γ̂ + 1) · (hm +ω0,R(hm)).
Gronwall’s inequality holds even for monotone integrable functions such as δm,n [21, Proposition A.1]
and so, we obtain the uniform bound for any n>m
sup
[0,T ]
dlRC(Km, Kn)2  const(λ0,R ,Λ,ρ, T ) ·
(
E
(‖K0‖2∞)+ γ̂ + 1) · (hm +ω0,R(hm)).
For each time instant t ∈ [0, T ], the sequence (Kn(t))n∈N is a Cauchy sequence in the complete met-
ric space (RC(Ω,At; H),dlRC). Denote its limit by K (t) ∈ RC(Ω,At; H). Furthermore, the Cauchy
property is even uniform with respect to t ∈ [0, T ], from which follows the uniform convergence
sup
t∈[0,T ]
dlRC
(
Kn(t), K (t)
)→ 0 for n → ∞.
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not a metric), i.e. for any sequence (tk)k∈N converging to some t ∈ [0, T ],
RC
((
tk, K (tk)
)
,
(
t, K (t)
))→ 0 for k → ∞.
Indeed, triangle-like inequality (B.3) and uniform estimate (13) imply for any 0 s < t  T
RC
((
s, K (s)
)
,
(
t, K (t)
))
 inf
n∈N8e
6ρT (RC((s, K (s)), (s, Kn(s)))+RC((s, Kn(s)), (t, Kn(t)))
+RC
((
t, Kn(t)
)
,
(
t, K (t)
)))
= 8e6ρT · (t − s) · C(E(‖K0‖2∞)+ γ̂ ).
Hence, K satisﬁes conditions (1) and (2) deﬁning a solution of a stochastic morphological evolution
equation in Deﬁnition 4.1.
The same arguments imply the uniform convergence
sup
t∈[0,T ]
RC
(([t]n, Kn([t]n)), (t, K (t)))→ 0 for n → ∞.
From assumption (3) on the continuity of F , the set-valued mappings Gn : [0, T ] × Ω × H  H ×
Lin(U , H), given by
Gn(t,ω, x) := F[[t]n,Kn([t]n)](t,ω, x), n ∈ N,
converge uniformly to the mapping G : [0, T ] × Ω × H  H × Lin(U , H) given by (t,ω, x) →
F[t,K (t)](t,ω, x). Hence, G ∈ PLIPΛ([0, T ] ×Ω × H; H × Lin(U , H)) (in the sense of Deﬁnition 3.3).
Finally, it follows from Eq. (12) and inequality (9) in Proposition 3.4 that
0= lim
n→∞dlRC
(
ϑG(t;0, K0),ϑGn (t;0, K0)
)= lim
n→∞dlRC
(
ϑG(t;0, K0), Kn(t)
)
at every time instant t ∈ [0, T ], i.e., K (t) = ϑG(t;0, K0). 
The proof reveals that the assumption E(‖K0‖2∞) < ∞ can be replaced by a stronger condition
on F[t,M] by means of inequality (7) in Proposition 3.4:
Corollary 4.3. In addition to assumptions (1) of Theorem 4.2, suppose:
(2′) All the values of F are uniformly bounded in the sense that
sup
{∥∥F[t,M](t,ω, x)∥∥H×Lin(U ,H) ∣∣ t ∈ [0, T ], M ∈ RC2(Ω,At; H), ω ∈ Ω, x ∈ H}< ∞.
(3′) F[t,M] is locally Lipschitz continuous in the sets and continuous in time in the following sense: For any
set M0 ∈ RC2(Ω,A0; H) and radius R > 0, there exist a constant λ0,R > 0 and a modulus of continuity
ω0,R(·) such that
dl∞
(F[t1,M1](t1, ·,·),F[t2,M2](t2, ·,·))2  λ0,R ·RC((t1,M1), (t2,M2))+ω0,R(|t1 − t2|)
for any (t1,M1), (t2,M2) ∈ ERC with RC((t0,M0), (t j,M j)) R.
Then every random closed set K0 ∈ RC2(Ω,A0; H) (not necessarily square integrably bounded) initialises
a unique solution K : [0, T ] → RC2(Ω,A; H) of the stochastic morphological evolution equation (11).
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The solution of a nonautonomous evolution equation depends on both the actual time t and the
initial time t0 and not just on the elapsed time t − t0 as in an autonomous system. The solution
mapping φ(t, t0, x0) of an initial value problem for which an existence and uniqueness theorem holds
then satisﬁes the initial value property
φ(t0, t0, x0) = x0
and the two-parameter semigroup evolution property
φ(t2, t0, x0) = φ
(
t2, t1, φ(t1, t0, x0)
)
, t0  t1  t2,
as well as the continuity property
(t, t0, x0) → φ(t, t0, x0) is continuous
on an appropriate state space X .
Dafermos [12] and Hale [14] called an abstract nonautonomous dynamical systems with such
properties a process. This term was used in a deterministic context and is not to be confused
with a stochastic process. Nevertheless, the reachable set mappings (introduced above for stochas-
tic differential inclusions) and stochastic morphological evolution equations also deﬁne a deter-
ministic two-parameter semigroup or process generalised to allow for time-dependent domains
Xt := RC2(Ω,At; H), i.e., with
φ(t, t0, ·) :RC2(Ω,At0 ; H) → RC2(Ω,At; H), t  t0,
where φ(t, t0, K0) := ϑ F˜ (t; t0, K0) = K (t) (writing K0 now instead of x0). The above properties follow
in this setting from the existence and uniqueness theorems and the Da Prato and Frankowska theorem
presented above.
In this setting, the dynamical system is deterministic with stochasticity built into or hidden in the
time-dependent state spaces. This contrasts with the skew-product like formalism of random dynam-
ical systems considered in Arnold [2]. Moreover, it allows one to use concepts from the theory of
nonautonomous dynamical systems such as nonautonomous pullback attractors (see [18]) for stochas-
tic differential inclusions and stochastic morphological evolution equations. Furthermore it provides a
mean-square analysis rather than pathwise as in [2], but allows the dynamics to depend nonlocally
on the different sample paths such as on the expectation as in [17]. These topics will be pursued
elsewhere.
6. Nucleation and birth-and-growth processes
The evolution of random closed sets along stochastic differential inclusions covers a quite broad
class of growth processes. In particular, it is not restricted to convex-valued or expanding set
evolutions in RC2(Ω,A; H). Theorem 4.2, however, does not consider any form of nucleation.
Roughly speaking, the growth process is initiated completely by the initial random closed set
K0 ∈ RC2(Ω,A; H) at an initial time t0 = 0 and not by some additional random process starting
possibly elsewhere and later as in a nucleation process.
In this section, we suggest how this restriction can be overcome by means of approximation.
Obviously, there is no signiﬁcant diﬃculty in solving the following problem in a piecewise way,
i.e., for the time of additional nucleation t1 ∈ (0, T ), the random closed sets K0 ∈ RC2(Ω,A0; H),
N1 ∈ RC2(Ω,At1 ; H) and the same function F = (F1,F2) as given in Theorem 4.2⎧⎪⎨⎪⎩
“
◦
K (t) = F[t,K (t)]” in [0, T ],
K (0) = K0,
K (t1) = lim
t↑t K (t)∪ N1.1
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its existence results from the Lipschitz continuity of solutions with respect to dl2RC (due to Propo-
sition 3.4 (1)). Theorem 4.2 can now be applied piecewise, i.e., ﬁrst to [0, t1] and then to [t1, T ]. It
leads to the unique solution K (·) : [0, T ] → RC2(Ω, H):
K (t) =
{
ϑF[·,K ](t;0, K0) if 0 t < t1,
ϑF[·,K ](t;0, K0)∪ ϑF[·,K ](t; t1,N1) if t1  t  T .
This simple example is based on a single additional nucleation at time t1 ∈ (0, T ). Now the central
question is which type of convergence of the time-dependent nucleation is appropriate for extending
this piecewise construction approximatively.
Proposition 6.1 (A priori estimate for countably many nucleation processes). Suppose for Λ, T > 0 ﬁxed and
the single-valued functions Fk = (Fk1 ,Fk2) with k = 1 and 2 that the hypotheses of Theorem 4.2 hold. Let
I1, I2 ⊂ [0, T ] be (at most) countable and contain 0. Assume for the functions N1 : I1 → RC2(Ω,A; H) and
N2 : I2 → RC2(Ω,A; H):
(i) N j is adapted w.r.t. {At}t0 , i.e., N j(t) ∈ RC2(Ω,At; H) for every t ∈ I j , j = 1,2.
(ii) N1 and N2 are uniformly square integrably bounded, i.e.,
η := max
{
sup
t∈I1
E
(∥∥N1(t)∥∥2∞), sup
t∈I2
E
(∥∥N2(t)∥∥2∞)}< ∞.
(iii) The modiﬁed Hausdorff excesses between their graphs are bounded in time in the sense that
δ1(t) := inf
s∈I2∩[0,t]
(|t − s| + e⊂RC(N1(t), S(t − s)N2(s))2), t ∈ I1,
δ2(t) := inf
s∈I1∩[0,t]
(|t − s| + e⊂RC(N2(t), S(t − s)N1(s))2), t ∈ I2,
are bounded.
Suppose also that K1, K2 : [0, T ] → RC2(Ω,A; H) satisfy for every t ∈ [0, T ]
Kk(t) =
⋃
s∈Ik∩[0,t]
ϑFk[·,Kk ]
(
t; s,Nk(s)
) ∈ RC2(Ω,At; H), k = 1,2.
Then, there is a constant Ĉ = Ĉ(Λ, γ̂ , η,ρ, T ) > 0 such that
dlRC
(
K1(t), K2(t)
)2  ĈeĈt · [ sup
k=1,2
δk|Ik∩[0,t] + t · supdl∞
(F1,F2)2]
holds for every t ∈ [0, T ].
Proof. The main tools are the explicit continuity estimates of random closed reachable sets with
respect to time and initial set as established in Proposition 3.4.
The a priori estimate (6) of Proposition 3.4 guarantees E(‖Kk(t)‖2∞)  R2 for all t ∈ [0, T ] and
k = 1,2 with the radius R := econst(Λ,ρ,T )√η2 + 2γ̂ 2T .
Fix ε > 0 arbitrarily. For each s ∈ I1, there exists a point of time r ∈ I2 ∩ [0, s] such that
|s − r| + e⊂RC
(
N1(s), S(s − r)N2(r)
)2  δ1(s)+ ε
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RC
((
r, K2(r)
)
,
(
s, ϑF2[·,K2(·)]
(
s; r, K2(r)
)))
 (s − r) · const(Λ,ρ, T )(η2 + γ̂ 2)
and, the inclusions N2(r) ⊂ K2(r) and ϑF2[·,K2(·)](s; r, K2(r)) ⊂ K2(s) hold P-almost surely in Ω due
to the characterising assumption about K2. Thus,
e⊂RC
(
N1(s), K2(s)
)2  2( e⊂RC(N1(s), S(s − r)N2(r))2 + e⊂RC(S(s − r)N2(r), K2(s))2)
 const(Λ, γ̂ ,η,ρ, T )
(
δ1(s)+ ε
)
.
The trajectory-based proof of inequality (9) of Proposition 3.4 and the assumed Λ-Lipschitz continuity
of all set-valued maps F1[s,K1(s)] and F2[s,K2(s)] on H ensure that
e⊂RC
(
ϑF1[·,K1(·)]
(
t; s,N1(s)
)
,ϑF2[·,K2(·)]
(
t; s, K2(s)
))2
 C
(
e⊂RC
(
N1(s), K2(s)
)2 + t∫
s
dl∞
(F1[s′,K1(s′)],F2[s′,K2(s′)])2 ds′
)
 C
(
e⊂RC
(
N1(s), K2(s)
)2 + t∫
s
2
(
supdl∞
(F1,F2)2 + λ ·RC((·, K1), (·, K2)))ds′)
 C
(
e⊂RC
(
N1(s), K2(s)
)2 + t∫
s
2
(
supdl∞
(F1,F2)2 + λ · dlRC(K1, K2)2)ds′)
for every t ∈ [s, T ] with a constant C  1 depending only on Λ,ρ, T . Here λ > 0 denotes the uniform
Lipschitz constant of F1[s,K1(s)](s, ·) relative to the radius R as was speciﬁed in assumption (3) of the
Existence Theorem 4.2.
Since ε > 0 can be taken arbitrarily small, a larger constant Ĉ = Ĉ(Λ, γ̂ , η,ρ, T ) 1 can be speci-
ﬁed such that
e⊂RC
(
ϑF1[·,K1(·)]
(
t; s,N1(s)
)
, K2(t)
)2
 e⊂RC
(
ϑF1[·,K1(·)]
(
t; s,N1(s)
)
, ϑF2[·,K2(·)]
(
t; s, K2(s)
))2
 Ĉ ·
(
δ1(s)+ (t − s) · supdl∞
(F1,F2)2 + λ · t∫
s
dlRC
(
K1
(
s′
)
, K2
(
s′
))2
ds′
)
for every s ∈ I1 and t ∈ [s, T ].
Clearly, the excess of a countable union from a ﬁxed set in RC2(Ω,At; H) is bounded by the
supremum of the excesses. Hence,
e⊂RC
(
K1(t), K2(t)
)2 = e⊂RC( ⋃
s∈I1∩[0,t]
ϑF1[·,K1(·)]
(
t; s,N1(s)
)
, K2(t)
)
 sup
s∈I ∩[0,t]
e⊂RC
(
ϑF1[·,K1(·)]
(
t; s,N1(s)
)
, K2(t)
)
1
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s∈I1∩[0,t]
(
δ1(s)+ (t − s) · supdl∞
(F1,F2)2 + λ · t∫
s
dlRC(K1, K2)2 ds′
)
 Ĉ ·
(
sup
s∈I1∩[0,t]
δ1(s)+ t · supdl∞
(F1,F2)2 + λ · t∫
0
dlRC
(
K1
(
s′
)
, K2
(
s′
))2
ds′
)
is satisﬁed for every t ∈ [0, T ].
The same arguments lead to
e⊂RC
(
K2(t), K1(t)
)2
 Ĉ ·
(
sup
s∈I2∩[0,t]
δ2(s)+ t · supdl∞
(F1,F2)2 + λ · t∫
0
dlRC
(
K1
(
s′
)
, K2
(
s′
))2
ds′
)
.
Finally, the claim about
dlRC
(
K1(t), K2(t)
)2 Def.= max{ e⊂RC(K1(t), K2(t))2, e⊂RC(K2(t), K1(t))2}
results from Gronwall’s inequality applied to the (possibly not continuous, but) bounded and mono-
tone increasing auxiliary function t → sup[0,t] dlRC(K1, K2)2 (as in the proof of Theorem 4.2). 
This previous proposition clariﬁes which “distance” between nucleation rules is relevant for the
corresponding solutions. So far the nucleation is prescribed by means of a predictable function from
I → RC2(Ω,A; H) with an at most countable domain I ⊂ [0, T ].
This result is the main tool for solving a birth-and-growth problem approximatively if the domain I
of the nucleation function is possibly not countable. The characterising comparison (14) is formulated
via dlRC because it is not immediately clear whether the union for all s ∈ I ∩ [0, t] is a random closed
set (see Remark 6.3).
Theorem 6.2 (Existence of solutions to some birth-and-growth problems). As in the Existence Theorem 4.2,
assume that Λ> 0, T > 0 and the single-valued function F = (F1,F2) satisfy the following properties:
(1) The value F[t,M] belongs to PLIPΛ({t} × Ω × H; H × Lin(U , H)) for every time t ∈ [0, T ] and random
closed set M ∈ RC2(Ω,At; H), i.e.,
(a) F[t,M](t,ω, x) ⊂ H × Lin(U , H) is nonempty and closed for all ω ∈ Ω and x ∈ H,
(b) F[t,M](t, ·, x) is At -measurable for every x ∈ H,
(c) F[t,M](t,ω, ·) : H H × Lin(U , H) is Λ-Lipschitz for every t ∈ [0, T ] and ω ∈ Ω ,
(d) ‖F[t,M]‖lg Def.= sup{‖F[t,M](t,ω,0)‖∞ |ω ∈ Ω} < ∞.
(2) There exists γ̂ > 0 such that sup{‖F[t,M]‖lg | t ∈ [0, T ], M ∈ RC2(Ω,At; H)} γ̂ .
(3) F is locally Lipschitz continuous w.r.t. sets and continuous in time in the sense that for every radius R > 0
there exist a constant λ0,R > 0 and a modulus of continuity ω0,R(·) such that
dl∞
(F[t1,M1](t1, ·,·),F[t2,M2](t2, ·,·))2  λ0,R ·RC((t1,M1), (t2,M2))2 +ω0,R(|t1 − t2|)
for any t j ∈ [0, T ] and M j ∈ RC2(Ω,At j ; H) with E(‖M j‖2∞) R2 for j = 1 and 2.
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(4) N(·) is adapted w.r.t. {At}t0 , i.e., N(t) ∈ RC2(Ω,At; H) for every t ∈ I .
(5) N(·) is uniformly square integrably bounded, i.e., supt∈I E(‖N(t)‖2∞) < ∞.
(6) There exists a sequence (sn)n∈N in I with s1 = 0 and
sup
t∈I∩[0,T ]
inf
m∈{1...n}:
smt
(|t − sm| + e⊂RC(N(t), S(t − sm)N(sm))2)→ 0 for n → ∞.
Then there exists an {At}t0-adapted mapping K : [0, T ] → RC2(Ω,A; H) satisfying for every t ∈ [0, T ]
dlRC
(
K (t),
⋃
s∈I∩[0,t]
ϑF[·,K (·)]
(
t; s,N(s)))= 0. (14)
Proof. For each n ∈ N set In := {s1 . . . sn} ⊂ I , and the Existence Theorem 4.2 (on page 2963) provides
a solution Kn : [0, T ] → RC2(Ω,A; H) to the problem
Kn(t) =
⋃
s∈In∩[0,t]
ϑF[·,Kn(·)]
(
t; s,N(s)) ∈ RC2(Ω,At; H), t ∈ [0, T ],
in a piecewise way as described at the beginning of this Section 6. Proposition 6.1 and the asymptotic
assumption (6) about (sn)n∈N in I imply the Cauchy property of (Kn(·))n∈N in the sense that
sup
n1,n2m
sup
t∈[0,T ]
dlRC
(
Kn1(t), Kn2(t)
)2 → 0 form → ∞.
Hence, the completeness of the metric space (RC2(Ω,At; H),dlRC) (see Lemma 2.9) guarantees
a limit function K : [0, T ] → RC2(Ω,A; H) which is adapted to {At}t0 and satisﬁes
dlRC
(
Kn(t), K (t)
)2 → 0 for n → ∞ and each t ∈ [0, T ].
The asymptotic hypothesis (6) about (sn)n∈N is uniform w.r.t. t ∈ [0, T ], so it follows from the details
of the proof of Proposition 6.1 that
e⊂RC
( ⋃
s∈I∩[0,t]
ϑF[·,K (·)]
(
t; s,N(s)), ⋃
s∈In∩[0,t]
ϑF[·,K (·)]
(
t; s,N(s)))→ 0
for n → ∞ and each t ∈ [0, T ]. Obviously, the second argument is contained in the ﬁrst union, so
the corresponding excess is 0. Furthermore, inequality (9) of Proposition 3.4 and the local Lipschitz
continuity of F[s,·] in assumption (3) lead to the convergence
dlRC
( ⋃
s∈In∩[0,t]
ϑF[·,K (·)]
(
t; s,N(s)), ⋃
s∈In∩[0,t]
ϑF[·,Kn(·)]
(
t, s,N(s)
))→ 0
for n → ∞ and every t ∈ [0, T ] by means of Lebesgue’s theorem of dominated convergence. Finally
the claimed identity results from the triangle inequality for dlRC . 
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s∈I∩[0,t]
ϑF[·,K (·)]
(
t; s,N(s)) :Ω H
consists of possibly uncountably many sets in RC2(Ω,At; H) and, it is not obvious if it also belongs
to RC2(Ω,At; H). Each of these random closed reachable sets, however, is constructed by means of
strong solutions Xt ∈ L2(Ω,At ,P; H) to a stochastic differential inclusion in a time interval [s, t] and,
each set of these L2 functions is decomposable as mentioned in Proposition 3.2.
Corollary 2.5 states the existence of Mt ∈ RC2(Ω,At; H) such that S2RC(Mt) coincides with the L2
closure of the union of all solutions Xt ∈ L2(Ω,At ,P; H) inducing ϑF [·,K (·)](t; s,N(s)) for any initial
time s ∈ I ∩ [0, t]. In this selection-wise sense, Mt can be regarded as the closure of the union above:
⋃
s∈I∩[0,t]
ϑF[·,K (·)]
(
t; s,N(s))= Mt ∈ RC2(Ω,At; H).
Finally, the characterising condition (14) on K : [0, T ] → RC2(Ω,A; H) in Theorem 6.2 is equivalent
to K (t) = Mt for every t ∈ [0, T ].
Remark 6.4 (Extension to possibly empty sets of nucleation). An assumption of Theorem 6.2, namely
N(t) ∈ RC2(Ω,At; H) for each t ∈ I , implies that the subsets N(t)(ω) ⊂ H are nonempty for all t ∈ I
and ω ∈ Ω . It serves essentially the rather technical purpose that the mean square Hausdorff excess
e⊂RC(N(t),N(sm)) is well deﬁned in [0,∞] via L2 selections of N(t).
For many applications in modelling, however, this hypothesis is not a signiﬁcant obstacle. If all
considerations are restricted to random closed sets in a ﬁxed closed subset V  H , for example, then
one should assume
F[t,M](t, ·,·) = {0} ⊂ H × Lin(U , H) in Ω × (H \ V )
for all t ∈ [0, T ] and M ∈ RC2(Ω,At; H) anyway so that V is invariant, i.e., the admissible solutions to
stochastic differential inclusions cannot “leave” V . Now ﬁx an arbitrary point x0 ∈ H \ V and consider
N(t) ∈ RC2(Ω,At; H) with the additional feature x0 ∈ N(t)(ω) for all ω ∈ Ω . This modiﬁcation does
not have any explicit inﬂuence on the evolution of the random closed sets K (t) ∈ RC2(Ω,At; H).
Corollary 6.5 (Two special cases of birth-and-growth processes). Suppose that (S(t))t0 is uniformly con-
tinuous. In addition to the hypotheses (1)–(3) of Theorem 6.2, suppose that the {At}t0-adapted function
N : [0, T ] → RC2(Ω,A; H) satisﬁes both supt∈[0,T ] E(‖N(t)‖2∞) < ∞ and one of the following conditions:
(a) N is continuous with respect to dlRC , or
(b) N is measurable w.r.t. dlRC , right-continuous and expanding in the sense that N(t1,ω) ⊂ N(t2,ω)
P-almost surely in Ω whenever 0 t1  t2  T .
Then, there exists a function K : [0, T ] → RC2(Ω,A; H) with
K (t) =
⋃
s∈I∩[0,t]
ϑF[·,K (·)]
(
t; s,N(s)) ∈ RC2(Ω,At; H)
(in the sense of Remark 6.3) for each time instant t ∈ [0, T ].
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holds for all x ∈ H and 0  s  t  T . This implies the corresponding estimates for the semigroup
(S(t))t0 on L2(Ω,A,P; H) (induced via composition) and any X ∈ L2(Ω,A,P; H). By means of L2
selections, one obtains the uniform estimate
dlRC
(
S(t)M, S(s)M
)
 |t − s|e(γ+ρ)T
√
E
(‖M‖2∞)
for any square integrably bounded set M ∈ RC2(Ω,Rn) and s, t ∈ [0, T ]. As a consequence, RC and
the metric | · − · | + dlRC(·,·) induce the same concept of sequential convergence in the sense that
equivalence (B.4) holds for any (t,M) ∈ ERC with E(‖M‖2∞) < ∞ (even locally uniformly).
(a) If N is continuous with respect to dlRC , then it is uniformly continuous in the compact
interval [0, T ]. This implies directly the assumptions (4)–(6) of Theorem 6.2 concerning N(·) and
a sequence (sn)n∈N .
(b) Now let N : [0, T ] → RC2(Ω,A; H) be {At}t0-adapted, measurable, right-continuous w.r.t.
dlRC and expanding. Due to E(‖N(T )‖2∞) < ∞ and the expanding property, N(·) has bounded vari-
ation w.r.t. the metric dlRC . According to [11, Theorem 4.3 (b)], there is a set S0 ⊂ [0, T ] of (at
most) countably many points in which N is not continuous. Furthermore, for every s ∈ S0 ∩ ]0, T ],
[11, Lemma 4.1] guarantees some set N−(s) ∈ RC2(Ω,A; H) with dlRC(N(t),N−(s)) → 0 for t ↑ s.
For s ∈ [0, T ] \ S0, set N−(s) := N(s).
Then we conclude from the assumption that N(·) is right-continuous: For every ε > 0 and s ∈
[0, T ], there exists a radius δ = δ(ε, s) ∈ ]0, ε[ such that⎧⎨⎩dlRC
(
N(t),N−(s)
)
<
ε
2
for all t ∈ [0, T ], s − δ  t < s,
dlRC
(
N(t),N(s)
)
< ε for all t ∈ [0, T ], s t  s + δ.
In particular, the compact interval [0, T ] ⊂ R can be covered by ﬁnitely many open balls Bδ(ε,s j)(s j),
j = 1 . . .n. Set additionally sn+ j := max{0, s j − δ(ε, s j)} for j = 1 . . .n.
Then every t ∈ [0, T ] satisﬁes
inf
j∈{1 ...2n}:
s jt
(|t − s j | + e⊂RC(N(t),N(s j))2)< 2ε.
Indeed, there are only two cases possible: Firstly, if we can choose j ∈ {1 . . .n} with s j  t 
s j + δ(ε, s j) then t − s j  δ(ε, s j) < ε and dlRC(N(t),N(s j)) < ε. Secondly, if there exists an index
j ∈ {1 . . .n} with s j − δ(ε, s j) t < s j , then we have sn+ j  t  sn+ j + ε and
dlRC
(
N(t),N(sn+ j)
)
 dlRC
(
N(t),N−(s j)
)+ dlRC(N−(s j),N(sn+ j))< 2 · ε2 .
Finally, replace the ﬁxed parameter ε > 0 by a monotonically decreasing sequence εm → 0 and
continue this supplementary selection of ﬁnitely many points of time in [0, T ] inductively. This pro-
cedure provides a (not necessarily monotone) sequence (sn)n∈N in [0, T ] so that
sup
t∈I∩[0,T ]
inf
m∈{1...n}:
smt
(|t − sm| + e⊂RC(N(t),N(sm))2)→ 0 for n → ∞. 
The severe restriction about uniform continuity of the semigroup (S(t))t0 can be replaced by the
assumption about the {At}t0-adapted function N : [0, T ] → RC2(Ω,A; H) that the set of all its L2
selections, i.e.,
⋃
t∈[0,T ] S2RC(N(t)) is precompact in L2(Ω,A; H).
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The focus of interest is an existence theorem for stochastic differential inclusions in the separa-
ble Hilbert space H . In particular, a priori estimates that compare a given curve with a solution to
the inclusions are needed. Moreover, they should have a form similar to Filippov’s theorem about
deterministic differential inclusions (see [5, Theorem 5.3.1] or [21, Theorem A.6]).
In 1994, Da Prato and Frankowska presented such an existence result for stochastic differential in-
clusions with globally Lipschitz continuous drift and diffusion terms [13]. Their main statements even
concern Itô integral inclusions with a strongly continuous semigroup on a separable Hilbert space.
A year later, Motyl [27] published independent existence and uniqueness results about stochastic dif-
ferential inclusions in the Euclidean space under some assumptions of dissipative type (see also [23,
24,26] and references therein).
Now consider only the “evolutionary” case (with a ρ-contractive semigroup) under the general as-
sumptions of Section 2 and prove such a Filippov-like theorem essentially by means of the arguments
of Aubin, Da Prato and Frankowska in [6, Theorem 4.1]. The comparative estimate, however, is slightly
modiﬁed so that it can be used more easily for verifying the main statements and thus, the proof is
presented in a self-contained way here.
Theorem A.1 (Filippov-like theorem of Da Prato and Frankowska). Let A be the generator of a ρ-contractive
strongly continuous semigroup S(·) of linear bounded operators on H. Suppose for the set-valued map F˜ =
( F˜1, F˜2) : [0, T ] ×Ω × H H × Lin(U , H) that
(i) F˜ has nonempty bounded and closed values,
(ii) F˜ (·,·, x) : [0, T ] ×Ω H × Lin(U , H) is predictable for every x ∈ H,
(iii) there is Λ> 0 such that F˜ (t,ω, ·) is Λ-Lipschitz for each t ∈ [0, T ], ω ∈ Ω ,
(iv) there is γ > 0 such that ‖ F˜ (t,ω,0)‖∞  γ holds for all t ∈ [0, T ], ω ∈ Ω .
Furthermore, let Y := I0(t0, Y0, γ0, σ0) be any Itô process with drift γ0 ∈ L2A([t0, T ], H) and diffusion σ0 ∈
L2A([t0, T ], Lin(U , H)).
Then, for every initial random variable X0 ∈ L2(Ω,At0 ,P; H) there exist a drift γ ∈ L2A([t0, T ], H) and
a diffusion coeﬃcient σ ∈ L2A([t0, T ], Lin(U , H)) such that the related Itô process X := I0(t0, X0, γ ,σ ) sat-
isﬁes
γ (t,ω) ∈ F˜1
(
t,ω, Xt(ω)
)
, σ (t,ω) ∈ F˜2
(
t,ω, Xt(ω)
)
for (L1 × P)-almost all (t,ω) ∈ [t0, T ] ×Ω and
‖X − Y‖2I,[t0,t]  C ·
(
E
(|X0 − Y0|2)+ t∫
t0
E
(
dist
((
γ0(s),σ0(s)
)
, F˜ (s, ·, Ys)
)2)
ds
)
· e(t−t0)·eC(1+t−t0)
for each t ∈ [t0, T ] with a constant C  1 that depends only on Λ and ρ .
Proof. The proof is based on essentially the same iterative construction of approximate solutions as
Theorem 4.1 of [6].
There exist functions γ1 ∈ L2A([t0, T ], H) and σ1 ∈ L2A([t0, T ], Lin(U , H)) satisfying γ1(t,ω) ∈
F˜1(t,ω, Yt(ω)) and σ1(t,ω) ∈ F˜2(t,ω, Yt(ω)) with∣∣γ0(t,ω)− γ1(t,ω)∣∣= dist(γ0(t,ω), F˜1(t,ω, Yt(ω))),∥∥σ0(t,ω)− σ1(t,ω)∥∥ = dist(σ0(t,ω), F˜2(t,ω, Yt(ω)))Q
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maps and Proposition 2.7.
Then, the Itô process X1 := I0(t0, X0, γ1, σ1) satisﬁes
∥∥X1 − Y∥∥2
I,[t0,t] = E
(|X0 − Y0|2)+ E( t∫
t0
|γ1 − γ0|2 ds
)
+ E
( t∫
t0
‖σ1 − σ0‖2Q ds
)
= E(|X0 − Y0|2)+ E( t∫
t0
dist
(
(γ0,σ0), F˜ (s, Ys)
)2
ds
)
at every time t ∈ [t0, T ]. Now iterate this construction to obtain three sequences (γn)n∈N , (σn)n∈N and
(Xn)n∈N in L2A([t0, T ], H), L2A([t0, T ], Lin(U , H)) and L2A([t0, T ], H), respectively, with
γn+1(t,ω) ∈ F˜1
(
t,ω, Xnt (ω)
)
, σn+1(t,ω) ∈ F˜2
(
t,ω, Xnt (ω)
)
and
∣∣γn(t,ω)− γn+1(t,ω)∣∣= dist(γn(t,ω), F˜1(t,ω, Xnt (ω))),∥∥σn(t,ω)− σn+1(t,ω)∥∥Q = dist(σn(t,ω), F˜2(t,ω, Xnt (ω)))
for all (t,ω) ∈ [t0, T ] ×Ω as well as
Xn+1 = I0(t0, X0, γn+1,σn+1).
Then the uniform Λ-Lipschitz continuity of F (t,ω, ·) and the general estimate (2) for Itô processes
imply
∥∥Xn+1 − Xn∥∥2
I,[t0,t] = E
( t∫
t0
|γn+1 − γn|2 ds
)
+ E
( t∫
t0
‖σn+1 − σn‖2Q ds
)
= E
( t∫
t0
dist
((
γn(s, ·),σn(s, ·)
)
, F˜
(
s, ·, Xns
))2
ds
)
 E
( t∫
t0
dl
(
F˜
(
s, ·, Xn−1s
)
, F˜
(
s, ·, Xns
))2
ds
)
Λ2 · E
( t∫
t0
∣∣Xn−1s − Xns ∣∣2 ds
)
Λ2 · 4e(1+2ρ)(t−t0) ·
t∫
t0
∥∥Xn − Xn−1∥∥2
I,[t0,s] ds.
By induction in n it follows for every n ∈ N and t ∈ [t0, T ] that
2976 P.E. Kloeden, T. Lorenz / J. Differential Equations 251 (2011) 2950–2979∥∥Xn+1 − Xn∥∥2
I,[t0,t] 
(
Λ2e2+(1+2ρ)(t−t0)
)n · t∫
t0
dsn
sn∫
t0
dsn−1 . . .
s2∫
t0
∥∥X1 − Y∥∥2
I,[t0,s1] ds1

(
Λ2e2+(1+2ρ)(t−t0)
)n · t∫
t0
∥∥X1 − Y∥∥2
I,[t0,sn]
(t − sn)n−1
(n − 1)! dsn
 1
n!
(
Λ2e2+(1+2ρ)(t−t0)(t − t0)
)n · ∥∥X1 − Y∥∥2
I,[t0,t]
 1
n!
(
Λe1+(1+ρ)(t−t0)
)2n · ∥∥X1 − Y∥∥2
I,[t0,t]
due to the fact that
T∫
0
t∫
0
g(s)
(t − s)n−1
(n − 1)! dsdt =
T∫
0
g(s)
(T − s)n
n! ds
for every Lebesgue-integrable function g : [0, T ] → R and each n ∈ N; see [3, Lemma 1.4.3] or [6,
Lemma 4.2].
The series
c(t) :=
∞∑
n=0
1√
n!
(
Λe(1+ρ)(1+t−t0)
)n
is absolutely convergent for every t  t0 as the d’Alembert ratio test reveals. Hence, (Xn)n∈N is a
Cauchy sequence with respect to ‖·‖I,[t0,t] for each t ∈ [t0, T ], so there exist limits γ ∈ L2A([t0, T ], H),
σ ∈ L2A([t0, T ], Lin(U , H)) and X ∈ L2A([t0, T ], H) of the sequences (γn)n∈N , (σn)n∈N , (Xn)n∈N , respec-
tively, with X = I0(t0, X0, γ ,σ ).
Furthermore, γ (t,ω) ∈ F˜1(t,ω, Xt(ω)) and σ(t,ω) ∈ F˜2(t,ω, Xt(ω)) for (L1×P)-almost all (t,ω) ∈
[t0, T ] × Ω result from the facts that some subsequences of (γn)n∈N , (σn)n∈N , (Xn)n∈N converge to
their respective limits pointwise almost everywhere in [t0, T ]×Ω and that F˜ (t,ω, ·) is continuous by
assumption (iii).
Then, X satisﬁes
‖X − Y‖I,[t0,t] 
∞∑
n=1
∥∥Xn+1 − Xn∥∥
I,[t0,t] +
∥∥X1 − Y∥∥
I,[t0,t]

∞∑
n=1
(Λe1+(1+ρ)(t−t0))n√
n!
∥∥X1 − Y∥∥
I,[t0,t] +
∥∥X1 − Y∥∥
I,[t0,t]
=
∞∑
n=0
(Λe(1+ρ)(1+t−t0))n√
n!
∥∥X1 − Y∥∥
I,[t0,t]
at each time t ∈ [t0, T ], i.e.,
‖X − Y‖2I,[t0,t]  c(t)2
∥∥X1 − Y∥∥2
I,[t0,t]
= c(t)2
(
E
(|X0 − Y0|2)+ E( t∫
t
dist
(
(γ0,σ0), F˜ (s, Ys)
)2
ds
))
.0
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that
c(t)2  γ · e(t−t0)·eγ (1+t−t0) .
Due to absolute convergence, c(·) is analytic in [t0,∞).
0 d
dt
c(t) =
∞∑
n=1
1√
n!Λ
n · n(1+ ρ)en(1+ρ)(1+t−t0)
= Λ(1+ ρ)e(1+ρ)(1+t−t0) + (1+ ρ) ·
∞∑
n=2
√
n
(n − 1)!Λ
nen(1+ρ)(1+t−t0)
Λ(1+ ρ)e(1+ρ)(1+t−t0) + (1+ ρ) ·
∞∑
n=2
√
2
(n − 2)!Λ
nen(1+ρ)(1+t−t0)
= Λ(1+ ρ)e(1+ρ)(1+t−t0) + (1+ ρ) · √2Λ2e2(1+ρ)(1+t−t0) · c(t)
and Gronwall’s inequality imply
c(t)
(
c(0)+ (t − t0) ·Λ(1+ ρ)e(1+ρ)(1+t−t0)
) · e(t−t0)·√2Λ2(1+ρ)e2(1+ρ)(1+t−t0)

(
c(0)+ 1) · e(t−t0)·γ eγ (1+t−t0)
for all t  t0 with some constant γ = γ (Λ,ρ) 1. 
Appendix B. The time-oriented distance
The time-oriented distance L introduced in Section 2.4 is not a metric in the classical sense,
but nevertheless leads to the same concept of sequential convergence as the norm of [0, T ] ×
L2(Ω,A,P; H).
By means of L2 selections, this concept of time-oriented distance can be extended to random
closed sets in RC2(Ω,A; H) (and their tuples with time). Consider the basic set
ERC :=
{
(t,M)
∣∣ t ∈ [0, T ], M ∈ RC2(Ω,At; H)}
and deﬁne for (t1,M1), (t2,M2) ∈ ERC , h ∈ [0, T − t1]
S(h)M1 :=
{
S(h) f
∣∣ f ∈ S2RC(M1)} ∈ RC2(Ω,At1+h,P; H),
RC
(
(t1,M1), (t2,M2)
) := { |t1 − t2| + dlRC(S(t2 − t1)M1,M2)2 if t1  t2,|t1 − t2| + dlRC(M1, S(t1 − t2)M2)2 if t1 > t2. (B.1)
The representation of dlRC via L2 selections mentioned in Section 2.2 leads to the relationship
RC
(
(t1,M1), (t2,M2)
)= max{ sup
f ∈S2RC(M1)
inf
g∈S2RC(M2)
L
(
(t1, f ), (t2, g)
)
,
sup
g∈S2 (M2)
inf
f ∈S2RC(M1)
L
(
(t1, f ), (t2, g)
)}
. (B.2)RC
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for tuples in ERC : For any (t1,M1), (t2,M2), (t3,M3) ∈ ERC with t1  t2  t3,
RC
(
(t1,M1), (t3,M3)
)
 2
(
e2ρ(t3−t2) ·RC
(
(t1,M1), (t2,M2)
)
+RC
(
(t2,M2), (t3,M3)
))
. (B.3)
As a consequence of inequality (B.3), the “open balls backward in time”, i.e.,
B−ρ (t0,M0) :=
{
(t,M) ∈ ERC
∣∣ t  t0, RC((t0,M0), (t,M))<ρ}
for all (t0,M0) ∈ ERC and ρ > 0, satisfy four suﬃcient conditions, which determine a topology
on ERC uniquely: For each (t0,M0) ∈ ERC consider
N−(t0,M0) :=
{U ⊂ ERC ∣∣ ∃ρ > 0: B−ρ (t0,M0) ⊂ U}.
Then the following four implications hold:
(a) U ⊂ U ′ ⊂ ERC and U ∈ N−(t0,M0) ⇒ U ′ ∈ N−(t0,M0),
(b) U1, . . . ,Un ∈ N−(t0,M0) ⇒ ⋂nj=1 U j ∈ N−(t0,M0),
(c) U ∈ N−(t0,M0) ⇒ (t0,M0) ∈ U ,
(d) U ∈ N−(t0,M0) ⇒ ∃V ∈ N−(t0,M0): ∀(t,M) ∈ V: U ∈ N−(t,M).
Hence there exists a unique topology T−RC on ERC with respect to which N−(t0,M0) consists all
neighbourhoods of each (t0,M0) ∈ ERC according to [9, § I.1, Proposition 2] or [28, Proposition 2.16].
Correspondingly the “open balls forward in time”, i.e.,
B+ρ (t0,M0) :=
{
(t,M) ∈ ERC
∣∣ t  t0, RC((t0,M0), (t,M))<ρ}
for all (t0,M0) ∈ ERC , ρ > 0, induce the neighbourhoods in a (possibly different) topology T+RC
on ERC , which is also uniquely determined.
Whenever a curve Γ : [0, T ] → ERC is sequentially continuous with respect to RC in the sense
that
∀(tk)k∈N in [0, T ]: lim
k→∞
tk = t ∈ [0, T ] ⇒ lim
k→∞
RC
(
Γ (tk),Γ (t)
)= 0,
it is continuous with respect to both T−RC and T
+
RC (and vice versa). In this paper, we mostly focus
on approximating sequences in ERC and their convergence w.r.t. RC . Hence, the topological aspects
in terms of “open subsets” or “open neighbourhoods” are of minor priority here.
Equivalence (4) gives the relation between sequential convergence in the vector bundle EL
w.r.t. L and w.r.t. the standard norm. So far it is not clear, however, how to extend this equiva-
lence to the set ERC which is lacking any obvious linear structure in its second component. Indeed,
the proof of equivalence (4) in [21, § 3.10.1] is based on the (standard) representation of the resolvent
operator as Laplace transform.
To be more precise, the strongly continuous semigroup (S(t))t0 on H always induces a strongly
continuous semigroup on (L2(Ω,A,P; H),‖ · ‖L2 ) via composition. The auxiliary distance L provides
the additional advantage that all curves t → S(t)X0, X0 ∈ L2, are 1-Lipschitz. This advantage is def-
initely preserved by ERC , RC and the semigroup on RC2(Ω,A; H) deﬁned by relation (B.1) and,
that is what we use for the main results in Theorems 4.2, 6.2.
It is not immediately clear, however, if the latter semigroup on RC2(Ω,A; H) is strongly continu-
ous with respect to dlRC , unless one of the following cases is assumed:
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L2(Ω,A,P; H), or
2. the selection set S2RC(M) of each random closed set M ∈ RC2(Ω,A; H) under consideration is
compact in L2(Ω,A; H).
(This quite severe restriction will not be used before the ﬁnal Corollary 6.5.) In each of these cases one
concludes from equivalence (4) by means of L2 selections that for any bounded sequence ((tk,Mk))k∈N
in ERC and (t,M) ∈ ERC ,
lim
k→∞
RC
(
(tk,Mk), (t,M)
)= 0 ⇐⇒ lim
k→∞
(|tk − t| + dlRC(Mk,M)2)= 0. (B.4)
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