ABSTRACT Hardware/software partitioning plays an important role in the co-design system of software and hardware. It can improve the performance of the embedded system to a great degree. Multi-objective hardware/software partitioning aims to optimize the system performance from multi-aspects simultaneously. In recent years, more and more heuristic algorithms are utilized to solve multi-objective problems. In this paper, we apply a firework algorithm (FWA) to solve the problem of multi-objective hardware/software partitioning. The sorting method for multi-objective solutions is described in detail. The calculation of explosion amplitude is modified according to the number of iterations. Due to binary coding, the method of generating new solutions is updated. Finally, a multi-objective FWA (MOFWA) for multi-objective hardware/software partitioning is proposed. To validate the performance of the MOFWA, experiments on six instances are conducted. The proposed MOFWA is compared with three famous multi-objective optimization algorithms, the nondominated sorting genetic algorithm II, the strength Pareto evolutionary algorithm 2, and the Pareto envelope-based selection algorithm in terms of S-metric. The experimental results show that the MOFWA significantly outperforms the three other algorithms.
I. INTRODUCTION
In recent years, embedded systems such as mobile phones, household appliances, and automobiles are everywhere in our daily life. Meanwhile, embedded systems have been more and more complex. That means the number of the processing units on the embedded system is increasing. On the other hand, there are more and more complex tasks, these tasks usually include lots of subtasks which should be assigned to the processing units. So, the resource allocation problem plays an increasingly important role, especially represented by hardware/software partitioning. Therefore, it is meaningful to research on the large-scale hardware/software partitioning. When the scale of the problem is large, the exact algorithm would be time-consuming. Because heuristic algorithms could get an optimal or near-optimal solution in a shorter time, they are increasingly used to solve large-scale optimization problems. Trindade and Cordeiro [1] used verification techniques based on satisfiability modulo theories (SMT) to solve the hardware/software partitioning problem in 2016. Orsila et al. [2] applied simulated annealing algorithm in task mapping. Abdelhalim and Habib [3] provided an integrated high-level hardware/software partitioning methodology which introduced particle swarm optimization technique and modeled the hardware using two extreme implementations that bound different hardware scheduling alternatives. With the increasingly requirement of optimizing multiple objectives simultaneously, multi-objective hardware/software partitioning arouses researchers' attention. Govil et al. applied phased greedy metaheuristic algorithm to minimize area, power, time and so on [4] . Nath and Datta [5] applied binary-coded genetic algorithm for multi-objective hardware/software partitioning on JPEG encoder.
In general, the optimization of an objective is often at the expense of another objective. So how to find the best tradeoff between multiple optimization objectives under predefined constraints is critical to the design of complex embedded system. In recent years, many researchers have devoted themselves to this multi-objective problem. Most of them applied genetic algorithm to the problem and achieved great success [6] , [7] . In [8] , a novel swarm intelligent optimization algorithm called firework algorithm (FWA) shows outstanding performance in hardware/software partitioning. To explore other heuristic algorithms' performance on the problem of multi-objective hardware/software partitioning, we continue to apply FWA to it in this paper.
FWA was first proposed by Tan and Zhu [9] , which is inspired by the explosion phenomenon of fireworks. It has been studied and improved in recent years [10] , [11] , and it has been applied to many applications [12] - [14] . However, almost all of the applications are single-objective. In this paper, the FWA is applied to multi-objective hardware/ software partitioning. The calculation of explosion amplitude is redefined according to the number of iterations. The method of generating new solutions is modified to adapt to the discrete problem. And the selection strategy is simplified by selecting the first N solutions. Finally, the multiobjective firework algorithm (MOFWA) for multi-objective hardware/software partitioning is proposed. To validate the performance of the proposed algorithm, experiments on 6 instances are conducted and the MOFWA is compared with three other multi-objective optimization algorithms, NSGA-II [15] , SPEA2 [16] , and PESA [17] . Experimental results show that the proposed MOFWA significantly outperforms other algorithms in term of S-metric.
The rest of this paper is organized as follows. The mathematical model of multi-objective hardware/software partitioning is introduced in section II. The original FWA is described in section III. The proposed MOFWA for multiobjective hardware/software partitioning is demonstrated in section IV. Section V shows the experimental results and comparisons among the four algorithms. Section VI draws a brief conclusion and gives the future work.
II. RELATED WORK
The problem of hardware/software partitioning is to decide which component of the embedded system is implemented by software and which one by hardware. It is a NP-hard problem in mathematics. The establishment of mathematical models is an important research content of hardware/software partitioning. The algorithm is used to solve mathematical model. When a solution is obtained, it should be mapped to actual embedded system. The more accurate the model is, the more practical the solution is. To build an accurate model, the most ideal way is to run the task in the real platform. Based on the real platform, the parameters should be extracted to build the model. The mathematical model should fully consider the resources of the embedded system, such as different types of processing units, the storage space of the system, the communication capability, the power consuming and so on.
However, the main purpose of this paper is to use the firework algorithm for multi-objective problem and research the performance of the algorithm. To achieve this purpose in an easier way, we use a simplify model which is used in some works [18] - [20] . The problem of hardware/software partitioning can be described by Directed Acyclic Graph (DAG) such as G =< V , E > in Fig. 1 , where V indicates the nodes set and E represents the edges set. Noted that nodes in DAG represent subtasks in an embedded system and edges represent connections between subtasks. V can be represented by V = {v 1 , v 2 , . . . , v L }, where L is the number of subtasks in the embedded system. For each subtask, it has attributes such as software execution time, hardware execution time, software area, hardware area, software power consumption, hardware power consumption and so on, which can be described as v i =< x i , t is , t ih , p is , p ih , a is , a ih >, where v i represents the attribute of the ith subtasks. x i = {0, 1} describes the implementation of the ith subtasks, where x i = 1 represents the subtask is implemented by hardware and x i = 0 represents the subtask is implemented by software. t is and t ih stand for the execution time of software and hardware. p is and p ih denote the power consumption of software and hardware respectively. a is and a ih describe the software area and hardware area respectively. A hardware/ software partitioning scheme is represented by binary code, for example x = {0, 1, 0, 1, 1, 0}, which describes an embedded system is divided by six subtasks and the 1th, 3th, and 6th subtasks are implemented by software and the 2th, 4th, and 5th subtasks are implemented by hardware. In this paper, the time consumption T , power consumption P, and area consumption A are formulized as Eq. (1), Eq. (2) and Eq. (3).
where C represents the communication time consumption of the system. It can be formulized as Eq. (4).
c ij denotes the communication time between v i and v j if the two nodes are implemented in different context [21] . Generally speaking, it requires less execution time but occupies more area and consumes more power consumption when a subtask is implemented by hardware. On the contrary, a subtask implemented by software needs more execution time but less area and power consumption. In the process of hardware/software partitioning, the execution time is conflicted with the power consumption in general. To optimize the execution time and the power consumption simultaneously under predefined area constraint, the hardware/ software partitioning problem can be formulated to a minimization problem as follow.
where function cri obtains the critical path of the DAG. T c represents the time consumption of the embedded system. In this model, the optimization objective is time consumption and power consumption, and the constraint is occupied area. Moreover, the constraint value R usually defined as a portion of the occupied area that all of the subtasks are implemented by hardware.
III. A REVIEW OF FWA
FWA is a novel swarm intelligence optimization algorithm [9] , [22] , [23] . It is inspired by the explosion process of fireworks. In the original FWA, two types of sparks are exploded and mechanisms for keeping diversity of sparks are designed. A brief description of the original FWA is as follows. At first, a number of fireworks (for example N fireworks) are randomly initialized. Then, the number of explosion sparks and the amplitude of explosion for each firework are calculated. Afterwards, sparks are generated by performing explosion process. Finally, N solutions including fireworks and sparks are selected for the next generation. The details are described in the following paragraphs.
A. INITIALIZATION
Supposed the FWA is designed to minimize continuous func-
] denotes the boundary of the potential space. N locations are randomly initialized within the potential space as the first generation of fireworks.
B. CALCULATION OF THE EXPLOSION SPARKS NUMBER AND EXPLOSION AMPLITUDE
To imitate the explosion process of fireworks, fireworks with better fitness will have larger number of explosion sparks and smaller explosion amplitude, while fireworks with worse fitness will have smaller number of explosion sparks and bigger explosion amplitude [24] . So the number of sparks and explosion amplitude for each firework are calculated by Eq. (6) and Eq. (7).
where f (x i ) is the ith firework's fitness. m andÂ are constants to control the sparks' number and amplitude. y max and y min are the worst and the best firework's fitness. ε is a extremely small number to prevent denominator from becoming zero.
To bound the number of sparks to a proper range, constants α and β are predefined. It is shown in Eq. (8) and α < β < 1.
In the original FWA, two types of fireworks including explosion sparks and Gaussian sparks are generated. Explosion sparks perform neighborhood search and Gaussian sparks increase the diversity of sparks. For each firework x i , s i explosion spark are generated. An explosion spark can be obtained using Algorithm 1. In Algorithm 1, n is the number of the dimensions, A i is the amplitude of firework and rand() generates uniform random number. A Gaussian spark can be obtained using Algorithm 2, where Gaussian() generates a random number satisfied Gaussian distribution.m Gaussian sparks are generated in each generation, andm is a constant.
D. SELECTION
There are N fireworks,m Gaussian sparks and about m explosion sparks currently. N solutions should be selected for the next generation. Firstly, the best one must be selected. Afterwards, to keep the diversity of sparks, N −1 solutions are selected based on their distance to other solutions. The farther the distance, the smaller the probability of being selected.
Algorithm 1 Obtain an Explosion Spark
Initialize the location of the spark:
Algorithm 2 Obtain a Gaussian Spark
There are several definitions of distance, and the most commonly used is Euclidean distance.
IV. THE PROPOSED MOFWA FOR MULTI-OBJECTIVE HARDWARE/SOFTWARE PARTITIONING
Hardware/Software partitioning is a discrete optimization problem. Its solutions contain 0 or 1 in each dimension. 0 represents the corresponding subtask is implemented by software and 1 represents the corresponding subtask is implemented by hardware. For multi-objective hardware/software partitioning, there are more than one optimization objective, such as execution time and power consumption in this paper. Correspondingly, the fitness is also multi-dimensional. The calculation formula of the explosion spark number and the explosion amplitude in the original firework algorithm can't be used unless the multi-objective optimization problem is transformed to single objective optimization problem. However, it is not accurate to transform a multiobjective optimization problem to single objective optimization problem. In this section, the proposed MOFWA applied to multi-objective hardware/software partitioning is introduced. A brief description is as follows. At first, a number of fireworks (example for N fireworks) are initialized randomly. Then the fireworks are sorted according to the method provided in [15] . Afterwards, the amplitudes of explosion for each firework are calculated. Next, the explosion sparks and Gaussian sparks are generated. Finally, all of the fireworks and sparks are sorted and the first N individuals are selected for the next generation. The details are described in the following paragraphs.
A. INITIALIZATION
U (0, 1) generates a random number between 0 and 1. For each dimension of an uninitialized firework, if the random number is less than 0.5, the dimension is initialized as 0. On the contrary, if the random number is more than 0.5, the dimension is initialized as 1. Therefore, the probability of a subtask implemented by software is equal to that a subtask implemented by hardware in the process of initializing.
B. SORT
As for multi-objective problems, there are more than one optimization objectives such as (f 1 , f 2 ). Therefore, Pareto solution is introduced to measure the quality of multi-objective functions. To sort the multi-objective solutions with a reasonable criterion, three steps are performed as follows.
In the first step, all of the solutions are ranked as nondominated rank. First of all, all solutions are put into a separate list Q. For each solution in Q, if it isn't dominated by any other solutions, it's non-dominated rank is set to 1. Then it is removed from Q and it is put into another separate list P. Until now, all of the solutions in P are identified as the first non-dominated set. For the solutions reserved in Q, the above procedure is continued and the second non-dominated set is identified. This process continues until all of the solutions in separate list Q are identified with their non-dominated rank.
In the second step, solutions in the same non-dominated rank are sorted by density. For multi-objective solutions, along with converge to the Pareto-optimal set, it is also desired that an algorithm maintains a good spread of solutions in the obtained set of solutions [15] . Therefore, as for the solutions in the same non-dominated set, the more dispersed the solution is, the better the quality is. A density estimation metric called crowding-distance was defined in [15] . To calculate the ith solution's crowding-distance, it is required to sort the solutions in the same non-dominated rank in ascending order of magnitude. Its crowding-distance is an estimate of the perimeter of a cuboid which is formed by the (i − 1)th solution and the (i + 1)th solution as its vertices. In addition, the boundary solutions (solutions with the smallest and the largest objective values) are assigned an infinite value as the crowding-distance. When all of the solutions' non-dominated rank and crowding-distance are obtained, the multi-objective solutions can be compared in the third step.
In the third step, the multi-objective solutions can be sorted according to two attributes, non-domination rank introduced in the first step and crowding-distance introduced in the second step. For two solutions (for example the ith solution and the jth solution), we define the ith solution is better than the jth solution in two conditions. The first one is that the ith solution's non-dominated rank is lower than the jth solution's non-dominated rank. And the second one is that they are in the same non-dominated rank but the ith solution's crowding-distance is larger than the jth solution's crowding-distance.
C. CALCULATION OF THE EXPLOSION AMPLITUDE
In the original FWA, the explosion spark number and the explosion amplitude are calculated according to the specific fitness of fireworks. It is shown in Eq. (6) and Eq. (7). But for multi-objective problems, there are more than one dimension in fitness values. The conventional calculation formula is not suitable for multi-objective problem. In this paper, we suppose that the number of explosion sparks is a constant (for example Z ). The explosion amplitude is calculated by Eq. (9). It is inspired by the brain storming algorithm [21] .
where A iter is the explosion amplitude of the (iter)th iterations, n is the number of dimensions. logsig() is a logarithmic sigmoid transfer function, max_iteration is the maximum number of iterations, current_iteration is the current number of iteration, k is the slope of function logsig() [21] . For single objective optimization, each solution is an independent individual. The explosion sparks number and the explosion amplitude can vary according to the fitness values of the individuals. But for multi-objective optimization, on the one hand, Eq. (6) and Eq. (7) can't be used because the fitness value f (x i ) is a multi-dimensional vector. On the other hand, fireworks are usually at the same non-dominated rank. They are equivalent in some extent. So it is make sense to regard the sparks' number and explosion amplitude for each firework as the same in a generation. Fig. 2 draws the curve of Eq. (9) . It shows that the explosion amplitude decreases with the increase of the number of iterations, which indicates that the algorithm focuses on exploration in the early phase and pays attention to exploitation in the later phase.
D. EXPLOSION
For each firework x i , Z sparks are generated within the amplitude A iter in the (iter)th generation. Algorithm 3 describes the rand(0, 1) generates a random number between zero and one.x k i represents the kth dimension of the ith fireworks. Noted that A iter represents the maximum number of changeable dimensions which is different from the conventional FWA applied to CEC benchmark functions [9] .
To increase the diversity of sparks, Gaussian sparks are generated by Algorithm 4. The initial Gaussian spark is randomly selected from the original fireworks and Gaussian(0, 1) represents a random number satisfied with Gaussian distribution of mean 0 and standard 1.
Algorithm 4 Generate a Gaussian Spark
To select fireworks for the next generation, solutions including the original fireworks, explosion sparks, and Gaussian sparks are sorted based on the non-dominated rank and crowding-distance provided in subsection IV-B. And the first N individuals are reserved to the next generation.
F. SUMMARY
This section mainly discusses the execution process of the MOFWA proposed in this paper. The concept of nondominated rank introduced in the algorithm of NSGA-II is utilized to rank the currently known solutions. The explosion spark number and explosion amplitude are same for each firework in a generation. That's because fireworks are usually in the same non-dominated rank. They are equivalent for multi-objective problems. To make the algorithm focus on exploration in the early phase and pay attention to exploitation in the later phase, the explosion amplitude decrease with the optimization goes on. In order to solve the 0-1 discrete problem, the explosion amplitude represents the maximum number of changeable dimensions which is different from the original FWA. In the selection strategy, the MOFWA directly selects the first N solutions as the next generation's initial fireworks. They correspond to the optimal solution of singleobjective optimization.
V. EXPERIMENTS
To validate the performance of the proposed MOFWA for multi-objective hardware/software partitioning, experiments on six instances are conducted. Moreover, it is compared with three other multi-objective algorithms (NSGA-II, SPEA2 and PESA) in terms of S-metric. 
A. EXPERIMENTAL SETUP
Instances used to compare the performance of the four algorithms are generated by Task Graph for Free (TGFF) tool. TGFF creates problem instances for use in allocation and scheduling research. It has the ability to generate independent tasks as well as task sets which are composed of partially ordered task graphs [25] . Reasonable parameters are set to generate attribute values mentioned in section II. The parameters setting in TGFF are shown in Table 1 . The power consumption of hardware is usually higher than that of software, but there are exceptions. So, there is a crossover between the hardware power consumption and the software consumption. All of the instances have two objectives (time consumption and power consumption) and a constraint (area). The constraint value is set 4/5 of the area required by a hardware-only solution. Algorithms exit iterating after a certain run time. The number of nodes, run time and constraint values for each instance are shown in Table 2 . Results obtained are averaged over 10 runs. Algorithms mentioned above are compiled in Visual Studio 2015. The experimental results are obtained on a PC with an Intel Core i5-6400 2.7GHz processor and 8.00 GB of memory.
B. PERFORMANCE MEASURES
For multi-objective optimization problems, many evaluation criterions have been defined [24] , [26] - [28] . In this paper, S-metric is utilized to evaluate the performance of the algorithms. The S-metric or hypervolume indicator was originally proposed by Zizler and Thiele. It is the volume of the hypercube covered by all of the non-dominated points and the reference point in objective space. The definition of the S-metric is as follows [29] .
The S-metric: Given solution set M = {m 1 , m 2 , · · · , m n } in objective space and a reference point x ref dominated by points in M . Then the S-metric for M is defined as Eq. (10) [24] .
where denotes the Lebesgue measure. x is dominated by point m in solution set M and it dominates reference point x ref .
It is easy to calculate the S-metric in two objectives. Firstly, the non-dominated points are sorted in decreasing order of one objective values. Then the S-metric is calculated by Eq. 11.
where obj j (p i ) represents the value of the ith point in the jth objective. And obj 1 (x 0 ) is initially set to obj 1 (x ref ).
C. A COMPARISON OF POPULATION SIZE
As we all know, the performance of the population-based algorithms strongly depends on the size of the population. The population size determines the number of individuals in a generation. As the algorithms exit iterating after a certain run time, population size affects the number of evaluations in a generation and the total number of iterations. So, different population size should have different impacts on the performance of the algorithms. In order to test the impact of the population size on the performance of the four algorithms compared in this paper. We change the population size while all of the other parameters are kept to the same. For NSGA-II, SPEA2 and PESA, the crossover probability and mutation probability are referenced from [15] . For SPEA2 and PESA, the number of archive is set to 20 temporarily. And it will be discussed in the next subsection. For MOFWA, the number of Gaussian sparks is set to 10 and the constant number of sparks is set to 5. The simulation results with different population size are shown in Table 3 . Table 3 shows the experimental results. The values in bold indicate the best result. It is simulated in the four algorithms with different population size. Generally speaking, for different algorithms or different instances, there is no single population size has the best performance. However, it can be seen that the MOFWA and the NSGA-II prefer small population size. The SPEA2 and the PESA prefer large population size. A strange phenomenon is that the experimental results on instance R1 are opposite to the experimental result on other instances in terms of population size. That's to say, for instance R1, the MOFWA and the NSGA-II prefer large population size, the SPEA2 and the PESA prefer small population size. That's maybe because the number of nodes in instance R1 is too small. So, the solution space is relatively small. It doesn't need too much individuals in a generation.
In conclusion, experimental result shows that for populationbased algorithms, there is no fixed parameter to make the algorithms perform best at any time. The most appropriate parameters also depend on the size of the problem. In the later subsections, we select 20 as the population size for MOFWA and NSGA-II, and population size 100 is selected for SPEA2 and PESA.
D. A COMPARISON OF ARCHIVE SIZE
For the algorithm of SPEA2 and PESA, archive size is another important parameter that impacts the performance of the algorithms. Archive is used to store the currently known Pareto solutions. If the archive size is too large, the archive is not filled or it is used to store non-Pareto solutions. On the contrary, if the archive size is too small, some Pareto solutions will be lost which will decrease the performance of the algorithm. However, the NSGA-II and the MOFWA are not Pareto-archived evolution strategy. They don't have the parameter of archive size. This subsection mainly discusses the impact of archive size on the performance of the SPEA2 and the PESA. According to subsection V-C, the population size is set to 100 and other parameters are same with the previous subsection.
Experimental results are shown in Table 4 . The values in bold indicate the best result. It can be seen that there isn't an archive size performs best for all of the instances or algorithms like population size. However, 50 seems to be a good choice. Because archive size 50 performs best in 5 out of 6 instances for both SPEA2 and PESA. The most appropriate archive size depends on the number of Pareto solutions. But the number of Pareto solutions can't be obtained before the execution of the algorithm. In this paper, we consider 50 to be the most appropriate archive size by experiments. So, in the next subsection, 50 is set as the archive size for SPEA2 and PESA.
E. A COMPARISON OF THE FOUR ALGORITHMS
To validate the performance of the proposed MOFWA, a comparison between the MOFWA and other three multiobjective algorithms (NSGA-II, SPEA2 and PESA) is performed. They are compared in terms of S-metric provided in subsection V-B. Table 5 shows the average values and standard deviations of S-metric over 10 runs. In Table 5 , the first row of each instance represents the average value and the second row represents the standard deviations. To visualize the experimental results, the average values are drawn in Fig. 3 . According to the previous subsections, the population size for MOFWA and NSGA-II are set to 20 and the population size for SPEA2 and PESA are set to 100. The archive size for SPEA2 and PESA are set to 50.
According to the definition of S-metric, for the minimization problem, the greater the S-metric, the better the performance of the algorithm. In Table 5 , bold values indicate the best performance. It can be seen that the MOFWA performs best in all of the algorithms in terms of average S-metric. Fig. 3 shows that the NSGA-II also performs well except for MOFWA, and the PESA has the worst performance. The standard deviation describes the stability of the algorithms, the smaller the standard deviation, the more stable the algorithm. In terms of stability, Table 5 shows that the MOFWA performs well for most instances. But for several instances, the NSGA-II and the PESA perform better. Fig. 4 depicts the final archive of instance R3, R4, R5, R6. Because the results of instance R1 and instance R2 are not obvious, they are not drawn here. From Fig. 4 , it is obvious that the MOFWA can obtain better solutions than the other three algorithms.
VI. CONCLUSION
In this paper, we utilize the MOFWA for multi-objective hardware/software partitioning. This kind of resource allocation algorithm also has very important reference value in other fields such as knapsack problem, job shop scheduling problem, traveling salesman problem, cloud resource scheduling problem and so on. To describe the problem to be solved, the mathematical model of multi-objective hardware/software partitioning is provided. The original firework algorithm is introduced. Then the sort method of multi-objective solutions is introduced in detail. And the new calculation method of explosion amplitude in MOFWA is described. Finally, the explosion process and VOLUME 7, 2019 mutation process are listed by pseudo-code. Experiments on 6 instances are conducted and experimental results show that the proposed MOFWA outperforms the other three algorithms in terms of S-metric significantly. As mentioned in section II, building an accuracy model is important to hardware/software partitioning. In addition, this paper is mainly based on the artificially generated DAG, more research need to be done on real applications. His research interest includes hardware/software partitioning. VOLUME 7, 2019 
