Abstract. We extend results regarding a combinatorial model introduced by Black, Drellich, and Tymoczko (2017+) which generalizes the folding of the RNA molecule in biology. Consider a word on alphabet {A 1 , A 1 , . . . , Am, Am} in which A i is called the complement of A i . A word w is foldable if can be wrapped around a rooted plane tree T , starting at the root and working counterclockwise such that one letter labels each half edge and the two letters labeling the same edge are complements. The tree T is called w-valid.
Introduction
The molecule ribonucleic acid (RNA) consists of a single strand of the four nucleotides adenine, uracil, cytosine, and guanine. In short, RNA is representable by finite sequences (or words) from the alphabet A, U , C, and G, lending itself to combinatorial study. In contrast to the double helix of DNA, the single-stranded nature of RNA often results in RNA folding onto itself as the nucleotides form bonds. As in DNA, we have the Watson-Crick pairs so that C and G form bonds and A and U form bonds. However, RNA has one more bond that may form, the wobble pair G and U . It is worth noting that when RNA folds onto itself, not all nucleotides on a strand form bonds. Predicting the folded structure of RNA is important as the folded structure gives indication of its functionality.
In this paper, we direct our attention to a generalized combinatorial model, motivated by the folding of RNA. This model was first introduced by Black, Drellich, and Tymoczko [1] with an initial restriction made to the Watson-Crick bonding pairs, leaving the potential GU bond for future study. With this restriction, we relabel our words to use the letters A 1 , A 1 , A 2 , A 2 where A 1 only bonds with A 1 and A 2 only bonds with A 2 .
Further, we do not limit ourselves to an alphabet with only four letters. In particular, fix an integer m ≥ 1 and expand the alphabet to A 1 , A 1 , A 2 , A 2 , . . . , A m , A m where A i and A i are called complements and A i may only form a bond with A i and vice versa. We say that this is an alphabet on m letters and their complements. Define the length of a word w to be the number of letters in the word, letting ε be the word of length zero (the empty word).
As in [1] , we assume that when a word folds onto itself, every letter is matched with exactly one other letter. Thus, a folding of a word can be represented by a non-crossing perfect matching of the letters so that two matched letters are complements.
Recall that the Catalan numbers enumerate the non-crossing perfect matchings on 2n points (see [5] , problem 6.19, part o). In our model, the underlying word restricts the allowable matching edges based on the letter corresponding to each point. However, the word A 1 A 1 A 1 A 1 . . . A 1 A 1 admits every non-crossing perfect matching.
Section 2 contains some preliminaries and background from the work of Black, Drellich, and Tymoczko [1] . In Section 3, we define a bijection between foldings of words and edge-colored plane trees. This is used to enumerate the words which fold in precisely one way, a problem posed in [1] . We also characterize 2-foldable words by a decomposition in terms of 1-foldable words. Section 4 is devoted to studying the set R of integers k such that there is a word which folds in precisely k ways. We give a superset of R, making a strong connection with Catalan numbers. In search of the smallest value which is not found in R, we also determine a large consecutive set of small values in R.
Preliminaries
In addition to non-crossing perfect matchings, the Catalan numbers also enumerate plane trees. A plane tree is a straight line drawing of a rooted tree embedded in the plane with the root above all other vertices. This induces a left-to-right ordering of the children of a vertex. To obtain an ordering on the half edges of a plane tree, start at the root and trace the perimeter counterclockwise, touching each side of an edge exactly once.
Fix a word
and let T be a plane tree with n edges. Following the order of the half edges, label the i th half edge of T with w[i]. We say that T is w-valid if for each edge of T , the two letters from w which label that edge are complements. Definition 2.1. A word w is said to be foldable if there is a plane tree that is w-valid. For integer k ≥ 0, a word w is k-foldable if there are exactly k plane trees that are w-valid. Figure 1 . The corresponding noncrossing perfect matchings are also given. Further, the word w n = (A 1 A 1 ) n is C n -foldable as every plane tree with n edges is w n -valid. Figure 1 . The two foldings of w = A 1 A 1 A 1 A 2 A 2 A 1 and their corresponding noncrossing perfect matchings.
Black, Drellich, and Tymoczko [1] defined the following greedy algorithm to produce a folding of w. Given a word w of length n, for each i ≤ n starting at i = 1, create a matching as follows: Match w[i] with w[j] provided j is the largest index such that j < i, w [j] is not yet matched, and w[j] is a complement of w [i] . If no such j exists, leave w[i] (temporarily) unmatched. If w is foldable, this algorithm will produce a non-crossing perfect matching of w [1] ; the folding produced by the greedy algorithm is called the greedy folding. The folding on the right in Figure 1 is the greedy folding.
We will examine the following four sets in more detail.
Definition 2.2 (Black, Drellich, and Tymoczko [1] ). Fix n, m ∈ Z + and k ∈ Z + ∪ {0}. Let S = S(n, m) be the collection of words of length 2n from an alphabet with m letters and their complements. For w ∈ S, define the following quantities:
• P(n, m) is the set of words in S that are foldable.
• S k (n, m) is the set of words in S that are k-foldable. 1 Note that [1] uses N (n, m, k) instead of S k (n, m).
• V(w) is the set of plane trees that are w-valid.
• R(n, m) is the set of integers k for which S k (n, m) is non-empty.
The set S(n, m) can also be viewed as the length-2n elements of the free group on m generators. However, we are primarily interested in foldable words, which are precisely those that reduce to the identity element in the free group, so we make no further group theoretic connections.
Let w ∈ P(n, m). Heitsch, Condon, and Hoos [2] defined a local move to transform one plane tree in V(w) into another. For two trees in V(w), there is a move from one to the other if there is a pair of edges that can be re-paired as in Figure 2 . This defines a directed graph G w with a vertex for each plane tree in V(w) and an edge from T 1 to T 2 when there is a Type 1 move from T 1 to T 2 . The following were proved in [1] . In this section we give a bijection between foldings of words and edge-colored plane trees. Using this bijection we characterize both 1-foldable and 2-foldable words. An enumeration of 1-foldable words is also given. 
must be foldable and hence has an even (possibly zero) number of letters. This leads to the notion of a doubled alphabet to reflect that {odd A i , even A i } and {even A i , odd A i } are the only possible bonds between an A i and an A i . For an alphabet {A 1 , A 1 , . . . , A m , A m } and a word w ∈ S(n, m), defineŵ ∈ S(n, 2m) on the doubled alphabet, {A 1 , A 1 , . . . , A 2m , A 2m }, as follows:
•Ŝ(n, m) is the set of words w ∈ S(n, m) for which each letter in an odd-index position is from {A 1 , A 2 , . . . , A m }, and each letter in even-index position is from {A 1 , A 2 , . . . , A m }.
•P(n, m) :=Ŝ(n, m) ∩ P(n, m). S(n, m) ←→Ŝ(n, 2m) and P(n, m) ←→P(n, 2m). Given a walk on T m , write down the sequence of edge labels, but on even-index steps, write down the complement of the labeling letter instead of the letter. So from any fixed vertex, walks of length 2n are in bijection with the elements ofŜ(n, m).
A walk is closed if it ends where it begins. Note that a walk is closed precisely when its corresponding word in S is foldable. That is, closed walks on T m from a fixed vertex are in bijection with the elements ofP(n, m). These were enumerated by Quenell:
for the number a n of length-2n closed walks on T m starting at v is
Corollary 3.4. For integers m ≥ 2 and n ≥ 1 and vertex v of T m , the number a n of length-2n closed walks on T m starting at v is
Proof. By Newton's generalized binomial theorem,
Substituting this back into f m (x), we get
.
We can obtain asymptotics for a n using the Maple™ package algolib (version 17.0), or the saddle point method, on the generating function.
Corollary 3.5. For fixed m ≥ 3 and vertex v of T m , the number a n of length-2n closed walks on T m starting at v is asymptotically
Recall that P(n, m) is in bijection withP(n, 2m), which can be enumerated by closed walks on T 2m . Thus, using Corollary 3.5 with 2m, we have that for fixed m ≥ 2 the number of foldable words of length 2n as n approaches infinity is asymptotically
3.3. Labeling Plane Trees. There is a natural bijection between foldings of words and (not necessarily proper) edge-colorings of rooted plane trees which is most clearly seen by examining the foldings ofŵ rather than w. More generally, we consider words inP-that is, with alternating unbarred and barred letters-rather than in P. Set
where the element (w, T ) is viewed as a folding of w around T . Proof. We will define a bijection from T (n, m) to C(n, m). Fix an arbitrary (w, T ) ∈ T (n, m). Define the edge-coloring c : Figure 3 gives an example of this mapping.
and the corresponding edge-coloring of the tree.
The inverse function is defined as follows. Fix (c, T ) ∈ C(n, m). The color of each edge indicates the two letters that will be assigned to its half edges. It only remains to determine which letter will be assigned to which half edge. In the ordering of the half edges of T , each edge will have an even half edge and an odd half edge. This is because the subtree below the edge contains an even number of half edges. Assign the letter with the bar to the even half edge and the other to the odd half edge. This labeling is precisely the folding of w on T . Since an inverse exists, the function defined is an injection.
3.4. 1-foldable classification and enumeration. The correspondence between foldings of words and edge-colored plane trees leads to an enumeration of words which are 1-foldable. Denote with
Theorem 3.7. The words in S 1 (n, m) are in bijection with the proper 2m-edge-colorings of plane trees with n edges.
Proof. First recall that the graph of valid trees for a given word is connected (Theorem 2.3). The bijection in Theorem 3.6 can be used to detect available local moves from the edge-coloring. In particular, a move exists precisely when two incident edges have the same color. Therefore, elements of C(n, m) with a proper edge-coloring correspond exactly with elements of T 1 (n, m). Hence, elements of C(n, 2m) with a proper edge-coloring are in correspondence with elements of S 1 (n, m).
Using this classification, we now enumerate 1-foldable words. 
where 0 0 is understood to equal 1.
Proof. Fix a leaf v. Let u be the unique neighbor of v and let deg(u) be the degree of u. Color the edge {v, u} with one of k colors. Next, color the remaining deg(u) − 1 incident edges, which can be ordered in (deg(u) − 1)! ways. Visiting the vertices via a breadth-first search, each vertex will contribute a similar factor to the product as all but one of its incident edges will already be colored.
Let ∆(T ) be the maximum degree in T . Note that if ∆(T ) > k, expression (2) collapses to zero as expected since ∆(T ) colors are required for a proper coloring of the edges incident to a maximum-degree vertex. 
For any sequence of non-negative integers (α 2 , α 3 , . . .), there is a plane tree with degree multiset {1 α1 , 2 α2 , . . .} for an appropriate choice of α 1 , the number of leaves. In particular, RP T (α 1 , α 2 , . . .) = 0 if and only if Proof. For any tree T , the edge chromatic number χ ′ (T ) = ∆(T ). Condition 1 is equivalent to saying ∆(T ) ≤ 2m, so T is 2m-edge-colorable. Condition 2 is equivalent to T having n edges. Lemma 3.10 gives an explicit characterization of the degree conditions for a plane tree to have a proper edge-coloring. Having previously established a correspondence between foldings of 1-foldable words and proper edge-colorings of plane trees, the following theorem is now clear. 
where the sum is over all non-negative sequences (α 1 , α 2 , α 3 , . . . , α 2m ) such that
Example 3.13. When m = 2, each term in (5) has the following form:
with α 3 and α 4 positive integers such that n > 2α 3 + 3α 4 . The multinomial coefficient pulls the maximum of this term away from the boundaries; that is, as n grows, the maximum is not found where one of {α 1 − 1, α 2 , α 3 , α 4 } is o(n). Let us therefore assume that lim n→∞ α3 n = x and lim n→∞ α4 n = y for positive constants x and y with 2x + 3y < 1. Applying Stirling's approximation, this term is asymptotically
Numerically, the base of this exponential is maximized when (x, y) ≈ (0.22103, 0.07050), which gives a maximum term of (8.65936223 ± 2 −25 ) n . Since the number of terms in the sum is polynomial in n for fixed m, this is also an asymptotic approximation for the whole sum. Compare this to the 16 n length-2n words on an alphabet of m = 2 letters and their complements, of which (12 + o(1)) n are foldable by equation (1).
2-foldable classification.
Using the bijection with edge-colored trees, we can also classify 2-foldable words. In particular, a foldable word is 2-foldable if the edge-colored tree corresponding to the greedy folding has only one pair of incident edges with the same color, and the tree that results after making the corresponding Type 1 move at those edges has only one pair of incident edges with the same color.
An equivalent characterization is those trees that have an A-decomposition, defined as follows. Note that we consider here any word in S, not necessarily with an alternating bar pattern. Moreover, A in condition (1) may be a barred letter. In this case, A signifies its unbarred complement. Figure 4 . Two valid trees of a word with an A-decomposition.
Theorem 3.15. A word w is 2-foldable if and only if it has an A-decomposition.
Proof. Suppose w has an A-decomposition. Then w = u 1 Av 1 Au 2 Av 2 Au 3 can be folded into the two edge-colored trees using parts (1) and (2) of the definition of A-decomposition. Parts (2) and (3) of the definition imply that u 1 u 3 , v 1 , u 2 , and v 2 are 1-foldable. By part (3) of the definition, the only incident edges with local moves in either of these two trees are the edges labeled by AA or AA in Figure 4 . Thus there are no other local moves, and since the state space graph is connected, these are the only two foldings of w. Now suppose w is 2-foldable. The two foldings correspond bijectively to two edge-colored trees, which are adjacent by local moves shown in Figure 2 . Thus we have properties (1) and (2) of an A-decomposition, and (3) follows from the fact that w is 2-foldable so has no other local moves.
The values in R(n, m)
In this section we develop a better understanding of the set R(n, m) of all k for which there is a word in S(n, m) which is k-foldable. Black, Drellich, and Tymoczko [1] initiated this study with the following proposition. 
Wagner [6] further investigated R(n, m) and established monotonicity in the following sense. Note that the previous two propositions establish that C i ∈ R(n, m) for 1 ≤ i ≤ n. Wagner also showed monotonicity of R(n, m) in m. Working toward a more thorough understanding of the set R(n, 1), we first construct a superset of R(n, 1) in Theorem 4.5 providing some structure for the values that can appear in R(n, 1). From there, we determine intervals of integers which do not lie in the set, such as integers in the interval [C n−1 +1, C n −1] from Proposition 4.1. Then, in search of the smallest value k such that k ∈ R(n, 1), we conclude by proving {0, 1, 2, . . . , n} ⊆ R(n, 1) and hence in R(n, m).
Catalan numbers and R(n, 1).
The Catalan numbers, which enumerate the plane trees, are an integral part of the set R(n, m). As already noted, C t ∈ R(n, 1) for all 1 ≤ t ≤ n. In fact, C t is the number of foldings of (AA) t , and this is the maximum number of foldings for a word of length 2t. Theorem 4.5 establishes a superset of R(n, 1) which highlights the fundamental nature of the Catalan numbers in the values of R(n, 1). The following discussion and examples motivate the theorem.
As previously mentioned, for calculating the values in R(n, 1), it suffices to consider words in P(n, 2), foldable words which strictly alternate between unbarred and barred letters. For readability in this case, we will use A and B instead of A 1 and A 2 . Fix such a foldable word w with t entries that are A and n − t entries that are B. Without loss of generality, assume w begins with A. For example, let w = AA(BB) 5 AA(BB) 7 AA(BB) 4 . Here t = 3 and n − t = 5 + 7 + 4 = 16. Now consider the maximal subwords (consecutive letters) of w which consist of only the letters B and B. We call these subwords maximal B-subwords. Let ℓ 1 , ℓ 2 , . . . , ℓ m be the number of letters in each of these maximal B-subwords. Consequently m ≤ 2t and m i=1 ℓ i = 2(n − t). In our present example, w has m = 3 maximal B-subwords with lengths ℓ 1 = 10, ℓ 2 = 14, and ℓ 3 = 8.
Fix a non-crossing matching on the letters A and A in w. We will use the term A-matching to refer to such a partial matching of w. Because of the alternating pattern of barred letters in the doubled alphabet any A-matching partitions the maximal B-subwords into groups of the form (BB) s or (BB) s when concatenated, where 2s is the sum of the corresponding ℓ i values. We will refer to these as B-groupings. Thus, for each A-matching ϕ, there is at least one non-crossing perfect matching of w which extends ϕ since w was foldable. See Figure 5 for one possible A-matching on our example word w. With this A-matching, the B-subwords have been partitioned into (BB) 5 with 2 · 5 = ℓ 1 and (BB) 11 with 2 · 11 = ℓ 2 + ℓ 3 . For a B-grouping of length 2t, there are C t ways to fold the group. Thus, each A-matching ϕ of w extends to j i=1 C si non-crossing perfect matchings of w, where j is the number of Bgroupings and each s i is half of the sum of the corresponding subset of {ℓ 1 , . . . , ℓ m }. For the present example, the A-matching in Figure 5 
4 A A Figure 6 . All A-matchings of A(BB) 4 BAA(BB) 6 BA(BB) 4 AA described in Example 4.4 which can be extended in C 5 C 11 ways.
We are now ready to state a theorem that defines a superset for R(n, 1) in terms of Catalan numbers. 
Proof. Again, it suffices to consider w ∈P(n, 2). Without loss of generality, assume A occurs t times in w with 1 ≤ t ≤ n 2 . Let ℓ 1 , . . . , ℓ m be the lengths of the maximal B-subwords of w. Fix a non-crossing A-matching ϕ of w. There are at most C t such matchings. Then ϕ induces a grouping of the maximal B-subwords and thus a partition of the multiset {ℓ 1 , ℓ 2 , . . . , ℓ m } into multisets S 1 , S 2 , . . . , S q .
Let r i be the sum of the elements in S i . We claim each r i is even. This follows from the fact that the number of letters between any A and A is even and all A and A letters are paired in a non-crossing perfect matching.
Therefore, we can write r i = 2s i for some s i ∈ N. Moreover, the B-subwords left to pair together by the A-matching group to have the form (BB) si or (BB) si and thus can be matched in C si ways.
Since there are t letters which are A, the arcs from the A-matching partition the B-subwords into at most t + 1 groups with lengths 2s 1 , 2s 2 , . . . , 2s j where j ≤ t + 1 and j i=1 s i = n − t. The number of ways to extend the A-matching to a non-crossing matching of w is j i=1 C si .
Computing the set described in Theorem 4.5, we have the following supersets of R(n, m) where the ellipses indicate that all integers in that range are present in the set. The following corollary establishes the largest five values in R(n, 1). Consequently, any integer between C n−2 + C n−3 and C n is only in R(n, 1) if it is one of these five values.
Corollary 4.6. For n ≥ 13,
Proof. For integers n and t with 0 ≤ t ≤ ⌊n/2⌋, let Y (n, t) be the set of all integers of the form
2 ⌋ . Then let Z(n, t) be the set of all h-term sums of elements (with repetition) from Y (n, t) with 0 ≤ h ≤ C t . Theorem 4.5 says R(n, 1) ⊆ Z(n, 0) ∪ · · · ∪ Z(n, ⌈n/2⌉).
One convenient property of Catalan numbers is C n−j C j < C n−i C i for 0 ≤ i < j ≤ n/2. As a consequence, C n−t C 0 is the maximum value in Y (n, t) and C t (C n−t C 0 ) is the maximum value in Z(n, t). Now note that Z(n, 0) = Y (n, 0) and Z(n, 1) = Y (n, 1) which are given above. When t = 2, C 2 (C n−2 C 0 ) = 2C n−2 is the maximum value in Z(n, 2). The next three largest values in Z(n, 2) are
all of which are less than C 3 C n−3 .
Since the largest two values in Y (n, 3) are C n−3 C 0 and C n−4 C 1 , the maximum value in Z(n, 3) is C 3 C n−3 while the next largest value is 4C n−3 + C n−4 which is smaller than C n−2 + C 2 C n−4 .
Finally, for 4 ≤ t ≤ n/2, all values in Z(n, t) are at most C 4 C n−4 which is less than C n−2 + 2C n−4 .
Although Theorem 4.5 only defines a superset for R(n, 1), we show that the largest gaps stated in Corollary 4.6 do hold for R(n, m) in general.
Proposition 4.7. For n ≥ 13,
Proof. Fix a k-foldable word w ∈P(n, 2m). Let n i be the number of occurrences of A i in w.
, if w has at least 3 letters and their complements, then k ≤ C 1 C 1 C n−2 which is less than C n−2 + C 2 C n−4 . So if k ≥ C n−2 + C 2 C n−4 , then w ∈P(n, 2) and the result follows from Corollary 4.6.
Having described a nontrivial superset for R(n, m), we turn our attention to finding values that are contained in R(n, 1) and hence in R(n, m). The next proposition verifies that the largest five values in the Corollary 4.6 superset truly are in R(n, 1). Proposition 4.8. For n ≥ 3,
Proof. The word (AA) t (AA) n−t ∈ P(n, 1) has the same number of non-crossing perfect matchings as the corresponding word (AA) t (BB) n−t ∈P(n, 2), so we have C t C n−t ∈ R(n, 1) for 0 ≤ t ≤ n. It only remains to show that C n−2 + C n−3 ∈ R(n, 1) when n ≥ 3. Consider the words
which have the same number of non-crossing perfect matchings. There are only two B-matchings in w. When each B is matched with the B that immediately follows it, there are C n−2 ways to extend this to a non-crossing perfect matching ofŵ. The other B-matching can be extended in only C n−3 ways. Soŵ, and hence w, has C n−2 + C n−3 non-crossing perfect matchings.
The Catalan numbers provided a way to describe the largest values in R. Before discussing the smallest values, we use the Catalan numbers once more to establish a family of values in R.
Proposition 4.9. For non-negative integers j and ℓ that satisfy 2j ≤ n − ℓ,
Proof. Consider the word w j,ℓ = (AA)
ℓ must match with an A also in the prefix. Otherwise, the number of A's and A ′ s between the matched pair will not be equal. There are C ℓ ways to define a non-crossing matching on (AA) ℓ . The remainder of the word A n−ℓ−j A j A j A n−ℓ−j matches in (j + 1) ways since j < n − ℓ − j. It can be folded onto a path of length n − ℓ rooted at one end. Then after making the only Type 2 move available, one more available move is created. After j of these moves, we will have explored the space of all foldings. Thus w j,ℓ folds in (j + 1)C ℓ ways. R(n, 1) . In search of the smallest value which is not in R(n, 1), we find that (aside from 3 ∈ R(3, 1)) all integers i ≤ n are in R(n, 1). Proposition 4.10. If n ≥ 4, then {0, 1, . . . , n} ⊆ R(n, 1).
Small Values in

Proof. First notice that A
2n is not foldable and A n A n is 1-foldable for any n. Also, A n−2 A 2 A 2 A n−2 is 3-foldable when n ≥ 4. Thus we have {0, 1, 3} ⊆ R(n, 1) for n ≥ 4. Let n be a positive integer. Consider the word w ℓ = AA ℓ A j A j A ℓ A where 1 ≤ ℓ < n and j = n − 1 − ℓ. We will attain the even values in the interval [2, n] when j < ℓ and the odd values in the interval [5, n] when ℓ ≤ j.
If j < ℓ, that is 0 ≤ j ≤ n−2 2 , we find that 2j + 2 ∈ R(n, 1). To see this, observe that w ℓ folds around both trees in Figure 7 provided α ∈ {0, 1, . . . , j}. Thus w ℓ is at least (2j + 2)-foldable. From the tree on the left, there is a Type 2 move that will transform the tree into the one on the right. At the vertex of degree 4, there is a Type 1 move (if α > 0) and a Type 2 move (if α < j), each of which results in a tree of the same description with a different value of α. A similar argument can be made for the tree on the right. As the graph G w ℓ of w ℓ -valid trees is connected, w ℓ is exactly (2j + 2)-foldable.
If ℓ ≤ j, that is 1 ≤ ℓ < n 2 , we find that 2ℓ + 3 ∈ R(n, 1). First observe that w ℓ [1] must bond with w ℓ [2] , w ℓ [2n] or w ℓ [2j + 2] based on the subwords created. In the case that w ℓ [1] bonds with w ℓ [2n], the subword A ℓ A j A j A ℓ folds in exactly ℓ + 1 ways (as on the left tree in Figure 7 ). In the case that w ℓ [1] 
Conclusion
There are still many questions to be answered regarding the sets S k (n, m) and R(n, m). For example, the number of 2-foldable words, |S 2 (n, m)|, is not known. A complete description of R(n, m) remains to be determined. We are particularly interested in the smallest value k for which k ∈ R(n, m).
