ABSTRACT In single image super-resolution problems, the recent feed forward deep learning architectures use residual connections in order to preserve local features and carry them through the next layer. In a simple residual skip connection, all the features of the earlier layer are concatenated with the features of the current layer. A simple concatenation of the features does not exploit the fact that some features may be more useful than other features and vice versa. To overcome this limitation, we propose an extended architecture (baby neural network) which will have input as the features learned from the previous layer and output a multiplication factor. This multiplication factor will give importance to the given feature and thus help in training the current layer's features more accurately. The proposed model clearly outperforms the existing works.
I. INTRODUCTION
High quality images are used in many applications which are related to real life problems such as medical diagnosis, object tracking, video surveillance, criminal justice and many others. The quality of the images can totally affect the performance of that applications, however in many practical situations, the collected images are often of low quality, due to the inherent limitations of the optical system or other factors. Enhancing the quality of the images by overcoming the limitations of optical system requires more cost, which may not be the best solution or even impossible in some situations. Therefore, many attention is given to employing efficient techniques to obtain high resolution images from low resolution ones, because it is considered as a relatively inexpensive alternative.
Super resolution or as always denoted ''SR'' means estimating or recovering the corresponding high-resolution visual output from the given low-resolution visual input (either a single low-resolution image or a set of images, for example, frames in a video sequence) [1] . If the low-resolution visual input contains only a single image then
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enhancing the resolution based on that image is called as ''single image super resolution'' or ''SISR'', while enhancing the resolution based on multiple images is known as ''multiple or multi-frame images super resolution'' or ''MISR'' [2] .
In SISR, the high-resolution image is estimated by adjusting the mapping with the given low-resolution input using different techniques. While in MISR, the information of the multiple low-resolution images that are available for the same scene will be combined to estimate the high-resolution output. MISR is based on the hypothesis that an accurate registration of the low-resolution captures will reconstruct the missing details in each of them and yield a pleasant looking and detailed high resolution image. However, in the practical applications, MISR performance is limited by the registration accuracy which is affected by some factors like the noise and the blur. Also acquiring enough images with different information for the same scene is sometimes difficult as well as impractical. Therefore, this study will focus on single image super-resolution (SISR) and no further approaches will be discussed to recover HR images from multiple images [3] , [4] .
Overall, our contributions can be represented by:
(1) Modifying the residual connections [5] by adding an extra neural network step in order to learn the multiplication factor which is the key of our work. This extra neural network is a baby neural network which is attached to the previous and the current layer, as an input and output, respectively. The factor will be multiplied with the previous layer and then concatenated with the current layer. Without the multiplication factor the concatenated features will be directly used in the deconvolutional layer regardless of the ''importance'' of that features. While in our proposed model, the convoluted features firstly pass through the baby neural network to get the multiplication factor and then concatenated with the deconvolutional layers. So the convoluted features will be evaluated according to that factor before being used in the deconvolutional layers.
(2) Single image super resolution models work better when there are so many images to learn from as it is illustrated in Figure1 and Figure2. As shown in the figures, there is a large difference between the output of the proposed algorithm in comparing with the interpolated image. The algorithm is able to reconstruct low-frequency information with quite high accuracy. The rest of the paper is organized as follows: Section II illustrates some of the related work in the field of super resolution. While section III gives a detailed description for the proposed model and its corresponding items. Finally section IV contains the conclusion of this study.
II. RELATED WORK
Today, computer vision based applications are making the world a better and convenient place. In practice, machine learning requires features and to extract features, one needs to do feature engineering carefully which in turns requires hard work and effort. In the early 2012, Krizhevsky et al. [6] , [7] introduced AlexNet, which used two Graphics Processing Units (GPUs). The resulting error in 2012 ImageNet Large Scale Visual Recognition Challenge (ILSVRC) was reduced significantly. Therefore many fields exploit the power of deep learning and GPUs combined. Generally, deep learning [8] architecture has a lot of parameters [9] (in order of millions and billions). The recent advancement in the development of the neural network libraries like Theano and Tensorflow, uses the parallel power of the GPUs in order to learn millions of parameters. A typical multi-layer perceptron (neural network) consists of hundreds of hidden layers. At each hidden layer, non-linearity is introduced by adding an activation function like, ReLU, Sigmoid and Tanh which helps in solving a complex problem.
Numerous image SR methods were employed for computer vision tasks [5] , [10] - [22] . The prediction-based methods such as linear, bicubic or Lanczos [23] were the early used methods to handle SISR problem. The prediction methods are fast with smooth textures solutions. As well as different techniques were proposed to focus on the area of the edges especially [24] , [25] . While the most powerful and effective methods are the learning based methods which are based on establishing mapping between low and high resolution image based on the training data. Among these methods are Convolutional Neural Network (CNN) based methods which achieved promising results especially in (2012 ILSVRC) where CNNs were the winner of the competition. Nowadays, deep CNN-based methods [5] , [11] - [16] , [18] - [22] , [26] - [30] have achieved better and noticeable improvements over conventional SR methods. Therefore and because of the space limitation, there will be a focus here on some of the essential and efficient CNN -based methods for SISR which are used in comparison to the results of our proposed method.
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The pioneer work of employing CNNs in SISR was proposed by Dong et al. [31] , SRCNN model was used by firstly up-scaling the input image and then trained a three layer CNN. SRCNN model achieved encouraging and superior performance comparing with previous works. Although its performance, SRCNN has limitations such as the very slow training converges, the depending on the context of small image regions and working for only single scale. FSRCNN [32] is an accelerated version of SRCNN, the authors used a compact hourglass-shape CNN structure to handle high computational cost. The structure was redesigned by introducing a deconvolution layer at the end of the network and learning the mapping directly from the original low-resolution image to the high-resolution one (without interpolation). The mapping layer was reformulated by shrinking the input feature dimension before mapping and expanding back afterwards. As well as adopting smaller filter sizes but more mapping layers. FSRCNN is more suitable for real time usage than the original SRCNN because it is 40 times faster than SRCNN. Kim et al. increased the network depth from 3 in SRCNN to 20 convolutional layers in VDSR [33] . The network was trained to predict the residual rather the actual pixel values to facilitate training of the deeper model with fast convergence speed.
In DRCN [15] Kim et al. proposed using recursive convolutional block that increases the depth of the network without adding any extra parameters. Although the model gave good results, training a deep-recursive network is very difficult due to vanishing gradients problem. To ease the training, each recursive layer is firstly supervised to reconstruct the intended high-resolution image. And then, a skip-connection is used from input to the output.
Wei sheng et al produced LapSRN model [12] and its accelerated version MS-LapSRN [34] , the intended HR image is progressively reconstructed in a coarse-to-fine fashion. The features are directly extracted from the low-resolution input space which in turns entails low computational loads. Deep supervision using the robust Charbonnier loss function is employed for training the model to better handle outliers and improve the performance. The recursive layers were used to share parameters across and within pyramid levels to reduce the number of parameters. Although the efficiency of the that models surpassed the previous work in terms of run time and image quality metrics, visually they did not ''hallucinate'' fine details.
Lim et al. [26] employed optimization to compact the model by removing unnecessary modules in conventional residual networks. As well as they developed a multi-scale super-resolution network to reduce training time and model size.
Haris et al. [14] suggested a different model in comparing with the feed-forward SR models. Multiple up and down sampling stages were used to directly increase SR features and feed the error predictions on each depth in the networks to revise the sampling results. Finally, the self-correcting features from each up sampling stage are accumulated to create SR image. The error feedbacks from the up and down scaling steps were employed as a guide for the network to obtain better results. Ledig et al. in [35] employed a generative adversarial network (GAN) for image super resolution purpose. They proposed a perceptual loss function which consists of an adversarial loss and a content loss. Their suggested model was able to recover photo-realistic textures downsampled images on public benchmarks but it was restricted on single scale (x4). Another limitation is not testing that model on the Urban 100 dataset which is considered as the most challenge in the field of SISR as it is mentioned many studies.
III. PROPOSED ALGORITHM A. TRAINING AND TESTING DATASETS
In this work, the training and testing stages were done on totally different datasets. Three types of datasets were used to train our algorithm which are DIV2K (with 2000 images), flickr (with 8000 images), and ImageNet (with100000 images). The total number of training images is 110000. While four different testing sets were used for testing the model which are Set5 (with 5 images), Set14 (with 14 images), BSD100 (with 100 images) and Urban100 (with 100 images).
In practice, deep learning architectures need significant amount of data for getting better results. Another important point to be considered is that the training and testing data should come from the same distribution. Therefore, when a limited data is available for training and testing, augmentation methods can be employed to generate more data and train the architecture on the augmented data to the problem at hand and expect better results. Because our dataset is not limited VOLUME 7, 2019 and has a considerable number of images, the augmentation methods were not used.
B. MODEL ARCHITECTURE
The proposed architecture used in the study is shown in Figure 2 . In our work a special type of convolution layer is used to exploit spatial structure of the feature maps. In previous studies, convolutional layer followed by max-pooling layer was used to reduce the spatial dimension. Here, transposed convolutional layers (wrongly referred to as de-convolutional layer) are used. Utilizing convolutional and pooling layers decrease the size of the input features which in turns cause losses for local information content from the data. While in transposed convolutional layers, the size of the input features can be retrieved after pooling which retains the information content. As a result of utilizing these spatially enhanced information, the network converges to a better optima and the resultant image generation is done efficiently. We didn't use dropout [7] and transfer learning [36] , [37] as we have a lot of data to train from and therefore overfitting did not happen.
The order of the layers in which the input data is passed through the architecture is C1, C2, C3, C4, C5, DC1, DC2, DC3, DC4, DC5 and finally the output where C and DC represent convolutional and transposed convolutional layer, respectively. As seen from the figure, our input images are of size 300 × 300 × 3.
The arrows connecting features from convolutional layer to transposed convolutional layer are passed between a smaller neural networks. We denote these networks as 'baby neural 58680 VOLUME 7, 2019 networks'. The smaller neural network is flatten to a 3 dimensional matrix channels, width and height into a 1 dimensional array. Then these data are passed into fully connected layers that correspond to simple multilayer perceptrons. Our output is a 1 × 1 array representing the output corresponding to the multiplication factor. 2 × 2 max pooling layers are used to reduce the size of the feature vector. Rectified Linear Unit (ReLU) is used as the activation function and a dropout of 0 between two fully connected layers. Prior to performing the convolution operation in C1 -C5, zero padding of size (f − 1)/2 is applied, where f corresponds to filter size of that convolutional layer, to have the same input and output size across a convolutional layer.
In simple residual connection networks, the formula for the current features g(x) is:
Here, the input features x is directly used as it can be seen as a multiplication factor of 1. On the other hand, the baby neural networks are simple multi-layer perceptrons which take input features and predict its importance multiplication factor m. This multiplication factor then can be used in the above equation and the new equation will be:
C. LOSS FUNCTION
At the output node, the proposed architecture is predicting (300 × 300 × 3) parameters which represent (width, height, number of channels). To train the algorithm, Mean Absolute Error Loss (MAE) function was used because its high susceptibility to outliers. Due to varying sizes of high resolution images used in the training phase, there are many fluctuations in the predicted parameters for the first few epochs. This fluctuations results in a very large MSE and therefore MAE (L1 -norm) is used. The reason of getting a larger MSE is the fluctuations between the predicted image and real image. The convergence curve of the suggested model is shown in the Figure 5 . As the number of epoch's increases, the generator loss decreases drastically. But due to stochastic nature of the gradient descent algorithm, the loss function is not strictly decreasing.
D. EXPERIMENTAL ENVIRONMENT
Practically, the model was trained for 378 epochs. The training loss was 0.098 while the test loss was 0.13. The batch size was set to 21, and the model was trained on eight TitanX GPUs for about 3 days. Batch normalization ( or Gaussian normalization) was used at each CNN layer to make the input values in range from 0 to 1 in order not to blow up the loss function with larger pixel values (e.g 0-255). These hyper-parameters were fine-tuned by changing them empirically. The whole architecture was trained and developed using Keras 2.2.3 and PyTorch 1.0, while keeping Tensorflow 1.11 and PyTorch 3.5 as the back-end.
E. QUALITATIVE EVALUATION
The common quantitative measures used to evaluate the performance of the super resolution models are peak signal to noise ratio (PSNR) and structural similarity(SSIM) [38] .
As we previously mentioned, the results of the proposed model are compared with some of the essential and efficient deep learning based SISR models and the comparison shows the efficiency of our model quantitatively and visually and how it superiors the competitors models at scale 2, 4, and 8 as it illustrates in the table 3, 4 and 5 respectively.
In a residual connection network, similar to SRGAN, the major flaw is that the concatenated features of the previous layers are directly appended to the current features. But, in our architecture, the data first pass through a baby neural network and the importance of the given feature in that layer is obtained.
The importance factor is used to weigh the features and in turns can achieve better results.
Mathematically, using the baby neural networks, can give assurance that the loss can be equal or less than the typical residual networks. For example, the features from layer 1 are being concatenated with the features of layer 5. Then the resulting features in the layer 5 will be [L5, L1]. While the resulting features after the multiplication factor the f the resulting features would be [L5, f L1]. Now, depending on the training of the neural network the factor f will be in the range of [-1, 1] ( tanh function is used as the activation function at the output layer of the baby neural network). So the value of the important features will be nearly one.
In Figure 6 , PSNR enhancements of the proposed model can be clearly noticed in all test sets at scale factor 2.
F. VISUAL EVALUATION
For more investigation, visual comparisons are also implemented in this study to display the improvements of the suggested model in comparison to previous studies. Randomly selected images from the testing datasets are shown in the Figure 7 , 8 and 9 at scale 2, 4 and 8 respectively.
IV. CONCLUSION AND FUTURE WORK
In the fundamental concept of learning from data, the whole available data are used regardless of the value or importance of containing features. Mostly, the entire data are employed in the algorithms even if these data do not contain important and useful features. The algorithm will modify itself once the training starts. In this study, differently from the previous studies, the baby neural network is proposed and the output multiplication factor is used to interpret the 'importance' or the 'value' of the features which are coming from the previous CNN layer before concatenating that features with the current CNN layer. The model achieves noticeable improvements in the efficiency quantitatively and visually in spite of using different testing datasets especially URBAN 100 which is somewhat complex; this is the reason why many studies cancel it in the testing phase. In the future, the model can be optimized, the hyperparameters can be reduced, multi-scaling can be applied within the model instead of up-scaling at different scales separately. Different loss and activation functions can be employed as well as trying with different types of neural networks.
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