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Abstract
Standard matching problems can be stated in terms of skew symmetric
networks. On skew symmetric networks matching problems can be solved
using network flow techniques. We consider the problem of minimizing a
separable convex objective function over a skew-symmetric network with
a balanced flow. We call this problem the Convex Balanced Min Cost
Flow (Convex BMCF) problem.
We start with 2 examples of Convex BMCF problems. The first problem
is a problem from condensed matter physics: We want to simulate a
so called super-rough phase using methods from graph-theory. This
problem has previously been studied by Blasum, Hochsta¨ttler, Rieger
and Moll [15]. The second problem is a typical example for the
minconvex-problems previously studied by Apollonio and Sebo¨ ([5],
[6]) and Berger and Hochsta¨ttler [9].
We review the results for skew-symmetric networks by Jungnickel and
Fremuth-Paeger ([22], [23], [24], [25], [26]) and Kocay and Stone
([41], [42]). Using these results we present several algorithms to
solve the Convex BMCF problem. We present the first complete version
of the Primal-Dual algorithm previously studied by Fremuth-Paeger
and Jungnickel [27]. However, we only consider the case of positive
costs. We also show how to apply this algorithm to the Convex BMCF
problem. Then we extend the Shortest Admissible Path Approach of
Jungnickel and Fremuth-Paeger [23, p. 12] to a complete algorithm for
linear as well as convex cost problems on skew symmetric networks. In
the same manner we show how to adapt the Capacity Scaling algorithm
by Ahuja and Orlin [3, pp. 108-113] to skew symmetric networks and
balanced flows. The capacity scaling algorithm is weakly polynomial.
Another possibility for a weakly polynomial algorithm is the Balanced
Out-of-Kilter algorithm. This algorithm is based on Fulkerson’s
Out-of-Kilter algorithm [28] and Minoux’s adaptation of the algorithm
for convex costs [49]. We show that augmentation on valid paths is
not always necessary and introduce the idea of slightly different
networks. Using the same ideas for the Balanced Capacity Scaling we
obtain an Enhanced Capacity Scaling algorithm. The Enhanced Capacity
Scaling algorithm as well as the Balanced Out-of-Kilter algorithm are




Finally we show how to solve the problem from condensed matter physics
using the new idea of anti-balanced flows on skew-symmetric networks.
Using the Balanced Successive Shortest Path algorithm we also obtain
a new complexity limit for the minconvex problem of O(km log(n)). This
improves the complexity bound of Berger [8] by a factor of m
k
in the
case of separable convex costs with positive slope.
In the appendix of this thesis we consider dual approaches for the
Convex BMCF problem. The Balanced Relaxation algorithm, based on the
Relaxation algorithm by Bertsekas [13], does not determine a balanced
flow as the resulting flow will not necessarily be integral. This way
we only determine fractional matchings. As the algorithm is also slow
this algorithm is probably of limited use. A better ansatz seems to
be the Cancel and Tighten method by Karzanov and McCormick [38]. We
review their results and end with some ideas on how to implement a
balanced version of this algorithm.
Parts of this thesis have been published in:
H. Soller ’Balanced Min Cost Flow on skew symmetric networks with
convex costs’, submitted to Open Journal of Discrete Mathematics, 2013
Kapitel 1
Ein physikalisches Hors d’œuvre
’Some people call these problems hard...
I call them interesting’ — John Toner
Der Blick in die Natur ist oft faszinierend. Warum richtet sich eine Kompassnadel immer
nach Norden aus? Wie fliegt der Kranich im Schwarm? Wer malt die Bilder in den Sand
(Abb. ??)? Der geneigte Leser mag u¨ber diese Fragen verwundert sein und nach einem
einfu¨hrenden Beispiel zu Matchings suchen. Ein solches werden wir im 2. Kapitel angeben.
Was aber haben nun Kompassnadeln, Vogelschwa¨rme und Sandhaufen gemeinsam? Alle
diese Probleme sind nach obigem Zitat, je nach Betrachtungsweise, entweder hart oder
interessant, denn alle lassen sich mit Methoden aus der Renormierungsgruppentheorie
lo¨sen.
Frei nach der Aufforderung von David Mermin (
”
Shut up and calculate!“) greifen wir uns
das Problem der Sandhaufen heraus. Sand ist nicht immer flach, sondern es ergeben sich
oft raue, interessant geformte Oberfla¨chen wie in dem obigen Bild. Ein mo¨glicher Grund
fu¨r die
”
Wellen“ im Sand ko¨nnte sein, dass der darunterliegende Sand verschmutzt ist
und der Sand daher keine ebene Grundlage hat.
Ein ganz a¨hnliches Problem ist das Kristallwachstum. Kristallzu¨chtung erfolgt heutzutage
ha¨ufig (insbesondere bei hoher beno¨tigter Qualita¨t) mit sogenannten
”
epitaktischen Ver-
fahren“. Dabei wird das neue Kristallmaterial in einer sauberen Umgebung Atomschicht
auf Atomschicht auf eine Oberfla¨che aufgedampft. Natu¨rlich ist fu¨r die technische Anwen-
dung der Kristalle (z.B. Silizium) wichtig, wie sich eine raue Oberfla¨che auf die Form des
Kristallwachstums auswirkt.
Das Problem von Sandko¨rnern oder Atomen auf einer rauen Oberfla¨che wollen wir uns
vereinfacht vorstellen wie Quader, die man in Tu¨rmen auf einer ungleichma¨ßigen Fla¨che
aufstapelt [65]. Dies ist sicherlich bereits eine starke Approximation, insbesondere fu¨r den
Kristall erscheint sie aber angesichts der gleichma¨ßigen Struktur durchaus brauchbar. Dies
sei in der folgenden Abbildung verdeutlicht (Abb. 1.1). Auf die angegebenen Bezeichnun-
gen gehen wir spa¨ter noch ein.
In einem Kristall gibt es chemische Bindungskra¨fte und auch die Sandko¨rner u¨ben wech-
selseitig aufeinander eine Reibungskraft aus.
So liegt es nahe zu fragen, wie die Austauschwechselwirkung aussieht. Den Schmutz bzw.
die raue Oberfla¨che wollen wir durch Dichtefluktuationen δρ(~x, n) beschreiben, wobei ~x
die x,y-Koordinaten auf einer Oberfla¨che beschreibe und z = a · n(x, y) die Richtung des
1
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Abbildung 1.1: Illustration des Modells fu¨r Sandhaufen und Kristalle
Kristallwachstums bzw. der Gravitationskraft sei. Hierbei ist a die Gitterkonstante des
Kristalls bzw. die Gro¨ße eines Sandkorns. n ist also dimensionslos.
Dann erlaubt die Symmetrie des Systems (wir wollen auf die Argumente hier nicht na¨her
eingehen) in der freien Energie nur einen Term, der proportional ist (mit Proportiona-
lita¨tskonstante K¯) zu einem Oberfla¨chenintegral u¨ber die Dichte:
Eσ = K¯
∫
dσ [ρ0 + δρ(~x, z = a · n(x, y))] (1.1)
Hierbei sei ρ0 die Dichte des unverschmutzten Materials.




Wir bezeichnen diese Taylorna¨herung, da sie nur die
”








v(∇n)2 + K¯ · δρ(~x, z(~x))
]
(1.2)
Hierbei haben wir wieder eine neue Proportionalita¨tskonstante v eingefu¨hrt.
Wir betrachten nun die statistischen Oberfla¨chenfluktuationen von n(~x) unter dem Ein-
fluss der eingefrorenen (d.h. unvera¨nderlichen) Dichtefluktuationen δρ.
Diese Dichtefluktuationen ko¨nnen wir nun noch Fourier-transformieren und erhalten:












Hierbei beschreibt der Term φµ(~x, z) die Rauigkeit des Untergrunds. Da wir angenommen
haben, dass die Dichtefluktuationen eingefroren sind, muss eiφµ(~x,h) exponentiell abfallen
auf einer La¨nge, die der Gro¨ßenordnung der Korrelationsla¨nge der Sto¨rungen im Kristall
bzw. der Ausdehnung eines Sandhaufens entspricht.
Wir machen hier die Na¨herung φµ(~x, z) ≈ φµ(~x, z = 0). Man kann zeigen, dass diese
Na¨herung fu¨r kleine Proben gerechtfertigt ist [66, S. 632].
Ferner nehmen wir von der Fouriertransformation hier lediglich den ersten Term mit. Man
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kann zeigen, dass die u¨brigen Terme irrelevant sind. Wir erhalten damit den sogenannten
















v(∇n)2 + γ0 cos(2piG0a(n(~x) + d(~x)))
}
(1.5)
Hierbei gilt d(~x) = φ1(~x)
a·G0
. Tsai und Shapir haben nun den Term n(~x) + d(~x) folgender-
maßen interpretiert [67]: Da wir ja nur ganzzahlige Mengen an Sandko¨rnern und Atomen
haben gilt n(~x) ∈ N. d(~x) beschreibt die Rauigkeit des Untergrunds. D.h. wie in dem
Schaubild (Abb. 1.1) gezeichnet, wird die Gesamtho¨he des Atoms bzw. Sandkorns durch
h(~x) = n(~x) + d(~x) angegeben. Hierbei ko¨nnen wir d(~x) ∈ [−0, 5; 0, 5] wa¨hlen, da die
Rauigkeit sonst wie ein weiteres Sandkorn wirkt.
Ferner sehen wir, dass der Hamiltonian eine Symmetrie gewonnen hat, die der Ausgangs-
hamiltonian nicht hatte: n(~x) → n(~x) +m mit m ∈ N. Wir ko¨nnen also eine neue Lage
von Atomen oder Sandko¨rnern aufschichten, ohne die Energie zu vera¨ndern.
Diese Symmetrie wollen wir nun verwenden, um einen noch einfacheren Hamiltonian zu
finden. Dazu kehren wir noch einmal zu unserer Ausgangsu¨berlegung zuru¨ck. Wir woll-
ten eine Beschreibung der Austauschwechselwirkung erhalten. Wir nehmen dazu an, dass
diese durch eine Funktion V beschrieben werde und abha¨ngig sei von der Ho¨he h des
Sandhaufens bzw. des Kristallturms. Nach obiger Argumentation gilt hi = ni + di, wenn
wir die Haufen bzw. Tu¨rme durchnummerieren mit i ∈ N.
Um die Symmetrie hi → hi + m ∀m ∈ N zu erfu¨llen, ko¨nnen wir am einfachsten einen




V (hi − hj) (1.6)
Fu¨r das Sandhaufen-Problem ist offensichtlich, dass die Wechselwirkung nur von den
na¨chsten Nachbarn kommen kann. Bei der Wechselwirkung von Kristallatomen ist dies
weniger eindeutig. Trotzdem macht man meist die Annahme, nur die na¨chsten Nachbarn
(n.N.) tru¨gen zur Wechselwirkung bei.
Die Potentialfunktion kann im Prinzip beliebig gewa¨hlt werden. Eine glatte Oberfla¨che
mit hi = hj (mit i und j na¨chsten Nachbarn) erscheint vorteilhaft. Wir ko¨nnen also V
so wa¨hlen, dass fu¨r hi = hj gilt V (hi − hj) = 0. Als einfachsten Ansatz ko¨nnen wir nun





(hi − hj)2 nehmen mit einer Proportionalita¨tskonstanten Jb . In [17, S.
582-584] wird dieser Ansatz noch etwas weitergehender motiviert.
Man erha¨lt damit das
”







(hi − hj)2 (1.7)
Die 2 betrachteten Hamiltonians ((1.5) und (1.7)) sehen nun vo¨llig unterschiedlich aus.
Interessant ist aber, dass sie beide die gleichen Symmetrien aufweisen.
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In der obig erwa¨hnten Renormierungsgruppentheorie interessiert man sich bei den darge-
stellten Problemen fu¨r sogenannte Phasenu¨berga¨nge wie z.B. von Wasser zu Eis (oder von
wirr umherfliegenden Vo¨geln zum Schwarm). Da die Symmetrien der beiden Hamiltonians
gleich sind, kann man zeigen, dass beide Hamiltonians die selbe Universalita¨tsklasse, d.h.
die selben Phasenu¨berga¨nge, haben [34, S. 137].
Fu¨r den Sine-Gordon Hamiltonian fanden Toner und diVincenzo einen interessanten Pha-
senu¨bergang bei niedrigen Temperaturen von einer rauen zu einer sog. superrauen Phase.
In dieser Phase werden die Fluktuationen in den Ho¨hen bei tiefen Temperaturen entgegen
der Intuition nicht kleiner, sondern gro¨ßer. Wir ko¨nnen uns also vorstellen, dass Kristalle
dann sehr unscho¨ne Oberfla¨chen bekommen und Sandhaufen bei geringem Wind (ent-
spricht der Temperatur) besonders hoch werden.
Nun ko¨nnen wir versuchen diese supperraue Phase zu beobachten. Zum Einen kann man
dies mittels Ro¨ntgenstrahluntersuchungen von Proben tun. Ein anderer Weg wa¨re die Si-
mulation des Systems. Hierbei mu¨ssen wir die superraue Phase besonders gut bei tiefen
Temperaturen beobachten ko¨nnen [58, S. 1]. Der geneigte Physiker mag nun sofort an
Monte-Carlo Simulationen denken. Diese sind aber bei tiefen Temperaturen schwer zu
beherrschen bzw. wenig effizient [58, S. 1].
Statt dessen ko¨nnen wir uns hier an eine Erfindung von Leonhard Euler im Jahre 1736
erinnern: Die Graphentheorie [35, S. 1].
Wir wollen also versuchen unser Problem als Graphenproblem darzustellen. Dazu nehmen
wir uns den Hamiltonian und versuchen den Zustand niedrigster Energie zu finden. Dies
entspricht der Berechnung des exakten Grundzustandes des Systems bei Temperatur 0
Kelvin. Wir ko¨nnen also untersuchen, ob das System bei T = 0K immer noch in der
superrauen Phase ist.







((di + ni)− (dj + nj))2 (1.8)
Den Faktor J
b
ko¨nnen wir hier auch fortfallen lassen, da er ohnehin nur eine Proportiona-
lita¨tskonstante ist. Wir definieren nun dij = di− dj und xij = ni− nj und erhalten damit




Wir sehen sofort (dij + xij)
2 = (dji + xji)
2, denn (hi − hj)2 = (hj − hi)2.
Die vera¨nderlichen Variablen sind allein die xij’s. Ferner ist i immer genau dann ein na¨chs-
ter Nachbar von j, wenn j ein na¨chster Nachbar von i ist.
Die Verbindung zu Netzwerken ist nun anschaulich klar, auch wenn wir die gleich ver-
wendeten Begriffe erst spa¨ter einfu¨hren werden. Die Sandko¨rner werden zu Knoten im
Netzwerk und die na¨chsten Nachbarn durch Kanten verbunden. Um nicht 2 Kanten (ij)
und (ji) einfu¨hren zu mu¨ssen, verdoppeln wir die Knoten und haben dann nur noch ein-
fache Kanten zwischen diesen Knoten. Wir versehen die neuen Knoten mit einem Strich.
Knoten i und Knoten i′ beschreiben also dasselbe Sandkorn. Die Struktur des entste-
henden Netzwerks wird in der folgenden Abbildung veranschaulicht, in der wir zuna¨chst
die Struktur einer einzelnen Sandkorn- bzw. Atomlage gezeichnet haben und daneben die
U¨bertragung in ein Netzwerk. Hierbei wird die Symmetrie der na¨chsten Nachbarn auch
im Netzwerk deutlich.
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Abbildung 1.2: Illustration des U¨bergangs zu einem Netzwerkproblem
Man wird zuna¨chst einwenden, dass das Netzwerk ja gar nicht notwendig verbunden ist.
Wir werden deshalb zwei Knoten s und t einfu¨hren, die jeweils zu allen Knoten ohne
Strich bzw. allen mit Strich verbunden sind. Aufgrund der auffa¨lligen Symmetrie bezeich-
nen wir dann solche Netzwerke als schiefsymmetrische Netzwerke. Die einzelnen Terme in
der Summe des Hamiltonians ko¨nnen wir offenbar mit den einzelnen Kanten assoziieren
und wir werden sie als
”
Kosten“ auf den Kanten bezeichnen.
Das Ziel soll nun sein die obig dargestellte Netzwerkstruktur zu nutzen, um H(x) zu mi-
nimieren.
Bevor wir nun allerdings die bereits benutzten Begriﬄichkeiten wie Knoten und Kanten
korrekt einfu¨hren, wollen wir noch ein Matching-Problem vorstellen, welches wir mit un-
seren Algorithmen fu¨r schiefsymmetrische Netzwerke lo¨sen ko¨nnen.
Kapitel 2
Optimales Rudern
Ein Lehrer steht vor seiner Klasse mit 20 Schu¨lern. Schon einige Male ist die Klasse zum
Rudern gefahren und hat dabei das Rudern im Zweier geu¨bt (also ein Ruder backbord
und ein Ruder steuerbord). Heute will er von den Schu¨lern beim Rudern Zeiten nehmen.
Damit sich keine Boote gegenseitig behindern, will er nur ein Boot auf der Strecke fahren
lassen. Der Lehrer glaubt, dass innerhalb der 2 Unterrichtsstunden 8 Zeitfahrten mo¨glich
sind.
Bei der Einteilung der Paare fu¨r die Boote muss der Lehrer zudem darauf achten, dass
Schu¨ler zusammen rudern, deren Rhythmus in etwa gleich ist. Wer schon einmal das Rie-
menrudern im Zweier versucht hat, wird wissen, wie schwer es ist, einen gleichen Schlag-
rhythmus zu finden, um das Boot geradeaus zu steuern.
Der Lehrer will nun natu¨rlich von mo¨glichst vielen Schu¨lern eine Zeitnahme machen. Es
soll also mo¨glichst kein Schu¨ler mehrmals rudern. Dies kann aber vorkommen, weil z.B.
5 Schu¨ler den gleichen Schlagrhythmus haben und mit keinem anderen rudern ko¨nnen.
Wa¨hlen wir also ein Paar von Schu¨lern aus, so ko¨nnen wir die Schu¨ler damit fu¨r ein wei-
teres Zeitfahren nicht automatisch ausschliessen.
Wie kann der Lehrer eine mo¨glichst gute Paarung von Schu¨lern finden?
Auch hier hilft uns die Graphentheorie. Versuchen wir das Problem zuna¨chst in einem
Graphen zu visualisieren. Dabei identifizieren wir jeden Schu¨ler mit einem Knoten des
Graphen. Jedes Paar von Schu¨lern mit in etwa gleichem Schlagrhythmus verbinden wir
nun durch eine Kante. Wir erhalten hierbei z.B. folgenden Graphen (Abb. 2.1). Jede der
Kanten steht dabei fu¨r ein mo¨gliches Paar von Ruderern. Damit entspricht jeder Paarung
von Schu¨lern ein Untergraph des in (Abb. 2.1) dargestellten Graphen. Hierbei besteht der
Untergraph gerade aus den der Paarung entsprechenden Kanten sowie den Anfangs- und
Endpunkten dieser Kanten. Ein, allerdings nicht optimales, Beispiel fu¨r eine Paarung ist
in (Abb. 2.2) angegeben. Allgemein bezeichnet man Probleme, bei denen eine optimale
Paarung auf einem Graphen bestimmt werden soll nach dem englischen Wort fu¨r
”
zusam-
menfu¨hren“ (to match) als Matching-Probleme.
Die Abbildung (Abb. 2.1) sieht offensichtlich ziemlich wirr aus. Man erkennt dabei Kno-
ten, die nur mit einem anderen Knoten verbunden sind, also Schu¨ler, die einen sehr spe-
ziellen Ruderstil haben und andere, die mit 3 oder 4 Knoten verbunden sind. Es erscheint
allerdings praktisch unmo¨glich eine auch nur ansatzweise optimale Paarung durch
”
ge-
schultes Auge zu sehen“. Gleichzeitig gibt es exponentiell viele Mo¨glichkeiten, wie man
6
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Abbildung 2.1: Graph, der alle mo¨glichen Ruderpaarungen fu¨r 20 Schu¨ler entha¨lt
Abbildung 2.2: Untergraph, der eine mo¨gliche Paarung der Schu¨ler repra¨sentiert
die Paarungen vornehmen ko¨nnte, sodass auch der Einzelvergleich aller Mo¨glichkeiten
nach einem bestimmten Schema wenig sinnhaft erscheint.
Die Suche nach effizienten Lo¨sungsalgorithmen scheint also selbst bei derart kleinen Pro-
blemen dringend geboten.
Wir werden spa¨ter sehen, dass es sich bei diesem Matching-Problem um ein sogenann-




Nachdem wir nun zuna¨chst etwas salopp den Begriff des schiefsymmetrischen Netzwerks
eingefu¨hrt haben, wollen wir in diesem Abschnitt einige grundlegende Charakteristika
schiefsymmetrischer Netzwerke festhalten und auch die Verbindung zu den bereits erwa¨hn-
ten Matching Problemen andeuten.
3.1 Schiefsymmetrisches und balanciertes Netzwerk
In der Literatur gibt es sowohl den Begriff des schiefsymmetrischen Netzwerks (z.B. [30]),
als auch den Begriff des balancierten Netzwerks (z.B. [22]), die beide praktisch synonym
gebraucht werden. Wir wollen hier den Begriff des schiefsymmetrischen Netzwerks gebrau-
chen, da sich der Begriff des
”
balanced network“ bereits in der Physik der Neuronen [61],
der Informatik [44] und der Elektrotechnik [16] eingebu¨rgert zu haben scheint. Auch in der
Wirtschaftswissenschaft scheint die
”
balanced scorecard“ zum Gebrauch dieses Terminus
anzuregen (z.B. bei der
”
Balanced Network Systems GmbH“).
Es soll dabei aber nicht verkannt werden, dass Kocay und Stone den Begriff des balan-
cierten Netzwerks erstmals eingefu¨hrt haben [41] und auch die maßgebliche Arbeit von
Jungnickel und Fremuth-Paeger [22] den Begriff des balancierten Netzwerks verwendet.
Auf die Arbeiten von Kocay und Stone sowie Jungnickel und Fremuth-Paeger wollen wir
auch unsere Einfu¨hrung hier abstu¨tzen.
3.2 Definition schiefsymmetrischer Netzwerke
Wir mu¨ssen zuna¨chst ein wenig grundlegende Notation einfu¨hren. Ein Graph G = (V,E)
ist ein Paar von disjunkten, endlichen Mengen, wobei die Elemente von E die Kanten und
die Elemente von V die Knoten repra¨sentieren. E ist hierbei mit pij ∈ N ∪ {0} von der
Form:
E = {(ij)k|i, j ∈ V ; k ≤ pij, k ∈ N} (3.1)
pij gibt also gerade die Anzahl der Kanten zwischen i und j an. Hierbei orientiert sich die
Notation fu¨r Kanten an der im Buch von Ahuja und Orlin [3]. Diese Notation wird meist
8
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im Kontext von Min Cost Flow Algorithmen verwendet, weshalb sie hier abweichend von
der Notation in [22] verwandt werden soll.
Ein Knoten i heißt mit einer Kante inzident, wenn i Start- oder Endknoten der Kante ist.
Gilt fu¨r 2 Knoten i, j ∈ V , dass (ij)k ∈ E fu¨r mindestens ein k ∈ {1, · · · , pij}, so heißen
sie benachbart oder adjazent.
Wir wollen im Folgenden stets einfache Graphen betrachten. Hierbei gilt pij ≤ 1 ∀i, j ∈ V .
Definition 3.1 (einfach). Ein Graph heißt einfach, wenn es zwischen 2 Knoten nicht
mehr als eine Kante gibt.
In einem einfachen Graph bezeichnen wir daher die Kanten auch mit (ij) fu¨r i, j ∈ V
statt mit (ij)1.
Als Beispiel betrachten wir folgenden Graphen (Abb. 3.1). Die Buchstaben B,H, S und
M mo¨gen dabei stellvertretend fu¨r Bremen, Hagen, Siegen und Mannheim stehen. Damit
gilt in diesem Beispiel V = {B,H, S,M} und E = {(BS), (BH), (BM), (HM), (SM)}.
Abbildung 3.1: Beispiel fu¨r einen einfachen Graphen
Auf solchen Graphen ko¨nnen wir nun Spazierga¨nge, Wege und Pfade definieren: Ein
Spaziergang auf G ist ein nichtleerer Teilgraph S = (V,W ) von G der Form W =
{(i1i2), (i2i3) · · · , (ik−1ik)}. Sind auf einem Spaziergang S die Kanten (il, il+1) ∈ W paar-
weise verschieden, so bezeichnen wir den Spaziergang als Weg. Sind hierbei sogar die
il, l ∈ {1, · · · , k} paarweise verschieden, so nennen wir den Spaziergang S einen Pfad. Ein
Pfad kann also keinen Knoten doppelt enthalten. Die La¨nge eines Pfades ist damit auf
die Anzahl n von Knoten im Netzwerk beschra¨nkt [35, S. 5].
Wir bezeichnen Spazierga¨nge als geschlossen, falls i1 = ik gilt. Das Analogon fu¨r Pfade
nennen wir einen Kreis. Ein Kreis ist hierbei ein Teilgraph C = (V,W ), so dass die Menge
W wieder die Eigenschaft i1 = ik hat und die il, l ∈ {1, · · · , k − 1} wieder paarweise ver-
schieden sind. Es wiederholt sich also nur der Knoten i1 = ik [43, S. 16]. Man konstruiert
das schiefsymmetrische Netzwerk zu einem einfachen Graphen, um Matchingprobleme auf
diesem Graphen zu lo¨sen. Bevor wir nun allerdings das Netzwerk konstruieren ko¨nnen,
mu¨ssen wir den Begriff des Netzwerks korrekt einfu¨hren. Der erste Schritt zu einem Netz-
werk ist dabei ein sogenannter Digraph [43, S. 26].
Definition 3.2 (Digraph). Ein gerichteter Graph oder auch Digraph (directed graph)
ist ein Paar von disjunkten endlichen Mengen V (Knoten) und E (Kanten), wobei die
Elemente von E gerichtete Paare (ij) von Elementen i, j ∈ V, i 6= j sind. Man bezeichnet
die Kanten E manchmal auch als Bo¨gen (arcs) um den Unterschied zum ungerichteten
Graph zu verdeutlichen.
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Die Sprechweise fu¨r Knoten und Kanten bleibt dabei die selbe. Zwei Kanten (ij), (ji)
mit i, j ∈ V heißen antiparallel.
Fu¨r die Konstruktion eines schiefsymmetrischen Netzwerks beno¨tigen wir nun noch eine
Menge V ′, die disjunkt zu V ist. Ferner existiere eine bijektive Abbildung pi : V → V ′. Wir
definieren nun i′ := pi(i) und nennen i′ den komplementa¨ren Knoten zu i. Die Elemente von
V nennen wir die a¨ußeren und die von V ′ die inneren Knoten. Bemerkung: Wenn man
will, kann man die Menge V ′ explizit konstruieren. Eine Idee ist folgende Konstruktion:
V ′ := {(i, 0)|i ∈ V } (3.2)
Man kann die Bijektion pi dann einfach notieren: pi(i) := (i, 0).
Neben den genannten Knotenmengen wa¨hlen wir nun eine Quelle s (source) und eine
Senke t (target), wobei weder s noch t aus V oder V ′ seien. Mit den Kantenmengen
AG := {(ij′) : (ij) ∈ E}, As := {(sj) : j ∈ V } und At := {(i′t) : i ∈ V } definieren wir den
schiefsymmetrischen Digraphen DG := (V ∪ V ′ ∪ {s, t}, AG ∪ As ∪ At).
Die Richtung einer Kante im schiefsymmetrischen Digraphen ist dabei folgendermaßen
vorgegeben: Alle Kanten (ij′) mit i ∈ V, j′ ∈ V ′ sind Vorwa¨rtskanten. Ferner sind alle
Kanten (si), i ∈ V Vorwa¨rtskanten, genauso wie alle Kanten (j′t), j′ ∈ V ′. Sprechen wir
von Kanten (ji′), so meinen wir, dass wir auf der Kante (ij′) ∈ AG ru¨ckwa¨rts gehen und
sprechen daher von Ru¨ckwa¨rtskanten. Fu¨r die Ru¨ckwa¨rtskante schreiben wir auch (ij′) =
j′i. Die Knoten bzw. Kanten eines Digraphen (bzw. spa¨ter eines Netzwerks) bezeichnen
wir mit V (DG) bzw. A(DG).
Der schiefsymmetrische Digraph hat hierbei noch eine interessante Eigenschaft. Wir geben
zuna¨chst folgende Definition an [43, S. 70]:
Definition 3.3 (bipartit). Ein Graph G = (V,E) heißt bipartit, falls eine Partition
V = S
⊎
T der Knotenmenge V existiert, so dass die Kantenmengen E|S und E|T leer
sind. Mit anderen Worten: Es gibt keine Kanten (ij) ∈ E mit i, j ∈ S oder i, j ∈ T .
Mit der Schreibweise E|S meinen wir hierbei alle Kanten mit Anfangs- und Endpunkt
in S. Zur Illustration dieser Definition betrachten wir noch den bipartiten Graphen in
der (Abb. 3.2). Die Partition der Knotenmenge ist dabei durch durch S = {1, 4} und
T = {2, 3} gegeben.
Abbildung 3.2: Beispiel fu¨r einen bipartiten Graphen
Damit ist auch offensichtlich, dass ein schiefsymmetrischer Digraph immer bipartit ist.
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Die Partition kann man dabei allgemein angeben mit:
V ∪ V ′ ∪ {s, t} = (V ∪ {t}) unionmulti (V ′ ∪ {s}) (3.3)
Definieren wir nun s als inneren Knoten und t als a¨ußeren Knoten, so gilt, dass jeder Pfad
abwechselnd auf inneren und a¨ußeren Knoten verla¨uft.
Betrachten wir nun ein Beispiel fu¨r den U¨bergang von einem Graphen zum schiefsymme-
trischen Digraphen (Abb. 3.3).
In dem Bild wird auch deutlich woher die Namensgebung der Schiefsymmetrie kommt.
Abbildung 3.3: Beispiel fu¨r den U¨bergang zum schiefsymmetrischen Digraphen
Der Begriff der Komplementarita¨t ist fu¨r die Struktur eines schiefsymmetrischen Digra-
phen offensichtlich von großer Bedeutung. Wir wollen den Begriff deshalb an dieser Stelle
auf beliebige Knotenmengen erweitern: Wir definieren s′ := t und j′ := i, wenn mit dieser
Definition auch i′ = j gilt. Fu¨r Mengen gilt W ′ := {i′ : i ∈ W} fu¨r eine gegebene Menge
W ⊆ V (DG). Gilt W = W ′, so nennen wir W eine selbst-komplementa¨re Menge.
Nehmen wir Schleifen (also Kanten der Form (ii)) im Graphen G aus, so werden Kanten
im Ausgangsgraphen durch 2 Kanten (ij′) und (ji′) repra¨sentiert. Diese Kanten bezeich-
net man folglich auch als komplementa¨re Kanten. Eine Schleife wird lediglich durch eine
Kante (ii′) in DG beschrieben.
Bisher haben wir nur Digraphen eingefu¨hrt. Wir haben den Begriff des Netzwerks zwar
benutzt, aber noch nicht definiert. Dies wollen wir nun nachholen [43, S. 63]:
Definition 3.4 (Netzwerk). Sei G = (V,E) ein Digraph und v, w : E → R 2 Funktionen.
Wir bezeichnen das Tripel (G, v, w) als Netzwerk und die Funktionen v und w als obere
und untere Kapazita¨tsbeschra¨nkung. v(ij) bzw. w(ij) ist dabei die Kapazita¨tsbeschra¨nkung
der Kante (ij) ∈ E.
Wir betrachten hier lediglich Matching-Probleme. Hier fu¨hrt man nur ganzzahlige Ka-
pazita¨ten cap : E → N ein. Wir werden spa¨ter noch sehen, warum andere Kapazita¨ten
keinen Sinn machen wu¨rden.
Netzwerke kann man sich hierbei wie hierarchische Computernetzwerke vorstellen. Wir
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haben eine Menge von Servern und eine Menge von Terminals, wobei wir die Server-
Terminal Richtung als Vorwa¨rtsrichtung auszeichnen wollen. Die Struktur des Netzwerks
wird im Digraphen kodiert und zusa¨tzlich die Bandbreiten der Netzwerkverbindungen in
der Kapazita¨tsbeschra¨nkung.
Wir mu¨ssen also auf dem schiefsymmetrischen Digraphen noch Kapazita¨tsbeschra¨nkun-
gen auf den Kanten definieren, um ein schiefsymmetrisches Netzwerk zu erhalten.
Offensichtlich sollten wir die Kapazita¨ten nicht irgendwie wa¨hlen. Wir haben bereits ange-
sprochen, dass die Motivation zur Untersuchung schiefsymmetrischer Netzwerke Matching-
Probleme sind. Es liegt also nahe zuna¨chst Matching-Probleme zu betrachten, um die
Kapazita¨tsbeschra¨nkung dann so zu wa¨hlen, dass sie eine einfache Lo¨sung von Matching-
problemen erlaubt. Wir wollen an dieser Stelle den Begriff des Matchings sehr technisch
einfu¨hren, um die Definition des schiefsymmetrischen Netzwerks zu ermo¨glichen. Im na¨chs-
ten Abschnitt werden wir den Begriff des Matchings dann etwas anwendungsorientierter
betrachten.
Wir betrachten bei Matching-Problemen nicht mehr allein einen Graphen, sondern soge-
nannte Multigraphen G := (V,E, c, u) mit der oberen Kapazita¨tsbeschra¨nkung c : E → N
und der unteren Kapazita¨tsbeschra¨nkung u : E → N. Man bezeichnet hierbei c(ij) auch
als die Multiplizita¨t der Kante (ij). Der Begriff der Multiplizita¨t bezeichnet hier ausdru¨ck-
lich keine Kosten, sondern vielmehr wie viel Fluss u¨ber die Kante geschickt werden darf,
bzw. wie oft die Kante verwendet werden darf.
Aus solchen Graphen konstruieren wir schiefsymmetrische Netzwerke, um auf dem Mul-
tigraphen Matchingprobleme zu lo¨sen. Es liegt also nahe fu¨r die Kanten, die nicht mit s
und t inzidieren die oberen und unteren Kapazita¨tsbeschra¨nkungen der Kanten im Mul-
tigraphen in das schiefsymmetrische Netzwerk zu u¨bernehmen.
Kommen wir nun zum Begriff des Matchings auf dem Multigraphen. Jede Abbildung
φ : E → N0 mit u ≤ φ ≤ c nennen wir einen Untergraph von G. Die sogenannte Gradse-
quenz von φ in G ist dabei gegeben durch:




Es gilt hierbei φ((ii)) := 0, falls keine Schleife (ii) auftritt. Wir bezeichnen nun degφ(i) als
den Grad von i im Untergraphen φ. degφ(i) soll dabei angeben, wie viel Fluss insgesamt
aus dem Knoten i ∈ V herauslaufen darf.
Offenbar wird bei dem Grad eines Knotens eine Schleife doppelt geza¨hlt. In den spa¨teren
Algorithmen wird die Bedeutung dieses technischen Details deutlich werden.
Betrachten wir nun den Graphen selbst, so kann man ebenfalls eine Gradfunktion deg :
V → N definieren:




Wir bezeichnen nun allgemein jede Abbildung θ : V → N0 mit θ ≤ deg als Gradsequenz
von G.
Bevor wir fortfahren, wollen wir uns die Begriffsbildung eines Knotengrades anhand eines
Beispiels verdeutlichen. Betrachten wir dazu den Multigraphen G in (Abb. 3.4).
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Abbildung 3.4: Beispiel fu¨r einen Multigraphen
In der Abbildung sind die Kapazita¨tsbeschra¨nkungen jeweils an den Kanten angegeben.
Betrachten wir den Knoten 2, so gilt:
deg(2) = c((22)) + c((24)) + c((25)) + c((26)) + c((22)) + c((21)) (3.6)
= 2c((22)) + c((24)) + c((25)) + c((26)) + c((21)) (3.7)
= 4 + 2 + 1 + 3 + 4 = 14 (3.8)
In Bezug auf Matching-Probleme gibt der Grad eines Knotens i ∈ V also an, mit vielen
anderen Knoten man i verpaaren kann.
Vo¨llig analog kann man den unteren Grad eines Knotens einfu¨hren:




Ein Matching-Problem charakterisieren wir nun ebenfalls durch obere und untere Grenzen
fu¨r die Anzahl der mo¨glichen Verpaarungen eines Knotens. Diese mu¨ssen nun aber offen-
sichtlich die Grade und unteren Grade im Graphen respektieren. Wir definieren also zwei
Gradsequenzen a und b auf G, wobei a die unteren und b die oberen Grenzen darstelle.
Es gilt also a(i) ≤ b(i), a(i) ≥ udeg(i) und b(i) ≤ deg(i) ∀i ∈ V (G).
Wir ko¨nnen damit das Untergraph-Netzwerk M := (V,E, c, a, b) definieren. Dieses besitzt
also nicht nur die Kapazita¨tsbeschra¨nkung c, sondern zusa¨tzlich noch die Beschra¨nkun-
gen auf den Knoten a und b. Wir bezeichnen damit jeden Untergraphen φ von G mit
a ≤ degφ ≤ b als Matching von M . degφ(i) fu¨r einen Knoten i ∈ V gibt damit fu¨r ein
Matching φ von G an, mit wie vielen Knoten i verpaart worden ist. Ist G sogar bipartit,
so sprechen wir von Zuweisungen anstelle von Matchings.
Damit ist nun auch klar, dass die Kapazita¨ten auf den Kanten si und j′t nur jeweils durch
die Funktion b gegeben sein ko¨nnen, womit wir nun die Kapazita¨tsbeschra¨nkung auf dem
Netzwerk notieren ko¨nnen:
cap(ij′) := c((ij)) ∀ Kanten (ij) ∈ E, i 6= j (3.10)
cap(ii′) := 2c((ii)) ∀ Schleifen (ii) ∈ E (3.11)
cap(si), cap(i′t) := b(i) ∀ Knoten i ∈ V (3.12)
Ganz analog ko¨nnen wir auch die untere Kapazita¨tsbeschra¨nkung definieren:
l(ij′) := u((ij)) ∀ Kanten (ij) ∈ E, i 6= j (3.13)
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l(ii′) := 2u((ii)) ∀ Schleifen (ii) ∈ E (3.14)
l(si), l(i′t) := a(i) ∀ Knoten i ∈ V (3.15)
Wir bezeichnen nun das NetzwerkNM := (DG, cap, l) als das schiefsymmetrische Netzwerk
assoziiert mit dem durch M beschriebenen Matching-Problem. Wir ko¨nnen also fu¨r jedes
Matching-Problem ein schiefsymmetrisches Netzwerk konstruieren.
Die Form schiefsymmetrischer Netzwerke bleibt dabei immer gleich, so dass es sinnvoll ist
allgemein von schiefsymmetrischen Netzwerken zu sprechen, ohne sich auf ein spezifisches,
durch M beschriebenes Matching-Problem zu beziehen. Wir verstehen dabei unter einem
schiefsymmetrischen Netzwerk folgendes:
Definition 3.5 (Schiefsymmetrisches Netzwerk). Ein schiefsymmetrisches Netzwerk ist
ein Netzwerk mit den folgenden Eigenschaften:
• die Knoten von N bestehen aus der Quelle s, der Senke t, einer Menge von Knoten
X := {x1, · · · , xn} und einer von X disjunkten Menge X ′ fu¨r die eine Bijektion
pi : V → V ′ existiert
• N entha¨lt das Paar von Kanten (sxi) und (x′it) fu¨r 1 ≤ i ≤ n








• fu¨r die Kapazita¨ten gilt: cap(sxi) = cap(x′it), cap(xix′j) = cap(xjx′i) ∀ Kanten (ij)
Auch fu¨r ein schiefsymmetrisches Netzwerk N bezeichnen wir die Kanten des Digra-
phen wieder mit A(N) und die Knoten mit V (N).
Auf einem Netzwerk betrachten wir nun Flu¨sse. Bei der Definition eines Flussnetzwerks
wird nun auch klar, weshalb wir 2 ausgezeichnete Knoten s und t beno¨tigen [43, S. 154]:
Definition 3.6 (Fluss, Flussnetzwerk). Sei N = (G, cap, l) ein Netzwerk und s und t 2
Knoten aus V (N). t sei mit s durch Kanten verbunden. Ein Fluss auf N ist dann eine
Zuweisung x : E → R. Ist auf einem Netzwerk N ein Fluss definiert, so bezeichnet man
N als Flussnetzwerk.
Wir bezeichnen hier die Funktionswerte x(ij) analog zur Nomenklatur im Buch von
Ahuja et. al. mit xij [3, S. 5]. Den Vektor der Flussvektoren bezeichnen wir wie die Funk-
tion mit x. Ob wir die Funktion oder den Vektor meinen, wird dabei jeweils aus dem
Zusammenhang deutlich werden.
Die verschiedenen Funktionen x, l und cap sind jeweils spezifisch zu unterscheiden. Wir
wollen daher ihre Bedeutung wieder an einem kleinen Beispiel erla¨utern. Wir betrachten
dazu wieder unseren Beispielgraphen (Abb. 3.5).
Wir haben nun zusa¨tzlich an den Kanten Richtungen und Flusswerte angegeben. Es gilt
also x = (2, 3, 31, 7, 5), bzw.
x(ij) =

2, (ij) = (BH)
3, (ij) = (BS)
31, (ij) = (BM)
7, (ij) = (HM)
5, (ij) = (SM)
(3.16)
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Abbildung 3.5: Ein gerichteter Graph mit Flusswerten




3, (ij) = (BH)
6, (ij) = (BS)
32, (ij) = (BM)
10, (ij) = (HM)
7, (ij) = (SM)
l(ij) =

0, (ij) = (BH)
2, (ij) = (BS)
10, (ij) = (BM)
1, (ij) = (HM)
3, (ij) = (SM)
(3.17)
Das Netzwerk (G, cap, l) ist dann ein Flussnetzwerk, da wir auf dem Netzwerk einen Fluss
x definiert haben.
Wir definieren nun auf den Knoten eines Flussnetzwerkes noch U¨berschu¨sse und Defizite.




(ij)∈A(N) xij und bezeichnet diesen Wert als
den U¨berschuss (excess) auf einem Knoten i, wobei natu¨rlich e(i) auch negative Werte
annehmen kann (Defizit).
Es kann in einem Netzwerk sinnvoll sein, zu fordern, dass gewisse Knoten einen bestimm-
ten U¨berschuss bzw. Defizit aufweisen sollen. Z.B. sollte eine Quelle einen U¨berschuss
aufweisen. Ferner sehen wir in unserem Netzwerk-Beispiel, dass der Fluss wichtige Eigen-
schaft l(ij) ≤ xij ≤ cap(ij) besitzt. Wir geben hier dieser wichtigen Eigenschaft noch
einen Namen:
Definition 3.7 (zula¨ssig). Wir bezeichnen einen Fluss auf einem Netzwerk als zula¨ssig,
falls er die Kapazita¨tsgrenzen des Netzwerks respektiert (l(ij) ≤ xij ≤ cap(ij)) und die
U¨berschu¨sse bzw. Defizite, die wir auf den Knoten definiert haben, die vorgegebenen Werte
haben.
3.3 Verbindung zu Matchings
Die Motivation zur Einfu¨hrung schiefsymmetrischer Netzwerke bei Kocay und Stone be-
stand in der einfachen Lo¨sbarkeit von Matching Problemen auf schiefsymmetrischen Netz-
werken.
Hierbei nutzen wir aus, dass das schiefsymmetrische Netzwerk eine bipartite Struktur
hat. Fu¨r bipartite Matchingprobleme basieren die schnellsten bekannten Algorithmen auf
Flussalgorithmen [43, S. 207].
Der von uns eingefu¨hrte Matching-Begriff ist aber sehr technisch. Wir wollen daher an
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dieser Stelle zuna¨chst eine weniger technische Definition eines Matchings angeben [35, S.
213]:
Definition 3.8 (Matching). Sei G = (V,E) ein Graph. Ein Graph M = (V,EM) mit
EM ⊆ E heißt ein Matching, wenn jeder Knoten in V mit ho¨chstens einer Kante von
M inzident ist. Es gilt also degM(i) ≤ 1 ∀i ∈ V mit der Gradfunktion degM auf M . Gilt
(ij) ∈ EM , so sagen wir auch i ist gematcht zu j.
Es sei hier darauf hingewiesen, dass der zuvor angegebene Matchingbegriff allgemei-
ner ist, da nur a ≤ degM ≤ b verlangt wurde. Dies beinhaltet auch sogenannte Faktor-
Probleme, die wir spa¨ter noch ansprechen werden. Die obige Definition ist fu¨r die An-
schauung an dieser Stelle aber weit brauchbarer.
Um die vorherige Definition eines Matchings zu erla¨utern und die Verbindung der beiden
Definitionen zu zeigen, wollen wir nun an ein typisches Beispiel fu¨r ein Matching-Problem
behandeln. Nehmen wir dazu einen Tierpfleger fu¨r Schwarzsto¨rche. Dieser habe einige
ma¨nnliche und weibliche Sto¨rche zur Verpaarung bekommen. Da Sto¨rche Paare bilden,
kann ein ma¨nnlicher Storch immer nur mit einem weiblichen Storch zusammengebracht
werden. Daneben soll der genetische Pool nicht verkleinert werden, weshalb nur Paare,
die genetisch nicht eng verwandt sind, zusammengebracht werden sollen.
U¨bertragen wir dies auf ein Matching Problem, so gilt nach obiger Konvention fu¨r M fu¨r
die obere Kapazita¨tsgrenze b(i) = 1, da jeder Storch verpaart werden kann, allerdings
nicht mehrmals. Man muss aber einen Storch nicht verpaaren, also gilt a(i) = 0. Auf
Kanten mit Endknoten, die ungleichgeschlechtlichen Sto¨rchen entsprechen, gilt c(ij) = 1,
da man die Sto¨rche verpaaren kann. Man muss die Sto¨rche allerdings nicht verpaaren,
sodass u(ij) = 0 fu¨r alle Kanten gilt. Ein Beispiel hierzu sehen wir in (Abb. 3.6). Wir
haben hierbei den Sto¨rchen Namen gegeben, wobei die Buchstaben dem jeweiligen Namen
entsprechen sollen.
Abbildung 3.6: Beispiel fu¨r Matching mit Sto¨rchen
In unserem Beispiel gilt fu¨r alle Kanten bis auf (HW ) fu¨r die Multiplizita¨t c(ij) = 1. Fu¨r
(HW ) gilt c(HW ) = 0.
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In dem Beispiel ist außerdem bereits durch dicke Kanten ein mo¨gliches Matching einge-
zeichnet. Wir sehen sofort, dass wir Johann und Mariechen noch zu einem Paar machen
ko¨nnten. Egal wie wir aber versuchen dann weiter zu verbessern, werden wir nie mehr
als 3 Paare bilden ko¨nnen. Versuchen wir mo¨glichst viele Paare zu bilden haben wir ein
sogenanntes Maximal Matching Problem.
Bei einem Max Matching Problem mo¨chten wir ein Matching gro¨ßtmo¨glicher Kardinalita¨t
finden.






Diese Definition ist sinnvoll, wenn man sich daran erinnert, dass jede Kante bei der Grad-
sequenz des Multigraphen genau 2 Mal geza¨hlt wird und folglich gilt
∑
i∈V deg(i) = 2|E|.
|φ| wird somit mit der Anzahl der Kanten in φ identifiziert. Wir ko¨nnen diese Notation
aber auch fu¨r nicht-ganzzahlige Matchings verwenden (also Abbildungen φ : E → R mit
0 ≤ φ ≤ c und a ≤ degφ ≤ b).
Wir interessieren uns nun fu¨r Flu¨sse auf dem schiefsymmetrischen Netzwerk, die das Bild
eines (evtl. nicht-ganzzahligen) Matchings φ von M unter folgender Abbildung sind:
xij′ := φ((ij)) ∀ Kanten (ij) ∈ E (3.19)
xii′ := 2φ((ii)) ∀ Schleifen (i, i) ∈ E (3.20)
xsi, xi′t := degφ(i) ∀ Knoten i ∈ V (3.21)
Dies ist die natu¨rliche Einbettung von Matchings in die Flu¨sse auf dem Netzwerk. Wir
sagen daher, dass φ zu einem Fluss x korrespondiert. Hierbei mu¨ssen wir Ru¨ckwa¨rtskanten
nicht behandeln, da mit unserer Interpretation von Ru¨ckwa¨rtskanten eine Flusserho¨hung
auf einer Ru¨ckwa¨rtskante einer Flussverringerung auf der Vorwa¨rtskante entspricht. Insbe-
sondere ist die
”
Kapazita¨t“ der Ru¨ckwa¨rtskante stets cap(j′i) = xij′ , so dass ein positiver
Fluss auf der Ru¨ckwa¨rtskante nicht zula¨ssig ist. Zula¨ssige Flu¨sse sind damit immer posi-
tiv.
Wir wollen nun anhand unseres Beispiels in (Abb. 3.6) einmal explizit nachvollziehen, wie
das Matching auf der linken Seite zu dem Fluss im schiefsymmetrischen Netzwerk auf der
rechten Seite korrespondiert.
Hierzu geben wir zuna¨chst noch einmal die Kapazita¨ten im Multigraphen an, wie wir sie
obig herausgearbeitet haben:
c(ij) = 1 ∀(ij) ∈ E\{(HW )} (3.22)
c(ij) = 0⇔ (ij) = (HW ) (3.23)
u(ij) = 0 ∀(ij) ∈ E (3.24)
Konstruiert man nun den schiefsymmetrischen Digraphen DG aus dem Multigraphen auf
der linken Seite, so erha¨lt man die rechte Seite der Abbildung. Die Vorwa¨rtsrichtung der
Kanten geht dabei stets von links nach rechts.
Fu¨r die Kapazita¨ten des schiefsymmetrischen Netzwerks gilt:
cap(ij′) = c(ij) = 1 ∀(ij′) ∈ A(DG)\{(HW ′), (WH ′)} (3.25)
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cap(HW ′) = cap(WH ′) = c(HW ) = 0 (3.26)
cap(si) = b(i) = 1, cap(i′t) = b(i) = 1 ∀i ∈ V (DG) (3.27)
l(ij′) = u(ij) = 0 ∀(ij′) ∈ A(DG) (3.28)
l(si) = a(i), l(i′t) = a(i) = 0 ∀i ∈ V (DG) (3.29)
Schleifen tauchen in dem hier betrachteten Multigraphen nicht auf.
Wir mu¨ssen nun noch den, zu dem Matching korrespondierenden, Fluss konstruieren.
Nach unserer vorhergehenden Diskussion gibt φ((ij)) fu¨r eine Kante (ij) ∈ E an, wie oft
der Knoten i zum Knoten j gematcht ist. Es gilt also:
φ((ij)) = 1, (ij) ∈ {(AU), (GL)} (3.30)
φ((ij)) = 0, (ij) ∈ {(UH), (HW ), (AL), (LJ), (JM), (GM), (MW )} (3.31)
Wir ko¨nnen uns daraus die Knotengrade direkt berechnen:
degφ(i) = 1, i ∈ {A,U, L,G} (3.32)
degφ(i) = 0, i ∈ {H,W,M, J} (3.33)
Mit diesen Informationen ko¨nnen wir uns nun den Fluss berechnen, der dem dargestellten
Matching entspricht:
xij′ = 1, (ij
′) ∈ {(AU ′), (UA′), (LG′), (GL′)} (3.34)
xij′ = 0, (ij
′) ∈ {(AL′), (LA′), (UH ′), (HU ′), (HW ′),
(WH ′), (LJ ′), (JL′), (JM ′), (MJ ′), (GM ′), (MG′), (MW ′), (WM ′)} (3.35)
xsi = 1, i ∈ {A,U, L,G} (3.36)
xsi = 0, i ∈ {H,W,M, J} (3.37)
xi′t = 1, i
′ ∈ {A′, U ′, L′, G′} (3.38)
xi′t = 0, i
′ ∈ {H ′,W ′,M ′, J ′} (3.39)
Dieser Fluss ist in (Abb. 3.6) auf der rechten Seite ebenfalls mit dicken Strichen angedeu-
tet. Das Matching kann man dabei einfach
”
sehen“.
Fu¨r alle Knoten i 6= s, t des Netzwerks gilt mit dieser Einbettung von Matchings in Flu¨sse
auf dem Netzwerk e(i) = 0. Wir bezeichnen daher einen solchen Fluss x auch als st-Fluss
und val(x) = e(s) = −e(t) = 2|φ| als den Flusswert (flow value). Ein maximaler Fluss ist
ein st-Fluss mit maximalem Flusswert.
Allerdings korrespondieren maximale ganzzahlige Matchings von M nicht immer mit ma-
ximalen Flu¨ssen x auf NM und nicht jeder Fluss x kann in ein ganzzahliges Matching φmit
2|φ| = val(x) transformiert werden. Wir beno¨tigen dazu noch folgende Anforderungen:
• xij′ = xji′ ∀ Kanten (ij′) ∈ A(NM)
• xij′ ist ganzzahlig fu¨r alle Kanten (ij′) ∈ A(NM)
• xii′ ist gerade fu¨r alle Schleifen (ii′) ∈ A(NM)
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Jeden Fluss x auf NM , der diese Anforderungen erfu¨llt nennen wir balanciert.
Diese Bijektion zwsichen Matchings auf dem Multigraphen und balancierten Flu¨ssen auf
dem schiefsymmetrischen Netzwerk ist dabei offensichtlich. Wa¨re der Fluss nicht ganz-
zahlig und xii′ fu¨r Schleifen nicht gerade, so ko¨nnten wir kein ganzzahliges Matching
bestimmen. Wu¨rde xij′ 6= xji′ gelten, so wa¨re Knoten i zu j, aber eventuell j nicht zu i
gematcht. Fu¨r jeden balancierten Fluss ko¨nnen wir das Matching φ aus der obigen bijekti-
ven Abbildung zwischen Matchings und Flu¨ssen auf dem schiefsymmetrischen Netzwerken
direkt bestimmen.
Da alle balancierten Flu¨sse ganzzahlig sein mu¨ssen, wird damit auch deutlich, weshalb
nicht-ganzzahlige Kapazita¨ten nicht betrachtet werden mu¨ssen.
Damit haben wir nun zwar herausgearbeitet, wie Flu¨sse und Matchings auf schiefsym-
metrischen Netzwerken zusammenha¨ngen, aber noch keine Lo¨sung des Max Matching
Problems beschrieben. Dies ist nun aber ganz einfach. Wir weisen den Kanten von V
nach V ′ und den si und i′t-Kanten im Netzwerk die Kapazita¨t 1 zu und bestimmen den
maximalen balancierten Fluss (Max Bal Flow). Es wird jeder Knoten i mit maximal ei-
nem Knoten j′ verbunden (und genauso j mit i′). Da der Fluss maximal sein soll, werden
mo¨glichst viele Knoten
”
gematcht“ und man erha¨lt die Lo¨sung des Max Matching Pro-
blems (genauer in [22, S. 41]).
Ganz analog ko¨nnen wir uns auch das Faktor-Problem stellen: Gegeben sei eine Funktion
b : V → N. Hat G dann einen Untergraph H, so dass degH(i) = b(i) ∀ i ∈ V ?
Auch dieses Problem la¨sst sich auf dem schiefsymmetrischen Netzwerk einfach lo¨sen. Auf
den Kanten zwischen V und V ′ setzen wir die Kapazita¨ten wieder auf 1 und setzen auf
den Kanten (si) und (i′t) ∀ i ∈ V die Kapazita¨ten auf cap(si) = cap(i′t) = b(i).
Wir berechnen nun wieder einen maximalen Fluss x auf N . Dann kann der erwa¨hnte





Wir ko¨nnen somit schiefsymmetrische Netzwerke verwenden, um Matchingprobleme mit
Netzwerkflussalgorithmen zu behandeln. Diese Mo¨glichkeit haben wir, da das behandel-
te Netzwerk, wie auch in den Illustrationen deutlich wird, bipartit ist. Wir ko¨nnen also
die Netzwerkflussmethoden, die man zur Lo¨sung von Matchingproblemen auf bipartiten
Graphen benutzen kann, durch schiefsymmetrische Netzwerke auf allgemeinere Graphen
anwenden.
Betrachtet man die Darstellung in [35, S. 364-367] fu¨r das bipartite Matchingproblem, so
wird die Analogie zu den hier gemachten Betrachtungen sofort deutlich.
In der Tat ist der dortig pra¨sentierte Ansatz zur Lo¨sung des nicht-bipartiten Matchings-
problems konzeptionell fast identisch zu unserem Ansatz schiefsymmetrischer Netzwerke.
Leider werden wir spa¨ter auch auf die gleichen Probleme stoßen.
Wir sehen bereits, dass das erste interessante Problem Max Bal Flow ist. Wir werden
zuna¨chst die Methoden zur Lo¨sung dieses Problems vorstellen und danach auf das schwie-
rigere Balanced Minimum Cost Flow (Bal Min Cost Flow) und Convex Bal Min Cost Flow
Problem eingehen, das wir anfangs in unserem physikalischen Hors d’œuvre vorfinden.
Kapitel 4
Maximum Balanced Flow
Im vorhergehenden Abschnitt haben wir bereits darauf hingewiesen, dass Max Bal Flow
zur Lo¨sung von Matchingproblemen verwandt werden kann. Das Maximum Balanced
Flow Problem wird ausfu¨hrlich in den Arbeiten von Jungnickel und Fremuth-Paeger be-
handelt. Wir wollen daher an dieser Stelle nur einen Einblick in die Thematik bieten.
Dieser ist aber durchaus sinnvoll, da die Probleme Bal Min Cost Flow und Max Bal Flow
eng verwandt sind und wir in diesem Kapitel einige auch fu¨r Bal Min Cost Flow wichtige
Sa¨tze beweisen wollen. Daneben beno¨tigen wir teilweise die mit Max Bal Flow berechnete
maximale Flussrate als Eingangsgro¨ße fu¨r unsere Algorithmen, sodass wir zumindest die
Grundlagen zur Lo¨sung des Problems darstellen wollen.
Es gibt 2 grundlegende Ideen fu¨r Max Bal Flow. Beide versuchen auf sogenannten erwei-
ternden Wegen den Fluss zu erho¨hen, d.h. man sucht Wege von s nach t, auf denen noch
freie Kapazita¨t ist und erho¨ht den Fluss. Bei der ersten Idee erho¨hen wir den Fluss nur
um ganzzahlige Flusseinheiten und bei der 2. Idee erho¨hen wir auch um nicht-ganzzahlige
Flusseinheiten. Dies mu¨ssen wir dann natu¨rlich im Nachhinein noch reparieren.
Wir wollen hier vor allem auf die erste Idee, die sogenannten Balanced Augmentation,
eingehen und werden die 2. Idee hier nur kurz erwa¨hnen.
4.1 Maximum Flow
Bevor wir allerdings auf die Bestimmung eines Maximum Balanced Flows eingehen, wollen
wir kurz das Maximum Flow Problem auf einem schiefsymmetrischen Netzwerk betrach-
ten. Hier la¨sst sich die grundlegende Idee der Flusserho¨hung (Augmentation) sehr einfach
erla¨utern. Außerdem wollen wir hier auf die Verwandtschaft mit dem Problem der Be-
stimmung eines Schnitts minimaler Kapazita¨t in einem Netzwerk eingehen.
Hierbei ist ein st-Schnitt oder einfach Schnitt eines Netzwerks N eine Zweiteilung V (N) =
S
⊎
T mit s ∈ S, t ∈ T . Die Kapazita¨t eines solchen Schnitts definieren wir durch:
cap(S, T ) :=
∑
{cap(ij) : (ij) ∈ A(N), i ∈ S, j ∈ T} (4.1)
Um eine bessere Vorstellung eines Schnitts zu entwickeln betrachten wir das Beispiel in
(Abb. 4.1). An den Kanten ist jeweils die Kapazita¨t notiert. Ferner sei S = {s, 1, 2, 3}
und T = {4, 5, 6, t}. Es gilt damit fu¨r die Kapazita¨t des Schnitts (S, T ):
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KAPITEL 4. MAXIMUM BALANCED FLOW 21
Abbildung 4.1: Netzwerk mit eingezeichneten Kapazita¨ten zur Illustration eines Schnitts
cap(S, T ) = cap(15) + cap(24) + cap(36) (4.2)
= 1 + 9 + 5 = 15 (4.3)




f(S, T ) :=
∑
{f(ij) : (ij) ∈ A(N), i ∈ S, j ∈ T} (4.4)
Auf einem schiefsymmetrichen Netzwerk gilt e(i) = 0 ∀i ∈ V (N)\{s, t} fu¨r einen zula¨ssi-
gen Fluss. Ferner gilt aufgrund unserer Interpretation von Ru¨ckwa¨rtskanten xij ≥ 0, xji ≥
0 ∀i ∈ S. Damit folgt fu¨r einen zula¨ssigen Fluss x auf dem schiefsymmetrischen Netzwerk
N :














= x(S, T )− x(T, S) ≤ cap(S, T ) (4.7)
Damit haben wir eine Beziehung, die an die schwache Dualita¨t aus der linearen Program-
mierung erinnert. In der Tat handelt es sich hier lediglich um einen Spezialfall dieser
schwachen Dualita¨t. Die Frage ist also, ob eventuell ein Schnitt (S∗, T ∗) und ein st-Fluss
x∗ existieren, so dass val(x∗) = cap(S∗, T ∗). Dies entspra¨che dann der starken Dualita¨t
aus der linearen Programmierung.
Den Nachweis der starken Dualita¨t fu¨r unseren Spezialfall wollen wir daher als na¨chstes
erbringen, indem wir den Algorithmus nach Ford und Fulkerson [21] fu¨r Maximum Flow
(Max Flow) beschreiben.
Zuna¨chst mu¨ssen wir noch einige Begriffe einfu¨hren. Wir halten uns hierbei wieder an die
Darstellung im Buch von Fremuth Paeger [22, S. 21-23].
Wir beno¨tigen zuna¨chst den Begriff des Restnetzwerks:
Definition 4.1 (Restnetzwerk). Sei N ein Flussnetzwerk und x ein Fluss auf N . Dann
ist die Restkapazita¨t bezu¨glich x definiert als:
rescap(ij) :=

cap(ij)− xij fu¨r (ij) ∈ A(N)
xij fu¨r (ij) ∈ A(N)
0 sonst
(4.8)
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Die Kanten (ij) mit rescap(ij) > 0 bilden mit allen Knoten, die mit einer dieser Kanten
inzidieren das Restnetzwerk N(x).
Wir hatten bereits erwa¨hnt den Fluss la¨ngs erweiternder Pfade erho¨hen zu wollen.
Definition 4.2 (erweiternder Pfad). Ein erweiternder Pfad ist ein st-Pfad im Restnetz-
werk N(x).
Ist p ein erweiternder Pfad, so definieren wir den elementaren Fluss mit Tra¨ger p als:
xp(ij) :=

1, (ij) ∈ p
−1, (ij) ∈ p
0, sonst
(4.9)
Ist x ein Fluss, so ist offensichtlich x + xp ebenfalls ein Fluss auf N mit val(x + xp) =
val(x) + 1. Wir nennen jeden solchen Schritt zur Erho¨hung des Flusswertes auf einem
Netzwerk einen Erho¨hungsschritt.
Wir wollen zuna¨chst beweisen, dass ein Fluss maximal ist, wenn kein Erho¨hungsschritt
der dargestellten Art mehr mo¨glich ist.
Satz 4.3 (Augmenting Path Theorem). Sei N ein Flussnetzwerk mit ganzzahligen Ka-
pazita¨ten. Ein Fluss x ist maximal genau dann, wenn kein erweiternder Pfad mehr auf
N(x) existiert.
Beweis. x kann nicht maximal sein, wenn ein erweiternder Pfad existiert, da sonst val(x+
xp) = val(x) + 1 gilt.
Wir mu¨ssen nun noch die Ru¨ckrichtung beweisen. Es existiere also kein erweiternder Pfad.
Sei S die Menge von Knoten erreichbar von s und T die Menge von Knoten erreichbar von
t. Gilt i ∈ S, j ∈ T dann gilt wegen der Definition von T damit rescap(ij) = 0. Damit
haben wir x(T, S) = 0 und x(S, T ) = cap(S, T ) und damit aufgrund der schwachen
Dualita¨t die Maximalita¨t von x.
Betrachten wir nun einmal ein Beispiel fu¨r einen Erho¨ungsschritt. In dem Netzwerk in
(Abb. 4.2) sind jeweils an den Kanten die Restkapazita¨ten notiert. Auf der linken Seite
sieht man das Netzwerk selbst und auf der rechten Seite das Restnetzwerk.
Abbildung 4.2: Netzwerk mit Restkapazita¨ten und Restnetzwerk
Den erweiternden Pfad p kann man aus der Darstellung des Restnetzwerks direkt ablesen:
p = {(s1), (13), (23), (24), (4t)} (4.10)
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Auch den elementaren Fluss mit Tra¨ger p wollen wir hier angeben:
xp(ij) =
{
1, (ij) ∈ {(s1), (13), (24), (4t)}
−1, (ij) = (23), 0, sonst (4.11)
Erho¨hen wir nun den Fluss la¨ngs p, so erhalten wir das Restnetzwerk in (Abb. 4.3). Da
wir keinen erweiternden Pfad mehr finden ko¨nnen, ist der Fluss xneu = x+ xp nach dem
Augmenting Path Theorem maximal, obwohl die Kante (23) noch eine Restkapazita¨t von
2 aufweist.
Abbildung 4.3: Restnetzwerk nach der Flusserho¨hung




finde einen erweiternden Pfad p auf N(x)
erho¨he den Fluss la¨ngs p
berechne das neue Restnetzwerk N(x+ xp)
until: kein erweiternden Pfad in N(x) mehr zu finden
end;
Es bleibt damit natu¨rlich noch das Problem erweiternde Pfade zu bestimmen. Dieses
wollen wir hier aber nicht behandeln.
Vielmehr ko¨nnen wir direkt aus der Form des Algorithmus eine wichtige Folgerung fu¨r
den Fluss ableiten.
Korollar 4.4 (Integrality Theorem). Auf jedem Flussnetzwerk N mit ganzzahligen Ka-
pazita¨ten existiert ein ganzzahliger maximaler Fluss.
Beweis. Wir ko¨nnen unseren Max Flow Algorithmus benutzen und den Beweis per In-
duktion fu¨hren.
x ≡ 0 ist ein ganzzahliger Fluss als Anfangsfluss.
Sei nun nach dem i-ten Erho¨hungsschritt der Fluss xi ganzzahlig, dann gilt im na¨chs-
ten Schritt val(xi+1) = val(x) + 1 und damit ist auch xi+1 ganzzahlig. Der Algorithmus
terminiert also mit einer ganzzahligen Lo¨sung.
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Mit dem Beweis zum Augmentation Path Theorem haben wir aber auch bereits be-
wiesen, dass es immer einen Schnitt mit den zuvor formulierten Eigenschaften gibt. Auch
das wollen wir in einem Korollar festhalten.
Korollar 4.5 (Maximum Flow Minimum Cut Theorem). Der Flusswert des maximalen
Flusses und die Kapazita¨t eines minimalen Schnitts auf einem Netzwerk mit ganzzahligen
Kapazta¨ten sind gleich.
4.2 Balanced Augmentation
Nach dem Max Flow Problem behandeln wir nun das Problem auf schiefsymmetrischen
Netzwerken. Die Idee des Algorithmus bleibt dabei die selbe. Wir ko¨nnen allerdings die
Symmetrie noch ein wenig ausnutzen. Ist na¨mlich p ein beliebiger Pfad von i nach j in
N(x) und P die Menge der Kanten von p, dann erhalten wir mit P ′ := {(ij)′ : (ij) ∈ P}
offensichtlich einen j′i′-Pfad p′ auf N(x), den wir als komplementa¨ren Pfad bezeichnen.
Erho¨hen wir den Fluss la¨ngs eines st-Pfades p, so ist p′ ebenfalls ein st-Pfad. Die Idee ist
nun la¨ngs p und p′ simultan den Fluss zu erho¨hen. Dazu mu¨ssen wir aber sicher gehen,
dass wir la¨ngs p und p′ den Fluss auch tatsa¨chlich simultan ganzzahlig erho¨hen ko¨nnen.
Dazu geben wir folgende Definition:
Definition 4.6 (gu¨ltig). Ein st-Pfad heißt gu¨ltig, wenn es auf p kein Paar komple-
menta¨rer Kanten (ij), (ij)′ gibt, so dass rescap(ij) = rescap(j′i′) = 1.
Wir ko¨nnen also den Fluss la¨ngs gu¨ltiger, erweiternder Pfade p und p′ erho¨hen. Der
Tra¨ger eines Flusses ist dann definiert durch Supp(x) := {(ij) ∈ A(N) : xij > 0}∪{(ij) ∈
A(N) : xij < 0}.
Auch diese Idee kommt aus der Matchingtheorie. Im bipartiten Matching vergro¨ßern wir
die Anzahl der gematchten Kanten auf sogenannten M -erweiternden (M fu¨r Matching)
Pfaden. Solche Pfade sind alternierend zwischen gematchten und ungematchten Kanten
und beginnen und enden jeweils auf einer noch nicht gematchten Kante [45, S. 188].
Definition 4.7 (M -erweiternder Pfad). Sei G = (V,E) ein Graph und M ein Matching
in G. Einen Pfad {(i1, i2), · · · , (i2k−1, i2k)} nennt man M-erweiternd, wenn degM(i1) =
degM(i2k) = 0 und (i2j, i2j+1) ∈M fu¨r alle i = 1, · · · , k − 1.
Bevor wir nun auf die wichtige Balanced Decomposition eingehen wollen, mu¨ssen wir
noch ein technisches Detail erwa¨hnen.
In der Theorie der Netzwerkflu¨sse werden oft nicht Flu¨sse im eigentlichen Sinne behan-
delt (in unserem Fall also st-Flu¨sse), sondern ha¨ufig Zirkulationen. Unter einer Zirkulation
verstehen wir dabei einen Fluss mit der Eigenschaft e(i) = 0 ∀ i ∈ V (N).
Wir ko¨nnen aus jedem st-Fluss allerdings ganz einfach eine Zirkulation machen, indem
wir die Kante (ts) zum Flussnetzwerk hinzufu¨gen und xts = val(x) setzen.
Diese Transformation sei in der folgenden (Abb. 4.4) noch einmal erla¨utert. Auf der linken
Seite sehen wir ein Flussnetzwerk, wobei die Flu¨sse an den Kanten eingetragen sind. Es
gilt offensichtlich e(s) = 3 und e(t) = −3.
Auf der rechten Seite ist das durch Hinzunahme von (ts) entstandene Netzwerk einge-
zeichnet. In diesem gilt e(i) = 0 fu¨r alle Knoten i im Netzwerk.
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Abbildung 4.4: Illustration der Transformation eines Flusses in eine Zirkulation
Wie gesagt ist dies aber lediglich ein technisches Detail, das manchmal eine etwas scho¨ne-
re Formulierung erlaubt. Wir werden spa¨ter bei den Algorithmen noch darauf eingehen.
Wir kommen nun damit wie angeku¨ndigt zur Balanced Decomposition.
Satz 4.8 (Balanced Decomposition). Seien x und y zwei unterschiedliche balancier-
te Zirkulationen auf dem schiefsymmetrischen Netzwerk N , dann gibt es gu¨ltige Kreise
p1, · · · , pk im Restnetzwerk N(x), so dass
y − x =
k∑
i=1
(xpi + xp′i) (4.12)
Beweis. Wir setzen δ := y − x und betrachten die Mengen von Kanten
A+δ := {(ij) ∈ A(N) : δ(ij) > 0} (4.13)
A−δ := {(ij) : (ij) ∈ A(N), δ(ij) < 0} (4.14)
Es gilt Supp(δ) = A+δ ∪A−δ und Supp(δ) ist selbst-komplementa¨r. Man bezeichnet Supp(δ)
auch als den Tra¨ger der Funktion δ. Ferner ist δ(ii′) gerade, da ja nach Vorraussetzung xii′
und yii′ gerade sind. Setzen wir δ(ij) := −δ((ij)) ∀ (ij) ∈ A−δ , so ist N(x)[Supp(δ)] wieder
ein schiefsymmetrisches Netzwerk. Die Schreibweise N(x)[Supp(δ)] bezeichnet hierbei das
Netzwerk, welches aus allen Kanten im Supp(δ) und allen mit solchen Kanten inzidenten
Knoten entsteht. Insbesondere gilt damit δ(ij) > 0 ∀(ij) ∈ Supp(δ).
Wir zeigen die Balanced Decomposition nun per Induktion. Hierzu definieren wir zuna¨chst





Wir definieren nun zuna¨chst δ0 := δ, fu¨r die anfa¨ngliche Differenz. In jedem Induktions-
schritt i ∈ N wollen wir nun den Fluss yi−1 auf maximalen Pfaden verringern. Fu¨r alle
i ∈ N gilt dann Π(δi) ≥ 0 mit einem ganzzahligen Π(δi). Die vera¨nderte Zirkulation yi hat
auf keinem Knoten ein Defizit oder einen U¨berschuss und es gilt Π(δi) < Π(δi−1), sofern
nicht Π(δi−1) = 0 gilt.
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Es gilt δ(ij) > 0 ∀(ij) ∈ Supp(δ), also folgt Π(δ0) ≥ 0.
Π(δ0) ist sogar ganzzahlig, da δ0 = x− y und die Zirkulationen x und y beide ganzzahlig
sind. Ferner hat y als Zirkulation auf keinem Knoten ein Defizit. Damit haben wir den
Induktionsanfang.
Fu¨r den Induktionsschritt i betrachten wir nun einen Spaziergang pi auf N(x)[Supp(δi−1)],
so dass pi und p
′
i zusammen jede Kante (kl) ∈ Supp(δi−1) maximal |δi−1(kl)| mal u¨ber-
queren. Nehmen wir nun an pi sei ein maximaler (Anzahl der Kanten) Spaziergang mit
dieser Eigenschaft. Wir wollen nun zeigen, dass pi ein geschlossener Spaziergang ist, wobei
wir natu¨rlich die Maximalita¨t ausnutzen.
Zuna¨chst beno¨tigen wir allerdings die Eigenschaft der Zirkulationen x und yi−1 auf kei-
nem Knoten einen U¨berschuss/Defizit zu haben. Dies u¨bertra¨gt sich auf δi−1, so dass wir
eine
”







Sei nun m der Anfangsknoten und n der Endknoten von pi. Fu¨r m 6= n gibt es mindestens
eine Kante (kl) ∈ Supp(δi−1), die noch nicht zusammen |δ(kl)|mal von pi und p′i u¨berquert
wurde. Wir ko¨nnen dann den Pfad pi genau um diese Kante erweitern. Gibt es noch
eine Schleife (kk′), die noch nicht |δi−1(kk′)| mal u¨berquert wurde, ko¨nnen wir den Weg
ebenfalls um diese Schleife verla¨ngern. In beiden Fa¨llen haben wir damit den Widerspruch
zur Maximalita¨t und pi ist damit ein geschlossener Spaziergang.
Wir wollen nun von yi−1 die von x verschiedenen Anteile subtrahieren. Dazu nutzen wir
aus, dass sich p als geschlossener Spaziergang in endlich viele Kreise (p1, · · · , ph) zerlegen
la¨sst, die alle auf N(x) gu¨ltig sind. Wir erhalten damit eine neue balancierte Zirkulation
mit:
yi := yi−1 −
h∑
i=1
(xpi + xp′i) (4.18)
yi ist ganzzahlig, da die xpi ganzzahlige Flu¨sse sind und yi−1 ganzzahlig war.
Da die pi’s alle Kreise sind, sind auch die p
′
i’s alle Kreise. Da yi−1 gema¨ß unserer Annahme
keinen Knoten mit Defizit hatte, hat yi damit auch keinen.
Es gilt nun δi := yi−x. Mit der gleichen Konstruktion wie fu¨r δ0 ist N(x)[Supp(δi)] wieder
ein schiefsymmetrisches Netzwerk und δi(ij) ≥ 0 ∀(ij) ∈ N(x)[Supp(δi)]. Damit gilt auch
wieder Π(δi) ≥ 0.




so folgt wegen δ(kl) ≥ 0 ∀(kl) ∈ Supp(δi−1) auch δi−1(kl) = 0 ∀(kl) ∈ Supp(δi−1). Damit
also δi−1 = yi−1 − x = 0 ⇒ yi−1 = x. Damit muss aber, da wir ja von yi−1 nur die von x
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δi(kl) + 2(|p1|+ · · ·+ |ph|) (4.21)
= Π(δi) + 2(|p1|+ · · ·+ |ph|) (4.22)
⇒ Π(δi) < Π(δi−1) (4.23)
Damit haben wir alle Behauptungen fu¨r den Induktionsschritt gezeigt.
Da Π(δi) < Π(δi−1), Π(δi) ≥ 0 ∀i ∈ N und Π(δi) ganzzahlig sein muss, ko¨nnen wir nur
endlich viele Updates von y durchfu¨hren. Damit haben wir den Beweis des Satzes.
Fu¨r den Algorithmus brauchen wir noch den folgenden Satz, der sich unmittelbar aus
der Balanced Decomposition ergibt:
Satz 4.9 (Augmenting Path Theorem). Sei x ein balancierter st-Fluss auf dem schiefsym-
metrischen Flussnetzwerk N . Genau dann ist x ein maximaler balancierter Fluss, wenn
es keinen gu¨ltigen st-Pfad in N(x) gibt.
Beweis.
”
⇒“ Wir nehmen an p sei ein gu¨ltiger st-Pfad in N(x). Dann erha¨lt man einen
balancierten Fluss y mit val(y) = val(x) + 2 mit y := x + xp + xp′ . Damit kann x nicht
maximal gewesen sein.
”
⇐“ Nehmen wir an, x sei nicht maximal und es existiere kein gu¨ltiger st-Pfad. y sei
aber eine maximale Lo¨sung. Dann fu¨gen wir die Kante ts zum Flussnetzwerk hinzu und
wenden die Balanced Flow Decomposition an. Da yts > xts existiert ein gu¨ltiger Kreis auf
N(x), der (ts) u¨berquert. Dieser entspricht ohne die (ts)-Kante einem gu¨ltigen st-Pfad
im Ausgangsnetzwerk. Damit haben wir den Widerspruch.
Natu¨rlich hat auch das Augmenting-Path Theorem im Satz von Berge [7] bzw. von
Norman und Rabin [51] bzw. von Petersen [54] sein Analogon in der Matchingtheorie.1
Wir wollen diesen hier ohne Beweis angeben (man findet diesen z.B. in [43, S. 207]).
Satz 4.10 (Satz von Berge). Sei G ein Graph mit einem Matching M , dann ist M
maximal genau dann, wenn es keinen M-erweiternden Pfad mehr gibt.
Wir haben damit die wichtigsten Sa¨tze fu¨r balancierte Flu¨sse zusammengestellt. Das
Problem bei der Bestimmung eines Max Bal Flow la¨sst sich nach obiger Argumentation
auf das Auffinden eines gu¨ltigen st-Pfades bzw. auf den Beweis von dessen Nichtexistenz
1Die Aufza¨hlung der verschiedenen Urheber bedauert der Autor. Vermutlich hat Schrijver Recht und
der Satz muss Petersen zuerkannt werden [63, S. 433]. Gleichzeitig hat sich aber der Name des
”
Satzes
von Berge“ stark eingebu¨rgert.
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zuru¨ckfu¨hren. Wir bezeichnen dieses Problem auch als das Balanced-Network-Search Pro-
blem (BNS).
Wir wollen im na¨chsten Abschnitt kurz auf den Algorithmus von Kocay und Stone [42]
zur Lo¨sung des Problems eingehen. Dieser Algorithmus hat mit n der Anzahl der Knoten
eine Laufzeit O(n2). Jungnickel und Fremuth-Paeger haben einen verbesserten Algorith-
mus vorgeschlagen mit einer Laufzeit (mit m der Anzahl der Kanten) von etwa O(m) [22,
S. 105].
Haben wir einen solchen BNS-Algorithmus zur Verfu¨gung ist der Algorithmus zur Lo¨sung
des Max Bal Flow Problems einfach: Finden wir keinen gu¨ltigen erweiternden Pfad, so ist
der Fluss maximal, ansonsten finden wir einen gu¨ltigen erweiternden Pfad p und berech-
nen einen neuen Fluss xi+1 aus dem Ausgangsfluss xi mit:
xi+1 := xi + balcap(p)(xp + xp′) (4.24)
Hierbei haben wir die
”












Diese Definition macht Sinn, wenn man sich noch einmal in Erinnerung ruft, dass fu¨r
(ij′), (ji′) ∈ p auch (ij′), (ji′) ∈ p′ gilt. Erho¨hen wir den Fluss la¨ngs p und p′ auf einer











= 1. Wu¨rden wir la¨ngs p und
p′ um 2 erho¨hen, so wu¨rde p den Fluss auf (ij′) um 2 und p′ den Fluss auf (ij′) noch
einmal um 2 erho¨hen. Damit wu¨rde xij′ > cap(ij
′) gelten.
Jeder U¨bergang zu einem neuen Fluss nach der obigen Formel wird dabei analog zum
Max Flow ein Erho¨hungsschritt genannt.
Den so beschriebenen Algorithmus bezeichnet man als den
”
Balanced Augmentation Al-
gorithmus“. Wir halten in dem folgenden Korollar noch kurz dessen Eigenschaft fest.
Korollar 4.11 (Balanced Augmentation Algorithmus). Der Balanced Augmentation Al-
gorithmus liefert fu¨r jedes schiefsymmetrische Netzwerk einen Max Bal Flow.
Auch an dieser Stelle wollen wir die eingefu¨hrten Begriffe kurz anhand eines Beispiels
rekapitulieren. Wir betrachten dazu das schiefsymmetrische Netzwerk in (Abb. 4.5). An
den Kanten sind jeweils die Restkapazita¨ten notiert. Ein mo¨glicher st-Pfad ist:
p1 = {(s1), (12′), (32′), (33′), (3′2), (21′), (1′t)} (4.26)
Dieser Pfad ist aber nicht gu¨ltig, da (12′) und (21′) ein Paar komplementa¨rer Kanten
mit Restkapazita¨t 1 darstellt. Wu¨rden wir den Fluss la¨ngs p erho¨hen, so ko¨nnten wir den
Fluss nicht mehr la¨ngs
p′1 = {(1′t)′, (21′)′, (3′2)′, (33′)′, (2′3)′, (12′)′, (12′)′, (s1)′} (4.27)
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erho¨hen, da die Kanten (21′) = (12′) und (12′)′ = (21′) keine Restkapazita¨t mehr zur
Verfu¨gung ha¨tten.
Betrachten wir nun den Pfad:
p2 = {(s3), (33′), (3′t)} (4.28)
Der Pfad ist gu¨ltig, da die Kanten alle eine Restkapazita¨t von 2 haben. Wir ko¨nnen aber
den Fluss la¨ngs p nicht einfach um 2 erho¨hen, da wir den Fluss la¨ngs p′ dann nicht noch
einmal um 2 erho¨hen ko¨nnten. Vielmehr gibt die balancierte Kapazita¨t balcap(p2) = 1 die
maximal mo¨gliche Flusserho¨hung la¨ngs p2 an.
Die Flusserho¨hung la¨ngs p2 und p
′
2 wa¨re dann ein Erho¨ungsschritt. Danach ko¨nnten wir
keinen gu¨ltigen Pfad mehr finden und x+ 1 · (xp2 + xp′2) wa¨re der Max Bal Flow.
Abbildung 4.5: Schiefsymmetrisches Netzwerk zur Illustration des Balanced Augmentation
Algorithmus
Mit dem Balanced Augmentation Algorithmus erhalten wir natu¨rlich auch analog wie in
der Argumentation zum Max Flow Algorithmus ein Ergebnis fu¨r Schnitte. Wir fu¨hren
dazu zuna¨chst balancierte Schnitte ein.
Definition 4.12 (balancierter Schnitt). Wir bezeichnen, analog zu balancierten Flu¨ssen,
einen Schnitt (S, T ) auf einem balancierten Netzwerk N als balanciert, falls fu¨r (ij′) ∈
(S, T ) auch (ji′) ∈ (S, T ) gilt.
Wir wollen das folgende Resultat nicht beweisen (der Beweis findet sich z.B. in [41, S.
12]).
Satz 4.13 (Max-Balanced-Flow-Min-Balanced-Cut). Sei N ein schiefsymmetrisches Netz-
werk. Der Flusswert eines Max Bal Flow und die Kapazita¨t eines minimalen balancierten
Schnittes sind identisch.
Auch dieses Ergebnis ist aus der Theorie des bipartiten Matchings bereits bekannt.
Das Analogon zum st-Schnitt ist hierbei ein Vertex-Cover [35, S. 56-57]:
Definition 4.14 (Vertex-Cover). Sei G = (V,E) ein Graph und C ⊆ V . Dann ist C ein
Vertex-Cover, wenn jede Kante (ij) ∈ E mindestens einen Endknoten in C hat.
Dem Max-Balanced-Flow-Min-Balanced-Cut Satz entspricht dann der Satz von Ko¨nig
[40]:
Satz 4.15 (Satz von Ko¨nig). Sei G = (U = V1 unionmulti V2, E) ein bipartiter Graph, dann gilt:
max{|M | |M ist ein Matching von G}
= min{|C| | C ist ein Vertex Cover von G} (4.29)
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4.3 Balanced Network Search
”
Always give a bronc a fair shake. Don’t pull his head up
and don’t grab leather. Better yet, don’t get on.“
— Leslie McKee, Cowboy in Utah (1957) [1]
Wie angeku¨ndigt wollen wir nun einen BNS-Algorithmus kurz vorstellen. Wir wa¨hlen hier
den einfachsten BNS-Algorithmus aus der Arbeit von Kocay und Stone [42].
Das Ziel ist, einen gu¨ltigen erweiternden Pfad auf einem schiefsymmetrischen Netzwerk
N zu bestimmen. Der Algorithmus von Kocay Stone beruht dabei auf der Breitensuche.
Hierbei werden 2 Ba¨ume T und T ′ sukzessive aufgebaut.
Das Netzwerk wird dabei von s aus durchsucht. Wir definieren dazu folgende Menge:
ScanQ := {bisher vom Algorithmus gefundene Knoten, die auf gu¨ltigen Pfaden
von s aus erreichbar sind} (4.30)
Wir wollen nun die Ba¨ume T und T ′ iterativ definieren. Beginnt der Algorithmus, so gilt
T = T ′ = . Seien Ti−1 und T ′i−1 die Ba¨ume nach der (i−1)-ten Iteration des Algorithmus,
so gilt mit dem im i-ten Schritt neu gefundenen Knoten j:
Ti = Ti−1 ∪
({(ij) | i ∈ ScanQ, (ij) ∈ A(N)} − T ′i−1)
∪ ({(ji) | i ∈ ScanQ, (ji) ∈ A(N)} − T ′i−1) (4.31)
T ′i = {(ij) | (ij)′ ∈ Ti} (4.32)
Mit dieser Definition gilt offensichtlich Ti ∩ T ′i =  fu¨r jede Iteration des Algorithmus.
Wir wollen den Index i im Folgenden fortfallen lassen und verwenden daher T und T ′ als
Kurzschreibweise fu¨r Ti und T
′
i .
Der Baum T hat seine Wurzel in s (da anfangs ScanQ = {s} gilt) und zu jedem Knoten
i, der mit einer Kante in T inzidiert existiert ein gu¨ltiger si-Pfad. Der Baum T ′ ist dann
die komplementa¨re Menge von T . Zu i′ ∈ T ′ existiert folglich ein gu¨ltiger i′t-Pfad.
Die Gu¨ltigkeit der Pfade folgt dabei aus der obigen Definition von T und T ′: Zu jedem
Knoten i, der mit einer Kante in T inzidiert existiert ein si-Pfad. Wa¨re dieser si-Pfad
nicht gu¨ltig, mu¨sste mindestens ein Paar komplementa¨rer Kanten in T enthalten sein. Fu¨r
eine Kante in T ist die komplementa¨re Kante aber immer in T ′ enthalten. Damit haben
wir den Widerspruch.
Wir definieren nun noch das Spiegelnetzwerk M . Der Name ist aus der Arbeit von Ko-
cay und Stone entnommen, ist allerdings etwas irrefu¨hrend, da es sich lediglich um eine
Kantenmenge handelt:
M := T ∪ T ′ (4.33)
Wir wollen diese verschiedenen Definitionen in folgender Grafik (Abb. 4.6) verdeutlichen.
Hierbei ist auf der linken Seite das schiefsymmetrische Netzwerk mit den Kapazita¨ten der
si- und i′t-Kanten dargestellt. Die Kapazita¨ten der u¨brigen Kanten seien alle 1. Auf der
rechten Seite finden wir die Ba¨ume T und T ′ und damit das Spiegelnetzwerk, welches der
Algorithmus bisher aufgebaut hat. Die Idee ist also sukzessive Nachbarn von Knoten aus
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Abbildung 4.6: Auf der linken Seite ist das schiefsymmetrische Netzwerk mit an einigen
Kanten notierten Kapazita¨ten und auf der rechten Seite die Ba¨ume T und T ′ und damit
das Spiegelnetzwerk M bestehend aus T und T ′
T aufzunehmen und genauso symmetrisch T ′ auszubauen. Ist dann t durch einen gu¨ltigen
st-Pfad p erreichbar, so ist auch p′ ein gu¨ltiger st-Pfad. Wir wollen p und p′ dann, wie wir
noch genauer beschreiben werden, aus T und T ′ extrahieren.
Aus unserer bisherigen Diskussion wissen wir, dass das Problem leider nicht mit einer
symmetrischen Erforschung des Netzwerks abgetan ist. Das Problem liegt hierbei in der
Verbindung von T und T ′, die irgendwann natu¨rlich erfolgen muss. Nehmen wir an, T
enthalte einen gu¨ltigen si-Pfad pi und einen gu¨ltigen sj-Pfad pj. Damit entha¨lt T
′ einen
gu¨ltigen i′t-Pfad p′i und einen gu¨ltigen j
′t-Pfad p′j. Reicht es nun aus, die Kanten (ij
′)
und (ji′) zu den Pfaden hinzuzufu¨gen um einen gu¨ltigen Pfad zu erhalten? Wir haben ja
nicht u¨berpru¨ft, ob pi ◦ (ij′) ◦ p′j ein gu¨ltiger Pfad ist, sondern nur, ob pi und p′j einzeln
gu¨ltig sind.
Bevor wir auf mo¨gliche Lo¨sungen dieses Problems eingehen, wollen wir der Kante (ij′)
zuna¨chst einen gesonderten Namen geben.
Definition 4.16 (Wechselkante). Wir nehmen an, unser Algorithmus habe einen gu¨ltigen
si-Pfad pi und einen gu¨ltigen sj-Pfad pj gefunden. Im na¨chsten Schritt werde die Kante
(ij′) in den Baum T aufgenommen. Wir nennen dann die Kante (ij′) fu¨r alle Knoten k,
die mit einer Kante auf p′j inzidieren und durch die Konkatenation pi ◦ (ij′)◦p′j auf einem
gu¨ltigen Pfad erreichbar werden, die Wechselkante.
Den Begriff der Wechselkante kann man sich dabei auch u¨ber die Richtung der Zeiger
auf dem Pfad definieren: Den si-Pfad finden wir, indem wir jeweils den Nachfolger eines
Knotens bestimmen. Den j′t-Pfad finden wir hingegen, indem fu¨r den jeweils betrachteten
Knoten k′, der mit einer Kante auf p′j inzidiert, den Vorga¨nger auf dem Pfad pj bestimmen.
Man kann die Wechselkante also auch als die Kante definieren, auf der sich die Richtung
der Zeiger zum Nachfolgerknoten a¨ndert. Dies sei auch in der folgenden Abbildung (Abb.
4.7) illustriert Die Pfeile geben dabei die Richtung des prevpt in T an. Lediglich aus
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Abbildung 4.7: Wechsel der Richtung der Zeiger auf der Wechselkante
technischen Gru¨nden kann man nun den Begriff der Wechselkante auch auf Knoten in T
erweitern. Fu¨r Knoten j ∈ T definiert man dazu die triviale Wechselkante als die Kante
(ij) ∈ A(N), die auf dem gu¨ltigen Pfad pj ist. Wir notieren diesen Knoten i auch als
prevpt(j) (previous pointer).
Damit haben wir aber die Frage, ob die Konkatenation pi ◦ (ij′) ◦ p′j ein gu¨ltiger Pfad ist,
nicht beantwortet. Eine Mo¨glichkeit, die wir hier verfolgen wollen, ist die Einfu¨hrung von
Kernen. Wir definieren dazu folgende Menge:
C := {i | i ∈ V (N), der Knoten i inzidiert mit einer Kante
auf einem gu¨ltigen si-Pfad inM} (4.34)
Definition 4.17 (Kern). Die selbstkomplementa¨ren verbundenen Komponenten von C
heißen Kerne. Sei i ∈ C, so bezeichnen wir einen Kern, der i entha¨lt mit C(i).
Unter einer verbundenen Komponente verstehen wir hierbei folgendes [35, S. 6]: Zwei
Knoten i, j ∈ V (N) in einem Netzwerk N heißen verbunden, wenn zwischen ihnen ein
gu¨ltiger Pfad existiert.
”
Verbunden“ ist damit sogar eine A¨quivalenzrelation auf der Men-
ge der Knoten V (N) und die A¨quivalenzklassen bezu¨glich dieser Relation sind die ver-
bundenen Komponenten.
Wir wollen uns in (Abb. 4.8) kurz veranschaulichen, was man sich unter einem Kern vor-
stellen muss. Alle Kanten in dem dargestellten Spiegelnetzwerk haben Restkapazita¨t 1.
In einem Schritt des Algorithmus wird nun von s aus der Knoten 3 gefunden. Damit wird
(23′) in T und (3′2) in T ′ aufgenommen. Es gibt damit eine selbstkomplementa¨re verbun-
dene Komponente in C, einen Kern. Der Kern besteht dabei aus C(1) = {1, 2′, 3′, 3, 2, 1′} =
C(2′). Die Eigenschaften selbstkomplementa¨r und verbunden sind dabei offensichtlich.
Kerne sind allerdings nicht nur selbstkomplementa¨r und verbunden, sondern besitzen
zusa¨tzlich noch folgende interessante Eigenschaft:
• Jeder Kern C(i) entha¨lt einen eindeutigen Knoten base(i), den wir als Basis des
Kerns bezeichnen. Jeder gu¨ltige sj-Pfad entha¨lt base(i) fu¨r alle Knoten j ∈ C(i)
und erreicht base(i) u¨ber eine Kante mit Restkapazita¨t 1.
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Abbildung 4.8: Der Kern aus 1, 2’, 3’, 3, 2 und 1’ ist durch Hinzunahme der Kanten (2′3)
und (3′2) entstanden
Den Beweis dieser Eigenschaft von Kernen findet man in [41, S. 7-12].
Jeder Kern kann also durch seine Basis eindeutig bestimmt werden. Ferner sehen wir,
dass wir die Suche nach gu¨ltigen Pfaden zu einem Knoten i ∈ C(i) in 2 Schritte aufteilen
ko¨nnen: Im ersten Schritt suchen wir die Basis eines Kerns, denn u¨ber diese muss jeder
gu¨ltige Pfad gehen und suchen dann von der Basis weiter. Wir definieren uns dazu einen
sogenannten Zeiger, der uns zur Basis des Kerns fu¨hrt:
baseprt(i) :=

0, i ist nicht in einem Kern
−1, i ist die Basis des Kerns
j , j ist ein Knoten, der na¨her an der Basis ist, sonst
(4.35)
Um nun 2 Kerne C(i) und C(j) zu vereinigen, ko¨nnen wir fu¨r einen Kern einfach setzen:
baseptr(base(i)) = j.
Wir sehen zudem, dass ein Kern unsere Suche nach gu¨ltigen Pfaden behindert, da die
Basis und damit auch der Kern nur von einem der Pfade p oder p′ u¨berquert werden darf.
Betrachten wir nun unseren schiefsymmetrischen Graphen, so fa¨llt auf, dass, falls dieser
vollsta¨ndig in M aufgenommen wurde, dieser ebenfalls die Anforderungen an einen Kern
erfu¨llt. Irgendwann sind also alle Kanten in einem Kern.
Es ist deshalb sinnvoll und fu¨r die Konstruktion der Kerne einfacher, wenn wir anfangs
jeden Knoten i in einen sogenannten trivialen Kern aufnehmen.
Definition 4.18 (trivialer Kern). Ein trivialer Kern ist ein Paar {i, i′} fu¨r jeden Knoten
i, der mit einer Kante in T inzidiert.
Nach diesen Voru¨berlegungen zum Algorithmus, wollen wir zuna¨chst den Pseudocode
des Algorithmus angeben und werden dann genauer auf die Funktionsweise des Algorith-
mus eingehen.
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BNS-Algorithmus
ScanQ (Menge der von s auf gu¨ltigen Pfaden erreichbaren Knoten)
QSize : derzeitige Gro¨ße von ScanQ
SwitchEdge[i]: Wechselkante des Knotens i ∈ V (N)
begin
SwitchEdge[i] := , ∀i ∈ V (N)
PrevPt[i] := , ∀i ∈ V (N)
baseP tr[i] := 0, ∀i ∈ V (N)







for all j adjazent zu i do
if (PrevPt[j] 6= i) and (rescap(ij) > 0) then
begin
bj := FindBase(j)
if bj = 0 then
begin
PrevPt[j] := i




BaseP tr[j] := −1
end;
else if (j′ von s auf gu¨ltigem Pfad erreichbar) and
(PrevPt[i′] 6= j′) and (bi 6= bj) then
begin
w :=MakeBlossom(i, j, bi, bj)
bj := w
if w′ = t then
begin






until k > QSize
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end;
Wir definieren in diesem Pseudocode zuna¨chst die verschiedenen Variablen. Insbeson-
dere speichern wir die Menge der von s aus auf gu¨ltigen Pfaden erreichbaren Knoten in
einer sogenannten Queue ab, fu¨r die man natu¨rlich eine gute Datenstruktur finden muss.
Wir beginnen dann unsere Suche nach einem gu¨ltigen Pfad. Der Algorithmus kennt dazu 2
Fa¨lle. Im ersten Fall wurde der im Algorithmus neu gefundene Knoten j adjazent zu i bis-
her noch nicht untersucht oder bereits in einen (eventuell trivialen) Kern aufgenommen.
Bei der Untersuchung wird prevpt[j] = i ausgeschlossen, um nicht einen Vorga¨ngerknoten
erneut zu betrachten.
Der erste Fall ist also bj = 0. Wir nehmen dann j mit prevpt[j] = i in den Baum T und
mit ScanQ[QSize] = j in ScanQ auf. Da j bisher nicht untersucht wurde, ist j nach
unserer vorhergehenden Diskussion zum Aufbau der Ba¨ume von s aus auf einem gu¨ltigen
Pfad erreichbar. Ferner nehmen wir j in einen trivialen Kern auf, da j jetzt bereits un-
tersucht wurde.
Der 2. Fall tritt ein, wenn j′ auf einem gu¨ltigen Pfad erreichbar ist. Dann ist ein st-Pfad
gegeben durch den si-Pfad, die Kante (ij) und den sj′-Pfad (denn dessen komplementa¨rer
Pfad ist ja ein jt-Pfad). Wir vermeiden auch hier prevpt[i′] = j′ und fu¨gen die, durch die
Kante (ij) verbundenen, Kerne in der Operation MakeBlossom zusammen. Hierbei wer-
den auch die Wechselkanten fu¨r Knoten aus T ′ angepasst. Die Basis des neuen Kerns ist
entweder s oder ein beliebiger anderer Knoten. Ist die Basis ein beliebiger Knoten au-
ßer s, so wurde durch die MakeBlossom Operation lediglich ein gro¨ßerer Kern erzeugt
und wir machen weiter. Ist die Basis des neuen Kerns s, so reicht der Kern aufgrund der
Selbstkomplementarita¨t von s zu t. Damit gibt es nach der Definition von Kernen einen
gu¨ltigen st-Pfad, den wir nur noch extrahieren mu¨ssen.
Hierfu¨r wurden die Wechselkanten eingefu¨hrt: Wir bestimmen die Wechselkante von t.
Ist diese (ij′), so ko¨nnen wir den Pfad p aufteilen in einen si-Pfad und einen j′t-Pfad.
Wir ko¨nnen nun die Wechselkanten fu¨r den si-Pfad und den sj-Pfad bestimmen. Protokol-
lieren wir jeweils die Schritte, so ko¨nnen wir den Pfad u¨ber die Wechselkanten extrahieren.
Wir kommen damit zurMakeBlossomOperation [42, S. 13-16]. Damit wir diese ausfu¨hren,
mu¨ssen wir zuvor im Algorithmus eine Kante (ij) gefunden haben, die die Ba¨ume T und
T ′ verbindet. In (Abb. 4.8) entspricht diese Kante der Kante (2′3). Wir erhalten damit
in unserer Suche einen neuen Kern. Wir wissen damit, dass jeder gu¨ltige Pfad u¨ber die
Basis dieses Kerns laufen muss.
Der erste Schritt von MakeBlossom ist daher die Basis dieses Kerns zu finden. Da die
Basis und ihr komplementa¨rer Knoten jeweils auf gu¨ltigen Pfaden liegen und Kerne selbst-
komplementa¨r sind, gibt es 2 gu¨ltige Pfade p und p′, die die Basis und ihren komple-
menta¨ren Knoten verbinden. Wir wollen uns dies zuna¨chst in folgender Abbildung (Abb.
4.9) veranschaulichen.
Wir ko¨nnen also von base(i) und base(j) beginnend den gu¨ltigen Pfad zu s suchen und
jeweils die besuchten Knoten speichern. Diese Operation nennen wir FindPath. Verglei-
chen wir nun die Elemente von p und p′, so ko¨nnen wir den letzten gemeinsamen Punkt
suchen. Ist dieser Punkt s, so haben wir mit der vorangegangenen Argumentation einen
erweiternden Pfad gefunden. Stoppt dagegen die Pfadsuche vor s, so haben wir einen
Knoten w gefunden, der auf allen gu¨ltigen Pfaden zu Knoten im Kern liegt und zu dem
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Abbildung 4.9: Veranschaulichung der Begriffe in der MakeBlossom-Operation, dick ist
zwischen w und w′ der Pfad p und gepunktet der Pfad p′ eingezeichnet
nur eine Kante mit rescap(prevpt(w)w) = 1 fu¨hrt. Damit ist w die gesuchte Basis des
Kerns. Jeder gu¨ltige Pfad zu Knoten im Kern muss nun u¨ber w laufen und aufgrund der
Selbstkomplementarita¨t mu¨ssen alle gu¨ltigen Pfade den Kern auch wieder u¨ber w′ verlas-
sen. In unserem Beispiel in (Abb. 4.8) wa¨re w gerade der Knoten 1.
Damit gibt es 2 Pfade zwischen w und w′, wobei der eine u¨ber i und der andere u¨ber
j la¨uft. Wir mu¨ssen daher fu¨r die aus T ′ neu in ScanQ aufgenommenen Knoten die
Wechselkante auf (ij′) bzw. (ji′) setzen (je nachdem, ob wir den Pfad u¨ber i oder u¨ber j
betrachten). In der Abbildung (Abb. 4.9) entspricht dies gerade den Knoten zwischen j′
und w′ bzw. i′ und w′.
Wir ko¨nnten nun die Kerne auch aus dem Netzwerk entfernen, da die gu¨ltigen Pfade in-
nerhalb des Kerns gefunden sind. Dies ist hier aber, da wir Kerne ohnehin nur durch ihre
Basis behandeln, unno¨tig. Daneben wu¨rde das explizite Entfernen der Kerne die Berech-
nung der Pfade erschweren.
Wir werden spa¨ter aber im primal-dualen Algorithmus auch ein explizites Schrumpfen
von Kernen betrachten.









//finde den letzten gemeinsamen Knoten//
while (pi[k] 6= pj[l]) and (i > 0) and (j > 0) do
k = k − 1, l = l − 1
// Suche nach der Basis beginnen vom letzten gemeinsamen Knoten aus//
w := pi[k]
z := prevpt[w]
// gehe vom letzten gemeinsamen Knoten weiter, bis w erreicht ist
while (w 6= s) and (rescap(zw) ≥ 2) do
begin
k = k − 1




// setze auf pi und p
′
i die base-pointer und die Wechselkanten//





// falls die Wechselkanten schon zuvor gesetzt wurden, fu¨hre
keine neuen ein//
if z′ /∈ ScanQ then
begin
SwitchEdge[z′] = (ji′)




// nun das gleiche fu¨r pj und p
′
j//





if z′ /∈ ScanQ then
begin
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SwitchEdge[z′] = (ij′)






Wir wollen es bei dieser anschaulichen Beschreibung der Funktionsweise belassen. Da
wir uns stark an der Nomenklatur in der Arbeit von Kocay und Stone orientiert haben,
verweisen wir hier lediglich auf den Beweis der Korrektheit des Algorithmus in ihrer Ar-
beit [42, S. 16].
Statt dessen wollen wir das Beispiel in (Abb. 4.6) noch einmal aufgreifen und anhand
dieses Beispiels diesen, doch an einigen Stellen trickreichen, Algorithmus erla¨utern. Au-
ßerdem ist in der (Abb. 4.10) das Spiegelnetzwerk nach jedem Schritt des Algorithmus
eingezeichnet.
Wir beginnen also mit der U¨bergabe des schiefsymmetrischen Netzwerks auf der rechten
Seite von (Abb. 4.6) an den BNS-Algorithmus von Kocay und Stone. Die Kapazita¨ten
seien dabei wieder entweder in der Grafik an den Kanten notiert oder 1. Anfangs gilt
ScanQ = {s}. Die Ba¨ume T und T ′ werden im Algorithmus implizit durch die prevpt’s
dargestellt.
Im ersten Schritt werden die Knoten adjanzent zu s untersucht, also 1 und 6. Keiner der
Knoten wurde zuvor untersucht, also gilt ScanQ = {s, 1, 6} und prevpt(j) = s ∀j ∈ {1, 6}.
Im na¨chsten Schritt wird nun der Knoten 1 untersucht. Wir finden die Knoten 2′ und 3′
die ebenfalls bisher nicht untersucht wurden. Wir setzen also prevpt(j) = 1 fu¨r j ∈ {2′, 3′}
und ScanQ := {1, 6, 2′, 3}.
Der na¨chste Knoten in ScanQ ist 6. Wir finden die Knoten 4′ und 5′. Diese sind eben-
falls bisher nicht untersucht. Wir setzen also prevpt(j) = 6 fu¨r j ∈ {4′, 5′} und erhalten
ScanQ = {1, 6, 2′, 3′, 4′, 5′}.
Damit kommen wir zum Knoten 2′. Wir finden den Knoten 3. Dieser ist aber bereits in
einem Kern enthalten, da wir 3′ schon untersucht hatten und damit den trivialen Kern
C(3) = {3, 3′} erstellt haben. Es tritt somit der 2. Fall und damit die MakeBlossom-
Operation ein. Wir hatten den Kern in diesem Fall bereits in (Abb. 4.8) als C(1) =
{1, 2′, 2, 3, 3′, 1′}mit Basis 1 identifiziert.MakeBlossom setzt nun fu¨r die Knoten 2′, 3′, 2, 3
und 1′ den baseptr auf 1. Außerdem wurden fu¨r die Knoten 2, 3 und 1′ noch keine Wech-
selkanten definiert. MakeBlossom setzt daher SwitchEdge[3] = (2′3), SwitchEdge[2] =
(3′2) und SwitchEdge[1′] = (2′3). Ferner erhalten wir ScanQ = {1, 6, 2′, 3′, 4′, 5′, 3, 2, 1′}.
Fu¨r den Knoten 3′ sind alle Kanten bereits erforscht. Der Fall b3 = 1 6= bj tritt also fu¨r
einen zu 3 adjazenten Knoten nie ein.
Damit kommen wir zum Knoten 4′. Wir finden den Knoten 5 und den Knoten 3′. Beide
wurden zuvor bereits untersucht und sind im trivialen Kern C(5) = {5, 5′} bzw. im Kern
C(1) enthalten. Wir haben also wieder eineMakeBlossom-Operation. DieMakeBlossom-
Operation findet in diesem Fall einen Kern mit Basis s in dem nun alle Knoten des Netz-
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Abbildung 4.10: Das Spiegelnetzwerk nach jedem Schritt des Algorithmus, wie im Text
beschrieben
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werks enthalten sind. Fu¨r alle Knoten wird daher der baseptr auf s gesetzt. Außerdem
wurden fu¨r die Knoten 4, 5, 6 und t noch keine Wechselkanten definiert. MakeBlossom
setzt daher SwitchEdge[4] = (5′4), SwitchEdge[5] = (4′5), SwitchEdge[6′] = (4′5) und
SwitchEdge[t] = (4′3). ScanQ entha¨lt nun alle Knoten des Netzwerks.
Da die Basis des entstandenen Kerns s ist, ko¨nnen wir nun u¨ber die Wechselkanten
einen gu¨ltigen Pfad bestimmen. Wir bestimmen dazu die Wechselkante von t und er-
halten (4′3). Wir beno¨tigen nun also noch einen s4′-Pfad und einen s3′-Pfad. Wir be-
stimmen dazu die Wechselkante von 4′ und erhalten die triviale Wechselkante (64′). Auch
6 besitzt nur eine triviale Wechselkante na¨mlich (s6). Damit erhalten wir den s4′-Pfad
p4′ = {(s6), (64′)}. Wir fu¨hren das gleiche fu¨r den Knoten 3′ durch und erhalten den
s3′-Pfad p3′ = {(s1), (13′)}. Wir erhalten nun den gu¨ltigen st-Pfad als Konkatenation von
p4′ , (4
′3) und p′3′ :
p = p4′ ◦ (4′3) ◦ p′3′ = {(s6), (64′), (4′3), (31′), (1′t)} (4.36)
Dieser Pfad ist in der Tat gu¨ltig.
Nach diesem Beispiel zum BNS-Algorithmus kommen wir noch einmal auf das nicht-
bipartite Matchingproblem zuru¨ck. Wir hatten ja bereits angesprochen, dass die Probleme
der Balanced Network Search und des Matching in nicht-bipartiten Graphen a¨hnlich sind.
Die Idee beim nicht-bipartiten Matching ist die Struktur eines bipartiten Graphen auf
einen nicht-bipartiten Graphen zu u¨bertragen. Konzeptionell ist der Ansatz also sehr
a¨hnlich zu schiefsymmetrischen Netzwerken. In diesem Fall versuchen wir aber die Knoten
des Graphen ohne Hinzunahme weiterer Knoten in innere und a¨ußere Knoten aufzuteilen
[35, S. 364-367].
Wir durchsuchen dazu den Graphen von einem nicht gematchten Knoten aus. Wir nehmen
dann alle adjazenten Knoten in einen Baum auf. Von diesen Knoten aus, nehmen wir alle
adjazenten Knoten auf, die gematcht sind und fahren dann analog fort. Die verschiedenen
Lagen des Baumes ko¨nnen wir nun durchnummerieren. Wir erhalten dabei z.B. folgendes
Bild (Abb. 4.11), wobei an einigen Knoten die Bezeichnungen eingetragen sind.
Abbildung 4.11: Beispiel fu¨r Lagen im Suchbaum
Es ist sicher nicht verwunderlich, dass wir die Menge der Knoten in ungeradzahligen Lagen
KAPITEL 4. MAXIMUM BALANCED FLOW 41
als innere Knoten und die Menge der Knoten in geradzahligen Lagen als a¨ußere Knoten
bezeichnen. Dies ist vo¨llig analog zur Klassifikation der Knoten im schiefsymmetrischen
Netzwerk.
Finden wir von einem ungematchten Knoten in einer ungeraden Lage einen ungematchten
Knoten, so ist der Pfad von r zu diesem Knoten ein M -erweiternder Pfad. In der (Abb.
4.11) wa¨re ein solcher M -erweiternder Pfad:
p = {(11), (13), (37), (79)} (4.37)
Die Idee scheint sehr scho¨n einfach, sie ist es aber nur auf den ersten Blick.
Betrachten wir dazu die Suche nach einem erweiternden Pfad in folgendem Graphen
(Abb. 4.12).
Abbildung 4.12: Matching in einem Graphen, wobei die Matchingkanten wieder dick ein-
gezeichnet sind
Jeder der Knoten {a, b, c, d, e, f} ko¨nnte, je nach Suchrichtung, entweder ein innerer oder
ein a¨ußerer Knoten sein. Fu¨r das obige Matching wa¨re ein erweiternder Pfad offensicht-
lich p = {(rb), (bd), (de), (ef), (fc), (ca), (ai)}. Nehmen wir die Kante (fc) nicht auf, da c
zuvor bereits als adjazenter Knoten zu a aufgenommen wurde und damit gerade wa¨re, so
finden wir diesen erweiternden Pfad nicht.
Das Problem ist offensichtlich, dass C = {(rb), (bd), (de), (ef), (fc), (ca), (ar)} ein Kreis
ungerader La¨nge ist. Diese ko¨nnen im bipartiten Fall nicht auftreten. Dieser ungerade
Kreis ist ein typisches Beispiel fu¨r eine Blume.
Betrachten wir dies auf schiefsymmetrischen Netzwerken noch etwas formaler: Man nennt
eine Kante (kl′) ∈ A(N) in einem schiefsymmetrischen Netzwerk N erreichbar, wenn (kl′)
von einem (kl′)-erreichenden Pfad u¨berquert wird. Hierbei ist ein (kl′)-erreichender Pfad
ein Pfad, der bei s beginnt, so dass p[k′] kein Knotenpaar (ij′), (ji′) mit rescap(ij) = 1
entha¨lt. Hierbei bezeichnet p[k′] den Teil des Pfades p von s zu k′.
Eine erreichbare Kante (ij′) ∈ A(N) heißt bi-eulersch, falls (ji′) ebenfalls erreichbar ist
und sonst eulersch. Die Menge aller bi-eulerschen Kanten bezeichnet man mit Bic(N).
Die verbundenen Komponenten in N [Bic(N)] bezeichnet man als Blu¨ten.
Es ist nicht verwunderlich, dass die zuvor eingefu¨hrten Kerne und die Blu¨ten in Mat-
chingproblemen eng verwandt sind.
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Die beiden Begriffe seien anhand der folgenden Abbildung (4.13) noch einmal erla¨utert,
in der, der Einfachheit halber, die symmetrischen Knoten nicht eingezeichnet sind.
Abbildung 4.13: Blu¨ten und Kerne
Hier existieren 2 Blu¨ten aus 1, 3, 4 und den komplementa¨ren Knoten und 5, 7, 8, 11, 12, 13
und ihren komplementa¨ren Knoten. Die beiden Blu¨ten sind durch die eulersche Kante
(13, 3′) verbunden und bilden einen Kern.
Dies ist kein Zufall, denn man kann in der Tat zeigen, dass ein Kern immer die disjunkte
Vereinigung von Blu¨ten ist.
Mit diesen Analogien ko¨nnen wir den Algorithmus von Kocay und Stone auch als U¨bert-
ragung des Matching-Algorithmus von Edmonds [20] auf schiefsymmetrische Netzwerke
verstehen.
4.4 Ku¨rzeste gu¨ltige Pfade
Mit dem obigen Algorithmus haben wir das Problem Max Bal Flow gelo¨st. Wir haben
aber noch keine Aussage u¨ber dessen Komplexita¨t (also die Worst Case Laufzeit) getrof-
fen. Bei Flussalgorithmen haben wir im Allgemeinen eine Abha¨ngigkeit der Worst-Case
Laufzeiten von der Gro¨ße des Netzwerks (n, m), der maximalen Kapatita¨t einer Kante
U und bei Algorithmen, die zusa¨tzlich Kosten auf den Kanten beru¨cksichtigen, auch eine
Abha¨ngigkeit von den maximalen Kosten einer Kante C.
Wir unterscheiden nun folgende Fa¨lle [46, S. 5]:
• pseudopolynomielle Laufzeit: Die Laufzeit ha¨ngt von der Gro¨ße (n und m) und den
Werten (C und U) der Eingabeinstanzen ab.
• schwach polynomielle Laufzeit: Die Laufzeit ha¨ngt polynomiell von n und m und
nur von den Logarithmen der Eingabeinstanzen ab.
• stark polynomielle Laufzeit: Die Laufzeit ha¨ngt polynomiell ausschließlich von n und
m ab.
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Wir wollen hier nicht genauer auf die Laufzeit des Balanced Augmentation Algorithmus
eingehen, da er im Allgemeinen nicht stark polynomiell ist [24, S.43].
Dies ist aber auch nicht verwunderlich, da wir unsere erweiternden Pfade bisher nach
keinem Schema wa¨hlen.
Das Schema, das sich anbietet, ist offensichtlich die La¨nge der Pfade. Wir fu¨hren dazu
zuna¨chst La¨ngen, sogenannte schiefsymmetrische Distanzen, ein. Diese werden bezu¨glich
des Knotens s definiert:
d(i) := min{∞, {|p| : p ist ein gu¨ltiger si-Pfad auf N(x)}} (4.38)
Hierbei gibt |p| die Anzahl der Kanten in p an.
Man bezeichnet nun einen si-Pfad q mit |q| = d(i) als minimal gu¨ltig oder d(i)-Pfad.
Die Idee ist nun, als erweiternde Pfade nur d(t)-Pfade zu verwenden. Hierzu beno¨tigt man
BNS-Algorithmen, die lediglich solche bestimmen. Jungnickel und Fremuth-Paeger haben
in ihrer Arbeit eine Adaption des Algorithmus von Micali und Vazirani, der sogenannten
Double Depth First Search Methode, beschrieben, die dieses leistet [24]. Die Methode ist
dabei stark polynomiell mit der Laufzeit O(mα(m,n)) [24, S. 50]. Wir wollen hier nicht
die Definition von α herausarbeiten. Es sei hier lediglich erwa¨hnt, dass α die Umkehr-
funktion der Ackermann-Funktion ist.
Auch diese Idee kommt urspru¨nglich aus der Matchingtheorie. In ihrer Arbeit [47] be-
schreiben Micali und Vazirani einen Algorithmus zur Bestimmung zur Bestimmung eines
maximalen Matchings auf einem allgemeinen Graphen (Cardinality Matching Problem).
Der Algorithmus von Micali und Vazirani ist auch heute noch der schnellste bekannte
Algorithmus zur Lo¨sung des Problems [43, S. 219].
Wir werden diesen BNS-Algorithmus hier nicht besprechen und lediglich zeigen, wie sich
hiermit ein stark-polynomieller Algorithmus konstruieren la¨sst.
Hierzu wollen wir zuna¨chst ein Lemma und einen Hilfssatz beweisen.
Lemma 4.19. Sei p ein d(t)-Pfad auf N(x) und (ij′) eine Kante auf p, dann u¨berquert
p weder (j′i) noch (i′j).
Beweis. Als Pfad kann p per Definition kein Paar antiparalleler Kanten (ij′), (j′i) ent-
halten.
Nehmen wir nun an p sei minimal und enthalte ein Paar (ij′), (i′j) von Kanten. Dann
ko¨nnen wir den Pfad nach folgender Regel verku¨rzen:
Regel 1: Gilt p = p1 ◦ (ij′)◦p2 ◦ (i′j)◦p3 oder p = p1 ◦ (i′j)◦p2 ◦ (ij′)◦p3 fu¨r Spazierga¨nge
p1, p2, p3, so ku¨rzen wir p auf p := p1 ◦ p′2 ◦ p3.
Mit dieser Operation verliert p 2 Kanten. p muss kein Pfad mehr sein, aber wir ko¨nnen
dann p weiter auf einen Pfad q ku¨rzen. q muss dann sogar gu¨ltig sein, da q nur Kanten
von p und p′ entha¨lt und p und p′ jeweils gu¨ltig waren. Da q ferner mindestens 2 Kanten
weniger entha¨lt als p gilt |q| < |p|. Damit haben wir den Widerspruch zur Wahl von p.
Satz 4.20. Sei p ein d(t)-Pfad auf N(x), y := x+xp+xp′ und q ein d(t)-Pfad auf N(y),
dann gilt |p| ≤ |q|.
Beweis. Ist q gu¨ltig auf N(x), dann gilt offensichtlich |p| ≤ |q|.
Wir mu¨ssen nun also den Fall betrachten, dass q nicht gu¨ltig auf N(x) ist. Damit existiert
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mindestens eine Kante (ij′) auf q mit (j′i) ∈ p oder (i′j) ∈ p.
Die Idee ist nun wieder q zu ku¨rzen und einen auf N(x) gu¨ltigen Pfad r mit der La¨nge
|r| < max{|p|, |q|} aus p und q zu erhalten.
Wir identifizieren zuna¨chst die auf q zu ku¨rzenden Kanten:
A0 := {(ij) ∈ q : (j′i′) /∈ q, rescap(ij) = 0} (4.39)
A1 := {(ij) ∈ q : (j′i′) ∈ q, rescap(ij) = 0} (4.40)
A2 := {(ij) ∈ q : (j′i′) ∈ q, rescap(ij) = 1} (4.41)
Da q auf N(y) gu¨ltig ist, muss p fu¨r jede Kante (ij) ∈ A0 ∪ A2 die Kante (ij) oder ihre
komplementa¨re Kante (ij)
′
u¨berqueren. Fu¨r die Kanten (ij) aus A1 gilt sogar, dass p (ij)
und (ij)
′
u¨berqueren muss. Wir wollen q nun um die Kanten aus A0 und A1 ku¨rzen und
fu¨r (ij) ∈ A2 entweder (ij) oder (ij)′ aus A2 entfernen.
Die erste Ku¨rzungsregel hatten wir im vorhergehenden Lemma schon bereitgestellt. Nun
nehmen wir noch folgende hinzu:
Regel 2: Gilt p = p1 ◦ (ij′) ◦ p2 und q = q1 ◦ (j′i) ◦ q2 fu¨r Spazierga¨nge p1, p2, q1, q2,
dann setze p := p1 ◦ q2 und q := q1 ◦ p2.
Regel 3: Gilt p = p1 ◦ (ij′) ◦ p2 und q = q1 ◦ (i′j) ◦ q2 fu¨r Spazierga¨nge p1, p2, q1, q2, so
setze p := p1 ◦ q′1 und q := p′2 ◦ q2.
Regel 4: Gilt r = r1 ◦ (ij′)◦ r2 ◦ (j′i)◦ r2 oder r = r1 ◦ (j′i)◦ r2 ◦ (ij′)◦ r3 fu¨r irgendwelche
Spazierga¨nge r1, r2, r3, so setze r := r1 ◦ r3.
Regel 5: Gilt r = r1 ◦ (ij′) ◦ r2 und p = p1 ◦ (j′i) sei ein geschlossener Spaziergang fu¨r
Spazierga¨nge p1, r1, r2, so setze r := r1 ◦ p1 ◦ r2.
Wir wenden nun zuna¨chst die Regeln 1, 2 und 3 an, bis keine dieser Regeln mehr an-
gewendet werden kann. Wir hatten bereits darauf hingewiesen, dass p und q nun nur
noch st-Spazierga¨nge sein mu¨ssen. r sei nun der ku¨rzere der beiden Spazierga¨nge und wir
definieren:
A3 := {(ij) ∈ r : rescap(ij) = 0} (4.42)
Nach Konstruktion von r aus p und q gilt notwendigerweise A3 ⊆ A0 ∪ A1 ∪ A2 und
mit (ij) ∈ A3 gilt auch (ij) ∈ r. Wir ko¨nnen nun diese Kanten offensichtlich durch
Regel 4 ku¨rzen. Damit spaltet r auf in einen st-Spaziergang und einen 2. geschlossenen
Spaziergang r2. Sind A3 und r2 disjunkt, so ko¨nnen wir r2 fortfallen lassen, ansonsten
wird der geschlossene Spaziergang mit Regel 5 erneut verbunden. Wir fahren fort, bis
keine Kante (ij) mit rescap(ij) = 0 mehr auf r ist.
Hierbei terminiert das Verfahren trotz Regel 5, da bei der kombinierten Anwendung von
Regel 4 und Regel 5 insgesamt eine Kante aus dem Pfad geku¨rzt wird.
Ku¨rzen wir nun r auf einen einfachen st-Pfad, so erhalten wir den gewu¨nschten st-Pfad r
mit |r| < max{|p|, |q|}, der auf N(x) gu¨ltig ist.
Wa¨re q nach dieser Prozedur echt ku¨rzer als p, so wu¨rde |r| < |p| gelten im Widerspruch
zur Wahl von p.
Bemerkung: Der Satz ist intuitiv klar, da nach einer Flusserho¨hung auf dem ku¨rzes-
ten Pfad in einem Netzwerk dieser ku¨rzeste Pfad ja nicht mehr im Restnetzwerk mo¨glich
ist. Bestimmen wir den na¨chsten ku¨rzesten Pfad, sollte dieser nicht ku¨rzer sein (|q| ≥ |p|).
KAPITEL 4. MAXIMUM BALANCED FLOW 45
Der Beweis dieser Aussage ist aber, wie wir sehen, doch recht aufwa¨ndig.
Um ein Schema fu¨r die Erho¨hung der Flu¨sse zu finden, ist die Aussage aber sehr inter-
essant: Bei einer Erho¨hung des Flusses la¨ngs von d(t)-Pfaden pj und p
′
j um balcap(pj)
Einheiten kann die La¨nge der Pfade im Algorithmus nicht abnehmen. Wir ko¨nnen also
die gu¨ltigen erweiternden Pfade ihrer La¨nge nach ordnen:
phasei := {pj : 1 ≤ j ≤ vi, |pj| = 2i+ 1}, i ∈ N (4.43)
Wir bezeichnen jede Periode eines Algorithmus, in der nur Pfade einer bestimmten La¨nge
verwendet werden als Phase. vi gibt hierbei die Anzahl der Pfade in der phasei an. Fu¨r
die Pfade in einer Phase gibt es noch das folgende wichtige Korollar.
Korollar 4.21. Seien p und q Pfade wie im vorherigen Satz. Wir nehmen an |q| = |p|
und (ij′) sei eine Kante von q. Dann u¨berquert p weder (j′i) noch (i′j).
Beweis. Nehmen wir an, p enthalte (j′i) oder (i′j). Dann wa¨ren im vorhergehenden Satz
die Regeln 2 und 3 anwendbar gewesen und die Anwendung des Satzes ha¨tte die Existenz
eines ku¨rzeren Pfades r ergeben. Damit haben wir den Widerspruch.
Mit diesem Korollar ko¨nnen wir nun die Komplexita¨tsuntersuchung des Balanced Aug-
mentation Algorithmus mit minimal-gu¨ltigen Pfaden angehen.
Das obige Korollar zeigt dabei, dass die einzelnen Erho¨hungsschritte einer Phase kommu-
tieren, d.h. ihre Reihenfolge innerhalb einer Phase beliebig gea¨ndert werden kann.
Ferner ko¨nnen wir sogar Aussagen u¨ber die Anzahl der Erho¨hungsschritte in einer Phase
machen.
Jeder Pfad pk ∈ phasel mit k, l ∈ N entha¨lt mindestens eine Kante, die uns davon abha¨lt
den Fluss um mehr als balcap(pj) Einheiten zu erho¨hen. Eine solche Kante nennen wir
eine blockierende Kante auf pj.
Ist (ij) eine blockierende Kante und pk u¨berquert nicht (ij)
′, so gilt rescap(ij) = 0 nach
dem k-ten Erho¨hungsschritt. U¨berquert pk auch (ij)
′, so gilt natu¨rlich nur rescap(ij) ≤ 1.
Aufgrund des obigen Korollars ko¨nnen damit (ij) und (ij)′ ho¨chstens ein zweites Mal in
phasel auftreten und damit maximal 2 Mal die blockierende Kante sein.
Da mit (ij) auch (ij)′ als blockierende Kante (in p′) auftreten muss und die Ru¨ckwa¨rts-
kanten mit dem obigen Korollar in phasel u¨berhaupt nicht auftreten, gilt:
|phasel| ≤ m+ n (4.44)
Hierbei erhalten wir m+ n, da wir auch die n Kanten zu s beru¨cksichtigen mu¨ssen.
Die La¨nge eines gu¨ltigen st-Pfades ist ungerade und offensichtlich durch die Anzahl der
Knoten begrenzt, so dass der Algorithmus maximal n Phasen hat. Damit haben wir:
Satz 4.22. Sind alle erweiternden Pfade minimal gu¨ltig, so besteht der Balanced Aug-
mentation Algorithmus aus O(n) Phasen und jede Phase hat O(m+n) Erho¨hungsschritte.
Korollar 4.23 (stark-polynomieller Algorithmus). Sei die Bestimmung eines minimal-
gu¨ltigen Pfades in stark-polynomieller Laufzeit K(m,n) mo¨glich, so ist auch der Balanced
Augmentation Algorithmus mit minimal-gu¨ltigen Pfaden stark-polynomiell mit einer Lauf-
zeit O((m+ n) · n ·K(m,n)).
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4.5 Algorithmus von Anstee
Wir haben mit der obigen Untersuchung gezeigt, dass Max Bal Flow durch Balanced
Augmentation mit minimal gu¨ltigen Pfaden (und dem BNS-Algorithmus) in stark poly-
nomieller Laufzeit lo¨sbar ist. Der beste Algorithmus zur Lo¨sung von Max Bal Flow greift
allerdings nicht auf die Balanced Augmentation zuru¨ck, sondern auf die Idee des Cycle
Cancelling.
Wir bestimmen hierbei zuna¨chst einen Maximum Flow, symmetrisieren ihn und ziehen
dann die nicht-ganzzahligen Kreise ab.
Um diese Idee zu verdeutlichen, wollen wir an dieser Stelle einige Begriﬄichkeiten einfu¨hren.
Wir wollen dies allerdings nur in so weit tun, als die Begriffe fu¨r den Primal-Dual Algo-
rithmus, den wir vorstellen wollen, sinnvoll sind und verweisen ansonsten auf die Arbeit
von Jungnickel und Fremuth-Paeger [25].
Wir notieren zuna¨chst unsere Definitionsgleichungen fu¨r eine balancierte Zirkulation ohne
die Ganzzahligkeitsforderung. Wir ko¨nnen diese Gleichungen auch als die Gleichungen des
Polytops der rationalen balancierten Zirkulationen verstehen, wobei
”
rational“ den Ver-
zicht auf die Ganzzahligkeitsforderung ausdru¨ckt. Fu¨r dieses Polytop haben wir zusa¨tzlich
noch die Kapazita¨tsbedingungen fu¨r Flu¨sse auf den Kanten cap(ij) und Bedingungen fu¨r
einen minimalen Flusswert l(ij):
l(ij) ≤ xij ∀ (ij) ∈ A(N) (4.45)
xij ≤ cap(ij) ∀ (ij) ∈ A(N) (4.46)
xij′ = xji′ ∀ (ij) ∈ A(N) (4.47)
e(i) = 0 ∀i ∈ V (N) (4.48)
Das durch diese Ungleichungen bzw. Gleichungen definierte Polytop bezeichnen wir als
das Polytop der rationalen Zirkulationen F(N). Dabei verstehen wir den Fluss als einen
Vektor im Vektorraum R|A(N)|.
Die Flu¨sse, die den Ecken von F(N) entsprechen nennt man Basen. Wir unterscheiden
den rationalen Teil des Netzwerks und den ganzzahligen Teil des Netzwerks, indem wir
die folgenden Kapazita¨ten definieren:
fraccap(ij) :=
{
rescap(ij) mod 2, wenn (ij) Schleife
rescap(ij) mod 1, wenn (ij) keine Schleife
(4.49)
Damit ko¨nnen wir auch die ganzzahligen Kapazita¨ten definieren: intcap(ij) := rescap(ij)−
fraccap(ij). Die beiden zugeho¨rigen Netzwerke bezeichnen wir mit Nfrac(x) und Nint(x).
Man bezeichnet Kanten mit fraccap(ij) > 0 als rational. Ferner bezeichnen wir eine Kan-
te als frei, wenn rescap(ij) > 0 und rescap(ji) > 0.
Einen Kreis nennen wir ungerade, wenn er einfach ist und Kanten (ij) und (ji)′ immer
paarweise entha¨lt. Wir ko¨nnen jeden ungeraden Kreis Q mit einem einfachen ii′-Pfad q
schreiben (wobei i ∈ Q beliebig ist) als: Q = q ◦ q¯′. q hat dabei aufgrund der bipartiten
Struktur des Netzwerks immer eine ungerade La¨nge.
Die Bedeutung der ungeraden Kreise im Netzwerk illustriert der folgende Satz.
Satz 4.24. Sei x ein rationaler, balancierter Fluss auf dem schiefsymmetrischen Netzwerk
N , dann ist x eine Ecke des Polytops F(N), genau dann wenn jeder freie Kreis in N(x)
ungerade ist.
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Beweis. in Fremuth Paeger [22, S. 53]
Zudem haben wir folgende interessante Eigenschaft, die wir hier ebenfalls nicht bewei-
sen wollen [25, S. 203].
Satz 4.25. Sei x eine Ecke des Polytops F(N), dann ist 2 · x immer eine ganzzahlige
Zirkulation.
Diese letzte Eigenschaft ist fu¨r den Algorithmus von großer Bedeutung. Suchen wir auf
den Ecken des Polytops F(N) optimale Zirkulationen, so sind diese jedenfalls halbzahlig
und die
”
Reparatur“ des Flusses einfach.
Dies motiviert die folgende Bezeichnung: x ist eine Pseudobasis, wenn x halbzahlig ist
und die rationalen Kanten paarweise disjunkte Kreise bilden. Diese Kreise Q1, · · · , Qr
bezeichnen wir auch als das System ungerader Kreise von x.
Damit haben wir die Kreise fu¨r das Cycle Cancelling identifiziert.
Zur Illustration der Definition betrachten wir nun das Beispiel in (Abb. 4.14). Die Kapa-
zita¨ten aller Kanten seien dabei 1 und die unteren Grenzen alle 0.
Abbildung 4.14: schiefsymmetrisches Netzwerk zur Illustration des Polytops der rationalen
Zirkulationen
Man sieht, dass der maximale Flusswert 2 ist. Wir wollen nun die mo¨glichen maximalen
rationalen balancierten Flu¨sse in der folgenden Grafik (Abb. 4.15) explizit angeben. Die
Flusswerte sind dabei jeweils an den Kanten notiert. Wir geben hierbei nur die halbzah-
ligen Lo¨sungen an.
Das Polytop der rationalen balancierten Zirkulationen ist dann ein |A(N)| = 10-dimensionalens
Polytop mit den 3 Ecken, die den Flu¨ssen in den Grafiken (a), (b) und (c) entsprechen.
Wir ko¨nnen dieses Polytop mit einer (hier jetzt nicht na¨her behandelten) Projektion ab-
standstreu in den zweidimensionalen Raum projezieren und erhalten dann das Dreieck
in (Abb. 4.16), wobei die Ecken andeuten sollen, welchen Flu¨ssen sie entsprechen. Wir
sehen, dass wir ein degeneriertes Dreieck erhalten.
Der Algorithmus von Anstee hat nun 2 Phasen (siehe auch [22, S. 63-64]). In der ersten
Phase bestimmen wir einen maximalen ganzzahligen Fluss mit einem
”
normalen“ Max





(x∗(ij′) + x∗((ij′)′)) ∀(ij′) ∈ A(N) (4.50)
Dieser Fluss ist damit sicherlich balanciert, aber nur halbzahlig und nicht ganzzahlig.
In der 2. Phase des Algorithmus von Anstee bestimmen wir zuna¨chst das System unge-
rader Kreise Q1, · · · , Qr. Lassen sich 2 dieser Kreise durch einen gu¨ltigen Pfad verbinden,
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Abbildung 4.15: mo¨gliche maximale rationale balancierte Flu¨sse
Abbildung 4.16: Polytop der rationalen Zirkulationen
so erho¨hen wir den Fluss auf den ungeraden Kreisen und dem verbindenden Pfad.
Ist keine solche Operation mehr mo¨glich, so erhalten wir einen Fluss x, der nur noch
unverbundene ungerade Kreise 1, · · · , t hat. Wir reduzieren diesen Fluss nun auf einen
ganzzahligen Fluss int(x) (int fu¨r integer ≡ engl. ganzzahlig):




(xqi + xq′i) (4.51)
Anstee konnte nun beweisen, dass diese Projektion des Flusses x in der Tat ein maximaler
balancierter Fluss ist [22, S. 64].
Falls den Leser die ungeraden Kreise hier an die ungeraden Komponenten in Tuttes 1-
Faktor Satz oder seinen allgemeinen f -Faktor Satz erinnern, ist dies vollkommen richtig.
In der Tat bescha¨ftigt sich Anstees Arbeit [4] mit einem algorithmischen Beweis des f -
Faktor Satzes von Tutte.
Nach Jungnickel und Fremuth-Paeger ko¨nnen wir die Bestimmung des Maximum Flow
in Anstees Algorithmus auch durch eine Balanced Augmentation ersetzen und damit eine
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Komplexita¨t von O(mn) fu¨r das Max Bal Flow Problem erhalten. Dies ist sogar schneller
als die heutigen Algorithmen fu¨r Max Flow [22, S. 65].
Abschließend wollen wir noch kurz ein Lemma beweisen, dass wir noch beno¨tigen.
Lemma 4.26. Sei N ein schiefsymmetrisches Netzwerk und x eine Pseudobasis mit dem
System ungerader Kreise Q1, · · · , Qr. Sei U ⊆ V (N), U = U ′, so dass kein ungerader
Kreis den Schnitt [U, U¯ ] mit U¯ = V (N)\U trifft und odd(U) := |{i : Qi ⊆ N [U ]}|. Dann
gilt:
odd(U) ≡ x(U, U¯) mod 2 (4.52)
Beweis. Sei U = W
⊎
W ′ (da U selbstkomplementa¨r ist, la¨sst sich eine solche Darstellung




e(i) = x(U¯ ,W )− x(W, U¯) + x(W ′,W )− x(W,W ′) (4.53)
Jeder der Schnitte [W,W ′], [W ′,W ] spaltet auf in Paare komplementa¨rer Kanten ((ij′) ∈
[W,W ′] ⇒ (ji′) ∈ [W,W ′]).
Sei nun (ij′) ∈ [W,W ′]∪ [W ′,W ], dann tra¨gt xij′+xji′ zu x(W ′,W )−x(W,W ′) eine ganze
Zahl bei, wenn xij′ ganzzahlig ist und eine ungerade Zahl, falls (ij) auf einem ungeraden
Kreis ist. Damit haben wir:
odd(U) ≡ x(W ′,W )− x(W,W ′) mod 2 (4.54)
Und damit auch:
odd(U) ≡ x(U¯ ,W )− x(W, U¯) ≡ x(U¯ ,W ) + x(W, U¯) (4.55)
≡ x(U¯ ,W ) + x(U¯ ,W ′) ≡ x(U¯ , U) (4.56)
≡ x(U, U¯) mod 2 (4.57)
Kapitel 5
Balanced Min Cost Flow
Nach den Vorarbeiten zum Max Bal Flow kommen wir nun zum eigentlichen Problem der
minimalen Kostenflu¨sse auf schiefsymmetrischen Netzwerken mit konvexer Kostenfunkti-
on.
5.1 Formulierung des Problems
Wir gehen zuna¨chst auf das Problem mit linearen Kosten ein und werden spa¨ter auf das
Problem mit konvexen Kosten eingehen.
Bei linearen Kosten definieren wir die Kosten eines Flusses x als
∑
(ij)∈A(N) cijxij mit
Kosten cij ∈ R fu¨r jede Kante (ij) ∈ A(N). Im Allgemeinen ko¨nnen Kosten also auch 0
oder negativ sein. Wir werden uns hier allerdings lediglich mit dem Fall positiver Kosten
bescha¨ftigen. Das Problem ist nun einen maximalen Fluss bei minimalen Kosten zu er-
halten.
Im Allgemeinen mu¨ssen die Kosten aber nicht linear sein, sondern ko¨nnen beliebige Funk-
tionen des Flusses x sein.
In praktischen Problemen ist vor allem das Problem konvexer Kosten interessant. Wir
wollen zuna¨chst definieren, was wir unter einer konvexen Funktion verstehen [8, S. 6].
Definition 5.1 (konvexe Funktion). Eine Funktion k : D → R von einer Menge nichtne-
gativer reeller Zahlen D ⊆ R+ in die Menge der reellen Zahlen nennen wir eine konvexe
Funktion, falls fu¨r alle x, y ∈ D und α, β ∈ R mit α + β = 1 gilt:
k(αx+ βy) ≤ αk(x) + βk(y) (5.1)
Setzen wir α, β = 1
2
und y = x+2∆ mit ∆ ∈ R, so erhalten wir die wichtige Relation,
die wir ebenfalls als Definition verwenden ko¨nnten:
2k(x+∆) ≤ k(x) + k(x+ 2∆) (5.2)
Wir betrachten allerdings auch nicht beliebige konvexe Kosten, sondern sogenannte se-
parable konvexe Kosten. Bei separablen konvexen Kosten haben wir nicht mehr Kosten
cij ∈ R, sondern konvexe Kostenfunktionen Cij(xij). Wir bezeichnen die Kosten hierbei
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Die Kosten ko¨nnen wir uns (z.B. bei einem Routenproblem fu¨r LKW) als Absta¨nde zwi-
schen den Knoten vorstellen. Die folgende Definition ist deshalb sinnvoll:
Definition 5.2 (schiefsymmetrische Absta¨nde bei gegebenen Kosten). Sei Pi,j die Menge
aller gu¨ltigen Pfade p im Restnetzwerk N(x) mit Startknoten i ∈ V (N(x)) und Endknoten
j ∈ V (N(x)), dann definieren wir den Abstand von i zu j mit den Kosten einer Kante cij
als:







Mit d(i) fu¨r i ∈ V (N(x)) bezeichnen wir den Abstand zu s.
Wir haben damit den Begriff der Kosten eingefu¨hrt. Wir ko¨nnen die Kosten allerdings
nicht irgendwie minimieren, sondern mu¨ssen die Kapazita¨tsbeschra¨nkungen einhalten und
balancierte Flu¨sse erhalten.
In unserer Diskussion zu Anstee’s Algoriothmus hatten wir bereits das Polytop aller ra-
tionalen Zirkulationen eingefu¨hrt:
l(ij) ≤ xij ∀ (ij) ∈ A(N) (5.4)
xij ≤ cap(ij) ∀ (ij) ∈ A(N) (5.5)
xij = xj′i′ ∀ (ij) ∈ A(N) (5.6)
e(i) = 0 ∀i ∈ V (N) (5.7)
Um die Darstellung der Algorithmen in dieser Arbeit etwas zu vereinfachen, wollen wir
stets l(ij) = 0 ∀(ij) ∈ A(N) betrachten.
Grundsa¨tzlich fehlt in obiger Darstellung aber die Forderung der Ganzzahligkeit. Die
Ganzzahligkeit bekommen wir auch nicht
”
geschenkt“. Wir betrachten dazu folgendes
Beispiel mit den Kosten Cij(xij) = x
2
ij fu¨r alle Kanten im Ausgangsgraphen (dem Graphen
aus dem wir das schiefsymmetrische Netzwerk konstruiert haben) und cij = 0 fu¨r die si
und j′t-Kanten mit i, j′ ∈ V (N) (Abb. 5.1).
Abbildung 5.1: Konstruktion des schiefsymmetrischen Graphen aus dem Ausgangsgraph
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Abbildung 5.2: Ganzzahlige Lo¨sung des Min Cost Flow Problems auf dem Graphen; es
sind nur die Kanten eingezeichnet, die einen Fluss von 1 tragen
Die Kapazita¨t sei auf allen Kanten 1. Der maximale Fluss ist dann offensichtlich 4 und
eine ganzzahlige Lo¨sung minimaler Kosten hat folgende Form (Abb. 5.2).
Der Fluss ist balanciert und hat die Kosten 12+12+12+12 = 4. In dem Bild (Abb. 5.2)
sehen wir zudem, dass die ganzzahlige Lo¨sung immer auch ein Matching liefert.
Lassen wir nun die Ganzzahligkeitsbedingung fallen, haben wir aber folgende Lo¨sung des
Min Cost Flow Problems (Abb. 5.3).








Abbildung 5.3: Lo¨sung des Min Cost Flow-Problems ohne Ganzzahligkeitsbedingung; hier-
bei stehen die gestrichelten Kanten fu¨r Kanten mit 1
3
Fluss, durchgezogene Kanten stehen
wieder fu¨r Kanten mit Fluss 1
Dieses Beispiel zeigt auch, dass wir noch nicht einmal den zuna¨chst bewiesenen Satz zu
Anstee’s Algorithmus u¨ber die Ecken des Polytops verwenden ko¨nnen. Maximale Flu¨sse
ko¨nnen nicht nur auf den Ecken des Polytops auftreten, also mu¨ssen auch die Lo¨sungen
mit minimalen Kosten nicht notwendigerweise halbzahlig sein.
Damit ergeben sich fu¨r die Konstruktion von Algorithmen 2 Mo¨glichkeiten. Wir ko¨nnen
entweder die Flu¨sse nur ganzzahlig erho¨hen und arbeiten mit obigen Restriktionen weiter
oder wir mu¨ssen die Ganzzahligkeitsforderung in ein neues Polytop
”
einbauen“.
Der erste Algorithmus, den wir pra¨sentieren, wa¨hlt den 2. Weg. Wir werden die andere
Mo¨glichkeit aber spa¨ter auch wa¨hlen.
Das Ziel ist dabei Schnitte zu finden, die die ungeraden Kreise einer Pseudobasis aufspu¨ren
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und damit die geradzahligen Lo¨sungen von den Pseudobasen unterscheiden [26, S. 211].
Aus dem am Ende der Beschreibung von Anstee’s Algorithmus bewiesenen Lemma ergibt
sich direkt das folgende Korollar:
Korollar 5.3. Sei N ein schiefsymmetrisches Netzwerk, x eine balancierte Zirkulation
auf N und V (N) = U
⊎
U¯ mit einer selbstkomplementa¨ren Menge U , dann ist x(U, U¯)
gerade.
Bevor wir nun die Ungleichungen vom schiefen Schnitt herleiten ko¨nnen, brauchen wir
noch folgende Definition:
Definition 5.4 (nichtrivial). Eine Knotenmenge U ⊆ V (N) heißt nichttrivial, wenn
N [U ] (die Einschra¨nkung des Netzwerks auf die Knoten U) und N [U¯ ] mindestens einen
ungeraden Kreis entha¨lt und N [U ] verbunden ist.
Korollar 5.5 (Ungleichungen vom schiefen Schnitt). Fu¨r V (N) = U
⊎
U¯ mit einer selbst-
komplementa¨ren Menge U und (U, U¯) = A1
⊎
A2 sei
scap(A1, A2) := l(A2)− cap(A1) (5.8)
Definiere Oskew(N) := {(A1, A2) : A1
⊎
A2 nichttrivial , scap(A1, A2) ungerade}, dann
erfu¨llt jede Zirkulation die Ungleichungen
x(A2)− x(A1) ≥ scap(A1, A2) + 1 fu¨r (A1, A2) ∈ Oskew(N) (5.9)
Wir nennen den Schnitt (A1, A2) streng, wenn er die Ungleichung mit Gleichheit erfu¨llt.
Beweis. Es gilt x(A2)−x(A1) = x(U, U¯)−2x(A1) mit x(U, U¯) = x(A2)+x(A1). x(U, U¯)−
2x(A1) ist aber aufgrund des vorherigen Korollars gerade. Der Rest ist trivial.
Wir nennen das Polytop, das zusa¨tzlich zu den Ungleichungen fu¨r F(N) auch die
Ungleichungen vom schiefen Schnitt entha¨lt das Polytop der balancierten Zirkulationen
P(N). In der Arbeit von Jungnickel und Fremuth-Paeger [26] wird nun gezeigt, dass die-
ses tatsa¨chlich die konvexe Hu¨lle aller balancierten Zirkulationen ist. Damit entha¨lt dieses
Polytop die no¨tigen Bedingungen fu¨r die Ganzzahligkeit.
Wir wollen an dieser Stelle noch einmal auf unser Beispiel zum Polytop der rationalen
Zirkulationen in (Abb. 4.15) zuru¨ckkommen. Die Ecke, die dem Fluss in (b) entspricht,
ist offensichtlich nicht ganzzahlig. Alle anderen Ecken erfu¨llen die Ganzzahligkeitsbedin-
gung. Das Polytop der rationalen balancierten Zirkulationen wa¨re also in unserem Bei-
spiel wieder 10-dimensional, ha¨tte aber nur noch 2 Ecken. Wir ha¨tten also eine Gerade im
10-dimensionalen Raum. Projezieren wir diese wie zuvor wieder in den 2-dimensionalen
Raum, so erhalten wir die (Abb. 5.4).
Es sei hierbei angemerkt, dass die Notation der Ungleichungen nicht vo¨llig eindeutig ist,
da die
”
Reihenfolge“ der Mengen A1 und A2 nicht festgelegt ist. Es kann somit auch an-
dere Notationen dieser Ungleichungen geben [26, S. 211].
Ferner ist die Einfu¨hrung von scap und Oskew nicht notwendig, sondern erleichtert nur die
Definition des strengen Schnitts. Wir ko¨nnten auch fu¨r alle Schnitte O(N) fordern:






Die zusa¨tzlichen Ungleichungen fu¨r Schnitte mit geradem scap(A1, A2) sind dann natu¨rlich
redundant.
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Abbildung 5.4: Polytop der balancierten Zirkulationen fu¨r das schiefsymmetrische Bei-
spielnetzwerk
5.2 Grundlegende Sa¨tze zur Optimalita¨t
Nachdem wir nun genauer definiert haben, auf welchen Polytopen wir Flu¨sse optimieren
wollen, kommen wir nun zu Kriterien fu¨r Optimalita¨t. Aus der Einfu¨hrung von Kosten
auf Graphen ergibt sich nicht nur das Problem der Kostenminimierung eines Flusses, son-
dern auch das Problem ku¨rzeste gu¨ltige Pfade in einem Netzwerk zu bestimmen (Shortest
Valid Path).
Allerdings sind sowohl das Shortest Valid Path Problem (SVP), als auch das zuvor stu-
dierte Max Bal Flow Problem einfacher als Bal Min Cost Flow (BMCF), da beim Max
Bal Flow nur die Kapazita¨ten und nicht die Kanten und bei SVP nur die Kosten und
nicht die Kapazita¨ten betrachtet werden [36, Kapitel 13, S. 2-3].
Ferner hatten wir bereits beim Balanced Decomposition Satz darauf hingewiesen, dass
Zirkulationen und Flu¨sse eng verwandt sind. Wir wollen die Verwandtschaft zwischen
Zirkulationen minimaler Kosten und Flu¨ssen minimaler Kosten durch das folgende Lem-
ma noch etwas formalisieren [36, Kapitel 13, S. 1].
Lemma 5.6. Balanced Min Cost Circulation (BMCC) und Balanced Min Cost Flow
(BMCF) sind a¨quivalente Probleme.
Beweis. Wir reduzieren die Probleme jeweils aufeinander, wobei die Reduktionen keine
Vera¨nderung der Laufzeit des jeweiligen Algorithmus bedeuten.
Die Reduktion von BMCC auf BMCF ist einfach die Addition von 2 unverbundenen
Knoten zum Problem: Der Quelle s und der Senke t (Abb. 5.5). Der Fluss ist damit 0,
da von der Quelle zur Senke kein Fluss geschickt werden kann. Der kostenminimale Fluss
auf dem Netzwerk ist damit eine kostenminimale Zirkulation auf dem Netzwerk ohne die
Knoten t und s. Der BMCF Algorithmus liefert also eine Lo¨sung des BMCC Problems.
Abbildung 5.5: Reduktion des BMCC Problems auf BMCF
Nun reduzieren wir BMCF auf BMCC. Dazu fu¨gen wir eine Kante (ts) mit unendlicher
Kapazita¨t und unendlich negativen Kosten hinzu. Die Lo¨sung des Min Cost Circulation
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Problems wird dann einen kostenminimalen maximalen Fluss von s nach t berechnen, was
auch in folgender Abbildung illustriert ist (Abb. 5.6).
Abbildung 5.6: Reduktion des BMCF Problems auf BMCC
Unendlich ist aber keine Zahl und auch keine, die wir einem Computer geben ko¨nnten.
In einer wirklichen Implementierung dieses Konzepts mu¨ssen wir daher auf die bereits
eingefu¨hrte maximale Kapazita¨t einer Kante in einem Netzwerk U und die maximalen
Kosten einer Kante in einem Netzwerk C zuru¨ckgreifen. Wir setzen dann die Kosten auf
die minimal mo¨glichen Kosten eines Weges im Netzwerk −nC und die Kapazita¨t auf die
maximale Kapazita¨t des Netzwerks mU .
Wir wollen nun zuna¨chst bei linearen Kosten Optimalita¨tskriterien herleiten [70, pp.





l(ij) ≤ xij ≤ cap(ij) (5.12)
xij′ = xji′ (5.13)
e(i) = 0 ∀i ∈ V (N) (5.14)
Satz 5.7 (Negative Cycle Optimality). Ein zula¨ssiger Fluss x ist genau dann eine op-
timale Lo¨sung des BMCF Problems, wenn das Restnetzwerk N(x) keinen gu¨ltigen Kreis
mit negativen Kosten entha¨lt.
Beweis.
”
⇒“ Angenommen x sei ein zula¨ssiger Fluss und N(x) enthalte einen negativen
Kreis, dann ko¨nnen die Kosten durch Erho¨hen des Flusses la¨ngs dieses Kreises verringert
werden.
”
⇐“ Nehmen wir an, y sei ein optimaler Fluss und x sei ein zula¨ssiger Fluss. Da beide
Flu¨sse gu¨ltig sind, muss y − x eine Flusszirkulation sein, die wir nach dem Balanced
Decomposition Satz in gu¨ltige Kreise zerlegen ko¨nnen. Diese Kreise liegen folglich in
N(x) und die Kosten sind C(y) − C(x). Da alle Kreise in N(x) nichtnegativ sind, gilt
C(y)−C(x) ≥ 0. Wegen der Optimalita¨t von y gilt aber C(y) ≤ C(x)⇒ C(y) = C(x).
Ein weiteres Optimalita¨tskriterium ergibt sich aus der Betrachtung reduzierter Kosten.
Diese wollen wir zuna¨chst definieren:
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Definition 5.8 (Potential, reduzierte Kosten). Die Potentialfunktion pi : V → R assozi-
iert mit jedem Knoten i ∈ V eine Zahl pi(i), das Potential von i.
Die reduzierten Kosten einer Kante sind dann definiert durch: cpiij = cij − pi(j) + pi(i).
Wir notieren die Potentialfunktion manchmal auch als Vektor der Potentiale pi ∈ Rn.
Wir bezeichnen den Vektor pi dabei auch als die duale Lo¨sung und den Vektor x als
die primale Lo¨sung. Im Anhang dieser Arbeit werden wir genauer den Zusammenhang
zwischen primaler und dualer Lo¨sung erla¨utern. Die Anleihen hierzu stammen aus der
linearen Programmierung und dem Lagrange-Formalismus. An dieser Stelle beno¨tigen
wir diese weitergehenden Betrachtungen allerdings nicht.
Wir wollen statt dessen im na¨chsten Abschnitt einige anschauliche Interpretationen der
Potentiale angeben.
Wir notieren nun noch einige Eigenschaften der reduzierten Kosten, deren Beweis wir uns
hier sparen:
Korollar 5.9. Es gilt fu¨r die reduzierten Kosten auf einem Netzwerk:





cij − pi(l) + pi(k) (5.15)






Satz 5.10 (Reduced Cost Optimality). Sei x ein gu¨ltiger Fluss, dann ist x genau dann
optimal, wenn es ein Potential pi gibt, so dass fu¨r alle Kanten (ij) ∈ N(x) gilt:
cpiij ≥ 0 (5.17)
Beweis.
”
⇐“ Wir nehmen an, wir ha¨tten ein Potential pi mit cpiij ≥ 0 ∀(i, j) ∈ N(x).
Daraus folgt:
• alle gu¨ltigen Kreise in N(x) haben bzgl. der reduzierten Kosten keine negativen
Kosten
• mit der vorherigen Eigenschaft der reduzierten Kosten hat N(x) damit auch bzgl.
der Originalkosten keine negativen Kreise.
Damit folgt aus dem Satz u¨ber die Negative Cycle Optimality auch die Optimalita¨t von
x.
”
⇒“ Sei x eine Lo¨sung des BMCF-Problems. Wir mu¨ssen nun also zeigen, dass ein Po-
tential fu¨r diesen Fluss existiert mit cpiij ≥ 0 ∀(i, j) ∈ N(x). Wir hatten zuvor bereits die
schiefsymmetrischen Distanzen d(i) fu¨r Knoten i ∈ V (N) eingefu¨hrt. Nach der Definition
der schiefsymmetrischen Absta¨nde gilt d(j) ≤ d(i) + cij ∀(i, j) ∈ N(x), da |p| gerade als
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Summe der Kosten definiert ist und zwischen i und j eine Kante mit cij besteht. Damit
haben wir aber auch:
cij + (d(i))− (d(j)) ≥ 0 (5.18)
⇔ cpiij ≥ 0 fu¨r pi = d (5.19)
Abschließend wollen wir noch die Complementary Slackness Optimality oder zu deutsch
die Bedingung vom komplementa¨ren Schlupf betrachten. Im Gegensatz zu den vorange-
gangenen Optimalita¨tsbedingungen bezieht sich diese auf das Original- und nicht auf das
Restnetzwerk.
Satz 5.11 (Complementary Slackness Optimality). Sei x ein zula¨ssiger Fluss, dann ist
x optimal genau dann, wenn es ein Knotenpotential pi gibt, so dass fu¨r alle (ij) ∈ A(N)
gilt:
• cpiij > 0 ⇒ xij = l(ij)
• l(ij) < xij < cap(ij) ⇒ cpiij = 0
• cpiij < 0 ⇒ xij = cap(ij)
Beweis. Zum Beweis der Complementary Slackness Optimality verwenden wir die Redu-
ced Cost Optimality.
”
⇒“ Nehmen wir zuna¨chst an x sei ein optimaler Fluss, dann folgt aus der Reduced Cost
Optimality, dass ein Potential pi : V (N)→ R mit cpiij ≥ 0 fu¨r alle Kanten (ij) ∈ A(N(x))
existiert.
Damit gilt fu¨r die 3 betrachteten Fa¨lle:
• cpiij > 0 ⇒ (ji) /∈ A(N(x)), da cpiji = −cpiij < 0. Da somit die Gegenkante nicht
eingefu¨hrt wurde, kann man den Fluss auf dieser Kante nicht mehr verringern und
es muss gelten xij = 0.
• Falls l(ij) < xij < cap(ij), dann sind (ij) und (ji) in A(N(x)). Mit der Reduced Cost
Optimality folgt cpiij ≥ 0 und cpiji ≥ 0. Zusammen mit cpiij = −cpiji folgt cpiij = cpiji = 0.
• Falls cpiij < 0, so folgt aus der Reduced Cost Optimality, dass (ij) /∈ A(N(x)) ⇒
xij = cap(ij).
”
⇐“ Sei nun pi so gegeben, dass die obigen 3 Bedingungen der Complementary Slackness
Optimality erfu¨llt sind, dann wollen wir cpiij ≥ 0 ∀(ij) ∈ A(N(x)) zeigen. Wir unterschei-
den dazu wieder die 3 Fa¨lle:
• Sei cpiij > 0, so erfu¨llt (ij) die Reduced Cost Optimality. (ji) wird in diesem Fall
nach der Complementary Slackness Optimality gar nicht eingefu¨hrt.
• Sei l(ij) < xij < cap(ij) und cpiij = cpiji = 0, dann ist offensichtlich auch in diesem
Fall die Reduced Cost Optimality erfu¨llt.
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• Gilt cpiij < 0, so folgt xij = cap(ij). Damit ist die Kante aber nicht mehr im Rest-
netzwerk. Fu¨r (ji) gilt dann cpiji = −cpiij > 0 und (ji) erfu¨llt die Reduced Cost
Optimality.
Damit haben wir auch die Ru¨ckrichtung gezeigt.
5.3 Interpretation der dualen Lo¨sung
Wie angeku¨ndigt wollen wir uns zum Abschluss dieses Kapitels mo¨glichen Interpretatio-
nen der Potentiale und der reduzierten Kosten zuwenden. Es sollen hier 3 Mo¨glichkeiten
zur Sprache kommen: Der Stromkreis, der Wanderer im Gebirge und die Lagerkostenmini-
mierung. Dabei soll illustriert werden, dass die duale Lo¨sung nicht nur ein mathematisches
Konstrukt ist, sondern oft reale Bedeutung hat. Außerdem soll eine anschaulichere Vor-
stellung von der dualen Lo¨sung vermittelt werden.
Die direkteste Interpretation ist vermutlich die Interpretation des Netzwerks im Strom-
kreis wie bei Gramacy [33, S. 9]. Das Netzwerk stellen wir uns in diesem Fall als Stromkreis
vor mit der Quelle s als −-Pol und der Senke t als +-Pol. Die Kanten repra¨sentieren wir
durch Widersta¨nde, wobei die Kosten der Sta¨rke Rij des Widerstands entsprechen. Die
Knoten sind jeweils Punkte, an denen Spannungsmessgera¨te angeschlossen sind, die die
Spannung zwischen den Knoten i und s messen. Den Fluss auf den Kanten interpretieren
wir als den elektrischen Fluss Iij durch den Widerstand Rij . Ein Beispiel fu¨r diese Inter-
pretation ist die Abbildung (Abb. 5.7).
Abbildung 5.7: Interpretation des Netzwerks als Stromkreis
Die Kostenfunktion hat damit die Form
∑
(ij)∈A(N) IijRij . Aus der Schule kennen wir noch
das Ohmsche Gesetz U = R · I fu¨r die Spannung. Berechnen wir also einen minimalen
Kostenfluss, so minimieren wir die Gesamtspannung. Die Natur macht (natu¨rlich) dassel-
be um die elektrische Energie Eelektr. = U ·I im Stromkreis mit festgelegtem Strom (durch
Quelle und Senke) zu minimieren. Folglich entsprechen die Potentiale pi(i) der optimalen
Lo¨sung gerade den am Knoten i abgenommenen Spannungen.






Iij = 0 (5.20)
Dies ist nicht anderes als Kirchhoffs Gesetz (oder fu¨r Quantenfeldtheoretiker: Die Impul-
serhaltung am Vertex im Feynmangraphen).
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Eine andere Interpretation der Potentiale als Ho¨henmeter stammt von Deppner [18]. Wir
betrachten dazu einen Wanderer in einem Gebirge, wobei die Knoten im Netzwerk je-
weils bestimmten Stationen entsprechen sollen. Die Potentiale seien jeweils die potentielle
Energien des Wanderers der Masse m auf der Station i der Ho¨he hi m · g · hi mit der der
Gravitationskonstante g. Die Potentialdifferenz entspricht dann also gerade der Vera¨nde-
rung der potentiellen Energie des Wanderers. Die Kanten entsprechen dann mo¨glichen
Wanderpfaden zwischen den Stationen. Die Kosten auf diesen interpretiert man als die
Energie, die der Wanderer auf dem Weg von i nach j verbraucht. Diese ist der Potential-
differenz nicht notwendigerweise identisch, wie jeder wissen wird, der schon einmal durch
ein Tal gewandert ist oder einen Berg mit einem Skilift hinaufgefahren ist.
Die reduzierten Kosten cpiij entsprechen mit dieser Interpretation gerade der Energiebilanz
auf dem Wanderweg von i nach j. Folglich ko¨nnen wir uns den ku¨rzesten Pfad dann als
den Pfad vorstellen, bei dem der Wanderer am wenigsten Energie beno¨tigt.
Eine dritte Interpretation stammt von Bertsekas [10, S. 162-163]. Wir nehmen an, ein
Speditionsunternehmen habe verschiedene La¨ger, die den Knoten des Netzwerks entspre-
chen sollen. Die Transportwege zwischen diesen La¨gern entsprechen folglich den Kanten
und die Kosten cij einer Kante (ij) den Transportkosten einer Stu¨ckeinheit zwischen den
La¨gern i und j. Das Potential pi(i) interpretieren wir als die Lagerkosten einer Stu¨ckein-
heit im Lager i.
Der Fluss xij steht dann fu¨r die zwischen i und j ausgetauschten Stu¨ckeinheiten. Schickt
man nun von i zu j xij Stu¨ckeinheiten, so spart der Spediteur die Lagerkosten pi(i)xij,
muss aber die Lagerkosten pi(j)xij und die Transportkosten cijxij bezahlen. Folglich ergibt
sich fu¨r ihn die Kostenbilanz:
cijxij + pi(j)xij − pi(i)xij = cpiij (5.21)
Nehmen wir an, der Spediteur handle gewinnmaximierend, so ergeben sich 3 Fa¨lle, wenn
der Standort der Waren keine Rolle spielt:
(i) Gilt cpiij > 0, so wird er keinen Transport vornehmen.
(ii) Gilt cpiij = 0, so ist es ihm egal.
(iii) Gilt cpiij < 0, so wird er mo¨glichst viele Stu¨ckeinheiten (cap(ij)) austauschen.
Dies ist aber gerade die Complementary Slackness Optimality.
Kapitel 6
Primal-Dualer Algorithmus
Wir wollen nun den ersten Ansatz zur Lo¨sung des gestellten Problems vorstellen. Der
primal-duale Algorithmus fu¨r lineare Kosten wurde von Jungnickel und Fremuth Paeger
vorgeschlagen [27]. Wir wollen hier zeigen, dass man den Algorithmus auch zur Lo¨sung
des Problems mit konvexen Kosten verwenden kann.
6.1 Formulierung des Problems
Wir optimieren im Falle des primal-dualen Algorithmus die Kosten auf dem zuvor defi-
nierten Polytop P(x). Wir betrachten zuna¨chst den Fall positiver linearer Kosten (cij >





l(ij) ≤ xij ≤ cap(ij) (6.2)
xij′ = xji′ (6.3)
e(i) = 0 ∀i ∈ V (N) (6.4)
x(A2)− x(A1) ≥ scap(A1, A2) + 1 ∀(A1, A2) ∈ Oskew(N) (6.5)
Da wir hier zusa¨tzlich die Ungleichungen vom schiefen Schnitt haben, mu¨ssen wir lei-
der die zuvor hergeleiteten Optimalita¨tsbedingungen etwas modifizieren, da wir auch fu¨r
die mo¨glichen Schnitte
”
Potentiale“ θ ∈ R|Oskew(N)| definieren mu¨ssen. Wir fu¨hren dazu
zuna¨chst den Vektor χA1,A2 eines schiefen Schnitts (A1, A2) ein:
χA1,A2 :=

+1 falls (ij) ∈ A1
−1 falls (ij) ∈ A2
0 sonst
(6.6)
Damit gilt fu¨r den Vektor eines schiefen Schnitts: χA1,A2(ij) = −χA1,A2(ij). Damit ko¨nnen
wir nun die sogenannte modifizierte La¨nge definieren, die den reduzierten Kosten ent-
spricht:
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Mit dieser Definition erhalten wir nun ganz analog zur vorherigen Diskussion den Satz:
Satz 6.1 (modifizierte Complementary Slackness Optimality). Sei x eine balancierte Zir-
kulation auf einem schiefsymmetrischen Netzwerk N . Dann ist x optimal genau dann,
wenn es ein Paar (pi, θ) gibt, so dass:
cθpi(ij) ≥ 0 fu¨r rescap(ij) > 0 (6.8)
θ(A1, A2) = 0 falls (A1, A2) ∈ Oskew(N) nicht streng (6.9)
Hierbei ko¨nnen wir das Paar (pi, θ), wie die dualen Variablen sehen.
Wir brauchen hier allerdings kein explizites duales Problem wie in der Linearen Optimie-
rung. Statt dessen fordern wir auch fu¨r (pi, θ) symmetrisch zu sein mit θ ≥ 0, pi(i) = −pi(i′)




2) fu¨r jeden schiefen Schnitt (A1, A2) ∈ Oskew(N). Wir haben also
quasi eine symmetrische duale Lo¨sung.
Wir nennen nun x und ein Paar (pi, θ), die die Complementary Slackness Bedingungen




cap(ij) falls cθpi(ij) ≤ 0




l(ij) falls cθpi(ij) ≥ 0
cap(ij) falls cθpi(ij) < 0
(6.11)
Wir bezeichnen das Netzwerk aus V (N), A(N) und den Kapazita¨tsbeschra¨nkungen ucap0
und lcap0 mit N
θ
pi oder einfach N0. N0(x) entha¨lt nach obiger Wahl der Kapazita¨ten mit
einem komplementa¨ren Paar (x, (pi, θ)) offenbar nur Kanten mit modifizierter La¨nge 0.
Aus der Complementary Slackness Optimality folgt damit auf dem Netzwerk N0:
Korollar 6.2. Seien x und (pi, θ) optimal, dann ist x gu¨ltig fu¨r N0.
Beweis. Man betrachte die 3 Fa¨lle der Complementary Slackness Optimality. N0 besteht
gerade aus den Kanten, fu¨r die der zweite Fall zutrifft. Damit ist der Beweis offensichtlich.
6.2 Idee des primal-dualen Algorithmus
Die Idee des primal-dualen Algorithmus ist nun a¨hnlich der der Balanced Augmentation.
Diese wird allerdings erga¨nzt um Vera¨nderungen der dualen Lo¨sung.
Aufgrund der Complementary Slackness Optimality ko¨nnen wir, ohne die Optimalia¨t zu
verlieren, die Flu¨sse nur auf den Kanten vera¨ndern, die in N0 liegen. Es liegt also die Idee
nahe auf N0 gu¨ltige Pfade zu suchen und dann den Fluss so zu erho¨hen, dass auch der
neue Fluss x und das alte Paar (pi, θ) ein komplementa¨res Paar bilden.
Hierzu fu¨hren wir den Begriff des 0-Pfads ein. Ein 0-Pfad ist ein gu¨ltiger Pfad auf N0(x),
der (xp + xp′)χ
A1,A2 = 0 fu¨r jeden strengen Schnitt (A1, A2) ∈ Oskew(N) erfu¨llt.
Das folgende Lemma ist dabei wichtig:
Lemma 6.3. Seien x und (pi, θ) ein komplementa¨res Paar und p ein 0-Pfad. Dann bildet
y := x+ xp + xp′ mit (pi, θ) ebenfalls ein komplementa¨res Paar.
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Beweis. Offensichtlich ist y auf N0 zula¨ssig. Damit erfu¨llt y auch c
θ
pi(ij) ≥ 0 fu¨r Kanten
(ij) ∈ A(N) mit rescapx(ij) > 0. Wir mu¨ssen nur noch nachweisen, dass auch die zweite
Bedingung aus der Complementary Slackness Optimality erfu¨llt ist. Dazu sei (A1, A2) ∈
Oskew(N). Dann haben wir:
y(A2)− y(A1) = x(A2) + (xp + xp′)(A2)− x(A1)− (xp + xp′)(A1) (6.12)
= x(A2)− x(A1)− (xp + xp′)χA1,A2 (6.13)
Ist (A1, A2) streng, so gilt nach der Definition eines 0-Pfads (xp + x
′
p)χ
A1,A2 = 0. Damit
folgt die Gu¨ltigkeit der Ungleichung aus dem Polytop aus der Ungleichung vom schiefen
Schnitt fu¨r x.
Wir bezeichnen x auch als extremal, wenn x die optimale Lo¨sung bezu¨glich aller an-
deren balancierten Flu¨sse mit gleicher Flussrate ist.
Die Bestimmung eines 0-Pfads ist nun sehr eng verwandt mit der Bestimmung ku¨rzester
Pfade.
Satz 6.4. Sei x ein balancierter st-Fluss und (pi, θ) das symmetrische duale Paar, so dass
x und (pi, θ) ein komplementa¨res Paar bilden. Dann ist x extremal.
Ist p ein 0-Pfad von s nach t, so ist p auch ein ku¨rzester gu¨ltiger st-Pfad (SVP) und
c(p) = −2pi(s).
Beweis. Wir wollen auch hier zuna¨chst den Fluss in eine Zirkulation umwandeln, indem
wir die Kante (ts) hinzufu¨gen und setzen l(ts) = xts = cap(ts) := val(x). Dann sind
x und (pi, θ) immer noch komplementa¨r. Nach der Complementary Slackness Optimality
muss x damit extremal sein.
Wenden wir nun das obige Lemma an, dann ist y := x + (xp + xp′) ebenfalls extremal.
Dann muss aber, damit die Kosten von y minimal sind, p ein gu¨ltiger Pfad gewesen sein.
Wir kommen damit zu den Kosten. Fu¨r jeden Pfad p in N0(x) haben wir c
θ
pi(p) = 0. Alle
Potentiale bis auf pi(s) und pi(t) heben sich bei der Summation der reduzierten Kosten
la¨ngs des Pfades auf, also gilt:
cθpi(p) = c(p) + pi(s)− pi(t) =
∑
(ij)∈p
cij + 2pi(s) = 0 (6.14)
⇒ c(p) = −2pi(s) (6.15)
Dies vervollsta¨ndigt den Beweis.
Der Satz zeigt damit, dass das SVP-Problem mit dem Problem einen 0-Pfad zu finden
eng verwandt ist. Wir stu¨tzen uns deshalb in der folgenden Diskussion auch auf die Arbeit
von Goldberg und Karzanov zum SVP-Problem [30].
Die Idee des dort beschriebenen Algorithmus ist nun entweder einen SVP zu finden, wobei
eventuell die Potentiale auf den Knoten vera¨ndert werden mu¨ssen oder zu zeigen, dass ein
SVP nicht existiert.
Wir nennen dabei die Vera¨nderung der Potentiale auch das duale Update.
Fu¨r den Algorithmus von Goldberg und Karzanov ist nun der folgende Begriff grundle-
gend.
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Definition 6.5 (Barriere). Wir nennen ein k + 1-Tupel B = (A; X1, · · · , Xk) eine
Barriere, falls die folgenden Bedingungen erfu¨llt sind:
• Y, X1, · · · , Xk sind paarweise disjunkte Teilmengen von V (N) und s ∈ Y .
• Y ∩ Y ′ = 
• fu¨r l = 1, · · · , k sind die Xl selbstkomplementa¨r
• fu¨r l = 1, · · · , k gibt es eine eindeutige Kante (il) mit rescap(il) = 1 von Y zu Xl.
• fu¨r M = V − (Y ∪X1∪ · · · ∪Xk) und l = 1, · · · , k verbindet keine Kante Xl und M .
• keine Kante verbindet Y und Y ′ ∪M
Diese Definition sei in der folgenden Abbildung illustriert (Abb. 6.1).
Abbildung 6.1: Illustration einer Barriere
Die Wichtigkeit des Begriffs erla¨utert der folgende Satz.
Satz 6.6. Sei N ein schiefsymmetrisches Netzwerk, dann existiert genau dann ein gu¨ltiger
st-Pfad, falls das Netzwerk keine Barriere hat.
Beweis. Es ist einfach zu zeigen, dass ein Netzwerk mit einer Barriere keinen gu¨ltigen
Pfad besitzt, denn ha¨tte es einen solchen, so mu¨sste dieser Y und Y ′ verbinden. Damit
mu¨sste der gu¨ltige Pfad u¨ber mindestens ein Xl, l ∈ {1, · · · , k} verlaufen. Die Xl sind
aber selbstkomplementa¨r und nur u¨ber eine Kante (il) mit rescap(il) = 1 zu erreichen.
Folglich mu¨ssen sie auch u¨ber eine Kante (l′i′) mit rescap(l′i′) = rescap(il) = 1 verlassen
werden. Damit wu¨rde der gu¨ltige Pfad aber mindestens ein Paar komplementa¨rer Kanten
mit Restkapazita¨t 1 enthalten.
Die Ru¨ckrichtung ko¨nnen wir nun mit einem Konstruktionsbeweis zeigen. Nehmen wir
dazu an, es existiere kein gu¨ltiger st-Pfad. Wir wollen nun eine Barriere konstruieren. Sei
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dazu S die Menge aller von s auf gu¨ltigen Pfaden erreichenbaren Knoten. Wir definieren
dann:
Y := S − S ′ (6.16)
Y ′ := S ′ − S (6.17)
X := S ∩ S ′ (6.18)
M := V (N)− (S ∪ S ′) (6.19)
Wir bezeichnen nun die schwach verbundenen Komponenten des von X induzierten Un-
tergraphen des schiefsymmetrischen Digraphen mit K1, · · · , Kh. Die Xl, l ∈ {1, · · · , h}
sind dann gerade die Knotenmengen der Ki, i ∈ {1, · · · , h}. Damit ko¨nnen wir die kano-
nische Barriere B = (Y ;X1, · · · , Xh) definieren.
Unter einer schwach verbundenen Komponente verstehen wir hierbei einen maximalen
Untergraphen K eines schiefsymmetrischen Digraphen DG, so dass fu¨r jedes Paar von
Knoten i, j ∈ V (K) ein gerichteter Pfad von i zu j und ein ungerichteter Pfad von j zu i
existiert oder andersherum [53, S. 172].
Wir mu¨ssen nun natu¨rlich noch beweisen, dass diese kanonische Barriere auch tatsa¨chlich
eine Barriere im Sinne unserer Definition ist. Fu¨r diesen Teil des Beweises verweisen wir
auf die Arbeit von Goldberg und Karzanov [30, S. 356-357].
Es sei hierbei darauf hingewiesen, dass diese Definition einer Barriere nicht als Ana-
logon zur Definition einer Barriere im Rahmen der Bedingung von Tutte [68] fu¨r ein
perfektes Matching gesehen werden darf. Die Anzahl der Xi, i ∈ {1, · · · , h} hat hier keine
Bedeutung.
Neben dem Begriff der Barriere beno¨tigen wir fu¨r den Algorithmus noch den Begriff des
Fragments.
Aus dem vorgestellten BNS-Algorithmus kennen wir die Begriffe der Blu¨te und des Kerns.
Eine weitere Verallgemeinerung ist nun der Begriff des Fragments. Ein Fragment ist ein
Paar (U, (ij′)) mit einer selbstkomplementa¨ren Menge U , dem sogenannten Inneren und
einer Kante (ij′) ∈ N [U¯ , U ], der Stu¨tze (prop). Blu¨ten und Kerne sind dabei typische
Beispiele fu¨r Fragmente. Fu¨r diese hatten wir aber den Begriff der Stu¨tze noch nicht ein-
gefu¨hrt.
Statt dessen hatten wir uns bisher auf den Begriff der Basis fu¨r Kerne beschra¨nkt. Fu¨r die
Stu¨tze (ij′) eines Kerns ist j′ gerade die Basis des Kerns. Man kann nun fu¨r Blu¨ten und
Kerne auch zeigen, dass es tatsa¨chlich nur eine Kante (ij′) ∈ A(N) mit der Eigenschaft
rescap(ij′) = 1 gibt, die auf jedem gu¨ltigen Pfad zu Knoten im Kern bzw. in der Blu¨te
liegt. Diese Kante ist dann gerade die erwa¨hnte Stu¨tze prop(U) = (ij′).
Den Begriff der Blu¨te und des Kerns haben wir eingefu¨hrt, da sie die BNS Algorithmen
”
sto¨ren“. Wir schrumpfen sie daher (bzw. behandeln sie nur durch ihre Basis) und ar-
beiten auf einem verkleinerten Netzwerk weiter. Ganz analog behandeln wir hier nun die
Fragmente, wobei wir noch erla¨utern werden, was wir hier mit
”
sto¨ren“ meinen. Zuna¨chst
besprechen wir aber das Schrumpfen eines Fragments.
Eine Schrumpfoperation u¨berfu¨hrt das Originalnetzwerk N in ein neues Netzwerk N¯ ,
indem die Kanten aus dem Innern des Fragments gelo¨scht werden und die Knoten des
Fragments durch w und w′ ersetzt werden. Hierbei gelten fu¨r das Schrumpfen folgende
Regeln:
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• Die Stu¨tzte (kl′) wird durch eine Kante (kw′) ersetzt, die Co-Stu¨tze (kl′)′ wird
ersetzt durch (wk′).
• Jede Kante (ij′) 6= (kl′)′, die U verla¨sst wird durch eine Kante (wj′) ersetzt.
• Jede Kante (ij′) 6= (kl′), die in U hineinfu¨hrt, wird durch eine Kante (iw′) ersetzt.
• Jede Kante in U wird durch eine Kante (w′w) ersetzt.
Die Operation wird in der folgenden Abbildung (Abb. 6.2) veranschaulicht.
Abbildung 6.2: Schrumpfen von Fragmenten
Der Graph bleibt trotz der Operation offenbar schiefsymmetrisch. Er bleibt sogar schief-
symmetrisch, wenn wir die (w′w)-Kanten nicht einfu¨hren, aber das sei hier lediglich als
technisches Detail erwa¨hnt.
Wir notieren ferner, dass die Menge aller Fragmente S eine verschachtelte Familie bildet,
also fu¨r 2 Fragmente (U, (kl)), (W, (mn)) ∈ S gilt U ⊂ W oder W ⊂ U oder U ∩W = .
Ein Netzwerk, in dem alle maximalen Fragmente aus einer FamilieS geschrumpft wurden,
bezeichnen wir als Oberfla¨chengraph. Hierbei sei angemerkt, dass die Schrumpfoperationen
kommutieren und folglich ein Netzwerk N¯ existiert, in dem alle Fragmente geschrumpft
sind.
Wir mu¨ssen nun, bevor wir zum Algorithmus kommen, noch die Verbindung zwischen
schiefen Schnitten und Fragmenten aufzeigen. Der erste Schritt ist das folgende Lemma.
Lemma 6.7. Sei U eine Blu¨te oder ein Kern im Netzwerk N0(x), dann gibt es einen
strengen schiefen Schnitt mit dem Innern U .
Beweis. Fu¨r (kl) = prop(U) gilt rescap((kl)) = rescap((kl)′) = 1. Sei nun (ij) ∈
N [U, U¯ ]\{(kl)}, so muss gelten rescap(ij) = 0 oder rescap((ij)) = 0, denn sonst gilt
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cθpi(ij) = 0 aufgrund der Komplementarita¨t von x und (pi, θ). Dann wa¨re (ij) aber bi-





A1 := {(ij) ∈ N [U, U¯ ] : rescap(ij) = 0, (ij) 6= (kl)} (6.20)
A2 := {(ij) ∈ N [U, U¯ ] : rescap(ij) > 0, (ij) 6= (kl)} (6.21)
Wir definieren die Flu¨sse x(A1) = cap(A1) und x(A2) = l(A2). Ist (kl) eine Kante in
Vorwa¨rtsrichtung, so nehmen wir (kl) in A1 auf und ansonsten in A2.
Wir brauchen nur noch zu zeigen, dass l(A2)− cap(A1) ungerade ist, was aber sofort aus
dem Korollar folgt, wonach x(A2) − x(A1) gerade ist. Damit haben wir, da (kl) keine
komplementa¨re Kante in N [U, U¯ ] hat, einen strengen schiefen Schnitt.
Wir ko¨nnen dieses Konstruktionsprinzip nun auf beliebige Fragmente (U, (ij)) erwei-
tern und nennen den resultierenden schiefen Schnitt assoziiertmit dem Fragment (U, (ij)).
Wir dru¨cken die Assoziation eines Fragments mit einem schiefen Schnitt durch einen Dop-
pelpfeil (U, (ij))↔ (A1, A2) aus.
6.3 Bestimmung von 0-Pfaden
Nach den Vorarbeiten kommen wir nun zum Herzstu¨ck des primal-dualen Algorithmus:
Der Berechnung ku¨rzester Pfade unter der Annahme positiver Kosten auf den Kanten
und dem dualen Update. Hierbei folgen wir wieder der Darstellung in [30]. Wir stellen
zuna¨chst die Bestimmung eines 0-Pfads dar. Wir nehmen also an, die Fragmente (U, (kl′))
aus S wu¨rden eine verschachtelte Familie bilden und jedes maximale Fragment erfu¨lle die
Vorraussetzungen:
• s inzidiert mit keiner Kante aus U
• cθpi(kl′) = 0
• k ist erreichbar in N0(x) auf einem Pfad disjunkt von allen Fragmenten
Wir definieren nun S¯ als die Menge aller Fragmente mit maximalem U .
Der Algorithmus sucht nun in N0 einen Pfad zu t analog zum Algorithmus von Kocay
und Stone, indem er einen Baum T ⊂ A(N0) konstruiert. Die Menge der Knoten Y des
Baumes erfu¨llt dabei Y ∩ Y ′ =  und
• fu¨r jedes Fragment (U, (kl′)) ∈ S ist w′ enthalten in Y
Wir beginnen nun mit pi = 0, θ = 0, T = 0 und Y = {s}.
In jeder Iteration sucht der Algorithmus eine Kante (ij′) ∈ A(N0) mit i ∈ Y, j′ /∈ Y . Bei
der Untersuchung der Kanten mu¨ssen wir folgende Fa¨lle unterscheiden:
(i) Ist j′ /∈ Y ′, so fu¨ge (ij′) zu T hinzu. Dies vergro¨ßert Y um ein Element und erha¨lt
offensichtlich die Bedingung A ∩ A′ = .
Nehmen wir nun an, es gelte j′ ∈ Y ′. In diesem Fall erhalten wir, analog zum
BNS-Algorithmus ein Fragment und mu¨ssen wieder die Basis bzw. die Stu¨tze des
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Fragments aufsuchen. Wir gehen dazu in diesem Algorithmus synchron von i zuru¨ck
und von j′ nach vorn, wobei wir die entstehenden Pfade wieder als pi und p
′
j spei-
chern. Wir stoppen, sobald wir eine Kante (kl′) auf pi oder eine Kante (lk
′) auf
p′j mit Restkapazita¨t 1 gefunden haben, deren komplementa¨rer Partner bereits auf
dem jeweils anderen Pfad gefunden wurde.
(ii) Finden wir kein solches Kantenpaar, so ist s die Basis des neu gefundenen Fragments
und die Konkatenation p˜ = pi ◦ (ij′) ◦ p′j ein gu¨ltiger 0-Pfad in N0.
(iii) Finden wir hingegen ein solches Kantenpaar (kl′), (lk′), so haben wir den Fall
der MakeBlossom-Operation aus dem Algorithmus von Kocay und Stone. U¨ber
das Innere des Fragments kann nur einer der gu¨ltigen Pfade p oder p′ laufen. Wir
hatten bereits in den Ausfu¨hrungen zur Schrumpfoperation angesprochen, dass wir
hier nicht mit einem base-pointer arbeiten wollen, sondern die Fragmente explizit
lo¨schen wollen. Wir betrachten also analog zum BNS-Algorithmus die Teile der
Pfade pi und p
′
j, die im Innern des Fragments liegen und definieren die Menge von
Kanten dieser beiden Teilpfade als das Innere U des Fragments (die u¨brigen Kanten
mu¨ssen wir hier analog zum BNS-Algorithmus nicht betrachten, da wir ja bereits
einen gu¨ltigen 0-Pfad in U bestimmt haben). Mit der Stu¨tze (kl′) fu¨hren wir nun die
Schrumpfoperation auf dem Fragment (U, (kl′)) aus. Das neu entstehende Netzwerk
ist, da U selbstkomplementa¨r ist, wieder ein schiefsymmetrisches Netzwerk. Ferner
gilt auch mit der neuen Familie der Fragmente S˜ fu¨r alle Fragmente (U, (ij′)) ∈ ¯˜S:
(a) s inzidiert mit keiner Kante aus U (denn sonst ha¨tten wir einen st-Pfad gefun-
den)
(b) cθpi(ij
′) = 0 (denn die Stu¨tze ist in N0(x) und Fragmente, die in dem neuen
Fragment aufgegangen sind, sind nicht in ¯˜S enthalten)
(c) i ist erreichbar in N0(x) auf einem Pfad disjunkt von allen Fragmenten in S˜
Daneben bilden die Fragmente in S˜ weiterhin eine verschachtelte Familie, analog zu
unserer Argumentation bei Kernen. Daneben sind alle Knoten im zuvor definierten
Inneren eines Fragments auf einem gu¨ltigen 0-Pfad erreichbar.
(iv) Bisher kennen wir alle Operationen bereits aus dem BNS-Problem. Der letzte Fall
ist nun, dass es mit der Notation aus der Definition der Barriere, keine Kante von
Y nach V − Y gibt. Dann gilt notwendigerweise cθpi > 0 fu¨r alle Kanten (ij′) von Y
nach V − Y in N . Sei M = V¯ − (A∪A′). Damit sind keine Knoten in M bisher im
Algorithmus beru¨cksichtigt worden und damit noch Knoten des Originalnetzwerks.
Wir definieren:
1 = min{cθpi(ij) : (ij) ∈ (Y,M)} (6.22)
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Seien Y˜ die Knoten im Ausgangsnetzwerk von Y . Wir fu¨hren nun ein Update von
pi und θ durch:
pi(i) := pi(i)−  , i ∈ Y˜ (6.25)
pi(i) := pi(i) +  , i ∈ Y˜ ′ (6.26)
θ(A1, A2) := θ(A1, A2) +  fu¨r (A1, A2) ↔ (U, (ij)) ∈ S¯ (6.27)
Man kann nun zeigen, dass das Update cθpi folgendermaßen vera¨ndert:
cθpi(ij) := c
θ
pi(ij)−  , falls (ij) ∈ (Y,M) ∪ (M,Y ′) (6.28)
:= cθpi(ij)− 2 , falls (ij) ∈ (Y ;Y ′) (6.29)
:= cθpi(ij) +  , falls (ij) ∈ (M,Y ) ∪ (Y ′,M) (6.30)
:= cθpi(ij) + 2 , falls (ij) ∈ (Y ′, Y ) (6.31)
Damit vera¨ndern wir die Kosten keiner Kante in T . Alle Knoten, die bisher auf
einem 0-Pfad erreichbar waren, bleiben auf einem solchen erreichbar. Insbesondere
gilt dies auch fu¨r die Stu¨tzen von Fragmenten und das Innere bisher geschrumpfter
Fragmente.
cθpi bleibt auch fu¨r alle Kanten im Netzwerk nichtnegativ. Allerdings gibt es jetzt eine
Kante (ij) mit cθpi(ij) = 0 von Y nach V − Y . Damit wird in der na¨chsten Iteration
einer der Fa¨lle (i) - (iii) eintreten. Damit terminiert der Algorithmus in endlicher
Zeit und bestimmt den gesuchten 0-Pfad.
Mit einer Implementierung die spezielle Datenstrukturen nutzt, erhalten Goldberg und
Karzanov eine Komplexita¨t des Algorithmus von O(mmin{log n, √logC}).
Hierbei sei erwa¨hnt, dass wir hier nicht exakt den Algorithmus von Jungnickel und
Fremuth-Paeger besprochen haben, sondern wie obig erwa¨hnt, lediglich den Fall nichtne-
gativer Kosten. Jungnickel und Fremuth-Paeger behandeln den allgemeineren Fall mo¨gli-
cherweise auch negativer Kosten. Hierbei stellen sie die Vermutung auf, dass die obig
abgeleitete Komplexita¨t fu¨r das duale Update auch im Fall allgemeiner Kosten gelte [27,
S. 40]. Sie weisen allerdings auf Probleme bei der dann no¨tigen Expansion von Fragmen-
ten hin. Wir wollen auf diese Diskussion hier nicht na¨her eingehen. Es sei hier lediglich
angemerkt, dass in unserem Fall die Komplexita¨t unstrittig ist.
Die Implementierung des Primal-Dual Algorithmus ist nun sehr einfach:
PD-Algorithmus
x := 0, pi :≡ 0, θ :≡ 0
until (x := Max Bal Flow)
bestimme 0-Pfad p in N
erho¨he den Fluss x := x+ (xp + xp′)
Da in jedem Schritt der Fluss so um 2 Einheiten erho¨ht wird, ha¨ngt die Komplexita¨t direkt
mit dem maximalen Fluss MF zusammen und ist O(m ·MF ·min{log n, √logC}).
Auf einen wirklichen Beweis der Korrektheit des Algorithmus wollen wir an dieser Stelle
verzichten und verweisen statt dessen noch einmal auf die Arbeit von Jungnickel und
Fremuth-Paeger [27, S. 40].
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6.4 Enhanced Primal Dual Algorithmus
Der obige einfache Algorithmus hat nur pseudopolynomielle Laufzeit. Jungnickel und
Fremuth-Paeger haben nun einen Algorithmus vorgeschlagen, der den primal-dualen mit
einem
”
normalen“ Min Cost Flow Algorithmus kombiniert und so stark polynomielle
Laufzeit erha¨lt.
Ein solcher Min Cost Flow Algorithmus ist z.B. das Capacity Scaling von Shamir und
Pinto mit einer Komplexita¨t µ(n,m) = m logm(m + n logm) [56]. Es gibt aber noch
weitere Mo¨glichkeiten stark polynomieller Algorithmen [46, S. 6].
Die Idee ist hierbei in stark-polynomieller Zeit mit dem
”
normalen“ MCF-Algorithmus
eine Lo¨sung x0 mit komplementa¨rer Lo¨sung pi












(pi0(i)− pi0(i′)) ∀i ∈ V (N) (6.33)
Damit sind pi und x auf jeden Fall halbzahlig; x repra¨sentiert also eine Ecke von F(N).
Wir erho¨hen nun den Fluss auf den ungeraden Kreisen um eine halbe Einheit, um sie
ganzzahlig zu machen. Damit haben wir aber notwendigerweise U¨berschu¨sse auf Knoten
des Kreises. Man verbindet nun die ungeraden Kreise mit ku¨nstlichen Kanten zu 2 neu
eingefu¨hrten Kanten (ml) und (l′m′). Den Ru¨ckfluss lassen wir u¨ber Kanten (mm′) laufen.
Um die ku¨nstlichen Kanten nun wieder entfernen zu ko¨nnen, bestimmen wir nun einen
maximalen und kostenminimalen ll′-Fluss mit dem primal-dualen Algorithmus.
Wir geben nun den Enhanced Primal-Dual Algorithmus an und gehen dann kurz auf des-
sen Korrektheit ein.
Enhanced PD Algorithmus
(i) bestimme MCF x0 auf N mit dualer Lo¨sung pi0








(iii) transformiere x in eine Pseudobasis ohne die ganzzahligen Flusswerte auf
den Kanten zu vera¨ndern.
ermittle die ungeraden Kreise Q1, · · · , Q2k von x
(iv) auf jedem ungeraden Kreis Q bestimme ein i ∈ V (N) mit pi(i) ≥ 0
schreibe Qi = qi ◦ qi mit einem ii′-Pfad q
erho¨he den Fluss auf qi und q
′
i um eine halbe Einheit
(v) fu¨ge 2 komplementa¨re Paare von Knoten m, m′ und l, l′ hinzu
fu¨ge Kanten lm und m′l′ mit xlm = c
θ
pi(lm) = 0 und cap(lm) = 2 · k hinzu
fu¨ge 2 parallele Kanten mm′ mit cθpi(mm
′) = 0 und xmm′ = cap(mm
′) = k
hinzu
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fu¨ge Kanten m′i und i′m mit cθpi(m
′i) = 0 und xm′i = cap(m
′i) = 1 hinzu
allen neuen Kanten wird ein Potential 0 zugewiesen und die modifizierten
La¨ngen auf 0 gesetzt
(vi) benutze den normalen Primal-Dual Algorithmus, um einen extremalen Max
Bal Flow von l nach l′ zu finden
(vii) Ist der Flusswert 2k, so kann man die ku¨nstlichen Kanten fortfallen lassen,
ansonsten existiert keine Balanced Circulation.
Man braucht hierbei den 5. Schritt, um den U¨berschuss bzw. den Defizit auf den Anfangs-
und Endknoten der ungeraden Kreise zu entfernen. Wir wollen die Konstruktion hier noch
in einer Grafik veranschaulichen (Abb. 6.3).
Wir kommen damit noch zum Beweis der Korrektheit und der Komplexita¨t.
Abbildung 6.3: Transformation im Enhanced Primal-Dual Algorithmus am Beispiel k = 2,
eingezeichnet sind die anfangs festgelegten Flu¨sse auf den eingefu¨hrten Kanten
Satz 6.8 (Korrektheit und Komplexita¨t des Enhanced Primal-Dual Algorithmus). Sei
µ(n,m) die Komplexita¨t des verwandten MCF Algorithmus, dann findet der Enhanced
Primal-Dual Algorithmus eine balancierte Zirkulation mit minimalen Kosten in einer
Zeit O(µ(n,m) + nmmin{log n,√logC}) oder zeigt, dass keine balancierte Zirkulation
existiert.
Beweis. Wir beweisen zuna¨chst die Korrektheit des Algorithmus. Dazu zeigen wir zuna¨chst,
dass der 6. Schritt mit einem komplementa¨ren Paar (x, (pi, θ)) startet. Wir machen dabei
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zuna¨chst folgende Beobachtung:























= cij′x0ij′ + cji′x0ji′ (6.36)
Damit sind die Kosten fu¨r die Flu¨sse x und x0 gleich. Ferner gilt:









(cij′ + pi0(i)− pi0(j′)) + 1
2









Es gilt nun pi0 = d. Damit ist pi0 notwendigerweise symmetrisch und bildet mit der sym-
metrischen Lo¨sung x ein komplementa¨res Paar. Da x balanciert aber nicht ganzzahlig ist,




ij′ alle ein identisches Vorzeichen falls nicht l(ij
′) = cap(ij′)
gilt. Damit sind x und pi am Ende von Schritt (ii) ein komplementa¨res Paar.
Die Schritte (iii) und (iv) vera¨ndern nur die Flusswerte auf Kanten, die nicht ganzzahlig
sind. Da die Kanten damit keine Kapazita¨tsbeschra¨nkungen u¨bertreten ko¨nnen, bleiben
x und pi komplementa¨r. Nach diesem Schritt ist x aber ganzzahlig.
Mit Schritt (v) entfernen wir die U¨berschu¨sse bzw. Defizite auf den Knoten. Das Netzwerk
bleibt, da auch die ku¨nstlichen Kanten in komplementa¨ren Paaren eingefu¨hrt wurden,
schiefsymmetrisch und der Fluss balanciert.
Damit endet dieser Schritt mit einer optimalen, balancierten Lo¨sung; allerdings auf ei-
nem vera¨nderten Netzwerk. Finden wir nun einen extremalen Fluss von l nach l′, so wird
entweder der Fluss auf den Kanten von m nach m′ gerade ausgeglichen oder nicht. Wird
er ausgeglichen, so erhalten wir folglich eine optimale Lo¨sung des BMCF Problems. Wird
er nicht ausgeglichen, gibt es keine balancierte Lo¨sung.
Wir kommen damit zur Komplexita¨t. Die einzelnen Phasen (ii), (iv) und (v) haben of-
fensichtlich eine Laufzeit von O(m). Mit einer genaueren Analyse des Algorithmus von
Anstee, die wir hier nicht anstreben wollen, findet man auch fu¨r die 3. Phase eine Lauf-
zeit von O(m) [27, S. 41]. Maximal gibt es n ungerade Kreise, also auch n Phasen des
primal-dualen Algorithmus. Damit folgt die Komplexita¨t.
6.5 Das Shortest Valid Path Problem
Wir hatten bereits gesagt, dass das SVP-Problem mit nichtnegativen Kosten eng ver-
wandt ist mit dem dualen Update. In der Tat bestimmen wir ja im dualen Update einen
gu¨ltigen 0-Pfad. Mit dem zuvor bewiesenen Lemma entspricht diesem gerade ein SVP
(bei nichtnegativen Kosten) im Originalnetzwerk.
Um diesen zu erhalten mu¨ssen wir aber die Fragmente im Netzwerk offensichtlich wieder
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expandieren. Goldberg und Karzanov haben gezeigt, dass durch Protokollieren der Frag-
mentstruktur in einem Wald der Pfad aus dem 0-Pfad in O(m) Zeit rekonstruiert werden
kann [30, S. 368-369]. Damit hat das SVP-Problem bei nichtnegativen Kosten ebenfalls
die Komplexita¨t O(mmin{log n, √logC}).
Wir werden diesen Algorithmus noch bei der Implementierung des Successive Shortest
Path Algorithmus verwenden.
In der Arbeit von Jungnickel und Fremuth-Paeger wird der Fall beliebiger Kosten behan-
delt. Fu¨r das allgemeine SVP Problem geben sie eine Komplexita¨t von O(mn) an [27, S.
40].
6.6 Konvexe Kosten
Bisher haben wir lediglich lineare Kostenfunktionen behandelt. Wir wollen nun eine Me-
thode vorstellen, um mit BMCF-Methoden auch konvexe Kosten zu behandeln. Wir folgen
hierbei zuna¨chst der Darstellung in [3, S. 551-554].
Wir nehmen zuna¨chst an, dass wir unsere konvexe Kostenfunktion durch pij Segmente
unterteilt und auf diesen durch lineare Kosten ckij approximiert haben. Dies sei in der
folgenden Grafik (Abb. 6.4) illustriert.
Abbildung 6.4: Lineare Approximation der Kosten am Beispiel von pij = 3 Segmenten
Die Grenzen der einzelnen Segmente seien dabei mit dkij, 1 ≤ k ≤ pij bezeichnet. Hierbei
ist die Obergrenze jeweils durch dkij = cap(ij) und die Untergrenze durch l(ij) gegeben
(in dem Bild willku¨rlich als 0 gewa¨hlt).
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Wir ko¨nnen nun jeden Fluss xij, den wir u¨ber die Kante schicken wollen, auf die Segmente





dkij − dk−1ij fu¨r xij ≥ dkij
xij − dk−1ij fu¨r dk−1ij ≤ xij ≤ dkij
0 sonst
(6.42)





































ykji = 0 (6.45)
l(ij) ≤ y1ij ≤ d1ij − l(ij) (6.46)
0 ≤ ykij ≤ dkij − dk−1ij , k = 2, · · · , pij − 1 (6.47)
0 ≤ ypijij ≤ cap(ij) (6.48)
Dies ist offenbar ein normales BMCF-Problem, allerdings auf einem vergro¨ßerten Netzwerk
N ′. Wir haben nun fu¨r jede Kante zwischen Knoten i, j ∈ V (N) mit i 6= s 6= j, i 6= t 6= j
jeweils pij Kanten (ij)
1, · · · , (ij)pij mit den obig angegebenen Kapazita¨tsgrenzen.
Die Transformation der Kanten wollen wir uns in der Abbildung (6.5) veranschaulichen.
Abbildung 6.5: Illustration der Approximation konvexer Funktionen durch Kantenmulti-
plizierung
Wir wollen nun noch zeigen, dass der Fluss sukzssive auf den Kanten (ij)k, 1 ≤ k ≤
pij erho¨ht wird, wobei wir mit sukzessive eine Erho¨hung in Reihenfolge der k meinen.
Wir bezeichnen dabei die Lo¨sung des modifizierten BMCF Problems als kontingentierte
Lo¨sung. Eine solche Lo¨sung erfu¨llt die Bedingung, dass fu¨r einen positiven Fluss auf (ij)k
der Fluss auf den Kanten (ij)1, · · · , (ij)k−1 der Kapazita¨t dieser Kanten entspricht und
falls (ij)k noch freie Kapazita¨t hat, der Fluss auf (ij)k+1, · · · , (ij)pij immer 0 ist.
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Betrachten wir nun das Problem mit der linearisierten Kostenfunktion, die wir hier mit
Clin bezeichnen wollen:
min Clin(x) (6.49)
l(ij) ≤ xij ≤ cap(ij) (6.50)
e(i) = 0 (6.51)
xij′ = xji′ (6.52)
Nehmen wir an, dieses Problem habe eine nicht-kontingentierte Lo¨sung. Dann gibt es
mindestens 2 ykij , die wir hier mit k = l,m : 1 ≤ l < m < pij bezeichnen wollen,






ij . In diesem Fall ko¨nnen wir aber die Kosten senken, indem wir
 ∈ R,  > 0 Flusseinheiten u¨ber (ij)l statt u¨ber (ij)m schicken.
Damit haben wir Lo¨sungen zu Problemen auf dem schiefsymmetrischen Netzwerk, die eine
linearisierte Kostenfunktion besitzen, aber noch keine Lo¨sung fu¨r das eigentliche BMCF-
Problem. Hierbei hilft uns die Eigenschaft balancierter Flu¨sse ganzzahlig zu sein. Sind
nur ganzzahlige Flussvera¨nderungen erlaubt, so mu¨ssen wir auch die Kostenfunktion nur
bei ganzzahligen Flusswerten kennen und ko¨nnen sie auf den Zwischenwerten o.B.d.A. als
linear annehmen.







besitzen. Jede dieser Kanten hat Kapazita¨t 1.
Das so aus dem schiefsymmetrischen Netzwerk entstehende vergro¨ßerte Netzwerk hat al-
lerdings keinen einfachen Graphen mehr, da nun statt einer Kante zwischen den Knoten i
und j cap(ij)− l(ij) Kanten existieren. Um das Problem mit einem
”
normalen“ BMCF-
Algorithmus zu lo¨sen, mu¨ssen wir also das Problem noch etwas modifizieren.
Bei einer Flusserho¨hung mu¨ssen wir den Fluss auf den Kanten (ij) ∈ A(N) minimal um
1 erho¨hen, da wir sonst die Ganzzahligkeit verletzen. Da wir aber den Fluss auf p und p′
simultan erho¨hen wollen, sind mo¨gliche Flusserho¨hungen δ auf den Kanten des Netzwerks
bei einer Erho¨hung des Flusses auf p und p′ um 1 δ ∈ {−2,−1, 0, 1, 2}. Erho¨hen wir also
den Fluss nur minimal, mu¨ssen wir nur diese Flusserho¨hungen betrachten.
Gleichzeitig muss das Netzwerk einen einfachen Graphen besitzen und schiefsymmetrisch
sein. Betrachten wir zuna¨chst fu¨r eine beliebige Kante (ij′) ∈ A(N), die keine Schleife ist,
die Flusserho¨hung bzw. -verringerung um 1. Erho¨hen wir den Fluss um 1, so erho¨hen wir
die Kosten auf der Kante um:
Cij′(xij′ + 1)− Cij′(xij′) =: ccij′ (6.53)
Verringern wir hingegen den Fluss um 1, so vera¨ndern wir die Kosten auf der Kante um:
Cij′(xij′ − 1)− Cij′(xij′) =: ccj′i (6.54)
Wir ko¨nnen die Flusserho¨hung um 1 auf der Kante (ij′) durch eine Vorwa¨rtskante (ij′)
mit Kosten ccij′ und Kapazita¨t 1 modellieren. Die Flussverringerung um 1 ko¨nnen wir
dann analog durch eine Ru¨ckwa¨rtskante (j′i) mit Kosten ccj′i beschreiben.
Fu¨r die Flusserho¨hungen bzw. -verringerungen um 1 mu¨ssen wir also lediglich die Kante
(ij′) mit ihrer Ru¨ckwa¨rtskante (ji′) durch eine Vorwa¨rts- und eine Ru¨ckwa¨rtskante mit
nun unterschiedlichen Kosten ersetzen.
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Betrachten wir nun fu¨r eine beliebige Kante (ij′) ∈ A(N), die wieder keine Schleife sei,
die Flusserho¨hung um 2. Eine solche Flusserho¨hung tritt ein, wenn (ij′) sowohl auf p als
auch auf p′ liegt. In einem solchen Fall werden 2 Kanten des vergro¨ßerten Netzwerks N ′
aufgefu¨llt. Um die Kosten korrekt zu modellieren mu¨ssen wir folglich die Kosten auf der
letzten Kante betrachten. Diese sind:
Cij′(xij′ + 2)− Cij′(xij′ + 1)
1
(6.55)
Analog mu¨ssen wir bei der Flussverringerung um 2 die Kostenverringerung auf der letzten
geleerten Kante betrachten. Diese Kostenverringerung betra¨gt
Cij′(xij′ − 2)− Cij′(xij′ − 1)
1
(6.56)
Fu¨r die Flusserho¨hung bzw. -verringerung um 2 ko¨nnen wir nun aber nicht einfach ein
weiteres Kantenpaar (ij′) und (j′i) einfu¨hren, da der Graph dann nicht mehr einfach wa¨re.
Wir mu¨ssen also eine Hilfskonstruktion verwenden, die wir im Folgenden beschreiben wol-
len.
Wir hatten zuvor bereits auf die Wichtigkeit des Komplementarita¨tsbegriffs hingewiesen.
Offensichtlich ist Komplementarita¨t fu¨r Kanten eines schiefsymmetrischen Netzwerks ei-
ne A¨quivalenzrelation. Wir definieren K als die Menge der A¨quivalenzklassen bezu¨glich
Komplementarita¨t fu¨r alle Kanten (ij′) ∈ A(N), die keine Schleifen sind.
K entha¨lt also fu¨r jedes komplementa¨re Kantenpaar (ij′), (ji′) ∈ A(N) einen Vertreter.
Fu¨r jede Kante (ij′) ∈ K fu¨gen wir nun folgende Knoten zum Netzwerk hinzu:
i˜ij′ , i˜′ij′ , j˜ij′ , j˜
′
ij′ (6.57)








Wir wollen diese Konstruktion zuna¨chst anhand einer Abbildung betrachten. Wir be-
trachten hierzu als Beispiel das Paar komplementa¨rer Kanten (12′), (21′). In der (Abb.
6.6) sind die, fu¨r dieses Kantenpaar hinzugefu¨gten, Kanten in blau eingezeichnet.
Die neu eingefu¨hrten Knoten sind also jeweils nur mit einem anderen Knoten verbunden.
Wir werden auf die Bedeutung von gestrichelten und ungestrichelten Linien noch einge-
hen.
In unserem Bild ist nun der Knoten 1 nicht nur u¨ber die Kante (12′) mit 2’ verbunden,
sondern auch u¨ber den Pfad p12′ = {(11˜′12′)(1˜′12′ 2˜12′)(2˜12′2′)}. D.h. wir ko¨nnen die Kosten
einer Flusserho¨hung um 2 auf einer der Kanten auf p12′ unterbringen, wenn die Kanten
auf p12′ eine Kapazita¨t von 2 haben (vorausgesetzt, die Kante im Originalnetzwerk hat
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Abbildung 6.6: Illustration der neu eingefu¨hrten Kanten und Knoten
Fu¨r die u¨brigen neu eingefu¨hrten Kanten setzen wir die Kosten auf 0. Damit auch die
reduzierten Kosten 0 sind, setzen wir ferner:
pi(i˜′ij′) = pi(j˜ij′) = pi(i) (6.61)
pi(j˜′ij′) = pi(i˜ij′) = pi(j) (6.62)
Wir nehmen zudem i˜′ij′ und j˜ij′ in das Fragment von i sowie j˜
′
ij′ und i˜ij′ in das Fragment
von j auf.
Zum Abschluss betrachten wir nun noch Schleifen. Auf Schleifen kann der Fluss minimal
nur um 2 erho¨ht werden. Wir ko¨nnen es also bei der Einfu¨hrung einer Kante (ii′) mit den
Kosten
ccii′ =
Cii′(xii′ + 2)− Cii′(xii′ + 1)
1
(6.63)
und der zugeho¨rigen Ru¨ckwa¨rtskante (i′i) mit Kosten
cci′i =
Cii′(xii′ − 1)− Cii′(xii′ − 2)
1
(6.64)
belassen. Diese Kapazita¨t der Kanten betra¨gt 2, soweit die Kante im Originalnetzwerk
ausreichend freie Kapazita¨t besitzt.
Das so konstruierte Netzwerk bezeichnen wir als BMCF-Netzwerk. Wir wollen dies nun
auch formal definieren. Die Definition ist allerdings wenig erhellend.
Definition 6.9 (BMCF-Netzwerk). Sei N mit einem Fluss x ein schiefsymmetrisches
Flussnetzwerk und K wie zuvor definiert.
Wir definieren folgende Knotenmenge:
V˜ (N) := {i˜ij′ |(ij′) ∈ K} ∪ {i˜′ij′ |(ij′) ∈ K} ∪ {j˜ij′ |(ij′) ∈ K} ∪ {j˜′ij′ |(ij′) ∈ K} (6.65)
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Ferner definieren wir folgende Kantenmengen:
A˜2(N) := {(ii˜′ij′)|(ij′) ∈ K} ∪ {(i˜ij′i′)|(ij′) ∈ K} (6.66)
A˜0(N) := {(i˜′ij′ j˜ij′)|(ij′) ∈ K} ∪ {(j˜ij′j′)|(ij′) ∈ K}
∪{(jj˜′ij′)|(ij′) ∈ K} ∪ {(j˜′ij′ i˜ij′)|(ij′) ∈ K} (6.67)
Vorwa¨rts- und Ru¨ckwa¨rtskanten weisen eventuell verschiedene Kosten auf. Wir definieren
sie folgendermaßen:
ccij′ =
Cij′(xij′ + 1)− Cij′(xij′)
1
, ∀(ij′) ∈ A(N), i 6= j (6.68)
ccji′ =
Cij′(xij′)− Cij′(xij′ − 1)
1
, ∀(ij′) ∈ A(N), i 6= j (6.69)
ccii′ =
Cii′(xii′ + 2)− Cii′(xii′ + 1)
1
, ∀(ii′) ∈ A(N) (6.70)
cci′i =
Cii′(xii′ − 2)− Cii′(xii′ − 1)
1





Cij′(xij′ + 2)− Cij′(xij′ + 1)
1
= cci˜ij′ i′






Cij′(xij′ − 2)− Cij′(xij′ − 1)
1
= cci′ i˜ij′




= ccj˜ij′s = 0 ∀(ij















= 0 ∀(ij′) ∈ K, i 6= s, j′ 6= t (6.75)
Abchließend definieren wir noch die Kapazita¨tsbeschra¨nkung (wobei wir vereinfachend wie-
der l(ij) = 0 ∀(ij′) ∈ A(N) annehmen wollen):
c˜ap =
{
1, falls cap(ij′)− xij′ ≥ 1
0, sonst
∀(ij′) ∈ A(N), i 6= j (6.76)
c˜ap =
{
1, falls xij′ ≥ 1
0, sonst
∀(ij′) ∈ A(N), i 6= j (6.77)
c˜ap(ii′) =
{
2, falls cap(ii′)− xii′ ≥ 2
0, sonst
∀(ii′) ∈ A(N) (6.78)
c˜ap(i′i) =
{
2, falls xii′ ≥ 2
0, sonst
∀(ii′) ∈ A(N) (6.79)
c˜ap(ii˜′ij′) =
{




′), ∀(ij′) ∈ K (6.80)
c˜ap(i˜′ij′i) =
{
2, falls xij′ ≥ 2
0, sonst
}
= c˜ap(i′i˜ij′), ∀(ij′) ∈ K (6.81)







ij′) = 0, ∀(ij′) ∈ K i 6= s, j 6= t (6.83)
Wir erhalten damit das BMCF-Netzwerk:
BN(x) = (V (N) ∪ V˜ (N), A(N) ∪ A˜2(N) ∪ A˜0(N)) (6.84)
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Die Kosten eines Flusses x˜ auf BN(x) sind:∑
(ij)∈A(BN(x))
ccijx˜ij (6.85)
BN(x) hat einen einfachen Graphen und ist schiefsymmetrisch.
Wir ko¨nnen also in jedem Schritt das zum schiefsymmetrischen Flussnetzwerk N kor-
respondierende BMCF-Netzwerk berechnen. Dieses Netzwerk entha¨lt nur die Kanten, die
fu¨r ein minimales Update des Flusses auf den Kanten um δ ∈ {−2,−1, 0, 1, 2} notwen-
dig sind. Die mit einer Tilde versehenen Knoten sind dabei lediglich Hilfskonstruktionen,
um ein einfaches schiefsymmetrisches Netzwerk zu erhalten. Kosten tragen dabei nur die
Kanten, die in unserem Beispiel in (Abb. 6.6) als durchgehende Linien gezeichnet sind.
Um nun unsere langwierige Definition etwas zu erla¨utern, betrachten wir das Beispiel in
(Abb. 6.7). Gezeigt ist dabei ein schiefsymmetrisches Netzwerk, wobei die Tripel (xij′ , cap(ij
′), Cij′(xij′))
an den Kanten jeweils den Fluss, die Kapazita¨t und die Kostenfunktion zusammenfassen
sollen.
Abbildung 6.7: Beispiel fu¨r ein schiefsymmetrisches Netzwerk mit konvexen Kosten
Das BMCF-Netzwerk BN(x) ist in Abbildung (Abb. 6.8) gezeigt, wobei das Dublett
(c˜ap(ij′), ccij′) jeweils die Kosten und die Kapazita¨t zusammenfassen soll. Außerdem sind
der U¨bersichtlichkeit halber nur Kanten eingezeichnet, die auch Kosten tragen ko¨nnen.
Berechnet man ausgehend von x˜ = 0 einen Erho¨hungsschritt in BN(x), so ko¨nnen wir aus
x˜ das Update fu¨r den Fluss berechnen. Hierbei entspricht einer Flusserho¨hung auf einer
Kante (i˜ij′i
′) mit (ij′) ∈ K einer Flusserho¨hung um 2 auf der Kante (ji′) im Originalnetz-
werk. Analog entspricht einer Flusserho¨hung um 2 auf der Kante (ii˜ij′) eine Flusserho¨hung
um 2 auf der Kante (ij′) im Originalnetzwerk. Als Teil des vergro¨ßerten Netzwerks ent-
spricht eine Flusserho¨hung um 1 auf (ij′) in BN(x) auch eine Flusserho¨hung um 1 auf





xaltij′ + x˜ij′ , falls x˜ij′ 6= 0
xaltij′ + xii˜′
ij′
, falls x˜i˜j′ 6= 0, (ij′) ∈ K
xaltij′ + xi˜ij′ i′
, falls x˜i˜j′ 6= 0, (ji′) ∈ K
xaltij′ , sonst
(6.86)
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xaltii′ + x˜ii′ , falls x˜ii′ 6= 0
xaltii′ , sonst
(6.87)
Der Fall x˜ij′ 6= 0 und x˜ii˜′
ij′
6= 0 kann nicht auftreten, da i˜′ij′ nur u¨ber i erreichbar ist und
folglich i 2 mal auf dem Pfad ha¨tte auftreten mu¨ssen. Analog gilt dies auch fu¨r x˜ij′ 6= 0
und x˜i˜ij′ i′
6= 0.
Damit ko¨nnen wir das Convex BMCF-Problem mit einem
”
normalen“ BMCF-Algorithmus
lo¨sen, denn in jedem Schritt ko¨nnen wir das Update in BN(xalt) bestimmen und den neu-
en Flus nach obiger Formel aus xalt und dem Fluss x˜ auf BN(x) bestimmen. BN(x) la¨sst
sich dabei aus N in O(m) Zeit bestimmen.
Wir haben allerdings viele neue Kanten eingefu¨hrt, sodass eventuell die Komplexita¨t der
Algorithmen zur Berechnung ku¨rzester Pfade schlechter werden ko¨nnte. Betrachten wir
dazu einen beliebigen Pfad p in BN(x). Jeder ku¨nstlich eingefu¨hrte Knoten, der mit einer
Kante auf p inzidiert, kann nur u¨ber einen Knoten aus V (N) erreicht werden. Sei also
(ij) ∈ p eine Kante, die mit einem Knoten i ∈ V (N) beginnt, so wird die u¨berna¨chste
Kante (lk) auf p aufgrund der Struktur von BN(x) mit einem Knoten k ∈ V (N) inzi-
dieren. Da |V (N)| = n gilt, kann also p maximal 3n Kanten enthalten. Da die Anzahl
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der Kanten auf einem Pfad in BN(x) also trotz der neu eingefu¨hrten Knoten in O(n) ist,
verschlechtert sich die Komplexita¨t der Algorithmen zur Suche ku¨rzester Pfade nicht.
Als BMCF-Algorithmus haben wir bereits den primal-dualen Algorithmus kennenge-
lernt. Dieser arbeitet in unserer Version nur mit positiven Kosten. Damit die Kosten
aller Vorwa¨rtskanten in BN(x) positiv sind, nehmen wir daher an, die Steigung aller
Cij, (ij) ∈ A(N) sei stets positiv. Wir wollen uns auch im Folgenden stets auf solche
konvexen Kostenfunktionen beschra¨nken.
Wir halten daher noch folgendes Ergebnis fest:
Korollar 6.10 (Komplexita¨t des primal-dualen Algorithmus fu¨r Convex BMCF). Be-
nutzen wir den primal-dualen Algorithmus fu¨r Updates im BMCF-Netzwerk BN(x), so
ko¨nnen wir eine Lo¨sung des Convex-BMCF Problems in O(MF ·m · log(n)) mit dem Max
Flow MF erreichen.
Beweis. In jedem Schritt konstruieren wir BN(x) und fu¨hren ein Update mit dem primal-
dualen Algorithmus durch. Folglich wird ein Erho¨hungsschritt durch die Komplexita¨t des
primal-dualen Algorithmus von O(m log(n)) dominiert. Wir erho¨hen in jedem Schritt den




In diesem Kapitel wollen wir die bei Jungnickel und Fremuth-Paeger [23, S. 12] dargestell-
te Idee auf ku¨rzesten Pfaden den Fluss zu erho¨hen (Successive Shortest Path - SSP) zu
einem echten Algorithmus ausformulieren. Bei diesem Algorithmus werden wir auf dem
Polytop F(N) arbeiten. Wir mu¨ssen folglich gesondert sicherstellen, dass wir stets nur
ganzzahlig den Fluss erho¨hen.
Der Algorithmus ist sehr a¨hnlich zum primal-dualen Algorithmus. Wir wollen hier aller-
dings zeigen, dass man tatsa¨chlich lediglich ku¨rzeste Pfade und keine 0-Pfade bestimmen
muss, um einen minimalen Kostenfluss zu erhalten. In diesem Sinne ist der Balanced SSP
Algorithmus also eine Verallgemeinerung des primal-dualen Algorithmus.
7.1 Successive Shortest Path mit linearen Kosten
Wir bedienen uns einer Idee, die man direkt aus dem Beweis der Reduced Cost Optimality
ablesen kann. Dort wird das Potential pi = d, fu¨r welches man die optimale Lo¨sung erha¨lt
direkt angegeben. Die Konstruktion des Algorithmus ko¨nnen wir damit schon erahnen.
Man startet mit einem sogenannten Pseudofluss, der zwar optimal ist und die Kapa-
zita¨tsbeschra¨nkungen erfu¨llt aber die Massenerhaltungen an den Vertizes verletzt. Der
Pseudofluss ist also nicht gu¨ltig. Diesen Pseudofluss versuchen wir dann durch Flussver-
schiebung von U¨berschuss- zu Defizit-Knoten zula¨ssig zu machen.





xki = 0 (7.1)
und an die Forderung fu¨r den U¨berschuss auf s und t: val(x) = e(s) = −e(t). Damit
ist unser Netzwerk besonders einfach, da wir mit s und t die einzigen U¨berschuss- bzw.
Defizit-Knoten haben.
Wir wollen nun das fu¨r den Algorithmus grundlegende Lemma beweisen. Hierbei inkor-
porieren wir sogleich, dass fu¨r einen zula¨ssigen Pfad p auch p′ ein zula¨ssiger st-Pfad ist.
Analog zum Algorithmus fu¨r einen Max Bal Flow ko¨nnen wir also auch hier auf beiden
erweiternden Pfaden parallel den Fluss erho¨hen.
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Lemma 7.1. Sei x ein balancierter Pseudofluss, der die Reduced-Cost-Optimality bezu¨glich
eines Potentials pi erfu¨llt. Sei ferner d der Vektor der Distanzen d(i) ∀i ∈ V (N) von s
aus mit reduzierten Kosten cpiij als La¨nge einer Kante (i, j). Dann gilt:
(i) Der Pseudofluss x erfu¨llt die Reduced-Cost-Optimality auch bezu¨glich des Potentials
pi′ = pi + d.
(ii) Die reduzierten Kosten cpi
′
ij sind 0 la¨ngs der ku¨rzesten Pfade p und p
′.
Beweis. (i) Da x die Reduced-Cost-Optimality fu¨r pi erfu¨llt, gilt cpiij ≥ 0 ∀(ij) ∈ N(x).
Ferner gilt, da d die Shortest-Path Distanzen mit cpiij als Kantenla¨ngen darstellt,
folgende Shortest-Path Optimalita¨tsbedingung:
d(j) ≤ d(i) + cpiij ∀(i, j) ∈ N(x) (7.2)
Setzen wir nun die reduzierten Kosten ein:
d(j) ≤ d(i) + cij + pi(i)− pi(j) ∀(i, j) ∈ NM(x) (7.3)
0 ≤ cij + (pi(i) + d(i))︸ ︷︷ ︸
pi′(i)
− (pi(j) + d(j))︸ ︷︷ ︸
pi′(j)
(7.4)
⇔ cpi′ij ≥ 0 (7.5)
(ii) p ist ein st-Pfad und p′ ist ein t′s′-Pfad, also nach Definition ebenfalls ein st-Pfad.
Es gilt fu¨r jede Kante (ij) ∈ p: d(j) = d(i) + cpiij. Ferner gilt auf p′ fu¨r (j′, i′):
d(i′) = d(j′) + cpij′i′ = d(j
′) + cpiij.
Ersetzen wir nun also cpiij = cij + pi(i)− pi(j), so ergibt sich:












j′i′ − d(i′) + d(j′) = 0 (7.9)
Fassen wir somit noch einmal die Optimalita¨tsbetrachtungen in folgendem Lemma
zusammen:
Lemma 7.2. Angenommen ein Pseudofluss x erfu¨llt die Reduced-Cost-Optimality bezu¨glich
eines Potentials pi. Wenn wir nun x durch balanciertes Aba¨ndern des Flusses la¨ngs p und
p′ erhalten, erhalten wir den neuen Fluss x′.
Dieser Fluss erfu¨llt nun ebenfalls die Reduced-Cost-Optimality bezu¨glich des Potentials
pi′ = pi + d.
Beweis. Aus dem vorherigen Lemma wissen wir, dass cpi
′
ij = 0 fu¨r jede Kante (ij) auf dem
SVP p und seinem komplementa¨ren Partner p′ gilt.
Flusserho¨hungen auf einer dieser Kanten ko¨nnen unter Umsta¨nden bewirken, dass die
Gegenkante (ji) eingefu¨gt wird. Da aber cpi
′
ji = −cpi′ij = 0 fu¨r jede Kante auf p und p′ gilt,
bleibt die Reduced-Cost-Optimality bezu¨glich pi′ erhalten.
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Wir mu¨ssen nun noch sicherstellen, dass das Netzwerk nach dem Update weiterhin
schiefsymmetrisch bleibt. Nur die Potentiale sind eventuell nach einem Update pi′ = pi+d
nicht mehr antisymmetrisch.
Korollar 7.3 (Symmetrisierung der Potentiale). Sei N(x) ein schiefsymmetrisches Rest-
netzwerk und p ein ku¨rzester gu¨ltiger Pfad. Es gelte x′ = x + balcap(p)(xp + xp′) und
pi′ = pi + d. Dann ist N(x′) wieder ein schiefsymmetrisches Restnetzwerk, wenn wir die




(pi′(i)− pi′(i′)) ∀i ∈ V (N) (7.10)
x′ erfu¨llt die Reduced Cost Optimality auch bezu¨glich pi′′.
Beweis. x′ ist ein balancierter Fluss, also ist N(x′) schiefsymmetrisch, falls cpiij′ = c
pi
ji′
gilt. Wir haben dies fu¨r das wie obig symmetrisierte Potential bereits im Beweis zur
Korrektheit des Enhanced Primal-Dual Algorithmus gezeigt. Wir haben dort ebenfalls
gezeigt, dass x′ mit pi′′ die Reduced Cost Optimality erfu¨llt.
Wir mu¨ssen nun allerdings nicht in jedem Schritt zuna¨chst pi′ berechnen und dann












Definition 7.4 (symmetrische Absta¨nde). Sei d ∈ R|V (N)| ein Vektor von schiefsymme-






Wir ko¨nnen nun, da das Netzwerk nach jedem Update schiefsymmetrisch bleibt, fu¨r
die Berechnung des SVP die zuvor im primal-dualen Algorithmus betrachtete Routine
einsetzen. Ferner wollen wir hier noch kurz an den Balanced Augmentation Algorithmus
erinnern: Ist ein gu¨ltiger st-Pfad gefunden, so ko¨nnen wir vom Fluss xi zum Fluss xi+1 =










Wir ko¨nnen somit den SSP-Algorithmus folgendermaßen implementieren:
Balanced SSP-Algorithm
begin
x = 0, pi = 0
while(shortest valid st-path exists)
begin:
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berechne den shortest-valid-path p von s nach t
berechne die shortest-path-Distanzen d
pi = pi + sd
aktualisiere die reduzierten Kosten cpiij
δ = balcap(p)




Korollar 7.5. Der mit Hilfe des Balanced SSP-Algorithmus berechnete Fluss ist maximal
bei minimalen Kosten.
Beweis. Der berechnete Fluss ist optimal wegen dem Balanced-Augmentation-Theorem.
Am Ende existieren keine erweiternden Wege mehr.
Der berechnete Fluss hat auch minimale Kosten, da die Reduced-Cost-Optimality in jedem
Schritt erhalten bleibt.
Man ko¨nnte auf die Idee kommen, dieser Algorithmus sei stark-polynomiell, wie wir
es fu¨r den Balanced Augmentation Algorithmus mit minimal-gu¨ltigen Pfaden beweisen
konnten. Wir haben uns aber in der dortigen Argumentation darauf abgestu¨tzt, dass alle
Kanten gleiche La¨nge haben, was hier leider nicht der Fall ist.
Bevor wir nun konvexe Kosten betrachten, wollen wir an dieser Stelle den Algorithmus
noch einmal anhand eines Beispiel betrachten. Wir betrachten hierzu das schiefsymme-
trische Netzwerk in (Abb. 7.1). An jeder Kante ist dabei ein Vektor (cap(ij), cij) notiert,
der die Kosten und die Kapazita¨tsbeschra¨nkung zusammenfasst.
Abbildung 7.1: Beispiel fu¨r ein schiefsymmetrisches Netzwerk mit Kosten auf den Kanten
In diesem einfachen Beispiel kann man die ku¨rzesten Pfade direkt
”
sehen“, so dass wir auf
deren Bestimmung hier nicht eingehen wollen. Wir besprechen nun die einzelnen Schritte
des Balanced SSP Algorithmus und geben nach jedem Schritt jeweils ein Bild des Rest-
netzwerks mit an den Kanten eingetragenen reduzierten Kosten und Restkapazita¨ten als
Vektor (cpiij, rescap(ij)) an.
Im ersten Schritt finden wir den ku¨rzesten Pfad p1 = {(s1), (12′), (2′t)}. Wir erho¨hen den
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Fluss la¨ngs p1 und p
′
1 um balcap(p) = 1 Flusseinheit. Die schiefsymmetrischen Distan-
zen sind d = (d(s), d(1), · · · , d(4′), d(s)) = (0, 1, 2, 2, 2, 3, 2, 5, 5, 4). Damit ergeben sich die
symmetrischen Absta¨nde:















Damit erhalten wir die Potentiale pi = sd.
Wir erhalten also das Restnetzwerk in (Abb. 7.2).
Abbildung 7.2: Restnetzwerk nach dem ersten Schritt
Im na¨chsten Schritt finden wir den ku¨rzesten Pfad p2 = {(s2), (22′), (2′t)}. Wir erho¨hen
den Fluss la¨ngs p2 und p
′

















Damit erhalten wir die symmetrischen Distanzen:
sd = (−1, 0,−1, 0, 0, 1, 0, 0, 0, 1) (7.17)












Wir erhalten damit das Restnetzwerk in (Abb. 7.3).
Abbildung 7.3: Restnetzwerk nach dem 2. Schritt
Im dritten Schritt erhalten wir den ku¨rzesten gu¨ltigen st-Pfad p3 = {(s3), (34′), (4′t)}.
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Wir erho¨hen also wieder den Fluss la¨ngs p3 und p
′













































Wir erhalten nun das Restnetzwerk in Abbildung (Abb. 7.4)
Abbildung 7.4: Restnetzwerk nach dem 3. Schritt
Es sieht so aus, als ha¨tten wir noch den gu¨ltigen Pfad p = {(s2), (23′), (3′3), (32′), (2′t)}.
Es gilt aber rescap(3′3) = x33′ = 0 und damit haben wir die Lo¨sung minimaler Kosten
erreicht. Wir wollen diese auch einmal in der folgenden Abbildung (Abb. 7.5) explizit
angeben, wobei die Flusswerte jeweils an den Kanten notiert sind.
Abbildung 7.5: Netzwerk mit Flusswerten der Lo¨sung minimaler Kosten
7.2 Successive-Shortest-Path Algorithmus mit kon-
vexen Kosten
Wir haben somit den Balanced SSP-Algorithmus fu¨r lineare Kosten formuliert. Wir hat-
ten zu Beginn aber einen Algorithmus fu¨r konvexe Kostenfunktionen angeku¨ndigt.
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Dieser ist nun allerdings trivial, denn wir haben in unserer Beschreibung des primal-
dualen Algorithmus bereits dargestellt, wie eine
”
normale“ BMCF-Methode zur Lo¨sung
des Convex BMCF-Problems verwendet werden kann. Potentiale und Kosten wollen wir
dabei genauso wie im primal-dualen Algorithmus fu¨r konvexe Kosten aktualisieren.
Wir geben nun die konkrete Implementierung an:
Balanced SSP Algorithm for Convex Costs
begin
x = 0, pi = 0
while(shortest valid st-path exists)
begin
berechne den shortest-valid-path p in BN(x) von s nach t
erho¨he den Fluss la¨ngs p und p′ um 1 Einheit
aktualisiere den Fluss x




Die Komplexita¨t des Balanced SSP Algorithmus fu¨r konvexe Kosten ist nun sehr ein-
fach zu ermitteln.
Korollar 7.6 (Komplexita¨t des Balanced SSP Algorithmus fu¨r konvexe Kosten). Der
Balanced SSP-Algorithmus fu¨r konvexe Kosten berechnet einen ganzzahligen Balanced Min
Cost Flow mit maximalem Fluss in O(MF ·m log(n)).
Beweis. Die Korrektheit des Balanced SSP Algorithmus fu¨r konvexe Kosten folgt direkt
aus der Korrektheit des Balanced SSP Algorithmus fu¨r lineare Kosten und unserer Argu-
mentation zu konvexen Kosten beim primal-dualen Algorithmus.
Die Komplexita¨t jedes einzelnen Schritts des Balanced SSP Algorithmus fu¨r konvexe Kos-
ten ist dabei offenbar durch die Berechnung des SVP dominiert. Die Distanzen d(i) er-
halten wir dabei wie in Satz 6.4 als pi(s)− pi(i) ebenfalls aus dem SVP Algorithmus von
Goldberg und Karzanov.
Der Fluss wird maximal MF mal um eine Flusseinheit erho¨ht. Damit haben wir die
behauptete Komplexita¨t.
Zum Abschluss wollen wir auch diesen Algorithmus anhand eines Beispiels betrach-
ten. Wir wa¨hlen dazu das Beispiel, welches wir bereits bei der Konstruktion des BMCF-
Netzwerks verwandt hatten. Wir starten hierbei natu¨rlich mit dem 0-Fluss. In (Abb.
7.6) ist das schiefsymmetrische Netzwerk noch einmal angegeben, wobei das Dublett
(cap(ij′), Cij′(xij′)) an den Kanten jeweils die Kapazita¨t und die Kostenfunktion zu-
sammenfassen soll.
Wir konstruieren im Algorithmus zuna¨chst das BMCF-Netzwerk wie in (Abb. 7.7) ange-
geben.
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Abbildung 7.6: schiefsymmetrisches Netzwerk mit Kapazita¨ten und Kostenfunktionen
Auch hier werden wir die ku¨rzesten Pfade nicht explizit berechnen. Aus der Abbildung
sehen wir aber den ku¨rzesten Pfad:
p1 = {(s1), (12′), (2′t)} (7.22)
Wir erho¨hen also den Fluss la¨ngs p1 und p
′
1 um 1 Flusseinheit. Die schiefsymmetrischen
Distanzen zu Knoten im Originalnetzwerk sind:
d = (0, 3, 1, 2, 4, 5) (7.23)




















pi = sd (7.25)
Wir konstruieren nun wieder das BMCF-Netzwerk, wobei wir wieder an den Kanten jeweils
die Kapazita¨t und die reduzierten Kosten angeben (Abb. 7.8).
Der ku¨rzeste Pfad ist wieder:
p2 = {(s1), (12′), (2′t)} (7.26)
Wir erho¨hen also wieder den Fluss la¨ngs p2 und p
′
2 um 1 Flusseinheit. Anschließend berech-
nen wir wieder die schiefsymmetrischen Distanzen zu den Knoten im Originalnetzwerk.
d = (0, 3, 2, 3, 4, 6) (7.27)
Ebenso berechnen wir wieder die symmetrischen Absta¨nde und damit das Update der
Potentiale:
sd = (−3, 0,−1, 0, 1, 3) (7.28)



















KAPITEL 7. BALANCED SSP ALGORITHMUS 89
Abbildung 7.7: BMCF-Netzwerk beim Start des Balanced SSP Algorithmus fu¨r konvexe
Kosten
Damit konstruieren wir nun nochmals das BMCF-Netzwerk (Abb. 7.9).
Der ku¨rzeste Pfad ist nun:
p3 = {(st˜s2), (t˜s22˜′s2), (2˜′s22), (22′), (2′2˜s2), (2˜s2s˜s2), (s˜s2s)} (7.30)
Wir erho¨hen also den Fluss um 1 Einheit la¨ngs p3 und p
′
3 und berechnen nun wieder die
schiefsymmetrischen Distanzen im Netzwerk:
d = (0,∞, 2,∞, 5, 7) (7.31)
























Wir finden nun keinen gu¨ltigen Pfad mehr und haben damit die Lo¨sung des Convex
BMCF-Problems bestimmt.
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Abbildung 7.8: BMCF-Netzwerk nach dem 1. Schritt des Balanced SSP Algorithmus fu¨r
konvexe Kosten
Die Lo¨sung sei dabei in der Abbildung (Abb. 7.10) noch einmal angegeben, wobei die
Flusswerte an den Kanten notiert sind.
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Abbildung 7.9: BMCF-Netzwerk nach dem 2. Schritt des Balanced SSP Algorithmus fu¨r
konvexe Kosten




Wir haben mit dem Balanced SSP Algorithmus bereits den ersten Successive-Shortest-
Path-Algorithmus kennen gelernt. Wir wollen nun auch den Capacity Scaling Algorithmus
betrachten. Auf
”
normalen“ Netzwerken gilt dieser dem SSP Algorithmus als u¨berlegen
[46, p. 6].
Die Idee des Balanced Capacity Scaling bleibt als weiterem Successive Shortest Path
Algorithmus dieselbe wie beim Balanced SSP Algorithmus, da weiterhin ku¨rzeste Pfade
gesucht werden und beide auf der Reduced Cost Optimality beruhen. Beide optimieren
auch den Fluss wieder auf F(N). Wir mu¨ssen also wieder die Erreichung ganzzahliger
Flu¨sse gesondert sicherstellen.
Der Vorteil des Balanced Capacity Scaling mit konvexen Kosten ist die Mo¨glichkeit gro¨ßere
Flusspakete als 1 durch das Netzwerk zu schicken und damit im Fall linearer Kosten sogar
einen Algorithmus zu erhalten, der stark polynomiell ist [52].
8.2 Balanced Capacity Scaling mit linearen Kosten
Wir wollen nun den Balanced Capacity Scaling Algorithmus formulieren. Wir beschrei-
ben wieder zuna¨chst eine Version fu¨r lineare, nichtnegative Kosten und beschreiben im
Anschluss eine Version fu¨r konvexe Kosten.
Die Idee des Capacity Scaling besteht darin zuna¨chst einen Untergraphen des Restnetz-
werks mit einer Mindestgro¨ße fu¨r die Restkapazita¨t auf den Kanten auszuwa¨hlen und
dann den Fluss auf diesem Untergraphen zu optimieren. Dies geschieht, indem jeweils
Flu¨sse der Mindestgro¨ße auf ku¨rzesten Pfaden zwischen U¨berschuss- und Defizit-Knoten
ausgetauscht werden.
Die Mindestgro¨ße bezeichnen wir gemeinhin mit ∆. Eine Phase des Algorithmus, wa¨hrend
derer sich der Wert von ∆ im Algorithmus nicht a¨ndert bezeichnen wir als ∆-scaling phase.
Wir definieren hierzu 2 Mengen:
S(∆) = {i ∈ NM |e(i) ≥ ∆} (8.1)
T (∆) = {i ∈ NM |e(i) ≤ −∆} (8.2)
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Hierbei bezeichnet e wieder den U¨berschuss bzw. das Defizit. Wir gehen ferner, analog zu
den Annahmen u¨ber das Balanced Min Cost Flow Problem im Balanced SSP-Algorithmus,
davon aus, dass cij ≥ 0 ∀(ij) ∈ A(N). Damit erfu¨llt der Fluss anfangs die Reduced Cost
Optimality. Ziel ist es nun den Fluss auch gu¨ltig, d.h. primal zula¨ssig zu machen.
Mit der Definition der obigen Mengen sehen wir eine weitere Eigenschaft des Capaci-
ty Scaling, die es etwas weniger direkt macht, als den Balanced SSP-Algorithmus. Die
Anfangsdefizite auf den Knoten mu¨ssen vorgegeben werden. Wir benutzen dazu den im
Vorfeld beschriebenen Maximum Balanced Flow Algorithmus und erhalten mit diesem
e(s) = −e(t) =: b. Fu¨r alle anderen Knoten gilt natu¨rlich anfangs: e(i) = 0 ∀i ∈ V (N).
Fu¨r ein klein genug gewa¨hltes ∆ haben wir damit am Anfang S(∆) = {s} und T (∆) = {t}.
Wir definieren nun U := 1 + |e(s)| und beginnen mit ∆ = 2blog2 Uc. Dies ist das gro¨ßte U ,
das wir definieren ko¨nnen, ohne dass S = T =  anfangs gilt. Zusa¨tzlich definieren wir
noch cmax =
∑
(ij)∈A cij + 1. Den Algorithmus beginnen wir nun mit einem Fluss x = 0
auf den Knoten und einem Potential pi = 0.
In einer ∆-scaling phase mu¨ssen jeweils ku¨rzeste Wege mit einer Restkapazita¨t mit min-
destens ∆ gefunden werden. Wir fu¨hren deshalb den Begriff des ∆-Restnetzwerks ein:
Definition 8.1 (∆-Restnetzwerk). Das ∆-Restnetzwerk N(∆) ist definiert als der Un-
tergraph von N , der nur aus den Kanten (ij) mit rescap(ij) ≥ ∆ besteht.
Wir definieren ferner N(1) := BN(x) mit dem bisher erreichten Fluss x.
Offensichtlich ist das ∆-Restnetzwerk im Falle eines schiefsymmetrischen Ausgangsnetz-
werks auch schiefsymmetrisch.
Fu¨r ∆ = 1 mu¨ssen wir wieder beachten, dass mo¨gliche Flusserho¨hungen auf den Kan-
ten 1 und 2 sein ko¨nnen. Wir mu¨ssen also wieder das BMCF-Netzwerk betrachten.
Wir notieren nun den Balanced Capacity Scaling Algorithmus und beweisen wieder im
Nachgang dessen Korrektheit. Unsere Version beruht dabei auf der Version in [3, p. 361].
Balanced Capacity Scaling
begin
x := 0, pi := 0, e(s) = −e(t) = b, e(i) = 0 ∀i ∈ V (N)
∆ := 2blog2(1+b)c
while ∆ ≥ 1 do
begin {∆-Scaling-Phase}
for jede Kante (ij) im ∆-Restnetzwerk do
if rescap(ij) ≥ ∆ and cpiij < 0 then
erho¨he den Fluss auf (ij) um rescap(ij)
erho¨he den Fluss auf (j′i′) um rescap(ij)
berechne die e(i)′s neu
S(∆) := {i ∈ N |e(i) ≥ ∆}
T (∆) := {i ∈ N |e(i) ≤ ∆}
while (S(∆) 6= ) and (T (∆) 6= ) do
begin
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wa¨hle einen Knoten k ∈ S(∆) und einen Knoten t ∈
T (∆)
bestimme den ku¨rzesten Pfad p von l zu k in N(∆) oder,
falls nicht mo¨glich, verbinde mit einer Kante (lk) =
p mit Kosten cmax + pi(i)− pi(j)
pi = pi + sd
erho¨he den Fluss um min{balcap(p),∆} Einheiten la¨ngs
p und p′






Satz 8.2. Der Balanced Capacity Scaling Algorithmus berechnet einen maximalen Fluss
x auf dem schiefsymmetrischen Netzwerk N mit minimalen Kosten.
Beweis. Wir beweisen diesen Satz per Induktion nach der Anzahl der ∆-scaling Phasen.
Wir zeigen hierbei zuna¨chst, dass am Ende jeder ∆-scaling phase der berechnete Fluss
optimal auf dem ∆-Restnetzwerk im Sinne der Reduced Cost Optimality ist. Ferner zei-
gen wir, dass das Netzwerk nach jeder ∆-scaling phase auch schiefsymmetrisch ist.
Beginnen wir also mit der Induktionsverankerung. Vor Beginn der ersten ∆-scaling phase
gilt cij = c
pi
ij ≥ 0 und damit die Reduced Cost Optimality. Ferner ist das Ausgangsnetz-
werk schiefsymmetrisch.
Nehmen wir nun an, die Lo¨sung sei in der 2∆-scaling phase optimal und betrachten nun
das Problem in der ∆-scaling phase. Zuna¨chst kommen neue Knoten und Kanten hinzu.
Da das Problem in der 2∆-scaling phase optimal bezu¨glich des 2∆-Restnetzwerks war,
kann es im neuen ∆-Restnetzwerk Kanten (ij) mit negativen reduzierten Kosten geben.
Fu¨r diese muss gelten ∆ ≤ rescap(ij) < 2∆. Erho¨hen wir also den Fluss auf diesen
Kanten um rescap(ij), so fallen diese aus dem ∆-Restnetzwerk. Aufgrund der negativen
reduzierten Kosten ko¨nnen wir dies tun. Da das Netzwerk zudem schiefsymmetrisch ist,
muss auch gelten ∆ ≤ rescap(j′i′) = rescap(ij) < 2∆ und aufgrund der simultanen
Erho¨hung des Flusses auf beiden Kanten bleibt das Netzwerk schiefsymmetrisch. Damit
gilt nach der Erho¨hung des Flusses im ersten Schritt fu¨r alle Kanten cpiij ≥ 0.
Bei der Erho¨hung des Flusses wird Fluss von einem Knoten l ∈ S(∆) zu einem Kno-
ten k ∈ T (∆) geschickt. Wir ko¨nnen nun unser Lemma zum Balanced SSP-Algorithmus
benutzen: Da die Erho¨hung des Flusses la¨ngs des ku¨rzesten Weges vorgenommen wird,
bleibt die Reduced Cost Optimality erhalten.
Es kann allerdings sein, dass ein solcher Pfad im Restnetzwerk nicht existiert. In diesem
Fall erzeugt der Algorithmus eine Kante (lk) mit Kosten cmax, die nach Wahl von cmax
so hoch liegen, dass diese Kante in der Lo¨sung minimaler Kosten nicht auftreten kann. In
dem Ausgangsalgorithmus von Ahuja und Orlin werden diese Kanten vor dem Start des
eigentlichen Algorithmus erzeugt [3, p. 297]. Wir erzeugen sie hier quasi ’on-the-fly’.
Da wir gu¨ltige Pfade im schiefsymmetrischen Restnetzwerk bestimmen, ko¨nnen wir auch
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hier den Fluss la¨ngs p und p′ erho¨hen. Das Restnetzwerk bleibt (wieder nach dem Lemma
zum Balanced SSP-Algorithmus) schiefsymmetrisch und die Reduced Cost Optimality
erfu¨llt. Damit haben wir den ersten Teil des Beweises.
Wir mu¨ssen nun noch zeigen, dass der Algorithmus bei Erreichen eines ∆ < 1 auch
tatsa¨chlich einen zula¨ssigen Fluss bestimmt hat. Gilt ∆ < 1, so kann es nur noch Kno-
ten i ∈ V (N) mit einem Defizit oder U¨berschuss e(i) < 1 geben. Da das Problem mit
ganzzahligen Daten angenommen wurde und im Algorithmus auch nur ganzzahlige Fluss-
vera¨nderungen durchgefu¨hrt wurden, kann dies fu¨r keine Kante mehr der Fall sein.
Da der Fluss somit zula¨ssig ist und im BMCF-Netzwerk kein Erho¨hungsschritt mehr
mo¨glich ist, ist dies sogar die optimale Lo¨sung. Die Maximalita¨t des Flusses ergibt sich
aus der Tatsache, dass e(s) als Ergebnis der Berechnung des Maximum-Balanced Flow
benutzt wurde.
8.3 Balanced Capacity Scaling mit konvexen Kosten
Wir beschreiben nun einen Balanced Capacity Scaling Algorithmus fu¨r konvexe Kosten.
Die Idee geht hierbei auf Ahuja und Orlin zuru¨ck [3, pp. 556-560]. Wir behandeln hier
wieder die U¨bersetzung der Idee auf die Situation schiefsymmetrischer Netzwerke.
Das offensichtliche Problem des Balanced SSP-Algorithmus fu¨r konvexe Kosten ist die
Tatsache, dass lediglich Flussvera¨nderungen von 1 vorgenommen werden. Wir wollen nun
gro¨ßere Flussmengen durch das Netzwerk schicken und so den Algorithmus beschleunigen.
Die Idee des Algorithmus ist nun in jeder ∆-scaling phase nicht nur ein neues Restnetzwerk
zu berechnen, sondern auch die Kosten auf den Kanten sukzessive besser zu approximie-
ren. Diese Idee, die zuerst von Minoux fu¨r den Out-of-Kilter Algorithmus formuliert wurde
[49], sei zuna¨chst in der folgenden Grafik illustriert (8.1).
Hierbei sei wieder angemerkt, dass wir mit ganzzahligen Flu¨ssen arbeiten. Eine Kosten-
funktion muss nur auf den xij ∈ N exakt sein. Ferner haben wir nur einen Algorithmus zur
Bestimmung allgemeiner ku¨rzester gu¨ltiger Pfade fu¨r positive Kosten beschrieben, sodass
wir annehmen wollen, die Kostenfunktion habe eine positive Steigung. Damit sind die
linearen Kosten jedes Teilstu¨cks positiv.
Auf dem BMCF-Netzwerk haben wir bereits angegeben, wie die Kosten und Kapazita¨ten
der Kanten zu wa¨hlen sind.
Fu¨r die ∆-Restnetzwerke mit ∆ > 1 haben wir es deutlich einfacher, da Flussvera¨nderun-
gen von 2 auf jeder Kante mo¨glich sind. Wir mu¨ssen damit nur Flussvera¨nderungen auf
den Kanten von {−∆, 0,∆} betrachten. Wir wa¨hlen daher die Kosten und Kapazita¨ten
(die wir als cap∆ kennzeichnen) fu¨r die Kanten (ij
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Der Unterschied zum Balanced SSP-Algorithmus besteht nun darin, dass Flussvera¨nde-
rungen {−∆, 0,∆} erlaubt sind und sich deshalb die Definition der ccij’s vera¨ndert.
Wir wollen hier zudem noch auf ein technisches Detail hinweisen. Im obigen Algorithmus
hatten wir uns ein cmax definiert, als Kosten fu¨r ku¨nstlich eingefu¨hrte Kanten. In diesem
Fall mu¨ssen wir dieses cmax noch etwas vera¨ndern. Mit val(x) ist durch den Maximum Ba-
lanced Flow der maximale Fluss gegeben. Keine Kante im Ausgangsnetzwerk kann dann
die Kosten ccmax =
∑
(ij)∈A(N)Cij(val(x)) + 1 haben.
Wir wollen nun den Balanced Capacity Scaling Algorithmus fu¨r konvexe Kosten zuna¨chst
notieren und beweisen im Nachgang wieder dessen Korrektheit.
Balanced Capacity Scaling for Convex Costs
x := 0, pi := 0, e(s) = −e(t) = b, e(i) = 0 ∀i ∈ V (N)
∆ := 2blog2(1+b)c
berechne N(∆) mit entsprechenden Kapazita¨ten und Kosten while ∆ ≥
1 do
begin{∆-scaling phase}
for jede Kante im ∆-Restnetzwerk do
if (cpiij ≥ 0) and (cpiji ≥ 0) tue nichts
if (cpiij < 0) and (c
pi
ji ≥ 0) erho¨he xij und xj′i′ um ∆
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if (cpiij ≤ 0) and (cpiji > 0) verringere xij und xj′i′ um
∆
S(∆) := {i ∈ N |e(i) ≥ ∆}
T (∆) := {i ∈ N |e(i) ≤ −∆}
while (S(∆) 6= ) and (T (∆) 6= ) do
begin
wa¨hle einen Knoten l ∈ S(∆) und einen Knoten k ∈
T (∆)
bestimme den ku¨rzesten, gu¨ltigen Pfad p von l zu k
in N(∆) oder falls dies nicht mo¨glich ist, verbinde
l und k mit der Kante (l, k) = p mit Kosten ccmax +
pi(i)− pi(j)
pi := pi + sd
erho¨he den Fluss um min{balcap(p),∆} Einheiten la¨ngs
p und p′







Wir mu¨ssen nun natu¨rlich noch zeigen, dass dieser Algorithmus auch korrekt arbeitet.
Satz 8.3 (Korrektheit des Balanced Capacity Scaling fu¨r konvexe Kosten). Der Balanced
Capacity Scaling Algorithmus fu¨r konvexe Kosten berechnet einen maximalen Fluss x auf
dem schiefsymmetrischen Netzwerk N mit minimalen Kosten.
Beweis. Wir zeigen zuna¨chst, dass unsere U¨bersetzung des Problems korrekt ist. In der
ersten scaling phase gilt S = {s} und T = {t}. Ferner gilt nach der Wahl von ∆ am
Anfang ∆ ≤ |e(s)| = |e(t)| < 2∆. Es kann also in der ersten scaling phase nicht mehr
als ∆ Fluss auf den Kanten verschoben werden, ohne in die na¨chste scaling phase zu
kommen. Nach Wahl von S und T muss dann in jeder folgenden scaling phase gelten
∆ ≤ |e(i)| < 2∆ ∀i ∈ N(∆). Somit werden u¨ber keine Kante mehr als ∆ Einheiten
Fluss in einer Iteration der ∆-scaling phase verschoben. Damit reicht es aus, lediglich
Verschiebungen um −∆ oder +∆ zu betrachten, die in den Kosten der Kanten ccij und
ccji kodiert sind.
Hierbei mu¨ssen wir allerdings beachten, dass balcap(p) < ∆ auftreten kann. Wir mu¨ssen
hierbei also zeigen, dass auch bei Flusserho¨hungen, die kleiner sind als ∆ die Reduced
Cost Optimality erhalten bleibt. Wir gehen auf diesen Fall spa¨ter im Beweis ein.
Wir wollen nun zeigen, dass die Reduced Cost Optimality jeweils vor der Definition von
S und T in der ∆-scaling phase erfu¨llt ist. Wir zeigen dies per Induktion nach der Anzahl
der ∆-scaling Phasen.
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Damit sind die Reduced Cost Optimality Conditions anfangs erfu¨llt (Induktionsanfang).
Es sei hierbei darauf hingewiesen, dass die Definition der Kosten bei negativem Fluss (die
ja eigentlich wenig Sinn machen) hier eventuell entsprechend angepasst werden muss.
Nehmen wir nun an, nach der 2∆-scaling phase seien die Reduced Cost Optimality Bedin-
gungen erfu¨llt. Nun a¨ndern sich die Kosten auf den Kanten und reduzierte Kosten ko¨nnen
eventuell sogar negativ werden.
Sei nun x der Fluss aus der 2∆-scaling phase. Nun gibt es folgende Fa¨lle fu¨r die reduzierten
Kosten nach der Neuberechnung in der ∆-scaling phase.
(i) cpiij ≥ 0, cpiji ≥ 0
(ii) cpiij < 0, c
pi
ji ≥ 0
(iii) cpiij ≥ 0, cpiji < 0
(iv) cpiij < 0, c
pi
ji < 0
Wir zeigen nun zuna¨chst, dass bei konvexen Kosten der Fall (iv) nicht auftreten kann.
Damit der Fall (iv) auftritt muss gelten:
Cij(xij +∆)− Cij(xij)
∆
+ pi(i)− pi(j) < 0 (8.9)
Cij(xij −∆)− Cij(xij)
∆
+ pi(j)− pi(i) < 0 (8.10)
Wir ko¨nnen dies noch etwas anders notieren:
+pi(i)− pi(j)− Cij(xij −∆)− Cij(xij)
∆
> 0 (8.11)
+pi(i)− pi(j) + Cij(xij +∆)− Cij(xij)
∆
< 0 (8.12)
⇒ Cij(xij +∆)− Cij(xij) < Cij(xij)− Cij(xij −∆) (8.13)
Wir benutzen nun die Definition einer konvexen Kostenfunktion. Danach gilt:
2Cij(xij) ≤ Cij(xij −∆) + Cij(xij +∆) (8.14)
⇒ Cij(xij +∆)− Cij(xij) ≥ Cij(xij)− Cij(xij −∆) (8.15)
Und damit haben wir den Widerspruch.
Behandeln wir nun die restlichen Fa¨lle. Im Fall (i) sind die Reduced Cost Optimality
Bedingungen offensichtlich erfu¨llt.
Es bleiben also Fall (ii) und (iii). Im Algorithmus behandeln wir Fall (ii), indem wir
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xij um ∆ Flusseinheiten erho¨hen. Wir zeigen nun, dass dies zum Erfolg fu¨hrt. Nach der
2∆-scaling phase gilt:
C(xij + 2∆)− Cij(xij)
2∆
+ pi(i)− pi(j) ≥ 0 (8.16)
Cij(xij + 2∆)− Cij(xij) + 2∆pi(i)− 2∆pi(j) ≥ 0 (8.17)
Die Kante (ij) erfu¨llt aber in N(∆) nicht mehr die Reduced Cost Optimality Conditions,
also:
Cij(xij +∆)− Cij(xij) + ∆pi(i)−∆pi(j) < 0 (8.18)
Wir wollen nun zeigen, dass nach erho¨hen des Flusses um ∆ gilt:
Cij(xij + 2∆)− Cij(xij +∆) +∆pi(i)−∆pi(j) ≥ 0 (8.19)
Wir schreiben dazu die Gleichung aus der 2∆-scaling phase um:
[Cij(xij + 2∆)− Cij(xij +∆) +∆pi(i)−∆pi(j)] +
[Cij(xij +∆)− Cij(xij) + ∆pi(i)−∆pi(j)]︸ ︷︷ ︸
<0
≥ 0 (8.20)
Und damit folgt die gewu¨nschte Ungleichung.
Die reduzierten Kosten auf (j′i′) mu¨ssen wegen der Schiefsymmetrie des Netzwerkes iden-
tisch sein. Damit la¨sst sich das Resultat auf (j′i′) sofort u¨bertragen. Ferner wird der Fluss
im Algorithmus auf (ij) und (j′i′) parallel erho¨ht, so dass die Schiefsymmetrie auch er-
halten bleibt.
Vo¨llig analog ko¨nnen wir die Erreichung der Reduced Cost Optimality auch fu¨r Fall (iii)
zeigen.
Fu¨r die while-Schleife haben wir bereits im Fall des linearen Balanced Capacity Scaling Al-
gorithmus gezeigt, dass die Schiefsymmetrie erhalten bleibt und die Reduced Cost Optima-
lity erfu¨llt ist. Wir mu¨ssen lediglich zeigen, dass auch bei Flusserho¨hungen balcap(p) < ∆
die Reduced Cost Optimality erhalten bleibt.
Wir nehmen hierzu an, dass cpiij = 0 gilt und wir la¨ngs der Kante (ij) den Fluss um weniger
als ∆ erho¨ht haben. Dann gilt fu¨r die reduzierten Kosten:
ccneuij =
Cij(xij + balcap(p) + ∆)− Cij(xij + balcap(p))
∆
+ pi(i)− pi(j) (8.21)
≥ Cij(xij +∆)− Cij(xij)
∆
+ pi(i)− pi(j) = 0 (8.22)
Damit bleibt auf der Vorwa¨rtskante die Reduced Cost Optimality erfu¨llt. Betrachten wir
nun die Ru¨ckwa¨rtskante. Wir verwenden hier nochmals:
Cij(xij +∆)− Cij(xij)
∆
+ pi(i)− pi(j) = 0 (8.23)
⇔ Cij(xij)− Cij(xij +∆)
∆
− pi(i) + pi(j) = 0 (8.24)
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Es gilt ferner:
ccneuji =
Cij(xij + balcap(p)−∆)− Cij(xij + balcap(p))
∆
− pi(i) + pi(j) (8.25)
≥ Cij(xij)− Cij(xij +∆)
∆
− pi(i) + pi(j) = 0 (8.26)
Damit bleibt die Reduced Cost Optimality aufgrund der Konvexita¨t der Kostenfunktion
auch erhalten, wenn wir um weniger als ∆ den Fluss erho¨hen.
Am Ende wird ein zula¨ssiger Fluss erreicht, was ebenfalls analog zu dem Argument im
Satz zur Korrektheit des Balanced Capacity Scaling gezeigt werden kann. Folglich liefert
der Algorithmus also eine Lo¨sung mit maximalem Fluss bei minimalen Kosten.
Wir wollen nun noch zur Komplexita¨t des Algorithmus kommen:
Satz 8.4 (Komplexita¨t des Balanced Capacity Scaling). Der Balanced Capacity Scaling
Algorithmus hat eine Laufzeit von O(log2(U) ·m · S(n,m)) mit der Laufzeit S(n,m) zur
Berechnung eines ku¨rzesten Pfades.
Beweis. Am Ende der 2∆-scaling phase gilt T (2∆) =  oder S(2∆) = . In der ∆-scaling
phase gibt es also maximal 2n∆
”
alten“ U¨berschuss auf den Knoten. Bei Beginn der ∆-
scaling phase wird der Fluss auf den Kanten um maximal ∆ pro Kante vera¨ndert. Damit
kann sich maximal ein neuer U¨berschuss auf den Kanten von 2m∆ ergeben. Wir ko¨nnen
damit den Gesamtu¨berschuss bei Beginn der ∆-scaling-phase mit 2(n+m)∆ abscha¨tzen.
In jeder Iteration zum Austausch zwischen U¨berschuss- und Defizitknoten werden min-
destens ∆
2
Flusseinheiten ausgetauscht. Wir haben also in jeder Phase O(m) Iterationen
des Algorithmus. Die Komplexita¨t jeder Iteration wird offensichtlich durch die Berech-
nung des ku¨rzesten Pfades dominiert, sodass die Komplexita¨t jeder Phase O(mS(n,m))
betra¨gt.
Die Anzahl der Phasen ergibt sich aus dem anfangs gewa¨hlten ∆ = 2blog2 Uc ≤ U . In jeder
Iteration wird ∆ halbiert, sodass wir maximal log2(U) Phasen haben. Damit haben wir
eine Gesamtkomplexita¨t O(log2 U ·m · S(n,m)).
Kapitel 9
Balanced Out-of-Kilter
Mit den bisherigen Algorithmen haben wir Algorithmen betrachtet, die versuchten eine
dual zula¨ssige Lo¨sung auch primal zula¨ssig zu machen. Der andere Weg ist auch gangbar.
Wir werden ihn spa¨ter noch kurz besprechen. Mit dem Out-of-Kilter Algorithmus wollen
wir nun einen Algorithmus vorstellen, der eine unzula¨ssige Lo¨sung primal und dual zula¨ssig
macht. Wir wollen ihn hier auch besprechen, da die erste Idee von Minoux fu¨r einen
schwach polynomiellen Algorithmus zur Lo¨sung des ganzzahligen Min Cost Flow Problems
mit konvexen Kosten auf dem Out-of-Kilter Algorithmus basierte [49].
Wir betrachten wieder zuna¨chst den Fall linearer Kosten und gehen spa¨ter auf den Fall
konvexer Kosten ein.
9.1 Fa¨rben von Kanten
Die Idee des Out-of-Kilter Algorithmus geht auf Fulkerson [28] und Minty zuru¨ck. Wir
wollen hier aber unsere Darstellung an der Version in [45] orientieren. Unser Ansatz er-
laubt hierbei wie das Capacity Scaling schwach-polynomielle Laufzeit. Wir nutzen hierbei
allerdings eine scho¨ne Eigenschaft des von Minoux vorgeschlagenen Algorithmus aus, so
dass der Balanced Out-of-Kilter Algorithmus schneller als das vorgeschlagene Balanced
Capacity Scaling wird.
Wir betrachten dabei zuna¨chst wieder das BMCF Problem mit linearen Kosten auf dem
Polytop F(N). Wir werden hierbei sehen, dass wir beim Balanced Out-of-Kilter ebenfalls
Barrieren haben, diese hier aber etwas anders auflo¨sen als im primal-dualen Algorithmus,
bei dem wir fu¨r die Fragmente eigene Potentiale eingefu¨hrt hatten.
Wir benutzen bei diesem Algorithmus wieder die bereits erwa¨hnte Reduced Cost Opti-
mality:
cij′ + pi(i)− pi(j′) > 0 ⇒ xij′ = l(ij′), xji′ = l(ji′) (9.1)
cij′ + pi(i)− pi(j′) < 0 ⇒ xij′ = cap(ij′), xji′ = cap(ji′) (9.2)
Die Idee des Out-of-Kilter Algorithmus ist nun, die Kanten, die die Optimalita¨tbedingung
erfu¨llen (in-kilter), als solche zu behalten und Kanten, die die Kapazita¨tsbeschra¨nkungen
nicht erfu¨llen (out-of-kilter), sukzessive zu in-kilter Kanten zu machen. Dabei mu¨ssen wir
dann auch die duale Lo¨sung sukzessive verbessern.
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Wir benutzen nun die reduzierten Kosten zur Klassifikation der Kanten. Wir geben dabei
zuna¨chst nach Fulkerson [28, S. 18] die Mo¨glichkeiten fu¨r die reduzierten Kosten einer
Kante (ij) ∈ A(N) bei einer unzula¨ssigen Lo¨sung an und gehen dann auf die gewa¨hlte
Klassifikation ein:
(α) cij + pi(i)− pi(j) > 0, xij = l(ij) (9.3)
(β) cij + pi(i)− pi(j) = 0, l(ij) ≤ xij ≤ cap(ij) (9.4)
(γ) cij + pi(i)− pi(j) < 0, xij = cap(ij) (9.5)
(α1) cij + pi(i)− pi(j) > 0, xij < l(ij) (9.6)
(β1) cij + pi(i)− pi(j) = 0, xij < l(ij) (9.7)
(γ1) cij + pi(i)− pi(j) < 0, xij < cap(ij) (9.8)
(α2) cij + pi(i)− pi(j) > 0, xij > l(ij) (9.9)
(β2) cij + pi(i)− pi(j) = 0, xij > cap(ij) (9.10)
(γ2) cij + pi(i)− pi(j) < 0, xij > cap(ij) (9.11)
Die ersten 3 Fa¨lle (α, β, γ) beschreiben in-kilter Kanten, wa¨hrend die letzten 6 Fa¨lle out-
of-kilter Kanten beschreiben.
Wir messen nun die Verletzung der Reduced Cost Optimality in Form der Kilter-Zahl,
die angibt wie viel (Absolutwert) Fluss zum Erreichen der in-kilter Bedingung notwendig
ist [45, S. 144]:
K(xij) =

|xij − l(ij)|, falls pi(j)− pi(i) < cij
l(ij)− xij , falls xij < l(ij), pi(j)− pi(i) = cij
xij − cap(ij), falls xij > cij, pi(j)− pi(i) = cij
|xij − cap(ij)|, falls pi(j)− pi(i) > cij
(9.12)
Insbesondere gilt fu¨r schiefsymmetrische Netzwerke offensichtlich K(xij) = K(xj′i′).
Neben der Kilter-Zahl fu¨hren wir nun eine Fa¨rbung des Graphen zur Klassifikation der
Kanten ein. Die Methode geht dabei auf Minty zuru¨ck.
Wir fa¨rben eine Kante gru¨n, falls es mo¨glich ist, den Fluss zu erho¨hen oder zu verringern,
ohne dass die Kante out-of-kilter geht. Es gilt also:
l(ij) < xij < cap(ij) und pi(j)− pi(i) = cij (9.13)
Wir fa¨rben eine Kante gelb, wenn es mo¨glich ist, den Fluss zu erho¨hen, aber nicht ihn zu
verringern, ohne die Kilter-Zahl zu erho¨hen. Es gibt dafu¨r folgende Fa¨lle:
xij < cap(ij) und pi(j)− pi(i) > cij (9.14)
xij ≤ l(ij) und pi(j)− pi(i) = cij (9.15)
xij < l(ij) und pi(j)− pi(i) < cij (9.16)
Wir fa¨rben eine Kante gelb und drehen ihre Richtung um, falls es mo¨glich ist, den Fluss
auf der Kante zu verringern, aber nicht ihn zu erho¨hen, ohne die Kilter Zahl zu erho¨hen.
xij > cap(ij) und pi(j)− pi(i) > cij (9.17)
xij ≥ cap(ij) und pi(j)− pi(i) = cij (9.18)
xij > l(ij) und pi(j)− pi(i) < cij (9.19)
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Wir fa¨rben eine Kante rot, wenn man den Fluss weder erho¨hen noch verringern kann,
ohne die Kilter-Zahl zu erho¨hen.
xij = cap(ij) und pi(j)− pi(i) > cij (9.20)
xij = l(ij) und pi(j)− pi(i) < cij (9.21)
Es sei hier angemerkt, dass auch die Fa¨rbung von Graphen natu¨rlich balanciert ist. Ist
also (ij′) von einer bestimmten Farbe, so ist es (ji′) auch, wenn der Fluss auf dem Netz-
werk balanciert ist.
Um das Konzept der Fa¨rbung eines Graphen noch etwas zu verdeutlichen, betrachten wir
die Bedingungen und Farben in folgender Grafik (Abb. 9.1). Hierbei deuten die senkrech-
ten Linien die Bedingungen fu¨r rote und die waagerechte Linie die Bedingungen fu¨r gru¨ne
Kanten an. Die u¨brigen Kombinationen von pi(i), pi(j) und xij entsprechen gelben Kan-
ten. Man kann so z.B. aus der Grafik ablesen, dass alle Kanten mit l(ij) < xij < cap(ij)
mit cij = pi(j)− pi(i) gru¨n sind.
Abbildung 9.1: Fa¨rbung der Kanten in einem Graphen
9.2 Grundlagen des Algorithmus
Nachdem wir nun die Klassifikation der Kanten eingefu¨hrt haben, wollen wir nun zum
Sinn dieser Klassifikation kommen. Bevor wir fu¨r die gefa¨rbten Graphen nun den Satz von
Minty beweisen, wollen wir noch eine kurze Begriffsbildung nach [35, S. 107] einfu¨hren.
Definition 9.1 (Co-Kreis). Sei G ein Netzwerk mit einer Knotenmenge N . Ein Schnitt
ist eine Partition N = S
⊎
T von N in 2 nichtleere Teilmengen. Wir notieren mit (S, T )
die Menge aller Kanten inzident mit einem Knoten in T und einem Knoten in S. Jede
solche Menge von Kanten nennt man einen Co-Kreis.
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Satz 9.2 (Satz von Minty). Sei G ein gerichteter Graph mit einer ausgezeichneten Kante
(ts). Dann gilt fu¨r jede Fa¨rbung der Kanten in gru¨n, gelb und rot mit (ts) in gelb genau
eine der beiden Alternativen:
(i) (ts) ist enthalten in einem Kreis aus nur gelben und gru¨nen Kanten, in dem alle
gelben Kanten die gleiche Richtung haben.
(ii) (ts) ist enthalten in einem Co-Kreis aus nur gelben und roten Kanten, in dem alle
gelben Kanten die gleiche Richtung haben.
Beweis. Der Beweis ist sehr intuitiv, wenn wir uns den Graphen als eine Straßenkarte
vorstellen, auf der es Straßen gibt, die in beiden Richtungen befahrbar sind (gru¨ne Kan-
ten), in nur einer Richtung befahrbar sind (gelbe Kanten) oder fu¨r den Verkehr gesperrt
sind (rote Kanten).
Entweder gibt es nun einen Weg von s nach t oder es gibt keinen. Nehmen wir an, es
ga¨be einen solchen Weg, so bestu¨nde er nur aus gru¨nen und gelben Kanten und die gel-
ben Kanten mu¨ssten alle von s nach t gerichtet sein (Alternative (i)). Mit der Kante (ts)
haben wir damit den gewu¨nschten Kreis.
Nehmen wir nun an, es ga¨be keinen solchen Weg von s nach t. Dann ko¨nnten wir den
beschriebenen Co-Kreis folgendermaßen konstruieren: Sei S die Menge aller Knoten, die
fu¨r den Verkehr von s erreichbar sind und T die Komplementa¨rmenge. Zwischen S und
T ko¨nnten nun nach der Definition von T keine gru¨nen Kanten existieren und alle gelben
Kanten mu¨ssten von T nach S zeigen. Alle anderen Kanten zwischen S und T mu¨ssten
folglich rot sein. Damit wa¨re (S, T ) der gesuchte Co-Kreis (Alternative (ii)).
Die Bedeutung des Satzes von Minty wird mit folgender U¨berlegung deutlich: Betrach-
ten wir eine gelbe Kante (ts) und wenden den Satz von Minty an. Nehmen wir ferner an,
es ga¨be einen gelb-gru¨nen Kreis C, in dem alle gelben Kanten in die gleiche Richtung zei-
gen. Wu¨rden wir nun alle Kanten umdrehen, deren Richtung umgekehrt wurde, so wa¨re es
mo¨glich den Fluss um δ > 0 zu erho¨hen und dabei die Kilter-Zahl zu verringern (war (ts)
selbst eine der Kanten, die umgedreht wurde, mu¨ssen wir den Fluss natu¨rlich verringern).
Damit ist dann also C − {(ts)} ein erweiternder Weg von s nach t.
Dieser erweiternde Weg C − {(ts)} muss nun natu¨rlich nicht gu¨ltig sein. Wir klammern
dieses Problem zuna¨chst aus, behalten es aber im Hinterkopf. Es wird sich herausstellen,
dass dies im Gegensatz zur naiven Annahme nicht so schwerwiegend ist, wie man zuna¨chst
annehmen ko¨nnte.
Wie man vermutlich schon sieht, sind die Alternativen (i) und (ii) die Mo¨glichkeiten gegen
die Lo¨sung zu iterieren. Im Fall (i) haben wir erweiternde Pfade und im Fall (ii) werden
wir sehen, dass wir die Potentiale anpassen ko¨nnen.
Betrachten wir zuna¨chst den Fall (i). Bei diesem wollen wir auf einem erweiternden Pfad
den Fluss vera¨ndern. Hierbei gibt es verschiedene Fa¨lle fu¨r die Flussrichtung, um die
Kilter-Zahl zu verringern. Diese seien in der folgenden Grafik zusammengefasst (Abb.
9.2). Man sieht dabei, dass die mo¨glichen Flussvera¨nderungen darauf abzielen, eine der
senkrechten oder waagerechten Linien zu erreichen, also in-kilter zu gehen.
Fu¨r einen gelb-gru¨nen Kreis seien Y die gelben und G die gru¨nen Kanten. Ferner seien +
und − die Indizes fu¨r die Kanten aus Y und G, fu¨r die der Fluss entweder um δ erho¨ht
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Abbildung 9.2: mo¨gliche Flussvera¨nderungen
oder verringert wird. Keine Kante in-kilter geht out-of-kilter, wenn δ nicht gro¨ßer als δ1, δ2
gewa¨hlt wird, wobei:





|(ij′) ∈ Y + ∪G+, pi(j′)− pi(i) = cij′ , (ji′) ∈ Y + ∪G+
}
}





|(ij′) ∈ Y − ∪G−, pi(j)− pi(i) = cij, (ji′) ∈ Y − ∪G−
}
}
Wir haben hierbei bereits den Fall komplementa¨rer Kanten auf einem Pfad analog der
balanced capacity in unserer Berechnung beru¨cksichtigt.
Ferner wird δ nicht gro¨ßer als notwendig gewa¨hlt, um eine out-of-kilter Kante in-kilter zu
bringen. Hierzu definieren wir weitere obere Grenzen fu¨r δ:
δ3 = min{min{|cap(ij′)− xij′ | |(ij′) ∈ Y + ∪ Y −, pi(j′)− pi(i) > cij′ , (ji′) /∈ Y + ∪ Y −},
min
{ |cap(ij′)− xij′ |
2
|(ij′) ∈ Y + ∪ Y −, pi(j′)− pi(i) > cij′ , (ji′) ∈ Y + ∪ Y −
}
}
δ4 = min{|xij − cap(ij)| |(ij) ∈ Y + ∪ Y −, pi(j)− pi(i) < cij, (ji′) /∈ Y − ∪ Y −},
min
{ |cap(ij′)− xij′ |
2




δ = min{δ1, δ2, δ3, δ4} (9.22)
Es sei hierbei darauf hingewiesen, dass δ fu¨r ein Problem mit endlicher Lo¨sung natu¨rlich
endlich sein muss. Erhalten wir also ein unendliches δ hat das BMCF zumindest keine
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endliche Lo¨sung.
Wir bescha¨ftigen uns nun mit Alternative (ii). Nehmen wir also an, wir ha¨tten einen
gelb-roten Co-Kreis (S, T ) mit s ∈ S und t ∈ T gefunden, in dem nach dem Satz von
Minty alle gelben Kanten in die gleiche Richtung zeigen. Wir drehen nun alle Kanten, die
wa¨hrend der Fa¨rbung gedreht wurden wieder um.
Erho¨hen wir die Potentiale aller Kanten in T um  > 0,  ∈ R, so vera¨ndert dies of-
fensichtlich nur die Potentialdifferenz auf den Kanten im Co-Kreis. Ferner wird hiermit
die Kilter-Zahl keiner Kante erho¨ht, sondern ho¨chstens verringert. Wir wollen uns diesen
Sachverhalt zuna¨chst anhand eines Bildes veranschaulichen (Abb. 9.3). Hierbei deutet +
eine Vera¨nderung des Potentials an.
Abbildung 9.3: Vera¨nderung der Kanten und Potentiale in gelb-blau-rotem Schnitt
Wird  nun
”
klein genug“ gewa¨hlt, so wird mit einer solchen Operation keine Kilter-Zahl
erho¨ht. Wir gehen sofort darauf ein, was
”
klein genug“ in diesem Zusammenhang bedeu-
tet. Zuvor mo¨chten wir allerdings die verschiedenen Fa¨lle fu¨r die Erho¨hung des Potentials
in einer Grafik zusammenfassen (Abb. 9.4).
Abbildung 9.4: mo¨gliche Potentialvera¨nderungen
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Gehen wir nun auf unsere saloppe Formulierung
”
klein genug“ ein. Fu¨r einen gelb-roten
Co-Kreis bezeichnen wir mit Y und R die Teilmengen gelber und roter Kreise von C.
Mit Indizies + und − bezeichnen wir hier die Teilmengen der Kanten, fu¨r die die Poten-
tialdifferenz pi(j) − pi(i) fu¨r (ij) ∈ A(N) erho¨ht bzw. verringert wird. Keine Kante geht
out-of-kilter, falls  nicht gro¨ßer gewa¨hlt wird als 1, 2 mit:
1 = min{pi(j)− pi(i)− cij|(ij) ∈ R−, xij = cap(ij)} (9.23)
2 = min{cij − pi(j)− pi(i)|(ij) ∈ R+, xij = l(ij)} (9.24)
Ganz analog zu der Wahl von δ bei den Flussvera¨nderungen, wollen wir auch hier  nicht
gro¨ßer wa¨hlen als no¨tig, um eine Kante in-kilter zu bringen:
3 = min{pi(j)− pi(i)− cij|(ij) ∈ Y −, l(ij) ≤ xij < cap(ij)} (9.25)
4 = min{cij − pi(j) + pi(i)|(ij) ∈ Y +, l(ij) < xij ≤ cap(ij)} (9.26)
Wir wa¨hlen also:
 = min{1, 2, 3, 4} (9.27)
Fu¨r  gibt es nun 3 mo¨gliche Fa¨lle:
(i)  ist unbeschra¨nkt. Dies kann nur auftreten, falls xij ≥ cap(ij) fu¨r alle Kanten von
S nach T und xij ≤ l(ij) fu¨r alle Kanten von T nach S gilt und xts < l(ts). Der






Mit dem Balanced Max Flow Min Cut Satz folgt damit, dass eine gu¨ltige Zirkulation
nicht existiert.
(ii)  ist endlich und es gilt  = 3 oder  = 4. Mindestens eine Kante geht nach
Definition von 3 und 4 in-kilter. Es wird keine Kilter-Zahl erho¨ht und einige werden
verringert.
(iii)  ist endlich und kleiner als 3 und 4. Dann geht keine Kante in-kilter. Einige
Kilter-Zahlen werden erho¨ht und einige verringert. Mindestens eine rote Kante wird
gelb, wenn sie das na¨chste Mal gefa¨rbt wird (wieder nach der Definition von 1 und
2). Fu¨r eine solche Kante (ij) ∈ A(N) gilt, falls i ∈ S, j ∈ T , fu¨r den Fluss
l(ij) = xij < cap(ij) und falls i ∈ T, j ∈ S gilt l(ij) < xij = cap(ij), da jeweils das
Potential des Knotens aus T erho¨ht wird. Ferner ko¨nnen einige gelbe Kanten rot
werden. Fu¨r jede dieser Kanten gilt entweder i ∈ S, j ∈ T ⇒ l(ij) < xij = cap(ij)
oder i ∈ T, j ∈ S ⇒ l(ij) = xij < cap(ij). Natu¨rlich werden, da im betrachteten
Co-Kreis ja gar keine gru¨nen Kanten enthalten sind, auch keine gru¨nen Kanten
vera¨ndert. Es sei an dieser Stelle noch angemerkt, dass hier nur Kanten betrachtet
werden, mit denen man keine Knoten erreichen kann. Folglich vera¨ndert das Rot-
Fa¨rben gelber Kanten nicht die Menge der Knoten, die von s aus erreichbar sind.
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Wir mu¨ssen an dieser Stelle noch genauer auf die Symmetrie des Netzwerks, die wir im
Algorithmus nutzen wollen, eingehen.
Die symmetrische Behandlung erweiternder Pfade haben wir bereits thematisiert. Beim
Balanced Out-of-Kilter Algorithmus mu¨ssen aber auch die Potentiale symmetrisch behan-
delt werden. Betrachten wir dazu noch einmal die 2 Alternativen des Satzes von Minty.
Bei Alternative (i) des Satzes von Minty haben wir bereits festgestellt, dass wir einen
erweiternden Pfad p = C − {(ts)} bestimmen (der eventuell aber nicht gu¨ltig ist). Dann
ist in einem schiefsymmetrischen Netzwerk p′ = C ′ − {(ts)} ebenfalls ein erweiternder
Pfad, da C ′ aufgrund der Symmetrie der Farbgebung ebenfalls ein gelb-gru¨ner Kreis ist.
Wir ko¨nnen also auch hier die Idee der Balanced Augmentation verwenden und den Fluss
la¨ngs p und p′ erho¨hen.
Wir haben bisher Alternative (ii) nicht na¨her untersucht. Die Frage, die wir uns zuerst
stellen wollen, ist, ob es zu dem beschriebenen Co-Kreis (S, T ) immer auch einen symme-
trischen Co-Kreis (T ′, S ′) gibt. Wir geben die Antwort in folgendem Lemma:
Lemma 9.3 (Symmetrischer Co-Kreis). Sei (S, T ) ein symmetrischer Co-Kreis im schief-
symmetrischen Netzwerk N . Dann ist
(T ′, S ′) := {(ij′)|(j′i) ∈ (S, T )} (9.29)
ebenfalls ein gelb-roter Co-Kreis, in dem alle gelben Kanten die gleiche Richtung haben.
Beweis. Sei (ij′) ∈ (S, T ). Wir hatten bereits die Schiefsymmetrie der Fa¨rbung bereits
angesprochen. Ist (ij′) also von einer bestimmten Farbe, so ist es (ji′) auch. Damit ist
(T ′, S ′) bereits ein gelb-roter Co-Kreis.
Nehmen wir nun an (ij′) ∈ (S, T ) sei gelb, dann haben (ij′) und (ij′)′ = (ji′) die selbe
Richtung. Damit haben alle gelben Kanten in (T ′, S ′) die selbe Richtung und sie ist sogar
die selbe wie im Co-Kreis (S, T ).
Wir kennen nun den symmetrischen Co-Kreis. Wir behandeln den Co-Kreis (S, T ),
indem wir die Potentiale pi(i), i ∈ T um  erho¨hen. Bereits aus dem Enhanced Primal
Dual Algorithmus wissen wir, dass die Potentiale antisymmetrisch sein mu¨ssen. Damit
ko¨nnen wir die Behandlung des symmetrischen Co-Kreises direkt ableiten:
pi(i)→ pi(i) +  ∀i ∈ T (9.30)
⇒ pi(i′)→ pi(i′)−  ∀i ∈ T (9.31)
⇒ pi(j)→ pi(j)−  ∀j ∈ T ′ (9.32)
Als na¨chstes brauchen wir noch das A¨quivalent zu komplementa¨ren Kanten auf einem
Pfad. Analog zu komplementa¨ren Kanten bei Pfaden sind dies die Kanten, die sowohl im
Co-Kreis (S, T ), als auch im symmetrischen Co-Kreis (T ′, S ′) enthalten sind.
Lemma 9.4 (Gemeinsame Kanten). Es sei (S, T ) ein gelb-roter Co-Kreis und (T ′, S ′)
sei sein komplementa¨rer Co-Kreis. Genau dann sind Kanten (ij′) sowohl in (S, T ) als
auch in (T ′, S ′) enthalten, wenn fu¨r die Kanten der komplementa¨re Partner ebenfalls im
Co-Kreis ist.
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Beweis. ’⇒’ Wir nehmen an, (ij′) ∈ (S, T ) und (ij′) ∈ (S, T ) ∩ (T ′, S ′). Dann gilt wegen
(ji′) ∈ (T ′, S ′) auch (ji′) ∈ (S, T ) ∩ (T ′, S ′).
’⇐’ Wir nehmen an, es gebe ein Paar komplementa¨rer Kanten (ij′), (ji′) ∈ (S, T ). Dann
gilt, da beide komplementa¨ren Partner auch in (T ′, S ′) sein mu¨ssen auch (ij′), (ji′) ∈
(T ′, S ′) und damit (ij′) ∈ (S, T ) ∩ (T ′, S ′).
Dieses Lemma sei mit folgender Abbildung noch einmal verdeutlicht (Abb. 9.5). Man
sieht dabei einen Schnitt zwischen zwei Mengen, die durch 2 Boxen angedeutet sind.
Gemeinsame Kanten des Co-Kreises und des komplementa¨ren Co-Kreises sind dann gerade
Paare komplementa¨rer Kanten in einem der beiden Co-Kreise.
Abbildung 9.5: gemeinsame Kanten von Co-Kreis und komplementa¨rem Co-Kreis
Betrachten wir nun eine Kante (ij′) ∈ (S, T ) ∩ (T ′, S ′), so war unsere antisymmetrische
Behandlung der Potentiale offensichtlich noch zu einfach. Im Fall komplementa¨rer Kanten
im Schnitt reicht bereits die Ha¨lfte der Potentiala¨nderung aus.
Wir mu¨ssen dies also bei der Berechnung des
”
richtigen“  noch beru¨cksichtigen. Leider
fu¨hrt dies, a¨hnlich wie bei der Berechnung von δ, zu deutlich la¨ngeren Formeln fu¨r die
i, i ∈ {1, 2, 3, 4}, die wir bei Beru¨cksichtigung komplementa¨rer Kanten mit ˜i notieren:





|(ij′) ∈ R−, xij′ = cap(ij′), (ji′) ∈ R−
}
}
˜2 := min{min{cij′ − pi(j′)− pi(i)|(ij′) ∈ R+, xij′ = lij′ , (ji′) /∈ R+},
min
{
cij′ − pi(j′)− pi(i)
2
|(ij′) ∈ R+, xij′ = l(ij′), (ji′) ∈ R+
}
}





|(ij′) ∈ Y −, l(ij′) ≤ xij′ < cap(ij′), (ji′) ∈ Y −
}
}
˜4 := min{cij′ − pi(j′) + pi(i)|(ij) ∈ Y +, l(ij′) < xij′ ≤ cap(ij′), (ji′) /∈ Y +},
min
{
cij′ − pi(j′) + pi(i)
2
|(ij) ∈ Y +, l(ij′) < xij′ ≤ cap(ij′), (ji′) ∈ Y +
}
}
Um die Notwendigkeit der vera¨nderten Berechnung von  in schiefsymmetrischen Netz-
werken deutlich zu machen, fu¨hren wir folgende Definition ein:
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Definition 9.5 (balancierte Potentiala¨nderung). Sei (S, T ) ein gelb-roter Schnitt im
schiefsymmetrischen Netzwerk N und ˜i, i ∈ {1, 2, 3, 4} seien definiert wie oben, dann
nennen wir
balpot((S, T )) := min{˜1, ˜2, ˜3, ˜4} (9.33)
die balancierte Potentiala¨nderung.
9.3 Algorithmus
Mit diesen Betrachtungen haben wir nun alle Bestandteile zur Formulierung des Algo-
rithmus zusammen. Dieser wird aber nicht notwendigerweise einen Balanced Min Cost
Flow auf dem Netzwerk bestimmen, da wir nicht notwendigerweise auf gu¨ltigen Pfaden
den Fluss erho¨hen.
Vielmehr werden wir zeigen, wie wir auf einer bestimmten Klasse von Netzwerken Na¨he-
rungslo¨sungen bestimmen ko¨nnen. Wir werden spa¨ter darauf eingehen, wie wir diese Na¨he-
rungslo¨sungen im Falle des Algorithmus fu¨r konvexe Kosten verwenden ko¨nnen.
Die Klasse von Flussnetzwerken, die wir betrachten wollen, habe folgende Eigenschaften:
• alle unteren Grenzen und Kapazita¨ten seien nichtnegative ganzzahlige Vielfache
einer Zahl capmin ∈ N
• der Anfangsfluss sei auf jeder Kante ein nichtnegatives ganzzahliges Vielfaches von
capmin
Wir bezeichnen diese Netzwerke als capmin-Netzwerke.
Auf solchen Netzwerken wollen wir Na¨herungslo¨sungen bestimmen. Hierbei besteht die
Na¨herung darin, dass die Kapazita¨ten des Netzwerks wa¨hrend des Algorithmus um ma-
ximal ± capmin
2
gea¨ndert werden. Der Algorithmus bestimmt eine optimale Lo¨sung des
BMCF-Problems auf einem solchen vera¨nderten Netzwerk, das wir aber a priori nicht
kennen. Wir wollen dies als explizite Definition notieren.
Definition 9.6 (leicht vera¨ndertes Netzwerk). Gegeben sei ein capmin-Netzwerk N und







, cap(ij′), cap(ij′)− capmin
2
}
∀(ij′) ∈ A(N) (9.34)






, l(ij′), l(ij′)− capmin
2
}
∀(ij′) ∈ A(N) (9.35)
so sagen wir N˜ ist ein leicht vera¨ndertes Netzwerk zu N .
Bevor wir nun zum Pseudocode des Algorithmus kommen, wollen wir noch einige
Anmerkungen zur Funktionsweise des Algorithmus machen.
Das Fa¨rben der Kanten kann analog zur Konstruktion der Kreise im Satz von Minty
sukzessive von s und damit auch von t aus vorgenommen werden.
Neben der Fa¨rbung mu¨ssen auch die Kanten sukzessive untersucht werden. Wir halten
hier einige Eigenschaften des Algorithmus fest:
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• Der Algorithmus arbeite symmetrisch, d.h. untersucht der Algorithmus eine Kante
(ij′) ∈ A(N), so untersucht er auch die Kante (ji′) ∈ A(N).
• Knoten i ∈ V (N) werden erforscht: Hierbei werden alle gru¨nen und gelben Kanten,
die von dem Knoten ausgehen markiert, als mit dem Knoten verbunden. Rote Kan-
ten werden ebenfalls untersucht, die gefundenen Knoten aber nur vorla¨ufig markiert.
Eine Erforschung geht stets nur von endgu¨ltig markierten Knoten aus.
Gibt es einen Pfad von s nach t, so erhalten wir einen gelb-gru¨nen Kreis. Gibt es zwischen
s und t keinen gu¨ltigen Pfad, so enthalte S alle gefa¨rbten Kanten und T sei die Komple-
menta¨rmenge bezu¨glich A(N). Es kann nun noch Kanten in T geben, die sich nicht zu
einem gu¨ltigen Pfad zu t erweitern lassen, so dass (S, T ) hier nicht notwendig ein Co-Kreis
ist. Das macht hier aber nichts.
Daneben erhalten wir natu¨rlich auch einen symmetrischen gelb-gru¨nen Kreis bzw. einen
symmetrischen Co-Kreis.
Wir werden spa¨ter sehen, dass die vorla¨ufigen und endgu¨ltigen Markierungen fu¨r die Kom-
plexita¨t des Algorithmus wichtig sind. Eine Markierung setzen wir im Algorithmus durch
label. Eine Markierung von p′ mit label′. Ein Knoten wird dabei endgu¨ltig markiert, wenn
er durch einen gelb-gru¨nen Pfad erreichbar ist. Die endgu¨ltige Markierung wird durch
einen ∗ am label angedeutet. Eine vorla¨ufige Markierung zeigt, dass ein Knoten durch
einen gelb-gru¨nen Pfad erreichbar sein wird, wenn die Potentiale genug gea¨ndert worden
sind. Die no¨tige A¨nderung  des Potentials wird dabei durch η(j) angegeben.
Balanced Out-of-Kilter
begin
pi = 0, x = 0
while ((ts) ist out-of-kilter) do
begin (fa¨rben)
fa¨rbe eine Kante gru¨n, falls l(ij) < xij < cap(ij), pi(j) −
pi(i) = cij
fa¨rbe eine Kante gelb, falls:
xij < cap(ij), pi(j)− pi(i) > cij
xij ≤ l(ij), pi(j)− pi(i) = cij
xij < l(ij), pi(j)− pi(i) < cij
fa¨rbe eine Kante gelb und drehe ihre Richtung um, falls:
xij > cap(ij), pi(j)− pi(i) > cij
xij ≥ cap(ij), pi(j)− pi(i) = cij
xij > l(ij), pi(j)− pi(i) < cij
fa¨rbe eine Kante rot, falls:
xij = cap(ij), pi(j)− pi(i) > cij
xij = l(ij), pi(j)− pi(i) < cij
end;
η(i) =∞ ∀i ∈ N
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label(s) = , falls (ts) out-of-kilter
alle anderen Knoten sind nicht markiert
if (alle endgu¨ltig markierten Knoten erforscht und t nicht endgu¨ltig
markiert)
begin (Alternative (ii))
S := {alle endgu¨ltig markierten Knoten}
T := N\S
for (alle Knoten i ∈ T)
pi(i) := pi(i) + balpot((S, T ))
pi(i′) := pi(i′)− balpot((S, T ))




else if (t nicht endgu¨ltig markiert)
begin (erforschen)
for (alle Kanten (ij) mit j noch nicht endgu¨ltig markiert)
if (ij) gelb oder gru¨n then
label(j) = i∗
label′(j′) = i′∗
for (alle Kanten (ji) mit j noch nicht endgu¨ltig markiert)
if (ji) ist gru¨n then
label(j) = i∗
label′(j′) = i′∗
for (alle roten Kanten (ij) mit xij = l(ij) und pi(j)−
pi(i)− cij < η(j))
label(j) = i
η(j) = pi(j)− pi(i)− cij
label′(j′) = i′
η(j′) = pi(i′)− pi(j′)− cj′i′
for (alle roten Kanten (ij) mit xij = cap(ij) und pi(j)−
pi(i)− cij > η(j))
label(j) = i
η(j) = cji + pi(j)− pi(i)
label′(j′) = i′
η(j′) = cj′i′ + pi(i
′)− pi(j′)




finde einen gelb-gru¨nen Kreis, in dem man von t den Weg zu
s u¨ber die Markierungen sucht
bestimme δ als min(δ1, δ2, δ3, δ4, capmin)
erho¨he bzw. verringere den Fluss um δ auf diesem erweiternden
Pfad
erho¨he bzw. verringere den Fluss um δ auch la¨ngs des komplementa¨ren
Pfades
la¨ngs p und p′ suche die
(i) gru¨nen Kanten (ij) mit rescap(ij) = capmin
2
ist cap(ij)/capmin halbzahlig, so setze cap(ij) = cap(ij)−
capmin
2
ist cap(ij)/capmin ganzzahlig oder zuvor als gelbe Kante
protokolliert, so setze cap(ij) = cap(ij) + capmin
2
(ii) gru¨nen Kanten (ij) mit xij − l(ij) = capmin2
ist l(ij)/capmin halbzahlig, so setze l(ij) = l(ij)+
capmin
2
ist l(ij)/capmin ganzzahlig oder zuvor als gelbe Kante protokolliert,
so setze l(ij) = l(ij)− capmin
2
(iii) gelben Kanten (ij) mit xij − cap(ij) = capmin2
ist cap(ij)/capmin halbzahlig, so setze cap(ij) = cap(ij)+
capmin
2
ist cap(ij)/capmin ganzzahlig, so setze cap(ij) = cap(ij)−
capmin
2
(iv) gelben Kanten (ij) mit l(ij)− xij = capmin2
ist l(ij)/capmin halbzahlig, so setze l(ij) = l(ij)+
capmin
2
ist l(ij)/capmin ganzzahlig, so setze l(ij) = l(ij)− capmin2




Wir hatten zuvor bereits angesprochen, dass der Algorithmus nur eine Na¨herungslo¨sung
des BMCF Problems auf dem Netzwerk bestimmt. Wir wollen deshalb die Korrektheit
des Algorithmus in diesem Sinne beweisen.
Satz 9.7 (Korrektheit und Komplexita¨t des Balanced Out-of-Kilter). Sei N ein schief-
symmetrisches capmin-Netzwerk mit einem balancierten Anfangsfluss, dann bestimmt der
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Balanced Out-of-Kilter Algorithmus eine optimale Lo¨sung des BMCF-Problems auf einem
leicht vera¨nderten Netzwerk zu N in O( K
capmin
·m) mit K der anfa¨nglichen Summe aller
Kilter-Zahlen.
Beweis. Wir stellen zuna¨chst fest, dass in einem capmin-Netzwerk die Kilter-Zahlen alle
nichtnegative ganzzahlige Vielfache von capmin sind.
Unser Beweis la¨uft nun in 2 Schritten. Zuerst untersuchen wir die verschiedenen Mo¨glich-
keiten aus dem Satz von Minty gegen die Lo¨sung zu iterieren. Hierbei nehmen wir an, die
Kilter-Zahlen seien nicht nur anfangs sondern immer ganzzahlige positive Vielfache von
capmin oder 0. Im zweiten Schritt zeigen wir, dass diese Annahme korrekt ist. Untersuchen
wir also zuna¨chst die Ha¨ufigkeit des Auftretens der verschiedenen Fa¨lle aus dem Satz von
Minty unter den genannten Annahmen.
Nehmen wir zuna¨chst an, es wird ein gelb-gru¨ner Kreis gefunden. Dann haben wir 2 Pfa-
de gefunden, auf denen wir den Fluss erho¨hen. Damit werden mindestens 2 Kilter-Zahlen
um δ ≥ capmin
2
reduziert. Es gilt hierbei δ ≥ capmin
2
nach obiger Annahme fu¨r die unteren
Grenzen und Kapazita¨ten und der Wahl von δ bei der Flusserho¨hung.
Somit sind nicht mehr als K/capmin Iterationen auf einer Zirkulation mo¨glich, wobei K
die Summe aller Kilter-Zahlen fu¨r die Anfangszirkulation sei.
Jedes Mal, wenn ein gelb-roter Co-Kreis (und sein symmetrischer Partner) gefunden wird,
gehen entweder 2 Kanten in-kilter oder mindestens 2 rote Kanten werden gelb. Der erste
Fall reduziert 2 positive Kilter-Zahlen auf 0. Da die Kilter-Zahlen nach Annahme immer
positive Vielfache von capmin sind, bringt die Reduktion zweier positiver Kilter-Zahlen auf
0 immer eine Reduktion von K um 2 · capmin. Damit kann auch dieser Fall nicht ha¨ufiger
als K/capmin mal auftreten.
Der 2. Fall kann nicht mehr als n−1 Mal in Folge auftreten, was wir im Folgenden zeigen
werden.
Wir nehmen an, dass fu¨r eine Kante (ts) so lange der Satz von Minty angewandt wird, bis
ein gelb-gru¨ner Kreis gefunden wird. Jedes Mal wenn ein Co-Kreis (und sein symmetri-
scher Partner) gefunden wird, wird eine rote Kante gelb und es gibt zu mindestens einem
Knoten in T einen zula¨ssigen Pfad. Alle Knoten in S bleiben, wie zuvor bereits erwa¨hnt
erreichbar. Analoges gilt fu¨r den symmetrischen Co-Kreis.
Somit kann der 2. Fall nur n− 1 Mal auftreten, bevor entweder ein Kreis gefunden wird,
oder eine Kante in-kilter geht.
Man kann den Algorithmus im 2. Fall noch etwas besser machen, wie wir es im vorliegen-
den Algorithmus mit den vorla¨ufigen Markierungen getan haben. Nach unseren Vorber-
merkungen u¨ber die Markierungen ko¨nnen wir ausnutzen, dass die Markierungen im 2.
Fall erhalten bleiben ko¨nnen, da alle Knoten, die von s aus erreichbar sind, auch erreich-
bar bleiben. Fu¨r Fall 2 reicht also eine Markierung, die wir erst erneuern mu¨ssen, wenn
entweder ein gelb-gru¨ner Kreis gefunden wurde oder ein gelb-roter Co-Kreis fu¨r den der
erste Fall zutrifft.
Nun ist K/capmin eine obere Grenze fu¨r die Anzahl der Fa¨lle, in denen ein gelb-gru¨ner
Kreis gefunden wird oder ein gelb-roter Co-Kreis, fu¨r den Fall 1 zutrifft. Somit kann die
Markierung nur maximalK/capmin mal durchgefu¨hrt werden. Damit ist O((K/capmin)·m)
eine obere Schranke fu¨r die Laufzeit dieser Version des Balanced Out-of-Kilter Algorith-
mus.
Wir halten an dieser Stelle zudem fest, dass wir den Fluss immer symmetrisch erho¨hen
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und die Potentiale immer antisymmetrisch vera¨ndern. Folglich bleibt das Netzwerk in je-
dem Schritt schiefsymmetrisch und der Fluss balanciert.
Wir kommen nun zum 2. Teil unseres Beweises. Wir zeigen per Induktion, dass die Kilter-
Zahlen in jedem Schritt positive ganzzahlige Vielfache von capmin oder 0 sind.
Der Induktionsanfang ist mit unserer anfa¨nglichen Bemerkung klar.
Wir unterscheiden fu¨r den Induktionsschritt die verschiedenen Fa¨lle fu¨r gru¨ne und gelbe
Kanten.
Im 1. Fall der Potentiala¨nderung werden Kilter-Zahlen nur auf 0 vera¨ndert und die Flu¨sse
bleiben unvera¨ndert.
Die Kilter-Zahlen und Flu¨sse a¨ndern sich sonst nur in einem Erho¨hungsschritt. Wir be-
trachten hier jeweils exemplarisch einen Fall fu¨r die gru¨nen und gelben Kanten. Bei einem
Erho¨hungsschritt gilt in jedem Fall δ ∈ { capmin
2
, capmin} nach Vorraussetzung. Der Fall
δ = capmin
2
tritt dabei bei 2 komplementa¨ren Kanten auf einem Pfad auf. Betrachten wir
nun getrennt die gelben und gru¨nen Kanten.
Es kann fu¨r gru¨ne Kanten der Fall rescap(ij) = capmin
2
eintreten. Dies wu¨rde beim na¨chs-
ten Erho¨hungsschritt δ < capmin
2
ermo¨glichen. Ist dieser Fall bei der Kante bisher noch
nicht aufgetreten, so vergo¨ßern wir die Kapazita¨t um capmin
2
und protokollieren diesen
Schritt. Damit haben wir fu¨r die Restkapazita¨t wieder ein Vielfaches von capmin. Die Ka-
pazita¨t ist nach einem solchen Schritt halbzahlig.
Damit ko¨nnen wir das vorherige Auftreten eines solchen Falles sofort registrieren. Gilt
wieder rescap(ij) = capmin
2
, so ko¨nnen wir zur alten Kapazita¨tsgrenze zuru¨ckkehren und
erhalten xij = l(ij) und damit eine gelbe Kante mit Kilter-Zahl 0.
Der andere Fall bei gru¨nen Kanten ist analog.
Betrachten wir nun die gelben Kanten. Hier kann der Fall xij − cap(ij) = capmin2 ein-
treten. Dies wu¨rde wieder beim na¨chsten Erho¨hungsschritt δ < capmin
2
ermo¨glichen. Ist
dieser Fall bei der Kante bisher noch nicht aufgetreten, so verringern wir die Kapazita¨t
um capmin
2
. Damit erlaubt die Kante im na¨chsten Schritt wieder eine Erho¨hung des Flus-
ses um capmin. Die Kapazita¨t ist nach einem solchen Schritt halbzahlig. D.h. wir ko¨nnen
analog zum Fall gru¨ner Kanten diesen Fall registrieren und beim na¨chsten Auftreten von
xij−cap(ij) = capmin2 zur alten Kapazita¨t zuru¨ckkehren. Beim 1. Auftreten des Falles wird
die Kilter-Zahl um capmin
2
erho¨ht. Das macht aber nichts, da wir die Kilter-Zahl mit der
Erho¨hung zuvor um mindestens 2 · capmin
2
reduziert haben.
Wieder ist der andere Fall fu¨r gelbe Kanten analog.
Betrachten wir nun noch den Fall protokollierter gelber Kanten, die gru¨n werden. Wir se-
hen in diesem Fall, dass die Vera¨nderung der Kapazita¨t, wie im Algorithmus beschrieben,
zur alten Kapazita¨t zuru¨ckfu¨hrt und keine Kilter-Zahl erho¨ht.
Der Fall gru¨ner Kanten, die gelb werden, muss hierbei, da sich die Kilter-Zahl im Algo-
rithmus nicht erho¨hen kann, nicht behandelt werden.
Damit haben wir den Induktionsschritt.
Wir halten nun noch fest, dass nach Wahl unserer Kapazita¨tsvera¨nderung das Netzwerk
in jedem Schritt ein leicht vera¨ndertes Netzwerk zu N bleibt. Am Ende gilt K(xij′) =
0 ∀(ij′) ∈ A(N). Damit ist die Lo¨sung optimal und zwar auf einem leicht vera¨nderten
Netzwerk zu N .
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9.4 Konvexe Kosten
Wir hatten bereits erwa¨hnt, dass die urspru¨ngliche Idee einer schwach polynomiellen
Lo¨sung fu¨r das Min Cost Flow Problem mit konvexen Kosten auf Minoux [49] zuru¨ck-
geht. Wir wollen deshalb nun zeigen, wie der beschriebene Out-of-Kilter Algorithmus zur
Lo¨sung von BMCF benutzt werden kann.
Die Idee von Minoux ist a¨hnlich der, die wir beim Balanced Capacity Scaling angewendet
haben. Minoux bezeichnet seine Methode als Approximation p’ter Ordnung. Hierbei ist p
wieder die Anzahl der Punkte, in denen die Kostenfunktion linear approximiert wird.
Wir fu¨hren zuna¨chst den Begriff des Netzwerks p’ter Ordnung ein:
Definition 9.8 (Netzwerk p’ter Ordnung). Das Netzwerk p’ter Ordnung N(p) ist das














Dies erinnert bereits stark an die ∆-Restnetzwerke aus dem Balanced Capacity Scaling.
Natu¨rlich wollen wir auch wieder die Kostenfunktionen sukzessive besser approximieren.





x ∈ P(x) (9.39)
Die Idee ist erneut die Kostenfunktion auf dem Netzwerk N(p) besser zu approximieren.
Dazu definieren wir uns Probleme PA(p), bei denen die zugeho¨rige Kostenfunktion in










die urspru¨gliche Kostenfunktion Cij(xij) linear approximiert.
Wir wa¨hlen hierbei natu¨rlich ganz analog zum Balanced Capacity Scaling p¯ anfangs so,
dass mit der maximalen Kapazita¨t U einer Kante im Netzwerk gilt p¯ = dlog2 Ue. Die Idee
ist damit nun vermutlich bereits offensichtlich. Wir bestimmen zuna¨chst eine Lo¨sung des
Problems PA(p¯), nehmen diese dann als Startlo¨sung fu¨r PA(p¯− 1) usw..
Diese Idee wollen wir nun mathematisch im Satz von Minoux formulieren. Der Original-
beweis dieses Satzes findet sich in zwei Teilen in [50, S. 366-368] und [49, S. 238]. Der
Autor will hier aber eine eigene Version des Beweises anbieten:
Satz 9.9 (Satz von Minoux). Es gilt fu¨r die Probleme PA(p):
(i) Eine optimale Lo¨sung des Problems PA(0) ist eine optimale, ganzzahlige Lo¨sung
des Convex BMCF Problems.
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(ii) Fu¨r jedes p < p¯ (bzw. p = p¯) kann von einer Startlo¨sung durch den Balanced Out-of-
Kilter von PA(p+1) auf einem leicht vera¨nderten Netzwerk zu N(p+1) (bzw. dem
0-Fluss und dem 0-Potential) eine Lo¨sung von PA(p) auf einem leicht vera¨nderten
Netzwerk zu N(p) in einer Zeit O(m2) mit dem Balanced Out-of-Kilter Algorithmus
bestimmt werden.
Beweis. Wir beweisen zuna¨chst Teil (i). Fu¨r p = 0 wird die Kostenfunktion in allen Punk-











wird also in allen ganzzahligen Punkten linear approximiert. Wir hatten bereits im Beweis
zur Korrektheit des primal-dualen Algorithmus fu¨r konvexe Kosten gezeigt, dass eine opti-
male Lo¨sung des Problems mit einer in allen ganzzahligen Punkten linear approximierten
Kostenfunktion auch die optimale ganzzahlige Lo¨sung des urspru¨nglichen Problems ist,
wenn die Kostenfunktion als konvex angenommen wird. Damit haben wir den ersten Teil.
Der Balanced Out-of-Kilter Algorithmus vera¨ndert allerdings das Netzwerk, sodass wir
fu¨r eine optimale ganzzahlige Lo¨sung auf dem Ausgangsnetzwerk diesen nicht verwenden
ko¨nnen.
Wir wollen nun auch den 2. Teil des Satzes beweisen. Wir beginnen dabei mit p = p¯. Nach
Wahl von p¯ gilt anfangs fu¨r k ∈ N: 0 ≤ k ≤ 1. Damit haben wir gerade den Fall linearer



















Wir verwenden die 0-Lo¨sung und das 0-Potential am Anfang. Damit ist unser Netzwerk
anfangs ein capmin-Netzwerk mit capmin = 2
p¯. Wir ko¨nnen somit zur Lo¨sung des Problems
PA(p¯) den
”
normalen“ Balanced Out-of-Kilter Algorithmus verwenden.
Wir kommen damit zur Komplexita¨t. Die Differenz des Flusses auf einer Kante (ij) ∈
A(N) zur oberen Kapazita¨t und damit die Kilter-Zahl der Kante kann nicht mehr als 2p¯
betragen. Wir ko¨nnen damit die Summe der Kilter-Zahlen K abscha¨tzen:
K ≤ m · 2p¯ (9.44)
Im Beweis zur Komplexita¨t des Out-of-Kilter Algorithmus hatten wir gezeigt, dass wir die
Anzahl der mo¨glichen Flusserho¨hungen abscha¨tzen ko¨nnen durch K
capmin








Damit ergibt sich mit der Diskussion aus dem Satz u¨ber die Komplexita¨t des Balanced
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O(m2).
Nehmen wir nun an, wir ha¨tten eine optimale Lo¨sung von PA(p + 1) auf einem leicht
vera¨nderten Netzwerk zu N(p + 1) bestimmt und wu¨rden diese als Startlo¨sung fu¨r das
Problem PA(p) verwenden. Um die Laufzeit zur Bestimmung einer Lo¨sung von PA(p) auf
einem leicht vera¨nderten Netzwerk zu N(p) zu bestimmen, mu¨ssen wir zuna¨chst kla¨ren,
wie wir die stu¨ckweise linearen Kosten auf dem Netzwerk implementieren.
Es gilt hierbei aufgrund der Definition von δ im Algorithmus fu¨r die Flusserho¨hung la¨ngs
der erweiternden Wege p und p′ die untere Grenze δ ≥ 2p−1.
Wir stellen ferner fest, dass per Definition im Netzwerk p’ter Ordnung die Kapazita¨ten
der Kanten immer ein ganzzahliges Vielfaches von 2p sind:











= n2p, n ∈ N0 (9.47)
Wir ko¨nnen also analog zum Verfahren im Balanced Capacity Scaling Algorithmus fu¨r kon-
vexe Kosten fu¨r jede Kante (ij′) ∈ A(N) nun pij′ Kanten mit der Kapazita¨t 2p einfu¨hren
[32, S. 206]. Wa¨hlen wir allerdings die maximale Flussvera¨nderung auf einer Kante δ ≤ 2p
mu¨ssen wir auch wieder nur 2 Kanten mit Kapazita¨t 2p betrachten, die jeweils die Fluss-

















2p, falls xij ≥ 2p
0, sonst
(9.51)
Bei der besprochenen Kapazita¨tsanpassung gru¨ner und gelber Kanten bedeutet dies natu¨rlich,
dass wir die Kapazita¨ten der einzelnen Kanten (ij)l, l ∈ {1, · · · , pij} vera¨ndern. l(ij)/capmin
und cap(ij)/capmin beziehen sich hierbei natu¨rlich auf die Gesamtkapazita¨t. Dementspre-
chend muss also nicht die aktuelle Kante (ij)l protokolliert worden sein, sondern irgendeine
der Kanten (ij)k, k ∈ {1, · · · , pij} in unserer Bedingung.
Damit haben wir also auch bei dieser Segmentierung der Kanten jeweils Flusserho¨hungen,
die immer gro¨ßer oder gleich capmin
2
sind.
Wurde die Kapazita¨tsgrenze einer Kante (ij)l erreicht, so nehmen wir die na¨chste Kante
(ij)l+1 mit neuen reduzierten Kosten ccij und ccji in das Netzwerk auf und lo¨schen die
alte Kante.
Damit haben wir die Implementierung der stu¨ckweise linearen Kosten besprochen. Be-
trachten wir nun die Startlo¨sung aus dem Problem PA(p + 1) noch einmal genauer. Die
Flusswerte auf dem leicht vera¨nderten Netzwerk zu N(p + 1) sind immer ganzzahlige
nichtnegative Vielfache von 2
p+1
2
= 2p. Damit ist unser Netzwerk fu¨r das Problem PA(p)
ein capmin-Netzwerk mit capmin = 2
p.
Wir mu¨ssen nun wieder die Kilter-Zahl abscha¨tzen um die Komplexita¨t zu bestimmen.
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Die Kilter-Zahl im leicht vera¨nderten Netzwerk zu N(p + 1) ist 0. Sie erho¨ht sich aber
beim U¨bergang zum Netzwerk N(p).
Als erste
”
Quelle“ fu¨r eine Erho¨hung der Kilter-Zahl betrachten wir hierbei die Einfu¨hrung
der neuen Kosten auf den Kanten ccij. Sei dazu die Kante (ij)
l′ im Netzwerk (p + 1)’ter
Ordnung die letzte voll gefu¨llte oder die letzte halb gefu¨llte Kante l′ ∈ {1, · · · p′ij} mit p′ij
der Zahl der Punkte, in denen die Kostenfunktion linear approximiert wird. Wir betrach-







p+1 + (l′ − 1) · 2p+1)− Cij((l′ − 1) · 2p+1)
2 · 2p ≤ 0 (9.52)
Diese wird im Netzwerk p’ter Ordnung aufgespalten in 2 Kanten, die wir mit (ij)l und
(ij)l+1 bezeichnen wollen. Hierbei sei l ∈ {1, · · · , pij − 1} wieder die Nummer der Kante
und pij = 2p
′
ij die Zahl der Punkte, in denen die Kostenfunktion linear approximiert wird.












per Definition in-kilter war, ist die neue Kante eventuell out-of-kilter und die
Kilter-Zahl wu¨rde sich um 2p erho¨hen.




















Damit bleiben die sonstigen bereits aufgefu¨llten Kanten also in-kilter.
Betrachten wir nun den Fall x(ij)l′ = 2
p, also einer halb gefu¨llten Kante, so kann man
analog zeigen, dass auch hier nur die letzte der im Netzwerk p’ter Ordnung eingefu¨hrten
Kanten out-of-kilter geht.
Durch den U¨bergang zum Netzwerk p’ter Ordnung erhalten wir damit eine Erho¨hung der
Kilter-Zahl um maximal m · 2p.
Als na¨chstes betrachten wir die Vera¨nderung der Kapazita¨ten und unteren Grenzen. Wir
wollen daher eine obere Schranke fu¨r die Kapazita¨tsdifferenz zwischen den Kanten im
Netzwerk (p+ 1)’ter Ordnung und den Kanten im Netzwerk p’ter Ordnung ableiten:
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Wir schreiben nun die Kapazita¨t in Bina¨rdarstellung: cap(ij) =
∑k



































Damit erhalten wir nun:






























Analoges gilt fu¨r ein Defizit auf einer Kante.
Damit haben wir also aufgrund der Vera¨nderung der unteren Grenzen und der Kapazita¨ten
U¨berschu¨sse bzw. Defizite von ±2p. Die Kilter-Zahl erho¨ht sich damit um maximal um
2m · 2p.
Als letzten Punkt betrachten wir noch die Kapazita¨ten im leicht vera¨nderten Netzwerk zu
N(p+1). Kehren wir zu den urspru¨nglichen Kapazita¨ten zuru¨ck, so ergeben sich auf den
Kanten maximal U¨berschu¨sse bzw. Defizite von ±2p. Die Kilter-Zahl erho¨ht sich damit
noch einmal um 2 ·m · 2p.
Insgesamt hat unsere Startlo¨sung damit eine Kilter-Zahl von K ≤ 5 ·m · 2p.
Damit haben wir nach unserem Beweis zur Komplexita¨t des Balanced Out-of-Kilter Al-
gorithmus eine Komplexita¨t von O( K
capmin
·m) = O(5 ·m2) = O(m2).
Den Algorithmus zu notieren ist nun denkbar einfach:
Balanced Out-of-Kilter fu¨r konvexe Kosten
pi := 0, x := 0
p¯ = dlog2(U)e
lo¨se das Problem PA(p¯) mit dem Out-of-Kilter Algorithmus
for p = p¯− 1 to 1 do
berechne die Kapazita¨ten neu
verteile die Flu¨sse auf die neuen Kanten und berechne die Kantenkosten
im Netzwerk p’ter Ordnung
lo¨se das Problem PA(p) mit dem Out-of-Kilter Algorithmus, wobei nach
jeder Flusserho¨hung eventuell neue Kanten eingefu¨hrt werden
end;
Korollar 9.10 (Komplexita¨t des Balanced Out-of-Kilter Algorithmus fu¨r konvexe Kos-
ten). Der Balanced Out-of-Kilter Algorithmus fu¨r konvexe Kosten terminiert in einer
Laufzeit O(log2 U ·m2).
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Beweis. Die Komplexita¨t ergibt sich mit dem dargestellten Algorithmus aus dem 2. Teil
des Satzes von Minoux. Die Lo¨sung von PA(p¯) erfordert demnach eine Laufzeit von
O(m2). Jeder Schritt der Schleife erfordert nach dem Satz von Minoux ebenfalls eine
Komplexita¨t von O(m2). Das Update der Kosten auf den Kanten von p und p′ nach
jedem Erho¨hungsschritt vera¨ndert dabei die Komplexita¨t des Out-of-Kilter Algorithmus
offensichtlich nicht.
Damit haben wir eine Gesamtkomplexita¨t von O(m2 · p¯). Es gilt p¯ = dlog2 Ue, also p¯ =
O(log2 U) und damit folgt die Behauptung.
Die Frage ist nun, welchen Nutzen diese Na¨herungslo¨sung hat. Der Algorithmus ter-
miniert mit einer optimalen Lo¨sung auf dem vera¨nderten Netzwerk mit p = 1. Die Kilter-
Zahlen sind also alle ganzzahlig, wenn wir den U¨bergang zum Netzwerk 0’ter Ordnung
betrachten.
Die Idee ist nun, a¨hnlich wie im Enhanced Primal-Dual Algorithmus, fu¨r den letzten
Schritt einen anderen Algorithmus zu verwenden.
Fu¨r den letzten Schritt wollen wir dabei den Balanced Capacity Scaling Algorithmus
verwenden. Gehen wir zum Netzwerk 0’ter Ordnung u¨ber, so haben wir eine Kilter-Zahl
K ≤ 5 · m. Verteilen wir die U¨berschu¨sse und Defizite nicht auf die Kanten, sondern
auf die Knoten ergibt sich damit eine obere Grenze fu¨r die U¨berschu¨sse auf den Knoten
von 5 · m. Wir haben gezeigt, dass alle sonstigen Kanten die Complementary Slackness
Optimality erfu¨llen und damit auch die Reduced Cost Optimality.
Wir wollen nun den letzten Schritt mit einer Phase des Balanced Capacity Scaling Algo-
rithmus erledigen. Alle Kanten, die die Reduced Cost Optimality nicht erfu¨llen, haben, da
die Kilter-Zahlen alle ganzzahlig sind, mindestens eine Restkapazita¨t von 1. Wir setzen
also ∆ = 1 und starten die letzte Phase des Balanced Capacity Scaling.
Fu¨r die Laufzeit einer Phase des Balanced Capacity Scaling entnehmen wir aus unse-
ren U¨berlegungen zum Balanced Capacity Scaling und der Abscha¨tzung der U¨berschu¨sse
O(5 ·m ·S(n,m)). Wir erhalten damit die balancierte Lo¨sung des Problems in einer Lauf-
zeit O(m2 log2 U +mS(n,m)).
Dies mag zuna¨chst verwundern, da wir uns in diesem Algorithmus an keiner Stelle, ausser
im letzten Schritt um gu¨ltige Pfade geku¨mmert haben. In der Tat sind aber alle Pfade
gu¨ltig, wenn die Kapazita¨ten der Kanten alle gro¨ßer als 2 sind. Dementsprechend braucht
man die Bestimmung gu¨ltiger Pfade erst im allerletzten Schritt.
Man kann diese Idee auch auf das Capacity Scaling u¨bertragen und auch dort erst im
letzten Schritt gu¨ltige Pfade bestimmen. Man erha¨lt dann eine a¨hnlich gute Laufzeit wie
fu¨r den hier beschriebenen Balanced Out-of-Kilter Algorithmus.
Wir wollen außerdem darauf hinweisen, dass wir nur fu¨r den Balanced Capacity Sca-
ling Algorithmus in der letzten Phase des Balanced Out-of-Kilter die Annahme konvexer
Kosten mit positiver Steigung beno¨tigen. Wir ko¨nnen im Balanced Capacity Scaling Al-
gorithmus auch den Algorithmus zur Bestimmung allgemeiner gu¨ltiger ku¨rzester Pfade
nach Jungnickel und Fremuth-Paeger verwenden. In diesem Fall mu¨ssen wir uns nicht
auf den Fall konvexer Kosten mit positiver Steigung beschra¨nken. Der SVP-Algorithmus
hat nun allerdings lediglich noch eine Komplexita¨t von O(mn). Wir erhalten also mit
dem Balanced Out-of-Kilter unter Verwendung dieses abgewandelten Balanced Capacity
Scaling in der letzten Phase eine Komplexita¨t fu¨r das allgemeine Convex-BMCF Problem
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von O(m2 log2 U + m
2n). Die Komplexita¨t ist also nur wenig schlechter als im Fall des
Convex BMCF-Problems mit einer steigenden konvexen Kostenfunktion.
Kapitel 10
Enhanced Balanced Capacity Scaling
Wir wollen die letzte Idee zu einer Weiterentwicklung des Capacity Scaling noch etwas
weiter ausformulieren. Sind wir im Balanced Capacity Scaling Algorithmus in einer ∆-
scaling-phase mit ∆ ≥ 2, so sind im ∆-Restnetzwerk in jedem Schritt nur Kanten mit
einer Restkapazita¨t von mindestens 2 enthalten. Auf einem Pfad im ∆-Restnetzwerk kann
also in diesem Fall keine Kante (ij′) ∈ A(N(∆)) existieren mit rescap(ij′) = 1. Damit
sind ku¨rzeste Pfade auch gleichzeitig ku¨rzeste gu¨ltige Pfade. Ku¨rzeste Pfade bei positiven
Kosten ko¨nnen wir mit einer Implementierung des Dijkstra-Algorithmus mit sogenannten
Fibonacci-Heaps in O(n log(n) + m) berechnen (siehe auch [3, S. 116]). Nutzen wir in
der letzten Phase ∆ = 1 den Algorithmus von Goldberg und Karzanov zur Berechnung
des SVP mit S(n,m) = O(m log(n)), so erhalten wir eine Gesamtkomplexita¨t fu¨r diese
Version des Balanced Capacity Scaling von O(m2 log2 U + n log(n) log2 U +m
2 log(n)).
Nutzen wir fu¨r den Balanced Out-of-Kilter Algorithmus in der letzten Phase ebenfalls den
Algorithmus von Goldberg und Karzanov zur Berechnung der ku¨rzesten gu¨ltigen Pfade, so
erhalten wir eine Komplexita¨t von O(m2 log2 U +m
2 log(n)). Die Komplexita¨t der beiden
Algorithmen ist also fast identisch.
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Kapitel 11
Vergleich und weitere Algorithmen
Wir haben als schwach-polynomielle Algorithmen zur Lo¨sung des Convex BMCF Pro-
blems bisher den Enhanced Balanced Capacity Scaling und den Balanced Out-of-Kilter
Algorithmus betrachtet.
Beide Algorithmen sind nur fu¨r konvexe Kostenfunktionen mit positiver Steigung be-
schrieben worden und beide beginnen mit dem 0-Fluss und dem 0-Potential. Auch die
Idee der Approximation der Kostenfunktion ist in beiden Fa¨llen sehr a¨hnlich.
Die beiden Algorithmen unterscheidet allerdings die Herangehensweise. Im Balanced Ca-
pacity Scaling werden die duale und die primale Lo¨sung immer gemeinsam verbessert,
wa¨hrend der Balanced Out-of-Kilter Algorithmus explizit zwischen dem dualen und dem
primalen Update unterscheidet. Ferner mu¨ssen wir im Balanced Out-of-Kilter Algorith-
mus keine ku¨nstlichen Kanten einfu¨hren. Dagegen beno¨tigt das Balanced Capacity Scaling
die vom Autor entwickelte Kapazita¨tsvera¨nderung.
Insgesamt halten wir an dieser Stelle fest, dass die Komplexita¨t der Algorithmen auf
”
normalen“ Netzwerken praktisch identisch ist zu der Komplexita¨t der hier beschriebe-
nen Algorithmen auf schiefsymmetrischen Netzwerken.
Es muss an dieser Stelle aber erwa¨hnt werden, dass die Komplexita¨t des Balanced Out-
of-Kilter im Falle des allgemeinen Convex BMCF-Problems ohne die Annahme einer stei-
genden Kostenfunktion deutlich besser als die Komplexita¨t des Capacity Scaling ist.
Die Frage ist nun, ob diese Komplexita¨t noch weiter verbessert werden kann. Der bisher
noch nicht dargestellte Weg sind duale Ansa¨tze. Wir wollen diese im Anhang der Arbeit
genauer betrachten.
Der erste Ansatz ist der Balanced Relaxation Algorithmus. Bisher haben wir immer Algo-
rithmen betrachtet, die ganzzahlige Lo¨sungen bestimmen. In diesem Algorithmus lassen
wir diese Bedingung fallen. Damit bestimmen wir dann aber auch kein Matching im ei-
gentlichen Sinne mehr. Interessant sind an diesem Algorithmus aber die Ideen aus der
nichtlinearen Optimierung (Lagrange Formalismus) die einfließen. Leider ist die Laufzeit
des Algorithmus aber schlecht, sodass der Autor den Balanced Relaxation Algorithmus
eher als Denkanstoß sieht, um u¨ber bessere Varianten nachzudenken. Zudem sollen die
Ansa¨tze aus der nichtlinearen Optimierung, die vor allem von Bertsekas [10] vorangetrie-
ben wurden, hier nicht ganz ausgelassen werden.
Die aussichtsreichste bessere Variante ist die Cancel and Tighten Methode von Karza-
nov und McCormick [38]. Er basiert im Grunde auf einer Idee von Goldberg und Tarjan
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[31]: Aus der Negative Cycle Optimality kommt die Idee negative Kreise zu suchen und
sie durch Flusserho¨hungen bzw. Potentiala¨nderungen sukzessive zu eliminieren. Goldberg
und Tarjan suchen in ihrem Algorithmus immer spezielle Kreise, sogenannte Mean Min
Cycles, fu¨r das Cycle Cancelling. Eine Weiterentwicklung dieser Idee fu¨r konvexe Kosten
ist der Cancel and Tighten Algorithmus von Karzanov und McCormick, der im Anhang
beschrieben wird. Dieser besitzt eine Laufzeit von O(m log(n) log(nU)). Der Autor be-
spricht im Anhang auch einige Ideen zur mo¨glichen Adaption des Algorithmus fu¨r das
Convex BMCF Problem.
Kapitel 12
Und noch einmal Physik
Sicherlich ist dem Leser bereits aufgefallen, dass in unserem Anfangsbeispiel etwas ge-
mogelt wurde. Wir hatten die Flu¨sse ja als xij = ni − nj definiert. Dies impliziert aber
xij = −xji! Dies ist nun das genaue Gegenteil eines balancierten Flusses.
Wir haben aber symmetrische Kosten auf den Kanten und damit auch ein schiefsymmetri-
sches Netzwerk. Die Verbindung dieser beiden Tatbesta¨nde wollen wir mit dem Konzept
der antibalancierten Flu¨sse herstellen.
12.1 Anti-balancierte Flu¨sse
Nach den pha¨nomenologischen Beobachtungen in der Einleitung wollen wir dem
”
Gegen-
teil eines balancierten Flusses“ zuna¨chst einen Namen geben:
Definition 12.1 (anti-balancierter Fluss). Ein anti-balancierter Fluss x ist ein Fluss auf
den Kanten eines schiefsymmetrischen Netzwerks N , der folgende Anforderungen erfu¨llt:
• xij′ = −xji′ ∀ Kanten (ij′) ∈ A(N)
• xij′ ist ganzzahlig fu¨r alle Kanten (ij′) ∈ A(N)
• xii′ = 0 fu¨r alle Schleifen (ii′) ∈ A(N)
Der Fluss auf dem schiefsymmetrischen Netzwerk, das wir zuvor fu¨r das SOS-Modell
beschrieben hatten, ist also anti-balanciert.
Damit ergibt sich auch sofort die Anti-Balanced Flow Decomposition. Hierbei sei zu-
vor noch darauf hingewiesen, dass wir bei anti-balancierten Flu¨ssen natu¨rlich keine Ein-
schra¨nkung der erweiternden Pfade auf gu¨ltige Pfade haben.
Satz 12.2 (Anti-Balanced Flow Decomposition). Seien x und y zwei unterschiedliche
anti-balancierte Zirkulationen auf dem schiefsymmetrischen Netzwerk N , dann gibt es
Kreise p1, · · · , pk im Restnetzwerk N(x), so dass:
y − x =
k∑
i=1
(xpi − xp′i) (12.1)
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Beweis. Wir setzen δ := y−x und betrachten, wie im Beweis zur Balanced Flow Decompo-
sition Supp(δ), A+δ und A
−
δ . Setzen wir δ(ij) := −δ((ij)) ∀ (ij) ∈ A−δ , so ist N(x)[Supp(δ)]
auch hier ein schiefsymmetrisches Netzwerk, nur mit antibalanciertem Fluss.
Sei nun, ganz analog zum Beweis der Balanced Flow Decomposition, p ein Spaziergang
auf N(x)[Supp(δ)], so dass p jede Kante (ij) aus dem Tra¨ger von δ maximal δ(ij) mal
ha¨ufiger als p′ u¨berquert. Wir nehmen wieder an, p sei ein maximaler Spaziergang mit
dieser Eigenschaft und wir zeigen wieder, dass p ein geschlossener Spaziergang ist.







Sei nun i der Anfangsknoten und j der Endknoten von p. Fu¨r i 6= j gibt es mindestens
eine Kante (ij) ∈ Supp(δ), die noch nicht δ(ij) mal ha¨ufiger von p als von p′ u¨berquert
wurde und damit auch eine Kante (j′i′), die noch nicht δ(ij) mal ha¨ufiger von p′ als von
p u¨berquert wurde. Wir ko¨nnen also den Pfad p genau um diese Kante erweitern.
p la¨sst sich als geschlossener Spaziergang in endlich viele Kreise (p1, · · · , pl) zerlegen.
Mit analoger Argumentation zur Balanced Flow Decomposition erhalten wir damit den
Beweis.
Natu¨rlich macht mit anti-balancierten Flu¨ssen Max Bal Flow keinen Sinn. Wir ko¨nnen
aber sehr wohl einen betragsma¨ßig maximalen Fluss definieren mit der Flussrate aval(x) :=∑
(ij)∈A(N) |xij|. Damit erhalten wir dann ganz analog zur Balanced Augmentation:
Korollar 12.3 (Anti-Balanced Augmenting Path Theorem). Sei x ein anti-balancierter
Fluss auf dem schiefsymmetrischen Netzwerk N , dann ist x ein betragsma¨ßig maximaler
antibalancierter Fluss, wenn es keinen erweiternden Pfad in N(x) gibt.
Wir ko¨nnen damit den Balanced SSP Algorithmus auf antibalancierte Flu¨sse u¨bertra-
gen. Die Berechnung des ku¨rzesten Pfades kann dabei mit den angesprochenen schnelleren
Verfahren fu¨r ku¨rzeste Pfade (Dijkstra-Algorithmus mit Fibonacci Heaps) auf
”
normalen“
Netzwerken geschehen. Wir mu¨ssen nun nur den Fluss auf p erho¨hen und auf p′ verrin-
gern. Der Algorithmus hat nun folgende Form:
begin
x := 0, pi := 0
while(shortest augmenting st-path exists)
begin
berechne ku¨rzesten erweiternden st-Pfad p
erho¨he den Fluss la¨ngs p um 1 Einheit und verringere den Fluss la¨ngs
p′ um 1 Einheit





KAPITEL 12. UND NOCH EINMAL PHYSIK 128
Abbildung 12.1: Illustration der Randbedingungen
Uns bleibt nur noch das Problem der Randbedingungen. Da man in der Regel auf kleinen
Gittern arbeitet bieten sich sogenannte periodische Randbedingungen an. Hierbei werden
an den
”
Ra¨ndern“ des Gitters jeweils
”
auf beiden Seiten gleiche“ Randbedingungen an-
gesetzt. Wir lassen also per Zufallszahlengenerator die xrij der Randknoten (Flu¨sse der
Randknoten gekennzeichnet mit r) fu¨r die in der folgenden Grafik (Abb. 12.1) dargestell-
ten Linien x und y zu nicht mehr im Gitter befindlichen Knoten berechnen.
y¯ und x¯ erhalten dann die gleichen Randbedingungen wie x und y.
Es gilt e(i) = 0 fu¨r Knoten im schiefsymmetrischen Netzwerk. Folglich sind die xrij









xrij fu¨r i Randknoten
0 sonst
(12.4)
Damit haben wir die Beschreibung unseres Algorithmus komplettiert.
12.2 Physikalisches Resultat
Sicherlich ist dem Leser bei unserer Beschreibung la¨ngst klar geworden, dass wir schiefsym-
metrische Netzwerke hier nicht notwendigerweise einfu¨hren mu¨ssen. Blasum und Rieger
haben eine andere U¨bertragung auf ein Netzwerkproblem beschrieben [15]. Wir wollen
hier ihre Resultate [58] kurz vorstellen.
Um die superraue Phase zu identifizieren berechnet man die Korrelationsfunktion K der
Ho¨hen hi. Die zugeho¨rigen Orte auf dem Gitter seien mit ~ri bezeichnet. In der Arbeit von
Toner und diVincenzo [66] wird (und das ist alles andere als trivial) gezeigt, dass
K(~ri, ~rj) ∝ log(|~ri − ~rj|) in der rauen Phase (12.5)
∝ log2(|~ri − ~rj|) in der superrauen Phase (12.6)
Da wir hier lediglich auf einem kleinen Gitter arbeiten, mu¨ssen wir die logarithmische
Abha¨ngigkeit noch durch eine Abha¨ngigkeit von einer komplizierteren Funktion PL(|~ri −
~rj|) = PL(r) ersetzen [58, S. 2].
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Abbildung 12.2: Korrelationsfunktion der Ho¨hen aufgetragen gegen PL(r)
Bei 2000 Untersuchungen mit verschiedenen Randbedingungen erhielten Rieger und Bla-
sum folgendes Ergebnis fu¨r die Korrelationsfunktion (Abb. 12.2).
Man sieht deutlich, dass die Korrelationsfunktion sich wie eine quadratische Funktion
verha¨lt. Dies war die erste Untersuchung der superrauen Phase bei T = 0. Das Resultat
ist dabei durchaus bemerkenswert, da wir den Hamiltonian aus der Renormierungsgrup-
pentheorie direkt fu¨r die Simulation verwendet haben. Es zeigt, dass sie superraue Phase
bis zu T = 0K Bestand hat und kein weiterer Phasenu¨bergang auftritt.
Der raue Untergrund ko¨nnte also tatsa¨chlich der Grund fu¨r die Bilder im Sand sein.
Rieger hat mit diesem Modell noch weitere Untersuchungen zu Anregungszusta¨nden der
superrauen Phase gemacht [55]. Deren Interpretation ist aber, aufgrund der Tatsache,
dass T = 0K in diesem Modell absolut gilt, schwieriger.
12.3 Warum schiefsymmetrische Netzwerke?
Angesichts dieser Resultate stellt sich die Frage nach der Sinnhaftigkeit unseres Ansatzes
mit schiefsymmetrischen Netzwerken.
Der Autor glaubt dabei, dass der Ansatz nicht nur Spielerei ist, da die U¨bersetzung auf
ein Netzwerkproblem nach Blasum und Rieger die gleiche Anzahl von Kanten beno¨tigt.
Gleichzeitig muss aber bei einem Update der Kanten u¨berpru¨ft werden, ob xij > 0 oder
xij < 0 gilt, da bei Blasum und Rieger jeweils nur positive Flu¨sse betrachtet werden,
um sich des anti-balancierten Flusses zu entledigen. In unserer Umsetzung ist dies nicht
no¨tig und man kann die negative Erho¨hung des Flusses auf p′ vo¨llig implizit machen. Das
Update mu¨sste also in unserer Version schneller sein.
Ferner erscheint dem Autor die Umsetzung mit schiefsymmetrischen Netzwerken natu¨rli-
cher, da die Symmetrie der Wechselwirkung explizit eingeht.
Tests der Geschwindigkeit dieses Ansatzes sind also durchaus interessant. Insbesondere
ko¨nnte dies relevant werden, wenn man das Modell auf gro¨ßeren Gittern testen wu¨rde,
um die angesprochene log2(r)-Abha¨ngigkeit direkt zu sehen.
Auch ko¨nnte man so testen, in wie weit die Terme ho¨herer Ordnung in Simulationen




Wir hatten am Anfang angesprochen, dass wir unser einleitendes Problem
”
optimales Ru-
dern“ als sogenanntes Minsquare-Problem notieren ko¨nnen. Wir wollen in diesem Kapitel
zuna¨chst genauer definieren, was wir unter einem solchen Problem verstehen und im An-
schluss die Lo¨sung mittels BMCF Algorithmen mit konvexen Kosten darstellen.
13.1 Minsquare, Minkonvex und optimales Rudern
Wir hatten bereits bei der Einfu¨hrung von Matching-Problemen Knotengrade deg(i) fu¨r
Knoten i ∈ V in einem Graphen eingefu¨hrt.
Beim Minsquare-Problem betrachten wir einen einfachen Graphen G = (V,E) und suchen
auf diesem einen Teilgraphen M := (V, F ) konstanter Kardinalita¨t |F | = k, k ∈ N [8, S.
6]. In unserem Ruderproblem entspricht k = 8 der Anzahl der mo¨glichen Fahrten. Es soll
nun ein Teilgraph F bestimmt werden, bei welchem die Anzahl der Kantenpaare (also
die Anzahl von Matchingkanten mit einem gemeinsamen Knoten) minimal ist (mo¨glichst


























2 − k (13.3)











Den konstanten Faktor k ko¨nnen wir bei der Minimierungsbedingung natu¨rlich fortfallen
lassen.
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Allgemeiner ko¨nnen wir natu¨rlich die Funktion
∑
i∈V (degM(i))
2 durch eine beliebige se-
parable, konvexe Funktion C(degM) =
∑
i∈V Ci(degM(i)) ersetzen [8, S. 8].
Damit erhalten wir das allgemeinere sogenannte Minkonvex-Problem:
Minsquare(G,K) := min{C(degM) |M = (V, F ),
∑
i∈V
degM(i) = 2k} (13.5)
13.2 Lo¨sung des Minkonvex-Problems mit BMCF-
Algorithmen
Wir hatten bereits angesprochen, dass sich das Minsquareproblem mit Methoden auf
schiefsymmetrischen Netzwerken lo¨sen la¨sst. Wir wollen hier gleich den allgemeinen Fall
des Minkonvex-Problems behandeln.
Die Lo¨sung von Faktor-Problemen hatten wir bereits angesprochen. Die Konstruktion
des schiefsymmetrischen Netzwerks zur Lo¨sung des Minkonvex-Problems ist nun a¨hnlich.
Wir konstruieren zu dem Graphen, auf dem wir das Minkonvex-Problem lo¨sen wollen
den schiefsymmetrischen Graphen. Die Knotengrade im Graphen entsprechend dann per
Konstruktion gerade den Flu¨ssen auf den (si)-Kanten im schiefsymmetrischen Graphen.
Wir setzen also die Kosten auf den (si)-Kanten (und damit auch auf den (i′t)-Kanten)
auf:
Csi(xsi) = Ci(degM(i)) ∀i ∈ V (N) (13.6)
Ci′t(xi′t) = Ci(degM(i)) ∀i ∈ V (N) (13.7)
Wie im Faktorproblem beno¨tigen wir jede Paarung nur einmal und setzen folglich die Ka-
pazita¨t auf den (ij′)-Kanten auf 1 fu¨r alle i, j ∈ V (N). Die Kosten auf den (ij′)-Kanten
ko¨nnen wir auf 0 setzen, da wir ja nur Kosten haben, die vom Knotengrad abha¨ngen. Wir
mu¨ssen nun noch die Kardinalita¨t des Matchings auf k begrenzen. Da jede gematchte
Kante im Graphen durch 2 Kanten repra¨sentiert wird, muss der Gesamtfluss im Netz-
werk auf 2k begrenzt werden. Dies ko¨nnen wir einfach sicherstellen, indem wir e(s) = 2k
festlegen. Offensichtlich entspricht dann die Lo¨sung des entstehenden BMCF Problems
einer Lo¨sung des Minkonvex-Problems. Die Lo¨sung des Minkonvex-Problems erhalten wir
dabei u¨ber die zuvor definierte Bijektion zwischen Matchings und balancierten Flu¨ssen.
Mit dem Balanced SSP Algorithmus erfordert die Lo¨sung des Minkonvex-Problems so
O(km log(n)). Dieses Limit ist sehr gut, wenn man bedenkt, dass der Balanced SSP Al-
gorithmus sehr einfach ist.
13.3 Vergleich mit anderen Algorithmen
Fu¨r das Minsquare- und das Minkonvex-Problem sind erst seit kurzem polynomielle
Lo¨sungen bekannt. Nicolas Apollonio und Andra´s Sebo¨ konnten in ihrer Arbeit [5] zeigen,
dass das Minsquare-Problem in O(n5,5) lo¨sbar ist. In einer weiteren Arbeit [6] gaben sie
auch einen polynomiellen Algorithmus zur Lo¨sung des allgemeinen Minkonvex-Problems
an. Sie reduzierten dabei das Problem auf die Bestimmung eines allgemeinen f -Faktors.
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Ihre Reduktion ist dabei aber sehr kompliziert [8, S. 4]. Berger gibt in ihrer Arbeit [8]
eine einfachere Reduktion auf ein f -Faktor Problem an. Die Laufzeit betra¨gt in diesem
Fall O(m2 log(n)).
Damit bietet unser Algorithmus eine Verbesserung der Laufzeit um einen Faktor m
k
fu¨r
den Fall, dass die Steigung der Kostenfunktion immer positiv ist. Hierbei gilt es allerdings
auch zu bemerken, dass der Balanced SSP Algorithmus, wie bereits gesagt, sehr einfach
ist. Dies zeigt wie effizient und einfach Matching Probleme auf schiefsymmetrischen Netz-
werken gelo¨st werden ko¨nnen.
Der Balanced Capacity Scaling Algorithmus und der Balanced Out-of-Kilter Algorithmus
geben keine besseren Komplexita¨tslimits. Sie erlauben aber noch kompliziertere Probleme
in a¨hnlicher Zeit zu lo¨sen. So ko¨nnten wir die Knotengrade auf den si-Kanten noch durch




Wir haben in dieser Arbeit zuna¨chst ein Problem aus der Physik der kondensierten Ma-
terie und ein Minsquare-Problem betrachtet. Wir haben daraufhin schiefsymmetrische
Netzwerke eingefu¨hrt und gezeigt, wie fu¨r diese maximale balancierte Flu¨sse zu bestim-
men sind. Als Vorbereitung zur Bestimmung kostenminimaler Flu¨sse haben wir dann das
Balanced Min Cost Flow Problem zuna¨chst pra¨zisiert und dann Optimalita¨tskriterien fu¨r
dieses Problem betrachtet.
Wir haben im Anschluss mehrere Algorithmen zur Lo¨sung des BMCF-Problems mit kon-
vexen Kosten betrachtet. Abschließend haben wir gezeigt, dass sich sowohl das Minsquare-
Problem als auch das Problem aus der Physik der kondensierten Materie mit BMCF-
Algorithmen fu¨r konvexe Kosten effizient lo¨sen la¨sst.
Wir wollen die verschiedenen Probleme und Komplexita¨tslimits hier noch einmal in Ta-
bellenform zusammenfassen. Neue Komplexita¨tslimits bzw. neue Algorithmen sind dabei
mit (neu) gekennezeichnet.
BMCF-Problem mit positiven Kosten: Berechnung eines kostenminimalen Flusses
auf einem schiefsymmetrischen Netzwerk mit linearen nichtnegativen Kosten (Tab. 14.1).
Algorithmus Komplexita¨t
Primal-Dual O(MF ·m log(n)) (neu)
Enhanced Primal-Dual O(m log(n) log(nU) + nm log(n))
Balanced SSP (neu) O(MF ·m log(n))
Balanced Capacity Scaling (neu) O(m2 log(n) · log2 U)
Tabelle 14.1: Komplexita¨ten der Algorithmen zur Lo¨sung des BMCF-Problems
Convex BMCF-Problem mit steigender Kostenfunktion: Berechne einen kosten-
minimalen Fluss auf einem schiefsymmetrischen Netzwerk, wobei die Kostenfunktion auf
den Kanten konvex sei und nichtnegative Steigung habe (Tab. 14.2).
Convex BMCF-Problem: Berechne einen kostenminimalen Fluss auf einem schiefsym-
metrischen Netzwerk, wobei die Kostenfunktion auf den Kanten konvex sei (Tab. 14.3).
Insbesondere die neue Komplexita¨t fu¨r das Minkonvex-Problem scheint dabei sehr inter-
essant zu sein. Man kann sich viele praktische Minkonvex-Probleme u¨berlegen [8, S. 49-50].
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Algorithmus Komplexita¨t
Primal-Dual O(MF ·m log(n)) (neu)
Balanced SSP (neu) O(MF ·m log(n))
Balanced Capacity Scaling (neu) O(m2 log(n) · log2 U)
Balanced Out-of-Kilter (neu) O(m2 log2 U)
Enhanced Balanced Capacity Scaling (neu) O(m2 log2 U +m
2 log(n))
Tabelle 14.2: Komplexita¨ten der Algorithmen zur Lo¨sung des Convex BMCF-Problems
Algorithmus Komplexita¨t
Balanced Out-of-Kilter (neu) O(m2 log2 U +m
2n)
Tabelle 14.3: Komplexita¨ten der Algorithmen zur Lo¨sung des Convex BMCF-Problems
Hierbei wa¨re allerdings interessant, auch einmal zu untersuchen, wo und in welcher Form
solche Probleme tatsa¨chlich in praxi auftreten, um auch praktische Anwendungsmo¨glich-
keiten zu testen. Daneben wa¨re auch zu u¨berpru¨fen, inwiefern die Beschra¨nkung auf konve-
xe Kostenfunktionen mit positiver Steigung tatsa¨chlich eine Beschra¨nkung ist. Vermutlich
ist die Annahme der positiven Steigung fu¨r viele praktische Beispiele erfu¨llt.
In diesem Zusammenhang wa¨re auch eine Version der Cancel and Tighten Methode fu¨r
schiefsymmetrische Netzwerke interessant. Mit dieser ko¨nnte man eventuell eine noch bes-
sere Komplexita¨t fu¨r das Convex BMCF Problem und das Minkonvex Problem finden.
In dieser Arbeit wurden die meisten Ideen zur Lo¨sung von Min Cost Flow Problem mit
konvexen Kosten auf schiefsymmetrische Netzwerke u¨bertragen. Keiner unserer Algorith-
men ist allerdings stark polynomiell. Dem Autor ist auch kein MCF-Algorithmus mit
stark-polynomieller Laufzeit fu¨r konvexe Kosten bekannt, der eine ganzzahlige Lo¨sung
berechnen wu¨rde. Karzanov und McCormick haben in ihrer Arbeit [38] allerdings fu¨r
a¨hnliche Probleme stark polynomielle Laufzeiten erreicht. Die Suche nach stark polyno-
miellen Algorithmen fu¨r das MCF-Problem erscheint also nicht aussichtslos, wohl aber
aufgrund der vielen praktischen Anwendungsmo¨glichkeiten nicht nur im Rahmen dieser
Arbeit sehr interessant.
Daneben mo¨chte der Autor das Problem der Komplexita¨t des SVP-Algorithmus von Gold-
berg und Karzanov ansprechen. Wir haben in dieser Arbeit den Algorithmus nur fu¨r po-
sitive Kosten formuliert. Jungnickel und Fremuth-Paeger weisen, wie wir erwa¨hnten, im
allgemeinen Fall auf Probleme mit der Expansion von Fragmenten hin [27, S. 40]. Gold-
berg und Karzanov geben allerdings in ihrer Arbeit durchaus an, wie sich die Expansion
von Fragmenten effizient durchfu¨hren la¨sst [30, S. 368-369]. Dies tun sie allerdings nur im
Rahmen der Bestimmung von Pfaden, wo man die expandierten Fragmente danach nicht
wiederverwenden muss. Der Autor gibt unumwunden zu, dass das Problem eher technisch
ist. Gleichzeitig erha¨lt man mit einer Lo¨sung des Problems sofort eine neue Komplexita¨ts-
grenze fu¨r das f -Faktor Problem [8, S. 20] und man ko¨nnte auch den Balanced Capacity
Scaling Algorithmus auf den allgemeinen Fall erweitern. In diesem Sinne erscheint die
Lo¨sung des Problems durchaus interessant.
In diesem Zusammenhang mo¨chte der Autor zudem auf das Problem der Komplexita¨t des
Max Bal Flow Algorithmus von Anstee hinweisen. Fremuth-Paeger gibt zwar eine Kom-
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plexita¨t von O(mn) fu¨r das Problem an, formuliert den Algorithmus aber nicht aus. Eine
genauere Analyse dieses Komplexita¨tslimits erscheint daher sinnvoll.
Abschließend mo¨chte der Autor noch kurz auf die Fussnote zum
”
Satz von Berge“ hin-
weisen. Der Autor ha¨lt die Tatsache, dass 3 verschiedene Urheber fu¨r den Satz genannt
werden, fu¨r a¨ußerst unbefriedigend. Es wa¨re also durchaus sinnvoll und vielleicht so-
gar interessant die 3 Arbeiten zu vergleichen und den korrekten Urheber dieses, fu¨r die




Bisher haben wir verschiedene Scaling Algorithmen und den primal-dualen Algorithmus
betrachtet. Alle liefern uns, egal ob wir auf dem Polytop F(N) oder P(N) arbeiten, die
ganzzahlige balancierte Lo¨sung. Die Ganzzahligkeit ist dabei von großer Bedeutung, da
die Lo¨sung sonst offensichtlich keinem Matching entspricht. Insbesondere haben wir in un-
serem Beispiel in Kapitel 5 gesehen, dass uns die Ganzzahligkeit nicht
”
geschenkt“ wird
und wir noch nicht einmal erwarten ko¨nnen, dass wir eine halbzahlige optimale Lo¨sung
erhalten werden.
Lassen wir also die Ganzzahligkeitsbedingung fallen, so bestimmen wir lediglich ein nicht-
ganzzahliges Matching (Kanten werden anteilig zueinander gematcht mit rationalen Ko-
effizienten), wie wir in unserem Beispiel ebenfalls gesehen haben.
Man ko¨nnte vermuten, dass ein fraktionaler BMCF, der zu einem nicht-ganzzahligen Mat-
ching korrespondiert, einfacher zu bestimmen ist. Leider ist dies, mit den dem Autor
bekannten Algorithmen, nicht der Fall. Wir werden hier keine Komplexita¨tsanalyse an-
streben. Der Relaxation Algorithmus ist allerdings nur pseudopolynomiell und hat eine
schlechte Worst-Case Laufzeit [11, S. 108]. Dem Autor sind auch keine Anwendungen
bekannt, die die Berechnung eines fraktionalen Matchings erfordern wu¨rden. Der Algo-
rithmus soll an dieser Stelle trotzdem dargestellt werden, um eine weitere Klasse von
Ansa¨tzen fu¨r Min Cost Flow Algorithmen mit konvexen Kostenfunktionen zu pra¨sentie-
ren [29, p. 358]. Der Autor sieht den vorgestellten Algorithmus eher als Denkanstoß fu¨r
Relaxation Algorithmen, die ganzzahlige Lo¨sungen berechnen.
Der Ansatz ist dabei in so fern interessant, als dass er aus der nichtlinearen Optimierung
kommt und somit direkt auf konvexen Kosten arbeitet.
A.2 Formalismus
Wir betrachten hier einen Algorithmus, der sich stark an dem in [13] vorgestellten Algo-
rithmus orientiert und behandeln hier lediglich die Spezialisierung und Symmetrisierung
des dortig vorgestellten Algorithmus fu¨r Min Cost Flow fu¨r den Fall des Balanced Min
Cost Flow. Beim Relaxation-Algorithmus betrachten wir in der Regel Zirkulationen. Hier-
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zu fu¨hren wir im Ausgangsnetzwerk wieder die Kante (ts) ein und erlauben damit eine
Zirkulation im gesamten Netzwerk. Ferner muss bei diesem Algorithmus zuvor das Defizit
auf den verschiedenen Knoten im Netzwerk vorgegeben werden. Wir mu¨ssen also vor dem
Start des Algorithmus einen Max Bal Flow Algorithmus verwenden, um den maxima-
len Fluss im Netzwerk zu berechnen und dann val(x) = e(s) = −e(t) auf den Knoten





u.d.N.: Ex = 0 (A.2)
x balanciert, nicht notwendig ganzzahlig (A.3)
Hierbei bezeichnet E die sogenannte Netzwerk-Inzidenzmatrix. Fu¨r die Eintra¨ge (E)ij gilt:
(E)ij =

1 falls (ij) ∈ A(N)
−1 falls (ji) ∈ A(N)
0 sonst
(A.4)
Die Struktur dieser Matrix ist offensichtlich sehr einfach und wir werden die Struktur die-
ser Matrix im u¨berna¨chsten Kapitel noch genauer untersuchen. Hier ist Ex = 0 lediglich ei-
ne andere Schreibweise fu¨r e(i) = 0 ∀i ∈ V (N). Dies ergibt sich aus der Darstellung e(i) =∑
j∈A eijxij ∀i ∈ V (N)⇒ e = Ex mit dem Vektor der Defizite der Knoten e. Wir schrei-
ben auch x ∈ K mit K = {x|Ex = 0, x balanciert, aber nicht notwendig ganzzahlig}.
Wir wollen an dieser Stelle noch darauf hinweisen, dass die die Netzwerkinzidenzmatrix
natu¨rlich ebenfalls die Schiefsymmetrie des Netzwerks widerspiegelt: (E)ij′ = (E)ji′
Fu¨r den Algorithmus gibt es nun einige Annahmen an das Problem, die wir hier zusam-
menfassen wollen:
(i) Die Funktionen Cij(xij) : X → R sind konvex und unterhalbstetig auf dem Intervall
X und es gibt mindestens eine gu¨ltige Lo¨sung.
(ii) Die konjugierte, konvexe Funktion fu¨r jedes Cij(xij) ist definiert durch:
Gij(tij) = sup
xij
{tijxij − Cij(xij)} (A.5)
Ferner definieren wir noch G(t) =
∑
(ij)∈A(N)Gij(tij) mit t dem Vektor der tij. Es
sei hierbei auf die A¨hnlichkeit zur Legendre-Transformation von Funktionen hinge-
wiesen. Wir nehmen ferner an Gij sei reellwertig: −∞ < Gij(tij) <∞ ∀tij ∈ R.
Damit gilt auch sofort Cij(xij) > −∞ ∀xij ∈ X. Wir betrachten nun das Intervall, das
durch die reellen Punkte von Cij aufgespannt wird und bezeichnen die Grenzen mit:
cap(ij) = sup {xij|Cij(xij) <∞} (A.6)
l(ij) = inf {xij|Cij(xij) <∞} (A.7)
Wir bezeichnen cap(ij) und l(ij) natu¨rlich auch hier als die oberen und unteren Kapa-
zita¨tsgrenzen von Cij.
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Betrachten wir nun ob Gij auch wohldefiniert ist, in dem Sinne, dass ein xij aus der Men-
ge der gu¨ltigen Lo¨sungen dom(K) = {x|C(x) <∞} existiert, fu¨r welches das Supremum
auch tatsa¨chlich angenommen wird.
Gilt −∞ < supxij {tijxij − C(xij)} < ∞ mit xij ∈ [lij, cij ], so muss fu¨r tij 6= 0 das Su-
premum fu¨r xij in einem |xij| <∞ erreicht werden, da sonst Gij(tij) <∞ verletzt wa¨re.
Damit gilt aber auch xij ∈ dom(K).
Wir betrachten nun das Verhalten von Cij(xij) fu¨r |xij| → ∞. Dazu mu¨ssen wir natu¨rlich
annehmen, dass die Kostenfunktion fu¨r solche x auch definiert ist. Fu¨r das asymptotische








Fu¨r tij 6= 0 gilt dann Gij(tij) → ±∞ je nachdem, ob tij positiv oder negativ ist. Dies
steht allerdings im Widerspruch zur Annahme der Endlichkeit von Gij . Da Cij(xij) als
konvex und unterhalbstetig angenommen wurde, folgt damit lim|xij |→∞Cij(xij) =∞.
Folglich muss C(x) im Intervall dom(C) als unterhalbstetige Funktion ihr Minimum an-
nehmen und es gibt somit mindestens einen optimalen Fluss.
Wir ha¨tten dies hier auch einfach vorraussetzen ko¨nnen, wollen hier aber aufzeigen, wie
gering die Anforderungen an die Kostenfunktion sind.
Das so formulierte Minimierungsproblem wird im allgemeinen Fall auch alsOptimal Distri-
bution Problem bezeichnet. In unserem Fall handelt es sich also um das Balanced Optimal
Distribution Problem.
Wir haben obig bereits die konjugierte, konvexe Funktion Gij(tij) definiert. Um den Be-
griff der konjugierten Funktion noch etwas weiter zu motivieren und die Eigenschaften
von Gij zu betrachten beno¨tigen wir den folgenden Satz aus [10, S. 427-428].
Satz A.1. Sei Cij : X → R eine strikt konvexe Funktion u¨ber dem Intervall X und






Cij(xij) falls xij ∈ X
∞ sonst (A.10)
Die folgenden Aussagen sind dabei fu¨r xij ∈ X und tij ∈ R a¨quivalent:
(a) xijtij = Cij(xij) +Gij(tij)
(b) Fu¨r xij wird das Supremum in der Definition von Gij angenommen.
(c) Fu¨r tij wird das Supremum in der obigen Gleichung angenommen.
(ii) Es gilt fu¨r den Fluss xij(tij), fu¨r den das Supremum in der Definition von Gij
angenommen wird und fu¨r ein differenzierbares Gij:
∇Gij(tij) = xij(tij) (A.11)
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Abbildung A.1: 1. Teil des geometrischen Beweises zu Aussage (i)
Beweis. Wir wollen an dieser Stelle keinen strengen mathematischen Beweis dieser Aus-
sagen anstreben, sondern geben lediglich die geometrischen Argumente wie in dem Buch
von Bertsekas [10, S. 428]. Eine exaktere Herleitung mu¨sste auf die konvexe Analysis
zuru¨ckgreifen. Wir wollen dies an dieser Stelle aber unterlassen und verweisen den Leser
auf das Buch von Rockafellar [59].
Wir beweisen nun zuna¨chst die Aussage aus (i). Hierzu betrachten wir folgende Grafik
(A.1).
Fu¨r jedes tij erhalten wir Gij(tij) geometrisch, indem man die Unterstu¨tzungsgerade mit
Steigung tij zur konvexen Menge (dem Epigraph von Cij)
{(xij, γ)|xij ∈ X; Cij(xij) ≤ γ} (A.12)
konstruieren. −Gij(tij) ist dann gerade der y-Achsenabschnitt der Unterstu¨tzungsgeraden.
Fu¨r ein differenzierbares Cij ist dies unmittelbar einsichtig. Hierfu¨r schreiben wirGij(tij) =





(Cij(xij − tijxij))|xij=x∗ij (A.13)
= C ′ij(x
∗
ij)− tij ⇒ C ′ij(x∗ij) = tij (A.14)
⇒ Gij(tij) = C ′ij(x∗ij)tij − Cij(x∗ij) (A.15)






ij)(xij − x∗ij) + Cij(x∗ij) (A.16)
⇒ U(0) = Cij(x∗ij)− C ′ij(x∗ij)x∗ij = −Gij(tij) (A.17)
Nach diesen Voru¨berlegungen gehen wir an den tatsa¨chlichen Beweis von (i). Hierzu be-
trachten wir folgende Grafik (A.2).
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Abbildung A.2: 2. Teil des geometrischen Beweises zu Aussage (i)
Fu¨r ein gegebenes xij ∈ X erha¨lt man tijxij−Gij(tij) als Schnittpunkt einer Geraden mit
Steigung tij, die den Epigraph von Cij stu¨tzt mit der Vertikalen durch (xij , Cij(xij)). Dies
ergibt sich sofort aus der vorherigen Betrachtung, da−Gij(tij) gerade der y-Achsenabstand
der Untersu¨tzungsgeraden mit Steigung tij ist.
Betrachten wir nun das Supremum von tijxij − Gij(tij) in Abha¨ngigkeit von tij. Es gilt
tijxij − Gij(tij) ≤ Cij(xij), da Cij(xij) konvex ist. Wir sehen aber in (A.1), dass die
Gleichheit fu¨r korrekt gewa¨hltes tij ∈ R erreicht wird:
⇒ Cij(xij) = sup
tij∈R
{tijxij −Gij(tij)} fu¨r xij ∈ X (A.18)
Fu¨r x /∈ X zeigt die Konstruktion mit entsprechender Wahl fu¨r tij, dass tijxij − Gij(tij)
beliebig groß werden kann. Also:
sup
tij∈R
{tijxij −Gij(tij)} =∞ (A.19)
Mit unserer Konstruktion sehen wir ferner, dass die A¨quivalenzaussagen (b) und (c) jeweils
a¨quivalent sind zu (a), was damit auch den zweiten Teil von (i) zeigt.
Wir kommen damit zu Teil (ii). Da das Supremum fu¨r Gij(tij) fu¨r jedes tij ∈ R fu¨r ein
xij ∈ X auch angenommen wird, ist Gij eine reelle konvexe Funktion. Lassen wir tij ∈ R
fix und betrachten die Gleichung aus der A¨quivalenzaussage (a):
tijxij = Cij(xij) +Gij(tij) (A.20)
Wir hatten Gij als differenzierbar (bezu¨glich tij) angenommen. Differenzieren wir die obige
Gleichung bezu¨glich tij, so ist Cij(xij) nur eine Konstante und es gilt:
xij = ∇Gij(tij) (A.21)
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Wir wollen an dieser Stelle noch auf ein wichtiges Faktum fu¨r schiefsymmetrische
Netzwerke hinweisen.
Wir ko¨nnen die Transformation fu¨r die konjugierte Funktion natu¨rlich auch umkehren














Dies la¨sst sich sofort sicherstellen durch tij = tj′i′ , sodass wir die Schiefsymmetrie auch
auf das duale Problem u¨bertragen ko¨nnen. Dies ist dann das, bereits im primal-dualen
Algorithmus angesprochene, symmetrische duale Problem.
Bevor wir auf die bereits angesprochene Dualita¨t genauer eingehen, wollen wir zuna¨chst





u.d.N.: t ∈ K⊥ (A.27)
Hierbei gilt t ∈ R|A(N)|, da wir in Annahme (ii) die Endlichkeit von den Gij fu¨r alle tij vor-
rausgesetzt hatten. Man bezeichnet tij auch als die Spannung der Kante (ij). Der Raum
K⊥ ist dabei der Raum der zula¨ssigen Lo¨sungen. Wir werden ihn jetzt noch etwas genauer
fassen.










 = 0. Dies gilt folglich genau dann,
wenn x orthogonal zu den Zeilen von E ist. Sei nun x auch orthogonal zu Linearkombi-
nationen aus den Zeilen von E, so gilt tTx = pTEx = 0.
Mit dieser Darstellung von t muss es folglich Zahlen pi(i), i ∈ V geben, so dass tij =
pi(i)−pi(j) = tj′i′ = pi(j′)−pi(i′). Dies sind dann wieder die Potentiale, die wir auch zuvor
schon bei den reduzierten Kosten hatten. Wir arbeiten hierbei allerdings nicht mit den
Kanten im primalen Problem, sondern direkt auf den Potentialen.
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Nach den obigen Annahmen ist das Potential fu¨r alle v(ij) ∈ R endlich und reell. Nach
den gemachten Annahmen u¨ber die Gij besteht nun das sogenannte Balanced Optimal
Differential Problem darin Ψ(v) (mit v dem Vektor der v(ij)) zu maximieren. Man be-
zeichnet dann v auch als die optimale Lo¨sung, wenn sie Ψ maximiert.
Der Begriff des Potentials deutet bereits an, dass es sich hierbei um eine deutliche Analo-
gie zum Lagrange-Formalismus der theoretischen Physik handelt. Man kann diese Analo-
gie noch etwas deutlicher machen, indem man v(ij) als Gradienten einer Funktion u(ij)
schreibt. Diesen noch etwas verallgemeinerten Fall wollen wir hier aber nicht behandeln.
Es sei ebenfalls darauf hingewiesen, dass der Begriff des Potentials die Analogie zur theo-
retischen Physik ausmacht und keinesfalls der Lagrange Formalismus selbst der theoreti-
schen Physik zugeordnet werden soll.
Statt dessen wollen wir genauer auf die Dualita¨t eingehen. Da wir Cij als Supremum
definiert hatten, gilt (lediglich mit der Ersetzung v(ij)↔ tij):
Cij(xij) ≥ xijv(ij)−Gij(v(ij)) (A.29)
Ferner gilt, da die tij im dualen Problem aus C
⊥ gewa¨hlt sind fu¨r das Skalarprodukt:∑






⇒ C(x) ≥ Ψ(v) (A.31)
Dies ist die sogenannte schwache Dualita¨t. Es gilt hierbei sogar nicht nur die schwache,
sondern sogar die starke Dualita¨t nach [60, p. 349].
Satz A.3 (Network Duality). Hat mindestens eines der beiden Probleme (Balanced Op-
timal Distribution Problem, Balanced Optimal Differential Problem) eine gu¨ltige Lo¨sung,
so [









Formulieren wir nun das Potential-Problem noch etwas um. Zuna¨chst haben wir
sup {Ψ(v)|v ∈ Rn} = inf {−Ψ(v)|v ∈ Rn} (A.33)
Ferner haben wir die Existenz einer optimalen Lo¨sung bereits gezeigt (unter den gemach-






t ∈ K⊥ (A.35)
Mit den Potentialen ko¨nnen wir jetzt das duale Problem mit dem dualen Funktional
G(pi) =
∑
(ij)∈AG(pi(i)− pi(j)) (pi ist der Vektor der Potentiale) auch schreiben als:
minG(pi) (A.36)
unter keinen Nebenbedingungen (A.37)
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Interessant an dieser Formulierung des dualen Problems ist die Abwesenheit von Neben-
bedingungen. Diese ko¨nnen wir nun mit einem Satz aus der konvexen Analysis direkt
ausnutzen.
Satz A.4 (Differenzierbarkeit der konjugierten Funktion). Eine geschlossen eigentlich
konvexe Funktion ist strikt konvex genau dann, wenn ihre konjugierte Funktion glatt ist.
Beweis. siehe [59, p. 253]
Korollar A.5. Fu¨r eine strikt konvexe Funktion ist die konjugierte Funktion auch diffe-
renzierbar.
Mit dem Korollar haben wir damit die Differenzierbarkeit der dualen Kostenfunkti-
on. Damit haben wir auch die zuvor bereits fu¨r differenzierbare duale Kostenfunktionen
bewiesene Gleichung ∇Gij(tij) = xij zur Verfu¨gung. Wir berechnen nun die partiellen




















1 falls i = k
−1 falls j = k
0 sonst







Da also die dualen Kosten differenzierbar und die primalen Kosten strikt konvex sind,
wird hierdurch ein Algorithmus wie beim Gauss-Seidel Verfahren (Einzelschrittverfahren)
nahe gelegt.
In unserem schiefsymmetrischen Netzwerk werden wir wieder eine symmetrische Behand-
lung des Problems versuchen. Dabei greifen wir Paare von Knoten mit positivem und
negativem Defizit heraus und erho¨hen bzw. verringern das Potential pi(i) und pi(i′) bis zu
dem Punkt, in dem ∂G(pi)
∂pi(i)
= 0.
Die Herangehensweise ist dabei auch fu¨r Parallelrechnung interessant, da auf verschiede-
nen Rechnern getrennt Knoten-Paare berechnet werden ko¨nnen [12].
Die wichtige Eigenschaft strikt konvexer Kostenfunktionen ist nun, dass fu¨r C(x) nur ein
minimales x existiert. Ferner sei daran erinnert, dass durch die strikte Konvexita¨t auch
die Differenzierbarkeit der dualen Kostenfunktion erreicht wird.
Als letzte Folgerung aus der strikten Konvexita¨t wollen wir an dieser Stelle das A¨quivalent
zur Complementary Slackness Optimality betrachten.
Seien dazu C−ij und C
+
ij die rechts- und linksseitigen Ableitungen von Cij, dann erfu¨llt
tij ∈ R die Relation:
C−ij (xij) ≤ tij ≤ C+ij (xij) (A.42)
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Abbildung A.3: Illustration der Complementary Slackness Bedingung
genau dann, wenn xij den Ausdruck Cij(ξ)− ξtij maximiert. Dies kann nur fu¨r das Supre-
mum fu¨r tij ∈ R der Fall sein. Dies wird auch in dem folgenden Bild (A.3) noch einmal
erla¨utert. Fu¨r eine genauere mathematische Begru¨ndung sei hier auf [60, S. 332] verwie-
sen.
Abschließend definieren wir noch fu¨r lij = cij die links- und rechtsseitigen Ableitungen
mit C−ij (lij) = −∞, C+ij (xij) =∞.
A.3 Algorithmus
Mit den obigen Ergebnissen ko¨nnen wir nun beginnen den Relaxation-Algorithmus zu
formulieren. Hierzu nutzen wir unser Resultat wonach xij = ∇Gij(tij). Hiermit ko¨nnen





Wir notieren mit e(pi) den Vektor der ei(pi).
Lemma A.6. Fu¨r das Defizit des Knotens k gilt ek(pi) =
∂G(pi)
∂pi(k)
. Ferner gilt aufgrund der
Schiefsymmetrie ek(pi) = −ek′(pi).












xkjekj = ek(pi) (A.45)
Wir benutzen nun noch: xkj = ∇Gkj(tkj) = xj′k′ = ∇Gj′k′(tj′k′). Und wir erhalten die












∇Gkj(tkj)(−ekj) = −ek(pi) (A.47)
Mit dem obigen Lemma sehen wir also, dass wir den Algorithmus symmetrisch formu-
lieren ko¨nnen.
Wir wollen nun den Algorithmus zuna¨chst angeben und danach beweisen, dass dieser
tatsa¨chlich eine Lo¨sung berechnet. Es sei 0 < δ < 1:
Symmetric Iteration for strictly convex arc costs
if ei(pi) = 0 ∀i ∈ V then STOP
else
wa¨hle irgendeinen Knoten i, setze β = ei(pi)
if β = 0 tue nichts
if β > 0 then veringere pi(i) so, dass 0 ≤ ei(pi) ≤ δ · β
erho¨he pi(i′) so, dass 0 ≥ ei′(pi) ≥ −δ · β
if β < 0 then erho¨he pi(i)so, dass 0 ≥ ei(pi) ≥ δ · β
verringere pi(i) so, dass 0 ≤ ei′(pi) ≤ −δ · β
Fu¨r die Wahl der Knoten in der Relaxation machen wir hier lediglich die Annahme, dass
jeder Vertex in der Relaxation unendlich oft verwendet wird.
Wir wollen zuna¨chst darauf hinweisen, dass mit dem obigen Lemma noch nicht vollsta¨ndig
gekla¨rt wurde, ob eine symmetrische Behandlung im Algorithmus mo¨glich ist, da der Fall
auftreten kann, dass die Ableitungen nach den einzelnen Potentialen nicht unabha¨ngig
sind. Dies ist genau bei Schleifen der Form (kk′) der Fall. Wir mu¨ssen hierbei beachten,
dass Schleifen jeweils doppelt geza¨hlt werden [23, p. 4] und erhalten damit das duale
Funktional in der Form: G(pi) =
∑
(ij)∈A(N),(ij) 6=(kk′),(k′k)Gij(pi(i) − pi(j)) + Gkk′(pi(k) −
pi(k′))+Gk′k(pi(k
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Um die Notation allerdings etwas zu vereinfachen wollen wir annehmen, der Graph habe
keine Schleifen, was wir nach obiger Rechnung o.B.d.A. tun ko¨nnen.
Beginnen wir nun damit zu zeigen, dass die Relaxation im obigen Algorithmus wohldefi-
niert ist.
Lemma A.7. In jedem Schritt des Algorithmus la¨sst sich pi(i) jeweils so erho¨hen bzw.
verringern, dass ei(pi) in den angegebenen Grenzen ist.
Beweis. Nehmen wir an β > 0 und es existiere kein ∆ < 0, so dass ei(pi +∆ · eˆi) ≤ δβ ,
wobei eˆi den i-ten Einheitskoordinatenvektor bezeichne und i wieder aus der Menge der
Knoten gewa¨hlt sei. Dann gilt:
lim
∆→−∞















eij∇Gij(eijpi(i) + ∆eˆi − eijpi(j)) (A.54)
Damit entspricht dem Grenzu¨bergang fu¨r ∆→ −∞ ein Grenzu¨bergang fu¨r das Potential:
fu¨r eij > 0 ⇒ pi(i)→ −∞ (A.55)
fu¨r eij < 0 ⇒ pi(i)→∞ (A.56)
Bei unendlich hohem Potential muss der Fluss der Kante (ij) maximal (also cap(ij)) sein
und bei unendlich niedrigem Potential muss der Fluss der Kante (ij) minimal (also l(ij))





eijcap(ij) ≥ δβ > 0 (A.57)
Dies fu¨hrt nun aufgrund der Definitionen von l(ij) und cap(ij) als Flussunter- bzw. -
obergrenzen zum Widerspruch. Ganz analog kann man dies fu¨r β < 0 zeigen.
Fu¨r die schiefsymmetrischen Kanten folgt die Aussage ebenfalls mit der obigen Argumen-







′j′) ≤ −δβ < 0 (A.58)
Und erneut bekommen wir den Widerspruch mit den Definitionen von l(i′j′) und cap(i′j′).
Wir mu¨ssen nun zeigen, dass unser Algorithmus Flussvektoren so erzeugt, dass wir
auch primal zula¨ssig werden und den Unterraum K erreichen. Hierbei gilt:
K = {x|Ex = 0, x balanciert, aber nicht notwendig ganzzahlig} (A.59)
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Dazu werden wir eine untere Grenze fu¨r die Verbesserung in jedem Schritt angeben. Wir
werden dann zeigen, dass, falls der Unterraum K nicht erreicht wird, das duale Funktional
selbst durch eine positive Zahl als Untergrenze zu charaktersieren ist, was fu¨r die prima¨ren
Kosten −∞ bedeutet. Damit erhalten wir dann den Widerspruch zur Endlichkeit der pri-
malen Kosten.
Wir fu¨hren nun zuna¨chst ein wenig Notation ein. Wir schreiben den Potentialvektor nach
der r-ten Iteration pir, r ∈ N∪{0} und die Knoten auf denen die Relaxationen ausgefu¨hrt
werden ir, i′r. Ferner schreiben wir tr = ETpr und xrij = ∇Gij(trij) ((ij) ∈ A(N)). Ferner
sei xr der Vektor mit den Koordinaten xrij .
Fu¨r jeden Kreis C des Netzwerkes bezeichnen wir mit C+ die Vorwa¨rtskanten und mit
C− die Ru¨ckwa¨rtskanten in Y .
Bevor wir nun auf den eigentlichen Konvergenzsatz kommen, zeigen wir zuna¨chst 3 Hilfssa¨tze.







ij )− Cij(xrij)− (xr+1ij − xrij)trij
]
> 0 (A.60)
wobei die erste Ungleichung mit Gleichheit erfu¨llt ist, wenn Line-Minimization benutzt
wird (ekr(pi
r+1) = 0, ek′r(pi
r+1) = 0).
Beweis. Sei r ein fester Index r ≥ 0, k = kr und ∆ = pir+1(k) − pir(k), ∆′ = pi(k′)r+1 −



















































trij + ekj∆+ ek′j′∆
′
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ij )− Cij(xrij)− (xr+1ij − xrij)trij
]− 2∆ek(pir+1) (A.68)
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Da ek(pi
r+1) ≤ 0 folgt damit die Behauptung der rechten Seite.
Die linke Seite folgt mit trij = ∇Cij(xrij) (da ja Cij und Gij konjugiert sind) und der
strikten Konvexita¨t von Cij.
Satz A.9. Die Folge {xr} ist beschra¨nkt.







Dies folgt aus der Tatsache, dass Flussvera¨nderungen auf einer Kante zu einer Vera¨nde-
rung des Defizits auf dem Anfangsknoten und zu einer umgekehrten Vera¨nderung des
Defizits auf dem Endknoten fu¨hren. Die Defizite auf den Relaxationsknoten a¨ndern nicht
ihr Vorzeichen und ihr Absolutwert sinkt nur. Somit kann sich das Gesamtdefizit auf den
Knoten, die nicht Relaxationsknoten sind, nicht erho¨hen. Ferner kann ek auf den Relaxa-
tionsknoten sich ebenfalls nicht erho¨hen, wie im Algorithmus festgelegt ist.
Somit ist die Folge {e(pir)} beschra¨nkt.
Sei nun {xr} unbeschra¨nkt. Dann muss es mindestens ein Kantenpaar (ij), (j′i′) geben
und eine Teilfolge {xr}, so dass |xrij| → ∞, |xrj′i′ | → ∞ fu¨r r →∞.




{tijxij − Cij(xij)} =
{
+∞





zwei Kreise C,C ′ existieren mit:
xrij →∞ ∀(ij) ∈ C+ und xrij → −∞ ∀(ij) ∈ C− (A.72)
xrj′i′ →∞ ∀(j′i′) ∈ C ′+ und xrj′i′ → −∞ ∀(j′i′) ∈ C ′− (A.73)
Hierbei sind jeweils die Grenzu¨berga¨nge fu¨r r →∞ gemeint.
Nun haben wir noch die Complementary Slackness Bedingungen:
C−ij (x
r
ij) ≤ trij ≤ C+ij (xrij) (A.74)
C−ji(x
r
j′i′) ≤ trj′i′ ≤ C+j′i′(xrij) (A.75)

































j′i′) ≤ 0 (A.77)
Und damit erhalten wir den Widerspruch, da xrij → ∞ bedeutet, dass C−ij (xrij) → ∞,
wa¨hrend xrij → −∞⇒ C+ij (xrij)→ −∞.
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Im na¨chsten Satz zeigen wir nun, wie die Folge der Preisvektoren sich der optimalen
Lo¨sung anna¨hert. Das Ergebnis ha¨ngt mit der Monotonie der ∇Gij(tij) zusammen.
Satz A.10. Gegeben sei ein pi ∈ R|V |. Sei k ein Knoten und p¯i der duale Preisvektor nach
der Relaxation von pi unter der Benutzung von k. Ferner sei p¯i so gewa¨hlt, dass wenn
ek(pi) > 0 dann ek(p¯i+α(pi− p¯i)) > 0 ∀α > 0 und wenn ek(pi) < 0 dann ek(p¯i+α(pi− p¯i)) <
0 ∀α > 0. Daraus folgt natu¨rlich fu¨r ek′(pi) jeweils die umgekehrte Relation. Wir haben
dann fu¨r alle optimalen, dualen Potentialvektoren pi∗ und alle k ∈ V :
min{pi(i)− pi∗(i)|i ∈ V } ≤ p¯i(k)− pi∗(k) ≤ max{pi(i)− pi∗(i)|i ∈ V } (A.78)
min{pi(i)− pi∗(i)|i ∈ V } ≤ p¯i(k′)− pi∗(k′) ≤ max{pi(i)− pi∗(i)|i ∈ V } (A.79)
Bemerkung Die obige Annahme fu¨r ek(pi) < 0 bzw. ek(pi) > 0 ist a¨quivalent zu der
Annahme, dass p¯i(k) gro¨ßer (kleiner) oder gleich dem minimierenden Punkt der dualen
Kosten entlang der k-ten Komponente bei Start von pi aus gewa¨hlt wird. Anders formu-
liert na¨hern wir uns dem Minimum im ersten Fall von gro¨ßeren und zweiten Fall von
kleineren pi-Werten an.
In unserem symmetrischen Fall na¨hern wir uns also mit k und k′ jeweils von verschiedenen
Seiten dem Minimum an.
Die Anforderung ist also automatisch erfu¨llt, falls die dualen Kosten ein eindeutiges Mi-
nimum la¨ngs der Geraden {pi + αeˆk|α ∈ R} haben.
Beweis. Sei pi∗ ein optimaler, dualer Preisvektor und p˜i ein beliebiger Preisvektor. Sei
ferner k so gewa¨hlt, dass p˜i(k)− pi∗(k) = max{p˜i(i)− pi∗(i)|i ∈ V }. Damit haben wir also
p˜i(k)− pi∗(k) ≥ p˜i(i)− pi∗(i) ∀i 6= k. Und damit auch:
p˜i(k)− p˜i(i) ≥ pi∗(k)− pi∗(i) ∀(k, i) ∈ A (A.80)
p˜i(i)− p˜i(k) ≤ pi∗(i)− pi∗(k) ∀(i, k) ∈ A (A.81)
Wir ko¨nnen nun ausnutzen, dass ∇Gij(tij) eine nichtfallende Funktion ist und erhalten:
∇Gki(p˜i(k)− p˜i(i)) ≥ ∇Gki(pi∗(k)− pi∗(i)) (A.82)
∇Gik(p˜i(i)− p˜i(k)) ≥ ∇Gik(pi∗(i)− pi∗(k)) (A.83)
Damit gilt also ek(p˜i) ≥ ek(pi∗) = 0. Damit ko¨nnen wir nun die Behauptung beweisen. Wir
unterscheiden 3 Fa¨lle:
Sei ek(pi) = 0, dann gilt pi = p¯i und damit die Behauptung.




pi(i), i 6= k, k′
pi∗(k) + max{pi(j)− pi(j)∗|j ∈ V }, i = k
pi∗(k′) + min{pi(j)− pi(j)∗|j ∈ V }, i = k′
(A.84)
Dann haben wir wir p˜i(k)−pi(k)∗ = max{p˜i(j)−pi(j)∗|j ∈ V } = max{pi(j)−pi(j)∗|j ∈ V }.
Mit den obigen Ausfu¨hrungen erhalten wir damit ek(p˜i) ≥ 0.
Damit gilt natu¨rlich auch p˜i(k′)−pi(k′)∗ = min{p˜i(j)−pi(j)∗|j ∈ V } = min{pi(j)−pi(j)∗|j ∈
V } und damit auch ek′(p˜i) ≤ 0. NachWahl von p˜i gilt fu¨r den behandelten Fall p¯i(k) ≤ p˜i(k).
Aufgrund der Relaxation gilt pi(k) < p¯i(k), pi(k′) > p¯i(k′) und pi(i) = p¯i(i) ∀i ∈ V, i 6= k, k′.
Damit folgt unsere Behauptung. Der Beweis fu¨r ek(pi) > 0 ist nun offensichtlich.
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Insbesondere zeigt der obige Satz, dass die Folge {pir} beschra¨nkt ist. Wir mu¨ssen jetzt
also noch zeigen, dass wir sogar gegen die optimale Lo¨sung iterieren. Damit kommen wir
zum wichtigsten und letzten Satz zu dem vorgestellten Algorithmus.
Satz A.11 (Konvergenz des Balanced Relaxation Algorithmus). Sei {pir, xr} eine Folge,





r = x∗, mit dem optimalen Fluss x∗
(iii) limr→∞G(pi
r) = −C(x∗) = infpi G(pi)
(iv) Wird die Bedingung aus dem letzten Hilfssatz in jeder Iteration erfu¨llt und das duale
Problem ist die optimale Lo¨sung, dann gilt:
lim
r→∞
pir → pi∗ (A.85)
mit einem optimalen Potentialvektor pi∗.
Beweis. Wir beginnen mit (i) und zeigen zuna¨chst fu¨r eine beliebigen beliebigen Knoten




r) = 0, lim
r→∞
el′r(pi
r) = 0 (A.86)
Gelte dies nicht, so ga¨be es ein  > 0 und eine (Teil-)Folge R, so dass |elr(pir)| ≥  ∀r ∈ R.
Ferner wu¨rde aufgrund der Symmetrie fu¨r die selbe (Teil-)Folge R gelten, dass |el′r(pir)| ≥
 ∀r ∈ R gelten. O.B.d.A. ko¨nnen wir also annehmen |elr(pir)| ≥ , |el′r(pir)| ≥  ∀r ∈ R
annehmen.
Aufgrund des Relaxationsalgorithmus wissen wir δ|elr(pir)| ≥ |elr(pir+1)|, δ|dl′r(pir)| ≥
|el′r(pir+1)|. Damit ko¨nnen wir nun die Flussa¨nderung in der r-ten Iteration auf den Kanten
inzident zu lr betrachten.








Die Flussa¨nderung, die no¨tig ist, um einen U¨berschuss |elr(pir+1)| zu erreichen, muss gro¨ßer
sein, als die no¨tige Flussa¨nderung um das Defizit δ|elr(pir)| zu erreichen. Wir betrachten









Die kleinsten Flussa¨nderungen ∆ auf den Kanten (die wir hier o.B.d.A. positiv wa¨hlen
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Und mit δ|elr(pir)| ≥ δ erhalten wir damit ∆ ≥ (1−δ)|A| .
Indem wir nun eventuell wieder zu einer Teilfolge u¨bergehen, ko¨nnen wir annehmen,
dass die Flussa¨nderung jeweils immer auf der selben Kante (mn) stattfindet und damit
xr+1mn − xrmn ≥ ∆ ∀r ∈ R.
Benutzen wir nun die Beschra¨nktheit von {xr}, die wir im Hilfssatz (A.9) gezeigt haben,
so ko¨nnen wir nach dem Satz von Bolzano-Weierstraß (eventuell wieder unter Auswahl
einer Teilfolge) annehmen, dass die Folge {xrmn}r∈R gegen den Grenzwert xmn konvergiert.
Analoges gilt natu¨rlich auch wieder fu¨r xn′m′ .
Benutzen wir nun die Konvexita¨t der Kostenfunktion und den ersten Hilfssatz, so haben
wir:
G(pir)−G(pir+1) ≥ C(xr+1mn )− C(xrmn)−
(xr+1mn − xrmn)trmn − (xr+1n′m − xrn′m′)trn′m′ (A.89)
≥ C(xrmn +∆)− C(xrmn)−∆trmn − trn′m′ (A.90)
= C(xrmn +∆)− C(xrmn)− 2∆trmn (A.91)
≥ C(xrmn +∆)− C(xrmn)− 2∆C+mn(xrmn) (A.92)
Wir gehen nun zum Grenzwert fu¨r r → ∞, r ∈ R u¨ber. Hierbei nutzen wir aus, dass
xrmn → xmn und limr→∞C+mn(xrmn) = C+mn(xmn). Die letzte Aussage ergibt sich dabei aus




G(pir)−G(pir+1)] ≥ C(xmn +∆)− C(xmn)− 2∆C+mn(xmn) > 0(A.93)
⇒ lim
r→∞
G(pir) = −∞ (A.94)
Aus der Definition von G erhalten wir aber sofort G(pi) ≥ −∑(ij)∈A(N)Cij(xij) und damit
den Widerspruch.
Nach diesem Vorresultat gehen wir nun an den eigentlichen Beweis von (i). Hierbei mu¨ssen
wir nun nicht nur die Schritte betrachten, in denen eine Relaxation auf dem Knoten aus-
gefu¨hrt wird. Wa¨hlen wir also ein beliebiges k ∈ V (N). Sei  > 0 und reell und R die
Menge von Indizes r, so dass ek(pi(r)) > 2. O.B.d.A. nehmen wir an, dass ek(pi
r) <  fu¨r
alle k = lr (also nach der Relaxation). Nach dem ersten Beweisschritt ist dies mo¨glich.
Fu¨r jedes r ∈ R sei nun r˜ der erste Index mit r˜ > r fu¨r den k = lr˜. Wa¨hrend der Relaxa-
tionen r, r+1, . . . , r˜− 1 wird also k nicht zur Relaxation verwendet, wa¨hrend das Defizit
sich von ek(pi
r) > 2 (nach Wahl von r) auf ek(pi
r˜) <  verringert. Wir wollen nun zeigen,
dass sich das totale Defizit wa¨hrend dieser Iterationen um mehr als 2 verringert.
Wir verwenden wieder die Aussage des Hilfssatzes daru¨ber, dass das totale Defizit nicht
ansteigen kann. Nun betrachten wir die Iterationen r, . . . , r˜ − 1. Wir bezeichnen nun die
Menge aller Relaxationen, bei denen das Defizit von k verringert wird mit R¯ und folglich
die Indizes dieser Relaxationen mit r¯. Die zugeho¨rigen Knoten mu¨ssen (bei ek(pi
r¯) > 0)
ein negatives Defizit elr¯(pi
r) haben. Die Verringerung des Defizits in der Relaxation sei
χ. Da der Anstieg von elr¯ in der Relaxation mit Verringerungen positiver Defizite von
benachbarten Kanten von lr¯ aufgebracht werden muss und Vorzeichenwechsel der Defizite
in der Relaxation nicht vorkommen, wird das absolute Defizit verringert um mindestens
4min{χ, ek(pir)} wa¨hrend der Iteration (Faktor 2 von 2 betrachteten Knoten und Faktor
2 von der symmetrischen Relaxation). Folglich muss das totale Defizit sogar um mehr als
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4 sinken.
Damit erhalten wir insbesondere, dass die zuvor definierte Menge R nicht unendlich
sein kann. Ferner gilt damit lim supr→∞ ek(pi
r) ≤ 0. Wir erhalten nun vo¨llig analog
lim infr→∞ ek(pi
r) ≥ 0 und damit ek(pir) → 0. Ferner gilt natu¨rlich mit obiger Argumen-
tation, dass lim supr→∞ ek′(pi
r) ≤ 0 und dann wieder ganz analog lim infr→∞ ek′(pir) ≤ 0.
Damit folgt dann auch ek′(pi
r)→ 0.
Zeigen wir nun (ii). Fu¨r alle r aus der Menge der Relaxationen und alle Kanten (ij) ∈
A(N) gilt die Complementary Slackness Bedingung C−ij (x
r
ij) ≤ trij ≤ c+ij(xrij).



















Sei {xr}r∈R eine Teilfolge, die gegen x¯ konvergiere. Dann erhalten wir aus der Unter-
(Ober-) halbstetigkeit von C−ij (C
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Mit der gleichen Argumentation erhalten wir das selbe Resultat natu¨rlich auch fu¨r die
Teilfolge {x′r}r∈R mit der gleichen ausgewa¨hlten Teilfolge. Damit ist ebenfalls nach dem
Beweis zum Satz u¨ber die Beschra¨nktheit der Folge {xr} die Complementary Slackness
Bedingung erfu¨llt. Die Lo¨sung ist also optimal. Mit Teil (i) haben wir damit nun sogar
die Eigenschaft, dass x¯ die Gleichung Ex¯ = 0 erfu¨llt.
Beweisen wir nun (iii). Fu¨r jede Kante (ij) mit l(ij) < cap(ij) und damit auch l(j′i′) <
cap(j′i′) haben wir 3 Mo¨glichkeiten:
(i) {trij} ist beschra¨nkt und {trj′i′} ist ebenfalls beschra¨nkt.
(ii) x∗ij = cap(ij) <∞, xrij ≤ x∗ij und −∞ < lim infr→∞ trij ≤ lim supr→∞ trij = +∞
x∗j′i′ = cap(ij) <∞, xrj′i′ ≤ x∗j′i′ und −∞ < lim infr→∞ trj′i′ ≤ lim supr→∞ tj′i′ = +∞
(iii) x∗ij = l(ij) > −∞, xrij ≥ x∗ij und −∞ = lim infr→∞ trij ≤ lim supr→∞ trij <∞
x∗j′i′ = l(ij) > −∞, xrj′i′ ≥ x∗j′i′ und −∞ = lim infr→∞ trj′i′ ≤ lim supr→∞ trj′i′ <∞
Dies ist nichts anderes als eine duale Version fu¨r etwas, was uns aus den Scaling-Algorithmen
la¨ngst bekannt ist. Dort haben wir ebenfalls eine Unterscheidung in die 3 Fa¨lle der posi-
tiven, negativen und verschwindenden reduzierten Kosten.
Fu¨r eine Kante mit l(ij) = cap(ij) (und damit auch l(j′i′) = cap(j′i′)) gilt natu¨rlich
x∗ij = x
r
ij ∀r. Wir ko¨nnen nun eine Teilfolge auswa¨hlen, so dass (xrij − x∗ij)trij < 0 fu¨r alle









ij − x∗ij) (A.97)
wobei B(N) die Menge der Kanten mit beschra¨nktem trij (1. Fall) ist.
Wir wissen nach den Hilfssa¨tzen ferner tr ∈ C⊥, x∗ ∈ C und damit ∑(ij)∈A(N) trijx∗ij = 0.
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ij − x∗ij) (A.99)
Wir haben bereits xrij → x∗ij fu¨r r → ∞ gezeigt. Ferner ist {trij}R beschra¨nkt fu¨r (ij) ∈







x∗ij) = 0, da x und t konvergieren und damit C(x
∗) + limr→∞G(pi
r) ≤ 0. Wir haben
allerdings C(x∗)+G(pi) = C(x∗)+
∑




G(pir) = −C(x∗) = inf
pi
G(pi) (A.100)
Hierbei folgt die letzte Gleichung, da G(pir) fu¨r r nicht steigend ist.
Wir beweisen nun noch (iv). Mit dem Hilfssatz (A.9) gilt dass {pir} beschra¨nkt ist. Sei nun
{pir}r∈R eine konvergente Teilfolge mit dem Grenzwert pi∗. Sei dann t∗ = ETp∗, dann gilt
fu¨r alle (ij) ∈ A wieder C−ij (xrij) ≤ trij ≤ C+ij (xrij). Dann folgt mit (ii) und der Unter- bzw.
Oberhalbstetigkeit von C−ij , C
+
ij auch fu¨r alle (ij) ∈ A: C−ij (x∗ij) ≤ t∗ij ≤ C+ij (x∗ij) mit einem
optimalen Flussvektor x∗. Damit erfu¨llt t∗ mit x∗ die Bedingung vom komplementa¨ren
Schlupf und muss daher dual optimal sein. Der Hilfssatz (2.8) zeigt noch, dass {pir} keine
2 Ha¨ufungspunkte haben kann und wir sind fertig.
A.4 Weitere Implementierungen
In der Arbeit von Bertsekas, Hosein und Tseng wird neben dem hier pra¨sentierten Al-
gorithmus auch eine Version des Algorithmus fu¨r gemischt lineare und konvexe Kosten
vorgestellt [13, S. 1228-1239]. Der Autor nimmt an, dass sich auch dieser Algorithmus mit
den bisher geleisteten Vorarbeiten auf schiefsymmetrische Netzwerke anwenden la¨sst.
Die Komplexita¨t des hier beschriebenen Algortithmus wurde nicht besprochen. Wir haben
lediglich darauf hingewiesen, dass die worst-case Laufzeit schlecht ist [11, S. 108]. Bertse-
kas, Hosein und Tseng haben fu¨r den Algorithmus auf ’normalen’ Netzwerken allerdings
einige Computersimulationen durchgefu¨hrt und konnten zeigen, dass der Algorithmus fu¨r
verschiedene Probleme effizient arbeitet [13, S. 1240-1242]. Fu¨r eine verbesserte Version
des Algorithmus auf ’normalen’ Netzwerken sei hier auf die Arbeit von Bertsekas und
Tseng [14] verwiesen.
Die meisten Ansa¨tze der nichtlinearen Programmierung sind a¨hnlich zu dem hier vorge-
stellten. Eine weitere Klasse von Algorithmen bedient sich allerdings der Newton-Methode
als Ansatz (vergleiche hierzu die Arbeit von Ahlfeld et. al. [2] oder die Arbeit von Klin-
cewicz [39]). Es sei aber darauf hingewiesen, dass diese eine zwei Mal differenzierbare
Kostenfunktion auf den Kanten beno¨tigen.
Anhang B
Cancel-and-Tighten Method
Wir wollen abschließend noch einen besseren dualen Ansatz pra¨sentieren. Dieser basiert
in seinen Ideen auf dem Mean-Min-Cycle-Cancelling von Goldberg und Tarjan [31].
Wir beschreiben hier zuna¨chst die in [37] beschriebene Cancel and Tighten Methode von
Goldberg und Karzanov. Wir wollen abschließend noch einige Ideen fu¨r einen Algorithmus
auf schiefsymmetrischen Netzwerken ansprechen.
B.1 Theorie der Cancel and Tighten Methode
Die Cancel and Tighten Methode wurde von McCormick und Karzanov fu¨r den allge-
meinen Fall der separablen konvexen Optimierung auf bestimmten Ra¨umen beschrieben.
Diese Allgemeinheit wollen wir hier nicht ausnutzen. Es sei aber darauf hingewiesen, dass
unsere Ergebnisse hier in einem allgemeineren Rahmen betrachtet werden ko¨nnen.
Wir wollen zuna¨chst wieder das Problem betrachten. Die Netzwerkinzidenzmatrix E hat-
ten wir bereits im Balanced Relaxation Algorithmus eingefu¨hrt. Wir fu¨gen auch hier
wieder die Kante (ts) zum Netzwerk hinzu und betrachten nun den allgemeinen Fall





Ex = 0 (B.2)
l(ij) ≤ xij ≤ cap(ij) (B.3)
Wir wollen das durch die Nebenbedingungen beschriebene Polytop mit L bezeichnen.
Damit haben wir das Problem formuliert. Es wird vermutlich bereits deutlich, dass wir
ein wenig auf die Theorie des Balanced Relaxation Algorithmus zuru¨ckgreifen ko¨nnen.
Ganz analog zum Balanced Relaxation Algorithmus ko¨nnen wir wieder das duale Problem
betrachten. Das zugeho¨rige Polytop bezeichnen wir hier mit L⊥. Dort hatten wir die
besondere Struktur der Netzwerkinzidenzmatrix E bereits angesprochen. Wir wollen dies
mit einer Definition noch genauer fassen [45, S. 160].
Definition B.1 (unimodular). Wir nennen eine Matrix unimodular, falls die Matrix eine
Determinante ±1 hat. Wir nennen die Matrix total unimodular, falls jede Untermatrix
jeweils unimodular ist.
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Die Netzwerkinzidenzmatrix ist also ein typisches Beispiel fu¨r eine total unimodulare
Matrix.
Wir hatten im Balanced Relaxation Algorithmus auch die strikte Konvexita¨t der Kosten-
funktionen bereits genauer untersucht. Wir bezeichnen auch hier wieder die rechts- und
linksseitigen Ableitungen mit C+ij und C
−
ij . Wir hatten bereits das Analogon zur Com-
plementary Slackness Optimality betrachtet und erhielten: C−ij (xij) ≤ C+ij (xij). Mit der
strikten Konvexita¨t der Cij erhalten wir dann fu¨r xij < x˜ij sofort:
C−ij (xij) ≤ C+ij (xij) ≤ C−ij (x˜ij) ≤ C+ij (x˜ij) (B.4)
Damit sind insbesondere C−ij und C
+
ij monoton und nicht-fallend.
Karzanov und McCormick nehmen nun an, dass die Funktionen Cij lediglich durch ein
sogenanntes Orakel gegeben seien. Dieses Orakel O habe folgende Eigenschaften:
(i) fu¨r einen Punkt xij ∈ R gibt es C−ij (xij) und C+ij (xij) zuru¨ck.
(ii) fu¨r eine gegebene Steigung tij ∈ R gibt es einen Punkt xij zuru¨ck mit C−ij ≤ tij ≤ C+ij
Es ist meist einfach ein solches Orakel zu konstruieren, indem man spezielle Suchalgorith-
men verwendet [38, S. 1254].
Wir haben obig bereits angesprochen, dass wir wieder Zirkulationen betrachten wollen. In
der Balanced Decomposition haben wir bereits gezeigt, dass jede balancierte Zirkulation
aus Paaren gu¨ltiger Kreise aufzubauen ist. Fu¨r allgemeine Zirkulationen kann man ganz
a¨hnlich beweisen, dass auch diese sich immer als Linearkombinationen von Zirkulationen
auf Kreisen ξi mit i ∈ {1, · · · , k} schreiben lassen:
x = α1ξ
1 + · · ·+ αkξk (B.5)
ξ1, · · · , ξk ∈ L, α1, · · · , αk ∈ N (B.6)
Wir ko¨nnen nun die Kreise so wa¨hlen, dass gilt: ξpijξ
q
ij ≥ 0 ∀p, q ∈ {1, · · · , k}, (ij) ∈ A(N).
Man bezeichnet dies auch als konforme Zerlegung von x.
Wir wollen nun auf die bereits angesprochenen Minimum Mean Cycles kommen. Hierzu
fu¨hren wir zuna¨chst eine neue Schreibweise fu¨r Kreise ein. Wir ko¨nnen dabei jeden der
obig eingefu¨hrten Kreise als Vektor im Raum R|A(N)| beschreiben, wobei jeweils die Fluss-
rate auf der Kante (ij) ∈ A(N) einem Eintrag entspricht. Sei der Fluss auf dem Kreis xξ,
so haben wir dann einen (0,±x)-Vektor ξ ∈ R|A(N)|. Wir schreiben nun den Kreis ξ als ein
Paar Fξ = (Aξ, Bξ) mit Aξ := {(ij) ∈ A(N) | ξij > 0} und Bξ := {(ij) ∈ A(N) | ξij < 0}.
Diese Konstruktion la¨sst sich vo¨llig analog auch auf die bereits im Balanced Out-of-Kilter
eingefu¨hrten Co-Kreise u¨bertragen. Ist ξ ein Kreis (bzw. Co-Kreis), so bezeichnen wir
auch Fξ als Kreis bzw. Co-Kreis. Die Menge der Kreise Fξ bezeichnen wir mit F und die
Menge der Co-Kreise Fξ bezeichnen wir mit F
⊥. Die Kardinalita¨t eines Kreises F definie-
ren wir nun natu¨rlich als |F | := |A|+ |B|.
Fu¨r eine Funktion f : S → R schreiben wir wieder fu¨r eine Teilmenge S ⊆ S ′: f(S ′) :=∑{fij : (ij) ∈ S ′}. Fu¨r festes x ∈ L und einen Kreis F = (A,B) schreiben wir∑
(ij)∈AC
+





ij (xij) =: c
−(B).
Erho¨hen wir nun den Fluss la¨ngs des Kreises F um  > 0, so mu¨ssen wir auf den Kanten
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aus B den Fluss um  verringern und auf den Kanten aus A um  erho¨hen. Der neue Fluss







Vera¨ndern wir die Kosten auf dem Kreis um eine infinitesimale Einheit , so vera¨ndern
sich die Kosten um (c+(A)− c−(B)) · . Wir bezeichnen damit c+(A)− c−(B) auch als die
Kosten von F bei x und schreiben:
c(x, F ) := c+(A)− c−(B) (B.8)
Die durschnittlichen Kosten eines Kreises sind dann c¯(x, F ) := c(x,F )
|F |
.
Definition B.2 (Minimum Mean Cycle). Wir bezeichnen F als einen Minimum Mean
Cycle, falls F der Kreis aus F ist, fu¨r den c¯(x, F ) sein Minimum annimmt.
Damit definieren wir nun:
Definition B.3 (Absolute Mean Value). Fu¨r eine gegebene Menge von Kreisen F und
einen Fluss x auf einem gegebenen Flussnetzwerk N gilt:
λ(x) := max{0, −min
F∈F
c¯(x, F )} (B.9)
Gilt λ(x) > 0, so nennen wir λ(x) den absolute mean value von x.
Mit diesen Definitionen erhalten wir die Negative Cycle Optimality in folgender Form:
Lemma B.4 (Negative Cycle Optimality fu¨r Minimum Mean Cycles). x ∈ L ist eine
optimale Lo¨sung des Problems, genau dann wenn λ(x) = 0 gilt.
Wir mu¨ssten hier eigentlich noch die U¨bertragung unseres Resultats fu¨r lineare Kosten
auf konvexe Kosten leisten. Der Beweis ist aber leider eher technisch und verweisen den
Leser daher auf die Arbeit von McCormick und Karzanov [38, S. 1254].
Einen Teil des Beweises wollen wir im folgenden Lemma leisten, dass fu¨r unseren Al-
gorithmus sehr grundlegend ist. Wir sehen bereits in der obigen Definition, dass λ(x)
offensichtlich eine wichtige Gro¨ße ist. Im folgenden Lemma wollen wir λ genauer charak-
terisieren.
Lemma B.5 (MMCM Lemma). Ein reelles λ ist eine obere Grenze fu¨r λ(x), genau dann
wenn ein h ∈ L⊥ existiert, so dass fu¨r die reduzierten Kosten gilt:
C+ij (xij)− hij ≥ −λ ∀(ij) ∈ A(N) (B.10)
hij − C−ij (xij) ≥ −λ ∀(ij) ∈ A(N) (B.11)
Ferner gilt fu¨r die Kanten des Minimum Mean Cycle F = (A,B) mit λ = λ(x) > 0 und
h ∈ L⊥:
C+ij (xij)− hij = −λ ∀(ij) ∈ A (B.12)
hij − C−ij (xij) = −λ ∀(ij) ∈ B (B.13)
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E(x+ − x−) = 0 (B.15)
x+, x− ≥ 0 (B.16)
Hat dieses Programm eine optimale Lo¨sung, so ko¨nnen wir den Vektor (x+, x−) als Vektor
fu¨r die Mengen A und B auffassen, wobei x+ der Menge A und x− der Menge B entspricht.
Die Lo¨sung muss dabei eine Zirkulation sein, da E(x+ − x−) = 0 gefordert wird. Damit
ist die Lo¨sung ein Minimum Mean Cycle.
Das Optimierungsproblem ist homogen.Wir ko¨nnen also das Problem normalisieren, in-
dem wir ux+ + ux− = 1 setzen. Damit erhalten wir nun folgendes Problem:
minC+x+ − C−x− (B.17)
E(x+ − x−) = 0 (B.18)
ux+ + ux− = 1 (B.19)
x+, x− ≥ 0 (B.20)
Wir erhalten damit das duale Programm:
max δ (B.21)
piE − δu ≤ C+ (B.22)
−piE + δu ≤ −C− (B.23)
pi, δ frei (B.24)
Hierbei sind natu¨rlich die Ungleichungen fu¨r alle Komponenten der Vektoren gemeint.
Da pi frei ist, ist piE ein beliebiger Vektor h ∈ L⊥ und wir ko¨nnen das duale Programm
folgendermaßen notieren:
max δ (B.25)
−δu ≤ C+ − h (B.26)
δu ≤ −C− + h (B.27)
pi, δ frei (B.28)
Damit bestimmen wir also den gro¨ßten Wert δ, der die obigen Bedingungen des MMCM
Lemmas erfu¨llt. Damit haben wir den ersten Teil des Beweises aus der Dualita¨t der linea-
ren Programmierung.
Den 2. Teil des Beweises erhalten wir aus der Definition von F als Minimum Mean Cycle.
Gelte C+ij (xij) − hij > −λ(x) fu¨r ein Element aus A, so ha¨tten wir, da λ ja eine obe-
re Grenze ist, auch c¯(x, F ) > −λ. Damit ha¨tten wir dann aber einen Widerspruch zu
λ = λ(x), da wir ja λ = δu fu¨r einen Minimum Mean Cycle berechnen.
Wir sehen damit, dass uns λ offensichtlich eine obere Grenze (und sogar eine beste
obere Grenze) fu¨r die reduzierten Kosten liefert. Damit ist λ(x) auch ein Maß fu¨r die
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duale Konvergenz. Im Balanced Relaxation Algorithmus konnten wir nur sehr schlechte
Grenzen fu¨r die Konvergenz angeben. Dies wollen wir hier natu¨rlich verbessern. Als erstes
wollen wir daher ein Maß fu¨r die Qualita¨t der Lo¨sung einfu¨hren.
Betrachten wir dazu ein x ∈ L und ein h ∈ L⊥. Fu¨r jede Kante (ij) ∈ A(N) definieren
wir eine Art Skalarprodukt:
< xij , hij > :=

hij − C+ij (xij) falls C+ij (xij) < hij
C−ij (xij)− hij falls C−ij (xij) > hij
0 falls C−ij ≤ hij ≤ C+ij (xij)
(B.29)
< x, h > := max
(ij)∈A(N)
< xij , hij > (B.30)
< x, h > ist damit der Absolutwert der negativsten reduzierten Kosten fu¨r x und h. Ferner
gilt natu¨rlich < x, h >≥ 0. < x, h > ko¨nnen wir uns dabei in etwa vorstellen wie das duale
Analogon zur Kilter-Zahl aus dem Balanced Out-of-Kilter Algorithmus. Wir bezeichnen
< x, h > hier als die Kostendistanz von x zu h.
Gilt < x, h >= 0, so ist x optimal.
B.2 Die Idee der Cancel and Tighten Methode
Die, von Goldberg und Tarjan in ihrer Arbeit vorgeschlagene, Methode des Min Mean
Cycle Cancelling versucht nun λ(x) direkt zu berechnen und dann a¨hnlich wie in unserer
Idee zum Algorithmus von Anstee diese Kreise durch Flusserho¨hungen aus der Lo¨sung zu
”
canceln“. Das Auffinden der Kreise ist allerdings aufwa¨ndig [38, S. 1260].
Anstatt λ(x) explizit wie im Min Mean Cycle Cancelling zu berechnen, wollen wir uns
daher mit einem dualen Vektor h ∈ L⊥ begnu¨gen, der die Optimalita¨tsbedingungen na¨he-
rungsweise erfu¨llt. Wir werden sehen, dass wir in der Tat die Min Mean Cycles dann nie
berechnen mu¨ssen.
Die Idee der Cancel and Tighten Methode ist dabei folgende: In der ersten Phase des
Algorithmus, der sogenannten Cancel-Phase versuchen wir die primale Lo¨sung x zu ver-
bessern, wa¨hrend wir in der zweiten Phase, der sogenannten Tighten-Phase versuchen die
duale Lo¨sung h zu verbessern. Die Cancel-Phase beruht dabei auch auf der Idee des Cycle
Cancelling. Wir wollen hier aber nur auf den Kreisen den Fluss erho¨hen, die
”
weit genug“
von der Optimalita¨t entfernt sind.
Betrachten wir die Ideen fu¨r die Cancel and Tighten Methode nun genauer. Zuna¨chst
beno¨tigen wir natu¨rlich auch fu¨r ein h ∈ L⊥, das die Optimalita¨tsbedingungen na¨he-
rungsweise erfu¨llt, einen Parameter wie λ(x). Wir definieren daher λ¯ =< x, h >. Damit
ist λ¯ eine obere Grenze fu¨r λ(x) und erfu¨llt damit nach dem MMCM-Lemma auch die
Bedingungen:
C+ij (xij) + hij ≥ −λ¯ ∀(ij) ∈ A(N) (B.31)
−hij − C−ij (xij) ≥ −λ¯ ∀(ij) ∈ A(N) (B.32)
Als na¨chstes wollen wir darauf eingehen, was
”
weit genug von der Optimalita¨t entfernt“
bedeuten soll. Wir fu¨hren dazu zuna¨chst einige Begriffe ein:
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Definition B.6 (positiv und negativ nah). Wir nennen eine Kante (ij) ∈ A(N) positiv
(bzw. negativ) nah zu einem Vektor h ∈ L⊥, falls C+ij (xij)−hij ≥ − λ¯2 (bzw. hij−C−ij (xij) ≥
− λ¯
2
). Sonst nennen wir die Kante positiv (bzw. negativ) fern.
Damit haben wir einen Begriff fu¨r die Na¨he zur Optimalita¨t. Wir bezeichnen die positiv
fernen Kanten mit P far und die negativ fernen Kanten mit N far. Einen Kreis F = (A,B)
mit A ⊆ P far und B ⊆ N far nennen wir einen fernen Kreis. Die Elemente nah zu h fassen
wir in der Menge Cl = A(N)− (P far ∪N far) zusammen.
Der Cancel-Schritt besteht nach unserer Beschreibung aus einer Flusserho¨hung auf den
fernen Kreisen. Dabei sind die reduzierten Kosten fu¨r die Kanten aus A negativ und fu¨r
die Kanten aus B positiv. Wir mu¨ssen also den Fluss auf den Kanten in A erho¨hen und auf
den Kanten in B verringern, um die Complementary Slackness Optimality zu erreichen.
Wir wa¨hlen also fu¨r jede Kante zuna¨chst ij zuna¨chst so, dass C
−
ij (xij ± ij) ≤ hij ≤
C+ij (xij± ij) (hierbei steht das + fu¨r die Kanten aus A und das − fu¨r die Kanten aus B).
Mit entsprechenden Suchalgorithmen la¨sst sich die Bestimmung eines solchen  effizient
implementieren [38, S. 1254].
Die Erho¨hung des Flusses auf einem fernen Kreis wa¨hlen wir damit natu¨rlich als  =
min{ij : (ij) ∈ (A ∪ B)}. Es gilt dann  > 0.
Als na¨chstes wollen wir zeigen, dass eine solche Cancel-Phase sinnvoll ist. Als erste Vor-
bereitung wollen wir folgendes Lemma beweisen:
Lemma B.7 (fallendes λ¯). Wurde x′ durch eine Iteration des Algorithmus aus x gewon-
nen, so gilt λ¯′ = < x′, h > ≤ < x, h >= λ¯.
Beweis. Wir zeigen dieses Lemma mit der Definition von < x, h >. Betrachten wir eine
Kante (ij) ∈ A(N). Sei fu¨r diese Kante C+ij (xij) < hij (der Fall C−ij (xij) > hij ist analog),
dann gilt hij − C+ij (xij) ≥ hij − C+ij (x′ij), da x′ij > xij gilt. Damit gilt aber < xij, hij >
≥ < x′ij, hij > fu¨r alle Kanten (ij) ∈ A(N). Damit folgt dann < x, h′ > ≤ < x, h > und
damit die Behauptung.
Damit kommen wir nun zu dem eigentlichen Lemma zum Cancel-Schritt:
Lemma B.8 (Far Cycle-Cancelling). Ein Cancel-Schritt erha¨lt die Bedingungen aus dem
MMCM Lemma (mit λ) und beno¨tigt maximal m Iterationen.
Beweis. Im ersten Schritt des Beweises weisen wir darauf hin, dass keine Flusserho¨hung
auf einem Kreis die Bedingungen aus dem MMCM Lemma mit λ¯p verletzt.
1. Behauptung
Fu¨r alle Iterationen p = 1, · · · ,m, bei denen der Kreis F p = (Ap, Bp) gerade so gewa¨hlt
ist, dass jede Kante (ij) ∈ Ap positiv fern von h und jede Kante (ij) ∈ Bp negativ fern
von h ist, gilt mit dem Fluss xp nach der Iteration:
C+ij (x
p
ij)− hij ≥ −λ¯p (B.33)
hij − C−ij (xpij) ≥ −λ¯p (B.34)
Beweis. Der Beweis ist trivial, denn gerade so haben wir ja λ¯p gewa¨hlt.
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Der na¨chste Schritt ist nicht so einfach, denn wir mu¨ssen noch zeigen, dass wir keine
Kanten fern von h erzeugen.
Behauptung 2
In jeder Iteration p erzeugen wir keine neue Kante fern von h und mindestens eine neue
Kante nah zu h.
Beweis. Wir zeigen zuna¨chst, dass, falls (ij) ∈ A(N) zu den positiv nahen Kanten P
(bzw. den negativ nahen Kanten N) geho¨rt, dies auch nach der Iteration der Fall ist.
Betrachten wir dazu eine positiv nahe Kante (ij) ∈ A(N) (der Beweis fu¨r eine negativ
nahe Kanten ist analog). Nun ko¨nnte (ij) nur dann positiv nah werden, falls C+ij (xij)
fallen wu¨rde und damit (ij) ∈ Bp−1 gelten mu¨sste. Dann ist aber (ij) negativ fern von h
bei Iteration (p−1) (also −C−ij (xp−1ij ) < −hij− λ¯
p−1
2
), da wir ja nur negativ ferne Elemente
in Bp−1 haben.
Wir wissen, dass λ¯p−1 = max(ij)∈A(N){C−ij (xp−1ij )−hij} gilt. Die Flusserho¨hung wa¨hlen wir










ij) ≥ hij (B.35)
= C−ij (x
p−1
ij )− (C−ij (xp−1ij )− hij) (B.36)









Damit ist (ij) nicht positiv fern von h nach Iteration p.
Wir wollen nun zeigen, dass in der Iteration p mindestens eine neue Kante nah zu h wird.
Hierbei gilt wieder aufgrund der minimalen Erho¨hung des Flusses, dass fu¨r mindestens
eine Kante (ij) ∈ A gilt C+ij (xpij) = hij oder fu¨r mindestens eine Kante (ij) ∈ B gilt
C−ij (x
p
ij) = hij. Betrachten wir den Fall (ij) ∈ A. Der Fall (ij) ∈ B ist analog. In diesem
Fall gilt C+ij − hij = 0 und damit natu¨rlich auch C+ij (xpij)− hij > − λ¯2 . Damit ist (ij) nah
zu h.
Wir ko¨nnen natu¨rlich nicht mehr ferne Kreise ’canceln’ als Kanten verfu¨gbar sind. Es
kann damit nur m solche Iterationen geben.
Wir wollen spa¨ter darauf zuru¨ckkommen, wie wir ferne Kreise auf einem Netzwerk
bestimmen. Wir wollen nun zuna¨chst zur Tighten-Phase kommen.
Hier nehmen wir eine Anleihe aus den
”
inneren Punkt Methoden“ der linearen Program-
mierung [62, S. 190-194]. Wir suchen eine
”
Richtung zur Optimalita¨t“. Wir definieren
zuna¨chst:
Definition B.9 (ausreichend verbessernde Richtung). Einen Vektor d ∈ R|A(N)| mit ei-
nem Flussnetzwerk N nennen wir eine ausreichend verbessernde Richtung, falls folgende
Bedingungen erfu¨llt sind:
• d ist ein ganzzahliger Vektor in L⊥
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• fu¨r alle Kanten (ij) ∈ A(N) gilt |dij| ≤ m− 1
• fu¨r alle Kanten (ij) ∈ P far gilt dij ≥ 1
• fu¨r alle Kanten (ij) ∈ N far gilt dij ≤ −1
Lemma B.10 (ausreichend verbessernde Richtung). Ist d eine ausreichend verbessernde











λ¯. Ferner ist λ¯′ wieder eine obere Grenze fu¨r λ(x′) mit h′.
Beweis. Wir verwenden im Beweis die Charakteristika (i)-(iv) aus der Definition.
Mit (i) gilt h′ ∈ L⊥.
Zeigen wir nun mit (ii) - (iv), dass λ¯′ wieder eine obere Grenze fu¨r λ(x′) mit h′ ist.
Zuna¨chst betrachten wir Kanten (ij), die nicht positiv fern von h sind. Dann gilt:



















Da (ij) nicht positiv fern von h ist, gilt C+ij (xij) + hij ≥ − λ¯2 . Damit erfu¨llen die Kanten
(ij) ∈ A(N), die nicht positiv fern von h sind, die Bedingung C+ij (xij)+hij ≥ −λ¯ aus dem
MMCM-Lemma. Man kann dies analog fu¨r die Kanten (ij) ∈ A(N), die nicht negativ fern
von h sind und die Bedingung −hij − C−ij (xij) ≥ −λ¯ aus dem MMCM Lemma zeigen.
Betrachten wir nun also noch die u¨brigen Fa¨lle. Sei (ij) ∈ P far, dann gilt:












Damit erfu¨llen auch die Kanten (ij) ∈ P far die erste Bedingung aus dem MMCM-Lemma.
Den Fall (ij) ∈ N far kann man wieder analog behandeln.
Wir haben damit gezeigt, dass mit einer
”
ausreichend verbessernde Richtung“ die dua-
le Lo¨sung verbessert werden kann. Wir wollen nun etwas genauer darauf eingehen, wie
wir eine ausreichend verbessernde Richtung bestimmen ko¨nnen.
Wir notieren dazu zuna¨chst, was wir in einer Cancel-Phase tun, etwas anders. Wir bestim-
men einen Kreis nur aus fernen Kanten. Dieser muss eine Lo¨sung z minimalen Tra¨gers
des folgenden Ungleichungssystems sein:
Ez = 0 (B.45)
zij ≥ 0 fu¨r (ij) ∈ P far (B.46)
zij ≤ 0 fu¨r (ij) ∈ N far (B.47)
zij = 0 fu¨r (ij) ∈ Cl (B.48)
ANHANG B. CANCEL-AND-TIGHTEN METHOD 162
Die Anleihen aus der linearen Programmierung ko¨nnen wir nun noch etwas weiter treiben,
indem wir Farkas’ Lemma [48] benutzen (siehe auch [62, S. 89-90]).
Lemma B.11. Eine Kante (̂ij) ∈ P far∪N far ist in keinem fernen Kreis enthalten, genau
dann wenn es einen Co-Kreis ξ˜ ∈ L⊥ mit ξ˜
(̂ij)
6= 0 gibt, so dass ξ˜ ≥ 0 fu¨r alle (ij) ∈ P far
und ξ˜ij ≤ 0 fu¨r alle (ij) ∈ N far.
Beweis. Wir wenden Farkas’ Lemma auf unser vorheriges Ungleichungssystem an, wobei
wir zusa¨tzlich zîj 6= 0 fordern. Dann ist (̂ij) genau dann nicht in einem fernen Kreis, falls
ein Vektor ξ = yTE existiert, so dass:
ξij ≥ 0 ∀(ij) ∈ P far (B.49)
ξij ≤ 0 ∀(ij) ∈ N far (B.50)
ξîj 6= 0 (B.51)
Hat nun dieses Ungleichungssystem eine Lo¨sung in L⊥, so ist die Lo¨sung offensichtlich ein
Co-Kreis ξ˜.
Umgekehrt erfu¨llt jedes ξ˜ auch das Ungleichungssystem und beweist damit wieder mit
Farkas’ Lemma, dass kein ferner Kreis (̂ij) enthalten kann.
Um nun eine ausreichend verbessernde Richtung zu bestimmen, bestimmen wir eine
Teilmenge Bfar von P far ∪N far, so dass die Menge
{ξ˜lk | ξ˜lk ist ein Co-Kreis und entha¨lt eine Kante
(lk) ∈ Bfar , die in keinem fernen Kreis ist} (B.52)
eine Basis von
{ξ˜lk | ξ˜lk ist ein Co-Kreis und entha¨lt eine Kante
(lk) ∈ (N far ∪ P far) , die in keinem fernen Kreis ist} (B.53)




Wir mu¨ssen nun natu¨rlich noch zeigen, dass d auch wirklich eine ausreichend verbessernde
Richtung ist.
Lemma B.12. Das wie obig berechnete d ist eine ausreichend verbessernde Richtung.
Beweis. Wir beweisen, dass die verschiedenen Annahmen in der Definition einer ausrei-
chend verbessernden Richtung, zutreffen.
d ist die Summe von Inzidenzvektoren von Co-Kreisen und erfu¨llt damit sicherlich (i).
Bfar ist die Basis eines Untervektorraums von L⊥. Maximal kann Bfar also m − 1 Ele-
mente enthalten (die Dimension von L⊥). Damit gilt sicherlich auch |dij| ≤ m− 1, da ein
Inzidenzvektor nur Eintra¨ge {0,±1} besitzt. Damit haben wir (ii).
Betrachten wir nun eine Kante (ij) ∈ (P far∪N far). Mit dem vorherigen Lemma gilt ξ˜lkij ≥
0 fu¨r (ij) ∈ P far und ξ˜lkij ≤ 0 fu¨r (ij) ∈ N far. Da wir die Menge der {ξ˜lk : (lk) ∈ Bfar}
als Basis von {ξ˜lk : (lk) ∈ (P far ∪N far)} definiert hatten und d als Summe geschrieben
hatten, gilt damit auch dij ≥ 0 fu¨r (ij) ∈ P far und dij ≤ 0 fu¨r (ij) ∈ N far und damit (iii)
und (iv).
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B.3 Implementierung der Methode
Bisher haben wir vor allem u¨ber den Nutzen von fernen Kreisen gesprochen. Wir wollen
nun zumindest andeuten, wie wir ferne Kreise auch finden ko¨nnen.
Wir definieren uns dafu¨r zuna¨chst mit den Kanten von P far und den gedrehten Kanten von
N far einen sogenannten Ferngraphen. Ferne Kreise entsprechen dann gerade den Kreisen
auf diesem Ferngraphen. Wir drehen hierbei die Kanten aus N far um, damit auch alle
Kanten im Kreis die gleiche Richtung besitzen, ganz analog zum Balanced Out-of-Kilter
Algorithmus.
Die Idee ist nun mit einer Tiefensuche den Ferngraphen zu untersuchen. Hierbei geht die
Suche nur entlang von Kanten des Ferngraphen. Wird ein neuer Knoten gefunden wird
dieser mit einer fortlaufenden Markierung li, i ∈ N versehen. Wird ein besuchter Knoten
erneut gefunden, so haben wir einen fernen Kreis gefunden.
Zur Berechnung der Kreise haben Sleator und Tarjan [64] eine spezielle Datenstruktur
fu¨r Ba¨ume entwickelt (dynamic trees). Mit dieser Datenstruktur haben Goldberg und
Tarjan [31, S. 881] einen Algorithmus entwickelt, der das Auffinden eines Kreises und
die Flusserho¨hung in O(log n) erreicht. Mit dem Far-Cycle-Lemma hat die Cancel-Phase
damit eine Gesamtkomplexita¨t von O(m log n).
Die Tighten Phase kann man mit den Markierungen sogar noch schneller implementieren.
Wir betrachten die Markierungen im nach der Cancel-Phase verbleibenden Graphen. Wir
definieren ∆lij := lj − li. Dann gilt −(m − 1) ≤ ∆lij ≤ m − 1. Da die Knoten in den
fernen Kreisen jeweils in Richtung der positiven Kanten (die negativen hatten wir gedreht)
durchsucht werden, gilt sogar ∆lij ≥ 0 fu¨r (ij) ∈ P far und ∆ij ≤ 0 fu¨r (ij) ∈ N far. Die
∆lij ’s sind damit die Eintra¨ge einer ausreichend verbessernden Richtung [31, S.881-882].
Damit kann die Tighten-Phase sogar in O(n) Zeit beendet werden.
Wir erhalten damit fu¨r Cancel- und Tighten-Phase eine Gesamtlaufzeit von O(m log n).
B.4 Ganzzahlige Lo¨sungen
Bisher haben wir noch die Ganzzahligkeitbedingung vernachla¨ssigt. Dies wollen wir nun
nachholen und damit die Beschreibung des Algorithmus komplettieren.









aus unserer Betrachtung konvexer Kosten fu¨r den primal-dualen Algorithmus. Diese Kos-
tenfunktion vera¨ndert gema¨ß unserer Annahme im primal-dualen Algorithmus ihre Stei-
gung jeweils bei ganzzahligen Werten. Da wir im Algorithmus den Fluss jeweils so erho¨hen,
dass wir uns auch dual verbessern, muss folglich jede Flusserho¨hung gro¨ßer als 1 sein,
wenn der Fluss ganzzahlig ist, denn ansonsten sind wir optimal. Da wir aber nur minimal
erho¨hen, erho¨hen wir auch den Fluss folglich immer nur ganzzahlig und erhalten damit
nach jedem Erho¨hungsschritt eine ganzzahlige Lo¨sung [38, S. 1262].
Ferner haben wir gezeigt, dass eine ganzzahlige Lo¨sung des Problems mit der lineari-
sierten Kostenfunktion auch die optimale, ganzzahlige Lo¨sung mit der urspru¨nglichen
Kostenfunktion darstellt. Wir ko¨nnen damit o.B.d.A. die obige linearisierte Kostenfunk-
tion verwenden.
Unser erster Ansatz um nun das Problem mit der linearisierten Kostenfunktion zu lo¨sen
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mag dabei zuna¨chst widersinnig anmuten, wir werden aber sehen, dass wir diesen in der
Tat sinnvoll verwenden ko¨nnen.
Wir wollen na¨mlich annehmen, es gelte ckij ∈ Z ∀(ij) ∈ A(N) ∀k ∈ {1, · · · , pij}. Wir
beweisen nun das folgende wichtige Lemma fu¨r diesen Fall:
Lemma B.13. Wir nehmen an, unser Problem habe eine linearisierte Kostenfunktion
mit ganzzahligen Steigungen ckij wie in obiger Diskussion. Gilt dann λ¯ <
1
n
, so ist die
Lo¨sung die exakte optimale Lo¨sung.
Beweis. Sei h ∈ L⊥ ein dualer Vektor und λ¯ = < h, x > < 1
n
. Dann gilt mit dem MMCM
Lemma, dass die reduzierten Kosten fu¨r jede Kante in einem fernen Kreis minimal − 1
n
sein ko¨nnen. Damit gilt aber:




c(x, F ) muss aber eine ganze Zahl sein, denn die reduzierten Kosten sind nach Annahme
u¨ber die Kostenfunktion immer ganzzahlig. Damit gilt also c(x, F ) ≥ 0 und damit ist die
Lo¨sung optimal.
Betrachten wir nun noch kurz die Laufzeit des Algorithmus. Mit dem Lemma u¨ber
die ausreichend verbessernde Richtung wissen wir, dass wir in jedem Tighten-Schritt eine
neue obere Grenze der reduzierten Kosten λ¯′ = (1 − 1
2m
)λ¯ erreichen. Betrachten wir die
maximalen Kosten C einer Kante, so gilt auch C+ij (xij) ≤ C. Anfangs ko¨nnen wir, da wir
positive ckij’s angenommen hatten hij = 0 wa¨hlen. Damit erhalten wir λ¯ ≤ C. Wir ko¨nnen




























) ≤ log(nC) (B.59)
Damit erhalten wir eine Laufzeit des Algorithmus von O(m log(n) log(nC)).
Nun haben wir aber keine ganzzahligen ckij’s, sondern wir haben eine linearisierte Kosten-
funktion, bei der jeweils die U¨berga¨nge zwischen verschiedenen Steigungen bei ganzzah-
ligen Werten liegen.
Die Lo¨sung des Problems liegt in unseren vorherigen Betrachtungen zur Dualita¨t im Ba-
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Interessant ist nun zu betrachten, welche Eigenschaften Gij(hij) besitzt, wenn Cij(xij)
stu¨ckweise linear ist. Im Balanced Relaxation Algorithmus hatten wir gezeigt, dass Gij




Ist also Cij(xij) stu¨ckweise linear, so muss es Gij(hij) auch sein.
Da Gij(hij) aber nur eine Funktion von hij ist, mu¨ssen die Steigungen der Geradenstu¨cke
von Gij(hij) gerade den Abszissenwerten entsprechen, bei denen Cij(xij) seine Steigung
a¨ndert [38, S. 1271]. Damit ist das duale Problem gerade ein Problem, dass wir aufgrund
des obigen Lemmas mit der Cancel and Tighten Methode behandeln ko¨nnen. Die maxi-
malen Kosten im dualen Problem entsprechen gerade der maximalen Kapazita¨t im Aus-
gangsproblem und wir erhalten die optimale Lo¨sung in einer LaufzeitO(m log(n) log(nU)).
B.5 Ideen fu¨r einen Algorithmus auf schiefsymmetri-
schen Netzwerken
Um den Balanced Cancel and Tighten Algorithmus fu¨r schiefsymmetrische Netzwerke ver-
wenden zu ko¨nnen, mu¨ssen wir offensichtlich den Cancel-Schritt und den Tighten-Schritt
symmetrisieren.
Im Cancel-Schritt mu¨ssen wir dazu gu¨ltige Kreise finden. Hierzu mu¨sste der Algorithmus
von Goldberg und Tarjan zum Auffinden ferner Kreise so vera¨ndert werden, dass gu¨ltige
Kreise gefunden werden. Es ist hierbei zu kla¨ren, in wie weit die Datenstruktur der dy-
namic trees dies erlaubt. Die Mo¨glichkeit zur Suche gu¨ltiger Kreise auf dem Ferngraphen
ergibt sich hierbei wieder aus dem Balanced Decomposition Satz.
Haben wir eine effiziente symmetrische Cancel-Phase implementiert, so ist die Tighten-
Phase einfach zu symmetrisieren, da die Markierungen ∆lij dann bereits symmetrisch sein
mu¨ssen.
Insgesamt glaubt der Autor, dass eine symmetrische Implementierung der Cancel and
Tighten Methode auf schiefsymmetrischen Netzwerken mo¨glich ist und eine a¨hnliche Kom-
plexita¨t wie fu¨r den Fall
”
normaler“ Netzwerke erreicht werden kann.
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