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1. Introduction
Multilinear Algebra is a very important area of mathematics with not only numerous theoretical
developments, but also a countless applications to practical problems. As a research area, Multilinear
Algebra ismaturing rapidlywithmany deep results that have been discovered over the last decades. In
the latter part of the 20th century a number of mathematicians realized good features and significant
achievements in this area of mathematics. In Portugal, the study of Multilinear Algebra started thirty
years ago with the work of de Oliveira and Dias da Silva on the problem of finding conditions for
equality of two nonzero decomposable symmetrized tensors. Later, other authors like Merris, Pate,
Fonseca, Duffner, Purificação Coelho, Gamas and others worked on different problems of Multilinear
Algebra, often with significant impact. The work developed in the last decades by this group can be
partitioned into two branches: the study of symmetry class of tensors, and the study of generalized
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matrix functions. Themain purpose of this paper is to summarize themost important results obtained
by the Portuguese school of mathematics on Multilinear Algebra, and to survey the current state of
knowledgeon thedifferentproblems.Wehope thispresentationwill help to stimulate further research.
Let F denote an arbitrary field. For an m-dimensional vector space V over F, we denote by
⊗n V
its nth tensor power of V . Let Sn denote the symmetric group of degree n. If σ ∈ Sn, thenP(σ ) is the
unique linear operator on
⊗n V satisfying
P(σ )(x1 ⊗ · · · ⊗ xn) = xσ−1(1) ⊗ · · · ⊗ xσ−1(n),
for all x1, . . . , xn ∈ V .
For each subgroup G of Sn and each irreducible F-character of G, χ , we define the symmetrizer
associated with χ and G as the linear operator
T(G, χ) = χ(id)|G|
∑
σ∈G
χ(σ)P(σ ).
The range of T(G, χ) is called the symmetry class of tensors associatedwithG andχ and is denoted
by Vχ (G). The image by T(G, χ) of the decomposable tensor x1 ⊗ · · · ⊗ xn, where x1, . . . , xn ∈ V , is
called the decomposable symmetrized tensor or decomposable element of Vχ (G), and is denoted by
T(G, χ)(x1 ⊗ · · · ⊗ xn).
The study of decomposable elements of Vχ (G) is an important topic in Multilinear Algebra since
the knowledge of their proprieties is necessary to the understanding of symmetry classes of tensors.
Thus, in Section 3 we describe the results stated by Portuguese linear algebraists on the topic of the
“vanishing problem". This problem asks conditions on the vectors x1, . . . , xn ∈ V that characterize
the annulment
T(G, χ)(x1 ⊗ · · · ⊗ xn) = 0.
In Section 4 we describe the results stated on the topic of the “equality problem". This problem asks
conditions on the vectors x1, . . . , xn, y1, . . . , yn ∈ V such that
T(G, χ)(x1 ⊗ · · · ⊗ xn) = T(G, χ)(y1 ⊗ · · · ⊗ yn).
LetMn(F) denote the set of n × nmatrices over F.
IfX = [xij] ∈ Mn(F) and c is a function fromG intoF, dGc (X) denotes the generalized Schur function
dGc (X) =
∑
σ∈G
c(σ )
n∏
i=1
xiσ(i).
If c is the signal function from Sn into F (denoted by  and called the alternating character of Sn) then
the generalized Schur function dSn is the determinant (denoted by det). If c is the function from Sn
into F such that c(σ ) = 1, ∀σ ∈ Sn (denoted by 1 and called the principal character of Sn) then the
generalized Schur function d
Sn
1 is the permanent function (denoted by per).
As consequence of some results ofMarcus and Cholett [30–32], de Oliveira and Dias da Silva proved
in [40] the following theorem [40, Theorems 1.1 and 1.2]:
Theorem 1.1. Let χ be an irreducible F-character of Sn. Let x1, . . . , xn be linearly independent vectors of
V and y1, . . . , yn be arbitrary vectors of V. Then
T(Sn, χ)(x1 ⊗ · · · ⊗ xn) = T(Sn, χ)(y1 ⊗ · · · ⊗ yn)
if and only if there is a matrix B = [bij] ∈ Mn(F) such that
yi =
n∑
j=1
bijxj, i = 1, . . . , n,
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dSnχ (BZ) = dSnχ (Z), for every Z ∈ Mn(F).
Let x1, . . . , xn ∈ V . The subspace, of V , generated by x1, . . . , xn is denoted by 〈x1, . . . , xn〉.
In [39] de Oliveira et al. proved the following result:
Theorem 1.2. Let χ be an irreducible F-character of Sn. Let x1, . . . , xn ∈ V and {e1, . . . , er} be a basis
of 〈x1, . . . , xn〉. Then
T(Sn, χ)(x1 ⊗ · · · ⊗ xn) = 0
if and only if there is a matrix B = [bij] ∈ Mn,r(F) such that
xi =
n∑
j=1
bijej, i = 1, . . . , n,
and
dSnχ (BZ) = 0, for every Z ∈ Mr,n(F).
These results suggested to the linear algebraists a new area of problems in the study of generalized
Schur functions. In the work developed by several algebraists, two problems are particularly relevant
and have been challenging for many years. One of these problems is the “preserving problem" that
asks characterizations on the linear transformations T onH (i.e., fromH intoH), whereH is a subspace
ofMn(F), satisfying
dGc (T(A)) = dGc (A), for every A ∈ H.
The results obtained by Portuguese algebraists on this problem are the focus of Section 5. The
computation of the permanent of a square matrix A of “big" order is, in general, a very hard task.
This fact lead to the idea of assigning plus or minus to the entries of A in order to transform the
computation of the permanent into the computation of the determinant of the assigned A. Connected
with this problem appears the “converting problem", this is, the study of the linear transformations T
onH satisfying
dGc1(T(A)) = dGc2(A), for every A ∈ H,
where c1 and c2 are different functions from G into F. In Section 6, we describe the results obtained
by algebraists on “converting problem".
As we said, the study of decomposable tensor of Vχ (G), where χ is an irreducible F-character of
G, is very important. So, the solution of the “decomposability problem", that asks conditions on the
vector z ∈ Vχ (G) that characterize if z is a decomposable symmetrizer tensor or not, is a big challenge.
Section 7 deals with this problem.
Suppose thatV is an innerproduct space. Let {e1, . . . , em}beabasis ofV . The set of allmapping from{1, . . . n} into {1, . . . ,m} is denoted by n,m. If α ∈ n,m we denote by e⊗α the decomposable tensor
eα(1)⊗· · ·⊗eα(n) andwedenote by e∗α the decomposable tensor ofVχ (G), T(G, χ)(eα(1)⊗· · ·⊗eα(n)).
It is well known that if {e1, . . . , em} is an orthogonal basis of V then {e⊗α : α ∈ n,m} is an orthogonal
basis of
⊗n V . Therefore, {e∗α : α ∈ n,m} spans the symmetry class of tensors Vχ (G). An orthogonal
basis of Vχ (G) extracted from {e∗α : α ∈ n,m} is called a special basis of Vχ (G). The “orthogonality
problem" asks for conditions on χ that ensures the existence of a special basis of Vχ (G). This problem
will be the central topic of Section 8.
2. Preliminaries
Let n be a positive integer. A partition of n is a sequence of nonnegative integers α = (α1, . . . , αt)
satisfying
α1  α2  · · ·  αt
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and
t∑
i=1
αi = n.
If α = (α1, . . . , αt) is a partition of n and αt > 0 we say that t is the length of α (i.e., the length
of α is the greatest k such that αk > 0).
The α1 tuple α
′ = (α′1, . . . , α′α1) defined by
α′i = |{j : αj  i}|, i = 1, . . . , α1,
is also a partition of n called the conjugate partition of α.
It iswell known [25], that thepartitions of degreen correspond in a one to oneway to the irreducible
characters of Sn. Let χ be an irreducible character of Sn. The partition associated with χ by the above
referred correspondence will be denoted by αχ . We denote by χ
′ the irreducible character of Sn
associated to the partition (αχ )
′. If αχ = (αχ )′ then we say that the character χ is self-associated.
If α = (α1, . . . , αt) and β = (β1, . . . , βk) are two partitions of n, we say that α dominates β and
we write α  β if
j∑
i=1
αi 
j∑
i=1
βi, j = 1, . . . ,max{t, k}.
It is well known that if α and β are two partitions of n then, α  β if and only if β ′  α′.
Let μ = (μ1, . . . , μs) be a partition of n. We denote by Pμ the collection of set partitions N =
(N1, . . . ,Ns) of {1, . . . , n} satisfying |Ni| = μi, for all i = 1, . . . , s.
Letα ∈ n,m. Themultiplicity partition ofα, usually denoted byM(α), is the partition of n obtained
by reordering in decreasing way them-tuple
(|α−1(1)|, . . . , |α−1(m)|).
Let S be a nonempty finite set with cardinality n. Let M = (S, I(M)) be a matroid on S (about
matroid theory see [42] or [52]). An element x ∈ S is a coloop ofM if x belongs to every basis ofM and
an element x ∈ S is a loop ofM if x does not belong to any basis ofM. All matroids considered in this
paper are matroids without loops. The collection of subsets of S
{I1 ∪ · · · ∪ Ik : Ii ∈ I(M), i = 1, . . . , k}
is the set of independent sets of a matroid on S, called the kth power ofM. We denote this matroid by
M(k) [52, p. 121]. The rank of M(k) is denoted by ρk(M) or ρk . By convention ρ0(M) = ρ0 = 0. It is
known, [12], that the sequence
ρ(M) = (ρ1 − ρ0, . . . , ρn − ρn−1)
is a partition of n. This sequence is called the rank partition of M and it has been studied in several
papers, for instance in [12].
Let V be a vector space over an arbitrary field F of characteristic zero. Let X = (x1, . . . , xn) be a
family (i.e., a list) of vectors of V . We say that thematroidM on S = {1, . . . , n} is the vectorial matroid
of X = (x1, . . . , xn) if α ⊆ S = {1, . . . , n} is independent in M if and only if (xi : i ∈ α) is linearly
independent in V . We denote this matroid byM(x1, . . . , xn) or simply byM. The rank partition of this
matroid is denoted by ρ(x1, . . . , xn).
Let χ be an irreducible complex character of G, where G is a subgroup of Sn (we denote by C the
complex field and if x ∈ Cwe denote by x the complex conjugate of x). Assume that V has dimension
greater than or equal to n. Let rs be the largest integer less than n satisfying
T(G, χ)(x1 ⊗ · · · ⊗ xn) = 0 whenever ρs(M(x1, . . . , xn))  rs.
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Dias da Silva and Fonseca [14] proved that, under our assumptions, rs does not depend on the vector
space V . This integer was called the sth index of χ . In [14], the authors also proved that the sequence
(r1 + 1, r2 − r1, . . . , rn − rn−1)
is a partition of n. The conjugate partition of this partition, is denoted by MP(χ) and is called the
multilinearity partition of χ . Moreover, the authors of [14] proved that if χ is an irreducible character
of Sn thenMP(χ) = αχ .
In general it is not easy to compute multilinearity partitions. In [19], Fonseca proved the following
result:
Theorem 2.1 [19]. Let G and G′ be subgroups of Sn with G subgroup of G′. Letχ be an irreducible character
of G. Then MP(χ) is the least upper bound (with respect of majorization) of the set
{MP(λ) : λ is an irreducible character of G′, ∑
π∈G
χ(π)λ(π) = 0}.
Another way to compute multilinearity partitions appeared in [11].
The n× nmatrix whose (i, j) entry is equal to 1 and remaining entries are 0 will be denoted by Eij .
Let π ∈ Sn, we denote by P(π) the n × n permutation matrix whose (i, j) entry is P(π)ij = δiπ(j),
i, j ∈ {1, . . . , n}.
Let C = [cij] and H = [hij] be n× nmatrices over F. The Hadamard product C.H is defined by the
matrix Y = [yij] such that
yij = cijhij, i, j ∈ {1, . . . , n}.
3. Vanishing problem
In this and the next sectionwe assume that V is a finite dimension vector space over the fieldC. The
first important result on this problemwas obtained byMerris in [37], and it is a necessary and sufficient
condition for the vanishing of decomposable symmetrized tensors of the form T(Sn, χ)(eα(1) ⊗· · ·⊗
eα(n)), where {e1, . . . , em} is a basis of V , α ∈ n,m and χ is an irreducible character of Sn. This result
was generalized by Gamas in [21] and was reformulated by Dias da Silva in [12].
Theorem 3.1 [12]. Let χ be an irreducible character of Sn and x1, . . . , xn be nonzero vectors of V. Then,
T(Sn, χ)(x1 ⊗ · · · ⊗ xn) = 0
if and only if ρ(x1, . . . , xn)  (αχ )′.
At the same time, Pate [43] solved the same problem of Theorem 3.1 not stated within the context
of matroid theory.
Dias da Silva and Fonseca were able to obtain a generalization of Theorem 3.1 using the notion of
multilinearity partition.
Theorem 3.2 [13]. Let G be a subgroup of Sn,χ be an irreducible character of G and x1, . . . , xn be nonzero
vectors of V. Then,
∃σ ∈ Sn : T(G, χ)(xσ(1) ⊗ · · · ⊗ xσ(n)) = 0
if and only if
∃θ ∈
⎧⎨
⎩λ : λ is an irreducible character of Sn,
∑
π∈G
χ(π)λ(π) = 0
⎫⎬
⎭ : ρ(x1, . . . , xn)  (αθ )′.
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As consequence of this theorem we obtain the following result:
Corollary 3.3. Let G a subgroup of Sn,χ be an irreducible character of G and x1, . . . , xn be nonzero vectors
of V.
If T(G, χ)(x1 ⊗ · · · ⊗ xn) = 0 then ρ(x1, . . . , xn)  MP(χ)′.
In [19] we can see an example that enables us to conclude that the converse of Corollary 3.3 does
not hold in general.
4. Equality problem
Thefirst necessary and sufficient condition for equality of twononzero decomposable symmetrized
tensors was achieved by Dias da Silva, in [10]. In this result, the group was Sn and each decomposable
symmetrized tensor had rank partition equal to the conjugate partition of the irreducible character
of Sn. Continuing the assumption that the group was Sn, in [8], the same author stated a necessary
condition for the equality of two nonzero decomposable symmetrized tensors, without any constraint
either on the tensors nor on the character. This condition is the first statement of the next theorem,
and it was crucial in the further developments on this problem. In [6] these results were partially
generalized without any constraint on the nonzero decomposable symmetrized tensors, but with the
condition that the irreducible character of Sn was of the form (p, . . . , p). Finally, using some results of
Algebraic Geometry, in [7] Dias da Silva and da Cruz solved completely this problem for Sn.
Definition 4.1. Letμ = (μ1, . . . , μs) be a partition of n,N = (N1, . . . ,Ns) ∈ Pμ and (x1, . . . , xn) be
a family of nonzero vectors of V . We say that a collection C = (C1, . . . , Cs), (Cj = {xi : i ∈ Nj})j=1,...,s
of subfamilies of (x1, . . . , xn), is aμ-coloring of (x1, . . . , xn) if Ci is linearly independent, i = 1, . . . , s.
In these conditions, we say that (N1, . . . ,Ns) is the support of the μ-coloring C = (C1, . . . , Cs).
Notation 4.2. Let (x1, . . . , xn) and (y1, . . . , yn) be linearly independent families (i.e., lists) of vectors
of V that span the same subspace. If yi = ∑nj=1 aijxj, i = 1, . . . , n, the n× nmatrix [aij] is denoted by
M[y1, . . . , yn|x1, . . . , xn].
Let (x1, . . . , xn) and (y1, . . . , yn) be families (i.e., lists) of vectors of V ,  = {i1, . . . , ir} and  ={j1, . . . , jr} be subsets of {1, . . . , n} of cardinality r. Assume that (xi)i∈ is linearly independent, and〈xi : i ∈ 〉 = 〈yi : i ∈ 〉. We denote the r × r matrixM[yj1 , . . . , yjr |xi1 , . . . , xir ] by
M[y1, . . . , yn|x1, . . . , xn][|].
Notation 4.3. Let αχ = (χ1, . . . , χt) be a partition of n with length t. Let r be the cardinality of the
set {χ ′1, . . . , χ ′χ1} and let i1, . . . , ir ∈ {1, . . . , χ1} satisfying
χ ′1 = χ ′i1 > · · · > χ ′ir = χ ′χ1 .
For each s ∈ {1, . . . r} let
s = {j : χ ′j = χ ′is}
and
Ss = {σ ∈ Sn : σ(i) = i, i ∈ s}.
We denote by Sχ ′ the subgroup of Sχ1
Sχ ′ = S1 × · · · × Sr ,
where × denotes the direct product.
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Theorem 4.4 [7]. Let (x1, . . . , xn) and (y1, . . . , yn) be families (i.e., lists) of nonzero vectors of V and χ
be an irreducible character of Sn such thatαχ = (χ1, . . . , χt) . Assume that T(Sn, χ)(x1⊗· · ·⊗xn) = 0.
Then,
T(Sn, χ)(x1 ⊗ · · · ⊗ xn) = T(Sn, χ)(y1 ⊗ · · · ⊗ yn)
if and only if the following conditions hold:
1. The set of supports of the χ ′-colorings of (x1, . . . , xn) is equal to the set of supports of the (αχ )′-
colorings of (y1, . . . , yn); and
2. If (1, . . . , χ1) is a support of a (αχ )
′-coloring of (x1, . . . , xn), then there exists σ ∈ Sχ ′ such
that
〈xi : i ∈ j〉 = 〈yi : i ∈ σ(j)〉, j = 1, . . . , χ1,
and
χ1∏
i=1
detM[y1, . . . , yn|x1, . . . , xn][σ(i)|i] = 1.
In an arbitrary symmetry class of tensors the equality problem remains unsolved, but some partial
resultswas establishedbyDias da Silva and Fonseca in [9,18], respectively.WhenV is a finite dimension
vector space over a field F, not only F = C, G is a subgroup of Sn and χ is an irreducible character of
G there are another results.
If U and W are supplementary subspaces of V (i.e., V = U ⊕ W) and Q is the projection on W
parallel to U, we define U,W the map such that
U,W (x) =
⎧⎨
⎩ x if x ∈ UQ(x) if x /∈ U .
Definition 4.5. Let (x1, . . . , xn) be a family (i.e., list) of nonzero vectors of V such that T(G, χ)(x1 ⊗· · · ⊗ xn) = 0 and U be a subspace of V . We say that U is conformal with T(G, χ)(x1 ⊗ · · · ⊗ xn) if
there exists a subspaceW of V supplementary to U such that
T(G, χ)(U,W (x1) ⊗ · · · ⊗ U,W (xm)) = 0.
Theorem4.6 [9]. Let (x1, . . . , xm) and (y1, . . . , ym) be families (i.e., lists) of nonzero vectors of V. Assume
that
T(G, χ)(x1 ⊗ · · · ⊗ xn) = T(G, χ)(y1 ⊗ · · · ⊗ yn) = 0
If U is conformal with T(G, χ)(x1 ⊗ · · · ⊗ xn) then for every subspace U′ of V supplementary to U,
|{i : xi ∈ U}| + |{i : yi ∈ U′}|  m,
and
|{i : xi ∈ U}|  |{i : yi ∈ U′}|.
Anecessary and sufficient condition for T(G, χ)(xσ(1)⊗· · ·⊗xσ(n)) = T(G, χ)(yσ(1)⊗· · ·⊗yσ(n))
holds for every σ ∈ Sm, in an arbitrary symmetry class of tensors, was proved in [18].
Theorem 4.7 [18]. Let G be a subgroup of Sn and χ be an irreducible character of G. Let (x1, . . . , xn) and
(y1, . . . , yn) be families (i.e., lists) of nonzero vectors of V. Then
T(G, χ)(xσ(1) ⊗ · · · ⊗ xσ(n)) = T(G, χ)(yσ(1) ⊗ · · · ⊗ yσ(n)),
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for every σ ∈ Sn if and only if
T(Sn, λ)(x1 ⊗ · · · ⊗ xn) = T(Sn, λ)(y1 ⊗ · · · ⊗ yn),
for all λ ∈ {θ : θ is an irreducible character of Sn,∑π∈G χ(π)θ(π) = 0}.
5. Preserving problem
Linear preserver problems consists of the characterization of all linear transformations, on sets of
matrices, that leave invariant some given property, function or equivalence relation defined on the set.
These linear transformations are called linear preservers.
When F is the complex field, the characterization of all linear transformations on Mn(C) that
preserve the value of the determinant was solved in [35,38] and the characterization of all linear
transformations on Mn(C) that preserve the value of the permanent was solved in [1,34]. In 1994,
[16], Duffner described the solution for the problem: characterization of all linear transformations T
onMn(C) satisfying
dSnχ (T(X)) = dSnχ (X), for every X ∈ Mn(C),
where χ is an irreducible C-character of Sn distinct from the alternating character and the principal
character.
First, Duffner proved that if T is a linear transformation on Mn(C) that preserves d
Sn
χ then T is
nonsingular, [16]. Next, using the characterization of the subset ofMn(C),
A =
{
A : deg dSnχ (xA + B)  1, ∀B ∈ Mn(C)
}
,
where deg dSnχ (xA + B) denotes the degree of the polynomial dSnχ (xA + B) (this set is a generalization
of the set defined in [34]), using the fact that if T is a linear transformation on Mn(C) that preserves
dSnχ then T(A) ⊆ A and, using Murnaghan–Nakayama rule (tool used for compute the value of the
character χ in each conjugate class of Sn), Duffner, [16], characterized the image of some particular
matrices of A and established the solution for this problem. In [51], the author studied this problem
and rewritten Duffner´s Theorem when n  4 and, χ is an irreducible C-character of Sn distinct
from the alternating character, the principal character and the (2, 2)-character (irreducible character
associated to the partition (2, 2)).
Theorem5.1 [51]. Letχ bean irreducibleC-character of Sn (n  4)distinct from thealternating character,
the principal character and the (2, 2)-character. Then, T is a linear transformation onMn(C) that preserves
dSnχ if and only if there are a permutation π ∈ Sn and a matrix C = [cij] ∈ Mm(C) satisfying
n∏
i=1
ciπ(i) = 1, whenever χ(π) = 0
and
T(X) = C.P(π)XP(π−1) or T(X) = C.P(π)XTP(π−1),
where. denotes the Hadamard product.
One standard direction that could be followed concerning the generalization of these results. This
direction asks what would be the characterizations of these preservers if instead of considering the
wholeMn(C)we deal with subsets ofMn(C). This directionwas followed in [49,50] for the symmetric
matrices.
Following the strategy used to prove Theorem 5.1, Purificação Coelho and Duffner described all
linear transformations on the set of n × n symmetric matrices over an arbitrary subfield, F, of the
complex numbers, Hn(F), that preserve d
Sn
χ , i.e., all linear transformations T on Hn(F) satisfying
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dSnχ (T(X)) = dSnχ (X), for every X ∈ Hn(F),
where χ is an irreducible C-character of Sn distinct from the alternating character and the principal
character. In this case, they considered the subsets of Hn(F),
A′ =
{
A : deg dSnχ (xA + B)  1, ∀B ∈ Hn(F)
}
,
A′′ = {A : deg dSnχ (xA + B)  2, ∀B ∈ Hn(F)}.
For this problem, they obtained similar results as for the problem withMn(C).
In [50] the author generalized a result of Lim and Hong, [28], and characterized all linear transfor-
mations on Hn(F) that preserve the permanent, where n  3 and F is a field with at least n elements
and characteristic different from2. In this case, Purificação Coelho considered the fieldK, an extension
of the field F, and defined the set Dn(F,K) (i.e, the set of all diagonal matrices D = [dij] ∈ Mn(K)
satisfying:
1. diidjj ∈ F, for all i, j ∈ {1, . . . , n}
2. per(D) ∈ {−1, 1}).
Again, following the strategy used to prove Theorem 5.1, Purificação Coelho obtained the following
result:
Theorem 5.2 [50]. Let n  3, suppose thatF is a field with at least n elements and whose characteristic is
different from 2 and letK be an algebraically closed extension ofF. If T is a linear transformation on Hn(F)
that preserves the permanent, then there is a permutation σ ∈ Sn and a matrix D ∈ Dn(F,K) such that
T(X) = DP(σ )XP(σ−1)D, for all X ∈ Hn(F). (1)
Conversely, ifσ ∈ Sn andD ∈ Dn(F,K), then the equality (1) defines a linear transformation onHn(F)
that preserves the permanent.
In [2], Cheung et al., considering the characters of degree 1 of G and using results proved in [26,27],
characterized multiplicative maps φ such that
F(φ(T)) = F(T)
for all transformations T on V , where V is a complex inner product space and F are various scalar or
set valued functions including the spectral radius, (decomposable) numerical radius, spectral norm,
spectrum, (decomposable) numerical range of T or K(T) (the induced operator of Vχ (G)). In particular,
using the set C(G, χ) = {A ∈ Mn(C) : dSnχ (AX) = dSnχ (XA) ∀X ∈ Mn(C)} (completely classified by
de Oliveira and Dias da Silva, [41]) they established the following theorem:
Theorem 5.3 [2]. Let H be the group of the invertible matrices in Mn(C) or the group of matrices in
Mn(C)with determinant 1. Assume that χ is an irreducibleC-character of degree 1 of G and d
G
χ is not the
determinant function. Let φ be a multiplicative map, φ : G → Mn(C). Then
dGχ (φ(X)) = dGχ (X), for all X ∈ G
if and only if there exists S ∈ C(G, χ) such that φ has the form X → S−1XS.
In [44], Purificação Coelho and Duffner generalized the characterization of the surjective maps
T : Mn(C) → Mn(C) which satisfy
det(T(A) + αT(B)) = det(A + αB), for all A, B ∈ Mn(C) and all α ∈ C, [15].
The authors of [15] proved that such maps must be linear and then they applied the result of
Frobenius [20], on linear preservers of determinant.
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In [44], for each irreducibleC-character χ of Sn, they considered the set
Aχ =
{
A : deg dSnχ (xA + B)  1, ∀B ∈ Mn(C)
}
and following the strategyused to prove Theorem5.1, they stated that ifχ is an irreducibleC-character
of Sn and T : Mn(C) → Mn(C) is a surjective map such that, for all A, B ∈ Mn(C) and all α ∈ C,
dSnχ (T(A) + αT(B)) = dSnχ (A + αB)
then T is linear [44, Theorem 2.1].
6. Converting problem
Linear preserver problems for generalized Schur functions are naturally connected with linear
converter problems for generalized Schur functions. Linear preserver problems consist on the charac-
terization of all linear transformations on Mn(F) that transform one generalized Schur function into
another, i.e., the characterization of all linear transformations T onMn(F) that verify
dGχ (T(A)) = dGλ(A) ∀A ∈ Mn(F)
where χ and λ are distinct irreducible F-characters of G. If T is a linear transformation onMn(F) that
verifies these equalities, we call T a (χ, λ)-converter.
This problem has been studied by Purificação Coelho and Duffner.
When F = C and G = Sn, the authors of [48] proved that if χ and λ are distinct irreducible
C-characters of Sn and T is a linear transformation on Mn(C) that converts d
Sn
χ into d
Sn
λ then T is
nonsingular. For each irreducibleC-character χ of Sn, the authors of [48] considered the set
Aχ = {A : deg dSnχ (xA + B)  1, ∀B ∈ Mn(C)}
and following the strategy used to prove Theorem 5.1, they stated that if n  3 and {αχ, αλ} =
{(3, 1), (2, 1, 1)} then there is no linear transformation T on Mn(C) that converts dSnχ into dSnλ , [48,
Theorem 2.1]. In [48], we can see a linear transformation T onM4(C) that converts d
S4
χ into d
S4
λ , when
αχ = (3, 1) and αλ = (2, 1, 1).
There are two standard directions that could be followed concerning the generalization of these
results. One wants to understand if the structure of the fieldC is important in the converter problem.
The second one asks what would are the converters for subsets ofMn(C).
Concerning the second of these directions, in [47] we can see subspaces ofMn(C) where the con-
version of one generalized Schur function into another is possible. These subspaces are the coordinate
subspaces,Mn(Tn), found for the conversion of the permanent into the determinant by Gibson around
1970 [23,22]:
1. for a square (0, 1)-matrix A (i.e., the entries of A are equal to 0 or to 1) of order n define
Mn(A) = {A.X : X ∈ Mn(C)}
where. denotes the Hadamard product of matrices;
2. let Tn = [tij] be the (0, 1)-matrix of order n, with tij = 0 if and only if i + 1 < j.
Let A be a (0, 1)-matrix of order n, we say that the coordinate subspace Mn(A) is a (χ, χ
′)-
convertible subspace if there exists a square (1,−1)-matrix C (i.e., the entries of C are equal to 1
or to −1) of order n, such that
dSnχ (X) = dSnχ ′(C.X), for all X ∈ Mn(A).
In these conditions we say that C is a (χ, χ ′)-converter onMn(A).
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A (χ, χ ′)-convertible subspace Mn(A) is called an extremal (χ, χ ′)-convertible subspace, if re-
placing any one of the zero entries of A by 1 yields a (χ, χ ′)-inconvertible subspace.
From the results proved in [23,22], we can conclude that if χ is the principal character of Sn then
Mn(Tn) is an extremal (χ, χ
′)-convertible subspace. Purificação Coelho and Duffner, [47], concluded
that, for any irreducible C-character of Sn, the subspace Mn(Tn) is (χ, χ
′)-convertible. Moreover, for
n  5 and χ a nonlinear character of Sn (χ different from the principal character or the alternating
character) such that χ(σ) = 0, whenever σ is a transposition or a cycle of length three, they stated
some sufficient conditions for Mn(Tn) to be an extremal (χ, χ
′)-convertible subspace [47, Theorem
2.2]. They showed that
1. (see [47, Remark 5.2]) for n = 6 and αχ = (4, 1, 1) or αχ = (3, 1, 1, 1), M6(T6) is not an
extremal (χ, χ ′)-convertible subspace.
2. (see [47, Theorems 2.1 and 2.3]) under some conditions on the character χ and on i, j ∈
{1, . . . , n},Mn(Tn + Eij) is not a (χ, χ ′)-convertible subspace.
The main idea for obtaining these results was to use Murnaghan–Nakayama rule to show that if C
is a (χ, χ ′)-converter ofMn(A) then we must have for all π ∈ S = {σ ∈ Sn : χ(σ)∏ni=1 aiσ(i) = 0}
n∏
i=1
ciπ(i) =
⎧⎨
⎩ 1 if π is a cycle of odd length−1 if π is a cycle of even length.
So, they admitted the existence of a (χ, χ ′)-converter C and choose conveniently permutations in
S, in order to get a contradiction via last equations.
Combining the two directions concerning the generalization of the linear converter results, for each
irreducible F-character χ of Sn, where F is a subfield ofC, the authors of [45] considered the subsets
of n × n symmetric matrices, Hn(F),
A′χ = {A : deg dSnχ (xA + B)  1, ∀B ∈ Hn(F)},
A′′χ = {A : deg dSnχ (xA + B)  2, ∀B ∈ Hn(F)},
and following the strategy used to prove Theorem 5.1, they proved that there are no linear converter
of one generalized Schur function into another [45, Theorem 1.1].
For the determinant and the permanent on symmetric matrices over an arbitrary field F with at
least n elements and characteristic different from 2, the authors of [46] stated that there are no linear
transformation T on Hn(F) such that
per (T(A)) = c det(A) ∀A ∈ Hn(F), c ∈ F \ {0},
[46, Theorem 2.1]. But they proved that if F is an arbitrary field there exists a linear transformation T
on H2(F) such that
per (T(A)) = det(A) ∀A ∈ H2(F)
if and only if −1 has a square root in F [46, Corollary of Theorem 2.2].
More recently, in [44], PurificaçãoCoelhoandDuffnergeneralized the resultof [15]: characterization
of all surjective maps T : Mn(C) → Mn(C) which satisfy
det(T(A) + αT(B)) = det(A + αB), for all A, B ∈ Mn(C) and all α ∈ C.
The authors of [15] proved that suchmapsmust be linear. Using the same strategy and considering for
each irreducibleC-character χ of Sn the set
Aχ =
{
A : deg dSnχ (xA + B)  1, ∀B ∈ Mn(C)
}
,
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they stated that if χ and λ are distinct irreducible C-characters of Sn and T : Mn(C) → Mn(C) is a
surjective map such that, for all A, B ∈ Mn(C) and all α ∈ C,
dSnχ (T(A) + αT(B)) = dSnλ (A + αB)
then T is linear, [44, Theorem 2.1].
7. Decomposability problem
If χ is the alternating character of Sn, , the symmetry class V(Sn) is denoted by
∧n V , the well
known n-th Grassmann space, or the n-th exterior power of V and the decomposable symmetrized
tensors T(Sn, )(x1 ⊗ · · · ⊗ xn), for all x1, . . . , xn ∈ V , are the decomposable tensors of Grassmann
denoted by
x1 ∧ · · · ∧ xn.
In [33] we can see the well known result concerning the nonzero decomposable tensors of Grass-
mann:
Theorem 7.1. Let z be a nonzero vector in
∧n V. Then, z is a decomposable tensor of Grassmann (in∧n V)
if and only if there exists a linearly independent set of n vectors {u1, . . . , un} such that
z ∧ ui = 0, i = 1, . . . , n.
If χ is an irreducible C-character of Sn, Dias da Silva and Rodrigues, [4], defined the reach of
z ∈ Vχ (Sn), denoted byW(z), as the intersection of all subspacesW of V such that z ∈ Wχ (Sn). Using
this definition, they said that a nonzero vector z ∈ Vχ (Sn) is critical if dim W(z) = χ ′1, where the
partition (αχ )
′ = (χ ′1, . . . , χ ′n).
They proved that an element of the nthGrassmann space is critical if and only if it is a decomposable
tensors of Grassmann, [4]. This result allowed them to conclude that it is important to know the set of
critical decomposable tensors of Vχ (Sn).
Let Gn,m be the subset of all increasing functions of n,m. γ ∈ n+1,m and sγ be the number of
distinct right cosets of Hγ = {σ ∈ Sn+1 : γ σ−1 = γ } in Sn+1.
Following the strategy presented byMarcus in [33] to prove Theorem 7.1, they constructed a family
of generalized Plu¨cker polynomials, theχ-Plu¨cker polynomials associatedwith (γ, μ, t, k)when γ ∈
Gn,m,μ ∈ n−1,m, t ∈ {1, . . . , n} and k ∈ {1, . . . , sγ } [4] and characterized the critical decomposable
tensors of Vχ (Sn).
Theorem 7.2 [4]. Let V be a finite dimension vector space over C, {e1, . . . , em} be a basis of V , χ be an
irreducibleC-character of Sn and tensors
0 = z = T(Sn, χ)(x1 ⊗ · · · ⊗ xn)
with x1 · · · xn ∈ V. Let
x1 ⊗ · · · ⊗ xn =
∑
α∈n,m
aα(eα(1) ⊗ · · · ⊗ eα(n)).
Then, z is critical if and only if (aα, α ∈ n,m) is a zero of the χ-Plu¨cker polynomials associated with
(γ, μ, t, k) when γ ∈ Gn,m, μ ∈ n−1,m, t ∈ {1, . . . , n} and k ∈ {1, . . . , sγ }.
In 2010, Fernandes et al. generalized this theorem [17].
8. Orthogonality problem
Let V be a complex inner product space, {e1, . . . , em} be an orthonormal basis of V ,G be a subgroup
of Sn and λ be an irreducible C-character of G. As we have said in the introduction, with the inner
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product (., .) induced by the inner product of V , an orthogonal basis of Vλ(G) extracted from {e∗α :
α ∈ n,m} is called a special basis of Vλ(G). It is well known that if λ is linear, i.e., λ(id) = 1, and
B ⊆ {e∗α : α ∈ n,m} is a basis of Vλ(G) thenB is a special basis of Vλ(G). Then, it is natural to consider
the problem of describing all irreducibleC-characters that share this property with linear characters.
This problem was first raised by Marcus and Chollet in [29].
We consider the following equivalence relation in n,m:
α ∼ β(mod G) if there exists σ ∈ G such that α = βσ,
If α ∼ β(mod G), we say that α and β are congruent modulo Sn. The equivalence classes for this
relation are called orbits. We denote by  the system of representatives obtained by choosing in each
orbit the smallest element in the lexicographic order. We use  the subset of 
 = {α ∈  : e∗α = 0}.
It is well known (see [36]) that
Vλ(G) =
⊕
α∈
{e∗ασ : σ ∈ G}.
Therefore, if Bα = {e∗ασα1 , . . . , e∗ασαpα } is an orthogonal basis of the orbital subspace 〈e∗ασ : σ ∈ G〉
(α ∈ ) extracted from the orbital set {e∗ασ : σ ∈ G} then
B = ⋃
α∈
Bα
is a special basis.
It is well known that if λ is a linear character then, for every α ∈ , dim〈e∗ασ : σ ∈ G〉 = 1. So, in
this condition, we can find an orthogonal basis Bα for each α ∈ , thus a special basis of Vλ(G).
If the degree of λ is greater than 1 then, for each α ∈ ,
dim〈e∗ασ : σ ∈ G〉  λ(id) > 1
and, it is natural to ask about the maximum cardinality of the orthogonal subsets of {e∗ασ : σ ∈ G},
for each α ∈  (this cardinality is called the orthogonal dimension of {e∗ασ : σ ∈ G}). In [3,5], Dias
da Silva and Torres studied the orthogonal dimension of {e∗ασ : σ ∈ Sn}, with α ∈  andM(α) = αλ
(called the orthogonal dimension of the critical orbital subsets).
Using results on Schur polynomials and the Littlewood correspondence they get the following
equality for the generalized Schur function (this equality is similar to another expressions involving
the permanent function):
Theorem 8.1 [5]. Let A be a complex n × n matrix. Let λ be an irreducible C-character of Sn. Then there
is cλ,μ ∈ C such that
d
Sn
λ (A) =
∑
μ(αλ)′
cλ,μ
∑
N∈Pμ
μ′1∏
i=1
det A[Ni].
Definition 8.2 [5]. Let α, β ∈ n,m be congruent modulo Sn. Let μ = (μ1, . . . , μs) be a partition of
n. The collection
N = (N1, . . . ,Ns)
of subsets of {1, . . . , n} is an (α, β)-coloring of type μ if it satisfies the following conditions:
(i) the restriction of α to the set Ni is one-to-one, for every i = 1, . . . , s,
(ii) the restriction of β to the set Ni is one-to-one, for every i = 1, . . . , s,
(iii) α(Ni) = β(Ni) for every i = 1, . . . , s.
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Definition 8.3 [5]. Let μ = (μ1, . . . , μs) be a partition of n. Let α, β ∈ n,m be congruent modulo
Sn with multiplicity partition μ.
1. We define Gα,β = (V1 ∪ V2, E) as the bipartite multigraph with bipartition of vertices
V1 = {x1, . . . xμ′1}, V2 = {y1, . . . yμ′1}
and family of edges
E = ({xα(1), yβ(1)}, . . . {xα(n), yβ(n)}).
2. A μ′-coloring of the edges of Gα,β = (V1 ∪ V2, E) is a partition E = (U1, . . . ,Uμ1) of the edge
family E such that, for every j = 1, . . . , μ1, Uj is a set of independent edges and |Uj| = μj .
Let α, β ∈ n,m. Denoting by A the matrix whose (i, j)-entry is (eα(i), eβ(j)) in [5], Dias da Silva
and Torres proved the following theorem:
Theorem 8.4. Let μ = (μ1, . . . , μs) be a partition of n. Let α, β ∈ n,m be congruent modulo Sn. Let
N = (N1, . . . ,Ns) ∈ Pμ. Then the following conditions are equivalent:
(1) det A[N1] · · · det A[Ns] = 0;
(2) N is an (α, β)-coloring of type μ;
(3) A[Ni] is a permutation matrix, for every i = 1, . . . , s.
So, if N = (N1, . . . ,Ns) ∈ Pμ is an (α, β)-coloring of type μ = (μ1, . . . , μs), [5], they called
sign of N and denoted sign(N ), the value 1 or −1 of
sign(N ) = det A[N1] · · · det A[Ns].
In [5], the authors denoted by Pos(α, β) (respectively, Neg(α, β)) the number of (α, β)-colorings of
type (αλ)
′ with positive (respectively, negative) sign. Using this notation they proved that if λ is an ir-
reducibleC-character of Sn andα, β ∈ n,m are congruentmodulo Sn withM(α) = M(β) = αλ then(
e∗α, e
∗
β
)
= 0 if and only if Pos(α, β) = Neg(α, β).
This result led them to characterize the set of partitionμ of nwhich require all the (α, β)-colorings
of type μ′ to have the same sign (called the sign-uniform partitions). So, in [5] they proved that if
μ = (μ1, . . . , μs) is a partition of n then
μ is a sign-uniform partition of n if and only if μ2  3 or μ3  2.
A consequence of the last results is the following theorem:
Theorem 8.5 [5]. Letμ = (μ1, . . . , μs) be a sign-uniform partition of n. Let α, β ∈ n,m be congruent
modulo Sn with multiplicity partition μ. Then the following conditions are equivalent:
1) (e∗α, e∗β) = 0;
2) there exists an (α, β)-coloring of type μ′;
3) there exists an μ′-coloring of the edges of Gα,β .
As a consequence of Theorem 8.5 they computed the orthogonal dimension of the critical orbital
subsets.
Theorem 8.6 [5]. Let λ be an irreducibleC-character of Sn.
(i) If αλ is one of the following partitions:
(1) (2k, 1t), k  1 and 0  t  1;
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(2) (l1, l2), l1  3;
(3) (k2, 1), k  3,
then the orthogonal dimension of the critical orbital subsets is 1.
(ii) If αλ is one of the following partitions:
(1) (2k, 12), k  1;
(2) (2, 1n−2);
(3) (n − 2, 12),
then the orthogonal dimension of the critical orbital subsets is  n
2
.
In [3], Dias da Silva and Torres introduced some definitions.
Definition 8.7. Letα ∈ Γn,m andμ = (μmμ11 , . . . , 2m2 , 1m1). Let z ∈ {1, . . . , n}.We define exponent
of z in α, denoted bymα(z), to be the integer
mα(z) = |α−1(α(z))|.
Let B be a subset of {1, . . . , n}. We define exponent of B in α, denoted bymα(B), to be the integer
mα(B) = max{mα(z) : z ∈ B}.
A fibre of α is the pre-image of an element of {1, . . . , n}. A subfibre is a subset of a fibre. A t-subfibre
is a subfibre of cardinality t.
For each k  1, let Fk(α) be the collection of the fibres of α of cardinality k. For each k  3, let
Sk(α) be a collection of  2m2+···+(k−1)mk−1k  pairwise disjoint subsets ofm−1α ({2, . . . , k−1}) (i.e., the
set of the elements of {1, . . . , n} which have exponent grater than or equal to 2 or less than or equal
to k − 1) with cardinality k.
Let M(α)) be a maximal set (by inclusion) of pairwise disjoint 2-subfibres of α. Let H(α) be a
maximal set (by inclusion) of pairwise disjoint subsets of {1, . . . , n}, which are the union of two
distinct fibres of cardinality 1 of α.
Using these definitions and using Marriage Theorem of Hall, a new combinatorial conditions for
the orthogonality of the elements of the critical orbital subsets was established. Consequently, they
established a lower bound for the orthogonal dimension of the critical orbital subsets.
Theorem 8.8 [3]. Let λ be an irreducible C-character of Sn. Let α ∈ n,m with multiplicity partition
αλ = (λmλ11 , . . . , 2m2 , 1m1) and let Oα be the orbit of α. Then
{α} ∪ {α(MH) : (M,H) ∈ M(α) × H(α)} ∪
λ1⋃
k=3
{α(FS) : (F, S) ∈ Fk(α) × Sk(α)}
is an orthogonal subset of Oα with cardinality
1 +
⌊
m1
2
⌋ λ1∑
t=2
⌊
t
2
⌋
+
λ1∑
k=3
mk
⌊
2m2 + · · · + (k − 1)mk−1
2
⌋
.
Using Latin Squares and the conjecture established byHuang and Rota [24], Dias da Silva and Torres,
[3], proved the following theorem and established the following conjecture:
Theorem8.9 [3]. Let r be an odd integer and letλ be the irreducibleC-character of Sn such thatαλ = (rr).
Let α, β ∈ n,m be congruent modulo Sn such that Gα,β = Kr,r . Then (e∗α, e∗β) = 0 in Vλ(Sn).
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Conjecture 8.10 [3]. Let r be an even integer and let λ be the irreducible C-character of Sn such that
αλ = (rr). Let α, β ∈ n,m be congruent modulo Sn such that Gα,β = Kr,r . Then (e∗α, e∗β) = 0 in
Vλ(Sn).
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