Abstract. In this paper we present various weak star Kuratowski convergence results for multivalued martingales, supermartingales and multivalued mils in the dual of a separable Banach space. We establish several integral representation formulas for convex weak star compact valued multifunctions defined on a Köthe space and derive several existence results of conditional expectation for multivalued Gelfand-integrable multifunctions. Similar convergence results for Gelfand-integrable martingales in the dual space are provided. We also present a new version of Mosco convergence result for unbounded closed convex integrable supermartingales in a sepa-2010 Mathematics Subject Classification: 28B20, 60G42, 46A17, 54A20.
1 cwk(E * s ) (F)) we denote the subspace of G 1 cwk(E * s ) (F) of all integrably bounded multifunctions X such that the function |X| : ω → |X(ω)| is integrable, here |X(ω)| := sup y * ∈X(ω) y * E * b , by the above consideration, it is easy to see that |X| is F-measurable. Similarly, L ∞ cwk(E * s ) (Ω, F, P ) (for short, L ∞ cwk(E * s ) (F)) is the space of all F-measurable and scalarly integrable cwk(E * s )-valued mapping X : Ω → cwk(E * s ), such that |X| belongs to L ∞ (Ω, F, P ). Let H * E * b be the Hausdorff distance associated with the dual norm . E * b on bounded closed convex subsets in E * , and X, Y be two convex weak * compact valued measurable mappings, then H * E * b (X, Y ) is measurable because
where (e j ) j∈N is a dense sequence in B E . A sequence (X n ) n∈N in L 1 cwk(E * s ) (F) is bounded (resp. uniformly integrable) if (|X n |) n∈N is bounded (resp. uniformly integrable) in L 1 R (Ω, F, P ). We refer to [19] for the weak star convergence of closed bounded convex sets in a dual space. For more information for the conditional expectation of multifunctions, we refer to [12, 22, 26] .
Fn X n+1 for all n ∈ N, -a submartingale if X n ⊂ E Fn X n+1 for all n ∈ N, -a supermartingale if E Fn X n+1 ⊂ X n for all n ∈ N.
Here E Fn X n+1 ∈ L 1 cwk(E * s ) (F n ) denotes the convex weakly compact valued conditional expectation of X n+1 as defined in Theorem 3.1.
We begin with a simple convergence result for martingales in L 1 E * [E](F) which is a starting point of our study. a.s., for each y * ∈ E * , here the negligible set depends on y * ∈ E * .
Proof. It is clear that (|X n |) n∈N is a bounded submartingale in L 1 R (F). Hence (|X n |) n∈N converges a.s. So sup n∈N |X n |(ω) < ∞ a.s. Now, since, for each x ∈ E, ( x, X n ) n∈N is a bounded martingale in L 1 R (F), it converges a.s. to a function m x ∈ L 1 R (F). Using [12, Theorem 6.1 (4) ] provides an increasing sequence (A p ) p∈N in F with lim p→∞ P (
for all h ∈ L ∞ E (F). So by identifying the limit, we get m x = x, X ∞ a.s., so (a) follows using the separability of E and the pointwise boundedness of (X n ) n∈N . It remains to prove (b). We have
j∈N denotes a dense sequence in the closed unit ball of E. As, for each j ∈ N, (| e j , X n − y * |) n∈N are real-valued submartingales which converge a.s. to | e j , X ∞ − y * |, and (|X n |) n∈N is L 
Now we proceed to a multivalued version of the preceding result dealing with submartingales in L 1 cwk(E * s ) (F). For this purpose we begin with the regular martingale
Further by applying Levy's theorem to (E Fn δ * (x, X)) n∈N we have
and E is separable, using (3.4.1), it is not difficult to check that
(b) Let us check the inclusion
Taking a Castaing representation of X (see [13, Theorem III .37]) we deduce that X(ω) ⊂ w * -li E Fn X(ω) a.s. The inclusion w * -ls E Fn X ⊂ X a.s. follows again from (a). Indeed, let ω ∈ Ω be fixed but arbitrary for which the equality
holds for all x ∈ E, and let x * ∈ w-ls E Fn X(ω). There is a sequence (
According to Proposition III.35 in [13] , we deduce that x * ∈ X(ω).
Now we proceed to the convergence of martingales in L
and then in view of Theorem 3.4 
almost surely, which proves (a). Hence we deduce that
Indeed, for each x ∈ B E let us write
From (a), it is obvious that the first term [δ
goes to 0 a.s. for all x ∈ B E when n goes to ∞ and so is the second term
when n goes to ∞ and
it is straightforward (using a density argument) to check that
when n goes to ∞.
for all n ∈ N and such that (Y n ) n∈N weak * converges a.s. to X ∞ and (Z n ) n∈N norm converges to 0 a.s.
, the result follows from Theorems 3.4 and 3.5 by putting Y n = E Fn X ∞ and Z n = X n − E Fn X ∞ .
Now we proceed to the w * K convergence of bounded martingales in L 1 cwk(E * s ) (F). For this purpose we need the following result that is dual version of a similar result ([1], Proposition 3.1) in the primal space E.
Lemma 3.7. Let E be a separable Banach space. Let (A n ) n∈N and (B n ) n∈N be two uniformly bounded sequences in cwk(E * s ) and B ∞ ∈ cwk(E * s ) satisfying: 
Proof. We may assume that the sets A n , B n and B ∞ are included in a convex σ(E * , E)-compact subset L. Then on L the σ(E * , E) topology coincides with the metric topology given by d E * m * , and so for any sequence (C n ) n∈N of convex σ(E * , E)-compact subsets included in L, and for any x * ∈ L, we have that
We have the estimate
Indeed, for every z * ∈ A n , we have
Consequently, combining (i), ( * ), ( * * ) we get
Now we present the weak star Kuratowski convergence for bounded martingales in
Proof. Arguing as in the proof of Theorem 3.5 via Neveu lemma [24, Lemme 5.2.9], we conclude that
So (b) follows easily by repeating the arguments in the proof of Theorem 3.5. In view of Theorem 3.4 one has
From (3.8.1), (3.8.2), (3.8.3) and Lemma 3.7 we conclude that (X n ) n∈N w * K-converges to X ∞ a.s.
Remarks.
The above results are not comparable with those given in [18, Proposition 1] dealing with norm convergence a.s. of strongly measurable vector-valued martingales taking values in a strongly separable subspace of a dual space. In the next section, we will present similar results for multivalued mils in E * .
4. Multivalued mils in a dual space. Before going further, let us introduce the definition of mils in L
is a mil if for every ε > 0, there exists p such that for n ≥ p, we have
where H * E * b stands for the Hausdorff distance associated with the dual norm
It is obvious that if (X
Now we are ready to state the convergence of cwk(E * s )-valued mils.
Consequently, we have
Assume further that sup n∈N |X n (ω)| < ∞ a.s., then one has
Proof. We will proceed in three steps.
Step 1. Claim.
goes to 0 a.s. by repeating the techniques of Talagrand developed in [25, Theorem 6, p. 1193] because for each x ∈ B E , the real-valued L 1 -bounded mil ( x, X n −E Fn X ∞ ) n∈N converges to 0 a.s. In the multivalued case, the claim (i) is true by using Definition 4.1 and a careful adaptation of the mentioned techniques of Talagrand, namely lim n→∞ H * E * b (X n , E Fn X ∞ ) = 0 a.s. (see [4, 5] for details).
Step 2.
Let (e j ) j∈N be a dense sequence in the closed unit ball B E with respect to the topology of norm. For each x ∈ B E let us write
From (i), it is obvious that the first term [δ * (x, X n ) − δ * (x, E Fn X ∞ )] goes to 0 a.s. for all x ∈ B E when n goes to ∞ and so is the second term
Indeed, by Levy's theorem it is obvious that for all
when n goes to ∞. Since
by using a density argument, it is easy to check that
Step 3. From the pointwise boundedness condition sup n∈N |X n (ω)| < ∞ a.s., the assertion
follows by applying (i)-(ii) and Lemma 3.7.
Here are some corollaries.
Since (X n ) n∈N is pointwise bounded, we deduce that
by a density argument. Then the conclusion follows from Theorem 4.3.
such that X n = Y n + Z n for all n ∈ N and such that (Y n ) n∈N weak * converges a.s. to X ∞ and (Z n ) n∈N norm converges to 0 a.s. Proof. As ( x, X n ) n∈N is a real-valued bounded mil in L 1 R for each x ∈ B E , ( x, X n ) n∈N converges a.s. to an integrable function m x . Using [10, Proposition 6.5.11 (4) ] provides an increasing sequence (A p ) p∈N in F with lim p→∞ P (
for all h ∈ L ∞ E (F). So by identifying the limit, we get m x = x, X ∞ a.s. As
5. w * K convergence of integrable supermartingale with unbounded weak * -closed convex values. Let us recall that, given a w * -closed convex F-measurable mapping Γ such that S 1 Γ (F) is nonempty (Γ is integrable, for short), and a sub-σ-algebra B of F, there is a unique w * -closed convex B-measurable and integrable multifunction, denoted by E B Γ that is the conditional expectation of Γ satisfying, for every
See [26, Theorem 3] or [13, Theorem VIII.34] for more details. Now we proceed to the w * K convergence for w * -closed convex integrable supermartingales. We begin with some useful lemmas.
Lemma 5.1. Assume that Γ is a w * -closed convex F-measurable and integrable multifunction and let B be a sub-σ-algebra of F. Then for any x * ∈ E * , we have
Proof. We will use some arguments from [20, Lemma 4.3] . Nevertheless this needs a careful look. Recall that Γ is integrable iff d E * b (0, Γ) is integrable (see [8, Lemma 5.6] ). Note that the function . E * b is inf -w * -compact in the sense of convex analysis. By using the measurable choice theorem (see e.g. Theorem III.6 in [13] ) there is a F-measurable selection g of Γ such that
. By Theorem 3.1, one can consider the conditional expectation
and satisfies E B g(ω) ∈ E B Γ(ω) a.s. Now taking the conditional expectation in the equality ( * ) gives
By Theorem 3.1 and ( * * ) we deduce that
As E B g ∈ E B Γ a.s., from the preceding estimate it follows that
Recall that the Banach space E is weakly compactly generated (WCG) if there exist a weakly compact subset of E whose linear span is dense in E.
Proof. (a) Let D 1 = (e j ) j∈N be a dense sequence in the closed unit ball of E. As (X n ) n∈N is a uniformly integrable supermartingale in L
is a L 1 -bounded real-valued supermartingale. So it converges a.s. for every j ∈ N to a function in L 1 . Applying [12, Theorem 6.1(4)] to the uniformly integrable (X n ) n∈N provides a subsequence (X n ) n∈N and X ∞ ∈ L
By identifying the limits we get
So taking into account the condition sup n∈N |X n (ω)| < ∞ for each ω ∈ Ω, (a) follows by a density argument. Let m < n and A ∈ F m , by the supermartingale property
It follows that
Therefore by taking the conditional expectation of X ∞ (see Theorem 3.1) we get
thereby proving (b) (see e.g. Proposition III.35 in [13] ). (c) If E is WCG, on account of (a), the pointwise boundedness of (X n ) n∈N and Theorem 4.1 in [19] , we get
Theorem 5.3. Assume that E is WCG. Let (X n ) n∈N be a w * -closed convex integrable supermartingale (E Fm X n ⊂ X m for m < n) satisfying: (X n ) n∈N admits a regular mar-
Then one can find a w * -closed convex valued integrable multifunction X ∞ such that
Fn f for all n ∈ N. For each k ∈ N, let us consider the multifunction
We are going to check that (X k n ) n∈N is a uniformly integrable supermartingale in L 1 cwk(E * ) (F). Let m < n. As X k n ⊂ X n , one has by the monotony of conditional expectation and supermartingale property
Taking the conditional expectation in the inclusion
Hence we get 
Step 2. Convergence and conclusion. By construction, we have X
We need to check that
There is a sequence (x * j ) j∈N weak * converging to x * with x * j ∈ X nj (ω). Pick a large enough integer p ∈ N such that x * j ≤ p for all j ≥ 1. By Jensen's inequality we have
in other words
and so x * j ∈ X p nj (ω), coming back to the definition of X p n . Hence using (5.3.2) and the definition of X ∞ we get
By Theorem 3 in [26] that we recalled in the beginning of this section, and by our construction we have
Hence by (5.3.1)
we have E Fn f (ω) ∈ X n (ω). Applying Theorem 3.4 (a) to the single-valued mapping f yields w * -lim
Taking a Castaing representation of X ∞ we get
Taking into account Theorem 5.3, we proceed to the existence of regular martingale
Proof. We will use some techniques from [24, Theorem IV-1-2] and [20, Theorem 4.4] . Set
(0, X n ) + 1 for each n ∈ N. Then by using Lemma 5.1 and the supermartingale property
we see that (V n ) n∈N is a positive uniformly integrable submartingale. So (V n ) n∈N converges a.s. to a nonnegative integrable function
. By identifying the limits, we get M n = E Fn V ∞ a.s. So we conclude that (M n ) n∈N is a regular integrable martingale. Set
Now using the supermartingale property and the monotony of the conditional expectation, it is easy to check that (Y n ) n∈N is a cwk(E *
Let (e j ) j∈N be a dense sequence in B E . Taking the conditional expectation of 
The above consideration leads to a characterization of regular martingales in
Proof. Since (X n ) n∈N is a martingale, for every m ∈ N and for every A ∈ F m we have lim n>m,n→∞
AG-
here the limit can be taken with respect to the Hausdorff distance H * E * b . As (|X n |) n∈N is uniformly integrable, applying Theorem 6.1(4) in [12] provides a subsequence (X n ) n∈N and
It follows that, for every m ∈ N, for A ∈ F m AG-
In other words X m = E Fm X ∞ .
Proof. Since (X n ) n∈N is a martingale, for every m ∈ N and for every for A ∈ F m we have
where the limit can be taken with respect to the weak star topology. As (|X n |) n∈N is uniformly integrable, applying Theorem 6.5.9 in [10] , provides a subsequence (X n ) n∈N and
It follows that, for every m ∈ N and for every A ∈ F m ,
G-
Conditional expectation in G
. Now the existence and uniqueness for the conditional expectation in G 1 cwk(E * s ) (F) comes. Theorem 6.1. Let B be a sub-σ-algebra of F and let X be a cwk(E * s )-valued Gelfandintegrable mapping such that E B |X| ∈ [0, +∞[. Then there exists a unique B-measurable, cwk(E * s )-valued Gelfand-integrable mapping, denoted by Ge-E B X which enjoys the following property: For every h ∈ L ∞ (B), one has
Ge-E B X is called the Gelfand conditional expectation of X.
Proof. Theorem 6.1 is a corollary of a general integral representation (see Theorem 6.3) given below.
Let us mention a useful corollary.
Corollary 6.2. Under the hypotheses and notation of Theorem 6.1, the following hold :
and for every x ∈ E and for every f ∈ S 1 Ge (X), one has
and for every x ∈ E, one has
follow from Theorem 6.1. In particular, by taking the functions 1 A ⊗ x i where A ∈ B and (x i ) i∈N is a dense sequence in E, we get
and hence
a.s. for all i ∈ N. By Proposition III.35 in [13] , we get
2) follows from the Strassen formula [13, applied to the AumannGelfand integral of the cwk(E * s )-valued Gelfand-integrable X and Ge-E B X. 3) follows from the calculus of support functionals in Theorem 6.3. Theorem 6.1 is a consequence of the following integral representation. Theorem 6.3. Let B be a sub-σ-algebra of F. Let us consider a cwk(E *
s satisfying the following conditions:
with respect to the convergence in probability.
Then there exists a unique B-measurable, cwk(E * s )-valued Gelfand-integrable mapping Γ satisfying the following property:
Here AG-Ω hΓ dP denotes the cwk(E * s )-valued Aumann-Gelfand integral of hΓ. Proof. Let n ∈ N. By (iii) and Theorem 3.1, there is a unique cwk(E * s )-valued Bmeasurable and integrably bounded mapping
Let us define Γ(ω) = Γ n (ω) if ω ∈ B n . Then Γ is B-measurable. By using (ii) it is not difficult to check that for every x ∈ E. By (i) the mapping h → M (h) is scalarly continuous on bounded subsets of L ∞ (B) with respect to the convergence in probability, from the above estimate we see that the sequence ( x, 1 Bn x, g = x, g for the norm topology of L 1 . By (6.3.3) we conclude that g is Gelfand-integrable with G-Ω hg dP ∈ M (h) by passing to the limit when m goes to ∞ in (6.3.2). Now we prove that Γ is Gelfand-integrable. Let x ∈ E. By the measurable implicit Theorem III.38 in [13] , there is B-measurable selection σ of Γ such that x, σ = δ * (x, Γ). We conclude that the cwk(E * )-valued B-measurable mapping Γ is Gelfand-integrable. Let us denote by S 1 Ge (Γ)(B) the set of all Gelfand-integrable selections of Γ. Then
compact, by applying Theorem V-14 in [13] . We finish the proof by showing that
By invoking Theorem V-14 in [13] we see that the Aumann-Gelfand integral AG-Ω hΓ dP is convex weak * compact. In order to prove the desired equality, we proceed as in the proof of Theorem V-17 in [13] . It is clear that
Assume that there is a ζ ∈ M (h) \ AG-Ω hY dP . By the Hahn-Banach theorem, there is an x ∈ E such that
By the measurable implicit Theorem III.38 in [13] , there is a B-measurable and Gelfandintegrable selection g of Γ such that
This implies by integrating on each B n Bn
Hence we get
x, 1 Bn g h dP By passing to the limit when m goes to ∞, we get by Lebesgue's theorem
Mosco convergence results for closed convex valued supermartingales. We present a new version of Mosco convergence results for closed convex valued supermartingales in a separable Banach space E having the Radon-Nikodym property (RNP). For this purpose, in the remainder of this section, the conditional expectation is taken in the sense of Hiai-Umegaki [22] . If B is a sub-σ-algebra of F, F : Ω ⇒ E is an integrable F-measurable multifunction, Hiai and Umegaki [22] showed the existence of a B-measurable and integrable multifunction G such that
) is the set of all F-(resp B-) measurable and integrable selections of F (resp. G), here the closure is taken in L 1 E (F). G is the multivalued conditional expectation of F relative to B. The conditional expectation G := E B F of Hiai and Umegaki can be defined as the essential supremum of {E B f : f ∈ S 1 F (F)}. For more information on the Hiai-Umegaki conditional expectation, see [22] . A closed convex valued integrable sequence (X n ) n∈N is a supermartingale if X n is F n -measurable for each n ∈ N and E Fn X n+1 ⊂ X n for each n ∈ N. Recall that an adapted sequence (f n , F n ) n∈N is a regular integrable martingale if there is f ∈ L 1 E (F) such that f n = E Fn f for each n ∈ N. A nonempty closed convex set A in E is weak ball-compact if for any x ∈ A, for any r > 0, the set
We need a preliminary lemma.
Lemma 8.1. Assume that E is a separable Banach space having the RNP and the strong dual
(ii) For each A ∈ F, the set ∞ n=1 A X n dP is relatively weakly compact.
Then there is X ∞ ∈ L 1 cwk(E) (F) satisfying the following properties:
Proof. (a) Let D * 1 = (e * j ) j∈N be a dense sequence in B E * for the topology associated with the dual norm. As (X n ) n∈N is a uniformly integrable supermartingale in
So it converges a.s. for every j ∈ N to a function m j in L 1 . Thanks to (ii) we may apply [11, Theorem 3.4(b) ] to the uniformly integrable cwk(E) sequence (X n ) n∈N . This provides a subsequence (X n ) n∈N and
So by identifying the limits we get
Therefore (a) follows by using (i) and a density argument. Applying Lemma V.2.9 in [24] to the family of real-valued L 1 -bounded submartingales ( e * j , x − δ * (e * j , X n )) n∈N gives (b). Now let m < n and A ∈ F m . By the supermartingale property we have A δ
* (e * j , X n ) dP ≤ A δ * (e * j , X m ) dP. The following result is an extension of a similar one due to Choukairi [15, Theorem 2.14] dealing with reflexive separable Banach space and is a variant of a result due to Hess [20, Theorem 5.12] . Theorem 8.2. Assume that E is a separable Banach space having the RNP and the strong dual E * b of E is separable. Let (X n ) n∈N be a weak-ball compact closed convex valued integrable supermartingale (E Fm X n ⊂ X m for m < n) satisfying:
It follows that
(ii) For each k ∈ N, and for each A ∈ F,
is relatively weakly compact.
Then one can find a closed convex valued integrable multifunction X ∞ such that M -lim n X n = X ∞ a.s.
E
Fn X ∞ ⊂ X n a.s. ∀n ∈ N.
1 E (F) such that f n = E Fn f for all n ∈ N. For each k ∈ N, let us consider the multifunction
We are going to check that (X k n ) n∈N is a uniformly integrable supermartingale in L 1 cwk(E) (F). Let m < n. As X k n ⊂ X n , by the supermartingale property and by monotony of conditional expectation one has
Taking the conditional expectation E Fm in the inclusion
Hence we get E Fm X ∀x ∈ E ∀ω ∈ Ω \ N k , (8.2.2) 
Step 2. Convergence and conclusion. By construction, we have X 
We need to check that M -lim n→∞ X n (ω) = X ∞ (ω) a.s.
Let x ∈ w-lsX n (ω) with ω / ∈ N . There is a sequence (x j ) j∈N weakly converging to x with x j ∈ X nj (ω). Pick a large enough integer p ∈ N such that x j ≤ p for all j ∈ N. By Jensen's inequality we have
