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Abstract
The subject of this paper is the asymptotic analysis of a multi-structure made of two thin linearly
elastic shells. It is assumed that the middle surfaces of the two shells are linked together on a part of
their boundary, that at each point of their intersection, the two middle surfaces have distinct tangent
planes and that the order of the applied body force density is ε2, where ε is the half-thickness of each
shell. We then identify the limit when ε tends to zero of the solution of the ‘scaled’ three-dimensional
linearized elasticity problem. It is shown in particular that this limit is constituted of inextensional
displacement fields for each shell and such that the junction is rigid (the angle between the middle
surfaces of the two shells at the junction is unchanged by the deformation of the multi-structure).
Moreover this limit is the same as the limit of the solution of the classical shell model (or Koiter
model) for the multi-structure with the condition of rigid junction.
 2004 Elsevier SAS. All rights reserved.
Résumé
Le sujet de cet article est l’analyse asymptotique d’une multi-structure constituée de deux coques
minces linéairement élastiques. On suppose que les surfaces moyennes des deux coques sont reliées
sur une partie de leur frontière, qu’en chaque point de leur intersection les deux surfaces moyennes
ont des plans tangents distincts et que la densité de force appliquée est d’ordre ε2, où ε est la demi-
épaisseur de chaque coque. On identifie alors la limite, lorsque ε tend vers 0, de la solution du
problème de l’élasticité tridimensionnelle ‘mis à l’échelle’. On montre en particulier que cette limite
est constituée de champs de déplacements inextensionnels pour chaque coque et telle que la jonction
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668 J.-L. Akian / J. Math. Pures Appl. 84 (2005) 667–716soit rigide (l’angle entre les surfaces moyennes des deux coques à la jonction est inchangé par la
déformation de la multi-structure). De plus, cette limite est identique à la limite de la solution du
modèle classique de coque (ou modèle de Koiter) pour la multi-structure avec la condition de jonction
rigide.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction
Shell structures are very widespread in the engineering sciences. For a long time the
relative small thickness of shells has been taken into account in order to replace the three-
dimensional elasticity problem by various two-dimensional models, for theoretical reasons
and now for practical reasons, in order to make numerical calculations easier (cf. the thor-
ough introduction of [20]). These models are generally based on a-priori hypotheses. This
is the reason for which it is necessary to justify these models from the theoretical point
of view. The rigorous mathematical justification of the Kirchhoff–Love model for plates
has been done in [15] and is based upon the method of asymptotic expansions. Then this
method has been applied to numerous problems of the same type (cf. the introduction
of [20]).
The finite element calculus of thin shells exhibits the problem of membrane locking
(cf. [47, Chapter XI], [49,45], [27, introduction in particular], [16,26]). The fundamental
point in the explanation of this phenomenon, which has been showed in [47], is the impor-
tance of the middle surface of the shell (cf. [47, introduction]). According to a terminology
due to [47, p. 158], a smooth shell (of class C3) is called ‘inhibited’ if the set of inex-
tensional displacements of its middle surface (that conserving the first fundamental form
of this surface) and verifying the boundary conditions is reduced to {0}. It is said ‘non-
inhibited’ in the opposite case. The membrane locking will appear in a ‘non-inhibited’
shell if the set of inextensional displacements defined above is not well approximated by
the finite element discretization (cf. [47, Chapter XI]).
For a smooth shell, and within the scope of the linearized elasticity, the behaviour of
the three-dimensional ‘scaled’ displacement field (which is obtained from a change of
variables in the thickness of the shell in order to deal with variables defined on fixed open
sets) when the thickness of the shell tends to zero, has been analyzed in [20,22,21,19] in
the ‘inhibited’ and ‘non-inhibited’ cases.
Multi-structures consisting of several assembled shells are also very common in
applications (cf. [32, pp. 140–165, 307–312], [31, pp. 246–258], [11, pp. 153–180],
[14, pp. 387–403, 679–690], [25]). Their mathematical analysis from two-dimensional
models has been carried out in [10] for plates and in [9, pp. 218–230] for shells. In these
articles two cases of junction conditions have been considered: the case of a rigid junc-
tion (where the angle between the middle surfaces of the two shells at the junction is
unchanged by the deformation of the multi-structure) and the case of an elastic junction.
The asymptotic analysis of a multi-structure of two plates with an elastic junction has been
investigated in [50,51], assuming that the junction is made of a material with small stiff-
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are different from those of [9]: not only the angle between the two plates may vary, but
also the two plates may slide one another along the junction. In the same spirit, the case of
an elastic adhesive bonded joint has been studied by an asymptotic analysis in [33,40,41].
Another approach has been investigated in [5], where it is proposed a three-dimensional
Kirchhoff–Love model allowing very high curvatures of the middle surface of the shell.
As far as the asymptotic analysis of a multi-structure from the three-dimensional elasticity
problem is concerned, a very complete study has been performed for plates in [39,38,37].
On the contrary, it seems that until now, there is no study in the same spirit devoted
to a multi-structure consisting of two shells. On may quote the following sentences of
[17, pp. 172–173]: ‘Using the (closely related) asymptotic analysis that Le Dret [37,38]
developed for handling elastic multi-structures composed of plates, one should be able
to likewise model a cylindrical tank . . . or a multi-structure comprising two cylindrical
shells . . .’ and ‘A related problem consists in studying the possible rigidification of the
folds that are found when shells are assembled in an elastic multi-structure. This problem
has been completely solved for junctions between plates, by Le Dret [37,38], . . . . The
situation is far less clear for shells, and seems quite challenging . . . ’.
In the present work, we consider a multi-structure consisting of two thin elastic shells
obtained by ‘thickening’ their two middle surfaces by the normal vector field. We assume
that the two middle surfaces are linked together on a part of their boundary, that the material
is homogeneous and isotropic and that the applied body force density is of order ε2, where ε
is the half-thickness of each shell, all this in the linearized elasticity framework. We assume
that at each point of their intersection, the middle surfaces have distinct tangent planes. We
shall say that the multi-structure is ‘inhibited’ if the set of inextensional displacements of
the middle surface of each shell verifying the boundary conditions and the rigid junction
conditions (the displacement is continuous at the junction and the angle between the two
middle surfaces is unchanged by the deformation of the multi-structure) is reduced to {0}.
The multi-structure is ‘non-inhibited’ in the opposite case.
In this study, we extend the results of [22] to the case of a multi-structure of two shells.
We identify the limit when ε tends to zero of the solution of the ‘scaled’ three-dimensional
linearized elasticity problem, and we show that this limit is the solution of a bi-dimensional
variational problem. It is shown in particular that this limit is constituted of inextensional
displacement fields for each shell and such that the junction is rigid as in the case of plates
[39, p. 105]. Moreover this limit is the same as the limit of the solution of the classical
shell model (or Koiter model) for the multi-structure with the condition of rigid junction.
The result is really interesting only if the limit is non-zero, and this is equivalent to say
that the multi-structure is ‘non-inhibited’ and that the applied forces of the limit variational
problem are non-zero. In particular, this excludes the case where one applies forces only in
the inhibited part of the multi-structure (this problem also appears in the case of a smooth
shell).
As far as we know, a few studies have been devoted to this problem. Article [44] uses
an orthogonal system of coordinates and shows only the strong convergence of the mean
value in the thickness of each shell of a subsequence minimizing the energy (in L2 of the
middle surface of each shell). Thus the study presented here is not contained in this article
because it is shown here the strong convergence in H 1 of the ‘scaled’ displacement field
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system.
In this problem, the method of proof, which closely follows the proof of [22], is the
following:
(a) variational formulation of the linearized three-dimensional elasticity problem for the
multi-structure;
(b) scaling of the variables in order to deal with fixed open sets;
(c) proof of a coercivity inequality (Korn inequality) with a constant that one can estimate
as a function of the thickness, which allows to show that the norm of the ‘scaled’
displacements is bounded;
(d) extraction from the sequence of displacements of a subsequence weakly converging;
(e) identification of this weak limit as the solution of a well-posed variational problem;
(f) strong convergence of the ‘scaled’ displacements.
In the whole study, it has been chosen to operate with vectors rather than their com-
ponents in a local basis. This makes certain proofs a lot simpler and allows to be more
synthetic.
In Sections 2 to 5 definitions are recalled and general results for a smooth shell are
established. These results are used in the rest of the article which is devoted to the multi-
structure.
Definitions relative to the geometry of surfaces of R3 (Section 2) and volumes of R3
(Section 3) are first recalled. Let us note Lemma 3.2 which is elementary if one uses
definitions of deformations as functions of scalar products and which allows to show in-
equality (5.9) very simply, which is fundamental for the asymptotic analysis. In Section 4,
the definition and the characterization of Kirchhoff–Love displacement fields are recalled.
These displacement fields are fundamental in the asymptotic analysis because they allow
to construct three-dimensional displacement fields verifying three-dimensional junction
conditions from two-dimensional displacement fields verifying two-dimensional junction
conditions. Section 5 establishes general results for ‘scaled’ variables. Lemma 5.1 and
Proposition 5.1 are fundamental for the generalized Korn inequality (Section 10) and the
asymptotic analysis (Section 11). Proposition 5.3 is fundamental for the proof of the rigid
junction condition. Then in Section 6 the notations of the three-dimensional linearized elas-
ticity problem for the multi-structure are precised. One assumes that the multi-structure is
obtained by thickening with the normal displacement field two surfaces of R3 linked to-
gether on a part of their boundary. One makes a geometrical hypothesis (Hypothesis 6.1)
which says that the intersection of the two shells of thickness 2ε constituting the multi-
structure is at a distance of order ε from the intersection of their middle surfaces. This
property is fundamental in order to correct the Kirchhoff–Love displacement fields con-
structed from the two-dimensional displacement fields verifying the junction conditions in
order that the correction to be of sufficiently small norm with respect to ε (cf. Proposi-
tion 9.3). Section 8 is dedicated to a scaling in the thickness. Section 9 establishes several
technical results for the asymptotic analysis. Note Proposition 9.3 which says that if one
considers displacement fields of the middle surfaces of the two shells verifying junc-
tion conditions, their associated Kirchhoff–Love displacement fields will be near and this
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Korn inequality for the multi-structure. Section 11 is devoted to the asymptotic analysis.
The steps of the proof of Theorem 5.1 of [22] are followed closely. Finally, in Section 12,
it is shown that for a ‘non-inhibited’ multi-structure and if the applied forces of the limit
variational problem are non-zero, the relative error in norm H 1 between the mean of the
solution of the ‘scaled’ three-dimensional problem and the solution of the classical shell
model (or Koiter model) tends to zero when ε tends to 0.
This article is based on a part of the thesis [3], in which one can find more details and
this study has been generalized to a more ‘realistic’ geometry for the junction, requiring
non straightforward proofs. The result shown in the present paper was announced in [2].
2. Geometry of a surface of R3
In the sequel, the following conventions will be used: Greek indices and expo-
nents belong to the set {1,2}, Latin indices and exponents belong to the set {1,2,3}.
We shall use the summation convention with respect to repeated indices and expo-
nents. Let ω be a bounded, open, connected subset of R2, with a Lipschitz-continuous
boundary and let ϕ ∈ C3(ω;R3) be an injective mapping such that for all y ∈ ω, the
two vectors ∂1ϕ(y), ∂2ϕ(y) are linearly independent. Let us note a3(y) = (a1(y) ×
a2(y))/|a1(y)× a2(y)| the normal vector to the surface ϕ(ω) at the point ϕ(y): (ai(y))
is the covariant basis at the point ϕ(y). For all y ∈ ω, the contravariant basis (ai(y))
is defined by the relations ai(y) · aj (y) = δij , where δij is the Kronecker symbol. The
first, second and third fundamental forms of the surface ϕ(ω) are Euclidian tensor fields
whose components are aαβ (covariant) and aαβ (contravariant) for the first one, bαβ
(covariant) and bβα (mixed) for the second one, cαβ (covariant) for the third one, with
aαβ = aα · aβ , aαβ = aα · aβ , aασ aσβ = δαβ , bαβ = a3 · ∂βaα = −∂βa3 · aα , bβα = aβσ bσα
and cαβ = ∂αa3 · ∂βa3 = −a3 · ∂αβa3 = bσαbσβ = bασ bβτ aστ . The Christoffel symbols and
the area element of the surface ϕ(ω) are defined by Γ σαβ = Γ σβα = aσ · ∂βaα and
√
a dy,
where a = det(aαβ). By continuity and compacity, there exists two constants a0 and a1
such that
∀y ∈ ω, 0 < a0  a(y) a1. (2.1)
We have the formulas of Gauss and Weingarten:
∂αaβ = Γ σαβaσ + bαβa3; ∂αaβ = −Γ βασ aσ + bβαa3; ∂αa3 = −bσαaσ . (2.2)
It is easily verified that ai and ai ∈ C2(ω;R3), aαβ , aαβ and a ∈ C2(ω), bαβ , bβα and
Γ σαβ ∈ C1(ω). All the variables previously defined depend on ϕ, and if f is one of these vari-
ables, it may also be noted f [ϕ]. Now if w ∈ Ck(ω;R3), where k ∈ N is sufficiently large
(depending on f ), if f is sufficiently smooth and if f [ϕ + tw] is defined for t sufficiently
small, we set δf (w) = d/dt(f [ϕ+ tw])|t=0 = df [ϕ](w). Let w ∈ Ck(ω;R3) (k  1), writ-
ten in the form w = wiai (wi are the covariant components of w). From (2.2), we get:
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= (∂βwα − Γ σαβwσ − bαβw3)aα + (∂βw3 + bαβwα)a3. (2.3)
By straightforward calculations, it can be seen that (cf. [6, pp. 92, 94], [4]) δaα(w) = ∂αw,
δaαβ(w) = aα · ∂βw + aβ · ∂αw = ∂βwα + ∂αwβ − 2Γ σαβwσ − 2bαβw3, (2.4)
δa3(w) = −(a3 · ∂αw)aα = −(∂αw3 + bβαwβ)aα, (2.5)
and δaαβ(w) = −aασ aβτ δaστ (w). We shall define the covariant components of the
change of metric tensor by γαβ(w) = δaαβ(w)/2 = 1/2(aα · ∂βw + aβ · ∂αw) =
1/2(∂βwα + ∂αwβ)− Γ σαβwσ − bαβw3. From (2.2), (2.3), for k  2 we get:
∂αβw = ∂β(∂αwτ − Γ σατwσ − bατw3)aτ + (∂αwτ − Γ σατwσ − bατw3)∂βaτ
+ ∂β(∂αw3 + bταwτ )a3 + (∂αw3 + bταwτ )∂βa3. (2.6)
From (2.3), (2.5) and (2.6), we get the covariant components of the change of curvature
tensor (cf. [6, p. 92])
δbαβ(w) = δa3(w) · ∂αaβ + a3 · ∂αβw = (∂αβw − Γ σαβ∂σw) · a3
= (∂αwτ − Γ σατwσ − bατw3)bτβ + ∂αβw3 + ∂β(bταwτ )
− Γ σαβ(∂σw3 + bτσwτ ), (2.7)
and from the expression of δaαβ(w), we have (cf. [7, p. 315]) δcαβ(w) = bσβ δbασ (w) +
bταδbβτ (w) − bλαbµβ δaλµ(w). If i, j, k ∈ N, set Hijk(ω) = Hi(ω) × Hj(ω) × Hk(ω) and
denote ‖ ‖Hijk(ω) its natural norm. If (wi) ∈ H112(ω) and w = wiai , then we can define
δa3(w) ∈ H 1(ω;R3), δaαβ(w), γαβ(w) and δbαβ(w) ∈ L2(ω) by the same formulas as
above. We have the following lemma:
Lemma 2.1. Let l ∈ {0,1} and m ∈ {0,1,2}. For all (wi) ∈ Hllm(ω), set w = wiai ∈
L2(ω;R3), w = wT +wN with wT = wαaα ∈ Hl(ω;R3), wN = w3a3 ∈ Hm(ω;R3). Then
(i) If m = 0, there exists a constant C > 0 such that for all (wi) ∈ H110(ω),
‖wT ‖1,ω + ‖wN‖0,ω  C
( 2∑
α,β=1
∥∥δaαβ(w)∥∥0,ω + ‖w‖0,ω
)
; (2.8)
(ii) If m ∈ {1,2}, there exists a constant C > 0 such that for all (wi) ∈ H11m(ω),
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 C
( 2∑
α,β=1
∥∥δaαβ(w)∥∥0,ω + 2∑
α,β=1
∥∥δbαβ(w)∥∥m−2,ω + ‖w‖0,ω
)
. (2.9)
Proof. If w ∈ L2(ω;R3), and since ai ∈ C2(ω;R3), we have the following identity in
H−2(ω):
∂σ
(
δaαβ(w)
)= ∂σ (aα · ∂βw + aβ · ∂αw)
= ∂σ aα · ∂βw + aα · ∂σβw + ∂σ aβ · ∂αw + aβ · ∂σαw.
Therefore, we obtain:
∂α
(
δaσβ(w)
)+ ∂σ (δaαβ(w))− ∂β(δaσα(w))= 2∂αaσ · ∂βw + 2aβ · ∂σαw. (2.10)
(i) The set E = {(wi) ∈ H000(ω); δaαβ(w) ∈ L2(ω)} equipped with its natural norm is
a Banach space. If (wi) ∈ E, then ∂αwβ ∈ H−1(ω) and from (2.4), it follows that
fαβ = ∂αwβ + ∂βwα ∈ L2(ω), then 2∂σαwβ = ∂αfσβ + ∂σ fαβ − ∂βfσα ∈ H−1(ω).
The lemma of Lions (cf. [30,13,1]) for an open set with a Lipschitz-continuous
boundary implies that ∂αwβ ∈ L2(ω), then wβ ∈ H 1(ω) and (wi) ∈ H110(ω). Thus
we have E ⊂ H110(ω). On the other hand, it is easily seen that H110(ω) ⊂ E, thus
E = H110(ω). The identity mapping from H110(ω) equipped with the norm ‖ ‖H110(ω)
in E = H110(ω) equipped with its natural norm is continuous. Then the result follows
from the open mapping theorem.
(ii) The set E = {(wi) ∈ H000(ω); δaαβ(w) ∈ L2(ω); δbαβ(w) ∈ Hm−2(ω)} equipped
with its natural norm is a Banach space. If (wi) ∈ E, then ∂αw ∈ H−1(ω;R3)
and because of (2.10) applied to w, we obtain aβ · ∂ασw ∈ H−1(ω). Moreover,
because of (2.7), we have a3 · ∂ασw = δbασ (w) + Γ τασ ∂τw · a3 ∈ H−1(ω). Thus
∂ασw = (aβ · ∂ασw)aβ + (a3 · ∂ασw)a3 ∈ H−1(ω;R3). The lemma of Lions implies
that ∂αw ∈ L2(ω;R3), hence w ∈ H 1(ω;R3) and (wi) ∈ H111(ω). Moreover if m = 2,
(2.7) implies that w3 ∈ H 2(ω), thus (wi) ∈ H112(ω). Thus we have E ⊂ H11m(ω). On
the other hand, it is easily seen that H11m(ω) ⊂ E, thus E = H11m(ω). The identity
mapping from H11m(ω) equipped with the norm ‖ ‖H11m(ω) in E = H11m(ω) equipped
with its natural norm is continuous. Then the result follows from the open mapping
theorem. 
We recall now the rigid displacement lemma which has numerous proofs (cf. [8,
Lemma 2.5], [29, p. 56], [47, p. 132], [12, Theorem 6]).
Lemma 2.2 (rigid displacement lemma). Let w ∈ H 1(ω;R3) with covariant components
(wi) ∈ H112(ω).
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exists an unique ψ ∈ H 1(ω;R3) such that ∂αw = ψ × ∂αϕ, from which we get
δa3(w) = ψ × a3; ψ is the infinitesimal rotation vector associated to w.
(ii) If moreover δbαβ(w) = 0, then ψ is a constant vector noted b and w may be written
w = a + b × ϕ, where a is a constant vector.
Proof. It suffices to adapt the proof of [12, Theorem 6]. 
3. Geometry of a shell
Define Φ ∈ C2(ω × R;R3) by: ∀z = (y, z3) ∈ ω × R, Φ(y, z3) = ϕ(y) + z3a3(y), and
for all ε > 0, set Ωε = ω×]−ε, ε[. It can be shown (cf. [18, Theorem 3.1-1]) that there ex-
ists ε0 > 0 such that Φ/Ωε0 is a C2-diffeomorphism. In fact this result can be generalized.
First we have the following lemma:
Lemma 3.1. There exists a bounded, open, connected subset of R2, noted ω′ such that
ω ⊂ ω′ and an injective mapping ϕ′ ∈ C3(ω′;R3) such that ϕ′/ω = ϕ and such that for all
y′ ∈ ω′, the two vectors ∂1ϕ′(y′), ∂2ϕ′(y′) are linearly independent.
Proof. From Theorem 7.8, p. 439 of [48], the boundary of ω being Lipschitz-continuous,
we can find an extension ϕ1 ∈ C3(R2;R3) of ϕ. By assumption, for all y ∈ ω, the two
vectors ∂1ϕ(y), ∂2ϕ(y) are linearly independent. By continuity and the inverse mapping
theorem, for all y ∈ ω, there exists an open neighbourhood V(y) of y in R2 such that for
all z ∈ V(y), the two vectors ∂1ϕ1(z), ∂2ϕ1(z) are linearly independent and ϕ1/V(y) is
one-to-one. By a classical result (cf. [34, p. 57]), the lemma is proved. 
Then with this choice of ω′ and ϕ′ let a′3 = a3[ϕ′] ∈ C2(ω′;R3) be the normal vector
field to the surface ϕ′(ω′), define Φ ′ ∈ C2(ω′×R;R3) by: ∀z′ = (y′, z′3) ∈ ω′×R, Φ ′(z′) =
ϕ′(y′) + z′3a′3(y′), and for all ε > 0, set Ω ′ ε = ω′ × ]−ε, ε[. Then by the result of [18,
Theorem 3.1-1], there exists ε0 such that Φ ′/Ω ′ ε0 is a C2-diffeomorphism.
For all z ∈ Ωε0 , the three vectors gi(z) = ∂iΦ(z) form the covariant basis at the
point Φ(z), and we have gα(z) = aα(y) + z3∂αa3(y), g3(z) = a3(y). For all z ∈ Ωε0 ,
the contravariant basis (gi(z)) and the metric tensor (in covariant and contravari-
ant components) at the point Φ(z) are defined by the relations gi(z) · gj (z) = δij ,
gij (z) = gi(z) · gj (z), gij (z) = gi(z) ·gj (z). The Christoffel symbols and the area element
of the set Φ(Ωε0) are defined by Γ pij = gp · ∂igj . and
√
g(z)dz, where g(z) = det(gij (z)).
We have the relations:
Γ 3α3 = Γ p33 = 0; ∂igj = Γ pij gp; ∂igj = −Γ jipgp. (3.1)
It is easily verified that gi , gi ∈ C1(Ωε0;R3), gij , gij and g ∈ C1(Ωε0), Γ pij ∈ C0(Ωε0). If
v = vigi ∈ C1(Ωε;R3) is a displacement field of Φ(Ωε) (the vi = v · gi are the covariant
components of v), then the covariant components of the linearized strain tensor associated
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deduce:
ei||j (v) = 12 (∂iΦ · ∂j v + ∂jΦ · ∂iv)
= 1
2
(gi · ∂j v + gj · ∂iv) = 12 (∂ivj + ∂j vi)− Γ
p
ij vp. (3.2)
We shall adopt definition (3.2) for ei||j (v) when v ∈ H 1(Ωε;R3), and in this case
ei||j (v) ∈ L2(Ωε).
The following lemma is very simple and is a generalisation in curvilinear coordinates of
the identity (3.16) p. 111 of [30] which, with the lemma of Lions implies Korn inequality.
Lemma 3.2. With the hypotheses and the notations of this section let v ∈ H 1(Ωε;R3).
We then have the following identities in H−1(Ωε):
∂j
(
ei||k(v)
)+ ∂k(ei||j (v))− ∂i(ej ||k(v))= ∂iv · ∂jkΦ + ∂jkv · ∂iΦ
= Γ ljk∂iv · ∂lΦ + ∂jkv · ∂iΦ, (3.3)
∂j
(
ei||k(v)
)+ ∂k(ei||j (v))− ∂i(ej ||k(v))
= (∂jkv − Γ ljk∂lv) · ∂iΦ + 2Γ ljkei||l (v). (3.4)
Proof. Because of the regularity of Φ , we have the following identity in H−1(Ωε),
∂i
(
ej ||k(v)
)= 1
2
(∂ij v · ∂kΦ + ∂j v · ∂ikΦ + ∂ikv · ∂jΦ + ∂kv · ∂ijΦ), (3.5)
from which we infer the identity (3.3) in H−1(Ωε), because of (3.1). From (3.3) and (3.2)
we get (3.4). 
The following result will be used several times for changes of variables and may be
found in [4].
Lemma 3.3. Let Ωa be a bounded open subset of R3, xa a C1-diffeomorphism from
Ωa to xa(Ωa) = xa(Ωa) = Ωb , where Ωb = xa(Ωa) is an open subset of R3, xb the
inverse of xa , which is a C1-diffeomorphism from Ωb to xb(Ωb) = xb(Ωb) = Ωa . Let
Φa ∈ C1(Ωa;R3), Φb = Φa ◦ xb ∈ C1(Ωb;R3). If ua ∈ H 1(Ωa;R3), then ub = ua ◦ xb ∈
H 1(Ωb;R3). Set eaij (ua) = 1/2(∂iua · ∂jΦa + ∂jua · ∂iΦa) ∈ L2(Ωa) and ebij (ub) =
1/2(∂iub · ∂jΦb + ∂jub · ∂iΦb) ∈ L2(Ωb). Then eaij (ua) = (ebkl(ub) ◦ xa)∂ixak∂j xal . For all
k, l, set ga = ∂ixa∂ixa . For all xa ∈ Ωa , the matrix Ga(xa) whose components are ga (xa)kl k l ij
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est and greatest eigenvalues of the matrix Ga(xa). Then µamin = minxa∈Ωa λamin(xa) is > 0,
µamax = maxxa∈Ωa λamax(xa) is finite and for all ua ∈ H 1(Ωa;R3), we have:
(µamin)
3/4‖ua‖0,Ωa  ‖ub‖0,Ωb  (µamax)3/4‖ua‖0,Ωa , (3.6)
(µamin)
3/4
(µamax)
1/2 |ua|1,Ωa  |ub|1,Ωb 
(µamax)
3/4
(µamin)
1/2 |ua |1,Ωa , (3.7)
(µamin)
3/2
(µamax)
2
( 3∑
i,j=1
∥∥eaij (ua)∥∥20,Ωa
)

3∑
i,j=1
∥∥ebij (ub)∥∥20,Ωb
 (µ
a
max)
3/2
(µamin)
2
( 3∑
i,j=1
∥∥eaij (ua)∥∥20,Ωa
)
. (3.8)
4. Results on the Kirchhoff–Love displacement fields
For 0 < ε  ε0, Kirchhoff–Love displacement fields on Ωε are the elements of the set
(cf. [29, p. 49])
HKL(Ω
ε) = {v ∈ H 1(Ωε;R3) such that e3||i (v) = 0}, (4.1)
The following lemma characterizes Kirchhoff–Love displacement fields. Different proofs
of this lemma may be found in [28], [29, p. 50], [23,24] or [4].
Lemma 4.1. For all 0 < ε  ε0, we have:
HKL(Ω
ε) = {v ∈ H 1(Ωε;R3) | ∀z = (y, z3) ∈ Ωε, v(y, z3) = η(y)+ z3δa3(η)(y)
with η = ηiai and where (ηi) ∈ H112(ω)
}
. (4.2)
If (ηi) ∈ H112(ω), the Kirchhoff–Love displacement field v associated to (ηi) defined
by (4.2) will be denoted vKL(η). The following lemma gives the expression of the
linearized strain tensor for a Kirchhoff–Love displacement field (cf. [7, p. 315], [36,
p. 177], [4]).
Lemma 4.2. For all 0 < ε  ε0, (ηi) ∈ H112(ω), z = (y, z3) ∈ Ωε , we have:
eα||β
(
vKL(η)
)
(z) = 1
2
δaαβ(η)(y)− z3δbαβ(η)(y)+ 12 (z3)
2δcαβ(η)(y). (4.3)
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In this section, according to a classical method (cf. [20,22]), we do a change of variables
in the thickness (a scaling) in order to work with variables defined on fixed sets, which
allows to study convergences. Set Ω = ω × ]−1,1[. For all r > 0 and j = 1,2,3, let τ rj
be the mapping from R3 to itself which to x = (xi) ∈ R3 assigns x′ = (x′i ) ∈ R3 such that
x′i = rxi if i = j and x′i = xi otherwise. If f is a mapping defined on Ωε0 or on Ωε for
0 < ε  ε0, then for all 0 < ε  ε0, we shall associate to f the mapping f (ε) = f ◦ τ ε3 /Ω .
Thus to the mappings gij , gij , g, gi , gi , Γ pij and Φ defined in Section 3, we assign the
mappings gij (ε), gij (ε), g(ε) ∈ C1(Ω;R), gi(ε), gi(ε) ∈ C1(Ω;R3), Γ pij (ε) ∈ C0(Ω;R)
and Φ(ε) ∈ C1(Ω;R3). To any v ∈ H 1(Ωε;R3), we assign v(ε) ∈ H 1(Ω;R3). Taking into
account (3.2), for all v ∈ H 1(Ωε;R3), we have
ei||j (v)(ε) = 12
(
gi(ε) · ∂j v ◦ τ ε3 /Ω + gj (ε) · ∂iv ◦ τ ε3 /Ω
)
.
To any u ∈ H 1(Ω;R3), we assign ei||j (ε)(u) ∈ L2(Ω) defined by:
eα||β(ε)(u) = 12
(
gα(ε) · ∂βu+ gβ(ε) · ∂αu
)
,
eα||3(ε)(u) = 12
(
1
ε
gα(ε) · ∂3u+ g3(ε) · ∂αu
)
,
e3||3(ε)(u) = 1
ε
g3(ε) · ∂3u.
(5.1)
Then with this notation, for all v ∈ H 1(Ωε;R3), we have ei||j (v)(ε) = ei||j (ε)(v(ε)). For
u ∈ Hk(Ω;R3) (k = 0 or 1), taking into account the properties ai ∈ C2(ω;R3) and Γ σαβ ∈
C1(ω), we can define the continuous functions δaαβ and γαβ :Hk(Ω;R3) → Hk−1(Ω),
δbαβ :H
k(Ω;R3) → Hk−2(Ω), δa3 :Hk(Ω;R3) → Hk−1(Ω;R3) by the same formulas
as in Section 2, if we identify functions defined on ω with functions defined on Ω . The fol-
lowing lemma will be useful in the proof of Korn inequality and the strong convergence of
the ‘scaled’ displacement fields in the asymptotic analysis (step (vi)). The proof is similar
to that of Lemma 2.1 and will not be given here.
Lemma 5.1. There exists a constant C > 0 such that, for all u ∈ H 1(Ω;R3),
‖u‖1,Ω  C
( 2∑
α,β=1
∥∥δaαβ(u)∥∥0,Ω + 2∑
α,β=1
∥∥δbαβ(u)∥∥−1,Ω + ‖∂3u‖0,Ω + ‖u‖0,Ω
)
. (5.2)
The following result will enable us to estimate the ‘change of curvature tensor’ δbαβ(u) as
a function of the strains.
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in H−1(Ω):
∂α
(
e3||β(ε)(u)
)+ ∂β(e3||α(ε)(u))− 1
ε
∂3
(
eα||β(ε)(u)
)
= (∂αβu− Γ σαβ(ε)∂σ u) · a3 + 2Γ σαβ(ε)e3||σ (ε)(u)+ Γ 3αβ(ε)e3||3(ε)(u). (5.3)
Proof. It is sufficient to apply formula (3.4) with v (of Lemma 3.2) = u ◦ τ 1/ε3 /Ωε , to
return to the open set Ω , and to choose i = 3 and j, k ∈ {1,2}. 
The following estimates may be found in [20, Lemma 3.1].
Lemma 5.3. There exists a constant C > 0 such that, if we identify functions defined on ω
with functions defined on Ω , for all 0 < ε  ε0,∥∥gi(ε)− ai∥∥0,∞,Ω  Cε; ∥∥gi(ε)− ai∥∥0,∞,Ω  Cε, (5.4)
∥∥gij (ε)− aij∥∥0,∞,Ω  Cε; ∥∥gij (ε)− aij∥∥0,∞,Ω  Cε;∥∥g(ε)− a∥∥0,∞,Ω  Cε, (5.5)∥∥Γ σαβ(ε)− Γ σαβ∥∥0,∞,Ω + ∥∥Γ 3αβ(ε)− bαβ∥∥0,∞,Ω + ∥∥Γ σα3(ε)+ bσα∥∥0,∞,Ω Cε. (5.6)
The following proposition will be used in the proof of Korn inequality and in the proof of
the convergence of the ‘scaled’ displacements in the asymptotic analysis. Inequality (5.9)
is similar to inequality (3.18) of [22], but the proof given here is simpler because it is based
upon identity (5.3) which deals with vector quantities.
Proposition 5.1. There exists a constant C > 0 such that for all u ∈ H 1(Ω;R3) and for
all 0 < ε  ε0, ∥∥δaαβ(u)∥∥0,Ω  C(∥∥eα||β(ε)(u)∥∥0,Ω + ε‖u‖1,Ω), (5.7)
∥∥δbαβ(u)∥∥−1,Ω  C
(
1
ε
∥∥eα||β(ε)(u)∥∥0,Ω + 3∑
i=1
∥∥e3||i (ε)(u)∥∥0,Ω + ε‖u‖1,Ω
)
, (5.8)
∥∥∥∥δbαβ(u)+ 1ε ∂3eα||β(ε)(u)
∥∥∥∥−1,Ω  C
( 3∑
i=1
∥∥e3||i (ε)(u)∥∥0,Ω + ε‖u‖1,Ω
)
, (5.9)
‖∂3u‖0,Ω  Cε
( 3∑∥∥e3||i (ε)(u)∥∥0,Ω + ‖u‖1,Ω
)
, (5.10)i=1
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‖u‖1,Ω  C
(
1
ε
( 2∑
α,β=1
∥∥eα||β(ε)(u)∥∥0,Ω
)
+
3∑
i=1
∥∥e3||i (ε)(u)∥∥0,Ω + ‖u‖0,Ω
)
. (5.11)
Proof. According to (5.1) and to the expression of gi , for all x3 ∈ [−1,1], we have:
eα||β(ε)(u)(. , x3) = 12 (aα · ∂βu+ aβ · ∂αu)+
ε
2
x3(∂αa3 · ∂βu+ ∂βa3 · ∂αu) (5.12)
which gives (5.7). From (5.3) and (2.7), we get:
δbαβ(u)+ 1
ε
∂3eα||β(ε)(u) = ∂α
(
e3||β(ε)(u)
)+ ∂β(e3||α(ε)(u))− 2Γ σαβ(ε)e3||σ (ε)(u)
− Γ 3αβ(ε)e3||3(ε)(u)+
(
Γ σαβ(ε)− Γ σαβ
)
∂σ u · a3. (5.13)
We infer (5.8) and (5.9) from (5.13) and (5.6). We have:
∂3u =
(
∂3u · gα(ε)
)
gα(ε)+ (∂3u · g3(ε))g3(ε)
= ε((2e3||α(ε)(u)− ∂αu · a3)gα(ε)+ e3||3(ε)(u)g3(ε)) (5.14)
which implies (5.10). It follows from Lemma 5.1, and from (5.7), (5.8), (5.10) that for all
u ∈ H 1(Ω;R3),
‖u‖1,Ω  C
(
1
ε
2∑
α,β=1
∥∥eα||β(ε)(u)∥∥0,Ω
+
3∑
i=1
∥∥e3||i (ε)(u)∥∥0,Ω + ‖u‖0,Ω + ε‖u‖1,Ω
)
(5.15)
from which we deduce (5.11) for ε small enough. 
The following lemma may be found in another form in [22, Lemma 3.3]. It will be used
in Proposition 5.2 in order to show a regularity result.
Lemma 5.4. (i) Let ψ ∈ L2( ]−1,1[ ) and m ∈ N. Then the mapping M which to
u ∈ C∞(Ω;R3) assigns M(u) ∈ C∞(ω;R3) defined by: for all y ∈ ω, M(u)(y) =∫ 1
−1 u(y, x3)ψ(x3)dx3 can be extended to a continuous mapping from Hm(Ω;R3)
into Hm(ω;R3).
(ii) Let χ ∈ D( ]−1,1[ ) such that ∫ 1−1 χ(x3)dx3 = 1. For 0 < ε  ε0, let Tε be the
mapping from H 1(Ω;R3) into H 1(ω;R3) which to u ∈ H 1(Ω;R3) assigns Tε(u) ∈
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∫ 1
−1(u/ε)χ
′(x3)dx3 =
∫ 1
−1(∂3u/ε)χ(x3)dx3. We then
have the following formulas:
Tε(u) · a3 =
1∫
−1
e3||3(ε)(u)χ(x3)dx3, (5.16)
Tε(u) · aα = 2
1∫
−1
e3||α(ε)(u)χ(x3)dx3 +
1∫
−1
(u · a3,α − ∂αu · a3)χ(x3)dx3
+
1∫
−1
u · a3,αx3χ ′(x3)dx3, (5.17)
∂αTε(u) · aβ + ∂βTε(u) · aα = −2
1∫
−1
eα||β(ε)(u)
ε
χ ′(x3)dx3
+
1∫
−1
(∂αu · ∂βa3 + ∂βu · ∂αa3)x3χ ′(x3)dx3. (5.18)
Proof. It is a simple verification. 
The following proposition may be found in a great extent in [22, Lemma 3.3] and will
be used in an essential way in the proof of Korn inequality and the convergence of the
‘scaled’ displacements.
Proposition 5.2. Let γ0 be a measurable part of ∂ω with measure > 0 and Γ0 = γ0 ×
[−1,1]. Let (εn)n1 be a sequence of real numbers such that for all n  1, 0 < εn  ε0
and limn→+∞ εn = 0 and let (un)n1 be a sequence of elements of H 1(Ω;R3). Suppose
there exists a constant C > 0 such that for all n 1,
‖un‖1,Ω  C, (5.19)∥∥∥∥ei||j (εn)(un)εn
∥∥∥∥
0,Ω
 C. (5.20)
It follows that there exists a constant C > 0 such that for all n 1,∥∥∥∥∂3unεn · gi(εn)
∥∥∥∥
0,Ω
 C;
∥∥∥∥∂3unεn
∥∥∥∥
0,Ω
C. (5.21)
From the sequence (un)n1, we can extract a subsequence still noted (un)n1, such that
un ⇀ u in H 1
(
Ω;R3) when n → +∞, (5.22)
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ei||j (εn)(un)
εn
⇀ e1i||j in L2(Ω) when n → +∞, (5.23)
where u ∈ H 1(Ω;R3) and e1i||j ∈ L2(Ω). Then for any subsequence of the initial sequence,
still noted (un)n1, and verifying (5.22) and (5.23), we have
(i) ∂3u = 0, then u can be identified with an element of H 1(ω;R3), still noted u. We shall
write u in the form u = uiai with ui = u · ai ∈ H 1(ω).
(ii) δa3(u) ∈ H 1(ω;R3), which implies that u3 ∈ H 2(ω) and δbαβ(u) ∈ L2(ω). Moreover
δbαβ(u) = −∂3e1αβ, (5.24)
∂3un/εn ⇀ δa3(u) in L2(Ω;R3), (∂3un/εn) · gα(εn) ⇀ δa3(u) · aα = −∂αu · a3 in
L2(Ω) when n → +∞.
(iii) γαβ(u) = 0, u ∈ H 2(ω;R3) and there exists a unique ψ ∈ H 1(ω;R3) such that
∂αu = ψ × ∂αϕ and ψ verifies δa3(u) = ψ × a3.
(iv) If moreover for all n  1, un = 0 on Γ0, then on the one hand u = 0 on γ0, on the
other hand δa3(u) = 0 on γ0, which implies that ∂νu3 = 0 on γ0, where ∂νu3 is the
normal derivative of u3 on γ0.
Proof. We shall use the notations of Lemma 5.4. From (5.19), (5.20) and (5.10) applied to
ε = εn and u = un we find (5.21).
(i) From (5.21) and (5.22) we deduce that ∂3u = 0.
(ii) From (5.20), (5.22), (5.14) applied to ε = εn and u = un, and from (5.4) and
(2.5) we get ∂3un/εn ⇀ δa3(u) in L2(Ω;R3) when n → +∞, which implies with
Lemma 5.4 that Tεn(un) ⇀ δa3(u) in L2(ω;R3) when n → +∞. On the other hand
Lemma 5.4 shows that δaαβ(Tεn(un)) = ∂αTεn(un) · aβ + ∂βTεn(un) · aα weakly con-
verges in L2(ω) when n → +∞. These weak convergences and relation (2.8) of
Lemma 2.1 show that, with the notations of this lemma, (Tεn(un))T weakly con-
verges in H 1(ω;R3). Now Tεn(un) ⇀ δa3(u) in L2(ω;R3), then (Tεn(un))T ⇀
(δa3(u))T = δa3(u) in L2(ω;R3). Given that the limit is unique, it follows that
δa3(u) ∈ H 1(ω;R3) and that (Tεn(un))T ⇀ δa3(u) in H 1(ω;R3). Taking into ac-
count (2.5), we deduce that u3 ∈ H 2(ω) and from (2.7), we get δbαβ(u) ∈ L2(ω).
From (5.9), (5.19) and (5.20), we get δbαβ(un) + (1/εn)∂3eα||β(εn)(un) → 0 in
H−1(Ω) when n → +∞, from which (5.24) follows, owing to (5.22) and (5.23).
(iii) Thanks to (5.7), (5.19), (5.20) and (5.22) we get γαβ(u) = 0 and the result follows,
owing to Lemma 2.2.
(iv) If un = 0 on Γ0, from (5.22), we deduce that u = 0 on γ0. On the other hand,
Tεn(un) ∈ H 1(ω;R3) and Tεn(un) = 0 on γ0, then (Tεn(un))T = 0 on γ0. Now ac-
cording to part (ii) of the proposition, (Tεn(un))T ⇀ δa3(u) in H 1(ω;R3). Hence we
infer that δa3(u) = 0 on γ0. Since u = 0 on γ0, from (2.5) we deduce that ∂αu3 = 0
on γ0, thus ∂νu3 = 0 on γ0. 
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sition 9.1, p. 693). It enables us to show that under the hypotheses (5.19) and (5.20),
(∂3un/εn) · gα(εn) is in the space ‘H 1 of the variable transversal to the boundary with
values in the space H−1 of the boundary’ and bounded in this space, thus in particular has
a trace in the space ‘H−1 of the boundary’. It is a generalization in curvilinear coordinates
of a remark (essential) which may be found in [39, p. 90].
Proposition 5.3. Suppose that ω = ]α1, β1[ × ]α2, β2[. Let (εn)n1 be a sequence of real
numbers such that for all n  1, 0 < εn  ε0 and limn→+∞ εn = 0 and let (un)n1 be
a sequence of elements of H 1(Ω;R3). Suppose there exists a constant C > 0 such that
for all n  1, (5.19) and (5.20) are verified. Let us denote L2( ]α1, β1[ × ]−1,1[ ) by L2b
and H−1( ]α1, β1[ × ]−1,1[ ) by H−1b (b for ‘boundary’). Then (∂3un/εn) · gα(εn) ∈
H 1( ]α2, β2[,H−1b ) and moreover there exists a constant C > 0 such that for all n 0,∥∥∥∥(∂3unεn
)
· gα(εn)
∥∥∥∥
H 1( ]α2,β2[,H−1b )
C.
From the sequence (un)n1, we can extract a subsequence still noted (un)n1, such that
(5.22) and (5.23) are verified. Then, for any subsequence of the initial sequence, verifying
(5.22) and (5.23), we have
δa3(u) · aα = −∂αu · a3 ∈ H 1
( ]α2, β2[,H−1b ) and(
∂3un
εn
)
· gα(εn)⇀ δa3(u) · aα = −∂αu · a3 in H 1
( ]α2, β2[,H−1b ) when n → +∞.
Proof. From (5.21) we deduce that (∂3un/εn) · gα(εn) ∈ L2( ]α2, β2[,L2b) and is bounded
in this space.
(i) We have:
∂2
(
∂3un
εn
· g1(εn)
)
= 2∂3
(
e1||2(εn)(un)
εn
)
− ∂1
(
∂3un
εn
· g2(εn)
)
− ∂1un · ∂2a3 − ∂2un · ∂1a3
+ 2∂3un
εn
· (∂1a2 + εnx3∂12a3). (5.25)
From (5.19), (5.20), (5.21) and the property ai ∈ C2(ω;R3) we infer that all the
terms of (5.25) are in L2( ]α2, β2[,H−1b ) and bounded in this space. Consequently
(∂3un/εn) · g1(εn) ∈ H 1( ]α2, β2[,H−1b ) and is bounded in this space. Moreover,
if un verifies (5.22) and (5.23), Proposition 5.2(ii) shows that (∂3un/εn) · g1(εn)
weakly converges in L2( ]α2, β2[,L2b) and (5.25) with Proposition 5.2(ii) show that
∂2((∂3un/εn) · g1(εn)) weakly converges in L2( ]α2, β2[,H−1b ), then (∂3un/εn) ·
g1(εn) weakly converges in H 1( ]α2, β2[,H−1).b
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bounded in this space. Moreover, if un verifies (5.22) and (5.23), it can be proved
that (∂3un/εn) · g2(εn) weakly converges in H 1( ]α2, β2[,H−1b ).
(iii) Let a subsequence of the initial sequence, still noted (un)n1, verifying (5.22) and
(5.23), and such that (∂3un/εn) · gα(εn) ⇀ vα in H 1( ]α2, β2[,H−1b ), where vα ∈
H 1( ]α2, β2[,H−1b ). Consequently (∂3un/εn) · gα(εn) ⇀ vα in L2( ]α2, β2[,H−1b ).
On the other hand, it follows from Proposition 5.2(ii) that (∂3un/εn) · gα(εn) ⇀
δa3(u) · aα = −∂αu · a3 in L2(Ω), whence in L2( ]α2, β2[,L2b), thus also in
L2( ]α2, β2[,H−1b ). From the uniqueness of the limit, we find that vα = δa3(u) · aα =−∂αu · a3 and the result follows. 
6. The three-dimensional junction problem
We now study the modelling of the junction of two shells. In an asymptotic analysis it is
wished to work with variables defined on fixed sets in order to show convergences of these
variables in some functional spaces. In the case of a smooth shell, we do a scaling in the
thickness of the shell in order to get a parametrisation by a fixed set (cf. [20,22]). In the case
of a junction, things are less simple because we may have any geometry. This is the reason
why we have chosen a simplified modelling. We consider a multi-structure constituted of
two smooth shells (whose middle surface is of class C3), their middle surface being linked
together on a part of their boundary, the two surfaces having distinct tangent planes at
any point of their intersection. This corresponds to the modelling adopted in [44]. In this
way we can deal with fixed sets for each shell of the multi-structure. A more ‘realistic’
modelling has been chosen in [3].
Let ωa and ωb be two bounded, open, connected subsets of R2, with a Lipschitz-
continuous boundary. In the sequel, we shall put an exponent a or b to the variables
relative to ωa or ωb, the exponent c will take its values in the set {a, b} and if c ∈ {a, b},
{cˇ} = {a, b} \ {c}. We choose this notation in order not to have to repeat properties which
are true for the two shells. Let ϕc ∈ C3(ωc;R3) be an injective mapping such that for
all yc ∈ ωc, the two vectors ∂1ϕc(yc), ∂2ϕc(yc) are linearly independent. The set ϕc(ωc)
will be the middle surface of the shell ‘c’. All the variables we have defined in the pre-
ceding sections from ϕ ∈ C3(ω;R3) may be defined from ϕc ∈ C3(ωc;R3) and will be
denoted as said previously with an exponent c. We shall denote in the same way the
variables relative to ωc and their extensions to ω′ c (cf. Lemma 3.1). The intersection of
the two middle surfaces ϕa(ωa) ∩ ϕb(ωb) (assumed not empty) is a compact set of R3,
γ c = (ϕc)−1(ϕa(ωa) ∩ ϕb(ωb)) is a compact set of R2, and it is easily seen that ϕc is a
homeomorphism from γ c onto ϕc(γ c). From this we infer that yb = (ϕb)−1 ◦ ϕa/γ a is
a homeomorphism from γ a onto γ b , with inverse ya = (ϕa)−1 ◦ ϕb/γ b . We assume that
the intersection of the two middle surfaces is a part of their boundary, that is γ c ⊂ ∂ωc ,
that the measure of γ c is > 0, and that γ a (thus also γ b because it is homeomorph to
it) is connected and has a boundary (the case where γ a has a finite number of connected
components eventually with no boundary can be easily dealt with along the lines of the
present study). We assume that at each point of the intersection of the two surfaces ϕa(ωa)
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(ya, yb) ∈ γ a × γ b such that ϕa(ya) = ϕb(yb),
rank
{
∂αϕ
a(ya), ∂βϕ
b(yb), α,β = 1,2}= 3. (6.1)
By reducing ω′ c if necessary, we may assume that at each point of the intersection of the
two surfaces ϕa(ω′a) and ϕb(ω′b), the tangent planes to the two surfaces are distinct, that
means that for all (ya, yb) ∈ ω′a ×ω′b such that ϕa(ya) = ϕb(yb), (6.1) is verified. Let γ c0
be a measurable subset of ∂ωc with mesγ a0 + mesγ b0 > 0 and d(γ c0 , γ c) > 0. In the sequel
ε will be a real number verifying 0 < ε  ε0 = min(εa0 , εb0). Set
Γ
c,ε
0 = γ c0 × [−ε, ε], Γ̂ c,ε0 = Φc(Γ c,ε0 ), Γ̂ ε0 = Γ̂ a,ε0 ∪ Γ̂ b,ε0 ,
Ω̂ε = Φa(Ωa,ε)∪Φb(Ωb,ε), Ωa∩b,εc = (Φc)−1
(
Φa(Ωa,ε)∩Φb(Ωb,ε))
(Ωa∩b,εc is the part of Ωc,ε corresponding to the intersection of the two shells), and
Ωc−cˇ,ε = Ωc,ε \Ωa∩b,εc .
The set Ω̂ε = Φa(Ωa,ε) ∪ Φb(Ωb,ε) is the reference configuration of the multi-structure
constituted of the two elastic shells with middle surfaces ϕa(ωa) and ϕb(ωb) and with
thickness 2ε. It is assumed that the material constituting the multi-structure is homoge-
neous and isotropic and that Ω̂ε is a natural state. The material is then characterized by
two Lamé constants λ > 0 and µ> 0. We shall do the following hypothesis:
Hypothesis 6.1. There exists a constant C > 0 such that, for all 0 < ε  ε0 and z ∈ Ωa∩b,εc ,
we have d(z, γ c)Cε.
This hypothesis means that the intersection of the two shells Φa(Ωa,ε) and Φb(Ωb,ε) is at
a distance of order ε from the intersection of the two middle surfaces ϕa(ωa) and ϕb(ωb).
If E ⊂ Rn (n ∈ N∗) and x ∈ E, a vector u ∈ Rn is in the tangent cone of the set E at the
point x, noted Cont(E,x), if there exists a sequence (xn) ∈ E, a sequence (λn) ∈ R+ such
that xn → x and λn(xn − x) → u when n → +∞ (cf. [46, p. 202]). Then it may be shown
(cf. [3]) that the following hypothesis implies Hypothesis 6.1:
Hypothesis 6.2. For all (ya, yb) ∈ (γ a \ γ˚ a)× (γ b \ ˚γ b) such that ϕa(ya) = ϕb(yb), then
Cont
(
ϕa
(
ωa
)
, ϕa(ya)
)∩ Cont(ϕb(ωb ), ϕb(yb))= Cont(ϕa(γ a),ϕa(ya))
= Cont(ϕb(γ b),ϕb(yb)). (6.2)
According to Hypothesis 6.1, condition d(γ c0 , γ c) > 0 implies that, by reducing ε0 if nec-
essary, for 0 < ε  ε0, Γ̂ ε0 ⊂ ∂Ω̂ε . We assume that the multi-structure is subjected to an
applied body force density fˆ ε ∈ L2(Ω̂ε;R3) and clamped on Γ̂ ε .0
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equivalent by simple changes of variables to the following variational formulation:
find uε ∈ VΩε such that for all vε ∈ VΩε, Aε(uε, vε) = Fε(vε) (6.3)
with the following notations:
VΩε = {vε = (va,ε, vb,ε) ∈ H 1(Ωa,ε;R3)×H 1(Ωb,ε;R3) |
vc,ε = 0 on Γ c,ε0 (if mesγ c0 > 0),
va,ε ◦ (Φa)−1 = vb,ε ◦ (Φb)−1 on Φa(Ωa,ε)∩Φb(Ωb,ε)}, (6.4)
Ac,ijkl,ε = λgc,ij gc,kl + µ(gc,ikgc,j l + gc,ilgc,jk), f c,ε = fˆ ε ◦ Φc/Ωc,ε ∈ L2(Ωc,ε;R3)
and for all uε = (ua,ε, ub,ε) and vε = (va,ε, vb,ε) ∈ VΩε ,
ac,ε(uc,ε, vc,ε) = Ac,ijkl,εeck||l (uc,ε)eci||j (vc,ε),
Ac,ε(uc,ε, vc,ε) =
∫
Ωc−cˇ,ε
ac,ε(uc,ε, vc,ε)
√
gc dzc + 1
2
∫
Ω
a∩b,ε
c
ac,ε(uc,ε, vc,ε)
√
gc dzc, (6.5)
Aε(uε, vε) = Aa,ε(ua,ε, va,ε)+Ab,ε(ub,ε, vb,ε),
Fc,ε(vc,ε) =
∫
Ωc−cˇ,ε
f c,ε · vc,ε√gc dzc + 1
2
∫
Ω
a∩b,ε
c
f c,ε · vc,ε√gc dzc (6.6)
and Fε(vε) = Fa,ε(va,ε)+ Fb,ε(vb,ε).
7. Geometric preliminaries
According to the hypotheses of Section 6, at each point of the intersection of the two
surfaces ϕa(ω′a) and ϕb(ω′b), the tangent planes to the two surfaces are distinct. It fol-
lows that ϕa(ω′a) ∩ ϕb(ω′b) is a submanifold of R3 of dimension 1. Hence, since it
has been assumed that γ c is connected and with a boundary, we can find an application
mc ∈ C3([−l,L+ l];R2) (L> 0, l > 0) injective, such that
mc
([0,L])= γ c, ϕc(mc([−l,L+ l]))⊂ ϕa(ω′a)∩ ϕb(ω′b),
ϕa ◦ma = ϕb ◦mb, ∣∣(ϕc ◦mc)′∣∣= 1
(ϕc ◦ mc is a parametrization by the arc length of the curve ϕa(γ a) = ϕb(γ b) with
length L). Since γ c is of class C3, then for all yc ∈ γ c we can define the inner
unit normal vector to the surface ϕc(ωc) in the tangent plane to this surface at the
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ary ϕc(∂ωc) at the point ϕc(yc), τ c(yc) = νc(yc) × ac3(yc). By changing the orienta-
tion of ϕa(ωa) and (or) of ϕb(ωb) if necessary, it may always be assumed that for all
t ∈ [0,L], τ c(mc(t)) = (ϕc ◦ mc)′(t) (thus τa(ma(t)) = τb(mb(t))). By a proof simi-
lar to that of Lemma 3.1, it can be shown that, by reducing l if necessary, there exists
a C3-diffeomorphism y˜c :Y → y˜c(Y ) ⊂ ω′ c where Y = ]−l,L + l[ × ]−l, l[ and for all
t ∈ [−l,L+ l], y˜c(t,0) = mc(t) (thus for all t ∈ [0,L], ∂1(ϕc ◦ y˜c)(t,0) = τ c(mc(t))) and
∂2(ϕc ◦ y˜c)(t,0) = νc(mc(t)). This allows to define a C3-diffeomorphism z˜c :Z → z˜c(Z)
with Z = Y ×R = ]−l,L+ l[× ]−l, l[×R and for all pc ∈ Z, z˜c(pc) = (y˜c(pc1,pc2),pc3).
We define ϕ˜c ∈ C3(Y ;R3) by ϕ˜c = ϕc ◦ y˜c. All the variables we have defined in the
preceding sections from ϕ ∈ C3(ω;R3) may be defined from ϕ˜c ∈ C3(Y ;R3) and will
be denoted with an exponent c and the symbol ˜ and it is verified that a˜c3 = ac3 ◦ y˜c and
Φ˜c = Φc ◦ z˜c . Hence we have for all t ∈ [0,L],
a˜a1 (t,0) = a˜b1(t,0) = τa
(
ma(t)
)= τb(mb(t)) and a˜c2(t,0) = νc(mc(t)).
Hypothesis 6.1 implies that for all t ∈ [0,L], the three vectors τa(ma(t)) = τb(mb(t)),
νa(ma(t)) and νb(mb(t)) are linearly independent, so are the three vectors
∂1ϕ˜a(t,0) = ∂1ϕ˜b(t,0), ∂2ϕ˜a(t,0) and ∂2ϕ˜b(t,0). We shall note θ(t) the angle between
aa3 (m
a(t)) and ab3(m
b(t)) in the plane spanned by aa3 (m
a(t)) and νa(ma(t)) oriented in
order that for all t ∈ [0,L], we have:
ab3
(
mb(t)
)= cos(θ(t))aa3 (ma(t))+ sin(θ(t))νa(ma(t)). (7.1)
Hypothesis 6.1 implies that for all t ∈ [0,L], θ(t) /∈ πZ, whence we may choose θ with
values in ]−π,0[ ∪ ]0,π[. If we set Ω ′a∩b,εc = (Φc)−1{Φa(Ω ′a,ε) ∩ Φb(Ω ′b,ε)}, then
zcˇ = Φcˇ−1 ◦ Φc/Ω ′a∩b,ε0c is a C2-diffeomorphism from Ω ′a∩b,ε0c onto Ω ′a∩b,ε0cˇ . In the
sequel the ε0 considered above will be noted ε. It will be fixed once and for all and ε0
(with 0 < ε0  ε) will be allowed to be modified. Then zcˇ is a C2-diffeomorphism from
Ω
′a∩b,ε
c onto Ω
′a∩b,ε
cˇ
fixed once and for all. We can find l1, 0 < l1 < l, open sets Pa and
Pb of R3 such that
[−l1,L+ l1] × [−l1, l1] × [−l1, l1] ⊂Pc ⊂ Z = ]−l,L+ l[ × ]−l, l[ × R,
z˜c(Pc) ⊂ Ω ′a∩b,εc and z˜cˇ(P cˇ) = zcˇ
(
z˜c(Pc)),
which allows to define pc = (z˜c)−1 ◦ zc ◦ z˜cˇ/P cˇ which is a C2-diffeomorphism from P cˇ
onto Pc. Remark that for all t ∈ [−l,L+ l], pc(t,0,0) = (t,0,0).
The following lemma will be useful for the junction conditions:
Lemma 7.1. With the preceding notations, for all Aci ,Bci ∈ R such that
0 <Ac < Bc < L, 0 <Ac < Bc, −1 <Ac < Bc < 1, (7.2)1 1 2 2 3 3
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Aa1,B
a
1 ∈ R with 0 < Aa1 < Ba1 < L. We then can find Aai ,Bai ∈ R (i = 2,3), Abi ,Bbi ∈ R
(i = 1,2,3) verifying (7.2), such that by reducing ε0 if necessary, for all 0 < ε  ε0,
Ec,ε ⊂ [−l1,L+ l1] × [−l1, l1] × [−l1, l1] ⊂Pc, z˜c(Ec,ε) ⊂ Ωc,ε and pb(Ea,ε) ⊂ Eb,ε
which implies in particular z˜a(Ea,ε) ⊂ Ωa∩b,εa .
Proof. Let Aa1,B
a
1 ∈ R with 0 < Aa1 < Ba1 < L. Let pc,0 ∈ C1([0,L] × R × R;R3) be
defined by: for all P cˇ ∈ [0,L] × R × R,
p
c,0
1 (P
cˇ) = pc1(P cˇ1 ,0,0) = P cˇ1 , (7.3)
p
c,0
j (P
cˇ) =
3∑
i=2
∂ip
c
j (P
cˇ
1 ,0,0)P
cˇ
i for j = 2,3. (7.4)
It is easily seen that on [0,L] × {0} × {0}, we have ∂1pc1 = 1, ∂2pc1 = ∂3pc1 = 0. Since for
all t ∈ [0,L], det(∂ipcj (t,0,0))i,j=1,2,3 = 0, it follows that det(∂ipc,0j (t,0,0))i,j=2,3 = 0.
Then it is easily verified that the mapping pc,0 is injective and is a C1-diffeomorphism
from [0,L] × R × R onto itself, with inverse pcˇ,0. On Pa , we have Φ˜a = Φ˜b ◦ pb, hence
∂iΦ˜
a = (∂j Φ˜b ◦ pb)∂ipbj . It follows that for all t ∈ [0,L], a˜ai (t,0) = a˜bj (t,0)∂ipbj (t,0,0)
which gives (cf. (7.1)), ∂2pb3(t,0,0) = −∂3pb2(t,0,0) = sin(θ(t)) and ∂2pb2(t,0,0) =
∂3p
b
3(t,0,0) = cos(θ(t)). Thus for all t ∈ [0,L], |∂ipbj (t,0,0)|  1 and by continu-
ity and compacity, there exists a constant C, 0 < C < 1, such that for all t ∈ [0,L],
|∂2pb3(t,0,0)| = |∂3pb2(t,0,0)|  C. Then it is easy to find Aai ,Bai ∈ R (i = 2,3),
Abi ,B
b
i ∈ R (i = 1,2,3) verifying (7.2), such that pb,0(Ea) ⊂ Eb. By reducing ε0 if nec-
essary, for 0 < ε  ε0, we have:
Ec,ε ⊂ [−l1,L+ l1] × [−l1, l1] × [−l1, l1] ⊂Pc and z˜c
(
Ec,ε
)⊂ Ωc,ε,
which allows to define (with the notation τ rj defined in Section 5)
pc,ε = τ 1/ε2 ◦ τ 1/ε3 ◦ pc ◦ τ ε2 ◦ τ ε3 /Ecˇ ∈ C2
(
Ecˇ;R3).
Then Taylor formula with integral remainder shows that there exists a constant C > 0 such
that for all P cˇ ∈ Ecˇ, ∣∣pc,ε(P cˇ)− pc,0(P cˇ)∣∣ Cε. (7.5)
It follows that by reducing ε0 if necessary, for all 0 < ε  ε0, pb(Ea,ε) ⊂ Eb,ε . 
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Recall the notation conventions of Sections 5 and 6. Moreover set Γ c0 = γ c0 × [−1,1].
We have the formula
Ac,ijkl(ε) = λgc,ij (ε)gc,kl(ε)+µ(gc,ik(ε)gc,j l(ε)+ gc,il(ε)gc,jk(ε)).
Then it is easily seen that problem (6.3) is equivalent to the following one:
find u(ε) ∈ VΩ(ε) such that for all v(ε) ∈ VΩ(ε), A(ε)(u(ε), v(ε))= F(ε)(v(ε)) (8.1)
with the following notations
VΩ(ε) = {v(ε) = (va(ε), vb(ε)) ∈ H 1(Ωa;R3)×H 1(Ωb;R3) |
vc(ε) = 0 on Γ c0 (if mesγ c0 > 0), va(ε) ◦
(
Φa(ε)
)−1 = vb(ε) ◦ (Φb(ε))−1
on Φa(ε)(Ωa)∩Φb(ε)(Ωb)}, (8.2)
Ωa∩bc (ε) = (τ ε3 )−1(Ωa∩b,εc ) =
(
Φc(ε)
)−1(
Φa(ε)(Ωa)∩Φb(ε)(Ωb)),
Ωc−cˇ(ε) = (τ ε3 )−1(Ωc−cˇ,ε) = Ωc \Ωa∩bc (ε),
and for all uc, vc ∈ H 1(Ωc;R3), ac(ε)(uc, vc) = Ac,ijkl(ε)eck||l (ε)(uc)eci||j (ε)(vc), whence
1
ε2
ac(ε)(uc, vc)
=
{
Ac,αβστ (ε)
(
1
ε
ecσ ||τ (ε)(uc)
)
+Ac,αβ33(ε)
(
1
ε
ec3||3(ε)(u
c)
)}{
1
ε
ecα||β(ε)(vc)
}
+
{
4Ac,α3σ3(ε)
(
1
ε
ecσ ||3(ε)(u
c)
)}{
1
ε
ecα||3(ε)(v
c)
}
+
{
Ac,33στ (ε)
(
1
ε
ecσ ||τ (ε)(uc)
)
+Ac,3333(ε)
(
1
ε
ec3||3(ε)(u
c)
)}
×
{
1
ε
ec3||3(ε)(v
c)
}
, (8.3)
Ac(ε)(uc, vc) =
∫
Ωc−cˇ(ε)
ac(ε)(uc, vc)
√
gc(ε)dxc + 1
2
∫
Ωa∩bc (ε)
ac(ε)(uc, vc)
√
gc(ε)dxc
=
∫
Ωc
ac(ε)(uc, vc)
√
gc(ε)dxc − 1
2
∫
Ωa∩b(ε)
ac(ε)(uc, vc)
√
gc(ε)dxc, (8.4)c
J.-L. Akian / J. Math. Pures Appl. 84 (2005) 667–716 689Fc(ε)(vc) =
∫
Ωc−cˇ(ε)
f c(ε) · vc√gc(ε)dxc + 1
2
∫
Ωa∩bc (ε)
f c(ε) · vc√gc(ε)dxc
=
∫
Ωc
f c(ε) · vc√gc(ε)dxc − 1
2
∫
Ωa∩bc (ε)
f c(ε) · vc√gc(ε)dxc, (8.5)
A(ε)(u, v) = Aa(ε)(ua, va) + Ab(ε)(ub, vb), F (ε)(v) = Fa(ε)(va) + Fb(ε)(vb). We do
the following hypothesis on f c(ε): f c(ε) is written in the form f c(ε) = ε2f c(ε), where
f c(ε) ∈ L2(Ωc;R3) and f c(ε)⇀ f c in L2(Ωc;R3) when ε → 0. Then, with this hypoth-
esis, problem (8.1) becomes:
find u(ε) ∈ VΩ(ε) such that for all v(ε) ∈ VΩ(ε),
A(ε)
(
u(ε), v(ε)
)= ε2F(ε)(v(ε)), (8.6)
where F(ε) is defined from f c(ε) as F(ε) is defined from f c(ε).
The following lemma completes the result of Lemma 5.3 and may be found in [22,
Lemma 3.1].
Lemma 8.1. There exists a constant C > 0 such that for all 0 < ε  ε0,∥∥Ac,ijkl(ε)−Ac,ijkl(0)∥∥0,∞,Ωc  Cε (8.7)
with
Ac,αβστ (0) = λac,αβac,στ +µ(ac,ασ ac,βτ + ac,ατ ac,βσ ), (8.8)
Ac,αβ33(0) = λac,αβ, Ac,α3σ3(0) = µac,ασ , A3333(0) = λ+ 2µ, (8.9)
Ac,αβσ3(ε) = Ac,αβσ3(0) = Ac,α333(ε) = Ac,α333(0) = 0. (8.10)
Moreover there exists two constants C1,C2 > 0 such that for all 0 < ε  ε0, for all x ∈ Ωc,
and for all symmetric tensor (tij ), we have:
C1tij tij Ac,ijkl(ε)(x)tkl tij  C2tij tij . (8.11)
9. Technical preliminaries
The following lemma will be used in the proof of Proposition 9.1 in order to obtain the
junction conditions. The principle of the proof uses the ideas of [39, p. 89].
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a
1 ∈ R be such that 0 < Aa1 < Ba1 < L. With the notations
of Lemma 7.1, set δc = Bc2ε0, ω˜c = ]Ac1,Bc1[ × ]0, δc[, Ω˜c = ω˜c × ]−1,1[ and Ω˜c,ε =
ω˜c × ]−ε, ε[. Then for all 0 < ε  ε0, we have Ec,ε ⊂ Ω˜c,ε and by reducing ε0 if nec-
essary, Ω˜c,ε ⊂ Pc. Let (εn)n1 be a sequence of real numbers such that for all n  1,
0 < εn  ε0 and limn→+∞ εn = 0 and let (ucn)n1 be a sequence of L2(Ω˜c;Rm) (m ∈ N∗).
Set Hc = L2( ]Ac1,Bc1[ × ]−1,1[;Rm) and let Gc ⊂ Hc be a Hilbert space continuously
and densely imbedded in Hc. We shall consider two cases: m = 3 with Gc = Hc and m = 1
with Gc = H 10 ( ]Ac1,Bc1[ × ]−1,1[;R). Suppose that if we distinguish the second variable
in Ω˜c we have ucn ∈ H 1( ]0, δc[; (Gc)′), and that there exists a constant C > 0 such that
for all n 1,
‖ucn‖0,Ω˜c  C, (9.1)
‖ucn‖H 1( ]0,δc[;(Gc)′)  C. (9.2)
From the sequence (ucn)n1 we can extract a subsequence, still noted (ucn)n1 such
that ucn ⇀ uc in L2(Ω˜c;Rm) and in H 1( ]0, δc[; (Gc)′) when n → +∞, where
uc ∈ L2(Ω˜c;Rm) ∩ H 1( ]0, δc[; (Gc)′). Suppose that uc ∈ H 1( ]0, δc[;Hc) and let
χ ∈ C1(R3;Rm) with suppχ ⊂ Ea . For all n  1 set uc,εnn = ucn ◦ τ 1/εn3 /Ω˜c,εn ∈
L2(Ω˜c,εn;Rm). Then with notations (7.3), (7.4), we have:
lim
n→+∞
1
ε2n
∫
Ea,εn
ua,εnn (p
a) · χ ◦ τ 1/εn2 ◦ τ 1/εn3 (pa)dpa
=
∫
Ea
ua(qa1 ,0, q
a
3 ) · χ(qa)dqa, (9.3)
lim
n→+∞
1
ε2n
∫
Ea,εn
ub,εnn ◦ pb(pa) · χ ◦ τ 1/εn2 ◦ τ 1/εn3 (pa)dpa
=
∫
Ea
ub
(
p
b,0
1 (q
a),0,pb,03 (q
a)
) · χ(qa)dqa. (9.4)
Proof. From (9.1) and (9.2), it follows that from the sequence (ucn)n1, we can extract
a subsequence, still noted (ucn)n1 such that ucn ⇀ uc,1 in L2(Ω˜c;Rm) and ucn ⇀ uc,2 in
H 1( ]0, δc[; (Gc)′) when n → +∞, where uc,1 ∈ L2(Ω˜c;Rm), uc,2 ∈ H 1( ]0, δc[; (Gc)′).
Then ucn ⇀ uc,2 in L2( ]0, δc[; (Gc)′) and in the two cases ucn ⇀ uc,1 in L2( ]0, δc[; (Gc)′).
The limit being unique, it follows that uc,1 = uc,2 ∈ L2(Ω˜c;Rm)∩H 1( ]0, δc[; (Gc)′). Let
χ ∈ C1(R3;Rm) with suppχ ⊂ Ea .
(a) The first integral of (9.3) is well defined because Ea,εn ⊂ Ω˜a,εn . By a simple change
of variables, we get:
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ε2n
∫
Ea,εn
ua,εnn (p
a) · χ ◦ τ 1/εn2 ◦ τ 1/εn3 (pa)dpa
=
Ba2∫
Aa2
〈
uan(. , εnq
a
2 , .), χ(. , q
a
2 , .)
〉
(Ha)′,Ha dq
a
2 . (9.5)
From Lemma 1.3 of [39], H 1( ]0, δc[; (Gc)′) is continuously imbedded in the space
C0,1/2([0, δc]; (Gc)′) of Hölderian functions of exponent 1/2 from [0, δc] with values
in (Gc)′. Hence there exists a constant C1 > 0 such that for all u ∈ H 1( ]0, δc[; (Gc)′)
and for all s, t ∈ [0, δc],
‖u‖C0,1/2([0,δc];(Gc)′)  C1‖u‖H 1( ]0,δc[;(Gc)′), (9.6)∥∥u(. , s, .)− u(. , t, .)∥∥
(Gc)′  C1‖u‖H 1( ]0,δc[;(Gc)′)|s − t |1/2. (9.7)
We deduce that uan(. ,0, .) ∈ (Ga)′ and for all qa2 ∈ [Aa2,Ba2 ] and all n 1, uan(. , εnqa2 , .)
∈ (Ga)′. As for all qa2 ∈ [Aa2,Ba2 ], χ(. , qa2 , .) ∈ H 10 ( ]Ac1,Bc1[ × ]−1,1[;Rm), in the
two cases we have χ(. , qa2 , .) ∈ Ga . The imbedding from Ga in Ha being continuous,
in (9.5), we can write〈
uan(. , εnq
a
2 , .), χ(. , q
a
2 , .)
〉
(Ha)′,Ha =
〈
uan(. , εnq
a
2 , .), χ(. , q
a
2 , .)
〉
(Ga)′,Ga
= 〈uan(. , εnqa2 , .)− uan(. ,0, .), χ(. , qa2 , .)〉(Ga)′,Ga
+ 〈uan(. ,0, .), χ(. , qa2 , .)〉(Ga)′,Ga . (9.8)
From (9.7) and (9.2) we get:∥∥uan(. , εnqa2 , .)− uan(. ,0, .)∥∥(Ga)′  C1‖uan‖H 1( ]0,δa [;(Ga)′)(Ba2 )1/2ε1/2n
 C1C(Ba2 )1/2ε
1/2
n , (9.9)
whence ∣∣〈uan(. , εnqa2 , .)− uan(. ,0, .), χ(. , qa2 , .)〉(Ga)′,Ga ∣∣
 C1C(Ba2 )1/2ε
1/2
n
∥∥χ(. , qa2 , .)∥∥Ga . (9.10)
On the other hand, uan ⇀ ua in H 1( ]0, δa[; (Ga)′), which yields uan ⇀ ua in
C0,1/2([0, δa]; (Ga)′), whence uan(. ,0, .) ⇀ ua(. ,0, .) in (Ga)′ and uan(. ,0, .)
∗
⇀
ua(. ,0, .) in (Ga)′. Then for all qa2 ∈ [Aa2,Ba2 ],
lim
〈
uan(. ,0, .), χ(. , qa2 , .)
〉
(Ga)′,Ga =
〈
ua(. ,0, .), χ(. , qa2 , .)
〉
(Ga)′,Ga . (9.11)n→+∞
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We get (9.3) from (9.5), (9.8), (9.10)–(9.12), the dominated convergence theorem and
the fact that ua(. ,0, .) ∈ Ha , we then can write 〈ua(. ,0, .), χ(. , qa2 , .)〉(Ga)′,Ga in the
form 〈ua(. ,0, .), χ(. , qa2 , .)〉(Ha)′,Ha .
(b) The first integral of (9.4) is well defined because from Lemma 7.1, we have
pb(Ea,εn) ⊂ Eb,εn ⊂ Ω˜b,εn . By simple changes of variables and with the notation
pc,ε of Lemma 7.1, we get:
1
ε2n
∫
Ea,εn
ub,εnn ◦ pb(pa) · χ ◦ τ 1/εn2 ◦ τ 1/εn3 (pa)dpa
=
∫
Eb
ubn(q
b
1 , εnq
b
2 , q
b
3 ) · χ
(
pa,εn(qb)
)∣∣det(∂ipaj ◦ τ εn2 ◦ τ εn3 (qb))∣∣dqb. (9.13)
From (7.5) and Taylor formula with integral remainder and given that χ is of class C1
with compact support on R3, for qb ∈ Eb, we have:
χ
(
pa,εn(qb)
)= χ(pa,0(qb))+ O(εn), (9.14)∣∣det(∂ipaj ◦ τ εn2 ◦ τ εn3 (qb))∣∣= ∣∣det(∂ipaj (qb1 ,0,0))∣∣+ O(εn). (9.15)
In (9.14), (9.15), and in the sequel of the proof, the O(εn) are uniform on their domains
of definition. Let χ1 ∈ C1([0,L] × R × R;R3) be defined by ∀qb ∈ [0,L] × R × R,
χ1(qb) = χ(pa,0(qb))|det(∂ipaj (qb1 ,0,0))|. From (9.14), (9.15) and from the regular-
ity of the mappings χ , pa,0 and det(∂ipaj ), it follows that for qb ∈ Eb,
χ
(
pa,εn(qb)
)∣∣det(∂ipaj ◦ τ εn2 ◦ τ εn3 (qb))∣∣= χ1(qb)+ O(εn). (9.16)
From the proof of Lemma 7.1, we get suppχ1 ⊂ pb,0(suppχ) ⊂ pb,0(Ea) ⊂ Eb. We
then may apply the result of part (a) of the proof by replacing a by b and χ by χ1.
Hence we get:
lim
n→+∞
∫
Eb
ubn(q
b
1 , εnq
b
2 , q
b
3 ) · χ1(qb)dqb =
∫
Eb
ub(qb1 ,0, q
b
3 ) · χ1(qb)dqb. (9.17)
On the other hand, from Cauchy–Schwarz inequality, we get:∫
b
∣∣ubn(qb1 , εnqb2 , qb3 )∣∣dqb  1εn1/2 ‖ubn‖0,Ω˜b (mes Ω˜b)1/2. (9.18)
E
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(9.13), (9.16)–(9.18) and (9.1). 
The following proposition is fundamental and will be useful in the proof of Korn in-
equality and the proof of the convergence of the ‘scaled’ displacements. Parts (i)–(v) of
this proposition are a transcription of Lemma 2.2 and of parts (i)–(iv) of Proposition 5.2.
For the part (vi), we use ideas from Lemma 4.8 of [39].
Proposition 9.1. Let (εn)n1 be a sequence of real numbers such that for all n  1,
0 < εn  ε0 and limn→+∞ εn = 0 and let (un)n1 = (uan,ubn)n1 be a sequence such that
for all n 1, un ∈ VΩ(εn). Suppose there exists a constant C > 0 such that for all n 1,
‖ucn‖1,Ωc  C and ‖eci||j (εn)(ucn)‖0,Ωc/εn  C. Then from the sequence (un)n1 we can
extract a subsequence, still noted (un)n1, such that
ucn ⇀ u
c in H 1
(
Ωc;R3) when n → +∞, (9.19)
and
eci||j (εn)(ucn)
εn
⇀ e
c,1
i||j in L
2(Ωc) when n → +∞, (9.20)
where uc ∈ H 1(Ωc;R3) and ec,1i||j ∈ L2(Ωc). From Lemma 2.2 and Proposition 5.2, for all
subsequence of the initial sequence, still noted (un)n1 and verifying (9.19) and (9.20), we
have:
(i) ∂3uc = 0, hence uc may be identified with an element of H 1(ωc;R3), still noted uc .
We shall write uc in the form uc = uci ac,i with uci = uc · aci ∈ H 1(ωc).
(ii) δac3(uc) ∈ H 1(ωc;R3), which implies that uc3 ∈ H 2(ωc) and δbcαβ(uc) ∈ L2(ωc).
Moreover
δbcαβ(u
c) = −∂3ec,1α||β, (9.21)
∂3ucn/εn ⇀ δa
c
3(u
c) in L2(Ωc;R3), (∂3ucn/εn) · gcα(εn) ⇀ δac3(uc) · acα = −∂αuc · ac3
in L2(Ωc) when n → +∞.
(iii) γ cαβ(uc) = 0, uc ∈ H 2(ωc;R3) and there exists an unique ψc ∈ H 1(ωc;R3) such that
∂αu
c = ψc × ∂αϕc and ψc verifies δac3(uc) = ψc × ac3 .
(iv) If δbcαβ(uc) = 0, ψc is a constant vector bc and uc may be written in the form
uc = ac + bc × ϕc, where ac is a constant vector.
(v) If mesγ c0 > 0, then uc = 0 on γ c0 , δac3(uc) = 0 on γ c0 , which implies that ∂νcuc3 = 0
on γ c0 , where ∂νcu
c
3 is the normal derivative of uc3 on γ c0 .
Moreover, with the notation yb = (ϕb)−1 ◦ ϕa/γ a of Section 6:
(vi) ua = ub ◦ yb on γ a (9.22)
and
δaa(ua) · {ab ◦ yb}+ {δab(ub) ◦ yb} · aa = 0 on γ a. (9.23)3 3 3 3
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Aa1,B
a
1 ∈ R with 0 < Aa1 < Ba1 < L. From Lemma 7.1 we associate to them Aai ,Bai ∈ R
(i = 2,3), Abi ,Bbi ∈ R (i = 1,2,3), verifying (7.2) and all the results of this lemma. We
shall also use the notations and results of Lemma 9.1.
(b) Change of variable for variables related to the displacements. Let (un)n1 be a
subsequence of the initial sequence verifying (9.19) and (9.20). For all n 1, we shall set
(with the notations τ rj and z˜c defined in Section 5 and 7)
uc,εnn = ucn ◦ τ 1/εn3 /Ωc,εn ∈ H 1
(
Ωc,εn;R3), u˜cn = ucn ◦ z˜c/Ω˜c ∈ H 1(Ω˜c;R3),
u˜c,εnn = u˜cn ◦ τ 1/εn3 /Ω˜c,εn = uc,εnn ◦ z˜c/Ω˜c,εn ∈ H 1
(
Ω˜c,εn;R3),
hence uεnn = (ua,εnn , ub,εnn ) ∈ VΩεn (cf. notation (6.4)). Recall (cf. Section 7) that all the
variables we have defined in the preceding sections from ϕ ∈ C3(ω;R3) may be defined
from ϕ˜c ∈ C3(Y ;R3) and are denoted with an exponent c and the symbol .˜
With this notation, hypotheses on the sequence (un)n1 and Lemma 3.3 show there
exists a constant C > 0 such that for all n 1,
‖u˜cn‖1,Ω˜c  C,
∥∥e˜ci||j (εn)(u˜cn)∥∥0,Ω˜c /εn  C and ∥∥e˜c,εni||j (u˜c,εnn )∥∥0,Ω˜c,εn /εn3/2  C.
From (9.19), we infer u˜cn ⇀ u˜c = uc ◦ z˜/Ω˜c (identified with uc ◦ y˜c/ω˜c) in H 1(Ω˜c;R3)
when n → +∞. From (9.20) and Lemma 3.3, we infer that e˜ci||j (εn)(u˜cn)/εn weakly con-
verges in L2(Ω˜c;R) when n → +∞. Then hypotheses of Propositions 5.2 and 5.3 are
verified with ω = ω˜c and the sequence (un)n0 = (u˜cn)n0.
(c) Identity (9.22). Hypotheses of Lemma 9.1 are satisfied for the sequence (u˜cn)n1
with Gc = L2( ]Ac1,Bc1[ × ]−1,1[;Rm) and m = 3 (first case). For all n  1, we
have uεnn = (ua,εnn , ub,εnn ) ∈ VΩεn , then u˜a,εnn = u˜b,εnn ◦ pb on Ea,εn . Let us choose
χ ∈ C1(R3;R3) in the form χ = χ1χ23, where χ1 ∈ C1(R;R3) and χ23 ∈ C1(R2;R), with
suppχ1 ⊂ ]Aa1,Ba1 [, suppχ23 ⊂ ]Aa2,Ba2 [ × ]Aa3,Ba3 [ and
∫
R2 χ23 = 0. From Lemma 9.1,
we get
∫ Ba1
Aa1
u˜a(x,0) · χ1(x)dx =
∫ Ba1
Aa1
u˜b(x,0) · χ1(x)dx. This being true for all Aa1,Ba1
such that 0 < Aa1 < B
a
1 < L and for all χ1 ∈ C1(R;R3) with suppχ1 ⊂ ]Aa1,Ba1 [, it
yields (9.22).
(d) Identity (9.23).
(d1) Estimation of Gn (defined by (9.25)). For n  1, consider the mapping Fn
defined on Ea,εn by Fn = ∂3u˜a,εnn · (∂3Φ˜b ◦ pb)+ (∂3u˜b,εnn ◦ pb) · ∂3Φ˜a . For all n  1,
u˜
a,εn
n = u˜b,εnn ◦ pb and Φ˜a = Φ˜b ◦ pb on Ea,εn . Hence for all n  1, ∂3u˜a,εnn = (∂i u˜b,εnn ◦
pb)∂3p
b
i and ∂3Φ˜a = (∂iΦ˜b ◦ pb)∂3pbi on Ea,εn . It follows that for all n 1, on Ea,εn , Fn
may be written in the form:
Fn = 2
(
e˜
b,εn(u˜b,εnn ) ◦ pb
)
∂3p
b. (9.24)i||3 i
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on Ea,εn ∂3Φ˜b ◦pb = ∂iΦ˜a(∂3pai ◦pb). It follows that for all n 1, on Ea,εn , Fn may also
be written in the form Fn = Gn +Hn, where Gn and Hn are defined on Ea,εn by:
Gn =
2∑
α=1
{
∂3u˜
a,εn
n · ∂αΦ˜a
(
∂3paα ◦ pb
)+ {∂3u˜b,εnn · ∂αΦ˜b(∂3pbα ◦ pa ) } ◦ pb} (9.25)
and
Hn = e˜a,εn3||3 (u˜a,εnn )
(
∂3p
a
3 ◦ pb
)+ (e˜b,εn3||3 (u˜b,εnn ) ◦ pb )∂3pb3 . (9.26)
Since for all n 1, we have ‖e˜c,εni||j (u˜c,εnn )‖0,Ω˜c,εn /εn3/2  C, given that pc is a C2-diffeo-
morphism from P cˇ onto Pc and given that Ec,εn ⊂ Pc, it follows that there exists a
constant C > 0 such that for all n  1, ‖Fn‖0,Ea,εn  Cε3/2n and ‖Hn‖0,Ea,εn  Cε3/2n .
It follows that there exists a constant C > 0 such that for all n 1, ‖Gn‖0,Ea,εn  Cε3/2n .
(d2) Estimations on the different terms constituting Gn. Let χ ∈ C1(R3;R), with com-
pact support, and with suppχ ⊂ Ea . From Cauchy–Schwarz inequality, it follows that for
all n 1, ∣∣∣∣∣ 1ε2n
∫
Ea,εn
Gn(p
a)χ
(
pa1 ,
pa2
εn
,
pa3
εn
)
dpa
∣∣∣∣∣ Cε1/2n ‖χ‖0,Ea . (9.27)
On the other hand, for all n 1, on Ec,εn , we have:
∂3u˜
c,εn
n · ∂αΦ˜c
(
∂3pcα ◦ pcˇ
)= {∂3u˜cn
εn
· g˜cα(εn)
(
∂3pcα ◦ pcˇ ◦ τ εn3
)} ◦ τ 1/εn3 . (9.28)
For all n  1, ∂3pcα ◦ pcˇ ◦ τ εn3 /Ω˜c ∈ C1(Ω˜c;R), the sequence (∂3pcα ◦ pcˇ ◦ τ εn3 /Ω˜c)n1
is bounded in C1(Ω˜c;R) and ∂3pcα ◦ pcˇ ◦ τ εn3 /Ω˜c → ∂3pcα ◦ pcˇ(. , . ,0)/Ω˜c in C1(Ω˜c;R)
when n → +∞. Set Gc = H 10 ( ]Ac1,Bc1[ × ]−1,1[;R). Since from Propositions 5.2 and
5.3, ((∂3u˜cn/εn) · g˜cα(εn))n1 is bounded in L2(Ω˜c) and in H 1( ]0, δc[, (Gc)′), it follows
that the same holds true for the sequence ((∂3u˜cn/εn) · g˜cα(εn)(∂3pcα ◦ pcˇ ◦ τ εn3 /Ω˜c))n1.
Since (∂3u˜cn/εn) · g˜cα(εn) ⇀ δa˜c3(u˜c) · a˜cα in L2(Ω˜c) and in H 1( ]0, δc[, (Gc)′), we deduce
that when n → +∞,
∂3u˜cn
εn
· g˜cα(εn)
(
∂3pcα ◦ pcˇ ◦ τ εn3 /Ω˜c
)
⇀δa˜c3(u˜
c) · a˜cα
(
∂3pcα ◦ pcˇ(. , . ,0)/Ω˜c
)
, (9.29)
in L2(Ω˜c;R) and in H 1( ]0, δc[, (Gc)′). Finally, we have
δa˜c(u˜c) · a˜cα
(
∂3pcα ◦ pcˇ(. , . ,0)/Ω˜c
) ∈ H 1(Ω˜c;R).3
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for the sequence ((∂3u˜cn/εn) · g˜cα(εn)(∂3pcα ◦ pcˇ ◦ τ εn3 /Ω˜c))n1 with Hc = L2( ]Ac1,Bc1[ ×]−1,1[;R). It follows that when n → +∞,
1
ε2n
∫
Ea,εn
{
∂3u˜
a,εn
n · ∂αΦ˜a
(
∂3paα ◦ pb
)}
(pa)χ
(
pa1 ,
pa2
εn
,
pa3
εn
)
dpa
→
∫
Ea
{
δa˜a3 (u˜
a) · a˜aα
(
∂3paα ◦ pb
)}
(qa1 ,0,0)χ(q
a)dqa, (9.30)
and
1
ε2n
∫
Ea,εn
{
∂3u˜
b,εn
n · ∂αΦ˜b
(
∂3pbα ◦ pa
)} ◦ pb(pa)χ(pa1 , pa2εn , p
a
3
εn
)
dpa
→
∫
Ea
{
δa˜b3(u˜
b) · a˜bα
(
∂3pbα ◦ pa
)}
(qa1 ,0,0)χ(q
a)dqa. (9.31)
From (9.25), (9.27), (9.30) and (9.31) and since for all t ∈ [−l,L + l], pc(t,0,0) =
(t,0,0), we get:∫
Ea
{(
δa˜a3 (u˜
a) · a˜aα
)
∂3paα +
(
δa˜b3(u˜
b) · a˜bα
)
∂3pbα
}
(qa1 ,0,0)χ(q
a)dqa = 0. (9.32)
(d4) Conclusion. Since on Ea,εn we have ∂3Φ˜a = (∂iΦ˜b ◦ pb)∂3pbi and ∂3Φ˜b ◦ pb =
∂iΦ˜
a(∂3p
a
i ◦ pb), it follows that on ]Aa1,Ba1 [ × {0} × {0}, we have a˜b3 = a˜ai (∂3pai ) and
a˜a3 = a˜bi (∂3pbi ). Taking into account that δa˜c3(u˜c) ∈ H 1(ω˜c;R3) and that δa˜c3(u˜c) · a˜c3 = 0
on ω˜c, from (9.32) we get:∫
Ea
{
δa˜a3 (u˜
a) · a˜b3 + δa˜b3(u˜b) · a˜a3
}
(qa1 ,0,0)χ(q
a)dqa = 0. (9.33)
Consequently, the mapping {δa˜a3 (u˜a) · a˜b3 +δa˜b3(u˜b) · a˜a3 }(. ,0,0), which, thanks to the trace
theorems, is in L2( ]Aa1,Ba1 [;R3), is equal to zero on ]Aa1,Ba1 [, by using the same method
as in part (vi) (c) of the proof. This being true for all Aa1,Ba1 such that 0 <Aa1 < Ba1 <L,
given that a˜c3 = ac3 ◦ y˜c and that δa˜c3(u˜c) = δac3(uc) ◦ y˜c/ω˜c, we get (9.23). 
Remark 9.1. It is easily verified, thanks to (7.1), that (9.23) is equivalent to ∂2u˜a · a˜a3 =
∂2u˜b · a˜b3 on [0,L]×{0} or, owing to (2.3), to ∂2u˜a3 + b˜a,α2 u˜aα = ∂2u˜b3 + b˜b,α2 u˜bα on [0,L]×{0}
where the terms b˜c,αβ are the components in the basis (a˜cα) of the mixed representative of
the second fundamental form of the surface ϕc(ωc).
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surfaces of the shells is not changed by the deformation of the multi-structure. Indeed, if
we introduce the space Xω defined by (with the notation Hijk(ω) of Section 2):
Xω = {η = (ηa, ηb) | ηc = ηci ac,i with (ηci ) ∈ H112(ωc);
ηa = ηb ◦ yb on γ a; if mesγ c0 > 0, ηci = ∂νηc3 = 0 on γ c0
}
, (9.34)
condition (9.23) means that for all (ua,ub) ∈ Xω, δ{aa3 · (ab3 ◦ yb)}(ua) = 0 on γ a .
The following proposition completes Proposition 9.1. It is fundamental in the proof of
Proposition 9.3(i).
Proposition 9.2. Let uc ∈ H 2(ωc;R3) verifying all the conclusions of Proposition 9.1.
Then on γ a , we have ψa = ψb ◦yb (the infinitesimal rotation vector of each middle surface
is continuous at the junction) and δaai (ua) = (δabj (ub) ◦ yb)∂izbj (. ,0).
Proof. We use again the notations of Proposition 9.1 and of its proof and we set ψ˜c = ψc ◦
y˜c/ω˜c ∈ H 1(ω˜c;R3). Then Proposition 9.1(iii) implies ∂αu˜c = ψ˜c × ∂αϕ˜c and δa˜c3(u˜c) =
ψ˜c × a˜c3. Moreover on ]Aa1,Ba1 [ × {0}, we have u˜a = u˜b and δa˜a3 (u˜a) · a˜b3 + δa˜b3(u˜b) · a˜a3 =
0. The last equality and the form of δa˜c3(u˜
c) imply that on ]Aa1,Ba1 [ × {0}, we have
(ψ˜a − ψ˜b) · (a˜a3 × a˜b3) = 0 then (ψ˜a − ψ˜b) · a˜a1 = 0. Due to the trace theorems, u˜a(. ,0) =
u˜b(. ,0) ∈ H 1( ]Aa1,Ba1 [;R3). Then ∂1u˜a(. ,0) = ∂1u˜b(. ,0) ∈ L2( ]Aa1,Ba1 [;R3). From re-
lation ∂1u˜c = ψ˜c × ∂1ϕ˜c it follows that on ]Aa1,Ba1 [ × {0}, we have ψ˜a × a˜a1 − ψ˜b × a˜b1 =
(ψ˜a − ψ˜b) × a˜a1 = 0. From the foregoing, we conclude that on ]Aa1,Ba1 [ × {0}, we have
ψ˜a = ψ˜b. This being true for all Aa1,Ba1 such that 0 <Aa1 <Ba1 <L, we get ψa = ψb ◦ yb
on γ a .
Proposition 9.1(iii) implies that on ωc we have δaci (uc) = ψc × ∂iΦc(. ,0). It follows
that on γ a , we have (since on Pa , Φa = Φb ◦ zb and on γ a , zb(. ,0) = ( yb(.),0))
δaai (u
a) = ψa × ∂iΦa(. ,0)
= (ψb ◦ yb )× {∂jΦb(zb(. ,0))∂izbj (. ,0)}= (δabj (ub) ◦ yb )∂izbj (. ,0). 
The following lemma will allow to show that the limit variational problem has an unique
solution. It is based on inequality (2.9) (m = 2), the rigid displacement lemma and Propo-
sition 9.2.
Lemma 9.2. Let Wω be the space defined by (with definition (9.34)):
Wω = {η ∈ Xω | δaa3 (ηa) · {ab3 ◦ yb }+ {δab3(ηb) ◦ yb } · aa3 = 0 on γ a}. (9.35)
Then there exists a constant C > 0 such that for all η = (ηa, ηb) ∈ Wω, we have:
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+ ∥∥δabαβ(ηb)∥∥0,ωb + ∥∥δbbαβ(ηb)∥∥0,ωb). (9.36)
Proof. Lemma 2.1(ii) applied with m = 2 shows that there exists a constant C > 0 such
that for all η = (ηa, ηb) ∈ H112(ωa)×H112(ωb), we have:∥∥(ηai )∥∥H112(ωa) + ∥∥(ηbi )∥∥H112(ωb) C(R(ηa, ηb)+ ‖ηa‖0,ωa + ‖ηb‖0,ωb) (9.37)
with the notation
R(ηa, ηb) = ∥∥δaaαβ(ηa)∥∥0,ωa + ∥∥δbaαβ(ηa)∥∥0,ωa + ∥∥δabαβ(ηb)∥∥0,ωb + ∥∥δbbαβ(ηb)∥∥0,ωb .
In order to show the lemma, it is sufficient to show that there exists a constant C > 0
such that for all η = (ηa, ηb) ∈ Wω, we have ‖ηa‖0,ωa + ‖ηb‖0,ωb  CR(ηa, ηb). Let us
assume the contrary. We then can find a sequence ηn = (ηa,n, ηb,n)n1 ∈ Wω such that for
all n  1, ‖ηa,n‖0,ωa + ‖ηb,n‖0,ωb = 1 and ‖δacαβ(ηc,n)‖0,ωc → 0, ‖δbcαβ(ηc,n)‖0,ωc → 0
when n → +∞. From (9.37) we infer that the sequence (ηn)n1 is bounded in
H112(ωa)×H112(ωb). The imbedding from H112(ωc) in H001(ωc) being compact, we
can extract from the sequence (ηn)n1 a subsequence still noted (ηn)n1 such that
ηn ⇀ η in H112(ωa) × H112(ωb) and ηn → η in H001(ωa) × H001(ωb) when n → +∞,
where η = (ηa, ηb) ∈ Wω. It follows that ‖ηa‖0,ωa + ‖ηb‖0,ωb = 1, δacαβ(ηc) = 0 and
δbcαβ(η
c) = 0. The rigid displacement lemma (Lemma 2.2) shows that there exists two
vectors ac and bc ∈ R3 such that ηc = ac +bc ×ϕc. Suppose for example that mes γ a0 > 0.
Condition ηai = ∂νηa3 = 0 on γ a0 is equivalent to the conditions ηa = 0, δaa3 (ηa) = 0 on
γ a0 (according to (2.5)), where equalities are a.e. equalities of elements of L2(γ a0 ;R3),
due to the trace theorems. Condition ηa = 0 on γ a0 implies ∂τaηa = 0 on γ a0 , where ∂τa is
the tangential derivative on γ a0 . It follows that ba × ∂τaϕa = 0 and owing to Lemma 2.2,
δaa3 (η
a) = ba × aa3 = 0 on γ a0 . As vectors ∂τaϕa and aa3 are linearly independent, we find
ba = 0, whence aa = 0 and ηa = 0. Proposition 9.2 shows that bb = ba = 0, whence ab = 0
since ηb ◦ yb = ηa = 0 on γ a . Thus we have ηa = ηb = 0, which is in contradiction with
equality ‖ηa‖0,ωa + ‖ηb‖0,ωb = 1. Therefore the result holds. 
The following result is fundamental in order to construct three-dimensional displace-
ment fields of the space VΩ(ε) (Eq. (8.2)) from two-dimensional displacement fields in
the admissible space of the limit problem. This construction is essential in the proof of
the asymptotic analysis (step (iv)). It seems not simple to adapt the method used in [39,
pp. 93–97], because this method is based on a rather complicated ‘deformation’ of the dis-
placement field and on the density of smooth functions in the admissible space of the limit
problem. Now in the present case, the admissible space of the limit problem is constituted
of inextensional displacement fields, and it seems difficult to approximate inextensional
displacement fields in H 2 by smooth inextensional fields, because the nature of the equa-
tions of the inextensional displacement fields (γ cαβ(ηc) = 0) depends on the nature (elliptic,
hyperbolic, parabolic) of the middle surface.
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lengthy calculations, but its principle is simple. The idea if the proof of step (iv) of the
asymptotic analysis is the following: from two-dimensional displacement fields in the
admissible space of the limit problem, then inextensional and verifying the junction con-
ditions (9.22) and (9.23), we consider the Kirchhoff–Love displacement fields associated
to them; these displacement fields do not verify the three-dimensional junction conditions,
but, owing to Proposition 9.2, va and vb ◦ zb as well as their partial derivative are equal on
the intersection of the two middle surfaces, therefore in a sense va and vb ◦ zb will be near
in a neighbourhood of this intersection. Part (i) of the following proposition states precisely
in which manner these two mappings are near; we then ‘correct’ va on Ωa,ε by substract-
ing to it a mapping wε verifying the conditions of part (ii) of the following proposition, so
that va ‘corrected’ and vb will verify the three-dimensional junction conditions.
Proposition 9.3. Let η = (ηa, ηb) with ηc = ηci ac,i and (ηci ) ∈ H112(ωc), verifying
γ cαβ(η
c) = 0, and such that on γ a , ηa = {ηb ◦ yb} and δaa3 (ηa) · {ab3 ◦ yb} + {δab3(ηb) ◦
yb} · aa3 = 0. According to Proposition 9.1, ηc ∈ H 2(ωc;R3). We can extend ηc into an
element of H 2(R2;R3), still noted ηc. Let vc = vKL(ηc) be the Kirchhoff–Love displace-
ment field associated to ηc. We use again the notations of Sections 6 and 7.
(i) For all r > 0, set Zr = ]−r,L + r[ × ]−r, r[ × ]−r, r[. Then for all Ca > 0, by
reducing ε0 if necessary, for 0 < ε  ε0, ZCaε ⊂ Z, z˜a(ZCaε) ⊂ Ω ′a∩b,εa and for n = 0,1,
‖va − vb ◦ zb‖n,z˜a(ZCaε) = o(ε(5−2n)/2) when ε → 0.
(ii) By reducing ε0 if necessary, for all 0 < ε  ε0, there exists wε ∈ H 1(Ωa,ε;R3) such
that wε = va − vb ◦ zb on Ωa∩b,εa , such that for n = 0,1, ‖wε‖n,Ωa,ε = o(ε(5−2n)/2) when
ε → 0 and such that if mesγ a0 > 0, wε = 0 on Γ a,ε0 .
The idea of the proof of part (i) of Proposition 9.3 is first to use the local coordinate system
pc ∈ Z. Then if we set v˜c = vc ◦ z˜c , on ZCaε , we substract to the mappings v˜a and v˜b ◦pb
their Taylor expansions written at a point of the intersection of the two middle surfaces,
taking into account the fact that v˜a and v˜b ◦pb and their partial derivatives are equal on this
intersection. The calculation of the L2-norms of the preceding expressions having common
points, we have established the following lemma which will be used several times in the
proof of Proposition 9.3.
Lemma 9.3. Let a, b ∈ R, δ ∈ R∗+ and set a1 = a − δ, b1 = b + δ, ω = ]a, b[ × ]−δ, δ[,
Ω = ω × ]−δ, δ[, ω1 = ]a1, b1[ × ]−δ, δ[, Ω1 = ω1 × ]−δ, δ[. Let C > 0 and for all
ε > 0, set ωε = ]a, b[ × ]−Cε,Cε[, Ωε = ωε × ]−Cε,Cε[, ωε1 = ]a1, b1[ × ]−Cε,Cε[,
Ωε1 = ωε1 × ]−Cε,Cε[.
For all 0 < ε  δ/C let hε ∈ C1(Ω;R), with ‖hε‖0,∞,Ωε  C1ε and ‖∂1hε‖0,∞,Ωε 
C1ε, where C1 > 0 and let f ε ∈ C1(Ω;R3) be defined by: ∀z ∈ Ω , f ε(z) =
(z1 + hε(z),0,0). To any mapping v defined on Ω1 with values in Rm (m  1) and to
any 0 < ε min(δ/C1, δ/C) we assign, when this makes sense, the mappings T 1f ε (v) and
T 2f ε (v) from Ωε into Rm defined by:
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(
f ε(z)
)
and
T 2f ε (v)(z) = v(z)− v
(
f ε(z)
)− 3∑
i=1
{
∂iv
(
f ε(z)
)}(
zi − f εi (z)
)
.
Then there exists a constant C′ > 0 such that for all η ∈ H 2(ω1;R3), for all 0 < ε  ε1 =
min(1/(2C1), δ/C, δ/C1), T 2f ε (vKL(η)) ∈ L2(Ωε;R3), T 1f ε (∂i(vKL(η))) ∈ L2(Ωε;R3)
(i = 1,2,3), and ∥∥T 2f ε(vKL(η))∥∥0,Ωε  C′ε5/2(‖η‖2,ωε1), (9.38)∥∥T 1f ε(∂i(vKL(η)))‖0,Ωε  C′ε3/2(‖η‖2,ωε1). (9.39)
Proof. Let us show that for 0 < ε  ε1 and 0 < t  1, the mapping Fεt from Ωε into
Ωε1 which to z ∈ Ωε assigns y = Fεt (z) ∈ Ωε1 with y1 = f ε1 (z) = z1 + hε(z), y2 = tz2,
y3 = z3 is a C1-diffeomorphism from Ωε onto its range. Indeed, this mapping is injective
because if z1 + hε(z1, z2, z3) = z′1 + hε(z′1, z2, z3), with (z1, z2, z3) and (z′1, z2, z3) ∈ Ωε ,
then |z1 − z′1| = |hε(z′1, z2, z3)− hε(z1, z2, z3)|. Now by the mean value theorem,∣∣hε(z′1, z2, z3)− hε(z1, z2, z3)∣∣ C1ε|z1 − z′1| 12 |z1 − z′1|,
whence z1 = z′1. On the other hand the Jacobian of this application is equal to t (1+∂1hε)
t (1 − C1ε)  t/2 on Ωε . In the same way, it is shown that for 0 < ε  ε1 and 0 < t  1
the mapping Gεt from Ωε into Ωε1 which to z ∈ Ωε assigns y = Gεt (z) ∈ Ωε1 with
y1 = tz1 + (1 − t)f ε1 (z) = z1 + (1 − t)hε(z), y2 = tz2, y3 = z3
is a C1-diffeomorphism from Ωε onto its range with a Jacobian
t
(
1 + (1 − t)∂1hε
)
 t
(
1 − (1 − t)C1ε
)
 t/2 on Ωε.
For 0 < ε  ε1 and z ∈ Ωε , vKL(η)(f ε(z)) = η(f ε1 (z),0), ∂α(vKL(η))(f ε(z)) =
∂αη(f
ε
1 (z),0) and ∂3(vKL(η))(f
ε(z)) = δa3(η)(f ε1 (z),0). Since η ∈ H 2(ω1;R3) and
f ε1 ∈ C1(Ω;R), the trace theorems and the diffeomorphism Fε1 show that T 2f ε (vKL(η))
and T 1f ε (∂i(vKL(η))) ∈ L2(Ωε;R3). By density it is sufficient to show (9.38) and (9.39) for
η ∈ C∞(ω1;R3). Now let us choose η ∈ C∞(ω1;R3). For i = 1,2,3, z ∈ Ωε and 0 < t  1
let us consider
∂i
(
vKL(η)
)(
tz + (1 − t)f ε(z))− ∂i(vKL(η))(f ε(z)).
We have
∂3
(
vKL(η)
)(
tz + (1 − t)f ε(z))− ∂3(vKL(η))(f ε(z))
= δa3(η)
(
tz1 + (1 − t)f ε(z), tz2
)− δa3(η)(f ε(z),0)1 1
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∂α
(
vKL(η)
)(
tz + (1 − t)f ε(z))− ∂α(vKL(η))(f ε(z))= v1(z)+ v2(z)
with v1(z) = tz3∂αδa3(η)
(
tz1 + (1 − t)f ε1 (z), tz2
)
and v2(z) = ∂αη
(
tz1 + (1 − t)f ε1 (z), tz2
)− ∂αη(f ε1 (z),0).
By making the change of variable y = Gεt (z) in ‖v1‖0,Ωε , it is easily seen that there exists
a constant C > 0 such that for all 0 < ε  ε1, ‖v1‖20,Ωε  Cε3‖∂αδa3(η)‖20,ωε1 . Now if
u ∈ C1(ω1;R3), we can write:
u
(
tz1 + (1 − t)f ε1 (z), tz2
)− u(f ε1 (z),0)
= u(tz1 + (1 − t)f ε1 (z), tz2)− u(f ε1 (z), tz2)+ u(f ε1 (z), tz2)− u(f ε1 (z),0)
=
tz1+(1−t)f ε1 (z)∫
f ε1 (z)
∂1u(x, tz2)dx +
tz2∫
0
∂2u
(
f ε1 (z), x
)
dx. (9.40)
From Schwarz inequality and making the change of variables y =Fεt (z), we get:∫
Ωε
∣∣∣∣∣
tz1+(1−t)f ε1 (z)∫
f ε1 (z)
∂1u(x, tz2)dx
∣∣∣∣∣
2
dz

∫
Ωε
∣∣hε(z)∣∣∣∣∣∣∣
tz1+(1−t)f ε1 (z)∫
f ε1 (z)
∣∣∂1u(x, tz2)∣∣2 dx
∣∣∣∣∣dz
 C1ε
∫
Ωε
∣∣∣∣∣
tz1+(1−t)f ε1 (z)∫
f ε1 (z)
∣∣∂1u(x, tz2)∣∣2 dx
∣∣∣∣∣dz
 2C1ε
t
∫
Ωε1
min(y1+tC1ε,b+δ)∫
y1
∣∣∂1u(x, y2)∣∣2 dx dy
 2C1ε
t
∫
Ωε1
b+δ∫
a−δ
χ]y1,y1+tC1ε[(x)
∣∣∂1u(x, y2)∣∣2 dx dy
= 2C1ε
t
∫
Ωε1
b+δ∫
a−δ
χ]x−tC1ε,x[(y1)
∣∣∂1u(x, y2)∣∣2 dx dy1 dy2 dy3
 2C21ε2‖∂1u‖2 ε = 2C21Cε3‖∂1u‖2 ε . (9.41)0,Ω1 0,ω1
702 J.-L. Akian / J. Math. Pures Appl. 84 (2005) 667–716From Schwarz inequality and making the change of variables y =Fε1 (z), we get:
∫
Ωε
∣∣∣∣∣
tz2∫
0
∂2u
(
f ε1 (z), x
)
dx
∣∣∣∣∣
2
dz t
∫
Ωε
|z2|
∣∣∣∣∣
tz2∫
0
∣∣∂2u(f ε1 (z), x)∣∣2 dx
∣∣∣∣∣dz
 Cε
∫
Ωε
Cε∫
−Cε
∣∣∂2u(f ε1 (z), x)∣∣2 dx dz
 2Cε
∫
Ωε1
Cε∫
−Cε
∣∣∂2u(y1, x)∣∣2 dx dy
= 4C2ε2‖∂2u‖20,Ωε1 = 8C
3ε3‖∂2u‖20,ωε1 . (9.42)
Applying (9.41) and (9.42) to u = ∂αη and to u = δa3(η) we find that there exists a constant
C > 0 such that for all η ∈ C∞(ω1;R3), i = 1,2,3, 0 t  1 and 0 < ε  ε1, we have:∥∥∂i(vKL(η))(t.+ (1 − t)f ε(.))− ∂i(vKL(η))(f ε(.))∥∥0,Ωε  Cε3/2‖η‖2,ωε1 .
Writing this inequality for t = 1 and writing
T 2f ε
(
vKL(η)
)
(z)
=
3∑
i=1
(
zi − f εi (z)
) 1∫
0
{
∂i
(
vKL(η)
)(
f ε(z)+ t(z − f ε(z)))− ∂i(vKL(η))(f ε(z))}dt,
we get (9.38) and (9.39). 
Proof of Proposition 9.3. (i) From Caldéron theorem (cf. [43, p. 80, Theorem 3.10]),
the boundary of ωc being Lipschitzian, we can extend ηc into an element of H 2(R2;R3),
still noted ηc . If vc = vKL(ηc), notice that on R2, ∂ivc(. ,0) = δaci (ηc). The hypothe-
ses on ηc and Proposition 9.2 show that on γ a × {0}, we have va = vb ◦ zb and
∂iv
a = (∂j vb ◦ zb)∂izbj = ∂i(vb ◦ zb). Recall that Y = ]−l,L+ l[×]−l, l[, Z = Y × R. Set
η˜c = ηc ◦ y˜c ∈ H 2(Y ;R3), v˜c = vc ◦ z˜c . We have a˜c3 = ac3 ◦ y˜c and δa˜c3(η˜c) = δac3(ηc) ◦ y˜c ,
hence v˜c = vKL(η˜c) on Z. There exists a constant Cb > 0 such that, by reducing ε0 if nec-
essary, for 0 < ε  ε0, Z2Caε ⊂ Pa ⊂ Z, Z2Cbε ⊂ Pb ⊂ Z, pb(ZCaε) ⊂ ZCbε , therefore,
since z˜c(Pc) ⊂ Ω ′a∩b,εc , we have z˜a(ZCaε) ⊂ Ω ′a∩b,εa . Since z˜a is a C3-diffeomorphism
from Z onto its range, from Lemma 3.3, we are reduced to show that for n = 0,1,∥∥{va − vb ◦ zb} ◦ z˜a∥∥ = ∥∥v˜a − v˜b ◦ pb∥∥ = o(ε(5−2n)/2) when ε → 0.n,ZCaε n,ZCaε
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v˜a(. ,0,0) and v˜b ◦ pb(. ,0,0) = v˜b(. ,0,0) ∈ L2( ]0,L[;R3), on the other hand that
∂i v˜
a(. ,0,0) and ∂i{v˜b ◦ pb}(. ,0,0) ∈ L2( ]0,L[;R3). Since va and vb ◦ zb as well as
their partial derivatives are equal on γ a × {0}, then v˜a and v˜b ◦ pb as well as their par-
tial derivatives are equal on [0,L]× {0}× {0}. For all a, b ∈ R, r ∈ R∗+, set Za,br = ]a, b[×
]−r, r[ × ]−r, r[. Set Z1ε = Z0,LCaε , Z2ε = ZL,L+C
aε
Caε , Z
3
ε = Z−C
aε,0
Caε , Z
a
ε = Z−C
aε0,L+Caε0
Caε ,
Zbε = Z−C
bε0,L+Cbε0
Cbε
. On ZCaε , we can write v˜a − v˜b ◦ pb = v˜1 − v˜2 where, on Ziε0 , v˜1 =
T 2
f i,ε
(v˜a) and v˜2 = T 2
f i,ε
(v˜b ◦pb), f i,ε being defined by ∀pa ∈ Z1ε0 , f 1,ε(pa) = (pa1 ,0,0),
∀pa ∈ Z2ε0 , f 2,ε(pa) = (pa1 −Caε,0,0) and ∀pa ∈ Z3ε0 , f 3,ε(pa) = (pa1 +Caε,0,0). We
can write v˜2 = v˜2,1 + v˜2,2, where, on Ziε0 ,
v˜2,1 = v˜b ◦ pb − v˜b ◦ pb ◦ f i,ε −
3∑
j=1
∂j v˜
b ◦ pb ◦ f i,ε(pbj − pbj ◦ f i,ε) and
v˜2,2 =
3∑
j=1
∂j v˜
b ◦ pb ◦ f i,ε(T 2
f i,ε
(
pbj
))
.
Estimation of v˜1. Applying Lemma 9.3 with δ = Caε0, C = Ca , η = η˜a and succes-
sively with a = 0, b = L, hε = 0, with a = L, b = L + Caε0, hε = −Caε and with
a = −Caε0, b = 0, hε = Caε, we get ‖v˜1‖0,ZCaε  ‖v˜1‖0,Zaε = o(ε5/2) when ε → 0.
Estimation of v˜2,2. Taylor formula with integral remainder shows that
‖T 2
f i,ε
(pbj )‖0,∞,Ziε = O(ε
2). For i = 1,2,3, it is easily seen that on Ziε , ∂αv˜b ◦ pb ◦ f i,ε =
∂αη˜
b ◦ f i,ε and ∂3v˜b ◦ pb ◦ f i,ε = δa˜b3(η˜b) ◦ f i,ε . It follows that for i, j = 1,2,3,
‖∂j v˜b ◦ pb ◦ f i,ε‖0,Ziε = O(ε), thus ‖v˜2,2‖0,ZCaε = O(ε3) when ε → 0.
Estimation of v˜2,1. On pb(Ziε), we have v˜2,1 ◦ pa = T 2f i,ε◦pa (v˜b). Since pb is a diffeo-
morphism from Pa onto Pb with inverse pa , there exists a constant C1 > 0 such that for
all 0 < ε  ε0,
‖v˜2,1‖0,Ziε  C1‖v˜2,1 ◦ pa‖0,pb(Ziε) = C1
∥∥T 2
f i,ε◦pa (v˜
b)
∥∥
0,pb(Ziε)
 C1
∥∥T 2
f i,ε◦pa (v˜
b)
∥∥
0,Zbε
. (9.43)
If f is a function defined on an open set U of R3, let T 1(f ) be the function defined
on U (when this makes sense) by T 1(f )(x) = f (x) − f (x1,0,0), ∀x ∈ U . For all
pb ∈ ZCbε0 , since for all t ∈ [−l,L + l], pa(t,0,0) = (t,0,0), we may write pa1 (pb) =
pb1 + T 1(pa1 )(pb). Taylor formula with integral remainder shows that for 0 < ε  ε0,∥∥T 1(pa1 )∥∥ b = O(ε) and ∥∥∂1{T 1(pa1 )}∥∥ b = ∥∥T 1{∂1pa1}∥∥ b = O(ε).0,∞,Zε 0,∞,Zε 0,∞,Zε
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hε = T 1(pa1 ), with a = L, b = L+Cbε0, hε = T 1(pa1 )−Cbε and with a = −Cbε0, b = 0,
hε = T 1(pa1 )+Cbε, we get ‖T 2f i,ε◦pa (v˜b)‖0,Zbε = o(ε5/2) when ε → 0. This completes the
proof for n = 0, the case n = 1 being similar.
(ii) In order to construct wε , given that Ωa∩b,εa is at a distance of order ε from γ a
(cf. Hypothesis 6.1), the idea is to multiply va − vb ◦ zb by a smooth function χε whose
value is 1 on Ωa∩b,εa , whose support is also at a distance of order ε from γ a , bounded and
whose partial derivatives are of order 1/ε. Once again, we use the local system of coordi-
nates pc ∈ Z. Hypothesis 6.1 implies that there exists Ca > 0 such that for all 0 < ε  ε0,
Ω
a∩b,ε
a ⊂ z˜a(ZCaε). For all ε > 0, let ψε1 ∈ C∞(R) be such that 0  ψε1  1, suppψε1 ⊂[−2ε,L+2ε], ψε1 (t) = 1 for t ∈ [−ε,L+ε], ‖ψε1‖0,∞,R = O(1), ‖(ψε1 )′‖0,∞,R = O(1/ε).
Let ψ23 ∈ C∞(R) be such that 0 ψ23  1, ψ23(t) = 1 for |t | 1, ψ23(t) = 0 for |t | 2.
For all 0 < ε  ε0, let ψε ∈ C∞(R3) be the mapping defined by:
∀p ∈ R3, ψε(p) = ψCaε1 (p1)ψ23(p2/Caε)ψ23(p3/Caε).
For all 0 < ε  ε0, we have suppψε ⊂ Z2Caε , ‖ψε‖0,∞,R3 = O(1), ‖ψε‖1,∞,R3 = O(1/ε)
and ψε = 1 on ZCaε . For all 0 < ε  ε0, let χε be the mapping defined by χε(z) = 0
if z /∈ z˜a(Z2Caε) and χε(z) = ψε ◦ (z˜a)−1(z) if z ∈ z˜a(Z2Caε): χε ∈ C3(R3), χε = 1 on
z˜a(ZCaε) (hence χε = 1 on Ωa∩b,εa ) and suppχε ⊂ z˜a(Z2Caε). For 0 < ε  ε0, we have
‖χε‖0,∞,R3 = O(1), ‖χε‖1,∞,R3 = O(1/ε).
It follows from the foregoing that for 0 < ε  ε0, we can define the mapping wε ∈
H 1(Ωa,ε;R3) by wε = (va −vb ◦ zb)χε on Ωa,ε ∩ suppχε and wε = 0 on Ωa,ε \ suppχε .
Since χε = 1 on Ωa∩b,εa , we have wε = va − vb ◦ zb on Ωa∩b,εa . For 0 < ε  ε0 and
n = 0,1, ‖wε‖n,Ωa,ε  ‖(va − vb ◦ zb)χε‖n,z˜a(Z2Caε). Since for 0 < ε  ε0, ‖χε‖0,∞,R3 =
O(1) and ‖χε‖1,∞,R3 = O(1/ε), it follows, owing to part (i), that when ε → 0,∥∥(va − vb ◦ zb )χε∥∥0,z˜a(Z2Caε) = o(ε5/2),∥∥∂j (va − vb ◦ zb )χε∥∥0,z˜a(Z2Caε) = o(ε3/2), and∥∥(va − vb ◦ zb)∂jχε∥∥0,z˜a(Z2Caε) = o(ε3/2),
whence for n = 0,1, ‖wε‖n,Ωa,ε = o(ε(5−2n)/2). Given that for 0 < ε  ε0, suppwε ⊂
suppχε ⊂ z˜a(Z2Caε) and that z˜a is a mapping of class C3, we find that there exists a
constant C > 0 such that for all 0 < ε  ε0 and z ∈ suppwε , d(z, γ a) Cε. On the other
hand, if mesγ a0 > 0, for all z ∈ Γ a,ε0 , d(z, γ a0 )  ε. Since by assumption d(γ a0 , γ a) > 0,
we find that, by reducing ε0 if necessary, for 0 < ε  ε0, suppwε ∩ Γ a,ε0 = ∅ and wε = 0
on Γ
a,ε
0 . 
10. A generalized Korn inequality for a multi-structure constituted of two shells
Let Vω be the space defined by (with notation (9.35)),
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The space Vω is the space to which the limit of the solution of the ‘scaled’ three-
dimensional problem (8.6) belongs (cf. Section 11). The inequality of the following propo-
sition is fundamental to take the limit in formulation (8.6), because it allows to show that
the sequence (uc(ε))0<εε0 is bounded in H 1(Ωc;R3). It is based on inequality (5.11), on
Proposition 9.1, and, as Lemma 9.2, on the rigid displacement lemma.
Proposition 10.1. By reducing ε0 if necessary, there exists a constant C > 0 such that for
all 0 < ε  ε0, for all u = (ua,ub) ∈ VΩ(ε) (defined in (8.2)),
‖ua‖1,Ωa + ‖ub‖1,Ωb  C
( 3∑
i,j=1
∥∥∥∥eai||j (ε)(ua)ε
∥∥∥∥
0,Ωa
+
3∑
i,j=1
∥∥∥∥ebi||j (ε)(ub)ε
∥∥∥∥
0,Ωb
)
. (10.2)
Proof. Inequality (5.11) shows that there exists a constant C > 0 such that for all
uc ∈ H 1(Ωc),
‖ua‖1,Ωa + ‖ub‖1,Ωb  C
(
R(ua,ub, ε)+ ‖ua‖0,Ωa + ‖ub‖0,Ωb
)
, (10.3)
where R(ua,ub, ε) = ∑3i,j=1(‖eai||j (ε)(ua)‖0,Ωa + ‖ebi||j (ε)(ub)‖0,Ωb)/ε. In order to
show the proposition, it is sufficient to show that there exists a constant C > 0 such
that, by reducing ε0 if necessary, for all 0 < ε  ε0, for all u = (ua,ub) ∈ VΩ(ε),
‖ua‖0,Ωa + ‖ub‖0,Ωb CR(ua,ub, ε). Suppose the contrary. We then can find a se-
quence (εn)n1, 0 < εn  ε0, such that εn → 0 when n → +∞, a sequence (un)n1 =
(uan,u
b
n)n1 such that for all n 1, un ∈ VΩ(εn), ‖uan‖0,Ωa +‖ubn‖0,Ωb = 1 and such that
R(uan,u
b
n, εn) → 0 when n → +∞. From (10.3) it follows that the sequence (ucn)n1 is
bounded in H 1(Ωc;R3). From Proposition 9.1 and since the imbedding from H 1(Ωc;R3)
into L2(Ωc;R3) is compact, from the sequence (un)n1 we can extract a subsequence,
still noted (un)n1 such that ucn ⇀ uc in H 1(Ωc;R3) and ucn → uc in L2(Ωc;R3) when
n → +∞, where u = (ua,ub) ∈ Vω, with moreover δbcαβ(uc) = 0 (taking into account
(9.20) and (9.21)). The conclusion follows from the rigid displacement lemma as in
Lemma 9.2. 
11. Asymptotic analysis when ε→ 0
The result below allows to identify the limit when ε → 0 of the solution of the ‘scaled’
three-dimensional problem (8.6). We follow step by step the proof of Theorem 5.1 in [22].
It is really interesting only if the multi-structure is ‘non-inhibited’ (Vω = {0}) and if Ψ = 0,
which rules out the possibility of applying forces only in the inhibited zone of the multi-
structure, otherwise solution of problem (11.4) is zero. First let us set some notations. For
all ξ = (ξa, ξb), η = (ηa, ηb) ∈ Vω, set:
ΘcF (ξ
c, ηc) = 1
3
∫
c
ac,αβστ δbcστ (ξ
c)δbcαβ(η
c)
√
ac dyc (11.1)ω
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ac,αβστ = 4λµ
λ+ 2µa
c,αβac,στ + 2µ(ac,ασ ac,βτ + ac,ατ ac,βσ ), (11.2)
Ψ c(ηc) =
∫
ωc
( 1∫
−1
f c dxc3
)
· ηc√ac dyc, (11.3)
ΘF (ξ, η) = ΘaF (ξa, ηa)+ΘbF (ξb, ηb), Ψ (η) = Ψ a(ηa)+Ψ b(ηb).
Theorem 11.1. For all 0 < ε  ε0, let u(ε) = (ua(ε), ub(ε)) be the solution of prob-
lem (8.6). Then there exists u = (ua,ub) ∈ H 1(Ωa;R3) × H 1(Ωb;R3) such that
uc(ε) → uc in H 1(Ωc;R3) when ε → 0; uc is independent of the variable xc3 , then it
may be identified with an element of H 1(ωc;R3). Moreover, with the preceding notations,
u = (ua,ub) ∈ Vω (defined in (10.1)) and u is the unique solution of the variational prob-
lem:
find u = (ua,ub) ∈ Vω such that for all η = (ηa, ηb) ∈ Vω,ΘF (u,η) = Ψ (η). (11.4)
Proof. In this proof, ε will be a real number such that 0 < ε  ε0. Let us set eci||j (ε) =
eci||j (ε)(uc(ε)). The proof is divided in six steps noted from (i) to (vi).
(i) The sequences (‖uc(ε)‖1,Ωc )0<εε0 and (‖eci||j (ε)/ε‖0,Ωc )0<εε0 are bounded
(Eq. (11.7)), which yields the convergences (11.8)–(11.10)
From (5.5) and (2.1), it follows that there exists two constants g0 and g1 such that for
all 0 < ε  ε0 and for all xc ∈ Ωc,
0 < g0  gc(ε)(xc) g1. (11.5)
If in variational formulation (8.6), we chose v(ε) = u(ε), owing to the generalized Korn
inequality (10.2), to the positive definiteness of Ac,ijkl(ε)(x) (Eq. (8.11)) and of gc(ε)
(Eq. (11.5)) we get:
ε2
(∥∥ua(ε)∥∥21,Ωa + ∥∥ub(ε)∥∥21,Ωb)
 C1
( 3∑
i,j=1
∥∥eai||j (ε)∥∥20,Ωa + 3∑
i,j=1
∥∥ebi||j (ε)∥∥20,Ωb
)
 C2A(ε)
(
u(ε),u(ε)
)
 C2ε2F(ε)
(
u(ε)
)
 C3ε2
(∥∥f a(ε)∥∥ a∥∥ua(ε)∥∥ a + ∥∥f b(ε)∥∥ b∥∥ub(ε)∥∥ b), (11.6)0,Ω 0,Ω 0,Ω 0,Ω
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ε → 0, it is bounded in this space. Hence, from (11.6) it follows that there exists C > 0
such that for all 0 < ε  ε0,
∥∥uc(ε)∥∥1,Ωc  C and ∥∥∥∥eci||j (ε)ε
∥∥∥∥
0,Ωc
 C. (11.7)
We then can extract from the sequence (uc(ε))0<εε0 a subsequence, still noted
(uc(ε))0<εε0 , such that
uc(ε)⇀ uc in H 1
(
Ωc;R3), (11.8)
uc(ε) → uc in L2(Ωc;R3), (11.9)
eci||j (ε)
ε
⇀ e
c,1
i||j in L
2(Ωc) (11.10)
when ε → 0, where uc ∈ H 1(Ωc;R3) and ec,1i||j ∈ L2(Ωc).
(ii) u = (ua,ub) ∈ Vω
According to Proposition 9.1, on the one hand uc is independent of xc3, then it can be
identified with an element of H 1(ωc;R3), on the other hand u = (ua,ub) ∈ Vω.
(iii) Identification of ec,1i||j (Eqs. (11.11)–(11.13))
If we set T c,ij (ε) = Ac,ijkl(ε)eck||l (ε), from (11.10) and the estimation of Ac,ijkl(ε)
(Eq. (8.7)), we get T c,ij (ε)/ε ⇀ tc,ij,1 in L2(Ωc) when ε → 0, where tc,ij,1 =
Ac,ijkl(0)ec,1k||l ∈ L2(Ωc).
Let vc = vci ai with vci ∈ D(Ωc). Then by reducing ε0 if necessary, for 0 < ε  ε0,
(va,0) and (0, vb) ∈ VΩ(ε). Choose successively v(ε) = (va,0) and v(ε) = (0, vb) in
variational formulation (8.6). By using the weak convergence of uc(ε) (Eq. (11.8)) and the
estimation of gc(ε) (Eq. (5.5)), we get ∫
Ωc
{tc,3α,1∂3vcα + tc,33,1∂3vc3}
√
ac dxc = 0 whence
tc,3i,1 = 0, which means that, after the scaling T c,ij (ε)/ε, we get a plane stress state.
Since, from the expression of Ac,ijkl(0) (Lemma 8.1), we have tc,3α,1 = 2µac,ασ ec,1σ ||3 and
tc,33,1 = λac,στ ec,1σ ||τ + (λ+ 2µ)ec,13||3, we get:
e
c,1
α||3 = 0 (11.11)
and
e
c,1
3||3 = −
λ
λ+ 2µa
c,αβe
c,1
α||β. (11.12)
Moreover, from Proposition 9.1, we have identity (9.21) in L2(Ωc), or either ∂3(ec,1α||β +
xcδbc (uc)) = 0 then there exists θc ∈ L2(ωc) such that3 αβ αβ
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c,1
α||β = −xc3δbcαβ(uc)+ θcαβ. (11.13)
(iv) u is the solution of problem (11.4)
(iv)-1 Construction of an admissible field. Let η = (ηa, ηb) ∈ Vω. From Proposi-
tion 9.3, ηc ∈ H 2(ωc;R3) and we can extend ηc into an element of H 2(R2;R3), still
noted ηc . Let vc = vKL(ηc) be the Kirchhoff–Love displacement field associated to ηc
and let wε ∈ H 1(Ωa,ε;R3) be given by Proposition 9.3(ii). Set va,ε = (va/Ωa,ε)−wε:
on Ω
a∩b,ε
a , w
ε = va − vb ◦ zb thus va,ε = vb ◦ zb; if mesγ a0 > 0, va = 0 on Γ a,ε0 ,
wε = 0 on Γ a,ε0 , then va,ε = 0 on Γ a,ε0 . Set vε = (va,ε, vb/Ωb,ε): from the foregoing,
vε ∈ VΩε . Set va(ε) = va ◦ τ ε3 /Ωa , vb(ε) = vb ◦ τ ε3 /Ωb , va(ε) = va,ε ◦ τ ε3 /Ωa , w(ε) =
wε ◦ τ ε3 /Ωa (whence va(ε) = va(ε) − w(ε)), v(ε) = (va(ε), vb(ε)). Since vε ∈ VΩε , we
have v(ε) ∈ VΩ(ε). Choose this v(ε) in (8.6).
(iv)-2 Properties of the Kirchhoff–Love displacement fields vc(ε). Since vc = vKL(ηc),
we have ec3||i (ε)(vc(ε)) = 0 and from Lemma 4.2 and relation γ cαβ(ηc) = 0 on ωc, for all
xc = (yc, xc3) ∈ Ωc we have:
ecα||β(ε)
(
vc(ε)
)
(xc) = −εxc3δbcαβ(ηc)(yc)+
1
2
(εxc3)
2δccαβ(η
c)(yc). (11.14)
Then with this choice of vc(ε), we have (cf. (8.3)):
1
ε2
ac(ε)
(
uc(ε), vc(ε)
)√
gc(ε) =
{
Ac,αβστ (ε)
(
1
ε
ecσ ||τ (ε)
)
+Ac,αβ33(ε)
(
1
ε
ec3||3(ε)
)}
×
{
1
ε
ecα||β(ε)
(
vc(ε)
)}√
gc(ε). (11.15)
(iv)-3 Convergence of the integrals relative to vc(ε) on Ωc. From (11.15), Lemma 8.1,
the estimation of gc(ε) (Eq. (5.5)), the weak convergence of eci||j (ε)/ε (Eq. (11.10)), the
forms of ec,1i||j (Eqs. (11.12), (11.13)) and of ecα||β(ε)(vc(ε)) (Eq. (11.14)), we infer:
lim
ε→0
1
ε2
∫
Ωc
ac(ε)
(
uc(ε), vc(ε)
)√
gc(ε)dxc
= −1
2
∫
Ωc
xc3a
c,αβστ e
c,1
σ ||τ δb
c
αβ(η
c)
√
ac dxc
= 1
3
∫
ωc
ac,αβστ δbcστ (u
c)δbcαβ(η
c)
√
ac dyc. (11.16)
In the same way, it is shown that
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ε→0
∫
Ωc
f c(ε) · vc(ε)√gc(ε)dxc = ∫
ωc
( 1∫
−1
f c dxc3
)
· ηc√ac dyc. (11.17)
(iv)-4 Convergence of the integrals relative to vc(ε) on Ωa∩b,εc . From Hypothesis 6.1,
mesΩ
a∩b,ε
c = O(ε2) then mesΩa∩bc (ε) = O(ε) when ε → 0. It follows that if (wc1(ε)),
(wc2(ε)) (0 < ε  ε0) are bounded sequences of L2(Ωc) and if wc1(ε) → wc1 in L2(Ωc),
then ∣∣∣∣∣
∫
Ωa∩bc (ε)
wc1(ε)w
c
2(ε)dx
c
∣∣∣∣∣

(‖wc1‖0,Ωa∩bc (ε) + ∥∥wc1(ε)−wc1∥∥0,Ωc)∥∥wc2(ε)∥∥0,Ωa∩bc (ε) → 0 (11.18)
when ε → 0. By using this remark, it is easily shown that
lim
ε→0
1
ε2
∫
Ωa∩bc (ε)
ac(ε)
(
uc(ε), vc(ε)
)√
gc(ε)dxc = 0 (11.19)
and
lim
ε→0
∫
Ωa∩bc (ε)
f c(ε) · vc(ε)√gc(ε)dxc = 0. (11.20)
(iv)-5 Convergence of Ac(ε)(uc(ε), vc(ε))/ε2 and Fc(ε)(vc(ε)). From the preceding
convergences (Eqs. (11.16), (11.17), (11.19), (11.20)), the definitions of Ac(ε)(uc, vc)
(Eq. (8.4)) and of Fc(ε)(vc) (Eq. (8.5)), we get:
lim
ε→0
1
ε2
Ac(ε)
(
uc(ε), vc(ε)
)= 1
3
∫
ωc
ac,αβστ δbcστ (u
c)δbcαβ(η
c)
√
ac dyc (11.21)
and
lim
ε→0F
c(ε)
(
vc(ε)
)= ∫
ωc
( 1∫
−1
f c dxc3
)
· ηc√ac dyc. (11.22)
(iv)-6 Convergence of the integrals relative to w(ε). From Proposition 9.3(ii), we
have ‖wε‖0,Ωa,ε = o(ε5/2) and ‖wε‖1,Ωa,ε = o(ε3/2) when ε → 0, then ‖w(ε)‖0,Ωa =
o(ε2), ‖∂αw(ε)‖0,Ωa = o(ε), ‖∂3w(ε)‖0,Ωa /ε = o(ε) when ε → 0. From the expres-
sion of eci||j (ε)(u) (Eq. (5.1)) and the estimation of gci (ε) (Eq. (5.4)), it follows that
‖ea (ε)(w(ε))‖0,Ωa = o(ε) when ε → 0. Since ‖ea (ε)‖0,Ωa /ε and ‖f a(ε)‖0,Ωa arei||j i||j
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show that
lim
ε→0
1
ε2
Aa(ε)
(
ua(ε),w(ε)
)= 0 and lim
ε→0F
a(ε)
(
w(ε)
)= 0.
(iv)-7 Conclusion. From relation v(ε) = (va(ε) − w(ε), vb(ε)) and the preceding con-
vergences, we find that u = (ua,ub) is a solution of the variational problem (11.4). From
Lemma 2.1 of [8], the tensor ac,ασ ac,βτ is uniformly definite positive on ωc and so it is
with the tensor ac,αβστ (Eq. (11.2)). It follows from Lemma 9.2 and (11.1), (11.2), that
the variational problem (11.4) has an unique solution. This shows that the convergences
(11.8), (11.9) are true for the whole sequence (uc(ε))0<εε0 .
(v) Strong convergence of eci||j (ε)/ε in L2(Ωc)
If in the variational formulation (8.6), we chose v(ε) = u(ε), owing to the positive
definiteness of Ac,ijkl(ε)(x) (Eq. (8.11)) and of gc(ε) (Eq. (11.5)), it follows that there
exists a constant C > 0 such that
C
3∑
i,j=1
∥∥∥∥1ε eci||j (ε)− ec,1i||j
∥∥∥∥2
0,Ωc

∫
Ωc
Ac,ijkl(ε)
(
1
ε
eck||l (ε)− ec,1k||l
)(
1
ε
eci||j (ε)− ec,1i||j
)√
gc(ε)dxc
Λc1(ε)+Λc2(ε) (11.23)
with Λc1(ε) = (2/ε2)Ac(ε)(uc(ε), uc(ε)) and
Λc2(ε) = 2
∫
Ωc
Ac,ijkl(ε)
(
e
c,1
k||l −
2
ε
eck||l (ε)
)
e
c,1
i||j
√
gc(ε)dxc
−
∫
Ωa∩bc (ε)
Ac,ijkl(ε)
(
e
c,1
k||l −
2
ε
eck||l (ε)
)
e
c,1
i||j
√
gc(ε)dxc. (11.24)
From the boundedness of Ac,ijkl(ε), gc(ε) and eci||j (ε)/ε and from remark (11.18), we get:
lim
ε→0
∫
Ωa∩bc (ε)
Ac,ijkl(ε)
(
e
c,1
k||l −
2
ε
eck||l (ε)
)
e
c,1
i||j
√
gc(ε)dxc = 0. (11.25)
From the estimation of Ac,ijkl(ε) (Lemma 8.1) and gc(ε) (Eq. (5.5)), the weak convergence
of ec (ε)/ε (Eq. (11.10)), the expressions of Ac,ijkl(0) (Lemma 8.1), we get:i||j
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ε→0
∫
Ωc
Ac,ijkl(ε)
(
e
c,1
k||l −
2
ε
eck||l (ε)
)
e
c,1
i||j
√
gc(ε)dxc
= −
∫
Ωc
Ac,ijkl(0)ec,1k||le
c,1
i||j
√
ac dxc
= −1
2
∫
Ωc
ac,αβστ e
c,1
σ ||τ e
c,1
α||β
√
ac dxc. (11.26)
From the form of ec,1α||β (Eq. (11.13)) and of ΘcF (Eq. (11.1)), we infer:∫
Ωc
ac,αβστ e
c,1
σ ||τ e
c,1
α||β
√
ac dxc = 2
∫
ωc
ac,αβστ θcσ ||τ θcα||β
√
ac dyc + 2ΘcF (uc,uc). (11.27)
Since u(ε) is the solution of variational problem (8.6), from (11.23) we get:
C
( 3∑
i,j=1
∥∥∥∥1ε eai||j (ε)− ea,1i||j
∥∥∥∥2
0,Ωa
+
3∑
i,j=1
∥∥∥∥1ε ebi||j (ε)− eb,1i||j
∥∥∥∥2
0,Ωb
)
 2
ε2
A(ε)
(
u(ε),u(ε)
)+Λa2(ε)+Λb2(ε) = 2F(ε)(u(ε))+Λa2(ε)+Λb2(ε). (11.28)
Taking into account (11.24)–(11.27), we find:
lim
ε→0
(
Λa2(ε)+Λb2(ε)
)= −2ΘF (u,u)− 2∫
ωa
aa,αβστ θaσ ||τ θaα||β
√
aa dya
− 2
∫
ωb
ab,αβστ θbσ ||τ θbα||β
√
ab dyb. (11.29)
Since when ε → 0, f c(ε) ⇀ f c and uc(ε) → uc in L2(Ωc;R3), from the estimation
of gc(ε) (Eq. (5.5)), we get on the one hand
lim
ε→0
∫
Ωc
f c(ε) · uc(ε)√gc(ε)dxc = ∫
Ωc
f c · uc√ac dxc
=
∫
ωc
( 1∫
−1
f c dxc3
)
· uc√ac dyc (11.30)
and on the other hand by using remark (11.18),
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ε→0
∫
Ωa∩bc (ε)
f c(ε) · uc(ε)√gc(ε)dxc = 0. (11.31)
From (11.30), (11.31), (11.3) we have:
lim
ε→0F(ε)
(
u(ε)
)= Ψ (u). (11.32)
Since u is the solution of the variational problem (11.4), we have ΘF (u,u) = Ψ (u) and
owing to (11.28), (11.29), (11.32), we have:
0Λ = lim
ε→0
(
2F(ε)
(
u(ε)
)+Λa2(ε)+Λb2(ε))
= − 2
∫
ωa
aa,αβστ θaσ ||τ θaα||β
√
aa dya − 2
∫
ωb
ab,αβστ θbσ ||τ θbα||β
√
ab dyb. (11.33)
The tensor ac,αβστ (yc) being positive definite uniformly with respect to yc ∈ ωc, it follows
that Λ = 0 and θcα||β = 0, thus, taking into account (11.28)
1
ε
eci||j (ε) → ec,1i||j in L2(Ωc) when ε → 0 (11.34)
and, from (11.13), ec,1α||β = −xc3δbcαβ(uc) which shows that ec,1α||β is uniquely deter-
mined because so it is with uc. Relations (11.11) and (11.12) show that ec,1i||3 is also
uniquely determined. It follows that convergence (11.34) is true for the whole sequence
(eci||j (ε)/ε)0<εε0 .
(vi) Strong convergence of uc(ε) in H 1(Ωc;R3)
Inequalities (5.7), (5.9), (5.10) as well as (11.7) show that δacαβ(uc(ε)) → 0 = δacαβ(uc)
in L2(Ωc), δbcαβ(uc(ε)) + ∂3ecα||β(ε)/ε → 0 in H−1(Ωc), ∂3uc(ε) → 0 = ∂3uc in
L2(Ωc;R3). On the other hand (11.34) and the form of ec,1α||β show that ∂3ecα||β(ε)/ε →
−δbcαβ(uc) in H−1(Ωc) whence δbcαβ(uc(ε)) → δbcαβ(uc) in H−1(Ωc). These con-
vergences, convergence (11.9) as well as inequality (5.2) applied to the sequence
(uc(ε)− uc)0<εε0 show that uc(ε) → uc in H 1(Ωc;R3) and the assertion follows. 
12. Comparison with the classical shell model (or Koiter model)
For all ξ = (ξa, ξb), η = (ηa, ηb) ∈ Wω (defined in (9.35)), set:
ΘcM(ξ
c, ηc) =
∫
c
ac,αβστ γ cστ (ξ
c)γ cαβ(η
c)
√
ac dyc, (12.1)ω
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For the set consisting of the two surfaces ϕa(ωa) and ϕb(ωb), the displacement field of the
classical shell model (cf. [36, p. 173], [35, p. 17], [42, p. 530] for a smooth shell, [9, p. 218]
for a multi-structure consisting of two smooth shells linked together) with a rigid junction
and assuming that the shell with middle surface ϕc(ωc) is submitted to a surface force
density
∫ ε
−ε f
c,ε dzc3 = ε
∫ 1
−1 f
c(ε)dxc3, is solution of the following variational formulation:
find ξε = (ξa,ε, ξb,ε) ∈ Wω such that for all η = (ηa, ηb) ∈ Wω,
εΘM(ξ
ε, η)+ ε3ΘF (ξε, η) = Λε(η) (12.3)
with the notation ΘF of Section 11 and where for all η = (ηa, ηb) ∈ Wω, Λε(η) =
Λa,ε(ηa) + Λb,ε(ηb), with Λc,ε(ηc) = ε ∫
ωc
(
∫ 1
−1 f
c(ε)dxc3) · ηc
√
ac dyc. The tensor
ac,αβστ being uniformly positive definite on ωc, from Lemma 9.2, there exists a constant
C > 0 such that for all 0 < ε  ε0 and η = (ηa, ηb) ∈ Wω,
Cε3
(∥∥(ηai )∥∥2H112(ωa) + ∥∥(ηbi )∥∥2H112(ωb)) εΘM(η,η)+ ε3ΘF (η,η) (12.4)
which shows that problem (12.3) is well-posed. The following theorem shows that the
solution of the ‘scaled’ three-dimensional problem (8.6) and the solution of the classical
shell model (12.3) have the same asymptotic behaviour when ε → 0.
Theorem 12.1. Assume as in Section 8 that f c(ε) is written in the form f c(ε) = ε2f c(ε),
where f c(ε) ∈ L2(Ωc;R3) and f c(ε) ⇀ f c in L2(Ωc;R3) when ε → 0. With the
hypotheses and notations of Theorem 11.1, let u be the solution of problem (11.4). Then
(ξ
c,ε
i ) → (uci ) in H112(ωc) when ε → 0.
Proof. In the case of a smooth shell (whose middle surface is of class C3), the proof
may be found in [21, Theorem 2.2] or in [47, p. 194]. Under the hypotheses of the the-
orem, Λε(η) is written in the form Λε(η) = ε3Ψ ε(η), where for all η = (ηa, ηb) ∈ Wω,
Ψ ε(η) = Ψ a,ε(ηa)+Ψ b,ε(ηb), with Ψ c,ε(ηc) = ∫
ωc
(
∫ 1
−1 f
c(ε)dxc3) · ηc
√
ac dyc. Choose
η = ξε in (12.3). Since the sequence (‖f c(ε)‖0,Ωc )0εε0 is bounded, from (12.4), it fol-
lows that there exists a constant C > 0 such that for all 0 < ε  ε0,∥∥(ξa,εi )∥∥H112(ωa) + ∥∥(ξb,εi )∥∥H112(ωb) C, (12.5)∥∥γ aαβ(ξa,ε)∥∥0,ωa + ∥∥γ bαβ(ξb,ε)∥∥0,ωb  Cε. (12.6)
From (12.5), we can extract from the sequence (ξc,εi )0<εε0 a subsequence still noted
(ξ
c,ε
i )0<εε0 such that ξ
c,ε
i ⇀ ξ
c
i in H112(ω
c) when ε → 0, where, if we set ξc = ξci ac,i ,
we have ξ = (ξa, ξb) ∈ Wω. From (12.6) it follows that γ cαβ(ξc,ε) ⇀ γ cαβ(ξc) = 0 when
ε → 0, then ξ = (ξa, ξb) ∈ Vω (defined in (10.1)). If in (12.3), we choose η ∈ Vω,
since ΘM(ξε, η) = 0 and from the weak convergences of ξc,ε and f c(ε), we geti
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tional problem (11.4) and then the convergence of ξc,εi is true for the whole sequence
(ξ
c,ε
i )0<εε0 . Applying (12.3) with η = ξε − u and since ΘM(u, ξε − u) = 0, we get:
1
ε2
ΘM(ξ
ε − u, ξε − u)+ΘF (ξε − u, ξε − u) = Ψ ε(ξε − u)−ΘF (u, ξε − u). (12.7)
The weak convergences of ξc,εi and f c(ε), the compactness of the injection of H 1(ωc) in
L2(ωc), and the coercivity inequality (12.4) give the result. 
Let us now consider a more general loading. Instead of the preceding hypothesis
on f c(ε), set f c(ε) = f c(ε)/(‖f a(ε)‖0,Ωa + ‖f b(ε)‖0,Ωb ) and assume that f c(ε) ⇀ f c
in L2(Ωc;R3) when ε → 0, where f c ∈ L2(Ωc;R3). This hypothesis is far less restrictive
than the preceding one because anyway, the sequence f c(ε) being bounded in L2(Ωc;R3),
we can extract from it a subsequence weakly converging in L2(Ωc;R3). Now by multiply-
ing equations (8.1) and (12.3) by ε2/(‖f a(ε)‖0,Ωa + ‖f b(ε)‖0,Ωb ), and applying Theo-
rems 11.1 and 12.1, it is seen that u˜c(ε) = (ε2uc(ε))/(‖f a(ε)‖0,Ωa + ‖f b(ε)‖0,Ωb ) → u˜c
in H 1(Ωc;R3), where u˜ = (u˜a, u˜b) ∈ Vω is the solution of variational problem (11.4) and
that ξ˜ c,ε = (ε2ξc,ε)/(‖f a(ε)‖0,Ωa + ‖f b(ε)‖0,Ωb ) → u˜c in H 1(ωc;R3). This shows that
(1/2)
∫ 1
−1 u˜
c(ε)dxc3 and ξ˜
c,ε have the same limit in H 1(ωc;R3) when ε → 0. Let us as-
sume that the multi-structure is non-inhibited and that Ψ = 0 (then u˜ = (u˜a, u˜b) = 0). If
u˜c = 0, for the shell of middle surface ϕc(ωc), we can say that the relative error in norm
H 1 between the mean of the solution of the ‘scaled’ three-dimensional problem and the
solution of the classical shell model tends to zero when ε → 0, that is:∥∥∥∥∥12
1∫
−1
uc(ε)dxc3 − ξc,ε
∥∥∥∥∥
1,ωc
/
‖ξc,ε‖1,ωc → 0 when ε → 0. (12.8)
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