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Abstract
Impressive work has been done in the last years concerning the meaning of negation and
disjunction in logic programs, but most of this research concentrated on propositional pro-
grams only. While it suces to consider the propositional case for investigating general prop-
erties and the overall behavior of a semantics, we feel that for real applications and for
computational purposes an implementation should be able to handle first-order programs
without grounding them. In this paper we present a theoretical framework by defining a cal-
culus of program transformations that apply directly to rules with variables and function sym-
bols. Our main results are that (a) this calculus is weakly confluent for arbitrary programs (i.e., it
has the normal form property), (b) it is weakly terminating for Datalog _;: programs, (c) for finite
ground programs it is equivalent to a weakly terminating calculus introduced by Brass and Dix
(1995), and (d) it approximates a generalization of Disjunctive Well-founded semantics (D-WFS)
for arbitrary programs. We achieve this by transforming program rules into rules with equa-
tional constraints thereby using heavily methods and techniques from constraint logic pro-
gramming (CLP). In particular, disconnection-methods play a crucial role. In principle, any
constraint theory known from CLP can be exploited in the context of non-monotonic reason-
ing, not only equational constraints over the Herbrand domain. However, the respective con-
straint solver must be able to treat negative constraints of the considered constraint domain.
In summary, this work yields the basis for a general combination of two paradigms: constraint
logic programming and non-monotonic reasoning. Ó 1998 Elsevier Science Inc. All rights re-
served.
1. Introduction
Recent years have seen an enormous number of dierent semantics of logic pro-
grams with negation. Fewer semantics have been developed for disjunctive programs
and nearly all approaches assume ‘‘without loss of generality’’ – as most authors put
The Journal of Logic Programming 37 (1998) 47–76
* Corresponding author. Tel.: +49 261 9119 420; fax: +49 261 9119 496; e-mail: dix@informatik.uni-
koblenz.de.
0743-1066/98/$ – see front matter Ó 1998 Elsevier Science Inc. All rights reserved.
PII: S 0 7 4 3 - 1 0 6 6 ( 9 8 ) 1 0 0 0 3 - 1
it – that the underlying programs are grounded, i.e., they do not contain variables.
However, we think that one of the most important advantages of the logic program-
ming paradigm and therefore the success of Prolog is its ability to compute answer-
substitutions for a given query with variables. Although semantics for logic pro-
grams with negation are undecidable if function symbols and variables are allowed,
we are convinced that query answering mechanisms for the non-ground-case have
great advantages over the propositional case. Of course, such procedures can only
be sound and not complete. But completeness can hold for certain restricted classes
of programs as well as for certain queries.
Our approach is essentially based on a calculus of program transformations that
has been recently shown to be confluent and weakly terminating for ground pro-
grams [6]. The most important transformation in this calculus is the partial evalua-
tion property (GPPE) introduced for disjunctive programs independently by Sakama
and Seki [33], and Brass and Dix [3]. Unfortunately, GPPE is not sound for rules
with variables because of the occurrence of unifiable atoms in the heads of rules
(see Section 4). In this paper we make GPPE sound – which allows us to use the re-
sults of Ref. [6] – by introducing inequality constraints. This immediately leads us to
introduce constraint disjunctive logic programs and consequently to extend our trans-
formations to this class of programs. Surprisingly, this framework shares the same
nice properties as our original calculus. In fact, we can lift almost all results of
Ref. [6] to the non-ground case.
The paper is structured as follows. In Section 2 we introduce the basic notation
we will use throughout the paper. Section 3 is devoted to ground programs. After
introducing our calculus of transformations originally defined in Refs. [3,6], we cite
its confluence and weak termination for finite ground programs: this gives rise to the
semantics D-WFS. We then generalize D-WFS to arbitrary infinite ground programs
by introducing a loop-detection rule and showing that the calculus still is confluent.
Our overall framework is introduced in Section 4, where we consider arbitrary first-
order programs. We extend program rules by a constraint theory and investigate how
techniques from the CLP field apply. In Section 5, we extend our original transfor-
mations using the new framework so that they directly apply to programs with vari-
ables. We introduce CD-WFS using the new calculus, prove its weak confluence,
strictly speaking the normal form property, and show how it can be computed
and used for query-answering. We also show its relation with WFS [28], GCWA
[40] and (ground) D-WFS and we show weak termination for Datalog_;:, which cor-
responds to constraint programs w.r.t. constraint-compact constraint theories. We
conclude with Section 6.
2. Preliminaries
In the first part of this paper we restrict to propositional programs. We also allow
that they are infinite, i.e. full instantiations of first order programs. For this, let some
fixed finite signature R containing the binary connectives ^;_;!, the unary connec-
tive : and the falsum ? be given.
Definition 2.1 (Logic Program U). A logic program U is a (possibly infinite) set of
rules of the form
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A1 _    _ Al  B1 ^    ^ Bm ^ :C1 ^    ^ :Cn;
where the Ai, Bi and Ci are R-atoms dierent from ?, l P 1, m P 0, n P 0. We allow
empty conjunctions: they are considered as abbreviations for :? (the verum) which
we also denote by >. We identify such a rule with the triple consisting of the follow-
ing sets of atoms A : fA1; . . . ;Akg,B : fB1; . . . ;Bmg, C : fC1; . . . ;Cng, and write
it as
A B ^ :C:
This means, in particular, that we assume the Ai (respectively the Bi, respectively
the Ci) to be pairwise distinct. We write headsU for the set of all atoms occurring in
rule heads in U: these are atoms that are possibly true. By pure disjunctions we mean
disjunctions consisting solely of positive or solely of negative literals. We also want
to allow integrity constraints, i.e. rules with empty heads (l  0). This will sometimes
lead to inconsistent programs, i.e., a program U may semantically imply both a prop-
osition and its negation.
Definition 2.2 (Operator j, Semantics Sj). By a semantic operator j we mean a
binary relation between logic programs and pure disjunctions which satisfies the
following three arguably obvious conditions.
Right weakening: If U j w and w  w0 (w is a sub-disjunction of w0), then U j w0.
Necessarily true: If A  2 U for a disjunction A, then U jA.
Necessarily false: If A 62 headsU for some R-ground atom A, then U j :A.
Given such an operator j and a logic program U, by the semantics SjU of U
determined by j we mean the set of all pure disjunctions derivable by j from U, i.e.
SjU : fwjU j wg.
Note that both model-based as well as completion-based approaches fit well into
this framework, because these approaches provide in a natural way a set of derivable
disjunctions. We simply take the sceptical view: truth in all intended models or in all
models of the completion. In this respect, we contribute to the discussion about the
usefulness of model theory. In addition to satisfying the general conditions from
Definition 2.2, we may want a specific semantic operator j to be invariant under cer-
tain natural program transformations. So, we will give a set of reasonable transfor-
mation rules in the sequel.
Definition 2.3 (Invariance of j under a transformation). Suppose that a program
transformation Trans is given. We view such a transformation as a relation (not
necessarily a function) which specifies under what conditions a program U0 is a
transformation of another program U. To facilitate notation we also write such a
transformation sometimes as a function Trans : U 7! TransU, mapping logic
programs into logic programs.
In general, a particular transformation can be applied in dierent ways to a pro-
gram so that Trans U is not uniquely defined. We say that the operator j is invari-
ant under Trans (or that Trans is a j-equivalence transformation) i
U j w () TransU j w
for any pure disjunction w and any program U.
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Why do we only consider pure disjunctions? This is simply because we are inter-
ested in the sceptical viewpoint and therefore we cannot assume that any semantics is
given as a set of models. For example, SLDNF-like semantics usually are given in
proof-theoretic terms. In order to be as general as possible (i.e. to cover as many se-
mantics as possible in our framework), we can only assume that a semantics provides
us at least with the notion of deriving arbitrary conjunctions consisting of either pos-
itive or either negative literals and of negations of such conjunctions. But these are
exactly the pure disjunctions. Some semantics simply do not define what it means to
derive a mixed disjunction.
3. D-WFS for ground programs
We now describe several transformations Trans which will be used later to define
the D-WFS semantics. By abuse of language (and to facilitate reading) we will sim-
ply say ‘‘j satisfies Trans’’ meaning that ‘‘j is invariant under Trans’’. A more com-
plete discussion of our calculus can be found in Refs. [5–7].
3.1. The calculus of transformations
We begin with partial evaluation in the sense of the ‘‘unfolding’’ operation. It is
the generalized principle of partial evaluation (GPPE) [3,33].
Definition 3.1 (GPPE). A semantics Sj satisfies GPPE if it is invariant under the
following transformation: Replace a rule A B ^ :C where B contains a
distinguished atom B by the rules
A [ Ai ÿ fBg  Bÿ fBg [Bi ^ :C [ Ci i  1; . . . ; k;
where Ai  Bi ^ :Ci (i  1; . . . ; k) are all the rules with B 2Ai.
Note that we are free to select a specific positive occurrence of an atom B and then
perform the transformation: this is just to say that the GPPE-transformation is a re-
lation between programs. The new rules are obtained by replacing B by the bodies of
all rules r with head literal B and adding the remaining head atoms of r to the head of
the new rule. GPPE also covers the degenerate case when the atom B to be replaced
does not appear in any head: then the whole rule is simply deleted.
The next transformation, elimination of tautologies, states that tautological clauses
like p  p do not influence the semantics of a logic program. With the help of elim-
ination of non-minimal rules we can get rid of clauses that are subsumed by others.
Definition 3.2 (Elimination of tautologies, Non-minimal rules). A semantics Sj
satisfies the elimination of tautologies (TAUT), respectively the elimination of non-
minimal rules (NMIN) if j is invariant under the following transformations.
TAUT: Delete a rule A B ^ :C with A \B 6 ;.
NMIN: Delete a rule A B ^ :C if there is another rule A0  B0 ^ :C0 with
A0 A, B0  B, and C0  C.
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The last two transformations (stated below) allow us to do some simple reduc-
tions. We want :L to be derivable if L appears in no rule head. Therefore, it should
be possible to evaluate the body literal :L to true, i.e. to delete :L from all rule bod-
ies: this is guaranteed by positive reduction. Conversely, if the logic program contains
a disjunctive fact A1 _    _ Ak  , at least one of the atoms occurring in it must be
true, so a rule body containing :A1 ^    ^ :Ak is surely false, so the entire rule is
useless, and it should be possible to delete it: this gives us negative reduction.
Definition 3.3 (Positive and negative reduction). Semantics Sj satisfies positive
reduction (RED), respectively negative reduction (REDÿ) if j is invariant under the
following transformations.
RED: Replace a rule A B ^ :C by A B ^ :C \ headsU.
REDÿ: Delete a rule A B ^ :C, if there is a rule A0   with A0  C.
3.2. Finite ground programs
If the programs are finite, our calculus has some very nice properties. These prop-
erties imply in particular the definition of a normal form resU for any program U.
Theorem 3.4 (Confluence and weak termination [6]). Our calculus of transformations
is confluent for finite ground programs, i.e., if U ! U1 and U ! U2 for two ground
programs U1 and U2, then there exists a ground program U with U1 ! U and
U2 ! U. In addition, it is also weakly terminating, i.e., for any program U there is an
irreducible U0 with U ! U0. We call such irreducible U0 the residual program resU
from U.
In fact, in Ref. [6] we prove a much stronger result, namely strong termination for
fair sequences of transformations. Just for illustration, let us consider the program
consisting of the single clause p  p. GPPE can be applied and leads to the same
program. Therefore we get an infinite, non-terminating sequence. We call such a se-
quence unfair, because an application of elimination of tautologies can be applied but
is never done in this particular sequence.
Excluding such behavior leads to fair sequences that always terminate (see Ref. [6]
for details). Fair sequences can be produced quite obviously by
1. never applying GPPE to a tautological clause (i.e. first applying elimination of tau-
tologies) and
2. by insisting that, if GPPE has been applied to get rid of an occurrence of atom A,
then all other occurrences of A in bodies have to be removed before GPPE is ap-
plied to other atoms B 6 A.
Originally, the semantics D-WFS has been defined as stated in the next theorem. It is
worth emphasizing that the original definition does not explicitly state that D-WFS
is closed under logical consequences. Here we mean by closure the set of all pure dis-
junctions that follow logically. It does not matter if in the derivation non-pure dis-
junctions are needed.
Theorem 3.5 (D-WFS [7]). There exists the weakest semantics Sj which is invariant
under GPPE, TAUT and NMIN, RED and REDÿ. Moreover, this semantics is
consistent (i.e., it does not derive a literal A and its negation :A and closed under
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logical consequences. We call it the Disjunctive Well-Founded Semantics (D-WFS). It
coincides with the well-founded semantics WFS for normal and with GCWA for
positive disjunctive programs.
In the above theorem, weakest semantics stands for the intersection of all seman-
tics invariant under our transformations. This implies, in particular, that our trans-
formations are preserved under intersection of two semantics – a property, that need
not hold for arbitrary sets of transformations. With the help of our calculus and the
residual program, we can compute D-WFS quite nicely.
Theorem 3.6 (Completeness of D-WFS w.r.t. resU [7]). U jD-WFS w i there is a
disjunction A  w with A  2 resU or there is a literal :A 2 w and A 62
headsresU.
This theorem is especially important. It tells us that once the residual program
resU has been produced, the semantics D-WFS can be immediately determined.
In fact, resU contains enough information to compute the stable semantics by hy-
per-resolution. See also Ref. [4].
3.3. Infinite ground programs
What happens if our programs are (countably) infinite? Our transformations are
also defined for infinite programs but it is not guaranteed that the calculus always
terminates.
Example 3.7 (Infinite unfounded set). We consider the program
px  psx
or the corresponding infinite propositional program Ploop
p0  p1; p1  p2; . . . ; pi  pi1; . . .
which can be seen as a propositional version of the full instantiation of the former
program.
Our GPPE cannot ‘‘unfold’’ such an infinite loop and eliminate all these rules. To
do this, something like an x-inference rule is needed which is not a constructive rule.
Of course we can try to define a particular loop-detection – see Definition 3.9 and the
remarks in Section 6.1 – but since the general problem is undecidable, there is no
constructive solution in general. If the above loop is finite, this can be recognized
in a finite number of steps and D-WFS does this.
Although the very definition of D-WFS given in Theorem 3.5 does not depend on
finite programs, we cannot just use this formulation for arbitrary programs. This is
because the resulting semantics would not extend WFS or GCWA in that case. The
weakest such semantics would simply derive nothing from Ploop, instead of
f:p0;:p1; . . . ;:pi; . . .g what we expect. The reason is that for infinite programs we
cannot always get rid of all the positive body atoms – like in Ploop. But this was
the main achievement of the residual program in Theorem 3.6: the residual program
contains only negative literals in the bodies of program rules.
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For infinite ground programs our GPPE is a transformation replacing a rule by a
possibly infinite set of other rules. It can now happen that infinite applications of
GPPE do not exist, i.e., they do not lead to a well-defined program. Let us shortly
illustrate this in the following.
Example 3.8 (Infinite applications). We apply GPPE to Ploop to replace first p1 in the
first rule. Then we replace p2 in the second rule and so on (i.e. replacing pi in the ith
rule). We get a sequence of programs that converges.
Ploop:
p0  p1
p1  p2
p2  p3
..
.
pi  pi1
..
.
P1:
p0  p2
p1  p2
p2  p3
..
.
pi  pi1
..
.
P2:
p0  p2
p1  p3
p2  p3
..
.
pi  pi1
..
.
. . .
Pi:
p0  p2
p1  p3
..
.
piÿ1  pi1
pi  pi1
..
.
. . .
Pw:
p0  p2
p1  p3
p2  p4
..
.
pi  pi2
..
.
But if we first replace p1 in all rules, and then p2 in all rules and so on (i.e. replac-
ing pi in the first i rules with i-fold application of GPPE), we get a non-converging
series of programs.
Ploop:
p0  p1
p1  p2
p2  p3
..
.
pi  pi1
..
.
P 01:
p0  p2
p1  p2
p2  p3
..
.
pi  pi1
..
.
P 02:
p0  p3
p1  p3
p2  p3
..
.
pi  pi1
..
.
. . .
P 0i :
p0  pi
p1  pi
..
.
piÿ1  pi
pi  pi1
..
.
. . .
Nevertheless, we allow the infinite application of our rules, if it leads to a well-de-
fined program: let us consider the program p0  p0; p1  p1; . . . ; pi  pi; . . . Only
after countably many applications of elimination of tautologies, we get the empty
program and can derive :pi for all i 2 N. But there is still the problem with Ploop:
our transformations (even applied infinitely often) do not allow us to reduce this pro-
gram to the empty program in order to derive :pi for all i 2 N. Can we possibly en-
sure this with an additional transformation? Indeed, we can formulate a non-
constructive rule which is similar to the last condition of Definition 2.2:
Definition 3.9 (Loop-detection rule). Let A be an atom and U be a program. Delete all
rules A B ^ :C 2 U with A 2A, if for all U0 with U ! U0 we have B0 6 ; for
all A0  B0 ^ :C0 2 U0 with A 2A0.
This rule formalizes the intuition that if an atom always (and forever) depends
positively on other atoms, then they all should be considered false: this is obviously
true for WFS and GCWA. Let the notation ! denote the transitive closure of the
transformations GPPE, TAUT, NMIN, RED and REDÿ. Of course, an applica-
tion of the loop-detection rule can allow new applications of the other rules. There-
fore, we denote with! from now on the transitive closure of all our rules (including
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loop-detection). We will later comment on how approximations of the loop-detec-
tion rule can be constructively incorporated in our calculus (see Section 6). Note that
the loop-detection rule gives us termination of the calculus after possibly infinitely
many derivation steps.
We are now in a position to generalize D-WFS and to extend Theorem 3.5 to
countably infinite programs. As the following Theorems 3.10 and 3.11 will not be
used in this paper anymore and as their proofs closely resemble that given at length
in Ref. [7], we only sketch the proofs here.
Theorem 3.10 (D-WFS for infinite programs). There exists the weakest semantics Sj
which is invariant under GPPE, elimination of tautologies and non-minimal rules,
positive and negative reduction and satisfies the loop-detection rule. Moreover, this
semantics is consistent (i.e., it does not derive a literal A and its negation :A) and
closed under logical consequences (as a set consisting of pure disjunctions). It extends
D-WFS from Theorem 3.6 and is therefore also called D-WFS. It coincides with the
well-founded semantics WFS for normal and with GCWA for positive disjunctive
programs.
Proof. To show that the weakest semantics exists, we have to show that our
properties are preserved under intersection of two semantics (viewed as a set of pure
disjunctions as in Definition 2.2). This is worked out in detail in Ref. [7] for the
transformations introduced in Section 3.1 and we need to consider here just the
loop-detection rule. But this is simple, because this rule refers to our old
transformations and we can use the result for them. In particular, if the premises
of the loop-detection rule are satisfied for the intersection of two semantics Sj and
S0j, then they are also satisfied for both Sj and S
0
j, and therefore the loop-
detection rule is valid for the intersection.
Why does D-WFS coincide with WFS for normal programs? Here we have to use
a construction of WFS that is given in Ref. [16] (Lemma 3.9). The loop-detection
rule allows us to get rid of the unfounded atoms, i.e. to remove the clauses where they
appear in the head and therefore to derive their negations.
That D-WFS coincides with GCWA for positive programs is even simpler. Obvi-
ously, the loop-detection rule preserves the minimal models. But all other transfor-
mations do this as well [5]. It is also easy to see that any positive disjunctive program
can be reduced (using our transformations) to a set of rules with empty bodies (here
we need our loop-detection rule). Therefore we end up with a residual program
which still has the same minimal models as the program we started with. Conse-
quently, D-WFS coincides with GCWA. 
We also have the following confluence result.
Theorem 3.11 (Confluence for infinite programs). Our set of transformations is
confluent for infinite ground programs, i.e., if U ! U1 and U ! U2 for two infinite
ground programs U1 and U2, then there exists an infinite ground program U with
U1 ! U and U2 ! U. If a program U0 is irreducible, then D-WFS can be computed
by using the characterization given in Corollary 3.6.
Proof. In this theorem, we do not have termination which facilitates the proof. At
first sight, a proof of this theorem seems to follow immediately from the observation
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that the loop-detection rule commutes with all other rules. Therefore the confluence
reduces to the confluence of the original transformations, which is stated in Theorem
3.4. But this is not quite right, because (as mentioned before Definition 3.9) we also
allow for infinite applications of our rules. As the loop-detection rule also commutes
with infinite applications of our transformations (if they lead to a well-defined
program), we are left with the confluence of our original rules, but now allowing
infinite applications. But this result can be proved completely analogous to the proof
of Theorem 3.4 in Ref. [6]. 
There are two important points concerning infinite ground programs that we
would like to emphasize.
1. The above defined version of D-WFS for infinite ground programs is just a the-
oretical construct that we will try to approximate with our calculus to be presented in
Section 5. Like the WFS for first-order programs, the D-WFS using the loop-detec-
tion rule is uncomputable in general. The way out of this is to find constructive ap-
proximations of the loop-detection rule (see Section 6) or to ensure termination for
particular classes of programs.
2. When considering countably infinite programs, we were forced to introduce in-
finite applications of rules. However, such infinite applications do not always lead to
a well-defined program. In the first-order version to be presented in the main part of
this paper, we only need finite applications. This is because one single application of
GPPE to a first-order rule corresponds to an infinite application of GPPE to the in-
stantiated form of this rule (which is also infinite).
4. Non-ground programs
What are the problems to extend our transformations to first-order programs?
One of the main problems is already built-in in Definition 2.1 where we identified
a rule with sets of atoms: this means that we do not allow for duplicate occurrences.
This is not just a technical point: without this restriction, GPPE would not even be a
sound transformation.
Example 4.1 (Duplicate occurrences and GPPE). In the following program U we
apply the GPPE and obtain GPPEBU.
U: A  B
B _ B  
GPPEBU: A _ B  
B _ B  
GPPEBU is irreducible, but equivalent to the program (a) A _ B ; B . Pro-
gram (a) reduces to (b) B only; A _ B is deleted because of NMIN. In any case,
we can derive B but not A – in case (b) we can even derive :A – if we apply the char-
acterization given in Theorem 3.6.
But the original program is certainly equivalent to A B; B , which reduces to
A ; B , and therefore not only B but also A is derivable.
Example 4.2 (First-order program). In the last example the problem does not occur if
we replace B _ B by B. But similar problems – which cannot be cured so simple – can
occur for first-order programs. Suppose we have the program
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U: px  qx 1
qx _ qa  2
and we want to replace qx in the first clause. If we do this without taking care of the
variables, we get
px _ qa  1
pa _ qx  1
qx _ qa  2
from which pa is not derivable, although it should! In order to make GPPE sound,
we should split the rule (2) qx _ qa  into two rules
px  qx 1
qx _ qa  =x 6 a 20
qa  200
such that we now can apply GPPE in a sound way:
px _ qa  =x 6 a 10
pa _ qx  =x 6 a 100
pa  1000
qx _ qa  =x 6 a 20
qa  200
Therefore we are forced to generalize our rules by adding equational constraints.
These constraints are not only equations and their negations as in Prolog II [13],
but also conjunctions, disjunctions and universally quantified formulae of them.
See also Refs. [14,26]. Such constructs arise when we generalize our transformations
and take care of the associated constraints. In order to perform the splitting as ex-
plained above, we have to introduce a factorization rule which will be formally de-
fined in Definition 4.5. By an extended version of the non-minimal rule (see
Definition 5.1), we can finally reduce U to what one may expect, namely,
pa  1000
qa  200
4.1. Constraint disjunctive logic programs
Equational Constraints are introduced and discussed in detail in Refs. [14,26].
There, it is shown that the satisfiability problem for equational constraints is decid-
able. Ref. [14] presents also a complete simplification algorithm for equational con-
straints, formulated by some rewrite rules. Ref. [26] gives a more abstract quantifier
elimination procedure.
We will now state the theoretical framework for computing non-ground disjunc-
tive well-founded semantics and start with the definition of the syntax for equational
constraints. The equality theory in our context is just syntactical equality. We will
generalize this to arbitrary constraint domains and constraint theories (that contain
at least equality) in Section 4.2.
Definition 4.3 (Equational constraints (Syntax)). Let V be a set of variables and F a set
of function symbols. Then T(F,V) denotes the set of terms over F and V as usual. We
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define the set of equational constraints Req as the smallest set satisfying the following
properties.
· ?;> 2 Req.
· For all s; t 2 T F ; V , s  t 2 Req.
· If R;R0 2 Req and x 2 V , then :R;R ^ R0;R _ R0; 9xR; 8xR are in Req.
To facilitate reading, we write s 6 t for :s  t, and R! R0 for :R _ R0. We are
now able to lift the notion of disjunctive logic program to the non-ground case, by
defining a disjunctive logic program U as a finite set of (not necessarily ground) rules
A1 _    _ Al  B1 ^    ^ Bm ^ :C1 ^    ^ :Cn;
where l P 1 and m; n P 0. An atom has the form pt1; . . . ; tk where
t1; . . . ; tk 2 T F ; V , and p stems from a finite set of predicate symbols. The next def-
inition introduces a further variant with equational constraints.
Definition 4.4 (Non-ground constraint disjunctive logic program). A constraint
disjunctive logic program U (or just constraint program for short) is a finite set of
rules of the form
L=R;
where L is a (not necessarily ground) disjunctive rule but without function symbols
occurring in L, and R is an equational constraint.
We always assume that all constraint programs and rules are normalized accord-
ing to Definition 4.9 (see below). For this, we need the definitions of two transforma-
tion rules: elimination of tautologies TAUT and factorization FACTOR. Both rules
are local, i.e., they do not refer to the whole rule set. Therefore they can be imple-
mented eciently. Thus, it makes sense to integrate them into the normalization pro-
cess. In addition, we introduce the MERGE-rule here that bundles program rules
containing the same predicate symbols.
Definition 4.5 (TAUT, FACTOR and MERGE). We first introduce elimination of
tautologies, factorization and the MERGE-rule. Using these rules we define later –
in Definition 4.9 – the normalizations of constraint rules and programs.
TAUT: We replace the rule A B ^ :C=R by A B ^ :C=R ^ A 6 B where
A  px1; . . . ; xk 2A and B  py1; . . . ; yk 2 B are atoms with the same predicate
symbol. Here, A 6 B means x1 6 y1 _    _ xk 6 yk.
FACTOR: LetA B ^ :C=R be a rule, and A;B 2A atoms with the same pred-
icate symbol, i.e. A  px1; . . . ; xk and B  py1; . . . ; yk. Then, A  B means
x1  y1 ^    ^ xk  yk. The two rules
A B ^ :C=R ^ A 6 B
Aÿ fBg  B ^ :C=R ^ A  B
are called the factorization of L=R. This rule has also to be applied to atoms inB or C.
MERGE: Let A B ^ :C=R and A0  B0 ^ :C0=R0 be variants of program
rules such that A A0, B  B0, and C  C0. Then we can replace the original pro-
gram rules by the following single one.
A B ^ :C=R _ R0
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It is important to note that the two rules which are merged by the MERGE-rule
may be variants of one and the same rule. We need this to establish a strong notion
of equivalence for irreducible and normalized constraint programs (see Example 4.7).
Definition 4.6 (Strong equivalence of programs). Two programs U and U0 are called
strongly equivalent (written U  U0) i there is a bijection between the respective
finite sets of rules such that any corresponding rules are equal. Two rules are called
equal i their corresponding atom sets are variants of each other, and the constraints
renamed accordingly are equivalent.
Example 4.7 (Special case of the MERGE-rule). Let us consider the two programs
U1: px _ py  =x  a ^ y  b _ x  c ^ y  d
U2: px _ py  =x  a ^ y  b _ x  d ^ y  c
which are not equivalent in the strong sense. Nevertheless, their ground instantiat-
ions (defined next) are identical, namely
Uground  fpa _ pb  ; pc _ pd  g
which means they are equivalent in a weaker sense. However, if we apply MERGE
on U1 and U2, respectively, then we get in both cases
px _ py  =x  a ^ y  b _ x  c ^ y  d _ x  b ^ y  a
_ x  d ^ y  c
which means MERGEU1  MERGEU2.
We can easily associate with each non-ground constraint disjunctive logic pro-
gram U a possibly infinite ground program, called ground instantiation of U. For this,
we identify each rule L=R with all ground rules Lr where r is a solution of the con-
straint R, i.e. a substitution that maps the free variables in R to ground terms such
that T  Rr. But we also have to think about another problem: how can we trans-
late a non-ground disjunctive logic program to one with constraints? For this, we in-
troduce the following definition.
Definition 4.8 (Transforming disjunctive into constraint disjunctive programs). We
associate with each disjunctive logic program U a constraint disjunctive logic
program U0 as follows. For a rule in U, let L be the result of replacing each argument
t of a predicate in L by a fresh variable x. Then U0 contains the rule
L=
^
x2varL
x  t
for each rule in U. This is called variable abstraction. Here, varL denotes the set of
all free variables occurring in the expression L. Furthermore, each rule has to be re-
placed by its normalization, which is introduced in Definition 4.9, making use of the
transformation rules in Definition 4.5.
Definition 4.9 (Normalization). A constraint rule L=R is normalized by
· applying TAUT where possible,
· performing FACTOR as long as possible,
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· existentially quantifying all free variables in R not occurring in L.
A constraint program U is normalized by
· normalizing all rules in the program, and
· applying the MERGE-rule as long as possible.
Example 4.10 (Running example). Consider the program
U0: p0  
px  :px ^ :psx
psx _ pssx  
q0  px ^ :qx
which is translated into
U1: px  =x  0 1
px  :px ^ :py =y  sx 2
pu _ pv  =9x u  sx ^ v  ssx 3
qw  px ^ :qx =w  0 4
by variable abstraction. This program is almost normalized. TAUT is not applicable
anywhere in the program. FACTOR, applied on (3), does not produce new rules,
since it holds u 6 v because of sx 6 ssx for any x. Finally, we can apply
MERGE on (3) with itself (similar as in Example 4.7), which yields
pu _ pv  =9x u  sx ^ v  ssx ^ 9x v  sx ^ u  ssx
In the sequel, we will omit the second part of the constraint for the ease of notation.
Furthermore, we will sometimes write rules in a form without variable abstraction in
order to keep notation shorter.
One of the most important results of Section 3.2 was the definition of the residual
program and Theorem 3.6. Using these notions we can do query answering by just
looking at the head atoms of the residual program. In order to define an analogue of
headsU for constraint programs, we need the following definitions.
Definition 4.11 (Projection, headsU). Let A B ^ :C=R be a constraint rule, and
px1; . . . ; xk a literal in A [B [ C. Then we call px1; . . . ; xk=9y1    9yn R, where
fy1; . . . ; yng  varR ÿ fx1; . . . ; xkg, the projection of the given rule w.r.t.
px1; . . . ; xk.
For a constraint program U, we define three sets of projections projectX U, where
X may be A, B or C, by the following procedure. We identify the possibly true facts,
written headsU, with projectAU.
· Take the set of all possible projections wrt. the literals occurring in program rules
of U in part X (i.e. in heads, in rule bodies or as negative conditions, respectively).
· Normalize this set; in this context, it has to be understood as a constraint program
consisting of constraint atoms only.
· For all predicate symbols p (with arity k) that are not used so far, add
px1; . . . ; xk=? to the set.
Note that headsU is always finite because U is finite. For our Example 4.10, the
possibly true facts are as follows. The constraints are given in an already simplified
form here.
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px=x  0 _ 9y y  sx _ 9z x  ssz
qy= y  0
4.2. Reasoning with arbitrary constraint theories
Until now we only considered equational constraints according to Definition 4.3.
But our framework can easily be generalized for arbitrary constraint systems and
theories containing at least equality. Thus, we do not restrict to equational con-
straints over the Herbrand domain. We may consider other domains and other con-
straints predicates besides ‘‘ ’’. Surprisingly, all definitions (including the
transformation rules introduced in Section 5) can also be applied to the general case.
Here is the general definition of a constraint system.
Definition 4.12 (Constraint system). A constraint system, often identified solely by its
constraint theory T – see below – is a quadruple hD;D;R;Ti with the following
components:
D: a constraint domain, that is a non-empty set,
D: an alphabet, including a set V of variables, a set F of function symbols, and a
set P of predicate symbols, containing at least the predicate ‘‘ ’’, which must be in-
terpreted as the equality relation on D, and the truth constants ? and > with the
meaning ‘‘false’’ and ‘‘true’’, respectively,
R: the set of all D-formulae, called constraints in our context, including all atomic
D-formulae and closed under all logical connectives, in particular negation :, and
T: the constraint theory, which can be identified with a D-interpretation over the
domain D, since we assume T to be satisfaction-complete, i.e., for all constraint for-
mulae R 2 R either T  R or T  :R holds.
The main dierence to conventional CLP is the requirement that the set of con-
straint-formulae R must be closed not only under conjunction ^, existential quanti-
fication 9 and instantiation of variables – as stated in Ref. [22] – but under all logical
connectives and quantifiers. We will see that this is necessary because of the first-order
versions of the NMIN, RED and REDÿ rules in Definition 5.1. Thus, the respective
constraint solvers must be able to treat negative constraints of the considered con-
straint domain. For example, we can do non-monotonic reasoning with integer do-
main constraints. Example 4.10 can easily be viewed as such a problem:
px  =x  0 1
px  :px ^ :py =y  x 1 2
pu _ pv  =u P 1 ^ v  u 1 3
qw  px ^ :qx =w  0 4
Now we are also in a position to extend our notion of a semantics for ground pro-
grams (Definition 2.2) straightforwardly to one for constraint disjunctive programs.
We say that a constraint disjunctive rule A=R subsumes another rule A0=R0 if there is
a variant A00=R00 of A=R such that A00 A0 and T  8R00 ! R0.
Definition 4.13 (Operator j, Semantics Sj). By a semantic operator j we mean a
binary relation between constraint disjunctive logic programs and pure constraint
disjunctions which satisfies the following three conditions.
60 J. Dix, F. Stolzenburg / J. Logic Programming 37 (1998) 47–76
Right weakening: If U j L=R and L=R subsumes L0=R0, then U j L0=R0.
Necessarily true: If A =R 2 U for a some disjunction A=R, then U jA=R.
Necessarily false: Let A=R be a constraint atom. If there is a variant A=R0 of an
atom in headsU such that T  8R! :R0, then Uj :A=R.
Given such an operator j and a constraint disjunctive program U, by the seman-
tics SjU of U (determined by j) we mean the set of all constraint pure disjunc-
tions derivable by j from U, i.e. SjU : fL=RjU j L=Rg.
4.3. Compactness of constraint theories
An important feature while handling constraints is to simplify them, i.e. rewriting
them into ‘‘simpler’’ ones while preserving equivalence. Since the underlying con-
straint theory is always assumed to be monotonic, simplification can be performed
at any time. If a constraint R in a rule reduces to ?, then the respective rule can
be discarded.
We discuss now in more detail the constraint theory Teq for equational con-
straints as an instance of Definition 4.12. After that, we will distinguish some classes
of constraint theories by introducing several notions of compactness, since this af-
fects the complexity and termination of our overall procedure. See also Section 5.3.
Definition 4.14 (Equational constraints (Semantics)). The domain D for Teq is the set
of all ground terms over the set F of function symbols. The set of constraints Req and
implicitly the alphabet D has already been defined in Definition 4.3. Now, ‘‘ ’’ has
to be interpreted as syntactical equality. This can be axiomatized as follows. We
distinguish two cases.
· If the set of function symbols F is infinite, then Clark’s axiomatization of the Her-
brand domain yields a satisfaction-complete constraint theory Teq for equational
constraints. In this case, basic equational constraints – i.e. unification equations of
the form s  t, but not general equational constraints – enjoy the independence of
negative constraints property:
Teq  9R ^ :R1 ^    ^ :Rk iff Teq  9R ^ :Ri for 16 i6 k:
This is equivalent to the strong compactness property which is just the contraposi-
tion of the proposition stated above. In the CLP context, this means that we can
restrict to only one derivation while answering any query, provided that we do not
have any inequalities. In our context, it means that in certain cases we can do it
without the MERGE-rule. For details, the reader is referred to Ref. [27].
· If we assume the set of function symbols F to be finite, then we need, in addition to
Clark’s axiomatization, the weak domain closure axiom in order to make our the-
ory complete [26]:
8x
_
f2F
9z x  f z
This case is mainly considered in Ref. [14]. But this point of view is restricted to
Herbrand models only and increases the computational complexity to P11. There-
fore, we will assume that F is infinite in the sequel.
J. Dix, F. Stolzenburg / J. Logic Programming 37 (1998) 47–76 61
Nevertheless, the problem of solving equational constraints is of high complexity:
it is known to be PSPACE-hard. Let us now introduce another interesting notion of
compactness. Although this notion is implicitly contained in many papers on con-
straints, to the best of our knowledge it was first made explicit and extensively inves-
tigated by Toman [39].
Definition 4.15 (Constraint-compactness). A constraint theory T is called constraint-
compact i for any set of constraints S  R with only finitely many distinct free
variables occurring in S, there are finitely many constraints S1; . . . ; Sn 2S such
that, for all S 2S, the following holds:
T  8S ! S1 _    _ Sn
Constraint-compactness turns out to be crucial for the termination of our con-
straint calculus (see Section 5.3). Thus our termination results generalize not only
our own results for the ground case of D-WFS (see Theorem 3.4) but also the cor-
responding results in Ref. [39] which are proved there just for (non-disjunctive) Da-
talog: programs.
Example 4.16 (Equality constraints are not constraint-compact). While some
constraint theories are constraint-compact, unfortunately equational constraints
(see Definition 4.14) do not have this property, provided that the set of function
symbols F contains at least one constant and one non-constant symbol. Then, the
(infinite) set of constraints fx  t j t 2 Dg is a simple counter-example.
5. A calculus for constraint programs
We have now introduced all necessary machinery to extend our original calculus
to constraint programs in Section 5.1: Our main results are Theorems 5.6 and 5.7. In
Section 5.2 we consider the computation of the residual program (Theorem 5.11),
query answering (Theorem 5.12) and we give an approximation of Theorem 3.6 (The-
orem 5.14). Finally, in Section 5.3 we consider termination of our calculus for arbi-
trary Datalog_;: programs, i.e. programs with constraints from constraint-compact
theories.
5.1. Extending our original transformations
We are now able to state the transformation rules for the new calculus with con-
straints. We will state the rules in a very abstract way, i.e. without mentioning con-
trol of the applicability of the rules. But it is clear that our procedure cannot always
terminate because of the undecidability of the underlying problem. Note that our
former elimination of tautologies rule will be incorporated into GPPE by normaliza-
tion. Recall also that, according to Definition 4.9, normalization has always to be
applied on each newly generated rule.
Definition 5.1 (Transformation rules). Each rule
A B ^ :C=R
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in the constraint program U, can be replaced by one of the following (sets of) rules.
Constraint simplification can be applied immediately on each newly generated rule.
GPPE (GPPE plus normalization of rules): Let B be a distinguished atom in B.
Then, replace the rule A B ^ :C=R by
A [ A1 ÿ fBg  Bÿ fBg [B1 ^ :C [ C1=R ^ R1
..
.
A [ Ak ÿ fBg  Bÿ fBg [Bk ^ :C [ Ck=R ^ Rk
where each Ai  Bi ^ :Ci=Ri, for 16 i6 k, is a variant of a rule in U that contains
an atom A in its head with the same predicate symbol as B, such that A  B and all
variables occurring in other literals are renamed apart. Each of the generated rules is
replaced immediately by its normalization.
NMIN (Extended elimination of non-minimal rules): Replace the rule
A B ^ :C=R by
A B ^ :C=R ^ :R0
for some variant A0  B0 ^ :C0=R0 of a rule in U such that A0 A, B0  B and
C0  C hold.
RED (Extended positive reduction): Replace the rule A B ^ :C=R by the two
rules:
A B ^ :C=R ^ R0
A B ^ :Cÿ fCg=R ^ :R0
where C is an atom in C and C0=R0 is a variant of a constraint atom in headsU such
that C  C0.
REDÿ (Extended negative reduction): Replace the rule A B ^ :C=R by:
A B ^ :C=R ^ :R0
for some variant A0  =R0 of a rule in U such that A0  C.
We will now state a derivation for Example 4.10. We start with REDÿ on (2) with
clause (3). This causes the replacement of (2) by:
px  :px ^ :py=y  sx ^ :9zx  sz ^ y  ssz 20
After applying the non-minimal rule with (1) – which is essentially subsumption – the
constraint can be simplified to y  sx ^ x 6 0 ^ 8z x 6 sz. This can be further
simplified to ? if we assume that F  f0; sg, i.e. F is finite.
Since for the predicate q only q(0) is in the set of possibly true facts, we can replace
(4) with
qw  px ^ :qx =w  0 ^ x  0 40
qw  px =w  0 ^ x 6 0 4
by RED+. Applying GPPE on px in 40 – where x 0 – we get finally:
qw  :qx=w  0 ^ x  0 400
When the reader compares Definition 5.1 with the corresponding ones in Sec-
tion 3.1, he will notice that TAUT has been integrated into GPPE, and RED has
been turned into a more flexible incremental rule. Unfortunately, neither our con-
straint calculus (see Definition 5.1) nor the version for infinite ground programs
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without the loop-detection rule is confluent. The following Example 5.2 reveals this
fact. Nevertheless, the calculus is weakly confluent as stated in Theorem 5.6.
Example 5.2 (No local confluence). Consider the following disjunctive logic program.
U: px  pf x ^ pgx:
Applying GPPE to the first literal in U yields
U1: px  pf f x ^ pgf x ^ pgx:
Let us now consider another derivation starting from U. If we apply GPPE to the
second literal in U, we get
U2: px  pf x ^ pf gx ^ pggx:
In both cases, only GPPE can be applied again and again. We observe that in U1
we neither get rid of the literal pgf x nor produce pf gx, and in U2 we nei-
ther get rid of pf gx nor produce pgf x in the body. This means, our cal-
culus is not confluent (not even locally confluent): there is no U0 that can be
reached both from U1 and from U2. However, there does not exist an irreducible pro-
gram at all for this example. This example cannot be simulated for the infinite
ground case, because of our loop detection rule which ensures termination. But with-
out it, we get the same problem.
Nevertheless, a weak confluence property shown in Theorem 5.6 holds. For this,
we associate in Definition 5.3 a model set to each constraint program U. Some of
these models are paraconsistent, i.e., there may be ground atoms in the models which
are both true and false at the same time. After showing the Lemmas 5.4 and 5.5, we
are able to prove weak confluence in Theorem 5.6.
Definition 5.3 (Model set of a constraint program). Let U0 be the ground instantiation
of the constraint program U and let M be the set of all possible ground atoms. For
M;Mÿ  M , we call the pair M;Mÿ a (4-valued) minimal model of U i for fixed
Mÿ the set M is minimal among all sets satisfying the rules of U0. More precisely,
M is minimal among all sets M 0 such that
for all rules A B ^ :C 2 U0: B  M 0 and C  Mÿ imply A \M 0 6 ;:
The model set M of U is the maximal set of minimal models of U obtained by repeat-
edly applying the following procedure, until the greatest fixpoint is reached.
1. If a literal l 62 M for all M;Mÿ 2M, then remove all M;Mÿ 2M with
l 62 Mÿ from M.
2. If for a set of literals L it is L \M 6 ; for all M;Mÿ 2M, then remove all
Mÿ;M 2M with L  Mÿ from M.
Lemma 5.4 (Invariance of the model set). The model set of U is the same as the model
set of TransU for any transformation Trans according to Definition 5.1.
Proof. The proof proceeds by case distinction.
GPPE: GPPE just evaluates a positive atom or removes a tautological rule (via
normalization). But removing a tautology does not aect the model set of U. Partial
evaluation does not change the model set too as shown in Ref. [5].
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NMIN: It is trivial, that an application of NMIN does not change the model set
of U.
RED: Since it cannot be the case that a literal l 2 Mÿ, if l 62 M for all
M;Mÿ 2M – because of step 1 from Definition 5.3, RED does not change
the model set.
REDÿ: In this case, step 2 from Definition 5.3 is the reason, why the model set is
preserved under REDÿ. 
Lemma 5.5 (Model sets as invariants for ). Let U1 and U2 be two irreducible
constraint programs. Then
U1  U2 iff U1 and U2 have the same model sets:
Proof. The direction from left to right is straightforward, since strongly equivalent
programs clearly have identical ground instantiations. Let us now prove the
contraposition of the direction from right to left, i.e., U1 6 U2 implies U1 and U2
have dierent model sets. Thus, without loss of generality let A :C be a
conditional fact in the ground instantiation of U1, such that there is no rule
A0  :C0 in U2, where (a) A0 A and C0  C, or (b) A0  C and C0  ;.
Now, there is a minimal model M;Mÿ of U2 where A [ C  Mÿ holds, be-
cause conditions (a) and (b) ensure that there is a minimal model, taking step 2 of
Definition 5.3 into account. The other step 1 is not critical, because it can only in-
crease Mÿ. However, (M,Mÿ) is not a minimal model of U1, because A C can-
not be valid. This means, the model sets are dierent. 
Theorem 5.6 (Weak confluence). Each constraint program U has at most one
irreducible form, i.e. U! U1 and U! U2, where U1 and U2 are irreducible, imply
U1  U2.
Proof. By Lemma 5.4, the model sets of U, U1 and U2 are identical. By Lemma 5.5, it
follows U1  U2, because U1 and U2 are irreducible. 
Theorem 5.7 (CD-WFS). For the class of all constraint disjunctive programs U that
possess an irreducible program U0 with U! U0, there exists the weakest semantics Sj
which is invariant under GPPE, NMIN, RED and REDÿ. We call it the Constraint
Disjunctive Well-Founded Semantics, or, briefly, CD-WFS and abbreviate it by
jCD-WFS.
Proof. Like in the proof of Theorem 3.5 (given in Ref. [7]), it is easy to see that for
any two semantics Sj and S0j satisfying all our properties, their intersection
Sj \S0j also satisfies all our properties. Therefore a weakest semantics must exist
and is just the intersection of all possible semantics. 
We could have also defined the semantics on the class of all programs. The reason
we did not so is because then the semantics would be too weak compared with WFS
or GCWA. For the program Uloop it would not derive anything, because Uloop does
not have an irreducible program below it. Note that we did not state a loop-detection
rule as we did for infinite ground programs (Definition 3.9). Of course, we aim to
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extend our definition to a larger class of programs. CD-WFS can be seen as a con-
structive approximation of D-WFS (see Theorem 5.14).
Suppose a program U can be transformed into an irreducible program resU,
which is also called residual program in this context. An important problem is if
any other sequence of transformations applied to U will necessarily also lead to
resU. Or can it happen that a wrong choice will lead to an infinite derivation
U1;U2; . . . ;Un; . . . such that no Ui is irreducible? In fact, this is possible as the follow-
ing program shows.
Example 5.8 (Infinite derivation). We consider a modification of the Uloop program
(introduced after Example 4.10).
U: px  py; :a;:b =y  sx
a _ b  =>
It is possible to apply GPPE again and again on the first clause: this gives an infinite
derivation producing programs U1, U2; . . . But obviously, an application of negative
Reduction REDÿ allows to delete the first clause and we get the residual program
a _ b.
In the last example, we can reach the residual program from any of the Ui by ap-
plying REDÿ. This means we never reach a program from which the irreducible pro-
gram is unreachable. This immediately leads to the conjecture that once a program U
can be transformed into an irreducible program, there is no wrong sequence of trans-
formations, i.e. no sequence which leads to a dead-end. This is an important prop-
erty, because it expresses that during a derivation no backtracking is needed.
Theorem 5.9 (Calculus needs no backtracking). Let U be a program such that there
exists an irreducible program resU. Let U0 be any other program that can be obtained
from U. Then resU can be obtained from U0 by a suitable sequence of transformations.
Proof. The only way to get an infinite derivation is by applying GPPE on program
rules which contain a predicate A both in the head and in the body (this was the
situation in Example 5.8). We have to show how such rules can be eliminated by
looking at the derivation leading to the residual program. Eliminating rules is only
possible with NMIN or REDÿ.
Let rU0 be such a program rule. It must have been derived from a rule rU from U by
certain GPPE-steps. Since an irreducible program can be reached from U, there is a
sequence of transformations r which eliminates a partial evaluation of rU. This can
be done either by REDÿ or by NMIN.
If REDÿ is applied, then we can partial evaluate those atoms in rU0 that have been
partial evaluated in the sequence r, and we can remove the rule by REDÿ (note that
all GPPE-steps increase the number of negative body-atoms and therefore negative
reduction can still be applied).
If NMIN is applied, then we have to show that the smaller rule used to remove the
partial evaluation of rU can also be reproduced from U0 and thus NMIN can also be
applied here. It suces of course that we can reproduce an even smaller rule. That
this is indeed possible can be shown using the following claim.
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Every rule in resU can be obtained from U0:
Let a rule rres from resU be given. It is obtained from a rule r of U by a sequence r
of GPPE and RED steps. But U0 must then contain a partial evaluation of r, let us
call it r0. Then it is easy to show that r0 can be extended (by applications of GPPE
and RED using the original sequence r) to the rule rres. 
Theorems 5.6 and 5.9 together give us the normal form property for our calculus.
Despite of this nice property of the calculus, one should not overestimate the conflu-
ence property. Although we do not need backtracking in the calculus, the GPPE rule
may lead to combinatorial explosion, similar as breadth-first search.
5.2. Residual program and query answering
Now we can define a constructive approximation of D-WFS for non-ground pro-
grams. Since our procedure is not guaranteed to terminate we cannot always com-
pute the residual program (see Definition 5.10). But when it exists, we can do
query answering similar as in the case of D-WFS (Theorem 3.6). Before doing so,
let us summarize the result of applying the transformations to our example. We
end with an irreducible program.
resU: px  =x  0 1
px  :px ^ :py
=y  sx ^ x 6 0 ^ 8z x 6 sz 200
pu _ pv  =9x: u  sx ^ v  ssx 3
qw  :qx =w  0 ^ x  0 400
qw _ pu  =w  0 ^ 9x u  sx 4
Definition 5.10 (Residual program, Query).
A constraint program U is called a residual program i no transformation rules are
applicable to it, i.e., it is irreducible.
A query w is a pure disjunction of literals. We identify it with its translation into
the rule L=R by variable abstraction.
Note that in a residual program, no positive body literals can occur. Otherwise,
GPPE would be applicable.
Theorem 5.11 (Computation of CD-WFS). Let U be a (variable abstraction of a
disjunctive) program with the residual program resU; and w  L=R be a pure
constraint disjunction. Then
UjCD-WFS w
i one of the following two cases applies
1. there is a rule A =R0 in resU which subsumes w.
2. L contains a negative literal :A such that there exists a variant A=R0 of an atom in
headsresU and 8R! :R0.
Proof. By definition, we have
UjCD-WFS w iff resUjCD-WFS w:
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Now let us define a semantics Sj on all programs possessing a residual program by
just the two cases mentioned above. This means we look at the residual program and
include a positive disjunction inSj, if the first case applies and we include a negative
disjunction if the second case applies. We have to show that CD-WFS and Sj are
identical. By Definition 4.13, Right Weakening and Necessarily True imply that all
positive disjunctions contained in Sj are also contained in CD-WFS. Necessarily
False of Definition 4.13 implies that also all negative disjunctions contained in Sj
also belong to CD-WFS. Thus CD-WFS is at least as strong as Sj. But since
CD-WFS is defined as the least semantics satisfying our properties, it cannot be
stronger than Sj and therefore must coincide with it. 
In the last theorem we started with checking a statement w  L=R where R is a set
of constraints. A more natural setting is given when we ask a query w with free vari-
ables and try to instantiate these variables in order to find solutions. Such query-an-
swering can also be done.
Theorem 5.12 (Query answering). Let U be a (variable abstraction of a disjunctive)
program with the residual program resU; and w be a query with variable abstraction
L=R. Then
UjCD-WFS wd
i d is a solution of one of the following two constraints R and Rÿ.
1. There is a rule A =R in resU; and A  L1 [    [ Lk where
L1=R1; . . . ; Lk=Rk are dierent variants of w and the constraint
R  R1 ^    ^ Rk ^ R is satisfiable.
2. w contains a negative literal :A such that there exists a variant A=R0 of an atom in
headsresU and 8R! :R0. Then Rÿ  R ^ :R0 is satisfiable.
Proof. For the direction from right to left, it is clear by Theorem 5.11 that in case 1
the desired subsumption relation holds with R. In case 2, we set Rÿ  R ^ :R0 and
get 8R! :R0. The direction from left to right is also clear by Theorem 5.11. In case
1, there cannot be more instances of the positive disjunctions. In case 2, only one
variant of w suces, since the characterization for negative disjunctions refers to
only one literal. 
The solutions d of the constraints are called answers of the query. If in the former
case k > 0 holds, then the answer is called disjunctive or indefinite. For our example it
holds p(0) and :qsz, but neither q(0) nor :q0 because (400) is a conditional fact.
Sometimes it is not sucient to look for only one rule while answering queries. For
example, the query
px _ py=x  0 ^ y  0 _ 9zx  sz ^ y  ssz
fails, although one expects a positive answer. But we can split the query by factor-
ization and constraint simplification into:
px _ py=x  0 ^ y  0
px _ py=9zx  sz ^ y  ssz ^ x 6 y
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Then the former query has the answer x  0 ^ y  0 and the latter
9zx  sz ^ y  ssz. Both answers can be combined to the desired disjunctive
constraint of the original query. Nevertheless, the MERGE-rule helps us to bundle
answers, which is activated during normalization (see Definition 4.9).
Example 5.13 (Bundling answers using MERGE). Consider the program:
px  1
pa  2
If we apply NMIN on (1) and variable abstraction on (2) we get:
px  =x 6 a 10
px  =x  a 20
But this would give us two answers for the query pz. However, the MERGE-rule
yields
px  = x  a _ x 6 a
which is clearly equivalent to (1) after constraint simplification. This is exactly what
one should expect, because (2) can be deleted from the original program by NMIN
on (2) with (1). Thus, the query pz can now be answered positively by looking at
the only remaining rule (1).
Theorem 5.14 (CD-WFS related to other semantics). Let U be a first-order disjunctive
logic program, and w be a purely positive or negative clause. We identify U with its
variable abstracted form, i.e. with its corresponding constraint program. We also
assume that resU exists. Then the following holds.
1. Let Uinst be the possibly infinite instantiation of U and winst the set of all ground
instances of w. Then UjCD-WFS w i UinstjD-WFS winst. In particular, if U is a ground
program (i.e., there are only nullary predicate symbols in U), then UjCD-WFS w i
UjD-WFS w).
2. If U is a positive disjunctive program (i.e., there are no negative literals in the body
of any rule in U), then UjCD-WFS w i UjGCWA w.
3. If U is a normal program (i.e., any rule in U contains exactly one literal in its
head), then UjCD-WFS w i UjWFS w.
Proof.
1. We note first that the existence of resU implies the existence of resUinst as in-
troduced in Section 3.3, Theorem 3.10, where we allow infinite applications of
our rules in the ground case. Therefore and because of the definition of CD-
WFS and D-WFS, it suces to show
resUjCD-WFS w iff resUinstjD-WFS winst:
Moreover, we have
resUinst  resUinst;
so that (because resUinstjCD-WFS winst iff resUjCD-WFS winst for all ground
Uinst) we finally get
resUjCD-WFS winst iff resUinstjCD-WFS winst:
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But resUinstjCD-WFS winst i resUinstjD-WFS winst because both relations are
computed according to the same evaluation method (see Theorem 3.6 as well
as Theorem 5.11).
2/3. It is easy but quite tedious to verify that both GCWA and WFS satisfy all our
properties. This has been proved for propositional programs in Ref. [7] and the
corresponding proofs for first-order constraint programs are very similar. There-
fore it remains to show
Ad2:: UjCD-WFS w iff UjGCWA w
Ad3:: UjCD-WFS w iff UjWFS w
We first discuss 2. Since resU consists of constraint disjunctions (bodies are all
empty), GCWA entails exactly those disjunctions as characterized by CD-WFS
using Theorem 5.11.
Let us now consider 3. Here, resU consists of rules of the form
A :C=R;
where again no positive body-atoms are present. To show 3., we choose the 3-
valued computation of WFS due to Przymusinski (see also Ref. [15], Lemma
3.9). This procedure works, roughly said, by reducing the given program. A re-
duction consists of replacing first all atoms A with a rule A  2 P (those that
are true), and then replacing all :B occurrences if there are no rules with head B.
The reduced program may give rise to further reductions in the next round.
But since our program is in normal form, it is immediate that no reductions can
be applied: such reductions would be applications of RED. Therefore exactly
those literals as characterized by CD-WFS using Theorem 5.11 are entailed by
WFS. 
5.3. Termination
Although the constraint calculus cannot terminate in general, it terminates for
special classes of constraints, namely for constraint-compact constraint theories. In
Section 3.2, we remarked that termination of the ground calculus can only be guar-
anteed for fair derivation sequences. Let us try transferring this result to the con-
straint calculus. At first, we note that GPPE is never applied to a tautological
clause, because TAUT is built into GPPE in Definition 5.1. However, since there
may be infinitely many dierent ground instances of constraint atoms in rule bodies,
it is not obvious how we can systematically get rid of all these atoms. Recall that, in
the ground case, we can do this by insisting on the following: if GPPE has been ap-
plied to get rid of an occurrence of atom A, then all other occurrences of A in bodies
have to be removed before GPPE is applied to other atoms B 6 A. In the following
we show that this idea can be adapted for the constraint calculus, provided the con-
sidered constraint theory is constraint-compact. At first we observe, after a careful
inspection of Definition 5.1, that NMIN, RED and REDÿ only ‘‘delete’’ atoms, be-
cause, for all these rules, existing constraints are always restricted further (by con-
junction with other constraints). Let us state this more formally in the following.
Lemma 5.15. If we consider constraint atoms A=R 2 projectX U and
A=R0 2 projectX U0 (for X A;B;C as defined in Definition 4.11), where the
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constraint program U0 is obtained from the original program U by a sequence of
transformations (except GPPE), then it holds T  8R! R0; but not
T  8R0 ! R. This means, the projection sets decrease monotonically.
This means in the context of constraint-compact constraint theories T, we even-
tually arrive at an irreducible program after finitely many transformation steps (dis-
regarding GPPE for the moment), because there are no infinite sequences of
constraints with (a) R1 ! R2 !    ! Rn !    and (b) R18R28   8Rn8    The
reason for this is that constraint-compactness and (a) imply the following: there is
a constraint Rk such that, for all i 2 N, it holds 8Ri ! Rk. However, this contradicts
(b), because then all constraints Ri must be equivalent for i P k. Let us discuss con-
straint-compactness in more detail now, before we return to the problem with GPPE.
Constraint programs with constraint-compact constraint theories correspond to
Datalog_;:, i.e. general disjunctive logic programs without function symbols. There
are at least two ways for recognizing this relationship. Firstly, by definition, the at-
oms in Datalog programs do not contain any function symbols. The same holds for
constraint programs (see Definition 4.4), because after variable abstraction the at-
oms in constraint programs only contain distinct variables as arguments. Of course,
the (not necessarily equational) constraints may contain function symbols. This is
also the reason, why in Ref. [39] the terminus DatalogC;: is used for normal logic
programs with constraints.
Secondly, the domain of Datalog programs usually is finite, because there are only
finitely many constants in the program. Again, the same holds for constraint-com-
pact constraint theories because of the following argument. According to Definition
4.12, we require the equality predicate to be in the constraint alphabet, because oth-
erwise it would be dicult to express some of our transformation rules. Recall that
variable abstraction and also the rules TAUT and FACTOR explicitly introduce
(in)equality constraints. But in the presence of equality the domain of the constraint
theory must be finite, because otherwise we can construct a counter-example analo-
gous to Example 4.16 for large classes of theories (provided that infinitely many el-
ements in the domain are expressible by terms). What happens if we do it without
equality? Then there exist constraint-compact constraint theories with infinite do-
mains D, e.g. (strict) dense linear order constraints Q; < considered in Ref. [39].
Example 5.16. Let us now come back to GPPE. The problem with it is, that
sometimes GPPE loops, even if the respective constraint theory is constraint-
compact. Consider the program px  py whose normalization is
U1 : px  py=x 6 y:
Applying GPPE yields
U2 : px  py=x 6 y ^ 9zx 6 z ^ z 6 y
whose constraint is satisfiable i jDjP 3. Since for jDj < 3 the constraint reduces to
?, the procedure terminates with the empty program. Otherwise, we run into a loop,
because U1 and U2 are equivalent for jDjP 3.
One solution to this problem, of course, is explicit loop-detection. But in the con-
text of constraint-compact theories, another procedure is feasible. Recall that con-
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straint-compactness implies that the domain D must be finite. Now we can simulate
the finite ground case by modifying GPPE. Before applying GPPE to a rule
A B ^ :C=R on the body literal B 2 B, we split the rule into two parts as follows.
Let x 2 varB and td be a term which is interpreted by some d 2 D. Then, the rule is
divided into:
A B ^ :C=R ^ x  td
A B ^ :C=R ^ x 6 td
GPPE has now to be applied to these rules. Analogously to the ground case, we have
to make sure that all other body literals which have the same predicate symbol as B
have to be evaluated immediately after this with a split w.r.t. the same element d 2 D.
By this procedure, we obtain the following termination result.
Theorem 5.17 (Weak termination for Datalog_;:). Let U be a constraint program
w.r.t. a constraint-compact constraint theory. Then, there always exists an irreducible
constraint program U0 with U! U0. This means, the calculus from Definition 5.1 is
weakly terminating.
In summary, Theorem 5.17 is a generalization of the termination result in Ref. [39]
– where the concept of constraint-compactness is introduced – to the case with dis-
junctions. However, it remains an open question how to incorporate the control
mechanism used in Theorem 5.17 into an actual implementation of our calculus.
6. Conclusions
The careful reader may have noticed that we did not explicitly incorporate the
loop-detection rule into our constraint framework. The reason is that this rule is es-
sentially the only non-constructive rule in our calculus. It can only be approximated
if the constraint system is not compact. For example, Chen and Warren do such
loop-detection in their SLG or XSB system [10–12] for non-disjunctive programs
(under WFS and STABLE) by tabling techniques. However, the main focus of this
paper was to introduce the constraint machinery and to combine it with our former
calculus. Loop-detection is beyond the scope of this paper and we only give some
hints in the next section.
Another improvement is to apply the relevance-property [5]. Relevance is the con-
dition that a query does only depend on the subprogram formed by the call-graph
below that query. This property holds for D-WFS [4] and therefore, given a query
Q we do not have to consider the whole residual program of U, but only the relevant
part of it w.r.t. the query. This often has the eect that this subprogram is much
smaller than the original one.
6.1. Explicit loop-detection
Obviously, by the undecidability of D-WFS, there are always cases where our pro-
cedure will not terminate. But sometimes we can overcome this problem. Let us con-
sider the following example:
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U: px  psx
ps0  
Applying GPPE and NMIN we get:
U0: px  pssx =x 6 0 ^ x 6 s0 
ps0  
p0  
We notice, that the GPPE rule can be applied on (*) again and again, although it
is clear that only p(0) and p(s(0)) hold in the D-WFS semantics for this example (and
:psi0 for all i P 2), because both facts cannot be replaced by any of the transfor-
mation rules. Here we need a sort of loop-detection. As far as we know that GPPE
can only be applied to the clause itself and that the corresponding term of the pred-
icate to be replaced gets larger and larger, we can immediately delete such a rule – it
will only cause an infinite loop that is not grounded. Such a deletion is in fact noth-
ing but an approximation of the loop-detection rule. Finally we get the following re-
sidual program
resU: ps0  
p0  
from which D-WFS follows immediately. Of course such approximations need fur-
ther investigation. In this context, it may be a good idea to exploit equational con-
straints on terms with integer exponents, which are used for loop-detection caused by
self-resolvent clauses in Ref. [29].
6.2. Related work
We know the approach [20,21] that also considers non-ground disjunctive pro-
grams. In this approach, the authors define a Gelfond–Lifschitz transformation
for first-order programs and consider instantiation by need techniques. It is related
to Ref. [23], where definite non-ground programs are treated. But the latter approach
only considers normal logic programs, i.e. without disjunctions. In addition, they do
not consider the case with function symbols in its full generality.
Ref. [38] also considers normal logic programs only, employs constructive nega-
tion and gives a clean approach to negation in CLP. Ref. [32] makes use of rewrite
techniques to tackle the problem of computing answers for normal CLP programs
with negation, based on the Kunen–Fitting semantics which is weaker than the se-
mantics treated here. Another approach is presented in Ref. [30]. There, the com-
plexity of several propositional non-monotonic logics enhanced by quantified
Boolean formulas over propositional variables as constraints are investigated.
Other approaches with constraints for Datalog_;: are described in Refs. [24,31,39].
Last but not least, we want to mention Refs. [2,25,34]. These papers present methods
based on partial deduction – as also done here – for normal logic programs and dis-
junctive logic programs, respectively, but both do not aim at incorporating CLP.
6.3. Outlook
Disjunctive logic programs are natural candidates for e.g. knowledge representa-
tion tasks (see Refs. [8,9,17]). Often WFS for non-disjunctive programs is too weak.
The possibility of explicitly writing down disjunctive statements extends the expres-
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sive power and makes the formulation of many statements quite naturally. On the
other hand, when such information is not needed, our semantics D-WFS coincides
with WFS and hence shares its computational advantages. In contrast to the stable
semantics, D-WFS is consistent and goal-directed since GPPE acts top–down. For
this, it seems a good idea to make GPPE more incremental, i.e. to drop the require-
ment that all definitions of one predicate have to be inserted at once.
An interactive CLP implementation has been undertaken in ECLiPSe-Prolog [19]
at the University of Koblenz as part of the 4-year project on Disjunctive Logic Pro-
gramming (see Refs. [1,36] and the Internet material at http://www.uni-koblenz.de/
ag-ki/DLP/). We expect to improve eciency of non-monotonic systems by exploit-
ing CLP. For positive disjunctive logic programming, the advantage of such a com-
bination has been shown e.g. in Refs. [35,37]. Termination criteria and control are
currently elaborated more precisely and are subject of future research. But here
for the first time, we have considered a framework for a non-ground disjunctive se-
mantics with negation.
We also stated in Section 4.2 that our framework can be even more generalized. It
is possible to introduce more constraint predicates than just equality ‘‘’’. In con-
trast to usual CLP, the constraint language must be closed not only under conjunc-
tion and existential quantification, but under all logical connectives. In this respect,
our work yields the basis for a general combination of two paradigms: constraint
logic programming and non-monotonic reasoning. This would lead to a very power-
ful programming language.
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