The purpose is to review the arguments for increasing use of existing data in health research.
INTRODUCTION
The last decade produced the widely held opinion that we are entering an era of overwhelming importance of data to the advancement of health research and practice [1] . The opinion grows largely from acceleration of: data-producing processes such as electronic medical records, and both the variety and quantity of biomolecular (aka 'omics') studies, our ability to store, distribute and compute on massive amounts of data, and the belief that we simply cannot waste this treasure trove of potential knowledge [2] .
Fundamentally, this trend is about the reuse of existing data and information [2] [3] [4] . The rising cost of, and decreasing resources available for, vital experimental research, such as randomized clinical trials (RCTs) are viewed as rate-limiting, or even slowing, the translational process. The National Research Council [4] strongly criticized the prevalent methods of clinical research, relying on expensive data, gathered once and discarded. They said this approach was underpowered, under-general, highcost, and closed to data reuse. They further noted that it segregated caregivers and researchers, lacked long term follow-up, and gave inadequate direct feedback to clinical care.
The rate of progression from existing data into new knowledge has significant impediments. One set of factors impedes access to data, such as needs for the preservation of confidentiality and autonomy of patients [5] , or proprietary interests in data. Another large set of factors is a wide variety of unsolved informatics issues around data comparability [2,6 && ,7]. The reuse of data is generally thought of as observational research, as opposed to experimental research. This review will broadly characterize the nexus of: the need for data reuse, the availability of what is being called 'big data', observational research, and exploratory data methods.
CASE FOR OBSERVATIONAL RESEARCH: EMPIRICISM VERSUS EXPERIMENTALISM
It is ideal to guide behavior (e.g. policy, treatment, institutional operations, etc.) as much as possible by the use of tested, evolved theories rather than just generalizing from observations. Some recent philosophers of science even believe that empirically predicting events -that is, inductive reasoningis way more dangerous than useful [8, 9] , because empirical predictions can fail catastrophically.
When the Institute of Medicine (IOM) issued its recent [10] report on transforming clinical research to address the translational gap, only one paragraph out of 129 pages was spent on the role of observational research: as a generator of hypotheses to test with experimental methods. Although they acknowledged that 'Many consider the RCT (randomized controlled trial) to be unsustainable as an approach to addressing the large number of research questions that need to be answered because of the time and expense involved' ( [10] , page 8), they still concluded '. . . registries do not provide the conclusive evidence necessary to change clinical practice' ( [10] , page 8). This is a strong contrast to the National Research Council's position on the inadequacy of prevalent research methods, as noted above.
Principles of study design help us make valid experimental tests of theories. But the principles of sampling statistics that we use to analyze the studies also tell us that statistical inference only applies to the population that was actually sampled. The populations in RCTs are necessarily narrowly defined to control various sources of error variance. The resulting restriction of the sampled population is what underlies the current assertions [11, 12] that observational studies are better than RCTs in telling us about the 'real world'.
There is extensive support (reviewed in [13] ) for viewing post hoc, that is, unplanned, analyses of study data with caution. However, reuse of existing data cannot just suggest new hypotheses, butthrough nonexperimental methods such as casecontrol and retrospective cohort designs -can also replicate previous findings and allow testing of new ideas. In a major clarification of the roles of experimental and observational research, Vandenbrouke ([14] , page e67) said, 'When the validity of observational research is doubted, it is usually not because of fear of chance events, but because of potential bias and confounding'. Techniques for controlling bias, such as the use of propensity scores to control for 'confounding by indication' are well established [12] . Vandenbrouke also notes that the ills of posthoc subgroup analysis can be cured by replication, perhaps by doing the same analysis over multiple existing datasets.
Vandenbrouke noted that the prior odds of a hypothesis are something we are controlling in a planned experiment, in which the null hypothesis and the experimental alternative are something like 50 : 50. In contrast, 'fishing' for significance among, for example, a large number of single-nucleotide polymorphism (SNP) genotypes means that most findings may appear significant by chance. However, prior odds may also be high in a specific hypothesis being tested with existing data, because we know more from other sources, including previous post-hoc or exploratory work. Vandenbrouke also advocates for more exploratory studies because we need new discoveries, and because the loss function (cost of being wrong) in exploratory work is lower than in RCTs, in which the wrong result can clearly lead to the harm of wrong treatment or policy.
DATA MINING
The extreme of exploratory research is usually called data mining, and even, pejoratively, data dredging [14] . Data mining in strictu sensu is the hypothesisfree search for patterns in data, and it has its own array of quantitative methods and logic that are distinct from traditional statistical ones [15] . When research simply needs to predict future behavior such as clinical resource usage, by induction from data on past behavior, data mining methods can guide one to the best predictions. These predictions may be helpful, for example, in running a healthcare business, or they may fail badly because they do not reflect any true understanding of what is being predicted [8] .
Still, induction and reuse of existing data has its strong adherents today because there have been successes in solving otherwise intractable problems in intelligent computation, such as automated language translation or vehicle driving, by using data mining/induction on gigantic datasets. Proponents of so-called 'big data' [16 && ] even claim that 'correlation' of past events (i.e. induction) is rapidly
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becoming the most efficient and popular way to solve problems and make decisions, because of the availability of unprecedented volumes of data. And in so doing, they say, it is reducing the role of experiments, theories, hypothesis testing, and reliance on causal explanations. A much-publicized example in health -that of disease surveillance by using search engine query data [17] -probably means instead that some problems currently lack powerful theories, and so empirical methods can be highly useful.
The recent review by Yoo et al. [15] found the only successful uses of strict data-mining techniques in biomedicine were to make new or better empirical prediction or decision models, or to reduce the dimensionality of large datasets, such as gene expression data. They did not find dramatic breakthroughs, as one might hope for, in understanding phenomena or suggesting important hypotheses to test.
Nevertheless, approaches that mix data mining logic with observational research designs, or with the methods for controlling data biases, are starting to make progress in finding potentially useful hypotheses in large datasets, and replicating previous findings. These can often be thought of as the elucidation of knowledge networks from large databases, so that very large amounts of data become more usable to others in a variety of ways. Some of these applications of data mining are quite novel in concept, essentially offering new paradigms for data reuse.
At Mt Sinai a major investment is being made to mine clinical data for patterns that predict re-admission risk, to target interventions on individual patients while they are out of the hospital [18 & ]. The goal is to eventually use risk models, derived from clinical and biological data on all patients, to guide treatment of individual patients.
Some studies illustrate great ingenuity in mining existing -sometimes public -data in building knowledge networks. A study from Vanderbilt [19] used its biobank-linked clinical database, BioVU [20] to pioneer the concept of phenome-wide association scans. It used ICD9 codes to identify cases and controls populations for 776 diseases, and then looked at their associations with five important SNPs. It was able to confirm several previous SNPdisease associations and find some new potential associations.
A Stanford study [21] used correlations of the adverse effects across drugs and indications to find those effects that were unlikely to be unconfounded. Similarities of 'side-effects' were also related to protein targets, which could lead to new targets for existing drugs. A large set of drug class interactions was found, including a new one between thiazides and selective serotonin reuptake inhibitors (SSRIs). The findings and two derived intermediate databases were public results of this study. An earlier iteration [22] of this methodology found a hitherto unknown adverse effect of pravastatin with paroxetine on hypercholesterolemia. The finding was discovered in a Food and Drug Administration (FDA) adverse events database, then confirmed in its specificity with data from three separate hospital EMR systems. The same signal was subsequently detected in a focused search [23 & ] of massive logs from three Internet search engines.
Another Stanford study [24] inferred a network of human disease similarities by correlating how their mRNA expression profiles showed their involvement across 4620 functional protein network models. The resulting 138 significant associations between 53 different diseases were related to drugs and gene drug targets, yielding possible new uses for drugs, and pointing to a large complex of protein modules that might be involved in many diseases. Apart from the basic individual-level Gene Expression Omnibus [25] data, the researchers used 14 other public databases in the study.
PROBLEMS OF DATA SHARING AND SHAREABILITY
Analytic methodology is not the only issue in reuse of data. There are important problems in how to get data shared by others and in making it usable when combined with other data. An IOM workshop on 'sharing clinical research data' [6 && ] found a strong need and definite benefits to be gained from wider sharing of clinical study data. It also found legal, cultural and technical barriers. One participant likened journal articles to a mere synopsis of, or even advertisement for, the 'immense quantities of data from which they are derived' ([6 && ], page 4), nearly all of which remains inaccessible -sometimes, because of inadequate documentation and preservation, to even the original investigators. The workshop found sufficient examples of the value of pooling data from existing sources, but these efforts nearly always highlighted concomitant costs of the reuse of data. There were also cautions about a number of ways to make missteps and misinterpretations when using data originally collected for other purposes. Standardization of data was said to be very helpful, but much more effective and efficient when applied proactively rather than retrospectively.
The workshop gave several examples of more or less successful, if expensive, projects based on the idea that data from control groups from different studies could be logically pooled to provide larger or re-usable control samples. The most straightforward and successful was the ePlacebo project at Pfizer [26] . They used placebo-controlled groups from 203 of their studies to obtain a well characterized set of about 20 000 patients that could be reused as controls in future studies. For example, the database can show the empirical variability of many different lab values in control populations. Internal comparability of the data was both helped by, and limited to, data from two corporate databases in which consistency of data collection was sufficiently standardized. The need to make data comparable reduced the number of studies to 0.8% of the original large inventory.
The workshop mentioned another promising approach to building shared data sources, exemplified by the FDA's Mini-Sentinel system [27] . This is a data federation in which data are kept by their originating institution, but software allows investigators to query data from multiple institutions and return combined results from all those queries.
The IOM report [6 && ] concluded that success with data sharing would depend on better engagement of all the stakeholders:
(1) Patients to appreciate the value of research and to allow and even encourage the reuse of their data. (2) Journals to encourage better documentation of the reproducibility of research, the provenance of data, and even its publication. (3) Investigators to balance career competitiveness with ways to promote collaboration. (4) Funders to be firmer in encouraging sharing. (5) Regulators to make it easier to share data legally and safely.
Data sharing has been more successfully encouraged in omics-centered research, as exemplified by, among a number of others, the Gene Expression Omnibus [25] and dbGap [28] data collections. Nevertheless, an influential call for more sophisticated systems biological models [29] said that by far most data are unavailable, calling for a cultural change in sharing. Some of the authors of that article founded a nonprofit research organization, Sage Bionetworks, to promote both genomic data sharing and predictive modeling of disease phenotypes from the data [30 & ]. Sage has formed a number of partnerships to share data, tools, and modeling. It has published a free software tool, Synapse, that was used in NIH's (National Institutes of Health) The Cancer Genome Atlas project. Synapse enabled 60 different research projects to share data from 1930 data files on six different types of molecular data for 12 different cancer types [31 & ].
CONCLUSION
There is a growing realization that reuse of existing data is: philosophically sound, supported by advancing computational means, improving in research methodology, and economically necessary to the elimination of bottlenecks in the process of biomedical research at all translational levels.
