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In this paper, the main ﬁndings and conclusions drawn from the second international benchmark named SMART
2013 and jointly organized by the French Sustainable Energies and Atomic Energy Commission (CEA) and
Electricité De France (EDF) within the framework of a wide research program entitled “Seismic design and best-
estimate Methods Assessment for Reinforced concrete buildings subjected to Torsion and nonlinear eﬀects”
(SMART) are presented. A 1:4-scaled reinforced concrete (RC) specimen, representing a part of a nuclear aux-
iliary building and designed according to French guidelines for a PGA level equal to 0.2 g, was subjected to
shaking table tests; results of this experimental campaign are used as reference data for this benchmark. The
input ground motions considered in the seismic loading sequence are mainly natural bi-axial signals (main shock
and aftershock) recorded during the Northridge earthquake that took place in California, USA in 1994 and have
a PGA (Peak Ground Acceleration) about 1.8 g. These high-intensity seismic loadings allow assessing the re-
levancy of nonlinear numerical models when they have to deal with strong nonlinearities due to concrete
cracking. The results produced by the 42 teams which participated in the international benchmark show that (i)
the dynamic behavior of the specimen is well captured when dealing with the design level, (ii) the displacement
are underestimated when dealing with the beyond design behavior, (iii) the peak frequency shifts are well
captured and (iv) the damaging eﬀect of the Northridge aftershock is almost null. Last, seismic safety margins of
the specimen are quantiﬁed by two mechanical indicators; the results conﬁrm the fact that the RC specimen
which was designed according to the codes applicable in the French nuclear industry, exhibits noticeable good
performance level regarding collapse prevention.
1. Introduction
1.1. Background
When dealing with reinforced concrete (RC) structures for which
the main function is to ensure the energy production, a speciﬁc atten-
tion is paid to assess (new buildings) or reassess (existing buildings)
their safety level. The case of nuclear power plants (NPPs) is highly
monitored in order to anticipate, manage and, ideally, cancel the con-
sequences and the eﬀects that would be caused by an accidental event.
When designing the structure of such speciﬁc buildings, one can ob-
serve a trend which lies in considering a lateral force resisting system
(LFRS) based on the combination of shear walls and beams. The reason
for this choice is mainly due to the fact that this design strategy tries to
combine the dissipative and ductility properties of frame structure with
the stiﬀ character of purely wall based structures. The story-drifts can
be controlled in the lower levels of the structure because of the stiﬀ
nature of RC shear walls. On the contrary, the frames increase the
dissipative capability of the whole building that leads to an increase of
the displacement response of the structure. When this type of structures
is regular or even slightly irregular, a consensus on the conﬁdence level
related to the assessment methodologies is nowadays accepted in the
international earthquake engineering community. However, the case of
highly irregular frame-wall structures needs to be investigated,
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especially in the nonlinear behavior range. Indeed, geometric, mass,
stiﬀness, and strength irregularities may lead to three-dimensional ef-
fects such as torsion coupled with bending, increasing with the eccen-
tricity between the torsion center and the mass center.
The safety quantiﬁcation of such complex RC structures and related
equipment regarding the seismic risk requires (i) to assess the seismic
safety margins deﬁned as the distance between a limit state expressed
as a load bearing capacity and a structural response, (ii) to estimate
with an acceptable conﬁdence level the ﬂoor response spectra (FRS)
useful for equipment seismic reassessment and (iii) to take into account
uncertainties related to the input ground motions and to the input
material parameters used to calibrate probabilistic structural models.
Therefore, numerical analyses should be carried out to estimate as best
as possible the responses of a given structure considering extreme
seismic loadings for which the intensity measure (IM) overcomes the
ones required at the design stage. In addition, because an accurate
knowledge of the beyond-design dynamic behavior of the structure is
needed to quantify the seismic safety margins, it is also needed to use
nonlinear laws to describe the dissipative mechanisms related to the
constitutive materials. These dynamic assessment methods are known
as “best-estimate approaches” and aim at describing as accurately as
possible the physics involved in the degradation process of the structure
when an extreme seismic scenario occurs. Furthermore, the relevancy
of advanced nonlinear models is not only related to the material
parameters to be considered but also to the variability of the input
ground motion used to perform the structural assessment. Material
parameters and input ground motions are all subjected to uncertainties
that should be taken into account. From the aforementioned discussion,
it is obvious that improvements in the ﬁelds of nonlinear modeling as
well as uncertainties modeling propagation are research ﬁelds of pri-
mary importance for the earthquake engineering community.
The past decades were marked up by major events that gathered the
earthquake engineering community along the same path of improve-
ments in the research ﬁelds of structural dynamics of low span RC shear
walls and related assessment methodologies. The former Nuclear Power
Engineering Corporation of Japan (NUPEC) organized a similar inter-
national benchmark as the one reported in this paper, under the aus-
pices of the Nuclear Energy Agency (NEA) of the Organization of
Economic Cooperation and Development (OECD), twenty years ago.
The RC structure under consideration was regular and U-shaped with
low span shear walls. The main conclusions were that advanced non-
linear dynamic methods still had to be improved, in particular when
dealing with overdesign seismic ground motion leading to the structure
working close to its ultimate limit state [1–5]. Some years later, be-
tween 1996 and 2002, an extensive experimental campaign was con-
ducted in the scope of the CAMUS research program at the French
Atomic Energy and Sustainable Energies Commission (CEA). A sym-
metric in plane ﬁve story RC wall 1/3th scaled mock-up [6,7] was
subjected to shaking table tests to improve the knowledge of this type of
RC structures [8]. The acquired experimental data were used in two
international benchmarks, held in 1998 and in 2003, to assess the
predictive capabilities of existing methodologies. It appeared that the
seismic safety margins were frequency dependent; this conclusion was
conﬁrmed by the related numerical simulations. In 2006, a blind pre-
diction contest on the seismic response of a 7-story full-scale RC
building with cantilever structural walls acting as the LFRS was laun-
ched by the Network for Earthquake Engineering Simulation (NEES),
Portland Cement Association and University of California at San Diego.
The objective of that research program was to check the seismic re-
sponse of RC wall systems designed for lateral forces by means of a
displacement-based design methodology to emphasize the interaction
between the walls and the slabs [9–14]. To address the complex issue of
the safety margins quantiﬁcation in case of strongly irregular RC
structures regarding the seismic risk, a wide research project named
Seismic Design and Best-Estimate Methods Assessment for Reinforced
Concrete Building Subjected to Torsion and Nonlinear Eﬀects (SMART)
started in 2006 by the CEA and Electricité De France (EDF), under the
auspices of the International Atomic Energy Agency (IAEA). The ﬁrst
part of this project, named SMART 2008, included both an international
benchmark [15] and an experimental campaign [16,17] based on
seismic tests carried out on the AZALEE shaking table, as part of the
TAMARIS experimental facility operated by the Nuclear Energy Divi-
sion (NED) of the CEA. A mock-up representing a typical simpliﬁed part
of an electrical nuclear RC building at the 1/4th scale was designed and
built, according to the well-known Cauchy-Froude similitude law. The
trapezoidal three-story specimen was composed of three walls with
openings forming a U-shape and was designed according to the French
current nuclear engineering practice, that means the use of response
spectrum method and Eurocode 2 criteria for reinforcement design, at
the design earthquake level. Seismic inputs of increasing intensity up to
a maximum Peak Ground Acceleration (PGA) of 0.9 g were applied to
the mock-up; these synthetic accelerograms were generated from the
design spectrum. Research revealed the existence of seismic safety
margins. As seismic safety margins quantiﬁcation needs to consider
structural response indicators, several indicators were analyzed [15].
Nevertheless, two key points were identiﬁed as potential sources of
improvements. The ﬁrst one was related to the choice of the input
ground motions, which induced a progressive damage of the RC spe-
cimen that is not fully representative of a natural seismic scenario and
the second one was related to the way of controlling the boundary
conditions, in particular at the interface between the shaking table and
the RC mock-up.
Faced with the success of the SMART 2008 project and given the
interest of the earthquake engineering community in addressing this
complex issue, CEA and EDF decided in 2011 to extend the SMART
project by starting a second part, named SMART 2013, with the aim of
improving the aforementioned aspects. A new experimental campaign
including shaking table seismic tests was carried out in July 2013 with
the AZALEE shaking table, on a RC specimen having a similar shape as
the one tested during SMART 2008. Pictures of the SMART 2013 RC
specimen are shown in Fig. 1.a and 1.b. More precisely, the SMART
2013 RC specimen is a 1/4th scaled mock-up representing a part of a
nuclear auxiliary building. It was designed in 2010 according to the
French practice and guidelines prevailing in 1998 [18] and 2006 [19].
The design PGA is equal to 0.2 g. The only diﬀerence between the
SMART 2008 specimen with the one studied in SMART 2013 is related
to the design of the foundation. This part of the specimen has been
reinforced in order to improve the specimen/shaking table connection.
A detailed description of the design assumptions can be found out from
[20].
The seismic bi-axial loadings were based on an extreme seismic
scenario composed of three main sequences: the design signal (synthetic
– PGA=0.2 g), a main shock (natural – PGA=1.78 g) and the ﬁrst
aftershock (natural – PGA=0.37 g), both recorded at the Tarzana
Cedar Hill monitoring station, during the Northridge earthquake that
occurred in California, USA, in 1994 [21]. Such high PGA levels were
chosen to examine the beyond design behavior of the SMART 2013 RC
specimen. In addition, the boundary conditions at the interface between
the SMART 2013 RC mock-up and the shaking table were particularly
well controlled and speciﬁc data related to the shaking table dynamic
behavior itself were also acquired. The experimental measurements
were used in a second international benchmark devoted to the assess-
ment of the beyond design responses of the RC mock-up subjected to the
aforementioned seismic scenario and to the quantiﬁcation of its vul-
nerability within a probabilistic framework.
1.2. SMART 2013 international benchmark content
The SMART 2013 international benchmark was organized between
February 2012 and September 2014 and was concluded by an inter-
national workshop which took place in Saclay, France from 25th to
27th November 2014 [22]. 42 participating teams from all over the
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world were registered. The list of the participants is provided in
Appendix A, including the parts of the benchmark they were involved
in.
The objectives of the benchmark were (i) to assess the capabilities of
advanced best-estimate methods in predicting the seismic response of a
complex RC specimen, subjected to beyond design dynamic loadings
that may occur in case of extreme seismic events; in particular the
capabilities of nonlinear numerical models to capture the structural
damage from a natural seismic scenario consisting of a main shock and
an aftershock in a satisfactory way for a given magnitude/distance
couple, (ii) to improve the use of probabilistic methodologies addres-
sing random and epistemic uncertainties to estimate the fragility
curves, (iii) to share about seismic assessment methodologies and at-
tempt to build a consensus within the international seismic engineering
community. To reach these objectives, the results from the SMART
2013 experimental campaign were extensively used.
The SMART 2013 international benchmark was composed of four
stages. Stage 1 was devoted to the characterization of the numerical
models used by all the participating teams. Several data regarding the
spatial/time discretization, the time integration algorithms used and
the ways of taking the boundary conditions into account were asked to
the participants. A description of the structural model was also re-
quired. In order to assess the relevancy of the assumptions considered in
the constitutive laws formulations (concrete, steel and steel/concrete
interface), a description of the eﬀects taken into account was required.
Therefore, each participant was asked to carry out basic static tests
considering more or less complex (both monotonic and cyclic) loading
paths on a representative volume element (RVE) of concrete, steel and
RC. No dynamic loading was considered in stage 1. Stage 2 aimed at
calibrating the numerical ﬁnite element (FE) structural models in the
elastic range. In order to reach this objective, modal analyses con-
sidering various boundary conditions and transient analysis were re-
quired: modal properties and time history responses at various points.
Only two low-intensity seismic loadings, with PGA equal to 0.1 g, were
considered: a random signal (run #6) and a synthetic seismic signal
(run #7) corresponding to 50% of the design seismic loading in terms of
PGA. Both measured seismic inputs and outputs were given to the
participants. In order to allow the participants to control the boundary
conditions accurately, they were provided with displacements and ac-
celerations time histories measured at the shaking table actuators. In
addition, CEA also provided them with a numerical FE model of the
AZALEE shaking table accounting for the exact position of the actuators
to allow an accurate description of the whole dynamic system (RC
specimen and shaking table). In stage 3, blind nonlinear dynamic
computations for medium to high-intensity seismic loading sequences
(7 successive seismic motions, with PGA ranging from 0.2 to 1.78 g) and
corresponding time history responses at various points were asked to
the participants. The nonlinear analysis of 7 seismic loadings, 2 being
optional, was required. Only the seismic inputs were provided to the
participants. The measured outputs were not available when stage 3
was ongoing, this strategy enabled to analyze the predictive capabilities
of the assessment methodologies used by the participants. Finally, stage
4 was devoted to a numerical vulnerability analysis of the RC specimen
within a probabilistic framework addressing random and epistemic
uncertainties. The purpose of this stage was to assess the eﬀect of the
type of uncertainties on the fragility curves considering various failure
criteria and engineering demand parameters. Two sub-stages were
considered. In the ﬁrst one, the numerical model was assumed to be
linear elastic. Participants were free to use their own methodology to
compute the fragility curves. In the second sub-stage, participants had
to consider nonlinear constitutive laws to describe the energy dissipa-
tion and the failure mechanisms. The methodology to compute fragility
curves was imposed, assuming a lognormal distribution of the random
variables. For all sub-stages, the set of input ground motions was pro-
vided.
1.3. Outline
This paper aims at presenting the main conclusions and ﬁndings
from the SMART 2013 international benchmark, emphasizing the as-
sessment of the seismic safety margins of the RC specimen that was
studied. To reach this aim, this paper is outlined as follows. In Section
2, the panel of numerical models developed by the participating teams
is presented. In particular, the modeling assumptions related to the
nonlinear constitutive laws used are presented. In addition, the results
from the calibration stage are also summed up and discussed. Section 3
is devoted to the estimation of the seismic safety margins of the SMART
2013 RC structure. Two indicators are considered in order to describe
the structural responses under seismic loadings. The results obtained by
the participants are compared with the experimental ones and are
(b) Lateral view(a) Front view
Fig. 1. Pictures of SMART 2013 RC specimen.
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positioned with respect to diﬀerent damage thresholds in order to (i)
quantify the seismic safety margins of the specimen and (ii) assess the
capability of nonlinear models to corroborate the experimental ob-
servations under a blind contest. At the end of this section, the results
obtained within the framework of stage 4, dedicated to the vulner-
ability analysis through fragility curves calculations, are presented and
discussed. In Section 4, the conclusions from the SMART 2013 inter-
national benchmark are drawn regarding several aspects such as (i) the
key assumptions to consider in order to ensure the relevancy of a
nonlinear structural model when the assessment of the seismic safety
margins is aimed, (ii) the capability of advanced nonlinear FE models to
make predictive seismic assessments in case of a strongly irregular RC
structure and (iii) the relevancy of the two indexes studied to assess the
seismic safety margins.
2. Modeling assumptions, constitutive laws and initial structural
calibration
In this section, the modeling assumptions made by the participants
to deal with the required analyses are presented. The various modeling
strategies used are brieﬂy presented before focusing on some local re-
sults allowing the characterization of the nonlinear constitutive laws
used to describe the material response of steel, concrete, or reinforced
concrete. In addition, the ability of the numerical models to describe
the seismic response of the specimen under low-level dynamic loading
in a satisfactory way is analyzed. The results presented in this section
correspond to a part of the ones provided by the participants at the end
of stages 1 and 2 of the benchmark.
2.1. Modeling assumptions
Participants were of diﬀerent origins such as companies specialized
in civil engineering (38%) or in nuclear engineering (14%), and edu-
cation institutions including research centers (48%). This large pool of
participants led to many diﬀerent numerical approaches and a large
number of FE analysis types to describe the structural system were used.
According to the feedbacks and lessons drawn from the SMART 2008
benchmark, it appeared that one of the key parameters inﬂuencing the
structural behavior of the RC specimen was the type spatial dis-
cretization used to model the least wide shear wall. Five diﬀerent FE
types (inducing several displacement kinematics at the FE level) were
used by the whole pool of participants, namely the 0D type (lumped
mass based models), the DM type (discrete element based models), the
1D type (beam element based models), the 2D type (plate and shell
element based models) and the 3D type (solid element based models).
Examples of meshes used by the participants are shown in Fig. 2.
According to this classiﬁcation, it was noticed that the most re-
presented type was the 2D one (63%), in which most of the models were
based on plate and shell elements, used for shear walls and slabs, even if
the column would be modelled by beam FEs. It was followed by the 3D
type (28%), in which the majority of the models were built with solid
FEs. 0D (3%), 1D (3%) and DM (3%) models were the least represented
ones among the whole pool of participants.
SMART 2008 showed the important part played by the shaking table
specimen interaction on the results. To help the participants to take the
shaking table into account in their modeling strategy and to reduce the
scattering related to the diﬀerent modeling strategies, CEA made a
dedicated linear FE model available. The geometry considered in the
shaking table model is a simpliﬁcation of the real geometry. Multilayer
shell elements were used with a linear elastic constitutive model. The
model was calibrated in such a way that the mass and the stiﬀness are
consistent with the real ones. This was checked by CEA by ensuring the
ﬁrst ten eigenmodes computed by the shaking table model are in
agreement with the experimental ones. The FE mesh of the shaking
table model provided by CEA is shown in Fig. 3. The interface between
the shaking table model upper plate and the SMART 2013 RC model is
assumed to be perfect. This trend has been followed by all the partici-
pants.
More than 52% of the participants used it as provided whereas some
participants have modiﬁed it. The modiﬁcations lied in changes in the
mesh to reduce the total number of degrees of freedom (DOF). Each
participant provided the mass of the diﬀerent components of the
structural system, that is to say the RC specimen, the additional mass
and the mass of the shaking table. A statistical description of the results
is given in Table 1. The empirical cumulative distribution functions are
shown per item in Fig. 4a. The total mass 1 stands for the overall mass
of the RC specimen with the additional mass whereas the total mass 2
takes the mass of the shaking table into account. In other words, the
diﬀerence between total mass 2 and total mass 1 is equal to the mass of
the shaking table. One can notice the drop of the total mass 2 in the
range 44–68 tons, which may be explained by the fact that some par-
ticipants did not take the mass of the shaking table into account. The
median numerical masses are close to the mean experimental values
whatever the indicator considered.
As shown in Fig. 4b, 78% of the participants used a proportional
damping model, considering both the mass and the initial stiﬀness
matrices. 13% of the participants used a modal damping model whereas
only 6% used a modiﬁed Rayleigh damping model with mass and
tangent stiﬀness matrices. The proportional Rayleigh damping model
was the most used due to the fact it is easy to implement in a structural
model and does not lead to numerical instabilities. Nevertheless, let us
Fig. 2. Examples of FE meshes used by the participants.
Fig. 3. Mesh of the shaking table model provided by CEA.
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note that viscous forces appear in both low and high frequency ranges,
which may lead to the underestimation of the displacement of the
system.
2.2. Constitutive laws
In order to describe the key characteristics of the nonlinear con-
stitutive laws implemented in the numerical models used by the par-
ticipating teams, about 50 items were suggested. Around 40 partici-
pants answered the description of concrete modeling. The answers were
classiﬁed according to the participants’ origins to point out a possible
correlation between the modeling trends and the assumptions. The
answers from the participants are shown in Fig. 5a. From the in-
formation provided by the participants, it can be assessed that the key
mechanisms considered in the concrete constitutive laws used were
stiﬀness degradation intension1 and compression softening, and the
crack closure eﬀect (also known as unilateral eﬀect). Some mechanisms
such as the presence of permanent strains, the concrete heterogeneity or
the loading rate eﬀect do not seem to be crucial elements to account for
in the constitutive laws’ formulation. One can observe diﬀerences in the
diﬀerent formulations of the constitutive laws used by the participants,
particularly regarding the stiﬀness degradation description that drives
the concrete mechanical behavior during high intensity loadings. This
stiﬀness degradation eﬀect was not taken into account by all the par-
ticipants meaning that some of them chose to keep a linear elastic ap-
proach. Finally, it is noticeable to point out that the complexity of the
constitutive models used to describe nonlinear mechanisms does not
depend on the participants’ origin, since a similar trend was observed
on the taking into account of the various mechanisms. Nine items were
suggested to describe the steel mechanical behavior. The results are
shown in Fig. 5b. The key mechanisms included in the steel constitutive
law were the yielding, the isotropic hardening, the kinematic hardening
and the cyclic and reverse loading related eﬀects. From these answers,
it appears that the Bauschinger eﬀect is taken into account; never-
theless, this nonlinear feature is not overriding, due to the level of
seismic excitations and the spatial scale of analysis considered here.
Likewise, no speciﬁc trend regarding the participants’ origins can be
highlighted. Contrary to the case of concrete constitutive law, the local
results related to the steel mechanical behavior were more homo-
genous. This observation was expected since the steel local behavior is
nowadays well mastered and can be described naturally by the con-
stitutive laws available in the commercial computational software. In
addition, these results emphasize the fact that the modeling practice
related to steel is nowadays shared in the international community
whatever the type of institutions considered. Among the whole pool of
participants, none of them considered a steel/concrete interface con-
stitutive law to manage the bond degradation.
In order to characterize the local responses of the constitutive laws
used by the participants and to facilitate the forthcoming comparisons
of results at the structural scale by the participants on the mock-up, a
set of local2 tests were required. These tests aimed at characterizing
both the monotonic and the cyclic response of RVEs made of plain
concrete, steel and RC. In other words, speciﬁc loading paths are con-
sidered to characterize the response of constitutive models at the in-
tegration point level. More than 70% of the participants performed
these local tests. In the following, three results from 3 tests over the 10
required are presented and discussed. The ﬁrst test aimed at assessing
the uniaxial stress/strain response of the concrete constitutive laws
under cyclic loading before and after reaching the tensile or the com-
pressive strengths. The loading path is shown in Fig. 6a and the results
Table 1
Statistical description of mass based indicators over the pool of participants – Total mass 1= overall mass of the RC specimen with the additional mass; total mass 2= overall mass of the
RC specimen with the additional mass and with the mass of the shaking table.
Mass (ton) RC specimen Additional mass Shaking table Total mass 1 Total mass 2
Experimental values 11.890 33.940 25.000 45.830 70.830
Mean 11.390 33.942 28.242 45.332 73.574
Standard deviation 1.662 1.425 12.694 3.087 15.781
Coeﬃcient of variation (%) 15 4 45 3 25
Minimum value 5.569 29.880 23.593 41.201 43.017
Maximum value 12.977 37.791 71.176 47.018 116.854
(a) Empirical distribution of some mass based 
indicators
(b) Distribution of some damping models. 
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Fig. 4. Modeling assumptions – mass based indicators and damping models - Total mass 1=overall mass of the RC specimen with the additional mass and without the mass of the
shaking table; total mass 2= overall mass of the RC specimen with the additional mass and with the mass of the shaking table.
1 The fact that the stiﬀness is decreased in tension means that softening in tension is
described by means of damage.
2 The adjective « local » refers to the fact that the test had to be carried out at the level
of the integration point.
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in Fig. 6b. A few participants did not take into account nonlinearities
related to cracking and therefore, chose to represent concrete as a linear
elastic material, as seen in Fig. 6b. However, most of the participants
naturally used nonlinear constitutive laws to describe the stiﬀness de-
gradation and the dissipation in tension due to concrete cracking in-
stead of equivalent linear approaches, as often used in common en-
gineering practices. Despite the fact that the scatter is large for both
tension and compression softening paths, these results conﬁrm the key
features of the constitutive models previously identiﬁed as pre-
ponderant.
The second test aimed at assessing the uniaxial stress/strain beha-
vior of the steel constitutive law by means of a tension/compression
test. The loading path is shown in Fig. 6c and the results in Fig. 6d.
Some participants did not fulﬁll the prescribed conditions (prescribed
strain path and yield stress). However, this test allows noticing that the
steel behavior was modeled mainly by the two well-known constitutive
laws, that is to say the Von Mises’ law with linear kinematic hardening
and the Menegotto Pinto’s law [23]. In case of the Menegotto Pinto’s
law, it is necessary to remember the high number of material para-
meters that need to be identiﬁed to make this law meaningful. There-
fore, such a modeling choice was not expected, since the use of con-
stitutive laws with high number of parameters is not conventional in
the engineering assessment practices. A Von Mises’ law with linear ki-
nematic hardening is commonly used because for moderate seismic
levels, low elastic-plastic incursions are expected.
The last test presented in this paper aimed at studying the uniaxial
response of a RC RVE, with a reinforcement ratio about 2%, subjected
to a cyclic loading (successively membrane, shear and bending), re-
sulting from both concrete and steel behaviors. Only two participants
used an integrated RC nonlinear constitutive law based on homo-
genization principles, [24]. This observation may lead to think this
modeling practice is not common whereas it may help to save com-
putational time. The loading path and the results are shown in Fig. 6e
and f respectively. It can be noticed that the maximum prescribed
displacement leads to exceed the concrete elastic strain limit in tension.
Therefore, the remaining mechanical behavior is mainly driven by the
steel behavior and the tension-stiﬀening eﬀect occurring after concrete
cracking and steel-concrete stress-transfer. In addition, some models
can describe the unilateral eﬀect and allow recovering in quasi-fully
way the elastic stiﬀness when switching from tension to compression.
The test ends when it reaches a strain equal to zero. As the steel has
previously exceeded its yield stress, plastic strains can be observed.
Therefore, a residual tensile stress state is necessary to reach a strain
equal to zero. Despite the fact the scatter was important, and conse-
quently the evaluation of dissipation, it is interesting to point out most
of the participants considered a quite sophisticated nonlinear
description of the RC RVE allowing dealing with both linear and non-
linear ranges. This observation is in agreement with the trend noticed in
the case of the ﬁrst local test and brings us to assess that the conﬁdence
in nonlinear models has increased. The equivalent linear approaches
that have been used so far within the engineering community seem to
be progressively replaced by nonlinear ones.
2.3. Initial structural calibration
An important step to assess the predictive capabilities of the non-
linear modelling approaches used by the participants lied in checking
the satisfactory calibration of the structural FE models in the linear
range. To reach this objective, a two-step calibration process was pro-
posed (i) the calibration of the ﬁrst three eigenfrequencies and (ii) the
dynamic simulation of low intensity time history loadings with a PGA
around 0.1 g.
2.3.1. Initial modal properties
Modal analyses were asked to the participants. The participants
were provided by three sets of boundary conditions by the organizing
committee. Only the results obtained with the boundary conditions
which are the closest to the experimental ones are presented in this
section. The ﬁrst three eigenfrequencies were asked considering that
the RC specimen is connected to the shaking table and is loaded with
additional masses. The anchorage points between the actuators and the
shaking table are clamped. The participants’ results and the experi-
mental values are shown and compared in Table 2. The empirical cu-
mulative distribution functions of the eigenfrequencies are given in
Fig. 7. For the ﬁrst mode (overall bending), the eigenfrequencies
identiﬁed by the participants were mainly similar. However, for the
second and the third modes, the scatter is more important than for the
previous one. In case of the third mode, this matter seems to be mainly
governed by the choice of the ﬁnite elements used (solid, shell, beam
elements…). The third eigenmodes of the SMART 2013 specimen al-
lows observing torsion. Therefore, when the specimen is excited with a
dynamic loading having a frequency content around the third eigen-
frequency and below, shear strain and stresses will appear. To capture
this feature, it is more natural to use 2D or 3D models Even though
some speciﬁc 1D models may take this eﬀect into account. We note also
a discrepancy between experimental values, obtained by operational
modal analysis technique, and simulation ones, which is increasing for
higher order modes. We can refer this observation to the fact that tor-
sional eﬀects could mobilize shear compliance at the foundation of the
mock-up, which is diﬃcult to be idealized by FE models.
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2.3.2. Dynamic responses for low input ground motions
This section is devoted to the presentation and the analysis of the
results from the transient analyses based on low-intensity input ground
motions, where two bi-axial seismic runs were considered (run#6 and
#7). The ﬁrst one was a random noise and the second one was the
design synthetic input signal scaled at 50%. In this section, the
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Fig. 6. Local cyclic uniaxial responses of RVEs by participants.
Table 2
Experimental/numerical comparison of the ﬁrst three eigenfrequencies.
Eigenfrequency (Hz) First Second Third
Experimental 6.28 7.86 16.50
Mean 6.69 9.93 20.55
Standard deviation 1.36 1.77 3.54
Coeﬃcient of variation (%) 20 18 17
Minimum 4.84 8.12 14.75
Maximum 12.26 14.37 29.12
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Fig. 7. Empirical cumulative distribution functions of the ﬁrst three eigenfrequencies.
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emphasis is made on the results related to run#7 only but the trends
observed are also in accordance with the ones related to run#6. The
participants were provided with experimental acceleration and dis-
placement time histories (both inputs and outputs) to allow an accurate
calibration of the dynamic system in the quasi-elastic range. To analyze
the time evolutions of quantities of interest, the point located at the top
ﬂoor and that exhibits the largest displacement amplitude is con-
sidered. It is denoted D. The FRS, the statistical distribution of the zero-
period acceleration (ZPA) and the inter-story displacement (ISD) are
analyzed. Despite the fact only the results obtained in case of run#7 are
presented, it is important to mention that similar trends have been
observed for other measurement points. The ZPAs were computed from
the FRS considering a frequency equal to 1000 Hz. Fig. 8 shows the
statistical results of the FRS computed for 5% damping in case of
run#7. The results clearly show that the numerical models could cap-
ture the main peak frequencies around 6 Hz and 16 Hz (ﬁrst and third
modes) in X direction and 8 Hz and 16 Hz (second and third modes) in Y
direction. In addition, when looking at the results in the high frequency
range, the ZPA appears as being well captured. The scatter is less im-
portant in the high frequency range than in the low frequency range.
The statistical distribution of the ZPAs shown in Fig. 9 conﬁrms this
observation. This means that the numerical models were calibrated in a
satisfactory way; they can describe the high frequency responses of the
dynamic system. However, as it can be noticed, the data are highly
scattered. Several reasons can be invoked to explain this scattering: the
FE type, the time step, the way to apply the loading or the way to model
the shaking table. Further investigations are still needed to identify the
most preponderant contributing factor.
The empirical cumulative distribution function related to the max-
imum values of the ISD is shown in Fig. 10. The experimental values
show that the ISD has increased – as expected – from the bottom (ISD
between the ground ﬂoor and the ﬁrst level; denoted ISD00-10) to the
third level (ISD between the second level and the third level; denoted
ISD20-30) in both X and Y directions. The numerical models were not
able to capture this eﬀect, which remains quite local. Nevertheless, it is
worth noticing that the ISD values are very low (lower than 2mm).
Therefore, the comparison between the numerical results and the nu-
merical outputs should be made with care. Especially, the experimental
curves should be represented with their standard deviations.
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Fig. 8. Experimental/numerical comparison of the FRS – third ﬂoor – point D – run #7.
Fig. 9. Empirical cumulative distribution function of the ZPA – third ﬂoor – point D – run
#7, computed on the participants’ pool.
Fig. 10. Empirical cumulative distribution functions of the maximum absolute values of the ISD – point D – run #7, computed on the participants’ pool.
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As a partial conclusion, the numerical results exhibit an overall
trend close to the experimental results. Considering that the numerical
models behave in the linear domain, it can be concluded they are well
calibrated. The modal analyses have highlighted an accurate prediction
of the ﬁrst eigenfrequency and an overestimation of the second and
third ones, compared with the ones identiﬁed experimentally. The FRS,
all computed by the same methodology available in Cast3M from the
participants’ results, are in agreement with the experimental measure-
ments. This conclusion has been explicitly drawn in this paper in case of
point D. It is worth noticing that a similar trend has been observed in
the other observation points studied within the framework of this
benchmark. Finally, the results show that the numerical models did not
predict quite well the ISD. Indeed, considering the fact the magnitudes
of the experimental data are in between 10−4 m and 10−3 m, the
quality of the prediction can be considered as being reasonable.
3. Assessment of the seismic safety margins
In this section, the results from the structural robustness and
probabilistic vulnerability analyses are presented. The results provided
by the participants were post-processed in order to quantify the seismic
safety margins by means of two mechanical indicators that are deﬁned
in the following. The analysis was conducted seismic sequence by
seismic sequence. The analysis presented in this section allows (i)
quantifying the seismic safety margins, (ii) studying the damaging ef-
fect of an aftershock and (iii) studying the relevancy of the two in-
dicators used regarding the experimental evidence. The main results
presented in this section are related to stage 3 of the benchmark and,
come from blind computations made by the participants. Finally, we
present an outline of results of the restricted panel of participants in
stage 4, dedicated to the vulnerability analysis through fragility curves
calculations.
3.1. Driving ideas
The specimen was subjected to several transient seismic signals and
therefore, was gradually damaged. These transient signals were sorted
according to three sequences in order to quantify the damaging power
of each seismic sequence (see [20] for a detailed description of the
experimental campaign). Each sequence was composed of several
scaled transient signals, based on a nominal signal. In a given sequence,
the loading factor, deﬁned as the ratio between the PGA of the scaled
signal and the PGA of nominal signal and denoted λi, was increased up
to 100%. In order to assess the safety level of the RC structure, two
indicators (or engineering demand parameters) were deﬁned and ana-
lyzed: (1) the maximal ISD between the second and the third ﬂoors, and
(2) the frequency shift related to the ﬁrst peak identiﬁed from the FRS
computed at point D. Both X and Y directions were analyzed. The ﬁrst
indicator is inspired by the usual criterion devoted to RC multistory
moment-resisting frames [25], while the second one seems more
adapted to the equipment seismic analysis from ﬂoor response spectra.
The ISD is a local indicator that can be associated with the ductility
capacity of the RC structure and that represents the capability of the
numerical models to reproduce the diﬀerential displacements between
two stories by comparison with experimental measurements. The peak
frequency shift (PFS) is a structural indicator that represents the
capabilities of the numerical models to capture the overall behavior of
the specimen while the stiﬀness degradation and dissipation are in-
creasing. Three damage thresholds, allowing the deﬁnition of three
engineering damage states (light, controlled and extended damage)
have been introduced for each mechanical indicator. They are pre-
sented in Table 3. These damage indicators can correspond to the ISDs’
value or to the PFSs exhibited by the structural system. For each par-
ticipant, the ﬁrst peak frequency was identiﬁed from the ﬁrst transient
signal of each seismic sequence (i.e. run#7, #11 – reduced Northridge
main shock with targeted PGA 0.20 g – and #21 – aftershock with
targeted PGA 0.14 g, see [20]), allowing the deﬁnition of the “reference
peak frequency”. This reference peak frequency is compared with the
ﬁrst peak frequency of the following transient signals in a given seismic
sequence to estimate the PFS. The experimental values of these two
mechanical indicators are compared with the numerical ones con-
sidering the damage thresholds to estimate the seismic safety margins,
both in terms of robustness of the structure and of impact on spectral
ampliﬁcation transferred to equipment, caused by the frequency shift.
Regarding the ISD, the threshold have been selected according to
the FEMA 273 standard [26]. According to this standard, three limit
states should be considered: collapse prevention (CP), life safety (LS),
immediate occupancy (IO). For each limit state, speciﬁc thresholds are
introduced. More precisely, the values given by the FEMA 273 are 2%,
1% and 0.5% for the CP, LS and IO limit states respectively. Because
SMART project is related to nuclear buildings, a safety factor equal to 2
has been introduced. Therefore, the values of the thresholds considered
in the SMART project are 1%, 0.5% and 0.25% (see Table 3.). Re-
garding the PFS, the literature review clearly shows that this quantity
was not studied in depth. PFS thresholds can be justiﬁed not only re-
garding the FRS frequency content demand for equipment seismic as-
sessment but also by some engineering practice of reducing the Young’s
modulus by 50% in cracked zones of bended RC sections in linear
elastic calculations, i.e. a frequency decay of about 30%. Given this
value, 15% and 50% have been introduced to allow quantifying lower
and higher damage states. The Authors agree with the fact the chosen
values can be discussed. However, this index seems to be useful to
quantify the impact on spectral ampliﬁcation transferred from the
ground to the equipment, caused by the frequency shift.
3.2. Inter-story displacements based indicator
In this section, the structural response of the RC specimen is
quantiﬁed by means of a displacement based indicator, which is the
ISD. The experimental measurements are compared with the results
provided by the benchmark’s participants; they are plotted in Fig. 11 for
all loadings of each seismic sequence. First, the case of the design level
sequence is presented in both X and Y directions in Fig. 11a and b re-
spectively. The conﬁdence interval is thin around the median, showing
a low scatter of the numerical values. The experimental values never
exceed the light damage threshold during the whole seismic sequence.
The median numerical results are in satisfactory agreement with the
experimental measurements. These results show that the numerical
models can predict the maximum experimental ISD. Nevertheless, one
can notice that the experimental results are slightly underestimated in
the Y direction but it is diﬃcult to point out any trend due to the fact
that the experimental values are very low, making the experimental
Table 3
Damage thresholds for each structural indicator - h= inter-story height (1.20m).
Damage thresholds
Indicators (X and Y directions) Light damage Controlled damage Extended damage
Inter-story drift (ISD20-30) ISD higher than 3mm (h(*)/400) ISD higher than 6mm (h(*)/200) ISD higher than 12mm (h(*)/100)
Peak frequency shift (1st peak frequency) Frequency decay of 15% Frequency decay of 30% Frequency decay of 50%
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uncertainties important. Therefore, it can be assessed that the de-
scription of shear between two consecutive stories seems to be sa-
tisfactory when considering the design level. Second, the results ob-
tained in case of the Northridge main shock sequence are presented in
Fig. 11c and d for both horizontal directions respectively. The RC
specimen was highly damaged during this seismic sequence. In the X
direction, a gap is observed between the experimental values and the
median numerical results. The numerical models led to an under-
estimation of the ISD. For the second transient signal that corresponds
to a loading factor equal to 22% of the main shock, the experimental
ISD exceeds the controlled damage threshold, whereas the median
numerical results are just above the light damage threshold. It is worth
mentioning that even though the experimental values are under-
estimated, the numerical models predicted the general trend of the ISD
variations with respect to the loading factor quite satisfactorily. In the Y
direction, the results clearly show that the numerical models are
relevant enough to assess the experimental behavior of the structure.
The mean results demonstrate that the numerical approaches used are
quite accurate when the structure is strongly excited and therefore,
when the experimental displacement measurements are high. This ob-
servation is in agreement with the ones made within the framework of
CAMUS research program [6,7]. Last, the case of the Northridge
aftershock sequence is analyzed; the results are presented in Fig. 11e
and f for both X and Y directions respectively. The experimental ISDs
are close to the light damage threshold in the X direction and below it in
the Y direction. The median numerical results are in agreement with the
experimental measurements in the X direction whereas they under-
estimate them in the Y direction. It is also interesting to point out that
in case of the X direction, the results led to conclude that the RC
structure was only lightly damaged during the Northridge aftershock
sequence and this assessment is in accordance with the experimental
observations made [20].
Fig. 11. Seismic safety margins based on a displacement based indicator – experimental/numerical comparisons, computed on the participants’ pool.
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3.3. Peak frequency shift based indicator
The structural response is now quantiﬁed by another indicator,
namely the PFS. This indicator naturally takes into account the stiﬀness
degradation due to damage at the structural member scale. In other
words, PFS allows deﬁning a damage measure that accounts for the
stiﬀness degradation which occurs in the whole structure during the
seismic loadings. The numerical results coming from the pool of par-
ticipants are compared with those coming from the experimental
measurements in Fig. 12 for each seismic sequence, in case of both
horizontal directions. First, the results obtained in case of the design
level are shown in Fig. 12a and b for both X and Y directions respec-
tively. In the X direction, experimental values and numerical median
are below the light damage threshold. The numerical results exhibit a
large scatter, as shown by the 90% conﬁdence interval. In the Y di-
rection, the median of the numerical values is close to the experimental
results. The numerical models are able to capture the same peak
frequency shift that goes beyond the light damage threshold (mean shift
around 21%) but remains below the controlled damage (shift equal to
30%). In case of the Y direction, the mean PFS captures the experi-
mental peak frequency shift well in case of the design level. In case of
the X direction, the participants underestimated the experimental
value. However, both results show that the structural system does not
behave linearly when considering the seismic level for which it has
been designed, the nonlinearity level being light. In other words, it is
justiﬁed to use nonlinear assessment methods even when dealing with
design levels. On the contrary, the use of linear constitutive models
would lead to an overestimation of the internal forces and therefore, to
a too conservative design. Second, Fig. 12c and d shows the experi-
mental/numerical comparisons of the PFS evolution during the North-
ridge main shock sequence in both X and Y directions respectively. Most
of the participants took the cumulative damage into account because of
the seismic loading history. In both directions, the medians of the nu-
merical values are in satisfactory agreement with the experimental peak
Fig. 12. Seismic safety margins based on a peak frequency based indicator – experimental/numerical comparisons, computed on the participants’ pool.
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frequency shifts for the diﬀerent transient signals. Except for run #13
(22% of the main shock), the numerical estimation of the structural
damage is in line with the experimental one. Despite the fact that the
highest PGA of the most intense component of the Northridge main
shock is almost equal to 1.8 g (7 times higher than the PGA related to
the design signal), one can observe that the extended damage threshold
is not exceeded. This is true not only in case of the experimental values
but also in case of the median numerical results. In this case, the nu-
merical models succeeded in assessing the nonlinear behavior of the
structure under a blind benchmark condition in a satisfactory way. Last,
Fig. 12e and f shows the results related to the Northridge aftershock
sequence in both horizontal directions respectively. The medians of the
numerical results overestimate the experimental peak frequency shift
but the light damage threshold is never exceeded whatever the direc-
tion considered. This indicator highlights the fact that the aftershock
signal does not lead to additional damage of the RC specimen. In ad-
dition, the nonlinear assessment approaches used by the participants
appear as being conservative.
3.4. Vulnerability analysis and fragility curves calculations
Stage 4 of the benchmark was dedicated to fragility curves calcu-
lations, from time-history analyses. Participants were invited to im-
plement their calculations with the structural model developed for the
previous stages and validated on experimental results. In order to get a
more realistic exercise, the shaking table FE model was replaced by
simpliﬁed equivalent foundation impedances – having been ﬁtted to the
reduced scale – at the base of FE models of the mock-up. The ﬁrst step
aimed at comparing methods for evaluating fragility curves with the
linear structural model, using the participants’ practice. Two methods
were allowed: the regression method and the maximum likelihood
principle method. The participants only used the regression method. In
practice it has not been observed that results obtained by this second
method were more relevant than by the linear regression in this
benchmark; nevertheless we can perform both in order to choose the
conservative envelope. In addition, the Latin hypercube sampling ap-
proach based on a set of time-history analyses was used. Equivalent
lognormal distribution parameters of fragility curves are ﬁtted from
their results. Then the second step focused on fragility curves calcula-
tion in the nonlinear range by means of the regression method. Both
steps allows to determine the median capacity Am and the log-standard
deviation β, depicting the aleatory and epistemic uncertainties, see for
instance [27]. So the fragility curves can be expressed from the prob-
ability of failure conditioned on the seismic intensity measure a larger
than the structural capacity A by means of the reduced centered
random Gaussian cumulative distribution function Φ, deﬁned by the
median capacity Am and standard deviation β:
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The structural properties which were considered as random vari-
ables are the following ones; in the ﬁrst part of stage 4: the foundation
stiﬀness and damping coeﬃcients and in the second part of stage 4:
tensile concrete strength, structural damping ratio. Lognormal prob-
abilistic distributions are assumed for all these random variables. The
same two damage indicators were considered: the ISD at point D in the
X direction and the PFS, with the same three levels as those presented in
the previous sections. Three seismic intensity measures were proposed:
the PGA, the cumulative absolute velocity (CAV), the structure-speciﬁc
average spectral acceleration (ASA), which is the area obtained by in-
tegrating the ground motion response spectrum between half and one
times the ﬁrst eigenfrequency of the structure, see [28]. A database of
100 pairs of scaled synthetic non-stationary accelerograms (X and Y
directions), compatible with median and ± σ spectra, for a speciﬁc
relevant seismic event (Mw=6.5, D= 9 km), was generated by Co-
de_Aster and provided to participants. It was expected this database to
be suﬃcient to cover the whole range of damage indicators to be
analyzed in fragility curves computation. A reduced pool of 7 partici-
pants answered to stage 4. Signiﬁcant computational resources were
needed for these calculations, but easily helped by parallel computing.
From the comparison of the log-standard deviations obtained on the
computed fragility curves, in case of both ISD and PFS damage in-
dicators, it appears that the discrepancy is higher using the CAV in-
tensity measure. It seems that this measure is the less relevant for such
RC structure, leading to the highest log-standard deviation. This ob-
servation may be linked with the fact its deﬁnition is more ﬁtted to
cumulative dissipation processes, such as yielding. The frequency de-
pendent ASA indicator led to the results with the lowest log-standard
deviations. This may be explained by the fact it is more ﬁtted to
structures whose evolving eigenfrequencies are associated with mate-
rial damage processes. The variability of the seismic motions was ob-
served to produce the most noticeable eﬀect on the results. Further-
more, for the three levels of the two damage indicators, fragility curves
computations based on nonlinear simulations give always higher values
of the mean capacity and lower values of the probability of failure than
those obtained using linear structural calculations. This conﬁrms the
ability of nonlinear structural transient analyses to assess the existence
of seismic safety margins; and also their ability to be used to avoid some
overestimation of the seismic fragility and reﬁne the structural fault
characterization needed in probabilistic safety analyses. Finally, it has
been observed from the responses provided by the participants that
there is a large scatter in the methodology (calculation and practice) to
establish the fragility curves for engineering oﬃce purposes: metho-
dological guides could be useful to facilitate the practice in design of-
ﬁces.
4. Main ﬁndings and lessons learnt from the international
benchmark
In this section, the main key points highlighted during the bench-
mark that have been discussed with the benchmark’s participants are
reported. The main ﬁndings reported herein have been shared with the
benchmark’s participants during the ﬁnal workshop jointly organized
by CEA, EDF and partially endorsed by the IAEA at CEA center located
in Saclay (France) in November 2014.
4.1. Modeling assumptions
SMART 2013 international benchmark has been the opportunity to
draw a panel of engineering practices to assess the beyond design be-
havior of a complex RC specimen subjected to seismic loadings. The
modeling assumptions and feedbacks from all the participating teams
were shared during the ﬁnal international workshop held in November
2014 and several key points appeared as being crucial: (i) the type of
constitutive laws to consider in order to describe the mechanical be-
havior of the constitutive material (in particular concrete), (ii) the
choice of the damping model and (iii) the way of applying the seismic
loading. First, regarding the modeling assumptions related to the con-
stitutive laws, most of the participants agreed with the importance of
accounting for the nonlinear mechanisms responsible for the material
dissipation and stiﬀness degradation in their structural model. A con-
sensus has been reached on the fact that equivalent linear approaches
remain inappropriate when dealing with the seismic safety margins
assessment of complex buildings, both in terms of RC structural ro-
bustness and of ﬂoor spectra for equipment analysis, and therefore,
with the beyond design behavior. Most of the participants used con-
stitutive laws based on either continuum damage theory (including
smeared crack models which are a particular type of damage models
[29]) or coupling damage/plasticity theory. It can be noticed that none
of the participant used recent techniques allowing the propagation of
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displacement discontinuities in the continuum [30,31]. This can be
explained by the fact that these techniques are still mostly used within
the scientiﬁc community and still need to be transferred to the en-
gineering community. Second, the question of the choice of the
damping model remains an important issue and no speciﬁc consensus
has been reached. However, in case of the use of constitutive laws in-
cluding hysteretic eﬀects, no speciﬁc reduction of the viscous damping
contribution was noticed. This observation highlights the fact that the
quantiﬁcation of the material dissipation contributing in the structural
damping is an issue that still needs to be studied. In addition, the use of
damage-driven damping models remains rare, which conﬁrms the
aforementioned need. Last, as one of the main lessons from SMART
2008 project [15], the sensitivity of the numerical results with respect
to the way of applying the seismic loading to the structural system has
been conﬁrmed. A consensus on the best practice to follow was reached.
More speciﬁcally, most of the participants agreed with the necessity to
include the shaking table in the structural model. It is interesting to
notice that this practice was initiated within the CAMUS project [6,7].
At this time, the shaking table was roughly modelled by including
translational and rotational springs coupled with a rigid plate which
was connected to the specimen. The issue lied in ﬁnding the appro-
priate stiﬀness of the springs to ensure the ﬁrst eigenfrequencies were
calibrated satisfactorily. The fact that most of the participants used a
shaking table model goes in the same direction. However, the identi-
ﬁcation process of the stiﬀness and mass parameters of the model are
now better controlled. In this way, the initial dynamic properties of the
system can be well captured and the seismic loading can be input at the
actuator level. Most of the participants made the choice to input the
actuator displacement time histories, which allowed accounting for the
full kinematics of the system. However, this practice requires checking
the consistency of the frequency contents of the numerical and the
experimental acceleration responses at the shaking table upper plate.
4.2. Predictive capability of nonlinear seismic assessment methodologies of
the SMART 2013 specimen beyond design behavior
The assessment of the predictive capability of nonlinear structural
models when dealing with the beyond design behavior requires to
control their initial state, that is to say, to ensure they are well cali-
brated in the elastic range. This aspect has been addressed in a speciﬁc
stage of the benchmark and one ended up with the fact that the initial
modal properties of the dynamic system were well captured, the ac-
celeration based responses were also satisfactorily described whereas
the displacement based quantities were underestimated. However, the
maximum value of the displacement being lower than 1mm, the weight
of the experimental uncertainties become important and therefore, no
drastic conclusion could be drawn from this observation. It is important
to mention that at this stage, no speciﬁc damage was expected. Then, it
appeared that most of the participants succeeded in calibrating their
structural models when dealing with low-level seismic loadings. The
quantitative analysis of the mechanical indicators computed from the
results provided by the benchmark’s participants was then carried out
under a blind condition. Among the indicators studied, it appeared that
the stiﬀness degradation, occurring mainly during the Northridge main
shock seismic sequence, was satisfactorily captured by most of the
participants. In other words, the structural dissipation and material
degradation are described in a satisfying manner thanks to the use of
nonlinear constitutive laws. Consequently, the PFS appeared as being
particularly well captured along the experimental campaign. However,
similarly to the case of the low-level seismic loadings, the ISDs were
underestimated on average. No speciﬁc consensus the key factors ex-
plaining this observation over came up during the international work-
shop; this could be linked to the increasing conﬁdence interval of
computed results with the PGA level, as obtained by the participants.
However, the nonlinear approaches seem to exhibit diﬀerent cap-
abilities depending on the nature of the quantity to be described.
Indeed, member scale degradation related quantities (such as PFS) seem
to be captured in an easier way than local degradation related ones
(such as ISD). Another point of interest is related to the relevancy of the
prediction of the SMART 2013 seismic behavior specimen during the
Northridge aftershock sequence. The displacement based quantities
were badly predicted due to the fact only some constitutive laws ac-
counted for residual strains, which were important to be considered
since an important damage increase occurred during the previous
seismic sequence. However, satisfactory results were obtained re-
garding the acceleration based quantities, especially given the fact a
pretty good match has been obtained in case of the Northridge Main
Shock.
4.3. Seismic safety margins of the SMART 2013 RC specimen
As a key objective of the SMART 2013 project, seismic safety margins
of the RC specimen have been quantiﬁed both experimentally and nu-
merically, by means of the results provided by the participants. To this
end, two types of thresholds and three damage levels for each of them
were introduced, allowing the deﬁnition of three damage states: light,
controlled and extended. It is important to mention that the damage
levels have been identiﬁed from both the published literature in case of
wall-based structures and the feedback from the SMART 2008 experi-
mental campaign [17]. Regarding the design level, the ISD led to con-
clude that no damage appeared (see Fig. 11b) whereas the PFS led to
conclude that small damage appeared (see Fig. 12b). The experimental
observations were in agreement with the last conclusion, even in case of
the design level, small nonlinearities mainly related to concrete cracking
appeared and it is crucial to consider nonlinear approaches to capture
this eﬀect. Regarding the Northridge main shock, the analysis of the ISD
led to conclude that the specimen is highly damaged since the extended
damage threshold is overcome by almost a factor 2 whereas the results
expressed in terms of PFS revealed that the extended damage threshold is
not overcome at all. Again, the experimental observations were in
agreement with the conclusions that could be drawn from the PFS. In-
deed, besides localized cracks observed on the shear walls and on the
slabs, a main crack appeared at the interface between the foundation and
the least wide shear wall leading to concrete crushing due to the com-
pressive failure. However, it is worth mentioning that concrete crushing
remained conﬁned to a limited area as it can be observed during the
experiment, see Fig. 10c of [20]. Therefore, the description of the da-
mage state given by the PFS at the end of the Northridge main shock
seems in better agreement with the experimental observations than the
one given by the ISD. Regarding the Northridge aftershock sequence,
both indicators led to similar conclusions even though the ISD captured a
damage increase since the light damage threshold expressed in terms of
ISD was exceeded (see Fig. 11e). However, as mentioned previously, the
experimental observations conﬁrmed the fact that the Northridge after-
shock did not lead to signiﬁcant damage increase. From the aforemen-
tioned discussion, it appears that the choice of the structural indicator to
describe the structural damage is a crucial question since the quantiﬁ-
cation of the safety level is a consequence of it. Within the framework of
SMART 2013 project, the PFS indicator appeared as being more appro-
priate than the ISD, based on experimental observations. In addition,
deﬁning the robustness as “the ability of a structure to withstand extreme
events without being damaged to an extent disproportionate to the ori-
ginal cause”, the SMART 2013 specimen can be qualiﬁed as robust since
only moderate crack pattern was observed after the Northridge main
shock having a PGA higher than 4 or 5 times the design PGA, in ac-
cordance with numerical results obtained by participants. This trend was
conﬁrmed by the results expressed in terms of PFS. In particular, the
aftershock does not lead to signiﬁcant additional damage in terms of PFS:
this conclusion is relevant with respect to the equipment safety analysis.
The last point to be reported concerns the dynamical behavior of the
representative specimen of a typical piping with a valve, modelled by a
lumped mass, described in [20], set-up at the third ﬂoor in the RC
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mock-up, excited by its ends which were clamped on the walls. Three
three-directional accelerometers allowed to monitor the dynamic
transient responses of the valve. Despite the restrictions stated in [20],
and the fact that no speciﬁc numerical analyses were asked to bench-
mark's participants about the dynamical response of this piping spe-
cimen, it is worth noticing that the SMART 2013 experimental cam-
paign has shown that RC structural nonlinearities contribute in
reducing the dynamic excitation at the lumped mass on the piping.
Indeed, the dynamic ampliﬁcation measured on ZPA at this point with
respect to the PGA of the input signal shows an overall multiplicative
factor due to RC structure nonlinear behavior, between 0.25 and 0.9,
decreasing with the PGA level. At the same time, the dynamic ampli-
ﬁcation measured on ZPA calculated at point D of the RC mock-up, in
the vicinity of the pipe supports, shows an overall multiplicative factor
due to RC structure nonlinear behavior, lying between 0.65 and 1.1
with respect to a linear assumption. This was observed both on ex-
perimental and calculated responses by participants. These ﬁndings
provide arguments justifying the existence of margins in beyond design
analysis.
5. Concluding remarks
In this paper, the main ﬁndings from the international benchmark
SMART 2013 carried out from February 2012 to November 2014 and
jointly organized by CEA and EDF under the auspices of IAEA within
the framework of the research project “Seismic design and best-estimate
Methods Assessment for Reinforced concrete buildings subjected to
Torsion and nonlinear eﬀect” (SMART) have been presented. The ob-
jectives of the benchmark were (i) to quantify the ability of advanced
nonlinear approaches to describe the beyond design behavior of a
complex RC structure exhibiting coupling torsional/ﬂexural eﬀects,
during a realistic seismic scenario, (ii) to quantify the seismic safety
margins of a RC mock-up of a representative building designed ac-
cording to the design rules applicable in the French nuclear industry.
All the expected numerical results were referred on the experimental
campaign previously performed, whose data and measurements remain
available to the public [22]. 42 teams spread out over the world ac-
cepted the participation to the benchmark exercise. The teams came
from nuclear companies, engineering oﬃces, research centers and
higher education institutions pointing out the common interest in the
topics addressed in the benchmark. The conclusions that can be drawn
of this international benchmark are exposed in the following.
In terms of methodology for calculations, we can quote:
• As observed within the framework of the SMART 2008 benchmark,
it can be noticed that the use of advanced nonlinear structural
models as best-estimated assessment approaches is shared by the
whole earthquake engineering community including universities,
research and development institutions and design oﬃces. No parti-
cipant of SMART 2013 benchmark used equivalent linear approach
appearing inappropriate when dealing with the beyond design
seismic safety margins assessment. Indeed, the SMART 2013
benchmark has shown that design engineering oﬃces have a sa-
tisfactory practice of advanced nonlinear FE models.
• Plate FE models are preferred, for eﬃciency reasons; other numer-
ical modelling strategies can be seen as research or calibrating ap-
proaches.
• Constitutive models for RC sections including damage of concrete
are the most appropriate to catch the observed stiﬀness degradation,
though for higher loading levels, other dissipative phenomena have
also to be idealized. At this stage, it has been observed that a phe-
nomenon as the steel-concrete bond degradation which plays a
major role in the overall behavior of RC sections (e.g. tension stif-
fening eﬀect) is not yet commonly accounted for in proposed non-
linear structural models for beyond design analyses.
• Often considered as an adjustment variable or sometimes being
badly estimated, damping models were better controlled by a higher
number of participants. Even though Rayleigh proportional
damping remains the most used model, some of the participants
have used a modal description of damping which is a step further
with respect to SMART 2008 benchmark. This may be explained by
the fact that CEA paid a close attention to the identiﬁcation of modal
damping ratios to calibrate numerical approaches. Therefore, no-
ticeable improvements have been made considering both the de-
scription of the material dissipation and the way of representing
damping at least for the low intensity seismic ground motions.
• Similarly, the calibration of the shaking table FE model, which is
dynamically coupled with the mock-up, was decisive to enhance the
numerical simulations, ﬁrst in the linear range, and consequently in
the nonlinear range. This observation can be extended to the re-
commendation of use of ambient noise measurements able to en-
hance the numerical FE models calibration in real cases of RC
structures, to be reassessed.
• It is worth mentioning that a deep joint work has been carried out by
CEA and EDF in order to deﬁne a seismic loading that is physically
consistent with respect to an extreme seismic event that has already
occurred in the world. Natural records composed of a main shock
and an aftershock for the same couple magnitude-distance were
considered, ensuring a certain realism in a spirit of beyond design
analysis; their quite large spectral shape ensure an increasing da-
maging consequence on the RC mock-up within the seismic runs
sequence, despite the stiﬀness degradation. This is a key point that
helps emphasizing the relevancy of the comments and conclusions
drawn about numerical methodologies devoted to seismic safety
margins assessment and beyond design analysis within the frame-
work of SMART 2013 project.
In terms of seismic safety assessment, we can quote:
• The seismic safety margins of the SMART 2013 RC specimen were
assessed through two damage indicators by means of blind transient
nonlinear dynamic computations. The ﬁrst indicator is the ISD and
is commonly used in the earthquake engineering practices for ro-
bustness and performance assessment, especially for regular build-
ings. The second indicator is the PFS and characterizes the overall
degraded structural state, accounting for torsion experienced by
complex RC shear wall structures. It is important to highlight that
the results coming from both types of damage indicators contributed
to demonstrate the existence of seismic safety margins, corrobor-
ating experimental observations. It could be interesting to extend
this study using a moment–rotation parameter, which is an inter-
esting output to characterize the RC shear wall behavior, in order to
discriminate between brittle shear and ductile hinging at the wall
footing. From the analyses of both types of results, by comparison
with experimental measurements, in particular the mean values
obtained from participants, the ISDs have appeared to be slightly
underestimated by the numerical models in the X direction in case of
the Northridge main shock seismic sequence, whereas they are quite
well described in the Y direction, the most ampliﬁed one. On the
contrary, the PFSs were quite well predicted by nonlinear models,
before and beyond the design level, what is relevant for ﬂoor re-
sponse spectra computations needed for equipment assessment,
though the PFS is a less frequently practiced damage indicator.
• This ﬁnding has been conﬁrmed by the results coming from the
probabilistic vulnerability study. In particular, the fragility curves
computations by means of nonlinear time-history analyses and de-
termined using a relevant intensity measure (ASA), in addition to
the well-known PGA, have shown a signiﬁcant median capacity
value. Moreover, the ASA intensity measure, [28], which is adapted
to degrading stiﬀness structural behavior, exhibits lower standard
deviations than other usual parameters on fragility curves; it has
been conﬁrmed that the variability of the seismic motions has the
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most noticeable eﬀect on the capacity variability.
• Nevertheless, the quantiﬁcation of seismic safety margins cannot
dissociate the choice of the damage indicator considered and the
relevant intensity measure. Therefore, the question of which da-
mage indicator and which thresholds should be considered must be
asked. Furthermore, the lack of numerical models able to predict
local quantities in a speciﬁc direction points out they are not fully
capable to describe torsional eﬀects and rotations, that is to say
therefore coupled plane shear and bending of RC sections, when
dealing with high intensity seismic loadings.
• However, the existence of the beyond design seismic safety margins
exhibited by the SMART 2013 mock-up, representative of a nuclear
RC structure that was designed according to the current French
nuclear practices, was conﬁrmed by the numerical simulations
carried out by the participants. In addition, the numerical quanti-
ﬁcation of the seismic safety margins was in a quite good agreement
with the experimental values, considering the numerous variability
of modelling assumptions.
In terms of state of practice and development of nonlinear numer-
ical modelling, we can observe:
• We have to emphasize the already signiﬁcant work carried out to
make the numerical models more reliable. Especially, one can notice
that the solution algorithms used were eﬃcient, the calibration and
the identiﬁcation methods considered by the participants were re-
levant. Most of the numerical approaches could solve the highly
nonlinear transient dynamic problem in a robust way, what is a
necessary condition to deal with probabilistic vulnerability studies.
It is worth noticing their ability to accurately predict structural
quantities such as peak frequency shifts coming from nonlinear
behavior of RC structural elements.
• The improvements of the best-estimate approaches to make mean-
ingful seismic assessments of complex nuclear RC structure have
clearly been highlighted, and, despite the scatter of results partially
inherent in the voluntary nature of participations, such benchmark
exercise contributes to be enhance the reliability of their im-
plementation in the engineering practice. This trend is in agreement
with the recommendations from IAEA that promotes a more sys-
tematic use of nonlinear models.
• Benchmark exercise, gathering several participants, has shown that
probabilistic seismic safety assessment, accounting for uncertainties
on the ground motions and on the material parameters, can be im-
plemented including fragility curve calculations from nonlinear
time-history analyses on critical buildings. It can reasonably become
a common practice in engineering oﬃces, provided that the issue, in
particular avoiding some overestimation of the seismic fragility, can
balance the signiﬁcant amount of computing time, in order to up-
date seismic capacities assessment according to new probabilistic
seismic hazard analyses. Nevertheless, it is emphasized the need of
better consistency in the choice of the ground motion dataset with
the speciﬁc site seismic hazard (and the associated intensity mea-
sures) and the structural behavior.
• However, SMART 2013 benchmark results have shown that further
developments are needed to make nonlinear models more robust
and reliable in assessing local quantities.
• This conclusion is in agreement with the main ﬁndings made within
the framework of CEOS.fr French national research program [32]
mainly founded by EDF and the MEFISTO research program ﬁnan-
cially supported by the French National Research Agency.
The future step will consist in providing structural engineers with
more accurate recommendations and guidelines on the way of using
best-estimate assessment methodologies to ensure a certain conﬁdence
level in the outcome results. In that goal, the usefulness of such nu-
merical benchmark based on well-documented experimental measure-
ments is well established, aiming at consolidating the engineer judg-
ment and reducing the scatter of results, and ﬁnally at qualifying
advanced engineering practices. Finally, this benchmark has also al-
lowed identifying several topics on which further investigations seem to
be necessary. For instance, how to reduce the discrepancies between
experiments and simulations, how to enhance the control of un-
certainties and the model calibration, in the analysis of the interaction
between slab and structural walls, etc. These works should clearly help
to assess the seismic safety margins of a given nuclear plant or any other
industrial facility in a more realistic way.
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Appendix A. Appendix
Institution Country Stage 1 Stage 2 Stage 3 Stage 4
National University of Cuyo Argentina X X X
Phimeca France X X X
ENSI Team 2 (Stangenberg & Partner Ingenieur-GmbH) Germany X X X X
University of Parma Italy X X X X
CKTI-Vibroseism Russian Federation X X
Korea Institute of Nuclear Safety (KINS) South Korea X X X X
Scanscot Technology Sweden X X
Ecole Normale Supérieure de Cachan (ENS CACHAN) France X X X
Pakistan Atomic Energy Commission (DNPES) Pakistan X X X
Woelfel Beratende Ingenieure Germany X X X X
Institut Nationale des Sciences Appliquées de Lyon (INSA LYON) France X X X
AREVA GmbH Germany X X
Laboratoire 3SR (Sols, Solides, Structures, Risques) France X X X
EDF – Septen France X X X X
IDOM Spain X X
Cervenka Consulting Czech Republic X X X
Technical University of Civil Engineering Romania X X
ENSI Team 1 (Basler & Hofmann AG Consulting Engineers) Switzerland X X X X
EGIS Industries France X X X
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Faculty of Civil Engineering Macedonia X X
China Guangdong Nuclear Power Design Company China X X X
Nagoya University Japan X X X
Middle-East Technical University Turkey X
University of Houston USA X
State Nuclear Electric Power PlanningDesign & Research Institute (SNPDRI) China X
Computational Engineering and Structures (CES) France X X X
Alyotech Technologies France X
Technical University “Gheorghe Asachi” Romania X X X
Swissnuclear Switzerland X X X X
Rene Lagos Engineers SAC Chile X
Ecole Polytechnique Fédérale de Lausanne Switzerland X X X
PRINCIPIA Spain X X X
Autodesk France X X X
Laboratório Nacional de Engenharia Civil (LNEC) Portugal X X
TNO DIANA BV The Netherlands X X X
ATR Ingenierie France X X X
Géodynamique et Structure (GDS) France X X
SDA-engineering GmbH Germany X
Fortum Power and Heat Oy Finland X X X
Numerical Engineering and Consulting Services (NECS) France X X X
University of California, Berkeley (UCB) USA X
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