Sedimentary records of naturally occurring and fallout-derived radionuclides are widely used as tools for estimating both the ages of recent sediments and rates of sedimentation and bioturbation. Developing these records to the point of data interpretation requires careful sample collection, processing, analysis and data modeling. In this work, we document a number of potential pitfalls that can impact sediment core records and their interpretation. This paper is not intended as an exhaustive treatment of these potential problems. Rather, the emphasis is on potential problems that are not well documented in the literature, as follows: 1) The mere sampling of sediment cores at a resolution that is too coarse can result in an apparent diffusive mixing of the sedimentary record at rates comparable to diffusive bioturbation rates observed in many locations; 2) 210 Pb profiles in slowly accumulating sediments can easily be misinterpreted to be driven by sedimentation, when in fact bioturbation is the dominant control. Multiple isotopes of different half lives and/or origin may help to distinguish between these two possible interpretations; 3) Apparent mixing can occur due simply to numerical artifacts inherent in the finite difference approximations of the advection diffusion equation used to model sedimentation and bioturbation. Model users need to be aware of this potential problem.
Pb activity. These data have been previously presented elsewhere (Crusius et al., 1996) , but they have not been modeled, which is the focus of this work. Much of this paper, however, focuses on model-based interpretations of idealized data (not these data from the Sea of Japan).
Modeling radionuclide distribution in sediments
Much of the interpretation in this paper relies upon a model to infer rates of sedimentation and/or bioturbation. In the simplest model version, sedimentation is treated as a process of advection while bioturbation is treated as a process of diffusion (e.g. eq 1) . The radionuclide distribution can be described according to: ) (Goldberg and Koide, 1962; Guinasso and Schink, 1975) . It is important to bear in mind that treating mixing as a process of diffusion requires making certain assumptions about the depth, symmetry and frequency of sediment mixing (see Boudreau, 1986a and Meysman et al., 2003) . For simple, idealized cases there are simple analytical solutions to eq. 1 (e.g. Berger and Heath, 1968; Cochran, 1985; Christensen and Bhunia, 1986) which allow solving for the sedimentation rate, s, and the bioturbation rate, D b . Again, these solutions will not be repeated here.
For non-idealized and/or non-steady-state conditions there is often no analytical solution to this equation and a numerical sediment mixing model is an excellent tool for quantitative interpretion of radionuclide profiles in sediments. There are many mixing models described in the literature. Some of these utilize diffusive mixing (e.g. Peng et al., 1979; Santschi et al., 1980) while others simulate non-diffusive (e.g. nonlocal )
mixing processes. (e.g. Boudreau, 1986b; Robbins, 1986) . In this work, we use a numerical model that uses a finite difference approximation of Eq. 1 whose origin dates to Santschi et al., 1980 but has been subsequently modified (Crusius, 1992; Crusius et al, 2004) . This model is written in both the C programming language and in Matlab™ and uses the upwind differencing scheme to model sedimentation (as a process of advection) and the forward time, centered space differencing scheme to model diffusive bioturbation.
Results and discussion
There are many critical steps between the planning stages of collecting any sedimentary record to the interpretation of high-quality radionuclide-based chronologies and/or sedimentation or bioturbation rates. First, a core must be collected from a region of sediment deposition. These locations can be determined in many cases from predictable patterns of sediment focusing (e.g. sediment accumulates in the deep holes) or from seismic data which show soft mud. Second, the core must be collected in such a way as to preserve the core top. Again, there is a rich literature describing various coring methodologies and how to avoid coring artifacts (e.g. Baxter et al., 1981; Crusius and Anderson, 1991) . Once a core has been carefully collected, the core must be sampled properly to ensure a high-resolution record. There are two seemingly routine steps that can potentially have a large impact on the fidelity of the eventual sedimentary record produced: 1) trimming of core edges and 2) sampling at a sufficiently high resolution. It is well known that many sediment coring techniques result in smearing along the core edges (e.g. Chant and Cornett, 1991) . Trimming the core edges is necessary to avoid mixing artifacts caused by this process. This issue has been well documented elsewhere (Chant and Cornett, 1991) and will not be repeated here. However, it is not well documented that coarse-resolution sampling of a core can also degrade the temporal resolution of the record and lead to apparent mixing of the sediment.
To demonstrate the effects of sample sectioning alone on resulting down-core profiles, an ideal 1m sediment core was created using the record of annual fallout deposition at New York City (decay corrected to deposition year) as the source function. Cs-137 deposition was estimated using 1.6x-observed annual 90 Sr deposition at New York City (USDOE online database, Larsen, 1982; Cambray et al., 1978) . In this paper, we define "ideal" as follows: 1) global fallout deposition is the only source of 137 Cs to sediments; 2) there is no mixing; 3) there is no compaction; and 4) there is no wash-in of previously contaminated sediments, or contaminant/sediment focusing. Annual layers in each core profile were constructed using a sedimentation rate of 1.0 cm yr when the core sampling interval is 2, 4 and 8cm ( Figure 1 , right panels). These rates of effective mixing caused by sampling at coarse resolution are comparable to the diffusive rate of bioturbation often observed in sedimentary records (Olsen et al., 1981; Cochran, 1985; Smith and Schafer, 1984; Thomson et al., 1988; Anderson et al., 1988; Crusius et al., 2004) and suggest that the sampling strategy alone could have contributed to the apparent mixing observed in some previously published studies. Based on our results, the effects of sampling at coarse resolution are likely to be even more pronounced in areas where sedimentation rates are lower than 1 cm yr -1
. A second, fairly obvious, impact of this sort of sampling-induced mixing is that both the depth of initial appearance of 137 Cs and the depth of maximum activity become less certain as the sampling resolution coarsens ( Figure   1 , left panels). It is worth pointing out that, despite the loss of resolution in these records, the Cs.
Another important step towards developing a robust interpretation of sedimentary
radionuclide data is to analyze two or more independent chronometers, because the interpretation can be ambiguous or even misleading using only one chronometer. As an example, analyzing the sediment for multiple isotopes can help to resolve whether the coretop is missing, because one cannot necessarily tell based solely on visual inspection, (Crusius and Anderson, 1991) As an example, we present excess 210 Pb data from the continental margin of the Sea of Japan, from a sediment core collected using a multicorer from a water depth of 1473 m (39°50.95'N, 139°10.92'E). This excess 210 Pb profile reveals a steeply sloped portion extending from the surface to a depth of ~7 cm, underlain by a more gently sloping region extending to ~11 cm (Figure 2 ). Examined on its own, these 210 Pb data could easily be interpreted to suggest a sedimentation rate at this location of 0.25 cm yr -1 at the top of the core, underlain by material deposited at 0.05 cm yr -1 (Figure 2 a) . This is a Holocene average based on a single date within a core spanning 30 kyr; details are presented in Crusius et al. (1999) . . These data still do not resolve whether the 210 Pb record below ~7 cm truly reflects accumulation at 0.05 cm y r-1 (Figure 2 a) These techniques use math no more complicated than division yet they can approximate solutions to differential equations with no analytical solution. In many models (and the model used in this paper), both the advection and diffusion terms are based on Taylor Series approximations of first and second derivatives that allow predicting a future concentration at a given depth from present concentrations at nearby depths and from the depth step (depth resolution) of the model. In this example, we use this type of model to estimate a low mixing rate in a setting where radionuclide transport is dominated by sedimentation, which is modeled here as a process of advection. In the terminology of fluid dynamicists, the Peclet number (Ls/D) is high (L= mixed layer depth (cm); other terms defined in equation 1). It turns out that there is "numerical dispersion" which mixes the modeled radionuclides just as diffusive bioturbation might. This numerical dispersion in the model described here is an artifact of the upwind or backward differencing scheme used for the advection term. Numerical diffusion occurs as a result of the discretization of a continuous system in time and space. For example, consider a particle moving along a finite difference grid with a spacing of delta z and a time step of delta t. After a particle has been advected along the finite difference grid for a time period (delta t), it must drop onto the closest grid node (the spacing of grid nodes is determined by delta z). At the end of delta t, the particle moves forward if it is more than halfway toward a grid point or backwards if it is less than halfway. As a consequence, the final position of the particle differs slightly from its ideal position, sometimes being slightly farther, and other times not as far, as it would be without such roundoff error.
This process is quite similar to random-walk diffusion. This numerical dispersion can actually be quantified as D num , analogous to the diffusive mixing term. This error stems from the truncation of the Taylor series used in the upwind difference approximation of € ∂C ∂z . The Taylor theorem states that if the derivatives of a function exist, the function can be represented by a polynomial. From the Taylor series,
where C z = the concentration at some depth z ∆z = the size of the depth step (cm) between adjacent model grid points
Ignoring the third-order term above and solving for the first derivative yields
We can generate an advective (sedimentation) term as in Eq. 1 by multiplying by -s, as Roache (1972) .
In each case above (Eqs. 5 and 6), the numerical dispersion is proportional to the sedimentation rate (s) and to the size of the depth step used (∆z). As a consequence, the impacts of numerical dispersion can be readily observed from plots of model runs with increasingly large depth step (Figure 3a-c) . In the 137 Cs model simulation, the "double peak" observed in radioactive fallout records in 1958 and 1963 is apparent in the sedimentary record when the depth step is 0.004 cm, but it is gradually eroded as the depth step increases above ~0.01 cm (Figure 3a) . Equally important is the fact that the depth of penetration of modeled 137 Cs increases from ~14 to ~18 cm as the depth step increases from 0.04 to 0.5 cm (Figure 3b ). Since the depth ofused to suggest a date in the early 1950s when significant atmospheric fallout began, this numerical dispersion would lead to an error in the date assigned to these sediments, merely due to the choice of model depth step. A similar increase in penetration of excess 210 Pb (from ~24 to ~28 cm) is apparent when depth step increases from 0.1 to 1 cm (Figure 3c ). For this specific case, it's important to minimize the model depth step sufficiently so that it does not bias the sedimentation and age estimates. In our coresectioning model simulations, D num. was minimized at 5 x 10 -7
, 1 x 10 -4 , 2.5 x 10 -3 and 2.5
x 10 -3 cm 2 yr -1 for sampling intervals of 1, 2, 4 and 8 cm, respectively. The more important take-home message of this section is that the user of a numerical model must be sufficiently familiar with what the model is doing to ensure appropriate parameters are chosen for the model and insidious problems such as numerical dispersion are avoided.
Summary and Conclusions
In order to be confident of sediment ages and of sedimentation and bioturbation rates implied by sedimentary radionuclide data, there are a number of important steps to take when collecting and sampling cores and when interpreting and modeling data. The specific steps we document in this work include sectioning sediment cores at sufficiently fine resolution, analyzing the sediment for multiple independent tracers of sedimentation rate and age, and applying an appropriate analytical or numerical model to interpret the data, taking care to avoid numerical artifacts when using numerical models. 
