This paper presents a novel algorithm to optimize the Gaussian kernel for pattern classification tasks, where it is desirable to have well-separated samples in the kernel feature space. We propose to optimize the Gaussian kernel parameters by maximizing a classical class separability criterion, and the problem is solved through a quasi-Newton algorithm by making use of a recently proposed decomposition of the objective criterion. The proposed method is evaluated on five data sets with two kernel-based learning algorithms. The experimental results indicate that it achieves the best overall classification performance, compared with three competing solutions. In particular, the proposed method provides a valuable kernel optimization solution in the severe small sample size scenario.
Introduction
The kernel machine technique has been widely used to tackle complicated classification problems [1] [2] [3] [4] [5] by a nonlinear mapping from the original input space to a kernel feature space. Although in general the dimensionality of the kernel feature space could be arbitrarily large or even infinite, which makes direct analysis in this space very difficult, the nonlinear mapping can be specified implicitly by replacing the dot products in the kernel feature space with a kernel function defined in the original input space. Therefore, the key task of a kernel-based solution is to generalize the linear representation in the form of dot products. Existing kernel-based algorithms include the kernel principal component analysis (KPCA) [6] , generalized discriminant analysis (GDA) [7] and kernel direct discriminant analysis (KDDA) [8] . In kernel-based learning algorithms, choosing an appropriate kernel, which is a model selection problem [4] , is crucial to ensure good performance since the geometrical structure of the mapped samples is determined by the selected kernel and its parameters. Thus, this paper focuses on kernel optimization for pattern classification in a supervised setting, where labeled data are available for training.
For classification purposes, it is often anticipated that the linear separability of the mapped samples is enhanced in the kernel feature space so that applying traditional linear algorithms in this space could result in better performance compared to those obtained in the original input space. However, this is not always the case [9] . If an inappropriate kernel is selected, the classification performance of kernel-based methods can be even worse than that of their linear counterparts. Therefore, selecting a proper kernel with good class separability plays a significant role in kernel-based classification algorithms.
In the literature, there are three approaches to kernel optimization. First, cross validation is a commonly used method but it can only select kernel parameters from a set of discrete values defined empirically, which may or may not contain the optimal or even suboptimal parameter values. Furthermore, cross validation is a costly procedure and it can only be performed when sufficient training samples are available. Thus, it may fail to apply when there are only very limited number of training samples available, which is often encountered in realistic applications such as face recognition. The second approach is to directly optimize the kernel matrix. In [10] , the kernel matrix is optimized by maximizing the margin in the kernel feature space via a Semi-Definite Programming technique. Weinberger et al. [11] proposed to learn the kernel matrix by maximizing the variances in the kernel feature space, and their method performed well for manifold learning but not for classification. In [12] , a measure named as "alignment" is proposed to adapt the kernel matrix to sample labels, and a series of algorithms are derived for two-class classification problems. Their extensions to multi-class classification problems are usually performed by decomposing the problem into a series of two-class problems through the so-called "one-vs-all" or "one-vs-one" schemes [13, 14] . These methods usually result in different classifiers/feature extractors for different class pairs. This complicates the implementation and increases the computational demand and memory requirement in both training and testing, especially for a large number of classes. In general, direct optimization of the kernel matrix operates in the so-called transductive setting and requires the availability of both training and test data in the learning process. This is unrealistic in most, if not all, realtime applications, in addition to its high computational demand in testing.
The third approach is to optimize the kernel function rather than the kernel matrix. In [15] [16] [17] [18] , a radius-margin quotient is used as a criterion to tune kernel parameters for the support vector machine (SVM) classifier, and it is applicable to two-class classification problems only. Xiong et al. [9] proposed to optimize a kernel function in the so-called empirical feature space by maximizing a class separability measure defined as the ratio between the trace of the between-class scatter matrix and the trace of the within-class scatter matrix, which corresponds to the class separability criterion J 4 in [19] . Promising results have been reported on a set of two-class classification problems. However, its performance on more general multi-class classification problems is not studied. Furthermore, as pointed out in [19] , the J 4 criterion is dependent on the coordinate system. In addition, it needs a set of samples to form the so-called empirical core set. This limits its use in the severe small sample size (SSS) scenario, where there are only a very small number of (e.g., two) samples per class available for training.
Among the three approaches, the third one is the most principled one since it directly optimizes the kernel function, which defines the mapping from the input space to the kernel feature space. Therefore, in this paper, we take this approach and propose a kernel optimization algorithm by maximizing the J 1 class separability criterion in [19] , defined as the trace of the ratio between the between-class scatter matrix and the within-class scatter matrix. This criterion is equivalent to the criterion used in the classical Fisher's discriminant analysis [19, 20] , and it is invariant under any non-singular linear transformation. We focus on optimizing the Gaussian kernel since it is a widely used kernel with success in various applications. The optimization is solved using a Newton-based algorithm, based on the decomposition introduced recently in [21] . The proposed solution works for multi-class problems and it is applicable in the severe SSS scenario as well. Furthermore, although an isotropic Gaussian kernel (with a single parameter) is used to present the algorithm, the proposed method can be readily extended to multi-parameter optimization problems as well as other kernels with differentiable kernel functions.
The rest of the paper is organized as follows. Section 2 presents the optimization algorithm in detail, where the optimization criterion is formulated and a Newton-based searching algorithm is then adopted to optimize the criterion. In Section 3, experimental results on five different data sets, including both two-class and multi-class problems, are reported to show that the proposed kernel optimization method improves the classification performance of two kernel-based classification algorithms, especially in the severe SSS scenario. Comparisons with three methods are included in this section. Finally, a conclusion is drawn in Section 4.
Gaussian Kernel Optimization for Pattern Classification
Kernel-based learning algorithms are essentially the implementations of the corresponding linear algorithms in the kernel feature space.
be a training set containing C classes and each class Z i = {z ij } .
In this paper, a commonly used kernel, the Gaussian kernel, is considered. To simplify the presentation, we focus on an isotropic Gaussian kernel function with a single parameter σ, although the proposed method is applicable to more general Gaussian kernel with multiple parameters as well as other kernels with differentiable kernel functions. An isotropic Gaussian kernel is defined as:
where exp(·) is the exponential function, || · || is the Euclidean norm for vectors and σ is the kernel parameter determining the geometrical structure of the mapped samples in the kernel space. As previously discussed, the determination of a proper σ is important in pattern classification. When a very small σ is used (σ → 0), k(z i , z j ) → 0 for i = j and all mapped samples tend to be orthogonal to each other, despite their class labels. In this case, both between-class and within-class variations are very large. On the other hand, when a very large σ is chosen (σ
and all mapped samples converge to a single point. This obviously is not desired in a classification task. Therefore, a too large or too small σ will not result in more separable samples in F. Instead, selecting an appropriate σ that can maximize the between-class variations as well as minimize the within-class variations is important for good classification performance.
In the following, we will formulate the objective criterion for kernel optimization so that good separability of the input samples in F is enforced. A Newtonbased searching algorithm is adopted to solve the problem.
The objective criterion for kernel optimization
Our objective is to obtain a kernel that results in good separability in the obtained kernel feature space, which can be measured by the linear class separability of the mapped samples. LetS b andS w denote the within-class scatter matrix and between-class scatter matrix, respectively, defined in the kernel space as follows:
where
In [9] , the criterion for kernel optimization corresponding to the J 4 criterion in [19] is used:
. However, this criterion is seldom used in linear discriminant analysis (LDA) because it is dependent on the coordinate system [19] . In contrast, the criterion J 1 = tr(S −1 wS b ) in [19] is invariant under any non-singular linear transformation, and it is a criterion commonly used for LDA in the literature [21] . It is equivalent to the well-known Fisher's discrimination criterion [19] ), where | · | denotes the determinant of a matrix. Therefore, in this work, we adopt this criterion (J 1 in [19] ) as the separability measure,
where tr(·) denotes the trace of a matrix. For the isotropic Gaussian kernel, the optimal σ is thus optimized by maximizing the criterion J:
However, to the authors' best knowledge, there is currently no systematic solution to this kernel optimization problem since there is no existing method for the direct optimization of a criterion in such a form.
Recently, a decomposition for this criterion is proposed in [21] . 
It should be noted here that tr(S
−1
wS b ) is a valid metric only whenS w is nonsingular. In the Gaussian kernel feature space, however,S w is always singular due to the fact that the number of training samples is limited and dimensionality of the feature space is infinite. In such a case, Eq. (5) wS b ) is used in this paper to denote the criterion evaluated in the range space ofS w . Removing the null space ofS w is a commonly used scheme in the LDA literature to solve the singularity problem ofS w under the SSS scenario [20] . Furthermore, in the Gaussian kernel feature space, the SSS problem becomes extremely severe due to its infinite dimensionality. This makes the estimation of zero or small eigenvalues ofS w very unstable, giving rise to high variance. Therefore, evaluating the criterion J in the range space ofS w also helps to reduce the estimation variance. 
where Thus, the criterion J(σ) can be written as,
A major difficulty in deriving the expression of J(σ) is the determination of the relationship of the ranks ofS b andS w with respect to different σ values, i.e., p(σ) and q(σ), whose analytical expressions can not be obtained. In this work, we propose a scheme to implicitly determine p(σ) and q(σ). It is well-known that, for a given data set with N samples and C classes, p(σ) ≤ C − 1 and
Considering the numerical problems in the implementation of the eigenvalue calculation procedure, a realistic solution to estimate the effective rank of the scatter matrices is to compare the eigenvalues against a nonzero tolerance value, denoted in this work as T 0 . The effective ranks ofS b andS w , therefore, equal to the number of eigenvalues that are larger than T 0 .
Therefore, Eq. (7) can be rewritten as follows
We can then expressF ij (σ) as the product of F ij (σ) and step functions H stp (λ wj (σ)) and H stp (λ bi (σ)), i.e.,
The objective function J(σ) is thus expressed as,
However, this J(σ) is not continuously differentiable because the step function H stp (λ) is discontinuous. To make J(σ) differentiable everywhere, we propose to approximate H stp (λ) with a smooth function, the frequency response function of a high-pass B th order Butterworth filter [24] defined as follows:
where T is the cutoff frequency and B denotes the order of the filter. It can be observed that, with a nonzero T and B > 1/2, H B (λ) = 0 at λ = 0 and and a set of B values. The Butterworth filter is designed to have a smooth and maximally flat pass-band frequency response in magnitude. The value of B determines the transition band. If B approaches infinity and T = T 0 , H B (λ) becomes H stp (λ) except for λ = T . Therefore, with a sufficiently large B value, H B (λ) is an appropriate choice to approximate the step function H stp (λ). Parameter T approximates the nonzero tolerance value T 0 , which can also be viewed as a regularization factor. It has an advantage for the particular problem considered here. It can be seen from Eq. (8) thatλ wj is a divisor. A smallerλ wj value, therefore, results in a larger F ij . In the calculation of J(σ), the importance of small eigenvalues ofS wj and the corresponding eigenvectors is thus dramatically exaggerated. In the SSS scenario, it is well-known that the estimation for small eigenvalues of S w usually exhibits high variance. Thus, T helps to eliminate unstable small eigenvalues ofS w , resulting in a more stable solution. Now, we have a continuously differentiable J(σ)
that is ready for optimization.
The Optimization of J(σ)
The optimal σ, denoted as σ opt , is obtained by solving the equation ∂J(σ) ∂σ = 0 using an iterative optimization procedure since an analytical solution does not exist. The detailed derivation of ∂J(σ) ∂σ can be found in Appendix II and the complete optimization procedure is depicted in Algorithm 1.
First, we convert the maximization problem into a minimization problem by letting R(σ) = −J(σ). Then, we adopt the well-known quasi-Newton algorithm with a line search minimization [25, 26] . Given a starting point σ 0 , the quasi-Newton optimization method defines the sequence of σ(m) as follows,
where g(m) denotes the first derivative of R(σ), i.e., g(m) =
∂R ∂σ
| σ=σ(m) and U (m) denotes the second derivative. In the quasi-Newton algorithm, U (m) is approximated iteratively using the difference equation, i.e., U (m + 1) = Algorithm 1 The pseudo-code implementation of the proposed kernel optimization method.
1. Given training data, determine d 0 and set five starting points as
2. Set repetition counter t=1.
3. Set the initial kernel parameter σ(1) = σ 0 (t), the initial second derivative U (1) = 1, and the iteration counter m=1.
and go to step 4; otherwise, set m=m+1 and go to step 3.2 4. if t = 5, go to step 5. Otherwise, t = t + 1 and go to step 3
since a direct calculation of U (m) is complex and computationally demanding. α(m) > 0 defines the step size. It is calculated through a traditional cubic polynomial line search algorithm [27] so that the updated σ value, σ(m + 1), can satisfy the decrease condition, i.e., R(σ(m + 1)) < R(σ(m)), and the curvature condition, i.e., |g(m + 1)
| [25] . The line search algorithm guarantees the global convergence of the algorithm to a local minimum. The iterations stop if
We also need to set the starting point of the iterative procedure. As discussed earlier, σ 2 can not be too large or too small. In other words, the value of k(z i , z j ) = exp
, z i = z j , should be neither too close to 0 nor too close to 1. This indicates that an appropriate initial σ 2 could be set to be comparable to the value of ||z i − z j || 2 . The initial σ value is thus determined automatically as the average pairwise Euclidean distance between the training samples, denoted as
Since the Newton-based algorithm only guarantees to converge to a local minimum, we repeat the optimization procedure five times with different starting
The final σ, σ opt , is thus the one with the largest J(σ) value, i.e., σ opt = arg max σ J(σ).
Experimental Evaluation
In order to evaluate the effectiveness of the proposed method, five sets of experiments are conducted, including both simple two-class problems and more complicated multi-class problems. The first experiment evaluates the sensitivity of the proposed method in terms of the influence of the system parameters on the classification performance. The second experiment compares the proposed method with three competing solutions. In the third experiment, two optimization criteria J and J 4 are compared. The fourth experiment illustrates the performance under a practical severe SSS scenario, where the other methods may fail to apply due to the limited number of training samples. In the last experiment, the optimization of a Gaussian kernel with multiple parameters is examined.
The five different data sets used are the FERET face data, the Ionosphere data, the Breast Cancer data, the Vowel data and the Wine data. The FERET face data set is based on the well-known FERET database [28, 29] , which is widely used in the face recognition community. For the FERET face data, all face images are preprocessed according to the recommendation of the FERET protocol, which includes (1) images are rotated and scaled so that the centers of the eyes are placed on specific pixels and the image size is 150 × 130; (2) a standard mask is applied to remove non-face portions; (3) histogram equalization is applied and images are normalized to have zero mean and unit standard deviation. Then each image is finally represented as a vector of length 17154. The other four data sets are from the UCI benchmark repository [30] . Details on the configuration of the five data sets are provided in Table 1 . For all the five data sets, part of the data samples are randomly selected to form the training set while the rest are treated as the test set. The configuration of the training and test sets is in Table 1 as well. The partition of the training and test sets is repeated 30 times and the averaged results are reported.
Two kernel-based feature extraction methods, KDDA and GDA, are applied to each data set followed by a nearest center classifier to perform the recognition. The recognition performance is evaluated by the best (minimum) classification error rate obtained across different number of features.
KDDA and GDA are two well-known kernel-based feature extraction algorithms. They can be viewed as the implementation of the well-known LDA method in the kernel feature space. The key difference between the two algorithms is in the way the SSS problem is handled. It is well-known that LDAbased solutions often suffer from the SSS problem. Under the SSS scenario where the number of training samples per class is smaller than the dimensionality of the input feature space, the within-class scatter matrix is singular. This makes the optimization of the so-called Fisher's criterion a difficult prob-lem. When applying LDA techniques in the kernel feature space, the problem becomes even more severe due to the extremely high dimensionality of the kernel space. Therefore, solving the SSS problem is also a demanding task in the implementation of kernel-based LDA solutions. GDA attempts to solve the SSS problem by removing the null space of the within-class scatter matrix with a PCA routine as is done in the so-called Fisherface method [20] . In order to avoid the loss of discriminatory information residing in the null space of the within-class scatter matrix by GDA, KDDA seeks discriminative information in the intersection of the null space of the within-class scatter matrix and the range space of the between-class scatter matrix [31] . A detailed description of GDA and KDDA can be found in [8, 7] .
Experiment I: Sensitivity of the Proposed Solution
In this experiment, empirical performance sensitivity analysis with respect to different starting points σ 0 , order B and threshold T in the Butterworth filter is provided. . It can be observed from Table 2 that with different starting points, the algorithm converges to different local maxima. This indicates that repeating the searching procedure with different starting points is beneficial in locating the best local maximum. Table 3 shows the average σ (8) and (14) . These equations indicate that by decreasing the T value, smaller eigenvalues ofS w are allowed to be included in the summation. While as a divisor, a smaller eigenvalue will result in a larger J(σ). Thus, a larger σ 2 value that produces a kernel space with smaller eigenvalues ofS w will be selected.
After studying the effects of the three parameters on the objective criterion, we examine their effects on the recognition performance. Among these parameters, T has the most effects on recognition. Table 5 lists the classification error rates for KDDA and GDA with various T s. Although a different T results in a different σ 2 opt , the difference in the classification error rate is not significant, with variation less than 2% for most data sets. Nevertheless, it can be observed from Table 5 ) is preferred for both GDA and KDDA. On the other hand, for the other four data sets, a larger T is preferred (i.e., T = 10
gives worse performance) except for the Wine data with KDDA and Vowel data with GDA. As discussed earlier, T determines the effective ranks ofS w andS b and reduces the negative influence of small eigenvalues. Since in the SSS scenario, the estimation of small eigenvalues are usually unstable, giving rise to high variance, a larger T value suggests a stronger regularization and vice versa. Compared to the other data sets, the Breast Cancer data set has less severe SSS problem with only two classes and the most number (> 212) of training samples per class. Therefore, a more stable estimation of small eigenvalues is expected. This suggests that a weaker regularization factor, i.e., a smaller T value, is more suitable. This observation provides guidance in the selection of T : a larger T should be chosen when the SSS problem is more severe and vice versa. In addition, it should be noted that for KDDA on the Ionosphere data, the average error rate varies from 21.11 to 21.13 as σ 2 opt varies from 22.44 to 312.85. This indicates that kernel optimization does not always lead to significant performance improvement and the effects of kernel optimization may depend on the data and/or the kernel-based algorithm. Moreover, d 0 is a reasonably good guess when optimization routine is not desirable due to limited computational power.
Experiment II: Comparison with Other Kernel Optimization Methods
In this experiment, the proposed kernel optimization method is compared with the cross validation method, the scheme suggested by Xiong et al. in [9] and the target alignment method [12] .
For cross validation, among all training samples, one third of the samples for each class are used for validation, i.e., a three-fold cross validation is performed. The best σ 2 value is selected from {1, 10, 10 }. In Xiong's method, the objective kernel function is defined as:
) is the basic kernel and q(·) is of the form q(x)
The components of the set {a i , i = 1, ..., n}, named as the "empirical cores" in [9] , are chosen from half of the training samples for each class. The α i s are the combination coefficients optimized by maximizing the J 4 criterion. As suggested by the authors, the Gaussian kernel is used as the basic kernel and other system parameters such as γ are chosen under the cross validation framework. Those samples used as "empirical cores" are also used as validation samples. The initial learning rate η 0 and the iteration number are set to 0.01 and 400, respectively. In the target alignment method [12] , a transductive learning framework is adopted, in which both training and test data are assumed to be available priori to the actual learning procedure. The objective kernel matrix is defined as K = i α i ν i ν T i , where α i are the parameters to be optimized, ν i are the eigenvectors of a basic kernel matrix K c for both training and test data. In this experiment, K c is generated by using a Gaussian kernel function with σ = d 0 . The kernel parameter α i is optimized by maximizing the so-called target alignment criterion defined as
where y ∈ {−1, 1} N is the vector of labels of data samples from two classes. The target alignment method [12] is only proposed for two-class classification problems and its extension to multi-class classification problems is still under investigation. Therefore, in the comparison, the target alignment solution is only applied to the Breast Cancer and Ionosphere data sets. Tables 6 and 7 compare the average classification error rates as well as their standard deviation of KDDA and GDA using the kernel function optimized by the proposed method, cross validation, Xiong's method and the target alignment method, which are denoted as 'J', 'CV', 'Xiong' and 'TA' in the tables, respectively. The bold font denotes the best performance across the methods compared. From the results on individual data sets, the proposed method results in better performance in most cases. Xiong's method demonstrates good performance for two-class classification problems (the Breast Cancer data and Ionosphere data), while its deficiency on multi-class classification problems is obvious. In addition, on two-class problems, the proposed method outperforms the target alignment method except for KDDA on the Breast Cancer data set.
Experiment III: Comparison of Criteria J and J 4
In this experiment, the classification performance obtained using σ values optimized through the J and J 4 criteria is compared.
The same quasi-Newton method described in Section 2.2 is used for determining the optimal σ value with the J 4 criterion. The calculation of value is preferred. In contrast, the maximum of J(σ) consistently coincides with the minimum of the test error obtained by both KDDA and GDA. This indicates that J is a more effective criterion than J 4 in measuring the class separability in the kernel space. Table 9 compares the average error rates and their standard deviation of KDDA and GDA with corresponding σ 2 obtained through the J and J 4 criteria. The results demonstrate that the J criterion achieves similar or better overall performance than the J 4 criterion on various data sets. In particular, a substantial improvement can be observed on the Vowel data set.
Experiment IV: The Severe Small Sample Size Scenario
The severe SSS scenario, where only one or two samples per class are available for training, is frequently encountered in real-world face recognition applications [32, 33] . Kernel optimization becomes more difficult in this case. In this experiment, we study this scenario on the face data set. Among all 960 face images, two images per subject (2 × 91 = 182 images) are randomly selected to form the training set and the remaining 778 images form the test set.
As mentioned earlier, cross validation and Xiong's method can only be applied when sufficient training samples are available. If the number of available training samples is limited, these two methods may fail to apply. For instance, in the severe SSS scenario considered here, if only two training samples are available for each class, both cross validation and Xiong's method can not be readily applied for kernel-based LDA algorithms. This is because training an LDA-based machine requires at least two samples per subject but there is no extra sample left for validation or construction of the empirical core set. The target alignment method is inapplicable in the face recognition problem considered here either since it handles two-class problem only. In contrast, the proposed method is still applicable in determining the σ 2 value in the kernel function. Since we know that there is severe SSS problem, a larger
is used to perform a stronger regularization with B = 8. The optimization with the J 4 criterion and a heuristic parameter selection procedure are also performed for illustration. It was shown in [8] that the optimal σ Tables 10 and 11 , the proposed method gives the best performance with the smallest average error rate 28.09% and 30.61%for KDDA and GDA, respectively. In addition, the proposed J criterion also outperforms the J 4 criterion. Therefore, the proposed scheme provides a valuable solution to kernel optimization in the severe SSS scenario.
Experiment V: Optimizing Kernels with Multiple Parameters
Although the presentation of this paper is focused on the optimization of an isotropic Gaussian kernel with only one single parameter σ, the proposed method can be readily extended to multi-parameter optimization problems. In this experiment, the proposed solution is applied to optimize a Gaussian kernel with multiple parameters.
A generalized Gaussian kernel function is defined as
be the parameter vector, the problem thus becomes to optimizeσ by maximizing J(σ). The differences between the optimization of σ and the optimization of a single σ are in the calculation of the derivative of J and the update of the second derivative U (m) (Algorithm 1, step (3.5)).
∂J(σ) ∂σ
can be calculated as:
The approximated Hessian matrix U (m) is updated according to the well-known Broyden-FletcherGoldfarb-Shanno (BFGS) formula as follows:
The experiments in this section are performed on all data sets expect the FERET face data set, for which it is impractical to optimize the 17154 kernel parameters (since the dimensionality of the sample space is 17154). Due to its high input dimensionality, for face recognition applications, an isotropic Gaussian kernel with a single parameter is a more appropriate choice. In the experiments, we fix the starting point σ j0 = d 0 for j = 1, ..., J, T = 10
and B = 8. Table 12 shows the error rates and their standard deviation of KDDA and GDA using the generalized kernel function optimized by the proposed method, denoted as J M ulti . Through the comparison with the isotropic Gaussian kernel function with a single parameter σ (denoted as J in the table), it can be observed that a generalized Gaussian kernel function can further improve the recognition performance in some cases. In comparison with Xiong's method and the target alignment method, the improvement in terms of average error rate can be observed in most cases. However, it should be noted that the standard deviation of error rates when using a generalized Gaussian kernel is larger than that when using an isotropic one. This is explained as follows. Given the same number of training samples, compared to optimizing an isotropic Gaussian kernel, optimizing a generalized Gaussian kernel is more complicated since more parameters need to be estimated. Thus, a more severe SSS problem is encountered, which results in a larger estimation variance. How to improve the stability in optimizing multiple parameters is still an unsolved problem to be explored, which is left for future research.
Conclusions
In this paper, a novel kernel optimization method has been proposed for pattern classification tasks. We propose to use the classical class separability criterion defined as the trace of the scatter ratio for kernel optimization. Based on the recent decomposition proposed in [21] , a differentiable version of the criterion is developed for the isotropic Gaussian kernel. Experimental results on five different data sets, including both two-class and multi-class problems, demonstrate that the proposed method achieves the best overall recognition performance with two kernel-based algorithms, KDDA and GDA, compared with the cross validation method, Xiong's method and the target alignment method. In particular, it provides a valuable kernel optimization solution in the severe SSS scenario. Furthermore, a multi-parameter kernel optimization problem is solved with the proposed method for illustration. Finally, we would like to point out that although only the Gaussian kernel is discussed in this paper, the approach introduced in this paper can be extended to the optimization of other differentiable kernel functions as well. 
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Appendix II -Calculating the Derivative of J(σ) 
where I is an identity matrix and A + denotes the pseudo-inverse of A. In addition,
is an N × N symmetric matrix and ∂k(z ij , z mn ) ∂σ can be further expressed as 
Appendix III -Calculating the Derivative of J 4 (σ)
From [9] , for the Gaussian kernel, tr(S b ) and tr(S w ) can be expressed as:
where 1 N denotes an N × N matrix with each element equal to 1.
Therefore, ∂J 4 ∂σ can be expressed as:
and 
