analyses under an animal model has been described for the univariate case. This model includes animals' additive genetic merit as random effect and accounts for all relationships between animals. In addition, other random factors such as common environmental or maternal genetic effects can be fitted. This paper describes the extension to multivariate analyses, allowing for Recently this has been considered more formally and from a Bayesian point of view ( eg Im et al, 1989) . Even if these conditions are only partially fulfilled, ML estimates are often considerably less biased by selection than their AOV counterparts (Meyer and Thompson, 1984 (Meyer, 1989 denote the matrix of covariances between random effects where r denotes the number of random factors in the model (apart from residual errors). Assume there are r * < r(r&mdash; 1)/2 covariances between the r random factors. The total number of parameters to be estimated is then s = q(q + 1)(r + 1)/2 + q 2 r * .
The likelihood
As outlined previously (Meyer, 1989) (Searle, 1982 (Searle, 1982 Meyer (1989) . The so-called Simplex procedure of Nelder and Mead (1965) Transforming the data vector to the augmented MME, (4), can be replaced by with G * = (Q-' x I!r)G(Q-T x I nr ). Absorbing all rows and columns of M * into y * 'y * then directly yields the quadratic in the data vector required in (3), ie
The log determinant of the coefficient matrix, logIC1, calculated when operating on M * rather than M, however, has to be adjusted for the fact that R-1 has been factored out.
with nf * = NF* /q, C * = (Q' x 1,, f +,,,)C( Q x I nJ + nr ) and P * = (Q-T X I n )P(Q-1 x In). (Meyer, 1985 For y * = (S x I,,)y, then variance matrix of the transformed data vector, V * = Var(y * ), the coefficient matrix C * and projection matrix P * (based on (14)) are block-diagonal for traits (Meyer, 1985 Absorbing rows and columns q + 1 to q + n f + nr into the first q rows and columns then yields q(q + 1)/2 terms y!Pi y&dquo;l, and yi p i Y i can be calculated according to (22) .
For univariate analyses, the error variance can be estimated directly from the residual sums of squares, ie the quadratic in the data vector at the end of the Gaussian Elimination steps (Graser et al, 1987 (1987) and Harville and Callanan (1990) where the first levels of the latter two were set to 0 to account to X not of full column rank.
Analyses for both models were carried out for data of a general structure (strategy I: M of form (4)), and accounting for the fact that design matrices for both traits were equal (strategy II: M of form (14)), utilizing the canonical decomposition of the error (E) and additive genetic covariance (T A ) matrices to obtain a transformation of the data which diagonalized the submatrix of G * pertaining to animals. In addition, for the analysis under model 1, strategy III used the 'concentrated' likelihood approach, estimating residual covariances directly, while strategy IV used the parameterization to characteristics of the canonical transformation with a nested 2-stage search procedure (M of form (18) (Box, 1966) . Use of a NAG library subroutine (E04CCF) which incorporates modifications of the Simplex procedure, as suggested by Parkinson and Hutchinson (1972) 
