This paper deals with Principal Components Analysis (PCA) of data spread over a network where central coordination and synchronous communication between networking nodes are forbidden. We propose an asynchronous and decentralized PCA algorithm dedicated to large scale problems, where "large" simultaneously applies to dimensionality, number of observations and network size. It is based on the integration of a dimension reduction step into a Gossip consensus protocol. Unlike other approaches, a straightforward dual formulation makes it suitable when observed dimensions are distributed. We theoretically show its equivalence with a centralized PCA under a low-rank assumption on training data. An experimental analysis reveals that it achieves a good accuracy with a reasonable communication cost even when the low-rank assumption is relaxed.
Introduction
Dimensionality reduction plays an important role in solving large scale machine learning problems where input data usually consists of a huge number of observations in a high-dimensional space. Classification, regression, or similarity ranking of such raw data often raise computation and storage issues. In practice, the intrinsic dimensionality of observed phenomena is much lower than the extrinsic dimension of the input space. Dimensionality reduction then aims at pro-jecting input data into a lower-dimensional space such that subsequent learning stages keep a maximal accuracy.
Principal Components Analysis (PCA) is a linear approach to dimensionality reduction [1, 2] . Given a sample matrix X ∈ R D×n made of n observations in R D , PCA finds an orthonormal basis U ⋆ = [u 1 . . . u q ], u k ∈ R D that projects the input sample X into the q-dimensional subspace, q < D, that retains the maximal variance in X. Equivalently, the PCA solution is the linear projection that best conserves the Gram matrix (i.e., the matrix of pairwise inner-products):
The optimal conservation of the inner product makes PCA particularly suited to feed algorithms that solely rely on the inner product instead of the input data [3] (e.g., Support Vector Machines). PCA enjoys a closed-form solution, as U ⋆ is made of the q leading eigenvectors of the sample covariance matrix [2] :
where µ = 1 n X1 is the sample mean (2) Like most statistical learning tools, PCA was formulated for centralized setups where all data are available at a single location. This assumes that the solution can be computed by a single machine and that all intermediary results fit in the main memory. However, this assumption is unrealistic in most applicative fields that deal with very large sample matrices. For instance, in biomedical, multimedia, or remote sensing applications, D and n often grows up to millions. The sample and covariance matrices then scale in Terabytes. Moreover, the O(D 3 ) complexity of covariance eigendecomposition translates into an exa-flop computation cost. Besides, along with the democratization of connected devices, data tends to originate from an increasing number of distributed sources with reasonable computing capacity, immersed in large unreliable networks without any central coordination. This has led to a number of so-called Distributed PCA algorithms, designed to deal with the spread of input data over multiple networking nodes.
Because computing µ and C would involve the full data X which is unknown to individual nodes, distributed PCA requires dedicated algorithms combining node-local optimization and inter-node communications. Distributed PCA encompasses two main scenarios, depending of the way the entries of X are spread over the networking nodes. Consider a network made of N (strongly-connected) nodes. In a Distributed Samples (DS) scenario, each node i holds a distinct sample X i ∈ R D×n i of n i observations (i.e., the columns of X are distributed). Con-versely, in a Distributed Coordinates (DC) scenario, each node holds all n observations, but only gets a subset X i ∈ R D i ×n of their components (i.e., the rows of X are distributed). On average, each X i is then N times smaller than X, thus n i ≪ D in DS case while D i ≪ n in DC case. No assumption is made on their exact sizes, as they may be very different at each node. In both DS and DC scenarios, a typical objective is to provide all nodes with compressed representations of their locally-hosted observations that account for the contribution of all components. Nodes then have to find a consensus basis U ⋆ that minimizes the PCA objective defined in Equation (1) over the complete data. Usually, one also wants an operator that allows projection of future observations into the same output space, but not all approaches are able to provide such operator at a low cost. In spite of similar goals, the DS and DC scenarios have been tackled separately with very different approaches in the distributed PCA litterature [4] .
In this work, we consider the asynchronous decentralized PCA problem, which specializes distributed PCA by adding the following constraints:
(C1) No sample exchange -Samples cannot be exchanged between nodes, for size, privacy or property reasons.
(C2) Asynchrony -Nodes must never wait for each other.
(C3) Decentralization -All nodes and links must play the same role. Formally, nodes and links must be selected for communication with the same probability and all nodes must run the same procedures.
(C4) Consensus -All nodes must obtain the same orthogonal basis. Node-local solutions must allow projection of future observations. Satisfying these four constraints, a distributed PCA algorithm gains applicability to a wider range of networking situations such as sensor networks, Internetenabled multimedia devices, cloud computing systems, etc, where central coordination or synchronous functioning can be inapplicable.
In this paper, we propose a decentralized and asynchronous algorithm called Asynchronous Gossip Principal Component Analysis (AGPCA) that satisfy all the above constraints. Our algorithm is a revision and extension of previous work presented in [5] . The original contributions of this paper are the following: -We give a formal and in-depth description of AGPCA in the DS case, as well as the intuitions leading to the algorithm.
-We propose an extension to the DC case through a dual transcription.
-Provided a low rank property is met on the data, we give a theoretical garantee that AGPCA yields the exact solution of the centralized PCA.
-We present experiments for both DS and DC scenarios, as well as results for various network topologies.
The remaining of this paper is organized as follows: In the next Section, we detail related works on distributed PCA algorithms. Then, we present our AGPCA algorithm for the DS case in Section 3. We present the extension to the DC case in Section 4. In section 5, we theoretically show that the output of AGPCA is identical to a centralized PCA under a low-rank assumption on the data. The last section gathers experimental results both in DS and DC case, before we conclude.
Related Work
In this section, we present existing algorithms for distributed PCA. We first present methods that integrate prior information on the input data. Then, we compare existing algorithms in terms of decentralization and asynchrony. Finally, we discuss the benefits of approaches based on model aggregation over those based on iterative optimization passes over the data.
Prior knowledge about input data
Existing distributed PCA approaches can be first distinguished by their level of prior knowledge about the input data matrix X. Indeed, X can either carry node-local observations independently of their network relationships or integrate properties of the network graph itself. In the latter case, a typical object of interest is the adjacency matrix of the weighted network graph, whose entries correspond to some scalar relationship between nodes. For instance, when these entries represent estimated geographic distances between neighbouring sensors, their absolute geographic position can be recovered by computing the three principal components through distributed PCA [6] .
Other methods have considered the case where the data distribution inherits specific characteristics from the network structure, such as statistical dependencies. This happens when, e.g., data is generated by flowing through directed paths along the network structure, thus making data at downstream nodes dependent of data at upstream nodes, but independent from each other. Properly modeling these statistical dependencies through Graphical Models, either undirected (e.g., Decomposable Gaussian Graphical Models [7] ) or directed (e.g., Directed Gaussian Acyclic Graphical Models [8] ), one can benefit from the natural sparsity of the concentration matrix (i.e., the inverse covariance) or its Cholesky factor to estimate the principal subspace with reduced communication costs.
On the contrary, in this work the network topology has no relevance in the desired result, as information is solely carried by the nodes and not by the links. Still, link-related data can be seen as observations relative to one or both of their ends, making methods aimed at node-related data suitable for link-related data.
Decentralization and asynchrony
Another classification criterion separates decentralized approaches from those which assign node-specific roles and asynchronous approaches from those based on synchronous communications.
In [9] , a parallel PCA algorithm is proposed. Sufficient statistics X i 1 and X i X ⊤ i are locally computed at all nodes and transmitted to a master node that performs a global Singular Value Decomposition (SVD) to obtain the PCA result. This approach is only suitable when the master node can handle the O(D 3 ) complexity of the SVD and assumes that D ×D covariance matrices can be exchanged on the network, which is unrealistic in many large scale contexts.
In [4] , a distributed PCA algorithm for the DC scenario is proposed. Exchanging only q × q matrices, nodes iteratively maximize the variance retained by the reduced basis. Even though the process is decentralized, nodes have to update their estimates synchronously before performing any further computation, thus violating (C2). The whole system performance is then limited by the slowest networking node. Moreover, synchronous updating is hard to sustain in large networks and can result in overwhelming idle phases even when nodes have identical computing resources.
A fully asynchronous and decentralized Power Iteration method is proposed in [10] using random matrix sparsifications and a nested Sum-Weight Gossip averaging protocol to reduce communication costs. However, its original formulation only provides the first principal component. Synchronous passes would be required to sequentially obtain the next ones.
Multiple passes over the data vs. model aggregation
An important feature of some methods is to require only one pass over nodelocal data. This is the case of [9, 11] , contrarily to [6, 10] which require multiple access to the X i because of their iterative optimization scheme. Temporary access to data is frequently considered in online approaches like [4] to handle stream data under short-time ergodicity and stationarity assumptions.
In [11] , the authors propose an operator to aggregate Mixtures of Probabilistic PCA models (MPPCA, [12] ) in a maximum-likelihood sense, without resorting to the original data used to train the models. Multiple models can thus be trained in a first phase, and aggregated in a second phase. Used in conjunction with the Gossip optimization framework proposed in [13] , one can easily obtain a decentralized and asynchronous PCA algorithm. However, as developped in [14] , model aggregation give best results when models are further selected through neighbors cross-validation, which seems non-trivial to achieve in an asynchronous fashion.
In [15] , the authors first compute sufficient local statistics and aggregate them by means of a distributed consensus algorithm before locally computing PCA on the aggregated statistics. Aggregation of the local statistics requires exchanging D × D matrix estimates, which can be prohibitive for high-dimensional input spaces. Our approach is akin to [15] , but solves this problem by computing PCA before the distributed aggregation.
Asynchronous Gossip PCA for Distributed Samples scenario
In this section, we introduce our proposed AGPCA algorithm, which is suitable for both DS and DC scenarios. This section details AGPCA for the DS scenario. We present the extension of AGPCA to the DC scenario in the next section.
In a DS scenario, each node hosts a local sample
In such scenario, AGPCA provides all nodes with the same orthogonal basis U ⋆ ∈ R D×q that spans the q-principal subspace of the full covariance matrix C as defined by Equation (2). Each node i can then project its local data X i to obtain Y i = U ⋆⊤ X i , where Y i ∈ R q×n i is the compressed representation of X i . Importantly, any future observation x new can be compressed in the same way: y new = U ⋆⊤ x new , even if X i is deleted or was only accessible during training (e.g., streaming data case).
The intuition behind AGPCA is built upon the following 4 main principles:
1. Distributed PCA can be formulated as a distributed averaging of covariance matrices followed by local eigendecompositions. 2. Asynchronous and decentralized averaging of covariance matrices is possible through Sum-Weight Gossip consensus protocols [16] . 3. By properly defining uniform scaling and sum operators for orthogonal bases, we can extend the Sum-Weight Gossip protocol to exchange only the
Upon receipt of (a j , U j , L j , w j )
3:
end for 8:
end loop q leading eigenvectors of the local covariance matrices, and consequently achieve a better network efficiency. 4. Using the duality between the eigendecomposition of the covariance and Gram matrices through Singular Value Decomposition (SVD), we can compute the local Gram matrices (n i × n i ) instead of the local covariance matrices (D × D) and consequently reduce the memory usage at each node.
In the remaining of this section, we detail each of these points leading to AG-PCA procedures for the DS scenario to be concurrently run at each node as presented in Algorithm 1 and 2 1 .
Distributed PCA as a distributed averaging problem
From Equation (1), the sample correlation matrix XX ⊤ and the sample sum X1 are sufficient statistics to compute the PCA solution. As observed in [15, 9] , these statistics can be obtained by computing partial statistics X i 1 and X i X ⊤ i at each node i and summing over i. As a result, the full sample mean and covariance matrix can be computed as a distributed average of locally-computed means
Provided these weighted averages are computed in a decentralized and asynchronous fashion, all nodes get the full covariance matrix C. Locally eigendecomposing C at every nodes finally gives the global PCA solution U ⋆ . Remark that X i 1 and X i X ⊤ i are easily computed together in a single pass over X i . Also notice that once local sufficient statistics are computed, input samples can be dropped without concern. Therefore, such a scheme is suitable when streaming data.
Gossip protocols for asynchronous decentralized averaging
To compute Equations (3-4) in a decentralized and asynchronous fashion, AG-PCA uses a Sum-Weight Gossip protocol [16, 17] .
Sum-Weight protocols are an asynchronous subclass of Gossip consensus algorithms for distributed averaging. Gossip consensus algorithms proceed by iterative linear combinations of node estimates through randomized communications.
An example of Gossip averaging protocol is Newscast [18] . In Newscast, random node pairs regularly average their estimates until reaching consensus. Assuming each node i holds a local vector estimate v i in a vector space V, at any random time t two random nodes s and r awake, exchange their estimates and update as follows:
This update rule entails two properties:
• Mass conservation. The sum of the estimates over the network is conserved:
• Convergence to consensus. The variance of the estimates tends to zero:
A trivial consequence of these properties is ∀i, lim t→∞ v i (t) = 1 N j v j (0). Unfortunately, Newscast requires synchronous updating of random node pairs, thus violating constraint (C2).
Sum-Weight protocols aims at removing pairwise synchronization by adding a new estimate w i ∈ R called weight, with initial value w i (0) = 1. In contrast to Newscast, all nodes send their current sum and weight to randomly selected neighbors following independent Poisson emission clocks and select targets independently at random without waiting for their answer. The update rules of the sender node s and receiver node r are modified as follows:
As first shown in [16] under synchronous assumptions, and then in [17] for the general case, the quotient of the two estimates converges to the desired average.
Moreover, convergence to the consensus is exponential provided that the network has a sufficient conductance [19] . In this case, the number of message exchanges required to achieve a given estimation error ε scales logarithmically with the number of nodes and ε.
As weighted averages, µ and C can be estimated using the above-defined SumWeight protocol, by defining node-local estimates a i (t), B i (t) and weights w i (t) such that:
By applying the Gossip protocol defined by Equations (6-7) to a i (t),B i (t) and w i (t), we get a covariance estimate C i (t):
Note that initial estimates C i (0) are the covariance matrices of their corresponding X i . The limit in (8) shows that each
tends to the global mean µ and each C i tends to the global covariance matrix C:
Once each node gets a sufficiently accurate estimate for C, the final PCA result can be locally computed at any node i by eigendecomposition of C i . Remark this strategy, which will be referred to as Late-PCA in the rest of the paper, is used in [15] in a synchronous consensus framework. Yet it suffers one major drawback: updating estimates B i using Equations (6-7) requires transmission of D × D matrices, which can be too large to exchange on the network. In [5] , we thus proposed to reduce matrices B i by means of local PCA before their transmission, resulting in what we called an Early-PCA scheme.
Gossiping in the compressed domain: Early PCA
There are two main reasons that make the Late PCA approach unwanted, both based on the fact that such a scheme does not benefit from the rank-deficiency of the local covariance matrices implied by n i ≪ D. Firstly, the size of exchanged information is homogeneous to the input statistics (D × D), not to the output result (D × q). Therefore, we vainly exchange information that will be canceled in the end, because dimensionality reduction happens after the distributed averaging phase. Secondly, the distributed nature of the process does not allow any computational advantage for high dimension, since all nodes have to perform the same O(D 3 ) eigendecomposition operation. Consequently, if the eigendecomposition of C is the computational bottleneck due to large values of D, the distributed scheme is unlikely to bring any speed-up gain.
The Early-PCA approach aims at moving the dimension reduction step before the distributed averaging step, in order to take advantage of the rank deficiency of C i . To this purpose, we reformulate the updates rules in Equations (6-7) so as to handle eigenpairs instead of the full matrices B i . This allows us to implicitly compute the average of very large matrices without ever resorting to their explicit form but rather using their factorized expression.
Observe that the senders update rule (6) is a simple uniform scaling. Assuming s holds the decomposed form U s L s U ⊤ s of its estimate B s , the update is simply:
This update leads to the emission procedure of AGPCA to be concurently run at every node of the network, as presented in Algorithm 1.
Adapting the receivers update rule (7) is slightly more involving since we need to compute the eigendecomposition of a sum of two matrices given their own eigendecompositions. We propose to rely on the well-known Orthogonal Iterations technique (as in [6] ) to fit an orthonormal basis to the principal subspace of an input matrix by iterating QR decompositions. Assume B s (t) and B r (t) are respectively factorized as
Starting from a random D ×q basis Q 0 , and denoting by QR(·) the economy QR decomposition, we iteratively compute
Q τ tends to become an orthonormal basis for the q-principal subspace of B s (t) + B r (t), with corresponding eigenvalues on the diagonal of R τ . Thus, Q ∞ gives U r (t+1) and the diagonal entries of
The parentheses in Equation (13) by Q τ , resulting in a q × q matrix. By doing so, we never store any D × D matrix, and the QR decomposition is rather performed on a D × q matrix.
Finally, the dominant eigenvectors U ⋆ of C i are obtained by locally computing its eigendecomposition using Orthogonal Iterations (parentheses are also added to highlight the computational gain):
This update leads to the reception procedure concurrently run at every node and presented in Algorithm 2.
Since typically q ≪ D, combining Algorithms 1 and 2 allows to define an averaging protocol that exchanges D × q messages while staying equivalent to the original Sum-Weight protocol defined by Equations (6-7), provided that the rank of XX ⊤ is lower than q. This is formally supported in the theoretical analysis presented in Section 5.
Dual relation between covariance and Gramian eigendecompositions
While Early-PCA gets rid of D × D entities in the networking step, we can further avoid D × D matrices in the entire algorithm. This is particularly useful when covariance matrices do not fit in node memory. To this end, we must avoid explicit computation and storage of the initial B i (0) locally computed in Equation (9) , reminding that we are only interested in their q principal subspace. Thankfully, the eigendecompositions
, through their well-known relation with the Singular Value Decomposition (SVD) of X. Indeed,
Then,
We thus compute, store and factorize
(which is D × D) and obtain U i and L i with no additional storage cost.
Asynchronous Gossip PCA for Distributed Coordinates scenario
In this section, we present the DC scenario and show that AGPCA can solve it as well. Contrarily to the DS scenario, each node hosts a local sample Z i ∈ R D i ×n made of D i ≪ D dimensions of the same set of n observations. The full data Z corresponds to stacking the Z i in rows:
Observations thus lie in the direct sum of the locally observed subspaces i R D i . Let µ = Z1/n denote the data mean andZ = Z − µ1 ⊤ the centered data. In DC scenarios, it is useless to provide nodes with a D × q orthogonal basis since nodes only hold part of the input vectors and are thus unable to perform Algorithm 3 AGPCA-DC Emission Procedure Upon receipt of (V j , L j , w j )
for t ∈ [0, max t[ do 6:
end loop the projection. Instead, AGPCA directly provides a compressed representation Y ≡ U ⋆⊤Z that account for all dimensions of all observations. Using the same ideas that allowed us to improve the efficiency in the DS case, we rely on the duality between the covariance and the Gram eigendecompositions. Recall that
Introducing the SVD of the centered dataZ = UL
Clearly its eigendecomposition is V(L/D)V
⊤ = V(nL ⋆ /D)V ⊤ , and D = 1 D (Z − 1 n Z11 ⊤ ) ⊤ (Z − 1 n Z11 ⊤ ) = I − 11 ⊤ n Z ⊤ Z D I − 11 ⊤ n(19)
Observing that Equation 19 only involves
is a weighted average of the locally-computable uncentered Gram matrices Z ⊤ i Z i . This average can be computed using the same protocol as for the DS case, defined by Equations (12) (13) . Using the factors V and L/D of D in Equation (18), we can obtain the compressed representations scaled by √ D. For most applications, this scaling factor has no impact. In applications for which the output basis needs to be orthonormal (and not only orthogonal), the scale can be recovered by gossiping D i with an initial weight on 1, provided the size of the network is known at each node.
Early-PCA aggregation in DC scenarios
Clearly, the Early-PCA aggregation scheme described in Section 3 also applies: We only need to compute and exchange the eigendecomposed forms Z
Since local Gram matrices are n × n and are much larger than the local correlation matrices (of size D i × D i ≪ n × n), we use the same dual property as in Section 3 to obtain the Gram eigendecomposition from the local correlation matrices
can then be obtained at a low storage and computation cost. The corresponding emission and reception procedures are shown in Algorithms 3 and 4.
Once the averaging protocol has provided all nodes with the eigendecomposition of Z ⊤ Z/D, we can locally apply Orthogonal Iterations to Equation (19) to obtain the eigendecomposition V(L ⋆ /D)V ⊤ of D at all nodes. Each node finally computes the full compressed data using Y = n(L ⋆ /D) 1 2 V ⊤ . This shows that using our AGPCA strategy, we can efficiently solve distributed PCA for both DS and DC scenarios by just swapping the roles of covariance and Gram matrices. A nice consequence is that theoretical results in one case hold in the other one.
Projection of subsequent observations
In DC scenarios, projecting future observations is not as straightforward as in the DS case, because new observations generate new entries in all nodes. Thus, all nodes have to participate in the projection of new observations. Remark the compressed representation y of a new observation z is computed by:
Observing that 
Theoretical analysis
In this section, we theoretically prove that AGPCA yields the same solution as a centralized PCA, provided assumptions are made on the rank of input data. We limit our analysis to the DS case, as the same arguments can easily be translated to the DC case by substituting the covariance matrices by the Gram matrices. Noting X ∈ R D the input data, this result is expressed in the following theorem: Theorem 1. If rank(X) ≤ q, then AGPCA yields the exact solution of a PCA run over X:
PROOF. The centralized PCA uses the following eigendecomposition:
The proof sketch is as follows: We first show that the local decompositions
perfectly reconstruct the local data X i . Then, we show our Gossip protocol aggregating the U i allows for a perfect reconstruction of i X i X ⊤ i at every node. The proof is completed by remarking AGPCA provides the eigendecomposition of the covariance matrices obtained from the reconstruction of i X i X ⊤ i . To prove local factorizations induce no loss of information, we use the assumption that rank(X) ≤ q. We thus have:
Let us denote H q = span(X) ⊂ R q . Since at any node i, X i is a subset of X, we have span(X i ) ⊆ H q , and consequently rank(X i X ⊤ i ) ≤ q. It follows that the initial local decompositions keeping only the q leading eigenvectors (the others being associated with null eigenvalues) perfectly reconstruct the local correlation matrices:
Considering the Gossip averaging, we first prove our update rules in Equations (12-13) are equivalent to the Gossip updates in Equations (6-7). Remark that a s and w s are explicitly updated using Equation (6-7). Checking validity of the sender update of B s (line 6 in Algorithm 1) is trivial:
On the receiver side, provided that span(U s (t)) ⊆ H q and span(U r (t)) ⊆ H q , using Othogonal Iterations to obtain the q leading eigenvectors of the weighted sum has two interesting properties: The reconstruction is perfect, that is
and the obtained basis is in the same subspace, i.e., U r (t+1) ⊆ H q . These properties come from the fact that span(U r ∪U s ) ⊆ H q , and thus rank(U r (t)L r (t)U r (t)
⊤ /2) ≤ q Remarking that initially ∀i, span(U i (0)) ⊂ H q , it follows by induction that at any time t:
That is, Equation (13) is equivalent to Equation (7). Convergence of Equations (6-7) to the network average at all nodes has already been proved [16, 17] . For completeness though, we show that Equations (6-7) drive all C i to C. Let us introduce the Euclidean errors E i between covariances locally reconstructed by our protocol and the exact covariance matrix:
From Equations (9), and (3-4), we have n = i w i (0),
According to Equations (6-7), each single entry of (B i , a i , w i ) is identically updated. The following Lemma then shows that every quotient of B i or a i and w i tends to its network average (the proof is deferred to Appendix A):
Lemma 2. Under update rules in Equations (6-7):
In turn, it implies that both terms in Equation (26) tend to zero, and therefore entails the convergence of local estimates to the covariance matrix:
Experiments
In this section, we experimentally evaluate AGPCA, both on synthetic and natural data. Experiments for Distributed Samples and Distributed Coordinates scenarios are reported separately. Synthetic data were obtained by sampling n observations from a D-dimensional Gaussian distribution, which covariance matrix was arbitrarily generated with rank p ≪ D and such that all dimensions are correlated in R D . For natural data, we used the MNIST handwritten digits dataset, which contains 60000 grayscale images of 28 × 28 pixels, that is, D = 784 [20] . Unless specified, the network is assumed fully connected, sender-receiver pairs being uniformly selected at random. 
Distributed Samples scenario
In DS scenario, the objective of AGPCA is two-fold : (i) providing all nodes with the same projection matrix U, (ii) making U as close as possible to the solution U ⋆ of a centralized PCA solution computed over the aggregated network data X. We thus measure the average Euclidean reconstruction error between the locally reconstructed covariances C i and the exact C, defined by E = C i (∞) − C 2 F / C 2 F . We considered three cases: q = D, q = p, and q < p:
• When q = D, the centralized PCA solution U ⋆ reconstructs the covariance with zero error. In this case, experiments on synthetic data show that AGPCA asymptotically provides all nodes with the exact U ⋆ . Figure 1 illustrates the convergence to this optimum versus time and show that both Early and Late PCA strategies allow a perfect reconstruction.
• When q = p ≪ D, Figure 2 confirms the theoretical result of Theorem 1, as convergence to the optimum still holds if the intrinsic dimension p of X is lower than q.
• By contrast, when q < p, the ideal projection itself accounts for less than 100% of the variance in the data. In such case, AGPCA still guarantees that all nodes converge to the same projection matrix U. This ensures that any observation is projected into the same output space whichever the node we consider. However, the error induced by the Orthogonal Iterations steps leads to a slight deviation from the optimal global PCA solution U ⋆ . Experiments reported in Figure 3 for various q reveal that even for high compression rates, the deviation from the optimal basis is still very low. Similar experiments were conducted on the MNIST dataset, whose intrinsic dimensionality was shown in previous works to be much lower than D = 784. Figure 4 highlights that AGPCA achieves the same reconstruction error as a centralized PCA up to the numerical precision for q ≥ 75. For lower values, it is slightly suboptimal, but the deviation is kept under 1% until q = 3, and always under 2%. Figure 4 also shows that the convergence rate of the aggregation protocol is not impacted by switching from a Late PCA to an Early PCA scheme. Interestingly, lower values for q bring faster convergence.
Concerning communication costs, the efficiency of AGPCA is illustrated in Figure 5 . This figure displays the number of messages each node has to emit in order to reach convergence (convergence is assumed when E improves by less than 0.01% between two message events). This number of messages per node appears to logarithmically scale with the number of nodes in the network. This ensures easy scaling to large networks.
Distributed Coordinates scenario
In a DC scenario, our accuracy criterion is still the Euclidean reconstruction error, but it is now computed as E = Y T i Y i − X T X . To evaluate AGPCA in such scenarios, we spread a synthetic dataset similar to Figure 1 by assigning a uniformly drawn number of dimensions D i to each node i, such that node 1 gets the D 1 first dimensions, node 2 gets the next D 2 and so forth, and such that i D i = D = 10000. In this scenario, Figure 6 shows that AGPCA behaves identically to the DS case, which is a logical consequence of using the same strategy.
Influence of network connectivity
Network topology usually has a great impact on speed, accuracy or even applicability of distributed learning algorithms. Gossip protocols have long been acclaimed for their fine behavior in a wide range of networking situations. It is worth highlighting that the Sum-Weight protocol used in AGPCA can be used to build asynchronous generalizations of broadcast, spanning tree, workers-master and scale-free connectivity:
• In an asynchronous broadcast scheme, senders still waken independently, but the same message is sent to all their neighbors. To obtain a broadcast protocol, we just need to replace the 1/2 coefficient in (6-7) by 1/N to respect mass conservation.
• In an asynchronous spanning tree communication scheme, the network has only N −1 links, which is the minimal number of links such that the network stays connected. In our experiments, we used the worst conditioned nondegenerate tree topology where nodes have at most 3 neighbors.
• In a workers-master scheme, N −1 nodes called workers hold local datasets and can only send messages to a single master node. This master is allowed to send messages to all workers, and may hold a local sample or not (if not, its estimates are initialized to 0). In our experiments, we considered two settings. In the first one, the workers and the master are selected for emission with the same probability, i.e., the master works at the same frequency as the workers. In the second one, the master is selected N times more often than workers, e.g., assuming it is a high-throughput server. • An example of a scale-free network is the Barabási-Albert (BA) random graph model, which has a power-law distribution of node degrees. Nodes are connected to random neighbors such that the number of nodes having k neighbors scales in k −3 .
We run AGPCA for each of these connectivity models, varying the number of involved nodes (synthetic data similar to Figure 1 ). Figure 7 displays the number of messages per node to reach convergence (in the same sense as Figure 5 ) and compares it to the fully-connected setup we considered so far. Broadcast, workers-master and spanning tree schemes exhibit a poor scaling which appears linear with the number of nodes. By contrast, full and BA connectivity show a logarithmic dependence of the communication costs on the network size. In the workers-master case, we can recover a logarithmic scaling by allowing the master to communicate N -times faster than the workers (in practice, such performances at the master can be unrealistic).
The poor behavior of the broadcast scheme can be explained by remarking that senders always emit N − 1 messages containing identical estimates. In the point-to-point case each message integrates the contribution of all preceding updates, thus making estimates mixing much faster. Concerning the spanning tree topology, its bad mixing properties have long been studied in the Gossip protocols and rumor spreading litterature. Due to its high average path length, information must flow, on average, through a much larger number of intermediary nodes to transit between any two peers.
To summarize, AGPCA, like asynchronous Gossip protocols in general, are best-suited for networks with maximally randomized communications and lowest average path lengths.
Conclusion
We presented an asynchronous and decentralized algorithm to solve PCA when data is spread over a network. Based on the integration of a dimensionality reduction operator into a Sum-Weight gossip averaging protocol, it is best suited for large setups with high extrinsic dimension, massive samples and large networks. Unlike other algorithms, it is applicable both in Distributed Samples and Distributed Coordinates scenarios, thanks to the duality between covariance and Gram matrices decompositions. Our theoretical and experimental studies show that it is formally equivalent to running a traditional PCA when the complete data has an intrinsic dimension lower than the output dimension, otherwise providing a low-error approximation of the optimum.
Perspectives include application to large-scale dimension reduction problems, where traditional methods are unapplicable, such as signatures compression in web-scale multimedia retrieval. Besides, while we considered a static scenario where data is provided all at once, Gossip protocols also enjoy nice dynamics when data and/or connectivity are time-evolving. Our approach could then be extended to deal with time-related phenomena, such as concept drift and dynamic networks. In words, τ (A) corresponds to the maximum L 1 distance between any two rows of A. A has equal rows if and only if τ (A) = 0. When P(t) is the forward product of t realizations of a scrambling random matrix K, [22] states τ (P(t + 1)) = τ (P(t)K(t + 1)) ≤ τ (P(t))λ 2 (t),
where λ 2 (t) is the second largest eigenvalue of K(t + 1). Then, τ (P(t)) ≤ λ t 2 , where λ 2 is the maximal second largest eigenvalue over all realizations of K. K(t) being row-stochastic, we have 0 < λ 2 < 1. Hence, lim t→∞ τ (P(t)) = 0
Recalling that x ⊤ (t) = x ⊤ (0)P(t), if P(t) has equal rows we get ∀i, x i (t) w i (t) = j x j (0)P ji (t) j w j (0)P ji (t) = P 1,i (t) j x j (0) P 1,i (t) j w j (0)
Simplifying P 1i (t) yields our final result:
