ABSTRACT This paper focuses on establishing a Petri net (PN)-based deadlock prevention policy for large-scale systems whose state spaces are prone to the explosion problem phenomenon. When using the reachability analysis technique, the main burden is that the number of states grows exponentially with respect to the PN structure and, thereby, synthesizing a lively controlled Petri net model (PNM) becomes an extremely complex procedure. The proposed method reduces the initial marking of the PNM to reduce the size of the reachability graph. Such a reachability graph is reduced exponentially and the activity places are derived iteratively using a well-established invariant-based control method. When the PNM becomes live, the control places are integrated to the original PNM and, therefore, the advantage of this method lies in that the control of the original PN model starts at an earlier stage, i.e., before enumerating the full reachability graph and which we call it one-step control-ahead of a PNM. Compared with the existing methods, the new method requires the control of a very small-sized reachability graph and, therefore, it is convenient for largescale and bounded PNs. Two examples are used to illustrate the proposed approach. Experimental results show that we can obtain optimal supervisors for the net models.
I. INTRODUCTION
Discrete event dynamic systems (DEDSs) have been, are and will be of great importance in our world. It is prevalent in various areas including automated manufacturing systems [1] , [2] , [48] - [50] , transportation systems such as platoon systems, service systems such as hospitals, communication systems such as emergency communication systems [3] and so on. For other examples of DEDSs, the reader is referred to [4] - [9] , [51] , [52] .
When studying DEDSs, liveness is a fundamental behavioral property [10] , [11] . It is related to the deadlock-free operation. A deadlock is an undesired situation that should be avoided in an automated system. It occurs when a circular waiting situation arises, i.e., a set of processes are stalled while waiting for the allocation of the resources that are currently held by other processes in the set. Yet, a variety of control policies have been proposed to assess the liveness of the considered DEDSs by means of different tools such as graph theory [12] , [13] , automata [14] , [15] and Petri nets (PNs) [36] , [57] , [58] . The deadlock resolution is performed in such a way that a deadlock never occurs. Indeed, there exists three deadlock resolution approaches: deadlock prevention [28] , [46] , deadlock detection and recovery [24] , [25] , [26] and deadlock avoidance [23] , [29] , [17] . Deadlock prevention is the main concern of this paper.
PNs are widely used due to their modeling power and their graphical representation, especially in the area of flexible manufacturing systems (FMS) [18] - [20] , [47] . To cope with deadlock using PNs, there exist two techniques, i.e., structural analysis and reachability analysis [33] , [53] - [55] . Generally, the structural analysis obtains a control policy based on the characterization of the liveness in terms of some special structure objects, i.e., Siphons [16] or maximal perfect resource-transition circuits (MPRT-circuits) [30] , [32] . In [32] , it is shown that there is a one-to-one correspondence and an equivalence relation between a strict minimal siphon (SMS) [45] and an MPRT. Both of them suffer from the computation complexity problem. In fact, the number of strict minimal siphons or MPRT-circuits grow exponentially with respect to the net size. The control policy is implemented by adding control places (monitors) with initial marking and related arcs to the initial PN model (PNM). Even though the control-based structural analysis is simple, the controlled model is in general suboptimal.
The reachability graph analysis reflects the behavior of the system. It usually requires a complete or partial enumeration of reachable states. It is well-known that the theory of regions usually leads to a maximally permissive supervisor if it exists [12] , [22] . For instance, an optimal method using the theory of regions is developed in [13] , but its efficiency is degraded due to a large number of sets of inequalities that need to be solved. Uzam and Zhou [21] prevent bad markings from being reached by computing a control place for the place invariant (PI). The method consists of disabling the transitions whose firing leads the system to an undesirable behavior, i.e. to the markings in the unsafe space. At each iteration, the RG of the related net is computed. If the net is not live, the reachability graph is divided into a live zone (LZ) and a deadlock zone (DZ). LZ contains the good states of the reachability graph and it represents the optimal behavior of the system. The DZ contains the markings which lead to deadlocks or livelocks. A well-established invariant-based control method is used to prevent the markings in the DZ from being reached by computing a control place for the place invariant [41] . The principle is based on that the sum of tokens within the subset of control places has to be one token less than their actual value. The implementation of the PI is performed by adding a control place with an initial marking and related arcs. Consequently, a first-met-bad marking (FBM) is picked out from the reachability graph. The main limitation of their work is that it is very difficult to carry out the monitors if the PN size is big due to the state explosion problem. As a further improvement of this approach, Chen et al. [28] show that only a minimal set of safe and unsafe markings needs to be considered, leading to a reduced computational overhead and also to a simpler control structure.
The previous approaches are efficient but not necessarily maximally permissive: in order to find a maximally permissive deadlock-free controller, the above mentioned approaches cannot deal with a large-sized PNM with a large initial marking due to the state explosion problem [34] , [35] , [42] . In this paper, the goal is to design a lively controlled PN model without an exhaustive enumeration of the state space. Since the initial marking of the resource places is the main reason for the exponential rise of the number of states, this work reduces the size of the state space by reducing the initial marking of the resource places. Consequently, the reachability analysis will be performed on a very small reachability graph as a first stage. Then, we use the method in [41] to find the monitors, leading to a live system. When the system becomes live, the analysis is focused on the original Petri net model (PNM) again. Before computing its RG, we deploy the previously computed monitors to forbid the maximum number of bad markings, while all the good markings remain reachable. Thus, a large number of bad markings are excluded in a straightforward manner and the computational overheads will be much simpler.
On the subsequent developments of this paper, we shall focus primarily on the design and the implementation of an optimal supervisor via reducing the complexity of computing the reachability graph. This work is an improvement over the works of [21] and [28] as the weakness of their works stems from the explicit enumeration of the reachability graph. In contrast, this work is motivated by synthesizing the supervisor via reducing the initial marking of the PNM and computing the monitors using the place invariant method [41] .
The main contributions of this work are summarized as follows:
(1) The proposed approach analyzes a very small reachability graph. Subsequently, the number of inequality constraints to be considered is reduced. (2) By modifying the initial marking of the control places and integrating them into the initial PNM, an overwhelming number of bad markings are directly excluded from the reachability graph. Consequently, the explicit enumeration of the reachability graph is avoided, meanwhile maintaining the reachability of the safe state, i.e., the approach is optimal. (3) Experimental results show that the proposed approach significantly reduces the computational overheads and, therefore, finding an optimal deadlock-free controller for any subclass of PNs by this method is straightforward and much simpler than many other methods in the literature.
The rest of this paper is organized as follows. Section II reviews the basics of Petri nets. In Section III, a novel approach to synthesize a maximally permissive supervisor is proposed. Section VI exposes experimental results to show the efficiency of the proposed method compared with other works. Finally, some conclusions and directions for a future work are provided in Section V.
II. PRELIMINARIES
This section reviews the basic concepts and properties of Petri nets, MPCs, and the invariant based control method. The reader is referred to [36] , [30] , [32] , and [41] for more details.
A. PETRI NETS
A Petri net is defined as a four-tuple N = (P, T , F, W ), where P and T are finite and non-empty sets. P is a set of places and T is a set of transitions with P ∩ T = ∅. F ⊆ (P × T ) ∪ (T × P) is called a flow relation of the net, represented by arcs with arrows from places to transitions or from transitions to places. W : (P×T )∪(T ×P) → N is a mapping that assigns a weight to an arc: W (x, y) > 0 if (x, y) ∈ F, and W (x, y) = 0, otherwise, where x, y ∈ P ∪ T , N is the set of non-negative integers.
A marking is a mapping M : P → N. M (p) denotes the number of tokens in place p. We usually describe markings and vectors using a multiset or formal sum for economy of space. As a result, p∈P M (p)p is used to denote vector M . For instance, a marking that puts three tokens in place p 1 , four tokens in place p 3 , and no tokens in other places in a PN is denoted as 3p 1 + 4p 3 . (N , M 0 ) denotes a marked Petri net, also called as a net system, where M 0 is said to be the initial marking of N . Let S be a subset of P. M (S) = p∈S M (p) denotes the sum of tokens in all places in S. A set of places S is said to be empty at a marking
This definition can be extended to a set of nodes as follows: 
A net is bounded if it is k-bounded for some k. A net is said to be safe if it is 1-bounded. Let (N , M 0 ) be a net system
A P-vector is a column vector I : P → Z indexed by P and a T-vector is a column vector J : T → Z indexed by T , where Z is the set of integers. P-vector I is called a P-invariant (place invariant, PI for short) if I = 0 and I T [N ] = 0 T . T-vector J is called a T-invariant (transition invariant) if J = 0 and [N ]J = 0. P-vector I is a P-semiflow if every element of I is non-negative. ||I || = {p|I (p) = 0} is called the support of I . I is called a minimal P-invariant if ||I || is not a superset of the support of any other and its components are mutually prime. l i are called the coefficients of I if ∀p i ∈ P, l i = I (p i ). Let I be a P-invariant of (N , M 0 ) and M be a reachable marking
A non-empty set S ⊆ P is a siphon if • S ⊆ S • . A siphon is minimal if there is no siphon contained in it as a proper subset. A minimal siphon S is said to be strict if
Siphon S is a strict minimal siphon (SMS) if it is strict and minimal.
B. S 3 PR AND MPCs
Definition 1 [27] : Let (N 1 , M 1 ) and (N 2 , M 2 ) be two Petri nets with N 1 = (P 1 , T 1 , F 1 ) and N 2 = (P 2 , T 2 , F 2 ), where
The two nets N 1 and N 2 satisfying P 1 ∩ P 2 = P D = ∅ and T 1 ∩ T 2 = ∅ in Definition 1 are said to be composable via common places. Their composition is denoted as [27] : A system of simple sequential processes with resources (S 3 PR) is a Petri net N = (P A ∪ P 0 ∪ P R , T , F) defined as the union of a set of nets
. . , n}) sharing common places, where the following statements are true
i is called the process idle place of N i . Elements in P Ai and P Ri are said to be activity and resource places, respectively. A resource place is called a resource for short in the case of no confusion.
• P Ri = ∅;
is the resulting net after the places in P Ri and related arcs are removed from N i and
• Every circuit ofN i contains the process idle place p 0 i . • Any two N i 's are composable when they share a set of common places. Every shared place is necessarily a resource.
• Transitions in (p 0 i ) • and • (p 0 i ) are called the source and sink transitions of N , respectively. VOLUME 6, 2018
be a marked S 3 PR and a transition t ∈ T ; let (p) t and t (p) denote the input and output operation place of t, respectively, and let (r) t and t (r) denote the input and the output resource place of t. Let T s ⊂ T be a subset of transitions. We accordingly define T (r)
, and (p) T s = ∪ t∈T s (p) t. The notion of maximal perfect resource-transition circuits, first proposed in [32] , is essential to characterize the relationship between deadlocks and structure objects in an S 3 PR.
Definition 3 [32] : Let θ be a directed circuit in an An RTC only contains resources and transitions. Let
] denote an RTC. θ is said to be associated with resource set
. Let A(R 1 ) denote the set of all RTCs associated with resource set R 1 .
Let θ 1 and θ 2 be two RTCs and R 1 be a set of resources
θ 2 , then, the inclusion relation is a partial ordering relation defined on A(R 1 ). The union of any two RTCs associated with R 1 is also an RTC associated with R 1 . Therefore, A(R 1 ) contains a unique maximal RTC associated with R 1 . Any RTC associated with R 1 is a sub-circuit of the maximal RTC associated with R 1 .
Definition 4 [32] : An RTC is perfect (PRTC) if it satisfies
Let B(R 1 ) denote the set of all PRTCs with resource set R 1 . If θ 1 , θ 2 ∈ B(R 1 ), then their union is a PRTC associated with R 1 , that is, θ 1 ∪ θ 2 ∈ B(R 1 ). Therefore, B(R 1 ) contains a unique Maximal Perfect RTC (MPC), denoted as ξ (R 1 ). Let B and C denote the sets of all PRTCs and MPCs in an S 3 PR.
Lemma 1 [32] :
C. PLACE INVARIANT METHOD
In [41] , a computationally efficient method to construct a supervisor based on the concept of place invariants is proposed. The control purpose is to enforce algebraic constraints containing elements of a marking. Let [N p ] be the incidence matrix of a PNM. The control places can be represented by a matrix [N c ] that contains the arcs connecting control places to transitions of the PNM. the controlled net with incidence matrix [N ] consists of both the original and the control places, i.e.,
The control goal is to enforce the plant to satisfy the following constraint:
where µ i denotes the marking of place p i , and l i and b are non-negative integer constraints. A non-negative integer slack variable µ c is introduced. Therefore, Constraint (1) becomes
where µ c represents the marking of control place c i . The place invariant defined by (2) must satisfy the place invariant equation I T [N ] = 0 T . Thus, the monitor [N c ] can be computed as follows:
Therefore, the initial marking µ 0 can be calculated as follows:
where µ 0 is the initial marking of the PNM.
III. LIVENESS ENFORCING APPROACH
In this section, we provide an approach to synthesize a liveness enforcing supervisor for PN models, i.e., given a PN model (N , M 0 ) prone to deadlock, the proposed method finds a lively controlled PNM. When modeling different systems, the net represents different components. In the manufacturing context, there are generally three types of places: sink/source, activity and resource places. The sink/source places represent the maximal possible number of concurrent activities that can take place in a production sequence. A resource place (e.g., robots, machines, etc) could be either shared or non-shared and an activity place represents an event or an action to process by a resource. In this paper, these three types of places are denoted by P 0 , P A and P R , respectively. Given a p ∈ P A , the resource place required by p is denoted by Req(p) = p •• ∩ P R . At first, the initial marking of the resource places is reduced. By this way, we reduce the size of the reachability graph. Then, a PN-based deadlock prevention policy stems from [21] .
A. SETTING AN INITIAL BASIS MARKING
Circular wait is a very common phenomenon in concurrent systems prone to deadlocks. Another type of deadlock, namely the second level deadlock (SLD), is defined in [38] and [40] . It is not necessary a circular wait, but it eventually leads to deadlock after some steps (firing of transitions). By characterizing its occurrence, it is demonstrated that a maximally permissive deadlock avoidance policy (online) can be performed in a polynomial complexity only if an SLD does not appear. For example, if the capacity of each resource in an automated manufacturing system (AMS) is more than one or when each resource is equipped with an input and output buffer [38] , [39] , then the design of a maximally permissive deadlock avoidance policy of such a system can be of polynomial complexity. Similarly, in many previous works such as [30] and [31] , a primary requirement to establish a maximally permissive policy is that the resources capacity is of nonunit.
Our main goal is to find the initial basis marking that prohibits the occurrence of an SLD for a given PN model. That is, the initial marking is reduced on condition that the appearance of a SLD is not possible. For instance, consider the system shown in Fig. 1 23 and r 24 will be in a deadlock. In this case, the system is not in deadlock, but it will evolve into a dead state via firing t 4 at M q , i.e., M q [t 4 . Subsequently, transitions t 1 , t 2 and t 3 could be fired. On the other hand, if M 0 (r 23 ) = 2, then the SLD can be avoided. Let θ be an MPC and Ω = (A) T [θ ] ⊂ P A be a subset of places. Suppose that at a marking M q an SLD occurs. Therefore, the system does not enter in the deadlock state yet. On the other hand, there is no saturated RTC at M q . The sum of tokens in Ω at M q is denoted by M q (Ω). Since a deadlock is typically unreached at M q , we have M q (Ω) < M (R[θ] ). Assume that the system evolves to the next state M qd , which is a deadlock, then certainly there exists a saturated RTC θ , i.e., ∃θ ∈ C,
. We infer that the condition under which there is no SLD can be formulated by the following equation:
Clearly, by Eq. 
Theorem 3: By using LPP (6), an initial basis marking is computed such that no SLD can occur.
Proof: Let M 0 be the initial basis marking of a given net (N , M 0 ). Let θ be an MPC with Ω = (A)
Furthermore, the next step is a deadlock, i.e., ∃t ∈ T , M q [t M qd . We also know that M q and M qd are two reachable markings in R(N , M 0 ). Then, by Eq. (6), we have (i)
By solving the previous LPP, an initial basis marking, denoted by M 0 , is computed. For instance, the unique solution of the previous example is M 0 = r 20 + r 21 + r 22 + 2r 23 + r 24 .
B. LIVENESS ENFORCING APPROACH
Let us briefly introduce the work in [21] . First of all, the RG is computed and divided into two zones, namely live zone (LZ) and deadlock zone (DZ). The LZ contains the good markings, representing the optimal behavior of the system. The DZ contains the deadlock states. Then, a set of markings called first-met bad markings (FBMs), which represent the first entry from the LZ to the DZ, is extracted.
An FBM is a reachable state from which the system cannot reach the initial state. In contrast, the system can eventually reach either a dead state or a livelock. From an FBM, the marked subset of activity places is considered in such a way that the proposed policy prevents the marking of these places, and therefore, forbidding the system from reaching the FBM. Finally, the method proposed in [41] is used to obtain a control place with its initial marking and related arcs by implementing a new place invariant in the PNM.
From a practical point of view, the control policy proposed in [21] is optimal. However, if the PNM is sizable, it is not possible to use this approach due to the ''state explosion problem''. To overcome this burden, the proposed approach primarily reduces the size of the RG by reducing the initial marking of the resource places. It is well-known that increasing the capacities of the resources will increase the size of the reachability graph in an exponential way. Thus, proposing an initial marking M 0 much smaller than M 0 reduces the size of the reachability graph significantly. Then, a supervisor for the PN (N , M 0 ) is synthesized by computing the control places. VOLUME 6, 2018 When the PNM (N , M 0 ) is live, we use the computed control places to control (N , M 0 ) and we modify their markings as follows:
where P a ⊆ P A is the subset of marked activity places of the FBM that corresponds to the control place c i , and Req(p) is the resource place required by p, i.e., Req(p) = p •• ∩ P R . Thus, a preliminary control of the initial PN model is performed before initiating the RG analysis which we call it one-step control-ahead of the considered PNM. Consequently, one of the advantages of the proposed method is that many bad markings are excluded from (N , M 0 ) before computing its reachability graph. At the same time, there are no good markings excluded from it. The proposed method is tested in many examples and it is maximally permissive. This makes our method very easy to use and most importantly it avoids the enumeration of many bad markings which could be reachable from one FBM in R(N , M 0 ). If there are new FBMs in R(N , M 0 ) due the activation of more activity places, then we use the place invariant method to forbid them. The synthesis of liveness enforcing supervisor's approach is described in the following Algorithm 1. 
Algorithm 1 Synthesis of Liveness Enforcing Supervisor for Petri net Models

End of Algorithm
We introduce now the definition of a maximally permissive PI associated with a control place for an FBM, and then, we characterize the marking of an FBM in the initial and modified PNMs.
Definition 5: Let a PI be associated with a control place for an FBM. It is maximally permissive if it makes the FBM unreachable, while no legal marking is unreachable.
Lemma 4: Let M 0 and M 0 be the initial and the reduced initial markings of a PNM N , respectively. Let a marking M ∈ R(N , M 0 ). Then, there exists a marking M ∈ R(N , M 0 ) such that
Proof: We know that for all r ∈ P R , M 0 (r) ≥ M 0 (r). Subsequently, we denote by A ⊆ P R a set of resources which have less units at M 0 than at M 0 . Suppose that we restrict the execution of some resources in (N , M 0 ) such that for all r ∈ A, M 0 (r) − M 0 (r) units are allowed to be executed, and the rest are not used or ''frozen''. Therefore, the system's behavior of (N , M 0 ) is equivalent to that of (N , M 0 ), simply because both systems use the same type and number of available resources. This leads to the truth of this lemma.
The previous lemma states that the execution of the processes is similar for the different initial markings M 0 and M 0 when the number of units is fairly allocated. Subsequently, for any marking M ∈ R(N , M 0 ), there exists a marking M ∈ R(N , M 0 ) at which the process is executed in the same manner. In the following, we denote by (M ) ⊂ R(N , M 0 ) the subset of markings which follow the property in Lemma 4, i.e., Proof: We need to prove that if M ∈ R(N , M 0 ) leads to a deadlock, then M ∈ (M ) leads to deadlock too. Let S R = {r ∈ P r |M (r) = 0} and S P = {p ∈ H (r)|r ∈ S R , M (p) = 0}. Then, a siphon is defined by S = S p ∪ S R . First, we argue that M and M have the same activated processes according to Lemma 4. Subsequently, if there exists an empty S p in M , then S p is empty at M . Now, we have to consider the emptiness of S r . We have two different cases based on the resources r ∈ A: 1) r ∈ A and r ∈ S r : Due to Corollary 5, we have M 0 [σ M and M 0 [σ M . Since r ∈ A and r ∈ S r , S remains empty.
2) r ∈ A and r ∈ S r : Let t ∈ r • and t • ∈ S p . If t is live, then r is empty, and S r is empty. If t is dead, then by Proof: Since M and M execute the same processes by Corollary 5, a constraint that forbids the reachability of M also forbids the marking of M .
Theorem 9: A liveness enforcing supervisor for a PN (N , M 0 ) can be constructed using the above algorithm that terminates in finite number of steps.
Proof: We need to show that for both Steps 3 and 4, the number of bad markings are reduces and no new bad markings are generated. At Step 3, given a PN (N , M 0 ) , the initial marking is reduced to M 0 and a liveness enforcing supervisor is computed for R(N , M 0 ) in a finite number of steps due to [22, Th. 1] . At Step 4, the control places in
Step 3 are used to forbid the bad markings in R(N , M 0 ). By Theorem 7, the activated places in both R(N , M 0 ) and R(N , M 0 ) are removed. If the system contains more FBMs, then the same procedure to synthesize a supervisor in Step 3 is used. Thus, Step 4 will also terminate in a finite number of steps.
The following example demonstrates that Theorem 9 does not hold the other way around.
Example 1: As shown in Fig. 1 , there are eight activity places, P A = {p 1 -p 8 }, five resource places, P R = {r 20 -r 24 }, two initial places, P 0 = {p 9 , p 10 }, and 11 transitions T = {t 1 -t 11 }. The initial marking of the net is M 0 = 7p 9 + 5p 10 + 5r 20 + 5r 21 + 5r 22 + 5r 23 + 5r 24 .
Step 1: Reduce the initial marking of the resource places: At this step, we reduce the initial markings of the resource places in such a way that ∀r ∈ P R , M 0 (r) ≤ M 0 (r). Let M 0 = 7p 9 + 5p 10 + r 20 + r 21 + r 22 + 2r 23 + r 24 .
Step 2: Compute R(N , M 0 ): We use a well-developed PN tool such as INA [37] to compute the reachability graph R(N , M 0 ). We find that R(N , M 0 ) has 188 states (markings). More specifically, there are 168 good markings which constitute the LZ and 20 bad markings in the DZ. Thus, it is necessary to forbid the reachability of the twenty markings in the deadlock zone and maintain the reachability of the good markings.
Step 3: For each FBM , define a place invariant PI based on the marked activity places:
Suppose that we want to forbid the reachability of the eight bad markings which are shown in Fig. 2 . Table 1 shows 8 bad markings. The first column represents the nodes (i.e. markings), the rest of columns represents the number of tokens in each place at the corresponding marking. By analyzing the marked activity places in Table 1 , it is clear that if p 4 is marked by two tokens and p 6 is marked by one token, then the system would enter to the deadlock zone. Thus, we need to forbid the reachability of the state M 51 by using the place invariant method. The incidence matrix of the PN model in Fig. 1 is 
and its initial marking is where b is a non-negative integer constant. Then, the incidence matrix of the controller is computed as follows:
The initial marking of the control place µ c 1 is computed as follows: µ c 1 = b − Lµ p 0 . The control place c 1 is shown in Table 2 . By adding control place c 1 to the PNM, the reachability graph has 180 states, 168 of which are safe and 12 states are in the dead zone. In the same way, we forbid the reachability of the twelve markings which are shown in Tables 3 and 4 by using the two constraints µ 3 + µ 7 ≤ 2 and µ 3 + µ 4 + µ 6 + µ 7 ≤ 3, respectively. Subsequently, two control places c 2 and c 3 are obtained and they are shown in Tables 5 and 6 . The controlled net (N , M 0 ) with the control places c 1 , c 2 and c 3 is shown in Fig. 3 . Since it is live, we move to Step 4 to control the original PNM (N , M 0 ).
Step 4: Add the computed control places in Step 3 to the PNM (N , M 0 ): The computed control places c 1 , c 2 and c 3 are used to control (N , M 0 ) . We compute their initial markings based on Eq. (7), i.e., M 0 (c i ) = ∀p∈P a M 0 (Req(p)) − 1. Then, we have
The control places with their related arcs are shown in Fig. 4 and they are added to the PNM. By analyzing the reachability graph we find that the computed reachability graph has 34759 states and it is exactly the LZ of (N , M 0 ), i.e., all the states are good which represent the maximally permissive behavior of the initial PNM. We can infer that, all the bad markings are excluded from R(N , M 0 ) without computing the full reachability graph. We infer that due to 7, the activation of the control places of the FBMs in the modified and the initial PNMs, i.e. (N , M 0 ) and (N , M 0 ), respectively makes it much more easier for us to forbid them easily. For instance, if M and M are two FBMs in (N , M 0 ) and (N , M 0 ), respectively, then obviously there are more bad markings that are reachable from M than those which are reachable from M due to the different initial markings. Another example in the next section shows the efficiency of the proposed approach. VOLUME 6, 2018 
IV. EXPERIMENTAL RESULTS
In this section, we provide some experimental results of the proposed approach. Note that we use a laptop with an i7 Processor and with 6.00 GB of RAM under the Windows 64-bit operating system.
A. CASE STUDY
We show the application of the proposed approach by a wellknown S 3 PR net taken from [27] , where S 3 PR stands for system of simple sequential production resources. We choose this example mainly because of it is very popular and it is easy to compare our results with other works. The PNM is shown in Fig. 5 and it consists of sixteen activity places P A = {p 2 -p 9 , p 11 -p 18 }, seven shared resource places P R = {r 20 -r 26 } and three source places P 0 = {p 1 , p 10 , p 19 }. The initial marking of the net is M 0 = 2r 20 + 3r 21 + 2r 22 + r 23 + 2r 24 + 2r 25 + 3r 27 . The net is prone to deadlock. Therefore, we follow the same steps which are exhibited in Algorithm 1 to synthesize a liveness enforcing supervisor for the PNM.
First, we reduce the initial marking of the resource places such that M 0 = r 20 + 2r 21 + 2r 22 + r 23 + 2r 24 + r 25 + 3r 27 . After analyzing the net by using INA [37] , it is verified that it is not live because it contains 133062 good markings and 15061 bad markings. Thus, it is necessary to find a supervisor for the modified PNM by following Step 3 in Algorithm 1.
A liveness enforcing supervisor for (N , M 0 ) is synthesized which has 29 control places as shown in Table 8 . The first column represents the number of the control place, the second columns indicates the considering FBM and its corresponding place invariant is shown in the third column. The fourth and fifth columns represent the presets and postsets of the control places, respectively. The last column represent the initial marking of the computed control place. Afterward, (N , M 0 ) is live with 133062 good markings. Then, we need to synthesize an optimal supervisor for (N , M 0 ).
At
Step 4, we start by adding the computed monitors and set their initial markings based on Eq. (7). The initial marking of the control places is shown in Table 7 . By analyzing R(N , M 0 ), we find that there are 3420 bad markings. Thus, we need to forbid them by adding more control places to the system. As shown in Table 8 , there are seven control places c 30 -c 36 to be added to the system, leading to the liveness of the PNM. It is verified that the system is live with 956883 good markings as shown in Table 10 . The first column of Table 10 represents the control places c i , the second and the third columns represent the number of good and bad markings in the LZ and DZ, respectively. Since all the good markings are not excluded, supervisor found by the proposed approach is optimal.
To show the efficiency of the proposed approach, let us suppose that we compute the full reachability graph of (N , M 0 ) and check the impact of reducing the initial marking and integrating the computed places to the initial PNM. In this case, we find that R(N , M 0 ) has 1042965 states. The live zone has 956883 and the deadlock zone contains 86082 bad markings. It is clear that, we exclude 71021 from (N , M 0 ) without even analyzing R(N , M 0 ). That is 82.5% of the bad markings are excluded by the computed control places of (N , M 0 ). Clearly, the proposed approach is efficient and avoids the state explosion problem.
Consider another example that is taken from [56] , as shown in Fig. 6 . The computational experiments were performed on Table IV Table 13 . It can be seen that the initial net (N , M 0 ) can be controlled by using the same controller of (N , M 0 ) such that a small number of constraints is considered. Furthermore, it is more difficult to compute the state space of R(N , M 0 ) and synthesis a liveness enforcing supervisor since the number of state is too large (i.e., 2, 755, 334, 960 states). Thus, the proposed approach can greatly reduce the computational challenges that are posed by the state-explosion problem.
In Table 11 , we show the computation time of various tasks to find a supervisor for the PNMs shown in Figs. 1, 5 , and 6. The first column represents the time needed to solve LPP (6) and find an initial basis marking (IBM). The second column represents the computation time to enumerate the reachable markings by using Algorithm 1. In contrast, the third column represents the computation of the whole RG. Finally, the last column shows the time needed to find the control places for each PNM. Clearly, solving LPP (6) takes a very short time for all the PNMs. Furthermore, by setting an initial basis marking and adding the control places to the original PNM (Step 4 in Algorithm 1), the proposed approach requires 42 hours to compute the RG of the PNM in Fig. (6) , whereas computing the whole RG takes 85 hours. Finally the time needed to find the control requires 18 hours, which obviously much shorter than proceeding the same task using the iterative method of [21] because the size of the DZ is larger.
B. COMPARISON WITH PREVIOUS WORKS
We compare the proposed approach with other works in the literature from two aspects, i.e., structural analysis and reachability analysis. As for the structural analysis, the liveness-enforcing supervisors derived by siphons or MPRT-circuits are usually not optimal. In addition, they can only be applied to some classes of PNs. Examples can be found in [27] , [30] , and [32] . Another drawback of the structural analysis is that the performance of the supervisor is less behaviorally permissive than the reachability analysis. For instance, the work of Chao [43] classifies siphons and add monitors to critical siphons. However, the approach not maximally permissive, i.e., good markings may be excluded from the LZ.
On the contrary, reachability analysis technique can always find a maximally permissive liveness enforcing supervisor. It achieves the best liveness-enforcing supervisor performance, i.e., behavioral permissiveness, structural complexity, and computational complexity. However, the computation of the reachability graph is time-consuming in large-scale nets. For instance, in [22] , to find an optimal supervisor for the PNM shown in Fig. 5 requires an iterative enumeration of the whole reachability graph to derive a new control place. Clearly, this approach is inapplicable for large-scale PNMs. Similarly, the work of Chen et al. [5] , which is an improvement of [22] , requires the computation of the whole reachability graph by using binary decision diagrams (BDDs) [44] . Then, they use the vector covering approach to find the LZ and DZ. Even though BDD has shown its efficiency to compute a reachability graph, the approach is still impractical due to a large number of constraints to be solved. Whilst our proposed approach is general, i.e., it is not restricted to any subclass of PNMs and it can derive all or utmost the necessary monitors from a small sized reachability graph of the considered PNM, leading to an overwhelming efficiency to analyze and establish a livenessenforcing supervisor for large-scale PNMs, meanwhile it avoids the state explosion problem.
V. CONCLUSION
In this paper, a method is proposed to obtain a maximally permissive supervisor. By reducing the initial marking of the resource places, a smaller reachability graph is computed and analyzed in order to find a maximally permissive supervisor for it. Thanks to the one-step control-ahead approach, the RG size of the initial PNM is significantly reduced. It significantly reduces the number of bad markings in the RG of the initial PN model without enumerating it. Therefore, there are mainly two important advantages of the proposed approach which are summarized as follows:
1) The time needed to compute the reachability graph is reduced. Furthermore, the overflow problem of the required memory to store a large reachability graph is avoided.
2) Improve the synthesize of a liveness enforcing supervisor. First, one has to consider the above comment. Second, picking out an FBM from a small RG is much easier than searching it from the RG of the initial PNM. Thus, establishing a place invariants for each FBMs will not be timeconsuming as well.
This method is very efficient compared to other works. It can be further improved by deploying other approaches in the literature. For instance, PN reduction rules or BDD can be used in the proposed approach. Future work will characterize the existence of FBMs in the initial PNM because it is a key role for the liveness of the controlled initial PNM. It deserves to consider the deadlock control problem by a re-configuration strategy [59] , [60] with system fault or by learning-based deadlock control [61] , [62] . 
