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We consider positive solutions u, of a family of elliptic boundary value Problems 
(I,). As E + 0, they approach, in some sense, the Problem (I,,) which has a non- 
linearity with critical or supercritical growth. It is shown how the solution u, 
concentrates at a point, how this happens asymptotically, and where in the 
domain it happens. 0 1992 Academic Press, Inc. 
1. INTRODUCTION AND MAIN RESULTS 
In this paper we continue the study of the problem 
i 
-Au=u~-ELP in Q 
(1,) u>o in Q 
u=o on 852, 
where 52 is a bounded domain in RN (N> 2) with smooth boundary %2 
and 
def N+2 
q’P>PN = N-2’ E > 0. 
In [MP] we studied this problem for small values of E when Q is the unit 
ball (see [APl-3, BN, BP, B, Rl-21). In this second paper we shall allow 
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52 to be any star-shaped domain. By the Pohozaev Identity [P], if E = 0 
Problem (I,) will not have a solution. 
Let us first recall some of the results of [MP]. It was shown that when 
D is a ball, Problem (I,) has at least two solutions when E is sufliciently 
small. For one solution it was found that 
lim sllu,llyLZp= 1 (1.1) E’O 
and for another 
lim ~lju,llL;~=c*<l, (1.2) E’O 
where c* = c*(p, q, N) is uniquely determined by p, q, and N. We shall see 
that c* is a universal constant which does not depend on the domain 52. 
Solutions satisfying (1.1) were referred to as large solutions, while those 
satisfying (1.2) were called small solutions and were shown to be varia- 
tional solutions. About the limit c* it was shown that c* > 0 if p > pN and 
c* =0 if p = pN. In this second case the precise asymptotic behaviour of 
11 U, 11 Lm was found to be 
IId Lm =: A(q, N) E~‘l(Y--P+2) as E +O, (1.3) 
where 
- l/Cc/ - P + 2) 
’ (1.4) 
c(q NQ’Wq-(N+2) 
7 
2(q+ 1) 
(1.5) 
and B(a, b) denotes the beta function [AS] defined by 
Here f(x) x g(x) as x + 0 means that g(x) is positive near x = 0 and that 
f(x)/g(x) + 1 as x + 0. 
The limiting behaviour of u,(x) as E + 0 proved as in [BP, H, Rl] to be 
related to the Green function G,(x) = G(x, 0), where G(x, y) solves 
-AG=d, in Q (1.6) 
G=O on a52, (1.7) 
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in which 6, denotes the Dirac mass centered at y. Specilically it was found 
that 
E-%,(X) + MG,(x) as & -+o, (1.8) 
where the constants 8 and M 
have 
(a) ifp=p,, then 
$= l 
q-p+2’ 
depend on whether p = p,,, or p z=- pN. We 
M= {NW- w2 
NA(q,N) cNT 
(1.9) 
where cN is the area of the unit sphere in RN 
2nNf2 
(rN=To; 
(b) ifp>p,, then 
oy-2)P-N 
2(9-P) ’ 
M= (c*)y (J/yc*J,), (1.10) 
where c* is the positive constant in (1.2), 
and V the ground state solution of the problem 
(11) 
i 
-dff= vp-cc*fJy in RN 
V(O)=l, o< V(y)<1 in RN 
V(y)=O(lyl-‘N-*‘) as IyI+x. 
It was shown in [KMPT] that Problem (II) has a unique value c* E [0, 1) 
for which it has a radially symmetric solution V, which turns out to be 
unique among radially symmetric solutions. This is the constant c* in (1.2). 
To discuss Problem (I,) for general domains, we first formulate a varia- 
tional problem for (IE). We then establish the existence of a variational 
solution U, for small positive values of E and finally we derive the 
asymptotic behaviour of U, as E --+ 0, using variational arguments again. 
However, as a preliminary we consider two related variational problems 
in RN. 
For the critical case (p = pN) we consider the usual functional 
J WI’ 
w=(J ) “Pfl *l(P+l) (1.11) 
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and for the supercritical case (p > pN), we consider the functional 
ljlVvl2 1 ju”” - - K(u)=qup+I+q+l (jup+l)v’ (1.12) 
where 
2(9+ I)-NP- 1) 
v=2(p+ 1)-N(p- 1)’ 
both of them on the set 
H= (KVUEL*(R~) and UEL~+‘(R~)}. 
Unless otherwise stated, integrals will be assumed to be taken over RN. We 
remark that by the Sobolev imbedding theorem and interpolation between 
LPN+’ and Lq+l, Hc LP+‘. 
It is well known that the infimum 
S,=inf S(u): UEH, ~upNtl=l (1.13) 
is achieved, and that SN, the best Sobolev constant on H’, is given by 
About the inlimum of the second functional 
K,=inf K(u): UEH, up+‘= 1 s (1.14) 
we prove an analogous result. 
THEOREM A. Suppose p > pN. Then the infimum K, is uniquely achieved 
by a positive radially symmetric function w which has the following proper- 
ties: 
(a) there exists a constant 1> 0 such that 
- Aw = Awp - wq in RN; (1.15) 
(b) there exists a positive constant C such that 
w(x) < 
C 
p= 
on RN; 
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(c) 
where c(s, IV) is given by (1.5). 
Note that the scaled function V= A”‘p~- “u’ is a solution of the equation 
-.-AV= vp-cc*p 2 c*=i--(Y- ‘V(P -‘I (1.16) 
which was discussed in detail in [MP]. 
The results about the variational problems (1.13) and (1.14) put us in a 
position to establish the main existence theorem for approach solutions. 
THEOREM B. There exist sequences (E”} and { $,} with E, -+ 0 as n + CC 
and 9, uniformly bounded above and away from zero, such that 
(a) there exists a variational solution u, qf Problem (I,“); 
(b) ifp> pN, then 
K(% u,) + K, and f uf:+‘-+Oasn-+oo; R 
(c) ifp= pN, then 
and there exist positive constants A and B such that for all n 2 1 
A< 
s 
ui+‘< B. 
n 
Remark. We consider a variational (minimization) problem related to 
Problem (I,) and show that for E small this problem has a solution. 
Under some variational conditions on the approach solution u, of 
Problem (I,) we are able to give a characterization of the precise behaviour 
of this solution and to show that, as in the radial case, the solution concen- 
trates at a point, which is a critical point of the regular part of Green’s 
function. We show that after suitable renormalisation, the equation 
in Problem (I,) has a structure related to the equation with the critical 
exponent :
-Au=uPN. 
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Let us define the regular part g(x, y) of Green’s function G(x, y) by the 
relation 
1 
Gk y)=(N-2)a,lx-y,N-*-g(X) Y) 
and define the function 4 by 
4(Y) = d.K Y)* (1.18) 
THEOREM C. Let u, be a solution of Problem (I,) such that 
(i) ifp > pN, then K($,u,) + KN and jn uf+l+ 0 as E + 0 
(ii) if P = pN, then S(9,u,) + S, as E --+ 0 and there exist positive 
constants A and B such that A < jn uz+’ < B. 
Then we can draw the following conclusions: 
(I) Let x, be such that uE(xE)= (IuEIILm and assume that up to a 
subsequence x, + x,, as E + 0. Then x0 is a critical point of qi 
(11) VP> pN, then 
(4 IIUEJILrn - C*&-“(“-P) as E--b0 
(b) E -‘u,(x) -P (c*)-’ (J, - c*J,) G(x, x0) as E +O, 
where 
&(N-2)P-N 
2(q-P) ’ 
Jm = lRN v” 
and (c*, V) is the unique solution of Problem (II). 
(III) Ifp = pN, then 
(4 IIUEIlLm wA(q, N)E-‘/(4-P+2) as c+O 
(b) E -Il(4--P+2)u,(x) + 
VW- w(N--2)‘2 G(x xo) 
4s W(xo) ’ 
as E +o, 
where A(q, IV) has been defined in ( 1.4). 
We first observe that the different constants and rates involved in the 
asymptotic properties of U, do not depend on the domain and only depend 
on p, q, and N. In particular we see that c *, defined by (1.2), is a universal 
constant. 
From the radial case we see that the condition on Jn uf+’ is crucial. 
There is an example in the unit ball of a solution u, for which the conclu- 
sions of the theorem are not true. 
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One interesting question will be to show that for a given critical point x0 
of 4, for E fixed and small, there exists a unique solution of Problem (I,:), 
which “concentrates” at x,, as E -+ 0 (see Rey [R] and Glangetas [G]). 
The plan of the paper is the following. In the second section we study the 
variational problem in R N, in the third we prove the existence of a solution 
of Problem (I,), and in the fourth section we prove a crucial L” estimate 
for u, away from the point of concentration. Using strongly the Pohozaev 
Identity, we conclude the proof of the asymptotics of u, as E -+ 0 in 
Section 5. 
2. GROUND STATES IN RN 
In this section we establish the existence of a ground state, i.e., a solution 
of Problem (II). In [MP] this was done by means of an ODE argument, 
utilizing the radial symmetry of such a solution. Here we shall use a varia- 
tional argument not unlike that used in [BLl 1. For p = pN the argument 
is well known, and will not be repeated here. Thus, in what follows we shall 
assume that p > pN. Writing 
+I: jup+‘=l}, 
we shall consider the minimization problem 
K,= inf R(u) 
VEX (2.1) 
in which 
where the integrals, as in the remainder of this section, are taken over RN, 
unless stated otherwise. Note that K(u) = k(u) when u E X. 
PROPOSITION 2.1. Suppose q > p > pN. Then K, is achieved. 
Suppose (u,} is a minimizing sequence, i.e., 
I 
up+], 1 n for all n> 1. 
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Then there exists a constant co > 0 such that 
I (Ivu,~*+u::+‘+Y~+~)<cO for all n > 1. (2.2) 
By a classical argument, involving the symmetric rearrangements of v,, 
we may assume that the functions u,, are radially symmetric and decreasing 
in r = 1x1. Hence it follows that there exist a subsequence, also denoted by 
fv,>, and a function V such that as n + co, 
bl -VvO in L2 
v, - ii in LP+lnLY+l 
v, + v almost everywhere. 
We assert that K(0) = KN and that 1 I?+’ = 1. 
We begin with the latter. 
(2.3) 
LEMMA 2.2. We have 
v, + u as n + 00 strongly in Lp + ‘. 
Proof: We shall show that the set of radially symmetric decreasing 
functions in H is compactly embedded in Lp + ‘. 
For every n B 1, v;(r) ,< 0 and so, for every R > 0 
RN 
(JN-v 
N Y+‘(R)<I uaN+ ‘(~14 IYISR 
< yp+l s 
<(&j ,vvn,*)(pN+‘~‘2 
<co ( ) (PN + 1 w SN (2.4) 
in view of (2.2). Hence 
v,(r) < Cr--(N-2)/2 for r>O, (2.5) 
where C is a (generic) constant which does not depend on n. As a 
consequence, we obtain for every n b 1 and every R > 0, 
s IYI Z R V:“(y)&<Cjm r-(N-*)Cp+1)/2+N-1 dr. R 
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Thus, because 
9 
it follows that 
s vf:+‘(y)dydC~-(N~2”P~~P”‘!2. 1.1’1 P R (2.6) 
On the other hand, because for every n > 1 
s u4+‘<co n 
u;+‘(y)+ up+‘(y) as n+cc a.e.inRN, 
by (2.2) and (2.3) it follows that for every R>O, 
I G”(Y)dY+j VP+‘(y) dy as n-+m. (2.7) I.4 G R 11.1 S R 
Since R may be chosen arbitrarily large in (2.6) and (2.7) it follows that 
which completes the proof of Lemma 2.2. 
Proof of Proposition 2.1. Let {v,,} be a minimizing sequence. Then by 
convexity 
K, = lim inf i 
(1 
1 
IVo,l’ + - 
j 1 
vY+I 
n-00 q+l n 
1 
2; lVv12+- s cl+1 s 
$I+ 1 
= I?( 6). 
Since J u -p + ’ = 1 we have K,,, = k(C) and V is a minimizer. 
Because V is a’minimizer of (2.1), it follows from classical arguments that 
it has the properties 
-Afi=&jP-p in RN (2.8) 
v>o in RN, (2.9) 
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where 8 is some Lagrangian multiplier. In addition, according to (2.5), 
V(x) < Clxl --(N-2)‘2 in RN. 
In Section 4, we shall show that this asymptotic estimate for V can be 
strengthened to 
V(x) < Clxl -(N-2) in RN. (2.10) 
Note that if we set U(0) = y and 
y=4jp(P-13!2x 
W(Y) = Y - ‘44 
then (2.8) becomes 
-Aw=wp-cwq with c=8-1yqpp. (2.11) 
In addition, w is radially symmetric and satisfies 
w(0) = 1, w > 0 in RN, (2.12) 
and 
w(x) < Clxl -(N-2) in RN (2.13) 
for some constant C > 0. Since the pair (c*, V) is the unique solution of 
(2.11~(2.13), it follows that 
c=c* and w= v. 
Remark. For a different existence theorem of ground states we refer to 
[BL2]. 
PROPOSITION 2.3. The variational problem (2.1) has-up to trans- 
lations-a unique minimizer. 
Proof. Existence was proved in Proposition 2.1. 
Using symmetric rearrangement, we prove that-up to translations-any 
minimizer u must be a radially symmetric, strictly decreasing, and positive 
function in RN, which satisfies 
-Av=8vp-vq, v>O, in RN (2.14) 
u(x) < Clxl --(N--2) in RN (2.15) 
s 
g+l= 1. (2.16) 
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Making the same scaling as before, setting 
~(x)~y~‘v(~-‘12y-‘“-“/2x), (2.17) 
p=O-lyY-P, (2.18) 
we transform (2.14), (2.15) to Problem (II), which is known to have a 
unique solution (c*, V). 
Equation (2.18) yields one relation between 9 and y and (2.16) yields 
another: 
J p+1= I 
VP+ 1 = @W 
Y 
(I’- ~)(P--PN)/~, (2.19) 
Because q > p > pN, we can determine 0 and y from (2.18) and (2.19). 
Using (2.17) we then find that D is uniquely determined. 
This completes the proof of Proposition 2.3 and Theorem A. 
3. EXISTENCE OF A VARIATIONAL SOLUTION 
In [MP] we established the existence of a solution of Problem (I,) in the 
unit ball B, when E > 0 is small by proving the existence of a solution v,, 
of the problem 
-Av=vp-vq, v>O in B, 
v=o on dB,, 
where B, = ( y E RN: 1 yl <p}, for large values of p. By an appropriate 
scaling of y and up, this yielded the existence of a solution of Problem (I,) 
for small values of E. 
For general domains Q we proceed in the same way. We assume that 
0 E 52, and we introduce the scaled domains $2 defined by 
pQ= (px: XEQ}, p >o. (3.1) 
PROPOSITION 3.1. Suppose q > p 2 pN. Then for every E > 0 sufficiently 
small there exists a solution w, of the problem 
WL) 
i 
-Aw=O,wP-&wY, w>O in Sz 
w=o on aa, 
in which the eigenvalue 8, has the property 
A<Q,<B 
12 MERLE AND PELETIER 
for some positive constants A and B which do not depend on E. In addition 
lim K(w,) = K, if P’PN (3.2a) E’O 
lim S(w,) = SN if P=PN E’O 
(3.2b) 
s WP+l =E(I R & if P’PN (3.2~) 
s wp+l, 1 R E if P=PN, (3.2d) 
where 
(N-2)p-(N+2) 
CT= 
2(q-P) . 
Proof: Consider for fixed p > 0 the minimization problem 
K, = i;f k( v ), 
where 
x,= vEH;(ps): VELq+l I (PQ), In VP+1 = 11. 
We first prove that the infimum is achieved, then let p + co and we 
conclude the proof with a scaling argument. 
Let (v,} be a minimizing sequence. Then 
I (IVv.12+v;+‘+v~+‘) Pa 
is uniformly bounded with respect to n. Hence, there exists a function 
vP E H&G) such that 
vn -0, in H1nLP+lnLq+’ as n+r;o. 
Since pQ is bounded, v, + vP as n + co strongly in L’(pQ) by compactness, 
and interpolation between L* and Lq+ ’ yields that v, + v, in Lp + ’ as well. 
Therefore, 
f 
vp+l= 1. P (3.3) PO 
Since 
@II,,) G lim inf k(v,) = K, 
n-m 
it follows that @v,) = K, whence K, is achieved. 
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Note that u,, satisfies the equation 
-Av=8,vp-vy in ps2, (3.4) 
where 8, is some Lagrangian multiplier. If we multiply (3.4) by z.‘,), 
integrate over pQ, and use (3.3) we obtain 
$= jp* IVu,12+ jp* q+', 
which implies that 
2K,<8,<(q+l)K,. 
Because 
K,-% as p+co ifp>p, (3.5) 
and 
&+SN as p-+cc ifp=p,, (3.6) 
it follows that there exist positive constants A and B such that 
A<8,<B for large p. (3.7) 
We now return to the original domain Q through the transformation 
w,(x) = p2’(p- ‘)u,(px), XEQ. (3.8) 
Using this in (3.4) we find that wP satisfies 
-Awp=~pw;-ppaw~, w,>O in Q 
w,=o on &S, 
where 
,=24-p 
P-1 
and from (3.3) we deduce that 
where 
p_(N-m-(N+2) 
p-l . 
(3.9) 
(3.10) 
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Note that j = 0 if p = pN so that 
s 
WPN+‘,l 
P for all p > 0. R 
Choosing p = pE, where 
p,” = E (3.11) 
and setting epE = 8,, we find that the function w, = w,~ is a variational 
solution of (III, ). With (3.1 l), (3.9) becomes for p > pN, 
Finally, a simple computation shows that 
K(w,) = K(0,) = &I,). 
Because pE+ cc when e--t0 by (3.11) it follows from (3.5) and (3.6) that 
as E+O 
and 
K(we) + KN if P’PN (3.12) 
K(wJ + SN if p=pN. (3.13) 
Because SN < s(w,) d K(w,), (3.13) implies that also 
S(w,) + SN. (3.14) 
This completes the proof of Proposition 3.1. 
By resealing the variable w, in Proposition 3.1, setting U, = tIEl(p- l)w,, we 
find that u, satisfies 
and we conclude from the bounds on 8, from Proposition 3.1 that there 
exist solutions U, of Problem (I,) along a sequence {Ed} of values of E 
which tends to zero as n tends to infinity. 
PROPOSITION 3.2. Suppose q > p > pN. Then there exist sequences of 
positive numbers {en>, {a,} with E, + 0 as n + co and 9, uniformly bounded 
above and away from zero, such that 
(a) for any n> 1, there exists a variational solution u, of 
Problem (I,“); 
ELLIPTIC EQUATIONS 15 
(b) ifp > p,,, then 
K(~nun) + KN as n+oo 
and 
s up+ ’ = 0(&Z) n as n+cD; n 
(c) ifp=p,, then 
S(%lu,) -+ SN as n+co 
and there exist positive constants A and B such that 
for all n. 
Remark. Note that the numbers 9, are related to the Lagrangian multi- 
pliers 8, through the relation 9, = 0; ‘lCp- I). 
This concludes the proof of Theorem B. 
4. AN UPPER BOUND FOR u, 
As in [APl, MP] we shall establish a global upper bound for variational 
solutions U, of Problem (I,) of the form 
MN--2) 
! 
(N-2)/2 u,(x-x,)<A 
1 + B;p-1,x-x~,2 
in Q\(G), 
where y= Iu,I,, x, is an appropriate point in Q, and A and B are positive 
constants. 
Throughout this section, we shall make the following assumptions about 
2.4, : 
(a) there exist positive constants 9, which are uniformly 
bounded above and away from zero for small E, such 
that as E + 0 
K(%ue) + K, if P’PN (4.la) 
and 
s(9,%) -+ SN if p=pN; (4.lb) 
SSOilOS/l-2 
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s Uf+’ +O as s--+0 ifp>p, (4.2a) R 
and 
A< uz+‘<B s if p=pN (4.2b) R 
for some positive constants A and B, and for E small. 
In some instances it will be useful to extend U, by zero to the whole of 
RN. The extended function will then still be denoted by u,. 
It will be convenient to normalize U, and return to the function up, 
introduced in the previous section, for suitably chosen p. We write 
X 
vp(x)=p-2’(p--1)$,u, p 0 for xEpQ (4.3) 
and we choose for p 
i 
(~EI~Elp+l)-(P+l)~B if p>pN (4.4a) 
pe= ($sIUElm)(P--1)12 if p=pN. (4.4b) 
Observe that pE + cc as E + 0 because if p > pN, then lu,jp+ 1 + 0 as E + 0 
by assumption (4.2a) and if p = p,,,, then ju,l co + co as E + 0 by an 
argument similar to one given in [BP]. 
Writing 
C,=&p;$,(- 
we find that up satisfies 
(IV) 
i 
-Av=B,vp-cpv4, o>O in pi2 
v=o on apse, 
where 8, = $;(p- ‘) is uniformly bounded above and below, away from 
zero, and that 
WV,) + KN as p+ 00 ifp>p, (4Sa) 
and 
WV,) + SN as p-+00 ifp=p,. (4.5b) 
In the following proposition we show that the normalization in Lp+’ is 
equivalent to the one in L” when p > pN. 
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PROPOSITION 4.1. There exist positive constants A and B such that 
(4 IqAp+l =l, A61u,lm<B, A<~,<Bij”p>p,~; 
(b) Iq,ls=l, Adlo,l.+,~B,O<c,,<Bifp=p,. 
Proqf: From (4.3) we deduce that 
and so 
Iuplp+ 1= P ~i(p+1)8gl14tlp+ 1. (4.6) 
Let us first assume that p = pN. Because p = 0 in this case, (4.6) becomes 
Iuplp+ I =QEI%II)+I> 
which is uniformly bounded above, and away from zero by (4.2b). In 
addition we conclude from (4.3) and (4.4b) that 
lUplm =P- 2--l)9f.Iu,Ix = 1. (4.7) 
Thus, from the maximum principle we conclude that 
cp -=c op. (4.8) 
The inequalities (4.7) and (4.8) complete the proof when p =pN. 
Let us now assume that p > pN. From (4.6) and (4.4a) we deduce that 
lopIp+ 1 = 1. (4.9) 
From Pohozaev’s Identity applied to Problem (IV) we obtain the 
inequality 
4% w cp j u; + l > ep C(P> NJ, (4.10) 
PQ 
because of (4.9). From (4.5a) we deduce that for p large enough 
1 
-1 q+l PQ 
uY,+r<&+l 
and so (4.10) yields 
c > C(P> N) 6 -. 
p 4% NJ (4+ INK/v+ 1) 
>A (4.11) 
for large values of p. 
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Using the maximum principle again, we now find that 
o<ep-cpIup14,-p 
so that in view of (4.11) 
bpl < 4 
where B is some appropriate constant. 
Next assume that 
along a subsequence. If
obtain in view of (4.9) 
cp + co as p+cc 
we multiply (IV) by up and integrate over pQ, we 
j Ivup12=ep-cp~u~+‘. 
Because the left hand side is bounded by (4.5a), it follows that 
s u;+’ +o as p-too. 
To obtain a contradiction, we consider the symmetric rearrangements Cp 
of up. Then 
and, because @up) + K,,, as p + cc, 
it@,) -+ K, as p-co. 
By Section 2, we have proved that 
iTp + u as p+ CO in H, 
where u has the properties 
k(u) = K, and I 
up+‘, 1. 
However, 
j~;+~=jiT;+~+ju~+~>O as p-co, 
so that we have reached a contradiction. 
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Finally, the last remaining bound follows from the observation that 
and the positive lower bound for luplq+, established above. 
This completes the proof of Proposition 4.1. 
We now turn to the global estimates for up, and especially, estimates for 
large values of 1x1, which turn out to be crucial in the proof of Theorem C. 
Specifically we shall prove the following asymptotic estimate. 
PROPOSITION 4.2. Suppose q > p 3 p,,,. Then there exists 
constant C such that for all p large enough, there exists a point 
that 
a positive 
xp E pQ so 
v,(x) 6 
c 
(X-xpIN-- in ~Q\b,h 
The proof of Proposition 4.2 is based on two arguments. Because the 
functions v, form a minimizing sequence for K( .) if p > pN and for S( .) if 
p=pN, the m th d f e o o concentration compactness yields weak compactness 
in LPN+‘. Subsequently, asymptotic estimates for Yamabe-type equations 
-Au = a(x) upN 
yield L”-estimates for the decay at infinity. 
Specifically, the concentration-compactness argument leads to the 
following estimate. 
LEMMA 4.3. For p large enough, there exists a point x, l plR such that 
for every E > 0 there exists a radius R, so that 
s VPNfl <E 1x-+1=-R, ’ . 
In the next lemma we give conditions for a uniform asymptotic bound 
for a family (zp} of solutions of problems 
(v){;_d;=i,zp-P,zq, z>o if& 
PT 
in which the sets Z, are domains in RN and the constants Ap and pp satisfy 
O<A<&<B and O<pp<B 
for appropriate constants A and B. 
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LEMMA 4.4. Let zp be a family of solutions of Problem (V) such that 
(a) lzplco is untformly bounded; 
(b) there exists a point x, E EC, such that for every E > 0 there exists 
a radius R, such that 
I 
zpN+’ <&. 
Ix-xpl>& p 
Then there exists a constant C > 0, which is independent of p such that 
z,(x) 6 
C 
JX-xplN-2 in C,\{x,h 
Before proving Lemmas 4.3 and 4.4 we state a simple consequence of 
Lemma 4.4. 
COROLLARY 4.5. Suppose v E H is a solution of 
-Av=vP-cvq, v>O in RN, 
where c is some positive constant. Then there exists a point x0 E RN such that 
v is radially symmetric with respect to x0, and 
(a) ~(x)~C/~x-x~~~-* in RN\{xo}, 
(b) v E L2(R”) if N> 4 and jy v’(x) dx = O(R4- “) as R -+ 00. 
Remark. Parts (a) and (b) continue to be true if v is defined on a half- 
space and v = 0 on the boundary. 
Proof: The existence of a point x0 such that (a) is satisfied follows from 
Lemma 4.4. By a result of [GNN], the function v must then be radially 
symmetric around x0. The estimates in (b) both follow from (a) and the 
boundedness of v in RN. 
We now turn to the proofs of Lemmas 4.3 and 4.4. We start with the 
latter. It is inspired by a recent result of Han [H]. 
Proof of Lemma 4.4. We take xp as the origin, define i,(x) = z,(x - xp) 
and f:p = 2, + xp, and then omit the tilde again. Also, for simplicity we set 
A, = 1 and pLp = 1. Then we can write the partial differential equation as 
where 
-AZ, = N(N - 2) a,(x) z”, in C,, (4.12) 
1 
a“(x)=N(N-2) {z”,-PN(X) - z;-pqX)} (4.13) 
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Plainly we have the following bounds for a,: 
0 6 a,(x) 6 
1 
N(N-2) zp,-PM(X) 6 CN in Zp, (4.14) 
where c,,, is a constant which does not depend on p. 
Following [H] we transform the problem to one in an exterior domain 
Q,, by means of the Kelvin transform 
w,(x)= Ix12--Nzp ,-G? 3 (-1 
which transforms Z, into the domain 
We then find 
-Aw,=N(N-2)a, in Q, (4.15) 
w,=o on asz,. (4.16) 
For this problem we have the following estimate at the origin (which does 
not depend on the shape of the boundary %2,j). 
LEMMA 4.6. There exist positive constants 6, r,,, and cO, depending only 
on the upper bound c, of up, such that for every r < rO, 
i 
WPNfl<6 =s 
P I 
W(PN+ 0212 < 
1.X /XI <r/2 P 
. co. 
< r 
For the proof we refer to [H]. 
In addition, for the linear problem 
-Aw,=b,(x)w,, w,30 in Q, (4.17) 
w,=o on aQR, (4.18) 
we have the following classical estimate, originally due to Brezis and Kato 
CBKI. 
LEMMA 4.7. Let wP be a solution of (4.17k(4.18). Suppose that for some 
k > N/2 there exists a constant c0 and a radius r0 > 0 such that for all p large 
enough 
s &();2 n Q, 
b; d co, 
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then there exists a constant c, > 0 such that for all p large enough 
sup{ w,(x): x E Br,,,d n Q,} < cl. 
We can now readily conclude the proof of Lemma 4.4. Note that 
= s IYI 2 llr zy+‘w 4, 
where we have set y = x/lx1 *. Therefore 
sup 1 1x1 <I 
wy+‘(x)dx+O as r+O. 
P 
According to Lemma 4.6 this implies that there exist constants r. and co 
such that 
i -=c m/* 
wbpN+ 1)z’*(x) dx < co. (4.19) 
1x1 
Setting 
b,(x) = N(N- 2) up 
we conclude from (4.19) that for some constant cr, 
s 1x1 -=c w/* b;(x) dx < Cl, 
where 
kJ~~+1)2= N* N 
2(p,- 1) 2(N-2)‘5 
Hence, by Lemma 4.7, there exists a constant c2 such that 
sup{w,(x): XE &,,,‘I n 52,) < ~2 
for all p sufficiently large. Returning to zp we conclude that for all p 
sufficiently large 
z,(x) G + if 1x1 >t. 
This completes the proof of Lemma 4.4. 
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Proof of Lemma 4.3. If p = pN, we know that 
So&) --f SN as p-00, 
and that (upI o. = 1 by Proposition 4.1. Under these conditions the assertion 
is classical and can be found in [L]. Thus, henceforth we shall assume that 
P’PN. 
Consider the function 
e,(x)=; IVu~(x)l~+~u~+I(X)+u~+~(X), x E pi-L? (4.20) 
Thus 
I pR ~$44 dx = &,, + 1 
according to Proposition 4.1 and hence, by (4Sa), 
s 4,(x) d  +KN + 1 as p-+co. (4.21) pn 
We wish to prove “weak compactness” of dp, i.e., that the mass of z, 
concentrates in a connected region, Thus we have to show that neither 
vanishing, nor dichotomy occurs. The next lemma shows that the former 
does not occur. 
LEMMA 4.8. There exists a radius R > 0 such that 
lim 
( s 
sup “’ P-m yeRN B(y,R) dp(x)dx 1 
Proof: Suppose that the contrary is true. Then, by the definition (4.20) 
of 4, for every R > 0 
sup I up,+‘(x)dx+O as p-+co (4.22) 
yeRN B(Y,R) 
along some subsequence. 
Fix R > 0. By the partial differential equation for up 
Idu,( = Iv; - CPU;1 < u;. 
Hence, because [upI co is uniformly bounded by Proposition 4.1, (4.20) 
implies that for any m 2 1, 
sup s lduJ” (x)dx-+O as p+oo. (4.23 ysRN NY,R) 
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Now choose y, E pQ so that u&y,) = lvpl oo. Using the Sobolev embedding 
theorem and the fact that Iv,I, is bounded, we deduce from (4.23) that 
~~P{I~,(~~-qdY,)l: XEW,> W) +o as p+oo. (4.24) 
Thus, because lvplco is uniformly bounded away from zero, it follows from 
(4.22) that for p large enough, 
up(xb ;IUplm in KY,, RI. 
This implies that B(y,, R) E pQ, and so, by Proposition 4.1 that 
l=J- P -J- 
up+‘> up+‘> 
B(yp, R) 
P 
PQ 
,+NRNIupIP_+l 
or 
jjr ll(P+l) 
l~,1&2 - 
( ) 
R-NAP+ 1) (4.25) 
ON 
Because R can be chosen arbitrarily large it follows that Iu,I o. + 0 as 
R + co, which contradicts Proposition 4.1. 
As to dichotomy, suppose it does occur, and define for a > 0 
K,,=i;f k(u):[RIup+l=a}. 
i 
LEMMA 4.9. For every a E (0, 1 ), 
KN=KN,I<KN,~:+KN,I--~~. 
ProoJ The proof is based on a scaling argument. Let u be a minimum 
for K(u) such that 
s up+l=a>O, RN 
that is, 
Then for the function 
g(u) = K,,,. 
we have 
u,(x) = yu(y’q- 1U2x), y=a -l/{P+I-(q--IWPl 
~(uy)=yq+1-(q--I)N/2~(u) 
(4.26) 
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and 
s 
g+I - P+l-(q-l)NP 
R” ’ 
-Y s 
up+‘, 1. 
RN 
Hence 
where 
Nq-l)-2(q+l) 
W=N(q- 1)-2(p+ 1)’ 
Note that because q > p > pN, o E (0, 1). By a similar argument, we find 
that 
K,., d a”K, 
from which we conclude that 
K,?. = aWKN. 
Thus for a E [0, 11, 
where 
KN,.+KN,,-.=da)KN, 
q(a) = a” + (1 - a)w. 
Plainly, ~(0) = cp( 1) = 1 and q” < 0 on [0, 11 because 0 < w < 1. Therefore 
q(a) > 1 for all a E (0, 1 ), which proves the assertion. 
Next we exclude dichotomy. We do this by assuming that it does occur 
and show that for some a E (0, I), 
K,,.+&,,-.6K,, (4.27) 
which contradicts Lemma 4.9. 
Thus, suppose dichotomy occurs, i.e., [L] there exists a number 
I E (0, K, + 1) and a sequence { y,} E RN such that for every E > 0 there 
exists a radius R, and a sequence {R,}, where R, + co as p + co such that 
I j 
I- 
,x-yp,<Re~Jx)dxl GEt (4.28) 
s R,<,x~v,,<R~~p(X)dn~E 
(4.29) 
s d,(x)dx>K,+l-I-2&. (4.30) Ix-YJDRE 
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The last statement is a consequence of the fact that vanishing does not 
occur. 
Set v”,(v) = u,(y - y,) and omit the tilde again. Then, because vp is 
uniformly bounded and satisfies (IV), a standard compactness argument 
ensures the existence of a subsequence, which we denote by (u,}, and a 
function u such that 
V” + v in H:,,n L,Tc as n + 00. (4.31) 
By (4.31) and Proposition 4.1, we can go to the limit in (IV) to obtain 
-Au = tW’ - cvq in C (4.32) 
for some positive constants 0 and c. In addition we conclude from (4.21) 
and Corollary 4.5 that 
where C is some positive constant. The domain C in (4.32) and (4.33) can 
be shown to be either the whole space RN or the half-space (xN} > 0. From 
the assumption of dichotomy (4.28)-(4.29) we deduce that v # 0 and 
m+J-/ p+‘=L<&+l. (4.34) 
Finally note that 
s vP+i<liminf n s vp+l, 1 is n-03 ,y 
and 14p+l # 1, because if lvlp+ i = 1, then 
&, 2 K,, 
which yields a contradiction in (4.34). Thus 
s vP+l=aE(O, 1). .?I 
We now prove that (4.24) holds for this value of a. Define the cut-off 
function c E Ca)( [0, co)) with the properties (i) c(t) = 1 for O< t d 1, 
(ii) c(t) = 0 for t > 2, (iii) 0 d c(t) d 1, and (iv) [c’(t)1 < 2. Write 
CR(x) = C(lxllW9 and 
V n, R = %iR and Wn,R = %(l -CR). 
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Note that 
V n,R + v<R~ W n, R --f v(1 - CR) as n -+ cc. 
For fixed R > 0, we have 
lim sup I~(v)-~((v,,.)-~(ww,,R)I 
n-C%2 
6C (Ivvl*+v~+‘+ Iv(R12v2) 
R<lrl<2R 
<C 
s 
(~vv~*+v4+‘+R-*u2). (4.35) 
R<lxl<2R 
We now let R tend to infinity. Because v E H, the first and the second term 
on the right of (4.35) will tend to zero as R --t co, while by Corollary 4.5(b), 
the last term is Rp20(R4-“‘)= O(R*-“) as R+ co. Hence 
lim limsup l~(v)-~(~,,~)--I?(w,,~)l =O. 
R+a n-cc 
Similarly, we have for fixed R > 0, 
<c s vP+’ R < 1x1 < 2R 
and so, because v E H, 
R-m n-m 
(v,,~)~+‘- (w,,~)~+~ =O. 
s 
Thus, in this manner, we find that for every E > 0, if we take n and R large 
enough, 
tvn,R) p+‘-cz <& 
(wn,R)p+’ -(l-a) <& 
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Letting E tend to zero, and taking n and R accordingly large, we conclude 
in the limit, after a slight resealing as in (4.26) to eliminate the small 
difference for the Lp + ’ norm, that 
which yields the desired contradiction. 
Thus, dichotomy does not occur; i.e., there exists a point y, such that for 
every E > 0 there exists a radius R,, so that for p large enough, 
s 
IVu,(x - y,)( * dx < E. 
Ix- ypl > RE 
Now we are ready to conclude the proof of Lemma 4.3. Specifically, we 
shall show that for every E > 0 there exists a radius R, such that 
5 ,x-yyp,.R {u,(x-Y~,))~~+~ dx<E, (4.37) E 
where yp has been defined before. 
Assume to the contrary that there exists a constant co > 0 and sequences 
{R,} and { pn} such that R,, pn + co as n + cc so that for all n 2 1 
Ix - ynl 2 Rn 
{up,(x- yp.)}PN+‘dx>~o. (4.38) 
For convenience we shall write henceforth 
u,(x) = up,(x - Yp.). 
Using the compactness argument employed above, we can assume that 
u, + 0 as n-+oo in H~b,nL~c 
and we can show that 
u’(x) dx = O(R*-“) as R-co. (4.39) 
Now fix R and choose n so large that R, > 2R. Then 
Eo < 
I.4 > Rn 
Uy+% RN{(l-~R)u,}pN+l, I 
and so, by Sobolev’s inequality 
(4.40) 
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Hence, (4.40) can be written as 
s 1.x > R 
(4.41) 
We now let n + CC in (4.41) (keeping R fixed). This yields 
SN$(PN+1)<21im sup 
n-rm s I.rl>R ‘VU”‘2+~~~<,.i,<2Ru2’ 
(4.42) 
Finally, letting R -+ co in (4.42) we obtain by (4.37) and (4.39) 
&&‘(PN+ ‘) < 0 
which is a contradiction. 
This concludes the proof of Lemma 4.3. Proposition 4.2 follows from 
Lemmas 4.3 and 4.4. 
5. ASYMPTOTIC BEHAVIOUR OF u, 
Having established that the solution concentrates at a point, and 
obtained a uniform upper bound, we are now ready to give a description 
of the limiting behaviour of variational solutions U, when E + 0 through a 
subsequence which satisfies (4.1) and (4.2). We denote the point of concen- 
tration by x, and write 
Mm =G%)=Yc. 
It follows from Proposition 4.1 that there exist positive constants A and B 
such that 
AP 2/(P--l+,<Bp2/(P-l) (5.1) 
In what follows it will be convenient to use the scaled variables 
y+-yx-xE) and U,(Y) = Y-1%(x)> (5.2) 
where we have omitted the subscripts from yE for convenience. The function 
v, then satisfies 
-Av=vP-EY~-~v~ in 4, 
O<u<l in Q, 
v=o on al&, 
where d, = { y(P- r)12(x - x,): x E B >. 
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In the following lemma we state the basic upper bound, established in 
Section 4 in terms of x, and y. 
LEMMA 5.1. There exist positive constants A, B, and C such that 
(a) u,(x-x,)<Ay/(l +B$(x~~-~), where n=(p- l)(N-2)/2, and 
(b) V,(Y)< C/(1 + l~l”-~). 
ProojI The first bound follows at once from the second one by means 
of the transformation (5.2), so we only need to prove (b). 
Let 2 = px, and let f, = px,. Then, by Propositions 4.1 and 4.2, we have 
for p large enough, 
where A is some positive constant, and hence 
for some positive constant C. Using Propositions 4.1 and 4.2 again, we 
obtain 
where C is still some positive constant. 
From (5.2) we deduce that 
Y’“,“” (n _ n,) and 
WP- 1) 1 
Y= v,(y)=L- Y 8, 
vpw (5.4) 
Thus, if we substitute (5.4) into (5.3) and use (5.2), we obtain the desired 
upper bound. 
As in [MP] the Pohozaev Identity plays a central role here. For 
solutions of Problem (IJ it becomes 
for any z E RN. This yields as a consequence, with z = 0, 
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and, upon differentiation with respect o z, 
I() -2 au 2n=0 an an ’ (5.7) 
where c(k, N) is defined by (1.5) and n = n(x) denotes the outward pointing 
normal on f3B. 
The idea is now to let E tend to zero in (5.6) along a sequence which 
satisfies (4.1) and (4.2), and so obtain the asymptotic behaviour of IA,,. We 
begin with the left hand side. 
Let 
d, = d&(x,, a&?). 
LEMMA 5.2. We have 
Proof Suppose to the contrary that there exists a sequence such that 
dE.y(P-“‘*+a<, if E -+ 0. 
For the corresponding sequence of function w, = 0,v, we have by 
Lemma 5.1 and Proposition 4.1 the uniform upper bound 
c 
W,(Y)< 1+ lylN-2 in RN. (5.8) 
Hence, by elliptic regularity theory and the bounds on 8,, there exists a 
subsequence, which we denote again by {IV,}, and a function w such that 
w, + w as E + 0 in H:,, n Lz(. 
and 
I w;” -+a>0 as E -+O. 
Taking the limit in the problem for v,, we find that w satisfies 
-Aw=Owp-cwy in C 
O<w<l in C 
w=o on ac, 
where C = { xN < a} when the x,-axis has been chosen appropriately. 
(5.9) 
580/105/l-3 
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In view of the rate of decay of w,(y) as jyl -+ co, which follows from 
(5.8), we may conclude that 
Finally, in view of the strong convergence of w, in Lp+’ and L4+’ we have 
be convexity 
and so 
Therefore 
K(w) 6 limt$f K(w,) = KN. 
K(w)= KN. 
Hence, taking the symmetric rearrangement 6 of w we find that 
which is impossible. This completes the proof. 
PROPOSITION 5.3. We have 
U,(Y) + V(Y) as E +o, 
uniformly in RN, and 
EY Y--P+p as E+O, 
where (V, c*) is the unique solution of the problem 
-dV= VP-c*p in RN (5.10) 
in RN (5.11) 
V(O)= 1, V(y)=O(lyJ-‘NP*‘) us ly( + co. (5.12) 
Proof: By a compactness argument involving the upper bound for 
u, from Lemma 5.1, there exists a sequence {u,“}, which converges to 
a function u, such that in addition, by the maximum principle, 
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CE” =E,~~~~~-+cE [0, 1) as n -+ co. Plainly, in view of Lemma 5.2, u and c 
satisfy 
-Av=vp-cvy in RN 
O<vdl in RN 
u(0) = 1, u(y) = O(lJJ -(N-2)) as jyl + cc. 
By [GNN], v has radial symmetry and by [KMPT], (u, c) = (I-‘, c*). 
Finally because the limit is unique, the entire family (v,, c,) must 
converge to (V, c*). 
As a consequence of Proposition 5.3 and the uniform upper bound for u,, 
we have the following limits. 
LEMMA 5.4. Suppose m > N/(N - 2). Then 
lim y- m+N(p- I)/2 u:(x) dx = J,,,, 
I: + 0 
where 
(5.13) 
With Proposition 5.3 and Lemma 5.4 we can take the limit of the left 
hand side of (5.6). 
LEMMA 5.5. Let 
b=+{(N-2)p-(N+2)}. 
Then 
-c(P, N) j” UC+’ +Ec(q, 
R 
N)j u:+‘) ~ 
+ -c(p,N)J,+,+c*c(q,N)J,+, 
Let us next consider the right hand side of (5.6). We define 
wE(x)=Y~+‘%(x), (5.14) 
where /I has been defined in Lemma 5.5. Problem (I,) then becomes 
- Aw, = h,(x) in 52 (5.15) 
w,: = 0 on ac2, (5.16) 
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where 
h,(x)=y”+‘{u~(x)-&U,4(X)}20 (5.17) 
and (5.7) yields 
u ) awe 2n-0 Qdn -. (5.18) 
Here we may assume, if necessary taking a subsequence, that x, + x0 E 0 
as E + 0. 
To obtain an asymptotic estimate for the boundary integral on the right 
of (5.6), we use the following elliptic estimate from [BP]. 
LEMMA 5.6. Suppose u is a solution of the problem 
-Au=f in Sz 
u=o on asz, 
where Q is a bounded domain in RN with smooth boundary XL Then there 
exists a constant C > 0 which only depends on 52, such that 
Ilull W’J(Q) + llwlco.yan) G C(lIf II L’(R) + llf II Lye)) 
for any s < N/(N - 2), any a E (0, l), and any neighbourhood o of &2. 
Remark 1. If Q is not bounded, Lemma 5.6 continues to holds with a!2 
replaced by any bounded subset .E of dQ and where w is a neighbourhood 
of c. 
Remark 2. Let (52,) be a sequence of domains with boundaries aQn 
such that Q,, --t Q and aQ,, -+ aQ as n + co, and let 
-Au,=f, in R, 
U” = 0 0n asz,. 
Then for large n we have 
IIv%II @q&a”) d C( Ilfnll L’(c2,) + IKII L=(o)). 
As a first result we prove that 
LEMMA 5.7. We have 
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where 
p=J,-c*J,>O 
and J, has been defined in Lemma 5.4. 
Proof On the one hand we have 
s h,(x)dx=f+’ cl i‘ u:(x) dx - cy”+’ R I u;(x) Ax, R 
and so, by Lemma 5.4 and the fact that syyP p + c*, we find that 
I h,(x) dx + J, - c*J, = p. R 
Note that 
p=Jp-c*J,>(l -c*) J,>O. 
(5.19) 
On the other hand for fixed R > 0 and E small enough, 
which yields with the upper bound for U, from Lemma 5.1, 
h,(x) dx < &@+ ‘jcp- ‘) 
1.x -- .x01 > R I 
1 
1.~1 > R/2 1x1 P(N- 2’ 
dx 
< &(B+ ‘KP- 1) 
9 (5.20) 
where A and B are suitable constants. Because the last term in (5.20) tends 
to zero as E -+ 0 it follows that 
Next we show that the point of concentration x, does not move to the 
boundary XJ as E -+ 0. 
PROPOSITION 5.8. We have 
Proof: Assume to the contrary that x, + X,,E kX2, and so d, -+ 0 as 
E + 0. We define a new coordinate system (x1, . . . . XN) such that eN = n(x,,). 
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Note that if 52 is convex, the moving plane method (see [GNN]) shows 
that there exists a radius R such that for E small 
au, ire for all x E B(x,, R) n Q, N 
which contradicts Lemma 5.7. 
In the general case we proceed in two steps. 
LEMMA 5.9. We have 
d,Nh,kU + xc,) -, CL+ in Z, 
whereC={~,<O} andf=(O ,..., 0, -1). 
Proof: We first observe that the function dfh,(d,t; +x0) is defined on 
the set Z, = d; ‘(Q -x,), which converges to C as E + 0 and that the point 
<, ==~t~h:; - x0) tends to t as E + 0. 
j d:h,MC+x,)dS=j h,(x)dx-tp as E -0. (5.21) 
& R 
In addition for R fixed and E small 
s Iyl>y(P-1)/2deR/2 “(‘) dy 
<A I lyl >y(P-‘)/*d~R/2 lyl p$--2)dygA(d,y(P-1)‘2)1-p(N-2)~0 as ~-0, 
where we have used Lemma 5.1 to estimate v, from above. 
LEMMA 5.10. We have 
n(x)dx.e,+oo as E +O. 
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Proof Let B, = B(x,,, R,) be a ball around x0 with radius R, small 
enough so that 
n(x) . eN > l/2 (5.22) 
on that part of the boundary &2 which lies inside B,. We now split the 
integration over %2 into two parts, one over the part outside B, and one 
over the part inside B,: 
aw 2 f( 1 --! n(x)dx=X,+ Y,,, dR an (5.23) 
where 
A-,= s n(x) dx (5.24a) dRn(Ix-.YOl>ROJ 
(5.24b) 
To estimate X,, we embed the domain Q into a slightly larger one, si, 
with smooth boundary ah, which contains x0 as an interior point, such 
that outside B,, 4 coincides with Q, i.e., 
sin {lx-x,1 >R,}=SZn {Ix-x01 >R,}. 
Let $)E be the solution of Problem (5.15)(5.16) in which Q has been 
replaced by si and h, has been extended by zero outside 52. Then, by the 
strong maximum principle 
As we know from Lemma 5.7, 
k -+ A, as E -0, 
and so 
$6 + P&, in L2(si) n L”(o), 
(5.25) 
where o is a compact subset of fi\{x,,}, and e,, is the Green function of 
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the Laplacian for the domain 8. It follows from Lemma 5.6 that there 
exists a constant C such that for E small 
aa, 
I I 
an <c for XEasi. (5.26) 
From (5.25) and (5.26) we can conclude that there is a constant C > 0 
which does not depend on E such that 
IX,1 G c for E small. (5.27) 
Next we show that Y, . eN tends to infinity. We introduce the function 
W,(t) = d i’-*w,W +xd. (5.28) 
It is a solution of the problem 
-AW,=d,Nh,(d,~+x,) in C, 
w,=o on az,. 
Because C, + 2, 8.X, + 8.X and by Lemma 5.7, 
d,NW,t + xc,) --) ~‘65, 
we can deduce from Lemma 5.6 that 
aw, aG -+- 
&, ae, on ac, nB(0, l), 
where G(x) is the solution of the problem 
-AG=p6,- in C 
G=O on ac. 
Therefore there exists a constant A > 0 such that 
I I 
aw, 
aeN >A on ax, n B(0, 1). 
(5.29) 
(5.30) 
Transforming back to the original variables x and w, we thus obtain 
on aQn {lx-x,1 <de). (5.31) 
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This yields, upon substitution into Y,, 
YE.eN= 
s 
n(x). eN dx 
dfZn{I.x-.q,<Ro} 
1 
a- 
8 
meas,-,{aQn {I.x-xOl <d,}j 
>Cd’-N+cx ’ E as E -+O. 
The assertion follows from (5.27) and (5.32). 
(5.32) 
This also concludes the proof of Proposition 5.8 because the result of 
Lemma 5.10 contradicts (5.18). 
Using now Lemmas 5.6 and 5.7, we can estimate the right hand side of 
(5.6). 
LEMMA 5.11. We have as E + 0 
(5.34) 
where p has been defined in Lemma 5.7 and G, = G( ., x0) is the Green 
function of -A with zero Dirichlet boundary conditions in Q. 
Proof: Lemma 5.7 and the fact that x0 E 52 imply that 
w, +PG,, as E -+O, 
in L*(Q) and in L”(w), where o is any compact subset of Q\{x,}. Thus, 
it follows from Lemma 5.6 that 
VW, + P VGx, as E + 0, in L2(Q). (5.35) 
The two assertions now follow from (5.14), (5.18), and (5.35). 
According to [BP] the Green function satisfies the following relations: 
LEMMA 5.12. We have 
(a) JJQ (X, n)@G,,/W2 = -gboy xd 
(b) Jan W&W’ n = -Vgh, x0), 
where g is the regular part of the Green function. 
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From Lemmas 5.11 and 5.12 we firit conclude that x0 is a critical point 
of the regular part g of the Green function. Now following the procedure 
used in the radial case [MP], in which we compared the left and the right 
hand side of (5.6) we complete the pro,Jf of Theorem C. 
ACKNOWLEDGMENTS 
This research was supported by a grant from the Netherlands Organization for Scientific 
Research and EEC Contract SCl-0019-C(TT). 
REFERENCES 
CASI 
CAP11 
CAP21 
CAP31 
CBKI 
Wll 
W-21 
CBNI 
WI 
PI 
M. ABRAMOWITZ AND I. A. STEGUN, “Handbook of Mathematical Functions,” 
Dover, New York, 1965. 
F. V. ATKINXIN AND L. A. PELETIER, Emden-Fowler equations involving critical 
exponents, Nonlinear Anal. 10 (1986), 755-776. 
F. V. ATKINWN AND L. A. PELETIER, Large solutions of elliptic equations involving 
critical exponents, Asymptotic Anal. 1 (1988), 139-160. 
F. V. ATKINWN AND L. A. PELETIER, Elliptic equations with nearly critical growth, 
J. Differential Equations 70 (1987), 349-365. 
H. BREZIS AND T. KATO, Remarks on the Schriidinger operator with singular 
complex potentials, J. Math. Pures Appl. 58 (1979), 137-151. 
H. BERESTYCKI AND P. L. LIONS, Nonlinear scalar field equations. I. Existence of 
a ground state, Arch. Rational Mech. Anal. 82 (1983), 313-345. 
H. BERESTYCKI AND P. L. LIONS, Existence d’ttats multiples dans les kquations de 
champs scalaires nonlintaires dans le cas de masse nulle, C. R. Acad. $5. Paris 297 
(1983), 267-270. 
H. BREZIS AND L. NIRENBERG, Positive solutions of nonlinear elliptic equations 
involving critical Sobolev exponents, Comm. Pure Appl. Math. 36 (1983), 437477. 
H. BREZIS AND L. A. PELETIER, Asymptotics for elliptic equations involving critical 
Sobolev exponents, in “Partial Differential Equations and the Calculus of Varia- 
tions” (F. Colombini, A. Marino, L. Modica, and S. Spagnolo, Eds.), pp. 149-192, 
Birkhluser, Basel, 1989. 
C. BUDD, Semilinear elliptic equations with nearly critical growth, Proc. Roy. Sot. 
Edinburgh Sect. A 107 (1987), 249-270. 
[GNN] B. GIDAS, W.-M. NI, AND L. NIRENBERG, Symmetry and related properties via the 
maximum principle, Comm. Math. Phys. 68 (1979), 209-243. 
Ccl L. GLANGETAS, Thesis, Paris, 1990. 
WI ZHENG CHAO HAN, Thesis, Courant Institute, 1990. 
[KMPT] M. K. KWONG, J. B. MCLEOD, L. A. PELETIER, AND W. C. TROY, On ground state 
solutions of -Au = up - uq, J. Differential Equations, in press. 
CL1 P. L. LIONS, The concentration compactness principle in the calculus of variations. 
Part 1. The locally compact case, Ann. Inst. H. Poincarti 1 (1984), 109-145. 
ELLIPTIC EQUATIONS 41 
IMPI F. MERLE AND L. A. PELETIER, Asymptotic behaviour of positive solutions of 
elliptic equations with critical and supercritical growth. I. The radial case, Arch. 
Rational Mech. Anal. 112 (1990), l-19. 
PI S. I. POHOZAEV, Eigenfunctions of the equation Au + l&u) = 0, Dokl. Akad. Nuuk. 
SSSR 165 (1965), 3639; Soviet. Math. 6 (1965), 1408-141 I.
CR11 0. REY, The rble of the Green function in a nonlinear elliptic equation involving 
the critical Sobolev exponent, J. Funcr. Anal. 89 (1990) l-52. 
WI 0. REY, Proof of two conjectures of H. Brezis and L. A. Peletier, Manuscripta 
Math. 65 (1989) 19-37. 
