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a b s t r a c t
DNA encoding is crucial to successful DNA computation, which has been extensively
researched in recent years. It is difficult to solve by the traditional optimization
methods for DNA encoding as it has to meet simultaneously several constraints, such
as physical, chemical and logical constraints. In this paper, a novel quantum chaotic
swarm evolutionary algorithm (QCSEA) is presented, and is first used to solve the DNA
sequence optimization problem. By merging the particle swarm optimization and the
chaotic search, the hybrid algorithm cannot only avoid the disadvantage of easily getting
to the local optional solution in the later evolution period, but also keeps the rapid
convergence performance. The simulation results demonstrate that the proposed quantum
chaotic swarm evolutionary algorithm is valid and outperforms the genetic algorithm and
conventional evolutionary algorithm for DNA encoding.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
DNA computing is a new computation vista, which has been extensively researched in recent years. In 1994, Adleman [1]
first demonstrated the feasibility of solving NP-complete problems by DNA molecules. Because DNA computing has many
good characteristics such as massive parallelism, exceptional energy efficiency, and huge storage density, DNA computing
has been used to solve various NP-complete problems, such as the satisfaction problem (SAT) [2,3], traveling salesman
problem (TSP) [4], and maximal clique problem [5,6]. Since the information, in DNA computing, is encoded by DNA
sequences, the design of DNA sequences is crucial to successful DNA computation. For a set of DNA sequences to be effective
in DNA computing, they must fulfill a number of combinatorial and thermodynamic constraints, which is difficult to be
solved by the traditional optimization methods.
Concerning sequence design for DNA computing, many researchers have proposed various algorithms and methods.
Marathe et al. [7] proposed a dynamic programming approach. Frutos et al. [8] developed a template strategy to select a
huge number of dissimilar sequences. Aritha et al. [9] introduced genetic algorithm into the DNA sequence design system
and proposed a random generate-and-test algorithm. Tanaka et al. [10] applied simulated annealing to optimize the set of
DNA sequences. Deaton et al. [11] proposed a DNA encoding algorithm based on evolutionary search method. Cui et al. [12]
proposed a DNA encoding algorithm based on the PSO optimization. Wang et al. [13] developed GA/SA algorithm for
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DNA encoding. Tulpan et al. [14] proposed a stochastic local search method for sequence set design. Asahiro [15] applied
traditional greedy methods to discover a set of good DNA sequences.
Quantum computing is a new class of computing based on the concepts and principles of quantum theory, such as
superposition of quantum states, entanglement and intervention. This research area was first proposed by Benioff and
Eeynman [16,17] in the early 1980s. Since Benioff and Eeynman introduced it, quantum computing has developed rapidly,
and it also has been turning out that quantum computing has significant potential to be applied to various difficult problems.
In 2002, Han et al. [18] proposed the quantum evolutionary algorithm (QEA), whichwas inspired by the concept of quantum
computing. In QEA, the Q-bit was put forward to represent the small unit of information, and a quantum gate was proposed
as a variation operator to promote the optimization of individual Q-bits. In recent years, quantum evolutionary computing is
also used to solve various optimization hard problems. Jiang et al. [19] applied quantum evolutionary algorithm to solve face
verification. Yang et al. [20] proposed a new blind source separation method based on quantum genetic algorithm, and the
simulation result showed that the effect of the new method is greater than that of conventional genetic algorithm (CGA).
Li et al. [21] proposed a hybrid quantum-inspired genetic algorithm for a multi-objective flow shop scheduling problem.
Feng et al. [22] developed a novel quantum coding mechanism to solve the traveling salesman problem (TSP) based on the
quantum-inspired evolutionary algorithm. Wang et al. [23] proposed a novel quantum swarm evolutionary algorithm, and
an improved particle swarm optimization was used to update the quantum angles automatically. The simulated results in
solving the 0-1 knapsack problem get good performance. Wang et al. [24] proposed a quantum ant colony optimization
algorithm (QACOA) to solve the discrete optimization.
In this paper, a novel quantum chaotic swarm evolutionary algorithm (QCSEA) is presented, and is first used to solve
the DNA sequence optimization problem. By merging the particle swarm optimization and the chaotic search, the hybrid
algorithm cannot only avoid the disadvantage of easily getting to the local optional solution in the later evolution period, but
also keeps the rapid convergence performance. Furthermore, the simulation results demonstrate that the proposed QCSEA
is valid and outperforms the traditional algorithm for DNA encoding.
The rest of the paper is organized as follows. In Section 2, various constraints in DNA encoding will be introduced and
the fitness function of DNA encoding will also be formulated. The quantum swarm evolutionary algorithm and the chaos
optimization are introduced in Section 3. The new quantum chaotic swarm evolutionary algorithm is proposed in Section 4.
The simulation results and analyses will be given in Section 5. Section 6 is the conclusion and further remarks.
2. Constraints formulation in DNA encoding
The DNA sequence design is an approach of the control, which aims to design DNA sequences satisfying some
constraints to avoid such unexpectedmolecular reactions. Generally, the constraints such as H-measure, continuity, melting
temperature, GC content, etc. need to be considered in the design of good DNA sequences. In this section, first, the various
constraints for DNA sequences design will be described in detail. Then the fitness function of DNA encoding will be
formulated.
In the following context, xi (1 ≤ i ≤ m) is used to denote the DNA sequences with length n, m is the cardinality of a set
of DNA sequences. For convenience, DNA sequence x is oriented from the 5′ to 3′ end, and the reverse orientation is the 3′
to 5′ end, so xR denotes the reverse sequence of sequence x.
2.1. Design constraints
(1) Tm constraint
Melting temperature is one of the most important factors for the DNA encoding. There are many methods to calculate
meting temperature such as the GC% method [25], the nearest neighbor mode [26], and so on. In the paper, we use the
nearest neighbor mode method to calculate melting temperature. The evaluation function FTm(Σ) of melting temperature
is defined by Eq. (2.1)
FTm(Σ) =
m∑
i=1
fTm(xi), fTm(xi) =
[
Tmtar(xi)− Tmgen(xi)
]2
, (2.1)
Tmgen = 1H
◦
1S◦ + R ln(CT/α) − 273.15, (2.2)
where Tmtar is the targetmelting temperature, Tmgen is themelting temperature of the generated sequence xi, R in Eq. (2.2) is
the gas constant (1.987 cal ·mol−1 ·K−1),1H◦ and1S◦ are the enthalpy and the entropy separately, CT is salt concentration,
and parameter α is set to 4 in this paper.
(2) Similarity measure constraint
The similarity measure [27] computes the similarity in the same direction (5′ to 3′) of a given two strands to keep
each sequence as unique as possible including position shift. The evaluation function FSimilarity(Σ) of the similarity measure
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constraint is defined by Eq. (2.3)
FSimilarity(Σ) =
m∑
i=1
fSimilarity(xi), (2.3)
fSimilarity(xi) =
∑
1≤j≤m
j6=i
max
0≤g≤n
max
0≤k≤n+g−1
S(xi(−)gxi, σ k(xj)), (2.4)
where ‘‘(−)g ’’ denotes g gaps, σ k(xj) denotes the right shift k position for DNA sequence xj, S(xi(−)gxi, σ k(xj)) is the number
of corresponding places where two characters are the same for the DNA sequences xi(−)gxi and σ k(xj).
(3) H-measure constraint
The H-measure is similar to the similarity measure. The difference is the H-measure compares the given two sequences
with opposite direction, while the similarity measure regards the same direction. The H-measure computes how many
nucleotides are complementary between the given sequences to prevent cross-hybridization of two DNA sequences. As in
the similarity measure, the H-measure also uses the shift sequences. The evaluation function FH-measure(Σ) of the similarity
measure constraint is defined as follows:
FH-measure(Σ) =
m∑
i=1
fH-measure(xi), (2.5)
fH-measure(xi) =
∑
1≤j≤m
j6=i
max
0≤g≤n
max
0≤k≤n+g−1
C(xi(−)gxi, σ k(xRj )), (2.6)
where C(xi(−)gxi, σ k(xRj )) is the number of corresponding places where two nucleotides are the same.
(4) Hairpin structure constraint
Hairpin structure consists of a ring part and stem part, which can hybridize itself by forming the loop. The measure of
hairpin structure constraint calculates the probability to form a secondary structure. In the paper, the hairpin structure is
an undesirable structure for DNA encoding. The formulation is defined as follows [13]:
FHairpin(Σ) =
m∑
i=1
fHairpin(xi), (2.7)
fHairpin(xi) =
(n−2·pinlen)∑
r
(n−pinlen−br/2c)∑
c=pinlen+dr/2e
Hairpin(xi, c), (2.8)
where r is the minimum length to form hairpin ring, pinlen denotes the minimum length of the stem. A hairpin structure is
formed at position c for the sequence xi, if more than half of the bases in the subsequence xc−pinlen, . . . , xc hybridize to the
subsequence xc+r , . . . , xc+r+pinlen. Hairpin(xi, c) is 1 if the DNA sequence xi can form a hairpin structure, otherwise it is 0.
(5) GC content constraint
The GC content is the percentage of G and C in a DNA sequence. GC content affects the thermodynamic properties of DNA
and can reduce the probability of non-specific hybridization occurring effectively. The evaluation function fGC(i) of the GC
content constraint is described as follows:
FGC(Σ) =
m∑
i=1
fGC(xi), fGC(xi) =
[
GCgen(xi)− GCtar(xi)
]2
, (2.9)
where GCtar(xi) is the target GC content of DNA sequence xi, and GCgen(xi) is the GC content of the generated sequence.
(6) Continuity constraint
Continuity is often used to describe the degree of successive occurrence of the same base in a sequence. In a DNA
sequence, if the same bases occur continuously, it may cause unexpected biological structures, which will affect the
biological reaction in DNA computation. The formulation is defined as follows [27]:
FCon(Σ) =
m∑
i=1
fCon(xi), fCon(xi) =
n−t+1∑
i=1
∑
α∈Λ
T (Cα(x, i), t)2, (2.10)
Cα(x, i) =
{c, if there is c such that xi 6= α, xi+j = α,
for 1 ≤ j ≤ c, xi+j+1 6= α,
0, otherwise,
(2.11)
T (i, j) =
{
i, if i > j,
0, otherwise, (2.12)
where Cα(x, i) is the number of the i-th base α occurring continuously in DNA sequence x, and t is the target continuity.
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2.2. Fitness function for DNA encoding
DNA computing relies on biochemical reactions of DNA molecules and may result in incorrect or undesired secondary
structures. Therefore, DNA sequences must meet some physical, chemical and logical constraints in order to avoid
mishybridization. Generally, the constraints such as H-measure, similarity, continuity, melting temperature, GC content,
etc. need to be considered and each constraint function needs to be optimized simultaneously. Obviously, the optimization
problem of the constraint function is the multi-objective optimization problem. Formally, the DNA sequences design
problem can be written as follows:
Optimize {
FTm(Σ), FH-measure(Σ), FSimilarity(Σ), FHairpin(Σ), FGC(Σ), FCon(Σ)
}
.
(2.13)
In the paper, we formulate the objective function as a minimum problem, and use the weighted sum to deal with the
each evaluation function of objective function selected. By using the weight-summethod, the multi-objective optimization
for DNA encoding can be transformed into a single objective optimization problem. The fitness function can be described as
follows:
Fitness =
∑
i
wiFi(Σ),
i ∈ {Tm,H-measure, Similarity,Hairpin,GC, Con}, (2.14)
wherewi is the weight of the i-th constraint: here, we set each weight to one.
In the following section, a new quantum swarm evolutionary algorithm based on tent-map is constructed, and is used to
solve DNA encoding optimization problems in order to select good DNA sequences.
3. Quantum swarm evolutionary algorithm and chaos optimization
3.1. Quantum swarm evolutionary algorithm
In 2002, Han [18] proposed a quantumevolutionary algorithm (QEA),whichwas applied to solvemany difficult problems.
In QEA, the smallest information unit is called a Q-bit, which is defined as [α, β]τ , where α and β are complex numbers that
specify the probability amplitudes of the Q-bit states. The modulus |α|2 and |β|2 give the probabilities that the Q-bit will be
the state‘‘0’’ and the state‘‘1’’, respectively, which satisfy that |α|2 + |β|2 = 1. For anm-Q-bit individual xi, it is defined as:
xi =
[
α1
β1
∣∣∣∣α2β2
∣∣∣∣ · · · ∣∣∣∣αmβm
]
, (3.1)
where |αi|2 + |βi|2 = 1, (i = 1, 2, . . . ,m).
In a conventional quantum evolutionary algorithm (CQEA), to evaluate each individual’s fitness for guiding updating of
the algorithm and solve the optimization problems, the corresponding binary solution needs to be obtained by observing
the state of the Q-bits. For a bit pi of the binary individual P , a random number λ in interval [0, 1] is generated and compared
with |αi|2 of the Q-bit individual Q . If αi satisfies |αi|2 > λ, then set pi = 1, otherwise set pi = 0. By these steps, whole
binary solutions can be constructed by observing the states of the current Q-bit solutions. Then the fitness of each individual
is evaluated by the corresponding binary solution observed. Finally, a quantum rotation gate U(t) is employed to update the
Q-bit individual as follows [21]:[
α′i
β ′i
]
=
[
cos θi
sin θi
− sin θi
cos θi
] [
αi
βi
]
, θi = s(αi, βi) ·1θi, (3.2)
where θi is the rotation angle, s(αi, βi) and1θi represent the sign of θi determining the rotation direction and themagnitude
of rotation angle, respectively.
The lookup table is shown in Table 1, where bi and ri are the ith bits of the current best solution b and a binary solution
P. The quantum evolutionary algorithm is outlined in Fig. 1.
In QEA, as the quantum rotation gate updates the individuals, rotation angle θi is a very important parameter. However,
it has not the theoretical basis of the value of the rotation angle θi. So, Wang et al. [23] implemented another improved
quantum rotation gate strategy based on a particle swarm algorithm and proposed a novel quantum swarm evolutionary
algorithm (QSEA).
In QSEA, a Q-bit is presented as [θ ], where [θ ] is equivalent to the original Q-bit as [sin(θ), cos(θ)]τ . Obviously,
| sin(θ)|2 + | cos(θ)|2 = 1, and m-Q-bits
[
α1
β1
∣∣∣α2β2∣∣∣ · · · ∣∣∣αmβm ]can be replaced by [θ1|θ2| · · · |θm], and the corresponding rotation
gate angle is by replaced by [θi] = [θi + 1θi]. Therefore, a new Q-bit expression was defined, and an improved particle
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Table 1
The lookup table of rotation angle of quantum evolutionary algorithm (QEA).
pi bi f (P) > f (B) 1θi S(αi, βi)
αiβi > 0 αiβi < 0 αi = 0 βi = 0
0 0 False 0 0 0 0 0
0 0 True 0 0 0 0 0
0 1 False 0 0 0 0 0
0 1 True 0.01pi −1 +1 ±1 0
1 0 False 0.01pi −1 +1 ±1 0
1 0 True 0.01pi +1 −1 0 ±1
1 1 False 0.01pi +1 −1 0 ±1
1 1 True 0.01pi +1 −1 0 ±1
Fig. 1. Outline of the quantum evolutionary algorithm.
swarm optimization (PSO) is employed to update the quantum angles automatically. So, the update of quantum angle is
defined as follows:
νt+1ji = ω ∗ νtji + C1 ∗ rand() ∗ (θ tji(pbest)− θ tji)+ C2 ∗ rand() ∗ (θ tji(gbest)− θ tji),
θ t+1ji = θ tji + νt+1ji , (3.3)
where νtji, θ
t
ji , θ
t
ji(pbest), θ
t
ji(gbest) are the velocity, current position, individual best and global best of ith Q-bit of the jth m-
bits, respectively. ω is the inertia weight factor, C1 and C1 are the acceleration constants, and rand() is the uniform random
values in the range [0, 1].
In the paper,wedecrease inertiaweightω linearly from themaximumωmax to theminimumωmin [28]. The corresponding
equation is defined as follows:
ω = ωmax − ωmax − ωminitermax ∗ iter, (3.4)
where itermax denotes the maximum iteration number, and iter denotes the current iteration. The procedure of QSEA is
described as follows:
Step 1. Use quantum angle to encode Q-bit, t = 1.
Q (t) = {qt1, qt2, . . . , qtn}, qtj = [θ tj1|θ tj2| · · · |θ tjm].
Step 2. Make each P tji by observing the state of Q (t) through comparing with | cos(θji)|2 or | sin(θji)|2 as follows:
ptji =
{
0, if rand[0, 1] > ∣∣cos(θ tji)∣∣2 ,
1, otherwise.
Step 3. Evaluate population P(t) by fitness function, and save the best solution b.
Step 4. If stopping condition is satisfied, then output results; otherwise, go to step 5.
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Fig. 2. Probability density for the Logistic map.
Step 5. Update Q (t)with the PSO formulate (3.3) instead of using traditional quantum rotation angle.
Step 6. Let t = t + 1, and go back to step 2.
3.2. Chaos optimization
Chaos is a kind of universal nonlinear phenomena, whose action is complex and similar to random behavior. Owing
to the ergodicity, randomicity, regularity and special ability of avoiding being trapped in a local optimal solution, the
chaotic optimization algorithmhas been a novel global optimization technology and has attracted considerable attention for
application in various fields. In recent years, the chaotic search has been introduced into the various optimization algorithms,
such as chaotic neural network [29], chaotic simulated annealing algorithm [30], mutative scale chaotic optimization
algorithm [31], and so on. In the paper, we will introduce chaotic search into the quantum swarm evolutionary algorithm,
which is used to solve the DNA encoding problem.
Chaos variables are almost generated by the Logistic map in the chaos optimization. The mathematical expression of the
Logistic map is given as follows:
xi+1 = µ× xi(1− xi). (3.5)
By the Frobeniu–Perron equation, the probability density of a Logistic map is defined as follows:
ρ(x) = 1
pi
√
x(1− x) . (3.6)
The probability density distribution of the Logistic map in the interval [0, 1] is shown in Fig. 2. The probability density of
logistic mapping orbit distributes nonuniformity, and chaos mainly searches on the edge of the searching field. The chaotic
optimization based on the Logistic map will affect the global search capacity and computational efficiency.
So, the tent-map is proposed as follows [32]:
zi+1 =
{
2zi, for zi ∈ [0, 0.5),
2(1− zi), for zi ∈ [0.5, 1], (3.7)
where zi is a chaotic variable.
Obviously, the invariant density of the iterations for a tent-map is:
ρ(x) = 1. (3.8)
By the tent-map, zi has also the characteristics of the ergodicity in [0, 1], and the corresponding probability density is the
uniform distribution in the interval [0, 1]. Furthermore, it is proved that the tent-map can greatly enhance the global and
local searching ability of the chaotic optimization [32].
Then, we change the tent-map sequence into the sequence on the interval [−1, 1] according to the following equation:
z ′i = −1+ 2 ∗ zi. (3.9)
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Finally, the optimal searching is performed in the neighborhood of the optimal solution currently by the following
equation:
xi = x?i + αi · z ′i . (3.10)
where αi can be regarded as the radius of the neighborhood, normally, chosen as a small positive constant: here, αi = 0.02,
and x?i is the optimal solution currently.
4. Quantum chaotic swarm evolutionary algorithm
In the paper, chaotic search is merged into the quantum swarm evolutionary algorithm, and a novel quantum chaotic
swarm evolutionary algorithm (QCSEA) for DNA sequence encoding was developed. In the improved quantum evolutionary
algorithm, a new definition of Q-bit expression called quantum angle is proposed, and the particle swarm optimization
is employed to update the quantum angles. By merging chaotic search, the novel hybrid quantum evolutionary algorithm
can escape from a local optimal solution based on the characteristics of ergodicity, randomicity and regularity of chaos.
Furthermore, due to the advantage of PSO, the algorithm also keeps the rapid convergence in the previous period. The
detailed procedure of the algorithm is given as follows:
The procedure of QCSEA is described as follows:
Step 1. Initialize population, use quantum angle to encode Q-bit.
Q (t) = {qt1, qt2, . . . , qtn}, qtj = [θ tj1|θ tj2| · · · |θ tjm].
Step 2: Make each P tji by observing the state of Q (t) through comparing with | cos(θji)|2 or | sin(θji)|2 as follows:
ptji =
{
0, if rand[0, 1] > ∣∣cos(θ tji)∣∣2 ,
1, otherwise.
Step 3: Evaluate population P(t) by fitness function, and save the best solution b.
Step 4: If stopping condition is satisfied, then output results; otherwise, go to step 5.
Step 5: Update Q (t)with the following PSO Eq. (3.3) instead of using traditional quantum rotation angle.
Step 6: Repeat the above step 2, step 3, step 4, and step 5 until the optimal solution does not improve with certain steps,
and next turn to step 7.
Step 7: Utilize the tent-map Eq. (3.7) again to generate chaotic variables and perform chaos search using Eq. (3.10),
compute the fitness, update the new optima;
Repeat step 7 above until the optimal solution does not improve with certain steps, and next turn to step 8.
Step 8: If stopping condition is satisfied, then output results; otherwise, let t = t + 1, and go back to step 2.
5. Simulation results
The hybrid algorithm based on chaotic search for DNA encoding is implemented with MATLAB 7.0. The parameters of
the algorithm used in our example are: the max-iteration number is 1000, DNA sequence length is 20, the threshold value
t of continuity is 2, and salt concentration is 0.1 mol/L. For hairpin, we assumed that hairpin formation requires at least six
base-pairings and a six base loop.
5.1. Results and analyses
First, we compare our algorithm with Deaton’s algorithm [33]. In [33], a genetic algorithm was used to select good
DNA sequences for Adleman’s experimentation. The DNA sequences and corresponding fitness values such as similarity,
H-measure, continuity, GC content, and so on, are listed in Table 2.
To evaluate the performance of the algorithm, the averages of objective values from Table 2 were calculated, which were
shown in Fig. 3, where the blue columns denote the averages calculated from our sequences, and the brown columns denote
the averages calculated from Deaton’s sequences.
From Fig. 3, it is clear that the proposed algorithm performed better than Deaton’s algorithm according to the average of
fitness values (continuity, hairpin, H-measure), except for similarity. The second structure of the DNA sequences generated by
our algorithm ismore restrained because of the low continuity and hairpin. Furthermore, the range ofmelting temperatures
(from 57.6584 to 45.5851) is better than Deaton’s (from 48.4451 to 69.2009), and our sequences also have the smaller range
of GC ratio. If we relax the other constraint, we can improved the similarity fitness.
Then, our algorithm is compared with the conventional evolutionary algorithm (CEA). In [27], Shin et al. gives DNA
sequences for the TSP using a conventional evolutionary algorithm. The corresponding seven DNA sequences for seven-TSP
designed by CEA were also listed in Table 3. Furthermore, the comparison results in terms of average of fitness are shown in
Fig. 4. From Table 3 and Fig. 4, it is clear that the proposed algorithm performed better than the conventional evolutionary
algorithm according to the average of fitness values (continuity, hairpin, similarity). The two methods performed the same
according to similarity fitness.
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Table 2
Comparison results of the sequences in Deaton’s algorithm [33] and our sequences.
DNA sequence (5′ → 3′) Continuity Hairpin H-measure Similarity Tm GC%
Our sequences
AACAATGAATGGGCAGGAGT 9 3 54 56 52.9306 45
CAGGACTAAACAATTCCAAA 18 3 53 60 46.9346 35
CACATTACGCCAAGGATACC 0 0 54 53 52.2051 50
GACCGCAAGACAGAAGAGAA 0 0 48 61 53.3654 50
ACCGACGTCCGTAACTGACC 0 0 59 54 57.7230 60
ACATGAGATCAACCTGCGCA 0 0 54 56 55.6584 50
TAAGAGAATGCCAGAATAAG 0 0 50 60 45.5851 35
Deaton’s sequences
ATAGAGTGGATAGTTCTGGG 9 3 55 64 52.6522 45
CATTGGCGGCGCGTAGGCTT 0 0 69 51 69.2009 65
CTTGTGACCGCTTCTGGGGA 16 0 60 63 60.8563 60
GAAAAAGGACCAAAAGAGAG 41 0 58 45 52.7111 40
GATGGTGGTTAGAGAAGTGG 0 0 58 54 55.3056 50
TGTATCTCGTTTTAACATCC 16 4 61 50 48.4451 35
TTGTAAGCCTACTGCGTGAC 0 3 75 55 56.7055 50
Fig. 3. Average objective values comparison between Deaton’s and our algorithm.
Table 3
Comparison results of the sequences in Lee’s algorithm [33] and our sequences.
DNA sequence (5′ → 3′) Continuity Hairpin H-measure Similarity Tm GC%
Our sequences
CCATCTGCTTCACCGATTTA 9 3 65 51 47.6345 45
AGTGCAGTACCGAGAATATT 0 0 67 51 45.8979 40
ATTGAGCGCCCGGACTTCTC 9 0 64 56 54.5984 60
GATTGCGAGAAGGTGTGGAT 0 0 58 55 50.0279 50
GGGTGTAGAGTAGTCTCAGA 9 0 63 58 46.7121 50
CGTGTTCCTATTCCTTGTCC 0 0 57 54 48.0176 50
TAGTCTCTAACTCGGTTGTC 0 0 62 55 45.7525 45
Lee’s sequences
AGGCGAGTATGGGGTATATC 16 0 66 48 47.6070 50
CCTGTCAACATTGACGCTCA 0 3 66 57 50.6204 50
TTATGATTCCACTGGCGCTC 0 0 61 58 50.1205 50
ATCGTACTCATGGTCCCTAC 9 0 64 54 47.8464 50
CGCTCCATCCTTGATCGTTT 9 0 62 58 50.4628 50
CTTCGCTGCTGATAACCTCA 0 3 68 54 49.8103 50
GAGTTAGATGTCACGTCACG 0 3 67 51 48.3995 50
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Fig. 4. Average objective values comparison between Lee’s and our algorithm.
6. Conclusions
In this paper, we propose a hybrid quantum chaotic swarm evolutionary algorithm to produce good DNA sequences
for DNA computing. By merging the quantum swarm evolutionary algorithm and the chaotic search, the hybrid algorithm
cannot only avoid the disadvantage of easily getting into the local optional solution in the later evolution period, but also
keeps the rapid convergence performance. The simulation results show that our algorithm is efficient to generate a set of
DNA sequences with good quality.
Many very real problems remain: more accurate practical model formulations, and the development of efficient
algorithms. Of course, this algorithm can also be modified to solve other optimization problems.
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