[1] Atmospheric water vapor plays a key role in the climate. Numerical model calculations suggest that global mean relative humidity (RH) stays approximately constant in global warming scenarios. Here, we analyze the September 2002 to April 2011 daily mean free tropospheric relative humidity (RH) data from the Atmospheric Infrared Sounder (AIRS), version 5 level 3 data at a spatial resolution of 1 /1 longitude/latitude. We perform a multiple linear regression analysis with annual harmonics, trend and an El-Niño-Southern Oscillation (ENSO) index. For the mean annual cycle, we find strong compensation of local variability upon global averaging, leaving an amplitude for the global mean of about 4% RH (peak to peak) at 300 hPa, with the minimum in February. The amplitude decreases to about 2.5%RH at 500 hPa (with minimum shifted to boreal summer/early fall) and less than 2%RH further below. For ENSO, the local changes compensate strongly upon global averaging. Computational limitations restrict detailed analysis of the residual to the zonal mean residual, which we interpret with a stochastic model that takes the latitudinal covariance into account. We find that the relation between zonal mean residual RH variations (understood as the consequence of 'weather' and subseasonal variability) and their global mean is equivalent to that of about 9 independent random time series with appropriate variances. The residual contributes more to the variance of the global mean than the harmonics and ENSO on all free tropospheric levels except 400 hPa. Our results apply to the AIRS version 5 data as reported, and possible problems in that data are discussed.
Introduction
[2] General circulation model studies suggest that atmospheric specific humidity (expressed as mixing ratio [H 2 O] ) changes in response to atmospheric temperature (T) changes at a rate d [H 2 O]/dT that maintains global mean relative humidity nearly constant. This positive feedback roughly doubles any other climate forcing [Held and Soden, 2000] and renders water vapor the strongest greenhouse gas under current climatic conditions [Schmidt et al., 2010] . Despite this eminent role for climate, there exists no theory that would allow prediction of free tropospheric humidity from first principles, and no theory that allows prediction of humidity changes in response to climate forcings.
[3] The variations in relative humidity r at a given location (x; p denoting geographic location and pressure) may be written as (using the approximate form of the Clausius-Clapeyron equation for the water vapor pressure,
where L and R are the latent heat and gas constants, and where it is assumed that the water vapor mixing ratio at this location is given by the saturation mixing ratio at some more or less distant point of the air mass' history; denoted as the 'Point of Last Saturation' (PLS). Additional simplifications may be employed in models to evaluate equation (1), for example that the large-scale flow field is sufficient to explain the leading order characteristics of atmospheric humidity distributions [Pierrehumbert and Roca, 1998 ]. Note, however, that equation (1) is an exact description of the relative humidity change as long as the contribution to atmospheric humidity from evaporation of condensate in subsaturated conditions is small. Also, mixing processes in the atmosphere complicate the correspondence of water vapor mixing ratio to frost point temperature due to the non-linearity of the water vapor pressure.
[4] Evidently, for the situation where the 'last saturation field' is identical to the full actual field (i.e. T plsx ð Þ ¼ Tx ð Þ; ∀x; rx ð Þ) = 1 everywhere, and the global average (〈.〉) relative humidity change is 〈d ln(r)〉 = 0. For all other cases only specific combinations of dT, dT pls , dp pls yield 〈d ln(r)〉 = 0, i.e. constant global mean relative humidity.
[5] From the perspective of a specific locationx , the relation between local temperature and specific humidity is close to that of the Clausius-Clapeyron relation for locations with high cloud occurrence frequency and high average relative humidity (in this case the last saturation location is frequently identical to, or in close proximity of,x ). For locations with low cloud occurrence frequency (i.e. the region is mostly subsaturated), the correlation (and slope) between local temperature and specific humidity cannot be predicted without knowledge of the circulation. That is, for large parts of the atmosphere one cannot expect a simple relation between local humidity and temperature, and this is indeed also what is observed [Gambacorta et al., 2008] . Hence, local considerations of equation (1) can be quite misleading, and it is only the global average that allows determination of the relation between temperature and specific humidity in the atmosphere.
[6] An important class of combinations of dT, dT pls .. emerges in the case where the local variations arise as a consequence of shifts in spatial patterns over time. For example, the variations in local insolation due to Earth's orbit around the sun at some non-zero obliquity leads to the expectation of north-south shifts of spatial patterns over the course of a year. If these shifts are purely linear translations of patterns, relative humidity may change locally, but the global average relative humidity stays constant. Indeed, analyses of the atmospheric hydrological cycle based on observational data find locally large variations in variables such as relative humidity and precipitation, but when averaged over large areas (globally, or hemispherically), much of this variability compensates [e.g., Soden et al., 2005; Adler et al., 2008; McCarthy et al., 2009] .
[7] Here, we use the relative humidity measurements by the Atmospheric Infrared Sounder (AIRS) [Aumann et al., 2003] over the period September 2002-April 2011 to study the dependence of variability on the spatial scale of the domain over which measurements are averaged. Specifically, we use a multiple linear regression to establish empirically a decomposition of the data into a deterministic part and a residual, which we interpret with a stochastic process.
[8] Our analysis focuses on the free troposphere, roughly the pressure range 700-300 hPa. At lower levels, distinctly different processes control relative humidity. Further, we exclude all levels that may be at least partially stratospheric since AIRS measurements at low water mixing ratios may be problematic [Fetzer et al., 2008] , and equally important because there is almost no 'local' (in space and time) control on water vapor in the stratosphere [e.g., Brewer, 1949; Liu et al., 2010] . Consequently, the global means of levels that are tropospheric at low latitudes but stratospheric at high latitudes have characteristics that are very different from those that are tropospheric everywhere.
[9] In the following, section 2 presents the data and methods used, section 3 presents the results, and section 4 discusses the results. Details of the error calculations are provided in the Appendix. Further, a summary of issues found in AIRS version 5 data that are probably related to the sampling bias of AIRS is provided as auxiliary material. 
Data and Methods

Relative Humidity Measurements by AIRS
[10] We use version 5 data [Olsen, 2007] of relative humidity measurements by AIRS on board of the Aqua satellite, with a vertical resolution of about 3-5 kilometers in the mid-and upper troposphere [Maddy and Barnet, 2008] . The ascending and descending orbits cross the equator at 1:30 pm/am local time, and care is taken that these times do not drift. The repeat period for the Aqua orbit is 16 days [Aumann et al., 2003] . Over the course of a day, much of the globe is on the scale of about 100 km probed at least twice in principle. However, clouds can prevent successful retrieval, such that the fractional area coverage within a day is lower, an effect particularly pronounced also in the tropics over regions of frequent deep convection. AIRS humidity products are used widely and have been validated, and although currently published validation papers and bias descriptions mostly refer to version 4 data [e.g., Fetzer et al., 2006 Fetzer et al., , 2008 , their results should also apply to version 5 data which is very similar to version 4 (Eric Fetzer, personal communication, 2012) .
[11] The sampling bias toward less cloudy situations yields a low bias for the area averaged relative humidity, as one can safely assume that the cloudy situations are those where relative humidity is close to 100%, but biases may also arise from successful retrievals of profiles of cloudy conditions [Fetzer et al., 2006] . (For discussion of sampling biases see also, e.g., Soden and Lanzante [1996] , John et al. [2011] , and references therein.) The same is probably true for specific humidity too, but cannot be deduced from this information alone as it cannot be excluded that the cloudy regions where retrievals fail are also anomalously cold, such that the specific humidity at saturation for these regions is less than the specific humidity for the remainder of the domain.
[12] For the analysis shown in this paper, we build a multiple linear regression model based on the 'daily' mean values at a resolution of 1 /1 in longitude/latitude as reported in the level 3 data product. Depending on date, location and weather conditions, this daily mean is the average over a varying number of observations. The daily mean values are also often undefined (i.e. the number of valid observations in a given grid cell is zero because the satellites' orbit does not allow measurements at this location and day, or because no valid retrievals were possible). The multiple linear regression approach described below implicitly assumes that the 'missing data' points have the same statistical properties as the observed data points. This is probably, for a number of reasons, not the case. As argued above, the correlation between cloudiness and retrieval failure implies a dry bias, for example. During the analysis of the data, we noted some issues that may be related to sampling. They are summarized in the Supplementary Material. For the analysis in this paper, these issues may be of relevance primarily for trend estimates, and we therefore deliberately do not interpret trends (see also below).
Empirical Model
[13] We seek to describe the data in terms of an empirical model that reduces the complexity of the observational time series, and as such will allow some analytical insight into the dependencies between local relative humidity variations, and the decay of variance with increasing areal average.
[14] The observational data are decomposed with a multiple linear regression of the form
where the subscript i denotes a particular latitude, longitude and pressure level such that r i (t) is the relative humidity as a function of time t at a given location. r i0 represents the mean relative humidity. The cosine term represents n harmonics with amplitude a i,k , frequency w k and phase b i,k . In this study n is equal to 4 and w 1 , w 2 , w 3 and w 4 are the frequencies of the 12, 6, 4 and 3 month cycles respectively. a i is a constant representing the strength of any linear trend and b i is a constant representing the strength of ENSO which is represented by E(t) for which we use cubic interpolation of the Multivariate ENSO Index (MEI, see http://www.esrl. noaa.gov/psd/enso/mei/). As noted before, issues discussed in the Supplementary Material may affect trend estimates and hence we do not interpret the results for the linear trend estimates. The linear trend term in equation (2) is primarily included because over the period of currently available AIRS data, the ENSO index has a non-zero trend. Inclusion of the linear trend term mitigates the problem that a trend in the data for reasons other than ENSO influences the correlation with the ENSO index (note that all other fit parameters are periodic or constant over a 12-month period). We have also examined lagged correlations for ENSO, but the additional variance explained is very small and does not change the conclusions presented here. Finally, i is the fit residual.
[15] We will show below that the residual is not small compared to the coefficients of the multiple linear regression and has statistical properties at odds with those implicitly assumed for the residual of a multiple linear regression. We therefore seek to interpret the residual with a stochastic term z i (t) that has similar statistical properties. The complete model equation is
where we refer to the coefficients of the multiple linear regression as the 'deterministic' part and to z as the 'stochastic' part of the model. We defer discussion of the stochastic part to section 3.4.3.
[16] The constants r i0 , a i, k , b i, k , a i and b i are determined using an ordinary least squares fit to the AIRS data set at each longitude/latitude/pressure. Fits are performed for ascending and descending data separately, and differences between the two data sets are discussed in section 3.3.
[17] The choice of terms is, arguably, somewhat subjective, and it is conceivable that other explanatory variables may also play a role. Our choice reflects on the one hand the expectation that the seasonality and ENSO should play a major role. On the other hand, the empirical model should be as simple as possible to avoid overfitting of the data. With increasing number of harmonics fitted to the data, the fits improve locally. However, we find that harmonics with periods shorter than 3 months generally contribute little to the local explained variance, and have a negligible impact on the deterministic model's behavior of variance upon global averaging. Conversely, we can say that the dominant contribution to variance of the global average of the deterministic model arises from harmonics with periods 12, 6, and to a lesser extent 4 and 3 months (data shown below). Consequently, the shortest period considered in this work is 3 months, a choice also supported by the statistical properties of the residual (discussed in section 3.4.3) of this particular deterministic model. As such, we consider the model as expressed by equation (3) as a sensible 'best fit' for the purpose of this paper.
Results
The Coefficients of the Deterministic Part of the Model
[18] Figure 1 shows a selection of the coefficients of the deterministic part of the model at 400 hPa. The figure shows the well-known minima of annual mean relative humidity over the subtropics (or, more accurately, over those regions of the tropics where subsidence dominates). Looking at the phase and amplitude distributions of the harmonics, we note quite a strong anti-symmetry between the hemispheres, but it is also evident that the phase-amplitude distributions are much more complex than a pattern simply dependent on local insolation, for example. It is well known that the landmass distribution is key to these modulations of the general circulation, but the complexity of the patterns seen in Figure 1 shows that it is very difficult to objectively determine specific regions with compensating variability. Hence, as outlined in the Introduction, we will consider in the following the relation of local (at the resolution of the data) to global variance. Specifically, we quantify the degree of compensation of local variations upon averaging with a simple metric, namely the ratio of the average local variance (at the 1 /1 resolution of the data) to the variance of the global average.
Variations in Global Mean Relative Humidity in the Deterministic Part of the Model
[19] As mentioned above, calculation of the global mean relative humidity from observations is complicated by missing data points that are correlated both in time and space. The deterministic parameters in (3) may be used to calculate an estimate of the global mean with the caveat that it is probably low biased. For the deterministic part of the model, the global mean relative humidity r t ð Þ as observed by AIRS version 5 data (ascending or descending orbit) on a particular pressure level (for simplicity we drop subscripts for pressure levels) is given by
where the subscript j indicates a particular grid cell, f j and r j represent the latitude and relative humidity at grid cell j and the sum is over all grid points. The global mean then is the average of the ascending and descending values of r.
[20] Calculation of the global mean of the deterministic terms is also straightforward, and allows some insight into how variance decays with increasing spatial averaging. For the harmonics, we can use the fact that the sum of harmonics with a single frequency is a harmonic with the same frequency, with amplitude ā and phase b given by
and
(The case of small sin b À Á is properly handled in our numerical evaluation of this equation.)
[21] The global mean of the trend and ENSO terms are as in (4) the (area weighted) averages of the corresponding coefficients. The difference between these terms and the harmonics is that they can have the same, or opposite sign, while the harmonics have a phase distribution.
[22] Figure 2 shows the variance associated with the global means of each of the terms of the empirical model. The variance of the harmonic terms is identical to half the square of their amplitude (ā 2 /2). The variance of the ENSO and trend terms is
Þand a 2 Á var t ð Þ respectively over the time period considered. For a meaningful comparison with the data, we calculate the variance over the period September 2002 to September 2010 (i.e. over an integer number of years). The variance associated with the stochastic part of the model is more complex to describe, and will be discussed in section 3.4.3.
[23] Figure 2 shows that the 12-and 6-month harmonics, and the residual, contribute most to the variance of the global mean. For all other components the global mean variance is of order 0.1(%RH) 2 (corresponding to a standard deviation of about 1/3%RH). The question that arises here is whether we should consider these global mean variances 'small' or 'large'.
[24] In order to provide some baseline against which the variances of the global mean may be compared, Figure 3a shows the global average of the amplitude coefficients of each harmonic determined at the original resolution of 1 /1 longitude/latitude using equation (4). (Recall that the numbers would be different if the data were at a different resolution.) We emphasize that these ratios are presented here for qualitative discussion only, and have not quantified the errors, which are expected to be large in particular for those cases where the statistical uncertainty in the global mean is as large (or larger) as the mean (in particular the 4-and 3-month harmonics and ENSO; see Figure 4 , shown and discussed below).
[25] Figure 3b shows the ratio between this average amplitude to the amplitude of the global mean (determined by equation (6)). This simple metric for the degree of reduction of variance with global averaging shows that typically, the average amplitude calculated using equation (4) is about a factor 10 larger than that of the global mean amplitude using equation (6), with least reduction for the 6 month harmonic and for the 12-month harmonic at 400 hPa and 500 hPa. For the 12-month harmonic, the average amplitude is similar at all pressure levels, and it is the minimum in compensation that leads to the maxima in variance of the global mean at these two levels seen in Figure 2 .
[26] Figure 3b shows that for the ENSO coefficients the cancelation is even larger than for the harmonics. That is, the absolute change in relative humidity depends on the value of the ENSO index, but its net impact on global mean relative humidity relative to that on local relative humidity (primarily in the tropics) is very small.
[27] Figure 4 shows the evolution of the sum of all harmonics of the model for all pressure levels between 700 hPa and 300 hPa. The figure shows that at 300 hPa the global mean relative humidity has a peak-to-peak amplitude of about 4% RH with a minimum in February. With increasing pressure, the amplitude decreases and the minimum shifts to boreal summer/fall. At all levels between 700 hPa and 300 hPa, the seasonality in the global mean relative humidity is larger than the 2-standard deviation uncertainty in the fit coefficients. (For calculation of error bars, see Appendix A.) The physical reason for the seasonality in global mean relative humidity is beyond the scope of this paper, but what is important to note here is that the AIRS version 5 data do show systematic variations in global mean relative humidity.
Differences Between Ascending and Descending Orbit Data
[28] Figure 5 shows the differences in the amplitudes for the mean, 12-and 6-month harmonics at 400 hPa between ascending and descending orbits. The differences show systematic patterns that are, however, often statistically not significant (i.e. the 2-standard deviation uncertainty in the fit to the descending data is equal or larger than the difference in the coefficients for ascending and descending data).
[29] The differences in the mean are expected to be largest over areas where relative humidity shows a pronounced diurnal cycle (e.g. due to a diurnal cycle in convective activity). The remarkable differences in the amplitudes of the 12-month and 6-month harmonics (with regions like the Sahara and central Asia having large, significant differences) implies interference between the diurnal cycle and the seasonal variations which can arise when the diurnal cycle is stronger in one season than another. Averaging the ascending and descending data reduces the possible aliasing of the diurnal cycle onto the harmonics of the model, but it is well known [e.g., Salby and Callaghan, 1997] that the undersampling of the diurnal cycle inherent in AIRS data may have some impact on the deterministic part of the model. With the current observational system, this issue cannot be addressed from observations alone. (Atmospheric humidity measurements with higher temporal resolution and global coverage are available only for very deep layer averages.) Further analysis of the problem using model data, and interpretation of the differences in the amplitudes for ascending and descending data in terms of physical processes is deferred to a future study.
The Stochastic Part of the Model
[30] When performing a multiple linear regression, the objective is usually to include as many terms as necessary (without overfitting) until the residual is more or less 'random' (e.g. 'white noise'). Figure 2 shows that the residual in the case of atmospheric relative humidity is actually large, and further examination of the properties of the residual is warranted with the objective of arriving at a valid statistical description of it. In the following, we will discuss the global and zonal means of the residual rather than that of the data at the 1 /1 longitude/latitude resolution. This restriction is due to computational limitations (explained below), and before we proceed, we provide some information that shows the importance of the residual term.
[31] In analogy to the analysis of the change of amplitude of the harmonics upon global averaging, we can express the degree of compensation for the residual term as the ratio between the (area-weighted) average variance at 1 /1 resolution, and the variance of the global average. We find that this ratio is between 300:1 and 400:1 for the pressure levels between 700 hPa and 300 hPa (data not shown). This decrease in variance is equivalent to the decrease in variance when averaging 300 uncorrelated random time series with identical variance. Some care is needed with this interpretation, however, since the covariance of the residual shows spatial structure, which will be shown below for zonal mean data. However, as a coarse 'bulk' metric the number of degrees of freedom (order several hundred) determined this way is a useful description of the residual.
[32] The decrease of variability for the residual is similar to that of the harmonics. Recall that the amplitude of a harmonic is proportional to the standard deviation, such that for the residual the ratio corresponding to the ratio of the amplitudes is the root of the number of degrees of freedom, i.e. a little less than 1:20. Figure 3 shows that the ratio of the amplitudes of the harmonics range from about 1:5 up to 1:30.
Correlation in Time
[33] Figure 6 shows the auto-correlation of the global mean fit residual at 400 hPa. The figure shows that the autocorrelation falls approximately exponentially to zero after about 15 days. Consequently, only from a timescale of 15 days or longer the residual is well described by white noise. The same calculation for the zonal means (or for single grid points) and other pressure levels shows generally the same behavior, though there are specific regions where the autocorrelation is substantially longer than that of the residual of the global mean. This reflects the fact that our model cannot capture the time evolution of transient, localized perturbations such as, for example, eastward traveling convectively coupled waves, extratropical storms, etc. that are known to have timescales significantly longer than a day. Figure 3b ) evaluated at 1 /1 longitude/latitude resolution using equation (4). (b) The ratio of the average amplitude (as shown in Figure 3a) to the amplitude of the global mean (labeled 'amp(avg)') for the harmonics using equation (6). The black lines shows the ratio between the global average of the absolute of the ENSO coefficient to the absolute of the ENSO coefficient of the global mean. These ratios are provided for qualitative discussion only. No error calculations have been performed, but the uncertainty in these ratios is expected to be large in particular for the 4-and 3-month harmonics and ENSO. Figure 4 . The annual evolution of the harmonic components of the empirical model for the pressure levels between 700-hPa and 300 hPa (as labeled in plot); increments on y-axis regularly spaced at 1%RH, but variable offsets for pressure levels. Colors refer to period of harmonics. Red: 12-month; green: 6-month, blue: 4-month; purple: 3-month. The bold black line is the sum of all harmonics. The error bars are the upper bound on 2 standard deviations determined by Monte-Carlo simulations for the zonal mean data (see text for details).
Further, we expect that the probability density function (PDF) of the residual -being the result of turbulent nonlinear processes -is not Gaussian. However, averaging (in time and/or space) brings the PDF closer to Gaussianity such thatwithin the limited scope of the objective of this paper -the residual is modeled as Gaussian white noise in time, with the understanding that this approximation is only valid for time steps of weeks and longer.
Correlation in Space
[34] Similarly to correlation in time, there may exist correlation in the residual between 'grid points'. This information is contained in the covariance matrix C 0 of the residual. For the data at a 1/1 degree resolution in longitude/latitude, the covariance matrix has (360 Â 180) 2 = 4.2 Â 10 9 entries; and is even larger when we include the vertical dimension (i.e. the correlation between pressure levels) of the covariance.
A matrix this large is currently not easy to manipulate, and we are forced to simplify the problem. First, we consider pressure levels individually, and second we consider only zonal means, with the understanding that the arguments presented for the correlation in latitude can be applied also to the vertical or longitude, and it is only computational limitations that prevents us from doing so.
[35] Figure 7 shows the covariance matrix for zonal means at 400 hPa as an example, other tropospheric levels are Figure 5 . The difference (ascending minus descending, color coded in units of % RH, see upper colorbar at bottom of Figure) at 400 hPa for the following components of the deterministic model: (a) mean, (b) 12-month harmonic, and (c) 6-month harmonic. Statistical significance of differences indicated by color scale: regions where the differences are smaller than the minimum statistical error (two standard deviations) of the fit coefficients from the descending data are shown using the colors of the lower color scale (ranging from light green to light purple). similar. The dominant feature of the covariance matrix is the localization of the covariance along the diagonal, and a rapid fall-off with increasing distance. The figure shows that correlation between latitudes cannot be neglected within about AE10 in latitude. The covariance matrix further shows some regions of anticorrelation, but these are comparatively weak. Such anticorrelations would indicate the existence of a mechanism affecting the residual in such a way that local variations are systematically compensated for by variations elsewhere in the system. From the covariance matrix alone the significance of the latitudinal correlation structure for reduction of variance upon averaging over larger areas (and ultimately global) is difficult to estimate, and we therefore formulate a statistical model for the residual that allows us to address these questions.
Statistical Model of the Residual
[36] We require that the stochastic model for the residual has statistical properties similar to those of the residual. Taking all of the z i terms at each position and representing them as a vector denoted by z, we require that they have the same covariance as the fit residual. I.e. the covariance matrix C 0 , estimated from the fit residuals is related to z by C 0 = 〈zz T 〉 where T denotes the matrix transpose and the angled brackets denote the expectation value. Now z may be computed for any time t from the matrix of normalized eigenvalues D and eigenvectors V of C 0 using,
where w is a vector of Gaussian distributed random numbers with unit variance and the square root is applied to each element of D.
The Role of the Latitudinal Covariance
[37] Denoting each element of the covariance matrix C 0 (without area-weighting) on a particular pressure level by c j 1 , j 2 , the noise term appropriate to the global mean time series z is given by
where the symbols have the same meanings as before. If we truncate the covariance matrix, by setting some entries to zero, then equation (8) will give the difference that this makes to the global mean variance. To evaluate the importance of the covariance in latitude, we set all of the off diagonal elements of C 0 beyond a chosen distance, which we will call the truncation distance, to zero and calculate 〈 z 2 〉 . This is repeated for a range of truncation distances and the result is shown in Figure 8 .
[38] Figure 8 shows the change in the model global mean stochastic variance as a function of the truncation distance. The point on the far left of this plot corresponds to only using the diagonal of the covariance matrix, i.e. that each model latitude is independent of all others. The point corresponding to any particular truncation distance d along the x axis gives the model global mean variance assuming that points further apart than d are independent and uncorrelated. The point on the far right of Figure 8 corresponds to no truncation of the covariance matrix, i.e. the global variance of the model is identical to that of the fit residual. The global mean variance of z increases quickly with d up to around 20 of latitude. There is then a smaller change in the global variance as d is increased further. This small change is not strictly distinguishable from the statistical errors present in the calculation, see Appendix A, which suggests that correlations present in the fit residual of (3) between points further than 20 degrees or so apart do not significantly contribute to the variance of the global mean. Hence, while the covariance matrix hints at the existence of some mechanism that systematically compensates variations to some extent, the statistical basis for such a statement is weak from the perspective of the AIRS measurements analyzed here.
[39] Hence, within the statistical uncertainties present in the calculations, the covariance matrix may be truncated at about 20 width and the global mean variance of z is still roughly within the statistical uncertainty of that of . We can also interpret this width in terms of degrees of freedom. A width of 20 in latitude corresponds roughly to 9 degrees of freedom (i.e. the global mean residual variance corresponds to that of 9 independent random time series with appropriate variances). [40] The reduction in variance of the zonal mean residual by a factor 9 may be put qualitatively in relation to the factor 300 for the data at the 1 /1 resolution (section 3.4): From the division of the approximate number of degrees of freedom at full resolution to that at zonal mean resolution (i.e. 300 divided by 9), we estimate a reduction (on average) in variance of order 30 for the averaging in longitude. The corresponding spatial scale in longitude -about 10 -is similar (within a factor 2) to the scale determined for latitude.
Discussion
[41] In this paper, we have analyzed AIRS version 5 relative humidity data with an empirical model consisting of a deterministic part (given by a multiple linear regression with explanatory variables mean, 12/6/4/3-month harmonics, ENSO and linear trend) and a stochastic part (given by a Gaussian white noise process with latitudinal covariance identical to that of the residual from the fit of the deterministic terms). This empirical model is used to study how averaging in space reduces the variability of relative humidity.
[42] The harmonics describe the seasonal progression, and we find that the typical decrease in variability (expressed in terms of amplitude) is about an order of magnitude when comparing data at 1 /1 resolution to the global mean. That is, there is a good degree of compensation in the system, but there remains an imbalance (mostly due to the 12-month and 6-month harmonics) that leads to a mean annual cycle of global mean relative humidity with a peak-to-peak amplitude of about 4%RH at 300 hPa, decreasing to less than 2% RH at 700 hPa.
[43] For ENSO, we find that the compensation of local variations is larger than for the harmonics, with a maximum of about 2 orders of magnitude in the mid-troposphere. In comparison with the results for the harmonics, we may conclude that the global relative humidity is less affected by primarily zonal redistribution of convection (as is the case for ENSO) than the asymmetries between the Northern and Southern hemispheres responsible for the annual cycle.
[44] Finally, we find that the stochastic term for zonal mean relative humidity shows a decrease in variance due to global averaging that qualitatively corresponds to that of a system with about 9 degrees of freedom and identical variances. While computational limitations did not allow calculation and manipulation of the full 3-dimensional covariance matrix, the observed decrease of 1:300 in variance upon global averaging at the 1 /1 longitude/latitude resolution suggests that the residuals covariance in longitude has a similar scale as in latitude.
[45] Overall, the residual (interpreted as random time series) shows a similar degree of compensation upon global averaging as the harmonics, and in fact is the largest contributor to the variance of the global mean at all levels except at 400 hPa (where the 12-month harmonics dominates).
[46] The spatial patterns of temporal variability presented in this paper show substantial complexity. Hence, while there is good reason to assume that a periodic forcing of the system as given by the seasonality of local insolation should produce a response that is largely a spatial rearrangement, the overarching principle that would allow us to describe this transform remains unknown. Although small, the observed seasonal cycle in AIRS global mean RH suggests a nonlinear component that may be also of interest in the context of paleo-climate.
[47] The question to what degree, and on what timescales, the atmospheric humidity variability compensates may be an interesting property to study in general circulation models, and we hope our observational results will serve as further motivation for theoretical studies of the atmospheric humidity field.
Appendix A: Error Calculation
[48] The model presented in this paper is meant to describe the statistical properties of the observations, and evidently cannot describe the physical processes leading to the observed variability. Error calculations are more complex than the 'usual' standard calculations for uncertainties in multiple linear regressions because the residual has more complex behavior than uncorrelated white noise.
[49] The basic strategy of our model calculations is as follows. We make the assumption that the model (3) is a good one, and then perform a Monte-Carlo simulation of the calculation using (3) to provide synthetic data. This synthetic data set is then analyzed in the same way as the observed data, i.e. we again determine the fit coefficients of (3) and the covariance matrix of z. These new coefficients will be slightly different over the finite observation period because of the stochastic term. Repeating this several times, we obtain a range of values for the deterministic model coefficients which, if the model is a good one, corresponds approximately to the uncertainty due to random effects in the original data. The error in our uncertainty calculation is then proportional to the square root of the number of runs. That is, reduction of the uncertainty in our error calculation by a factor of two, for example, requires 4 times as many simulations of (3). Note that, of course, the duration of each model time series must be exactly that of the original data.
[50] For these Monte-Carlo simulations, a time step is required. However, as shown in section 3.4.1, the minimum period between two data points that corresponds to linear independence is not well defined (i.e. it may be different for different locations). Using a time step that is too small leads to an underestimate of the uncertainty, while too large a time step leads to an overestimate. We therefore seek to put bounds on our uncertainty by performing the error calculation with a minimum and maximum time step. The minimum time step, limited by the data set, corresponds to one day. Using Figure 6 we conservatively estimate the maximum time step as 30 days.
[51] The error bars for the results shown in Figures 1  (errors not shown) , 4, 5 and 8 were found using 10 simulations of (3) with a 30 day time step for the maximum error. The minimum error was found analytically from the original fits. The relatively small number of simulations is due to the computational expenses required to perform all of the fits globally.
[52] For the global mean variance calculations in Figure 2 we are able to simplify error estimation. The contribution from each term of (3) can be calculated analytically taking into account missing values, and running a one dimensional simulation for the global mean. Given this simplification we perform 1000 simulations of our global mean model for both the minimum and maximum error. We can then perform a single least squares fit for each simulation in the same way as before. We believe that this method has a similar accuracy to that obtained by performing a fit at each grid point.
[53] Because Figure 6 explicitly illustrates that there is correlation in the residual term t ð Þ we are unable to approximate its uncertainty by a model with uncorrelated noise like (3). Remember z(t) is only a reasonable model of (t) for time steps larger than the range plotted in Figure 6 . We therefore pick a new one dimensional model x t ð Þ for the residual of the global mean :
where z is once again a Gaussian white noise term with the appropriate variance and A < 0 is a real constant that determines the model's exponentially decaying lag correlations given by exp(At). Using this model we are able to determine the minimum and maximum possible correlation coefficient (plotted) that could lead to the measured correlation coefficient in Figure 6 with greater than a 5% probability. In other words, (A1) with a true correlation outside the error bars in Figure 6 , would generate the measured correlation coefficient in less than 5% of cases.
[54] If we believe it is a 'good' model, equation (A1) can then be used to improve upon the error bar calculations in Figure 2 . However, whether or not (A1) is a 'good' model is debatable. In particular correlations near zero lag are not exponentially decaying in physical systems. Also, lag correlations of x are always positive and physical systems often posses truly negative correlations in time. We therefore plot an exponential decay fitted to data points 2 to 12 in Figure 6 to illustrate the plausibility of this approach.
[55] The extension to the case where we have not taken the global mean is a multidimensional model of the same form.
where x and z are vectors with z representing white noise and A is a matrix. However, our ability to estimate A is severely restricted by a lack of data.
[56] One final point is that there may be processes that change over a timescale similar to or longer than the length of our data set. The most basic check of the robustness of our calculations over these timescales is to repeat the calculations using only the first or second half of the data. This was done leading to the conclusion that although there are some differences, they are within the random component of the error estimates.
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