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POWER LAW ASYMPTOTICS IN THE CREATION OF STRANGE ATTRACTORS
IN THE QUASI-PERIODICALLY FORCED QUADRATIC FAMILY
THOMAS OHLSON TIMOUDAS
ABSTRACT. Let Φ be a quasi-periodically forced quadratic map, where the rotation constant ω is
a Diophantine irrational. A strange non-chaotic attractor (SNA) is an invariant (under Φ) attracting
graph of a nowhere continuous measurable function ψ from the circle T to [0,1].
This paper investigates how a smooth attractor degenerates into a strange one, as a parameter
β approaches a critical value β0, and the asymptotics behind the bifurcation of the attractor from
smooth to strange. In our model, the cause of the strange attractor is a so-called torus collision,
whereby an attractor collides with a repeller.
Our results show that the asymptotic minimum distance between the two colliding invariant
curves decreases linearly in the parameter β , as β approaches the critical parameter value β0 from
below.
Furthermore, we have been able to show that the asymptotic growth of the supremum of the
derivative of the attracting graph is asymptotically bounded from both sides by a constant times
the reciprocal of the square root of the minimum distance above.
1. INTRODUCTION
In recent decades much attention has been directed towards the investigation of strange at-
tractors, attractors with a fractal or highly discontinuous structure, and how they appear. Even
to this date, most of the work is of a numerical nature, and there are only few rigorous results
about them. Here, we will present some rigorous results concerning certain asymptotics in the
bifurcations of a smooth attractor into a strange one.
The term strange attractor was coined in the early 70’s in [RT71], where the authors made
a connection between turbulence and strange attractors. More than a decade later, [GOPY84]
introduced the concept of a strange non-chaotic attractor (SNA for short), strange attractors
with non-positive Lyapunov exponents.
Some of the earliest constructions of SNA’s can be found in [Mil68, Mil69, Her83, Joh78],
though they pre-dated the actual term (and seemed largely unknown to the early researchers on
SNA’s). In the beginning, the advances were mainly numerically supported, and the standing
question was whether they actually exist at all (and what they actually are).
The next question, if they should indeed exist, presented itself: could they appear outside of
abstract models, concocted in the minds of mathematicians? That is, are they of any physical
relevance - can they be observed in nature? In fact, there has been experimental evidence of
SNA’s in certain physical systems (see for instance [DSS+90]).
In physics, it is common to have one system driven by another one. This is called forcing. The
most well-known type is periodic forcing. There is however another important, but much less
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understood, mode of forcing called quasi-periodic:{
θn+1 = θn +ω
xn+1 = f (θn,xn), (1.1)
where x ∈ R, θ lies in the circle T = [0,1], where 0 and 1 are identified, ω is irrational, and
f is smooth. If the Lyapunov exponent of this system in the x-direction is negative for every
(θ ,x) ∈ T× (0,1), then it has a continuous attracting invariant curve ψ : T→ [0,1] which is as
smooth as f (see [Sta97]).
Already from the very beginning, the study of SNA’s has been intimately linked to the study
of quasi-periodically forced (one-dimensional) dynamical systems. One early paper establishing
the existence of SNA’s is [BO96]. Another early paper, [Kel96], proves the existence of SNA’s in
a certain class of pinched1 quasi-periodic systems (building on the work in [GOPY84]). Pinched
systems are also studied in [Har12].
Following [AM08,Bje09], we will adopt the definition of an SNA as being the attracting graph
of a measurable curve ψ : T→ [0,1] which is a.e. discontinuous. We allow for the possibility of
an attractor to attract only a set of points of positive measure, rather than an open neighbourhood
of the curve (see [Mil85]).
Having answered the question of existence in the affirmative, we now wish to understand how
SNA’s appear; in particular the kinds of bifurcations leading to their formation. In this paper,
we have obtained very precise asymptotics involved in one type of bifurcation for certain quasi-
periodically forced logistic maps (an extension of the one considered in [Bje09, Bje12])
{
θn+1 = θn +ω
xn+1 = (
3
2 +βa(θn))xn(1− xn), (1.2)
modeled on the cylinder T× [0,1], for certain a(θ) (see below), where 0 ≤ a(θ) ≤ 52 , and ω
is a Diophantine irrational. For parameter values 0 ≤ β < 1, we will show that the system
has a smooth attracting curve (attracting T× (0,1)) with negative Lyapunov exponent in the x-
direction. However, as proved in [Bje09, Bje12], the system has an SNA for β = 1, which is
dense in a 2-dimensional surface. The construction is achieved without pinching (the method
used in [Kel96]).
The cause for the appearance of the SNA is a collision between the attractor and the invariant
(repelling) curve at x = 0. In the literature, this is called a torus-collision, a well-known cause of
SNA’s (see for instance [JNnOT07, HP06]). As the tori approach one another, the attractor starts
"wrinkling" (the derivative increases) until it finally "shatters" to form a strange attractor.
The reason we have chosen to study the logistic family is simply because it is one of the most
well-studied dynamical systems, and much is known about them (see [BC85, Lyu02, AM05]).
The map a(θ) was chosen to be close to 0 for most values of θ ∈ T, in order to ensure that orbits
stay close to 13 (the fixed point for 32x(1− x)). However, at two values θ = 0 and θ ≈ ω , a(θ)
suddenly peaks. When β = 1, the peaks reach 4 (see fig. 1a), producing a chain 12 7→ 1 7→ 0 (the
1In a pinched system, one of the fibres in the x-direction is identically mapped to x = 0 (the invariant curve)
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torus collision) for a certain value of θ = αc. When 0≤ β < 1, the peaks are linearly scaled by
that factor.
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(B) The attractor when β = 1.
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(D) The attractor when β = 0.5.
The concept of torus-collision has also been seen to cause loss of normal hyperbolicity in nor-
mally hyperbolic systems (see [HdlL06,BS08]). In [BS08] (where they study the projectivization
of an invertible linear cocycle) the minimum distance between the tori were shown to vanish at
linear speed with respect to the parameter. It was remarked that this might be a universal phe-
nomenon, occuring in a wide class of systems. Certainly, the same question could be asked about
our model.
Returning to our model in (1.2), we would like to understand the asymptotic process behind
the degeneration of our smooth attractor into the SNA. Our first result shows at which rate the
minimum distance, from the repelling curve at x = 0 to the attractor, decreases, as β approaches
1.
In fig. 2, we have plotted this minimum distance as obtained in our simulations. The graph
seems to suggest that the distance is asymptotically linear as β approaches 1 from below, justify-
ing similar observations in other models ( [HdlL06,BS08]). We will prove that this is indeed the
case.
Then, a more daring question presented itself: would it be at all possible to obtain asymptotics
of how quickly the maximum derivative of the curve approaches infinity? Our results yield the
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FIGURE 2. The minimum distance as a function of β , when β is close to 1.
rather unexpected asymptotics that the derivative of the attractor, in the sup-norm, grows like
(1−β )−1/2
as β approaches 1 from below, or approximately as one over the square root of the distance
between our invariant curves.
The techniques used in this paper do not depend on the specific map, and we expect that similar
systems exhibit the same asymptotic behaviours. The exponent −1/2 does however seem to be
related to the quadratic nature of our map, more specifically to the non-vanishing of the second
derivative of the attracting curve at the point closest to the repelling set.
It is also unknown what happens to our system (1.2) when ω is not Diophantine.
2. MODEL AND RESULTS
As in [Bje09], let ω be an irrational number. We have introduced the parameter 0≤ β < 1 to
get the "extended" system (in the original model β = 1 is fixed)
Φα,β : T× [0,1]→ T× [0,1] : (θ ,x) 7→ (θ +ω,cα,β (θ) · p(x)),
where
p(x) = x(1− x),
is a quadratic (logistic) map, and
cα,β (θ) =
3
2
+β 5
2
(
1
1+λ (cos2pi(θ −α/2)− cospiα)2
)
,
where λ is assumed to be sufficiently large (depending on ω), in order for the peaks to be narrow.
The relationship between this c(θ) and the a(θ) is just that the 32 appearing there is moved into
c(θ), and that we introduced one more parameter, α .
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The Diophantine condition reads
inf
p∈Z
|qω− p|> κ|q|τ for all q ∈ Z\{0}, (DC)κ,τ
for some κ > 0,τ ≥ 1. We note that the Diophantine irrationals have full (Lebesgue) measure on
the interval [0,1].
From this point on, we let ω be a fixed Diophantine irrational satisfying the condition (DC)κ,τ
for some κ > 0 and τ ≥ 1.
For a given point (θ0,x0) ∈ T× [0,1], we write (θn,xn) = Φn(θ0,x0). The vertical Lyapunov
exponent at the point (θ0,x0), we define as
γ(θ0,x0) = lim
n→∞
1
n
log
∣∣∣∣∂xn∂x0
∣∣∣∣= limn→∞ 1n
n−1
∑
k=0
log |c(θk)(1−2xk)|,
provided the limit exists. We define also
γ(θ0,x0) = lim
n→∞
1
n
n−1
∑
k=0
log |c(θk)(1−2xk)|.
The following result is proved in [Bje09, Bje12]:
Proposition 2.1. For all sufficiently large λ > 0, there is a parameter value α = αc such that the
following holds for the map Φ = Φαc,β=1:
i) There is a strange attractor, the graph of a nowhere continuous measurable function ψ :
T→ [0,1], which attracts points (θ ,x), for a.e. θ ∈ T, and every x ∈ (0,1).
ii) γ(θ ,x)≤ 12 log(3/5)< 0 for a.e θ ∈ T and every x ∈ (0,1).
iii) The attractor is dense in a 2D surface bounded by two continuous graphs, one identically 0,
and the other one h : T→ [1/3,1].
We are now ready to state the main theorem of this paper.
Main Theorem. For all sufficiently large λ > 0, the following holds for the map Φβ = Φαc,β ,
where αc is as in proposition 2.1:
i) When 0≤ β < 1, there is a curve, the graph of a C∞ function ψβ : T→ [0,1], which attracts
every point (θ ,x) ∈ T× (0,1).
ii) When 0≤ β < 1, γ(θ ,x)≤ 12 log(3/5)< 0 for every θ ∈ T and every x ∈ (0,1).
iii) The (minimum) distance δ (β ) between the attractor ψβ and the repelling set T×{0}, is
asymptotically linear in β , as β → 1−, specifically
δ (β ) = const · (1−β )+o(1−β ),
where the constant equals cβ=1(αc +ω) · 58 .
iv) The sup-norm of the derivative of ψβ satisfies the asymptotic
C1
(1−β )1/2 ≤ ‖∂θ ψ
β‖ ≤ C2
(1−β )1/2 ,
where 0 <C1 ≤C2 are constants, as β → 1−.
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The above statements correspond to corollary 5.4 and propositions 5.5, 5.11 and 5.18.
Remark. The existence of a smooth attractor is actually true for any α , when 0≤ β < 1, which
can be shown using the techniques in this paper. The truly "difficult" and interesting case is when
α =αc (actually, by symmetry of the peaks, there should be a "mirror image" of αc where there’s
an SNA). Whenever α is not equal to αc or its "mirror image", we expect there to be no "SNA",
even when β = 1 (thus postponing the bifurcation).
Remark. The assumption that ω is Diophantine is for technical reasons (see lemma 3.1), to ensure
that the orbits spend long periods away from certain "bad" regions. We don’t know if the results
can be extended to non-Diophantine irrationals.
Below, we will give a short discussion of the driving mechanism in our model responsible for
the appearance of a smooth attractor, and later it’s bifurcation into an SNA. As long as c(θ) is
close to 32 (such as when β is small), there will be an attractor given by the graph (θ ,ψ(θ)) of
some smooth function ψ(θ) : T→ [0,1] which is approximately 13 .
The set T×{0} is an invariant repelling set. The important feature of our model is that x = 1
is mapped directly to x = 0. Our cα was made to be cα(θ)≈ 32 , except when θ is very close to 0
and α .
The interesting values of α will be close to ω , in order to produce an orbit going through
(αc−ω,≈ 13) 7→ (αc,
1
2
) 7→ (αc+ω,1) 7→ (αc +2ω,0),
culminating in a torus collision. This chain occurs when α = αc (the critical value in [Bje09])
and β = 1. That is exactly when an SNA appears in our system.
This article has been divided into several sections, each with a separate goal in mind.
In section 3, we have collected several numerical lemmas for computations that are used re-
peatedly throughout the following sections.
Section 4 contains the big induction step, where we show that, excluding certain (possibly)
degenerate sets, we have good control on expansion/contraction. There, we also derive results
which will be used to show that the induction can go on, even past these "degenerate sets".
All the results are tied together in section 5, which has been split into three separate parts.
In the first part, we show that there is a unique attracting curve which is the graph of a smooth
map. The second part deals with the minimum distance between the attractor and the repelling
set T×{0}, and how this behaves asymptotically as the parameter β → 1−. Finally, in the third
part, we will prove the bounds on the growth of the maximum derivative of the attracting curve.
At the beginning of each (sub)section, we will briefly sketch the main ideas of that section.
3. SOME PREPARATIONS AND LEMMAS FOR LATER
Here, we will list some "numerical" (or "computational") lemmas to be used in the later sec-
tions.
The reason for choosing a Diophantine ω is that we then get a lower bound on the number of
iterations required by the map θ 7→ θ +ω to return to a small interval of T (lemma 3.1). This is
a very important assumption used in our techniques.
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Lemma 3.1. If ω ∈ T satisfies the Diophantine condition (DC)κ,τ , and I ⊂ T is an interval of
length ε > 0, then
I∩
⋃
0<|m|≤N
(I +mω) = /0
with N = [(κ/ε)1/τ ]2.
We will fix, for the remainder of this paper, the following notation.
Φα,β : T× [0,1]→ T× [0,1] : (θ ,x) 7→ (θ +ω,cα,β (θ) · p(x)),
where β ∈ [0,1], ω is a Diophantine irrational number,
p(x) = x(1− x)
is the quadratic map, and
cα,β (θ) =
3
2
+β 5
2
(
1
1+λg(θ ,α)2
)
,
where
g(θ ,α) = cos2pi(θ −α/2)− cospiα.
The constant λ will be assumed sufficiently large throughout this paper. We will often suppress
the parameters α,β in our notation whenever they can be understood from context.
Given (θ0,x0), we will use the notation
(θn,xn) = Φn(θ0,x0), n≥ 0.
We will introduce a few intervals and constants of importance later in the induction. We let
I0 = [−λ−1/7,λ−1/7]; (3.1)
A0 = [ω−λ−2/5/2,ω−2λ−2/3]. (3.2)
The interval I0 contains most of the θ where c has its first peak, and is the first zooming interval
in the induction. The interval A0 is where some of the interesting values of α lie. In particular
αc ∈ A0. There is one more such interesting interval, situated slightly to the right of ω , but to
keep derivatives positive, we have chosen to focus on the left side of the peak at 0. Needless to
say, the same techniques apply to the other interval, except that some constants might have to be
tweaked.
The constants are
M0 = [λ 1/(14τ)];
K0 = [λ 1/(28τ)],
where [x] denotes the integer part of x. They have been chosen to be M0 ≈
√
N, and K0 ≈ N1/4,
where N is the minimal return time to I0 in lemma 3.1.
2[x] denotes the integer part of x.
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Also, given an interval I, and a θ0 ∈T, we denote by N(θ0; I) the smallest non-negative integer
N such that θN = θ0 +Nω ∈ I. Note that N(θ0; I) = 0 if θ0 ∈ I.
The "contracting" region C is given by
C = [1/3−1/100,1/3+1/100],
and corresponds to the values of x where there is strong contraction, as long as θ 6∈ I0∪ (I0+ω).
This is the desirable place to be, and the whole induction step is devoted to showing that orbits
spend almost all their time in this region.
The following lemmas will ascertain that the perturbations of the constant in the quadratic map
c(θ)p(x) will be small when θ 6∈ I0∪ (I0 +ω).
In the remainder of this section, whenever the proof of a statement is omitted, it can be found
in [Bje09]. For each lemma, we have indicated, in brackets, the corresponding one in [Bje09].
Lemma 3.2 ( [Bje09, Lemma 3.1]). For all sufficiently large λ > 0 the following hold for α ∈A0
and 0≤ β ≤ 1:
a) |cα,β (θ)− 32 |, |∂θ cα,β (θ)|, |∂β cα,β (θ)|< 1/
√
λ for every θ 6∈ I0∪ (I0+ω).
b) For any 0≤ δ ≤ 1, {θ : c(θ)≥ (32 +β 52)(1−δ )}∩(I0+ω)⊆ [α−√δλ−1/4,α+√δ λ−1/4].
c) For 0≤ β ≤ 1,α ∈ A0 and θ ∈ I0 +ω , βλ 1/6 ≤ ∂θ cα,β (θ)≤ βλ .
Proof. For the second statement, we calculate the Taylor series at θ = α , to obtain
c(θ) = 3
2
+β 5
2
−10βλpi2 sin2(piα)(θ −α)2 +βλO((θ −α)3)
Therefore,
c(θ)≥
(
3
2
+β 5
2
)
(1−δ )
implies that
βλ (10pi2 sin2(piα)(θ −α)2 +O((θ −α)3))≤ (3
2
+β 5
2
)
δ
Now, c(α±
√
δλ−1/4)<
(3
2 +β 52
)
(1−δ ), since
βλ
(
10pi2 sin2(piα)δλ−1/2 +O(δ 3/2λ−3/4)
)
=
(
10pi2 sin2(piα)βλ 1/2 + ·βO(δ 1/2λ 1/4)
)
δ
>
(
3
2
+β 5
2
)
δ
when λ > 0 is large (independent of δ ). Since c is smaller further away from the peak at α , we
are done.
The third statement is proved in [Bje09, Lemma 3.1] for β = 1. From this it immediately
follows that
βλ 1/6 < ∂θ cα,β (θ)< βλ
for every α ∈A0,θ ∈ I0 +ω , since ∂θ cα,β (θ) is linear in β . 
POWER LAW ASYMPTOTICS IN THE QUASI-PERIODICALLY FORCED QUADRATIC FAMILY 9
Lemma 3.3 ( [Bje09, Lemma 3.2]). Provided that λ > 0 is sufficiently large, the following
statements hold for α ∈A0 and 0≤ β ≤ 1:
• If θ0 6∈ I0∪ (I0 +ω), and x0 ∈C, then x1 ∈C, and |c(θ0)p′(x0)|< 3/5.
• If θ0, . . . ,θ19 6∈ I0∪ (I0 +ω), and x0 ∈ [1/100,99/100], then x20 ∈C.
• If θ0 6∈ I0∪ (I0 +ω) and x0 ∈ [1/100,99/100], then x1 ∈ (1/100,2/5).
• If x0 ∈ [0,1/10], then x1 ≥ 54x0, for every θ0 ∈ T.
Lemma 3.4 ( [Bje09, Lemma 3.3]). Suppose that 0≤ β ≤ 1. Then, if θ0 ∈ T, x0 ≥ 1/100, and
if x−1 ∈ (0,1/100)∪ (99/100,1), then x2 ∈ [1/100,99/100].
Lemma 3.5. Suppose that x0 ∈C, and θ0 ∈ I0. Then for any 0≤ β ≤ 1
3
10 < x1 <
99
100 ,
and
1
100 < x2.
Proof. The assumption means that
1/3−1/100≤ ψβ (θ)≤ 1/3+1/100.
Recall that
x1 = cα,β (θ)p(x0).
This gives us the following bounds
3
10 <
3
2
· p(1/3−1/100)≤ x1 ≤ 4p(1/3+1/100)< 99/100,
and therefore
x1 ≥ 32 p(99/100)> 1/100.

Lemma 3.6. Suppose that x0 < 1/100. Then the smallest T > 0 satisfying that
xT ≥ 1/100,
satisfies
T ≤ log5/4
1
20x0
.
Proof. First, note that, since c(θ) ≤ 4, also xT ≤ 4/100 = 1/20, because otherwise 1/100 ≤
xT−1.
Since xk < 1/100 for every 0≤ k < T , using lemma 3.3, we get that(
5
4
)T
x0 ≤ xT ≤ 120 ,
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or
T ≤ log5/4
1
20x0
.

Applying the product rule and the chain rule, we obtain
∂xn+1 = (∂c(θn)) · p(xn)+ c(θn) · p′(xn) ·∂xn,
where ∂ denotes partial differentiation with respect to either θ or β . We find inductively that
∂xn+1 = (∂c(θn)) · p(xn)+∂x0
n
∏
j=0
c(θ j) · p′(x j)+
n
∑
k=1
(
∂θk−1 p(xk−1)
n
∏
j=k
c(θ j) · p′(x j)
)
.
(3.3)
Such products will be important to us, and we will control them by controlling products of the
form
n
∏
j=0
|c(θ j) · p′(x j)|.
The following lemma is an adaptation of [Bje09, Lemma 3.5].
Lemma 3.7. Assume that x0 ∈ [0,1], ∂θ x0 = ∂β x0 = 0, and
T
∏
j=k
|c(θ j)p′(x j)|< (3/5)(T−k+1)/2 for
every k ∈ [0,T ], where T > 10logλ is an integer. Assume moreover that |∂θ c(θk)|, |∂β c(θk)| <
1/
√
λ for k ∈ [T −10logλ ,T ]. Then |∂θ xT+1|, |∂β xT+1| < λ−1/4 provided that λ is sufficiently
large.
Proof. Exactly as in the proof of [Bje09, Lemma 3.5]. 
The following lemma is a restatement of [Bje09, Lemma 3.4] to include the parameter β , and
is used in the proof of the main theorem to give a lower bound on how long it takes x0 to return
to C after having come really close to the peaks in the θ -direction.
Lemma 3.8. Let α ∈A0, and β ∈ [0,1] be fixed. Set
JM = {θ : c(θ ,α)≥
(
3
2
+β 5
2
)(
1− (4/5)M)}∩ (I0 +ω).
Then, For all sufficiently large λ > 0, the following hold for M ≥ 10:
Given θ0 ∈ (I0−ω)\(JM − 2ω), and x0 ∈ [ 1100 , 99100 ], there is a 3 ≤ k ≤ M− 7 such that xk ∈
[ 1100 ,
99
100 ].
Given θ0 ∈ I0\(JM−ω), and x0 ∈ [1/100,2/5], there is a 2≤ k≤M−7 such that xk ∈ [ 1100 , 99100 ].
Given θ0 ∈ (I0 +ω)\JM, and x0 ∈ [ 1100 , 99100 ], there is a 1≤ k ≤M−7 such that xk ∈ [ 1100 , 99100 ].
The return time to the "good" region [1/100,99/100] is bounded by M− 7 regardless of the
value of β .
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Proof. Exactly as the proof in [Bje09, Lemma 3.4] (we may even use the exact same estimates).

The following lemma is a complement to the one above, considering what happens when we
reach the peak. Now the behaviour is crucially dependent on the value of β . The failure of such
a statement when β = 1 is what causes the SNA. Keep in mind that c(θ)≤ (32 +β 52) for every θ ,
and hence c(θ)< 4 when β < 1.
Lemma 3.9. For all sufficiently large λ > 0, we have the following lemma. Let α ∈ A0, and
β ∈ [0,1) be fixed. Set
JM = {θ : c(θ ,α)≥
(
3
2
+β 5
2
)(
1− (4/5)M)}∩ (I0 +ω).
Then, assuming that M ≥ 10, there is a constant (integer) MC = MC(β ), depending only on β ,
such that:
Given θ0 ∈ (JM−2ω)⊂ I0−ω , and x0 ∈ [ 1100 , 99100 ], there is a 3≤ k≤MC such that xk ∈ [ 1100 , 99100 ].
Given θ0 ∈ I0, and x0 ∈ [1/100,99/100], there is a 2≤ k ≤MC such that xk ∈ [ 1100 , 99100 ].
Given θ0 ∈ JM ⊂ I0 +ω , and x0 ∈ [ 1100 , 99100 ], there is a 1≤ k ≤MC such that xk ∈ [ 1100 , 99100 ].
Proof. One satisfying, but not necessarily the smallest possible, value of MC is the following:
MC =
log 1150Vβ (1−Vβ )
log 54
+4,
where Vβ = 38 +β 58 . At the end of the proof, we will show that this constant is sufficient.
Suppose that θ0 ∈ (JM −2ω), and x0 ∈ [1/100,99/100]. Then by lemma 3.3, 1/100 < x1 <
2/5, or x1 ∈ [1/100,99/100]. Now, 1/100 < x2 < (32 +β 52)p(1/2)≤ (38 +β 58) =Vβ , regardless
of θ1 ∈ I0. Since it is independent of θ1, the same proof as we do in JM−ω will work for θ1 ∈ I0.
In particular, if x2 ≤ 99/100, we only have to prove the last statement. If however 99/100 <
x2 <Vβ , the exact same argument as we will use to prove that case can be used.
Therefore, assume x2 ∈ [1/100,99/100]. The next iterate satisfies
1/100≤ x3 ≤ (32 +β
5
2
)p(1/2)≤ (3
8
+β 5
8
) =Vβ .
Since θ3 6∈ I0∪ (I0 +ω), we obtain
3
2
Vβ (1−Vβ )≤ x4 ≤ 2/5.
If xk < 1/100, for k ≥ 3, then by induction and lemma 3.3 we get
xk+1 ≥ (5/4)xk ≥ (5/4)k−4 32Vβ (1−Vβ ).
Thus, to get a lower bound on the constant needed, we solve
1
100 ≤
(
5
4
)k−4 3
2
Vβ (1−Vβ ),
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whose solution is
k ≥
log 1150Vβ (1−Vβ )
log 54
+4.
That is, it is sufficient to set MC ≥
log 1150Vβ (1−Vβ )
log 54
+4, for the proof to hold. 
4. THE INDUCTION
In this section, we will build progressively longer chains of iterations, discarding certain start-
ing values (θ ,x), and stopping the process once we reach close enough to the peaks. We will
bootstrap an induction scheme to show that these chains can be continued, for appropriate start-
ing values, and passing the peaks at a "permissible" distance.
In more technical language, we will construct a nested sequence of sets T⊃Θ−1 ⊃Θ0 ⊃ ·· · ⊃
Θn ⊃ ·· · of permissible starting values of θ . Along with this sequence, we construct a sequence
I0 ⊃ I1 ⊃ ·· · ⊃ In ⊃ ·· · , of intervals "zooming in" on the critical part of the peak, which will be
αc−ω (where αc is as in proposition 2.1). This value is the interesting part of the first peak since
it will "bump" the orbits into a region around 1/2 (where the maximum of the quadratic family
is attained), preparing it for the next peak at αc.
We will then iterate a starting point (θ0,x0) ∈ Θn−1×C, until θk ∈ In. For every β < 1, there
is a "suitable scale" In(β ), at which this process can be easily continued beyond the set In(β ).
Essentially, this continuation seems to be crucially dependent on the fact that the return of the
orbit to the region Θn(β )×C (contracting region) occurs much sooner than the return to the set
In(β ) (where the orbits may enter the expansive region).
The main result in this section is proposition 4.2, which will be used repeatedly to get all the
estimates we will need later.
4.1. Base case. Recall the set I0 we considered in the previous section. Here we will show that
we have control on orbits as long as θk 6∈ I0 ∪ (I0 +ω). The inductive step then shows what
happens inside I0∪ (I0 +ω).
We have made some slight alterations to the original statement in [Bje09], but the proof is
essentially the same and depends on the estimates in the previous section, valid as long as θ0 6∈
I0∪ (I0 +ω).
Proposition 4.1. Let α ∈ A0 be fixed. There is a λ1 > 0 such that if λ ≥ λ1, then the following
hold:
(i)0 If β ∈ [0,1], x0,y0 ∈C, and θ0 6∈ I0∪ (I0 +ω), then, letting N = N(θ0; I0), and ξi ∈ {txi +
(1− t)yi : t ∈ [0,1]} be an arbitrary point between xi and yi, for every i ∈ [0,N− 1], the
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following hold:
N−1
∏
i=k
|c(θi)p′(ξi)|< (3/5)N−k for all k ∈ [0,N−1]; (4.1)
k−1
∏
i=0
|c(θi)p′(ξi)|< (3/5)k for all k ∈ [1,N]; (4.2)
xk ∈C for all k ∈ [0,N]; and (4.3)
|xk− yk|< (3/5)k|x0− y0|, for all k ∈ [1,N]. (4.4)
(ii)0 If β ∈ [0,1], and x0 ∈ [1/100,99/100], and θ0 6∈ I0∪ (I0 +ω), then
xk ∈ [1/100,99/100] for all k ∈ [0,N]. (4.5)
4.2. Inductive step. The inductive step works by zooming in on intervals In ⊂ I0, and showing
that we have a good control on orbits as long as θk 6∈ In∪ (In +ω). At some point we must ask
ourselves what happens to orbits when they enter In. This is highly dependent on α and β , but
the essence of our method is that as long as β < 1, we can find a suitable In such that we will be
able to retain control even throughout the interval In, and for all time thereafter.
We will begin by introducing some notation. Suppose that we are given intervals I0, . . . , In, and
constants K0, . . . ,Kn,M0, . . . ,Mn. We then define the sets
Θn = T\
n⋃
i=0
Mi⋃
m=−Mi
(Ii +mω), Θ−1 = T\(I0∪ (I0 +ω)), (4.6)
Gn =
n⋃
i=0
3Ki⋃
m=0
(Ii +mω), G−1 = /0, (4.7)
Bn = {β : MC(β )≤ 2Kn−2}, (4.8)
where MC(β ) is the constant in lemma 3.9.
We see that, for every n≥ 0, the following hold
Θn ⊆ Θn−1
Gn−1 ⊆ Gn
Bn ⊆ Bn+1, and
∞⋃
n=0
Bn = [0,1)
The ideas behind the respective sets are:
• The set Θn consists of the points θ ∈ T that are far away from each of the intervals
I0, . . . , In. Starting with a θ0 ∈Θn gives us some "breathing room" before we get close to
the peaks.
• The set Gn consists of the points θ which have recently visited one of the intervals Ii, and
are well on their way to recover (start contracting again). If we hit the peak at I0, but stay
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away from In+1, then we should be close to C, in the x-direction (and far away from the
peaks in the θ -direction), when we exit Gn, giving us a very long time to contract.
• The set Bn is the set of β for which it is necessary only to zoom as far as to the n-th scale
(the interval In) in order to obtain good estimates on the contraction, for all time, even
past the return of θ to that interval.
The below proposition is a modified version of the main induction in [Bje09], and some of the
constructions have also been slightly modified. This is the place where the Diophantine condition
is used.
Proposition 4.2. Let α ∈ A0 be fixed. There is a λ1 > 0 such that if λ ≥ λ1, then the following
hold:
Suppose that for some n ≥ 0, we have constructed closed intervals I0 ⊃ I1 ⊃ ·· · ⊃ In, and
chosen integers M0 < M1 < · · ·< Mn and K0 < K1 < · · ·< Kn, satisfying
|Ik|= (4/5)Kk−1, Kk ∈ [(5/4)Kk−1/(4τ),2(5/4)Kk−1/(4τ)], for k = 1,2, . . . ,n; (4.9)
Mk ∈ [(5/4)Kk−1/(2τ),2(5/4)Kk−1/(2τ)], for k = 1,2, . . . ,n; and (4.10)
In ⊇ [α− (4/5)Kn,α +(4/5)Kn]. (4.11)
Assume furthermore that the following holds:
(i)n If β ∈ [0,1], x0,y0 ∈C, and θ0 ∈Θn−1, then, letting N =N(θ0; In), and ξi ∈ {txi+(1−t)yi :
t ∈ [0,1]} be an arbitrary point between xi and yi, for every i ∈ [0,N− 1], the following
hold:
N−1
∏
i=k
|c(θi)p′(ξi)|< (3/5)(1/2+1/2n+1)(N−k) for all k ∈ [0,N−1]; (4.12)
k−1
∏
i=0
|c(θi)p′(ξi)|< (3/5)(1/2+1/2n+1)k for all k ∈ [1,N]; (4.13)
xk 6∈C for some k ∈ [0,N]⇒ θk ∈ Gn−1; and (4.14)
|xk− yk|< (3/5)(1/2+1/2n+1)k|x0− y0|, for all k ∈ [1,N], (4.15)
20⋃
k=0
(In+(2Kn + k)ω) ⊆Θn−1, In−Mnω ∈Θn−1. (4.16)
(ii)n If β ∈ [0,1], x0 ∈ [1/100,99/100], and θ0 6∈ I0∪ (I0 +ω), then
xk 6∈ [1/100,99/100] and k ∈ [0,N(θ0; In)]⇒ θk ∈ Gn−1. (4.17)
(iii)n If β ∈ [0,1], x0 ∈C, and θ0 6∈ In, then, letting N = N(θ0; In)
xN ∈C. (4.18)
Then there is a closed interval In+1 ⊂ In, and integers Mn+1,Kn+1 satisfying (4.9 - 4.11)n+1
such that (i− iii)n+1 hold.
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Moreover, under the same assumptions, the following holds:
(iv)n If β ∈ Bn, x0 ∈ [1/100,99/100], 0 ≤ k ≤ n, and θ0 ∈ (Ik−ω)∪ Ik ∪ (Ik +ω), but θ0 6∈
(I j−ω)∪ I j ∪ (I j +ω) for k < j ≤ n, then
θ2Kk+i ∈ Θk−1, for every i ∈ [0,20]; and (4.19)
x2Kk+20 ∈C. (4.20)
Proof. Lemma 3.1 gives minimal return times{
[(κ(4/5)Kk−1)1/τ ] := Nk k ≥ 1
[(2κλ 1/7)1/τ ] := N0 k = 0
Nk to the respective intervals Ik. The constants Mk,Kk have been chosen to be Mk ≈
√
Nk,Kk ≈√
Mk. By choosing λ sufficiently large, we see that Nk ≫Mk ≫ Kk.
In particular, lemma 3.1 implies that
Ik∩
⋃
0<|m|≤10Mk
(Ik +mω) = /0, (4.21)
for every k = 0,1, . . . ,n. Also, since 3Ki < Mi,
3Ki⋃
m=0
(Ii +mω)⊂
Mi⋃
m=−Mi
(Ii +mω)
for every k = 0,1, . . . ,n, implying that
Θn∩Gn = /0, (4.22)
for n ≥ −1. Moreover, since In ⊂ Ik (k = 0,1, . . . ,n− 1), and (Ik−ω)∩
( 3Kk⋃
m=0
(Ik +mω)
)
for
k = 0,1, . . . ,n−1, we get that
(In−ω)∩Gn = /0. (4.23)
Constructing the interval In+1:
Let
In+1 = [α− (4/5)Kn/2,α +(4/5)Kn/2].
We have the inclusion
J2Kn = {θ : c(θ)≥ (
3
2
+β 5
2
)(1− (4/5)2Kn)} ⊆ [α− (4/5)
Kn
λ 1/4 ,α +
(4/5)Kn
λ 1/4 ]⊆ In+1.
This means, in particular, that by lemma 3.8, as long as θk 6∈
1⋃
m=−1
(In+1 +mω), we have good
control on the contraction.
Choosing the constants Kn+1, and Mn+1:
See [Bje09, Proposition 4.2], where it is also shown that they satisfy (4.16)n+1.
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Verifying (iii)n+1:
Let 0≤ s1 < s2 < · · ·< sr =N be the return times to In. If s1 = 0, then by assumption, xs1 = x0 ∈C.
If s1 > 0, then the induction hypothesis implies that xs1 ∈C. If r = 1, then we are done.
Suppose instead that we have proved that, for some 1 ≤ l < r we have xsl ∈ C. Since θsl ∈
In\In+1, applying lemma 3.8, we get a 3≤ t ≤ 2Kn−7 such that xsl+t ∈ [1/100,99/100].
In the case that θsl+t 6∈ I0 ∪ (I0 +ω), then by (ii)n, xsl+t+k 6∈ [1/100,99/100] implies that
θsl+t+k ∈ Gn−1. Since, by (4.16), θsl+2Kn+i ∈ Θn−1 (i = 0,1, . . . ,20), which by (4.22) is disjoint
from Gn−1, we see that xsl+2Kn ∈ [1/100,99/100], and therefore xsl+2Kn+20 ∈C by lemma 3.3.
However, in the case that θsl+t ∈ I0∪(I0+ω), assume that this t is the smallest such time. Now,
xsl+t−1 6∈ [1/100,99/100] by our assumption on t, and by lemma 3.4, xsl+t+2 ∈ [1/100,99/100].
Since θsl+t+2 6∈ I0∪(I0+ω), we may proceed as in the above paragraph to obtain xsl+2Kn+20 ∈C.
In any case, we have θsl+2Kn+20 6∈ In, and xsl+2Kn+20 ∈C, and so (iii)n applies again, to con-
clude that xsl+1 ∈C. By induction, we obtain our conclusion.
Verifying (i)n+1
We want to prove that, for N = N(θ0; In+1),
N−1
∏
i=k
|c(θi)p′(xi)|< (3/5)(1/2+1/2n+2)(N−k) for all k ∈ [0,N−1]; (4.24)
k−1
∏
i=0
|c(θi)p′(xi)|< (3/5)(1/2+1/2n+2)k for all k ∈ [1,N]; (4.25)
xk 6∈C for some k ∈ [0,N]⇒ k ∈ Gn−1; and (4.26)
|xk− yk| ≤ (3/5)(1/2+1/2n+1)k|x0− y0|, for all k ∈ [1,N]. (4.27)
We will designate, by (4.24)[T ]-(4.27)[T ], the corresponding statements with N replaced by an
integer T > 0.
Begin by dividing the interval [0,N] into parts
0 < s1 < s2 < · · ·< sr = N,
where the sl are the times when θsl ∈ In (and θk 6∈ In for k 6= si for any i, and 0≤ k ≤ N).
By the induction hypothesis, (4.25)[s1] holds. Hence, if r = 1, we are done. Suppose instead
that r > 1, and that (4.25)[sl] holds for k ∈ [1,sl], where 1≤ l < r.
Arguing as in the verification of (iii)n+1 above, xsl+2Kn+20 ∈C. We already know that θsl+2Kn+20 ∈
Θn−1. Hence
k−1
∏
i=sl+2Kn+20
|c(θi)p′(ξi)|< (3/5)(1/2+1/2n+1)(k−sl+2Kn+20) (4.28)
for k∈ [sl +2Kn+20+1,sl+1]. Since |c(θ)p′(x)| ≤ 4< (5/3)3 for every pair (θ ,x), we obtain
the following bounds, valid for k ∈ [1,2Kn +20]
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sl+k−1∏
i=sl
|c(θi)p′(ξi)|< (5/3)3k.
Hence, for k ∈ [1,2Kn+20], we have
sl+k−1∏
i=0
|c(θi)p′(ξi)|< (3/5)(1/2+1/2n+1)sl · (5/3)3k ≤ (3/5)(1/2+1/2n+1)sl−3k.
If we can show that (1/2+1/2n+1)sl−3k > (1/2+1/2n+2)(sl +k), we obtain the inequality,
for k ∈ [sl +1,sl +2Kn +20],
k−1
∏
i=0
|c(θi)p′(ξi)|< (3/5)(1/2+1/2n+2)(sl+k). (4.29)
This inequality indeed holds, since Kn ≫ 8 ·2n+2, for λ large enough, and sl ≥Nn > K2n , yielding
(1/2+1/2n+1)sl−3k− (1/2+1/2n+2)(sl + k)> 1/2n+2Nn−4k
> 1/2n+2K2n −8Kn−160 = Kn(1/2n+2Kn−8)−160 > 0.
Combining (4.28) and (4.29), we obtain, for k ∈ [sl +1,sl+1], that
k−1
∏
i=0
|c(θi)p′(ξi)|< (3/5)(1/2+1/2n+2)k.
By induction, (4.25)[N] holds, as was to be shown. The statement (4.24)[N] is proved in a sim-
ilar fashion (the details are in [Bje09]). The proof of (4.14)n+1 is contained in [Bje09]. The
verification of (4.27)[N] is now a quick application of the mean value theorem.
Verifying (ii)n+1
As above, we begin by dividing the interval [0,N] into parts
0 < s1 < s2 < · · ·< sr = N,
where the sl are the times when θsl ∈ In.
By the induction hypothesis, the following holds:
xk 6∈ [1/100,99/100] and k ∈ [0,s1]⇒ θk ∈ Gn−1 ⊂ Gn.
Suppose that for some 1≤ l < r, we have for every k ∈ [1,sl] that
xk 6∈ [1/100,99/100]⇒ θk ∈ Gn.
Since (In−ω)∩Gn = /0, we see that xsl−1 ∈ [1/100,99/100], and so there is a 3≤ k ≤ 2Kn−7
such that xsl+k ∈ [1/100,99/100] by lemma 3.8. Arguing as in the proof of (iii)n+1 below, we
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see that θ2Kn ∈ Θn−1, and x2Kn ∈ [1/100,99/100]. Hence, by (ii)n, we have
xk 6∈ [1/100,99/100] and k ∈ [2Kn,s1]⇒ θk ∈ Gn−1 ⊂ Gn.
Of course, since θk ∈ Gn for 0≤ k ≤ 3Kn, we see that
xk 6∈ [1/100,99/100] and k ∈ [0,s1]⇒ θk ∈ Gn−1 ⊂ Gn.
By induction, (ii)n+1 holds.
Verifying (iv)n:
Suppose that 0≤ k ≤ n. Since K ∈ Bn, lemma 3.8 (if k < n) and lemma 3.9 (if k = n) imply that
there is a 1≤ t ≤ 2Kk−2 such that
xt ∈ [1/100,99/100].
Suppose that this t is the smallest such number. If θt 6∈ I0∪ (I0 +ω), invoking (ii)k, and noting
that θ2Kk+ j ∈Θk−1 for j ∈ [0,20], and Θk−1∩Gk−1 = /0, we obtain that
x2Kn ∈ [1/100,99/100];
using lemma 3.3, we see that x2Kk+20 ∈C, and θ2Kk+20 ∈ Θk−1.
If θt ∈ I0∪ (I0 +ω), then as in the proof of (iii)n+1 above, by lemma 3.4 implies that xt+2 ∈
[1/100,99/100]. Since θt+2 6∈ I0∪(I0+ω), we just refer to the argument in the above paragraph,
and conclude that the statement (iv)n holds true. 
Corollary 4.3. By proposition 4.1, (i− iii)0 hold, where (iii)0 just corresponds to (4.3), and so
by proposition 4.2 (i− iv)n hold for every n≥ 0.
Lemma 4.4. Suppose that 0 ≤ β ≤ 1, x0 ∈ C, θ0 ∈ T, and 0 < N satisfies that θi 6∈ Im+1 for
i = 0, . . . ,N, where m≥ 0. Then the following holds for every 0≤ j < n≤ N
n−1
∏
i= j
|c(θi)p(xi)| ≤ 44Km · (3/5)
(
1− 1M0
)
(n− j)/2
.
Proof. Now, we will assume that 0 ≤ j < n. If x j ∈ C, let s be the smallest integer satisfying
j ≤ s, and θs ∈ I0, say θs ∈ Ip\Ip+1, where p≤ m by assumption on n. Set p1 = p, and t1 = s.
If x j 6∈C, then let s be the largest integer satisfying that s ≤ j, xti ∈C, and θs ∈ I0. As before,
suppose that θs ∈ Ip\Ip+1. Set p0 = p, and t0 = s. Let t1 be the next return time to Ip0 , say
θt1 ∈ Ip1\Ip1+1.
If there is a next return time, less than n, to Ip1 , call the smallest such time t2. Suppose that
θt2 ∈ Ip2\Ip2+1, where p1 ≤ p2 by assumption. Continue this process to get minimum return
times 0 < t1 < t2 < · · · < tr ≤ n to their corresponding intervals θti ∈ Ipi\Ipi , where 0 ≤ p1 ≤
p2 ≤ ·· · ≤ pr ≤ m is an increasing sequence.
Decomposing our product into smaller ones, we obtain
n−1
∏
i= j
|c(θi)p(xi)|=
(
t1−1∏
i= j
|c(θi)p(xi)|
)
· · ·
(
tl+1−1
∏
i=tl
|c(θi)p(xi)|
)
· · ·
(
n−1
∏
i=tr
|c(θi)p(xi)|
)
.
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Write θ (i)0 = θti,x
(i)
0 = xti . The intermediate products satisfy
tl+1−1
∏
i=tl
|c(θi)p(xi)|=
(tl+2Kpl+19∏
i=tl
|c(θi)p(xi)|
)
·

 tl+1−1∏
i=tl+2Kpl+20
|c(θi)p(xi)|

≤
≤ 42Kpl+20 · (3/5)(tl+1−(tl+2Kpl+20))/2 ≤ (3/5)(tl+1−tl−8Kpl−80)/2 ≤
≤ (3/5)
(
1− 1M0
)
(tl+1−tl)/2,
since θ (l)2Kpl+20 ∈ Θpl−1,x
(l)
2Kpl+20
∈C, and tl+1− tl ≥ Npl ≫ Mpl ·Kpl ≥ M0 ·Kpl . If there are no
intermediate products, set them equal to 1. The last product has the upper bound
n−1
∏
i=tr
|c(θi)p(xi)| ≤ 42Kpr+20 ·4Kpr+10 · (3/5)
(
1− 1M0
)
(n−tr)/2 ≤
≤ 44Kpr · (3/5)
(
1− 1M0
)
(n−tr)/2,
where we noted that
4k/4 · (3/5)
(
1− 1M0
)
k/2 ≥ (5/3)k/2 · (3/5)
(
1− 1M0
)
k/2
> 1,
or
4Kpr+10 · (3/5)
(
1− 1M0
)
(2Kpr+20)/2 > 1,
and that the contracting factor is (3/5)n−2Kpr−tr if n≥ 2Kpr +20.
The only product which needs special treatment is the first one, depending on whether x j ∈C
or not (the two cases in the first paragraph). In the case where x j ∈C, and j < t1, where t1 is the
first return to I0, we obtain
t1−1∏
i= j
|c(θi)p(xi)| ≤ (3/5)(t1− j)/2.
In the case where x j ∈C, and j = t1, this was already treated as an intermediate product, or the
last one (depending on whether we returned to I0 between j and n).
This gives us that the total product satisfies
n−1
∏
i= j
|c(θi)p(xi)| ≤ 44Km · (3/5)
(
1− 1M0
)
(n− j)/2
, (4.30)
The last case to consider is the one where x j 6∈C, and t0 ≤ j satisfies xt0 ∈C. Necessarily, j < t0+
2Kp0 +20, since x
(0)
2Kp0+20
∈C (see proposition 4.2), meaning that the next time θ (0)2Kp0+20+s ∈ I0
(the smallest such integer s > 0), x(0)2Kp0+20+s ∈C. Therefore, if t0+2Kp0 +20≤ j ≤ t0 +2Kp0 +
20+ s this would contradict our assumption that x j 6∈C; whereas t0 +2Kp0 +20+ s < j would
contradict our initial choice of t0 (the last return to I0, before j, such that xt0 ∈C).
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Thus, setting t = t0 +2Kp0 +20, the first product satisfies
t1−1∏
i= j
|c(θi)p(xi)|=
(
t−1
∏
i= j
|c(θi)p(xi)|
)
·
(
t1−1∏
i=t
|c(θi)p(xi)|
)
≤ 44Kp0 · (3/5)
(
1− 1M0
)
(t1− j)/2 < 1,
since t1− t ≫ Np0 ≫ 2Kp0 + 20. It follows that we get the same bound on the product as in
(4.30).
For the case where j = 0, we note that x j ∈C, and therefore we have the upper bound
2Km+20∏
i=0
|c(θi)p(xi)| ≤ 42Km+20 ≤ 44Km · (3/5)
(
1− 1M0
)
(2Km+20)/2.
Taking into account the contraction, as we had analyzed the "constituent products" above, and
using the above estimate for the maximum expansion, we obtain the inequality
n−1
∏
i=0
|c(θi)p(xi)| ≤ 44Km · (3/5)
(
1− 1M0
)
n/2
.

Lemma 4.5. Suppose that 0≤ β ≤ 1, x0 ∈C, and 0 < N satisfies that θi 6∈ Im+1 for i = 0, . . . ,N,
where m≥ 0. Then the following holds for every 0≤ j < n≤ N
∑
j=1
|∂θ c(θ j−1)p(x j−1)|
n−1
∏
i= j
|c(θi)p(xi)| ≤ 44Km · (3/5)
(
1− 1M0
)
(n−k)/2
1− .
5. PROOF OF THE MAIN THEOREM
This section has been split into three parts covering existence and smoothness of attractor,
minimum distance to repelling set, and growth of derivative, respectively.
We will use the same notation as in section 4. Throughout this section we will assume that λ
is a fixed constant, and sufficiently large for every result in the previous sections to hold. From
now on, we will also assume that α = αc. Note that αc depends on λ .
A notation we will introduce in this section is In(β ), where 0 ≤ β < 1, and n = n(β ) is the
smallest integer satisfying β ∈ Bn.
5.1. Existence and regularity of the attractor. Here we show that, for every 0≤ β < 1, there
is an attractor which is the graph of an invariant smooth (C∞) function ψβ : T→ (0,1), and that
this attractor depends smoothly on β . This is the contents of proposition 5.5.
In order to accomplish this goal, we will follow a standard argument. We will first show that
there is an invariant space Sn = T×Bn× [εn,1− εn] for every n≥ 0, such that for (θ ,β ,x) ∈ Sn,
we have the uniform bound
‖∂xxk‖ ≤ const ·δ k,
for some 0 < δ < 1, where θ0 = θ ,x0 = x. This will give us a family, for every n ≥ 1, {ψβ ,n :
T→ (0,1)}β∈Bn, of smooth functions for, the graphs of which will be the (unique) attractor
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corresponding to that β . As we increase n, we will obtain a family {ψβ : T→ (0,1)} of smooth
functions (attracting graphs) for every 0≤ β < 1.
Lemma 5.1. Assume that β ∈ Bn (in particular 0 ≤ β < 1) for some n ≥ 0. If θ0 ∈ T, and
x0 ∈ (0,1), then there is a 0≤ t, such that θt ∈Θn−1, and xt ∈C.
Moreover, if x0 ∈ (ε,1− ε), there is a Tε ≥ 0 such that t ≤ Tε . In particular, if ε = 1/100, we
may choose Tε ≤ 2Mn−1 +1.
Proof. Since 32 ≤ c(θ)< 4 for every θ ∈ T when 0≤ β < 1, it follows that xk ∈ (0,1) for every
k ≥ 0 (0 < xi < 4p(12) = 1).
We will first show that there is an s≥ 0 such that xs ∈ [1/100,99/100], and θs 6∈ I0∪ (I0 +ω).
Then we will prove the statement from there.
Suppose first that x0 ∈ [1/100,99/100]. If θ0 6∈ I0∪ (I0 +ω), we are done.
Assume instead that θ0 ∈ I0 ∪ (I0 +ω). If x2 ∈ [1/100,99/100], we are done. Otherwise,
x2 6∈ [1/100,99/100], and we fall into one of the cases considered below.
Now, suppose instead that x0 6∈ [1/100,99/100]. Then there is an s> 0 such that xs ∈ [1/100,99/100].
Let s be the smallest such integer. Since p(1− x) = p(x), we may assume that x0 < 99/100 (dis-
counting the possibility that x0 > 99/100. By lemma 3.6, there is a uniform upper bound on s,
say s≤ Sε , if x0 ∈ (ε,1− ε).
If θs 6∈ I0∪ (I0 +ω), we are done. If instead θs ∈ I0∪ (I0 +ω), then since s was the smallest
such integer, xs−1 6∈ [1/100,99/100], and so by lemma 3.4, xs+2 ∈ [1/100,99/100], and θs+2 6∈
I0∪ (I0 +ω).
In any case, there is a (uniformly) bounded s ≤ Sε + 2, such that θs 6∈ I0 ∪ (I0 + ω),xs ∈
[1/100,99/100].
We may thus assume (without loss of generality) that θ0 6∈ I0∪ (I0 +ω),x0 ∈ [1/100,99/100].
Recall that Θn−1 ∩Gn−1 = by (4.22). Then (4.14) implies that, the next time t ≥ 0 that θt ∈
Θn−1, then xt ∈C. Since Θn−1 = T\
n−1⋃
i=0
Mi⋃
m=−Mi
(Ii +mω), the maximum number of consecutive
iterations spent outside Θn−1 is 2Mn−1 + 1. Thus, setting Tε = Sε + 2Mn−1 + 3, the proof is
completed. 
Lemma 5.2. Let n≥ 0 be arbitrary. If β ∈ Bn, θ0 ∈Θn−1, and x0,y0 ∈C, then for each k > 1
|xk− yk|< (3/5)k/2|x0− y0|.
Proof. Let 0 < s1 < s2 < · · · be the times when θsl ∈ In. By (4.15)
|xk− yk|< (3/5)(1/2+1/2n+1)k|x0− y0|,
for k ∈ [1,s1]. Since s1 ≥Mn ≫ 20 ·2n+1Kn if λ is large enough (as in proposition 4.2), we obtain
|xs1 − ys1 |< (3/5)s1/2+20Kn |x0− y0|.
Suppose that |xsl − ysl | < (3/5)sl/2+20Kn |x0− y0| holds for l ≥ 1. Since β ∈ Bn, (iv)n implies
that θsl+2Kn+20 ∈Θn−1, and xsl+2Kn+20 ∈C. Recall that |c(θ)p′(x)|< 4 < (5/3)3 for every θ ∈T
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and x ∈ [0,1]. Now, it follows that
|xsl+k− ysl+k|< 4k · |xsl − ysl |< (5/3)3k · (3/5)sl/2+20Kn · |x0− y0|,
for k ∈ [1,2Kn+20]. Since k < 2Kn +20, and therefore 20Kn−3k ≥ 10Kn ≥ k/2, we get
|xsl+k− ysl+k|< (3/5)sl/2+20Kn−3k · |x0− y0|< (3/5)sl/2+k/2 · |x0− y0|.
Now, we obtain for k ∈ [sl +2Kn +20,sl+1] that
|xk− yk|< (3/5)(1/2+1/2
n+1)(k−sl+2Kn+20) · |xsl+2Kn+20− ysl+2Kn+20|<
< (3/5)(1/2+1/2n+1)(k−sl+2Kn+20) · (3/5)(sl+2Kn+20)/2 · |x0− y0|=
= (3/5)k/2+1/2n+1(k−sl+2Kn+20)|x0− y0|.
We will now proceed to prove the stronger bound for k = sl+1. We know that 1/2n+1(sl+1−sl)≥
1/2n+1Nm ≫ 1/2n+1(20 ·2n+1Kn (again, see the proof of (i)n+1, proposition 4.2)
|xsl+1 − ysl+1 |< (3/5)sl+1/2+1/2
n+1(sl+1−sl+2Kn+20)|x0− y0|=
< (3/5)sl+1/2+20Kn |x0− y0|
By induction, the statement follows. 
Lemma 5.3. For every n≥ 0, there exists an invariant (compact) subset Sn =T×Bn× [an,1−an],
where 0 < an ≤ 1/4, such that for (θ0,β ,x0),(θ0,β ,y0) ∈ Sn
|xk− yk|< cn · (3/5)k/2|x0− y0|,
where cn > 0 is a constant depending only on n.
Proof. Suppose that βmax < 1 is the biggest β ∈ Bn. Let
bn = maxβ∈Bn,θ∈T
cβ (θ)p(1/2) = 1/4 · (3/2+5/2βmax)< 1.
We will show that an = 1− bn will suffice. Let θ0 ∈ T,x0 ∈ [an,1− an]. Note that, if x0 6∈
[1/100,99/100], then, for every β ∈ Bn,
9
8an ≤
3
2
an(1−an)≤ cβ (θ0)p(x0) = x1 ≤ cβ (θ0)an(1−an)≤ 4 ·1/4 · (1−an),
since 1−an ≥ 34 . That is, x1 ∈ Sn. Since this worked for any θ0 ∈ T, this set must be invariant.
For the second part, let θ0 ∈ T,x0,y0 ∈ Sn. According to lemma 5.1, there are s, t ≤ Tn, such
that θs,θt ∈ Θn−1,xs,yt ∈C, where Tn is the same for all these starting values. We may assume
without loss of generality that s≤ t. Recall that Θn−1∩Gn−1 = by (4.22). Since θs ∈Θn−1,xs ∈
C ⊂ [1/100,99/100], and θt ∈Θn−1, (4.14) implies that xt ∈C. Hence θt ∈ Θn−1, and xt ,yt ∈C.
Now,
|xt − yt | ≤ 4t · |x0− y0|.
Combining this with lemma 5.2 yields, for every k ≥ 0,
|xk− yk| ≤ 4Tn · (5/3)Tn/2 · (3/5)k/2|x0− y0|,
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which concludes our proof. 
Corollary 5.4. For every (θ0,β ,x0) ∈ Sn (n≥ 0), and every for every k > 0,∣∣∣∣∂xk∂x0
∣∣∣∣< cn · (3/5)k/2,
for some constant cn depending only on n.
Proof. Choose x0 in the interior of Aβ . We have for small enough |h| > 0 that x0 + h,x0 ∈ Aβ .
Considering xk(x0) as a function of x0, we have∣∣∣∣∂xk∂x0
∣∣∣∣=
∣∣∣∣limh→0 xk(x0 +h)− xk(x0)h
∣∣∣∣
< lim
h→0
cn · (3/5)k/2|x0 +h− x0|
|h|
= cn · (3/5)k/2.

Proposition 5.5. There is an invariant curve, the graph of a function ψβ (θ) which is smooth
smooth (C∞) in both β and θ . This curve attracts the orbits of every point (θ ,x) ∈ T× (0,1).
Proof. We will use the results in [Sta97]. In his notation, for a fixed n≥ 0, (θ ,β ) ∈ X = T×Bn
and x ∈ Y = [an,1−an] (where an is as in lemma 5.3). Now, by corollary 5.4
|Dxxk|< cn · (3/5)k/4
for every (θ0,β ,x0) ∈ Sn = X×Y .
Applying [Sta97, Theorem 2.1], we obtain continuous invariant graphs {ψβn : T→ (0,1)} for
each β ∈ Bn, attracting all of T× (0,1), by lemma 5.1.
Now, [Sta97, Theorem 3.1] implies that each ψβn is as smooth as Φαc,β , that is C∞.
If β ∈ Bn, then β ∈ Bm and ψβm = ψβn for every m≥ n, since the attractor is unique. We also
recall that
∞⋃
n=0
Bn = [0,1). Therefore, we obtain for every 0≤ β < 1 a C∞ map
ψβ : T→ (0,1),
the graph of which attracts T× (0,1). 
5.2. Asymptotic minimal distance between attractor and repeller. Here, we show that, when
β ∈ Bn, then the curve ψβ will be essentially flat in the step before the first peek, i.e. that
∂θ ψβ (In) is very small, and furthermore, it will be located in C. This will then give us very good
bounds on ∂θ ψβ (In +ω), which will be very close to ∂θ c(In). That is ψβ (In +ω) will almost
look like c does slightly to the left of the peak at θ = 0, that is, sharply increasing.
The next part is to show that the value of ψβ (αc) is almost 1/2, meaning that ψβ (αc +ω) ≈
c(αc)p(1/2) is close to the "potential maximum". For θ ∈ In +ω not very close to αc, the sharp
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nature of the peak at αc will mean that ψβ (θ +ω) can’t reach as high as ψβ (αc +ω). This will
then give us the asymptotic behaviour of the minimum distance we described.
The main results here are lemma 5.7 and proposition 5.11.
Lemma 5.6. If θ0 ∈Θn−1, and x0 = x ∈C, then∣∣∣∣∣(∂θ c(θN−1)) · p(xN−1)+
N−1
∑
j=1
(∂θ c(θ j−1)) · p(x j−1)
N−1
∏
i= j
c(θi) · p′(xi)
∣∣∣∣∣< λ 1/4,
where N = N(θ0; In), and ∂ is either ∂β or ∂θ .
Proof. Note that the assumption that ∂θ x0 = 0, is equivalent to
|∂θ xN |=
∣∣∣∣∣(∂θ c(θN−1)) · p(xN−1)+
N−1
∑
j=1
(∂θ c(θ j−1)) · p(x j−1)
N−1
∏
i= j
c(θi) · p′(xi)
∣∣∣∣∣ ,
since then ∂θ x0
N−1
∏
i= j
c(θi) · p′(xi) is removed from the expression.
Let s < N be the smallest integer such that θi 6∈ I0 ∪ (I0 +ω) for s ≤ i ≤ N (that is θi won’t
return to I0 before i = N). Since
θ0 ∈ Θn−1 = T\
n−1⋃
i=0
Mi⋃
k=−Mi
I0 + kω,
and also N(θ ; I0)≥M0 for θ ∈ I0, we deduce that at least s≥M0.
Recall that M0 ≫ K0 = λ 1/28, and so K0 ≫ 10logλ if λ is large. Thus, for every s ≤ k ≤ N,
θk 6∈ I0∪ (I0 +ω), and |∂θ c(θk)|, |∂β c(θk)| < 1√λ (see lemma 3.2), and also
N−1
∏
j=k
|c(θ j)p(x j)| <
(3/5)(N−k)/2 (see (4.1)).
Applying lemma 3.7 for T =N−1, assuming ∂θ x0 = 0, we obtain that |∂β xN |, |∂β yN | ≤ λ−1/4,
which is what we wanted to show. 
Let 0 ≤ β < 1 be fixed. For each given (θ0,x0) ∈ I0×C, set T (θ0,x0) equal to the smallest
positive integer T > 2 such that
xT ≥ 1100 .
Set T (θ) = T (θ ,ψβ (θ)).
Lemma 5.7. Suppose that 0≤ β < 1, and let J = J(β ) be an interval such that
Im+1 ⊆ J ⊆ Im,
for some 1≤ m, satisfying that, for every θ0 ∈ J,
T (θ0)≤ (Nm)3/4,
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where
Nm = min
θ∈(Im+ω)
N(θ ; Im).
Then
|∂θ ψβ (θ)|, |∂β ψβ (θ)| ≤ λ−1/4 + ε(m)
for every θ ∈ J, where ε(m)→ 0 as m→ ∞. Moreover,
ψβ (J)⊆C, (5.1)
and if m≥ 1 is large enough,
βλ 1/7 ≤ ∂θ ψβ (θ)≤ βλ
for θ ∈ J +ω .
Proof. We will iterate the segment given by θ0 = θ ∈ J ⊆ I0. For ease of notation, we set
x0 = ψβ (θ0).
Let 0 = s0 < s1 < .. . be the return times to J, that is for i≥ 0, θi ∈ J ⇔ i = sk for some k≥ 0.
Set θ (k)0 = θsk ,x
(k)
0 = xsk . Recall that T = T (θ0,x0) was defined as the smallest positive integer
satisfying that xT ≥ 1100 . Now, suppose that t ≥ 0 is the smallest integer satisfying
xT+t ∈C,θT+t ∈Θm−1.
Since xT ∈ [1/100,99/100], lemma 5.1 implies that t ≤ 2Mm−1+1 < Km ≪
√
Nm.
Set P = T + t ≤ (Nm)3/4+
√
Nm ≤ 2(Nm)3/4 ≪ Nm, then θ (k)P ∈Θm−1,x(k)P ∈C for every k≥ 0.
Now, (4.18) implies that
ψβ (θ (k+1)0 ) = x
(k+1)
0 = xsk+1 ∈C,
for every k ≥ 1, or that ψβ (J)⊆C. Additionally, (4.12) gives that
Uk−1∏
i=P
|c(θ (k)i )p′(x(k)i )| ≤ (3/5)(Uk−P)/2
where we have set U j = s j+1− s j. Since θ (k)P ∈ Θm−1,x(k)P ∈C, lemma 5.6 implies that
|∂θ x(k)Uk |= |(∂θ c(θ
(k)
P−1))p(x
(k)
P−1)+∂θ x
(k)
P
Uk−1∏
i=P
c(θ (k)i )p′(x
(k)
i )+
+
Uk−1∑
j=P+1
∂θ c(θ (k)j−1)p(x
(k)
j−1)
Uk−1∏
i= j
c(θ (k)i )p′(x
(k)
i )| ≤
≤ |∂θ x(k)P | · (3/5)(Uk−P)/2 +λ−1/4.
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Similarly, recalling that |c(θ) · p′(x)| ≤ 4,
|∂θ x(k)P | ≤ |∂θ x(k)0 | ·
P−1
∏
i=0
|c(θ (k)i )p′(x(k)i )|+
+‖∂θ c‖
(
1+
P−1
∑
j=1
P−1
∏
i= j
|c(θ (k)i )p′(x(k)i )|
)
≤
≤ |∂θ x(k)0 | ·4P +‖∂θ c‖
P−1
∑
j=0
4P−1− j =
= |∂θ x(k)0 | ·4P +‖∂θ c‖
4P−1
3 ,
where ‖ · ‖ denotes the sup-norm. Putting it together, we obtain, since Uk ≥ Nm ≫ P, that
|∂θ x(k)Uk | ≤
(
|∂θ x(k)0 | ·4P+‖∂θ c‖
4P−1
3
)
(3/5)(Uk−P)/2 +λ−1/4 ≤
≤ |∂θ x(k)0 | · ε(m)+‖∂θ c‖ε(m)+λ−1/4,
where
ε(m) = 4P · (3/5)(Nm−P)/2 ≤ 4P · (3/5)Nm/2−(Nm)3/4 → 0,
as m→ ∞. By induction, since x(k)Uk = xsk+1 , we get for every k ≥ 0 that
|∂θ xsk+1 | ≤ |∂x(0)0 |ε(m)k+1 +‖∂θ c‖
k+1
∑
j=1
ε(m) j +λ−1/4
k
∑
j=0
ε(m) j ≤
≤
(
|∂x(0)0 |+‖∂θ c‖+λ−1/4
)
· ε(m)+λ−1/4.
By passing to a subsequence {sk′} of {sk} which satisfies θsk′ → θ0, and noting that
∂θ xsk′ = ∂θ ψ
β (θsk′ ) =
= ∂θ ψβ (θ0)+∂ 2θ ψβ (θ0)(θsk′ −θ0)+o(θsk′ −θ0) = ∂θ ψβ (θ0)+o(1),
as k′→ ∞, we obtain the inequality
|∂θ ψβ (θ0)| · (1− ε(m))+o(1)≤
(
‖∂θ c‖+λ−1/4
)
· ε(m)+λ−1/4,
which we can write as
|∂θ ψβ (θ0)| ≤ λ−1/4 + ε ′(m),
for some ε ′(m) going to 0 as m goes to infinity. The proof is exactly the same for ∂β ψβ .
By lemma 3.2, βλ 1/6 < ∂θ cαc,β=1(θ)< βλ for every θ ∈ I0+ω . When θ ∈ J, then ψβ (θ) ∈
C. Therefore
3
10
<
3
2
· p(1/3+1/100)≤ p(ψβ (θ))≤ 4p(1/3+1/100)< 95/100.
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Recall that |∂θ ψβ (θ)|< (1+ ε(m))λ−1/4, where ε(m)→ 0 as m→ ∞. Since
∂θ ψβ (θ +ω) = (∂θ c(θ)) · p(ψβ (θ))+ c(θ) · p′(ψβ (θ)) ·∂θ ψβ (θ),
assuming that λ is very large, we obtain after a straight-forward computation that
βλ 1/7 < ∂θ ψβ (θ +ω) < βλ .

Corollary 5.8. There is an n0≥ 0 such that, for every n≥ n0, and every β ∈Bn\Bn−1 (sufficiently
close to 1)
βλ 1/7 ≤ ∂θ ψβ (θ)≤ βλ
for every θ ∈ In +ω , assuming that λ > 0 is sufficiently large. Moreover
ψβ (In)⊆C.
Proof. Let 0≤ β < 1 sufficiently close to 1 be given, and choose J = In, where n = n(β ). Now
proposition 4.2 tells us that
x2Kn+20 ∈C,θ2Kn+20 ∈ Θn−1,
that is max
θ∈In
T (θ0) ≤ 2Kn +20, where Kn ≪
√
Nn ≤ (Nn)3/4. Both statements now follow imme-
diately from lemma 5.7. 
Lemma 5.9. There is an 0 < ε ≤ 1 such that, for every 1− ε ≤ β < 1,
1
3
≤ ∂β ψβ (αc)≤
5
2
,
provided that λ > 0 is sufficiently large. Moreover,
limβ→1−ψ
β (αc) = 1/2,
and, as β → 1−,
|ψβ (αc)−1/2|= O(1−β ). (5.2)
Proof. For β sufficiently close to 1, corollary 5.8 implies that ψβ (In)⊆C, and that |∂β ψβ (θ)|<
λ 1/4 + ε(n) for θ ∈ In, where ε(n)→ 0 as n→ ∞. By invariance of ψβ under the map Φαc,β ,
∂β ψ(αc) = ∂β c(αc−ω)p(ψ(αc−ω)+ c(αc−ω)∂β ψβ (αc−ω).
By definition of the set A0 ∋ αc, 2λ−2/3 ≤ 0− (αc−ω) ≤ λ−2/5/2, which means that
c(αc−ω)− c(0) = λ−2/5/2∂θ c(0)+o(λ−2/5) = o(λ−2/5),
or that c(αc−ω) = 32 +β 52 +o(λ−2/5). This implies that ∂β c(αc−ω) = 52 +o(λ−2/5). Therefore
(
5
2
+o(λ−2/5))(13−
1
100)+λ
−1/4 + ε(n)≤ ∂β ψ(αc)≤ (
5
2
+o(λ−2/5))(13 +
1
100)+4λ
−1/4 +4ε(n),
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or
1
3 ≤ 2
1
3 +o(λ
−1/10)+ ε(n)≤ ∂β ψ(αc)≤
5
4
+o(λ−1/10)+4ε(n)≤ 5
2
,
if n and λ are suffciently large.
Suppose that θ0 = αc−Mnω , x0 ∈C. In [Bje09], it was proved that, if β = 1, then
lim
n→∞xMn = 1/2.
Letting xMn(β ) (a smooth function in β ) be as above, but corresponding to a β ∈ [0,1] sufficiently
close to 1, we obtain uniform bounds on
∂β xMn(β ).
Since
xMn(β )− xMn(1) = ∂β xMn( ˜β)(β −1),
for some β ≤ ˜β ≤ 1, we have, for large enough n≥ 0,
|xMn(β )−1/2|= |(xMn(β )− xMn(1))+(xMn(1)−1/2)|< 2ε,
uniformly in n, for β sufficiently close to 1. From this, it follows that
limβ→1−ψ
β (αc) = lim
n→∞ limβ→1− xMn(β ) = 1/2.
By the mean value theorem
ψβ (αc) = lim
˜β→1−
ψ ˜β (αc)+∂β ψ
˜β (αc)(β − ˜β )+o(β − ˜β ) = 1/2+O(1−β ),
since 13 ≤ ∂β ψβ (αc)≤ 52 . 
Definition 5.10. Let T1(β ,θ) be defined, for every θ ∈ I0 + 3ω , as the smallest integer 0 ≤
T1(β ,θ) such that ψβ (θ +T1(β ,θ) ·ω)≥ 1100 .
By its very definition max
θ∈T
T1(β ,θ)≤MC(β ), where MC(β ) is the constant appearing in (4.8).
Hence, if
2Kn−1−2 < maxθ∈I0+3ω T1(β ,θ)≤ 2Kn−2,
then β ∈ Bn\Bn−1. Set
T1(β ) = max
θ∈T
T1(β ,θ).
Proposition 5.11. Suppose that β < 1 is sufficiently close to 1, and that β ∈ Bn\Bn−1, i.e. that
2Kn−1−2 < T1(β )≤ 2Kn−2.
Then the the minimum distance between the repelling set and the attractor is attained In + 3ω ,
and is asymptotically linear in β . Specifically,
δ (β ) = cβ=1(αc+ω) · 58(1−β )+o(1−β ) (5.3)
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asymptotically as β → 1−. Moreover,
ψβ (αc) =
3
8
+β 5
8
+o(1−β ). (5.4)
Proof. If ψ(θ)∈ (a,1/10), where 0≤ a< 1/10, then 4ψ(θ)≥ψ(θ +ω)≥ 54ψ(θ) (see lemma 3.3),
or ψ(θ +ω) ∈ [54a,99/100]. Similarly, if ψ(θ) ∈ (9/10,b), where 9/10 < b ≤ 1, then ψ(θ +
ω) ∈ (54(1−b),99/100) (since p(1− x) = p(x)).
As long as θ 6∈ I0∪(I0+ω), then ψ(θ)∈ [1/100,99/100] implies that ψ(θ +ω)∈ [1/100,2/5]⊂
[1/100,99/100] (see lemma 3.3).
One implication of this is, that a value strictly greater than 99/100 can never be attained for a
θ 6∈ (I0 +ω)∪ (I0 +2ω). Another one is that, if a value strictly less than 1/100 is attained, the
minimum has to be attained in the iteration immediately following a value greater than 99/100,
i.e., for θ ∈ (I0+2ω)∪ (I0 +3ω).
This means that we only need to analyze ψβ (θ) for θ ∈ (I0+ω)∪ (I0 +2ω)∪ (I0 +3ω).
We know that the part of ψβ lying below 1/100 even in these intervals will rise with each
iteration, meaning that the lowest part, the one closes to 0, must come from a previous value
strictly greater than 99/100. Therefore, we are interested in seeing how far above 99/100 ψβ can
get.
By the above discussion, necessarily ψ(θ) ≤ 2/5 for θ ∈ I0, and so the theoretical maximum
for I0 +ω is
ψβ (θ)≤ 4p(2/5) = 24/25.
The theoretical minimum coming from that is at least ≥ 1/25. Thus, we turn to I0 +2ω .
By (5.2),
|ψβ (αc)−1/2|= O(1−β ).
Therefore
ψβ (αc +ω) = c(αc)p(1/2+O(1−β )) =
(
3
2
+β 5
2
)(
1
4
+O((1−β )2)
)
=
3
8 +β
5
8 +o(1−β ),
and
1−ψβ (αc+ω) = 58(1−β )+o(1−β ).
Note that this maximum is, up to the error term o(1− β ), equal to the theoretical maximum
c(αc)p(1/2). Therefore, the minimum is at most
ψβ (αc +2ω) = cβ (αc+ω)p(ψβ (αc+ω)) ≤ 4(1−ψβ (αc+ω)) ≤
5
2
(1−β )+o(1−β ),
(5.5)
and at least (θ ∈ In +2ω)
ψβ (θ +ω)≥ 5
4
(1−ψβ (θ))≥ 1−ψβ (θ)≥ 5
8
(1−β )≥ 1
2
(1−β ),
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for β sufficiently close to 1. More specifically, we have
ψβ (θ +ω) = cβ (θ)ψβ (θ)(1−ψβ (θ)).
There is some ˜θ between θ and αc, such that
ψβ (θ +ω) = ψβ (αc)+∂θ ψβ ( ˜θ)(θ −αc).
A quick Taylor expansion gives
p(y) = p(x)+(1−2x)(y− x)− (y− x)2.
Since c(θ) = c(αc)+∂ 2θ c(αc)(θ −αc)2 +o((θ −αc)2) for θ very close to αc, such as for θ ∈
In +ω , and ψβ (αc) = 1/2−∂β ψ ˜β (αc)(1−β ) for some ˜β between 1 and β , this means that
ψβ (θ +ω) =
(
cβ (αc)+o(θ −αc)
)(
ψβ (αc)+
(
−2∂β ψ ˜β (αc)(1−β )
)
∂θ ψβ ( ˜θ)(θ −αc)+o(θ −αc)
)
=
= ψβ (αc +ω)−A2(β ,θ) · (θ−αc),
for some constant A2(β ,θ)> 12λ−1/7, since ∂θ ψβ ( ˜θ)≥ βλ 1/7 (see corollary 5.8) and ∂β ψ ˜β (αc)≥
1
3 (see lemma 5.9). Similarly, in the next iteration, we obtain
ψβ (θ +2ω) = cβ (θ +ω)
(
p(ψβ (αc +ω))− (1+O(1−K))(−A2(β ,θ)(θ −αc)+o(θ −αc)
)
=
= cβ (θ +ω)
(
p(ψβ (αc +ω))+A2(β ,θ)(θ −αc)+o(θ −αc)+o(1−β )
)
.
Since cβ (θ +ω) = cβ (αc+ω)+A3(θ)(θ−αc)+o(θ−αc), where |A3(θ)|= |∂θ cβ (αc+ω)| ≤
λ−1/2 (see lemma 3.2), this reduces to
ψβ (θ +2ω) = cβ (αc +ω)
(
p(ψβ (αc+ω))+A2(β ,θ)(θ −αc)+o(θ −αc)+o(1−β )
)
+
+A3(θ)(θ −αc)
(
p(ψβ (αc +ω))+A2(β ,θ)(θ −αc)+o(θ −αc)+o(1−β )
)
=
= cβ (αc +ω)p(ψβ (αc +ω))+K4(β ,θ)(θ −αc)+o(1−β ),
where K4(β ,θ)> 0. This gives us immediately the asymptotic on the distance, since p(ψβ (αc+
ω)) = 58(1−β )+o(1−β ), as shown above.
If we can prove that no point outside In + 2ω reaches as high as this, we are done. Recall
lemma 3.6, stating that
T1(β )≤max
θ∈In
log5/4
1
20ψ(θ +3ω) ≤ log5/4
1
10(1−β ) .
This of course means that
2Kn−1−2≤ T1(β )≤ log5/4 110(1−β ) .
By definition of In, |In|= (4/5)Kn−1, or
|In|= (4/5)Kn−1 ≥ (4/5)T1(β )/2+1 ≥ 45
√
10(1−β )≥ 2√1−β .
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Since In is centred at αc, this means that
[αc−
√
λ 1/2(1−β )λ−1/4,αc +
√
λ 1/2(1−β )λ−1/4]⊂ In.
Invoking lemma 3.2, we obtain the set inclusion
{θ ∈ I0 +ω : cαc,β (θ)≥
(
3
2
+β 5
2
)
(1−λ 1/2(1−β ))} ⊂ In.
Hence, the theoretical maximum attained for θ ∈ (I0\In)+2ω is
ψβ (θ)<
(
3
2
+β 5
2
)
(1−λ 1/2(1−β ))p(1/2) =
(
3
8 +β
5
8
)
(1−λ 1/2(1−β )),
which is by the order of 1−β less than the maximum in In. Hence, the minimum for θ +ω ∈
(I0\In)+3ω satisfies
ψβ (θ +ω) ≥ 5
4
(1−ψβ (θ))≥
(
5
8 +
3
8λ
1/2
)
(1−β )> ψβ (αc +2ω),
which is bigger than the minimum attained in In +3ω . 
5.3. Asymptotic growth of the maximum derivative of the attractor. The basic idea in this
section is that the derivative in the interval In(β )+ω , which is centered at αc where 1/2 is almost
attained, is large and approximately linear in β . In the next iteration, this means that this segment
becomes approximately quadratic around the maximum point, which is almost atαc +ω . The
approximately quadratic shape around the minimum point (almost αc + 2ω) is retained in the
next ieration.
The derivative at a point θ +2ω ∈ In(β )+3ω will be approximately equal to (θ−αc), and the
value ψβ (θ +2ω) will be approximately (1−β )+(θ −αc)2.
Expanding the derivative at θ +(2+T )ω as a recurrence relation (as we have done several
times before), the dominant term as T grows will behave like
∂θ ψβ (θ +2ω) ·
T
∏
k=0
c(θk) · p′(xk)∼ ∂θ ψ
β (θ +2ω)
ψβ (θ +2ω) ∼
θ −αc
(1−β )+(θ −αc)2 ,
when T = T1(β ,θ) (see (5.6) for the definition).
In practice, we will work with a slightly enlarged set Jβ ⊇ In(β ) +ω which is centered at
αc. This set will be of size &
√
1−β . This allows us to choose (θ −αc) ∼
√
1−β , which
maximizes
θ −αc
(1−β )+(θ −αc)2 ∼
1√
1−β .
The last step is showing that the derivative can’t grow much more. The worst case would be
when we get close to the peak only a few iterations after T1(β ,θ) (when we have come back to
the contracting region), potentially causing the derivative to grow further.
If this were to occur, we would only visit parts so far from the peaks that it wouldn’t have
much effect on the derivative, since we would need a much longer time to get back to the "worst
parts" of the peaks. We show this by considering two cases:
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• We just recently changed scales from some Im to Im+1 (due to an increase in β ). In this
case, we show that actually we may work with Im, as if it were the appropriate scale,
having all the constants work to our advantage (which they wouldn’t have, had we been
forced to work with Im+1).
• We changed scales a long time ago, meaning that 1√
1−β is large enough to withstand
the relatively small products coming from having come close to the peak, even the ones
using the estimates that were inappropriate in the former case.
This last bit is the contents of proposition 5.18, the main result in this section.
Lemma 5.12. There is a constant K > 0 such that if |∂θ x0| ≥ K and x0 ≤ 1100 , then for any
0≤ β < 1
|∂θ x1|> |∂θ x0|.
Proof. Since x0 ≤ 1/100, cβ (θ0)p′(x0)≥ 32(1− 2100)≥ 54 . Now
|∂θ x1|= |(∂θ cβ (θ0)) · p(x0)+ cβ (θ0) · p′(x0) ·∂θ x0| ≥
≥ |cβ (θ0) · p′(x0) ·∂θ x0|− |∂θ cβ (θ) · p(x0)| ≥
≥ 5
4
· |∂θ x0|− |∂θ cβ (θ)|.
If |∂θ x0| is sufficiently large, the conclusion follows. 
Recall that we defined T1(β ,θ), for θ ∈ In(β )+3ω , as the smallest integer 0≤ T1(β ,θ) such
that ψβ (θ +T1(β ,θ) ·ω)≥ 1100 . Set
T1(β ) = maxθ∈In(β )+3ω T1(β ,θ). (5.6)
Lemma 5.13. When β < 1 is sufficiently close to 1, the following holds:
If 2Kn−1−2 < T1(β )≤ 2Kn−2, then there is an interval Jβ ⊆ In +2ω , centered at the point
αc, satisfying
βλ 1/7 ≤ ∂θ ψβ (θ)≤ βλ , (5.7)
for every θ ∈ Jβ , and
|Jβ | ≥
4
5(
√
1−β )1/η ,
where η = T1(β )2Kn−1−2 > 1.
Proof. By lemma 3.6,
T1(β ) = max
θ∈In(β )+3ω
log5/4
1
20ψβ (θ) .
Now, (5.3) implies that
min
θ∈In(β )+3ω
ψβ (θ)≥ 3
2
· 58(1−β )+o(1−β )≥
1
2
(1−β ).
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Therefore
T1(β )≤ log5/4 110(1−β ) .
Corollary 5.8 implies that any such Jβ can include at least the interval In, which is centered at αc.
Now, recalling that T1(β ) = η(2Kn−1−2), or Kn−1 = T12η +1, we get
|In|= (4/5)Kn−1 > (4/5)T1(β )/(2η)+1 ≥ (4/5) · (
√
10(1−β ))1/η ≥ (4/5) · (√1−β)1/η .
Hence Jβ = In satisfies the conclusions. 
From this point on, let Jβ denote the largest interval centered at αc, and satisfying the conclu-
sion in lemma 5.13.
Lemma 5.14. Suppose that 0≤ β < 1, and n = n(β ). If T1(β )≤ K3/2n−1(2Kn−1−2), then
Jβ ⊇ In−1 +ω.
Proof. By our assumptions on T1(β ),
T1(β )≤ K3/2n−1(2Kn−1−2)≪ K3n−1 ∼ (Nn−1)3/4.
Applying lemma 5.7 to the set J = In−1, the statement follows, since every T1(β ,θ) ≤ T1(β ) ≤
(Nn−1)3/4.
Since In−1 is centered at αc, the set In−1 satisfies the conclusions in lemma 5.13. 
We recall that Jβ +ω is where the maximum of the graph is located, and Jβ +2ω will be the
location of the minimum.
Lemma 5.15. Assume that 0 ≤ β < 1 is sufficiently close to 1. Then there are numbers 1K <
A1(β ,θ)< K, 1K < A2(β ,θ)< K (where K > 0), depending only on β and θ , such that, for every
θ ∈ Jβ ,
• ∂θ ψβ (θ +ω) =−A1(β ,θ) · (θ−αc)+O(1−β ), and
• ∂θ ψβ (θ +2ω) = A2(β ,θ) · (θ −αc)+O(1−β ).
Proof. Throughout this entire proof, we will make use of the previous result that ψβ (αc) =
1/2+O(1−β ) (see (5.2)).
Let θ +ω ∈ Jβ +ω be arbitrary. We have the usual recurrence relation
∂θ ψβ (θ +ω) = ∂θ cβ (θ) · p(ψβ (θ))+ cβ (θ) · p′(ψβ (θ)) ·∂θ ψβ (θ).
We will analyze each term in detail, starting with
∂θ cβ (θ) = ∂θ cβ (αc)+∂ 2θ cβ (αc)(θ −αc)+o(θ −αc) =
= ∂ 2θ cβ (αc)(θ −αc)+o(θ −αc),
where ∂ 2θ cβ (αc)≤ 0, since αc is a local maximum for cβ .
p(ψβ (θ)) = p(ψβ (αc))+ p′(ψβ (αc))∂θ ψβ (αc)(θ −αc)+o(θ −αc) =
= 1/4+o(1−β )+O(1−β )O(θ−αc)+o(θ −αc) = 1/4+o(1−β )+o(θ−αc),
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since θ − αc = o(1) as β → 1− (they lie in successively smaller intervals In(β )). Putting it
together, the effects of the first term is:
∂θ cβ (θ)p(ψβ (θ)) = (1/4)∂ 2θ cβ (αc)(θ −αc)+o(1−β )+o(θ−αc).
The second term can be similarly analyzed, starting with
p′(ψβ (θ)) = p′(ψβ (αc)+∂θ ψβ (αc)(θ −αc)+o(θ −αc)) =
= 1−2(1/2+O(1−β )+∂θ ψβ (αc)(θ −αc)+o(θ −αc) =
= O(1−β )−2∂θ ψβ (αc)(θ −αc)+o(θ −αc).
Therefore
cβ (θ) · p′(ψβ (θ)) ·∂θ ψβ (θ) =−2∂θ ψβ (αc)∂θ ψβ (θ)(θ −αc)+O(1−β )+o(θ−αc).
We thus obtain the equality
∂θ ψβ (θ +ω) = (1/4)∂ 2θ cβ (αc)(θ −αc)−2∂θ ψβ (αc)∂θ ψβ (θ)(θ −αc)+O(1−β )+o(θ−αc),
or, recalling that ∂ 2θ cβ (αc)≤ 0 and ∂θ ψβ (αc)∂θ ψβ (θ)> β 2(λ 1/7)2, the bounds
∂θ ψβ (θ +ω) =−A1(β ,θ)(θ −αc)+O(1−β ),
where 1K < A1(β ,θ)< K, for some K > 0, as β → 1−.
In the next iteration, for θ +2ω ∈ Jβ +2ω , we have
∂θ ψβ (θ +2ω) = ∂θ cβ (θ +ω) · p(ψβ (θ +ω))+ cβ (θ +ω) · p′(ψβ (θ +ω)) ·∂θ ψβ (θ +ω).
The first term is O(1−β )+o(αc−θ), since
p(ψβ (θ +ω)) = p(ψβ (αc +ω))+ p′(ψβ (αc +ω))∂θ ψβ (αc +ω)(θ −αc)+o(θ −αc) =
= O(1−β )+(O(θ −αc)+O(1−β ))(θ−αc)+o(θ −αc).
For the second term, note that
p′(ψβ (θ +ω)) = p′(ψβ (αc +ω)+∂θ ψβ (αc +ω)(θ −αc)+o(θ −αc)) =
= 1−2(ψβ (αc +ω)+∂θ ψβ (αc +ω)(θ −αc)+o(θ −αc) =
=−ψβ (αc +ω)+O(1−β )+O(θ −αc) =
=−
(
3
8
+β 5
8
)
+O(1−β )+O(θ −αc),
resulting in (note the cancellation of signs!), by the previous estimate of ∂θ ψβ (θ +ω),
∂θ ψβ (θ +2ω) = c(θ +ω)(−)
(
3
8
+β 5
8
)
(−)A1(β ,θ)(θ −αc)+O(1−β )+o(θ−αc) =
= c(θ +ω)
(
3
8 +β
5
8
)
A1(β ,θ)(θ −αc)+O(1−β )+o(θ −αc) =
= A2(β ,θ)(θ −αc)+O(1−β ),
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where 1K < A2(β ,θ)< K (for some K > 0). 
The lemma below says that the attracting curve is approximately quadratic around θmax +ω
(approximately where the global minimum is located). If we could control the higher derivatives
sufficiently well, the proof would have been very straightforward.
Lemma 5.16. Suppose that 0 ≤ β < 1 is sufficiently close to 1. Then there is a number 1K <
A3(β ,θ)< K (where K > 0), depending only on β and θ , such that
ψβ (θ +2ω)−ψβ (αc +2ω) =−A3(β ,θ)(αc−θ)2 +o(1−β ),
for every θ +2ω ∈ Jβ +2ω .
Proof. We remind ourselves that ψβ (αc +ω) = 38 + β 58 + o(1− β ) (see (5.4)), and therefore
1−ψβ (αc +ω) = 58(1−β )+ o(1−β ) = O(1−β ). We also remind ourselves that ψβ (αc) =
1/2+O(1−β ) (see (5.2)).
We begin by analyzing the differences
ψβ (αc +ω)−ψβ (θ +ω),
where θ +ω ∈ Jβ +ω . Now
ψβ (αc+ω)−ψβ (θ +ω) = cβ (αc)p(ψβ (αc))− cβ (θ)p(ψβ (θ)) =
= cβ (θ)
(
p(ψβ (αc))− p(ψβ (θ))
)
+
+
(
cβ (αc)− cβ (θ)
)
p(ψβ (αc)).
We know that
ψβ (αc)−ψβ (θ) = ∂θ ψβ (αc)(αc−θ)+o(θ −αc).
A quick Taylor expansion gives
p(y)− p(x) = (1−2x)(y− x)− (y− x)2.
Now,
p(ψβ (αc))− p(ψβ (θ)) = (1−2ψβ (αc))∂θ ψβ (αc)(αc−θ)+
(
∂θ ψβ (αc)
)2
(αc−θ)2 +o((αc−θ)2) =
= o(1−β )+
(
∂θ ψβ (αc)
)2
(αc−θ)2 +o((αc−θ)2),
since (1−2ψβ (αc)) = 1−2 ·(1/2+O(1−β )) = O(1−β ), and (θ−αc) = o(1) as β → 1− (the
interval In(β ) shrinks). Hence, the first term is
cβ (θ)
(
p(ψβ (αc))− p(ψβ (θ))
)
= cβ (θ)
(
∂θ ψβ (αc)
)2
(αc−θ)2 +o((αc−θ)2)+o(1−β ).
Taylor series expansions around αc yield, since ∂θ c(α) = 0,
cβ (αc)− cβ (θ) =−
(
∂θ cβ (αc)(θ −αc)+∂ 2θ cβ (αc)(θ −αc)2 +o((θ −αc)2)
)
=
=−∂ 2θ cβ (αc)(θ −αc)2 +o((θ −αc)2),
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where for some constant K ≤ 0, 0 ≤ −∂ 2θ cβ (α) ≤ K for all 0 ≤ β < 1, since cβ (θ) has a local
maximum at α . Therefore, the total effect is
ψβ (αc +ω)−ψβ (θ +ω) = K(θ ,β )(αc−θ)2 +o(1−β )
where K(θ ,β ) =
(
∂θ ψβ (αc)
)2
− ∂ 2θ cβ (αc) satisfies 1K < K(θ ,β ) < K (see corollary 5.8) for
some K > 0. Turning to the next iteration (the one we are interested in), where θ +2ω ∈ Jβ +2ω ,
we have
ψβ (αc +2ω)−ψβ (θ +2ω) = cβ (θ +ω)
(
p(ψβ (αc +ω))− p(ψβ (θ +ω))
)
+
+
(
cβ (αc +ω)− cβ (θ +ω)
)
p(ψβ (αc +ω)).
As before
ψβ (αc +ω)−ψβ (θ +ω) = ∂θ ψβ (θ +ω)(αc−θ)+o(θ −αc),
where ∂θ ψβ (θ +ω) =−A1(β ,θ) · (θ−αc)+O(1−β ) and 1K < A1(β ,θ)< K for some β > 0,
and
p(ψβ (αc +ω))− p(ψβ (θ +ω)) = (1−2ψ(αc +ω))∂θ ψβ (θ +ω)(αc−θ)+
+
(
∂θ ψβ (θ +ω)
)2
(αc−θ)2 +o((αc−θ)2) =
=
(
O(1−β )− (3
8
+β 5
8
)
)
∂θ ψβ (αc +ω)(αc−θ)+o((αc−θ)2) =
= (
3
8 +β
5
8)A1(β ,θ) · (θ−αc)
2 +o(1−β )+o((αc−θ)2).
The first term is therefore equal to
−A3(β ,θ)(αc−θ)2 +o(1−β ),
for some 1K < A3(β ,θ)< K (for some K > 0), as we have shown above. The next term satisfies
that cβ (αc +ω)− cβ (θ +ω) = O(αc−θ) and p(ψβ (αc +ω)) = O(1−β ). Therefore
ψβ (αc +2ω)−ψβ (θ +2ω) =−A3(θ ,β )(αc−θ)2 +o((αc−θ)(1−β ))+o(1−β ),
or, since αc−θ = o(1) as β → 1− (they belong to increasingly smaller intervals In(β )),
ψβ (θ +2ω)−ψβ (αc +2ω) =−A3(β ,θ)(αc−θ)2 +o(1−β ),
where 1K < A3(β ,θ)< K, as above. 
Lemma 5.17. For θ ∈ Jβ +2ω , we have that, for β < 1 sufficiently close to 1
max
θ∈{θ+(3+k)ω:θ∈J,0≤k≤T1(β ,θ )}
|∂θ ψβ (θ)|= max
θ∈{θ+(3+T1(β ,θ ))·ω}
|∂θ ψβ (θ)|. (5.8)
and asymptotically, there is a constant K > 0, such that
1
K
· 1√
1−β ≤ maxθ∈{J+(3+T1(β ,θ )·ω} |∂θ ψ
β (θ)| ≤ K · 1√
1−β , (5.9)
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as β → 1−.
Proof. Let θ0 ∈ Jβ +2ω ⊇ In +3ω , and set x0 = ψβ (θ0). By lemma 5.16
∂θ x0 = A2(β ,θ)(θ −αc)+O(1−β ),
and by lemma 5.15
x0 = ψβ (αc+2ω)+A3(β ,θ)(αc−θ)2 +o(1−β ).
Since ψβ (αc +2ω) = K(β )(1−β ), where 1K < K(β )< K (for some K > 0), this gives us
x0 = K(β )(1−β )+A3(β ,θ)(αc−θ)2 +o(1−β ).
Let θ −αc = L ·
√
1−β . By lemma 5.13, it is possible to choose L close to 1. Thus, we have
∂θ x0 = L ·A2(β ,θ)
√
1−β +o(√1−β ),
since O(1−β ) = o(√1−β ), and
x0 = K(β )(1−β )+A3(β ,θ) ·L2 · (1−β )+o(
√
1−β ).
Now, by lemma A.2, there are constants 0 < D1 ≤ D2 such that
D1 · 1
x0
≤
T1(β ,θ0)
∏
k=0
c(θk) · p′(xk) = D2 · 1
x0
.
Hence, for some ε > 0, suppressing the dependence on parameters in the notation of K,A2,A3,
D1
L ·A2 + ε(β )
K +A3 ·L2 + ε(β ) ·
√
1−β
1−β ≤ |∂θ x0 ·
T1(β ,θ0)
∏
k=0
c(θk) · p′(xk)| ≤ D2 L ·A2 + ε(β )K +A3 ·L2 + ε(β ) ·
√
1−β
1−β ,
where ε(β )→ 0 as β → 1−. If L is very big, then L2 would dominate the denominator, and we
would have
L ·A2 + ε
K+A3 ·L2 + ε ∼
1
L
.
If L is very small, then K would dominate the denominator, and we would have
L ·A2 + ε
K+A3 ·L2 + ε ∼ L.
Hence, the the maximum would be obtained if we choose L like L∼ 1.
By lemma A.3,
N−1
∑
k=0
∂θ c(θk) · p(xk) ·
N
∏
j=k+1
c(θ j) · p′(x j) = o(xγ0) = o((1−β )γ),
for every γ < 0. Hence, the derivative will be like
const + const1
1√
1−β +o(1−β )≤ |∂θ xT1(β ,θ0)| ≤ const + const2
1√
1−β +o(1−β ).
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Once the derivative has grown to a certain point, it will grow monotonically (see lemma 5.12).
Therefore, as β gets closer to 1, the derivative must grow past this point, and the maximum would
be attained for |∂θ xT1(β ,θ0)|. 
This is a good time to remind ourselves that the integers Nn satisfy θ0 ∈ In ⇒ θi 6∈ In for
0≤ i < Nn.
Proposition 5.18. Suppose that 0≤ β < 1. Asymptotically, there is a constant K > 0, such that
1
K
· 1√
1−β ≤maxθ∈T |∂θ ψ
β (θ)| ≤ K · 1√
1−β ,
as β → 1−.
Proof. Let 0≤ β < 1 be given, and set n = n(β ), J = Jβ .
Recall the definition of T1(β ) given in (5.6). Suppose that 2Kn−1−2<T1(β )≤ (Kn−1)3/2(2Kn−1−
2). Then T1(β )≪ K3n−1 ∼ (Nm+1)3/4, and corollary 5.8 implies that In−1 ⊆ J. In this case, set
m = n−2, to get
K5/2m ≪ Km+1 < T1(β )≪ K3m+1 ∼ (Nm+1)3/4.
Otherwise, if (Kn−1)3/2(2Kn−1−2)< T1(β )≤ 2Kn−2, set m = n−1. By our choice of m
K5/2m < T1(β )≪ K3m+1 ∼ (Nm+1)3/4, . (5.10)
Let {J + kω}Mk=0 be a minimal (in the sense that M > 0 is the smallest possible) cover of T.
We know that
max
θ∈{θ+(3+k)ω:θ∈J,0≤k≤T1(β ,θ )}
|∂θ ψβ (θ)|= max
θ∈{θ+(3+T1(β ,θ ))ω :θ∈J}
|∂θ ψβ (θ)|.
Therefore, the parts of the cover where we have no control this far is
{θ +(3+T1(β ,θ)+ k)ω : θ ∈ J,1≤ k ≤M−3+T1(β ,θ)}.
Pick a θ0 = θ +(3+T1(β ,θ))ω , where θ ∈ J. Set T1 = T1(β ,θ) and x0 = ψβ (θ0). Suppose
that t ≥ 0 is the smallest integer satisfying
xt ∈C.
We wish to get an upper bound on t. There are two possibilities; either θ0 ∈ I0 ∪ (I0 +ω),
or it’s not. In the case θ0 ∈ I0 ∪ (I0 + ω), suppose that θ0 ∈ Ik\Ik+1 ∪ (Ik\Ik+1 +ω), where
necessarily k≤ m since T1 ≪ (Nm+1)3/4 < Nm+1. Then proposition 4.2 implies that x2Kk+20 ∈C,
and therefore t ≤ 2Km +20.
In the case θ0 6∈ I0∪ (I0+ω), there are two possibilities; either xt ∈C for t ≤ 20, or θi ∈ I0 for
some i < 20. This follows since θ0, . . . ,θ19 6∈ I0∪ (I0 +ω) implies that x20 ∈C, by lemma 3.3.
Suppose then that t > 20, i.e. that θi ∈ I0, for some i < 20, say θi ∈ Ik\Ik+1 where k ≤ m. It
follows that xi+2Kk+20 ∈C, or t ≤ i+2Kk +20≤ 2Km +39.
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Thus, we obtain the upper bound t < 3Km on the smallest t > 0 satisfying xt ∈C. We are now
in a position to invoke lemma 4.4 for xt ∈C. As long as k ≤ N(θ0;J), this gives us the estimates
k−1
∏
i=0
|c(θi) · p′(xi)|=
t−1
∏
i= j
|c(θi) · p′(xi)|
k−1
∏
i=t
|c(θi) · p′(xi)| ≤ 43Km ·44Km · (3/5)
(
1− 1M0
)
(k−t)/2
,
when 0≤ j < t, and
k−1
∏
i= j
|c(θi) · p′(xi)| ≤ ·44Km · (3/5)
(
1− 1M0
)
(k− j)/2
,
when t ≤ j < k. Now,
k−1
∑
j=1
k−1
∏
i= j
|c(θi) · p′(xi)| ≤ 47Km ·
k−1
∑
j=1
(3/5)
(
1− 1M0
)
(k− j)/2 ≤
≤ 47Km ·
∞−1
∑
j=1
(3/5)
(
1− 1M0
)
j/2
= 47Km ·A
where A > 0 is some constant, as long as k ≤ N(θ0;J).
Since Km < T1(β )2/5 (see (5.10)), we get 47Km = O(42T1(β )/5) = O( 1(1−β )2/5 ) = o( 1√1−β ).
Therefore
|∂θ xk| ≤ ‖∂θ c‖+ |∂θ x0| ·
k−1
∏
i=0
|c(θi) · p′(xi)|+
+‖∂θ c‖
k−1
∑
j=1
k−1
∏
i= j
|c(θi) · p′(xi)| ≤
≤ ‖∂θ c‖
(
1+47Km ·A)+ |∂θ x0| ·47Km · (3/5)
(
1− 1M0
)
(k−3Km)/2 ≤
≤ |∂θ x0| ·o
(
1√
1−β
)
+ const,
where the constant satisfies const = o( 1√
1−β ) as β → 1−, and therefore is negligible. Since we
already have the bounds on |∂θ x0| in (5.9), this gives us the asymptotic inequality
1
K
· 1√
1−β ≤maxθ∈T |∂θ ψ
β (θk)| ≤ K · 1√1−β ,
where K > 0 as β → 1−, as long as k≤ N(θ0,J). When k = N(θ0;J), we are back in an interval,
J, where we already know the derivative, and the derivative of its iterates. We may therefore
terminate the process at this point. 
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APPENDIX A. SOME TECHNICAL LEMMAS
In the appendix, we will fix β , and write c= cβ . All the constants are independent of β ∈ [0,1],
or can be chosen to be independent for these β .
Lemma A.1. Suppose that 0 < x0 < 1100 , and that N ≥ 0 is the smallest integer satisfying 1100 ≤
xN+1. Then
N
∏
k=0
c(θk) · p′(xk) =CN
N
∏
k=0
c(θk)(1− xk),
where CN ↓C∗ > 0 as N → ∞ (i.e. x0 → 0).
Proof. We will use [Rud87, Lemma 15.3], and use the same notation as there. Since p′(x) =
1−2x, we see that
1≥CN =
N
∏
k=0
c(θk) · p′(xk)
N
∏
k=0
c(θk)(1− xk)
=
N
∏
k=0
1−2xk
1− xk =
N
∏
k=0
(1− xk
1− xk )≥
N
∏
k=0
(1− γxk) =C∗N > 0,
where 1≤ γ ≤ 11−max0≤k≤N xk =
1
1−xN . We now have that
|1−CN| ≤C∗N −1≤ exp(
N
∑
k=0
γxk)−1.
Since, for 0≤ k ≤ N,
5
4
xk ≤ xk+1 ≤ 4xk,
we see that
1
4
xk+1 ≤ xk ≤ 45xk+1,
or
(
1
4
)N−kxN ≤ xk ≤ (45)
N−kxN ,
hence, since xN < 1/100, and therefore γ ≤ 11−xN < 100/99,
0≤
N
∑
k=0
γxk ≤ xN1− xN · (
4
5)
N
N
∑
k=0
(
5
4
)k ≤ xN
1− xN ·5 <
5
99 <
1
10
So, for every N ≥ 0,
|1−CN| ≤ exp(1/10)−1≤ 1/5,
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and we conclude that, since C∗ < 1,
CN ↓C∗ ≥ 4/5.

Lemma A.2. Suppose that 0 < x0 < 1100 , and that N ≥ 0 is the smallest integer satisfying 1100 ≤
xN+1. Then there is a constant K > 0 such that
1
K
· 1
x0
≤
N
∏
k=0
c(θk) · p′(xk)≤ K · 1
x0
Proof. By lemma A.1
N−1
∏
k=0
c(θk) · p′(xk) =CN
N−1
∏
k=0
c(θk)(1− xk),
where CN is bounded from below, irrespective of the value of x0. Since
x0
N−1
∏
k=0
c(θk)(1− xk) = xN,
it follows that
N−1
∏
k=0
c(θk) · p′(xk) =CN · xN · 1
x0
.
From the assumptions on the bounds of xN , and since CN is monotonically decreasing (and hence
bounded) the statement follows. 
Lemma A.3. Suppose that 0 < x0 < 1100 , and that N ≥ 0 is the smallest integer satisfying 1100 ≤
xN+1. Then
N−1
∑
k=0
∂θ c(θk) · p(xk) ·
N
∏
j=k+1
c(θ j) · p′(x j) = o(xγ0),
for every γ < 0.
Proof.
N−1
∑
k=0
∂θ c(θk) · p(xk) ·
N
∏
j=k+1
c(θ j) · p′(x j) =
N−1
∑
k=0
∂θ c(θk) · (1− xk)xk ·
N
∏
j=k+1
c(θ j) · p′(x j).
Since xk < xk+1, we obtain∣∣∣∣∣
N−1
∑
k=0
∂θ c(θk) · p(xk) ·
N
∏
j=k+1
c(θ j) · p′(x j)
∣∣∣∣∣≤
∣∣∣∣∣
N−1
∑
k=0
∂θ c(θk) · (1− xk)xk+1 ·
N
∏
j=k+1
c(θ j) · p′(x j)
∣∣∣∣∣=
=
∣∣∣∣∣
N−1
∑
k=0
∂θ c(θk) · (1− xk)xk+1 ·CN−k−1
N
∏
j=k+1
c(θ j) · (1− x j)
∣∣∣∣∣
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Since we had the relation that N is the smallest integer satisfying that
1
100 ≤ xN+1 =
N
∏
j=k
c(θ j) · (1− x j)xk ≤ 4100 =
1
25 ,
we obtain the new inequality∣∣∣∣∣
N−1
∑
k=0
∂θ c(θk) · p(xk) ·
N
∏
j=k+1
c(θ j) · p′(x j)
∣∣∣∣∣≤ 125 ·CN−k−1
∣∣∣∣∣
N−1
∑
k=0
∂θ c(θk) · (1− xk)
∣∣∣∣∣ .
Since ∣∣∣∣∣
N−1
∑
k=0
∂θ c(θk)(1− xk)
∣∣∣∣∣≤ const ·N,
and N is of the order log(1/x0), which is of order o(x−γ0 ) for every γ > 0, the conclusion follows.

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