Abstract-This paper proposes a novel class selection method based on the Kullback-Leibler (KL) information measure and outlines its application to optimal motion selection for bioelectric signal classification. When a user has no experience of controlling devices using bioelectric signals, for instance controlling a prosthetic hand using EMG signals, it is well known that voluntary generation of such signals might be difficult, so that the classification issue of multiple motions thus becomes problematic as the number of motions increases. An effective selection method for motions (classes) is needed for accurate classification. In the proposed method, the probability density functions (pdfs) of measured data are estimated through learning involving a multidimensional probabilistic neural network (PNN) based on the KL information theory. A partial KL information measure is then defined to evaluate the contribution of each class for classification. Effective classes can be selected by eliminating ineffective ones based on the partial KL information one by one.
I. INTRODUCTION
Biological signals such as electromyograms (EMGs) and electroencephalograms (EEGs) reflect human intentions and motions, and can be used to control a range of machines that estimate these variables. Various methods to classify biological signal patterns have been proposed using the AR model [1] , discriminant analysis [2] , neural networks (NNs) [3] , [4] and other approaches. Tsuji et al. proposed a log-linearized Gaussian mixture network (LLGMN) [5] that includes a Gaussian mixture model (GMM), and confirmed its effectiveness in biological signal classification [6] , [7] . However, if users cannot stably generate biological signals, the difference between motions (classes) becomes ambiguous and accurate classification is difficult.
Generally, pattern classification is performed by estimating the relationship between learning data (biological signals) and class labels (the corresponding intentions). Cluster analysis (in which a collection of patterns is organized into clusters based on similarity) is often adopted to estimate the number of classes based on class structure. This type of analysis can be dichotomized as either hierarchical clustering [8] or nonhierarchical clustring (with the -means algorithm) [9] .
Hierarchical clustering involves repeated hierarchical grouping of subclasses and a final grouping with a suitable number of classes. The -means algorithm, which is simple and has local optimality, identifies a partition of the input space with the number of classes defined in advance. In these methods, however, it is difficult to achieve appropriate clustering for data whose distribution is unknown.
This paper proposes a class selection method based on Kullback-Leibler (KL) information and its application to motion selection for EMG classification. The authors previously proposed a partial KL information measure as a metric regarding effective dimensions of input vector for classification, and indicated its effectiveness for selecting optimal channel positions [10] . In this paper, we consider application of the partial KL information measure as a metric for evaluating effective classes. In the proposed method, measured signals are regarded as probability variables, and their probability density functions (pdfs) are estimated using probabilistic neural network (PNN) learning based on KL information. In addition, classes that are difficult to classify accurately are eliminated one by one based on a partial KL information measure. The proposed method facilitates resolution of the classification problem.
Section II introduces the proposed class selection method and a partial KL information measure, Section III describes the EMG classification method for applying the proposed technique to motion selection, and Section IV reports on class (motion) selection ability evaluation through simulation experiments and EMG classification experiments.
II. CLASS SELECTION METHOD BASED ON A PARTIAL KL INFORMATION MEASURE
A novel class selection method based on a partial KL information measure is described in this section.
A. Partial KL Information Measure
A common way of classifying non-Gaussian and/or nonlinear data is to regard them as probability variables and estimate their pdfs. In this way, accurate estimation of data distribution enables accurate classification of data. The KL information represents the difference between two probability distributions [13] , and nears zero as the estimated distribution comes closer to the true distribution. It is possible to evaluate classes (for classification or not) using the estimated distribution. This section describes KL information and the proposed partial KL information.
Let us consider a case that samples belong to the class ( = 1, 2, ⋅ ⋅ ⋅ , ) and each sample is an -dimension
. It is assumed that ( ) ∈ ℜ is the probability variable vector of the th sample in the th class, and that the probabilities of the th class in the true probability distribution and the estimated distribution are and , respectively. The KL information is calculated using
T , and the first term on the right side is reduced to a constant; accordingly, if the second term reaches a minimum, then so does the KL information. This means that the estimated distribution is close to the true distribution, and if the two correspond, the KL information becomes zero.
The authors proposed a partial KL information measure as a metric of variable selection [10] . When applying the partial KL information as a metric for evaluating effective classes, since the number of data changes when a class is eliminated, it is difficult to evaluate the accuracy of data distribution estimates on the same scale using such information. Against such a background, this paper newly defines partial KL information to evaluate classes:
) is the KL information for the th sample , where
T , and is obtained using the probability variable [ ′ ] in which the ′ th class is eliminated. In addition, is the total number of samples, and ′ is total after the class elimination. If the partial KL information [ ′ ] is greater than 1, the ′ th class is difficult to classify so needs to be eliminated.
B. Class Selection Method
In this paper, the pdf of sample data set * is estimated through PNN learning based on minimization of the KL information. In addition, using the data set *
[ ′ ] for which the ′ th class is eliminated from * , the partial KL information measure can be obtained at the same time as the learning network. Class selection is performed as follows by introducing the cross-validation method [12] :
(I) The vector set * ∈ ℜ (| * | = ) is separated into subsets of approximately equal size; the th subset is * , and the others are
is set to one ( = 1) and the and (Equation (2)) is obtained
is used to ascertain the estimated accuracy of the model Step (VI). (VI) If < , it is set that = + 1, and the process is repeated from Step (II). Meanwhile, if = , the selection is terminated, and the model ( is the minimum) for which [ ] is the maximum and
is the minimum is the best. Eliminating classes that are difficult to classify one by one through this procedure enables the selection of effective classes (i.e., classes).
III. MOTION SELECTION FOR EMG CLASSIFICATION
To accurately control machines such as EMG-based prostheses using EMGs, accurate classification of user motions from EMGs is necessary. As the number of motions for classification increases, however, classification problems become more complex so that the accuracy of classification may decrease. Thus, a novel method of selecting appropriate motions (meaning that users stably generate EMGs) is necessary. This section reports on the use of a partial KL information-based class selection method in its application to motion selection for EMG classification. The structure of the motion selection method is shown in Fig. 1 . In the proposed method, the subject's motions are learned by the LLGMN [5] , and effective motions for classification are selected at the same time. The subject's motions can therefore be accurately classified using the selected motion only.
A. Feature Extraction
( ) values are normalized to make the sum of channels equal to 1:
where is the mean value of ( ) while the muscles are relaxed.
B. Learning and Motion Selection
The feature vector ( ) ( = 1, ⋅ ⋅ ⋅ , ) is first input to the LLGMN, which is based on the GMM and a log-linear model of the pdf [5] . By applying the log-linear model to a product of a mixture coefficient and the mixture component of the GMM, the semiparametric pdf model is incorporated into a three-layer feedforward NN. This network can calculate the a posteriori probability
T for the input pattern ( ) after learning [5] . A simple backpropagation algorithm is feasible when the teacher vector
T for the th input vector ( ) is given. As the energy function for the network,
is used, and learning is performed to minimize the KL information for true distribution. This means that a learned network can approximate the data distribution. Using this energy function, therefore, it is possible to select classes (motions) that can be classified at the same time as the learning network. The initial vector set * consists of feature vector ( ) ( = 1, ⋅ ⋅ ⋅ , ) calculated from the EMG signals measured, and classes (motions) that are difficult to classify are eliminated one by one from * based on the class selection method described in Section II-B. Here, the estimation accuracy of the pdfs in the model [ ′ ] is defined as the average classification rate for which *
is classified (the classification method is described in Section 
III-C). After motion selection, is the number of classes eliminated and
is the number of classes obtained.
C. Motion Classification
For EMG classification, since the output of the network's third layer provides the a posteriori probability of each class, Bayesian discrimination (in which the class with the highest a posteriori probability becomes the result) is used for classification. Here, for accurate discrimination, entropy is defined with the following equation:
Entropy indicates the ambiguity of each a posteriori probability, and if it is greater than the pre-specified discrimination threshold , the discrimination is suspended. Fig. 2 shows a scatter diagram of the artificial data used in the experiments. The data consist of eight classes ( = 8) in a two-dimensional input space, and each class consists of one normal distribution with parameters as shown in Table I . In the experiments, 120 data for each class were used as an initial data set * for the class selection method (see Section II-B), and six-fold crossvalidation was carried out ( = 6). This means that the number of learning data | * | was 100 and the number of test data | * |was 20 for each class. In addition, the termination condition was set to 100 %. Moreover, 180 data for each class were used as evaluation data.
IV. EXPERIMENTS

A. Simulation Experiments 1) Experimental Conditions:
2) Results and Discussion: Fig. 3 shows the relationship between classification rates and partial KL information when classes are eliminated one by one using the proposed method. Note that the dashed line represents the threshold value of the termination condition ( = 100 %). It is confirmed that classification rates are lower than the threshold with eight to six classes, and five classes were selected using the termination condition of the proposed method. Table II lists the selected classes and their classification rates, respectively, and Fig. 4 shows a scatter diagram of the selected classes. From the results, it is confirmed that the overlap classes (C1, C3 and C4) are eliminated with increasing the classification rates. The classification rates for the selected classes are 12.9 % higher than that for all classes, and the average classification rate is 99.8 ± 0.4 % examined by the evaluation data. The results indicated that the proposed method was capable of accurate classification through one by one elimination of classes that are difficult to classify.
B. Motion Selection Experiments
To verify the effectiveness of the proposed class selection method, we performed EMG-based motion classification experiments.
1) Experimental Conditions:
The subjects were three healthy volunteers (A -C). In the experiments, a pair of sheet electrodes (see Fig. 5 ) were attached to their right forearms ( = 13). Sheet electrode (Unique Medical Co., Ltd. [14] ) is a type of electrode array referencing a subdural electrode. 6 ) for a few seconds. The number of trial was 15, and data were measured using an MT-11 multitelemeter (gain: 16 [db]; NEC Sanei Co., Ltd.). Since the maximum number of channels which can measured using MT-11 is 13, 13 pairs of electrodes were selected in advance from all the electrodes in the sheets.
The sampling frequency was 1 [kHz], six sets of measured data were used for learning and motion selection (referred to here as the motion selection data), and the others were used only for classification (referred to as evaluation data). The number of motion selection data was 120 samples (20 randomly selected samples from 1,000 samples for each motion measured in each trial), and the number of evaluation data for each motion was 9,000 samples. The motion selection data were also divided into six subsets ( = 6). These data were taken as the initial vector sets, and motions were evaluated.
2) Results and Discussion: To evaluate whether appropriate motions for classification can be selected, a motion classification and selection experiment was performed. 7 shows an example of the measured data, and force information. The gray zone indicate that the force information greater than the predefined threshold ℎ = 0.2 [6] , [7] . It can be seen that the EMG signals measured from each channel are different for each motion. Firstly, making the classification problem difficult, channels are selected using the channel selection method [10] . The results are shown in Table III , and the classification rates are low, especially for Subject A. In addition, Fig. 8 shows the relationship between the average classification rates for all classes and partial KL information when the classes were eliminated one by one using the proposed method. The dashed line represents the threshold value of the termination condition ( = 95 %). The figure shows the results of reducing the number of classes using motion selection data measured from Subject A. It is confirmed that the classification rates are lower than the threshold with 16 to 10 motions, and nine motions were selected by the termination condition of the proposed method. The average classification rate was 97.9 ± 5.5%. Table IV and Fig. 9 show motions selected and the average classification rates of motion selection data and evaluation data for all subjects. Here, since the average classification rate of the motion selection data is high (99.0 ± 3.5 %), motions are not eliminated for Subject C. From these results, it is confirmed that classification rates increase: the average rates are 96.6 ± 1.9 % for motion selection data and 92.5 ± 0.9 % for evaluation data. These results lead us to the conclusion that the proposed method can be used to select appropriate motions for individual users conditions.
V. CONCLUSION
This paper proposes a class selection method using a new metric called the partial KL information measure to select effective classes. In order to confirm its effectiveness, the method was applied to motion selection for EMG classification. In experiments on forearm motion classification, appropriate motions were selected for each subject; the average classification rate using the selected motions was 92.5 ± 0.9 % with a high accuracy.
In future research, we plan to enhance the method in order to allow the selection of channels [10] and motions at the same time. We further plan to apply this channel and motion selection approach based on the proposed partial KL information measure to training systems for EMGbased human-machine interfaces, and to create interactive training systems that can execute channel/motion selection and training of EMG control ability of the user.
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