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1. INTRODUCTION 
A number of researchers have contributed o the following Programming 
problem which originated from Bellman’s bottjenesk problem [I 1. 
.1 
T 
Maximize u(t) z(t) dt subject to
0 
B(t) z(t) ,< c(t) + If K(t, s) z(s) ds, 0< t < T 
0 
(PO) 
z(t) > 0,O < t < T. 
A Partial reference to the earlier work on this problem ay be found in Farr 
and Hanson [3], Singh [6], and Bodo and Hanson ]2]. So far the treatment 
of the problem (duality heory, optimality conditions, time-delay, nd
complementarity principle, etc.) has been based on the assumption that he 
vector-valued functions u(t), c(t) and matrix-valued mappings B(t), K(t, s) 
are structurally known. In this paper we let u(t), c(t), B(t), and K(t, s) be any 
members of certain kinds of convex subsets ofappropriate function spaces 
and derive some duality results. This work is motivated bythe theory set 
forth by Soyster [7-91. Therefore itis a direct generalization of his wotk. 
2. GENERALIZED CONTINUOUS LINEAR PROGRAMMING 
Consider the following problem: 
.i’ 
T 
sup inf a(t) z(t) dt subject to
z(t) I-J au) GA(t) 
zj(t)>C9,j= I,..., n;O<t<T, CR) 
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where: 
(i) Function z(t) is an n-dimensional vector-valued bounded 
measurable function defined on [0, T]. 
We let Dk be the collecton fall k-dimensional bounded measurable 
functions defined on [0, T]. Further let D”+ be the collection of all such 
nonnegative functions. 
(ii) Set A(t) is a nonempty closed convex set of n-dimensional 
bounded measurable functions defined on [0, T]. The closedness of A(t) is 
with respect tothe usual norm topology. Further if al(t) E A(t), a,(t) < a,(t) 
for all tin [0, T], then a,(t) E A(t). We also assume that A(t) has at least 
one interior p int. 
(iii) Subset B,(t), j= l,..., n, are nonempty convex subsets of m- 
dimensional vector-valued bounded measurable functions defined on [0, T] . 
(iv) Subset Kj(t, s), j= l,..., n, are nonempty convex subsets of m- 
dimensional vector-valued bounded measurable functions defined on 
[O, T] x [O, q. 
(v) Set C(t) is the set of all m-dimensional vector-valued bounded 
measurable functions defined on [0, T] that are less than or equal to 
(componentwise) a fixed m-dimensional vector-valued bounded measurable 
function c*(t) defined on [0, T]. We note that C(t) is a convex set. We also 
note that if A(t), B,(t), Kj(t, s)for j= l,..., n, are singleton sets and C(f) =
{(c”(t),..., c:(t))}, a singleton set, then Problem (Pl) is the same as 
Problem (PO), which is the classical ontinuous time linear programming 
problem. 
We say z(t) is a feasible solution fProblem (Pl) if it is nonnegative for 
all tin [0, T] and for every possible s t of b,(t) inB,(t), kj(t, s)in Kj(t, s)for 
each j, CS= i b,(t) zj(t) - J”: CS=, kj(t, s)zj(.s) d  is in C(t). We let 2 be the 
set of feasible solutions of Problem ((Pl). 
LEMMA I. Z is a convex set. 
ProoJ Let z”(t) E Z, z”(t) = (z;(t),..., z”,(t)), forp = 1, 2. For b,(t) in 
am, kj(t, S)E Kj(t, s), we note that CT= r b,(t) z;(t) - Jt CJ= r kj(t> s)
z;(s) ds E C(t) for p = 1, 2. Therefore for 0 < /z < 1, x7= i bj(t)(Azf (t) +
(1 - A) z;(t)) - J”:, C;= 1 kj(t, s)(Az;(s) + (1 - A) zf(s)ds = A(CJ=, b,(t) z;(t) - 
J^h CJ= 1 kj(t, S)Z;(S)) + (1 - A)(CJ= 1b,(t) Z;(t) - Ib Cj”= 1kj(l, s>Z;(s) ds) ’ 
C(t) since C(t) is a convex set. This completes the proof. 
Because of Lemma 1, Problem (Pl) is a convex programming problem in 
the usual sense. Following Soyster [7], we define vector-valued functions 
b?(t), kr(r, s) whose ith components are, 
CONTINL;OUS TiME V-4 SET-BIGCLUSIYE 
We note that if for some i, b;(t), k$(t, s) equals 30, --s3 for some 5, : ,i: 
10, r], then in order that z(t) is a feasible solution fProblem (PI j, ~,~(t) = 0 
for that j, s, t. If b;(t) = co and/or kG(t: s) = --co only over countable 
number of subsets of [0, T] of Lebesgue measure zero, we can redefine 
zj(t) = 0 over those sets. If, however, that is not the case, we shall omit hose 
activity sets B,(t) and/or Ki(t, sj from the Problem (Pl). If all the activity 
sets E,(t) and/or Kj(t, s)must be omitted, then z(f) = 6 = (O,..., 0) is the only 
feasible solution provided c*(t) > 0 for all tE [O, T]. Therefore throughout 
our discussion, we assume that whenever necessary certain activity sets B,j(r) 
and/or Kj(tz s) are deleted from the Problem (Pl) so that sup Oj(l) E B,j(r) 
b&j < QJ and infkj(t,s)eKj(j(l,s) rJ k..(t, s) > -co and these supremums and 
infimums are bounded and measurable, to ensure integrability. These 
restrictions may eem too strong but one can find many subsets B,(t), Kj(t, sj 
which will easily qualify tobe considered in the setup of Problem (P 1). Some 
of these are: 
(a) Convex sets of n-dimensional constant functions bounded from 
above (below) can be taken as Bj(t), (K;(t, s)). 
(b) Convex hulls of finite subsets ofC”[Q, a], (C’[O, r] x C’]O, r]) 
can be candidates for B,(t), (Ki(t, s)). 
(c) Subsets B,(t), (Kj(t, s)) can be chosen from convex hulls of finite 
subsets of bounded measurable v ctor-valued functions defined on [O, T], 
([O: 7-1 x [Q, 7-l). 
(d) The ith components b,(t), k (t, s) of b,(t) f Bj(t), kj(t, s)f R,(f. sj 
:an be chosen from convex subsets ofbounded measurable functions defined 
on [O, T] and [O, r] x [0, T] p rovided these subsets are bounded above and 
below, respectively. Thisis because, collections f bounded measurable 
functions defined on [O, T] and [O, T] x [O, T] form Dedekind complete 
Riesz spaces (see [11 I). 
Next -we consider the following auxiliary continuous time programming 
rtoblem: 
i 
T 
sup inf a(r) z(t) dt subject toz(t) 0 U(f)EA(L) 
L?“(t) z(t) -1: K*(t, s) z(s) ds < c*(t), 0 < I < T 
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where B*(t) = W(t) ,..., b:(t)), K*(t, S) = (kF(t, S) ,..., k;(t, s)), b]?(t), 
kt(t, s),j= l,..., n, are defined arlier. 
THEOREM 1. Sets of feasible solutions of Problems (Pl) and (P2) are 
identical. 
Proof. Let F(t) be a feasible solution fproblem (P2). Now for any 
b,(t) E B,(t), kj(t, s)E Kj(t, s) for j = l,..., n; b,(t) fj(t) < b;(t) 5(t) and 
kj(t, s),Fi(s) > kT(t, s) .Fj(s). This implies that b,(t) .Fj(t) - si kj(t, s)Fj(s) ds< 
b?(t) Fj(t) - ic kT(t, s) Fj(s) ds< c*(t) for j = l,..., n  Conversely, suppose 
f(t) is a feasible solution fProblem (Pl). Then CJ=r b,(t) Fj(t) - x,7= 1li 
kj(t, s)Fj(s) ds< c*(t) for all sets of b,(t) E Bj(t), kj(t, s)E Kj(t, s) for 
j = l,..., n  This implies that CJ= I b;(t) Fj(t) - CS=, sr kT(t, s) F(s) ds < 
c*(t), i.e., F(t) is a feasible solution f(2) and this completes the proof. 
By this theorem, anoptimal solution fProblem (Pl) can be obtained by
finding anoptimal solution fProblem (P2) which is an ordinary continuous 
time programming problem. 
Next for Problem (P2), we consider the following dual: 
inf 
1 
T 
c*(t) u(t) dt subject to
0 
u(t) B*(t) - jT u(s) K*(t, s) ds = a(t), u(t) E D’f , a(t) E A(t). 
(P3) 
t 
THEOREM 2 (Weak duality). Ifz(t), (u(t), a(t)) are any feasible solutions 
of Problems (P2) and (P3), respectively, then1: inf,(,, EAu) a(t) z(t) dt < 
j; c*(t) u(t) dt. 
Proof. Since z(t) is a feasible solution fProblem (P2), B*(t) z(t) -
16 K*(t, s) z(s) ds < c*(t). This implies (since 44 > 0, o<t<T), 
u(t) B*(t) z(t) - u(t) jb K*(t, s) z(s) ds < u(t) c*(t). Therefore, 
j’u(t)B*(t)z(t)dt- jTj’u(t)K”(t,s)z(s)dsdt< j=u(t)c*(t)dt. (1) 
0 0 0 0 
Again, since (u(t), a(t)) is a feasible solution of Problem (P3), 
u(t) B*(t) - 1: U(S) K*(t, s) ds = a(t). This implies (z(t) > 0, 0 < t < T), 
u(t) B*(t) z(t) - lr U(S) K*(t, s) z(t) ds = a(t) z(t). Therefore, 
joT~(t)~*(t)z(t)dt-joT~T~(s)K*(t,s)z(t)dsdt=joTa(t)z(t)dt. (2) 
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y Lemma 2 [4], 
u(t) K*(t, s) z(s) ds dt = u(s) K*(t, s) z(t) ds dt. 
Combining (l)-(3), we have i,‘a(t) z(t) dt < ii u(t) c*(t) dt for all feasible 
solutions z(t), (u(t), a(t)) of Problems (P2) and (P3). This implies that 
Ji inf aCt)EaCi) (tz(t) dt < J”; u(t) c*(t) dt and the proof is complete. 
Defining d+(t) IA@)) = sum,,, a(t) z(t), infaCrIEaCr) a(t) z(t) =
-s~p~~~,~~~~~(--a(t) z t)) = -d(-z(t)lA(t)). Therefore w have 
.T ,. I
sup inf Z(f) EZJ 0 a(t) EA(f) 
a@> z(t) dt = &yz j, -d(-z(t)l A (r)) di 
zz- inf f d(-z(t)lA (t) dt. 
Z(f) EZJo 
Therefore, Problem (P2) can be written as: 
i 
T 
- inf 
r(t) 0
d(-z(t)lA(t)) d  subject to
G(z(t)) < 0, z(t) > 0,O < ,t < T, 
where G(z(t)) = B*(t) z(t) - c,‘K*(t, s)z(s) ds - c*(t). Itis easy to see that 
d(-z(t)lA (t)) and G(z(t)) are convex, The Lagrangian function associated 
with the convex programming Problem (P4) is defined tobe 
L(z(t), u(t)) = - i& .iu’ d(-z(t)jA(t)) d  + 1’ u(t) G(z(t)) dt (4) 
0 
for all u(t) E 0:. We are now ready to state and prove our next result. 
THEOREM 3. If Problem (Pl) (and hence Problem (P2) or Problem (P4)) 
has a j%te optimal value say v*, then there xists (u”(t), a*(t)) such thai 
u*(t)B”(t)-J-;u*(t)K*(t,s)ds=a*(t), u >O: a*(r)EA(t) and 
v* = j-,‘u”(t) c*(t) dt. 
ProoJ Using the Lagrangian i (4), we have by the Lagrange duality 
theorem [5, p. 2241, 
d(-z(t)jA(r) dt + ii u(t) G(z(t)) dr1 . (5) 
10 
Since u* is finite, maximization on the right side of (5) is obtained atsome 
u*(t) in 0:. Next we show that u*(t) - lr u*(s)M*(t, s)ds E A(t). Suppose 
not; then consider the singleton set S = {u*(t) B*(t) - If U*(X) K*(& s) ds) 
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and the closed convex set A(t). Since A(t), by assumption has an interior 
point, by Theorem 2 [ 12, p. 2201 S and A(t) can be strictly separated 
by a continuous functional x*(t). That is, there xists a E R, y > 0 
such that J”T (u*(t) B”(t) x*(t) - j”r U*(S) K*(t, s) x*(t) ds) dt = (x and 
j”,‘u(t) x*(t) dt > a + y for all u(t) E A(t). This implies that for all 
40 E A (t>, 
joT (u*(t)B*(t)+*(s)K*(t,s)ds-u(t))x*(t)dt < 0. (5) 
Next we claim that x*(t) > 0 a.e. on [0, T]. Suppose not; then for some i, 
x*(t) < 0 over a measurable subset E of [0, T] with positive L besgue 
measure. Let ei be the unit vector with 1 in the ith component. Now for any 
a(t) E A(t), (a(t) + nei(t>> E A(t), where e!(t) = ei if t E E and ei(t) = 0 if 
t CZ E. This follows bythe construction of A(t). Then 
u*(s)K*(t, s) ds -u(t) 
- nei(t)) x*(t) dt < 0, ‘dn (6) 
But J‘,‘- nei(t)x*(t) dt = J”, +x:(t) dt > 0 since x:(t) is assumed to be 
negative over the set E. Therefore strict inequality cannot hold in (6) for all 
II. This leads to a contradiction o (5). Therefore, x*(t) > 0 a.e. on [0, T]. 
Defining 
x”(t) =x’“(t), if x*(t) > 0, 
= 0, if x*(t) < 0, 
we construct the following sequence of function: {x”(t)}~zl = {nx”(t)}~21. 
Then by (5), for all u(t) E A(t) 
~oT(~*w~*(+~T u*(s) K*(t, s) ds) - u(t)) x”(t) dt--t --oo 
as n+ co. (7) 
Now from the Lagrange duality heorem, 
T 
-v*= inf (i -Z(f)>0 a(f;;f;(ft a(t) z(t) dt 
+ u*(r)B*(t)-j:u*(s)K*(t,s)dsj 
x z(t) - u*(t) c*(t) 
or 
! 
3 uyt) c"(t) dt - v* 
0 
= inf 
Z(f)>0 c 
- “[ u((irll(t) u(t) z(t) dt T ;; (U*(t) B*(t) z(t) 
,T 
1 u*(S)K”(t,s)z(t)ds dt . 
1 
\.; f / 
($3) 
This means that he r.h.s. of(8) is finite for all z(f) > 0. But that contradicts 
(7). Hence u*(t)B*(t)-j’~u*(s)K”(t,s)dsEA(t) as we set out to show. 
Finally. we show that he r.h.s. of (8) is actually zero and this will complete 
the proof. It is easy to see (by taking z(t) = 0 for all t, 0 < f ,< T) that r.h.s. 
of (8) is less than or equal to zero. But since u*(r) B*(t) - 1: u*(s) K*(t, s) 
CA E A(t) for all z(t) > 0, 
r7u*(t)R”(t)z(t)dt- jTjTu*(s)17*(t,s)z(t)dsdt 
-0 -0 t 
a!' inf 
0 a(f) EA(ff 
u(t) z(t) dt. 
This implies that 
.I 
.,,::i ct,
a(t) z(t) dt + / u”(t) B”(tj z(t) dt 
-0 
j-7 I7 u*(s) K*(t: s) z(t) ds dt 1 
“0 *t / 
is nonnegatlve. Therefore the r.h.s. of(8) is zero. Hence 
(1’ c*= / 
JO 
u”(t) c*(t) dt. 
0~ final resuit sthe establishment of complementary slackness prirx~pie. 
-FHEOREM 4. If z*(t), (u*(t), u*(t)) are ~~~~~a~ solutioizs 5f Problems 
1) and (PI), then J-l u*(t)B*(t) z*(t) dt - .!‘; j:u”(s) acyt: s) 
z*(t) ds dt = “i‘c u*(t) c*(t) dt. 
PraojI Since z*(t) is a feasible solution fProblem (Pi ), it is also a 
feasible solution of Problem (P2) and therefore B”(f) Z”(f) -- 
,fh K*(t, s) z*(s) ds < c*(t). Hence, 
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jTu*(t)B*(t)z*(t)dt-jT~tu*(t)K*(t,s)z*(s)dsdt 
0 0 0 
< 
I 
T u"(t) c"(t) dt. (9) 0 
Since u*(t)B*(t)-Jjru*(s)K*(t,s)dsEA(t), 
j’u*(t)R*(t)z*(t)dt-j*jTu*(s)K*(t:s)z*(t)dsdt 
0 0 t 
i’ 
T 
> inf a(t) z(t) dt. 0 aw CA(t) 
But by Lemma 2 [4], 
(10) 
Irju*(s)K*(t,s)z*(t)dsdt=(ljrU*(t)K*(t,s)z*(s)dsdt. 11) 
0 t 0 0 
Also by Theorem 3, 
JOT u*(t) c*(t) dt = JOT i~$(~) a(t)z*(t) dt. 
Therefore by(10) and (12), 
jTu*(t)B*(t)z*(t)dt-lrjru*(s)K*(t,s)z*(t)dsdt 
0 0 t 
T 
> 1 
u*(t) c*(t) dt. 
0 
(12) 
(13) 
The conclusion now follows from (9), (1 l), and (13). 
REFERENCES 
1. R. BELLMAN, “Dynamic Programming,” Princeton U iv. Press, Princeton, N. J., 1957. 
2. E. P. BODO AND M. A. HANSON, A class of continuous time programming problems, J.
Opt. Theory Appl. 24 (1978), 243-263. 
3. W. H. FARR AND M. A. HANSON, Continuous time programming with nonlinear time- 
delayed constraints, J. Math. Anal. Appl. 46 (1974), 41-6 1. 
4. M. A. HANSON AND B. MOND, A class of continuous convex programming problems, J.
Math. Anal. Appl. 22 (1968), 427-431. 
5. D. G. LUENBERGER, Optimization by Vector Space Methods,” Wiley New York, 1969. 
6. C. SINGH, Saddlepoint of continuous time programming having inequality and equality 
constraints, .I. M&h. Anal. Appl. 64 (1978), 354-359. 
CONTINUOUS TIME IN SET-INCLUSIVE 375 
7. L. A. SOYSTER, Convex programming with set-inclusive constraints andapplications IO 
inexact linear programming, Oper. Res. 21 (1973), 1154-1157. 
8. L. A. SOYSTER, A duality theory for convex programming with set-inclusive constraints, 
Oper. Res. 22 (1974), 892-898. 
9. L. A. SOYSTER, Erratum, Oper. Res. 22 (1974) 1279-1280. 
IO. W. F. TYNDALL, On two duality theorems for continuous programming probierns. J. 
Math. Anal. Appl. 31 (1970) 6-14. 
11. B. 2. VULIKH, “Introduction to the Theory of Partially Ordered Spaces,” 
Woiters-Noordhoff, Groningen, 1967. 
12. A. WILANSKY, “Functional Analysis,” Blaisdell, New York, 1964. 
