A new fuzzy Hopfield-model net based on rough-set reasoning is proposed for the classification of multispectral images. The main purpose is to embed a rough-set learning scheme into the fuzzy Hopfield network to construct a classification system called a rough-fuzzy Hopfield net (RFHN). The classification system is a paradigm for the implementation of fuzzy logic and rough systems in neural network architecture. Instead of all the information in the image being fed into the neural network, the upper-and lower-bound gray levels, captured from a training vector in a multispectal image, are fed into a rough-fuzzy neuron in the RFHN. Therefore, only 2/N pixels are selected as the training samples if an N-dimensional multispectral image was used. In the simulation results, the proposed network not only reduces the consuming time but also reserves the classification performance.
Introduction
Multispectral classification has been described as generating better discrimination than single spectral classification. 1 In the remotely sensed images, the multispectral images are extracted from multiple-band sensors operated from either a spaceborne or an airborne platform such as the Landsat seven-band thematic mapper ͑TM͒, the four-band multispectral scanner ͑MSS͒, and the three-band Satellite Pour 1'Observation de la Terra ͑SPOT͒. In other words, magnetic resonance imaging ͑MRI͒ systems can produce multiband images, each of which emphasizes a different fundamental parameter of internal anatomical structures in the same body section with multiple contrasts, based on local variations of spin-lattice relaxation time (T 1 ), spin-spin relaxation time (T 2 ), and proton density ͑PD͒. The classification of multispectral images has been successfully employed in the past. [1] [2] [3] [4] [5] [6] [7] [8] The analysis of such multidimensional images can be accomplished by using supervised or unsupervised classification methods. In supervised classification strategies, the region of interest ͑ROI͒ is defined by the associated human interaction and the approach trains on the ROI and flags each pixel in the scenes associated with a given signature. However, a supervised approach is very time-consuming for large volumes and heavy biases may be introduced by an unskilled technician. The unsupervised classification methods classify the multidimensional data sets without the aid of training sets, but a postprocessing step is required to correct misclassified pixels.
Generally speaking, unsupervised classification approaches such as hard c-means ͑HCM͒ ͑Ref. 9͒ and ISODATA ͑Ref. 10͒ are traditional clustering methods in which each sample belongs only to one cluster. Fuzzy clustering methods [11] [12] [13] ͑FCM͒ Penalized FCMs ͑PFCMs͒ ͑Refs. 14 and 15͒, and compensated FCMs ͑CFCMs͒ ͑Ref. 16͒ are methods in which every sample belongs to all clusters with different degrees of membership. Rough set theory, proposed by Pawlak, 17,18 provides a systematic framework for the study of the problems arising from imprecise and insufficient knowledge. Instead of fuzziness dealing with vagueness between the overlapping sets 19, 20 and fine concepts, the rough sets deal with coarse nonoverlapping concepts. In fuzzy sets, each training sample can have only one membership value to a particular class. However, rough sets declare that each training sample may have different membership values to the same class. Therefore, rough sets are of interest to deal with a classification system, in which knowledge about the system is unrefined.
Applications of neural-network-based approaches to pattern classification have been extensively studied in the last couple of decades. In the application of multispectral image classification, neural networks exploit the massive parallelism of neurons. Ozkan et al. 6 proposed a neural-networkbased segmentation of multimodal medical image. To update the performance, fuzzy reasoning algorithms have been added into neural network to construct fuzzy-neural systems. 7, 8, 16 Lin et al. 7, 8 presented a penalized fuzzy competitive learning network and a fuzzy Hopfield neural network ͑FHNN͒ to three-band and five-channel magnetic resonance image classification, respectively. Lin 16 also embedded the compensated fuzzy c-means into a Hopfield net and applied it to clustering. These networks proved that better segmentation results are offered than those from a single modality. In this paper, we extended the author's method in Refs. 7 and 8 to multiband image segmentation. The rough-set learning is added into Fuzzy Hopfield network to construct the rough-fuzzy Hopfield network ͑RFHN͒ for classification of multispectral images. Instead of only one state for a neuron, the membership state is used in the FHNN, the proposed RFHN occupies two states termed as upper-and lower-bound membership states. This approach has two advantages, namely, it is more robust to computing efficient and it is an unsupervised algorithm based on a neural network.
The rest of this paper is organized as follows. Section 2 reviews the cluster techniques with rough-fuzzy concept. Section 3 presents the RFHN. Section 4 shows several experimental results. Finally, Sec. 5 gives the discussion and conclusions.
Rough Set Theory
Let R be a binary equivalence relation defined on a universal set Z is a subset of the Cartesian product, RʕZϫZ. An equivalence relation is a binary relation R that satisfies R is reflexive:
Let zZ, let ͓z͔ be the equivalence class containing z, and let Z/R denote the family of all equivalence classes induced on Z by R. There exists an equivalence class in Z/R, designated by ͓z͔ R , that contains a training sample zZ. For any output class AʕZ, the lower approximation R គ (A) and upper approximation R (A) are defined as subsets of A and they approach A as closely as possibly from inside and outside in the set respectively. Therefore, R គ (A) can be defined as the union of all equivalence classes in Z/R that are contained in A such that
whereas R (A) can be also defined as the union of all equivalence classes in Z/R that overlap with A like the following equation
A rough set can be represented by R គ (A) and R (A) with the given set A as
And the rough boundary of A by the equivalence classes Z/R is distinct as
The rough or rough-fuzzy neural networks have been proposed in the last decade. In 1998, Lingras 21, 22 proposed three models of rough neurons. The value in a rough pattern is a pair of upper and lower bounds. A rough neuron s can be viewed as a pair of neurons called upper-bound neuron (s) and lower-bound neuron (s គ ) to receive a pair of patterns. A full-connected model that displays a rough neuron r connects to a proper rough neuron s with four connections. If the rough neuron r excites the activity of s, the connections from r to s and from r គ to s គ are created respectively. On the other hand, if r inhibits the activity of s, the connections from r to s គ and from r គ to s are created, respectively. These three model neurons are shown in Fig. 1 . In this paper, the excited-model rough neuron, shown 1͑b͒, is applied into the neurons in the RFHN due to it getting a better performance. Therefore, the inputs in the excited-model rough neuron are
and
The outputs of a rough neuron s are expressed using an activation function as
where the activation function can be defined as
and is a constant with a range from 0 to 1. 
Rough-Fuzzy Hopfield Neural Network
The Hopfield-model neural networks 23, 24 have been studied extensively. The features of this network are simple and have clear potential for parallel implementation. To improve the performance in the application of optimal problems, modified Hopfield networks 7, 8, 16, 25, 26 have been proposed. Lin et al. 7, 8 Lin, 16 and Lin and Liu 25 proposed different fuzzy Hopfield networks to the applications of clustering problem and medical image segmentation. These modified Hopfield networks are based on fuzzy reasoning. In the Refs. 7, 8, 16 , and 26, each neuron occupies only one state, which is updated with a membership grade. For the purpose of updating the computing performance, the roughset strategy is embedded into a fuzzy Hopfield network to construct the RFHN in this paper. Instead of updating and memorizing the centroids for iteratively training samples in the FHNN, the neuron states and synaptic weights are updated with rough-fuzzy strategy in the modified Hofield net. Finally, the centroids are calculated using the training samples, and upper-and lower-bound states when the energy is converged. In the RFHN, as shown in Fig. 2 , each neuron occupies two inputs called lower-and upper-inputs and two output states called upper-and lower-bound membership states based on all c cluster's centers. Thus these two inputs for neuron (x,i) and Lyapunov energy function in the 2-D RFHN can be modified from conventional Hopfield net as 
where ͚ yϭ1 n W គ x,i;y,i and ͚ yϭ1 n W x,i;y,i are the total lowerand upper-bound interconnected weights received from the 
where E RFHN is the objective function that accounts for the energies of all training samples in the same class. The first two terms in Eq. ͑13͒ define the Euclidean distance between the training samples in a cluster and that cluster's centers over c clusters with the lower-and upperbound membership grades for all neurons. The third and fourth terms guarantee that n training samples in Z are distributed among these c clusters. More specifically, these two terms ͑the constrained term͒, impose constraints on the objective function, and the first and second terms minimize the intraclass Euclidean distance from training samples to the cluster centers in lower-and upper-bound data sets, respectively.
All the neurons in the same row compete with one another to determine the training sample represented by that row belongs to all clusters with lower-and upper-bound membership grades, respectively. In other words, the summation of the membership states for different bounds in the same row equals 1. That is the total sum of membership states in all n rows equal n for individual bound. This assures that all n samples will be classified into c classes. The objective function in the RFHN can be further simplified as
͑14͒
By using Eq. ͑14͒, the minimization of E RFHN is greatly simplified, since Eq. ͑14͒ contains only two term, the need to find the weighting factors A, B, C, and D are removed. Comparing Eq. ͑14͒ with the modified Lyapunov function Eq. ͑12͒, the synaptic interconnection weights and the bias inputs for the proposed RFHN can be obtained as (Fig. 3) Multispectral MRI head Images with Cerebral Infarction (Fig. 6 
and Ī x,i ϭ0 ͑18͒
By introducing Eqs. ͑15͒, ͑16͒, ͑17͒, and ͑18͒ into Eqs. ͑10͒ and ͑11͒, the lower-and upper-bound total inputs of neuron (x,i) can be expressed as
͑20͒
Consequently, the lower-and upper-bound output states at neuron (x,i) in the RFHN are given by
and where the active function at a rough-fuzzy neuron (x,i) in the RFHN are defined as
The training samples of the lower-and upper-bound inputs for a rough-fuzzy neuron in the 2-D RFHN were extracted from a five-component vector in a 5-D multispectal image. Therefore directly mapping the lower-and upperbound training samples to the 2-D rough-fuzzy neuron array, the RFHN is trained to update all neuron states in order to classify the input vectors into feasible clusters when the defined energy function converges to near global minimum. The detailed process of the RFHN is shown in Fig. 3 , in which parameters iter and maxi are number of iterations and maximum value of iteration respectively.
Experimental Results
To show the classification and computation performance, all simulations are executed with the interpreter language of MATLAB in a Pentium III personal computer. Due to the noise in acquisition and of the partial volume effects from the low resolution of the sensors, the uncertainty is widely present in medical images. The unsupervised approaches based on fuzzy clustering techniques are particularly suitable for handling a decision-making process in classification of multimodal medical images. These real medical images in Figs. 4 and 5 are acquired with T 2 -weighted sequences for channel images CHϭ1, 2, 4, and 5 and T 1 -weighted signal for channel image CHϭ3, respectively. The acquisition parameters with different repetition time ͑TR͒ and echo time ͑TE͒ are TR 1 /TE 1 ϭ2500 ms/25 ms, TR 2 /TE 2 ϭ2500 ms/50 ms, TR 3 /TE 3 ϭ500 ms/11.9 ms, TR 4 /TE 4 ϭ2500 ms/75 ms, and TR 5 /TE 5 ϭ2500 ms/ 100 ms for Fig. 4 ; and TR 1 /TE 1 ϭ2500 ms/25 ms, TR 2 / TE 2 ϭ2500 ms/50 ms, TR 3 /TE 3 ϭ500 ms/20 ms, TR 4 / TE 4 ϭ2500 ms/75 ms, and TR 5 /TE 5 ϭ2500 ms/100 ms for The first example is multispectral image classification in MR head images of a normal physiology shown in Fig. 4 . In Fig. 6 , different regions were classified by the RFHN and FHNN from Fig. 4 such as background ͑BKG͒, gray matter ͑GM͒, white matter ͑WM͒, and cerebral spinal fluid ͑CSF͒, respectively. From Fig. 6 , we almost cannot distinguish the classified tissues by the RFHN from the FHNN.
The second example is a multispectral image classification in MRI head image of a patient diagnosed with cerebral infarction shown in Fig. 5 . Figure 7 shows the five regions BKG, GM, WM, CSF, and cerebral infarction ͑CI͒ classified by the RFHN, respectively. After a postprocessing with median filtering, the detail of an abnormal region with cerebral infarction is displayed in Fig. 7͑e͒ . Figure 8 also shows the abnormal region with CI classified by the FHNN and a postprocessing with the median filter. The classified CI region by using the proposed RFHN is a little different from that segmented by the FHNN. These results are acceptable for the future processing. To emphasize the classification ability of the proposed RFHN, several test phantoms were constructed for simulation. Every test phantom was made up of six overlapping ellipses in the last experiment. Each ellipse represents one structural area of tissue. From periphery to the center, they were the background ͑BKG, 36,189 pixels͒, gray matter ͑GM, 9538 pixels͒, white matter ͑WM, 13,711 pixels͒, and cerebrospinal fluid ͑CSF, 6098 pixels͒, respectively. The cluster centers for different channels in test phantoms, shown in Table 2 , are the average values estimated from 10 sets of multispectral MRI head images with normal physiology using the same parameters as in Fig. 4 . The computer-generated images to simulate variant channels are shown in Fig. 9 . In addition, a Gaussian distribution noise with gray levels ranging from Ϫ␦ to ϩ␦ was added to test phantoms. The test phantoms with Gaussian distribution noise ␦ϭϮ30 for different channels are shown in Fig. 10 .
The classified results of test phantoms with variant noises ␦ϭϮ20, Ϯ30, and Ϯ80 are displayed in Tables 3, 4 , and 5, respectively. In the proposed RFHN, the test multispectral phantoms were divided into nonoverlapped blocks with a size of 2ϫ2 pixels to determine the maximum and minimum values as the upper-and lower-bound training vectors. Therefore, only one half of the pixels of an image are used in the last experiment. The simulated-structural areas of tissues can be completely and correctly classified when the Gaussian noise is ͉␦͉р10 for both RFHN and FHNN. As shown in Tables 3, 4 , and 5, the proposed RFHN can obtain more promising classification performance than the FHNN. For example, 2595 pixels were misclassified with a 3.96% error rate using FHNN while 2529 pixels were misclassified with 3.86% error rate using the RFHN by ␦ ϭϮ30. The total misclassified pixels for the test phantoms with ␦ϭϮ80 were 18,658 and 18,194 using FHNN and the proposed RFHN, respectively. The classified regions are shown in Fig. 11 with Gaussian distribution noise ␦ϭ Ϯ30 using FHNN and RFHN. The better classification performance can be clearly displayed by the RFHN than those yielded by the FHNN.
Conclusions
A modified Hopfield net model called the RFHN with an embedded rough-fuzzy reasoning strategy was proposed for the classification of multispectral images. Every neuron in the proposed RFHN owns two sampling inputs, two bias inputs, and two output states termed lower-and upperbound membership states. In the application of 5-D multispectral image classification, only 2/5 information extracted from a target image as training samples. Therefore, the computation performance can be updated compared with the FHNN. To update the classification performance, the test image can also be divided into several nonoverlapped blocks. We can determine maximum and minimum norms in a blocked-vector as the upper-and lower-bound training vector. In the blocked manner, not only are the training vectors reduced, but the classification performance is preserved. 
