Abstract-In this correspondence, we show that in many cases, the automorphism group of a curve and the permutation automorphism group of a corresponding AG code are the same. This generalizes a result of Wesemeyer beyond the case of planar curves.
I. INTRODUCTION
The construction of AG (algebraic-geometric) codes uses the Riemann-Roch space L(D) associated to a divisor D of a curve X defined over a finite field [3] . Typically, X has no nontrivial automorphisms, but when it does we may ask how this can be used to better understand AG codes constructed from X.
Conversely, we may ask how the permutation automorphism group of an AG code corresponds with the automorphism group of the curve used to construct the code. In this correspondence we show that, in many cases, the automorphism group of a curve and the permutation automorphism group of a corresponding AG code are in fact the same.
Knowledge of which codes have large automorphism group can have applications to encoding (see [6] ) and to decoding (indeed, permutation decoding is implemented in version 2.0 or better of the error-correcting computer algebra package [5] ).
In Section II, we introduce notation and review basic properties of AG codes. In Section III, following [12] , we introduce some notation and recall some basic properties of group automorphisms on curves and codes (we also take the opportunity to correct a typo in [12] which was copied into [14] ). In Section IV, we prove our main results on pulling back code permutations to curve automorphisms. In Section V we use the main theorem and corollary to compute the automorphism groups of codes in several examples. F [12] , [13] .
II. THE RIEMANN-ROCH SPACE L(D)
Let P1; . . . ; Pn 2 X(F ) be distinct points, and let E = P1 + 1 11+ P n be the associated divisor. Let D be a divisor of positive degree on X such that D and E have disjoint support. Let C = C(D; E) denote the AG code C = f(f(P 1 ); . . . ; f(P n )) j f 2 L(D)g: 
The kernel of the map eval E is contained in L(D 0 E), which is 0 if
. Thus for n > deg(D); evalE defines an isomorphism between L(D) and the code C(D; E).
III. FROM CURVE AUTOMORPHISMS TO CODE AUTOMORPHISMS
Now let G be a group of automorphisms of the curve X, and assume that D and E are both stabilized by G. We will say that G Aut D;E (X). Then G also acts on the code C, as follows. The action of Aut(X) on F (X) is defined as follows:
Aut(X) 0! Aut(F (X)) T 7 0! (f 7 0! T 3 f ) where for any P 2 X; T 3 f (P ) = f (T 01 (P )). We use T 01 rather than T here, to conform to the convention that the action should be on the left: for any T 1 ; T 2 2 Aut(X), we want (T1 T2) 3 f (P ) = T 3 1 T 3 2 f (P ) = T 3 2 f (T 01
Of course, Aut(X) also acts on the group Div(X) of divisors of X, denoted T ( P dP P ) = P dP T (P ), for T 2 Aut(X); P a prime divisor, and d P 2 . It is easy to see that div(T 3 f ) = T 01 (div(f)).
Assuming that n > deg D, the isomorphism evalE : L(D) ! C will send this action to an action of G on C. Specifically, each T 2 G acts by sending (f(P 1 ); f(P 2 ); . . . ; f(P n )) to (T 3 f (P1); T 3 f (P2); . . . ; T 3 f (Pn)) = (f(T 01 (P 1 )); f(T 01 (P 2 )); . . . ; f(T 01 (P n ))):
If we also assume that G leaves E stable, then G acts by permutations on the set fP1; . . . ; Png. Thus (T 01 (P 1 ); T 01 (P 2 ); . . . ; T 01 (P n )) is a permutation of the points (P 1 ; P 2 ; . . . ; P n ), and the above action on C simply permutes the corresponding coordinates. The permutation automorphism group PermC of the code C F n is the subgroup of S n (acting on F n by coordinate permutation) which preserves C. Thus if n > deg D, there is a homomorphism from AutD;E(X) to PermC:
In the next section, we will construct an inverse for this homomorphism.
IV. FROM CODE AUTOMORPHISMS TO CURVE AUTOMORPHISMS
Now we would like to answer the question: when does a group of permutation automorphisms of the code C induce a group of automorphisms of the curve X? We will show that permutation automorphisms of the code C(D; E) induce curve automorphisms whenever D is very ample and the degree of E is large enough. Under these conditions, the groups AutD;E(X) and PermC are isomorphic. In proving these facts, we generalize some results of Wesemeyer [14] , who dealt with the planar case.
0018-9448/$20.00 © 2006 IEEE Theorem 1: Let X be an algebraic curve, D be a very ample divisor on X, and P 1 ; . . . ; P n be a set of points on X disjoint from the support of D. Let E = P 1 + 11 1 + P n be the associated divisor, and C = C(D; E) the associated AG code. Let G be the group of permutation automorphisms of C. Then there is an integer r 1 such that if n > r1 deg(D), then G can be lifted to a group of automorphisms of the curve X itself. This lifting defines a group homomorphism : PermC ! Aut(X). Furthermore, the lifted automorphisms will preserve D and E, so the image of will be contained in Aut D;E (X).
Remark 1: An explicit upper bound on r is determined in the Proof of Corollary 3 below. The polynomials R i below can be computed explicitly using Groebner bases using an elimination order, as described in Section 3.4 of [10] (note: r is the maximum of the deg(Ri); i = 1; . . . ; k).
Proof: An outline of the proof is as follows. First, note that since We will show that under the stated hypotheses, this action preserves the image of X in d , so restricts to an action on X. Furthermore, this action will stabilize the divisors D and E.
To prove these claims, let us look more carefully at the action of G. Let be an element of PermC; it acts by a permutation of the coordinates of a codeword in C, hence by permutating the points in the support of E. Specifically, acts as
for every function f 2 L(D). Because the permutation action leaves the code C invariant, this image is also a codeword. Therefore, there is a function which we will call (f ) in L(D) such that (f (P (1) ); . . . ; f(P (n) )) = ( (f )(P 1 ); . . . ; (f )(P n )): 
As in Section III, we use 01 rather than here so that the action will be on the left.
In the coordinates we have chosen, the embedding : X ! d is given by Yi = fi(P ), or
Now that we have defined the embedding, we will show that the action of G on d preserves (X), so restricts to an action on the curve, and that this curve action preserves D and E. We will start by showing that the action of G on d preserves (E).
Consider the images of the points P1; . . . ; Pn of E. For each point
Thus, a permutation of the code acts by the inverse permutation on the images of the points of E. Now we will show that the image (X) is preserved by the action defined in (6) Now let 2 PermC be an automorphism of the code, and consider the polynomials defining the image ((X)) of (X) under the induced action defined in (6) on
and only if 01 Q is in (X), i.e., if and only if Ri( 01 Q) = 0 for i = 1; . . . ; k. But by the definition of the action of G on d , this exactly means that R i (Q) = 0, where R i is defined as in [5] . Thus the ideal of ((X)) is generated by (R1); . . . ; (R k ). In order to show that ((X)) = (X), we will show that the two ideals are the same. Let r be the largest degree of the homogeneous polynomials R i in the variables Yj . The action defined in (5) is linear, so for each i, the degree of (R i ) will be the same as the degree of R i . Therefore the largest degree of the polynomials (R 1 ); . . . (R k ) is also r. Consequently, if we pull (Ri) back to X by plugging in Yj = fj , the resulting rational function (R i )(f 0 ; . . . ; f d ) will be in L(rD), for 1 i k. Since R i is in the ideal of (X); R i vanishes at every point of X, including the points (P1); . . . ; (Pn) in the image of E. Since, as we showed in (7), acts as a permutation of the points (P i ); (R i ) must also vanish on (P1); . . . ; (Pn), so the pullback (Ri)(f0; . . . ; f d ) vanishes on E. This means that (R i )(f 0 ; .
, then rD0E is a divisor of degree < 0 and L(rD0E) is the trivial vector space, so (Ri)(f0; . . . ; f d ) must vanish identically on X. Thus (R i ) is in the vanishing ideal associated to (X), for each R i and for every 2 G. This means that the ideal of ((X)) is contained in the ideal of (X); the same argument using 01 shows that the ideals must in fact be equal. Thus ((X)) = (X).
We have shown that the action of G on the code gives an action on (X), defined by (6), which we then pull back via the embedding to an action (P ) = 01 (((P))) (8) on X. At each stage, the action was multiplicative, so we have a homomorphism : PermC ! Aut(X). Using (7) it follows that E is invariant under this action; we now need to show that the action leaves D invariant. Consider an element of G and its action on D. Because the action defined in (8) on X was defined via the action in (4) on L(D), we know that preserves L(D). But suppose that did not
Then there must be a point P in the support of D such that its co- AutD;E(X).
It should be clear from these constructions that and , when they exist, are inverses of each other, making AutD;E(X) and PermC isomorphic groups.
Next we will find an explicit bound on the integer r in Theorem 1. In our case the degree of the embedded curve (X) is = deg D.
The result below is actually slightly stronger than the corresponding result of Wesemeyer ([14, Corollary 4.9]) for elliptic curves and elliptic codes. There are a few special cases to consider that fall outside of This action is an isometry in the Hamming metric. The subgroup G of H stabilizing C contains G. Our main result extends from G to G. This has genus 3. The automorphism group Aut F (X) is a central 2-fold cover of P GL 2 (7): we have a short exact sequence
V. EXAMPLES
where H denotes the subgroup of AutF (X) generated by the hyperelliptic involution (which happens to also be the center of Aut F (X)). The automorphism group does not act transitively on X(F ) but has two orbits: the orbit C 1 of P 1 and the orbit C 2 = X(F ) 0 C 1 . We have jC 1 j = 7 + 1 = 8 and jC 2 j = 2 1 7 1 (7 0 1) = 84. Let G = Stab(P1; AutF (X)) denote the stabilizer of P1. Since E is an orbit of the full automorphism group, it will also be stabilized by G, so G = Aut D;E (X). The group G is a nonabelian group of order 2 1 7 1 (7 0 1) = 84.
According to Corollary 3, PermC(D; E) will be isomorphic to G if we choose m so that deg D is at least 2g + 1 = 7 and deg E = 84 to be at least ( results, it can be shown that C has permutation group isomorphic to the automorphism group of X, which is a two-fold cover of P GL 2 (p) of size 2p(p 2 0 1). (Take D = X(GF (p)) and E = X(GF (p 2 )) 0 X(GF (p)) in Proposition 3 of [7] .) In [7] , it is conjectured that C has a permutation decoding algorithm of complexity O(n).
(b) Using the SAGE command riemann roch space (see the reference manual of SAGE [11] for more details on this command and the syntax), one can explicitly compute a basis of L(D) in the examples given in this correspondence.
In some interesting cases, there are not enough rational points on the curve to apply Theorem 1.
Example 5: Again, let X denote the genus 3 curve defined by y 2 = x 7 0 x but this time over F = GF (7) . The automorphism group Aut F (X) is now a central two-fold cover of PSL2 (7): we have a short exact sequence
where as before H denotes the subgroup of AutF (X) generated by the hyperelliptic involution (which happens to also be the center of 
where a 2 F 2 is a primitive sixth root of unity (for (10), see [2] ; (9) was verified using [1] The automorphism group acts transitively on X(F ); as in the previous example let G = AutD;E(X) = Stab(P1; AutF (X)); the stabilizer of the point at infinity in X(F 
This is a [7; 3; 5] code over F . In fact, dim(L(D)) = 3, so the evaluation map f 7 0! (f (P 2 ); . . . ; f(P 8 )); f 2 L(D), is injective. Since G fixes D and preserves E, it acts on C via g : (f (P2); . . . ; f(P8)) 7 0! (f (g 01 P2) ; . . . ; f(g 01 P8)) for g 2 G.
Let P denote the permutation group of this code. It is a group of order 42. However, it is not isomorphic to G! In fact, P has trivial center. The (permutation) action of G on this code implies that there is a homomorphism
What is the kernel of this map? There are two possibilities: either a subgroup of order 6 or a subgroup of order 21. (This is obtained using [1] by matching possible orders of quotients G=N with possible orders of subgroups of P ). Indeed, the kernel ker() = N = hg 2 ; g 3 i is a nonabelian normal subgroup of G = hg 1 ; g 2 ; g 3 i of order 21.
Improved Upper Bounds for Codes With Unequal Error Protection
Shraga I. Bross, Member, IEEE, and Simon Litsyn, Senior Member, IEEE Abstract-Asymptotic nonexistence bounds for unequal error protecting codes with two protection levels are considered. We show that the improved estimates on the possible distance distributions for codes may sometimes yield sharper upper bounds than the previously known ones on the higher significance protection level of both nonlinear and linear codes having two protection levels.
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I. INTRODUCTION
There are cases of data transmission in which the information is not of equal importance and thus should be protected unequally. Codes designed for unequal error protection (UEP) allocate the available channel redundancy between the different data importance levels such that in low signal-to-noise ratio (SNR) conditions at least the important information can be retrieved with acceptable quality. A natural approach to communicate while providing UEP is to use a time-sharing protocol. For example, supposing that two levels of UEP are required, the encoder divides the transmission time into two segments. In the first segment, it sends the less significant data using a less powerful code, while in the second segment it sends the most significant data using a more powerful code. However, Cover in his seminal contribution [5] demonstrated the surprising result that, in contrast to a time-sharing scheme, a "superimposed" code designed properly for UEP may improve the aggregate transmission rate.
Henceforth, we will consider n-length (linear as well as nonlinear) block codes with two importance levels. In this case, each message block is divided into two parts: m = (m1;m2), m 2 M = f1; ...; 2 k g, = 1; 2. That is, the data portion corresponding to m 1 is represented by a binary k 1 -tuple, while that corresponding to m2 is represented by a binary k2-tuple, and the overall message space is M = M 1 2 M 2 = f1; ...; 2 k g, where k k 1 + k 2 . The fact that the data represented by m 1 is protected differently than that represented by m2 is made explicit by introducing the separation vector [7] , [8] .
Suppose that a binary n-length code C is used with some encoding function c(m) : M1 2 M2 ! C then the separation of the code s = (s 1 ; s 2 ) is defined as Such a code will be referred to as an R1; s n ; R2; s n UEP code. Constructions of linear codes having two or more levels of protection have been reported in [4] , [9] , [10] , [14] , [16] , [18] , and [19] , whereas constructions of nonlinear codes having two levels of protection can be found in [8] .
In [2] , Bassalygo et al. present an asymptotic upper bound on the rates of two-level binary UEP codes, while Katsman presents in [11] an analogous result for linear codes.
This work considers the asymptotic performance of codes having two levels of protection. The main contribution of this paper is a new asymptotic upper bound on the relative distance 2 = s 2 =n when given the triple (R1;1 = s1=n; R2). The bound is based on the analysis of possible distance distributions of codes and in some cases it improves on the previous results for nonlinear as well as linear UEP codes. This paper is organized as follows. In Section II, we review the previous upper bounds for the classes of nonlinear and linear codes. Then, Section III presents our new bound for both classes of codes together with some numerical examples.
II. PREVIOUS RESULTS
Let E n be the space of binary n-length sequences with the Hamming metric, and for a sequence (alternatively a point) e 2 E n let B e (r) be the ball centered at e with radius r. For any set W E n , let 2r(W) denote the r-neighborhood of W , namely the set of points that are at a distance not larger than r from W , i.e., 2 r (W) fe 2 E n : d(e; W ) rg = e2W B e (r):
Let A(n; d; r) be the maximum size of a binary n-length code with minimum distance d that is located within a ball of radius r, and let A(n; d; w) be the maximum size of a binary n-length constant weight w code with minimum distance at least d. Since A(n; d; r) (r + 1)max i=1;...;r A(n; d; i) any asymptotic upper bound on A(n; d; w) can be used to estimate the asymptotic behavior of A(n; d; r).
A. Nonlinear Codes
Bassalygo et al. present in [2] an asymptotic upper bound on the rate-pair of any two-level binary UEP code C with separation s = ( 1 n; 2 n), where 2 > 1 . Their bounding technique is based on the following ingredients. 
