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Re´sume´
Soit X une varie´te´ projective et lisse sur un corps k de caracte´ristique ze´ro.
Le groupe de Brauer de X s’envoie dans les invariants, sous le groupe de
Galois absolu de k, du groupe de Brauer de la meˆme varie´te´ conside´re´e sur
une cloˆture alge´brique de k. Nous montrons que le quotient est fini. Sous des
hypothe`ses supple´mentaires, par exemple sur un corps de nombres, nous don-
nons des estimations sur l’ordre de ce quotient. L’accouplement d’intersection
entre les groupes de diviseurs et de 1-cycles modulo e´quivalence nume´rique
joue ici un roˆle important.
Abstract
For a smooth and projective variety X over a field k of characteristic zero we
prove the finiteness of the cokernel of the natural map from the Brauer group
ofX to the Galois-invariant subgroup of the Brauer group of the same variety
over an algebraic closure of k. Under further conditions on k, e.g. over number
fields, we give estimates for the order of this cokernel. We emphasise the roˆle
played by the exponent of the discriminant groups of the intersection pairing
between the groups of divisors and curves modulo numerical equivalence.
MSC-class : 14F22 ; 14G99, 14C25, 16K50
Introduction
Soit X une varie´te´ projective, lisse et ge´ome´triquement inte`gre sur un
corps k de caracte´ristique ze´ro. Soit k une cloˆture alge´brique de k. Soient




Le noyau de cette application, note´ Br1(X), est appele´ groupe de Brauer
alge´brique de X . L’image de cette application est appele´ groupe de Brauer
transcendant de X . C’est un sous-groupe du groupe des invariants Br(X)Γ.
On a donc l’inclusion
Br(X)/Br1(X) ⊂ Br(X)Γ.
On voudrait calculer ces groupes, en particulier en vue de l’e´tude de l’obs-
truction de Brauer–Manin. La double question suivante a e´te´ souleve´e dans
[20] et [2].
Si k est un corps de type fini sur Q, chacun des groupes Br(X)/Br1(X)
et Br(X)Γ est-il un groupe fini ?
Dans cet article nous montrons que cette double question se re´duit a` une
seule question.
Pour X une varie´te´ projective, lisse, et ge´ome´triquement inte`gre sur un
corps k de caracte´ristique ze´ro, nous montrons que le conoyau de l’application
naturelle
α : Br(X)→Br(X)Γ
est un groupe fini. Sous des hypothe`ses supple´mentaires sur le corps de base k,
par exemple sur un corps de nombres, nous donnons des estimations pour
l’exposant et l’ordre de ce groupe fini.
Notre principal outil est un complexe naturel (voir le paragraphe 1.3)
Br(X)
α−→ Br(X)Γ β−→ H2(k,Pic(X))
qui pour X avec un point rationnel ou pour k un corps de nombres est une
suite exacte. Nous e´tudions l’image (finie) de β par deux me´thodes diffe´rentes,
qui me`nent a` des estimations similaires mais non identiques.
La premie`re me´thode fait l’objet du paragraphe 2. L’ide´e principale est
d’utiliser la fonctorialite´ du complexe ci-dessus par rapport aux morphismes
de k-varie´te´s et d’utiliser la trivialite´ du groupe de Brauer des courbes sur un
corps alge´briquement clos (the´ore`me de Tsen). Cela montre que la restriction
de l’image de β a` toute courbe ferme´e dans X est nulle. Ceci me`ne aux
the´ore`mes 2.1 et 2.2.
La deuxie`me me´thode utilise une remarque ge´ne´rale sur les diffe´rentielles
dans la suite spectrale des foncteurs compose´s. Soit Br0(X) le sous-groupe
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divisible maximal de Br(X), et soit NS(X) le groupe de Ne´ron–Severi. Nous
montrons que l’application compose´e
Br0(X)Γ →֒ Br(X)Γ β−→ H2(k,Pic(X))→H2(k,NS(X)/tors)
peut se lire comme l’homomorphisme de connexion associe´ a` une certaine
2-extension naturelle de Γ-modules obtenue a` partir de la suite de Kummer
(voir le corollaire 3.4). D’apre`s un the´ore`me de Lieberman rappele´ au pa-
ragraphe 1.1, e´quivalence nume´rique et e´quivalence homologique co¨ıncident
sur les cycles alge´briques de dimension 1. (Pour les surfaces, le the´ore`me de
Lieberman est un re´sultat classique de Matsusaka.) Nous utilisons ce fait
pour montrer a` la proposition 4.1 que l’image de l’application compose´e ci-
dessus est annule´e par l’exposant de chacun des deux groupes discriminants
de´finis par l’accouplement d’intersection entre les groupes de diviseurs et les
groupes de 1-cycles sur X , modulo e´quivalence nume´rique. Les bornes pour
le conoyau de α obtenues par cette me´thode sont donne´es aux the´ore`mes 4.2
et 4.3.
Au paragraphe 5 nous donnons des applications aux surfaces K3 et aux
produits de deux courbes. Pour toute telle surface avec un k-point, l’e´nonce´
est particulie`rement simple : le conoyau de α est annule´ par l’exposant du
groupe discriminant de´fini par la forme d’intersection sur NS(X), voir les
propositions 5.1 et 5.2.
T. Szamuely a demande´ si le re´sultat de finitude du the´ore`me 2.1 vaut
encore pour les varie´te´s lisses quasi-projectives. Au paragraphe 6 nous don-
nons une re´ponse affirmative lorsque le corps de base k est un corps de type
fini sur Q.
Ce travail a e´te´ commence´ lors de la confe´rence “Arithmetic of surfaces”
qui s’est tenue au Centre Lorentz a` Leiden en Octobre 2010. Nous en remer-
cions les organisateurs. Nous remercions L. Illusie, B. Kahn, J. Riou pour
leur aide concernant le paragraphe 1.1, et T. Szamuely pour sa question.
1 Pre´liminaires
Soient k un corps de caracte´ristique ze´ro, k une cloˆture alge´brique de k
et Γ = Gal(k/k) le groupe de Galois absolu de k.
Soit X une varie´te´ projective, lisse et ge´ome´triquement inte`gre sur k, de
dimension d. Soit X = X ×k k.
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Pour un groupe abe´lien A et n > 0 un entier, on note A[n] ⊂ A le
sous-groupe des e´le´ments annule´s par n. Pour ℓ un nombre premier on note
A{ℓ} ⊂ A le sous-groupe de torsion ℓ-primaire.
1.1 Cycles alge´briques
Pour tout entier i avec 0 ≤ i ≤ d, soit CHi(X) le groupe de Chow
des cycles de codimension i sur X , c’est-a`-dire le groupe des combinai-
sons line´aires a` coefficients entiers de sous-varie´te´s ferme´es irre´ductibles de
codimension i modulo l’e´quivalence rationnelle. Comme X est lisse, on a
Pic(X) = CH1(X). Soit NS(X) le groupe de Ne´ron–Severi de X . C’est le
quotient de Pic(X) par son sous-groupe divisible maximal Pic0(X), groupe
des k-points de la varie´te´ de Picard de X .
Puisque X est projective, l’intersection de´finit une forme biline´aire Γ-
e´quivariante
CHi(X)× CHd−i(X)→Z. (1)
Soit N i = Numi(X) le groupe des cycles de codimension i sur X modulo
e´quivalence nume´rique. C’est le quotient de CHi(X) par le noyau (a` gauche)
de l’accouplement (1). E´crivons Ni = N
d−i. Nous obtenons une forme bi-
line´aire Γ-e´quivariante
N i ×Ni→Z (2)
dont les noyaux a` gauche et a` droite sont triviaux. Pour tout i ≥ 0 le groupe
abe´lien N i est libre de type fini. Ceci re´sulte de l’existence d’une cohomo-
logie de Weil, a` coefficients dans un corps de caracte´ristique ze´ro et munie
d’applications classe de cycle pour lesquelles le cup-produit en cohomologie
est compatible avec l’intersection des cycles [9, Thm. 3.5, p. 379].
Pour i = 1, l’accouplement (2) donne naissance a` la suite exact de Γ-
modules
0→N1→Hom(N1,Z)→D→0, (3)
qui de´finit le Γ-module fini D. Ce groupe est l’un des deux groupes discrimi-
nants associe´s a` l’accouplement N1 ×N1→Z.
Pour tout i ≥ 0 on dispose des applications classe de cycle
CHi(X) −→ H2ie´t(X,Zℓ(i)),
voir [12, Section VI.9] et [19, Cycle]. Ces applications transforment cup-
produit en cohomologie ℓ-adique en intersection des cycles alge´briques, voir
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[12, Prop. VI.9.5]. Introduisons les Γ-modules
N iℓ = N
i ⊗ Zℓ, Ni,ℓ = Ni ⊗ Zℓ, H2iℓ = H2ie´t(X,Zℓ(i))/tors.
Pour toute the´orie cohomologique a` coefficients dans un corps de caracte´ris-
tique ze´ro, avec applications classe de cycle compatibles avec le cup-produit
en cohomologie, l’e´quivalence homologique implique l’e´quivalence nume´rique.
Selon les “conjectures standards”, pour toute bonne the´orie cohomologique,
e´quivalence homologique et e´quivalence nume´rique devraient co¨ıncider. Dans
le contexte de la cohomologie ℓ-adique, l’application classe de cycle devrait
se factoriser de la fac¸on suivante :
CHi(X)⊗ Zℓ→N iℓ →֒ H2iℓ . (4)
C’est le cas pour i = 1 par un the´ore`me classique de T. Matsusaka [11], qui
montra N1 = NS(X)/tors.
Pour la cohomologie de Betti, avec applications classe de cycle
CHi(X)→H2iBetti(X(C),Q(i)),
ou` Z(i) = Z(2π
√−1)⊗i, ceci fut e´tabli pour i = d − 1 par D. Lieberman
[10, Cor. 1]. Une version plus alge´brique de la de´monstration fut donne´e
par Kleiman [9, Remark 3.10]. Ces deux articles e´tablissent des re´sultats
pour d’autres valeurs de i, et pour cela font appel au the´ore`me de l’indice
de Hodge. Le cas case i = d − 1 est plus simple, comme nous expliquons
maintenant.
Proposition 1.1 Soit X une varie´te´ connexe, projective et lisse sur C. De´fi-
nissons l’e´quivalence homologique sur les cycles au moyen de la cohomologie
de Betti a` coefficients rationnels. L’homomorphisme naturel
CH1(X)/hom −→ CH1(X)/num
est un isomorphisme.
De´monstration. On peut supposer d = dim(X) ≥ 3. Soit L ∈ CH1(X) la
classe d’une section hyperplane. Pour A un groupe abe´lien, on note AQ :=
A ⊗Z Q. La multiplication par Ld−2 ∈ CHd−2(X) de´finit un diagramme
commutatif d’espaces vectoriels sur Q :
CHd−1(X)Q/num ← CHd−1(X)Q/hom →֒ Hdgd−2(X,Q) →֒ H2d−2(X,Q(d− 1))
↑ ↑ ↑ ↑
CH1(X)Q/num ← CH1(X)Q/hom →֒ Hdg2(X,Q) →֒ H2(X,Q(1)).
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Les fle`ches horizontales pointant vers la gauche sont surjectives. Toutes
les fle`ches horizontales pointant vers la droite sont par de´finition injectives.
D’apre`s le the´ore`me de Lefschetz difficile, la quatrie`me fle`che verticale est un
isomorphisme. La de´composition de Hodge des groupes H i(X,C) et le fait
que les classes de type (p, q) s’envoie sur des classes de type (p+d−2, q+d−2)
pour p = 0, 1, 2 implique alors que la troisie`me fle`che verticale, qui porte sur
les classes de Hodge, est un isomorphisme. Par le the´ore`me de Lefschetz sur
les classes de type (1, 1), l’application CH1(X)Q/hom → Hdg2(X,Q) est
un isomorphisme. Tout ceci implique que la deuxie`me fle`che verticale est
aussi un isomorphisme. La fle`che verticale de gauche est donc surjective. Par
de´finition, les deux espaces vectoriels de dimension finie CH1(X)Q/num et
CHd−1(X)Q/num ont la meˆme dimension. La fle`che verticale de gauche est
donc un isomorphisme. D’apre`s le the´ore`me de Matsusaka, la fle`che infe´rieure
gauche est un isomorphisme. On conclut que l’application
CHd−1(X)Q/hom→CHd−1(X)Q/num
est un isomorphisme. Ceci implique que l’application
CHd−1(X)/hom→CHd−1(X)/num
est un isomorphisme de groupes abe´liens de type fini sans torsion. QED
Rappelons maintenant comment divers the´ore`mes de comparaison im-
pliquent (4) pour i = d− 1, ou` X est une varie´te´ projective, lisse, ge´ome´tri-
quement inte`gre sur un corps k de caracte´ristique ze´ro. Rappelons que pour
un corps alge´briquement clos L contenant k le groupe de Ne´ron–Severi de
XL = X ×k L ne de´pend pas du corps L, car c’est le groupe des compo-
santes connexes du sche´ma de Picard PicXL/L. Nous pouvons donc utiliser la
notation N1 sans risque d’ambigu¨ıte´.
Soit C un 1-cycle sur X qui est nume´riquement e´quivalent a` ze´ro. Il existe
un sous-corps K ⊂ k de type fini sur Q, une varie´te´ X˜ sur K, et un 1-cycle
C˜ sur X˜ tel que X = X˜ ×K k et C = C˜ ×K k. On peut supposer que le
groupe de type fini N1 est engendre´ par les classes de diviseurs effectifs,
re´duits, absolument irre´ductibles D1, . . . , Dr de´finis sur K. Choisissons un
plongementK ⊂ C. SoitK la cloˆture alge´brique deK dans C, et soient X˜K =
X˜ ×K K, X˜C = X˜ ×K C. Le cycle C a une image nulle dans N1 = Num1(X)
si et seulement si C a une intersection nulle avec D1, . . . , Dr. Mais alors C˜ a
une image nulle dans Num1(X˜C). D’apre`s la proposition 1.1, le cycle C˜ a une
image nulle dans le groupe de cohomologie de Betti H2d−2(X˜C,Q(d− 1)).
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Le the´ore`me de comparaison entre la cohomologie e´tale et la cohomologie




Les applications classe de cycle transforment cup-produit en cohomologie en
accouplement d’intersection sur les groupes de Chow.
Partant de cela, on peut montrer que l’application classe de cycle en
cohomologie de Betti et l’application classe de cycle en cohomologie ℓ-adique
sont compatibles avec ces isomorphismes. Une esquisse de de´monstration est
donne´e dans [3, p. 21]. J. Riou nous a montre´ comment une preuve formelle
se de´duit de l’e´nonce´ d’unicite´ pour les applications classe de cycle que l’on
trouve dans [17, Prop. 1.2].
Puisque l’application naturelle
H2d−2e´t (X˜K ,Qℓ(d− 1)) −→ H2d−2e´t (X˜C,Qℓ(d− 1))
est un isomorphisme d’espaces vectoriels sur Qℓ (cf. [12, Cor. VI.4.3]), l’ap-
plication classe de cycle envoie C˜ sur ze´ro dans H2d−2e´t (X˜K ,Qℓ(d − 1)). Par
changement de corps de base de K a` k, on obtient (4) for i = d− 1.
Comme rappele´ ci-dessus, l’accouplement (1) est compatible avec le cup-
produit
H2ie´t(X,Zℓ(i))× H2d−2ie´t (X,Zℓ(d− i))→Zℓ
via l’application classe de cycle. Nous obtenons donc le diagramme commu-
tatif d’accouplements de Γ-modules
N1 × N1 → Z
↓ ↓ ↓
H2ℓ × H2d−2ℓ → Zℓ
(5)
ou` les applications verticales sont injectives. Nous utiliserons l’e´nonce´ sui-
vant : l’accouplement infe´rieur dans (5) est un accouplement parfait, c’est-a`-








L. Illusie nous informe que cet e´nonce´ peut eˆtre e´tablie en utilisant le forma-
lisme Zℓ-adique de Deligne [4, §1.1]. La dualite´ de Poincare´ pour le complexe
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RΓ(X,Z/ℓn) (voir [18, XVIII]) donne naissance a` une dualite´ parfaite pour
les complexes parfaits RΓ(X,Zℓ). On utilise ensuite un argument de type
coefficients universels.
La suite (3) donne naissance a` la suite exacte
0→N1ℓ→HomZℓ(N1,ℓ,Zℓ)→D{ℓ}→0, (6)
ou` la seconde fle`che se factorise de la fac¸on suivante :
N1ℓ→H2ℓ −˜→HomZℓ(H2d−2ℓ ,Zℓ)→HomZℓ(N1,ℓ,Zℓ).
1.2 Le groupe de Brauer
Rappelons le calcul du groupe de Brauer Br(X) (Grothendieck, [5, III.8,
p. 144-147]). Soit ρ = dimQ(NS(X)⊗ Q) le nombre de Picard de X , et soit
b2 le second nombre de Betti de X . Notons Br
0(X) le sous-groupe divisible
maximal de Br(X). On a un isomorphisme de groupes abe´liens :
Br0(X) ∼= (Q/Z)b2−ρ.
Le quotient Br(X)/Br0(X) est fini, plus pre´cise´ment il y a une suite exacte
de Γ-modules
0→Br0(X)→Br(X)→⊕ℓ H3e´t(X,Zℓ(1))tors→0, (7)
ou` ℓ parcourt l’ensemble des nombres premiers.
Soit Bℓ le module de Tate ℓ-adique de Br(X), que l’on de´finit comme la
limite projective des Br(X)[ℓm], m ∈ N. C’est un Zℓ-module libre de type
fini. Le module galoisien Bℓ ne controˆle que le sous-groupe divisible maximal
Br0(X) ⊂ Br(X), en ce sens que Bℓ est aussi isomorphe au module de Tate de
Br0(X), et qu’il y a un isomorphisme canonique de Γ-modules (cf. [5, II.8.1,
p. 144]) :
Br0(X) ∼= ⊕ℓ(Bℓ ⊗Zℓ Qℓ/Zℓ).
La suite de Kummer
1→µn→Gm x 7→x
n−→ Gm→1 (8)
donne naissance aux suites exactes de Γ-modules
0→Pic(X)/ℓm→H2e´t(X, µℓm)→Br(X)[ℓm]→0.
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Puisque le groupe divisible Pic0(X) a une image nulle dans H2e´t(X, µℓm), on
a des suites exactes induites :
0→NS(X)/ℓm→H2e´t(X, µℓm)→Br(X)[ℓm]→0.
En passant a` la limite projective sur m ∈ N, on obtient la suite exacte (8.7)
de [5, III.8.2] :
0→NS(X)⊗ Zℓ→H2e´t(X,Zℓ(1))→Bℓ→0. (9)
La deuxie`me fle`che dans (9) induit un isomorphisme sur les groupes de tor-
sion :
(NS(X)⊗ Zℓ)tors = H2e´t(X,Zℓ(1))tors.
On a donc la suite exacte de Zℓ[Γ]-modules, libres et de type fini comme
Zℓ-modules :
0→N1ℓ→H2ℓ→Bℓ→0. (10)
Comme suite de Zℓ-modules, cette suite est scinde´e. En particulier, pour tout
premier ℓ le Zℓ-sous-module N
1
ℓ ⊂ H2ℓ est primitif, en ce sens que le quotient
H2ℓ /N
1
ℓ est sans torsion.
Tensorisant (10) avec Qℓ/Zℓ et prenant la somme directe sur tous les
premiers ℓ, nous obtenons une suite exacte de Γ-modules
0→N1 ⊗Q/Z→⊕ℓ (H2ℓ ⊗Zℓ Qℓ/Zℓ)→Br0(X)→0,
qui donne naissance a` une 2-extension de Γ-modules
0→N1→N1 ⊗Q→⊕ℓ (H2ℓ ⊗Zℓ Qℓ/Zℓ)→Br0(X)→0. (11)
On utilisera plus loin le lemme facile suivant.
Lemme 1.2 Soit F un groupe abe´lien fini ℓ-primaire, et soit n ∈ N. Soit A
un sous-quotient fini de (Qℓ/Zℓ)
n⊕F . Si l’exposant de A est ℓm, alors l’ordre
de A divise le produit de ℓmn par l’ordre de F [ℓm].
De´monstration. Le groupe A est un quotient de (Qℓ/Zℓ)
r⊕F ′ ⊂ (Qℓ/Zℓ)n⊕F ,
ou` F ′ est un groupe fini. Donc A est un quotient de F ′/ℓm. L’ordre de F ′/ℓm
est e´gal a` l’ordre de F ′[ℓm], qui est un sous-groupe de (Z/ℓm)n⊕F [ℓm]. QED
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1.3 Une suite exacte fondamentale
Proposition 1.3 Soit X un sche´ma de type fini sur un corps k de ca-
racte´ristique ze´ro.
(i) Il y a un complexe naturel, fonctoriel en X et en k :
Br(X)
α−→ Br(X)Γ β−→ H2(k,Pic(X)).
(ii) Supposons H0e´t(X,Gm) = k
∗
. Supposons de plus que l’application
H3e´t(k, k
∗
)→H3e´t(X,Gm)est injective, ce qui est le cas si X posse`de un k-point
ou si k est un corps de nombres. Alors le complexe ci-dessus est une suite
exacte, et l’on a Im(α) = Ker(β) et Coker(α) = Im(β).
De´monstration. Ceci re´sulte de la suite spectrale de Leray
Epq2 = H
p(k,Hqe´t(X,Gm))⇒ Hp+qe´t (X,Gm). (12)
Un k-point sur X de´finit une section de l’application H3e´t(k, k
∗
)→H3e´t(X,Gm).
Pour un corps de nombres k, on a H3e´t(k, k
∗
) = 0. QED
1.4 Restriction et corestriction
Le lemme suivant est certainement bien connu.
Lemme 1.4 Soit X un sche´ma sur un corps k de caracte´ristique nulle, et
soit L ⊂ k une extension finie de k de degre´ n. Il existe des homomorphismes
naturels de restriction et de corestriction
resL/k : Br(X)→Br(XL), coresL/k : Br(XL)→Br(X),


















Ici ΓL = Gal(k/L), et σ(x) =
∑
σi(x), ou` les σi ∈ Γ sont des repre´sentants
des classes Γ/ΓL.
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De´monstration. Rappelons la de´finition de resL/k et coresL/k. Soit f :
Y→X un morphisme fini et plat de k-sche´mas lisses connexes. Soit n le
degre´ de f . On dispose alors de morphismes de faisceaux e´tales
Gm,X→f∗Gm,Y→Gm,X
de´finis sur les fibres par l’injection naturelle pour le premier, par la norme
pour le second. Le morphisme compose´ est l’e´le´vation a` la puissance n. Le
foncteur f∗ de la cate´gorie des faisceaux e´tales sur Y dans la cate´gorie des
faisceaux e´tales sur X est exact [12, Cor. II.3.6]. La suite spectrale de Leray
donne donc un isomorphisme Hpe´t(X, f∗Gm,Y )−˜→Hpe´t(Y,Gm,Y ). On obtient
ainsi les applications
Hpe´t(X,Gm,X)
res−−−−−−→ Hpe´t(Y,Gm,X) cores−−−−−−→ Hpe´t(X,Gm,X)
dont la compose´e est la multiplication par n.
Soit X un sche´ma sur un corps k. Soit L ⊂ k un corps tel que [L : k] = n.
Soit Y = XL = X ×k L. On a l’isomorphisme L ⊗k k→˜kn, dont les diverses
composantes correspondent aux n k-plongements de L dans k.














ou` les applications dans la ligne infe´rieure sont le plongement diagonal et
le produit. L’action du groupe de Galois Γ sur Hpe´t(X,Gm)
n est induite par
l’action naturelle de ΓL sur H
p
e´t(X,Gm). En passant aux sous-groupes Γ-
invariants, et en prenant p = 2, on obtient l’e´nonce´ du lemme. QED
2 De´monstration du the´ore`me principal via
le groupe de Brauer des courbes
2.1 Finitude
The´ore`me 2.1 Soit X une varie´te´ projective, lisse et ge´ome´triquement inte`gre
sur un corps k de caracte´ristique ze´ro. Le conoyau de l’application naturelle
α : Br(X)→Br(X)Γ est fini.
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De´monstration. D’apre`s le calcul de Grothendieck du groupe Br(X) que nous
avons rappele´ au paragraphe 1.2, pour toute puissance ℓn d’un nombre pre-
mier ℓ et tout sous-quotient B de Br(X) le sous-groupe B[ℓn] est fini. Il suffit
donc de montrer que le groupe Coker(α) est d’exposant fini.
Pour cela on peut remplacer k par une extension finie. De fait, si L avec
k ⊂ L ⊂ k, [L : k] = n, est une telle extension, il re´sulte du lemme 1.4 que
l’on a des applications naturelles
Coker(α)→Coker(αL)→Coker(α),
dont la compose´e est la multiplication par n. Il suffit donc de montrer que
Coker(αL) est d’exposant fini.
On peut en particulier supposer que X posse`de un k-point. D’apre`s la pro-
position 1.3(ii) on a Coker(α) = Im(β). Montrons que Im(β) est d’exposant
fini.
Si C est une courbe projective, lisse et ge´ome´triquement inte`gre sur k et
si f : C→X est un k-morphisme, les applications f ∗ : Pic(X)→Pic(C) et






Le the´ore`me de Tsen implique Br(C) = 0 ([5], Cor. 1.3, p. 90). Ainsi
(∗) Pour tout k-morphisme f : C→X, le groupe Im(βX) est dans le noyau
de l’application verticale droite du diagramme ci-dessus.
L’application degre´ Pic(C)→NS(C) = Z donne naissance a` la suite exacte
de modules galoisiens
0→Pic0(C)→Pic(C)→NS(C)→0.
On a donc un diagramme commutatif a` lignes exactes
H2(k,Pic0(X)) → H2(k,Pic(X)) → H2(k,NS(X))
↓ ↓ ↓
0 → H2(k,Pic0(C)) → H2(k,Pic(C)) → H2(k,NS(C)).
(13)
La nullite´ de H1(k,Z) donne le ze´ro a` gauche dans la ligne infe´rieure.
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Comme le corps k est infini, le the´ore`me de Bertini [7] pour les sec-
tions hyperplanes des varie´te´s projectives et lisses implique l’existence d’une
courbe C ⊂ X , definie sur k, section line´aire de X , et qui est lisse et
ge´ome´triquement connexe. Une combinaison du the´ore`me de Bertini et du
the´ore`me de connexion de Zariski (voir [6, Lemme 2.10, p. 210]) montre alors
que sur une cloˆture alge´brique de k, l’image inverse via f : C→X de tout
reveˆtement fini e´tale connexe de X est connexe. Ceci implique en particu-
lier que l’homomorphisme de varie´te´s abe´liennes Pic0X/k→Pic0C/k a un noyau
trivial.
Par le the´ore`me de comple`te re´ductibilite´ de Poincare´ [15, §19, Thm. 1]
il existe donc une sous-vare´te´ abe´lienne A ⊂ Pic0C/k telle que l’application
naturelle
Pic0X/k ×A→Pic0C/k
soit une isoge´nie de varie´te´s abe´liennes sur k.
Puisque l’application H2(k,Pic0(C))→H2(k,Pic(C)) est injective, ceci im-
plique :
(∗∗) Le noyau de l’application compose´e
H2(k,Pic0(X))→H2(k,Pic(X))→H2(k,Pic(C))
a un exposant fini.
Puisque N1 = NS(X)/tors est un groupe abe´lien libre de type fini, on peut
choisir un nombre fini, disons m, de courbes inte`gres sur X telles que l’in-
tersection avec ces courbes de´finit un homomorphisme injectif ι : N1 →֒ Zm.
Par passage aux normalisations on obtient des morphismes de courbes projec-
tives, lisses, connexes de´finies sur k, vers X . Pour la pre´sente de´monstration
on peut remplacer k par une extension finie sur laquelle chacune des courbes
est de´finie.
Nous avons donc des k-courbes Ci, i = 1, . . . , m, projectives, lisses, ge´o-
me´triquement inte`gres et des k-morphismes fi : Ci→X . Les applications
induisent un homomorphisme de Γ-modules
NS(X)→⊕mi=1 NS(C i) = Zm.
D’apre`s (13), (∗) et (∗∗), pour e´tablir le re´sultat annonce´, il suffit de montrer
que le noyau de l’application induite H2(k,NS(X))→H2(k,Zm) est d’expo-
sant fini. Cette application est la compose´e de deux applications :
H2(k,NS(X))→H2(k,N1)→H2(k,Zm).
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Il suffit de montrer que le noyau de chacune de ces deux applications est
d’exposant fini.
De la suite exacte de cohomologie associe´e a` la suite exacte de Γ-modules
0→NS(X)tors→NS(X)→N1→0
on de´duit que l’application
H2(k,NS(X))→H2(k,N1)
a son noyau annule´ par la multiplication par l’exposant du groupe fini NS(X)tors.
Il existe un homomorphisme Zm→N1 tel que la composition d’homomor-
phismes de groupes abe´liens, avec action triviale du groupe de Galois,
N1
ι→֒ Zm→N1
est la multiplication par un entier strictement positif. Le noyau de l’applica-
tion
H2(k,N1)→H2(k,Zm)
est annule´ par la multiplication par cet entier. QED
2.2 Majorations, I
Soit δ0 l’exposant du groupe fini D de´fini dans (3), et soit ν0 l’exposant
du groupe fini NS(X)tors. Soit α l’application naturelle Br(X)→Br(X)Γ.
The´ore`me 2.2 Soit X une varie´te´ projective, lisse et ge´ome´triquement in-
te`gre sur un corps k de caracte´ristique ze´ro. Soit L/k une extension finie telle
que le groupe abe´lien libre de type fini N1 = Num1(X) est engendre´ par les
classes de courbes inte`gres sur X de´finies sur L. Let λ = [L : k].
(i) Si l’on a H1(X,OX) = 0 et si l’application H
3
e´t(k,Gm)→H3e´t(X,Gm)
est injective, alors l’exposant de Coker(α) divise λδ0ν0.
(ii) Si k est un corps de nombres, l’exposant de Coker(α) divise 2λδ0ν0,
et il divise λδ0ν0 si k est totalement imaginaire.
De´monstration. Elle consiste a` de´tailler les e´tapes de la de´monstration du
the´ore`me 2.1. On applique d’abord la proposition 1.3. Pour tout corps de
nombres k, on a H3e´t(k, k
∗
) = 0. Dans ce cas, on a donc Im(α) = Ker(β), et
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donc Coker(α) = Im(β). Ceci vaut aussi sous l’hypothe`se que l’application
H3e´t(k,Gm)→H3e´t(X,Gm) est injective.
On choisit un nombre fini, soit m, de courbes inte`gres C1, . . . , Cm sur X
dont les classes engendrent N1, et on remplace k par une extension finie L
sur laquelle chacune de ces courbes est de´finie. L’argument de restriction-
corestriction au de´but de la de´monstration du the´ore`me 2.1 montre que si
l’on remplace k par l’extension finie L, de degre´ λ, l’exposant Coker(α) divise
le produit de l’exposant de Coker(αL) par l’entier λ. Pour e´tablir le the´ore`me,
il suffit donc de se limiter au cas k = L, c’est-a`-dire a` λ = 1.
Soit Pic(X)→Zm l’application donne´e par restriction aux courbes Ci, sui-
vie de l’application degre´ sur chaque courbe. La de´monstration du the´ore`me
2.1 e´tablit que l’image de β est contenue dans le noyau de l’application in-
duite
H2(k,Pic(X))→H2(k,Zm).
L’application Pic(X)→Zm se factorise comme suit :
Pic(X)→NS(X)→N1→Hom(N1,Z)→Zm.
Nous allons borner l’exposant du noyau de chaque application induite sur
H2(k, •).
En envoyant chaque courbe Ci sur sa classe dans N1 on obtient une suite
exacte de Γ-modules triviaux
0→Zr→Zm→N1→0.





est donc injective. De la suite exacte (3) on tire que le noyau de
H2(k,N1)→H2(k,Hom(N1,Z))
est annule´ par l’exposant de H1(k,D), donc par δ0, l’exposant du groupe D.




est annule´ par l’exposant ν0 de NS(X)tors. Nous avons par ailleurs la suite
exacte
0→Pic0X/k(k)→Pic(X)→NS(X)→0.
Si H1(X,OX) = 0, alors Pic
0
X/k = 0. Si k est un corps de nombres et A
une varie´te´ abe´lienne, on a H2(k, A) = ⊕vH2(kv, A), ou` v parcourt les places
re´elles de k [13, Thm. 6.26 (c), p. 92]. Ainsi l’exposant de H2(k, A) est au
plus 2. Ceci ache`ve la de´monstration du the´ore`me. QED
Remarque. Du the´ore`me 2.2 on de´duit imme´diatement, au moyen du lemme
1.2, une majoration de l’ordre du groupe Coker(α).
3 Diffe´rentielles
3.1 Une remarque ge´ne´rale sur les diffe´rentielles dans
les suites spectrales
Rappelons le cadre ge´ne´ral pour la suite spectrale des foncteurs compose´s.
Soient A, B, C des cate´gories abe´liennes. Supposons que A and B ont suf-
fisamment d’injectifs. Soient G : A→B and F : B→C des foncteurs additifs
exacts a` gauche. Supposons que G envoie les objets injectifs sur des objets
F -acycliques. Alors pour tout objet B ∈ Ob(A) on a la suite spectrale
Epq2 = (RF
p)(RqG)B ⇒ Rp+q(FG)B. (14)
Soient
∂p,q : (R
pF )(RqG)B −→ (Rp+2F )(Rq−1G)B
les applications canoniques dans cette suite spectrale.
Soit
0→A→B→C→0 (15)
une suite exacte dans A. Par application des foncteurs de´rive´s droits de G
on obtient une longue suite exacte dans B. En la tronquant on obtient pour
tout q ≥ 1 une suite exacte
0→B1→(Rq−1G)C→(RqG)A→B2→0, (16)
une application surjective s : (Rq−1G)B→B1, et une application injective
i : B2→(RqG)B. Soit ∂ : (RpF )B2→(Rp+2F )B1 l’homorphisme de connexion
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de´fini par (16). Soit
s∗ = (R
p+2F )(s) : (Rp+2F )(Rq−1G)B→(Rp+2F )B1
l’application induite par s, et, de fac¸on analogue, soit
i∗ = (R
pF )(i) : (RpF )B2→(RpF )(RqG)B
l’application induite par i.
Lemme 3.1 On a ∂ = s∗∂p,qi∗.
De´monstration. Soit
0→A·→B·→C ·→0
une suite exacte de re´solutions injectives de A, resp. B, resp. C. Soient an :
An→An+1 les diffe´rentielles dans A·, et de meˆme dans B· et C ·. On a le
diagramme commutatif
Aq−1/Im(aq−2) → Bq−1/Im(bq−2) → Cq−1/Im(cq−2) → 0
↓ ↓ ↓
0 → Ker(aq) → Ker(bq) → Ker(cq) .
En appliquant le lemme du serpent on obtient la suite exacte
(Rq−1G)A→(Rq−1G)B→(Rq−1G)C→(RqG)A→(RqG)B→(RqG)C.
En la tronquant on obtient (16). Par une chasse au diagramme on ve´rifie que
la suite (16) est e´quivalente a` la 2-extension
0→(Rq−1G)B→Bq−1/bq−2(Bq−2)→Ker(bq)→(RqG)B→0 (17)
tire´e en arrie`re via i : B2→(RqG)B et pousse´e en avant via s : (Rq−1G)B→B1.
Par de´finition, l’application canonique ∂p,q est l’homomorphisme de connexion
(RpF )(RqG)B −→ (Rp+2F )(Rq−1G)B
de´fini par (17), donc s∗∂p,qi∗ = ∂. QED
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3.2 Applications au groupe de Brauer
De la suite de Kummer (8) on tire la 2-extension de Γ-modules
0→Pic(X)/Pic(X)[n]→Pic(X)→H2e´t(X, µn)→Br(X)[n]→0, (18)
ou` la seconde fle`che est de´finie par la multiplication par n sur Pic(X).






Ici ∂ est l’homomorphisme de connexion de´fini par (18), et les fle`ches verti-
cales sont les applications naturelles e´videntes.
De´monstration. Dans le cadre de (14) et du lemme 3.1, soit A la cate´gorie des
faisceaux e´tales sur X , soit B la cate´gorie des Γ-modules continus discrets, et
soit C la cate´gorie des groupes abe´liens. Soit G = π∗, ou` π : X→Spec(k) est
le morphisme structural. Soit F (M) = MΓ. Soit A = µn,X , B = C = Gm,X .
Pour (15), prenons la suite de Kummer (8). Prenons p = 0 et q = 2. La
suite exacte (16) associe´e est pre´cise´ment la suite (18). Il reste a` appliquer le
lemme 3.1 : la fle`che verticale de gauche dans le diagramme est i∗, la fle`che
horizontale infe´rieure est β = ∂0,2, et la fle`che verticale de droite est s∗. QED
De la suite exacte
0→Pic0(X)→Pic(X)→NS(X)→0
on tire facilement la suite exacte
0→Pic0(X)/Pic0(X)[n]→Pic(X)/Pic(X)[n]→NS(X)/NS(X)[n]→0.
Le sous-groupe divisible Pic0(X) ⊂ Pic(X) est contenu dans le noyau de
Pic(X)→H2e´t(X, µn), donc de (18) on tire la 2-extension de Γ-modules
0→NS(X)/NS(X)[n]→NS(X)→H2e´t(X, µn)→Br(X)[n]→0, (19)
ou` la seconde fle`che est induite par la multiplication par n sur NS(X).
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Dans ce diagramme, ∂ est l’homomorphisme de connexion de´fini par (19), et
les fle`ches verticales sont les applications naturelles e´videntes.
De´monstration. C’est une conse´quence imme´diate de la proposition 3.2. QED






Dans ce diagramme, ∂ est l’homomorphisme de connexion de´fini par (11), et
les fle`ches verticales sont les applications naturelles e´videntes.
De´monstration. Soit n un entier positif non nul divisible par l’exposant ν0 de
NS(X)tors. Pour un tel n la suite exacte (19) se lit
0→N1→NS(X)→H2e´t(X, µn)→Br(X)[n]→0,
l’applicationN1→NS(X) e´tant induite par la multiplication par n sur NS(X).
E´crivons n =
∏
ℓ nℓ, ou` nℓ est une puissance du nombre premier ℓ.
Soit Pℓ = NS(X){ℓ}, et soit Im(Pℓ) l’image de Pℓ par l’application com-
pose´e
NS(X)→H2e´t(X,Zℓ(1))→H2e´t(X, µnℓ).
On a le diagramme commutatif suivant de Γ-modules, dont les lignes sont
exactes :
0 → N1 −→ N1 ⊗Q → ⊕ℓ(H2ℓ ⊗Zℓ Qℓ/Zℓ) → Br0(X) → 0
|| ↑ ↑ ↑
0 → N1 ×n−→ N1 → ⊕ℓH2ℓ /nℓ → Br0(X)[n] → 0
|| || ↓ ↓
0 → N1 ×n−→ N1 → ⊕ℓH2e´t(X, µnℓ)/Im(Pℓ) → Br(X)[n] → 0
|| ↑ ↑ ||
0 → N1 ×n−→ NS(X) → H2e´t(X, µn) → Br(X)[n] → 0.
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La suite exacte de la premie`re ligne est obtenue en tensorisant (10) avec Qℓ/Zℓ
puis en prenant la somme directe sur tous les premiers ℓ. Pour construire la
suite exacte de la seconde ligne, on tensorise (10) avec Z/nℓ, puis on prend la
somme directe sur tous les premiers ℓ. La fle`che verticale N1→N1⊗Q envoie
x sur x ⊗ 1
n
. Toutes les autres fle`ches verticales sont les fle`ches naturelles
e´videntes.
En utilisant ce diagramme, on de´duit du corollaire 3.3 que la restriction
de l’application compose´e
Br(X)Γ
β−→ H2(k,Pic(X)) −→ H2(k,N1)
a` Br0(X)Γ ⊂ Br(X)Γ est l’homomorphisme de connexion de´fini par (11), la
2-extension supe´rieure dans le grand diagramme ci-dessus. QED
4 De´monstration du the´ore`me principal via
les cycles transcendants
Dans tout ce paragraphe,X est une varie´te´ projective, lisse et ge´ome´triquement
inte`gre sur un corps k de caracte´ristique nulle.
4.1 Re´seaux de cycles alge´briques et de cycles trans-
cendants
Soit ℓ un nombre premier. PourM un Zℓ-module, on noteM
∗ = HomZℓ(M,Zℓ).
Dans le diagramme commutatif d’accouplements Γ-e´quivariants
N1ℓ × N1,ℓ → Zℓ
↓ ↓ ||
H2ℓ × H2d−2ℓ → Zℓ
vu au paragraphe 1.1, les fle`ches verticales sont injectives (the´ore`mes de Mat-
susaka et de Lieberman), En outre, l’accouplement infe´rieur induit des iso-
morphismes H2ℓ = (H
2d−2
ℓ )
∗ et H2d−2ℓ = (H
2
ℓ )
∗. En utilisant la suite exacte
(6) et la remarque subse´quente, on voit que la fle`che compose´e
N1ℓ→H2ℓ −˜→(H2d−2ℓ )∗→N∗1,ℓ
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est une application injective de conoyau D{ℓ}, ou` D est le groupe abe´lien
fini de´fini en (3). En particulier, cette application est un isomorphisme si ℓ
ne divise pas l’ordre δ de D.
Comme on a vu au paragraphe 1.2, le sous-groupe N1ℓ ⊂ H2ℓ est pri-
mitif. Par contre Kolla´r (voir [22], Thm. 14) a montre´ que N1,ℓ n’est pas
force´ment un sous-groupe primitif de H2d−2ℓ . Voici comment reme´dier a` cet
e´tat de choses. Tout d’abord, si ℓ ne divise pas δ, l’application naturelle
(H2d−2ℓ )
∗→N∗1,ℓ est surjective, donc N1,ℓ est primitif dans H2d−2ℓ . Pour tout ℓ,
on de´finit le Γ-module Mℓ comme le sature´ de N1,ℓ dans H
2d−2




ℓ ∩ ( N1,ℓ ⊗Zℓ Qℓ) ⊂ H2d−2ℓ ⊗Zℓ Qℓ.
Si ℓ ne divise pas δ, alorsMℓ = N1,ℓ. Nous de´finissons ensuite le Γ-moduleM
comme le sous-groupe de N1 ⊗Q forme´ des e´le´ments qui, pour tout premier
ℓ, s’envoient dans Mℓ par l’application naturelle
N1 ⊗Q −→ N1 ⊗Qℓ ∼= Mℓ ⊗Zℓ Qℓ.
On a donc N1 ⊂ M ⊂ N1 ⊗ Q. On obtient aussi une forme biline´aire Γ-
e´quivariante N1 ×M→Q. Par tensorisation avec Zℓ pour chaque premier ℓ
on voit que c’est en fait une forme biline´aire entie`re
N1 ×M→Z
qui prolonge l’accouplement d’intersection sur N1 ×N1. Cela donne la suite
exacte de Γ-modules
0→N1→Hom(M,Z)→E→0, (20)
qui de´finit le Γ-module fini E, et pour chaque ℓ cela donne la suite exacte
0→N1ℓ→M∗ℓ→E{ℓ}→0. (21)
Le Γ-module E est un sous-Γ-submodule of D, et D/E = Hom(M/N1,Q/Z).
Donc |D/E| = |M/N1|. Notons que si d = 2, c’est-a`-dire si X est une surface,
alors N1,ℓ = N
1
ℓ ⊂ H2ℓ est primitif, donc M = N1 et D = E.
Soit Sℓ ⊂ H2ℓ l’orthogonal de N1,ℓ (ou deMℓ) par rapport au cup-produit.
Soit Tℓ ⊂ H2d−2ℓ l’orthogonal de N1ℓ par rapport au cup-produit. En dualisant
la suite exacte de Γ-modules, libres et de type fini comme Zℓ-modules,
0→Tℓ→H2d−2ℓ →(N1ℓ )∗→0
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on obtient la suite exacte de Γ-modules, libres et de type fini comme Zℓ-
modules,
0→N1ℓ→H2ℓ→T ∗ℓ→0. (22)
Ceci de´finit une identification canonique T ∗ℓ = Bℓ, ou` Bℓ est le module de
Tate du groupe de Brauer de´fini au paragraphe 1.2.
Puisque Mℓ ⊂ H2d−2ℓ est un sous-groupe primitif, le cup-produit donne la
suite exacte suivante :
0→Sℓ→H2ℓ→M∗ℓ→0. (23)
L’application compose´eN1ℓ ⊂ H2ℓ →˜(H2d−2ℓ )∗→M∗ℓ→(N1,ℓ)∗ est injective. Ainsi
Sℓ ∩ N1ℓ = 0. En utilisant (22) and (23) on voit que pour tout premier ℓ on
a des isomorphismes canoniques de Γ-modules
E{ℓ} =M∗ℓ /N1ℓ = H2ℓ /(N1ℓ ⊕ Sℓ) = T ∗ℓ /Sℓ.
On a donc une suite exacte naturelle
0→M∗ℓ /N1ℓ→(Sℓ ⊗Zℓ Qℓ/Zℓ)⊕ (N1ℓ ⊗Zℓ Qℓ/Zℓ)→H2ℓ ⊗Zℓ Qℓ/Zℓ→0. (24)
Nous ferons usage du diagramme commutatif suivante de Γ-modules, dont
les colonnes et les lignes sont exactes :
0 0
↓ ↓
0 → M∗ℓ /N1ℓ → Sℓ ⊗Zℓ Qℓ/Zℓ → Br0(X){ℓ} → 0
↓ ↓ ||
0 → N1ℓ ⊗Zℓ Qℓ/Zℓ → H2ℓ ⊗Zℓ Qℓ/Zℓ → Br0(X){ℓ} → 0
↓ ↓




La ligne me´diane, respectivement la colonne me´diane, est la suite exacte
(22), respectivement la suite exacte (23), tensorise´e avec Qℓ/Zℓ. Le reste du
diagramme se de´duit de (24).
En prenant la somme directe sur tous les premiers ℓ, on de´duit de (25)
l’e´quivalence des 2-extensions
0 → N1 → Hom(M,Z) → ⊕(Sℓ ⊗Zℓ Qℓ/Zℓ) → Br0(X) → 0
|| ↓ ↓ ||
0 → N1 → N1 ⊗Q → ⊕(H2ℓ ⊗Zℓ Qℓ/Zℓ) → Br0(X) → 0
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L’extension supe´rieure est le produit de Yoneda des 1-extensions de Γ-modules
(20) et
0→E→⊕ (Sℓ ⊗Zℓ Qℓ/Zℓ)→Br0(X)→0. (26)
Notons ∂1 : Br
0(X)Γ→H1(k, E) et ∂2 : H1(k, E)→H2(k,N1) les diffe´rentielles
de´finies par ces 1-extensions.
Proposition 4.1 L’application compose´e
Br0(X)Γ →֒ Br(X)Γ β−→ H2(k,Pic(X))→H2(k,N1)
co¨ıncide, au signe pre`s, avec l’application compose´e
Br0(X)Γ
∂1−→ H1(k, E) ∂2−→ H2(k,N1).
En particulier l’image de β(Br0(X)Γ) dans H2(k,N1) est annule´e par l’expo-
sant de E.
De´monstration. Nous avons vu que (11) est e´quivalent au produit de Yoneda
de (20) et (26), la proposition re´sulte donc du corollaire 3.4. QED
4.2 Majorations, II
Soit γ l’ordre du groupe fini ⊕ℓH3e´t(X,Zℓ(1))tors, et soit γ0 son exposant.
Soit ε0 l’exposant du groupe fini E de´fini en (20). L’entier ε0 divise δ0, qui
est l’exposant du groupe fini D de´fini en (3). Rappelons que ν est l’ordre du
groupe fini NS(X)tors, et que ν0 est son exposant.
Si d = 2, c’est-a`-dire si X est une surface, alors H2e´t(X,Zℓ(1))tors est dual
de H3e´t(X,Zℓ(1))tors, donc γ = ν et γ0 = ν0. Dans ce cas N
1 = N1, et on a
l’accouplement biline´aire syme´trique
N1 ×N1→Z,
dont le noyau est trivial. L’entier δ = |D| est alors la valeur absolue du
de´terminant de cet accouplement. Toujours dans ce cas, les groupes D et E
co¨ıncident, donc δ = ε et δ0 = ε0.
Sur un corps quelconque (de caracte´ristique ze´ro), nous avons le re´sultat
suivant.
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The´ore`me 4.2 Soit X une varie´te´ projective, lisse et ge´ome´triquement inte`gre
sur un corps k de caracte´ristique nulle, telle que H1(X,OX) = 0. Supposons
que l’application canonique H3e´t(k, k
∗
)→H3e´t(X,Gm) est injective (ce qui est
le cas si X posse`de un k-point). Alors :
(i) L’exposant du conoyau de
α : Br(X)→Br(X)Γ
divise γ0ε0ν0, et l’ordre de Coker(α) divise γ(ε0ν0)
b2−ρ.
(ii) Si X est une surface, l’exposant de Coker(α) divise δ0ν
2
0 , et l’ordre de
Coker(α) divise ν(δ0ν0)
b2−ρ.
De´monstration. Sous nos hypothe`ses, Coker(α) = Im(β) d’apre`s la proposi-
tion 1.3, il suffit donc d’estimer la taille de β(Br(X)Γ). De (7) on de´duit la
suite exacte
0→Br0(X)Γ→Br(X)Γ→⊕ℓ H3e´t(X,Zℓ(1))Γtors.
Ceci implique que |β(Br(X)Γ)| divise γ|β(Br0(X)Γ)|, et l’exposant de β(Br(X)Γ)




D’apre`s la proposition 4.1, le groupe ε0.β(Br
0(X)
Γ
) est un sous-groupe
de
Ker[H2(k,Pic(X))→H2(k,N1)].
On a la suite exacte courte
H2(k,Pic0(X))→H2(k,Pic(X))→H2(k,NS(X))
et la suite exacte courte
H2(k,NS(X)tors)→H2(k,NS(X))→H2(k,N1).
L’hypothe`se H1(X,OX) = 0 implique Pic




) divise ν0. Ainsi l’exposant de β(Br
0(X)
Γ
) divise ε0.ν0. Le
groupe β(Br0(X)
Γ
) est un sous-quotient de (Q/Z)b2−ρ. Le lemme 1.2 donne
alors une borne pour l’ordre de β(Br0(X)
Γ
), qui donne la borne annonce´e
pour l’ordre de β(Br(X)Γ) = Coker(α). L’e´nonce´ pour une surface re´sulte
des faits ge´ne´raux rappele´s au de´but de ce paragraphe. QED
Lorsque le corps de base k est un corps de nombres, nous pouvons e´noncer
un re´sultat sans la restriction H1(X,OX) = 0.
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The´ore`me 4.3 Soit Xune varie´te´ projective, lisse et ge´ome´triquement inte`gre
sur un corps de nombres k. Alors :
(i) L’exposant du conoyau de
α : Br(X)→Br(X)Γ
divise 2γ0ε0ν0, et il divise γ0ε0ν0 si k est totalement imaginaire. L’ordre de
Coker(α) divise γ(2ε0ν0)
b2−ρ, et il divise γ(ε0ν0)
b2−ρ si k est totalement ima-
ginaire.
(ii) Si X est une surface, l’exposant de Coker(α) divise 2δ0ν
2
0 , et il divise
δ0ν
2
0 si k est totalement imaginaire ; l’ordre de Coker(α) divise ν(2δ0ν0)
b2−ρ,
et il divise ν(δ0ν0)
b2−ρ si k est totalement imaginaire.
De´monstration. Pour un corps de nombres k, on a H3e´t(k, k
∗
) = 0. Si l’on suit
la de´monstration du the´ore`me 4.2, le re´sultat provient du fait que le groupe
H2(k,Pic0(X)) est un groupe fini d’exposant 2, et que ce groupe est nul si k
est totalement imaginaire. C’est un fait ge´ne´ral pour les varie´te´s abe´liennes
sur un corps de nombres [13, Thm. 6.26 (c), p. 92]. L’e´nonce´ pour les surfaces
se de´duit de l’e´nonce´ ge´ne´ral comme dans la pre´ce´dente de´monstration. QED
Remarque On a l’isomorphisme
NS(X)tors = ⊕ℓH2e´t(X,Zℓ(1))tors.
La dualite´ de Poincare´ implique que les groupes finis H2e´t(X,Zℓ(1))tors et
H2d−1e´t (X,Zℓ(d− 1))tors sont duaux l’un de l’autre.
La proposition suivante apporte un comple´ment utile au the´ore`me 4.3.
Pour un corps de nombres k on note kv la comple´tion de k en une place
non archime´dienne v et knrv l’extension maximale non ramifie´e de kv. Pour
S un ensemble fini de places finies de k et E un module galoisien fini, on
note H1S(k, E) le sous-groupe de H
1(k, E) forme´ des e´le´ments non ramifie´s en
dehors de S, c’est-a`-dire l’intersection, pour tous les v /∈ S, des noyaux des
applications de restriction naturelles H1(k, E)→H1(knrv , E).
Proposition 4.4 Soit Xune varie´te´ projective, lisse et ge´ome´triquement in-
te`gre sur un corps de nombres k, avec bonne re´duction en dehors d’un en-
semble fini S de places finies de k. Soit E le Γ-module fini de´fini en (20).
Soit TE l’ensembles des places finies de k divisant l’ordre de E. Alors
∂1(Br
0(X)Γ) ⊂ H1S∪TE(k, E).
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De´monstration. Soit Iv = Gal(kv/kv) le groupe d’inertie. Il est bien connu
que si v est une place de bonne re´duction, et si la caracte´ristique re´siduelle
est diffe´rente de ℓ, alors l’action naturelle de Iv sur H
2
e´t(X, µℓm), m ≥ 1, et
donc sur H2e´t(X,Zℓ(1)), est triviale (the´ore`me de changement de base lisse,
voir [12, Cor. VI.4.2]). Via la suite de Kummer, ceci implique que Iv agit
trivialement sur Br(X){ℓ}. Mais Iv agit aussi trivialement sur Sℓ ⊂ H2ℓ ,
donc la diffe´rentielle
∂ : Br0(X){ℓ}Iv −→ H1(knrv , E{ℓ})
de´finie par la suite exacte de Iv-modules
0→E{ℓ}→Sℓ ⊗Zℓ Qℓ/Zℓ→Br0(X){ℓ}→0,
(ligne supe´rieure de (25)) est nulle. Donc, pour v /∈ S∪TE , l’image de Br0(X)Γ
dans H1(k, E) est dans le noyau de l’application de restriction a` H1(knrv , E).
QED
5 Applications aux surfaces
Proposition 5.1 Soit X une surface K3 sur un corps k de caracte´ristique
nulle. Supposons que l’application H3e´t(k, k
∗
)→H3e´t(X,Gm) est injective (c’est
le cas si k est un corps de nombres ou si X posse`de un k-point). Soit α
l’application naturelle Br(X)→Br(X)Γ. L’exposant de Coker(α) divise δ0, et
l’ordre de ce groupe divise δb2−ρ0 .
De´monstration. Pour X une surface K3, on a H1(X,OX) = 0, et le groupe
de Ne´ron–Severi NS(X) est sans torsion, donc ν = 1. L’e´nonce´ est un cas
particulier du the´ore`me 4.2 (ii). QED
Exemples
1. Soit X ⊂ P3k une surface quartique diagonale sur un corps de ca-
racte´ristique ze´ro. Il est bien connu que l’on a δ = 64 et δ0 = 8, voir [16]. Ceci
implique de´ja` que tout e´le´ment d’ordre impair de Br(X)Γ vient de Br(X). En
outre, b2 = 22 et ρ = 20. En suivant la de´monstration du the´ore`me 4.2, on
voit que Coker(α) est un sous-quotient de (Q2/Z2)
2. Puisque son exposant
divise 8, Coker(α) est isomorphe a` un sous-groupe de (Z/8)2.
2. Soit k un corps de caracte´ristique ze´ro. Supposons que X ⊂ Pgk est une
surface K3 “tre`s ge´ne´rale”, c’est-a`-dire que NS(X) ∼= Z et est engendre´ par
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la classe d’une section hyperplane H . On a δ = (H.H) = 2g − 2. La suite
exacte (3) se lit alors
0→Z→Z→D→0,
ou` E = D = Z/(2g−2) avec Γ-action triviale. La de´monstration du the´ore`me
4.2 donne une injection
Coker(α) →֒ (Z/(2g − 2))21.
Comme on a H1(k,Z) = 0, l’application
∂1 : H
1(k,D)→H2(k,Z) = H2(k,NS(X)) = H2(k,Pic(X))
est injective. Si k est un corps de nombres, S est l’ensemble des places finies
de mauvaise re´duction de X , et T l’ensemble des places divisant 2g−2, alors
la proposition 4.4 donne un homomorphisme injectif
Coker(α) →֒ H1S∪T (k,Z/(2g − 2)).
Pour X le produit de deux courbes on a un re´sultat similaire au the´ore`me
4.2 (ii) bien qu’ici H1(X,OX) 6= 0.
Proposition 5.2 Soit X = C1 × C2 le produit de deux courbes projectives,
lisses et ge´ome´triquement inte`gres sur un corps k de caracte´ristique nulle.
Soit J1, resp. J2, la jacobienne de C1, resp. C2. Supposons que X posse`de un
k-point. Alors :
(i) L’exposant du conoyau de Br(X)→Br(X)Γ divise δ0.
(ii) Si Homk(J1, J2) = 0, alors l’application Br(X)→Br(X)Γ est surjec-
tive.




2) : Pic(C1)⊕ Pic(C2) −→ Pic(X)
est une injection scinde´e, dont une re´traction est donne´e par le choix d’un k-




Le conoyau de (p∗1, p
∗
2) est le Γ-module Homk−grp(J1, J2), qui est libre et de
type fini comme groupe abe´lien. Il y a une suite exacte induite de Γ-modules




un scindage e´tant donne´ par le point M . En utilisant le k-point M ∈ X(k)
on obtient donc un diagramme commutatif
H2(k,Pic0(X)) → H2(k,Pic(X))
↓ ≃ ↓
H2(k,Pic0(C1)⊕ Pic0(C2)) →֒ H2(k,Pic(C1)⊕ Pic(C2)).
(27)
L’injection dans la ligne infe´rieure vient de la nullite´ de H1(k,Z).
Nous suivons la de´monstration du the´ore`me 2.1. D’apre`s la proposition
1.3, for i = 1, 2, nous avons des diagrammes commutatifs de suites exactes
Br(X) → Br(X)Γ βX−→ H2(k,Pic(X))
↓ ↓ ↓
Br(Ci) → Br(C i)Γ
βCi−→ H2(k,Pic(C i)).
Par le the´ore`me de Tsen, on a Br(C i) = 0. Ainsi
β(Br(X)Γ) ⊂ Ker[H2(k,Pic(X))→H2(k,Pic(C1)⊕ Pic(C2))].
Puisque NS(X) est sans torsion, on voit (remarque apre`s le the´ore`me 4.3)
que H3e´t(X,Zℓ(1)) est sans torsion pour tout ℓ, ce qui implique Br
0(X) =
Br(X). D’apre`s la proposition 4.1, l’image de Br(X)Γ = Br0(X)Γ dans le
groupe H2(k,N1) = H2(k,NS(X)) est annule´e par δ0. Ainsi tout e´le´ment
dans δ0.β(Br(X)
Γ) ⊂ H2(k,Pic(X)) vient de H2(k,Pic0(X)) et a une image
nulle dans H2(k,Pic(C1) ⊕ Pic(C2)). De (27) on de´duit δ0.β(Br(X)Γ) = 0.
Ceci e´tablit (i).
Si Homk−grp(J1, J2) = 0, alors NS(C1) ⊕ NS(C2)−˜→NS(X) et δ = 1.
QED
Exemples
1. Lorsque C1 = E et C2 = E
′ sont des courbes elliptiques non isoge`nes,
sur k, on comparera l’e´nonce´ ci-dessus avec [21, Prop. 3.3].
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2. Si C1 = C2 est une courbe elliptique E sans multiplication complexe
sur k, alors NS(X) est un groupe abe´lien libre de rang 3 engendre´ par les
classes de E×{0}, de {0}×E et de la diagonale ∆. On a δ = 2, b2 = 6, ρ = 3,
donc le conoyau de α : Br(X)→Br(X)Γ est isomorphe a` un sous-groupe de
(Z/2)3. Dans [21, Prop. 4.3] on trouvera un exemple avec Coker(α) 6= 0.
6 Varie´te´s ouvertes
Nous offrons ici une re´ponse partielle a` une question souleve´e par T.
Szamuely.
Proposition 6.1 Soit k un corps de type fini sur Q. Soit U une k-varie´te´
quasi-projective et lisse. Le groupe H1e´t(U,Q/Z)
Γ est fini.
De´monstration. Ceci est une reformulation d’un cas particulier d’un re´sultat
de Katz et Lang [8, Thm. 1, p. 295]. On peut aussi l’e´tablir par la me´thode
plus ge´ne´rale suivante. On peut supposer U/k ge´ome´triquement connexe. Par
le the´ore`me d’Hironaka, il existe une k-varie´te´ projective, lisse et ge´ome´tri-
quement inte`gre X qui contient U comme ouvert dense. Soit Z = X \ U ,
et soit F ⊂ Z le lieu singulier de Z. Soit X0 = X \ F et soit Z0 = Z \ F .
Puisque X0 et F 0 sont lisses, les suites de localisation pour la cohomologie


















La k-varie´te´ lisse Z0 se de´compose comme union disjointe Z0 = ∪iZi de k-
varie´te´s lisses connexes. Soit ki la fermeture inte´grale de k dans le corps de
fonctions k(Zi). Choisissons un k-plongement ki ⊂ k. Soit Γi = Gal(k/ki). Le
groupe H0(Z
0
,Qℓ/Zℓ(−1))Γ est la somme directe des groupes⊕i(Qℓ/Zℓ(−1))Γi .
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Chaque groupe (Qℓ/Zℓ(−1))Γi est fini ; de plus, il est nul pour presque tout ℓ.
De fait, cet e´nonce´ se rame`ne imme´diatement a` l’e´nonce´ suivant : si k est un
corps de nombres et Γ = Gal(k/k), alors (Qℓ/Zℓ(−1))Γ est fini, et nul pour
presque tout ℓ. On est donc ramene´ a` ve´rifier que H1e´t(X,Qℓ/Zℓ)
Γ est fini et
nul pour presque tout ℓ. Ceci re´sulte du the´ore`me de changement de base
propre et des conjectures de Weil (cf. [1, Thm. 1.5]). QED
The´ore`me 6.2 Soit k un corps de type fini sur Q et soit U une k-varie´te´
quasi-projective, lisse et ge´ome´triquement inte`gre sur k. Alors :
(i) Le quotient Br(U)Γ/Im(Br(U)) est un groupe fini.
(ii) Si U est une surface, et si la conjecture de Tate ℓ-adique pour les
diviseurs vaut pour une compactification lisse de U , Br(U){ℓ}Γ is finite.
(iii) Si la conjecture de Tate ℓ-adique pour les diviseurs vaut pour une
compactification lisse de U , et si de plus le module galoisien H2e´t(X,Qℓ(1))
est semi-simple, alors Br(U){ℓ}Γ est fini.
De´monstration. Nous suivons la de´monstration de la proposition 6.1 et nous
utilisons les meˆmes notations. Les suites exactes de localisation pour la coho-
mologie e´tale a` coefficients finis et le the´ore`me de purete´ donnent naissance




Comme la codimension de F dans X est au moins 2, le the´ore`me de purete´
pour le groupe de Brauer montre que l’application de restriction
Br(X)→Br(X0)








D’apre`s la proposition 6.1, le groupe H1e´t(F
0
,Q/Z)Γ est fini. Les e´nonce´s (ii)
and (iii) sont alors une conse´quence de la finitude de Br(X){ℓ}Γ, laquelle
vaut sous les hypothe`ses de (ii) ou (iii), cf. [2, Prop. 4.1].
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Par fonctorialite´ on a un diagramme commutatif de suites exactes




Br(X) → Br(U) .
D’apre`s le the´ore`me 2.1, le quotient Br(X)Γ/Im(Br(X)) est fini. D’apre`s
la proposition 6.1, le groupe H1e´t(F
0
,Q/Z)Γ est fini. Ceci implique que le
quotient Br(U)Γ/Im(Br(U)) est aussi fini, ce qui est l’e´nonce´ (i). QED
Remarque Nous ne savons pas si (i) vaut sur tout corps k de caracte´ristique
nulle.
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