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Abstract
Nanoscale Electronic Transport Studies
of Novel Strongly Correlated Materials
by
Will J. Hardy
Strongly correlated materials are those in which the electron-electron
and electron-lattice interactions play pivotal roles in determining many
aspects of observable physical behavior, including the electronic and mag-
netic properties. In this thesis, I describe electronic transport studies of
novel strongly correlated materials at the nanoscale. After introducing
basic concepts, briefly reviewing historical development of the field, and
discussing the process of making measurements on small length scales,
I detail experimental results from studies of four specific materials: two
transition metal oxide systems, and two layered transition metal dichalco-
genides with intercalated magnetic moments. The first system is a modi-
fied version of a classic strongly correlated material, vanadium dioxide
(VO2), which here is doped with hydrogen to suppress its metal-insulator
transition and stabilize a poorly metallic phase down to liquid helium tem-
peratures. Doped VO2 nanowires, micron flakes, and thin films display
magnetoresistance (MR) consistent with weak localization physics, along
with mesoscopic resistance fluctuations over short distances, raising ques-
tions about how to model transport in bad-metal correlated systems. A
second transition metal oxide system is considered next: Quantum wells
in SrTiO3 sandwiched between layers of SmTiO3, in which anoma-
lous voltage fluctuation behavior is observed in etched nanostructures at
low temperatures. After well-understood alternative origins are ruled out,
an explanation is proposed involving a time-varying thermopower due
to two-level fluctuations of etching-induced defects. Next, I shift to the
topic of layered itinerant magnetic materials with intercalated moments,
starting with Fe0.28TaS2, a hard ferromagnet (FM) with strong spin-orbit
coupling. Here, a surprisingly large MR of nearly 70% is observed, an es-
pecially striking feature given that the closely related compounds at Fe
intercalation fractions of 1/4 or 1/3 have MR nearly two orders of mag-
nitude smaller. In the latter compounds, the Fe atoms are arranged in
ordered superlattices, whereas for the 0.28 case, a portion of the Fe mo-
ments deviate from ordered arrangement and are relatively easily flipped
by an external magnetic field to become anti-aligned with neighboring or-
dered Fe moments. This situation, combined with strong spin-orbit cou-
pling, results in enhanced charge carrier scattering and greatly increased
resistance. The thesis concludes with a study of a second layered mag-
netic material, V5S8 (structurally equivalent to V0.25VS2), which is found
to have a magnetic field driven phase transition at low temperatures,
believed to be from antiferromagnetic ordering to a paramagnetic phase.
This transition is first order in thick crystals, but becomes second order as
the crystal thickness decreases toward 10 nm. Together, the experiments
described in this thesis highlight the complexity and diversity of strongly
correlated materials, while showcasing the power of nanoscale electronic
transport in delivering an improved understanding of these systems.
Copyright c  2017 Will J. Hardy.
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1.1 Crystal structure of the layered ferromagnet Fe0.25TaS2. Fe
atoms, red, are intercalated in a superlattice arrangement between
planes of TaS2 (Ta = green, S = yellow). Figure reproduced with
permission from [1]. c  2007 American Physical Society. . . . . . . . 6
1.2 Band structure diagrams of (a) Si and (b) GaAs. EV represents
the valence band maximum in energy; EC represents the conduction
band minimum in energy; Eg is the bandgap (closest vertical distance
between valence and conduction bands). Si is an indirect bandgap
material (the valence band maximum and conduction band minimum
are o↵set in k-space), while GaAs is direct-gap. The + signs represent
holes in the valence band, and - signs represent electrons in the con-
duction band. Figure reproduced with permission from [2]. c  2006
John Wiley and Sons, Inc. . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Phase diagram of vanadium dioxide The tensile stress–strain–
temperature phase diagram of VO2, showing a “solid-state triple point”
at 65.0 C. A high temperature metallic rutile phase (R) competes with
three insulating phases, two of which have monoclinic crystal structure
(M1 and M2) while another is tetragonal (T). Figure reproduced with
permission from [3]. c  2013 Macmillan Publishers Ltd. . . . . . . . 10
1.4 Generic temperature–doping phase diagram of copper oxide
superconductors. Details vary for di↵erent specific materials, but
the overall scheme is fairly consistent. Figure reproduced with permis-
sion from [4]. c  2010 Macmillan Publishers Ltd. . . . . . . . . . . . 13
xi
2.1 Comparison of four-terminal and two-terminal resistance mea-
surements (a) A typical circuit for simultaneous measurement of
four-terminal longitudinal resistance Rxx = Vxx/I and Hall resistance
Rxy = Vxy/I using a constant-current ac source. The blue rectangle
represents the material under study, with gold contacts wired to the
measurement apparatus. One voltage probe contact is not used; the
test structure is designed so that comparisons of measured resistances
can be made using di↵erent sets of contacts. (b) A typical two-terminal
resistance measurement circuit. . . . . . . . . . . . . . . . . . . . . . 30
2.2 PPMS Probe and Dewar Design Schematics Upper left: PPMS
probe including sample chamber (center tube) and superconducting
magnet. Upper right: Close cross section view of sample chamber and
helium flow impedance area. Lower image: Helium dewar in which
the PPMS probe is installed. The dewar is shown sideways; in normal
operation, the left side flange faces up. The large central cavity is
designed to maximize liquid helium volume around the magnet. Figure
reproduced with permission from [5]. Copyright c  2017 Quantum
Design Inc. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1 Insulator-metal phase transition in vanadium dioxide. Here,
the transition is visualized through a dramatic, hysteretic change of
resistivity as a function of temperature. The resistivity falls by approx-
imately four orders of magnitude over a narrow temperature range of a
few Kelvin, yet the metallic state’s resistivity is still large – on the order
of 1 m⌦ cm. Figure reproduced from [6] under a Creative Commons
license. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
xii
3.2 Hydrogenation of VO2. Optical images of two gold-contacted VO2
beams before catalytic hydrogenation at (a,d) 30 C in the insulating
phase or (b,e) 135  C in the metallic phase, and (c,f) at room tem-
perature after hydrogenation. The change in crystal structure that
occurs at the phase transition also modifies the material’s optical prop-
erties, and the transition is readily visible via the color change. Note
that panel (c) shows a fully hydrogenated beam, whereas (f) shows
a partially hydrogenated beam with a clear color-contrast boundary
marking the approximate extent of hydrogen di↵usion from the gold-
contacted end. Panel (g) shows the Raman spectra of pristine VO2
in the insulating and metallic states, and hydrogenated VO2 at room
temperature, with its spectrum very similar to the pristine metallic
(high-temperature) material. Figure reproduced with permission from
[7]. c  2012 Macmillan Publishers Ltd. . . . . . . . . . . . . . . . . 39
3.3 Temperature dependent resistivity of film sample HP1703 (10 nm thick-
ness), showing the e↵ect of increasing atomic hydrogenation time. A
two-minute hydrogen exposure results in an enhanced room-temperature
resistivity (red curve) compared to the pristine state (black curve),
and a second exposure of two minutes further increases according to
this trend (blue curve). The insulating-like curve slope with decreasing
temperature is much steeper and larger in magnitude than for film sam-
ples HP1704 and HP1706, which were doped for just 30s each. Such a
trend toward insulating behavior with longer hydrogen exposure time
was not observed in the PVD-grown nanobeams or flakes, likely due to
the significantly slower di↵usion time and lower hydrogen doping level
for those samples compared to films (which is, in turn, a consequence
of the di↵erent sample geometries and their crystal orientations and
strain states). Figure reproduced from [8]. . . . . . . . . . . . . . . . 47
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3.4 (a) Temperature dependence of the resistivity of the VO2 film sample
HP1704 (10 nm thickness), before (black squares) and after (red tri-
angles) the 30 s atomic hydrogenation process. The metal-insulator
transition in the pristine material is marked by a sharp increase of re-
sistivity of > 3 orders of magnitude at ⇠ 282 K on cooling, whereas
after hydrogenation, the phase transition disappears and the resisitiv-
ity is nearly flat with temperature. (b) A closer view of the resistivity
immediately after hydrogenation (red squares) and after a subsequent
warming and cooling cycle (blue triangles), showing that the detailed
shape of the curve changes over time, even though the sample remains
in the controlled cryostat environment, perhaps due to time evolution
of the hydrogen distribution in the lattice. (c,d) Hydrogenated film
MR curves at various temperatures with the field (c) perpendicular or
(d) parallel to the substrate and current direction. Curves are o↵set
by (c) -0.002 or (d) -0.01 for clarity. An overall high-field positive MR
develops as the temperature is reduced below ⇠ 150 K, growing as
the temperature decreases. A small dip (perpendicular case) or peak
(parallel case) appears at 4 K and below, likely due to localization
e↵ects. (e) Hall resistance of the hydrogenated film measured at var-
ious temperatures. The data have been antisymmetrized to remove
a longitudinal component artifact. (f) Calculated mobility (left axis)
and carrier density (right axis) of the hydrogenated film inferred from
resisitvity and Hall data assuming a single carrier type (n-type). The
unphysically large inferred carrier density implies that more than one
carrier type likely contributes to transport in the hydrogenated film.
Figure reproduced from [8]. . . . . . . . . . . . . . . . . . . . . . . . 49
3.5 Transport measurements of the 10 nm thick film HP1706. (a) Resistiv-
ity before (black curve, cooling data) and after (red curve) 30 s atomic
hydrogenation. (b) MR curves of the hydrogenated film at various
temperatures, with the field perpendicular to the plane of the sample.
The curves are o↵set by -0.003 per temperature value for clarity. An
overall positive sign of MR develops below ⇠ 150 K, and a zero-field
peak emerges when cooling below 4 K. Figure reproduced from [8]. . . 52
xiv
3.6 Magnetoconductance for film sample HP1704 with the field (a,d) per-
pendicular or (b,e) parallel to the plane of the substrate, and (c,f) film
sample HP1706 with the field perpendicular to the plane of the sub-
strate. The top row shows plots in units of raw conductance, and the
bottom row shows the di↵erence  G = G(B)   G(B = 0). Curves in
the bottom row have been o↵set for clarity by (d) 0.25, (e) 1, and (f)
0.05. Figure reproduced from [8]. . . . . . . . . . . . . . . . . . . . . 54
3.7 Top row: Temperature dependence of the resistance of a VO2 nanobeam
sample (a) before and (b) temperature dependence of resistivity after
hydrogenation. The inset of (b) is a photo of the measured nanobeam
test structure, taken under an optical microscope. (c) Positive MR
response of hydrogenated VO2 nanobeam sample at various tempera-
tures with the field perpendicular to the substrate plane. Bottom row:
Temperature dependence of resistivity of a VO2 micron-size flake like
sample (d) before and (e) after hydrogenation, with the inset of (e)
showing the atomic force microscopy (AFM) image of the flake sample
measured. Panel (f) shows its MR responses at various temperatures
with the field perpendicular to the substrate plane. Figure reproduced
from [8]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.8 Positive MR response at various temperatures of the same hydro-
genated VO2 nanobeam sample as in Fig. 3.7(a-c), with the magnetic
field oriented in the plane of the substrate and parallel to the current.
The MR shape and magnitude are similar to what was observed in the
field-perpendicular-to-plane orientation at comparable temperatures.
Figure reproduced from [8]. . . . . . . . . . . . . . . . . . . . . . . . 59
3.9 (a) SEM image of a patterned and etched VO2 film sample, with spac-
ings between the gold contacts ranging from 300 nm to 8 µm. (b) SEM
image of a VO2 nanobeam sample patterned by a self-aligned technique,
with a gap size of about 20 nm. (c) MR response of the hydrogenated
VO2 film with a contact spacing of about 400 nm. (d) MR response
of the hydrogenated VO2 nanobeam nano-gap sample. Both samples
show apparently random, but retraceable MR fluctuations, consistent
with UCF physics. Figure reproduced from [8]. . . . . . . . . . . . . . 62
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4.1 Polar discontinuity at LAO/STO interfaces. LAO has planes of
alternating +1 and -1 net charge, while STO is neutral. To resolve this
polar discontinuity, and depending on which material layers touch at
the interface, redistribution of electron density occurs as shown either
as (upper panel) AlO2/LaO/TiO2 with half an electron per unit cell
transferred from LAO to STO, or (lower panel) AlO2/SrO/TiO2 with
half an electron transferred from STO to LAO. The line diagrams on
the right show the charge density ⇢, electric field E, and potential V .
After reconstruction, the electric field alternates about zero, and the
potential no longer diverges. Figure reproduced with permission from
[9]. c  2006 Macmillan Publishers Ltd. . . . . . . . . . . . . . . . . . 66
4.2 Rich interplay of phenomena at oxide interfaces. These sys-
tems display intriguing and potentially useful competitions in their
electronic and magnetic properties, driven by the underlying symme-
tries and degrees of freedom depicted here. Figure reproduced with
permission from [10]. c  2012 Macmillan Publishers Ltd. . . . . . . . 68
4.3 Phase diagram of SmTO/STO/SmTO quantum wells The quan-
tum well thickness, in terms of number of SrO layers, determines the
details of crossover between FL and NFL behavior. Blue circles are
points determined from the fitting of temperature dependent resistiv-
ity data, and gray squares mark the temperature of resistivity upturn,
below which the data are not included for fitting. The red circle marks
a possible quantum critical point. Figure reproduced with permission
from [11]. c  2014 Macmillan Publishers Ltd. . . . . . . . . . . . . . 70
4.4 Cross-sectional STEM image of a 1-SrO thick QW sample.
The heterostructures used in the work discussed in this chapter have
thicker STO than shown in this image, increasing to either 4 or 10 SrO
layers in thickness.The scale bar represents 2 nm. Figure reproduced
with permission from [11]. c  2014 Macmillan Publishers Ltd. . . . . 72
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4.5 Transport characterization of as-grown samples Initial charac-
terization of the as-grown NFL sample (top row, a-c) and FL sam-
ple (bottom row,d-f) (each of lateral dimensions 1 cm2) in van der
Pauw configuration showing temperature dependence of sheet resis-
tance (a,d), apparent carrier density (eRH) 1 (b,e) and mobility (c,f)
inferred from Hall and resistivity measurements. As discussed in the
main text, the apparent carrier density (and inferred mobility) values
obtained from Hall measurements are not accurate at low temperatures
due to the phenomenon of lifetime separation. Figure reproduced from
[12]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.6 Sample device layout. Top-view images of (a) a Hall bar structure
(optical image, QW area highlighted in blue) and (b) a narrow mesa-
style sample with variable contact spacing (false-color SEM image;
large current lead contacts, not shown, are located beyond the field of
view at the left and right ends of the mesa). In both cases, the current
flows along the horizontal direction through a mesa of QW structure
isolated by etching. Voltage probes located along the QW mesa’s edges
are used to sense the potential drop. (c) Cross-sectional schematic view
(not to scale) showing the structure of a SmTO/STO/SmTO layer
stack. Red bars schematically represent the 2d electron gases that
form at the SmTO/STO interfaces (though a fraction of the electrons
in the dxz and dyz orbitals are delocalized throughout the depth of the
well, and overlap of the gases can take place in thin wells) [13]. Figure
reproduced from [12]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.7 Measurement schematic. Circuit diagram showing the QW mesa
structure wired up for a resistance measurement, with a current source
connected on the left side, ammeter in series on the right side, and volt-
meter connected in parallel via two narrow potential probe contacts at
the top. The ammeter measures the longitudinal current, and the volt-
meter measures the corresponding potential di↵erence that develops in
response to the applied current. Figure adapted from [12]. . . . . . . 76
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4.8 Temperature dependence of resistance and voltage fluctua-
tions without current. Resistance (normalized to T = 300 K values)
as a function of temperature for mesa-style samples of both FL (a,c)
and NFL (b,d) type, with various separation distances between nar-
row voltage probe contacts and using various drive currents. Panels (c)
and (d) show enlarged views of the region below 50 K, where enhanced
fluctuations appear as the temperature is decreased below 20 K. Even
when the drive current is zero (panels (e) and (f)), the measured po-
tential between two narrow voltage probe electrodes (separated by 270
nm for FL or 175 nm for NFL) displays fluctuations that grow with
decreasing temperatures, reaching several tens of nV in amplitude at
T = 2 K. Figure reproduced from [12]. . . . . . . . . . . . . . . . . . 77
4.9 FFT spectra of fluctuation amplitude at low frequencies and
various temperatures. Log-log plots of fluctuation amplitude (at
zero drive current) as a function of frequency, collected using narrow
⇠ 250 nm wide voltage probe contacts (solid points) on (a) FL sam-
ple with contact separation ⇠ 270 nm, (b) NFL sample with contact
separation ⇠ 175 nm, and (c) NFL sample with contact separation
⇠ 1.96 µm. For comparison, each plot also includes the spectrum col-
lected using the large contacts at the two ends of the mesa at T =
2 K (black solid line). This trace is of the same magnitude as the
room-temperature curves collected using small voltage probe contacts.
Note that the spectral traces in solid points in (b) and (c) are similar in
magnitude despite the > 10⇥ di↵erence in contact separation distance,
which supports the idea that contact size is the most important factor
in determining the fluctuation amplitude. Figure reproduced from [12]. 80
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4.10 Fluctuations measured with di↵erent contact sizes. (a) Poten-
tial fluctuation measured as a function of temperature (with zero drive
current) collected on a mesa-style FL sample using pairs of contacts
of various widths. (b-d) Log-log plots of voltage fluctuation ampli-
tude (at zero drive current) as a function of frequency for the same
contact pairs as in (a). At 2 K, there is an enhancement of fluctua-
tion amplitude with decreasing contact size, and as the temperature
is increased, the overall fluctuation amplitude decreases for all contact
pairs, and the curves for all contact pairs reach similar magnitudes.
Figure reproduced from [12]. . . . . . . . . . . . . . . . . . . . . . . 80
4.11 Magnetoresistance isotherms. Curves are o↵set by 0.005 per tem-
perature value for clarity. Top row (a-d): MR curves at selected tem-
peratures for NFL samples of various contact separation distances (I =
100 nA). The MR is negative at low temperatures and becomes slightly
positive by 100 K. Bottom row (e-g): MR curves at selected tempera-
tures for FL samples of various contact separations (I = 100 nA). The
MR is positive at all measured temperatures, with an approximately
flat region at low field below 100 K, widening as the temperature is de-
creased. For both NFL and FL samples, the apparent fluctuation level
is nearly constant at di↵erent temperatures for curves measured using
the relatively large 5 µm wide voltage contacts of a Hall bar device as
in (a) and (e), whereas (b-d) show that for various separation distances
on a mesa-style sample with ⇠ 250 nm wide voltage probes, the fluc-
tuation level increases significantly with decreasing temperature at low
temperatures. Although the voltage fluctuation level is approximately
the same for a given contact size, regardless of the separation distance,
that distance determines the total voltage drop and thus, the rela-
tive contribution  V/V of the fluctuation amplitude to the resistance
signal. Curves taken using longer separation distances therefore look
less noisy at low T when plotted as four-terminal resistance. Figure
reproduced from [12]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
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4.12 Magnetofingerprint-like MR traces at 2 K. Five repeated four-
terminal MR sweeps for the NFL mesa sample with voltage probes
separated by ⇠ 125 nm, taken while the temperature was held stable
at 2 K and with the current fixed at I = 200 nA. Curves are o↵set by
0.2 ⌦ for clarity, starting from lowest (black) trace. For some curve
sections, the fluctuations retrace closely upon sweeping from zero to
high field and back to zero, which is a characteristic feature of a “mag-
netofingerprint.” However, the e↵ects of time-dependent fluctuations
in the potential landscape result in successively acquired MR curves
that do not match one another in their detailed fluctuations. Figure
reproduced from [12]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.13 Five repeated MR sweeps for the NFL 175 nm contact separation dis-
tance. The data were taken consecutively while the temperature was
held stable at T = 2 K and the current fixed at I = 100 nA. The e↵ects
of time-dependent fluctuations result in MR curves that do not match
one another in their detailed fluctuations. Curves are o↵set by 0.2 ⌦
for clarity, starting from lowest (black) trace. Figure reproduced from
[12]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.14 Five repeated MR sweeps for the NFL 125 nm contact separation dis-
tance taken while the temperature was held stable at T = 2 K and the
current fixed at I = 10 nA. The e↵ects of time-dependent fluctuations
result in MR curves that do not match one another in their detailed
fluctuations. Curves are o↵set by 3 ⌦ for clarity, starting from lowest
(black) trace. Figure reproduced from [12]. . . . . . . . . . . . . . . . 85
4.15 Noise floor of measurement setup, verified using a 1 k⌦ resistor mounted
in a closed metal box at room temperature. These noise values are
consistent with expectations from the technical specifications of the
voltage preamplifier. Figure reproduced from [12]. . . . . . . . . . . . 87
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4.16 Two-terminal resistance versus temperature plots for FL sample (left
column, (a) and (c)) and NFL sample (right column, (b) and (d)), for
two di↵erent contact separation distances on each mesa-style sample.
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calculated derivative d⇢/dT as a function of temperature for the 11,
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6.9 (Left) H||c MR isotherms for the 66 nm thick sample at selected tem-
peratures in the range 2 –150 K. (Right) Hall resistivity data for the
same sample at corresponding temperatures. Figure reproduced from
[15]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.10 (Left) H||c MR isotherms for the 11 nm thick sample in the tempera-
ture range 2 – 100 K. Curves are o↵set by 0.01 for clarity. (Right) Hall
resistivity data for the same sample. Figure reproduced from [15]. . . 136
6.11 (Left) H||c MR isotherms for the 345 nm thick sample in the tempera-
ture range near TN from 28–40 K. Curves are o↵set by 0.02 for clarity.
(Right) Hall resistivity curves for the same sample at corresponding
temperatures. Figure reproduced from [15]. . . . . . . . . . . . . . . 136
6.12 Suggested magnetic phase diagram for V5S8: Temperature-magnetic
field phase diagram of V5S8. Filled symbols represent the central val-
ues HC of MR hysteresis loops extracted from the data sets of three
devices (H ? plane for 345 nm and 66 nm samples, and H || plane for 24
nm sample), and corresponding horizontal bars represent the width of
those hysteresis loops. The open red triangle represents one data point
from high field magnetization measurements [Funahashi etal., 1981] at
T = 4.2 K. The solid line is a fit inspired by a functional form used
previously in the field-driven breakdown of AFM order in the CeIn3
system [18, 19]. Figure reproduced from [15]. . . . . . . . . . . . . . . 138
8.1 AFM image of Pd-contacted TiSe2 flake (t ⇡ 27 nm) after
several hydrogenation cycles. The Pd contacts peeled o↵ more
with each successive hydrogenation step, until the device was no longer
measurable. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
8.2 Temperature-dependent resistivity of TiSe2 after several hy-
drogenation cycles. The uppermost (dark blue) curve was measured
before hydrogenation and shows a clear CDW peak near T = 156 K.
Increasing hydrogenation systematically lowers the resistance through-
out the temperature range 4.2 – 300 K, progressively suppressing the
CDW peak until only a “knee,” rather than a peak, remains in the low-
ermost curve. The high-temperature slope of resistivity also changes
sign, indicating that hydrogenation results in metallic conduction at
room temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
xxvi
8.3 Hall measurements and carrier density a) Hall resistivity as a
function of magnetic field at selected temperatures. The black curve
(largest absolute slope) in each panel was measured prior to hydro-
genation. Data collected after three subsequent hydrogenation steps
show progressively lower slope, consistent with increasing n-type car-
rier density. b) Carrier density (extracted from Hall data) as a function
of temperature, showing an increase of more than one order of magni-
tude with increasing hydrogenation, throughout the temperature range
5 – 180 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
Chapter 1
Introductory Concepts and Motivation
A good puzzle is the perfect match for innate human curiosity. Nature’s puzzles,
the most nuanced and complex ones available, inspire scientists to seek explanations
consistent with empirical observations. In condensed matter physics, the intriguing
and often mysterious ‘strongly correlated materials’ have provided robust challenges
to theorists and experimentalists alike, spurring investigations over the better part
of a century. In such materials, the electron-electron and electron-lattice interactions
(‘correlations’) play a large or even dominant role in determining overall properties.
Strong correlations often lead to a fragile balance among competing ground states
of spin, charge, and orbital order, giving rise to such phenomena as metal-insulator
transitions, competing magnetic orderings, and superconductivity. The low energy
electronic excitations of such materials are not necessarily well described as nearly free
electron-like quasiparticles, which makes accurate predictions of behavior especially
di cult.
As P.W. Anderson succinctly summarized, “More is di↵erent.” [20] That is, a
complex system can display phenomena that are not well understood in terms of just
a collection of the system’s individual components, a concept upon which R. Laughlin
further elaborates in his excellent book A Di↵erent Universe. [21] In the study of
2strongly correlated materials, the central question is: How do electronic correlations
a↵ect the properties of solid state materials? Because this is such a broad question,
here we have selected for study just a few specific examples of SCMs, which exemplify
some of the great variety of correlation-induced e↵ects in solids.
1.1 Goals of this Work
Recently, it has become clear that examining strongly correlated systems on small
length scales can be very revealing. To that end, this thesis focuses on applying the
experimental technique of nano/mesoscale electronic transport measurements to four
systems, each belonging to one of the following classifications: (1) strongly corre-
lated transition metal oxide systems or (2) two-dimensional layered transition metal
dichalcogenide materials with intercalated magnetic moments. The phase diagrams
of these systems reveal competitions between various physical orders, spanning the
range of antiferromagnetic insulators, non-Fermi liquid metals, bad metals, conven-
tional metals, and itinerant ferromagnets and antiferromagnets. Such competitions
are alluring from a basic physics perspective as well as from a technological stand-
point, with the hope that gaining an understanding of the underlying science of various
phase transitions will allow engineers to harness them for practical devices such as
memories, sensors, actuators, and energy-harvesting systems. In this chapter, we will
briefly review the history of strongly correlated materials as they fit into the over-
all development of condensed matter physics, introduce the materials studied in this
thesis, and lead into the discussion of electronic transport experimental techniques
covered in Chapter 2.
31.1.1 Strongly correlated transition metal oxides
Transition metal oxides have featured centrally in the storyline of strongly correlated
materials since the field’s early days, displaying exciting phenomena from metal-
insulator transitions to high-TC superconductivity. Here we expand on two oxide-
focused topics.
Chapter 3 covers the implementation of a new strategy to control and study the
bad-metal phase of vanadium dioxide at low temperatures. The ‘bad-metal’ phase
contrasts with conventional good metals, where kF` >> 1 (kF is the Fermi wavelength
and ` is the carrier mean free path) describes a situation in which charge carriers can
propagate many wavelengths before losing their phase coherence through inelastic
scattering. In bad metals, an anomalously large resistivity can correspond to the
case where kF` < 1, a situation approximately equivalent to resistivity exceeding the
Mott-Io↵e-Regel limit [22, 23], where quasiparticles may not be well defined, and
quantum corrections to transport have not been well explored. Doping VO2 with
atomic hydrogen suppresses the metal-insulator transition and stabilizes a relatively
conducting (though poorly metallic) phase down to cryogenic temperatures, making it
possible to conduct low-temperature transport studies of a material very similar to the
pristine compound’s high-T bad metal phase. Using magnetoresistance measurements
of epitaxial thin films, nanowires, and micron-scale flake-like crystals, we find evidence
of both localization e↵ects and, on short length scales, conductance fluctuations. This
raises important questions about how to understand quantum interference e↵ects in
bad metal systems.
In Chapter 4, we report on unexpected potential fluctuation behavior found at
low temperatures in etched nanostructures of the quantum well formed in a thin layer
of SrTiO3 sandwiched between SmTiO3 layers. Using etched micron-scale mesas of
epitaxially-grown quantum well material, we measure the resistance of the mesa along
4the direction of current flow using large current leads and narrow (⇠ 250 nm) voltage
probe electrodes. Although the current is very stable, the potential as measured with
these electrodes begins fluctuating significantly as we cool below ⇠ 20 K, well in excess
of the high-temperature noise level, and the amplitude of fluctuations ramps up as
the temperature decreases. Strikingly, the potential fluctuations persist even when
the current is turned o↵. The phenomenon is visible as a function of temperature,
time, or magnetic field, and is not observed in contacts with lateral dimensions of
several microns or larger. We attribute this behavior to a fluctuating local Seebeck
coe cient, with etching-induced defects serving as two-level fluctuators, the e↵ects of
which are averaged out over length scales longer than a few hundred nm. This could
have significant implications as interest grows in oxide heterostructure device design.
1.1.2 Layered materials with intercalated magnetic moments
Magnetic materials have found widespread interest and applications for centuries.
Traditionally, naturally occurring magnetic materials such as lodestone (also called
magnetite, Fe3O4) were employed for purposes such as training compass needles to
point north, followed by progress in simple magnets (Fe, Co, Ni, alloys such as CoFeB
and Al-Ni-Co, and ceramic compounds such as the ferrites). Recently, much stronger
permanent magnets have become available, particularly the rare earth compounds
such as SmCo5 and Nd2Fe14B, replacing the traditional materials in many applica-
tions. Immense resources have been expended to commercialize magnetic films and
multilayers for information storage applications, from magnetic tape to hard disk
drives (the storage media in various formats, as well as the read-heads which make
use of giant magnetoresistance, GMR). Despite recent advances in flash memory
technology, magnetic storage devices still have important cost and performance ben-
efits, and are pervasive in modern computing infrastructure. Furthermore, new im-
5plementations of electronically-controlled magnetic memories, such as spin-transfer-
torque magnetic random access memory (STT-MRAM) promise long-lasting, fast,
non-volatile replacements for flash memory that do not require strong magnets to
read or write information (see, e.g., Ref. [24]). These new technologies do still re-
quire nanoscale magnets to serve as the storage components.
Magnetic materials with layered crystal structure constitute an emerging focus
topic in condensed matter science, with intrinsic 2d geometries that could endow
unique characteristics and potentially be extremely useful. Layered materials in gen-
eral have captured the imagination of many researchers, starting with the discovery
of graphene, a single atomic layer of carbon atoms arranged in a hexagonal lattice
with a host of exotic electronic properties (such as linear band dispersion and rela-
tivistic massless Dirac fermions). An entirely new field was born, with the focus on
graphene expanding to a resurgence of interest in the transition metal dichalcogenides
(which are typically semiconductors or metals, and can be prepared as one unit cell
thick sheets), as well as hexagonal boron nitride, a graphene analog and excellent
2d insulator. These 2d layers can be stacked into heterostructures, enabling, e.g.,
extremely thin p   n junctions with gate-tunable graphene contacts. In the quest
for integrated planar devices of 2d materials, magnetic materials would be essential
for many next-generation information storage goals featuring magnetoresistive bits
(as in MRAM). Yet, relatively little progress has been made on this topic so far due
to lack of 2d crystalline magnetic materials. Here we study both the layered ferro-
magnet Fe0.28TaS2 (Chapter 5) and the layered antiferromagnet V5S8 (Chapter 6).
These materials are magnetic by way of intercalation, a procedure in which magnetic
moments are inserted between the 2d layers of TMD materials during synthesis. An
example of the crystal structure of such a material, Fe0.25TaS2, is shown in Fig. 1.1.
This route to layered magnetic materials appears quite promising, and there is much
6room for scientific progress in the area.
Figure 1.1: Crystal structure of the layered ferromagnet Fe0.25TaS2. Fe
atoms, red, are intercalated in a superlattice arrangement between planes of TaS2
(Ta = green, S = yellow). Figure reproduced with permission from [1]. c  2007
American Physical Society.
1.2 The Basics of Strongly Correlated Materials
Now that the main topics of this thesis have been introduced, let’s step back and
consider the features that set strongly correlated materials apart from others. We
learn in elementary electricity and magnetism theory that opposite charges attract
and like charges repel each other, so we might expect that in solids, the extraordinarily
large number of electrons packed close together would feel both strong attraction to
the positive nuclei and strong mutual repulsion from each other, and thus position
themselves as far apart – spatially and energetically – as possible. Both Pauli’s
exclusion principle and Hund’s rules for orbital filling reflect this expectation (though
for reasons beyond classical electrostatic repulsion of point particles). From this
picture, we might imagine that there are only electrical insulators, but of course
7we also have metals, semiconductors, and semimetals, as well as magnetic materials
with long-range order of electronic spins (e.g., ferromagnets, antiferromagnets). It is
clear that the electronic properties of solids are vastly more complex than those of
isolated charged particles or neutral atoms. How should we go about mathematically
describing the electronic properties of condensed matter?
Suppose we want to calculate the electronic structure of a solid exactly: To be
quantum mechanically correct, we then need to write the (time-independent, non-
relativistic) three-dimensional N -electron Schro¨dinger equation (SE), accounting for
the interactions between all N of the valence electrons as well as the lattice poten-
tial, or equivalently, one equation per electron (which must take into account all the
others). Taking Au as an example, with its density of 19.3 g/cc, atomic mass ⇡ 197
g/mol, and one conduction electron per atom, the number of conduction electrons in
a cubic centimeter would be N ⇡ 5.9 ⇥ 1022, requiring a stupendously large number
of equations, well beyond our computational capacity. The situation is not hopeless,
however: A viable path forward lies in the fact that we do know how to solve the
one-electron SE, and we can make some simplifying approximations to try solving the
multi-electron problem.
The question of how best to model conduction in a solid has found many an-
swers, ranging from the very simple (and not always very accurate) to the quite
sophisticated.[25] Early e↵orts began with the Drude model, which views metallic
conductivity via a classical gas of electrons, with a characteristic mean scattering
time ⌧ , so that the conductivity is given by   = ne2⌧/m, where n is the carrier den-
sity, e the electron charge, and m the carrier mass. Sommerfeld improved on Drude’s
picture by adding in the quantum-mechanically correct Fermi-Dirac distribution for
electron energies– this gave results that were not too bad for metals. The nearly free
electron model made use of the (then) newly discovered SE as well as Bloch’s formal-
8ism, which treats electronic states as Bloch waves moving in the periodic potential
of a lattice, yielding simple band structure. The tight-binding model takes the op-
posite approach to the nearly-free electron picture, starting with just isolated atomic
orbitals, and adding in conduction by the overlap of orbitals of neighboring atoms (as
in linear combinations of atomic orbitals, LCAO). The Hartree-Fock method, a mean-
field technique, uses LCAO to obtain the one-electron wavefunction, and also takes
exchange into account, so that the wavefunction reflects the necessary sign change
upon switching two opposite-spin particles. In the techniques mentioned so far, the
treatment of electron-electron correlations has been mediocre at most, yet these elec-
tronic structure calculations are su cient to model many materials of scientific and
technological interest, including typical nonmagnetic metals, semiconductors, and in-
sulators. Specifically, the questions of why metals conduct electricity well, and why
(band) insulators do not, can be answered.
Pictorially, in a band structure diagram of energy E as a function of wavevec-
tor k, if the valence and conduction bands directly overlap at the Fermi level, the
material is a metal; if there is no such overlap, it’s a semiconductor (if the distance
between bands, the ‘bandgap,’ is fairly small) or an insulator (if it’s instead rather
large, typically more than a few eV); and if the bands overlap indirectly, with an
o↵set in k-space, it’s termed a semimetal. Fig. 1.2 shows band structure diagrams
for two common semiconductors, Si and GaAs, demonstrating an indirect and direct
band gap, respectively. In this approximation, a simple exercise of counting electrons
per unit cell can be performed to predict metallic or insulating behavior, giving cor-
rect results in many cases. Note that here, only partially filled bands participate in
conduction – completely filled bands are ‘inert’ in this aspect.
Sometimes, however, this simple picture breaks down, as Mott pointed out for the
case of NiO,[26] for which band theory predicted a metal, while the real material is an
9Figure 1.2: Band structure diagrams of (a) Si and (b) GaAs. EV represents
the valence band maximum in energy; EC represents the conduction band minimum
in energy; Eg is the bandgap (closest vertical distance between valence and conduc-
tion bands). Si is an indirect bandgap material (the valence band maximum and
conduction band minimum are o↵set in k-space), while GaAs is direct-gap. The +
signs represent holes in the valence band, and - signs represent electrons in the con-
duction band. Figure reproduced with permission from [2]. c  2006 John Wiley and
Sons, Inc.
insulator. (Simply put, the size of the unit cell taken into account should have been
doubled to reflect the antiferromagnetic ordering, which would make the uppermost
band completely filled, rather than half filled. However, the calculations do not predict
NiO’s AFM state.) Such failures are the result of the (relative) importance of e e and
electron-phonon correlations compared with the electrons’ kinetic energy (particularly
for valence electrons in partially filled 3d orbitals of transition metals), and materials
for which these interactions are significant are thus called strongly correlated materials.
These correlations give rise to competitions between ground states and the resulting
macroscopic behaviors, resulting in phenomena such as colossal magnetoresistance
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(CMR) [27], which is observed at the boundary of paramagnetism and ferromagnetism
in LaMnO3 substituted with Sr or Ca; and metal-insulator transitions, such as are
found in vanadium dioxide (VO2) [28, 29, 30], Fe3O4,[31, 32] and most rare earth
nickelates RNiO3 (R = rare earth) [33]. As an example, VO2’s competing orders are
demonstrated in its phase diagram (Fig. 1.3), which we will discuss in further detail in
Chapter 3. Interest in such phase transitions is both fundamental and technological,
as anytime a material can be tuned between two very distinct states, it may be useful
in such applications as switches or sensors. As the competitions in correlated materials
can be tuned by myriad external parameters, such as temperature, pressure, strain,
magnetic and electric fields, and chemical doping, there is hope that these materials
could find a great many uses beyond the laboratory.
Figure 1.3: Phase diagram of vanadium dioxide The tensile stress–strain–
temperature phase diagram of VO2, showing a “solid-state triple point” at 65.0 C. A
high temperature metallic rutile phase (R) competes with three insulating phases, two
of which have monoclinic crystal structure (M1 and M2) while another is tetragonal
(T). Figure reproduced with permission from [3]. c  2013 Macmillan Publishers Ltd.
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The 1960s saw the introduction of the Hubbard model [34] as a simple way of
taking on-site Coulomb repulsion into account, and it was applied to materials like
NiO and VO2, capturing more of their real features than any previous model (though
still not quite perfect). Just two terms are needed to construct the Hamiltonian:
a hopping term parameterized by t to describe kinetic energy, and an interaction
term parameterized by U to describe on-site repulsion. This allows interactions to be
slowly ‘turned up,’ and in the limit of large U/t, the model correctly predicts a Mott
insulator via splitting of the conduction band into upper and lower Hubbard bands,
with the Fermi level in between.
1.3 Recent Challenges
In the last 30 years or so, the problems that had been considered ‘solved’ in con-
densed matter physics have seen new challenges arise, setting the stage for important
developments in correlated materials. As an example of one such upset, we take the
BCS theory of superconductivity [35], a tour de force that earned the 1972 Nobel
Prize in Physics for Bardeen, Cooper, and Schrie↵er. They successfully explained
the principles of type-I superconductivity, describing how pairs of electrons of oppo-
site spin,mediated by phonons, team up to form bosonic quasiparticles called ‘Cooper
pairs’ that condense into a superconducting ground state. However, BCS theory failed
to adequately describe an exciting new class of superconductors, the high-TC cuprate
compounds announced in the late 1980s, and also the so-called ‘heavy-fermion’ su-
perconductors that followed, with charge carriers that behave as if they had 1000⇥
or more the mass of a bare electron. These two types of systems brought correlated
materials again to the forefront of condensed matter physics. [36]
In 1986, at a time when experts expected a maximum achievable superconducting
transition temperature of ⇠ 30 K, the announcement of the first high-TC cuprate,
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La2 xBaxCuO4,[37] stunned the world with superconductivity at around 30 K. This
was quickly followed by additional cuprate examples with ever-increasing TC values,
surpassing the boiling point of liquid nitrogen, all the way up to 165 K in a mercury-
based copper oxide under pressure. [36] It was an astounding revelation that the ma-
terials with highest transition temperatures were rooted in parent antiferromagnetic
insulator compounds, and even when optimally doped for superconductivity, they
still had bad-metal (high resistivity) or strange metal (not in agreement with Fermi
liquid theory) high-temperature properties. As more became understood about the
unconventional superconducting state in these materials (e.g., d-wave pairing sym-
metry, vortices), people realized that it was also necessary to really grasp the normal
state, including the e↵ects of strong correlations, dimensionality (the key role of the
CuO2 planes), and bad metallicity. As shown in Fig. 1.4, the cuprates have quite
complicated phase diagrams, beyond just superconductor vs. normal metal.
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Figure 1.4: Generic temperature–doping phase diagram of copper oxide su-
perconductors. Details vary for di↵erent specific materials, but the overall scheme
is fairly consistent. Figure reproduced with permission from [4]. c  2010 Macmillan
Publishers Ltd.
On the computational side, significant progress has been made to develop methods
that work for correlated materials. Computational techniques of the mean-field vari-
ety for finding ground-state solutions have evolved from the Thomas-Fermi method
of the 1920s[38, 39] and Hartree-Fock, to the now widely used and successful density
functional theory (DFT). This method simplifies the problem of N interacting elec-
trons by mapping it onto N problems of non-interacting electrons. The main principle
is that there exists an energy-minimizing functional of the electron density F [n(r)]
which contains all the information about the potential v(r), and in turn, the ground
state many-body wavefunction.[40] The functional is not known exactly (particularly,
its exchange-correlation portion) but can be approximated. The success of this ap-
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proach in calculating properties of molecules and solids has been so vast as to merit
the 1998 Nobel Prize in Chemistry for W. Kohn and J.A. Pople. Implementation of
DFT uses the method of Kohn and Sham,[41] coupled with various approximations
(such as the local density approximation, LDA, or the generalized gradient approxi-
mation, GGA). The simplest implementation specifically for strongly correlated mate-
rials, DFT+U, utilizes the Hubbard U to capture the correlation behavior, and is the
starting point for many calculations. Additional accuracy comes at the cost of more
computational intensity, as in the methods of DFT+VCA (virtual crystal approxi-
mation) or DMFT (dynamical mean field theory). After specifying the lattice, the
calculation can be iterated to find the proper value of U that best replicates experi-
mental results for magnetic moment values, band gaps, and ferro- or antiferromagnetic
ordering. The relative contributions of individual orbitals can also be calculated.[42]
It is also possible to take dynamic response into account through DMFT [43, 44, 45]),
which has yielded many excellent advantages in handling strong correlations, though
the system size that can be calculated is still small (⇠100 atoms).[42]
The latest advances in theoretical and computational approaches are best applied
in concert with experiments, forming a feedback loop that allows computations to
take advantage of realistic physical parameters, which in turn helps experimentalists
design more e cient studies and explain new results. The wide array of available
techniques in experimental condensed matter physics includes electronic transport
(the primary method of choice for this thesis); thermal transport; optical spectro-
scopies; scattering experiments with X-rays, electrons, and neutrons; magnetometry;
photoemission; and imaging (e.g., optical, electron, ion, and scan probe). New tools
can push the limits of traditional techniques: Bright synchrotron-based light sources,
intense magnetic fields, and ultrafast lasers have all facilitated discoveries through
access to new extremes. Similarly, progressively smaller length scales have become
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experimentally accessible and have proven invaluable in tackling open questions. In
the next chapter, we will cover the experimental details of nano- and micro-scale
electronic transport investigations of SCMs.
To sum up: Modern tools and approaches have changed how we study correlated
electron phenomena, but despite steady progress, the underlying mysteries remain as
vivid and alluring as ever, with much remaining yet to be discovered. Motivations
to continue work in this field stem both from a perspective of fundamental scientific
interest, as well as from the hope that these new, distinct materials and states of
matter could be technologically valuable if well understood and controlled.
Chapter 2
Experimental Methods for Nanoscale Transport
Let’s now consider how the power and simplicity of electronic transport measurements
are implemented to study strongly correlated materials on small length scales. There
are two essential ingredients of our experimental technique: nano and transport .
Nano. Richard Feynman’s famous 1959 speech, “There’s Plenty of Room at the
Bottom,” [46] called for development of advanced techniques to encode information in
small structures, in particular using the resolution of electron microscopy to perform
nanoscale ‘writing.’ Indeed, Feynman presaged the widespread use of electron beam
lithography as a route to fabrication of nanoscale samples, a technique that features
prominently in this thesis. The general idea of making things small has matured
into the broad field of “nanoscience,” which now encompasses a great variety of work
shared among the traditional fields of physics, materials science, chemistry, biology,
and engineering. A generally accepted rough definition for something to be called
“nanoscale” is for at least one dimension to measure ⇠ 1–100 nm. Objects of this size
(“nanostructures”) can now be deterministically made using a variety of techniques
(many variations of light- and particle-based lithographies, scanned probe techniques,
templating, and bottom-up chemical synthesis, to name a few), incorporating both
additive processes (such as deposition and growth) and subtractive approaches (such
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as etching and nanoscale milling). Of course, many naturally-occurring objects also
fall into this size range, such as small molecules and DNA, but we do not consider
these classes of materials here.
The list of ways in which nanoscale measurements can o↵er advantages is both
long and continually growing; below are three brief examples:
(1) In general, nanoscale measurement techniques allow the ability to probe sys-
tems over distances comparable to physically relevant length scales (e.g., a charge
carrier’s phase coherence length, a polycrystalline material’s grain size, or a magnetic
domain size). Over these short length scales, some quantum corrections to transport
behavior, like universal conductance fluctuations, can be visualized that would oth-
erwise be smeared out by ensemble averaging, a characteristic feature of macroscopic
measurements.
(2) Material properties and charge transport can be altered when confinement is
imposed in one or more dimensions. A few examples: When reduced to the single layer
thickness (two-dimensional) limit, semiconducting MoS2’s bulk bandgap of 1.2 eV in-
creases to ⇠1.8 eV, while also changing from indirect to direct alignment of valence
band maximum and conduction band minimum.[47] In the one-dimensional limit,
ballistic transport can be observed in narrow wires of a variety of materials, includ-
ing carbon nanotubes,[48] and gate-defined wires formed in two-dimensional electron
gases hosted in semiconductor quantum wells [49]. At the zero-dimensional limit,
semiconductor nanocrystals (“quantum dots”) can be prepared with finely tuned size
that in turn determines their electronic properties and utility in devices, e.g., as light
absorbers and emitters [50].
(3) Additional information can often be derived by driving systems far from equi-
librium in a controllable fashion. One of Prof. Natelson’s favorite examples of such a
situation is the application of an electric field, where to reach a desired value of 106
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V/m, one could apply 1V/1µm rather than 1kV/1mm, limiting the energy available
to the charge carriers, which is particularly useful if one is interested in low-energy
excitations.
Transport. An apt and pithy description of transport measurements comes from
Dr. R. L. Willett of Bell Labs, who gave a seminar talk at Rice in which he described
transport (his field of expertise) as “dirt simple.” He went on to clarify, explaining
that he uses this term because the typical setup of a transport measurement is very
straightforward to understand: Apply a voltage and measure a current, or perhaps
vice versa, using power supplies, voltmeters, and ammeters. Then, the trick is to
turn some external knob (e.g., vary the voltage, current, temperature, magnetic field,
pressure, or carrier density) to see how the sample responds (e.g., by measuring its
electrical resistance). Proper interpretation of this type of study can serve as a win-
dow into the nature of the Fermi surface (e.g., via Shubnikov-de Haas oscillations),
visualize the results of quantum interference as electrons scatter o↵ disorder through
a lattice (e.g., via weak localization e↵ects), confirm the reality of the vector potential
through the Aharanov-Bohm e↵ect,[51] observe the integer and fractional quantum
Hall e↵ects, probe magnetic ordering and other phase transitions, and so much more.
That such a conceptually simple measurement can yield so vast a wealth of useful
information is precisely the great appeal of transport as a characterization technique!
Finally, electronic transport also pairs well with other experimental techniques. By
coupling it with a variety of complementary measurement approaches (bulk trans-
port, magnetization, various microscopies and spectroscopies, magneto-optic mea-
surements, di↵raction studies, and so on), systems may be understood more fully
than by any single technique in isolation.
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2.1 Nanofabrication Techniques
For the measurements we wish to perform, we must first obtain the strongly correlated
materials to be studied. The materials used here are not commercially available,
and are instead grown at the research scale. Synthesis procedures depend upon the
material to be grown, and may include techniques such as physical vapor deposition
(PVD), chemical vapor deposition (CVD); growth of bulk crystals by vapor transport;
and deposition of thin films using molecular beam epitaxy (MBE) or radio frequency
(RF) magnetron sputtering. Each of these methods requires specialized equipment
and substantial expertise to produce high quality materials. Rather than attempt
to become material synthesis experts ourselves, our group frequently collaborates
with other researchers who already possess the necessary skills and facilities, and are
willing to share their materials for our work. One exception is the growth of VO2
nanowires and micron-scale flakes, which we carry out in our lab using a physical
vapor deposition technique. This procedure is well documented in published articles
[52, 53], and in Dr. Heng Ji’s Ph.D. thesis [54], and since this process has not been
my primary work, I will not discuss it in detail here.
Frequently, we start with a prepared bulk material (large in one or more dimen-
sions) and then process it into a nano- or mesoscale sample, using techniques such as
Scotch tape exfoliation of layered materials [55], etching (which will be described in a
subsequent section), and patterning of small and/or closely-spaced metal electrodes.
This definition of a nanoscale region to be studied may be done as the first step of
sample fabrication, or after other processing has taken place.
Once we have a SCM in hand, we must arrange a way of electrically addressing
the sample in order to perform transport measurements. We want to couple in an
(electrical) excitation and then measure the sample’s response. Ideally, when we
interface the test structure to the outside world, the intermediate “leads” have well-
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defined (“boring”) properties that do not obscure or perturb the sample’s intrinsic
response; care is required to approximate these conditions in real experiments. In
our work, this is typically accomplished by attaching metallic electrodes (“contacts”)
to the sample surface, which will be used either for applying an electrical excitation
(voltage or current) or measuring the material’s response to that excitation (e.g., a
voltage drop across the sample in response to an applied current). For bulk materials,
this is often accomplished by attaching metal wires to the sample by soldering, spot
welding, or adhering with electrically conductive epoxy, a tedious but straightforward
process. For micro/nanoscale samples, this is more challenging as the wires cannot
be placed accurately enough by hand.
We therefore turn to the toolkit of nanofabrication, which encompasses such tech-
niques as various types of lithography, deposition of metals or insulators, selective
etching of unwanted material to define small and isolated regions of study, and subse-
quent wiring up of the nanoscale material region to macroscopic leads for integration
with a measurement system. The samples considered here are typically planar, in-
cluding uniform films of nm-scale thickness that have been grown on flat substrates,
mechanically exfoliated layered samples of thickness < 100 nm that are placed onto
oxidized silicon wafers, or nanowires/micron flakes of thickness on the order of a few
hundred nm, again placed on a flat substrate.
2.1.1 Nanolithography
Areas to be coated with metal and used as contact electrodes, or areas to be etched
away by chemical or physical processes, can be defined using nanoscale ‘stencils’
through the processes of lithography. The basic idea is to leave some sample ar-
eas exposed for further processing, while protecting other regions so they are not
a↵ected. Below, I briefly describe our two most commonly used lithographic tech-
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niques, photolithography and electron-beam lithography. A more in-depth
review of nanofabrication techniques (as applied to metal nanowires) can be found in
Ref. [56], as well as instructive information in Ref. [57].
The general process starts with spreading a ‘resist’ material in solution onto the
substrate using spin-coating. Resist materials are designed to chemically change
when exposed to UV light, X-rays, or high-energy electron irradiation, and can either
be positive-tone (the exposed area is easily dissolved in developer) or negative-tone
(exposure makes the resist more di cult to remove, e.g., by transforming it into
glass or by crosslinking). A drop of the liquid resist is first placed on the substrate
surface, which is then rotated at several thousand RPM in a spin-coater, spreading
the resist into a uniform thin coating in intimate contact with the substrate, and of
consistent thickness given fixed process parameters, all while throwing o↵ any excess
resist. The coated substrate is then baked on a hotplate (typically a few minutes,
in the temperature range 100 - 200  C) to drive o↵ the solvent and in some cases to
pass through the resist polymer’s glass transition temperature. The proper exposure
parameters are typically determined empirically on test samples (a process known as
“dose testing”).
In photolithography, the typical resist (‘photoresist’) is a commercial product
such as positive-tone Shipley S1813, which is sensitive to UV light. Regions to be
exposed, or else protected from exposure, are determined using a photomask, a glass
or quartz plate coated in metal (usually Cr) that is pressed on top of the resist-coated
substrate to be exposed. The photomask is pre-patterned so that certain areas of the
Cr are removed, which will allow light to selectively pass through and expose the resist
only in those areas. A special instrument (the mask aligner) is used for exposure,
and its micromanipulator-controlled stage allows the sample to be aligned spatially
with the pattern to be transferred from the photomask, and the proper mask–sample
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pressure to be applied.
After the substrate and photomask are aligned, light from a mercury arc lamp is
allowed to pass through the mask and expose the sample for a controlled time. This
technique allows quick exposures, < 10s for the time the light actually hits the sample,
with all areas to be exposed illuminated simultaneously. The maximum resolution
(minimum feature size or distance between features) is limited by the wavelength of
UV light as well as other factors, such as the resist and mask properties. In principle,
the minimum feature size would be equal to the Abbe di↵raction limit according to
2dsin✓ = n , so for UV light from a Hg lamp with   ⇡ 400 nm, that would be around
200 nm. In practice, factors such as the quality of sample–mask contact and the focus
achieved increase this number, and at Rice, the best available resolution is just under
1 µm.
Specialized photomasks are employed in the semiconductor industry that make
use of the interference of light to reduce the minimum feature size to that needed
for today’s exceedingly small transistors, approaching 10 nm. These procedures are
typically limited to large-scale industrial production and are not economically feasi-
ble at the research scale. Direct-write laser lithography systems are also available,
removing the need for photomasks, although the minimum resolution is still limited
by the illumination beam size.
Note that this whole procedure must be carried out without unwanted exposure to
UV light, as that would pre-expose the entire substrate. This is avoided by working
under UV-safe lighting conditions, and typically in a clean room to limit extraneous
dust particle contamination.
Electron-beam lithography (EBL) is similar in spirit to photolithography, in
the sense of preparing a resist-based stencil, but with several important di↵erences.
In order to improve the resolution, the resist is exposed using a focused electron beam
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(typically accelerated through up to 30 kV), which is raster-scanned over the sample
to write shapes according to a design drawing. The electron wavelength at 30 kV is
⇠ 0.04 nm, and the beam after focusing can have spot size < 10 nm, so very high reso-
lution writing is possible. No mask is required to protect the areas not to be exposed,
as control of the beam allows area-selective exposure, although for writing separated
area features, a fast electrostatic ‘beam blanker’ is useful to temporarily halt expo-
sure of the sample without turning o↵ the beam completely, for stability reasons. As
in direct-write laser lithography, the price of higher accuracy comes in the form of
reduced speed. The e-beam exposure process is serial, rather than parallel, making
this technique significantly slower than photolithography (typical exposure times on
the order of minutes to hours, depending on feature size and complexity, total area
written, and beam current). Rather than photoresist, which is not su ciently sensi-
tive to e-beam exposure, other materials are preferred. Perhaps the most commonly
used are the PMMA resist family, which are solutions of poly(methyl methacrylate)
(PMMA) in the organic solvents anisole or chlorobenzene. Negative resists such as
hydrogen silsesquioxane (HSQ) are also fairly common, though not used in the work
described in this thesis. Extra requirements for EBL apply: The sample must sit in
a high-vacuum chamber during exposure, so that the electron beam can propagate
freely without excessive scattering o↵ environmental gas molecules. Further, due
to bombardment of high-energy electrons, the sample must be electrically conductive
and grounded so that the impinging charge can be dissipated – if the sample is allowed
to ‘charge up,’ distortions will occur in the final pattern. To accomodate insulating
substrates (e.g., glass, sapphire), a conductive layer such as thermally evaporated Au
or Cr, or water-soluble ESpacer can be deposited on the PMMA surface and grounded
during exposure, then removed before development. Regarding equipment, EBL is
accomplished at Rice using specially modified scanning electron microscopes (SEMs)
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with beam blankers and lithography software/hardware interfaces (JEOL 6500F or
FEI Quanta 400 with Nabity NPGS software), although dedicated EBL tools are also
available elsewhere.
After the exposure step, and in excellent analogy with processing of conventional
photographic film, the sample is ‘developed’ in the appropriate wet chemical solution
(for photolithography, commercial MF-319 solution followed by water rinse; for EBL,
a 1:3 solution of methyl isobutyl ketone (MIBK) in isopropanol (IPA), followed by
IPA rinse), which removes resist from the exposed areas, leaving the bare substrate
exposed. After rinsing and blowing dry with nitrogen, the sample can be inspected in
an optical microscope (if the feature size is large enough) to verify that the finished
pattern is acceptable.
2.1.2 Deposition and etching
The next step depends on the desired process – typically, this will be deposition
of metals/oxides or etching of the sample, using the lithographically prepared resist
template.
Prior to metal deposition, the patterned substrate often needs a final cleaning step
to remove small amounts of resist residue. This is typically done with plasma cleaning
(also called ‘ashing’), in which the sample is placed in a vacuum chamber equipped
with an RF coil (in our lab, a Harrick PDC 32G). The chamber is pumped out to
rough vacuum, and a small amount of process gas (either oxygen or argon, depending
on how delicate the sample is) is introduced into the chamber using a needle valve.
The RF source is turned on, and the gas is ionized, forming a plasma of energetic
particles that bombard the sample. Oxygen plasma consists of various species of
ionized oxygen and ozone, which are especially e↵ective at removing organic residues,
whereas argon plasma uses the kinetic energy alone of Ar+ to physically sputter away
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contaminants (without chemical reactions).
In the Natelson group, we typically deposit metals and oxides using an e-beam
evaporator (Edwards Auto306 with EB3 3kW e-beam source at 5kV). The clean,
patterned sample is mounted inside the chamber lid, about 0.6 m above the 4-pocket
hearth where the deposition sources sit. The deposition material sources in their
crucible liners are loaded in, and the chamber is pumped to .1 ⇥ 10 6 mBar using
a combination of an oil-sealed roughing pump, an oil di↵usion pump, and a liquid
nitrogen cooled ba✏e assembly. The e-gun source is then turned on; electrons are
thermionically emitted from a hot W filament and accelerated through a ⇠ 5 kV
potential di↵erence, then steered in a curved arc by permanent magnets until the
beam hits the deposition material, which either melts or sublimes when heated by
the impinging e-beam. The vapor rises up to coat the sample, simultaneously coating
a calibrated quartz crystal monitor that can be used to measure the deposition rate
and film thickness. The process is repeated for all desired layers of material to be
deposited, up to four separate materials per process. Contacts are typically Au with
an underlying adhesion layer of Ti (occasionally, V, Cr, Fe, or other adhesion layers
are found to work better for certain applications; Ti is a good all-around choice).
Au is a particularly nice electrode material due to its inertness and malleability;
additionally, contiguous bonding pads made of Au can be readily wire bonded, or
soldered with indium, to connect the sample to the outside measurement equipment.
E-beam deposition is often preferred for its smooth resulting films and near-normal
(directional) incidence of atoms. Sometimes, a more isotropic deposition method is
preferred; dc sputtering is a quick and convenient technique to augment e-beam depo-
sition (for metals; not recommended for insulators). This combination of depositions
is especially useful for nanoscale material samples that may be significantly taller than
50 nm above the substrate, a thickness beyond which metal deposition by e-beam be-
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comes expensive. In that case, an initial stack of Ti/Au can be e-beam deposited,
followed by a capping layer of Au by sputtering, which can coat sidewalls of the tall
object and reliably connect the Au electrodes on top of the sample to those on the
substrate leading out to large bonding pads. At Rice, sputtering has typically been
accomplished using a small Denton sputter coater, though the cleanroom has recently
added a new load-locked sputtering tool. This will likely provide much higher quality
sputtered films, and additionally can deposit oxides using an RF source. Technical
advice and appropriate ancillary hardware can be sought from many commercial sup-
pliers of deposition materials and equipment; a useful chart for choosing deposition
methods and crucibles is shown in Ref. [58].
Since deposition coats the entire top surface of the sample (in some areas directly
on the substrate or material to be studied, in other areas on top of the resist), it is
then necessary to remove the unwanted material by ‘lifto↵.’ The sample is placed in
a solvent that can remove the resist (usually acetone for the resists used here) until
the unwanted material has dissolved or floated away (sometimes waiting overnight,
sometimes with assistance of a directed spray of acetone or an ultrasonic bath). The
sample is then rinsed in IPA and blown dry with nitrogen, and is ready for inspection
and subsequent processing steps or measurement.
Alternatively, it is sometimes desirable to etch away material after lithographi-
cally defining areas to be removed. Etching is typically done by one of two methods:
wet chemical etching, with acid or base solutions, or dry etching with plasma. Wet
etching has the advantage of convenience (only a fume hood and dishes are required,
no special instruments), but at the expense of a large potential undercut and some-
times unpredictable results from one run to another (especially in materials that
are not yet well-characterized; it is usually reliable for things like GaAs, Si, or Al
that have well-documented process parameters). A more controlled process using
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plasma etching, especially reactive ion etching (RIE), is often preferred. Although
it requires a specialized machine, this technique is extremely versatile, o↵ers many
available chemistries to match particular materials, and can be tuned for isotropic or
anisotropic (directional) etching. Rice’s clean room has recently acquired an Oxford
Plasmalab 100, which has several gases and a wide range of process temperatures
available.
2.1.3 Wiring up
After all fabrication steps, the sample must be mounted on an appropriate sample
holder specific to the measurement apparatus, and its electrodes connected to the
holder’s contacts, usually by ultrasonic wire bonding (specifically, wedge bonding).
This technique uses moderate pressure and ultrasonic vibration to ‘weld’ an Au wire
connecting the Au pads of the sample to those of the sample holder. The holder can
then be mounted in the measurement system, typically by plugging into a matching
socket. After wire bonding the sample, extreme care must be taken to avoid electro-
static discharge damage to the sample, especially due to handling the sample holder
while the user is not grounded.
2.1.4 An example recipe
Below is an example recipe for processing SmTO/STO/SmTO quantum well samples:
1. Define pads and large leads by photolithography. I use soft contact mode;
S1813 resist spun at 2500 RPM for 1 min (sample fixed ⇠1 cm o↵-axis due to typical
small chip size ⇠3⇥3 mm), baked at 115  C setpoint on hotplate for 2 min. Dose 100
mJ/cm2. Develop 1 min in MF-319 and rinse in DI water, then blow dry.
2. 1 min Ar plasma cleaning at medium power in our lab’s Harrick plasma cleaner.
3. Deposit 5 nm Ti/50 nm Au by e-beam evaporation.
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4. Lifto↵ with ultrasonication in acetone, rinse in IPA, blow dry.
5. Define small contacts and leads by EBL. To avoid damage to QW transport
properties (change of crystal structure to insulating pyrochlore), only bake PMMA
495 A4 to 115 C on hotplate (using setpoint 140 C, use IR thermometer to check real
temperature). Can avoid high temperature baking and still achieve smallest contact
lines ⇠ 200 nm wide, separations down to 80 nm. After e-beam exposure, do 20 s Ar
plasma cleaning before depositing 5 nm Ti/25 nm Au/35 nm Al2O3 (etch mask) by
e-beam.
6. Define rest of etch mask using photolithography to protect the narrow bar to
be used as the channel region of the device as well as protecting the large Au bonding
pads. The other gold traces are protected by Al2O3 (don’t want it on top of QW
channel due to strain and charge trap issues).
7. Etch in RIE. T = 20  C, P = 10 mTorr, helium backside cooling = 10 SCCM.
Strike step: duration 3 s, flow 30 SCCM Ar at 30W directional power. Maintain RF
power on by linking to next step. Switch gas to 50 SCCM Cl2 and simultaneously
increase directional RF power to 100 W. Etch 12 min.
8. Soak in acetone overnight, then sonicate and rinse in IPA.
2.2 Transport Measurements
Next, I describe the basic concepts of the electronic transport measurements we typ-
ically perform to study SCMs. They typical parameter measured is electrical resis-
tance, defined through Ohm’s law as R = V/I. Particularly for relatively low-to-
moderate-resistance samples (say, < 1 M⌦), measurement of (longitudinal) R can be
accomplished by passing a constant current through the sample while measuring the
voltage drop between two electrodes along the direction of current flow. The response
of R can then be determined as a function of some external parameter, which can
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be tuned either through the instrumental controls (e.g., temperature, magnetic field,
bias current or voltage), or by making a series of samples with incrementally varying
properties (e.g., chemical composition, electrode spacing distance, sample thickness).
The inverse of R, the conductance G, can be experimentally measured by applying
a constant voltage and measuring the current, and is more useful for samples with
large resistance, due to limitations of voltage amplifier input impedance.
While just two contacts are needed for a minimal transport setup, there are often
significant advantages to choosing a four-probe measurement. Here, conventionally
the current is sourced and sunk using the outer two contacts, and the voltage drop
is measured across two inner contacts. Assuming a voltmeter with input impedance
large compared to the sample resistance, the voltage measurement draws essentially
no current. This allows contact resistance e↵ects to be avoided, giving a measurement
of just the sample material itself, and permits more accurate values of resistivity to be
extracted. Example wiring schematics for four-terminal and two-terminal resistance
measurements are shown in Fig. 2.1.
Other useful and closely related measurements can be made. The Hall resistance,
measured along a direction perpendicular to both the current flow and to an external
magnetic field, can provide information about the material’s carrier density and mo-
bility. The carrier density is estimated using the relation RH = 1/ned, where RH is
the slope of the Hall resistance vs. magnetic field plot, n is the carrier density, e the
electron charge, and d the material thickness. Once the resistivity ⇢ is known (from
separate measurements), the Hall mobility can be calculated as µ = 1/en⇢.
The field e↵ect transistor geometry is often employed to study semiconductors
and insulators, featuring source, drain, and gate terminals (for di↵erent variations
of three-terminal measurements). In analogy to a water valve, the gate tunes the
amount of current allowed to pass between the source and drain contacts. The metallic
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Figure 2.1: Comparison of four-terminal and two-terminal resistance mea-
surements (a) A typical circuit for simultaneous measurement of four-terminal lon-
gitudinal resistance Rxx = Vxx/I and Hall resistance Rxy = Vxy/I using a constant-
current ac source. The blue rectangle represents the material under study, with gold
contacts wired to the measurement apparatus. One voltage probe contact is not used;
the test structure is designed so that comparisons of measured resistances can be made
using di↵erent sets of contacts. (b) A typical two-terminal resistance measurement
circuit.
gate electrode is used to apply an electric field, capacitively coupled to the channel
through an insulating layer, to electrostatically tune the charge carrier density in
the transistor’s channel via accumulation or depletion of charge. In the language
of semiconductor device analysis, the current-voltage (source-drain current Isd vs.
source-drain voltage Vsd at fixed gate voltage Vg) and transfer characteristics (Isd vs.
Vg at fixed Vsd), particularly in the case of a semiconductor or insulator, can contain
a large amount of information, which is extremely useful if proper interpretations
can be made with mathematical models of conduction. As a simple counterexample,
for good metals, I vs. Vsd should be a linear relationship, consistent with Ohmic
behavior. In tunnel junction devices, where conduction is limited by the tunneling of
carriers from states on one side of the barrier to states on the other side, the I   V
curve is proportional to the density of states as a function of energy.
When measuring micro/nanoscale samples, it is often desirable to limit the mea-
surement current to small values (1 µA or less) in order to minimize Joule heating
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e↵ects. This means that the corresponding longitudinal voltage drop across a small
length of material may also be quite small. Conventional dc resistance measurement
equipment (voltmeters, ammeters), even if sensitive enough to measure small voltages
and currents, may do a poor job of resolving signals in the presence of extraneous
noise detected along with the desired signal. One way to circumvent this involves
the use of ac phase-sensitive lock-in detection. By modulating the signal at a known
frequency and phase, the e↵ects of noise can be greatly suppressed. The basic idea is
to compare the (modulated) raw measured signal to a reference frequency and phase,
strongly rejecting components of the total measured signal that are not synchronous
with the reference. This results in an extremely sensitive detection scheme that is
robust against many sources of noise, one that is well suited for nanoscale transport
measurements, and which is used in most of the work in this thesis.
To implement this, a lock-in amplifier is used to source an ac voltage at a certain
frequency (for these measurements, typically a frequency near dc that is not a multiple
or even fraction of 60 Hz, to avoid line frequency interference from the power supply).
For constant-current measurements (usually of low-to-moderate resistance samples,
below ⇠ 1 M⌦), a large series resistance (a ‘ballast resistor’) is used, e↵ectively
forming a voltage divider in combination with the sample resistance. As long as
Rballast >> Rsample, most of the voltage is dropped across the ballast resistor, resulting
in a nearly constant current. The same lock-in amplifier’s measurement input can
then be used to detect, e.g., the longitudinal voltage drop Vxx with high precision. A
second lock-in unit can be used to simultaneously measure, e.g., the Hall voltage Vxy
or the current I. The lock-in amplifiers (here, a Signal Recovery 7265 and 7270) are
augmented with external voltage or current preamplifiers (Stanford Research Systems
SR 560 or 570) to boost the maximum input impedance or further improve sensitivity.
The measured signals can then be recorded via a data acquisition system (National
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Instruments BNC ADC) and NI LabVIEW programs to import and save the data on
a PC.
2.3 Measurement Environment: The PPMS
For the transport measurements we want to perform, it is essential to control as
many aspects of the sample environment as possible, usually varying one parameter
while holding all others fixed. Environmental parameters we can directly control
include temperature, pressure, surrounding gas, and magnetic field (both strength and
direction). In order to achieve stringent control of these parameters, an appropriate
measurement platform is required.
The measurements presented here are almost entirely performed using a Quantum
Design Physical Property Measurement System (PPMS), a commercial 4He variable-
temperature cryostat (range 1.8 – 400 K), with an integrated 9 T superconducting
solenoid magnet. The main portion of the system is the ‘probe,’ which consists of
a sample chamber, surrounding cooling annulus, and temperature control hardware.
This probe is mounted inside a dewar containing liquid helium. A schematic diagram
of the system is shown in Fig. 2.2. For transport measurements, it includes 12 dc
wires (i.e., for low-frequencies, not RF coax) in twisted pairs for electrical connections
to the sample, which is mounted on a “puck.” This consists of a copper base (for
thermal connection to the cold finger of the cryostat), a circuit board with bonding
pads for wire bonding to the sample, and permanently wired connections to a 12-
pin plug that mates with an internal socket in the sample space of the cryostat.
Thus, the puck serves to interface the sample both electrically and thermally with
the measurement system. An alternative “horizontal rotator” puck is also available
that allows the sample to mount on a rotation stage, for changing the orientation of
the plane of the sample substrate relative to the z-direction magnetic field. In order
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to mechanically and thermally anchor samples to the puck, they are mounted either
with a small dab of special thermal grease (Apiezon N-grease, which is vacuum and
low-temperature compatible) or silver paint (particularly for very small chips that
slide around on grease during wire bonding). In the case of an electrically conductive
substrate that needs to be isolated from the grounded copper stage (e.g., when using
a doped Si wafer as a back gate), an intermediate insulating layer of Kapton tape or
a sapphire wafer piece can be placed between the sample and the puck.
After sample installation, the chamber is alternately pumped to rough vacuum
and purged with helium gas several times, then backfilled with a few Torr of helium
gas as a thermal exchange medium. The sample chamber of the PPMS is insulated
from the nearby liquid helium bath by layers of vacuum jacket and metallized plastic
superinsulating material, so the sample can be held at any temperature within the
system’s range without warming the nearby helium bath reservoir. Integrated heaters,
gas flow control hardware, and an electronic PID temperature control system allow
accurate temperature control (both fixed T and sweeps). Temperatures below the
boiling point of liquid helium, 4.2 K, are achieved by pumping on the cooling annulus
to reduce the pressure; the pumping rate limits the minimum temperature to 1.8 K.
A magnetic field strength up to 9 T can be applied using the built-in supercon-
ducting solenoid magnet. The sample is positioned as close as possible to the middle
of the solenoid, vertically and radially, where the field is most uniform. The current
in the magnet (and thus the field strength) can be controllably ramped up or down by
the high-current magnet power supply that is interfaced through a heated switch. By
turning o↵ the heater, a small section of the wire will return to its superconducting
state, thus disconnecting the power supply and allowing a persistent current (the su-
percurrent) to flow in the solenoid. The direction of the magnetic field (up or down)
can be switched by reversing the direction of current flow.
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Now that we are familiar with the basic experimental techniques and equipment
used in nanoscale transport studies, we can proceed to discussion of the main ex-
periments and their results. The following four chapters will consider the material
systems studied one by one.
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Figure 2.2: PPMS Probe and Dewar Design Schematics Upper left: PPMS
probe including sample chamber (center tube) and superconducting magnet. Upper
right: Close cross section view of sample chamber and helium flow impedance area.
Lower image: Helium dewar in which the PPMS probe is installed. The dewar is
shown sideways; in normal operation, the left side flange faces up. The large central
cavity is designed to maximize liquid helium volume around the magnet. Figure
reproduced with permission from [5]. Copyright c  2017 Quantum Design Inc.
Chapter 3
Mesoscopic Quantum E↵ects in a Bad Metal,
Hydrogen-Doped Vanadium Dioxide
Part of this chapter is adapted from the published work [8] :
Mesoscopic Quantum E↵ects in a Bad Metal, Hydrogen-Doped Vanadium Dioxide
by Will J. Hardy, Heng Ji, Hanjong Paik, Darrell G. Schlom, and Douglas Natelson
J. Phys.: Condens. Matter 29, 185601 (2017)
DOI: https://doi.org/10.1088/1361-648X/aa674d
c  2017 IOP Publishing Ltd.
In this chapter, we expand upon the story of vanadium dioxide, VO2, a widely-
studied SCM that, despite decades of research, remains not well understood in certain
aspects. Fundamental aspects such as the exact band structure and relative popula-
tions of n-type and p-type carriers remain murky. The most obvious correlation-driven
feature of VO2 is its metal-insulator transition, from a high-temperature rutile poor
metal state to a low-temperature monoclinic insulating state. In the bulk, this tran-
sition occurs near 340 K and is first order, though the details of the transition can
change in response to external parameters such as strain (see Fig. 3.1, as well as the
phase diagram in Fig. 1.3). The precise origin of this transition has been debated for
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decades. It is generally believed to be either Mott-like, driven by electron-electron
interactions with a subsequent structural transition, or Peierls-like, with the struc-
tural distortion of V-V dimerization instead driving the electronic transition to the
insulator (see Ref. [45] for a clear discussion on the matter, in which an argument is
made for a combination of the two physical pictures). Modern ultrafast techniques
have been employed to help resolve the issue [59], and indeed, both mechanisms are
observed, though the Mott order disappears first upon photoexcitation. A more re-
cent study confirms this using X-ray absorption spectroscopy (XAS) measurements
of thin films, finding evidence for softening of electronic correlations starting 7 K be-
low the transition to the metallic phase [60]. This transition has been a particularly
attractive candidate for both fundamental research as well as proposals for practical
devices that rely on the sensitivity and speed of the phase transition, along with its
magnitude in terms of the change in electronic and optical properties.
The Natelson group’s work on strongly correlated material systems over the last
several years has focused extensively on VO2, with the intent of better understand-
ing this ‘prototypical’ SCM, through the particular viewpoint of nanoscale transport
measurements. [61, 62] These studies began when Dr. Jiang Wei joined our group
as a postdoctoral scholar and brought expertise in growing VO2 nanowires, a process
which is now readily available in our lab. Much of our group’s measurement e↵ort
has followed in the wake of the discovery of Wei et al. that atomic hydrogen can
di↵use into pristine VO2 along a preferred crystallographic axis (rutile c-axis of the
metallic phase), which stabilizes its relatively conducting but badly metallic phase
down to low temperatures, e↵ectively suppressing the metal-insulator transition (see
Fig. 3.2). Several studies were conducted by our group to understand this hydrogen
doping process. [7, 63, 64, 65] More recent e↵orts, which are the focus of this chapter,
have further centered on understanding the low-temperature magnetotransport be-
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Figure 3.1: Insulator-metal phase transition in vanadium dioxide. Here, the
transition is visualized through a dramatic, hysteretic change of resistivity as a func-
tion of temperature. The resistivity falls by approximately four orders of magnitude
over a narrow temperature range of a few Kelvin, yet the metallic state’s resistivity
is still large – on the order of 1 m⌦ cm. Figure reproduced from [6] under a Creative
Commons license.
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Figure 3.2: Hydrogenation of VO2. Optical images of two gold-contacted VO2
beams before catalytic hydrogenation at (a,d) 30 C in the insulating phase or (b,e)
135  C in the metallic phase, and (c,f) at room temperature after hydrogenation.
The change in crystal structure that occurs at the phase transition also modifies
the material’s optical properties, and the transition is readily visible via the color
change. Note that panel (c) shows a fully hydrogenated beam, whereas (f) shows
a partially hydrogenated beam with a clear color-contrast boundary marking the
approximate extent of hydrogen di↵usion from the gold-contacted end. Panel (g)
shows the Raman spectra of pristine VO2 in the insulating and metallic states, and
hydrogenated VO2 at room temperature, with its spectrum very similar to the pristine
metallic (high-temperature) material. Figure reproduced with permission from [7].
c  2012 Macmillan Publishers Ltd.
havior of HxVO2, both of nanowires grown in-house, and of thin film samples provided
by Prof. Darrell Schlom’s group at Cornell.
From our perspective, the practical advantages of using VO2 as a preferred candi-
date for correlated material studies include the ready availability of high-quality mate-
rial samples in various geometries, as well as decades of relevant literature. The main
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downside, however, is the transition to the insulator, which prevents low-temperature
transport studies of the pristine material. Hydrogenated VO2 can partially overcome
this challenge, as will be described below.
The work presented in this chapter was begun by my predecessor in the Natelson
lab, Dr. Heng Ji, who performed some of the experiments described herein (work with
which I assisted) and included those results in his in April 2015 Ph.D. thesis [54]. An
initial manuscript was submitted for peer review shortly after his graduation, but
referees suggested major revisions before publication. I have since continued to work
on this project in order to complete needed measurements on newly received (and
higher-quality) thin film samples, as well as significantly edit the original manuscript.
The overall interpretation of the body of results has been revised in light of the new
film data. The project is now at the manuscript submission stage as of February
2017, and Dr. Ji and I will be noted as equal contributors. A large part of the work
was either performed jointly by both of us before Dr. Ji’s graduation, or else is work
I have done since then, but I will note sections in the following text where work was
mainly done by Dr. Ji.
3.1 Low-Temperature Transport Studies of HxVO2
The standard treatment of quantum corrections to semiclassical electronic conduc-
tion assumes that charge carriers propagate many wavelengths between scattering
events, and succeeds in explaining multiple phenomena (weak localization magnetore-
sistance (WLMR), universal conductance fluctuations, Aharonov-Bohm oscillations)
observed in polycrystalline metals and doped semiconductors in various dimension-
alities. We report apparent WLMR and conductance fluctuations in HxVO2, a poor
metal (in violation of the Mott-Io↵e-Regel limit) stabilized by the suppression of the
VO2 metal-insulator transition through atomic hydrogen doping. Epitaxial thin films,
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single-crystal nanobeams, and nanosheets show similar phenomenology, though the
details of the apparent WLMR seem to depend on the combined e↵ects of the strain
environment and presumed doping level. Self-consistent quantitative analysis of the
WLMR is challenging given this and the high resistivity of the material, since the
quantitative expressions for WLMR are derived assuming good metallicity. These
observations raise the issue of how to assess and analyze mesoscopic quantum e↵ects
in poor metals.
Since the late 1970s, many insights have been gained into the e↵ects of quantum
coherence and quantum interference on electronic conduction in ordinary metals and
semiconductors[66]. Conduction is influenced by the interference between trajectories
as charge carriers scatter from static disorder, while inelastic scattering processes sup-
press coherence on the scale of the coherence length, L . Magnetic flux alters relative
phases of various trajectories via the Aharonov-Bohm phase. Magnetoresistive e↵ects
(e.g., weak localization[67], universal conductance fluctuations[68]) are then experi-
mental means of studying the evolution of quantum coherence as a function of control
parameters such as temperature, dimensionality, disorder, and carrier density. The
standard theoretical treatment of these e↵ects is perturbative in (1/kF`), where kF is
the Fermi wavelength and ` is the carrier mean free path, so that carriers propagate
many wavelengths between scattering events, a hallmark of a “good metal.”
In contrast, some materials are “bad metals,” such that kF` as inferred from the
resistivity is < 1, or roughly equivalently, when the Mott-Io↵e-Regel limit is violated
[22, 23]. This situation most commonly arises at high temperatures in correlated
materials. Conventionally, when scattering is dominated by disorder, materials with
small kF` cross over into the strongly localized regime as T is lowered[69]. Quantum
corrections to conduction in bad metals are comparatively unexplored.
As we have reviewed previously, VO2 is a strongly correlated material with an
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insulator-to-metal phase transition at about 340 K. Its conductivity can increase by up
to 5 orders of magnitude when the material is heated across the transition temperature
and the material transforms from a low temperature, monoclinic, insulating phase to
a high temperature, rutile, conducting phase[70]. This metallic state is a moderately
correlated bad metal[71] that has not been studied previously at low temperatures
due to the transition to the insulator. Atomic hydrogen can be doped into VO2,
either with[7, 64] or without catalyst[65], and this doping dramatically a↵ects the
properties of the material. Based on the neutron powder di↵raction measurements,
over a broad range of concentrations of the intercalated hydrogen atoms (x in HxVO2),
new orthorhombic phases are stabilized, with crystal structures similar to the pristine
tetragonal rutile structure except that a-axis lattice parameter is slightly di↵erent
from that of the b-axis. These new phases possess electronic properties similar to
the pristine rutile phase in terms of resistivity (and theory anticipates their metallic
behavior), and can be cooled down to 2 K without any phase transition. Here, we
find that in hydrogen-doped nanobeams and micron-scale flakes, the resistivity is
only weakly dependent on the hydrogen concentration (as inferred from varying the
hydrogen exposure time), consistent with the metallicity appearing as the result of
thermodynamic phase stabilization[64] rather than traditional doping. A di↵erent
situation is observed in thin films, however, where instead of reaching a stabilized
conducting state that does not change appreciably with further hydrogenation, the
films initially become more conducting upon hydrogen exposure, then trend more
insulating with longer exposure times. This could presumably occur if the doping
fraction x! 1 (stoichiometric HVO2, which is reported to have completely filled 3d
orbitals, and thus no available states at the Fermi level), as was recently observed
in a study on reversible hydrogen doping in thin VO2 films[72]), or it may be a
consequence of the di↵erent strain situation for films compared to bulk VO2 or micro-
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crystals. No systematic experimental study has been done of the low-temperature
electronic transport properties of hydrogen-doped VO2, in the case of nanobeams,
micro-crystals, or thin films.
In this chapter, we report the low temperature transport properties of hydro-
genated VO2. Three types of single-crystal samples have been used: epitaxial thin
films on single-crystal TiO2 substrates (the rutile polymorph), nanobeams, and micron-
scale flake-like crystals. Hall measurements on the pristine metallic film samples at
room temperature, as well as on the doped films at various temperatures, show a very
small Hall signal, similar to that reported previously at room temperature and above
on pristine, metallic VO2[73, 74]. The very small Hall response in the doped material
implies that multiple carrier types are likely present in the metallic state. After hydro-
genation, we observe abundant magnetoresistance (MR) responses in these samples
at low temperatures. For thin films of 10 nm thickness, an overall high-field positive
MR is observed at low temperatures, while the low-field MR may have either a peak
or dip at helium temperatures. The nanobeam and micron flakes also exhibit positive
MR of increasing magnitude as T is reduced below 20 K, independent of field direc-
tion, qualitatively similar to a 3d weak anti-localization response. Mesoscale samples
show conductance fluctuations as a function of magnetic field. Interpretation of these
results is discussed.
3.2 Experimental Techniques
Three kinds of single-crystal VO2 samples were used for hydrogen doping and trans-
port measurements. Epitaxial VO2 thin films were grown by Hanjong Paik, working
under the supervision of Prof. Darrell Schlom at Cornell University. After the rutile
(001) TiO2 single-crystal substrates were cleaned using a 23% HF aqueous solution
to reduce the metal impurity contamination on the surface, the films were grown by
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reactive molecular-beam epitaxy (MBE) in a Veeco GEN10 system. [75]. Initially,
films of 30 nm thickness were grown, but were found to be extremely susceptible
to microcracking during temperature cycling and cutting the as-grown samples into
smaller pieces, as observed recently by Paik et al. [75] To avoid this issue, 10 nm
thick films were grown in the same manner (three nominally identical samples denoted
HP1703, HP1704, and HP1706), and shipped to Rice. The samples were measured
after minimal processing (contact deposition only). I used e-beam evaporation to
deposit six contacts (5 nm vanadium followed by 35 or 50 nm gold) through a shadow
mask along the side of 1 cm ⇥ 1 cm VO2 films to form Hall bar structures. Heng
Ji prepared samples of two other types: VO2 nanobeams and micron-scale flake-like
single crystals, both grown by physical vapor deposition (PVD) on Si/SiO2 substrates
using methods reported previously,[76, 7] with wire or flake morphology determined
by the position of the substrate within the growth furnace. The nanobeams could
be up to 100 µm in length, and the widths and thicknesses ranged from 50 nm to
1 µm. For the flakes, the thickness was between 50 – 100 nm, and the dimensions
were tens of µm by tens of µm. In a typical growth run, both wires and flakes could
be achieved on one large substrate, improving the likelihood that the two sample
types would have similar properties. Ji used electron-beam lithography to define the
contact areas for 4-terminal transport measurements, and deposited 5 nm V / 35 nm
Au contacts, using wires and flakes less than 200 nm thick in order to avoid di culties
in contact continuity at the edges of thick samples.
After an initial temperature-dependent resistivity measurement (in the range 200–
400 K), all test structures were then treated by a catalyst-free atomic hydrogenation
process, with help from Nam Dong Kim (Rice University).[65] In a dedicated tube
furnace, hydrogen gas was flowed into the tube at rate 100 cc/min; a tungsten filament
heated by a 45 W power supply was located in the middle of the tube, and samples
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to be hydrogenated sat 1 cm away from the filament on the downstream side. A
valve on the pumping side was adjusted to stabilize the tube pressure at 10 Torr.
During this process, the hot filament splits molecular hydrogen gas at some rate, and
as observed previously the hydrogen atoms then di↵use into rutile VO2 along its c-
axis, without the need for any catalyst (di↵usion in the rutile structure is much faster
than in the monoclinic phase). Because the VO2 film on the TiO2 substrate has its
metal-insulator phase transition shifted to below room temperature, due to its high
strain from the lattice mismatch with the substrate, the atomic hydrogenation process
can take place at room temperature. As the c-axis of the film is perpendicular to the
substrate, the doping process took no more than 30 seconds to complete for the 10 nm
thickness (2 min for the 30 nm thickness), with hydrogen entering the film evenly
from the whole surface, resulting in apparently homogeneous doping (based on the
uniform appearance and color of the treated films, although we later discuss evidence
for local nonuniformity and time variation of uniformity of the doping). Accurate
determination of the hydrogen concentration is challenging and requires specialized
analytical techniques sensitive to light elements, such as annular brightfield scanning
transmission electron microscopy (ABF-STEM), elastic recoil detection (ERD),[72]
or highly destructive techniques involving chemical decomposition of the sample and
analysis of the reaction products,[77] which are beyond the scope of this work. For the
films, it is possible that there would be some modification of the strain at the interface
between the VO2 and TiO2 after doping, as suggested by previous work that shows
changes in the unit cell parameters with hydrogen incorporation[64]. This could in
principle be assessed with appropriate X-ray scattering techniques before and after
hydrogenation. An attempt was made to perform these experiments, but the “after”
results were not conclusive, possibly due to aging e↵ects (as well as the uncontrolled
sample conditions during shipment between Rice and Cornell). Given the large pre-
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existing strain due to the TiO2/VO2 lattice mismatch, however, we believe that any
such modification of strain is likely small compared to the pre-existing strain.
The first film sample, denoted HP1703, was exposed to atomic hydrogen for an
initial time of 2 minutes, followed by a second treatment for an additional 2 minutes,
and showed evidence of doping beyond the point of stabilizing the metallic phase.
After the initial 2-minute exposure, the sample shows a quite insulating temperature
dependence of resistivity upon cooling to 75 K, becoming even more so after the
second 2-minute atomic hydrogen exposure (> 2000 m⌦-cm; see Figure 3.3). This
is consistent with a recent report that epitaxial VO2 films doped with hydrogen by
the catalytic spillover method first become more conducting at low doping levels, but
with progressively more doping the trend reverses, resulting in substantially insulating
behavior as the stoichiometry approaches HVO2.[72] Further, it would imply that the
doping fraction in this film is large (x! 1) based on comparison with prior di↵raction
studies of hydrogenated VO2 powder, where an increasing hydrogen doping fraction
(up to x ⇠ 0.6) is accompanied by stabilization of two successive orthorhombic crystal
phases, which are most similar to the pristine metallic state.[64] Since the goal of this
work was to stabilize a relatively conducting (but still badly metallic) phase down to
low temperatures, two subsequently measured samples, HP1704 and HP1706, were
doped for only 30 s. These remain relatively conducting over the temperature range
2–300 K (though with resistivity magnitudes well above the regime of good metal
behavior). Despite the fact that they have the same geometry (e↵ective number of
squares) and were both doped for the same nominal time, their post-hydrogenation
temperature-dependent resistivity curves are substantially di↵erent from each other,
by a factor of ⇠ 2.7⇥ at room temperature and by ⇠ 6⇥ at 2 K (as shown in Figs.
3.4a and 3.5a). This may imply an extreme sensitivity to the exact doping level, with
a crucial dependence on the treatment process details (a di↵erence of a few seconds in
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doping time, or the exact sample-filament distance). The built-in strain of the films
may also be relevant, in light of this apparently enhanced sensitivity to hydrogen
exposure time compared with powder or micro-crystal samples.














 2 min atomic hydrogenation
 Another 2 min atomic hydrogenation
Figure 3.3: Temperature dependent resistivity of film sample HP1703 (10 nm thick-
ness), showing the e↵ect of increasing atomic hydrogenation time. A two-minute
hydrogen exposure results in an enhanced room-temperature resistivity (red curve)
compared to the pristine state (black curve), and a second exposure of two minutes
further increases according to this trend (blue curve). The insulating-like curve slope
with decreasing temperature is much steeper and larger in magnitude than for film
samples HP1704 and HP1706, which were doped for just 30s each. Such a trend to-
ward insulating behavior with longer hydrogen exposure time was not observed in the
PVD-grown nanobeams or flakes, likely due to the significantly slower di↵usion time
and lower hydrogen doping level for those samples compared to films (which is, in
turn, a consequence of the di↵erent sample geometries and their crystal orientations
and strain states). Figure reproduced from [8].
For hydrogenation of the wires and flakes, performed by Heng Ji, the furnace had
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to be turned on to increase the ambient temperature to 425 K, so that the VO2 crys-
tals had the rutile structure best suited for hydrogenation. Since the cR-axis for these
crystals was along the long dimension of the wires or along an in-plane dimension of
the flakes, it took 15 minutes for the VO2 samples to be fully hydrogenated (in the
sense that samples appeared homogeneous in color after cooling to room temperature,
and showed no significant changes in measured electronic properties if hydrogenated
for longer periods). The hydrogen content within the samples is not readily quan-
tifiable experimentally using X-ray di↵raction (XRD) due to the small crystal size,
nor via transmission electron microscopy (TEM) due to limited resolution and the
fact that hydrogen atoms move upon electron irradiation.[7] We point out that for
PVD-grown crystals, the measured electronic properties appear to be fairly indepen-
dent of hydrogen content above the threshold required to stabilize the orthorhombic
phase down to low temperatures, perhaps due to the relatively slow hydrogen di↵usion
compared to the film geometry.
All the transport measurements were done in a Quantum Design Physical Property
Measurement System (PPMS), with a base temperature of 1.8 K, and magnetic field
up to 9 T. A typical 4-terminal measurement setup was applied for all temperature-
dependent resistivity and magnetoresistance (MR) measurements. A low frequency
(7–17 Hz) AC signal was powered and collected by two lock-in amplifiers (Signal
Recovery model 7270 and model 7265), one current pre-amplifier (Stanford Research
Systems model SR570), and one voltage pre-amplifier (Stanford Research Systems
model SR560). For Hall measurements, one additional voltage pre-amplifier was
used. For all low temperature measurements, currents were limited to below 1 µA to
minimize Joule heating.
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Figure 3.4: (a) Temperature dependence of the resistivity of the VO2 film sample
HP1704 (10 nm thickness), before (black squares) and after (red triangles) the 30 s
atomic hydrogenation process. The metal-insulator transition in the pristine material
is marked by a sharp increase of resistivity of > 3 orders of magnitude at ⇠ 282 K on
cooling, whereas after hydrogenation, the phase transition disappears and the resisi-
tivity is nearly flat with temperature. (b) A closer view of the resistivity immediately
after hydrogenation (red squares) and after a subsequent warming and cooling cycle
(blue triangles), showing that the detailed shape of the curve changes over time, even
though the sample remains in the controlled cryostat environment, perhaps due to
time evolution of the hydrogen distribution in the lattice. (c,d) Hydrogenated film
MR curves at various temperatures with the field (c) perpendicular or (d) parallel
to the substrate and current direction. Curves are o↵set by (c) -0.002 or (d) -0.01
for clarity. An overall high-field positive MR develops as the temperature is reduced
below ⇠ 150 K, growing as the temperature decreases. A small dip (perpendicular
case) or peak (parallel case) appears at 4 K and below, likely due to localization ef-
fects. (e) Hall resistance of the hydrogenated film measured at various temperatures.
The data have been antisymmetrized to remove a longitudinal component artifact.
(f) Calculated mobility (left axis) and carrier density (right axis) of the hydrogenated
film inferred from resisitvity and Hall data assuming a single carrier type (n-type).
The unphysically large inferred carrier density implies that more than one carrier type
likely contributes to transport in the hydrogenated film. Figure reproduced from [8].
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3.3 Results and Discussion
3.3.1 VO2 film
Before hydrogenation, the VO2 films of 10 nm thickness show a typical sharp phase
transition behavior (Fig. 3.4a) with the transition temperature at ⇠ 282 K on cooling
(290 K for the 30 nm film), instead of the 340 K transition of unstrained bulk VO2.
This reduced transition temperature has been reported previously, and was well ex-
plained by a compressive strain along the cR-axis[78]. After the 30s room-temperature
atomic hydrogenation process (samples HP1704 and HP1706), the films remain in a
conducting state with a resistivity similar to that of the pristine metallic state. Unlike
a good metal, the temperature dependence of resistivity of the films shows an overall
negative slope, with behavior below 100 K that changes after subsequently warming
up and cooling down again (Fig. 3.4b), but without any obvious sign of impending
strong localization. The di↵erent response on the subsequent cooldown may be due
to redistribution of hydrogen concentration in the lattice over time. The total change
of resistivity from 300 K to 2 K is no more than a few times for both 10 nm films
hydrogenated for 30 s (or less than an order of magnitude for the 30 nm film).
Even at room temperature, the resistivity of the hydrogenated VO2 film is much
higher than expected for a typical metal. Based on the Mott-Io↵e-Regel limit (MIRL),
the semiclassical transport model for quasiparticles is only applicable when the mean
free path ` is larger than the lattice constant a, leading to a criterion of kF` ⇠ 1 (or
2⇡). This leads to a maximum resistivity of metals in the conventional model on the
order of a~/e2. When considering VO2 with a lattice constant of 2.85 A˚ along the
cR-axis[71], its maximum resistivity should then be around 117 µ⌦-cm. In our mea-
surements, however, the resistivity of the hydrogenated VO2 film of 10 nm thickness
is larger than 540 µ⌦-cm for one sample (HP1704) and larger than 1450 µ⌦-cm for a
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second sample (HP1706) (or 700 µ⌦-cm for the 30 nm film) throughout the tempera-
ture range from 300 K to 2 K, with similar values measured for PVD-grown wires and
flakes, implying the inadequacy of semiclassical quasiparticle conduction in VO2. The
violation of MIRL has been observed at high temperature in some transition metal
oxides, like VO2[71], and some correlated superconducting oxides, like Sr2RuO4 [79],
LaxSr1 xCuO4, and YBa2Cu3O7[80]. There are few reports about violation of the
MIRL near the threshold of strong localization at low temperature[81, 82, 83].
I performed MR measurements on the VO2 films (samples HP1704, HP1706) at
various temperatures. For sample HP1704, which appears to be less doped due to its
smaller increase of resistivity with temperature, the MR is shown in Fig. 3.4 with the
external magnetic field either perpendicular (Fig. 3.4c) or parallel (Fig. 3.4d) to the
film surface and current direction. The relative change of resistance  RR0 =
R(B) R0
R0
is plotted as a function of external field strength. In both orientations, an overall
high-field MR develops and grows as the temperature is reduced below ⇠ 150 K, with
a maximum magnitude less than 2% at low temperatures, and a slope that shows
no sign of saturation by 9 T. At the lowest temperatures (2 or 4 K), the low-field
region of the MR curves shows a dip when the field is perpendicular to the plane, or
a peak when the field is parallel to the plane. Film HP1706, which despite nominally
identical processing appears to be more strongly doped (based on its larger room-
temperature magnitude of resistivity after doping and steeper increase of resistivity
with falling temperature, shown in Figure 3.5(a)), also shows a high-field positive MR
of similar magnitude at temperatures below ⇠ 150 K, and has a zero-field peak at
temperatures below 4 K with the field perpendicular to plane (Figure 3.5(b)).
This magnitude of the magnetoresistance, its functional form, and its suppres-
sion with increasing temperature, resemble the predictions of the theory of weak
localization[67]. Weak localization usually occurs at low temperatures when the in-
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Figure 3.5: Transport measurements of the 10 nm thick film HP1706. (a) Resistivity
before (black curve, cooling data) and after (red curve) 30 s atomic hydrogenation. (b)
MR curves of the hydrogenated film at various temperatures, with the field perpen-
dicular to the plane of the sample. The curves are o↵set by -0.003 per temperature
value for clarity. An overall positive sign of MR develops below ⇠ 150 K, and a
zero-field peak emerges when cooling below 4 K. Figure reproduced from [8].
elastic scattering time (⌧i) is much larger than the elastic scattering time (⌧e), so
that the electrons can experience momentum relaxation and di↵usion before loss of
phase coherence. In the absence of strong spin-orbit coupling, trajectories corre-
sponding to closed loops and their time-reversed partners interfere constructively,
favoring back-scattering, i.e., localization, and result in a slightly larger resistance.
When a magnetic field is applied, the constructive interference is broken due to the
Aharonov-Bohm phase, suppressing the back-scattering and leading to negative MR.
In a system with strong spin-orbit scattering, this interference at the origin point
becomes destructive, suppressing back-scattering; the MR sign flips to positive, pro-
ducing weak anti-localization. The functional form of the MR depends on the e↵ective
dimensionality of the sample with respect to the coherence length. In conventional
(good) metal systems, WL or WAL data can be modeled by functional forms that
are tailored for the case of either two [84] or three [85] dimensions, and the relevant
53
field scales that allow determination of the coherence length, spin-orbit contribu-
tion, spin-flip contribution, and inelastic scattering can be deduced from the fitting
parameters.
Quantitatively fitting the data to the theoretical expressions for WL/WAL with
self-consistent values of parameters, particularly the role of elastic scattering, is not
possible. The MIR-violating resistivity and di culty extracting meaningful carrier
densities from Hall data are the source of the problems. We can use the Einstein
relation,   = e2D⌫(EF), where   = 1/⇢, e is the electronic charge, and ⌫(EF) is the
density of states at the Fermi level, to infer a value for D. Using the estimate of kF ⇠
108 cm 1 employed by Qazilbash et al.[71] and assuming a spherical Fermi surface and
an e↵ective mass close to the free electron mass, one finds ⌫(EF) ⇠ 8⇥ 1046 J 1m 3,
implying a di↵usion constant D ⇠ 5⇥10 5 m2/s when ⇢ = 1 m⌦-cm. As expected for
the MIRL situation, however, this also implies a mean free path small compared to the
lattice spacing and is therefore likely unphysical. We note that employing a di↵erent
value of the e↵ective mass m⇤ could also a↵ect the inferred D, with increasing m⇤
causing a reduction of D. Early works [86] estimate the e↵ective mass at 1.6  7 m0,
depending on the method, while more recent analyses based on measurements of
optical conductivity put the e↵ective mass at no more than a few times the free
electron mass. For example, the work by Okazaki et al. [87] suggests m⇤ ⇠ 4 m0,
while recent theory work[88] suggests m⇤ ⇠ 2 m0. Further, optical conductivity
results indicate the possibility of a diverging e↵ective mass as the system nears the
metal-insulator transition [71], which would imply a vanishing di↵usion constant. As
discussed below in the context of the Hall number, the electronic structure of metallic
VO2 remains a topic of debate[89].
These issues with D and kF` make it very di cult to apply the quantitative
formula of WAL/WL meaningfully, particularly as the underlying theory is based on
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the assumption that kF` >> 1. However, the qualitative features of the MR (growing
magnitude and increasing “cuspiness” near zero field as T ! 0) suggest that the MR
mechanism is analogous to weak localization. To support this, we also present the
film sample MR data plotted instead as magnetoconductance, in units of e2/h (see
Fig. 3.6). The maximum magnitude change of conductance over the ± 9 T field
range is ⇠ 1.9 e2/h (sample HP1704, field in plane), ⇠ 2.5 e2/h (HP1704, field out
of plane), or ⇠ 0.28 e2/h (sample HP1706, field out of plane), values which are of
the typical magnitude of WL/WAL. Also, the similar high-field MR for in-plane and
out-of-plane field orientations imply that the system is e↵ectively in or close to the 3d
limit, with a coherence length comparable to film thickness. These observations show
the need for treatments of quantum corrections to conduction applicable to such bad
metals.
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Figure 3.6: Magnetoconductance for film sample HP1704 with the field (a,d) per-
pendicular or (b,e) parallel to the plane of the substrate, and (c,f) film sample
HP1706 with the field perpendicular to the plane of the substrate. The top row
shows plots in units of raw conductance, and the bottom row shows the di↵erence
 G = G(B)   G(B = 0). Curves in the bottom row have been o↵set for clarity by
(d) 0.25, (e) 1, and (f) 0.05. Figure reproduced from [8].
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We note that an isotropic negative magnetoresistance quantitatively similar in
magnitude and field scale to these observations has been reported previously[83] in
few-unit-cell-thick films of the correlated material LaNiO3. In that system this e↵ect
was interpreted as evidence for the importance of magnetic fluctuations[90] acting
as a source of inelastic scattering, and possible proximity to a spin glass state[91]
or antiferromagnetic ordering. While the partially filled vanadium 3d band could in
principle be relevant for magnetism in HxVO2, measurements to date have found no
evidence of magnetic ordering[64].
Given the substantial change in the shape of the resistivity versus temperature
curve for successive cooldowns of the HP1704 film sample, and the larger resistivity of
sample HP1706 after doping with nominally the same hydrogenation protocol as for
HP1704, it is worth considering whether the presence of either a dip or peak in the low-
field MR is a consequence of both the hydrogen doping fraction and the redistribution
of hydrogen within the lattice over time, rather than an intrinsic anisotropic response
of the material. The absence of anisotropy is further supported by measurements on
nanobeam and micron-scale flake samples, as we describe in a subsequent section.
I also performed Hall measurements on the hydrogenated 10 nm thickness VO2
films. In the metallic state of pristine VO2 single crystals[73] and thin films[74, 92],
the sign of the Hall coe cient indicates the dominance of n-type carriers. Interpreting
the Hall data in terms of a single carrier type leads to the conclusion that there are
several mobile carriers per vanadium ion. This has resulted in the suggestion that
both n- and p-type carriers are present in the system, leading to a comparatively
small Hall number[73, 74]. In both our as-grown and hydrogenated films, we observe
a very small Hall signal at room temperature (Fig. 3.4e, hydrogenated film data)
with a negative slope, consistent with a dominant contribution of n-type carriers. For
the hydrogenated films, the Hall voltage becomes larger as the temperature decreases,
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which conventionally implies a decrease in carrier density. Linear fits are performed
to obtain the slope of the Hall data.
Assuming only n-type carriers, we are able to deduce the Hall carrier density
n and mobility µ from the Hall measurements and the resistivity, according to the
equations: n = IB/(VHed), µ = 1/en⇢ , where I is the current, B is the perpendicular
magnetic field, VH is the Hall voltage, d is the thickness of the sample, and ⇢ is the
resistivity. The temperature dependence of the deduced n and µ is presented in Fig.
3.4f. The extremely small Hall voltage leads to an extraordinarily high calculated
carrier density, further resulting in an extremely small calculated value of mobility.
At room temperature, the deduced n for the 10 nm film sample HP1704 is about
45 ⇥ 1028 m 3, much larger than the density of vanadium atoms (⇠ 3 ⇥ 1028 m 3).
Even at 2 K, where n reaches the minimum in the limit of our measurement setup,
the inferred value is still as large as 1.9⇥ 1028 m 3.
All these results further support the conjecture originating in the pristine VO2
literature that the assumption of a single carrier type is incorrect; thus both n- and
p-type carriers are likely present in this system, with comparable contributions to
the conductance. While a two-carrier interpretation has been long been suggested to
explain the small Hall number (and therefore large inferred carrier density) in metallic
VO2,[86] there remains no direct evidence for this, or an explicit electronic structure
treatment that clearly identifies a possible source of hole carriers. This aspect of
the band structure (e.g., the source of the small Hall number; any hole-like source
of carriers that could contribute) of doped (or even pristine metallic) VO2 remains
unresolved.
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(b) (a) (c) 
(d) (e) (f) 
Figure 3.7: Top row: Temperature dependence of the resistance of a VO2 nanobeam
sample (a) before and (b) temperature dependence of resistivity after hydrogenation.
The inset of (b) is a photo of the measured nanobeam test structure, taken under
an optical microscope. (c) Positive MR response of hydrogenated VO2 nanobeam
sample at various temperatures with the field perpendicular to the substrate plane.
Bottom row: Temperature dependence of resistivity of a VO2 micron-size flake like
sample (d) before and (e) after hydrogenation, with the inset of (e) showing the atomic
force microscopy (AFM) image of the flake sample measured. Panel (f) shows its MR
responses at various temperatures with the field perpendicular to the substrate plane.
Figure reproduced from [8].
3.3.2 VO2 nanobeams
As a comparison, the temperature dependence of resistance and the magnetoresis-
tance of hydrogenated VO2 nanobeams were also measured by H. Ji under compara-
ble temperature and field conditions. The resistance of a representative sample shows
a non-monotonic temperature dependence (Fig. 3.7(b)). The resistance gradually in-
creases as the temperature decreases from 300 K to 140 K, at which point it reaches
a maximum, though the total change is less than 20% and is thus quite di↵erent from
the temperature dependence of resistance of a semiconductor. Below 140 K, the resis-
tance decreases with cooling, similar to the behavior of a metal. Based on the temper-
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ature dependence of resistance measurement of the pristine sample, this transferred
nanobeam should be rutile under c-axis tensile strain, which is due to direct contact
with the substrate. When grown at high temperatures, the undoped nanobeams and
flakes are initially in the rutile state, and are strongly elastically coupled to the under-
lying SiO2 layer. After cooling to room temperature, the nanobeams transition into
the monoclinic state (with its di↵ering lattice parameters), yet remain firmly mechan-
ically clamped by the underlying SiO2, and thus become compressively strained along
the rutile c-direction due to di↵erences in thermal expansion. Nanobeams transferred
onto a non-growth substrate are then in a comparatively unstrained state when they
are in the monoclinic insulating phase, but they tend to be adhered to the substrate
by van der Waals forces; when they transition to the metallic phase (either by heating
or hydrogen doping), they will be under tensile strain. This is in contrast to the case
of a VO2 film grown on a TiO2 substrate, which has a much stronger rutile c-axis
compressive epitaxial strain due to the lattice mismatch[78].
The magnetoresistance of the VO2 nanobeam shown in Fig. 3.7(c) has a positive
high-field MR response below ⇠ 25 K, similar to the films, but without evidence of a
low-field peak or dip feature at the lowest temperatures. Since the width and thick-
ness of the nanobeam are both more than 50 nm, and the MR measurement with
the magnetic field parallel to the current indeed shows the same rough magnitude
of change as the perpendicular case (see Fig. 3.8), it seems reasonable to conclude
that this system is also e↵ectively 3d from the perspective of localization corrections.
The appearance of positive MR at low temperature here and in the films suggests the
possibility of weak anti-localization, and implies that vanadium may possess strong
enough spin-orbit scattering to observe WAL. This is not entirely surprising, consider-
ing that some positive weak anti-localization MR is observed in copper films[67] whose
atomic number (Z = 29) is only slightly larger than that of vanadium (Z = 23). As
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in the films, the MIRL resistivity here precludes a self-consistent quantitative analysis
of the MR in terms of WL/WAL.













Figure 3.8: Positive MR response at various temperatures of the same hydrogenated
VO2 nanobeam sample as in Fig. 3.7(a-c), with the magnetic field oriented in the
plane of the substrate and parallel to the current. The MR shape and magnitude
are similar to what was observed in the field-perpendicular-to-plane orientation at
comparable temperatures. Figure reproduced from [8].
Even though the positive MR of both VO2 films and nanobeams may be inter-
preted as a consequence of weak anti-localization, the reason for the di↵erences in
the low-field MR response of the two sample types remains unclear. Beyond the
question of the exact hydrogen concentration, there are two significant di↵erences
between these kinds of samples: strain direction and current direction with respect
to the cR-axis. The di↵erence of strain directions has been mentioned above, and
is clearly important based on the fact that the phase transition temperature in the
undoped samples shifts to opposite directions in these two morphologies. It is long
established that strain can modify the spin-orbit coupling[93]; in principle a strain-
induced modification of the band structure and inversion symmetry could explain a
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sign flip in weak (anti)localization MR if the resulting SOC is su cient. An example
of strain modifying SOC and in turn the MR is Habib et al.[94], where SOC is ex-
plicitly tuned in GaAs 2d holes as a function of strain. Without a detailed electronic
structure calculation, however, that explains, e.g., the small Hall number in undoped
metallic VO2 and the electronic structure of the hydrogen-stabilized phase, or further
spin-sensitive experiments, it is di cult to draw firm conclusions about the interplay
of strain and SOC in this system.
The current direction may also be important if the hydrogenated VO2 has anisotropic
electronic properties. The physical structure (one-dimensional V chains in the un-
doped rutile structure) and highly anisotropic H di↵usion properties clearly show that
the cR-axis is a special direction in VO2; it is the direction along which dimerization
of the V occurs in the insulating state of VO2. For films, the current is in-plane,
and the cR-axis is perpendicular to the plane, therefore, the current is perpendicular
to the cR-axis. In nanobeams, however, the current is by necessity parallel to the
cR-axis. To investigate the possible existence of anisotropy, we turn to measurements
of VO2 flake-like single-crystal samples, also performed by H. Ji.
3.3.3 VO2 microflakes
The cR-axis of the VO2 micro flakes can be determined by optical microscopy, because
the domains formed during the phase transition in the undoped material are always
in a stripe shape perpendicular to the cR-axis, and are visible through their optical
contrast. Generally, the cR-axis is along the long side of rectangular VO2 flakes. Here,
four V/Au contacts were deposited by H. Ji along the short side of the flake, so that
the current would be perpendicular to the cR-axis (inset of Fig. 3.7(e)), as in the film
measurements, and in contrast to the nanobeam measurements. Although the VO2
flakes remain on their growth substrate, and thus are expected to have larger strain
61
than transferred VO2 nanobeams, the hydrogenated flake sample shows a monotonic
positive temperature-dependent resistivity (Fig. 3.7(e)), similar to a metal.
The MR measurements of the flake sample show a positive response that grows
with decreasing temperature (Fig. 3.7 (f)), just as for the nanobeam case. Since
the current direction is now perpendicular to the cR-axis, this essentially rules out
the possibility that the di↵erent MR response of the films and the single-crystal
wires/flakes (the low-field peak or dip features seen in the films) is caused by intrinsic
anisotropy.
3.3.4 Mesoscopic conductance fluctuations
We also study submicron-size hydrogenated VO2 test structures, consisting of both
an epitaxial film sample and a nanobeam sample. On the film, H. Ji used e-beam
lithography and e-beam evaporation to define and deposit multiple contacts with
spacings between voltage probes varying from 500 nm to 8 µm, followed by e-beam
lithography and reactive-ion etching (RIE) to pattern and etch away the unwanted
VO2 between the gold contacts except for a strip about 10 µm wide in the middle
(Fig. 3.9(a)). The cracked 30 nm thin film is used for these measurements, though
the length scales between the metal contacts are su ciently small that the cracks are
not expected to a↵ect the transport. Qualitatively similar results are obtained on
nanobeam samples as well. For the nanobeam samples, Ji and I used a self-aligned
technique to deposit gold contacts (deposition of one contact at normal incidence,
and the other at a 45  angle), forming a gap size on the order of 100 nm (Fig.
3.9(b)). All these samples are hydrogenated using the same process described above,
and transport measurements are done in the PPMS. Although the magnitude of
resistivity and its temperature dependence show behavior similar to that of the large-
scale samples, the MR is quite di↵erent. In both film and wire samples with submicron
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Figure 3.9: (a) SEM image of a patterned and etched VO2 film sample, with spacings
between the gold contacts ranging from 300 nm to 8 µm. (b) SEM image of a VO2
nanobeam sample patterned by a self-aligned technique, with a gap size of about
20 nm. (c) MR response of the hydrogenated VO2 film with a contact spacing of about
400 nm. (d) MR response of the hydrogenated VO2 nanobeam nano-gap sample. Both
samples show apparently random, but retraceable MR fluctuations, consistent with
UCF physics. Figure reproduced from [8].
voltage probe separations, the MR varies nonmonotonically in an apparently random
manner (Fig. 3.9, panels (c) and (d)), with some signs of telegraph noise. The
randomness, however, still follows certain rules: the curves retrace themselves with
increasing or decreasing magnetic field; are approximately symmetric (to within the
e↵ects of telegraph switching) about zero field; and the lower the temperature, the
larger the fluctuations. For a given sample, after warming up to room temperature
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and cooling down again, the pattern of MR changes. All these features suggest that
the fluctuations are likely a form of universal conductance fluctuation (UCF)[68].
The large field scale associated with the observed fluctuations is consistent with the
short coherence length on the order of ⇠10 nm implied by 3d WLMR. If the MR
fluctuations are interpreted in terms of a fluctuating parallel conductance, the change
of conductance is less than 1 G0 (2e2/h ⇠ 7.748⇥10 5 S), consistent with expectations
of UCF, which is suppressed with increasing sample size through ensemble averaging.
The large field scale precluded detailed studies of the conductance fluctuations (e.g.,
autocorrelation of the conductance, G, as a function of magnetic field).
3.4 Conclusions
In this work, we studied the low temperature transport properties of hydrogenated
VO2 of di↵erent morphologies that were grown by distinct methods. The large re-
sistivity of these samples apparently violates the Mott-Io↵e-Regel limit over the full
temperature range examined, implying the failure of simple semiclassical transport
for this doping-stabilized metallic state of HxVO2. VO2 films grown by MBE on
TiO2 (001) substrates show a positive high-field MR when T < 150 K independent
of field direction. The detailed low-field MR structure shows either a dip or peak at
low temperatures, with the sign likely determined by a combination of strain e↵ects
and the hydrogen doping level and uniformity. Analogous MR measurements of VO2
nanobeams and micron-scale flake-like crystals grown by PVD on Si/SiO2 substrates
show a high-field positive response similar to that of the films, but with a low-field
response that is featureless (no sharp peak or dip) to within the noise background.
This positive overall MR resembles a quantum interference correction to conduction
like WAL/WL. Quantitative analysis of the MR, however, is complicated by poor
understanding of the electronic structure of the bad metal state and a lack of a self-
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consistent theoretical framework for analyzing such quantum interference e↵ects in
MIRL-violating materials. Hall measurements on the film material confirm a very
small Hall number, both in the pristine room-temperature metallic state and in the
hydrogen-stabilized metallic state. Finally, magnetoresistance measurements on sub-
micron scales show evidence for mesoscopic conductance fluctuations with a field scale
consistent with a short (⇠ 10 nm) coherence length.
These observations demonstrate that mesoscopic corrections to electronic conduc-
tion can be present even in materials that apparently violate the Mott-Io↵e-Regel
limit, and hence should conventionally be expected to be crossing into the strongly
localized regime. Our experiments highlight the need for a better understanding of
the electronic properties of metallic VO2 (undoped or stabilized by hydrogen doping),
and the importance of developing treatments of mesoscopic e↵ects in systems where
the conventional, long-useful, semiclassical picture is not appropriate.
Chapter 4
Potential Fluctuations at Low Temperatures in
Mesoscopic-Scale SmTiO3/SrTiO3/SmTiO3
Quantum Well Structures
Part of this chapter is adapted from the published work [12] :
Potential Fluctuations at Low Temperatures in Mesoscopic-Scale
SmTiO3/SrTiO3/SmTiO3 Quantum Well Structures
Will J. Hardy, Brandon Isaac, Patrick Marshall, Evgeny Mikheev, Panpan Zhou,
Susanne Stemmer, and Douglas Natelson
ACS Nano, in press
DOI: 10.1021/acsnano.6b08427
c  2017 American Chemical Society
In Chapter 3, we considered a long-studied prototypical SCM, VO2, and we now
turn to a more recently developed topic in correlated oxide materials: The conducting
interface that can form between certain insulating transition metal oxides with the
perovskite structure and composition ABO3 (A = rare earth, B = trivalent transition
metal). As will be described below, such systems have opened new avenues of inquiry,
which are of special interest in light of the possibility of engineering exotic behaviors
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through advanced growth techniques, which are now capable of single-atomic-layer
precision.
4.1 Introduction
Interest in oxide-based heterostructures has intensified in recent years, in large part
due to advances in epitaxial film growth and the 2004 discovery by Ohtomo and Hwang
of a two-dimensional conductive interface (a high carrier density two-dimensional
Figure 4.1: Polar discontinuity at LAO/STO interfaces. LAO has planes of
alternating +1 and -1 net charge, while STO is neutral. To resolve this polar disconti-
nuity, and depending on which material layers touch at the interface, redistribution of
electron density occurs as shown either as (upper panel) AlO2/LaO/TiO2 with half an
electron per unit cell transferred from LAO to STO, or (lower panel) AlO2/SrO/TiO2
with half an electron transferred from STO to LAO. The line diagrams on the right
show the charge density ⇢, electric field E, and potential V . After reconstruction,
the electric field alternates about zero, and the potential no longer diverges. Figure
reproduced with permission from [9]. c  2006 Macmillan Publishers Ltd.
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electron gas, 2DEG) between the insulating perovskite materials LaAlO3 (LAO) and
SrTiO3 (STO) [95, 10]. There, the di↵erence in electron density of the two sides
(when polar and nonpolar oxides are interfaced) results in the “polar catastrophe,”
in which a built-in electric field exists at the interface. This situation is depicted
in Fig. 4.1. In response to this, either the crystal structure at the interface can
reconstruct (in which case, no 2DEG forms), or the electron density can be redis-
tributed to compensate, with charge accumulating at the interface to form the con-
fined 2DEG.[9] The electronic properties of this electron gas are determined by a
combination of lattice distortions, spin-orbit coupling, defects, and various regimes of
magnetic, charge, and orbital ordering. Strong electronic correlations result from this
situation, resulting in competing orders that can be tuned by various external param-
eters (e.g., temperature, magnetic field, pressure, chemical doping, and electrostatic
gating)[96, 97, 98, 99, 100, 101]. Nonstoichiometry at the interface can complicate
matters considerably.
Techniques for growing high-quality films and atomically sharp interfaces of these
transition metal oxides (TMOs) and their characterization are central to many ongo-
ing research e↵orts [102]. The possibility for rich interplay between charge, spin, and
orbital ordering (depicted schematically by Hwang et al. in the diagram of Fig. 4.2)
makes oxide heterostructure systems excellent tools in the study of correlation phe-
nomena with wide-ranging implications, from understanding high-TC superconductiv-
ity [36] to engineering materials with novel functional properties [103, 104, 105, 106].
Many aspects of these and related oxide heterostructures remain, however, only par-
tially understood, including the nature of quantum coherence in transport, and the
relationship of coherence with other e↵ects such as spin-orbit coupling, localization
(both weak and strong), and charge and magnetic ordering.
Here, we examine electronic transport in mesoscale devices made with heterostruc-
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Figure 4.2: Rich interplay of phenomena at oxide interfaces. These systems
display intriguing and potentially useful competitions in their electronic and magnetic
properties, driven by the underlying symmetries and degrees of freedom depicted here.
Figure reproduced with permission from [10]. c  2012 Macmillan Publishers Ltd.
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tures of SrTiO3 sandwiched between layers of SmTiO3. Motivating the present study
is a body of prior work focused on quantum wells (QWs) in epitaxial STO layers
sandwiched between layers of either antiferromagnetic (AFM) SmTiO3 (SmTO) or
ferrimagnetic GdTiO3 (GdTO). Those studies, performed using structures with lateral
dimensions of 100 µm2 to 1 cm2, [101, 107, 11, 108] demonstrated that the trans-
port properties of the SmTO/STO QWs can be tuned from a regime of seemingly
Fermi liquid (FL) behavior to a non-Fermi liquid (NFL) regime as the STO thickness
is reduced below a critical value of 5 SrO layers, as inferred from the temperature
dependence of the resistance. Fitting with the functional form ⇢ = ⇢0 + A T n, a
fitting exponent n < 2 is interpreted as NFL behavior (in this case, the present NFL
samples exhibit n ⇠ 5/3 over a fairly broad temperature range). Using these re-
sults, a phase diagram for SmTO/STO/SmTO QWs can be constructed, as shown
in Fig. 4.3. Subsequent work [109] focused on tunneling spectroscopy in these QW
samples, uncovering spectroscopic evidence of a pseudogap at low temperatures in
AFM-confined QWs, as well as evidence of coherent transport in these structures.
In this chapter, we expand upon those measurements to examine transport in
structures of mesoscopic size. We find unexpected, time-dependent voltage fluctu-
ations that emerge at low temperatures for devices of small contact electrode size
(⇠ 250 nm width). These fluctuations were detected between voltage probes in
measurements of temperature-dependent resistivity and as a correction to the field-
perpendicular-to-plane magnetoresistance (MR). Remarkably, the voltage fluctua-
tions are independent of measurement current, ruling out conventional temporal
universal conductance fluctuations (UCF) as a mechanism, and are systematically
suppressed with increasing contact spatial size and increasing temperature. The sup-
pression on larger temperature and spatial scales implies that the fluctuations are
mesoscopic in nature. We propose a possible origin of the observed behavior in terms
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Figure 4.3: Phase diagram of SmTO/STO/SmTO quantum wells The quan-
tum well thickness, in terms of number of SrO layers, determines the details of
crossover between FL and NFL behavior. Blue circles are points determined from
the fitting of temperature dependent resistivity data, and gray squares mark the tem-
perature of resistivity upturn, below which the data are not included for fitting. The
red circle marks a possible quantum critical point. Figure reproduced with permission
from [11]. c  2014 Macmillan Publishers Ltd.
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of a time-varying Seebeck coe cient within this system. An improved understanding
of charge transport in model systems such as this one, especially any quantum co-
herent properties, may lead to new insights into the nature of transport in strongly
correlated materials that deviate from Fermi liquid theory.
4.2 Methods
The SmTO/STO/SmTO heterostructures used in these studies were grown by Bran-
don Isaac under the guidance of Prof. Susanne Stemmer at the University of Califor-
nia, Santa Barbara (UCSB), using the technique of hybrid molecular beam epitaxy
(MBE) on LSAT substrates as described elsewhere [101, 11, 110] Based on prior trans-
port results [108], the STO layer thickness (given in number of SrO layers) was chosen
to yield one nominally NFL sample (4 SrO layers) and one nominally FL sample (10
SrO layers) for comparison. The STO layer thickness was verified by the UCSB team
using cross-sectional scanning transmission electron microscopy (STEM). An exam-
ple of a STEM image of a similar QW sample used in a previous work is shown in
Fig. 4.4, demonstrating the excellent crystallinity and atomic sharpness of the MBE-
grown layers. Initial resistivity and Hall measurements were also performed on the
as-grown samples using shadow-masked Ti/Au contacts, before sample shipment to
Rice.
Mesoscale devices for transport measurements (Hall bars and mesa samples) were
fabricated from the as-grown QWs by a combination of e-beam and photolithography
to define contacts for metallization (e-beam evaporation of 5 nm Ti and 50 nm Au),
followed by room-temperature directional reactive ion etching (RIE) with chlorine (a
process suggested by Dr. E. Mikheev) to isolate well-defined regions of QW sample for
study. For the etching process, the metal contacts were protected with either 35 nm
of Al2O3 deposited by e-beam evaporation (for samples with several small contacts
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Figure 4.4: Cross-sectional STEM image of a 1-SrO thick QW sample. The
heterostructures used in the work discussed in this chapter have thicker STO than
shown in this image, increasing to either 4 or 10 SrO layers in thickness.The scale bar
represents 2 nm. Figure reproduced with permission from [11]. c  2014 Macmillan
Publishers Ltd.
at variable spacing) or Shipley S1813 photoresist (for larger Hall bar samples).
Transport measurements were performed using low-frequency lock-in techniques
in a Quantum Design Physical Property Measurement System (PPMS). After pro-
cessing the as-grown samples into test structures, temperature-dependent resistance
and variable-temperature Hall measurements were performed at Rice and their re-
sults compared to those obtained in advance with the unprocessed films (which were
measured in Van der Pauw geometry by B. Isaac), to ensure that the QW properties
had not changed over time during the device fabrication. Since the QW samples are
known to degrade when baked at high temperatures in ambient atmosphere (as noted
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by the UCSB team), all processing was limited to temperatures below 120 C, and no
evidence of degradation was observed when comparing transport data taken before
and after processing.
4.3 Results
Brandon Isaac first performed van der Pauw measurements to characterize the as-
grown samples (see Fig. 4.5). He determined that the sheet resistance at 2 K is
⇠ 135 ⌦/square (FL sample) or ⇠ 345 ⌦/square (NFL sample). At 2 K, the FL
sample has an apparent carrier density (estimated from Hall measurements) of ⇠ 3.2
⇥ 1014 /cm2 and a mobility of ⇠ 140 cm2/V s; by comparison, at 2 K the NFL sample
has a carrier density of ⇠ 9.4 ⇥ 1014/cm2 and an inferred mobility of 19 cm2/V
s. Prior work [108] has noted that the apparent carrier density values inferred from
Hall measurements (and subsequently inferred carrier mobility) in these structures
are not strictly accurate at low temperatures due to the phenomenon of lifetime sep-
aration, which entails di↵erent scattering rates governing longitudinal transport and
Hall resistances. Thus, it is more accurate to label these measurements as (eRH) 1
rather than carrier density.
The as-grown samples were shipped to Rice, where I then processed them into
meso- and nanoscale devices as described in the Methods. Briefly, the as-grown
QW films were patterned into micron-scale test structures with several Ti/Au metal
contacts, in two geometries: a Hall bar with lateral dimensions of & 10 µm, and
a long mesa ( 3.5 µm wide and ⇠ 200 µm long) of QW material with multiple
narrow contacts (either nominally all ⇠ 250 nm width, or in a range of widths from
⇠ 0.2 – 5 µm) along its length at variable spacing intervals (⇠ 0.1 – 3 µm contact
separations), as well as large current contacts located at the mesa ends in the long
direction. Top view images of representative devices of each type are shown in Fig.
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Figure 4.5: Transport characterization of as-grown samples Initial character-
ization of the as-grown NFL sample (top row, a-c) and FL sample (bottom row,d-f)
(each of lateral dimensions 1 cm2) in van der Pauw configuration showing tempera-
ture dependence of sheet resistance (a,d), apparent carrier density (eRH) 1 (b,e) and
mobility (c,f) inferred from Hall and resistivity measurements. As discussed in the
main text, the apparent carrier density (and inferred mobility) values obtained from
Hall measurements are not accurate at low temperatures due to the phenomenon of
lifetime separation. Figure reproduced from [12].
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4.6, along with a cross-section diagram of the QW stack. These structures were used
to measure temperature-dependent resistance (circuit schematic shown in Fig. 4.7),
MR isotherms, and time-dependent isotherms to assess low-temperature fluctuations
initially observed in the resistance, but later found to be pure voltage fluctuations
independent of measurement current.
The temperature dependent resistance (shown in Fig. 4.8 (a-d) has a positive
slope at high temperatures for both FL and NFL samples, consistent with metallicity,
followed by a small low-T upturn that appears at around 20 K upon cooling. For
both FL and NFL samples, the resistance is measured in a four-terminal configuration
with two large current leads and two small voltage probe electrodes (⇠ 250 nm wide,
as in Fig. 4.6b), with a constant ac current in the range 10 – 200 nA, sourced
using a large series resistance (much larger than the two-terminal device resistance).
Unexpected, greatly enhanced fluctuations of the inferred resistance were observed
at low temperatures (below ⇠ 20 K). They are clearly visible in the temperature
dependent resistance plots (see Fig. 4.8(a-d)), with the fluctuations growing as the
temperature is decreased below ⇠ 20 K, despite the fact that the (average) magnitude
of resistivity changes much less in this temperature range. Such fluctuations were not
observed in the larger Hall bar type devices (of the style shown in Fig. 4.6a) to within
the background noise level of the measurement, although in the Hall bar devices the
overall shape of the R(T ) curves is in otherwise good agreement with what is measured
using the small-contact samples.
This phenomenology is superficially reminiscent of time-dependent universal con-
ductance fluctuations (TDUCF) [68, 111, 112, 113, 114, 115, 116, 117]. In TDUCF,
fluctuating disorder alters the relative phases of coherently interfering electronic tra-
jectories, leading to a time-varying mesoscopic correction to the resistance that is
suppressed by ensemble averaging as temperature or length scales are increased. The
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Figure 4.6: Sample device layout. Top-view images of (a) a Hall bar structure
(optical image, QW area highlighted in blue) and (b) a narrow mesa-style sample
with variable contact spacing (false-color SEM image; large current lead contacts, not
shown, are located beyond the field of view at the left and right ends of the mesa).
In both cases, the current flows along the horizontal direction through a mesa of QW
structure isolated by etching. Voltage probes located along the QW mesa’s edges are
used to sense the potential drop. (c) Cross-sectional schematic view (not to scale)
showing the structure of a SmTO/STO/SmTO layer stack. Red bars schematically
represent the 2d electron gases that form at the SmTO/STO interfaces (though a
fraction of the electrons in the dxz and dyz orbitals are delocalized throughout the
depth of the well, and overlap of the gases can take place in thin wells) [13]. Figure
reproduced from [12].
Figure 4.7: Measurement schematic. Circuit diagram showing the QW mesa
structure wired up for a resistance measurement, with a current source connected
on the left side, ammeter in series on the right side, and voltmeter connected in
parallel via two narrow potential probe contacts at the top. The ammeter measures
the longitudinal current, and the voltmeter measures the corresponding potential
di↵erence that develops in response to the applied current. Figure adapted from [12].
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Figure 4.8: Temperature dependence of resistance and voltage fluctuations
without current. Resistance (normalized to T = 300 K values) as a function of
temperature for mesa-style samples of both FL (a,c) and NFL (b,d) type, with various
separation distances between narrow voltage probe contacts and using various drive
currents. Panels (c) and (d) show enlarged views of the region below 50 K, where
enhanced fluctuations appear as the temperature is decreased below 20 K. Even
when the drive current is zero (panels (e) and (f)), the measured potential between
two narrow voltage probe electrodes (separated by 270 nm for FL or 175 nm for NFL)
displays fluctuations that grow with decreasing temperatures, reaching several tens
of nV in amplitude at T = 2 K. Figure reproduced from [12].
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TDUCF typically have a 1/f frequency dependence of spectral power density, and
since they are true resistance fluctuations, TDUCF voltage noise power scales with
the square of the measurement current.
Several comparison measurements were made using small contacts separated by
various distances, and with drive currents ranging from 10 – 200 nA. In contrast
to the expectations for TDUCF, the voltage fluctuation magnitude is approximately
the same for all measurements, while the inferred resistance fluctuation level appears
to decrease with larger drive current or larger contact separation distance due to the
larger measured voltage drop (i.e., the ratio of the voltage fluctuation size to the total
voltage drop,  V/V, decreases). In contrast to the fluctuating potential, the simulta-
neously measured drive current and its fluctuation level are found to be stable under
all measurement circumstances, with no appreciable change at low temperatures.
We further confirm the lack of dependence of the fluctuations on the drive current
by measuring the voltage drop between two electrodes as a function of temperature,
in the absence of any drive current (the current terminals are left electrically floated),
as shown in Fig. 4.8(e,f). Just as for the resistance measurement, here the potential
fluctuations increase dramatically at low temperatures for both FL and NFL samples,
reaching several tens of nV.
We examined the voltage fluctuations in further detail using frequency domain
measurements. [118, 119] We measured the amplitude of the potential di↵erence
between various pairs of electrodes, under zero applied current, as a function of fre-
quency using a fast Fourier transform (FFT) spectrum analyzer, over a range of 0.5
– 25 Hz. For each measurement, 500 individual spectra were collected and averaged
to reduce background noise contributions. As shown in the log-log plots of Fig. 4.9,
the measured spectra have decreasing amplitude contributions at higher frequencies
for both FL and NFL samples, following a rough 1/f relationship for most traces.
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For small size contacts (⇠ 250 nm wide voltage probes), the measured amplitude was
largest at low temperatures, decreasing by more than an order of magnitude at room
temperature. By comparison, for large contacts (the current leads at the ends of the
mesa, ⇠ 3.5 µm wide), the fluctuation spectrum at 2 K was in reasonable agreement
in magnitude with the 300 K data for small contacts, approximating the noise floor of
our measurement system (see Fig. 4.15). A separate sample was also fabricated with
voltage probe contacts of various widths, and similar frequency spectra were collected
to compare the e↵ects of increasing contact size (see Fig. 4.10).These trends indicate
that the fluctuations are most prominent in contacts of small size, and the separation
distance between the small contacts seems to have little e↵ect on the voltage fluctua-
tion amplitude at low temperatures, as shown in panels (b) and (c) of Fig. 3 for two
pairs of narrow contacts on an NFL sample, separated by > 10⇥ di↵erent distances.
To further constrain possible mechanisms behind these observations, we also con-
sider the transport properties under application of an external magnetic field. MR
curves were measured at selected temperatures for both NFL and FL samples, using
both small and large voltage probe contacts separated by various distances in the
range of ⇠ 100 nm – 10 µm. For small voltage measurement contacts, and most
prominently in the NFL case (also for FL samples, but to a lesser extent), the MR
shape is overlaid with large time-varying fluctuations (due to the potential fluctua-
tions), causing a mismatch between the portions of the curve sweeping up and down
in field.
The NFL samples (Fig. 4.11, panels a-d) show a negative MR at low temperatures
with a cusp at zero field. This curve shape flattens noticeably as the temperature
is increased to 75 K, and becomes weakly positive by 100 K. The MR magnitude is
less than 1% at 2 K and less than 0.1% at 100 K. In contrast, for the FL samples
(Fig. 4.11, panels e-g), the MR is positive at all temperatures and is nearly linear at
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Figure 4.9: FFT spectra of fluctuation amplitude at low frequencies and
various temperatures. Log-log plots of fluctuation amplitude (at zero drive
current) as a function of frequency, collected using narrow ⇠ 250 nm wide voltage
probe contacts (solid points) on (a) FL sample with contact separation ⇠ 270 nm,
(b) NFL sample with contact separation ⇠ 175 nm, and (c) NFL sample with contact
separation ⇠ 1.96 µm. For comparison, each plot also includes the spectrum collected
using the large contacts at the two ends of the mesa at T = 2 K (black solid line).
This trace is of the same magnitude as the room-temperature curves collected using
small voltage probe contacts. Note that the spectral traces in solid points in (b)
and (c) are similar in magnitude despite the > 10⇥ di↵erence in contact separation
distance, which supports the idea that contact size is the most important factor in
determining the fluctuation amplitude. Figure reproduced from [12].
Figure 4.10: Fluctuations measured with di↵erent contact sizes. (a) Potential
fluctuation measured as a function of temperature (with zero drive current) collected
on a mesa-style FL sample using pairs of contacts of various widths. (b-d) Log-log
plots of voltage fluctuation amplitude (at zero drive current) as a function of frequency
for the same contact pairs as in (a). At 2 K, there is an enhancement of fluctuation
amplitude with decreasing contact size, and as the temperature is increased, the
overall fluctuation amplitude decreases for all contact pairs, and the curves for all
contact pairs reach similar magnitudes. Figure reproduced from [12].
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100 K, with magnitude ⇠ 0.25%, increasing to ⇠ 0.5% by 2 K. As the temperature is
decreased below ⇠ 100 K, an approximately flat region appears at low magnetic fields
that widens with decreasing temperature, with an upturn at a field scale of ⇠ 3.7 T
at T = 2 K (though the precise field value of the upturn is di cult to determine due
to the fluctuations).
Even at relatively large currents (200 nA), under which conditions the tempo-
ral voltage fluctuations feature less prominently in the resistance (due to the larger
average voltage drop compared to the roughly fixed fluctuation size at a given temper-
ature), Fig. 4.12 shows that sweeping the field back and forth several times between
± 9 T produces a collection of MR curves that presumably should be identical, but
di↵er with each other in their detailed structure (also see additional data in Figs. 4.13
and 4.14). We further note that there is little e↵ect of an applied magnetic field of up
to 9 Tesla on the magnitude of the time-dependent potential fluctuations for either FL
or NFL samples. This, too, is inconsistent with the Feng-Lee-Stone TDUCF theory
prediction of a relative reduction in noise by a factor of two when a su ciently strong
magnetic field is applied to a disordered conductor and time reversal symmetry is
broken (where the required field strength is proportional to the inverse square of the
phase coherence length L ). [114, 115, 116, 117, 120] These two behaviors are not in
agreement with the typical observations of universal conductance fluctuations, and
suggest the need for a better understanding of transport in these QW systems.
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Figure 4.11: Magnetoresistance isotherms. Curves are o↵set by 0.005 per
temperature value for clarity. Top row (a-d): MR curves at selected temperatures
for NFL samples of various contact separation distances (I = 100 nA). The MR
is negative at low temperatures and becomes slightly positive by 100 K. Bottom
row (e-g): MR curves at selected temperatures for FL samples of various contact
separations (I = 100 nA). The MR is positive at all measured temperatures, with an
approximately flat region at low field below 100 K, widening as the temperature is
decreased. For both NFL and FL samples, the apparent fluctuation level is nearly
constant at di↵erent temperatures for curves measured using the relatively large 5 µm
wide voltage contacts of a Hall bar device as in (a) and (e), whereas (b-d) show that
for various separation distances on a mesa-style sample with ⇠ 250 nm wide voltage
probes, the fluctuation level increases significantly with decreasing temperature at low
temperatures. Although the voltage fluctuation level is approximately the same for
a given contact size, regardless of the separation distance, that distance determines
the total voltage drop and thus, the relative contribution  V/V of the fluctuation
amplitude to the resistance signal. Curves taken using longer separation distances
therefore look less noisy at low T when plotted as four-terminal resistance. Figure
reproduced from [12].
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Figure 4.12: Magnetofingerprint-like MR traces at 2 K. Five repeated four-
terminal MR sweeps for the NFL mesa sample with voltage probes separated by ⇠ 125
nm, taken while the temperature was held stable at 2 K and with the current fixed at
I = 200 nA. Curves are o↵set by 0.2 ⌦ for clarity, starting from lowest (black) trace.
For some curve sections, the fluctuations retrace closely upon sweeping from zero to
high field and back to zero, which is a characteristic feature of a “magnetofingerprint.”
However, the e↵ects of time-dependent fluctuations in the potential landscape result
in successively acquired MR curves that do not match one another in their detailed
fluctuations. Figure reproduced from [12].
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Figure 4.13: Five repeated MR sweeps for the NFL 175 nm contact separation
distance. The data were taken consecutively while the temperature was held stable
at T = 2 K and the current fixed at I = 100 nA. The e↵ects of time-dependent
fluctuations result in MR curves that do not match one another in their detailed
fluctuations. Curves are o↵set by 0.2 ⌦ for clarity, starting from lowest (black) trace.
Figure reproduced from [12].
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Figure 4.14: Five repeated MR sweeps for the NFL 125 nm contact separation
distance taken while the temperature was held stable at T = 2 K and the current
fixed at I = 10 nA. The e↵ects of time-dependent fluctuations result in MR curves
that do not match one another in their detailed fluctuations. Curves are o↵set by 3
⌦ for clarity, starting from lowest (black) trace. Figure reproduced from [12].
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To verify that the large potential fluctuations are indeed due to the intrinsic QW
sample properties, it is necessary to rule out other possible origins of fluctuations,
which could include instrumental noise, thermal noise, contact e↵ects, and conven-
tional UCF. We first consider the contribution of voltage preamplifier noise (including
current noise on the preamplifier voltage inputs), the magnitude of which depends
on the impedance of the measured sample. The preamplifier is a Stanford Research
Systems SR560, for which in low-noise mode, the input noise floor is about 10 nV/
p
Hz for R < 1 k⌦ at 10 Hz (see Fig. 4.15). To rule this out as a significant source of
noise, we collected time dependent fluctuation data on two kinds of control samples,
mounted on the PPMS sample holder and cooled to the same measurement temper-
atures as for the QW samples. These control samples consisted of either commercial
metal film resistors with nominal values of 100 ⌦, 1 k⌦, and 10 k⌦ (whose resistances
were chosen to simulate the two- or four-terminal QW device resistances, and were
nearly temperature-independent over the range 2 – 300 K), or an evaporated strip of
Au0.6Pd0.4 metal film (fabricated on an oxidized silicon wafer by e-beam lithography,
e-beam evaporation, and lifto↵; dimensions about 10 µm ⇥ 200 µm ⇥ 50 nm) with a
room temperature resistance of ⇠ 88 ⌦, falling to ⇠ 78 ⌦ at 2 K. The measurement
apparatus and control settings (e.g., amplifier gain) were the same as those used for
QW studies. These tests showed no dependence of voltage fluctuation level on con-
trol sample temperature. For completeness, we also note that the temperature as
measured by the internal cryostat thermometer is stable to typically < 10 mK during
isothermal measurements.
We also consider the possible role of contact resistance and current noise on the
preamplifier inputs in the measured voltage fluctuations enhancement at low tem-
peratures, but find that this can reasonably be ruled it out as the primary source
of the large fluctuations. Measurements of the 2-terminal resistance as a function of
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Figure 4.15: Noise floor of measurement setup, verified using a 1 k⌦ resistor mounted
in a closed metal box at room temperature. These noise values are consistent with
expectations from the technical specifications of the voltage preamplifier. Figure
reproduced from [12].
temperature (Fig. 4.16) show that the sum of contact and channel resistances does
not change greatly over the temperature range in which the potential fluctuations are
observed to change by factors of several. For the FL sample, the 2-terminal resistance
at 2 K is a factor of ⇠ 4 smaller than at room temperature, and the increase in 2-probe
resistance from 10 K to 2 K is only ⇠ 10%, while the potential fluctuations grow by
more than an order of magnitude over that temperature range (Fig. 4.9a). Given the
relatively modest change in 2-terminal resistance over the temperature range stud-
ied in both FL and NFL cases, we posit that contact resistance cannot reasonably
account for the dramatic increase in voltage fluctuations at low temperatures.
Similarly, the expected Johnson-Nyquist (J-N) noise of the QW sample must
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also be considered, accounting for both decreasing temperature and increasing two-
terminal contact resistance at low temperatures. Using the value of the measured
sample resistance (a typical value for four-terminal resistance would be ⇠ 100 ⌦ at
low temperature, or in the range of a few k⌦ for two-terminal resistance, which takes
contact e↵ects into account) and the frequency bandwidth  f of the measurement,
the expected J-N noise can be calculated as Vn =
p
4kbTR f . At a temperature of 2
K, with a frequency bandwidth of 25 Hz for the FFT measurements, a 100 ⌦ resistor is
expected to have Vn ⇠ 0.5 nV. This is significantly smaller than the actual measured
magnitude of voltage fluctuation of several tens of nV. Even a growing 2-terminal
contact resistance at low temperatures cannot explain the observed fluctuations as T
is decreased in terms of Johnson-Nyquist noise.
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Figure 4.16: Two-terminal resistance versus temperature plots for FL sample (left
column, (a) and (c)) and NFL sample (right column, (b) and (d)), for two di↵erent
contact separation distances on each mesa-style sample. For the FL sample, the 2-
terminal resistance drops by a factor of ⇠ 4 over the displayed temperature range,
and the increase in 2-probe resistance from 10 K to 2 K is only ⇠ 10%. For the NFL
sample, the 2-probe resistance is not monotonic and increases below ⇠ 100 K to a
value ⇠ 10% higher or lower than at room temperature, depending on the contact
set used. However, neither FL nor NFL sample shows a sudden, extreme change in
2-probe resistance occurring near 10 K, when the large potential fluctuations turn on.
Figure reproduced from [12].
4.4 Discussion
Taking into account the data presented above, we now seek a self-consistent expla-
nation for the two groups of phenomena observed in the QW samples: the large,
low-temperature, current-independent mesoscopic voltage fluctuations observed as a
function of time, as well as the magnetofingerprint style resistance (or conductance)
fluctuations measured as a function of magnetic field. Recent findings [109] imply
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that below ⇠ 20 K a pseudogap forms in the NFL samples and a zero-bias anomaly
appears for the FL samples (the latter consistent with weak depletion of the density of
states near the Fermi level), and it makes sense to consider whether these phenomena
are relevant to our observations. There is no evidence that the fluctuations are due to
proximity to a regime of strong localization, given the samples’ low sheet resistance,
positive R(T ) slope for the FL sample down to 2 K, and very slight low-T upturn in
resistivity for the otherwise metallic NFL sample.
The presence of voltage fluctuations even in the absence of an applied current
strongly constrains the possibilities. Since both types of samples measured here ex-
hibit similar magnitudes of potential fluctuation, we conjecture that the fluctuations
are likely a feature of the conductive SmTO/STO interface and its etching-induced
defects, rather than a consequence of FL-to-NFL crossover with STO layer thick-
ness. An explanation involving transduction of a fluctuating thermopower is most
consistent with the observations. The di↵erence in Seebeck coe cients of dissimi-
lar metals can generate a net voltage in the absence of any bias current. If some
microscopic mechanism causes local temporal fluctuations in the Seebeck coe cient
S of the QW electron gas, this would be measured as a fluctuating voltage by the
sensing electrodes. These SmTO/STO/SmTO QWs are known to display a relatively
large thermopower, on the order of 1-10 µV/K at temperatures below 50 K, [13, 121]
and mesoscopic fluctuations in the local chemical potential could credibly manifest
as a fluctuating thermovoltage on the order of tens of nV. While full, quantitatively
calibrated measurements of the thermopower of the QW/voltage contacts are beyond
the scope of this work, preliminary photothermovoltage measurements using optical
heating have been performed by Dr. Pavlo Zolotavin in order to check for a resolv-
able thermally-induced potential di↵erence between two contacts. One of the same
mesa-style samples used for transport measurements (NFL type) was mounted in an
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optical cryostat and cooled to a substrate temperature of 3.5 K. A 785 nm cw laser
focused to a ⇠ 1 µm spot was raster-scanned over the sample while measuring the
potential between a small 250 nm-wide voltage probe and a grounded large current
contact. This local optical heating through absorption, which causes a corresponding
induced thermophotovoltage, is most significant when the laser spot is positioned di-
rectly over the small voltage probe, with a maximum value of ⇠ 250 µV when the
laser power at the sample is 10 mW (see Fig. 4.17). Based on measurements of the
thermopower in these QWs (S ⇠ 1-10 µV/K at low temperatures, and likely on the
lower end of this range, especially below 10 K), [13, 121] the temperature increase due
to laser heating can be estimated to be within the range 25-250 K. Conversely, this
would imply that a transduced voltage fluctuation of several tens of nV would corre-
spond to a fluctuation of S of approximately <1%. A more well-calibrated method
of heating would be required to extract accurate thermopower data, but this method
serves as a convenient demonstration of the importance of the Seebeck e↵ect in our
QW samples.
Prior work has established that in mesoscopic devices, fluctuation phenomena
analogous to what is often observed in electronic transport also appear in thermo-
electric transport. A previous experimental study presented results of magnetic-field
dependent resistance and thermopower as direct evidence that the Onsager reciprocity
relations extend to the case of thermoelectric transport, [122] resulting in mesoscopic
fluctuations in thermoelectric coe cients, and there is corresponding theoretical sup-
port as well. [123, 124] An additional control experiment was performed using anal-
ogous QW structures that were prepared either with or without etching to define a
mesa. Here, we used analogous QW structures made with GdTiO3/SrTiO3/GdTiO3
[101, 13], grown with the same layer thicknesses as the SmTO/STO/SmTO sam-
ples discussed in the manuscript. Structures were fabricated on pristine QW ma-
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Figure 4.17: Photothermovoltage mapping of FL mesa-style sample. The
map was produced by raster-scanning a 785 nm cw laser ( 10 mW at the sample) over
the sample at T = 3.5 K while measuring the photovoltage Vphoto between a narrow
voltage contact (brightest area) and a large grounded current lead (not pictured).
The contact geometry is the same as shown in Fig. 4.6(b). The shapes of three other
narrow contacts are faintly visible in the bottom left quadrant, as is the horizontal
edge of the QW mesa near the middle, but the rightmost voltage probe clearly yields
the largest photovoltage when the laser is scanned over it. Figure reproduced from
[12].
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terial by e-beam lithography to form closely-spaced narrow electrodes (inset of Fig.
4.18a), allowing the current flow to be (primarily) confined to a limited area, but
without defining a mesa and channel region by etching. In this configuration, no
enhancement of time-dependent voltage fluctuations is observed at low temperatures
in any measurement, including the temperature-dependent resistivity (Fig. 4.18a),
the temperature-dependent voltage between two narrow contacts measured at zero
current (Fig. 4.18b), and the low-temperature magnetoresistance. A second set of
GdTO/STO/GdTO devices was also fabricated in the etched “mesa-style” configura-
tion (the same as described in the preceding text), and in that case, low-temperature
fluctuations are indeed observed, and are very similar to what we discuss in the case
of SmTO/STO/SmTO. These results support the idea that etching-related defects
are the real culprits of the fluctuation behavior, and that the large Seebeck coe cient
serves as a likely mechanism to amplify the e↵ects of local fluctuations in the chemical
potential.
A fluctuating Seebeck coe cient with a microscopic origin of fluctuating chemical
potential due to two-level defects [125, 126, 127] in the etched nanostructures is
reasonable in the context of an emerging pseudogap at low T. The pseudogap in
these QW structures emerges over the same temperature range as the increase in
voltage fluctuations, as T is reduced below 20 K [109]. The transfer of states away
from the Fermi level during pseudogap formation and the resulting energy dependence
of the density of states is both likely to enhance potential fluctuations due to defects
and to enhance the Seebeck coe cient. An analogous response has been observed
previously in germanium single crystals, where carrier density fluctuations result in a
1/f noise spectrum of the Seebeck coe cient, even without a dc current. [128] In the
case of our QW samples, such carrier density fluctuations could be imagined to occur
on one or both sides of the heterointerface, though within the metallic QW system
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Figure 4.18: (a) The temperature-dependent four-terminal resistance of the
GdTO/STO/GdTO test structure with patterned closely-spaced electrodes, prepared
without any etch processing. No enhanced low-temperature resistance fluctuations
are observed at a measurement current of 50 nA (note that a few small spikes in
the otherwise smooth data are measurement artifacts). The inset is an SEM image
of the test structure, for which the large L - shaped electrodes at the left and right
ends are the designed current electrodes, while the narrow closely spaced inner elec-
trodes (⇠70 nm edge-to-edge inner separation) are the potential probes. The lack
of enhanced low-T fluctuation level is confirmed in (b), which shows the measured
potential di↵erence between the potential probe contacts, without any applied cur-
rent. Here, the potential fluctuates primarily within the level of ±10 nV over the
entire temperature range, which is consistent with our measurement system noise
floor. Figure reproduced from [12].
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with its carrier density of ⇠ 1014/cm2, screening should take place on very short
length scales. Regarding deviations from pure 1/f frequency dependence, while a
1/f functional form of distribution of fluctuators is very common, this is not a priori
required; if there were only a single type of fluctuating defect introduced by etching,
one would not expect a broad frequency distribution at all.
Local fluctuations in Seebeck coe cient would be consistent with suppression
of the voltage fluctuations in larger contacts, as increasing contact size would lead
to ensemble averaging of local fluctuations. In addition to direct measurements of
thermopower, another possible test of this picture would be low-temperature Kelvin
probe force microscopy, an approach that can locally image spatial and temporal
variations in the chemical potential. This specialized technique is, however, beyond
the scope of the present work.
The magnetofingerprint MR traces in Figs. 4.12, 4.13, and 4.14 further support
the idea that mesoscopic fluctuations are detectable in these oxide QW systems, and
that the potential landscape is varying in time. In the presence of static disorder, a
retraceable “magnetofingerprint” is the signature of UCF as a function of external
magnetic field (MFUCF). Long established as an indicator of coherence in transport
on the mesoscopic scale, [68, 111, 112, 113] MFUCF have been reported in other
oxide structures. [129, 130, 131, 132] As shown in the figures, the magnetofingerprint
is fairly retraceable on the timescale of tens of minutes, but time-varying disorder
(due to the presumed two-level fluctuators responsible for the voltage fluctuations)
scrambles the MR on the time scale of hours.
4.5 Conclusions
We have studied the transport properties of interface quantum wells in SmTO/STO/SmTO
heterostructures using mesoscopic devices with micro/nanoscale electrodes. Unex-
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pected time-dependent voltage fluctuations are observed in devices with the small-
est voltage contacts at low temperatures. These fluctuations are found to be sup-
pressed with increasing temperature and contact size, and are independent of the
drive current. The suggested mechanism most consistent with the data involves a
fluctuating Seebeck coe cient that is transduced as a fluctuating potential at low
temperatures. The presence of mesoscopic fluctuations and time-varying disorder is
further supported by the observation of “magnetofingerprint” magnetoresistance at
the lowest temperatures that is short-time retraceable but shows strong variation on
the timescale of hours. This work highlights the need for an improved understand-
ing of the mesoscopic electronic properties in complex oxides that are not necessarily
conventional Fermi liquids.
Chapter 5
Very Large Magnetoresistance in Fe0.28TaS2 Single
Crystals
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We now proceed from our discussion of correlated transition metal oxides to con-
sider another class of SCMs: Layered transition metal dichalcogenide (TMD) ma-
terials with intercalated magnetic moments. There has been much recent interest
in fabricating functional devices using extremely thin (2-dimensional) materials with
layered crystal structure, such as graphene and MoS2. Potential applications of 2d
materials to the field of spintronics would crucially depend on availability of layered
magnetic materials, yet relatively little attention has been devoted to developing this
part of the layered material toolkit. Although most layered materials are not mag-
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netic in their pristine form, intercalation of atoms with magnetic moments between a
host crystal’s layered planes is one viable route to impart magnetism to these systems.
One principal advantage of this method is the ability to tune the strength and type
of magnetic interactions present by choosing the host material, intercalated magnetic
moment species, and intercalation fraction. Among readily available host compounds,
many options exist for the choice of transition metal(s), with S or Se typically used
as the chalcogens, although layered tellurides have recently become available as well.
In principle, these are all potential candidates for intercalation of magnetic atoms
between the layers.
Scientifically, crucial questions regarding many such materials include the nature
of interactions of magnetic moments within 2d planes, coupling of the 2d planes
with each other, the relative importance of surface e↵ects compared to the bulk,
and the evolution of magnetic properties as the crystal thickness is tuned from the
bulk toward the single-layer limit along the 2d-plane stacking direction (typically
the crystallographic c-axis). Crystal thickness can be tuned either through control
of growth process parameters, or by thinning bulk crystals using mechanical Scotch
tape exfoliation. In this chapter, we consider a layered hard ferromagnet, and then
in Chapter 6, we examine a layered antiferromagnet.
For our first example, we explore the idea that magnetic moments intercalated
into layered transition metal dichalcogenides are an excellent system for investigating
the rich physics associated with magnetic ordering in a strongly anisotropic, strong
spin-orbit coupling environment. Specifically, we examine electronic transport and
magnetization in Fe0.28TaS2, a highly anisotropic ferromagnet with a Curie tempera-
ture TC ⇠ 68.8 K. We find anomalous Hall data confirming a dominance of spin-orbit
coupling in the magnetotransport properties of this material, and a remarkably large
field-perpendicular-to-plane MR exceeding 60% at 2 K, much larger than the typical
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MR for bulk metals, and comparable to state-of-the-art GMR in thin film heterostruc-
tures, smaller only than CMR in Mn perovskites or high mobility semiconductors.
Even within the FexTaS2 series, for the current x = 0.28 single crystals the MR
is nearly 100⇥ higher than that found previously in the commensurate compound
Fe0.25TaS2. After considering alternatives, we argue that the large MR arises from
spin disorder scattering in the strong spin-orbit coupling environment, and suggest
that this can be a design principle for materials with large MR.
5.1 Introduction
In a broader context, the field of spintronics, which concerns the e↵ects on transport
due to the coupled spin and charge degrees of freedom of the electron, has raised in-
tense interest due to its broad industrial applications and theoretical challenges.[133,
134, 135, 136, 137] These magnetic transport properties underlie giant, tunneling, and
colossal magnetoresistance (GMR, TMR, and CMR),[138, 139, 140, 141, 142] tunnel-
ing anisotropic magnetoresistance (TAMR),[143, 144] and the anomalous Hall e↵ect
(AHE).[145] Both GMR and TMR are widely observed in thin films[138, 139, 140, 141]
where the magnetic coupling between layers can be artificially tuned. Observations in
bulk materials[146, 147] revealed that CMR can be a bulk material property. Many
mechanisms were suggested for the large magnetoresistance (MR) observed in bulk
materials: nanoscale phase separation of the metallic ferromagnetic and insulating
antiferromagnetic clusters in manganites;[148, 149] metamagnetic transitions in rare
earth intermetallics;[150, 151] and metal-insulator transitions and double exchange
interactions for transition metal oxides.[152, 153, 154, 155]
While structures that exhibit GMR and TMR are already widely used in electronic
devices, there remains strong technological and fundamental interest in homogeneous
materials that exhibit large magnetoresistive e↵ects. Moreover, since ordinary MR
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e↵ects in bulk metals are typically only a few percent, understanding any occurrences
of enhanced MR e↵ects in bulk is of fundamental interest. In the ongoing search for
new magnetic materials, transition metal dichalcogenides (TMDs) may be ideal can-
didates, due to their layered crystal structure and ease of intercalation with magnetic
elements.[156, 157, 158, 159] For nearly forty years, the family of layered compounds
FexTaS2 has been the subject of sustained inquiry focused on a surprising variety
of anisotropic ferromagnetic properties.[160, 1] The layered structure is visualized in
Fig. 1.1. Prior studies have demonstrated that tuning the Fe concentration allows
control of these magnetic properties, and measurements of magnetization, MR, and
the anomalous Hall e↵ect have been e↵ective probes of the resulting modifications in
behavior.[160, 161, 162, 163, 1, 164] Here, we report experimental characterization
of such a compound, with x ⇡ 0.28, which exhibits MR in the ordered state ex-
ceeding 60%, nearly two orders of magnitude larger than was previously measured.
By comparing our complementary results from bulk and thin exfoliated samples, we
conclude that the large observed change in resistance is intrinsic and does not result
from size-dependent phenomena, such as domain wall scattering. We argue that spin
disorder scattering in the presence of strong spin-orbit coupling is the mechanism
behind this MR, and that this is a potential paradigm for creating homogeneous ma-
terials with large MR. These observations suggest that the TMDs are rich targets for
further theoretical study and potential industrial applications.[165]
5.2 Methods
Single crystals of Fe0.28TaS2 were prepared and characterized by Dr. Andrea Marcinkova
and Dr. Chih-Wei Chen, working under the guidance of Prof. Emilia Morosan, us-
ing iodine vapor transport in a sealed quartz tube, as described elsewhere.[1] The
typical size of the resulting bulk Fe0.28TaS2 single crystals was 2⇥2⇥0.1 mm3. Pow-
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der x-ray di↵raction and analysis of the resulting data, performed by Marcinkova,
Chen, and Morosan, revealed the expected Fe0.28TaS2 phase, with the lattice param-
eters consistent with a composition x between 0.20 and 0.34.[161] Energy-dispersive
spectroscopy (EDS) and inductively coupled plasma (ICP) on bulk samples as well
were used to more precisely determine the Fe concentration to be x = 0.28±3%. I
collected the EDS data using a scanning electron microscope (SEM) equipped with
an energy-dispersive spectroscopy (EDS) detector. ICP data were collected and an-
alyzed by Chen and Morosan using a Perkin Elmer Optima 8300 ICP-OES system,
and the iron concentration of the sample was derived by comparison with commercial
iron pure single-element standards (Perkin Elmer). Selected area electron di↵raction
(SAED) was also performed by Dr. Wenhua Guo (Rice University) at room temper-
ature. For this measurement, a bulk single crystal was ground in ethanol using an
agate mortar and pestle, and a drop of this crystal-containing ethanol was placed on
a holey carbon TEM grid and allowed to dry naturally.
I processed bulk crystals into exfoliated samples using the tape exfoliation method
[55], and characterized the prepared samples. Bulk Fe0.28TaS2 single crystals were
mechanically cleaved using blue Nitto SPV 224 tape, and the resulting exfoliated
crystals were deposited onto an oxidized silicon wafer (300 nm or 2 µm oxide thick-
ness). Metallic contacts were defined using standard electron beam lithography and
development. Contact metals were then deposited by electron beam evaporation of
a Ti, Cr, or Fe adhesion layer (⇠ 3 nm) and Au (50 nm); an extra 20 nm of Au was
added by sputtering.
For the exfoliated samples, the thickness was determined using atomic force mi-
croscopy (AFM). The measured thickness, with average values between 80 and 180
nm, varied by up to 21% within each sample. Scanning electron microscopy (SEM)
images showed that the exfoliated flakes had lateral dimensions on the order of 10 µm,
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with variation from sample to sample. Thinner samples could only be produced with
lateral dimensions much smaller than 10 µm due to relatively strong bonding between
the layers compared to, e.g., graphite. Two exfoliated samples were prepared with
electrodes configured to enable Hall measurements as well as conventional MR, while
a third exfoliated sample was prepared for MR alone. Voltage probes were separated
by less than 5 µm in these devices.
Temperature- and field-dependent magnetization data for bulk Fe0.28TaS2 were
collected by Marcinkova, Chen, and Morosan in a Quantum Design (QD) Magnetic
Property Measurement System (MPMS). Temperature- and magnetic field-dependent
AC resistivity measurements were performed in a QD Physical Property Measure-
ment System (PPMS) using standard four-probe methods, for both bulk samples
(by Marcinkova, Chen, and Morosan) and exfoliated Fe0.28TaS2 . Additional Hall
resistivity data were collected using a five probe configuration for both the bulk and
the exfoliated samples. Angle-dependent transport measurements were performed on
an exfoliated sample mounted on a QD horizontal rotator insert, which allowed the
sample to be rotated relative to the magnetic field direction.
5.3 Results and discussion
FexTaS2 is a unique intercalated transition metal dichalcogenide (TMD), with its
strong and non-monotonic dependence of the magnetic properties (the ground state
– ferromagnetic or antiferromagnetic, the ordering temperature) on the Fe concentra-
tion x.[161, 162, 163] It has been shown that a 3% di↵erence in the Fe concentration
(from 0.25 to 0.28) causes a modification of TC as large as 90 K (from 160 K to 70
K),[1, 162] while increasing x from x < 0.40 to x   0.40[162, 163] results in a
change of the magnetic interactions from ferro- (FM) to antiferromagnetic (AFM).
In the current Fe0.28TaS2 single crystals, the H k c temperature-dependent magnetic
103
susceptibility measurements (Fig. 5.1a) are consistent with the onset of FM order
below ⇠ 70 K upon cooling. The H = 0 temperature dependent resitivity data ⇢(T )
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Figure 5.1: Magnetization and resistivity vs. T of bulk Fe0.28TaS2 (a) ZFC
(solid symbols) and FC (open symbols) temperature-dependent magnetic susceptibil-
ity of a bulk sample measure in an applied field H = 0.1 T, H k c. Inset: The Curie
temperature TC is determined from the minimum in dM/dT (solid symbols) and an
inflexion point in d⇢/dT (line).and. (b) Temperature-dependent resistivity of both
bulk (open symbols) and exfoliated (solid line) samples. Figure reproduced from [14].
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can be seen in Fig. 5.1b. The weakly linear decrease in ⇢(T ) at high T is indicative of
the poor metal behavior in both bulk and exfoliated samples, while a drop below 70
K is consistent with loss of spin disorder scattering in the FM state. The derivatives
of the ZFC magnetization data dM/dT (symbols, inset) and the bulk resistivity data
d⇢/dT (line, inset) suggest that the Curie temperature TC is close to 68.8 K, if TC is
determined from the minimum in dM/dT and the inflection point in d⇢/dT (vertical
dashed line). The TC value is consistent with the reported TC for Fe0.28TaS2.[162] We
do find the onset of irreversibility in the zero-field-cooled (ZFC, solid symbols) and
field-cooled (FC, open symbols) M(T ) data occurs around 150 K, well above TC for x
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Figure 5.2: Magnetization vs. field of bulk Fe0.28TaS2 H k c (full symbols)
field-dependent magnetization M(H) data at various temperatures, together with
the T = 1.8 K, H k ab (open symbols) isotherm. For clarity, the two close isotherms
(H k c for T = 200 K and H k ab for T = 1.8 K) are only shown for H < 0 and H >
0, respectively. Figure reproduced from [14].
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Figure 5.3: Magnetoresistance of Fe0.28TaS2 MR of (a) bulk and (b) exfoliated
samples at selected temperatures for H k c, and the current i k ab. Figure reproduced
from [14].
= 0.28 and very close to that for x = 0.25.[1] This may be due to a small amount of
Fe ions forming a commensurate superstructure as in Fe0.25TaS2, which, however, has
very little e↵ect on the transport properties, where the transition is not even visible.
Remarkable behavior is observed in field-dependent magnetization and resistivity
measurements with the magnetic field H along the reported easy axis H k c.[1] The
magnetization isotherms M(H) of the bulk single crystals (Fig. 5.2) reveal a sharp
switching, similar to that for both Fe0.28TaS2[161] and Fe0.25TaS2 compounds.[1] The
switching field HS is defined as the field where the magnetization crosses zero and
where, as will be shown, the MR ⇢/⇢0 and Hall resistivivity ⇢xy display rapid changes
as a function of H k c. In this study, both HS and the sharpness of the transition
decrease with increasing temperature. HS at 1.8 K has the highest value of 6.23
T, while at T = 4 K, HS = 5.5 T, very close to value reported for Fe0.28TaS2.[160]
A second step-like feature in M(H) appears for 7.5  T  80 K and disappears
when T > 200 K. While this could simply be attributed to the small amount of
FexTaS2 phase with 0.25  x  0.28, this scenario is inconsistent with the absence of
the additional M(H) step at the lowest temperatures. Another possible explanation
for the second step-like feature could be heat release during the dynamic switching
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Figure 5.4: Hall e↵ect measurements of Fe0.28TaS2 Anomalous Hall resistivity
for (a) bulk and (b) exfoliated samples at selected temperatures for H k c, and the
current i k ab. Figure reproduced from [14].
process in the bulk crystals, which could alter the shape of M(H). We do note that
the magnetic and transport measurements are reproducible after the samples remain
at low temperatures for long periods of time, and after performing multiple field
sweeps at di↵erent sweep rates. Moreover, the H k c resistivity data ⇢(H) in Fig.5.3
and anomalous Hall resistivity in Fig.5.4 feature a sharp jump at HS.
MR is a crucial measurement for inferring information about the interactions
between itinerant charge carriers and the magnetic degrees of freedom in a variety of






where ⇢xx(H) is the value of the resistivity in a magnetic field H. The  ⇢/⇢0 mea-
surements, with magnetic field H applied along the c axis, were performed at selected
temperatures for both bulk and exfoliated Fe0.28TaS2 single crystals (Fig. 5.3a and
b respectively). Below TC ⇡ 68.8 K, as the magnetic field H increases from 0 to
9 T,  ⇢/⇢0 smoothly increases to its maximum value at HS and sharply drops in a
very narrow H interval  H, followed by a nearly linear decrease up to the maximum
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measured field H = 9 T. When the magnetic field direction was reversed, the same
change in  ⇢/⇢0 was observed, resulting in a bow-tie shape of  ⇢/⇢0 after one full
cycle of field sweeping.
Qualitatively, this MR field-dependence resembles that for Fe0.25TaS2.[1] However,
the absolute  ⇢/⇢0 values are remarkably high in Fe0.28TaS2 (full symbols, Fig. 5.3a),
nearly two orders of magnitude larger than that observed for x = 0.25 (open symbols,
Fig. 5.3a). In both bulk and exfoliated Fe0.28TaS2 crystals, the largest  ⇢/⇢0 close
to 60% was observed at T = 4 K (blue, Fig. 5.3). Furthermore, both  ⇢/⇢0 and HS
decreased with increasing temperature, and the bow-tie shape of the  ⇢/⇢0 curves
disappears above TC when  ⇢/⇢0 becomes nearly linear for the whole measured field
range. It should be noted that  H is much smaller in bulk (⇠ 0.04 T) than in
the exfoliated sample (⇠ 0.8 T) at lower temperatures, and becomes comparable (⇠
0.3 T) in both as the temperature exceeds 10 K. The broadening of the transition
with increasing T in the bulk seems natural, while the opposite e↵ect (sharpening)
in the exfoliated sample emphasizes the role of the long range interplanar coupling
in Fe0.28TaS2. This may imply that long range coupling exists between the Fe ions in
di↵erent layers, which is weakened in the exfoliated sample, even when 100 nm thick.
The observed magnitude of the MR in Fe0.28TaS2, comparable to that seen in GMR
and TMR systems, is remarkably large for a homogeneous bulk material not going
through a phase transition (as in CMR systems). A useful point of comparison is
(Ga,Mn)As, which has a similar ⇢ vs. T response.[167] This latter material exhibits
ordinary AMR, a spin-orbit coupling e↵ect,[166] which is typically at most a few
percent in bulk materials based on 3d transition metals. To gain insight into the
very large MR in Fe0.28TaS2 it is necessary to correlate with other field-dependent
measurements, like anomalous Hall e↵ect (AHE). As previously observed in Fe0.25TaS2
and Fe0.28TaS2,[164, 162] the Hall resistance ⇢xy for both bulk and exfoliated samples
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displays hysteresis below TC , with jumps at ± HS (Fig. 5.4). As was the case for
 ⇢/⇢0 (Fig. 5.3), ⇢xy has a sharper jump at ± HS in the bulk sample than in the
exfoliated one below 4 K, but then became comparable at higher temperatures. When
H exceeds ± HS, the Hall resistivity ⇢xy becomes almost linear in field, a result of the
ordinary Hall e↵ect contribution. For temperatures above TC , only the ordinary Hall
e↵ect is observed, as ⇢xy(H) is again nearly linear in H. Note that the Hall coe cient
RH in Fe0.28TaS2 does not change sign throughout the ordered state, in contrast to
the situation in Fe0.25TaS2.[164] Converting into the Hall conductivity, the change in
 xy when passing through HS at 4 K is close to 200 S/cm, essentially the same as
that seen in the x = 0.25 compound,[164] and exceeding the values typically seen in
(Ga,Mn)As by a factor of five [168]. These results imply that the spin-orbit coupling
is very strong in this material and is very similar in the x = 0.28 and x = 0.25
compositions.
We must consider candidate mechanisms to explain the magnetotransport prop-
erties of the Fe0.28TaS2 single crystals, in particular the remarkably large H k c MR.
One natural possibility is AMR,[166] parametrized in terms of the resistivities mea-
sured with the current density J parallel or perpendicular to the magnetization M,
⇢|| and ⇢?, respectively. Generally the di↵erence between the two ⇢  ⌘ ⇢||   ⇢? is
positive. The prior work[164] on the x = 0.25 compound ascribed the small (a maxi-
mum  ⇢/⇢0 ⇡ 1.5% at 1.5 K) MR for H k c to a ⇢  of +260 µ⌦-cm and a splaying of
the spins as H ! HS by about 0.1 . The large value of ⇢  is consistent in that case
with in-plane MR measurements out to very high fields, showing  ⇢/⇢0 ⇡ 40% for
H ? c and H = 31 T, corresponding to a tilting ofM away from the c-axis by around
15 .[164] Note that in these x = 0.25 in-plane measurements at 10 K, an in-plane field
of several Tesla is able to cant M su ciently to produce a measured AMR of several
percent.
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Figure 5.5: Angle-dependent measurements of Fe0.28TaS2 Angle-dependent
measurements on an exofoliated sample of the longitudinal MR (left) and Hall resis-
tivity (right) as a function of magnetic field H, for H k c, and the current i k ab. (a)
Data at T = 30 K for various field orientations relative to the c axis. (b) Comparison
of H k c and H k ab data for T = 10 and 30 K. Figure reproduced from [14].
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In our x = 0.28 compound, it is not unreasonable to assume a similar magnitude
of ⇢ , given the similarity of the spin-orbit coupling (inferred from the anomalous
Hall conductivities) and the switching fields. Our observed magnitude of  ⇢/⇢0
for H k c would then imply a canting or splaying of the spins by tens of degrees
immediately prior to magnetization reversal (|H| less than or approximately equal to
|HS|). Indeed, a significant rounding of M(H) (Fig. 5.2) and  xy(H) (Fig. 5.3) near
HS for H k c below, e.g., 10 K would at first glance seem to be compatible with
this idea. However, angular dependent MR measurements on Fe0.28TaS2 strongly
disfavor this possibility. Fig. 5.5 displays MR  ⇢/⇢0 (left) and ⇢xy(H) (right) data
for (a) di↵erent field orientations relative to the c-axis and constant temperature T
= 30 K, and (b) two extreme field orientations: H k c and H k ab for T = 10 K
(navy) and 30 K (orange). Within the AMR scenario of canting or splaying of the
spins, one would expect significant canting of the magnetization when H k ab if such
reorientation of M could happen with H antialigned to M along c. Instead, there
is essentially no detectable magnetoresistive or anomalous Hall response for H k ab,
and the magnetization response along that field direction (open symbols, Fig. 5.2) is
correspondingly weak. This is in contrast to the x = 0.25 case described above. These
observations suggest that the easy axis of magnetization is strongly aligned with the
c-axis, given that an in-plane field of 8 T is insu cient to produce any detectable
MR or Hall signal. Thus ordinary AMR seems incompatible with the full ensemble of
data, and AMR in the x = 0.28 case appears to be quite di↵erent than at x = 0.25.
Giant magnetoresistance (GMR)[138, 139] is another mechanism capable of pro-
ducing magnetoresistive e↵ects of tens of percent. GMR results from the interplay
between spin-split band structure and the density of states available for each spin
species for scattering at the Fermi level. A magnetically inhomogeneous material can
exhibit GMR due to current flow between di↵erently aligned magnetic domains.[169]
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Figure 5.6: Electron di↵raction study of Fe0.28TaS2: SAED pattern of Fe0.28TaS2
crystal showing two concentric hexagonal sets of spots: the main structure (bright,
large circles) and superlattice reflections (faint, small circles). The superstructure
unit cell (small hexagonal cell) appears rotated by 90  from the main structure unit
cell (large hexagonal cell). Figure reproduced from [14].
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To be a plausible explanation of our data would require that the magnetic domain
structure of the material evolve as H ! HS so that charge transport is forced to take
place across an increasingly large number of boundaries between antialigned domains.
This can be tested through magneto-optic studies of the domain structure (beyond
the scope of the present work). However, the micro-scale exfoliated samples have
transport properties that look very similar to those of the bulk crystals, including a
lack of any step-like features in the MR or anomalous Hall data as a function of field.
This shows that the flipping of discrete domains near HS and resultant GMR are
unlikely to be responsible for the observed large MR. Note further that the domains
observed via magneto-optic methods in the x = 0.25 composition[170] are typically
tens of µm in extent. In the current x = 0.28 exfoliated samples the few-µm spacing
of the voltage probes combined with the lack of any discrete magnetoresistive or AHE
signatures in these devices implies that any domains would have to be much smaller
than the µm scale - very di↵erent than the x = 0.25 case, and di cult to image.
Conversely, the similarity in the M(H) data between this study and previous mea-
surements on Fe0.25TaS2 suggests that the domain structures are likely very similar.
Therefore, domain wall scattering is unlikely the cause of the large observed MR.
We suggest that the mechanism for the extremely large H k c MR and the near-
absence of MR when H k ab is spin disorder scattering.[171, 172] The prominent
drop in ⇢(T ) when T falls below TC is readily apparent in Fig. 5.1, showing that spin
disorder scattering accounts for approximately 50% of the total scattering relevant to
the resistivity above TC. In the case of large spin-orbit coupling (SOC, as indicated
by the size of the anomalous Hall conductivity in this material), it is not surprising
that spin disorder can be so important. Rather than carrier-magnon scattering or
Kondo physics, with the strong anisotropy and SOC the proposed mechanism for the
large MR in the current x = 0.28 system is scattering from a (quasistatic) disordered
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arrangement of antialigned moments. In the presence of strong SOC, such spin disor-
der can be very e↵ective at scattering carriers relative to ordinary potential disorder,
since it mixes spin channels and therefore permits greater phase space for scattering.
In the electron di↵raction measurements performed on the Fe0.28TaS2 single crys-
tals by Dr. Wenhua Guo (Fig. 5.6), two concentric sets of spots are observed in the
ab plane, each with sixfold symmetry. The bright spots (large circles) are due to the
main TaS2 phase, while the faint spots (small circles) are assumed to result from an
ordered Fe superstructure. When compared to the di↵raction patterns presented in a
recent study by Horibe et al.,[173] the present SAED pattern appears more similar to
that of Fe1/3TaS2 than that of Fe1/4TaS2, with the interior hexagon rotated by 90  in
relation to the outer one and the resulting superstructure close to
p
3 ⇥ p3. The
appearance of the superstructure spots in the electron di↵raction (Fig. 5.6) indicates
that it may be useful to think about the x = 0.28 system as a compound with a com-
mensurate x = 0.25 Fe structure with additional Fe local moments (x = 0.25 +  ),
or x = 0.33 Fe structure with missing Fe local moments (x = 0.33    ) with
small   (   0.05). In either case, the moments in a disordered environment, while
coupled ferromagnetically to the bulk, would be expected to have weaker exchange
interactions[174] than those on the superstructure sites, and hence would be easier to
antialign with the field as (H k c)! HS. The maximum MR for this field orientation
is seen at HS as the spins reverse their orientation, leading to an increase in scat-
tering comparable to the spin-disorder contribution to ⇢. In other words, during the
MR measurement, the antialignment of a significant fraction of the local moments as
the field strength is increased (antiparallel to the bulk magnetization) results in en-
hanced scattering and increased resistance. Once the remaining spins flip to become
aligned with the external field, spin disorder scattering is greatly reduced, causing a
sharp drop in resistance. Canting of the moments is disfavored by the large magnetic
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anisotropy, while enhanced scattering (relative to potential scattering) is favored due
to strong SOC and channel mixing.
Additional experiments can be used to test this hypothesis. This explanation
assumes a population of weakly-coupled, easier-to-reorient spins due to deviations
from the x = 0.25 stoichiometry. One would therefore expect a monotonic increase
in the the H k c MR as x is increased from x = 0.25 to x = 0.28, as has been
subsequently shown by Chen et al. [175]. The dynamics of the spin reorientation
should also be manifested in the MR response in this case, though no field sweep
rate dependence has been observed so far. Optical perturbation of the local moment
orientation would also be expected to lead to large resistive e↵ects.
In conclusion, we show that Fe0.28TaS2 single crystals display remarkably large
MR, up to 60%, when the applied magnetic field H k c. Both the magnetization
and transport properties appear nearly insensitive to sample thickness down to ⇠
100 nm, as measurements on bulk and exfoliated single crystals are nearly indistin-
guishable. As is illustrated in Fig. 5.7 for T = 10 K, the switching field HS values
observed from magnetization and magneto-transport measurements on both bulk and
exfoliated samples are very close at all temperatures up to TC. The resulting tem-
perature dependence of HS (squares) and  ⇢/⇢0 at HS (circles) shown in Fig. 5.8
is indeed identical for both the bulk (full symbols) and exfoliated (open symbols)
samples. Moreover, the non-monotonic change with x of the ordering temperature
TC and switching field values HS between the Fe0.28TaS2 system and the previously
reported Fe0.25TaS2 superstructure[1], and, more significantly, the nearly two order of
magnitude enhancement of MR in the former compound, appear to be consistent with
a scenario of disordered Fe moments mixed with a Fe superstructure. This scenario
is even more plausible, given the experimental evidence we present to rule out other
likely possibilities, such as AMR or an analog of GMR due to domain structure. The
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spin disorder scattering scenario reveals a design principle for intrinsically magne-
toresistive materials without the need for multilayers or metal-insulator transitions
coupled to magnetism. Conditions favoring maximal MR would include: single crys-
tal materials, so that grain boundary, potential disorder, and surface scattering do
not limit the mean free path; ferromagnetism with very strong uniaxial anisotropy,
to favor moment flipping rather than canting as H is increased; and very strong spin-
orbit coupling, magnifying the scattering cross-section of “misaligned” spins. Transi-
tion metal dichalcogenides intercalated with various amounts of magnetic metals are
promising materials where these optimal intercalation conditions may be achieved to

























































Figure 5.7: Determination of switching field values of Fe0.28TaS2 Determi-
nation of the switching field HS for (a) bulk and (b) exfoliated samples from M(H)
(blue), MR (black) and anomalous Hall resistivity (red). The vertical dashed line
marks the switching field HS, as determined from the field values where M(H) and
⇢xy cross H = 0, and where the fastest drop in  ⇢/⇢0 occurred. Figure reproduced
from [14].
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Figure 5.8: Switching field and MR trends with temperature Comparison of
HS and magnetoresistivity peak height values as a function of temperature for bulk
(solid symbols) and exfoliated (open symbols) samples. HS increased monotonically
with decreasing temperature, while the magnetoresistivity peak height increased with
decreasing temperature until 4 K, and then decreased at lower temperatures. Inset:
Image of a typical bulk sample (left), and false-color SEM image of a typical exfoliated
sample with metal contacts (right). Figure reproduced from [14].
Chapter 6
Thickness-Dependent and Magnetic-Field-Driven
Suppression of Antiferromagnetic Order in Thin
V5S8 Single Crystals
Part of this chapter is adapted from the published work [15]:
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As we have now discussed in some detail, with materials approaching the 2d
limit yielding many exciting systems with intriguing physical properties and promis-
ing technological functionalities, more e↵ort is being devoted to understanding and
engineering magnetic order in layered materials. In the previous chapter, we consid-
ered a ferromagnetic example of such a material, TaS2 intercalated with Fe; other
magnetic ordering configurations are of similar interest in fundamental and applied
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science, and we now turn our attention to an itinerant antiferromagnet with layered
crystal structure.
Here, we consider V5S8, a metal with an antiferromagnetic ground state below the
Ne´el temperature TN ⇠ 32 K and a prominent spin-flop signature in the magnetore-
sistance (MR) when H||c ⇠ 4.2 T. We study nanoscale-thickness single crystals of
V5S8, focusing on temperatures close to TN and the evolution of material properties in
response to systematic reduction in crystal thickness. Transport measurements just
below TN reveal magnetic hysteresis that we ascribe to a metamagnetic transition,
the first-order magnetic field-driven breakdown of the ordered state. The reduction
of crystal thickness to ⇠ 10 nm coincides with systematic changes in the magnetic re-
sponse: TN falls, implying that antiferromagnetism is suppressed; and while the spin-
flop signature remains, the hysteresis disappears, implying that the metamagnetic
transition becomes second order as the thickness approaches the 2d limit. This work
demonstrates that single crystals of magnetic materials with nanometer thicknesses
are promising systems for future studies of magnetism in reduced dimensionality and
quantum phase transitions.
6.1 Introduction
The family of two-dimensional materials has grown considerably since the discov-
ery of graphene a decade ago. These 2d materials have demonstrated many exotic
and exciting electronic, optical, optoelectronic, mechanical, thermal and catalytic
properties.[176, 177, 178, 179] Surprisingly missing from this long list are the 2d
magnets that could be critical for spintronics applications and fundamental studies
of magnetism at the 2d limit. One strategy proposed is to dope 2d materials with
transition metals.[180, 181] Another possible route is to explore the van Hove singu-
larity often found in 2d materials.[182, 183] Layered compounds that possess intrinsic
120
magnetic properties in bulk format such as CrSiTe3 are also proposed to be viable can-
didates if 2d forms of these materials can be successfully obtained.[184, 185] Despite
these early e↵orts, investigation of 2d magnetism is still in its infancy.
V5S8 (also reported as VS1.64 or V1.25S2) has a monoclinic NiAs-type crystal struc-
ture with space group C2/m (Figure 6.1a, b) and an antiferromagnetic ground state,
with TN ⇠ 32 K.[186, 187, 188] This material can be relabeled V0.25VS2, to reflect
that a fraction of the vanadium atoms are intercalated within the van der Waals
gap between VS2 layers (Fig. 6.1).[189] Early NMR measurements showed that the
V sites are not all equivalent [190, 191]; neutron di↵raction measurements indicate
that the VI sites (the intercalated V atoms, oxidation state V3+) have localized 3d
electrons with local moments at least ⇠ 1.1 µB/VI , while the VII and VIII sites’ 3d
electrons are itinerant, resulting in metallicity.[186, 192, 193, 194] Experiments[195]
at helium temperatures showed a low-field H||c positive MR sharply switching to
negative MR above ⇠ 4.2 T. While initially modeled as field-induced suppression
of AFM order,[193] this sharp feature was identified in bulk samples as the spin-flop
transition,[189, 193] with the magnetic easy axis oriented[192, 195] ⇠ 10 away from
c toward the a axis. Figure 6.2 shows the magnetic structure of the bulk material
and the spin-flopped configuration. Band structure calculations[196] and neutron
di↵raction[192] estimate a moment ⇠ 1.4 µB/VI . Pulsed high-field magnetization
measurements[16] found two anomalies in M(H), the spin-flop at ⇠ 4.5 T and an
unknown“distinct hysteresis” at 16.2 – 18.4 T (see Fig. 6.3).
We report magnetotransport measurements on thin single crystals revealing MR
hysteresis beginning near zero H just below TN, with the hysteresis field scale growing
dramatically with decreasing T . We surmise that this MR hysteresis is a first-order
field-driven transition to a paramagnetic (PM) state. Decreasing thickness down to
⇠ 10 nm depresses TN and suppresses the MR hysteresis, while preserving the spin-
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Figure 6.1: Structure and characterization of thin V5S8 crystals and devices.
(a, b), the crystallographic unit cell of V5S8. Di↵erent colors are used to distinguish
three types of vanadium atoms. From the side view along b axis in a, V5S8 can be
considered as intercalating vanadium atoms within the van der Waals gap between
layers of VS2. Optical images of (c) a thick and (d) a thin crystal. Inset of (d) is
the AFM height profile which shows the thin crystal has a thickness of about 20nm.
(e) EDS spectrum of crystal shown in (f) the brightfield TEM image. EDS peaks for
S and V are labeled, while other visible peaks are due to the Cu TEM grid. (g,h)
EDS maps of (g) sulfur and (h) vanadium for the crystal in (e), showing a uniform
distribution of both elements. (i) SAED pattern of the same crystal along the [2, 5,
-1] zone axis, with lattice parameters consistent with V5S8. (j) Optical and (k) SEM
images of a representative device used for electronic transport measurements (66 nm
thick). Figure reproduced from [15].
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Figure 6.2: Magnetic structure of bulk V5S8 in the AFM state. (a) The AFM
ordered structure in the ordinary Ne´el state. The magnetic moments are carried by
the type-I vanadium atoms. The magnetic easy axis is approximately 10  toward the
a axis from the c axis in the a  c plane. (b) The conjectured magnetic structure in
the spin-flopped state when a large external magnetic field has been applied along
the c axis. Figure reproduced from [15].
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Figure 6.3: Magnetization hysteresis in V5S8. The low-field feature labeled A,
near 4.5 T, is the spin-flop transition. The authors of the study, Nakanishi et al.,
believe the higher-field hysteresis loop B2–B1, in the range 16.2-18.4 T, is magnetic
in nature but is otherwise not explained. Figure reproduced with permission from
[16]. c  2000 Elsevier.
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flop transition. This suggests that reduced dimensionality increases the importance
of fluctuations, driving the field-driven transition toward second order and implying
the existence of a field-driven quantum phase transition. These investigations show
that thin crystals grown by chemical vapor deposition (CVD) are powerful tools for
examining magnetism and phase competition in reduced dimensionality.
6.2 Methods
Single crystals were grown using CVD by Jiangtan Yuan, under the supervision of
Prof. Jun Lou, on 300 nm SiO2/Si wafers, with lateral crystal dimensions ranging
from a few microns to a few tens of microns, and thicknesses from ⇠ 10 nm to ⇠ 1 um.
Vanadium trichloride (VCl3) was used as a precursor (Sigma-Aldrich, 97%, powder).
An Al2O3 crucible with around 0.1 g of VCl3 was placed in a quartz tube with diameter
of 1 inch at the center of the heating zone of the furnace, and a SiO2/Si substrate
was placed on top of the crucible with oxide surface facing down to collect the final
product. Sulfur (1g) was put in the upstream of the tube (Sigma-Aldrich, reagent
grade). A mixture of N2 with 10% of H2 (99.999%) was used as carrier gas at ambient
pressure. The center of the furnace was gradually heated from room temperature to
750  C in 25 min at a rate of ⇠ 20  C /min. After 10 minutes at this temperature, the
carrier gas was changed to pure N2 (99.999%) and the furnace was naturally cooled
down to room temperature. Thin crystals are usually formed near the edge of growth
substrate.
I then defined metal contacts on the as-grown crystals by a standard procedure of
e-beam lithography, e-beam evaporation of Au with a V adhesion layer, and lifto↵.
For relatively thick samples, an additional step to deposit extra Au (40 nm) by dc
sputtering was included between the e-beam evaporation and lifto↵ steps in order to
ensure that the electrodes had continuous metal coating over the crystal side walls.
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Both J. Yuan and I characterized the completed devices using optical microscopy,
scanning electron microscopy (SEM) and atomic force microscopy (AFM), as shown
in Fig.1. Transport measurements were performed using four-probe low frequency
lock-in methods in either a Quantum Design Physical Property Measurement Sys-
tem (QD PPMS) equipped with a 9 T superconducting magnet or a QD Dynacool
PPMS equipped with a 14 T superconducting magnet (which belongs to the group of
Prof. Emilia Morosan; measurements in this system were performed with assistance
from Binod Rai). For some measurements, a QD horizontal rotator apparatus was
employed to change the relative direction of the applied magnetic field with respect
to the sample axes.
6.3 Results and Discussion
Thick, shiny, yellow crystals with hexagonal or half hexagonal shapes, expected for
the C2/m symmetry of V5S8,[196] are the most common CVD synthesis products
(Fig. 6.1c shows an optical micrograph of a representative sample). Very thin crystals
(as thin as ⇠ 10 nm) also form, appearing light blue or purple on the growth substrate
(Fig. 6.1d). Figure 6.1d’s inset shows the AFM height profile of the pictured crystal
with thickness⇠ 20 nm. J. Yuan and H. Guo confirmed the structure and composition
of the V5S8 crystals via energy dispersive X-ray spectroscopy (EDS) and electron
di↵raction. (Figure 6.1e-i). The crystal structure is identified by acquiring selected
area electron di↵raction (SAED) patterns at various crystal tilts. The derived lattice
parameters (a = 11.375 A˚, b = 6.648 A˚, c = 11.299 A˚) are consistent with those of
V5S8. Figures 6.1j and k are the optical and SEM images of a typical crystal prepared
with electrodes.
Temperature-dependent resistivity, ⇢ (T), measured from 2–300 K(solid lines in
Fig. 6.4, normalized to T = 300 K value) is consistent with metallic conduction and
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agrees well with prior measurements of a large bulk single crystal of V5S8,[186] with
room temperature resistivity of a few hundred µ⌦-cm. Upon cooling, a broad de-
crease in resistivity is observed, centered at ⇠ 100 K; with further cooling a kink
appears, marking TN, whose sharpness and value decrease with decreasing sample
thickness. This sharp resistivity drop is attributed to reduction of spin fluctuations
upon antiferromagnetic ordering[197]. The resistivity ratio ⇢(300K)/⇢(2K) falls with
decreasing sample thickness, likely due to enhanced interface scattering at small thick-
ness. Plotting d⇢/dT as a function of temperature (Fig. 6.4, open red circles) allows
more accurate determination of the transition temperature, in the range of 22–32 K
for di↵erent thicknesses, with TN decreasing monotonically with thickness. In the
thinnest samples (⇠ 10 nm), an upturn in resistivity is observed below ⇠ 10 K, which
may be a sign of localization. There is no evidence of temperature hysteresis upon
subsequent warming.
For comparison with the temperature dependent resistivity data for the 66 nm
thick sample, additional plots are shown in Fig. 6.5 of the resistivity and its derivative
d⇢/dT as a function of temperature for the 11, 12, 24, and 345 nm thick samples.
Vertical gray dashed lines mark the position of TN at the peak of d⇢/dT . The 11 and 12
nm thick samples have a subtle resistivity kink at the transition temperature, whereas
the corresponding kink for the thicker samples is sharper and more pronounced. The
11 nm sample shows a negative slope of resistivity at high temperatures, possibly due
to contact issues, while the data below ⇠150 K looks very similar to the curve for
the 12 nm thick sample. The resistivity curves for both 11 and 12 nm thick samples
show an upturn in resistivity at temperatures below ⇠ 10 K.
The overall variation in magnitude of resistivity among the samples may be due to
slight variations in crystal stoichiometry, as well as estimation of the sample dimen-
sions from SEM and AFM images of the hexagon shaped samples, the geometry of
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Figure 6.4: Temperature dependent resistivity. Resistivity normalized to T
= 300 K value for several crystal thicknesses (solid lines, left axis) and calculated
derivative d⇢/dT (open red circles, right axis) of a 66 nm thick crystal as a function
of temperature . The sharp kink in resistivity and corresponding peak in d⇢/dT at
⇠ 32 K mark TN for the 66 nm sample. Figure reproduced from [15].
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Figure 6.5: Determination of TN for additional crystal thicknesses. (Left axis,
black solid lines) Resistivity and (right axis, open red circles) calculated derivative
d⇢/dT as a function of temperature for the 11, 12, 24, and 345 nm thick samples.
The dashed gray lines mark TN. Figure reproduced from [15].
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which makes proper estimation of lateral dimensions somewhat challenging. We note
that the fractional change of resistivity relative to its value at T = 300 K is larger for
thicker samples, which may be either an indication of higher quality of thick crystals
or of other thickness dependent e↵ects (e.g., surface scattering).
In Fig. 6.6, we plot the thickness dependence of the Ne´el temperature TN as
determined from the position of the peak of d⇢/dT vs. T. A systematic reduction of
the transition temperature from its large-thickness saturation value is visible as the
thickness is decreased (⇠ 32 K for the 66 nm and 345 nm thick samples; ⇠ 31 K for
the 24 nm sample; ⇠ 22 K for the 11 and 12 nm thick samples). An estimated error
of ⇠ ±1 K in determining TN results from both the width of the transition as well as
noise in the calculated d⇢/dT vs. T curves.
Small crystal size makes it very di cult to directly probe antiferromagnetic order
in situ. Neutron scattering requires far larger sample mass to produce detectable
signals. Combining a technique like x-ray magnetic linear dichroism (XMLD) with
photoemission electron microscopy (PEEM) at cryogenic conditions is extremely chal-
lenging (see Fig. 6.7). Fortunately, the distinct spin-flop MR features reported in the
prior work on bulk V5S8 give us access to some of this information. We focused on
temperatures just below TN, with H oriented either perpendicular or parallel to the
ab plane. The MR is defined here as  ⇢/⇢ = [⇢(H) ⇢(0)]/⇢(0). We find sharp, non-
trivial MR features appearing only below TN, and in Figure 6.8 present two families
of curve shapes for samples of di↵erent thickness (24, 66, and 345 nm thicknesses are
the first type; 11, 12, and 13 nm thicknesses are the second).
Two relatively thick, simultaneously grown samples, ⇠ 66 nm and ⇠ 345 nm
thick, display a strikingly hysteretic and anisotropic series of MR responses with H
either perpendicular or parallel to c. The 66 nm thick sample’s pronounced MR
hysteresis appears just below TN ⇠ 32 K (Fig. 6.8a). With H||c, the MR shows
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Figure 6.6: Crystal thickness dependence of TN. A saturation value of ⇠ 32 K
is observed for the thickest samples. Figure reproduced from [15].
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Figure 6.7: Schematic diagram of x-ray magnetic dichroism + PEEM tech-
nique. Use of linearly polarized x-rays makes the technique sensitive to AFM order,
while circularly-polarized x-rays would be useful for imaging FM order. Figure re-
produced with permission from [17].
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Figure 6.8: Magnetoresistance at various crystal thicknesses: Magnetore-
sistance curves at selected temperatures for three di↵erent crystal thicknesses, with
H||c (left column) or H||ab (right column). Curves at di↵erent temperatures are o↵set
for clarity, with the o↵set in the left and right column plots matching for curves at
the same temperature. Note that for panel (a) the field scale is 14 T, rather than
the 9 T scale of the other panels. (a,b) MR measurements for the t = 66 nm sam-
ple focusing on the temperature range 20–32 K (curves o↵set by 0.01 per 0.5 K) to
demonstrate the evolution of hysteresis, with hysteresis loops shifting to higher fields
with decreasing temperature. The peaks near 4 T in the H||c curves are due to the
spin flop transition, whereas the H||ab curves are negative over the entire field range.
(c,d) MR curves for the t = 24 nm sample from 26–32 K (curves o↵set by 0.01 per 1
K above 26 K). The H||c curves show no hysteresis but otherwise have qualitatively
similar features to those observed for thicker samples. Hysteresis appears when H||ab.
(e,f) MR curves for the t = 12 nm sample in the temperature range 20–25 K (curves
o↵set by 0.01 per 1 K above 20 K). With H||c, a smooth and gradual development
of kinks is visible near H ⇠ 3 T as the temperature is decreased, but no hysteresis
is observed. With H ||ab, the curves are smooth and without kinks or discernible
hysteresis. Figure reproduced from [15].
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the sharp spin-flop downturn at ⇠ 4 T. Hysteretic MR over a limited H range is
observed for temperatures near TN. For example, at T = 30 K, the MR hysteresis
loop extends from ⇠ 5 T to ⇠ 7 T, with the MR retracing itself outside that field
range. The hysteresis quickly shifts to much higher fields as T is reduced. Hysteresis
is no longer visible below ⇠ 20.5 K, having presumably shifted beyond the 14 T limit
of our magnet, as suggested by magnetization data at helium temperatures.[192]
The sense of the hysteresis is that the resistance is lower on increasing magnitude
of field than when sweeping from high field toward zero. In order to check for any
e↵ects of the magnetic field ramping rate, selected MR curves were measured using
di↵erent field sweeping rates (either 25 Oersted/s or 50 Oersted/s), with no discernible
di↵erences in the results. Sweep rates are limited to relatively slow speeds to avoid
any complications from eddy current heating and the strong temperature dependence
of the MR. To augment the data taken for the 66 nm crystal close to TN, MR curves
over a wider temperature range are shown in Fig. 6.9, along with Hall resistivity data
at corresponding temperatures. MR and Hall data for the 345 nm crystal are also
shown in Fig. 6.11.
When the magnetic field is instead applied in the ab plane, the low-field sign of the
66 nm crystal’s MR remains negative over the whole field range, with no sharp features
(Fig. 6.8b), consistent with the spin-flop interpretation of the sharp MR feature in
the H||c data.[192] Hysteretic MR of comparable magnitude is observed with H||ab, at
the same field ranges as the H||c case. This implies that the hysteresis is a first-order
field-driven phase transition, driven by magnetic tuning of the relative free energies of
the AFM and PM states; alternate explanations involving, e.g., domains within the
material would be expected to depend strongly on field direction due to geometric and
crystallographic anisotropies. The 345 nm thick sample shows quantitatively similar
hysteresis below TN ⇠ 32 K, though the signal-to-noise is worse (Fig. 6.11) because
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of the thicker sample’s very low four-terminal resistance (⇠ 1 ⌦).
A third, considerably thinner sample, 24 nm thick and grown independently from
the two thicker crystals, has MR curves with H||c below TN ⇠ 31 K (Fig. 6.8c) qual-
itatively similar to those of the 66 nm and 345 nm samples, but without discernible
hysteresis. Minor R(H) variation likely results from slight temperature drift and/or
contact resistance noise, but any true MR hysteresis is too small to detect. In con-
trast, the H||ab measurement on the 24 nm sample shows monotonic negative MR
and clearly resolved hysteresis (Fig. 6.8d), very similar to what was observed for the
66 nm sample. This intermediate thickness value demonstrates gradual evolution of
the MR properties from thick to thin samples.
For a group of still thinner samples (11, 12, and 13 nm thick samples measured;
12 nm data shown in Fig. 6.8, and 11 nm in Fig. 6.10) with H||c, the low temperature
MR is fairly flat at small fields, but with increasing field the spin-flop kink begins at
⇠ 3 T and the MR (a few percent) is negative (see Fig. 3e). For these thin samples
TN is suppressed – for the sample shown (d⇢/dT gives TN ⇠ 22 ± 1 K) the spin-flop
kinks are still visible at 23 K and disappear with increasing temperature. At 25 K and
above, the MR is more nearly parabolic and without kinks, gradually flattening as
the temperature is increased toward 100 K. When H||ab, smooth MR curves without
kinks are recorded in the range 20 – 25 K (Fig. 3f). The flat (rather than positive) MR
in the low field range for thin samples may be due to a relatively stronger contribution
of spin disorder to the zero-field resistivity, weakening the contribution of the spin-flop
e↵ect to the MR.
These results demonstrate two features of V5S8 that were not explained in the
prior literature: Field driven first-order breakdown of the AFM state, resulting in
MR hysteresis, and thickness dependent suppression of the AFM state as the thick-
ness approaches 10 nm. There are several examples of field-driven metamagnetic
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Figure 6.9: (Left) H||c MR isotherms for the 66 nm thick sample at selected tem-
peratures in the range 2 –150 K. (Right) Hall resistivity data for the same sample at
corresponding temperatures. Figure reproduced from [15].
transitions involving the breakdown of an AFM state, as in the rare earth containing
systems Nd0.5Sr0.5MnO3,[198] DySb,[199] and DyCuSi and HoCuSi.[200, 201] In the
case of Nd0.5Sr0.5MnO3, application of a magnetic field up to 12 T at low temperatures
causes the insulating AFM state to break down to a metallic FM state, accompanied
by a drop in resistivity of more than five orders of magnitude.[198] Alternatively, a
metamagnetic transition can occur between AFM and PM order, as in the case of
CeAuSb2, where hysteretic MR measurements suggest a first order transition. This
material is therefore thought to be very near to a quantum critical point (QCP).[202]
While it is conceivable that the hysteresis is an indicator of some other ordered state
(e.g., charge density wave), this is unlikely given the lack of any previous evidence
for competing order or magnetoelectric e↵ects in this material.
The observed thickness dependence could be intrinsic or extrinsic. Confinement
can a↵ect the itinerant carriers, as seen in the thickness-dependent ⇢(T), potentially
impacting exchange processes. The e↵ects of uncompensated surface spins may also
be at play,[203] due to a possible lack of perfect AFM order at the crystal surfaces,
which would be more important in crystals of reduced thickness. Thinner crystals
are more strained due to their elastic interactions with the underlying substrate.
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Figure 6.10: (Left) H||cMR isotherms for the 11 nm thick sample in the temperature
range 2 – 100 K. Curves are o↵set by 0.01 for clarity. (Right) Hall resistivity data for
the same sample. Figure reproduced from [15].
Figure 6.11: (Left) H||c MR isotherms for the 345 nm thick sample in the tem-
perature range near TN from 28–40 K. Curves are o↵set by 0.02 for clarity. (Right)
Hall resistivity curves for the same sample at corresponding temperatures. Figure
reproduced from [15].
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Stoichiometry could also be a concern, though there is no evidence of systematic
variation of V:S ratio with thickness.
Combining resistivity and MR information, we construct a tentative phase dia-
gram using temperature and critical field values (Fig. 6.12). Each filled data point
is taken from an MR isotherm such that the point’s x-axis position represents the
central value of a MR hysteresis loop at a given temperature (scaled by TN), and
the horizontal bar represents the hysteresis loop width. Data for the 345 nm and
66 nm samples were extracted from H||c measurements, while for the 24 nm sample,
which displayed no apparent H||c hysteresis, the data points were taken from the
hysteretic H||ab MR curves. Since our maximum field strength was 14 T, data points
at the lower end of the temperature range have horizontal bars limited by the acces-
sible field. These phase assignments are based on the appearance of the previously
reported spin-flop kink in the MR, with PM as the logical competing phase based
on the onset of the metamagnetic transition at TN, as there is no direct technique
available to probe in situ AFM order in these very small samples.
The plot’s useful range can extend to lower temperatures by including the single
high-field data point at T = 4.2 K fromM(H) measurements on a bulk polycrystalline
sample,[16] presuming that this M(H) hysteresis results from the same AFM break-
down phenomenon as our MR hysteresis close to TN. Fig. 6.12 implies a AFM/PM
quantum phase transition at zero temperature and finite magnetic field value HC(0),
which can be estimated by fitting: HC = HC(0)⇥(1-T/TN)↵. The fit yields an esti-
mate of HC(0)= 18.7 T and an exponent ↵ = 0.345, which deviates from the value of
1/2 previously seen in other antiferromagnets.[18, 19]
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Figure 6.12: Suggested magnetic phase diagram for V5S8: Temperature-
magnetic field phase diagram of V5S8. Filled symbols represent the central values HC
of MR hysteresis loops extracted from the data sets of three devices (H ? plane for
345 nm and 66 nm samples, and H || plane for 24 nm sample), and corresponding
horizontal bars represent the width of those hysteresis loops. The open red triangle
represents one data point from high field magnetization measurements [Funahashi
etal., 1981] at T = 4.2 K. The solid line is a fit inspired by a functional form used
previously in the field-driven breakdown of AFM order in the CeIn3 system [18, 19].
Figure reproduced from [15].
6.4 Conclusions
The field-driven breakdown of the AFM state implies the existence of a quantum
phase transition at accessible fields in this material as T ! 0. These studies also
suggest a suppression of antiferromagnetism with reducing thickness, although even
very thin crystals (⇠ 10 nm) maintain some AFM signatures (spin flop kinks in the
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H||c MR). Given the suppression of TN in the thinnest crystals, it is unlikely that the
metamagnetic transition is absent in those samples, even without its clearest evidence
(the hysteretic MR). The disappearance of MR hysteresis as thickness is reduced
suggests that the metamagnetic transition changes from first order to second order.
This would imply possible quantum critical phenomena at appropriately large field
scales, though these have not yet been examined. Further experiments at higher fields
and lower temperatures (e.g., noise/resistance fluctuations; magneto-optic response;
XMLD with PEEM) are called for and beyond the scope of the present work. While
very challenging to implement, XMLD with PEEM in situ in the magnetic field regime
of the observed metamagnetic transition could potentially examine the hysteretic
state (e.g., domains and phase separation) and its evolution with thickness. The rich
phenomenology seen in the V5S8 system toward the 2D limit strongly suggests that
CVD growth of other magnetically ordered, layered materials will enable insights into




The work presented in this thesis demonstrates that electronic transport measure-
ments made on nanoscale and microscale dimensions can give powerful insights into
the electronic and magnetic properties of strongly correlated materials. This approach
owes much of its success to its intrinsic simplicity – quantities such as resistance or
conductance are readily assessed with fairly straightforward tools – coupled with
the fact that the quantities probed in transport are intimately tied to the electronic
structure, which has deep importance in tipping the balance between distinct physi-
cal states (metal vs. insulator, magnetic ordering, thermoelectric properties,...). The
topics discussed in this thesis, such as bad metallicity, transport in oxide quantum
wells, and magnetism imparted to layered materials via intercalation, are all exam-
ples where nanoscale electronic transport measurements can shed new light on the
electronic and magnetic properties of SCMs. It can be anticipated that as other new
correlated materials are synthesized, whether bulk materials that are later reduced to
nanoscale dimensions, crystals grown with nanometer-scale thickness, or artificially
engineered heterostructures grown one atomic layer at a time, nanoscale transport
measurements will be fruitfully applied in the search for a better understanding of
these new systems.
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7.1 Outlook for Future Work
Related transport probes beyond the simple ones discussed already are also available
for application to strongly correlated material research, and additional work is al-
ready underway in the Natelson group. One option that may yield particularly useful
insights is the study of shot noise, which is a type of non-equilibrium noise present
in electronic measurements beyond the well-known Johnson-Nyquist (thermal) noise
and ubiquitous 1/f noise. Shot noise results from the fact that electric current is a
flow of discrete charge carriers rather than a continuous medium, and fluctuations
about the average current must be in multiples of the e↵ective quasiparticle charge.
Measurements of shot noise have been used, for example, to examine the pairing
of individual electron-like carriers into composite Cooper pairs in superconductors,
which is reflected by an additional factor of 2 that appears in the expected shot noise
intensity.[204]
Because shot noise is obscured through ensemble averaging and electron-phonon
energy transfer in macroscopic conductors, special measurement arrangements are
necessary for its observation. Appropriate configurations include atomic-scale metal
contacts and tunnel junctions. Regarding the former, the Natelson group has con-
ducted a number of studies using metallic atomic break junctions prepared by three
techniques: electromigrating metal nanowires,[205] repeatedly pressing a sharp gold
tip into a gold film surface and then pulling it away,[206, 207, 208, 209] and flex-
ing lithographically prepared metal nanowires to the breaking point. [210, 175] An
important advantage to all these configurations is the ability to simultaneously mea-
sure conductance along with the (bias-dependent) shot noise. This is accomplished
by applying a square-wave voltage bias at kHz frequencies while using a lock-in to
record the di↵erence in noise power between finite square-wave bias and zero bias.
Filters are used to selectively measure noise over a bandwidth in a range of several
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hundred MHz (which essentially removes the 1/f noise contribution). In each case,
the quantization of conductance can be observed as the contact becomes very small,
reducing the number of available quantum channels for transmission; the shot noise
is found to be minimized at these ‘preferred’ integer values of conductance in units
of 2e2/h.
In SCM systems, it is not clear that the shot noise should have the same well-
understood properties as simple junctions of good metals like Au. For example, one
could imagine that the electron-electron correlations would result in a more orderly,
more even temporal spacing of charge carriers being transmitted from one side of a
junction to the other, resulting in reduced shot noise compared to the uncorrelated
case.
The break-junction technique, however, is not easily adapted to SCMs, as they
are often found to be fragile, not flexible, not malleable, and easily damaged by the
high current densities of electromigration. Tunnel junctions could provide an alter-
nate route to shot noise measurements in SCMs. One limitation is that conventional
fabrication procedures for preparing tunnel junctions include steps that are too harsh
for many correlated materials (baking, etching, dielectric deposition, and so on), par-
ticularly for materials that either oxidize or change oxidation state easily. As a way
around this, my colleague Panpan Zhou has been developing a method of preparing
high quality tunnel junctions, which will likely to be compatible with a wide variety
of correlated materials. Zhou’s method makes use of a carefully placed, atomically
thin sheet of hexagonal boron nitride (h-BN) as the tunnel barrier, which can be
sandwiched between the two leads of the tunnel junction. This arrangement could
consist of a typical metal on one side of the tunnel barrier and an SCM on the other,
or SCMs on both sides. Analogous in structure to graphene, h-BN is a large-gap
crystalline insulator that can be thinned down to a single atomic layer by microme-
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chanical exfoliation, can have low defect density, and is essentially chemically inert.
Zhou’s initial work has focused on mastering the technique of exfoliating and trans-
ferring thin layers of h-BN, constructing an appropriate RF-compatible measurement
insert for the PPMS, and characterizing Au/h-BN/Au junctions, and the resulting
paper was recently published in Appl. Phys. Lett. [211] As a first attempt at apply-
ing this technique to a correlated material, Zhou and visiting undergraduate student
Chenyuan Li have conducted preliminary trials using Au/h-BN/VO2 junctions. An
improved measurement apparatus is also in the works, including low-temperature sig-
nal amplification for an improved signal-to-noise ratio. The general idea of studying
correlated materials by tunneling methods seems extremely viable as a path to new
information, and the outlook for using h-BN as a universally applicable tunnel barrier
in such studies looks similarly promising.
Chapter 8
Appendix A: Modification of the Charge Density
Wave Transition in TiSe2 via Hydrogenation
This appendix contains unpublished work performed by:
Will J. Hardy, Heng Ji, Justin Chen, Maxim Dalton, Emilia Morosan, and Douglas
Natelson
In this Appendix, my goal is to provide a useful reference for continuation of a line
of inquiry, toward which we have performed preliminary experiments. We explored
the feasibility of hydrogen intercalation in the layered transition metal dichalcogenide
(TMD) 1T -TiSe2. Initial results indicate that this is possible, with evidence of sup-
pression of the pristine material’s charge density wave transition along with an in-
crease of n-type carrier density. Further experiments would be useful in understanding
this phenomenon in more detail, and one could consider applying this technique to
additional layered material systems.
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8.1 Introduction
The layered TMD TiSe2 has been the subject of decades of study, primarily due to its
famous charge density wave (CDW) transition, in which a periodic spatial modulation
of charge density sets in below ⇠ 165 K [212]. The temperature-dependent resistivity
shows a peak near 165 K due to the CDW transition. In terms of electronic properties,
there is disagreement whether TiSe2 is properly classified as a semiconductor [213]
or rather a semimetal with a small band overlap [214, 215]. Approximately equal
(low) n- and p-type carrier concentrations (⇠ 1020/cm3) results in a somewhat high
resistivity and small magnetoresistance.[212]
Modification of the CDW state has previously been achieved in TiSe2 through the
intercalation of Cu [216, 217] and Pd [215], both of which are observed to increase
carrier density and even induce superconductivity at certain intercalation levels. A
continuous transition from suppression of the CDW state to the onset of supercon-
ductivity is visible in transport data. In these intercalated compounds, the Cu or Pd
atoms sit between the layers of the TiSe2 lattice, within the van der Waals gap. In
the case of Cu intercalation, each Cu atom donates one electron to the conduction
band [216]; in the Pd-intercalated compounds, the situation is reported to be more
complex, with the electronic properties evolving in a non-monotonic fashion as the
doping concentration is increased, from an insulating ground state at low doping, to
a superconducting ground state for a doping fraction 0.11  x  0.12, to a normal
metal. [215]
As an alternative to doping with transition metals, we consider whether inter-
calation of hydrogen in layered materials may have useful benefits. Upon doping a
TMD compound with hydrogen, a crude assumption would be that each hydrogen
atom donates one electron to the conduction band, while causing minimal struc-
tural distortion to the crystal lattice. This should mean that the resistivity of the
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doped compound becomes progressively lower as the hydrogen concentration x in-
creases. On the other hand, Takabatake et al. report that in the high-TC copper
oxide superconductors YBCO, BSCCO, and BPSCCO, intercalation of hydrogen can
instead have the opposite e↵ect of diminishing superconductivity [218], though these
are hole-doped conductors prior to hydrogen exposure. In these materials, the con-
duction electrons donated by intercalated hydrogen atoms e↵ectively remove carriers
from the hole conduction band that is responsible for superconductivity, resulting
in a deterioration of superconductivity. Clearly, the successful realization of carrier
doping through hydrogen intercalation requires materials with favorable electronic
and structural characteristics. This technique has previously been shown to stabilize
the metallic phase in single crystal VO2 nanobeams at room temperature, in which
case the hydrogenation procedure is reversible [7], which could prove technologically
useful if it also holds for TMDs.
8.2 Methods
Single crystals of 1T -TiSe2 were grown by Justin Chen under the supervision of Prof.
Emilia Morosan, using iodine vapor transport in a sealed quartz tube. The resulting
crystals, reddish brown in color and with typical lateral dimensions of a few mm, were
mechanically exfoliated into thin layers using the scotch tape method and deposited
onto an oxidized silicon wafer. Metal contacts were defined by e-beam lithography, e-
beam evaporation of 5 nm Ti and 50 nm Au or Pd, and lifto↵. Sample thicknesses were
determined by atomic force microscopy (AFM). Very thin crystals (less than about
10 nm thick) were found not to be air-stable, exhibiting noticeable color changes over
time, presumably due to oxidation.
The metal contacts also serve as catalysts, allowing for hydrogenation by the
spillover method (wherein H2 is catalytically split into atomic hydrogen by the metal,
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and can then intercalate into the TiSe2 lattice) [219, 7]. In addition to relying on
the metal contacts, one sample was also coated with a very thin (0.5 nm average
thickness), discontinuous layer of Pd (nano)particles by e-beam evaporation, in an
attempt to increase the surface area of TiSe2 in contact with the metal catalyst
without shorting all the contacts together. The doping protocol consisted of annealing
the sample in an environment of flowing forming gas (20% hydrogen in nitrogen) at
ambient pressure and constant temperature in a quartz tube furnace, for a specified
amount of time (conditions varied for each instance of doping; details are recorded
below). Qualitatively, Pd was found to be more e cient than Au as a catalyst in this
spillover process, as inferred from the relative change of transport properties after
similar hydrogenation procedures (comparison between one sample with Au contacts
and one with Pd contacts).
8.3 Results
Transport measurements were performed in a Quantum Design PPMS. Temperature-
dependent resistivity data were collected by a four-probe, low-frequency lock-in method,
and the resistivity data for a ⇠ 27 nm thick sample with Pd contacts are shown in
Fig. 8.2. A remarkable evolution of the CDW peak is observed with increasing hydro-
genation. The four hydrogenation steps were carried out sequentially as follows (with
transport measurements performed between steps): (1) 22 hours at T = 150  C; (2) 50
hours at T = 150  C; (3) 74 hours at T = 150  C after e-beam deposition of 0.5 nm Pd
to increase the surface area of the Pd catalyst material in contact with TiSe2; (4) 95
hours at T = 175  C (with Pd particles still in place). Note that moderate annealing
temperatures are chosen to avoid loss of Se. After the fourth hydrogen treatment and
subsequent resistivity vs. temperature measurement, one of the Pd contacts failed
due to peeling o↵ (likely due to expansion of Pd under hydrogen exposure; see Fig.
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Figure 8.1: AFM image of Pd-contacted TiSe2 flake (t ⇡ 27 nm) after sev-
eral hydrogenation cycles. The Pd contacts peeled o↵ more with each successive
hydrogenation step, until the device was no longer measurable.
8.1), and so no further measurements were possible.
The temperature dependent resistivity curve ⇢(T ) measured before hydrogenation
(the uppermost curve of Fig. 8.2) is consistent with bulk measurements, showing a
clear CDW peak near T = 156 K, with negative slope at higher temperatures, and
positive slope below the CDW peak down to low temperatures. After each of four
successive hydrogenation steps, the CDW peak was gradually suppressed, until it was
no longer visible except as a slight “knee” in the resistivity curve. Concurrently, the
slope of ⇢(T ) becomes positive above the CDW peak with increasing hydrogenation,
and the resistivity magnitude is systematically reduced throughout the measured
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temperature range of 4.2 – 300 K. This is similar to what was observed in CuxTiSe2
[216] at low Cu concentrations. Here, although the low-temperature resistivity is
significantly reduced after hydrogenation, superconductivity is not observed down
to the lowest measurement temperature, T = 4.2 K. Extending the measurement
temperature range lower would be desirable.
Measurement of the Hall resistivity at various temperatures above and below the
CDW transition after each hydrogenation step provides a way to monitor changes
in carrier density with increasing hydrogen concentration. After three hydrogenation
cycles, the carrier density n, calculated from the slope of the Hall resistivity data,
increased by more than one order of magnitude in the temperature range 5 – 180
K. The negative slope of the Hall resistivity indicates that the majority carriers are
electron-like, both in the pristine sample and all throughout the several steps of hy-
drogenation. Fig. 8.3(a) shows the Hall resistivity data with increasing hydrogenation
at T = 5, 25, 125, and 180 K, and Fig. 8.3(b) shows the calculated carrier density as
a function of temperature and hydrogenation.
We note that magnetoresistance (MR) measurements were attempted in both the
pristine and hydrogenated states, but essentially no MR signal could be observed
above the background noise level.
8.4 Discussion and conclusions
The presented data seem to indicate that hydrogen doping of TiSe2 through the
catalytic spillover process is possible, and can cause significant alterations of the ma-
terial’s electronic properties. These include an essentially complete suppression of
the CDW state, signaled by the disappearance of the resistivity peak, along with an
inferred increase in n-type carrier density of more than one order of magnitude. No
checks have been done yet to verify that hydrogen really does become incorporated
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Figure 8.2: Temperature-dependent resistivity of TiSe2 after several hy-
drogenation cycles. The uppermost (dark blue) curve was measured before hydro-
genation and shows a clear CDW peak near T = 156 K. Increasing hydrogenation
systematically lowers the resistance throughout the temperature range 4.2 – 300 K,
progressively suppressing the CDW peak until only a “knee,” rather than a peak, re-
mains in the lowermost curve. The high-temperature slope of resistivity also changes
sign, indicating that hydrogenation results in metallic conduction at room tempera-
ture.
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Figure 8.3: Hall measurements and carrier density a) Hall resistivity as a
function of magnetic field at selected temperatures. The black curve (largest abso-
lute slope) in each panel was measured prior to hydrogenation. Data collected after
three subsequent hydrogenation steps show progressively lower slope, consistent with
increasing n-type carrier density. b) Carrier density (extracted from Hall data) as a
function of temperature, showing an increase of more than one order of magnitude
with increasing hydrogenation, throughout the temperature range 5 – 180 K.
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into the crystal, so we can only conjecture that this is true based on the transport
evidence. As we have learned in the case of VO2, direct measurement of hydrogen
concentration in such small samples is extremely challenging, though perhaps the hy-
drogen concentration in TiSe2 could be estimated through computational techniques.
Regrettably, a preliminary control experiment consisting of annealing the pristine
sample in Ar gas (rather than forming gas) was not performed before hydrogenation of
the Pd-contacted sample. Annealing in inert gas could be imagined to improve contact
resistance or drive o↵ surface impurities, resulting in a measured improvement of
conductivity and apparent increase in carrier density without any modification of the
material itself (just the contact properties). Such a control experiment was performed
for the Au-contacted sample, using the same temperature and duration conditions as
were later repeated for hydrogenation, without any obvious e↵ect. We note that the
resistivity properties of the pristine Pd-contacted sample (before doping) show the
expected curve shape and CDW peak that are well-characterized for TiSe2, so we
believe the contacts were indeed initially of good quality. Furthermore, the carrier
density measured using the pristine sample was already of the approximate expected
magnitude, and after the several steps of hydrogen annealing, the carrier density
appears to increase by over an order of magnitude, inconsistent with the idea of a
simple contact improvement.
Additional experiments are in order to complete this work. Specifically, the mea-
surements should be repeated on more samples to verify reproducible results with
Pd contacts. Measurements down to lower temperatures, precluded here by a pe-
riod of sub-optimal PPMS functionality, should also be made. Another procedure
worth trying would be treatment of TiSe2 with atomic hydrogen generated from a
hot filament, as discussed in Chapter 3. Since Pd swells dimensionally upon hydrogen
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uptake, and the catalytic performance of the contacts should not play a role in atomic
hydrogenation, Au contacts would likely be a more robust choice in that situation.
One might conjecture that the most favorable direction for hydrogen intercalation
would be from the edges (with hydrogen atoms eventually residing between the Van
der Waals bonded layers), so maximizing the exposed perimeter would be preferred
for quickest hydrogenation, e.g., by choosing long narrow exfoliated flakes if possible.
Finally, hydrogenation of other TMD materials could be attempted as well. Some
preliminary attempts were made with MoS2 but without any noticeable e↵ect (beyond
improvement of contacts during the moderate temperature annealing, with essentially
the same result obtained in control experiments using Ar or forming gas annealing
environments), though the measurements were not rigorous enough to rule out the
possibility entirely. It is worth noting that bulk single crystals of TiSe2 (and many
other TMD materials) are now commercially available for purchase, leaving many
options open if the desired materials are not available from synthesis groups at Rice
or other collaborators.
Chapter 9
Appendix B: Useful Vendor Information
This Appendix contains a list of useful lab equipment vendors we have purchased from
in the past, and commentary about what they sell. Many common items not covered
on this list are available at Rice’s Chemistry Stockroom. The following is intended
to be a useful starting point for sourcing lab supplies, and is not an endorsement of
any vendor or product.
9.1 Local Houston-Area Vendors
Home Depot, Lowes: general tools and hardware supplies
Houston Center Valve and Fitting: Swagelok fittings, specialty tubing
American Vacuum Technology: Vacuum pump repair with pickup and delivery.
http://www.americanvacuum.biz
Allied Electronics
Mouser Electronics: Huge selection. They’re in the Dallas area, but order before
6pm and choose UPS ground for e↵ective 1-day shipping.
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9.2 General Scientific Supply Vendors
ThermoFisher
VWR
Sigma Aldrich: general chemicals
9.3 Microscopy supplies
Ted Pella: moderately priced good tweezers; TEM grids
SPI: moderately priced good tweezers, SEM gold standards, silver paint
Electron Microscopy Sciences: Carbon tape, SEM stubs (sold in Chem Stock-
room)
NanoAndMore: moderately priced AFM tips
9.4 Lab tools
Erem: expensive tweezers and fine coaxial cable stripper
Techni Tool: expensive tweezers and pliers
California Fine Wire: Au and copper wire
TEQCOM: nitrogen blower
9.5 Vacuum Supplies
Kurt Lesker: lots of vacuum parts ; excellent website
Ideal Vacuum: expensive but good; excellent website
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Duniway: pumps and parts
AJVS: often cheaper if they have what you want
MDC: fittings and flanges; website di cult to navigate
Capitol Vacuum: cheaper pump rebuild kits
Edwards, Pfei↵er, Alcatel, Leybold, etc. vacuum pumps
Santovac 5: best di↵usion pump fluid (polyphenyl ether)
MKS: mass-flow controllers, gauges
9.6 Hand and power tools, raw materials
McMaster-Carr: Carries one of everything
Grainger more expensive; several Houston locations as well as mail-order
Goodfellow metals: small quantities
9.7 Deposition materials
Kurt Lesker: quartz crystals for thickness monitor; reasonable prices on non-
precious deposition materials
Materion: Formerly Cerac; best price on Au at this time







Quantum Design: PPMS, MPMS
Lakeshore Cryo: Probe station items (ours is Desert Cryo, which was bought by
Lakeshore), temperature sensors and cryogenic accessories
Cryo Mech: helium recovery system
Cryo Fab: helium dewars
Cryo Industries: cryostats
Taylor Wharton: nitrogen dewars
Tempshield: blue cryogen-handling gloves
9.9 Lithography Supplies
FrontRange Photomask: fast turnaround, good photomasks, reasonable prices
Photo Etch Technologies: good shadowmasks, sometimes slow service
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