An important issue in developing a model-based vision system is the speci cation of features that are -(a) invariant to viewing and scene conditions, and also -(b) speci c, i.e., the feature must have di erent values for di erent classes of objects. We formulate a new approach for establishing invariant features. Our approach is unique in the eld since it considers not just surface re ection and surface geometry in the speci cation of invariant features, but it also takes into account internal object composition and state which a ect images sensed in the non-visible spectrum. A new type of invariance called Thermophysical Invariance is de ned.
Introduction
Non-visible modalities of sensing have been shown to greatly increase the amount of information that can be used for object recognition. A very popular and increasingly a ordable sensor modality is thermal imaging -where non-visible radiation is sensed in the long-wave infrared (LWIR) spectrum of 8 m to 14 m. The current generation of LWIR sensors produce images of contrast and resolution that compare favorably with broadcast television quality visible light imagery. However, the images are no longer functions of only surface re ectance. As the wavelength of the sensor transducer passband increases, emissive e ects begin to emerge as the dominant mode of electromagnetic energy exitance from object surfaces. The (primarily) emitted radiosity of LWIR energy has a strong dependence on internal composition, properties, and state of the object such as speci c heat, density, volume, heat generation rate of internal sources, etc. This dependence may be exploited by specifying image-derived invariants that vary only if these parameters of the physical properties vary.
In this paper we describe the use of the principle of conservation of energy at the surface of the imaged object to specify a functional relationship between the object's thermophysical properties (e.g., thermal conductivity, thermal capacitance, emissivity, etc.), scene parameters (e.g., wind temperature, wind speed, solar insolation), and the sensed LWIR image gray level.
We use this functional form to derive invariant features that remain constant despite changes in scene parameters/driving conditions. In this formulation the internal thermophysical properties play a role that is analogous to the role of parameters of the conics, lines and/or points that are used for specifying geometric invariants (GI's) when analyzing visible wavelength imagery 1].
Thus, in addition to the currently available techniques of formulating features that depend only on external shape 2] -10], and surface re ectance properties 11] -16], the phenomenology of LWIR image generation can be used to establish new features that \uncover" the composition 1 and thermal state of the object, and which do not depend on surface re ectance characteristics.
An intuitive approach to thermo-physical interpretation of LWIR imagery is given in 17].
This approach rests upon the following observation, termed the \Thermal History Consistency Constraint" and analogous to Lowe's well known Viewpoint Consistency Constraint 18] : \The temperature of all target features for a passive target must be consistent with the heat ux transfer resulting from exposure to the same thermal history." In 17] this constraint is exploited by analyzing objects to locate components that are similar in terms of thermo-physical properties and then examining a temporal sequence of calibrated LWIR data to experimentally assess the degree to which such thermo-physically similar components exhibit similar temperature state temporal behavior. Such analysis was shown to lead to formulation of simple intensity ratio features exhibiting a strong degree of temporal stability that could be exploited provided:
(1) thermally homogeneous regions in the LWIR image corresponding to the thermo-physically similar object components could be reliably segmented, and (2) a target-speci c geometric ref-
erence frame is available in order to correctly associate extracted regions with candidate object components.
To avoid the di culties inherent in assumptions (1) and (2) above an alternative technique applicable to overall object signatures was suggested in 17] . An analysis of typical LWIR lumped parameter' object temperature modeling approaches suggests that over small time scales object temperature can be crudely modeled by a small dimensional linear system with algebraically separable spatial and temporal components. Ratios of spatial integrals of temperature with a simple set of orthonormal 2D polynomials (obtained from applying Gramm-Schmidt to 1; x; y; xy; x 2 y; xy 2 ; x 3 and y 3 ) were tried. Some of the resulting functions were nearly constant with time when measured against 24 hours of LWIR imagery of a complex object (a tank) but no experimentation was done with multiple objects to examine between and within-class separation, so little can be drawn in the way of a substantive conclusion with respect to utility 2 as an object identi cation technique.
A physics-based approach that attempts to establish invariant features which depend only on thermophysical object properties was reported in 19], 20]. A thermophysical model was formulated to allow integrated analysis of thermal and visual imagery of outdoor scenes. This method used estimations of the energy ux into and out of the surface of the object. The surface orientation and absorptivity were obtained from the visual image using a simpli ed shape-fromshading method. The surface temperature was estimated from the thermal image based on an appropriate model of radiation energy exchange between the surface and the infrared camera.
A normalized feature, R, was de ned to be the ratio of energy uxes estimated at each pixel.
The value of R was lowest for vehicles, highest for vegetation and in between for buildings and pavements. This approach is powerful in that it makes available features that are completely de ned by internal object properties. The computed value of R may be compared with accurate ground truth values computed from known physical properties of test objects { one of the major advantages of using physics-based/phenomenological models as compared to statistical models.
Classi cation of objects using this property value is discussed in 21], 22].
There are several factors that limit the performance of the above thermophysical approach.
The thermal and visual image pairs may not be perfectly registered. Also, segmentation errors typically cause a large portion of an object to be included with small portions of a di erent object in one region. This results in meaningless values of the surface energy estimates at/near the region boundaries. These errors give rise to a signi cant number of inaccurate estimates of the surface energy exchange components. The histogram of values of the ratio of energy uxes tends to be heavy-tailed and skewed. A statistically robust scheme has been proposed to minimize this drawback 22]. However, the computational complexity for such a technique is very high, and the following drawbacks below were not adequately overcome: (1) The value of R was found to be only weakly invariant -while separation between classes was preserved, the 3 range of values of this feature for each class was observed to vary with time of day and season of year, (2) The feature was able to separate very broad categories of objects, such as automobiles, buildings, and vegetation -but lacked the speci city to di erentiate between di erent models of vehicles. Although the thermophysical feature, R, is limited in its application for recognition, the energy exchange model on which it is based forms the groundwork for the derivation of more powerful thermophysical invariant features. That approach is extended in this paper by applying the concepts of algebraic invariance to the energy exchange model resulting in new thermophysical invariant features for object recognition.
The derivation of thermophysical invariants (TI's) from non-visible wavelength imagery, the evaluation of the performance of these invariants, and their use in object recognition systems poses several advantages. The main advantage of this approach is the potential availability of a number of new (functionally independent) invariants that depend on internal compositional properties of the imaged objects. Note that it is possible to evaluate the behavior of thermophysical invariants using ground truth data consisting of images of objects of known composition and internal state. This additional information can be used to augment/complement the behavior of GI's. One way in which GI's can be integrated with TI's for object recognition is as follows: (1) Parametric curves and/or lines are extracted from an LWIR image. (2) The curves are used to compute GI's which are in turn used to hypothesize object identity and pose, and Figure 1 : Energy exchange at the surface of the imaged object. Incident energy is primarily in the visible spectrum. Surfaces loses energy by convection to air, and via radiation to the atmosphere. An elemental volume at the surface is shown. Some of the absorbed energy raises the energy stored in the elemental volume, while another portion is conducted into the interior of the object. derive thermophysical invariants is described in section 3. Section 4 describes a context based approach that proposes the thermophysical feature in a hierarchical framework. Experimental results of applying this new approach to real imagery are presented in section 5, which is followed by a discussion of the behavior of the new method, issues to be considered in using this method for object recognition, and issues that remain to be explored.
A Thermophysical Approach to IR Image Analysis
Consider an in nitesimal volume at the surface of the imaged object ( gure 1 
where, W cv denotes the energy (per unit surface area) convected from the surface to the air which has temperature T amb and velocity V , W rad is the energy (per unit surface area) lost by the surface to the environment via radiation and W cnd denotes the energy (per unit surface area) conducted from the surface into the interior of the object. The radiation energy loss is computed from:
where, denotes the Stefan-Boltzman constant, T s is the surface temperature of the imaged object, and T amb is the ambient temperature. Assume for the atmosphere is equal to for the imaged object. This assumption is reasonable if the objects are not uncoated metals 24]. This assumption may not hold if the imaged surface is exposed or unoxidized metal which is usually rare.
The convected energy transfer is given by
where, h is the average convected heat transfer coe cient for the imaged surface, which depends on the wind speed, thermophysical properties of the air, and surface geometry 23].
The equivalent thermal circuit for the extended model that separates the stored energy component and the conduction component to the interior of the object.
The equivalent thermal circuit for the surface is shown in gure 2. Lateral conduction from the elemental volume at the surface is assumed negligible since the temperature of the material adjacent to the surface volume under consideration may be assumed to be similar. In general, the internal temperature of the material will be di erent from that at the surface. The energy ow due to this gradient is expressed as the conducted energy, W cnd = ?k dT=dx, where k is the thermal conductivity of the material, and x is distance below the surface. Since we are considering an elemental volume at the surface this can be written in nite di erence form:
W cnd = ?k (Ts?T int )
x , for in nitesimal x. W cnd is also expressed in units of energy owing across unit area.
Within the elemental volume, the temperature is assumed uniform, and the increase in the stored energy given by W st = C T dTs dt , where C T is the thermal capacitance for the material of the elemental surface volume. This is given by C T = DV c, where D is the density of the surface material, V is the elemental volume, and c is the speci c heat. Again, W st is expressed in units of energy per unit surface area. The equivalent circuit (shown in gure 2) have resistances given by: 
Using the expressions for the various energy components as presented in the previous section we can express each term in the above expression as: Since from (7),
we have,
Thus each driving condition vector also undergoes a linear transformation.
Consider the measurement vector a of a point as de ned in (8) . From one scene to the next we expect the two object properties { thermal capacitance, C T , and conductance, k { to remain constant. Thus the transformation we need to consider is seen to be a subgroup of GL (5) 7 7 7 7 7 7 7 7 7 7 7 7 5 :
The transformation of a measurement vector from one scene to the next is given by: 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 described by Mundy 1] and others is that the number of invariant relationships is equal to \the degrees of freedom of the con guration" minus \the number of transformation parameters".
Here a count yields 10 invariant relationships for a con guration of ve points. However, the counting argument also shows us that it is unnecessary to use all ve points. Each point has ve degrees of freedom. In order for invariant relationships to exist, a minimum of four points can be used. Using four points the counting argument gives 20 ? 15 = 5 independent invariant relations. Note that this further simpli es the point selection since we now require only four points in the two views. The measurement vectors in each view being required to span < 4 .
Algebraic elimination of the transformation parameters using four copies of the linear form (7) subjected to the transformation (12) 
where a i;j is a jth component of the ith vector (ith point). Since the 4 measurement vectors span < 4 , we can assume without loss of generality that the denominator determinants in (14) and (15) In order for the invariant feature to be useful for object recognition not only must the values of the feature, be invariant to scene conditions but the value must be di erent if the measurement vector is obtained from a scene that does not contain the hypothesized object, and/or if the hypothesized pose is incorrect. Since the formulation above takes into account only feature invariance but not separability, a search for the best set of points that both identi es the object and separates the classes must be conducted over a given set of points identi ed on the object. The search may be conducted over all the combination of the points in a set or until an acceptable feature is found. We have examined all combinations, rst rating each set for their intra-class invariance, then further evaluating it for inter-class separability. Results on real imagery are described in section 5.
Employing TAI's for Object Recognition
The feature computation scheme formulated above is suitable for use in an object recognition system that employs a hypothesize-and-verify strategy. The scheme would consist of the following steps: (1) extract geometric features, e.g., lines and conics, (2) for image region, r, hypothesize object class, k, and pose using, for example, geometric invariants as proposed by onto image region r using scaled orthographic projection, (4) for point labeled i in the image region, assign thermophysical properties of point labeled i in the model of object k, (5) using gray levels at each point and the assigned thermophysical properties, compute the measurement matrices A and A 0 , and hence compute the feature f k (r) using equation (14) or equation (15), and nally, (6) compare feature f k (r) with model prototypef k to verify the hypothesis.
For example, consider two class of vehicles -a van and a car as shown in gure 3. Here, the correct hypotheses (models) are shown in the top row. The bottom row indicate incorrect hypotheses with model points being assigned to the image regions. The front and rear wheels are detected and used to establish an object centered reference frame in the image to be interpreted.
The coordinates of the selected points are expressed in terms of this 2D object centered frame.
Thus, when a van vehicle is hypothesized for an image actually obtained of a car or some unknown vehicle, the material properties of the van are used, but image measurements are obtained from the image of the car at locations given by transforming the coordinates of the van points (in the van center coordinate frame) to the image frame computed for the unknown vehicle.
Varying Contextual Support
It is widely known that the explicit use of contextual knowledge can improve scene interpretation performance. Such contextual knowledge has been, typically, in the form of spatial and geometric relationships between scene objects or between di erent components of an object. Contextual support for an image region (point) being labeled consists of the neighboring regions (points), the class memberships of which in uence the class assignment for the region (point) under consideration. In the feature extraction scheme described in section 3, contextual knowledge is used in an implicit manner. Recall that a set of points is hypothesized to belong to a speci c type of object, and this hypothesis is veri ed. Thus, the class identity of each of of point labels under erroneous hypotheses. First, the two wheels of the vehicle are used to establish a local, 2D, object-centered coordinate frame. Then, the 2D to 2D transformation between model and image is determined, and the model points and labels are transformed to the image.
these points is made in the context of the identities of the other points.
The computation of feature I2 described in section 3 requires 4 points while the computation of I1 requires only 3 points. Thus, I1 and I2 require di erent amounts of contextual support.
In some situations the available, useful, contextual support may be even lower, since it may be possible to extract only one or two points reliably, e.g., where the object is partially occluded 
= jBj jBj (17) where the column vectors b i that composeB span < 3 . For non-zero invariants, the column vectors b i that compose B also span < 3 . In the above, we have n + 1 points in an n-D space, where n = 3. The points are divided into two sets each consisting of n points, and the two sets di er by one element, and share n ? 1 common points.
The measurement matrices in (16) 
Consider instances of the null-space vector de ned above for di erent scene conditions. Each scene condition, in which the object is imaged, results in a di erent null space vector~ (j)
where, j = 1; 2; : : : : For a given object, it may be possible to nd a collection of n + 1 points and a decomposition into two sets of n points each such that the corresponding the null-space vectors,~ (j), for the di erent scenes are tightly clustered in the measurement space, i.e., they vary minimally from scene to scene. If this condition is met it is reasonable to use a single predetermined average null-space vector,~ , that characterizes the object irrespective of the scene conditions. Now, only two measurement vectors, b n and b n+1 are needed to compute the invariant feature -using the image and hypothesized object class, as described in section 3.
where f is the feature value obtained using the average (representative) null-space vector.
In general, one needs to search (during a training phase) for an appropriate set of n + 1 points, and a decomposition of this set into two sets of n points each that share n ? 1 points, with the constraint that the null space vectors vary minimally from scene to scene. This will establish the optimal two-point invariants for the object.
In order for the null-space vector approach to be useful in an object recognition scheme, separability between the object classes must be ensured. That is, for the correct object hypothesis, the feature value given by equation (21) must be as expected and must remain invariant to scene conditions while in the case that the object hypothesis is erroneous a value other than the expected invariant feature value is obtained. Consider a two-class separation problem. The null-space vectors from di erent scenes for each object will ideally form a tight cluster. Separability between these clusters can be measured using any of the many established statistical measures, e.g. the Mahalanobis distance 29].
The variation in contextual support o ered by the above methods may be exploited in a hierarchal system where the two-point formulation is used for a quick, initial classi cation, with low missed detection rate but perhaps high false alarm rate, to eliminate fruitless branches in a broad search tree. In the following section we present results illustrating the classi cation ability of the method described in section 3 as well as that of the null-space vector approach for multiple objects.
Experimental Results
The method of computing thermophysical a ne invariants discussed above was applied to real LWIR imagery acquired at di erent times of the day. Several types of vehicles were imaged:
A van containing mostly plastic (composite) body panels, a car made entirely of sheet-metal body panels, a military tank, and two di erent military trucks (Figs. 3,4) . Several points were selected (as indicated in the gures) on the surfaces of di erent materials and/or orientation.
The measurement vector given by eqn (8) was computed for each point, for each image/scene. Figure 4: Three of the vehicles used to test the object recognition approach, (from top left clockwise) tank, truck 1 and truck 2. The axis superimposed on the image show the object centered reference frames. The numbered points indicate the object surfaces used to form the measurement matrices. These points are selected such that there are a variety of di erent materials and/or surface normals within the set. Table 1 : Values of the I1-type feature used to the identify the vehicle class, truck 1. The feature consisted of point set f4; 7; 8; 10g, corresponding to the points labeled in gure 6. The feature value is formed using the thermophysical model of truck 1 and the data from the respective other vehicles. When this feature is applied to the correctly hypothesized data of the tank it has a mean value of -0.57 and a standard deviation of 0.13. This I1-type feature produces a good stability measure of 4.5, and good separability between correct and incorrect hypotheses.
The feature values for incorrect hypotheses are at least 3.32 standard deviations away from the mean value for the correct hypothesis. Next, the most stable features were evaluated for inter-class separation as explained below.
As mentioned in section 3 the feature is computed based on the hypothesized identity of the object (and it's thermophysical properties). Hence, if the object identity (class membership) k is hypothesized in the image region r, then the image measurements are used along with the thermophysical properties of object class k to generate a feature value f k (r). Veri cation of this hypothesis may be achieved by comparing f k (r) with a class prototypef k . This comparison may be achieved using any of a number of available classi er rules, e.g., minimum distance rule. Since it is important that erroneous hypotheses be refuted, one must consider inter-class behavior as well as intra-class behavior of the feature. To experimentally investigate such behavior using real imagery we adopted the following procedure. Given an image of a vehicle,
(1) assume the pose of the vehicle is known, then (2) use the front and rear wheels to establish an object centered reference frame. The center of the rear wheel is used as the origin, and center of the front wheel is used to specify the direction and scaling of the axes. The coordinates of the selected points are expressed in terms of this 2D object centered frame. For example, when a van vehicle is hypothesized for an image actually obtained of a car or some unknown vehicle, the material properties of the van are used, but image measurements are obtained from the image of the car at locations given by transforming the coordinates of the van points (in the van center coordinate frame) to the image frame computed for the unknown vehicle. Table 1 shows inter-class and intra-class variation for a feature of type I1 for the truck 1 object class { for images obtained at eight di erent times over two days. The behavior of the invariant feature formed by one choice of a set of 4 points is shown in table 1 for correct hypothesis. Also, table 1 shows the case where the hypothesized object is the truck 1 while the imaged object is either a car, van, truck 2, or tank. As can be seen, the correct hypothesis generates a feature value that is invariant and distant from the feature values generated by erroneous hypotheses. Thus, the feature is shown to have good characteristics in both (high)
inter-class separability and (low) intra-class stability. Table 2 shows similar results for a feature of type I2 also used for separating truck 1 from other objects. Table 3 describes the performance of a feature of type I2 used to separate the tank object class from other classes. Features for each of the other object classes were also examined, and performance similar to that described above was observed. Also, each class produced a large number of features (of each type) that demonstrated good inter-class separation and intra-class stability.
The method described in section 4 was used to compute two-point invariant features for the 
Discussion
The approach described above is promising in that it makes available features that are (1) invariant to scene conditions, (2) able to separate di erent classes of objects, and (3) based on physics based models of the many phenomena that a ect LWIR image generation.
It is important to note that although the derivation of the features explicitly used the constraint that the value be invariant from one scene to another for a given object class, class separation was not explicitly incorporated in the derivation of the features. Hence, practical use of the approach for recognition requires searching all the possible features for the best separation. It is not clear that a solution will always exist for a collection of object classes.
Note that di erent aspects of an object may be imaged { the set of visible points being di erent for each aspect. The complexity of the search task is compounded by attempting to ensure interclass separation in the presence of erroneous pose hypothesis, which we have not considered in this paper.
The hypothesis of object pose and identity is best achieved by employing geometrical invariance techniques 2]. For example, conics may be t to wheels which manifest high contrast in LWIR imagery, and their parameter values may be used to compute GI's. This may be employed to generate object identity and pose that may be veri ed by the thermophysical invariance scheme described above. This approach is also being investigated at present.
Note that the formulation described in this paper assumes that the scene objects are passive, i.e., internal thermal sources are not explicitly modeled. The experiments were conducted on vehicles that had not been exercised prior to (or during) image acquisition. Reformulation of the scheme presented in this paper to explicitly incorporate internal sources will be a interesting area of future research.
The speci cation of optimal classi ers that use as input the features established in this paper is another area that merits investigation. In our experiments, we have found that the distribution of the features, especially under erroneous hypotheses, are poorly modeled by the commonly used Gaussian distribution. We are investigating the use of Symmetric Alpha Stable
Distributions which appear to model the behavior of the features more closely. Our research in this area is directed at realizing classi ers with low false alarm rates and high detection probabilities that use features based on the the above physics based approach for a variety of applications.
