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Abstract
Las bases de datos actuales han incluido la
capacidad de almacenar datos no estructura-
dos tales como ima´genes, sonido, texto, video,
etc. La problema´tica de almacenamiento y
bu´squeda en estos tipos de base de datos di-
fiere de las bases de datos cla´sicas, dado que no
es posible organizarlos en registros y campos,
y aun cuando pudiera hacerse, la bu´squeda
exacta carece de intere´s. Es en este con-
texto donde surgen nuevos modelos de bases
de datos capaces de cubrir las necesidades de
almacenamiento y bu´squeda de estas aplica-
ciones. Nuestro intere´s se basa en el disen˜o
de ı´ndices eficientes para estas nuevas bases de
datos.
1 Contexto
El presente trabajo se desarrolla en el a´mbito
de la lı´nea Te´cnicas de Indexacio´n para Datos
no Estructurados del Proyecto Tecnologı´as
Avanzadas de Bases de Datos (22/F014), cuyo
objetivo es realizar investigacio´n ba´sica en
problemas relacionados al manejo y recu-
peracio´n eficiente de informacio´n no tradi-
cional.
2 Introduccio´n
La mayorı´a de los administradores de bases
de datos actuales esta´n basados en el mod-
elo relacional, presentado por Edgard F. Codd
en 1970. Bajo el modelo relacional, cada el-
emento de la base de datos puede ser alma-
cenado como un registro (tupla) y cada reg-
istro a su vez dividido en campos (atribu-
tos). La mayorı´a de las consultas que se real-
izan a una base de datos relacional (conocidas
tambie´n como bases de datos tradicionales) se
corresponden con bu´squedas exactas, esto sig-
nifica obtener todos los registros cuyos cam-
pos coinciden exactamente con los campos
aportados durante la bu´squeda. Tambie´n se
pueden realizar bu´squedas por rango sobre va-
lores nume´ricos, y bu´squedas de sub-cadenas
sobre campos alfabe´ticos; en estos casos debe
existir una relacio´n de orden sobre los campos
consultados.
La informacio´n disponible en formato digi-
tal aumenta dı´a a dı´a su taman˜o de manera ex-
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ponencial. Gran parte de esta informacio´n in-
volucra el uso de datos no estructurados tales
como ima´genes, sonido, texto, video, etc. De-
bido a que no es posible organizar estos tipos
de datos en registros y campos, las tecnologı´as
tradicionales de bases de datos para almace-
namiento y bu´squeda de informacio´n no son
adecuadas en este a´mbito.
Es en este contexto donde surgen nuevos
modelos de bases de datos capaces de
cubrir las necesidades de almacenamiento y
bu´squeda de estas aplicaciones. Nuestro in-
tere´s se basa en el disen˜o de ı´ndices para estas
nuevas bases de datos, centra´ndonos en bases
de datos textuales y en espacios me´tricos.
2.0.1 Bases de Datos Textuales
Un base de datos de texto es un sistema que
mantiene una coleccio´n grande de texto, y
provee acceso ra´pido y seguro al mismo. Sin
pe´rdida de generalidad, asumiremos que la
base de datos de texto es un u´nico texto T
posiblemente almacenado en varios archivos.
Las bu´squedas en la que el usuario ingresa un
patro´n de bu´squeda y el sistema retorna todas
las posiciones del texto donde el patro´n ocurre,
es una de las bu´squedas ma´s comunes en este
tipo de bases de datos. Si el texto es pequen˜o,
la bu´squeda de patrones puede resolverse efi-
cientemente sin indexar el texto. Si el texto es
demasiado grande se debe preprocesar el texto
para construir un ı´ndice.
Mientras que en bases de datos tradicionales
los ı´ndices ocupan menos espacio que el con-
junto de datos indexado, en las bases de datos
de texto el ı´ndice ocupa ma´s espacio que el
texto, pudiendo necesitar de 4 a 20 veces el
taman˜o del mismo [5, 11]. Por lo tanto cons-
truir un ı´ndice tiene sentido cuando el texto
es grande, cuando las bu´squedas son ma´s fre-
cuente que las modificaciones (de manera tal
que los costos de construccio´n se vean amor-
tizados) y cuando hay suficiente espacio como
para contener el ı´ndice.
Una alternativa para reducir el espacio ocu-
pado por el ı´ndice es buscar una representacio´n
compacta del mismo, manteniendo las facili-
dades de navegacio´n sobre la estructura. Pero
en grandes colecciones de texto, el ı´ndice au´n
comprimido suele ser demasiado grande como
para residir en memoria principal [6, 7]. Por
esta razo´n, el estudio de ı´ndices comprimidos
y en memoria secundaria para bu´squedas en
texto es un tema de creciente intere´s en la co-
munidad de bases de datos.
2.0.2 Espacios Me´tricos
El modelo de espacios me´tricos permite for-
malizar el concepto de bu´squeda por similitud
en bases de datos no tradicionales [2].
Un espacio me´trico esta´ formado por un
conjunto de objetos X y una funcio´n de dis-
tancia d definida entre ellos que mide cuan di-
ferentes son. La base de datos sera´ un subcon-
junto finito U ⊆ X .
Una de las consultas ma´s comunes en este
modelo de bases de datos es la bu´squeda por
rango. En esta bu´squeda dado un elemento
q ∈ X , al que llamaremos query y un radio de
tolerancia r, la bu´squeda por rango consiste en
recuperar los objetos de la base de datos cuya
distancia a q no sea mayor que r. Para evi-
tar examinar exhaustivamente la base de datos,
se preprocesa la misma por medio de un al-
goritmo de indexacio´n con el objetivo de cons-
truir una ı´ndice, disen˜ado para ahorrar ca´lculos
en el momento de la bu´squeda. En [2] se
presenta un desarrollo unificador de las solu-
ciones existentes en la tema´tica. Ba´sicamente
se pueden distinguir dos grupos de algoritmos:
basados en pivotes y basados en particiones
compactas.
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Figure 1: Un ejemplo de un texto y su correspondiente trie de sufijos.
3 Lı´neas de Investigacio´n
3.1 I´ndices Comprimidos para
Bases de Datos de Texto
Como ya menciona´ramos, el principal prob-
lema que surge al indexar una bases de datos
de texto es el espacio ocupado por el ı´ndice.
En bases de datos tradicionales, si constru-
imos un ı´ndice para una relacio´n R la canti-
dad de puntos de indexacio´n esta´ dado por la
cantidad de nuplas de R y no por el espacio
ocupado por R: si la relacio´n ocupa k bytes
y tiene n nuplas, en el ı´ndice existira´n n pun-
tos de indexacio´n; notar que siempre n < k.
En bases de datos de texto, cada caracter del
texto debe ser considerado dentro del ı´ndice,
en consecuencia la cantidad de puntos de in-
dexacio´n esta´ dado por el taman˜o del texto: si
el texto ocupa k bytes, existira´n k puntos de
indexacio´n.
Una forma de tratar con este problema
es buscar una representacio´n compacta del
ı´ndice, manteniendo las facilidades de nave-
gacio´n sobre la estructura. Esto significa en-
contrar una representacio´n que ocupe menos
espacio que la representacio´n cla´sica, pero que
permita navegar sobre el ı´ndice sin necesidad
de descomprimirlo [3, 4, 6, 7, 10, 12, 13, 15].
Un trie de sufijos es un ı´ndice que per-
mite resolver eficientemente las operaciones
de bu´squedas en texto pero que necesita en
espacio 10 veces el taman˜o del texto index-
ado. Por ejemplo, si construimos un trie de
sufijos sobre un texto de 10GB, el espacio re-
querido para almacenarlo sera´ de 100GB. Por
esta razo´n, el disen˜o de te´cnicas de repre-
sentacio´n compactas para este ı´ndice es de in-
tere´s.
La representacio´n habitual de un trie con-
siste en mantener en cada nodo los punteros
a sus hijos, junto con el ro´tulo correspondiente
a cada uno de ellos. Existen distintas variantes
de representacio´n que consisten en organizar
estos punteros a los hijos sobre una lista se-
cuencial, sobre una lista vinculada o sobre una
tabla de hashing [9]. Una de las propuestas
de representacio´n que mejor desempen˜o tiene
en memoria principal es la de Kurtz, quien
basa´ndose en la idea de la representacio´n so-
bre una lista vinculada, propuso que cada nodo
mantenga un apuntador al primer hijo y alma-
cenar los nodos hermanos en posiciones con-
secutivas de memoria. Esto permite durante
una bu´squeda, realizar una bu´squeda binaria
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sobre los ro´tulos para decidir por cual hijo
seguir.
La mayorı´a de las propuestas existentes
mantienen explı´citamente la forma del a´rbol
con punteros, los que pueden ser punteros
fı´sicos (direcciones de memoria principal) o
punteros lo´gicos (posiciones de un arreglo).
En [14] se presenta una nueva repre-
sentacio´n de un trie de sufijos que permite re-
ducir el espacio necesario para almacenar el
ı´ndice, eliminando la necesidad de mantener
los punteros explı´citos a los hijos. Esta repre-
sentacio´n surge como una extensio´n a a´rboles
r-arios de la te´cnica presentada en [8] y tiene
la ventaja de permitir un posterior proceso de
paginado para manejar eficientemente el trie
de sufijos en memoria secundaria [16].
Notar que la informacio´n contenida en el
trie esta´ compuesta por: la forma del a´rbol, el
ro´tulo de cada rama, el valor de salto de cada
nodo, el grado de cada nodo y el ı´ndice del su-
fijo asociado a cada hoja. En [14] se propone
representar de manera secuencial cada una de
estas componentes, manteniendo la posibili-
dad de navegar eficientemente sobre el trie.
Hemos realizado una implementacio´n que
mejora en espacio a la anterior en un 40%, sin
afectar los tiempos de bu´squeda. Esta nueva
versio´n compacta del trie de sufijos consiste
en usar co´digos DAC (Directly Addressable
Variable-Length Code [1]), para los arreglos
que representan la secuencia de saltos y de
grados. La navegacio´n sobre esta nueva re-
presentacio´n sigue los lineamientos generales
propuestos en [14], adapta´ndolo a los co´digos
DAC.
Con respecto al trabajo futuro, nos pro-
ponemos integrar esta nueva representacio´n
con la te´cnica de paginado propuesta en [14], a
fin de lograr un ı´ndice comprimido en memo-
ria secundaria.
3.2 Espacios Me´tricos y Comercio
Electro´nico
El comercio electro´nico, tambie´n conocido
como e-commerce consiste en la compra y
venta de productos o de servicios a trave´s de la
web. El desarrollo de nuevas tecnologı´as han
permitido que la capacidad y volumen de las
comunicaciones se expanda de una manera ex-
ponencial, lo que ha facilitado que el comercio
electro´nico tenga tambie´n un crecimiento ex-
ponencial.
Para el desarrollo de un sitio de comercio
electro´nico hay varios problemas que deben
resolverse tales como administracio´n de ca-
tegorı´as de productos, bu´squeda de produc-
tos, encriptacio´n de datos, registros de usua-
rios, administracio´n de medios de pago, en-
tre otros. En este trabajo nos hemos centrado
ba´sicamente en el problema de bu´squeda de
productos.
Nuestro objetivo es utilizar bu´squedas por
similitud sobre las descripciones asociadas a
los productos con el fin de estudiar el de-
sempen˜o de los algoritmos basados en pivotes
en un caso real de estudio.
Se ha disen˜ado e implementado el sistema
que permite cumplir con el objetivo men-
cionado. Nos encontramos en la etapa de eva-
luacio´n experimental del mismo a fin de es-
tablecer cua´les de las variantes utilizadas se
adapta mejor a este caso de estudio.
4 Resultados Esperados
Se espera obtener ı´ndices eficientes, tanto
en espacio como en tiempo, para el proce-
samiento de consultas en bases de datos
textuales y en espacios me´tricos. Los mis-
mos sera´n evaluados tanto analı´ticamente
como empı´ricamente. Para esto u´ltimo
se cuenta con un conjunto de lotes de
prueba usados y aceptados por la comu-
nidad cientı´fica del a´rea de estudio. Los
mismos se encuentran disponibles en los sitios
http://pizzachili.dcc.uchile.cl y
http://sisap.org/Home.html.
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