Abstract. We construct certain virtual characters for the symmetric groups, then compute a formula which calculates the values of these virtual characters.
Introduction
Partitions are denoted here by λ, µ, ν, etc., and a partition is identified with its Young diagram. As usual, λ ′ denotes the conjugate partition of λ. We write λ ⊢ n if λ is a partition of n. When the characteristic of the base field is zero, the partitions λ ⊢ n are in a one-to-one correspondence with the irreducible S n -characters, denoted χ λ , [1] , [2] , [4] . An integer-combination of irreducible characters is called a virtual character.
We construct certain virtual characters ψ ν,n of the symmetric group S n . Here ν is a partition of k where k is much smaller that n. These virtual characters are alternating sums of certain irreducible S n characters. The main result here is, that the values ψ ν,n (µ) of these virtual characters on the partitions µ ⊢ n are given by one character formula. This is Theorem 3.1 below. This formula shows that the character tables of the symmetric groups satisfy many relations and identities.
2 The virtual S n -characters ψ ν,n Let ν = (ν 1 , ν 2 , . . .) ⊢ k, and n ≥ 2k + 2. First form ν (1) = (ν 1 + n − k, ν 2 , ν 3 , . . .). This is the diagram ν with n − k additional boxes attached to its first row. Now pull these added n − k boxes down and left around the diagram ν as follows. Think of these n − k boxes as a train pulled by the first (i.e. left) cell. And pull it down and left around ν so that the result is a partition (containing ν). We call this process "going around ν", see Example 2.2. This process, which is analized in Section 2.1, yields an ordered sequence of partitions of n:
For example, verify that ν (2) = (n − k + ν 2 − 1, ν 1 + 1, ν 3 , ν 4 , . . .). Note that since n ≥ 2k + 2 and ν ⊢ k, it follows that n − k + ν 2 − 1 ≥ ν 1 + 1, and therefore ν (2) is indeed a partition.
Definition 2.1. (The virtual character ψ ν,n .) Given ν ⊢ k and n ≥ k (we usually require that n ≥ 2k + 2), with the partitions of n obtained by going around ν, these partitions are ordered as first, second, third, etc. We define ψ ν,n to be the alternating sum of the corresponding irreducible S n characters.
Example 2.2. 1.
Going around the empty diagram ν = ∅ we get the following sequence of diagrams:
Going around
3. Going around (2) . Here k = 2 so n ≥ 6. Get the partitions
The general construction
Definition 2.3. 1. Let n ≥ k, ν ⊢ k, and η ⊢ n. We shall assume that n ≥ 2k + 2. Assume ν ≤ η and that S is a part of the rim of η such that η \ S = ν, then we write η = ν * S. Let h(S) denote the height of S.
3. Given ν ⊢ k, we start by constructing ν * S 1 . Here S 1 is the one row of length n − k, added to the first row of ν. Clearly, h(S 1 ) = 1. Continue and construct the sequence of partitions ν * S 1 , ν * S 2 , . . . , ν * S n−k . Lemma 2.5 shows that h(S j ) = j for 1 ≤ j ≤ n − k, and the process stops at j = n − k, namely after n − k steps.
4. Define the virtual S n character ψ ν,n as follows:
5. We say that ν * S "has a tail" if ν * S = µ = (µ 1 , µ 2 , . . .) where
The following unique-decomposition lemma is crucial here.
and S (1) = S (2) .
Note that Example 2.6 below shows that the condition n ≥ 2k + 2 is necessary. 2) . There are three cases to consider.
Case 1: S (1) covers an upper part of ν (1) (and has a North-East tail).
case 2: The conjugate of case 1.
Case 3: S (1) completely covers ν (1) (and might have a North-East and/or South-East tails).
Case 1: Here the rim of ν (1) * S (1) contains S (1) and possibly an additional part which is a part of ν (1) .
contains a cell of S (1) . This cell splits S (1) into two parts: the North-East part of S (1) and the South-East part (which contains the South-East part of S (1) ). LetS denote the South-East part of S (1) together with the lower part of the rim of ν (2) . We need to show that neither the North-East part of S (1) , norS can be S (2) .
The North-East part is properly contained in S (1) hence has length strictly less than |S (1) | = n − k, thus this part cannot be S (2) .
Since we are in case 1, the partS is a part of ν (2) . But ν (2) ⊢ k, henceS is of length |S| ≤ k < n − k, hence this part cannot be S (2) either.
So case 1 is impossible. By conjugation, case 2 is also impossible.
Case 3. The argument here is similar: A cell of ν (2) on S (1) splits the rim of ν (1) * S
(namely S (1) ) into two parts, each of length strictly less than n − k, hence neither can be S (2) . Thus case 3 is also impossible, and the proof follows.
Lemma 2.5. Let ν ⊢ k and let n ≥ 2k + 2. As in Definition 2.3, construct the sequence of partitions ν * S 1 , ν * S 2 , . . . , ν * S n−k . Then h(S j ) = j for 1 ≤ j ≤ n − k.
Here also, Example 2.6 shows that the condition n ≥ 2k + 2 is necessary.
Proof. Analogue to the height h(S), we also define the width w(S) (which is the height of the conjugate rim S ′ ). By projecting S on the axes (see also (1.7) in [2] ), it follows that
Note that n − k ≥ ν 1 + ν
As in Definition 2.3.2, construct the sequence ν * S 1 , ν * S 2 , . . .. For the first ν For the remaining steps we consider the conjugate construction. Then, applying (3) together with the above argument, the proof follows. Example 2.6. Counter examples when n ≥ 2k + 2.
Then clearly S (1) = S (2) , as well as
2. Again let k = 3, n = 6. Let ν = (3) and construct the sequence of partitions ν * S 1 , ν * S 2 , ν * S 3 . . . Then h(S 2 ) = 1 = 2.
We proceed with the general case.
Corollary 2.7. Let ν ⊢ k, and let n ≥ 2k + 2, then
Our aim is to prove the following formula.
Theorem 3.1. Let ν = (ν 1 , ν 2 , . . .) ⊢ k, n ≥ 2k + 2 . Let µ = (µ 1 , µ 2 , . . .) ⊢ n, and denotē µ = (µ 2 , µ 3 , . . .), so µ 1 = n − k if and only ifμ ⊢ k. Then
The proof is given below.
Let n ≥ 2k + 2 and let ν ⊢ k, so (n − k, ν) is a partition of n. Let λ ⊢ n and assume χ λ (n−k,ν) = 0, then, by the Murnaghan-Nakayama (M-N) rule, λ can be written, probably in several ways, as λ = ρ * S where ρ ⊢ k, S is part of the rim of λ and |S| = n − k. By Lemma 2.4 this decomposition, with |ρ| = k, is unique, hence we can write λ ↔ (ρ λ , S λ ). Again by the M-N rule,with λ = ρ * S,
Lemma 2.4 allows us to prove the following formula.
Proof. We just saw that
, and by Lemma 2.4 we have the bijection
The last equality applied corollary 2.7.
Remark 3.3.
Let d = |{P ar(k)}|. Note that in matrix form, Proposition 3.2 can be written as follows: ] depend on how we order P ar(k). Applying (6) on µ ⊢ n we get
Recall the classical column-orthogonality-relations for the S n characters. 
where λ, η, µ ⊢ n, and Z Sn (η) is the centralizer of η in S n (i.e the centralizer of π ∈ S n with cycle structure η). Let K = K (n) = χ θ η denote the character table of S n , then (8) can be written as
Then numbers |Z Sn (η)| are calculated through the following well known formula.
. .), and let Z Sn (η) denote the centralizer in S n of σ ∈ S n where η is the cycle structure of σ. Then
Remark 3.6. Let ν ⊢ k, n ≥ 2k + 2. Then (n − k, ν) is a partition (of n), and
This follows from Theorem 3.5 since n−k is strictly larger than any component of ν. Together with (8) this implies Corollary 3.7. Let ν ⊢ k, n ≥ 2k + 2, µ = (µ 1 , µ 2 , . . .) ⊢ n and letμ = (µ 2 , µ 3 , . . .). Then 
Restrict now to partitions µ = (n − k,μ) (so µ is given byμ), then (11) becomes
Note that each side of (12) is a column of height d = |{P ar(k)}|, parametrized by the partitionsμ ∈ P ar(k). Thus, if ν =μ (j) is the jth element in P ar(k) then the transpose of the corresponding column of (12) is (0, . . . , 0, |Z S k (μ (j) )|, 0, . . . , 0) · (n − k).
The columns [ψ ρ,n (n − k,μ)] of height d is parametrized by ρ ∈ P ar(k), withμ fixed. From these columns we form the d × d matrix M = ψ ρ,n (n − k,μ (1) ), ψ ρ,n (n − k,μ (2) ), . . . , ψ ρ,n (n − k,μ (d) ) .
