Abstract. We study the motion of smooth, strictly convex bodies in R n expanding in the direction of their normal vector field with speed depending on Gauss curvature and support function.
Introduction
The setting of this paper is n-dimensional Euclidean space, R n . A compact convex subset of R n with non-empty interior is called a convex body. The set of convex bodies in R n is denoted by K n . Write K n e for the set of origin-symmetric convex bodies and K n 0 for the set of convex bodies whose interiors contain the origin. Also write respectively F n , F n 0 , and F n e for the set of smooth (C ∞ -smooth), strictly convex bodies in K n , K n 0 , and K n e . The unit ball of R n is denoted by B and its boundary is denoted by S n−1 . We write ν : ∂K → S n−1 for the Gauss map of ∂K, the boundary of K ∈ F n . That is, at each point x ∈ ∂K, ν(x) is the unit outwards normal at x.
Assume that ϕ is a positive, smooth function on S n−1 . Let F 0 : M → R n be a smooth parametrization of ∂K 0 where K 0 ∈ F n 0 . In this paper, among other things, we study the long-time behavior of a family of convex bodies {K t } ⊂ F n 0 given by smooth maps F : M × [0, T ) → R n that satisfies the initial value problem (1.1) ∂ t F (x, t) = ϕ(ν(x, t)) (F (x, t) · ν(x, t)) 2−p K(x, t) ν(x, t), F (·, 0) = F 0 (·).
Here F (M, t) = ∂K t , and K(·, t) is the Gauss curvature of F (M, t). Moreover, T is the maximal time for which the solution exists.
The support function of K as a function on the unit sphere is defined by h K (u) := ν −1 (u) · u for each u ∈ S n−1 . All information about the hypersurface, except for parametrization, is contained in the support function. It easy to see that as {K t } moves according to (1.1), then h : S n−1 × [0, T ) → R, h(·, t) := h Kt (·) evolves by (1.2) ∂ t h(u, t) = ϕ(u) h 2−p K (u, t).
A self-similar solution of this flow satisfies
for some positive constant c. Here∇ is the covariant derivative on S n−1 endowed with an orthonormal frame.
When p = 2, ϕ ≡ 1, flow (1.2), among other flows, was studied by Schnürer [48] in R 3 , and by Gerhardt [22] in higher dimensions. Both works rely on the reflection principle of Chow and Gulliver [18] , and McCoy [42] . Their result is as follows: the normalized flow evolves any smooth strictly convex body in the C ∞ -topology to an origin-centered ball. When p = −n, ϕ ≡ 1, the flow is a member of family of flows, p-centro affine normal flows, which was introduced by Stancu [46] . In R 2 and for p = −2, ϕ ≡ 1, a "dual" flow to (1.2) (see Lemma 2.3) was studied by the author [29] with an application to the stability of the Busemann-Petty centroid inequality in the plane. For p > 2, ϕ ≡ 1 and in R 2 , it follows from Chow-Gulliver [18, Theorem 3.1] (see also Tsai [50, Example 1] ) that (1.2) evolves any smooth strictly convex body in the C ∞ -topology to an origin-centered disk. See also Chow-Tsai [19] [20] [21] for expansion of convex hypersurfaces by non-homogeneous functions of principal curvatures and Gauss curvature. Moreover, in R 2 the following theorems can be obtained by means of Andrews' results. Let us setK t := (V (B)/V (K t )) 1/n K t .
Theorem A1. Let −2 < p < ∞, p = 1, ϕ ≡ 1 and assume that K 0 ∈ F 2) such that {K t } converges in the C ∞ -topology to the unit disk. If p = −2, then {K t } converges in the C ∞ -topology to an origin-centered ellipse.
Theorem A2. Let −2 < p < ∞, p = 1. Let ϕ be a positive, smooth even function on S 1 i.e., ϕ(u) = ϕ(−u). Assume that K 0 ∈ F 2 e . There exists a unique solution {K t } ⊂ F 2 e of flow (1.2) such that {K t } converges in the C ∞ -topology to an originsymmetric strictly convex, smooth solution of (1.3). Remark. These theorems can be obtained from the results of Andrews [3] [4] [5] [6] [7] : If p < 1, then one needs Andrews' results about asymptotic behavior of shrinking flows by positive powers of curvature (∂ t h = −ψK [8, 9, 34-36, 38, 49] for several beautiful results about the blow-up behavior of immersed, smooth, convex, closed plane curve with rotation index m ≥ 1 evolving by (1.2). Theorem 1.1. Let n ≥ 3, p = −n, ϕ ≡ 1 and assume that K 0 ∈ F n 0 has its Santaló point at the origin, e.q., S n−1 u hK 0 (u) n+1 dσ(u) = 0. Then there exists a unique solution {K t } ⊂ F n 0 of flow (1.2), such that {(2n(T − t)) 1 2n K t } converges sequentially in the C ∞ -topology to the unit ball modulo SL(n).
Note that by "converges sequentially" we mean every subsequence of {K t } has a subsequence which converges to a limiting shape. As a corollary of this theorem, we prove an inequality of Lutwak [40] (stronger than the Blaschke-Santaló inequality). See Theorem 10.1 for the statement.
The next theorem fills in the gap p = 1 in the statement of Theorem A2. Theorem 1.2. Let p = 1, ϕ be a positive, smooth even function on S 1 and K 0 ∈ F 2 e . Then there exists a unique solution {K t } ⊂ F 2 0 of flow (1.2) such that {K t } converges in the C ∞ -topology to an origin-symmetric strictly convex, smooth solution of (1.3).
Then as K t moves according to (1.4) , h :
. This flow was introduced by Stancu [46] (p centro-affine normal flows for p = ∞). We will prove the following theorem about the asymptotic behavior of flow (1.5). Our proof of Theorem 1.1 with convergence in the C 1 topology is resulted from finding a new family of entropy functionals B ϕ p (see Definition 3.9), which was inspired by definition of curvature image due to Petty [44] and an inequality of Lutwak [40] , see Theorem 10.1. Our convex-geometric argument in Section 8.1 to obtain the asymptotic shapes does not rely on uniform higher order regularity estimates for the normalized solutions, and it employs only entropy functionals B ϕ p . We will discuss convergence in the C ∞ topology in Section 9. In the course of proving our main theorems, we prove Theorems A1, A2, A3 with sequential convergence in the C ∞ -topology. In Section 10 we present a few applications of the flow such as a direct proof of Lutwak's inequality 1986.
Background and notation
2.1. Differential Geometry. The matrix of the radii of curvature of ∂K is denoted by r = [r ij ] 1≤i,j≤n−1 and the entries of r are considered as functions on the unit sphere. They can be expressed in terms of the support function and its covariant derivatives as r ij :=∇ i∇j h + hḡ ij , where [ḡ ij ] 1≤i,j≤n−1 is the standard metric on S n−1 and∇ is the standard Levi-Civita connection of S n−1 . The Gauss curvature of ∂K is denoted by K, and as a function on ∂K, it is also related to the support function of the convex body by
In the sequel, for simplicity we usually denote 
2.2. Convex Geometry. We will start by definition of the polar body. Polar body: The polar body, K * , of convex body K with the origin of R n in its interior is the convex body defined as
The Blaschke-Santaló inequality states that
Equality holds exclusively for ellipsoids. The point for which the above minimum is achieved is called the Santaló point, and it will be denoted as e −n (K). In what follows, we will furnish all geometric quantities associated with K * with * .
Proof. In general, parameterizing ∂K as a graph over the unit sphere with the corresponding radial distance function r : (1) g ij = r 2ḡ ij +∇ i r∇ j r;
The proofs of (1)−(3) can be found in [53] , and (4) follows from the fact that 1 r is the support function of K * (see also Oliker-Simon [37, Indentities (7.6), (7.31)]). We apply these formulas to K * . From (2) and (4) 
The eigenvalues of A are {λ i }, eigenvalues of B are { 1 r * 2 +|∇r| * 2 , 1 r * 2 }, and eigenvalues of AB are { √ r * 2 +|∇r| * 2 r * 3
It follows (for example see Corollary III4.6 [10] ) that the eigenvalues of AB are bounded above by λn−1 r * 2 . Thus, we get an upper bound on κ * n−1 in terms of a, b, c. Moreover, from the identity
where x ∈ ∂K, and x * ∈ ∂K * satisfies x · x * = 1 (this identity can be proved by taking determinant of both sides of (2.1), for non-smooth hypersurfaces see Hug [ 
Proof. The proof is similar to the one in [28, Theorem 2.2].
Minkowski's mixed volume inequality and curvature function: A convex body is said to be of class C k + for some k ≥ 2, if its boundary hypersurface is k-times continuously differentiable, in the sense of differential geometry, and the Gauss map ν : ∂K → S n−1 is well-defined and a C k−1 -diffeomorphism. Let K, L be two convex bodies and 0 < a < ∞. The Minkowski sum K + aL is defined as h K+aL = h K + ah L and the mixed volume
A fundamental fact is that corresponding to each convex body K, there is a unique Borel measure S K on the unit sphere such that
for each convex body L. The measure S K is called the surface area measure of K.
Recall that if K is C 2 + , then S K is absolutely continuous with respect to σ, and the Radon-Nikon derivative dS K (u)/dσ(u) defined on S n−1 is the reciprocal Gauss curvature of ∂K at the point of ∂K whose outer normal is u.
Of significant importance in convex geometry is the Minkowski mixed volume inequality. Minkowski's mixed volume inequality states that for
Equality holds, if and only if K and L are homothetic. A convex body K is said to have a positive continuous curvature function f K , defined on the unit sphere, provided that for every convex body L
where σ is the spherical Lebesgue measure on S n−1 . A convex body can have at most one curvature function; see [11, p. 115] . If K is of class C 2 + , then the curvature function is the reciprocal Gauss curvature of ∂K transplanted to S n−1 via the Gauss map.
Entropy points and entropy functionals
Write S + for the set of positive, smooth functions on S n−1 and write S + e for the set of positive, smooth even function on the unit sphere. That is, ϕ ∈ S + e , if ϕ ∈ S + and ϕ(u) = ϕ(−u).
Lemma 3.1. There exists a unique point e p (K) ∈ int K such that
Additionally, e p is characterized by S n−1
Additionally, e ϕ p is characterized by
Proof. Existence and uniqueness of a point in K to each of the above minimization or maximization follow from the strict concavity or strict convexity of the corresponding functional and compactness of K. The proof of e p ∈ int K follows exactly the one given by Guan and Ni [23, Lemmas 2.3, 2.4]. For completeness, we present it here. We shall consider the case p = 0. Suppose on the contrary that e p (K) is on the boundary of K and ν is the outer normal at e p . By Busemann's theorem [12, Theorem 1.12] , there is a rectangular coordinate system (y 1 , · · · , y n ) such that e p is the origin, (0, · · · , 0, 1) = ν, and the segment [ o, −ty n ] in contained in int K for small t > 0. In view of this fact, we may then assume that in the standard coordinate system of R n one has e p = o, ν = (0, · · · , 1), and K lies below the hyperplane ν ⊥ . Take an arbitrary point u + = (u 1 , · · · , u n ), with u n ≥ 0, and define
So the above inequality must be strict for a set of positive measure. Defineh(u) = h K (u) + su n , and notice thath is positive for all u, provided (0, · · · , −s) ∈ int K; which is the case if 0 < s < t. Hence, we have d ds
To prove that e ϕ p ∈ int K, notice that when −n ≤ p ≤ −n + 1 :
while by the Blaschke-Santaló inequality the infimum is finite.
Remark 3.2. In the sequel, we will always exclude case p = 1, unless we are working with origin-symmetric bodies.
is the unique point in int K which satisfies
When n ≤ p ≤ −n + 1 and ϕ ∈ S + , e ϕ p (K) is the unique point in int K which satisfies
For −n ≤ p < ∞, ϕ ∈ S + e and K ∈ K n e , we define the point e ϕ p (K) to be the origin. Remark 3.4. In general, for −n + 1 < p < ∞, a minimizing or maximizing point of
dσ may fail to be in the interior of K.
p−1 satisfies the sufficiency condition of Minkowski's existence theorem in R n . Hence, there exists a unique convex body (up to translations), denoted by Λ p K, whose surface area measure satisfies
see Theorem 4 of [15] . In addition, when −n ≤ p ≤ −n + 1 and ϕ ∈ S + , or −n ≤ p < ∞, ϕ ∈ S + e and K ∈ K n e , we define Λ ϕ p K as a convex body with positive curvature function
Notice that when p = 1, Λ ϕ 1 K is a ball. We point that our definition of Λ p differs considerably from the usual definition of Lutwak, see [47, p. 554 ], but agrees when p = −n with Petty's definition [44] . In the sequel, we will assume, after translation, that Λ p K and Λ 
As a result, by the Minkowski mixed volume inequality V (K) ≥ V (Λ p K). Equality holds if and only if Λ p K = K. Using Minkowski's mixed volume inequality once more, we get
Here the equality holds if and only if Λ p K = K. Similarly if −n ≤ p ≤ −n + 1 and ϕ ∈ S + , or −n ≤ p < ∞, ϕ ∈ S + e and K ∈ K n e , we get (3.4)
, and the equality holds if and only if Λ
In fact, by definition of the class C ∞ + , the Gauss map ν is a diffeomorphism of class C ∞ and so
Next, we introduce a new family of entropy functionals. 
Long-time existence
, where a and b depend only on c 1 , c 2 , p, ϕ. In particular, K ≥ c 4 on [0, t 0 ] for some positive finite number that depends on the initial data, c 1 , c 2 , p, ϕ and is independent of t 0 .
Proof. Applying Tso's trick to the evolution equation for polar bodies, Lemma 2. 
Here c 3 depends on the initial data, c 1 , c 2 , p, ϕ and t 0 .
Proof. We apply Tso's trick to the speed of (1.2) similar to the argument given in the proof of [28, Lemma 4.1] to get
where c ′ > 0 depends only on c 1 , c 2 , p, ϕ. Therefore,
The corresponding claim for the Gauss curvature follows.
These last two lemmas are enough to establish the long-time existence of solutions to (1.2) when the initial body is in F Proof. Let −2 ≤ p < 2. We can put a tiny disk centered at the origin inside of K 0 . This disk flows to infinity in finite time, so by comparison principle K t cannot exist eternally. For p > 2, consider an origin centered disk B R , such that Proof. First, let p > 2. In this case the flow exists on [0, ∞). For this reason, we may insert a tiny disk inside of K 0 and use the comparison principle to prove the claim: Consider an origin centered disk B r , such that
where r(t) = (min h K0 ) p−2 + t(p − 2) min ϕ 1 p−2 and B r(t) expands to infinity as t approaches ∞. When p = 2 the argument is similar. Second, if p < 2, then the flow exists only on a finite time interval. If max h Kt < ∞, then by Lemmas 4.1, 4.2 the evolution equation (1.2) is uniformly parabolic on [0, T ). Thus, the result of Krylov and Safonov [33] and standard parabolic theory allow us to extend the solution smoothly past time T , contradicting its maximality.
To prove the long-time existence of solutions to (1.2) when n ≥ 3 and p = −n, the next step is obtaining uniform lower and upper bounds on the principal curvatures. To get uniform lower and upper bounds on the principal curvatures we will use the evolution equation of S *
on (0, t 0 ], for some C > 0 independent of K 0 and depending on c 1 , c 2 , c 3 , c 4 , p. In particular, κ i are uniformly bounded above and stay uniformly away from zero on [0, t 0 ].
where x and x * are related by x · x * = 1 (This identity in R 3 dates back at least to 1934, Salowski [45] . For proof of this identity see Guggenheimer [ . Therefore, 
to h * (·, t), here f is defined on sphere. At the point where the maximum of S * 1 is achieved we have∇S * 1 = 0. Therefore, we havē ∆|∇h
where we used boundedness of |∇h * | from above which follows from h * ≤ c ′ 1 . Taking into account this last inequality and that (p + n) ≥ 0 and (p + n − 2)(p + n) ≥ 0 imply that
−∆ρ ≤ CS * 1 + C, where we used boundedness of |∇h
To estimate the other term on the last line we use Young's inequality and that p = −n (this is the only place that the assumption p = −n is imposed):
Combining inequalities (4.1), (4.2), (4.3), and (4.4) with the lower and upper bounds on S * n−1 , we obtain for ε > 0 small enough that
This implies that S * Proof. Since hypersurfaces are expanding, for each t we can put a cone C t of hight max h Kt and with an origin-centered ball with a time-independent radius as the base of C t . Lemma 4.7 shows that lim t→T V (C t ) = ∞. The claim follows.
Monotonicity of entropies along the flow
Lemma 5.1. The following statements hold:
• Let −n ≤ p < ∞. If ϕ ≡ 1 and e p (K 0 ) = o, then e p (K t ) = o.
• Let −n ≤ p ≤ −n + 1 and ϕ ∈ S + . If e ϕ p (K 0 ) = o, then e ϕ p (K t ) = o. Proof. We justify the first claim:
Therefore, e p (K t ) = o on [0, T ).
Lemma 5.2. The following statements hold:
• If −n ≤ p ≤ −n + 1, ϕ ∈ S + and e
Proof. We will prove the first claim. Taking Lemma 5.1 into account, computation is straightforward:
Note that Remark 3.7 justifies that taking time-derivative of the Gauss curvature of Λ ϕ p K t is legitimate. Lemma 5.3. We have for
• −n ≤ p < ∞ and ϕ ≡ 1 : Proof. We prove the claims for B p and A p and p = 0. Monotonicity of A p (K t ) follows from the Hölder inequality:
Here we used the inverse function theorem to justify that 
Bounding extrinsic diameter
Lemma 6.1. Fix 0 < a < ∞. Suppose V (K) = ω n and
Then the extrinsic diameter of K, d(K), is bounded above by a positive number which is independent of K. The same statement also holds for the following cases:
• when −n < p ≤ −n + 1, ϕ ∈ S + and
Proof. We prove only the first set of claims. Proof of Guan and Ni [23, Corollary 2.5] extends to the interval p ∈ (−1, ∞). For −n < p < 0, we argue as follows [16, p. 58] : Suppose on the contrary that there is a sequence of convex bodies {K i } satisfying the uniform lower bound, but d(K i ) → ∞. Since the above inequalities are invariant under any translation, we may assume without loss of generality that K i are centered at the origin. Let E i denote John's ellipsoid of K i . That is,
For any fixed ε > 0, we decompose S n−1 into three sets as follows:
On the one hand,
On the other hand, as d(
Also, we have
Therefore, for any ε > 0 we get
Sending ε → 0, we reach a contradiction.
Continuity of entropy map and entropy functional
Theorem 7.1 (Continuity of entropy map). The following maps are continuous.
• e p : (
Here d H denotes the Hausdorff distance.
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Proof. We address the case p ∈ [−n, 1), p = 0 and the statement for e p . Suppose p ∈ (0, 1). Let {K i } be a family of convex bodies which converges to K ∞ as i approaches ∞. Suppose for a subsequence i j that lim
where q ∈ K ∞ . Note that e p (K ∞ ) ∈ int K ∞ implies e p (K ∞ ) ∈ int K i for i large enough. Thus, for any j large enough we have
Taking limit from both sides we get
This contradicts that e p (K ∞ ) is the unique maximizer of S n−1 (h K∞ (u) − x · u) p dσ on K ∞ . Now we consider the case −n ≤ p < 0. Note that lim sup
On the other hand, using Fatou's lemma we get lim inf
Thus, we have • Theorem 7.4. Fix p and 0 < a < ∞. Define the entropy class S p,a to be the set of all convex bodies K such that V (K) = ω n and
Then there exist 0 < r, R < ∞ depending only on n, p, a such that for any K ∈ S p,a we have r ≤ h K ≤ R. Additionally, similar conclusions hold for the following sets:
• When ϕ ∈ S + and −n < p ≤ −n + 1, define the entropy class S ϕ,p,a to be the set of all convex bodies K such that V (K) = ω n and
• When ϕ ∈ S + e , define S e,ϕ,p,a to be the set of all origin-symmetric convex bodies K such that V (K) = ω n and
Proof. The last set of claims follow easily: S e,ϕ,p,a ⊂ K n e and {d(K)} K∈Se,ϕ,p,a is uniformly bounded by Lemma 6.1. Therefore, since volume is fixed, in-radii of convex bodies in S e,ϕ,p,a are uniformly bounded below. Moreover, for K ∈ K n e , the ball with maximal radius enclosed by K must be centered at the origin. Next we prove remanning claims. Since volume is normalized and {d(K)} K∈Sϕ,p,a is uniformly bounded by Lemma 6.1, it is enough to prove there exists r > 0 such that h K > r for any K ∈ S ϕ,p,a . Suppose on the contrary that there is a sequence of convex bodies {K i } ⊂ S ϕ,,p,a such that dist( o, ∂K i ) → 0. By Lemma 6.1, {d(K i )} is uniformly bounded above. Thus by Blaschke's selection theorem {K i } converges (passing to a further subsequence if necessary) to K ∞ in the Hausdorff distance and additionally o ∈ ∂K ∞ . On the other hand, by Theorems 7.1 and 7.3, K ∞ ∈ S ϕ,p,a . This is a contradiction. Proof. By Lemma 5.1 entropy points remain at the origin. By Lemma 5.3, K t for t > 0 belongs to the same entropy class as K 0 does. Therefore, the claim follows from Theorem 7.4. Theorem 7.6. The following statements are true:
• Let −n ≤ p < ∞, and assume
• Let −n ≤ p < ∞, ϕ ∈ S + e , and assume that {K i } ⊂ K n e converges in the Hausdorff distance to
• Let −n ≤ p ≤ −n + 1, ϕ ∈ S + , and assume
Proof. We give the proof of the first statement. By Theorem 7.1, o = e p (K i ) → e p (K ∞ ). Since e p (K ∞ ) = o is an interior point of K ∞ , we have r ≤ h Ki ≤ R for some 0 < r, R < ∞ independent of i. On the other hand, in view of (3.1), cent(Λ p K i ) = cent(K i ), and [15, Lemma 3, Lemma 4], we conclude that there exist 0 < r
(Note that in both Lemmas 3, 4 of [15] the assumption that K is of class C 4 is unnecessary. Therefore, here we do not need to know the regularity of Λ p K i .). Take a convergent subsequence of {Λ p K i } and denote it again by {Λ p K i }. The limiting figure must be a convex body, sayK. Choose an arbitrary convex body P . From the weak continuity of surface area measures we get
Since V 1 (Λ p K ∞ , P ) = V 1 (K, P ) holds for any convex body P, we conclude that
That is, no translation is needed; Λ p K ∞ =K. Finally, notice that the limit is independent of the convergent subsequence. The proof is complete.
Lemma 7.7. Under the assumptions of Theorems 1.1, 1.2, A1, A2, A3 we have
Proof. We prove the claim for p = 0 and ϕ ≡ 1. First we consider p = −n. Corollary 7.5 shows that 0 < r ≤ hK t ≤ R < ∞. Thus
Since max h Kt → ∞ by Propositions 4.4 and 4.7, the claim follows. Now we consider case p = −n.
dσ is GL(n) invariant and A −n (K t ) is monotone along the flow, we get
where l t ∈ GL(n) and p t ∈ int l t K t . Note that to get this last inequality we used the fact that S n−1 1 h n l t K t −p t dσ is minimized on l t K t only when p t is e −n (l t K t ) = l t e −n (K t ) = o (See Petty [43, Lemma 2.2] for a proof that the Santaló point mapping, e −n , is affinely equivariant and continuous.). Moreover, we can choose l t , p t such that V (l t K t ) = ω n and 0 < r < h ltKt−pt < R < ∞ for some universal constants r, R. This ensures that the limit of nA −n (K t ) along the flow is finite. That is, for some c < ∞ we have 
Proof. We prove the claim for p = 0. Suppose on the contrary that there exist ε > 0 and t 0 > 0, such that for any t > t 0 we have
On the other hand, by Lemma 7.7,
ϕ dσ can be made arbitrarily large if t is close enough to T . By integrating both sides of (7.1) on [t 0 , s) and then sending s → T we get
This is a contradiction in view of Theorem 7.6: First, note that B ϕ p is scalinginvariant. Second, when p = −n, Corollary 7.5 shows that 0 < r ≤ hK t ≤ R < ∞. Therefore, by Blaschke's selection theorem there is a subsequence, {K ti }, that converges in the Hausdorff distance to a limiting shape, sayK ∞ . Taking Theorem 7.6 into consideration, we conclude that {Λ
is GL(n)-invariant. Therefore, we may assume {d(l tKt )} is uniformly bounded for suitable choices of l t ∈ SL(n). We may now continue the previous argument for p = −n, ϕ ≡ 1 to reach a contradiction. 8.1. Proofs of Theorems A1, A2, A3 with convergence in the C 1 -topology. We prove the statements for p = 0. Consider the sequence introduced in Lemma 7.8. Corollary 7.5 shows that a subsequence of {K ti } converges in the Hausdorff distance to a limiting shapeK ∞ with the origin in its interior. By Theorem 7.6 and Lemma 7.8 we conclude that
In particular, we conclude that lim
. This in turn has two implications:
Corollary 7.5 and equalities (8.1) and (8.2) imply that every given subsequence of {K t } has a convergent subsequence such that its limit satisfies 
n with volume ω n . In particular, if ϕ ≡ 1, then L must be the unit ball. When p = n the uniqueness follows from [16, Theorem B] , so if ϕ ≡ 1 and V (L) = ω n , then L must be the unit ball. In R 2 a classification result of Andrews [7] states that for −2 < p < 1, ϕ ≡ 1 the only solution with area π is the unit disk.
8.2. Proofs of Theorems 1.1, 1.3. A convex body K has its centroid at the origin if and only if K * has its Santaló point at the origin [47, p. 546] . Thus, in view of Lemma 2.3, there is a one-one correspondence between solutions of (1.2) for p = −n and solutions of (1.5). In view of John's ellipsoid lemma, there exist l ti ∈ SL(n), 
n . Consequently, for any arbitrary ε > 0, we can choose N large enough such that
We choose ε > 0 small enough so that the volume product of K N is 'pinched' enough in the sense of the main theorem of [30] . Hence, we can apply the argument of [29, Section 6] or [30] to prove sequential convergence in the C ∞ -topology.
9.
Convergence in the C ∞ -topology in Theorems 1.2, A1, A2, A3
In this section we prove convergence in the C ∞ -topology which was claimed in Theorems 1.2, A1, A2, A3. To do so, we will only need to obtain a uniform upper bound for the Gauss curvature of the normalized solution. In fact, in Corollary 7.5 we have established the first order regularity estimate r < hK t < R. On the other hand, the lower bound for the Gauss curvature given in Lemma 4.1, K ≥ 1/(a + bt − n−1 n ), is independent of the initial data on [t 0 /2, t 0 ]. It is quite standard that such a bound gives a uniform lower bound for the Gauss curvature of the normalized solution. If n ≥ 3, using uniform lower and upper bounds on the Gauss curvature of the normalized solution, we can then employ Lemma 4.5 to obtain uniform lower and upper bounds on the principal curvatures of the normalized solution. The detailed argument is discussed in Andrews [6, Section 9] and in [28, Section 5] . Note that once we have established uniform C k estimates for {K t }, for any k ∈ N, we are able to use the monotonicity of functionals A ϕ p to prove that the limit satisfies ϕh Lemma 9.1. We have the following evolution equations under (1.2).
Proof.
On the other hand,
Therefore,
To calculate the evolution equation of ϕ (F ·ν)
2−p K , we will employ the following two evolution equations which can be obtained with straightforward computations (see for example Andrews [2, Theorem 3.7] ):
Lemma 9.2. Assume that n = 2 and −∞ < p < ∞ or n ≥ 3 and p ≤ n. Suppose there exists 0 < γ < 1 such that solution {K t } to (1.2) satisfies γ|F | ≤ F · ν on [0, t 0 ]. Then there exists λ > 0 (independent of t 0 ) such that χ(·, t) := |F | 1+n−p (·, t) − λϕ Proof. First we consider the case n ≥ 3 and p ≤ n. Take λ such that χ is negative at time t = 0. We will prove that χ remains negative, perhaps for a larger value of λ. We calculate the evolution equation of χ and apply the maximum principle to χ on [0, τ ], where τ > 0 is the first time that for some y ∈ ∂K τ we have χ(τ, y) = 0.
Notice that at such a point where the maximum of χ is achieved:
where F ⊤ (·, t) is the tangential component of F (·, t) to ∂K t . Furthermore, Moreover, recall our assumption on p that p ≤ n. If p ≤ n − 1, we have
where s is the arc-length parameter, F s is the tangent vector to the curve, and we have also used |F s | = 1 to derive the last inequality. Therefore, 0 ≤ ∂ t χ ≤ ϕ2(3 − p) (F · ν)
for some a, b, c > 0 depending on γ, ϕ. Thus, taking λ large enough proves the claim.
The next corollary and our discussion in the beginning of this section completes our argument to deduce C ∞ convergence in Theorem 1.2.
Corollary 9.3. Under each assumptions of Theorems 1.2, A1, A2, A3 Gauss curvature of the normalized solution is uniformly bounded above. That is,
n−1 n K(·, t) < C < ∞ for some C depending only on K 0 , p, ϕ.
Proof. Corollary 7.5 guarantees that the assumption of Lemma 9.2 is satisfied.
Since the degrees of homogeneity of |F | 1+n−p and λϕ (F ·ν)
2−p K are equal, we conclude that the upper bound for the normalized Gauss curvature.
Applications
Theorem 10.1 (Lutwak [40] ). For any convex body K we have
Proof. We may first prove the claim for C ∞ + convex bodies. The general case follows from the first part of Theorem 7.6 and a standard approximation argument [47, Section 3.4] . Since the inequality is translation invariant, we may assume e −n (K) = o. We then employ (1.2) with p = −n and initial data K 0 := K. The claim follows from Lemma 5.1, monotonicity of B −n (K t ) established in Lemma 5.3, and Theorem 1.1.
Theorem 10.2. For any convex body K ∈ K 2 we have
if p = 0.
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Proof. The claims follow from Lemmas 5.1, 5.3 and from Theorem A1.
As we have already mentioned, for p > 1 Λ p K = K implies that K is a ball (cf. Section 8.1). In the remaining of this section, we give a stability version of this fact in R 2 ; we prove a stronger statement: if
V (ΛpK) is close to one, then K is close to a disk in the Hausdorff distance. To this end, we first recall Urysohn's inequality. Let us denote the mean width of K ∈ K n by w(K) = Therefore, π
