A regular Hilberg process is a stationary process that satisfies both a hyperlogarithmic growth of maximal repetition and a power-law growth of topological entropy, which are a kind of dual conditions. The hyperlogarithmic growth of maximal repetition has been experimentally observed for texts in natural language, whereas the power-law growth of topological entropy implies a vanishing Shannon entropy rate and thus probably does not hold for natural language. In this paper, we provide a constructive example of regular Hilberg processes, which we call random hierarchical association (RHA) processes. Our construction does not apply the standard cutting and stacking method. For the constructed RHA processes, we demonstrate that the expected length of any uniquely decodable code is orders of magnitude larger than the Shannon block entropy of the ergodic component of the RHA process. Our proposition supplements the classical result by Shields concerning nonexistence of universal redundancy rates.
I Main ideas and results
Throughout this paper we identify stationary processes with their distributions (stationary measures) and we use terms "measure" and "process" interchangeably. Consider thus a stationary measure µ on the measurable space of infinite sequences (A N , A N ) from a finite alphabet A ⊂ N. The random symbols will be denoted as ξ i : A N ∋ (x i ) i∈N → x i ∈ A, whereas blocks of symbols will be denoted as x k:l = (x i ) l i=k . The expectation with respect to µ is denoted as E µ . We also use shorthand µ(x 1:m ) = µ(ξ 1:m = x 1:m ). The Shannon block entropy of measure µ is function
and the Shannon entropy rate of µ is the limit
Let us introduce two functions of an individual block ξ 1:k . The first one is the maximal repetition L(ξ 1:k ) := max {m : some x 1:m is repeated in ξ 1:k }
[1, 2, 3, 4, 5], whereas the second one is the topological entropy H top (m|ξ 1:k ) := log card {x 1:m : x 1:m is a substring of ξ 1:k } ,
which is the logarithm of subword complexity [6, 7, 1, 8, 9, 10] . In this paper, we are interested in the following class of stationary processes, defined using the Big O notation: 
H top (m|ξ 1:∞ ) = Θ m β .
µ-almost surely, where the lower bound for the maximal repetition and the upper bound for the topological entropy are uniform in ξ 1:∞ .
The original definition in [11] uses condition H µ (m) = Θ m β rather than (6) and condition E µ L(ξ 1:m ) = Θ (log m)
1/β instead of (5) . Condition H µ (m) = Θ m β has been originally contemplated by Hilberg [12] , hence follows the name of the class of processes. Conditions (5) and (6) are, however, more natural since they pertain to an individual sequence ξ 1:∞ and are dual in view of the following proposition: Now we can see that the lower bound in (5) is implied by the upper bound in (6) , whereas the upper bound in (5) implies the lower bound in (6) . We might therefore suppose that conditions (5) and (6) hold simultaneously indeed for some class of processes. Why is this problem important? In fact, according to some experimental measurements of maximal repetition, the hyperlogarithmic growth (5) holds approximately with β ≈ 0.4 for texts in English, French, and German, where the lower bound for the growth of maximal repetition seems uniform, i.e., textindependent [14, 13] . Thus understanding how to construct some class of processes satisfying condition (5) may contribute to an improvement in statistical models of natural language. Although condition H µ (m) = Θ m β , related to (6), was actually considered in [12] as a hypothesis for natural language, here we should admit that the combination of conditions (5) and (6) is likely too strong to be required from the natural language models. As we will show, the power law (6) implies a vanishing Shannon entropy rate, h µ = 0, whereas the overwhelming empirical evidence asserts that the Shannon entropy rate of natural language is strictly positive, about 1 bit per character [15, 16, 17, 18, 19, 20] . Nevertheless, constructing stationary processes that satisfy the hyperlogarithmic growth (5) is nontrivial enough, so it may be illuminating to consider first a somewhat unrealistic class of processes that also satisfy the power law (6) .
For the regular Hilberg processes there are two general results. As mentioned, it can be seen easily that the power law (6) implies a vanishing Shannon entropy rate.
Theorem 2
We have h µ = 0 for a regular Hilberg process µ.
Proof:
The argument involves the random ergodic measure F = µ(·|I), where I is the shift-invariant algebra [21, 22] . By the ergodic theorem for stationary processes [21] , we have µ-almost surely
so h F = 0 follows from (6), whereas as shown in [22, 23] we have
from which h µ = 0 follows.
Moreover, the ergodic decomposition of a regular Hilberg process, as defined in Definition 1, consists of ergodic regular Hilberg processes. Namely, we have: Theorem 3 For a regular Hilberg process µ with exponent β, the random ergodic measure F = µ(·|I), where I is the shift-invariant algebra, µ-almost surely constitutes an ergodic regular Hilberg process with exponent β.
We have µ = F dµ. Hence every event of full measure µ must be µ-almost surely an event of full measure F . This implies the claim.
We suppose that the above property is not true for the original definition of a regular Hilberg process given in article [11] , but we do not investigate this problem in this paper.
We will present now some constructive example of regular Hilberg processes. The example will be called random hierarchical association (RHA) processes. The RHA processes are parameterized by certain free parameters which we will call perplexities (a name borrowed from computational linguistics). Approximately, perplexity k n is the number of distinct blocks of length 2 n that appear in the process realization. Exactly in this meaning, term "perplexity" is used in computational linguistics. It turns out that controlling perplexities, we can control the value of the Shannon block entropy and force the Shannon entropy rate to be zero. It turns out as well that we can control the value of the topological entropy and the maximal repetition. In this way we can construct a stationary process exhibiting quite an arbitrary desired growth of the topological entropy and the maximal repetition, such a regular Hilberg process.
We have invented the RHA processes as a construction unrelated to the cutting and stacking method [24] , used for constructing stationary processes with certain desired properties. The cutting and stacking method seems more abstract and more general than the RHA process method. Certainly, these two methods adopt very different strategies. The cutting and stacking method, being a tool borrowed from ergodic theory, approximates the constructed process by an abstract dynamical system. This dynamical system consists of the Lebesgue measure on the unit interval with an incrementally constructed partition and transformation. In contrast, the RHA process method begins with some nonstationary nonergodic process from which we obtain a given stationary ergodic measure by taking the stationary mean and ergodic decomposition. For our particular application of constructing regular Hilberg processes, the RHA process method is sufficient and seems natural enough but it is likely insufficient for constructing processes which satisfy condition (5) without condition (6) . In the later case, being the case of interest for modeling natural language, using the cutting and stacking method is a certain idea but we have not figured out yet how to implement it exactly.
To briefly explain our method, the RHA processes are formed in two not so complicated steps. First, we sample recursively random pools of k n distinct blocks of length 2 n , which are formed by concatenation of randomly selected k n pairs chosen from k n−1 distinct blocks of length 2 n−1 sampled in a previous step (the recursion stops at blocks of length 1, which are fixed symbols). Second, we obtain an infinite sequence of random symbols by concatenating blocks of lengths 2 0 , 2 1 , 2 2 , ... randomly chosen from the respective pools. As a result there cannot be more that k 2 n distinct blocks of length 2 n that appear the final process realization. The selection of these blocks is, however, random and we do not know them a priori. This is some reason why the constructed process satisfies conditions similar to (5) and (6) simultaneously but is nonergodic. Now we will write down this construction using symbols.
Step 1: Formally, let perplexities (k n ) n∈{0}∪N be some sequence of strictly positive natural numbers that satisfy
Next, for each n ∈ N, let (L nj , R nj ) j∈{1,...,kn} be an independent random combination of k n pairs of numbers from the set {1, ..., k n−1 } drawn without repetition. That is, we assume that each pair (L nj , R nj ) is different, the elements of pairs may be identical (L nj = R nj ), and the sequence (L nj , R nj ) j∈{1,...,kn} is sorted lexicographically. Formally, we assume that random variables L nj and R nj are supported on some probability space (Ω, J , P ) and have the uniform distribution
Subsequently we define random variables
where a×b denotes concatenation. Hence Y n j are k n distinct blocks of 2 n natural numbers, selected by some sort of random hierarchical concatenation.
Step 2: Variables Y n j will be the building blocks of yet another process. Let (C n ) n∈{0}∪N be independent random variables, independent from (L nj , R nj ) n∈N,j∈{1,...,kn} , with uniform distribution
Definition 2 The random hierarchical association (RHA) process X with perplexities (k n ) n∈{0}∪N is defined as
This completes the construction of the RHA processes but it is not the end of our discussion of these processes. It is convenient to define a few more random variables for the RHA process. First, sequence X will be parsed into a sequence of numbers X j , where
and, second, we denote blocks starting at any position as
The RHA processes defined in Definition 2 are not stationary but they possess a stationary mean, which is a condition related to asymptotic mean stationarity. Let us introduce shift operation T :
We recall this definition:
exist for every event A ∈ A N [25] .
For an AMS measure ν, function µ is a stationary measure on (A N , A N ), called the stationary mean of ν. Moreover, measures µ and ν are equal on the shift invariant algebra I = A ∈ A N :
There is a related relaxed condition of asymptotic mean stationarity:
exist for every block
For a pseudo-AMS measure ν over a finite alphabet A, function µ, extended via µ(ξ 1:m = x 1:m ) := µ(x 1:m ), is also a stationary measure on (A N , A N ). We shall continue to call this µ a stationary mean of ν. However, a pseudo-AMS measure need not be AMS in general, cf. It turns out that the RHA processes are pseudo-AMS.
Theorem 4
The RHA processes are pseudo-AMS. In particular, for m ≤ 2 n and k ∈ N, the stationary mean is
The proof of Theorem 4 will be presented later in this article. We suppose that the RHA processes are also AMS but we could not prove it so far. However, we have been able to show that certain RHA processes give rise to regular Hilberg processes:
Theorem 5 For perplexities
where 0 < β < 1, the stationary mean µ of the RHA process satisfies the following conditions:
(i) The Shannon entropy rate is h µ = 0.
(ii) The Shannon block entropy is sandwiched by
where α = 1/β − 1.
(iii) The stationary mean µ is a regular Hilberg process with exponent β.
(iv) The stationary mean µ is nonergodic and the Shannon entropy of the shift invariant algebra H µ (I), as defined in [23] , is infinite.
The proof of Theorem 5, which we consider the main result of this paper, will be postponed, as well. Although claim (i) follows from claim (iii) by Theorem 2, it will be established using a different method, of an independent interest. Theorem 5 has some implications for universal coding. For a uniquely decodable code C, we denote its length for block ξ 1:m as |C(ξ 1:m )|. We recall that E µ |C(ξ 1:m )| ≥ H µ (m), so the Shannon block entropy provides a lower bound for compression of a stochastic process. In contrast, a code C is called universal if
holds almost surely for every stationary ergodic measure µ. Universal codes exist and the Lempel-Ziv code [28] is some example of such a code. The convergence rate for universal codes can be arbitrarily slow, however. Shields [29] showed that for any uniquely decodable code C and any sublinear function ρ(m) = o(m) there exists such an ergodic source µ that
Whereas Shields' result concerns nonexistence of a universal sublinear bound for the difference |C(ξ 1:m )| − H µ (m), some way of supplementing it is to investigate ratio |C(ξ 1:m )| /H µ (m). Although this ratio is asymptotically equal to 1 for universal codes and processes with a positive Shannon entropy rate h µ > 0, Shields' result does not predict how the ratio behaves for processes with a vanishing Shannon entropy rate h µ = 0. In fact, for the Lempel-Ziv code and ergodic regular Hilberg processes, there is no essentially sublinear bound for the ratio |C(ξ 1:m )| /H µ (m):
Theorem 6 Let C be the Lempel-Ziv code. For an ergodic regular Hilberg process µ with exponent β, µ-almost surely
Proof: By ergodicity, we have µ = F . Thus, by (7) and (6), we obtain
On the other hand, the length of the Lempel-Ziv code |C(ξ 1:m )| for a block ξ 1:m , by (5), µ-almost surely satisfies
The first inequality in (26) stems from a simple observation in [11] that the length of the Lempel-Ziv code is greater than V log V , where V is the number of Lempel-Ziv phrases, whereas the Lempel-Ziv phrases may not be longer than the maximal repetition plus 1.
A somewhat more general result holds for the RHA processes from Theorem 5. In this case, we may replace the Lempel-Ziv code with an arbitrary uniquely decodable code:
Theorem 7 Let C be an arbitrary uniquely decodable code. For the stationary mean µ of the RHA process with perplexities (20) and its random ergodic measure F = µ(·|I), we have
Ratio (27) can be larger than any function o(m 1−ǫ ).
Proof:
The claim follows by (7), (6), (21), and the source coding inequality
Theorems 6 and 7 should be read as a warning that the length of a universal code |C(ξ 1:m )| is not a very reliable estimate of the Shannon block entropy H µ (m) for an ergodic regular Hilberg process. Whereas, using a universal code, we can reliably estimate the Shannon entropy rate h µ , the code length |C(ξ 1:m )| can be orders of magnitude larger than the Shannon block entropy H µ (m).
The remaining parts of this article are devoted to proving the more involved Theorems 4 and 5. The organization is as follows. In Section II, some auxiliary notations are introduced. In Section III, Theorem 4 is demonstrated. In Section IV, the entropies and the maximal repetition for the RHA process and its stationary mean are related. Section V concerns some further auxiliary results, such as probabilities of no repeat and a bound for the topological entropy. In Section VI, Shannon block entropies of the RHA processes are discussed. In Section VII, Theorem 5 is proved.
II Auxiliary notations
Let us recall the construction of the RHA process from the previous section. In this section we introduce a few notations which will be used further. The collection of random variables (L nj , R nj ) will be denoted as
We will also use notations
Let us observe that collection G ≤m fully determines variables Y m j for a fixed m. It is convenient to define a few more random variables for the RHA process. First, generalizing parsing (15) , sequence X will be parsed into a sequence of blocks X n j of length 2 n , where
Let us also observe that there exist unique random variables K nj such that
Moreover, generalizing notation (16), we also denote blocks of length 2 n starting at any position as
III Stationary mean
In this section, we will demonstrate Theorem 4. This theorem states that the RHA process has a stationary mean in a weaker sense, i.e., it is pseudoasymptotically mean stationary (pseudo-AMS). First we will prove this useful and a bit surprising property, which will be used in the present and in the further sections.
Proposition 1
Variables K nj are independent from G ≤n and satisfy
Proof: Each K nj is a function of C q for some q ≥ n and G >n . Hence K nj are independent from G ≤n . Now we will show by induction on j that (35) is satisfied. The induction begins with K n1 = C n and K n2 = L n+1,Cn+1 . These two variables are independent by definition and by definition K n1 is uniformly distributed on {1, ..., k n }. It remains to show that so is K n2 . Observe that (L n+1,k , R n+1,k ) are independent of C n+1 . Hence for l, m ∈ {1, ..., k n } we obtain
The inductive step is as follows:
) is uniformly distributed on {1, ..., k n } × {1, ..., k n }. Now observe that (L n+1,k , R n+1,k ) are independent of K n+1,j . Hence, for l, m ∈ {1, ..., k n } we obtain
which proves claim (i). On the other hand, for l, m ∈ {1, ..., k n } we obtain
which proves claim (ii).
Using Proposition 1, it is easy to demonstrate Theorem 4.
Proof of Theorem 4:
Block X k2 n +j:k2 n +j+m−1 is a subsequence of X n k:k+1 for m ≤ 2 n , k ∈ N, and 0 ≤ j < 2 n . In particular, there exist functions f mj such that X k2 n +j:k2 n +j+m−1 = f mj (X n k:k+1 ). Hence probabilities P (X i:i+m−1 = x 1:m ) are periodic functions of i with period 2 n , by Proposition 1. This implies the formula for µ(x 1:m ).
IV Bounds for the stationary mean
This sections opens the discussion of various auxiliary results necessary to establish Theorem 5, the main result of this paper. The theorem operates with three functions of the stationary mean of the RHA process: Shannon block entropy, maximal repetition, and topological entropy. We first observe that it may be easier to analyze the behavior of blocks X n j drawn from the original the RHA process than the behavior of its stationary mean. For this reason, in this section we want to derive some bounds for the entropies and the maximal repetition of the stationary mean from the analogical bounds for blocks X n j . In the following we will denote X n kj = X k2 n +j:k2 n +j+2 n −1 .
In particular, we have X n k0 = X n k . Subsequently, for Shannon entropy H(X) = E P [− log P (X)], we obtain: Proposition 2 For the stationary mean µ of the RHA process, we have
Proof: By the Jensen inequality for function p → −p log p and Theorem 4, we hence obtain
Now we observe that for each k ≥ 1 and j there exists a q such that X n−1 q is a subsequence of X ). This combined with inequality (38) yields H(X
On the other hand, using inequality µ(x 1:2 n ) ≥ 2 −n P (X n kj = x 1:2 n ) and Theorem 4, we obtain
Now we observe that for each k > 1 and j there exists a q such that X n kj is a subsequence of X ). This combined with inequality (39) yields
Analogically, we can bound the maximal repetition of the stationary mean. The result will be stated more generally. We will say that a function φ : A + → R is increasing if for u being a subsequence of w, we have φ(u) ≤ φ(w). Examples of increasing functions include the maximal repetition L(w), the topological entropy H top (m|w), and the indicator function 1{φ(w) > k}, where φ is increasing.
Proposition 3 For the stationary mean µ of the RHA process and an increasing function φ, we have
Proof: By Theorem 4,
Now we observe that for each k ≥ 1 and j there exists a q such that X n−1 q is a subsequence of X n kj . Thus we have φ(X n kj ) ≥ φ(X n−1 q
). This combined with equality (41) yields E P φ(X n−1 j ) ≤ E µ φ(ξ 1:2 n ). On the other hand, for each k > 1 and j there exists a q such that X n kj is a subsequence of X ). This combined with equality (41) yields
Hence, to obtain the desired bounds for the stationary mean, it suffices to investigate the distribution of blocks X n j .
V Further auxiliary results
To make another observation, Theorem 5 links the Shannon block entropy, maximal repetition and topological entropy of the RHA process with its parameters called perplexities k n . Therefore, the goal of this section is to furnish some bounds for topological entropy and maximal repetition of blocks X n kj in terms of perplexities k n . In contrast, in the next section we will use perplexities k n to bound the Shannon entropies of blocks X n kj . Let us begin with a simple lower bound for the topological entropy of blocks X n j . From this bound we can then obtain an upper bound for the maximal repetition by Theorem 1.
Proposition 4 For the RHA process, almost surely
Proof: For a given realization of the RHA process (i.e., for fixed Y Obtaining a lower bound for the topological entropy and an upper bound for the maximal repetition of blocks X n j is more involved. These topics will be discussed in the following sections. For this goal, we will consider events A n,−1 := ∅ and
We have P (A nn ) = 1 and A nm ⊃ A n,m−1 . Probabilities P (A nm ) will be called probabilities of no repeat.
Proposition 5
For the RHA process, we have P (A nm ) = 0 for k m < 2 n−m , whereas for k m ≥ 2 n−m and m < n we have
Proof: There are no more than k m distinct blocks X 
VI Shannon block entropy
This section is the last preparatory section. Here we will bound the Shannon entropies of blocks X n j in terms of perplexities k n . To establish some necessary notation, for random variables X, Y and Z, where X is discrete whereas Y and Z need not be so, besides Shannon entropy H(X) = E P [− log P (X)], we define conditional entropy H(X|Y ) = E P [− log P (X|Y )], mutual information I(X; Y ) := H(X) − H(X|Y ), and conditional mutual information I(X; Y |Z) := H(X|Z)−H(X|Y, Z). Given these objects, we will bound the Shannon entropies of blocks of the RHA process.
The first result is a corollary of Proposition 1, which says that conditional entropy of blocks X n j given the entire pool of admissible blocks of the same length G ≤n is exactly equal to the logarithm of perplexity.
Proposition 6 We have
and I(X n j ; X n j+1 |G ≤n ) = 0.
Proof: Given G ≤n , the correspondence between X n j and K nj is one-toone. Hence H(X n j |G ≤n ) = H(K nj |G ≤n ). From Proposition 1 we further obtain H(K nj |G ≤n ) = H(K nj ) = log k n and
The second result is an exact expression for the Shannon entropy of the pool of admissible blocks G ≤n , also in term of perplexities.
Proposition 7 We have
Proof: The claim follows by chain rule
Combining the above two results, we can provide an upper bound for the unconditional Shannon entropy of blocks X n j .
Proposition 8 We have
Proof:
Given Propositions 6 and 8, we may introduce an important parameter of the RHA process, which we will call the combinatorial entropy rate.
Definition 5
The combinatorial entropy rate of the RHA process is
Proposition 9
We have
Proof: On the one hand, by Proposition 6,
On the other hand, by Proposition 8,
Proposition 9 combined with Proposition 2 yields a bound for the Shannon entropy rate of the stationary mean of the RHA process.
Proposition 10
For the stationary mean µ of the RHA process, we have h/2 ≤ h µ ≤ 2h.
Proof: Divide inequality (37) by 2 n and take the infimum.
In particular, the combinatorial entropy rate vanishes (h = 0) if and only if the Shannon entropy rate of the stationary mean vanishes (h µ = 0) as well. This happens in particular for perplexities (20) . Inequality H(X n j ) ≥ H(X n j |G ≤n ) = log k n gives a certain lower bound for the Shannon block entropy of the RHA process. For perplexities (20) , this lower bound is orders of magnitude smaller than the upper bound (47). Concluding this section we would like to produce a lower bound which is of comparable order to (47).
Proposition 11 We have
where P (A nl ) are the probabilities of no repeat (44).
Proof:
We have H(X n j ) ≥ I(X n j ; G ≤l |G ≤l−1 ) = H(G ≤l |G ≤l−1 ) − H(G ≤l |G ≤l−1 , X n j ).
We have H(G ≤l |G ≤l−1 ) = log 
VII Main result
Now we can demonstrate the main result, which will conclude our paper.
Proof of Theorem 5:
(i) For perplexities (20) the combinatorial entropy rate is h = 0. Hence h µ = 0 by Proposition 10.
(ii) By (46), entropy H(G ≤n ) can be bounded as
2k l log k l−1 ≤ 2nk n log k n .
Hence, from (47), for 0 ≤ l ≤ n we obtain an upper bound:
H(X n j ) ≤ 2lk l + 2 n−l log k l .
If we choose l = β −1 log 2 n log 2 log n then for perplexities (20) we obtain H(X n j ) ≤ 2β −1 log 2 n log 2 log n 2 n/ log n + 2 n n log 2 log n −1/β n log 2 log n = Θ 2 n log n n
On the other hand, from (51) and (44), for 0 ≤ l ≤ n we have Since the entropy of the shift-invariant algebra is strictly positive, the measure µ is nonergodic.
