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Abstract 
The state of the practice in crash blackspot identification (BSI) has largely been driven by empirical 
research without much explicit attention paid to the underlying theoretical assumptions. These 
embedded assumptions have shaped the science of blackspot identification methodologies and 
developments over time. Despite the fairly extensive methodological enhancements made during the 
past five decades, little attention has been paid to reviewing, questioning and possibly revising these 
underlying theoretical assumptions. The theoretical assumptions underlying blackspot identification 
include: 1) crash risk can be adequately captured by the total number of crashes at a site divided by 
the amount of sites’ exposure to potential crashes, 2) designed roads pose differential crash risk to 
motorists arising from observed (operational) features of the transport network, and 3) crashes are the 
outcomes of a single source of risk at a site. 
This doctoral dissertation first reviews the theoretical assumptions underlying blackspot 
identification, raises fundamental questions about these theoretical assumptions and presents the 
associated gaps in the blackspot identification literature. These gaps include: 1) non-operational crash 
contributing factors and their unobserved effects have not been explicitly incorporated into the BSI, 
and 2) crashes may not be the outcomes of a single source of risk, but rather may be the outcomes of 
multiple sources of risk at a site. This focus on the underlying theory evolution, its influence on 
empirical work, and its reflection on remaining theory gaps serves as one of the unique contributions 
of this research to the literature. 
A more accurate underlying mechanism for explaining motor vehicle crash causation is then 
hypothesized as a potential solution to address the research gaps. Stated succinctly, the current 
theoretical assumption underlying BSI is that crashes are well-approximated by a single source of 
risk, wherein several contributing factors exert their collective, non-independent influences on the 
occurrence of crashes via a linear predictor. This PhD study first postulates, and then demonstrates 
empirically, that crash occurrence may be more complex than can be adequately captured by a single 
source of risk. It is hypothesized that the total observed crash count at a transport network location is 
generated by multiple underlying, simultaneous and inter-dependent sources of risk, rather than one. 
Each of these sources may uniquely contribute to the total observed crash count. For instance, a site’s 
crash occurrence may be dominated by contributions from driver behaviour issues (e.g. speeding, 
impaired driving), while another site’s crashes might arise predominately from design and operational 
deficiencies such as deteriorating pavements and worn lane markings. A multiple risk source 
methodology is developed to correspond with and empirically test this hypothesis. Two modelling 
approaches are then used to show the applicability of the multiple risk source methodology: 1) 
Bayesian latent mixture model, and 2) joint econometric model with random parameters and 
instrumental variables. Finally, the severity of crashes is explicitly incorporated into the multiple risk 
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source methodology by extending the multiple risk source model to a joint model of crash count and 
crash severity. To test the viability of the methodological framework, all models are applied to a 
comprehensive dataset for the state controlled roads in Queensland, Australia and the results are 
compared with the traditional approaches.  
The results show that the new multiple risk source models outperform the traditional single risk 
source models in terms of prediction performance and goodness of fit. In addition, the multiple risk 
source models are able to provide more insight into crash contributing factors, their impact on the 
total crash count and their impact on the crash count proportions generated by each risk source. It is 
found that the parameters of the joint model of crash count and crash severity are moderated by the 
correlation between these two models and therefore, the total risk at a site can be adequately 
recognized by crash count and severity, simultaneously. Over all, the findings of this research indicate 
that decomposing the total crash count into its constituent components, separating the risk sources 
and incorporating crash severity into the overall framework leads to efficient, cost-effective 
identification of crash blackspots. 
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Chapter 1: Introduction 
Motor vehicle crashes claim millions of human lives and cost billions of monetary losses to society 
each year. To mitigate these human and financial losses, road transport authorities routinely assess 
transport network risk and apply crash mitigation strategies to increase safety performance. Budget 
constraints and scarcity of resources, however, often force governments to choose a sub-sample of 
locations for remedial treatment from among treatable transport network locations. Transport system 
locations (e.g., road segments, signalised intersections, etc.) experiencing relatively high crash counts 
are referred to as blackspots (also known in the literature as hotspots, sites with promise and accident-
prone locations). The process whereby system safety managers identify potential blackspots across 
the transport system is called blackspot identification (BSI), which is also known as network 
screening. As stated by Cheng and Washington (2005), ‘the objective of hot spot identification is to 
identify transportation system locations that possess underlying correctable safety problems, and 
whose effect will be revealed through elevated crash frequencies relative to similar locations’. 
Blackspot identification (as a routine practice of safety managers around the globe) identifies 
potential blackspots, as site visits are required to determine whether a potential blackspot can be 
treated cost-effectively with operational countermeasures, whether there is an unobserved cause (e.g., 
local population of animals, driving over the posted speed limit), or whether it is anomalous (random).  
Identification of blackspots is complicated by numerous factors, including crash severities (e.g., 
fatal versus injury crashes), random fluctuations of crashes from year to year, different exposure 
levels (traffic volumes), variation in geometric design and operational features (e.g., signal phasing, 
shoulder and median design), variation in weather (e.g., rain, wind, fog) and differences in driving 
populations (e.g., younger drivers, older drivers). Moreover, poor safety performance of a site is based 
on how a site performs relative to how it is expected to perform. This continuing need to correctly 
identify blackspots has led researchers to develop and test various BSI methodological approaches 
over the years. However, despite the fairly extensive methodological enhancements made during the 
past five decades, little attention has been paid to reviewing, questioning and possibly revising the 
theoretical assumptions underlying blackspot identification. As a result, fundamental gaps have 
emerged in the state of the BSI practice.  
The following two sections review theoretical assumptions underlying BSI and present 
fundamental questions about those assumptions as a prior task for further elaboration of blackspot 
identification in this study. 
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1.1 THEORETICAL ASSUMPTIONS UNDERLYING BLACKSPOT IDENTIFICATION 
The state of the BSI practice rests on underlying theoretical assumptions which have emerged in 
response to fundamental needs to define and measure safety. These implicit theories and embedded 
assumptions have shaped the science of blackspot identification over time (Washington et al., 2018). 
They have built upon each other and departed at various points of fundamental disagreement, giving 
rise to competing methods which will be discussed in detail in the next chapter. A review and analysis 
of these theoretical assumptions can document the profession’s theoretical progress, and will serve to 
illuminate fruitful developments moving forward. The theoretical assumptions that have influenced 
the evolution of BSI methodologies are presented in the following.   
1.1.1 Crash Risk Definition 
Theoretical assumption #1: crash risk can be adequately captured by the total number of crashes (per 
unit of time) divided by the amount of sites’ exposure to potential crashes at a particular site (e.g. 
intersection or road segment).  
The first order of business is to establish a risk context. Risk can be measured in a variety of contexts 
– an individual, a mode, a city or a transport system. Traditionally, transport system managers are 
concerned with crash risk hotspots at transport network system locations. For example, a safety 
engineer might be focused on the safety of high-speed, limited-access roads. Thus, computation and 
comparison of crash risk along segments of these roads is a primary focus – enabling a manager to 
understand the range and distribution of risk observed across these locations. Typically a manager 
would examine risk across all segments of high-speed, limited-access roads within their jurisdiction. 
The focus of course could instead be on signalised intersections, rural roads, on-ramps, and so on. 
The next step in understanding the detection of high-risk crash locations is to quantify the relative 
risk of crash occurrence –measured in crashes per unit of exposure (e.g., traffic volumes, time, length 
of road, population, etc.). The most straightforward way is to count the total number of crashes at a 
transport system location as a measure of risk, and so the higher the crash count, the higher the risk 
of crash occurrence. The state-of-the-practice in modelling crash risk (commonly referred to as count 
data modelling in the literature) predicts crash counts as a function of site characteristics, including 
vehicle exposure metrics.  
1.1.2 Differential Crash Risk 
Theoretical assumption #2: designed roads pose differential crash risk to motorists arising from 
observed (operational) features of the transport network.  
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Crash risk, as might be expected, is not constant over the transport network. We would not expect 
crash risk to be constant across segment types, because driving task requirements, vehicle driver 
behaviour, environment and roadside environments are fundamentally different across the transport 
network. Factors that are thought to influence the probability of crash occurrence are often referred 
to as crash contributing factors. Some contributing factors are related to engineering design 
considerations (e.g., lane widths, median treatments), while others are related to the roadside 
environment (e.g., drop-offs, trees, slopes, etc.), surrounding traffic (e.g., percentage of trucks) and 
environmental conditions (e.g., glare, rain, ice, wind). At the centre of all this lies the driver, whose 
reactions to particular situations will determine whether a crash occurs and thus driver factors also 
play a significant role. However, from the perspective of site-specific safety and crash risk determined 
by a collection of crashes over time, driver attributes are not related to site-level safety unless obtained 
in a meaningful aggregate form. For example, a site with a large percentage of young male drivers 
might experience relatively high numbers of crashes.  
Once factors that influence crash risk are determined, the profession applies a well-accepted 
concept of ‘expected safety’ of a site, pioneered by Ezra Hauer (Hauer, 1986; Stokes and Mutabazi, 
1996). In doing so, the total number of expected crashes is predicted by correlating the total number 
of observed crashes with observed (operational) crash contributing factors. The notion is that the 
long-run safety performance of a site, corrected for factors known to influence safety, is the basis 
whereby other sites’ safety performances should be compared. Sites that perform consistently worse 
than expected are deemed worthy of improvement or at least worthy of inspection. A consistency 
criterion is applied to ensure that a site did not just randomly perform worse than expected, and so 
we look for sites that perform worse than average over several time periods of observation–typically 
on the scale of several years. The models used to estimate the expected safety performance of sites 
are generically referred to as safety performance functions (SPFs). 
1.1.3 Crash Causation Process 
Theoretical assumption #3: crashes are the outcomes of a single risk source in which several 
contributing factors exert their collective, non-independent influences on the occurrence of crashes 
via a linear predictor. 
The historical use of total crash counts as a suitable measure of crash risk at a site (as described in the 
first theoretical assumption) has resulted in the embodied assumption that contributing factors to crash 
occurrence influence the crash risk in a single, linear, additive, predictive function, with unexplained 
crash risk following a specific residual distribution (such as negative binomial). As shown in Figure 
1.1, the single risk source linear predictive assumption for crash causation might be depicted as the 
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additive, cumulative effect of several factors in a single chain of events leading to a crash. This figure 
has been referred to as the Swiss cheese model of crash occurrence (Underwood and Waterson, 2014) 
depicting a hypothetical sequence of events in a single crash at a single site.  
 
 
 
 
 
 
 
 
Figure 1.1 Swiss cheese model of crashes occurring at a transport network location 
1.2 FUNDAMENTAL QUESTIONS ABOUT BSI THEORETICAL ASSUMPTIONS 
During the evolution of blackspot identification methodologies, the above-mentioned theoretical 
assumptions have never been reviewed and questioned. Some of these theoretical assumptions may 
not be realistic, may be limiting, or may leave gaps for refinement. A comprehensive examination of 
these theoretical assumptions and the associated gaps can help identifying where empirical methods 
(extensively discussed in the next chapter) have failed to match theoretical underpinnings, where 
theory might be refined, and where additional research is critically needed. As such and for the first 
time, fundamental questions are raised about these theoretical assumptions as in the following.    
1.2.1 What is the Societal Impact of Crashes on Crash Risk at a Site? 
While total crash count at a site may be a good indicator of crash risk, it cannot distinguish the societal 
impact and harm of crashes. Crash severity, on the other hand, could be an adequate measure of 
reflecting such societal impact in terms of monetary costs, injuries and fatalities. Substantial effort 
has been dedicated in the transportation safety literature to investigate the societal impact of crashes 
by developing crash injury severity models (Savolainen et al., 2011). These statistical models 
primarily investigate the association between crash severity (as a dependent variable) and potential 
contributing factors (as independent variables) and ultimately predict the probabilities of crash 
severity levels at a site. These two pieces of information (i.e. factors contributing to crash severity 
and predicted probabilities of crash severity levels at a site) are helpful in prioritising high-risk sites 
(Predominant) Event 1 at time 1 
Event 2 at time 2 
Event 3 at time 3 
Event 4 at time 4 
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and defining effective countermeasures. Although crash severity has been implicitly incorporated into 
the BSI procedures (will be discussed in the next chapter in section 2.2.5), the potential of explicitly 
utilising discrete probabilities of crash severities in identifying blackspots has been generally 
neglected.  
1.2.2 What Are the Non-operational and Unobserved Causes of Crash Variability? 
As stated succinctly, roadway geometric factors, traffic characteristics, vehicle characteristics, 
climatic factors, driver behavioural and spatial factors are all among the factors contributing to crash 
occurrence. Although the effects of various sources of crash variability have been recognized during 
the evolution of road safety, roadway geometric and traffic characteristics (also referred to as 
operational factors) have been mostly the subject for investigation and remedial treatments. 
Numerous studies have focused on identifying operational factors and have introduced extensive lists 
of such factors (Bauer and Harwood, 2000; Lyon et al., 2003; Oh et al., 2003; Vogt and Bared, 1998; 
Ardekani et al., 1992), but non-operational variables such as driver behavioural and unobserved 
spatial factors have been crucially neglected. Measurement difficulty and lack of readily available 
data have been the main reasons for neglecting such factors in measuring the crash risk in the past 
(Rumar, 1985; Sabey and Staughton, 1975). One important consequence of such ignorance is that no 
engineering remedial treatment can be defined for none-operational factors and accordingly despite 
capturing their effects, their variation is beyond the control of engineering solutions. 
A potential analytical solution for capturing heterogeneity in data caused by unobserved factors 
is data mining and clustering techniques. For example, latent class or finite mixture modelling 
approaches allow observations to belong to finite number of homogeneous classes or groups over the 
population implying the notion of capturing the unobserved heterogeneity in data (Mannering et al., 
2016). However, these models only capture the heterogeneous effect of unobserved factors in data. 
Thus, the critical question is how non-operational and unobserved crash causal factors can be 
explicitly incorporated into blackspot identification. 
1.2.3 Are Crashes the Outcomes of a Single Underlying Source of Risk? If Not, What Is the 
Contribution of Different Sources of Risk to the Total Count of Crashes?  
Although the Swiss cheese model of safety has been applied for modelling risk sources in different 
fields of science including aviation safety (Shappell and Wiegmann, 2012), engineering (Underwood 
and Waterson, 2014), healthcare (Perneger, 2005), human behaviour (Reason, 1990) and ergonomics 
(Reason, 1995), it may not be sufficient to facilitate a deep understanding of crash causation 
particularly from the standpoint of temporally aggregated crash counts occurring on transport network 
locations. If crashes are aggregated over a period of time (e.g. 1 year), the Swiss Cheese model 
restricts the subset of causal factors to be the same for all observed crashes (as is done in current crash 
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modelling). Assuming that N crashes occur at site i, the single risk source model implies that all of 
the N observed crashes are influenced by all of the factors in the Swiss cheese model. For example, 
if inferior pavement quality at a site is a predominant causal factor (Event 1 in Figure 1.1) for one or 
more crashes, it is expected that this inferior pavement quality exerts the same marginal influence on 
all of the crashes that occur at that site, even for those crashes involving an intoxicated driver, for 
example. In other words, all of the factors in the Swiss cheese model are expected to exert a fixed 
effect on all of the crashes that occur at a site, consistent with the singular risk source predictive 
equation to predict the crash count at site i. 
One of the consequences of the single risk source assumption for crashes within BSI is that the 
contribution of non-operational crash contributing factors (e.g. diver behavioural factors) to the total 
crash count is either neglected or potentially miss-estimated by the use of a single risk source. Thus, 
their effects may have mistakenly attributed to the wrong crash contributing factors, resulting in 
biased parameters. The consequence of this neglect is even more acute when considering that these 
non-operational crash contributing factors are usually not correctable with engineering 
countermeasures, and thus excluding them from the crash causation mechanism in the BSI 
methodologies may result in correlating crashes with incorrect crash contributing factors. Conversely, 
inclusion of sites with non-correctable contributing factors in SPFs causes an over-estimation of the 
predicted mean of crash counts at those locations, which could ultimately lead to misidentification of 
the true blackspots. 
1.3 RESEARCH QUESTIONS 
Given the above-mentioned fundamental questions in the international state of the practice of how to 
best identify motor vehicle crash blackspots, a fundamental and generic research question is how to 
correctly identify motor vehicle crash blackspots based on their underlying observed and unobserved 
causes? This generic research question is divided into two specific research questions which are 
discussed in the following. 
Research question #1: how to identify motor vehicle crash blackspots based on multiple sources of 
risk for crashes at transport network locations? 
In the state of the BSI practice, motor vehicle crashes are modelled predominately using single 
equation regression models, albeit with a variety of distributional assumptions and econometric 
enhancements. These models rely on a single linear additive predictive equation, which becomes 
multiplicative with a log transform, to specify the expected mean crash count conditioned on 
predictors. The models also specify the distribution of observations around the conditional mean, with 
common examples including the Poisson, Negative Binomial, and Conway-Maxwell distribution 
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among others. This mainstream probabilistic conceptualization (i.e. model) of motor vehicle crash 
causation assumes that crashes are well-approximated by a single source of risk, wherein several 
contributing factors exert their collective, non-independent influences on the occurrence of crashes 
via a linear predictor. Thus, the possibility of multiple sources of risk is ignored in crash causation 
mechanisms in trying to explain or predict crash frequencies across sites. This omission may lead to 
correlating crashes with the incorrect sources of contributing factors (e.g. concluding a crash is 
predominately caused by a geometric feature when it is a behavioural issue) which may ultimately 
lead to the misidentification of true blackspots. 
Research question #2: how to incorporate crash severity into the multiple risk source model of crashes 
in blackspot identification? 
The current BSI approaches typically utilise count of crashes the indicator of risk. Decomposing the 
crash count into its constituent components and based on multiple sources of risk (as in the first 
research question) would still not take into account the societal impact of crashes. Crash severity is 
also needed to capture the harm of crashes and to adequately measure crash risk. As a result, 
comprehensive identification of high-risk sites requires incorporation of crash severity into the 
multiple risk source model of crashes. 
1.4 RESEARCH AIM AND OBJECTIVES  
To answer the above-mentioned research questions, the research aim of this doctoral dissertation is 
defined as follows: 
Aim: To provide an in-depth understanding of crash causation mechanisms and to develop a reliable 
and comprehensive BSI framework which is capable of distinguishing distinct sources of risk.   
This research aim is divided into two objectives, each for answering one research question.  
In answering the first research question, the first objective is defined as: 
Objective #1: To postulate and empirically demonstrate that the unobserved heterogeneity in the 
accumulation of motor vehicle crashes at transport network locations arises because multiple sources 
of risk, not one, better captures complexity in the crash occurrence process.  
In answering the second research question, the second objective is defined as:  
Objective #2: to demonstrate that crash severity is needed in addition to crash count for adequately 
capturing crash risk and comprehensively identifying crash blackspots.  
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1.5 RESEARCH DESIGN 
To achieve the above-mentioned aim and objectives, this doctoral research has been organized by 
defining five research tasks as follows:  
Research Task #1 – Hypothesizing the Theory: a new theory is hypothesized for crash 
causation mechanisms in which crashes arise from multiple sources of risk at a transport network 
location. In doing so, a Venn diagram (in contrast to the traditional Swiss cheese model) is used for 
crash data generating processes. 
Research Task #2 – Developing the Methodology: a new statistical model is developed that 
corresponds with the hypothesized multiple risk source theory of crashes. In doing so, a stochastic 
count regression model is employed which correlates crash proportions at a site with several 
contributing factors from multiple underlying risk sources.  
Research Task #3 – Refining the Methodology: predicted discrete probabilities of crash 
severity levels are explicitly incorporated into the multiple risk source model of crashes. In doing so, 
the multiple risk source regression model is extended to a joint model of crash count and crash 
severity. 
Research Task #4 – Empirically Testing the Models: the multiple risk source regression model 
and its variants are empirically tested using data from state controlled roads in Queensland, Australia. 
In doing so, a comprehensive data collection is carried out to collect data from various sources 
including roadway geometric factors, traffic characteristics, spatial features of the surrounding 
environment and driver behavioural factors. Engineering, spatial and behavioural risk sources are 
then extracted from the data to test the multiple risk source models and its variants. 
Research Task #5 – Examining the Performance of the Models: the performance of the 
multiple risk source model and its variants is examined in terms of statistical fit and blackspot 
identification and in comparison with traditional single risk source model of crashes. 
Research Task #6 - Concluding the Research: research findings are investigated and the 
strengths and weaknesses of the overall research hypothesis are illuminated. 
1.6 STRUCTURE OF THE DISSERTATION 
This doctoral dissertation is organized as follows: 
Chapter 1: This chapter first presents a general background about motor vehicle crash blackspots 
and the theoretical assumptions underlying blackspot identification. It then raises fundamental 
questions about these theoretical assumptions and presents the research questions and research 
objectives to answer the identified research questions. Finally, it illustrates the structure of this 
manuscript.  
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Chapter 2: This chapter presents a thorough literature review on blackspot identification. The 
primary aim of this chapter is to illustrate that the theoretical assumptions discussed previously 
(Chapter 1) have heavily influenced the evolution of thinking around blackspot identification and 
management. The literature review consists of two main parts: an overview of blackspot identification 
approaches, and the evolution of blackspot identification methodologies. At the end, the chapter 
presents the critical gaps in the state of the blackspot identification practice.  
Chapter 3: This chapter presents the theoretical framework for crashes arising from multiple 
sources of risk and the corresponding methodological approaches. The applicability of the 
methodological approach is shown using two state-of-the-art modelling techniques including a 
Bayesian latent mixture safety performance function and a joint econometric model with random 
parameters, instrumental variables and structural equations. Finally, a joint model of crash count and 
severity is presented as a way of explicitly incorporating crash severity into blackspot identification. 
Chapter 4: This chapter presents the empirical setting of this study. It first introduces three risk 
sources for crash data including engineering, behavioural and spatial factors, and then presents detail 
description of empirical data followed by data collection and data management processes.  
Chapter 5: This chapter presents the results of the multiple risk source models applied to the 
data collected for the state controlled roads in Queensland and then provides detail discussion about 
research findings. 
Chapter 6: This last chapter first presents a summary of this work and a synthesis of research 
findings. Then, it presents conclusions, contributions and practical implications of the research 
followed by future research directions. 
A visual summary of this dissertation is presented in Figure 1.2 to help readers understand the 
logical flow of this work and how the different chapters fit together. 
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*BSI: Blackspot Identification 
**Q-TMR: Queensland Transport and Main Roads 
***QPS: Queensland Police Service 
 
Figure 1.2 Flowchart of the research design to achieve research objectives and answer research 
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Chapter 2: Review of Blackspot 
Identification Methodologies 
This chapter reviews the methodological and empirical underpinnings of blackspot identification. The 
past five decades have seen significant development of BSI methodologies. For convenience, such 
approaches can be grouped into six categories: naïve, safety performance functions of expected crash 
frequencies, Empirical Bayes’ and Bayes’, severity-based, spatial, and continuous risk profile 
approaches. Section 2.1 briefly introduces these BSI approaches, while the following section (Section 
2.2) delves into more technical detail and highlights the presence of the BSI theoretical assumptions 
within each approach. Finally, section 2.3 provides a summary of the empirical research conducted 
around blackspot identification, the corresponding methodological approaches adopted up to date and 
the resulting research gaps. 
2.1 OVERVIEW OF BSI APPROACHES 
Simple ranking of sites based on crash frequency, Crash Reduction Potential (CRP) and Rate Quality 
Control (RQC) are among the most common naïve approaches for identifying blackspots. The ‘naïve’ 
descriptor is used to signify that these approaches do not attempt to account for the expected safety 
performance of a site, but simply assess safety performance usually in the most recent time period. 
Safety Performance Functions (SPFs) have been developed as an improvement to the naïve classical 
approaches by capturing the concept of expected safety performance of a site—where a site’s 
observed safety performance is compared to its expected safety performance. SPFs account for 
exogenous factors that influence safety, such as exposure to traffic, weather effects and design 
configurations, and serve as a universally accepted method for identifying high-risk locations. 
The SPF has been modified to account for a site’s crash history, thus correcting for potential 
regression to the mean effects (RTM) caused by non-random selection of sites. RTM is an effect 
whereby outlying observations of crash counts in any given period are likely to be less outlying—or 
closer to the mean crash count—in subsequent observation time periods. The Empirical Bayes (EB) 
approach has attracted universal attention due to the simplicity of correcting for potential RTM 
effects. In the EB approach, estimates of the means and variances of a site’s crash history are used to 
adjust for possible RTM effects when computing expected crash counts. The Bayesian approach for 
addressing RTM makes use of the probability distribution of crash history to adjust for RTM effects; 
thus in some cases being more precise. The Bayesian approach is more complicated than the EB 
approach, and so often in practice the former method is employed.   
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The need to account for and differentiate among crash severities occurring across sites has led 
researchers to develop methods for incorporating crash severities into BSI procedures, including 
multivariate SPFs, mixed modelling and Equivalent Property Damage Only (EPDO) methods. The 
multivariate methods allow prediction of crash count by severity category, while the EPDO methods 
allow for direct accounting of crash severity in a single metric, similar to crash frequency.    
Spatial relationships of various crash locations within a transport network arise from shared 
omitted spatial effects used in SPFs, and from effects on safety that are spatial in nature. Animal-
related collisions are an ideal example, as animals tend to congregate in habitats with defined spatial 
boundaries—thus their effects on road crashes are related to proximity to their habitat. Micro-climates 
can also create similar spatial effects on safety. With the development of various GIS (geographic 
information system) tools and spatial analytical capabilities, the spatial effects of sites can be 
accommodated without necessarily understanding the underlying causes. Nearest neighbour, spatial 
auto correlation and Kernel density estimation are the common spatial approaches that have been 
applied to capture the safety effects of location, without identifying specifically what factors give rise 
to those effects.  
The vast majority of network BSI approaches break roads into segments and define intersections 
to consist of network features within 500 feet (or some other fixed length) of the intersection 
centreline. Crashes are then allocated to the appropriate road segments upon which they occurred, 
and analysis and SPFs are built around these segments. Monitoring crashes on a dynamic length of 
roadway segments and looking for crash count peaks in a continuous observance are the fundamental 
principles behind the development of continuous risk profile approaches. These approaches are 
computationally more complex, but offer the ability to detect hotspots of differing segment lengths. 
While continuous risk profile approaches have been modified to identify blackspots proactively, they 
have not been implemented widely due to their complexity and general lack of software availability. 
As segments analysed change by small increments along a network, it is not easy to conduct a 
continuous risk profile analysis without the assistance of sophisticated software. 
Figure 2.1 illustrates a schematic of BSI approaches. The underlying assumptions and analytical 
process of each approach is also provided in the schematic. 
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Figure 2.1 A Schematic of BSI Approaches Discussed in the Literature 
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engineering or operational deficiency, as distinct from a random ‘up’ fluctuation in crashes. Often 
this distinction is determined through an on-site audit (through inspection of crash reports) and 
through engineering inspections. Because a transport network is typically large, both in terms of 
kilometres of roads and geographical spread, visiting sights to inspect them is an expensive and time-
consuming task. If the jurisdiction is a state or province, distances can indeed be vast, requiring 
overnight stays by site-inspection crews. 
Because of the significant resources involved, being as ‘correct as possible’ in identifying 
potential blackspots is critically important. There are two errors that can be made when applying BSI 
methods. The first is to identify a potential blackspot erroneously, while the second is a failure to 
identify a potential blackspot. The first error results in sending crews to sites that are not blackspots. 
The second involves failing to send crews to sites that are potential blackspots. Both errors are 
undesirable and result in mis-allocation of public resources. For these reasons, spending time to 
develop and/or apply the most accurate and reliable of BSI methods is a fruitful undertaking. 
After sites are visited and verified as being ‘treatable’, engineering and/or operational 
improvements are identified to remedy the engineering and/or operational deficiency. Sometimes the 
deficiency may be behavioural in nature—in which case appropriate solutions would be considered. 
For example, distraction, fatigue, impaired driving and inattention are driver behaviours that may 
require a combination of targeted policies and enforcement to address. As is often the case, however, 
the agencies responsible for overseeing engineering improvements are not also responsible for 
implementing behavioural ones—thus coordination across agencies is required to facilitate effective 
treatment. Sites that are identified as blackspots are typically treated using ‘blackspot’ funds; hence, 
the ranking facilitates the treatment of sites most costly in terms of societal impact (Deacon et al., 
1974; Hauer, 1986). In practice, often costs of treatment are also considered, so cost–benefit ratios 
are calculated such that public monies are invested most wisely. This is typically done after sites have 
been identified as potential blackspots and confirmed through site inspections. 
2.2 EVOLUTION OF BSI METHODOLOGIES 
2.2.1 Naïve Classical Approaches 
The most basic method that has been used to identify crash blackspots in a transport network is to use 
raw crash counts or crash frequencies as an indicator of risk (the first theoretical assumption 
underlying BSI) for every location relative to a subset of similar locations (e.g. high-volume urban 
intersections, two-lane rural roads, etc.) and then rank them from highest to lowest crash count per 
unit time. In the case of road segments, lengths are often standardised (e.g., 1 mile) so that crash count 
comparisons are valid (Deacon et al., 1974; Zegeer, 1986; Hauer, 1986; Smeed, 1955; Smeed, 1949; 
Smeed, 1974). While this approach is simple to apply, the use of crash counts neglects the 
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opportunities for risk – or exposure to risk – reflected in part through traffic volumes (Smeed, 1949; 
Morin, 1967; Norden et al., 1956; Rudy, 1962; Stokes and Mutabazi, 1996). The desire to capture 
exposure to risk has led to the calculation of crash rates, which are simply the crash counts divided 
by a measure of average exposure at each site (Morin, 1967; Norden et al., 1956; Rudy, 1962; Stokes 
and Mutabazi, 1996; Smeed, 1955; Smeed, 1949; Smeed, 1974). Scholars showed that the total 
number of crashes at sites is proportionate to the number of vehicles (Smeed, 1949), and this finding 
began the trend of using traffic volumes as measures of exposure in which to calculate crash risk. In 
current practice, average annual daily traffic (AADT) is generally accepted as the measure of 
exposure on road segments, whereas entering traffic volumes are used for intersections.  
It is important to highlight that driver (and passenger) exposure to crash risk is complex and is 
not perfectly captured by AADT or entering volumes, as the calculation of risk outcomes is complex. 
For example, crashes on road segments can arise as either single-vehicle or multi-vehicle crashes. As 
exposure increases initially on a road segment, single-vehicle crash risk also rises. As exposure 
continues to increase, single-vehicle crash risk declines and multi-vehicle crash risk begins to 
increase. These and other complications lead to an imprecise measure of exposure used in the 
calculation of risk, despite its widespread acceptance and application in road safety. Adding further 
to the complexity of the relation between crash outcomes and exposure, Hauer (1996, 1997) 
fundamentally changed the state of the practice when he demonstrated that a non-linear relationship 
between exposure and crash counts exists on many types of transport segments (Hauer, 1996a; Hauer, 
1997). This non-linearity means that comparing crash rates across sites is not an objective way of 
comparing crash risk, as sites with large traffic volumes are expected to have lower crash rates than 
similar sites with lower volumes. Fortunately, additional analytical tools were proposed and have 
been widely adopted to address this additional complexity (more is provided on this later).  
In the late 1970s and early 1980s, researchers recommended comparing crash counts (or crash 
rate) at each location to the mean crash count (or rate) at similar, comparable sites, and referred to 
this approach as Crash Reduction Potential, as discussed previously. The underlying principal of the 
crash reduction potential approach is that the safety performance of a site should be compared to its 
expected, long-run safety performance in order to determine whether or not it is a blackspot. 
Subsequently, high-risk locations were identified as locations with a crash reduction potential greater 
than zero (meaning a location’s crash count is above the average) (Hauer, 1980; Hauer, 1986; Maher 
and Mountain, 1988). This comparison between observed crash counts (or rate) of a location and 
mean crash count (or rate) of the reference population led to the initial understanding that a threshold 
criterion for selecting blackspots was ultimately insightful and gave rise to the notion that sites could 
perform both ‘better’ and ‘worse’ than expected with respect to safety. Later, other types of thresholds 
were applied to compare crash rates at various transport network locations with a predefined control 
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rate to ensure the achievement of a certain safety level. This latter approach is referred to in the 
literature as the RQC method (Norden et al., 1956; Stokes and Mutabazi, 1996).  
A major deficiency with naïve, classical approaches is their ignorance of the RTM effect; in spite of 
crash counts tending towards their long-term means, there is not an appropriate mechanism in naïve 
classical approaches to correct for this effect.  
2.2.2 Safety Performance Functions (SPFs) 
Contemporaneous to the universal effort to establish premier BSI methodologies by utilizing crash 
rate\count as the measure of risk, researchers started to compare crash statistics in several countries 
around the world, particularly in the United States, United Kingdom and Australia and noticed that 
such statistics are different from one region to another (the second theoretical assumption underlying 
BSI). They investigated the relationship between the total number of crashes and the population of 
different areas at which the crashes had occurred (Smeed, 1949; Smeed, 1955). In other attempts, 
some studies searched for the dependency of crashes on roadway geometric features (Norden et al., 
1956). They all correctly recognized that crash risk – whether measured by crash rate or crash count 
– is varied at different locations and under different circumstances.  
The introduction of crash prediction models or Safety Performance Functions (SPFs) was a major 
development in BSI methodology. SPFs are an extension of expected safety performance beyond 
accounting for the effects of exposure and typically account for geometric and operational features 
such as number of approach lanes and surrounding land use (e.g., urban). In the mid-1980s researchers 
started using SPFs to evaluate the effects of treatments after implementation. The argument behind 
their application was that the observed crash count in the before observation period is not an accurate 
predictor of what safety ‘would have been’ after treatment, as it does not account for potential changes 
that could have occurred after treatment (e.g., weather, exposure, resurfacing, etc.). Thus, standard 
practice adopted the use of an expected value estimate for the crash frequency, correcting for known 
changes in the after period (Hauer, 1986). These estimates are based typically on cross-sectional data 
from the safety performance of similar sites, accounting for the effects of features known to influence 
safety. The use of SPFs in evaluation studies dramatically increased the interest in the statistical 
modelling of crashes. These SPFs overcame several limitations of naïve classical approaches in which 
the simple use of crash counts did not account for changes in roadway, environmental and generally 
exogenous factors that can influence crash occurrence (Hauer, 1996a; Hauer, 1997). Importantly, 
SPFs account for nonlinear relationships between crashes and exposure (Hadayeghi et al., 2003; 
Hauer, 1997; Miaou and Lord, 2003) and capture and quantify the random and uncertain nature of 
crash occurrence. 
 Detecting Motor Vehicle Crash Blackspots Based on Their Underlying Behavioural, Engineering, and Spatial Causes 17
One of the statistical features of SPFs is that models require assumptions about the distribution 
of crash counts. Crash counts at an individual transport network location (e.g., road segment or 
intersection) are generally and reasonably assumed to follow a Poisson distribution (Miaou and Lum, 
1993a; Miaou and Lum, 1993b). Because of unobserved heterogeneity across sites, crash data in 
aggregate (i.e., from multiple sites) are often over-dispersed relative to the Poisson distribution. As 
such, count data modelling techniques, like the Poisson regression model (when not over-dispersed) 
and negative binomial regression models (when over-dispersed), and a variety of extensions are 
routinely used to develop SPFs. Assuming that the total number of crashes (Y) in any fixed 
observation period (e.g., month, year, etc.) follows a Poisson distribution with parameter μ (expected 
mean crash count), the expected (mean) number of crashes for a site is used as an estimate of the 
long-run average of a site. Recently, some researchers have developed and applied statistical models 
of crashes that provide estimates of quantiles of the crash counts (e.g., 50th percentile or median, 95th 
percentile) and found that a quantile regression analysis is able to identify different thresholds of 
crashes that may correspond more seamlessly with BSI approaches (Washington et al., 2014). 
Researchers have also examined influences on μ of the effects of a variety of engineering factors (e.g., 
roadway geometric characteristics, speed limits), weather (e.g., rainy days), traffic (e.g., percentage 
of heavy vehicles) as well as exploring various model functional forms relating explanatory variables 
to the mean number of crashes (Anastasopoulos and Mannering, 2009; Geedipally and Lord, 2008; 
Kim et al., 2006; Lee and Mannering, 2002; Lyon et al., 2003; Miaou and Lum, 1993a; Miaou and 
Lum, 1993b; Milton and Mannering, 1998; Oh et al., 2003; Shankar et al., 1995). In common state-
of-the-practice applications of statistical models, crash counts are considered to have a log linear 
relationship with their causal factors (the third theoretical assumption underlying BSI). Two of the 
most commonly used SPFs are shown in the following Equations: 
Intersections:    3 3 4 4 5 51 2
( ...)
1 2
X X X
F F e
                                                                                  Equation (2.1) 
                
Road segments:   3 3 4 4 5 51 2
( ...)
0
X X X
L V e
                                                                             Equation (2.2)
   
where μ is the expected mean of crash counts of a site, F1 and F2 are traffic volumes for the major 
and minor approaches at intersections, V is the traffic volume on a road segment, L is the length of 
the road segment, Xi are additional explanatory variables and αi, βi are estimated regression 
parameters. As stated previously, often these models are Negative Binomial models or a close 
derivative. Two common estimation techniques to obtain parameters in the SPFs are Maximum 
Likelihood Estimation (MLE) and the Bayesian estimation.  
The MLE method seeks parameter estimates that maximise the likelihood (or probability) of 
observing the sample under the assumed distributional assumptions. In the BSI terminology, this is 
 Detecting Motor Vehicle Crash Blackspots Based on Their Underlying Behavioural, Engineering, and Spatial Causes 18
equivalent to selecting model parameters that maximise the likelihood of µ being equal to Y.  
Parameters are assumed to be approximately normally distributed (or t-distributed). 
Another method for estimation of regression parameters is through the application of Bayes’ theorem 
and sampling-based estimation. Bayes’ theorem enables the incorporation of prior information in 
parameter estimation. According to Bayes’ theorem, the posterior probability of crashes is correlated 
with the likelihood of observed crashes as well as prior information about the predicted crash mean:  
[ | ] [ ]
[ | ]
( )
P Y
P Y
m y dy
  
 

                                    Equation (2.3) 
where: P[µ|Y], P[Y|µ] and π[µ] are referred to as the posterior, the likelihood and the prior 
respectively and ∫m(y)dy is the marginal distribution of observed crash data. Bayes’ theorem is often 
operationalised using Markov Chain Monte Carlo (MCMC) sampling (Washington et al., 2011). 
MCMC offers a significant advantage in the application of Bayes’ methods in that complicated 
likelihood functions and posteriors can be considered in model estimation more readily than using 
maximum likelihood or similar approaches. While the details of MCMC are available in (Washington 
et al., 2011), the basic notion is that samples are randomly drawn from prior distributions and 
combined with the likelihood (i.e. data) to obtain sampling-based estimates from the posterior. Of 
course, there is no such thing as a ‘free lunch’ and so MCMC is generally less efficient than maximum 
likelihood methods for obtaining parameter estimates; thus, usually yielding larger prediction 
intervals (equivalent to confidence interval in maximum likelihood estimation) around parameter 
estimates. There are also interpretive advantages of the Bayesian approach—especially when 
informative priors are used—but these advantages are often overlooked in favour of the 
computational advantages.  
In pursuing robust and state-of-the-art models for predicting expected safety performance, much 
research has focused on the statistical characteristics or performance of models, addressing topics 
including the commonly observed over-dispersion of crash data, a preponderance of zeroes, 
unobserved spatial and temporal heterogeneity, outcome correlation and modelling of crash severity 
to name a few. Interested readers should consult (Lord and Mannering, 2010), (Savolainen et al., 
2011) and (Mannering and Bhat, 2014) for extensive reviews of the evolution of statistical models of 
crash data, their shortcomings, methodological frontiers and future directions.   
The outcome of SPFs—whether estimated via MLE or Bayesian estimation—is the predicted mean 
crash count of a transport network location, often interpreted to reflect the unobserved true safety of 
the site. The observed crash count at the same site is an indicator of how the site is performing with 
respect to safety (in a given observation period) relative to how it should perform, as predicted by an 
SPF (Hauer, 1996a; Hauer, 1997). This method, sometimes referred to as ‘excess crash counts’, aims 
to identify as blackspots those sites with significantly lower predicted compared to observed crash 
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counts. Other studies have compared the observed crash count of a site with the predicted mean crash 
count of a sample or comparison group of sites which are similar to the crash location (McGuigan, 
1981; McGuigan, 1982). The differences between these two approaches really depends on how many 
covariates are included in the SPF for predicting expected safety—a small number of predictors (e.g. 
AADT only) will usually include a large number of similar or comparison sites, whereas a large 
number of predictors (e.g. shoulder width, median type, lane width, etc.) will limit the comparison 
sites to very few, ‘similar’ sites. Another selection criterion has been developed in the Bayesian 
estimation of SPFs in which a predefined threshold value is set in determining the posterior 
probabilities. Blackspots are then identified as those locations with higher posterior probability of 
exceeding a threshold value. This method is referred to as the Bayesian probability of excess 
(Heydecker and Wu, 2001). 
2.2.3 Empirical Bayesian Approach 
Classical or frequentist models of crash risk (i.e. estimation of SPFs) attempt to capture the 
uncertainty in crash occurrence within and across sites by fitting probability distributions to these 
crashes. One aspect of this uncertainty is that ‘excess crashes’ (i.e. observed crashes exceed expected) 
in any period are likely to ‘regress to the mean’. In other words, sites that appear to perform worse 
than average in an observation period are likely to improve in the subsequent period as a statistical 
artefact. The more outlying a site is with respect to expected safety performance, the larger the 
anticipated RTM effect in the subsequent observation period. So predicting how a site should perform 
in the future should account for RTM. This fundamental notion of combining information from 
comparison sites and the variance of crashes ‘within’ a site led to the development of the Empirical 
Bayesian (EB) approach, which is the most common BSI approach for accurately predicting the future 
safety performance of a site (Hauer, 1997). The EB approach is an analytically simplified version of 
Bayesian estimation.  
Parameter estimation in the EB approach is accomplished by simplifying the Bayesian rule into 
a proportion relationship between the posterior and the product of likelihood and prior: 
[ | ] [ | ] [ ]P Y P Y     
The EB estimator is a weighted sum of the predicted mean value and the observed mean and variances 
of observations such that: 
1 2( )EB w y w                           Equation (2.4) 
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where μ is the predicted crash count and y is the observed (empirical) crash count, k is a constant for 
a given model that is estimated during the SPF calibration process, and  w1 and w2 are weights 
calculated based on the mean and variance of the SPF estimate (Persaud et al., 2010). Parameters of 
the EB model are achieved using maximum likelihood estimation.   
Common criteria for identifying blackspots when using the EB approach are the Potential For 
Improvement (PFI) and the Critical EB estimate methods. The PFI makes use of the difference 
between the EB estimate and the predicted crash mean (outcome of the SPF) for each site and ranks 
sites according to decreasing PFI. Sites with large, positive PFIs are identified as the most correctable 
‘potential’ blackspots (Montella, 2010). The second criterion makes use of the difference between the 
EB estimate of every location and the mean EB estimate of a reference population, which is fairly 
similar to the location as the critical EB estimate (EBc), where the locations with positive EBc are 
identified as blackspots (Cheng and Washington, 2008; Hauer, 1992; Hauer, 1996b; Hauer and 
Persaud, 1984; Persaud et al., 1999). 
Hauer and Persaud (1984), Persaud (1986), Higle and Witkowski (1988), Persaud and Hauer 
(1984) and other researchers have argued that the EB is superior compared to traditional approaches 
for identifying blackspots. Subsequently, researchers have applied the EB approach and compared it 
to the performance of other approaches (Cheng and Washington, 2005; Elvik, 2007; Elvik, 2008; 
Hauer, 1997; Hauer et al., 2002a; Mitra and Washington, 2007; Mitra et al., 2007; Park and Lord, 
2007; Persaud et al., 1999; Washington et al., 2011). All of these researchers conclude that the EB 
approach outperforms alternative approaches both in terms of the statistical goodness-of-fit on data 
as well as identifying crash blackspots. As a result, the EB remains the most widely used approach 
for identifying blackspots.  
Notwithstanding, some researchers have identified flaws with the EB approach. Carlin and Louis 
(2000) and Hauer (1997) argue that the use of crash history twice during the EB approach can lead to 
erroneous results. They indicate that the crash history is first used to calibrate the mean function and 
once again to determine the prior probability of crash mean (Carlin and Louis, 2000; Hauer, 1997). It 
is better to use a reference group to estimate the mean function and history for prior.  (Miaou and 
Lord, 2003) also demonstrate a shortcoming of the EB approach in capturing ‘uncertainty’ between 
covariates and safety. They argue that the point estimates of covariates in SPFs are fixed after model 
calibration and the uncertainty is merely presented by an over-dispersion term.  However, the 
calibration process is accomplished via crash data which are subject to uncertainty and thus point 
estimates should also be subject to uncertainty (Huang et al., 2009b). Hauer (1997) points to the 
weakness of the EB approach in capturing time-variant correlations among crashes from year to year.  
As stated previously, interpretative advantages and computational enhancements associated with 
Bayesian models have made these methods appealing to researchers and academics. One of the 
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important advantages of Bayesian estimation is its capability in handling computations of complex 
distributions and mixtures of distributions. Crash data are usually over-dispersed and one solution to 
capture over-dispersion is to allow randomness (ℰ0 which follows a probability distribution) among 
the crash means across observed sites. As crashes are Poisson-distributed, incorporating a random 
distribution into the mean function complicates regression model likelihood functions. The Bayesian 
methodology, combined with advances in simulation and computational techniques, such as MCMC 
simulation, have facilitated the use and testing of a wide range of distributions in crash modelling. 
Consequently, the choice of the distribution for ℰ0  is much less restricted (Washington et al., 2011), 
and more complicated likelihood functions are estimable using this approach. 
The Bayesian method directly estimates the posterior distribution by integrating the prior and 
data likelihoods relative to the marginal distribution (computing the integration in the denominator in 
Equation (2.3)). This approach accommodates a wide range of distributions to be considered as prior 
information and distribution of observed data. The Bayesian approach has several advantages over 
the EB method, including the incorporation of probability distributions rather than point estimates of 
means and variances. As expected, a Bayesian analysis reveals a distribution of outcomes (posterior 
distribution) rather than point estimates (Miaou and Lord, 2003). Another advantage of a Bayesian 
analysis is interpretation. The posterior distribution yields the probabilities of model parameters given 
the observed data, rather than the probability of observing the data given the model parameters—the 
conditional probability obtained from classical estimation techniques. This latter advantage is often 
lost on practitioners and researchers, despite it being a fundamental argument found in the early 
statistics literature, where Bayesian and classical statisticians often debated the merits of Bayesian 
estimation. Finally, MCMC estimation of Bayesian models often results in inflated standard errors 
compared to classical estimation techniques and thus are, in general, less efficient (Congdon, 2003).    
Some studies have compared the performance of the Bayesian and the EB approaches to identify 
blackspots and conclude that the Bayesian approach significantly outperforms the EB approach 
(Huang et al., 2009a) while others (Miaou and Lord, 2003) have found that the two approaches are 
comparable and thus it may not be worth the extra effort to adopt a Bayesian analysis as it complicates 
modelling. The Bayesian approach is recommended in cases involving relatively small numbers of 
comparison groups for the SPF calibration (Persaud et al., 2010). Even though the Bayesian approach 
provides a more flexible platform for parameter estimation and model calibration, the EB approach 
remains appealing due to the ease of implementation. The ultimate decision on estimation approach 
taken is thus a function of sample size, complexity of assumed theoretical distributions, complexity 
of functional form of SPF and importance of the analysis.  
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2.2.4 Spatial Approaches 
Because SPFs often suffer from omitted variables the unobserved effects of spatial influences are 
often statistically significant in crash models. For example, collisions with wild animals occur in 
locations with close proximity to animal populations (e.g. deer, kangaroos, etc.). It is difficult to 
include a variable that could explain the increase in crash count caused by proximity to wild animals, 
and so inclusion of a spatial variable will often pick up unobserved spatial effects. Other unobserved 
spatial effects include, but are not limited to, micro-climates (wind, rain, icing, etc.), glare and land 
use effects not captured by other variables (e.g. number of vehicles entering a parking lot). Proximity 
to drinking establishments and high pedestrian activity zones may also be partially captured through 
spatial effects.   
The general approach for estimating unobserved spatial effects is to spatially search for clusters 
of locations with similar effects on crash count prediction (or severity). The nearest neighbour and 
the Kernel density estimation (or grid-based) methods were initially introduced to perform spatial 
analysis (Levine et al., 1995). Such methods were capable of identifying high crash count sites within 
a certain distance from a centroid. However, they are based on point coordinates and do not take into 
account attributes of crash locations. To address this drawback, spatial statistical auto correlation 
techniques were introduced to test for spatial correlation between various crash locations as well as 
their specific attributes (Mitra, 2009). Moran’s Index, Geary’s ratio, Local Indicators of Spatial 
Associate (LISA), time lag between events, Network Distance Weighted Clustering (NDWC) and K-
means clustering are among such tools that have been applied to evaluate the possible auto correlation 
of crash locations, grouping them based on their similarity or dissimilarity in crash occurrence and 
their contributing factors (Mitra, 2009). Ultimately, crash sites which reveal strong correlation within 
close proximity to one another are clustered together and identified as blackspots. For additional detail 
on spatial analysis tools the reader is referred to Anderson (2009), Mitra (2009) and Prasannakumar 
et al. (2011).  
Although the spatial approach represents a supplemental path for identifying crash blackspots 
based on their spatial attributes, the approach in practice is a band-aid solution to address the omission 
of important variables that are correlated across space. More specifically, it makes no sense that a 
spatial coordinate would itself have an effect on crashes—it is an observed effect that resides at that 
spatial coordinate that is captured by the coordinate.  
2.2.5 Severity-Based Approaches 
Incorporating crash severity into SPF estimation has been another focus of BSI methodological 
development. The motivation for incorporating severity into BSI methodology is that the societal 
impact and harm is measured not by the number of crashes but by severity of crashes and their 
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differential costs and impact on society.  Such severity levels range between property-damage-only 
(PDO) crashes, where no-one is injured, to fatalities where lives are lost. As such, it is argued that 
severity should be taken into account when identifying the most potentially harmful network 
locations. Thus, it is argued that methods that ignore severity are not able to identify hotspots that are 
most harmful to society (Deacon et al., 1974). Accordingly, numerous studies have examined and 
incorporated crash severity in the context of BSI procedures. These studies can be categorised into 
three main groups, including: multivariate SPFs, mixed models and EPDO. 
The first category is similar to the SPF approach, with a difference being that crash severities are 
separated and their counts considered simultaneously in a multivariate regression analysis (Aguero-
Valverde and Jovanis, 2009; Park and Lord, 2007). In this approach the risk indicators (predictors of 
crash counts) are similar but different for each severity class—differing both in estimates of 
parameters and the subset of included predictors.   
The second category combines crash severity probabilities (predicted by logit or probit models) 
with the total predicted crash count at every site (obtained from count models) to obtain estimates of 
crash count by severity category. Although traditional severity analysis of crashes focuses on the 
probability of different crash severities across individuals, some recent studies have used site-specific 
covariates in an unordered mixed multinomial logit (Milton et al., 2008) and an ordered fractional 
split probit platform (Yasmin et al., 2016),  to derive the proportions of certain injury-severity 
categories (PDO, minor injury, major injury and fatalities) across sites. The difference between such 
approaches and recent site-level severity modelling methodologies is that these site-specific predicted 
proportions of injury crashes have the potential to differentiate among crash counts of different 
severity levels at each site. As such, a few studies have combined site-specific predicted proportions 
of injury crashes with the total crash count at a site (Miranda-Moreno et al., 2009; Yasmin and Eluru, 
2018). Since total crash count is still used in these models to determine different portions of certain 
severities, this second category is applicable to any BSI approach which yields a total crash count 
indicator of the risk, including the EB approach.  
In the third approach of incorporating crash severity, the count of crashes for different severities 
is converted to an equivalent PDO count by applying weights based on average cost ratios by severity. 
For example, the average fatal crash may cost 1000 times more than the average PDO crash, and thus 
is weighted by a factor of 1000—or is equivalent to 1000 PDOs. Subsequently, the weighted sum of 
all types of crashes at each site is used as the measure of crash risk and forms the basis of SPF 
modelling. This approach, not surprisingly, is referred to as the EDPO approach (Oh et al., 2010). 
The selection threshold criteria for the EPDO approach is referred to as the excess EPDOs 
(Washington et al., 2014). The expected EPDO of a site is compared to its observed EPDO and the 
results are ranked accordingly. The sites with the largest excess EPDOs are identified as blackspots. 
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Such a calculation has the same shortcomings as naïve classical approaches (i.e. not accounting for 
RTM). An alternative approach is to calculate EB estimates distinctly for each severity level, generate 
Potential for Improvements (PFIs) (as stated later in the chapter) and then apply EPDO weights to the 
PFIs of different levels. Ultimately, the weighted sum of all PFIs at each site may then be used to 
identify blackspots (Manual, 2010).  
Recently, some studies have investigated a BSI methodology using a categorical severity analysis 
(Ferreira and Couto, 2012; Ferreira and Couto, 2013). However, there is a significant need to test and 
compare the efficiency of such methods against current approaches using objective criteria. 
2.2.6 Continuous Risk Profile Approach 
Important assumptions underlying most BSI methods are that crashes occur independently at each 
individual transport network location, crash rates are constant over each individual segment for an 
observation period (e.g. one year), and the causes of crash occurrence are independent of each other 
at different network locations (Chung and Ragland, 2009). These assumptions may be violated on 
roadway segments in certain fairly common circumstances. For example, the risk of crash occurrence 
at a particular location could be influenced by a variety of factors at other potential locations, such as 
upstream congestion or a downstream crash. These secondary crashes are spatially correlated on the 
transport network. Another assumption that arises as a consequence of the way methodologies are 
applied is that blackspots are fixed-length locations in accordance with segment lengths used for 
analysis. So, for example, in a blackspot analysis that employs 1 km segment lengths, blackspots that 
are associated with point locations (e.g. a poorly placed utility pole) and blackspots that arise from a 
design deficiency over considerable distance (such as lack of a median barrier) are too short and too 
long respectively for conventional BSI approaches to efficiently identify.  
These limitations have led to the development of ‘moving-window’ approaches, including the 
sliding average window approach (Kwon et al., 2012), the CRP approach (Chung et al., 2011) and 
the peak searching algorithm approach (Hauer et al., 2002a). In these approaches, the aim is to 
monitor crash rates\expected frequency over a fixed\dynamic length of roadway segments called 
‘windows’ as shown in Fig. 2(a). In the first two approaches—sliding average window and CRP—
crash rates at each location (for example d) are averaged over the desired road segment within the 
window. The window is then moved from the beginning (dstart) to the end (dend) of the roadway 
segment and the methodology ‘looks for’ crash peaks. Subsequently, as depicted in Fig. 2(b), a 
predetermined threshold is utilised and locations of the network, which show higher crash rates than 
the threshold, are identified as blackspots and flagged for further investigation. The naïve use of crash 
rates in these two approaches, however, does not account for the RTM effect and also ignores the 
nonlinear relationship between crashes and traffic volume.  
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(a): Hypothetical roadway segment with the fixed window for assessing CRP 
 
(b): CRP for the hypothetical roadway segment 
Figure 2.2 The CRP Approach to Identify Blackspots (Chung and Ragland, 2009) 
A third approach (i.e. the peak searching algorithm) makes use of expected crash count (the output 
from SPFs) and thus addresses this shortcoming. In addition, the precision of network screening is 
enhanced by comparing the coefficient of variation (rather than expected frequency) at each site to a 
predetermined threshold. Those sites with a coefficient of variation more than the threshold are then 
identified as blackspots—yielding two simultaneous blackspot identification thresholds (Task, 2002).  
2.3 IDENTIFIED RESEARCH GAPS 
Significant effort has been dedicated to develop BSI methodologies during the past five decades. A 
review of the literature shows that such methodological approaches can be synthesized in six main 
categories including naïve classical, safety performance functions or crash prediction models, 
Empirical Bayesian and Bayes, severity-based, spatial, and continuous risk profile approaches. These 
BSI methodological approaches have evolved based on fundamental theoretical assumptions (i.e. 
crash risk definition, differential crash risk, and single risk source presumption for crash causation) 
which have never been questioned, reviewed and possibly revised. These theoretical assumptions 
which are manifested in all of the BSI methodological approaches has resulted in critical research 
gaps in the BSI theoretical and methodological developments. These research gaps are as follows:   
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Research Gap: non-operational crash contributing factors and their unobserved effects have not been 
explicitly incorporated into the BSI.   
The review of the literature in transportation safety shows that the nature of such contributing factors 
is likely to reflect geometric characteristics of the road, spatial effects of the surrounding 
environment, and human behavioural factors. More than 50% of crashes are primarily the result of 
human error (Rumar, 1985), and many studies emphasize the effects of spatial features of the transport 
network on crash occurrence (Aguero-Valverde and Jovanis, 2007; Mitra and Washington, 2012; 
Mitra et al., 2007), however, in current modelling, the contribution of the two latter sources of crash 
variability is either neglected or potentially misestimated. Thus, their effects may have been 
mistakenly attributed to the included operational factors, resulting in biased parameters. 
Although the EB method (section 2.2.3) could partially capture the effects of non-operational 
(unobserved) contributing factors by incorporating a history of crash counts into the predictions, these 
factors have not been explicitly incorporated into the BSI. Indeed, although the origins of unobserved 
features of the transport network are not differentiated from the observed operational factors, their 
influence could be partially accounted for via the EB approach. 
Research Gap: crashes may not be the outcomes of a single source of risk, but may be the outcomes 
of multiple sources of risk at a site.   
The literature review showed that all of the BSI approaches make use of total crash counts (either 
observed, predicted or a combination of these two) arising from a single source of risk. However, 
crash occurrence may be more complex than can be adequately captured by a single source of risk. 
The total crash count recorded at a transport network location (e.g. road segment) may arise from 
multiple simultaneous and inter-dependent sources of risk, rather than one. Each of these sources may 
uniquely contribute to the total observed crash count. For instance, a site’s crash occurrence may be 
dominated by contributions from driver behaviour issues (e.g. speeding, impaired driving), while 
another site’s crashes might arise predominately from design and operational deficiencies such as 
deteriorating pavements and worn lane markings. 
To highlight the two identified research gaps in the literature, a summary of empirical research 
conducted in the past five decades associated with each BSI theoretical assumption is presented in 
Tables 2.1 to 2.3 along with the corresponding methodological approaches adopted to date. 
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Table 2.1 Empirical research and methodological approaches associated with the 1st theoretical 
assumption underlying BSI: crash risk definition  
Empirical Research Adopted Methodological Approach 
 
(Deacon et al., 1974; Elvik, 2008; Elvik, 2007; Hauer, 
1986; Hauer, 1996b; Hauer, 1997; Hauer et al., 2004; 
Hauer and Persaud, 1984; Higle and Hecht, 1989; 
Maher and Mountain, 1988; Montella, 2010; Smeed, 
1955; Smeed, 1974; Stokes and Mutabazi, 1996; 
Zegeer, 1986) 
 
Used crash counts as the measure of risk and 
traffic volume as the meausre of exposure in the 
naïve approach: crash freuqency, crash rate, 
and/or Equivalent Property Damage Only 
(EPDO). 
(Abbess et al., 1981; Anastasopoulos and Mannering, 
2009; Elvik, 2008; Elvik, 2007; Hauer, 1986; Hauer, 
1996b; Hauer, 1997; Hauer et al., 2004; Hauer and 
Persaud, 1984; Heydecker and Wu, 2001; Higle and 
Hecht, 1989; Higle and Witkowski, 1988; Huang et 
al., 2009b; Lan and Persaud, 2011; Lyon et al., 2007; 
Maher and Mountain, 1988; Miaou and Song, 2005; 
Miranda-Moreno, 2006; Miranda-Moreno et al., 2005; 
Mitra and Washington, 2007; Montella, 2010; Persaud 
et al., 1999; Tarko and Kanodia, 2004; Vadlamani et 
al., 2010; Washington and Haque, 2013; Poch and 
Mannering, 1996) 
Used predicted mean of crash counts as the 
measure of risk obtained from a single equation 
regression analysis wherby traffic volume is the 
measure of exposure and operating engineering 
factors are the other crash contributing factors. 
(Qin et al., 2010; Washington et al., 2014) Used predicted quantiles of crash counts as the 
measure of risk obtained from a quantile 
regression analysis whereby traffic volume is 
the measure of exposure and operating 
engineering factors are the other crash 
contributing factors. 
 
(Castro et al., 2012; Park et al., 2014; Zou et al., 2014) 
 
Used predicted  mean of crash counts as the 
measure of risk obtained from Latent Class 
(LC)/Finite Mixture regression analysis wherby 
traffic volume is the measure of exposure and 
operating engineering factors are the other crash 
contributing factors. 
 
(Bedard et al., 2002; Quddus et al., 2002; Shankar and 
Mannering, 1996; Ulfarsson and Mannering, 2004; 
Zajac and Ivan, 2003; Zhang et al., 2000; Ma and 
Kockelman, 2006; Ma et al., 2008; Park and Lord, 
2007; Ye et al., 2009; Aguero-Valverde and Jovanis, 
2009) 
Used multivariate regression analysis to model the 
mean of various crash severities separately 
(Miranda-Moreno et al., 2009; Milton et al., 2008) Combined the outcome of severity analysis with 
count models (mixed modelling) to model the 
mean of various crash severities separately 
(Blincoe et al., 2002; Layton, 1996; Oh et al., 2010; 
Deacon et al., 1974; Tamburri et al., 1970; Taylor and 
Thompson, 1977; Washington et al., 2014) 
Used Equivalent Property Damage Only (EPDO) 
to model the mean/quantiles of various crash 
severities separately by giving them different 
weights 
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Table 2.2 Empirical research and methodological approaches associated with the 2nd theoretical 
assumption underlying BSI: differential crash risk 
Empirical Research Adopted Methodological Approach 
 
(Smeed, 1949; Smeed, 1955; Norden et al., 1956) 
 
First recognized crash risk variability over the 
network caused by differences in population, 
roadway characteristics and enviroenmental 
confditions. 
(Hauer, 1986; Bauer and Harwood, 2000; Hadayeghi 
et al., 2003; Hauer, 1997; Miaou and Lord, 2003; 
Miaou and Song, 2005; Abbess et al., 1981; 
Anastasopoulos and Mannering, 2009; Elvik, 2008; 
Elvik, 2007; Hauer, 1996b; Hauer et al., 2004; Hauer 
and Persaud, 1984; Heydecker and Wu, 2001; Higle 
and Hecht, 1989; Higle and Witkowski, 1988; Lyon 
et al., 2007; Maher and Mountain, 1988; Miranda-
Moreno, 2006; Miranda-Moreno et al., 2005; Mitra 
and Washington, 2007; Montella, 2010; Tarko and 
Kanodia, 2004; Vadlamani et al., 2010; Washington 
and Haque, 2013) 
Used Crash Preediction Models (CPMs) or 
Safety Perfromance Functions (SPFs) to 
capture crash risk variability based on crash 
contributing factors. 
(Cheng and Washington, 2008; Cheng and 
Washington, 2005; Elvik, 2007; Elvik, 2008; Hauer, 
1992; Hauer, 1996b; Hauer, 1997; Hauer et al., 
2002b; Hauer et al., 1991; Mitra and Washington, 
2007; Park and Lord, 2007; Persaud et al., 1999; 
Vadlamani et al., 2010; Miaou and Lord, 2003; 
Miaou and Song, 2005) 
Used Empirical Bayesian (EB) estimate to 
combine predicted mean of crash counts with 
observed crash counts to capture crash risk 
variability. 
(Carlin and Louis, 2000; Hauer, 1997; Miaou and 
Lord, 2003; Huang et al., 2009a; Lan and Persaud, 
2011) 
Used Full Bayesian (FB) estimation to improve 
predicted mean of crash counts for capturing 
crash risk varioability 
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Table 2.3 Empirical research and methodological approaches associated with the 3rd theoretical 
assumption underlying BSI: single risk source presumption for crash causation 
Empirical Research Adopted Methodological Approach 
 
(Hauer, 1986; Hauer, 1992; Hauer, 1997; Joshua and Garber, 
1990; Miaou et al., 1992; Miaou and Lum, 1993a; Miaou and 
Lum, 1993b; Hausman et al., 1984; Jones et al., 1991; Jovanis 
and Chang, 1986; Bauer and Harwood, 2000; Lyon et al., 
2003; Oh et al., 2003; Vogt and Bared, 1998; Ardekani et al., 
1992; Abbess et al., 1981; Anastasopoulos and Mannering, 
2009; Elvik, 2008; Elvik, 2007; Hauer, 1996b; Hauer et al., 
2004; Hauer and Persaud, 1984; Heydecker and Wu, 2001; 
Higle and Hecht, 1989; Higle and Witkowski, 1988; Huang 
et al., 2009b; Lan and Persaud, 2011; Lyon et al., 2007; 
Maher and Mountain, 1988; Miaou and Song, 2005; 
Miranda-Moreno, 2006; Miranda-Moreno et al., 2005; Mitra 
and Washington, 2007; Montella, 2010; Persaud et al., 1999; 
Tarko and Kanodia, 2004; Vadlamani et al., 2010; Cheng and 
Washington, 2008; Cheng and Washington, 2005; Congdon, 
2007; Hauer et al., 2002b; Hauer et al., 1991; Park and Lord, 
2007; Miaou and Lord, 2003; Huang et al., 2009a; Rusli et 
al., 2018) 
 
Used single equation regression 
analysis to model the mean of crash 
counts as an outcome of a single 
equation 
(Washington et al., 2014; Hewson, 2008; Koenker and 
Hallock, 2001) 
Used single equation quantile 
regression analysis to model different 
quantiles of crash counts as an outcome 
of a single equation 
 
 
2.4 CHAPTER SUMMARY 
Blackspot identification approaches developed during the past five decades can be categorized into 
naïve classical, safety performance functions or crash prediction models, Empirical Bayesian and 
Bayes, severity-based, spatial, and continuous risk profile approaches. A thorough literature review 
was presented in this chapter to show that these BSI methodological approaches are all based on 
fundamental theoretical assumptions which have never been questioned, reviewed and possibly 
revised. These theoretical assumptions including crash risk definition, differential crash risk, and 
single risk source presumption for crash causation have resulted in critical research gaps in the BSI 
theoretical and methodological developments. The chapter ended by presenting these research gaps 
which are exclusion of non-operational crash contributing factors and their unobserved effects from 
BSI and neglecting the possibility that crashes are the outcomes of multiple sources of risk at a site.
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Chapter 3: Research Design 
This chapter describes the research design in this dissertation to achieve the research aim and 
objectives stated in section 1.5 of Chapter 1. It first presents the research hypothesis and the 
theoretical development for crashes arising from multiple sources of risk. It then presents the 
methodological approach corresponding with the hypothesized theory and two modelling alternatives 
to demonstrate the applicability of the multiple risk source methodological approach. Finally, it 
presents the extension of the multiple risk source model to the joint model of crash count and cash 
severity as one way of incorporating crash severity into the blackspot identification. 
3.1 THEORETICAL DEVELOPMENT OF CRASHES ARISING FROM MULTIPLE 
SOURCES OF RISK 
It is hypothesised that unobserved heterogeneity exists in observed crash counts at transport network 
locations, not explained by single equation Poisson regression models and their variants. To capture 
this unobserved heterogeneity, it is postulated that the total observed crash count at transport network 
location i and observation period t, is generated by multiple underlying and distinct sources of 
contributing factors (e.g. engineering, unobserved spatial, driver behavioural, etc.). Figure 3.1 
illustrates the proposed data generating process for total crashes at a single transport network location, 
using a Venn diagram rather than a Swiss cheese model. In the diagram, crashes (depicted by solid 
dots) can arise from a single source (depicted as circles) or an intersection of sources (overlapping 
circles). For example, an intoxicated driver may lose control of a vehicle and crash due to a sub-
standard pavement surface.  
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Figure 3.1 Multiple risk source model of crashes occurring at a transport network location  
Conceptually, these multiple risk sources contribute differentially to total crashes at each site (and 
across sites), resulting in multiple proportions of the total crash count whose contributions (ϴjit) sum 
to unity, such that: 
jit jit itY Y     and   
1
1
J
jit
j


                              Equation (3.1) 
where 
itY  is the total crash count and jitY  is the proportion of total crash count at site i arising from 
risk source j in observation period t. The number of distinct risk sources (J) at crash sites should be 
justified based on knowledge of the underlying data generating process, such that each source 
influences the risk of crash occurrence independently (although interdependently through 
interactions) and thus is modelled as independent sources of risk with interaction terms included. 
Moreover, the shared reliance on traffic exposure of potential risk sources necessarily gives rise to 
interaction of sources.  
Important to consider is that all identified risk sources may not contribute to crashes at a particular 
site and observation period. This lack of risk source contribution is not surprising, as a large number 
of transport network locations experience zero recorded crashes in any given observation period—
and also observed (non zero) crashes at a site may arise from less than J risk sources. As an example, 
there could be no roadway design related crashes at a site in a given observation period, with all 
recorded crashes attributable solely to driver behaviour. This possibility in the postulated model is an 
important consideration in the selected econometric methodology and model system specification. It 
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is worth noting that single equation random parameters models may allow for nil variable effects on 
crash counts; however, they do not allow for multiple risk sources.  
Finally, from a pragmatic perspective, it is difficult to objectively determine the primary 
(predominant) cause of a crash at a network location. For example, consider a fatal crash in which a 
driver’s fatigue caused the vehicle to deviate from a sharp horizontal curve with no guardrail. 
Although one may conclude that an engineering deficiency contributed to the crash (based on the 
evidence at the crash scene), objectively identifying the predominant cause of the crash in practice is 
often difficult and inconclusive. This lack of ability to identify multiple sources of risk is more evident 
when considering complex driving behavioural factors such as mobile phone distraction. As such, 
risk source interactions and endogeneity are used in this dissertation as analytical mechanisms to 
capture this additional complexity in multiple risk source theory for crash causation (more on this in 
the following section). 
3.2 METHODOLOGICAL APPROACH FOR THE MULTIPLE RISK SOURCE 
THEORY 
Assuming that 
itY  is the total number of observed crashes at site i, time period t, summed across risk 
sources j, it is postulated that each risk source is responsible for contributing a crash count to the total 
observed crashes, with corresponding counts (and proportions) that are unobserved, or latent. A 
starting point for determining these latent probabilities is to first utilize the probability of sum total 
crash count observed across sites (
itY ), which has consistently been shown to be approximately 
Poisson distributed with mean 
it : 
 ~it itY Poisson    
A latent mixture modelling methodology is developed to link multiple risk sources with the mean of 
the Poisson distribution. The latent mixture approach requires the decomposition of the mean function 
of the Poisson distribution (
it ) into its multiple mixture components:  
1
J
it jit
j
 

      and     jit jit it                                                                        Equation (3.2) 
where   
J
j jit1
1  and ωjit is the proportion (or weight) of the total predicted crash count at site i and 
time period t attributed to latent risk source j. Assuming exponential functions for the decomposed 
means of the Poisson distribution, each of the above-mentioned predicted means is a function of a 
variety of contributing factors associated with the unique risk source: 
1
0 exp( )jit it j jitF X
                                                   Equation (3.3) 
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where 
itF  is the measure of exposure, jitX  are explanatory variables for risk source j at site i during 
time period t, and 
0 , 1  and j  are estimated regression parameters. Because exposure to traffic 
plays a fundamental role in crash occurrence (Qin et al., 2004; Hauer, 1982), it is included in risk 
sources with a generic regression parameter (Miaou and Lord, 2003). 
From here on, two different modelling techniques are used to demonstrate the applicability of the 
multiple risk source methodological approach. Each of these two modelling techniques has unique 
properties which are discussed in the following. 
3.2.1 Bayesian Latent Mixture Model of Motor Vehicle Crashes Arising From Multiple 
Sources of Risk 
As stated previously, the identified risk sources may have varied contributions to crashes at a 
particular site and observation leading to varied mixture weights for risk sources over the network. A 
fundamental modelling complexity in estimating the mixture weights is that the crash proportions (
jitY ) are latent at a site and so their contributions to the total crash count (ϴjit) are unknown. Thus, 
theoretically there could be infinite number of solutions (combinations of ωjit) that can form the total 
predicted mean of crash counts. A potential solution to this modelling complexity is using empirical 
knowledge about mixture weights and manually searching for various possible combinations of latent 
mixtures through the feasible space. For example, it is known from the literature that behavioural 
factors result in 50% to 90% and spatial factors result in 5% to 10% of total crash count (Mitra and 
Washington, 2012; Rumar, 1985). This prior information about mixture weights can help shrinking 
the total searching space for such parameters into a very narrow space which can help overcome the 
identification problem. 
One way of incorporating the prior information about the contribution of risk sources to the total 
crash count, is to specify the mixture weights in a model, assigning informative priors to these 
weights, and estimate the model in a Bayesian framework where the parameters are estimated by 
maximizing the combination of the likelihood and the prior. To do so, the total predicted crash count 
(
it ) can be re-written as a weighted sum of its multiple mixture components:  
1
1
( )
J
jit
it
j jitJ





                                      Equation (3.4) 
These specified mixture weights (ωjit ) are the estimates of observed weights (ϴjit in Equation 3.1) 
illustrating the contribution of each latent risk source to the total observed crash count. It is re-
emphasized that the specified mixture weights vary from site to site (subscript i in ωjit) causing further 
complexity in model estimation. To avoid such complexity, mixture weights for every site are drawn 
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from probability distributions (e.g. Normal distribution) and informative hyper priors are assigned to 
the parameters of their distributions. 
Because of unobserved heterogeneity across sites, crash data in aggregate (i.e. from multiple 
sites) are often over-dispersed relative to the Poisson distribution. As such, a variety of extensions to 
the Poisson regression model are routinely used to develop safety performance functions. Poisson 
lognormal is one of these extensions that is commonly used in the literature for crash data (Aguero-
Valverde, 2013; Lord et al., 2005). In adopting this model and to account for over-dispersion of 
crashes, error terms (
jit ) are added to the mixture components of the total predicted crash count: 
1
0 exp( )jit it j jit jitF X
                                        Equation (3.5) 
These error terms (which are independent of all covariates) are allowed to co-vary between risk 
sources to account for the unobserved factors that are common among risk sources (i.e. risk source 
interactions). This mechanism to capture unobserved heterogeneity is achieved by assigning a 
Multivariate Normal distribution to the random terms. The probability density function of the over 
all model can then be stated as in the following hierarchical structure: 
exp( )
( | , , , , )
!
yit
it it
it it
it
P Y y
y
 
    

                                             Equation (3.6) 
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
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   
1
0 exp( )jit it j jit jitF X
      
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where ( )jf  is the probability distribution function of mixture weights with parameter vector j ,   
is the vector of mean values for random terms,  is the variance-covariance matrix and the remaining 
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notations are as previously described. The likelihood function of this complex model can be obtained 
by: 
1 1
( | , , , , )
T N
it it
t i
l P Y y     
 
                                    Equation (3.7) 
where l is the likelihood of observing crash data over the entire network and across all time periods, 
N is the number of observations, T is the number of time periods (e.g. years). As stated succinctly and 
to incorporate the prior knowledge about the contribution of each risk source to the total crash count, 
the model is calibrated in a Bayesian framework where regression parameters are estimated by 
maximizing the combination of the likelihood (Equation 3.7) and prior distributions for regression 
parameters (more on this in the results section). This model is referred to as the Bayesian Latent 
Mixture (BLM) model in this dissertation. 
In Bayesian inference, Deviance Information Criterion (DIC) and Bayesian Information Criterion 
(BIC) are used as performance measures to compare goodness of fit between competing models:   
2 2DIC LL P                                          Equation (3.8) 
2 ( )BIC LL pLog N                                                    Equation (3.9) 
where LL is the log likelihood of the model at convergence,  p and n are the number of estimated 
parameters and the number of observations respectively. The model with the lowest DIC and BIC 
values outperforms the other models (Huang et al., 2009b; Washington et al., 2011).    
3.2.2 Joint Econometric Model of Motor Vehicle Crashes Arising from Multiple Sources of 
Risk 
Another modelling complexity in the latent mixture methodological approach is that covariates across 
risk sources may be endogenous. To illustrate, a prior study conducted by the authors showed that the 
likelihood of speeding by drivers is associated with radius of horizontal curves, the percentage of 
heavy vehicle traffic, and the presence of a divided median (Afghari et al., 2019). Thus speeding, 
which is a driver behavior source of risk, and may contribute to crashes, is endogenous with roadway 
design and operational factors. Including endogenous factors into two distinct risk sources—say 
driver behavior and roadway design related crashes—without capturing their endogeneity is incorrect, 
and in such cases simultaneous equation models are needed (Kim and Washington, 2006; Washington 
et al., 2011). As such, a simultaneous equation modelling technique is employed in this section to 
account for the possible endogeneity across risk sources. 
Recall from the latent mixture methodological approach the total predicted mean of the Poisson 
distribution as the sum of its constituent components: 
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1
J
it jit
j
 

  
where 
1
0 exp( )jit it j jitF X
     
To start constructing the second modeling approach, a generic (common among risk sources) error 
term ( it ) is added to the mixture components of the total predicted mean of the Poisson distribution: 
0 exp( )ijit it ji jit itF X
                                      Equation (3.10) 
where exp( )it follows a Gamma distribution with mean 1 and variance 
1
   . In addition, to account 
for unobserved heterogeneity that arises from variable factor effects, model parameters ( ji ) are 
allowed to vary across sites. Such a model specification is referred to as Random Parameters Negative 
Binomial (Anastasopoulos and Mannering, 2009) in which parameters are assumed to follow 
probabilistic distributions (e.g. Normal, Uniform, Triangular, etc.). Note that parameters are fixed 
across time to account for multiple observations at a site during different time period (i.e. panel data 
setting) among observations. Replacing the mean of the Poisson distribution with the sum of its 
constituent components specified in Equation (3.10), the probability of observing total crashes is: 
| ,
( )
( , ) ( )
! ( )
it
it it
it it
it it it
y
y
P Y y f
y


  

     

 
   
    
    
β β                                  Equation (3.11) 
where (.)  is the gamma function and )(βf is the probability density function of the model 
parameters. 
Now, let jit
ex  represent an explanatory variable within risk source j with possible endogeneity. 
A set of instrumental variables jitz  is employed that is highly correlated with jit
ex  in a structural 
equation such that: 
jitjitjjit
e zgx   ),(ˆ                                     Equation (3.12) 
where jit
exˆ  is the predicted value of the endogenous variable, j  is the set of estimable parameters 
and jit  is the random error term within the structural equation, following the standard Normal 
distribution. The functional form of the structural equation, (.)g  is left to the analyst and should be 
defined based on the characteristics of the original endogenous variable represented by the 
instruments (e.g. definite positive). The original endogenous variable jit
ex  is then replaced by its 
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predicted value ( jit
exˆ ). In contrast with two-stage regression models, this replacement is achieved 
in a joint optimization of the overall model. The joint density function of the overall model is 
expressed as: 
| ,
( )
( , , , ) ( ) ( )
! ( )
it
eit it
it it jit
it it it
y
y
P Y y f f x
y


  
  
     

 
   
    
    
β β           Equation (3.13) 
where )( jit
exf  is the probability density function of the endogenous variable. If there is more than 
one endogenous variables within risk sources, it is required to employ one structural equation per 
endogenous variable—increasing the number of corresponding density functions within the joint 
probability density function. The overall log-likelihood function (LL) of the joint model is obtained 
by integrating the joint density function over the entire set of random parameters, applying the 
logarithm transformation and summing it over observations to yield: 
| ,
1
( ( , , , ) )
N
it it
i
LL Log P Y y d

  

  β β                                                  Equation (3.14) 
To estimate this complex log-likelihood function, Maximum Simulated Likelihood Estimation is 
used where quasi random draws from Halton sequences are employed to simulate the densities of the 
random parameters (Bhat, 2001). The simulated log-likelihood function is expressed as: 
| ,
1 1
1
[ ( , , , )]
N S
S it it s
i s
LL Log P Y y
S
   
 
  β                                 Equation (3.15) 
where LLs is the simulated log-likelihood, S is the total number of Halton draws and sβ  are quasi-
randomly drawn parameters from normal densities of the sth Halton draw. It has been shown that this 
simulated maximum likelihood estimator is unbiased and consistent for a large number of draws 
(Munkin and Trivedi, 1999). 
Since the multiple risk source and the traditional single risk source models are not nested, their 
prediction abilities cannot be directly compared using goodness of fit measures such as Likelihood 
Ratio test, Akaike Information Criterion or Bayesian Information Criterion. As such, the two models 
are compared using global goodness-of-fit measures, including mean absolute deviance (MAD) and 
mean squared predictive error (MSPE). Suppose, ityˆ  is the mean of predicted crash counts for site i 
and time period t. The MAD and MSPE are calculated as (Washington et al., 2011): 
  |ˆ|
1
itit yy
N
MAD                                                  Equation (3.16) 
  2)ˆ(
1
itit yy
N
MSPE                                                                           Equation (3.17) 
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where N donates the total number of observations (road segments and time periods). Models with 
relatively low MAD and MSPE are generally regarded as superior model in terms of statistical fit 
(Washington et al., 2011). It is recognized, however, that these two measures of fit are not penalized 
for the number of estimated parameters and so they are not capable of accounting for model 
complexity. Moreover, statistical fit should never be the sole criterion for preferring one model to 
another—and thus goodness of fit as well as qualitative measures are used to assess overall model 
performance. For example, Cumulative Residual (CURE) plots is one of these qualitative measures 
which is a helpful tool in demonstrating a model fit with respect to its covariates and identifying 
potential and systematic bias e.g. over/under prediction (Hauer, 2015). A superior fit occurs when the 
plots oscillate close to zero. Excess oscillations above/under the zero axis, on the other hand, are a 
sign of under/over prediction. In addition, a less biased model has an approximately equal amount of 
positive and negative residuals. 
3.3 INCORPORATION OF CRASH SEVERITY INTO THE MULTIPLE RISK 
SOURCE METHODOLOGY 
To explicitly incorporate the severity of crashes into the multiple risk source methodology, the joint 
econometric model (presented in section 3.2.2) is now further developed and extended to a 
comprehensive joint model of crash count and crash severity. In doing so, a joint model of crash count 
and crash severity recently proposed by Yasmin and Eluru (2018) is adopted in this dissertation in 
which the multiple risk source crash count model is jointly estimated with a crash severity model and 
a correlation term is added to the over all model to account for the common factors between the two 
model components. The over all joint model has then two important properties: 1) the parameters of 
the crash count model are influenced by the parameters of the crash severity model in a joint 
optimization, and 2) the over all model parameters are moderated by the correlation between the two 
model components. 
This section first presents a brief background on fractional response modelling methodology to 
investigate site-specific crash severity and then presents the extension of the multiple risk source joint 
econometric model to account for crash severity.   
3.3.1 Fractional Response Models to Investigate Crash Severity 
Probit and logit discrete outcome models have been commonly used in the road safety literature to 
investigate the severity of crashes (Yasmin and Eluru, 2013). Ordered probit/logit models are 
particularly appealing because they take into account the ordinal nature of crash severity. However, 
these models have the implicit assumption that one outcome category may be selected at a time 
(Hensher et al., 2005). Such an assumption does not hold for modelling site-specific severity of 
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crashes because multiple crash severity categories may occur at the same time at each site. For 
example, whilst 65% of crashes may be property damage only crashes at a site, another 30% may be 
injury related crashes and the remaining 5% may be fatal crashes. Thus, the discrete outcome at a site 
is not binary anymore, and the conventional discrete outcome models are not suitable. On the other 
hand, the conventional multivariate regression models do not account for the interaction of observed 
effects across multiple categories of the outcome (Yasmin et al., 2016). An alternative modelling 
approach in such circumstances is fractional response modelling where the outcome variable is a 
fraction (proportion) summing to unity across all categories (Eluru et al., 2013). 
Many studies have previously employed fractional response models within transportation 
applications. Milton et al. (2008) demonstrated the simplicity of the logit model specification in 
modelling fractional data and used this approach to model injury severities along highways. 
Anastasopoulos et al. (2011) used a fractional mixed logit model to determine the proportion of 
pavements in different predefined states—excellent, good, fair and poor. Recently, a number of 
studies have employed fractional response modelling approach in crash severity research. For 
example, Yasmin et al. (2016) developed an ordered Probit fractional split model to properly model 
crash frequencies by severity level. They extended the same approach to a joint econometric 
framework to reduce the dimensions of crash count by severity levels (Yasmin and Eluru, 2017). 
Many studies applied unordered fractional response modelling approach as well. Cai et al. (2017) 
applied a multinomial fractional split model to determine the proportion of crashes by different 
transportation modes and used such proportions in a joint model to investigate the effects of 
exogenous factors on pedestrian and cyclists crashes. Lee et al. (2018) adopted multinomial fractional 
split model to investigate the proportion of crashes by different vehicle types at macro level. 
The fractional response discrete outcome modelling approach is adopted in this dissertation because 
it has important advantages over alternative modelling approaches: it accommodates multiple 
categories of the outcome at the same time; and it can capture the simultaneous effect of exogenous 
variables on multiple categories of the outcome variable (Yasmin and Eluru, 2017). As the severity 
of crashes are ordered, ordered fractional response models seem a natural choice for modelling the 
crash data. 
3.3.2 Comprehensive Joint Econometric Model of Crash Count and Crash Severity for Motor 
Vehicle Crashes Arising from Multiple Sources of Risk 
Recall the total observed crash count itY  from the latent mixture methodological approach where i 
(i = 1, 2, 3, …, N) represents road segments and t (t = 1, 2, 3, …, T) represent time periods (year). 
Now, let s (s = 1, 2, 3, …, S) represent crash severity categories (e.g. property damage only crashes, 
minor injury crashes, major injury crashes, fatal crashes, etc.). In ordered models, the actual 
 Detecting Motor Vehicle Crash Blackspots Based on Their Underlying Behavioural, Engineering, and Spatial Causes 40
proportion of total crashes by severity levels ( sitY ) is associated with an underlying latent variable (
*
itY  ). This latent variable is then mapped to the actual severity proportions by thresholds ( ) and 
using the following linear function: 
*
it it i itY X         and    SsitY     if   
*
1s it sY                                    Equation (3.18) 
where   is the vector of parameters, itX  is the vector of covariates and i  is the random error term. 
it  is the correlation between crash severity and crash count model components defined as:  
it i im                                        Equation (3.19) 
where i  is the vector of parameters and im  is the vector of covariates capturing the observed 
correlation between crash count and crash severity components. To estimate the latent propensity of 
crash severities, it is assumed that: 
| (.)( )X Hsit it sitE Y  ,  0 (.) 1Hsit  ,   
1
1
S
Hsit
s
                                     Equation 
(3.20) 
where (.)Hsit  is the probability density function for the severity category s. Depending on the 
distributional assumption for the probability of error terms, (.)Hsit  can take standard normal or 
standard logistic probability density functions for the ordered probit or ordered logit models, 
respectively. The latter functional form is used in this study to construct an ordered logit model for 
crash severity. The probability of each crash severity category is then presented as: 
{ ( )} { ( )}1( )s X Xsit s it it s it itP Y                                           Equation (3.21) 
where (.)  is the standard logistic cumulative probability density function.  
Now, to generate the correlation between the above mentioned ordered severity model and the 
previously described multiple risk source count model, the correlation term ( it ) is also added to the 
predicted mean of the joint econometric model: 
0 exp( )ijit it ji jit it itF X
                                             Equation (3.22) 
 
The likelihood function of the over all joint model of crash count and crash severity is then expressed 
as: 
| ,
1
( , , , , ) ( )
S
wsitsit it sit
s
L P Y y P Y d

     

  β β                                 Equation (3.23) 
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where wits is the fraction (proportion between 0 and 1) of crashes in severity category s at road 
segment i and time period t, and the rest of notations are as previously stated. These fractions sum to 
unity over the categories (
1
1
S
wsit
s
 ). Note that wsit  takes binary values (0 or 1) in conventional 
logit models; one for the chosen alternative and zero for the non-chosen alternative. Maximum 
simulated likelihood approach is used to estimate this extension of the multiple risk source joint 
econometric model.  
3.4 CHAPTER SUMMARY 
This chapter presented the theoretical hypothesis and the corresponding methodological approach for 
the multiple risk source model of crashes. In contrast to the conventional Swiss cheese model for 
crashes in the transportation safety literature, it is hypothesized in this doctoral dissertation that 
multiple distinct and inter-dependent sources of risk exert their influence on crashes at a site. This 
postulated theory for crashes implies that the total crash count at a site can be decomposed to multiple 
constituent components, each of which is primarily generated from a distinct source of risk. Stated 
succinctly, these risk sources are inter-dependent and thus may have shared influence on the total 
crash count components.  
The multiple risk source theory of crashes is modelled using a latent mixture methodology 
and via two modelling alternatives including a Bayesian latent mixture model and a joint econometric 
model with sutural equations and instrumental variables. Each of these two modelling approaches has 
unique properties tying them to the hypothesized theory for crashes in this research. The former 
approach takes care of common unobserved interactions between risk sources and the latter approach 
takes care of the endogeneity across risk sources.  
Finally, to incorporate the severity of crashes into the multiple risk source theory and the 
corresponding methodology, a fractional response modelling is adopted and the latent mixture 
modelling methodology is extended to a comprehensive model of crash count and severity. 
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Chapter 4: Empirical Setting 
The previously described modelling approaches (Bayesian latent mixture model and joint 
econometric models) assume that there is an unknown, finite number of risk sources from a theoretical 
perspective. To empirically test these modelling methodologies, it is first hypothesized that two risk 
sources contribute to crashes at a site: roadway geometric factors and spatial features of the 
surrounding environment. The Bayesian latent mixture model is tested using these two sources of 
risk. Then, to demonstrate a different number (and type) of latent risk sources, a third risk source –
driver behavioural factors is added to the empirical setting within the joint econometric model and 
comprehensive joint model of crash count and crash severity. 
It could be argued that other risk sources might also be used to explain and capture crash risk at 
a transport network location. As such, the methodology (both modelling approaches) is sufficiently 
generalizable to accommodate a different number (or type) of latent risk sources. Whilst the fit of 
these risk sources are demonstrated and tested to illustrate the significance of the two modelling 
approaches, the formulation and testing of alternative numbers and types of postulated risk sources 
remains a topic of future research. 
4.1 ENGINEERING, SPATIAL AND BEHAVIOURAL SOURCES OF RISK  
It is postulated here that the total crash count at a site arises from three simultaneous and inter-
dependent sources of risk, rather than one. These three sources of risk include the crashes that arise 
from engineering, unobserved spatial and behavioural factors—each of which contributes to the total 
observed crash count. A justification for these three sources is provided below.  
4.1.1 Engineering Influences on Crashes  
In this context, engineering influences include design and operational factors. These factors dominate 
the list of variables found in current motor vehicle crash count models. Much research has established 
that measureable geometric and operational features influence the frequency of crashes observed at 
transport network locations. At intersections signal phasing, channelization, and median treatment 
have been shown to influence crashes. On road segments shoulder width and treatment, lane width, 
median treatment, and surface type and condition have been shown to influence crash likelihood. Of 
course, the exposure of the driving population to such features always plays a significant role in crash 
models, and is typically measured using counts of Average Annual Daily Traffic for road segments 
and entering traffic volumes for intersections. In order to accommodate exposure in the estimate of 
risk, it is necessary to aggregate crashes over a period of time, say a month or a year—so risk is 
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estimated based on crashes per number of vehicles exposed to a site with specific characteristics, and 
time periods align over measurement of exposure and crashes 
4.1.2 Spatial Influences on Crashes 
Many spatial factors known to affect safety are not typically measured or observed. Spatial factors 
represent a category of safety-related factors that are best captured by their location (e.g. spatial 
coordinates, city, or traffic analysis zone) but are not themselves the direct causes of crashes. To 
explain further, a location does not per se cause crashes, but instead the unobserved attributes of the 
location are responsible for causing crashes. Examples include impaired drivers leaving a local 
drinking establishment (this might be both a behavioural and spatial deficiency), local distractions 
such as glare, information overload, or fog, proximity to a university (e.g. generating excessive 
pedestrian and bicycle traffic), and large animal populations (e.g. deer, kangaroos, rabbits) that are 
abundant in specific locations. Spatial factors tend to influence safety in systematic ways associated 
with specific locations and contribute to crash counts observed on the system (Mitra and Washington, 
2012; Shankar et al., 1995; Yasmin and Eluru, 2016; Narayanamoorthy et al., 2013; Mitra, 2014; 
Chiou et al., 2014; Chiou and Fu, 2015; Chen, 2015; Aguero-Valverde and Jovanis, 2008; Aguero-
Valverde and Jovanis, 2006; Aguero-Valverde and Jovanis, 2007). Of course, exposure to locations 
with increased crash risk is again dominant significant factor in estimating risk associated with 
transport network locations.  
4.1.3 Behavioural Influences on Crashes  
The commonly accepted largest contributor to crashes is attributed to  driver error (Washington and 
Haque, 2013; Rumar, 1985; Sabey and Staughton, 1975). Examples within this risk source include 
in-vehicle distractions such as the use of mobile phones, tuning a radio, eating food, day-dreaming, 
fatigue, talking with passengers, and reading a map, as well as vehicle control behaviours such as 
speeding, aggressive driving, driving while impaired, etc. From a transport network perspective, these 
behaviours are largely unpredictable given system characteristics—either geometric or operational—
and thus typically are not easily predicted as a function of system characteristics. Like other risk 
sources, exposure to traffic increases the risk of observing risky driver behaviour. 
4.2 DESCRIPTION OF DATASET 
Crash data along with a robust and relevant set of covariates relating to the state controlled roads in 
Queensland, Australia were collected for use in this study. The extent of the network is about 34,000 
kilometres consisting of 10,000 roadway and highway segments of various lengths (Figure 4.1).  
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Figure 4.1 State controlled road network in Queensland, Australia for use in this study 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Crash data were collected from the Queensland Spatial Catalogue (2017), an initiative by the 
Queensland Department of Transport and Main Roads, in the format of crash locations (i.e. latitude 
and longitude) in the format of a Shapefile. The covariates relating to the state controlled roads were 
selected from various sources of data corresponding with unique sources of risk. However, different 
number (and type) of risk sources were hypothesized to demonstrate the applicability of the three 
variants of the multiple risk source modelling approach employed in this study. Because road 
segments were selected due to the simultaneous availability of these sources of data (corresponding 
with their unique sources of risk), the extent of the network analysed in each of the modelling 
technique is different. The description of the two datasets is presented separately in the following. 
4.2.1 Description of Dataset Employed for the Bayesian Latent Mixture Model 
The extent of the network (after data cleaning processes) analysed in the first modelling approach is 
about 33,510 Km consisting of 4,913 roadway segments of various lengths. Five years of crash data 
(from 2010 to 2014) with a total count of 18,484 crashes associated with the network were analysed. 
It is hypothesized that two risk sources including engineering and unobserved spatial factors give rise 
to the total crashes. The variables used in this model with their descriptive statistics are presented in 
Table 4.1. 
Queensland state controlled roads 
Statistical division of local boundaries 
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Table 4.1 Study Variables and Descriptive Statistics of the Data Used in the Bayesian Latent 
Mixture Model with Two Sources of Risk: Engineering and Behavioural Factors 
Variable Minimum Maximum Mean 
Standard 
Deviation 
Crash 0 150 4 8 
Length (km) 0 63.4 6.8 7.7 
AADT (vehicles per day) 0 72405 7594 11753 
Percent of HV traffic 1 92 16.7 10.9 
Rutting 0 11.2 3.7 1.6 
Rainfall (mm) 0 8000 1276.4 976.5 
Number of rainy days per year 0 75 36 11 
Solar exposure (MJ/m2) 0 24 20.8 3.2 
Sunshine hours per day 0 10 8.3 0.5 
Number of thunder days per year 0 80 25 6 
Wind Speed (km/hr) 0 26 11.6 5.4 
Intensity of major culverts per kilometer 0 76.2 0.4 3.6 
Intensity of minor culverts per kilometer 0 571.4 3.6 21.1 
Intensity of bridges per 10 kilometers 0 9.5 0.1 0.4 
Intensity of educational centers  
per 10 kilometers  
0 16 0 0.35 
Proximity to population centers (Km) 0 1456.7 54 146.5 
Categorical Variables Observation Frequency Sample Share 
High speed limit  
(>100 Km/hr) 
2442 50% 
Medium speed limit  
(>50 and <100 Km/hr) 
2386 48% 
Low speed limit  
(<50 Km/hr) 
85 2% 
Terrain - rolling and/or mountainous 866 18% 
Pavement seal conditions – sealed 4670 95% 
LOS – level E or F 
3370 68% 
NOTE: MJ = megajoules. 
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The Average Annual Daily Traffic (AADT) of road segments was used as the exposure variable in 
the model. Factors potentially contributing to crashes from two underlying risk sources were 
investigated, including roadway geometric and traffic characteristics and spatial features of the 
surrounding environment. Roadway geometric and traffic characteristics data were collected from the 
department of Queensland Transport and Main Roads (Q-TMR) in geographic information system 
formats. The data includes segment length, percentage of Heavy Vehicle (HV) traffic, Level of 
Service (LOS), general terrain (vertical alignment), pavement seal conditions, intensity of bridges 
and culverts, speed limit and pavement rutting conditions. Indicator variables were created for the 
functional classification of the road, general terrain, speed limit, level of service and pavement seal 
conditions of road segments.  
Spatial features of the surrounding environment include intensity of schools per road segment 
and proximity to population centres. Geographic locations of schools and population centres 
including hospitals, scientific centres and power centres were collected from the Queensland Spatial 
Catalogue (2017) in geographic information system formats. Accordingly, the number of schools per 
kilometre and the proximity of road segments to the population centres were included as two 
additional spatial variables. In addition, climate data were collected from the Australian Bureau of 
Meteorology and were added to spatial factors. The data include average yearly rainfall (over 5mm), 
average rainy days per year, average daily solar exposure, average sunshine hours, average monthly 
wind speed and average thunder days per year. These data, which consisted of spatial contours for 
the abovementioned factors, were collected in shapefiles for Queensland, and were assigned to road 
segments based on their intersection with such contours. To facilitate the interpretation of rainfall and 
days of rain as well as solar exposure and sunshine hours, two new variables were established to 
capture the combined effects of these variables. One was achieved by dividing rainfall by number of 
rainy days per year and the second by dividing solar exposure by number of sunshine hours per day, 
resulting in the variables ‘rain conditions’ and ‘solar conditions’, respectively. 
4.2.2 Description of Dataset for the Joint Econometric Model and Comprehensive Joint 
Model of Crash Count and Crash Severity 
The extent of the transport network captured in the dataset for the second modelling approach is 1477 
kilometres comprising 521 road segments (Figure 4.2). Four years of crash data were collected from 
years 2010, 2011, 2012 and 2013 corresponding with annual total crashes of 2698, 1502, 632 and 
692, respectively. Variables used in the study and their descriptive statistics are shown in Table 4.2.  
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Table 4.2 Study Variables and Descriptive Statistics of the Data Used in the Joint Econometric 
Models with Three Sources of Risk: Engineering, Spatial and Behavioural Factors 
 
Variable Mean Standard Deviation Minimum Maximum 
Total number of crashes 2.651 4.767 0 63 
Number of PDO crashes  0.537 1.814 0 21 
Number of injury crashes 2.073 3.601 0 50 
Number of fatal crashes 0.040 0.201 0 2 
Number of animal hit crashes 0.011 0.174 0 6 
Number of late night crashes 0.320 1.031 0 20 
Number of lane change crash 0.102 0.517 0 9 
Average annual daily traffic (vehicles 
per day) 
23483 28037 34 586765 
% of heavy vehicle traffic 9.855 8.560 0 96.5 
Length (m) 2834.08 3195.32 80.00 20903 
Number of lanes 3.07 1.71 1.00 8.00 
Lane width (m) 3.07 0.42 2.00 5.00 
Shoulder width (m) 0.91 1.47 0.00 15.00 
Median width (m) 4.00 4.95 0.00 38.00 
Roughness  50.49 33.96 0.00 150.00 
Rutting  2.81 2.01 0.00 9.60 
Rainfall (mm) 1323.033 1103.529 0 8000 
Average # of rainy days/year 36.132 11.234 0 75 
Solar exposure (MJ/m2) 21.092 2.306 0 24 
Average sunshine hours/day 8.267 0.770 0 10 
Average number of thunder days per 
year 
25.25 5.72 0.00 50.00 
Wind speed (km/h) 10.91 5.65 0.00 26.00 
Number of bridges/segment  0.17 0.47 0.00 4.00 
Intensity of schools/1000 km 21.95 85.94 0.00 847.70 
Total number of speeding offenses  
per 1000 vehicles monitored  
7.315 10.291 0 213.191 
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Table 4.3 (Continue) Study Variables and Descriptive Statistics of the Data Used in the Joint 
Econometric Models with Three Sources of Risk: Engineering, Spatial and Behavioural Factors 
 
Categorical Variables 
Observation 
Frequency 
Sample Share 
Functional classification of road – rural 172 33% 
Presence of shoulder 318 61% 
Shoulder type – unpaved 21 4% 
Presence of shoulder marking 77 15% 
Presence of divided median 232 44% 
Median type – unpaved  97 19% 
Presence of median marking 97 19% 
High speed limit (>100 km/h) 103 20% 
Medium speed limit (>50 and <100 km/h) 292 56% 
Low speed limit (<50 km/h) 126 24% 
Terrain – rolling and/or mountainous   57 11% 
Horizontal alignment – curve                 103 20% 
Pavement seal conditions – sealed 396 76% 
Level of service – E or F 79 15% 
NOTE: MJ = megajoules. 
In addition to a variety of typical roadway design and operational variables (described in section 
4.2.1), the presence of shoulder, shoulder type (paved\unpaved), shoulder width, presence of shoulder 
marking, presence of divided median, median type (paved\unpaved), median width, presence of 
median marking and horizontal alignment of the road segment were extracted manually for these 521 
segments and added to the dataset.  
In addition, speeding data were collected from speed cameras along major arterials and highways 
in Queensland maintained by the Queensland Police Service. The data were collected in the format 
of number of speeding tickets issued to drivers per year per camera. However, the deployment 
duration varied across cameras and so speeding data were normalized per number of monitored 
vehicles. To merge this information with the road network, spatial coordinates of camera locations 
were extracted and the speeding data were assigned to road segments accordingly (for segments along 
which multiple cameras were installed, the average number of speeding tickets across cameras was 
used). The total number of speeding offenses per thousand vehicles monitored at every segment was 
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then used as a behavioural factor in the dataset. No further data was available that merely related to 
driver behaviour (e.g. technology-based factors) and thus the number of late night (10:00pm to 
5:00am) and lane change crashes at every road segment were extracted and used as proxy variables 
that partially reflect driver behavioural factors (e.g. sleepiness and distraction, respectively). 
4.3 DATA COLLECTION AND DATA CLEANING PROCESSES 
Data collection started with preparing the network of the state controlled roads in Queensland for this 
study. The road network consisting of segments of various lengths was provided by the Queensland 
Spatial Catalogue (2017) in a Shapefile format. This network only included segments centrelines as 
well as their spatial coordinates. For the purpose of joining data from other sources, a buffer of 100 
meters in diameter was created around the centrelines of road segments. The next step was to collect 
crash data as well as geometrical characteristics of road segments from the Queensland Department 
of Transport and Main Roads (Q-TMR). Crash data was provided by Q-TMR in the format of crash 
data points (latitude and longitude) and engineering data was provided in spreadsheets of geometrical 
information every 1 kilometre of the network (including spatial coordinates). This data was imported 
into the GIS platform as points with attribute tables. Using spatial join between points and polygons 
(the buffer around the segments centrelines), the geometrical information of points was merged into 
the attribute tables of segments centrelines. Herein, assigning the average attribute of the points to 
the segments was assumed to be the criteria of the spatial join. At the end of this stage, the network 
was created along with all the geometrical characteristics of the segments. Spatial factors of the 
surrounding environment were collected form the Australian Bureau of Meteorology in the format of 
GIS Shapefiles as well. This information consisted of spatial contours (polygons) in the GIS platform 
and hence was merged with the existing network based on spatial join (polygons and polygons). 
Assigning the attributes of intersecting polygons was set as the criteria for the spatial join. Finally, 
speed camera information was collected from the Queensland Police Service (QPS) in spreadsheets 
as well. Signing for the confidentiality agreement, the spatial locations of speed cameras were 
included in the spreadsheets which enhanced the spatial join of speed camera information with the 
existing network (which included geometrical and spatial information). The challenging task 
regarding the speed camera information was that the coverage distance of speed cameras was not 
consistent with network segments. To mitigate that, the coverage distance of speed cameras were 
created as lines in the GIS platform. A spatial join between lines and polygons (segments buffers) 
were achieved in order to merge these two datasets. Assigning the average attributes of intersecting 
lines was set as the selection criteria in the spatial join here. The network of state controlled roads 
along with the attribute table consisting of the geometrical, spatial and behavioural factors was 
finalized.       
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4.4 CHAPTER SUMMARY 
To demonstrate the applicability of the multiple risk source theory of crashes, this chapter presented 
three hypothesized sources of contributing factors to crashes at a site: roadway geometric factors and 
traffic characteristics, spatial features of the surrounding environment and driver behavioural factors. 
The data related to these factors are then presented for the state controlled roads in Queensland, 
Australia. Roadway geometric factors and traffic characteristics, also referred to as operational or 
engineering factors, collected for this network include average annual daily traffic, percentage of 
heavy vehicle traffic, segment length, number of lanes, lane width, roadway functional classification, 
presence of shoulder, shoulder width, shoulder type, presence of divided median, median width, 
median type, horizontal alignment of road, vertical alignment of the road, curvature and radius of 
horizontal curves, level of service, pavement surface conditions, rutting and roughness. Spatial 
features of the surrounding environment include climatic factors such as rainfall and sun glare as well 
as the proximity of roads to schools and populated centres.  Driver behavioural factors include 
speeding behaviour of drivers which is represented by the number of speeding tickets issued to drivers 
per segment per year. In addition, the proportion of particular types of crashes (e.g. late night crashes, 
lane-change crashes, and run-off road crashes) are used as proxy variables to certain driver 
behavioural patterns.  
These three sources of data is then combined with the crash data in a geographic information 
system platform and based on the spatial locations of road segments. The final output of this step is 
a comprehensive dataset consisting of crash data as well as crash contributing factors originated from 
the three sources of risk.
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Chapter 5: Results and Discussions 
This chapter presents the results of the three modelling methodologies (i.e. Bayesian latent mixture 
model, joint econometric model with random parameters and instrumental variables and 
comprehensive joint model of crash count and crash severity) applied to the data collected for the 
state controlled roads in Queensland, Australia. The results are presented as in the following order: 
section 5.1 presents the regression results, predictive performance and BSI performance of the 
Bayesian latent mixture model; section 5.2 presents the regression results and predictive performance 
of the joint random parameters negative binomial model; and finally, section 5.3 presents the results 
of the extended joint model of crash count and crash severity. Detail discussion about regression 
parameters and model variables is presented in each section. 
5.1 BAYESIAN LATENT MIXTURE MODEL OF MOTOR VEHICLE CRASHES 
ARISING FROM TWO SOURCES OF RISK 
As described earlier in Chapter 4 and to empirically test the Bayesian latent mixture modelling 
methodology, it is assumed that there are two risk sources for crashes at a site, consisting of 
engineering and unobserved spatial sources of risk. The main objective in empirically testing the first 
modelling methodology is to compare the ‘best’ single equation model with a more-than-one risk 
source model to determine if the more complex model is theoretically appealing and offers improved 
statistical fit.  
5.1.1 Single Risk Source Bayesian Negative Binomial Model (BNB) 
In the traffic safety literature, the single risk source (i.e. single equation) negative binomial regression 
model is the widely accepted safety performance function for establishing the relationship between 
traffic crashes and contributing factors to crashes (Poch and Mannering, 1996). Thus, this model was 
first estimated to serve as the basis of comparison for the new Bayesian latent mixture model. For 
consistency with the new Bayesian latent mixture model, the traditional single risk source negative 
binomial model was also estimated in the Bayesian framework and is referred to as the single risk 
source Bayesian Negative Binomial (BNB) model in this dissertation. Markov Chain Monte Carlo 
(MCMC) simulation was used to estimate this model. The MCMC simulation for the single risk 
source BNB model resulted in two Markov chains converging after 150,000 iterations. The 
convergence was ensured by visual monitoring (obtaining stabilized and well-mixed chains) as well 
as assessing the Gelman-Rubin statistics (RGelman-Rubin →1). For the purpose of inference concerning 
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regression parameters, the simulation was continued until 170,000 iterations. Table 5.1 presents the 
regression results of the single risk source BNB model estimated with Bayesian inference.  
According to the 90% Bayesian credible intervals (BCIs) for variable coefficients in Table 5.1, 
13 of 17 variables used in the study were significant in the single risk source BNB model with 90% 
certainty. Among them, some variables had positive effects and others had negative effects on the 
total crash count. The AADT and length1 of road segment were positively (0.755 and 0.655, 
respectively) associated with crashes, which confirmed the increasing effects of exposure—and the 
length to that exposure—on the total crash count. Moreover, the terrain configuration of road 
segments also had a positive coefficient (0.083), indicating that rolling or mountainous terrain is 
negatively associated with safety. Finally, positive coefficients for low (0.845) and medium (0.732) 
speed limits at road segments intuitively indicated that arterials roads compared with motorways are 
more associated with traffic crashes. On the contrary, the percentage of heavy vehicles (−0.030), rain 
conditions (−0.123), solar conditions (−0.068), average number of thunder days per year (−0.371), 
wind speed (−0.234), intensity of bridges (−2.424), and schools (−1.027) had negative coefficients, 
indicating that these variables have decreasing effects on the total crash count. In adverse weather 
conditions, drivers may adapt their driving behaviour and drive more cautiously, which might have 
resulted in negative association with total crashes. Pavement seal conditions and LOS also had 
negative coefficients (−0.289 and −0.290), indicating that changing from unsealed to sealed and from 
congested to free-flow conditions results in fewer crashes. The BCI for the negative binomial 
                                                 
 
1 Past research has shown that the length of road segments is significantly associated with crashes and thus must be 
included in crash modelling (Hauer, 2001; Qin et al, 2004, Qin et al, 2005). However, roadway segmentation must be 
carefully applied such that segments are homogenous in terms of roadway geometry i.e. there should be no significant 
change in roadway geometry along a single segment (Shanker, Mannering and Barfield, 1995; Cafiso et al, 2010). With 
this special consideration, numerous studies have included segment length in SPFs (Hauer, 2001; Qin et al, 2004, Qin et 
al, 2005; Shanker, Mannering and Barfield, 1995; Cafiso et al, 2010; Caliendo et al, 2007; Geedipally, Lord and Park, 
2009) among which some studies have recommended using length as an offset variable (without a coefficient) in SPFs to 
avoid making incorrect inferences about the effects of length on the crash count, particularly for prediction purposes (Qin 
et al, 2005; Geedipally, Lord and Park, 2009). On the contrary, some studies have shown that there is a non-linear 
relationship between crash counts and segment length (Qin et al, 2004, Caliendo et al, 2007) and this non-linear 
relationship can be warranted by estimating a parameter for this variable. In addition, Anastasopoulos and Mannering 
(2009) have shown that estimating a parameter for segment length may reflect the boundary effect of road segmentation 
–crash counts may be clustered at the boundary of road segments because of a sudden change of roadway geometry. In 
accordance with the latter rational, to account for the non-linear relationship between segment length and crash count, 
and to account for the boundary effects of road segmentation, the length of road segments is used as an engineering factor 
with an estimable parameter (coefficient) in the models in this dissertation. 
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parameter (Φ) indicated that the data were over-dispersed and thus the negative binomial model was 
a good option for capturing the over-dispersion. 
Table 5.1 Regression Results of the Single Risk Source Bayesian Negative Binomial (BNB) Model  
Variables Mean 
Standard 
Deviation 
Bayesian Credible Interval (BCI) 
5% Value                  95% Value  
Constant -9.664 0.509 -10.290 -9.122 
AADT (Exposure Factor) 0.755 0.026 0.722 0.786 
Log (Length) 0.665 0.025 0.634 0.694 
Percent of HV -0.030 0.002 -0.032 -0.027 
Terrain 0.083 0.039 0.033 0.133 
Pavement Seal -0.289 0.098 -0.430 -0.178 
Low Speed Limit 0.845 0.144 0.661 1.031 
Medium Speed Limit 0.732 0.035 0.687 0.777 
LOS -0.290 0.043 -0.346 -0.235 
Rain Conditions -0.123 0.095 -0.247 -0.002 
Solar Conditions -0.068 0.034 -0.115 -0.025 
Thunder Days -0.371 0.193 -0.609 -0.107 
Wind Speed -0.234 0.071 -0.326 -0.140 
Intensity of Bridges -2.424 0.667 -3.298 -1.566 
Intensity of Schools -1.027 0.448 -1.603 -0.454 
Φ 1.961 0.079 1.860 2.064 
Log likelihood -9145    
Deviance Information 
Criteria (DIC) 
18322    
Bayesian Information 
Criteria (BIC) 
18426    
 
 
    
5.1.2 Double Risk Source Bayesian Latent Mixture Model (BLM) 
To apply the Bayesian Latent Mixture (BLM) model with two sources of risk, crash contributing 
factors were categorized into two sources: engineering and spatial factors. The former included road 
segment length, percentage of heavy vehicles, terrain, pavement seal conditions, speed limit, LOS, 
and rutting conditions. Spatial factors included rain conditions; solar conditions; average number of 
thunder days per year; average annual wind speed; intensity of culverts, bridges, and educational 
centres; and proximity of road segments to population centres. 
Bayesian inference was used to incorporate the prior knowledge about the contribution of each 
risk source to the total crash count. In the absence of solid prior information, uninformative priors 
were assigned to all regression coefficients with Normal distributions with mean 0 and standard 
deviation 100. Also, uninformative priors in the form of Exponential distributions (with parameter 1) 
and Wishart distributions ([
1 0
0 1
], 2) were assumed as hyper-priors for the mean ( ) and variance-
covariance matrix ( ) of the random terms distributions respectively. However, an informative prior 
in the form of a uniform distribution with known parameters (known from the empirical research) 
was assigned to the mean of the distribution for spatial risk source. According to the literature (Mitra 
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and Washington, 2012), unobserved spatial factors account for approximately 5 to 10 percent of all 
crashes and thus a uniform distribution ranging from 0.05 to 0.15 was used in this study as a prior 
distribution for the mean contribution of spatial risk source.  
Markov Chain Monte Carlo (MCMC) simulation was used to estimate the entire unknown 
parameters and to make inferences about the posterior. The MCMC simulation consisting of two 
Markov chains was stabilized and converged after 550,000 iterations, which was ensured by trace 
plots and Gelman-Rubin statistics. The simulation process was continued for 20,000 iterations more 
in order to generate posterior samples for developing inferences about parameters. The mean of 
regression coefficients, their standard deviation and the associated 90% BCIs for the double risk 
source BLM model are presented in Table 5.2.  
Table 5.2 Regression Results of the Double Risk Source Bayesian Latent Mixture (BLM) Model 
 Mean 
Standard 
Deviation 
Bayesian Credible Interval (BCI) 
5% Value               95% Value 
Exposure Factor     
AADT 0.685 0.021 0.663 0.713 
Engineering Factors     
Constant  -9.099 0.270 -9.393 -8.810 
Log (Length) 0.664 0.010 0.652 0.677 
Percent of HV -0.037 0.002 -0.040 -0.034 
Terrain 0.054 0.038 0.005 0.103 
Pavement Seal  -0.332 0.043 -0.391 -0.278 
Low Speed Limit 0.675 0.148 0.486 0.862 
Medium Speed Limit 0.696 0.036 0.651 0.744 
LOS -0.204 0.045 -0.261 -0.148 
Spatial Factors     
Constant  -11.590 1.512 -13.780 -9.970 
Solar Conditions -1.540 2.107 -1.809 -0.817 
Thunder Days 5.648 3.341 2.261 10.380 
Wind Speed -9.324 4.210 -14.850 -5.127 
Random Terms     
ε1 0.059 0.053 0.007 0.137 
ε2 0.761 0.526 0.142 1.521 
σ11 4.182 1.713 2.551 7.015 
σ22 0.326 0.127 0.189 0.490 
σ12 = σ21 -0.767 0.410 -1.383 -0.321 
Average Risk Source Weighs 
1  0.900 0.000 0.900 0.901 
2  0.100 0.000 0.099 0.101 
Log likelihood -7335    
Deviance Information 
Criteria (DIC) 
14710    
Bayesian Information 
Criteria (BIC) 
14840    
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Crash contributing factors originated from two distinct risk sources including engineering and spatial 
factors. The mean of the contributions of these two sources across observations ( 1  and 2 ) were 
90% and 10%, respectively, which means that on average, 90% of the total crash count at each site is 
caused by engineering factors and 10% of the total crash count at each site is caused by spatial factors, 
a direct consequence of incorporating prior information about the proportions of the two risk sources. 
(The 10% value was used as the parameter of the uniform distribution for the weight of the spatial 
risk source.) This study is the first study to propose a theoretical justification for the success of the 
multiple risk source methodology. Use of an informative prior in a Bayesian platform where the two 
risk sources are separated provides more insight about the contribution of various sources of crash 
factors to the total crash count at every site.  
According to the BCI values in Table 5.2, although all the significant engineering factors in the 
single risk source BNB model remained so in the new double risk source BLM model, only three of 
nine spatial variables were significant with 90% certainty. These variables were solar conditions, 
average number of thunder days per year, and wind speed. Other spatial variables—such as rain 
conditions and the intensity of schools that were initially significant in the single risks source BNB 
model—become insignificant in the new BLM model. The overall contribution of spatial variables to 
the total crash count (which was known a priori) was set as a constraint within the methodology. This 
incorporation of prior knowledge—which is a direct benefit of the Bayesian methodology—caused 
the double risk source BLM model to reveal different significance of spatial variables on total crash-
count variability. 
Moreover, the coefficients of all significant variables excluding the average number of thunder 
days per year had the same sign in both models. However, although the single risk source BNB model 
resulted in a negative coefficient for the average number of thunder days, separating the two risk 
sources caused the coefficient sign to become positive. This result could be considered more intuitive, 
that is, increasing the number of thunder days per year results in an increased crash count at road 
segments. 
A further assessment of the mean values for the regression coefficients indicated that while 
significant engineering variables had the same increasing or decreasing effect in both models, their 
coefficients changed very slightly in magnitude from one model to another. However, separating the 
two risk sources caused a dramatic change in the coefficient magnitudes of solar conditions (from 
−0.068 to −1.540), average number of thunder days per year (from −0.371 to 5.648), and wind speed 
(from −0.234 to −9.324). This change occurred in the double risk source BLM model where six other 
spatial variables became insignificant; it can be inferred that separating the two risk sources caused 
the three previously mentioned variables to absorb the majority of spatial effects. As a result, 
additional evidence for the theoretical reason behind the success of the multiple risk source 
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methodology is revealed through the separation of the two risk sources. Moreover, assigning different 
weights to them provides more control on the influence that each risk source has on total crash counts. 
This enhanced control over the contribution of each risk source changes the influence of crash-
contributing factors on the total crash count and when aligned with knowledge of contributions across 
sources increases the overall precision of estimates.    
The BCI values for 1 , 2 , 11  and 12  indicated that the random terms and their variance were 
significant with 90% certainty for each distinct risk source. The BCI values for 12  and 21  did not 
include zero, indicating that there is a correlation between the two risk sources. This finding could 
indicate that the two risk sources were distinct and yet inter-related. 
5.1.3 Comparing Goodness of Fit of the Single and Double Risk Source Models 
A comparison of the log likelihood values of the regression analysis for the single risk source BNB 
model (-9145) and the double risk source BLM model (-7335) showed 20% improvement in the new 
model. Separating the two risk sources led to an increase in the number of parameters to be estimated. 
While the number of observations in the two models was 4,913, the single risk source BNB and the 
double risk source BLM models estimated 16 and 20 parameters, respectively. As shown in Tables 
5.1 and 5.2, the DIC and BIC values of the double risk source BLM model were respectively 14,710 
and 14,840, and the corresponding values for the single risks source BNB model were, respectively, 
18,322 and 18,426. Significantly lower values of DIC and BIC indicate superior performance of the 
double risk source Bayesian latent class model compared to the single risk source BNB model for 
goodness-of-fit measures. 
5.1.4 Comparing the Performance of Single and Double Risk Source Models in Blackspot 
Identification  
To test the performance of the two model candidates in identifying crash blackspots, two selection 
criteria are then used to rank that indicator: simple ranking of total predicted values and ranking based 
on EB estimates. The first selection criterion directly ranks the outcomes of SPFs (predicted mean of 
crash counts it  ), and the second criterion uses a combination of both predicted and observed crash 
counts, as in the following (Persaud et al., 1999): 
1 2( ) it itEB w w y                     Equation (5.1) 
where  
1
( )
( ) ( )
it
it it
E
w
E Var

 

 


   and    2 1(1 )w w   
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( )itE   and ( )itVar   are the expected value and the variance of the total predicted mean of crash 
counts, respectively. 
Finally, a site consistency test is used to compare the performance of models in BSI. This test 
compares the total sum of crashes in n locations identified by BSI method j in time period i + 1 with 
the total sum of crashes in n locations identified by the other BSI method in time period i + 1. The 
former should be higher than the latter for BSI method j to be superior in consistency performance 
(Cheng and Washington, 2008). The rationale behind the site consistency test is that a BSI that 
identifies a relatively larger number of correctable crashes (for a given number of hot spots) is a 
superior BSI methodology. Although there are other tests in the literature for comparing BSI 
performance of models, they either use crash counts in different time periods or need true black spots 
to be known a priori. Applying the former requires longitudinal crash data, and applying the latter 
requires simulated data sets, both of which are outside the scope of this study. Hence, the site 
consistency test was selected as the only evaluation criterion for comparing the BSI performance of 
the two models in this study. 
Estimated SPFs obtained from the first step in the methodology were used to determine predicted 
crash counts at individual road segments. These predictions were then used with observed crash 
counts to determine the EB estimates. Two selection criteria were then used to identify crash black 
spots over the network: ranking based on the predicted mean of crash counts and ranking based on 
the EB estimates of sites. A subset of ranked sites was selected for further comparison of the two 
models. Table 5 illustrates the top 20 sites identified by each selection criterion with the single risk 
source BNB and the double risk source BLM SPFs. Those sites that were not common between the 
two models are in shaded cells in Table 5. 
Approximately 50% of the top 20 sites identified by either the first or the second selection 
criterion were common in both models. This finding shows that use of a double risk source BLM SPF 
prevented unique sites from being selected within each selection criterion. Significantly, the first and 
the second selection criterion with the new double risk source SPF identified the same black spots. 
Because EB has been introduced in the literature as a more efficient BSI methodology than reliance 
on predicted crash counts, this latter finding is evidence of the high prediction accuracy of the double 
risk source methodology, which is comparable with EB estimates. 
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Table 5.3 Top 20 Sites with High Crash Risk in the Single Risk Source Bayesian Negative 
Binomial Model (BNB) Vs Double Risk Source Bayesian Latent Mixture (BLM) Model 
Rank 
Ranking based on predicted values Ranking based on EB estimates 
BNB Model BLM Model BNB Model BLM Model 
1 5527 4959 4959 4959 
2 4959 9223 9223 9223 
3 5894 3311 5527 3311 
4 535 941 535 941 
5 4161 4905 5894 4905 
6 9223 605 3311 605 
7 1461 535 1461 535 
8 3311 1461 4161 1461 
9 3241 5563 605 5563 
10 4728 1337 4728 1337 
11 4220 7629 4220 7629 
12 605 5527 421 5527 
13 7565 3979 6108 3979 
14 421 1240 3241 1240 
15 669 421 5537 421 
16 5537 5894 3986 9009 
17 3986 9009 669 5894 
18 6108 4220 504 4220 
19 5997 3952 7565 3952 
20 7492 2805 7492 2805 
Total Crash 
Count 
1239 1561 1265 1561 
 
Furthermore, the total sum of crashes in the top 20 sites identified by the first and second selection 
criteria was higher in the double risk source Bayesian latent mixture BSI methodology (1,561 and 
1,561, respectively) compared with the traditional single risk source BNB model (1,239 and 1,265, 
respectively). This finding shows that the double risk source BLM model outperformed the traditional 
single risk source BNB model irrespective of use of predicted crash counts or the EB approach as the 
selection criteria. 
Further assessment of identified sites that are unique to the double risk source BLM model by 
the first and the second selection criteria revealed their detailed attributes in comparison with the 
mean attributes of the top 20 sites identified by the single risk source BNB model. The comparison 
results are shown in Table 5.4. The primary notable difference is that the average number of thunder 
days per year for the top 20 sites identified by the single risk source BNB model with the first selection 
criterion (25) was lower than or equal to the values of the same variable for the sites unique to the 
double risk source BLM model (30 and 25). This finding shows that the single risk source BNB model 
failed to identify sites that had a high number of thunder days per year as black spots. The single risk 
source BNB model contains a negative coefficient (decreasing effect) for this variable, and thus those 
sites identified as black spots had lower numbers of thunder days on average, resulting in higher crash 
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counts. In contrast, the double risk source BLM model contains a large positive coefficient (increasing 
effect) for the number of thunder days per year. Consequently, the BSI procedure with the double risk 
source methodology was capable of capturing the plausible importance of this variable in BSI. 
Those sites that are uniquely identified by the double risk source BLM model possessed higher 
values of rain conditions (3,000, 2,000, and 1,500 mm of rainfall and 40 and 50 days of rain) 
compared with the average rain conditions of sites identified by the single risk source BNB model 
(1,350 mm of rainfall and 36.5 days of rain). Considering that this variable had a decreasing effect 
on the total crash counts (and accordingly the overall crash risk) in the traditional single risk source 
BNB model, this model failed to identify sites with higher (more intense) rain conditions. In contrast, 
the new double risk source BLM model improved on this deficiency because the variable was 
insignificant with its SPF. Supporting the hypothesized theory of multiple risk sources is that 
separating the two risk sources and using prior information about their contribution limits the impact 
of estimates from the unobserved spatial risk source (consisting of those factors that are not 
correctable via engineering countermeasures) on identified black spots. Since it is desirable to focus 
on sites that are correctable, this theoretical property of the multiple risk source methodology is a 
unique contribution to conventional BSI procedures. 
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Table 5.4 Attributes of Sites Unique to the Double Risk Source Bayesian Latent Mixture (BLM) Model vs the Average Attributes of Top 20 Sites 
(AVG20) by the Single Risk Source Bayesian Negative Binomial (BNB) Model 
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AVG20 62 18316 10653 7.2 Medium 1 1 0 1350 36.5 18.9 8 25 9.6 0 0 
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941 97 22053 7440 11.90 Medium 1 1 1 3000 50 21 8 30 10.00 0 0 
4905 90 11992 8672 9.70 Medium 1 1 0 1500 40 21 8 30 10.90 0 0 
5563 73 16697 4331 3.80 Medium 1 1 0 1500 40 21 8 30 10.90 0 0 
1337 71 11302 6423 2.70 Medium 1 1 0 1500 40 21 9 30 23.90 0 0 
7629 67 20801 4717 6.40 Medium 1 1 0 1500 40 21 8 25 12.00 0 0 
3979 61 17034 6227 3.40 Medium 1 1 0 1500 40 21 8 25 14.00 0 0 
1240 59 13794 4731 4.30 Medium 1 1 0 NA NA 24 9 30 15.90 0 0 
9009 58 9739 6606 1.60 Medium 1 1 0 2000 40 21 8 30 12.00 0 0 
3952 56 11676 8101 2.40 Medium 1 1 0 1500 40 21 8 25 14.00 0 0 
2805 55 17105 5586 9.30 Medium 1 1 0 NA NA 21 8 25 11.00 0 0 
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941 97 22053 7440 11.90 Medium 1 1 1 3000 50 21 8 30 10.00 0 0 
4905 90 11992 8672 9.70 Medium 1 1 0 1500 40 21 8 30 10.90 0 0 
5563 73 16697 4331 3.80 Medium 1 1 0 1500 40 21 8 30 10.90 0 0 
1337 71 11302 6423 2.70 Medium 1 1 0 1500 40 21 9 30 23.90 0 0 
7629 67 20801 4717 6.40 Medium 1 1 0 1500 40 21 8 25 12.00 0 0 
3979 61 17034 6227 3.40 Medium 1 1 0 1500 40 21 8 25 14.00 0 0 
1240 59 13794 4731 4.30 Medium 1 1 0 NA NA 24 9 30 15.90 0 0 
9009 58 9739 6606 1.60 Medium 1 1 0 2000 40 21 8 30 12.00 0 0 
3952 56 11676 8101 2.40 Medium 1 1 0 1500 40 21 8 25 14.00 0 0 
2805 55 17105 5586 9.30 Medium 1 1 0 NA NA 21 8 25 11.00 0 0 
NA: Not Available 
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The results of the first step of the methodology showed that engineering factors—which are all 
significant in both traditional single risk source BNB and double risk source BLM models—had very 
similar regression coefficients, which indicated that such factors have almost the same influence on 
total crash counts regardless of whether the engineering risk source is separated. According to Table 
6, the comparison of engineering attributes between sites unique to the double risk source BLM and 
the single risk source BNB model shows a variation among their values. The results also indicated 
that separating the two risk sources did not prevent sites from being selected as black spots.  
A similar comparison between two methods was conducted for the next 20 black spots (ranked 
21 to 40), and similar results were observed. These results confirmed that the BSI procedure with the 
new multiple risk source methodology could detect sites as crash blackspots with different effects of 
spatial variables.  
5.2 JOINT ECONOMETRIC MODEL OF MOTOR VEHICLE CRASHES ARISING 
FROM MULTIPLE SOURCES OF RISK 
The empirical test of the second econometric model assumes that there are three risk sources for 
crashes at a site, consisting of engineering, behavioural, and unobserved spatial sources of risk. The 
main objective in the empirical testing of this second modelling methodology is to compare the ‘best’ 
single equation model with a three-risk source model to determine if the more complex model is 
theoretically appealing and offers improved statistical fit.  
5.2.1 Single Risk Source Random Parameters Negative Binomial Model 
A single equation random parameters Negative Binomial model was first estimated to serve as the 
base model for the means of comparison in this study. The model was estimated using maximum 
simulated likelihood estimation with 500 Halton draws. Table 5.5 shows the regression results of this 
“best fit” single equation Negative Binomial model. 
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Table 5.5 Regression Results of Single Risk Source Random Parameters Negative Binomial Model 
 Mean Standard Error Z-Value P-Value 
Constant -6.181 0.494 -12.5 0.000 
Average annual daily traffic 0.211(0.005*) 0.036(0.002*) 5.814(2.486*) 0.000(0.006*) 
Lane width -0.169(0.191*) 0.074(0.029*) -2.273(6.651*) 0.023(0.000*) 
Percentage of heavy vehicle 
traffic 
-0.024(0.023*) 0.006(0.006*) -4.218(3.954*) 0.000(0.000*) 
Segment length 0.664 0.033 20.040 0.000 
Number of lanes 0.149 0.025 5.845 0.000 
Road functional classification – 
rural 
-0.559 0.079 -7.087 0.000 
Presence of shoulder 0.134 0.063 2.112 0.035 
Median width -0.019 0.006 -2.937 0.003 
Pavement seal conditions – 
sealed 
-0.719 0.148 -4.889 0.000 
Medium speed limit (>50 and 
<100 km/h) 
1.028 0.094 10.921 0.000 
Level of service – E or F  0.186 0.084 2.229 0.026 
Dispersion parameter (φ) 2.654 0.753 3.525 0.000 
Measures of Fit 
Log-Likelihood -3791.805 
Mean Squared Predictive Error 
(MSPE) 
20.512 
Mean Absolute Deviance 
(MAD) 
2.329 
*Estimates for the standard deviations of random parameters 
As shown in table 5.5, eleven predictors were significant with 95% confidence, including average 
annual daily traffic, lane width, percentage of heavy vehicle traffic, segment length, number of lanes, 
functional classification of the road, presence of shoulder, median width, pavement seal conditions, 
medium speed limit and level of service.  
Average annual daily traffic, lane width and percentage of heavy vehicle traffic had significant 
random parameters, capturing the varying effects of these variables on the total crash counts. The 
means and standard deviations of the parameters for average annual daily traffic (0.211 and 0.036, 
respectively) and lane width (-0.169 and 0.074, respectively) indicate that these factors have 
consistent and intuitive effects on the total crash count i.e. increased exposure to traffic is associated 
with more crashes and wider lanes are associated with fewer crashes. Percentage of heavy vehicle 
traffic revealed a random parameter with mean -0.024 and standard deviation 0.006 indicating that 
increased proportions of heavy vehicles are associated with reduced total crash counts. This effect is 
likely to reflect that vehicle drivers pay more attention and are more cautious whilst driving amongst 
heavy vehicle traffic, and the relatively higher level of driving skill of heavy vehicle operators 
compared to vehicles. 
The positive fixed parameters for segment length (0.664), number of lanes (0.149), presence of 
shoulder (0.134), medium speed limit (1.028) and level of service (0.186) indicate that these factors 
have increasing effects on the total crash counts. In contrast, rural roads (-0.559), median width (-
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0.019) and sealed pavement (-0.719) revealed negative coefficients suggesting that rural road 
segments, segments with wider medians, and segments with sealed pavements are associated with 
lower crash counts on average—all reasonably consistent with expectations. Rural road segments 
typically reveal higher crash severities, whilst crash totals relative to other road classes tend to vary 
from study to study.  
5.2.2 Joint Multiple Risk Source Random Parameters Negative Binomial Model 
To test the viability of the multiple risk source modelling methodology, risk source covariates (shown 
in Table 4.2) were categorized into three distinct groups: engineering design and operational 
characteristics, unobserved spatial effects, and driver behavioural factors. Among the included 
factors, pavement seal conditions, total number of speeding offenses, number of late night crashes, 
and lane change crashes were suspected to be endogenous. Recent research has shown that pavement 
conditions are endogenous with safety in long-term projection periods (Anastasopoulos et al., 2016; 
Sarwar and Anastasopoulos, 2017). However, such endogeneity is likely to be minimal in this current 
study due to the limited data period of four years. Past research has also used pavement condition as 
a determinant of crash counts aggregated in short periods i.e. 3-5 years (Anastasopoulos and 
Mannering, 2009). To account for the endogeneity between variables (i.e. total number of speeding 
offenses, number of late night and lane change crashes which reflect driver behaviour issues but are 
influenced by the total number of crashes) were instrumented by replacing their observed by predicted 
values obtained from structural equation models. Engineering factors were included as instruments 
within the structural equations and Negative Binomial density functions were used as the proper 
density function for all of the behavioural factors.  
The overall joint multiple risk source model was estimated using maximum simulated likelihood 
estimation with 500 Halton draws. Upon estimating the model, mixture weights for risk sources (i.e. 
the contribution of risk sources to the total crash count at every segment) were computed based on 
the ratio of predicted crash count by each risk source to the total predicted crash count (see Chapter 
3, Equation 3.2). Table 5.6 presents the mixture weights for the joint multiple risk source random 
parameters Negative Binomial model. 
Table 5.6 Contribution of risk sources to the total crash count 
 
 Mean 
Standard 
Deviation 
Minimum Maximum 
Engineering risk source weight (
it1 ) 0.600 0.374 0.000 0.998 
Spatial risk source weight (
it2 ) 0.139 0.136 0.002 0.869 
Behavioural risk source weight (
it3 ) 0.261 0.321 0.000 0.982 
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According to Table 5.6, the average mixture weights for engineering, spatial and behavioural risk 
sources are 0.600, 0.139 and 0.261, respectively indicating that on average, the engineering risk 
source is the dominant source of risk over the sample of sites and conditional on the predictive 
equation for engineering factors. The relatively large standard deviations for the weights (0.374, 0.136 
and 0.321, respectively) indicate that the contribution of the three risk sources could vary across sites. 
Table 5.7 presents the regression results for the joint multiple risk source random parameters 
Negative Binomial model. Significant contributing factors to crashes in the multiple risk source 
model include average annual daily traffic, lane width, percentage of heavy vehicle traffic, segment 
length, number of lanes, roadway functional classification, pavement seal conditions, high speed 
limit, level of service, rain conditions, wind speed, average number of thunder days per year, total 
number of speeding offenses, number of late night and lane change crashes.  
Table 5.7 Regression Results of the Joint Multiple Risk Source Random Parameters Negative 
Binomial Model 
 Mean Standard Error Z-Value P-Value 
Constant -1.880 0.074 -25.216 0.000 
Engineering Design and Operational Risk  
Average annual daily 
traffic 
0.033(0.055*) 0.040(0.025*) 0.835(2.191*) 0.404(0.028*) 
Lane width -0.072(0.155*) 0.041(0.081*) -1.778(1.903*) 0.075(0.057*) 
% of heavy vehicle 
traffic 
-0.283(0.350*) 0.062(0.136*) -4.539(2.584*) 0.000(0.010*) 
Segment length 0.518 0.041 12.691 0.000 
Number of lanes 0.551 0.076 7.293 0.000 
Rural road -0.394 0.052 -7.639 0.000 
Sealed Pavement  -4.697 0.212 -22.116 0.000 
High speed limit 
(>100km/h) 
0.553 0.095 5.835 0.000 
Level of service – E or 
F  
0.173 0.043 3.994 0.000 
Unobserved Spatial Risk 
Rain conditions -0.413 0.194 -2.131 0.033 
Wind speed -0.617 0.128 -4.804 0.000 
Average # of thunder 
days in year 
0.275 0.111 2.482 0.013 
Driver Behaviour Risk 
IV1** representing 
speeding offenses 
-7.026 0.233 -30.184 0.000 
Constant  8.876 1.022 8.685 0.000 
Rural road -0.032 0.011 -2.806 0.005 
Radius of curves -0.047 0.010 -4.547 0.000 
High speed limit  
(>100 km/h) 
0.193 0.022 8.872 0.000 
*Estimates for the standard deviations of random parameters 
**IV: Instrumental Variables 
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Table 5.7 (Continue) Regression Results of the Joint Multiple Risk Source Random Parameters 
Negative Binomial Model 
 Mean Standard Error Z-Value P-Value 
IV2 representing late 
night crashes 
0.679 0.132 5.129 0.000 
Constant -0.953 0.067 -14.229 0.000 
Average annual daily 
traffic 
0.392 0.064 6.086 0.000 
Segment length 0.733 0.063 11.556 0.000 
Rural road -0.248 0.069 -3.595 0.000 
Radius of curves -0.201 0.062 -14.229 0.001 
Dispersion parameter 0.302 0.024 12.583 0.000 
IV3 representing lane 
change crashes 
0.394 0.076 5.205 0.000 
Constant -2.342 0.111 -21.076 0.000 
Average annual daily 
traffic 
0.213 0.098 2.180 0.029 
Number of lanes 0.713 0.080 8.881 0.000 
% of heavy vehicle 
traffic 
-0.548 0.128 -4.276 0.000 
Dispersion parameter 0.228 0.022 10.364 0.000 
Over Dispersion     
Dispersion parameter 
(φ) 
1.264 0.405 3.121 0.002 
Measures of Fit 
Log-Likelihood -26667.72 
Mean Squared Predictive Error 
(MSPE) 
15.106 
Mean Absolute Deviance (MAD) 2.166 
*Estimates for the standard deviations of random parameters 
**IV: Instrumental Variables 
The engineering factor parameters in the multiple risk source model had the same signs as their 
counterparts in the single risk source model—suggesting stability of factors across models. 
The negative sign of the parameters for rain conditions and wind speed (-0.413 and -0.617, 
respectively) are indicative of the adverse effects of weather conditions on total crash counts. In 
adverse weather conditions, drivers may adapt their driving behaviour and drive more cautiously, 
which may explain the negative association with total crashes. The positive parameter for the average 
number of thunder days per year (0.275), in contrast, indicates that the likelihood of crashes are higher 
along those segments that experience increased number of severe storms—which in Queensland are 
relatively dispersed and unpredictable in any specific location. 
The engineering factors instrumented on the behavioural risk source were statistically significant. 
Late night and lane change crashes revealed intuitive positive parameters (0.679 and 0.394, 
respectively) indicating that road segments with higher late night and lane change crash patterns have 
higher risk of crash occurrence due to driver behaviour risk. The negative sign of the parameter for 
total number of speeding offenses (-7.026) may be indicative of drivers’ adaptive behaviour along 
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segments with speed cameras (local drivers are aware of camera locations and adapt their speed 
accordingly), of heightened driver awareness around speed cameras, or other unknown effects worthy 
of further study. 
Average annual daily traffic, segment length, number of lanes, radius of horizontal curves, 
percentage of heavy vehicle traffic, high speed limit and roadway functional classification which are 
statistically significant engineering instruments representing behavioural factors, are justified in their 
prediction of driver behaviour risk by the endogeneity between engineering design and behaviour, 
discussed previously. 
5.2.3 Comparing the Single and Multiple Risk Source Models 
The multiple risk source model with three equations resulted in a model with an increased number of 
significant contributing factors (15 variables) relative to the single equation Negative Binomial. 
While some factors became insignificant (i.e. presence of shoulder, median width and medium speed 
limit), other factors entered the model (i.e. high speed limit, rain conditions, wind speed, average 
number of thunder days per year).  
The multiple risk source model had lower Mean Absolute Deviance (2.166) and Mean Squared 
Predictive Error (15.106) compared to the single risk source model (2.329 and 20.512 respectively), 
showing substantial improvement in statistical fit. To visually compare the prediction ability of the 
two models, cumulative residuals were plotted against increasing order of the exposure factor 
(average annual daily traffic) for the two models. Figure 5.1 presents the cumulative residual plots 
(adjusted to terminate at zero) for the two models and shows that the multiple risk source model 
oscillates substantially closer to zero, maintaining more balance between the positive and negative 
sides and staying closer within the 95% boundaries of cumulative residuals.  
 
  
Detecting Motor Vehicle Crash Blackspots Based on Their Underlying Behavioural, Engineering, and Spatial Causes 67
   
Figure 5.1 Cumulative residual plots for multiple versus single risk source models of crashes 
The improved prediction ability, substantially improved goodness of fit, and cumulative residuals 
plot of the multiple risk source model suggests that for this sample of data, at least, the multiple risk 
source model is viable and may capture unexplained heterogeneity in total crashes.  
To highlight the practical significance of the methodological approach (decomposition of the risk 
sources), four sites are compared in terms of their totals and proportions of crash counts. The aim is 
to investigate whether the multiple risk source model is able to shed additional light on the nature of 
crashes across sites. To highlight the practical implications of the multiple risk source model, four 
actual sites are used in a comparison (recall that Mean Absolute Deviance and Mean Squared 
Predictive Error were computed across all sites in the sample and reveal substantially improved 
overall fit across the entire sample). 
 
 
 
 
 
 
 
 
 
 
+2σ 
 –2σ 
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Table 5.8 Observed versus Predicted Crash Counts: Single vs. Multiple Risk Source Models 
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A Bruce Highway – Deception Bay Rd 4 3 4 0 0 4 
B Wembley Rd/Forest Way 4 2 4 4 0 0 
C Stuart Drive 3 5 3 3 0 0 
D Bruce Highway – Anzac Avenue 5 1 6 3 0 3 
As shown in Table 5.8, the observed annual total crash counts at sites A, B, C and D are 4, 4, 3, 
and 5 respectively.  Let’s focus on sites A and B for a moment. Expected crash counts predicted by 
the single source model are 3 and 2 respectively. In other words, these are the predicted “average” 
number of crashes that ‘should be’ recorded on these road segments with their specific characteristics, 
traffic flow, etc. As such, site B is a priority (between the two sites), as it has recorded 2 more crashes 
than should be expected.  In contrast, the multiple risk source model predicts total crash counts for 
both sites as 4 each. The single risk source model predicts the two sites as “higher than average risk”, 
whereas the multiple risk source model does not. The decomposition of the total predicted crash count 
in the multiple source model (shaded columns in Table 5.8) shows that all of the predicted crashes at 
site A are associated with driver behaviour risk factors, whereas all of the predicted crashes at site B 
are associated with engineering factors. This insight afforded by the multiple risk source model 
enables the practical advantage of predicting the source of risk, so that remedial treatments can be 
properly targeted to sites.  
Sites C and D, which recorded 3 and 5 total crashes respectively, are also useful to consider. The 
single risk source model predicts 5 and 1 crashes as expected for these sites, suggesting that Site D 
would be performing much worse than expected. In stark contrast, the multiple risk source model 
predicts 3 and 6 crashes for these sites respectively—painting a very different picture regarding their 
relative risk and priority for improvement. The contributions to expected crashes from risk sources 
also paints a different picture for these two sites, with three driver behaviour crashes expected for 
Site D and none for Site C, and 3 for each site from design and operational risk sources. 
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5.3 COMPREHENSIVE JOINT MODEL OF CRASH COUNT AND CRASH SEVERITY 
To empirically test the extended version of the joint econometric model of crashes with instrumental 
variables, the same dataset was used with factors categorized in three risk sources including 
engineering, spatial and behavioural factors. The new extended joint model of crash count and crash 
severity was also estimated using maximum simulated likelihood estimation with 500 Halton draws. 
Table 5.9 presents the mixture weights for risk sources within the joint model of crash count and 
crash severity, respectively. 
 Table 5.9 Contribution of risk sources to the total crash count in the comprehensive joint model of 
crash count and crash severity 
 
 Mean 
Standard 
Deviation 
Minimum Maximum 
Engineering risk source weight (
it1 ) 0.415 0.254 0.022 0.954 
Spatial risk source weight (
it2 ) 0.356 0.213 0.012 0.865 
Behavioural risk source weight (
it3 ) 0.229 0.115 0.022 0.688 
According to Table 5.9, the average mixture weights of risk sources within the joint model of 
crash count and crash severity (
Engineering
= 0.415, 
Spatial
= 0.356, and 
Behavioural = 0.229) 
significantly vary from the mixture weights of risk sources within the former multiple risk source 
count model (reported in Table 5.6). This finding shows that explicitly incorporating crash severity 
may largely influence the contribution of risk sources to the total crash count.  
Table 5.10 presents the regression results of the joint model of crash count and crash severity. 
Within the crash severity model component, sealed pavement and medium speed limit are the only 
variables which are statistically significant in explaining site-specific crash proportions of different 
severity levels. The negative parameter for this variable (-0.279) is plausible and indicates that sealed 
pavement results in less proportion of severe crashes. Medium speed limit –the common variable 
between crash count and crash severity model components, is statistically significant with positive 
parameter (0.622). This finding is also plausible and indicates that medium speed limit (between 50 
km/hr and 90 km/hr) increases the total number of crashes and the proportion of more severe crashes. 
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Table 5.10 Regression Results of the Comprehensive Joint Multiple Risk Source Random 
Parameters Negative Binomial Ordered Logit Fractional Split Model 
 
Crash Count  
Model Component 
Crash Severity Model 
Component 
 Estimate t-stat Estimate t-stat 
Constant -0.636 -13.835 - - 
Threshold Parameters 
Threshold between PDO and injury  - - -1.920 -22.041 
Threshold between injury and fatal - - 3.865 21.005 
Engineering Design and Operational Risk  
Average annual daily traffic 0.048 (0.058) 1.304 (2.379) - - 
Lane width -0.118 (0.271) -1.927 (2.837) - - 
Percent of heavy vehicle traffic -0.658 (0.490) -6.244 (2.700) - - 
Segment length 0.738 11.260 - - 
Number of lanes 0.427 6.202 - - 
Rural road  -0.770 -6.253 - - 
Sealed pavement - - -0.279 -2.829 
Unobserved Spatial Risk 
Rain conditions -0.344 -4.666 - - 
Wind speed -0.322 -4.903 - - 
Driver Behaviour Risk 
IV2 late night crashes 0.886 4.487 - - 
Constant -0.879 -12.995 - - 
Average annual daily traffic 0.499 7.725 - - 
Segment length 0.706 10.854 - - 
Radius of curves -0.106 -1.894 - - 
Dispersion parameter 0.302 12.364 - - 
Over-Dispersion 
Dispersion parameter (φ) 1.188 2.382 - - 
Correlation Parameters 
Variable Estimate t-stat 
Medium speed limit  
(>60 km/hr and <100 km/h) 
0.622 10.464 
The results of the crash count model component show that the joint estimation of crash count and 
crash severity results in a different combination of statistically significant crash contributing factors 
within the count model component of the joint model of crash count and crash severity compared to 
the previous multiple risk source model. High speed limit, level of service, average number of thunder 
days per year, instrumental variables representing speeding offenses and lane change crashes which 
were significant in the previous multiple risk source count model are not statistically significant in 
the new joint model of crash count and crash severity. On the contrary, medium speed limit that was 
not statistically significant in the previous multiple risk source count model is statistically significant 
in both model components of the new joint model of crash count and crash severity. Furthermore, a 
comparison of the parameter estimates for the common factors between the two models (average 
annual daily traffic, lane width, percentage of heavy vehicle traffic, segment length, number of lanes, 
rural road functional classification, sealed pavement, rain conditions, wind speed, and the 
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instrumental variable representing late night crashes) shows that such parameters are moderated in 
the joint model of crash count and crash severity.  
Over all, the findings of the joint model of crash count and crash severity indicates that explicit 
incorporation of crash severity into the multiple risk source model of crashes may moderate the 
contribution of risk sources, and alter the inferences drawn from the crash contributing factors.  
To highlight the significance of explicitly incorporating crash severity into blackspot 
identification, the four sites which were previously investigated by the joint econometric model 
(Table 5.8) are re-investigated by the joint model of crash count and crash severity (Table 5.11). 
Herein, the aim is to examine whether explicitly incorporating crash severity into the model sheds 
more light on high-risk crash locations and adds more information to the estimated risk at such 
locations. To do so, predicted crash counts by risk source and by severity level are computed for the 
four sites and the results are presented in Table 5.11.  
Table 5.11 Predicted Crash Counts by Risk Source and By Severity Level Obtained from the 
Comprehensive Joint Model of Crash Count and Crash Severity 
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A Bruce Highway–Deception Bay Rd 0 1 0 0 0 0 0 1 1 
B Wembley Rd/Forest Way 0 2 1 0 0 0 0 0 0 
C Stuart Drive 0 1 0 0 1 0 0 0 0 
D Bruce Highway – Anzac Avenue 0 2 0 0 1 0 0 1 0 
As shown in Table 5.11, the expected number of crash counts predicted by the joint model of crash 
count and crash severity at sites A and B is 3 (sum of the first row and sum of the second row, 
respectively) whereas the expected crash counts predicted by the previous multiple risk source model 
at sites A and B was 3 and 2, respectively (Table 5.8). In addition, the distribution of these three 
crashes are not the same across risk sources for the two sites. Only 1 out of 3 crashes at Site A is 
predicted by engineering factors while all three crashes at site B are predicted by engineering factors. 
Finally, site B has one more injury crash and one more PDO crash than site A. This information about 
the severity of crashes at both sites is a direct consequence of explicitly incorporating crash severity 
into the multiple risk source model. 
The expected crash counts at sites C and D predicted by the joint model of crash count and crash 
severity are 2 and 4, respectively. Similar to the other two sites, the distribution of this expected crash 
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counts is not the same across these two sites. Site C has 1 expected injury crash predicted by 
engineering factors and 1 expected injury crash predicted by spatial factors. Site D, on the other hand, 
has 2 expected injury crashes predicted by engineering factors, 1 expected injury crash predicted by 
spatial factors and 1 expected injury crash predicted by behavioural factors. There is no fatal and 
PDO crash at either of two sites. 
Overall, the results of the joint model of crash count and crash severity provides further evidence 
on the benefits of the multiple risk source modelling methodology. But more importantly, it is found 
that explicitly incorporating crash severity into the multiple risk source model adds in more 
information about relative risk of crash locations and paints a different picture of high-risk sites 
regarding the priority for improvement.  
5.4 CHAPTER SUMMARY 
This chapter presented the results of the empirical testing of the multiple risk source theory and the 
corresponding methodology achieved by estimating a double-risk source Bayesian latent mixture 
model and a multiple risk source joint econometric model with structural equations and instrumental 
variables. The results of both modelling approaches indicated that the multiple risk source model is 
superior to the conventional single risk source models in terms of statistical fit. Decomposing the 
sources of crash contributing factors inside the models results in the significance of some factors 
while lack of significance of other factors. More importantly, the impact (increasing/decreasing) of 
crash contributing factors and their magnitude change when risk sources are decomposed. 
From a pragmatic perspective, decomposing the sources of crash contributing factors results 
in crash count predictions by risk source at sites. These risk source based predictions give more insight 
about the true (and disaggregate) causes of crashes at transport network locations. 
The results of the extended model of crash count and severity indicated that the severity of 
crashes can be easily incorporated into the multiple risk source theory.  Incorporation of severity into 
the crash predictions results in even further insight about high-risk locations across the network. 
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Chapter 6: Conclusions 
The last chapter of this doctoral dissertation summarizes the theoretical assumptions underlying BSI 
methodologies, re-states two research questions for this study, and recapitulates the proposed 
framework to answer these research questions. It then reviews the findings from this study with 
reference to the two research questions and presents conclusions and practical implications. Then, it 
presents the research contributions from three perspectives: theoretical, methodological and empirical 
contributions. At the end, it presents research limitations and future research directions. 
6.1 SUMMARY 
Presuming total number of crashes at a site as an adequate indicator of risk, presuming operational 
features of the transport network as a sufficient source of risk variability, and presuming crashes as 
the outcomes of a single risk source are three theoretical assumptions underlying crash blackspot 
identification (BSI). These three assumptions have shaped the state of the BSI practice over years, 
but have never been reviewed, questioned and possibly revised. This doctorate dissertation first 
reviewed these theoretical assumptions, raised fundamental questions about these assumptions and 
presented the critical gaps emerged in the literature as a result of neglecting these assumptions. Two 
research questions were then identified for this study: 
 How to identify motor vehicle crash blackspots based on multiple sources of risk for crashes at 
transport network locations? 
 How to incorporate crash severity into the multiple risk source model of crashes in blackspot 
identification? 
To answer these two research questions, a new blackspot identification framework was 
developed consisting of four parts: a) multiple risk source theory for crash causation mechanisms, b) 
latent mixture methodology corresponding with the multiple risk source theory of crashes, c) three 
statistical models (i.e. Bayesian latent mixture model, joint econometric model, and joint model of 
crash count and crash severity) demonstrating the applicability of the latent mixture methodology, 
and d) empirical testing of the three statistical models. Data from state controlled roads in Queensland, 
Australian were used to compare and contrast the performance of all newly developed models in 
comparison with the traditional single risk source (i.e. single equation) crash count model.  
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6.2 REVIEW OF RESEARCH FINDINGS 
6.2.1 Research Findings in Answering the First Research Question 
The first research question was how to identify motor vehicle crash blackspots based on multiple 
sources of risk for crashes at transport network locations. 
Answer: It is found that one approach is to decompose the total crash count at every site into crash 
count proportions based on distinct risk sources, correlate the crash count proportions with crash 
contributing factors via multiple equations, explicitly specify mixture weights for every equation, and 
employ prior knowledge about mixture weights by estimating the overall model in Bayesian platform. 
The findings of this modelling approach (i.e. Bayesian latent mixture safety performance function) 
reveals that two risk sources contribute to the total crash count at every site: engineering and spatial 
risk sources. It was found that crash contributing factors in this modelling approach are significantly 
different from the traditional single risk source model. Although all the engineering variables were 
significant in both single risk source and multiple risk source models, some of the significant spatial 
variables became insignificant when the two risk sources were separated and a priori knowledge of 
their contributions on total crash counts was incorporated. Solar conditions, average number of 
thunder days per year, and wind speed were the only common significant spatial variables between 
the two approaches; however, significant changes occurred in coefficient magnitudes of such 
variables when spatial factors were separately modelled. This finding shows that these three spatial 
factors played influential roles among other spatial variables in the spatial risk source. Furthermore, 
the decreasing effect of average number of thunder days per year on total crash counts changed to an 
increasing effect after the two risk sources were separated, consistent with expectations. A 
comparison of goodness of fit measures between the two models illustrated the improved statistical 
fit of the multiple risk source model. A comparison of the top 20 sites identified as crash blackspots 
by the employed selection criteria illustrated that the multiple risk source model identified unique 
sites as blackspots. Those sites had influential attributes, including rain conditions and number of 
thunder days per year that prevented their identification by the single risk source model. Finally, the 
site consistency test showed that the multiple risk source methodology yielded more crashes and thus 
is superior for detecting crash blackspots. 
Answer: It is found that another approach is to decompose the total crash count at every site into 
crash count proportions based on distinct risk sources, correlate the crash count proportions with crash 
contributing factors via multiple equations, employ structural equations and instrumental variables 
for potentially endogenous risk sources, and capture the unobserved heterogeneity by jointly 
estimating the overall model. 
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The findings of this modelling approach (i.e. joint econometric model with structural equations and 
instrumental variables) reveals that adding the third risk source, behavioural risk source, results in 
different mixture weights for risk sources but the engineering risk source is still dominant. The 
regression results of the second modelling approach was also significantly different from the single 
risk source model. Although the parameters of engineering variables had the same sign and almost 
the same magnitude in both models, two spatial variables became significant by separating risk 
sources: rain conditions and wind speed. In addition, driver behavioural factors that were not 
significant in the single risks source model became significant in the multiple risk source model, 
albeit predicted by engineering instrumental variables. A comparison of goodness of fit measures 
clearly showed the superiority of the multiple risk source model. Finally, a detail investigation of 
individual sites showed that the multiple risk source model is able to predict crashes by risk source 
and provide further information about the causes of crash occurrence. A blackspot identification 
based on this model of crashes painted a very different picture of high-risk sites regarding their 
relative risk and priority for improvement. 
6.2.2 Research Findings in Answering the Second Research Question 
The second research question was how to incorporate crash severity into the multiple risk source 
model of crashes in blackspot identification. 
Answer: It is found that one approach is to explicitly incorporate predicted probabilities of crash 
severity levels into the multiple risk source model and capture the common observed and unobserved 
factors between the crash count and crash severity model components by jointly estimating the overall 
model.  
The findings of this modelling approach (i.e. the joint model of crash count and crash severity) reveals 
that incorporating crash severity into the models alter the contributions (mixture weights) of risk 
sources to the total crash count. Additionally, incorporation of crash severity into the models 
moderates the impact of crash contributing factors on the total crash count. Finally, incorporation of 
crash severity into the multiple risk source model reveals further information about the harm of 
crashes by risk source at high-risk sites. 
6.3 CONCLUSIONS AND PRACTICAL IMPLICATIONS 
Decomposition of the total observed crash count into multiple constituent components based on 
distinct risk sources results in a more accurate structure of unobserved heterogeneity and leads to 
substantially improved statistical fit. In addition, the overall ability to detect crash blackspots is 
improved by modelling crashes as the outcomes of multiple distinct risk sources. These risk sources 
reveal detail information about crash causes in the top high-risk sites–information which was not 
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available in the traditional modelling of crashes that aggregated all crashes at a site. The benefits of 
the multiple risk source model are even further highlighted by incorporating crash severity into the 
framework which provides more information about the risk components (the number and the societal 
impact of crashes caused by each risk source) at a transport network location. The new multiple risk 
source model is also theoretically appealing, as the road safety profession for a long time has 
recognised that multiple risk sources contribute to road crashes.  
The practical implication of this research lies in the incorporation of non-operational crash causal 
factors and identification of crash blackspots by their correct causes. Crash causal factors may be 
operational (related to engineering factors, roadway geometrics and traffic characteristics), may be 
non-operational (related to driver behaviour or surrounding environment), or may be a combination 
of these two. Recall from the previous discussion (chapter 3, section 3.1) that from a pragmatic 
perspective, it is often difficult and inconclusive to objectively determine the primary (predominant) 
cause of a crash at a site. Because non-operational crash contributing factors are usually not 
correctable with engineering countermeasures, excluding them from the crash causation mechanism 
in the BSI methodologies may result in correlating crashes with incorrect causal factors. In contrast, 
incorporating non-operational factors in addition to the operational factors leads to a more crystal 
clear understanding of crashes and their true predominant causal factors.  
6.4 RESEARCH CONTRIBUTIONS 
This research provides an in-depth understanding of crash causation mechanisms and presents a new 
framework to correctly identify crash blackspots. Although previous research has acknowledged that 
crash contributing factors may have varied effects on individual crashes at a site, the current stream 
of crash count modelling (whether from risk analysis perspective, from risk prediction perspective or 
from blackspot identification perspective) presumes that a single risk generating process gives rise to 
the aggregate of crashes at a transport network location. This research is the first attempt to 
hypothesize, model and test such varied effects on crashes at a site. The proposed framework 
represents a significant innovation and knowledge breakthrough that leads to superior allocation of 
resources for investing in safety improvements on transport networks, and savings of lives and 
injuries associated with improved ability to accurately identify crash blackspots. The scientific 
contributions of this research are presented from various perspectives: theoretical, methodological, 
empirical and practical contributions as well as contributions to road safety policy. 
6.4.1 Theoretical Contribution 
Reviewing the theoretical assumptions underlying blackspot identification and raising fundamental 
questions about the underpinnings of such assumptions, this study finds the critical gaps in the BSI 
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theoretical developments and hypothesises a new theory for crash causation mechanisms by 
proposing a new structure of unobserved heterogeneity in crash data. This focus on the underlying 
theory evolution, its influence on empirical work, a reflection on remaining theory gaps, and a new 
hypothesis for crash causation mechanisms serve as a unique theoretical contribution of this research 
to the literature. 
6.4.2 Methodological Contribution 
Decomposing the total crash count into crash count proportions, modelling these crash count 
proportions as a function of multiple underlying and inter-dependent risk sources and linking these 
crash proportions with their distinct casual factors is the main methodological contribution of this 
research. In addition, explicitly specifying mixture weights for risk sources and incorporating prior 
knowledge about predominant causes of crash occurrence at transport network locations by 
estimating the overall model in the Bayesian platform is also a methodological contribution of this 
study. Finally, employing instrumental variables defined in structural equation models and jointly 
estimating the overall model to account for the potential endogeneity of risk sources is another 
methodological contribution of this research.  
Overall, the methodological contributions of this research represent major advances in the current 
methodologies surrounding crash blackspot identification, and build upon a substantial literature in 
this methodological area. 
6.4.3 Empirical Contribution 
Presenting two defensible canonical structures (one with two risk sources and one with three risk 
sources) that can logically explain additional complexity in crash data, this study presents empirical 
evidence for a long-standing research question in the literature about multiple risk sources for crashes. 
The empirical evidence presented in this study supports the notion that the proposed structure of 
unobserved heterogeneity in the crash data generating processes exists, albeit the evidence is based 
on a single sample. 
6.4.4 Practical Contribution 
Incorporating non-operational crash contributing factors into crash prediction as a vital part of 
blackspot identification while taking crash severity into consideration, this research provides a robust 
understanding of crash causation mechanism and crash blackspot identification. Such an 
understanding can help transport authorities and road agencies identify the true causes of crashes at 
high-risk locations, apply remedial treatments that are directly related to these causes, and ultimately 
achieve the objectives of Safe System Approach (also known as Vision Zero). 
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6.4.5 Contribution to Road Safety Policy 
Distinguishing the sources of crash contributing factors, this research provides empirical evidence 
that not all crashes at a site may be remediated by applying engineering countermeasures and thus 
investing money and allocating resources solely based on a single risk generating process for the total 
crash count at transport network locations may not be efficient. Because non-engineering factors, in 
particular driver behavioural factors, play an important role in crashes, it may be necessary to send 
other teams to apply behavioural countermeasures and/or policy incentives. 
6.5 LIMITATIONS AND FUTURE RESEARCH DIRECTIONS 
This research is not without limitations. Empirical testing of the proposed structure of unobserved 
heterogeneity not currently captured in single equation crash models was achieved in this research by 
assuming a fixed number (and type) of risk sources at a site. Whether the omitted structures arises 
from the two or three sources of risk proposed is not proven by any stretch and alternative risk sources 
both in number and kind are theoretically plausible and empirical testable. Additional work is needed 
to explore alternative underlying forms of unobserved heterogeneity and/or risk sources. Also, future 
research should apply the methodology for other crash data sets worldwide. 
In using the Bayesian latent mixture modelling methodology, future research should examine 
different sets of distributional assumption for weights of latent risk sources and for exploration of 
other possibilities, such as the use of Bayesian random parameter models. Furthermore, performing 
a cross-validation technique with a hold-out sample from the data and applying the methodology on 
simulated data where true blackspots are assumed known will yield more conclusive evaluation of 
prediction ability (goodness of fit) and BSI performance, respectively, between the two models. 
In using the joint econometric models (both variants), the behavioural data available for this 
model were limited to proxy variables reflecting aspects of driver behaviour that may be endogenous 
with roadway design. Future research would benefit from collecting data that capture more direct 
measures of driver behaviour to reduce the endogeneity present in the current model specification 
and to possibly improve upon the goodness of model fit. 
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