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Covariant perturbations through a simple nonsingular bounce
Atanu Kumar
Theory Division, Saha Institute of Nuclear Physics,
1/AF, Bidhannagar, Kolkata 700098, India
In this paper we study the evolution of cosmological perturbations through a nonsingular bouncing
universe using covariant perturbation theory and examine the validity of linear perturbation theory.
The bounce is modeled by a two component perfect fluid. Gauge invariant perturbations are defined
in terms of the comoving observers. The scalar and vector perturbations become singular at the
turning point, which is the boundary of the spacetime region where the null energy condition is
violated. Nonadiabatic modes of comoving curvature perturbation diverge at the turning point.
The gravitational waves oscillate around the bounce and the turning point. By computing the
growth of linearity parameters, it has been shown that the perturbations do not remain linear at
the turning point. We also study the matching conditions on scalar perturbations and V, related
to the spatial curvature perturbation, is found to be the appropriate variable to be matched across
transition surface.
PACS numbers: 04.20.-q, 98.80.-k, 98.80.Jk, 98.80.Bp
I. INTRODUCTION
Although the standard cosmological model, based on
Einstein’s general theory of relativity and assumptions
of homogeneity and isotropy, has provided a very suc-
cessful description of the Universe, it suffers from several
difficulties. Some of these difficulties have been resolved
by assuming an inflationary phase in the early period of
expansion of the Universe. However, the initial singu-
larity is a major drawback, because at the singularity,
curvature and energy density blow up and therefore, the
description of the spacetime in terms of classical physics
breaks down. Models of nonsingular universes that have
an initial contracting phase followed by a phase of re-
expansion after attaining a minimum size (bounce) have
been studied for a long time as alternatives to the stan-
dard big-bang inflationary models [1]-[5].
Inflation has explained the origin and scale invariance
of the spectrum of primordial perturbations. However, it
is observed recently that the bounces with a matter domi-
nated contracting phase can also generate scale invariant
curvature perturbations [6, 7] (after perturbations exit
the Hubble radius with a bluish spectrum, contractions
boost longer wavelengths more than the shorter wave-
lengths, thus producing a scale invariant spectrum).
For being observed in the expanding phase of the Uni-
verse, the perturbations must evolve through the bounce
[8]. But the growing modes of perturbations raise doubts
on the validity of linear perturbation theory near bounce
[9, 10] and preservation of scale invariant spectrum of
the perturbations. In noncovariant perturbation theory,
the perturbations are observed to grow in some gauges
while they remain small in some other gauges [11]-[13].
Recently, using covariant perturbation theory it has been
shown in [14] that in a single fluid dominated contracting
branch of a bouncing universe the higher order pertur-
bations grow more rapidly in comparison to the linear
order perturbations. However, in order to investigate
the behavior of perturbations at the bounce, we need to
study a specific model of the nonsingular and bouncing
universe. In the new ekpyrotic bouncing model [15], the
adiabatic modes of perturbations are observed to be am-
plified exponentially at the turning points i.e. the bound-
ary of contracting phase and bouncing phase, resulting
in breakdown of perturbation theory and spoils of scale
invariant spectrum [16]-[18].
From the singularity theorems of Hawking and Pen-
rose [19] it is known that a cosmological singularity is
unavoidable if the dynamics of a universe is described by
classical general relativity and the matter sector obeys
some mild energy conditions. To get a bouncing solution
one has to either abandon classical general relativity or
introduce some unusual matter that violates these energy
conditions. In this paper we choose a model that makes
use the latter option.
We take a toy model for the flat Friedmann-Lemaitre-
Robertson-Walker (FLRW) bouncing universe filled with
a two-component perfect fluid, one component is a nor-
mal fluid with a dustlike equation of state, henceforth
referred to as fluid-1, and the other component has a neg-
ative energy density and pressure, henceforth referred to
as fluid-2 [20]. Away from the bounce, the contribution of
fluid-2 in the total energy budget is negligible and hence,
the contraction of the universe is essentially guided by
fluid-1. However, close to the bounce, fluid-2 becomes
dominant and as a result the collapse slows down by min-
imizing the Hubble parameter H . At turning point H˙
becomes zero. Eventually the bouncing point H = 0 is
reached and the universe starts to re-expand. Again at
another turning point H˙ vanishes and subsequently fluid-
1 starts to dominate. Between the two turning points the
null energy condition,
Tµνk
µkν ≥ 0 for any null vector kµ, (1)
is violated by the composite fluid. Variation of Hubbile
parameter as function of conformal time η is shown in
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FIG. 1. Plot of Hubble parameter as a function of conformal
time η
FIG.(1).
In this paper we study the evolution of perturbations
through the bounce in the covariant approach. It turns
out that the scalar and vector perturbations diverge not
at the bouncing point but at the turning point; whereas
the tensor perturbations oscillate at the bounce as well
as at the turning point. At the turning point, we in-
vestigate the validity of linear perturbation theory. The
linearity parameters (the ratio of the nonlinear and lin-
ear terms in perturbation equations) diverge at the turn-
ing point, confirming the appearance of nonlinearity in
perturbations. The comoving curvature perturbation is
conserved for adiabatic perturbations. However, in our
model a nonadiabatic mode of perturbation exists. We
have computed the nonadiabatic mode of covariantly de-
fined comoving curvature perturbation and have shown
that that mode is singular at the turning point.
We also consider a specific initial condition for scalars
in which the entropic perturbation is absent and the adi-
abatic perturbations are originated from quantum fluc-
tuations of the Bunch-Davis vacuum state in the matter
dominated era. Using a numerical analysis we evolve the
perturbations through the bounce. Divergence of the lin-
earity parameters remains unaltered even in the presence
of these special initial conditions. The scale invariance
of the spectra are preserved well after the bounce. The
correct spectra are obtained from the matching of V and
not the X across the transition surface.
The paper is organized as follows. In Sec. II, we
describe the background bouncing model. In Sec. III
the gauge invariant perturbations are defined covariantly.
The equations are set up in Sec. IV. In Sec. V we demon-
strate the solutions of linear perturbation equations. In
Sec. VI, the behavior of comoving curvature perturba-
tions are discussed. In Sec. VII, we compute the lin-
earity parameters at the turning point. The matching
conditions are discussed in Sec. VIII and the numerical
analysis is demonstrated in Sec. IX. In Appendix A we
describe the spatial harmonics on 3-hypersurface and in
Appendix B the covariant perturbations are expressed in
terms of ordinary gauge invariant variables of coordinate
based perturbation theory.
II. BACKGROUND
We consider a flat FLRW universe with a two com-
ponent perfect fluid [20]. The two components have the
same 4-velocity ua which is taken to be the velocity of
the comoving observers,
ua =
dxa
dτ
, uaua = −1, (2)
where τ is the proper time along the world lines of co-
moving observers. The two components of the fluid must
have identical velocity at least in the background space-
time, because otherwise the background ceases to be an
isotropic one. We assume here that the fluids’ velocity is
the same in the physical spacetime also. Although this
assumption may lead to some loss of accuracy, our aim
in this paper is not to calculate the cosmological param-
eters accurately but to understand the physical conse-
quences of bounce on the evolution of perturbations. We
hope such an assumption does not significantly alter the
qualitative results. Note that such assumptions are often
taken into consideration for matter-radiation transition
in expanding universes [21].
The dynamical evolution is determined by the Einstein
equation,
Gab = Rab − 1
2
gabR = κTab, (3)
where κ = 8πG. Tab is the total energy-momentum ten-
sor,
Tab = µuaub + phab, hab = gab + uaub, (4)
µ = µ1 − µ2, p = p1 − p2 (5)
Fluid-1 is a normal fluid, whereas fluid-2 violates the
strong and weak energy condition. Each component sat-
isfies the energy conservation condition separately:
µ˙1 + θ(µ1 + p1) = 0, µ˙2 + θ(µ2 + p2) = 0. (6)
the overdot is representing the covariant derivative along
world lines of comoving observers and θ = ∇aua is the ex-
pansion of neighboring world lines of comoving observers.
We can define a scale a(τ) along each world line as
θ = 3
a˙
a
, (7)
where a can be determined up to a multiplicative con-
stant and is identified as the Robertson-Walker scale fac-
tor.
Equation (6) together with the equations of state, p1 =
w1µ1, p2 = w2µ2, give the evolution of energy densities,
µ1 =
M1
an1
, µ2 =
M2
an2
, (8)
3where n1 = 3(1 + w1) and n2 = 3(1 + w2).
If w1 and w2 bears the following relation,
w2 = 2w1 +
1
3
⇔ n2 = 2(n1 − 1), (9)
then the Friedmann’s equations yield a simple bouncing
solution,
a(η) = ǫ
(
1 +
η2
η20
)α
, (10)
where η =
∫
a−1dt is conformal time and,
ǫ =
(
M2
M1
)α
, α =
1
n2 − n1 =
1
n1 − 2 (11)
At any point on the manifold, a perfect fluid is charac-
terized completely by energy density µ, entropy density
S and the velocity 4-vector ua. The pressure can be ex-
pressed as a function of µ and S via equation of state
p = p(µ, S). (12)
So the small change in pressure is given by
δp = c2sδµ+ τδS, (13)
where c2s =
(
∂p
∂µ
)
S
is adiabatic speed of sound and
τ =
(
∂p
∂S
)
µ
. Since in absence of dissipation, entropy
is conserved along fluid flow lines, i.e. S˙ = 0,
c2s =
p˙
µ˙
= − p˙
θ(µ+ p)
(14)
This shows that if µ + p vanishes, but p˙ remains
nonzero, then the speed of sound blows up.
Let us consider the normal fluid is dustlike, i. e.
w1 = 0. Then the relation (9) constrains the fluid-2 to
be radiationlike (w2 =
1
3 ):
µ1 =
M1
a3
, µ2 =
M2
a4
(15)
In terms of the dimensionless quantity x = η/η0, we
have
a(x) = ǫ(1 + x2), ǫ =
M2
M1
, κM1η
2
0 = 12ǫ, (16)
H = a
′
a
=
2x
1 + x2
, H′ = 21− x
2
1 + x2
, (17)
a′′
a
= H′ +H2 = 2
1 + x2
. (18)
Primes are representing derivatives with respect to x.
The scalar curvature R = 6
η2
0
a2
a′′
a remains finite for the
entire range of x:
µ+ p =
M1
a4
(a− β) = M1
ǫ3
3x2 − 1
3(x2 + 1)4
, β =
4
3
ǫ. (19)
So, at x = ± 1√
3
, i.e. a = β, µ + p vanishes. The null
energy condition, which in the case of perfect fluid means
µ+ p ≥ 0, is satisfied for |x| ≥ 1√
3
, but it is violated for
|x| < − 1√
3
. The spacelike hypersurfaces at x = ± 1√
3
,
which form the boundary between the two regions, are
called turning points.
Speed of sound in this model diverges at the turning
points,
c2s = −
1
3
β
a− β = −
4
3
1
3x2 − 1 (20)
III. PERTURBATIONS
In covariant perturbation theory, as gauge invariant
perturbations, we consider the variables, which vanish in
the background FLRWmanifold. Some of those variables
which form a closed set of equations are listed below [24]:
(1) Shear, vorticity and acceleration,
σab = (h
c
(ah
d
b) −
1
3
habh
cd)∇duc, (21)
ωab = h
c
[ah
d
b]∇duc, (22)
νa = u
b∇bua. (23)
Rotation vector is defined as ωa =
1
2ǫabcω
bc. ǫabc is Levi-
Civita tensor in the 3-hypersurface defined by ǫabc =
ηabcdu
d.
(2) “Electric” and “magnetic” parts of the Weyl tensor,
Eab = Cacbdu
cud, Hab =
1
2
Cacpqη
pq
bdu
cud. (24)
(3) Spatial gradients of the energy densities, pressure
densities and expansion,
Xa = κh
b
a ∇bµ, Ya = κh ba ∇bp, Za = h ba ∇bθ,
X1a = κh
b
a ∇bµ1, X2a = κh ba ∇bµ2,
Y1a = κh
b
a ∇bp1, Y2a = κh ba ∇bp2,
Xa = X1a −X2a, Ya = Y1a − Y2a. (25)
Using equations of state, Y1a = 0, Y2a =
1
3X2a.
The nonadiabatic mode of perturbation is defined as
Γa = κτh
b
a ∇bS = Ya − c2sXa =
βX1a − aX2a
3(a− β) . (26)
All variables defined in (21)-(26) and their derivatives
are considered to be linear or first order variables. These
first order variables can be translated to the ordinary
gauge invariant perturbations used in coordinate based
perturbation theory. Some of those relations are shown
in Appendix B. Any quantity which is quadratic in first
order variables is said to be nonlinear.
4IV. DYNAMIC EQUATIONS AND
CONSTRAINTS
We assume the two components do not exchange en-
ergy but exchange momentum among themselves. So the
momentum conservation equation must be satisfied for
the two fluids together:
κ(µ+ p)νa + Ya = 0. (27)
Taking the spatial derivative of the equations in (6),
we obtain
a−4h ba (a
4X1a)˙ = θ
(
µ2 + p2
µ+ p
Y1a − µ1 + p1
µ+ p
Y2a
)
−κ(µ1 + p1)Za − (σba + ωba)X1b, (28)
a−4h ba (a
4X2a)˙ = θ
(
µ2 + p2
µ+ p
Y1a − µ1 + p1
µ+ p
Y2a
)
−κ(µ2 + p2)Za − (σba + ωba)X2b. (29)
Subtracting (29) from (28),
a−4h ba (a
4Xa)˙ = −κ(µ+ p)Za − (σba + ωba)Xb. (30)
Other equations are [22, 23]
a−3h ba (a
3Zb)˙ = Rνa − 1
2
Xa +Aa + 2h
b
a ∇b(ω2 − σ2)
−(ωba + σba)Zb, (31)
where
R = κµ− 1
3
θ2 +∇aνa + 2(ω2 − σ2). (32)
and
Aa = h
b
a ∇b∇cνc (33)
a−2h ca h
d
b (a
2ωcd)˙ = h
c
a h
d
b ∇[dνc] + 2σc[aω cb] , (34)
a−2h ca h
d
b (a
2σcd)˙ = −Eab +∇〈bνa〉 − ωacωcb − σacσcb
+ 23hab(σ
2 − ω2) + νaνb, (35)
a−3h ca h
d
b (a
3Ecd)˙ = −CurlHab − 12κ(µ+ p)σab + Ec(aωb)c
+ Ec(aσb)c + ǫacdǫbpqσ
cpEdq − 2Hc(aǫb)cdνd, (36)
a−3h ca h
d
b (a
3Hcd)˙ = CurlEab +H
c
(aωb)c +H
c
(aσb)c
+ ǫacdǫbpqσ
cpHdq − 2Hc(aǫb)cdνd. (37)
We have used following notations :
λ(ab) =
1
2
(λab + λba), λ[ab] =
1
2
(λab − λba),
λ〈ab〉 = h
c
a h
d
b (λ(cd) −
1
3
hcdλ
e
e), Curlλab = h
e
(aǫb)cd∇dλ ce .
There are also constraint relations which must be sat-
isfied at some initial time on each world line ,
h ca ∇b(ωbc + σbc)− νb(ωab + σab) =
2
3
Za, (38)
∇aωa = 2νaωa, (39)
Curlωab +Curlσab = −Hab, (40)
h ca ∇bEbc + 3Habωb − ǫabcσbdHcd =
1
3
Xa, (41)
h ca ∇bHbc − 3Eabωb − ǫabcσbdHcd = κ(µ+ p)ωa. (42)
V. SOLUTIONS OF LINEARIZED EQUATIONS
To study the linear evolution of perturbations we will
use the usual classification of perturbations in terms of
scalar, vector and tensor modes. Xas, Yas, Za, Γa, and
νa, constructed from spatial gradients of scalar functions,
are considered as scalar perturbations. The antisymmet-
ric tensor ωab is dual to a vector ωa. By Eq. (39), the
ωa is a divergence-less vector up to first order. So we
consider ωab as a pure vector perturbation. The σab, Eab
and Hab are traceless symmetric tensors. These variables
can be decomposed into scalar, vector and pure tensor
perturbation.
A. Scalar perturbations
Linearized forms of (28)-(31) in our background model
are
a−4(a4X1a)˙ = −κM1
a3
Za − 1
3
θ
a
a− βX2a, (43)
a−4(a4X2a)˙ = −βκM1
a4
Za − 1
3
θ
a
a− βX2a, (44)
a−3(a3Za)˙ = −1
2
(X1a −X2a) +Aa. (45)
To solve the equations, let us expand the variables in
Fourier modes on the 3-hypersurface,
Sa =
∑
k
S(k, t)Q(0)a , (46)
where S stands for any scalar perturbations. Q
(0)
a are
the eigenfunctions of spatial Laplacian, explained in the
Appendix A.
Using (27),
Aa = h
b
a ∇b∇cνc
=
1
κM1
a4
a− β
∑
k
k2
a2
Y (k, t)Q(0)a
= − 1
3κM1
a4
a− β
∑
k
k2
a2
X2(k, t)Q
(0)
a (47)
Using dimensionless quantities,
X1 = η30a4X1, X2 = η30a4X2, Z = η20a3Z, (48)
5Eqs. (43)-(45) in Fourier modes become
X ′1 = −
9β
a
Z − a
′
a− βX2, (49)
X ′2 = −
9β2
a2
Z − a
′
a− βX2, (50)
Z ′ = −1
2
(X1 −X2)− q
2a2
27β(a− β)X2, (51)
where prime denotes the derivative with respect to di-
mensionless conformal time x = η/η0 and q = kη0 is the
dimensionless wave number.
Eliminating Z from (49) and (50),
βX ′1 = (aX2)′ =⇒ X2(q, x) =
β
a
(X1(q, x) − C1(q))
(52)
Using new variableW = X1−C1, Eqs. (49)-(51) reduce
to
W ′ = −a
′
a
β
a− βW −
9β
a
Z, (53)
Z ′ = −
(
1
2
a− β
a
+
q2
27
a
a− β
)
W − 1
2
C1. (54)
The arbitrary constant C1(q) is related to the initial
spectrum of nonadiabatic mode of perturbation, defined
in (26),
Γ(q, x) =
βC1(q)
3η30a
4(a− β) . (55)
This shows that entropy perturbation decays far away
from bounce (a≫ β) as a−5 and diverges at a ∼ β.
From (53) and (54) we extract a second order inhomo-
geneous differential equation for W :
W ′′ + a
′
a− βW
′ +
β
a
(
a′′
a
− a
′2
(a− β)2 −
9
2
a− β
a
− q
2
3
a
a− β
)
W = 9βC1(q)
2a
(56)
Or
W ′′ + 6x
3x2 − 1W
′ −
(
2(9x2 + 1)(3x4 − 2x2 + 3)
(x2 + 1)2(3x2 − 1)2 +
4
3
q2
3x2 − 1
)
W = 6C1(q)
x2 + 1
(57)
X1, X2 and Z can be expressed in terms of W ,
X1 =W + C1, X2 = β
a
W = 4
3(x2 + 1)
W ,
Z = − a
9β
(
W ′′ + a
′
a
a
a− βW
)
= −1
9
a2
β(a− β)
(
a− β
a
W
)′
.
All scalar perturbations are given by
X1(q, x) = η
−3
0 a
−4X1(q, x), X2(q, x) = η−30 a−4X2(q, x),
Z(q, x) = η−20 a
−3Z(q, x), Y (q, x) = − 13X2(q, x),
ν(q, x) = − Y (q,x)κ(µ+p) , A(q, x) = −
(
k
a
)2
ν(q, x). (58)
The shear also has a scalar part, which is obtained
from the constraint (38). Linearizing (38),
∇b(ωba + σba) =
2
3
Za. (59)
Now σab is a traceless symmetric tensor. Decomposing
it into a divergenceless tensor σTab, gradient of a diver-
genceless vector σVab and double gradient of a scalar σ
S
ab
,
σab = σ
T
ab + σ
V
ab + σ
S
ab =
∑
k
σT (k, t)Q
(2)
ab
+
∑
k
σV (k, t)Q
(1)
ab +
∑
k
σS(k, t)Q
(0)
ab , (60)
∇bσba = ∇bσVab +∇bσSab,
=
∑
k
1
2
k
a
σVQ(1)a +
∑
k
2
3
k
a
σSQ(0)a . (61)
Let us define
ra = ∇bωab = −∇bωba. (62)
ra is a divergence-less vector since
∇ara = ∇a∇bωab = 1
2
(
Rab ca ωcb +R
ab c
b ωac
)
= 0.
So ra can written as
ra =
∑
k
r(k, t)Q(1)a . (63)
So, putting (46) and (61)-(63) in the constraint (59)
and separating the scalar and vector parts we obtain
σS(k, t) = Z(k, t)
a(t)
k
, (64)
σV (k, t) = 2r(k, t)
a(t)
k
. (65)
Using (58),
σS(q, x) = Z(q, x)
a
k
= η−10 a
−2Z(q, x)
q
. (66)
6Let us use the opportunity to clarify the mistakes in
calculations in Eqs. (93), (94), (101) and (102) of [14].
According to (64) and (65), σV and σS in a radiation
dominated background behave as
σV =
2R(k)
k
a−1, (67)
σS =
Z(1)(k)
k
a−3 +
Z(1)(k)
k
. (68)
In the dust dominated case,
σV =
2R(k)
k
a−2, (69)
σS =
Z(1)(k)
k
a−3 +
Z(1)(k)
k
a−1/2. (70)
This is reflected in errors in the calculation of ε2, ε5
and ε7 of the Sec. VI B of [14] . The correct form of
these parameters follows:
ε2 =
∣∣ΣbaX¯b∣∣∣∣κMZ¯a∣∣a−
3
2 , ε5 =
|2Σa|∣∣ 1
2X¯a
∣∣a− 32 ,
ε7 =
∣∣ΣbaZ¯b∣∣∣∣ 1
2X¯a
∣∣ a− 32 . (71)
For q = 0, Eq. (57) has a general solution,
W(0, x) = −C1(0)3(x
2 + 1)
3x2 − 1 + C2(0)
3x
(x2 + 1)(3x2 − 1)
+C3(0)
9x6 + 25x4 + 15x2 + 15
3(x2 + 1)(3x2 − 1) (72)
To solve for modes with nonzero momentum, we will
concentrate on different regions of interest. We are
working in a collapsing FLRW universe undergoing a
nonsingular bounce. Long before the bounce (a ≫ ǫ),
the energy density of fluid-1 dominates over the energy
density of fluid-2 and we have a dust dominated collaps-
ing FLRW background. Let us call this region as region
A. The neighborhood of the turning point x ∼ − 1√
3
is region B. Another region of interest is the point
of bounce, characterized by vanishing of the Hubble
parameter and corresponds to the time x = 0. This is
the region C.
Region A:
In this region, |x| ≫ 1 and a(x) ≃ 34βx2. Changing
the variable x to z = 1x , Eq. (57) takes form
d2WA
dz2
+PA1(q, z)
dWA
dz
+PA0(q, z)WA = C1(q)PA(q, z),
(73)
where the coefficients PA1, PA0, PA are expanded in Tay-
lor series around z = 0:
PA1(q, z) = −2
3
(
z +
z3
3
+
z5
9
+ · · ·
)
,
PA0(q, z) = −
(
6 +
4q2
9
)
1
z2
+
(
34
3
− 4q
2
27
)
−
(
22 +
4q2
81
)
z2 + · · · ,
PA(q, z) = 6
(
1
z2
− 1 + z2 − · · ·
)
. (74)
The power series solution of (73) is
WA(q, 1
z
) = − C1(q)
1 + 2q
2
27
(
1 +
4
3
9− q2
9 + q2
z2 + · · ·
)
+CA2 (q)z
3+δ
(
1− 28− 7δ − δ
2
6(7 + 2δ)
z2 + · · ·
)
+
CA3 (q)
z2+δ
(
1 +
38− 3δ − δ2
6(3 + 2δ)
z2 + · · ·
)
, (75)
where
δ =
5
2


√
1 +
(
4q
15
)2
− 1

 . (76)
In the limit z → 0, evaluating the variables,
X1A(q, x) = 2q
2
27 + 2q2
C1(q) + C
A
2 (q)x
−3−δ
+CA3 (q)x
2+δ,
X2A(q, x) = − 36
27 + 2q2
C1(q)x
−2 +
4
3
CA2 (q)x
−5−δ
+
4
3
CA3 (q)x
δ ,
ZA(q, x) = 12q
2
(27 + 2q2)(9 + q2)
C1(q)
x
+
3 + δ
12
CA2 (q)
x2+δ
−2 + δ
12
CA3 (q)x
3+δ. (77)
Region B:
In this region, x ∼ − 1√
3
. In terms of a new variable,
y =
√
3x+ 1, (57) takes the following form:
d2WB
dy2
+ PB1(q, y)
dWB
dy
+ PB0(q, y)WB = C1(q)PB(q, y)
(78)
Again the coefficients obtained as a Taylor series around
y = 0,
PB1(q, y) =
1
y
[
1− 1
2
y − 1
4
y2 + · · ·
]
,
PB0(q, y) = − 1
y2
[
1 +
(
1
2
− 2q
2
9
)
y +
(
1
4
− q
2
9
)
y2 + · · ·
]
,
PB(q, y) =
3
2
[
1 +
1
2
y + · · ·
]
. (79)
7The general solution of (78) in the limit y → 0 is
WB(q, y) = 1
2
C1(q)y
2
[
1 +
1
8
(
3− 2q
2
9
)
y + · · ·
]
+CB2 (q)y
[
1 +
1
3
(
1− 2q
2
9
)
y + · · ·
]
+
CB3 (q)
y
[
1 +
2q2
9
y + · · ·
]
., (80)
X1B(q, y) = C1(q) + CB2 (q)y +
CB3 (q)
y
, (81)
X2B(q, y) = 1
2
C1(q)y
2 + CB2 (q)y +
CB3 (q)
y
, (82)
ZB(q, y) = − 1√
3
(
1
2
C1(q)y +
2
3
CB2 (q) +
2q2
27
CB3 (q)
y
)
.
(83)
So the scalar perturbations diverge as y−1 at the turn-
ing point. Though both X1 and X2 diverge as y−1 near
the turning point, the combination X = X1−X2 remains
finite. So X(q, x) = η−30 a
−4X is also finite and well be-
haved at the turning point.
Region C: x ∼ 0
d2WC
dx2
+PC1(q, x)
dWC
dx
+PC0(q, x)WC = C1(q)PC(q, x),
(84)
PC1(q, x) = −6x(1 + 3x2 + 9x4 + · · ·),
PC0(q, x) = −
(
6− 4q
2
3
)
− (74− 4q2)x2
− (278− 12q2)x4 − · · · ,
PC(q, x) = 6(1− x2 + x4 − · · ·). (85)
Solutions:
WC(q, x) = C1(q)
[
3x2 +
(
4− q
2
3
)
x4 + · · ·
]
+ CC2 (q)
[
x+ 2
(
1− q
2
9
)
x3 + · · ·
]
+CC3 (q)
[
1 +
(
3− 2q
2
3
)
x2 +
1
3
(
32− 5q2 + 2q
4
9
)
x4 + · · ·
]
, (86)
X1C(q, x) = C1(q)
[
1 + 3x2 + · · ·]+ CC2 (q)
[
x+ 2
(
1− q
2
9
)
x3 + · · ·
]
+ CC3 (q)
[
1 +
(
3− 2q
2
3
)
x2 + · · ·
]
,
X2C(q, x) = 4
3
C1(q)
[
3x2 +
(
1− q
2
3
)
x2 + · · ·
]
+
4
3
CC2 (q)
[
x+
(
1− 2q
2
9
)
x3 + · · ·
]
+
4
3
CC3 (q)
[
1 + 2
(
1− q
2
3
)
x2 + · · ·
]
,
ZC(q, x) = −1
6
C1(q)
[
3x−
(
1 +
2q2
3
)
x3
]
− 1
12
CC2 (q)
[
1−
(
1 +
2q2
3
)
x2 + · · ·
]
+
1
6
CC3 (q)
[(
1 +
2q2
3
)
x+
1
3
(
47 + 4q2 − 4q
4
9
)
x3 + · · ·
]
. (87)
So at the point of bounce, scalar perturbations remain
finite and well behaved.
B. Vector perturbations
Let us consider the right hand side of (34) up to linear
order,
∇dνc = − 1
µ+ p
∇d (h ec ∇ep)
= − 1
µ+ p
[h ec ∇d∇ep+ (∇ep)(uc∇due + ue∇duc)]
⇒ h ca h db ∇[dνc] = −
p˙
µ+ p
ωab = c
2
sθωab. (88)
So,
a−2(a2ωab)˙ = c2sθωab. (89)
This is a first order differential equation and its solution
is
ωab = Ωab
1
η0a2
e
∫
c2
s
θdt =
Ωab
η0a(a− β) , Ω˙ab = 0.(90)
8The vector part of shear (σVab) is obtained from (65).
Let us define a dimensionless and spatial derivative op-
erator Da as
Da = aη0h
b
a ∇b, D2 = a2η20∇˜2.
Da commutes with the derivative along fluid flow lines
ua∇a.
Then,
ra = ∇bωab = η−10 a−1Dbωab =
Ra
η20a
2(a− β) , (91)
where Ra = D
bΩab, R˙a = 0.
So,
σV = 2
η−20 R
a2(a− β)
a
k
=
2R
η0qa(a− β) (92)
C. Gravitational waves
The pure tensor parts of σTab, E
T
ab and H
T
ab are the
gravitational waves. The linearized equation for σTab is
obtained from (35)-(37) by setting Xia = Za = 0, ωab =
0,
△σTab +
5
3
θσ˙T ab +
1
6
(θ2 − 9κp)σTab = 0. (93)
ETab and H
T
ab are given by,
ETab = −a−2(a2σT )˙ab, HTab = −CurlσTab. (94)
Using dimensionless variables, (93) takes the following
form:
σT
′′
(q, x)+
8x
x2 + 1
σT
′
(q, x)+
(
6
x2 + 1
+ q2
)
σT (q, x) = 0.
(95)
The general solution for the q = 0 mode is
σT (0, x) = D1(0)
x(3x4 + 10x2 + 15)
3(x2 + 1)3
+D2(0)
1
(x2 + 1)3
. (96)
Using the variable, f = (1+ x2)σT , Eq. (95) becomes,
f ′′ +
[
q2 − α(x)] f = 0, α(x) = 2 3x2 − 1
(x2 + 1)2
(97)
For x2 ≫ 6q2 , f oscillates with frequency q. If q2 < 98 ,
the equation
q2 − α(x) = 0 (98)
has four roots, ±x1(q),±x2(q). For x2 < |x| < x1, q2 −
α(x) is negative, but f oscillates again for −x2 < x <
x2. If however q
2 > 98 , q
2 − α is positive always and
f shows oscillatory behavior over the whole range of x.
The frequency of oscillation is maximum at the point of
-3
-2
-1
 0
 1
 2
 3
-4 -2  0  2  4
α
x
α=9/8 α=9/8
α=-2
q2<9/8
q2>9/8
-x1 -x2 x2 x1
FIG. 2. Plot of α as a function of x. α has a minimum value
αmin = −2 at the bounce and two maxima αmax =
9
8
at
x = ±
√
5
3
. For q2 < 9
8
, there are two regions where q2−α < 0.
But for q2 > 9
8
, q2 − α is always positive.
bounce x = 0. Graphical representation of α(x) is shown
in FIG.(2). In any case f and hence σT never blow up
at bounce or at turning points.
Region A: In this region, (95) becomes
x2σTA
′′
+ 8xσTA
′
+
(
q2x2 + 6
)
σTA = 0. (99)
The general solution of σT in this region is
σTA(q, x) = (qx)
−7/2 [DA1 (q)J5/2(qx) +DA2 (q)Y5/2(qx)] ,
(100)
where J and Y are the Bessel function and the Neumann
function respectively.
Region B: Using the variable y =
√
3x + 1 in region
B, Eq. (95) is simplified to
d2σTB
dy2
− 2dσ
T
B
dy
+
(
3
2
+
q2
3
)
σTB = 0 (101)
and its general solution is
σTB(q, y) = e
y
[
DB1 (q) cos (mqy) +D
B
2 (q) sin (mqy)
]
,
(102)
where,
mq =
√
1
2
+
q2
3
. (103)
Region C: At the bounce, (x→ 0), as explained ear-
lier, σT oscillates with frequency
√
2 + q2:
σTC(q, x) = D
C
1 (q) cos
(√
2 + q2x
)
+DC2 (q) sin
(√
2 + q2x
)
.
(104)
9VI. COMOVING CURVATURE
PERTURBATION
The comoving curvature perturbation is defined as [25,
26]
ζa =Wa +
Xa
3κ(µ+ p)
, Wa = h
b
a ∇b log a. (105)
This variable is related to the comoving curvature per-
turbation ζ, used in the coordinate based perturbation
theory [27]. In particular, since ζa is a spatial gradient
of scalar up to first order, we can write
ζa = h
b
a ∇bζS . (106)
In Appendix B it has been shown that ζS is equal to
−ζ on the large scale. ζS is conserved on all scales for
adiabatic perturbation, whereas ζ is conserved on the
large scale only. However in our model adiabatic modes
are present. So the evolution of ζa is determined by the
following equation:
Luζa = − θ
3κ(µ+ p)
Γa, (107)
⇒ a−1h ba (aζb)˙ = −
θ
3κ(µ+ p)
Γa
−(σba + ωba)ζb, (108)
Lu being the Lie derivative with respect to ua. Up to
first order, using (55),
a−1(aζq )˙ = − θ
3κ(µ+ p)
Γ = − a˙
a
C1
27η0(a− β)2 .(109)
Integrating,
ζq =
1
27η0
1
a
(
C1
a− β + C˜2
)
. (110)
So, besides the nonadiabatic constant mode of ζS ∼
−akζq there is an adiabatic mode which diverges at the
turning point.
VII. VALIDITY OF LINEAR TREATMENT AT
THE TURNING POINT
The speed of sound and different perturbation vari-
ables become infinite at the turning point, not at the
bounce. Existence of these growing modes raised doubts
on the validity of linear perturbation theory. In the
coordinate based perturbation theory, linear perturba-
tion treatment is justified if the perturbations remain
small compared with background quantities. However
in covariant perturbation theory, background values of
all gauge invariant variables are zero. So in this case
we demand that higher order terms in the perturbation
equation must be small compared with the first order
term. Let us consider the equations for scalar pertur-
bation (30) and (31). We have defined some linearity
parameters ε1 − ε7 and ε˜3 − ε˜7 as the ratio of nonlinear
to the linear terms in these equations in [14]. The linear
perturbation theory for the scalar perturbations is valid,
if the following conditions are satisfied throughout the
regime under consideration:
(1) ε1, ε2 ≪ 1,
(2) ε3, ε4, ε5, ε6, ε7 ≪ 1 and/or ε˜3, ε˜4, ε˜5, ε˜6, ε˜7 ≪ 1.
Using Eq. (58) and the solutions (80), (83), (90), (66),
(92) and (102) of the perturbation equations at region B,
the dominant mode of different variables that appear in
(30) and (31) can be written as
Xa =
1
η30β
4
(Υa + Ξa) , Za =
4
27η20β
3
D2Ξa
y
,
νa =
4
27η0β2
Ξa
y2
, Aa =
4
27η30β
4
D2Ξa
y2
,
σab =
4
27η0β2
D<aΞb> +D<aΛb>
y
, ωab = − 2
η0β2
Ωab
y
,
R = 4
27η20β
3
(
DaΞa +
4
27β
|D<aΞb> +D<aΛb>|2 − 4
β
|Ωab|2
)
1
y2
,
2h ba ∇bσ2 =
4
27η30β
5
Da
(|D<cΞd> +D<cΛd>|2)
y2
,
2h ba ∇bω2 =
4
η30β
5
Da
(|Ωcd|2)
y2
, (111)
where
Υa =
∑
k C1(q)Q
(0)
a , Ξa = − 12
∑
k C
B
3 (q)Q
(0)
a ,
Λa = 27
∑
k
R(q)
q2 Q
(1)
a . (112)
At the turning point, y ∼ 0, (19) reduces to
κ(µ+ p) = −κM1
2β3
y = −9
2
η−20 β
−2y. (113)
Then the linearity parameters for (30) and (31) are
found to be
ε1 =
∣∣ωbaXb∣∣
|κ(µ+ p)Za| =
3
β
∣∣Ωba (Υb + Ξb)∣∣
|D2Ξa| y
−1, ε2 =
∣∣σbaXb∣∣
|κ(µ+ p)Za| =
2
9β
∣∣hbc (D<aΞb> +D<aΛb>) (Υc + Ξc)∣∣
|D2Ξa| y
−1,
ε3 =
|Rνa|∣∣1
2Xa
∣∣ =
(
2
3
)5
1
3β
∣∣∣DcΞc + 427β |D<cΞd> +D<cΛd>|2 − 4β |Ωcd|2∣∣∣ |Ξa|
|Υa + Ξa| y
−4,
10
,ε4 =
∣∣2h ba ∇bω2∣∣∣∣ 1
2Xa
∣∣ = 8β
∣∣Da (|Ωcd|2)∣∣
|Υa + Ξa| y
−2, ε5 =
∣∣2h ba ∇bσ2∣∣∣∣ 1
2Xa
∣∣ =
(
2
3
)3
1
β
∣∣Da (|D<cΞd> +D<cΛd>|2)∣∣
|Υa + Ξa| y
−2,
ε6 =
∣∣ωbaZb∣∣∣∣ 1
2Xa
∣∣ =
(
2
3
)3
2
β
∣∣ΩbaD2Ξb∣∣
|Υa + Ξa| y
−2, ε7 =
∣∣σbaZb∣∣∣∣ 1
2Xa
∣∣ =
(
2
3
)3
1
3β
∣∣hbc (D<aΞb> +D<aΛb>)D2Ξb∣∣
|Υa + Ξa| y
−2. (114)
Other sets of parameters ε˜3-ε˜7 are related to the ε3-ε7 via
ε˜I =
1
2
|Xa|
|Aa| εI =
(
3
2
)3 |Υa + Ξa|
|D2Ξa| y
2εI , for I=3 to 7. (115)
ε˜3 =
4
27β
∣∣∣DcΞc + 427β |D<cΞd> +D<cΛd>|2 − 4β |Ωcd|2∣∣∣ |Ξa|
|D2Ξa| y
−2,
ε˜4 =
27
β
∣∣Da (|Ωcd|2)∣∣
|D2Ξa| , ε˜5 =
1
β
∣∣Da (|D<cΞd> +D<cΛd>|2)∣∣
|D2Ξa| ,
ε˜6 =
2
β
∣∣ΩbaD2Ξb∣∣
|D2Ξa| , ε˜7 =
1
3β
∣∣hbc (D<aΞb> +D<aΛb>)D2Ξb∣∣
|D2Ξa| . (116)
The ε1 and ε2 diverge at the turning point as y → 0.
So the condition (1) is not satisfied at the turning point.
Although ε˜4 − ε˜7 remain finite at the turning point, ε˜3
diverges. So the condition (2) is also not satisfied.
VIII. MATCHING CONDITION
We have seen that even for this simple model analytical
expressions for the perturbation variables throughout the
bounce are not available. One can obtain the solutions
by numerical integration but to have a good understand-
ing on the result one needs some analytical methods.
Such methods involve matching of the variables across
the transition surfaces. In the non-bouncing cases it is
well known that the spatial metric on the hypersurface
and the extrinsic curvature must be continuous across
the boundary separating the two regions [28]. However,
for the bouncing models one should find the appropriate
variables, which should be matched to get a correct spec-
trum. In a nonsingular bouncing background the spatial
curvature perturbation δR is found to be the appropriate
variable (rather than the Bardeen potential Φ) which is
to be matched in order to get good agreement with the
numerical results [29]. In Appendix B we have shown
that δR and Φ are related to V newa and Xa respectively.
We now investigate whether matching of these variables
will lead to the correct spectrum after the bounce.
Considering only scalar variables, we have
Xi =
2
a2
∂i~∇2Φ, V newi =
2
a2
∂i ~∇2δR. (117)
We consider the perturbation modes that exit the
horizon in deep matter dominated era (|x| ≫ 1). If
x = −xexit is the value of x at the horizon exit, then
q = |Hexit| ⇒ xexit =
2
q
. (118)
Since xexit ≫ 1, q must be much less than order unity.
Expanding V newa and δR in Fourier modes and consid-
ering only scalar modes,
V newa =
∑
k
η−30 a
−aVQ(0)a , δR =
∑
k
δRqQ(0) (119)
Then (117) leads to
V ≈ 2q3δRqa (120)
V can be written in terms of X and Z as,
V =
(
1 +
2q2a2
27β(a− β)
)
X − 2HZ (121)
The Mukhanov-Sasaki variable is defined as v = δRqz,
where z = 3aθ−1
√
κ(µ+ p). In our model,
z =
√
3a
√
a− β
a− ǫ , (122)
V ≈ 2√
3
q3
√
a− ǫ
a− β v. (123)
The initial values of v and its derivative are given by
the quantum vacuum initial condition at the time of hori-
zon exit:
v ∼
√
1
2q
, v′ ∼ i
√
q
2
(124)
11
In this region, a≫ β, ǫ. So, V ≈ 2√
3
q3v and the initial
conditions on V are obtained as
V ∼
√
2
3
q5, V ′ ∼ i
√
2
3
q7. (125)
Now in region A of contracting phase,
X (−) = 2q
2
27
C
(−)
1 +
C
A(−)
2
x3
+ C
A(−)
3 x
2, (126)
V(−) = 4
3
C
(−)
1
x2
(
1 +
q2x2
36
)(
1 +
q2x2
18
)
+
q2
36
C
A(−)
2
x
+
5
3
C
A(−)
3 x
2
(
1 +
q2x2
60
)
. (127)
In the expanding phase perturbations have similar evo-
lution but with different constants,
X (+) = 2q
2
27
C
(+)
1 +
C
A(+)
2
x3
+ C
A(+)
3 x
2, (128)
V(+) = 4
3
C
(+)
1
x2
(
1 +
q2x2
36
)(
1 +
q2x2
18
)
+
q2
36
C
A(+)
2
x
+
5
3
C
A(+)
3 x
2
(
1 +
q2x2
60
)
. (129)
The relation between the constants are obtained by
proper matching of the variables in the boundary of the
bouncing phase. We want to study such matching con-
ditions on the surfaces x = ±1, which are the boundary
of week energy condition (µ + 3p ≥ 0) violated region.
First we deduce the spectrum of perturbations using two
matching conditions, namely the continuity of V and X
across the transitions surface and then calculate the same
spectrum from numerical computation.
Since the entropy perturbation is obtained for all val-
ues of a, we get a matching condition,
C
(+)
1 = C
(−)
1 (130)
Matching V and V ′ on these surfaces, we get
q2
12
C
A(+)
2 = −
16
3
C
(−)
1 −
q2
36
C
A(−)
2 +
20
3
C
A(−)
3
5C
A(+)
3 =
16
3
C
(−)
1 −
q2
18
C
A(−)
2 −
5
3
C
A(−)
3 (131)
To know the correct spectrum of perturbation, we need
the initial conditions on non adiabatic perturbations. For
simplicity, let us assume Γa = 0, which implies, by (55),
C
(−)
1 = 0. Then the initial conditions (125) give
C
A(−)
2 ≈ (i − 1)8
√
2
3
q−1/2,
C
A(−)
3 ≈
2i− 1
8
√
2
3
q9/2. (132)
Then (131) leads to
C
(−)
1 = 0, C
A(+)
2 ≈ (1− i)
8
3
√
2
3
q−1/2, (133)
C
A(+)
3 ≈ (1− i)
4
45
√
2
3
q3/2. (134)
Using this constants in (129), we get
V(+) ≈ (1− i) 2
27
√
2
3
q3/2
(
1
x
+ 2x2
(
1 +
q2x2
60
))
.
(135)
In the deep matter dominated phase,
∣∣∣V(+)∣∣∣2 ≈ q3 ∣∣∣∣1 + q2x260
∣∣∣∣
2
. (136)
Using (120) the spectrum of δRq is found to be
Pζ ≈ q3 |δRq|2 ≈
∣∣∣∣1 + q2x260
∣∣∣∣
2
. (137)
So the power spectrum of δR, obtained from this
matching condition is nearly scale invariant, provided
q2x2 < 60, which is satisfied even after the horizon reen-
try (qx = 2). Using this matching we can also calculate
the spectrum of X . From (128),
X (+) = −4
3
√
2
3
(i− 1)
(
2q−1/2x−3 +
q3/2x2
15
)
.(138)
So in the deep matter dominated era of the expanding
phase,
∣∣∣X (+)∣∣∣2 ≈ q3. (139)
Now we use a different matching condition, i.e. match-
ing of X . That leads to, using (132),
C
(+)
1 = 0, C
A(+)
2 ≈ (1− i)
8
5
√
2
3
q−1/2, (140)
C
A(+)
3 ≈ −(1− i)
16
15
√
2
3
q−1/2. (141)
The spectra of V and X are found to be
∣∣∣V(+)∣∣∣2 ≈ q−1 ∣∣∣∣1 + q2x260
∣∣∣∣
2
,
∣∣∣X (+)∣∣∣2 ≈ q−1. (142)
We will find that the numerical results agree with (136)
and (139), not with (142).
IX. NUMERICAL ANALYSIS
We solve the coupled set of differential equations (49)-
(51) by the Runge-Kutta method. The initial conditions
are chosen as follows. The perturbations exit the horizon
at x = −xexit in the matter dominated era. At a later
time x = −x0, but still within the matter dominated era,
V and V ′ are given by
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FIG. 3. Time evolution of V with x with different values of
wave number q.
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FIG. 4. Time evolution of X with x with different values of
wave number q.
V(−x0) ≈
xexit
x0
V(−xexit) =
2
x0
√
2
3
q3
V ′(−x0) ≈
(
xexit
x0
)2
V ′(−xexit) = i
2
x0
√
2
3
q3,(143)
where we have used the initial conditions (125).
Now since C1 = 0,
X2 = β
a
X1, X = a− β
a
X1. (144)
From (121) and using (49)-(51) we get
V = AX1 +BZ,
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FIG. 5. Spectral distribution of X and V at a fixed time
x = 100.
V ′ = CX1 +DZ,
where,
A =
a− β
a
+
2q2
27
a
β
, B = −2H,
C =
2q2
27
a
β
, D = −6β(a− ǫ)
a2
− 2
3
q2
So,
X1 = DV −BV
′
AD−BC , Z = −
CV −AV ′
AD−BC . (145)
Substituting (143) in (145) we get the values of X1, X2,
Z at x = −x0. We take x0 = 100. The results of numeri-
cal computation are shown in FIG.(3-5). In FIG.(3) and
FIG.(4) the time evolution of V and X is shown for wave
numbers q = 10−4, 10−6, 10−8, 10−10. It is seen that the
spectrum of both variables behaves as q3/2 in agreement
with (136) and (139). We have also plotted log |X | and
log |V| as a function of log |q| in FIG.(5) at a time x = 100
in the expanding phase when all modes are outside the
horizon. This gives
δ log |V|
δ log |q| =
δ log |X |
δ log |q| = 1.5. (146)
We have also plotted the behavior of perturbations in
region B in FIG.(6). It is observed that X1 and X2 grow
as y−1 near turning point, but X and Z remain constant.
However according to (83), the growing mode of Z starts
to dominate at nearer to the turning point for smaller
frequencies. It is evident from FIG.(7) that Z also grows
as y−1 very close to the turning point.
Hence, the numerical analysis with our special initial
conditions support our analytical results (81)-(83). Since
the growth rates of scalar variables in (111) are derived
from (81)-(83), the results in Sec. VII involving scalar
variables are still valid.
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FIG. 6. Evolution of perturbations near the turning point for
different wave numbers.
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X. CONCLUSION
We have studied the evolution of cosmological pertur-
bations through a toy model of nonsingular and bouncing
universe using the techniques of covariant perturbation
theory. The matter sector is a two component perfect
fluid. The dustlike normal fluid drives the contraction
and expansion and the radiationlike fluid having nega-
tive energy density drives the bounce.
Evolution of vector perturbations ωa and ra is rather
simple. But the analytic solutions for scalar and tensor
perturbations in the entire range of time are obtained
only for zero wave number mode. For q 6= 0 the equations
are simplified to get analytic solutions in three different
regions, namely long before bounce, at the turning point
and at the bounce. The scalar perturbations are smooth
across the bounce but diverge at the turning point. The
shear σab is decomposed into scalar, vector and pure ten-
sor parts. The gravitational wave, i.e. pure tensor part of
shear shows oscillating behavior both at the bounce and
at the turning point. At the turning point, scalar and
vector parts dominate over the gravitational wave. The
comoving curvature perturbation ζS has a nonadiabatic
growing mode at the turning point, besides its adiabatic
constant mode.
The growth rates of the linearity parameters are com-
puted at the turning point. It is observed that many of
these parameters diverge. So the perturbations cease to
be linear at the turning point even in this simple nonsin-
gular bouncing model.
The perturbation variables are defined here in terms
of the velocity ua of the comoving observers in physical
spacetime. This choice is not unique. In order that the
perturbations are gauge independent, the variables must
vanish in the background spacetime, which means that
the world lines of the observers in the physical space-
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time must not differ too much from that of the comov-
ing observers in the background spacetime in the follow-
ing precise sense: One can choose any arbitrary family
of observers having velocity u˜a (for example, observers
whose velocity is normal to the constant energy density
hypersurface) such that u˜a−ua vanish in the background
spacetime. Let X˜a, Y˜a, Z˜a etc. be the perturbations,
covariantly defined in terms of u˜a. Then these new vari-
ables can be written in terms of the old ones Xa, Ya, Za
etc. Since the evolution equations of the new variables
are different from those of the old variables, nonlinearity
may not appear in their evolution. So although our re-
sults are completely independent of the choice of gauge,
they are tied to some choice of observers.
We have studied the matching condition for scalar vari-
ables. It has been shown that the spectrum of perturba-
tions after the bounce can be obtained by employing the
sound matching condition. Despite the divergence at the
turning point and the growth of amplitude, the scale in-
variant spectrum of the perturbations is preserved after
the bounce. Our numerical analysis shows that the vari-
able V should be matched across the transition surface
to get the correct spectra, while matching X will lead to
a wrong spectra. Since V and X are related to spatial
curvature perturbation (δR) and the Bardeen potential
(Φ), these results coincide with the ones obtained in [29].
However, one may ask whether this spectrum is dis-
rupted by the appearance of nonlinearity at the turning
point. The y−n dependence of linearity parameters im-
plies that the nonlinearity effect may last only for a very
short interval of time. Moreover, the interval may be
shorter for larger wavelengths, as indicated by Eq. (83)
and the numerical analysis. To address the question of
whether the temporary nonlinearity can alter the future
evolution of perturbations substantially, one requires to
perform a full nonlinear analysis as has been performed
in [30] for adiabatic perturbations.
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Appendix A: Spatial Harmonics
The tensor eigenfunctions (harmonics) of the spatial
Laplacian ∇˜2 listed below, are solutions of the tensor
Helmholtz equation:
∇˜2Qab··· + k
2
a2
Qab··· = 0, (A1)
where
∇˜2Qab··· = hpqh a1a h b1b · · · ∇p
(
h sq h
a2
a1 h
b2
b1
· · · ∇sQa2b2···
)
.
(A2)
(1) Scalar harmonics: Harmonics constructed from so-
lutions of the scalar Helmholtz equation,
∇˜2Q(0) + k
2
a2
Q(0) = 0. (A3)
Vector and tensor eigenfunctions constructed from the
scalars are
Q(0)a = −
a
k
h ba ∇bQ(0), (A4)
Q
(0)
ab = −
(a
k
)
∇〈aQ(0)b〉
=
(a
k
)2
∇〈a∇b〉Q(0)
=
(a
k
)2
h c(ah
d
b)∇c∇dQ(0) +
1
3
habQ
(0). (A5)
(2) Vector Harmonics: Harmonics constructed from
solutions of the vector Helmholtz equation,
∇˜2Q(1)a +
k2
a2
Q(1)a = 0,∇aQ(1)a = 0. (A6)
Tensor eigenfunctions constructed from the vectors are
Q
(1)
ab = −
(a
k
)
∇〈aQ(1)b〉 . (A7)
(3) Tensor Harmonics: Harmonics constructed from
solutions of the tensor Helmholtz equation,
∇˜2Q(2)ab +
k2
a2
Q
(2)
ab = 0,∇bQ(2)ab = 0, Q(2)aa = 0. (A8)
Appendix B: Relation to ordinary gauge invariant
variables
In the coordinate based perturbation theory, we con-
sider small fluctuations of spacetime metric about the
background, which in our case is a flat FLRW metric,
d¯s
2
= a2(η)
(−dη2 + dxidxi) , (B1)
and similar fluctuation of energy-momentum tensor
about an homogeneous and isotropic perfect fluid energy-
momentum tensor,
T¯µν = (µ¯+ p¯)u¯µu¯ν + p¯g¯µν , (B2)
where µ¯(η) and p¯(η) are energy density and pressure as
observed by a comoving observer with velocity u¯µ:
u¯µu¯
µ = −1, u¯µ =
(
1
a
,~0
)
, u¯µ =
(
−a,~0
)
. (B3)
Perturbations are defined as
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δgµν = a
2
( −2φ ∂iB − Bi
∂iB − Bi −2ψδij + 2∂i∂jE + ∂iEj + ∂jEi + Eij
)
,
(B4)
p(η, ~x) = p¯(η) + δp(η, ~x), µ(η, ~x) = µ¯(η) + δµ(η, ~x),
u¯µ = uµ + δuµ. (B5)
From uµu
µ = −1,
δu0 = −φ
a
, δu0 = −aφ (B6)
and,
δui = ∂iU + Ui,
δui =
1
a2
[∂i (U − aB) + (Ui + aBi)] , (B7)
where φ,B, ψ, E , δµ, δp and U are scalar, Bi, Ei and
Ui are divergenceless vectors and Eij is a divergenceless,
traceless, symmetric tensor on the 3-hypersurface in the
background spacetime. We consider only perfect fluid
perturbations. Hence the anisotropic stresses are zero.
All of the above variables are not invariant under in-
finitesimal coordinate (gauge) transformation. However,
we can construct some gauge invariant variables as fol-
lows:
Φ = φ+ 1a (a(B − E ′))
′
, Ψ = ψ − a′a (B − E ′),
UGI = U − a(B − E ′), δµGI = δµ+ µ¯′(B − E ′),
δpGI = δp+ p¯′(B − E ′), (B8)
BGIi = Bi + Ei. (B9)
Ui and Eij are gauge invariant. In this section we use
the notations, ()′ = ddη , ()˙ =
d
dt¯ = u¯
µ∇¯µ, H = a′a .
The expansion θ can be written as
θ = ∇µuµ = θ¯ + δθ, θ¯ = 3H
a
, (B10)
δθ = −3
a
(ψ′ +Hφ) + 1
a2
~∇2 (U + a(E ′ − B)) .(B11)
The shear σij is
σij = ∂i∂jUGI − 1
3
~∇2UGIδij
+
1
2
[
∂i
(
Uj + aBGIj
)
+ ∂j
(
Ui + aBGIi
)]
+
1
2
Eij . (B12)
The vorticity ωij and the vector ri are
ωij = ∂jUi − ∂iUj , ri = 1
a2
~∇2Ui (B13)
To evaluate the spatial derivative of a scalar we note
the spatial projection tensor h νµ is
h νµ =
(
0 − 1a∂i(U − aB)− 1a(Ui + aBi)
1
a (∂iU + Ui) δij
)
.
Then,
Xi = κ
(
∂iδµ+
1
a
µ¯′δui
)
,
= κ∂i
(
δµGI +
µ¯′
a
UGI
)
+
κµ¯′
a
Ui. (B14)
Similarly,
Zi = ∂i(δθ + θ˙U) + θ˙Ui
= ∂i
(
−3
a
(Ψ′ +HΦ) + 1
a2
~∇2UGI − 3
2
κ(µ¯+ p¯)UGI
)
−3
2
κ(µ¯+ p¯)UGIi .
(B15)
We have also used the background Friedmann equa-
tions,
˙¯θ =
3
a2
(H′ −H2) = −3
2
κ(µ¯+ p¯),
1
3
θ¯2 =
3H2
a2
= κµ¯. (B16)
The expressions (B14) and (B15) can be further simpli-
fied using the perturbation equations used in coordinate
based perturbation theory. For perfect fluid perturba-
tions (anisotropic stresses are absent) Φ = Ψ,
~∇2Φ− 3H(Φ′ +HΦ) = 1
2
κa2δµGI, (B17)
(aΦ)′ = −1
2
κa2(µ¯+ p¯)UGI, (B18)
Φ′′ + 3HΦ′ + (2H′ +H2)Φ = 1
2
κa2δpGI. (B19)
Using (B18), we obtain
UGI = aH (Φ− ζ) , (B20)
where ζ is the comoving curvature perturbation,
ζ =
2
3
Φ +H−1Φ′
1 + w
+Φ. (B21)
Then,
Xi =
2
a2
∂i ~∇2Φ− 3H
a
κ(µ¯+ p¯)Ui, (B22)
Zi =
1
aH∂i
~∇2 (Φ− ζ)− 3
2
κ(µ¯+ p¯)Ui. (B23)
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The scalar covariant perturbations are related not only
to the scalar perturbations but also to the vector pertur-
bations of coordinate based perturbation theory because
in the coordinate based perturbation theory, the 3+1 de-
composition is done with respect to the world lines of
the background comoving observers whereas, in covari-
ant based theory, we use the world lines of the comoving
observers of the physical spacetime.
We can define another variable Va = Xa − 23θZa, such
that
Vi =
2
a2
∂i~∇2ζ (B24)
However this ζ is related to the ζa defined in (105).
Wi = ∂i
(
δa
a
+
1
3
θ¯U
)
+
1
3
θ¯Ui, (B25)
δa
a
= −ψ + 1
3
∫
1
a
~∇2UGIdη. (B26)
Then using (B22) and (B25),
ζi = ∂i
(
−ζ + 2
~∇2Φ
κ(µ¯+ p¯)a2
− 1
3
∫
dηH−1~∇2 (ζ − Φ)
)
.
(B27)
When spatial derivatives are small, ζi ≈ −∂iζ and Vi ≈
− 2a2 ~∇2ζi.
The spatial curvature perturbation δR is defined as
δR = ζ + 2
3
~∇2Φ
κ(µ¯+ p¯)a2
(B28)
It can be shown readily that δR is related to the co-
variant variable,
V newa = Va +
2
3
∇˜2Xa
κ(µ¯+ p¯)
+
2
3
θra, (B29)
as
V newi =
2
a2
∂i~∇2δR. (B30)
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Covariant perturbations through a simple non-singular bounce
Atanu Kumar
Theory Division, Saha Institute of Nuclear Physics
1/AF, Bidhannagar, Kolkata 700098, India
In this paper we study the evolution of cosmological perturbations through a nonsingular bouncing
universe using covariant perturbation theory and examined the validity of linear perturbation theory.
The bounce is modeled by a two component perfect fluid. The scalar and vector perturbations
become singular at the turning point, which is the boundary of the spacetime region where the
null energy condition is violated. non-adiabatic modes of comoving curvature perturbation diverge
at the turning point. The gravitational waves oscillate around the bounce and the turning point.
By computing the growth of linearity parameters, it has been shown that the perturbations do not
remain linear at the turning point. We also study the matching conditions on scalar perturbations
and V, related to the spatial curvature perturbation, is found to be the appropriate variable to be
matched across transition surface.
PACS numbers: 04.20.-q, 98.80.-k, 98.80.Jk, 98.80.Bp
I. INTRODUCTION
Although the standard cosmological model, based on
Einstein’s general theory of relativity and assumptions
of homogeneity and isotropy, has provided a very suc-
cessful description of the universe, it suffers from several
difficulties. Some of these difficulties have been resolved
by assuming an inflationary phase in the early period of
expansion of the universe. However, the initial singu-
larity is a major drawback, because at the singularity,
curvature and energy density blow up and therefore, the
description of the spacetime in terms of classical physics
breaks down. Models of non-singular universes that have
an initial contracting phase followed by a phase of re-
expansion after attaining a minimum size (bounce) have
been studied for a long time as alternatives to the stan-
dard big-bang inflationary models [1]-[5].
Inflation has explained the origin and scale invariance
of the spectrum of primordial perturbations. However, it
is observed recently that the bounces with a matter domi-
nated contracting phase can also generate scale invariant
curvature perturbations [6, 7] (after perturbations exit
the Hubble radius with a bluish spectrum, contractions
boost longer wavelengths more than the shorter wave-
lengths, thus producing a scale invariant spectrum).
For being observed in the expanding phase of the uni-
verse, the perturbations must evolve through the bounce
[8]. But the growing modes of perturbations raise doubts
on the validity of linear perturbation theory near bounce
[9, 10] and preservation of scale invariant spectrum of
the perturbations. In non-covariant perturbation theory,
the perturbations are observed to grow in some gauges
while they remain small in some other gauges [11]-[13].
Recently, using covariant perturbation theory it has been
shown in [14] that in a single fluid dominated contracting
branch of a bouncing universe the higher order perturba-
tions grow more rapidly in comparison to the linear or-
der perturbations. However, in order to investigate the
behaviour of perturbations at the bounce, we need to
study a specific model of the non-singular and bouncing
universe. In the new ekpyrotic bouncing model [15], the
adiabatic modes of perturbations are observed to ampli-
fied exponentially at the turning points i.e. the bound-
ary of contracting phase and bouncing phase, resulting
in break down of perturbation theory and spoils of scale
invariant spectrum.[16]-[18]
From the singularity theorems of Hawking and Pen-
rose [19] it is known that a cosmological singularity is
unavoidable if the dynamics of universe is described by
classical general relativity and the matter sector obeys
some mild energy conditions. To get a bouncing solution
one has to either abandon classical general relativity or
introduce some unusual matter that violates these energy
conditions. In this paper we choose a model that makes
use the latter option.
We take a toy model for the flat FLRW bouncing uni-
verse filled with a two-component perfect fluid, one com-
ponent is a normal fluid with dust-like equation of state,
henceforth referred to as fluid-1 and the other compo-
nent has a negative energy density and pressure, hence-
forth referred to as fluid-2.[20] Away from the bounce,
the contribution of fluid-2 in the total energy budget
is negligible and hence, the contraction of the universe
is essentially guided by fluid-1. However, close to the
bounce, fluid-2 becomes dominant and as a result the
collapse slows down by minimizing the Hubble parame-
ter H . At turning point H˙ becomes zero. Eventually the
bouncing point H = 0 is reached and universe starts to
re-expand. Again at another turning point H˙ vanishes
and subsequently fluid-1 starts to dominate. Between the
two turning points the null energy condition,
Tµνk
µkν ≥ 0 for any null vector kµ, (1)
is violated by the composite fluid.
In this paper we study the evolution of perturbations
through the bounce in the covariant approach. It turns
out that the scalar and vector perturbations diverge not
at the bouncing point but at the turning point; whereas
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FIG. 1. Plot of Hubble parameter as a function of conformal
time η
the tensor perturbations oscillate at the bounce as well
as at the turning point. At the turning point, we in-
vestigate the validity of linear perturbation theory. The
linearity parameters (the ratio of the nonlinear and lin-
ear terms in perturbation equations) diverge at the turn-
ing point, confirming the appearance of non-linearity in
perturbations. The comoving curvature perturbation is
conserved for adiabatic perturbations. However, in our
model a non-adiabatic mode of perturbation exists. We
have computed the non-adiabatic mode of covariantly de-
fined comoving curvature perturbation and have shown
that that mode is singular at the turning point.
After studying the perturbations without consider-
ing their origin, we consider a specific initial condition
for scalars, namely the entropic perturbation is absent
and adiabatic perturbations originated from the quan-
tum fluctuations of Bunch-Davis vacuum state in matter
dominated era. Using numerical analysis we evolve the
perturbations through the bounce. The divergence of
linearity parameters remain unaltered with these special
initial conditions. The scale invariance of the spectra are
preserved well after the bounce. The correct spectra are
obtained from the matching of Va and not the Xa across
the transition surface.
The paper is organized as follows. In sec. II, we de-
scribe the background bouncing model. In sec. III the
gauge invariant perturbations are defined covariantly.
The equations are set up in sec. IV. In sec. V we demon-
strate the solutions of linear perturbation equations. In
sec. VI, the behavior of comoving curvature perturba-
tions are discussed. In sec. VII, we compute the lin-
earity parameters at the turning point. The matching
conditions are discussed in sec. VIII and the numerical
analysis is demonstrated in sec. IX. In Appendix A we
describe the spatial harmonics on 3-hypersurface and in
Appendix B the covariant perturbations are expressed in
terms of ordinary gauge invariant variables of coordinate
based perturbation theory.
II. BACKGROUND
We consider a flat FLRW universe with a two com-
ponent perfect fluid [20]. Two components have same
4-velocity ua, which is taken to be the velocity of comov-
ing observers.
ua =
dxa
dτ
, uaua = −1 (2)
where τ is the proper time along the world lines of co-
moving observers. The two components of the fluid must
have the identical velocity at least in the background
level, because otherwise the background universe cease
to be an isotropic one. We assume here that the fluids’
velocity is same in the physical universe also. Although
this assumption may lead to some loss of accuracy, but
our aim in this paper is not to calculate the cosmologi-
cal parameters accurately but to understand the physical
consequence of bounce on the evolution of perturbation
and we hope such assumption does not significantly al-
ter the qualitative results. Note that such assumptions
often taken in matter-radiation transition in expanding
universe. [21]
The dynamical evolution is determined by the Einstein
equation,
Gab = Rab − 1
2
gabR = κTab, (3)
where κ = 8πG. Tab is the total energy-momentum ten-
sor,
Tab = µuaub + phab, hab = gab + uaub, (4)
µ = µ1 − µ2, p = p1 − p2 (5)
Fluid-1 is a normal fluid, whereas fluid-2 violates the
strong and weak energy condition. Each component sat-
isfies energy conservation condition separately.
µ˙1 + θ(µ1 + p1) = 0, µ˙2 + θ(µ2 + p2) = 0. (6)
Overdot is representing the covariant derivative along
word lines of comoving observers and θ = ∇aua is the ex-
pansion of neighboring world lines of comoving observers.
We can define a scale a(τ) along each world line as,
θ = 3
a˙
a
, (7)
where a can be determined up to a multiplicative con-
stant and is identified as the Robertson-Walker scale fac-
tor.
Eq. (6) together with the equations of states , p1 =
w1µ1, p2 = w2µ2, gives the evolution of energy densities
µ1 =
M1
an1
, µ2 =
M2
an2
, (8)
where, n1 = 3(1 + w1) and n2 = 3(1 + w2).
3If w1 and w2 bears the following relation,
w2 = 2w1 +
1
3
⇔ n2 = 2(n1 − 1), (9)
then the Friedmann’s equations yield a simple bouncing
solution.
a(η) = ǫ
(
1 +
η2
η20
)α
(10)
where η =
∫
a−1dt is conformal time and,
ǫ =
(
M2
M1
)α
, α =
1
n2 − n1 =
1
n1 − 2 (11)
At any point on the manifold, a perfect fluid is charac-
terized completely by energy density µ, entropy density
S and the velocity 4-vector ua. The pressure can be ex-
pressed as a function of µ and S via equation of state,
p = p(µ, S). (12)
So the small change in pressure is given by,
δp = c2sδµ+ τδS, (13)
where c2s =
(
∂p
∂µ
)
S
is adiabatic speed of sound and
τ =
(
∂p
∂S
)
µ
. Since in absence of dissipation, entropy
is conserved along fluid flow lines, i.e. S˙ = 0,
c2s =
p˙
µ˙
= − p˙
θ(µ+ p)
(14)
This shows that if µ + p vanishes, but p˙ remains
nonzero, then the speed of sound blows up.
Let us consider the normal fluid is dust-like, i. e.
w1 = 0. Then the relation (9) constrains the fluid-2 to
be radiation-like (w2 =
1
3 ).
µ1 =
M1
a3
, µ2 =
M2
a4
(15)
In terms of the dimensionless quantity x = η/η0, we
have,
a(x) = ǫ(1 + x2), ǫ =
M2
M1
, κM1η
2
0 = 12ǫ, (16)
H = a
′
a
=
2x
1 + x2
, H′ = 21− x
2
1 + x2
, (17)
a′′
a
= H′ +H2 = 2
1 + x2
. (18)
Primes are representing derivatives with respect to x.
The scalar curvature R = 6
η2
0
a2
a′′
a remains finite for
entire range of x.
µ+ p =
M1
a4
(a− β) = M1
ǫ3
3x2 − 1
3(x2 + 1)4
, β =
4
3
ǫ. (19)
So, at x = ± 1√
3
, i.e. a = β, µ + p vanishes. The null
energy condition, which in the case of perfect fluid means
µ+ p ≥ 0, is satisfied for |x| ≥ 1√
3
, but it is violated for
|x| < − 1√
3
. The spacelike hypersurfaces at x = ± 1√
3
,
which form the boundary between the two regions, are
called turning points.
Speed of sound in this model diverges at the turning
points,
c2s = −
1
3
β
a− β = −
4
3
1
3x2 − 1 (20)
III. PERTURBATIONS
In covariant perturbation theory, as gauge invariant
perturbations, we consider the variables, which vanish in
the background FLRWmanifold. Some of those variables
which form closed set of equations are listed below [24],
(1) Shear, vorticity and acceleration,
σab = (h
c
(ah
d
b) −
1
3
habh
cd)∇duc, (21)
ωab = h
c
[ah
d
b]∇duc, (22)
νa = u
b∇bua. (23)
Rotation vector is defined as ωa =
1
2ǫabcω
bc. ǫabc is Levi-
Civita tensor in 3-hypersurface defined by ǫabc = ηabcdu
d.
(2) “Electric” and “magnetic” parts of the Weyl tensor,
Eab = Cacbdu
cud, Hab =
1
2
Cacpqη
pq
bdu
cud. (24)
(3) Spatial gradients of the energy densities, pressure
densities and expansion,
Xa = κh
b
a ∇bµ, Ya = κh ba ∇bp, Za = h ba ∇bθ,
X1a = κh
b
a ∇bµ1, X2a = κh ba ∇bµ2,
Y1a = κh
b
a ∇bp1, Y2a = κh ba ∇bp2,
Xa = X1a −X2a, Ya = Y1a − Y2a, (25)
Using equations of states, Y1a = 0, Y2a =
1
3X2a.
The non-adiabatic mode of perturbation is defined as
Γa = κτh
b
a ∇bS = Ya − c2sXa =
βX1a − aX2a
3(a− β) . (26)
All variables defined in (21-26) and their derivatives
are considered to be linear or first order variables. any
Quantity which are quadratic in first order variables are
said to be non-linear.
IV. DYNAMIC EQUATIONS AND
CONSTRAINTS
We assume the two components do not exchange en-
ergy but exchange momentum among themselves. So the
4momentum conservation equation must be satisfied for
the two fluids together.
κ(µ+ p)νa + Ya = 0. (27)
Taking spatial derivative of the equations in (6), we
obtain,
a−4h ba (a
4X1a)˙ = θ
(
µ2 + p2
µ+ p
Y1a − µ1 + p1
µ+ p
Y2a
)
−κ(µ1 + p1)Za − (σba + ωba)X1b, (28)
a−4h ba (a
4X2a)˙ = θ
(
µ2 + p2
µ+ p
Y1a − µ1 + p1
µ+ p
Y2a
)
−κ(µ2 + p2)Za − (σba + ωba)X2b. (29)
Substracting (29) from (28),
a−4h ba (a
4Xa)˙ = −κ(µ+ p)Za − (σba + ωba)Xb. (30)
Other equations are [22],[23]
a−3h ba (a
3Zb)˙ = Rνa − 1
2
Xa +Aa + 2h
b
a ∇b(ω2 − σ2)
−(ωba + σba)Zb, (31)
where,
R = κµ− 1
3
θ2 +∇aνa + 2(ω2 − σ2). (32)
and
Aa = h
b
a ∇b∇cνc (33)
a−2h ca h
d
b (a
2ωcd)˙ = h
c
a h
d
b ∇[dνc] + 2σc[aω cb] , (34)
a−2h ca h
d
b (a
2σcd)˙ = −Eab +∇〈bνa〉 − ωacωcb − σacσcb
+ 23hab(σ
2 − ω2) + νaνb, (35)
a−3h ca h
d
b (a
3Ecd)˙ = −CurlHab − 12κ(µ+ p)σab + Ec(aωb)c
+ Ec(aσb)c + ǫacdǫbpqσ
cpEdq − 2Hc(aǫb)cdνd, (36)
a−3h ca h
d
b (a
3Hcd)˙ = CurlEab +H
c
(aωb)c +H
c
(aσb)c
+ ǫacdǫbpqσ
cpHdq − 2Hc(aǫb)cdνd. (37)
We have used following notations :
λ(ab) =
1
2
(λab + λba), λ[ab] =
1
2
(λab − λba),
λ〈ab〉 = h
c
a h
d
b (λ(cd) −
1
3
hcdλ
e
e), Curlλab = h
e
(aǫb)cd∇dλ ce .
There are also constraint relations which must be sat-
isfied at some initial time on each world line ,
h ca ∇b(ωbc + σbc)− νb(ωab + σab) =
2
3
Za, (38)
∇aωa = 2νaωa, (39)
Curlωab +Curlσab = −Hab, (40)
h ca ∇bEbc + 3Habωb − ǫabcσbdHcd =
1
3
Xa, (41)
h ca ∇bHbc − 3Eabωb − ǫabcσbdHcd = κ(µ+ p)ωa.(42)
V. SOLUTIONS OF LINEARIZED EQUATIONS
To study the linear evolution of perturbations we will
use usual classification of perturbations in terms of scalar,
vector and tensor modes. Xas, Yas, Za, Γa, and νa, con-
structed from spatial gradients of scalar functions, are
considered as scalar perturbations. The antisymmetric
tensor ωab is dual to a vector ωa. By the Eq. (39), the
ωa is a divergence-less vector up to first order. So we
consider ωab as pure vector perturbation. The σab, Eab
and Hab are traceless symmetric tensor. These variables
can be decomposed into scalar, vector and pure tensor
perturbation.
A. Scalar perturbations
Linearized forms of (28)-(31) in our background model
are,
a−4(a4X1a)˙ = −κM1
a3
Za − 1
3
θ
a
a− βX2a (43)
a−4(a4X2a)˙ = −βκM1
a4
Za − 1
3
θ
a
a− βX2a (44)
a−3(a3Za)˙ = −1
2
(X1a −X2a) +Aa (45)
To solve the equations, let us expand the variables in
Fourier modes on the 3-hypersurface,
Sa =
∑
k
S(k, t)Q(0)a , (46)
where S stands for any scalar perturbations. Q
(0)
a are
the eigenfunctions of spatial Laplacian, explained in the
Appendix.
Using (27),
Aa = h
b
a ∇b∇cνc
=
1
κM1
a4
a− β
∑
k
k2
a2
Y (k, t)Q(0)a
= − 1
3κM1
a4
a− β
∑
k
k2
a2
X2(k, t)Q
(0)
a (47)
Using dimensionless quantities,
X1 = η30a4X1, X2 = η30a4X2, Z = η20a3Z, (48)
equations (43)-(45) in Fourier modes become,
X ′1 = −
9β
a
Z − a
′
a− βX2 (49)
X ′2 = −
9β2
a2
Z − a
′
a− βX2 (50)
Z ′ = −1
2
(X1 −X2)− q
2a2
27β(a− β)X2 (51)
Where prime denotes the derivative with respect to di-
mensionless conformal time x = η/η0 and q = kη0 is the
dimensionless wavenumber.
5Eliminating Z from (49) and (50),
βX ′1 = (aX2)′, =⇒ X2(q, x) =
β
a
(X1(q, x)− C1(q))
(52)
Using new variable W = X1 − C1, equations (49)-(51)
reduce to,
W ′ = −a
′
a
β
a− βW −
9β
a
Z (53)
Z ′ = −
(
1
2
a− β
a
+
q2
27
a
a− β
)
W − 1
2
C1 (54)
The arbitrary constant C1(q) is related to the initial
spectrum of non-adiabatic mode of perturbation, defined
in (26),
Γ(q, x) =
βC1(q)
3η30a
4(a− β) . (55)
This shows that entropy perturbation decays far away
from bounce (a≫ β) as a−5 and diverges at a ∼ β.
From (53)-(54) we extract a second order inhomoge-
neous differential equation for W .
W ′′ + a
′
a− βW
′ +
β
a
(
a′′
a
− a
′2
(a− β)2 −
9
2
a− β
a
− q
2
3
a
a− β
)
W = 9βC1(q)
2a
(56)
Or,
W ′′ + 6x
3x2 − 1W
′ −
(
2(9x2 + 1)(3x4 − 2x2 + 3)
(x2 + 1)2(3x2 − 1)2 +
4
3
q2
3x2 − 1
)
W = 6C1(q)
x2 + 1
(57)
X1, X2 and Z can be expressed in terms of W ,
X1 =W + C1, X2 = β
a
W = 4
3(x2 + 1)
W
Z = − a
9β
(
W ′′ + a
′
a
a
a− βW
)
= −1
9
a2
β(a− β)
(
a− β
a
W
)′
All scalar perturbations are given by,
X1(q, x) = η
−3
0 a
−4X1(q, x), X2(q, x) = η−30 a−4X2(q, x),
Z(q, x) = η−20 a
−3Z(q, x), Y (q, x) = − 13X2(q, x),
ν(q, x) = − Y (q,x)κ(µ+p) , A(q, x) = −
(
k
a
)2
ν(q, x). (58)
The shear also has a scalar part, which is obtained
from the constraint (38). Linearzing (38),
∇b(ωba + σba) =
2
3
Za. (59)
Now σab is a tressless symmetric tensor. Decomposing
it into a divergenceless tensor σTab, gradient of a diver-
genceless vector σVab and double gradient of a scalar σ
S
ab
,
σab = σ
T
ab + σ
V
ab + σ
S
ab =
∑
k
σT (k, t)Q
(2)
ab
+
∑
k
σV (k, t)Q
(1)
ab +
∑
k
σS(k, t)Q
(0)
ab (60)
∇bσba = ∇bσVab +∇bσSab,
=
∑
k
1
2
k
a
σVQ(1)a +
∑
k
2
3
k
a
σSQ(0)a . (61)
Let us define
ra = ∇bωab = −∇bωba. (62)
ra is a divergence-less vector since,
∇ara = ∇a∇bωab = 1
2
(
Rab ca ωcb +R
ab c
b ωac
)
= 0.
So ra can written as,
ra =
∑
k
r(k, t)Q(1)a . (63)
So, putting (46) and (61-63) in the constraint (59) and
separating the scalar and vector parts we obtain,
σS(k, t) = Z(k, t)
a(t)
k
, (64)
σV (k, t) = 2r(k, t)
a(t)
k
. (65)
Using (58),
σS(q, x) = Z(q, x)
a
k
= η−10 a
−2Z(q, x)
q
. (66)
Let us use the opportunity to clarify the mistakes in
calculations in Eqs. (93), (94), (101) and (102) of [14].
According to (64) and (65), σV and σS in a radiation
dominated background behave as
σV =
2R(k)
k
a−1, (67)
σS =
Z(1)(k)
k
a−3 +
Z(1)(k)
k
. (68)
In the dust dominated case,
σV =
2R(k)
k
a−2, (69)
σS =
Z(1)(k)
k
a−3 +
Z(1)(k)
k
a−1/2. (70)
6For q=0, Eq. (57) has a general solution,
W(0, x) = −C1(0)3(x
2 + 1)
3x2 − 1 + C2(0)
3x
(x2 + 1)(3x2 − 1)
+C3(0)
9x6 + 25x4 + 15x2 + 15
3(x2 + 1)(3x2 − 1) (71)
To solve for modes with nonzero momentum, we will
concentrate on different regions of interest. We are
working in a collapsing FLRW universe undergoing a
non-singular bounce. Long before the bounce (a ≫ ǫ),
the energy density of fluid-1 dominates over the energy
density of fluid-2 and we have a dust dominated collaps-
ing FLRW background. Let us call this region as region
A. The neighborhood of the turning point x ∼ − − 1√
3
is region B. Another region of interest is the point of
bounce, characterized by vanishing of Hubble parameter
and corresponds to the time x = 0. This is the Region C.
Region A:
In this region, |x| ≫ 1 and a(x) ≃ 34βx2. Changing
the variable x to z = 1x , Eq. (57) takes form,
d2WA
dz2
+PA1(q, z)
dWA
dz
+PA0(q, z)WA = C1(q)PA(q, z),
(72)
where the coefficients PA1, PA0, PA are expanded in Tay-
lor series around z = 0.
PA1(q, z) = −2
3
(
z +
z3
3
+
z5
9
+ ...
)
PA0(q, z) = −
(
6 +
4q2
9
)
1
z2
+
(
34
3
− 4q
2
27
)
−
(
22 +
4q2
81
)
z2 + ...
PA(q, z) = 6
(
1
z2
− 1 + z2 − ...
)
(73)
The power series solution of (72) is,
WA(q, 1
z
) = − C1(q)
1 + 2q
2
27
(
1 +
4
3
9− q2
9 + q2
z2 + ...
)
+CA2 (q)z
3+δ
(
1− 28− 7δ − δ
2
6(7 + 2δ)
z2 + ...
)
+
CA3 (q)
z2+δ
(
1 +
38− 3δ − δ2
6(3 + 2δ)
z2 + ...
)
, (74)
where,
δ =
5
2


√
1 +
(
4q
15
)2
− 1

 (75)
In the limit z → 0, evaluating the variables,
X1A(q, x) = 2q
2
27 + 2q2
C1(q) + C
A
2 (q)x
−3−δ
+CA3 (q)x
2+δ
X2A(q, x) = − 36
27 + 2q2
C1(q)x
−2 +
4
3
CA2 (q)x
−5−δ
+
4
3
CA3 (q)x
δ
ZA(q, x) = 12q
2
(27 + 2q2)(9 + q2)
C1(q)
x
+
3 + δ
12
CA2 (q)
x2+δ
−2 + δ
12
CA3 (q)x
3+δ (76)
Region B:
In this region, x ∼ − 1√
3
. Eq. In terms of new variable,
y =
√
3x+ 1, (57) takes the following form
d2WB
dy2
+ PB1(q, y)
dWB
dy
+ PB0(q, y)WB = C1(q)PB(q, y)
(77)
Again the coefficients obtained as a Taylor series around
y = 0,
PB1(q, y) =
1
y
[
1− 1
2
y − 1
4
y2 + ...
]
PB0(q, y) = − 1
y2
[
1 +
(
1
2
− 2q
2
9
)
y +
(
1
4
− q
2
9
)
y2 + ...
]
PB(q, y) =
3
2
[
1 +
1
2
y + ...
]
. (78)
General solution of (77) in the limit y → 0 is,
WB(q, y) = 1
2
C1(q)y
2
[
1 +
1
8
(
3− 2q
2
9
)
y + ...
]
+CB2 (q)y
[
1 +
1
3
(
1− 2q
2
9
)
y + ...
]
+
CB3 (q)
y
[
1 +
2q2
9
y + ...
]
. (79)
X1B(q, y) = C1(q) + CB2 (q)y +
CB3 (q)
y
(80)
X2B(q, y) = 1
2
C1(q)y
2 + CB2 (q)y +
CB3 (q)
y
(81)
ZB(q, y) = − 1√
3
(
1
2
C1(q)y +
2
3
CB2 (q) +
2q2
27
CB3 (q)
y
)
(82)
So the scalar perturbations diverge as y−1 at the turn-
ing point. Though both X1 and X2 diverges as y−1 near
the turning point, the combination X = X1−X2 remains
finite. So X(q, x) = η−30 a
−4X is also finite and well be-
haved at the turning point.
Region C: x ∼ 0
7d2WC
dx2
+ PC1(q, x)
dWC
dx
+PC0(q, x)WC = C1(q)PC(q, x)
(83)
PC1(q, x) = −6x(1 + 3x2 + 9x4 + ...)
PC0(q, x) = −
(
6− 4q
2
3
)
− (74− 4q2)x2
− (278− 12q2)x4 − ...
PC(q, x) = 6(1− x2 + x4 − ...) (84)
Solutions:
WC(q, x) = C1(q)
[
3x2 +
(
4− q
2
3
)
x4 + ...
]
+ CC2 (q)
[
x+ 2
(
1− q
2
9
)
x3 + ...
]
+CC3 (q)
[
1 +
(
3− 2q
2
3
)
x2 +
1
3
(
32− 5q2 + 2q
4
9
)
x4 + ...
]
(85)
X1C(q, x) = C1(q)
[
1 + 3x2 + ...
]
+ CC2 (q)
[
x+ 2
(
1− q
2
9
)
x3 + ...
]
+ CC3 (q)
[
1 +
(
3− 2q
2
3
)
x2 + ...
]
X2C(q, x) = 4
3
C1(q)
[
3x2 +
(
1− q
2
3
)
x2 + ...
]
+
4
3
CC2 (q)
[
x+
(
1− 2q
2
9
)
x3 + ...
]
+
4
3
CC3 (q)
[
1 + 2
(
1− q
2
3
)
x2 + ...
]
ZC(q, x) = −1
6
C1(q)
[
3x−
(
1 +
2q2
3
)
x3
]
− 1
12
CC2 (q)
[
1−
(
1 +
2q2
3
)
x2 + ...
]
+
1
6
CC3 (q)
[(
1 +
2q2
3
)
x+
1
3
(
47 + 4q2 − 4q
4
9
)
x3 + ...
]
(86)
So at the point of bounce, scalar perturbations remain
finite and well behaved.
B. Vector Perturbations
Let us consider the right hand side of (34) upto linear
order,
∇dνc = − 1
µ+ p
∇d (h ec ∇ep)
= − 1
µ+ p
[h ec ∇d∇ep+ (∇ep)(uc∇due + ue∇duc)]
⇒ h ca h db ∇[dνc] = −
p˙
µ+ p
ωab = c
2
sθωab (87)
So,
a−2(a2ωab)˙ = c2sθωab (88)
This is a first order differential equation and its solution
is,
ωab = Ωab
1
η0a2
e
∫
c2
s
θdt =
Ωab
η0a(a− β) , Ω˙ab = 0 (89)
The vector part of shear (σVab) is obtained from (65).
Let us define a dimensionless and spatial derivative op-
erator Da as,
Da = aη0h
b
a ∇b, D2 = a2η20∇˜2.
Da commutes with the derivative along fluid flow lines
ua∇a.
Then,
ra = ∇bωab = η−10 a−1Dbωab =
Ra
η20a
2(a− β) , (90)
where Ra = D
bΩab, R˙a = 0.
So,
σV = 2
η−20 R
a2(a− β)
a
k
=
2R
η0qa(a− β) (91)
C. Gravitational Waves
The pure tensor parts of σTab, E
T
ab andH
T
ab are the grav-
itational waves. Linearized equation for σTab is obtained
from (35)-(37) by setting Xia = Za = 0, ωab = 0,
△σTab +
5
3
θσ˙T ab +
1
6
(θ2 − 9κp)σTab = 0. (92)
ETab and H
T
ab are given by,
ETab = −a−2(a2σT )˙ab, HTab = −CurlσTab. (93)
8-3
-2
-1
 0
 1
 2
 3
-4 -2  0  2  4
α
x
α=9/8 α=9/8
α=-2
q2<9/8
q2>9/8
-x1 -x2 x2 x1
FIG. 2. Plot of α as a function of x. α has a minimum value
αmin = −2 at the bounce and two maxima αmax =
9
8
at
x = ±
√
5
3
. For q2 < 9
8
, there are two regions where q2−α < 0.
But for q2 > 9
8
, q2 − α is always positive.
Using dimensionless variables, (92) takes the following
form,
σT
′′
(q, x)+
8x
x2 + 1
σT
′
(q, x)+
(
6
x2 + 1
+ q2
)
σT (q, x) = 0
(94)
General solution for q = 0 mode is
σT (0, x) = D1(0)
x(3x4 + 10x2 + 15)
3(x2 + 1)3
+D2(0)
1
(x2 + 1)3
(95)
Using the variable, f = (1+ x2)σT , Eq. (94) becomes,
f ′′ +
[
q2 − α(x)] f = 0, α(x) = 2 3x2 − 1
(x2 + 1)2
(96)
For x2 ≫ 6q2 , f oscillates with frequency q. If q2 < 98 ,
the equation
q2 − α(x) = 0 (97)
has four roots, ±x1(q),±x2(q). For x2 < |x| < x1, q2 −
α(x) is negative, but f oscillates again for −x2 < x < x2.
If however q2 > 98 , q
2 −α is positive always and f shows
oscillatory behavior over whole range of x. The frequency
of oscillation is maximum at the point of bounce x = 0.
In any case f and hence σT never blow up at bounce or
at turning points.
Region A: In this region, (94) becomes,
x2σTA
′′
+ 8xσTA
′
+
(
q2x2 + 6
)
σTA = 0 (98)
The general solution of σT in this region is,
σTA(q, x) = (qx)
−7/2 [DA1 (q)J5/2(qx) +DA2 (q)Y5/2(qx)] ,
(99)
where J and Y are the Bessel function and the Neumann
function respectively.
Region B: Using the variable y =
√
3x + 1 in region
B, Eq. (94) is simplified to,
d2σTB
dy2
− 2dσ
T
B
dy
+
(
3
2
+
q2
3
)
σTB = 0 (100)
and its general solution is,
σTB(q, y) = e
y
[
DB1 (q) cos (mqy) +D
B
2 (q) sin (mqy)
]
.
(101)
Where,
mq =
√
1
2
+
q2
3
(102)
Region C: At the bounce, (x→ 0), as explained ear-
lier, σT oscillates with frequency
√
2 + q2.
σTC(q, x) = D
C
1 (q) cos
(√
2 + q2x
)
+DC2 (q) sin
(√
2 + q2x
)
.
(103)
VI. COMOVING CURVATURE
PERTURBATION
The comoving curvature perturbation is defined as [25,
26],
ζa =Wa +
Xa
3κ(µ+ p)
, Wa = h
b
a ∇b log a. (104)
This variable is related to the comoving curvature per-
turbation ζ, used in the coordinate based perturbation
theory [27]. In particular, since ζa is a spatial gradient
of scalar upto first order, we can write,
ζa = h
b
a ∇bζS . (105)
In Appendix B it has been shown that ζS is equal to −ζ
on large scale. ζS is conserved on all scales for adiabatic
perturbation, whereas ζ is conserved on large scale only.
However in our model adiabatic modes are present. So
the evolution of ζa is determined by the following equa-
tion,
Luζa = − θ
3κ(µ+ p)
Γa, (106)
⇒ a−1h ba (aζb)˙ = −
θ
3κ(µ+ p)
Γa
−(σba + ωba)ζb, (107)
Lu being the Lie derivative with respect to ua. Up to
first order, using (55),
a−1(aζq )˙ = − θ
3κ(µ+ p)
Γ = − a˙
a
C1
27η0(a− β)2 (108)
9Integrating,
ζq =
1
27η0
1
a
(
C1
a− β + C˜2
)
(109)
So, besides the non-adiabatic constant mode of ζS ∼
−akζq there is an adiabatic mode which diverges at the
turning point.
VII. VALIDITY OF LINEAR TREATMENT AT
THE TURNING POINT
The speed of sound and different perturbation vari-
ables become infinite at the turning point, not at the
bounce. Existence of these growing modes raised doubts
on the validity of linear perturbation theory. In the
coordinate based perturbation theory, linear perturba-
tion treatment is justified if the perturbations remain
small compared with background quantities. However
in covariant perturbation theory, background value of all
gauge invariant variables are zero. So in this case we de-
mand that higher order terms in perturbation equation
must be small compared with first order term. Let us
consider the equations for scalar perturbation (30) and
(31). We have defined some linearity parameters ε1 − ε7
and ε˜3 − ε˜7 as the ratio of nonlinear to the linear terms
in these equations in [14]. The linear perturbation the-
ory for the scalar perturbations is valid, if the following
conditions are satisfied throughout the regime under con-
sideration:
(1) ε1, ε2 ≪ 1,
(2) ε3, ε4, ε5, ε6, ε7 ≪ 1, and/or ε˜3, ε˜4, ε˜5, ε˜6, ε˜7 ≪ 1.
Using Eq. (58) and the solutions (79), (82), (89), (66),
(91) and (101) of the perturbation equations at region B,
the dominant mode of different variables that appear in
(30) and (31) can be written as,
Xa =
1
η3
0
β4
(Υa + Ξa) , Za =
4
27η2
0
β3
D2Ξa
y ,
νa =
4
27η0β2
Ξa
y2 , Aa =
4
27η3
0
β4
D2Ξa
y2 ,
σab =
4
27η0β2
D<aΞb>+D<aΛb>
y , ωab = − 2η0β2
Ωab
y ,
R = 4
27η2
0
β3
(
DaΞa +
4
27β |D<aΞb> +D<aΛb>|2 − 4β |Ωab|2
)
1
y2 ,
2h ba ∇bσ2 = 427η3
0
β5
Da(|D<cΞd>+D<cΛd>|2)
y2 ,
2h ba ∇bω2 = 4η3
0
β5
Da(|Ωcd|2)
y2 . (110)
Where,
Υa =
∑
k C1(q)Q
(0)
a , Ξa = − 12
∑
k C
B
3 (q)Q
(0)
a ,
Λa = 27
∑
k
R(q)
q2 Q
(1)
a (111)
At the turning point, y ∼ 0, (19) reduces to,
κ(µ+ p) = −κM1
2β3
y = −9
2
η−20 β
−2y. (112)
Then the linearity parameters for (30) and (31) are
found to be,
ε1 =
∣∣ωbaXb∣∣
|κ(µ+ p)Za| =
3
β
∣∣Ωba (Υb + Ξb)∣∣
|D2Ξa| y
−1, ε2 =
∣∣σbaXb∣∣
|κ(µ+ p)Za| =
2
9β
∣∣hbc (D<aΞb> +D<aΛb>) (Υc + Ξc)∣∣
|D2Ξa| y
−1,
ε3 =
|Rνa|∣∣1
2Xa
∣∣ =
(
2
3
)5
1
3β
∣∣∣DcΞc + 427β |D<cΞd> +D<cΛd>|2 − 4β |Ωcd|2∣∣∣ |Ξa|
|Υa + Ξa| y
−4,
,ε4 =
∣∣2h ba ∇bω2∣∣∣∣ 1
2Xa
∣∣ = 8β
∣∣Da (|Ωcd|2)∣∣
|Υa + Ξa| y
−2, ε5 =
∣∣2h ba ∇bσ2∣∣∣∣ 1
2Xa
∣∣ =
(
2
3
)3
1
β
∣∣Da (|D<cΞd> +D<cΛd>|2)∣∣
|Υa + Ξa| y
−2,
ε6 =
∣∣ωbaZb∣∣∣∣ 1
2Xa
∣∣ =
(
2
3
)3
2
β
∣∣ΩbaD2Ξb∣∣
|Υa + Ξa| y
−2, ε7 =
∣∣σbaZb∣∣∣∣ 1
2Xa
∣∣ =
(
2
3
)3
1
3β
∣∣hbc (D<aΞb> +D<aΛb>)D2Ξb∣∣
|Υa + Ξa| y
−2. (113)
Another sets of parameters ε˜3-ε˜7 are related to the ε3-ε7 via,
ε˜I =
1
2
|Xa|
|Aa| εI =
(
3
2
)3 |Υa + Ξa|
|D2Ξa| y
2εI , for I=3 to 7. (114)
ε˜3 =
4
27β
∣∣∣DcΞc + 427β |D<cΞd> +D<cΛd>|2 − 4β |Ωcd|2∣∣∣ |Ξa|
|D2Ξa| y
−2,
ε˜4 =
27
β
∣∣Da (|Ωcd|2)∣∣
|D2Ξa| , ε˜5 =
1
β
∣∣Da (|D<cΞd> +D<cΛd>|2)∣∣
|D2Ξa| ,
ε˜6 =
2
β
∣∣ΩbaD2Ξb∣∣
|D2Ξa| , ε˜7 =
1
3β
∣∣hbc (D<aΞb> +D<aΛb>)D2Ξb∣∣
|D2Ξa| . (115)
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The ε1 and ε2 diverges at the turning point as y → 0.
So the condition (1) is not satisfied at the turning point.
Although ε˜4 − ε˜7 remain finite at the turning point, ε˜3
diverges. So the condition (2) is also not satisfied.
VIII. MATCHING CONDITION
We have seen that even for this simple model, analyt-
ical solutions of perturbation variables throughout the
bounce are not possible. One can obtain the solution by
explicit numerical integration, but to have a good under-
standing on the result one need some analytical method.
Such methods involve matching of the variables in across
the transition surfaces. In the non bouncing case it is
well known that the spatial metric on the hypersurface
and the extrinsic curvature must be continuous across the
boundary of two regions [28]. However for the bouncing
model one should find the appropriate variable, which
should be matched to get a correct spectrum. In a non-
singular bouncing background the spatial curvature per-
turbation δR is found to be the correct variable to be
matched, rather than the Bardeen potential Φ, to get
good agreement with the numerical results [29]. In Ap-
pendix B we have shown that δR and Φ are related to the
V newa and Xa respectively. We can investigate whether
matching of this variables will lead to correct spectrum
after the bounce.
Considering only scalar variables, we have,
Xi =
2
a2
∂i~∇2Φ, V newi =
2
a2
∂i ~∇2δR. (116)
We consider the perturbation modes that exit the
horizon in deep matter dominated era(|x| ≫ 1). If
x = −xexit be the value of x at horizon exit, then
q = |Hexit|, ⇒ xexit =
2
q
. (117)
Since xexit ≫ 1, q must be much less than order unity.
Expanding δRa and δR in Fourier modes and considering
only scalar modes,
V newa =
∑
k
η−30 a
−aVQ(0)a , δR =
∑
k
δRqQ(0) (118)
Then (116) leads to,
V ≈ 2q3δRqa (119)
V can be written in terms of X and Z as,
V =
(
1 +
2q2a2
27β(a− β)
)
X − 2HZ (120)
The Mukhanov-Sasaki variable is defined as v = δRqz,
where z = 3aθ−1
√
κ(µ+ p). In our model,
z =
√
3a
√
a− β
a− ǫ , (121)
V ≈ 2√
3
q3
√
a− ǫ
a− β v. (122)
Initial value of v and its derivatives are given by the
quantum vacuum initial condition at the time of horizon
exit.
v ∼
√
1
2q
, v′ ∼ i
√
q
2
(123)
In this region, a≫ β, ǫ. So, V ≈ 2√
3
q3v and the initial
conditions on V are obtained as,
V ∼
√
2
3
q5, V ′ ∼ i
√
2
3
q7 (124)
Now in region A of contracting phase,
X (−) = 2q
2
27
C
(−)
1 +
C
A(−)
2
x3
+ C
A(−)
3 x
2 (125)
V(−) = 4
3
C
(−)
1
x2
(
1 +
q2x2
36
)(
1 +
q2x2
18
)
+
q2
36
C
A(−)
2
x
+
5
3
C
A(−)
3 x
2
(
1 +
q2x2
60
)
(126)
In the expanding phase perturbations have similar evo-
lution but with different constants,
X (+) = 2q
2
27
C
(+)
1 +
C
A(+)
2
x3
+ C
A(+)
3 x
2 (127)
V(+) = 4
3
C
(+)
1
x2
(
1 +
q2x2
36
)(
1 +
q2x2
18
)
+
q2
36
C
A(+)
2
x
+
5
3
C
A(+)
3 x
2
(
1 +
q2x2
60
)
(128)
The relation between the constants are obtained by
proper matching of the variables in the boundary of the
bouncing phase. We want to study such matching con-
ditions on the surfaces x = ±1, which are the boundary
of Week energy condition (µ + 3p ≥ 0) violated region.
First we deduce the spectrum of perturbations using two
matching conditions, namely the continuity of V and X
across the transitions surface and then calculate the same
spectrum from numerical computation.
Since the entropy perturbation is obtained for all val-
ues of a, we get a matching condition,
C
(+)
1 = C
(−)
1 (129)
Matching V and V ′ on these surfaces, we get
q2
12
C
A(+)
2 = −
16
3
C
(−)
1 −
q2
36
C
A(−)
2 +
20
3
C
A(−)
3
5
A(+)
3 =
16
3
C
(−)
1 −
q2
18
C
A(−)
2 −
5
3
C
A(−)
3 (130)
To know the correct spectrum of perturbation, we need
the initial conditions on non adiabatic perturbations. For
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simplicity, let us assume Γa = 0, which implies, by (55),
C
(−)
1 = 0. Then the initial conditions (124) give,
C
A(−)
2 ≈ (i − 1)8
√
2
3
q−1/2,
C
A(−)
3 ≈
2− 1
8
√
2
3
q9/2. (131)
Then (130) lead to,
C
(−)
1 = 0, C
A(+)
2 ≈ (1− i)
8
3
√
2
3
q−1/2, (132)
C
A(+)
3 ≈ (1− i)
4
45
√
2
3
q3/2. (133)
Using this constants in (128), we get,
V(+) ≈ (1− i) 2
27
√
2
3
q3/2
(
1
x
+ 2x2
(
1 +
q2x2
60
))
(134)
In the deep matter dominated phase,
∣∣∣V(+)∣∣∣2 ≈ q3 ∣∣∣∣1 + q2x260
∣∣∣∣
2
(135)
Using (119) the spectrum of δRq is found to be,
Pζ ≈ q3 |δRq|2 ≈
∣∣∣∣1 + q2x260
∣∣∣∣
2
(136)
So the power spectrum of δR, obtained from this
matching condition is nearly scale invariant, provided
q2x2 < 60, which is satisfied even after the horizon reen-
try (qx = 2). Using this matching we can also calculate
the spectrum of X . From (127),
X (+) = −4
3
√
2
3
(i− 1)
(
2q−1/2x−3 +
q3/2x2
15
)
.(137)
So in the deep matter dominated era of the expanding
phase, ∣∣∣X (+)∣∣∣2 ≈ q3. (138)
Now we use a different matching condition, i.e. match-
ing of X . That leads to, using (131),
C
(+)
1 = 0, C
A(+)
2 ≈ (1− i)
8
5
√
2
3
q−1/2, (139)
C
A(+)
3 ≈ −(1− i)
16
15
√
2
3
q−1/2. (140)
The spectra of V and X are found to be
∣∣∣V(+)∣∣∣2 ≈ q−1
∣∣∣∣1 + q2x260
∣∣∣∣
2
,
∣∣∣X (+)∣∣∣2 ≈ q−1. (141)
We will find that the numerical results agree with (135)
and (138), not with (141).
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IX. NUMERICAL ANALYSIS
We solve the coupled set of differential equations (49-
51) by Runge-kutta method. The initial conditions are
given as follows. The perturbations exit the horizon at
x = −xexit in matter dominated era. At a later time
x = −x0, but still in the matter dominated era, V and
V ′ are given by,
V(−x0) ≈
xexit
x0
V(−xexit) =
2
x0
√
2
3
q3
V ′(−x0) ≈
(
xexit
x0
)2
V ′(−xexit) = i
2
x0
√
2
3
q3,(142)
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FIG. 5. Spectral distribution of X and V at a fixed time
x = 100
where we have used the initial conditions (124).
Now since C1 = 0,
X2 = β
a
X1, X = a− β
a
X1 (143)
From (120) and using (49-51) we get,
V = AX1 +BZ,
V ′ = CX1 +DZ,
where,
A =
a− β
a
+
2q2
27
a
β
, B = −2H,
C =
2q2
27
a
β
, D = −6β(a− ǫ)
a2
− 2
3
q2
So,
X1 = DV −BV
′
AD−BC , Z = −
CV −AV ′
AD−BC . (144)
Substituting (142) in 144 we get the values of X1, X2, Z
at x = −x0. We take x0 = 100. The results of numerical
computation are shown in FIG.(3) ,FIG.(4) and FIG.(5).
In FIG.(3) and FIG.(4) the time evolution of V and X
are shown for wave numbers q = 10−4, 10−6, 10−8, 10−10.
It is seen that the spectrum of both variables behaves
as q3/2 in agreement with (135) and (138). We have
also plotted log |X | and log |V| as a function of log |q| in
FIG.(5) at a time x = 100 in the expanding phase when
all modes are outside the horizon. This gives,
δ log |V|
δ log |q| =
δ log |X |
δ log |q| = 1.5. (145)
We have also plotted the behaviour of perturbations
in region B in FIG.(6). It is observed that X1 and X2
grow as y−1 near turning point, but X and Z remain
constant. However according to (82), the growing mode
of Z starts to dominate at nearer to turning point for
smaller frequencies. It is evident from the FIG.(7) that
Z also grows as y−1 very close to the turning point.
Hence the numerical analysis with the special initial
conditions support our analytical results (80-82). Since
the growth rates of scalar variables in (110) are derived
from (80-82), the results in the sec. VII involving scalar
variables are still valid.
X. CONCLUSION
We have studied the evolution of cosmological pertur-
bations through a toy model of nonsingular and bouncing
universe using the techniques of covariant perturbation
theory. The matter sector is a two component perfect
fluid. The dust-like normal fluid drives the contraction
and expansion and the radiation-like fluid having nega-
tive energy density drives the bounce.
Evolution of vector perturbations ωa and ra are rather
simple. But the analytic solutions for scalar and tensor
perturbations in the entire range of time are obtained
only for zero wave number mode. For q 6= 0 the equations
are simplified to get analytic solutions in three different
regions, namely long before bounce, at the turning point
and at the bounce. The scalar perturbations are smooth
across the bounce but diverges at the turning point. The
shear σab is decomposed into scalar, vector and pure ten-
sor parts. The gravitational wave, i.e. pure tensor part of
shear shows oscillating behaviour both at the bounce and
at the turning point. At the turning points, scalar and
vector parts dominate over the gravitational wave. The
comoving curvature perturbation ζS has a non-adiabatic
growing mode at the turning point, besides its adiabatic
constant mode.
The growth rate of linearity parameters are computed
at the turning point. It is observed that many of these
parameters diverge. So the perturbations cease to be
linear at the turning point even in this simple nonsin-
gular bouncing model. The perturbation variables used
here are completely gauge invariant. However to write
down the equations we need to use an family of ob-
servers which in turn implies some gauge choice. Here
we consider the most natural choice, i.e. world lines of
fundamental observers. Choice of a different family of
observers is equivalent to consider a different time co-
ordinate t → t′ = t′(t, ~x), which does not alter the be-
haviour of gauge invariant variables. Hence our results
are completely independent of the choice of gauge.
We have studied the matching condition on scalar vari-
ables. it has been shown that the spectrum of the per-
turbation after the bounce can be found by employing
sound matching condition. Despite the divergence at the
turning point and the growth of amplitude, the scale in-
variant spectrum of the perturbations is preserved after
the bounce. Our numerical analysis tells that it is the V
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that should be matched across the transition surface to
get correct spectra and matching of X will lead to wrong
wrong spectra. Since V and X are related to spatial cur-
vature perturbation (δR) and the Bardeen potential (Φ),
these results coincide to that obtained in [29].
However one can ask whether this spectrum is dis-
rupted by the appearance of non-linearity at the turn-
ing point. The y−n dependence of linearity parameters
implies that the non-linearity effect may last only for a
very short interal of time. Moreover that interval may
be shorter for larger wavelenghts, as indicated by Eq.
(82) and the numerical analysis. To address the ques-
tion that whether the temporary non-linearity can alter
the future evolution of perurbations substantially requirs
full non-linear analysis, as have been performed in [30]
for adiabatic perturbations.
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Appendix A: Spatial Harmonics
The tensor eigenfunctions (harmonics) of the spatial
Laplacian ∇˜2 listed below, are solutions of the tensor
Helmholtz equation.
∇˜2Qab... + k
2
a2
Qab... = 0. (A1)
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where,
∇˜2Qab... = hpqh a1a h b1b ...∇p
(
h sq h
a2
a1 h
b2
b1
...∇sQa2b2...
)
(A2)
(1) Scalar harmonics: Harmonics constructed from so-
lutions of the scalar Helmholtz equation,
∇˜2Q(0) + k
2
a2
Q(0) = 0. (A3)
Vector and tensor eigenfunctions constructed from the
scalars are
Q(0)a = −
a
k
h ba ∇bQ(0), (A4)
Q
(0)
ab = −
(a
k
)
∇〈aQ(0)b〉
=
(a
k
)2
∇〈a∇b〉Q(0)
=
(a
k
)2
h c(ah
d
b)∇c∇dQ(0) +
1
3
habQ
(0). (A5)
(2) Vector Harmonics: Harmonics constructed from
solutions of the vector Helmholtz equation,
∇˜2Q(1)a +
k2
a2
Q(1)a = 0, ∇aQ(1)a = 0. (A6)
Tensor eigenfunctions constructed from the vectors are
Q
(1)
ab = −
(a
k
)
∇〈aQ(1)b〉 . (A7)
(3) Tensor Harmonics: Harmonics constructed from
solutions of the tensor Helmholtz equation,
∇˜2Q(2)ab +
k2
a2
Q
(2)
ab = 0, ∇bQ(2)ab = 0, Q(2)aa = 0. (A8)
Appendix B: Relation with ordinary gauge invariant
variables
In the coordinate based perturbation theory, we con-
sider small fluctuation of spacetime metric about the
background, which in our case is a flat FLRW metric,
d¯s
2
= a2(η)
(−dη2 + dxidxi) , (B1)
and similar fluctuation of energy-momentum tensor
about an homogeneous and isotropic perfect fluid energy-
momentum tensor,
T¯µν = (µ¯+ p¯)u¯µu¯ν + p¯g¯µν , (B2)
where µ¯(η) and p¯(η) are energy density and pressure as
observed by a comoving observer with velocity u¯µ
u¯µu¯
µ = −1, u¯µ =
(
1
a
,~0
)
, u¯µ =
(
−a,~0
)
. (B3)
Perturbations are defined as,
δgµν = a
2
( −2φ ∂iB − Bi
∂iB − Bi −2ψδij + 2∂i∂jE + ∂iEj + ∂jEi + Eij
)
,
(B4)
p(η, ~x) = p¯(η) + δp(η, ~x), µ(η, ~x) = µ¯(η) + δµ(η, ~x),
u¯µ = uµ + δuµ. (B5)
From uµu
µ = −1,
δu0 = −φ
a
, δu0 = −aφ. (B6)
and,
δui = ∂iU + Ui,
δui =
1
a2
[∂i (U − aB) + (Ui + aBi)] . (B7)
Where φ,B, ψ, E , δµ, δp and U are scalar, Bi, Ei and
Ui are divergenceless vector and Eij is a divergence-
less, traceless, symmetric tensor on the 3-hypersurface
in background spacetime. We consider only perfect fluid
perturbations. Hence the anisotropic stresses are zero.
All of the above variables are not invariant under in-
finitesimal coordinate (gauge) transformation. However
we can construct some gauge invariant variables as fol-
lows,
Φ = φ+ 1a (a(B − E ′))′ , Ψ = ψ − a
′
a (B − E ′),
UGI = U − a(B − E ′), δµGI = δµ+ µ¯′(B − E ′),
δpGI = δp+ p¯′(B − E ′), (B8)
BGIi = Bi + Ei (B9)
Ui and Eij are gauge invariant. In this section we use
the notations, ()′ = ddη , ()˙ =
d
dt¯ = u¯
µ∇¯µ, H = a′a .
The expansion θ can be written as,
θ = ∇µuµ = θ¯ + δθ, θ¯ = 3H
a
, (B10)
δθ = −3
a
(ψ′ +Hφ) + 1
a2
~∇2 (U + a(E ′ − B)) (B11)
The shear σij is,
σij = ∂i∂jUGI − 1
3
~∇2UGI
+
1
2
[
∂i
(Uj + aBGIj )+ ∂j (Ui + aBGIi )]
+
1
2
Eij . (B12)
The vorticity ωij and the vector ri are,
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ωij = ∂jUi − ∂iUj , ri = 1
a2
~∇2Ui (B13)
To evaluate the spatial derivative of a scalar we note
the spatial projection tensor h νµ is,
h νµ =
(
0 − 1a∂i(U − aB)− 1a (Ui + aBi)
1
a (∂iU + Ui) δij
)
.
Then,
Xi = κ
(
∂iδµ+
1
a
µ¯′δui
)
,
= κ∂i
(
δµGI +
µ¯′
a
UGI
)
+
κµ¯′
a
Ui. (B14)
Similarly,
Zi = ∂i(δθ + θ˙U) + θ˙Ui
= ∂i
(
−3
a
(Ψ′ +HΦ) + 1
a2
~∇2UGI − 3
2
κ(µ¯+ p¯)UGI
)
−3
2
κ(µ¯+ p¯)UGIi .
(B15)
We have also used the background Friedmann equa-
tions,
˙¯θ =
3
a2
(H′ −H2) = −3
2
κ(µ¯+ p¯),
1
3
θ¯2 =
3H2
a2
= κµ¯. (B16)
The expressions (B14) and (B15) can be further simpli-
fied using the perturbation equations used in coordinate
based perturbation theory. For perfect fluid perturba-
tions, (anisotropic stresses are absent) Φ = Ψ.
~∇2Φ− 3H(Φ′ +HΦ) = 1
2
κa2δµGI , (B17)
(aΦ)′ = −1
2
κa2(µ¯+ p¯)UGI , (B18)
Φ′′ + 3HΦ′ + (2H′ +H2)Φ = 1
2
κa2δpGI . (B19)
Using (B18), we obtain,
UGI = aH (Φ− ζ) , (B20)
where ζ is the comoving curvature perturbation.
ζ =
2
3
Φ +H−1Φ′
1 + w
+Φ. (B21)
Then,
Xi =
2
a2
∂i ~∇2Φ− 3H
a
κ(µ¯+ p¯)Ui, (B22)
Zi =
1
aH∂i
~∇2 (Φ− ζ)− 3
2
κ(µ¯+ p¯)Ui. (B23)
The scalar covariant pertrbations are related to not
only the scala perturbations but also to vector perturba-
tions of coordinate-based perturbation theory because in
the coordinate based perurbation theory, the 3+1 decom-
position is done with respect to world lines of background
comoving observers whereas in coordinate based theory
we use the world lines of fundemental observers in phys-
ical spacetime.
We can define another variable Va = Xa − 23θZa, such
that
Vi =
2
a2
∂i~∇2ζ (B24)
However this ζ is related to the ζa defined in (104).
Wi = ∂i
(
δa
a
+
1
3
θ¯U
)
+
1
3
θ¯Ui, (B25)
δa
a
= −ψ + 1
3
∫
1
a
~∇2UGIdη. (B26)
Then using (B22) and (B25),
ζi = ∂i
(
−ζ + 2
~∇2Φ
κ(µ¯+ p¯)a2
− 1
3
∫
dηH−1~∇2 (ζ − Φ)
)
(B27)
When spatial derivatives are small, ζi ≈ −∂iζ and Vi ≈
− 2a2 ~∇2ζi.
The spatial curvature perturbation δR is defined as,
δR = ζ + 2
3
~∇2Φ
κ(µ¯+ p¯)a2
(B28)
It can be shown readily that δR is related to the co-
variant variable,
V newa = Va +
2
3
∇˜2Xa
κ(µ¯+ p¯)
+
2
3
θra, (B29)
as
V newi =
2
a2
∂i~∇2δR. (B30)
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