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The method for determining the range over which a state probability may change
without affecting the optimal solution is well documented in introductory manage-
ment science text books for problems in which there are only two states of nature.
For more realistic problems in which there are more than two states of nature, the
methodology does not work. In this paper, we extend the approach taken for the
two state problem to handle n states and present a simple algorithm for determin-
ing the range. Q 1999 Academic Press
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In this paper we consider a typical decision problem with m decision
alternatives, D , D , D , . . . , D , . . . , D , and n states of nature, S , S , S ,1 2 3 i m 1 2 3
. . . , S , . . . , S . The payoff arising from selecting decision alternative D ifj n i
state of nature S should arise is a . If the probability for each state ofj i j
nature, S , is known to be p , one way to determine the optimal decision isj j
by using the expected value approach. In this approach the expected value,
V , for each decision alternative, i, is determined using the formula,i
n
V s p a , 1Ž .Ýi j i j
js1
and the best value of V is selected.1i
1 In this paper we assume that the a values represent profits so that the optimal decisioni j
corresponds to the one with the largest V value.i
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One of the issues arising from this approach is how sensitive the result is
to changes in the probability values. In the case where there are two states
of nature, sensitivity analysis is relatively straightforward and handled in
Žmany introductory management science texts see, for example, Anderson,
w x w x.Sweeney, and Williams 1 , and Eppen et al. 2 . When there are more
than two states of nature, however, the impact of changing one probability
on the remaining probabilities is unclear and therefore the analysis can be
difficult, if not impossible, to perform.
In this paper we take the approach that if the value of one state of
nature probability is changed it does not affect the relative values of the
remaining state of nature probabilities. In particular, if the value of pk
increases to p q a , the new probabilities, p for the states of nature areÃk j
as follows: p s p q a andÃk k
1 y p y ak
p s p ; j / k .Ãj jž /1 y pk
DETERMINING THE RANGE FOR a
To determine the range of values that a can achieve without changing
the optimal decision, let us assume that there is a unique2 optimal
decision, D *. Hence, it must be true that V * ) V for all k / iU. Now, ifi i k
Ãthe value of p is changed to p s p q a , the new expected value, V forÃk k k i
the decision alternative D , isi
n n 1 y p y a a pk kÃV s p a s p a q a a qÃÝ Ýi j i j j i j i k ž /ž /1 y p 1 y pk kjs1 js1
1 y p y a a ak iks V q . 2Ž .iž /1 y p 1 y pk k
ÃŽ .From Eq. 2 we have the following relationship between V and V :i i
a a y VŽ .i k iÃV s V q . 3Ž .i i 1 y pk
If the optimal decision is to remain at iU , then it must be true that:
Ã ÃUV G V , ; i and therefore we must have that:i i
V U y V 1 y p G a a y a U q V y V . 4Ž . Ž . Ž . Ž .i i k ik i k i* i
2 We discuss below how to handle the situation in which there are multiple optimal
decision alternatives.
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This leads to the following method for determining the range of values for
a :
Ž .1 To determine the upper bound for a , identify all decision alter-
natives, i, for which a y V ) a U y V U . If none exists, the upper limiti k i i k i
for a is 1 y p .k
Ž . Ž .2 For each decision alternative i determined in step 1 , calculate:
V U y V 1 y pŽ . Ž .i i k
a s . 5Ž .i
U Ua y a q V y VŽ .i k i k i i
Ž .3 Select the value of a which is smallest. This is the upper limiti
for a .
The lower bound for a is determined in an analogous fashion except that
Ž .in step 1 one determines all decision alternatives, i, for which a y V -i k i
Ž . Ž .U Ua y V and if none exists the lower limit for a is yp and in step 3i k i k
the largest value of a is the lower limit for a .i
It is worth noting that if the optimal decision under the original set of
probabilities is not unique, then changing one probability by any amount
usually results in one or more of the optimal decisions no longer being
optimal. In such situations one approach is to focus on a single optimal
decision and use the above methods for determining the allowable change
in a for that decision. Alternatively, one could focus on the set of optimal
decisions and determine the allowable change in a that would keep at
least one decision that was in the original optimal set optimal. Under this
approach the allowable upper and lower limit values for a would be
determined for each of the original optimal decisions and the largest upper
bound and smallest lower bound would be selected.
AN EXAMPLE
Consider Table I in which the values are profits. Suppose that the
probabilities for the states of nature are as follows: p s 0.3, p s 0.4,1 2
p s 0.2, and p s 0.1. In this case the expected values for the five3 4
decisions are: V s 650, V s 600, V s 700, V s y50, and V s 480, and1 2 3 4 5
the optimal decision is V .3
If the value of p is modified, we see from Table I that a y V s 350,2 12 1
a y V s y100, a y V s 300, a y V s 1550, and a y V s y80.22 2 32 3 42 4 52 5
Hence, following the procedure for finding the upper limit of a , we note




Decisions S S S S1 2 3 4
D y1500 1000 2000 30001
D y3000 500 3500 60002
D y2000 1000 2000 50003
D y7000 1500 2500 95004
D y3000 400 2900 64005
Ž .From Eq. 5 we see that a s 0.6 and a s 0.36 and since the smaller1 4
of these values is 0.36, the upper limit for p is 0.4 q 0.36 s 0.76. In this2
case the values of the remaining probabilities will be: p s 0.12, p s 0.08,1 3
and p s 0.04 and the expected values of the decision alternatives will be:4
V s 860, V s 540, V s 880, V s 880. Increasing p beyond 0.76 would1 2 3 4 2
result in decision V being optimal instead of V .4 3
Following the procedure for finding the lower limit of a , we see that for
decisions i s 2 and 5, a y V - a y V . In this case a s y0.15 andi2 i 32 3 2
a s y0.34737. Since a is the larger of these values, the lower limit of5 2
p is 0.4 y 0.15 s 0.25 and the remaining probabilities are: p s 0.375,2 1
p s 0.25, and p s 0.125. Decreasing p beyond 0.25 would result in3 4 2
decision V being optimal instead of V .2 3
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