We study some existing techniques for solving mean-payoff games (MPGs), improve them, and design a randomized algorithm for solving MPGs with currently the best expected complexity.
Introduction
A Mean-Payoff Game (MPG) [7, 8, 14 ] is a two-player infinite game on a finite weighted directed graph. The game is given by a graph G = (V, E, w) with integer edge-weights and a partition of the set of vertices V into the sets V Max and V Min . The two players, named Max and Min, move a token along the edges of G ad infinitum. If the token is on a vertex v ∈ V Max , Max chooses an edge (v, u) ∈ E and the token goes to u. If the token is on a vertex v ∈ V Min , it is Min's turn to choose an outgoing edge. This way an infinite path is formed. Max wants to maximize the average edge weight of the path and Min wants to minimize it. It was proved [7] that each vertex v ∈ V has a value, denoted by ν(v), which each player can secure by a positional strategy, i.e. strategy that always chooses the same outgoing edge in the same vertex. To solve a MPG is to find the values of all vertices and, optionally, also optimal strategies for both players, i.e. strategies that secure the values.
MPGs have many applications, especially in the synthesis, analysis and verification of reactive (non-terminating) systems. Many natural models of such systems include quantitative information, and the corresponding question requires the solution of quantitative games, like MPGs. Quantities may represent, for example, the power usage of an embedded component, or the buffer size of a networking element [4] .
Examples of applications include various kinds of scheduling, finite-window online string matching, or more generally, analysis of online problems and algorithms, and selection with limited storage [14] . Moreover, µ-calculus model-checking is polynomialtime reducible to MPGs via parity games [9] . MPGs can even be used for solving the max-plus algebra Ax = Bx problem, which in turn has further applications [6] .
MPGs are also important from a theoretical point of view. The problem whether the value of a certain vertex is greater or less than a certain threshold is in the complexity class NP ∩ co-NP and it is not known whether the problem is in P.
Because of their importance, MPGs have attracted many researchers, especially in the last decade, and several algorithms for solving MPGs have been proposed. They can be roughly divided into two categories. In the first category are algorithms based on linear programming [2, 13] . This category also includes algorithms based on reduction to discounted payoff games [11] and simple stochastic games [5] . In the second category are pure combinatorial graph algorithms [14, 3, 10, 6, 8, 12] .
The best complexity attained by a deterministic algorithm for solving MPGs is pseudo-polynomial, namely O(|V| 3 ·|E|·W), where |V| and |E| are numbers of vertices and edges, respectively, and W is the maximal absolute edge-weight. It is the complexity of the algorithm of Zwick and Paterson [14] (ZP).
In this paper, we design a deterministic combinatorial algorithm with the complex-
, which is better for W up to 2 O(|V|) . To get an algorithm which is better for all values of W, we combine our algorithm with the randomized algorithm of Andersson and Vorobyov [1] , and get an algorithm with currently the best expected complexity. We note that in typical applications, where the edge-weights represent, for example, the energy consumption of a physical device, W is usually small in comparison with |V|, in which case our deterministic algorithm is significantly better than ZP without the need to combine it with any other algorithm.
Preliminaries
A Mean-Payoff Game (MPG) [7, 8, 14] is given by a triple (G, V Max , V Min ), where G = (V, E, w) is a finite weighted directed graph such that V is a disjoint union of the sets Moreover, both players can ensure ν(v) by using positional strategies defined below [7] .
A strategy that ensures ν(v), for all v ∈ V is called an optimal strategy. To solve an MPG is to find the values of all vertices and, optionally, also optimal positional strategies for both players.
A positional strategy for Max is a function σ : V Max → V such that (v, σ(v)) ∈ E, for each v ∈ V Max (Recall that each vertex has out-degree at least one). A positional strategy for Min is defined analogously, except that it is usually denoted by π. We define G σ , the restriction of G to σ, as the graph (V, E σ , w σ ), where
v}, and w σ = w| Eσ . That is, we get G σ from G by deleting all the edges emanating from Max's vertices that do not follow σ. Let now σ be a strategy of Max and let π be a strategy of Min. G σ has just been defined, G π is defined analogously, and G σ∪π is the intersection of G σ and G π , i.e., G σ∪π = (V, E σ∪π , w σ∪π ), where
From the existence of optimal positional strategies it follows that ν(v) for each v ∈ V is a a fraction with denominator at most |V|. It is because the ν values are the meanweights of certain cycles, namely the cycles in G σ∪π , where σ and π are optimal positional strategies for Max and Min, respectively. In G σ∪π , each vertex has out-degree exactly one, and so for each v ∈ V, there is a unique cycle reachable from v, and ν(v) is equal to the mean-weight of that cycle. The fact that the ν values of vertices are mean-weights of cycles also implies that ν(v) ∈ [−W, W], for each v ∈ V, where W = max e∈E |w(e)|.
Algorithm
Our algorithm solves only the 0-mean partition problem. That is, it divides the vertices of the graph into those with ν ≥ 0 and those with ν < 0. How to use the algorithm to compute the exact ν values will be described later in this section.
Our algorithm computes, for each vertex v ∈ V, the value d ≥0 (v) -the minimum value such that Max can ensure that the sum of traversed edges in a play starting from v, plus d ≥0 (v), never goes below 0. The d ≥0 value is finite only for vertices with ν ≥ 0, because for plays starting from vertices with negative ν value, Min has a strategy that ensures that all traversed cycles are negative, and so Max is unable to keep the sum of traversed edges nonnegative forever, no matter how high his starting "energy" is.
Chakrabarti et al. [4] proposed a simple algorithm based on value iteration that solves a similar problem. The difference is that the weights are on vertices, not edges.
The complexity of their algorithm is O(|V| 2 · |E| · W). We adjusted the algorithm so that it works with weights on edges and improved its complexity to O(|V| · |E| · W).
Our algorithm proceeds in iterations. It starts with d 0 (v) = 0, for each v ∈ V, and
. . according to the following rules.
It is easy to see that for each v ∈ V and k Since the cycle is non-negative, we get a shorter path
We can continue in this fashion until the path has less than |V| vertices and get a contradiction with the fact than no path with less than |V| vertices can have
amount of starting energy to keep the energy level non-negative ad infinitum.
Based on the facts above, we complete the algorithm by adding a test, for each vertex 
41 od To obtain an algorithm with currently the best complexity we combine our algorithm with the randomized algorithm of Andersson and Vorobyov [1] . It has the complexity
, which is better than the complexity of our algorithm for large W. If we interleave the two algorithms and add a stopping criterion which terminates the computation when either of the two algorithms finishes, we get a randomized algorithm with the expected complexity min(O(|V| 2 ·|E|·W·log(|V|·W)), |V|
, which is currently the best expected complexity of an algorithm for solving mean-payoff games. This deserves a little more comments.
The algorithm of Zwick and Paterson [14] (ZP) has the complexity O(
which is better than the first term of the complexity of our algorithm for very large W.
However, it is not better for W up to 2
O(|V|)
, and for W in 2
, the second term of our algorithm is already better. Therefore, our algorithm has better complexity than ZP.
We must also compare with the algorithm of Björklund and Vorobyov [3] (BV). It has the complexity min(O(|V|
). This can
) by the following modifications to the algorithm. The first is to use Dijkstra's algorithm instead of Bellman-Ford's algorithm, which is one of the subroutines of BV. This is made possible by a potential transformation of the edge-weights as described by Schewe [12] .
The second modification is to use a technique similar to the key technique of our algorithm that improves its complexity by a factor of |V|. However, the first term of the complexity of BV exceeds the first term of the complexity of our algorithm, and the second term of the complexity of BV exceeds the second term of the complexity of our algorithm, even for small W. Therefore, BV is worse. We stress that the improvement of BV outlined above is not straightforward and it is an interesting result per se, but since we achieved better complexity with our algorithm, we decided not to give the details of the improvement here.
The algorithm of Svensson and Vorobyov [13] based on linear programming has the complexity O(|V| · |E| · W). However, it solves only the 0-mean partition problem for bipartite games with no zero cycles. The 0-mean partition problem for general games can be reduced to the special case, but the reduction increases edge-weights by a factor of |V|. The exact ν values of all vertices can be computed by binary search, but, as already mentioned, it requires solving p-mean partition problems for rational ps, which increases the complexity by another factor of |V|. All in all, computation of the exact ν values using the algorithm of Svensson and Vorobyov and binary search has the complexity O(|V| 3 · |E| · W · log(|V| · W)), which exceeds the complexity of our algorithm.
All the other algorithms for solving MPGs we know of have either the same or worse complexity than the algorithms we have already compared our algorithm with.
Conclusion
We designed a deterministic algorithm for solving mean-payoff games with the com- 
