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I. INTRODUCTION
Rsriodic autoregressive time series models [PAR] are models which allow the
AR parameters to vary with the seasons, see e.g., Gladyshev (1961), Pagano
(1978) and Troutman (1979). Periodic autoregressions, which allow for the
presence of stochastic trends, can be useful in economics since such models
can describe time series in which trends, cycles and seasons may be related,
see Franses (1992a) and Ghysels (1993). Possible economic motivations for
time-varying parameters models like PARs are that economic agents may
have seasonally varying utility functions (Osbom, 1988), seasonally varying
expectations (Fraoses, 1992b), and/or periodic adjustment costs. Further,
Ghysels (1992) documents that the probability of getting out a recession
seems to be unequally distributed over the seasons. Moreover, institutional
causes may establish that observations on a variable in some season have
more impact on the dynamic pattern of this variable than observations in
other seasons.
ln this paper we focus on the issue of PAR model selection in practice.
One aspect of model selection is the choice for the appropriate PAR order.
This can be of interest for the evaluation of economic models, see e.g.,
Osbom (1988), where economic theory prescribes that consumption follows
a PAR( 1) process. Further, the appropriate PAR order is important for an
adequate empirical application of tests for unit roots since too many
parameters affect the performance of such tests. In fact, another aspect of
PAR model selection is the decision on the number of unit roots. Finally, in
case of unit roots, model choice involves a decision on the most suitable
differencing filter to ensure (periodic) stationarity of the transformed series.
The outline of the paper is as follows. In section II, we discuss the notation
and model representation to be used throughout the paper. In section 111, we
propose an empirical model selection strategy for PAR processes. In section
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IV we evaluate each of its steps using Monte Carlo replications. In section V,
we apply our strategy to several quarterly UK macroeconomic sedes. In
section VI, we conclude with some remarks.
II. NOTATION AND REPRESENTATION
The simplest PAR model which is most suitable to outline the main concepts
in this paper is the PAR(2) process for a quarterly observed time series y,,
yrKy,-^"^<i>isy,-i^^,, (l)
where e, is a standard white noise process, and where the (i>,, are parameters
with values that vary with the seasons, /= 1, 2, j= 1, 2, 3,4. A convenient way
to represent (1), see Gladyshev (1961), is by using the vector notation, i.e. the
quarterly y, observations are stacked in the annually observed vector
^r°° (^1T. ^2r. 3^71 KIT ), where Y^j is the observation in season s in year J.
The model in (1) can then be wdtten as
with
0
1
0
0
1
0
A,=
0 0 ^2
0 0 0
0 0 0
0 0 0
0
0
(2)
(3)
where (y^ is a (4x 1) white noise error process containing the stacked e,
variables.
The parameters in (1) can be estimated by applying ordinary least squares
to
j - l
(4)
where D,, are seasonal dummy vadables. The model in (1) can be enlarged by
including seasonally varying trends and constants. Note, however, that the
underlying constant or trend does not have to be seasonally varying since,
e.g., in the PAR( 1) case.
where /i is a constant, can be wdtten as
where ;U, = (1 - j*,J/^. This implies that estimating PAR models with a
constant and a trend anyhow involves estimating a model like (4) with the
inclusion of 2J_, D^n, and Ij . ,D,,T,/ , where t denotes a deterministic trend.
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Below we will say that the regression then contains four constants and four
trends.
The vector process y^ in (2) is stationary if the roots of the characteristic
equation
- 0 (5)
are inside the unit circle, see also Liitkepohl (1991). When a PAR model for
y, implies a multivariate model for Yj of order 1 as in (2), the solutions to (5)
for z are the eigenvalues of the matrix y4,7 '^4,. When one of the solutions for
z equals one, the following nonlinear parameter restriction is imposed on the
PAR(2) model.
*111*I2<*24
(6)
holds true. Note that (6) reduces to 1*11^ 121*13^ 14 = 1 in case of a PAR(l)
process.
Using the expressions in (1), (2) and (5), we can characterize how any unit
roots in the y, process are related to those in the Yj system. For the PAR(2)
process in (1) there are three possibilities, i.e. zero, one or two xmit roots. For
higher order processes, there may be more unit roots. To save space we only
consider the PAR(2) process, also since an analysis of PAR(/7) models, p > 2,
proceeds along similar lines. When y, does not contain a unit root, the vector
process Yj is stationary, and the corresponding y, process is (periodically)
stationary. Note that, strictly speaking, the y, process is not stationary in case
a PAR model can be fitted, since the (autoco-) variances are not constant over
time. A process y, is therefore said to be periodically stationary when the
related vector process Y-j- does not contain a unit root. When y, contains a
unit root at the zero frequency, i.e, the (1-B) filter, with B%^z,-^, is
required to obtain periodic stationarity, it is clear that the restriction
^ 15 +1*2J •" 1 holds for U )• In that case the characteristic equation (5) becomes
\A,Z-A,\'^Z'[Z-^,y^22^,,^,JZ-l)-0. (7)
Hence, one zero frequency unit root in y, carries over to a single unit root in
the Yj process. Note that the latter unit root is also at the zero frequency. The
same applies in case y, has a seasonal unit root - 1, which assumes that the
(i + B) filter is appropriate to make the y, series periodically stationary, see
HyUeberg et al [1990) for a discussion of seasonal and nonseasonal unit
roots in quarterly time seri^. The root - 1 for the y, series means that
1*3J ~ 1*ii is ^ual to 1 and that the relevant characteristic equation is again (7).
Thus, a seasonal unit root in y, results in a nonseasonal unit root in the Yj-
process.
However, in case there is a single unit root in the Yf process, this root is
not necessarily related to the (1 - fi) or (1 + B) filter for the y, series. In fact, in
e Basil Blackwell Ltd. 1994.
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case of one unit root in Yj there are three linear combinations of the Y,T
sedes which are stationary. These three cointegration relations etisure that
the Y,r sedes do not diver^ too much in case of exogenous shocks.
Generally, the three cointegration relationships can be wdtten as Yn^-OiY^,
y^x-ajVir, and YJT-asY^j-. In turn, this implies that the appropdate
differencing filter for y, is equal to {l-y,B) under the restdction that
Yi YzyjY*"^- When all y, are equal to 1, the (1 - B) filter emerges, and when
they are all equal to - 1, the (1 + fl) filter is needed. Further, when some or all
y, values are unequal to 1 or - 1, one should apply the (1 - yfi) filter to
ensure the pedodic stationadty of the y, process. In the latter case, it is said
that y, is pedodically integrated of order 1, to be denoted as PI(1), see
Osbom era/.(1988)and Boswijkand Franses(1992).
The PAR(2) process for y, in (1) can also have two unit roots. When the y,
sedes contains the seasonal unit roots ± i, it can be wdtten as >, = - y, _ 2 + e,,
and hence ^^'^0 and j^j," ~ 1- Note that, in fact, the process is not pedodic
anymore. This also applied to the cases where + 1 and - 1 are the unit roots,
i.e. when ^i, = 0 and ^23"^-11 these two cases, the corresponding vector Yf
has two zero frequency unit roots, i.e. \AoZ -Ai\ = z^(z^ -2z +1) = 0 , see (7).
Of course, similar to the single unit root case, the Yj process can also have
two unit roots at the zero frequency which do not correspond these pairs of
(non-)seasonal unit roots. For example, when <l>tj=2 and ^2s^ ~ 1' >"/ 's an
1(2) process. Similarly, one can define a PI(2) process. In the present paper we
abstract from 1(2) type processes, and consider the analysis of such processes
to be a topic for further research.
It is clear that higher order PAR processes can possess more (non-)
seasonal unit roots. For example, under specific parameter restdctions, a
PAR(5) process can be wdtten as ( 1 - 5 " ) ) ' , - 0 , ( 1 - 5 * ) > , _ , + E,, i.e. it may
contain one nonseasonal unit root and three seasonal unit roots. The
corresponding vector Yr has then 4 unit roots, i.e. there is no cointegration
relationship between the Y,f elements.
In the next section we will discuss an empidcal model selection strategy for
PAR(p) processes, which includes order selection, testing for unit roots, and
the selection of the appropdate differencing filter for the y, sedes.
III. A MODEL SELECTION STRATEGY
The first step in a model selection strategy for pedodic autoregressive time
sedes models is a decision on the order p of the autoregression. Generally,
there are two types of methods often applied in practice. The first is to use
model selection cdteda as Akaike's information cdtedon (AIC),
A lC(p) -n logd2 + 8p, (8)
where d^ is RSSjn, with RSS is the residual sum of squares, and where n is
the effective sample size, or the Schwarz cdtedon (SC),
SC(/j)- / i logd2 + 4/7logR. (9)
e Baa Btadwdl Ltd. 1994.
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Note that in (8) and (9) account has been taken of the fact that one estimates
parameters for each of the four seasons. An altemative approach is given by
using F type tests for the deletion of the parameters fi^ , for some value of /.
The order of a PAR is set equal to p when some or all f>p,»*O, while the
^p+1, -= 0 for all s. These F tests are applied to PARs with decreasing orders,
where the itiitial order may be set at 4 or 8. The partial autocorrelation
function can be useful to decide on this initial model order. Alternatively, one
may estimate PARs of order 8, 7, etc, and test whether the residuals display
periodic autocorrelation. The order p is chosen when the IM test statistic
calculated from the auxiliary regression
p 4 4
f,= S Z K,D^y,-i+ I YuDJ,.^, (10)
/ - I J - 1 S - 1
for the significance of the four lagged i, variables, indicates that the
hypothesis of no periodic autocorrelation cannot be rejected, see Frames
(1992a).
When the order of the PAR is chosen, the second step is to test for the
presence of periodicity. The null hypothesis is that ^,,= ^,for all s, and where
1=1,...,p. This is an important step since tests for any unit roots can be
affected by the inclusion of too many parameters. The null hypothesis of no
periodicity can be K^ted using an F type test. Given that this hypothesis is not
related to the number of unit roots in the model, it can be expected that the F
test follows a standard F distribution under the null hypothesis.
Assuming that the autoregressive parameters display periodicity indeed,
i.e. that the F test in the previous step rejects the null hypothesis, the third
step is the calculation of the eigenvalues of /IQ ~ '-^i • When the order p is such
that the model in (2) should be enlarged by including >42^r-2> one should
calculate the characteristic roots of \AoZ^-AiZ-A2\ = O. It is our
experience, see also section V below, that most quarterly time series can be
described by models like (2), i.e. models of order 1 for Y^. A test for a single
unit root in the YT series, which is based on checking whether the largest
eigenvalue otAa~^Ai equals 1, is given in Fountis and Dickey (1989). A test
for the same hypothesis, which is based on testing nonlinear parameter
restrictions like in (6) in (1), is proposed in Boswijk and Franses (1992). This
test is calculated as
BF^ (sign(g(^) - 1 mog{RSSJRSS^ )r^ (11)
where RSSQ corresponds to the restricted nonlinear regression model, and
RSSi corresponds to the linear unrestricted model, and where g(fi) is a
function of the periodic autoregressive parameters. This gi^) can be obtained
as follows. The characteristic equation |AoZ-i4 i l"O can be written as
z* -PiZ^-..-fi^''O, where not all pj have to be unequal to zero, and g{^)
equals Pi + .. + pi. Under the null hypothesis of a single unit root, the BF
follows a standard Dickey-FWler distribution, see Boswijk and Franses
O Basil Blackwell Ltd 1994.
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(1992). In the latter paper it is also shown that the empirical performance of
the BF test is superior to the Fbuntis and Dickey (1989) test.
The Fountis and Dickey (1989) and Boswijk and Franses (1992)
approaches may not be easily extended to test for more than a single unit root
in models for Y^. A simple method to deal with this hypothesis is to rewrite
(2) as
AYr={A^-^A,-l)Yr-,+Ao'^(Or, (12)
where A is the first order differencing filter for annual time series, and to
apply the Johansen (1991) cointegration method to test for the number of
unit roots, see Franses (1994). Note that the A filter for Y^ corresponds to
the A4 filter for the quarterly observed y, series. However, when the order of
the PAR is small, say 1 or 2, it is easily understood that the empirical
performance of the such tests may not be optimal, see Franses (1994) for
simulation results. Hence, in case of small PAR models, we propose, first, to
calculate the eigenvalues of >lo"M,, second, to decide informally on whether
there may be one or more unit roots, and, third, in case of the hypothesis of a
single unit root, to apply the BF test given in (11).
Although the parameters in PAR models vary with the seasons, it may be
the case that the autoregressive polynomial f*pj(B) can be written as a product
of k{B) and ri,,(B), where A(fl) is, e.g., (1 - fl), (1 + fl) or (1 + B^). Hence, a
PAR process can contain (non-)seasonal unit roots. As discussed in the
previous section, the presence of (non-)seasonal unit roots implies parameter
restrictions in the PAR model. These can simply be tested using standard F
tests. When the number of unit roots in the PAR under the null hypothesis
and under the alternative hypothesis is equal, the tests asymptotically follow
standard distributions. For example, when it is found that there is a single unit
root in Y-r, i.e. that in principle the transformation {l-y,B) with
yi)'2y3?4'" 1 's required, the F type test for the hypothesis 7,= 1 follows a
standard F(3,...) distribution under the null hypothesis given the imposed
nonlinear restriction y 1 y2 ^ 3 74 "^  1 • Note that testing for the restriction (1 - B)
in a periodic model assumes that the order of the PAR is at least equal to 2,
since, implicitly, this restriction has already been tested in the first step in case
a PAR(l) process is adequate. Further, in case one hypothesizes that there is
more than one unit root in the multivariate model for Yj^ , one may start with
testing for restrictions implied by (non-)seasonal unit roots. If the null
hypothesis is not rejected, one can proceed with estimating a PAR model for
the (1 - B)y, series, and test whether this model contains a single unit root.
For example, in a PAR(2) process the latter unit root implies the validity of
the restriction 2^11*22^ 231*24" 1, as can be observed from (7).
In the next section we will evaluate the proposed steps in the selection
strategy using Monte Carlo replications. The emphasis will be on the choice
of the FAR order and on the performance of the tests for parameter
restrictions.
e Basil Blackwell Ltd. 1994.
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IV. MONTE CARLO EVIDENCE
This section reports on the results of several Monte Carlo simulations. The
effective sample size in all simulations is set equal to 120. The number of
replications equals 5000. The nominal signficance level of the tests is
5 percent.
First we investigate the empidcal performance of the autoregressive order
selection methods. The expressions of the AIC and SC cdteda are given in
(8) and (9). The LM^, is the test for pedodicity in the residuals, see (10). The
F test is the F type test for the significance of the four jii,+i_, parameters
where / is the current model order. We start with generating PAR processes
of order 2 and estimate PAR processes of orders 4 through 1. In Table 1, we
TABLE 1
Autoregressive Order Selection in Periodic Autoregressions with no Unit Roots in the
Vector Process. Based on 5000 Monie Carlo Replications. Sample Size is 120 Observa-
tions. The Cells Report the Frequencies thai a Certain Model is Selected. The Data
Generating Process is a Periodic A utoregression of Order 2
DGP'
1
II
III
rv
Roots of A,1 'A,
0.06 ±0.111
0.38,0.42
0.59 ± 0.081
0.78,0.83
Criterion^
SC
AIC
f test
SC
AIC
f test
SC
AIC
f test
SC
AIC
Ftest
Order of periodic autoregression
I
33.4
2.1
3.9
4.2
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
'The data generating processes are all PAR(2) process^, see
d,,
r 1 i ' ' •»
-0.50,
2^4 are 0.70. 0.40, 0.90, 0.30,
1.70. -0.60.1.40 and -0.76
-0.60for m,and 2.00, -1.10.1.80,
0.80, -0.3C
for II. 1 W
-0.90,1.90,
2
66.3
79.8
82.1
85.7
99.7
82.1
85.2
89.7
99.7
82.1
84.8
89.6
99.7
82.1
84.9
89.4
(1). The
1,0.60 and -0.40 for
-0.90.1.40, -070. 1
3
0.3
12.4
5.2
5.4
0.3
12.2
4.6
4.9
0.3
11.7
5.0
5.2
0.3
12.0
4.7
4.8
parameters ^t,,.
1.2.00. - 0 . 7 0 , 1
.70. - 0 .95 .2 .25
-0.80.1.89and -OJl for IV.
4
0.0
5.7
4.6
4.7
0.0
5.8
5.0
5.4
0.0
6.2
4.9
5.2
0.0
5.9
5.4
5.8
40
and
^The expressions of the AIC and SC criteria are given in (8) and (9). The LM^^ •« * e test for
periodioty in the residuals, see (10). The F test is the F type test for the significance of the four
fi,.^  I ^ parameters.
O Basil Blackwdl Lid. 1994.
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report on the selection frequencies of each of these PAR models in case the
PAR(2) models have roots ranging from close to zero to close to unity. It can
be seen that the SC criteria performs best in case the roots are not too close
to zero. With the AlC one will be inclined to opt for too high an order in
about 18 percent of the cases. The F type tests for the significance of the
^n. I, and for the periodicity in the autocorrelation function of the residuals
from a PAR show selection frequencies which are reasonably stable over the
DGPs. Similar results are reported in Table 2, where the DGP is again a
PAR(2) process, though now with one unity solution to the characteristic
equation for Yr- Comparing the selection frequencies with those in Table 1, it
can be observed that the number of unit roots does not seem to a^ect order
selection, and also that the F test performs well. In Table 3 we display the
order selection results in case a subset PAR(2) is the data generating process,
i.e. we set one or more parameters ^2s equal to zero. The cases I through IV in
Table 3 are the cases in which 0 through 3 of these ^2s ^^ set equal to zero.
The performance of the SC is the most affected. The AIC as well as the f
tests display similar results as in Tables 1 and 2.
Until now we only generated and estimated periodic processes. It is also
interesting to see whether one also finds low order perioidic PAR models to
be appropriate in case conventional seasonal time series processes, as e.g.,
seasonal ARIMA processes, are the DGP. In Table 4 we report the results of
TABLE 2
Autoregressive Order Selection in Periodic Autoregressions with one Unit Root in the
Vector Process. Based on 5000 Monte Carlo Replications. Sample Size is 120 Observa-
tions. The Cells Report the Frequencies that a Certain Model is Selected. The Data
Generating Process is a Periodic Autoregression of Order 2
DGP'
I
n
RootsofAif'Ai
1.0,0.6
1.0,0.8
Criterion^
SC
AIC
f test
SC
AIC
f test
Order of periodic autoregression
I
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
2
99.8
82.8
85.4
90.4
99.6
81.4
84.9
89.7
3
0.2
11.4
4.4
4.7
0.4
12.5
4.4
4.8
4
0.0
5.8
4.6
4.9
0.0
6.2
5.1
5.5
*The data generating processes are all PAR(2) processes, see (1). The parameters ^,,, fk^ i, #12.
..., 2^4 are 1.96, -0 .96 , 1.93, - 0 . 9 3 , 1.85, - 0 . 8 5 , 1 . 7 9 and - 0 . 7 9 for I, 1.70, - 0 . 7 0 , 1.95,
- 0.95,2.20, -1 .20 ,2 .00 and - 1 . 0 0 for II.
'^The expressions of the AIC and SC criteria are given in (8) and (9). The LM^,, is the test for
periodicity in the residuals, see (10). The F test is the F type test for the significance of the four
fl,,.,j parameters.
O Basil BlackweU Ltd. 1994.
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selecting PAR(p) processes in case A4>',- aA4>,_, + £, is the DGP for some
values of a. The correct model order is 5, but given the number of redundant
parameters to be estimated when cotisidering a PAR model here, one may
expect less favourable results as in Tables 1 and 2. Setting the maximum value
of p at 8, we observe that when a is small, say 0.2, most cdteda indicate too
small a model order. When this a value increases, the performance of the
order selection methods largely improves, and a similar performance as in the
Tables 1 and 2 can be observed. Comparable results emerge when the DGP
is a low order nonpedodic process with seasonal tinit roots. In Table 5 we
report on the frequencies of order selection for five different cases, and the
general impression is that, roughly speaking, in at least 75 percent of the
cases one would detect the correct model order.
TABLE 3
Autoregressive Order Selection in Periodic Subset Autoregressions. The Data Generat-
ing Process is a Periodic Autoregression of Order 2. Based on 5000 Monte Carlo
Replications. Sample Size is 120 Observations. The Cells Report the Frequencies that a
Certain Model is Selected
DGP'
I
II
m
rv
Roots of Ac''A,
0.2210.03/
0.45
0.89
0.70
Criterion^
SC
AIC
IM^
ftest
SC
AIC
ftest
SC
AIC
ftest
SC
AIC
L M ^
f tesi
Order of periodic autoregression
I
3.0
0.1
0.2
0.2
43.5
4.2
6.9
7.4
34.5
2.8
5.0
5.3
62.2
10.7
15.5
16.2
2
96.5
81.2
84.9
89.3
56.5
78.5
78.3
82.5
65.4
79.3
81.1
85.3
37.7
72.8
70.6
74.2
3
0.5
12.4
5.1
5.5
0.0
11.7
4.5
4.7
0.1
12.2
4.3
4.5
0.1
11.0
4.1
4.5
4
0.0
6.3
4.8
5.0
0.0
5.6
5.2
5.4
0.0
5.7
4.7
5.0
0.0
5.4
4.9
5.1
'The data generating processes are all PAR(2) processes, see (1). The parameters ^,,. d^t, *,,,
..., 2^4 are 0.70, 0.55. 0.90, 0.40, 0.80. -0.45. 0.60 and -0.50 for I, 0.70. 0.55. 0.90, 0.40,
0.80. - 0.45.0.60 and 0.00 for II. 0.70.0.55,0.90.0.40,0.80.0.00.0.60 and 0.00 for III, and
0.70.0.55.0.90.0.00.0.80,0.00.0.60, and O.OO for IV.
-The expressions of the AIC and SC criteria are given in (8) and (9). The LM^,is the test for
periodicity in the residuals, see (10), The F test is the f type test for the significance of the fbur
e BasU Blackwdl Ltd. 1994.
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TABLE4
Periodic AuU}ngressive Order Selection when the DGP is the Nonperiodic
ARIMA(O,I,O)^x(1,0,0) Process: A^y,~aA^y,.,+£,. Based on 5000 Monte Carlo
Replications. Sample Size is 120 Observations. The Cells Report the Frequencies that a
Certain Model is Selected. The Correct Model Order is 5
a in DGP
0.2
0.4
0.6
0.8
1.0
Criterion'
SC
AIC
Ftest
SC
AIC
f test
SC
AIC
f test
SC
AIC
f test
SC
AIC
LM^,
Ftest
Order of periodic autoregression
I
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.2
0.0
0.0
0.0
0.1
0.0
0.0
0.0
2
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
3
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.1
0.0
0.0
0.0
0.3
0.0
0.0
0.0
0.0
0.0
0.0
0.0
4
95.7
47.9
57.1
61.9
64.5
11.8
22.5
24.2
12.0
0.5
1.5
1.5
0.5
0.0
0.0
0,0
0.0
0.0
0.0
0.0
5
4.2
27.9
18.3
19.5
35.0
56.4
53.5
57.7
86.9
65.4
73.3
78.6
98.2
65.8
74.5
80.1
98.8
63.8
72.5
77.8
6
0.1
10.6
5.2
5.8
0.5
14.0
5.1
5.5
0.8
15.9
6.0
6.4
0.7
14.9
5.4
5.9
1.0
14.9
6.0
6.5
7
0.0
7.1
6.0
6.5
0.0
9.0
5.9
6.4
0.1
8.9
5.9
6.4
0.1
9.8
6.4
6.9
0.1
10.6
7.2
7.6
8
0.0
6.5
6.1
6.4
0.0
8.7
5.7
6.3
0.0
9.2
6.7
7.1
0.0
9.5
6.8
7.1
0.0
10.7
7.5
8.1
'The expressions of the AIC and SC criteria are given in (8) and (9). The LM^ i^s the t^i for
periodicity in the residuals, see (10). The F test is the F type test for the significance of the four
^,+1, parameters.
Overall, we conclude that order selection does not seem to be affected by
the number of unit roots, that the SC often detects the correct model order,
and that the F test for the significance of ^,.^,, shows satisfactory empirical
performance since its success rate appears to be reasonably stable over the
various E>GPs. Hence, as an empirical strategy we recommend to use the SC
to select the model order p, provided that the F test for fl^ .^ i,,=0 does not
reject the null hypothesis. This approach will also be followed in the next
action where we analyze a set of empirical time series.
The second set of simulations concerns the F type test for nonperiodicity
in the AR parameters in an estimated PAR model. In the Tables 6 and 7 we
show the fractiles of this F test in case the DGP is a nonperiodic AR( 1) or
AR(2) process, possibly with one or two tmit roots. Comparing the fractiles
O Basil Blackwell Lid. 1994.
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TABLE 5
Periodic Autoregressive Order Selection when the DGP is the Nonperiodic Process:
X(B)y,''0.5X(B)y,.,-\-e,, whereX(B) Corresponds to Con^nents of the (1 - B"*) Filter.
Based on 5000 Monte Carlo Replications. Sample size is 120 Observations. The Cells
Report the Frequencies that a Certain Model is Selected
k(B)
\ \ t tJf
i 1 — ft2\
(1 + S )^
(1-B)(1 + .
(1 + BK1 +
Criterion^
SC
AIC
LM
ftest
SC
AIC
LM™,
ftest
SC
AIC
ftest
0^ ) SC
AIC
ftest
B^) SC
AIC
ftest
Order of periodic autoregression*
1
9.6
0.2
0.5
0.5
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
2
90.3
78.8
68.0
71.6
9.9
0.3
0.7
0.8
16.5
0.6
1.1
1.2
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
3
0.1
10.5
3.9
4.2
89.7
74.9
70.9
75.4
83.1
75.3
70.4
75.0
16.5
0.7
1.8
1.9
34.1
3.0
5.6
6.1
4
0.0
4.4
4.1
4.4
0.3
11.4
3.8
4.0
0.4
11.0
3.8
4.1
83.1
69.2
70.3
75.5
65.5
68.9
67.2
71.4
5
0.0
2.2
3.8
3.8
0.0
5.2
4.4
4.7
0.0
5.5
4.5
4.9
0.3
13.8
5.1
5.7
0.4
13.0
5.0
5.4
6
0.0
1.5
3.6
3.9
0.0
3.1
4.2
4.5
0.0
3.1
4.3
4.5
0.0
7.0
5.7
6.1
0.0
6.2
4.2
4.5
7
0.0
1.1
5.2
5.4
0.0
2.5
4.4
4.6
0.0
2.1
4.3
4.6
0.0
4.3
4.8
5.1
0.0
4.3
5.1
5.5
8
0.0
1.2
5.8
6.0
0.0
2.6
5.6
6.0
0.0
2.4
5.5
5.8
0.0
4.9
5.3
5.7
0.0
4.6
6.5
7.0
' The correct order for the DGPs is 2.3.3,4,4, respectively.
^The expressions of the AIC and SC criteria are given in (8) and (9). The LM^, is the test for
periodicity in the residuals, see (10). The F test is the F type test for the significance of the four
t<,4.1., parameters.
of the corresponding theoretical F distdbution, it can be seen from both
tables that the empidcal fractiles closely match the theoretical ones. This
applies to the stationary AR processes as well as to the nonstationary models.
Finally, we investigate whether the F test for restdctions related to
seasonal and aonseasonal unit roots follows the standard F distdbution, as
conjectured in the previous section. In Table 8, we report the empidcal
fractiles of the F test for the parameter restrictions corresponding to the
(1 - B) and the (1 + fl) filter in a PAR( 2). It can be observed from a compad-
son of the first column of Table 8 with the next six columns that a^un the
empidcal and theoretical fractiles closely match. Hence, the conjecture that F
type tests for parameter restdctions follow standard F distdbutions in case
O BasU Blackwdl Ltd. 1994.
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TABLE 6
Fractiles of F-Statistic for the Null Hypmhesis ^,"^2" h "^4"^'" '** PAR(l) Model
y, - ^,y,,, +1, when the DGP is the Nonperiodic AR(i) Process y^yi-i + e^ Based
on 5000 Monte Carlo Replications. Sample Size is 120 Observations
5%
10%
20%
50%
80%
90%
95%
Mean
Var.
F(3,115)
0.12
0.19
0.34
0.79
1.57
2.13
2.68
1.02
0.72
^"0.6
0.12
0,20
0,34
0,81
1,61
2,16
2,66
103
0.74
^-0.8
0.11
0.19
0.33
0.78
1.58
2.09
2.64
1.01
0.72
^'•1.0
0.10
0.18
0.32
0.78
1.58
2.11
2.65
1.00
0.73
TABLE?
Fractiles of F-Statistic for the Null Hypothesis <<//'"^«=J*/J = J>M"J*/ and
^21 "^22'^23'^24'^2 inaPAR(2) Processy,-^,,y,_, + ^ ^y,., + u, when theDGPis
the Nonperiodic AR(2) Process y,''^iy,-r'^hyi-2'^^r Based on 5000 Monte Carlo
Replications. Sample Size is 120 Observations
5%
10%
20%
50%
80%
90%
95%
Mean
Var.
The roots ofthe AR(2) process
F(6,110)
0.27
0.36
0.51
0.90
1.46
1.83
2.18
1.02
0.37
(0.6, 0.8)
0.26
0.35
0.50
0.90
1.46
1.84
2.18
1.02
0.37
(0.6, LO)
0,26
0.35
0,50
0.90
1,47
1.84
2.21
1.02
0.38
(0.8, LO)
0.27
0.36
0.51
0.89
1.43
1.81
2.17
1.01
0.37
(1.0,1.0)
0.26
0.37
0.51
0.88
1.43
1,83
2,21
1.01
0.36
(0.6, -1.0)
0.26
0.36
0.50
0.89
1.43
1.82
2.18
1.01
0,38
the number of unit roots is the same under the null and altemative hypo-
theses seems to be verified by our simulation outcomes in the Tables 6-8.
V. SEVERAL UK MACROECONOMIC TIME SERIES
To illustrate our model selection strategy with empirical non-simulated time
series, we analyze 19 quarterly UK macroeconomic time series. AU series
have been log transform«l, except for the interest rate and stockbiulding.
e BaiU BUdnweU Ltd. 1994.
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TABLE 8
Testing for (Non-) seasonal Unit Roots in Periodic Autoregressions of Order 2. Fractiles
of F-statistic for the Null Hypothesis that ft,, + ft^," / o'' that 4,, - f^ ,^" /, Given the
Restriction that there is One Unit Root in the PAR Process. Based on 5000 Monte Carlo
Replications. Sample Size is 120 Observations
5%
10%
20%
50%
80%
90%
95%
Mean
Var.
F(3, 111)
0.12
0.19
0.34
0.79
1.57
2.13
2.69
1.02
0.72
Data generating process'
Nonseasonal unit root
1
0.13
0.20
0.34
0.80
1.58
2.11
2.62
1.02
0.71
II
0.11
0.18
0.33
0.78
1.55
2.11
2.64
1.00
0.70
III
0.11
0.19
0.33
0.80
1.54
2.08
2.67
1.00
0.70
Seasonal unit root
IV
0.10
0.18
0.32
0.77
1.54
2.12
2.69
0.99
0.72
V
0.12
0.20
0.32
0.79
1.55
2.11
2.69
1.00
0.70
VI
0.11
0.19
0.33
0.76
1.52
2.11
2.65
1.00
0.72
'The data generating process for I, II and in is y,-y,-.\ =^,{y,-i ~y,-2) + e,> with ^, is 0.96,
0.93.0.85,0.79 for 1,0.70,0.95,1.20,1.00 for II and 1.25,0.80,2.00,0.50 for III. The roots of
^ , ' ' / 4 , are I.0,0.6 for 1,1.0,0.8 for II and 1.0, 1.0 for III, respectively. The data generating
process for IV, V and VI is y, + y,-, = a,(y,-i+ y,-2) + e,, with a, equal lo -j(,. Hence, the
proc^ses I, II and III correspond to IV, V and VI with respect to o,= - (»., and the roots of
These series have also been studied in Osbom (1990) and Franses and
Romijn (1992). In the first study it has been found using nonperiodic models
that many of these quarterly series only have a nonseasonal unit root. An
application of the Johansen (1991) method to vector autoregressions of order
one for the annual Y^ series, see (12), yields that several UK series are
periodically integrated, see Flranses and Romijn (1992). Given that periodic
models may not be accurate in all cases, and also given that the performance
of the Johansen method for the Y-j- series may not be adequate in case the
PAR order is only 1 or 2, we expect that our model selection strategy will
result in a more thorou^ univariate analysis of the UK macroeconomic time
series.
In the first column of Table 9 we list the UK variables we investigate. We
consider FAR(p) models with and without trends. All models contain four
seasonal constants and/or seasonal troids. The orders of the PAR in each of
the modds is reported in the columns 2 ami 4. Th^e orders are chosen using
the SC provided that the F test for ^i+1^ do^ not reject the null hypothesis.
The orders considered for initial model sdection are 1 to 4. It can be seen
that for a few variables this order equals 3, while for the majority of the time
e BasU BhckweB Ud. 1994.
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sedes an adeqtiate value for p turns out to be equal to 2. In some regression
models we include dummy variables to capture outlying observations. These
observations are detect«l by considering the residual plot in case the
residuals do not display normality in the initial model. All empidcal models
are tested for first and fourth order residual autocorrelation, ARCH effects
and normality of the residuals. Sometimes we find ARCH pattertis which we
cannot remove by including additional lags. In the columns 3 and 5 of Table 9
we report the F test results for the hypothesis of no pedodicity in the auto-
regressive parameters. This null hypothesis is rqected for 14 of the 19 time
sedes in case the model does not include trends, ahd for 11 of the 19 time
sedes in case the atixiliary regression includes four trends. Since we focus on
pedodic models in this paper, we decide not to pursue with an analysis of the
vadables stockbuilding, vacancies, stock pdces, interest and exchange rate,
and we refer to the results in Osbom (1990). We also do not further consider
Consumption Durables since the four trends are highly significant in a non-
pedodic AR model, with a Joint F value of 11.227.
The remaining 13 vadables which can be modeled using PAR models,
with or without four trends, are displayed in the first column of Table 10. In
the next two coltimns we display the results of the eigenvalues of the A^'^A^
matrix and the BF test in case the auxiliary regression contains no trend
vadables, while in cohimns four and five we report similar results in case this
regression does include trend vadables. The inclusion of trend terms ensures
that the distdbution of the BF test statistic is invadant to the value of the ddft
parameters, see Banerjee etal. (1993) for a discussion. From the columns two
and four we observe that there may he only a single unit root in all these time
sedes, and the BF test results emphasize this conjecture since the null
hypothesis cannot be reject at a reasonable significance level for all vadables.
The only exception is imports where the null hypothesis of a single unit root
is rejected at a 10 percent level in case the auxiliary regression contains four
trends.
The sixth column reports on the estimated F test statistic values for the
joint significance of the four trend vadables in the auxiliary regressions. In
case the models contain a tinit root in the Yj process, the distdbution of the
latter F test is not the standard F distdbutioti, cf. Nankervis and Savin
(1987). In that case the distdbution is shifted to the right. Using Monte Carlo
simulations we calculated the cdtical values of this F statistic in case the
process y, = a^y,^ j + e, with f]?-1 a, •= 1 is the data generating process and the
regression model includes D,,y,., and fotir constants and four trends. The
S percent significance level of the F test for the joint hypothesis that the
trends can be deleted from the model is 3.43, while the 10 percent signifi-
cance level is 2.88. These figures are robdst to variations in the values of a, in
the data generating process as long as nj- i<' 'j* ^ holds. Comparing the F
test values in the sixtih column of Table 10 with these cdtical values, we may
coiKlude that only GDP, public investment, imports and productivity have
significant trend vadables.
O BasU BlackweU Ltd. 1994.
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TABLE 9
Periodic AMoregressions of Order p Fitted to Quarterly UK Macroeconomic Variables'
Variable^
GDP
Total consumption
Durables
Non-durables
Govt. cotisumption
Investment
Private
Public
Stockbuilding
Trade balance
Exports
Imports
Vacancies
Workforce
Productivity
Prices
Stock prices
Interest rate
Exchange rate
Auxiliary regression^
Without trend
P'
2
1
3
1
3
2
1
2
2'
2'
2'
1'
3
1
2'
3'
2
2'
2
F "
11.715**
35.574**
8.380**
31.129**
8.235**
7,087**
4.430**
25.887**
2.081
3.713**
5.629**
4.731**
1.297
10.444**
12.901**
5.399**
1.383
0.762
1.102
With trend
P'
2
1
1'
1
3
2
1
2
2'
2'
25
1
2'
2
2
3'
2
3
2
F ^
5.564**
0.465
1.503
1.664
4.234**
2.733**
1.086
3.483**
2.603**
3.010**
3.357**
3.500**
2.211
3.474**
6.833**
4.157**
1.775
1.096
1.283
••Significant at a 5% level.
'The sample size for all variables is 55.1-88.4, except Private and Public investinent which start
in 62.1, Stock prices and interest rate which start in 63.1 and Exchange rate which starts in
73.1.
^The definitions of the variables can be found in Osbom (1990),
'The estimated models are checked for first and fourth order residual autocorrelation, first
order ARCH effects, and normality. The model order p is selected using SC, under the
condition that an F test does not reject this order versus p + 1, and that the diagnostic checks
for residual autocorrelation do not reject the empirical specification.
^The F test for the null hypothesis of no periodicity in the autoregressive parameters, which
follows a standard F distribution under the null.
'The estimated model displays ARCH effecU at a 5% level, but the model cannot be improved
by adding extra lags.
''Dummy variables to capture outlyine observations in the PAR models are included for Interest
rate (73.3, 81.3, 85.1), Productivity (72.1), Workforce (59.2), Total consumption (79.3, 80.2),
Public investment (63.1), GDP (71.1), Prices (79.3), and Exports (67.4,68.1).
A closer, though imreported, look at the autoregressive parameters in the
estimated PAR processes suggests that only the (1 - fl) fUter may be relevant,
and that the (1 -i- B) filter seems far from adequate. In the final column of
Table 10 we report the F type test for the null hypothesis that the (1 - B)
filter is appropriate to remove the stochastic trend from the time series. This
e BBSU Blackwen Ltd. 1994.
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F test is calculated for the model which does not include four trmd variables,
except for GDP, public investment, imports and productivity. We observe
that the (1 - B) filter may be useful for public investment and for prices, while
for the other variables the parameter restriction corresponding to the (1 - B)
filter can be rejected.
It can be concluded from the results in Tables 9 and 10 that several
quarterly UK variables display periodic variation in their dynamic patterns,
and that, except for imports, these variables have a single luiit root. The
evidence in Table 10 further indicates that several quarterly UK variables are
periodically integrated of order 1. The results for the two consumption
variables are in line with those obtained in Osbom (1988) and Osbom and
Smith (1989).
VI. CONCUJDING REMARKS
In this paper we propose a model selection strategy for quarterly time series
when they can t>e modeled using periodic autoregressions. Model selection
involves decisions on the order of the autoregressions, on the number of unit
roots in the annual sedes containing the quarterly observations, and on the
possible decomposition of the autoregressive polynomial in terms which
correspond to (non-)seasonal unit roots in the quarterly series. Our strategy
mainly relies on tests for parameter restrictions in the periodic models. We
evaluate it in a Monte Carlo study. The results indicate that its empirical
performance is broadly satisfactory. We apply our method to 19 quarterly
UK macroeconomic time series, and we find that several series can be
described by a low order periodic autoregression with a single unit root.
Our empirical analysis considers only univariate time series. Of course, it is
most likely that these variables are generated from multivariate processes. An
obvious extension of our strategy is therefore to consider its application to
multivariate periodic models.
One of the essential characteristics of periodically integrated time series
models is that seasons, cycles and trends can not be separated in the
traditional s^ise. For example, the zero-frequency unit root in the annual
vector series can not be extracted from the series without affecting the
seasonal pattern. Hence, one of the basic assumptions underlying seasonal
adjustment methods is violated. Some empirical results for the UK series in
the pr«ent paper may therefore be interpreted as evidence that the applica-
tion of seasonal correction methods may not be useful for every seasonal time
series.
Finally, one of the empirical time series, i.e. public investment, can be
described using a periodic AR( 1) process for the first order differenced time
sedes, where four pedodic trends are included, At first sight this seems to be
a strange model, and in fact it might reflect the presence of a seasonal unit
root. However, the presence of such a root in each of the seasons can be
e Basil Blaekwdl Ltd. 1994.
438 BULLETIN
rejected. One possibility is now that for public investment the number of
seasonal unit roots varies with the seasons. This suggests an interesting topic
for further research, i.e. to extend the HyUeberg ei al. (1990) method to cope
with such a variation.
Econometric Institute, Erasmus University, Rotterdam
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