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Abstract
In this work we study the main properties and the one-loop renormalization of a Yang-Mills
theory in which the kinetic term contains also a fourth-order differential operator; in particular,
we consider the Euclidean Lagrangian density
L = − 1
2g2
trFµνFµν − 1
m2g2
tr
[
(∇µFµν)2 + γ Fµν [Fµλ, Fνλ]
]
,
where we add to the Yang-Mills term the most general contribution of mass dimension six, weighted
with a dimensionful parameter m. This model is renormalizable; in the literature two values for
the β function for the gauge coupling g have been reported: one in [15], using the heat kernel
approach, and the other in [26, 43], obtained via Feynman diagrams. In this work we repeat the
computation using heat kernel techniques confirming the latter result. We also considered coupling
with matter.
We then study the supersymmetric extension of the model; this is a nontrivial task because of
the complicate structure of the higher-derivative term. Some partial results were known, but a com-
putation of the β functions for the full supersymmetric non-Abelian higher-derivative gauge theory
was missing. We make use of the (unextended) supersymmetric higher-derivative Lagrangian den-
sity for the Yang-Mills field in six spacetime dimensions derived in [31]; by dimensional reduction
we obtain the N = 1 and N = 2 supersymmetric higher-derivative super-Yang-Mills Lagrangian in
four spacetime dimensions, whose β function we evaluate using heat kernels. We also deduce the
β function for N = 4 supersymmetry.
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Introduction
It can be shown that, under quite general hypotheses, a theory is renormalizable if all the couplings
have non-negative mass dimension, and this constraints the form of the Lagrangian densities for
renormalizable theories. Indeed, since the fields have positive canonical dimension and the deriva-
tive operator has mass dimension 1, only a small number of independent terms can be constructed.
Therefore, the presence of derivative interactions is often linked to non-renormalizable theories.
A loophole in the previous result is the fact that it assumes that the propagator scales, for high
energies, as the inverse of the squared momentum, but with a carefully chosen derivative term in
the equations of motion one can improve the ultraviolet properties of the theory. Indeed, one way
to deal with divergent computations in QED, introduced by Pauli and Villars, is the substitution
of the photon propagator with
iηµν
p2
−→ iηµν
p2
− iηµν
p2 −m2 = −
iηµνm
2
p2(p2 −m2) ∼
iηµν
(p2)
2 ,
recovering the original theory taking the limit in m2 → ∞ at the end of the computation. Lee
and Wick, in [35, 36], investigated the properties of promoting the new term arising from such
substitution to a fundamental degree of freedom. In the Abelian gauge theory one can obtain such
result by adding to the Lagrangian a term with the structure ∼ Fµν∂2Fµν/m2. Notice that this
kind of modification is peculiar for it is quadratic in the fields, that is the reason why it modifies
the propagator.
These motivations suggested Grinstein, O’Connell and Wise to discuss in [24, 25, 26, 54] a whole
extension of the Standard Model inserting a quadratic differential operator in the conventional
kinetic term. This was done for all the fields in the theory. This model enjoys many interesting
properties thanks to the improved ultraviolet behaviour; for instance, the Higgs boson mass is free
of quadratic divergences in the cut-off, so that the hierarchy problem is solved, and this theory is
also compatible with other known possible extensions of the Standard Model such as the see-saw
mechanism to account for neutrino masses, as discussed in [12]. Despite the desirable properties,
results from LHC seem not to be compatible with an extension of this form ([42]). However, such
models are interesting from a theoretical perspective for their properties and because they arise in
various contexts. They also serve as toy models or low energy approximations of other theories, as
we are going to discuss.
Quite remarkably, it was discovered (see [47, 15, 4]) that there exists an extension (actually,
a two-parameter family of extensions) of General Relativity in which the Lagrangian contains
quadratic terms in the Ricci tensor that turns out to be renormalizable. This is once again a
reflection of the fact that these kind of operators improve the ultraviolet properties of the theory.
Also in modern developments of theoretical physics, higher derivative couplings arise as low energy
expansions of string theory models, such as the low energy expansion of conformal theories (see
for instance [48, 8]).
All these nice properties of the higher derivative theories that we are considering come at some
cost. We can understand this already at the classical level. The equations of motion are fourth-
order differential equations, so that they admit not only oscillatory solutions, but also solutions that
grow exponentially with time (both in the past and in the future). This instability is manifested
in the quantum mechanical formulation for the presence of ghost states: Indeed, as suggested in
the expansion of the propagator considered above, the four-derivative theory can be expanded into
a couple of ordinary-derivative theories, in which one of the two fields has an extra a negative sign
in front of the kinetic term, that implies, upon canonical quantization, the presence of negative
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norm states. The presence of these extra propagating degrees of freedom is represented also in the
fact that the propagator has more poles than in the usual-derivative case; these actually make the
Wick rotation problematic, since a proper definition of the contour of integration is a difficult task.
These problems can be partially cured in different ways. One is to impose future and past
boundary conditions on the solutions, requiring that in the initial and final states no ghost particle
are present. This can be done with a careful definition of the contour of integration that defines the
Feynman propagator; this violates the usual causal relations, but ghost partner particles would then
contribute only to virtual processes without spoiling the unitarity of the theory. Other approaches,
like in [28, 22], allow for a violation of unitarity in spite of maintaining the causal structure of the
theory. However such problems might not be an issue if the theory is an effective theory in which
the violation of causality or unitarity arises in a region of the parameter space that is out of the
regime of applicability of the theory.
Another popular candidate ([6, 53, 46]) to describe physics beyond the Standard Model is
supersymmetry. It is a symmetry relating the bosonic and fermionic fields in a given model, so that
the two kind of degrees of freedom, in a quite broad meaning, balance each other. Supersymmetry
in this way provides candidates for dark matter; since bosons and fermions tend to give an opposite
contribution to a given process, it also improves the ultraviolet properties of the theory, solving
in particular the hierarchy problem discussed above. Supersymmetry also allows for a systematic
cancellation of the vacuum energy contribution between the fields, thus hinting to a possible
explanation to the smallness of the observed cosmological constant. Supersymmetry is not a
manifest symmetry of nature, and therefore it should be broken at our energies. It also ties very
well with string theory, that is another widely believed framework in which to unify the Standard
Model and General Relativity, and many aspects of modern fundamental physics are nowadays
driven by supersymmetric principles. It is then natural to wonder how supersymmetry relates
with higher derivative theories, both in considering fundamental models and in dealing with low
energy effective theories.
A further motivation to work in this direction rises when considering renormalizable theories in
higher dimensional spacetime. It is nowadays widely accepted the idea that our four-dimensional
Universe is actually a submanifold embedded in some higher dimensional structure; it is then
of interest to consider the question of finding renormalizable and supersymmetric theories in such
spacetime. As discussed in [45, 31], besides supersymmetry and renormalizability, another desirable
requirement for the fundamental theory, that would ensure its ultraviolet completeness, is the
invariance under conformal symmetry. This symmetry extends the Poincare´ group essentially
to include also circular inversions and dilatations. Superconformal algebras have been studied
and classified ([39] is a review), and it turns out that the highest possible dimension in which
superconformal symmetry can be realised is six. Renormalizability is in general a property that is
not preserved if one considers a theory in an extended dimensionality; for example, the pure Yang-
Mills theory is non-renormalizable in six spacetime dimensions. On the other hand, adding a higher
derivative term of the form discussed above improves the ultraviolet properties also in this case, and
exploiting this fact one can formulate renormalizable theories also in higher dimensions. Indeed, a
theory with the structure Fµν∂
2Fµν/f2 is renormalizable in six dimensions keeping the canonical
dimension 1 for the gauge field, with f dimensionless. Therefore, a theory in four dimensions
with an extra quadratic differential operator in the free sector, is also of interest as a low-energy
manifestation of such more fundamental theories satisfying the aforementioned requirements.
Another aspect to keep into consideration is that, adding a quadratic differential operator,
the auxiliary fields, necessary for the supersymmetry algebra to close off-shell, in general become
dynamical and appear as ghosts. However, the link between supersymmetry and higher derivative
theories deserves to be studied more deeply. In simple models (some partial result is discussed
in [13]) one can show that some kind of supermultiplet structure arises in considering higher
derivative supersymmetric theories. However, one can construct supersymmetric theories with
higher derivative terms without a dynamical auxiliary field; this is relevant because they are
thought to be non-dynamical, and the Euclidean functional integral over the auxiliary field is
divergent, while that on the physical fields is formally convergent. Also, in simple cases, it has
been shown that the elimination of the dynamical ghost-like auxiliary field can provide mechanisms
for supersymmetry breaking, as discussed in [17, 18].
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In this work we will study the main properties and the one-loop renormalization of a Yang-
Mills theory in which the kinetic term contains also an extra quadratic differential operator of the
type described above, as well as the usual contribution. Then, we will consider its supersymmetric
extension.
In detail, we consider an Euclidean Lagrangian density of the form
L = − 1
2g2
trFµνFµν − 1
m2g2
tr
[
(∇µFµν)2 + γ Fµν [Fµλ, Fνλ]
]
,
in which we allowed for adding the most general contribution of mass dimension six. The β
function for this theory was computed for the first time using heat kernels in [15], that studied
this Lagrangian as a toy model for higher derivative gravity. More recently, [26, 43] considered
the theory as a viable extension of the Standard Model and performed the computation with a
diagrammatic approach finding a different result; up to now there is no consensus on the correct
value of β. We repeat in this thesis the computation using heat kernels, and we will confirm the
latter result. We also consider some models of coupling with matter.
We then study the supersymmetric extension of the Lagrangian given above; formulating a
supersymmetric higher derivative theory is actually a nontrivial task because of the complicate
structure of the higher derivative term. As we will motivate, supersymmetry requires restricting
to the case γ = 0. The supersymmetric case was somehow discussed in [8] in terms of superfields,
but some contributions have been ignored; [21] considered the higher-derivative extension of QED.
However, an explicit and systematic formulation of the N = 1, 2, 4 supersymmetric non-Abelian
theory is still missing. Here we will make use of the (unextended) supersymmetric higher-derivative
Lagrangian density for the Yang-Mills field in six dimensions obtained in [31]. In that case, the
only higher derivative term is ∼ (∇F )2, weighted with a dimensionless constant, as we mentioned
above; by dimensional reduction we will then obtain the N = 1 and N = 2 supersymmetric higher-
derivative super-Yang-Mills Lagrangian in four spacetime dimensions, and we will evaluate the
one-loop β function for such systems. Remarkably, we will be able to deduce the β function also
for the case N = 4.
The work is organised in three main Chapters and two Appendices, as follows.
In Chapter 1 we introduce all the technical tools needed for the computation. The general set-
ting of the path integral is introduced, with particular attention to the background field technique.
The main technical tool that we will employing to perform the computations, namely the heat
kernel method for the computation of functional determinants, is introduced.
In Chapter 2 the higher-derivative extension of Yang-Mills theory is considered. Some of its
properties are described, and in particular the one-loop renormalization is performed and the β
function of the Yang-Mills coupling is computed. Simple models of coupling with matter are
discussed too, in particular we show that the mass of the scalar field in a class of higher-derivative
theory is free of quadratic divergences.
Chapter 3 is devoted to the supersymmetric extension of the higher-derivative Yang-Mills theory
studied in the previous Chapter. The nontrivial aspects of this generalization are introduced, and
in order to overcome them the theory is then formulated in six spacetime dimensions. The relevant
Lagrangian with N = 1 and 2 supersymmetries in four dimension is then obtained by dimensional
reduction. The β function of the N = 1, 2 and even 4 supersymmetric extension is then computed.
In Appendix A the notation is established. In Appendix B some technical computations are
reported, given here favouring the readability of the text.
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Chapter 1
Prolegomena
This Chapter is devoted to introducing the necessary technology to perform computations in
quantum fields theory and to fix the relevant notation. We will mainly quote results from the
literature and show how to use them to tackle problems of interest for this thesis; the reader
interested in a more detailed and systematic derivation and mathematical theory is invited to
check the references.
The literature covering the basic aspects of Quantum Field theory is wide, and we will mainly
refer to [40, 41, 51, 52].
In this Chapter we consider Quantum Field Theories and the path integral in the Euclidean
spacetime. This is done to slightly simplify the notation and to deal with a formally convergent
functional integral. We will ignore the subtleties in the definition of the Wick rotations, or the
insights that Euclidean QFTs might give in other contexts.
1.1 Path integral in Quantum Field Theory
Let us consider a relativistic theory describing several local bosonic and fermionic fields. Bosonic
scalar fields are described by real scalar functions φi(x), being i an index labelling the independent
components; in this notation complex fields are represented through their real and imaginary
part. Fermionic fields are represented with complex Grassmann functions ψj(x) and their complex
conjugate ψ¯j(x), again j labelling independent fields. The fields might as well transform in some
representation of a symmetry group, and therefore the functions φi or ψj may carry other internal
indices. We will consider vector fields as they arise when dealing with gauge theories.
The dynamics of the system is determined assigning a Lagrangian density
L = L[φi, ψj , ψ¯j ], (1.1.1)
where we made explicit the functional dependence on the fields. The Lagrangian depends also on
derivatives of the fields themselves; usual theories contain, when suitably integrated by parts, up
to second derivative of bosonic fields and first derivatives of fermionic ones. We will consider only
local theories, namely theories for which L depends on one spacetime point only.
1.1.1 Generating functionals and the effective action
The main tool that we will be employing in order to study the quantum properties of field theories
is the path integral. All properties of the system can be encapsulated in the generating functional,
that for a Euclidean theory reads
Z[J, η, η¯] =
∫
Dφ Dψ Dψ¯ exp
[
−1
~
{
S[φi, ψj , ψ¯j ]− Ssources
}]
, (1.1.2)
where
S[φi, ψj , ψ¯j ] :=
∫
d4x L[φi, ψj , ψ¯j ](x). (1.1.3)
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is the action of the system seen as a functional of the fields,
Dφ Dψ Dψ¯ :=
∏
i
Dφi
∏
j
Dψj
∏
j′
Dψ¯j′ , (1.1.4)
is the formal integration measure, and the source term reads
Ssources :=
∫
d4x J i(x) φi(x) +
∫
d4x ηi(x) ψi(x) +
∫
d4x ψ¯i(x) η¯
i(x), (1.1.5)
being J i, ηi and η¯i generic sources. We assume here that the measure of the integral is normalized
in such a way that the condition Z[0] = 1 is satisfied. We might also use the notation
J · φ =
∫
d4x J i(x) φi(x). (1.1.6)
In the rest of this Chapter we will restrict to the case of bosonic fields only; this simplifies the
notation without significant loss of generality – the main differences for fermions stem from the
fact that it is necessary to distinguish between left and right differentiation because of anticom-
mutativity. We will give the relevant results also when fermions are present.
The path integral formalism provides, at least formally, a straightforward way to compute
Green’s functions. Indeed, they can be obtained differentiating the functional Z with respect to
the sources; for instance, the n-point Green function can be expressed as
〈0|T [φi1(x1) · . . . · φin(xn)] |0〉 =
δnZ[J ]
δJ i1(x1) . . . J in(xn)
∣∣∣∣
J=0
. (1.1.7)
Such Green’s functions are known to be disconnected objects: Though describing physical pro-
cesses, they do not turn out to be fundamental, at least from a formal perspective. Their building
blocks are the unfactorisable, i.e. connected, components; they are generated by the functional
E[J, η, η¯], given in terms of Z by the relation
Z[J ] = exp
(
−1
~
E[J ]
)
. (1.1.8)
The n-point connected Green’s functions are then
Gni1...in(x1, . . . xn) = −
δnE[J, η, η¯]
δJ i1(x1) · · · δJ in(xn)
∣∣∣∣
J=0
. (1.1.9)
An even more restrictive category of Green’s functions is that consisting of one-particle irre-
ducible functions. By this expression we mean those Green’s function that remain connected after
the elimination of one internal propagator. To start with, consider the position
Φi(x) := −δE[J, η, η¯]
δJ i(x)
=
1
Z[J ]
δZ[J ]
δJ i(x)
, (1.1.10)
that is the average value of the field in the presence of the current J , often called the ‘classical’
field. The relation (1.1.10) is assumed to be invertible, so that it can be used to define J [Φ] as a
functional of some given configuration Φ. J [Φ] is then the source term for which (1.1.10) holds.
Such implicit definition is employed to define the quantum effective action functional Γ[Φ] through
functional Legendre transform
Γ[Φ] = E[J ] + J · Φ. (1.1.11)
An interesting property of Γ is that it generates the vertex functions, i.e. the one-particle irreducible
correlation functions, by differentiation; considering only the bosonic fields,
Γi1...inn (x1, . . . , xn) =
δnΓ[Φ]
δΦi1(x1) · · · δΦin(xn)
∣∣∣∣
Φ=0
(1.1.12)
is the n-point one-particle irreducible Green’s function.
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Let us now discuss some remarkable properties of the effective action. As a starting point,
consider the relation (1.1.11) and differentiate with respect to the classical field Φ; simple algebra
shows that
δΓ
δΦi
= J i[Φ](x). (1.1.13)
Considering free systems, i.e. setting the current to zero, the previous relation shows that the the
external fields Φ make Γ stationary. This situation is analogous to the classical picture in which
solutions of the classical equations of motion are stationary points of the action S itself and if a
driving force is present, the variation of the action is indeed proportional to it.
A useful expression for Γ is
exp
[
−1
~
Γ[Φ]
]
=
∫
Dφ exp
[
−1
~
(
S −
∫
d4x
δΓ[Φ]
δΦi
(φi − Φi)
)]
, (1.1.14)
obtained combining the definition (1.1.11) and the expression for the generating functional (1.1.2).
The effective action Γ can be expanded in powers of ~, reading, at least as a formal expansion,
Γ =
∑
L
~LΓ(L) = S + ~Γ(1) +O
(
~2
)
(1.1.15)
where Γ(L) is the L-loop contribution to the effective action. In particular, S = Γ(0) is the
classical tree-level action and Γ(1) is the first quantum correction. A similar computation shows
that the generating functional E can be computed with the tree level diagrams generated by Γ,
and according to (1.1.15) this is enough to take all the quantum corrections into account, at least
perturbatively.
The nomenclature of ‘loop’ expansion originates from the diagrammatic approach to quantum
field theory. Consider indeed any connected Green’s function. Differentiating (1.1.11) with respect
to the sources one can express all the connected Green’s functions using the vertex functions
and propagators. Green’s functions can then be represented with Feynman diagrams, where the
propagator is represented by a line and vertex functions by vertices.
The relation between the number of vertices (including those connected to the sources) V , the
number of propagators I and the number of internal momenta L is L = I − V + 1; since every
vertex brings a factor of ~−1 and every propagator comes with ~, the full diagram is of order
~I−V = ~L−1. Comparing with (1.1.15), we can therefore recognise Γ(n) to be the n-loop vertex
function.
We have therefore seen that Γ behaves in a way analogous to the classical action, can be
computed in terms of a formal parameter ~ parametrizing the quantum effects and generates the
one-particle irreducible Green’s functions. These remarkable properties justify the name ‘quantum
effective action’; more detailed discussions can be found in [52].
1.1.2 The case of gauge theories
In this work we are mainly interested in studying gauge theories, whose generating functional
obtained from a na¨ıve extension of (1.1.2) is known to be ill-defined.
In general the theory under consideration can be invariant under the action of some symmetry
group G, so that every field φi or ψj transforms in a given representation of the group itself
according to
δφi(x) = ω φi(x) = ω
a T a(i)φi(x),
δψj(x) = ω ψj(x) = ω
a T a(j)ψj(x)
(1.1.16)
where T(i) (T(j)) are the generators of the representation under which φi (ψj) transforms and
ω = ωaT a(i,j) is an element of the Lie algebra of G.
This means that, generally speaking, every field is actually a multiplet of fields, enumerated
by an internal extra index. In order to make the symmetry local and consider position-dependent
transformations parametrised by Lie algebra-valued fields ω(x) in (1.1.16), a gauge field connection
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must be introduced to ensure covariance of derivative terms under gauge transformation. Explicitly,
the minimal coupling prescription consists in the replacement
∂µ → ∇µ = ∂µ +Aµ, (1.1.17)
where Aµ is a Lie-algebra valued field acting on the representation in which the fields are trans-
forming according to
δAµ = −∂µω + [ω,Aµ] = −∇µω (1.1.18)
where the covariant derivative is in the adjoint representation. After that, a kinetic term for Aµ
can be considered in order to make gauge fields dynamical. The conventional kinetic term is
LA = 1
2g2
trFµνFµν = − 1
4g2
F aµνF
a
µν (1.1.19)
with
Fµν = [∇µ,∇ν ] = ∂µAν − ∂νAµ + [Aµ, Aν ] (1.1.20)
being the Yang-Mills field strength, or curvature tensor, associated to the covariant derivative ∇µ.
Notice that the covariant derivative and the field strength transform in the adjoint representation:
δ∇µ = [ω,∇µ], δFµν = [ω, Fµν ]. (1.1.21)
The problem with the definition a` la (1.1.2) lies in the redundancy of the description of the
physical observables. Indeed, physical quantities are invariant under the action of the gauge group:
this means that solutions of the equations of motions that differ by a gauge transformation should
provide the same observable quantities. The path integral measure in (1.1.2) ignores this redun-
dancy in the description of the same physical system and the integration is performed over the
infinite orbit of the action of the gauge group. A good definition of the path integral measure
should therefore single out just one physical representative for the fields of a given system.
A solution to this issue consists in introducing a gauge-fixing condition G[A](x) = θ(x), where
G is some invertible non-gauge-invariant functional of the gauge field and θ is a function, and re-
stricting the integration in (1.1.2) to the fields satisfying such gauge condition. Up to a redefinition
of the normalization of the measure in (1.1.2), Faddeev and Popov have shown that a well-defined
path integral is
Z[J ] =
∫
Dφ DA detM [A] δ(G− θ) exp [−S + Ssources] , (1.1.22)
with
Mˆ [A](x, y) = M [A](x)δ(4)(x− y) = δG[A
ω]
δω
∣∣∣∣
ω=0
, (1.1.23)
M being a differential operator and δ( · ) a Dirac delta-like functional. The functional Jacobian
determinant Mˆ is computed from the variation of the gauge fixing functional G[A](x) with respect
to a gauge transformation parametrized by the element ω(y). Internal indices of such determinant
are therefore of the representation in which the gauge fields are.
In the case of the Yang-Mills field, M has therefore indices in the adjoint representation, and
the transformation Aω is (1.1.18). A common option for the gauge fixing is G[A] = ∂µAµ; with
these choices, the operator Mˆ reads
Mˆ [A] =
δG[A](x)
δω(y)
= −∂µ∇µδ(x− y) (1.1.24)
and therefore M = −∂µ∇µ, with ∇µ in the adjoint representation.
Integrating (1.1.22) with the respect to the function θ with a Gaussian weight
√
detH exp
{
−
∫
d4x tr θ(x)H(x) θ(x)
}
, (1.1.25)
H(x) being a generic differential operator independent of the quantum fields, one gets the well-
known expression for the generating functional for gauge theories
Z[J ] =
∫
Dφ DA detM
√
detH exp
[
−1
~
(Stot − Ssources)
]
. (1.1.26)
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with
Stot = S +
∫
d4x trGHG. (1.1.27)
Often in diagrammatic computations the determinants are represented by introducing ghost
fields in the exponential, effectively modifying the Lagrangian density. We do not need to follow
this paradigm, since we are interested only in the renormalization properties and in Section 1.3 we
will explain how to compute determinants directly looking at the form of the operators.
The definitions given in the Section 1.1.1 and the results presented are naturally extended to
the generating functional (1.1.26). In particular we have the definition
Aaµ =
δE
δJµa
(1.1.28)
which brings us to the definition of the effective action Γ[Φ] as
exp
[
−1
~
Γ[Φ,A]
]
=∫
Dφ DA detM
√
detH exp
[
−1
~
(Stot − Ssources)
]
,
(1.1.29)
where, with abuse of notation, the source term is intended
Ssources =
∫
d4x
δΓ[Φ,A]
δΦi
(φi − Φi) +
∫
d4x
δΓ[Φ,A]
δAaµ
(Aaµ −Aaµ).
1.2 One-loop effective action
In this section we exploit the formalism introduced to explain how it can be used to compute one-
loop corrections. We identified the one-loop correction as the first nontrivial term in the expansion
of the effective action Γ in terms of ~; we will therefore expand the relevant quantities in order to
get such contribution. This approach is discussed in a modern fashion but with different levels of
depth in [4, 52, 40].
We will do the explicit computations for the generating functional (1.1.14) containing only
scalar fields, only sketching the solution for the general case with fermions and gauge fields.
Expanding the effective action according to (1.1.15) in the expression (1.1.29) and shifting the
integration variables
φ = Φ +
√
~ ϕ, (1.2.1)
one can determine, order by order in ~, the quantum effective action Γ. At the lowest order in ~,
this expansion can be understood as a semi-classical perturbation of a classical background Φ, but
it also encapsulates higher order corrections that can in principle be computed order by order in
~. Notice that
S[Φ +
√
~φ] = S[Φ] +
√
~
∫
d4x
δS
δφi(x)
∣∣∣∣
Φ
ϕi(x)
+ ~
∫
d4x d4y
δ2S
δφi(x)δφj(y)
∣∣∣∣
Φ
ϕi(x)ϕj(y) +O(~3/2)
(1.2.2)
where the functional derivatives of the action are evaluated at Φ. The second term of this expansion
is nonzero, since Φ makes Γ, and not S, stationary, so that δφS[Φ] is of order ~ – it could be then
ignored in this expansion, however it cancels with the contribution from δΦΓ (yet they contribute
to higher order effects). The left-hand-side of (1.1.14) indeed gives, truncating the expressions at
the relevant power of ~,
exp
[
−1
~
S[Φ]− Γ(1)[Φ]
]
(1.2.3)
while the right-hand-side reads, thanks to the expansion (1.2.2)∫
D(
√
~φ) exp
[
−1
~
S[Φ]−
∫
d4x d4y
δ2S
δφi(x)δφj(y)
∣∣∣∣
Φ
ϕi(x)ϕj(y)
]
; (1.2.4)
12
1.2. One-loop effective action
the constant factor exp[−S[Φ]/~] simplifies between both sides of the expansion, and remembering
the rule for functional integration over bosonic fields∫
Dφ e−φ·∆φ = 1√
det ∆
, (1.2.5)
we arrive to the result
Γ(1) =
1
2
log det ∆ˆφ, with ∆ˆφ :=
δ2S
δφi(x)δφj(y)
∣∣∣∣
Φ
. (1.2.6)
The operator obtained differentiating twice the action in (1.2.6) is more easily obtained explic-
itly expanding the action, or rather the Lagrangian density, about the solution Φ. Notice that Φ is
really, in the absence of sources, a stationary ‘point’ of the quantum effective action Γ. However,
we can use any classical solution, i.e. any stationary point of the action S, since the difference is of
order ~ and thus resulting in higher-order corrections. For this reason, when choosing a background
field configuration we can make considerations purely based on the classical equations of motion.
It is easy to extend this result in order to include gauge fields, whose generating functional is
(1.1.26). We assume here that the solution (Φ,A) provides an operator in (1.2.6) that does not
mix fields with different spin. The operator for the gauge field is obtained differentiating the total
action Stot given in (1.1.27); gauge fields are just bosonic fields so they contribute with another
factor ∼ 1/√∆A. The presence of a gauge symmetry, as we discussed, modifies the generating
functional to (1.1.29), adding the contributions detM and
√
detH. The former does not contain
any factor of ~, so it can be simply evaluated on the solution Φ, being the difference of higher
order (remember the shift (1.2.1)), and we will write M [Φ] ≡ M0. The latter is independent on
the quantum field.
Fermionic contributions are slightly more delicate since in (1.2.2) the functional derivatives
should be taken acting first on the right on ψj and then on the left on ψ¯j . This is indeed natural
when computing the expansion ‘by hand’, since the rule for functional integration is∫
Dψ Dψ¯ eψ¯·∆ψ = det ∆. (1.2.7)
for complex Grassmann fields.
Explicitly, the one-loop contribution to the quantum effective action for the theory defined by
(1.1.26) reads, considering also fermionic matter,
Γ(1) =
1
2
log
(detM0)
2 detH
∏
j(det ∆ψ,j)
2
det ∆A det
∏
i ∆φ,i
. (1.2.8)
Now that we have isolated the one-loop contribution, we set h = 1.
An important feature of the expansion (1.2.1) is that the effective action Γ obtained with this
method can be constructed so that it is invariant under (formal) gauge transformations of the
background field. This can be done by choosing a proper gauge-fixing functional – that might
look like quite unusual in the conventional framework. We stress here that it is not a ‘true’ gauge
transformation because the background field is not a dynamical variable, it is just an assigned
function. The necessary condition for this invariance is that H transforms covariantly in the
adjoint representation under a gauge transformation of the background field.
The shift of the gauge field can be explicitly written
Aaµ → Aaµ +Aaµ (1.2.9)
and the gauge fixing functional that allows for the desired property is
G[A](x) = ∇µAµ = (∂µ +Aµ)(Aµ −Aµ). (1.2.10)
where we used ∇µ to denote the covariant derivative over the background field only. This will be
done in the rest of the work as well: After the shift of the fields, implicit expressions such as ∇µ
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and Fµν are intended as functions of the background field only. The Jacobian determinant for such
gauge-fixing reads
M [A] = −∇µ(∂µ +Aµ); (1.2.11)
notice that M is computed considering real gauge transformations on Aµ. After the shift (1.2.9),
the gauge-fixing becomes
G[A+A] = ∇µ(Aµ +Aµ) = (∂µ +Aµ)Aµ (1.2.12)
and the Jacobian reads
M [A+A] = −∇µ(∂µ +Aµ +Aµ) ≡ −∇µ(∇µ +Aµ). (1.2.13)
We are interested in considering formal gauge transformations of the background field expressed
in infinitesimal form by
Aµ → Aµ −∇µω. (1.2.14)
We want to prove the invariance of the right-hand-side of (1.1.29) In order to do this, we change
the quantum field under integration according to
Aµ → Aµ + [ω,Aµ]; (1.2.15)
we then get that the original shifted field (according to (1.2.9)) transforms as
δ(Aµ +Aµ) = −∇µω + [ω,Aµ] = −∂µω + [ω,Aµ +Aµ]. (1.2.16)
This is precisely a gauge transformation in terms of the field prior to the shift, and therefore the
action S[A + A] is invariant under such transformation. Then, since (1.2.15) is a gauge trans-
formation in the adjoint representation and (1.2.14) implies that ∇µ transforms in the adjoint
representation too, G[A +A] = ∇µAµ transforms covariantly in the adjoint and the same is true
for M , whose determinant is therefore invariant. The invariance of the source term is apparent
provided the sources transform in the same representation of the respective fields. As anticipated,
if H transforms in the adjoint representation, its determinant is invariant and therefore such are all
terms in Stot. We conclude this paragraph observing that M in (1.2.13) evaluated at the classical
solution reads
M0 = −∇2 (1.2.17)
We just proved that background field method provides an effective action that is gauge invariant
in the background field; this fact strongly constraints the terms that can appear in its expression.
In particular we see that the one-loop correction in (1.2.6) is gauge invariant and therefore a limited
number of local functions can be present in its expression.
Notice that, since we are dealing with local theories only, the two-point operators ∆ˆ(x, y) are
actually diagonal in the spacetime coordinates and can be expressed in the form ∆x δ
(4)(x − y),
being ∆x a local differential operator. The determinant of ∆ˆ therefore factorises in the determinant
of the differential operator, depending on the background field, and the constant contribution of
the delta function that we will ignore for it does not contribute to the divergence. For the integral
over commuting variables to be convergent, we require ∆ˆ – or equivalently the differential operator
∆ – to be positive, that means
φ · ∆ˆφ =
∫
d4x d4y φ∗(x) ∆ˆ(x, y) φ(y) =
∫
d4x φ∗(x) ∆x φ(x) ≥ 0 (1.2.18)
for any function φ. Grassmann variables do not need such requirement since the exponential
actually expands to a finite number of terms.
1.3 Renormalization
Let us go back to the expression (1.2.8). In the diagrammatic approach to Quantum Field Theory,
the determinants can be evaluated considering loop processes. We will not follow this path, but
let us just assume for now that we have some machinery that allows us to evaluate them, and that
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we similarly get divergent results. Let us also assume that we can parametrize the divergence with
an ultraviolet cut-off Λ, and that the only relevant divergences are the logarithmic ones.
The essence of the renormalization procedure is the redefinition of the coupling constants and
wavefunctions in order to reabsorb the divergent contributions. Suppose that the action contains
a term that can be written in the form
S = aclS
0 (1.3.1)
with acl being a (bare) coupling constant and S
0 the spacetime integral of some local function
of the fields. The quantum effective action up to order ~ is given by the sum of the tree-level
contribution (1.3.1) and the one-loop term (1.2.8); if the divergent contribution coming from the
latter has the same structure, namely can be written in the form
ΓΛ(1) = −
β¯
16pi2
S0 log
Λ
µ
, (1.3.2)
we can realise that the parameters of the bare Lagrangian do not correspond to measurable quan-
tities, and therefore we conclude that, in order for the result to be finite as the physical system
is, the bare parameters are actually divergent in such a way that they cancel the divergence. We
introduced the energy scale µ that has to appear for dimensional reasons.
In the case that no wavefunction renormalization is necessary, the requirement of S + ΓΛ(1) to
be finite in the limit Λ → ∞ becomes a redefinition of the bare coupling to depend on Λ in such
a way that the renormalized coupling is independent of it, but we allow for a possible dependence
on the scale µ. In formulæ, we are requiring that the final result
Sren ⊇ aµS0 = aΛS0 − β¯
16pi2
S0 log
Λ
µ
⊆ S + Γ(1), (1.3.3)
where aΛ is the bare coupling, now depending on Λ, and aµ is the renormalised coupling, is finite
in the renormalised action Sren. This brings us to the relation
aµ = aΛ − β¯
16pi2
log
Λ
µ
. (1.3.4)
In the case a = g−2, we obtain
g−2µ = g
−2
Λ −
β¯
16pi2
log
Λ
µ
; (1.3.5)
we can also express the running of the coupling by means of the β-function
β(gµ) = µ
∂gµ
∂µ
= − g
3
µ
32pi2
β¯. (1.3.6)
From now on, the dependence of the renormalized coupling constant gµ on the scale µ will be
understood. This discussion extends naturally to the case in which different couplings are present.
We have implicitly chosen a minimal subtraction scheme for the divergences: Indeed, one can
rescale the bare coupling in (1.3.4) of also a finite quantity, but this is not of interest for our
purposes.
This procedure holds as long as no wavefunction renormalization is necessary; indeed, this turns
out to be the case of interest for the present work since wavefunctions for gauge fields do not get
renormalised. This is a consequence of the fact that the effective action is gauge invariant with
respect to the background field. This implies that the one-loop effective action Γ(1) is a gauge
invariant expression of the background field too, and therefore it must be written as the trace
of covariant expressions, the only available with gauge fields being ∇µ and Fµν . These are not
homogeneous functions of the gauge field Aµ: Rescaling such field of a ZA, one obtains
∇µ → ∂µ + ZAAµ, Fµν → ZA(∂µAν − ∂νAµ) + Z2A[Aµ, Aν ], (1.3.7)
but in order for the result to be gauge covariant they should be some combination of ∇µ or Fµν ,
but this clearly implies ZA = 1.
We will now describe how to explicitly evaluate the divergent contribution for determinants of
operators of interest.
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1.4 The Heat Kernel method
We now define the Heat Kernel of a differential operator, and describe how this tool can be
used to evaluate the determinants that appear in the expression for the one-loop effective action.
Mathematical treatment for finding the Heat Kernel coefficients can be found in [50, 23] while for
a more physically motivated procedure the reader should consult [10, 15].
Let us consider the initial-value problem for the evolution under ∆, a positive self-adjoint
differential operator of order r defined in R4, that might carry also internal indices, with a formal
time t,
(∂t + ∆x)u(x, t) = 0, u(x, 0) = f(x) (1.4.1)
with f(x) a given function. The solution to this problem can be formally written as
u(x, t) = e−t∆xf(x). (1.4.2)
An alternative expression for the solution can be given as the convolution with an operator
K(t;x, y,∆)
u(x, t) =
∫
dx K(t;x, y,∆)f(y) (1.4.3)
provided that K satisfies the differential equation
(1∂t + ∆)
i
jK(t;x, y; ∆)
j
k = 0 (1.4.4)
with the boundary condition
K(0;x, y; ∆)ij = δ
i
jδ(x− y). (1.4.5)
From (1.4.3), writing f(x) = 〈x|f〉 where |x〉 is a set of eigenkets of the position operator, we
see that we can express the heat kernel as
K(t;x, y; ∆) = 〈x|e−t∆|y〉 . (1.4.6)
We can now go a step further towards the definition of the determinant of the operator ∆
through the relations
log det ∆ = T˜r log ∆ = T˜r
[
−
∫ ∞
0
dt
t
e−t∆
]
(1.4.7)
where T˜r is the trace over spacetime indices as well as internal ones. In order to understand the
last equality recall that, being ∆ self-adjoint, it admits a complete basis of eigenfunctions {|n〉}n,
where fn(x) := 〈x|n〉 has eigenvalue λn, i.e. ∆fn(x) = λnfn(x); the operator in the square brakets
then reads
〈x|
∫ ∞
0
dt
e−t∆
t
|n〉 = 〈x|n〉
∫ ∞
0
dt
e−tλn
t
= fn(x) log λn (1.4.8)
using the formal equality log λ =
∫∞
0
dt e−tλ/t up to an infinite constant (indeed, one can ‘verify’
this relation by differentiating λ). Computing then the trace over spacetime indices in (1.4.7), we
therefore obtain the sought relation
log det ∆ = −Tr
∫ ∞
0
dt
t
〈x|e−t∆|x〉 = −
∫ ∞
0
dt
t
∫
d4x TrK(t;x, x; ∆). (1.4.9)
This integral is in general divergent over in both limits. Since t has canonical dimension [t] = −r <
0, and we are interested in studying the ultraviolet behaviour of the theories, we consider only the
possible divergence in the lower bound.
An asymptotic expansion for the trace of the heat kernel near t = 0+ is known in the general
case of a self-adjoint differential operator of order r:
TrK(t;x, x; ∆) ∼0+
∑
k≥0
2
(4pi)2r
bk(x) t
(k−4)/r, (1.4.10)
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where the so-called Seeley-deWitt coefficients bk can be expressed in terms of local invariants
computed from the operator ∆. The reason for the strange normalization will be clear later. We
also introduce the definition
Bk(∆) :=
1
(4pi)2
∫
d4x bk(x). (1.4.11)
Comparing the asymptotics (1.4.10) with (1.4.7) it is clear that the integral is indeed divergent
at the lower bound. There are many ways to regulate it, such as dimensional or ζ-function regular-
ization; here we will simply introduce an explicit UV cut-off Λ, so that the divergent contributions
read (
log det ∆˜
)
Λ
= −2
r
∫
(Λ/µ)−r
dt
t
∑
k≥0
(
t
µr
)(k−4)/r
Bk(∆)
= −2B4 log Λ
µ
+ . . . ,
(1.4.12)
where we omitted power-law divergences. Notice that the log Λ-divergence is given by the b4
coefficient regardless of the order of the differential operator. This indeed gives the divergent
contribution that we were looking for, and therefore one can use the Heat Kernel method that we
just described for finding the β function.
Considering the effective action in (1.2.8), we can apply elementary properties of the logarithm
function and we see that the overall coefficient for the logarithmic divergence in the effective action
(1.2.8) is
Btot4 =
1
(4pi)2
∫
d4x btot4 (x) (1.4.13)
with
btot4 = b4(∆A)− 2b4(M0)− b4(H)− 2
∑
j
b4(∆ψ,j) +
∑
i
b4(∆φ,i). (1.4.14)
If the decomposition
Btot4 ≡
∫
d4x
btot4 (x)
16pi2
=
β¯
16pi2
S0 (1.4.15)
holds, then the divergences have the same structure of the terms already present in the Lagrangian,
and the renormalization programme that we outlined in the previous Section can be carried out.
After these formal considerations, the algorithm to compute one-loop corrections is clear: We
start with any Lagrangian, then we expand it to the second order about a classical solution and
then we extract the operator and we evaluate the coefficient b4. In the following pages we will
obtain expression for such coefficient for operators of interest.
1.4.1 Determinants: Second order differential operators
Let us start by analysing convetional two-derivative theories containing only bosonic fields; these
kind of operators can be treated almost explicitly and constitute the fundamental building block
for evaluating all the other relevant cases.
In order to understand the definition that we gave in the previous paragraphs, we start by
considering a trivial case that can be worked out explicitly, that is the case of the scalar Laplacian
∆ = −∂µ∂µ (the minus is added to ensure the positivity). It is easy to verify that the solution to
the heat equation (1.4.4) is the family of Gaussian functions
K (t;x, y; ∆) =
1
(4pit)2
exp
[
− (x− y)
2
4t
]
. (1.4.16)
The expansion (1.4.10) is then trivially given by b0(x) = 1 and bn(x) = 0 for all other coefficients
with n ≥ 1.
Let us move on to a more general case. The most general positive, self-adjoint, second order
differential operator is
∆2 = −∇2 +X (1.4.17)
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where ∇µ is some covariant derivative1 and Xij (x) is a function, possibly dependent on the back-
ground field.
Considering the explicit solution (1.4.16), one could try to consider a power-law correction of
the form
K (t;x, y; ∆) =
1
(4pit)2
exp
[
− (x− y)
2
4t
]∑
n≥0
an(x, y)t
n; (1.4.18)
indeed, plugging this into the heat equation for the operator ∆ we find a set of recursive differential
equations between the coefficients that, in principle, one can solve. The algebra is quite lengthy
but in principle doable n by n; comparing with the asymptotic (1.4.10), after some work one gets
b0(x) = Tr a0(x, x) = Tr1 (1.4.19)
b1(x) = 0 (1.4.20)
b2(x) = Tr a1(x, x) = TrX (1.4.21)
b3(x) = 0 (1.4.22)
b4(x) = Tr a2(x, x) = Tr
[
1
12
FµνFµν +
1
2
X2
]
, (1.4.23)
where Fµν = [∇µ,∇ν ] is the curvature tensor associated to the covariant derivative in the repre-
sentation under which the fields transform. For our purposes, Fµν will be the gauge field strength
tensor.
As we previously mentioned, we can also study other kind of operators starting with the second
order case. The key relation to study other operators is
det (∆1∆2) = det ∆1 · det ∆2, (1.4.24)
valid for any self-adjoint operators ∆1,2. Comparing the expansion (1.4.10) and the relation
(1.4.24), we get a relation between the b4 coefficients
b4 (∆1∆2) = b4 (∆1) + b4(∆2) (1.4.25)
as it follows by applying the definitions and comparing the terms proportional to t0.
1.4.2 Determinants: First order differential operators
An immediate application of (1.4.25) is the computation of the b4 coefficient for a first order
differential operator, that is the case relevant when dealing with spinor fields.
The kind of first-order self-adjoint differential operators acting on a two-dimensional Weyl
spinor we will be interested in are
∆1 := iσ¯
ν α˙β∇ν , ∆¯1 := −iσναβ˙∇ν . (1.4.26)
Consider now the composition ∆1+1¯ = ∆1 · ∆¯1, that is, remembering ∇µ∇ν = ∇(µ∇ν) + 12Fµν ,
and the definition (A.1.2)
(∆1+1¯)
α˙
β˙ = −δα˙β˙∇2 +
1
2
σ¯ρν α˙
β˙
Fρν (1.4.27)
that has the structure of (1.4.17), and therefore (1.4.23) applies. Conversely, we then have det ∆1 =
det ∆¯1 since det ε = −1 and the relation between σµ and σ¯µ is (A.1.1), implying
b4 (∆1) = b4
(
∆¯1
)
=
1
2
b4 (∆1+1¯) . (1.4.28)
1Notice that it might not be the obvious one: The expansion of the action could give also a contribution of the
form cµ∇µ for some functions cµ, but such contribution can be reabsorbed introducing a new covariant derivative
and redefining X.
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Performing the computation one gets
b4(∆1) =
1
2
b4(∆1+1¯)
=
1
2
Tr
[
+
1
12
FµνFµν +
1
2
(
1
2
σ¯ρν α˙
β˙
Fρν
)2]
= −1
6
tr [FµνFµν ]
(1.4.29)
where the identity (A.1.14) has been used.
1.4.3 Determinants: Fourth order differential operators
The kind of operators that we will be dealing with has the structure
∆4,sf = ∇4 +∇µVµν∇ν +Nµ∇µ +∇µNµ + U ; (1.4.30)
where the derivatives act on everything at their right and the matrices of the gauge-covariant
coefficients satisfy
Vµν = Vνµ, VTµν = Vµν , N Tµ = −Nµ, UT = U , (1.4.31)
where superscript T indicates the transpose with respect to internal indices. This is the most
general self-adjoint fourth-order operator without a term cubic in the covariant derivative. This is
an important feature because this is the form of an operator that is obtained when composing two
second order differential operators with the structure (1.4.17).
The requirement that the coefficient b4 is a scalar and a local expression of mass dimension 4
implies that it is the trace of some linear combination of FµνFµν , VµνVµν , (Vµµ)2 and U . Other
possible invariants such as ∇µNµ are total derivatives vanishing when integrated to get the trace in
(1.4.7). This observation, and the comparison with the result for the composition suitably chosen
second order operators using the rule (1.4.25), provides enough information to reconstruct
b4(∆4,sf) = tr
[
1
6
FµνFµν +
1
24
VµνVµν + 1
48
V2 − U
]
. (1.4.32)
Also in this case the algebra is straightforward but lengthy; the computation is technical and we
will not reproduce it here.
Notice that (1.4.30) is not the natural expression for the operator that one obtains expanding
a Lagrangian up to the quadratic order in the fluctuations. In that case, the natural form for the
operator is
∆4 = ∇4 + Vµν∇µ∇ν + 2Nµ∇µ + U ; (1.4.33)
with, again,
Vµν = Vνµ, V
T
µν = Vµν , N
T
µ = −Nµ, UT = U. (1.4.34)
However, it is immediate to relate the coefficients with those of (1.4.30); it is easy to find that the
difference is only given in terms of total derivatives, that do not contribute after the integration
performed in (1.4.7). It is therefore justified to use in our computations the expression
b4(∆4) = Tr
[
1
6
FµνF
µν +
1
24
VµνVµν +
1
48
V 2 − U
]
, (1.4.35)
slightly more immediate given an operator of the form (1.4.33).
As implicit in what we just said, Nµ does not enter into the computation, hence we will not
consider its contribution in the expansion (1.4.33).
This method of computation allowed [15] to obtain for the first time this result. In [27], the
same formula was derived using an asymptotic expansion as described for the second order case.
The interested reader can find the coefficient for a generic fourth order differential operator, with
the ∼ ∇3 term, in [5, p. 54], however we will not need that result.
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1.4.4 Determinants: Third order differential operators
This case is relevant for the spinor field operator with higher derivatives. The self-adjoint version
of the relevant operator is
(∆3)αβ˙ = i∇µσραβ˙∇ρ∇µ +
i
2
Kµ
αβ˙
∇µ + i
2
∇µKµαβ˙ +Bαβ˙ (1.4.36)
being Kµ and B matrices with respect to internal indices and hermitian for all the indices. The
determinant of such an operator can be obtained by the previous ones via composition with a
suitable first order operator. Considering self-adjoint operators, defining ∆3+1 = ∆3 ·∆1, given the
leading symbol of (1.4.36), a suitable choice is ∆1 = iσ¯
ν α˙β∇ν , whose determinant was evaluated
in (1.4.29). Using (1.4.25) once more, we can then find
b4(∆3) = b4(∆3+1)− b4(∆1)
= b4(∆3+1) +
1
6
tr [FµνFµν ]
(1.4.37)
The explicit evaluation of the operator ∆3+1 does not yield an insightful general formula because
of the presence of the sigma matrices; it will be directly evaluated in the case of interest. However,
a few comments are in order to make the computation slightly easier. Notice that, after the
composition with the first order operator, the coefficient B in (1.4.36) becomes the coefficient Nµ
of (1.4.35); since the latter effectively does not enter into the computation, we can discard the
B-term in (1.4.36), that will be systematically ignored from now on. Then, we can see that the
operator (1.4.36) can be rewritten in the more natural form
∆3 = iσ
ρ
αβ˙
(∇µ)2∇ρ + iK˜µαβ˙∇µ (1.4.38)
that, after the composition with ∆1, gives the same operator ∆3+1 of (1.4.36).
This kind of technique has employed for the first time to compute the determinant of higher-
derivative spinor operators in [16].
1.5 Examples
As a warm-up, before dealing with the higher-derivative theories, we are now going to compute
one-loop correction to the gauge sector of conventional Yang-Mills theories. In this way we will
also show how to apply the rather abstract formalism discussed so far to concrete Lagrangians.
We will consider the pure Yang-Mills case first, and then we will consider matter fields as well,
specialising the final result to the N = 1, 2, 4 supersymmetric extension.
We are interested in the renormalization of the Yang-Mills coupling g that appears in front of
the kinetic term for the gauge field (1.1.19). Since the quantum effective action is symmetric with
respect to gauge transformations of the background field, all contributions must be (traces of) com-
binations of Fµν and possibly ∇µ. As we discussed, these quantities are not homogeneous on the
background field and no other internal parameter is present, so there cannot be any wavefunction
renormalization. The procedure outline in Section 1.3 therefore applies.
1.5.1 Pure Yang-Mills
We consider the Yang-Mills Lagrangian in euclidean spacetime
LYM = − 1
2g2
trFµνFµν =
1
4g2
F aµνF
a
µν (1.5.1)
where Fµν = [∇µ,∇ν ] is the field strength tensor for the covariant derivative ∇µ = ∂µ + Aµ. We
will use the gauge fixing functional defined in (1.2.10) to ensure formal gauge invariance of the
effective action; we postpone the choice of the integration weight in order to show how it can be
made to simplify the Lagrangian density.
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We now proceed expanding the Lagrangian around the background field configuration Baµ,
shifting the quantum field
Aµ → Aµ +Bµ. (1.5.2)
We will make the quantum field Aµ explicit in all expressions; ∇µ and Fµν in the expanded
Lagrangian are intended as functions of Bµ only. The covariant derivative and the field strength
tensor transform according to
∇µ → ∇µ +Aµ, (1.5.3)
and
Fµν → Fµν +∇µAν −∇νAµ + [Aµ, Aν ]. (1.5.4)
In order to determine the operator for the quantum fluctuation, we have to expand the La-
grangian keeping only quadratic contributions in Aµ. Following the previous formulæ, we get
(Fµν)
2 → (Fµν +∇µAν −∇νAµ + [Aµ, Aν ])2
' 2Fµν [Aµ, Aν ] + 2(∇µAν)(∇µAν)− 2(∇µAν)(∇νAµ).
(1.5.5)
Performing the trace over gauge indices the previous expression reads(
F aµν
)2 → 2F aµνAbµAcνfabc + 2(∇µAaν)(∇µAaν)− 2(∇µAaν)(∇νAaµ). (1.5.6)
and integrating by parts, dropping total derivatives,(
F aµν
)2 → 2Aaµ [−(∇2)abδµν + (∇µ∇ν)ab − 2Fmµνfamb]Abν . (1.5.7)
It is convenient, in order to slightly simplify the expressions in the higher-derivative case, to adopt
a compact notation; using the fact that the fields are in the adjoint representation, we can suppress
the indices and write (
F aµν
)2 → 2Aµ · [−(∇2)δµν + (∇µ∇ν)− 2Fµν]Aν . (1.5.8)
The quadratic sector in the expanded Lagrangian density therefore reads
LYM,A2 = 1
2g2
Aaµ
[−(∇2)δµν + (∇µ∇ν)− 2Fµν]abAbν . (1.5.9)
It is now instructive to choose the gauge fixing functional G and integration weight H. As
discussed, the convenient gauge choice in the framework of the background field quantization is
G[A + A] = ∇µAµ, with H = 1/g2. In this case detH is trivial because it is independent of the
fields and therefore can be reabsorbed in the overall normalization of the path integral measure;
had we used any different weight we would have needed to take into account its contribution as
well. The gauge fixing term can be written as, integrating by parts,∫
GHG = −
∫
d4x
1
2g2
Aaµ (∇µ∇ν)abAbν . (1.5.10)
The contribution of detM0 must be taken into account, since, as computed in (1.1.23), M0 = −∇2
clearly depends on the background field.
We are now ready to obtain the operator related to the gauge field, that is, following (1.1.27)
or equivalently the total Lagrangian density LYM,A2 −GHG
(∆A)µν = −(∇2)δµν − 2Fµν ; (1.5.11)
or, in terms of operators in the adjoint representation,
∆A = −∇2 − 2F. (1.5.12)
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The coefficients of the determinants are ready to be evaluated; using (1.4.23), the gauge-fixed
operator for the Yang-Mills field (1.5.12) contributes with
b4(∆A) = Tr
[
1
12
FµνFµνδαβ +
1
2
· 4 FαµFµβ
]
= tr
[
1
3
FµνFµν − 2FµνFµν
]
=
5
3
C2F
a
µνF
a
µν
(1.5.13)
where we used (A.0.4); the Jacobian M0 contributes with (notice the different index structure)
b4(M0) = tr
[
1
12
FµνFµν
]
= − 1
12
C2(F
a
µν)
2. (1.5.14)
The total coefficient introduced in (1.4.14) (with the convention b4(H) = 0) is easily evaluated
and gives
btot4 =
11
6
C2F
2 (1.5.15)
and comparing with (1.3.5) and (1.3.6), we get
β¯ =
22
3
C2 (1.5.16)
yielding the familiar result
g−2µ = g
−2
Λ −
22C2/3
16pi2
log
Λ
µ
. (1.5.17)
The β function, according to (1.3.6), reads
βYM = − g
3
16pi2
· 11
3
C2 (1.5.18)
in agreement with the literature, as in [41, 52]. The interpretation of this result is that the coupling
g diminishes with increasing scale µ, and the first-order solution suggests g → 0 as µ→∞, that is
asymptotic freedom. In contrast, for finite scale µ above a low-energy threshold, g remains finite
and the gauge field is self-interacting.
1.5.2 Yang-Mills fields with matter
The Euclidean Lagrangian describing the theory is
L = LYM + Lφ + Lψ (1.5.19)
with LYM defined in (1.5.1) and
Lφ = (∇µφi) (∇µφi) , (1.5.20)
Lψ = ψjσµ∇µψ¯j ; (1.5.21)
again, we employ the gauge fixing condition G[A] = ∇µ(Aµ−Aµ) weighted with H = 1/g2, whose
determinant drops from the computation. The contraction of internal indices is understood. As
we are going to comment, this is the most general Lagrangian density for the renormalization of
the gauge coupling; it is interesting to notice that, since the matter fields appear just with their
kinetic term, the β function is determined knowing only the field content of the theory.
As we have already mentioned, the gauge invariance over the background field implies that it
is enough to compute the divergence proportional to F 2. In order to do this, we can expand the
Lagrangian about a solution with vanishing matter fields. A consequence of this is that, even if
we added a gauge invariant potential V (e.g. a Yukawa coupling) it would not contribute to the
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term that is quadratic in the fluctuations, and therefore it would be ineffective for our purposes.
In formulæ, the the expansion reads
Aµ → Aµ +Bµ, φi → φi, ψj → ψj . (1.5.22)
The shift of the gauge field is therefore again (1.5.2), and we will simply call the fluctuation of the
matter field without changing symbol.
The expansion is therefore relatively simple. The operator of the gauge fields was already
obtained in (1.5.12); as far as matter fields are concerned, the Lagrangian is already quadratic in
them, and therefore it is enough to evaluate the covariant derivatives on the background field. Up
to total derivatives the the operator for scalar fields is obtained simply by integrating by parts,
∆φ,i = −∇2 (1.5.23)
and that of spinors is obtained simply stripping spinor the fields, i.e.
(∆ψ,j)αβ = iσ
µ
αβ∇µ (1.5.24)
The relevant Seeley-deWitt coefficients for the Yang-Mills field and the gauge fixing contribu-
tion have already been evaluated in (1.5.13) and (1.5.14). Applying (1.4.23) and (1.4.29) we can
immediately evaluate the coefficients for the matter fields, obtaining
b4(∆φ,i) = − 1
12
Cφ,iF
a
µνF
a
µν (1.5.25)
and
b4(∆ψ,j) =
1
6
Cψ,jF
a
µνF
a
µν . (1.5.26)
The total coefficient reads
btot4 = b4(∆YM)− 2b4(M |0) +
∑
i
b4(∆φ,i)− 2
∑
j
b4(∆ψ,j) (1.5.27)
= F aµνF
a
µν
11
6
C2 − 1
12
∑
i
Cφ,i − 1
3
∑
j
Cψ,j
 ≡ 1
4
F aµνF
a
µν β¯ (1.5.28)
and leads to
β(g) = − g
3
32pi2
β¯ = − g
3
8pi2
11
6
C2 − 1
12
∑
i
Cφ,i − 1
3
∑
j
Cψ,j
 . (1.5.29)
It is now interesting to compute the beta function in some relevant cases studied in the litera-
ture.
Let us consider Quantum Chromodynamics (QCD) with nc colors. It is a theory of nf Dirac
fermions in the same representation of the gauge group. There are therefore no scalars; then,
Cψ,j = Cψ that factorizes, and considering the doubling of the Weyl components in each Dirac
spinor one gets
∑
j Cj = 2nfCj . (1.5.29) therefore reads
β(g) = µ
dg
dµ
= − g
3
µ
16pi2
(
11
3
C2 − 4
3
nfCψ
)
. (1.5.30)
For an SU-invariant theory, C2 = C2(SU(nc)) = nc. This is the classical result usually computed
with diagrammatic techniques; the coupling g is asymptotically free for small number of fermions;
on the other hand for big nf , depending on the representation in which the spinors are, the one-loop
result suggests the presence of a UV Landau pole.
23
Chapter 1. Prolegomena
1.5.3 Super-Yang-Mills
Let us specialise (1.5.29) to the supersymmetric case. Some details on supersymmetric theories in
four specetime dimensions are given in Appendix B. In terms of N = 1 supermultiplets, at our
disposal we have the chiral multiplet (one complex scalar and one Weyl fermion) and the vector
multiplet (one gauge field and one Weyl fermion); systems with extended supersymmetry can be
represented using N = 1 supermultiplets.
N = 1 super-Yang-Mills
This is simply the vector multiplet: no scalar fields are present in this model, so formally
∑
Cφ,i =
0; other than the gauge field, there is one Weyl fermion in the adjoint representation, so that
Cψ = C2 and the final result is
β(g) = − g
3
8pi2
(
11
6
− 1
3
)
C2 = − g
3
16pi2
3C2. (1.5.31)
N = 2 super-Yang-Mills
The field content is one complex scalar, two Weyl fermions and the gauge field, hence in terms
of N = 1 superfields, this theory contains exactly the vector multiplet and the chiral multiplet.
Being all the fields in the adjoint representation,
∑
Cψ,j = 2C2 and since the complex field splits
into real and imaginary components,
∑
Cφ,i = 2C2. Therefore,
β(g) = − g
3
8pi2
(
11
6
− 1
6
− 2
3
)
C2 = − g
3
8pi2
C2. (1.5.32)
N = 4 super-Yang-Mills
This theory describes three complex scalars, four Weyl fermions and the gauge field; that are three
chiral multiplets and the vector rmultiplet. As usual, all fields are in the adjoint representation,
so that
∑
Cψ = 4C2 and
∑
Cφ = 6C2 obtaining the celebrated result
β(g) = − g
3
8pi2
(
11
6
− 1
2
− 4
3
)
C2 = 0. (1.5.33)
24
Chapter 2
Higher-derivative gauge theory
This Chapter is organised as follows. In Section 2.1 we define the higher-derivative gauge theory
that we want to consider and study some of its properties; then, in Section 2.2 we explicitly compute
the one-loop β function for the Yang-Mills coupling. In Section 2.3 we consider also the presence
of matter fields, allowing for a higher-derivative Lagrangian for them as well.
2.1 Pure-gauge higher derivative theory
Let us consider a pure-gauge theory invariant under the action of a semisimple gauge group G;
for the notation and the definition of the mathematical structures, see Appendix A. The theory
that we are considering describes a set of gauge fields Aaµ, where a = 1, . . . ,dim Lie G is the ‘color’
index.
The higher-derivative extension of the Yang-Mills Euclidean Lagrangian density that we are
going to consider is
LhdYM = −
1
2g2
trFµνFµν − 1
m2g2
tr
[
(∇µFµν)2 + γ Fµν [Fµλ, Fνλ]
]
, (2.1.1)
where ∇µ is the covariant derivative of the gauge field Aµ and, as usual, Fµν = [∇µ,∇ν ]; γ is a real
dimensionless parameter, whereas m has dimension of mass, as the name suggests. In components,
the Lagrangian density (2.1.1) reads
LhdYM =
1
4g2
F aµνF
a
µν +
1
2m2g2
[(∇µF aµν)2 + γfabcF aµνF bµλF cνλ] , (2.1.2)
In (2.1.1) we added to the Yang-Mills Lagrangian density the most general contribution that
can be written from terms of mass dimension six preserving gauge invariance. Such new terms
enjoy interesting properties. This can be understood observing that (∇µFµν)2 is a kinetic-like
term, because it contains contributions that are quadratic in the fields. Indeed, this contribution
is not studied in perturbation theory: It can be resummed in an additional term modifying the
propagator, that, after a proper gauge fixing, for high momenta scales with p−4. Such UV behaviour
results in an improved scaling of loop integrals that is a first hint to the fact that this kind of theories
have, in general, better renormalization properties than usual-derivative theories. As we are going
to discuss, despite having a parameter with negative mass dimension (i.e. 1/m2), the scaling of the
propagator at high energies is such that the theory turns out to be renormalizable.
2.1.1 Degrees of freedom
In this subsection we will comment on the structure of degrees of freedom of the theory (2.1.1).
Since the kinetic term is unconventional, we first specify what we actually mean when we consider
the degrees of freedom. We will distinguish between ‘off-shell’ and ‘on-shell’ degrees of freedom.
The former is the number of independent real fields that are used to define the Lagrangian density,
regardless of the dynamics; the latter is half the number of initial real data necessary to specify
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a solution of the equation of motions. These definitions are motivated by the comparison with
ordinary-derivative theories.
The theory describes a vector field with gauge invariance, hence it has 4−1 = 3 off-shell degrees
of freedom for each color index.
Taking the dynamics into consideration, the Lagrangian density contains terms with up to four
derivatives, so that the equations of motions derived from it are fourth-order partial differential
equations. The component A0 of the gauge field is still non-dynamical, since, as in the usual
Yang-Mills case, F 00 = 0. The number of on-shell degrees of freedom is therefore 2 · 3− 1 = 5 for
each gauge index.
For comparison, recall that the conventional Yang-Mills action ∼ trFµνFµν propagates 3−1 = 2
on-shell degrees of freedom for color index. The additional number of degrees of freedom in LhdYM
can be made manifest rewriting the Lagrangian density in a suitable fashion; as we are going to
show, the degrees of freedom can be realized through a conventional Yang-Mills field interacting
with a massive vector field conveying the 3 missing degrees of freedom.
For simplicity, and since we are interested only in the structure of the degrees of freedom, in
our discussion we will consider only the extended kinetic term
LhdYM
∣∣
kin
= − 1
2g2
trFµνFµν − 1
m2g2
tr (∇µFµν)2 (2.1.3)
Let us introduce an auxiliary field A′µ transforming in the adjoint representation of the gauge
group. Let ∇µ and Fµν denote the covariant derivative and the field strength tensor of the field
Aµ. The Lagrangian density
L = − tr
[
1
2
FµνFµν −m2A′µA′µ − 2Fµν∇µA′ν
]
(2.1.4)
gives back the original (2.1.3) on equations of motion of the auxiliary field
m2A′µ = ∇µFµν . (2.1.5)
Shifting Aµ → Aµ +A′µ, the auxiliary field becomes dynamical and the mixing ∼ trF∇A′ exactly
cancels:
L = − tr
[
1
2
(
Fµν +∇µA′ν −∇νA′µ + [A′µ, A′ν ]
)2 −m2A′µA′µ
− 2 (Fµν +∇µA′ν −∇νA′µ + [A′µ, A′ν ]) (∇µA′ν + [A′µ, A′ν ])]
= − tr
[
1
2
FµνFµν − 1
2
(∇µA′ν −∇νA′µ)2 −m2A′µA′µ + interactions]
(2.1.6)
where in the last equality we focused on the kinetic term.
Notice that, in this decomposition, both the kinetic and the mass term for the massive fields have
the wrong sign. Already at the classical level this is known to be a problem because the equations of
motion allow for modes growing exponentially at infinity, that upon canonical quantization result
in negative norm states in the Hilbert state space.
These aspects of the theory could lead to a violation of causality; this problem can be solved by
imposing future boundary conditions, or modifying the contour of integration in the definition of
the propagator so that the particles associated to negative-norm decay in every physical process.
It can also be shown that the theory with γ = 0, at least in the non-abelian case or at low energies
(smaller than the scale dictated by m) is perturbatively unitary. Anyway, dealing with these
problems goes much beyond the aim of the present work, since we are interested in the one-loop
renormalization properties, therefore we will not investigate further these issues.
2.1.2 Renormalizability
We are now going to discuss the properties of renormalizability of the theory (2.1.1), showing that,
as anticipated, it turns out to be renormalizable despite having a parameter with negative mass
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dimension. We will do so by performing an explicit power counting of the divergences in Feynman
diagrams and without considering the background field approach. Since this approach is somehow
tangential to the main topics of the present work, we will outline the main steps in the derivation
without all details and explicit expressions. Notice that we are not using the background field
technique outlined in the previous Chapter.
We choose the gauge fixing to be
G[A] = ∂µAµ, (2.1.7)
integrated with weight
H = − 1
m2g2
∂µ∂µ +
1
g2
, (2.1.8)
so that the Lagrangian density picks up the contribution
∆GL = −1
2
tr
[
∂µAµ
(
1− 1
m2
∂ν∂ν
)
∂ρAρ
]
(2.1.9)
Notice that the first term, i.e. the ‘1’ in the expression of H, is the same Lorenz gauge-fixing
contribution in the case of the Yang-Mills Lagrangian cancelling the contribution ∂µAν ∂νAµ from
the expansion of FµνFµν ; the second cancels the analogous term originating from (∂µFµν)
2 ∼
∂µ∂µAν ∂ρ∂ρAν .
The factor detH is just a numerical contribution independent of the fields, therefore it can
be reabsorbed in the definition of the integration measure. This choice of G gives the Jacobian
contribution (1.1.24)
M = −∂µ∇µ. (2.1.10)
In order to evaluate the determinant in a diagrammatic framework, we represent it by introducing
(anticommuting) Lorentz-scalar ghost fields c and c¯ via
det Mˆ =
∫
Dc Dc¯ exp
[∫
d4x c¯ M c
]
(2.1.11)
that effectively adds a new contribution to the Lagrangian density
∆cL = tr [−c¯ ∂µ∇µc] . (2.1.12)
Considering the kinetic term (2.1.3) with the gauge fixing contribution (2.1.9), it is apparent
that at high momenta p the Feynman propagator for the gauge field scales as
Dabµν(p) ∼
δabδµν
(p2)2
, (2.1.13)
while the ghost fields have the usual propagator behaving at high energies like
Dab(p) ∼ δ
ab
p2
. (2.1.14)
Let us consider a Feynman diagram with nA internal gauge lines, nc internal ghost lines, Vn
vertices with exactly n gauge field lines and Vc ghost vertices. From the interaction terms in (2.1.1),
it is clear that n takes the values 3, 4, 5 and 6. The number of loops in the diagram is
L = nA + nc −
6∑
n=3
Vn − Vc + 1; (2.1.15)
the number of external particles is
EA =
6∑
n=3
nVn + Vc − 2nA, Ec = 2Vc − 2nc. (2.1.16)
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Combining these results the superficial degree of divergence is
d = 4L− 4nA − 2nc +
6∑
n=3
(6− n)Vn + Vc
= 6− 2L− EA − 2Ec
(2.1.17)
This result is enough to prove the renormalizability of the theory. Indeed, at one-loop level the
only candidates for a non-renormalizable divergent result are the two-point function of the gauge
field and the ghost two-point function. The former is ruled out by gauge invariance; the latter,
in principle logarithmically divergent, is actually finite since one derivative acts on one external
ghost line. All other diagrams with two or more loops are finite. This proves that the theory is
super-renormalizable, in the sense that only a finite number of diagrams are divergent.
2.2 One-loop renormalization of the gauge sector
In this Section we will compute the one-loop quantum correction to the gauge coupling g. We
follow the path outlined in the first Chapter using the background field method. As discussed for
the usual Yang-Mills theory in Section 1.5, we have to compute the divergence proportional to
trFµνFµν , and therefore a clever choice of background solution is one with vanishing matter fields.
The expansion therefore reads, as in (1.5.2),
Aµ → Aµ +Bµ (2.2.1)
with the same notation as before; in particular the covariant derivative ∇µ and the field strength
tensor Fµν are expressed in terms of the background field only. Their expressions have been given
in (1.5.3) and (1.5.4).
We now expand the Lagrangian density about the classical solution. The expansion of the
kinetic term ∼ trFµνFµν can be straightforwardly read from the Yang-Mills case studied in Sec-
tion 1.5.1; up to a total derivative, (1.5.8) reads(
F aµν
)2 → 2Aµ · [−(∇2)δαβ − 2Fµν]Aν − 2(∇µAµ) · (∇νAν) (2.2.2)
where all the fields are written in the adjoint representation.
The expansion of the other two terms is quite lengthy and technical; the results are(∇µF aµβ)2 → Aα · δαβ∇4Aβ + (∇µAµ) · ∇2(∇νAν) (2.2.3)
+ 4 Aα · Fαβ∇2Aβ + 4 Aα · FαµFµβAβ
fabcF aµνF
b
µλF
c
νλ → Aα · [3Fµνδαβ + 3Fαβδµν − 6Fµβδαν ]∇µ∇νAβ . (2.2.4)
These formulae are derived in Appendix C; in the rest of this Section we manipulate these expres-
sions in order to get the final operator and perform the computation of the divergence.
Putting together the contributions (2.2.3), (2.2.4) and (2.2.2), the part of the Lagrangian that
is quadratic in the fluctuation reads
LhdYM,A2 =
1
2g2m2
Aaα
[
δαβ∇4 +Wµναβ∇µ∇ν + Uαβ
]ab
Abβ
− 1
2g2m2
(∇µAµ)a
[−∇2 +m2]ab (∇νAν)b, (2.2.5)
where
Wµναβ =
[(
(4 + 3γ)Fαβ −m2δαβ
)
δµν − 6γF(µ|βδ|ν)α
]
, (2.2.6)
Uαβ =
3
2
γFµνFµνδαβ − 2m2Fαβ + (4 + 3γ)FαµFµβ . (2.2.7)
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With this result, we are now ready to proceed to the quantization of the theory and to the
determination of the divergences in the one-loop effective action. The gauge fixing functional that
we will use to perform the computation is again
G [A+A] (x) = ∇µAµ. (2.2.8)
The form of the expanded Lagrangian density (2.2.5) suggests to use the integration weight func-
tional
H = − 1
g2m2
∇2 + 1
g2
, (2.2.9)
that cancels exactly the terms written in the second line of (2.2.5). The ‘1’ is the same contribution
for the Yang-Mills case with the background field approach; the Laplacian cancels the analogous
term originating from (∇F )2. As we anticipated before, the choice that we made for the functional
G and the operator H is motivated by the fact that they make the Lagrangian density simpler.
Indeed, it exactly cancels against the term in the second line of the expanded Lagrangian (2.2.5).
The contribution of the Jacobian determinant of the gauge fixing functional has already been
evaluated in (1.2.17), hence here we recall that the relevant operator is
M0 = −∇µ∇µ. (2.2.10)
Considering he Lagrangian density (2.2.5), the quantity in brackets in the first line of closely
resembles an operator of the form (1.4.33). In order to apply the procedure described in Sec-
tion 1.2 and 1.3 to compute the divergences and the β function, we have to make sure that the
operators involved are self-adjoint, up to total derivatives: we have to define the coefficients with
the symmetries described in (1.4.34).
Let us consider the coefficients of dimension two, i.e.
Wµναβ =
[
(4 + 3γ)Fαβ −m2δαβ
]
δµν − 6γF (µβ δν)α ; (2.2.11)
some indices have been raised for notational purposes but without any meaning since we are
in Euclidean spacetime. We have to implement symmetry with respect to the transposition of
the Aµ’s; this corresponds to swapping simultaneously both the gauge indices and the spacetime
indices – with the notation of (2.2.5), the couples (a, α) and (b, β). This operation has different
consequences on the three terms of Wµν . Indeed, the first and the third terms are antisymmetric
under the exchange of the gauge indices, whereas the second one is symmetric; hence, the spacetime
indices must be respectively antisymmetrized and symmetrized.
Therefore the coefficients of dimensions two for the self-adjoint operator read
(V µν)αβ =
[
(4 + 3γ)Fαβ −m2δαβ
]
δµν − 6γF (µ[β δν)α] . (2.2.12)
The non derivative term, on the other hand, is already symmetric, and hence (2.2.7) is the correct
coefficient.
The relevant operator for the gauge field therefore reads
∆A = ∇4 + V µν∇µ∇ν + U (2.2.13)
with V µν and U given in (2.2.12) and (2.2.7), and we can proceed to the evaluation of its Seeley-
deWitt coefficient.
2.2.1 Divergences
We are now ready to perform the computation of the divergences of one-loop quantum effective
action.
Comparing with the general expressions for Γ(1), we can see that our total coefficient (1.4.14)
reads the same of Yang-Mills Lagrangian
btot4 = b4(∆A)− b4(H)− 2b4(M0). (2.2.14)
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Let us now evaluate the first contribution, b4(∆A), according to (1.4.35). We start by computing
the trace on ‘external’ indices of V µν
Vαβ ≡ (V µµ)αβ = 4(4 + 3γ)Fαβ − 4m2δαβ − 6γFµ[β δµα]
= (16 + 6γ)Fαβ − 4m2δαβ .
(2.2.15)
Then the the relevant contributions read
TrV 2 = tr
[
(16 + 6γ)2FαβFβα + 4 · 16m2 1Gad
]
= 4(8 + 3γ)2C2F
a
µνF
a
µν + 64m
4 dad
(2.2.16)
TrV µνV µν = tr
[
4(4 + 3γ)2FαβFβα + 36γ
2FαβFβα
− 12γ(4 + 3γ)FαβFβα + 16m4 1Gad
]
= (36γ2 + 64γ + 48)C2F
a
µνF
a
µν + 16m
4 dad
(2.2.17)
TrU = tr [6γFµνFµν + (4 + 3γ)FαµFµα]
= (4− 3γ)C2F aµνF aµν
(2.2.18)
where we used
Fµβ δ
ν
αF
(µ
[α δ
ν)
β] = F
µ
β F
(µ
[α δ
α)
β] = −FµβFµβ (2.2.19)
and (A.0.4). dad = tr 1
G
ad = dim Lie G is the dimension of the adjoint representation, i.e. the
number of colors.
We can now sum up the contributions with the correct weight in order to get the coefficient
the fourth order operator, obtaining
b4(∆A) =
(
9
4
γ2 + 9γ +
10
3
)
C2F
a
µνF
a
µν + 2m
4dad (2.2.20)
The gauge fixing contribution M has been evaluated in (1.5.14)
b4(M) = − 1
12
C2F
a
µνF
a
µν ; (2.2.21)
the integration weight H contributes, using (1.4.23), with
b4(H) = − 1
12
C2F
a
µνF
a
µν +
m4
2
dad. (2.2.22)
The total coefficient (2.2.14) reads
btot4 =
(
9
4
γ2 + 9γ +
43
12
)
C2F
a
µνF
a
µν +
3
2
m4dad. (2.2.23)
A remarkable feature of this result is that the the one-loop effective action contains only a contri-
bution proportional to usual the Yang-Mills kinetic; this implies that only a renormalization of g
is necessary. The second contribution is just a constant independent of the fields contributing to
the vacuum energy.
We can then identify, according to (1.4.15) and (1.3.5), the required renormalization
g−2µ = g
−2
Λ −
β¯
16pi2
log
Λ
µ
, (2.2.24)
where
β¯ =
(
9γ + 36γ +
43
3
)
C2 (2.2.25)
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Figure 2.1: β as a function of the parameter γ. External to vertical lines: β < 0, i.e. asymptotic freedom;
internal: β > 0, i.e. UV Landau pole.
that gives, applying (1.3.6), the beta function for the Yang-Mills coupling g
β(g) = − g
3
32pi2
β¯ = −g
3C2
16pi2
(
9
2
γ2 + 18γ +
43
6
)
; (2.2.26)
Figure 2.1 shows a plot of β as a function of the parameter γ.
A few comments on the one loop result are in order. As already mentioned, the divergent
contribution turns out to be proportional to the term trF 2 only, so that g gets renormalized but
the product gm and γ do not. This implies that m runs in the opposite way than g.
Then, the β function is independent of m, but depends on the parameter γ that can be fine-
tuned to make the former zero; in this case the flow of the renormalization group is trivial and
conformal symmetry is not broken at quantum level. The values of γ that make the β function
vanish are
γ± = −2±
√
65
27
≈ −3.55, − 0.45; (2.2.27)
we can therefore distinguish the two regimes γ− < γ < γ+ where β < 0, and γ < γ− ∨ γ > γ+
that gives β > 0. We also observe that β is maximized when γ = −2 and its value is β(g) =
65g3C2/93pi
2 but this does not seem to have any deeper implication. These considerations are
actually meaningful since, as mentioned, γ does not run under renormalization.
In the first case the theory is asymptotically free, that is the same situation of the usual Yang-
Mills theory; the coupling decreases towards zero with increasing scale, and according to this one
loop result has an infrared Landau pole. Conversely, in the second case, the coupling g grows with
energy and the theory has a UV Landau pole.
It is also interesting to notice that for γ = 0 the β function differs from the Yang-Mills case.
Indeed, the coupling runs roughly twice as fast; this is nothing but a consequence of the additional
degrees of freedom in the Lagrangian discussed in (2.1.6).
In the literature two different values for the beta function (2.2.26) were reported. In [15] the
computation techniques discussed here was employed, but the reported result is different. In its
preprint [14] few more details are given, and some inconsistencies can be found already observing
the symmetry properties of the coefficients of the derived operators. On the other hand, [26] and
[43], using a conventional diagrammatic approach to the computation, obtained a result equivalent
to ours, confirming the computation.
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2.3 Gauge theory with matter fields
In this Section we consider the higher-derivative gauge theory with Lagrangian (2.1.1) coupled
to matter fields. We will consider both (real) scalar and Weyl fermionic fields, studying the
renormalization properties of the gauge sector only.
We are interested in the renormalization properties of the gauge sector, hence the computation
we are going to do here is in fact similar to that we did for the usual Yang-Mills field in Section
1.5.2; for the same reasons we need just the divergence proportional to trFµνFµν and therefore we
choose a background with vanishing matter fields and non-zero gauge fields Bµ. The expansion
therefore will be performed as in (1.5.22) that we repeat here for clarity,
Aµ → Aµ +Bµ, φi → φi, ψj → ψj , (2.3.1)
with the same notation as before, that is φ, ψ and Aµ are the quantum fluctuation. Again, ∇µ
and Fµν are expressed in terms of the background field only.
The structure of the Lagrangian that we are going to consider is then
L = LhdYM + Lφ + Lψ, (2.3.2)
where LhdYM is (2.1.1); Lφ and Lψ are the matter field Lagrangian densities with at most quadratic
contributions in matter fields and with minimal coupling with gauge fields. We are ignoring
interactions between matter fields because they would be terms at least of third order in the fields
themselves, and for the background about which we expand the Lagrangian they do not contribute
to the terms quadratic in the fluctuations.
Considering usual-derivative matter fields, power counting arguments analogous to those per-
formed in Section 2.1.2 lead to the conclusion that such theories are renormalizable if all the
coefficients of the terms containing φ or ψ have mass dimension grater or equal than zero. For
higher-derivative matter of the type we are considering here, the mass dimension of any coefficient
can be greater or equal than −2 without spoiling renormalizability. Going through these results
would be long and not very instructive since it is just matter of playing with identities about graph
topology, therefore we just accept this result and explicitly verify the renormalizability of the gauge
sector under one-loop corrections.
We quantize the theory with the same gauge-fixing functional used above, i.e. G[A+A] = ∇µAµ,
and we will consider the same integration weight H = 1/g2 − ∇2/g2m2. As a consequence, the
heat kernel coefficients b4 for the gauge fixing terms and for the gauge field are unaffected by the
matter sector, and therefore are again those computed in (1.5.14), (2.2.22) and (2.2.20).
Considerations similar to those outlined for the Yang-Millsfield coupled matter, bring us to the
conclusion that, applying (1.2.8), we have to compute the total coefficient
btot4 = b4(∆A)− 2b4(M0)− b4(H) +
∑
i
b4(∆φ,i)− 2
∑
j
b4(∆ψ,j). (2.3.3)
In the following we analyse the cases of usual-derivative matter and higher derivative mat-
ter. Mixed combinations could also be considered, but the number of free parameters makes the
situation quite involved. For simplicity we will consider massless matter only.
2.3.1 Usual derivative matter fields
First we briefly cover the somewhat trivial theory describing higher-derivative gauge fields coupled
with usual-derivative matter.
Given the restrictions that we imposed on the terms that can be present in the Lagrangian
density, the contribution for scalar fields can only read
Lφ = (∇µφi) (∇µφi) (2.3.4)
and that of the spinor field is
Lψ = iψjσµ∇µψ¯j . (2.3.5)
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i and j are generic indices enumerating the matter fields φi and ψj ; no structure related to the
gauge symmetry is associated with these indices, that are summed when repeated. The fields
might transform under any representation of the gauge group, that means that φi or ψj could
carry internal indices, whose contraction is understood.
The Langrangian densities are the same of the matter sectors studied for the usual Yang-Mills
theories in Section 1.5, so that we can directly take the results (1.5.25) and (1.5.26), i.e.
b4(∆φ,i) = − 1
12
Cφ,iF
a
µνF
a
µν (2.3.6)
for scalar fields, and
b4(∆ψ,j) =
1
6
Cψ,jF
a
µνF
a
µν (2.3.7)
for spinor fields.
The total coefficient (2.3.3) now reads
btot4 = F
a
µνF
a
µν
[
9
4
γ2 + 9γ +
43
12
− 1
12
∑
i
Cφ,i − 1
3
∑
j
Cψ,j
]
+
3
2
m4dad (2.3.8)
that again implies a renormalization of the Yang-Mills coupling g only, and includes the vacuum
energy contribution. Such divergence gives the β function
β(g) = − g
3
8pi2
[
9
4
γ2 + 9γ +
43
12
− 1
12
∑
i
Cφ,i − 1
3
∑
j
Cψ,j
]
(2.3.9)
This result is of course just the same as in the case Yang-Mills with matter with the difference that
the gauge field contribution is given by (2.2.23). Depending on the value of γ and the representation
in which the matter fields are, the computed β function can cause different renormalization group
flow behaviours.
2.3.2 Higher derivative matter fields
Now we extend the Lagrangian densities for the matter fields in order to include higher derivative
contributions.
The most general contribution that we can have in the scalar sector is
Lhdφ = −
1
2g2
φi∇2φi + δ1,i
2g2m2
φi
[
(∇2)2 + δ2,iFµνFµν
]
φi, (2.3.10)
where δk,i are generic real coefficients. This is a quite general expression at least for our purposes:
There cannot be any term ∼ ∇µ∇ν , since no rank-2 symmetric Lorentz-scalar tensor of mass
dimension 2 is available to contract those indices;1 any mixing like φiΣijFµνFµνφj can be eliminated
by diagonalising Σij since the kinetic term is proportional to δij ; a contribution of the form
∼ ∇µFµν∇ν is a Nµ term (in the notation of (1.4.33)) so it does not contribute to the divergence.
The operator for (Weyl) spinor fields that we will consider is
Lhdψ =
1
g2
ψjiσ
µ∇µψ¯j
+
τ1,j
g2m2
ψj
[
iσµ∇µσ¯ν∇νσρ∇ρ − iτ2,jFµτσµτσρ∇ρ − iτ3,jFµνσν∇µ
]
ψ¯j
(2.3.11)
where τk,j are generic real coefficients. This is less general than the Lagrangian for the scalar
field: the spinor index structure allow also for other combinations of sigma matrices, and we are
ignoring possible mixing between the spinors; (2.3.11) is a general expression and we dropped total
derivatives or ineffective contributions as described for the scalar field.
1Of course a choice could be m2δµν , but it is actually the ordinary-derivative contribution already taken into
account in the Lagrangian density (2.3.10).
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2.3.3 General aspects
Similarly to the pure-gauge case, the theory defined by L = LhdYM+Lhdφ +Lhdψ enjoys some interesting
renormalization properties. In particular we will see that a class of this kind of theories is not
affected by the hierarchy problem.
Degrees of freedom
As done for the pure gauge Lagrangian, it is interesting to count the degrees of freedom conveyed
by these kind of theories and see how they can be thought of in a different way. As outlined in
[37, 26] We will consider scalars first, and then spinors; we will focus only on the kinetic term,
since we are just considering the structure of the degrees of freedom. We will consider only one
field at time.
Scalar fields. The higher derivative Lagrangian density reads
Lφ = 1
2
∂µφ∂µφ+
1
2m2
(∂2φ)2. (2.3.12)
Off-shell each real scalar field describes, of course, just one degree of freedom; on shell, since the
equation of motions are fourth order differential equations, one has to specify four initial data for
each real field, corresponding to two degrees of freedom.
These additional degrees of freedom can be made manifest by introducing a real auxiliary field
φ′:
Lφ = 1
2
∂µφ∂µφ− 1
2
m2φ′2 − φ′φ, (2.3.13)
upon equation of motion φ′ = ∂2φ/m2, (2.3.13) gives back the original kinetic term. Shifting the
field φ→ φ− φ′ in order to make the derivative term diagonal, we obtain
Lφ = 1
2
∂µφ∂µφ− 1
2
∂µφ
′∂µφ′ − 1
2
m2φ′2. (2.3.14)
In this Lagrangian density, the degrees of freedom are decomposed in a massless scalar field and a
massive scalar field (with mass m), the latter having an unusual sign in front of its kinetic and mass
terms. The number of degrees of freedom is conserved, since in the theory defined by (2.3.14) each
scalar field propagates one degree of freedom. Similarly to the gauge field case, the massive particle
is a ghost corresponding to the exponentially growing modes of the higher-derivative formulation
of the theory.
Spinor fields. Off-shell there are 4 degrees of freedom; the higher derivative equations of motion
are third order partial differential equations, so that the number of propagating degrees of freedom
is 4 · 3/2 = 6. In order to make such degrees of freedom manifest, we rewrite the Lagrangian as
Lψ = ψ¯iσ¯µ∂µψ −m(ψ¯′ψ¯′′ + ψ′ψ′′) + ψ¯′iσ¯µ∂µψ + ψ¯iσ¯µ∂µψ′ − ψ′′iσµ∂µψ¯′′ (2.3.15)
where we introduced two Weyl spinors ψ′ and ψ¯′′, whose classical equations of motion read
iσ¯µ∂µψ
′ −mψ¯′′ = 0, iσµ∂µψ¯′′ +mψ′ = 0. (2.3.16)
A diagonal kinetic term is obtained by shifting ψ → ψ − ψ′, so that the Lagrangian now reads
Lψ = ψ¯iσ¯µ∂µψ − ψ¯′iσ¯µ∂µψ′ − ψ′′iσµ∂µψ¯′′ −m(ψ¯′ψ¯′′ + ψ′ψ′′)
= ψ¯iσ¯µ∂µψ − Ψ¯i/∂Ψ−mΨ¯Ψ
(2.3.17)
where we emphasized that the two new spinors group together into a (massive) Dirac spinor
Ψ := (ψ′, ψ¯′′) as it is required for charged spinors in order to have a mass term. Since a Dirac
spinor propagates 4 degrees of freedom, and the Weyl spinor 2, the total number of dynamical
degrees of freedom is conserved. Again, the auxiliary massive field has an extra minus sign in the
Lagrangian that classify it as a ghost particle.
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On the hierarchy problem
A particular class of such theories, moreover, solves the hierarchy problem, because the mass of
the scalar grows only logarithmically with the cut-off, while the scalar mass in usual theories gets
also quadratic corrections. The theory that we will consider here are those in which the higher
derivative contribution is only on the kinetic term, so that the scalar field has a Lagrangian of the
form
L˜φ ∼ (∇µφ)(∇µφ)− 1
m2
(∇2φ)(∇2φ) + V (φ) (2.3.18)
where the potential satisfies the usual renormalization prescriptions for conventional-derivative
theories, i.e. it is a polynomial of degree at most four. We ignore spinor contributions for simplicity,
even though it is easy to see that Yukawa couplings would not change the result.
This remarkable feature is again a consequence of the improved UV behaviour of the propagator,
scaling with p−4 instead of p−2. The proof of this fact relies on an explicit power counting argument
on Feynman diagrams, that we will not go through. From [26] we quote that the superficial degree
of divergence is, denoting EX the number of external lines for the field X,
d = 6− 2L− EA − 2Ec − Eφ, (2.3.19)
so that the only possible quadratic divergence for the two-point function of the scalar field is at
one loop. We will now explicitly show the vanishing of the coefficient of Λ2 in the one-loop effective
action in the context of the formalism that we are using in this thesis.
We need to compute the divergences for the coefficient of φ2 and the possible wavefunction
renormalization; we therefore need to choose a background with non-vanishing scalar φbkg, while
fermion and gauge fields can be set to zero. The operator obtained expanding the fields will be a
fourth-order differential operator of the form (1.4.33); the power divergence is weighted with the
heat kernel coefficient a1 (equivalently b2) that can be computed using the techniques described
in Section 1.2 and turns out to be proportional to Vµµ. But let us check what could contribute
to Vµν : We would need a rank-two symmetric tensor with mass dimension 2 containing φ
2
bkg, but
the Lagrangian density (2.3.18) does not allow for it, since it requires a contribution with the
structure φ2∇φ∇φ to appear. For the same reason, since no divergence proportional to (∇φ)2 can
be present, the wavefunction does not get renormalized, at least at one-loop level, and this shows
that there is no mass counterterm with power-law dependence on the cut-off.
2.3.4 One-loop renormalization
As mentioned above, being the Lagrangian densities (2.3.10) and (2.3.11) already quadratic in the
matter fields, the expansion about the background solution is immediate.
Scalar fields. The operator relevant to the scalar field reads
∆φ,i = (∇2)2 + m
2
δ1,i
δµν∇µ∇ν + δ3,iFµνFµν (2.3.20)
The b4 coefficient is ready to be evaluated using (1.4.35), and the result is
b4(∆φ,i) = −
(
1
6
+ δ3,i
)
Cφ,iF
a
µνF
a
µν +
m4
2(δ1,i)2
dφi . (2.3.21)
where dφi = tr1φ,i is the dimension of the representation of the scalar φi.
Spinor fields. The operator for the spinor field reads
∆ψ,j = iσ
µσ¯νσρ∇µ∇ν∇ρ − iτ2,jFµτσµτσρ∇ρ − iτ3,jFµνσν∇µ + m
2
τ1,j
iσµ∇µ (2.3.22)
In order to compute its contribution to the divergence, we apply the procedure described in (1.4.37).
The Seeley-deWitt coefficient therefore reads
b4(∆ψ,j) =
[
−1
2
+ τ2,j − 1
2
τ2,jτ3,j − 1
2
(τ2,j)
2 − 1
4
(τ3,j)
2
]
trFµνFµν +
m4
2(τ1,j)2
dψj (2.3.23)
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where dψ,j = tr 1ψ,j is the dimension of the representation of the field ψj . The first term is
confirmed from the immediate calculation when the τ ’s are all zero, since the operator factorizes
∆ψ = ∆1∆¯1∆1, and therefore b4(∆ψ) = 3b4(∆1) = − 12 trFµνFµν .
Computation of b4(∆ψ)
In this section we go through the steps that bring to (2.3.23). For simplicity of notation, we
understand the index j.
Considering the leading symbol in the operator the right choice of first-order differential oper-
ator to compose it with is ∆1 = −iσ¯µ∇µ, and we get
∆ψ+1 = ∆ψ ·∆1 = (∇2)2 + V µν∇µ∇ν + U (2.3.24)
with coefficients
V ρκ =
(
−1 + τ2
2
)
Fµνσ
µσ¯νδρκ − τ3F (ρ|ν σν σ¯|κ) +
m2
τ1
δρκ (2.3.25)
U =
1
4
(1− τ2)FµνFρτσµσ¯νσρσ¯τ − τ3
2
FµνFµρσ
ν σ¯κ +
m2
2τ1
Fµνσ
µσ¯ν (2.3.26)
where symmetric and antisymmetric parts of the product of two covariant derivatives have been
separated in order to ensure the correct symmetry properties.
As a starting point we perform the trace of V over external indices
V = V µµ = (−4 + 2τ2 + τ3)Fµνσµσ¯ν + 4m
2
τ1
(2.3.27)
and now we have all the necessary ingredients to compute the relevant traces. By using (A.1.13)
we get
TrV 2 = (−4 + 2τ2 + τ3)2 trFµνFρκ t˜rσρσµσ¯ν σ¯κ
= −4 (16 + 4(τ2)2 + (τ3)2 − 16τ2 + 4τ2τ3 − 8τ3) trFµνFµν + 16m2
τ1
dψ
(2.3.28)
and using (A.1.7)
TrU =
1
4
(1− τ2) trFµνFρτ t˜rσµσ¯νσρσ¯τ + τ3
2
2 trFµνFµν (2.3.29)
= −(1− τ2 − τ3) trFµνFµν .
TrV µνV µν is a trickier for its spinor index structure. Expanding the contraction one gets
TrV µνV µν = 4
(
−1 + τ2
2
)2
trFµνFρκ t˜rσ
µσ¯νσρσ¯κ
+ (τ3)
2 trFρν F
(ρ|
µ t˜rσ
ν σ¯λσµσ¯|λ)
+ τ3 (−2 + τ2) trFµνFρν t˜rσµσ¯νσρσ¯ν
+
m2
τ1
dψ
(2.3.30)
The first term is of the kind discussed above. The third term, using again (A.1.9), reads
τ3 (−2 + τ2) trFµνFρν t˜rσµσ¯ρ = −4τ3 (−2 + τ2) trFµνFµν . (2.3.31)
Splitting the symmetrization in the second one we get
(τ3)
2
2
trFρν Fρµ t˜rσ
ν σ¯λσµσ¯λ +
(τ3)
2
2
trFρν Fλµ tr σ¯
ρσν σ¯λσµ, (2.3.32)
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where we also used the cyclicity of trace. They can be evaluated with the same techniques already
seen; indeed we get
− 2(τ3)2 trFµν Fµν − 2(τ3)2 trFµν Fµν = −4(τ3)2 trFµν Fµν . (2.3.33)
The result is
TrV µνV µν = −4 [4− 4τ2 − 2τ3 + τ2τ3 + (τ2)2 + (τ3)2] trFµνFµν + 4 m4
(τ1)2
dψ. (2.3.34)
Summing those contributions together according to (1.4.35) we arrive at the partial result
b4(∆ψ+1) =
[
−2
3
+ τ2 − 1
2
τ2τ3 − 1
2
(τ2)
2 − 1
4
(τ3)
2
]
trFµνFµν +
m4
2(τ1)2
dψ; (2.3.35)
the coefficient for the spinor operator is obtained subtracting the coefficient for ∆1, and the result
is (2.3.23).
β function
In order to evaluate the divergence we just apply (2.3.3) with (2.3.21) and (2.3.23). The resulting
expression is long and not insightful. Again, the divergence is proportional to the Yang-Mills
contribution only, so that g gets renormalized but γ, gm, τ ’s and δ’s do not run. The β function
reads
β = − g
3
16pi2
[(
9
2
γ2 + 18γ +
43
6
)
C2 −
∑
i
(
1
3
+ 2δ3,i
)
Cφ,i
+
∑
j
2
(
−1 + 2τ2,j − τ2,jτ3,j − (τ2,j)2 − 1
2
(τ3,j)
2
)
Cψ,j
] (2.3.36)
The renormalization group for this theory is rich and variable depending on the values of the
parameters, and a complete discussion is impossible. As in the pure-gauge case (2.2.26), there
is the possibility of a fine-tuning of the constant in order to have a vanishing β function; this is
consistent because the expression (2.3.36) is an invariant of the flow of the renormalization group.
A diagrammatic computation for a similar system has been performed in [26]. The gauge field
and scalar contributions agree with those obtained here; the same is true for the spinor contribution
with τ2 = 0.
37
Chapter 3
Supersymmetric higher-derivative
theory
In this chapter we are going to discuss the supersymmetric generalization of the higher-derivative
Yang-Mills Lagrangian (2.1.1).
In the first Section we will give some introductory observations about the problem, and we will
motivate the need of formulating the theory in six spacetime dimension and then dimensionally
reduce it. In Section 3.2 supersymmetry in six dimension is briefly discussed, and the formalism
of harmonic superspace is presented, being the natural framework in which six dimensional super-
symmetry is realised. After that, gauge theories are discussed and the higher derivative action for
the vector multiplet is formulated. In Section 3.3, the dimensional reduction of the theory is per-
formed, and in the following two Sections the d = 4, N = 1 and 2 supersymmetric higher-derivative
Yang-Mills Lagrangians are formulated and the β function of the gauge coupling is computed. In
Section 3.6 the linearised d = 4, N = 4 Lagrangian is discussed and the β function evaluated.
Section 3.7 is devoted to some concluding comment.
The basic facts and notation about supersymmetric theories in four spacetime dimensions are
given in Appendices A.
3.1 Introductory considerations
The Lagrangian (2.1.1) that we are considering contains higher derivative of the gauge field; since
supersymmetry mixes the fields in the Lagrangian, we expect the matter fields to have higher-
derivative contributions as well. What may be less obvious is that also the auxiliary fields get an
higher derivative contribution, therefore becoming dynamical, as we are going to motivate in a few
paragraphs.
To start with, let us consider for simplicity the case of an Abelian symmetry group, namely
Maxwell theory. This case yields a somewhat trivial supersymmetric extension, but it points out
many relevant features and serves as a ‘base case’ against which we will verify more advanced
techniques. The higher-derivative Maxwell Lagrangian can be obtained from (2.1.2) and reads
LM = 1
4g2
FµνFµν − 1
4m2g2
FµνFµν . (3.1.1)
where we also used (A.0.9) and integrated by parts to rewrite the higher derivative term in this
fashion. The term from the commutator of course vanishes being the theory Abelian. We al-
ready know the N = 1 supersymmetric Lagrangian containing the first contribution, namely the
Lagrangian for super-Maxwell theory,
LsM = 1
2g2
(
1
2
FµνFµν + 2iψ¯σ¯
µ∂µψ −D2
)
, (3.1.2)
whose action can be expressed in terms of a superspace integral as
SsM =
1
4
∫
d4x d2θ [WW + hc] , (3.1.3)
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W being the superfield strength.
Let us now notice that the higher derivative contribution in (3.1.1) consists in a simple insertion
of a − = −∂µ∂µ inside the ordinary kinetic term. This suggests to insert such operator between
the two factors of W in the superspace action (3.1.3)
S′sM = −
1
4
∫
d4x d2θ [WW + hc] . (3.1.4)
Since W and  are all gauge-invariant operator, this action is gauge invariant. In terms of com-
ponent fields the Lagrangian density corresponding to SsM + S
′
sM reads
LN=1hdsM =
1
2g2
(
1
2
FµνFµν + 2iψ¯σ¯
µ∂µψ −D2
)
+
1
2m2g2
(
−1
2
FµνFµν − 2iψ¯σ¯µ∂µψ +DD
)
,
(3.1.5)
In [21] this model was used to construct a higher-derivative extension of QED, also adding matter
fields.
The Lagrangian (3.1.5) is quite interesting and points out a number of features that must be
taken into account in writing a supersymmetric theory for the higher-derivative Yang-Mills field.
Though, it is still trivial in its dynamics, since it is a free theory also at the higher-derivative level.
As anticipated, the auxiliary field becomes dynamical. According to the computation of the
degrees of freedom described in the previous Chapter, (3.1.5) describes 5 (Aµ) + 1 (D) bosonic and
6 (ψ) fermionic degrees of freedom, and hence the propagation of D is indeed necessary to make
the number of bosonic and fermionic degrees of freedom equal on-shell. Its kinetic term, however,
has the extra minus sign that indicates its ghost nature.1 Notice that the presence of unphysical
degrees of freedom was already recognised in the formulation of the higher-derivative theories in
terms of two-derivative fields; this kind of multiplet structure of the ghost fields will be discussed
later in some detail.
The non-Abelian generalization of this result is highly nontrivial for many reasons. We used
the identity (A.0.9) that in the case of a non-Abelian gauge group adds also another contribution.
Moreover, the partial derivative, and as a consequence , is not a gauge invariant object any more;
nor is the Yang-Mills superfield Wα, and it is not clear how a super-invariant can be constructed.
In the case of Maxwell theory the term proportional to γ in (2.1.1) vanishes since the gauge
group is Abelian. However, we can argue that in general for a supersymmetric theory there
cannot arise any also in the non-Abelian gauge symmetry. This is a consequence of the superfield
formulation of the theory: The vector superfield Wα cannot construct a scalar Lagrangian density
that is cubic in itself. We will therefore restrict to the case γ = 0.
We want to find the N = 1, 2 and 4 extension of (2.1.1), or at least to evaluate the one-
loop β function for such theories. Instead of trying to find a supersymmetric formulation in four
spacetime dimension, we will obtain the corresponding theory in 5 + 1 spacetime dimensions and
then dimensionally reduce it to four dimensions. This is motivated by many reasons.
The unextended supersymmetry algebra in six spacetime dimensions is indeed very similar to
the N = 2 algebra in four spacetime dimension; this comes, of course, with no surprise, because the
dimensional reduction of the former yields automatically the latter. In this context, working in six
spacetime dimensions simplifies the multiplet that we have to deal with, because it consists only of
the gauge field, of one spinor and of the auxiliary fields; the rest of the N = 2, d = 4 supermultiplet
is generated via dimensional reduction. We will also see that studying N = 2 higher derivative
super-Yang-Mills will provide enough information to compute, at least at one-loop, the β function
of the β function for the extended N = 4 case.
3.2 Preliminaries
In this Section we will give some generalities of the six dimensional spinors and supersymmetry
algebra. We will then introduce a superspace that represents in a manifest way the group structure
1Remember that the euclidean Lagrangian density is the energy.
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associated with the relevant fields, namely the harmonic superspace. This will allow us to formulate
the gauge theory in six dimensions, then to be dimensionally reduced to four spacetime dimension.
Appendix B gives a review of supersymmetry in four spacetime dimensions
As will turn out in the computation, the construction of a higher derivative Lagrangian in d = 6
is much more straightforward than the formulation of the usual Yang-Mills action. This could be
related to the fact that in six dimensions such theories might be more natural, since the coupling
of the higher derivative term happens to be dimensionless (while in (2.1.1) it has dimension −2).
Six dimensional Minkovsky spacetime is the natural generalisation of the four dimensional one.
It is described by coordinates xM , M = 0, 1, . . . , 5; here we will be working with the mostly positive
metric ηMN = diag( − + + + + + ), and Wick-rotate the Lagrangian at the end, in order to
get a formally convergent functional integral to proceed as discussed in Chapter 1. As mentioned
in the Introduction, though, this is not a well-defined operation and we use it as a formal tool to
simplify the notation, but such subtleties are not of interest for this work.
For completeness and future reference, the covariant derivative and the field strength tensor
are
∇M = ∂M +AM FMN = [∇M ,∇N ]. (3.2.1)
The Laplacian is denoted with ∇˜2 = ∇M∇M , the tilde serving to distinguish it from the four
dimensional one. Gauge transformations act on the gauge fields as
δωAM = −∇Mω δωFMN = [ω, FMN ]. (3.2.2)
3.2.1 Six-dimensional spinors
In this Section we recall some facts about spinors in the six-dimensional Minkovsky spacetime R1,5.
A complete treatment of the spinor representation in six (and other) dimensions can be found in
[34, 39].
In order to describe spinor fields we start by considering the relevant Clifford algebra Cl(1, 5)
defined by the anticommutation relation{
ΓM ,ΓN
}
= 2ηMN (3.2.3)
for M,N = 0, 1, . . . , 5. ΓM can be represented using 8× 8 complex matrices. In full analogy with
four dimensional spacetime,
Γ†0 = −Γ0, Γ†I = ΓI , I = 1, . . . , 5, (3.2.4)
and
Γ†M = −Γ0ΓMΓ−10 . (3.2.5)
We also define the matrix Γ7 as
Γ7 = Γ0Γ1 · · ·Γ5 (3.2.6)
such that (Γ7)2 = 1, by means of which we can construct the chiral projectors
P± =
1
2
(
1± Γ7) . (3.2.7)
As in four dimensional spacetime these are good definitions because Γ7 anticommutes with all
other ΓM matrices.
As it is well known, one can choose different representations for the ΓM matrices; since ΓM∗ still
belongs to the same Clifford algebra (being the metric real), it always exists a matrix B realising
the change of basis, that is
ΓM = −B−1ΓM∗B (3.2.8)
with B such that B∗B = −1. In six spacetime dimensions the complex conjugation does not
mix the two chiral projections; in other words, spinors do not change chirality under complex
conjugation, nor with any other covariant operation. This is an important difference with the
d = 4 spinor representations.
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All these considerations imply that the spinor representation is completely reducible, since
chiral constraints can be applied covariantly, but no Majorana condition can be imposed, since it
would require B∗B = 1. Dirac spinors have 8 complex components; Weyl spinors have 4 complex
components. From now on, we only consider Weyl spinors Ψa.
It is convenient to consider, instead of one chiral spinor, a couple of spinors Ψi with i = 1, 2
and SU(2) index, with the additional pseudo-Majorana constraint
Ψai := −Cab˙ (Ψbi )∗ = Ψai, Cab˙ =
(
0 1
−1 0
)
; (3.2.9)
where ∗ is the complex conjugation and C∗C = −1 (C it is the restriction of B to Weyl spinors),
implying that Ψ
a
= −Ψa for any spinor Ψa.
This arises from two motivations. First, it allows us not to consider dotted indices, making
explicit the fact that the two chiralities are not mixed under conjugation; second, after dimensional
reduction it becomes the R-symmetry of the N = 2, d = 4 superPoincare` algebra. For this reason
we will refer also to the SU(2) symmetry introduced in (3.2.9) as R-symmetry. Notice that the
pseudo-Majorana condition does not modify the number of degrees of freedom; that is, a pseudo-
Majorana-Weyl spinor still contains, off-shell, 4 complex degrees of freedom.
A convenient realization of Γ matrices is the chiral2 one
(ΓM )AB =
(
0 (ΣM )ab
(Σ˜M )
ab 0
)
, (3.2.10)
where
(ΣM )ab = (1,Σ
I) (Σ˜M )
ab = (1,−ΣI) (3.2.11)
with ΣMab are the 6d antisymmetric Weyl matrices that, splitting the indices as a ∼ (α, α˙), read
Σµab =
(
0 σµ
αβ˙
−σ¯µα˙β 0
)
, Σ4ab =
(−iεαβ 0
0 +iεα˙β˙
)
, Σ5ab =
(−εαβ 0
0 −εα˙β˙
)
;
the usual hermitian matrices are obtained contracting ΣMab with C
b
b˙
:
(ΣM )ab = −C b˙b (ΣM )ab˙. (3.2.12)
Then,
Σ˜M ab =
1
2
εabcdΣMcd , (3.2.13)
where ε1234 = ε1234 = +1, so that
Σ˜µ ab =
(
0 −σµ αβ˙
σ¯µ α˙β 0
)
, Σ˜4 ab =
(−iεαβ 0
0 iεα˙β˙
)
, Σ˜5 ab =
(
εαβ 0
0 εα˙β˙
)
.
The generators of the Lorentz group in the (1, 0) spinor representation are
(
ΣMN
)b
a
=
(
Σ˜[MΣN ]
)b
a
=
1
2
(
Σ˜MΣN − Σ˜NΣM
)b
a
i.e.3
Σµν ab =
(
−σµν αβ 0
0 σ¯µν α˙
β˙
)
, Σµ4 ab =
(
0 iσµ α
β˙
iσ¯µ α˙β 0
)
,
Σµ5 ab =
(
0 −σµ α
β˙
σ¯µ α˙β 0
)
, Σ45 ab =
(
iδαβ 0
0 −iδα˙
β˙
)
.
2The chiral character of this representation can be seen realising that Γ1 ∼ σ1 ⊗ . . ., ΓI ∼ σ2 ⊗ . . . and therefore
Γ7 ∼ σ1(σ2)5 ⊗ . . . ∼ σ3 ⊗ . . ..
3In Σµν αβ the extra minus sign is due to the conventions for contracting spinor indices in σ
µν .
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We conclude this review of spinors in six spacetime dimensions by underlying that the nontrivial
aspects of this spinor algebra are the the fact that in the right-hand-side of (3.2.10) there is a minus
sign (instead of a plus) and the fact that B∗B = −1 instead of 1. Such signs are determined by
the signature of the metric, and they can be proven to be the only consistent combination in 5 + 1
dimension. We could have as well obtained these results by studying the representations of the
universal covering group of SO(1, 5), that is Spin(1, 5) ≈ SL(2,H) ≈ SU*(4),4 that is equivalent to
the approach outlined here.
3.2.2 Six-dimensional supersymmetry and harmonic superspace
The six-dimensional supersymmetry algebra can be obtained as the immediate extension of the
four-dimensional algebra (A.2.1)–(A.2.5), by extending the Lorentz indices and imposing the
pseudo-Majorana condition (3.2.9). The commutator of supersymmetry generators then reads,
following [20, p. 32] and [29]
{Qia, Qjb} = 2εijΣMabPM , (3.2.14)
In full analogy with the four dimensional case, one can study the representations of the six-
dimensional supersymmetry algebra. Since we are employing an explicit SL(2,C)⊕ SL(2,C) nota-
tion, we will not go through all the derivation again, since the steps are basically the same up to a
doubling of the indices. We briefly mention that, since we are studying massless representations,
we can diagonalise the momentum operator to PM = (−E, 0, 0, E, 0, 0) and from this follows that
only one supercharge is nontrivially realised, and raises the helicity of 1/2. The vector multiplet
therefore is made of the gauge boson and the massless spinor, with both helicities because of CPT
invariance. Notice that, off-shell, the spinor carries 8 real degrees of freedom, while the vector bo-
son only 6− 1 = 5 (one is killed by gauge invariance), therefore we expect 3 bosonic real auxiliary
fields to appear.
The algebra (3.2.14) can be realised in the conventional superspace, called the real superspace
R1,5|1, where points are described with coordinates(
xM , θai
)
(3.2.15)
where xM are (commuting) spacetime coordinates and θai are complex Grassmann numbers sat-
isfying the pseudo-Majorana condition (3.2.9). In this superspace the supersymmetry algebra is
realised through the transformations parametrised by the pseudo-Majorana-Weyl spinor ξ
δxM = i
(
ξia ΣMab θ
b
i − θia ΣMab ξbi
)
, δθai = ξ
a
i . (3.2.16)
In the real superspace we then introduce the spinor covariant derivatives
Dka = ∂ka − iθbk∂ab (3.2.17)
where the partial derivatives are defined as
∂ab =
1
2
ΣMab∂M ∂
k
a θ
b
i = δ
k
i δ
b
a. (3.2.18)
We also introduce the notation, valid in general for vector indices,
xM =
1
2
ΣMabx
ab. (3.2.19)
The spinor derivatives satisfy the algebra{
Dka ,Djb
}
= −2iεkj∂ab. (3.2.20)
The covariant derivatives (anti)commute with supersymmetry generators and therefore are used
to construct objects that transform covariantly under supersymmetry. However this is of little
4The notation SU*(4) identifies the subgroup of SU(4) to which SL(2,H) is injected through the conventional
representation of quaternions via SU(2) matrices.
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help in this case, in contrast with the unextended supersymmetry in four dimensions, because it
is not possible to formulate off-shell supersymmetric theories in six dimensional spacetime in this
superspace, as follows from a degree-of-freedom counting argument as discussed in [29, 20]. This
no-go theorem drove physicists to look for other kind of superspaces. As we will see, the loophole to
this result is to find a superspace that allows for the introduction of an infinite number of auxiliary
fields.
There are also other choices of coordinates that one can make. In particular we will deal with
the harmonic coordinates, that we are now going to construct. For a complete discussion of the
construction, of the properties and the superfieds that can be introduced in four and six dimension
the reader should check [19, 20, 30].
Let us introduce the bosonic variables u±i , i being a SU(2)R index, such that u
−
i = (u
+i)∗ and
u+iu−i = 1, (3.2.21)
u+iu+i = 0 = u
−iu−i . (3.2.22)
They are charged with respect to a U(1)R subgroup of SU(2)R with charges ±1 according to the
notation. These properties allow us to define, for any spinor Ψia, its U(1)R projections Ψ
± = Ψiu±i
and to decompose it according to
ψi = u+iΨ− − u−iΨ+. (3.2.23)
The harmonic variables effectively correspond to assigning an SU(2) matrix(
u+1 u
−
1
u+2 u
−
2
)
(3.2.24)
where the requirement of unit determinant is exactly the condition (3.2.21). The action of U(1)
can be then rewritten as (
u+1 e
iψ u−1 e
−iψ
u+2 e
iψ u−2 e
−iψ
)
=
(
u+1 u
−
1
u+2 u
−
2
)
eiψσ
3
(3.2.25)
where σ3 is the third Pauli matrix and eiψσ
3 ∈ U(1)R. Not all SU(2) matrices can be represented
as (3.2.24), while (3.2.25) parametrises the whole group; we are effectively considering the coset
SU(2)R/U(1)R, that is diffeomorphic to the two sphere S2. This also proves that U(1)R is the only
component of SU(2)R linearly realised, as a consequence of coset theory.
We also introduce the following integration rules for the harmonic variables∫
du 1 = 1,
∫
du u+(i1 · · ·u
+
in
u−j1 · · ·u−jm) = 0, (3.2.26)
with the second one holding when n+m 6= 0.
There are different kind of conjugations that we can define over the harmonic variables. We
already considered complex conjugation ∗, that affects both the SU(2)R and the U(1)R indices; we
now define the conjugation , that affects only the latter:
u+i = u−i u−i = −u+i . (3.2.27)
This conjugation preserves the defining properties of (3.2.21) and (3.2.22) and squares to minus
the identity. Then, we can define the conjugation ∼, that is the composition of ∗ and ; on scalars
and Grassmann numbers it is the complex conjugation, whereas on the harmonic variables it takes
the value
u˜±i = u
±i; (3.2.28)
it therefore squares to the identity for complex and Grassmann numbers, and to minus the identity
for harmonic variables. This implies that for an harmonic function of charge q,
f˜ (q) = (−)qf (q). (3.2.29)
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In the particular case of even q = 2k, we have that we can impose the condition
f˜2k = f (2k) (3.2.30)
or equivalently
f i1···i2k = εi1j1 · · · εi2kj2kf i1···i2k . (3.2.31)
We are now ready to introduce the real harmonic superspace HR, that is the space described
with the set of coordinates
(z, u) =
(
xM , θai , u
±i) . (3.2.32)
This superspace is therefore diffeomorphic to R1,5|1 × S2, where only part of the R-symmetry (the
U(1)R subgroup) is now linearly realised on the coordinates, while in the conventional superspace
the whole SU(2)R is linearly realised. In the superspace HR we still have the spinor covariant
derivatives (3.2.17); in addition we can introduce derivatives (automatically covariant, since the
harmonics do not have spinor indices) for the harmonic variables,
∂++ = u+i
∂
∂u−i
, ∂−− = u−i
∂
∂u+i
, D0 = u+i
∂
∂u+i
− u−i ∂
∂u−i
. (3.2.33)
Notice that a superfield of definite U(1) charge is eigenvector of D0 with eigenvalue the charge.
An alternative coordinate system on this superspace is represented by the ‘analytic’ coordinates,
(ZA, u) = (x
M
A , θ
±a, u±i ) (3.2.34)
where
θ±a = θ
i
au
±
i x
M
A = x
M +
i
2
θak Σ
M
ab θ
b
l u
+(k|u−|l). (3.2.35)
Another superspace that can be now introduced, whose importance will be clear soon, is the
Grassmann-analytic (G-analytic for short) superspace HR+, that is spanned by the coordinates
(ζ, u) =
(
xMA , θ
+a, u±i
)
, (3.2.36)
namely we dropped dependence on the coordinate θ−. This new superspace turns out to be very
useful because the restriction to it is supersimmetric invariant, as it happens in four spacetime
dimensions with the chiral superspace. This can be seen by noticing that the supersymmetry
transformations can be realised as
δxMA = −2i
(
ξia ΣMab θ
+b − θ+a ΣMab ξib
)
u−i , δθ
a
i = ξ
iau+i , δu
±
i = 0, (3.2.37)
where again ξ is the parameter of the supersymmetry transformation. It is clear that such trans-
formation leave the G-analytic subspace invariant.
With respect to analytic coordinates, the covariant derivatives in the analytic basis become
D+a = ∂−a, (3.2.38)
D−a = −∂+a − 2iθ−k∂ab, (3.2.39)
D0 = u+i ∂
∂u+i
− u−i ∂
∂u−i
+ θ+a∂+a − θ−a∂−a, (3.2.40)
D++ = ∂++ + iθ+aθ+b∂ab + θ+a∂−a, (3.2.41)
D−− = ∂−− + iθ−aθ−b∂ab + θ−a∂+a, (3.2.42)
where ∂±aθ±b = δba. The following commutation relations hold:{D+a ,D−b } = 2i∂ab, [D++,D−−] = D0, (3.2.43)
[D−−,D−a ] = D+a , [D−−,D+a ] = D−a , (3.2.44)
[D++,D+a ] = 0 = [D−−,D−a ], (3.2.45)
as one can verify by direct computation. Notice, however, that in the usual (non-analytic) xM
coordinate we can write, with abuse of notation, D±a = u±i Dia.
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We also introduce the notation(D±)4 = − 1
24
εabcdD±a D±b D±c D±d (3.2.46)
and the integration measure
dζ(−4) = d6xA
(D−)4 . (3.2.47)
Notice that with these definitions the only nonvanishing superspace integral is∫
dζ(−4)(θ+)4 =
∫
d6xA. (3.2.48)
Consider now a superfield Φ. A first constraint that we can impose is Grassmann-analiticity,
that is said to be satisfied if a field depends only on the variables (ζ, u) =
(
xMA , θ
+a, u±i
)
, i.e. it is
independent of θ−a. Notice that the constraint can be written in differential form as
D+a Φ = 0 (3.2.49)
by virtue of (3.2.38). This is analogous to the chiral constraint in the four dimensional superspace.
Since U(1)R is linearly realised, superfields transform in representations of it, and this fact
allows us to classify them according to their charge. Any covariant function f (q) with charge q > 0
can then be decomposed in series of harmonics as
f (q) =
∞∑
n
f (i1...in+qj1...jn)u+i1 · · ·u+in+qu−i1 · · ·u−in , (3.2.50)
an analogous decomposition holding for q < 0. Every f ··· transforms in an irreducible representa-
tion of SU(2)R. Therefore, given a superfield of definite U(1) charge, it can be expanded according
to the previous formula; this allows for the infinite number of auxiliary fields that we mentioned
before.
We have now introduced all the superspace technology that we need in order to work in six
dimensional supersymmetry.
3.2.3 Gauge theory in harmonic superspace
General framework
We want to consider fields that are not necessarily G-analytic, that is they are functions Φ of
all the real superspace coordinates (xM , θai ). Notice that also this subspace is closed under the
supersymmetry transformations considered above. Consider a symmetry transformation of the
form
Φ′(x, θia) = e
iτΦ(x, θia), τ = τ
k T k (3.2.51)
with τ real and being T k the generators of the representation of the symmetry group G under
which Φ transforms. We want to gauge such symmetry transformation allowing for τ = τ(x, θia),
by consistency independent of the harmonic variables u, that is
∂++τ = 0, ∂−−τ = 0. (3.2.52)
Let us start gauging the real-superspace derivatives Dia and ∂ab by introducing a gauge con-
nection A(x, θai )
∇ia = Dia +Aia(x, θia), ∇ab = ∂ab +Aab(x, θia). (3.2.53)
The field strength tensor in superspace is then constructed by taking (anti)commutators of such
covariant derivatives
FIJ = [∇I ,∇J} − t KIJ ∇K , I, J,K =
(
ab ∼M, ia
)
(3.2.54)
45
Chapter 3. Supersymmetric higher-derivative theory
where t is the torsion coming from the commutators of the superspace (non-gauged) covariant
derivative (3.2.45). The relevant components read{
∇ia,∇jb
}
= F ijab + iε
ijδc[aδ
d
b]∇cd, (3.2.55)
{∇ab,∇cd} = Fab cd, (3.2.56)[∇ia,∇bc] = F ia bc. (3.2.57)
The field strength tensor obeys a number of Bianchi identities, but the representation still
contains a big number of fields, as usual in such approach in superspace. Constraints must be
imposed on the field strength in order to extract the desired multiplet.
The constraints to impose to describe the six dimensional gauge theory have been studied in
the literature, see for instance [38, 33], and read
F ijab = 0; (3.2.58)
even though we will not work in this superspace we solve the constraint to show the ideas that will
be employed in the harmonic superspace. The constraint is solved by
Aia = e
−vDiaev (3.2.59)
for some real superfield v = v(xM , θia) = v
k T k. Notice that v is not uniquely determined: The
substitution ev → eκev yields the same Aia as long as Diaκ = 0; by consistency with the initial
restriction to the subspace R1,5|1, this means that κ is real and depends only on x. Then, requir-
ing covariance with respect to gauge transformations parametrized by τ , one has the full gauge
transformations
ev
′
= eκeve−τ (3.2.60)
Aia
′
= eτAiae
−τ − (Diaeτ )e−τ , (3.2.61)
where to verify the latter it might be useful to recall that De−τ = −e−τ (Deτ ) e−τ .
Harmonic superspace
We are particularly interested in G-analytic superfields. The fundamental object that contains the
degrees of freedom of the gauge theory is the connection connection V ++ for the derivative D++,
so that
∇++ = D++ + V ++ (3.2.62)
transforms covariantly under gauge transformations. This is achieved by requiring(
V ++
)′
= eλD++e−λ + eλV ++e−λ (3.2.63)
begin λ the gauge transformation parameter. We shall require that λ is a ∼-even Grassmann-
analytic superfield, that is λ˜ = λ and D+αλ = 0.
To understand this we would need to introduce matter multiplet and discuss gauging of internal
symmetries. We will not go into this in detail since it would require a discussion much broader than
the aim of this work, and we will just sketch here the main results. Indeed the matter multiplet
can be embedded into a complex G-analytic superfield φ(1)(ζ, u) with U(1) charge 1 whose action
reads
S =
∫
du dζ(−4) φ˜(1),`D++φ(1),`, (3.2.64)
being ` and internal index. Gauging the invariance under phase transformations φ′ = eλφ, with
∼-even λ = λkT k being T k the generators G, this action is no longer invariant; introducing the
V ++ connection satisfying (3.2.62) we can recover it. The G-analyticity of λ comes requiring the
consistency of the G-analyticity of φ(1) under gauge transformations, that is a reasonable request
if we recall that supersymmetry preserves it too. Notice that in the absence of Yang-Mills field,
the derivative D++ preserves G-analyticity thanks to the commutators (3.2.45). We therefore
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understand that all what is needed to encode Yang-Mills degrees of freedom is the connection
V ++, that we are going to study in some greater detail.
Contracting (3.2.58) with the harmonics u+i and u
+
j we can rewrite it in the form{∇+a ,∇+b } = 0 (3.2.65)
whose solution reads
A+a = e
−bD+a eb (3.2.66)
being now b(x, θ, u) dependent also on u±i and transforming according to
eb
′
= eλebe−τ (3.2.67)
where τ is again a generic superfield independent of u while λ is now G-analytic, namely D+a λ = 0.
Since the covariant derivative and λ are ∼-even, we also require that b˜ = b.
The meaning of the superfield b can be understood as follows. A covariantly G-analytic su-
perfield in the real superspace Φ(x, θi, u) (so that ∇+a Φ = 0) undergoes the gauge transformation
Φ→ eτΦ; the field
φ := ebΦ, (3.2.68)
on the other hand, is G-analytic because
0 = ∇+a Φ = e−bD+a φ (3.2.69)
and transforms with λ only:
φ′ = eb
′
Φ′ = eλebe−τeτΦ = eλφ, (3.2.70)
that also preserves G-analyticity of φ.
In the analytic superspace we have also two other derivatives: D++ and D−−. Since we have
more derivatives to make gauge-covariant, correspondingly we have to impose other constraints to
get rid of the extra components of the superfield strength tensor. We know that D++ respects
G-analyticity, that is it commutes with D+a , we require this to be true for the gauge-covariant
derivatives too: [∇++,∇+a ] = 0. (3.2.71)
We require (3.2.71) to be valid for both the gauge transformations, generated by τ and λ. Consid-
ering φ-type fields, in the notation of (3.2.68), we get covariance under (λ-)gauge transformations
if
V ++ = ebD++e−b, (3.2.72)
transforming as (
V ++
)′
= eλD++e−λ + eλV ++e−λ = eλ∇++e−λ (3.2.73)
that is indeed our desired result (cf. (3.2.63)). Notice that V ++ that is a ∼-even function, as
consequence of such being the D++ and b. We know that for the τ -gauge transformations D++
does not need any connection, as a consequence of D++τ = 0; using this fact and plugging (3.2.66)
into the constraint (3.2.71) one finds
0 = D++A+a = −e−b
[D+a (ebD++e−b)] eb (3.2.74)
that by comparison with (3.2.72) is a G-analyticity constraint for V ++, namely
D+a V ++ = 0. (3.2.75)
We have just arrived to some conclusion. Indeed, if we accept that all the physical degrees
of freedom of the vector multiplet are encoded in V ++ (i.e. Aµ with gauge invariance and Ψ
i),
through (3.2.72) can be determined b and from it one can then compute A+α using (3.2.66), obtaining
therefore the covariant derivative in HR+. However, in order to reconstruct the whole Aia, we still
need to find A−a .
The superfield V ++ can be used to build a super-Yang-Mills action but the procedure is quite
involved. We will directly study the higher derivative case, that is remarkably simpler. In order to
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do that, we still have to introduce some definitions. First of all, let us promote the commutation
relation (3.2.45) to the gauge-covariant derivatives, by requiring[∇++,∇−−] = D0; (3.2.76)
notice thatD0 is already covariant since it only gives the U(1)-weight and we work only with fields of
definite charge. This is obviously true for the τ -gauge transformations, since D++τ = 0 = D−−τ ;
to extend it to the λ-gauge transformations we have to introduce a connection V −− for D−−.
(3.2.76) turns then to an implicit definition of V −− in terms of V ++, since it reads
D++V −− −D−−V ++ + [V ++, V −−] = 0. (3.2.77)
Notice that we can as well express the V −− connection in terms of the superfield b as we did for
V ++
V −− = ebD−−e−b (3.2.78)
from which its gauge transformation property follows(
V −−
)′
= eλD−−e−λ + eλV −−e−λ = eλ∇−−e−λ. (3.2.79)
With V −− we can reconstruct the connection A−a = −D+a V −− imposing the anti-commutation
relation {∇−−,∇+a } = ∇−a , (3.2.80)
that is the covariant generalization of (3.2.44). We have therefore expressed all the gauge structure
in terms of the field V ++, as promised, since we can reconstruct the whole Aia.
Following [31], using V −− one can define the covariant spinor superfield strength
W+α = −1
6
εαβγδD+β D+γ D+δ V −− (3.2.81)
from which we can also build
F++ =
1
4
D+aW+a ≡ (D+)4V −−. (3.2.82)
Notice that as a consequence of the gauge transformation rule for V −−, (3.2.79), and since λ is
G-analytic, F++ transforms in the adjoint representation of the group too, i.e.
(F++)′ = eλF++e−λ. (3.2.83)
Before proposing an action, let us spend a couple of words about dimensions. The harmonics
u are dimensionless as a consequence of the defining properties (3.2.21) and (3.2.22); this implies
that the derivatives have dimension [D±α ] = −[θαi ] = 1/2 and [D++] = 0 = [D−−]. Then, from
(3.2.72) and (3.2.78) V ±± are dimensionless too, and therefore [F++] = 2. For what we said,
follows that [dζ(−4) ] = 4.
A possible action, gauge and Lorentz invariant, is then
S =
1
2f
∫
dζ−4 du Tr
[(
F++
)2]
(3.2.84)
with f a dimensionless constant.
3.2.4 Action in terms of components fields
The gauge symmetry transformation (3.2.73) allows us to get rid of all contributions from higher
harmonics, choosing the so-called Wess-Zumino gauge. The infinitesimal form of the gauge trans-
formation reads δV ++ = −∇++λ; using it, with some work one can show that is possible to cast
V ++ in the form
V ++WZ (x, θ
+) = −θ+aθ+bAab(x) + 2
√
2(θ+)3aΨ
−a(x)− 3(θ+)4D−−(x) (3.2.85)
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where there is still the usual gauge invariance for Aab (i.e. AM ), and we used the notation(
θ+
)3
d
=
1
6
εabcdθ
+aθ+bθ+c,
(
θ+
)4
= − 1
24
εabcdθ
+aθ+bθ+cθ+δ, (3.2.86)
and the fields read
Ψ−a = Ψaiu−i , D
−− = Diku−i u
−
k . (3.2.87)
We will not go into this in detail, the interested reader can check [20], but we motivate this result.
Both V ++ and λ are a analytic superfield, so they depend on the variables (xµA, θ
+
a , u
±
i ); they
therefore admit a finite expansion in powers of θ+, in which the coefficients are functions of x and
u; the U(1) weight of the coefficients is fixed requiring that the superfields have weight respectively
+2 and 0. In this way, comparing the harmonic expansions (3.2.44), one can check, explicitly at
least in the Abelian case, that using δV ++ = −D++λ it is possible to get rid of all component
but those in (3.2.85), fixing λ up to the function λ(x) = λ|u=0=θ+ that generates usual gauge
transformation for Aab. Indeed, it is immediate to verify that D++λ(x) = θ+a θ+b ∂abλ(x).
In this expansion the only fields that appear are the gauge field AM , the gluino Ψai and
the triplet of auxiliary fields Dik, so that this is exactly an off-shell representation of the vector
supermultiplet. Notice that the fermionic (4 complex) and bosonic (5 + 3 real) degrees of freedom
indeed agree, as anticipated.
In order to express the action (3.2.84) in terms of components fields, we have to find the
V −− superfield associated to V ++WZ , act on it with (D
+)4 in order to find F++ and then perform
the integration over the Grassmann and harmonic variables. The algebra is quite lengthy but
straightforward; we will only outline the steps.
V −− is not a G-analytic superfield, so we can decompose it as
V −− = v−− + θ−bv−b + θ
−cθ−dvcd + (θ−)3dv
+d + (θ−)4v++ (3.2.88)
where the coefficients are functions of (xA, θ
+, u), i.e. are G-analytic; noticing that
F++ = (D+)4V −− = v++ (3.2.89)
we conclude that we only need to solve for the lowest weight component v−−. F++ = v++, being
G-analytic, can be similarly expanded as
F++ = v++ = λ++ + θ+aλ+a + θ
+aθ+bλ+ab + (θ
+)3aλ
−a + (θ+)4λ−−; (3.2.90)
Applying now (3.2.77) and extracting the equation for the v++ component only, we obtain
D++v++ − θ+aθ+b [Aab, v++]+ 2√2(θ+)3a [Ψ−a, v++]− 3(θ+)4 [D−−, v++] = 0; (3.2.91)
inserting the expansion (3.2.90) into the previous equation and comparing the coefficients term by
term in the Grassmann variables, with a bit of work one can find the solution to be
λ++ = −D++, (3.2.92)
λ+a = i
√
2
(
ΣM
)
ab
∇MΨ+b, (3.2.93)
λab =
1
2
(
ΣM
)
ab
[
i∇MD+− −∇NFNM
]
+ εabcdi
{
Ψ−c,Ψ+d
}
, (3.2.94)
λ−a =
√
2∇2Ψaiu−i − i
√
2FMN
(
ΣMN
)a
b
Ψbiubiu−i (3.2.95)
− 4
√
2
3
[Ψai, Dli]u
−
l +
√
2 [ψai, Dkl]u−(iu
−
k u
+
l) , (3.2.96)
λ−− = −∇2D−− − 3 [D−−,∇D+−]− 2i{Ψ−,ΣM∇MΨ−} . (3.2.97)
We are now ready to consider the action (3.2.84). First we can integrate the θ+a, that according
to (3.2.48) singles out only the (θ+)4-component of F++, and we get
S =
1
2g2
∫
d6x du
(
2λ++λ−− − 2λ+aλ−a − εabcdλabλcd
)
. (3.2.98)
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Using (3.2.26) and splitting symmetric and antisymmetric part of the product of u’s, the following
relations are easy to verify,∫
du u+i u
j
j =
1
2
εij
∫
du u+i u
+
j u
−
k u
−
l =
1
6
(εikεjl − εilεjk) (3.2.99)
now the integration over the harmonics in (3.2.98) can be performed, finally obtaining
L6d,hdSYM =
1
2f2
tr
[ (∇MFML)2 + iΨiΣM∇M (∇)2 Ψi + 1
2
(∇MDij)2
+DikD
kjD ij +
(
ΨiΣMΨi
)2
− 2iDjk
(
ΨjΣM∇MΨk −∇MΨjΣMΨk
)
+
i
2
∇MΨiΣMΣNS [FNS ,Ψj ]− 2i∇MFMNΨjΣNΨj
]
.
(3.2.100)
3.3 Supersymmetric higher-derivative gauge theories in d = 4
In this Section we are going to compute the relevant contributions to the four dimensional La-
grangian density that will allow us to evaluate the one-loop divergence of the supersymmetric
extensions of the higher derivative Yang-Mills theory in four spacetime dimensions. We will do
this performing trivial dimensional reduction to the theory described by (3.2.100).
Already from a superficial inspection of L6d,hdSYM , one could guess that the full dimensionally
reduced Lagrangian contains quite a number of terms. Indeed, writing down all of them would take
roughly ten pages and is not particularly instructive. Moreover, all we need is the counterterm
to the kinetic term trFµνFµν , and most of the terms do not contribute to it in a convenient
application of the background field method, similarly to what happened with matter fields in the
non supersymmetric case.
In order to do this let us anticipate that we will expand the Lagrangian about a classical
background analogous to that considered in (1.5.22), namely with a non-vanishing gauge fields
only. As we will see explicitly, the dimensional reduction transforms the fields as
Gauge field AM −→ gauge field Aµ + complex scalar φ = A+ iB√
2
Weyl spinor Ψia −→Weyl spinors ψα + λ¯α˙
Auxiliary field Dij −→ real + complex auxiliary fields D + F.
where A and B are real scalars, as the notation suggests. This means that terms at least cubic in
the spinors, auxiliary fields and in the induced scalar do not contribute to the one-loop counterterm;
moreover in terms quadratic in them and containing gauge fields, the latter is just evaluated at
the background value. These considerations allow us to truncate away a lot of contributions.
3.3.1 Dimensional reduction of the theory in d = 6
Generalities on trivial dimensional reduction
We perform here a trivial dimensional reduction of the six dimensional Lagrangian (3.2.100). By
this we mean that we simply drop the dependence on the two coordinates x4 and x5 so that we
formally set
∂
∂x4
= 0,
∂
∂x5
= 0 (3.3.1)
in (3.2.100) and in the definitions in (3.2.1). After this simplification, the covariant derivatives in
the adjoint representation reads, written in terms of the generator of the fundamental one,
∇M =

∇µ = ∂µ + [Aµ,#] M = µ = 0, 1, 2, 3
[A,#] M = 4
[B,#] M = 5
(3.3.2)
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where we denoted A4,5 = (A,B). For future reference we also write the d’Alembertian in the
adjoint representation
∇˜2 = ∇M∇M = ∇2 + [A, [A,#]] + [B, [B,#]] , (3.3.3)
where ∇2 = ∇µ∇µ.
Let us apply this to the transformation properties in (3.2.2). For M = µ, (3.3.1) is ineffective,
and so the first four components of AM become the four-dimensional Yang-Mills potential Aµ. For
M = 4, 5 the derivative drops and what is left is
δωA = [ω,A], δωB = [ω,B], (3.3.4)
that means that A and B are Lorentz-scalar fields transforming under the adjoint representation
of the gauge group. Therefore, the six-dimensional Yang-Mills potential AM splits according to
AM = (Aµ, A,B). (3.3.5)
The six-dimensional field strength FMN reduces accordingly. Indeed, the components (M,N) =
(µ, ν) become the four-dimensional tensor Fµν . The other components read
Fµ4 = ∇µA, (3.3.6)
Fµ5 = ∇µB, (3.3.7)
F45 = [A4, A5]; (3.3.8)
the remaining components are related to these by the antisymmetry of FMN .
As far as spinors are concerned, the dimensional reduction 6d → 4d is suggested by the man-
ifestly covariant SL(2,C) notation we employed for the Σ matrices. Indeed, spinor indices split
according to as a = (α, α˙); the reduction corresponds to restrict the spinor representation to the
diagonal subgroup of SU*(4) (
A 0
0 A∗
)
, A ∈ SU(2,C). (3.3.9)
The symbol εabcd factorizes into two-index components according to
εabcd → εαβεγ˙δ˙ (3.3.10)
and antisymmetry of such tensors.
The spinor Ψ1 therefore splits into two four-dimensional chiral spinors
(Ψ1)a =
(
ψα
λ¯α˙
)
, (Ψ2)a =
(
λα
−ψ¯α˙
)
(3.3.11)
where Ψ2 is fixed by the pseudo-Majorana constraint.
The tensor of auxiliary fields Dij splits into the auxiliary fields of the vector (D, real) and
chiral (F , complex) supermultiplets:
Dij =
(
F ∗ −D
−D −F
)
. (3.3.12)
The overall coefficient f in four dimensional spaceime has then dimension 2, and we write it in
terms of the dimensionless Yang-Mills coupling g as f = m2g2.
Dimensional reduction of higher derivative Lagrangian
Let us now apply the described techniques to dimensionally reduce the Lagrangian (3.2.100). As
mentioned, we will only give those terms that will be relevant for the computation. In particular,
all the terms in the second and third line, are, respectively, third order on the auxiliary fields,
fourth order on the spinors and third order on spinors and auxiliary fields, so that they do not
contribute to the operator relevant for our computation and will not be considered from now on.
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The higher derivative kinetic term for the gauge field decomposes as(∇MFML)2 → (∇µFµν)2 + (∇2A)2 + (∇2B)2
− 2(∇µFµν)[A,∇νA]− 2(∇µFµν)[B,∇νB]
(3.3.13)
that is the higher derivative kinetic term for Fµν and for the two scalars. It also produces higher
order interactions between the fields, that have been discarded. Notice that the scalar contribution
can be written in terms of the complex field as
(∇2A)2 + (∇2B)2 = 2(∇2φ)2 (3.3.14)
In a somewhat similar way, the higher derivative kinetic term for the spinor field reads
iΨiΣM∇M ∇˜2Ψi → i
(
Ψ1
)a
Σµab∇µ (∇)2
(
Ψ2
)b − i (Ψ2)a Σµab∇µ (∇)2 (Ψ1)b
= −iψ {∇µ,∇2}σµψ¯ − iλ¯σ¯µ {∇µ,∇2}λ (3.3.15)
the other terms produced by (3.3.3) and (3.3.2) do not contribute to the quadratic operator, since
they are multiplied by two spinor fields.
The kinetic term for the auxiliary fields becomes
1
2
(∇MDij)2 → 1
2
(∇µDij)(∇µDij)
= −(∇µF ∗)(∇µF )− (∇µD)(∇µD)
(3.3.16)
where we again dropped interactions with scalars. We also note here that the auxiliary field F is
not canonically normalized
We are now left with only two other contributions. The first interaction between spinors and
gauge fields produces
i
2
∇MΨjΣMΣNS [FNS ,Ψj ]→ i
2
∇µΨ1ΣµΣνρ
[
Fνρ,Ψ
2
]− i
2
∇µΨ2ΣµΣνρ
[
Fνρ,Ψ
1
]
= − i
2
(∇µψ)σµσ¯ρσ
[
Fρσ, ψ¯
]− i
2
(∇µψ¯)σ¯µσρσ [Fρσ, ψ]
− i
2
(∇µλ)σµσ¯ρσ
[
Fρσ, λ¯
]− i
2
(∇µλ¯)σ¯µσρσ [Fρσ, λ]
(3.3.17)
where we discarded interactions with scalars.
Finally, the second interaction between spinor and gauge boson reduces as
2i
(∇MFMN)ΨjΣNΨj → −2(∇µFµν) (Ψ1ΣνΨ2 −Ψ2ΣνΨ1)
= −2 (∇µFµν)
[
ψσνψ¯ + ψ¯σ¯νψ + λσν λ¯+ λ¯σ¯νλ
]
,
(3.3.18)
up to the by-now usual higher order contributions.
We are now ready to write the supersymmetric extension to the higher derivative contribution
to super-Yang-Mills, truncated at second order in the matter fields. In principle we are able to
write the case of extended N = 2 supersymmetry, but first, for clarity and simplicity, we write
down the N = 1 invariant Lagrangian.
The truncated N = 1 higher derivative Lagrangian is then obtained putting together the con-
tributions (3.3.13)-(3.3.18) according to the six-dimensional Lagrangian density (3.2.100), setting
to zero the auxiliary field F , the spinor λ and the scalars A and B. It therefore reads
LN=1SYM
∣∣∣∣
hd
=
1
m2g2
tr
[
(∇µFµν)2 − iψ
{∇µ,∇2}σµψ¯ − (∇µD)(∇µD)
− i
2
(∇µψ)σµσ¯ρσ
[
Fρσ, ψ¯
]− i
2
(∇µψ¯)σ¯µσρσ [Fρσ, ψ]
− 2i (∇µFµν)
[
ψσνψ¯ + ψ¯σ¯νψ
] ]
.
(3.3.19)
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The full N = 1 higher-derivative super-Yang-Mills Lagrangian is obtained summing the N = 1
super-Yang-Mills action (A.2.12) with (3.3.19), that is
LN=1hdSYM = LN=1SYM + LN=1SYM
∣∣∣∣
hd
. (3.3.20)
By inspecting the contributions to the Lagrangian density (3.3.20), we can recognise the terms
related to the na¨ıve insertion of ∇2 inside the terms, but also non-trivial contributions dictated by
gauge invariance. As anticipated in the introduction to the chapter, the auxiliary field becomes
dynamical; by inspecting the sign in front of its kinetic and ‘mass’ term – that by rescaling the field
by m is actually D2 in the usual super-Yang-Mills Lagrangian density (A.2.12) – we can recognise
in it a ghost field. We will come back on this later.
The whole dimensionally reduced Lagrangian gives us the truncated higher-derivative sector
of the higher-derivative N = 2 super-Yang-Mills theory. For simplicity of notation we collect the
terms related to higher derivative contributions of the chiral multiplet sector of the full N = 2
Lagrangian density
Lchiral
∣∣∣∣
hd
=
1
m2g2
tr
[
2(∇2φ)2 − iλ{∇µ,∇2}σµλ¯− (∇µF ∗)(∇µF )
− i
2
(∇µλ)σµσ¯ρσ
[
Fρσ, λ¯
]− i
2
(∇µλ¯)σ¯µσρσ [Fρσ, λ]
− 2 (∇µFµν)
[
λσν λ¯+ λ¯σ¯νλ
] ]
.
(3.3.21)
The truncated N = 2 Lagrangian density can then be written
LN=2hdSYM = LN=2SYM + LN=1SYM
∣∣∣∣
hd
+ Lchiral
∣∣∣∣
hd
, (3.3.22)
where all the contributions have been just defined.
In order to proceed to a sensible quantization of the theory, namely in order to produce a
convergent functional integral as discussed in Chapter 1, we perform a Wick-rotation of the theory.
Without facing the details of the procedure, we formally apply the substitution t→ iτ ; the metric
then rotates to ηµν → δµν and the spinor representations are those of Spin(4) ≈ SU(2) × SU(2).
As a consequence of the change of the metric, now σ0 = i1. Formally, since we were using a mostly
positive metric, we simply cease to distinguish between upper and lower indices, and add an extra
minus sign in front of the Lagrangian density, that now equals the energy.
3.3.2 Multiplet structure
In (2.1.6), (2.3.14) and (2.3.17) we have shown that we can rewrite the higher derivative Lagrangian
density for massless gauge, scalar and spinor field in terms or a massless field and a massive ghost
field, both described by a usual-derivative Lagrangian, the latter being though a ghost.
It is now interesting to check how the degrees of freedom of the involved supermultiplets split
within this procedure. We will analyse the vector and the chiral multiplet, since all other super-
symmetric theories of interest for this work can be formulated using them.
We stress here that these considerations are purely based on the structure of the kinetic term;
a more accurate study would be necessary to understand how such grouping relates with super-
symmetry transformations. A hint into this direction was given in [13] for a simple model of the
chiral multiplet.
Vector multiplet
The vector multiplet contains one vector boson with gauge invariance, one Weyl fermion and one
real auxiliary field.
Considering ordinary derivative theories, off shell such fields describe therefore 3B , 4F and 1B
degrees of freedom; on shell 2B , 2F and zero.
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Considering higher derivative theories, we have 5+1 bosonic and 6 fermionic degrees of freedom
on shell. Indeed the multiplet decomposes into massless vector + massless spinor + massive vector
boson + massive fermion + real dynamical auxiliary fields. Off-shell we therefore have 3B + 4F
massless and 3B + 8F + 1B massive degrees of freedom; on-shell 2F + 2B and 3B + 4F + 1B .
We recognise the structure for the degrees of freedom consisting of the massless vector multiplet
without auxiliary field + massive multiplet of ghost fields, the latter consisting of a vector boson
+ a Dirac fermion and a real dynamical auxiliary field.
The degree-of-freedom counting is summarized in the following table. (OD = ordinary deriva-
tive; HD = higher derivative; equiv. = equivalent defintion in terms of ordinary derivatives only)
HD-equiv.
field off-sh. on-sh. (OD) on-sh. (HD) off-sh. on-sh.
Aµ (+ gauge inv.) 3 2 5 3 + 4 2 + 3
ψ (Weyl) 4 2 6 4 + 8 2 + 4
D (real) 1 0 1 0 + 1 0 + 1
We notice that the number of on shell bosonic and fermionic degrees of freedom coincide
separately in the two categories of fields (massless vs. massive ghosts), even though they fail to
agree off-shell.
Chiral multiplet
The chiral multiplet contains one complex scalar, one Weyl fermion and one complex auxiliary
field.
Considering ordinary derivative theories, off shell such fields describe respectively 2B , 4F and
2B degrees of freedom; on shell 2B , 2F and zero.
Considering higher derivative theories, we have 4+2 bosonic and 6 fermionic degrees of freedom
on shell. Indeed in the ordinary derivative the multiplet decomposes into massless scalar and spinor
+ massive complex scalar + massive fermion + complex dynamical auxiliary fields. Off-shell we
therefore have 2B + 4F massless and 2B + 8F + 2B massive degrees of freedom; on-shell 2F + 2B
and 2B + 4F + 2B .
We can identify the degrees of freedom as the chiral multiplet without auxiliary field + massive
multiplet of ghost fields, the latter consisting of a complex scalar field, a Dirac fermion and a
complex dynamical auxiliary field.
The degree-of-freedom counting is summarized in the following table. (OD = ordinary deriva-
tive; HD = higher derivative; equiv. = equivalent definition in terms of ordinary derivatives only)
HD-equiv.
field off-sh. on-sh. (OD) on-sh. (HD) off-sh. on-sh.
φ (complex) 2 2 4 2+2 2+2
ψ (Weyl) 4 2 6 4+8 2+4
F (complex) 2 0 2 0+2 0+2
We notice, again, that the number of bosonic and fermionic degrees of freedom coincide sep-
arately in the two categories of fields (massless vs. massive ghosts), though this happens only on
shell.
3.4 Higher-derivative N = 1 super-Yang-Mills in d = 4
In this section we are going to compute the one-loop correction to the gauge coupling for the higher
derivative N = 1 super-Yang-Mills theory.
Consider now the N = 1 supersymmetric Lagrangian density with higher derivative (3.3.20).
As done for the other Lagrangian densities that we considered, in order to compute the one-loop
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beta function we need only the divergent contribution to the Yang-Mills kinetic term, and this can
be obtained by expanding the fields about the background solution
Aµ → Aµ +Bµ, ψ → ψ, D → D, (3.4.1)
where Aµ, ψ, D are now the quantum fluctuations, similarly to that we did in (1.5.22). This means
that in the Lagrangian, the terms that contain only the gauge field can be expanded in the same
way that we did for (2.1.1) (with γ = 0), so we can directly read from (2.2.5) the expansion. For
this reason it is convenient to choose the same gauge fixing G[A + B] = ∇µAµ with again the
integration weight H = 1/g2 −∇2/g2m2 we used there. The terms containing the spinor and the
auxiliary field in (3.3.19) are already formally expanded, with the convention that the field Fρσ is
evaluated in the background field configuration.
We are now interested in a decomposition for the Lagrangian to quadratic fluctuations of the
type
LN=1hdSYM,Q2 = LN=1A + LN=1ψ + LN=1D (3.4.2)
where each LX contains terms up to quadratic order in the fluctuations of the field X. In this way
we will be able to read the operators for the computation of the effective action and to evaluate
their determinants.
As already mentioned, the field content is the vector supermultiplet; it therefore consists of the
gauge field, a chiral spinor and a real auxiliary field, that cannot be ignored as we implicitly did
for super-Yang-Mills theory in Section 1.5.3 since it is now dynamical.
The effective action for this theory is therefore of the type described in (1.2.8), but it is not
well defined because of the ghost character of the auxiliary field D, whose contribution makes the
functional integral divergent. We will ignore this problem and apply (1.2.8) anyway; formally this
can be thought as the result of an analytic continuation of the auxiliary field D → iD.5
In order to compute the beta function of the gauge coupling we therefore have to compute the
total coefficient
btot4
∣∣
N=1
= b4(∆A) + b4(∆D)− 2b4(∆ψ)− 2b4(M0)− b4(H) (3.4.3)
The Seeley-deWitt coefficients can be evaluated with the previously exposed techniques. We will
compute them in the next Section; here we directly give the result
btot4
∣∣
N=1
= −7
4
C2F
a
µνF
a
µν (3.4.4)
yielding upon renormalization to the running of g described by the β function (1.3.6)
βN=1 =
g3
32pi2
· 7
2
(3.4.5)
This β function is positive, and corresponds to a theory perturbative at low energy and with
a UV Landau pole. This is completely different from what is found for the Yang-Mills field in its
first supersymmetric extension (i.e. N = 1 super-Yang-Mills, that has negative beta function).
It is also interesting to notice that in the expression (3.4.4) for btot4 |N=1 the contribution
proportional to m4 cancels out, so that there is no cosmological constant contribution from this
model, as prescribed by unbroken supersymmetry.
We now turn to the computation and evaluation of the Seeley-DeWitt coefficients for the
involved operators.
3.4.1 Gauge field
Following what we said in the previous paragraphs, we can read the relevant contribution for
the gauge field from what we studied in Chapter 2, specialising the result to the case γ = 0. The
relevant Seeley-deWitt coefficient can directly read from (2.2.23), that gives the overall contribution
bgauge4 := b4(∆A)− 2b4(M0)− b4(H) =
43
12
C2F
a
µνF
a
µν +
3
2
m2dad. (3.4.6)
Of course back then this was the total coefficient, whereas here it is just one of the contributions.
5This is, of course, unacceptable from a superfield perspective, but since we are interested only in renormalization
properties and D is not a physical field we will not investigate this any further.
55
Chapter 3. Supersymmetric higher-derivative theory
3.4.2 Spinor field
Let us define the spinor operator representing the Lagrangian as
Lψ = 1
2g2m2
ψ∆ψψ¯. (3.4.7)
The spinor operator is readily read off the Lagrangian as
(∆ψ) = iσ
µ∇2∇µ +
[
iFρµσ
ρ − i
4
Fτκσ
µσ¯τκ − i
4
Fτκσ
τκσµ − im2σµ
]
∇µ; (3.4.8)
we ignored the contribution from the term in the last line of (3.3.19) that is a boundary term (it
is B-like in the notation of (1.4.36)). Its Seeley-deWitt coefficient reads
b4(∆ψ) =
21
8
C2F
a
µνF
a
µν +m
2dad (3.4.9)
as we are now going to verify. The derivation is lengthy and does not provide any particular insight,
therefore the uninterested reader can skip it and go directly to the next Section.
Computation of the determinant for the spinor field
In order to get the coefficient for the spinor determinant, applying the idea outlined in Section 1.2.4,
we compose (3.4.8) with ∆¯1 = iσ¯
ν∇ν . The result is
∆¯ψ+1 := ∆ψ · ∆¯1 = (∇2)2 + V µνψ ∇µ∇ν + Uψ (3.4.10)
with coefficients
V µνψ = −
3
4
Fτρσ
τρδµν + F (µ|τ σ
τ σ¯|ν) +
1
4
Fρκσ
(µ|σ¯ρκσ¯|ν) −m2δµν (3.4.11)
and
Uψ =
1
8
FνρFµκσ
µσ¯νρσ¯κ +
1
8
FνρFµκσ
νρσµκ − 1
2
FµρFρκσ
µσ¯κ +
1
2
m2Fµνσ
µν . (3.4.12)
As in the previous cases, we decomposed the derivatives according to ∇µ∇ν = ∇(µ∇ν) + 12Fµν in
order to ensure the correct symmetries of the coefficients.
The trace of Uψ reads
TrUψ =
1
8
trFνρFµκ t˜r σ¯
νρσ¯κµ +
1
8
trFνρFµκ t˜rσ
νρσκµ
− 1
2
trFµρFρκ t˜rσ
µσκ
= − trFµνFµν
= C2F
a
µνF
a
µν .
(3.4.13)
It is interesting to notice that the two contributions in the first line of (3.4.12) cancel against each
other, since t˜rσ[µ|σ¯τκσ¯|ν] = t˜r σ¯νµσ¯τκ = − t˜r σ¯µν σ¯τκ. The term ∼ m2 has vanishing trace because
it is proportional to trσνρ = 0.
Let us now evaluate the trace V 2ψ , with
Vψ = V
µµ
ψ = −4Fνρσνρ −
1
2
σ¯νρFνρ − 4m2, (3.4.14)
that contributes with
TrV 2ψ = 16 trFνρFµκ t˜rσ
νρσµκ + 32m4dad
= 64C2 F
a
µνF
a
µν + 32m
4dad;
(3.4.15)
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the mixed product vanishes again because t˜r σ¯νρ = 0.
Now we consider TrV µνψ V
µν
ψ is much more complicated due to the various products of sigma
matrices. Expanding the product we get
TrV µνψ V
µν
ψ = Tr
[
15
4
FνρFµκσ
νρσµκ + FαµF
(α|
ρ σ
µσ¯βσρσ¯|β) + 4m4
+
1
16
FνρFµκσ
ασ¯νρσ¯βσ(α|σ¯µκσ¯|β)
+
1
2
FαµFνρσ
µσ¯β σ¯βσ(α|σ¯µκσ¯|β)
] (3.4.16)
plus some other traceless terms (though this might not be evident). The first term in (3.4.16) is the
sum of the square of the first term in (3.4.11) and of twice the mixed product between the first and
the second one. This expression can be manipulated with the techniques used in Section 2.3.4, and
it is not really instructive to go through the details of the computation. Nonetheless, we mention
that, after some algebra, one can find that the two terms in the second and third lines actually
cancel against each other, so that the result is all due to to the contributions in the first line and
reads
TrV µνψ V
µν
ψ = 19C2F
a
µνF
a
µν + 8m
4dad. (3.4.17)
Applying (1.4.37), we then get the result (3.4.9).
3.4.3 Auxiliary field
The auxiliary field, up to the overall mentioned sign, contributes with the operator
∆D = −∇2 +m2, (3.4.18)
that is straightforward to evaluate, and its coefficient is
b4(∆D) = tr
[
1
12
FµνFµν +
1
2
m4
]
= − 1
12
C2F
a
µνF
a
µν +
1
2
m4dad. (3.4.19)
3.5 Higher-derivative N = 2 super-Yang-Mills in d = 4
Here we consider the N = 2 higher-derivative super-Yang-Mills, obtained, as anticipated, directly
by dimensional reduction of the full theory (3.2.100). The quantization, hence the linearisation
about a background solution and the gauge fixing, can be carried out as in the case of N = 1
supersmmetry, since there is no new contribution containing only the gauge field.
We therefore perform the shift (3.4.1) and we also expand the other spinor, the scalar and the
auxiliary F about a vanishing background solution. The Lagrangian density can be then cast in
the form
LN=2hdSYM,Q2 = LA + Lψ + Lλ + Lφ + LD + LF (3.5.1)
where all the symbols have the usual meaning.
By R-symmetry the two spinors must enter symmetrically in the Lagrangian; since there is no
interaction quadratic in the spinors, their contribution is exactly the same and there is no new
mixing between them.
The general considerations for this model are quite similar to those of the N = 1 case. The only
comment that we will add here is that the auxiliary field F , now dynamical, has a ghost character,
and of course shares the same problems of the other auxiliary field D. As we did before, we will
apply (1.3.6) anyway, and therefore the computation of the beta function is equivalent to obtain
the coefficient
btot4 = b4(∆A) + 2b4(∆φ)− 4b4(∆ψ/λ)
+ b4(∆D) + 2b4(∆F )− 2b4(M0)− b4(H)
= btot4
∣∣
N=1
+ 2b4(∆φ)− 2b4(∆λ) + 2b4(∆F )
(3.5.2)
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where the factors 2 in front of the contributions of F and φ are due to their complex nature.
The only heat kernel coefficients that we have to compute in order to ‘complete’ the N = 1
result (3.4.4) are those of the scalar field φ and of the auxiliary field F . The Lagrangian density
for them is quite simple, at least at the linearised level, and the operators are simply
∆φ = ∇4 +m2∇2, ∆F = −∇2 +m2, (3.5.3)
whose Seeley-deWitt b4 coefficients are
b4(∆φ) = −1
6
C2F
a
µνF
a
µν +
1
2
m4dad, (3.5.4)
b4(∆F ) = − 1
12
C2F
a
µνF
a
µν +
1
2
m4dad, . (3.5.5)
Putting together the different contributions, we get for the total coefficient (3.5.2)
btot4
∣∣
N=2
= −41
6
C2F
a
µνF
a
µν (3.5.6)
yielding upon renormalization to the running of g described by the β function (1.3.6)
βN=2 =
g3
32pi2
· 41
3
C2. (3.5.7)
The β function in this case is bigger than the unextended N = 1 case, and it is again positive,
corresponding to the presence of a UV Landau pole. Also for the N = 2 supersymmetric case,
there is no contribution proportional to m4; this is due to the vanishing of such coefficient in the
N = 1 case and for the scalar multiplet separately.
3.6 Higher-derivative N = 4 super-Yang-Mills in d = 4
In terms of N = 1 supermultiplets, we have the vector multiplet and three scalar multiplets. All
fields with the same spin must enter completely symmetrically in the component field Lagrangian,
therefore we can gain some information relevant for the new fields to be introduced by looking at
the N = 2 model, at least considering the Lagrangian expanded up to quadratic fluctuations.
Our construction of the Lagrangian will be guided by symmetry principles and by the fact that
truncating two chiral multiplets out we have to recover the Lagrangian density for the N = 2 case
(3.5.1).
Since there is no interaction term between the spinors in the N = 2 supersymmetric case, no
new term can therefore arise even in N = 4. Similarly, for the complex fields, interactions among
the scalar fields are of higher order, and interactions with the gauge field like FµνFµνφiφj would
imply a contribution with the structure FµνFµνφ
2 in the N = 2 Lagrangian density. We notice
that such term is absent is not the case, and this is not accidental: It is not possible since it would
require a term at least cubic in the field strength in the Lagrangian in d = 6, as explained in
Section 3.1.
Following this line of thought, in order to compute this contribution we have just to repeat the
computation for the N = 2 case considering four times the contribution of fermionic fields and
three times the scalar and auxiliary fields.
Modulo the problem connected to the ghost nature of the auxiliary fields, we can apply (1.4.14)
and obtain the Seeley-deWitt coefficient
btot4
∣∣
N=4
= b4(∆A) + 6b4(∆φ)− 4b4(∆ψ/λ)
+ b4(∆D) + 6b4(∆F )− 2b4(M0)− b4(H)
= btot4
∣∣
N=2
+ 4b4(∆φ)− 4b4(∆λ) + 4b4(∆F )
(3.6.1)
and the result is
btot4
∣∣
N=4
= −17C2F aµνF aµν . (3.6.2)
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The divergence can as usual be reabsorbed renormalising the coupling constant g, whose flow
is regulated by the β function
β(g) =
g3µ
16pi2
34C2, (3.6.3)
is even bigger than the N = 2 case, so that the coupling g grows much faster with the scale than
in the previously considered cases.
Also in this case, for what we said in the N = 2 case, there is no contribution from m4.
3.7 Concluding remarks
In this Chapter we managed to formulate, at least to a linearised level, the N = 1, 2 and 4
supersymmetric extension of the higher derivative Yang-Mills theory (2.1.1). We evaluated the β
functions of the theories, obtaining
βN=1 =
g3
16pi2
7
4
C2, βN=2 =
g3
16pi2
41
3
C2, βN=4 =
g3
16pi2
34C2. (3.7.1)
Comparing with the result for the non-supersymemtric case, that is
βhdYM = − g
3
16pi2
43
6
C2, (3.7.2)
we see that already in the N = 1 case the asymptotic freedom is broken, and the theories are
not ultraviolet complete any more, but, at least according to this one loop analysis, the coupling
increases and diverges in a so-called Landau pole. This is the same behaviour observed in QED (see
e.g. [41]). The extended supersymmetry models give an even faster running for the coupling g, so
that the Landau point is expected to be at lower energy. In the usual-derivative supersymmetric
theories, as computed in Section 1.5, the β functions never turn positive; moreover, none of the
considered theories maintains the conformal symmetry at the quantum level, while this happens
for N = 4 super-Yang-Mills.
Another feature that we pointed out during the analysis, is that in all the supersymmetric
invariant Lagrangians there is not contribution to the cosmological constant, that is all diver-
gences are reabsorbed renormalising the coupling, while in the case of Yang-Mills field only, such
a contribution is present.
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Conclusion
In this work we studied the one-loop renormalization properties of a Yang-Mills theory whose
quadratic term in the Lagrangian contains, besides the conventional kinetic term, also an extra
quadratic operator weighted with a coefficient with negative mass dimension. We also consid-
ered another dimension-six interaction cubic in the field strength weighted with a dimensionless
parameter, and then we extended the theory to make it supersymmetric.
We first gave a rapid review of the path integral formalism, presenting the method of background
field quantization to compute one-loop effective actions. In order to evaluate of the divergence in
the effective action, the heat kernel technique was also introduced.
We then analysed the basic aspects of the theory, in particular considering its renormalization
properties. This theory turned out to be renormalizable, since the extra derivatives present in
the Lagrangian density induce another factor of squared momentum in the propagator, improving
the ultraviolet properties of the theory. We computed the one-loop effective action, thus deriving
the necessary renormalization of the gauge coupling and the β function. We showed that the
β function is a quadratic function of the parameter weighting the cubic contribution, and can
acquire either sign, or even vanish. Our computation corrects a mistake of an earlier work in the
literature, confirming other computations with a diagrammatic approach. We also considered the
coupling with this kind of higher derivative matter fields, including their contribution in the β
function, confirming some literature results. We observed that such a model solves the hierarchy
problem because the mass of the scalar does not get quadratic corrections on the cut-off. The
alternative formulation of higher derivative theories in terms of usual-derivative ones was also
discussed, showing that one ghost field appears.
The supersymmetric generalization of the theory presents some technical difficulties, that can
be partially overcame in formulating it in six spacetime dimensions and then performing a trivial
dimensional reduction. Six dimensional spacetime seems to be more a more natural framework
in which to formulate this kind of higher derivative theories, as the coupling is dimensionless and
the component field expression of the Lagrangian is much simpler than the four dimensional ones.
This allowed us to get the N = 1 and N = 2 supersymmetric extension of the original theory.
We also managed to gain enough information to reconstruct, at least at the linearised level, the
N = 4 supersymmetric model. The supersymmetric case is much different from those previously
considered. To begin with, supersymmetry prohibits the presence of the contribution cubic in the
field strength; then, the matter field contribution is such that the theory has a positive β function,
growing with the number of supersymmetries.
To conclude with, higher derivative theories are interesting from many points of view and they
arise in many different contexts. Even though they suffer of some inconsistencies and ambiguities,
and it is unlikely that the theories we studied actually are a fundamental theory, they may serve
as a toy model for them and might as well describe the low energy behaviour of some fundamental
theory. Surely this is enough to motivate further studies in this area, and in particularly much
work is to be done in understanding the connection between supersymmetry and higher-derivative
theories. For example, it would be interesting to study in greater detail how the supermultiplet
structure relates with the higher derivative operators; also, the relation between supersymme-
try breaking mechanisms and the presence of extra derivatives should be understood with more
attention.
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Appendix A
Notation
For definiteness of the functional integral we consider the Wick-rotated space with metric therefore
δµν = 14 = diag(+ + ++) . However, as we mentioned in the introduction, the Wick rotation
is ill-defines for the higher derivative theories we study in this work. Such problems are not of
interest for this thesis and this operation might be thought as a formal operation done to the theory
defined in Minkovsky spacetime with metric ηµν = diag(−+ ++) to slightly simplify the notation.
The formal differences between the two treatments is an overall sign in the Lagrangian density and
factors of i in the path integral formulation. Einstein’s index convention applies otherwise stated.
Our notation for spinors and supersymmetry is basically that of [53].
Considering gauge theories, the symmetry group will generically be indicated with G and
assumed to be a compact Lie group. Its structure constants are
[T a, T b] = fambTm, (A.0.1)
where T a are a set of generators of any representation. The generators ta of the fundamental
representation are normalized so so that
tr tatb = −δab/2; (A.0.2)
those of the adjoint representation have components (Tmad)
ab = famb. The normalization of any
representation R are normalized such that
trT aRT
b
R = −CRδab (A.0.3)
defining the Casimir invariants CR. In a given representation R we will therefore have
trFµνFµν = −CRF aµνF aµν . (A.0.4)
The Casimir element for the adjoint representation C2 can be expressed in terms of the structure
constants as
fmnafmnb = C2δ
ab. (A.0.5)
We assume Einstein’s convention to hold also for gauge indices.
The gauge field Aµ induces in the minimal coupling prescription the covariant derivative
∇µ = ∂µ +Aµ (A.0.6)
and the field strength tensor reads
Fµν = [∇µ,∇ν ] = ∂µAν − ∂νAµ + [Aµ, Aν ]. (A.0.7)
The field strength tensor satisfy the Bianchi’s identity
∇[µFνρ] = 0 (A.0.8)
that can be used to prove the relation
2 (∇µFµν)2 = (∇µFνρ)2 + Fµν [Fνρ, Fρµ] . (A.0.9)
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We will also employ natural units in which the speed of light c and Planck’s constant ~ are
taken to 1. All quantities will then be measured in units of mass. The only exception is the first
chapter, where Planck’s constant is used as a formal parameter to study loop-expansions.
The trace over gauge indices is tr; t˜r is that on spinor indices and Tr indicates the trace over
all indices after the symbol.
A.1 Spinors in d = 4
We use here two-component Weyl spinors ψα. The conjugate spinor is ψ¯α˙ := (ψα)∗ where ∗ denotes
complex conjugation.
The antisymmetric tensors are
ε21 = ε12 = +1, ε
2˙1˙ = ε1˙2˙ = +1
which moreover they satisfy
εαβε
βγ = δγα, εα˙β˙ε
β˙γ˙ = δγα.
Sigma matrices read
σµ
αβ˙
= (1, σi)αβ˙ , σ¯
µ α˙β = (1,−σi)α˙β = εα˙β˙εβασµ
αβ˙
(A.1.1)
Lorentz generators of the spinor representation are
σµν βα = σ
[µσ¯ν]
β
α =
1
2
(σµσ¯ν − σν σ¯µ) βα ,
σ¯µν α˙
β˙
= σ¯[µσν]
α˙
β˙ =
1
2
(σ¯µσν − σ¯νσµ)α˙β˙ .
(A.1.2)
The conventions for contracting spinor indices are
ψχ = ψαχα, ψ¯χ¯ = ψ¯α˙χ¯
α˙. (A.1.3)
A.1.1 Identities
For a comprehensive treatment of the two-component spinor notation we found [11] very useful.
In our notation, we recall that the following identities hold.
t˜rσµσ¯ν = t˜r σ¯µσν = −2ηµν (A.1.4)
(σµν) βα = εατε
βκ(σµν) τκ (A.1.5)
σµαα˙σ¯
β˙β
µ = −2δβαδβ˙α˙ (A.1.6)
σµ αα˙σββ˙µ = −2εαβεα˙β˙ (A.1.7)
σ¯µ α˙ασ¯β˙βµ = −2εαβεα˙β˙ (A.1.8)
[σ(µσ¯ν)] βα = −ηµνδβα (A.1.9)
[σ¯(µσν)]α˙
β˙
= −ηµνδα˙
β˙
(A.1.10)
t˜rσµνστκ = −4 (ηµτηνκ − ηµκητν − iεµντκ) (A.1.11)
t˜r σ¯µν σ¯τκ = −4 (ηµτηνκ − ηµκητν + iεµντκ) (A.1.12)
In particular that the last two identities imply
TrFµνFτκσ
µνστκ = trFµνFτκ t˜rσ
µνστκ = −4 trFµνFµν (A.1.13)
and
TrFµνFτκσ¯
µν σ¯τκ = trFµνFτκ t˜r σ¯
µν σ¯τκ = −4 trFµνFµν . (A.1.14)
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A.2 Supersymmetry in d = 4
The Poincare´ algebra, consisting of generators of translations Pµ and Lorentz transformations Mµν
reads
[Mµν ,Mρσ] = −iηµρMνσ − iηνσMµρ + iηµσMνρ + iηνρMµσ (A.2.1)
[Mµν , Pρ] = −iηρµPν + iηρνPµ. (A.2.2)
The supersymmetric extension, in the cases of vanishing central charge, is
[Mµν , Q
i
α] = iσ
β
µν α Q
i
β (A.2.3)
[Mµν , Q¯
α˙
i ] = iσ¯
α˙
µν β˙
Q¯β˙i (A.2.4)
{Qiα, Q¯jβ˙} = 2σµαβ˙Pµδ
i
j , (A.2.5)
where Qiα are the supercharges, with i being the R-symmetry index and α the spinor index;
(Qiα)
† = Q¯iα˙.
The covariant derivatives read
Dαi = ∂
∂θαi
+ iσµαα˙θ¯
α˙
i
∂
∂xµ
, D¯iα˙ = −
∂
∂θ¯α˙i
− iθαiσµαα˙
∂
∂xµ
; (A.2.6)
they commute with the generators Q, Q¯ and satisfy the algebra
{Dαi, D¯iα˙} = −2δji σµαα˙ ∂µ. (A.2.7)
The N = 1 relevant supermultiplets are the chiral and the gauge one. For the latter, the degrees
of freedom can be collected into the gauge superfield
V (x, θ, θ¯) = −θσµθ¯Aµ(x) + i(θθθ¯λ¯(x)− θ¯θ¯θλ(x)) + 1
2
θθθ¯θ¯D(x) (A.2.8)
that can be used to define the superfield strength
Wα = −1
4
D¯D¯ (e−VDαeV ) . (A.2.9)
The action can then be written as
SN=1SYM =
1
2
∫
d4x d2θ tr[WW + h.c.] =
∫
d4x LN=1SYM (A.2.10)
LN=1SYM = tr
[
1
2
FµνF
µν + 2iλ¯σ¯µ∇µλ−D2
]
(A.2.11)
with Fµν = [∇µ,∇ν ], ∇µ being in the adjoint representation. We also recall that the Wick-rotated
Lagrangian, with a suitable rescaling of the fields, can be written as
LN=1SYM = −
1
g2
tr
[
1
2
FµνF
µν + 2iλ¯σ¯µ∇µλ−D2
]
(A.2.12)
In the Abelian case the superfield strength reads
Wα = −1
4
D¯D¯DαV (A.2.13)
and the Lagrangian for super-Maxwell theory is
LN=1sM = −
1
4
FµνF
µν − iλ¯σ¯µ∂µλ+ 1
2
D2 (A.2.14)
with Fµν = ∂µAν − ∂νAµ.
The gauge theory with extended supersymmetry can be realised by adding to (A.2.10) one or
three N = 1 chiral multiplets in the adjoint representations of the gauge group, with the correct
coefficients in order to have the required R-symmetry between spinors and scalars.
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Some technical computations
B.1 Linearised Lagrangian for the gauge field
Here we derive the expansions (2.2.3) and (2.2.4). We are looking for an operator of the form
(1.4.33), so we will ignore total derivatives and N -like terms, that as discussed will not contribute
to the divergence.
B.1.1 Expansion of the terms in the Lagrangian
Let us start with the first higher-derivative contribution tr(∇µFµβ)2. We start substituting the
expansions (1.5.3) and (1.5.4) ad expand the square
(∇µFµβ)2 →
[
(∇µ + [Aµ,#])
(
Fµβ + 2∇[µAβ] + [Aµ, Aβ ]
)]2
' ([Aµ, Fµβ ])2 +
(
2∇µ∇[µAβ]
)2
+ 4[Fµβ , Aµ]∇α∇[αAβ]
+ 2 (∇µFµβ)∇α ([Aα, Aβ ]) + 4 (∇µFµβ) [Acα,∇[αAβ]].
Consider the two terms in the last line. The first one can be rewritten symbolically as A · (∇(#)) ·
A+total derivate, hence it would only contribute to U with a total derivative; similarly, the second
one contributes to N . We therefore drop these terms from now on.
Taking the trace we can then write(∇µF aαβ)2 → (fabcF bµβAcµ)2 + 4 (∇2Aaβ −∇µ∇βAaµ)2 + 4fabcAcµF bµβ (∇α∇[αAaβ])
' (FµβAµ)2 + 4
(∇2Aβ −∇µ∇βAµ)2 + 4Aµ · Fµβ(∇α∇[αAβ]). (B.1.1)
where in the second step we have written the fields in the adjoint representation. The first and
third terms are immediately rewritten as
(FµβAµ)
2
= Aα · FαµFµβAβ
and
4Aµ · Fµβ∇α∇[αAaβ] = 2Aα · Fαβ∇2Aβ − 2Aα · Fαµ∇β∇µAβ ,
= 2Aα · Fαβ∇2Aβ − 2Aα · Fαν∇ν∇µAµ − 2Aα · FαµFβµAβ ,
where we used ∇β∇µ = ∇µ∇β + Fβµ. Now we focus on the middle term, that needs some
rearrangement. First we expand the square and we get, up to total derivatives,(∇2Aβ −∇µ∇βAµ)2 = Aβ · ∇4Aβ − 2Aβ · ∇2∇µ∇βAµ + (∇µ∇βAµ) · (∇ν∇βAν)
and then we employ the following two relations, that can be proved with this kind of techniques,
Aβ · ∇2∇µ∇βAµ = Aα · Fβα∇2Aβ − (∇µAµ) · ∇2(∇νAν) + 2Aα · Fµα∇µ∇βAβ , (B.1.2)
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(∇µ∇βAµ) · (∇ν∇βAν) = −(∇µAµ) · ∇2(∇νAν) + 2Aα · Fµα∇µ∇βAβ +Aα · FαµFµβAβ ;
(B.1.3)
substituting them back in (B.1.1) (and remembering the extra factor −2 for (B.1.2)), we finally
get (∇µF aµβ)2 → Aα·δαβ∇4Aβ + (∇µAµ) · ∇2(∇νAν)
+ 4Aα · Fαβ∇2Aβ + 4Aα · FαµFµβAβ .
(B.1.4)
that is (2.2.3).
We now consider the second higher-derivative term in the Lagrangian density (2.1.1), that is the
term cubic in the gauge field strength. Before writing the components explicitly, it is convenient
to exploit the antisymmetry of Fµν and the cyclicity of the trace to get
trFµν [Fµλ, Fν,λ] = 2 trFµνFνλFλµ. (B.1.5)
Computing expansion (1.5.4), it is not difficult to take the contribution to the one-loop effective
action. Indeed we have two kind of terms: one of the form ∼ F F [A,A] and the other with the
structure ∼ trF ∇A ∇A. The first one can be cast in the form
trFµνFνλ[Aλ, Aµ] =
1
2
tr[Fµν , Fνλ][Aλ, Aµ]
=
1
2
Amλ
(
F aµνF
b
νλf
abcfmnc
)
Anµ;
(B.1.6)
this contributes to U , but it is traceless (with respect to the gauge indices, i.e. contracting n and
m). We can therefore ignore this contribution.
The second contribution reads
trFµν [Fµλ, Fν,λ]→ 2 tr 12Fµν∇[νAλ]∇[λAµ]
= tr 12Fµν
[∇[νAλ],∇[λAµ]] (B.1.7)
where in the equality we used the antisymmetry of Fµν .
Computing the traces in (B.1.7), we then obtain
fabcF aµνF
b
µλF
c
νλ → 12fabcF bµν∇[µAaλ]∇[λAcν]. (B.1.8)
Expanding the antisymmetrizations of the second term, (B.1.7) reads
fabcF aµνF
b
µλF
c
νλ → 6F abµβ(∇µAα)a(∇αAβ)b
− 3F abµνδαβ(∇µAα)a(∇νAβ)b − 3F abαβ(∇λAα)a(∇λAβ)b
where we have also written the fields explicitly in the adjoint representation.
Up to total derivatives and contributions from irrelevant terms, the previous expression becomes
fabcF aµνF
b
µλF
c
νλ → Aaα [3Fµνδαβ + 3Fαβδµν − 6Fµβδαν ]ab∇µ∇νAbβ . (B.1.9)
that is indeed in agreement with (2.2.4).
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