As part of the operation of an Expert System, a An Expert System (ES) is a problem-solving computer system that incorporates enough knowledge in some specialized problem domain to reach a level of performance comparable to that of a human expert.
. 0 INTRODUCTION
Decision Support Systems (DSS) require the simultaneous management of data, models, and dialogues [Sprague and Carlson 19821. DSS research has placed particular emphasis on providing consistent user views of models and data [ Bonczek et a1 1982 1, and on supporting -access to databases by decision models [Donovan 19761 . The emergence of practically usable Artificial Intelligence (AI) techniques over the last few years impacts these problems in at least two ways. On one hand, the interaction between DSS components, and between DSS and user can be handled more smoothly using A1 methods for model management [Bonczek et a1 1983; Elam and Henderson 19831 and user interfaces [Blanning 19831 . On the other hand, the addition of knowledge-based decision models, in particular expert systems, to the model base of a DSS presents new challenges for DSS implementation. It is this latter problem that is the focus of this paper.
An Expert System (ES) is a problem-solving computer system that incorporates enough knowledge in some specialized problem domain to reach a level of performance comparable to that of a human expert.
Expert Systems differ from exact or heuristic optimization procedures, as used in conventional DSS, in that they mostly base their recommendations on informal and qualitative decision rules acquired from a human expert, rather than on a complete mathematical formalization of a decision problem [Clifford et a1 19831. In the heart of an ES lies the program that wreasonsw and makes deductions, the inference engine. To reason, both general knowledge (rules), e.g. if a person works for a company then he/she gets employee benefits, and specific declarative knowledge (data), e .go John works for NYU, is needed. The knowledge is usually represented in such formalisms as frames [Minsky 19751 , conceptual dependency graphs [Schank 19751 , production rules [waterman and Hayes-Roth 1979 I , semantic networks [ Brachman 19791 , or in standard first-order logic.
Many of these formalisms can represent both general and specific knowledge.
Current Expert Systems differ in sophistication, conceptual complexity, and computational complexity; for instance, the knowledge base may or may not include such concepts as causality, intent, physical principles, and simple empirical associations.
A scenario for consulting an ES using production rules for knowledge representation starts with a presentation of a goal or desired conclusion. The inference engine chains through (forward or backward) a set of production rules to link the conclusion with the assumptions, or known nfactsfl. The system's conclusion is then presented to the user, who can ask for an explanation of the Ifchain of reasoning" used to arrive to the given result.
This paper is primarily concerned with the organization and access of simple declarative knowledge in the knowledge base of ESs.
To organize these data, two dimensions are considered: variety and population. For instance, in a logic-based representation, "variety1' refers to the number of different predicates required, and tlpopulationft to the number of instances of these predicates.
In early ESs, which are mostly prototypes and are characterized by a large variety and a small population of specific knowledge, the inefficiency of data handling is not a critical issue. Therefore, with very few exceptions, little attention has been given in ES design to the handling of very large populations. The mechanism to retrieve the specific facts does not reach the sophistication and performance of database management systems (DBMS), systems that deal effectively with large volumes of data [Date 19821 ,
This paper investigates the technical issues of enhancing Expert
Systems with database management facilities, The motivation for such enhancements is provided by the rapid advent of ES and the increasingly promising impact that they will have in the business applications sector -an environment that often implies the presence of large databases, usually under the control of a DBMS.
In Section 2, four database access strategies are identified and developed in stages. Tools developed at an earlier stage are often necessary in each subsequent stage. The framework is illustrated with the use of first-order logic and relational database management. In particular, the logic programming language Prolog [Clocksin and Mellish 1981 1 is presented in Section 3, and its uses as a programming language, a relational database system, and an ES deductive component, are outlined. The my Prolog fits into the proposed framework of access strategies is the topic of Sections 4 and 5 . The last section presents a summary and some problems for further research.
DATABASE ACCESS STRATEGIES BY EXPERT SYSTEMS
Tuo general architectures are envisioned for the combination of the deductive and the database access components of an expert system.
These two components can either be integrated into one system (the I   --->  --->  --->  --->  --->  --- On t h e simplest l e v e l , t h e whole population ofL s p e c i f i c d e c l a r a t i v e knowledge can be represented d i r e c t l y i n t h e knowledge base formalism provided by t h e Expert System. Mechanisms such as semantic networks and frames, d a t a s t r u c t u r e s where a l l knowledge about a n o b j e c t is c o l l e c t e d t o g e t h e r , are commonly used i n ESs. The first strategy in the manipulation of these data structures is based on the assumption that during the ES operation they reside in main storage. This simplifies the development of access routines, but presents an obvious limitation on the size of the declarative knowledge population. Conceptually t h e simplest s o l u t i o n t o the problem of using e x i s t i n g databases managed by an external DBMS is t o e x t r a c t a snapshot o f the required d a t a from the DBMS when t h e ES begins t o work on a set of r e l a t e d problems. This portion of t h e database is stored i n the i n t e r n a l database of the ES as described i n t h e previous section.
For t h i s scenario t o work, the following mechanisms are required :
1. Link t o a DBMS with unload f a c i l i t i e s ;
2. Automatic generation of an ES database from t h e extracted database ;
3. An "intelligencew mechanism t o know i n advance which portion of the database is required f o r extraction.
Such a s t r a t e g y presents s e v e r a l p r a c t i c a l advantages and could be used i n combination with any of the two previous access s t r a t e g i e s .
However, loose coupling is not s u i t a b l e i f the p o r t i o n o f t h e database t o be extracted is not known i n advance. This refers t o t h e t h i r d of t h e required mechanisms which is c l e a r l y t h e hardest t o automate.
When t h i s mechanism is n o t automated, the d e c i s i o n s have t o be made l l s t a t i c a l l y w w i t h human intervention. Furthermore, l o o s e coupling is i n e f f i c i e n t when d i f f e r e n t portions of t h e database are needed f o r t h e Expert System a t d i f f e r e n t times. This leads t o t h e need f o r t h e f i n a l stage: t i g h t coupling of the ES with a DBMS. means A is an a s s e r t i o n P C -Q & R & S . means Q and R and S imply P A c l a u s e has both a d e c l a r a t i v e and a procedural i n t e r p r e t a t i o n . To s a t i s f y P first s a t i s f y Q and R and S. 
d e p t h -f i r s t search with backtracking on t h e s e graphs, and uses t h e u n i f i c a t i o n process based on t h e r e s o l u t i o n p r i n c i p l e [Robinson 1965 I.
A s a n example of a Prolog program, consider t h e appending o f two lists t o form a t h i r d . I n t h i s Prolog system n o t a t i o n , p r e d i c a t e names are i n upper-case, v a r i a b l e s are i n lower-case, c h a r a c t e r s t r i n g s t h a t start with upper-case denote denote c o n s t a n t v a l u e s ,
brackets enclose lists, [ I is t h e empty list, and t h e o p e r a t o r

I "
s e p a r a t e s the first element o f t h e list from t h e rest. [Kowalski 198 1 1 shows that, under certain conditions, this distinction is irrelevant. In particular, it can be shown that all queries in first-order logic evaluate to the same value whether the relational database is interpreted as a structure or as a logic database, provided that:
1. There are finitely many variable-free atoms;
2. The database is described by Horn clauses;
3.
The axioms of equality and domain closure are present; and,
4.
Negation is interpreted as finite failure.
Relational databases can therefore be represented directly in An instance of the database would be represented in Prolog as:
In addition to database representation, Prolog can be used directly as a database query language.
Each query may have the format [Kowalski 1981 1 : These examples can be used t o i l l u s t r a t e both t h e query c a p a b i l i t i e s of the Prolog formalism, and the powerful mechanism f o r "generalized" views. Such views d i f f e r from t h e t r a d i t i o n a l DBMS views i n t h a t with t h e use of v a r i a b l e s they can accept parameters.
I n essence, views allow f o r a f l e x i b l e d a t a representation.
[Kowalski 19811 a l s o details t h e use of Prolog f o r i n t e g r i t y c o n s t r a i n t s , database updates and h i s t o r i c a l databases.
Prolog And Expert Systems
-A knowledge base can be represented i n f i r s t -o r d e r l o g i c i f t h e formulas are s u i t a b l y interpreted. Therefore, Prolog may be used f o r t h e knowledge representation. Furthermore, Prolog has t h e advantage t h a t i t already has a very powerful inference engine i n place (automatic theorem prover). The u n i f i c a t i o n algorithm used i n Prolog is more general than a simple p a t t e r n matching algorithm (common i n product ion rule-based s y s terns [Nau 1983 ] ) .
A s an i l l u s t r a t i o n , a small "toyw Expert System i n Prolog is presented. The area of i n t e r e s t is t h e well-known world of s u p p l i e r s , parts, and supplies. I n t h i s simple example, the "expertw is supposed t o recommend where t o order by applying t h e following r u l e s :
1. Order only from s u p p l i e r s who have supplied the same p a r t and a l l its subparts before. 
Display a l l possible choices within t h e noptimalw category.
A Prolog expert f o r t h i s Job would obviously need a representation both o f t h e above r u l e s and of t h e data they require, such as location and previous supply f o r each part, and t h e c l a s s i f i c a t i o n o f locations i n t o northern and southern Europe. A sketch of a possible Prolog knowledge base follows.
F i r s t , the database of s p e c i f i c f a c t s is presented. It is noted t h a t only binary o r unary r e l a t i o n s are used i n t h i s example, but t h i s is not l i m i t i n g i n t h a t t h e r e is a simple way t o move between binary
representations and ternary representations [Kowalski 19791 .
/* Simple d e c l a r a t i v e f a c t s (database) */
PART(NuT) .
PART(W1DGET). PART(GIZM0). PART(SCREW), PART( GADGET). PART(TH1NGUM). PART(SUPERTHINGUM).
SUBPART(NUT, WIDGET). SUBPART(SCREW, GADGET). SUBPART(GADGET, GIZMO). SUBPART(THINGUM, SUPERTHINGUM). HAS SUPPLIED(SMITH, NUT). HAS-SUPPLIED( SMITH, WIDGET). HASSUPPLIED(SMITH, GIZMO).
HASSUPPLIED(SMITH , THINGUM)
.
HAS-SUPPLI ED ( JONES, SCREW ) .
HASSUPPL I ED ( JONES, rwr ) .
HAS-SUPPLIED ( JONES, w I D G~ ) .
HAS-SUPPLIED ( JONES, GADGET 1. 
HAS-SUPPLIED( JONES , GIZMO ) .
H A S S W P L IED( JONES, SUPERTHINGUM
LIVES(SMITH, ROME). LIVES(JONES, L0NIX)N). LIVES(BRAND, OSLO). NORTH(LOND0N). NORTH(OSL0).
SOUTH ( ROME ) .
SOUTH( ATHENS) ,
Second, the part of the knowledge base containing the general rules is presented. GOOD -AND CHEAP(supplier,part) c-
any -part).
NORTHEUROPEAN(supp1ier) c-LIVES(supplier, city), NORTH(city).
SOUTH-EUROPEAN(supp1ier) c-LIVES(supplier, city), SOUTH(city).
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To i l l u s t r a t e the use of t h e above simple Expert System, some examples are given below. I t is noted t h a t the user places a goal ( d e s i r e d conclusion) a t t h e n l ?-" prompt and t h e system r e t u r n s with a %ow answer if the goal can not be proven, and with an assignment of ( a ) Large Databases
Executing Prolog programs i n the manner described above r e q u i r e s t h a t t h e a s s e r t i o n s representing t h e database ( i n s t a n t i a t e d p r e d i c a t e s ) be i n main storage. Even when the database can f i t i n main s t o r a g e , and
Center 
where m=n-k, and (xi1 ,xi2,. . . ,xim)^ denotes the existential quantification of these variables.
As a specific example, the projection of a relation R on scheme The user (typically the ES) has a choice between set-oriented and Loose coupling can e a s i l y be implemented using Prolog and a r e l a t i o n a l DBMS, under the assumption that a generalized f a c i l i t y as described above e x i s t s . A portion of the external database is loaded off-line (before the s t a r t of the E x p e r t System session). A superset of the data required by the ES can actually be extracted, but the strategy may prove infeasible i f the superset is too large or not known i n advance (too many parameters). 
Tight Coupling
Page 24 such a coupling system requires dynamic decision-making about t h e l o c a t i o n o f t h e d a t a needed t o s o l v e the c u r r e n t problem, and an
e f f e c t i v e s t r a t e g y f o r managing i n t e r n a l storage.
The b a s i c scenario f o r t i g h t l y coupling a Prolog-based ES with a n e x i s t i n g r e l a t i o n a l DBMS is as follows. The user consults t h e ES with a problem t o be solved o r a decision t o be made; t y p i c a l l y t h i s w i l l be expressed i n some s o r t of user-friendly language i n t e r f a c e , but f o r our purposes we can assume t h a t i t is expressed d i r e c t l y as a Prolog predicate.
Rather than evaluate t h i s user request d i r e c t l y , i n a
tightly-coupled framework the predicate would be massaged ( c f .
nREFLECT," Sect.
5.2.3) i n t o a s l i g h t l y modified form whose
evaluation can be delayed while various transformations are performed upon it. This process is analogous t o a "pre-processing" s t a g e i n language t r a n s l a t i o n . The a l t e r e d predicate is then wmeta-evaluatedw
(5.2*3)
This involves analyzing t h e request i n its Prolog formulation and dynamically determining whatever DBMS q u e r i e s are required at t h a t s t a t e 9 the ES execution f o r obtaining t h e solution.
In our case, t h i s involves formulating t h e q u e r i e s i n t h e r e l a t i o n a l language SQL [Astrahan et a1 19761, performing c e r t a i n optimizations upon the o r i g i n a l SQL queries s o generated, i s s u i n g t h e SQL q u e r i e s t o t h e DBMS along a communication channel, receiving t h e r e s u l t of t h e
query from t h e DBMS along t h i s same channel, and re-formulating t h a t r e s u l t within t h e i n t e r n a l database s t r u c t u r e o f the ES. A t t h a t point, the wmeta-evaluationw of t h e u s e r ' s request is completed, and the Prolog inference engine can evaluate t h e r e q u e s t with t h e required data i n its working memory. 
are d i r e c t e d t o t h e e x t e r n a l DBMS), and t h e d e f i n i t i o n of t h e Prolog clause:
SECOND -LEVEL-SUBPART(subpno,pno) c-SUBPART(subpno,pnol) (1
SUBPART(pno1,pno).
where it is assumed t h a t "SUBPARTw is a s t o r e d r e l a t i o n f o r d i r e c t ( f i r s t -l e v e l ) sub-relationships between p a r t s .
I n e v a l u a t i n g t h i s goal, Prolog w i l l call t h e l e f t m o s t WSUBPARTfl ( r e d i r e c t e d t o t h e DBMS as an attempt t o e v a l u a t e i t ) f o r a database
t u p l e . subpno and pnol w i l l be i n s t a n t i a t e d t o some c o n s t a n t values.
Then Prolog w i l l call t h e rightmost "SUBPARTw with pnol a l r e a d y i n s t a n t i a t e d .
Such a lfollow-upt call w i l l be made f o r each s u c c e s s f u l i n s t a n t i a t i o n o f pno. Moreover, t h e process is repeated
f o r each t u p l e of subpart. If no second-level subpart e x i s t s i n t h e database, a l l t h e s e 'follow-up' g o a l s w i l l f a i l . Thus t h e minimum o f 2n+l number of database c a l l s is required, where n is t h e number o f t u p l e s .
(The e x t r a call is t h e unsuccessful attempt t o i n s t a n t i a t e t h e leftmost "SUBPART" when a l l t u p l e s have been looked a t ) . I f t h e r e are k second-level s u b p a r t s , then Zn+k+l database calls are needed.
This naive approach w i l l thus generate a p a r t i c u l a r l y i n e f f i c i e n t version of a "nested i t e r a t i o n N query e v a l u a t i o n algorithm and w i l l n o t make use of any query optimization procedures o f t h e DBMS. 
Much research e x i s t s on t h e i s s u e of recursion i n databases. An important d i s t i n g u i s h i n g c h a r a c t e r i s t i c is t h a t t h e depth o f r e c u r s i v e
calls t o databases f s usually r e l a t i v e l y shallow. For i n s t a n c e , considering again the example of subparts, recursion may only go t o a few l e v e l s deep before subsequent recursive calls r e s u l t i n "nullss answers (no tuples qualifying). This implies an immediate s t r a t e g y within t h e framework of language amalgamation discussed above: t o translate a recursive Prolog goal t o SQL, generate a series of calls that can be t r a n s l a t e d d i r e c t l y t o SQL, execute the SQL calls, and s t o p when recursion ends (SQL c a l l s r e t u r n n u l l r e s u l t
s ) . The major problem with t h i s s t r a t e g y is t h a t i t is not possible t o know i n
advance how many such goals must be generated ( t h e t r a n s l a t i o n t a k e s place i n t h e ES). Therefore, it is not f e a s i b l e t o j o i n t l y execute these SQL calls. In other terms, l i t t l e can be done f o r t h e t r a n s l a t i o n a t compile time, s i n c e the end of recursion can only be determined a t execution time.
Even under these r e s t r i c t i o n s , much optimization can be done within the proposed framework. For example, r e s u l t s ( t u p l e values) from i n i t i a l SQL calls are used f o r subsequent SQL calls. Other approaches ( e .g.
[Henschen and Naqvi 1982 1 ) handle recursion elegantly and i n a general way a t compile time using a method t h a t replaces recursion by i t e r a t i o n . Since Prolog has no i t e r a t i v e statements, and it was not desired t o use an embedded query language h e r e i t e r a t i o n can be expressed i n t h e h o s t language, t h i s method is i n f e a s i b l e i n t h e framework proposed here.
The Theoretical Basis For Language Amalgamation -
In order to be able to talk about a language L, the use of a meta-language ML is required. The amalgamation of an object language with its meta-language refers to the ability to move between the two languages whenever it appears more convenient or efficient to use one rather than the other.
Suppose that a goal G is to be proven from a set of assumptions ATHENS-SUPPLIER(sno,sname) <-SUPPLIER(sno,sname,status,ATHENS). is
where PR1 is the name of the program (group of "METAW instantiations).
Since the objective of this approach is to defer the evaluation of predicates which correspond to database relations, all such predicates are in a delayed evaluation form. In particular, these predicates are defined in Prolog as follows: using the non-evaluable binary predicate "DBCALLW. Other predicates whose evaluation depends on the database values (e.g. equal, not equal) are treated in the same way.
The implementation of the predicate nbETAEVALUATEH is described, together with examples of its use, in Appendix 2. Only a high-level description is given here.
Given a set of assumptions A and a set of goals G to be proven in the object language, prove the meta-Prolog predicate:
METAEVALUATE(assumptions, meta-goals, control, new-goals).
in the meta-language, where ffassumptionsft is the collection of the original assumptions A in the meta-language, and meta -goals is the meta-language name of the goals G. Control is a parameter which specifies either a bound in the proof of metaevaluate or an action to be taken later (e.g. optimization, translation to relational algebra or SQL). The result, new -goals, is a series of Prolog predicates in a deferred evaluation state (a series of DBCALLs and other non-evaluable predicates). where "GOOD -BET-SUPPLIER" is defined as: Since an instantiation of "GOOD -BET -SUPPLIERw would require database calls, "METAEVALUATEW as the subgoal immediately preceding it is used: The call w i l l be made t o t h e e x t e r n a l DBMS (program:
SQL-CALL) , and t h e answer w i l l be r e t r i e v e d from answer-location (program:
FORMAT-DATABASE) , F i n a l l y , a new i n t e r n a l database w i l l be generated with t h e description:
GOOD -BET -SUPPLIER(sno, pno)
After t h i s process, t h e next statements i n t h e Expert System clause can use "GOOD-BET-SUPPLIER1' i n t h e usual Prolog way. No a d d i t i o n a l e x t e r n a l database c a l l s are needed.
In essence, instead of c a l l i n g t h e DBMS each time a t u p l e is needed, a l l "qualifyingw t u p l e s are brought i n t o t h e i n t e r n a l database. I t should be noted t h a t t h e above s t r a t e g y is s i m i l a r t o t h e "query modif i c a t i o n w algorithm [Stonebraker 19751 used i n some commercial DBMSs f o r view processing. Possibly, t h e s i n g l e most important advantage i n using t h e theorem prover f o r query modification is t h a t t h e whole mechanism is i n t e g r a t e d smoothly and n a t u r a l l y i n t o an ES implementation as a generalized t o o l . 6.0 CONCLUDING REMARKS --FURTHER RESEARCH I n t h i s paper a number o f s t r a t e g i e s f o r e s t a b l i s h i n g a c o o p e r a t i v e communication between t h e deductive and d a t a components o f a n Expert System were outlined. I t was shown t h a t t h e spectrum o f p o s s i b l e mechanisms t o l i n k t h e s e two components is e f f e c t i v e l y a continuum from, a t one extreme, a s i n g l e logic-based system t h a t implements components, t o , a t t h e o t h e r extreme, two completely separate systems with a s t r o n g channel of communication.
A number of i n t e r e s t i n g research questions are r a i s e d by t h e spectrum o f possible mechanisms f o r coupling t h e s e two e s s e n t i a l components o f an Expert System. Among t h e questions examined are:
what is a general a r c h i t e c t u r e f o r t h e communication channel between t h e s e two components? how can t h e ES DBCALLs be t r a n s l a t e d i n t o t h e query language of the DBMS? when and how should t h e s e q u e r i e s be optimized? A research t o p i c under i n v e s t i g a t i o n is t h a t o f i n t e r n a l ES database space management. How does one manage t h e amount o f free space f o r s t o r i n g t h e r e s u l t s o f e x t e r n a l database calls? When space has t o be f r e e d , how is t h e decision reached and optimized as t o which p o r t i o n of t h e i n t e r n a l database need be d e l e t e d ? A longer range research question concerns t h e i n t e g r a t i o n o f t h e s e f o u r a c c e s s s t r a t e g i e s i n t o a s i n g l e , meta-expert system t h a t combines t h e e x p e r t i s e of t h e problem domain with e x p e r t i s e about t h e s e f o u r connection types. Given a p a r t i c u l a r type o f problem i n t h e domain o f t h e expert, t h i s meta-expert system would decide which type o f coupling is most appropriate. GOOD-BET-SUPPLIER( V-sno , GADGET ) 1 , 1 , newgoals ) . 
