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Abstract
Detecting the afterglows of double-neutron star merger events is a challenging task
because of the quick fading of the observed flux. In order to create an efficient
observing strategy for their observing method, it is crucial to know their intrinsic
rate. Unfortunately, the numerous models existing today predict this rate on a very
wide range. Our goal in this paper is to compare the different levels of approxi-
mations in order to determine their reliability. We find that there is a significant
discrepancy in the expected detection rate between the spherical and axisymmetri-
cal models (∼18 and ≲ 1 yr−1, respectively). In addition, choosing different models
for the input parameters (for example, redshift and time delay distribution) has also
a strong effect on the results.
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1 INTRODUCTION
The first joint discovery of the GW 170817 gravitational
wave source (Abbott et al. 2017a) and the GRB 170817A
(Abbott et al. 2017b) with its kilonova (KNe) afterglow
(Soares-Santos et al. 2017) was a major step in the era of mul-
timessenger astronomy. The detection of the multi-waveband
afterglow allowed detailed modeling of the kilonova physics,
so that the parameters shaping the resulting light curves could
be calculated.
Having an efficient observing strategy for a sky survey
program (e.g., Large Synoptic Survey Telescope (Ivezić et al.
2019)) can greatly enhance the probability to detect kilonova
afterglows. There are numerous works which give an estima-
tion for kilonova afterglow rates for the future sky surveys
(e.g., Cao et al. 2018; Chruslinska et al. 2018; Cowperthwaite
et al. 2019; Dominik et al. 2013; Eldridge et al. 2019; Jin et al.
2018; Kruckow et al. 2018; Mapelli & Giacobbo 2018; Pol
et al. 2019; Sadowski et al. 2008; Scolnic et al. 2018; Sun et al.
2015; Tan et al. 2018; Vigna-Gómez et al. 2018; Wollaeger
et al. 2018). When calculating these rates, one has to take into
account the short gamma-ray burst (sGRB) rate determined
from observations (e.g., Coward et al. 2012; Dietz 2011; Paul
2018; Petrillo et al. 2013; Ruffini et al. 2018; Sun et al. 2015;
Wanderman & Piran 2015; Yonetoku et al. 2014; Zhang &
Wang 2018) or from population synthesis methods (e.g., Bel-
czynski et al. 2016; Bogomazov et al. 2007; Chruslinska et al.
2018; Nakar et al. 2006; Saleem et al. 2018b; Ziosi et al.
2014). In addition, the particular afterglow model (e.g., com-
position and structure) employed in the study can significantly
affect the results.
In 1993, it was discovered by Kouveliotou et al. 1993
that GRBs, based on their duration, can be divided into
two groups: short- and long-duration bursts. The progeni-
tor objects of long GRBs were thought to be core collapse
supernovae (Woosley 1993). This idea was supported by the
observations: they typically occur in star forming regions
in their host galaxies (e.g., Bloom et al. 2002; Christensen
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et al. 2004), and in some cases type Ic supernovae have been
detected in the bursts' spectra (e.g., Galama et al. 1998; Hjorth
et al. 2003). The short bursts were associated with compact
object mergers (Eichler et al. 1989; Narayan et al. 1992). This
was supported by the observations of the Swift satellite: a
fraction of these bursts are located in elliptical galaxies (with
old stellar population), and they are less energetic on average
and occur at lower redshifts (Fox et al. 2005; Gehrels et al.
2005). Also, Balázs et al. (2003) applying statistical tests to
the observational data showed that the short and long GRBs
have intrinsically different high-energy properties. The link
between short GRBs and kilonovae was established by Li &
Paczyński (1998). They showed that the radioactive ejecta
from neutron star–neutron star/black hole merger can pro-
vide a source for powering transient events. Such an event,
initially called “mini-supernova,” is a distinctive signature
of compact binary mergers. The first direct evidence for the
kilonova–short GRB connection was presented by Tanvir
et al. (2013). They reported evidence for infrared emission
in excess of the afterglow radiation following the short GRB
130603B. They attributed this radiation to the accompanying
kilonova event. In another two cases (GRB 050709 and GRB
060614), a similar infrared emission was observed (Jin et al.
2015; Yang et al. 2015). Observational data also indicate the
presence of various subgroups of GRBs (e.g., Řípa et al. 2012;
Řípa & Mészáros 2016; Virgili et al. 2013). Based on these
results, we consider only short GRBs as progenitor objects of
kilonovae in this article.
Recent results (e.g., Addison et al. 2018; Riess et al. 2019)
suggest that the values of the Hubble constant calculated from
Ia type supernovae (SN) measurements and the ones derived
from the fluctuations in the cosmic microwave background
significantly differ at 4𝜎. This so-called Hubble tension raised
serious concerns about the validity of the widely accepted
ΛCDM model. We discuss the effect of this discrepancy, if
there is any, on the kilonova afterglow predictions we make
(Section 3.4). In this paper, if not stated otherwise, we adopt
the standard ΛCDM cosmological parameters H0 = 67.8 km
s−1 Mpc−1, ΩM = 0.308, ΩΛ = 0.692 (Planck Collaboration
et al. 2016).
Our aim in this work is to compare the merger rates calcu-
lated with spherical and axisymmetrical models. Moreover,
the effect of using different approximations for the input
parameters (e.g., redshift distribution) is investigated.
2 LIGHTCURVE SIMULATIONS
At the beginning of this section, we describe the kilonova
models we used to simulate afterglows (Section 2.1). After
that, the applied redshift distributions (Section 2.3) and binary
neutron star merger rates (Section 2.3) are briefly summa-
rized.
The afterglow samples were generated with the MOSFiT
Python code created by Guillochon et al. (2018). It is able to
simulate light curves of various transient optical events.
2.1 Kilonova models
Two different kilonova models were used in our calculations:
a spherical one created by Villar et al. (2017) (hereafter V17),
and an axisymmetrical one constructed by Perego et al. (2017)
(hereafter P17).
2.1.1 Spherical model
The simplest approximation when simulationg kilonova after-
glows is to assume that the ejecta have spherical structure.
Such a model, like the one created by Villar et al. (2017),
usually has two or three ejecta components:
1 “Blue” ejecta: A low opacity dynamical outflow (𝜅 ≈ 0.5
cm−2 g−1), concentrated to the polar regions, produced by
the shock from the collision between the merging neutron
stars.
2 “Purple” ejecta: A mass component with moderate (𝜅 ≈ 3
cm−2 g−1) opacity, originated from the accretion disk.
3 “Red” ejecta: A high opacity component (𝜅 ≈ 10
cm−2 g−1) due to the lanthanide-rich material.
The luminosity produced by the radioactive decay of for-
merly generated r-process nuclei is partially converted into
the observed flux. Fitting the light curve of the GW170817
event V17 suggests that it is adequately described with the
three component model. Thus, in our work, we simulate KNe
afterglows with the three ejecta model. The ranges for the
input parameters were taken from Della Valle et al. (2018).
2.1.2 Axisymmetrical model
In order to make the KNe afterglow model more realistic,
we implemented an axisymmetric ejecta structure created by
Perego et al. (2017) into the MOSFiT code. The difference
to the spherical model is that the mass and the opacity has a
specific angular distribution. Like the spherical model, it has
three ejecta components:
1 Dynamical (blue): The mass distribution can be approxi-
mated by F(𝜃) = sin2𝜃.
2 Wind (red): Most likely polar emission with uniform dis-
tribution in mass, F(𝜃)≈ const for 𝜃 ≲ 𝜃w ≈𝜋/3.
3 Secular (purple): Equatorial-dominated flow, F(𝜃) = sin2𝜃










𝐹 (𝜃) sin(𝜃)𝑑𝜃 (1)
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T A B L E 1 The allowed ranges for the kilonova (KNe) input
parameters
P17 V17 Ours
Parameter Range Range Range
mej, d/blue 0.05–5 0.5–2 0.5–5
mej, purple 0.05 ×Mdisk 1–5 0.001–4
mej, red <0.03×Mdisk 0.5–2 0.001–8
vrms, d 0.1–0.23 0.25 0.1–0.3
vrms, w 0.33–0.67 0.15 0.01–0.07
vrms, s 0.017–0.04 0.15 0.01–0.07
𝜅d 0.5–30 0.5 0.1–5
𝜅w 0.5–1 30 5–10
𝜅s 1–30 10 10–30
Note: The Mdisk indicates the mass of the disk produced by the massive
neutron star before collapsing into a black hole. It has a range of
10−2M⊙ <Mdisk < 10−1M⊙. The mass is in unit of 10−2M⊙, the speed is in c,
and the opacity is in cm−2 g−1.
Two different parameter sets were applied to the P17
model: (a) the one used by Perego et al. (2017) to infer the
physical parameters of the event AT 2017gfo and a “custom”
one and (b) where we collected the parameters generally used
in the literature. The parameter ranges for the different cases
are listed in Table 1.
2.2 Redshift distribution
When simulating short GRBs two different factors should be
considered regarding the redshift parameter: the intrinsic red-
shift distribution of the progenitor compact merger system
and the time delay between the formation of the system and
the inspiral. Unlike in the case of the long GRBs where the
observed redshift distribution more or less follows the cos-
mic star formation history (e.g., Firmani et al. 2004; Pescalli
et al. 2016; Wanderman & Piran 2010), the need for including
the time delay effect when simulating the short GRB redshift
distribution is essential. This is supported by many works,
for example, Ando (2004), Gal-Yam et al. (2008), Guetta &
Piran (2006), Guetta & Stella (2009), Mészáros et al. (2006),
Nakar et al. (2006), and Wanderman & Piran (2015). The time
delay distribution is usually approximated with a Gaussian or
a lognormal model (e.g., Sun et al. 2015). We used the for-
mulae of Sun et al. (2015) to simulate the redshift distribution
for our kilonova samples (Equations 20 and 21 in Sun et al.
(2015)).
However, since the brightness of the kilonova afterglows
allow them to be observed only up to moderate redshifts (z ≲
0.1), it is also a common practice to neglect the effect aris-
ing from the redshift (e.g., Saleem et al. 2018a; Scolnic et al.
2018; Wollaeger et al. 2018). Thus, we also generate a light
curve sample where the redshift to the events is distributed
uniformly for both the V17 and P17 model (the corresponding
distance interval is between 100 and 740 Mpc).
2.3 Binary neutron star merger rate
The double neutron star merger rates can be inferred with
two different methods: determining the rate from short GRB
observations or calculating it by employing binary compact
object population synthesis methods. The former method is
less reliable, since it is believed to suffer from the uncertain-
ties of various parameters, like the beaming factor, redshift,
minimum luminosity, and the time-delay distribution. If we
assume that all of the short GRBs produce KNe, then the rate
lies between 0.2 (Ghirlanda et al. 2016) and 40 Gpc−3 yr−1 per
𝑓−1b = 1 − cos 𝜃j (Nakar et al. 2006), where f b is the beam-
ing factor and 𝜃j is the jet half-opening angle. Much higher
KNe afterglow rate can be derived if we assume that all of
the binary neutron star merger events result in KNe, namely
as high as 1540 Gpc−3 yr−1 (Abbott et al. 2017a).
3 RESULTS
Having the simulated KNe afterglow sample, we can now
determine the expected KNe afterglow rate and compare these
rates in the light of the different models.
3.1 Merger time delay models
As it can be seen in Figure 1, the distributions of the max-
imum brightness of samples with lognormal and Gaussian
time delay models in the case of the P17 model shows only a
small discrepancy. However, the expected rate for the Gaus-
sian model is higher for both the V17 and P17 models. The
higher afterglow rate produced by the Gaussian time delay
model can be interpreted with the shape of the distribu-
tion: there are simply more bursts with shorter time delays
compared with the logarithmic case.
3.2 Uniform versus observed redshift
distribution
In agreement with the presumptions that the redshift effects
can be neglected when simulating KNe afterglows in our
vicinity (e.g., Saleem et al. 2018a) our results show that in
the case of the spherical V17 model, there is no discrep-
ancy in the predicted number of afterglows generated with
the observed and uniform redshift distributions. However,
the axisymmetrical P18 model produces 30% more observ-
able afterglows compared with the case when we applied the
observed redshift distribution.
3.3 Spherical versus axisymmetrical model
The spherical V17 model has two main drawbacks compared
with the more sophisticated axisymmetrical P17 model: (a)
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F I G U R E 1 The figure shows the maximum brightness
distribution against the redshift in the cases of a lognormal and
Gaussian time delay models. Although, there is no difference in the
shape of the distributions, the Gaussian model produces brighter
afterglows at lower redshifts (z ≲ 0.4)
F I G U R E 2 The plot shows that allowing only the ejecta mass to
vary in the V17 model results in a very narrow maximum brightness
distribution. Also, there is no difference between the Gauss and
lognormal time delay models. For clarity, the distributions are
separated on the plot
the spherical structure is unable to appropriately describe
the angular alignment of the progenitor star and (b) allow-
ing only the mass to vary (as was done by Cowperthwaite
et al. (2019)) results in a very narrow brightness distribution.
This can be observed in Figure 2, where we plotted the max-
imum afterglow brightness against the redshift. This effect
can be seen also in Figure 3, where the histograms of the
maximum afterglow brightness of the P17 and V17 samples
are shown. The first effect can lead to incorrect predictions for
F I G U R E 3 This histogram compares the maximum brightness
of afterglow samples generated with the spherical and the
axisymmetrical models described in Section 2.1. Of course, only a
qualitative comparison can be done since not only the physical
configuration of the models are different, but the input parameters are
chosen from a distinct intervals
F I G U R E 4 The structure of the ejecta can have a significant
effect on the light curce shape and the brightness: radiation coming
from a polar dominated blue ejecta may be obscured if the line of sight
is in the equatorial plane of the remnant
the rate, since, for example, the radiation coming from an oth-
erwise obscured ejecta component might be overestimated, or
similarly, underestimated. This can be clearly seen in Figure 4.
3.4 Uncertainties in the cosmological
parameters
Recently, some results emerged concerning about the value
of the Hubble constant, H0, (Riess et al. 2019, 2016).
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T A B L E 2 The estimated kilonova afterglow detection rate (event/year) for LSST up to z≤ 1
Model u g r i z Y
V17 (log) 1 18 18 14 8 1
V17 (Gauss) 1 18 36 14 8 1
P17 (log) 0 0 <1(6) <1(11) <1(6) 0
P17 (Gauss) 0 <1(11) 1(44) 1(55) 1(44) <1(11)
Note: The contrast in the expected number of afterglows is significant. While the spherical model can produce up to ∼36
detectable afterglows per year, the axisymmetric model generates only ∼1 observable kilonova observation every year.
The numbers in the brackets correspond to the case when we assume that all of the binary neutron star merger events
results in a kilonova.
Riess et al. (2019) with the help of Cepheid variables cal-
culated the Hubble constant from SN Ia measurements:
H0 = 74.2± 3.6 km s−1 Mpc−1. Adding more Cepheid vari-
ables and Ia type SNe, this value was further refined to
have only 1.3% of uncertainty: H0 = 74.03± 1.42 km s−1
Mpc−1. For the discrepancy between the results of the Planck
high-redshift measurements (H0 = 67.8 km s−1 Mpc−1) and
their results, they give a possible explanation that an addi-
tional source of dark radiation was present in the early Uni-
verse (Poulin et al. 2019). The larger value of the Hubble
constant is already supported by other works, for example,
Burns et al. (2018), Dhawan et al. (2018), and Feeney et al.
(2018). On the other hand, some authors using measurements
of the Baryonic Acoustic Oscillation and Ia type SNe/primor-
dial deuterium abundance determined the Hubble constant to
be H0 ≈ 66.98− 67.8 km s−1 Mpc−1 (Addison et al. 2018;
Macaulay et al. 2019). Thus, beacuse of the unsettled value
of the Hubble constant, we generate afterglow sample not just
with the value determined from the Planck experiment but
with the one calculated by Riess et al. (2019).
In addition to the Hubble tension, the uncertainties of the
ΩM and ΩΛ parameters are still a matter of debate. Mészáros
(2002) applying statistical tests to the sample from Perl-
mutter et al. (1999) proved that the null hypothesis of the
zero cosmological constant can not be rejected based on
Ia SN data. By reanalyzing the data supporting the Λ> 0
model, Rowan-Robinson (2002) came to the conclusion that
the host galaxy extinction of Ia SNe was underestimated
implying that the direct evidence from Ia SNe for the pos-
itive Λ is inconclusive. The results of Tonry et al. (2003),
who determined the distances and host galaxy extinctions for
230 Ia SNe, also support the ΩΛ = 0 hypothesis. Similar to
Rowan-Robinson (2002), Hetesi & Balázs (2005) also sug-
gested that the host galaxy extinction measurements of Ia SNe
used for calculating the value of ΩΛ may be incorrect making
the determination of ΩΛ unreliable. Balázs et al. (2006) found
a possible interrelation between the luminosity distances and
internal extinctions of Ia type SNe. After correcting the lumi-
nosity distances, they came to the conclusion that the SN Ia
data alone cannot exclude the possibility of Λ = 0. A recent
numerical simulation by Rácz et al. (2017) with an initial
ΩM = 1 can track the structure growth of the ΛCDM cosmol-
ogy remarkably well. Because of the above-mentioned results,
we simulated an afterglow sample with the spherical model
using the latest value of the Hubble constant, and another one
where we set ΩΛ = 0 in addtion. However, the number of
predicted kilonova afterglows with H0 = 74.03± 1.42 km s−1
Mpc−1, and ΩΛ = 0.692 is exactly the same as in the case
of the samples generated with H0 = 67.8 km s−1 Mpc−1.
Moreover, if ΩΛ is set to 0, then the rate is greater by 20%
compared with the case with ΩΛ = 0.692.
3.5 Expected kilonova rate for LSST
If we take the maximum central value (40) of the short GRB
rates from table 2 in Della Valle et al. (2018), the corre-
sponding rate for z≤ 1 is ∼6,555 event/year if 𝑓−1b = 1 (where
𝑓−1b = 1 − cos 𝜃, and 𝜃 is the jet half-opening angle). If we
assume that all binary neutron star merger system results in a
KNe event, then the rate is ∼ 250,000 event/year.
In this article, we do not attempt to simulate the” real”
Large Synoptic Survey Telescope (LSST) cadence (i.e., tak-
ing into account the effects of airmass, seeing, and sky bright-
ness), since we are interested only in the relative afterglow
rate regarding the different models. Taking the nominal sur-
vey area of 18,000 deg2 and the LSST single-visit 5-𝜎 limiting
depths for point sources m5 = (23.7, 24.9, 24.4, 24.0, 23.5,
and 22.6) in the (u, g, r, i, z, and y) bands (Ivezić et al. 2019),
we consider a successful detection when the afterglow reaches
the detection limit in at least one band. Table 2 summarizes
the expected kilonova detection rates for the different mod-
els. As it can be inspected from this table, the spherical model
produces significantly higher afterglow detection rates.
4 CONCLUSIONS
In this paper, we simulated KNe afterglows following dou-
ble neutron star merger events. In order to investigate
the effect of the structural compositon on the underly-
ing physical model, we created afterglow samples with
spherical and axisymmetrical models. Our results show the
following:
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1 There is a significant difference in the expected kilonova
rate between the spherical and axisymmetrical models
(∼36 vs. ∼1, respectively).
2 The afterglow sample simulated with the observed red-
shift distribution and the spherical model predicts the same
number of observable afterglows than the sample gen-
erated with the uniform redshift distribution in volume;
however, the axisymmetrical model with the uniform red-
shift distribution in volume results in 30% more detectable
afterglows compared with the case with the observed
redshift distribution.
3 Afterglows with spherical ejecta structure can be detected
up to z ≲ 1.
4 Using the latest calculated value of H0
(74.03± 1.42 km s−1 Mpc−1), the estimated number of
observable afterglows simulated with the spherical model
does not change compared with the case where we use
H0 = 67.8 km s−1 Mpc; however, if we replace ΩΛ = 0.692
with ΩΛ = 0 in addition, the rate becomes higher by 20%
(which should be taken as a lower limit for the axisym-
metrical model). These discrepancies being so small most
likely can be explained by the fact that kilonova afterglows
are detectable only at lower redshifts (z< 1).
Based on the above-mentioned results, we conclude that
the axisymmetrical model is much sensitive to the values of
the input parameters which can be explained by the fact that
it is more complex. However, this does not mean necessarily
that the spherical model is less reliable. Nevertheless, since
the afterglow rates inferred from various methods still cover
a very wide range of values, the ultimate test for the kilo-
nova afterglow rate will be carried out by the upcoming sky
surveys.
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