ABSTRACT Recently, deep learning has become a preferred choice for performing tasks in diverse application domains such as computer vision, natural language processing, sensor data analytics for healthcare, and collaborative filtering for personalized item recommendation. In addition, the Generative Adversarial Networks (GAN) has become one of the most popular frameworks for training machine learning models. Motivated by the huge success of GAN and deep learning on a wide range of fields, this paper explores an effective way to exploit both techniques into the collaborative filtering task for the accurate recommendation. We have noticed that the IRGAN and GraphGAN are pioneering methods that successfully apply GAN to recommender systems. However, we point out an issue regarding the employment of standard matrix factorization (MF) as their basic model, which is linear and unable to capture the non-linear, subtle latent factors underlying user-item interactions. Our proposed recommendation framework, named Collaborative Adversarial Autoencoders (CAAE), significantly extends the conventional IRGAN and GraphGAN as summarized below: 1) we use Autoencoder, which is one of the most successful deep neural networks, as our generator, instead of using the MF model; 2) we employ Bayesian personalized ranking (BPR) as our discriminative model; and 3) we incorporate another generator model into our framework that focuses on generating negative items, which are items that a given user may not be interested in. We empirically test our framework using three real-life datasets along with four evaluation metrics. Owing to those extensions, our proposed framework not only produces considerably higher recommendation accuracy than the conventional GAN-based recommenders (i.e., IRGAN and GraphGAN), but also outperforms the other state-of-the-art top-N recommenders (i.e., BPR, PureSVD, and FISM).
I. INTRODUCTION
Nowadays, deep learning has been very successful in various areas, such as computer vision, natural language processing, and speech recognition. For example, convolutional neural networks [1] have been applied in the field of computer vision to perform tasks that involve image classification [2] , semantic segmentation [3] , and object identification [4] ; Moreover,
The associate editor coordinating the review of this manuscript and approving it for publication was Zhanyu Ma. recurrent neural networks [5] have been utilized in natural language processing and speech recognition to perform tasks such as machine translation [6] , sentiment analysis [7] , question answering [8] , and speech language identification [44] . These recent achievements of deep learning have also made it a popular choice in performing various data analytical tasks. To illustrate, sensor data analytics is another domain where deep neural networks are increasingly utilized in tasks, such as classification of real-time activities (e.g., walking, cycling) based on wearable sensor data [9] - [11] and prediction of disease or any other health issues using medical data [12] , [13] .
Motivated by the striking successes of deep learning on various tasks, this paper explores the potential of deep learning for item recommendation tasks. In this context, we mainly focus on two successful research areas within deep learning: (1) recommender systems based on deep learning and (2) Generative Adversarial Networks (GAN). Applying deep learning to recommendation systems has gained significant attention due to deep learning's capability of discovering nonlinear interactions of users' and items' latent factors [14] . Its ability to capture the subtlety in complex user-item relationships allows for a better performance in recommendation tasks compared to conventional linear models such as matrix factorization (MF) [15] . In light of this trend, there have been many successful models based on deep learning, e.g., AutoRec [15] , CDL (collaborative deep learning) [16] , and Wide&Deep [17] .
Another successful research area is Generative Adversarial Networks (GAN) initiated by Goodfellow et al. [18] , which provided a novel framework for training generative models. This framework involves an adversarial training process between a generative model and a discriminative model, where the generator eventually captures the true distribution of the underlying data, even for data types like images that are highly non-Gaussian in nature [45] , [46] . It has opened many possibilities to employ and to expand GAN in diverse domains. For example, in the image domain, PixelGAN [19] has been used to create clothing images and styles, and Context-Encoder [20] has been used to fill and recover the missing contents of images; in the natural language domain, SeqGAN [21] is a well-known model to generate texts and to compose poems with the performance comparable to real human data. GAN has also been exploited in data augmentation [22] , which eventually boosts the accuracy of classification tasks by generating additional labeled data for training [23] , [24] .
Inspired by the huge accomplishments of the two research directions, we focus on exploiting deep learning models in recommender systems, where the GAN framework is also exploited for training the models. We expect that GAN in recommender systems can make the models to properly approximate the true distribution of users' preferences over items underlying user-item interaction data, which would significantly improve the accuracy of item recommendation. Along this line, we notice that the application of GAN has also been pioneered in performing recommendation tasks, where notable examples include IRGAN [25] and GraphGAN [26] . However, we believe that there are still rooms for further improvement with respect to their model architecture and learning algorithms; hence our goal is to fill this gap.
More specifically, our proposed framework named Collaborative Adversarial Autoencoders (CAAE) extends the conventional IRGAN and GraphGAN significantly, where key extensions can be summarized as follows:
• We employ Autoencoder [15] , one of the most successful deep neural networks, as our generator rather than the matrix factorization (MF) model used in IRGAN and GraphGAN. This is because MF would only uncover linear latent factors and is not able to catch subtle non-linear latent factors underlying complex user-item relationships [27] . We believe that incorporating deep neural networks into our framework would bring more promising recommendation accuracy, owing to the deep neural network's well-known capability of discovering non-linear interactions of users and items' latent factors [14] .
• We also employ Bayesian personalized ranking based matrix factorization, named BPR-MF [28] , as our discriminator instead of the standard MF. Compared to MF, BPR-MF is known to capture u's relative preference on items better [28] - [30] , which in turn would be helpful in discriminating ''real'' items (i.e., that a target user actually purchased) from ''fake'' items produced by GAN's generator. We expect that this improved discriminator would also enhance the generator's performance through an adversarial process.
• In addition to the generator and the discriminator, we design another generative model that focuses on generating negative items that a given user might not be interested in, and place the model into our GAN framework. We expect this negative item generator will be helpful in training both the discriminator and the (positive item) generator. By providing negative items specific to each target user, the negative item generator helps (1) the discriminator to clearly capture the difference between positive and negative items and (2) the positive item generator to decrease the likelihood of generating items that the user may not prefer. We also propose a novel learning algorithm considering this negative item generator. We verify the superiority of the proposed framework through extensive experiments using three real-world datasets consisting of Movielens, CiaoDVD, and Watcha, and four evaluation metrics, which are precision, recall, nDCG, and MRR. The experimental results demonstrate that our framework achieves significant improvement in terms of recommendation accuracy, compared not only to the conventional GAN-based CFs (i.e., IRGAN and GraphGAN), but also to the state-of-the-art top-N recommenders (i.e., BPR, PureSVD, and FISM).
The rest of the paper is organized as follows. In Section II, we explain some preliminaries and briefly review several studies related to our research. In Section III, we provide an overview of our proposed framework. In Section IV, we introduce the details of our discriminator, positive item generator, and negative item generator. Then, in Section V, we explain the collaborative learning algorithm of our models. In Section VI, we report the results of our extensive experiments. In Section VII, we finally summarize and conclude the paper. 
II. PRELIMINARIES AND RELATED WORK
This section provides a brief description of the research fields related to our work, including recommender systems and collaborative filtering, GAN, and GAN-based collaborative filtering. Then, we further elaborate on IRGAN and Graph-GAN, which are most closely related to our research.
A. RECOMMENDER SYSTEMS AND COLLABORATIVE FILTERING
Recommender systems have been aggressively incorporated as a core element to most online shops [31] . They help users who are going through numerous items (e.g., movies or music) presented to them by capturing users' preferences on items and suggesting a set of personalized items that s/he is likely to prefer [32] . By and large, recommender systems can be categorized into three classes: content-based methods, collaborative filtering (CF), and hybrid methods that combine the first two methods. The content-based methods exploit various side information of users and items, such as age and gender of users, or categories and images of items. In contrast, CFs only rely on the user-item interaction data (e.g., ratings, clicks, purchases), and do not use additional information of users and items. This paper focuses on CFs rather than content-based or hybrid methods, since such additional information is not always available while the user-item interaction data is relatively easy to obtain.
In CF, the user-item interaction data is usually represented in a form of a sparse matrix R where a column indicates a user, a row indicates an item, and a value denotes a user's preference on an item. Here, a user's preference (or feedback) can be explicit, provided mostly in ratings from 1 to 5, or implicit, provided typically in a unary fashion such as purchases or clicks [33] . Since IRGAN and GraphGAN deal with implicit feedback, we also consider CF that handles implicit feedback. Throughout the paper, we will use the term ''purchase'' to denote any kind of implicit feedback, unless otherwise stated. Among a number of CF methods, model-based CF methods, which build a model to learn the past preference patterns of users on items, are known to be very successful [34] . Matrix factorization (MF), which learns the linear interactions between latent features of users and items, is arguably the most widely adopted model for CF [28] , [35] , [47] . Lately, deep learning based CF models have gained significant attention owing to its ability to discover non-linear interactions of users and items' latent factors and outperforming conventional MF [14] , [15] , [27] .
B. GAN
Since its introduction, Generative Adversarial Networks (GAN) has gained popularity regarding its novelty in training generative models and its achievements in diverse domains. GAN consists of two adversarial models: a generative model G, which captures the data distribution and learns to produce plausible data, and a discriminator model D, that outputs the probability that the given sample came from the training data rather than from G. In a nutshell, G and D are playing a minimax game: G generates data instances to be passed on to D, with an aim of maximizing the likelihood of D making a mistake; then, D tries to accurately distinguish the real training data from the generated ones provided by G. This adversarial process eventually trains G to produce realistic data that are indistinguishable from the original data. Formally, the objective function of this process, denoted as V (G, D), can be formulated as follows:
where D(x) denotes the estimated probability of x belonging to the real data. Both models iterate through the optimization process while G tries to minimize V (G, D) and D strives to maximize it.
Based on this initial framework, there have been many variants of GAN, such as Wasserstein GAN (WGAN) [36] and Boundary Equilibrium GAN (BEGAN) [37] , to name a few. GAN is known for its delicate and unstable training process. For this reason, WGAN and BEGAN are variants that focus on balancing GAN and improving its stability. In the case of WGAN, it remedies the training problem of GAN by minimizing a reasonable and efficient approximation of the Wasserstein distance. BEGAN provides a faster and morestable training procedure using a new equilibrium enforcing method in addition to the loss derived from the Wasserstein distance. We develop our work based on vanilla GAN [18] , and leave using the improved GAN frameworks for our future work.
C. GAN IN CF
The popularity of GAN also inspired its application to CF models. As such, IRGAN [25] and GraphGAN [26] are wellknown works that explore the capability of GAN in performing item recommendation tasks. 1 Because these two frameworks are very similar in their philosophy, this section focuses on elaborating on only one of them, IRGAN. In IRGAN, both G and D are based on the MF model where G tries to approximate the user's preference (or relevance) distribution over items, and D tries to distinguish the relevant items from the less relevant ones. The overall objective function is:
where φ and θ denote the model parameters of D and G, respectively. While D can be solved by stochastic gradient ascent [38] , G cannot receive gradient from D since sampling of i is discrete [25] . Hence, IRGAN employs the policygradient based reinforcement learning [39] to update G. Now, we explain G and D in IRGAN in more detail. First, G is implemented as a softmax function:
where p θ (i k |u) is the conditional probability distribution of sampling the item at index k given user u. g θ (u, i k ) is a function that indicates how likely it is for item i k to be chosen by user u. Next, D is a sigmoid function of the scoring function f φ (u, i), with an aim to determine the probability of item i belonging to the ground truth of user u, denoted as:
where f φ (u, i) implies how relevant i is to u. Both g θ (u, i) and f φ (u, i) are computed by following the concept of MF: Given a user u, the score indicating how much item i is relevant to u is computed by G with the function g θ (u, i) = g T u g i + b g i where g u and g i are G's latent vectors for user u and item i, respectively, and b g i is the bias term for item i. Similarly, the scoring function for D can be stated as 
III. OVERVIEW OF OUR FRAMEWORK
From now on, we propose our GAN-based CF framework, which is much more advanced in comparison to existing IRGAN and GraphGAN. Our framework, named Collaborative Adversarial Autoencoders (CAAE), is composed of the following three models: positive item generator (denoted as G), negative item generator (denoted as G ), and discriminator (denoted as D). Figure 1 shows the overview of our framework. Our G and D play similar roles to that of G and D in other GANs: Given a user, G tries to generate a set of items that s/he may be interested in and choose; D tries to differentiate between these generated items and her/his real items obtained from the ground truth. Furthermore, we design another generative model, named G , focusing on generating negative items that the given user is unlikely to be interested in, and incorporate it into our framework.
In the following two sections, we present the three models in detail and explain how these models are trained while collaborating with one another.
IV. MODELS
This section provides the motivations for the three models and presents their objective functions.
A. DISCRIMINATOR
Formally, the objective function of D, denoted as J D , can be stated as follows 2 :
where l D GAN and reg() are the loss function in terms of GAN and the L2 regularization that helps avoid overfitting, respectively. φ is a set of model parameters of D. The L2 regularization term is generally computed by 1 2 · φ 2 and controlled by a regularization coefficient β.
We now elaborate on the loss function of D in terms of GAN (i.e., l D GAN ). Given a user u, our D can be seen as a model to solve the binary classification problem, where each training data is an item labeled as ''real'' if it is from u's ground truth, or ''fake'' if it is from G or G . In order to distinguish u's preferred items (i.e., items labeled as ''real'') and less preferred items (i.e., items labeled as ''fake''), it would be helpful for D to learn her relative preferences on items. As a result, we implement D with BPR-MF (in short, BPR) [28] , which shows better performance in capturing u's relative preference on items compared to the standard MF [29] , [30] .
BPR (Bayesian personalized ranking) is a well-known MF model trained by the pairwise objective function [29] . More specifically, it trains an MF model by maximizing the likelihood of pairwise preferences over preferred (i.e., purchased) and non-preferred (i.e., not purchased) items. From the viewpoint of D, it is fed with a user and her/his pair of items, where one item is labeled as ''real'' and the other as ''fake''. Then, it would try to predict higher preference scores to the ''real'' items and lower scores to the ''fake'' items in order to correctly order her preferences so that the ''real'' item is preferred over the ''fake'' item.
In this context, our l D GAN can be denoted as: l
where i is an item from u's ground truth and j is an item from G or G , and θ and θ are the sets of model parameters of G and G , respectively. Its discrimination function, D(i, j|u), can be denoted as:
where
As a result, the overall objective function of our D can be re-written as:
B. POSITIVE ITEM GENERATOR
Formally, the objective function of G, denoted as J G , can be stated as:
where l G GAN and l AE stand for the loss functions of G with regard to GAN and Autoencoder, respectively. λ is a tunable parameter for balancing the importance of l G GAN and l AE . Autoencoder is a feed-forward neural network with an aim of reconstructing the initial input data via learning its hidden structures. From the viewpoint of CF, Autoencoder uses the sparse purchase vector r u as its input, and tries to reconstruct a dense purchase vector containing predicted values for nonpurchased items. Formally, suppose we have a toy Autoencoder having one hidden layer. Fed with r u , Autoencoder maps it to the hidden layer by h = σ (W 1 r u + b 1 ), where W 1 and b 1 are a weight matrix and a bias vector of the first layer, respectively, and σ (·) is an activation function such as the sigmoid or hyperbolic tangent function. Then, Autoencoder reconstructs the initial input byr u = σ (W 2 h + b 2 ), where W 2 and b 2 are a weight matrix and a bias vector of the output layer, respectively. W 1 , b 1 , W 2 , and b 2 are learned by minimizing the following loss function: (10) where e u is u's indicator vector. e u indicates which entries are missing on the purchase vector (i.e., e ui = 0 if u did not choose i) or not (i.e., e ui = 1), so as to disregard the loss of missing entries by zeroing out back-propagated values [27] . Generally, the model parameters can be learned using the stochastic gradient descent (SGD) and the back-propagation algorithm [40] . Now, we show how we incorporate this Autoencoder with our GAN-based CF framework. Following IRGAN and GraphGAN, we also use a softmax function to generate a given user's plausible items based on the outputs of Autoencoder, computed by:
where p θ (i k |u) is the conditional probability distribution of sampling the item i k given u.r ui k , a member ofr u is a score predicted by G that reflects the chance of i k being selected by u.
can be computed as:
where D(i, j|u) can be found in Eq. (7). Finally, G's objective function is:
where the first, second, and third terms correspond to the loss functions w.r.t. GAN, Autoencoder, and L2 regularization, respectively.
C. NEGATIVE ITEM GENERATOR
Similar to G, G also uses Autoencoder to compute its own softmax probability to generate items. However, unlike G, G focuses on generating a given user's negative items, as follows:
where p θ (i k |u) here is the probability of sampling item i k as u's negative item. In addition, as shown by the difference between Eqs. (12) and (15), G has a completely opposite objective to that of G, as follows:
In other words, the objective of G is to make D to correctly discriminate ''real'' items from ''fake'' items coming from G , rather than to fool D. This training objective would lead G to increase its likelihood of generating items that the user is unlikely to prefer, and thus to decrease the likelihood of sampling items that the user might prefer. Finally, the objective function of G , denoted as J G , is for D-step do (θ and θ are fixed here) 4: for each (u, i) ∈ R do 5: j ∼ P θ (j|u) 6: make a triplet (u, i, j) 7: Update D by Eq. (17) 8:
make a triplet (u, i, j ) 10: Update D by Eq. (17) 11: end for 12: end for 13: for G-step do (φ and θ are fixed here) 14: Sample minibatch of M users, denoted as B
15:
for each u ∈ B do 16: Choose N u by following P θ (j|u) 17: r uj ← 0, ∀j ∈ N u 18:
end for 20: Update G via Eq. (20) 21: end for 22: for G -step do (φ and θ are fixed here) 23: Sample minibatch of M users 24: P θ (j|u) samples K items for each user u 25: Update G via Eq. (24) 26: end for 27: end while 28: return θ Unlike J G in Eq. (13), note that the reconstruction loss function is not used here. This is because the objective of reconstructing the input purchase vector would lead to the increase of the likelihood of selecting items that the user might prefer, which is the opposite of G .
V. LEARNING ALGORITHM
We now present how these three models are trained collaboratively in our framework. Algorithm 1 shows the stepby-step procedure of learning these three models together, roughly consisting of three steps: D-step, G-step, and G -step. The detailed descriptions for each step are provided in the following three subsections.
A. D-STEP
Since D is based on BPR-MF, it is trained by triplets, where each triplet is composed of (a user u, a ''real'' item i, a ''fake'' item j). Given a triplet (u, i, j), letp uij be a difference between the preferences on a ''real'' item and a ''fake'' item computed by D, i.e.,p uij = f φ (u, i) − f φ (u, j) . Then, D can be solved by stochastic gradient descent as follows:
where α is the learning rate. The gradients ∇ φ J D can be computed by:
where ∂ ∂φp uij is:
As shown in lines 5 to 10 in Algorithm 1, given an observed user-item pair, we generate two triplets to train D: one includes j generated by G, and the other includes j sampled by G . As G goes through the training process, G learns to capture the true preference distribution of each user over items, and it samples j that is most likely to be preferred by u, or even the item u has actually chosen (i.e., u's ground truth). Thus, if we solely use G and do not employ G to generate triplets, D learns to compute low preference on items that u is likely to choose or has already chosen. This results in D's model parameters to be trained towards a wrong direction. To remedy this problem, G is used to generate item j , which is least likely to be preferred by u. By also learning items j generated by G , we can balance D so that D's model parameters can be optimized towards the right direction as D computes low preference for these items.
B. G-STEP
Similar to D, G can be solved by using the stochastic gradient descent, as follows:
where the gradients ∇ θ J G is:
It is obvious that updating G via the second and third terms in Eq. (21) by using the stochastic gradient descent is trivial, since both l AE and reg() are continuous and differentiable functions. However, since l G GAN involves sampling of i and is discrete (see Eq. (12)), G cannot receive gradient from the loss w.r.t l G GAN [21] , [25] . Hence, following IRGAN and GraphGAN, we also employ the policy-gradient based reinforcement learning [39] to update G. Before computing the policy gradient, we can re-write the first term of Eq. (21) as:
Since p true (i|u) is constant in terms of θ , we denote it as C. Also, we set f φ (u, i) to 1 here since i is always a ''real'' item that u actually chose. Now, we can compute the policy gradient as:
We also set C as 1 for simplicity. From the viewpoint of reinforcement learning, the term ln ( 1 1+e 1−f φ (u,j) ) in Eq. (23) acts as a reward for the policy p θ (j|u) that takes an action j in the environment u [25] : the greater the value of f φ (u, j), the greater the reward. Therefore, higher reward is given to G as it learns to fool D successfully (i.e., D recognizes j as a ''real'' item, thus increasing the value of f φ (u, j)). G then adjusts the probability of each of the generated items according to this reward by updating its model parameters [2] .
As shown in lines 15 to 18 in Algorithm 1, G samples a portion of each user's negative items, denoted as N u , in every training iteration. We denote S to be a portion of negative items (in percent) to be sampled. For example, if S is set as 30, then 30 percent of items will be sampled. Then, G presumes that the items sampled by G are the user's truly negative items, and makes their corresponding feedbacks given by u as not missing but zero only in this iteration (see lines 17 and 18) . With this implementation, optimizing l AE would lead G to not only focus on increasing the probability of sampling each user's chosen items in order to deceive D, but also to aim at decreasing the likelihood of generating items that the user may not prefer.
C. G -STEP
Similar to G, G can be solved by using the stochastic gradient descent, as follows:
Again, we need to compute the policy gradient in order to update G , computed as follows:
where the term ln(σ (1 − f φ (u, j))) in Eq. (25) acts as a reward for the policy p θ (j|u) that takes an action j in the environment u. Unlike the reward in Eq. (23), the reward in this equation becomes higher when the preference score for j, f φ (u, j), computed by D, gets lower. In other words, this reward reflects how likely it is for the generated item by G to be truly negative. In order to achieve a higher reward, G would distribute higher probability to the items with low preference.
D. RECOMMENDATION
After the training of all three models is complete, we then predict the preference of the unchosen items for each user u by using the trained generator G. By feeding u's sparse purchase vector r u to G, we can obtain a dense vectorr u containing predicted preference scores on items, indicating how likely it is for u to choose i. Among the items not yet chosen by u, we pick the top-N items having the highest predicted scores for constructing a recommendation list [41] .
VI. EVALUATION
This section reports and analyzes the results of our extensive experiments to validate the superiority of our proposed framework.
A. EXPERIMENTAL SETTINGS 1) DATASETS
The datasets used in our evaluation are Ciao, Watcha, and Movielens. Table 1 summarizes the detailed statistics of the datasets. The Ciao [42] dataset consists of 996 users, 1359 items, and 18,648 ratings (i.e., density of 1.38%). The Watcha 3 dataset consists of 1,391 users, 1,927 movies, and 101,073 ratings (i.e., density of 3.77%). The Movielens 4 dataset includes 943 users, 1,682 items, and 100,000 ratings (i.e., density of 6.30%). All ratings in the datasets take the form of integer values ranging from 1 to 5. Since we target the CF task on implicit feedback, we convert all ratings into 1 so as to make them implicit. For each dataset, we randomly split the ratings into two subsets: 80% for training and the remaining 20% for testing. Then, we again set aside 20% of the training data for validation in order to use it for tuning the hyper-parameters for each method.
2) EVALUATION METRICS
For each user u, let T u denote a ranked list of N items recommended to u by an algorithm and Rel u be a set of ground truth. In order to evaluate each T u , we employ four popular accuracy metrics: precision (P u @N ), recall (R u @N ), normalized Discounted Cumulative Gain (nDCG u @N ), and mean reciprocal rank (MRR u @N ). The first two metrics P u @N and R u @N focus on how many correct items are included in T u . Formally, they are computed as:
While P u @N and R u @N do not consider the ranked positions of correct items in T u , the latter two metrics nDCG u @N and RR u @N take such positions into account. First, Discounted Cumulative Gain (DCG) is computed by:
where y k denotes the relevance score of the k-th ranked item in T u to user u (in general, y k = 1 if the item is correct and 0 otherwise). Then, normalized DCG (nDCG u @N ) is computed by dividing DCG u @N with DCG obtained by an ideal ranking algorithm as follows: (29) where H is equal to N if |Rel u | ≥ N and H is set to |Rel u | if
Lastly, MRR u @N can be simply computed by: (30) where rank first is the ranked position of the first correct item among those in T u . After having each algorithm recommend top-N items to the users in the test set, we compute P u @N , R u @N , nDCG u @N , MRR u @N for every user u and then average them over all the users, denoted as P@N, R@N, G@N, and M@N, respectively. We report these four scores to show the accuracy of the recommendation algorithms. We set N as 5 and 20.
3) IMPLEMENTATION DETAILS
We performed grid search to find the optimal hyperparameters by evaluating the accuracy of the validation set w.r.t. P@5. The size of the minibatch was varied with {32, 64, 128, 256}, a learning rate with We also varied the L2 regularization coefficient β with {0.1, 0.01, 0.001, 0.0001}, and the importance parameter λ with {0.1, 0.3, 0.5, 0.7, 0.9}. The sigmoid function was consistently used as our activation function for neural networks, and the Xavier's approach [43] was employed for initializing their edge weights.
B. PERFORMANCE COMPARISONS
This section compares the recommendation accuracy of our CAAE framework with some well-known baselines. Notably, we compare ours with not only the conventional GAN-based CF methods, but also with the state-of-the-art top-N recommenders, which are listed as follows:
• ItemPop [48] . It is the simplest non-personalized algorithm that ranks items by the descending order of popularity (i.e., the number of choice records).
• BPR-MF [28] . It optimizes an MF model by using the pairwise objective function, i.e., correctly aligning the relative order of preferences for pairs of chosen and unchosen items. We also employ the adaptive sampling strategy proposed in [49] to boost convergence as well as accuracy. We tried various values for its learning rate, the number of latent factors, and the L2 regularization coefficient, and selected those providing the best accuracy.
• FISM [50] . It is a neighborhood-based approach factorizing the item-item similarity matrix as a product of two low-dimensional latent factor matrices. We tried both the pointwise and pairwise loss function introduced by the authors [50] . We selected the learning rate, the number of latent factors, and the L2 regularization coefficient that provided the best accuracy among our trials.
• PureSVD [48] . It simply considers all the unobserved entries in the user-item matrix as zeros. Then, it employs conventional SVD (i.e.,R = U · · Q T ) [48] , instead of using the iterative optimization, since all matrix entries are now filled. Using various values for the number of latent factors, we present the results with the best accuracy.
• IRGAN [25] . To the best of our knowledge, it is the first GAN-based CF method whose details are already described in Section II-C. We tested various hyperparameters associated with G and D in IRGAN, e.g., the learning rate, the number of epochs, the number of latent factors, and the L2 regularization coefficient. The best accuracy will be shown.
• GraphGAN [26] . It uses a novel, graph-based sampling function, named graph softmax. It then formulates the recommendation problem as link prediction on the user-item bipartite graph, where users and items are nodes, and user-item choice records are represented as edges. The proposed graph softmax function relies on the underlying structural characteristics of the user-item bipartite graph. We tried various hyper-parameters for GraphGAN, which is very similar to IRGAN, and report the best accuracy. Tables 2 to 4 report the comparison results for all the recommenders with the three datasets w.r.t the four evaluation metrics. From those results, we have the following notable observations:
• Compared to other GAN-based CF methods, our CAAE could succeed in recovering more plausible items that VOLUME 7, 2019 each user is likely to choose than IRGAN and Graph-GAN. On average, the relative improvements of our CAAE over IRGAN are 65.1% and 59.4% in top-5 and top-20 recommendations, respectively, and those over GraphGAN are 149.2% and 114.4%, respectively. Particularly, our CAAE achieves 262% relative improvement over GraphGAN in terms of M@5 on Watcha, which is the biggest enhancement among other improvements we have achieved. We believe that this considerable improvement is a result of our significant extensions from IRGAN and GraphGAN, more specifically by incorporating a negative item generator to the GAN-based CF framework.
• Among the competitors, FISM shows the best accuracy overall. PureSVD also performs better than expected, despite its simple idea: its accuracy is just 8.4% lower than FISM on average. However, existing GAN-based CFs perform worse than expected. The reason for this might be due to the fact that they are not specialized in recommending items, but targeted towards various applications; as stated in Section II-C, IRGAN can be applied to the problem of webpage ranking and question answering, and GraphGAN can also be applied to perform link prediction and node classification. Among existing GAN-based CFs, IRGAN outperforms Graph-GAN about 48.7% on average. ItemPop is the worst performer among all the competitors since it does not consider personalization of each user.
• Our framework achieves the best accuracy in almost every case, while seeing a few exceptional cases where FISM slightly outperforms ours (e.g., R@20 and M@5 on Watcha). To illustrate, our CAAE achieves 13.5% improvement over the best competitor, FISM, in terms of M@5 on Ciao, and showed 11.4% improvement in regards to M@20.
C. IMPACT OF THE NEGATIVE ITEM GENERATOR
One of our key contributions is introducing the negative item generator G , which is another generative model focusing on generating items that the user is not likely to prefer, and to design an algorithm where this G can enhance the performance of the GAN-based CF framework. The experiments here aim to show the effectiveness of this G on the item recommendation task. To this end, we compare two CF frameworks: CAAE and CAAE without G . We also compare CAAE with various S values, i.e., the percentage of negative items to be sampled by G . Note that the bigger the S, the larger the number of negative items generated by G , thus having more effect on the entire framework. Tables 5 to 7 report the accuracy results provided by each framework on the three datasets. We see that incorporating G makes meaningful improvements in accuracy universally and consistently in all the cases (i.e., datasets and metrics used). For example, CAAE results in 63.8% improvement compared to CAAE without G in terms of P@5 on Watcha, which is the biggest among other improvements we have achieved. This achievement is mainly because the negative items generated by G help D to clearly capture the differences between positive and negative items, thereby ensuring G to decrease the likelihood of generating such items that the user may not prefer. In addition, we can see that CAAE with a high S value is generally more accurate than CAAE with a low S value. This result indicates that generating a reasonably large number of negative items is beneficial to achieving accurate recommendation results.
For our next experiment, we examine whether G really captures the negative preferences of each user. To evaluate this, counting how many true negative items are generated would be reasonable. However, while users' positive items have ground truth in the test set, their negative items do not have any ground truth in our datasets. To address this issue, we define an error rate, ERR@N, as the ratio of the misclassified items out of user u's entire chosen items [51] - [53] , computed by:
where Rel u is a set of items chosen by u (i.e., ground truth) introduced in Section VI-A, and NT u is a set of negative items obtained from G (i.e., top-N items whose the probability of being a negative item, p θ (j|u), is the highest). Therefore, the set NT u ∩ Rel u indicates the set of items that u has chosen, but are judged as ''negative'' by G . The lower the error rate, the better the performance of G . Figure 2 reports the error rates of G on each dataset. In each graph, the x-axis indicates the number of G -steps (i.e., epochs specific to G ), and the y-axis reports the error rate on the corresponding epoch. In each dataset, we compare the error rates of G when N = 40, N = 100, and N = 200. The error rates of all our G s decrease as training progresses. This indicates that as G goes through the training process, it learns to properly capture each user's negative preferences and generate items that s/he will find uninteresting. This results in helping G and D's learning process and ultimately increases the recommendation accuracy of our framework.
D. EFFECTIVENESS OF BPR-BASED DISCRIMINATOR
This subsection provides the experimental results to show the effectiveness of using BPR-based discriminator in place VOLUME 7, 2019 of a standard MF used in IRGAN and GraphGAN. To this end, we compared two CF frameworks: CAAE and CAAE with the standard MF as its discriminator, each of which is denoted as ''CAAE with BPR'' and ''CAAE with MF'', respectively. For the CAAE with MF framework, we tested various numbers of latent factors (denoted as h) among {10, 20, 30, 40, 50}. Note that we consistently used 30 latent factors (i.e., h = 30) in the case of CAAE with BPR, which has provided higher accuracy than the other alternatives. Except h, we made all the other conditions (e.g., the number of hidden layers and hidden nodes for G and G , learning rate) identical to each other in order to highlight the effectiveness of BPR. Tables 8 to 10 report the accuracy results provided by each framework on the three datasets. Overall, although the results did not indicate the level of effectiveness gained by G observed in the previous subsection, we were still able to see the advantages of employing BPR as our discriminator with only one exception (R@20 in the Movielens dataset). Notably, CAAE with BPR results in 27.9% improvement on average compared to CAAE with MF in top-5 recommendation, and 20.6% in top-20 recommendation on Ciao when their h values are equally set to 30. This achievement is mainly due to the fact that the BPR's objective function helps D to more accurately capture the relative differences between a user's ''real'' items and ''fake'' items than the standard MF's objective function. Regarding the fact that GAN enhances G and D through their competition process, the improved D could be more likely to enhance G by guiding G better through policy gradients so that G's approximated preference distributions move closer to the real ones as the training proceeds [25] . Consequently, G that captures users' true preference distribution better will provide more accurate recommendations.
E. EXECUTION TIME ANALYSIS
In this section, we compare our proposed framework with other CF models in terms of the execution time. In particular, unlike the existing IRGAN and GraphGAN, which consist of a discriminator and a positive item generator, we employ an additional negative item generator G ; hence the model training time needs to be analyzed in order to understand the trade-offs of our CAAE employing G . We note that all the experiments here were conducted on a single machine equipped with an i9 7700K Intel CPU, 64GB RAM, and NVIDIA TITAN XP GPU.
The experimental results are summarized in Table 11 . In the case of a model training time, ItemPop and PureSVD were extremely fast in all datasets. PureSVD, in particular, was shown to be a highly efficient CF model providing a very high accuracy. For BPR and FISM, while BPR had a faster model training time, its accuracy was lower than FISM. Conversely, the slow training process of FISM was compensated for a higher accuracy. For the GAN-based CF models, IRGAN was faster than GraphGAN since GraphGAN additionally involves calculating the graph softmax function when generating items. Last, we expected our model to perform roughly 1.5 times slower than IRGAN and GraphGAN, since it is required to train three models (i.e., D, G, and G ). However, based on our empirical tests, our model showed comparable training time to that of IRGAN and GraphGAN. This is because our G and G are Autoencoders and that their training can be easily parallelized by GPU.
Next, there were no significant differences among all models in terms of recommendation time. ItemPop was the fastest, and the MF-based models (i.e., PureSVD, BPR, FISM, IRGAN and GraphGAN) showed similar recommendation times. In addition, our proposed CAAE shows recommendation time comparable to or slightly faster than the MF-based models. This is also due to the parallelism from the GPU. In summary, all these results indicate that our proposed model requires reasonable time for model training and recommendation while providing a very high recommendation accuracy.
VII. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a novel GAN-based CF framework, named Collaborative Adversarial Autoencoders (CAAE). In order to significantly extend the conventional IRGAN and GraphGAN, we first employ deep Autoencoder, which is one of the most successful deep neural networks, as our generator, in place of the MF model. We also employ Bayesian personalized ranking (BPR) as our discriminative model. Most importantly, we incorporate an additional generator model into our framework that focuses on generating negative items, which are items that a given user is unlikely to be interested in. A well-designed training algorithm involving a discriminator, a positive item generator, and a negative item generator is also proposed. We tested our CAAE using three real-life datasets along with four evaluation metrics. Owing to those extensions, our proposed CAAE produced better recommendation accuracy than the conventional GANbased recommenders (i.e., IRGAN and GraphGAN). Furthermore, it also outperformed other state-of-the-art top-N recommenders (i.e., BPR, PureSVD, and FISM).
Contrary to our expectation, the BPR's effectiveness was not that significant in our empirical tests. Hence, in our future work, we plan to try various existing pairwise objective functions to optimize D better, rather than using the BPR's objective function. We are aware of several improved pairwise objective functions: from renowned ones such as GBPR (group preference based BPR) [29] , CoFiSet (CF learning pairwise preferences over item-sets) [54] , and AoBPR (adaptive oversampling BPR) [49] , to more recent ones such as CMR (collaborative multi-objective ranking) [55] , MPR (multiple pairwise ranking) [56] , and DNS-BPR (dynamic negative item sampling BPR) [57] . We plan to apply them to our D, and to evaluate which one suits our GAN-based CF framework the most in terms of providing the best accuracy.
