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Наметившаяся в педагогической литературе тен
денция к противопоставлению между развитием уча
щегося и процессом передачи ему информации, а
также смещение акцента в сторону первого, называе
мое гуманизацией образования [1. С. 3], не учитыва
ет, по мнению авторов, что развитие и проявление
личности происходит именно в процессе получения
информации. Таким образом, наиболее эффектив
ным направлением совершенствования образования
представляется систематическое обновление содер
жания и структуры сведений, предлагаемых учащим
ся для изучения1. Поэтому, в предлагаемой вниманию
статье анализируется современное состояние содер
жания и структуры преподавания естественнонауч
ных дисциплин с точки зрения энтропийносинерге
тического подхода, позволяющего сформулировать
методологию их совершенствования.
Ставшая общепризнанной применимость си
нергетических подходов к рассмотрению систем
любого уровня организации, включая биологиче
ский и социальный [2], позволяет исследователям
в последние годы предпринимать попытки анализа
самоорганизации различных систем образования
[3–5]. Вместе с тем, несмотря на обилие публика
ций, общепринятого определения синергетики до
сих пор нет [6]. Как нет и единой терминологии,
используемой для описания соответствующих про
цессов. В предлагаемом настоящей работой подхо
де подразумевается, что синергетика – это наука,
изучающая закономерности самоорганизации откры
тых систем. Причём, природа конкретной систе
мы принципиального значения не имеет.
Аналогии являлись одним из основных приё
мов образовательного, научного и художественно
го творчества задолго до формирования синергети
ки и применялись не только для описания самоор
ганизации открытых систем. 
В качестве примера физикоматематической ана
логии можно привести осмотическое уравнение
ВантГоффа (1), не только совпадающее по написа
нию с уравнением состояния идеальных газов Мен
делееваКлапейрона (2), но и математически тожде
ственное объединённому закону электролиза (3). А
также законы всемирного тяготения (4) и Кулона (5).
рV=nRT, (1)
где p – осмотическое давление n молей неэлектро
лита, растворённого в объёме V раствора при тем
пературе Т, R – универсальная газовая постоянная.
рV=nRT, (2)
где p – давление n молей идеального газа, занимаю
щего объём V при температуре Т.
It=nFz, (3)
где I – сила постоянного тока, t – время электроли
за, F – постоянная Фарадея, z – валентность иона,
участвующего в электрохимическом процессе.
(4)
где F – модуль силы тяготения, γ – гравитационная
постоянная, m1 и m2 – массы взаимодействующих
тел, r – расстояние между телами.
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Показана возможность рассмотрения знания, как живой системы, способной к поглощению информации, выделению источни!
ков информации и размножению через передачу сведений другому сознанию. Устанавливаются аналогии между естественно!
научными величинами и параметрами информационного обмена. Обосновывается возможность развития энтропийно!синер!
гетического сканирования – нового направления в развитии методологии преподавания.
1 Сведения должны включать в себя не только информацию по общеобразовательным и специальным дисциплинам, но также
информацию о способах самостоятельного поиска нужной информации и методах развития своих способностей для их усвоения.
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где Fq – модуль кулоновской силы, k – коэффици
ент пропорциональности, q1 и q2 – взаимодей
ствующие заряды, r – расстояние между зарядами.
По словам французского математика Д. Пойа
вообще «не существует открытий ни в элементар
ной, ни в высшей математике, ни, пожалуй, в лю
бой другой области, которые могли бы быть сдела
ны без аналогий» [7. С. 169].
Если сходство первых трёх законов объясняется
идентичностью поведения нейтральных частиц ра
створённого вещества, молекул газа и заряженных
электронов, то попытки объяснить сходство по
следней пары законов, в конечном итоге, привели
к созданию единой теории поля, которая в рамках
теории физического вакуума рассматривает все яв
ления природы и процессы мышления как частные
случаи кривизны и кручения пространства (ваку
ума) [8, 9], рис. 1.
Сложность обсуждения возможности совпаде
ния закономерностей мышления с закономерно
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Рис. 1. Cмешанный граф соотношения некоторых составляющих теории единого поля. Дуги обозначают хронологическую и ие!
рархическую последовательность. Ребро связывает математически тождественные вершины
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стями естественнонаучных явлений состоит в не
возможности прямого измерения величин, харак
теризующих информационный обмен, таких как:
размер сознания, количество знания, скорость мы
шления и т.д., а, значит и невозможности экспери
ментального установления количественной вза
имосвязи между ними. Однако, качественные ана
логии, замеченные между закономерностями мы
шления и закономерностями естественнонаучны
ми, позволяют иногда делать выводы о возможно
сти применять естественнонаучные уравнения для
описания процессов информационного обмена.
Исторически первой попыткой рассмотрения
таких аналогий стала теория информации [10], ко
торая на основании сходства между уравнением
Больцмана (6) и формулой для расчёта количества
информации (7) постулирует тождественность эн
тропии S и количества информации: 
S=k.lnW, (6)
I=–P.log2P, (7)
где k – постоянная Больцмана, W – термодинами
ческая вероятность состояния вещества, I – коли
чество информации по Шеннону
P.log2P=ΣPi.log2Pi,
Рi – вероятность использования iого знака.
Рис. 2. Смешанный граф сопоставления основ теории информа!
ции с основами термодинамики. Контуры символизиру!
ют обратимость физико!математических преобразова!
ний. Ребро обозначает тождественность величин. Поми!
мо равенств (1–9) подразумевается, что S=(EpV+U–G)/T;
n=m/m', где EpV=pV; U – внутренняя энергия, G – энергия
Гиббса, m' – молярная масса вещества
Однако, в целом теория информации оказалась
асимметричной по отношению к естественнонауч
ным законам, поскольку в её рамках не удалось
установить аналогий с другими фундаментальны
ми понятиями естествознания, тесно связанными с
энтропией, такими как энергия, температура, мас
са, количество вещества, время, пространство
(8, 9), что можно наглядно продемонстрировать с
помощью графа, рис. 2, где обозначения, относя
щиеся к теории информации, выделены курсивом. 
ES=TS=U–F, (8)
ΔS=n.cvln(T2/T1)+n.Rln(V2/V1), (9)
где ES – энтропийная энергия, Т – температура,
U – внутренняя энергия, F – энергия Гельмгольца,
ΔS – изменение энтропии идеального газа в коли
честве n молей при изменении температуры от Т1 до
Т2 и объёма от V1 до V2, cv – молярная теплоёмкость
для V=const (при условии cv=const).
Но симметричность между естественнонаучны
ми законами и процессами информационного об
мена, всётаки, обнаруживается, рис. 3, если ис
пользовать постулаты энтропийносинергетиче
ского подхода, приведённые в таблице. 
Рис. 3. Граф сопоставления основ термодинамики с основа!
ми теории информационного обмена. W1 – эклектич!
ность информации, S1 – аналог энтропии (информа!
ционная энтропия), In – информационное количе!
ство, Im – информационная масса, E1 – аналог величи!
ны EpV=pV, T1 – аналог температуры
Таблица. Постулаты энтропийно!синергетического подхода
При этом подразумевается, что: 
• Информация – это сведения, закодированные в
ощущениях. Источники ощущений являются
источниками информации.
• Знание – это информация, воспринятая (отра
жённая) сознанием.
• Сознание – свойство воспринимать (отражать)
информацию.
• Информационная масса (Im) – общее количе
ство закодированных сведений.
№№ пп Постулат
1. Принцип подобия. Закономерности мышления, обме!
на знаниями и информацией аналогичны физическим,
в частности, термодинамическим закономерностям ве!
щественно!энергетического обмена.  
2. Аналогом вещества, измеряемого массой и количе!
ством, является информация, обладающая информа!
ционной массой и информационным количеством.
3. Аналог пространственно!временного континуума –
сознание и память.
4. Аналог количественной характеристики пространства
(объёма) – величина l1l2l3, где l1 – количество кодов,
воспринимаемых сознанием, l2 – количество кодов
расшифровываемых сознаниями, l3 – количество вос!
принимающих сознаний (сознание – тоже код), То
есть расширение сознания – это, прежде всего, увели!
чение способности превращать информацию в знание. 
5. Аналогом внутренней энергии является взаимодей!
ствие информации с сознанием и памятью.
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• Информационное количество (In) – это количе
ство закодированных сведений, не связанных
между собой связующими или системообразую
щими сведениями и преобразованиями (рис. 4, 5). 
• Энергия – количественная характеристика взаи
модействия материальных объектов: сильного,
слабого, гравитационного, электромагнитного,
вещественнопространственного. К проявле
ниям пятого, вещественнопространственного
взаимодействия энтропийносинергетический
подход относит кинетическую энергию (взаимо
действие массы с пространственновременным
континуумом), энтропийную энергию (взаимо
действие количества вещества с этим же конти
нуумом (8, 9)), и энергию массы (взаимодействие
массы с временнo' й составляющей континуума).
• Потенциальная энергия – это количественная ха
рактеристика взаимодействия объектов, разделён
ных пространством или своими поверхностями.
• Энергия EpV, описываемая произведением pV, яв
ляется количественной характеристикой взаи
модействия вещества с окружающей средой.
Рис. 4. Схема систематизации знаний системообразующими
сведениями на примере Периодического закона
Д.И. Менделеева
Рис. 5. Пример последовательности связующих знаний. Ма!
тематическая операция умножения являются связую!
щей между правилами суммирования и возведения
в степень; правила возведения в степень связывают
умножение и логарифмирование; правила логариф!
мирования объединяют правила возведения в сте!
пень и правила расчёта рН
В качестве следствий постулатов 1–5 можно
рассматривать следующие утверждения:
• Взаимодействия информационных объектов
(информации, знания и их носителей) анало
гичны проявлениям энергии в материальных
процессах. 
• Аналог энтропийной энергии описывает неко
торое количество информации, воспринятой
сознанием, но не объединённой связующими и
системообразующими знаниями.
• Энергии EpV, описываемой произведением pV,
соответствует взаимодействие воспринятой ин
формации с окружающими носителями знания
(Е1, рис. 3).
• Аналог кинетической энергии характеризует
взаимодействие информационной массы с соз
нанием и памятью, описывая скорость мышле
ния, например, скорость преобразования ура
внения Аррениуса (10) в уравнение (11) для рас
чёта энергии активации Ea:
k=k0e–Ea/RT, (10)
(11)2
где k и k' – константы скорости реакции при темпера
турах Т и Т', k0 – предэкспоненциальный множитель.
• Потенциальной энергии соответствует взаимо
действие информационных масс в континууме
сознания, разделённых отсутствием связующих
и системообразующих знаний и преобразова
ний (рис. 4, 5);
• Поскольку температура тела является мерой
средней кинетической энергии составляющих
её молекул, то аналог температуры можно рас
сматривать в качестве меры скорости мышле
ния (Т1, рис. 3);
• Аналог энтропии (информационная энтропия)
– соотношение аналогов энтропийной энергии
и температуры (S1, рис. 3);
• Величину, аналогичную термодинамической
вероятности целесообразно воспринимать как
эклектичность информации (W1, рис. 3).
Следует учитывать, что хотя постулируется анало
гия между процессами информационного обмена и
естественнонаучными явлениями, соответствие мно
гим физикохимическим величинам, скажем, заряду,
квантовым числам электрона, ядерному взаимодей
ствию, тензорным величинам теории относительно
сти, и т.д. ещё только предстоит определить.
Если, согласно постулату 1, процессы мышле
ния и свойства информационных систем действи
тельно аналогичны естественнонаучным процес
сам и свойствам систем материальных, то первые
должны обладать и способностью к формированию
живых систем. Именно таковой системой и явля
ются знания, способные к поглощению информа
ции, выделению источников информации и раз
множению через передачу сведений другому созна
нию. Предлагаемый подход выходит за рамки сте
реотипа, рассматривающего возможность суще
ствования живого только в рамках органических
или, по меньшей мере, материальных систем, но
позволяет использовать некоторые количествен
ные закономерности для анализа процессов ин
формационного обмена. В частности, живые си
стемы характеризуются тем, что для них всегда
можно подобрать интервал времени (Δt=t2–t1) для
которого справедливы равенства3:
ln( ) ,a
RTT' k/k'E T T'= −
?????????- ?????????      ??????????        ?????????-    ??????
???                                                   ? ??????? ??????? ??
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2 k=k0e–Ea/RT; k'=k0e–Ea/RT '; k/k'=
3 Выражения (12) и (13) являются математической формой записи способности живых систем к сохранению гомеостаза
– динамичного постоянства состава и свойств внутренней среды.
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(12) 
Для n=const
ΔS=0. (13)
Для процессов информационного обмена также
как для идеальных газов:
(14)
Величина ΔS при n=const описывается равен
ством (9). Тем же самым характеризуются и волно
вые процессы, для которых всегда можно подоб
рать такой интервал времени, что 
для w=const
ΔA=0,
где А – переменная величина, w – циклическая ча
стота.
Таким образом, жизнь можно рассматривать
как волновой процесс, в котором одной из коле
блющихся во времени величин является энтропия,
а, значит, одной из существенных закономерно
стей явлений информационного обмена следует
признать наличие колебательного равновесия меж
ду увеличением информационной энтропии и си
нергетическим процессом её уменьшения. При
чём, из равенств (9–14) следует, что при прочих
равных условиях мерой энтропии может служить
количество вещества. Поэтому количественной ха
рактеристикой информационной энтропии в про
цессе обучения естественнонаучным предметам
может стать совокупность аналогичных тем, нес
огласованно излагаемых различными дисциплина
ми, и тем, понятий, не объединённых связующими
сведениями внутри каждой дисциплины. Приме
нение такого энтропийносинергетического под
хода к образовательному процессу открывает воз
можность прямого сопоставления существующих
образовательных технологий с естественными за
конами информационного обмена для установле
ния соответствия их друг другу. Поскольку каче
ство обучения лишь выигрывает, если учебный
процесс согласуется с объективными закономерно
стями информационных потоков, то детальное ис
следование этих закономерностей представляется
задачей постоянно актуальной.
Согласно энтропийносинергетическому под
ходу восприятие информации представляет собой
аналог процесса возрастания энтропии, обусло
вленного накоплением количества вещества. Вме
сте с тем этот энтропийный процесс уравновеши
вается процессом синергетическим – систематиза
цией полученных знаний с помощью связующих,
системообразующих сведений и преобразований
(рис. 4, 5). Следует подчеркнуть, что систематиза
ция полученных знаний с помощью связующих,
системообразующих сведений и преобразований
(cv+R).ln(n2/n1)<0 является единственным спосо
бом уменьшения информационной энтропии в
учебном процессе, поскольку знание, в отличие от
материальных живых организмов, не теряет усво
енную информационную массу, не уменьшает ско
рость мышления (cvln(T2/T1)>0) и не сужает размер
сознания (R.lnV2/V1>0). 
Приведённые в настоящей статье рассуждения
позволяют говорить о необходимости сосредоточе
ния методологических усилий в следующих видах
деятельности:
• систематический поиск и исследование нару
шений логики последовательности изложения
материала, которые могут возникать как внутри
одной дисциплины, так и между различными
дисциплинами (энтропийная составляющая), 
• разработка способов, методов и методик устра
нения обнаруженных нарушений; 
• поиск возможностей систематизации предлага
емого учащимся материала, позволяющей воспри
нимать разрозненные сведения аспектами едино
го целого (синергетическая составляющая).
Каждый из этих видов следует воспринимать
аспектом триединого процесса – энтропийноси
нергетического сканирования, который может
оказаться новым направлением развития методо
логии преподавания. 
2
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1 1 1
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