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It is shown that for the MANOVA problem the power function of the test based 
on the trace of a multivariate beta matrix is monotonically increasing in each 
noncentrality parameter provided that the cutoff point is not too large. This 
result is also true for the problem of testing independence of two sets of variates. 
1. INVARIANT TESTS FOR THE MANOVA PROBLEM 
Consider the following canonical form of the MANOVA testing problem 
suitable for studying the power functions of invariant tests. Let U: p x Y and 
E p x tt be random matrices. The p-dimensional column vectors U, ,..., U, , 
V 1 ,***, V, are mutually independent and normally distributed with common 
nonsingular covariance matrix 22 p x p, and EU = 0: p x I, EV = 0: p x n. 
The problem is to test 
@=O against 0 # 0. U-1) 
This problem is invariant under all transformations of the form 
(1.2) 
where A: p x p is nonsingular and I’,: T x T and I’,,: n x n are orthogonal. 
We assume thatp < n + Y (ifp > n + r, there are no nontrivial invariant testg). 
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A maximal invariant statistic is (fr ,...,fJ, where t = min{ p, r} and 1 > fr 3 
0.. >, f t  2 0 are the ordered t largest characteristic roots of the multivariate beta 
matrix Uu’(UU’ + VP”)-1. A maximal invariant parameter is (yr ,..., rJ, where 
K 3 ... > yt > 0 are the ordered t largest characteristic roots of @@‘Z-l. 
For any region Q C Rp(*+n) invariant under all transformations (1.2) define 
so po is the power function of the test with acceptance region Q. For each 
i = l,..., I we denote the qsection of Q for fixed Uj , j # i, and fixed v  by 
Qli’(ci 9 V) = {Ui 1 (u, V) $ Q} C R”, 
where P,:p x (I - 1) = (uI ,..., q-I , uifl ,..., q). 
Das Gupta, Anderson, and Mudholkar [3] have proved the following theorem. 
They assume that p < n, but their proof is valid if p < n + Y. 
THEOREM 1.1. Let Q C Rp(r+n) be invariant under all transformations (1.2). 
Suppose that for each i = l,..., r, Qfi)(zZi , v) is convex, except possibly for (12~ , v) 
in a set of p(n + r - I)-dime12sional Lebesgue measure 0. Then q&y1 ,..., yJ 
increases monotonically in each yj . 
Consider the following four well-known acceptance regions. The first three 
are defined only for p < n, while the last is defined for p < n + r. 
(i) Roy’s maximum root test: 
Ql = {(u, 4 I fi G 4, 0 <R, < 1, 
(ii) Lawley-Hotelling trace test: 
Qs = I@> 4 / $B(l -f&l < 41, 0 < 4, 
(iii) Likelihood ratio test: 
QS = i(f4 V) / @ (1 -fi) > ka/, 0 <k, < 1, 
(iv) W) trace test: 
Qa=/(U,v)iifi<~,/, O<k,<t. 
1 
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Das Gupta, Anderson, and Mudholkar [3] showed that Qr , Qs , and Qa satisfy 
the conditions of Theorem 1.1 and hence their power functions have the mono- 
tonicity property. Mudholkar [7] characterized a class of acceptance regions 
containing Qi and Qs (but not Qa or Qg) which satisfy the conditions of Theorem 
1.1. However, the monotonicity property has not yet been established for the 
important test Qa based on the trace statistic Ci fi , which is usually denoted by 
vo). This test statistic was first studied by Bartlett [2], Nanda [8], and Pillai [lo]. 
This test is admissible (Schwartz [ISJ), 1 ocally minimax (Schwartz [14]), and 
proper Bayes provided n > p (Kiefer and Schwartz [6]). In this paper we show 
that PO,(K I..., rt) is monotonically increasing in each yi provided that the 
cutoff point k, is not too large. 
For 0 < 01 < 1 and p < rz + r, define k,(ar, p, r, n) to be the size 01 cutoff 
point for Vo), i.e., 
P ifi>k4(a,p,r,n) 
[ 
O=O =a. 
1 I 1 
The following is our main theorem; its proof is given in Section 3. 
THEOREM 1.2. The invariant acceptance region Q4 satisfies the conditions of 
Theorem 1.1 if and only if 
My, P, r, 4 < m=U, P - 4. U-3) 
In this case the power function of the k’ ct) trace test for the MANOVA problem 
is monotonically increasing in each noncentrality parameter ‘yi . 
Since Ci fi = tr[UU’( UU’ + VV’)-l], it is easy to see that K,(oc, p, r, n) is 
decreasing in (Y and n, while increasing in r. Furthermore it will be shown in 
Section 2 that 
W, P, r, 4 = hb, r, P, n + r - P), F-4) 
so that &(01, p, r, n) is increasing inp as well. From this we see that for n > p the 
monotonicity property of the power function of the Vu) test for the MANOVA 
problem can be deduced from Theorem 1.1 provided 01 and n are not too small 
and p, r are not too large. [Of course, the monotonicity property might hold even 
if (1.3) is violated, since the sufficient condition of Theorem 1.1 may not be 
necessary.] 
Values of &((Y, p, r, n) have been tabulated by Pillai [II], Pillai and 
Jayachandran [12], Jayachandran [5], Fujikoshi [4], and Schuurmann, 
Krishnaiah, and Chattopadhyay [13]. We have listed in Tables I and II values 
of n*(cu, p, r) for OL = 0.05 and LY = 0.01, where n*(or, p, r) is the smallest value 
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of n > p such that k4(or, p, T, n) < 1. By Theorem 1.2, the Vt) test has the 
monotonicity property if (but not necessarily only if) tl > n*(o1, p, I). 
TABLE I 
Values of n*(0.05, p, I) 
4 6 8 10 12 14 16 
2 7 10 13 16 19 21 24 27 
4 12 20 28 36 43 50 57 64 
6 17 30 43 55 67 78 90 101 
8 22 40 57 73 89 105 121 137 
10 27 49 71 91 
12 31 58 84 109 
14 36 67 98 127 
16 41 76 111 145 
TABLE II 
Values of n*(O.Ol, p, I) 
P\’ 2 4 6 8 10 12 14 16 
2 8 12 16 19 22 25 28 31 
4 14 25 33 42 50 57 65 72 
6 20 35 49 62 75 87 99 111 
8 25 46 64 82 99 116 132 149 
10 30 56 79 101 
12 35 65 93 120 
14 40 75 107 138 
16 45 84 121 157 
2. INVARIANT TESTS FOR INDEPENDENCE OF VARIATES 
Let 2: (p, + pz) x m be a random matrix whose columns are independent 
normal random vectors with mean 0 and common nonsingular covariance 
matrix d. Partition 
and 
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with X:p, x m, Y: pa x m, d,,: p, x p, , etc. In this canonical form, the 
problem of testing independence of two sets of variates is to test 
A,, = 0 vs. A,, # 0. (2.1) 
The problem is invariant under all transformations of the form 
(2.2) 
where B,: p, x p, and B,: pa x pa are nonsingular and l? m x m is orthogonal. 
A maximal invariant statistic is (g, ,..., gt), where t = min{ p, , pa} and 1 > g, > 
**a > g, 2 0 are the ordered t largest characteristic roots of 
(xx’)-’ (XY')( YY')-1 (YX) = s;,'s,,s~s,, , 
where S = 22’ is partitioned as A. Assume that m > max{ p, , pa} to ensure 
the nonsingularity of S,, and S,, , and to ensure the existence of nontrivial 
invariant tests. A maximal invariant parameter is the vector of canonical correla- 
tions (pr ,..., pJ, where 1 3 pi2 > ... > pt2 > 0 are the ordered t largest 
characteristic roots of A1;1A1&..A21 . The power function of any invariant test 
is a function of (pr ,..., pJ. 
It is well-known (see Anderson and Das Gupta [l]) that the conditional 
distribution given S,, of the matrix 
Kl%%%, = (Sll.2 + ~1,&2!&1)-’ %&ii% (2.3) 
is of the same form as the distribution of the matrix (UU’ + VV’)-llJU’ in 
the MANOVA problem if we take (p, I, n) = (p, , pa, m -pa), and their 
(unconditional) null distributions are identical. Using the former fact Anderson 
and Das Gupta [I] and Mudholkar [7] obtained the following result. 
THEOREM 2.1. Suppose thut the power of an invariant test JOY (l.l), which 
accepts the MANOVA hypothesis 0 = 0 if and only if (fi ,..., ft) E Ol, increases 
monotonically in each noncentrality parameter yi . Then the power function of the 
invariant test for the independence problem (2.1), which accepts the hypothesis 
A,, = 0 if and only if (gI ,..., gt) E G?!, increases monotonically in each canonical 
correlation pi . 
Combining Theorems 1.1 and 2.1, therefore, it was concluded in [l] and [7] 
that the power functions of Roy’s test based on g, , the Lawley-Hotelling test 
baaed on xl gi( 1 - g&r, and the likelihood ratio test based on ni (1 - gi) all 
have the monotonicity property (these tests are defined only if m > p, + pa). 
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For all m > max( p, , pa), Theorem 1.2 now provides the following result 
concerning the power function of the Vo) trace test for testingindependence(2.1). 
This test accepts A,, = 0 if and only if 
(2.4) 
where k4 was defined in Section 1. 
THEOREM 2.2. Theorems 1.1 and 2.1 together imply the monotonicity property 
of the power function of the Vet) trace test for independence if and only if 
Q, pl , P, , m - PJ < m4, P, + P, - ml. 
Since kp(q p, , p, , m - pa) decreases with (Y and m and increases with pi 
and p, , the Vtt) test for independence has the monotonicity property provided 01 
and m are not too small nor p, and p, too large. If  we define m*(oL, p1 , p2) to be 
the smallest value of m > p, + p, such that k4(or, p, , p, , m - p2) < 1, then 
m*hA, P2) = ~*hP17P2> +P2 9 so Tables I and II can be used in this case 
also. 
Remark. Since S,,S;,‘S,,S;l = S2,S;.S,,(S2,., + S2,S;~S,2)-1 and since 
the t largest characteristic roots of Sa,S;~Si2S,i’ and of S;,‘S,,S;~S2, are the 
same, it follows from (2.3) that k&or, p, , p, , m - p2) = k,(a, p2 , p, , m - p,), 
which is equivalent to (1.4). 
3. PROOF OF THEOREM 1.2 
Express Q4 as 
Q4 = {(u, w) 1 tr[uu’(uu’ + VU’)-l] < k4}, 
where 0 < k, < t. Since Q4 is symmetric in the columns ui ,..., u,. of u, it 
suffices to prove that Qt’(zZi , r~) is convex for almost all (ii; , w) if and only if 
k4 < max{l,p - n}. Now 
tr[uu’(uu’ + 00’))l] = p - tr[eru’(uu’ + w’)-l] 
and 
(uu’ + ww’)-1 = (up, + tigil’ + WV’)-1 = w-1 - 
w-441uI’w-l 
1 + ul’w-iUi ’ 
where w = w(zii , w) = ziizii’ + ww’ is nonsingular for almost all (zii , w) since 
p<n+r-I. 
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Hence, excluding a null set of (u‘i , V) values, 
Let (1 = A(& , V) = w~‘~%w’w-~~~, let y = w-i/‘%, , and define the region 
M = M(z7, , v) C Rfl by 
Jqf, 7 
Y’AY 
c)=;Y l+y’y ,<trA-p+k,. 1 
Thus 
QP(& > zg = w”2[M(zl, , v)], 
where w~/~[M] = {z&/4 I y E AT}. Choose 4 = $(Gi , U) to be ap x p orthogonal 
matrix such that 
A = # diag{X, ,..., &,} 4’, 
where A, 3 ... 3 A, are the ordered characteristic roots of A [hj = hj(zZ1 , v)]. 
Let .z = $‘y = (zr ,..., as)’ and define the region H = H(i& , v) C R” by 
H(li,,v)=-)zl$zj2(h,- f h,+p-kk,)< i A,-p+k,[. (3.1) 
3=1 n=1 m=l 
Then M(zZ, , V) = $[H(& , v)], so that except for a null set of (z2, , z) values, 
Qs& > v) = ~l’~a,b[H(ii, , v)]. (3.2) 
Now assume that K, < max{l,p - n}. In view of (3.2) and the linearity of 
the operator wr’“#, to verify that Q4 satisfies the conditions of Theorem 1 .l 
it suffices to show that H(z& , V) is convex for all (tz, , v). Since A and I, - A are 
positive semidefinite and rank(A) = rank(v) < min{ p, n} = S, say, we have that 
1 >, Al > ..’ 3 As > 0 = Aa+l = -.. = A,. (3.3) 
Hence for eachj = l,..., p, 
& - 2 A,, + P - 4 > -min(p - 1, S} +p - k4 
m=1 
= -min{p- l,n}+p--K, 
= max{l,p - n} - K, 
2 0. 
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Therefore from (3.1), H(zZr , V) is an ellipsoid (possibly degenerate or empty) 
for all (z2, , V) and hence is convex, so Q4 satisfies the conditions of Theorem 1.1. 
Conversely, suppose that k4 > max{l, p - n}. Since k, < t = min{ p, r}, this 
requires that r > 1. Let p = ~(12, , V) = CL=, A, - p + k, and /3j = 
&Bj(% > U) = Aj - p, so that 
We shall show later that there exists (Er , V) such that 
A& 7 v) > 0 > &@I 3 4. (3.4) 
Since &(S, , V) is a continuous function of (lir , V) there must exist an open set 
A C Rp(nAr-l) such that (3.4) holds for all (12, , w) E A. Thus H(zZ, , V) fails to be - 
a convex set whenever (zZi , w) E A, which is a non-null set, so Q4 cannot satisfy 
the conditions of Theorem 1.1. 
We turn to the existence of (Zz, , V) satisfying (3.4), which can be rewritten as 
f Aj < p - k, < ‘2’ Xj . 
j=2 i=l 
(3.5) 
By assumption, max{ 1, p - n} < k, < t = mini p, r}, or equivalently 
max{O,p-rr)<p-kK,<min{p--l,n}. (3.6) 
Case (i). p < n, p < r. 
Choose (z& , V) such that ww’ = 1, (the p x p identity matrix) and zilzil’ = 
diag{d, ,..., d,), where 0 < di < ... < d, are defined below. For such (Zz, , w) 
we have 
(hl ,.-., 4,) = ((1 + 4-‘v.., (1 + 4,-Y, 
so (3.5) becomes 
i (1 + d&l < 
9-l 
p - k, < C (1 + d&l. 
j=2 j=l 
(3.7) 
Also, (3.6) reduces to O<p-kK,<p-I, so O<v<p--2 where 
v E [ p - k4]. If v = 0 choose the di such that (1 + d&l = 1 and (1 + d,)-l < 
(p- kJ(p- 1) for 2 <j <pp. If 1 <V <p-2 select 0, 6 such that 
(p-k,)--<<<< and 0<6<1--8, and choose the dj such that 
(1 + d,)-1 = ..* = (1 + d&l = 1, (1 + dv+J-l = 0, and Cy++s (1 + d&l = 6. 
Then it is easily verified that for all 0 < v < p - 2, (3.7) is satisfied. 
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Three more cases remain: (ii) p < 11, p 3 r; (iii) p > n, p < r; (iv) p > n, 
p 2 T. These cases are treated in a similar, but not identical, manner as case (i). 
Full details appear in [9]. 
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