A surrogate endpoint is an endpoint that is obtained sooner, at lower cost, or less invasively than the true endpoint for a health outcome and is used to make conclusions about the effect of intervention on the true endpoint. In this approach, each previous trial with surrogate and true endpoints contributes an estimated predicted effect of intervention on true endpoint in the trial of interest based on the surrogate endpoint in the trial of interest. These predicted quantities are combined in a simple random-effects meta-analysis to estimate the predicted effect of intervention on true endpoint in the trial of interest. Validation involves comparing the average prediction error of the aforementioned approach with (i) the average prediction error of a standard meta-analysis using only true endpoints in the other trials and (ii) the average clinically meaningful difference in true endpoints implicit in the trials. Validation is illustrated using data from multiple randomized trials of patients with advanced colorectal cancer in which the surrogate endpoint was tumor response and the true endpoint was median survival time.
INTRODUCTION
A surrogate endpoint is an endpoint that is obtained sooner, at lower cost, or less invasively than the true endpoint and is used to make conclusions about the effect of intervention on a true endpoint for a health outcome. An application trial is a trial in which the surrogate, but not the true, endpoint is observed and used to evaluate the effect of intervention on true endpoint. Before a surrogate endpoint can be confidently used in an application trial, it must be validated using a validation trial in which both the surrogate and true endpoints are observed. In a general sense, a surrogate endpoint is validated if the surrogate endpoint approach and an approach using the true endpoint yield similar conclusions about the effect of intervention on the true endpoint in a validation trial. More precise definitions of surrogate endpoint validation depend on the methodology.
One general framework for the validation and application of surrogate endpoints involves testing the null hypothesis of no effect of intervention on the surrogate endpoint. In this context, a surrogate endpoint is validated if rejection of the null hypothesis for the surrogate endpoints implies rejection of the null hypothesis for the true endpoint in a validation trial. Equivalently, a surrogate endpoint is validated if the contrapositive statement holds, namely the null hypothesis for the true endpoint implies the null hypothesis for the surrogate endpoint in the validation trial. Prentice (1989) formulated two criteria that guarantee the validity of the surrogate endpoint in the context of hypothesis testing: (i) the distribution of the true endpoint conditional on the surrogate endpoint is the same for both arms of randomized trial and (ii) an extra condition ensuring that the null hypothesis for the true endpoint implies the null hypothesis for the surrogate endpoint, rather than vice versa as would be obtained if only (i) were satisfied. Buyse and Molenberghs (1998) showed that, with binary surrogate and true endpoints, criterion (ii) reduces to the criterion that the surrogate endpoint is associated with the true endpoint. Generally, the focus of attention is on criterion (i) which is also known as the Prentice Criterion (Begg and Leung, 2000) . If the Prentice Criterion is rejected for an appropriate sample size, one can conclude that the surrogate endpoint is not valid for hypothesis testing. The main challenge with validating surrogate endpoints in a hypothesis testing framework is evaluating the surrogate endpoint when the Prentice Criterion cannot be rejected. To attempt to address this challenge, various measures have been proposed that are related to how much the surrogate endpoint contributes to the prediction of the effect of intervention on true endpoint (e.g. Buyse et al., 2000a; Freedman et al., 1992; Wang and Taylor, 2002) . The downside is that it may be difficult to decide what levels of these measures indicate an appropriately validated surrogate endpoint.
Another general framework for the validation and application of surrogate endpoints involves estimation of the effect of intervention on the true endpoint via a model relating surrogate and true endpoints in one or more previous trials. Although the Prentice Criterion is central to hypothesis testing, it is not required for estimation (Baker and Kramer, 2003; although it is sometimes postulated.
One type of model in this estimation framework involves individual-level associations between surrogate and true endpoints in a single previous trial (Morrison, 1991; Day and Duffy, 1996) . A controversy arose from paradoxical results (Day and Duffy, 1996; Begg and Leung, 2000) . However, recently resolved these paradoxes, giving the method a firm inferential foundation. Nevertheless, this approach has a salient disadvantage, it does not capture the variability of parameters over multiple trials.
A second type of model involves the association between principal strata of the surrogate endpoint (the pair of potential outcomes for the surrogate endpoint if each subject were assigned to each of the two arms) and true endpoint (Frangakis and Rubin, 2002) . Because the potential outcomes are not observed, some assumptions are required to obtain unique maximum likelihood estimates of parameters. These assumptions are analogous to those needed with potential outcome models for noncompliance (e.g. Baker and Kramer, 2005) . One standard assumption is that the probability of the true endpoint given a pair of identical potential surrogate endpoints does not depend on randomization group. However, this assumption would not hold if there were multiple pathways to the true endpoint. Another disadvantage is that the current formulation only involves a single previous trial, so it does not capture the variability of parameters over previous trials.
A third type of model estimates the associations between summary (trial-level) statistics for surrogate and true endpoints among multiple previous trials. Unlike a simple regression on summary statistics, it incorporates the within-trial correlations and variability between surrogate and true endpoints. When there are separate summary statistics for each randomization group (Gail et al., 2001; Buyse et al., 2000a) , the estimation is computationally difficult, particularly with binary outcomes (Renard et al., 2002) . Although estimation is computationally simpler when the summary statistic is a difference in intervention effects (Daniels and Hughes, 1997; Korn et al., 2005) , less information is used than with separate models for each arm of the trial, and there may be logical difficulties when an intervention is in the control arm of one trial and in the experimental arm of another trial (Freedman, 2005) . This paper proposes a fourth type of model that extends the first type to the meta-analysis of multiple previous trials. The method is a meta-analysis over previous trials of the predicted effect of intervention on true endpoint based on the data in each previous trial. The approach has the desirable features of being simple to implement and easy to understand. This paper also proposes a new criterion for validation, the average prediction error, which is the average absolute difference between the overall predicted effect of intervention on true endpoint and the observed effect of intervention on true endpoint. A desirable feature of this criterion is that it can be compared with an important quantity, the clinically meaningful difference.
ESTIMATION
The same estimation procedure is used for application and validation scenarios. For the application scenario, trial j denotes the application trial with only a surrogate endpoint, and i indexes the previous trials with both surrogate and true endpoints. The goal of the application scenario is to estimate the predicted effect of intervention on true endpoint in application trial j. For the validation scenario, from a set of trials with surrogate and true endpoints, one trial j is selected as the validation trial and i = j indexes the other trials which take the role of previous trials. The first step in validation is to estimate the predicted effect of intervention on true endpoint in each validation trial j. (Later steps in validation are described in the next section.) The basic idea of the estimation procedure for both application and validation trials is to (a) separately estimate the predicted effect of intervention on true endpoint in a trial j using data from each previous trial with surrogate and true endpoints and data on surrogate endpoint in the trial of interest, and then (b) take a weighted average of these estimated predicted intervention effects with weights derived from a random-effects model. The paper focuses on a binary surrogate endpoint, although the method could be extended to a categorical surrogate endpoint, and a true endpoint that is either binary or the median survival time, although the methodology could be applied to other true endpoints such as the mean.
Let Z denote randomization group, S denote a binary surrogate endpoint with realizations of 0 or 1, and T denote a true endpoint. Let θ j zs denote a parameter relating surrogate and true endpoints in group z of trial j. If the true endpoint is binary, θ j zs = pr(T = 1|S = s, Z = z, trial j). If the true endpoint is the median survival time, θ j zs is the median survival time among subjects in arm z of trial j with surrogate endpoint s. Also, let π j z = pr(S = 1|Z = z, trial j), namely the probability the surrogate endpoint equals 1 in arm z of trial j.
Let (obs) j denote the effect of intervention on the true endpoint in trial j, where the subscript (obs) indicates that the true endpoint is observed. If the true endpoint is binary, (obs) j = pr(T = 1|Z = 1, trial j) − pr(T = 1|Z = 0, trial j). If the true endpoint is the median survival time, (obs) j is the difference in median survival times in the two arms of trial j. To motivate further derivations, it is helpful to rewrite (obs) j as the following mathematical identity that sums over the two possible states for the binary surrogate endpoint,
The goal is to predict (2.1) using only data from the surrogate endpoint in the validation trial and data on surrogate and true endpoints in previous trials. The surrogate endpoint in trial j provides data to estimate π j z . For previous trial i(i = j), θ izs is used to predict θ j zs . Substituting θ izs for θ j zs in (2.1) gives
which is called the predicted intervention effect (for the true endpoint in trial j) from previous trial i. The predicted intervention effect from trial i is estimated as follows. Let n j zs denote the counts in trial j for group z and surrogate endpoint at level s. The parameter π j z is estimated by π j z = n j z1 /n j z+ , where '+' indicates summation over the indicated subscript. For a binary true endpoint, θ izst = n izs1 /n izs+ with var( θ izs ) = θ izs (1− θ izs )/n izs+ , where n izst denotes the number of subjects in trial i for group z, surrogate endpoint at level s, and true endpoint at level t. When the median survival time is the true endpoint, θ izs is the median of the survival times for trial i, group z and surrogate at level s. An approximate variance is derived in Appendix A. Substituting these estimates into (2) gives the estimated predicted intervention effect from previous trial i,
( 2.3)
The estimate of the predicted intervention effect in trial j is a weighted average of the estimated predicted intervention effects from each previous trial,
where
The weights, w i j , for i = j, are analogous to those for a standard fixed-effects meta-analysis because they equal the reciprocal of the variance. These weights would minimize the variance of j if the i j were independent (Kendall and Stuart, 1961) . Although the i j are correlated, this simple formula is attractive because it is difficult to compute nonnegative weights that minimize the variance of j when the i j are correlated.
In all meta-analytic approaches for surrogate endpoints, an important issue is the variability of parameters over trials due to variations in population characteristics or pathways from the surrogate to the true endpoint among various interventions. For the simple meta-analytic model, one could view the θ izs parameters as having a distribution over previous trials. However, explicitly modeling the variability among the θ izs parameters is difficult. A simpler approach is to model the variability of the i j parameters, which indirectly incorporates the variability of the θ izs parameters. The underlying assumption is that i j follows a normal distribution with mean j and variance σ 2 j . Let
The variance of
where the diagonal elements are given by (4) and the off-diagonal elements (i = i ) are
Under the random-effects model, the variance of ∼ j is V j + σ 2 j I, where I is a (k − 1) × (k − 1) identity matrix. By analogy with a standard random-effects meta-analysis of true endpoints, the estimated predicted intervention effect adjusted for random effects is the following weighted average of the estimated predicted intervention effects for each previous trial i, (pred) 
where the subscript (pred) indicates the predicted intervention effect. The new weights w * i j , for i = j, are the reciprocals of the overall variance for trial i, which equals the variance from the random effects plus the sampling variance for trial i. Estimation of σ 2 j is based on a method-of-moments procedure similar to that for a standard meta-analysis for true endpoints (DerSimonian and Laird, 1986 ) but accounting for the correlation among the i j . Let w ∼ j denote a vector of w i j for all i = j. As derived in Appendix B, σ 2 j is estimated by
Let (meta) j denote the estimated effect of intervention on the true endpoint in trial j from a standard random-effects meta-analysis (DerSimonian and Laird, 1986) based on data from the true endpoint in trials other than trial j. If the surrogate and true endpoints are unrelated,
If the surrogate and true endpoints are related, (pred) j will differ from (meta) j because it contains more information for predicting the effect of intervention on true endpoint. Figure 1 illustrates some of the calculations for a binary true endpoint and a comparison of (meta) j and (pred) j . Thick and thin lines indicate different randomization groups. In the left panel, each point denotes trial-level data, namely the fraction of subjects with surrogate and true endpoints for each arm of each previous trial, with dashed lines indicating 95% confidence intervals. The boxes indicate the fractions of subjects with surrogate and true endpoints in each arm of trial j. The small horizontal line segments to the left of the plot indicate the fraction of subjects with the true endpoint for each arm of each previous trial. The weighted average, over all trials excluding trial j, of the differences between pairs of thick and thin small horizontal line segments corresponding to a particular trial equals (meta) j . Thus, trial j contributes no information for computing (meta) j .
The right panel shows the prediction lines, namely the lines that predict the effect of intervention on true endpoint from each previous trial, which are used in the simple meta-analytic approach for surrogate endpoints. For each previous trial i, the thin prediction line connects the points (0, θ i00 ) and (1, θ i01 ) and the thick prediction line connects the points (0, θ i10 ) and (1, θ i11 ). Each thin horizontal line segment on the left of the plot equals θ i01 π j0 + θ i00 (1 − π j0 ) and is graphically computed by finding the vertical point on the thin prediction line for trial i evaluated at the horizontal point π j0 corresponding to the box with the thin outline. Similarly, each thick horizontal line segment on the left of the plot equals θ i11 π j1 + θ i10 (1 − π j1 ) and is graphically computed by finding the vertical point on the thick prediction line for trial i evaluated at the horizontal point π j1 corresponding to the box with the thick outline. The difference between the thick and thin horizontal line segments for trial i equals i j . The weighted average of the i j gives the estimated predicted intervention effect (pred) j . Because the surrogate endpoint is predictive of true endpoint, there is a greater difference between the thick and thin horizontal line segments on the right plot corresponding to (pred) j than on the left plot corresponding to (meta) j .
VALIDATION
Consider the validation scenario in which all trials have surrogate and true endpoints. Let (obs) j denote the observed effect of intervention on true endpoint in trial j. When the true endpoint is binary, (obs) j is the difference in the probability of true endpoint in the two arms of trial j. When the true endpoint is the median survival time, (obs) j is the difference in median survival times in the two arms of trial j. The average prediction error for the predicted effect of intervention (APEP) is
which is the weighted sum of the absolute values of the differences between the predicted and observed intervention effects, where the weights are proportional to sample size. Absolute values are needed because otherwise large differences with different signs would cancel and so incorrectly indicate a small average prediction error. APEP is a useful measure because it can be directly compared with the average clinically meaningful difference (ACMD) over all trials,
The contribution to ACMD from each trial is the implicit alternative hypothesis for the true endpoint and is computed assuming (i) the standard error of the observed effect of intervention on true endpoint equals the anticipated standard error used in designing the trial, (ii) the power is 0.8, and (iii) the two-sided type I error is 0.05. If APEP is large compared with ACMD, the error in using the surrogate endpoint to predict the effect of intervention on true endpoint swamps the clinically meaningful difference. However, if APEP is small compared with ACMD, any error from using the surrogate-based predicted effect of intervention is likely to have little consequence on the conclusions. The recommended comparison is between the upper bound of the 95% confidence interval for APEP and ACMD. The 95% confidence interval for APEP can be computed using a bootstrap approach (Efron and Gong, 1983) in which the data in each randomization group in each trial are randomly sampled. Because of the absolute value function, the bootstrap mean of the APEP can differ considerably from the point estimate.
There is one important caveat to comparing APEP and ACMD. If all trials have similar effects of intervention on true endpoint, APEP could be much smaller than ACMD, yet the surrogate could be unrelated to true endpoint, which would greatly lower one's confidence in its application to a new trial. To investigate this situation, it is helpful to compute the average prediction error of other true endpoints (APEO),
which is the average prediction error for a standard meta-analysis involving true endpoints in other trials. If APEP and APEO are similar, it would imply similar effects of intervention on true endpoint in all trials, and so there would be little information about the predictive value of the surrogate endpoint in an application trial with a different effect of intervention on true endpoint. The meta-analytic method is most useful relative to a standard meta-analysis of true endpoints when the association between surrogate and true endpoints is the same (with some random variability) over all trials, but the effect of intervention on true endpoint differs over trials. In summary, there are two requirements for validating a surrogate endpoint in this framework. First, the upper bound of APEP should be smaller than ACMD to indicate that errors arising from using the surrogate endpoint to predict intervention effect are small relative to the intervention effect the investigators are hoping to detect. Second, APEP should be smaller than APEO to indicate that the small value of APEP is not simply a consequence of similar effects of intervention on true endpoints.
Once the surrogate endpoint is validated, one can more confidentially apply the method in an application trial ( j = 0) in which the surrogate, but not the true endpoint, is observed. One would estimate the mean and 95% confidence interval for 0 in (6) based on bootstrapping. However, see Section 6 for caveats.
SIMULATIONS
Simulations were conducted to further investigate the new meta-analytic approach and compare it with a previous meta-analytic approach based on summary statistics in each trial (Gail et al., 2001; Buyse et al., 2000a) . Let (summary) j denote the estimated effect of intervention on true endpoint in trial j based on a model involving summary statistics. Because previous computational methods for (summary) j with binary endpoints (Renard et al., 2002) are difficult to implement, a simpler method-of-moments approach was used. See technical report at http://www.cancer.gov/prevention/bb/baker.html for details. The average prediction error of the summary statistic (APES) approach for surrogate endpoints is APES = j | (summary) j − (obs) j |n j++ /n +++ . The simulations are based on 1000 iterations for 10 trials with 100 subjects in each randomization group. There is an underlying true prediction line for each randomization group z, specified by θ (true)zs which is graphically displayed for six scenarios in Figure 2 . For each trial i, randomization group z, and iteration, prediction lines are generated assuming θ izs ∼ N (θ (true)zs , 0.04) with a constraint that 0.01 θ izs 0.99. In addition, on each iteration the probability of surrogate outcome given group z and trial i is generated by π iz ∼ N (π (true)iz , 0.05), where π (true)i0 = i/10 − 0.05 and π (true)i1 = 1.05 − i/10 and the constraint that 0.01 π iz 0.99. On each iteration, sampling error is incorporated by multinomial sampling from the 100 subjects per randomization group.
Let true( j) denote the 'true' effect of intervention on true endpoint computed from θ (true)zs and π (true) j z . Let APEP* = j | (pred) j − (true) j |n j++ /n +++ , which is the APEP relative to the 'true' value. Similarly, define APES* and APEO*. Also, let AOBS* = j | (obs) j − (true) j |n j++ /n +++ , which is the average prediction error for the observed true endpoint relative to the true value. The averages of APEO*, APES*, and APEP* over the iterations provide a measure of error related to the mean-squared error but more easily compared with the averages of APEO, APES, and APEP over the iterations.
As shown in Table 1 , the average values (over simulations) of APEO*, APES*, and APEP* are slightly smaller than the average values of APEO, APEP, and APES, respectively, because the estimated intervention effect on true endpoint in each trial is more variable than the underlying 'true' intervention effect for the set of trials. The average of APEP* is smaller than the average of AOBS* because APEP*, unlike AOBS*, averages over the random-effect realizations of prediction lines. In this simulation, the simple meta-analysis for surrogate endpoints performs slightly better than the previous analytic methods using summary statistics. Under Scenario F, the surrogate endpoint is not related to true endpoint, so APEO is similar to APES and APEP. Under the other scenarios, the surrogate endpoint is related to true endpoint, and APES and APEP are much smaller than APEO.
EXAMPLE
The method was used to investigate the validity of a surrogate endpoint in data from multiple randomized trials for patients with advanced colorectal cancer (Burzykowski et al., 2004; Buyse et al., 2000b) . The binary surrogate endpoint is an indicator of tumor response where S = 0 if there was complete or partial response and S = 1 if the disease was stable or progressive. The true endpoint is median survival time in weeks. Following Burzykowski et al. (2004) , every two-arm comparison is regarded as a separate trial, and the trial with no surrogate endpoint at one level in one arm was excluded, leaving 26 trials with available data. Also, following Burzykowski et al. (2004) , a landmark analysis was used to reduce length bias that arises when subjects die before tumor response is observed. In particular, the analysis only uses data from subjects alive at 3 months and assumes that tumor response was observed prior to 3 months. To visually distinguish between estimates from different randomization groups, separate plots are presented for each randomization group although the analysis is based on differences between randomization groups within each trial. The upper plots in Figure 3 show the mean and 95% confidence intervals of the Fig. 3 . Analysis of data from 26 trials of advanced colorectal cancer. The surrogate endpoint is the fraction of subjects without tumor response and the true endpoint is the median survival in weeks. APEP is the weighted average of the absolute value of the prediction errors in the bottom left plot. surrogate and true endpoints for each arm of each trial. Although there was substantial variation in the surrogate endpoint, the true endpoints fell within a small range, except for the smallest trial involving only 15 subjects. The middle plots show the lines used to predict the effect of intervention on true endpoint using the simple meta-analytic approach. The lower left plot shows estimated prediction errors and 95% confidence intervals for the predicted effect of intervention on true endpoint for each trial. Size refers to the number of subjects alive at 3 months. The lower right plot shows APEO and APEP with 95% confidence intervals, compared with ACMD. Although APEP is small relative to ACMD, it is similar to APEO. Therefore, tumor response is not a good surrogate endpoint for predicting the effect of treatment on the difference in median survival times. This conclusion agrees with that of Burzykowski et al. (2004) .
DISCUSSION
The simple meta-analytic approach requires the same relationship of the surrogate to true endpoints (but allowing extra variability from random effects) within a given arm of all the randomized trials. This is a less-stringent requirement than the Prentice Criterion which requires the same relationship of surrogate to true endpoints among both arms in all trials (Baker and Kramer, 2003; . If it were possible to stratify the data by a baseline covariate, an even less-stringent requirement would be needed, namely the same relationship of the surrogate and true endpoints within each arm and stratum of all randomized trials (again allowing extra variability from random effects). Sometimes an intervention is used in the control arm of one trial and the experimental arm of another trial. In that case, one should require the same relationship of surrogate to true endpoints (allowing extra variability from random effects) among both arms of all trials, as with the Prentice Criterion. It is not necessary to explicitly test the Prentice Criterion because the better the relationship between surrogate and true endpoints approximates the Prentice Criterion, the more likely the surrogate will be validated.
The ACMD provides a benchmark for the validation statistic APEP. The advantage of APEP over previous summary measures for validation is that, unlike the other measures, one can compare its magnitude relative to a well-defined and important quantity, namely the ACMD. There may be concern that ACMD explicitly depends on sample size while APEP does not. However, APEP implicitly depends on sample size because, for a given trial, the largest value of the observed intervention effect and hence the largest value of the predicted intervention effect would typically not be much larger than the clinically meaningful difference. Because one would not typically validate a surrogate endpoint using highly different types of intervention, such as for both prevention and treatment, the prediction lines among a set of trials should be within the same order of magnitude. The ideal situation for validating a surrogate endpoint is when the prediction lines are similar but the surrogate endpoints differ across trials.
Once a surrogate endpoint is validated, it can be more confidently used in an application trial. However, there are two caveats. First, a validated surrogate endpoint may not give the correct conclusion in a new setting simply because the relationship of surrogate to true endpoint may differ in the new trial and in the validation trial. In other words, there is always some extrapolation when using a surrogate endpoint for inference in an application trial. Second, a validated surrogate endpoint for a true endpoint associated with benefit generally provides no information about harms that would occur after its observation.
Given these caveats, whether or not one should rely on the validated surrogate endpoint for conclusions about the effect of intervention on true endpoint in an application depends on the particular situation. There are two situations when reliance on the validated surrogate endpoint for an application trial would be most appropriate. One situation is when the surrogate endpoint evaluates an intervention in a preliminary phase of development, and the purpose is to try to identify the most promising interventions for more definitive evaluation with a true endpoint. A second situation arises when the surrogate endpoint evaluates a particular timing or dose of an intervention that was previously shown to be effective at another dose or timing. For example, Day and Duffy (1996) proposed using surrogate endpoints to evaluate breast cancer screening every 3 years because randomized trials with mortality endpoint showed benefits of breast cancer screening every year.
To implement this approach, it is necessary to obtain data from previous trials that report surrogate and true endpoints. Hopefully, the simplicity of this approach will spur clinical trialists to routinely collect high-quality data on surrogate endpoints that could be used in this type of meta-analysis.
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APPENDIX A

Variance of estimated median survival time
The estimated large sample variance of the median survival time is 0.25 var( S)/( S 2 f ), where S is the estimated probability of surviving to the median survival time and f is the estimated density function at the median survival time (Klein and Moeschberger, 1997) . For simplicity, survival time is assumed to follow an exponential distribution. Because the variance is only used for the weights, misspecification is not a major concern. For the surrogate at level s in group z of trial i, the median survival time is denoted θ izs . Let d izs and r isz denote the number of deaths and total of all survival times, respectively, among subjects with surrogate at level s in arm z of trial i. Therefore, S izs = exp(−h izs θ izs ) and f izs = h izs S izs , where h izs = d izs /r isz is the estimated hazard. Using the delta method, var( S izs ) = S 2 izs θ 2 iz1 var( h izs ), where var( h izs ) = h 2 izs /d izs .
APPENDIX B
Random-effects computation
The component of variance from the random effects, σ 2 j , is estimated by the method of moments using the following formulas. Recall that the variance of 
