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Spatial Log–Gaussian Cox Processes
in Hilbert Spaces
A. Torres-Signes, M.P. Fr´ıas, M.D. Ruiz-Medina and J. Mateu
Abstract
A flexible class of spatial stationary log-Gaussian Cox processes in
Hilbert spaces is introduced. This family of processes allows the appli-
cation of Functional Data Analysis (FDA) techniques to spatial point
patterns, beyond the stationary condition over additional domains of
interest (e.g., time, depth, elevation, etc). In the case of a Gaus-
sian first-order spatial autoregressive Hilbertian log–intensity process
(SARH(1) process), minimum-contrast componentwise parameter es-
timation is derived from the projected periodogram kernel. The asymp-
totic properties of these minimum contrast parameter estimators are
shown in the simulation study undertaken. A real–data application
to respiratory disease mortality pattern analysis illustrates the imple-
mentation of the estimation and spatial functional prediction approach
adopted.
Keywords: Cox process; Disease mapping; Log-Gaussian intensity; Minimum-
contrast componentwise estimation; Spatial functional prediction.
1 Introduction
There exists an extensive literature on statistical modeling and analysis of
point patterns (see, e.g., [23], [8]; [19]; [9]; among others). Measure theoreti-
cal details and the usual background material on spatial point processes can
be found in [23], and the references therein.
Doubly stochastic Poisson processes (also called Cox processes) were al-
ready introduced, and studied in [5] (see also [16] and [32]). The log–normal
intensity model (see, e.g., [21]) provides a flexible framework in spatial and
spatio-temporal point pattern analysis (see [11]; [15], among others). Its
complete characterization by the intensity, and the pair correlation function
in the stationary case makes possible its application in different fields (see,
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e.g., [27] in pine forest; [30] in wildfire occurrences). Extended models have
also been formulated in [22]; [35]; [31], among others. The present paper
introduces a Hilbert–valued spatial stationary version of these processes al-
lowing to model heterogeneous behaviors over additional domains of interest
(e.g., over time, depth or elevation).
It is well-known that several statistical approaches in the parametric (like-
lihood, pseudo-likelihood, composite likelihood), semi-parametric and non-
parametric contexts, from a classical and Bayesian perspectives, have been
adopted for inference on spatial and spatio-temporal point processes (see [2];
[17]; [10]; [14], and the references therein).
Note that FDA techniques are well suited to estimate summary statis-
tics, which are functional in nature. In particular, point process data clas-
sification, based on second–order statistics, can be performed applying FDA
methodologies (see, e.g., pp. 135–150 in [2], and [19]). But FDA is a rela-
tively new branch in point pattern analysis. A functional approach is pro-
posed in [36] to obtain the covariance structure of the random densities, in
the case where the shapes of the intensity functions that generate the ob-
served event times are not known. A reconstruction formula is derived for
the object-specific density functions to approximate the distribution of event
times observed over a fixed time interval.
One of the most important challenges, in point pattern analysis from
a FDA framework, is the suitable definition of the process that generates
the points. An ℓ2-valued homogeneous Poisson process is introduced in [4],
where its functional parameter estimation and prediction are addressed from
both, a componentwise Bayesian and classical frameworks. The asymptotic
efficiency and equivalence of both estimation approaches are also shown. In
[33], sufficient conditions are derived for the existence and proper definition
of an ℓ2-valued temporal log-Gaussian Cox process, with infinite-dimensional
intensity given by a Hilbert-valued Orntein-Uhlenbeck process. Its estimation
is achieved using a discrete ARH(1) approximation of such process in time.
To the best of our knowledge, in the literature on spatial point processes,
second–order stationarity is always assumed. This paper derives sufficient
conditions for the suitable definition of a class of spatial stationary log-
Gaussian Cox processes in real separable Hilbert spaces. In particular, their
H–valued intensity function and pair correlation operator are homogeneous
in space, but could be non–homogeneous over the support of the functions in
H. The isometry between separable Hilbert spaces and ℓ2–spaces is applied
in the introduction of the associated infinite–dimensional counting measure.
The particular case where the infinite–dimensional Gaussian log-intensity
process satisfies a SARH(1) state equation (see [28]) is addressed. Its min-
imum contrast componentwise parameter estimation, based on Ibragimov
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functional, is derived from the projected periodogram kernel. The plug–in
estimation of the pair correlation operator can also be obtained, in terms
of these minimum contrast componentwise functional parameter estimators
(see [29]).
Summarizing, the main ingredients used in the introduction of a new
class of spatial log–Gaussian Cox processes in Hilbert spaces can be found
in Section 2. The particular case of Gaussian SARH(1) log–intensity process
is considered in Section 3. Its minimum contrast componentwise functional
parameter estimation, based on the periodogram operator, is also addressed
in this section. A SARH(1) plug-in predictor can then be obtained. The
simulation study undertaken in the Supplementary Material I illustrates the
asymptotic properties of these estimators. The spatially correlated FDA
based estimation approach proposed is implemented from a real-data set in
Section 4, in the context of respiratory disease mortality pattern analysis.
The Supplementary Mateial II provides all the practical and technical de-
tails on the original and transformed data set and the estimation algorithm
implemented.
2 Spatial log-Gaussian Cox processes in infi-
nite dimensions
In what follows we consider all the random variables being defined on the
basic probability space (Ω,A, P ). Here, H is a real separable Hilbert space
of functions, with the inner product 〈·, ·〉H , and the associated norm ‖ · ‖H.
2.1 Spatial log–Gaussian random fields in H
Define the H–valued random field Λ = {Λz, z ∈ Rd} as follows:
Λz(σ) = exp (Xz(σ)) =
∞∑
k=1
1
k!
[Xz(σ)]
k , ∀σ ∈ supp (Xz) ⊂ T ⊂ R, (1)
where, for every z ∈ Rd, supp (Xz) denotes the support of the random func-
tion Xz, which is assumed to be a real interval T . Here, X = {Xz, z ∈ Rd}
is a mean–square continuous spatial stationary centered Gaussian random
field, with values in H, i.e., P [Xz ∈ H] = 1, for each z ∈ Rd.
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According to the assumptions made before,
µ = E (Xz) =
H
0, E‖Xz‖2H = σ2, RXz−y ∈ ℓ1(H) z,y ∈ Rd
RXz−y(f)(g) = E (Xz ⊗Xy) (f)(g) = 〈E (Xz ⊗Xy) (f), g〉H , f, g ∈ H,
(2)
where ℓ1(H) denotes the space of nuclear operators onH. That is, ‖RXz−y‖ℓ1(H) =∑∞
j=1
〈([RXz−y]⋆RXz−y)1/2 (ϕj), ϕj〉
H
<∞, for any orthonormal basis {ϕj}j≥1
in H. Here, ‖·‖ℓ1(H) denotes the nuclear or Schatten–1 norm.
Note that, for simplification purposes, we have assumed E (Xz) =
H
0,
z ∈ Rd. However, in practice, the mean µ = E[Xz], for every z ∈ Rd, is
usually estimated from the obseved functional values of X (see, e.g., Section
4 in [4], where mean componentwise estimation is addressed in a classical
and Bayesian frameworks, from a sample of independent and identically dis-
tributed Gaussian random variables in Hilbert spaces).
Since RX0 , with kernel rX0 , is a self-adjoint (symmetric) trace operator,
the eigenvectors {φj, j ≥ 1} of RX0 , such that
RX0 (φj) = λj(RX0 )φj , j ≥ 1,
define an orthonormal basis of H. For each z ∈ Rd, Xz admits the following
orthogonal expansion in L2H(Ω,A, P )
Xz =
∞∑
j=1
〈Xz, φj〉H φj =
∞∑
j=1
Xz(φj)φj. (3)
That is, E
∥∥∥Xz −∑Mj=1 〈Xz, φj〉H φj∥∥∥2
H
→ 0, as M → ∞, with
E
[〈Xz, φj〉H 〈Xz, φp〉H] = δj,pλj(RX0 ), j ≥ 1, for each z ∈ Rd. Here, δj,p de-
notes the Kronecker delta function. Pointwise convergence also holds under
the mean–square continuity of X. Thus, Λz admits the following representa-
tion in L2H(Ω,A, P ), for every σ ∈ T , and z ∈ Rd,
Λz(σ) = exp
(
∞∑
j=1
〈Xz, φj〉H φj(σ)
)
=
∞∑
k=1
1
k!
[
∞∑
j=1
〈Xz, φj〉H φj(σ)
]k
.
The following lemma is applied in the proof of Minlos-Sazanov Theorem
(see, e.g., Lemma 1.1.4, p.3, in [20])
Lemma 1 Let µ be a finite Borel measure on H. Then, the following asser-
tions are equivalent:
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(i)
∫
H
‖x‖2Hµ(dx) <∞.
(ii) There exists a positive, symmetric, trace class operator Q such that for
x, y ∈ H, 〈Qx, y〉H =
∫
H
〈x, z〉H 〈y, z〉H µ(dz).
If (ii) holds, then ‖Q‖ℓ1(H) =
∫
H
‖x‖2Hµ(dx).
Lemma 1 will be applied in the derivation of the main result, Theorem 1,
in the next section.
2.2 ℓ2–valued log-Gaussian Cox processes
For each z ∈ Rd, the infinite–dimensional Gaussian measure of Xz on H can
be identified with the infinite product of one-dimensional Gaussian measures
µXz(φj), j ≥ 1, with respective variances λj
(RX0 ) , j ≥ 1 (see [6], Chapter 1,
and equation (3)). Thus, we consider the following identifications in law:
Xz =
L
[
(Xz(φ1), . . . , Xz(φk), . . . , Xz(φm), . . . )1×∞
]T
, (4)
and
Λz =
L
[
(exp (Xz(φ1)) , . . . , exp (Xz(φk)) , . . . , exp (Xz(φm)) , . . . )1×∞
]T
, (5)
for each z ∈ Rd. Note that {Λz,j = exp (Xz(φj)) , j ≥ 1} is a sequence of
independent log-Gaussian random variables, with ln (Λz,j) = ln (Λz) (φj), for
every j ≥ 1, and z ∈ Rd. In the subsequent development, we work with
ℓ2–valued random fields, applying the identifications in law (4)–(5).
Let Bd be the Borel σ–algebra on Rd. Assume that, for every j ≥ 1,
the realizations of
{
Λz,j, z ∈ Rd
}
are almost surely integrable on Rd, and,
for every bounded Borel set A ∈ Bd, ∫
A
Λz,jdz < ∞, almost surely. Let
{Cdz,j , j ≥ 1}, z ∈ Rd, be such that, for every j, k ≥ 1,
E [Cdz,j ] = E[Λz,j]dz = E [exp (Xz(φj))] dz
E [Cdz,jCdy,k] = E [Λz,jΛy,k] dzdy = E [exp (Xz(φj)) exp (Xy(φk))] dzdy,
(6)
〈CA, φj〉H = CA(φj) :=
∫
A
Cdz,j <∞, j ≥ 1, (7)
for each bounded Borel set A ∈ Bd, where {φj, j ≥ 1} denotes, as before,
the orthonormal system of eigenvectors of the autocovariance operator of X.
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Keeping in mind equations(4)–(5), from (1), (2) and (6), the H–valued
random set function (7) satisfies
E [Cdz] H
=
E[Λz]dz = E [exp (Xz(·))] dz, (8)
E [Cdz ⊗ Cdy] (f)(g) = E [Λz ⊗ Λy] (f)(g)dzdy
= 〈E [exp (Xz(·))⊗ exp (Xy(·))] (f), g〉H dzdy,
(9)
for every f, g ∈ H, The following result provides sufficient conditions to
introduce hereafter CA as a log-Gaussian Cox process inH (see, e.g., equation
(17) below).
Theorem 1 If, for each bounded Borel set A ∈ Bd,∫
A
∫
A
exp
(
‖RX0 ‖ℓ1(H) +
‖RXz−y‖ℓ1(H) + ‖RXy−z‖ℓ1(H)
2
)
dzdy <∞,
(10)
then, E‖CA(·)‖2H <∞, thus, ‖CA(·)‖2H <∞, almost surely.
Proof. From equations (6) and (9), the kernel E [CA ⊗ CA] of the inte-
gral operator QCA is computed as follows: For every f, g ∈ H, with f =∑∞
k=1 〈f, φk〉H φk =
∑∞
k=1 f(φk)φk and g =
∑∞
l=1 〈g, φl〉H φl =
∑∞
l=1 g(φl)φl,
QCA(f)(g) = E [CA(f)⊗ CA(g)] =
∞∑
k=1
∞∑
l=1
f(φk)g(φl)E [CA(φk)CA(φl)]
=
∞∑
k=1
∞∑
l=1
f(φk)g(φl)
∫
A
∫
A
E [Cdz,kCdy,l]
=
∞∑
k=1
∞∑
l=1
f(φk)g(φl)
∫
A
∫
A
E [exp (Xz(φk) +Xy(φl))] dzdy.(11)
Since, for each z ∈ Rd, Xz(φm) ∼ N (0, λm), m ≥ 1, define a sequence
of independent normal distributed random variables, and for z,y ∈ Rd, and
k, l ≥ 1, E [Xz(φk)Xy(φl)] = RXz−y(φk)(φl). Considering the moment gener-
ating function of Xz(φk) +Xy(φl), we obtain in equation (11)
QCA(f)(g) =
∞∑
k=1
∞∑
l=1
f(φk)g(φl)
∫
A
∫
A
exp
(
λl(RX0 ) + λk(RX0 )
2
)
× exp
(
RXz−y(φk)(φl) +R
X
y−z(φl)(φk)
2
)
dzdy, (12)
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for every f, g ∈  L2(T ). The following upper bound is now obtained for the
trace norm of the self–adjoint positive definite operator QCA from equation
(12), where f = g = φp, p ≥ 1, is considered to compute the following
identities:
‖QCA‖ℓ1(H) =
∞∑
p=1
QCA(φp)(φp)
=
∞∑
p=1
exp
(
λp(RX0 )
) ∫
A
∫
A
exp
(
RXz−y(φp)(φp) +R
X
y−z(φp)(φp)
2
)
dzdy
=
∞∑
p=1
∞∑
k=0
(2)−k
k!
k∑
h=0
k−h∑
m=0
k!
h!m!(k − h−m)!2
h
[
λp(RX0 )
]h [RXz−y(φp)(φp)]m
× [RXy−z(φp)(φp)]k−h−m .
=
∞∑
k=0
(2)−k
k!
k∑
h=0
k−h∑
m=0
k!
h!m!(k − h−m)!2
h
∞∑
p=1
[RX0 (φp)(φp)]h [RXz−y(φp)(φp)]m
× [RXy−z(φp)(φp)]k−h−m
≤
∞∑
k=0
(2)−k
k!
k∑
h=0
k−h∑
m=0
k!
h!m!(k − h−m)!2
h‖RX0 ‖hℓ1(H)‖RXz−y‖mℓ1(H)‖‖RXy−z‖k−h−mℓ1(H)
= exp
(
‖RX0 ‖ℓ1(H) +
‖RXz−y‖ℓ1(H) + ‖RXy−z‖ℓ1(H)
2
)
. (13)
Note that the last inequality in equation (13) is obtained from the spec-
tral decomposition of the nuclear operators RX0 , RXz−y and RXy−z, applying
Cauchy–Schwartz inequality in ℓ2, as well as Parseval identity in the tensor
product of Hilbert spaces. Specifically, the following inequalities are consid-
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ered:
∞∑
p=1
[RX0 (φp)(φp)]h [RXz−y(φp)(φp)]m [RXy−z(φp)(φp)]k−h−m
≤
∞∑
p=1
∑
k1,...,kh
∑
l1,...,lm
∑
q1,...,qk−h−m
∣∣λk1 (RX0 ) · · ·λkh (RX0 )∣∣
× ∣∣λl1 (RXz−y) · · ·λlm (RXz−y)∣∣ ∣∣λq1 (RXy−z) · · ·λqk−h−m (RXy−z)∣∣
× ∣∣ψz−yl1 (φp) · · ·ψz−ylm (φp)ϕz−yl1 (φp) · · ·ϕz−ylm (φp)∣∣
×
∣∣∣ψy−zq1 (φp) · · ·ψy−zqk−h−m(φp)ϕy−zq1 (φp) · · ·ϕy−zqk−h−m(φp)∣∣∣
=
∑
k1,...,kh
∑
l1,...,lm
∑
q1,...,qk−h−m
∣∣λk1 (RX0 ) · · ·λkh (RX0 )∣∣
× ∣∣λl1 (RXz−y) · · ·λlm (RXz−y)∣∣ ∣∣λq1 (RXy−z) · · ·λqk−h−m (RXy−z)∣∣
×
∞∑
p=1
∣∣ψz−yl1 (φp) · · ·ψz−ylm (φp)ϕz−yl1 (φp) · · ·ϕz−ylm (φp)∣∣
×
∣∣∣ψy−zq1 (φp) · · ·ψy−zqk−h−m(φp)ϕy−zq1 (φp) · · ·ϕy−zqk−h−m(φp)∣∣∣
≤
∑
k1,...,kh
∑
l1,...,lm
∑
q1,...,qk−h−m
∣∣λk1 (RX0 ) · · ·λkh (RX0 )∣∣
× ∣∣λl1 (RXz−y) · · ·λlm (RXz−y)∣∣ ∣∣λq1 (RXy−z) · · ·λqk−h−m (RXy−z)∣∣
=
[
∞∑
k=1
∣∣λk (RX0 )∣∣
]h [ ∞∑
l=1
∣∣λk (RXz−y)∣∣
]m [ ∞∑
q=1
∣∣λk (RXy−z)∣∣
]k−h−m
= ‖RX0 ‖hℓ1(H)‖RXz−y‖mℓ1(H)‖RXy−z‖k−h−mℓ1(H) , (14)
where {ψx−yk , k ≥ 1} and {ϕx−yk k ≥ 1} denote the left and right orthonor-
mal systems of eigenvectors of the nuclear operator RXx−y, respective, and
{λk
(RXx−y) , k ≥ 1} its system of singular values, x, y ∈ Rd. Thus, from
equations (13)–(14),
‖QCA‖ℓ1(H) ≤
∫
A
∫
A
exp
(∥∥RX0 ∥∥ℓ1(H) + 12 [∥∥RXz−y∥∥ℓ1(H) + ∥∥RXy−z∥∥ℓ1(H)]
)
dzdy.
(15)
Hence, from Lemma 1, if∫
A
∫
A
exp
(∥∥RX0 ∥∥ℓ1(H) + 12 [∥∥RXz−y∥∥ℓ1(H) + ∥∥RXy−z∥∥ℓ1(H)]
)
dzdy <∞,
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QCA has finite trace norm, and
E‖CA(·)‖2H <∞, ‖CA(·)‖2H =
∞∑
j=1
[CA(φj)]
2 <∞, a.s. (16)
For each bounded Borel set A ∈ Bd, assume that P [CA(φj) ∈ N] = 1,
and the conditional probability measure µCA(φj)/Λz,j(ω), z∈Rd of CA(φj), given
the realization Λz,j(ω), z ∈ Rd, for certain ω ∈ Ω, is a Poisson measure with
mean
∫
A
Λz,j(ω)dz, and Laplace transform
Γ(φj) = Eµ
CA(φj)/(Λz,j (ω), z∈Rd)
[exp (CA(φj))]
= exp
(
(e− 1)
∫
A
Λz,j(ω)dz
)
, j ≥ 1. (17)
Let the sequences (xj) = {xj , j ≥ 1} be such that xj is an integer for each
j, with xj = 0, for sufficiently large j, and denote Nk = {(xj) : (x1, . . . , xk) ∈
Nk⋆; xj = 0, j > k}, with Nk⋆ = Nk − {0}, for certain k ≥ 1. In addition,
consider N ⊂ ℓ2 as the family of sequences (xj), then N =
⋃
kNk. Note
that Nk is countable for every k ≥ 1, and, hence, N is countable as the
countable union of countable sets. Under the above setting of conditions, for
every bounded Borel set A ∈ Bd, and ω ∈ Ω, the joint probability measure
µCA/Λ(ω) of the random sequence
{
CA(φj)/
(
Λz,j(ω), z ∈ Rd
)}
j≥1
is defined
on N = ⋃kNk, N ⊂ ℓ2, and extended to ℓ2 by setting µCA/Λ(ω)(ℓ2−N ) = 0,
for ω ∈ Ω.
In particular, for each j ≥ 1, let Cj = C(φj) be a locally finite random
subset of Rd, such that CA(φj) = Card (Cj ∩A) , for every bounded Borel set
A ∈ Bd. Thus, the realizations of C = {Cj, j ≥ 1} generate different schemes
of spatial point patterns in infinite dimensions. In practice, for each ω ∈ Ω,
the observation C(ω) = {Cj(ω), j ≥ 1} of C = {Cj, j ≥ 1} can be inter-
preted in law as the realization of a k(ω)–dimensional multivariate spatial
point pattern, where k defines the set Nk above introduced that contains the
realization {CA,ω(φj) = Card (Cj(ω) ∩ A) , j ≥ 1} , for each bounded Borel
set A ∈ Bd. As commented in the Introduction, T can be a time, depth
or elevation interval, among others, where the distribution of the random
events could not satisfy the stationary assumption made on their spatial
distribution, as usually occurs in different applied areas like Gepophysics,
Environment, and Geostatistics, among others. In the real–data application
in Section 4, T is a temporal interval (see also the Supplementary Material
II, where more details can be found).
9
3 SARH(1) log-Gaussian Cox processes
A state space framework is adopted in this section to modeling the spatial
dynamics of the functional log–intensity process. We restrict our attention to
the case d = 2. Specifically, assume that a rectangular region A = [a1, b1] ×
[a2, b2] ∈ B2 is observed, whose partition into a regular grid of contiguous
square quadrats of a given side ε is considered. The quadrat centroids are de-
noted as {xi,j, i = 1, . . . , Sε1, j = 1, . . . , Sε2} . Let also denote by dxi,j the set
of points in the quadrat with centroid xi,j. The discrete approximation ofX =
{Xz, z ∈ A} is then given by Xε =
{
Xεxi,j , i = 1, . . . , S
ε
1, j = 1, . . . , S
ε
2
}
.
Thus, each realizationXε(ω) =
{
Xεxi,j (ω), i = 1, . . . , S
ε
1, j = 1, . . . , S
ε
2
}
over
A takes constant values within the quadrats defined by the regular grid con-
sidered (see, e.g., [27], in the real–valued case). See also [25] on spline function
approximation, to represent the first-order intensity of a marked inhomoge-
neous Poisson point process.
From now on, we will consider, as before, a centered version of Xε, satis-
fying the following Spatial Autoregressive Hilbertian equation (see [28]):
Xi,j = Yi,j − R = L1(Xi−1,j) + L2(Xi,j−1) + L3(Xi−1,j−1) + ǫi,j , (i, j) ∈ Z2,
(18)
where, for simplification purposes, for each side parameter value ε, we have
adopted the notation Xεxi,j = Xi,j, for i = 1, . . . , S
ε
1, and j = 1, . . . , S
ε
2. Here,
R ∈ H represents the removed functional mean, and Li, i = 1, 2, 3, are as-
sumed to be bounded linear operators on H. Also, ǫ = {ǫi,j , (i, j) ∈ Z2}
denotes a centered spatial innovation process, with E||ǫi,j||2H = σ2, indepen-
dently of the spatial location (i, j). Its nuclear covariance operator is given
by Rǫi,j = E (ǫi+k,j+l
⊗
ǫk,l) = E (ǫi,j
⊗
ǫ0,0) , for every (i, j), (k, l) ∈ Z2. In
the following, we will work under the assumption of {ǫi,j, (i, j) ∈ Z2} being a
Gaussian strong white noise in H. Let us consider the conditions assumed in
Propositions 3 and 4 in [28], for the existence of a unique stationary solution
to equation (18), and consider also the following assumption:
Assumption A1. RXi,j is such that
∑
(i,j)∈Z2 ‖RXi,j‖l1(H) <∞.
Under Assumption A1, the spectral density operator is given by
Fω1,ω2 :=
1
(2π)2
∑
(j,m)∈Z2
RXj,m exp (−i(jω1 +mω2)) , (ω1, ω2) ∈ [−π, π]2,
(19)
which is a trace non–negative self–adjoint operator.
For a given functional sample of sizeN = Sε1×Sε2, {Xi,j, i = 1, . . . , Sε1, j =
10
1, . . . , Sε2}, the functional Discrete Fourier Transform (fDFT) is defined as
X˜Nω1,ω2(·) :=
1
2π
√
N
Sε1∑
j=1
Sε2∑
m=1
Xεj,m(·) exp (−i(jω1 +mω2)) . (20)
This transform is linear, periodic and Hermitian. Under suitable cumulant
kernel conditions (see Theorem 2.2 in [26]), the fDFT (20) at the frequencies
ω1 := ω1,N = 0, ω2,N := ω2 = π, ωj,N ∈
{
2π
N
, . . . , 2π[(N−1)/2]
−
N
}
, ωj,N → ωj,
N → ∞, j = 3, . . . , J, converges, as N → ∞, to independent Gaussian
elements in L2 ([0, 1],R) , for j = 1, 2, and in L2 ([0, 1],C) , for j = 3, . . . , J,
with respective covariance operators Fωj , j = 1, . . . , J (see equation (19)).
Here, the separable Hilbert space H˜ is such that P
[
X˜ω1,ω2 ∈ H˜
]
= 1.
For a given functional sample of size N, the periodogram operator at
frequency (ω1, ω2) ∈ [0, 2π)× [0, 2π) is given by
INω1,ω2 := X˜Nω1,ω2 ⊗ X˜Nω1,ω2, (21)
or, equivalently by
INω1,ω2(·, ·)
:=
Sε1∑
j=1
Sε2∑
m=1
Sε1∑
j′=1
Sε2∑
m′=1
Xj,m ⊗Xj′,m′(·, ·) exp (−i(j − j′)ω1 − (m−m′)ω2)
(2π)2N
.
(22)
Let us consider
SNω1,ω2(s, t) =
∫
T
INω1,ω2(s, v)INω1,ω2(v, t)dv. (23)
The kernel SNω1,ω2(·, ·) defines a nonnegative self–adjoint integral operator
S
N
ω1,ω2
. For a given orthonormal system of H, {ϕk, k ≥ 1} , its trace norm
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can then be computed as∥∥SNω1,ω2∥∥H = ∞∑
p=1
S
N
ω1,ω2
(ϕp)(ϕp) =
∞∑
p=1
∫
T
INω1,ω2(ϕp)(v)INω1,ω2(ϕp)(v)dv
=
∞∑
p=1
‖INω1,ω2(ϕp)‖2H =
∞∑
p=1
∞∑
k=1
[INω1,ω2(ϕp)(ϕk)]2
=
∞∑
p=1
∞∑
k=1
[
X˜Nω1,ω2(ϕp)X˜
N
ω1,ω2(ϕk)
]2
= ‖X˜Nω1,ω2‖4H˜
=
∑
k≥1
∣∣∣∣∣∣ 12π√N
Sε1∑
j=1
Sε2∑
m=1
〈Xj,m, ϕk〉H exp (−i(jω1 +mω2))
∣∣∣∣∣∣
22 <∞, a.s.,
(24)
since, as commented before, P
[
X˜ω1,ω2 ∈ H˜
]
= 1. Thus, SNω1,ω2 is a trace
self–adjoint nonnegative operator, admitting the following spectral decom-
position:
S
N
ω1,ω2(f)(g) =
∞∑
k=1
λω1,ω2k (S) 〈ψω1,ω2k , f〉H 〈ψω1,ω2k , g〉H , ∀f, g ∈ H a.s.
(25)
in terms of the orthonormal system of H˜ given by its eigenvectors
{ψω1,ω2k , k ≥ 1} , and the corresponding eigenvalues {λω1,ω2k (S), k ≥ 1} . From
equation (23), the periodogram operator INω1,ω2 is a Hilbert-Schmidt operator
factorizing SNω1,ω2.
3.1 Minimum contrast componentwise parameter es-
timation
Given an orthonormal basis {ϕp}p≥1 of H, for each p ≥ 1, let
θp = (θp1, θp2, θp3) = (L1(ϕp)(ϕp), L2(ϕp)(ϕp), L3(ϕp)(ϕp)) .
For p ≥ 1, from a functional sample {Xi,j(ϕp), i = 1, . . . , Sε1, j = 1, . . . , Sε2}
of size N = Sε1 × Sε2, we compute the minimum contrast estimator of the
parameter vector θp = (θp1, θp2, θp3) denoted as θ̂N,p =
(
θ̂N,p1, θ̂N,p2, θ̂N,p3
)
.
For each p ≥ 1, consider fp(̟) = fp(ω1, ω2) = 〈Fω1,ω2(ϕp), ϕp〉H , ̟ =
(ω1, ω2) ∈ [0, 2π]2. The projected contrast field is then given by
Up(θp) := −
∫
[0,2π]2
fp(̟, θ0,p)ηp(̟) logΨp(̟, θp)d̟, p ≥ 1, (26)
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where ηp(̟), ̟ ∈ [0, 2π]2, must be a nonnegative symmetric function such
that ηp(̟)fp(̟, θp) ∈ L1 ([0, 2π]2) , for all θp ∈ Θ. Here, for p ≥ 1,
σ2(θp) =
∫
[0,2π]2
fp(̟, θp)ηp(̟)d̟, fp(̟, θp) = σ
2(θp)Ψp(̟, θp),
with, for all θp ∈ Θ,
∫
[0,2π]2
Ψp(̟, θp)ηp(̟)d̟ = 1 (see, e.g., [1]). For
each p ≥ 1, the function ηp must satisfy suitable regularity and asymptotic
conditions, jointly with the conditions assumed in Theorem 2.1 in [1] such
that
Kp(θ0,p, θp) :=
∫
[0,2π]2
fp(̟, θ0,p)ηp(̟) log
Ψp(̟, θ0,p)
Ψp(̟, θp)
d̟ (27)
is the contrast function for the empirical contrast field
UˆN,p(θp) := −
∫
[0,2π]2
IN,p(̟)ηp(̟) logΨp(̟, θp)d̟, (28)
where IN,p(̟) = IN,X(ϕp)ω1,ω2 is the spatial periodogram, based on the observa-
tions {Xi,j(ϕp), i = 1, . . . , Sε1, j = 1, . . . , Sε2} , N = Sε1 × Sε2, given by
IN,p(̟) :=
1
(2π)2N
∣∣∣∣∣∣
Sε1∑
s1=1
Sε2∑
s2=1
exp(−i(s1ω1 + s2ω2)) 〈Xs1,s2, ϕp〉H
∣∣∣∣∣∣
2
, (29)
for p ≥ 1. The contrast function satisfies Kp(θ0,p, θp) ≥ 0, for all θp ∈ Θ,
and has a unique minimum at θp = θ0,p, the true parameter value, for every
p ≥ 1. Furthermore, under the above-referred suitable conditions, for each
p ≥ 1,
UˆN,p(θ0,p)− UˆN,p(θp)→P0 Kp(θ0,p, θp), N →∞, ∀θp ∈ Θ, (30)
where P0 denotes an absolutely continuous probability distribution, with
associated density function fp(̟, θ0,p).
For p ≥ 1, from equations (26)–(30), the minimum contrast estimator
θˆN,p of θp is given by
θˆN,p = arg min
θp∈Θ
UˆN,p(θp). (31)
A similar procedure can be applied to estimate by minimum contrast the
parameters θkpl = Ll(φk)(φp), k 6= p, k, p ≥ 1, l = 1, 2, 3, i.e., to estimate
the parameter vectors θkp = (θkp1, θkp2, θkp3), k 6= p, k, p ≥ 1. Specifically, for
each k, p ≥ 1, k 6= p, we arrive to the identity
θˆN,kp = arg min
θkp∈Θ
UˆN,kp(θkp). (32)
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Here, the empirical contrast field involved in the definition of the minimum
contrast estimator (32) has been computed from the projections,
ηkp = 〈η(φk), φp〉H , Ψkp = 〈Ψ(φk), φp〉H , and
〈INω1,ω2(φk), φp〉H , for k 6= p,
and k, p ≥ 1.
Note that, for the particular case considered in the simulation study un-
dertaken (see Supplementary Material I)
Ll(g)(f) =
∞∑
k=1
λk(Ll) 〈ψk, f〉H 〈ψkg〉H , ∀f, g ∈ H, l = 1, 2, 3, (33)
we have, for every k ≥ 1, θk = (λk(L1), λk(L2), λk(L3)), and
F̟(ψk)(ψk) = fk(ω1, ω2, θk) =
σ2ǫ(ψk)
2π2
× ∣∣1− L1(ψk)(ψk)eiω1 − L2(ψk)(ψk)eiω2 − L3(ψk)(ψk)ei(ω1+ω2)∣∣−2
=
σ2ǫ(ψk)
2π2 |1− λk(L1) exp(iω1)− λk(L2) exp(iω2)− λk(L3) exp(i(ω1 + ω2))|2
.
(34)
Under the conditions of Theorem 2.1 in [1], the minimum contrast estima-
tor θ̂N,k of θk satisfies P
(∥∥∥θ̂N,k − θk∥∥∥ ≥ C)→ 0, N →∞, for any positive
constant C, and for every k ≥ 1 (see Supplementary Material I). In addition,
if P
(
supk
∥∥∥θ̂N,k − θk∥∥∥ ≥ C) → 0, N → ∞, then the weak–consistency of
the minimum contrast componentwise estimators
L̂Nl (f)(g) =
∑
k≥1
θ̂N,kl 〈g, ψk〉H 〈f, ψk〉H , f, g ∈ H, l = 1, 2, 3, (35)
also holds in L(H). Note that, for l = 1, 2, 3,
P
(∥∥∥L̂Nl − Ll∥∥∥
L(H)
≥ C
)
≤ P
(
sup
k
∥∥∥θ̂N,k − θk∥∥∥ ≥ C)→ 0, N →∞. (36)
The weak–consistency of the corresponding SARH(1) plug–in predictor
X̂Ni,j = L̂
N
1 Xi−1,j + L̂
N
2 Xi,j−1 + L̂
N
3 Xi−1,j−1, ∀(i, j), (37)
also follows in H, under suitable conditions (e.g., under the almost surely
boundedness of the norm in H of the random initial conditions).
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4 Real-data example
This section illustrates the flexibility of the approach presented in relation to
the second–order stationarity condition, always assumed in the literature on
spatial point processes (see, e.g., [22]). Particularly, in the epidemiological
literature, the well-known autoregressive model of [3] plays a crucial role (see,
for example, [13] on a comparative study between spatial conditional autore-
gressive (CAR) and P-spline modeling in disease mapping). As commented
in the Introduction, the approach presented provides a flexible framework,
not requiring the spatiotemporal second-order stationary condition, as illus-
trated in this section in the context of respiratory disease mortality pattern
analysis. Note that, here, the SARH(1) model is fitted beyond the Gaussian
assumption of the intensity random process (see, in particular, equations
(1)–(3) of the Supplementary Material II).
The Spanish National Statistical Institute provided the data on the ob-
served and expected number of cases of respiratory disease deaths, consisting
of 432 monthly records, in the period 1980–2015, collected at the 48 Span-
ish provinces in the Iberian Peninsula. In order to implement the proposed
minimum contrast componentwise SARH(1) estimation methodology, suit-
able transformations, and spatial and temporal interpolation and smoothing
techniques should be applied to our original data set (see Supplementary
Material II for more details). Specifically, the observed number of deaths are
normalized by the expected number of cases, and its logarithmic transform
is computed. It can be observed (see Supplementary Material II) that our
curve data set is not stationary in time nor in space. However, the second-
order inhomogeneity observed comes from the intensity mean. Specifically,
the functional mean of the intensity process changes over space, but the pair
correlation kernel (defining the integral pair correlation operator on H) is
homogeneous or stationary in space. This is the reason why we divided by
the expected number of cases at the beginning of our data processing (see,
in particular, equation (3) of the Supplementary Material II).
Spatial interpolation, by a weighted inverse distance method, of the com-
puted values to a 20×20 regular grid, covering the Spanish Iberian Peninsula,
is then considered. At each node of the spatial regular grid, spline–based tem-
poral interpolation, and smoothing, based on a robust version of weighted
least squares local regression, in terms of a second–order polynomial model,
is applied. Thus, 1725 temporal interpolated and smoothed values at each
node of the 20 × 20 grid are obtained to approximate our curve data set
(i.e., our functional sample of N = 400 curves over the nodes of our 20× 20
grid). These data set are detrended and normalized, dividing by the empiri-
cal functional standard deviation (see Steps 1–3 of the Estimation Algorithm
15
provided in the Supplementary Material II). Note that our residual H–valued
process S, introduced in equations (1)–(2) of the Supplementary Material II,
involved in our multiplicative model for the infinite–dimensional intensity
process Λ driving the underlying Cox process, has not been previously nor-
malized to get a constant pointwise mean equal to one (see, e.g., Section 3.1
in [22]).
The minimum contrast componentwise SARH(1) parameter estimation
technique proposed is implemented, from the detrended and normalized L2(T )–
valued log–residual process (see equation (4) and Steps 4–5 of the Esti-
mation Algorithm in the Supplementary Material II). Here, H = L2(T ),
T = [1980, 2015]. The truncation rule kN = [ln(N)]− = [ln(400)]− = 5 = k400
adopted for projection (i.e., the number of empirical eigenvectors of the au-
tocovariance operator selected for projection) has been selected according to
the sample size, the rate of convergence to zero and the separation of the
empirical eigenvalues of the spectral density operator, to ensure consistency.
To assess the goodness-of-fit of the adopted spatial functional statistical
modeling approach, a cross-validation technique is implemented. Specifically,
by leaving aside the curves observed at the nodes in a neighborhood of the
province defining the region of interest (the validation functional data set),
equations (31)-(32) are computed from the remaining functional observations,
spatially distributed at the neighborhoods of the rest of the Spanish provinces
(the training functional data set). The corresponding SARH(1) component-
wise parameter estimators and predictiors are then obtained. This process is
repeated 48 times. Thus, the cross-validation functional error is calculated
as the mean of the absolute functional errors computed at each one of the
48 iterations. The annual pointwise mean of the computed cross-validation
functional error can be found in Table 1. After applying the corresponding
inverse transforms (see Steps 5.3–5.5 of the Estimation Algorithm provided
in the Supplementary Material II), the original and estimated annually aver-
aged number of deaths at each province, for each one of the years analyzed,
are represented in Figures 1 and 2.
Alternatively, the SARH(1) model in equation (1) of the Supplementary
Material I is also fitted to this data set. Figures 3 displays the observed (blue
lines) and estimated (pink lines) log–residual process curve values at each one
of the Spanish provinces from January, 1980 to December, 2015. While in
Figure 4 their detrended and normalized values (original and estimated) by
the empirical functional standard deviation are also plotted. These figures il-
lustrate the relevance of the information stored on the diagonal projections of
the periodogram operator, when the autocorrelation operators Ll, l = 1, 2, 3,
in model (18) are sufficiently regular, admitting a diagonal spectral decompo-
sition (33), in terms of a common eigenvector system (see the Supplementary
16
Figure 1: Annually averaged observed number of respiratory disease deaths
at each one of the 48 Spanish provinces from January 1980 to December
2015.
17
Figure 2: Annually averaged estimates of the number of respiratory disease
deaths, at each one of the 48 Spanish provinces in the period 1980–2015.
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Table 1: ALOOCVE. Pointwise annually averaged cross-validation errors.
Year ALOOCVE Year ALOOCVE Year ALOOCVE
1980 0.0247 1992 0.0118 2004 0.0132
1981 0.0144 1993 0.0130 2005 0.0117
1982 0.0112 1994 0.0163 2006 0.0135
1983 0.0125 1995 0.0159 2007 0.0140
1984 0.0144 1996 0.0111 2008 0.0118
1985 0.0122 1997 0.0099 2009 0.0113
1986 0.0126 1998 0.0108 2010 0.0143
1987 0.0155 1999 0.0141 2011 0.0131
1988 0.0161 2000 0.0167 2012 0.0122
1989 0.0144 2001 0.0161 2013 0.0115
1990 0.0125 2002 0.0143 2014 0.0145
1991 0.0118 2003 0.0140 2015 0.0221
Material I).
5 Concluding remarks
This paper introduces a new class of spatial log-Gaussian Cox processes in
infinite dimensions. The FDA based approach presented allows the statistical
analysis of spatial stationary point patterns displaying heterogeneities over
additional domains of interest (e.g., time, depth or elevation).
Recent developments in computer sciences have made possible the imple-
mentation of feasible probabilistic prediction techniques, for the statistical
analysis of complex data in Hilbert, Banach or Metric/Semi–Metric spaces,
including the case of data that do not lie in a vector space. It is well–
known that FDA techniques allow the local analysis of high–dimensional
data, avoiding the ill-posed nature of classical multivariate estimation prob-
lems. In particular, we refer to the reader to [24]; [18]; [12]; [7], among
others.
As commented in the Introduction, several problems remain open in the
field of FDA techniques applied to the statistical analysis of spatial point
patterns. One of the key problems to be faced is the suitable definition of
the process that generates the points. This paper addresses this problem.
In the particular case of log-Gaussian SARH(1) processes (see [28]), a new
minimum–contrast componentwise parameter estimation methodology is de-
rived, based on the periodogram operator.
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Figure 3: Model (1) in the Supplementary Material I is fitted. Here, the
observed (blue lines) and estimated (pink lines) log–residual process curve
values, since January, 1980, to December, 2015, are displayed.
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Figure 4: Model (1) in the Supplementary Material I is fitted. Here, the
observed (blue lines) and estimated (pink lines) detrended and normalized
log–residual process curve values, since January, 1980, to December, 2015,
are displayed.
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Supplementary Materials
In the Supplementary Material I, for the particular case of T being a real
interval and H = L2(T ), a simulation study is undertaken, to illustrate the
rate of convergence to zero of the empirical mean–square errors, the asymp-
totic normality and the L1–consistency properties of the minimum contrast
parameter estimators, obtained from the projected periodogram operator.
The Supplementary Material II describes the more general functional
modeling framework adopted in the real–data application described in Sec-
tion 4, under a functional (SARH(1)–based) version of the so–called second-
order intensity-reweighted stationary Cox process. The original and trans-
formed, as well as the interpolated and smoothed data sets are also displayed.
The main steps of the SARH(1) based estimation algorithm proposed are de-
tailed as well.
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