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Abstract
This work provides a numerical calculation of shape gradients of failure probabilities for
mechanical components using a first discretize, then adjoint approach. While deterministic
life prediction models for failure mechanisms are not (shape) differentiable, this changes
in the case of probabilistic life prediction. The probabilistic, or reliability based, approach
thus opens the way for efficient adjoint methods in the design for mechanical integrity.
In this work we propose, implement and validate a method for the numerical calculation
of the shape gradients of failure probabilities for the failure mechanism low cycle fatigue
(LCF), which applies to polycrystalline metal. Numerical examples range from a bended
rod to a complex geometry from a turbo charger in 3D.
Key words: Shape Gradients, Failure Probabilities, Adjoint Equation for Structural
Mechanics
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1 Introduction
Mechanical components fail under cyclic loading with stresses well below the ultimate
tensile strength (UTS) of the material. This material degeneration process is known as
fatigue [7, 31]. In polycrystalline metal, the number of identical load cycles until the
initiation of a fatigue crack exposes a statistical scatter which, even under controlled lab
conditions, is almost an order of magnitude bigger than, say, the 50% quantile of the
data [31]. The physical origin of the degradation process is the gliding of linear lattice
defects (displacements) along crystallographic planes of densest packing in the direction
of so-called slip systems [21]. Under the cyclic reversal of loads, the displacements form
intrusions and extrusions at the surface of the component, from which a crack can start
to grow, see [21, 7, 31] and Fig. 1. This is known as low cycle fatigue (LCF) which,
in particular, is a surface driven failure mechanism. The random nature of LCF crack
1
ar
X
iv
:1
80
6.
04
38
9v
1 
 [m
ath
.N
A]
  1
2 J
un
 20
18
2Figure 1: (a) Intrusions and extrusions form on the surface, (b) a crack initiation from the
surface (taken from [20]).
formation is then attributed to the random grain structure in a polycrystalline metal.
Here, among other effects, the random relative orientation of slip systems relative to the
principal stresses and crack percolation over grain boundaries play an important roˆle [39].
One of the most frequent design objectives in mechanical engineering is mechanical
integrity, which here is understood as the absence of cracks. While the loads are calcu-
lated with a finite element (FEA) discretization of the (linear) elasticity partial differential
equation (PDE), the save life (or design life), i.e. the number of cycles which the com-
ponent may be safely used, is then calculated for each point (finite element node) at the
surface of the component. Here, the local stress values from the FEA are put into some
stress-life or strain-life curves, see e.g. [7, 31] or Section 2. Taking the minimum of all
these values – in combination with safety factors which account for the scatter band in
the material curves – then results in the safe life of a component. The design objective
’mechanical integrity’ can then be understood as the task to maximize the safe life.
Automated optimization of mechanical components has become a standard process in
mechanical engineering. Here the wish for an efficient calculation of the sensitivity of de-
sign objectives in terms of small changes in the geometry has lead to the implementation
of (discrete) adjoint equations in commercially available or open source computational
fluid dynamics (CFD) solvers. Besides the usefulness of gradients for optimization pur-
poses, the local sensitivities themselves provide also valuable insight to the designers.
Unfortunately, the situation up to now is different for the design objective of ’mechanical
integrity’. The reason is properly the deterministic lifing approach, which is based on a
(non differential) minimum over a large number of nodes, instead of an integral quantity
in the flow variables, as in CFD. This is far more than just a mathematical concern.
When this is ignored, as it sometimes happens in the engineering practice, gradient based
optimizers tend to jump from one branch of the min-function to the other, if the point of
highest loading has a cross-over from one part of the component to some (remote) part
of it, so that the convergence process is disrupted.
It has been observed in [19, 10, 34] that the above three problem statements are
3interconnected. A proper modeling of the random nature of the LCF crack-initiation
process will automatically result in an integral expression in the local stress fields for the
acute risk exposure (hazard rate) of the component, which contains the same information
as failure probabilities. An adequate model has been proposed in [35, 36, 37, 29], see
also [23] and [4] for a related approaches. Therefore, the passage to a probabilistic design
prospective with respect to mechanical integrity, as a by-product, solves the problem
of differentiability of objective functionals. Analytic calculations using the continuous
calculus of shapes can be found in [22, 38], see also [3]. In this work, we report on the
first numerical calculation of shape gradients of the aforementioned probabilistic objective
functionals, encoding risk exposure for LCF failure. The method of choice is the ’first
discretize, then adjoin’ approach which can be realized using standard commercial or open
source FEA solvers for the adjoint equation [5, 12, 40]. This would not be true for a ’first
adjoin, then discretize’ approach where derivatives of the original solution up to second
order are required, see [38]. These are usually not available in the H1-element classes of
the commercial solvers. The ’first discretize, then adjoin’ approach chosen here therefore
seems to us more compatible with industrial application.
Let us underline that it is only the combination of well known ingredients that has
lead to this work. Local functionals for the prediction of the UTS of ceramic materials
have a history that dates back to Weibull [42, 8]. In the design for ceramic materials,
these methods are standard in the science of ceramic materials [17]. Here also the usage
of these models in FEA-post-processors with application, e.g., to ceramic heat shields can
be found, see e.g. [33]. See also [28] and articles related to the DARWIN tool suite1 for
further probabilistic post processing approaches.
The gradient based, non parametric optimization of shapes, including topology opti-
mization, is a well established and advanced mathematical field, both from the analytical,
see [38, 22, 40], and the numerical side, see [2, 12, 5] for incomplete lists. The impressive
results obtained here in the case of mechanical design are mostly linked to another design
objective, namely the global stiffness of the component, encoded in the compliance as
objective functional. This stands for a design intent which is different from mechanical
integrity.
Our paper is organized as follows: In Section 2 we review the classical LCF life pre-
diction and the related probabilistic model. Section 3 explains the implementation of this
model as a FEA post processor. Here we essentially follow [35, 36, 34]. Section 4 contains
the derivation of the shape gradients on the basis of the discrete adjoint equation. Some
lengthy calculations have been transferred to Appendix A. Section 5 discusses some de-
tailed information on the implementation and presents two numerical test cases: firstly, a
bended rod exposed to a tensile load and secondly a complex turbo geometry (taken from
[43]). Finally, in Section 6, we draw our conclusions and give an outlook to future work.
Some of our results have been announced in [18].
1www.darwin.swri.org/
42 Failure Probabilities for Low Cycle Fatigue
2.1 The Elasticity PDE
Let Ω ⊆ R3 a bounded region filled with some polycrystalline metal. This represents the
shape of the component initially in force free equilibrium. By H1D(Ω,R3) we denote the
Sobolev space of L2(Ω,R2) functions u with weak 1st derivatives ∇u ∈ L2(Ω,R3×3) such
that u = 0 on ∂ΩD [14]. Here ∂Ω is a piecewise Lipschitz boundary such that the part with
Dirichlet boundary ∂ΩD is an open portion of ∂Ω with non vanishing surface measure.
Furthermore we set the part of natural boundary conditions to be ∂ΩN = (∂Ω \ ∂ΩD)◦,
where ◦ stands for the open interior in ∂Ω.
The function f ∈ L2(Ω,R3) stands for a volume force density like imposed by gravity
or centrifugal loads. g ∈ L2(∂ΩN ,R3) is a surface load, like caused by static gas pressure
P (x), x ∈ ∂ΩN , g(x) = −P (x)n(x) with n(x) the outward normal vector field on ∂ΩN .
Let u ∈ H1(Ω,R3) be the displacement field caused by these loads in a way that will be
specified shortly. We define ε(u) = 12(∇u+∇uT ) ∈ L2(Ω,R3×3) the linearized strain tensor
field and we define the stress tensor field σ ∈ L2(Ω,R3×3) via σ(u) = λ tr (ε(u)) I+2µ ε(u),
where λ, µ > 0 are the Lame´ coefficients that represent the macroscopically isotropic
elastic behavior of the material. I is the unit matrix on R3, tr is the trace on the space
of 3× 3 matrices and MT stands for the transpose of a matrix M .
It is well known that under the given conditions, the PDE system of linear elasticity
in the weak form
B(u, v) =
∫
Ω
f · v dx+
∫
∂ΩN
g · v dA,∀v ∈ H1D(Ω,R3) (1)
has an unique solution u ∈ H1(Ω,R3) with the bilinear form given by
B(u, v) =
∫
Ω
σ(u) : ε(v) dx = λ
∫
Ω
∇ · u∇ · v dx+ 2µ
∫
Ω
ε(u) : ε(v) dx. (2)
Here · stands for the scalar product on R3 and ε(u) : ε(v) = tr (ε(u)ε(v)) is the contraction
of both indices of ε(u) and ε(v), dx is Lebesgue measure and dA is the surface measure
on ∂Ω. In fact this follows from Korn’s [14] inequality which for the present case gives the
coercivity A−1‖u‖21 ≤ B(u, u) ≤ A‖u‖21 ∀u ∈ H1D(Ω,R3) for some constant ∞ > A > 0
which is needed to apply the Lax-Milgram theorem.
In the following, some operations will frequently require higher degrees of regularity
of the solution u than merely being a H1-Sobolev function. In particular this applies to
the pointwise evaluation of the stress tensor in deterministic LCF life prediction or the
restriction of the stress tensor to the boundary in the local, probabilistic model for LCF
life. Both operations can be made rigorous using elliptic regularity theory, see e.g. [1, 19]
for suitable conditions on boundary regularity and of the loads f and g.
2.2 The Equations of Ramberg-Osgood and Coffin-Manson
Basquin
In this section we briefly review the deterministic LCF life prediction procedure which
forms the basis of the probabilistic model. We closely follow the materials science literature
5[7, 21, 31].
For x ∈ ∂Ω let σ = σ(u) be the stress tensor from the solution of (1) evaluated at
x. For simplicity we assume that the other extreme of the load cycle is the unloaded
situation u = 0. If this is not the case, we can make use from the linearity of the elasticity
PDE and set f = f1 − f2 and g = g1 − g2, where fj and gj , j = 1, 2, are the volume and
surface loads at the extremes of the load cycle, see Figure 2 (a). As hydrostatic stress can
not induce shear stress2, we project σ to the trace-free matrices via σ′ = σ− 13 tr (σ)I. In
the next step we use the Hilbert Schmid norm σ2v =
3
2σ
′ : σ′ ∈ R+ to define the elastic
von Mises comparison stress. The normalization is chosen in order to reproduce the first
principal stress in the case of an uniaxial stress state. Setting σa =
1
2σv ∈ R+ we arrive
at the so called elastic amplitude stress.
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Figure 2: (a) Load cycles, (b) elastic-plastic stress-strain hysteresis with branches according
to the Ramberg-Osgood equation, stress in MPa, (c) Coffin-Manson-Basquin curve fitted to
specimen test results (data simulated on the basis of realistic values). Note that both axes are
on log-scale.
Let us briefly consider elastic-plastic material behavior based on a load cycle with
an elastic-plastic amplitude stress σel−pla . We postpone a mathematical definition for a
short moment. Then, the elastic-plastic stress amplitude is connected to the elastic-plastic
strain amplitude via the Ramberg-Osgood (RO) relation [32]
εel−pla = RO(σ
el−pl
a ) =
σel−pla
E
+
(
σel−pla
K
)1/n′
, (3)
see also Fig. 2 (b). E = µ(3λ+2µ)λ+µ is Young’s modulus, K is the hardening coefficient and
n′ is the hardening exponent.
Finally we use the Coffin-Manson Basquin (CMB) equation to predict the component’s
LCF-life, i.e. the number of cycles to crack initiation Nidet, via
εel−pla = CMB(Nidet) =
σ′f
E
(2Nidet)
b + ε′f (2Nidet)
c . (4)
2The slip directions s mentioned in the introduction are perpendicular to the normal ν of the plane of densest
packing, thus s · σν = 0 if σ = σ0I, σ0 ∈ R, and no force acts on the slip system s [21].
6Here, ε′f , σ
′
f > 0 and b < c < 0 are material constants that are determined from experi-
mental data, see Fig. 2 (c).
Let us now return to the definition of the elastic-plastic stress amplitude σel−pla on the
basis of the stress tensor field σ = σ(u) obtained from the solution of (1). In the engi-
neering practice, this is often done with elastic-plastic stress conversion rules by Neuber
and Glinka [30, 24]. Let us, for simplicity, explain the Neuber shake-down rule, only. It
is obtained by equating the (uniaxial) elastic-plastic energy density εel−pla σel−pla and the
corresponding purely elastic quantities σaεa =
σ2a
E . As σa is calculated on the basis of the
elasticity PDE, we can now use the Ramberg-Osgood equation to obtain
σa = SD(σ
el−pl
a ) =
√√√√√E
(σel−pla )2
E
+ σel−pla
(
σel−pla
K
)1/n′. (5)
This gives the following formula for the deterministic life prediction:
Nidet(σ(x)) = CMB
−1 ◦ RO ◦ SD−1(σa(x))), Nidet = inf
x∈∂Ω
Nidet(σ(x)). (6)
We note that there exist various variants of the above general scheme - e.g. one might
prefer to apply the shake down to the von Mises stress σv instead of the amplitude stress.
The numerical differences, especially after fitting the parameters to identical experimental
data sets, in most cases are marginal. In real design applications, safety factors are used
in various parts of the procedure in order to account for the scatter in the experimental
data and modeling errors.
2.3 The Local Probabilistic Model for LCF Failure
In the local, probabilistic model for LCF [19, 34, 35, 36, 37] crack formation is modeled
as a random event in space, i.e. in x ∈ ∂Ω, and time ≥ 0 counting the number load cycles
that the component has undergone until the formation of a crack. Although t strictly
speaking is a integer number, already in (4) we tacitly passed to continuous time.
Let thus [s, t], 0 ≤ s < t, be a time interval and let A ⊆ ∂Ω be some surface region. We
then denote by γ([s, t], A) the random number of cracks that initiated in A during the time
interval [s, t]. In mathematical terms, γ is a so-called point process [25]. If we assume that
cracks in non-intersecting regions A1, . . . , An of ∂Ω this initial phase do not interact with
each other, i.e. γ([0, t], A1),. . . ,γ([0, 1], An) are independent random variables, we can
deduce under quite general assumptions that γ([0, t], A) must be Poisson point process
(PPP) [25, 41]. In particular, there exists a sigma finite measure ρ(t, .) on ∂Ω such that
P (γ([0, t], A) = n) = e−ρ(t,A)
ρ(t, A)n
n!
, n ∈ N. (7)
Here P is the underlying probability measure. We also note that ρ(t, A) is the expected
number of cracks that originated in A up to time t, i.e. E[γ([0, t], A)] = ρ(t, A).
Let us shortly review some modeling principles that lead to the model. First of all,
the expected number of cracks ρ(t, A) should only depend on the local stress state σ(x)
7on A. Furthermore ρ(t, A) has to be monotonically increasing in t as cracks, one they
initiated, will stay in place. This leads to
ρ(t, A) =
t∫
0
∫
A
%(t, σ(x)) dAdt , (8)
where we omitted the possibility that the local crack formation intensity up to time t
could also depend on derivatives of the stress tensor field.
We now need a reasonable model for the local crack formation intensity ρ(t, σ(x)). On
the one hand, this model should reflect the experimentally well established procedure of
deterministic LCF-life prediction as a kind of average (or quantile) value. On the other
hand, the model should allow to adjust itself to different levels of statistical scatter in
LCF-life times. We choose the following
%(t, σ(x)) =
m¯
Nidet(σ(x))
(
t
Nidet(σ(x))
)m¯−1
, (9)
where Nidet(σ(x)) as defined in (6) is the scale parameter and m¯ > 0 is the shape param-
eter in the sense of the scale-shape class of probability distributions, see e.g. [16] for a
discussion with application to reliability statistics. In the limit m¯ → ∞, we recover the
deterministic model. We then get,
ρ(t, A) =
∫
A
(
t
Nidet(σ(x))
)m¯
dA . (10)
We define the surface integral type objective functional as
J(Ω, u) =
∫
∂Ω
(
1
Nidet(σ(x))
)m¯
dA . (11)
We now deduce the probability of failure PoF(t) – understood as the presence of a LCF
crack – as a function of time (load cycle count) t
PoF(t) = 1− S(t) = 1− P (γ([0, t], ∂Ω) = 0) = 1− e−tm¯J(Ω,u), t ≥ 0. (12)
In (12), S(t) is the probability of survival, which is defined here as the absence of cracks up
to time t on the entire component’s surface ∂Ω, hence the event γ([0, t], ∂Ω) = 0. Equation
(12) now follows from (7), (10) and (11). We recognize (12) as a Weibull distribution with
scale parameter
(
1
J(Ω,u)
) 1
m¯
and shape parameter m¯.
Note however that the CMB constants σ′f and ε
′
f are not the same as in the determin-
istic life calculation, see [37] for the details on the calibration of the probabilistic model,
see also Subsection 3.2 below. We also note that m¯ > 1 is needed for situation when the
hazard rate, which is roughly the probability rate that failure will happen in the next
moment, given the component survived until that moment, grows with the time t. See
[16] for further details.
83 Discretization with Finite Elements
3.1 Discretization of the Probabilistic Model
The numerical approximation of the failure probability PoF(t) in (12) requires the dis-
cretization of the objective functional (11), which is given as a surface integral. Let Th
be a set of finite elements with reference element K̂ and let TK : K̂ → K be the stan-
dard transformation map from the reference element to K ∈ Th. See Appendix A.1 and
A.2 for further details. Let thus Nh be the collection of all faces F of finite elements
K = K(F ) ∈ Th that lie in ∂Ω. The total number of such faces is denoted by NFfc . Let
F̂ be the face in the reference element K̂ such that TK : F̂ → F . We chose quadrature
points ξˆFl and weights ωˆ
F
l on F̂ . We then get from (11), if we insert the approximate
solution u of (27),
J(Ω, u) =
∑
F∈Nh
∫
F
(
1
Nidet(σ(x))
)m¯
dA
=
∑
F∈Nh
∫
F̂
(
1
Nidet(σ(TK(F )(xˆ)))
)m¯√
det gF (xˆ) dAˆ
≈
∑
F∈Nh
lFq∑
l=1
ωˆFl
(
1
Nidet(σ(TK(F )(ξˆ
F
l )))
)m¯√
det gF (ξˆFl ).
(13)
Here det gF (ξˆ) is the Gram determinant, i.e. the determinant of
gF (ξˆ) = ∇̂F (TK  F̂ )(ξ)
(
∇̂F (TK  F̂ )
)T
(ξˆ), ξˆ ∈ F̂ , (14)
with ∇̂F the (component wise) gradient on F̂ . Here σ(x) = λ∇ · u(x)I + 2µε(u(x))
can be found by expanding u in the global basis functions θj , we get for u(ξ), u(ξ) =∑N
j=1 ujθj(ξ) =
∑
K∈Th
∑nsh
m=1 uj(K,m) θ̂m ◦ T−1K (ξ) so that
∇u(ξ) =
nsh∑
m=1
uĵ(K,m) ⊗ (∇̂TK(ξ̂)T )−1∇̂θ̂m(ξ̂)), for ξ ∈ K and ξ = TK(ξˆ). (15)
Symmetrizing the above Jacobi matrix, we obtain ε(u(ξ)). Finally, we have
∇ · u(ξ) =
nsh∑
m=1
tr
(
uĵ(K,m) ⊗ (∇̂TK(ξ̂)T )−1∇̂θ̂m(ξ̂))
)
for ξ ∈ K and ξ = TK(ξˆ). (16)
Note that ∇̂TK(ξˆ) =
∑nsh
j=1 ∇̂θ̂j(ξ̂)XK,j is easily calculated from (25). For the discretized
objective functional, we also use the notation J(X,U), where X and U the N × 3-tensor
of global coordinates and global degrees of freedom, respectively.
3.2 Numerical Validation and a First Application
As a first application, we present the calculation of crack initiation PoF over the number of
load cycles for a radial compressor of a model gas turbine, see [43] for the documentation.
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Figure 3: Probability of failure over the number of load cycles (left) for a radial compressor
model. (a) crack initiation intensity ρ(1, σ(x)) in logarithmic color code from blue (low) to red
(high). (b) PoF over the number of load cycles for the compressor model.
The model is part of the CalculiX open source FEA tool suite3, which is a design tool
for MTU Aero Engines. The outer diameter is 87 mm and the construction material is
taken to be the alloy AlMgSi6082, containing roughly 97 wt% Al, roughly 1 wt% Si and
Mg along with minor contributions of Mn, Fe and Cr. The detailed chemical composition
is described in [11].
Air pressure is neglected, hence only volume forces resulting from the centrifugal load
from a rotation speed of 110 000 rpm with a specific density of the material of 2.65
g/cm3. The Lame´ coefficients for the material are λ = Eν(1+ν)(1−2ν) = 40 385 MPa and
µ = E2(1+ν) = 26 923 MPa are calculated from Young’s modulus (E = 70 000 MPa) and
Poisson’s ratio ν = 0.3.
The compressor consists of 7 symmetric segments with 2 slightly different blades each,
so that the actual FEA model only represents one seventh of the construction with cyclic
boundary conditions. Dirichlet boundary conditions are set at the bore. The FEA mesh
consists out of 47 971 nodes with 1 302 brick elements of type C3D20R with 20 degrees of
freedom and reduced quadrature lq = 8. The surface quadrature points are selected such
that lFq = 16, confer [35] for a numerical convergence study in the number of quadrature
points for a related application.
Ramberg-Osgood Parameters n′ = 0.064 and K = 443.9 are reported in [11]. The
CMB parameters are given in the top row of Table 1. The passage from deterministic
CMB parameters [11] to probabilistic the CMB parameters needed here is performed in
3www.calculix.de
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σ′f (MPa) 
′
f b c m¯ |∂Ω| (mm2)
Deterministic 487 0.209 −0.593 −0.07 – 377
(q0.5-curve)
Weibull scale 436 0.206 −0.593 −0.07 2 377
(q0.63-curve)
Probabilistic 2536 0.254 −0.593 −0.07 2 1
[MPa× mm 2bm¯ ] [ mm 2cm¯ ]
Table 1: Material parameters for the probabilistic model and their deterministic counterparts
(taken from [11]). The parameter m¯ is a guess on the basis of probabilistic investigation of
other polycrytalline metals.
two steps.
We interpret the reported deterministic values as belonging to a 50% quantile curve.
This is justified, as in engineering these curves are mostly obtained as least square fits to
the logarithmic specimen data in both dimensions εle−pla and Nidet. This fit corresponds
to a maximum likelihood fit with log-Normal residuals, where the average curve for the
logarithmic data corresponds to a 50%-quantile curve in the non logarithmic data. Within
our Weibull model, the relation between the 50% quantile q0.5 and the scale variable η is
η = q0.5/ log(2)
1
m¯ , and we use this to rescale the CMB parameters according with a factor
log(2)−
b
m¯ for σ′f and log(2)
− c
m¯ for ε′f , see [37]. The result is given in the second row of
Table 1.
In the next step, we account for statistical size effect, i.e. the effect that larger struc-
tures have the tendency to fail earlier than smaller ones. In order to convert the CMB
parameters that correspond to the scale variable curve of the specimen to the probabilistic
CMB parameters of a fictitious specimen with unit surface, we have to apply the scaling
relation
σ′f (|∂Ω1|)
σ′f (|∂Ω2|)
=
( |∂Ω1|
|∂Ω2|
) b
m¯
,
ε′f (|∂Ω1|)
ε′f (|∂Ω2|)
=
( |∂Ω1|
|∂Ω2|
) c
m¯
, (17)
see [37, 34, 31]. The result is given in the third row of Table 1. The value for |∂Ω| = 1
corresponds to the probabilistic parameter in (4). Note that due to (17) this depends on
the length scale, which is [mm] in this work (in agreement with CAD models in turbo
machinery applications). The value for m¯ for AlMgSi6082 is not reported in the literature.
However, experience with steel and Ni-based superalloys shows that m¯ is in the region of
2 for a large range of materials.
The FEA model is solved for u with the commercial solver ABAQUS 6.1 on a laptop
with Intel Core i7-3632QM CPU @ 2.20 GHz with 12GB RAM with a time consumption of
28 seconds. Peak v. Mises stress at the bore is roughly 310 MPa. The surface quadrature
for the calculation of J(Ω, u) is calculated with an script in the R 3.2.1 and consumed 19
sec execution time on a single core. The obtained J-value has to be multiplied by 7 to
account for the seven rotated sectors.
The resulting total J- value is 7.8541×10−8 [cycles−m¯], which corresponds to a Weibull
scale variable η = 3568 cycles. For a Weibull distribution, this corresponds to the 1− 1e ≈
11
63% quantile. Figure 3 (a) visualizes the local failure intensity (9) and (b) gives the
integrated probability of failure (PoF) over the number of cycles t. The visual inspection
shows that not only the bore region, but also the fillet areas contribute significantly to
the total value of J . The safe life of 2 000 cycles reported in the CalculiX tool suite
corresponds to a PoF of roughly 25%, according to the local, probabilistic model for LCF,
which nicely fits into the over all picture for given design example.
4 The Shape Sensitivity for the Probability of
Failure via the Adjoint Equation
4.1 Straight Forward Calculation of the Shape Sensitivity
We first fix some conventions. The mesh nodes X = {X1, . . . , XN} represent the dis-
cretized geometry Ω. Furthermore we recall that U = (uj)j=1,...,N stands for the global
degrees of freedom and u =
∑N
j=1 ujθj(x) with θj the global shape functions. In this
section we equivalently write J(X,U) instead of J(Ω, u). Note that U is a N ×3 tensor as
well, provided we consider the constraints uj = 0 for Xj ∈ ∂ΩD as a part of the discretized
equation (27), see also Appendix A.2.
X is a N × 3 tensor and, by definition, for a tensor of scalar Q(X,Z), the partial
derivative ∂Q(X,U)∂X is an augmented tensor with two additional slots of dimension N and
3. Here U stands for some other tensor with unspecified dimensions (or a scalar, if there
are none). If U is an expression that depends on X, U = U(X), the total derivative of
Q(X,U(X)) with respect to X is dQ(X,U(X))dX =
∂Q(X,U(X))
∂X +
∂Q(X,U(X))
∂U
∂U(X)
∂X . Here the
last expression has to be understood in the sense that the additional tensor slots generated
by the partial U -differentiation are contracted with the U -slots in ∂U(X)∂X .
It is now straight forward to see that the probability of failure PoF(t) = PoF(t,X,U(X)),
see (12), at a number of cycles t ≥ 0 can be differentiated with respect to the geometry
X as follows
dPoF(t,X,U(X))
dX
= tm¯
dJ(X,U(X))
dX
e−t
m¯J(X,U(X)). (18)
The above equation is already remarkable in the sense that the direction of the gradient
with respect to the geometry does not depend on the number of load cycles t > 0,
which excludes the use of the formalism in design to life activities. We now continue
the differentiation and obtain
dJ(X,U(X))
dX
=
∂J(X,U(X))
∂X
+
∂J(X,U(X))
∂U
∂U(X)
∂X
, (19)
where on both sides we have N × 3 tensors according to our conventions. Note that in
the last term on the right hand side U -degrees of freedom that correspond to Dirichlet
boundary conditions do not depend on X and thus give zero in ∂U(X)∂X .
In the remainder of this subsection we want to discuss the calculation of ∂J(X,U)∂X and
∂J(X,U)
∂U . Inspection of (13) shows that it is easier to deal with
∂J(X,U)
∂U as here only σ
depends on U , so we do this first. The following algorithm describes the necessary steps.
Detailed calculations can be found in Appendix A.3. Note that here it suffices to calculate
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all partial derivatives with respect to degrees of freedom that belong to TFh , which is the
set of finite elements K ∈ Th with at least one surface face F ∈ Nh, since all other partial
derivatives of J(X,U) give the value zero. For simplicity, we suppress loops over the
xyz-indices.
Data: FE global node set X, FE connectivity and surface element tables,
FE shape functions θˆj and gradients ∇̂θˆj ,
FE solution U = (uj),
FE surface quadrature points and weights,
Elasticity and lifing material constants.
Result: A (3× nsh ×NFfc ) tensor containing ∂J∂Uloc .
initialization ∂J∂Uloc ← 0;
for all faces F ∈ Nh do
1 initialize a 3× nsh × lFq -tensor ∂J∂U
F ← 0;
for all local degrees of freedom, k = 1, . . . , nsh do
for all surface quadrature points ξˆFl , l = 1, . . . , l
F
q do
2 Calculate the derivative of (15) and (16) with respect to uk at the
quadrature point ξˆFl ;
3 Calculate the derivative of the stress tensor σ(TK(F )(ξˆ
F
l ))
with respect to uk;
4 Calculate the derivative of σv with respect to uk;
Use (6) as well as (3), (4) and (5) to calculate the uk-derivative of
Nidet(σ(TK(F )(ξˆ
F
l ))) ;
5 Use this to calculate the derivative of
(
1
Nidet(σ(TK(F )(ξˆ
F
l )))
)m¯
;
6 Multiply this with the surface quadrature weight ωˆFl and with
the Gram determinant
√
gF (ξˆFl );
7 Store the result in ∂J∂U
F
[·, k, l];
end
end
8 Sum up the (3× nsh × lFq ) tensor ∂J∂U
F
obtained over the quadratures;
9 Store the result in ∂J∂Uloc [·, ·, F ] ;
end
Algorithm 1: Compute ∂J
∂Uloc
The previous algorithm provides a surface face-wise separate computation of the partial
derivative of the cost functional J with respect to the local vector of displacements and
thus gives a (3 × nsh × NFfc ) tensor. To evaluate the global partial derivative, we have
to assemble the tensor ∂J∂Uloc based on the surface element and connectivity lists. The
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following algorithm describes the assembling process.
Data: A 3× nsh ×NFfc tensor, FE connectivity table
and surface element table
Result: A 3×N matrix containing ∂J∂U
initialization ∂J∂U ← 0;
for all F ∈ Nh do
for all local degrees of freedom k = 1, . . . , nsh do
1
∂J
∂U [·, ĵ(K(F ), k)] ← ∂J∂U [·, ĵ(K(F ), k)] + ∂J∂Uloc [·, k, F ];
end
end
Algorithm 2: Assembling ∂J
∂Uloc
to ∂J
∂U
The algorithm to calculate dJdX is similar to the Algorithm 1, however we have to
take the potential dependency of
√
gF (ξˆFl ) and (∇̂TK(F )(ξˆl))−1 of the j-th node Xj into
account. The following algorithm highlights the changes that are needed, detailed calcu-
lations are given in Appendix A.4. Note that certain steps, as e.g. step 4 in the following
algorithm, can be done beforehand, as the result will only depend on element type and
quadrature points. We leave such steps in the loop for better readability.
14
Data: Same as in Algorithm 1
Result: A (3× nsh ×NFfc ) tensor containing ∂J∂Xloc
1 initialization ∂J∂Xloc ← 0;
for all faces F ∈ Nh do
2 initialize a 3× nsh × lFq -tensor ∂J∂X
F ← 0;
for all local degrees of freedom, k = 1, . . . , nsh do
for all surface quadrature points ξˆFl , l = 1, . . . , lq do
3 Calculate the derivative of Jacobian matrix ∇̂TK(F )(ξˆFl )
with respect to X
K(F )
k ;
4 Calculate the derivative of (15) and (16) with respect to X
K(F )
k using (25);
5 Calculate the Xk derivative of
√
det gF (ξˆFl ) using (14) and (25);
6 Multiply the result with
(
1
Nidet
)m¯
and ω̂lF ;
7 Store the result in ∂J∂X
F
[·, k, l];
8 Follow the steps 2–6 of Algorithm 1 analogously with uk replaced by Xk;
9 Augment ∂J∂X
F
[·, k, l] by the result;
end
end
10 Sum up the (3× nsh × lFq ) tensor ∂J∂X
F
obtained over the quadratures;
11 Store the result in ∂J∂Xloc [·, ·, F ] ;
end
Algorithm 3: Compute ∂J
∂Xloc
As described in the Algorithm 2, we have now to assemble ∂J∂Xloc to obtain
∂J
∂X .
A numerical calculation of ∂U(X)∂X e.g. by finite differences is possible in principle, but
in many instances is not practically feasible as the dimension of X matches the degrees of
freedom, which can be several hundreds of thousands in industrial application. As usually,
we avoid the problem of solving a finite element simulation for each of these degrees of
freedom by using the Lagrangian formalism in the next subsection.
4.2 Shape Sensitivity via the Adjoint Equation
We define the Lagrangian [40] of the discretized problem as
L (X,U,Λ) = J(X,U)− ΛT (B(X)U − F (X)) . (20)
Here, the adjoint state Λ = (λj)j∈{1,...,N} is a N × 3 tensor and the expression ΛT (· · · ) is
understood in the sense that the (j, r) indices in (28) are contracted with the corresponding
indices of Λ. If Dirichlet boundary conditions hold for U = (uj), we have the same
boundary conditions λj = 0 for Xj ∈ ∂ΩD for the adjoint state. As usually, ∂L (X,U,Λ)∂Λ = 0
gives the state equation (28) and
0 =
∂L (X,U,Λ)
∂U
=
∂J(X,U)
∂U
− ΛTB(X) ⇔ B(X)Λ = ∂J(X,U)
∂U
(21)
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is the adjoint equation. Here we used the symmetry of the stiffness matrix in the (j, r)
and (k, l) indices, see (28). Assuming that the state equation and the adjoint equation
hold, the partial derivative of L (X,U,Λ) with respect to X equals the total derivative of
J(X,U(X)), hence
dJ(X,U(X))
dX
=
∂L (X,U,Λ)
∂X
=
∂J(X,U)
∂X
− ΛT
(
∂B(X)
∂X
U − ∂F (X)
∂X
)
. (22)
The above equation is understood in the sense that all tensor indices from ∂B(X)∂X and
∂F (X)
∂X
are contracted with Λ and U , except those that originate from the partial differentiation
with respect to X. Note that the tensor ∂B(X)∂X is of dimension (N×3)× (N×3)× (N×3)
and ∂F (X)∂X is still of dimension (N ×3)× (N ×3). A one-to-one storage of these quantities
in the main memory for real world engineering FE models will be impossible on almost all
computer architectures and remain very memory consuming even if sparse data structures
are used. We therefore calculate the quantities ΛT ∂B∂XU and Λ
T ∂F
∂X directly. The following
algorithm gives the numerical calculation of the shape sensitivity:
Data: Same as in Algorithm 1 plus FE volume quadrature points and weights.
Result: A N × 3 tensor containing dJdX
1 Use Algorithm 1 to obtain ∂J∂U ;
2 Solve the adjoint equation (21) numerically using a standard FE solver;
3 Use Algorithm 5 below and Λ to obtain ΛT ∂B∂XU ;
4 Use Algorithm 6 and Algorithm 7 below and Λ to obtain ΛT ∂F∂X ;
5 Use Algorithm 3 to obtain ∂J∂X ;
6 Add the tensors from step 4–5 with the proper signs to obtain dJdX according to (22).
Algorithm 4: Compute the Shape Sensitivity dJ
dX
The following three algorithms are thus needed for the numerical calculation of the
total shape gradient dJdX . The detailed calculations can be found in Appendix A.5 and
Appendix A.6. Note that in many cases, it will not be possible to store the 3 × nsh ×
3 × nsh × 3 × nsh × Nel tensor ∂B∂Xloc due to constraints of the main memory, even if a
sparse data format is used. We circumvent this obstacle by contracting with the original
solution U and the adjoint state Λ during the local calculation. Note that again, for better
readability, we did not try to avoid obvious redundant calculations in the loops.
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Data: Same as in Algorithm 4, but with volume quadrature points and weights.
The adjoint state Λ.
Result: A 3× nsh ×Nel tensor containing ΛT ∂B∂XlocU
1 initialization ΛT ∂B∂XlocU ← 0;
for all elements K ∈ Th do
2 initialize a 3× nsh × 3× nsh × 3× nsh × lq tensor ∂B∂Xloc
K ← 0;
3 initialize a 3× nsh tensor ΛKloc ← 0;
4 initialize a 3× nsh tensor UKloc ← 0;
for all local degrees of freedom, j = 1, . . . , nsh do
for all local degrees of freedom, k = 1, . . . , nsh do
for all local degrees of freedom, q = 1, . . . , nsh do
for all volume quadrature points ξˆl, l = 1, . . . , lq do
5 Compute ∂∂Xj
(
ωlK
)
using (56) ff.;
6 Compute ∂∂Xj
(∇[·]θq(ξl)) and ∂∂Xj (∇[·]θk(ξl)) using (58);
7 Compute ∂B∂Xloc
K
[·, j, ·, k, ·, q, l] using (55) and (59);
8 Assign ΛKloc[·, k] ← Λ[·, ĵ(K, k)];
9 Assign UKloc[·, q] ← U [·, ĵ(K, q)];
end
end
end
10 Multiply ∂B∂Xloc
K
[·, j, ·, k, ·, q, l] with ΛKloc[·, k] and UKloc[·, q] and sum
over q, k (along with related xyz indices) and quadrature index l;
11 Store the result in ΛT ∂B∂XlocU [·, j,K];
end
end
Algorithm 5: Compute ΛT ∂B
∂Xloc
U
The assembly of ΛT ∂B∂XlocU to Λ
T ∂B
∂XU is similar to Algorithm 2 and is omitted here.
Apparently, Algorithm 5 will be very run time intensive. However, it can easily be speeded
up by embarrassing parallelism over the elements K ∈ Th.
The following algorithm gives the derivative of the volume loads with respect to X
for the case where the volume force density does not change with X. We will discuss the
necessary adjustments in the case where volume loads, as e.g. centrifugal loads, depend
on X in the context of concrete models in Section 5.
The calculation of the partial derivatives of the volume force term leads to similar
storage problems as in Algorithm 5. Again we solve this by an element wise calculation
and contraction with the adjoint state Λ. Note that the storage problem is less severe by
a 3×N factor for the global expressions. Hence an alternative strategy would be a direct
storage of the global data in a sparse matrix format. The force vector might (centrifugal
load) or might not (gravity) be X-dependent, see the following section.
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Data: Same as in Algorithm 1, but with volume quadrature points and weights
Volume force vector f (eventually depending on X)
The adjoint state Λ.
Result: A 3× nsh ×Nel tensor ΛT ∂F vol∂Xloc
1 initialization ΛT ∂F
vol
∂Xloc
← 0;
for all elements K ∈ Th do
2 initialize a 3× nsh × 3× nsh × lq tensor ∂FK vol∂Xloc ← 0;
3 initialize a 3× nsh tensor ΛKloc ← 0;
for all local degrees of freedom, j = 1, . . . , nsh do
for all local degrees of freedom, k = 1, . . . , nsh do
for all volume quadrature points ξˆl, l = 1, . . . , lq do
4 Compute ∂∂Xj
(
ωlK
)
using (56) ff.;
5 Compute
∂f[·]
∂Xj
(ξl) (model specific);
6 Compute ∂F
K vol
∂XKloc
[·, j, ·, k, l] using (61) ;
7 Assign ΛKloc[·, k] ← Λ[·, ĵ(K, k)];
end
end
8 Multiply ∂F
K vol
∂Xloc
[·, j, ·, k, ·, q, l] with ΛKloc[·, k] and sum over k (along with
the related xyz index) and quadrature index l;
9 Store the result in ΛT ∂F
vol
∂Xloc
[·, j,K];
end
end
Algorithm 6: Compute ΛT ∂F
vol
∂Xloc
Also in the case of the X-derivative of the surface loads one might adjust the force
densities, e.g. in order to keep a total force constant when a surface varies. Again, we
refer to Section 5 for further discussion.
18
Data: Same as in Algorithm 1
Surface force vector g (eventually depending on X)
The adjoint state Λ.
Result: A 3× nsh ×NFfc tensor ΛT ∂F
surf
∂Xloc
1 initialization ΛT ∂F
surf
∂Xloc
← 0;
for all faces F ∈ Nh do
2 initialize a 3× nsh × 3× nsh × lFq tensor ∂F
K surf
∂Xloc
← 0;
3 initialize a 3× nsh tensor ΛKloc ← 0;
for all local degrees of freedom, j = 1, . . . , nsh do
for all local degrees of freedom, k = 1, . . . , nsh do
for all surface quadrature points ξˆFl , l = 1, . . . , l
F
q do
4 Compute ∂
∂X
K(F )
j
(
ωlF
)
using (44) ff.;
5 Compute
∂g[·]
∂X
K(F )
j
(ξl) (model specific);
6 Compute ∂F
K surf
∂Xloc
[·, j, ·, k, l] using (62) ;
7 Assign ΛKloc[·, k] ← Λ[·, ĵ(K(F ), k)];
end
end
8 Multiply ∂F
K surf
∂Xloc
[·, j, ·, k, ·, q, l] with ΛKloc[·, k] and sum over k (along with
the related xyz index) and quadrature index l;
9 Store the result in ΛT ∂F
surf
∂Xloc
[·, j, F ];
end
end
Algorithm 7: Compute ΛT ∂F
surf
∂Xloc
The assembly to the global 3 × N tensors ΛT F vol∂X and ΛT F
vol
∂X again is standard. We
have thus provided all the necessary sub-algorithms to Algorithm 4, which allows us an
efficient calculation of the shape sensitivity.
5 Numerical Examples and Validation
5.1 Implementation Details
The implementation of the adjoint method is based on scripts in R 3.2.1 and python as
well as the commercial solver ABAQUS 6.12. R scripts for the implementation of Algorithm
5 have been parallelized on up to 12 cores using the parallel package. Local and some of
the global tensor calculations are performed on compiled code using tensor summations
and contractions provided by the R package tensor 1.5.
Element types available are tetrahedral elements with 4 and 8 DoF and brick elements
with 8 or 20 DoF. Quadratures for the surface integrals can be chosen with up to 36
quadrature points, while exact and reduced quadratures are available for volume integrals
Clamped Dirichlet and cyclic boundary conditions have been implemented along with
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Figure 4: Crack formation intensity and adjoint state: (a) Crack formation intensity for the
bended rod. Stress concentration on the lower side of the location with the stongest curvature
leads to an augmented probability of stress initiation (left). (b) Adjoint state Λj is visualized
as an arrow at Xj. Asymmetry is a consequence of non symmetric boundary conditions.
volume forces and surface forces.
5.2 A Bended Rod under Tensile Loading
As a first example we consider a situation where one has an intuitive idea where the shape
gradient should point to. We thus consider a geometry of a rod which is 6mm long and is
bended up to a height of 3mm. Material properties are the same as in Section 3.2. The
diameter is 1mm. The boundary condition is Dirichlet u = 0 at the left and a uniform
tensile stress on the right end with 12 N/mm, which makes up a total force of 18.85N over
the total surface of 1.57mm2. The FE model consists out of 6410 nodes and 1302 brick
elements of type C3D20R with nsh = 20 local degrees of freedom. The volume quadrature
contains lq = 8 points and the surface quadrature contains l
F
q = 36 quadrature points.
The resulting J-value is J = 4.20160 × 10−11[cycles−m¯] which corresponds to a Weibull
scale variable of η = 154 274 cycles.
In the calculation of the partial derivative ∂F (X)∂X in (22), we have to take into account
the potential X dependence of the physical force density f . In the model considered here,
A stands for the portion of the surface where the constant force density is applied in e1
direction. We adjust the force density f in the way that f1(X)A(X) is kept constant to
the value of 18.85 N, where A(X) is the area of the surface to which the force is applied
after a potential deformation due to a change of X. If this is neglected, the shape gradient
would point to the inward direction at A to decrease the surface and thereby lower to
total load. In order to account for effect, notify that A(X) =
∑
F∈Nh,F⊆A
∑lFq
l=1 ωlF and
thus an extra term
∂f1(ξ
F
l )
∂Xj
= − f1
A(X)2
∑
F∈Nh,K(F )∈ĵ−1(j)1,F⊆A
lFq∑
l=1
∂
∂Xj
ωlF , (23)
which has to be inserted into the middle term (62) in Appendix A.6. ∂∂Xj ωlF is calculated
in (44). Here ĵ−1(j)1 is the projection of ĵ−1(j) = {(K1, n1), . . . , (Kk, nk)} to the first
component {K1, . . . ,Kk}.
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Figure 5: Partial U derivatives of J : (a) Partial derivative ∂J
∂U j
visualized as an arrow at Xj
(left). (b) Comparison of ∂J
∂U
· V with finite the differences J(X,U+εV )−J(X,U)
ε
for ε → 0. V is
taken to be proportional to U (right).
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Figure 6: Partial X derivatives of J : (a) The jth component of ∂J
∂X
is visualized as an arrow at
Xj (left). (b) Comparison of
∂J
∂X
· V with finite the differences J(X+εV,U)−J(X,U)
ε
for ε→ 0. V is
the normal vector field (right).
Figure 4 (a) displays the crack formation intensity for the bended rod, whereas Figure
4 (b) the adjoint state is displayed. The hot spot for crack initiation is located at the
lower side of the portion of the rod with the strongest bending.
Note that for the adjoint state, Dirichlet conditions are imposed on the left hand side,
too, however no such conditions hold on the right. This explains the non symmetric
appearance, despite ∂J∂U is rather symmetric, see Figure 5 (a).
Figures 5 (a) and 6 (a) display the partial derivative ∂J∂U and
∂J
∂X , respectively. The
right panels Fig. 5 (a) and Fig. 6 (b) compare results of the the finite difference method
with the partial derivatives. The numerical validation reveals relative errors in the range
of 0.1%.
The components of the derivative ∂J∂Xj that are parallel to the surface contour at
Xj look artificial. However, such arrows that are pointing away from the location of
highest stress can be understood by the interplay of finite element discretization and
the probabilistic model. As the function
(
1
Nidet
)m¯
is convex in the von Mises stress, the
numerics produces a lower integral result for J if an element with high loading is stretched,
as this decreases stress values, even if this quenches a neighboring element with potentially
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lower stress levels. It should however be clear that this is only a by-product of the finite
element discretization and not a physical effect. It therefore seems to be reasonable, only
to consider normal components of (partial) shape derivatives ∂J∂X and
dJ
dX .
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Figure 7: Validation of the shape sensitivities: (a) The jth component of ∂J
∂X
is visualized as
an arrow at Xj (left). (b) Comparison of the shape sensitivity
dJ
dX
·V with finite the differences
J(X+εV,U(X+εV ))−J(X,U(X))
ε
for ε→ 0. V is the vector field proportional to X (right).
The shape sensitivity is displayed in Figure 7. Panel (a) displays the total shape
sensitivity and (b) shows the validation with finite differences in the direction of the node
coordinates X which corresponds to a scaling of the structure.
5.3 Shape Sensitivity of the Radial Compressor
We next calculate shape sensitivities in the normal direction in the case of the radial
compressor model introduced in Section 3.2. As gas pressure is neglected in this model,
the load vector is exclusively determined by the centrifugal load at the rotation speed of
110000 rpm which corresponds to ω = 2pi × 1833.33 = 11519.17 Hz and density % = 2650
kg/m3. Let x be the rotation axis and ξ⊥ = (0, ξ2, ξ3). Then, the centrifugal force density
is f = ρω2ξ⊥ and thus we have to introduce a term that represents the change of the
centrifugal load under the change of node coordinates in ∂F∂X , see Algorithm 6 and (61),
as follows
∂f
∂Xji
(ξKl ) = %ω
2 ∂
∂X ji
TK(ξ̂l)
⊥ =
{
0 if i = 1
%ω2θ̂j(θ̂l)ei if i = 2, 3
, (24)
where Xji is the local node coordinate and we also used (25).
The shape sensitivity for the radial compressor is displayed in figure 8. Also in the
case of a complex geometry the shape sensitivity calculations conform to more than 99%
with the finite difference method.
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Figure 8: Shape sensitivity for the radial compressor: (a) Shape sensitivity for the radial
compressor. Length of dJ
dX j
is displayed as arrow at Xj (left). (b) Validation of the compressor
sensitivities vs finite differences.
6 Conclusion and Outlook
In this work we demonstrated that the probability for Low Cycle Fatigue (LCF) crack
initiation is an objective functional for mechanical engineering that permits the calculation
of shape sensitivities via the discrete adjoint method. We revised the modeling and
numerical implementation of probabilistic LCF life models and described the calculation of
shape sensitivities for the probability of failure both from the algorithmic and the analytic
standpoint. We also provided numerical validation with the relative total error for the
shape sensitivities in the range of a few percent, when compared with finite differences. To
the best of our knowledge, this is the first numerical implementation of a shape gradient
for failure probabilities. This paves the way for an optimal design for reliability using
highly efficient gradient based methods, see [9] for some first steps in 2D.
We discussed some issues of the discrete adjoint method related to the enlarging of
highly loaded element. This leads to considerable non normal components in the shape
derivative. Projection to the normal direction however is an adequate solution.
It has been demonstrated that the formalism can be implemented with the aid of ex-
isting FE solvers using usual desktop architectures with a moderate degree of parallelism.
Run times remain moderate even for real world 3D design applications. Nevertheless, run
times can possibly considerably reduced in future implementations, as compared with our
R based ’rapid prototype’.
Several directions of future research open up from this point: From the applied stand-
point, the extension of the probabilistic approach to further material classes and damage
mechanisms is desirable. Also, having gas turbine design in mind, the treatment of the
thermo-mechanical system of partial differential equations is desirable. Furthermore, con-
tact boundary conditions at some point should be integrated into the formalism and the
implementation.
It would also be interesting to use the probabilistic objective functional along with the
adjoint equations for adaptive mesh refinement as proposed in [5].
From a more theoretical standpoint, a better numerical control of the probabilistic
objective functional is desirable. Note that this is not straight forward in the present
weak and H1-based approach, as no trace on ∂Ω exists for the stress. Nevertheless, we
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suggest that with the aid of elliptic regularity theory [1, 14, 19, 34] and using derivative
recovery schemes, see e.g. [6], this problem can probably be resolved.
It also would be desirable to repeat the calculation and implementation of shape
derivatives with a first adjoin and then discretize approach and benchmark both strategies
for applications in design for optimal reliability. See e.g. [10] for some first analytic steps
in this direction. This however will not be possible with standard FE solvers and therefore
is probably less close to industrial application. A successful benchmark for this strategy
could however boost further research and development in that direction with designs with
optimal reliability in view.
Last, it is very important to address the challenge of multi objective optimization in
a gradient based context. In gas turbine design, shape sensitivities for the aerodynamic
performance is already implemented in many publicly available codes. It is therefore
highly desirable to put the mechanical design on an equal footing and use the reduction
in algorithmic complexity by the adjoint method in multi-physics optimization.
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A Detailed Calculations
A.1 Notation for Finite Elements
To fix the notation for later purposes, we introduce the standard discretization of the
PDE (1) with Lagrange finite elements [15, 13].
Let the finite element be given by {K,P (K),Σ(K)} where K ⊆ R3 is a compact,
connected Lipschitz set, P is a finite vector space polynomials p : K → R. The local
degrees of freedom are linear functionals on P (K) defined by ϕK,j(p) = p(Xj) where
there are nodes XK1 , . . . , X
K
nsh
∈ K such that the mapping from P (K) to its local degrees
of freedom is bijective. The dual basis of P (K) with respect to the local degrees of freedom
are the local shape functions θK,k ∈ P (K) and ϕK,j(θK,k) = δj,k, j, k ∈ {1, . . . , nsh}.
Let Th be a finite element mesh on Ω with Nel elements. As usually we assume that
there is a reference element {K̂, P̂ , Σ̂) with a finite dimensional linear space of reference
polynomials P̂ . For each element K ∈ Th in the mesh, we assume that there is a bijective
transformation TK : K̂ → K such that P̂ = P ◦TK , θ̂j = θj ◦TK and ϕ̂j(p ◦TK) = ϕj(p),
j ∈ {1, . . . , nsh}. In many cases, we have
TK(ξˆ) = TK(ξˆ, X) =
nsh∑
j=1
θ̂j(ξ̂)X
K
j , ξ̂ ∈ K̂. (25)
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Let X = {X1, ..., XN} =
⋃
K∈Th{XK1 , ..., XKnsh} be the set of all the Lagrange nodes.
For K ∈ Th and m ∈ {1, ..., nsh}, let ĵ(K,m) ∈ {1, ..., N} be the corresponding index of
the Lagrange node. The mapping ĵ(·, ·) : Th×{1, . . . , nsh} → {1, . . . , N} is also called the
connectivity. Let {θj : j ∈ {1, . . . , N}}, be the set of global shape functions θj : Ω → R.
When these functions are restricted to K ∈ Th, they belong to P (K) and fulfill
θj K= θ̂k ◦ T−1K provided ∃k ∈ {1, . . . , nsh} such that ĵ(K, k) = j. (26)
The global finite element space H1h(Ω,R) is the linear span of {θj : j ∈ {1, . . . , N}}. Let
H1h(Ω,R3) = H1h(Ω,R)×3. We have H1h(Ω,R3) ⊆ H1(Ω,R3) and let H1D,h(Ω,R3) be the
subspace of H1h(Ω,R3) with functions u ∈ H1h(Ω,R3) vanishing on all boundary nodes
∂ΩD ∩ {X1, . . . , Xn}. If vanishing of u on the nodes in ∂ΩD implies vanishing of u on
∂ΩD, we have H
1
D,h(Ω,R3) = H1h(Ω,R3) ∩H1D(Ω,R3). A solution u ∈ H1D,h(Ω,R3) to the
discretized elasticity PDE then fulfills
B(u, v) =
∫
Ω
f · v dx+
∫
∂ΩN
g · v dA,∀v ∈ H1D,h(Ω,R3). (27)
Furthermore, such a solution always exists by the coercivity of the bilinear form B(u, v),
which also holds on H1D,h(Ω,R3).
In the derivation of the adjoint equation in Section 4 we need explicit expressions for
both sides of (27) in terms of the global degrees of freedom U = (uj)j∈{1,...,N}, uj ∈ R3,
and the node coordinates X, where it is understood that uj = 0 if Xj ∈ ∂ΩD. We rewrite
(27) in terms of global variables U via
B(X)U = F (X), B(X)(j,r),(k,s) = B(erθj , esθk) and F(j,r) =
∫
Ω
f ·erθj dx+
∫
∂ΩN
g ·erθj dA,
(28)
with er, r = 1, 2, 3 the standard Basis on R3. The linear equation (28) is understood
in the sense that the (k, s) indices of the stiffness matrix B(X) are contracted with the
related indices of U . The solution of this equation is denoted by U(X).
We have emphasised the dependency of the stiffness matrix B(X) and the load vector
F (X) from the global node coordinate N × 3-tensor X. The explicit calculations, which
are completely standard, are given in Appendix A.2 in order to prepare the ground for
the calculation of shape sensitivities.
In some situations, also the surface and volume force densities f = f(X) and g = g(X)
are allowed to have a differentiable dependency on X. For f this makes sense e.g. in the
case of centrifugal loads and we might want to adapt a surface force density g under
geometry changes, in order to keep the total force acting on a part of the surface fixed,
even if the surface volume changes. For notational simplicity, we will only introduce this
when needed for a physically correct description.
A.2 Discretization of the PDE
The integrals on both sides of (27) are implemented using a numerical quadrature with
quadrature points ξ̂l and weights ω̂l, l = 1, . . . , lq, on the reference element K̂. We start
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with the discretization of the left hand side of (27):
B(u, v) = λ
∑
K∈Th
∫
K
∇ · u∇ · vdx+ 2µ
∑
K∈Th
∫
K
ε(u) : ε(v)dx
= λ
∑
K∈Th
∫
K̂
∇ · u(TK(ξ̂))∇ · v(TK(ξ̂)) det(∇̂TK(ξ̂))dξ̂
+ 2µ
∑
K∈Th
∫
K̂
ε
(
u(TK(ξ̂))
)
: ε
(
v(TK(ξ̂))
)
det(∇̂TK(ξ̂))dξ̂
= λ
∑
K∈Th
lq∑
l=1
ω̂l det(∇̂TK(ξ̂l))∇ · u(TK(ξ̂l))∇ · v(TK(ξ̂l))
+ 2µ
∑
K∈Th
lq∑
l=1
ω̂l det(∇̂TK(ξ̂l))ε
(
u(TK(ξ̂l))
)
: ε
(
v(TK(ξ̂l))
)
(29)
After setting ωlK = ω̂l det
(
∇̂TK(ξ̂l)
)
and ξKl = TK(ξ̂l), this can be written as
B(u, v) = λ
∑
K∈Th
lq∑
l=1
ωlK∇ · u(ξKl )∇ · v(ξKl )︸ ︷︷ ︸
B1(u,v)
+ 2µ
∑
K∈Th
lq∑
l=1
ωlKε
(
u(ξKl )
)
: ε
(
v(ξKl )
)
︸ ︷︷ ︸
B2(u,v)
(30)
If we apply (15) and (16) to u and v and insert the result into (30), we obtain the
discretization of the left hand side.
For the volume integral on the right hand side of (27) we obtain by a similar argument∫
Ω
f · v dx =
∑
K∈Th
lq∑
l=1
ωlKf(ξ
K
l ) · v(ξKl ). (31)
And finally we get the following expression for the discretized surface integral∫
∂Ω
g ·v dA =
∑
F∈Nh
lFq∑
l=1
ωlF g(ξlF )·v(ξlF ),where ωlF = ω̂Fl
√
det gF (ξ̂Fl ) and ξ
F
l = TK(F )(ξ̂
F
l ).
(32)
Here ξ̂Fl and ω̂
F
l are quadrature points on a reference face F̂ of the reference element
K̂ and Nh is the collection of all finite element faces that lie in ∂Ω. gF (ξˆ) = ∇̂F̂ (TK 
F̂ )(ξ)∇̂F̂ (TK  F̂ )T (ξ) is the Gram matrix on F̂ , where TK : F̂ → F .
If the selected quadratures are not exact, the above identities have to be understood
in the sense of approximations.
A.3 Computing ∂J∂U
In the following, we use some conventions related to the connectivity mapping ĵ : Th ×
{1, . . . , nsh) → {1, . . . , N}. For K ∈ Th, we denote by ĵK : {1, . . . , nsh} → {1, . . . , N}
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the restriction of the connectivity mapping ĵ to the set {(K, 1), . . . , (K,nk)}, where we
identify 1, . . . , nsh with (K, 1), . . . , (K,nsh)}.
For a fixed global index j ∈ {1, 2, ..., N} we have ĵ−1(j) = {(K1,m1), ..., (Kf ,mf )},
where K1, ...,Kf ∈ Th and m1, ...,mf ∈ {1, 2, ..., nsh}. With ĵ−1(j)1 = {K1, . . . ,Kf} we
denote the set projection to the first component.
For k = 1, 2, 3 let ujk be the x, y, z coordinate of the global degree of freedom uj . We
obtain for the partial derivative of J with respect to this variable
∂J(X,U)
∂ujk
=
∑
F∈Nh
j∈ĵK(F )({1,...,nsh})
lFq∑
l=1
ωlF
× ∂
∂ujk
[
CMB−1
(
εel−pla
( nsh∑
m=1
uĵ(K(F ),m) ⊗ ((∇̂T TK(F )(ξ̂Fl ))−1∇̂θ̂m(ξ̂Fl ))
))]−m¯
.
(33)
We will frequently use the abbreviation
q = qlF = qlF (U,X) = ∇u(ξFl ) =
nsh∑
m=1
uj(K(F ),m)⊗ (∇̂T TK(F )(ξ̂Fl ))−1∇̂θ̂m(ξ̂l)), l = 1, . . . , lFq ,
(34)
with ξFl = TKF (ξˆl). We thus have
∂
∂ujk
[CMB−1(εel−pla (qlF ))]
−m¯ = −m¯[CMB−1(εel−pla (qlF ))]−m¯−1
∂
∂ujk
[CMB−1(εel−pla (qlF ))].
(35)
In the next step, we compute
∂
∂ujk
[CMB−1(εel−pla (qlF ))] =
∂
∂ujk
(
εel−pla (qlF )
)
∂CMB
∂εel−pla
(CMB−1(εel−pla (qlF )))
(36)
We now calculate
∂
∂ujk
(
εel−pla (qlF )
)
=
∂εel−pla (qlF )
∂qlF
:
∂qlF
∂ujk
= tr
((∂εel−pla (qlF )
∂qlF
)T ∂qlF
∂ujk
)
, (37)
where for s, n = 1, 2, 3,
∂(qlF )sn
∂ukj
=
∂
∂ujk
(
nsh∑
m=1
uĵ(K(F ),m)s
(
(∇̂T TK(F )(ξ̂Fl ))−1∇̂θ̂m(ξ̂Fl )
)
n
)
=
nsh∑
m=1
∂uĵ(K(F ),m)s
∂ujk
(
(∇̂T TK(F )(ξ̂Fl ))−1∇̂θ̂m(ξ̂Fl )
)
n
=
δsk
(
(∇̂T TK(F )(ξ̂Fl ))−1∇̂θ̂ĵ−1
K(F )
(j)(ξ̂
F
l )
)
n
if j ∈ ĵK(F )({1, . . . , nsh})
0 otherwise
,
(38)
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with δsk Kronecker’s symbol. In order to simplify the calculation, we square (5) and divide
by E. The resulting relation between εel−pla and σ
2
a
E then is denoted by ε
el−pl
a = S¯D
(
σ2a
E
)
.
The partial derivative of εel−pla with respect to qsm is now:
∂εel−pla
∂qsm
=
dRO ◦ S¯D−1
(
(σa)2
E
)
d
(
(σa)2
E
) · ∂
∂qsm
(
(σa)
2
E
)
. (39)
The derivative of the function RO ◦ S¯D−1(·) is easily calculated from (3) and (5). We
further calculate
∂
∂qsm
(
(σa)
2
E
)
=
3µ2
4E
3∑
i,j=1
Aij
∂Aij
∂qsm
(40)
using Aij =
(
−23
(
1
2(qij + qji)
)
δij + qij + qji
)
. We thus obtain
∂Aij
∂qs,m
= −2
3
δijδsm + δisδjm + δjsδim. (41)
We thus get for the left hand side of (40)
3µ2
4E
3∑
i,j=1
(
−2
3
(1
2
(qij + qji)
)
δij + qij + qji
)(−2
3
δijδsm + δisδjm + δjsδim
)
. (42)
A.4 Computing ∂J∂X
As in Subsection A.3, We use the abbreviation qlF for ∇u(ξFl ), see (34). The partial
derivative of J(X,U) w.r.t. the global jth mesh node i-coordinate Xji, i = 1, 2, 3 and
j = 1, . . . , N , is
∂J(X,U)
∂Xji
=
∑
F∈Nh
j∈ĵK(F )({1,...,nsh})
lFq∑
l=1
∂
∂Xji
(
ωlF
(
CMB−1
(
εel−pla (qlF )
))−m¯)
=
∑
F∈Nh
j∈ĵK(F )({1,...,nsh})
lFq∑
l=1
[
∂ωlF
∂Xji
(
CMB−1(εel−pla (qlF )))
)−m¯
+ ωlF
∂
∂Xji
((
CMB−1(εel−pla (qlF ))
)−m¯)]
.
(43)
We compute first the partial derivative of ∂ωlF∂Xji as
∂ωlF
∂Xji
=
∂
∂Xji
(
ω̂l
√
det(gF (ξ̂Fl ))
)
= ω̂l
1
2
(
det(gF (ξ̂
F
l ))
)−1/2 ∂
∂Xji
(det(gF (ξ̂
F
l ))).
(44)
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The derivative of the determinant is
∂
∂Xji
(
det
(
gF (ξ̂
F
l )
))
= det
(
gF (ξ̂
F
l )
)
tr
((
gF (ξ̂
F
l )
)−1∂gF (ξ̂Fl )
∂Xji
)
, (45)
where gF (ξ̂
F
l ) = JF (ξ̂
F
l )
TJF (ξ̂
F
l ) and
JF (ξ̂
F
l ) =
∂TK(ξ̂
F
l )
∂X̂F
=
nsh∑
r=1

X
K(F )
r1
∂θ̂r(ξ̂Fl )
∂X̂F1
X
K(F )
1r
∂θ̂r(ξ̂Fl )
∂X̂F2
X
K(F )
r2
∂θ̂r(ξ̂Fl )
∂X̂F1
X
K(F )
r2
∂θr(ξ̂Fl )
∂X̂F2
X
K(F )
r3
∂θ̂r(ξ̂Fl )
∂X̂F1
X
K(F )
r3
∂θ̂r(ξ̂Fl )
∂X̂F2
 . (46)
Here X̂Fi , i = 1, 2, are the coordinates on the two dimensional reference face F̂ corre-
sponding to F in K̂.
The derivative
∂gF (ξ̂
F
l )
∂Xji
is thus given by
∂gF (ξ̂
F
l )
∂Xji
=
∂
∂Xji
(
JF (ξ̂
F
l )
)T
JF (ξ̂
F
l ) +
(
JF (ξ̂
F
l )
)T ∂
∂Xji
(
JF (ξ̂
F
l )
)
. (47)
Furthermore, for s = 1, 2, 3 and k = 1, 2 we have
∂
∂Xji
(
JF (ξ̂
F
l )sk
)
=
nsh∑
r=1
∂
∂Xji
(
XK(F )rs
∂θr(ξ̂
F
l )
∂X̂k
)
=
δis
∂θ̂
ĵ−1
K(F )
(j)
(ξ̂Fl )
∂X̂k
if j ∈ ĵK(F )({1, . . . , nsh})
0 otherwise
.
(48)
This finishes the computation of the first term on the right hand side of (43).
To compute the second term in (43), we take the partial derivative
∂
∂Xji
[
CMB−1(εel−pla (qlF ))
]−m¯
=
−m¯[CMB−1(εel−pla (qlF ))]−m¯−1
∂CMB
∂εel−pla
(CMB−1(εel−pla (qlF )))
∂
∂Xji
(
εel−pla (qlF )
)
, (49)
with
∂
∂Xji
(
εel−pla (qlF )
)
=
∂εel−pla (qlF )
∂qlF
:
∂qlF
∂Xji
. (50)
In the above equation, : stands for the contraction of both q indices. Next we have to
compute
∂qlF
∂Xji
(X) =
∂
∂Xji
( nsh∑
m=1
uĵ(K(F ),m) ⊗ ((∇̂T TK(F )(ξ̂Fl ))−1∇̂θ̂m(ξ̂Fl ))
)
=
nsh∑
m=1
uj(K(F ),m) ⊗
( ∂
∂Xji
(∇̂T TK(F )(ξ̂Fl ))−1
)
∇̂θ̂m(ξ̂Fl ),
(51)
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where
∂
∂Xji
(∇̂T TK(ξ̂Fl ))−1 = −(∇̂T TK(ξ̂Fl ))−1∂(∇̂T TK(ξ̂Fl ))∂Xji (∇̂T TK(ξ̂Fl ))−1. (52)
The Jacobian matrix has the form
∇̂TK(ξ̂Fl ) =

∂XK1
∂X̂1
∂XK1
∂X̂2
∂XK1
∂X̂3
∂XK2
∂X̂1
∂XK2
∂X̂2
∂XK2
∂X̂3
∂XK3
∂X̂1
∂XK3
∂X̂2
∂XK3
∂X̂3
 =
nsh∑
r=1

XKr1
∂θ̂r(ξ̂Fl )
∂X̂1
XKr1
∂θ̂r(ξ̂Fl )
∂X̂2
XKr1
∂θ̂r(ξ̂Fl )
∂X̂3
XKr2
∂θ̂r(ξ̂Fl )
∂X̂1
XKr2
∂θ̂r(ξ̂Fl )
∂X̂2
XKr2
∂θ̂r(ξ̂Fl )
∂X̂3
XKr3
∂θ̂r(ξ̂Fl )
∂X̂1
XKr3
∂θ̂r(ξ̂Fl )
∂X̂2
XKr3
∂θ̂r(ξ̂Fl )
∂X̂3
 .
(53)
Finally, we get
∂
(∇̂T TK(ξ̂Fl )sk)
∂Xji
=
nsh∑
r=1
∂XKrk
∂Xji
∂θ̂r(ξ̂
F
l )
∂X̂s
=
δik
∂θ̂
ĵ−1
K
(j)
(ξ̂Fl )
∂X̂s
, if j ∈ ĵK({1, . . . , nsh})
0 otherwise
. (54)
This finishes the computation of the second term.
A.5 Computing ∂B∂X
As in (29) we have B(X)(q,r),(k,s) = B(erθq, esθk) = B1(erθq, esθk) + B2(erθq, esθk), then
∂B(X)(q,r),(k,s)
∂X =
∂B1(erθq ,esθk)
∂Xji
+
∂B2(erθq ,esθk)
∂Xji
. For the first partial derivative, one obtains
∂B1(erθq, esθk)
∂Xji
= λ
∑
K∈ĵ−1(j)1∩ĵ−1(q)1∩ĵ−1(k)1
lq∑
l=1
{
∂
∂Xji
(
ωlK
)∇rθq(ξKl )∇sθk(ξKl )
+ ωlK
∂
∂Xji
(∇rθq(ξKl ))∇sθk(ξKl )
+ ωlK∇rθq(ξKl )
∂
∂Xji
(∇sθk(ξKl ))
}
.
(55)
Here we use the convention that ĵ−1(j)1 is the projection of the set ĵ−1(j) to the first
component (the index of the element).
We thus have to compute the three partial derivatives ∂∂Xji
(
ωlK
)
, ∂∂Xji
(∇rθq(ξKl )) and
∂
∂Xji
(∇sθk(ξKl )). We start with the first partial derivative and we obtain
∂
∂Xji
(
ωlK
)
=
∂
∂Xji
(
ω̂l det(∇̂TK(ξ̂l)
)
= ω̂l
∂
∂Xji
(
det(∇̂TK(ξ̂l)
)
(56)
For an invertible matrix A, we have ddα det(A) = det(A) tr (A
−1 dA
dα ), so we get
∂
∂Xji
(
ωlK
)
= ω̂l det
(
∇̂TK(ξ̂l)
)
tr
(
(∇̂TK(ξ̂l))−1∂∇̂TK(ξ̂l)
∂Xji
)
. (57)
30
The partial Xji derivative of the matrix ∇̂TK(ξ̂l) has been calculated in (54), where we
have to replace ξ̂Fl with ξ̂l.
The second partial derivative in ∂B1∂Xji is easily calculated
∂∇rθq
∂Xji
(ξKl ) =
∂
∂Xji
[(
∇̂TK(ξˆl)T
)−1 ∇̂θ̂ĵ−1K (q)(ξˆl)
]
r
. (58)
We now refer to equations (52) to (54) in in Section A.4 to conclude the computation.
Here, of course, the surface quadrature point ξˆFl has to be replaced by the volume quadra-
ture point ξˆl. The third partial derivative in (55) is completely analogous to the second.
For the partial derivative ∂B2∂X we obtain
∂B2(erθq, esθk)
∂Xji
= 2µ
∑
K∈ĵ−1(j)1∩ĵ−1(q)1∩ĵ−1(k)1
lq∑
l=1{
∂
∂Xji
(
ωlK
)
ε
(
erθq(ξ
K
l ))
)
: ε
(
esθk(ξ
K
l )
)
+ ωlK
∂
∂Xji
(
ε
(
erθq(ξ
K
l ))
))
: ε
(
esθk(ξ
K
l )
)
+ ωlKε
(
erθq(ξ
K
l ))
)
:
∂
∂Xji
(
ε
(
esθk(ξ
K
l )
))}
.
(59)
The first term is calculated in (56). For the second term, we observe that the linear elastic
strain tensor field is given by
ε(erθq(ξ
K
l ))ab =
1
2
(
δrb∇aθq(ξKl )) + δra∇bθq(ξKl )
)
, (60)
and we refer to the argument following Eq. (58) to conclude the computation of (59).
A.6 Computing ∂F∂X
We have
∂F(q,r)
∂Xji
=
∂F vol
(q,r)
∂Xji
+
∂F surf
(q,r)
∂Xji
. Starting with the volume term, we obtain
∂F vol(q,r)
∂Xji
=
∑
K∈ĵ−1(j)1∩ĵ−1(q)1
lq∑
l=1
{
∂
∂Xji
(
ωlK
)
fr(ξ
K
l )θq(ξ
K
l )
+ ωlK
∂
∂Xji
(
fr(ξ
K
l )
)
θq(ξ
K
l ) + ωlKfr(ξ
K
l )
∂
∂Xji
(
θq(ξ
K
l )
)} (61)
The partial derivative of the volume weight has been calculated in (56). The third term
in (61) vanishes, as θq(θl) = θˆĵ−1K (q)
(ξˆl) does not depend on Xji. Unless the volume force
density f does depend explicitly on the position (like in the case of centrifugal loads) this
term vanishes as the third one.
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Finally we have to calculate the partial derivative of the surface loads
∂F surf(q,r)
∂Xji
=
∑
F∈Nh
K(F )∈ĵ−1(j)1∩ĵ−1(q)1
lFq∑
l=1
{
∂
∂Xji
(
ωlF
)
fr(ξ
F
l )θq(ξ
F
l )
+ ωlF
∂
∂Xji
(
fr(ξ
F
l )
)
θq(ξ
F
l ) + ωlF fr(ξ
F
l )
∂
∂Xji
(
θq(ξ
F
l )
)}
.
(62)
The first term can be calculated with the aid of (44). For the second and third term, the
same reasoning applies as for partial derivative of the volume force.
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