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INTRODUCTION 
With the enunciation of the Pauli exclusion principle in 1925, and 
the subsequent recognition that this exclusion principle formed the 
basis for an explanation of the ferromagnetic behavior of materials, the 
problem of modeling the electronic structure of ferromagnetic iron — 
considered to be the prototype ferromagnet — became of great interest 
to theorists and experimentalists, and has so remained until the 
present. Initially, two prominent theories emerged which attempted to 
account for exchange effects in two seemingly contradictory ways. (Here 
"exchange effects" refers collectively to all phenomena which result 
from the fact that, owing to Pauli's exclusion principle, fermion state 
functions are anti-symmetric under particle exchange — ferromagnetism 
is one of these phenomena.) These theories were: the localized-spin 
model for ferromagnetism proposed by Heisenberg in 1928 [1] in which 
localized "magnetic electrons" interact with their nearest neighbors via 
a phenomenological exchange interaction to produce a macroscopic 
ferromagnetic state; and the rival itinerant model for ferromagnetism 
proposed by Bloch in 1929 [2] in which Hartree-Fock theory is applied to 
a free electron gas and it is shown that under special conditions a 
ferromagnetic ground state can exist. This was the starting point for 
the evolution of theoretical formalisms and experimental techniques 
which would provide enlightening, but yet confusing results about the 
electronic structure of ferromagnetic iron for years to come [3]. Early 
on, experimental evidence such as the existence of spin waves [4], the 
entropies of ferromagnetic transitions [5], and the behavior of 
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ferromagnetic moments upon alloying [6] seemed to support the Heisenberg 
school of thought while experimental evidence such as a d-band specific 
heat [7], a nonintegral magneton number [8-11], and a participation of d 
electrons in conduction [12] seemed to support the Bloch school of 
thought. Subsequent evolution of both models has seen a convergence of 
the two ideologies. It has been found that many properties of the 
localized model can be produced by an itinerant model which includes 
provisions for correlation along with the exchange interaction [3,13]; 
and likewise, the introduction of "electron transfer" into the localized 
models has accounted for several itinerant properties [14-17], There is 
still active interest along these lines, with a more recent account by 
Stearns [18] attributing the origin of ferromagnetism in iron to an 
indirect coupling between the "more localized" d electrons via itinerant 
d electrons, where 95% of the d electrons are considered to be more 
localized and the remaining 5% are itinerant. However, most present 
interest lies in calculating the electronic band structure of 
ferromagnetic iron, which has become an increasingly tractable 
calculation with the evolution of the computer. Of course, the question 
remains as to how to incorporate the exchange interaction, which is 
explicitly a many-body effect, into a one-electron Hamiltonian. 
The first band structure calculation which gave reasonably adequate 
results was performed by Wood [19] for paramagnetic iron using the 
augmented-plane-wave (APV) method. Attempts have been made to model the 
ferromagnetic iron band structure by superimposing two of Wood's 
paramagnetic iron band structures with a constant exchange splitting 
between them and adjusting the Fermi level accordingly; thus, minority-
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spin bands and majority spin bands are formed. Such a model band 
structure has been used by Gold et al. [20,21] to interpret de Haas-Van 
Alphen data and it is also used in this work for the purpose of 
interpreting optical spectra, as will be discussed later. Subsequent to 
Wood's calculation, Wakoh and Yaraashita [22] applied the Korringa-Kohn-
Rostoker (KKR) method to calculate the band structure of ferromagnetic 
iron using a spin-polarized exchange potential. However, due to an 
unsound choice of potential and difficulties with achieving self 
consistency their work has been considered computationally inadequate 
[23]. Following Wakoh et al., several variations of the linear-
combination-of-atomic-orbitals (LCAO) method have been applied to the 
ferromagnetic case [23-27], i.e., Abate and Asdente [24] applied a non-
self-consistent LCAO method which included spin-orbit splitting but no 
exchange potential, no correlation potential, and no allowance for s-d 
hybridization; Sterns [25] applied a self-consistent LCAO method but 
also did not include an exchange potential or correlation potential; and 
Duff and Das [26] include a non-statistical form of exchange but because 
of questionable assumptions made in evaluating overlap integrals their 
d-band width is significantly wider than in other calculations [23]. 
One of the more recent and more adequate ferromagnetic iron band 
structure calculations was done by Callaway and Wang [27] using a self-
consistent linear-combination-of-Gaussian-orbitals (LCGO) method and 
employing the von Barth-Hedin exchange-correlation potential [28] (Fig. 
8). The von Barth-Hedin exchange-correlation potential is a function 
dependent on local charge density and local spin density and has been 
used with great success [29] in band structure calculations based on the 
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density functional formalism of Kohn and Sham [30]. The von Barth-Hedin 
exchange-correlation potential has the form 
1 /I 
where p is the local charge density and is the local charge density 
appreciable only for the highly localized d orbital based wave 
functions. From the viewpoint of Stearns' indirect coupling model, the 
resulting highly localized regions of large spin density will be 
coupled by the more itinerant spin-polarized d states. The s orbital 
based wave functions are too diffuse to contribute. Thus, the result 
is a ferromagnetic ground state. 
Attempts to verify experimentally the accuracy of band structure 
calculations are usually done by using photons to probe the material of 
interest (i.e., optical experiments are done.) This is natural because 
of the electromagnetic nature of the perturbing photon field and 
because of the fact that most all electronic transitions of interest 
take place at energies which are easily accessible in the 
electromagnetic spectrum. 
A comprehensive study of the electronic structure of ferromagnetic 
iron which measured exchange splitting, band dispersions, band 
symmetries, and critical point binding energies was carried out by 
Turner et al. [31], using angle-resolved photoemission spectroscopy. 
The good overall agreement between Erskine's experimental results and 
Callaway's calculated band structure lends credence to the accuracy of 
(1 )  
contributed by electrons with spin a. The p^^^^ term will be 
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Callaway's calculation. Other optical studies [32,33], mostly in the 
form of reflectivity measurements, have also been carried out to assist 
in determining the electronic structure of ferromagnetic iron; however 
these optical studies have provided limited insight. 
The utility of optical studies is dependent on the presence of 
structure (i.e., peaks, edges, etc.) in the optical spectra which can 
be identified with critical point transitions and/or Fermi level 
transitions. In the case of iron, this identification is extremely 
difficult because of the broad, bland optical features associated with 
it. (See Fig. 9.) The cause of these dull features is probably 
twofold: 1) lifetime-broadening, which for the 3d transition metals is 
substantial — probably due to short d band hole lifetimes, and 
2) the large number of transitions (general critical point and 
otherwise) throughout the spectral range measured make for an 
uninterpretable conglomeration of superimposed optical features. 
Lifetime-broadening presents an interpretation problem which is 
generally unyielding to improvements in experimental technique. 
However, the interpretation problem presented by the superposition of a 
large number of optical features can possibly be circumvented by the 
use of a powerful optical technique called "modulation spectroscopy." 
Modulation spectroscopy is a differential technique in which 
photons are incident (usually normally) on a sample which is 
experiencing a periodic perturbation. The normalized amplitude of the 
resulting modulated reflectance ÛR/R is then measured as a function of 
energy. The equation defining ÛR/R is 
6 
— 
R (Rp + Ro> 
The numerator is the difference in the reflectance of the perturbed 
sample and the unperturbed sample — thus the "differential technique" 
description. ÛR/R is a quantity which lends itself nicely to 
calculating the amplitude of modulation in the other optical 
"constants," in particular the amplitude ÛC2, where the optical 
constant ££ is the imaginary part of the complex dielectric function 
which will be defined later. Obtaining ££ is the object of most 
conventional reflectivity measurements as the structure in ££ can in 
principle be directly related to particular interband transitions as 
mentioned above. However, as shown in Fig. 9, there are occasions when 
there is little or no identifiable structure in the £2 spectra. But 
structure occurring in the Ae2 spectra due to critical point 
transitions and Fermi level transitions is usually much more pronounced 
than in £2 because the background contributions, from non-critical point 
transitions are virtually eliminated and the characteristic structures 
are typically well resolved in energy. These claims will be justified 
later. The attributes of modulation spectroscopy provide motivation 
for applying this technique to ferromagnetic iron and offer hope of 
extracting more information than has been obtained from conventional 
reflectance measurements. 
Taking into account implementation of the technique and yield of 
fruitful data, what would be an advantageous way to modulate the 
electronic structure of iron? There are several types of modulation 
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spectroscopy, each corresponding to a different type of periodic 
perturbation. A partial list includes the following: 
thermoreflectance [34], in which the temperature of the sample is 
modulated and the primary effect is a periodic variation in the width 
of the thermally broadened Fermi level; piezoreflectance [35], in which 
stress on the sample is modulated and the primary effect is a periodic 
variation in the spatial symmetry of the sample (i.e., periodic 
splitting of certain symmetry induced degeneracies) and of its volume; 
electroreflectance [36], in which an electric field on the sample is 
modulated and some of the more dominant effects are a periodic 
variation in the surface charge density and a periodic variation in the 
number of occupied surface states; and finally, composition modulation 
[37], in which the number of impurities in the sample is "modulated" 
(this actually requires two samples,) and along with the possible 
introduction of virtual bound states into the alloy, the effects 
include a "periodic" variation in the lattice constant, the crystal 
potential (becomes aperiodic), the Fermi level, and the lifetime-
broadening (due to scattering.) Composition modulation lends itself 
naturally to studying the electronic structure of the dilute alloy as 
well as that of the pure host material. 
Thermomodulation has already been applied to iron by Weaver et al. 
[32], but with only moderate success as there exists difficulty in 
associating broad optical features with any particular interband 
transitions. It is hoped to do better. Electroreflectance is not 
capable of providing information about the bulk electronic properties 
of a metal [36,38], Application of stress modulation to metals is also 
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generally uninformative [38] due to a small, broad critical point 
structure. This leaves composition modulation spectroscopy (sometimes 
called differential reflectance). This technique has been employed to 
study several transition metals and noble metals (and their respective 
alloys) in the past [39-42] and offers the most hope. Aluminum has 
been chosen as the impurity element to be substituted into the iron 
matrix. Reasons for using aluminum will be discussed later. When the 
many effects of composition modulation are experienced by ferromagnetic 
iron, which has a large number of potential interband transitions and 
has large lifetime-broadening, there is potential for difficulty in 
interpreting the data obtained. 
A critical part of the data interpretation is relating structure 
in the measured Û&2 to possible interband transitions in the band 
structure. Traditionally, when it comes to this part of the data 
interpretation, experimentalists make "tentative" identifications of 
certain optical structures with certain interband transitions which 
they have located in the band structure along the main symmetry lines. 
There is significant potential for error here because it may not be 
known whether the transitions are allowed and if they are, what size 
the dipole matrix elements are. Also, only the band structure along 
symmetry lines is considered, which is possibly a poor representation 
of electronic structure inside the Brillouin zone. To provide this key 
step in data interpretation with more rigor, a band structure 
interpolation scheme [43] is employed to calculate the band structure 
of. ferromagnetic iron throughout the Brillouin zone, and to calculate 
the dipole matrix element [44] for each possible transition. This will 
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allow for an in depth survey of possible transitions throughout the 
Brillouin zone and make possible a direct calculation of for 
ferromagnetic iron and also possibly a calculation of 662. 
The problem addressed in this dissertation, then, is that of 
obtaining more useful optical data via composition modulation 
spectroscopy and to use this data in conjunction with a band structure 
interpolation scheme to learn more about the electronic properties of 
Fe and Fej_jjAljj. 
10 
THEORY 
Optical Properties of Solids 
Formulation of a theory relating the optical properties of a 
material (such as the reflectivity) to its electronic structure begins 
with Maxwell's macroscopic field equations [45]: 
7 • D = 4iip, 
ext 
7 • B = 0 
_ _ 1 9D 4n , 4n 
^ H = - — + — Jcond + — Jext ' 
where the electric displacement D is related to the electric field 
strength E and polarization P by 
D = E + 4nP, 
and the magnetic field strength H is related to the magnetic induction 
B and magnetization M by 
H s B - 4 nM . 
Then, for a homogeneous, linear medium, the three following 
constitutive relations are assumed: 
D(r,t) = jdr'jdt'ê(r - r', t - t') E(r', t') , 
' La» 
H(r,t) = fdr'fdt'i3(r - r', t - t') B(r', t') , 
and, ^ 
Jcond(f't) = Jdr'Jdt'5(r - r', t - t') E(r', t') . 
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ê, y, and â are non-local response tensors. They are the dielectric 
tensor, magnetic permeability tensor, and conductivity tensor, 
respectively. These tensors are, in general, different for 
longitudinal fields (7 x E=0) than they are for transverse fields (7 • 
E=0). However, at visible wavelengths they are virtually the same. 
Also, since the material under investigation (iron) is optically 
isotropic, the response tensors are diagonal with equal diagonal 
elements and can be treated as scalars. If the response functions are 
spatially local, then e(r-r',t-t') = &(r-r')s(t-t'). This is a safe 
assumption as long as the mean free path of the electrons in the 
material under investigation is much smaller than the wavelength of the 
radiation incident on it — a criterion easily met using visible 
wavelength radiation to study iron [46]. 
By assuming that there will be plane wave solutions to Maxwell's 
equations, E is written as 
E = r-wt) (2) 
The constitutive relation for D then becomes 
D(r,t) = e(w)E(r,t) . 
In the same way, 
H(r,t) = y(w)B(r, t) 
and 
Jcondff't) = ff(a))E(r,t) . 
Using these constitutive relations for D, H, and J, and assuming that 
there is no external charge density or external current density 
(i.e., Jgxt^Pext^O;) Maxwell's equations become: 
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7 • E = 0, 
7 • e = 0 , 
and 
V X» . itJSL_|â„ E . 
C 3t c 
From these, the differential equation for E is found to be 
_ 2(w)u(w) 3^E ^ 4itg(a))u((») 8E 
cp- 3t^ 9t 
This equation has a plane wave solution as was predicated in its 
derivation. Inserting a transverse plane wave solution of the form of 
Eq.(2) into the above wave equation, it is found that 
k2 . 4 - i-^ )^ 
c2 w 
The quantity in parentheses is defined as the complex dielectric 
function: 
e = Ej + ie2 = s(w) + jiMiiSL , 
E can then be written as 
E = , 
where k = k/|k|, and, for visible frequencies, m has been set equal to 
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1. G2 is the quantity of interest in optical experiments because it 
can be directly related to the electronic structure, (i.e., band 
structure,) of the medium. To see how G2 is related to the electronic 
structure, consider the role of S2 in the equation for E. If is 
non-zero, will be complex, resulting in an attenuated plane wave. 
This means that energy is absorbed by the medium. To see how this 
energy absorption is dependent on E2, consider the divergence of the 
time-averaged Poynting vector. This can be expressed as: 
7 • Re (E X H) = Re[ (|H|^ +ei|E(r)|2) ] - |E|2 . 
This equation is just a statement of conservation of energy. It states 
that the time averaged rate at which energy passes outward through the 
surface of an infinitesimal volume at r (left side of the equation) is 
equal to the time averaged rate of decrease of the electromagnetic 
field energy within the infinitesimal volume (first term on the right 
side) — which is zero for fields in which the time dependent exponent 
is imaginary — plus the time-averaged rate of decrease of field energy 
due to absorption by the material (second terra on the right side). 
Therefore, there is a net influx of energy into the infinitesimal 
volume at a rate equal to that at which energy is being absorbed. From 
this, it is seen that the energy absorption is linearly related to ££. 
Now the rate at which energy is absorbed from an electromagnetic 
field by matter can be calculated if the band structure and electron 
wave functions are known. This is done by using standard time 
dependent perturbation theory. To do this, the momentum operator, P, 
14 
in the Hamiltonian must be replaced by the generalized momentum 
operator P-e/cA, where A is the vector potential. Working in the 
coordinate representation (in which P = R/iV) and using the Coulomb 
gauge (in which 7*A = 0) the Hamiltonian can be written as 
H = Hq + (eR/irac)A-7 
where is the original crystal Hamiltonian and the term containing 
the vector potential operator is the perturbation. Assuming the 
electromagnetic perturbation has plane wave form, the vector potential 
is written as: 
Perturbation theory is then applied using the Bloch eigenstates of H^ 
as basis functions. The basis functions have the form 
"here 
Here n designates the n*-^ energy band, k is the state wave vector, and 
Un,i^(r) is a function which has the translational symmetry of the 
lattice. Results of a first order time-dependent perturbation 
treatment show that the total transition rate from the ground state to 
excited states is given by 
W((A)) = (|E|2e2/8ii2NVRc«^)J:zf d^kla-Pfj 125(Ef (k)-Ei(k)-Rca) 
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where a is a unit vector designating the polarization of A, and and 
must be greater than and less than the Fermi level, respectively, 
is the momentum matrix element between the initial state and the 
final state. It is given by 
Pfi = k)Ui^kd3r . 
Note, W(w) includes only k conserving interband transitions (k^ = kj). 
These are called direct interband transitions and result because k 
remains a good quantum number in the presence of the perturbation. 
To complete the connection between £2 and the electronic structure, the 
energy absorption rate, found by taking the divergence of the Poynting 
vector, is equated to the energy absorption rate found by taking the 
product of the energy absorbed per transition and W(cio), i.e.,: 
wsnCw) 
-gY" |E|2 = (Rw)W(w) . 
Finally, this gives 
EgCw) = (e2/nN2m2(«:?)^ZzJd\|a-Pfi|25(Ef(k)-Ei(k)-Rw) . 
Another mechanism for energy absorption which is not accounted for in 
E2(w) is that of intraband absorption, i.e., electronic transitions in 
which the band index remains the same, k is then necessarily an 
unconserved quantity (phonons provide or absorb the required momentum). 
The contribution of intraband transitions to ££ is usually determined 
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through the phenomonological free electron theory of Drude [47]. In 
the Drude theory, ££ is given by: 
e2«o) . T 
m (o((/ + —) 
where n is the electron density, m is the optical mass, and x is the 
relaxation time. These parameters are usually found by fitting Drude's 
expressions for and ££ to the experimentally derived values for 
and t2- This fitting must be done in an energy region where it is 
expected that intraband transitions dominate, i.e., at the lowest 
energies possible. In the noble metals the procedure works well, and 
it is found that intraband transitions may dominate all the way out to 
2 eV [48]. However, for iron and many of the other transition metals, 
Drude's expression for e^Cw) and E2(w) cannot be fit well to their 
experimentally determined values even at energies in the region of 0.1 
eV. In iron, this is because the Fermi level goes through the middle 
of the dense minority-spin d bands, providing many interband 
transitions at energies less than 0.5 eV [32]. Thus interband 
transitions dominate intraband effects at these low energies [49]. 
Since the spectral range of interest in this work begins at 1.5 eV, it 
is safe to assume that all measured optical properties will be due 
entirely to interband transitions. Therefore, the calculation of ££ 
via the energy absorption rate can be based solely on the interband 
transition rate W(w) arrived at earlier. 
The relation of ££ to the electronic structure of the medium can 
be made more apparent by using the delta function identity 
S(Ef(k)-Ei(k)-Rw) = S 
17 
S(k - k^) 
n |\(Ef(k)-Ei(k))| 
where k^ is defined by R(OsE£(k)-E^(k) [50]. G2 can then be written as 
where S is the surface described by k^. If Pfi(k) is a slowly varying 
function of k, E2(w) can be approximated by assuming a constant value 
for The resulting integral is known as the joint-density-
of-states (JDOS), since it gives the number of transitions possible per 
energy interval. 62(w) is then written as 
e2|a-Pfi|2 r 
S2(w) = 5-5 gZ ' — 
J |\^(Ef(k) - Ei(k))| 
This form for G2(w) is particularly convenient because it shows that a 
singularity will be present in the JDOS at points where the initial and 
final state bands are parallel. These "critical points" provide a 
means for interpreting optical data in terms of band structure. In the 
neighborhood of a critical point with an energy gap of E^ at k=kg, the 
surface S can be approximated by the quadratic formula 
Ru = Eg +^Z^gi(ki - k^yZ (3) 
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Four types of critical points corresponding to different sign choices 
for the (3j^ coefficients can exist. Each type of critical point 
produces a characteristic line shape in the JDOS [51]. Identification 
of a particular line shape in the measured E2(w) spectrum can then 
possibly lead to the location of the responsible interband transitions 
in the band structure. If not, the optical data may serve as a guide 
for an improved band structure calculation. This can only be done if 
it is certain that the transitions responsible for the particular 
optical structure are in a well-defined volume of k-space (e.g., at a 
symmetry point). Structure in the JDOS lineshape may also be produced 
by Fermi level transitions. These are transitions in which the initial 
or final state is at the Fermi level. In general, the JDOS for Fermi 
level transitions is not large; however, the JDOS may change sharply at 
a Fermi level transition energy depending on the relative initial and 
final state band dispersions. Structure due to Fermi level transitions 
is much more prominent if these transitions constitute the onset of 
interband absorption. 
Composition Modulation Spectroscopy 
There are several characteristics of real metals which may prevent 
meaningful interpretation of the ££ spectrum. These include: 1) the 
momentum matrix element, P£^(k), can vary considerably throughout the 
Brillouin zone (see Fig. 11). Thus, writing £2(00) as a function of the 
JDOS may not be a good assumption. In fact, Pfi(k) goes through an 
extremum at points of high symmetry and is often zero there. 2) The 
large density of interband transitions may complicate interpretation of 
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the £2 spectrum. In particular, the contributions from several 
critical point transitions may overlap, and contributions from non-
critical points may produce a large "background." 3) For metals that 
have their d bands cut by the Fermi level, the onset of interband 
transitions may be at an energy too low to detect. This leaves one 
piece of valuable experimental data inaccessible. This is the case for 
ferromagnetic iron, where interband transitions exist below 0.3 eV 
[32]. 4) Metals have large lifetime-broadening. This is because of 
the large number of itinerant valence states into which the "hole 
state" can scatter. In iron, the d band density-of-states (DOS) is 
extremely large (~ 6.8 d electrons/unit cell within a 6 eV bandwidth), 
thus lifetime-broadening in iron is expected to be significant. 
Two of the above difficulties can be dealt with. The problem of 
determining the k-dependence of Pfi(k) can be dealt with through the 
use of a band structure interpolation scheme. This will be discussed 
in the Interpolation Scheme section of the Fe - Fe^.^Al^ chapter. The 
problem of conclusively identifying several critical point 
contributions to 62(w) may possibly be solved by the use of modulation 
spectroscopy. 
As indicated in the introduction, modulation spectroscopy consists 
of using one of several conventional techniques to periodically perturb 
the material under investigation, measuring the resultant modulation in 
the spectral reflectivity of the material, and using the data from this 
measurement to calculate the resultant modulation in 62. The profit in 
determining AE2 can be seen by considering the periodic changes that 
the electronic structure experiences as a result of the periodic 
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perturbation. For reasons discussed in the introduction, the type of 
periodic perturbation best suited to studying iron is composition 
modulation. Thus, the changes a pure host electronic structure will 
experience when substitutional impurities are added must be considered. 
This obviously depends on what the host and impurity elements are, and 
in particular, where the impurity element is located on the periodic 
table relative to the host element. Most often, in the interest of 
reducing the complexity of the alloy electronic structure, impurities 
are chosen which have an electronic structure similar to that of the 
host element. 
Some of the host-alloy "systems" recently investigated by 
composition modulation spectroscopy include Cu - Cu^.^AUj^, 
Ag - Ag2_jjPdjj, Mo - Moj.j^Re^, and Ni - Nij_jjCUjj, where 0.005 < x < 
0.10. Note that this list includes a noble metal system and several 
systems in which the constituent elements are from adjacent columns of 
the periodic table and often from the same row. For many alloys such 
as these, Fermi surface dependent properties such as heat capacity and 
transport properties have been explained in terms of the rigid-band 
model [52-54]. 
The rigid-band model assumes that the dilute alloy retains the 
band dispersions of the host but that the Fermi level is shifted up or 
down to account for an "excess" or "deficiency" of impurity valence 
electrons. Thus, it is possible for £2(00) to undergo a sharp increase 
or decrease at Fermi level transition energies without a significant 
change at other energies. The 662(0) = e2alloy " ®2host *111 thus have 
prominent structure at Fermi level transition energies (see Fig. 3). 
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Indeed, the rigid-band model is often invoked to account for sharp 
features in 682(w) spectra measured by composition modulation 
spectroscopy. Thus, valuable data are obtained that can relate 
electronic information about the host and the alloy (i.e., information 
about a host Fermi level transition energy and the direction it shifts 
upon alloying.) In contrast, structure due to Fermi level transitions 
is often not seen in G2(w) because of the large background. A shifting 
Fermi level provides one of several mechanisms that exist for producing 
prominent structure in 662. Explanation of other mechanisms requires 
going beyond the rigid-band model and assuming that the dispersion of 
the host bands does change upon alloying. 
The altering of band dispersions can produce sharp structure in 
6G2 due to modification of Fermi level transitions, but more 
importantly it provides a mechanism for producing sharp structure in 
682(w) at critical point energies. This can be seen by considering the 
effect of a small change in band dispersions on the JDOS. In 
particular, consider the effect of a small shift in the critical point 
energy gap, E^, on the JDOS between initial and final state bands in a 
local region of k space (see Fig. 3). This small shift will produce a 
singularity in 6(JD0S)/6Eg at E = E^. This is because a slight 
variation in the critical point gap energy will either annihilate a 
large number of transitions at E = E^ without replacing them at other 
points in the local region of k-space; or the shift will create a large 
number of transitions at E = Eg-AE^ without reducing them at other 
points in the local region of k-space. At non-critical points in the 
local region, the creation or annihilation of transitions is always 
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compensated to some degree by transitions at adjacent points. Thus, 
the net contribution to from non-critical points is comparatively 
small. 
It is clear that composition modulation spectroscopy could be an 
effective means for learning about the electronic structure of a 
material in cases where 62(00) is uninformative. The technique has been 
successfully applied to many such cases yielding distinct structure 
from critical point transitions and Fermi level transitions. An 
illustrative example is the well-studied Cu-Cui_xAUx system. A brief 
account of an application to the system for x = 0.002 is given in the 
Illustrative Example chapter. The results of that application show 
that the 662(w) spectrum contains several prominent structures which 
can be identified with specific critical point transitions and Fermi 
level transitions, while the 62(0) spectrum contains only an edge at 
the onset of interband transitions and a broad peak at 5 eV. This 
example illustrates the power of composition modulation spectroscopy to 
overcome both the problem of a large background and the problem of 
superimposed contributions from critical points. 
As with the Cu - Cui_x Au^ system mentioned above, the 662(w) 
spectra for several noble metal alloy systems and several noble metal -
non-transition metal alloy systems are exceptional in that all 
structure can be associated with specific interband transitions 
[37,39].- However, the band structure concept is not strictly valid for 
the aperiodic potential of alloys. In fact, the host band structure 
alone can not be used to account for the £2 spectra of most dilute 
alloys, especially those with transition metal impurities. A rigorous 
23 
approach to determining the electronic structure of alloys uses the 
coherent-potential approximation (CPA) [52,55]. The CPA is based in 
the multiple scattering formalism for disordered alloys [56]. The 
essence of the CPA is in replacing a lattice of random real scatterers 
with a lattice of "effective" complex scatterers. This results in a 
substantial simplification of the multiple scattering equations and 
allows for a tractable calculation of the electronic structure of 
alloys. The CPA formalism quantifies alloy electronic structure 
through such quantities as the local-density-of-states (LOOS), and the 
complex band structure E(k). The quantity of most interest, when 
considering alloy optical properties, is E(k). The real part of E(k) 
is the expectation value of the energy of an electron with wave vector 
k, while the imaginary part of E(k) is considered to represent the 
uncertainty in the electron energy and is referred to as "disorder 
smearing" (Fig. 4). That there is an uncertainty in the energy is 
consistent with the fact that a state with wave vector k necessarily 
contains a distribution of energy eigenstates, since k is not a good 
quantum number. This distribution of eigenstates generates an energy 
uncertainty which is related to the decay rate (Im(E]) of the 
electronic state. 
The CPA has been successful in accounting for the photoemission 
spectra and optical spectra of several alloys [52,57,58]. By applying 
the CPA to some of the "exceptional" alloys [52], it can be seen why 
they are exceptional. At energies accessible with visible photons, the 
complex band structures for these alloys have real parts which resemble 
the band structure of pure host with only a few distortions (Fig. 4). 
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These distortions include a k-dependent shift of the conduction bands 
and a narrowing of the d bands. Also, at most points in k-space, the 
imaginary part of these complex band structures is very small compared 
to the real energy gaps between the bands. Thus, the effect of 
disorder smearing will be insignificant in terras of resolving interband 
transitions in the optical spectra. In these cases, the CPA results 
show that a distorted host band structure is still a good approximation 
for the electronic structure of the alloy. 
The slight distortions and the slight disorder smearing of the 
host band structure is actually a common aspect of all dilute alloy 
electronic structures in the CPA. However, in addition, there can, and 
most often does, exist impurity subbands. Impurity subbands are due to 
impurity states which, because of symmetry or because of an energy 
"mismatch," do not hybridize with the host's bulk states. By energy 
mismatch, it is meant that the impurity state energy level lies in a 
gap in the host's DOS. As a result, the impurity states form a 
dispersionless band with a bandwidth due entirely to Im(E(k)]. In 
fact, impurity subbands exist in some of the "exceptional" alloys above 
only they are so deep ( ~ 10 eV below the Fermi level) that they are 
undetectable in the spectral region where ^£2(00) is most often 
measured. 
The occurrence of impurity subbands in the energy range accessible 
with visible photons is prevalent in alloys with transition metal 
impurities [56,59]. This is probably due to the localized nature of 
transition metal d states which will have a comparatively small overlap 
with the host's bulk states. 
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The impact of the impurity subbands on the optical properties of 
the alloy can be significant. However, it is conceptually easier to 
discuss this impact in terms of the virtual bound state (VBS) model 
developed by Friedel [60] and Anderson [61]. VBSs are the analog of 
the localized impurity states which give rise to the impurity subbands, 
only they take the form of scattering resonances in the VBS formalism. 
It has been shown that in the limiting case of low impurity 
concentration, the VBS model and the CPA produce qualitatively similar 
results [58]. In the VBS model, the electronic structure of the alloy 
is characterized, in part, by the LDOS at the impurity site. This will 
include contributions from VBSs and impurity states which have 
hybridized with itinerant bulk states. The electronic structure is 
also characterized, in part, by the LDOS at the host site, which will 
be similar to the LOOS in the pure host material. In addition to the 
information contained in the LDOS at host and impurity sites, the 
itinerant electron spectrum can be described by the distorted 
electronic band structure predicted by the CPA (this excludes the 
impurity subbands). 
Now, consider the effects of the VBSs and the distorted bulk band 
structure on the optical properties of a dilute alloy. The electronic 
transitions contributing to E2(w) for the dilute alloy will consist of: 
1) electronic transitions from filled VSBs to empty VBSs; 2) 
transitions from(to) VBSs to(from) the itinerant bulk states; and 3) 
interband transitions between bulk states. 
Transitions involving a VBS in 1) and 2) will usually contribute a 
relatively broad Lorentzian lineshape to e2(w) and Ûe2(w) [41,62]. 
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This broad lineshape could dominate contributions from the bulk band 
structure to 662(0), making 6G2(w) less informative as far as the bulk 
band structure is concerned. 
In 3), the interband transitions of the alloy will of course 
generate a different ^2 spectrum than the interband transitions of the 
pure host. One reason for this is the alloy band structure will be a 
distorted version of the pure host band structure as predicted by the 
CPA, which has already been discussed. Another reason for this is that 
there may be less electrons participating in interband transitions in 
the dilute alloy than in the pure host. This is because of valence 
differences between the host and the impurity and because some 
electrons in the alloy may be occupying VBSs at the impurity sites. 
Therefore, parts or all of the G2(w) for the alloy may be reduced in 
comparison to the £2(00) for the pure host material. This reduction 
should be proportional to the impurity concentration [41,39]. 
As discussed, the slight alterations in the pure host band 
structure upon alloying can generate characteristic features in the 
ûe2(w) spectrum of the host-alloy system, thus, yielding significant 
information about the pure host and the dilute alloy. It is with this 
in mind that composition modulation spectroscopy is being applied to 
iron. The VBS contributions to 662(w) described above may complicate 
the Ae2(w) spectra. Although the VBS contributions may be interesting 
in themselves, it should be possible to minimize these complications by 
using an impurity which will not support a VBS in iron within ± 6 eV of 
the Fermi level. As indicated earlier, it is known that VBSs are 
common in alloys with transition metal impurities. Then, in the 
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interest of avoiding VBSs, aluminum vas chosen as the impurity with 
which to dilute iron. Other non-transition elements may also be 
suitable but aluminum was favored because: 1) the relative ease with 
which Fej_jjAljj films could be made, 2) the technological importance of 
dilute iron-aluminum alloys, which have anticorrosion properties and 
are extremely hard, and 3) dilute iron-aluminum alloys are of current 
physical interest, in that saturation magnetization measurements show 
that aluminum impurities act as "magnetic holes" in the iron matrix — 
a phenomenon that has been difficult to account for [63]. 
Relationship of AR/R to 6G2 
The first step in obtaining 662(w) for the Fe-Fe]^_j^ljj system is 
to measure (ÛR/R); this quantity was defined in the Introduction. 
Then, by taking the derivative of the complex reflectivity, which for 
normally incident light is given by 
1 + s(w)l/Z 
it is found that 
AR 
+ 0ûe2 (4) 
and 
Û0 = ^  + -J Ûe2 , (5) 
where a and g are called Séraphin coefficients and are given by 
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a = 2Re([G(w)l/2(e(w) - 1)]"^) 
and 
g = -2 Im([G(w)l/2(e(w) - 1)]"^ . 
Note that a and 0 are dependent only on the electronic structure of the 
pure host (e(co) = Gpg(w)) . Equations (4) and (5) can then be inverted 
to obtain Ae2(a>): 
Ae2(w) = -r—^—• (0 — + 2O£Û0) , 
or + (3^  R 
also, 
ûei(w) = —A—(a — - 2aû0) . 
of + R 
It is evident that the phase shift 66 must be obtained before ÙG2(w) 
can be determined. Û0 is not a measured quantity but can be found by 
assuming that the complex reflectivity is analytic in the upper half 
complex w plane. This assumption can be justified by invoking 
causality and assuming (ÛR/R) -» 0 as w ®. Then by applying Cauchy's 
integral theorem and making some simplifications it is found that 
-
a, _ m(ji) 
ûe(w) = - p f ——dw . 
''o «'2 _ 
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This is called a Kramers-Kronig dispersion relation [64]. To use this 
relation (AR/R) must be known for the entire spectrum and this requires 
extrapolations to be made outside the spectral region measured. This 
extrapolation provides a potential source for error in the data 
analysis. Details about the application of this dispersion relation 
will be included in the Data and Discussion section of the Fe-Fe]^_j^l^ 
chapter. 
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EXPERIMENTAL 
Method 
In principle, composition modulation spectroscopy could consist of 
making two conventional reflectivity measurements, one on the pure 
sample and one on the alloy, and calculating ÛR/R from these. However, 
no matter how sensitive these reflectivity measurements are, this 
method for calculating ÛR/R can always be improved upon. This is 
because whatever background noise is present in measuring Rpy^g and 
R^lloy separately will remain, undiminished, in the resulting ÛR/R 
spectra. This assumes the noise in Rpure uncorrelated with that in 
Raiioy While, if a technique is used where the reflected intensity 
from each of the samples is alternately measured at a "high" frequency, 
the resulting ÛR/R values, obtained from 
ÙR 2(Iaiioy - Ipure) 
^ (^alloy ^pure^ 
will have reduced noise components at frequencies much less than the 
"high" frequency. This is because the "low" frequency components of 
the noise in I^Hoy ^pure wiH be closely correlated and will tend 
to cancel in AR/R. Thus, it is desirable to alternate between samples 
(two samples, one pure, one alloy, are used) at a frequency higher than 
the frequencies in the noise spectrum. In the limiting case of high 
alternation frequency, this concept becomes analogous to the operating 
concept of the differential amplifier which, in principle, eliminates 
all noise by an instantaneous cancellation. In practice it is found 
that by using a representative "composition modulation" frequency of 
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250 Hz, sensitivities of better than 1 in 10^ can be obtained in 
measuring ÛR/R. This is much better than can be obtained with 
conventional reflectivity measurements [39]. Thus, this "differential 
amplifier concept" was used in the construction of the experimental 
apparatus used to measure ÛR/R. A description of the experimental set­
up used for making the ÛR/R measurements in this study follows. 
Hardware 
Figure 1 shows a schematic diagram of the experimental set-up. 
Three light sources were used to provide photons for measurements in an 
energy range of 1.65 eV to 6.25 eV. These light sources included a 50 
W hydrogen lamp with a useful spectral output from ~3 eV to 6.25 eV; a 
500 V tungsten-halogen lamp with a useful spectral output from 1.5 eV 
to 4 eV; and, a 1 kW xenon arc lamp with a somewhat useful spectral 
output from < 1 eV to 6 eV. The hydrogen and tungsten lamps were used 
almost exclusively, as the white brilliance of the xenon arc lamp 
resulted in a scattered light intensity which dominated the spectral 
output of interest. The light then passed through a McPherson 1/3 
meter monochromator with a grating having a blaze wavelength of 240 nm. 
The monochromator slits were set to obtain a resolution of better than 
0.1 eV at a photon energy of 6 eV. At lower energies, several low-pass 
filters were used to eliminate second order light from the 
monochromator grating, and an interference filter was employed.at 
energies above 5.75 eV to eliminate scattered light of lower energy. 
All subsequent beam processing optics were plane and parabolic mirrors 
with reflectivities of better than 70% at 6.1 eV. These optics focused 
32 
an f/150 cone of unpolarized light onto the area of a plane in which 
two adjacent thin film samples oscillated back and forth. The axis of 
the cone formed a 2° angle with the plane normal. It was incident on 
the substrate side of the films, requiring transmission through an 
ultraviolet transmitting Suprasil substrate. This allowed for 
reflection off unoxidized sample surfaces — an important feature when 
dealing with highly reactive metals such as iron. 
The two thin-film samples — one a pure film, one a dilute alloy 
film — were coplanar and shared a common edge on the substrate. These 
films were mounted on a custom-made sample oscillator fabricated out of 
ultra-high vacuum compatible materials with the expectation of being 
used in an ultra-high vacuum environment (Fig. 2) The sample 
oscillator is essentially a spring-mass system. The "mass" is a 
hardened stainless steel shaft fitted with sample mounting accessories. 
It is supported by two adjustable stainless steel linear-motion ball 
bushings, allowing motion in only one dimension. The restoring force 
is provided by six stainless steel springs in parallel. The oscillator 
has a resonant frequency of 81 Hz as predicted by classical mechanics. 
When in operation, it is driven at this resonant frequency by two large 
electromagnets concentrically mounted at either end of the iron-tipped 
oscillating shaft. At equilibrium, the light cone is focused on the 
common edge of the two films. When driven at resonance, the samples 
have a displacement amplitude of 2mm (the width of the focused image is 
less than 0.5mm and the width of the common edge is - lOwm.) The light 
beam will then be alternately reflected from the pure film and from the 
dilute alloy film at a frequency of 81 Hz, resulting in a square wave 
33 
modulation of the reflected light intensity. In this type of 
experiment, it is absolutely essential to constrain the sample to one 
desired degree of freedom, as any movement extraneous to this will scan 
the reflected light beam across a position-sensitive detector and 
result in erroneous readings. For instance, by using a laser to 
measure angular displacement, it was found that a rotational mode which 
scanned the reflected beam vertically by less than 0.03 degrees would 
produce a signal comparable to that of the desired differential 
reflectance signal. 
Subsequent to having its intensity modulated via the difference in 
reflectivities of the pure and dilute alloy samples, the beam arrives 
at a photomultiplier tube which transduces the signal and sends it to a 
lock-in amplifier which measures its AC component. The quotient of the 
AC component of the signal and the DC component will then give ÛR/R. 
Given a sample of appropriate quality, this apparatus can measure 
differential reflectance signals with a sensitivity of better than 
5 X 10"^. However, this sensitivity can be diminished by orders of 
magnitude by poor film quality (i.e., presence of dust particles, 
scratches, pits, and anything which degrades the surface quality). 
Sample Preparation 
The sample films were prepared by evaporating the pure host 
element onto one half of the sample substrate and by coevaporating the 
host and impurity elements onto the other half of the substrate. 
Evaporation rates were set to obtain the desired dilute alloy. 
Implementation of this evaporation technique required the use of a 
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system of shutters, masks, thickness monitors, and evaporation sources 
inside a high vacuum system. The iron vas evaporated with a 6 kV 
electron gun while aluminum was evaporated through resistive heating of 
an AI2O3 coated tungsten boat. Representative values for the 
parameters involved include: a system pressure of 1 x 10"^ Torr during 
evaporation, host and impurity evaporation rates of 10 A/S and 0.5 Â/S, 
respectively, and a substrate temperature of 350 "C. The high 
substrate temperature of 350 °C was found to be critical in many 
respects. It allowed for the desorption of water molecules from the 
substrate surface prior to evaporation (65], which improved the 
adherence of the iron films. It increased the mobility of the 
condensate atoms allowing them to disperse uniformly and thus form a 
film of higher optical quality. It possibly retarded the growth of 
columnar crystalites in the films [66], thus minimizing the associated 
film anisotropies. Most importantly, it resulted in films with • 
consistent and reproducible optical properties. 
The thin film samples were characterized by Auger electron 
spectroscopy. The results of these characterization studies will be 
presented along with the measured ÛR/R spectra in the Data and 
Discussion section of Fe - Fe2_^l^ chapter. 
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ILLUSTRATIVE EXAMPLE 
Presented here is a brief description and interpretation of the 
results of an application of composition modulation spectroscopy. This 
discussion is meant to illustrate the basic concepts involved in 
interpreting a ÛE2 spectrum and to illustrate the ambiguities involved 
which result in interpretations of a tentative nature. The system is 
Cu - Cui_jjAUjj. This system is not particularly relevant to the 
Fe - Fei_xAlx system in a physical way, but it is a simple system which 
conveys the potential utility of composition modulation spectroscopy. 
An exposure to its optical properties will result in later appreciation 
for the complex electronic structure of Fe. 
The Cu - CU2_JJAUJJ  system has been well-studied by composition 
modulation spectroscopy [37,39] and is exemplary in that its 6E2 
spectrum contains easily discernable structure which has a relatively 
straightforward interpretation in terms of the copper band structure. 
Results of a copper band structure calculation by Segal [67] are shown 
in Figure 5. Note that the Fermi level lies - 2 eV above the top of 
the d bands so that the final states of all interband transitions will 
be in the highly dispersive conduction bands. Note that the DOS 
associated with these conduction bands is relatively small so that 
there should be less lifetime-broadening than in the transition metals. 
The d band dispersions are extremely flat (the d band width is only 3.5 
eV compared to 8 eV for iron), so that from a JDOS standpoint it is 
expected that structure in £2 (and Û82) may be contributed from 
interband transitions between the flat d bands and minima in the 
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conduction bands. In addition, parallel conduction bands exist near 
the L symmetry point and these may contribute as well. Fermi level 
transitions to and from the steep conduction bands crossing the Fermi 
level are also expected to contribute structure — very likely at the 
onset of interband transitions. The measured ÛR/R spectrum for a Cu - C 
U.998AU.002 system is shown in Fig. 6. To permit evaluation of 
Kramers-Kronig integral for Û0, extrapolations were made in ÛR/R at 
high and low energies in a manner suggested by Beaglehole and Erlbach 
[39], hereafter referred to as B&E. As is often the case [32], it was 
found that variations of these extrapolations had no effect on peak 
positions and had only a small effect on peeik heights in 6e2. The 
resulting 6G2 spectrum is shown in Fig. 7. Included for comparison are 
results of the same measurement made by B&E and the 82 spectrum for 
copper as measured by Christy et al. [68]. 
Note the relative abundance of sharp structure in the Û&2 spectrum 
as compared to the ££ spectrum. The sharp edge in £2 at 2.1 eV 
signifies the onset of interband transitions. These transitions are 
identified in Fig. 5 as Fermi level transitions from the top of the d 
bands to points where the conduction bands intersect with the Fermi 
level. As expected, at the onset of interband transitions, each of the 
ÛC2 spectra contain characteristic lineshapes signifying a shift in the 
d bands relative to the Fermi level — however, these lineshapes are 
unmistakably in disagreement. The lineshape of B&E indicates the 
downward shift of a very sharp absorption edge, while the lineshape 
from this study indicates an upward shift in a broader absorption edge. 
In addition, the peak of the lineshape from this study is at a lower 
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energy than the peak of the lineshape from B&E. Why there is such a 
marked disagreement on this one account, but very good agreement on the 
other structures, is puzzling — but not without precedent. Several 
researchers have produced conflicting reports on the direction of the 
movement of the copper absorption edge upon dilution with gold [37]. 
In considering reasons for these conflicting results, the broader 
lineshape from this particular study may be seen as an indication that 
the cause is related to sample inhomogeneity or nonuniform stress on 
the films; however, the remaining lineshapes from this study are just 
as sharp or sharper than those of B&E so that this seems unlikely. A 
more likely cause for these lineshape discrepencies is the presence of 
a uniform shear strain in the films which show an upward shift of the 
absorption edge (this study,) and the absence of such a strain in films 
which show a downward shift of the absorption edge (B&E's study.) This 
reasoning is based on the effects of stress and hydrostatic pressure on 
the optical properties of copper which have been investigated by 
Gerhardt [69]. Gerhardt's results show that shear strain can produce 
sharp changes in ^2 the same energies where structure is present in 
the àt2 spectra of Fig 7. In particular, Gerhardt's results show that 
the application of a shear strain can produce a negative peak in the 
induced change of £2 at 2 eV, and it seems likely, if not plausible, 
that this is the reason for the negative peak at 2 eV in the Ûe2 
spectrum measured in this stu<iy. This is one example of a physical 
property, extraneous to composition, which may also be modulated in the 
course of doing composition modulation spectroscopy. Gerhardt's 
results also show that an increase in the volume of copper will produce 
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a change in £2 very similar to that measured by B&E in Fig 7. This 
indicates that the substitution of gold into the copper matrix is 
affecting the optical properties of copper mainly via an expansion of 
the copper lattice. This is consistent with the fact that gold has a 
lattice parameter which is 13% larger than that of copper. 
There is good agreement on the remaining spectral features of the 
two 6G2 spectra and it is necessary to relate these features to 
interband transitions. In particular,consider the small positive peak 
at 3.9 eV, the prominent positive peak and shoulder at 4.3 eV, and the 
negative peak at 5.7 eV. From inspection of Segal's band structure for 
copper, it is seen that there are two conduction band minima accessible 
from the valence bands with photon energies less than 6.25 eV, one 
with X^, symmetry and one with symmetry. 
First consider the transitions near the L symmetry point; the 
final state band will then be the s-like band containing Lj. 
Transitions originating from the d bands will require energies outside 
the experimental range. In addition, the associated dipole transition 
matrix elements are very small since the final state band is s-like 
[70]. However, transitions originating from the p-like valence band 
containing L2, are within experimental range and have large dipole 
transition matrix elements, (in fact, =3.17 Ryd for L2, -* 
transitions, while only = 0.25 Ryd for X5 -» X^/ transitions [69]). 
Now, from Segal's band structure, it appears that in two dimensions 
(L -+ W, L -» K) the bands through L2, and Lj are very nearly parallel, 
maintaining a relatively constant energy gap up to where the Fermi 
level cuts the initial state band; In the other dimension (L T) the 
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energy gap increases rapidly as the bands diverge with characteristic 
free-electron-like dispersion. Thus, these two bands form the one-
dimensional critical point corresponding to a band gap minimum [51]. 
Referring to Eq. (3), this corresponds to values near zero for two of 
the coefficients and a large positive value for the remaining 
coefficient. The JDOS corresponding to this one-dimensional critical 
point is shown in Fig. 3 along with the corresponding 6e2 lineshape 
which would be produced by shifting the band gap to a lower value. The 
great similarity between this theoretical lineshape and the observed 
lineshape provides a foundation for associating the positive peak and 
shoulder at 4.3 eV, and the negative peak at 5.7 eV, with a shift in 
the L2/ band gap to lower energy. Most reports on this subject 
associate only the large peak at 4.3 eV with the L2, band gap, 
with the remaining structure tentatively attributed to various other 
interband transitions [39,52,69,71]. An explanation for this integral 
structure (positive peak, shoulder, and negative peak) in terms of a 
shifted one- dimensional critical point has not been previously 
reported. Note that this explanation predicts a L2, •* band gap of 
5.7 eV, and a Xg X^, band gap of = 4.0 eV — both in good agreement 
with Segal's calculation. Also, according to this explanation, the L2, 
band gap has shifted from 5.7 eV to 4.3 eV — a very large shift 
but not necessarily unreasonable; see Fig. 2 of [52]. 
This leaves the small peak at, 3.9 eV to be explained. This peak 
has previously been attributed to X5 transitions [69]. This 
seems reasonable, since the relevant bands form an critical point at 
X, and the corresponding ^$2 lineshape produced by shifting the X5 -* 
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energy gap could conceivably correspond to that of the 3.9 eV peak 
(Fig. 7). In making this correspondence, it is assumed that the high 
energy half of the lineshape is submerged under the large peak at 4.3 
eV. Other explanations for this peak would probably involve Fermi 
level transitions; however, due to the low JDOS associated with the 
Fermi level transitions in copper (the only bands cut by the Fermi 
level are steep conduction bands), it seems more likely that the 
critical point at X is responsible. No other accounts of this 
structure have been given. This completes the interpretation of the 
most prominent structure in the Ûe2 spectrum for the Cu - Cu gggAu QQ2 
system. 
In review, the preceding interpretations required the inspection 
of a band structure which contained few pertinent critical points, the 
identification of some characteristic lineshapes in the spectrum, 
and then a correspondence to be made between the band structure and the 
lineshapes. It was also necessary to take into account effects that 
can be produced when extraneous physical conditions are modulated along 
with the composition; in this case, shear strain. As a result, 
tentative, but useful, deductions were made about the host band 
structure and how it shifted upon dilution with an impurity element. 
In this case, it was not necessary to deal with the presence of 
virtual bound states, large lifetime-broadening, and many potential 
critical point transitions. These things could make the interpretation 
process more difficult. This is often the case, when dealing with 
transition metals. 
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Fe - Fej_jjAljj 
Band Structure 
The band structure for ferromagnetic iron as calculated by 
Callaway and Wang [27] is shown in Fig. 8. As indicated in the 
introduction, this was a self-consistent calculation based on the 
linear-combination-of-Gaussian-orbitals (LCGO) method. The Hamiltonian 
used In this calculation incorporated the von Barth-Hedin exchange-
correlation potential (Eq. 1). As expected for a ferromagnetic system, 
the von Barth-Hedin term will dictate a lower total electronic energy 
for the system when there is a net spin polarization (i.e., a "spin-
splitting" of otherwise spin-degenerate bands) as can be seen in the 
band structure. 
The occurrence of a net spin polarization can be attributed to, 
among other things, the number of valence states, the charge density 
associated with the valence states, and the dispersion of the valence 
state energies. Generally speaking, the valence band states are 
required to have high charge densities and a relatively flat energy 
dispersion so that the von Barth-Hedin term will be able to compensate 
for the increase in kinetic energy incurred when filling more spin-up 
electronic states than spin-down electronic states (i.e., filling more 
spin-up bands than spin-down bands), and the valence must be such that 
the Fermi level lies in an intermediate region of the valence bands so 
that a substantial spin polarization can be produced. Atomic iron 
fills six of ten d orbitals, and the states these orbitals form in the 
solid have high charge densities and a flat energy dispersion. As can 
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be seen in Callaway's band structure, these bands are correspondingly 
split the most (~ 2 eV), thus affording iron its ferromagnetic 
properties. Now, as far as optical properties are concerned, these 
spin-split d bands complicate the problem of relating optical structure 
to interband transitions. This will be investigated after a brief 
prerequisite discussion of the spin-orbit interaction. 
If relativistic effects (i.e., the spin-orbit interaction) were 
included, spin would no longer be a good quantum number. The resulting 
one-electron states may still have a large net polarization, but would 
not be strictly spin-up or spin-down, as they would contain components 
of both spins. If present, this mixing of spins could further 
complicate the interpretation of optical structure for reasons to be 
made evident soon. However, in iron this effect is considered to be 
negligible because of competition from the dominating exchange 
potential acting to polarize the electron states, and so the exclusion 
of relativistic effects in the Hamiltonian is regarded as a safe 
assumption when calculating the band structure for ferromagnetic iron. 
Thus, with spin remaining a good quantum number, the calculation self-
consistently converges to give a ground state band structure where each 
band is completely spin-polarized. Each set of spin-polarized bands 
has similar structure and the set of those bands which reside at lower 
energy are known as the majority-spin bands (due to greater 
occupation), while those that reside at higher energy are known as the 
minority-spin bands (due to lesser occupation). 
Now for the purpose of analyzing the band structure to find 
interband transitions of a certain energy, the minority- and majority-
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spin bands can be considered separately. This is because the PA 
interaction potential of a photon field with an electronic state is 
spin independent, so that with no spin-orbit interaction, interband 
transitions will only be allowed between bands of like spin (i.e., no 
spin-flip transitions). Thus, there will be a component of ^2 due 
exclusively to the minority-spin bands, a component due 
exclusively to the majority-spin bands, e2maj' with no complicating 
contributions from spin-flip transitions. 
Inspection of Callaway's band structure shows that almost all of 
the majority-spin d band states are under the Fermi level, while above 
the Fermi level there are a few steep majority-spin conduction bands. 
With the exception of some very localized interband transitions near H 
and N, the majority-spin bands seem to present little in the way of 
critical point transitions and relatively little structure in ££ is 
expected to be attributed to the majority-spin bands. However, the 
minority-spin d bands (~ 6 eV wide) are bisected by the Fermi level. 
Inspection of the minority-spin d bands shows that there are a very 
large number of critical point transitions, Fermi level transitions, 
and other general interband transitions available along every symmetry 
line. These could conceivably make substantial contributions to €2 at 
energies throughout the spectral range of interest. The relative 
significance of each of the critical point contributions will be 
heavily dependent on the magnitude of its momentum matrix element. 
Many of the initial state and final state bands, of course, have d 
character so that it is expected that transitions between them will 
have very small probabilities for occurring; however, states near the 
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top and bottom of the d bands may have s or p character, and thus may 
be involved in transitions to or from d bands having large momentum 
matrix elements. Much speculation can be and has been made about which 
transitions are significant; however, it would be necessary to 
calculate the minority- and majority-spin bands throughout the 
Brillouin zone and to calculate the momentum matrix elements for all 
pertinent interband transitions before an unambiguous analysis of 
optical data could be made. 
Besides the potential problems brought on by a multitude of 
critical points, inspection of the minority-spin DOS in Fig. 10 reveals 
that both the initial state and final state densities are very large, 
so that lifetime-broadening may be expected to be substantial. This is 
supported by the broad, smooth 62 spectrum measured by Johnson and 
Christy [49], shown in Fig. 9. 
Thus, because of the large number of prospective critical point 
transitions within a relatively small energy range and the prospect for 
large lifetime-broadening, it could possibly be very difficult to 
obtain useful optical data on iron, even with the use of modulation 
spectroscopy. In addition, to interpret meaningfully any significant 
structure which is obtained in the optical data could also be very 
difficult without complete knowledge of the band structure throughout 
the Brillouin zone and knowledge of the momentum matrix elements for 
the prospective interband transitions involved. 
The answer to whether composition modulation spectroscopy can 
produce useful optical data on iron rests in the upcoming experimental 
results. The need to know the iron band structure and the associated 
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momentum matrix elements throughout the Brillouin zone can be satisfied 
with the use of a band structure interpolation scheme. 
Interpolation Scheme 
Theoretically, the first-principles Hamiltonian could be used to 
solve for eigenvalues and eigenfunctions at general k points in the 
Brillouin zone, and the momentum matrix elements could then be 
calculated from these. However, this method would be unwieldy compared 
to a technique which interpolates the band structure from the 
eigenvalues of a previous first-principles calculation carried out at 
points of high symmetry. The central and simplifying feature of this 
technique is a parameterized model Hamiltonian which has k dependence 
built into it explicitly so that the Hamiltonian matrix elements do not 
have to be recalculated at each k point of interest. Eigenvalues at 
any k point are simply found by diagonalizing the model Hamiltonian for 
that k value. 
This so-called "interpolation scheme" method first requires a set 
of suitable Bloch basis functions to be chosen which will represent the 
valence states of the system of interest. These selected basis 
functions act only in a representative role for the purpose of 
constructing a parameterized model Hamiltonian. They will not come 
into use for constructing the electronic eigenfunctions of the model 
Hamiltonian since their connection with the model Hamiltonian will not 
be well defined. In this case, five d-type tight-binding wave 
functions and eight orthogonal plane wave (OPW) functions are used with 
the intent of interpolating the paramagnetic iron band structure. With 
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basis functions in hand, the model Hamiltonian is then constructed with 
the guidance of the founding work done by Slater and Roster [72] and 
Hodges et al. [43]. Slater approximated the Hamiltonian matrix element 
integrals which involved products of d-type tight-binding wave 
functions by introducing six adjustable parameters to replace the six 
inequivalent overlap integrals which arise for FCC and BCC crystals. 
The tight-binding matrix elements are then written in terms of k-
dependent sine and cosine functions multiplied by these adjustable 
parameters. Hodges introduced plane wave functions into the basis set 
and approximated the resulting matrix elements, including hybridization 
terms, with k-dependent Bessel functions and k-dependent spherical 
harmonics, multiplied by additional adjustable parameters. The 
interpolation scheme used in this study, due to Smith [73], uses OPWs 
instead of plane waves in the basis set so that additional parameters, 
Bessel functions, and spherical harmonics are necessary [74]. The 
total number of parameters involved in this scheme adds up to fifteen. 
To determine these parameters,it is necessary to diagonalize the 
model Hamiltonian at the symmetry points. The resulting energy 
eigenvalues, which will be functions of the adjustable parameters, can 
then be equated to the energy eigenvalues obtained by first principles 
calculations at the symmetry points. By adjusting the parameters 
through a least squares fit routine, a set of parameters can be 
obtained which will minimize the deviation of the model eigenvalues 
from the first-principles eigenvalues. In this case the fit was made 
to twenty two eigenvalues from Wood's band structure for paramagnetic 
iron [19], and the resultant RMS deviation was less than 8 mRyd. 
47 
Since the interest lies in learning about the optical properties 
of ferromagnetic iron, an effort was made to emulate Callaway's 
ferromagnetic band structure by using two paramagnetic band structures 
in place of the minority-spin and majority-spin band structures in Fig. 
8. Reasons for using Callaway's band structure include the fact that 
Callaway et al. have calculated the optical conductivity (of 
ferromagnetic iron on the basis of the band structure in Fig. 8 and the 
related wave functions [75]. The optical conductivity is related to 62 
by 
<T]^ (W) = to G2 ( w), 
4ii 
so that ffj is a pertinent quantity. In the case of iron, is also a 
more useful quantity than G2 because G2 has a very large slope in the 
spectral region of interest and this makes identification of structure 
very difficult. For this reason, all results from this ferromagnetic 
approximation will be shown in terms of instead of £2» Callaway's 
results for aj are not broken down into contributions from various 
parts of the Brillouin zone or into contributions from various band 
pairs, although much speculation is made to that effect. However, the 
great value in Callaway's (TJ lies in that it can be used for comparison 
with the (Tj^ obtained through this ferromagnetic approximation and thus 
act as a gauge for its accuracy. 
To approximate Callaway's ferromagnetic iron band structure, two 
of the interpolated paramagnetic band structures were superimposed with 
an energy offset of 2.2 eV, which corresponds to an assumed constant 
exchange splitting. This is also the exchange splitting between 
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minority- and majority-spin d bands at the T symmetry point in 
Callaway's band structure. The actual exchange splitting is, of 
course, k-dependent and band-dependent, and Callaway's band structure 
shows this to be a reasonable approximation only for the d bands. 
However, since spin-flip transitions are assumed unallowed, and since 
it is apparent that the minority-spin bands will contribute 
significantly more to than the majority-spin bands, this constant 
exchange splitting approximation is not nearly as critical to the 
accuracy of the model as the necessary agreement between the 
paramagnetic band structure of Wood and the minority-spin band 
structure of Callaway. A comparison of some of the minority-spin and 
paramagnetic band-gap energies (Table 1) shows very good agreement at 
low gap energies (T) and poor agreement as gap energies increase (H). 
Table 1. Comparison of Band Gaps 
Transition Callaway's Wood's 
min. bands para, bands 
Toe, T-,2 1.63 eV 1.62 eV 
Ng -» NA 3.13 eV 3.50 eV 
Pa -> Po 3.54 eV 3.33 eV 
N, Ni, 4.20 eV 5.00 eV 
Hi2 -» «25/ 5.30 eV 6.10 eV 
But since this model is being used for the purpose of studying optical 
properties, a more meaningful comparison will be between the CTJ 
spectrum generated from Callaway's first principles calculation and the 
aj spectrum generated from this ferromagnetic model. In an effort to 
approximate the corresponding to Callaway's band structure as 
closely as possible, rather than place the Fermi level according to its 
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definition, the Fermi level was placed in the minority-spin band gap at 
r at the same location as in Callaway's work. Actually, the resultant 
spectrum turns out to be Insensitive to variations in the Fermi 
level, since the Fermi level lies in a deep gap in the minority-spin 
DOS, (this gives an indication that Fermi level transitions will not 
play a significant role in the AG2 spectra). 
This completes the description of the ferromagnetic band structure 
approximation. It is to be used for calculating initial and final 
state energies throughout the Brillouin zone. The next step is to 
calculate the momentum matrix elements (P^f) between initial and final 
states. 
P Matrix Elements 
For Bloch basis functions 
*n,k(r) = elk'run,k(r), 
so that 
Pnm = 
= k(T+ k)Um,k . 
Evaluation of this integral comes about in an exceedingly 
straightforward way with the use of the model Hamiltonian. 
First consider a one-electron Hamiltonian operator of the form 
H = (R^/2m)V^ + V. Then the Hamiltonian matrix element between the 
n^^ and m^^ Bloch states is: 
<n|H|m> = jd^ru* ^(r)H(k)Umpk(r) , 
where 
50 
H(k) = (R2/2m)(p + k)^ + V . 
Nov consider the nm matrix element of the matrix representation of the 
operator dH(k)/dkq. If the u(r) are independent of k, as they are in 
the case of this interpolation scheme, then this is: 
<un|^k)|u^> =(R2/m)/d^ruJ(|3 + k )u^ 
dkq V 
= • 
The k-independence of the u(r) also allows the left hand side to be 
rewritten so that upon transposition: 
Pg„ • (m/R)d<u„|B(k)|u„> . 
dkq 
Thus, the nm matrix element of the derivative of the model Hamiltonian 
matrix with respect to kg will be the component of the k dependent 
momentum matrix element between the n^^ and m^^ basis functions. The 
q*-*^ component of the momentum matrix element between initial and final 
eigenstates e^*^*^Uj^(r) and e^'^*'-U£(r), where U£(r)=^j^Ujj and 
Uf(r)=Zb^Um, is then given by 
P?.. = (m/R)<U:|da(k)|Uf> 
dkq 
= (m/R)ZZan(liUnlG(k)|Um>)bm • 
<0 
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In practice, the unitary transformation, A, which diagonalizes the 
matrix representation of H(k), denoted by H(k), is applied to the 
matrix representation of dfl(k)/dkq, denoted by dH(k)/dk. The desired 
matrix element can then be read from A(dH(k)/dkq)A"^. Plotted in 
Fig. 11 is |Pfil^ vs k for various sets of valence bands. Note that 
|Pfil may vary to a large degree over the length of a symmetry line and 
often is zero at points of high symmetry. The marked maximums in [Pfjl 
midway along the Û and A symmetry lines are for and 
transitions, respectively. These transitions will be found to be of 
importance in the optical spectra to be discussed later. 
It should be noted here, that this calculation of P^j assumes that 
the model Hamiltonian, H(k), has the same k-dependence as the first-
principles Hamiltonian, denoted by H^Ck). However, it cannot be proven 
that this is true. 
Assuming the model Hamiltonian duplicates the first-principles 
band structure, then at any given k point, H(k) can be related to Hj(k) 
by 
T(k)H(k)T-l(k) = E(k) = S(k)Hi(k)S(k)-l, 
where T and S are any k-dependent unitary matrices. Then 
R(k)H(K)R-l(k) + 0(k) = Hi(k) , 
where R=S~^T and 0 is a Hermitian matrix such that SOS~^ = 0. 
Thus, H does not necessarily have the same k-dependence as H^. 
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To make R and 0 nearly constant, care must be taken wherever 
possible, so that the k-dependence of H closely approximates that of 
H^. One good place to start would be to make sure the basis set is 
orthonormal. This is something that is not always done when 
formulating an interpolation scheme to calculate only energy 
eigenvalues. 
Results of Interpolation Scheme Calculations 
The optical conductivity, given by 
ffl(w) = (e^/7im^w)Jd^k|e'Pfj|^5(E£(k)-Ej(k)-hoo), 
V 
was calculated using the approximated ferromagnetic iron band structure 
discussed earlier and the method of the previous section to calculate 
the Pjj matrix elements. The integral in was evaluated using a 
histogram method which sampled a grid of 1365 points in an irreducible 
wedge comprising 1/48^^ of the Brillouin zone. The results were 
convolved with a Gaussian having a 15 mRyd FWHM and are shown in Fig. 
12. Callaway's calculated ay is included for comparison. The very 
good qualitative agreement between these results is very encouraging 
and provides confidence in the approximated ferromagnetic band 
structure and the method for obtaining the matrix elements. Also, 
provided for comparison are the majority- and minority-spin components 
of ajCw) in Fig. 13, and the obtained with constant momentum 
matrix elements in Fig. 14. From Fig. 13 it is seen, as expected, that 
the minority-spin transitions provide most of the structure in with 
the exception of the structure beyond 6 eV which is contributed nearly 
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equally by both components. From Fig. 14 it is seen that inclusion of 
momentum matrix elements is essential for obtaining accurate results 
from optical property calculations and that JDOS based explanations of 
optical properties are somewhat tenuous. 
The main discrepancies between Callaway's the of this 
work are the two additional sharp peaks under 1.1 eV in the former and 
the additional 3.7 eV peak in the latter. Because of the low energy of 
the additional peaks in Callaway's ffj and because they necessarily 
involve states near the Fermi level, their position, shape, and 
presence are greatly dependent on the position of the Fermi level, the 
exchange splitting, and the exact dispersion of the bands. Thus, large 
discrepancies at low energies are expected. In addition, these peaks 
are at too low an energy to be of consequence experimentally. The 3.7 
eV peak in this work will soon be shown to be due to a critical point 
near the middle of the G symmetry line in the minority-spin band 
structure between bands 1 and 4. This critical point is approximately 
a one-dimensional band gap minimum, as seen in the copper case earlier. 
The same band gap in Callaway's band structure is at 3.3 eV and is 
probably related to the small peak near that energy in Callaway's CTJ. 
Both aj results share a broad peak at 2.5 eV and a more complex 
structure having sharp peaks at 6 eV and 6.5 eV. This agrees well with 
the positions of the broad peaks in the measured (TJ (see Fig. 9), and 
thus, the Interband transitions associated with these peaks will 
probably be of the most experimental significance. 
It is possible with this interpolation method, to locate positions 
in the Brillouin zone at which there are transitions contributing to 
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in a certain energy interval. The initial and final state band 
dispersions and the relevant momentum matrix elements can then be 
calculated in these regions to determine exactly which states are 
involved in the transitions and the strength of the transitions. This 
was done for several energy intervals, including the three from 2.4 eV 
to 2.9 eV, from 3.6 eV to 3.8 eV, and from 5.9 eV to 6.1 eV. 
The origins of the transitions contributing to between 3.6 eV 
and 3.8 eV are shown in Fig. 15a. Figure 15a, and Figs. 16a and 17a 
that follow, show the irreducible wedge decomposed into seventeen 
slices with a grid superimposed on each slice. The grid crossings mark 
the points sampled. The relative contributions of the transitions to 
ffj are given on a scale from one to three, three being the strongest. 
The symmetry points and lines are labeled to indicate orientation of 
the wedge in the Brillouin zone. The band structure was then 
calculated along lines going through regions where the contributions 
were relatively large. These lines are designated on the grid and the 
band structure is shown in Fig. 15b. The critical point is marked on 
each set of bands, and as can be seen, it is approximately a one-
dimensional band gap minimum with a band gap of 3.7 eV. As mentioned, 
Callaway's closest corresponding band gap, approximately midway through 
G between bands of symmetry, is 3.3 eV, but this may not be a 
minimum. The corresponding results for the 2.4 eV to 2.9 eV and the 
5.9 eV to 6.1 eV intervals of are shown in Figs. 16a and 16b and in 
Figs. 17a and 17b, respectively. 
From Fig. 16a, it is seen that the contributions to CTJ in the 2.4 
eV to 2.9 eV energy interval are wide spread and numerous, with no 
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particular outstanding regions which contribute markedly more. Close 
investigation shows many potential critical points between nearly 
parallel bands in a large portion of the interior of the Brillouin zone 
(see Fig. 16b). Figure 16b also shows that there are several other 
parallel band pairs contributing to in nearby energy intervals. 
Thus, there is potential for many overlapping contributions to Ae2 in 
this energy region. Note that there are very few transitions along the 
symmetry lines in this energy interval so that the band structure must 
be known in the interior of the zone in order to account for the broad 
2.5 eV peak. 
Consider now the 5.9 eV to 6.1 eV energy interval of and the 
related Figs. 17a and 17b. Contributions to (TJ^ in this energy interval 
are well-localized in k space. The band structure shows that these 
contributions are centered about a critical point near the middle of 
the Û symmetry line between bands 1 and 5 in both the minority-spin and 
majority-spin band structures (only the minority-spin band structure is 
shown). The initial and final state band dispersions indicate that 
this is approximately a two-dimensional band gap minimum and 
calculation shows that the momentum matrix element between these bands 
is at a maximum very near this band gap minumum (the maximum Pjj is on 
the A symmetry line). This critical point could yield pronounced 
structure in AG2, providing that lifetime-broadening is not too large; 
however, the slight broad peak at 6 eV in the measured indicates 
that this is not the case. 
With this knowledge of the transitions responsible for structure 
in (T^ and with the capability to search the Brillouin zone for 
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transitions of any energy, the AG2 spectra of the Fe-Fej^_jjAljj system 
will now be studied. It should be noted that the results obtained so 
far with the model ferromagnetic iron band structure are interesting 
and valuable in their own right. 
Experimental Data and Discussion 
The measured ÛR/R spectra of six Fe-Fej_jjAljj systems with aluminum 
concentrations ranging from 0.5 at.% to 10 at.% are shown in Fig. 18. 
Each of the samples was characterized using Auger electron spectroscopy 
and an X-ray microprobe. The characterization procedure included 
determining aluminum concentration, oxygen concentration, and film 
homogeneity. The aluminum concentrations were measured to within ± 10% 
on the four samples with the lowest aluminum concentration and to 
within ± 1% on the two samples with the highest aluminum concentration. 
The aluminum concentrations are given in units of atomic percent in 
Fig. 18 along with each ÛR/R spectrum. As an indication of film 
homogeneity, the aluminum concentration was measured at several depths. 
All samples showed uniform aluminum concentration over their entire 
depth. The oxygen concentration was difficult to measure in the four 
samples with lowest aluminum concentration because it appeared to vary 
with depth. However, the oxygen concentration in these four samples 
always varied around values comparable to that of the aluminum. The 
two samples with highest aluminum concentration had an undetectable 
amount of oxygen. This is probably due to the fact that aluminum is an 
excellent oxygen getter. Thus, at the higher aluminum evaporation 
rates required to make the higher concentration samples, the oxygen is 
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gettered out of the system at a higher rate before and during the time 
the substrate is exposed to the aluminum source. The pure iron films, 
which were evaporated at very high rates, also showed no trace of 
oxygen. 
Figure 19 shows the height of the 5 eV peak in AR/R plotted versus 
aluminum concentration. The peak heights in the upcoming Ae2 spectra 
have the same behavior as the 5 eV peak height in M/R when plotted 
versus concentration. In fact, there is only a multiplicative factor 
between them. The non-colinearity of the lines drawn through the sets 
of points in Fig. 19 is probably related to the large oxygen-to-
aluminum ratio in the four samples with low aluminum concentration. If 
this is true, the oxygen impurities must act to compensate for the 
reduction in reflectivity due to the aluminum impurities and they must 
do so with little change of the ÛR/R lineshape. It seems likely that 
any oxygen bonded to an aluminum would reduce the number of itinerant 
electrons; in addition, the oxygen must perturb the electronic 
structure at neighboring iron sites. It is unclear what the 
implications of these would be on the reflectivity of the Fe-Al alloy. 
Inspection of Fig. 18 also shows that the 5 eV peak shifts to 
lower energy with increasing aluminum concentration. Figure 19 shows a 
plot of the 5 eV peak position versus aluminum concentration. This 
shifting peak is indicative of a narrowing band gap. But the energy of 
the band gap, along with any other electronic information about the Fe-
Fe2_jjAljj. system is difficult to derive without first doing a Kramers-
Kronig integration and calculating 
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As usual, it is necessary to extrapolate the ÛR/R spectra at high 
and low energies so that the Kramers-Kronig integral for Û0 can be 
evaluated. At low energies, the ÛR/R spectra which do not already go 
to zero, tend to zero in an asymptotic fashion, and thus, are just 
smoothly extrapolated to zero. At high energies, the ÛR/R spectra were 
joined smoothly to zero at 7 eV. Other extrapolations were tried at 
high and low energies. Inside the energy range of the experiment, 
these resulted in a small change in the 662 peak heights, but with no 
change in peak positions. Outside the experimental range, the 6G2 
spectra were very sensitive to the type of extrapolation used, as might 
be expected. 
The Ae2 spectra for the six Fe-Fej^_jjAljj samples are shown in Fig. 
20. The main features are the broad negative peak at 2.5 eV which 
decreases with greater aluminum concentration and the broad positive 
peak at 6 eV which increases and shifts to lower energy with greater 
aluminum concentration. As indicated earlier, the magnitude of these 
peaks grows with the same behavior seen if Fig. 19 for the 5 eV peak in 
the ÛR/R spectra. The lack of sharp structure in AG2, especially at 
higher energy where there should be less structural overlap, indicates 
the significance of lifetime-broadening in iron. However, useful 
information can be extracted from the AG2 spectra and this will now be 
analyzed. 
The peaks in the Ae2 spectra must be attributed to the same 
transitions which give rise to the peaks at the same energies in the 
measured aj spectrum (Fig. 9) and the calculated spectrum (Fig. 12). 
Referring to the results in Figs. 16 and 17, this means that the 
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negative peak In Ae2 at 2.5 eV must be due to a modification of the 
widespread transitions between various sets of minority-spin d bands, 
and the positive peak at 6 eV must be in part due to a modification of 
the critical point transitions between minority- and majority- spin 
bands 1 and 6 near the middle of the A symmetry line. Another 
contribution to the 6 eV peak in Ab2 is attributed to a modification of 
transitions which form the 6.7 eV peak in the calculated ffj spectrum. 
Using the same methods which determined the transitions responsible for 
the 2.5 eV and 6 eV peaks in the calculated cr^, it is found that the 
6.7 eV peak in the calculated is due to critical point transitions 
between bands 1 and 4 near the middle of the A symmetry line in both 
the minority- and majority-spin band structures (see Fig. 8). 
Note that these 6 eV and 6.7 eV critical points occur in regions 
where the initial and final state bands and Aj-»Aj) are heavily 
hybridized and that there are maxima in the momentum matrix elements 
there. 
From a density of states point of view, the 2.5 eV peak in Ae2 is 
due to a modification of states in the two large peaks on either side 
of the Fermi level in the minority-spin DOS, while the 6 eV peak is due 
to modification of the states at the high and low energy edges of the 
minority-spin and majority-spin DOS' (see Fig. 10). 
First consider the 2.5 eV peak. This broad negative peak has a 
low energy edge at - 1.5 eV, then peaks at 2.5 eV, and has a high 
energy edge at ~ 3.25 eV, much the same as the 2.5 eV peak in the <t^  
measured by Johnson (Fig. 9). It appears then, that this peak is 
associated with the depletion of interband transitions between 1.5 eV 
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and 3.25 eV, but not because of states shifting in energy, but rather 
because of an elimination of states. Before following along this line 
of reasoning, it will be shown that a peak with this lineshape cannot 
be reasonably interpreted in terms of a shifting of the initial and 
final state bands. 
The initial and final state bands are, in this case, minority-spin 
d bands straddling the Fermi level. A shifting of these flat d bands 
would create transitions within a given energy interval while depleting 
transitions in an adjacent energy interval. It is expected that such 
an occurrence would exhibit itself in the 662 lineshape as adjacent 
minima and maxima, with the minima and maxima peak positions and peak 
heights being concentration-dependent. The nearest maximum to the 2.5 
eV minimum is quite far removed at ~ 1.25 eV. This peak is outside the 
energy range of this experiment and its position and lineshape are 
heavily dependent on the low energy extrapolation used in the Kramers-
Kronig integration for A©. However, assuming the reality of such a 
peak, it appears that its position and height have little 
concentration-dependence. Because of this, and the fact that it is far 
removed from the 2.5 eV peak, its relation to band shifting is 
extremely doubtful. Moreover, if there were a 1.2 eV narrowing of the 
d bands, as this would indicate, the magnetic properties of the alloy 
should be much different than that of ferromagnetic iron. However, 
Fei_xAlx remains ferromagnetic and the saturation magnetization per 
iron nucleus remains unchanged for x less than 0.15 [63,76]. 
Returning now to the original notion of an elimination of d states 
rather than a shifting of d states, it will be shown that not only is 
61 
elimination the most apparent reason for the 2.5 eV peak, but that it 
is also the most reasonable. First, consider the five electron valence 
difference between iron and aluminum. On account of this valence 
difference, certain bands in the bulk band structure (i.e., the host 
band structure outside of the impurity sphere) are sure to lose 
electrons regardless of the formation of virtual bound states. Since 
aluminum's valence states are s-like or p-like, they are not expected 
to contribute to any bulk states in the energy region of iron's d 
valence bands. Thus, the d bands will lose electrons and, excluding 
the effects of VBSs, there will be a corresponding drop in ££ given by 
6G2 = -Ce2 at energies in which the d electrons partook in interband 
transitions. These energies should then include the energy range over 
which the broad 2.5 eV peak in ffj exists and energies below this (i.e., 
energies below ~4 eV). If the bulk d bands are shifted at all, they 
may contribute something on top of this; however, no distinct features 
stand out on top of the broad 2.5 eV peak and so it is presumed that 
the aluminum impurity perturbs the surrounding iron atoms very little. 
E2 as measured by Weaver et al. [32] is shown in Fig. 21. The 
qualitative agreement between the 662 lineshape and the 82 lineshape 
below 4 eV gives some credence to the A82 = -CC2 relationship. 
Apparently then, the 1.25 eV maximum and the 2.5 eV minimum in AG2 
correspond to the onset and the peak of the shoulder in 82 in the same 
energy region. The reason that the Ae2 spectra show a pronounced peak 
at 2.5 eV relative to the 82 spectrum is probably due to the greater 
sensitivity of this composition modulation technique. Granted, the 
exact position and width of the 1.25 eV maximum are unknown, however; a 
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maximum at less that 2 eV exists regardless of the extrapolation used 
to get A0 — within reason, of course. More support is given to this 
argument by the fact that, for the two samples with high aluminum 
concentration, |662(2.5 eV)|/C lies in the range of measured values for 
62(2.5 eV) [77]. For the low concentration samples, |AG2(2.5 eV)|/C is 
roughly one-half of what it is for the high concentration samples. 
This is likely due to oxygen contamination. Thus, assuming the high 
concentration samples give a more accurate description of what happens 
when iron is diluted with aluminum, it can be concluded that aluminum 
acts as a hole in the iron matrix as far as optical properties in the 1 
to 3 eV region are concerned. This is consistent with the fact that 
aluminum also acts as a hole in the iron matrix as far as magnetic 
properties are concerned [63] and the fact that the magnetic properties 
are due to the d electrons which are being depleted. 
Very recently, calculations have been done by Akai et al. [78] to 
determine the electronic structure of an aluminum impurity in iron. 
Figure 22 shows the results of this work. Included for comparison are 
the results of the same calculation applied to an iron "impurity" in 
iron. The bold curves show the LDOS integrated over the impurity 
sphere. The dotted curves show the LDOS at the nuclear coordinates, 
and thus indicate the local density of s-like states. The top halves 
of the figures are for majority-spin states and the bottom halves are 
for minority-spin states. Note the difference in scales for the iron 
and aluminum impurities. It is seen that the three large LDOS peaks on 
an iron site do have remnants on the aluminum site, but are practically 
non-existent, which supports the arguments above. The high energy 
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peak, which corresponds to the final states for minority-spin d band 
transitions, is now lower than the other two peaks, as it has been 
reduced by a factor of 20. (In these plots, this peak can only be seen 
for the majority-spins, but the minority-spin peak is similar). Thus, 
the sharp reduction of this peak along with the reduction of the other 
peaks should virtually eliminate the low energy transitions which 
existed previous to dilution. 
In summary, the portion of the Ûe2 spectra below 4 eV is claimed 
to be due to an elimination of electronic states in the host valence 
bands, and in particular, the d valence bands, which were found to be 
involved in most all of the interband absorption below 4 eV. This 
elimination is due to the lower valence of aluminum, and due to the 
fact that the electronic states which the aluminum nucleus supports, 
hybridize little with the host d states. Thus, aluminum acts a hole in 
the iron matrix as far as optical properties below 4 eV are concerned. 
Turn now to the positive 6 eV peak in AG2 which shifts slightly to 
lower energy with increasing aluminum concentration. It was found 
earlier that the transitions responsible for the 6 eV peak in £2 
originate at the low energy edges of the minority- and majority-spin d 
bands where the conduction bands and d bands are heavily hybridized, 
and end at the high energy edges of the minority- and majority-spin d 
bands where again the states are heavily hybridized. Since there is a 
positive peak at 6 eV in Ae2, these transitions must be enhanced by 
some mechanism, or additional transitions due to VBSs must be involved. 
The downward shift of the 6 eV peak, or, of its low energy edge, 
indicates a narrowing of the bands. Band narrowing, in this case, is 
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due to a combination of two things: 1) the aluminum expands the iron 
lattice [76], so that the coupling of adjacent orbitals in the tight 
binding scheme is reduced and thus the dispersion is reduced; and 2) 
the reduced number of electronic states in the d bands also reduces 
dispersion. The decreased dispersion of the bands involved in the 6 eV 
transitions may increase their JDOS and thus provide a mechanism for 
enhancing the 6 eV peak while slightly shifting it to lower energy. 
Another potential source of 6 eV transitions involves VBSs. 
VBSs are most likely to be located at energies where the host DOS 
is relatively low. In Iron then, a very likely location would be at 
energies below the d bands. Soft X-ray emission experiments have shown 
that a VBS exists at the site of an aluminum impurity in iron at ~ 8 eV 
below the Fermi level [11]. This VBS was also observed in the Auger 
electron spectrum of the sample with 10 at.% aluminum which was used in 
this study (see Fig. 23). In Fig. 22, this VBS is associated with the 
peak at 8 eV below the Fermi level in the minority-spin density of s-
like states. The author interprets Kanamori's results to mean that 
there are two spin polarized VBSs at the aluminum impurity site, but 
that the sharp peak of the minority-spin VBS is all that is observed, 
(the VBS peak in [11] is only 2 eV wide). Now, if these VBSs have 
tails which extend up to the bottom of their respective d bands, they 
may also be involved in transitions to the same final states as the 6 
eV transitions in the bulk, and thus be completely or in part 
responsible for the 6 eV peak in Ûe2. These VBS to bulk state 
transitions would also shift to low energy with increased band 
narrowing because the VBS tails would presumably extend to the bottom 
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of the narrowed d bands. The existence of such transitions depends on 
the overlap of the bulk state and the VBS, and for s-like VBSs this 
overlap requirement would be more easily met. There is also the 
possibility of a VBS as a final state; however, it is difficult to 
determine this from Kanamori's results. 
In summary, the 6 eV peak in 6G2 is due to an increase in the JDOS 
between states which lie at the high and low energy edges of the bulk d 
bands. The increase in the JDOS may be due to the decreased dispersion 
of the initial and final state bands, which in turn is due to a lattice 
expansion; or, the increase in the JDOS may be due to the participation 
of VBSs as initial states in electronic transitions to bulk conduction 
bands. The downward shift of the 6 eV peak is claimed to be due to d 
band narrowing. 
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Fig. 8. The ferromagnetic iron band structure as calculated by 
Callaway and Wang [27] 
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SUMMARY AND CONCLUSIONS 
The optical conductivity of ferromagnetic iron was calculated 
using an approximated ferromagnetic iron band structure. This 
approximation employed an interpolation scheme for the band structure 
of paramagnetic iron. This interpolation scheme had 15 parameters 
which were obtained through a fit to the first-principles band 
structure calculation of paramagnetic iron by Wood. The band structure 
for ferromagnetic iron was modeled by superimposing two paramagnetic 
band structures — one for majority-spin states and one for minority-
spin states — with an exchange splitting of 2.2 eV. 
The close resemblance of the results of this calculation with the 
optical conductivity calculated from first-principles by Callaway, 
demonstrates that the interpolation scheme can be a powerful tool for 
calculating quantities dependent on electronic structure. Assuming 
then, the validity of the interpolation scheme, the exact locations of 
transitions contributing to any given energy interval can be 
located. 
The broad peak in the measured spectrum at 2.5 eV is attributed 
to transitions from minority-spin bands 2 and 3 to minority-spin beinds 
4 and 5 at locations throughout the interior of the Brillouin zone, but 
generally not on or near symmetry lines and points. No spin-flip 
transitions need to be taken into account to produce good agreement 
with the first-principles spectrum in the 2 to 3 eV region. 
The broad 6.0 eV peak in the measured spectrum is attributed 
mainly to minority- and majority-spin transitions at a two-dimensional 
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band gap minimum between bands 1 and 5 near the middle of the 6 
symmetry line. Similar circumstances near the middle of the A symmetry 
line also give rise to transitions in the 6 eV region. 
Results of composition modulation spectroscopy applied to Fe -
Fe2_jjAljj systems show that substitution of a given number of aluminum 
impurities into an iron matrix causes a proportionate decrease in ££ 
centered at 2.5 eV and a proportionate increase and downward shift (in 
energy) of the 6.0 eV peak in £2- The decrease at 2.5 eV is claimed to 
be due to a depletion of electronic states in the host d bands. This 
depletion arises from the difference in host and impurity valences and 
from the difference in host and impurity valence state symmetries. The 
increase at 6 eV is claimed to be due in part to band narrowing, which 
could induce an increase in the JDOS at 6 eV and a downward shift of 
the peak at the same time, and in part due to the presence of spin-
polarized VBSs which could contribute additional initial states from 
which 6 eV transitions could originate. The relative contributions of 
these two mechanisms is unknown. 
The results of the interpolation scheme calculation and the 
results of the ÛR/R measurements are consistent with Kanamori's 
calculation of the electronic structure of an aluminum impurity in 
ferromagnetic iron. Kanamori's results show that the LDOS at the 
impurity site is sharply reduced in the iron d band region relative to 
the LDOS at an iron site in the d band region. -..This supports the 
reasoning used to explain the decrease in G2 at 2.5 eV when iron is 
diluted with aluminum. Below the iron d band region, Kanamori's 
results show that the density of s-like states is increased on the 
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aluminum site relative to that on the iron site. What portions of this 
increase are due to bulk states and VBSs are not known. However, it is 
the increase in bulk states lying at the bottom of the iron d bands 
and/or the presence of a VBS, which are claimed to be responsible for 
the 6 eV peak in 6G2. 
In contrast to the Cu - Cu2_^u^ case where the Ûe2 spectrum 
contained several sharp structures which could be interpreted in terms 
of shifting band gaps, the Ûe2 spectra in the Fe - Fe^.^Al^ case has 
provided electronic information via an elimination of states rather 
than a shifting of state energies. The small amount of structure due 
to shifting band gaps in the Fe - Fe^.^^l^ case is claimed to be due to 
the very localized nature of the aluminum perturbation on the iron, so 
that very little band shifting takes place in the host band structure. 
In addition, lifetime-broadening in iron is large enough so that any 
such structure would be very broad, as is the 6 eV structure. However, 
by eliminating electronic states within a certain well-defined energy 
region, as is done when aluminum is substituted into iron, information 
can be obtained about the portion of the host's interband absorption 
(£2) spectrum which is due to those states. Additionally, in this 
case, electronic states which were not eliminated were involved in an 
enhancement of the interband absorption in another portion of the 
spectrum. The interband absorption then has been effectively dissected 
into two-'parts according to the energy region where the initial state 
lies. This has provided information about the iron electronic 
structure and the changes it undergoes when diluted with aluminum. 
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Thus, composition modulation spectroscopy, in conjunction with a 
band structure interpolation scheme, has provided useful information 
about the electronic structure of iron and dilute iron-aluminum. 
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