The simulation of mobility models such as the random waypoint often cause subtle problems, for example the decay of average speed as the simulation progresses, a difference between the long term distribution of nodes and the initial one, and sometimes the instability of the model. All of this has to do with time averages versus event averages. This is a well understood, but little known topic, called Palm calculus. In this paper we first give a very short, easy to grasp background on Palm calculus. Then we apply it to the random waypoint model and variants (with pause time, random walk). We show how to simply obtain the stationary distribution of nodes and speeds, on a connected (possibly non convex) area. We also show how to perform a perfect (i.e. transient free) simulation without computing complicated integrals. Last, we analyze decay and explain it as either convergence to steady state or lack of convergence.
Introduction
This paper is a tutorial about the random waypoint model and Palm calculus.
The simulation of the random waypoint model poses a surprising number of challenges, such as:
• "Unfortunately, the vast majority of mobility models [...] suffer from decay; average speed decreases until converging to some long-term average. Such decay provides an unsound basis for simulation studies that collect results averaged over time, complicating the experimental process" [13] .
• "The random waypoint model is considered harmful" [12] . The "harmfulness" of random waypoint can be attributed to the uniform selection of speed over the interval [v min , v max ], with v min = 0. Taking v min > 0 solves the problem.
• Simulation of some random waypoint models can be started in steady-state [7, 10] • The distribution of nodes is not uniform [4] These questions have been addressed in an ad-hoc fashion in the literature. The derivations involve long and complex computations, leaving the reader with little understanding of the "why". Our starting point is the observation that all of this can be very easily understood with a little bit of Palm calculus. Palm calculus is a set of formulas that relate time averages to event averages. They are now well established, but not widely used or even known in applied areas.
The reason is that the construction of the Palm theory is very complex in continuous time [1] . However, Palm calculus is extremely simple in discrete time: it is a simple exercise on conditional probabilities [6] . In this paper we explain Palm calculus in a concise, though rigorous, manner, by restricting it to discrete time. Extrapolating from discrete to continuous time is here very simple.
Then we show how to apply Palm calculus to do simulation "the right way" for mobility models.
In particular, we show how to easily compute the stationary distribution of nodes in a random waypoint model on any convex area (a problem considered difficult, or even intractable in [4] ). We also show how to easily write a simulation that is in stationary regime at time 0 (this is called a "perfect" simulation). Last, we can also understand when the random waypoint model has at all a stationary regime and when not.
Being able to simulate the stationary distribution of a mobility model is important for two reasons. First, this speeds up considerably the warmup phase of a simulation (if we use a perfect simulation of the mobility model). As illustrated on Figure 8 , the transient time for a realistic mobility model may span several hundreds of seconds of simulated time, which is large compared to the transients of simulations of networking protocols without mobility models. Second, this is useful when comparing the performance of some system with or without mobility; many published papers invariably distribute nodes uniformly in the static scenario, whereas, as we see later in this paper, the stationary distribution of nodes for a mobile scenario with the random waypoint is not uniform. A fair comparison should instead place the nodes for the static scenario according to the stationary distribution of the mobile scenario.
Our use of Palm calculus simplifies the understanding of existing results on mobility models. It also extends them in a few directions. First we show that the stationary distribution can be computed explicitly for a wide class of models, including any arbitrary convex area. Second, we find how to do perfect simulation, which involves a little more than simply finding the stationary distribution of locations and speeds. We show how to sample the stationary regime without computing difficult integrals. Third, we show that the random walk model has a uniform stationary distribution.
In order to keep the focus on the main ideas, rather than clumsy technical details, we first start with the simplest random waypoint model, without pauses, on a convex area. The generalization to variants (with pause times or random walk with wrapping) is given at the end of the paper.
The rest of this paper is organized as follows. In Section 2 we describe the simplest random waypoint model. In Section 3 give a brief tutorial on Palm calculus. In Section 4 we apply Palm calculus to obtain the stationary distribution of nodes and speeds, and to perfect simulation. In Section 5 we analyze when the random waypoint model has a stationary regime and when not. In Section 6 we generalize the results to variants of the random waypoint model: random waypoint with pauses, on non convex (but connected) area, random walk with wrapping.
Notation And Terms
A Geographical area over which random waypoint is defined
Palm expectation, event stationary expectation: expectation of the stationary process X t sampled at an arbitrary transition time 
Position of mobile at time t [just after nth transition] Next(t)
Position at the next transition after time t Perfect Simulation Mobility model is in stationary regime at all times Prev(t)
Position at the next transition before or at time t T n Selected transition time (time at which a waypoint is reached or pause is finished)
Wrapping function (random walk model)
Random Waypoint without Pauses on Arbitrary Area

Definition of Random Waypoint
We start by defining the random waypoint without pauses on an arbitrary convex and bounded area A. Generalization to models with pause times, reflections, wrapping or connected but non convex areas is given in Section 6.
The model is defined as follows ( Figure 1 ). It defines the movement of one mobile in some area A. A common example for A is a rectangle or a disk. The mobile moves from one "waypoint" M n to the next M n+1 according to the following rules.
• The next waypoint M n+1 is chosen uniformly in the area A, independent of past and present events; • The next speed V n is chosen according to a probability density function f 0 V (v), independent of past and present events; a common example ("uniform speed") is to choose V n uniformly between v min and v max , i.e. f 0
• The mobile moves towards M n+1 at the constant speed V n .
To fully define the model, we need to specify the initial condition. We consider first the common practice that is to start the mobile at a waypoint, i.e. pick M 0 uniformly in A and choose the next waypoint and speed V 0 as above. We will consider better choices in Section 4. 
Features of Random Waypoint
If we simulate the model we have just defined, a number of striking observations can be made.
Different Speed Distributions
The speed is initially chosen from the distribution with density f 0 V , however, as the simulation progresses, this distribution is altered [13] . Figure 2 displays a histogram of instantaneous speeds, sampled at arbitrary instants of a long simulation with many independent mobiles, versus the histogram of speeds at waypoints (which has the same distribution as the initial speed). We see that it is more likely to find a mobile with a small speed than indicated from for the distribution with density f 0 V . An intuitive explanation is that a mobile spends more time at lower speed, therefore it is more likely to be sampled at low speed. We will see in Section 4 that the exact form of the histogram in Figure 2 can easily be predicted with Palm calculus. 
Different Distributions of Mobile Positions
The initial mobile position is uniform in the area A, however, with time, the distribution of mobile positions tends to be more dense towards the middle of the area (Figure 3 ). We will see in Section 4 that is is simply the convergence towards steady state, and the distribution of nodes can simply be computed. 
Speed Decay
The average speed at time t is defined as the distance run by a mobile, divided by t. As the simulation progresses the average speed decays. When the density f V is uniform between v min and v max , there seems to be convergence to a positive speed limit if v min > 0; if v min = 0, empirical results are less clear Figure 4 . We will see in Section 5 that for v min > 0 the average speed decays to a limit equal to the stationary expectation of the speed (the mean of the histogram in Figure 2 (a)); in contrast, for v min = 0, the model is theoretically unstable, i.e. the average speed does decay to 0, but this cannot be observed in practice. 
Palm Calculus Made Easy
Palm calculus is a set of formulas that relate time averages versus event averages. "Time averages" are obtained by sampling the system at arbitrary time instants; for reasons that become clear later, this corresponds to "time stationary" distributions 1 . For example, the distribution of points on Figure 3 (a) is obtained by sampling the system every 10 sec of simulated time. The "event average" viewpoint is obtained by sampling the system when selected state transitions occur. For example, Figure 3 (b) is obtained by sampling the system when a mobile reaches a waypoint. The distribution obtained in this way is called a Palm distribution; this is the same as "event stationary" distribution. In signal processing terminology, this is called adaptive sampling.
The Time Stationary Viewpoint
In order to apply Palm calculus, we need to spend a few moments understanding stationarity.
Stationarity Most stochastic simulations fall into two categories:
• terminating: we expect the simulation to end when some events occur. We do this for example when we want to simulate the lifetime of a sensor network.
• non terminating: the simulation is expected to represent a typical timeslice in the life of a system. We do this for example to evaluate the performance of a wireless multiple access protocol, with many clients accessing information servers via many TCP connections.
We consider here only terminating simulations. An important fact about such simulations is that, in all practical cases, such simulations evolve from a transient behaviour to a stationary regime. Stationary here means that the distribution of the state of the system is invariant by time shift. The reason for this behaviour is to be found in the theory of Markov chains [3] .
Indeed, a simulation program with time independent inputs can always be thought of as the simulation of a Markov chain. A Markov chain is a generic stochastic process such that, in order to simulate the future after time t, the only information we need is the state of the system at time t. This is usually what happens in a simulation program, since the computer uses the state of memory to advance the simulation. The theory of Markov chains says that the simulation will either converge to some stationary behaviour, or will diverge [3] , the latter being possible only if the state space is infinite. Convergence means that if we run the simulation long enough, then sample the system at some arbitrary point in time t, the distribution of what is sampled is always the same, independent of the time t.
If the chain is irreducible, which means that any state can be reached from any state in a finite number of simulation steps, then the stationary regime is independent of the initial conditions. If the system is both irreducible and converges to some stationary behaviour, then it has a unique stationary regime and is said to be "ergodic". For most cases, a non-terminating simulation makes sense only if the system is ergodic. Indeed, it is only so that the stationary behaviour is independent of the initial conditions, a condition for the simulation to be reproducible. The random waypoint model, discretized to take only a finite number of possible values (as is simulated by the computer) is ergodic except in some special cases, discussed in Section 5.
In practice, a simulation program uses a finite memory space, thus always converges to some stationary regime, and the convergence is exponentially fast. The speed decay observed in Figure 4 (a) is thus simply the symptom of convergence to stationary regime.
In some cases, a non terminating simulation may exhibit a periodic behaviour. This occurs when the time between visits to an arbitrary state is always a multiple of some number d (the smallest such number is called the "period"). In this case sampling the simulation at some arbitrary point in time means choosing some time t 0 large enough (for convergence to occur), sample a phase k at random in the set {0, 1, 2, ..., d − 1} and observe the system at time t 0 + k.
Time Averages. Examples are the instantaneous speed, or the time elapsed since last waypoint; a counter-example is the time at which last waypoint occurred.
If X t is jointly stationary with the simulation, the distribution of X t is, by definition, independent of t; it is called the time stationary distribution of X. By the ergordic theorem of Markov chains, for any bounded function φ, we can estimate E(φ(X t )) by (assuming time t is discrete):
when T is large. An equivalent statement is, for any set W :
In other words, the time stationary distribution of X t can be estimated by a time average. This is how the histograms in Figure 2 (a) were obtained.
Palm Calculus
Palm Expectation and Palm Probability Consider now a set of specific transitions of the simulation, assumed to have reached its stationary regime. Assume X t is some observation of the system that is jointly stationary with the simulation (as defined in the previous section). Assume X t is integrable (for example because it is bounded). We define the expectation E t (X t ) as the conditional expectation given by
Since X t and the simulation are jointly stationary, E t (X t ) does not depend on t. For t = 0, it is called the:
Definition 3.2 (Palm expectation)
The Palm probability is defined similarly, namely
Equation (2) makes sense only in discrete time. In continuous time, the event "a selected transition occurs at time t" has a 0 probability and cannot be conditioned upon. However, it is possible to give a meaning to Palm expectation also in continuous time, at the expense of considerable complexity. See [1] for a rigorous definition.
Event Averages By the ergodic theorem, if the simulation is ergodic and is in stationary regime, we have
for N large. An equivalent statement is that
This is how the histograms in Figure 2 (b) were obtained, with X t = speed at time t and a selected transition is a departure from a waypoint. This is why we call a Palm distribution an event stationary distribution.
The Intensity Formula There are many formulas that relate time and event averages. We give here the two most useful ones in the context of random waypoint models. First we need some notation.
Let T n be the time instants at which they occur in the simulation. Since the simulation is in stationary regime, we imagine that, at time 0, the simulation has been running for some time. It is convenient, and customary, to take as convention
In other words, T 0 is the last time a transition occurred before time 0, and T 1 the next transition time starting from time 0. Note that P 0 (T 0 = 0) = 1, i.e., under the Palm probability, T 0 is 0.
The "intensity" λ of the selected transitions is defined as the expected number of transitions per time unit. We assume that there cannot be two transitions at the same point int time. In discrete time, λ it then simply equal to the probability that there is a selected transition at an arbitrary point in time. It can also be written as
In continuous time, the intensity λ is defined as the unique number such that the number N (t, t+τ ) of selected transitions during any interval (t, t + τ ] satisfies [1] :
Our first Palm calculus formula is:
Theorem 3.1 (Intensity Formula)
The average number of selected transitions per time unit λ satisfies
Note that the right-handside E 0 (T 1 − T 0 ) is simply the mean interval between selected transitions. The proof is given after the next theorem.
The Inversion Formula Also known under the name of Ryll-Nardzewski and Slivnyak's formula, it relates the time stationary and Palm probabilities.
Theorem 3.2 (Inversion Formula)
• In discrete time:
• In continuous time:
Proof. We give the proof in discrete time only. Note that the intensity formula derives from the inversion formula by letting X t = 1, thus we give only the proof for the inversion formula.
We show first that E(X 0 ) = λE 0 T1 s=1 X s . Condition the main term in the right hand-side with respect to T 1 = t 1 :
Multiply by λ and obtain, for the right-handside:
Re-arrange the summation by summing first with respect to t 1 and obtain
By joint stationarity of X t and N :
This shows the first formula. The proof for the second formula,
The proof of both intensity and inversion formulae are thus simple in discrete time, where they are simple exercises on conditional probabilities. In contrast, they are more complicated in continuous time [1] and are not given here.
Example: The Bus Inspector and Feller's Paradox Before returning to the random waypoint, we illustrate the use of the intensity and inversion formulas on a simple example. Assume at a bus stop there pass in average λ buses per hour. An inspector measures the time between all bus arrivals. She estimates
Joe arrives at time t and measures X t = ( time until next bus − time since last bus). Joe estimates E(X 0 ) = E(T 1 − T 0 ). By the inversion formula, Joe's estimate is
where var 0 (T 1 − T 0 ) is the variance, under the Palm probability, of the time between buses.
Thus, Joe's estimate is always larger than the inspector's by a term equal to λvar 0 (T 1 − T 0 ), although both sample the same system (but not with the same viewpoint). This systematic bias is known as "Feller's paradox". Intuitively, it occurs because a stationary observer (Joe) is more likely to fall in a large interval.
We did not make any assumption other than stationarity about the process of bus arrivals in this example. Thus these results and Feller's paradox are true for any selected transitions of any stationary system. In particular, note that they are true whether the intervals T n+1 − T n are independent or not.
Other Palm Calculus Formulas
There are many other Palm calculus formulas [1, 6] . Another popular one is "Little's formula" λR = N where R is the Palm expectation of the residence time for customers through an arbitrary stationary system, λ is the intensity of the arrivals, and N is the stationary expectation of the number of customers in the system.
Time Stationary Behaviour and Perfect Simulation
Intensity
We apply Palm calculus to the random waypoint model. Assume for now that the model has a stationary regime and consider as selected transitions instants T n the times at which waypoints are reached.
Theorem 4.1 The average number of waypoints per time unit λ is given by
where∆ is the average distance between two points in A.
Proof. By the intensity formula (Equation (3))
. By construction, D 1 and V 0 are chosen independently at waypoints. Thus they are independent under the Palm probability.
The
This means drawing a large number of points at random in a rectangle that contains A; an estimate of∆ is the average distance between point couples that both fall in A. However, as we show later, we do not need to know∆ in practice.
Different Speed Distributions
The Palm distribution of the speed is given by the density f Proof. The distribution of the instantaneous (numeric) speed V (t) is obtained if we know E(φ(V (t)) for any bounded function φ. We have
where K 1 is some constant.
Obtaining a Uniform Time Stationary Distribution of Speeds
This can easily be obtained from Equation (6) . The distribution of the speed selected at a waypoint should be
i.e. with a density proportional to v. Such a speed is easy to simulate, by the classical method of inversion. 
Different Mobile Positions
The Palm distribution of the mobile position M (t) is uniform in the area A, but the time stationary distribution is not (Figure 3 ). There does not appear to be any closed form the density f 
However, as we show now, the time stationary distribution of mobile position can still be obtained and simulated easily in closed form, as the marginal of a higher dimension distribution. Call Prev(t) the previous waypoint before or at time t and Next(t) the next waypoint after time t ( Figure 6 ). By the same token as Feller's paradox, the time stationary distribution of Prev(t) and Next(t) is not uniform in A, even though the Palm distribution is. Indeed, at an arbitrary point in time, it is more likely to find M (t) in a large segment than a small one, and it is more likely that the previous and next waypoints are close to the edge than the center. See inversion formula gives the distribution of the triple (Prev(t), M (t), Next(t)) [10] :
Theorem 4.3 [10] The time stationary distribution of ((Prev(t), M (t), Next(t)) has a simple closed form 1. ((Prev(t), Next(t)) has a joint density over
where K 2 is some constant.
The distribution of M (t) given Prev(t) = p, Next(t) = n is uniform on the segment [p, n]
Proof. For any bounded, non negative function φ:
By a simple change of variable in the integral, we obtain
Now given that there is an arrival at time 0, T 1 =
M1−M0 V0
and the speed V 0 is independent of the waypoints M 0 and M 1 thus
which shows the statement.
Note that the result is valid for any convex and bounded area A. As we show later, there is no need to know the value of K 2 to use the theorem in a simulation. 
Proof. A generic method to simulate a random vector X with bounded density f X over a bounded area A (not necessarily convex) is as follows [11] . Find an upper bound H on the density f X . Generate x uniform in the area A and v uniform in the set of real numbers [0, H]. Accept x if v ≤ f X (x) else start again. The rest is a straightforward application of this method to Theorem 4.3.
The idea of the theorem is simple: draw M 0 , M 1 random in A and measure their distance M 1 − M 0 . Keep them with probability M 1 − M 0 /∆. This requires a variable number of iterations, but in average, this number is equal to ∆/∆(A), and thus is very small (= 2.71 for a square area, = 2.21 for a disk). There is no need to know the constant K 2 of the exact distribution of the node position, nor is there a need to have an exact value for the diameter of A (an upper bound is enough).
Perfect Simulation
"Perfect simulation" means a simulation without transients. It is possible if we know the time stationary distribution of the simulation state. For the random waypoint, the state of the simulation can be taken as S t = (M (t), V (t), Next(t)). Note that knowing the time stationary distribution of the mobile position is not sufficient for perfect simulation, contrary to what is used in the literature. We already know the distribution of M (t), Next(t)), and the following theorem provides the remaining part. Again, it is a direct consequence of the inversion formula.
Theorem 4.5 The numerical speed V (t) and (M (t), Next(t)) are independent under the time stationary distribution.
Proof. Consider two bounded, arbitrary functions φ and ψ. By the inversion formula:
Thus we have factored the joint expectation in two terms, which, by Lemma 8.1, shown in appendix, proves independence.
We are now able to formulate a perfect simulation method. The proof follows immediately from the results in this section.
Theorem 4.6 (Perfect Simulation)
Consider a random waypoint simulation, initialized at time 0 as follows.
Sample (p, m, n) from time stationary distribution of (Prev(t), M (t), Next(t)) (using Theorem 4.4) 2. Sample v from the time stationary distribution of V (t) (using Theorem 4.2) 3. Start the simulation with initial position
The simulation is in stationary regime at any time t ≥ 0.
Note that the first waypoint of the simulation is obtained by the initialization procedure, not by drawing a point uniformly in A. In contrast, after the first waypoint is reached, the next waypoint is chosen uniformly in A, as in Section 2.1. Figure 8 illustrates that there is no speed decay with a perfect simulation.
Stability of Random Waypoint
In Equation (5), we found that we need that E 0 (
) be finite for a stationary regime to exist. We now discuss when the random waypoint model indeed has a stationary regime. We first consider both the theoretical model and what really happens in a simulator.
Theoretical Model
The theoretical model has a continuous set of values for speed and positions. As a result, is is well possible that E 0 (
This occurs for example with the uniform speed model when v min = 0. We have the following result [9] . Although very intuitive, its proof is complex and is not given here (see [9] or [6] ); it relies on the so-called "inverse construction" in [1] . It follows immediately that, with uniform speed, the model has a stationary regime if and only if v min > 0. Note that if we choose the Palm distribution of speed f 0 V such that the stationary distribution of speed is uniform (Equation (7)), then the model always has a stationary regime, even for v min = 0.
Theorem 5.1 The random waypoint has a stationary regime if and only if
When the model does not have a stationary regime, it can be shown that the empirical time speed average (distance run divided by time) converges to 0. This is the behaviour of Figure 4 (b) . Thus the decay in this case can be interpreted as lack of convergence to a stationary regime.
Practical Model
If we want to understand what really happens in a computer simulation of the random waypoint, we nedd to consider that the state space of the simulation is finite (because there are only a finite number or memory states). In such a case, instability of the simulation cannot occur. The simulator always converges to some stationary regime.
To understand more in detail what this stationary regime is, we focus on the uniform speed model with v min = 0 (i.e. the case where the theoretical model is unstable but the practical one is). At every waypoint, the simulator picks a random speed uniform in [0, v max ]. In reality, this means that a number is picked uniformly in the finite set
where is the granularity of the random number generator [8] . For this model, we find
and thus for
Thus, in reality, the practical model has a stationary regime, but the intensity that decays very slowly with the accuracy of the simulator.
More General Random Waypoint Models
In this section we describe variants of the random waypoint model in Section 2.1. The results and methods in the previous sections extend directly to these variants, therefore we mention most results without the details of the proofs.
Random Waypoint With Pauses
Consider the same model as in Section 2.1, with the following modification.
• When a mobile reaches a waypoint, it draws a random duration from the density f To analyze this model, we consider as selected transition times the times at which either a waypoint is reached or a pause time is finished. We call Φ(t) the phase of the mobile at time t, with Φ(t) = pa or Φ(t) = mo. Also define Φ n as the phase chosen at the nth transition, i.e. Φ(t) = Φ n for T n ≤ t < T n+1 . Φ n is a Markov chain with two states and in steady state has equal probability of being in either state:
The notation is otherwise the same as for the random waypoint without pause. In particular, M 0 is the position at time T 0 , M 1 at time T 1 , and
is now the event stationary probability at an arbitrary transition. We also introduce the event stationary probability at the beginning of a pause [resp. move] interval. These are simple conditional expectations: for any observable process X t that is jointly stationary with the simulation:
and similarly for E 0 mo . Thus for example the mean duration between transitions, observed in a pause interval is E 0 pa (T 1 ).
Intensities The intensity formula gives Theorem 6.1
Thus λ mo is equal to the intensity of waypoints in the model without pause and λ pa is the average number of pauses per time unit in a hypothetical model that would not move but would pause.
In contrast, the average number of pauses per time unit in this model is 0.5λ and the average number of moves per time unit is also 0.5λ.
Time Stationary Distributions
Theorem 6.2
• The time stationarity probability to be in a pa or mo phase is P(I(t) = pa)) = 0. Proof. Apply the inversion formula to the indicator function 1 {I(t)=pa} (first item) or, for example, V (t)1 {I(t)=mo} (second item).
The theorem completely describes the time stationary behaviour of the random waypoint with pauses. The phase of the model is distributed proportional to the average duration spent in a phase. The theorem involves the average distance∆, which, as mentioned earlier, is known exactly only for simple areas A. However, as we show next, it is possible to avoid knowing∆ to simulate the time stationary distribution.
Perfect Simulation Define α by
Thus α is a distance proportional to the time stationary speed and the average pause time. The time stationary probability q to be in a move phase is equal to
. After some algebra, we can write also:
A straightforward method for perfect simulation follows from Theorem 6.2, assuming we know∆. This occurs on simple areas for which there is a closed form, or on arbitrary area, if a preliminary Monte Carlo simulation was run to compute ∆ (Section 4). There is an alternative method, as we show now, which does not require to know∆. Let ∆ be any upper bound on the diameter of A. Define
Theorem 6.4 (Perfect Simulation of Random Waypoint with Pauses,∆ unknown.)
The following method provides a perfect simulation of the random waypoint with pauses.
do forever
Draw φ = pa with probability q 0 if success, decide that Φ = pa; leave else Proof. Let Φ k be the phase drawn at the k iteration of the loop and T be the number of iterations when we exit the loop (if ever). We have
Note that 0 < q 1 ≤ 1 thus the loop terminates with probability 1. Φ T is the phase when we exit the loop and
Thus the algorithm draws the phase according to the time stationary distribution. The rest follows easily.
Complexity. We count the complexity of these two simulation methods in numbers of calls to the random number generator. Let a be the number of such calls required to simulate one sample (M 0 , M 1 ) uniformly uniformly in the area A plus one (a = 5 for a rectangle or a disk, more for arbitrary areas). We have
the difference is negligible when α is small or when a or ∆ is large. Thus Theorem 6.4 is preferable when the domain A is difficult to simulate exactly.
Conditions for Stationarity The condition is
E 0 mo (1/V 0 ) < ∞ and E 0 pa (T 1 ) < ∞, i.e ∞ 0 1 v f 0 V (v) dv < ∞ and ∞ 0 f 0 pa (t) dt < ∞(17)
Random Waypoint on General Connected Area
The previous results can be extended without much modification to an arbitrary connected and bounded (not necessarily convex) area A is an arbitrary connected and bounded area in R 2 or R 3 . For two points m, n in A, we call d(m, n) the distance from m to n in A, i.e. the minimum length of a path entirely inside A that connects m and n. The random waypoint with pause is defined as usual: at the end of a trip, say at point M n , a new point M n+1 is chosen at random uniformly in A. The next trip is the shortest path in A from M n to M n+1 . We assume to simplify that, expect for a set of points with zero mass, there is only one shortest path on A from one point to another.
Here are some examples:
1. (Non convex planar area): Figure 9 2. (Sphere) Here the shortest path between two points is the shortest of the arcs on the great circle that contains the two points. If the two points are are on the same great circle diameter, the two arcs have same length but this occurs with probability 0.
The results in the previous sections hold with only the following adaptations.
• Replace p − n by d(p, n)
• Theorem 4.3: replace "segment [p, n]" by "shortest path from p to n"
is on the shortest path from
The final results for the two examples above are: Figure 9 : Random Waypoint on a non convex area. (a) A trip is the shortest path inside the area from a waypoint M n to the next. Waypoints M n are drawn uniformly in the area. On the figure, the shortest path M n , M n+1 has two segments, with a breakpoint at K; the shortest paths M n−1 , M n and M n−2 , M n−1 have one segment each. M (t) is the current position. (b) Sample of 1000 independent points from the stationary distribution of M (t): the distribution is not uniform, with a higher density towards the center and the corner points I, J, K, L.
under any rotation of the sphere around an axis that contains the center of the sphere, and any distribution that has such an invariance property must be uniform.
Random Walk (or Random Vector)
This is a variant of the random waypoint defined as follows.
• At the end of a trip, instead of choosing a next waypoint, the mobile chooses a speed vector V n and a trip duration T n+1 − T n independently of the past and of each other. Choosing a speed vector V n is the same as choosing a direction of movement and a numerical speed. Initially, the mobile location is chosen uniformly in A. This model is called "Random Walk" in [2] . It is sometimes viewed as a random waypoint on a torus [7] . It is used primarily because of its simplicity: unlike for the random waypoint, the distribution of location and speed at a random instant are the same as at a transition instant, as we show next. This comes from the fact that, if the location M n is uniform in A, then so is M n+1 (as shown in the proof of the following theorem).
The exact definition of the model is M (t) = w(M n + (t − T n ) V n ) for T n ≤ t < T n+1 where w() is the wrapping function:
The full state of a mobile at an arbitrary time t is (M (t), V (t), R(t)) where V (t) is the current speed vector and R(t) the remaining duration of the current trip. Note that for T n ≤ t < T n+1 :
V (t) = V n , R(t) = T n+1 − t where the latter is by independence of T 1 and V 0 under the Palm probability. By Lemma 8.1, this shows that M (t), V (t) and R(t) are independent. It also shows that M (t) is uniformly distributed and V (t) has the same distribution as under the Palm probability. Further, the distribution of R(t) is defined by E(ξ(R(t))) which is equal to Perfect simulation of the random walk is thus simple. Pick a point and speed vector as if at a transition point, and pick a remaining trip duration according to the density f R (r). Note that the formula for f R (r) is the general formula for the density of the time until next transition, in any stationary system.
Conclusion
We have shown that the random waypoint model can easily be understood with a little of Palm calculus, the essentials of which we explained very briefly. Palm calculus is intuitive and easy to manipulate if we reason in discrete time. The proof of the intensity and inversion formulas, heavily used with the random waypoint, are simple and can be taught in a first course on probability [6] .
The decay of the random waypoint model is, in all practical cases, simply the convergence to stationary regime, a common feature of any non terminating computer simulation. In some exceptional case (uniform speed model with v min = 0) the random waypoint is theoretically unstable (has no stationary regime), but this cannot be observed in practice.
The stationary distribution of all aspects of the random waypoint model is easily obtained, thanks to the Palm inversion formula, even if no closed form exists for the density of the stationary position of a mobile. We have also shown that it is very simple to implement a perfect simulation, i.e., a simulation that has no transient, and thus no decay.
