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HARMONIC MEASURE IN THE PRESENCE OF A SPECTRAL
GAP
ITAI BENJAMINI1 AND ARIEL YADIN2
Abstract. We study harmonic measure in finite graphs with an emphasis on
expanders, that is, positive spectral gap. It is shown that if the spectral gap is
positive then for all sets that are not too large the harmonic measure from a
uniform starting point is not more than a constant factor of the uniform measure
on the set. For large sets there is a tight logarithmic correction factor. We also
show that positive spectral gap does not allow for a fixed proportion of the
harmonic measure of sets to be supported on small subsets, in contrast to the
situation in Euclidean space. The results are quantitative as a function of the
spectral gap, and apply also when the spectral gap decays to 0 as the size of
the graph grows to infinity. As an application we consider a model of diffusion
limited aggregation, or DLA, on finite graphs, obtaining upper bounds on the
growth rate of the aggregate.
1. Introduction
Given a set of vertices S in a graph, start a random walk from some initial
distribution, until it hits S. The probability that the random walk first hits S at
a vertex y, is a probability measure on S. This probability measure is called the
harmonic measure.
Harmonic measure for Brownian motion in Euclidean space was thoroughly
studied with spectacular achievements and some fundamental still open problems
(see e.g. [6, 8]). Beyond conformal invariance in two dimensions, the doubling
1Weizmann Institute of Science. email: itai.benjamini@weizmann.ac.il .
2Ben-Gurion University of the Negev. email: yadina@bgu.ac.il.
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property or scale invariance was key to the analysis of harmonic measure of subsets
of the Euclidean space.
In this note we would like to focus on harmonic measure in the context of finite
graphs with small diameter. When the graph is rapidly mixing it is natural to
expect that the harmonic measure will be more uniformly spread out. Indeed
basic results in this direction are established here.
We consider harmonic measure in the setting of graphs with uniformly bounded
spectral gap, also known as expander graphs. The first main result shows that
for subsets that are not too large, when starting from the stationary measure,
the harmonic measure of a point is at most a constant multiple of the uniform
measure. When the sets in question have large volume, there is a multiplicative
logarithmic correction term. See Theorem 7. This bound is tight as Example 8
shows. This result may be viewed as a Buerling-type estimate: it bounds from
above the harmonic measure at any point, showing that no specific vertex in S
can carry too much mass of the harmonic measure.
All our results are quantitative, so that they carry over to the case where the
graphs are not expanders, taking into consideration the asymptotics of the spectral
gap as the graph size tends to infinity.
1.1. Support of harmonic measure. For expander graphs, Theorem 10 shows
that for any set in an expander, any fixed proportion of the harmonic measure
of the set S cannot be supported on small subsets. It is also shown that this
characterizes expander graphs, for a precise statement see Proposition 13.
The other extreme is the context of polynomial growth, where we believe the
following to hold. Let (Gn)n be a sequence of finite, connected, vertex transitive
graphs with size growing to infinity, and uniformly bounded degree, such that
|Gn| = o(diam(Gn)
d) for some d > 0. Then for any set Sn ⊂ Gn and fixed starting
vertex xn ∈ Gn, the harmonic measure of Sn from xn is supported on a set of size
o(|Gn|).
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A strategy to prove this is along the lines of adapting the Euclidean case proof
[4] using a structure theorem for such graphs [5]. We plan to pursue this line of
thought together with Romain Tessera.
More involved behavior arises for groups which are neither polynomial nor ex-
panders. One example is when the group G is the lamplighter over Z/nZ (that is,
the group G = {0, 1} ≀ Z/nZ, see e.g. [17]). In this case there is a set S of size
proportional to |G| for which harmonic measure is mostly supported on a subset
of S of size proportional to |S|, obtained by adapting the example in [4]; namely,
let S be the set in which more than n/2 of the lamps are on and the lamp at 0 is
also on. This suggests a somewhat hybrid picture for harmonic measure on Cayley
graphs of super polynomial growth, which are not expanders.
Let us conclude with
Conjecture 1. Assume G is an infinite graph which admits the doubling property;
that is, there exists a universal constant C > 0 such that for all r > 0 and all x,
|B(x, 2r)| ≤ C|B(x, r)|, where B(x, r) is the ball of radius r around x in the graph
metric. Then, as r → ∞, for any subset S ⊂ B(x, r) and any z 6∈ B(x, r),
1− o(1) of the harmonic measure of S from z is supported on a subset of S of size
o(|B(x, r)|).
1.2. DLA. The study of harmonic measure is key to the still lacking understanding
of the DLA growth process. It will be of interest to understand harmonic mea-
sure and Beurling-type estimates on nilpotent Cayley graphs (see [10, 11]; also,
Theorem 7 below is a Beurling-type estimate). In the last section we formulate a
Kesten-type result regarding the DLA aggregate in the presence of positive spectral
gap, see Theorem 17.
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2. Preliminaries and notation
2.1. Notation. We consider a reversible Markov chain on finite state space G,
with transition matrix P and reversing probability measure pi. We use (Xt)t to
denote the Markov process; i.e.
P[Xt+1 = y | Xt = x] = P (x, y).
TS, T
+
S to denote the hitting and return times to a set S; that is
TS = inf {t ≥ 0 : Xt ∈ S} and T
+
S = inf {t ≥ 1 : Xt ∈ S} .
For a path γ, we use γ[s, t] to denote the path (γs, . . . , γt). Pµ,Eµ denote prob-
ability measure and expectation conditioned on X0 having distribution µ. When
no starting measure is specified, we refer to starting from the stationary measure
pi. We use pimin = minx pi(x) and pimax = maxx pi(x). We denote the spectral gap
of P by 1− λ; that is if 1 = λ1 > λ2 ≥ · · · ≥ λn ≥ −1 then λ = maxj>1 |λj|.
Note that the harmonic measure of any set does not change if we pass from P
to the lazy chain 1
2
(I + P ). The lazy chain has non-negative eigenvalues, and the
spectral gap only changes by a factor of 2. So without loss of generality we will
always assume that λn > −1. That is, throughout this paper we always work with
irreducible and aperiodic chains P .
By simple random walk on a graph G we refer to the Markov chain whose
transition matrix P is given by P (x, y) = 1
deg(x)
1{x∼y}. When G is a regular finite
graph, for the simple random walk pi is the uniform measure.
a ∨ b denotes max {a, b} and a ∧ b denotes min {a, b}.
2.2. Basic facts about hitting times. This section is a review of known facts,
and we include proofs for completeness.
• Lemma 2. Let S ⊂ G. Then,
Ppi[T
+
S > t] ≤ (1− (1− λ)pi(S))
t/2 .
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Proof. Variants of this lemma are known, and we include the proof for complete-
ness. We follow a method from [2].
We consider the space of functions f : G → R with inner product 〈f, g〉 :=∑
x f(x)g(x)pi(x). Let P be the transition matrix of the random walk on G. It is
well known that because the random walk is reversible with respect to pi, P is a
self-adjoint operator, and thus we may find an orthonormal basis 1 = f1, f2, . . . , fn
(|G| = n) of eigenvectors of P , with Pfj = λjfj and 1 = λ1 > λ2 ≥ · · · ≥ λn > −1.
Recall that 1− λ = 1−maxj>1 |λj|.
Now, for a set S ⊂ G let Q = QS be the matrix Q(x, y) = P (x, y)1{y 6∈S}. It is
immediate that
pi(x)Px[T
+
S > t] = pi(x)
∑
y
Qt(x, y) = 〈Qt1, δx〉.
Let us bound 〈Qf,Qf〉: Define f˜(x) = f(x)1{x 6∈S}. Then Qf = Qf˜ = P f˜ .
Also, 〈f˜ , f˜〉 ≤ 〈f, f〉. Thus, for all f 6= 0, using the orthonormal decomposition
f˜ =
∑n
j=1〈f˜ , fj〉fj, we obtain: 〈f˜ , f˜〉 =
∑n
j=1〈f˜ , fj〉
2, and by Cauchy-Schwarz,
〈f˜ , 1〉2 =
(∑
x 6∈S
pi(x)f(x)
)2
≤ (1− pi(S)) ·
∑
x 6∈S
pi(x)f(x)2 ≤ (1− pi(S)) · 〈f˜ , f˜〉.
Moreover,
〈Qf,Qf〉 = 〈P f˜, P f˜〉 =
n∑
j=1
λ2j〈f˜ , fj〉
2 ≤ 〈f˜ , 1〉2 + λ2
n∑
j=2
〈f˜ , fj〉
2
= 〈f˜ , 1〉2(1− λ2) + λ2〈f˜ , f˜〉
≤
(
1− pi(S)(1− λ2)
)
· 〈f˜ , f˜〉.
Since 〈f˜ , f˜〉 ≤ 〈f, f〉 we get that for any f with 〈f, f〉 = 1, 〈Qf,Qf〉 ≤ 1 −
pi(S)(1− λ2). Another application of Cauchy-Schwarz gives,
Ppi[T
+
S > t] = 〈Q
t1, 1〉 ≤
√
〈Qt1, Qt1〉 ≤ (1− pi(S)(1− λ))t/2 .
⊓⊔
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We use the notation tmix := ⌈
log(2/pimin)
1−λ
⌉, which is convenient because of the next
classical proposition.
• Proposition 3. For any t ≥ log(2/pimin)
1−λ
we have for all x, y ∈ G,
1
2
pi(y) ≤ Px[Xt = y] ≤
3
2
pi(y).
Proof. It is classical, see e.g. [14, Chapter 12], that
|Px[Xt = y]− pi(y)| ≤
√
pi(y)
pi(x)
· λt ≤ pi(y) ·
1
pimin
e−(1−λ)t.
⊓⊔
For a Markov chain P we denote u = u(P ) := minx 6=y Px[Ty < T
+
x ]. If (Pn)n is
a sequence of chains on Gn such that |Gn| → ∞ and u(Pn) is bounded away from
0, then we say that the chains (Pn)n are uniformly transient. Lemma 4 shows
that if the spectral gap and pimin
pimax
are bounded away from 0, then we have uniform
transience. But uniform transience is a more general property: indeed, simple
random walk on (Z/nZ)d for d ≥ 3 are uniformly transient, a fact arising from
the fact that Zd is transient for d ≥ 3.
• Lemma 4. There exists a universal constant c > 0 such that for every x 6= y ∈
G,
Px[Ty < T
+
x ] ≥
c(1− λ)pimin
pimax
.
That is, u ≥ c(1−λ)pimin
pimax
.
Proof. The identity
Px[Ty < T
+
x ] =
1
pi(x)(Ex[T+y ] + Ey[T
+
x ])
is well known, quite simple to prove, and appears e.g. in [1, Chapter 2].
Proposition 3 and the Markov property at time tmix give us that
Ex[T
+
y ] ≤ Px[T
+
y ≤ tmix] · tmix + Px[T
+
y > tmix] ·
3
2
· Epi[Ty].
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Starting from the stationary distribution, Lemma 2 tells us that T+y is dominated
by a geometric random variable of mean 2
(1−λ)pi(y)
. Thus, Ex[T
+
y ] ≤ tmix ∨
3
(1−λ)pi(y)
and similarly for Ey[T
+
x ]. Altogether,
Px[Ty < T
+
x ] ≥
c(1− λ)pimin
pimax
.
⊓⊔
3. Harmonic measure from a uniform starting point
Let S ⊂ G be some set. Let
hy,S(x) := Py[XTS = x] and hS(x) =
∑
y
pi(y)hy,S(x)
be the harmonic measure on S from y, and from the stationary distribution,
respectively. A simple, but crucial, observation is the following.
• Proposition 5. For any x ∈ S, y ∈ G,
pi(y)hy,S(x) =
pi(x)Px[Ty < T
+
S ]
Py[TS < T+y ]
.(1)
Proof. This is a well known application of path-reversal. Since the Markov chain
is reversible with reversing measure pi, we have that pi(z)P (z, w) = pi(w)P (w, z)
for all w, z ∈ G, which leads to
pi(x0)P[X0 = x0, . . . , Xn = xn] = pi(xn)P[X0 = xn, . . . , Xn = x0],
for any path x0, . . . , xn.
Fix x ∈ S ⊂ G and y ∈ G \ S.
Let Γy,x,S be all paths γ = (γ(0), . . . , γ(n)) in G such that γ(0) = y, γ(n) = x
and {γ(1), . . . , γ(n− 1)} ∩ S = ∅; these are paths that go from y to x never
returning to y and hitting S for the first time at x. For a path γ let P[γ] =
P[X0 = γ(0), . . . , X|γ| = γ(|γ|)].
8 ITAI BENJAMINI AND ARIEL YADIN
Summing P[γ] over all paths γ in Γy,x,S one obtains Py[XTS = x, TS < T
+
y ].
Summing P[γˆ] over the reversals γˆ of all paths γ in Γy,x,S we get Px[Ty < T
+
S ].
Thus, multiplying by pi(y) or pi(x) we obtain
pi(y)Py[XTS = x, TS < T
+
y ] = pi(x)Px[Ty < T
+
S ].
Let Ak be the event that the Markov chain visits y exactly k times up to hitting
S (for any integer k ≥ 0). Then by the strong Markov property,
hy,S(x) = Py[XTS = x] =
∞∑
k=1
Py[XTS = x,Ak]
= Py[XTS = x, TS < T
+
y ] +
∞∑
k=2
Py[T
+
y < TS] · Py[XTS = x,Ak−1]
= Py[XTS = x, TS < T
+
y ] + Py[T
+
y < TS] · hy,S(x).
So
hy,S(x) =
Py[XTS = x, TS < T
+
y ]
Py[TS < T+y ]
.
This proves the proposition for the case that y 6∈ S.
Now, if y ∈ S, then hy,S(x) = 1{x=y}. Also, if y 6= x, then under Px we have
that Ty = T
+
y ≥ T
+
S and if y = x then under Px we have Ty = 0 < T
+
S . So
Px[Ty < T
+
S ] = 1{y=x} and Py[Ty < T
+
S ] = 1 for y ∈ S ⊓⊔
• Proposition 6. For any x ∈ S ⊂ G,
hS(x) ≤ u(P )
−1pi(x)Ex[T
+
S ].
Proof. We begin with the fact that
∑
y
Px[Ty < T
+
S ] =
∑
y
Px[y ∈ X [0, T
+
S − 1]] = Ex[|X [0, T
+
S − 1]|] ≤ Ex[T
+
S ],(2)
since |X [0, T+S − 1]| ≤ T
+
S . The proof is completed using (1). ⊓⊔
HARMONIC MEASURE IN THE PRESENCE OF A SPECTRAL GAP 9
• Theorem 7. There exist constants C,C ′ > 0 such that for any x ∈ S ⊂ G,
hS(x) ≤
C
u(P )(1− λ)
· pi(x) ·
(
log(2e/pimin) ∨ pi(S)
−1
)
≤
C ′pimax
(1− λ)2pimin
· pi(x) ·
(
log(2e/pimin) ∨ pi(S)
−1
)
.
Specifically, if we consider simple random walk on a regular graph,
hS(x) ≤
C
u(P )(1− λ)
·
(
1
|S|
∨
logN
N
)
≤
C ′
(1− λ)2
·
(
1
|S|
∨
logN
N
)
.
Proof. By Proposition 3 with the Markov property at time tmix,
Ex[T
+
S ] ≤ tmix · Px[T
+
S ≤ tmix] + Px[T
+
S > tmix] ·
3
2
· Epi[T
+
S ].
Lemma 2 implies that starting from the stationary distribution T+S is dominated
by a geometric random variable of mean 2
pi(S)(1−λ)
. So,
Ex[T
+
S ] ≤ tmix ∨
3
pi(S)(1− λ)
≤
3
1− λ
·
(
log(2e/pimin) ∨
1
pi(S)
)
.
Thus, the upper bound in Proposition 6 completes the proof of the first inequality.
The second inequality comes from plugging in the lower bound on u = u(P ) in
Lemma 4. ⊓⊔
Theorem 7 and Proposition 6 are tight up to constants as the following example
shows.
Example 8. Let G be the graph obtained by taking a depth k binary tree and
connecting the 2k leaves with extra edges coming from a 3-regular graph on 2k
vertices with spectral gap 1 − λ. The Markov chain we consider is the simple
random walk on G.
It is simple to verify that the spectral gap of this walk is just a function of 1−λ
above, and specifically is bounded away from 0 independently of k (one way is to
verify that the linear isoperimetric inequality holds, and use Cheeger’s inequality).
The maximal degree is 4 and minimal degree is 2, so pimax = 2pimin. Now consider
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the set S consisting of all the leaves of the original tree and the root of the tree.
Let x be the root of the tree. A random walk starting at x will hit the leaves of
the tree before returning to x with probability at least the escape probability in
the infinite-depth binary tree. Since the distance from x to the leaves is k, we
have that Px[|X [0, T
+
S − 1]| ≥ k] ≥ α > 0 for some α independent of k. Thus,
Ex[|X [0, T
+
S − 1]|] ≥ αk. Using the equalities in (2) to sum (1) we have that
hS(x) ≥ pi(x)Ex[|X [0, T
+
S − 1]|] ≥
ck
|S|
,
for some constant c > 0 independent of k. This lower bound matches the upper
bound in Theorem 7 up to constants (as mentioned above, 1
1−λ
= O(1)).
(One may wish to restrict to connected subsets of G, but this is similarly ana-
lyzed, since we could have chosen S to be the leaves together with a simple path
from x to the leaves, and the analysis would still be the same - it only depended
on the fact that with probability bounded away from 0 a random walk starting at
x will reach the leaves before returning to S.)
Thus, the log |G| (or, rather, log(2e/pimin)) term in Theorem 7 cannot be re-
moved in the general case. △▽△
• Remark 9. Another question that arises when considering Theorem 7, is whether
a similar result could hold for the harmonic measure starting from a fixed typical
point, not just from the stationary distribution. However, this does not hold. To
see this, consider simple random walk on a transitive d-regular graph G.
Let 0 < r < diam(G). Suppose that S is a set such that G is contained in the
r-neighborhood of S; i.e. G = {y : dist(y, S) ≤ r}. Then, for any y ∈ G there
exists x ∈ S such that dist(y, S) = dist(y, x) ≤ r. Thus, hy,S(x) ≥ d
−r.
Now, if d−r > 1
ε|S|
for some small ε > 0, we have that for every y ∈ G there
exists x ∈ S with harmonic measure significantly larger than |S|−1.
Let b be the size of the ball of radius r/2 in G. We may choose a collection
of disjoint balls of radius r/2, B1, . . . Bk so that for B =
⋃k
j=1Bj we have G =
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{y : dist(y, B) ≤ r/2}. Since these balls are disjoint we have that k ≤ |G|
b
. Also,
if y ∈ G then there exists 1 ≤ j ≤ k such that dist(y, Bj) ≤ r/2. Thus, if
S = {x1, . . . , xk} where xj is the centre of the ball Bj , then |S| ≤
|G|
b
and G =
{y : dist(y, S) ≤ r}.
Thus, if |G| > 1
ε
d3r/2 then we may choose |S| ≤ |G|
b
but also such that for every
y ∈ G there exists x ∈ S with hy,S(x) >
1
ε|S|
.
So for any ε > 0, there are many graphs |G| such that we may find S ⊂ G so
that for any y ∈ G there exists x ∈ S with hy,S(x) >
1
ε|S|
.
That is, the use of the stationary measure as the starting measure in Theorem
7 is crucial.
4. No small support for expanders
4.1. Support of harmonic measure. A theorem of Makarov [15] states that
the harmonic measure of a simply connected domain in the plane is supported
on small subsets (in fact sets of dimension 1, see [9]). Lawler has shown the
analogous result for random walk in discrete space [12]. Theorem 7 above tells us
that large sets S may have points that attract a lot of harmonic measure, perhaps
up to a logarithmic factor more. One may a-priori think that perhaps there are
enough such points so that the harmonic measure will be supported on a very small
subset of S, similarly to the case of Makarov’s Theorem in the plane. However,
the following theorem shows that the harmonic measure cannot be supported on
small subsets of S.
• Theorem 10. There exists a constant C > 0 such that for all small ε > 0 the
following holds. Suppose that A ⊂ S ⊂ G such that pi(A) ≤ εpi(S). Then,
hS(A) =
∑
x∈A
hS(x) ≤ C
ε log 1
ε
1− λ
.
Specifically, in the case of simple random walk on a regular graph G, if A ⊂ S ⊂ G
is such that |A| ≤ ε|S| then the above bound on hS(A) holds.
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Proof. Write B = S \ A. Let K > 0 be some constant and let M =
⌈
K
pi(B)
⌉
. The
event TA < TB implies that either TA < M or TB > M . The probability of the
former is bounded by
Ppi
[
TA < M
]
≤
M−1∑
t=0
Ppi[Xt ∈ A] =M · pi(A) ≤ K ·
pi(A)
pi(B)
+ pi(A).
By Lemma 2,
Ppi
[
TB > M
]
≤ exp
(
−1−λ
2
pi(B) ·M
)
≤ exp
(
−1−λ
2
K
)
.
If we take K = 2
1−λ
log
(
pi(B)
pi(A)
)
we obtain
Ppi[TA < TB] ≤
2
1− λ
·
pi(A)
pi(B)
· log
(
pi(B)
pi(A)
)
+ pi(A) +
pi(A)
pi(B)
.
Thus, if pi(A) ≤ εpi(S) then
Ppi[TA < TB] ≤ C ·
1
1−λ
· ε · log 1
ε
,
for some constant C > 0. ⊓⊔
• Remark 11. Note that Theorem 10 is tight in the following sense: If we choose
S and x ∈ S such that |S| = 2k and hS(x) ≥ c
k
|S|
as in Example 8, then with
A = {x} we have ε = 2−k, and we see that the log 1
ε
factor in Theorem 10 cannot
be removed without further assumptions.
Let G = (Z/nZ)d for d ≥ 3 be the d-dimensional torus. As remarked in the
introduction, the harmonic measure of a subset in G is supported on small sets.
However, since Theorem 10 is quantitative, we can bound the size of the support.
• Corollary 12. There exists a constant C > 0 so that the following holds for all
small ε > 0. Let n be large enough and let G = (Z/nZ)d for d ≥ 3. Then, for
any set S ⊂ G we have that if A ⊂ S satisfies |A| ≤ ε
n2 logn
|S| then the harmonic
measure of A is bounded by hS(A) ≤ Cε.
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Proof. It is well known that for G = (Z/nZ)d the spectral gap is bounded by
1− λ ≥ cn−2 for some constant c > 0 (depending only on the dimension d). Also,
for d ≥ 3 the d-dimensional tori (Z/nZ)d are uniformly transient (this follows from
the fact that Zd is transient for d ≥ 3). The corollary now follows by plugging
this into Theorem 10. ⊓⊔
4.2. A characterization of expanders. Theorem 10 shows that for a sequence
of expander graphs (Gn)n, for any set, it is not possible for small subsets to carry
1
2
of the harmonic measure. Anna Erschler asked if this characterizes expander
graphs. Indeed this is the content of this subsection.
Let us first define two quantities associated with a reversible Markov chain P
on finite states space G. For a subset S ⊂ G define
∂S := {x ∈ S : ∃ y 6∈ S , P (y, x) > 0} and S◦ = S \ ∂S.
∂S are the sites accessible from outside of S by one step of the Markov chain. If
pi is the reversing measure for P , define
Φ = Φ(G) := min
S⊂G
0<pi(S)≤
1
2
pi(∂S)
pi(S)
.
(This is the so called Cheeger constant.) It is immediate that Φ ∈ (0, 1] and it is
well known that C−1Φ2 ≤ 1 − λ ≤ CΦ for some universal constant C > 0, and
1− λ the spectral gap of G.
For a set S ⊂ G define
βS := min
hS(A)≥
1
2
pi(A)
pi(S)
and β = β(G) := min
pi(S)≤
1
2
βS.
Of course β ∈ (0, 1]. Note that with this definition the content of Theorem 10 is
that β log 1
β
≥ 1
2C
(1− λ).
Thus, for a sequence of expander graphs (Gn)n, the sequence β(Gn) is uniformly
bounded away from 0. The following theorem provides a complementary bound.
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Specifically it shows that (Gn)n is a sequence of expanders if and only if the
sequence (β(Gn))n is uniformly bounded away from 0.
• Proposition 13. We have β(G) ≤ Φ(G). Consequently, (Gn)n is a sequence of
graphs with infn β(Gn) > 0 if and only if (Gn)n is a sequence of expander graphs.
Proof. Let S ⊂ G be a set such that pi(S) ≤ 1
2
and pi(∂S) = Φ · pi(S) (a Folner
set). Note that for all y ∈ S◦ we have hy,S(x) = 1{x=y}, so hy,S(∂S) = 0, and for
all y 6∈ S◦ we have hy,S(∂S) = 1. Thus,
hS(∂S) = 1− pi(S
◦) = 1− pi(S) + pi(∂S) = 1− (1− Φ)pi(S).
So
hS(∂S) ≥
1 + Φ
2
> 1
2
.
Thus,
β ≤ βS ≤
pi(∂S)
pi(S)
= Φ.
Finally, since β log 1
β
≥ c(1 − λ) by Theorem 10, we get that for a sequence of
graphs (Gn)n, the spectral gap is uniformly bounded away from 0 if and only if
infn β(Gn) > 0. ⊓⊔
• Remark 14. It is worth noting that for non-expanders one may also find sets
such that 1
2
the harmonic measure is supported on subsets of the boundary that
are much smaller than the boundary itself (not just much smaller than the set).
For example, in a d-regular graph G, if S ⊂ G has |∂S| = Φ · |S| and |S| ≤ |G|
2
(a Folner set), we may augment S by removing k = ⌊ |S
◦|
d+1
⌋ isolated vertices from
S◦, so that the resulting set R has |∂R| ≥ k + |∂S| ≥ c|S|, where c > 0 depends
only on the degree d.
However, since the vertices removed are from the interior S◦, we still have that
for y 6∈ S◦ the harmonic measure of R is supported on ∂S ⊂ ∂R. So hR(∂S) ≥
|G|−|S◦|
|G|
> 1
2
. Also, |∂S| = Φ · |S| ≤ Φ · c−1|∂R|.
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Thus, if (Gn)n is a non-expander sequence, we may find Sn ⊂ Gn and An ⊂ ∂Sn
such that hSn(An) >
1
2
for all n and |An|
|∂Sn|
→ 0 as n→∞.
5. An application to DLA on expanders
Diffusion Limited Aggregation, or DLA, is a model introduced by Witten &
Sander [16] in which particles are aggregated using the harmonic measure from
infinity; that is, at each time step a particle is released from infinity in Zd, and
performs a random walk until hitting the existing aggregate. Once hitting the
aggregate it sticks to the first position it hits. This model has long resisted rigorous
analysis and is considered a very difficult. Perhaps the only notable result is a
bound of Kesten [10, 11] that shows that the growth rate of the DLA aggregate
is not too rapid. Kesten utilizes a discrete Beurling estimate: he shows that the
harmonic measure of any point in a connected subset in Zd of some diameter
cannot be too large. He then obtains a lower bound on the time it takes a DLA
aggregate to reach distance r using this estimate. (For more on harmonic measure
from infinity, Beurling estimates and DLA see also [13].) Being such a difficult
model to analyze, other variants of DLA have been considered. Examples in the
non-amenable (i.e. expanding) setting include [3, 7].
Let us define DLA properly in our setup: the finite graph case.
• Definition 15. Let G be a finite graph and fix s, e ∈ G as start and end vertices.
Diffusion Limited Aggregation, or DLA, on G is the process {s} = A0 ⊂ A1 ⊂
A2 ⊂ · · · ⊂ G defined as follows:
Start with A0 = {s}. At each time step t > 0 let at be a random vertex with
distribution given by h∂At−1 ; that is, at is the first point in ∂At−1 hit by a random
walk started from stationarity. Set At = At−1 ∪ {at}.
Stop the process at time τ = inf {t : e ∈ At}. We use the convention that
At = Aτ for all t > τ .
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We now proceed to prove a lower bound on the volume of the final aggregate in
DLA on a finite graph, which is an upper bound on the speed the aggregate grows.
We first consider the case of expander graphs, i.e. those with bounded spectral
gap.
First an auxiliary large deviations calculation:
• Lemma 16. Let B =
∑k
n=1 Zn for independent Bernoulli random variables
(Zn)n, each of mean EZn = pn. Then, for any C > 1 we have
P[B ≥ C EB] ≤ exp (−EB · C log(C/e)) .
Proof. We use the well known method by Bernstein. For α > 0 we may bound
the exponential moment of B as follows:
E eαB =
k∏
n=1
E eαZn =
k∏
n=1
((eα − 1)pn + 1) ≤ exp ((e
α − 1)EB) .
By Markov’s inequality,
P[B ≥ C EB] = P[eαB ≥ eαC EB] ≤ exp ((eα − 1)EB − αC EB) .
So we wish to minimize the term eα − 1− αC over positive α. Taking derivatives
this is minimized when eα = C (recall that C > 1), so
P[B ≥ C EB] ≤ exp (EB · (C − 1− C · logC)) .
⊓⊔
• Theorem 17. Let (Gn)n be a sequence of expander graphs (i.e. the spectral gap
1 − λ is uniformly bounded below) of maximal degree d. For every n let s, e be
vertices realizing the diameter of Gn, and consider DLA on Gn starting at s and
ending when first absorbing e. Then, with probability tending to 1 as n → ∞,
the final DLA aggregate will contain at least |Gn|
c particles, where c > 0 is some
constant (independent of n).
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Proof. We adapt an argument of Kesten, see [10, 11].
For a self-avoiding path v1, v2, . . . , vm in G we say that v1, . . . , vm are filled in
order if there exist 0 ≤ t1 < t2 < · · · < tm ≤ τ such that atj = vj for all j (where
a0 = s). (on this event it may be that particles stick to other vertices in between
vj , vj+1, but it cannot be that a particle sticks to vj before some particle sticks to
vi for j > i).
Let r(t) = maxx∈At dist(x, s) be the diameter of the aggregate at time t. Note
that r(τ) = dist(e, s).
If for some k > 0 we have r(t+ k) = r(t) +m, there must exist a self avoiding
path v0, v1, . . . , vm such that v0 ∈ At, dist(v0, s) = r(t), vm ∈ At+k, and v0, . . . , vm
is filled in order.
The number of choices for such path v0, v1, . . . , vm is at most |At| · d
m = tdm,
where d is the maximal degree in G.
Fix some such self avoiding path v0, v1, . . . , vm. For every t+1 ≤ n ≤ t+k define
un to be the unique vertex vj such that {v0, v1, . . . , vj−1} ⊂ An−1 and vj 6∈ An−1.
That is, un is the upcoming vertex in the path v1, . . . , vm that needs to be filled
by the DLA process.
As long as |At| = t ≤
|G|
log(2e|G|)
we have that hAt(x) ≤ C(1− λ)
−2 · 1
|At|
= C
(1−λ)2t
,
by Theorem 7. Thus, if we define
I =
t+k∑
n=t+1
1{an=un} and B =
t+k∑
n=t+1
Zn−1,
we have that I is stochastically dominated by B, where (Zn)n are independent
Bernoulli random variables with mean E[Zn] = C(1− λ)
−2n−1. (If t+ k ≥ τ then
some of the indicators in the sum for I are 0.) However, in order for v0, v1, . . . , vm to
be filled in order we must have that I ≥ m. Thus, using Lemma 16, if m = C EB
for some C > 1, the probability that v1, . . . , vm are filled in order is bounded by
P[I ≥ m] ≤ P[B ≥ m] ≤ exp (−m log(C/e)) .
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Thus, taking C ′ > 1 large enough (depending on d), if we sum over all possible
choices for the path v1, . . . , vm, we obtain that
P[r(t+ k)− r(t) ≥ m] ≤ e−m log(C
′/e) · tdm ≤ e−cm.
for some constant c > 0. Since
EB = C
(1−λ)2
k−1∑
n=0
1
t+n
≤
C
(1− λ)2
· log(1 + k/t),
we have that for some small enough constant c > 0, with k = ec(1−λ)
2dist(s,e) =
o( |G|
log(2e|G|)
),
P[r(k)− r(1) ≥ dist(s, e)− 1] ≤ exp (−c′dist(s, e)) .
Since 1 − λ = Θ(1) and dist(s, e) = Θ(log |Gn|) as n →∞ we get that with high
probability the DLA aggregate stops after ec(1−λ)
2dist(s,e) = Ω(|Gn|
c′) particles. ⊓⊔
Question 18. For a sequence of expander graphs (Gn)n, let s, e be vertices realizing
the diameter of Gn, and consider DLA starting at s and ending at e. Is it true
that with probability tending to 1 as n → ∞, the final DLA aggregate on Gn will
contain c|Gn| particles, c > 0 a constant independent of n?
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