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CAPITOLO 2. LE SPERANZE CONDIZIONATE: CARATTERIZZAZIONI.
2.1. LA CARATTERIZZAZIONE DI MOY.
La primo caratterizzazione delle se fu data da Moy nel 1954
([30J). Questo lavoro rappresenta parte della tesi di dottorato
svolta sotto la guida di Doob. Essa è basata sulle seguenti proprie-
tà.
Sia T un operatore T : LP(S') ~ LP(S') (pe [l, ooD che soddisfaccia
alle seguenti proprietà:
(M.f) T è iineare:
00 00(M.2) se f è limitata tale è anche Tf, cioè TL (S') c L (~:
(~1,3) T(f.Tg)=(Tf)(Tg) quali che siano f e g in Loo (§):
IIf -fII ~ O=> IITf -Tf~ ~O.
TI p TI P
Se ~ è una tribù In ~lroperatore di se E~ verifica le condi-
zioni (~1l)-(~14). Per la (m) si veda il teorema (1.3.1)(h), per
la (M.2) il teorema (1.3.1)(f), per la (M3) la (1.3.11) e per la (~14)
il teorema (1.3.24). E' notevole però che valga il viceversa,
e cioè che se T soddisfa alle (Ml)-(M4), esso ammette la rappresen-
tazione Tf=E(fg!9"r) ave g è un'opportuna v.a. e sr cYè una tribù
(teorema (1,7)).
Nel seguito di questa sezione le (Ml)-(M4) SI riterranno senz t al-
tro verificate e IlOTI saranno perciò richiamate nei lemmi che seguono.
(1.1) LEMMA. Se ,K:= (f€LP(~ : T(fg) = f. Tg VgeC (S')} allora
.Yf è un sottospazio chiuso di LP(,?"). Inoltre se f1,f 1 sono due
v.a. limitate di Jf. è in Yt' anche il loro prodotto (cioè
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DlM. Sì osservi, innanzi tutto, che Jt non è vuoto perché le.1t'.
Se f l e f 2 sono in Xe g é iimitata [lesce T{(f l +f 2 )g} = T(flg)+T(f2g)=
= flTg+f2Tg=(ft+f2)Tg sicché f l +f 2€Jt". Se a € R e f €X é T(afg)=
=aT(fg) = a fTg per ogni g di Loo (S') sicché a f€X . Ciò prova che
yt è un sottospazio di LP(~). Se poi f l e f 2 sono limitat(~. tali
sono anche flg e f 2g
f l T(f2 g) =
per agn l
00
g di L (S"), come pure f 1 f 2 &, perciò
in ~. Rimane da mostra-
re che ,jf è chiuso nella topologia della norIDa Il II p ' Si suppongfl
dunque {fn } cX e f n ~ f in LP(.!t"). Poiché IIfng-fgllp < Iigll" IIfn-fllp
per ognI g di L
oo (j'=") si ha anche fng -+ fg in LP C?') e quindi per
la (M4), T(fn g ) ~ T(fg) In LP(S"). D'altro canto se g é limItata,
tale é anche Tg per la (M2), sicché fn(Tg) ~ f(Tg) in LP(.?). Poiché
riesce fn(Tg) = T(fn g ) per ogni n€IN si ha f(Tg)=T(fg):X é cosi
chiuso.11
(1.2) LEMMA. TLP(.?) cX (cioè Tf€XVf€LP(.?)). (p€[l,+ooJ).
DIM. Se p =<:0 l'asserto è ovvio. in virtù della (t-13). Si supponga
perciò che sia p<+a> e che f € LP(!?) non sia limitata. In tal caso
esiste una successione {fn} di v.a. limitate tali che f
n
..... f In
LP(.?); ma allora la (~14) assicura che sia Tf
n
~ Tf in LP(.?). Poiché
Tf
n
€:/t per ognI n e poiché per il lemma precedente Jf è chiuso
si ha Tf €X.II
(1.3) LEMMA. La famiglia s;,:={ A€S' : lA€X} é una tribù contenuta
in Y.
OHI. (a) Poiché I€X riesce n € ST. (b) Se A é in ~ [lesce
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l A€,jf; poiché ~ è uno spA.zio vp.ttorinl(~ e leJf si hfl lA' =l-lAf'X)
sicché A' €ffT "
è stabile rispetto all'intnrsezioll(~ finita; infatti
per il lemM (LI), lA nA =I A121
se
sicché Al n A2€'~" Ma allorn 9"T è stabile anch~ rispetto all'unionf~
finita: lA UA =lA +lA -lA n A e.1f onde Al U A2€9"T" Per induzionl~I 2 l 2 l 2
si vede quindi che g-T è stabile rispetto all'unione finita. Sia
Ofa {A k } una successione di insiemi di '?T; per ogni ne1'J si hil
perciò,In €.jf;
Uk=IA k
=fl l A- l n IPdlJ =
Uk=IA k
Quindi l A€·K, perché% è chiuso. se p€[l,+o:{. Se, pOI. p=+<x> dfl.
? O sicché nUovA,mcntc SI ha l A€.Yf.11
DlM. Per la dnfinizionc di '~T' le V.A..
a.K • perché è uno spazio lineare. Se f
successione {f
n
} di V.A.. gr-semplici
9T-semplici appartengono
è in LPC§T) (,~sistp- una
tale che If IP < Ifl P en
che f n + f q.c,; ma allora si ha anche ([23J teorema 7.6) f ? f
n
OHi. Se f è limitata in J't esistono du~ numerI a,beffi tali che
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RoTI f c [a,b]. Sia ql€C[a,b]. Per il tcoremi9. di \lJcicrstulSS esiste
una succeSSIone {Pn} di polinomi definiti in [atb] tole ch~ Pn-)-qJ
uniforlllcmenu~. Pr:rciò (Pnof)(w) converge a (cpof)(w) uniformemente
in W€Q ond~ Do f ..... 'Pof in LD(%). Il lemma (1.1) assicurA. che
Pnof sifl. in ,jf per ognI ndJ se f è limitata; perciò qJcf €,XP ancora
per il lcmmo Cl.l). Se A€f-1C~) sia A = f- 1 (8) con Be:lI . Poiché.
posto l=[a.b]. C(l) é denso in LP(I)=LP(l.~(l). X) (si veda. per
esp.mpio. [2J 2.4.14) se D <+ 00 esiste una successione {r.pn} c CCI)
tali che ~n~ lB in LP(1); perciò(~nof} converge a lA in LP(&,).
D1 iiltro canto, fflnof è in .Yf' per ogni neN sicché lA è in.it o, in
manip-ra equivalente. A € YT,
Se Invece è p=+<:c, occorre dimostrfl.re che L"" (9) c LP(?T)' ciò
che è una conscguenzi'l pressoché immediata della definizione di
.YJ, c dell'essere :Yfun sottospazio 00chiuso di L (,j().11
DI~l. Se p=+<:D l'asserto é OVVIO perché (t-12) e (1.5) danno
TL<:D (~ c L<:D(§) c LP(iFT). Si supponga perciò p <+<:D. Per ogni f In
LP(~ si può trovare unf'l. successione {fn} di v.a. limitate
(fn€LooC&,)) con fn~f In LP(S'l. La (~14) fornisce allora Tfn~ Tf
in LPC&,). mentre, per la (~12). Tf
n
è In Looc&,) per ognI n€lN. l
lemmi (l.2) e (l.5) danno cosi TfneLP(&'T) per ogni n€lN e Quindi
TfeLP(&'T) poiché LP (&'T) é un sottospazio chiuso di LP(S') .11
Siamo ora pronti ad annunciare il primo teorema di caratterizza-
zionc di Moy.
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(l. 7) TEOREMA. Per un operatore T
sono equivalenti le affermazioni:
(a) T soddisfa alle proprietà (Ml)-(M4);
(b) T ammette la rappresentazione:
(1. 8)
ove 9'T è la tribù del lemma (1.3) e g è in Lq(.9') (q=p((p-l) se
p<+oo, mentre q=oo se p=l) ed è tale che E(g/~T) sia limitata.
DHI. (a) = (b). Il funzionale J : LP(9') ? lR definito da
(l. 9) J(f) : = ITf d u
è lineare. per la (M!) e continuo. infatti se f
n
-+ f 1n LP(%) è
anche Tf
n
? Tf In LP (9') ; per la (M4) e quindi anche Tf
n
? Tf in
L1 C,7) sicché J(f
n
) -+ J(f). Per il teorema di rappresentazione
dei funzionali lineari e continui in LP(ff)([19J teoremi IV.S.I
e IV.8.S) esiste g in LQC.9l. ove q è .come nell'enunciato, tale
che
(1.10) J(f) = ftg du
La (1.9) e la (1.10) insieme danno
I Tf du = Ifg du
sicché se Ae.?T
I Tf dJl=
A
fg du =I
A
E(fg(,'FT)du
onde. per J'i'lrbitrarietà di A, e poiché Tf è '?r-misurabile, in
virtù del lemma (1.6). Tf=E(fg(9'T)' La (1.8) dà per f=l.ll=E(gI'FT )
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ch. è limitAta In virtù della (M2).g
Li'!. rappresentazione (1.8) non è unlCn.. Inflitti, Sf~. p~r esempio,
B è un insieme di '~T talc che g(w) :::: O p(~r ognI weB. si pongil
.~' :={B U A:A€YT,AnB=0 -f U {AeYT:An8=0}; è fA.(ilf~ v(~rificFlr~ ch~
,9" è una tribù e che E(fg/.9" ) = E(f g/S'T) .
(1.ll) COROLLARIO. Se TI è eguAle. un. costante k;lO riesce
TLD(§") :::: LP(§"T)' Se. inoltre T1=1 allora T è la proiezione di
LP(.9') su LP(S'T)(P<+~).
OIM. Se f è In LP(yT) la (1.8) e (1.3.10) danno
Tf = E(fg/'9'T) = f E(g/S'T) = f·Tl = kf
sicché T(f/k) = f. Alla lUCi' del lemma (1.6) ciò implica TLP(9')=
LP(.9'T)' Supposto. POI. TI=1. la (M3) dà T2f = T(Tf) = TO' Tf)=
= (TI)(Tf) = Tf sicché T è la proiezione di LPe'l') su LP (.9'i')';
(1.12) TEOREMA. Per un operAtore T : LI (.9') ? Ll(.'l') sono equivalen
ti le affermazioni:
(a) T soddisfa alle proprietà (Ml)-(~14) c inoltre TI=1 • IITfII l2
~ II f ll l '
Cb) T ammette la rappresentazione
(1.13)
OHI. La funzione \I ::F -+ R defini ta dA. v(A):=J(1 )=A
=fTIAd~ è una misura reale su §" poiché J è un funzionale lineare
e continuo. Inoltre v(Q)= fTldv = fdu = l e Iv(A)I:= IfTiAdul 2
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.s]TlAldlJ = IITlAll
l
:. 111AII 1 = ulA), per ogni A€Y. S, supponga per
assurdo che esista Ae:? tal P. che I \l(A) 1< \.l(A). AllorFi. si avrebbe
che è una contraddizione. Riesce I v(A) I = \.l (A) per ogni Ae,tY;; In
altre parole. per ogni Ae§. riesce V(A) = \.l(A) oppure V(A) =
= -\.l(A). Si supponga, per assurdo. che esista Ae.Cf: tale che V(A)=
= -utA). Allora v(A') = v(n)-v(A) = l+u(A) ~ l relazione che è
possibile solo se ulA) = O. Perciò risulta v(A) = ulA) per ogni
A€y cioè v=u • Se B€YT la (1.8) dà
v(B) = !TlBdU = h(lBg/YT)dlJ = flBE(g/§'T)dU = JBE(gWT) dlJ=J8 gdlJ
sicché g=1 per l'eguaglianza \!=j.J • Ciò dimostra l'implicazione
(a) ~ Cb). L'implicazione inversa è contenuta nell tclcnco delle
proprietà delle Se.11
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2.2. LA CARATTERI ZZAZ IONE OI BAHAOUR.
In questa sezione 'fI- è un sottospazio chiuso di L2 (9) e T denota
li'!. proiezione ortogonale di L2 (y) su 'Y. Si indicheranno inoltre
con Yl la più piccola tribù che renda misurabili tutte le v.a.
-ldi l' cioè .9'i:=a(U{f (;lI):fEi'}) e con S'i la famiglia d'insiemi.
-che non è n~cessariamente una tribù, definita da~:={AcQ:IA€'Y}
Ovviamente si hfl. Y2 c Y1 "
La caratteriZZAzione di Bahadur della se In senso ampIO ([3])
si basa sul seguente
(2.1) TEOREMA. Se T è la pr01eZlone ortogonale di L2 (S')
r'sono equivalenti le proprietà:
(a) TI = l e T è positivo:
(b) 'Y verifica le condizioni:
su
(bI) l E'I',
(b2) fgEI'" 00Vf ,g ~1' O L(S') Cr" è stabile rispetto al prodotto
di v.a. limitate),
(b3) 1'=1'"0 L1S') (le v.a. limitate di l' sono dense In l'"rispetto
alla topologia di L2(~);
(c) S'l = 7 2 :
(d) i' = 2L (Sii),
OIM. (a) = (b) Poiché 1'= (fEL 2 (S'):Tf=fl 51 ha subito I=TlEI'".
Le ipotesi (a) equivalgono alle seguenti: (a') a$.. Tf ..s. B se
a<f <Be (a") Tf > Tg se f ~ g. Per mostrare lfl (bZ) basta
far vedere che se f è una v.a. limitata di r . cioè fe:Y n L<Xl (.9)
allora
2'\~'
f è i TI ." infatti,
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In tal caso. se f e g sono limitate
e In Y la (bZ) scende immediatamente dall' identità fg= {(f+g)Z _
_fZ_g Z) /Z. Sia dunque feynLoo(j') e SI ponga Z:=TfZ_f Z: vogliamo
provare che z=O. Sì applichi ora il teorema della linea di supporto
(1.3.19) alla funzione convessa x ~x2. Esistono allora due succes-
sioni {an} e {bo} di numeri reali tali che sia x2=suP{arf+b
n
:ndl},
Perciò X2 > anX+b
n
per ogni neN onde. per la (a'). TX 2 > a TX+b =
- n n
= 8 nX+b n per ogni n €~; vale perciò TX 2 > sup{anX+bn } = X2 sicché
•
z > O. D'altro canto, poiché T è autoaggiunto ([ZO] th.Z6.l).
f·Y d~ =<Y,l>=<Y,T1>=<TY,l>= fTY du •
ora Tz = TZXZ_TXZ=O sicché fzd~ = O cioè z=O.
(b3) Sia z In 'f/ e si introducano le v.a. l imi tate
Chiaramente riesce X
n
.... z Posto z : =TX (n€l'l)
n n riesce
IZnl ~ TI e Zn e1/. Dalle due relazioni IITU Z < 1 e Tz :: z scende
~z-znIZ + ~Tz-TXn~Z ~ ~z-XnUZ onde la (b3).
(b) = (c). Procedendo come neila dimostrazione del lemma (1.3),
salvo la sostituzione di L2 (9) a LP(§). si fà,innanzi tutto. vedere
che ~2 è una tribù. Poiché già si sa che ~2 c ~I' basta stabilire
l'inclusione ffl c ~. Sia X e l' limitata e tale che RanX c [a. b]
e sia A = X-I (B) ove B è un arbitrario insieme boreliano contenuto
in [a,b]. Come nel lemma (1.5), con p=2, si ha A€~; ciò. assicura.
poiché B è arbitrario, che X è ji='Z-misurabile. Poiché le v.a.
limitate di .y sono dense in 'f' stesso, segue che ogni v.a. di .y'
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è ~-misurabile onde ~ c .~.
(c) = (d) Si supponga che 9'2 sia una tribù; sia
•
Esiste una succeSSIone {X
n
} di v.a. YZ-semplici tali che x ~ X
n
q . c . (come nel Lemma 1.4». Segue dalla definizione di
9i2 che X
n
€ 'Y per ogni n naturale e quindi anche Xe't"" poiché 'Y è
chiuso (in L2); si ha cosi L2 (.?2) e1'. D'altro canto X è '?l-misura-
bile sicchè 1'e L2 (.?I)' La doppia inclusione L2 (yZ) c1'c L2 (Sii)
dà l'asserto.
per ogni insieme A di Yl riesce
( 2 . 2 )
cioè Tf = EUI'?I); è ora noto che l'operatore E(./Sii) soddisfa
le (a).11
La caratterizzazione delle se si può dare nella forma del seguen
te OVVIO
(2.3) COROLLARIO. Per un operatore T:L 2 (y) ~ L2(y) sono equivalen
ti le proprietà:
(a) esiste una tribù. jii c:F tale che T sia la restrizione a L2 (g;:)
di E( .l'?l);
(b) T è lineare. idempotente. autoaggiunto. positivo e Tl=1. Risul-
ta .?i. = { A e O; lA € Ran T).
Si vedrà nella prossima sezione, a proposito della caratterizza-
•
zione di Sidak. che effettivamente non è restrittivo caratterizzare
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le se su L2 (y) anziché su LI(y).
Anche per il seguito sarà utile la seguente
(2.4) DEFINIZIONE. Dato lo spazio di Hilbert L2 (yc) si chiama
misurabile ogni sottospazio chiuso r di L2 (y) per il quale esiste
una tribù '§cYC tale che sia"l/= L2 (,§).
Per il seguito è importante notare che la (2.2) per A=Q dà
E(Tf)=E(f) una proprietà che sarà il fondamento della caratterizzR-
zione di Pfanzagl ([35]) (si veda, oltre, la sezione 2.9).
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•2.3. LA CARATTERIZZAZIONE DI SIDAK
Sidak ([48J) basò la caratterizzazione delle se sopra l'analisi
delle definizioni in senso largo o in senso stretto c sopra lrosse~
vazion~ che i procedenti lavori di Moy e Bahadur consideravano v.a.
limitate ln rispettivamente) per poter eseguire il
•prodotto di v.a. ((M3) e (b.2) nel teorema (2.1)). Sidak sostitul
al prodotto l'operazione retico1<uc V(=mfix); per lo. prima volta
compaIono considerazioni reticolaTi che diverranno preminenti
nel lavoro dI Douglas [18J (sezione 2.6).
(3.1) LEMMA. Nello spazio di Hilbert L2 (9') esiste una bIezIone
tra le tribù '1 c9' e i sottospaz! misurabill "f'= L2 ('§) di L2 (9').
OHt. Siano ~l e ''?2 tribù distinte contenute in §; esiste allora
che appartiene a ~ ma non a §2' per esempio.un sottinsiemc A e..r;;
Perciò lA è in L2 (9'I) ma non 2L (9'z).//
(3.2) LEMMA. Se {'.§i: i€J} è una famiglia di tribù contenute In
rIesce
piccolo spaZIO misurabilc contenente
DIM. (a) è OVVHl.. (b) '1 = n è una tribù, onde. per (a) •i€l'§i
L2 (,§) L2 ('§i) i € I ; perciò L2 ('§) 2rIesce c per ognI c nielL ('§i)'
D'altro f 2canto. se è in n IL ('1.) allora è <;'§i -misurabile perle l
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ogni ieI sicché è rnisurabile rispetto alla tribù n. I '§.; perciò
lE l
Cel Posto l' = L2 CoCUi€l'§i)} risulta L2 C'§i l c -t'per ognI iEI onde
MCUiEIC'§il } c 1'. Viceversa allo spazio misurabile C UiEIL2C'§il}
corrisponde (lemma (3.1)) una tribù ~ tale che M=L2(~). Chiaramente
o;§i c<§ per ognI ieI onde
l' c L2 C'§l =~1. Il
(3.3) TEOREMA. Il sottoinsieme 1"'"cL2~ è un sottospazio Tnisura-
bile se, e solo se, verifica le condizioni
Ca) l'é un sottospazio chiuso di L2 (y);
(b) l E"/".
(cl f-g:=max Cf,g} è in ..y per ogni coppia di v.a. f e g di "f/".
DlM. Poiché le tre condizioni sono chiaramente necessarie,
basta mostrare che sono sufficienti. Suppostele soddisfatte, 51
definisce <§ :={A c Q:I Ae'1' }, Si procede come nella dimostrazione
del lemma (1.3) per far vedere che <'§ è una tribù., con una sola
differenza nel provare che é§ è stabile per unioni finite. Ma se
A e B sono in <§ • lA e 18 sono in l' onde lAUB=l A" la è pure in
r in virtù di (c), sicché A U B è in~. Per concludere la dimostra-
zione basta far vedere che f= L2 (~). Ora è immediato che
L2(~) c..y; infatti appartengono a ..y tutte le v.a. ~-semplici
e quindi-poiché fè chiuso. tutte le v.a. di L2 (l§). Si consideri
dunque f in -t'e si ponga A(fl = Cf > O). Poiché f+:=f- O=flA(f)
è f+e'Y. Definita la successione {fn} ove fn:=n(f+ ... l, n)=
+
- -n(-f v-l/n)
- 35 -
è in 1" per ognI n €W' • e posto A :={f>I/n},
n -
rIesce
c (nelN) , A(f) = sicché 0< g < 1 .
- n-
Allora 51'1 q.c. SIa In onde IA(f)€'I"" e A(f)€~.
Se c è un numero reale arbitrario. f :=f-c è In 1/ e come sopra
c
si vede che è in C§ l r insieme {f > c}; f è dunque l§-misurabile.
Nel linguaggio della teoria dei reticoli il teorema (3.3) 51
può enunciare nella forma
(3.4) TEOREMA. Per un sottoinsieme
le proprietà
(a) 1/ è un sottospazio misurabile;
'f"eL 2 (~) sono equivalenti
(b) j/" è un reticolo di Banach al quale appartiene 1.
Nel definire i rapporti tra se in senso largo e In senso stretto
è essenziale il seguente
(3.5) LEMMA. Se S,T:LP ~LP (con p€[I,+~[) sono operatori continui
che coincidono su L~ (cioè S(f) = T(f) per ogni f€L~) allora S
e T coincidono in LP (cioè S(f) per ogni f€LP).
DIM. Sia f in LP: posto fn:=(j fl An) (s ogni f) nelN) flesce f
n
€L~'
sicché s(fn)=T(f
n
) per ogni n€W. D'i'lltro canto fn..... f in LP cosicché la con-
tinuità dà S(f)=T(f).#
(3.6) TEOREMA. Sia '1""= L2(~) un sottospazio misurabile di L2 ($')
e SIa P la proiezione di L2 ($') su 'l''" • L'operatore di se, E(.I~):
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DIM. E(.I\f) è continua in LI(Y) (teorema(L3.l)(f)) ed estende
p a tutto LI (9') poiché Pf=E(f/\f) per ogni feL 2 (9'); in virtù del
lemma (3.5) essa é l'unica estensione continua.ff
•Si può Ofa enunciare la caratterizzazione di Sidak.
(3.7) TEOREMA. Per una trasformazione T:L 2 (9') + L2 (9')
equivalenti le proprietà:
(a) T è la restrizione a L2 (ff) di un operatore di se E(.M);
(b) T verifica:
(bI) T è lineare. autoaggiunto. idempotente,
(b2) TI = I
sono
(b3) T(Tf. Tg) = TfvTg (Vf ,geL 2 (§)) •
DIM. Basta dimostrare l'implicazione (b) =1 (a). Per la (bI)
T è la proiezione di L2 (y) sopra un sottospazio chiuso 1'" ([20]
th.26.4) mentre la (bZ) e la Cb3) asseriscono, in virtù del teorema
(3.3). che "Y è un sottospazio rnisurabile cioè che esiste una tribù
\fc9' tale che sia 1'"= L2 (\f). La tesi scende dal teorema (3.6).//
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2.4. GLI OPERATORI MEDIANTI.
Rota caratterizzò le se ricorrendo al concetto di operatore
mediante ("averaging operator") ([45J).
(4.1) DEFINI2IONE. Un operatore p:LP(Sn~LP(§)
51 dice essere mediante se
con pe [I , + 00J
(a) è una contrazione :IIPfll < 1If11 per ogni felZe§);p - p
(b) P(g Pf) " (Pg)(Pf)
(c)P1"!.
00
e L (...:1);
Un operatore di se soddisfa ai requisiti della definizione
appena data. Si vedrà nel seguito che è vero anche che ognI operato
re mediante è una SC se pe[l,+oo[ (teorema (4.8)).
(4.2) LEMMA. Sia 00geL (9') e sia è un poI inomie}.
DIM. Sia ~g la legge della v.a. g, cio~ la misura di probabili-
tà su (IR,fll) definita da ~g(B);" ~[g-l(B)J per ogni boreIIiano B.
Poiché g é (essenzialmente) limitata esiste un intervallo [a.8 ]
tale che ~gC[a,aJ) = !. Per ogni funzione boreIliana h; [a ,aJ ~lR
in particolare se Ce!M e
il teorema del cambio di variabile dà
IlI h o g du = I h d~ ;
a g
-IB = f (C) riesce
IIadu = Il -I
f (c)
du = Il o g du
c
Poiché le è il limite puntuale su [a .BJ di una successione di
polinornl, il teo' Tta di convergenza dominata assicura che le è
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il limite di polinomi anche 10 lPC[o.B]. !lIC[o .B])'~g)' Perciò
18 è il -limite in LP(o(g)) di una successione di polinom! e Quindi
appartiene alla chiusura di.s#. L'asserto segue dal fatto che le
funzioni semplici sono dense in LP(~.#
Questo lemma aveva dimostrazione simile a quella del lemma
(1.5).
(4.3) LEMMA. Ogni operatore mediante è una proiezione.
DHI. p2f = P(Pf) = POPO - (Pl) (PO = Pf per ogni felP(S') .11
(4.4) lEMMA. Sia gel~ (S') tale che Pg=g (una tale v.a. esiste
In virtù di (4.1.c); si ha allora Pf=f per ogni felP(.(g)).
DIM. P; _ P(g.g) = P(g Pg) = Pg)2=g2 e per induzione Pgn=gn
per ognI neN (infatti 0+1 n n n n 0+1Pg =P(g.g )=P(g Pg)=(Pg )(Pg)=g g=g ).
Perciò. in virtù della linearità di p. è P(~' g)=~' g per ognI
polinomio ~.L'asserto scende Ofa dal lemma (4.2) e dalla continuità
di P che è conseguenza di (4.1.a).H
(4.5) LEMMA. Se P è un operatore mediante su LP(Y1 riesce
DIM. Vi è Qualcosa da dimostrare solo nel caso p < + CD, perché
per P=CD l'asserto è contenuto nella stessa definizione di operato-
per ogni nEN (infatti. supposta verificata la
re mediante. Sia f in LClO(y) e si ponga g:=Pf; per definizione,
la (4.1.a) riesce g2=g.g=(PO(Pf)=P(fPO=P(fg)g è in
sicché
lP(S'). Per
g2elP(S') ; ragionando per induzione. si ottiene gnelP(S')
n n-l
relazione g =P(fg ) •
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e la disegu~glianza di Hòlder danno
onde
Facendo tendere n a +00 irt quest1ultima diseguaglianza si ottiene
=
sicché g e L (j'). Il
.... LP(9) è l!operatore aggiunto di
P (ove (l/p)+(l/q) ~ 1
P*l=l.
se p > 1. mentre q=+oo se p=l) risulta
DIM. Posto h:~P*l. scende dalla (4.1.c) che
I h du ~Ih 1 du ~ I(P*l)1 du ~ Ipl du - Idu - l.
V;llgono inoltre le relazioni
- supl Ipfdu : feLP(§). IIfl! < l) ~p -
Di Qui. si ricava, ricorrendo nuovamente alla diseguaglianza di
Holder
l ~ I h du < Il h Il q 11111 p ~ l:
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siccome nella diseguaglianza di Holder vale il segno d'eguaglianza
SI ha h=l.//
Nel prOSSImo lemma si incontra una proprietà che sarà ('111a
base dcla caratterizzazione di Pfanzagl (sezione 2.9).
(4.7) LEMMA. Ogni operatore mediante conserva la sperf'lnza ffiRtema
tica:
E(Pf) = E(f)
DlM. In virtù del lemma (4.6)
E(Pf) = fPfdu = ff(P*I)du= ffdu = E(f).//
Si può Ofa dare la caratterizzazione di Rota.
(4.8) TEOREMA. Per un operatore P:LP(.?) ~ LP(§) con pE[l.+oo[
sono equivalenti le proprietà:
(a) P è un operatore mediante;
(b) esiste una tribù '1 c §' tale che SIa P=E(· /'1) in LP(S').
DIM.Poiché l'implicazione Cb) ~ (ri) è ovviA.,basterà dimostrare l'flltra
(a) => (b). A tal fine sia '1 la più piccola tribù che contenga
tutte le tribù o (g) indotte dalle v • a . g di L oo(§) tali che Pg=g.
• 00
cioe '1 . - (U (o (g): gEL (§'). Pg=g}) . II lemma (4.4) dà. se B è.-
in '1. PlB=IB: del lemma (4.7) 00In virtù riesce se f è In L (§')
f Pfd u = flBPfdu = f (P lB) (Pf)du = f P(f PlB)du =
B
onde Pf=E(f /'§) • 00per ognI fEL (.?). L'asserto segue ora da (3.5).~
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Le considerazioni che precedono non sono necessariamente vere
se p=+CIO. Rimando alla seZIone 4 dell 'articolo [45J ~i Rota per
lo studio degli operatori medianti in LCIO(~.
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2.5. PROIEZIONI NEGLI SPAZÌ DI ORLICZ
I risultati delle sezioni precedenti furono estesi nel 1965
dR M.M.RRO ([38]) dRgli spRZl LP(,j') Rgli spRZi di Orlicz L~(,j').
Per le definizioni riguardanti gli spazi di Orlicz si veda [25J.
La definizione che segue estende in modo ovvio la definizione
(2.4) .
(5.1) DEFINIZIONE. Un sottospazio chiuso r di L~(S') è detto
misurabile se esiste una tribù '§c§ tale che "Y:: Lq! ('§). In tal
caso si dirà misurabile anche la proiezione P : Lcp(§)? Lft! (<§).
Il lemma che segue ha la stessa dimostrazione dei lemmi (3.1)
e (3.2) nei Quali non si faceva alcun uso particolare delle propri~
tà di L2 .
(5.2) LEMMA. (a) Esiste una biiezione tra le sottotribù '§ d.
S' e i sottospazi misurabili L~ ('§) di L~ (,j'):
(b) se {'§i :iel} è una tRmigliR di sottotribù di S' risulta
L~(niel'§i) = nieIL~('§i);
Si indichino con M~(S') e M~ ('§) i sottospazl chiusi di L~ (S')
e di L fil(<;§'). rispettivamente. generati dalle v.a. semplici (rispetto
aS'oa '§).
~ (2x) é. k~(x)
positivo.
Una funzione di Young <p si dice moderata se riesce
per ogni x > x ave x è un numero reale strettamente
- o o
.
(5.3) LEMMA. Sia ~ una funzione di Young moderata. Per un insieme
Ve L~(?) s·ono allora equivalenti le proposizione:
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(a) 'f'" è un sottospazio misurabile.
Cb) ~ soddisfa alle condizioni:
(bI) f è un sottospazio chiuso;
(b2)le r ,
(b3) l'è stabile rispetto al max:f,ger = hg ero
DlM. Poiché l! implicazione (a) :=) Cb) è OVVIa, basta stabilirne
l t inversa. A tal fine si ricava [37] che le funzioni semplici sono
dense in L~(g). cioè M~(g) = L~(g) ,inoltre lo spazio di OrUcz L~(9)
coincide con la classe di OrUcz C~(?) SI veda [25J sicché L~ (9) =(feL 0(9) :
:f cp(kf)d U +00 Yk> al. Da Questo punto 10 POI la dimostrazione riproduce quella
del teorema (3.3). ff
Ricordo che una funzione di Young CV o è continua in lR oppure
è continua per Ixl <xc ed identicamente eguale a -tOO per Ixl > x •
- o
ave X
o
è un oppo~tuno numero reale strettamente positivo.
(5.4) TEOREMA. Sia CV una funzione di Young continua e moderata
e sia f= LCP('J') un sottospazio misurabile di LCPe.9). Se la proiezione
P:L~ (S') + L.~(~) soddisfa ad una delle seguenti condizioni
(5.S) P è una contrazione e la funzione di Young complementare
ljJ è continua;
=(5.6) p*f = f per ogni v.a. f di L (~).
allora essa ammette la rappresentazione
( 5 . 7) pf = E(f/~)
• •prOIezIone mIsura-Viceversa.
e può essere estesa in manIera unica a E(./r'§) in Ll(~ ..
la restrizione di Et:§ a Lql(~ è una
bile su L~(g) che soddisfa sia alla (5.5) sia alla (5.6).
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DIM. Dimostrerò dapprima che (5.5) implica (5.6) e quindi che
la (5.7) è una conseguenza della (5.6).
SI supponga dunque valida la (5.5); poiché ~ è moderata il
duale (L~ (~))* può essere identificato con L~(~) ([53J, teorema
7.4.2). Inoltre l'aggiunto p* di P esiste ed è una proiezione
su L~ (~) che verifica IIP*II=IIPft sicché anche P*, come P, è una
contrazione. Si può Ofa mostrare la "(5.6). E' ovvio che vale l'inclu
••
s ione L (~)
00
Sia ora feL (.j') e si ponga g;=P*f.
Allora. indicata con Nw la norma di Luxemburg nello spazio
L\~) ([25J), vale la relazione
(5.8) N~(g) - N~(P*f) ~ IP*II N~(f) ~ N~(f).
Se A è In <§. la sua funzione indicatrice lA appartiene a
f= L~('§) e vale
= f E(g/,§)du.
A
Poiché gli spazi di Orlicz L~ (!JF) e L~ (!JF) sono strettamente
contenuti in L1(ji). l'operatore se E<§ è definito in essi. In
virtù dell'arbitrarietà di Ae'§ la (5.9) dà
(5.10) f = E(g/'§);
di qui. ricordando che E<§ è una contrazione, scende Nw(f)2.N$(g).
Quest'ultima diseguaglianza, insieme alla (5.8) dà N~ (f)=N~(g).
Sia k
o
il loro valore comune; segue allora dalla definzione
di norma di Luxemburg che
(5.11) N(f/k )du < lo - e
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La prima delle (5.11) è. in effetti. un'uguaglianza poiché
f è limitata. Ricorrendo alla diseguaglianza di Jensen (1.3.21)
rispetto alla funzione convessa W e usando la (5.10) si ottiene
(5.12)
In quest'ultima relazione vale il segno d'eguaglianza se, e
solo se. si verifica uno dei due casi seguenti: o IV è lineare
o g è <§-misurabile. Ora W non può essere lineare perché ogni
funzione di Young verifica la relazione limx++<XI lfJ(x)/x = + 00
([25J(1.16)). Supposto che g non sia ~-misurabile esiste un insieme
di C§ di misura strettamente positiva nei punti del Quale vale
la diseguaglianza stessa nella (5.12); perciò
I
1= 5~(f/ko)du = h[E~(g/ko)]dU < 5E~[W(g/ko)]du = h(g/ko)du < l
che è una contraddizione. Perciò g è <§-misurabile; scende cosi
dalla (5.10) che f=E(g/~) = g = P*f ciò che stabilisce la (5.6).
Si supponga ora verificata la (5.6). Quale che sia Ae'J' riesce.
~
poiché lA è in L (~).
5 Pf
A
dlJ =5 lA Pf du = 5 l A f dlJ = 5
A
f du =5 E(f /~) d lJ
A
onde la (5.7) grazie all'unicità della SCo
11 viceversa è ovvio. (Si veda anche [32]. lX.2.3).//
Dal teorema (5.4) scende. come corollario. la caratterizzazione
di Rota (4.8).
(5.13) COROLLARIO. Per un operatore P:LP(3'") + LP (3'") con P€[l.+~[
sono equivalenti le affermazioni:
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(a) P è un operatore mediante;
(b) esiste una tribù <§c!T tale che P = E<§ in LP(S').
DIM. Come nel teorema (4.8) basta stabilire l'implicazione
(a) =>
avere,
(b). Si osservi che basta prendere g=l nella (4.l)(b) per
grazie alla (4.l)(c). p 2 - P. Scende. inoltre. dalla (5.3)
che "Y :=Ran P è un sottospazio misurabile; vi è perciò una tribù
<§c!T tale che '1""= LP(F).
Se p ) 1. la funzione di Young complementare di ql. ave cp(x) =
- IxIP/p. è data da x ~ <p(x) = IxIQ/Q ave p-l+Q-l=l. E' perciò
verificata l'ipotesi (5.5) sicché P = E~ .
Se, Invece, p=l. è verificata l'ipotesi (5.6). Infatti. se Aef§
UP*I = IP~ ~ l e di consegunza
Si ha cosi gA = lA cioé P*lA = lA relazione che dà immediatamente
<§
la (5.6). Pertanto anche in Questo caso è P = E .H
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2.6 LE se COME PROIEZIONI IN LI.
Ln caratterizzazione di Douglas ((18J) è la consp.gucnza di
un teorema che dà la decomposizionp. delle proiezioni contrattive
in LI. Come al solito do solo i risultati np.cessiir1 'li fini delI",
Ci'lratterizzazione delle SCo Inoltre mentre l'articolo di DQuglas
considera spazi complessi. mI limiterò qUI, per semplicità. al
Ci'l.SQ reale.
(6.1) DEFINIZIONE. Se '§ è una tribù contenuta ln fF 51 dirà
funzione peso ~ t:§ ogni v.a. h: 11 .... IR+ che sia §'"-misurabile c
tale che
(a) E(h/'§) = IS(h) con S(h) E'§ ove S(h):=(h#Ol è il supporto di h:
(b) Se AEfF e S(h) c A allorR AE'§ .
Si dice se pesata l'operatore E'§h
da E~: =h E<§ •
definito
Siano. per esempio. n =
di Lebesgue su ~(n) e infine
[O.I]x[O.IJ. CF= "(n). u
'§= {Ax[O.I] :AE!JI ([O.IJ)).
IFl. ffilSUrFl
E' immedia
to verificare che la funzione h: [O.IJx[O.IJ + IR+ definita da h(x.y)=2y
è unR. funzione peso per t:§ ; si osservi che, in questo esempio.
h non è <§-misurabile e S(h) = [O.I]x[O.I].
Per un operatore P : L1 (y) ~ ponga
K(P): =lfELI(:F) : fg = O
sarà utile considerarp. gli operatori P
ciano alla seguente condizione
Vg E Ran P} ;
LI(:Fl + LI(:Fl che soddisfac
( 6 . 2 )
- 48 -
P[K(P)] : {DJ.
(6.3) LEMMA. SP. h è una funzione peso per r§. risulta per ogni
•fEL'(~) n per ognI AE~
(6.4) I hfd~: I IS(h) f d~ .
A A
DIM. Sia 8E' . scende dalla (6.I.a) che
: I
An8
h d ~ :
- I
AnB
sicché la (6.4) vale per le funzioni indicatrici e, per linearità,
per le funzioni ~-semplici. Se feLl(~) è positivA. esiste una
successione {[n} di funzioni ~-semplici tali che fotf. Ora la
successione {h [nl è crescente, contenuta in L1 {§) e hf
n
t hf: inoltre
per ago i nelN è
I hfd~: 11m I
A n A
hf d~
n
(6.S) LEMMA. Se t'§ e h sono rispettivamente una tribù contenuta
,
ln!F e una funzione peso per f§ • l'operatore Eh è una proiezione
eontrattiva e positiva che verifica la condizione (6.2).
DIM. La (6.4) dà. se fd l (§)
lE'h
, ,
: I IS(h) lE fldu.2 IlE fldu:
Qve nell'ultimo passaggio si è fatto uso del teorema (1.3.24)
con p=l.
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E~ è perciò unA. contrflzione che è positivi'l grrlZlr: allA. (6.1) ~
al teoremA. (1.3.U(c) . P(:r dimost fafe ehc E(§h è unA. prOl(:Zlon(: SI
liS1 la (6.1.a)
(6.2) .soddisfA. ilila
l = O onde S(f) n S(h) = 0. D'altra
(§ (§ (§S(f) si ha S(h) S(E f) = 0 e quindi Eh=hE f=OpRrtc,
Occorre iofio(-: mostraf(: chI': E~
si ha npcessariarncntl'!, fh = 'fE~
sicché
(6.6) LEMMA. Sia P una proiezione eontrRttiva su Ll(~). Esi5t~
allorA. un un unICO insieme A
o
di :!F (detto~ di P) tal P,
che SIa feRan P e che K(P)=l o Ll (,?).
A'
I.'operatore T:[l(3') 0[1(.>') de,finito daTf:=P(lA,f) gode delle seguenti p,oprietà:
o
(H) 'r è una contrazione;
(b) Ran T c Ran p;
(c) T2=0;
(d) T[lA. Ll (9')] = (ol;
o
(e) P-T è una proiezione contrilttiva chc soddisfa flila (6.2) c
tale che Ran(P-T) = Ran P.
L'unicità dell' insieme A
o
deve essere intcsfl, ill solito,
meno di insiemi trascurabili.
OlMo Si costruisca una successione {fn:neZl c Ran P per induzione.
e. supposto diSi ponga fo=O
51 scelga f n come segue:
aver scelto f ,f l , ... ,f l in Ran Po n-
51 prenda f n€Ran P in maniera che sia
- so -
"[S("n)-U~:~S(f i)] > lln se ciò è possibile, altrimenti si ponga
è in !Y . PresA.. arbitrariamente.
una v.a. f e Ran P, si supponga, per assurdo, che sia "[SCfl-AO]>O;
r~siste allora r~ tale che ~(S(f)-Ao] >1/r. Si osservi che non esiste alcun indice
nclN tale che sia fn=f perché. se cos1 fosse,
contrariamente alla supposizione fatta.
ne seguirebbe SCf) c A
o
Si può perciò scegliere
f #0 per ogni n > r sicché
n -
ll(A ) =
o
n-l
2"[ U S(fn)]="[ U (SCf n )- U S(fi) lJ=
n>f n>r 1=0
= l:
n >r
n-l
U S(f)] > l:
i=o l n>r
l In = + 00
che è una contraddizione. Risulta perciò "[SCf)-Ao]=O
il meno di insiemi trascurabili.
• •
eloe
E' ora facile verificare le proprietà dell'operRtore T.
Ca) ~Tflll ~ "P(IA,f~1 ~ ~IA,f"1 ~ Ilf~l' Cb) è ovvia.
o o
(c) T 2f=T(Tf) =(P lA' PC1A,f)) = O poiché PCAA,f) è,ovviamente,
o o o
in Ran P.
(d) T Cl A f) = P(l A" l Af) = O
o o 0
ce) Si osservi, innanzi tutto, che (P-T)f = Pf-P(lA,f)=P(IA f).
o o
Perciòcp-TJf=(P-T) {P(lA f)l = P (lA pelA f)'l
o o o
= P2 C1 A f)=P(lA f) =
o o
= (P-I)f sicché P-T è una proiezione; (:ssa è 1001t[(: una contrazio-
ne perché II(P-T)fll l =II P (lA fl"l .:.
o
esiste allorA. g€Ll(~ tale che
IIl A fili .:. Ilfll l · SIa ora feRan p;
o
f=Pg=Pg_T 2g Cin virtù della Cc))
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e quindi f=Pg-T 2g+PTg-Tg=(P-T)(g+Tg) sicché Ran P c Ran(P-T).
Ma è :ovvio. dalla definizione di T, che Ran(P-T) c Ran P e dunque
è Ran P = Ran(P-T). Quest'ultima relazione implica che K(P)=K(P-T)
e. di conseguenza. K(P-T)=lA,L l (3"). Perciò (P-T)K(P-T) =
o
= PllA K(P-T)) Pll lA'Ll(s») = {OL//o = Ao o
L'operatore T del lemma è unico; per la dimostrazione 51 veda
il corollario 3. p.454 in ([18J).
(6.7) LEtoIMA. Sia -re Ll(s». allo stesso tempo. un sottospazio
chiuso e un sottoreticolo vettoriale. Esiste allora un'unica coppia
(~.k) costituita da una tribù <'§c$* e da una funzione peso k per
,&. t a l e ch e -r = k Ll ('&) .
DlM. Esiste, in primo luogo. una v.a. positiva her con la propriE
tà S(f) c S(h) per ognI fe1' ; per stabi,l,irlo si consideri. come
nella dimostrazione del lemma precedente una successione {f
n
c11
nella quale si siano scartate le v.a. che siano eventualmente
nulle. Posto h:=" _Th.!f l/2n llf il
ntlll TI TI
riesce hef e, poiché 1'" è chiuso.
he1"'; h ha la proprietà cercata.
Posto ,&(h):={E€3" :lEhif ). si Vc<lfica facilmente che '&(h)
è una tribù. Si stabilirà ora l 1 esistenza di una v.a. k di 1/ che
verifichi, per ogni E€~(h). la relazione
(6.8) du=f kdu.
E
Si osserVl intanto che E[1S(h) I '&(hl] soddisfa alla (6.8) ma
che Questo non basta ad aSSIcurare che essa appartenga a ~. Mediante
le
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v( E) : =! h d ~
E
si definiscono due misure su (n.~(h». Poiché esse sono equivalenti,
cioè l'una assolutamente continua rispetto all'altra. esiste.
in virtù. del teorema di Radon-Nikodym, una v.a. positiva v. mlsura-
bile rispetto a ~(h). tale che
(Ef~(h)).
Ora v è il limite puntuale di una successione crescente {v
n
} di
v.a. ~(h)-semplici positive;
za dominata assicura che v
n
poiché v h<vh
n -
h tvh in Ll(Fl
il teorema di convergen
"
sicché vh è in 'Y perché
Ynh è in ..y per ogni nel'l e ..y è chiuso. Basta allora porre k=vh
per avere la (6.8). Inoltre k è una funzione peso per
S(h) = S(k).
~(h) e
Si ha <§(h) = <§(k). Si supponga dapprima che E SIa In S(k)
cioè lEk e f; pertanto, per ognI nelN risulta. •(h-nklE)f'f: Poiché
la succeSSIoneS(h)=S(k)
che è. perciò. in
converge
"Y. Cosi A'. e dunque anche A. è in
a hl E ,
~(h). ciò
che prova che (;§(k) c ~(h). In maniera analoga si prova l' inclusio
ne Inversa. Si può Quindi scrivere <'§ senza far riferimento alle
v.a.hek.
Per dimostrare l' inclusione kLl(~) c"Y basta considerare una
v.a. f dI" Ll('4) "" hé "l~ pOSItIva perc l caso generale scende dalla
decomposizione f=f+-f-. Se f > O essa è il limite puntuale di
una successione crescente di v.a. ~-semplici: allora.
per linearità. kf
n
appartiene a "Yper ogni netL Poiché
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ric'scl' anchc: kf € L1(y) onde kf e 1"".
Per dimostrare l'inclusione inversa, sia f una V.fI.. positiva
di 'Y. Pr:r ogni À > O la successione: crescentr,: evo} c'Y definita
che è in ..y sicché
K è maggiorata da k p'erciò. InCl converge.+do Vn := {n(f-Àk) ) "
IL (3') allo v.a. v = k
è un insir:mil di~. Pr:rciò f è il limite in LI~) di uno succeSSIone
(§'-semplice e S(u
n
) c S(k) per ogni nEIN. Grazie
i1 Quest'ultimo inclusione c alla (6.4) vale per tutti l numerI
Lil successione converge. dunque, a una V.fI.. li di
(6.9) LEMMA. Se P è una proiezione positiva e eontrattiva
allorfl Ran p è un reticolo vettoriale chiuso contenuto in L1 (F).
DHl. Ran P è ovviamente un sottospazio chiuso. Per mosttare
che è un reticolo. basta far vedere, In virtù dell' identità
f.g - (f+g+lf-gl)/2, che f è In Ran P . VI appartiene anche f+,
Poiché P è positivo e f+ > f risulta P(f+) > P(f)=f; Slccome è
Ime hc ~ O segue +che P(f ) +> O.f = f . Ma alloro
o < IPf+-f+1 = fPf+du
- I < O
sicché + + +Pf =f onde f eRan P.,
(6.10) LEMMA.
ti l,,: proprietà:
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Per un operil.to[(: lineare P:LIC~_·Ll(.?) sono (:q U l v PiO
(a) P è una proiezione contrattivo1 e positivFl. che verifica lA.
condizione (6.2);
(b) esistono una tribù '§c~ f: una funzione peso k pf:r <§ tali
che
DHI. L'implicazione (b) => (al è il contenuto d"l lemma (6.5).
(a) => (bl. Per i lemmi (6.7l e (6.9) esistono una tribù 'f}c§
ù una
d'altra
funzione peso k per
'f}
parte, anche Ran Ek
'f} tali che Ran P = k L1 ('f}l. Poiché,
= K_L 1 (<§), per stabilire 1 1 egunglinnzil
p = E~ basta mostrare. in virtù della (6.4), che,: vale
5 Pf d Il = 5
E E
(: p(~r ognI E di <§. Inoltre. poiché sia P 51,1pf'r ogn1
<Il
I: k sono continui e verifi('flno la (6.2l " poiché
l
= IS(k)' L (5') basta, in "ffetti, far vedere che
(6.11)
per ogni Eel§' e per ogni A€ff. Infatti. se E€<§ e feL l (.?) vA.lgono
5 Pf dll
E
+ 5 PU1S(kl' )d~ = 5 P(flS(ddll
E E
perché
perché P(IS(k) ,fl € P[K(Pl] = (O), e
{ E~ f dll =5
E
Ef U 1S(k)ldll
'f} 'f}
Ek (flS(kl' l € Ek[K(E k )] = (DI. E' ora evidente chù la
(6.11) basta a dimostrare 11ass(~rto perché ognI V.fI.. del tipo
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flS(k) è il limite di combinazioni lineari di funzioni del tipo
Kl A con A€9' .
Se Ee-;§' e A e:?, l!essere P positivo dà
e Kl E,
considerando anche la relazione
si ottiene
sicché
Quindi
= 5 Pk do = 5 k du
E E
sicché 5 k lA du = 5 P(klA)du per ogni E€(§ e per ognI A€9' .
E E
Segue, infine. dalla (6.4) che. se E€(§ e A€9',
= 5
E
=5
EnS(k)
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= f klAd~ =f P(klA)dlJ .
E E
(cioè la (6.11) .11
Siamo ora In grado di dare il teorema di caratterizzazione
di Douglas.
(6.12) TEOREMA. Per un operatore l ineare P ••
sono equivalenti le proprietà
Ca) P è un operatore di se. esiste cioè una tribù '§c.~. tale
che P=E~ ;
(b) P soddisfa alle seguenti condizioni
(b.l) p2 - P;
(b.2) Pl = l ;
(b.3) Il PU = 1.
DIM. L'implicazione (a) ~ (b) è banale.
(b) ~ (a). Le condizioni (b.2) e (b.3) implicano che P è positivo.
Infatti sia f una v.a. di Ll(~ con O < f < 1. allora
sicché Ill-Pf~l=l-UPf~l cioi O < Pf < l.
La condizione (b.2) implica il verificarsi della (6.2); grazie
al lemma (6.10). esistono una tribù t'§c~ e una funzione peso
'§k per é§ tali che valga la rappresentazione P = Ek . Ma ancora
dalla (b.2) segue l=Pl=k E(l/.) = k; dunque P=E'§ .,
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Z.7 PROBABILITA' CONDIZIONATE E MISURE VETTORIALI.
DIson ([33J) caratterizzò le probabilità condizionate com~
misure vettoriali a valori in Ll(~ e sfruttò quindi tale caratteriz
zazione per Quella delle SCo
Una misura vettoriale a valori In Ll(~) è una funzione
~ :9'+ LI (9') , tale che (i) ~ (Il) = O e (ii) ~(HAn) = E~(An) per
ognI succeSSIone di insiemi misurabili a due a due disgiunti.
Per i richiami sulle misure vettoriali rimando a [19J o a [14J.
Si vedrà qui di seguito (teorema (7.1)) che se ~ è una sottotribù
di g. la probabilità condizionata p~
a valori in Ll(~).
è una misura vettoriale
Si dice semivariazione di una mIsura vettoriale ~ l'applicazione
III~III :9'+1R+ definita da
n111~III(A):=sup{llih "i~(Ai)III: "i,R. I "il < l (i=l,Z, .... n),
(AI.AZ ..... A
n
) , '(A)!
eve n(A) è la famiglia delle partizioni finite di A in insiemi
di 9'.
(7.1) TEOREMA. Sia '§c9'. La probabilità condizionata ~'§ è
una misura vettoriale a valori in Ll(~) di semivariazione eguale
" ~. Per ogni f di LI (3') vale inoltre la
( 7 • Z) E(f /'§) = f f dJf .
DIM. E' noto (teorema I.Z.4) che ~'§è a valori in Ll(~).
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a i € rn. con 5 l ha
onde
si ha
ll(A). D'altra parte per '= a = 1
n
= "(A). Perciò risulta
III"~III (A) = "(A) VA€!F • •elOe
Sia ora feL 1 (.?) e SIa {so} una succeSSIone di v.a. Y"-semplici
t,le che Isnl t Ifl. Poiché le SC sono contrazioni (teorema (1.3.1)
risulta HE(f/~)-E(sn/~1II1 ~ IIf-snlll sicché si ha E(sn/~) + E(f/~)
8.€lR.é
l
poiché S +
n
Qve
r(n) ~ r(n)
. El 8." (A.) = . El 8.1= l 1 1= l 8 . l A /~) = E (s /~);l i n
la (7.2) vale dunque per le v.a. semplici. Da quanto precede scende
che ISnd"~ + E(f/~) in Ll(S'). Ciò assicura l'integrabilità di
f rispetto a lJ§ e la validità della (7.2) in base alla definizione
di integrale rispetto a una misura vettoriale ([19J).~
El interessante determinare quali tra le misure vettoriali
cp : g; ..... L1 (Y1 siano misure di probabilità condizionate. A tale
domanda risponde il seguente
(7.3) TEOREMA. Per una misura vettoriale sono
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equiv~lénti le proprietà
(a) esiste una tribù §c.y tale che v :
Cb) \l soddisfa alle seguenti condizioni:
(b.l) v(A) > O (q.c.) VA.§';
(b.2) v(Il): 1 q.c .
(b.3) •J v(B) v(C)d" :
A
J v(A) v(C)d" :
B
J ')(A)v(B)d"
C
VA,B,Ce.?:
SC v:"~ risulta '.1: l A.§'; v(A) : lA q.c.l .
DIM. (a) = (b) Le condizioni (b.l) e (b.2) sono ovvie. Per
la (b.3J, e A,B,C .§', il teorema (1.3.9) dà
espressione che è simmetrica in A,B,C.
Cb) =:) (a) Si osservi, innanzi tutto. che 00v (A) • L (§') per
ogni Aefi'. perché O ~ v(A) < l q.c .. Perciò i prodotti che compaio
no negli integrali della (b.3) sono finiti. Posto
'.1; : lA.§'; v(A) : lA q.c.},~ è una tribù. Posto C:1l nella (b.3)
si ottiene grazie alla (b.2)
(7.4) J ')(B)d":
A
f v(A)d"
B
per tutti gli insiemi A,B€.~;
se POi Be~ la (7.4) dà
JV;A)dlJ : J
B A
v(B)dlJ : J lB dlJ
A
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felazionr:: che coincide con la (1.2.5). Tuttavia essa non consente
ancora di affermare che v Sla la probabilità condizionata rispetto
a t§, ma solo ChE; \I è una classe d'equivall'::Dza; r(~sta da mostrare
che ognI classe d'l~qui~alénza contiene effettivamente una v.a.
~-misurabile. A tale fine posto C(A, 0'): = {v(A) <cd basterà dimostra
re che C(A, a) e'§ per ogni A e§ e per ognI a e lR.
Si ponga B = C'(A,o) e C = C(A,o) nella (b.3) ottenendo
I v(C'(A,o)}v(C(A,o)} du =I v(A)v {C'(A,o)} du <
A C(A,o)
:,-oI v{C' (A,o)} du
C(A,O)
e I v { C' (A. o)} v { ce A, o)} d u
A
= I
c' (A,o)
·J(A)v{C(A.o)} du '
'o! v{C(A,o)}du
c' (A,o)
onde
(7.5) oI v{C(A,o)} du
C' (A, o)
< I V{C'(A,o)}v{C(A,o)} du
A
<
< r
• C(A,o)
v{C' (A,o)} du .
In virtù della (7.4) il prImo e l'ultimo membro della (7.5)
sono eguali e perciò
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aI v{CCA,a)}du =I v{C'(A,a)} v{C{A,a)du =
C'(A,a) A
= I ~(A)v{C(A,a)}dU
c' (A,a)
ondEl
J (v(A)-a}v{C(A,a)} du = o.
C'(A,a)
Ora è v(A)- a > O in C' (A, a) e quindi riesce v{ C(A,a)} - O
\..l-q.c. in C'CA,a). Ricorrendo nuovamente alla (b.3) con A=B:::Q
e C = C(A,a) . .51 rIcava
Jv{C(A,a)} du= J du = u{C(A,a)}.
C(A,a)
nlaltro canto da quanto detto sopra scende
Jv{CCA,<J)} du=J
c(A,a)
+f v{CCA,a)
C' (A,a)
du =J v{C(A, a) }du .
C(A,a)
Dal confronto delle ultime due relazioni segue che
( 7 . 6) J v{C(A,a)} du = J lClA,a)dlJ.
C(A,a) CCA, a)
In C' (A, a) riesce v{ C(A, a)) = O = lCCA, a) \..l-q.c .• mentre, per
la (b.l) e poiché in C(A, a) è lCCA, a) = l, O < v{C(A, a)}::. l
sicché lCCA,a) - v{ C(A, a)} ::. O U-q.c .. La [7.6) implica allora
v{C(A, a)} = l C(A, a ) q.c. e quindi C(A, a) €~ , in virtù della
definizone di ~ .N
Al teorema di caratterizzazione di 01soo premetto un lemma
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che estende il lemma (4.6) e uno strumento di analisi funzionale
che enuncerò come teorema.
mediante, secondo la definizione (4.1); allora
(7.8) T*f = Tf 00per fEL (.l').
DIM. Dal lemma (4.6) segue che T*l - T1 = 1. Perciò. se gELP(S')
(7.9) ITg du = Il(Tg)dll = I(T*I)g dll = Ig dll .
Sia ora f E L
oo (j'). L'USO della (7.9). poiché TL 00(:Fl 00c L (Si')
(lemma (4.5)). e della (4.1.b) della definizione di operatore
•
mediante, dà per ogni AejF
(7.11) I T*f du
A
= Il (T*f)du = I(TA
Dal confronto della (7.10) e della (7.11) si ottiene
I Tf d u = I T*f d u
A A
onde l'asserto.H
per ogni Ae!F
(7.12) TEOREMA. (Kantorovich e Vulich). Sia (n • .l'. iJ uno spazIo
mensurale e sia T :![ un operatore lineare e continuo.
ave ~ è uno spazio di Banach. Esiste allora un'unica funzione
~ : .l' ~ 9:* (il quale topologico di![) tale che
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(a) per ogni x e!!f la funzione d1insierne 'jI(.)(x) sia assolutamente
continua rispetto ti À e numerabilmente additiva:
(h) per ogni x e!'f si.
(7.13) TX=~;
(c) la norma di T soddisfaccia alle diseguaglianze
(7.14) sup {II ~(AlU!'f* : A eff) :: IITII :: 4 sup (II ~(A) 11g[* : Aeffl.
Viceversa se lf:~ "* fl* soddisfa alla (a), la (7.13) definisce
un operatore T ;!'f~Ll(n,.?À) la norma del quale verifica 1. (7,14).
DlM. Si veda [19J pp, 498-499.//
(7.15) TEOREMA. Sia T : LP($') ~ LP($') un operatore mediante
con p € [1,+ 00[. Esiste allora un'unica tribù f§ completa rispetto
agli insiemi ll-trascurabili di :F. tale che T=E§. Risulta inoltre
~ = {A eff:T1 A = lA}'
DiM. Nel teorema (7.12) si prenda f!(= LP(ff) (e'q-* = Lq ($'»);
perciò, per ogni Aeff e per ogni feLP(.~
I Tf di' = I
A A
ove, nell'ultima eguaglianza. si è fatto uso del teorema di rappre-
sentazione di Riesz e ove vIA) e LP($'). D'.ltro canto, poiché
00
T E: T* coincidono su L (y),per il lemma (7.7), si ha
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onde per f:=1 B con B €?
f T lA du
B
= f ')(A)d~ ;
B
di QUI, grazie all'arbitrarietà di B. si otti(~ne T lA = v(A) per
ogni A€? Ora v(~) = T l~ = O.
sione di insiemi disgiunti di
Si supponga che {A } sia una succes
n
!F e si ponga A := U
nclN An' Si ha
n
L k=l
In LP(§). A fortiori, 51 ha dunque convergenza In L1 (§); ciò signif~
ca che v:~ + Ll (9) è o-additiva. Inoltre V( Q) = n=l sicché
è verificata la condizione (b.2) del teorema (7.3). Per stabilin~
(b.l) si osservi che
e che
sicché le diseguaglianze dell'ultima relazione sono, In effetti,
tutte eguaglianze onde
f ( 1 v(A) 1 - 'J (A)} d ~ = O;
di qui segue che v(A) = I v(A) l':: O.
Siano Ofa Ate,e insiemi di ?; usando le proprietà di T
5 i ha
fv(B)V(C)d~
A
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relazione simmetricA. in A,B,C. Per il teorema (7.3). \) è dunque
una probabilità condizionata a valori in L1(9). sicché vale la
( 7 . 2)
(7.16)
con '§= (A€9": oCA) = lA l. Ora se A€'§ riesce, per la (7.16),
sicché gli . '§operatorI E e T
lineari e continui in LP(~ coincidono sulle funzioni indicatrici,
onde T = E'§ e '§= {A €.Y / Tl A = lAl.//
Si osserVI che, benché la dimostrazione SIa differente, la
caratterizzazione di 01500 è identica a quella di Rotfl. (sezione
2 • 4 ) •
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2.8. LE se COME PROIEZIONI IN LP.
LR carfltterizZfl.zion~ di Andb ([lJ) riprende Quella di Douglas
e considera proiezioni contrattive In LP con p€[l,+<lD [ anziché
in LI, riconducendo il caso LP a quello LI.
Anche in Qllesta sezione. il considerare solo v.a. reali anziché
compless~, come nel lavoro di Ande. porta a Qualche semplificazione.
Nel corso della trattazione torneranno utili le seguenti due
diseguaglianze la cui dimostrazione non presenta difficoltà.
Se r € JO,I[ e 8:=(I-r)/(2r) esiste k> ° tale che
( 8 . 1) pe r t > O ;
Se t> 1/2 esiste y > O tale che
(8.2) < y
(8,3) LEMMA, Se p' LP(S")
anche l'aggiunto p* : Lq(~
è una proiezione contrattiva
una proiezione contrattiva.
In questa seZIone sarà sempre -1 -1e P +Q =1.
DHl,
(P*) 2 =
Il P* Il = Il P Il
P* scende
< 1 sicché p* è una contrazione. La relazione
delle relazioni valide per ogni f€LP(~ e per
< f,P*g> = <Pf,g> = <p 2f,g> = <Pf,P*g >= <f,(p*)2 g>,//
(8.4) LEMMA. Se P : LP(S") ~ LP(9') è una proiezione contrattiva
f€Ran P se, e solo se, (sign f) !fI P - 1 € Ran P*.
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DIM. SI ponga h=s!f\P-l ave s:=slgnf. In virtù della dualità
basta mostrare una sola delle due implicazioni: p~r esempio. basta
far vùdere che P*h=h tutte le volte che Pf=f. Si USI la diseguaglian
za di Holder. ottenE:ndo. poiché feLP(y) equivalI:: a heLP(.:F) se
p e q sono indici coniugati
= I f(P*h)dll < IlfIIP*h!du < Ifl IP*h l <
- - p q
< Ifl Ihl = Ifl If P- I , = Ifl P
- p q p q p
sicché le precedenti sono tutte eguaglianze. Ora. nella diseguaglian
za di H61der vale l'eguaglianza
un' upportuna costante k> O.
Perciò risulta P*h=h.ff
. '
eloe
se, e solo se IP*hl q = klf!P per
se, e solo se, IP*hl=k(P-l)/P!f!P-l.
Una consegu6nZi'l. immediata di questo lemma è un sottospazio
chiuso di L1(9) può essere l'immagine di una proiezione eontrattiva
al più.
Per un operatore lineare e positivo T:LP(.~ .... LP e,?) vale 1ft
diseguaglianza
una proiezione contrattiva tale
anche rispetto alla norma di LI,
che Pl=l.
. ,
eloe
essa è una contrazion~
(8 . 7 )
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flPgldlJ ~ flgldlJ per ogni geLP(S').
La (8.7) vale anche nel c~so p=2 Sé P è anche positivo.
Dl~1. (a) Caso pe]1,2[: se feRan P il lemma (8.4) assicura che
(sign f)lfI P- 1 € Ran P'. D'altro canto, come nel lemma (4.6)si ha
P*l=l (nellt'i dimostrazione si fa uso della sola proprietà Pl=l).
sicché è in Ran P* per ogni E e]O.l[. anche la v.a. l+Eh ove h:=
= (sigo fllfI P- I . Invertendo l ruolidi P e di P* si vede che
1+Eh 1/r è in Ran P; qUI SI è posto r:=p-l. Si definisca
Ora (I+Eh)l/r = (1+Eh)(l+Eh)l/r-l. Posto' = ,(w):=Elf(W)l r
6 = (1-r)/2r risulta
(I+Eh)2 = (I+Eslfl r )2 = (l+s.)2 = 1+2.s+.2s 2
sicché (I+Eh)l/r = (1+.s)(1+2's+ .2 S 2)6.
PeI"ciO. tenendo conto del fatto che 52 = l S(f)' 51 ottiene
e
(1+,s)(1+2.s + .2 s 2) -1
E
(1+2.s+. 2s 2l-1
E
(8.8) (1+2.s+.
2 )6 -1
•
•
Si considerino separatamente 1 due termini a secondo membro
della (8.8). Per il primo risulta
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Z ZiI r ZSh(l+Zos+o) é- Ih(l+Zos+o ) I = It (l+Zos+o ) I <
grazie alla (8.1).
Quanto al secondo termine della (8.8). posto E:= {a > l/Z}
sihainE.
(l+Zos+oZ)S_l
o
, S
l+(l+Zo+o") =Itlr
o
ZS(l-o) <
o
ove si è tatto uso della diseguaglianza (8.Z). In E'= (oE]O.ll2])
il teorema del valor medio assicura l'esistenza di una costante
C >0 tale che sia
< c .
In ognI caso, perciò, il secondo membro della (8.B) è maggiorato
In modulo da k'(l+lfl+lfl f ), essendo k' un'opportuna costante.
Ora I t I r € LP($'); intatti, poiché r < l,
= 5 + 5 ItlrPdlJ
(ltl<1) !ltl>])
+5 Ifl rp du <
{Ifl>ù
< l + 5 If IP du < 1 +
{Itl>l} -
La v.a. hE è dunque maggiorata in LP(~ sicché
1im
<~o
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h = l h = ~lfIP-1
< r r
è In Ran P (oltre ché in Ran P*) poiché Ran P è chiuso. Per induzio
n
h slfl rne SI mostra c e è In Ran p* per ognl nelN. La successione
n
{slfl r l è maggiorata in modulo da 1+lfl r ; infatti in {lfi.::ll
n n
è slfl r < l mentre in {Ifl > Il è slfl r < Ifl r . ora 1+lfl r è
n
" perciò Ifl r ~ 5
Dato infine geLPCy) e posto f=Pg riesce. per il teorema di
convergenza dominata
n
J IPgldu = JPg 5 du - limn JPg s. Ifl
r du =
n
Jg slfl r d IJ =
vale a dire la (8.7).
(b) Caso peJ2.+~[: la dimostrazione di (a) fa vedere che P*
è una contrazione rispetto alla norma LI (poiché P*l=l). p* è
inoltre positivo; 51 supponga infatti, per assurdo. che esistano
una v.a. positiva f di Lq (.?) e un naturale n tale che l 1 insierne
F := {P*f < l/n} abbia probabilità strettamente positiva; allora
n
P*f du =J
F
n
fPldu=J
F
n
fdu>O.
che è una contraddizione. Perciò P*f > O.
- 71 -
Sia ora g € LP (9') e si ponga s' :=sign(Pg). lo positività di
P* dà, grazIe alla (8.5)
flPg!du = fS'Pg du = fg P*s'du .: flgIIP*s' Idu < figi P'ls' Idu <
< flgldu.
Cc) Caso p=2: poiché P è Ofa positivo per ipotesi la dimostrazion6
è la stessa che nel caso Cb). Il
(8.9) LEMMA. In ogni sottospazio chiuso "l' di LP (9') , con P€] 1,00[,
esiste una V,a. f con supporto ffiflssimale. tale cioè che S(g)cS(f)
per ogni ge1'.
DHl. Esiste, ovviamente. una successione {f
n
} c1/ tale che sia
00
l per ogni n € ]N e S(g) c Un=l SU n ) per ognI g In V.
Per induzione, 51 costruiscono tre successioni {Clj} c .IR+,
(Yj,k}C lR+ e (A j lc9' con j€N e k ~ j+l a partire da "1=1, Ao='/J
e ogni kEiN. Se g ._"j "fj '-"k=l k k alle tr(~ successioni si
richiede di soddisfare alle seguenti proprietà
(a) O 2-k<Y'lk<Y' k <J+. - J. - per k .:'. j+2,
(b) A. c S (g j) e u[S(gj)-A j ] <
2- j +2 per J > l :J - -
J(c) O < ". < Yj-l,j e S(gj) = U SU k) per J > l :J k=l
(d) [
k=j+l
< Ig·1 Q.c. in A.
- J J perJ>!.
proprietà (0)-
J ~ n-l e per
piccolo da avere
costruito Aj
f:e]O,l[ sufficientemente
e Yj ,k per
J ~ n in modo da verificare le
averSi supponga di
k > j+l e Il. per
J
(d). Si prenda allora
e SI ponga mA : = ( n
n k=n+l
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~[S(g)- (Ig I ><l}2- n
n n
k /p
tlfnl < 2 n II n(lgnl>d
e
El intanto evidente che è soddisfatta la condizione (a) e che
An c Sego). Inoltre. ricorrendo alla diseguaglianza di Markov,
SI ha
m
U[S(gn) -An} < u[S(gn)- li gn I>cl] + k=n"+l u(1 f n I < 2kn / P j <
m m
< 2- n +
"
2- kn flf IPdu = 2- n +
"
2- kn
=
k=n+l n k=n+l
2Z-n
--=---)
l_2- n
-0+2
= 2 •
sicché è verificata anche la (b).
Esiste almeno un numero O€]O,y l[
n,n+
per il quale risulta
(B. lO) u[S(f l)n(g = -o fil] = O
n+ n n+
(altrimenti esisterebbe una famiglia con la cardinalità del continuo
di eventi di probabilità strettamente positiva). Si ponga °
0
+ 1
eguale ad uno di tali numeri; allora se gn+l:=gn+on+l f
n
+ 1 , si
ha, In virtù della (8.10), S(gn+l)=S(gn)US(fn+l ): è cosi verificata
anche la (c).
Segue dalla costruzione data che, per j > n+]
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J
Il E
k=n+l
E
k=n+l
sicché la serle Ifkl converge q.c .. Grazie alla proprIe
tà Ca), 51 ha nel punti di An
Ig I -n < E - Ek=nTl
-k2 E: > O
sicché è verificata anche la (d).
Si ponga. infine, f:= E;=l ak f k ; ttile serle converge In LP(.?)
In virtù delle proprietà Ca) e Cc). Poiché 'Y è chiuso. f è in
r. La (d) dà
onde f f O In An e di qUI,
~[u S(fn)-SCf)] = lim
n
~[S(gn)-SCf)] <
n=l
(8.12) TEOREMA. Per un operatore lineare P:LPC$")? LP C$") con
peJl,oo[, p#2, sono equivalenti le affermazioni:
(a) P è una proiezione contrattiva,
(b) esistono una v.a. g€LP(~) e una tribù C§ di sottoinsiemi di
B:=S(g) tali che P abbia la rappresentazione
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ove ~i é la sottotribù di § generata da n e da!'§ e ..... p-lg : =
DHI. (a) => (b) Grazie a (8.5) esiste In Ran P una v.a. di
supporto massimale: posto B:=S(g) 51 consideri lo spazio mensura'1e
(B. S'(B).
la misura
ove S'(B):={A nB : AES'} è la traccia di S' su B. e
ha densità
USI l'ovvia convenzione di identificare una funzione reale definita
In n e di supporto contenuto in B con la restrizione il B della
medesimii funzione. Si definisca 1 1 operatore T da LD(B,§(B), ~p)
in sé mediante
(B.14) n: = P(fg)g per
Ltoperatore T cos1 definito è una proiezione contrattiva; infatti
e
= p(n· g) = ! p[P(fg)J = l
g g g P(fg) - Tf
J!nI P dup IglPd u =J IP(fg) IPd u =B
Inoltre T lascia invariate le costanti, cioè TI=!, poiché è Pg=g
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appartenendo g a Ran P. Perciò T è una proiezione eontrattiva
anche rispetto alla norma di Ll(B.~(B). ~p) grazie al teorema (8.6).
e, In consegut::nza del teorema (6.12) è un operatore di se rispetto
alla misura IIp e ad una tribù '§ contenuta in $"(B) , sicché
(8.15) = f figl P
A
du per ognI Ae<§ .
La tribù!'§ può essere vista come una sottotribù di y avente B
come elemento massimo. mentre T può essere considerato come un
operatore che agIsce su LP(n,sr Il) mediante
(8.16)
Considerando la se
(8.15)
(rispetto alla misura Il) si ha dalla
onde. poiché Tf è <§-misurabile
Di qUI, ricorrendo alla definizione (8.14) di T e alla (8.16)
SI ha per f€LP(j')
Pf=g = g E(fgP-1~)+
E(igiPI'§)
Per p11,
ogni e: > O
l'ultimo termine è nullo. Infatti se h-fl
- B r lesee per
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ave l'ultimi':!. eguaglianza deriva dal fatto che h hA. supporto in
B' mentre Ph l'ha in B. L'ultima relazione è allora possibile
solo quando Il PhlPdu = O cioè Ph=O.
Cb) ~ Ca) Ricordando che una se è un operatore positivo IO: che
Ville la diseguaglianza di Holder. si ottiene
sicché
d Il =
- I E'§ (I
B
li! E(fgP-l(,§) IP)
E( I g IP-l(,§)
ctu <
E(fgP-l/'§)!p d
u
E<!gIP('§ )
liW U('§)EP-l Cl&.I P/'§) du =
EP(lg!P('§ )
= I E( I f I p ( '§ ) d u = I I f I Pdu < I I f Ip d u
B B •
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ciò eh.:: dimostf.1 che P è una contrazione. Rima.ne da dimostrA.re
che P è idempotE=nte;
p2f = g~--
E(lgI P- 1/i)
-
E(§ [(pf) gP- 11=
=
E(fgP-1 N)
E(lgIP/O/J
= Pf. Il
COROLLARIO. Un operotore
eontrattiva positiva tale che Pl=l se
(8.17)
peJ1.+oo[ è un" • •prOIeZIone
l ineare P :
e solo se è una SCo
DIM. Basta stabilire la necessità della condizione. Se p#2,
P ha la rilppresentazione (8.13) nella quale g può essere presa
positiva graZIe fil corollario (8.11). Ma allora Pl=g sicché g=l
e Pf=E(f/(§) per ogni feL 1 ($'). Se. invece. p=2 il risultato è dato
dal corollario (2.3).H
Si osservi che rispetto alla caratterizzazione di Douglas (sezio
ne 2.6) per le proiezioni in L1 CS:) è stata aggiunta l'ipotesi
che T sia positivo.
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2.9 INVARIANZA DELLA MEDIA.
propOSé due caratterizzazioni df:::lla se più
vicine a considerazioni di teoria delle probabilità e di statistica;
entrambe poggIano sulla proprietà d'invarianza della m~dia.
Sia ..1tc L1 (y;) una famiglia Rrbitraria (per il momento) di V.i'!.
e SUl. T :.Yt' ....J'( un operatore (non nec€:ssilriamentt: linéare) che
goda delle seguenti proprietà
(9.1) E(Tf) = E(f) per ogni f di J!"(invarianza della media);
(9.2) Se f.g sono inJ!"e f 2 g "Ilora Tf 2 Tg (isotonia).
(9.3) LEMMA. Se T :J!"~J!" verifica le proprietà (9.1) e (9.2)
esso passa al limite lungo le successioni monotone (cioè se f
n
,
feJt'e fntf oppure fn~f allora TfntTf o Tf
n
4-Tf rispettivamente).
DIM. Basterà considerare il 5010 caso di SUCCf::ssioni crescenti.
l'altro trattandosi In manIera analoga. Si supponga allora fotf:
In virtù di (9.2) la successione è crescente e. poiché
Tf l < Tf < Tf. limitata; essa ammette perciò limite q.c. e riesce- n-
lim Tf < Tf (q.c.). Il teorema di convergenza dominata (o quellon n-
di convergenza monotona) dà insieme alla (9.1)
onde limn Tf n = Tf.fi
Si postu!i ora che la famiglia .Yf goda altresi delle proprietà
(9.4),)( cantif-ne le v.a. costanti (KeJt" per ogni K € IR);
......
'"•
") e
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Il seguenté lemma è evidente.
(9.6) LEMMA. Se la famiglia .>t'c Ll(S") soddIsfa alla (9.4) e
alla (9.S) essa contiene 18 V,a • •~-semplici.
(9.7) TEOREMA. Siano :t"c Ll (§) una famiglia di v.a. che verifica
no la (9.4) e la (9.S), C§ una tribù conVnuta ln:Y e T .Jf' .... j(7
un operatore che goda delle proprietà (9.1),(9.2) e inoltre delle
(9.8) RanT (cioè Tf è <'§-misurfl.bile) ;
(9.9) Tf = f se f € X
o
'
Allora vale
(9.10) (f€X ,A€§).
DIM. Si può dare lA dimostrazione in due passi, stabilendo
dapprima (a) che se l'l (9.10) vale per ogni f di ,;F limitata. cioè
per f€X n Lm(Si') , essa è valida in X; e quindi (b) che la (9.10)
è effettivamente verificata da ogni v.a. f di ~ n Loo(~.
(a) Si suppongf!. dunque che la (9.10) valga per. ogni A. (U (fj e per
m
ogni f di XnL (j').
.
Sia f una v.a. di.Yt' limitata inferiormente;
posto A(f);={f > ol è, evidentemente, A(f), A'(f)€S". Per la (9.S)
In ,jf . SiA. ora {so} una succeSSIone crescentE: di
+
v.a. ~-semplici positive convergente a f ; allora fn:=lA'(f)f+IA(f)sn
è una v.a. limitata di Yf . In virtù dell'ipotesi fattA. è T(lAfn)=
= IATfn pèr ogni neN e per ogni Ae~ . Ora f nt f e IAf nt lAf sicché
il lemma (9.3) dà T(lAf) = 1ATf. La (9.10) vale dunque anche per
v.a. che siano solo limitate inferiormentE:. Se ora f è una V.A..
arbitraria Ji .tf si pongA. g :=l A fn n lA! ove An:={f~-nh=.~; inti1nton
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gn è , per ogni ndl, In J!P, e inoltre
(gn > - n r. Poiché gn H e lAfn+lAf per
-
implica la (9.10) per ogn1 f di.Yf .
è limitata inferiormente
ogni A€'§ , il lemma (9.3)
00(b) Sia fejfnL (~ e 51 supponga k1 ~ f ~ k2 " Si scelga un insieme
A in rtJ in guiSfl che risulti lA,fe -K'a (un tale insieme di C§ esiste
senz'altro: per esempio A=S1). Posto fi:=lAki+lAtf (i=1,2) si
ha fio J!P
o
(i=1,2) e f l < f < f 2 onde, ricorrendo alla (9.9),
f l = Tf l 5. Tf "- Tf 2 - f 2 : inoltre lA,f i = lA,f (i=l,2) sicché
lA,f = lA,f l 5. lA,Tf 5. lA,f 2 = lA,f, ciOè
(9.11)
Ora, per la (9.1), E(i A Tf)+E(lA,Tf) - E(Tf)=E(f)=E(lAf) + E(lA,f)
e di qUI, In virtù della (9.11)
(9.12)
Siano hl e h 2 due v.a. limitate di jI{' con k l < h i < k 2 (i=1,2)- -
e SI supponga che esista In '§ un insieme A tale che lAh l=lAh 2'
lA,h l < lA,h 2 mentre lA.f i€.Jt'o (i=l,2): al10T8o è
(9.13)
infatti da hl ~ hZ scende Th 1 ~ Th 2 sicché Quest'ultima diseguaglia~
Zti f> la (9.12) scritta pri!ilii P(·f
(9.13):
r,,-,h e poil per f=h 2 danno la
Sé f e g sono due V.fi. di .1f entrambe limitate dalle costanti
k1 e kZ e SÙ l'insieme A di ~ è tale che lAf=lAg allora riesce
(9.14) l Tf-A -
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Posto, infatti. f i :=lAf + lAI k i (1=1,2) 51 ha f 1 .:.f"g < flJg ~J2'
La (9.14) è ora un ' imm8diata conseguenza della (9.13).
Infine 51 scelgano arbitrariamente una v.a. limitata f in~
e un insieme A in C!J e si applichi la (9.14) a f e A g:=lAf; si
ottiene cosI lATf " IlOAf). Applicando la (9.11) a lAf anziché
a f si ha lA,T(IAf) " O sicché in definitiva vale lA Tf=IA T(IAf)=
" lA T(IAf ) + lA,T(IAf) " T(IAf) vale a dire la (9.10).#
Il teorema (9.7) costituisce già una caratterizzazione delle
SCo infatti se T é la restrizione di E(.j<:§) a J't riesce
(Ae'§, feX)
relazione che è un caso particolare della (1.3.10). Viceversa
se T soddisfa alla (9.10) si ha, in virtù della (9.1),
che é proprio la definizione della se E(./~).
Per dare condizioni sufficienti affinché valgqno la (9.4) e
la (9.5) si consideri una famiglia di v.a. Xc Ll (9') che soddisfac-
eia alle
(9.15) kf eX per ogni k€IR e per ogni feJf':
(9.16) 1 + f eJf' per ognI f €.ft:
(9.17) f·g €)f' Quali che siano f e g in JI":
(9.18) se fn+f ove f
n
eX per ogni noN e.feL l (9') allora feX.
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Si osservi che la (9.15) e lo (9.16) danno a+bf€Ji' per ogni f€Jff
e comunque si scelgflno fl e b in IR; inoltre anche f~g é in Jf' (per
la (9.15)) .
(9.19) LEMMA. Se la famiglia Xc Ll(.~ non è vuota e verifica
le (9.15)-(9.18) allora yc*:= {Ad' :lA€X} è una tribù tole che
Jff= L1CJ' )~
DIM. Poiché X# \! la (9.15) e la (9.16) implicano che I apparlen
ga i'l.,j-J sicché n € y;*. Se A appartiene a Y;* vi appartiene anche
per ognI nBN e pertanto la (9.17) assicura
. . .
InSIemIsuccessione diunaoraSial-lA'
è inX
A' perché lA' =
di 9'"; allora lA
n
che f :=l A , lA J\ •• ,.. lA sia in .ff. Poichén 2 2 n
dA nn€lNAn E §* sicché:F* è una tribù.
Rimane da far vedere che ogni V.fI. di J'f è y*-misurflbile. A
tal fine, si ponga a € IR. f €JI"J. Dato che f
è in ,jf se, e solo se, VI è anche f-(n-l) si può scrivere
scrIve
!/= (f-l([l,+oo D:f€X) ; e poiché f è in JI" se. e solo se. VI è
onche D·(ld) si può SCflvere ancora S=(Cl{l):f€Jf{ O < f < l).
Sia dunque f una v.a. di ye con O < f ..: 1: per ogni n € ]\l è perciò
In J'f la v.a. f
n
:=l- {ll\n(l-f)}. El fAcile vedere che f
n
i feo ave
fl;l;l è un indicatore tale che fa:-1{1} = f-l {l}. Si può, perciò.
re ,Y'in un'RItra rnRnlera, come Y= {f-l{l}: feX, f=lA.Aey}; ma
allora 9'=:;*.
Siccome la famiglia di sottoinsiemi di R, {[a.+<D[:a€IR} genera
la tribù di BoreI ~, tutte le v.a. di Jf sono misurabili rispetto
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y*. sicché .JIf c Ll Cr ). Per dimostrare l r inclusione Inversa
SI osserVi che appartiene a .Yf ogni v.a. y*-semplice positiva
per 1=1,2, ... ,o; AnA.=f/J
l J
se iij). Se f>O è in L1 W*)è il limite puntuale di una successione
crescente di v.a. ,?*-semplici. che in virtù della (9.15) e della
(9.18) appartiene a Jf'. Sia infine f una v.a. arbitraria di
Ll(~*); allora (f+o)+ è y'-'-misurabile. positiva e integrabile
onde, per quanto appena visto. • +(f+n) e.Jt' . Ma anche (f+n) -ne.Jt'
per ognI n~ e Siccome (f+o)+ - nit. che è ovviamente una v.a.
di L1 (ff). la (9.18) dà feJlf. Dunque L1 (§*) c.Jt' .11
liceo. Quindi. la prima caratterizzazione proposta da Pfanzagl
(9.20) TEOREMA. Siano.Jt' una famiglia non vuota di v.a. di L1 (S')
che verifichi le proprietà (9.15)-(9.18), .Jt'o un sottoinsieme di
.JIfche soddisfaccia alle stesse proprietà e T :.Yt' ... .Yf un operatore
che goda delle proprietà (9.1),(9.2)
(9.21) Ran T c.Jt'o;
(9.22) Tf = f se fe .Jt'o'
Allora '§;={Ae!F ;IA€.Jt'o} è una tribù e T è la restrizione a
.Jt' dell 'operatore di se E(.I'§).
DIM. La dimostrazione scende immediatamente dall'osservazione
che,. per il lemma (9.19), si ha .Jt'= L1 (ff*) e .Jt'o=L l ('§) e che, di
conseguenza. sono verificate le ipotesi del teorema (9.7).~
La condizione d'invarianza (9.22) è piuttosto forte. Phanzagl
dette nello stesso lavoro [35J un'altra caratterizzazione che
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la evita ricorrendo invece all ' idempotenza che è un1immediata
conseguenza della (9.21) e della (9.22). All'operatore T saranno
anche richieste le seguenti proprietà
(9.23) (omogeneità) T(kf)=kTf per tutte le v.a. fEJf' e per tutti
i kBR per i Quali l'espressione abbia senso.
(9.24) (invarianza per traslazioni) T(I+f)=I+Tf per ognl fEJf'
per la quale l'espressione abbia senso.
•Il lemma che segue stabilisce i legami con il lavoro di Sidak
presentato nella sezione 2.3.
(9.25) LEMMA. Sia Jf'c Ll(S') una famiglia di v.a. che contiene
le costanti e che sia stabile rispetto alla formazione del max(v).
Se T : Jf'.Jf' verifica alla (9.1) e alla (9.2) e se preserva le
costanti (Tk=k VkèR) sono equivalenti le affermazioni:
(a) T è idempotente (T 2 = T):
(b) T soddisfa T(Tf-Tg) = TfoTg (f .geJt').
DIM. (a) ~ (b) L'isotonia (9.2) dà T(f-g) 2 Tf-Tg, diseguaglian
za che 'scritta per Tf e Tg anziché per f e g dà. in virtù dell'idem
potenza, T(Tf-Tg) ~ TfoTg; (b) segue ora dalla (9.1).
(a) '* (b) (T Tfv(-n)} = no(-n) per ogni n€IN. Il lemma (9.3) dà
ora Tf, Il
(9.26) LEMMA. Se Jf'c L 1 (3') soddisfa alle proprietà (9.15)-
(9.18) e se T :Jf'~Jf'è idempotente e gode delle propriet~ (9.1),(9,2),
(9.23) e (9.24), anche la famiglia Jf'o:= {fEJf' :Tf=f}
proprietà (9,15) e inoltre è ~=Ran T.
gode delle
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DIM. La relazione Ran T = ~o è una conseguenza ovvia dell 1 idempo
tenza.
Le proprietà (9.15).(9.16) e (9.18) diR
o
scendono dalla (9.23).
dalla (9.24) e dal lemma (9.3) rispettivamente. Per stabilire
la (9.17) SI osservI che l'isotonia (9.2) di T dà per f e g in
R
o
: T(fAg) ~ Tfqg = f'g e che, ricorrendo alla (9.1), da questa
ultima diseguaglianza segue T(fAg) = f4g.ff
(9.27) TEOREMA. Nelle stesse ipotesi e con la stessa notazione
del lemma (9.26) vale la (9.10) con '§:= (AeS' :lA€.J!"o)'
T è la restrizione aRdi E(.('§).
sicché
DIM. R
o
gode delle proprietà (9.15)-(9.18), per il lemma (9.26)
e della proprietà (9.32) per definizione. Quanto alla (9.21) essa
scende immediatamente dall'idempotenza di T. L'asserto è cosi
conseguenza del teorema (9.20).ff
Quest'ultima caratterizzazione migliura quella di Bahadur presen
tata nella sezione 2. Intanto, mentre nel teorema (9.27). alla
famiglia.if si
(9.18), Bahadur
91 un'opportuna
richiede di soddisfare alle condizioni (9.15)-
specificava che dovesse essere K= L2 eYl) con
tribù. Ho già osservato che l' invarianza della
media (9.1) è una conseguenza degli assiomi di Bahadur. l'isotonia
(9.2) segue 'dalla positività e dalla linearità di T. Anche le
stesse ipotesi di Pfanzagl sono implicate da quelle di Bahadur,
sicché il teorema (9.27) migliora il teorema di Bahadur.
L'ipotesi dell'invarianza della media può essere usata In conglu~
zione con altre, già incontrate. per dare una diversa caratterizza-
zIone delle SCo Vale il seguente teorema, per la dimostrazione
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del quale rImando a [32J 1-2-13.
TEOREMA. Per un operatore lineare e continuo
-+ LP(Y) con pe[l,+ 00[ sono equivalenti le affermazioni:
(a) T soddisfa alle due relazioni:
E(Tf) = E(O. T(g TO = (TO (Tg)
(b) T è la restrizione a LP(~ di un
bù di :F.
'§
operatore E . con '§ sottotri
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2.10 GLI OPERATORI MARKOVlANI.
Il lavoro di Letta ([27J) che qui espongo è leggermente differen
te in ispirito da quelli che ho illustrato sino a questo momento.
In breve, nel lavoro in questione. anziché immaginare che sia
assegnato uno spaZIO di probabilità. è data una successione di
operatori definiti sopra un assegnato spazio misurabile e soddisfa-
centì ad opportune condizioni: si dà allora una condizione necessaria
e sufficiente affinché esista una misura di probabilità sullo
spazio assegnato rispetto al Quale gli operatori dati siano (versio
ni di) SCo
(10.1) DEFINI2IONE. Siano Ini , Y;.) (i=1,2) spazt misurabili
a sia B(ni'~i) lo spazio vettoriale delle funzioni f:ni ~m limitat(
, S;-misurabili.Un operatore lineare T:B(nl,Fl)+B(n2'~) si dice
narkovìano se verifica le seguenti condizioni
(a) TI=l;
(b) T è positivo (Tf ~ O se f 2 O);
(c) T è sequenzialmente continuo (c.ioè se Un) c
una successione tale che inf
n
f
n
~ O risulta inf
n
B(n l , "'P
Tf
n
=. O.
è
(10.2) TEOIU!MA. Siano (n,J'l uno spazio misurabile e {F
n
:ne2)
una successione crescente di tribù contenute in Y con §"o=W,1j} l
e tale che F= VnFn' Per ogni ne2., sia Tn:B(Il,Fn.1)+B(n.~)
un operatore markoviano che goda delle seguenti proprietà
(10.3)
Sono allora equivalenti le affermazioni:
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(a) esiste una misura di probabilità
9'.
su Cn.~ t.le che T
n
_ E n;
C.ne.ces sar;d amen·t·e un i-e a)
Cb) pe.r egn.! s.ucce$S,lOne limit,ata {f J di v.a. positive di
. n·
B( n...§) .che. ,s,i,a. "adattata all,a successione di triiJù {~:n€2)
e ch,e,. ve.r.if,ichi "le relazioni
(10.4)
SI ha f = OCf Cw) = O
o ,q per olmi we n ).
e perciò
sicché ECf
n
) =
fo=O ~ -q.c .. ~la
OI~M. (a) ".(b)'.Sia {ftì}-una successione con le propriet·à richie·
ste da Cb).
Il teprema di converge.nza dominata dà limh E(fn ) = O. D'altra
parte poicM. rispetto alla probabilità ~. riesce T
n
f=EU/9'n)
per ogni feBCn.j>n~l~ si ha
!~
ECfn)=ECTnCfn+1)=ECE n fn+1)=ECfn+l ) per ognI neZ+
= EU
o
) per ogni neZ+ e dunque ECf
o
) = O. onde
f
o
è costante in quanto misurabile rispetto a
foCw) = O per- ogni we n.
Cb) =t Ca) Si definisca l'operatore lineare Un'k>nY1BCn .""k) ~ Bcn.~)
mediante
Poiché si possono identificare B(n.S'6) e IR, Olio è un funzionale
lineare e positivo su UneNBCfl. §n)' Inoltre 6110 passa al limite
lungo le successioni monotone (soddisfa. cioe. alla Cc) della
definizione (10.1)). Se. infatti. (gn'neN) c U
neN Bcn.~) è una
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successione decrescente tale che inf k gk = O. si definisca una
nuova successione {f
n
:ne2+} mediante fn:=inf{ Ung k :k~n}. La
successione {f
n
} soddisfa alle condizioni di (b); infatti Tnfn+1=
= Tn (infk>n+l 'Wn +l gk) = infk>n+l Tn Un +l gk = infk,nUngk=f n
in virtù della (10.1.c) e perché è decrescente e liro f =
n n
= limn infk>n Un gk = O. Perciò fa = O. Sfruttando la linearità
di 0110 e la Cb) si può costruire un'unica misura di probabilità
~ su (Il ,:FJ, rispetto alla quale riesca E(f)=Uof per ogni f€UneNUl,~):
basta partire dalle funzioni indicatrici lA con A~ ponendo ~(A):=UolA)' Allora
spazio di probabilità (Il,~~) risulta, per la (10.3)
(10.5) U T (fg)=T Tl ... T l[T (fg)]
o TI o n- TI
=
= U (fg) = E(fg).
o
Nella (10.5) si prenda g = lA con A~n ottenendo cosI
f T fA n d~ - f fd IlA
onde, per l'arbitrarietà di A, Tnf = E(F/3'n).ff
In questo teorema si può facilmente ottenere un teorema di
C. lonescu.-Tulcea ([27J) sulle probabilità di transizione.
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2.11. SINOSSl DEI RISULTATI.
Questa sezione raccoglie, per comodità del lettore, gli assiomi
usati dai vart autori per caratterizzare un operatore T come una
se o come la restrizione di una SCo
1. Moy (I 954)
(M.D) T • LP(S') ~ LP(S')•
(M.l) T è lineare;
m m
(M.2) TL (S') C L (j');
(M.3) T(f Tg) = (Tf) (Tg)
con pe[l.+a{;
m(f, go L (S'»);
(M.4) T è una contrazione in Ll(j»:ITfll~ Ifll
(M.5) TI = 1
2 . Bahadur (I955)
(B.D) T: L2 (S') ~ L2 (S') ;
(B. 1) T è lineare;
(B.2) T è idempotente T2=T;
(B.3) T è autoaggiunto;
(B.4) T è positivo;
(B.5) TI = l.
•3 . Sidak (1957)
• L2 (S') ~ L2 (S') ;(S.D) T ••
•(S. 1) T è lineare;
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•(S.2) T è idempotente;
•(S.3) T è autoaggiunto;
•(S.4) TI - 1 ;
• 2(S.5) T(Tf'Tg) - TfvTg (f,geL (j').
4. Rota (1960)
(Ro.2)
(Ro.l) T è lineare;
ITfI < Iflpp -
(Ro.3) TI = l:
(Ro.4) T(g Tf) - (Tf)(Tg)
5.Rao (1965)
(Ra.O) T : L~ ~ L'l'«(§,) con 'l' funzione di Young continua e modera
ta;
(Ra.l) T è lineare;
(Ra.2) T è idempotente;
(Ra.3') ITI ~ 1 e la funzione di Young complementare ~ è continua;
oppure
(Ra.3") T*f = f
6. Douglas (1965)
m(feL «(§')).
(D.l) T è lineare;
(D.2) T è idempotente:
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(D.3) T1 = l;
(D.4) 111'11 = l
7. Olson (1965): ipotesi identiche a quelle di Rota.
8. Ando (1966)
(A.l) T è lineare:
(A.2) 1'2 _ T:
(A.3) T1 - l:
(A.4) ~TI = l;
(A.5) T è positivo.
9. Pfanzagl (1967)
(P.O) T ::tf~:tf con :tfe Ll(j') ove:tf gode delle seguenti proprietà:
(a) KelR, fe:tf
(c) f,g ellf=>
(P.l) E(Tf) = E(f)
=> kf e:tf: (b) fellf "'" l+feJl':
f.g eJl": (d) (f leJl", f'+f~' feLl(S')~f'e~
n n·
(feJl') ;
(P.2') T è isotono': f < g, f,g eJl"'_ 'Tf ~ Tg;
(P.3) T(kf) = k Tf (keIR, f eJl");
(P.4) T(1+f) = l + Tf (fellf).
