Abstract. We consider rough metrics on smooth manifolds and corresponding Laplacians induced by such metrics. We demonstrate that globally continuous heat kernels exist and are Hölder continuous locally in space and time. This is done via local parabolic Harnack estimates for weak solutions of operators in divergence form with bounded measurable coefficients in weighted Sobolev spaces.
Introduction
The existence and regularity of heat kernels on smooth manifolds with smooth metrics, compact or noncompact, is now a matter of classical fact. However, it is also useful and interesting to consider this problem on metrics with non-smooth, and even discontinuous coefficients. Such metrics can arise naturally and the prototypical example is when the metric tensor is obtained as a pullback of a smooth metric under a Lipeomorphism. A metric of this form will in general possess measurable coefficients.
Indeed, there has been some progress in this direction, with two notable works being [Nor97, tERS07] . However, the focus of their work is somewhat different to what we present here, as are their methods. We consider a wide and useful class of low regularity metrics called rough metrics, which by definition, have only measurable coefficients, and are Riemannian-like in the sense that they are locally comparable almost-everywhere to a smooth Riemannian metric (see Definition 2.4). These metrics became of interest in [BM16, Ban16] as they constitute geometric invariances of the Kato square root problem. They are particularly significant in the noncompact setting. In the compact case, these metrics were used to study regularity properties of a geometric flow, weakly tangential to the Ricci flow, in [BLM17, Ban17] .
Unlike their classical, smooth counterparts, we are not able to construct distances for rough metrics via the length functional as this is not a well defined device in this setting. Nevertheless, rough metrics induce a Borel measure ω g and we can define energies by the use of the exterior derivative. Consequently, they give rise to natural Laplacians as self-adjoint operators.
The underlying manifolds we consider are smooth (topologically), the exterior derivative of C ∞ functions (and differential forms) is defined, and is closable in L 2 (M), allowing us to construct Sobolev spaces W 1,2 (M) and W 1,2 0 (M). The former space is the energy space for the Neumann Laplacian and the latter for the Dirichlet counterpart. More generally, we can consider a closed subspace W of W 1,2 (M) satisfying W 1,2 0 (M) ⊂ W ⊂ W 1,2 (M) as an energy space for the so-called mixed boundary conditions. Corresponding to each such space, we obtain a Laplacian as a self-adjoint operator and we can now ask whether a heat kernel exists, and how regular one can expect such an object to be. In the setting of rough metrics, our main theorem is the following. > 0 for t > 0, (ii) on a parabolic cylinder Q = K × [t 1 , t 2 ] with 0 < t 1 < t 2 , K ⊆ M is compact, there exists an α = α(Q) so that ρ g,W t ∈ C α (K × K) for t 1 ≤ t ≤ t 2 .
Note that heat kernels have been considered for some time in more general settings than smooth Riemannian manifolds, for instance on metric spaces with bounds on certain synthetic notions of curvature (c.f. [Stu98] ). Many classical results can be recovered from this general theory for the special case of manifolds, since smooth (or continuous) metrics induce an associated intrinsic distance structure.
The treatment of heat kernels on smooth manifolds with smooth metrics usually proceed by constructing a so-called minimal heat kernel via local-to-global methods. However, additional assumptions, typically on curvature, are required in order to obtain its uniqueness (see [Cha84] ). More seriously, the following Varadhan's formula
may fail for this minimal heat kernel. In this classical setting, (or even for certain classes of metric spaces), it is well known that Varadhan's formula holds for the heat kernels corresponding to the Dirichlet and Neumann Laplacians (see [Nor97, tERS07] ).
As aforementioned, the results of [Nor97, tERS07] are similar to ours although their methods are different. Our approach is somewhat simpler with the key idea being to construct a global heat kernel via the Riesz representation theorem, a perspective made known to us from [Dav89] in the smooth setting. However, given the generality of our setting, we require a certain weak Harnack type estimate, along with some operator theoretic facts, for this technique to succeed.
This approach to constructing a heat kernel was used previously in [Ban17] where the manifold was assumed to be compact, and the existence and regularity of the heat kernel was reduced to parabolic Harnack estimates for divergence form operators with bounded measurable coefficients against a smooth background. The required estimates were obtained by observing that the rough metric is globally comparable to a smooth one, due to the compactness of the underlying manifold, and through the results in [SC92] . In our situation, we cannot argue in this way without imposing severe restrictions. Thus, we demonstrate how to obtain the heat kernel via local Harnack estimates before proceeding to show that such estimates hold in our setting.
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Rough Metrics
As far as the authors are aware, the term "rough metric" as used in the current context was coined in [Ban16] as they were recognised to be the geometric invariances of the Kato square root problem. We emphasise here that similar notions existed implicitly in the literature in [Nor97, SC92] . We recall the most important aspects of rough metrics here. A more detailed exposition can be found in Section 3 in [Ban16] .
We begin with the following definition, which recognises that a manifold affords us not only with a metric independent topology and differentiable structure, but also a measure structure that is independent of any metric.
Remark 2.2. The Lebesgue measurable sets form a σ-algebra containing the Borel σ-algebra. The notion of Lebesgue measurable set does not involve a measure on M. The collection of Lebesgue measurable sets is canonical in the following sense: given any smooth (or continuous) metric h, this collection of subsets are exactly the collection of ω h -measurable sets.
We now define the notion of measurable functions and sections of smooth vector bundles.
Definition 2.3 (Measurable functions and sections
is measurable for every α ∈ R. A measurable section s of a vector bundle π : V → M is a function s : M → V with π • s = Id M and such that for any Lebesgue measurable subset E ⊆ V , the set s −1 (E) is a Lebesgue measurable subset of M. We denote the set of such sections by Γ(V ).
Note that V is a smooth manifold itself and so Lebesgue Measurability of subsets of V is defined as in 2.1. In particular, we have the bundle π p,q : T p,q M → M of (p, q) tensors of covariant rank p and contravariant rank q as well as measurable tensor fields Γ(T p,q M). We also have the bundle of differential forms
The exterior derivative is however, not defined for all measurable sections. All the usual constructions of smooth subvector and sub-fibre bundles apply and in particular, we have a well defined notion of measurable sections of the fibre bundle, (T * M ⊙ T * M) + of positive definite, symmetric bilinear forms important in the main definition of this section.
Definition 2.4 (Rough metric). A rough metric g is a Lebesgue measurable section of Met(M) = (T * M ⊙ T * M) + , the bundle of positive definite, symmetric bilinear forms on T M that are in addition, locally comparable to Euclidean metrics: for each x ∈ M, there is a chart ψ x : V x → R n and a constant
Remark 2.5. Equivalently, there is an open cover {U α } of M, smooth metrics g α ∈ Met(U α ) and real constants C α > 0 such that 1
for all tangent vectors X, Y ∈ T y M for almost every y ∈ U α .
Remark 2.6. By employing a partition of unity argument, we can patch together the metrics g α to produce a globally defined, smooth metric h. If the constants C α are uniformly bounded above and away from zero, then our rough metric will be globally comparable to h. This is automatic whenever M is compact. If M is not compact, then this need not be true. However, if the rough metric g is at least continuous, we can find a smooth globally comparable metric for any C > 1.
Given a rough metric, we may locally define a g α -self-adjoint bounded measurable section
Such a definition has the advantage that it allows us to work with respect to the smooth metric g α , at least locally.
A rough metric gives rise to an L p -theory over the T p,q M tensor bundle by defining L p norms,
where the rough metric g is extended to tensor bundles exactly as in the smooth case.
gives a well defined, measurable section of positive definite, symmetric bilinear forms on T M ⊗ T M.
Lastly, let us note that all function spaces we consider are complex-valued function spaces, which are obtained from the real setting by complexification.
Laplacians and Heat Equation for rough metrics
For a smooth function f ∈ C ∞ (M), write ∇f = df for the differential of f . The differential ∇ :
, maps smooth functions C ∞ (M) to smooth one-forms C ∞ (T * M). We emphasise that this object is only dependent on the differentiable structure of M, and is independent of any choice of metric.
Recall that in the classical setting of a smooth g, the Laplacian acting on functions is given via the expression ∆ g = − tr g ∇ 2 , where
M and the trace is taken on the (1, 1) hessian obtained by metric contraction of the (2, 0) hessian ∇ 2 . Equivalently, we obtain that that ∆ g = grad * g grad g where grad g is the metric contraction of ∇.
For rough metrics, or in fact, any metric below C 0,1 , we have no notion of metriccompatibility (being unable to differentiate such a metric), and hence the Levi-Civita connection is not generally defined. Therefore, we understand this operator in an appropriate weak sense as follows.
First, we observe that for a rough metric g, the operator
. A proof of this statement is given in Proposition 3.10 in [Ban16] , which reduces to covering the manifold via precompact locally comparable charts and noting that d commutes with pullbacks inside each such chart. Consequently, we can define first-order Sobolev spaces
where the closures are taken with respect to the L p (M) norm. We may then define Sobolev norms
which are finite on the respective function spaces W
. We remark that without closability, if these spaces are obtained via a completion with respect to the Sobolev norm, it is unclear that they are, in fact, spaces of functions. In this paper, we exclusively deal with p = 2 and another consequence of the closability, coupled with the fact that C
, is that ∇ 2 and ∇ c are densely-defined operators. Therefore, operator theory yields that ∇ 2 * and ∇ c * exist as densely-defined, closed operators.
3.1. The Laplacian in the smooth setting. In the case of a smooth g that is also complete, we always have that W 1,2
We will emphasise at this moment that even in the smooth case, this does not mean that the Laplacian is essentially self-adjoint on C ∞ c (M); in fact, the only general statement that can be made is that
The case of essential self-adjointness can be obtained under a uniform lower bound on Ricci curvature (see [Ban14] ) but it is not known to the authors whether this result is sharp.
It is also useful to obtain ∆ g via the energy,
The operator ∆ g is now obtained via the socalled first and second representation theorems, Theorems 2.1 and 2.23 in Chapter IV in [Kat95] .
Note that in our setup, ∇ is independent of the geometry (i.e. the metric), but the energy is not. At the operator level, it is in taking the adjoint ∇ * g where the geometry becomes of consequence. Alternatively, defining the gradient, grad g u = (∇u) ♯ = g(∇u, ·), we have by definition, E g (u, v) = grad g u, grad g v . In this case, ∆ g = grad * g grad g , and so we could equivalently define ∆ g via grad g . We prefer the former picture for the simple fact that in the latter picture, the metric information and topological information are intertwined whereas in our case we have two operators in which one which only depends on the differential structure (the exterior derivative ∇) and the other on the geometry g (the adjoint of the exterior derivative ∇ * g ). In other words, there is a canonical operator, ∇ arising from the smooth structure and each geometry (i.e. metric) determines an adjoint ∇ * g .
When g fails to be complete, it may be that W 1,2
In that case, we obtain a Dirichlet Laplacian and a Neumann Laplacian corresponding to which space we pick to consider the associated energy. We retain this language from the world of boundary value problems because there, when M =Ω for a bounded domain Ω (say with Lipschitz boundary), we have that W 
where
By construction, the operators ∆ g,W are densely-defined, closed, self-adjoint and satisfy D( ∆ g,W ) = W. It is difficult to see how to obtain this from the expression for ∆ g,W . Rather, this operator is constructed via the first and second representation theorems, Theorems 2.1 and 2.23 in Chapter IV in [Kat95] , on considering the energy E g,W (u, v) = ∇u, ∇v with D(E g,W ) = W written exactly as we did for the smooth case. These are routine facts from operator theory that are valid in far greater generality than what we consider here and these methods are exposited to greater depths in [Yos95, Kat95] .
Let us remark on why allow for the spaces W. First, observe that the case of
0 (M) yields the Dirichlet Laplacian and W = W 1,2 (M) yields the Neumann counterpart. However, beyond these two obvious choices, there are many interesting spaces W that can be considered. These are best seen emerging from boundary value problems. As a guiding example, let M = Ω ⊂ R n be a smooth (or Lipschitz) bounded domain, and let Σ ⊂ ∂Ω be an open subset of the boundary ∂Ω. On letting Tr :
,2 (∂Ω) be the trace map to the boundary, define
is a closed subset. The interpretation here is that Σ specifies Neumann boundary conditions whereas Ω\Σ specifies Dirichlet boundary conditions. These are the so-called mixed boundary value problems introduced to us through [AKM06] . 
For any solution u, of the heat equation, we have the representation formula
for almost every x ∈ M.
Remark 3.3. In the compact case with a smooth metric, "a solution" is often formulated to mean (x, y) :
and lim t→0 ρ g,W t
(· , y) → δ y in the sense of distributions where δ y is the Dirac-delta distribution at y.
In the case of a smooth metric g, a typical construction for the heat kernel is to construct the so-called minimal heat kernel. This is done by taking smooth domains Ω j , each of which are precompact and satisfying Ω j ⊂ Ω j+1 . Inside each domain, one can solve the Dirichlet problem to obtain heat kernels ρ g,j t , each of which satisfieŝ
Then, one can make sense of the limit lim j→∞ ρ g,j (x, y) in the compact-open topology to obtain a heat kernel ρ min t . See Chapter VIII in [Cha84] for the details of this construction.
We refrain from considering this approach in the rough setting for the reason that this object may fail to be unique (uniqueness is known for smooth complete g with uniform lower bounds on Ricci curvature) and more seriously, the following Varadhan's asymptotics may fail:
Consequently, we can instead consider heat kernels associated to the operator ∆ g,W in L 2 (M) via the Riesz representation theorem as described in Theorem 5.2.1 in [Dav89] . As aforementioned, in the smooth case, at least for the heat kernel corresponding to the Dirichlet and Neumann Laplacian, we obtain the desired Varadhan's asymptotics. See the discussion on page 107 in [tERS07] for details.
There is a large class of rough metrics for which we know that the heat kernel exists and for which Varadhan's formula holds. Take h smooth and let ψ : M → M be a Lipeomorphism (that is, a locally bi-Lipschitz map). Define g = ψ * h, then, g also induces a length structure with distance given by d g (x, y) = d h (ψ(x), ψ(y)). Moreover, a calculation gives that ρ g t (x, y) = ρ h t (ψ(x), ψ(y)) (or more generally for ρ g,W t (x, y)). On combining the fact that ρ h t satisfies Varadhan's formula, it is easy to see so does ρ g t . In fact, we note that ρ g t ∈ C 0,1 (M × M), which is of higher regularity than we obtain for general rough metrics. More generally, [Nor97] constructs distances on Lipschitz manifolds with our notion of rough metrics for which this formula holds, and [tERS07] examines this problem in even greater generality.
In what follows, we adapt the key idea in the proof of Theorem 5.2.1 in [Dav89] to our setting. Due to the more general nature of our problem, we are forced to establish a number of a priori facts which are more or less immediate in the smooth case. What we present here was initially adapted from [SC92] for the compact case in [Ban17] , but the analysis we present here shows it can be made to work more generally.
The fundamental estimate we require is the following weak Harnack-type inequality for positive solutions of the heat equation.
At each x ∈ M and t > 0, there exists a precompact open set U x , a δ t ≥ 0 and a constant C(t, U x ) > 0 such that
In the compact case, even for a rough metric, such an estimate can be obtained with C(t, U x ) precisely quantified in terms of the curvature of a nearby smooth metric. However, the key observation to pass from the compact analysis to the general setting we present here was to note that the estimates we require are purely local. In what is to follow, we will see that the constant can be crude, it simply allows us to assert the existence and regularity of ρ g,W t
, but the finer properties can still be extracted by operator theory, in particular, from the fact that t → e −t∆ g,W is a semigroup. Proof. We outline the steps of the construction of the heat kernel noting that the pointwise expressions from here on should be understood in an almost-everywhere sense.
(i) For u ∈ C ∞ (M), it is readily verified that |∇|u|| ≤ |∇u|. In particular, this means that for u ∈ C ∞ (M) ∩ W, the inequality ∇|u| ≤ ∇u holds and therefore, whenever u ∈ W we obtain |u| ∈ W with this estimate for such a u.
(ii) By construction D( ∆ g,W ) = W and ∆ g,W f = ∇f for all f ∈ W and therefore, ∆ g,W |u| ≤ ∆ g,W u . By the Beurling-Deny condition (c.f. Corollary 2.18(2) in [Ouh05] ), this yields that for L 2 (M) ∋ f ≥ 0 we have that e −t∆ g,W f ≥ 0. That is, the semigroup e −t∆ g,W is (weakly) positive preserving. (iii) Now, let f ∈ L 2 (M), and write f = f + − f − , where f ± = max {0, ±f }. It is clear that f ± ∈ L 2 (M) and that |f | = f + + f − . By the fact that we have shown e −t∆ g,W is positive preserving, this means that for u ± (x, t) = e −t∆ g,W f ± ≥ 0 and we have that u(x, t) = e −t∆ g,W f = u + (x, t) − u − (x, t).
(iv) Since u ± (x, t) ≥ 0 are positive solutions, using inequality (H), we have a precompact U x with
for almost-every y ∈ U x . On integrating both sides over U x (which has ω g (U x ) < ∞ by precompactness and the properties of the measure ω g ) with respect to the variable y, we have that
where the second inequality follows from the Cauchy-Schwartz inequality and since
By the self-adjointness of ∆ g,W , via functional calculus we obtain that e −s∆ g,W f ≤ f uniformly in s and therefore, we obtain that for each fixed (t, x),
f .
This exactly says that
(M) and therefore, by the Riesz Representation theorem, we obtain, for each fixed (t, x), an a t,x ∈ L 2 (M) such that
for every f ∈ L 2 . Because t → e −∆t f is a continuous semigroup mapping
, we have that x → a t,x is measurable for each t > 0. In fact, (t, x) → a t,x is jointly measurable by Lemma 4.51 in [AB06] . (vi) We now define the symmetric function,
We claim that ρ g,W t is a heat kernel: we use the by the semigroup property and self adjointness of e −t∆ g,W . For clarity, let us write f (·), g(·) to denote that the integration is over the · variable. Then we have
Next, since e −t∆ g,W is positive preserving, ρ g,W t
is real-valued. Moreover, since
By definition of the semigroup and a t,x , we have that x → e ∆ g,W f (x) = a t,x , f ∈ L 2 (M) and hence measurable in x for each f . On choosing f = a t,y , we obtain measurability in x and symmetry of ρ t yields measurability in y, which shows that ρ t (x, y) is measurable separately in both x and y. 
) with f ≥ 0, we have by using the nonnegativity of ∆ g,W 1,2 0 (Ω) (by (i) of this proposition) that |e
(viii) Now, we show that the localised semi-group is strictly positive: e −t∆ g,W 1,2 0
(Ω) f (x) > 0 for x-a.e. in Ω and t > 0 whenever f ≥ 0 but f = 0. That is essentially given by the proof of Theorem 4.5 in [Ouh05] , which is done for a quadratic form in Euclidean space, but works in this context with minimal modification. Note first that by the compactness of Ω, there exists a smooth metric h on Ω that is quasi-isometric to g on Ω (but not necessarily all of M) so that
where B are symmetric, bounded, measurable coefficients such that h(Bu, v) = g(u, v). Corollary 2.11 in [Ouh05] states the strict positivity of the semigroup holds if and only if every subset Ω ′ ⊂ Ω with the property that
If this weren't the case, then for all x ∈ Ω, there exists η x > 0 such that
In this case, we write
and
to obtain two open sets which satisfy Ω = Ω 1 ∪ Ω 2 and Ω 1 ∩ Ω 2 = ∅ (metric balls have positive measure). Since Ω is connected, either Ω 1 = Ω or Ω 2 = Ω.
If Ω = Ω 1 , then we would conclude that ω h (Ω ′ ) = 0 contrary to assumption. Similarly if Ω = Ω 2 then ω h (Ω \ Ω ′ ) = 0 contrary to assumption. Having established the existence of x 0 , given any η > 0 sufficiently small so that B(x 0 , η) ⊂ Ω, let u ∈ C ∞ c (Ω) be such that u(x) = 1 on B(x 0 , η/2) and 0 outside B(x 0 , η). By assumption, χ Ω ′ u ∈ W 1,2 0 (Ω) and given that ∇ is a local operator, ∇(χ Ω ′ u)(x) = (∇u)(x) for x-a.e. in Ω ′ and 0 otherwise. Then we obtain that χ Ω ′ ∇u = ∇(χ Ω ′ u) inside Ω. Combining this with the assumption that the closure of Ω is compact with piecewise smooth boundary, we obtain that
contradicting that v is continuous on
(ix) Next we show that ω g y ∈ Ω : ρ g,W t (x, y) = 0 x-a.e. in Ω = 0 for every t > 0.
That is, we want to show that x → ρ g,W t (x, y) is not identically zero for almost every y ∈ Ω. To obtain a contradiction, suppose not. That is, for some t > 0, we have that ω g y ∈ Ω : ρ g,W t (x, y) = 0 x-a.e. in Ω > 0. Since M is σ-finite, we can find a set P ⊂ Ω with ω g (P ) > 0 and for y ∈ P , we have that ρ g,W t (x, y) = 0 for x-a.e. in Ω. Then for any y ∈ P and f ∈ L 2 (M, g) vanishing outside of P , we have
In particular, setting f = χ P , we obtain
That is, e
) and iterating this procedure in this way, we obtain that e
). However, since ∆ g,W is non-negative self-adjoint, operator theory t/2 ≥ 0 we obtain that for y-a.e. in Ω,
for almost every x in Ω contradicting that ω g (M ′′ ) > 0. This shows that for almost every y ∈ M, x → ρ g,W t (x, y) > 0 for x-a.e.
Remark 4.3. We note that the Harnack-type estimate (H) that we assume is very weak, i.e., it is not defined on cylinders or even parabolic cylinders. The proof shows that the existence of the heat kernel only requires such an estimate. As we shall see in the next section, a stronger estimate is required for regularity of solutions.
The Harnack inequality
In this section, we demonstrate that a stronger form of the Harnack estimate than (H) holds for rough metrics for which (H) is a consequence. To describe this estimate, fix a collection of locally comparable charts
Fix 0 < κ < τ < ∞ and an 0 < ε < κ, and for x ∈ M and t ∈ (κ, τ ), define
, and note that:
See Section 3.3 in [Ban16] for details. 
for every ξ ∈ T x M and almost everywhere in V x .
Proof. Since for t > 0 the solution
) and hence,
where the last equality follows from the fact that a x (y)∂ t u(y, t) = ∂ t (a x (y)u(y, t) . Similarly,
The estimate on B x follows immediately from (5.2).
The Harnack inequality we prove is the following. We provide two proofs of this result, the first proof simply on noting that we can deduce this from noting that the results of [SC92] localise, and the second from degenerate parabolic equation results of [CS85] .
Proof using [SC92] . By the use of Lemma 5.1, which illustrates that solution u of the ∆ g,W heat equation is a distributional solution, we can expect to use the methods of Moser's parabolic Harnack inequality [Mos64, Mos71] . However, Lemma 5.1 shows that we have a heat equation in a weighted Sobolev space, weighted by a x , and therefore, we cannot immediately apply Moser's results. But, the factor a x > 0 almost-everywhere, time independent and measurable, which is precisely the situation described in [SC92, Section 4]. Unfortunately, the results of [SC92] demand that the rough metric is globally comparable to a complete, smooth metric of Ricci curvature bounded from below. However, upon more careful inspection of [SC92] , we can see that the estimate is entirely local and it is only through the constants that the curvature bounds and global comparability enter. In our situation, we do not obtain uniform, global constants (and indeed do not expect them at this level of generality), but such control is not necessary for our applications. Thus, on noting that the results in [SC92] localise, we can apply Theorem 5.3 in [SC92] which is precisely our Harnack inequality stated in the theorem.
In the compact setting, this theorem is immediate from Theorem 5.3 in [SC92] without having to note its local nature. There, he proves such estimates for general operators L = −a div A∇, where a ∈ L ∞ (M) and A ∈ L ∞ (T 1,1 M) and symmetric for smooth metric h with a uniform lower bound on Ricci curvature. The key to note is that a rough metric in the compact setting is globally comparable to a smooth one, i.e., there exists a global constant C ≥ 1 and a such that
for u ∈ T x M for almost-every x ∈ M. By the virtue of compactness, it is immediate that the Ricci curvature of h is bounded below by a uniform constant. In fact, this procedure also works for rough metrics g which are uniformly close to some complete metric h with lower bound on Ricci curvature in the sense we have just written, rather than having to assume compactness.
We emphasise that the goal in [SC92] is to quantify the constants C(t, U x ) appearing in Theorem 5.2. In what we present here, we do not have the ability to control these constants. However, as Proposition 4.2 illustrates, this is not necessary in order to obtain the existence of the heat kernel. Quantifying such estimates is, however, still extremely important and useful when it can be done, since this can be used to obtain better global regularity for solutions than we do here.
We now give a proof using the results of [CS85] . From here on, we assume that the dimension of M is 3 or greater.
Fix 0 < κ < τ < ∞ and define u κ (x, t) = u(x, t + κ). Then we note the following.
Lemma 5.3. We have that:
Proof. Note that by definition, and using the semigroup property, u κ (x, t) = e −(t+κ)∆ g,W u 0 = e −t∆ g,W e −κ∆ g,W u 0 = e −t∆ g,W u(x, κ).
Therefore, it is immediate that u κ is a solution to the heat equation.
To see the bound, we compute: In what is to follow, we shall require some facts about Lebesgue and Sobolev space theory for functions valued in Banach spaces. While the book [CH98] discusses these issues in detail, an excellent overview of this topic is contained in the thesis [Kre15] .
As in [CS85] , for T > 0, define
and let W 0 (T ) = {w ∈ W : w(0) = w(T ) = 0} . Proof. Fix w ∈ W 0 and from (5.1), we have that a x ∂ t u κ (t), w(t) L 2 (Vx,δx) = B x ∇u κ (t), ∇v(t) L 2 (Vx,δx) for every t ∈ (0, τ − κ). A calculation similar to that in Lemma 5.3 yields that ∂ t u κ ≤ C ′ κ for all t ∈ (0, τ − κ) on noting that ∂ t u κ = ∆ g,W u κ . This, along with the bound in Lemma 5.3 shows that u κ ∈ L 2 ((0, τ − κ); W 1,2 (V x , g)) and that ∂ t u κ ∈ L 2 ((0, τ − κ); L 2 (V x , g)).
Moreover, note that W (τ − κ) ⊂ W 1,2 ((0, τ − κ); L 2 (V x , g)) and since in particular w(0) = w(τ − κ) = 0, by the fundamental theorem of calculus in the Banach valued setting by Proposition 1.4.29, Corollary 1.4.31 and Corollary 1.4.37 in [CH98] , we obtain that and since ∇u κ ∈ L 2 ((0, τ − κ); L 2 (V x , g)), the proof is complete.
With these three lemmas in hand, we prove the main theorem.
Proof of Theorem 5.2 for dim M ≥ 3 using [CS85] . Let ε > 0 be sufficiently small to be determined later. Fix 0 < κ < τ < ∞ and suppose that u(x, t) ≥ 0 is a positive solution of the ∆ g,W in (κ, τ ). Then, as before, write u κ (x, t) = u(x, t + κ).
Let D be any n-dimensional cube inside ψ x (V x ) then on writing D x = ψ 1 x (D), we haveˆD
Therefore, our density a x satisfies the so called A 2 condition:
Combining this with the (5.4) as well as (5.5) from Lemma 5.4 shows that u κ satisfies the hypotheses of Theorem 2.1 in [CS85] and therefore, we obtain a γ = γ(C x , n, κ, τ ) > 0 such that (5.6) sup where w n is the constant for which L (B(x, r)) = w n r n . Note that the constant γ is independent of t, and only dependent on t 1 and t 2 through our choice of values for κ and τ . By a similar calculation,
