Abstract-Digital watermarking is a method for embedding secret data into digital signals. We present a novel service that uses watermarking to add metadata into radio broadcast music. A user can record the music with a mobile phone from radio loudspeakers and extract the watermark. The watermark can contain, for example value adding metadata about the song or a link to an external server that can provide the user a possibility to buy a CD with the song in question, or a ticket to the artist's next concert. This solution offers a new channel for mobile commerce. The method is tested against sampling rate changes and DA/AD conversion in noisy environment, where the audio is played through loudspeakers and recorded using a mobile phone. The success ratio of the message extraction was 83 % in the experiments, while the subjective quality was graded on average as perceptible but not annoying.
I. INTRODUCTION
The interest in digital watermarking research started to increase in the mid 90's. The main application area is copyright protection and new watermarking algorithms are being created, while attacking methods are also being invented. [1] When watermarking methods are used for aforementioned purposes, the designer of the watermarking algorithm should consider a very wide set of attacks, i.e. attempts to remove the watermark.
The question of new applications for watermarking is also raised. As pointed out in [2] , the core technology is there to be used in different application areas. Some examples already exist, where watermarking is used for other purposes, such as broadcast monitoring for gathering statistical data, fraud detection to detect significant modification of the content of media, visible watermarks ("teasers"), and inserting captions such as hyperlinks or subtitles to the content.
The core technology offers vast possibilities. The watermark can be much more than the indicator of owner, source, or customer. In here we refer to such information as caption watermarks. The embedded information in caption watermarks is usually information that is beneficial to the user of the host media content, such as a link to further information or to another service, confidential textual data, another media type, including an audio file, or even a functional command. In this case, intentional attacks to remove the watermark are not expected. [3] When taking this kind of perspective on utilizing watermarking, a totally new set of innovative services is introduced, creating a vast amount of new business opportunities.
Multiple watermarking is a relatively new area of watermark research. Mintzer et al. [4] were among the first to suggest embedding more than one watermark in the same media. Sheppard et al. [5] created the first classification for multiple watermarking into three classes: re-watermarking, segmented watermarking, and composite watermarking. The classification is done depending on how they utilize the underlying algorithm, which means the method of embedding a single watermark into media.
Multiple watermarks can be used to increase the robustness of watermark with many different methods. One method embeds the same information many times, using either different algorithms or the same algorithm into different parts of media. Kundur et al. [6] proposed using reference watermarks embedded into media, to characterize the attacks before watermark extraction. Butman et al. [7] use a multi-level watermarking, in which the watermark in each level contains information how to extract the watermark in higher levels. In this method, the robustness of the algorithm used weakens as the levels go up.
Multiple watermarks can also be used to embed two or more watermarks which are not related to each other. These watermarks can have the same requirements for robustness, but they could be embedded by different parties. Another approach is to embed watermarks with different robustness requirements, e.g., one to verify the owner and other to be used in authentication. Liu et al. [8] developed a mathematical model to embed two watermarks with different robustness or capacity requirements either using power or time sharing. They also suggest that the robust watermark should be embedded before the fragile one.
The multiple watermarking and the caption watermarking techniques can be seen to offer several advantages. First, the embedded information is not lost easily, no extra headers are needed and information is available when needed. The embedded information, however, remains consistent and compatible with the existing service. Second, we can tune the algorithm so that it is robust against predetermined signal processing operations and other modifications, for instance, the data may undergo format conversions, especially digital-toanalog-to-digital (DA/AD) conversions. In contrast to adding additional information to headers, utilizing watermarking is format independent [9] , and the actual media object remains usable. Third, when confidentiality is needed, the watermarking approach offers the possibility to Watermark-enabled Value Added Services to Broadcast Audio restrict the access to hidden information, so that only the owner of a corresponding key is able to extract data. This enables, for instance, the possibility to create access levels or even guide the behavior of the media object in the receiving device. Finally, multiple watermarking methods offer a possibility to introduce totally new channels for information. We propose a method in which two watermarks are embedded in audio content. The first watermark is used to synchronize the extraction of the second watermark that contains the actual data. The watermarks are embedded into the same location of the host audio, but on different frequencies to prevent them from interfering with each other. The user can start recording the audio at any time, so the watermark extracting software must first find the start position of the watermark. This is similar as cropping attack against watermarks. For this, a synchronization method is required. [10, 11] The two watermarks are multiplexed to reduce the length of the audio required for extraction which improves the usability by reducing the service access delay.
In [12] watermarking has been used to embed a link into printed images. The method proposed in this paper utilizes caption watermarks and multiple watermarking to provide rich media content to be used for creating innovative new services by providing a new channel of information and allows the user to interact with the environment. The method proposed facilitates the access to different kinds of services and consequently can increase, e.g., the usage of ecommerce services.
The service application developed is presented in Section II. In Section III, we describe the watermarking methods used to implement the application. Section IV presents the results of the experimental tests. Section V concludes the discussion.
II. SERVICE APPLICATION
We propose a service that uses watermarks to embed metadata into radio broadcast music. In the service scenario, the watermarked music is played through radio loudspeakers and the user records the analog music with a smart phone which is used to extract the metadata from recorded music. Fig. 1 illustrates the scenario where value adding services have been provided in the broadcast media. The scenario has been introduced in [13] . The radio station can embed a variety of information into music it broadcasts, e.g., basic information about the recorded musical piece, such as the name of the song, artist and album in which the song is contained. It can also contain links to web pages that provide extra information about the song or can be used to buy tickets to a concert or to buy CDs of the artist in question. The user can access this information by recording the broadcast music and extracting the watermarked data from the recording.
Since the extraction of the watermark is realized in the smart phone, no changes to the existing radio equipment is needed. The users only have to install the watermark extraction software into their mobile phone. The radio station or content provider needs an application that is used to embed the watermark into music being broadcast.
With the multiple watermarking techniques, additionally, it is possible to support different access levels, for example, give access to more information for the listeners that have subscribed for a premium service. The users can only extract the watermarks to which they have the corresponding watermarking keys. We have implemented an experimental version of the service, in which we have embedded a link to a web page into the music. The watermark extraction software has been implemented in a smart phone using Symbian operating system. Fig. 2 illustrates the typical use scenario of the example service. The user is listening to radio and hears an interesting piece of music, and he wants to get more information about the song. He starts the watermark extraction software in his smart phone and records a sample clip of the music from the loudspeakers. The extraction software in the phone processes the recorded music and after the embedded data has been retrieved the application opens a web browser to a web page address found in the watermark. Thus, the service bridges the analog broadcast music and the Internet, enabling the users to get relevant web services without typing or searching. The embedded link to web service, however, cannot be heard from the music being played. The service enhances the advertising and electronic commerce by creating a new channel of interaction between analog and digital worlds.
III. WATERMARKING METHODS

A. General scheme
In non-security oriented applications, the overall robustness requirements are relaxed in the sense that the selected environment or application case restricts the types of attacks to be considered. Typically also intentional attacks are not expected at all, as the embedded content is beneficial to the user itself. However, the specific attacks that have to be considered can be severe and difficult to handle, and additionally, the environment sets some restrictions on the choice of the algorithms to be implemented. In our scenario, a few severe attacks on the watermarked audio can be identified; downsampling, DA/AD conversion, background noise and synchronization attack. To conquer these attacks, multiple watermarking and channel coding techniques are utilized.
The actual message bits are embedded in FFT-domain using the modification of the algorithm described in [14] , in which frequency hopping (FH) signalization is used on a variable set of the amplitudes of fast Fourier transformation (FFT) coefficients. The modifications of the amplitudes caused by watermark embedding are adapted to the human auditory system. The algorithm is modified by using fixed selection of coefficients triplets and frequency interleaving. A more detailed description of the modified algorithm and the method to accommodate robustness to down sampling is described in Subsection I.B.
The second watermark that is used for synchronization purposes is embedded in time domain using spread spectrum techniques. The mobile phones we used record the audio with 8 kHz mono PCM encoded format, which is often used in mobile phones. The original watermarked audio is in 48 kHz mono format and both synchronization and message watermark are repeated over the samples.
The distortions to the signal caused by recording (DA/AD conversion and background noise) was first tested using a cosine sweep signal that contains frequencies between 0 and 4000 Hz with 100 Hz intervals. The spectrum of the test signal is depicted in Fig. 3 
The range of n defines the length of the frame over which every information bit is spread and λ is a scaling factor to adjust the amplitude of the generated signal.
It was discovered experimentally that using those frequencies gives a good compromise between inaudibility of the synchronization watermark and reliability of the synchronization. Additionally, the actual message is placed on the selected coefficients on frequency band 2350-2550 Hz. When using these frequency bands, the synchronization watermark does not disturb the extraction of the message bits and vice versa. In addition, the recording process does not significantly distort the synchronization signal on these frequencies, as can be seen from Fig. 3 . 5 illustrates the overall watermark embedding scheme, in which the output contains both the actual message bits and the synchronization watermark. In the implementation, we embed 74 bits into approximately 9.5 seconds of music. The bits are repeated over the whole song. The data bits are interleaved and Turbo coded using ½ code rate to increase the watermark robustness. These data bits represent five 7-bit ASCII characters that are used to access web page. We use a redirection server that maps those five characters to the actual web address. We use only lower case letter and number characters in the redirection, which means that the maximum number of web addresses is about 39 million. However, by using the data bits directly, the address space would be 8 times larger than the IPv4 address space.
The processed information bits are embedded into audio signal in FFT domain after analyzing the signal to adapt to the Human Auditory System. The analysis portion is additionally utilized in scaling the synchronization watermark which is embedded into the audio content after the embedding of the actual message bits. These are explained in more detail in the following subsections. Embedding of the synchronization watermark is spread spectrum based and scaled synchronization watermark is embedded in time domain. The overall watermark extraction scheme is shown in Fig. 6 . Extraction is started with a correlation based synchronization search, which determines the starting point for the extraction of the actual message. A raw bit sequence is extracted in FFT domain utilizing the values of the modified coefficients, as explained in section B to decide the value of the bit. The message is interpreted from the raw message bit sequence by first determining the start of the message using the fourth FFT coefficient pair. After circular shifting, deinterleaving and Turbo decoding is utilized to finalize the message interpretation. The final message is checked if it contains other characters than numbers and lower case letters, in which case it is discarded and error message is shown to the user. 
B. Embedding and extraction of the message watermark
In the FH method the information bits are embedded into the coefficients of an N-point FFT. The bigger the N (the length of the frame), the fewer bits can be embedded. The principle of the modification of the coefficients is illustrated in the Fig. 7 [14] . The adaptation to signal is realized by calculating the mean value of all the coefficients in the particular frame and repeating the calculations separately for every frame where information bits are embedded. The value of K determines in decibels how much the coefficients are When embedding bit 1, a selected set of coefficients is modified, the values of the first triplet of coefficients (h 1 ) are increased K decibels or left intact depending on the initial value of the coefficients. Also, the values of the second triplet of coefficients (h 2 ) are changed down K decibels or left intact. The value depends on the initial value and on the mean amplitude in the particular frame. For embedding 0, an opposite arrangement is used. Both the real and the imaginary part of the coefficient are modified in order to increase the absolute value utilized in the extraction of the message. The audibility, and accordingly robustness of the embedded information, depends on the value of K, and it was shown with experimental tests (Section IV) that with a controlled distortion of the perceptual quality of the watermarked audio, the robustness of the embedded watermark is high.
Robustness to the downsampling from 48 kHz to 8 kHz is achieved utilizing interleaving of the message bits into 6 segments so that the information remains in the specified coefficients, also after downsampling. Interleaving is done on calculating the 1024-point FFT of every sixth sample and shifting the starting point six times and modifying each time the specified coefficients separately. The inverse FFT operation, after embedding the information bits, finalizes the embedding process.
Extraction of the message is realized through 1024-point FFT calculation from the exact point determined by synchronization search. A raw information bit sequence is extracted from the values of the coefficients of the two triplets used in the embedding phase according to (2) and (3) 
C. Embedding and extraction of the synchronization watermark
Synchronization is essential when considering a specific application scenario. The synchronization is accomplished utilizing spread spectrum techniques (Fig. 4) . A synchronization watermark of the format explained in the previous sections is embedded in time domain by summing a scaled spread spectrum signal over the samples defined by the length of frame. Proper scaling, defining the values for the scale of the synchronization watermark, α k , in each frame was realized through analyzing the signal frame by frame. The SWR (Signal to Watermark Ratio) is calculated as: This type of analysis has an important property of removing the most of the dependence of the power of the synchronization from the power of the actual information watermark. In the experimental section we measured the sufficient M, which is SWR in decibels for attaining proper synchronization. The spread spectrum signal is interleaved similarly to the actual watermark in order to realize robustness to down sampling. The synchronization search is realized by calculating the cross-correlation of the synchronization watermark and a segment of watermarked audio. Fig. 8 depicts a typical cross-correlation vector calculated between synchronization watermark and the recorded watermarked audio segment.
The first sample from which the extraction of the raw message bit sequence is started is determined by 
where x is the watermarked and recorded audio segment and y is the synchronization watermark and j=0,…,1023. The error decoding requires that the process starts from a correct position in the extracted raw bit sequence. The start of the message is indicated by the change of the start of message bit, embedded with fourth FFT coefficient pair, from bit 0 to 1 or vice versa. To increase the robustness to bit errors, multiple consecutive bits must have same value in order to indicate start of the message. Error decoding, and consequently message interpretation, is realized utilizing the knowledge of the calculations and by first circularly shifting the raw extracted bit sequence.
IV. EXPERIMENTS
The test audio samples utilized throughout the experimental sections represent different genres of music (rock, pop, children song, etc.). The effect of the genre is analyzed in conjunction with the quality evaluation. In preliminary tests the excerpts were 40 second long, but in listening tests 20 second long to diminish the overall evaluation time of each test person. Robustness tests to the inaccuracy of the sampling rate were done using Adobe Audition 2.0. All the other robustness tests were realized in noisy office environment with standard speakers and by recording the music with a mobile phone to give a realistic evaluation of the robustness of the scheme. Table I lists the used test files. All the test files were 48 kHz mono uncompressed sequences and they were recorded with 8 kHz sampling frequency. 
A. Robustness to the inaccuracy of the sampling rate
The performance of the soundcards can vary and in overall always cause some temporal scaling during DA/AD. Because of this property, the embedding method should be robust to fair amount of inaccuracy in the sampling rate. We measured the BER of the extraction of the 74 bit message, overlaid on 75776 samples (~9.5 seconds) of audio, while varying the sampling rate. The robustness of two different methods was measured; the first method utilizes a pair of coefficients without frequency interleaving and the other method triplet of coefficient pairs as proposed in our embedding scheme. Fig. 9 shows the average performance of the methods with different sampling rates, measured with BER. The maximum BER using one coefficient pair is 0.25 and 0.0811 using three coefficient pairs if the sampling rate is between 7990-8010 Hz. As can be seen from the figure, the proposed method is more robust to sampling rate changes and, additionally, due to spreading of the watermark energy, the level K (dB) for changing one individual coefficient can be significantly lower.
The average performance measured in eight music samples (triplet of coefficient pairs) is depicted in Fig. 10 . For K=4,6,7 dB the maximum BERs between 7990-8010 Hz are 0.1453, 0.071 and 0.00439 respectively. As can be seen from the figure, the robustness to the sampling rate inaccuracy increases when increasing the power of the watermark. By further employing error coding before watermark embedding, as suggested, we can correctly retrieve the embedded information under slight variations in the performance of the soundcard. 
B. Synchronization
Before the message extraction can start from the recorded audio, the correct frame-level synchronization has to be found. The searched synchronization point indicates where the FFT frame starts, which is needed to extract the actual message bits. We measured the performance of the proposed synchronization scheme by embedding a synchronization watermark in different levels by varying the M (dB), which determines the SWR (Signal to Watermark Ratio). The watermarked test files were played through the speakers and recorded by the mobile phone and the number of samples needed for finding the correct synchronization was measured. An example of the behavior is depicted in the Fig. 11 . Number of samples used to calculate the cross-correlation between the recorded audio and the synchronization signal was gradually increased.
The figure shows what the resulting synchronization point, the index of the maximum correlation value, is if given number of samples are used in calculating the correlation. When the number of samples used reaches a certain critical point, the value of the synchronization point stabilizes to a specific value, indicated as horizontal line in the figure. Another clearly noticeable issue is that the number of samples needed for calculating the correct synchronization diminishes considerably when the value of M is decreased (SWR increased). The average values for the number of samples needed for synchronization are given in Table II , detected from eight test files (8 kHz) while repeating the extraction process from random points. We also express the worst possible case, because these values finally define how many samples should be used in the actual service scenario in order to ensure reliable extraction. In general, the value of M can be dropped to 27 dB and the synchronization can still be found from the number of samples that is lower than the number of samples needed for carrying the message. This is important as we expect that recording of a segment that contains one circularly shifted message is enough for both finding the synchronization and for extraction of the actual message. Synchronization failed on the level of 27 dB when extracting from the test file 3. This is due to the overall nature of the test file, in which the average RMS power of the sample file is −20.38 dB, and thus the amplitude level of the sample is lower than in the other test files. Although the number of samples needed and the average RMS power depend on each other to some extent, direct conclusion cannot be drawn due to the additional effect of different frequency content in the used test files.
C. Reliability of message extraction
The channel through the speakers to the recording device, which in this case is a mobile phone, introduces amplitude distortion due to background noise, attenuation, and imperfections in the recording hardware. The effect of these distortions on the reliability of the message extraction was measured in the experiments, in which the synchronization point was calculated at different levels (M), and the BER rates of the extracted information was measured. First, the correct relation between the power of the actual information bits and the power of the fourth coefficient pair indicating the start of the message was researched. Experiments were run using 8 test files and by repeated extraction of the message from the recorded audio. The successfulness of the message extraction and additionally the indication of the message start from the raw bit sequence were measured. Next the power of the actual information bits K (dB) was varied to detect the level at which the message extraction is reliable. The value of the fourth coefficient pair was set to K+1 (dB) based on the preliminary tests. Messages were repeatedly extracted from random points for every test file and the average BER of the error decoded message was calculated. In Table II right side is illustrated the results of these experiments. The measurements showed that in order for the average BER to be <0.05 the value of the K has to be in the range of 5-7 dB. The success ratio (BER=0) was measured to be 83 % when M=25 dB and 71 % when M=27.
D. Audio quality
As usual when measuring quality of watermarked content, we measured the audio quality of the final watermarked files with SNR measure. The results of the SNR measurements are indicated in Table III . It can be seen that with appropriate synchronization level (M) chosen according to the properties of the test file, the SNR values are well on range SNR > 20 dB , which are generally accepted SNR values for watermarked audio content.
More interesting than objective measures is, however, how human perceives the watermarked content. In our proposed scheme, the actual information bits are embedded utilizing very narrow band signals therefore the effect of choice of the watermark level (K) has a much smaller effect on the calculated SNR values than the synchronization watermark. However, as pointed out in [14] , HAS is sensitive to that kind of noise, hence listening tests provide a more realistic evaluation of the actual quality of the watermarked audio. In the subjective tests, 11 persons were asked to evaluate the watermarked files. Six of the test persons were average users that do not have any special background about music, four users were in the musicians group, i.e. they play some instrument, and one user works with audio watermarks. The listening tests were done in a quiet office room with no disturbances using same speakers as in rest of the tests. We used a web-based quality evaluation tool, which allows the tests to be done in one's own time, and collects the results and calculates the statistical analysis of the results. The test subjects were asked to rate the audio quality using a 5-point impairment scale: (0: imperceptible, -1: perceptible but not annoying, -2: slightly annoying, -3: annoying, -4: very annoying). [15] The watermarked test files were the 20 seconds excerpts of the same files used in rest of the tests. Subjective difference grade (SDG) was calculated using the test results as:
The resulting SDG scores for different user groups are displayed in Table IV . The results show that the quality of the watermarked songs is adequate for the proposed use case. Additionally, it can clearly be seen from the results that the persons with musical background can more easily hear the difference between watermarked and unwatermarked music. The effect of the synchronization watermark to the quality score was quite random, especially in the musician group, where the version with stronger synchronization watermark was usually given better scores. This indicates that in some cases synchronization could be set to be even stronger.
E. Computational complexity
An important issue when implementing the extraction software is the computational complexity of the algorithm. This is especially essential with the mobile devices. The mobile phones have restricted processing power available and they usually do not have a floating point processor. The algorithm we used embeds the watermark in frequency domain, therefore we have to calculate a 1024-point FFT for each bit extracted. Calculating FFT takes 20 ms on the phone, Nokia N90, we used, that makes the total time to extract the 74 bits about 3 seconds. When using 24576 samples in the synchronization, it takes approximately 6 seconds to calculate the correlation. Thus in total the mobile phone used can extract the watermarked link in almost real-time. 
V. DISCUSSION AND FUTURE WORK
Study on watermarking literature indicated that closest to our work is presented by Steinebach et al. [16] . The focus of their paper is more on analyzing and modelling the distortion parameters than on designing a watermarking method. Some results using commercial watermarking methods and different microphones were provided. No results, however, exist on extracting the watermarks with mobile phone microphones. Another paper where a similar case is researched is the study by Xiang and Huang [17] . In that paper, is shown the main difficulty of the issue, combination of a variety of attacks, where some attacks are strongly dependent on the hardware (such as soundcards) used. No specific watermarking methods is suggested, instead a failure of utilizing quantization based watermarking is shown. The case study is restricted in the sense that the noisiness of the environment is not considered. Despite the Steinebach et al. paper, the considerations for robustness to DA/AD attack in the literature is mainly measured excluding the effect of the noisy environment using a fixed cable.
In the experimental section we demonstrated that using a multilevel approach, as proposed, a turbo coded message can be reliably carried over a noisy channel from speakers to mobile phone. Message extraction is possible despite the sampling rate inaccuracy commonly introduced by soundcards and other distortions due to the channel. Currently, we expect the soundcard quality to be fair, otherwise stronger synchronization and resynchronization is needed. The quality of the watermarked content is not yet excellent, but it is satisfactory, considering the combination of various severe attacks and the use case in question. At the moment, we have been able to construct an end-to-end scheme for reliable message delivery. Further improvements on the quality of the watermarked audio will be expected by considering different methods for indicating the start of the message for cyclic shifting of the message. Using fourth coefficient, as it is now implemented, causes some unnecessary distortion. As the level of K is strongly dependent on the sampling rate (Fig. 10) , additional quality improvements are expected with resynchronization or time scaling detection/inversion methods. Including these improvements will also require balancing on the complexity of the extraction method. After all, in a service like this, the final acceptance is strongly dependent on the user experience, including service access delay in addition to accepted imperfections vs. added value.
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