Aim: Several studies have recently reported on the value of CT texture analysis in predicting survival, although the topic remains controversial, with further validation needed in order to consolidate the evidence base. The aim of this study was to investigate the effect of varying the input parameters in Kaplan-Meier analysis, to determine whether the resulting P-value can be considered to be a robust indicator of the parameter's prognostic potential. Methods: A retrospective analysis of the CT-based normalised entropy of 51 patients with lung cancer was performed and overall survival data for these patients were collected. A normalised entropy cut-off was chosen to split the patient cohort into two groups and log-rank testing was performed to assess the survival difference of the two groups. This was repeated for varying normalised entropy cut-offs and varying follow-up periods. Our findings were also compared with previously published results to assess robustness of this parameter in a multi-centre patient cohort. Results: The P-value was found to be highly sensitive to the choice of cut-off value, with small changes in cut-off producing substantial changes in P. The Pvalue was also sensitive to follow-up period, with particularly noisy results at short follow-up periods. Using matched conditions to previously published results, a P-value of 0.162 was obtained. Conclusions: Survival analysis results can be highly sensitive to the choice in texture cut-off value in dichotomising patients, which should be taken into account when performing such studies to avoid reporting false positive results. Short follow-up periods also produce unstable results and should therefore be avoided to ensure the results produced are reproducible. Previous published findings that indicated the prognostic value of normalised entropy were not replicated here, but further studies with larger patient numbers would be required to determine the cause of the different outcomes.
Introduction
The field of radiomics has received substantial attention in recent years, with many publications outlining the potential benefits of applying texture analysis to diagnostic images to improve predictions of survival or time to disease progression (Alobaidli et al 2014 , Cheng et al 2013 , Cook et al 2013 , Ganeshan et al 2012a , Ganeshan et al 2012b , Goh et al 2011 , Mayr 2012 , Win et al 2013 , Yip et al 2014 , Zhang et al 2013 , improving predictions of treatment response (Cook et al 2013 , Mattonen et al 2014 , improving disease classification (Eliat et al 2012 , Vasconcelos et al 2010 , Xu et al 2006 and providing useful information in radiotherapy treatment planning (Alobaidli et al 2014 , Yu et al 2009 . Despite this, there are many aspects of the field that still need to be clarified, due to conflicting results in some publications, different methodology used in different studies and a lack of fundamental understanding of the relationship between image texture and the underlying biology from which it arises (Buvat et al 2015 , Chalkidou et al 2015 . Combined with the difficulty in determining which texture parameters have a genuine relationship with the outcome being tested and which are false positives, this has led some authors to question the validity of the evidence base and whether or not there is currently sufficient evidence of its efficacy in the clinical setting (Chalkidou et al 2015) .
One of the contributory factors in the over-reporting of false positives is the use of 'optimised cutoff values' when dichotomising patients for Kaplan-Meier analysis and significance testing (Altman et al 1994) . In this approach, the cut-off value of the texture metric used to split the patient cohort into two groups is chosen such that the P-value in a log rank test to compare the outcomes of the two groups is minimised. In other words the difference in the outcome measure (e.g. survival) between the two groups is maximised by choosing how the groups are formed. Since this approach requires multiple significance tests to be performed with only the best result being reported, it is associated with a high false-positive rate (Altman et al 1994 , Hilsenbeck et al 1992 . While this is an appropriate method for an initial exploratory study to identify which texture parameters may be of interest, further validation studies are required before it can be asserted that the texture parameters are genuinely related to outcome. To date, few validation studies are available in the literature (Chalkidou et al, 2015 looked at 15 recent publications on texture analysis and only 3 of these had incorporated validation steps into the study design) and hence it is unclear which texture parameters are of clinical interest and which appear to have a relationship with outcome purely by chance. Although strategies for minimising false positive results are available (Benjamini and Hochberg 1995, Holm 1979 ) these have not been in widespread use in texture analysis studies to date (Chalkidou et al 2015) . Together with the lack of knowledge on how stable the results obtained are (with respect to choice in cut-off value or follow-up time), this has led to uncertainty regarding the true prognostic power of texture analysis metrics. It is also unclear how sensitive the results obtained are to the choice in cut-off value, which is an important consideration in the clinical implementation and the efficacy of the technique in the wider clinical setting.
Another factor that can affect results is the duration of follow-up and how many events are observed in that period. A short follow-up period is likely to result in few events (deaths in the case of survival studies), which could limit the robustness of the result obtained. It is recommended that at least 10 to 15 events are observed per predictor (Babyak 2004 , Peduzzi et al 1996 in order to have confidence in the resulting P-value, but this is commonly not achieved, due to the difficulties associated with obtaining a large sample and with sufficient follow-up. If the P-value were sensitive to the follow-up period, whereby recording an additional event produced a substantial change in the result, this would suggest that false-positives were likely and that further follow-up data were required to obtain a robust result. However, normally results are only obtained for a single follow-up period and so the sensitivity of the P-value to follow-up is not known. The purpose of this study was therefore to investigate the effect of both the choice of cut-off value and the follow-up period to determine how these influence the result and to consequently determine how robust the P-value is to these choices. Furthermore, the purpose was also to inform future texture analysis studies, in helping to interpret results and to determine the likelihood of a robust, reproducible result having been obtained. To date, little cross-centre validation of texture analysis metrics for prognosis has been undertaken and so their reproducibility in different patient groups has not been established. If texture parameters only yield prognostic information under certain circumstances (e.g. for a particular disease stage or histology), this could limit their use to smaller, specific cohorts of patients, rather than being generally applicable to all lung cancer patients, for example. Comparing our results with a previously validated metric could therefore provide some insight into how robust and reproducible the metric is across a wider set of patient characteristics, across different centres.
The influence of parameter choice on the result obtained was investigated by collecting patient data and assessing the association between patient survival and a CT-based normalised entropy calculation with different cut-off values and follow-up times. Normalised entropy (where a ratio is calculated between the entropy measures obtained with different sized filters) was chosen as the metric of interest since Win et al (2013) have reported that this parameter has prognostic value for NSCLC patients. By evaluating a parameter that has previously been shown to have potential as a prognostic tool, a validation of this parameter for a similar cohort of patients was possible. A comparison against their results was enabled by matching the normalised entropy cut-off they previously found to be optimal and their follow-up period.
Other parameters were not considered here, since the aim was not to perform an exploratory study looking into which texture parameters have prognostic potential; instead the focus was on the stability of results obtained and on whether previously obtained positive findings can be confirmed. The final part of the study involved the generation of simulated survival data to allow further investigation into the effects of changing the follow-up period and the conditions required for a robust result.
Methods

Patient data
Patient cohort For this study, 72 patients who underwent IMRT for lung cancer between 2009 and 2012 were retrospectively identified, however only 51 of these patients could be fully processed due to the tumour being too small for a calculation of normalised entropy in the remaining 21 patients (further information on the processing methods is given below). Details of the patient cohort are given in Table 1 . The clinical records of these patients were reviewed to determine their survival status. Each patient received a diagnostic PET-CT scan on a GE Discovery system (GE Healthcare, Buckinghamshire, UK) prior to starting radiotherapy; the CT components of these scans were retrieved for texture analysis. Imaging data and texture analysis All CT scans were acquired with a peak tube voltage of 140 kVp and a current of 100 mA, and were reconstructed onto an image matrix in which each slice contained 512x512 pixels with a pixel size of 0.98x0.98mm. The slice thickness was 5mm. Regions of interest were manually drawn around the tumours of each patient by a single experienced radiologist (VP). The CT slice showing the largest area of tumour was then selected for texture analysis, which was conducted using a proprietary software package (Texrad, Cambridge, UK). This software processes the CT data within the regionof-interest; the region is eroded and all pixel values below -50 HU are excluded to ensure that no normal lung tissue is included within the processed data. The sizes of these processed regions ranged from 3.8 cm 2 to 45.7 cm 2 , with a mean of 12.6 cm 2 . (Note that in the original set of 72 patients, the sizes ranged from 1.4 to 45.7 cm 2 , with a mean of 9.6 cm 2 , but the smallest tumours could not be processed using TexRad and hence were excluded.)
hA Laplacian of a Gaussian band-pass filter was then applied to the processed region with two different widths, corresponding to medium and coarse image texture. These filters have widths of 6 and 12 pixels respectively. Some tumours were too small to apply the filters to them and hence could not be processed in TexRad; of the original 72 datasets, 70 were processed using the medium filter, but due to the larger filter size, only 51 could be processed using the coarse filter. The overall texture in the tumour region of interest was then quantified for each filter width using entropy derived from the histogram of intensity values. The normalised entropy (medium/coarse scale) was then calculated for the 51 patient datasets, which is the same approach used by Win et al (2013) . ( 
Statistical analysis
Survival analysis was conducted using Matlab (MATLAB R2015a, The MathWorks Inc., Natick, MA). A cut-off value of normalised entropy was selected, using which the patient cohort was split into low and high normalised entropy groups. A follow-up time was then selected, and survival curves of the two groups were generated using a Kaplan-Meier approach as far as the chosen follow-up time. The statistical significance of the differences between the Kaplan-Meier survival curves was assessed using the log-rank test, with the null hypothesis of no difference between the two groups. This was repeated for 50 different cut-off values of normalised entropy so that different splits in the two patient groups were obtained each time, allowing investigation of the P-value as a function of normalised entropy cut-off. In this way the full range of normalised entropy values for these patients were used as cut-off values for the survival analysis. The effect of changing follow-up period was also investigated using a similar approach. For a given normalised entropy cut-off, a P-value was calculated for every time point at which an event occurred (a patient death or follow-up ceased). This resulted in 51 P-values corresponding with the 51 survival / follow-up times. A 2D array of P-values was built up by evaluating P for all follow-up times and normalised entropy cut-offs described here. Note that although multiple P-value calculations were performed, this was to assess what P-value would have been obtained if a study had been performed with those particular conditions, rather than a direct assessment of the statistical significance of each assessment. Therefore P-value corrections for multiple testing were not performed as this was not the subject of this study.
Comparison against Win et al results
Win et al assessed the prognostic value of CT normalised entropy of NSCLC patients, also using TexRad as described in Win et al (2013) . Their study also used the CT component of a PET-CT acquisition acquired using a GE Discovery, with acquisition parameters of 140 kVp and 80 mA (compared with 140 kVp and 100 mA in this study). Their pixel size was also 0.98 x 0.98 mm with a slice thickness of 3.75 mm (Ganeshan et al 2012b) (compared with 0.98 x 0.98 x 5 mm voxels in this study). As used here, Win et al calculated the normalised entropy by taking the ratio of the entropy using the medium filter width (6 pixels) to the entropy calculated using the coarse filter (12 pixels) and assessed whether this metric was associated with overall survival. Using a feasibility dataset of 54 patients, they employed an optimised cut-off approach (determining the cut-off that produces the best separation in survival curves between the two groups), which was found with a normalised entropy of 1.233. This cut-off was subsequently applied to a validation dataset of 66 patients, from which a P-value of < 0.001 was obtained. The high normalised entropy group (> 1.233) were found to have a longer mean survival (39.7 months) compared with the low normalised entropy group (< 1.233, 18.2 months).
Our P-value calculation to replicate the Win et al validation study analysis was therefore performed with a normalised entropy cut-off of 1.233 and an equivalent follow-up time of 40 months.
Simulated Data
Simulated survival curves using a pseudo-random number generator in Matlab were generated in order to illustrate the problems of false positive and false negative results in the context of survival analysis. Unlike real patient data, it is possible to do this with complete follow-up (so that no censoring is required) and with a known underlying survival distribution, so that results produced can be assessed in terms of whether it is a genuine finding, a false-positive or a false-negative. The aim was therefore to produce Kaplan-Meier curves that had a similar appearance to that produced from the patient data, allowing the potential scenarios leading to that particular curve shape to be assessed.
Survival data were generated for 51 cases (to match the patient cohort size), split into 2 groups of 26 and 25 cases respectively. Kaplan-Meier analysis was initially performed for the scenario where the two groups had identical survival functions; both were defined by a normal distribution with a mean of 50 months and a standard deviation of 20 months, to produce similar Kaplan-Meier curves to those produced by the real patient data. As with the patient data, P-values were then calculated as a function of follow-up time using the log-rank method, to produce 50 P-values in total.
A second simulation was performed where the mean survival of group 1 was longer than for group 2; again, both groups' survival patterns were taken from normal distributions, but in this case group 2's mean survival was shortened to 45 months. (The standard deviation remained fixed at 20 months). In both simulations, the aim was to generate a case where the P-value is < 0.05 at an intermediate follow-up time, but is > 0.05 with the longest follow-up (as is the case for the patient data), in order to illustrate the issues with these specific cases. Due to the variability of the results obtained using a random number generator, different shaped Kaplan-Meier curves are produced every time the simulation is run. Therefore, repeated runs were made, which were stopped when the desired characteristics were achieved. The first simulation was run twice to achieve this result, and the second was run 3 times; only the output from the final run is presented here.
Results
Patient data: varying input parameters
The result of changing the normalised entropy cut-off and the follow-up period on the subsequent Pvalue is shown in Figure 1 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Figure 3. P-value as a function of follow-up period for two normalised entropy cut-off values: blue curve: cutoff = 1.168 (the value found to produce the lowest P-values using our data), red curve: cut-off = 1.233 (the value found to be optimal by Win et al.) . P = 0.05 is indicated by the black dashed line.
Figures 1 to 3 show that the P-value was found to be highly sensitive to both the choice in normalised entropy cut-off value used to dichotomise the patient as well as the length of follow-up period. Over all conditions, the lowest P-value was found to be 0.028 (obtained with a normalised entropy cut-off of 1.168 and a follow-up time of 22 months) and the maximum P-value was 0.9999 (obtained with a normalised entropy cut-off of 1.134 and a follow-up time of 5.7 months). For the longest follow-up time (which would be the time normally reported in survival studies), the lowest Pvalue was 0.11 and hence this is the value that would have been reported if the optimised cut-off approach were used. This would not have been considered statistically significant, even using a critical value of 0.05 (the default value often used without adjustment for use of the optimised cutoff approach or multiple hypothesis testing).
The P-value was found to be highly variable with respect to the choice in normalised entropy cut-off value. For example, at a follow-up time of 22 months, 4 results were recorded that were < 0.05, with the lowest value (P = 0.028) recorded with a cut-off of 1.168 (which is therefore the value that would have been selected if the 'optimised cut-off' approach had been adopted). However if the cut-off was changed only slightly from 1.168 to 1.151, this changes the result from one that would have been considered significant (P = 0.028) to one that is not significant (P = 0.173) even though this resulted from only 3 patients moving from the low-to the high-normalised entropy group. Similar fluctuations in P were seen at other follow-up times, with no clear stable minimum with P being consistently < 0.05.
Investigating P as a function of follow-up period also highlighted large fluctuations; the shortest follow-up times were associated with rapid changes in P-values, due to the low number of events observed and each new event consequently having a substantial impact on the outcome. Beyond around 20 months follow-up, the curve becomes smoother, although the P-value had not settled on a consistent value; a systematic rise in the P-values between approximately 30 and 60 months follow-up is seen. This is due to the survival curves initially separating but subsequently coming 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 closer together, so that a shorter follow-up period of 20 -30 months yields some results that could be considered statistically significant, whereas at 40 months or above, no results were < 0.05, irrespective of the choice of normalised entropy cut-off. This is illustrated in the Kaplan-Meier plot, shown in Figure 4 and shows that good follow-up is needed to understand the nature of differences between survival curves. 
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Comparison with Win et al results
The P-value obtained when the Win et al conditions were replicated (normalised entropy cut-off = 1.233, follow-up period = 40 months) was 0.162. Their result under the same conditions obtained with the validation dataset was P < 0.001. Increased follow-up for our data increased the P-value further to 0.257. Therefore we were unable to replicate Win et al's results, since our P-value under equivalent conditions was much greater than they observed. These differences mean that while Win et al concluded that CT-derived tumour heterogeneity (as determined using normalised entropy) is an independent predictor of survival in addition to stage in NSCLC, our data have not demonstrated the same prognostic power. The possible reasons for these differences are outlined in the discussion section.
Simulated Data
The results obtained from patient data can be compared with simulated data in Matlab to illustrate the difficulties in drawing conclusions in scenarios where the P-value is highly dependent on the follow-up time. Figure 5 shows survival curves of 51 simulated patients (to match our real sample size), split into two groups, with the survival of the patients in both groups being sampled from a normal distribution of mean 50 months and standard deviation 20 months. Since the survival of the two groups was defined in the same way, any difference in survival seen is coincidental. In this case, the P-value for the longest follow-up (taking into account the full Kaplan-Meier curves) was 0.55, which would not have been considered statistically significant if this result had been produced in a real study. Had the P-value been assessed at an earlier follow-up time however, a much lower Pvalue could have been produced, with a minimum of 0.019 occurring with a follow-up time of 50.6 months. In a similar manner to our data, the survival curves appear to separate for some time before re-joining, causing an initial decrease in P-value, followed by a steady increase. This same pattern seen in our data could therefore have been obtained by chance, with the low P-values seen at intermediate follow-up times not being indicative of a real difference between the low-and highnormalised entropy groups, but instead caused by chance. Alternatively, it is possible for a genuine difference to be present between the two groups, but statistical significance is not reached because insufficient data are available to be certain that the differences are real. Clearly this scenario is most likely where the difference between the groups is small. This is illustrated in Figure 6 , which was again simulated with survival being characterised by a normal distribution; group 1's normal distribution has a mean of 50 months and group 2 has a mean of 45 months. The standard deviation for both groups was 20 months. Therefore in this case there is a genuine difference between the groups, but like the case shown in Figure 5 , the P-value obtained at the longest follow-up time (0.42) would not have been considered statistically significant had it been obtained in a real study. Also like the previous case, a minimum P-value is reached with an intermediate follow-up (P = 0.026 at 56.4 months), beyond which a steady increase in P is seen. This is not to say that this curve shape is expected in survival studies; these particular simulations have been selected from the set described in the methods to illustrate the difficulties in interpreting Pvalue results when they are sensitive to the follow-up period.
Page 10 of 16 AUTHOR SUBMITTED MANUSCRIPT -PMB-105057. R1   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57 58 59 Figure 6 . Left: Kaplan-Meier curves of simulated survival data where the modelled mean survival of group 1 is 5 months longer than for group 2. Right: The P-value as a function of follow-up period for the Kaplan-Meier plot shown on the left, with a minimum of 0.026 observed at 56.4 months, but rising to 0.42 by the end of the follow-up period.
Discussion Patient data -varying input parameters
Varying the cut-off and follow-up time resulted in large variations in the P-value, often very rapidly with respect to changes in the input parameter. No clear stable minimum was obtained with consistently low P-values. Some of the P-value results would have been considered statistically significant if compared against a critical value of P < 0.05: altogether 39 / 2550 results met this criterion. However, these were isolated results, with other results of > 0.05 obtained from very similar conditions. Note that we are not stating that the results that were < 0.05 are statistically significant (and that the technique therefore has prognostic power under those conditions) rather that these are the conclusions that may have been reached had a study been performed where one of these P-values had been produced.
The Kaplan-Meier plot using the Win et al parameters (in Figure 4) show an initial separation of the high-and low-normalised entropy groups (producing low P-value results at intermediate follow-up times), followed by a rejoining of the two groups after further follow-up. It is not possible to ascertain from these results whether the initial gap is real (i.e. there is a genuine difference in survival between the groups) and the small number of patients was the reason for significance not being reached, or whether this was seen by chance and that the survival in the two groups is actually equivalent. A larger cohort of patients would be needed to determine which of these scenarios pertains to the data collected here. It should be noted though that the sample size of 51 in this study is comparable (Win et al 2013 , Cook et al 2013 , Ganeshan et al 2012b , Cheng et al 2013 , Ravanelli et al 2013 or greater than (Willaime et al 2013 , Tixier et al 2011 , Yip et al 2014 , Goh et al 2011 , Ganeshan et al 2012a , Vadiya et al 2012 many of the studies in the published literature. (The above studies involved between 15 and 56 patients.) Therefore the issues of false-negative findings due to sample size are also applicable to a large number of the published studies in this field, and should be taken into consideration when evaluating studies with small sample sizes.
Comparison with Win et al
There are several reasons why the differences between the findings in this study (P > 0.05 for a normalised entropy cut-off of 1.233 and follow-up of 40 months) and those of Win et al (P < 0.001 for the validation study using the same input parameters) may have occurred. It may be that the finding by Win et al was a false positive, and hence the results could not be replicated in another study. It could also be that normalised entropy has real prognostic power but that negative results were obtained in our study, either because of differences in the study designs, or because we obtained a false-negative as a result of the patient sample size. Further validation studies would be needed to address false-positive or false-negative issues, but to date there are no further validation studies pertaining to the use of normalised entropy for lung cancer patients and hence it is not possible to say definitively what the cause of the difference is.
If different results were obtained because of differences in study design, this would suggest that both results could be genuine, meaning that normalised entropy could have prognostic value in specific scenarios, but not in others. The main difference between the two studies is in the patient cohort as seen in Table 1 ; the Win et al study involved a large number of stage I patients (38 % of all patients) compared with our patient cohort (6 % were stage I). Conversely our patient cohort was more weighted to stage III (67 % of all patients, compared with 21 % for Win et al). Therefore if normalised entropy was predictive of survival only for early stage patients, this could cause the differences seen in the two study outcomes. Histologies were also slightly different, with the Win et al cohort limited to NSCLC, but only 2 SCLC patients were included in our study, so is unlikely to have had a substantial impact. Different scanners with different acquisition protocols may also have contributed to differences in study outcomes although it should be noted that the same type of system was used in both of these studies (GE Discovery) with similar acquisition parameters (see Methods for details). This is however an aspect of texture analysis that is yet to be fully explored.
Another difference in the study designs is the treatment type that the patients underwent; the patients in this study all underwent IMRT radical radiotherapy following the PET-CT imaging, whereas the Win et al study included patients undergoing palliative and radical treatments. Win et al stated that the mixture of treatment characteristics in their cohort indicated that 'texture heterogeneity was a survival predictor independent of treatment', which if indeed is the case, then the difference in study outcomes should not be attributable to the treatment characteristics.
If however it is the case that variations in the patient cohort or study details can cause a substantially different result, this has important implications for the wider use of texture analysis in the clinical setting. For texture analysis to be a clinically useful tool, parameters need to be robust to slight variations in acquisition details, etc. and the findings need to be applicable to a wide cohort of patients. However it is not possible to determine whether these aspects affected the results here, and further validation studies are needed to assess the general applicability and the robustness of each texture parameter.
It is recommended that future texture analysis studies take these issues into account, to give more insight into the real prognostic power of these metrics in a wide patient cohort. Assessing the change in P-value as the cut-off and follow-up time are changed can give an indication of the stability and robustness of the result, to help ascertain whether the metric is likely to yield prognostic power in another setting. Furthermore, multi-centre studies are needed to determine whether the cut-off found to be optimal in one centre is still applicable in another, or whether a reoptimisation would be necessary in each new setting. If the latter, this could prove a serious limitation of the clinical utility of the technique. Until these questions are addressed, the widespread utility of texture metrics may not reach its full potential.
Simulated data
The P-value trends obtained when follow-up time was changed for the patient study (where P-values were initially noisy, then decreased to < 0.05 before gradually increasing to > 0.05) were successfully replicated with simulated data. In the first scenario this trend was generated despite the survival of the two groups being modelled in an identical way (i.e. there was no genuine difference present), whereas in the second scenario, the survival characteristics were genuinely different.
This illustrates the issues of both false positive and false negative results; the intermediate follow-up time in the first scenario produced P < 0.05, which would have been identified as statistically significant in many studies, despite the fact that the modelled survival characteristics of the two groups were identical. Conversely, the longest follow-up for the second scenario produced a P-value that would not have been considered significant, despite the different survival characteristics of the two groups. These scenarios become less likely as the sample size is increase, although as previously discussed, a sample size of 50 patients or less is commonly seen in the published literature and hence the outcomes obtained with these simulations could have also been observed in those published studies.
Conclusions
Results of survival analysis using a CT-derived heterogeneity parameter were found to be highly variable with respect to the choice in cut-off value to dichotomise the patient set. Therefore although some P-values less than 0.05 were obtained, the rapid fluctuations in P with respect to the cut-off value suggests that results are not robust and may not be reproducible over a heterogeneous, multi-centre patient cohort. It also highlights that if an 'optimised cut-off' approach is used (whereby the cut-off value is selected by minimising the associated P-value), false positive results are possible. Validation in this case is therefore essential in order to identify the parameters that have genuine prognostic value.
P-values were also found to be sensitive to the follow-up period, with results < 0.05 obtained at some follow-up times, but not others. This sensitivity should be taken into account when drawing conclusions from a survival study; if insufficient events have been recorded by the end of follow-up, the P-value is likely to be unstable and conclusions could be radically altered with the addition of extra events.
Significant results were not obtained when the follow-up and cut-off values used by Win et al were replicated, which could have implications for the wider applicability of normalised entropy as a prognostic tool in lung cancer; further validation studies are urgently needed to investigate this further . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 
