Purpose: A good Monte Carlo model with an accurate head shielding model is important in estimating the long-term risks of unwanted radiation exposure during radiation therapy. The aim of this paper was to validate the Monte Carlo simulation of a TrueBeam linear accelerator (linac) head shielding model. We approach this by evaluating the accuracy of out-of-field dose predictions at extended distances which are comprised of scatter from within the patient and treatment head leakage and thus reflect the accuracy of the head shielding model. We quantify the out-of-field dose of a TrueBeam linac for low-energy photons, 6X and 6X-FFF beams, and compare measurements to Monte Carlo simulations using Varian VirtuaLinac that include a realistic head shielding model, for a variety of jaw sizes and angles up to a distance of 100 cm from the isocenter, in both positive and negative directions. Given the high value and utility of the VirtuaLinac model, it is critical that this model is validated thoroughly and the results be available to the medical physics community. Materials and method: Simulations were done using VirtuaLinac, the GEANT4-based Monte Carlo model of the TrueBeam treatment head from Varian Medical Systems, and an in-house GEANT4-based code. VirtuaLinac included a detailed model of the treatment head shielding and was run on the Amazon Web Services cloud to generate spherical phase space files surrounding the treatment head. These phase space files were imported into the in-house code, which modeled the measurement setup with a solid water buildup, the carbon fiber couch, and the gantry stand. For each jaw size (2 9 2 cm 2 , 4 9 4 cm 2 , 10 9 10 cm 2 , and 20 9 20 cm 2 ) and angular setting (0°, 90°, 45°, 135°), the dose was calculated at intervals of 5 cm along each measurement direction. Results: For the 10 9 10 cm 2 jaw size, both 6X and 6X-FFF showed very good agreement between simulation and measurement in both in-plane directions, with no apparent systematic bias. The percentage deviations for these settings were as follows: (mean, STDEV, maximum) (8.34, 6.44, 24.84) for 6X and (13.21, 8.93, 35.56) for 6X-FFF. For all jaw sizes, simulation agreed well in the in-plane direction going away from the gantry, but, some deviations were observed moving toward the gantry at larger distances. At larger distances, for the jaw sizes smaller than 10 9 10 cm 2 , the simulation underestimates the dose compared with measurement, while for jaw sizes larger than 10 9 10 cm 2 , it overestimates dose. For all comparisons between AE50 cm from isocenter, average absolute agreement between simulation and measurement was better than 28%. Conclusion: We have validated the Varian VirtuaLinac's head shielding model via out-of-field doses and quantified the differences between TrueBeam head shielding model created out-of-field doses and measurements for an extended distance of 100 cm.
INTRODUCTION
A necessary step in creating a Monte Carlo simulation of a radiation therapy treatment beam is the accurate modeling of the medical linear accelerator (linac). However, due to industry secrets, the information regarding the internal layout of Linacs is sometimes unavailable to the general medical physics community. This is the case for all aspects of the TrueBeam (Varian Medical Systems, Palo Alto, CA) linac. In order to provide a way to conduct Monte Carlo (MC) studies of this linac, the Varian Medical systems' Monte Carlo group has worked together with institutions to create a MC model and to validate it against existing experimental data. [1] [2] [3] [4] Varian has made this VirtuaLinac MC available on Amazon Web services cloud to researchers to perform direct Monte Carlo simulations of TrueBeam. Alternately, the researchers could use previously generated International Atomic Energy Agency (IAEA) compliant phase space files from this model to run their own Monte Carlo studies to evaluate interactions with other geometric systems downstream of the linac or to develop new technologies to work with the linac. Given the high value and utility of the VirtuaLinac model, it is critical that this model is validated thoroughly and the results be available to the medical physics community.
Until the work reported here, VirtuaLinac MC did not have a fully validated head shielding model. During this project, Varian Monte Carlo team developed an accurate TrueBeam head shielding model and the outside institution obtained the new phase space files and quantified its accuracy with comparisons against experimentally measured out-of-field doses at extended distances where head leakage dominates.
The TrueBeam linear accelerator has both flat and flattening filter free (FFF) beams. Removal of the flattening filter reduces gantry head leakage by a sizable amount, leading to a reduction of out-of-field doses by reducing scatter. When the flattening filter is present, beam hardening occurs as a function of the distance from isocenter, due to the variation of the flattening filter thickness, causing the beam energy to vary depending on the distance from center. This would also cause out-of-field doses to vary between 6X and 6X-FFF energies. Our study quantified the agreement between TrueBeam VirtuaLinac Monte Carlo simulation and measurement for both 6X and 6X-FFF out-of-field doses.
This manuscript validates the VirtuaLinac head shielding model using MC to experiment comparisons of out-of-field doses for a complete set of data points that covers the low energies 6X and 6X-FFF with angular dependence and jaw dependence as a function of distance from isocenter up to 100 cm. These data are useful when performing an uncertainty analysis of the main exposure for radiation epidemiology studies interested in looking at the dose-response relationship. The generated phase space files which include the TrueBeam head shielding model will be available in the IAEA website for researchers to download.
MATERIALS AND METHODS

2.A. Phase space generation for Varian TrueBeam using a Monte Carlo model
The head shielding model of the existing detailed GEANT4 Monte Carlo model of the Varian TrueBeam accelerator 1,2 was refined based on manufacturer's proprietary drawings. This modified model has been made accessible via Amazon cloud computing services.
The shielding of the TrueBeam treatment head is complicated, and the Monte Carlo model is necessarily a simplification. Improvements were made to early models based on the measurements during this project: Initial comparisons between measurements and simulation showed an excess of dose in the in-plane direction, away from the gantry, in the simulations.
This was traced to an incomplete model of the shielding; specifically, the component holding the primary collimator was smaller in the model than in the physical TrueBeam. Modifications were made to VirtuaLinac to more closely match the engineering drawings. The results presented in this paper are from simulations done after this adjustment.
For jaw settings of 2 9 2 cm 2 , 4 9 4 cm 2 , 10 9 10 cm 2 , and 20 9 20 cm 2 , phase space files were generated for both 6X-FFF and 6X energies. The machine model parameters used to generate these phase space files are as follows: Gaussian spatial spread in x, y (FWHM) of 0.7 mm 9 0.7 mm, electron mean energy of 6.0 MeV, with a Gaussian energy spread of 0.053 MeV sigma, and source beam divergences in x, y of 0.06 degree. Each phase space file contained approximately 3 billion primary particles. For this study, the Multi Leaf Collimator (MLC) bank was set in the fully retracted position, and only the open collimator measurements were performed to evaluate only the effects of the head shielding model.
The phase space was defined on a sphere of radius 70 cm centered on the target which was located 100 cm upstream of isocenter. Figure 1 (a) shows a cartoon of the linac head with the head shielding depicting the location of the phase space generated.
2.B. Simulation of out-of-field dose using GEANT4 Monte Carlo
A code developed in-house, based on GEANT4 (version 4.10.0), 5 was used in this study for the Monte Carlo simulations downstream of the phase space plane. The phase space files obtained from the Amazon cloud-based GEANT4 simulation were converted and read into the in-house GEANT4 code.
The experimental GEANT4 model included two coaxial cylindrical volumes of solid water representing the buildup volume and the ion chamber inside it. The buildup volume had a diameter of 4 cm and a length of 19 cm. The ion chamber had a diameter of 1 cm and a length of 10 cm. The latter volume was used as the dose scoring volume. A solid water block of 40 cm 9 40 cm 9 8 cm was introduced to reduce back-scattered photons from the couch entering the ion chamber. For comparison purposes, the simulation was also performed using a solid water phantom at a depth of 2 cm. The carbon fiber couch was implemented with a solid carbon box with dimensions 53 cm 9 200 cm 9 12 cm. To simulate scatter off of the gantry stand, a Tungsten slab with the dimensions 100 cm 9 10 cm 9 291 cm was included 90 cm from the isocenter in the model. Figure 1(b) illustrates the GEANT4 rendition of the experimental setup. The coordinate system used is similar to the one used by Kry et al. 6 : Positive z direction defined by the central axis photon beam, positive y extends from isocenter toward gantry (in-plane), and positive x extends from isocenter toward patient's right (when the patient is on the couch supine, with the head first) (cross-plane). Angular measurements are defined with the azimuthal angle in the clockwise direction (as viewed from above), with the zero degree setting along the in-plane direction (along the +y direction), Following this convention, the +45-degree axis is defined along the 45-degree line between positive y and negative x directions À135-degree axis is defined along negative y and positive x directions. The 90 degree settings correspond to the detector placements in the cross-plane direction. All measurements were performed with the gantry at zero degrees (vertically up).
Dose deposition in the phantom was calculated at a source-to-axis (SAD) distance of 100 cm. Out-of-field doses up to 100 cm from the isocenter were simulated. Dose was calculated at intervals of 5 cm in in-plane, cross-plane, and diagonal directions. Approximately 5 9 10 9 primary particle histories were used on VirtuaLinac for each jaw setting for the phase space generation. The phase space files were used with a recycling factor of 50 in the dose calculation simulation. A default production cutoff of 0.1 mm was used in this simulation to stop producing secondaries below a certain threshold. In GEANT4, this means that particles were tracked until they stopped. If a secondary with radiation length less than 100 µm was produced, the particle was not tracked, and instead, the energy was deposited locally. All simulations starting from phase space files were run in a high-performance computer cluster at the University of Virginia.
2.C. Procedure for ion chamber measurements
In order to obtain the angular dependence of the dose, measurements were made along three directions: 0°, 45°, and 90°. Along each direction, the dose was measured at a depth of 2 cm for a range of distances from the isocenter (20-100 cm) in steps of 5 cm. Data are presented as dose in lGy at each off axis, when the central axis is receiving 1 cGy. These data, including a discussion on estimating the accuracy of measurements, are available in the reference by Wijesooriya. 7 In summary: Out-of-field dose decreased with decreasing jaw size. The FFF beam produced out-of-field doses as low as 64% of the flattened beam. For both 6X and 6X-FFF beams, the highest head leakage is observed for inplane direction, and the lowest head leakage is in the negative 9 (cross-plane direction to patient's left). The lowest out-of-field doses were observed at 60 cm away from isocenter in both cross-plane and in-plane directions for fields smaller than 10 9 10 cm 2 . One notable feature is the asymmetry between positive and negative out-of-field doses especially in cross-plane direction.
RESULTS
This section presents the comparison of Monte Carlo simulation results to measurements. Figure 2 shows the distribution of particles generated from the Monte Carlo simulation phase space, for a jaw size of 4 9 4 cm 2 , projected on to the 2-D XY plane at isocenter. This plot qualitatively presents the asymmetry in the distribution of particles in phase space in both x and y dimensions. simulation and the measurement for the in-plane 10 9 10 cm 2 jaw size, 6X-FFF (left) and 6X (right). Excellent agreement (differences of 8% for 6X and 13% for 6X-FFF between simulation and measurement) was observed for both energies for the full range of À100 cm to +70 cm from the isocenter. In the positive direction, the range is limited to 70 cm due to the presence of the gantry stand. Figure 4 shows the comparison between MC simulation and measurement for the cross-plane 10 9 10 cm 2 jaw size, 6X-FFF on the left and 6X on the right. Agreement between simulation and measurement was observed over the range of À60 cm to +60 cm in the 6X-FFF case and from À50 to +50 cm in the 6X case. The dips in measured out-of-field dose around AE60 cm in both 6X and 6X-FFF are partially reproduced by the simulation. Figure 5 shows the comparison between simulation and measurement for the 45-degree (positive direction), and À135-degree (negative direction), 10 9 10 cm 2 jaw setting. Here, we observe excellent agreement between simulation and measurement up to a distance of 60 cm from the isocenter for both 6X and 6X-FFF beams. However, beyond 60 cm, the deviations between simulation and measurement increase with distance. 2 , 4 9 4 cm 2 , and 20 9 20 cm 2 jaw sizes in the in-plane direction. These figures clearly indicate very good agreement between simulation and measurement in the negative 9 direction (away from the gantry) all the way up to 100 cm; even the dip in 4 9 4 cm 2 jaw and 2 9 2 cm 2 jaw settings is well reproduced by the simulation. However, in the positive x direction (going toward the gantry), good agreement is seen only up to 40 cm for 6X-FFF beams and only up to 30 cm for 6X beams.
3.C. Percentage deviations between simulation and measurement
Average absolute percentage differences between simulated and measured doses for the full range of measurements and for a range of AE50 cm are given in Table I . 
For the 20 9 20 cm 2 , jaw size shows good agreement in the negative in-plane direction, for both 6X and 6X-FFF, similar to the cases of other jaw settings. The 20 9 20 cm 2 positive in-plane direction shows some disagreement starting around 40 cm and increasing with distance. In this case, the simulation predicts a dose roughly a factor of two higher than the measured dose. It should be noted that for the jaw sizes smaller than 10 9 10 cm 2 , the simulation is predicting a dose smaller than the measured dose at the same location, while for the 10 9 10 cm 2 case, the simulation and measurement are in agreement. Two simulations, the first without a gantry stand and the second with a gantry stand of tungsten placed at physical distances of the actual machine couch and floor [as shown in Fig. 1(b) ], yielded similar results.
The percentage deviation statistics for the 10 9 10 cm 2 jaw size in cross-plane, and diagonal cases, are as follows: In the three cases, 10 9 10 cm 2 , cross-plane, 45-degree, and À135-degree setting, the largest deviations are in the range beyond AE50 cm. For the range between À50 cm and +50 cm, the agreement is significantly improved to give absolute average deviations of 13% for 6X and 17.4% for 6X-FFF for the cross-plane case, 5% for 6X and 16% for 6X-FFF for the 45-degree case, and 18% for 6X and 9% for 6X-FFF for the À135-degree case.
3.D. Parameters used for the Monte Carlo simulations
Per AAPM TG 268 8 , a table containing the parameters used for the Monte Carlo simulation is given in Table II. 
DISCUSSION
We have quantified the agreement between Monte Carlo simulation generated out-of-field data and the measurement for the VirtuaLinac's TrueBeam linear accelerator for the low energies. Simulation used a Varian created head shielding model. This study corresponds to an extensive set of measurements and simulations for 4 jaw settings, at distances up to 100 cm from isocenter, in both in-plane and angular directions, and with and without the flattening filter. There have been Monte Carlo calculations predicting out-of-field doses for previous machine models. 6, [10] [11] [12] [13] Previously, Kry et al. reported two cases closely related to our measurements and simulations for a Varian C-series clinac with: (a) a flattening filter on and (b) the C-series head shielding model, but without a flattening filter. 6, 10 Kry et al. 6 showed a Monte Carlo simulation model for a Varian Clinac model 2100 and compared a 6X beam to measured data up to a distance of 55 cm from isocenter. Kry et al. 6 also has flat beam data for 3 jaw settings; 10 9 10 cm 2 , and 20 9 20 cm 2 , in the in-plane direction with MLC fully retracted similar to our measurement, and 4 9 4 cm 2 created from the MLCs. They report average absolute differences of 24% for 4 9 4 cm 2 jaw size, 10% for 10 9 10 cm 2 , and 20% for 20 9 20 cm 2 . Furthermore, regarding the percentage difference as a function of distance from isocenter, they conclude that 10 9 10 cm 2 has no trend with distance while for 20 9 20 cm 2 , the model consistently underestimates the dose in both in-plane directions. This underestimation appears to increase with the distance from isocenter; it is especially noticeable in the negative in-plane direction. According to the coordinate system defined by Kry et al. (page 4406*), this is the direction pointing away from the gantry. Their 4 9 4 cm 2 model tends to slightly overestimate the dose in both in-plane directions. These observations disagree with ours; while 10 9 10 cm 2 model agrees well with data in both in-plane directions in our TrueBeam model, for the 20 9 20 cm 2 case, our model overestimates data in the positive in-plane direction (toward gantry) and agrees well in the negative in-plane direction. In the 4 9 4 cm 2 case, our model underestimates data in the positive in-plane direction while good agreement is observed in the negative in-plane direction. These disagreements of out-of-field In-plane :10 9 10 jaw-6X 8 8
In-plane :4 9 4 jaw-6X 19 19 In-plane :2 9 2 jaw-6X 29 28
In-plane :20 9 20 jaw-6X-FFF 25 13 In-plane :10 9 10 jaw-6X-FFF 13 15
In-plane :4 9 4 jaw-6X-FFF 20 14 In-plane :2 9 2 jaw-6X-FFF 27 24
Cross-plane :10 9 10 jaw -6X 48 13
Cross *We note here that a statement on page 4408 on Ref. [6] seems to be in contradiction with the coordinate system definition of page 4406 for the in-plane direction.
simulation to measurement dose at very large distances between Kry et al. and ours could be occurring naturally due to the differences between head shielding models of two different machine types. Kry et al. cross-plane comparison for 10 9 10 cm 2 field created from MLCs also has no trend up to 50 cm from isocenter and has an average difference of 9% for AE50 cm range for flat beams. Similar deviations are observed in our cross-plane data with jaw at 10 9 10 cm 2 . Kry et al. 13 presented a Monte Carlo simulation comparison between a flat beam and a nonflat beam for a Varian 2100 machine model for both 6 and 18 MV. That paper only presents measurement data for 6X-FFF on the positive side of a single coordinate axis up to a distance of 50 cm comparing to the simulations. For this case, they reported an overall average absolute dose difference of less than 9%. We observed similar agreements for the in-plane 6X-FFF case moving away from gantry all the way up to 100 cm, and slightly worse, but very good agreement for the in-plane toward gantry side of 10 9 10 cm 2 . Ponisch et al. 14 showed measurement and calculation for in-field FFF 6 and 18 MV photon beams to evaluate the impact of MLC on the beam properties in a FFF 21 EX clinac. Therefore, these data cannot be compared to the current study.
We observed a slightly higher discrepancy between measurement and simulation with the flattening filter than with FFF (Fig. 9 ). This might indicate that leakage or scatter from the flattening filter might also be important components in out-of-field dose calculations.
The Monte Carlo simulations using the TrueBeam head shielding model consistently agreed quite well in the in-plane away from gantry while the opposite direction data slightly deviated from measurement for both flat and nonflat energies. This suggests that improvements could be made to modeling the complex geometry of the accelerator head. Even though out-of-field dose was very similar near the treatment field in the two in-plane directions, since, they differ far away from the treatment field by a factor of three to four, where leakage radiation dominates. This is a clear indication that the head shielding model is not symmetric, and thus could be further improved.
For example, the accelerator and surrounding structures are simulated as a simple block. In the real TrueBeam, the volume outside of the jaws contains various electronics and other components not related to shielding. In the simulations, these components were approximated as 20-mm-thick slabs on each of the four sides, 20 cm in height. The material was taken to be equal parts Al, Fe, Cu, C, and O. This block may provide more shielding than in reality. The motors and electronics surrounding the jaws and MLC are also modeled with a simple model.
Previous comparisons between measurement and simulation have shown disagreements comparable to what we have observed here, around 60 cm from isocenter in the positive in-plane direction. However, when using this data in calculating dose-response relationships, 15, 16 there are many other larger contributions to the uncertainty. Kry et al. 17 and Nguyan et al. 18 claimed that the uncertainty in the dose-response curve in cancer risk models is the dominant uncertainty, leading to uncertainties of absolute risk estimates in excess of 100% of the risk for almost all organs, even in the in-field region. This is because our knowledge of radiation-induced tumors is largely based on the atomic bomb survivor data. 19, 20 Hence, the absolute differences quoted in this paper, while they could be significant at some locations, should be considered acceptable. Source Phase space files generated using VirtuaLinac V 1.2.18 (2 November 2016) [3] Physics and transport For phase space generation using VirtuaLinac, QGSP_BIC physics list was used with 100 lm range cut. Electrons incident on the target had a Gaussian distribution with mean energy of 6 MeV and sigma 0.053 MeV. The distribution of positions was Gaussians with mean 0 and sigma 0.7 mm in both lateral dimensions. The distribution of particle angles was Gaussians with mean 0 and sigma 0.06 degree Timing VirtuaLinac simulation was run on Amazon Web Services (aws.amazon.com) c3.8 9 large instance with 32 cores. The cumulative CPU time to run the simulation with 1 9 10 9 primary electrons was approximately 200 h (approx. 400 min on 32 cores) Geometry
Varian TrueBeam Linac head geometry used in phase space calculations is proprietary; the geometry of the experimental setup described in the text Number of histories Phase space file for each setting contained 5 billion primary electrons
Variance reduction methods
No variance reduction methods used except the range cut. In the dose calculation simulation, the phase space files were used with a recycle factor of 50 Validation
The TrueBeam photon beam phase space generation, without the head shielding model, was validated previously by Parsons, Robar and Sawkey, and others; the dose deposition simulation was validated in the present study by comparing to the out-of-field dose from simulation to measurement [3, 4] Statistical methods The uncertainty for each simulated point was calculated using two methods: simple statistical error given by the number of simulated events and the standard deviation using a set of four dose deposition simulations carried out using different random seeds. The second method gave a larger uncertainty for all cases and hence was used as the final statistical uncertainty for each point
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Since there are many publications (summarized in table III of Ref. [21] ) comparing out-of-field dose dependence of open fields and treatment fields with MLCs, in this work, we focused on the effects of the TrueBeam head shielding model; hence, only the open collimator settings were measured and simulated. Robin Stern compared measurements for peripheral dose at two depths and two field sizes for 6 and 18 MV photons from a linac with the MLC fully retracted and with leaves positioned at the field edges. 22 Mutic and Klein presented measurement data of Varian 2300 C/D with MLCs, 23 Koshy compared Varian 2300 C/D with MLCs for IMRT, 24 
CONCLUSION
In this study, we have simulated the Varian TrueBeam system with a modified head shielding model and compared the out-of-field dose to measurements for an extended distance of 100 cm from the isocenter for both flat and FFF beams. The comparison to measurements is encouraging, with some room for improvement. These computed phase space files for the Varian TrueBeam machine with the head shielding model will be available in MyVarian.com 30 Web site for users to download. This shielding model will be useful for estimating risk levels and minimizes out-of-field doses. Coupled with a realistic patient model, these data could be used to simulate treatment modality specific, and organ-specific absolute absorbed doses, that could provide insight into radiation therapy-related secondary cancer risks.
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