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ABSTRACT
Comminution, the reduction of one size material to a smaller size, is poorly
understood at a basic level. A more fundamental understanding of comminution is
required to design better, more efficient processes. Many mechnical comminution
processes may be modelled, at least in part, as particle beds subjected to
compressive loading.
An existing computer program based on the distinct element method (DEM) has been
utilized to simulate a bed of particles under compressive loading. The distinct
element method, as opposed to continuum approaches, treats each particle as a
separate entity. The dynamic equations for each particle are solved explicitly during
every calculation cycle.
The simulated particle bed consisted of an irregular assembly of two-dimensional,
frictional, circular discs of varying diameters.
The program was modified to determine stress within a disc, apply a failure
criterion, and break the disc if the criterion was met.
Parameter studies were conducted to determine the the effects of friction and failure
criterion. It was found that high friction increases the incidence of breakage.
Qualitative agreement was found between simulation results and single particle and
particle bed experiments conducted with glass spheres.
Thesis Supervisor: Carl R. Peterson
Title: Associate Professor
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CHAPTER 1. INTRODUCTION
Comminution, the pulverizing of matter into small particles, is used in a
wide variety of applications, e.g., coal mining, manufacture of pharmaceuticals, and plasma
physics. It is estimated that two percent of the total electrical power in the United States is
consumed by comminution processes. 1 However, according to certain estimates the
processes currently used are only one percent energy efficient. 1 Therefore, any increase in
efficiency that can be achieved could have a substantial impact
In order to design more efficient comminution processes a better
fundamental understanding is needed of particle behavior, in particular, particle bed
behavior. This is because many practical comminution devices crush masses of particles
within what can be approximated as particle beds. In this thesis, particle bed behavior under
compressive loading is modelled. One traditional approach, used extensively in the field of
soil mechanics, is to approximate a large group of particles as a continuum instead of an
assembly of discrete bodies. These studies often assume that the particles are rigid and
unbreakable. In this thesis, however, each particle in the particle bed is treated as a discrete
entity and is capable of breaking into smaller fragments.
1 "Comminution and Energy Consumption," Committee on Comminution and
Energy Consumption, National Advisory Board, National Academy of Sciences, Reprint
No. NMAB-364, May 1981.
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Computer simulation was chosen as a useful method for gaining qualitative
understanding of the behavior within a particle bed. This approach has a number of
advantages. Physical properties can be changed easily, e.g., particle size, friction, damping,
and stiffness. Precise position and velocity information can be obtained. The exact same
initial conditions can be reproduced: an impossible feat when conducting real, physical
experiments. Of course, the primary drawback to computer simulation is that a simulation is
only as good as the model it's based on.
Chapter 2 contains a brief review of past efforts in discrete particle behavior. The
basic mechanics of the original computer program are described in Chapter 3. Several
modifications were necessary to incorporate particle breakage into the program. In Chapter
4 the theoretical bases of these modifications are discussed. Particular emphasis is placed on
stress calculation and failure criteria. Simulation results are summarized and discussed in
Chapter 5. In Chapter 6 some physical verification of the simulation is presented. Chapter 7
contains conclusions and recommendations for future work in this area.
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CHAPTER 2. REVIEW OF PAST EFFORTS
The goal of this research was to gain a better fundamental understanding of
particle bed behavior under compressive loading. This has been a concern of many in the
past because of its broad range of applications.
In one school of thought, predominated by the civil engineers, particulate matter
is treated as a continuum and attempts are made to derive overall constitutive relations. The
individual particles are treated as rigid and indestructible. These are the basic assumptions
made in the study of soil mechanics. However, in this work not only was overall bed
behavior of interest but also the breaking of individual particles and their subsequent
interactions.
In recent years another approach has emerged. This is the so-called distinct
element method (DEM). Here the individual particles are treated as discrete entities. The
dynamic interactions of each particle are monitored. It is only with the advent of large,
high-speed computers that any significant number of particles could be efficiently treated in
this way.
Cundall (1978,1985) has pioneered efforts in this field. He has written a
program, BALL, for modelling large beds of particles constrained by rigid walls. He has
investigated some effects of quasistatic compression of these beds. Recently he has
developed a more advanced version, UDEC (Universal Distinct Element Code), which
allows arbitrary particle geometries and breakage of these particles. See Cundall (1985).
BALL and UDEC are the programs that have been used in this research and will be
discussed in greater detail later.
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Walton (1986) has also looked at large assemblies of particles. However, his
emphasis has been on the rapid shear rates associated with the flow of particles down
inclines. He has also studied how particles flow.into and fill up a bin.
Trent (1987) has used the distinct element approach to simulate the breaking of
cemented bonds within aggregate materials, e.g., sedimentary rock.
Papadopoulos (1986) has treated particle beds in a different way than Cundall.
He has modelled the particles in the bed as elements in a bridge truss. He then formulates a
global stiffness matrix and solves for the nodal displacements. However, this program is
valid only for very small strains (up to .008) and does not allow for the breakage of
particles.
2.1 Model approximations
Any real granular material is irregular in shape and its behavior is inherently
three-dimensional. There would be many complexities involved in an analysis that
incorporated these features, e.g., stress concentrations, edge detection. It was felt,
however, that much could be learned from a simpler model, namely, a two-dimensional
assembly of circular discs. There were a number of reasons for this: 1) there were enough
parameters to experiment with (like friction and failure criteria) without being concerned
with individual particle shape, 2) analytic stress calculation is much easier to perform on
circles than on arbitrary shapes, 3) previous single particle tests were performed on
spherical particles (Larson, 1986). This way comparisons with these tests could more
readily be made.
10
2.2 BALL vs. UDEC
During the course of this research both of Cundall's programs, BALL and
UDEC, have been employed. UDEC was tried first as a means of simulating particle bed
behavior. Several problems emerged:
* UDEC was designed for investigating the behavior of a jointed rock mass, i.e., a
rock that has a network of discrete fault lines running through it. It was not designed
to accomodate large displacements of many separate particles.
* It was difficult to set up the initial bed configuration. UDEC requires that the user
start out with one large block. If a number of particles are desired, the user must
superimpose lines through the block to cut it into smaller sub-blocks. Then the user
can selectively delete any undesired sub-blocks leaving voids in their places. The
only way to create a single round particle, for instance, is by starting with a square
and successively cutting off corners. To create a random bed of different sized
particles the job is that much more difficult.
* The length of computation was unacceptable. With as few as 50 polygonal particles
a typical test consumed more than 40 hours of cpu time (on a VAX11/750
mainframe). It is believed that a major contributing factor to the computation time
was the edge detection algorithm. It is more difficult (and therefore takes longer) to
determine when two n-sided polygons are in contact, than when two circles are in
contact. Circle-to-circle contact can be established simply by calculating
center-to-center distances.
For these reasons the program UDEC was eventually abandoned in favor of the
program BALL. BALL was designed from its inception to handle large numbers of
discrete particles. Also, bed setup was no longer a problem. Using a random number
generator and a user-specified size distribution file a particle bed could be established in
seconds. Contact determination was much simpler. BALL required less memory, for the
same number of particles, than UDEC and ran faster. In a word BALL was simpler than
UDEC. The main drawback to BALL was that it did not allow for particle breakage as
UDEC did. However, several subroutines were later written and appended to the main
program to accomodate breakage. See Chapter 4 and Appendix B.
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CHAPTER 3. DESCRIPTION OF PROGRAM
BALL is a dynamic simulation program. It simulates the 2-dimensional
interaction/motion of a group of particles subject to external boundary loading. The
particles are represented as discs of varying diameters. The discs are bounded by a set of
rigid but movable walls. Loading of the assembly is initiated at the boundaries. As the
boundaries undergo displacement, this disturbance propagates through the assembly. This
eventually results in motion, consolidation and increased loads on the discs. Compressive
loading is accomplished by moving one or more walls inward.
The BALL program may be thought of as simulating a group of rubber balls
bouncing around in a deformable box. As the volume of the box decreases, the motion of
the balls is more and more inhibited. Eventually the balls reach some stable configuration
and motion virtually ceases. From this point on the balls are merely squeezed together.
Because of the lengthy nature of the calculation the simulation cannot be run in
real time. Rather, the positions of the discs are calculated at discrete time intervals.
Depending on the number of discs, the computation time necessary to simulate one minute
of real time motion can range from 2 to 5 hours. A typical bed consists of 100-400 discs.
When looking at an image like that of Fig. 5.2 keep in mind that it is a "snapshot" of a
dynamic process. The discs have not necessarily stopped moving at this point.
The individual discs are treated as rigid bodies. Overall deformation of the
assembly is primarily due to the shifting of these discs rather than deformation of the
individual discs. The discs are allowed to overlap at points of contact to a small extent. The
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overlap is typically 1% or less of the disc diameter. This overlap simulates individual disc
deformation.
Contacts give rise to normal and shear forces on the discs. The normal contact
force is linearly related to the amount of overlap in the following way. Both discs in a
contact have associated with them user-specified stiffnesses. An overall "spring constant"
for this contact is derived from the series combination of the two stiffnesses. Normal
contact force then is simply the product of overlap and this spring constant.
In a similar fashion the shear force at a contact is governed by a shear "spring
constant." There is one additional constraint that is considered here, namely, friction. A
Coulomb-type model is implemented in BALL. The maximum permissible shear force is
obtained from the product of the coefficient of friction and the normal contact force. If the
shear force calculated from the disc stiffnesses exceeds this maximum, the disc slips and
the shear force is set to the maximum value.
Once all the contact forces on a disc have been obtained, its motion may then be
calculated. Each disc has three degrees of freedom: horizontal translation, vertical
translation and rotation. Associated with each disc is a mass and a rotational inertia.
Knowing the net force and moment on the disc, its linear and angular accelerations may
then be derived from Newton's second law. Numerical integration of these quantities over
the specified calculation timestep yields velocity and position of the disc. It is assumed that
accelerations and velocities are constant over the timestep. If the timestep is short enough,
this turns out to be a reasonable assumption. The new position is updated accordingly. The
integration is done for each disc in the bed. Then the force-displacement routine described
in the last two paragraphs is invoked again to determine the new contact forces. This entire
process is repeated until the specified number of cycles has been completed.
These discs would be bouncing around forever without some form of energy
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dissipation. In actuality, the discs do eventually reach an equilibrium state if no further
energy in input into the system. Friction accounts for some of the energy loss. Damping is
the other mode of dissipation. Damping ensures that a stable solution is reached. There are
two types of damping available with BALL: global and contact. Global damping is
equivalent to immersing the entire assembly in a viscous fluid. Motion of the assembly as a
whole, relative to the walls, is inhibited while disc-to-disc motion is not. Contact damping
is like including a dashpot between every pair of contacting discs. In this way relative
motion between discs is checked. Cundall (1978) has shown that if the strain rates are low
enough damping does not affect the final equilibrium solution of a problem. However, it
does reduce the number of cycles necessary to reach that equilibrium value, which is
desirable.
3.1 Bed Constraints
BALL allows the user to constrain the particle bed with an arbitrary number of
straight walls. Tests in this work have used a rectangular box to constrain the particle bed.
There is no reason, however, why say, a hexagonal boundary could not be established.
Having defined where the walls are, the velocities of the walls can then be
assigned. Horizontal, vertical and rotational velocities can all be specified. By specifying
velocities and allowing the walls to move for a known period of time, displacement control
(as opposed to force control) of the walls is achieved.
3.2 Calculation
As this is a dynamic program, Newton's second law is applied to each disc at
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every cycle. For the ith disc these equations may be written:
miy + Cy = F
1i1E
(3.1)
(3.2)
(3.3)+D6 =XM
Equations 3.1 and 3.2 correspond to translation of the disc while equation 3.3 deals with
rotation of the disc. The mass, Mi, and the rotational inertia, Ij, are calculated for each
disc before the calculation begins. Y F, and I Fy are the X and Y components of the
resultant force vector on a disc due to contacts with other discs and walls (and possibly
gravity). Similarly, Y M is the reslutant moment on the disc. C and D are user-specified
damping constants.
The discrete form of the above equations, when mass proportional damping is
applied, is:
.n + 1/2 .n - 1/2
"i - "
At
.n + 1/2 .n - 1/2
U - U
At
n + 1/2 n -1/2
+o m U -u
2
.n + 1/2 .n - 1/2
+o m U -u
2
n
= EF
n
(3.4)
(3.5)
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m
Mi
where a central difference scheme is employed to update the translational and rotational
velocities. Here u is the discrete linear displacement and 0 is the discrete velocity.
Successive values of n correspond to successive timesteps. The calculation timestep is
designated by At. o' is a proportionality constant. The rotational equation is the same as
above except that m is replaced by I and u is replaced by e. The overall calculation cycle
follows the flowchart in Fig. 3.1. See Cundall (1978) for more information.
16
SUBROUTINE MOTION
All particle displacements and velocities
are updated from known centroid force-sums,
using the law of motion. Time is incremented
by At
SUBROUTINE FORD
All contact forces are updated from the known
incremental displacements of the two particles
concerned, using the constitutive law for con-
tacts. Centroid force-sums are derived from
summing the contact forces acting on each block.
Figure 3.1: Flowchart of the calculation cycle used in BALL
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CHAPTER 4. THEORY
The basic means of disc motion already existed in the form of the BALL
program. What remained to be implemented was a method of breaking the discs. At this
point there were some fundamental issues that had to be addressed. It was anticipated that
an average stress-based failure criterion would be implemented at some point. There was a
need, then, to calculate average stress within each individual disc. Once this had been done
a suitable failure criterion would have to be selected. Finally, once it had been decided that
a certain disc should break, it had to be determined how the disc should break, e.g., into
how many pieces, etc. These issues, average stress calculation, failure criteria and
breakage configuration, are the subject of this chapter.
4.1 Average stress calculation
Determining the exact stress distribution in a convex elastic body due to an
arbitrary number of external point loads is not a trivial problem, even when only in
two-dimensions. One difficulty is that any proposed stress function will have a singular
point at every contact. A typical approach to this problem is to employ the Hertz contact
approximation. 2 This approach assumes a "flat spot" at the point of contact, over which a
semicircular stress distribution acts. Strictly speaking this applies only to a semi-infinite
body. Needless to say, a particle of finite dimensions does not satisfy this condition.
2 Timoshenko, S.P., Strength of Materials, Part II, Van Nostrand, 1965, pp.
300-344.
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Another question that arises is the applicability of the superposition principle.
Even if a satisfactory stress distribution is obtained due to a single point contact, the
problem of finding the solution for an arbitrary number of point contacts remains. The
complete solution is not just the sum of the individual contributions of the contacts. That is,
two contacts, especially in close proximity, can greatly influence each other's stress field.
It is not the intent of this thesis to arrive at the exact solution for the stress
distribution within an individual disc, and is not believed necessary for our present
purposes. Eventually, however, this may be of major importance in future studies. Rather,
what is desired is a simple stress analysis to be performed on each disc. Then, it is hoped
that an equally simple failure criterion may be found such that the overall behavior, i.e.,
breakage pattern of the bed, approximates experimental tests. This implies that an average
stress within each disc would prove useful.
A further demonstration of the need for an average stress within a disc may be
presented as follows. The initiation of a crack within a particle is most probably due to local
phenomena in the vicinity of the contact, e.g., stress concentration. It is hypothesized,
however, that crack propagation through the entire particle is governed by the overall state
of stress within the body.
For example, consider a disc with a pair of normal compressive loads, one at the
top, and one at the bottom. See Fig. 4.1. A crack might start at the top contact and
propagate vertically down through to the bottom contact, splitting the disc in half. However,
if another pair of point loads are imposed at the left and right, the situation is different. This
pair tend to inhibit the growth of the vertical crack, i.e., "hold the disc together." Although
the local phenomenon at the top contact is the same in both cases, crack propagation is
regulated by the overall stress situation.
The goal then is this: to calculate an average two-dimensional stress tensor in a
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disc due to a number of discrete point loads around the disc's circumference.
The method that has been employed to solve this problem is termed the "discrete
method," described below. An alternate solution based on traction theory is presented in
Appendix A.
Figure 4.1: The effect of confining stresses
4.1.1 Discrete Method
Stress calculation on an individual disc using this method is done in the following
manner. A pair of imaginary perpendicular planes is superimposed on the disc. See Fig.
4.2. The angle between plane 1 and the X axis is defined as o4. Initially, plane 1 is in the
horizontal position (ol = 0) and plane 2 is vertical. All the contacts on the semicircular arc
intersected by plane 1 are vectorially summed and resolved into components along the X
and Y axes. These components correspond to FX1 and FY1 in the equations below. The
same is done with contacts on the arc intersected by plane 2. These force components are
denoted by FX2 and FY2 in the equations. The components of the stress tensor
20
Ycontacts
plane
0X V
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2
Figure 4.2: Calculation of average stress in a disc
corresponding to angle ol are then given by
d i i = (FXicosd - FX2 sinod)/2R
(512 = (FYicosol - FY2 sind)/2R
(21 = (FXjsinc - FX2 cosOl)/2R
C22 = (FY1sind - FY2 cosd)/2R
(4.1)
(4.2)
(4.3)
(4.4)
where C ii is the stress on plane 1 in the 1 direction, C 12 is the stress on plane 1 in the 2
direction, etc. Note that the "area" (actually length in 2-D) over which the force is divided is
the disc diameter, 2R.
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The set of planes is then rotated counterclockwise through a small angle
increment, Ao. The above procedure is repeated to get a new set of tensor components. In
this manner the planes sweep out a total angle of 90 degrees in small angle increments.
During the process of stepping through these 90 degrees, the maximum stress
value in the 11 direction, C 1 ,max, and its associated angle are identified and recorded.
See subroutine STRESS in Appendix B for a complete listing of the computer
code used to implement the stress calculation.
This method only determines the average stress on a plane. No differentiation is
made between the interior of the disc and the surface. In reality, of course, the stress
distribution within the disc is much more complex. See, for example, the photoelastic result
in Fig. 6.1. However, in any averaging process some detail will be lost.
Another method of arriving at an average stress is presented in Appendix A. This
is the "traction method" which is based on elasticity theory.
4.2 Failure Criteria
Deciding when a disc is to break is perhaps the most complicated yet crucial
aspect of the simulation. Two failure criteria have been implemented in the course of this
work: one based on maximum normal stress, and one based on maximum shear stress.
Both are presented here. A recently proposed alternative stress-based criterion is also
presented. This is followed by a treatment of a non-stress based criterion. Finally, the way
in which disc size is factored into the determination of failure is discussed.
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4.2.1 Stress-based criteria
One criterion that has been applied in simulation is based solely on maximum
normal stress. If
I C11,max I yp (4.5)
then failure will occur. 0 yp here is the yield stress for the material. (1 ,max is from
equation 4.1. The main drawback to this criterion is that it fails to account for the effects of
hydrostatic loading. Experiments have shown that even very weak materials can sustain
stress greater than (5y if it is applied hydrostatically instead of in simple tension or
compression.3
The other criterion that has been implemented is based on the maximum shear
stress. It can be stated as follows:
IC11,max (4.6)522,max 1-c5yp
where ( 1 1,max is the maximum value of d 11 in equation 4.1 as a function of ol, and
522,max is determined from equation 4.4 at that same angle. Because this criterion is based
on the difference in stresses, it does not predict failure under hydrostatic loading, which is
as it should be.
3 Jaeger, J.C. and N.G.W. Cook, Fundamentals of Rock Mechanics, Chapman
and Hall, Ltd., London, 1969, pp. 86-88.
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Another stress-based criterion has been proposed but not implemented. It is
easiest to visualize this criterion in 3-D. See Fig. 4.3. A sphere of radius R is subjected to
an arbitrary number of normal point loads, the largest of which is termed Fmax* Due to
Fmax, a "flat spot" of radius rc is created.
F
max
r
C
Figure 4.3: Proposed failure criterion incorporating maximum contact force as well as the
confining effect of the other contacts.
The average local pressure, Pc, at this contact is then given by
P =Fm x/rc 2  (4.7)
All other forces are summed and divided by the total surface area of the sphere:
Ph= F/41ER 2 . (4.8)
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This gives a crude approximation of the hydrostatic loading effect. A criterion can then be
written in terms of these variables:
Failure = f(rc/R,E, FmaxPh,Sc) (4.9)
For example, (Pc-Ph)/dc where Oc is a material strength property also dependent on size.
Note that the tendency for the sphere to split due to Fmax is inhibited by the hydrostatic
effect.
An advantage of this approach is that it attempts to account for both local and
global loading phenomena. A disadvantage is that it fails to take contact shear forces into
account
The 2-D version of this criterion is directly analogous.
4.2.2 A non-stress based criterion
Another proposed criterion is based solely on contact force (Fcon), rather than
stress. Experience has shown that when stress-based criteria are used it's always the small
discs that break first and continue to break as the test continues. The largest original discs
tend to remain intact. This is due to the way disc size factors into the stress calculation.
Referring to equations 4.1 - 4.4 it can be seen that given the same contact forces, the
stresses in the smaller disc are greater than those in the larger disc. As a way of allowing
the larger discs to break as well, the following criterion could be used: if any contact force
exceeds the specified material dependent property (Fmat) the disc will break (provided a
25
hydrostatic condition does not exist).
Fcon Fmat (4.10)
It may even turn out that this criterion more closely models real crushing processes. This
behavior could also be simulated by introducing a size-dependent failure stress.
4.2.3 Disc size factor
Disc size is another issue that is considered when determining the onset of
failure in this work. It is factored in as follows: if a disc is smaller than a specified diameter
it will not break any further. Motivation for this is twofold.
First, it has been observed experimentally that the smaller a particle is the less
likely it is to break. See, for example, Larson (1986). The comminution industry has long
been familiar with the grinding limit of materials: the size below which it is no longer
possible to crush. It is known that small particles are stronger than large particles because
of the existence of Griffith's cracks which permeate the material. A small particle has fewer
flaws and is therefore less likely too break. (See also section 4.3).
Second, from a computational standpoint it is also advantageous to limit the size
a disc can break into. Earlier computer experiments indicated that a large number of very
small discs caused the program to run unacceptably slowly or in some cases to abort.
When there is a large number of discs within the bed, searches and contact updates can
take a long time. Also the smaller the disc, the faster it accelerates. At times the velocities
can be so large that discs fly out of the bed within a single timestep, or they are lost track
of by the program because they move too far between timesteps. Initially the timestep is
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chosen automatically to accomodate the smallest disc in the original size distribution.
However, as breakage occurs the discs get smaller and the timestep is then too big for the
smallest discs.
4.3 Breakage Configuration
Once the decision has been made to break a disc it must be specified how the
disc is to break. This decision has been based primarily on empirical observations.
Recently single particle crushing tests have been performed (Larson, 1986) as well as
particle bed crushing (Laffey, 1987). These tests indicate that the resultant breakage
configuration is heavily dependent on the material and shape as well as the number and
orientation of the contact loads. For example, a glass sphere loaded between two parallel
plattens can shatter into hundreds of irregular fragments. A sphere of alumina loaded in the
same fashion exhibits a small V-shaped failure zone at each contact and a crack propagates
from one failure zone to the other, cleaving the sphere into two large pieces.
Since BALL deals strictly with circular particles, the resultant fragments of a
break must also be circular. Furthermore, if the initial assumption that circular discs
provide an adequate simulation, there is no justification for introducing other arbitrary
shapes. This limits the number and kind of breakage patterns that can be implemented.
However, there is still a variety of options within this constraint. The failure mode that has
been used is based on the behavior of alumina spheres when compressed between parallel
plates as described in the previous paragraph. Upon failure, the original disc is replaced by
a cluster of smaller discs. See Fig. 4.4. The left and right discs have a radius of half the
original and correspond to the two large pieces observed experimentally. The top and
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bottom discs have a radius one-third the original and represent the V-shaped fragments.
This configuration is arbitrary but convenient because it can always fit within the circular
space of the original disc. This configuration accounts for only 72% of the area of the
original disc, seemingly in violation of mass conservation.
Figure 4.4: Physical basis for breakage configuration.
A justification for this is as follows. It has been observed experimentally that
although alumina fracture results in several large pieces, there are many small particles
("fines") which are also created and quickly disperse themselves in the spaces between the
larger particles. The 28% of the original area which is lost might represent the fines, which
for all intents and purposes "disappear." That is, they are no longer in the vicinity of the
original fracture and exert no forces there. This is not to say that the fines are not important
since, obviously, excessive fines will eventually fill all the interstices and then can no
longer be assumed to disappear. They will certainly exert an influence in the bed, then.
This behavior is not simulated at this time.
In addition to the number, size and position of the resulting new fragments,
some material properties had to be assigned as well. The intuitive choice is to assign the
material properties of the old disc to the new new discs, and that is what has been done.
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Further consideration of this matter reveals that this may not be the best approximation. It
is known that smaller particles are stronger than larger particles. The original large particle
had many inherent flaws which are potential sites for crack initiation. A small particle has
fewer such flaws and, furthermore, presumably the more serious flaws within the original
particle were "used" to create its smaller fragments. Based on this physical evidence it
might be reasonable to make the resultant fragments stronger than the original particle. In
the case of BALL this means incorporating a size factor into the failure criterion. See
section 4.2.3.
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CHAPTER 5. SIMULATION RESULTS AND DISCUSSION
In this chapter some preliminary remarks are first made to aid in the
interpretation of the simulation results. A brief outline is then given of the analytic "tools"
that have been developed to study and compare bed behavior. Finally, the simulation
results are presented. In particular, parameter studies have been conducted to determine the
effects of friction and failure criteria on breakage. Some incidental observations are also
made.
5.1 Preliminary remarks
In order to run BALL, a series of parameters had to be specified to determine the
geometric and material characteristics of the particle bed. Early in this work a set of values
was found which gave reasonably fast and stable results. These became the standard test
conditions. They are listed in Appendix C. These values remained the same throughout
most of the simulations except, of course, for the parameter under study at the time, e.g.,
friction. See Cundall (1978) for the exact meaning of these parameters.
Any consistent set of engineering units may used with BALL. No attempt has
been made to correlate the parameter values used in simulation with physical data. Values,
when they are given at all, are solely for the purpose of comparison with other tests.
Therefore, when a value is mentioned in this chapter its dimension is omitted.
It is worth noting that gravity was set to zero in these simulations. This was
justified on the grounds that the contact forces within the bed were much greater than the
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force exerted by gravity. This meant that the only means of consolidating the bed was by
moving the walls inward. This also explains the existence of "free-floating" discs within
the bed.
5.2 Analytic tools
The first and most basic level of study is to simply look at the bed and note
where and how much breakage occurs. See Fig. 5.3, for example. In this way one can get
a qualitative feel for what is happening in the bed.
A second means of studying bed behavior is to superimpose the calculated
contact force vectors on the bed. See Figs. 5.12 - 5.13. The plot is scaled to the maximum
force found in the bed: the thicker the line, the greater the force sustained at that contact.
The dotted lines indicate forces less than ten percent of the maximum.
A third analytic tool is an overall force/deflection curve. See Fig. 5.5. The top
curve shows the cumulative force (either normal or shear) on one of the walls (usually the
top, moving wall). The number of calculation cycles is plotted along the horizontal axis.
Because the timestep remains constant throughout the test, calculation cycles correspond
directly to the elapsed time of the run and also, because all tests were conducted with a
constant wall velocity, they also correspond directly to wall displacement. The step-like
lower curve of Fig. 5.5 records the current number of discs in the bed. The failure criterion
is tested only once every 250 cycles, so breakage occurs only at discrete intervals, as
evidenced by this curve. This is done to minimize dynamic effects and calculation time.
See section 5.8.2. The force curve, by contrast, is sampled every 100 cycles so as not to
miss any significant events due to breakage. This sampling interval and the breakage
interval were arrived at through trial and error. These intervals also depend on the
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calculation timestep. In these simulations a timestep of 8.187 x 10-3 sec. has been used. If
a larger timestep had been selected, correspondingly shorter intervals would have to be
specified.
5.3 Effect of friction
To study the effect of friction, a bed of 100 discs was selected according to the
following size distribution:
Radius Ouantity
21. 5
19. 10
15. 40
10. 45
The discs were initially distributed randomly within the bed. See Fig. 5.1. A coefficient of
friction of 0.05 was specified for disc/disc interaction and disc/wall interaction. The bed
was then consolidated by bringing down the top wall at a specified low velocity (0.5
units/sec). See Fig. 5.2. At this point the program was stopped and the state of the bed was
saved for future use. This was before the stress levels within the bed'had built up enough to
cause breakage. Then the failure criterion based on maximum normal stress was introduced:
C 11> 0 yp. See section 4.2.1 for details.
A word about the value of material yield strength, 5yp, used in the failure
criterion is in order here. A value of 3.0 x 107 was arrived at as the standard in the
following way. A series of simulations was run previously in which stress in the discs was
calculated but breakage was not permitted. It was found that the stress within some of the
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Figure 5.1: Initial bed configuration; discs randomly placed*
Figure 5.2: Bed @ l9Kcycles; consolidation under low friction
* Note that although the particles may seem slightly irregular in shape, they are perfectly
circular, and are treated that way mathematically. The seeming irregularity is due to the
limited resolution of the plotter used to generate these images.
33
oc~dG80
discs exceeded 3.0 x 10 7 , while in the rest it did not. This is what was desired: a threshold
that was neither too lenient nor too stringent. Bear in mind that this value is not based on
physical data.
The simulation was then restarted and the wall continued to consolidate and load
the bed. Eventually discs started to break and the test was continued until a definite breakage
pattern could be discerned. See Fig. 5.3. This point was reached after 23K calculation
cycles. Based on the standard timestep of 8.187 x 10-3 second, this corresponds to 188
seconds of real time. To give an idea of how much the bed was compressed at this point,
consider that the bed height was 69% of the original height in Fig. 5.1. The force/deflection
curve of this low friction case is presented in Fig. 5.5.
The test was then returned to the loose distribution of Fig. 5.2. The coefficient of
friction was changed to 1.0 and the bed was reconsolidated. The test was then continued
up to the same displacement as the low friction case. See Fig. 5.4. It can be seen that the
breakage is much more extensive in the high friction case. Comparison of the
force/deflection curves of the two cases shows that the forces build up to significant levels
(greater than 1.0 x 109) in the high friction case much sooner than in the low friction case
(-4000 cycles sooner). See Figs. 5.5 and 5.6.
A possible explanation for this behavior is that with higher friction the bed does
not have to be as well consolidated to sustain the same forces as with a lower coefficient of
friction. As a brief illustration of this, consider the simple bed of three discs presented in
Fig. 5.7. A vertical downward load is applied to the top wall. In the absence of friction this
structure would immediately collapse so that all the discs were lined up along the bottom.
Only then could load be sustained. However, with friction, this structure could sustain
some load immediately because the friction would constrain the two bottom discs,
preventing them from moving out to the sides. This phenomenon may occur many times, in
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Figure 5.3: Bed @23K cycles; low friction, maximum normal stress criterion
Figure 5.4: Bed @23K cycles; high friction, maximum normal stress criterion
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Figure 5.5: Force/deflection curve; low friction, maximum normal stress criterion
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Figure 5.6: Force/deflection curve; high friction, maximum normal stress criterion
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many variations, in the actual bed and thus account for the fact that forces build up sooner in
the high friction case.
a) initial configuration
b) without friction c) with friction
Figure 5.7: Demonstration that friction enables a structure to sustain load immediately
without collapsing.
Note, however, that the peak-to-peak excursions in the force/deflection curve of
the low friction case are much more pronounced than in the high friction case. In the portion
of the low friction curve depicted in Fig. 5.5 the peak force occurs at 22K and measures 9.5
x 10 9 . At the same displacement in the high friction case the force is 4.2 x 109. As an
explanation consider the following. Because the forces build up sooner in the high friction
case, the discs start to break sooner. The broken fragments are then free to shift, causing the
load-bearing structure to collapse and overall force on the wall to drop. This is a cyclic
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process which continues throughout the test. Every time the force starts to build up,
breakage occurs causing the force to drop, only to build up again later. Corresponding to
these force build-ups and drops has been the formation and destruction of discrete,
load-bearing "columns" within the bed. See section 5.6.
Similar results were achieved when the failure criterion based on maximum shear
stress was used. See Figs. 5.8 - 5.11.
5.4 Effect of failure criterion
To investigate the influence of failure criterion on breakage, the same
representative sample bed of 100 discs was used. The results for the maximum normal
stress failure criterion have already been presented in Figs. 5.3 - 5.6. This behavior can be
compared with results obtained from the criterion based on maximum shear stress. For a
description of the criterion see section 4.2.1. Again Cyp = 3 x 107. The maximum shear
criterion was introduced after consolidation but before significant stresses had built up, just
as before. The simulation was continued to the 23K cycle mark. See Fig. 5.8. The
force/deflection curves (low friction) for the the two criteria were qualitatively similar. See
Figs. 5.5 and 5.10. The amount of breakage seemed about the same also. What was of
interest was the location of the breakage within the bed. In the case of the maximum normal
stress criterion, breakage seems more likely to occur in the middle of the bed rather than at
the boundaries. See Fig. 5.3. When the maximum shear stress criterion is applied, some
breakage occurs in the middle of the bed but most takes place near the walls. See Fig. 5.8.
The simulation was run again under high friction. The bed at 23K cycles is
depicted in Fig. 5.9 and the force/deflection curve is shown in Fig. 5.11. The same results
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Figure 5.8: Bed @23K cycles; low friction, maximum shear stress criterion
o a
Figure 5.9: Bed @23K cycles; high friction, maximum shear stress criterion
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Figure 5.10: Force/deflection curve; low friction, maximum shear stress criterion
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Figure 5.11: Force/deflection curve; high friction, maximum shear stress criterion
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were achieved: the amount of breakage was comparable to the maximum normal stress case
but was concentrated at the walls.
It is not clear exactly why this difference in breakage pattern was observed. It is
thought that boundary effects play a role. A wall-disc contact prevents other contacts from
being established in the near vicinity. That is why a disc in contact with a wall typically does
not have as many contacts as a disc in the middle of the bed. And contact configuration
definitely exerts an influence on breakage, as will be shown in the next section.
In any event it is clear that choice of failure criterion has a profound effect on the
breakage pattern observed in the bed and therefore merits more attention.
5.5 Effect of contact configuration
It is apparent that contact configuration on an individual disc greatly influences
whether the disc breaks or not. What is meant by contact configuration is the number,
magnitude and distribution of contacts around the circumference of the disc.
Even when the contact loads on two discs are comparable one may be more likely
to break because of its contact configuration. For an illustration of this phenomenon see
Figures 5.12 and 5.13. These pictures are excerpts from the simulation which used low
friction and the maximum shear stress failure criterion. Fig. 5.12 was extracted after 23.5K
cycles. Fig. 5.13 corresponds to a point 500 cycles later, at the 24K mark. One may also
refer to Fig. 5.10 to see where these points are on the force/deflection curve. The discs that
were selected for examination are labelled A, B and C. All have a radius of 15.0 units. The
contact data for these discs is summarized in Table 5.1. Note that the contacts are fairly well
distributed around discs A and B while the contacts on disc C are concentrated in two
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diametrically opposed regions. Note too that discs A and B have contacts greater than 90.
x10 7 , while the maximum force on disc C is 76. x 10 7 . However, at a point 500 cycles
further in the simulation it is disc C that breaks while the others have remained intact. See
Fig. 5.13.
Diic Contact Number
A 1
2
3
4
5
6
7
8
B 1
2
3
4
C 1
2
3
4
Contact Location
(degrees)
170.0
-75.2
-102.7
0.0
-121.9
-84.0
90.0
-59.4
170.4
122.9
-89.1
0.0
173.1
8.4
100.6
-49.5
Normal Frce
(x 10 )
19.9
0.2
11.3
28.2
39.5
39.8
98.1
17.3,
41.7
38.8
91.2
53.1
76.3
44.4
37.5
62.6
Table 5.1: Contact data for three representative discs.
Further investigation revealed why: the maximum shear force in disc C was much
greater than in the other discs, even though disc C had fewer and smaller contact loads on it.
To study this, a central plane was passed through these discs. The plane was rotated
through 180 degrees in discrete angle increments. At each increment the contacts on the arc
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Shear Force
(x 107)
-0.9
-0.5
-1.4
-1.9
-1.9
-4.9
-0.8
-2.1
-1.9
-4.5
-2.3
1.2
2.2
-1.8
-1.6
Disc A
Disc 8
Disc C
Figure 5.12: Bed @23.5K cycles; low friction, maximum shear stress criterion
Disc A -
Disc B
Disc C
Figure 5.13: Bed @24K cycles; low friction, maximum shear stress criterion
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intersected by the plane were summed and resolved into normal and shear components on
the plane.
Shear force was plotted against angle of the plane from the horizontal. See Fig.
5.14. The amplitude of the maximum shear force on disc C is nearly twice as large as on
either disc A or B. Note the correlation between angle of maximum shear force and the force
vectors in Fig. 5.12. One would expect the maximum shear plane to coincide with the
largest contact force especially if the maximum is much greater than the other contact forces.
Discs A and B have maximum forces that are nearly vertical. Their maximum shear planes
are located at 860 and 930 respectively.
5.6 Load bearing columns
It appears that when a particle bed is sufficiently consolidated, certain discrete
load-bearing "columns" are formed that bear the brunt of the load. The particles outside
these columns remain relatively unstressed. Cundall (1978) has also observed and
commented on these columns. An example of this phenomenon is given in Fig. 5.15. Note
that the discs in the lower right corner of the bed are under a protective "arch" and bear no
load.
It is thought that these columns occur in a very random and discrete fashion.
Furthermore, the shift or fracture of a single disc can cause the entire load-bearing structure
to radically rearrange itself. A portion of the bed that was once relatively unstressed might,
suddenly, bear most of the load, or vice-versa. Refer again to Figs. 5.12 and 5.13. In the
course of 500 cycles the entire load structure in the left half of the bed virtually disappears.
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Figure 5.15: Illustration of a load-bearing column within a bed
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5.7 Force/deflection curve
Although the exact shape of the load/deflection curve depended heavily on the
parameters of the simulation, some observations were made that were common to all such
curves. Fig. 5.5 has been used to illustrate these observations.
A correlation was found between the load/deflection curve and the breakage
curve. For the first part of the simulation (during consolidation, before breakage) the
force/deflection curve exhibits a few "glitches" (probably due to sudden shifting of discs)
but for the most part it remains linear. At the 20K mark one ball breaks. Shortly thereafter
the force drops, forming a slight plateau. Again at the 22K mark, a drop in force is preceded
by a ball breaking. There are many occurrences of this throughout the test, the largest drops
in force being preceded by the greatest increases in the number of balls, i.e., most
breakage.
Furthermore, it is surmised that the shape of the force/deflection curve is realistic.
That is, the peaks and valleys are not merely "noise" but correspond to discrete events
within the bed. There are two types of events believed responsible for this behavior.
The first is simple motion of the balls. This type of event is well documented by
Papadopoulos (1986). A simple example is presented in Fig. 5.16. Here force is built up as
the middle ball is wedged between the other balls. The position of the balls constantly
changes until the unstable configuration of Fig 5.16(c) is reached when the ball centers are
colinear. Any further movement of the wall and the middle ball shoots out, the load
structure collapses and the force on the the wall drops: This is akin to squeezing a
watermelon seed between one's fingers. Of course many such events occur within the bed
of discs in the course of a standard simulation.
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Figure 5.16: Collapse of a force structure within a bed
(Figure courtesy of J. Papadopoulos)
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The second type of event is ball breakage. It is apparent that certain discs sustain
most of the load in "columns" as discussed in section 5.6. Eventually, however, they break.
When they do, the clusters of four smaller discs can no longer sustain the load but collapse
and redistribute themselves. Further, the voids due to "lost area" (see section 4.3) of the
broken discs provide more room for the remaining discs to move around. This also causes
the force/deflection curve to drop. It should be emphasized that a significant drop in overall
force is more than the loss of load on a disc that breaks. Rather, when an individual disc
breaks, it can cause the collapse of the entire previous load-bearing structure.
A combination of ball motion and breakage, then, accounts for the shape of the
force/deflection curve of Fig. 5.5 and indeed for all such curves.
5.8 Cautions
There were a number of constraints incorporated into BALL, mainly to cut down
on dynamic effects. In effect, what was done was to take a dynamic simulator and force it to
behave quasistatically. In this section some of the effects of these constraints are examined
and some criticisms are anticipated and addressed. Specifically, these constraints are speed
of loading, breakage interval, and velocity cap.
5.8.1 Speed of loading
The speed of loading in simulation has the same effect as in physical
experiments, i.e., the slower the wall speed, the closer the approximation to quasistatic
condidtions. However, the penalty associated with very slow wall speed is computation
time. The standard speed of loading that was used for these simulations was 0.5
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units/second. At this rate, some representative discs within the bed were examined to see
how close they were to static force and moment equilibrium. Typical contact forces were
found to be on the order of 107 - 108. The out-of-balance forces on the discs were usually
105 - 106, indicating that the bed was fairly close to equilibrium.
5.8.2 Breakage interval
The way the program works, breakage can occur only at discrete intervals. That
is, the stress is calculated and the failure criterion is tested not continuously, but
periodically. If the stress on every disc was calculated every timestep it would simply take
too long to run the program.
The other difficulty with introducing the failure criterion too frequently goes back
to dynamic effects. If discs break too frequently there is a tendency for them to "fly away"
before the program can keep track of them. If, on the other hand, there is some time allowed
between breaks, the discs have a chance to re-equilibriate somewhat. Then the subsequent
stress calculation is that much more valid.
However, the failure criterion must be introduced frequently enough so that the
stress levels within the bed do not become artificially high and/or significant breakage
events are unable to occur. It is desirable that there be several breakage intervals
(opportunities for discs to break) within the span of a typical peak of the force/deflection
curve. Then, when a large scale peak like that of Fig. 5.3 is observed, one can be more
confident that it reflects significant overall bed behavior, not just the breakage of many discs
which would have broken long ago if the failure criterion had been introduced more
frequently. A breakage interval of 250 cycles was selected as the standard for most tests. Of
course this interval depends on the calculation timestep.
52
5.8.3 Velocity cap
During these simulations an upper limit was imposed on the velocity of the discs.
This was deemed necessary because without it, the force/deflection curves exhibited a series
of high, narrow, off-scale peaks. See, for example, Fig. 5.17. It is believed the peaks were
due to the dynamic impact of recently broken discs on the top wall. These peaks were
considered unrealistic in the sense that similar behavior was not observed experimentally.
A velocity cap of +/- 5.0. units/second was imposed on all discs. The
force/deflection curve with the velocity cap is also presented in Fig. 5.17. In place of the
narrow peaks are relatively flat plateaus. With the velocity cap the curve is better behaved
and better approximates similar curves obtained experimentally.
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Figure 5.17: Effect of velocity cap on force/deflection curve
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CHAPTER 6. COMPARISON WITH EXPERIMENT
This chapter presents some physical verification of the simulation results
discussed in the last chapter. First a general verification of the original BALL program,
performed by Cundall, is discussed. This is only a verification of disc packing and load
distribution within the bed, not breakage, as this feature was not part of BALL originally.
Then some results of recent particle bed experiments are presented which seem to
substantiate the modified program which does include breakage.
6.1 Verification of BALL
Cundall (1978) provided a physical verifcation that BALL was working correctly.
De Josselin de Jong (1969) had earlier conducted a photoelastic study of discs under
compressive loading. The discs were arranged in a bed constrained by four walls. See Fig.
6.1. Cundall recreated the bed by digitizing the discs one by one. Using BALL, Cundall
then subjected the bed to the same loading that De Josselin de Jong had, and observed the
force patterns that developed. The force vector plots compared favorably with the
photoelastic results and Cundall concluded that, " the distinct element method is a valid tool
for fundamental research into the behavior of granular assemblies."
6.2 Particle bed experiments
A series of particle bed experiments was recently conducted by Laffey (1987).
What follows is a brief description of the experimental apparatus and procedure. Some
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Figure 6.1: Photoelastic disc study
(Figure courtesy of G. De Josselin de Jong)
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physical observations are then presented and some correlations are made with simulated
behavior.
6.2.1 Description of apparatus and procedure
The basic apparatus consisted of a short section of steel pipe mounted, on end, to
a steel base plate forming a chamber for the particles. The inside diameter of the pipe was 4
cm and it was 7 cm high. The beads were placed in the chamber and then a hydraulically
operated ram was lowered on top of the bed, consolidating it and eventually crushing the
particles. Experiments were run for bed depths ranging from 1.5 cm to 5 cm. Three sizes of
glass beads were available: 0.15 mm, 0.3 mm and 2.0 mm (nominal diameter), so these bed
depths equated to thousands of beads per test.
There was a load cell underneath the base plate and a displacement tranducer
mounted in parallel with the hydraulic ram so that force and deflection data could be
collected.
A typical test began by filling the chamber with beads to the desired depth. Then
the pressure in the hydraulic ram was slowly increased by means of a manually operated
pump. Sometimes an attempt was made to maintain the pressure at a constant level, other
times not. Meanwhile force and deflection were continually being monitored via computer.
After the test was completed, the ram was retracted, the bed was studied for any interesting
features, and then screened to determine the resultant size distribution.
6.2.2 Correlations with physical observations
It was found that when a particle bed of uniform-sized beads (2 mm) was
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crushed, a series of "humps" was generated in the force/deflection curve. See Fig. 6.2.
Superimposed on this gross behavior was a smaller-scale, higher frequency pattern much
like "noise." However, it was found that this pattern was not noise but rather corresponded
to breakage in the bed.
The small-scale pattern was considered a confirmation of the behavior observed
in simulation. Comparison between simulation results (Fig. 5.11, for example) and
experimental results (Fig. 6.2) shows qualitative agreement. Both curves exhibit discrete
peaks and valleys. Furthermore, in both cases breakage is followed by a drop in the
force/deflection curve.
A similar confirmation of the large-scale humps was not possible. For one thing,
these humps, especially the first one, were observed in test after test, in the same place and
of the same size. The simulations that have been run so far do not explain this uncanny
repeatablility. To test for repeatability, a number of simulations would have to be run in
which the only parameter that was altered was the exact packing of the discs. Presumably
all other parameters in the physical experiments remained the same, e.g., friction, failure
criterion.
Secondly, even if these simulations were run, they might not prove much. BALL
can handle only a few hundred discs, while the actual experiments were conducted with
thousands of particles. Breakage in simulation has a much greater effect on the
force/deflection curve than in the experiment. For example, a substantial force drop in
simulation can be caused by the breakage of two or three discs. See Fig. 5.5. However, the
experiments involve the breakage of hundreds of particles. Any gross behavior observed
experimentally is statistically more relevant.
Another physical phenomenon that was consistently observed was that breakage
started at the top of the bed and propagated downward. One explanation for this effect is the
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Figure 6.2: Experimental force/deflection curve; particle bed of glass spheres, all 2 mm
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Figure 6.3: Experimental force/deflection curve; particle bed of glass spheres,
85% 2 mm, 15% 0.3 mm
(Figures courtesy of K. Laffey)
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difference in packing order of the beads between the top and bottom of the bed. When the
beads are initially placed in the chamber, they naturally fall into a regular close-packed layer
on the bottom. As the chamber is filled, the packing becomes more and more random
because the beads are not exactly the same size nor are they perfectly spherical.
Regular packing implies that the contact forces are well-distributed around each
bead, while random packing implies non-uniform force distribution, regions of concentrated
load, etc. Simulation results have demonstrated that non-uniform contact force distribution
can cause failure in particles sooner than if they had been more evenly loaded. This may
account for why breakage consistently starts at the top of the bed.
In most of the experiments the bed initially contained only one size of bead.
However, there were some experiments in which a binary mixture of beads was used (85%
2 mm beads, 15% 0.3 mm beads, by volume). The force/deflection curve for one of these
tests is given in Fig. 6.3. Note that the humps evident in Fig. 6.2 are not nearly as
prominent here. Instead there is a fairly steep curve with a "glitch" where the humps used to
be. It was also observed that there was not much breakage compared with the tests done
using a uniform initial size distribution.
It is surmised that the presence of the 0.3 mm fines increases the number of
contacts on the 2 mm beads and therefore prevents them from breaking. This is in keeping
with the observation made in simulation that the more contacts there are the less likely a
particle will break.
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CHAPTER 7. CONCLUSIONS AND RECOMMENDATIONS
It has been shown that BALL, with recent modifications to include breakage, is a
valid research tool for investigating the crushing behavior of granular media.
Qualitative agreement with some experimental observations was achieved. In
particular, the general shape of the force/deflection curve and its correspondence to breakage
within the bed was successfully reproduced in simulation. Also, contact configuration was
seen to exert the same influence on particle breakage in simulation as in the experiments.
This influence can be summarized as: the more contacts there are and the more equally they
are distributed, the more difficult it is for the particle to break.
Based on simulation results it has been concluded that higher friction yields more
breakage. It is also apparent that the choice of failure criterion greatly affects the breakage
pattern observed in simulation. This will undoubtedly be an important area of investigation
in future work.
Some limitations were encountered due to the fact that the simulation was only
two-dimensional. For one thing, the fines could not make their way to the bottom of the bed
as they did in the experiments. For another thing, the force networks in the experimental test
bed (if they existed at all) did not play nearly as significant a role as in the simulations.
As research in the area of particle bed behavior continues, a number of ideas
come to mind for future tests that can be performed. The presence of walls undoubtedly
influences the breakage patterns of the discs. It might prove interesting to eliminate these
boundary effects. One way of circumventing this problem is to implement periodic
boundaries.
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Periodic boundaries eliminate boundary effects by simulating a particle bed of
infinite height and width in which discs only interact with one another, never with a rigid
wall. Periodic boundaries may be pictured as follows. Imagine a square (referred to
henceforth as the real cell) containing a number of discs. Surrounding the real cell are eight
identical, cells containing the same discs in the same relative positions. See Fig. 7.1. Note
that a pattern is repeated horizontally and vertically: hence, the term "periodic." The left
hand border of the primary cell perfectly complements its own right hand border. The same
is true of the top and bottom borders of the primary cell. Load is applied to the bed by
shrinking the primary cell and appropriately scaling down the postions of discs. Periodic
boundaries have used successfully in the past by Papadopoulos (1986), Walton (1986) and
others.
Another modification that might prove useful is the implementation of more
general boundary conditions, i.e., not just straight, rigid walls. For example, a large radius
roller could be made to roll across the top of the bed. Or a charge of particles could be fed
through a pair of pinch rollers. This would permit simulations which better approximate real
machines used in comminution.
With more computation power, simulations could be run with more discs
(thousands instead of hundreds). Or perhaps the entire area of the broken disc could be
accounted for instead of just 72%. This might be done explicitly by creating a group of very
small fragments immediately upon fracture of the parent particle. The alternative would be to
incorporate some feature into the program that simulated the effects of these fragments
without actually keeping track of each one.
Work might also be done to expand the BALL code to model three-dimensional
particle beds. This would, of course, bring the simulation one step closer to reality. It is
understood that Cundall is already developing a three-dimensional version of UDEC.
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Figure 7.1: Illustration of periodic boundary conditions
(Figure courtesy of J. Papadopoulos)
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Some recommendations for improving the efficiency of existing comminution
processes might also be made. As has already been mentioned, high friction leads to more
breakage. One might conclude that everything possible should be done to increase friction
within the particle bed, including elimination of water, lubricants and surfactants. However,
practical experience has shown that including surfactant in the bed actually improves
efficiency. It is speculated that the surfactant is acting not as a lubricant but rather as a
means of improving the transport process of removal of fines from the bed. Furthermore, it
likely that at typical failure contact loads no material will act as a lubricant. This leads to the
second recommendation, namely, remove fines from the comminution process as quickly as
possible. Fines increase the number of contacts on the bigger particles, distributing the load,
and prevent them from breaking. This has been demonstrated both in simulation and in
physical experiments.
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APPENDIX A: ALTERNATIVE STRESS CALCULATION METHOD
The traction method is based on the fact that forces on the surface (tractions) of a
body determine the internal state of stress within the body. See the figure below.
V
n
S
This relation can be expressed with the divergence theorem:
J - dV= F-n dS
ax f(Al)
V S
where F can be a scalar, vector or tensor quantity and n is the unit vector normal
everywhere to the surface S.
Of course the stress tensor varies from point to point throughout the body. What
is of interest here is an average stress tensor. A definition of an average stress tensor may be
proposed:
f dV (A2)i jVf i
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Making use of the symmetry of the stress tensor, equation A2 may be rewritten:
2V~
ij =1 (A3). i ) dV
V
d j can then be expressed in terms of the Kronecker delta as 8 jkdik where the Einstein
summation convention is adopted. Substituting for Oij and ji,
= V( Sjk "ik + SikC jk )dV (A4)
The Kronecker delta may also be expressed as a differential:
V
ax.
[ a kk
Cik +
ax.
-4
ax k
(A5)jk ] dV
If the body is in equilibrium and there are no body forces (e.g., gravity, inertial forces)
acting, the following must hold true:
...... k = 0ax k ax k
= 0 (A6)
Equations A5 and A6 can then be summed under the same integral
2V =
V
ax.
axk C ik aJ xk
ax.
Sax0jk
Xi axk ]dV
k
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(A7)
This is seen to be the expanded version of
=5
I ( X di k) +
axk
a5- (X
k (5 jk) ]dV
Applying the divergence theorem,
=5 [x (5ik nk)
S
+ Xi ( jk nk ) IdS (A9)
Since the traction vector, ti, may be expressed as ' iknk'
= [ X t j + Xi tj IdS (A10)
Bringing the volume term back over to the right side, an expression for the average stress
tensor in terms of the surface tractions is arrived at.
S[X j tj + Xi t ]IdS
In this work, the surface forces on a disc are due solely to contacts and are therefore discrete
in nature. Equation A ll can then be discretized as follows:
-1
2V
m
E (x iti
n= 1
+ x t ) (A12)
67
(A8)
(Al1)
I J~
where m is the number of contacts on a disc.
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APPENDIX B: MODIFICATIONS TO 'BALL'
BALL was designed to simulate the dynamic interactions of a number of rigid
discs. What we wanted to investigate, however, was not only these interactions but the
breaking of the original discs into smaller discs and their subsequent interactions.
In order to accomplish this, several modifications/additions had to be made to the
BALL code. First, some bookkeeping had to be done to access and sort the contact
information. Second, the stress on each disc had to be calculated from the contact forces.
Third, a failure criterion based on the various stress components was applied. If the
criterion was satisfied, the disc broke into a cluster of smaller discs. These tasks were
accomplished with subroutines TEST, SORT, STRESS and DELB respectively. These
subroutines are briefly described here and the actual code is also included.
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B. 1 Subroutine TEST
This subroutine scans the contact list generated by BALL. All nonzero contacts
are identified and their associated information is stored in arrays. BALL treats two discs
touching each other or a disc touching a wall as one contact. This subroutine creates two
contact entries when two discs are touching each other and one entry for a disc-to-wall
contact. This procedure facilitates the stress calculation done in subroutine STRESS as will
be shown later.
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SUBROUTINE TEST2
I JBROUTINE SCANS THE CONTACT LIST CREATED BY PROGRAM BALL. ALL INZERC
2TAS ARE IDENTIFIED AND THEIR ASSOCIATED INFORMATION IS STORED IN ARRAYS
-ARAY AND RARRAY
C INITIALIZATION BLOCK
INTEGER*4 IA,IAL
INTEGER*2 IL,NB,IAD
LOGICAL INVERT
INCLUDE 'BALLCOM./NOLIST'
COMMON /GARYD/ NN, JCT, IARRAY, RARRAY
DIMENSION IA(1),IL(2),IARRAY(2000,3),RARRAY(2000,5)
EQUIVALENCE (A(1),IA(1)),(ITYP,ITYPF),(IAL,IL(l))
C DATA IARRAY,RARRAY/200*0,300*0./
C SET POINTER AT BEGINNING OF CONTACT LIST IN MAIN ARRAY A
NB=M3
JCT=1
222 ICALL=NB
224 IAL=IA(ICALL)
IF(IL(2).EQ.0) GOTO 230
C
C EXTRACT THE FOLLOWING INFORMATION REGARDING BALL #1: NORMAL FORCE, SHEAR
C FORCE, BALL AND/OR WALL LOCATIONS IN MAIN ARRAY, COORDINATES, BALL RADIUS
IAD=IL(2)
FN=A(IAD+2)
FS=A(IAD+3)
IAL=IA(IAD+4)
IAB1=IL(1)
IAB2=IL(2)
X1=A(IAB1)+A(IAB1+10)
Y1=A(IAB1+1)+A(IAB1+11)
ITYPF=IA(IAB1+8)
R1=R(ITYP)
C
C CHECK IF A WALL IS INVOLVED IN THE CONTACT
C
IF(IAB2.GE.M2) GOTO 232
C
C EXTRACT INFORMATION REGARDING BALL #2
X2=A(IAB2)+A(IAB2+10)
Y2=A(IAB2+1)+A(IAB2+11)
ITYPF=IA(IAB2+8)
R2=R(ITYP)
' CALCULATE ANGLE OF CONTACT WITH RESPECT TO BALL #1
XDIF=X2-X1
YDIF=Y2-Y1
RAT=R1/(R1+R2)
IF(ABS(XDIF).GT.DEL) XDIF=XDIF-SIGN(XMAX,XDIF)
XC=X1+XDIF*RAT
YC=Y1+YDIF*RAT
THETA=ATAN2(YDIF,XDIF)
C 226 IF(XC.LT.XA.OR.XC.GT.XB) GOTO 229
IF(YC.LT.YA.OR.YC.GT.YB) GOTO 229
NBU=NB-M3+1
THETA=THETA/DEGRAD
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WRITE(6,163E) NBU,IAB1,IAB2,FN,FS,THETA,XC,YC
WRITE(1,*) NBU,ICALL,IAD,IAB1,IAB2,FN,FS,THETA
CR.
C IF EITHER NORMAL FORCE OR SHEAR FORCE IS NONZERO, STORE CONTACT INFORM:.:
C 7::ER ENTRY FOR BALL #1
IF(FN.NE.O.) GO TO 227
IF(FS.NE.0.) GO TO 227
GO TO 229
227 INVERT=.FALSE.
IARRAY (JCT, 1) =IAB1
IARRAY(JCT,2)=IAB2
RARRAY (JCT, 2) =FS
RARRAY (JCT, 3) =THETA
228 IARRAY(JCT,3)=IAD
RARRAY (JCT, 1) =FN
RARRAY (JCT, 4) =XC
RARRAY(JCT,5)=YC
JCT=JCT+1
C IF CONTACT IS BALL-TO-BALL, LIST CONTACT INFORMATION AGAIN UNDER
C ENTRY FOR BALL #2. HERE,HOWEVER, REVERSE THE SIGN OF THE
C SHEAR FORCE AND TAKE THE NEGATIVE OF THE SUPPLEMENT OF THE
C ORIGINAL ANGLE.
IF((IAB2.LT.M1).OR.(IAB2.GT.M1A).OR.INVERT) GO TO 229
IARRAY (JCT, 1) =IAB2
IARRAY (JCT, 2) =IAB1
C
C REVISION 10/28/86. DO NOT REVERSE SIGN OF SHEAR FORCE
C
RARRAY(JCT, 2)=-1. *FS.
C RARRAY(JCT,2)=FS
C
IF (THETA.GT.0.) THEN
RARRAY (JCT, 3) =THETA-180.
ELSE
RARRAY (JCT, 3) =THETA+180.
END IF
INVERT=.TRUE.
GO TO 228
C GO TO NEXT CONTACT IN LIST AND REPEAT
229 ICALL=IAD+5
GOTO 224
230 NB=NB+1
IF(NB.LT.M3A) GOTO 222
RETURN
C
C CALCULATE ANGLE OF A BALL-TO-WALL CONTACT
232 THETA=A(IAB2+4)+A(IAB2+21)-PI/2.0
XC=X1+R1*A(IAB2+8)
YC=Yl-R1*A(IAB2+9)
GOTO 226
536 FORMAT(lX,3I6,1P2E12.4,OPF10.3)
END
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B.2 Subroutine SORT
This subroutine processes the contact list generated by TEST and outputs the
information to an external data file. The file contains each disc as a main entry. Under each
main entry is a list of all the contacts that disc is involved in. This also facilitates stress
calculation.
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SUBROUTINE SORT
C THIS SUBROUTINE PROCESSES THE CONTACT LIST GENERATED BY SUBROUTINE 'TEST2'.
O IT OUTPUTS ARRAYS 'IAR' AND 'RAR' TO AN EXTERNAL DATA FILE. THE FILE
C CONTAINS EACH BALL AS A MAIN ENTRY, AND A LIST OF ALL THE CONTACTS IT' S
C INVOLVED IN.
C
C INITIALIZATION BLOCK
INCLUDE 'BALLCOM./NOLIST'
COMMON /GARYD/ NN,JCT,IARRAY,RARRAY
COMMON /GARYD2/ IAR,RAR,NCON,NBAL,ICPP
DIMENSION IAR(2000, 10,2), IARRAY(2000,3) ,RAR(2000, 10,5) ,RARRAY (2000, 5),
I IDUM(10),IDUM2(10),RDUM(5)
DATA IAR,RAR/4000*0,10000*0./
C 'ICPP' IS THE MAXIMUM NUMBER OF CONTACTS ASSOCIATED WITH AN INDIVIDUAL BALL
C THAT WILL BE ACCOMODATED BY THIS PROGRAM. RIGHT NOW 'ICPP' IS SET TO SEVEN
C MAINLY FOR AESTHETIC REASONS: SEVEN IS THE MAXIMUM NUMBER OF CQNTACTS THAT
C CAN BE PRINTED ACROSS THE TERMINAL SCREEN WITHOUT 'WRAPPING AROUND.'
C IF THERE IS A PARTICLE BED WITH A FEW LARGE BALLS AND MANY SMALLER BALLS,
C IT IS QUITE POSSIBLE THAT A LARGE BALL WILL BE INVOLVED IN MORE THAN SEVEN
C CONTACTS. THIS SITUATION CAN BE CHECKED BY USING THE '>PRINT CONTACTS'
C COMMAND IN PROGRAM 'BALL' AND LOOKING AT THE OUTPUT FILE 'BALL.OUT.'
C
ICPP=7
NCON=0
NBAL=1
C INITIALIZE ARRAYS. INITIALIZATION WAS FIRST ATTEMPTED USING A DATA
C STATEMENT BUT THIS DID NOT SEEM TO WORK. THEREFORE, THIS BRUTE FORCE
C METHOD WAS USED.
C
DO 200 I=1,200
DO 198 J=1,ICPP
IAR (I, J,1) =0
IAR(I,J,2)=0
DO 196 K=1,5
RAR(I,J,K)=.
196 CONTINUE
198 CONTINUE
C00 CONTINUE
C READ(1,*)
WRITE(1,10) NN,JCT-1
10 FORMAT(///,1X,'CYCLE',I6,5X,'NUMBER OF ENTRIES IN CONTACT LIST',I6)
C CHECK THAT 'IARRAY' HAS A MEANINGFUL NUMBER OF CONTACTS. IF NOT, BYPASS
C THE BULK OF THIS PROGRAM.
C
IF(JCT.EQ.1) GO TO 190
C
C THIS SECTION HAS BEEN USED AS A DIAGNOSTIC TOOL TO SEE THAT 'IARRAY'
C AND 'RARRAY' ARE PASSED SUCCESSFULLY.
C
DO 50 J=1,JCT-1
C READ(1,20,END=60) IARRAY(J,1),IARRAY(J,2),RARRAY(J,1),
C 1 RARRAY (J, 2), RARRAY (J, 3)
WRITE(1,20) IARRAY(J,1),IARRAY(J,2),IARRAY(J,3),RARAY(J,I),
C 1 RARRAY (J, 2) , RARRAY (J, 3)
C 20 FORMAT(8X,I5,2X,I4,PE12.4,PE12.4,lX,F10.3)
20 FORMAT(7X,3I7,1P2E12.4,0PF10.3)
NCON=NCON+1
50 CONTINUE
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2:I THE FIRST ENTRY OF 'IAR' EQUAL TO THE FIRST ENTRY OF 'IARRAY'.
IAR(1, 1, 1) =IARRAY (1, 1)
IAR (1, 2, 1) =IARRAY (1, 2)
IAR (1, 2, 2) =IARRAY (1, 3)
DO 63 K=1,5
RAR (1, 2, K) =RARRAY (1, K)
E3 CONTINUE
WRITE(1,65) NCON
C 65 FORMAT(lX,'NCON ',I6)
C
C BEGIN LOOP THAT TAKES A CONTACT ENTRY FROM 'IARRAY' AND PLACES IT
C APPROPRIATELY IN 'IAR'. 'NCON' IS THE TOTAL NUMBER OF CONTACTS.
DO 100 I=2,NCON
C
C CHECK IF A BALL IS ALREADY LISTED AS A MAIN ENTRY IN 'IAR'. IF SO,
'"IST THE CONTACT ALONGSIDE THE MAIN ENTRY. IF NOT, CREATE A NEW MAIN
2 EN:RY. 'NBAL' IS THE CURRENT NUMBER OF MAIN ENTRIES IN 'IAR'. IT IS
C CONTINUOUSLY UPDATED AS MORE MAIN ENTRIES ARE ADDED.
DO 80 J=1,NBAL
IF(IARRAY(I,1).EQ.IAR(J,1,1)) GO TO 90
80 CONTINUE
C
C MAKE A NEW MAIN ENTRY.
C
NBAL=NBAL+1
IAR(NBAL, 1,1) =IARRAY (I,1)
IAR(NBAL,2, 1) =IARRAY (I,2)
IAR(NBAL,2,2)=IARRAY(I,3)
DO 85 K=1,5
RAR(NBAL,2,K)=RARRAY (I,K)
85 CONTINUE
C
C PROCESS THE NEXT CONTACT.
C
GO TO 100
c
C INCLUDE THE CONTACT INFORMATION ALONGSIDE AN EXISTING MAIN ENTRY.
C
90 DO 95 N=3,ICPP
IF(IAR(J,N,1).EQ.0) GO TO 98
95 CONTINUE
98 IAR(J,N,1)=IARRAY(I,2)
IAR (J, N, 2) =IARRAY (1, 3)
DO 99 K=1,5
RAR (J, N, K) =RARRAY (I, K)
99 CONTINUE
WRITE(1,*) N
200 CONTINUE
END OF CONTACT PROCESSING LOOP.
C PERFORM A BUBBLE SORT ON 'IAR' SO THAT MAIN ENTRIES ARE LISTED IN
C INCREASING ORDER ACCORDING TO THEIR BALL NUMBER.
C
DO 180 I=1,NBAL-1
DO 175 J=1,NBAL-1
IF(IAR(J,1,1).GT.IAR(J+1,1,I)) GO TO 155
GO TO 175
DO 170 L=1,ICPP
75
IDUM(L)=IAR(J,L,1)
IDUM2(L)=IAR(J,L,2)
IAR(J,L, 1)=IAR(J+1,L, 1)
IAR(J,L,2)=IAR(J+1,L,2)
IAR (J+1, L, 1) =IDUM (L)
IAR(J+1,L,2)=IDUM2(L)
DO 165 M=1,5
RDUM (M) =RAR (J, L, M)
RAR (J, L, M) =RAR (J + 1, L, M)
RAR(J+1, L,M) =RDUM(M)
65 CONTINUE
170 CONTINUE
75 CONTINUE
.80 CONTINUE
C
C END OF THE BUBBLE SORT.
C
C OUTPUT THE PROCESSED CONTACT LIST TO A DATA FILE.
CC WRITE(1,105)
:05 FORMAT(1X,/)
DO 150 K=1,NBAL
CG WRITE(1,110) (IAR(K,L,1),L=1,ICPP)
CG WRITE(1,115) (IAR(K,L,2),L=2,ICPP)
CG WRITE(1,120) (RAR(K,M,1),M=2,ICPP)
CG. WRITE(1,120) (RAR(K,M,2),M=2,ICPP)
C: WRITE(1,130) (RAR(K,M,3),M=2,ICPP)
CG WRITE(1,130') (RAR(K,M,4),M=2,ICPP)
Cs WRITE(1,130) (RAR(K,M,5),M=2,ICPP)
110 FORMAT(1X,7110)
115 FORMAT(11X,6Il0)
120 FORMAT(11X,1P6E1O.3)
130 FORMAT(11X,6F10.3)
150 CONTINUE
C
190 CONTINUE
C
C REINITIALIZATION OF ARRAYS WAS ONCE DONE HERE.
C
C 190 DO 200 I=1,NBAL
C DO 198 J=1,ICPP
C IAR(I,J,1)=0
C IAR(I,J,2)=0
C DO 196 K=1,5
RAR(I,J,K) =0.
C 196 CONTINUE
C 198 CONTINUE
C 200 CONTINUE
C
C 'NBALL' IS A COMMON BLOCK VARIABLE INDICATING THE TOTAL NUMBER OF BALLS
C REGARDLESS OF WHETHER THEY'RE INVOLVED IN CONTACTS OR NOT. IT IS USEFUL
C ESPECIALLY IF A CRACKING CRITERION HAS BEEN IMPLEMENTED AND NEW BALLS
o iAVE BEEN CREATED.
WRITE(1,*)' NUMBER OF BALLS CURRENTLY INVOLVED IN CONTACTS ',NBAL
WRITE(1,*)' TOTAL CURRENT NUMBER OF BALLS ',NBALL
RETURN
C END OF PROGRAM.
C
END
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B.3 Subroutine STRESS
This subroutine calculates an average stress tensor in a specified disc and also
finds the magnitude and direction of the maximum stress. This is done by sweeping a pair
of perpendicular planes through an arc of 90 degrees in discrete angle increments. It returns
a failure factor to the main program.
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SUBROUTINE STRESS2 (IDUM,STUPID)
C THIS PROGRAM CALCULATES THE MAXIMUM AND AVERAGE STRESS TENSORS ON THE
C BALL SPECIFIED BY 'IDUM'. IT RETURNS THE FAILURE FACTOR 'STUPID' TO
C SUBROUTINE 'CYCLE'. RIGHT NOW THE FAILURE FACTOR IS SIMPLY THE MAXIMUM
C PRINCIPAL STRESS, Sil. MORE SOPHISTICATED FAILURE CRITERIA WILL BE
C IMPLEMENTED LATER.
C
C INt:::ALIZATION BLOCK
C
INTEGER*4 IAL,IA
INTEGER*2 IL,NC,IAB,IDUM
LOGICAL PLANE2
INCLUDE 'BALLCOM./NOLIST'
COMMON /GARYD2/ IAR,RAR,NCON,NBAL,ICPP
DIMENSION IAR(2000,10,2),RAR(2000,10,5)
DIMENSION IL(2),IA(1)
EQUIVALENCE (IL(1),IAL), (IA(1),A(1))
C ITER1=.TRUE.
S11MAX=0.
S11TOT=0.
S12TOT=0.
S21TOT=0.
S22TOT=0.
IAB=IDUM
IAL=IA(IAB+8)
NC=IL(1)
RAD=R(NC)
C WRITE(3,*)' RAD ',RAD
C
C 'INCANG' GOVERNS THE NUMBER OF TIMES THE STRESS CALCULATION IS PERFORMED
C ON AN INDIVIDUAL BALL. FOR BETTER ACCURACY AND AVERAGING, 'INCANG'.MAY
C BE INCREASED.
C
INCANG=10
ITER=INCANG+1
ANGINC=90./INCANG
ALPHA=0.
CG WRITE(3,*)' BALL NUMBER ',IDUM
C WRITE(3,*)' NBAL ',NBAL
C
C SEARCH ARRAY IAR FOR THE SPECIFIED BALL. IF BALL IS NOT FOUND RETURN TO
C THE CALLING PROGRAM.
C
DO 50 I=1,NBAL
C WRITE(3,*) IDUM,IAR(I,1,1)
IF(IAR(I,1,1).EQ.IDUM) GO TO 70
50 CONTINUE
RETURN
70 IBAL=I
C
C START THE OUTER STRESS CALCULATION LOOP. 'ITER' IS THE NUMBER OF ANGLE
C INCREMENTS WHICH A SET OF PERPENDICULAR PLANES (PLANE 1 AND PLANE 2)
C WILL STEP THROUGH IN THE COURSE OF THE STRESS CALCULATION.
C
DO 200 K=1,ITER
C
C .INITIALIZE VALUES. FX1 AND FY1 ARE THE FORCE COMPONENTS IN THE X-Y
C COORDINATE FRAME ACTING ON PLANE 1. FX2 AND FY2 ARE THE COMPONENTS
C ACTING ON PLANE 2.
C
FX1=0.
FY1=0.
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FX2=0.
FY2=0.
C CALCULATE THE LOWER AND UPPER LIMITS OF THE HALF-CIRCLES (ARCS) DEFINED B
C PLANES 1 AND 2.
C
ANG1L=ALPHA-90.
ANG1U=ALPHA+90.
ANG2L=ALPHA
ANG2U=ALPHA-180.
C WRITE(3,*) ' ALPHA,ANG1L,ANG1U,ANG2L,ANG2U ',
C 1 ALPHA,ANG1L,ANG1U,ANG2L,ANG2U
C
C START THE INNER STRESS CALCULATION LOOP. 'ICPP' IS THE MAXIMUM NUMBER OF
C CONTACTS ON AN INDIVIDUAL PARTICLE THAT WILL BE ACCOMODATED BY THIS
C PROGRAM.
C
DO 100 J=2,ICPP
PLANE2=.FALSE.
C
C EXTRACT THE NORMAL AND SHEAR COMPONENTS OF THE FIRST CONTACT FROM
C ARRAY RAR.
C
FN=RAR(IBAL,J, 1)
FS=RAR(IBAL,J,2)
C WRITE(3,*) ' J,FN,FS ',J,FN,FS
C
C CHECK IF THE END OF THE CONTACT LIST (IN ARRAY RAR) ASSOCIATED WITH
C BALL 'IDUM' HAS BEEN REACHED. IF SO, EXIT THE INNER LOOP.
C THIS COULD LEAD TO PROBLEMS IF THE ARRAYS IAR AND RAR ARE EXPANDED
C TO INCLUDE ZERO-FORCE CONTACTS.
C
IF(FN.EQ.0..AND.FS.EQ.0.) GO TO 195
C
C EXTRACT THE ANGLE OF THE CONTACT, 'BETA', FROM ARRAY RAR. DETERMINE
C WHETHER THE CONTACT IS INCORPORATED WITHIN THE ARCS DEFINED BY
C PLANES 1 AND 2. IF THE CONTACT IS NOT INCORPORATED IN EITHER ARC,
C CHECK THE NEXT CONTACT IN THE LIST. NOTE THAT 'BETA' IS THE ANGLE
C FROM THE POSITIVE X AXIS TO THE CONTACT POINT. IT IS NOT THE ANGLE
C OF THE CONTACT FORCE VECTOR.
C
BETA=RAR(IBAL,J,3)
C WRITE(3,*) ' BETA ',BETA
IF(BETA.GE.ANG1L.AND.BETA.LT.ANG1U) GO TO 75
IF((BETA.GE.ANG2L.AND.BETA.LT.180.).OR.
1 (BETA.GT.-180..AND.BETA.LT.ANG2U)) GO TO 72
GO TO 100
72 PLANE2=.TRUE.
C CALCULATE THE SINE AND COSINE OF THE CONTACT ANGLE 'BETA' IN DEGREES,
C USING THE FUNCTIONS 'SINDEG' AND 'COSDEG'.
C
75 SINDUM=SINDEG(BETA)
COSDUM=COSDEG(BETA)
C
C RESOLVE THE NORMAL AND SHEAR CONTACT FORCES INTO THE X-Y COORDINATE FRAME.
C
FX=-1.*FN*COSDUM-FS*SINDUM
FY=-1.*FN*SINDUM+FS*COSDUM
C WRITE(3,*)' SINDUM,COSDUM,FX,FY ',SINDUM,COSDUM,FX,F.Y
IF(PLANE2) GO TO 85
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C ADD THE FORCES FOR THIS CONTACT TO THE SUM OF THE FORCES FOR ALL THE
C CONTACTS INCORPORATED BY PLANE 1.
C
FX1=FX1+FX
FY1=FY1+FY
C WRITE(3,*) ' FX1,FY1 ',FX1,FY1
C
C CHECK IF THIS CONTACT IS ALSO INCORPORATED BY PLANE 2. IF SO, ADD THESE
C FORCES TO THE SUM OF THE FORCES FOR ALL THE CONTACTS INCORPORATED BY
C PLANE 2 AS WELL. IF NOT, GO TO THE NEXT CONTACT IN THE LIST.
C
IF((BETA.GE.ANG2L.AND.BETA.LT.180.).OR.
1 (BETA.GT.-180..AND.BETA.LT.ANG2U)) GO TO 85
GO TO 100
85 FX2=FX2+FX
FY2=FY2+FY
C WRITE(3,*)' FX2,FY2 ',FX2,FY2
C
C END OF INNER LOOP.
100 CONTINUE
C
C 'ALPHA' IS THE ANGLE MEASURED FROM THE POSITIVE X AXIS TO THE VECTOR
C NORMAL TO PLANE 1. THEREFORE THE ANGLE TO THE NORMAL OF PLANE 2 IS ALPHA+90.
C
195 SINDUM=SINDEG(ALPHA)
COSDUM=COSDEG(ALPHA)
C WRITE(3,*)' FX1,FY1,FX2,FY2 ',FX1,FY1,FX2,FY2
C
C CALCULATE THE STRESS TENSOR COMPONENTS FOR THIS VALUE OF 'ALPHA'.
C
S11=((FX1*COSDUM)-(FX2*SINDUM))/(2.*RAD)
S12=((FY1*COSDUM)-(FY2*SINDUM))/(2.*RAD)
S21=((FX1*SINDUM)+(FX2*COSDUM))/(2.*RAD)
S22=((FY1*SINDUM)+(FY2*COSDUM))/(2.*RAD)
C
C KEEP A RUNNING SUM OF THE STRESS COMPONENTS FOR AVERAGING PURPOSES.
C
S11TOT=S11TOT+S11
S12TOT=S12TOT+S12
S21TOT=S21TOT+S21
S22TOT=S22TOT+S22
C
C SEARCH FOR THE MAXIMUM PRINCIPAL STRESS AND KEEP TRACK OF THE OTHER
C COMPONENTS OF THE TENSOR, AS WELL AS THE ASSOCIATED ANGLE.
IF(ABS(S11).GT.ABS(S11MAX)) GO TO 197
C
C 10/16/86 REVISED THIS SO THAT S11MAX IS THE LARGEST VALUE ALGEBRAICALLY.
C IS THIS VALID?
C
C IF(.NOT.ITER1) GO TO 196
C S11MAX=S11
C ITER1=.FALSE.
C 196 IF(S11.GE.S11MAX) GO TO 197
GO TO 199
197 S11MAX=S11
S12MAX=S12
S21MAX=S21
S22MAX=S22
ANGMAX=ALPHA
199 CONTINUE
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WRITE(3,*)' S11,S12,S21,S22 ',511,S12,S21,S22
C
C INCREMENT THE ANGLE OF PLANES 1 AND 2 THROUGH THE BALL.
C
ALPHA=ALPHA+ANGINC
C
C END OF OUTER LOOP.
C
200 CONTINUE
C CALCULATE THE AVERAGE VALUES FOR EACH OF THE STRESS COMPONENTS.
C
S11AVE=S11TOT/ITER
S12AVE=S12TOT/ITER
S21AVE=S21TOT/ITER
S22AVE=S22TOT/ITER
CG WRITE(3,*)' S11AVE,S12AVE,S21AVE,S22AVE ',S11AVE,S12AVE,S21AVE,S22AVE
CC WRITE(3,*)' S11MAX,S12MAX,S21MAX,S22MAX,ANGMAX ',
C, 1 S11MAX,S12MAX,S21MAX,S22MAX,ANGMAX
C
C RECORD THE FAILURE FACTOR 'STUPID' SO IT CAN BE RETURNED TO THE CALLING
C PROGRAM. THIS IS WHERE MORE SOPHISTICATED FAILURE CTRITERIA MAY BE
C IMPLEMENTED.
C
STUPID=S11MAX
C
C 10/16/86 TRYING A DIFFERENT FAILURE CRITERION
C
C STUPID=S11MAX-S22MAX
C
CG WRITE(3,*)
C
C RETURN TO CALLING PROGRAM
C
RETURN
END
FUNCTION SINDEG(ANG)
C
C THIS FUNCTION RETURNS THE SINE OF 'ANG' IN DEGREES.
C
PI=3.14159
SINDEG=SIN(PI*ANG/180.)
RETURN
END
FUNCTION COSDEG(ANG)
C
C THIS FUCNCTION RETURNS THE COSINE OF 'ANG' IN DEGREES.
C
PI=3.14159
COSDEG=COS(PI*ANG/180.)
RETURN
END
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C
B,4 Subroutine DELB
This subroutine simulates breakage by creating a cluster of four discs in place of
the original disc.
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SUBROUTINE DELB(IDUM)
C
C THIS SUBROUTINE CREATES A CLUSTER OF FOUR BALLS IN PLACE OF THE ORIGINAL
C BALL SPECIFIED BY 'IDUM'. TWO OF THE FOUR NEW BALLS HAVE A RADIUS ONE-HALE
C THAT OF THE ORIGINAL BALL. THEY ARE PLACED ONE ON TOP OF THE OTHER. THE
C OTHER TWO BALLS ARE ONE-THIRD THE ORIGINAL RADIUS AND ARE PLACED TO THE
C LEFT AND RIGHT OF THE TWO BIGGER BALLS. THE ENTIRE CLUSTER FITS IN THE
C SPACE OCCUPIED BY THE ORIGINAL BALL. IF A DIFFERENT BREAKING CONFIGURATION
C IS DESIRED THIS IS WHERE IT MAY BE IMPLEMENTED.
C
C INITIALIZATION BLOCK
C
INTEGER*4 IAL,IA
INTEGER*2 IL,NC,IAB,IDUM
INCLUDE 'BALLCOM./NOLIST'
DIMENSION IL(2),IA(l)
EQUIVALENCE (IL(l),IAL), (IA(1),A(1))
C
C EXTRACT THE COORDINATES AND RADIUS OF THE ORIGINAL BALL FROM THE MAIN
C ARRAY IA. ALSO EXTRACT THE PHYSICAL PROPERTIES OF THE ORIGINAL BALL.
C
WRITE(3,*) ' SUBROUTINE DELB CALLED ',IDUM
IAB=IDUM
IAL=IA(IAB+8)
NC=IL(1)
X=A(IAB) +A(IAB+10)
Y=A(IAB+1)+A(IAB+11)
ROLD=R(NC)
RDIV2=ROLD/2.
AKNOLD=AKN(NC)
AKSOLD=AKS (NC)
DENSOLD=DENS(NC)
AMUOLD=AMU (NC)
COHOLD=COH(NC)
C
C SET THE Y COORDINATE OF THE TOP BALL
C
A (IAB+1) =Y+RDIV2
C
C SEE IF THERE IS ALREADY A BALL TYPE WITH RADIUS 'RIDIV2'.
DO 20 J=1,NTYP
IF(RDIV2.EQ.R(J)) GO TO 40
20 CONTINUE
C
C IF NOT, FIND THE END OF THE BALL TYPE LIST.
C
DO 30 K=1,NTYP
IF(R(K).EQ.0.) GO TO 50
30 CONTINUE
C
C ELSE, THE MAXIMUM NUMBER OF BALL TYPES HAS BEEN USED UP.
C
WRITE(5,*) ' ALL TYPES TAKEN
C
C ASSIGN PHYSICAL PROPERTIES TO THE TOP BALL. NOTE THAT THESE ASSIGNMENTS
C ARE ABSOLUTE RIGHT NOW. IT MAY BE A GOOD IDEA TO HAVE THESE PROPERTIES
C TAKE ON WHATEVER VALUES THE ORIGINAL BALL HAD.
C
C REVISED 11/7/86; NOW NEW BALLS HAVE THE SAME PROPERTIES AS THE OLD BALL.
C
C
40 NC=J
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GO TO 60
50 NC=K
60 IL(1)=NC
IL (2) =0
IA(IAB+8)=IAL
R(NC)=RDIV2
AKN (NC) =AKNOLD
AKS (NC) =AKSOLD
DENS(NC)=DENSOLD
AMU (NC) =AMUOLD
COH (NC) =COHOLD
AMASS (NC) =PI*R (NC) *R(NC) *DENS (NC)
AMO I (NC) =AMASS (NC) *R (NC) *R (NC) / 2.
C REVISED 11/11/86; CALL REBOX ON TOP BALL (SAME BALL NUMBER AS ORIGINAL
C BUT DIFFERENT CENTER AND RADIUS) IN HOPES OF AVOIDING BIG FORCE SUM
C JUMPS AFTER BREAKING
C
C' CALL REBOX(IAB)
C
C CREATE THE LOWER BALL. THE FOLLOWING SECTION OF CODE WAS EXTRACTED
C FROM SUBROUTINE 'AUTO'.
C
A(MiA)=X
A(MlA+1) =Y-RDIV2
IL(1)=NC
IL(2)=0
IA(M1A+8) =IAL
IAB=M1A
M1A=M1A+NVARB
NBALL=NBALL+1
CALL REBOX (IAB)
C
C CREATE THE LEFT BALL. FIRST SEE IF A BALL TYPE WITH RDIV3 ALREADY EXISTS.
C
RDIV3=ROLD/3.
DO 120 J=1,NTYP
IF(RDIV3.EQ.R(J)) GO TO 140
120 CONTINUE
DO 130 K=1,NTYP
IF(R(K).EQ.0.) GO TO 150
130 CONTINUE
WRITE(5,*) ' ALL TYPES TAKEN
140 NC=J
GO TO 160
150 NC=K
160 IL(1)=NC
IL(2)=0
IA(M1A+8) =IAL
R(NC)=RDIV3
C
C NOTE THE DIFFERENT PROPERTIES. AGAIN, WILL PROBABLY WANT TO CHANGE THIS SO
C NEW BALLS TAKE ON VALUES OF THE OLD BALLS.
C
C REVISED 11/7/86; NOW NEW BALLS HAVE THE SAME. PROPERTIES AS THE OLD BALL.
C(.
AKN (NC) =AKNOLD
AKS (NC) =AKSOLD
DENS(NC)=DENSOLD
AMU (NC) =AMUOLD
COH (NC) =COHOLD
AMASS(NC)=PI*R(NC)*R(NC)*DENS(NC)
AMOI (NC) =AMASS (NC) *R (NC) *R (NC) /2.
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A (M1A) =X-2*R (NC)
A (M1A+1) =Y
IAB=M1A
M1A=M1A+NVARB
NBALL=NBALL+1
CALL REBOX(IAB)
C
C CREATE THE RIGHT BALL.
A(M1A) =X+2*R(NC)
A(M1A+1) =Y
IL (1) =NC
IL (2)=0
IA(M1A+8) =IAL
IAB=M1A
M1A=M1A+NVARB
NBALL=NBALL+1
CALL REBOX(IAB)
C DO 10 J=1,20
C WRITE(1,*) ' R(NC) ',R(J)
C 10 CONTINUE
RETURN
C
C END OF PROGRAM.
C
END
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APPENDIX C: STANDARD INPUT FILE
In order to run BALL, a list of commands must be generated and put in a
command file entitled COMMAND.LST. An example command file is listed below. All
simulations were run under these standard test conditions. See Cundall (1978) for a
description of the commands and parameters.
START 500 300 60 1000 6 LOG
TEST
DEFWALL BOT 25 25 0 0 450 0 0 0 50
DEFWALL TOP 475 275 180 0 450 0 0 0 50
DEFWALL RHS 475 150 90 -125 125 0 0 0 50
DEFWALL LHS 25 150 270 -125 125 0 0 0 50
WINDOW 0 1000 0 1000
AUTO 26 474 26 274 100
FRAC 0.2
FRIC 1.0 50
COHES 0.0 50
NORMALSTIFF 1.5E9 50
SHEARSTIFF 1.5E9 50
ALTWALL TOP 0. -0.5
DAMPING 0.5 0.5 0 1
PRINT WALLS, CONTACTS,BALLS
STRESS 249
CYCLE 22750
SELECT 1,3,-5
PLOT
SAVE H22K.BIN
STOP
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