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Preface
The XXXVIII International Symposium on Multiparticle Dynamics, ISMD 2008, was held on 15 - 20
September at DESY, Hamburg. This series of symposia attracts participants from different areas, with a
common interest in reactions where a large number of particles are produced. Traditionally this has mainly
included three communities, hadronic collisions and DIS, high energy heavy ion collisions, and cosmic
ray physics. With the increasing accelerator energies, in particular awaiting the startup of the LHC, these
communities have been brought even closer. Effects of gluon saturation is not only of interest in heavy ion
collisions; saturation and multiple subcollisions are possibly seen at HERA, are essential features at the
Tevatron, and will be a major effect in minimum bias and underlying events at the LHC. With the LHC
the energy in collider experiments will also become comparable to that in high energy cosmic rays. As the
cosmic ray detectors are mostly sensitive to the forward region, the increased forward coverage in the LHC
experiments brings these communities closer together.
To further encourage contacts and exchanges of information across the community bounderies, the organiz-
ers chose to test a new way to schedule the sessions. Thus five cross-diciplinary sessions were organized in
which a predefined set of questions ought to be addressed in the sessions.
• Dilute systems
Conveners: A. Cooper-Sarkar (Oxford), A. Kulesza (DESY), K. Hatakeyama (Rockefeller).
Topics: High Q2, structure functions, jets, central production.
Questions: How well do we know PDFs from HERA and the TeVatron and how well can we predict
cross sections at the LHC? Are NLO PDFs all we need? Which PDFs should be used in Monte Carlo
event generators? How small in x can we trust the linear evolution equations (BFKL/DGLAP)?
• High density systems in ep, pp and heavy ions
Conveners: D. d’Enterria (CERN), T. Cso¨rgo˝ (Budapest), E. Iancu (Saclay).
Topics: Saturation, hydrodynamics, CGC, perfect fluids, AdS/CFT.
Questions: What are the expected effects of multiple interactions and saturation at the LHC? What
lesson from heavy ion collisions can shed light on saturation in pp and ep and vice versa? What
can heavy ion physics learn from pp and ep? Can ideas from hydrodynamics, classical fields and
quenching be used in pp? What from hard QCD calculations can be used in heavy ion physics?
• Interpolation region
Conveners: M. Grothe (Wisconsin), M. Albrow (FNAL), K. Werner (Nantes).
Topics: Forward production at highest energies, diffraction, glasma.
Questions: What can cosmic rays say about forward physics at the LHC and vice versa? Transition
from dense to dilute systems, as discussed in HI & Cosmic Rays-relevance for pp: forward produc-
tion, diffractive event (shadow of a dense system) and PDFs?
• Strategies and analysis methods
Conveners: E. DeWolf (Antwerp), A. Geiser (DESY), M. Sjo¨dahl (Manchester).
Topics: Correlations, heavy quark production, MC techniques.
Questions: How can forward detectors improve our understanding of QCD effects and identify sig-
nals for new physics? Are existing tools sufficient and where should they be improved? How can
correlations be used to determine the size of the interaction and phase transitions?
• New physics
Conveners: G. Weiglein (Durham), A. DeRoeck (CERN).
Topics: Possible signals for Higgs, Susy, etc.
Questions: Scenarios for new physics: how probable are the different scenarios? How to discrimi-
nate new physics from complicated background like multiparton interactions? How to discriminate
different scenarios? How well can the LHCexperiments cope with the different scenarios?
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The new scheme would not have worked so well without the excellent work by the conveners, who invited
good speakers and prepared a very interesting program. This apparently looked attractive, and the sympo-
sium had a total of 127 registered participants. An unavoidable consequence of this success was, that it
became necessary to include two evening sessions, one of them even with paralell talks.
The program also included a discussion session about the applicability and limitations of collinear factoriza-
tion, and of linear parton evolution. As a preparation before the real symposium, we had two introductory
talks by H. Meyer and L. McLerran.
Another new feature was that all plenary talks were video recorded, and together with the transparencies
are available from:
https://indico.desy.de/conferenceOtherViews.py?confId=754
Unfortunately, not all presentations during the workshop appear as a writeup in these proceedings. Ch.
Anastasiou, H. Bu¨sching and V.V. Khoze were not able to deliver a written version of their contribution.
The online version of the proceedings can be found at:
http://ismd08.desy.de.
We wish to thank all the participants of ISMD08 for making this symposium so interesting and lively. We
thank especially the conveners for their enormous work in the preparation of this symposium. We are in
particular indebted to the summary speakers, P. van Mechelen and Y. Kovshegov, who in an excellent way
fulfilled their difficult tasks.
Last but not least we wish to thank A. Grabowksy, S. Platz and L. Schmidt for their continuous help and
support during all the meeting week. We thank B. Liebaug for the design of the poster. We are grateful
to R. Eisberg, O. Knak and S. Ko¨nig for recording the talks and all technical help. We thank M. Mayer,
K. Sachs and M. Stein for their help in printing the proceedings. We are grateful to the DESY directorate
for financial support of this workshop and for the hospitality which they extended to all participants of the
workshop, and to the DFG and the SFB for financial support.
The Organizing Committee:
Jochen Bartels, Kerstin Borras, Go¨sta Gustafson(cochair), Hannes Jung(cochair), Krzysztof Kutak,
Serguei Levonian, Joachim Mnich
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Introductory Lecture
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A Brief Introduction to the Color Glass Condensate and the Glasma
Larry McLerran
RIKEN-BNL Center and Physics Department, Brookhaven National Lab., Upton, NY, 11973
USA
DOI: http://dx.doi.org/10.3204/DESY-PROC-2009-01/26
Abstract
I provide a brief introduction to the theoretical ideas and phenomeno-
logical motivation for the Color Glass Condensate and the Glasma.
1 Introduction
The purpose of this talk is to motivate the ideas behind the Color Glass Condensate and the
Glasma. As space is limited in such conference proceedings, the references below are not com-
prehensive, and the reader interested in a fuller documentation and an expanded discussion of
the topics below are referred to a few reviews where the original ideas are motivated, and where
there are detailed references to the original literature. [1]
The concepts associated with the Color Glass Condensate and the Glasma were generated
to address at least three fundamental questions in particle and nuclear physics:
• What is the high energy limit of QCD?
• What are the possible forms of high energy density matter?
• How do quarks and gluons originate in strongly interacting particles?
The Color Glass Condensate is the high energy density largely gluonic matter that is associated
with wavefunction of a high energy hadron. [2]- [7] It is the initial state in high energy hadronic
collisions, and its components generate the distributions of quarks and gluons measured in high
energy deep electron scattering from nuclei. Almost instantaneously after a hadron-hadron col-
lision, the nature of the gluonic matter changes its structure, and the Color Glass Condensate
fields are transformed into longitudinal color electric and magnetic fields, the Glasma. [8]- [11]
These early stages are shown in Fig. 1. Later, the Glasma decays and presumably thermalizes
Fig. 1: An artistic conception of high energy hadronic collisions
and forms a Quark Gluon Plasma, which eventually itself decays into hadrons. [12]- [13]
ISMD08 3
A more detailed picture of the evolution of the matter produced in heavy ion collisions is
shown in the space-time diagram of Fig. 2. This picture demonstrates the close correspondence
between the physics of hadronic collisions and that of cosomology. There is an initial singularity
Fig. 2: A space-time diagram for hadronic collisions
and singularity along the light cone. In the expansion, topological excitations are generated,
which I will describe later. These excitations have a correspondence with the topological charge
changing processes of electroweak theory, which may be responsible for the baryon asymmetry
of the universe. [14]- [16] There is a 1+ 1 dimensional analog of Hubble expansion in hadronic
collision, which corresponds to that of 3+1 dimensional Hubble flow in cosmology. [17]- [18]
I have purposely not tried to discriminate here between heavy ion collisions and hadronic
collisions. Of course the energy density, and the validity of various approximations may depend
upon the energy and the nature of particles colliding. The physics should be controlled by the
typical density of produced particles, and when the size of the systemR becomes large compared
to the typical inter-particle separation d ∼ ρ−1/3, one is justified in taking the large size limit.
This should ultimately happen at very high energies since the density of gluons rises as beam
energy increases, but it may be greatly enhanced by the use of nuclei.
The reason for this high density of gluons is that the size of a hadron, for example a proton,
grows very slowly as a function of collision energy. On the other hand, the number of gluons
grows rapidly. The lowest fractional momentum x values probed at some collision energy are
typically x ∼ ΛQCD/E, so that the number of gluons at small x is a measure of the number of
gluons appropriate for the description of a hadron at energy E. Note that gluons dominate the
wavefunction of a hadron for x ≤ 10−1, shown in Fig. 3. [19]- [25]
These gluons are associated with states in the high energy hadron wavefunction. As shown
in Fig. 4, the Fock space components of a nucleon wavefunction have states with 3 quarks, and 3
quarks with arbitrary numbers of gluons and quark-antiquark pairs. The part of the wavefunction
with 3 quarks and a few quark-antiquark pairs dominates properties of the nucleon measured in
L. MCLERRAN
4 ISMD08
Fig. 3: A distribution of quarks and gluons in a hadron as a function of x
intermediate energy processes and high energy processes at large x. The part with many gluons
controls typical high energy processes. These states have a very high density of gluons.
Fig. 4: The Fock space states corresponding to a high energy hadron wavefunction.
Before proceeding further, I want to review some of the kinematic variables useful for
the high energy limit. I introduce light cone variables associated with time, energy, longitudinal
coordinate and momentum,
x± = (t± z)/
√
2
p± = (E ± pZ)/
√
2 (1)
The dot product is x · p = xT · pT − x+p− − x−p+. The uncertainty principle is x±p∓ ≥ 1.
A longitudinal boost invariant proper time is τ =
√
t2 − z2 and corresponding transverse mass
A BRIEF INTRODUCTION TO THE COLOR GLASS CONDENSATE AND THE GLASMA
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is mT =
√
p2T +M2. There are several types of rapidity corresponding to different choices of
space-time or momentum space variable. Using definitions and the uncertainty principle, we see
that up to uncertianties of order one unit of rapidity, all of these rapidity variables are the same,
y =
1
2
ln(p+/p−) = ln(p+/mT ) ∼ −ln(x−/τ) = −12 ln(x
+/x−) = −η (2)
2 The Color Glass Condensate
The Color Glass Condensate is the matter associated with the high density of gluons appropriate
for the description of the wavefunction of a high energy hadron. In the following, I motivate the
CGC, and discuss phenomenological implications.
2.1 The Color Glass Condensate and Saturation
As gluons are added to a high energy particle wavefunction, where do they go? The size of a
hadron is roughly constant as energy increases. If we add gluons of fixed size then surely at some
energy scale these gluons will closely pack the area of a hadron. Repulsive interactions of order
αs will become important and the packing will shutoff when the density is of order 1/αs. How
can more gluons be packed into the hadron? Resorting to an analogy with hard spheres, we can
pack in more gluons if their size is small. They can fit into the holes between the closely packed
gluons of larger size. This process can go on forever, packing in gluons of smaller and smaller
size as the energy increases. There is a characteristic momentum scale Qsat which corresponds
to the inverse size scale of smallest gluons which are closely packed. The saturation momentum,
Qsat grows as the energy increases. Note that saturation does not mean the number of gluons
stopped growing, only that for gluons of size larger than 1/Qsat, they have stopped growing.
Fig. 5: Gluons being added to the wavefunction of a hadron as energy increases.
We can now understand the name Color Glass Condensate. The word color comes from
the color of the gluons. The word condensate comes from the high density of gluons. The phase
space density of gluons is
dN
dyd2pTd2xT
= ρ (3)
L. MCLERRAN
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There is some effective potential which describes the gluons. At low density, V ∼ −ρ, since the
system wants to increase its density. On the other hand, repulsive interactions balance the incli-
nation to condense, Vint ∼ αsρ2. These contributions balance one another when ρ ∼ 1/αs. The
phase space density measures the quantum mechanical density of states. When Qsat >> ΛQCD,
the coupling is weak, and the phase space density is large. The gluons are in a highly coherent
configuration. The density scaling as the inverse interaction strength 1/αs is characteristic of a
number of condensation phenomena such as the Higgs condensate, or superconductivity.
The word glass arises because the gluons evolve on time scales long compared to the
natural time scale 1/Qsat. The small x gluons are classical fields produced by gluons at larger
values of x. These fast gluons have their time scale of evolution time dilated relative to their
natural one. This scale of time evolution is transferred to the low x gluons. This means that the
low x gluons can be approximated by static classical fields, and that different configurations of
gluons which contribute to the hadron wavefunction can be treated as a non-intrefering ensemble
of fields. These are properties of spin glasses.
Fig. 6: The color electric and color magnetic fields associated with the Color Glass Condensate.
The configuration of color electric and magnetic fields of the CGC are determined by
kinematics. Let the hadron be a thin sheet located a x− ∼ 0. The fields will be slowly varying
in x+. Therefore F i− is small, F i+ is big and the transverse field strengths F ij are of order one.
This means that ~E ⊥ ~B ⊥ zˆ, so that the fields have the form of Lorentz boosted Coulomb fields
of electrodynamics. They are shown in Fig. 6. They have random color, polarization and density.
The theory of the CGC determines the spectrum of these fluctuations.
2.2 The Renormalization Group
The spectrum of fluctuations is determined by renormalization group arguments. The separation
between what we call low x and large x gluons is entirely arbitrary. The way we treat gluons
below some separation scale is as classical fields with small fluctuation in the background. For
gluons with x larger than the separation scale, we treat them as sources. If we shift the separa-
tion scale to a lower value, we need to integrate out the fluctuations at intermediate scales, and
they become the sources at high x. This integration is necessary since the fluctuations generate
A BRIEF INTRODUCTION TO THE COLOR GLASS CONDENSATE AND THE GLASMA
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corrections to the classical theory of the form αsln(x0/x) where x0 is the separation scale and x
is typical of the gluons. If x is too small compared to x0, then the classical filed treatment does
not work. One has to integrate out fluctuations recursively by the method of the renormalization
group to generate a theory on the scale of interest. In this way, the fluctuations become new
sources for fields at yet lower values of x.
This method of effective field theory was developed to treat the CGC. It was found that
the evolution equations are diffusive, and have universal solutions at small x. No matter what
hadron one starts with, the matter one eventually evolves to is universal!. The diffusive nature
of the evolution means that the number of gluons and the saturation momentum itself never stop
growing. At high enough energy, the coupling therefore becomes weak, although because the
field strengths are large, the system is non-perturbative.
The renormalization group predicts the dependence of the saturation momentum on en-
ergy. [26]- [27] In lowest order, it predicts the power law dependence on x but with too strong a
dependence. This is corrected in higher order, and generates a reasonable description about what
is known from experiment. [1]
The renormalization group analysis also describes limiting fragmentation and small devi-
ations from in it, in accord with experimental observation. [28]- [29]
2.3 The CGC Provides and Infrared Cutoff
The CGC acts as in infrared cutoff when computing the total multiplicity. [9], [30] For momen-
tum scales pT ≥ Qsat a produced particle sees individual incoherent partons, and the results
of ordinary perturbation theory which uses incoherent parton distributions should apply. If the
rapidity distribution of gluons in a hadron was roughly constant, then the distribution of gluons
would be dN/d2pTdy ∼ 1/p2T . At small pT ≤ Qsat, the gluon distribution is cutoff since a
produced parton sees a coherent field produced by a distribution of sources which is color neutral
on the scale 1/Qsat. This reduces the strength dN/d2pTdy ∼ constant/αs, up to logarithms.
We therefore obtain
dN
dy
∼ 1
αs
piR2Q2sat (4)
In hadron-hadron collisions, the 1/p4T spectrum is also cutoff at pT ∼ Qsat, so it too has the form
above.
2.4 The Total Cross Section
Assume that the distribution in impact parameter and rapidity factorizes
dN
dyd2rT
= Q2sate
−2mpirT (5)
The dependence above in the impact parameter profile is correct at large rT since the cross
section should be controlled by isospin zero exchange. The total cross section measured by
some probe is determined by the maximum radius for which Q2sate
−2mpibT ∼ constant. Using
the phenomenological parameterization of the saturation momentum Q2sat ∼ eκy, we see that
L. MCLERRAN
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bT ∼ y, so that the total cross section behaves as
σ ∼ b2T ∼ y2 ∼ ln2(E/ΛQCD) (6)
The cross section saturates the Froissart bound. [31]- [33] (This becomes modified somewhat
when the gluon distribution is computed using a running coupling constant.)
2.5 Qualitative Features of Electron-Hadron Scattering
Fig. 7: Geometric Scaling of σγ∗p
.
The cross section σγ
∗p is measured in deep inelastic scattering. In the CGC, this cross
section is determined by computing the expectation values of electromagnetic currents in the
background of the CGC fields. On dimensional grounds, it is only a function of F (Q2/Q2sat).
In the theory of the CGC, the only energy dependence appears through the dependence of the
saturation momentum upon energy. There is no separate energy dependence. This means that the
data on deep inelastic scattering should scale in τ = Q2/Q2sat The data on σ
γ∗p for x ≤ 10−2 is
shown in Fig. 7. It clearly demonstrates this scaling. The data for x ≥ 10−2 does not demonstrate
the scaling.
It is a little strange that the data has such scaling for τ >> 1. This region is far from that
of saturation. It can nevertheless be shown that forQ2 << Q4sat/Λ
2
QCD that such scaling occurs,
although this is the region where a DGLAP analysis is valid. The saturation momentum in this
region appears as a result of a boundary condition of the DGLAP evolution. It is also possible
to compute the structure functions for deep inelastic scattering in a way which includes both the
A BRIEF INTRODUCTION TO THE COLOR GLASS CONDENSATE AND THE GLASMA
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effects of the CGC and properly includes DGLAP or BFKL evolution, and good descriptions of
the data are obtained. The weakness of this analysis is of course that at Hera energies, the values
of Q2sat are not so large.
Diffractive deep inelastic scattering may also be analyzed using techniques of saturation
and the CGC. One can obtain a good description of diffractive structure functions. The CGC and
the impact parameter profile of hadrons are inputs for such computations. [25], [34]- [37]
2.6 The CGC and Shadowing
Fig. 8: The ratios RpA and RAA of particles produced in pA and AA collisions to that in pp as a function of the
transverse momentum of the produced particle. The curve at the largest value of x is the top curve, and evolution to
smaller values of x proceeds by moving further down.
The CGC provides a theory of shadowing for hadron nucleus interactions. [38]- [40] Such
shadowing can be measured in lepton-nucleus scattering, pA scattering or AA scattering. There
are two competing effects. The first is that the effects of a gluon propagating in a background field
are distorted by the background field. Such a field is stronger in a nucleus than in a proton. These
fields generate more momentum in the gluon distribution function at intermediate momentum at
the expense of gluons at low momentum. This will cause a Cronin peak in the ratios RAA and
RpA at intermediate pT . It can be shown that this effect reflects multiple scattering of a projectile
interacting with a target. Such a peak is shown in Fig. 8. Evolution of the distribution function to
low values of x is also affected by the CGC. The CGC saturation momentum acts as a cutoff on
the evolution equations. Since the saturation momentum is larger for a nucleus than for a proton,
as the distribution functions are evolved to smaller values of x, they are overall suppressed in
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a nucleus relative to a proton. This is also shown in Fig. 8, where the distribution functions at
different values of x are shown as a result of a computation for the CGC.
At RHIC, distributions of particles were measured in dA collisions. [41] In the forward
region of such collisions, values of x ∼ 10−3 of the gold nucleus were measured. At large values
of x, a clear Cronin enhancement was found for intermediate pT . At small x, the distributions
were suppressed, as predicted by the CGC. Also at small x, as one increased the associated
multiplicity in the collision corresponding to more central collisions, there was less suppression
at large x and more suppression at small x. One could describe these observations within the
CGC framework. The conclusions from such an analysis are somewhat limited by the kinematic
limitations of the energy involved.
3 The Glasma
Fig. 9: The various stages of heavy ion collisions.
In Fig. 9, I present the various stages of heavy ion collisions. The times and energy
densities on this plot are appropriate for gold-gold collisions at RHIC. The times are measured
after the collision is initiated. There is at late times a Quark Gluon Plasma, which is the matter
after it has had time to thermalize. Quark Gluon Matter exists at intermediate times when the
degrees of freedom are not highly coherent, nor thermalized, and can be thought about as quarks
and gluons. The earliest times are when the fields are highly coherent, and most of the energy is in
coherent field degrees of freedom, not in the degrees of freedom of incoherent quarks and gluons.
The matter at earliest times is called the Glasma, since it is neither a Quark Gluon Plasma, nor a
Color Glass Condensate, but has features of both. As we shall see below, almost instantaneously
after the collision, the field configurations of the CGC, which are transverse, change into those
of the Glasma, which are longitudinal. It is the creation and decay of these Glasma fields which
will be the subject of the next subsections.
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Fig. 10: Colliding sheets of colored glass..
4 Colliding Sheets of Colored Glass
Two hadrons in collision are visualized sheets of colored glass. [8]- [11] They solve classical
Yang-Mills equations before and after the collision. These classical fields change their properties
dramatically during the collision. Prior to the collision, they are transverse to the direction of
motion and confined to the region of thin sheets. In the time it takes light to travel across the thin
sheets, the sheets become charged with color electric and color magnetic charge. This results
in longitudinal color electric and color magnetic fields between the sheets. The typical strength
of these fields is of order Q2sat/αS , and the typical variation in the transverse direction is on a
size scale 1/Qsat These sheets have a large topological charge density since ~E · ~B 6= 0. It can
be shown that such a description follows from first principles within the formalism of the Color
Glass Condensate, and satisfies factorization theorems, similar to those in the parton model. [42]
Fig. 11: The Glasma as it appears in early stages of hadronic collisions.
The initial distribution of longitudinal color electric and magnetic fields and their evolution
until thermalization is referred to as the Glasma. It has properties such as the coherent strong
fields that are similar to the Color Glass Condensate, but it also decays into quarks and gluons
which are closer in description to that of a Quark Gluon Plasma. Hence its name. This classical
ensemble of flux tubes can decay classically because
D0 ~E = ~D × ~B
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D0 ~B = ~D × ~E (7)
Nevertheless, the decay of such flux tubes should generate observable effects in two parti-
cle correlations. [43]- [53] Such effects appear to have been observed in the two particle correla-
tions measured at RHIC, and are the subject of my plenary session talk at this meeting.
Fig. 12: The vector potential corresponding to a single sheet of colored glass.
How are these Glasma fields formed? The initial vector potential corresponding to single
sheet of colored glass is shown in Fig. 12. If we choose a field which is a pure two dimensional
gauge transformation of vacuum, but a different gauge transform on either side of the sheet
located at x− = 0, the Yang-Mills equations are solved for x− 6= 0. There is a discontinuity
at x− = 0, and this discontinuity in the Yang-Mills equations generates the sources of charges
corresponding to the Lorentz contracted hadron. The color electric and color magnetic fields
generated by this vector potential exist only on the sheets and have ~E ⊥ ~B ⊥ zˆ.
Now consider the collision of two sheets of colored glass as shown in Fig. 13. In the
backward lightcone, we use overall gauge freedom to specify Aµ = 0. Within the side light
cones, we have A1 and A2 chosen so that the correct sources for the hadron are generated along
the backward light cone. In the forward light cone we can have the Yang-Mills equation properly
generate the source if infinitesimally near the light cone, we take A = A1 +A2. However, since
the sum of two gauge fields which are gauge transforms of vacuum are not a gauge transform of
vacuum for non-abelian theories, this field must be taken as an initial condition, so that the fields
evolve classically into the forward light cone. This is how the Glasma fields are made, which
eventually evolve into the Quark Gluon Plasma.
The fields generated in this way are very slowly varying in rapidity. All of the variation
ultimately arises because of the renormalization group evolution of the sources. Therefore, the
longitudinal Glasma fields are long range in rapidity. The origin of these long range fields is seen
from the Yang-Mills equations, which near the forward light cone become.
∇ · E1,2 = A2,1 · E1,2
∇ ·B1,2 = A2,1 ·B1,2 (8)
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It can be shown that the color electric charge and color magnetic charge densities on each sheet
are equal in magnitude but opposite in sign. On the average, there is as much strength in color
electric field as there is in color magnetic because of the symmetry of the Yang-Mills equation
under E ↔ B, and the symmetry of the fields in the Color Glass Condensate.
Fig. 13: The vector potential corresponding to the collisions of two sheets of colored glass.
The fields associated with the Glasma will develop turbulent or chaotic modes. [54]- [59]
This means that if one starts with the boost invariant field described above, then in a time scale of
order t ∼ ln(1/αS)/Qsat small fluctuations which are not boost invariant will grow and begin to
dominate the system, This becomes a large effect after the bulk of the Glasma have evaporated,
t ∼ 1/Qsat. There should nevertheless remain a significant component of classical fields until a
time of order t ∼ 1/(αsQsat). These instabilities might or might not have something to do with
the early thermalization seen at RHIC. They might also generate contributions to transverse flow
at early times. This problem is an amusing one since these early time fluctuations may ultimately
generate a Kolmogorov spectrum of fluctuations.
4.1 Total Multiplicity in Au-Au Collisions at RHIC
One of the early successes of the CGC-Glasma description was the computation of the rapidity
density of produced particles in RHIC Au-Au collisions. [9], [30] The CGC-Glasma provided
one of the very few correct predictions for the multiplicity, and as shown in Fig. 14, correctly
predicted the dependence of multiplicity upon centrality (and energy).
4.2 Event by Event P and CP Violation
It has been suggested that in RHIC collisions, there might be large event by event CP and P
violations. [60]- [62] This can occur by topological charge changing processes generated in the
time evolution of the Glasma. These are analogous to the sphaleron transitions which generate
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Fig. 14: The multiplicity of produced particles in heavy ion collisions compared to CGC-Glasma expectations
electroweak-baryon number violation in the standard model at temperatures of the order of the
electroweak scale. [14]- [16] In QCD, they are associated with anomalous helicity flip processes.
Such processes can occur at very early times during the Glasma phase of evolution.
Of course such helicity flip processes take place all the time in the QCD vacuum, since
instanton processes are common-place when the coupling is of order one. What makes heavy
ion collisions special is that early in the collision, the electromagnetic charges of the nuclei can
generate a strong electromagnetic field in off impact parameter zero collisions, and that the high
energy density of the Glasma fields makes the coupling small so that effects are computable.
The magnetic field decays rapidly in a time of order 1/Qsat. If there is a net helicity induced
by topological charge changing processes in the presence of a magnetic field, then one generates
an electromagnetic current parallel to the magnetic field. This is because the magnetic moments
align in the magnetic field, and since there is net helicity, this in turn implies a net current. In
this way, by measuring the fluctuations in the current, one might measure underlying topological
charge changing processes. This effect is called the Chiral Magnetic effect, and is illustrated in
Fig. 15.
5 Summary and Conclusions
The Color Glass Condensate and the Glasma are forms of matter predicted by QCD. They provide
a successful phenomenology of high energy hadron-hadron and lepton-hadron-collisions. At
RHIC and Hera energies, they provide a semi-quantitative framework which describes a wide
variety of different processes. The theory underlying the CGC and the Glasma becomes best at
the highest energy where the saturation momentum is large and the interaction strength of QCD at
that scale αs(Qsat) is correspondingly small. Clearly, experiments at LHC energies can test these
ideas. Another way to make the saturation momentum large is of course to use lepton-nucleus
collisions where the density is enhanced because of the nucleus. [63]
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Fig. 15: The chiral magnetic effect as induced by the off impact parameter zero collisio of two heavy ions.
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Abstract
Several topics from the wide field of cross section measurements for
Deep Inelastic Scattering (DIS) in ep collissions at HERA are ad-
dressed. They include measurements of the Neutral Current (NC) DIS
cross section with particular emphasis on the direct determination of
the longitudinal proton structure function FL. Additionally measure-
ments of the Charged Current (CC) e−p and the Neutral Current (NC)
e+p cross sections from both H1 and ZEUS Collaborations are also
presented.
1 Introduction
Studies of the deep inelastic lepton-nucleon scattering has been a very powerfull tool to im-
prove our understanding of the parton structure of the nucleons and also in establishing and
testing QCD. The HERA ep collider, having a centre-of-mass energy of 318 GeV in nominal
runs, functions like a super microscope with the world’s sharpest view of the protons interior,
allowing for the first time the direct observation of weak effects in ep DIS at high values of
the virtuality Q2, of the intermediative boson. During the last 3 month’s of it’s operation (from
March to June of 2007), HERA had performed also some special runs with reduced proton beam
energies of 460 GeV and 575 GeV dedicated to the direct measurement of the longitudinal po-
larised structure function FL. Two different kinds of particle interactions can taken place at
HERA: the Neutral Current (NC) and the Charged Current (CC). In the Standard Model (SM),
the NC process is mediated by photons or Z- boson, while the CC DIS process is mediated by
the exchange of the W -boson. However, at leading order only up and down type of valence
quarks contribute to e−p CC DIS interactions, making these processes valuable for studying
flavour specific parton distributions. Chiral structure of weak interactions is directly visible as
a function of polarization. The polarization scales linearly with the unpolarised cross section as
σe
±p
CC (Pe) = (1 ± Pe)σe
±p
CC (Pe = 0). Measurements of the CC DIS cross section in e±p col-
lissions by both ZEUS [1] and H1 Collaborations revealed a clear and large effect at HERA as
depicted in figure 1a. The results are consistent with SM predictions of σRHCC = 0 and the absence
of RH currents. Measurements of the NC DIS cross sections in e+p collisions with a longitudinal
polarised positron beam, have been previousely published by the ZEUS and the H1 Collabora-
tions [2]. Recent results from ZEUS [3] for the single differential cross sections dσ
dQ2
,
dσ
dx and
dσ
dy
forQ2 > 185GeV 2 and y < 0.95 based on data corresponding to a luminosity of L = 113.3pb−1
at
√
s = 318GeV and corrected for zero polarization, are presented in figure 1b. Measured cross
sections are consistent with SM predictions evaluated using the ZEUS-JETS PDF’s.
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Fig. 1: (a) Cross section of CC e±p DIS as a function of polarization from the ZEUS (triangles) and the H1 (circles)
Collaborations. The results are consistent with SM predictions of σRHCC = 0 (b). Single differential NC e+p cross
section as a function ofQ2, Bjorken-x and y from the ZEUS Collaboration. The measured cross sections are consistent
with SM predictions evaluated using the ZEUS-JETS PDF’s.
2 DIS Kinematics
Deep Inelastic Scattering can be described in terms of the kinematical variables x and Q2. The
variable Q2 is the squared momentum transfer between the lepton and the nucleon and is defined
as Q2 = −q2 = −(k − k′)2, where k and k′ denote the four-momenta of the incoming and
scattered electron, respectively. The variable x is the Bjorken scaling factor corresponds to the
fraction of proton’s momentum carried by the struck quark. It is defined by the relation x = Q
2
2P.q
where P denotes the four momentum of the incoming proton. The variable y = P.qP.k is the in-
elasticity representing the energy fraction transferred from the lepton in the proton rest frame.
Bjorken-x and inelasticity are not independent from each other as Q2 = sxy where s is the total
center of mass energy of the ep interaction.
The NC DIS cross section in terms of structure functions can be expressed as following
d2σ(e±p)
dxdQ2
=
2piα2
xQ4
Y+[F2(x,Q2)− y
2
Y+
FL(x,Q2)± xF3(x,Q2)] (1)
where Y± = 1 ± (1− y)2 and x and Q2 are defined at the hadronic vertex and α is the fine
structure constant. In this equation F2 is the dominant contribution to the cross section for most
of the kinematical range and its measurement has been the main ingredient for the PDF’s extrac-
tions. The H1 and ZEUS Collaborations have presented high statistics measurements of the NC
DIS cross section and extracted F2. The revealed steep rise of F2 towards low-x values corre-
sponds to the strong scaling violations due to the increase of the gluon density. The data from
the two experiments are in very good agreement with each other and with earlier fixed target
experiments. In the structure function xF3 the parity-violating term arising from Z0 e xchange
and has contributions exclusively from the weak force. Experimentally it can be extracted by
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measuring the d
2σ(e−p)
dxdQ2 − d
2σ(e+p)
dxdQ2 , and is negligible at small Q
2
. However, at large y values, the
contribution of the longitudinal polarised structure function FL to the total cross section becomes
significant and it cannot be omitted. In addition due to its origin, FL is directly sensitive to gluon
dynamics in the proton and therefore its measurement provides a sensitive test of QCD at low x
values.
3 Method for direct FL measurement
The ep cross section is usually written in the “reduced” form as σ˜r = F2(x,Q2)− y2Y+FL(x,Q2),
ignoring xF3 which is negligible at high Q2. In order to separate F2 and FL without any theory
assumption one needs to measure the cross section at fixed x and Q2 and different values of
inelasticity, therefore at different beam energies. Then FL can be extracted as
FL(x,Q2) =
σ˜r(x,Q2, y1)− σ˜r(x,Q2, y2)
y22
Y2+
− y21Y1+
(2)
The larger the difference in the y values (level arm) or the more measurements of the σ˜r at
intermediate beam energies, the higher the accuracy in the FL measurement. The experimental
challenge in order to measure cross sections at high y values, is related to the identification of the
low energy electron in the calorimeter, where a lot of hadronic activity is present. In addition the
large photoproduction background at low Q2 is needed to be controlled and subtracted in order
to extract the genuine DIS events. At low y values the high energy electron in the calorimeter
is well separated. The DIS events selection criteria for ZEUS experiment, are based on the
Uranium Calorimeter for the identification of the electron with energy down to 6 GeV, the use
of the CTD and MVD detectors to reject neutrals, and on cuts applied on the z coordinate of
the event interaction vertex and also on the longitudinal energy-momemtum variable E − Pz
which is calculated using the energy deposits and angles measured with the calorimeter, in order
to further reduce the photoproduction background and the radiative corrections. For the H1
Collaboration, the electron identification with energies down to 3GeV relies on the SpaCal and
the LAr calorimeter, the use of the CT and BST detectors to reject neutrals, and on cuts applied
to the event interaction vertex and to the E − Pz variable as well.
4 Reduced cross section measurement and FL extraction
Recent measurements of the reduced cross section as a function of x, for various fixed Q2 values,
perfomed separately by the ZEUS [4] and H1 [5] Collaborations and based on data collected at
three different center of mass energies (√s = 318, 252, 225) GeV), are shown in figures 2a and
2b respectively. The results are compared with the predictions of ZEUS-JETS PDF’s and F2 H1
PDF2000. Visible differences between the data sets and the turn over of the cross sections at low
x values are observed, while the cross sections at high-x values are consistent for all data sets.
Direct measurements of the longitudinally polarised structure function FL perfomed for the first
time separately by ZEUS [4] and H1 [5] Collaborations, as a function of Bjorken-x for fixed
Q2 values are depicted in figures 3a and 3b respectively. The results are consistent with the
prediction of ZEUS-JETS PDF’s and H1 PDF. The x-averaged FL measurements from the H1
Collaboration [5] as a function of Q2 values in the range of 12 < Q2 < 110GeV 2, are depicted
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Fig. 2: Reduced cross section as a function of Bjorken x for various fixed Q2 values (a) from ZEUS and (b) from H1.
The lines are predictions using ZEUS-JETS PDF’s and H1 PDF2000 respectively.
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in Figure 4. The results are consistent with the H1 PDF 2000 fit and with the expectations from
global parton distribution fits at higher order pertubation theory.
5 Conclusions
The HERA experiments provide unique information on the proton structure over a wide range
of Bjorken-x values, an important precision input for physics at LHC. First direct measurements
of the longitudinally polarised structure function FL performed in a new kinematical range of x
and Q2 separately by both the ZEUS (24 < Q2 < 110GeV 2 and 0.0006 < x < 0.005) and
H1 Collaborations (12 < Q2 < 90GeV 2 and 0.00024 < x < 0.0036) are presented here. In
general the data are in good agreement with higher order pQCD predictions, although deviations
at smaller Q2 values are visible. The analysis is ongoing, thus it can be expected to further
constrain low-x region.
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Abstract
Precise jet measurements at HERA are used to extract αs value in the
regions where the theoretical predictions and data are less affected by
uncertainties and to explore regions where the theoretical calculations
deviate from the data.
1 Jet measurements and extraction of αs
Jet production in neutral current (NC) deep-inelastic scattering (DIS) and photoproduction (PHP)
at HERA provides an important testing ground for QCD. The strong coupling constant αs is one
of the fundamental parameters of the QCD. High precision in the determination of αs and con-
sistency in the αs values obtained in different experiments are achieved by using best available
theoretical calculations with experimentally precise measurements in the regions where both are
less affected by uncertainties. The HERA combined αs(MZ) value [1] is shown in Fig. 1 to-
gether with the values obtained by H1 and ZEUS collaborations separately, the 2004 HERA
average value, 2006 world average and recent LEP values. The combined value αs(MZ) =
0.1198 ± 0.0019(exp.) ± 0.0026(th.) was obtained by making a simultaneous fit to H1 and
ZEUS data sets, instead of just combining αs(MZ) values as it was done for the HERA 2004
average value.
th. uncert.
exp. uncert.
 World average 2006
 (S. Bethke, hep-ex/0606035)
 LEP average 2007
 (S. Kluth, hep-ex/0708.1311)
 HERA average 2004
 (C. Glasman, hep-ex/0506035)
 HERA combined 2007 inclusive-jet NC DIS
 (H1prelim-07-132/ZEUS-prel-07-025)
 Inclusive-jet cross sections in NC DIS
 H1 (Phys Lett B 653 (2007) 134)
 Inclusive jet cross sections in NC DIS
 ZEUS (Phys Lett B 649 (2007) 12)
0.1 0.12 0.14
αs(MZ)
Fig. 1: Measurements of αs(MZ) and αs(Q) at HERA.
A comparison of the combined HERA value to the most recent value of αs(MZ) from
LEP shows that the central values are compatible within the experimental uncertainty and that
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the HERA uncertainty is very competitive with the LEP, which includes an average of many
precise determinations.
The precision of the cross-section measurement is directly reflected in the precision of
the αs extraction and can be improved if instead of cross sections the ratios of them are used,
since in the cross-section ratios the experimental and theoretical uncertainties partially cancel.
Recent H1 measurements in the phase-space region 150 < Q2 < 15000 GeV2 and 0.2 < y <
0.7, where Q2 is the virtuality of exchanged boson and y is the inelasticity of the interaction,
used most of the data collected by HERA [2]. The data sample corresponds to an integrated
luminosity of 395 pb−1. The ratios of the differential inclusive, 2-jet and 3-jet cross sections
to the differential NC DIS cross sections were measured. The QCD predictions were calculated
using the NLOJET++ program [3]. The predictions were found to describe the data well and
all the ratios were fitted simultaneously in order to extract the αs(MZ) value, which was found
to be 0.1182 ± 0.0008(exp.)+0.0041−0.0031(scale) ± 0.0018(PDF ). The values of αs as function of
Q are shown in Fig. 1. The same plot shows the fitted values of αs from the recent low-Q2
measurements (red points, [4]). The error bar denotes the experimental uncertainty of each data
point. The solid curve shows the results of evolving αs(MZ) only at high Q2(Q2 > 150 GeV2),
with the inner blue band denoting the correlated experimental uncertainties and the grey band
denoting the theoretical uncertainties associated with the renormalisation and factorisation scales,
PDF uncertainty and uncertainty in the hadronisation corrections.
A successful extraction of the αs value in the jet measurements at HERA in a wide kine-
matic region, including PHP and low-Q2 DIS, confirms the quality of existing theoretical calcu-
lations and their ability to describe the HERA data.
2 Resolved Photoproduction
In PHP at HERA, a quasi-real photon emmitted from the incoming positron or electron can
directly take part in the hard interaction, direct PHP, or can act as a source of quarks and gluons
with only a fraction of its momentum, xγ , participating in the hard scatter, resolved PHP. Since
xγ is not directly measurable, a variable xobsγ is used to differentiate between direct- and resolved-
photon enriched events.
Figure 2 represents the cross section dσ/dη for direct- and resolved-enriched samples of
the dijet photoproduction events measured by the ZEUS experiment [5]. The mean pseudorapid-
ity, η, was calculated for two leading jets with transverse energy, ET , Ejet1T > 20 and Ejet2T > 15
GeV.
The next-to-leading-order (NLO) QCD predictions, corrected for hadronisation and using
two different photon parton density functions (PDFs) are compared to the data. For, xobsγ > 0.75,
the NLO QCD predictions describe the data well, with CJK photon PDF better reproducing the
shape of the data. At low xobsγ the description is not satisfactory. In this regime the calculations
are much more sensitive to the photon PDF, than in the direct photoproduction, but none of the
PDFs gives an adequate description of the resolved-enriched data sample. Another issue, which
becomes important at low xobsγ , is the high-order effects, which will be discussed in details in the
next two sections.
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Fig. 2: Measured dijet PHP cross section dσ/dη in direct- and resolved-photon enriched regions, compared to theo-
retical predictions using different photon PDFs .
3 Forward jets in DIS
A comparison of data on jets produced near the proton direction, forward jets, with NLO QCD
calculations has revealed a clear deficit of gluons with sizable transverse momentum, emmitted in
these direction. The ZEUS collaboration recently extended the pseudorapidity range of the jets up
to 4.3 and performed a measurement in the phase space 0.04 < y < 0.7, 20 < Q2 < 100 GeV2
and 0.0004 < xBj < 0.005 [6].
The measured differential forward-jet cross sections as function of Q2 and xBj are shown
in Fig. 3a) and b), where they are compared to predictions of the NLOJET++ calculations. The
calculations predict lower cross sections than obtained from the data, however they have a large
theoretical uncertainty. The leading-order (LO) calculation is also shown, indicating that the
contribution of the NLO terms is significant. The difference between data and calculations in-
creases with decreasing x, where the difference between LO and NLO is also increasing. The
large contribution of the NLO corrections and the size of the theoretical uncertainty indicate that
in this phase-space region the higher-order contributions are important.
The H1 measurement at low-x [7] was performed in region 0.1 < y < 0.7, 5 < Q2 <
80 GeV2 and 0.0001 < xBj < 0.01. The forward jet had to be found in the pseudorapidity range
1.73 < ηjet < 2.5 and the ”central jet” in the region −1 < ηjet < 1. The cross section as a func-
tion of x is presented in Fig. 3 for events which contain two forward and one central jet, where
the second forward jet is required to have ηjet > 1. The calculation fails to describe the data at
low-x, where the difference between LO and NLO calculations is most pronounced. The data
excess provides a strong hint for missing higher-order QCD corrections, i.e. beyond O(α3s), in
this forward gluon-radiation-dominated phase space. However, for the process with two radiated
gluons, the O(α3s) calculation can only provide a leading order perturbative estimate.
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Fig. 3: Forward jets production in DIS.
4 Correlations in multijets at low xBj in DIS
Inclusive dijet and trijet production in DIS has been measured by the ZEUS collaboration for
10 < Q2 < 100 GeV2 and 10−4 < xBj < 10−2 [8]. Cross sections, cross section ratios and
correlations between the two leading jets provide an important testing ground for studying the
parton dynamics in the region of small xBj .
The dijet and trijet cross sections for events with azimuthal separation between two leading
jets, |∆φjet1,2HCM |, less than 2pi/3 are presented in Fig. 4. The restriction on the azimuthal separation
in dijet sample implicitly requires the presence of at least one other jet, which may or may not
be observed in the detector. From the QCD calculation point of view it means that the NLO
dijet predictions, at O(α2s), become essentially only LO. Therefore the NLO trijet calculations
at O(α3s) were used for comparison with the dijet data sample. An implicit third jet requirement
led the trijet NLO calculation to converge even if only two jets are defined. For the trijet data
sample the standard trijet NLO procedure was used.
The NLOJET++ calculations at O(α2s) for dijet production underestimate the data, the
difference increasing towards low xBj . The NLOJET++ calculations at O(α3s) are up to about
an order of magnitude larger than the O(α2s) calculations and are consistent with the data, thus
demonstrating the importance of higher-order corrections in the low-xBj region. For the trijet
sample the calculation works well, since it still provides a proper next-to-leading-order perturba-
tive estimate.
5 Conclusions
The precise study of jet production at HERA demonstrates, that the theoretical predictions are
able to successfully describe the data in the regions, where the NLO estimate is available. High-
order effects become important in the regions, which are dominated by gluon radiation. The
precision in the extraction of αs at HERA is competitive with those from e+e− experiments.
JET PRODUCTION AT HERA
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Fig. 4: The dijet and trijet cross sections for events with |∆φjet1,2HCM | < 2pi/3 as a function of xBj in two Q2-bins.
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Abstract
The combined HERA-I data set, of neutral and charged current inclu-
sive cross-sections for e+p and e−p scattering, is used as the sole input
for a next-to-leading order (NLO) QCD parton distribution function
(PDF) fit. The consistent treatment of systematic uncertainties in the
joint data set ensures that experimental uncertainties on the PDFs can
be calculated without need for an increased χ2 tolerance. This results
in PDFs with greatly reduced experimental uncertainties compared to
the separate analyses of the ZEUS and H1 experiments. Model uncer-
tainties, including those arising from parametrization dependence, are
also carefully considered. The resulting HERAPDFs have impressive
precision compared to the global fits.
1 Introduction
The kinematics of lepton hadron scattering is described in terms of the variables Q2, the invariant
mass of the exchanged vector boson, Bjorken x, the fraction of the momentum of the incoming
nucleon taken by the struck quark (in the quark-parton model), and y which measures the energy
transfer between the lepton and hadron systems. The differential cross-section for the neutral
current (NC) process is given in terms of the structure functions by
d2σ(e±p)
dxdQ2
=
2piα2
xQ4
[
Y+F2(x,Q2)− y2FL(x,Q2)∓ Y−xF3(x,Q2)
]
,
where Y± = 1 ± (1 − y)2. The structure functions F2 and xF3 are directly related to quark
distributions, and their Q2 dependence, or scaling violation, is predicted by perturbative QCD.
For low x, x ≤ 10−2, F2 is sea quark dominated, but its Q2 evolution is controlled by the gluon
contribution, such that HERA data provide crucial information on low-x sea- quark and gluon
distributions. At high Q2, the structure function xF3 becomes increasingly important, and gives
information on valence quark distributions. The charged current (CC) interactions also enable us
to separate the flavour of the valence distributions at high-x, since their (LO) cross-sections are
given by,
d2σ(e+p)
dxdQ2
=
G2FM
4
W
(Q2 +M2W )2pix
[
(u¯+ c¯) + (1− y)2(d+ s)
]
,
d2σ(e−p)
dxdQ2
=
G2FM
4
W
(Q2 +M2W )2pix
[
(u+ c) + (1− y2)(d¯+ s¯)
]
.
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Parton Density Function (PDF) determinations are usually obtained from global NLO
QCD fits [1–3], which use fixed target DIS data as well as HERA data. In such analyses, the high
statistics HERA NC e+p data have determined the low-x sea and gluon distributions, whereas the
fixed target data have determined the valence distributions. Now that high-Q2 HERA data on NC
and CC e+p and e−p inclusive double differential cross-sections are available, PDF fits can be
made to HERA data alone, since the HERA high Q2 cross-section data can be used to determine
the valence distributions. This has the advantage that it eliminates the need for heavy target cor-
rections, which must be applied to the ν − Fe and µ−D fixed target data. Furthermore there is
no need to assume isospin symmetry, i.e. that d in the proton is the same as u in the neutron, since
the d distribution can be obtained directly from CC e+p data. The H1 and ZEUS collaborations
have both used their data to make PDF fits [4, 5]. Both of these data sets have very small sta-
tistical uncertainties, so that the contribution of systematic uncertainties becomes dominant and
consideration of point to point correlations between systematic uncertainties is essential. The
ZEUS analysis takes account of correlated experimental systematic errors by the Offset Method,
whereas H1 uses the Hessian method [6]. Whereas the resulting ZEUS and H1 PDFs are com-
patible, the gluon PDFs do have rather different shapes, see Fig. 1, and the uncertainty bands
spanned by these analyses are comparable to those of the global fits.
It is possible to improve on this situation since ZEUS and H1 are measuring the same
physics in the same kinematic region. These data have been combined them using a theory-free
Hessian fit in which the only assumption is that there is a true value of the cross-section, for each
process, at each x, Q2 point [7], [8]. Thus each experiment has been calibrated to the other. This
works well because the sources of systematic uncertainty in each experiment are rather different,
such that all systemtic uncertainties are re-evaluated. The resulting systematic uncertainties on
each of the combined data points are significantly smaller than the statistical errors. In the present
paper this combined data set is used as the input to a NLO QCD PDF fit. The consistency of
the input data set and its small systematic uncertainties enable us to calculate the experimental
uncertainties on the PDFs using the χ2 tolerance, ∆χ2 = 1. This represents a further advantage
compared to those global fit analyses where increased tolerances of ∆χ2 = 50− 100 are used to
account for data inconsistencies.
For the present HERAPDF0.1 fit, the role of correlated systematic uncertainties is no
longer crucial since these uncertainties are relatively small. This ensures that similar results are
obtained using either Offset or Hessian methods, or by simply combining statistical and system-
atic uncertainties in quadrature. For our central fit we have chosen to combine the 43 systematic
uncertainties which result from the separate ZEUS and H1 data sets in quadrature, and to Offset
the 4 sources of uncertainty which result from the combination procedure. This results in the
most conservative uncertainty estimates on the resulting PDFs.
Despite our conservative procedure the experimental uncertainties on the resulting PDFs
are impressively small and a thorough consideration of further uncertainties due to model as-
sumptions is necessary. In section 2 we describe the NLO QCD analysis and model assumptions.
In section 3 we give results and in section 4 we give a summary.
G. LI
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2 Analysis
The QCD predictions for the structure functions are obtained by solving the DGLAP evolution
equations at NLO in the MSbar scheme with the renormalization and factorization scales chosen
to be Q2. The DGLAP equations yield the PDFs at all values of Q2 provided they are input
as functions of x at some input scale Q20. This scale has been chosen to be Q20 = 4GeV2 and
variation of this choice is considered as one of the model uncertainties. The resulting PDFs
are then convoluted with NLO coefficient functions to give the structure functions which enter
into the expressions for the cross-sections. The choice of the heavy quark masses is, mc =
1.4, mb = 4.75GeV, and variation of these choices is included in the model uncertainties. For
this preliminary analysis, the heavy quark coefficient functions have been caluclated in the zero-
mass variable flavour number scheme. The strong coupling constant was fixed to αs(M2Z) =
0.1176 [9], and variations in this value of ±0.002 have also been considered.
The fit is made at leading twist. The HERA data have an invariant mass of the hadronic
system, W 2, of W 2min = 300GeV2 and maximum x, xmax = 0.65, such that they are in a kine-
matic region where there is no sensitivity to target mass and large-x higher twist contributions.
However a minimum Q2 cut is imposed to remain in the kinematic region where perturbative
QCD should be applicable. This has been chosen such that Q2min = 3.5GeV2. The variation of
this cut is included as one of the model uncertainties.
A further model uncertainty is the choice of the initial parametrization at Q20. The PDFs
are parametrized by the generic form
xf(x) = AxB(1− x)C(1 +Dx+ Ex2 + Fx3) , (1)
and the number of parameters is chosen by saturation of the χ2, such that parameters D, E, F
are only varied if this brings significant improvement to the χ2. Otherwise they are set to zero.
For our central fit, the PDFs which are parametrized are xuv, xdv, xg and xU¯ , xD¯.
The normalisation parameters, A, for the d and u valence are constrained to impose the number
sum-rules and the normalisation parameter A for the gluon is constrained to impose the momen-
tum sum-rule. The B parameters which constrain the low-x behaviour of the u and d valence
distributions are set equal, and the B parameters are also set equal for xU¯ and xD¯, such that
there is a single B parameter for the valence and another different single B parameter for the
sea distributions. Assuming that the strange and charm quark distributions can be expressed as
x independent fractions, fs = 0.33 and fc = 0.15, of the d and u type sea, gives the further
constraint A(U¯ ) = A(D¯)(1 − fs)/(1 − fc). The value of fs = 0.33 has been chosen to be
consistent with determinations of this fraction using neutrino induced di-muon production. This
value has been varied to evaluate model uncertainties. The charm fraction has been set to be
consistent with dynamic generation of charm from the start point of Q2 = m2c in a zero-mass-
variable-flavour-number scheme. A small variation of the value of fc is included in the model
uncertainties. Saturation of the χ2 leads us to set the parameters D,E,F = 0, for all partons
except xuv for which only F = 0.
The results are presented using this parametrization, including six sources of model un-
certainty due to variation of: mc, mb, fs, fc, Q20, Q2min. Comparison is made to three other
classes of parametrization, one based on the ZEUS-JETs parametrization [4], one based on the
EXTRACTION OF THE PROTON PARTON DENSITY FUNCTIONS USING A NLO-QCD FIT . . .
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Fig. 1: Left: PDFs from the ZEUS-JETS and H1PDF2000 PDF separate analyses of ZEUS and H1. Right: HERA-
PDF0.1 PDFs from the analysis of the combined data set
.
H1 parametrization [5] and one based on the current parametrization but allowing D 6= 0 for
the gluon. Comparison is also made to results obtained by varying αs(M2Z), see reference [10]
for details. Our central choice has less model dependence than the ZEUS-Style parametrization
because it has fewer asumptions concerning d¯ − u¯, and it has less model dependence than the
H1-style parametrization in that it does not assume equality of all B parameters. Furthermore,
although all types of parametrization give acceptable χ2 values, the central parametrization has
the best χ2 and it gives the most conservative experimental errors.
3 Results
The total uncertainty of the PDFs obtained from the HERA combined data set is much reduced
compared to the PDFs extracted from the analyses of the separate H1 and ZEUS data sets, as can
be seen from the summary plots in Fig. 1, where these new HERAPDF0.1 PDFs are compared
to the ZEUS-JETS and H1PDF2000 PDFs.
In Fig. 2 we show the HERAPDF0.1 PDFs compared to the CTEQ6.1 PDFs, which also
use a zero-mass variable flavour number scheme, and to the preliminary MSTW08 PDFs [11],
which use a massive variable flavour number scheme. The precision of the HERAPDF0.1 for the
low-x sea and gluon is impressive.
4 Summary
Now that high-Q2 HERA data on NC and CC e+p and e−p inclusive double differential cross
sections are available, PDF fits can be made to HERA data alone, since the HERA high Q2 cross-
section data can be used to determine the valence distributions and HERA low Q2 cross-section
data can be used to determine the sea and gluon distributions. The combined HERA-I data set,
of neutral and charged current inclusive cross-sections for e+p and e−p scattering, has been used
as the sole input for a NLO QCD PDF fit in the DGLAP formalism. The consistent treatment of
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Fig. 2: Left: HERAPDF0.1 at Q2 = 10GeV2 compared to the CTEQ6.1 PDFs. Right: HERAPDF0.1 at Q2 =
10GeV2 compared to the preliminary MSTW08 PDFs
.
systematic uncertainties in the joint data set ensures that experimental uncertainties on the PDFs
can be calculated without need for an increased χ2 tolerance. This results in PDFs with greatly
reduced experimental uncertainties compared to the separate analyses of the ZEUS and H1 ex-
periments. Model uncertainties, including those arising from parametrization dependence, have
also been carefully considered. The resulting HERAPDFs have impressive precision compared
to the global fits.
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Abstract
Recent measurements from the CDF and DØ experiments at the Fer-
milab Tevatron collider that constrain parton distribution functions are
presented. These include inclusive jet cross section data and measure-
ments of rapidity distributions in W and Z events.
1 Introduction
The Tevatron pp collider presently provides the world’s highest energy collisions at a centre of
mass energy of 1.96 TeV. Analyses constraining Parton Distribution Functions (PDFs) based on
4 fb−1 of integrated luminosity are presently being undertaken and the ultimate constraints are
expected to come from datasets of approximately 8 fb−1. The results presented in these proceed-
ings are from 0.2− 2.0 fb−1 of data taken in 2003-2006. At present PDF constraints are derived
from cross section measurements of inclusive jets and the rapidity distributions of W and Z
bosons. Ultimately it may be possible to derive PDF constraints from W /Z ,γ + jet/heavy-flavour
data but to date uncertainties in the underlying QCD calculation have precluded meaningful PDF
constraints. In terms of the global PDF fits, the Tevatron provides approximately 10% of the
data-points. The data complement that of the HERA and fixed target experiments and provide
constraints in the high-Q2 region which has some overlap with the highest Q2 HERA data at high
x and crucially with the LHC at the Q2 scale of electroweak symmetry breaking.
2 Inclusive Jet Data
Two Tevatron inclusive jet cross section data are presently included in the PDF global fits : DØ
data [1] based on 0.7 fb−1 of integrated luminosity with jets reconstructed using the cone al-
gorithm in the kinematic region 50 < ET < 600 GeV, |y| < 2.4 and CDF data [2] based on
1.0 fb−1 of integrated luminosity with jets reconstructed using the kT algorithm in the kinematic
region 54 < ET < 700 GeV, |y| < 2.1. CDF data [3] with jets reconstructed using the mid-
point algorithm are used as a systematic cross-check. In the global PDF fits the jet data have
their largest impact in constraining the gluon distribution at high-x (0.01 < x < 0.5) which is
particularly important for reliably determining the Standard Model background to new physics
searches at the LHC. The Tevatron inclusive jet data now have far greater statistical precision
than the data used in previous fits from Run-1. The systematics of the procedure used to correct
the data back to the parton level is also far better controlled than was the case in Run-1. The CDF
data are shown in figure 1 and the DØ data in figure 2.
The systematic uncertainties in these measurements are largest at high ET with the deter-
mination of the jet energy scale providing the largest contribution to the systematic uncertainty.
The latest PDF fits provide an excellent fit to the jet data and are found to be most stable when a
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Fig. 1: CDF inclusive jet cross sections compared to NLO predictions.
scale of jet ET not ET /2 is used. The gluon distribution at high x from the preliminary MSTW
analysis [4] is shown in figure 3.
The latest fit is softer at high x compared to previous fits based on the Tevatron Run-1
jet data and the fit is consistent to a fit not including any Tevatron jet data. The fit is also in
agreement with the latest CTEQ 6.6 fit [5] and the MSRT 2004 [6] fit. The variance in the gluon
distribution is somewhat reduced but more data at high x will be required to reduce the variance
below 50% at the highest x values. Further improvements in understanding the jet energy scale
from higher statistics control samples will also help reduce the systematic uncertainties in the
data.
3 W and Z Rapidity Constraints
The rapidity distributions of W and Z bosons can be measured rather precisely at the Tevatron
and to date four measurements have been used to constrain PDFs. They are the DØ measure-
ment [7] of the Z rapidity based on 0.4 fb−1 of Z → e+e− data, a preliminary CDF measure-
ment [8] from 2.0 fb−1 of Z → e+e− data, a DØ measurement [9] of the W charge asymmetry
using W → µν events from 0.3 fb−1 of data and the CDF measurement [10] of the same quantity
using 0.2 fb−1 of W → eν data. The latest CDF and DØ data on the W charge asymmetry is
not yet included in the global PDF fits since a consistent fit to the the two datasets has not been
yet been possible and is under investigation by the collaborations. The Tevatron W and Z data
are in principle sensitive to the up and down quark PDFs. However owing to the e2Q weighting
PDF CONSTRAINTS FROM TEVATRON DATA
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Fig. 2: DØ inclusive jet cross sections compared to NLO predictions.
Fig. 3: The gluon distribution at high x from the preliminary MSTW analysis compared to gluon distributions includ-
ing (or not) the Run-1 Tevatron jet data.
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in F2, the up quark distribution is rather well constrained by the HERA F2 data and so the Teva-
tron data mostly provide a constraint on the down valence quark distribution. Z events at high
rapidity probe one high x and one low x parton. Both the CDF and DØ data are well described
by the latest and previous global PDF fits, with the best description presently provided by the
CTEQ6.1 [11] PDFs. The down valence distribution from the preliminary MSTW analysis is
shown in figure 4. Previous down valence distributions were rather unstable in the high x region.
The new data has allowed the number of constraining parameters to be increased and a more
robust distribution to be obtained. The variance on the distribution is now larger but believed to
be a more reliable estimate of the uncertainty compared to previous fits. The uncertainty in the
high x region, like the gluon, is again significant.
W+ bosons at the Tevatron are preferentially boosted along the incoming proton direction
since the up valence quark carries on average more momentum than the down valence quark. A
measurement of the W charge asymmetry as a function of rapidity therefore provides constraints
on d/u. Some discrimination between valence and sea quark contributions can be obtained by
measuring the charge asymmetry as a function of the lepton ET since the sea quark contribution
is enhanced at low ET . Published measurements [9, 10, 12] have used the lepton charge asym-
metry but recently CDF [13] has unfolded the measurements back to the W rapidity which in
principle provides more information since the PDF information is not convoluted with the V −A
decay structure. The data is weighted by the two solutions of YW based on kinematic constraints
informed by the MC. The unfolding is an iterative one to remove the dependence on the MC
input parameters, particularly the PDFs.
Fig. 4: The down valence quark distribution from the preliminary 2008 MSTW analysis which includes the latest
Tevatron Z rapidity data to an older fit without the data.
PDF CONSTRAINTS FROM TEVATRON DATA
ISMD08 39
4 Other Potential Measurements to Constrain PDFs
The measurements presented above are the only Tevatron measurements presently included in
global PDF fits. There are a number of other measurements which with greater statistics and
improved modeling of the underlying QCD could in principle provide valuable PDF informa-
tion. These include a measurement of the W cross section ratio at high and low rapidity and
measurements of jet + vector boson (W ,Z ,γ) cross sections where additional flavour information
can also be established by tagging bottom and charm jets.
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Abstract
I provide a summary of BFKL resummation applied to deep inelastic
scattering. The origin of the small x problem is described, together
with the various approaches that have evolved in recent years for deal-
ing with the issue. Their technical details are briefly compared, and
conclusions from global parton fits to scattering data examined.
1 Introduction
As is well known, hadronic cross-sections factorise into the following form:
σ = fa(xa, µ2F )⊗ σˆab ⊗ fb(xb, µ2F ), a ∈ {q, q¯, g},
where σˆab are perturbatively calculable hard coefficient functions, and fa non-perturbative parton
distribution functions dependent on a longitudinal momentum fraction x and a factorisation scale
µF . The latter are not calculable in perturbation theory, but evolve with µF according to the
DGLAP equations:
∂fa(x, µ2F )
∂ lnµ2F
=
∑
b
Pab(x, µ2F )⊗ fb(x, µ2F ),
with Pab perturbatively calculable splitting functions. A problem arises at small values of x in
that both the splitting functions and hard coefficients contain terms of form x−1αnS logm(1/x)
with n ≥ m− 1. Thus, when x is sufficiently small, each term in the perturbation series diverges
even though αS may be in the perturbative regime. One naı¨vely expects this to become a problem
when:
αS log
(
1
x
)
≃ 1⇒ x ≃ 10−2,
and we will see later that this back of the envelope reasoning is essentially correct. At small x,
one must reorder the perturbation expansion in terms of leading logarithmic (LL), next-to-leading
logarithmic (NLL) terms and so on.
In this contribution, we focus on the solution to this problem in deep inelastic scattering,
and will be able to answer the following questions. Firstly, how small is small x (i.e. can we
confirm the above expectation)? Secondly, what approaches exist to deal with the problem, and
how do they differ? Finally, what can scattering data tell us about their validity?
2 The BFKL equation
The small x divergence in deep inelastic scattering can be traced at LL order to ladders of gluon
exchanges, with quark mixing at NLL order. The unintegrated gluon 4-point function f(k2, Q20)
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which sums up these exchanges can be written as the solution to an integral equation - the BFKL
equation [1]- which has the schematic form (up to NLL order)
Nf(k2, Q20) = NfI(Q
2
0)+αS(k
2)
∫
dk′2
[
K0(k2, k′2, Q20) + αS(µ2)K1(k2, k′2, Q20)
]
f(k′2),
where we have performed a Mellin transform in x, with N the moment variable. Here k2 and Q20
are transverse momentum scales at the hard and soft ends of the gluon ladder respectively, and
Ki the BFKL kernel, which is currently known exactly up to NLL order [2] and approximately at
NNLL order [3]. Solving this equation resums the problem logarithms at the level of the gluon
density. This is then related to observable quantities (in this case proton structure functions)
using the kt-factorisation formula [4]
Fi(k2, N) =
∫
dk2hi(k,N)f(k2, Q20),
where hi(k,N) is an impact factor coupling the incoming virtual photon to the gluon ladder.
Thus, for physical predictions, one needs a knowledge of both the BFKL kernel to the desired
order, and also the impact factors. The latter are known exactly at LL order in DIS [4, 5], and
also at approximate NLL order in both the massless [6] and massive cases [7]. It has been
known for some time that the LL BFKL formalism is insufficient to describe scattering data,
thus any phenomenologically viable resummation approach must satisfy at least the following
requirements:
1. Solve the BFKL equation at NLL order (preferably with running αS).
2. Provide the complete set of splitting functions Pab, and also coefficient functions for the
structure functions F2 and FL.
3. Match the resummed results to the usual DGLAP results for correct moderate / high x
behaviour.
4. Explain why NLO DGLAP appears to work well down to low x.
(strictly speaking one must also add the additional requirement of correctly implementing heavy
quarks, as has been shown to be important in fixed order fits to current data). So far only three
approaches achieve these aims to a reasonable extent (see also [8] for a recent alternative ap-
proach).
3 Resummation approaches
The formalisms which (broadly) satisfy the above requirements are known as the ABF [9], CCSS
[10–12] and TW [7, 13, 14] approaches. Here, we summarise the main differences.
Firstly, not all of the approaches use the same factorisation scheme for the parton distribu-
tions. ABF present results in the the standard MS-bar scheme to all orders, whereas CCSS and
TW present results in schemes which are the conventional MS-bar and DIS schemes respectively
up to NLO in the fixed order expansion, but differ slightly from their fixed order counterparts
in the resummed terms (ultimately arising from the fact that the regularisation of collinear sin-
gularities when solving the BFKL equation takes place in a so-called Q0-scheme, rather than
dimensional regularisation). See the detailed studies in [9, 11, 12] for further details.
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ABF CCSS TW
Full set of Pab and Ca
√ √ √
(for light flavours)
Resummation of BFKL
kernel [15] √ √ ×
Factorisation scheme DIS, MS-bar MS-bar(NLO+Q0) DIS(NLO+Q0)
Heavy quark effects included × × √
Global fit carried out × × √
Table 1: Summary of the ABF, CCSS and TW approaches. See the text for further details.
Secondly, the BFKL kernel is known to contain potentially unstable terms of collinear
origin. These can be resummed to all orders in the kernel [15], as is done in the ABF and CCSS
approaches. The TW group do not implement this further resummation, although could do so in
principle. The latter group also include higher order terms from the impact factors [6, 7], which
are not included by the other approaches (consistent with their definition of NLL order).
These and other differences are summarised in table 1. Results for splitting and coeffi-
cient functions cannot be directly compared between the approaches due to factorisation scheme
ambiguities. However, the main qualitative feature of the resummed splitting functions in all the
approaches is a pronounced dip below the NLO DGLAP result at moderate x values, followed
by an eventual rise at very small x (see figures 1-2, 5 and 3-4 in [9, 10, 14] respectively).
4 Fits to scattering data
So far, only the TW approach above has been implemented in a global fit to scattering data, al-
though work is in progress involving the other approaches. Nevertheless, the qualitative similar-
ity between the results (i.e. the dip in evolution when resummations are included in the splitting
functions) means that similar results to those presented here should presumably be seen in all the
approaches.
The dip in the resummed evolution qualitatively changes the shape of the gluon distri-
bution, as seen in figure 1. The gluons agree at high x, as is required by consistent match-
ing of the resummed and fixed order descriptions. At low x (and the input scale for evolution
Q2 = 1GeV2), the resummed gluon is positive definite and slightly growing as x → 0. This
has several phenomenologically desirable features. Firstly, a raised gluon at low x decreases the
tension between the Tevatron jet data [16] and the small x HERA data [17]. It also stabilises
the longitudinal structure function FL at low x and Q2, and consequently reproduces the correct
shape for the HERA reduced cross-section data at high inelasticities y.
One notes that the gluon distributions (resulting from a fit to data) move away from each
other below x ∼ 10−2. Thus, this can be taken as an empirically determined upper bound below
SMALL x RESUMMATION - AN OVERVIEW
ISMD08 43
-3
-2
-1
0
1
2
10 -5 10 -4 10 -3 10 -2 10 -1 1
x
Q2=1GeV2
x
g(x
)
0
20
40
60
80
10 -5 10 -4 10 -3 10 -2 10 -1 1
x
Q2=100GeV2
NLL
NLO
Fig. 1: Gluons obtained in a NLO fit to DIS and related data, with and without NLL small x resummations.
which small x resummation becomes important. Note that this value is in rough agreement with
the back of the envelope calculation described in the introduction. It is also clear why NLO
DGLAP has worked well down to very low x values (∼ 10−5) - the DGLAP splitting function
sits roughly in the middle of the resummed dip found in each of the above approaches.
Although the above describes compelling evidence for the need for small x resumma-
tion, there are not yet inclusive observables in DIS which defy description using the traditional
DGLAP theory. However, resummed and fixed order predictions can be quite different. The
case of FL (shown alongside the recent H1 data [18]) is shown in figure 2 with a current NNLO
prediction [19]. One sees from the plot that the two descriptions cannot yet be distinguished,
although points at slightly lower Q2 (thus also lower x) could indeed discriminate between them.
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Abstract
Parton distributions functions (pdfs) are an important ingredient for
LHC phenomenology. Recent progress in determining pdfs from global
analyses is reviewed, and some of the most important outstanding is-
sues are highlighted. Particular attention is paid to the precision with
which predictions for LHC ‘standard-candle’ cross sections can be
made, and also to new information that LHC can provide on pdfs.
1 Introduction
High-precision cross-section predictions for both Standard Model and Beyond Standard Model
processes at the LHC require high-precision parton distribution functions (pdfs). In some cases,
the uncertainty in our knowledge of the pdfs is a significant or even dominant part of the overall
uncertainty in the theoretical prediction. Of course, the more accurate the signal and background
predictions, the easier it will be to detect new physics. Fortunately the LHC provides a number of
‘standard-candle’ processes, whose measured cross sections can be used to check the theoretical
framework (factorisation, DGLAP evolution etc.). The paradigms are σ(Z) and σ(W ), for which
there are realistic prospects of experimental measurements and theoretical predictions accurate
at the few % level.
At the same time, the LHC can provide new information on the pdfs themselves. Hadron
collider data have always been an important ingredient of pdf global fits. For example, fixed-
target Drell-Yan data currently provide (unique) information on high-x sea quarks, Tevatron high-
ET jet data provide direct information on the high-x gluon, and Tevatron W and Z cross sections
and distributions provide information on quark distributions complementary to that from deep
inelastic scattering. There is every prospect that similar measurements at the LHC will improve
our knowledge of pdfs even further.
The basic theoretical tool for precision predictions for hadron colliders such as the Teva-
tron and the LHC is the QCD factorization theorem for short-distance inclusive processes:
σAB =
∫
dxadxb fa/A(xa, µ
2
F ) fb/B(xb, µ
2
F ) × [ σˆ0 + αS(µ2R) σˆ1 + ... ]ab→X . (1)
Formally, the cross section calculated to all orders in perturbation theory is invariant under
changes in the factorization scale (µF ) and the renormalization scale (µR), the scale depen-
dence of the coefficients σˆ0, σˆ1, ... exactly compensating the explicit scale dependence of the
pdfs and the QCD coupling constant. This compensation becomes more exact as more terms are
included in the perturbation series. In the absence of a complete set of higher-order corrections,
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it is necessary to make a specific choice for the two scales in order to make cross-section predic-
tions. A variation of the scales by a factor of 2 around some ‘natural’ scale M for the process,
i.e. M/2 < µF , µR < 2M , is often used to characterise the uncertainty from unknown higher-
order terms in the series. The overall theoretical error on a cross section prediction can then be
estimated as δσ2th = δσ2pdf + δσ2scl.
Almost all the theoretical quantities (subprocess cross sections, coefficient functions and
splitting functions) that are needed for a global fit are nowadays known to NNLO in pQCD, and
so this will be the de facto benchmark for LHC phenomenology. In some cases, e.g. W and Z
production, electroweak corrections are also known and can be included. The following table
illustrates the relative size of the pdf and scale uncertainties for some standard processes at the
LHC, calculated at NNLO1 in pQCD. Here the pdf uncertainties are taken from the recent MSTW
global fit [1, 2], while the scale uncertainty estimates for tt¯ and Higgs production are taken from
Refs. [3] and [4] respectively. Evidently the pdf uncertainty is a significant issue for Z and tt¯
production, but not at present for Higgs production.
process δσpdf δσscl
pp→ Z +X ±2% ±2%
pp→ tt¯+X ±2% ±3%
pp→ H(120 GeV) +X ±2% ±15%
2 How pdfs are obtained
The method by which pdfs are obtained from a global fit to a variety of ‘hard scattering’ data
is by now well known – a schematic summary is shown in Fig. 1. A typical set of input data
(as used, for example, by the MSTW and CTEQ collaborations, see Section 3) is given in the
following Table, together with the partons that they constrain.
H1, ZEUS F e
+p
2 (x,Q
2), F e
−p
2 (x,Q
2) NC + CC
BCDMS Fµp2 (x,Q2), F
µd
2 (x,Q
2)
NMC Fµp2 (x,Q2), F
µd
2 (x,Q
2), Fµn2 (x,Q
2)/Fµp2 (x,Q
2)
SLAC F e
−p
2 (x,Q
2), F e
−d
2 (x,Q
2)
E665 Fµp2 (x,Q2), F
µd
2 (x,Q
2)
CCFR, NuTeV, CHORUS F ν(ν¯)N2 (x,Q2), F
ν(ν¯)N
3 (x,Q
2)
→ q, q¯ at all x and g at medium, small x
H1, ZEUS F e
±p
2,c (x,Q
2), F e
±p
2,b (x,Q
2)→ c, b
E605, E772, E866 Drell-Yan pN → µµ¯+X → q¯ (g)
E866 Drell-Yan p, n asymmetry → u¯, d¯
CDF, D0 W± rapidity asymmetry → u/d ratio at high x
CDF, D0 Z0 rapidity distribution → u, d
CDF, D0 inclusive jet data→ g at high x
H1, ZEUS DIS + jet data→ g at medium x
CCFR, NuTeV dimuon data→ strange sea s, s¯
1In the case of tt¯ production, an approximation to the (as yet uncalculated) full correction has been derived, see [3].
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Formalism
LO, NLO, NNLO DGLAP
MSbar factorisation
Q0
2
functional form @ Q0
2
sea quark (a)symmetry
etc.
Output
FORTRAN, C++ code 
in user-friendly form
Data
DIS (SLAC, BCDMS, NMC, E665,
CCFR, CHORUS, H1, ZEUS, … )
Drell-Yan (E605, E772, E866, …)
High ET jets (CDF, D0)
W rapidity asymmetry (CDF, D0)
Z rapidity distribution (CDF, D0)
?N dimuon (CCFR, NuTeV)
etc.
fi (x,Q
2) ? ? fi (x,Q2)
?S(MZ )
Fig. 1: Anatomy of a pdf global fit.
Over the past 15 years, the quality and quantity of the data has improved enormously, so
that nowadays the pdfs are known to very high accuracy, typically to within a few % over a
broad range of x away from x = 0, 1. In terms of recent developments, much attention has been
focused on the heavy quark (s, c, b) distributions. Until recently, the strange quark distribution
was generally parametrised as
s(x,Q20) = s¯(x,Q
2
0) =
κ
2
[
u¯(x,Q20) + d¯(x,Q
2
0)
]
(2)
with κ = 0.4− 0.5 suggested by (neutrino DIS) data. The suppression was understood as a non-
perturbative mass effect. Recent measurements of dimuon production in νN DIS (for example,
by CCFR and NuTeV) allow a more-or-less direct determination of both s and s¯, via
dσ
dxdy
(
νµ(ν¯µ)N → µ+µ−X
)
= BcNA dσ
dxdy
(
νµs(ν¯µs¯)→ cµ−(c¯µ+)
) (3)
in the range 0.01 < x < 0.4. The data appear to slightly prefer s(x,Q20) 6= s¯(x,Q20), both
having a different shape to the light sea quark distributions. Generalised parametrisations for s
and s¯ are therefore used in the most recent global fits.
The charm and bottom quarks are considered sufficiently massive to allow a pQCD treat-
ment, i.e. the distributions are assumed to be generated perturbatively via g → QQ¯. Two
regimes can be distinguished: (i) Q2 ∼ m2Q where it is essential to include the full mQ de-
pendence in order to get the correct threshold behaviour, and (ii) Q2 ≫ m2Q where the heavy
quarks can be treated as essentially massless partons, with large logarithmic contributions of the
form αnS lnn(Q2/m2Q) automatically resummed by the DGLAP equations. The so-called Fixed
Flavour Number Scheme (FFNS), in which heavy quarks are not treated as partons, is only valid
in region (i), whereas the Zero Mass Variable Flavour Number Scheme (ZM-VFNS), in which
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heavy quarks evolve as massless partons from zero at threshold, applies to region (ii) only. In re-
cent years, a more general set of General Mass Variable Flavour Number Schemes (GM-VFNS)
have been developed, with the advantage of interpolating smoothly and consistently between the
two Q2 regions, at a given order (up to and including NNLO in practice) in perturbation theory.
The two most important points to note are: (i) the definition of a consistent GM-VFNS is tricky
and non-unique (not least due to the assignment of O(m2Q/Q2) contributions), and implemen-
tation of an improved treatment of heavy quarks can have a significant knock-on effect on light
partons, and (ii) GM-VFNS predictions for the structure functions F cc¯2 and F bb¯2 agree well with
measurements at HERA. A more detailed discussion of the treatment of heavy quark pdfs can be
found in [5].
Another major advance in recent years has been the treatment of uncertainties in the distri-
bution functions, and most global fit groups produce ‘pdfs with errors’ sets. These are of course
useful in assessing the error on cross-section predictions due to the pdfs themselves. A typical
package will consist of a ‘best fit’ set and ∼ 30–40 error sets designed to reflect a ±1σ variation
of all the parameters used to define the starting distributions, as determined by the uncertainties
on the data used in the global fit. However, in addition to these ‘experimental’ uncertainties,
there are also uncertainties associated with theoretical assumptions and/or prejudices in the way
the global fit is set up and performed. Although these are generally more difficult to quantify,
they are often the main reason for the differences between the sets produced by different groups.
The following is a non-exhaustive list of the reasons why ‘best fit’ pdfs and errors can differ:
• different data sets in the fit:
— different subselection of data
— different treatment of experimental systematic errors
• different choice of:
— pQCD order (in DGLAP and cross sections)
— factorisation/renormalisation scheme/scale
— Q20
— parametric form fi(x,Q20) = Axa(1− x)bc(x) etc., and implicit extrapolation
— αS
— treatment of heavy flavours
— theoretical assumptions about x→ 0, 1 behaviour
— theoretical assumptions about sea quark flavour asymmetry
— χ2 tolerance to define ±δfi
— evolution, cross-section codes, rounding errors etc.
Note that these can apply both to comparisons of the type CTEQ vs. MRST vs. ... and to
CTEQ6.1 vs. CTEQ6.5 etc.
3 Recent progress
There are a number of groups producing pdf sets from global fits to data. In this section we give
a very brief summary of these, with references to where more information can be found.
The Martin–Stirling–Thorne–Watt MSTW (formerly MRST) collaboration produces sets
at LO, NLO and NNLO using a ‘maximal’ set of fitted data as described in the previous section.
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The previous MRST2006 sets [6] contained an update of the NNLO fit to include both pdf errors
and an improved GM-VFNS treatment of c and b. The new MSTW2008 sets [1, 2] include (i)
new data sets in the fit (CHORUS and NuTeV neutrino data and HERA DIS+jet data), (ii) a
more sophisticated treatment of s and s¯ in which both are allowed to have independent shapes
and normalisations, and (iii) an improved treatment of the tolerance procedure to define the error
sets (for a summary see [1]).
The CTEQ collaboration (Ref. [7] and references therein) produces LO and NLO pdf sets
from global fits using roughly the same maximal data set as MSTW/MRST. Earlier this year, the
previous (2006) 6.5 set was updated to produce set 6.6. CTEQ6.5 was characterised by the first
implementation of a GM-VFNS (the ‘SACOT−χ’ scheme [8,9]), which had a significant impact
on the c and b distributions, a compensating impact on the u and d partons, and a corresponding
change in the predictions for σ(W,Z). The new 6.6 set has a more sophisticated treatment of
the s and s¯ pdfs, allowing these to have a more general shape and normalisation than previously.
The impact of an additional ‘intrinsic charm’ contribution is also studied.
Given the similarity of the data fitted and the theoretical framework used, it is no surprise
that the pdf outputs from the MSTW and CTEQ analyses are similar. This is illustrated Fig. 2,
which compares the latest MSTW2008 and CTEQ6.6 NLO u and g pdfs (with errors) at Q2 =
104 GeV2. Note that the broader CTEQ error band is in part a reflection of a different choice of
tolerance in defining the allowed range of ∆χ2. The MSTW gluon is smaller at small x, because
the parameterisation at Q20 = 1 GeV2 allows the starting distribution to be negative at small x,
unlike in the CTEQ (central) fits where the gluon is always constrained to be positive.
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Fig. 2: Comparison of recent MSTW and CTEQ up quark (left) and gluon (right) NLO parton distributions.
Alekhin et al. produce sets at LO, NLO and NNLO. The original 2002 (Alekhin) set [10]
was updated first in 2006 [11] (Alekhin–Melnikov–Petriello) and again in 2007 [12] (Alekhin–
Kulagin–Petti). The 2002 fit was based on DIS structure function data only (SLAC, BCDMS,
NMC, E665, H1, ZEUS). The 2006 AMP version added E605 and E866 Drell-Yan data, and
CHORUS, CCFR and NuTeV neutrino structure function and dimuon data. Unlike the CTEQ and
MSTW/MRST fits, the Alekhin fit does not include Tevatron high-ET jet data, nor a complete
GM-VFNS treatment of heavy quarks, and this accounts for much of the differences between the
resulting parton distributions.
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Both the H1 and ZEUS collaborations have produced pdf sets in the past based on their
own HERA DIS data supplemented by other DIS data. The most recent H1 (2003) set added
BCDMS data to H1 structure function data to give a broad coverage in x and Q2. The ZEUS
(2005) set was based on ZEUS data (both inclusive structure function and DIS+jet data) only.
The two collaborations also had different treatments of pdf errors: offset (ZEUS) vs. Hessian
(H1). Recently H1 and ZEUS have joined together to produce a combined pdf set, HERAPDF0.1,
details of which can be found in the talk by Gang Li [13]. Differences between the previous H1
and ZEUS fitting procedures have been resolved, and experimental and model uncertainties have
been carefully considered. However this fit uses only HERA inclusive cross section NC and
CC e±p data, and therefore there are small but significant differences in both quark and gluon
differences in comparison with MSTW and CTEQ, which can in large part be traced to the
influence of Tevatron and fixed-target Drell-Yan data in the latter global fits.
The NNPDF (Neural Net) collaboration [15] uses neural net technology in the fit to avoid
having to choose a particular parametric form at Q20. The new (NLO) set, NNPDF1.0, is based
on a Monte Carlo approach, with neural networks used as unbiased interpolants. The method is
designed to provide a faithful and statistically sound representation of the uncertainty on parton
distributions. The fit is performed to a restricted ‘DIS only’ data set in a ZM-VFNS scheme for
the heavy quarks. The absence of Drell-Yan and neutrino dimuon data from the fit means that
the detailed flavour structure of the quark sea is not well determined (and therefore neither are
the predictions for W and Z cross sections at the LHC, see Section 4 below). The absence of
Tevatron High-ET jet data from the fit is another signficant source of difference between NNPDF
and CTEQ/MSTW. A recent update (NNPDF1.1 [16]) introduces independent parametrisations
for the strange pdfs.
Finally, there have been a number of other studies of pdfs designed for particular purposes
or to investigate different theoretical frameworks. For example, the ‘dynamical parton model’
approach (see [14] and references therein) attempts to describe DIS and other data from a set
of valence-like partons evolved upwards in Q2 from a low starting scale. A reasonable fit is
obtained, although the total χ2 is signficantly larger than in a (standard) fit in which the small-x
parameters are unconstrained.
4 Parton distributions at the LHC
There are a number of LHC standard-candle processes, σ(W±, Z0, tt¯, jets, ...), that can be used
to probe and test pdfs, typically in the range x ∼ 10−2±1, Q2 ∼ 104−6 GeV2 (see Fig. 3), which
is where most New Physics signals (Higgs, SUSY, etc.) are expected. The total W and Z cross
sections provide a particularly important point of comparison between the various pdf sets. A
number of factors are relevant, including (i) the rate of evolution from the Q2 of the fitted DIS
data to Q2 ∼ 104 GeV2, driven mainly by αS and the gluon distribution, and (ii) the mix of
quark flavours, since F2 and σ(W,Z) probe different combinations of quark flavours. A very
precise measurement of cross section ratios at LHC (e.g. σ(W+)/σ(W−) and σ(W±)/σ(Z))
will allow these subtle quark flavour effects to be explored.
By way of example, we show in Fig. 4 a selection of predictions for σ(W±) and σ(Z)
LHC cross sections [2]. The error ellipses correspond to the MSTW2008 NLO and NNLO pdf
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Fig. 3: Standard Model cross section predictions at hadron-hadron colliders (left), and the parton x,Q2 region probed
by the production of a heavy object of mass M and rapidity y at the LHC (right).
sets. Note that the cross section ratios are determined more precisely than the absolute cross
sections themselves. In the case of the W+/W− cross section ratio, the overall uncertainty is of
order 1%, and comes mainly from the uncertainty in the u/d ratio at the relevant x and Q2 values.
Note that the change in the cross sections going from MRST2004 to MRST2006 is due to an im-
provement in the heavy flavour prescription [6] discussed earlier, which mainly affects the charm
distribution, while the predictions are relatively stable in going from MRST2006 to MSTW2008.
The CTEQ6.6 and CTEQ6.5 predictions are very similar, but both are significantly higher than
the CTEQ6.1 predictions. Again, this is mainly due to a different treatment of s, c, b quarks in the
fit. The CTEQ6.6 LHC predictions are about +2% higher than MSTW2008, because of slight
differences in the quark (u, d, s, c) distributions, but overall the predictions agree reasonably well
within the quoted uncertainties. Care is however needed in comparing predictions based on dif-
ferent orders of QCD perturbation theory (NLO, NNLO, NNLL-NLO, ...), since the higher-order
contributions to the cross sections are not negligible.
The error ellipses on the MSTW W and Z predictions come from the new ‘dynamical
tolerance’ treatment of pdf uncertainties described in [1]. There is an additional uncertainty of
the same size from scale variation (quantified in the usual way by varying the scales from M/2
to 2M ). Combining these, we predict a total (‘1σ’) uncertainty of ∼ ±4% on the total W and Z
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cross sections at LHC, and these could therefore be useful in calibrating the machine luminosity.
A more complete discussion of the role of higher-order corrections in cross-section predictions
at the LHC can be found in Refs. [17, 18].
It is clear from Fig. 3 that in order to probe very small x at the LHC we need to produce
relatively light objects at forward rapidity, since then x ∼ (M/√s) exp(−y)≪ 1. The simplest
process to use for this purpose is Drell-Yan (DY) lepton pair production. At the LHC this requires
good detection of low pT leptons in the forward region. Interestingly, this is precisely the region
that will be accessible to LHCb [19]. Translating the detector acceptance for muon pairs into
the (x,Q2) plane gives the ‘LHCb’ region shown in Fig. 5. There are two main impacts of such
a measurement: (i) quark distributions can be measured in the perturbative domain at smaller
x values than at HERA, and (ii) DGLAP evolution over 1–2 orders of magnitude in Q2 can be
tested by comparing pdf measurements at the same (small) x value at HERA and LHCb. Detailed
studies are underway to quantify the improvement in pdf precision at small x resulting from the
inclusion of such LHCb data in the global fit.
5 Summary
In the past few years there has been progress in our understanding of parton distribution func-
tions, and convergence of the various approaches used to determine them. The main distinguish-
ing features of the currently available ‘precision’ pdf sets are (i) how heavy quarks are treated,
(ii) how the tolerance for determining pdf error sets is defined, and (iii) whether the Tevatron
high−ET jet data are included in the fit. If they are, then the high-x gluon is slightly larger than
the gluon derived from fits which are based on structure function data only. In the context of a
full NNLO global pdf analysis, the NNLO (O(α4S)) corrections to the high−ET jet cross section
are still the most important missing ingredient, although their quantitative impact on the current
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partial-NNLO analysis is not expected to be large.
The situation regarding the treatment of heavy quark flavour (c, b) distributions is now
quite satisfactory, with GM-VFNS generally accepted as the correct procedure. Within this
framework, there is good agreement with HERA data on F c2 and F b2 . However, it is important
to remember that pQCD-generated heavy flavour distributions may not be the whole story. The
issue of additional intrinsic heavy flavour contributions, dominant at high x where the structure
function data are sparse, is still an open question.
Early data from the LHC will be important for benchmarking a number of Standard Model
standard-candle cross sections. In the case of σ(W ) and σ(Z), the (NNL0) cross sections are
predicted to approximately ±4% [2]. Note that such cross sections are not much smaller at√
s = 10 TeV energy, since they tend to sample small-x partons that are not changing rapidly
with x. This is illustrated in the right-hand figure in Fig. 5, which shows the ratio of the parton
luminosities at 10 TeV and 14 TeV for
∑
qq¯ (relevant for W , Z , etc. production), gg (relevant
for Higgs, tt¯ etc. production), and GG (with G = g + 4/9∑q(q + q¯), relevant for high−ET
dijet production) initial states.
Looking further ahead, a number of LHC measurements have the potential to constrain the
pdfs even further. The most interesting appears to be the cross section for relatively low-mass
Drell-Yan lepton pairs produced at large rapidity, which may be able to provide information on
quark distributions at very small x ∼ 10−5 − 10−6, outside the domain currently accessible at
HERA. The LHCb detector appears well suited to this measurement.
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Abstract
We review the status of QCD predictions for the Large Hadron Col-
lider. We include recent theoretical developments for cross sections
calculations to higher orders and discuss various Standard Model reac-
tions such as W±/Z-boson, Higgs boson or top quark production.
1 Introduction
The Large Hadron Collider LHC is built to explore the energy frontier as it operates at a center-of-
mass energy of
√
s = 14 TeV. It will realize a major leap forward in collision energy compared
to all other colliders thus far and it allows searches for the Higgs boson and tests of proposed
extensions of the Standard Model, such as supersymmetry or models with large extra dimensions.
The experimental signatures of many of the new physics scenarios are characterized by a high
multiplicity of particles in the final state. They consist of multiple jets, leptons and missing
transverse energy, see Fig. 1.
The cross sections for Standard Model scattering processes such as the production of b-
quarks, W± and Z-bosons, multiple jets and top quarks at LHC are large. These Standard Model
reactions lead to similar final states as those encountered for instance in the decay of the Higgs-
boson. Thus, the challenge for theory at LHC is to provide precise predictions for the known
physics, i.e. the Standard Model background in order to extract and identify signs of any kind of
new physics. In particular, the theoretical predictions have to match or exceed the accuracy of the
LHC data. To quote numbers, let us consider some rough estimates. The total cross section for
W -boson production amounts to σW ∼ 150 nb. With a branching ratio BR(W → e+µ) ∼ 20%
this leaves approximately 300M leptonic events at a luminosity of 10 fb−1 or, in other words, a
production rate of 30 Hz in the initial low luminosity run. Likewise, for Z-boson production we
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Fig. 1: Sample of Feynman diagrams for different physics scenarios at LHC with multiple jets, leptons and
missing transverse energy. Left: Higgs-strahlung qq¯ → W (Z)H in the dominant decay mode H → bb¯.
Middle: neutralino pair-production N˜01,2 in the Minimal Supersymmetric Standard Model (with R-parity).
Right: pair-production of excited Kaluza-Klein-modes γ(n), Z(n) in a model with large extra dimensions.
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Fig. 2: Factorization for the hard-scattering cross sections in Eq. (1) in the QCD improved parton model.
have σZ ∼ 50 nb and with BR(Z → ee+µµ) ∼ 6.6% a total of 33M leptonic events at 10 fb−1.
For the low luminosity run this implies a rate of 3.5 Hz. In comparison, the typical rates for new
physics signals are often of order σnew physics ∼ O(1− 10) pb.
For precision predictions, much of the physics is actually dominated by the gauge theory
of the strong interactions, Quantum Chromodynamics (QCD) and its perturbative formulation
is an essential and established part of our theory toolkit. See e.g. Ref. [1] for a recent review
on hard QCD at LHC. The basic prerequisite is QCD factorization which rests on the ability to
separate dynamics from different scales. This is sketched schematically in Fig. 2.
QCD factorization allows a proton-proton scattering cross section of some hadronic final
state X to be written as,
σpp→X =
∑
ijk
∫
dx1 dx2 dz fi(x1, µ2) fj(x2, µ2)
× σˆij→k
(
x1, x2, z,Q
2, αs(µ2), µ2
)
Dk→X(z, µ2) , (1)
where Q is the hard scale and details of the integration range in the convolution depend on the
kinematics of the hard scattering process under consideration.
The parton luminosity fi ⊗ fj (i, j = q, q¯, g) is given as a convolution of the parton
distribution functions (PDFs) in the proton. The latter depend on the parton momentum fractions
x1, x2 and on the factorization scale µ. The PDFs are universal and have to be determined by
fits to reference processes at low scales µ. The scale µ of the PDFs then has to be evolved
from those of the reference processes to the one appropriate for applications at LHC. As the
LHC probes the energy frontier this implies a scale evolution over two to three orders, see e.g.
Ref. [2] for the current status of the parton luminosity. This evolution (µ-dependence) of the
PDFs is governed by the perturbatively calculable splitting functions Pij , now known through
next-to-next-to-leading order (NNLO) in QCD [3, 4]. The (hard) parton cross section σˆij→k
(i, j, k = q, q¯, g) describes how the constituent partons from incoming protons interact at short
distances of order O(1/Q). It is calculable in perturbative QCD as a series in the strong coupling
constant αs at leading order (LO) in QCD or, including quantum corrections, at next-to-leading
order (NLO) or even NNLO. σˆij→k is the main quantity of interest in discussing the accuracy
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process background to reference
(V ∈ {γ,W±, Z})
pp→ V V + 1 jet tt¯H , new physics WW + 1 jet [5, 6]
pp→ H + 2 jets H production by vector boson fusion (VBF) H + 2 jets [7]
pp→ tt¯bb¯ tt¯H qq¯ → tt¯bb¯ [8]
pp→ tt¯+ 2 jets tt¯H
pp→ V V bb¯ VBF → V V , tt¯H , new physics
pp→ V V + 2 jets VBF → V V
pp→ V + 3 jets various new physics signatures
pp→ V V V SUSY trilepton ZZZ [9], WWZ [10]
Table 1: Scattering processes at LHC for which the radiative corrections to NLO in QCD are needed.
of theoretical predictions at LHC. For completeness, we mention that X may denote any final
state, e.g. hadrons, mesons or jets. The transition from the perturbative hard partons k in Eq. (1)
to the observed particles is again non-perturbative and Dk→X can therefore be a fragmentation
function or also a jet algorithm. Here the interface with showering algorithms (based on a Monte
Carlo approach) becomes particularly crucial.
Physical observables like the cross section σpp→X in Eq. (1) cannot depend on the fac-
torization scale, which implies that any dependence on µ in σpp→X has to vanish at least to the
order in αs considered.
d
d lnµ2
σpp→X = O(αl+1s ) . (2)
This variation defines the commonly adopted approach to quantify uncertainties in theoretical
predictions based on the scale variation.
Let us now turn to hard parton scattering cross sections σˆij→k. As mentioned, there exist
various levels of accuracy for predictions building on exact matrix elements. At LO, we have at
our disposal many highly automated programs for tree level calculations in the Standard Model,
in its minimal supersymmetric extension (MSSM) or in other BSM models, which allow easy
interfacing of LO calculations with parton shower Monte Carlos. These LO estimates based on
exact matrix elements seem mandatory in search scenarios for studies of distributions, e.g. in pT
or the (pseudo-)rapidity (η) and for assessing the effects of kinematical cuts.
However, any LO prediction has large theoretical uncertainties, typically estimated by
the scale variation, Eq. (2). Consider, for instance, the cross section for pp → W + 4 jets,
which is of O(α4s) at LO. From a variation of the coupling of ∆(αLOs ) ≃ 10% one can roughly
estimate a cross section uncertainty of ∆(σLO) ≃ 40%. Thus, one needs to go beyond the Born
approximation for scattering processes where quantum corrections at NLO may have an impact
on the signal significance. Given the high multiplicity of final state particles at LHC (see Fig. 1)
there exists a number of key processes at LHC which need to be known to NLO in QCD (see e.g.
Ref. [11]). These are summarized in Tab. 1 and the computation of these radiative corrections is
presently a very active field of research.
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Fig. 3: The scale dependence of the LO and NLO cross sections for tt¯ + 1 jet production at LHC (left)
and the transverse-momentum distribution of the top-quark pT,t along with the K-factor and the scale
variation in the range mt/2 ≤ µ ≤ 2mt.
Let us illustrate the effects of NLO radiative corrections in QCD with the results of the
recent impressive state-of-the-art calculation for tt¯+ jet production [12, 13]. Fig. 3 displays the
much improved scale dependence and shows that the perturbative corrections are moderate for
the nominal scale choice of the order of the top-quark mass, µ ≃ mt. It also shows the NLO
differential distribution in the transverse momentum of the top-quark for this reaction along with
the kinematics dependence of the K-factor and the uncertainty band due to the scale variation in
the commonly adopted range mt/2 ≤ µ ≤ 2mt. From Fig. 3 it is clearly visible, that the NLO
corrections (i.e. the K-factor) are not a uniform function of the transverse momentum pT .
Finally, there is of course demand for fully differential QCD predictions to NNLO for
hadron collider processes. Currently, this scope has been achieved e.g. for the di-lepton pair
production in Drell-Yan [14] or Higgs production in gluon fusion [15]. However, it remains a
challenge for many other reactions which can potentially be measured very precisely at LHC,
such as Higgs production in vector boson fusion, top-pair production and to V + 1 jet, where
V ∈ {γ,W±, Z}. However, also electroweak corrections become important once such an accu-
racy of a few percent is needed for an observable. As an example of the prospects at NNLO let
us focus on the total cross section for top-quark pair-production, where currently complete NLO
QCD predictions exist [16–18]. Based on soft gluon resummation though, it is possible to derive
approximate NNLO results for the total cross section which combine the complete logarithmic
dependence on the heavy quark velocity β =
√
1− 4m2/s near threshold s ≃ 4m2 with the
complete two-loop Coulomb corrections as well as the exact dependence on the factorization
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σpp → tt  [pb] at LHC          -
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Fig. 4: The NLO and NNLOapprox QCD prediction for the tt¯ total cross section for LHC with
√
s =
14 TeV. The bands denote the total uncertainty from PDF and scale variations for the MRST06nnlo set
according to Eq. (3).
scale at NNLO [19]. For phenomenology, this provides a very good approximation to the un-
known exact NNLO result, because the parton luminosity in the convolution (1) emphasizes the
threshold region pf phase space, i.e. it gives much weight to parton energies of order sˆ ≃ 4m2.
At this level of accuracy, it is interesting to account for both the scale variation according
to Eq. (2) and the PDF uncertainty. We define the range as
σ(µ = 2mt)−∆σPDF (µ = 2mt) ≤ σ(µ) ≤ σ(µ = mt/2) + ∆σPDF (µ = mt/2) , (3)
where ∆σPDF is computed from the variation of the cross section with respect to the parameters
of the global fit of PDFs. The NLO QCD corrections provide the first instance where a mean-
ingful error can be determined in this way. In Fig. 4 we plot the uncertainty range (3) comparing
NLO and NNLO accuracy. The latter enters in the approximation based on the soft corrections
as detailed above. The residual scale dependence of σNNLO is 2%, which corresponds to a re-
duction by a factor of two compared to NLO. At LHC σNNLO leads only to a small shift of a few
percent in the central value and the total NNLOapprox band is about 6% for CTEQ6.6 PDFs [20]
and about 4% for the MRST06nnlo PDF set [21], which exhibits a drastic reduction of the scale
uncertainty and much improved perturbative stability as compared to the prediction based on
NLO QCD.
2 Summary
We have briefly reviewed some aspects of the theoretical framework of hard QCD at LHC. Pre-
cision predictions rely on knowledge of the parton luminosity as well as the rates for the cor-
responding partonic subprocess. Improving the theoretical accuracy for the latter is currently a
active field of research and a lot of ongoing activity is concentrated on processes with multi-
particle production to higher orders for both, the (new physics) signal and the background at
LHC with massive particles and jets.
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We have illustrated the present status of perturbative QCD predictions with a few examples
from top quark production and we have tried to convey the message that QCD theory is ready to
meet the challenges of LHC.
Let us finish with a disclaimer. All aspects of Higgs production are covered extensively
e.g. in Ref. [22]. Moreover, we have left out a detailded discussion of all aspects of W - and
Z-boson production. We have also omitted details of specific hadronic final states, e.g. jet algo-
rithms, b-quark (b-jet) production or aspects of b-quark fragmentation as well as parton showers
in Monte Carlo simulations and any computational details of higher order radiative corrections.
We have also skipped any discussion of resummation approaches meant to improve fixed order
perturbation theory, be it threshold logarithms of Sudakov type or ln(pT )-terms in transverse
momentum. For all these remaining aspects as well as a broader coverage, the interested reader
is referred e.g. to Refs. [1, 23, 24] and to the numerous references therein.
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Abstract
The status of the ATLAS detector at the time of the first circulating
LHC beam is presented. We report on the physics prospects for the
early data with center of mass energies of 10 TeV and 14 TeV and
integrated luminosities of 10 pb−1 up to 1 fb−1.
1 Introduction
ATLAS (A Toroidal LHC ApparatuS) is one of the two general purpose detectors built to probe
proton-proton collisions at 14 TeV. Here we present the status and physics start-up plans as of
October 2008. The paper is organized as follows: The ATLAS detector concept and status is
explained. Detector studies with data taken before proton-proton collisions are described and the
plans for early physics are outlined.
1.1 The ATLAS detector
The ATLAS detector presents the typical large acceptance concentric collider detector structure.
The inner tracking detectors (ID) surround the beam pipe. They consist of cylindrical layers (in
the barrel part) and disks (in the forward parts) of silicon pixel with 0.8 ·108 channels and silicon
strips with 6 · 106 channels, followed by a Transition Radiation Tracker (TRT) used for tracking
and particle identification (e/pi separation) with a momentum resolution of
σ(pT )/pT = 5 · 10−4 pT + 0.01. The ID covers the acceptance region of |η| < 2.5 and is
immersed in a 2 Tesla magnetic field.
An electromagnetic lead-liquid argon sampling calorimeter system with accordion shape
(LAr) is housed in a barrel and two endcap cryostats. The endcap cryostats also contain a
hadronic sampling calorimeter with copper absorbers as well as the forward calorimeters with
electromagnetic and hadronic sections made out of copper and tungsten absorbers respectively.
The liquid argon calorimeter is complemented by barrel and extended barrel tile calorimeters
(TileCal) using scintillating tiles with iron absorbers. The electromagnetic calorimeter has 180000
channels including longitudinal segmentation. Its energy resolution in the barrel and endcap
regions is σ(E)/E = 10%/
√
(E)
⊕
0.7% . The hadronic energy resolution is σ(E)/E ≃
50%/
√
(E)
⊕
3% in the Iron-Tiles and σ(E)/E ≃ 100%/√(E)⊕ 10% in the copper/tungsten
part. The LAr is fully installed and has been operated steadily since May 2008 with only 0.02%
dead channels. The calorimetry is surrounded by the large air-core toroid muon system which in-
cludes precision tracking chambers with a standalone momentum resolution of ∆pT/pT < 10%
up to 1 TeV and additional trigger chambers.
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For luminosity measurements, LUCID, a Cherenkov detector, is situated at 17 m from the
interaction point close to the beam pipe. Two additional calorimeters will be placed at 140 and
240 m respectively. A detailed description of the full detector can be found at [1].
1.2 Pre-Collision data
Test beam measurements have been performed from May-November 2004 at the CERN H8 beam
line with a vertical slice of the full detector corresponding to about 1% of the full size. The
detector was put into magnetic fields between 0-1.4T strength. The response of the detector to
particles was measured for e+/−, pi+/−, µ, p, γ in energy ranges between 1-350 GeV. In total
9 · 107 events were collected. Both this and previous testbeam data was used in tuning the
GEANT4 simulation of the ATLAS detector.
Since spring of 2008 cosmic data have been collected with the components installed in
ATLAS. The rate of cosmic events crossing the inner detector is 15 Hz. A wealth of information
can be extracted from these events for alignment, detector timing, pulse shape analysis and energy
calibration. For example, the uniformity of the response of the LAr electromagnetic calorimeter
has been cross-checked at the 3% level [2].
2 Collisions: A physics roadmap
One of the main goals with first collisions will be to calibrate the detectors in-situ using well
known physics samples. The measurement of known Standard Model signals will serve also to
validate and tune MC generators. At the same time, one should be prepared for surprises of very
striking new physics signatures. A few examples of analysis are described in this section. A
recent and exhaustive review of the physics potential of ATLAS can be found in reference [3].
At the time of the talk initial collisions at 10TeV were planned with an integrated lumi-
nosity of up to few pb−1. After the LHC accident on September 19, 2008 the schedule has been
revised and a clear decision on the start-up beam energy has not been taken at the time of writ-
ing. However, 10 TeV collisions are still likely expected first and are therefore considered here
together with the physics capabilities of low luminosity 14 TeV samples.
2.1 Minimum-Bias and underlying event
About 2/3 of the total pp cross-section can be measured with to the so-called minimum bias
trigger configuration which basically selects the non-single-diffractive events. There are large
uncertainties in the extrapolation of the charged particle multiplicity produced in Minimum-Bias
events from Tevatron to LHC energies, as shown in Figure 1. It is important to measure this
cross-section, as Minimum-Bias events are the source of pile-up at higher luminosity. Up to
about 20 events per bunch crossing are expected at design luminosity. They will need to be
well understood to do precision physics. These measurements are best done with early data at
low instantaneous luminosity. The expected pT spectrum of the particles is soft with the cross-
section peaking at 250 MeV. To increase the precision of the measurement, the reconstruction of
tracks for these events can be extended down to 150 MeV.
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2.2 W/Z Boson Production
The Z and W Boson cross-sections can be measured for leptonic decays with an initial robust
analysis. The analysis is based on leptons with pT > 20 GeV (pT > 25 GeV for W) at |η| < 2.5.
Lepton trigger and reconstruction efficiencies are extracted using the tag-and-probe method [3].
The overall efficiency for the signal is expected to be close to 70% (80%) for the Z (W) analysis,
resulting in about 25,000 expected signal events and 100 expected background events for an
integrated luminosity of 50 pb−1 for Z → µµ, see Figure 2. The expected errors of the cross-
section are 0.8% (statistical) and 3% (systematic). An additional uncertainty will come from the
uncertainty of the luminosity, which is estimated to be 10% at that stage. For W → µν 300,000
selected events are expected with 20,000 background, resulting in expected errors on the cross-
section of 0.2% (statistical) and 3% (systematic). The precision of the measurement of W and
Z will be quickly dominated by systematic effects and a final precision of 1-2% will be already
reachable with 1fb−1.
Due to the relatively high rate and the clean final state, the samples of Z and W boson with
leptonic decays will be used to determine detector efficiencies like lepton trigger and reconstruc-
tion efficiencies, optimize the tau reconstruction and calibrate the energy scale of the calorimeters
with progressively increasing precision. These studies can already start with 10 TeV collisions
as the production cross-section is reduced by only 30%.
2.3 Inclusive Jet measurements
When measuring inclusive QCD jet cross-sections, one quickly enters into new territory. With
an integrated luminosity of 20 pb−1 at 14 TeV, 10 jets of 2 TeV are expected, an energy beyond
the reach of the Tevatron. The achievable precision of the measurement will depend on the level
of understanding of the Jet Energy Scale at that time. Initially, a jet scale precision of 5-10%
with a resultion of 60-75%/
√
(E) ± 7% is expected at central rapidity. It should be noted that
the reconstruction of the jet energy scale and resolution depends strongly on the underlying event
and the simulation of the hadronic shower and can therefore not be measured with test beams.
Study of the high-pT tails of the inclusive jet cross-section is sensitive to New Physics e.g. quark
compositeness or contact interactions.
2.4 Top
At the LHC, the dominant tt¯ pair production process is gluon-gluon fusion with a cross-section
about 100 times larger than at the Tevatron, whereas backgrounds are expected to rise only by
about a factor 10. The cross-section for the gold-plated semi-leptonic decay tt¯ → bW b¯W →
blvbjj with l= e,µ, is of the order of 250 pb at 14 TeV. A robust analysis has been developed
to establish a clear signal with the first data [3]. It relies solely on the measurement of four
jets (3 jets with pT > 40 GeV and 1 with pT > 20 GeV), one isolated electron or muon with
pT > 20 GeV (including trigger) and Missing ET > 20 GeV. It does not make use of the full b-
tagging capability, since precise alignment of the inner detector may not be available in the early
days. With an integrated luminosity of 100 pb−1, about 500 reconstructed hadronic top decays
are expected over background composed mainly of internal combinatorics within tt¯ events and
W+jets events. Thanks to the over-constrained kinematics of the tt¯ system, it will be possible
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to measure b-tagging performance and Missing ET and to calibrate the light jet energy scale.
The tt¯ cross-section will also be measured in the di-lepton channel. With 100 pb−1 the cross-
section can be measured with an uncertainty of 5-10%, dominated by systematics and excluding
the uncertainty on luminosity.
3 Early discovery
New heavy states forming a narrow resonance decaying into opposite sign dileptons are predicted
in many extensions of the Standard Model: grand unified theories, technicolor, little Higgs mod-
els, and models including extra dimensions [3]. The signature of these events is a mass peak in
the invariant mass distribution of opposite sign dileptons on top of the Drell-Yan spectrum. The
sensitivity to this clear signature rises with decreasing mass of the resonance, a resonance peak
around 1 TeV (which is unreachable by the Tevatron experiments) could be discovered with as
little as 100 pb−1.
Super Symmetry (SUSY) is the second candidate for early discovery at the LHC. Rela-
tively large cross-sections are predicted for squark pair-, squarkgluino- and gluino pair produc-
tion. These processes would have spectacular signatures with events with many jets, high pT
leptons and missing ET . The best experimental signature would be events with 4 jets plus one
lepton. R-parity conserving SUSY can be found with 1 fb−1 if the gluino and squark masses are
O(1TeV). However, it would still require a good understanding of the background. Conversely,
if gluinos and squarks are much heavier they might still be found at the LHC eventually, but it
will be difficult to study them in detail.
3.1 Higgs
In the Standard Model, the electroweak symmetry is spontaneously broken via the Higgs mech-
anism. The Higgs boson is the only piece of the Standard Model that has not been observed
experimentally and its possible discovery is one of the main goals of the LHC.
The Higgs boson couples preferentially to heavy particles and this determines its pro-
duction mechanisms and decay modes. At LHC, gluon fusion, gg → H , dominates, followed
by vector boson fusion, qq → qqH , with two forward quark jets and lack of color exchange
between those quarks. Other mechanisms are associated production with weak gauge bosons,
qq →WH/ZH , or heavy quarks, qq, gg → ttH . They are relevant for low mass Higgs searches,
i.e. at mH < 130 GeV. For this range, the bb¯ decay mode dominates but is difficult to exploit
because of the large background from jets. Below 140 GeV the H → γγ decay mode is one of
the interesting channels that can be exploited both in inclusive analysis or optimized for specific
associated production mechanisms. Sensitivity to low mass Higgs comes also from H → ττ in
the vector boson fusion mode.
The most favorable decay modes are WW and ZZ when kinematically allowed. The most
powerful channel with the cleanest signature is H → ZZ∗ → 4l with good discovery potential
in the range 130 < mH < 600 GeV, except in the mass region around 2mW . A Standard
Model Higgs boson with mass above 130 GeV might be discovered with 5 fb−1. Eventually, the
full mass range will be explored at the LHC. More data may be needed if the mass is close to
the direct LEP bound of 114.4 GeV. If the Higgs is discovered its mass can be determined to a
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precision of 0.1%.
3.2 Summary
The LHC operation is about to start. During the last five years, all the elements of the ATLAS
detector have been progressively installed in the cavern, the last ones in July 2008. Overall
the detector is ready and functioning well with full solid angle coverage and only a very small
fraction of dead channels. Many dedicated combined commissioning runs recording cosmic ray
events have taken place in the last two years, helping in pre-calibrating the detector and having
the full chain ready for data taking. With first collisions the most urgent task will be to understand
the detector in detail and perform first measurements of Standard Model physics: minimum-bias
events, QCD jets, W/Z and top pair production. These measurements will test the Standard
Model in a much extended kinematic region and provide important first constraints on the MC
generators. One should be open to the possibility of finding new physics if Nature has chosen
a scenario which would provide spectacular signatures at LHC energies. We will progressively
study the TeV scale in more detail with increased statistics looking for hints of the Higgs and of
many possible phenomena beyond the Standard Model.
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Abstract
Recent measurements on heavy flavour production at HERA using
the H1 and ZEUS experiments are presented. The cross sections for
charm and beauty production in deep-inelastic scattering (DIS) using
the HERA II data sample are shown. The results are based on various
experimental methods including the reconstruction of D mesons, the
measurement of semi-leptonic processes, measurements of the impact
parameter, in the transverse plane, of tracks to the primary vertex and
the reconstruction of the secondary vertex in the vertex detectors. The
measurements are compared with the predictions of next-to-leading or-
der (NLO) quantum chromodynamics (QCD).
1 Introduction
In perturbative QCD calculations, the production of heavy quarks at HERA proceeds dominantly
via the direct photon-gluon fusion (PGF) process γg → cc¯ (γg → bb¯), where the photon inter-
acts with a gluon from the proton to produce a pair of heavy quarks in the final state. Therefore,
the measurement of processes involving heavy flavour production provides a test of the under-
standing of the QCD production mechanism and information on the gluon content of the proton.
The presence of the heavy quark mass M provides an additional ‘hard’ scale to the momentum
transfer of the exchanged boson Q and the transverse momentum of the heavy quark pT meaning
the perturbative series has to be treated in different ways depending on the relative magnitude
of M , Q and pT . At small scales (Q, pT ∼ M ) the mass of the heavy quark is taken into ac-
count via the ‘massive’ PGF matrix element. At high scales (Q, pT ≫ M ) the quark’s mass
may be neglected and it is treated as a ‘massless’ parton. The latest sets of global parton density
functions (PDFs) from the MRST and CTEQ fitting groups (MRST08, CTEQ6.6) are based on
heavy flavour schemes which aim to interpolate between the ‘massive’ behaviour at low Q2 and
‘massless’ behaviour at high Q2. The measurement of the inclusive contribution of processes
involving charm and beauty to the proton structure function F cc¯2 and F bb¯2 allow to test these so-
called “General Mass” schemes. The understanding of the gluon and heavy quark distributions
in the region of low Bjorken x has important implications for the measurement of standard model
and new physics processes at hadron colliders such as the Tevatron and LHC.
Recent measurements on charm and beauty production at HERA using the H1 and ZEUS
experiments are presented here with the focus being on the DIS kinematic region. Many of the
results presented in this paper utilise the full HERA II data sample and thus offer a significant
improvement in precision compared with the previous HERA I results.
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Fig. 1: The differential D∗ cross section in DIS for dσ/dQ2
as measured by the H1 collaboration
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Fig. 2: The differential D0 cross section in DIS for dσ/dη
as measured by the ZEUS collaboration.
2 Analysis Techniques
Charm quarks contribute around 20− 30% of the inclusive DIS cross section. Charmed hadrons
are predominantly detected by reconstructing the decay products of D∗±, D±, D±s or D0 mesons
in the central tracking detectors of H1 and ZEUS. For D∗± measurements the “Golden Decay”
chain D∗ → Kpipislow is most often used. The signal to background ratio of the measurements
can be improved by using information on the decay length significance of the secondary vertex
as reconstructed by the silicon vertex detectors of the experiments.
In contrast to the rather large contribution of charm quarks to the total DIS cross section,
beauty quarks contribute only a few %, and an order of magnitude less at low values of Q2.
Therefore, the detection of beauty hadrons is very challenging. To extract signals use is made of
the properties of beauty hadrons; their semi-leptonic decays, their relatively large mass and long
lifetime. In semi-leptonic decays the large transverse momentum of the lepton w.r.t. the jet axis
(prelT method) may be used to tag events containing beauty quarks. This information can also be
combined with information from the silicon vertex detectors, for example by measuring the large
displacements from the primary vertex (impact parameter) of the lepton track. In analyses with-
out the lepton requirement the impact parameter significance of all tracks with hits in the silicon
vertex detectors can be combined with information from the position of the secondary vertex
through use of a neural network. The c, b and light quark fractions in the data are extracted using
a simultaneous fit of simulated reference distributions, obtained from Monte Carlo simulation, to
the measured distributions.
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3 Results
3.1 D Meson Cross Sections
The cross sections for the production of various D mesons have been made in DIS by H1 and
ZEUS. The H1 collaboration have measured the D∗± cross section in the range 5 < Q2 <
1000 GeV2, 0.02 < y < 0.7, pT (D∗±) > 1.5 GeV and −1.5 < η(D∗±) < 1.5 [1]. The
cross section is shown as a function of Q2 in figure 1. The ‘massive’ NLO QCD prediction
of HVQDIS [2] is shown to give an adequate description of the data over the full Q2 range,
including the high Q2 region where the massive scheme may not be expected to be applicable.
The ZEUS collaboration have measured D∗±,D± and D0 production cross sections in
DIS using HERA II data samples [3–5]. The measurements of D± [4] and D0 [5] mesons were
improved by using lifetime information from the ZEUS Micro Vertex Detector. The D0 meson
cross section as a function of η(D0) is shown in figure 2. The cross section is reasonably well
described by the prediction of massive NLO QCD.
3.2 Charm Fragmentation
The D meson cross sections described above can be measured in double differential x − Q2
bins and the results used to extrapolate in pT and η, using HVQDIS, to the full phase space in
order to measure the charm structure function F cc¯2 (x,Q2). As well as the extrapolation it is also
important to understand the fragmentation of charmed quarks into D mesons. The process is usu-
ally modelled using the convolution of the hard scattering cross section with a non-perturbative
fragmentation function DD∗c (z) where z = ED∗/Ec. There exist a number of single parameter
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fragmentation functions which have been tuned to e+e− data. A recent publication on HERA I
data by the H1 collaboration [6] found that these fragmentation functions were able to describe
D∗ data for events where there was a jet with pT > 3 GeV in the centre-of-mass frame. For
events without a jet the hadron level approximations to the fragmentation function were much
less well described by the standard fragmentation parameters.
3.3 Inclusive Heavy Flavour Cross Sections in DIS
The inclusive cross section of charm and beauty quarks at HERA has been measured by the
ZEUS collaboration [7]. The measurement was made using the semi-leptonic decay of heavy
hadrons into muons in the range Q2 > 20 GeV2, 0.01 < y < 0.7, pT (µ) > 1.5 GeV and
−1.6 < η(µ) < 2.3. The heavy flavour contributions were extracted by simultaneous fits to
the missing transverse momentum, prelT (µ) and the muon impact parameter distributions. The
relatively low cut on the transverse momentum of the lepton allows the inclusive charm and
beauty cross sections to be extracted. These are shown as a function of x and Q2 in figure 3. The
data are reasonably well described by the predictions of massive NLO QCD, with the beauty data
tending to be somewhat higher than the QCD prediction at low values of Q2. The measurements
can be extrapolated to the full phase space in order to evaluate the charm and beauty structure
functions.
The H1 collaboration have analysed the inclusive production of charm and beauty quarks
in DIS [8] using the impact parameter of tracks and the output of a neural network. The analysis
makes use of the full available HERA II data sample. The inclusive ‘reduced’ beauty cross
section in DIS σ˜bb¯ (σ˜bb¯ ≃ F bb¯2 ) is shown as a function of x for different values of Q2 in figure 5.
The data from the ZEUS collaboration using semi-muonic samples are also shown. The data
between the different methods are in reasonable agreement, although the ZEUS results tend to be
higher than H1 at low Q2. The fully inclusive measurements are compared in the figure with the
latest GM scheme predictions of MSTW and CTEQ, and are found to be generally well described.
The massive FFNS prediction is also seen to be able to describe the data. The measurements were
also found to be described by the NNLO predictions of MSTW.
The charm structure function F cc¯2 is shown as a function of Q2 for different values of x in
figure 6. The data span a large range in the Q2 and x plane. The F cc¯2 measurements from the dif-
ferent experimental methods discussed above (i.e. from inclusive silicon vertex information and
extrapolated from D meson and semi-muonic cross sections) are found to be in good agreement.
The HERA II heavy flavour data have significantly improved in precision compared with HERA
I. The precision of the HERA charm data would further improve if the data from the different
methods and experiments is combined. The theoretical predictions based on the massive scheme
give a reasonable description of the data across the x and Q2 plane with the largest difference be-
tween CTEQ5F3 and MRST2004FF being in the region Q2 < 2m2c which is due to the different
PDF inputs in this region.
4 Conclusion
Measurements of the heavy flavour content of the proton in DIS at HERA have been presented.
The extraction of the inclusive cross sections F bb¯2 and F cc¯2 allow the comparison of different
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experimental techniques. The cross sections are found to be well described by the predictions of
perturbative QCD at NLO and NNLO.
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Abstract
We present recent progress within the NNPDF parton analysis frame-
work. After a brief review of the results from the DIS NNPDF analysis,
NNPDF1.0, we discuss results from an updated analysis with indepen-
dent parametrizations for the strange and anti-strange distributions, de-
noted by NNPDF1.1. We examine the phenomenological implications
of this improved analysis for the strange PDFs.
Introduction PDFs and their associated uncertainties will play a crucial role in the full ex-
ploitation of the LHC physics potential. However, it is known that the standard approach to PDF
determination [1, 2] suffers from several drawbacks, mainly related to the lack of control on the
bias introduced in the choices of specific PDF parametrizations and flavour assumptions, as well
as to the difficulty in providing a consistent statistical interpretation of PDFs uncertainties in the
presence of incompatible data.
Motivated by this situation, a novel method has been introduced which combines a MC
sampling of experimental data with neural networks as unbiased interpolators for the PDF para-
metrization. This method, proposed by the NNPDF Collaboration, was first successfully applied
to the parametrization of DIS structure functions [3,4] and more recently to the determination of
PDFs [5,6]. In this contribution we present recent results within this NNPDF analysis framework.
The NNPDF1.0 analysis NNPDF1.0 [6] was the first DIS PDF analysis from the NNPDF
Collaboration. The experimental dataset used in the NNPDF1.0 analysis consists of all relevant
fixed target and collider deep-inelastic scattering data: structure functions from NMC, SLAC
and BCDMS, CC and NC reduced cross-sections from HERA, direct FL(x,Q2) from H1 and
neutrino CC reduced cross sections from CHORUS.
In NNPDF1.0, five PDFs are parametrized with neural networks at the initial evolution
scale, which is taken to be Q20 = m2c = 2 GeV2: Σ(x,Q20), V (x,Q20) ≡ (uv+dv+sv)(x,Q20),
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T3(x,Q20) ≡ (u+ u¯− d− d¯)(x,Q20), ∆S(x,Q20) ≡ (d¯− u¯)(x,Q20), and g(x,Q20). The strange
distributions are fixed by the additional assumption:
s(x,Q20) = s¯(x,Q
2
0) = CS/2
(
u¯(x,Q20) + d¯(x,Q
2
0)
)
. (1)
The fraction of (symmetric) strange over non-strange sea is taken to be CS = 0.5, as suggested
by di-muon data. While recent analysis (see [7] and references therein) suggest a somewhat
smaller central value, Eq. 1 is a very crude approximation and therefore uncertainties in CS are
expected to be rather large, as the new NNPDF1.1 analysis confirms below.
The overall normalization of g(x),∆S(x) and g(x) is fixed by imposing the momentum
and valence sum rules. The NNPDF NLO evolution program employs a hybrid N-space and x-
space method [5], whose accuracy has been checked with the Les Houches benchmark tables [8],
obtained from a comparison of the HOPPET [9] and PEGASUS [10] evolution programs.
The NNPDF1.0 gluon and singlet PDFs are shown in Fig. 1, compared with the results
of other sets. We observe that our analysis produces results consistent with those obtained by
other collaborations [1, 2] while our error bands tend to get bigger in the region where data do
not constrain PDFs behavior. Interestingly, this happens without any error blow-up from the use
of large tolerance factors [1, 2] in the PDF error definition.
The NNPDF1.1 analysis NNPDF1.1 is an update of the previously described NNPDF1.0 anal-
ysis which introduces independent parametrizations in the strange PDF sector and a randomiza-
tion of the preprocessing. The motivations for this update are twofold. First of all, the stability
analysis of [6], were the preprocessing exponents were varied their optimal values, indicated
that uncertainties might have been slightly underestimated for some PDFs in some restricted
x−regions, like for example the valence PDF in the large-x region. On the other hand, the
restrictive assumptions on the strange distributions Eq. 1 should also lead to an uncertainty un-
derestimation for some PDFs and some observables, especially those directly sensitive to the
strange sector.
Instead of the simplified assumptions in Eq. 1, in NNPDF1.1 both s+(x,Q20) and s−(x,Q20)
are parametrized with independent neural networks. The architecture is the same as in [6], so
that each PDF is described by 37 free parameters. The s−(x) distribution is forced to satisfy the
strange valence sum rule following the method of [6]. These strange PDFs are mostly constrained
in our analysis by the CHORUS data as well as by the HERA CC data.
Another improvement in NNPDF1.1 with respect to NNPDF1.0 is a randomization of the
preprocessing exponents, which were kept fixed at their optimal values in [6]. In the present
analysis for each replica the PDF preprocessing exponents are allowed to vary at random within
a given range, which is given in Table 1. This range is determined as the range in which variations
of the preprocessing exponents produce no deterioration of the fit quality, see Table 11 in [6].
In Fig. 1 we show the results from the NNPDF1.1 analysis for the Σ(x), g(x),s+(x) and
s−(x) distributions compared to other PDF sets, including NNPDF1.0. First of all, we observe
that the central values for both PDFs are reasonably close between NNPDF1.0 and NNPDF1.1,
thus ensuring the validity of the flavour assumptions in the former case. Second, we see that the
uncertainties in s+(x) are large, so that all other PDF sets are included within the NNPDF1.1
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PDF m n
Σ(x,Q20) [2.7, 3.3] [1.1, 1.3]
g(x,Q20) [3.7, 4.3] [1.1, 1.3]
T3(x,Q
2
0) [2.7, 3.3] [0.1, 0.4]
VT (x,Q
2
0) [2.7, 3.3] [0.1, 0.4]
∆S(x,Q
2
0) [2.7, 3.3] [0, 0.01]
s+(x,Q
2
0) [2.7, 3.3] [1.1, 1.3]
s−(x,Q20) [2.7, 3.3] [0.1, 0.4]
Table 1: The range of variation of the preprocessing exponents used in NNPDF1.1.
error band, which turns out to be much larger than for NNPDF1.0, since there the strange sea
was fixed by Eq. 1. The situation for the strange valence PDF s−(x) is similar: it turns out to
be completely unconstrained from the present data set (see Fig. 1), with central value compatible
with zero.
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Fig. 1: The NNPDF1.1 PDFs compared with other PDF sets, including NNPDF1.0.
The PDFs from the NNPDF1.1 analysis are seen to be reasonably stable with respect the
NNPDF1.0 ones (see Σ(x) and g(x) in Fig. 1), which is an important result since both two new
input PDFs and a randomization of the preprocessing have been incorporated in the new analysis.
This stability is quantified by the stability estimators [5], shown in Table 1. The only differences
turn out to be for the uncertainty in V (x) and on the singlet PDF Σ(x) in the extrapolation
region. The uncertainty in V (x), which was known to be underestimated by a factor 1.5-2 in
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Data Extrapolation
Σ(x,Q20) 5 10
−4 ≤ x ≤ 0.1 10−5 ≤ x ≤ 10−4
〈d[q]〉 1.6 1.0
〈d[σ]〉 3.5 2.7
g(x,Q20) 5 10
−4 ≤ x ≤ 0.1 10−5 ≤ x ≤ 10−4
〈d[q]〉 2.9 3.3
〈d[σ]〉 1.5 1.5
T3(x,Q
2
0) 0.05 ≤ x ≤ 0.75 10−3 ≤ x ≤ 10−2
〈d[q]〉 1.3 0.9
〈d[σ]〉 1.4 2.6
V (x,Q20) 0.1 ≤ x ≤ 0.6 3 10−3 ≤ x ≤ 3 10−2
〈d[q]〉 2.2 2.4
〈d[σ]〉 5.3 5.3
∆S(x,Q
2
0) 0.1 ≤ x ≤ 0.6 3 10−3 ≤ x ≤ 3 10−2
〈d[q]〉 1.0 1.4
〈d[σ]〉 1.9 1.6
Table 2: Stability estimators which compare parton distributions from NNPDF1.0 and NNPDF1.1.
NNPDF1.0 [6], now has correspondingly increased by the expected factor, mainly due to the
absence of assumptions on the valence strange PDF s−(x), as can be seen in Fig. 2. A comparable
increase in uncertainty is observed in the extrapolation region of Σ(x), which can be attributed
to the extra flexibility induced by the presence of the independent s+(x) PDF.
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Fig. 2: The valence PDF V (x,Q20) (left) and the the CC reduced cross section σ˜CC from HERA (right).
As a consequence of the large uncertainties for s−(x), the uncertainties in the CC DIS ob-
servables turn out to be larger than in NNPDF1.0, as can be seen in Fig. 2. This result indicates
that the previously determined uncertainties in those observables had been somewhat underes-
timated, as it should be obvious by the crude assumptions concerning the strange distributions,
Eq. 1, introduced in NNPDF1.0.
We can further study the features of the determined strange PDFs by computing their
moments. As done for example in [11], the magnitude of the strange sea can be characterized by
the following ratio of second moments:
KS(Q2) ≡
∫ 1
0 dx x s+
(
x,Q2
)∫ 1
0 dx x
(
u¯ (x,Q2) + d¯ (x,Q2)
) = −0.1 ± 1.7 , Q2 = 20 GeV2 , (2)
consistent within errors with the value CS = 0.5 used in Eq. 1. On the other hand, the strange
asymmetry can be characterized by the second moment of the s− distribution, which turns out to
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be:
〈x〉s− ≡
∫ 1
0
dx xs−
(
x,Q20
)
= −0.001 ± 0.04 , (3)
that is, consistent with zero within uncertainties. This quantity has important physical implica-
tions, for example related the determination of the Weinberg angle and the NuteV anomaly [12].
Both results for the strange PDF moments, Eqns. 2 and 3, further confirm the implicit NNPDF1.0
assumption that, in the absence of further experimental data, a PDF analysis without independent
parametrizations for s+ and s− can perfectly describe all available inclusive DIS measurements.
Our results for the moments of the strange PDFs can be compared with related studies of
the strange content of the nucleon (see for example [11] and references therein). We observe
that our results are compatible with previous determinations of these moments, albeit with large
uncertainties. These indicate that a quantitative determination of the strange and anti-strange dis-
tributions (and the associated moments) requires a dedicated study which includes experimental
data directly sensitive to the strange PDFs. The obvious example is dimuon production from
neutrino DIS [7], which is provided in a form in which it can be consistently incorporated into a
NLO PDF analysis.
Outlook The NNPDF1.0 DIS analysis is the first parton set within the NNPDF framework and
is available through the LHAPDF library. The updated NNPDF1.1 analysis includes two main
improvements: independent parametrizations for the strange PDFs and a randomization of the
preprocessing.
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Abstract
I present an overview of recent theoretical developments towards “first
principle” description of heavy-ion collisions at high energies.
1 Introduction
Relativistic heavy-ion collisions are multi-step phenomena which necessarily entail transition
from high to low energy densities, or, equivalently from perturbative to non-perturbative kine-
matical regions (see Fig. 1). Thus, it is quite difficult to describe all the steps within the first-
principle (i.e., QCD-based) calculations even though the collision energy is taken to be high
enough. Nevertheless, we believe that at least the first two steps (the initial condition and the
earliest stage well before thermalization) allow a firm QCD-based description because, as I will
explain later, these two essentially occur around a large semi-hard momentum scale. From the
viewpoint of high energy QCD, the initial condition and the earliest stage after the collision are
respectively described by the Color Glass Condensate (CGC) [1] and the Glasma [2]. In this talk,
I overview the recent developments towards understanding the dynamics of CGC and Glasma,
and discuss a possible scenario of the heavy-ion collisions at high energy. In particular, unstable
dynamics of the Glasma provides a novel mechanism for early thermalization.
2 Initial conditions : CGC
2.1 What is the CGC?
Consider one nucleus that is moving very fast in the z direction. When the scattering energy is
quite high, what we measure is not a simple valence structure of each nucleon, but a state with a
huge number of gluons that are emitted either directly from the valence partons or successively
from (already emitted) gluons. Such a highly dense gluonic state is now called the CGC, and is
indeed observed experimentally through the electron deep inelastic scattering off a proton. We
Fig. 1: Relativistic heavy-ion collision in the high energy limit
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describe the CGC by separating the whole degrees of freedom into large and small x partons (x
is the fraction of momentum carried by a parton). Large x partons are distributed on a Lorentz
contracted nucleus and their motion is very slow compared to the time scale of the collision. Thus
we treat them altogether as a static color source ρa(x⊥). We also assume that ρa can be taken as
random reflecting the unpredictable configuration of partons at the moment of collision. Small x
partons (mostly gluons) are then regarded as a coherent radiation field created by the color source
(large x partons). Hence, we investigate the following stochastic Yang-Mills equation:
(DνF νµ)a = δµ+ρa(x⊥) . (1)
We further introduce a weight function W [ρ] (that is however a priori unknown) to control the
randomness of the source ρa(x⊥). These are the basic strategies of CGC (see Ref. [1] for details).
Most of gluons in CGC have relatively large transverse momentum called the saturation
momentum, Qs ≫ ΛQCD whose inverse corresponds to a typical transverse ’size’ of gluons
when they fill up the transverse disk and start to interact with each other. One can compute in
QCD the energy (or x) and atomic mass number A dependences of Qs as
Q2s(x,A) ∝ A1/3(1/x)λ , λ ≃ 0.3 , (2)
which is surprisingly consistent with the scale Q2s determined from experimental data through
the geometric scaling. Since Qs(x,A) grows with increasing energy (x ∼ ln 1/s → 0), the
weak-coupling treatment becomes better and better with increasing energy, where αs(Qs)≪ 1.
Another important feature of CGC is that, as a result of the large number of gluons, it has
a strong gauge field A ∼ Qs/g and thus strong color electric and magnetic fields E,B ∼ Q2s/g.
This is the region where we cannot ignore the nonlinear terms in the interaction. Therefore, CGC
is a weakly-coupled many body system of gluons which shows coherent and nonlinear behavior.
2.2 CGC as the initial condition of heavy-ion collision
Let us now consider the collision of two nuclei in the center of mass frame where both nuclei can
be equally treated as CGCs [3] (see Fig. 1). In this case, the right-hand-side in eq. (1) is replaced
by Jµ = δµ+δ(x−)ρ1(x⊥) + δµ−δ(x+)ρ2(x⊥) with ρ1 (ρ2) being a color source of the right
(left) moving nucleus 1 (2). Before the collision, classical gauge fields belonging to each nucleus
are created by these color sources. What is truly nontrivial occurs in the forward light cone
(x± > 0), where we expect real gluon emissions and non-equilibrium transition towards QGP.
We describe the very early stage of time evolution by solving source free Yang-Mills equations
in the forward light cone, with the initial condition specified by the CGC fields of each nucleus.
Note also that the created matter which locates in between two (passed) nuclei will expand
in the longitudinal direction almost at the speed of light, and we expect that it is a good approxi-
mation to describe the solution to the Yang-Mills equation by a boost invariant field. Namely, we
consider the solution in the following form:
A± = ±x±α(τ, x⊥), Ai = αi3(τ, x⊥) , (3)
where τ =
√
2x+x− > 0 is the proper time. Indeed, this expression gives a solution independent
of rapidity η = 12 ln(x
+/x−) which can be easily seen if one defines vector fields in the (τ, η)
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coordinates: Aη = x+A− − x−A+ = −τ2α(τ, x⊥). The initial condition for the fields α and
αi3 is specified at τ = 0+ by using the CGC fields of each nucleus, α1 and α2:
α|τ=0 = ig2 [α
i
1, α
i
2] , α
i
3|τ=0 = αi1 + αi2 , (4)
and for the time derivatives
∂τα|τ=0 = ∂ταi3|τ=0 = 0. (5)
Obviously, the initial condition is completely determined by the CGC fields of each nucleus which
depend only on transverse coordinates, αi1,2(x⊥).
3 Pre-equilibrium stages : Glasma
Unlike the CGC, the gluonic matter created after the collision shows strong time dependence of
the field as a result of rapid expansion in the longitudinal direction (recall that the CGC is static,
i.e., x+-independent). Thus, to identify such a unique nature of the created matter, we now use
a new name “Glasma” meaning the transitional state between ’glass’ and ’plasma’ [2]. Glasma
is a rapidly expanding and interacting gluon field. Immediately after the collision, it will still
remember the properties of CGC, and most of the gluons will have transverse momenta of the
order of Qs. Namely, the Glasma can still be treated as a weak coupling system.
3.1 Stable dynamics : boost-invariant Glasma
The first attempts towards understanding nonlinear dynamics of the Glasma were numerically
done in real-time simulations of classical Yang-Mills fields on the lattice. Most of the simu-
lations were performed in the boost-invariant case. Obtained physical quantities such as the
gluon transverse momentum spectra and the energy density were found to be reasonable enough.
More recently, such numerical results have driven people to think of the analytic aspects of the
Glasma. The most important recognition is the emergence of a flux tube structure (Fig. 2, left).
Before the collision, each CGC has purely transverse E and B that are orthogonal to each other
E ·B = E⊥ · B⊥ = 0. However, just after the collision, the field strength instantaneously
becomes purely longitudinal. Indeed, the z-components at τ = 0+ are explicitly given by
Ez|τ=0+ = −ig[αi1, αi2] , Bz|τ=0+ = igǫij [αi1, αj2] , (6)
with α1,2 being the CGC fields, while all the transverse components are vanishing. Such longi-
tudinally extended fields in between two receding nuclei remind us of the Lund string model, but
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Fig. 2: Flux tube structure of the Glasma (left) and how the flux tube expands in time (right)
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there are two significant differences. First, reflecting the CGC structures of the colliding nuclei,
transverse coherence length of the flux tubes should be of order 1/Qs, instead of 1/ΛQCD as in
the Lund model. This is so because the Glasma flux tube is a perturbative object while the Lund
model simulates nonperturbative dynamics of string breaking. Second, the Glasma flux tube can
have a magnetic field in it while the Lund model treats only electric flux tubes. In fact, even a
purely magnetic flux tube is possible if one takes the same color structure for the same spatial
components αi1 and αi2 (i = x, y) but different for different components.
Dynamics of an isolated flux tube can be reasonably understood within Abelian approxi-
mation [4]. If one looks deeply inside of the flux tube, the field strengths may be large, but are
regular and homogeneous. Thus one can gauge-transform the field so that it is directed to the
third color component. On the other hand, if one looks well outside of the flux tube, the field is
weak enough, and one can ignore nonlinear effects. Hence, if the field profile is not singular in
the tube and decays rapidly outside the tube, Abelian approximation is expected to be reasonable
enough. In this approximation, one can easily solve the Yang-Mills equation even in expanding
geometry, and can compute the time dependence of E and B for a simple profile such as a Gaus-
sian. The right panel of Fig. 2 shows how a single flux tube evolves in the actual time t (not in
τ ). Since the Glasma flux tube is essentially ‘perturbative’, it expands outwards and the strength
in the tube decays rapidly in time (in contrast, a nonperturbative flux tube does not expand in
the transverse direction and the strength inside the tube does not change). Lastly, we note that
the τ dependence of each component of the field strength computed in this simple picture is
remarkably consistent with the numerical result reported in Ref. [2].
3.2 Unstable dynamics : boost-noninvariant Glasma
It should be noticed that the boost-invariant Glasma cannot say anything about thermalization
because boost invariance means eternal absence of nontrivial pz dependence. Therefore, even
isotropization (a necessary condition for thermalization) never occurs with boost invariant so-
lutions. Of course this is a serious problem in the CGC-glasma description of the heavy-ion
collision, and people have been investigating this both numerically [5] and analytically [4, 6, 7].
Below, I explain one of the recent findings of analytic approaches that the rapidity-dependent
fluctuation undergoes Nielsen-Olesen instability and can grow exponentially [4].
We perform a stability analysis of the system against rapidity-dependent perturbations ai,η:
Ai = Ai(τ, x⊥) + ai(τ, η, x⊥) , Aη = Aη(τ, x⊥) + aη(τ, η, x⊥) , (7)
where Ai and Aη are boost-invariant background fields given in eq. (3). Coupling between Ai,η
and ai,η is present due to the nonlinear interaction in the non-Abelian gauge theory. For simplic-
ity, we replace the background fields by τ -independent and spatially constant electric/magnetic
fields, and consider the SU(2) group.1 The first simplification was done because we expect that
the time scale of instability is much shorter than that of the background field, and because we con-
sider the region deep inside of the flux tube. In Ref. [4], the cases with either electric or magnetic
field were explicitly shown, but one can similarly discuss the case where both are present [9].
1Generalization to SU(3) should be straightforward [9]. We have two constant background fields (directed to the
3rd and 8th color components).
K. ITAKURA
82 ISMD08
When we have both electric and magnetic fields, the linearized equation for the fluctuation2 a˜(±)+
which is the Fourier component having the third color charge (±) and positive spin + is given
by [9]
1
τ
∂τ (τ∂τ a˜
(±)
+ ) +
{
1
τ2
(
ν ± gE
2
τ
)2
+ (2n + |m|+ 1∓m± 2)gB
}
a˜
(±)
+ = 0 , (8)
where m and ν, respectively, are the orbital angular momentum and the momentum conjugate to
the rapidity (a similar equation holds for negative spin −). Note that the term ±2gB originates
from the anomalous magnetic moment.
When we have only the electric field (E 6= 0, B = 0), the situation is similar to the
Schwinger mechanism. Massless charged fluctuations are infinitely accelerated, but there is no
amplification of the field (no instability). On the other hand, when we have only the magnetic
field (E = 0, B 6= 0), the fluctuation forms Landau levels, and the lowest level (n = 0) becomes
unstable. This is the Nielsen-Olesen instability which is known for non-expanding Yang-Mills
systems [8]. Indeed, the explicit form of the solution is given by the modified Bessel function
Iiν(
√
gBτ), which asymptotically shows divergent behavior:
Iiν(
√
gBτ) ∼ e
√
gBτ
/√
2π
√
gBτ.
Note that the magnetic field given by the CGC can be strong
√
gB ∼ Qs. Therefore, we conclude
that the mode with ν grows exponentially with the time scale given by τgrow = 1/Qs.
In relation to the early thermalization problem in RHIC, extensive investigation is per-
formed for the plasma instability scenario. However, being formulated in a kinetic equation, it
is applicable only after τ ∼ 1/Qs and thus cannot say anything about the very early stage of
heavy-ion collisions τ < 1/Qs. This is the place where the Glasma instabilities play a unique
important role. As we discussed, the characteristic time scale of the Glasma instabilities is 1/Qs.
This implies that the system begins to show unstable behavior well before the kinetic description
can be applicable.
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Abstract
The Color Glass Condensate picture of the nuclear wave function at
small-x successfully predicted the suppressed production of high-pT
particles at forward rapidities in deuteron-gold collisions at RHIC. This
triggered more efforts which resulted in theoretical improvements and
predictions for different observables which will provide further phe-
nomenological tests. I review recent theoretical developments and dis-
cuss the resulting predictions.
1 Saturation and the Color Glass Condensate
When probing small distances inside a hadron or nucleus with a hard process, one resolves their
partonic constituents. Increasing the energy of the scattering process at a fixed momentum trans-
fer allows to probe lower-energy partons, with smaller energy fraction x. As the parton densities
in the hadronic/nuclear wavefunction grow with decreasing x, they eventually become so large
that a non-linear (yet weakly-coupled) regime is reached, called saturation, where partons do not
interact with the probe independently anymore, but rather behave coherently.
The Color Glass Condensate (CGC) is an effective theory of QCD [1] which aims at de-
scribing this part of the wave function. Rather than using a standard Fock-state decomposition,
it is more efficient to describe it with collective degrees of freedom, more adapted to account for
the collective behavior of the small-x gluons. The CGC approach uses classical color fields:
|h〉 = |qqq〉+ |qqqg〉+ · · · + |qqqg . . . ggg〉 + . . . ⇒ |h〉 =
∫
DA ΦxA [A] |A〉 . (1)
The long-lived, large-x partons are represented by a strong color source ρ∼1/gS which is static
during the lifetime of the short-lived small-x gluons, whose dynamics is described by the color
field A∼1/gS . The arbitrary separation between the field and the source is denoted xA.
The CGC wavefunction ΦxA[A] is the fundamental object of this picture, it is mainly a
non-perturbative quantity, but the xA evolution can be computed perturbatively. Requiring that
observables are independent of the choice of xA, a functional renormalization group equation can
be derived. In the leading-logarithmic approximation which resums powers of αS ln(1/xA), the
JIMWLK equation describes the evolution of |ΦxA [A]|2 with xA. The information contained in
the wavefunction, on gluon number and gluon correlations, can be expressed in terms of n-point
correlators, probed in scattering processes. These correlators consist of Wilson lines averaged
with the CGC wavefunction, and resum powers of gSA.
84 ISMD08
 1e-08
 1e-07
 1e-06
 1e-05
 1e-04
 0.001
 0.01
 0.1
 1
 10
 0  0.5  1  1.5  2  2.5  3  3.5  4
d
N
/d
y
 d
2
p
t 
[G
eV
-2
]
pt [GeV]
Minimum bias,   K = 1.6
dAu BRAHMS min. bias data (h
-
) at y=3.2
x- and DGLAP-evolution
MV model
No DGLAP-evolution
 1e-06
 1e-05
 1e-04
 0.001
 0.01
 0.1
 1
 10
 0  0.5  1  1.5  2  2.5  3  3.5  4  4.5
d
N
/d
y
h
 d
2
p
t 
[G
e
V
-2
]
pt [GeV]
dAu BRAHMS min. bias data [(h
+
+h
-
)/2], yh = 0.0
dAu STAR min. bias data [(h
+
+h
-
)/2], yh = 0.0
dAu BRAHMS min. bias data [h
-
], yh = 3.2
dAu STAR min. bias data [pi0], yh = 4.0
Theory [K = 3.2], yh = 0.0
Theory [K = 1.8], yh = 3.2
Theory [K = 0.9], yh = 4.0
Fig. 1: Forward particle production in d+Au collisions at RHIC. The left plot shows the importance of including both
the large-x DGLAP evolution of the dilute deuteron and the small-x CGC evolution of the dense nucleus. The right
plots shows the excellent description of the spectra shapes, and the K factors needed to obtain the normalization.
The JIMWLK equation reduces to a hierarchy of equations for the correlators. Most of the
phenomenology uses a mean-field approximation which significantly simplifies the high-energy
QCD evolution: it reduces the hierarchy to a single closed non-linear equation for the two-point
function 〈Sxy〉xA=1−〈Txy〉xA , the Balitsky-Kovchegov (BK) equation [2, 3]. It reads
d〈Sxy〉x
d ln(1/x)
=
α¯
2pi
∫
d2z Mxyz
(
〈Sxz〉x〈Szy〉x − 〈Sxy〉x
)
, Mxyz =
(x − y)2
(x − z)2(z − y)2 , (2)
with α¯ = αSNc/pi. All the correlators can then be expressed in terms of the solution of this
equation. Finally, the Fourier transform of the dipole correlator
∫
d2xd2y eik.(x−y)〈Txy〉xA/(x−y)2
is an (all-twist) unintegrated gluon density. It determines forward particle production [4], while
more exclusive final states involve more complicated correlators. Solving eq. (2) reveals the
existence of an intrisic momentum scale in the nuclear wave function: the saturation scale Qs(x)
which characterizes the transition from the dilute regime k > Qs to saturation regime k < Qs.
One of the most important progress is the recent calculation of the next-to-leading evolu-
tion equation [5,6]. Concerning how the running coupling should be included, two schemes have
been proposed by Balitsky (B) and Kovchegov and Weigert (KW). The following substitution
should be done in formula (2), with R2(x, y, z) given in [6]:
α¯
2pi
Mxyz
↓ B
KW→ Nc
2pi2
[
αs((x−z)2)
(x−z)2 +2
αs((x−z)2)αs((z−y)2)
αs(R2(x, y, z))
(x−z) · (z−y)
(x−z)2(z−y)2+
αs((z−y)2)
(z−y)2
]
(3)Nc αs((x−y)2)
2pi2
[
Mxyz+
1
(x−z)2
(
αs((x−z)2)
αs((z−y)2)−1
)
+
1
(z−y)2
(
αs((z−y)2)
αs((x−z)2)−1
)]
. (4)
At next-to-leading order, there remains a discrepancy between the linear part of the BK equation
and the BFKL equation. Running coupling corrections to particle production have also been
investigated [7]. Another important recent theoretical development is the inclusion of Pomeron
loops in the evolution [8], and the derivation of potential consequences at very high energies
[9,10]. Concerning phenomenology at present colliders, there was however no significant impact.
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Fig. 2: Angular correlations of Mueller-Navelet jets in the NLL-BFKL framework. Left plots: for standard Tevatron
(top) and LHC (bottom) kinematics, the renormalization scale uncertainty is indicated (with Q2 = k1k2). Right plot:
predictions for CDF (miniplugs) kinematics. The ∆Φ distribution is peaked around ∆Φ=0, which is indicative of
jet emissions occuring back-to-back, and the∆Φ distribution flattens with increasing ∆η or with R deviating from 1.
2 Forward particle production in pA collisions
Forward particle production in pA collisions allows to investigate the non linear QCD dynamics
of high-energy nuclei with a probe well understood in QCD. Indeed, while such processes are
probing small-momentum partons in the nuclear wavefunction, only high-momentum partons of
the proton contribute to the scattering (√sxp= key and
√
sxA= ke−y). The dilute hadron con-
tributes via standard parton distribution functions while the CGC is described by its unintegrated
gluon distribution. It was not obvious that the CGC picture (1), which requires small values of
xA, would be relevant at present energies. However, it has been the case for many observables
in the context of HERA [11] and RHIC [12]. One of the most acclaimed successes is the pre-
diction that the yield of high-pT particles at forward rapidities in d+Au collisions is suppressed
compared to A pp collisions, and should decrease when increasing the rapidity.
In Fig.1 the dAu→ hX pT spectra computed in the CGC approach [13] is compared to
RHIC data, and the description of the slope is impressive. The need of K factors to describe
the normalization could be expected since this is a leading-order based calculation. Improving
the calculation with the next-leading evolution has yet to be done. While the suppression was
predicted in the CGC approach, other postdictions later offered alternative descriptions. The idea
is that the value of x probed in the deuteron is so high that large-x effects could be responsible
for the suppression [14]. This would not happen in pA collisions at the LHC, with a smaller xp.
While the CGC framework was quite successful in describing single inclusive particle pro-
duction at forward rapidities, the focus should now shift towards more exclusive observables like
two-particle production pA→h1h2X. In particular the correlations in azimuthal angle between
the produced hadrons should be suppressed compared to pp collisions [15]. By contrast with
single particle production, in two-particle production the CGC cannot be described only by its
unintegrated gluon distribution, the so-called kT -factorization framework is not applicable. This
means that more tests could be done, probing the CGC structure deeper. The second d+Au run
at RHIC gives the opportunity to carry out such measurements.
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Fig. 3: Two-particle production at forward rapidities in pA collisions. The ∆φ spectrum is displayed at RHIC (left)
and LHC (right) energies. When varying pT2 at fixed y2, the correlation in azimuthal angle is suppressed as pT2 gets
closer to the saturation scale. At the LHC, smaller values of xA are probed, and the azimuthal angle correlation is
more suppressed as indicated by the vertical axis. The peak is also less pronounced.
3 Selected predictions for the LHC
Mueller-Navelet jets [16] in hadron-hadron scattering are two jets produced in each of the for-
ward directions. In the high-energy regime, in which the jets are separated by a large rapidity
interval, this process is sensitive to the small-x QCD evolution. An interesting observable is the
azimuthal decorrelation of the jets as a function of their rapidity separation ∆η= y1−y2 and of
the ratio of their transverse momenta R = k2/k1 [17]. Predictions are shown in Fig.2, for Teva-
tron and LHC kinematics, where ∆Φ= pi−φ1+φ2 is the relative azimuthal angle between the
two jets. The curves are obtained in the linear regime, using next-to-leading logarithmic (NLL)
BFKL evolution. At higher energies, saturation effects will also be relevant [18].
Coming back to forward particle production in pA collisions, predictions for the process
pA → h1h2X are shown in Fig.3, for RHIC and the LHC [19]. k1, k2 and y1, y2 are the
transverse momenta and rapidities of the final state hadrons, and the azimuthal angle spectra are
displayed. It is obtained that the perturbative back-to-back peak of the azimuthal angle distri-
bution (which is recovered for very large momenta) is reduced by initial state saturation effects.
As the momenta decrease closer to the saturation scale (Qs ≃ 2 GeV), the angular distribution
broadens. But at RHIC energies, saturation does not lead to a complete disappearance of the
back-to-back peak.
Finally, predictions for the total charged-particle multiplicity in AA collisions at the LHC
are shown in Fig.4. Two approaches are compared: in the first, kT -factorization is assumed but
the evolution of the unintegrated gluon densities is accurately obtained from the next-leading
BK equation [20]; in the second, the x evolution is only parametrized but multiple scatterings
are correctly taken into account by solving classical Yang-Mills equation [21]. While full next-
leading treatment of both multiple scatterings and small-x evolution is desirable, the numbers
obtained are similar, which indicates that the uncertainties in both approaches are under control.
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Abstract
We present the results of a numerical study on applying an absorptive
boundary on the BFKL equation mimicking the full BK equation so-
lution for k⊥ above the saturation momentum. It is explained how this
strategy can be used to introduce saturation effects into event genera-
tors based on the linear small x dynamics.
During the past years there has been much progress in our understanding of the high en-
ergy, or small-x, region of QCD. The QCD analysis of the dynamics in this region suggest that
one reaches a new state of matter referred to as the Color Glass Condensate (CGC) [1] in which
the energy, or x, evolution of the relevant physical processes is highly nonlinear. Although the-
oretically well motivated, it is not really clear that the physics of the CGC has been observed
at present collider experiments. There are a few hints at saturation at HERA, but the problem
is that one has been looking for saturation effects mostly in inclusive observables such as F2,
for which the expected signatures of saturation, such as geometric scaling, can be mimicked by
the linear evolution as well. Besides, analytical estimates often involve many approximations
and large uncertainties. It should be emphasized that the question of whether or not saturation
effects are already important at colliders is not an academic one. If in fact the nonlinear physics
is important then the extraction of our PDFs, based on the linear collinear factorization, is wrong
and since the PDFs will be used for almost all the physics analyses in LHC, the problem could
potentially be very severe. It is therefore very important to estimate the size of the expected
nonlinear corrections.
Although the theory of the nonlinear dynamics is generally understood, detailed calcu-
lations are often very difficult. The small-x evolution of a hadron wavefunction in the CGC
formalism is governed by the JIMWLK equation which can be rewritten as a Langevin equation
which generates an infinite hierarchy of evolution equations for the scattering amplitudes T k.
Having a Langevin formulation, the JIMWLK evolution equation is amenable for a numerical
study. Although a numerical simulation of the JIMWLK equation exists, one is still quite far
from building an event generator from which properties of exclusive final states as observed in
experiments could be studied. At the present we therefore have to conclude that we are far from
building an event generator based on the full nonlinear dynamics1
In this talk we describe how one can introduce saturation effects into event generators
based on the linear evolution without knowing the full details of the nonlinear evolution. Al-
though the analytic ideas apply naturally to the BFKL and the nonlinear BK [5, 6] equations, we
shall ultimately be interested in modifying the CASCADE [7] event generator which is based
1A possibility could be to use the much simpler dipole model. Investigations on this possibility have been reported
in a series of papers [2–4], but there is yet no final result.
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on the CCFM [8] evolution equation. We will study the effects of saturation for k⊥ above the
saturation momentum Qs(x), where we can rely on k⊥-factorization on which both the CCFM
and BFKL evolutions are based. At first sight it might sound strange to look for the signatures
of saturation above Qs, since Qs is supposed to mark the border between the nonlinear and the
linear evolutions. It is, however, not true that saturation effects abruptly set in below Qs while
being negligible above it. The nonlinear evolution which certainly dominates the physics below
Qs can still modify what happens at k⊥ above2 Qs, where one would naively think that the linear
evolution would be valid.
In discussing saturation, it is convenient to work with the unintegrated gluon density
φ(x, k⊥), which in light-cone gauge can be defined as the expectation value of the Fock space
number operator 〈a†kak〉. This gluon density is related to the scattering amplitude T (x, r⊥) via
the relation
T (x, r⊥) = r2⊥
∫
d2k⊥
(2pi)2
e−ik⊥·r⊥φ(x, k⊥). (1)
Although the unintegrated gluon density which enters the k⊥-factorization is a different quantity,
the BFKL equation is identical in both definitions. For BK, the nonlinear term will look different
whether one uses φ or the k⊥-factorizable gluon density. However, our analysis will not give
a correct treatment of the k⊥ ≤ Qs(x) region anyhow, so it does therefore not matter which
quantity we choose. As the nonlinear term written for φ (see below) is much simpler, we shall
use φ as our unintegrated gluon density in what follows, which thus is not the k⊥-factorizable
density.
The BK equation is written in terms of φ as
∂Y φ(Y, k) =
∫
dk′2
k′2
α¯s(max(k2, k′2))
{
k′2φ(Y, k′)− k2φ(Y, k)
|k2 − k′2| +
k2φ(Y, k)√
4k′4 + k4
}
−
−α¯s(k2)φ2(Y, k) (2)
where as usual Y ≡ ln1/x and α¯s ≡ Ncαspi . Here we have introduced a running αs which should
be seen as a phenomenological modification of the leading order equation for which αs is fixed.
The linear part of this equation is the BFKL equation. What we shall do below is to solve the
BFKL and BK equations numerically. We will also solve the BFKL equation in the presence
of an absorptive boundary which mimics the full BK equation above Qs. We now describe this
procedure.
A few years ago it was suggested by Mueller and Triantafyllopoulos [9] that one could
obtain the correct Y dependence of Qs, and also the correct form for T (Y, r), above Qs (for r
this means r ≤ Q−1s ) by simply studying the linear evolution in the presence of an absorptive
boundary. The fact that the essential information of the nonlinear evolution can be obtained
without knowing the details of it is suggested (for fixed αs) by a correspondence between small-x
QCD and statistical physics. However, one should also be aware that this formal correspondence
is of limited relevance for phenomenology since the usual scales for Y and k⊥ involved are
2How far up in k⊥ the effects of saturation are visible for a given x is of course not entirely clear. The numerical
analysis is therefore important.
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typically much beyond what is studied at colliders. We shall discuss phenomenological issues
more below. The idea of the absorptive boundary can be outlined as follows.
To control the approach towards the saturation region one can in BFKL follow the evo-
lution along lines of constant amplitude3 T . In particular when T is close to, but strictly below
unity, the line of constant amplitude can be identifed with Qs. A saddle point approximation then
determines the anomalous dimension which determines the behaviour of T near the saturation
boundary. However, even though one follows lines of constant amplitude with T strictly below
unity, one has to be careful since the diffusive nature of the BFKL solution means that there may
be ”paths” contributing to the solution and which pass through the saturation region. For such
paths the BFKL equation does not give the correct treatment. The idea is therefore to endow
BFKL with an absorptive boundary such that all those paths are cut out from the solution. As
one is throwing out some of the contributions to the BFKL saddle point solution, the definition of
the lines of constant amplitude are also modified. It then turns out that Qs behaves as (for fixed
αs)
lnQ2s = C + cY −
3
2γs
lnY (3)
where C is some constant (depending on αs) and c ≈ 4.9 and γs ≈ 0.63. If one had just studied
the lines of constant amplitude for the original BFKL solution one would instead of the term
3
2γs
lnY get 12γs lnY . The difference between these two terms represents the modification due to
the nonlinear physics.
More specifically the absorptive boundary is applied as follows. Pick first a line of constant
amplitude Qc(Y ) so that T (Y,Q−1c (Y )) = const where the constant can be any number much
less than unity (actually Qc is chosen such that T becomes a constant after the boundary has
been applied). Then the BFKL saddle point solution is forced to vanish at some point ρ ≡
ln1/(Λr)2 = ρc − ∆ where ρc ≡ ln(Qc/Λ)2. The form of the BFKL solution is such that
T will increase from the point ρ = ρc down to some ρ = ρs after which it will decrease to
zero at ρ = ρc − ∆. The point of the maximum, ρs, can then be identified with the saturation
momentum4 . The parameter ∆ can in turn be determined by requiring the consistency constraint
that T (Y, ρs) = b, for some b < 1. This procedure gives Qs as written above.
In the numerical simulation we shall proceed in the same way. Thus we define some critical
value c, corresponding to φ(Y, kc) = c such that φ is forced to vanish for all k2 ≤ k2c ·exp(−∆).
The value φ(Y, k) = 0 is, however, not a fixed point for the BFKL evolution which is nonlocal
in k as can be seen from (2), and we therefore do not allow points where φ has been set to zero
to evolve again. One should notice that neither the analytical nor the numerical procedure with
the absorptive boundary gives the correct treatment of the dynamics below Qs. The numerical
simulation is important for a detailed analysis, and especially for phenomenology as lower Y
values, which are the ones important for phenomenology, are not completely controlled by the
analytical treatment.
3In [9] the analysis was done in coordinate space for T . However, the corresponding analysis in momentum space
for φ is basicly the same so in the end we shall apply the boundary for the linear part of equation (2).
4This is just a convention. Any line of constant amplitude will give a valid definition. It turns out that ρs − ρc is
just a constant, which appears as the constant C in (3). The overall normalization of Qs cannot be determined from
theory.
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In figure 1 we show the solutions to BK, BFKL and BFKL with absorptive boundary con-
dition (BFKLab) respectively. In the left plot we have the values Y = 2, 4, 6 and 8 respectively
while in the right plot we have Y = 10, 20, 30 and 40. The results for BFKLab have been ob-
tained for a specific set of values of the parameters ∆ and c. Generally we see that we have
to choose the critical value c to be around 0.1-0.5 to match the full BK solution. It turns out
that larger critical values match more smoothly with equations whose nonlinear term are cubic,
quartic and so on, as opposed to BK which has a quadratic nonlinear term.
We thus see that the BFKLab solution mimics the full BK solution very well, and not only
for high values for Y , but also for small values where the analytic arguments are much more
uncertain. A very important consequence of the saturation mechanism, which has been known
for some time, is that the evolution with a running αs becomes much more stable and sensible.
Note that for the completely linear case the solution is very unstable and we see that at around
Y = 20 the linear curve is nowhere close to the nonlinear one, even at very high k⊥. Here
we have regulated the singularity in the running αs by replacing the argument k2 with k2 + k20.
For the BFKL solution we used k20 = 2 GeV2 while for BK and BFKLab we have k20 = 0.5
GeV2. If for BFKL we choose this lower cutoff then the solution is even more unstable and
deviates earlier from the nonlinear solutions. Thus the result depends very sensitively on the
nonperturbative cutoff. For BFKLab the solution is completely stable and we have checked that
there is essentially no dependence at all on k0. This is in strong contrast to BFKL, and is an
important consequence of the nonlinear physics. This problem appears also for CCFM which
like BFKL shows a diffusive behaviour in k⊥. In event generators based on the linear physics
one has therefore a quite strong dependence on the soft cut.
We have just described how one can economically introduce saturation effects into the
linear small-x evolution. This method is very suitable for use in a Monte Carlo (MC) event
generator. The only issue we face now is to go from BFKL to CCFM as there are no event
generators based on BFKL. The CCFM formalism is suitable for the study of exclusive final
states and is implemented in the CASCADE event generator. Although BFKL and CCFM are
different formalisms there are nevertheless great similarities between the two. We have here no
space to enter a detailed discussion on CCFM. As one of the most important similarities we shall
however mention the following two points.
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Numerical studies [10] have shown that CCFM, just like BFKL, shows a broadening of
k⊥. Infact this should come as no surprise. Denoting the momenta of the emitted real gluons by
q⊥ and that of the t-channel propagators by k⊥, one is in CCFM free to go up and down in k⊥
with the standard d2q⊥/q2⊥ bremstrahlung spectrum. In CCFM we also have angular ordering
which prevents real gluons with very low momenta q⊥ to be emitted, but this does not put much
constraint on the virtual propagators k⊥ which can again perform a random walk. The second
point is that the CCFM gluon density grows as exp(λY ) where to leading order λ ≈ 0.5 just
like in BFKL. Therefore the problem of unitarity is still there for CCFM, and in particular this
shows that Qs extracted from CCFM should be very similar to that extracted from BFKL. We
are currently investigating a numerical solution of the CCFM equation.
In the MC program (for an early application see the talk by K. Kutak), the gluon distribu-
tion is first constructed by the standard forward evolution. The gluon ladder is then constructed
via the backward evolution approach, starting from the hard scattering process. The unitarity
constraint can be applied to the first step using the same strategy. This will give us a k⊥ dis-
tribution which is cut below Qs (which can be determined once the distribution is known). In
the backward evolution one should then also make sure for consistency that no real gluon with
q⊥ < Qs is emitted, as such gluons would have undergone saturation effects (basicly multiple
scatterings).
In the application to event generators, the scales involved are not as large as the ones
showed in figure 1, neither for k⊥ nor for Y . In fact for k⊥ the phenomenologically relevant part
occupies a very small window in the figure. Here it can potentially be difficult to see any deviation
from the linear physics, especially after full energy-momentum conservation is introduced. The
precise choice of c and ∆ can also be important in such a small window. We will come back to
these issues in a lengthier paper.
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Abstract
I discuss the ridge phenomena observed in heavy ion collisions at
RHIC. I argue that the ridge may be due to flux tubes formed from the
Color Glass Condensate in the early Glasma phase of matter produced
in such collisions
1 The Color Glass Condensate and the Glasma
The Color Glass Condensate is the matter which composes the low x part of a hadron wavefunc-
tion at high energy. [1] It is an ensemble of color electric and color magnetic fields which are in
the form of Lienard-Wiechart potentials, ~E ⊥ ~B ⊥ zˆ, where zˆ is in the direction of the beam.
These fields change their character after the collisions, where in a very short time, t ∼
Q−1sate−κ/αS , longitudinal color electric and magnetic fields are produced. There are both color
electric and magnetic fields because of the duality of QCD under E ↔ B, and the symmetry of
the fields in the CGC under this transformation. Since there is both a longitudinal electric and
magnetic field, these fields carry topological charge. They have a variation in the transverse size
scale of ∆r⊥ ∼ Q−1sat, and may be thought of as an ensemble of flux tubes. This ensemble of flux
tubes is the Glasma. [2]
Flux tubes have a long extent in longitudinal coordinate and therefore should have a long
range in rapidity. If a system undergoes 1 dimensional Hubble flow until a time τF , and has an
extent in rapidity y = ln{(t + z)/(t − z)}, then it must have been produced at a time before
τi = τfe−y/2. (For example, if τf is a nuclear size, and y is the total rapidity, then τi is the
Lorentz contracted nuclear size in the center of mass frame.)
The multiplicity of flux tubes is
dNFT
dy
∼ R2/R2FT ∼ Q2satR2 (1)
where R is the radius of the nucleus, and RFT is the radius of the fluxtube. The flux tube is
composed of high intensity color fields, and when these flux tubes decay their multiplicty per
flux tube per unit rapidity should be of order 1/αS , a factor typical of classical fields. This yields
the familiar Kharzeev-Nardi formula for the multiplicity of initially produced gluons, [3]
dNgluons
dy
∼ 1
αS
Q2satR
2 (2)
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2 Flux Tubes and Long Range Rapidity Correlations
To compute the long range rapidity correlation associated with a flux tube, one needs an expres-
sion for the two gluon emission amplitude. The leading order classical contribution is given by
Fig. 1a. [4] Note that if this were emission from purely classical source, then the connected two
particle emission amplitude,
d2N
d2p1Tdy
1d2p2Tdy
2
=
〈
dN
d2p1Tdy
1
dN
d2p2Tdy
2
〉
−
〈
dN
d2p1Tdy
1
〉〈
dN
d2p2Tdy
2
〉
(3)
would vanish. In emission from a Glasma, on the other hand, one has to average the sources,
a b
Fig. 1: a: The diagram contributing to the two particle correlation induced by the classical field. b: The short range
correlation which arises as a quantum correction to the long range classical correlation.
which are treated as a stochastic variable. If the sources are Gaussian correlated, then one of the
contractions of the sources from the nuclei indeed contributes to the disconnected diagram, but
there are remaining contributions associated with the different contractions of the sources. [4]
These contributions are associated with quantum interference in the two gluon emission ampli-
tude, and may be difficult to precisely model in simulations which have flux tubes as sources
of gluons. (In experiment, the disconnected contribution is subtracted by the effects of mixed
events, since a disconnected contribution corresponds to no event by event correlation.)
In Fig. 1b, the correlated two particle emission amplitude is shown. This arises as a
quantum correction to the classical emission. It has a short range correlation in rapidity, and a
correction to the long range term. (In fact there can in principle be an interference between the
classical two particle emission and the quantum correction.) Note that the classical contribution
of Fig. 1a, is of order 1/α2S , since it arises from the amplitude squared corresponding to two
classical fields. The quantum correction is of order 1.
Star has measured the forward backward asymmetry in heavy ion collisions. [5] The for-
ward backward correlation strength is defined to be
b =
< NFNB > − < NF >< NB >
< N2B > − < NB >2
(4)
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If the separation in rapidity for the forward backward correlation is large, the numerator should
measure the strength of the long range correlation, but the denominator is a sum over short and
long range pieces. This gives, [6]- [8]
b =
1
1 + κα2S
(5)
Since αS should decrease as centrality increases, this correlation strength should increase as a
function of centrality. The measured strength of the correlation is indeed very strong for central
Fig. 2: The forward backward correlation strength measured for Gold-Gold collisions in STAR
collisions. It is also claimed that the correlation is much larger than can be expected from impact
parameter fluctuations.
The STAR experiment has also measured directly the two particle correlation. If one plots
the correlation as a function of the azimuthal angle between the two particles, and the rapidity
between the two particles, a structure elongated in rapidity and collimated in angle appears. This
is the so called ridge. It appears either when one or particles have a lower momentum cutoff or
when the momenta is integrated over.
In the Glasma description, the two particle correlation should be very strong since essen-
tially all the produced particles arise from flux tubes. It should also be noted that the two particle
correlation predicted by the Glasma extends into the hard regime. As pointed out by Shuryak,
at high momenta, the Glasma flux tubes are the fragmentation jets which appear when one per-
turbatively computes hard scattering. [10] When two high pT particles are produced, the charges
which induce the scattering are scattered out of the beam, leaving image charges in the fragments
of the receding hadrons which produced the jets. The color fields associated with these image
charges are responsible for the beam fragmentation jets, arising from the decay of the flux tube.
L. MCLERRAN
96 ISMD08
One of the interesting features of the ridge is the collimation in azimuthal angle. As
pointed out by S. Voloshin, [11] this may arise from flow effects. The position in the trans-
verse plane of the colliding nuclei for a flux tube is localized. This structure acquires transverse
momentum due to radial flow. The flowing flux tube, when it decays its distribution of decay
products will be preferentially along the direction of motion of the flux tube. The amplitude of
the flux tube distribution will also acquire a non-trivial dependence upon centrality from flow.
With Sean Gavin, we estimated these flow effects for the Glasma using a blast wave model
to incorporate the effects of flow. [9] We describe the ridge which is integrated over the energies
of both the particles in the two particle correlation function. Detail of the experimental method
for extracting the ridge are given in the Quark Matter 2008 contribution of STAR presented by
Daugherity. [12]
d2N
d2p1Tdy
1d2p2Tdy
2
=
〈
dN
d2p1Tdy
1
dN
d2p2Tdy
2
〉
−
〈
dN
d2p1Tdy
1
〉〈
dN
d2p2Tdy
2
〉
(6)
In Fig. 3 a, the dependence on the amplitude of the ridge as a function of centrality is shown.
a b
Fig. 3: a: The amplitude for the ridge as a function of centrality at two different energies. The formula without a
factor of 1/αS which arises in the Glasma description is shown as dashed line. b: The angular width of the ridge as a
function of centrality
The red points are data. The solid line is our description. There is a one parameter ambiguity due
to an overall normalization for the emission amplitude, which is not yet computed. The dashed
line curve, is fit to the data not including a factor of 1/αS which arises from the classical field
description of the ridge. In Fig. 3b, the angular width of the ridge is shown as a function of
centrality.
At this meeting, Takeshi Kodama informed me that the SPHERIO collaboration from
Brazil have seen the ridge in their computations. This arises because of the string-like con-
figurations in the initial state. An excellent talk has been presented at the meeting RANP 2008
by Jun Takahashi. [13]
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Clearly the next stage of theoretical analysis of the ridge will be to expand upon the SPHE-
RIO treatment of the ridge. Some effort need be taken to properly account for the interference
diagrams in the two particle correlation function which yield the ridge. In addition, one needs
to understand the effect of energy-momentum conservation, and how it appears in the backward
direction from the ridge.
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Abstract
Calculations using the AdS/CFT correspondence can be used to unveil
the short–distance structure of a strongly coupled plasma, as it would
be seen by a ‘hard probe’. The results admit a natural physical inter-
pretation in terms of parton evolution in the plasma: via successive
branchings, essentially all partons cascade down to very small values
of the longitudinal momentum fraction x and to transverse momenta
smaller than the saturation momentum Qs ∼ T/x. This picture has
some striking consequences, like the absence of jets in electron–proton
annihilation at strong coupling, of the absence of particle production at
forward and backward rapidities in hadron–hadron collisions.
1 Introduction
One of the most interesting suggestions emerging from the experimental results at RHIC is that
the deconfined, ‘quark–gluon’, matter produced in the early stages of an ultrarelativistic nucleus–
nucleus collision might be strongly interacting. This observation motivated a multitude of appli-
cations of the AdS/CFT correspondence to problems involving a strongly–coupled gauge plasma
at finite temperature and/or finite quark density. While early applications have focused on the
long–range and large–time properties of the plasma, so like hydrodynamics, more recent stud-
ies have been also concerned with the response of the plasma to a ‘hard probe’ — an energetic
‘quark’ or ‘current’ which probes the structure of the plasma on space–time scales much shorter
than the characteristic thermal scale 1/T (with T being the temperature).
From the experience with QCD one knows that the simplest hard probe is an electromag-
netic current. In deep inelastic scattering (DIS), the exchange of a highly virtual space–like pho-
ton between a lepton and a hadron acts as a probe of the hadron parton structure on the resolution
scales set by the process kinematics: if Q2 is (minus) the photon virtuality and s is the invariant
photon–hadron energy squared, then the photon couples to quark excitations having transverse
momenta k⊥ . Q and a longitudinal momentum fraction x ∼ Q2/s. Also, the partonic fluctu-
ation of a space–like current can mimic a quark–antiquark ‘meson’, which is nearly on–shell in
a frame in which the current has a high energy. Furthermore, the decay of the time–like photon
produced in electron–positron annihilation is the simplest device to produce and study hadronic
jets in QCD. Thus, by studying the propagation of an energetic current through the plasma one
has access to quantities like the plasma parton distributions, the meson screening length, or the
energy loss and the momentum broadening of a jet.
At strong coupling and large number of colors Nc ≫ 1, the AdS/CFT correspondence
allows one to study the propagation of an Abelian ‘R–current’ through the finite–temperature
plasma described by the N = 4 supersymmetric Yang–Mills (SYM) theory. (For a recent review
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and more references see [1].) In this context, DIS has been first addressed for the case of a dilaton
target, in Refs. [2,3]. These studies led to an interesting picture for the partonic structure at strong
coupling: through successive branchings, all partons end up by ‘falling’ below the ‘saturation
line’, i.e., they occupy — with occupation numbers of order one — the phase–space at transverse
momenta below the saturation scale Qs(x), which itself rises rapidly with 1/x. Such a rapid
increase, which goes like Q2s(x) ∼ 1/x and hence is much faster than in perturbative QCD,
comes about because the high–energy scattering at strong coupling is governed by a spin j ≃ 2
singularity (corresponding to graviton exchange in the dual string theory), rather than the usual
j ≃ 1 singularity associated with the gluon exchange at weak coupling.
In Refs. [4], this partonic picture has been extended to a finite–temperature SYM plasma
in the strong ‘t Hooft coupling limit λ ≡ g2Nc → ∞ (meaning Nc → ∞). The results of these
analyses will be briefly described in what follows.
2 Deep inelastic scattering at strong coupling from AdS/CFT
The strong coupling limit λ→∞ in theN = 4 SYM gauge theory corresponds to the semiclas-
sical, ‘supergravity’, approximation in the dual string theory, which lives in a ten–dimensional
curved space–time with metric AdS5 × S5. The finite–temperature gauge plasma is ‘dual’ to a
black hole in AdS5 which is homogeneous in the four Minkowski dimensions and whose AdS
radius r0 is proportional to the temperature: r0 = piR2T , with R the curvature radius of AdS5.
The interaction between theR–current Jµ and the plasma is then described as the propagation of
a massless vector field Aµ which obeys Maxwell equations in the AdS5 Schwarzschild geometry.
The fundamental object to be computed is the retarded current–current correlator,
Πµν(q) ≡ i
∫
d4x e−iq·x θ(x0) 〈[Jµ(x), Jν(0)]〉T , (1)
whose imaginary part determines the cross–section for the current interactions in the plasma,
i.e., the plasma structure functions in the space–like case Q2 ≡ −qµqµ > 0 (‘deep inelastic
scattering’) and the rate for the current decay into ‘jets’ in the time–like case Q2 < 0 (‘e+e−
annihilation’). The imaginary part arises in the supergravity calculation via the condition that
the wave Aµ has no reflected component returning from the horizon. Physically, this means that
the wave (current) can be absorbed by the black hole (the plasma), but not also regenerated by
the latter. The classical solution Aµ(r) is fully determined by this ‘no–reflected–wave’ condition
near the horizon together with the condition that the fields take some prescribed values at the
Minkowsky boundary: Aµ(r →∞) = A(0)µ . The current–current correlator is then obtained as
Πµν(q) =
∂2Scl
∂A
(0)
µ ∂A
(0)
ν
, (2)
where Scl denotes the classical action density (the Maxwell action evaluated on the classical
solution), and is bilinear in the boundary fields A(0)µ .
In what follows we shall focus on the space–like current, i.e., on the problem of DIS off
the plasma [4]. (The corresponding discussion of a time–like current can be found in the second
paper in Ref. [4]; see also the related work in Ref. [5].) We choose the current as a plane–wave
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Fig. 1: The potential in the effective Schro¨dinger equation describing the propagation of the space–like Maxwell wave
in AdS5–BH. Left: low energy, or large x (x≫ T/Q). Right: high energy, or small x (x . T/Q)
propagating in the z direction in the plasma rest frame: Jµ(x) ∝ e−iωt+iqz . Also, we asume
the high–energy and large–virtuality kinematics: ω ≫ Q ≫ T . The physical interpretation of
the results can be facilitated by choosing a different definition for the radial coordinate on AdS5:
instead of r, it is preferable to work with the inverse coordinate χ ≡ piR2/r, which via the UV/IR
correspondence corresponds (in the sense of being proportional) to the transverse size L of the
partonic fluctuation of the current. Then, the AdS5 boundary lies at χ = 0 and the black–hole
horizon at χ = 1/T .
Via a suitable change of function, the Maxwell equations for Aµ can be rewritten as a
pair of time–independent Schro¨dinger equations — one for the longitudinal modes, the other
one for the transverse ones. Then, the dynamics can be easily understood by inspection of the
respective potential, as illustrated in Fig. 1 for two different regimes of energy. (Note that in
plotting the potential in these figures we are using the dimensionless variables K ≡ Q/T and
k ≡ q/T ; also, χ is multiplied by T .) The dynamics depends upon the competition between,
on one hand, the virtuality Q2, which acts as a potential barrier preventing the Maxwell wave
Aµ to penetrate deeply inside AdS5, and, on the other hand, the product ωT 2, which controls the
strength of the interactions between this wave and the black hole. (We recall that the gravitational
interactions are proportional to the energy density of the two systems in interaction.) The relevant
dimensionless parameter is Q3/ωT 2, which can be also rewritten as xQ/T , where x ≡ Q2/2ωT
(the Bjorken variable for DIS) has the physical meaning of the longitudinal momentum fraction
of the plasma ‘parton’ struck by the current.
Specifically, in the high–Q2 regime at Q3/ωT 2 ≫ 1, or x ≫ T/Q, the interaction with
the plasma is relatively weak and the dynamics is almost the same as in the vacuum: the wave
penetrates in AdS5 up to a maximal distance χ0 ∼ 1/Q where it gets stuck against the potential
barrier. Physically, this means that the current fluctuates into a pair of partons (say, a quark–
antiquark ‘meson’) with transverse size L ∼ 1/Q. At finite temperature, however, the potential
barrier has only a finite width — it extends up to a finite distance χ1 ∼ (1/T )
√
Q/ω —, so there
is a small, but non–zero, probability for the wave to cross the barrier via tunnel effect. Physically,
this means that the plasma structure function at large x is non–vanishing, but extremely small
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(exponentially suppressed) : F2(x,Q2) ∝ xN2cQ2 exp{−(x/xs)1/2} for x ≫ xs ≡ T/Q. In
other terms, when probing the plasma on a transverse resolution scale Q2, one finds that there
are essentially no partons with momentum fraction x larger than T/Q≪ 1.
Where are the partons then ? To answer this question, let us explore smaller values of
Bjorken’s x, by increasing the energy ω at fixed Q2 and T . Then the barrier shrinks and even-
tually disappears; this happens when ω is large enough for χ1 ∼ χ0, a condition which can be
solved either for x (thus yielding x ∼ xs = T/Q), or for Q, in which case it yields the plasma
saturation momentum : Q2s(x, T ) ∼ T 2/x2. For higher energies, meaning x < xs, the barrier
has disappeared and the Maxwell wave can propagate all the way down to the black hole, into
which it eventually falls, along a trajectory which coincides with the ‘trailing string’ of a heavy
quark [6]. Physically, this means that the current has completely dissipated into the plasma. We
interpret this dissipation as medium–induced branching : the current fragments into partons via
successive branchings, with a splitting rate proportional to a power of the temperature. This
branching continues until the energy and the virtuality of the partons degrade down to values of
order T . The lifetime of the current (estimated as the duration of the fall of the Maxwell wave
into the black hole) is found as ∆t ∼ ω/Q2s ∝ ω1/3 — a result which agrees with a recent
estimate of the ‘gluon’ lifetime in Ref. [7]. Since the current is tantamount to a ‘meson’ with size
1/Q and rapidity γ = ω/Q, our analysis also implies an upper limit on the transverse size of this
‘meson’ before it melts in the plasma: Lmax ∼ 1/Qs ∼ 1/√γ T . This limit is consistent with the
meson screening length computed in Refs. [8]. The saturation momentum Qs turns out to also be
the scale which controls the energy loss [4, 6] and the transverse momentum broadening [9, 10]
of a parton moving into the plasma. For instance, the rate for the energy loss of a heavy quark
reads (in the ultrarelativistic limit γ ≫ 1) [4, 10]
−dω
dt
∼
√
λQ2s , (3)
where one should keep in mind that the saturation scale in the r.h.s. is itself a function of ω, and
hence of time: Q2s ∼ (ωT 2)1/3. Eq. (3) may be viewed as the time–dependent generalization of
the ‘drag force’ first computed in Refs. [6].
The complete absorbtion of the current by the plasma is tantamount to the ‘black disk’
limit for DIS: in this high–energy, or small–x, regime the structure function is not only non–
zero, but in fact it reaches its maximal possible value allowed by unitarity. This value is found
as F2(x,Q2) ∼ xN2cQ2 for x ∼ xs, a result with a natural physical interpretation: for a given
resolution Q2, essentially all partons have momentum fractions x . T/Q ≪ 1 and occupation
numbers n ∼ O(1). This is similar to parton saturation in pQCD, except that, now, the occupa-
tion numbers at saturation are of order one, rather than being large (n ∼ 1/g2Nc), as it was the
case at weak coupling.
This result has interesting consequences for a (hypothetic) high–energy hadron–hadron
collision, in which these partons would be liberated: Since there are no partons carrying large
longitudinal momenta, there will be no ‘forward/backward jets’ in the wake of the collision, that
is, no hadronic jets following the same directions of motion as the incoming hadrons. Rather,
all particles will be produced at central rapidities and will be isotropically distributed in the
transverse space. Similar conclusions hold for a time–like virtual photon decaying in the vacuum
[4], that is, for the analog of electron–positron annihilation at strong coupling (see Fig. 2): unlike
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Fig. 2: Final state produced in e+e− annihilation: (left) weak coupling; (right) strong coupling.
at weak coupling, where the typical final state involves a pair of back–to–back hadronic jets,
at strong coupling the original pair of partons undergoes a rapid branching process leading to
an isotropic distribution of matter in the detector. Similar results have reached in Refs. [11].
This picture for the final state looks quite different from that predicted by perturbative QCD and
observed in actual high–energy experiments. Such a discrepancy suggests that much caution
should be taken when trying to extrapolate results from AdS/CFT to QCD.
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Abstract
Some recent developments in exact results in relativistic hydrodynam-
ics is reviewed. We discuss phenomenological applications in high-
energy collisions and theoretical features of the solutions. We compare
the method of numerical modelling to the strategy based on exact so-
lutions. We argue that the efforts made and progress achieved in this
seemingly purely theoretical topic is of interest for phenomenology.
1 Introduction
Nowadays one of the primary challenges to physics is to understand the phase structure of strong
interactions. An important goal of heavy-ion physics is thus to interpret the results of high-energy
collider experiments. It is a hard task, since one needs to follow the time-evolution of the created
matter in order to see the collective properties. The mean free path is small if temperature is
high, (as first noted by Fermi [1]), so the idea arises naturally to use hydrodynamics for this
end. Hydrodynamics is almost the only way which dynamically connects the initial conditions
with the final state. As the first results from the RHIC particle accelerator appeared, lots of
models failed to describe the measurements. However, many successful models were based on
hydrodynamics, and this in-turn led to a firm understanding that the created matter is an almost
perfect liquid [2]. A typical feature of the measured soft hadronic observables was the appearance
of different scalings. The strength of hydrodynamics lies in the fact that it relies only on the
simple assumption of local thermal equilibrium and local energy-momentum conservation, and
no physical scales are present, this leads to an easy explanation of scalings.
The equations of relativistic hydrodynamics: In this subsection we briefly review the well-
known equations of perfect fluid relativistic hydrodynamics. The metric is gµν , uµ = γ(1,v) is
the four-velocity field, v = vn is the three-velocity. The pressure is denoted by p , the energy
density by ε , the temperature by T , and the entropy density by σ. In high energy collisions, σ is
large compared to the net baryonic charge density, so in the following we will not take conserved
charges into account. The fundamental equations are obtained by Landau’s argumentation, which
starts from the conservation of energy-momentum and entropy density, expressed as
∂ν(σuν) = 0 , ∂νT µν = 0 , T µν = (ε+ p)uµuν − pgµν . (1)
This form of the Tµν energy-momentum tensor specifies the perfectness of the fluid. The Euler
equation and the energy equation follow as
(ε+ p)uν∂νuµ = (gµρ − uµuρ) ∂ρp, (2)
(ε+ p)∂νuν + uν∂νε = 0. (3)
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These equations have to be supplemented by an equation of state (EoS), which connects p, T ,
and ε, in order to have a closed set of equations. Assuming ε = κ(T )p, the κ factor is 1/c2s , the
inverse speed of sound. In most exact solutions one uses κ = const.
Exact vs. numerical solutions: Having the hydrodynamical equations, we can either solve
them numerically or investigate them analytically. They are nonlinear, and thus it is hard to
find even particular analytic solutions. So obviously, the main advantage of the numerical ap-
proach is that in this way one can in principle use any type of initial conditions, and calculate the
corresponding final state observables. On the other hand, the similar advantage of the analytic
approach is also obvious: if one finds a suitable analytic solution, then one can map not only a
single initial condition but a manifold of them, and constrain its parameters. Also, many classes
of exact solutions are parametric solutions, naturally explaining scalings. So our point is that an-
alytic hydrodynamical solutions can also yield important insight into the dynamics. The interest
in this direction has somewhat revived in the last few years; we will first summarize the historical
results, then some recent developments.
2 Historic results
The most important and seminal two relativistic hydrodynamical solutions, the Landau-Khalatni-
kov solution and the Hwa-Bjorken solution had great impact in the application of relativistic
hydrodynamics to high-energy phenomena.
The Landau-Khalatnikov solution: The idea of relativistic hydrodynamics stems mostly
from Landau. He also elaborated on Fermi’s idea on the applications [3,4], and Khalatnikov gave
the first analytic solution to the relativistic hydrodynamical equations [5]. This solution is an 1+1
dimensional, implicit, complicated one. We just highlight the main notions and steps. What is
needed, is the expression of the T temperature and Ω fluid rapidity, defined as v = tanhΩ, as a
function of t and r, the time and spatial coordinate, or of x+ = t+r and x− = t−r, the lightcone
coordinates. Rearranging the hydrodynamical equations a bit, one arrives at the conclusion that
the key to the solution is a potential, Φ(x+, x−), with ∂+Φ = TeΩ, ∂−Φ = Te−Ω, and Φ can
be calculated from its Legendre-transform χ
(
TeΩ, T e−Ω
)
= Φ − x+TeΩ − x−Te−Ω, which
satisfies the linear Khalatnikov-equation:
∂2θχ (θ,Ω) + (κ− 1) ∂θχ (θ,Ω)− κ∂2Ωχ (θ,Ω) = 0, (4)
where θ = lnT was used. Now the solution of this equation can be written up with integral-
formulas using the Green-function formalism (see e.g. [6]); the essence of the Landau-Khalatni-
kov-solution is the fully stopped finite piece of matter initial condition. It yields approximately
Gaussian rapidity distribution for the produced particles, which is a realistic prediction.
The Hwa-Bjorken solution: Contrasted to the Landau-Khalatnikov solution, the Hwa-
Bjorken solution (originally formulated by Hwa [7], discussed by many others, rediscovered
and fully exploited by Bjorken [8]) provides an over-simplified picture of the 1+1 dimensional
dynamics. It uses the τ and η Rindler-coordinates: the time t and spatial coordinate r is ex-
pressed as t = τ cosh η, r = τ sinh η. The core assumption (valid at infinite collision energies)
is the boost-invariance, i.e. that σ and T are independent of η, and indeed, the simple
v = r/t , σ0/σ = τ0/τ (5)
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forms give an accelerationless solution of the hydrodynamical equations. The expression of the
temperature depends on the actual value of κ. This solution leads to a flat rapidity distribution,
thus although it can be used approximately to various estimates, it needs a correction.
3 Recent results
Nonrelativistic models: Although relativistic effects are more than essential in high-energy exper-
iments, the nonrelativistic case also deserves a brief summary here: the equations are much sim-
per, and allow for more exact solutions [9–13]. A pretty general family is described in Ref. [11],
with a self-similar ellipsoidal velocity and temperature profile. It contains some of the other
solutions as special cases. It serves as a base of the Buda-Lund model, which is successful in
describing particle spectra, correlations, and their scalings [14, 15].
It is also worthwhile to mention this exact solution because (as far as we know) this is the
only one which can be generalized for arbitrary temperature-dependent speed of sound: if one
assumes Gaussian density profile and spatially constant temperature, then one gets a parametric
solution for any κ(T ) function. This result — though non-relativistic — is unique, and makes
possible to use any QCD-inspired EoS. One would naturally look for similar relativistic solutions.
Relativistic accelerationless solutions: The generalization of the Hwa-Bjorken solution
to arbitrary number of spatial dimensions seems a straightforward direction of development,
although it was a formidable task [16,17]. These solutions are also the relativistic equivalents of
the nonrelativistic solutions mentioned in the previous subsection. They have an accelerationless,
spherically symmetric velocity profile: v = r/t. The pressure is p = nT , with some conserved
charge n. Ellipsoidal profiles are allowed in the forms of n and T as
n = n0
(τ0
τ
)3 1
T (S) , T = T0
(τ0
τ
)3 1
κ T (S) , S = 1
t2
(
x2
A2
+
y2
B2
+
z2
C2
)
, (6)
where T is an arbitrary function of the ellipsoidal scaling variable S, with principal axes A, B,
and C in the directions x, y, and z. In Ref. [17] other generalizations are also found, e.g. to
hyperbolic profiles, and Ref. [18] shows a slight generalization, where even the velocity field
can show more general, ellipsoidal symmetry, but still without any acceleration. Other important
accelerationless solutions were presented in Refs. [19, 20].
Accelerating solutions: There were no known examples of exact explicit and accelerating
solutions until recently an interesting class of spherically symmetric solutions emerged [21, 22]:
as a generalization of the Hwa-Bjorken solution, one finds that the
v = tanh (λη) , p = p0 (τ0/τ)
λd(κ+1)/κ cosh−(d−1)Φλ (η/2) (7)
expressions are indeed solutions of the hydrodynamical equations, for certain values of the real
parameters λ, d, Φλ and κ: κ is the (constant) inverse speed of sound, d is the number of spatial
dimensions, λ is a parameter of the solution; for λ = 1 the Hwa-Bjorken solution is recovered, for
λ 6= 1 the solution is accelerating. The Φλ parameter is introduced because for some choices of
λ the pressure depends on η as well. The allowed parameter sets are listed in Table 1. They have
many interesting properties; for a detailed explanation, see Ref. [22]. The κ = 1, d = 1 solutions,
on the other hand, allow to an easy approximate calculation of the rapidity distribution [22].
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Case λ d κ φλ
(a) 2 ∈ R d 0
(b) 12 ∈ R 1 κ+1κ
(c) 32 ∈ R 4d−13 κ+1κ
(d) 1 ∈ R ∈ R 0
(e) ∈ R 1 1 0
Table 1: Allowed parameters for the family of accelerating solutions of Eq. (7).
These distributions qualitatively agree with the observed peaked (Gaussian) structure, and the λ
parameter can be extracted from a fit to measured data with acceptable statistical significance,
thus these solutions serve as a means to improve Bjorken’s original estimate [8] of the initial
energy density: the work done by the fluid (because of acceleration) and the shift in the estimated
origin of the trajectories caused by the presence of acceleration leads to the conclusion that the
Bjorken estimate needs to be corrected by a factor greater than 1: for √sNN = 200GeV Au+Au
collisions, from rapidity distributions measured by the BRAHMS collaboration, one gets not less
than a factor of 2.0±0.1 correction, and taking the softness of the EoS into account, a conjectured
correction factor of 2.9 ± 0.2 [21]. This result is important in the interpretation of experimental
data in terms of advanced estimates of the initial energy densities. A somewhat less important
estimate can also be made more precise: the life-time of the reaction increases by about 20% with
taking the acceleration into account in this way [21]. It should be noted that in the case of stiff
EoS, κ = 1, not only these solutions with the λ parameter, but the general explicit solution can
be obtained [22] because of an analogy to a linear wave-equation. For multi-dimensional flows,
this idea resulted in a broad class of new general solutions [23], although only for this particular
EoS, and it is not clear how these results could be generalized for any other.
Harmonic flows in 1 + 1 dimensions: Another recent approach toward new solutions was
a generalization of the Bjorken ansatz (the boost invariance) to a harmonic ansatz: ∂+∂−Ω = 0.
A new class of solutions is obtained when substituted into the hydrodynamical equations [24]:
p = p0 exp
{
−(1 + κ)
2
4κ
(
l2+ + l
2
−
)
+
κ2 − 1
2κ
l+l−
}
, Ω =
1
2
(
l2+ − l2−
)
. (8)
The notations are
l±(x±) =
√
lnF± , z± = h
∫ F± dx√
lnx
, (9)
where h is an arbitrary constant. This solution, although not fully explicit, is very interesting,
since it interpolates between the Landau and the Bjorken pictures (fixed h, l± →∞, and h→ 0,
respectively). If one calculates the entropy density per unit rapidity, which is proportional to the
observable particle distribution, it depends on the assumed freeze-out surface, but in general it is
approximately Gaussian [24]. More general expressions for the entropy flow dSdn , based partially
on the Khalatnikov method, were discussed recently in Ref. [6].
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4 Summary: where we are now and where to go
The interest in the numerical simulations of relativistic hydrodynamics is steadily growing: it
seems obvious to almost everyone that hydrodynamics is the correct tool to describe high-energy
collective phenomena. We see now that a similar common interest begins to arise towards exact
solutions. With simple examples we tried to demonstrate that there are many new and interest-
ing solutions, and that these are of phenomenological importance: if one has a solution with a
few adjustable fit parameters, it gives invaluable insight into the dynamics and yields advanced
estimates for the initial conditions (such as energy density, life-time).
Finding exact solutions to the hydrodynamical equations, however, is a difficult problem,
and needs lots of effort. For instance, there is no known solution in more than one spatial dimen-
sions with a little bit general equation of state. Similarly, no accelerating solutions are known
which go beyond spherical symmetry. The quest for such solutions (e.g. for an ellipsoidally
symmetric one) might lead to a more accurate description of the observables, and thus test the
perfectness of the fluid and the used equation of state.
The support of OTKA T49466 and T73143 grants is gratefully acknowledged. We thank
to the organizers of ISMD 2008 for their kind hospitality and support.
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Abstract
It is argued that the use of the initial Gaussian energy density profile for
hydrodynamics leads to much better uniform description of the RHIC
heavy-ion data than the use of the standard initial condition obtained
from the Glauber model. With the modified Gaussian initial conditions
we successfully reproduce the pT -spectra, v2, and the pionic HBT radii
(including their azimuthal dependence). The emerging consistent pic-
ture of hadron production hints that a solution of the long standing
RHIC HBT puzzle has been found.
1 Introduction
Relativistic hydrodynamics of the perfect fluid may be considered as the standard framework
for the description of the intermediate stages of relativistic heavy-ion collisions [1–7]. However,
despite the clear successes in reproducing the particle transverse-momentum spectra and the
elliptic flow coefficient v2, the typical approach based on the relativistic hydrodynamics cannot
reproduce correctly the pion correlation functions. In particular, the ratio of the so called HBT
radii Rout and Rside comes out too large, exceeding the experimentally measured value by about
20-50%. Very recently, we have found [8] that the consistent description of the soft hadronic
observables may be achieved within the hydrodynamic model if one makes a modification of
the initial conditions – the initial energy profile obtained in most cases from the optical Glauber
model should be replaced by the Gaussian profile.
Our framework consists of the recently developed 2+1 boost-invariant inviscid hydrody-
namics [9–11] linked to the statistical-hadronization model THERMINATOR [12]. The initial
eccentricity is obtained from the Monte-Carlo Glauber model GLISSANDO [13]. The simula-
tions done with GLISSANDO include the eccentricity fluctuations [14–22]. In each simulated
event the distribution of sources (a mixture of the wounded-nucleon contributions and the binary-
collision points) is first rotated to the principal-axes frame and then histogrammed. As a result
one obtains the two-dimensional profile that takes into account the fluctuations of the principal
†Supported in part by the Polish Ministry of Science and Higher Education, grants N202 153 32/4247 and N202
034 32/0918, and by the U.S. NSF Grant No. PHY-0653432.
‡ speaker
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Fig. 1: The transverse-momentum spectra of pions, kaons and protons for the centrality bin c = 0-5% (upper panel), c
= 20-30% (middle panel), and the elliptic flow coefficient v2 for c = 20-40% (lower panel), plotted as functions of the
transverse momentum and compared to the RHIC Au+Au data.
axes with respect to the reaction plane. This procedure determines the initial energy distribu-
tion in the transverse plane which is parameterized as the two-dimensional Gaussian and used
as the initial condition for the hydrodynamics. The main characteristic of the hydrodynamic
stage is the use of the realistic equation of state which interpolates between the lattice simula-
tions of full QCD and the hadron-gas model. The final stage of the evolution is described with
the help of the Monte-Carlo thermal model THERMINATOR which simulates hadron emission
from the freeze-out hypersurface delivered by the hydrodynamic calculation. We assume the sin-
gle freeze-out scenario [23, 24] with the universal final temperature Tf =145 MeV. Besides the
final temperature our model has essentially two additional parameters: the initial temperature Ti,
fixing the absolute normalization of the spectra, and the initial time for the start of hydrodynam-
ics τ0 =0.25 fm. Of course, for each centrality class we fix the geometric parameters a and b
(i.e., the widths of the initial Gaussian energy distribution) by the GLISSANDO simulations as
explained above.
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Fig. 2: The pion HBT radiiRside , Rout , Rlong, and the ratioRout/Rside for central collisions, shown as the functions
of the average momentum of the pair and compared to the RHIC Au+Au data.
2 Results
In Fig. 1 we show our results describing the transverse-momentum spectra of pions, kaons,
and protons for the centrality classes c = 0-5% and c = 20-30%. Fig. 1 presents also our results
describing the elliptic flow coefficients v2 for the centrality class c = 20-40%, plotted as functions
of the transverse momentum. The spectra and the elliptic flow are compared to the RHIC data [25,
26]. We observe a very good agreement between the model predictions and the data. The small
excess of the theoretical proton v2 above the data may be attributed to the lack of rescattering in
the final state.
In Fig. 2 we present our results on the pion HBT radii Rside , Rout, Rlong, and the ratio
Rout/Rside for central collisions, compared to the RHIC data [27]. The left panel shows our best
results obtained with the traditional Glauber initial condition [28], while the right panel shows the
results obtained with the Gaussian initial condition [8]. One can see that a very good agreement
between the data and the theoretical model predictions is achieved in the case where the Gaussian
initial condition is used. In particular, the ratio Rout/Rside is well reproduced. We note that the
calculation of the radii does not introduce any extra parameters. All the characteristics of the
emitting source were already fixed by the fits to the spectra and v2.
Finally, in Fig. 3 the results describing the azimuthal dependence of the HBT radii are
plotted [29]. Here R2(φ) = R20 + 2R22 cos(2φ). Again, we observe a very good agreement
between the data and our model for different centralities and different average momenta of the
pion pairs kT .
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Fig. 3: Results for the RHIC HBT radii and their azimuthal oscillations. For each value of Npart on the horizontal
axis the experimental points (filled symbols) and the model results (empty symbols) are plotted. The points from top
to bottom at each plot correspond to kT contained in the bins 0.15-0.25 GeV (circles), 0.25-0.35 GeV (squares), and
0.35-0.6 GeV(triangles). The top panels show R2out,0, R2side,0, and R2long,0, the bottom panels show the magnitude of
the allowed oscillations divided conventionally by R2side,0.
3 Conclusions
The results presented above indicate that it is possible to achieve a uniform description of the
RHIC heavy-ion data collected at the highest beam energies in the soft hadronic sector using
the hydrodynamics of perfect fluid with the Gaussian initial condition for the energy density.
In particular, it is possible to describe the transverse-momentum spectra and the elliptic flow
coefficient v2 simultaneously with two-particle observables such as the HBT correlation radii
(the preliminary results show also that the correlations of the non-identical particles are well
reproduced in our model). Our finding shows that there exists a solution to the long standing
RHIC HBT puzzle understood as the impossibility of the consistent description of the spectra
and the HBT radii in a single hydrodynamic approach.
The use of the Gaussian initial profile leads to a faster development of the initial transverse
flow which makes the system evolution shorter. At the same time the transverse size of the system
at freeze-out is slightly larger (as compared to the standard Glauber scenario). These two effects
put together lead to the desired reduction of the ratio Rout/Rside. Another important effect
helping to describe correctly the data consists of the use of the semi-hard equation of state (with
no soft point leading to the extended duration of hadronization) and of the adoption of the single
freeze-out scenario which also reduces the emission time, hence, decreasing the radius Rout.
Of course, the open question remains to find the microscopic mechanism leading to the
Gaussian initial conditions. Needless to say, this problem goes far beyond the straightforward
application of the hydrodynamics that were discussed here. Alternatively, one may think of
other modifications of the initial conditions, such as introducing the initial transverse flow [9,
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30,31] or separating the system into a thermalized core and an outer mantle/corona consisting of
independent NN collisions [32–34]. Yet another direction is to study the effects of viscosity [35].
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Abstract
A discussion is given of the remarkable simplicity and universality of
multiparticle production data at high energies, in particular in heavy
ion collisions.
The question is raised if the reason for this simplicity and universality
is trivial or profound and consequences for LHC are considered.
In this talk I will present no new results. It is aimed at those of you who are not experts on
heavy ion collisions but who are interested in soft collisions, in particular in the phenomenology
and mechanism of multiparticle production in pp and e+e− collisions. I want to bring to your
attention the fact that there exists today a vast amount of high quality data on multiparticle pro-
duction in relativistic heavy ion collisions [1–4] and that these data exhibit great similarity to the
pp and e+e− data [1, 5], and that therefore trends observed in AA data may throw light on our
understanding of soft processes in general and not just in AA collisions.
The most remarkable feature of multiparticle production data is its simplicity and univer-
sality [6, 7]. It is probably fair to state that as a rule the data exhibit features and trends that are
much simpler than the explanations.
In our current understanding of the multiparticle production process in e+e−, pp, pA, and
AA collisions there are some similarities but overall our picture of each process is quite different.
In e+e− for example we view the initially produced virtual photon as evolving, through sequen-
tial pair production and radiation, into a system of partons that fragment (and/or combine) into
the multihadron final state. On the other hand, in the highest energy head-on (central or small
impact parameter) heavy ion collisions, the conventional picture is that, viewed in the center
of mass frame, two Lorentz contracted disks collide. Each is essentially a dense wall of low
momentum strongly interacting gluons together with their sources, the high momentum weakly
interacting partons. The gluon walls are the so-called colored glass condensate or CGC [8]. In
a very short time (≤ 1fmc ) after the collision the two gluon walls stop each other and produce
a hot equilibrated strongly interacting system with high pressure. At RHIC energies there is
general consensus [9] that at the time of equilibration the temperature, pressure and energy den-
sity of the system are higher than the critical values obtained in lattice QCD calculations for the
hadronic/partonic phase transition. There is also general consensus that the hot system is more
like a strongly interacting liquid with extremely low value of the ratio of viscosity to entropy,
then that of a weakly interacting gas. The final multihadron state is the last stage of this system
as it expands and cools.
The surprising fact is that most of the global trends observed in the collision of all these
systems and at all energies are the same. Bringing these trends to your attention is the main aim
of my talk.
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Before discussing the heavy ion data, I wish to point out that the most extensive set of
AA data on multiparticle production of particles into almost the full 4pi solid angle comes from
the PHOBOS experiment at RHIC [1]. In PHOBOS only charged particles are measured and for
the majority of these only the polar and azimuthal angles. Thus only d2Ndηdφ , the particle density
in pseudorapidity η and azimuthal angle φ space, is measured. In this talk I will not distinguish
between rapidity and pseudorapidity. The two are almost identical for particles with speed close
to that of light except for polar angles close to zero. Nevertheless it should be remembered
that pseudorapidity distributions do distort true rapidity distributions, and conclusions based on
pseudorapidity distribution might sometimes be misleading.
The first universal trend worth pointing out is that in AA collisions, as in e+e− and pp, for
all impact parameter and colliding systems studied, the mid rapidity particle density dNdη increases
linearly with the logarithm of the energy of the collision [1], with no signs of any change in the
trend as the energy increases. This is despite the fact that the energy range studied to date covers
energies low enough where the conditions are such that the initial energy density must be well
below critical and furthermore dominated by baryons, and high enough that, almost certainly the
initial energy density is above critical and the system created is essentially baryon free.
As proof that this observed simple rate of increase of particle density is neither obvious nor
well understood is the observation that the predictions of various authors [10] for the expectations
at LHC differ by more than a factor of 2.
At mid rapidity not only does the particle density increase with energy as ln
√
s (√s is
the nucleon-nucleon center of mass energy) but also the amplitude of azimuthal anisotropy of
particle production [11], ie. of v2, the second Fourier coefficient in d2Ndφdη = N0(1 + 2v2cos2φ)
with v1 and higher coefficients neglected.
One of the most prominent universal features of all multiparticle production data is “ex-
tended longitudinal scaling” [1], an extended (in rapidity) version of “limiting fragmentation”.
Plotting dNdη as a function of η, boosted to the rest frame of either of the two colliding systems,
we find that as
√
s increases, dNdη (η) is independent of
√
s for a bigger and bigger range of η.
Extended longitudinal scaling appears to be valid not only for dNdη (η) but also for v2(η) [1]. An
instructive way of visualizing and obtaining an intuitive understanding of extended longitudinal
scaling is to consider the outcome of the collision of two beams, say yellow and blue, whose
energies can be set independently. Extended longitudinal scaling would manifest itself as fol-
lows. For a given energy of the yellow beam, as the energy of the blue beam is increased dNdη and
v2 increases until it reaches a maximum value. Once this value is reached, increasing the blue
beam energy further, even to infinity, has no effect on dNdη or v2. The maximum values of these
quantities (ie. point on the limiting curve) can be increased only by increasing the energy of the
yellow beam. This phenomenon is seen for all colliding systems and is a direct manifestation of
some kind of universal saturation phenomenon.
It is interesting to note that the limiting curve for dNdη , to within the precision of the data, is
a straight line with dNdη close to zero at a value of η corresponding to one of the colliding systems
at rest. This fact, together with the fact that the difference of rapidity between the colliding
systems ∼ ln√s and also dNdη |y=0 ∼ ln
√
s (with √s in GeV), imply that the shape of the dNdη (η)
distributions are independent of energy. This similarity of dNdη (η) distributions at all energies, to
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fairly high precision, is seen in e+e−, pp, pA, and AA collisions. From these facts it also follows
that the total charged particle multiplicity increases linearly with ln2
√
s (with√s in GeV), which
again is consistent with observation for all colliding systems studied [7].
Another prominent feature in AA collisions is that the energy dependence and system
dependence are to a large degree independent of each other. For example, at all energies, the
total charged particle multiplicity scale in the same linear manner with the total number Npart
of nucleons participating in the collision [1](the so-called participant scaling first observed in
pA collisions [12]), and the fractional increase with Npart of the mid rapidity particle density is
independent of the energy [1,13]. These two features are quite surprising. Naively one would ex-
pect the fraction of soft and hard collisions to change with energy and therefore so also the Npart
dependence. Furthermore it is hard to understand what mechanism gives rise to the apparent
number conservation of produced particles per participant under conditions when the distribu-
tion with rapidity of the produced particles changes significantly. For example, how is it that by
changing the impact parameter of the collision one exchanges, one for one, a 100 GeV particle
for one 1 GeV particle (the energy being conserved through increases in transverse momentum
of many particles)?
Below I give other examples of facts that can be simply stated but that have no simple
explanations.
In both AA and in pp there are hard collisions. There is one difference: in AA per nucleon-
nucleon collision fewer high transverse momentum particles are produced. This is the so-called
“jet quenching” phenomenon [14]. All theoretical estimates, based on the hypothesis that jet-
quenching is due to energy loss of the recoiling parton in the high density medium, predict a
weak Pt dependence of the suppression of the high Pt particles. In reality the suppression, up to
the highest Pt values measured (≤ 20GeVc ), seems to be independent of Pt [15]. Furthermore the
magnitude of this suppression is not that different from the suppression of the high xFeynmann
forward particles in pA collisions at all energies studied [16]. In both cases, as a first approxi-
mation, one can qualitatively explain the data with the simple assumption that the central part of
the nucleus is totally absorbing and only particles originating along the periphery of the nucleus
survive.
A final example is the striking observation that for a given impact parameter of an AA
collision at a given energy, if v2n is plotted as a function of
KE
n , where n is the number of valence
quarks in the produced particle and KE is its kinetic energy, the data for all produced particles
fall on a universal curve [17]. This is taken as evidence of the existence in the intermediate state
of a system with quark degrees of freedom followed by coalescence. This interpretation of the
general features of this data is highly plausible, however it is difficult to understand why all the
data fall with such high precision on one curve.
To conclude, through this talk I have attempted, on the one hand to bring to your attention
the fact that there exists a large body of very high quality data on multiparticle production in AA
collisions, and on the other, to point out the interesting curiosity that on the whole the data is
simpler and more universal than the current explanations of it.
I do not understand this fact and I am intrigued by it. Is the remarkable simplicity and
universality of the data an accident? If not, is it trivial or profound? Is it possible that we are
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simply wrong or missing something fundamental in our current interpretation of the facts?
In the not too distant future, multiparticle production data in PbPb collisions will become
available at an energy 27 times higher than the highest energy data at RHIC. The trends dis-
cussed in this talk, when extrapolated to LHC energies suggest that the following will be seen
at LHC [7, 10]: 1) extended longitudinal scaling and Npart scaling, 2) for PbPb collisions with
Npart=386 (top 3% centrality) at
√
s=5500 GeV, Ncharged=15000 ± 1000, 3) for PbPb collisions
at
√
s=5500 GeV, for the 40% most central collisions, v2=0.075 ± 0.005, 4) v2n will continue to
be a universal function of KEn , 5) the suppression of high Pt hadrons at mid rapidity, will con-
tinue to be independent of Pt (with RAA ∼ 0.2 for the most central PbPb collisions), 6) for
non-single-diffractive pp collisions at
√
s= 14000 GeV (10000 GeV), Ncharged=70±8 (65±8),
7) for inelastic pp collisions at √s = 14000 GeV (10000 GeV), Ncharged=60±10 (56±9).
If most of these extrapolations turn out to be consistent with LHC data, more than ever
it will become crucial that a coherent explanation can be found for the continued simplicity and
universality of the data.
On the other hand, if some or all of the results turn out to be very different from these
extrapolations, it will be a strong indication of the onset of new physics at LHC.
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Abstract
The phenomenology of gluon saturation at small parton momentum
fraction, Bjorken-x, in the proton and in the nucleus is introduced. The
experimentally-accessible kinematic domains at the nucleus–nucleus
colliders RHIC and LHC are discussed. Finally, the saturation hints
emerging from measurements at RHIC and the perspectives for LHC
are described.
1 Introduction: small-x gluons in the proton and in the nucleus
In the collinear factorization approach of perturbative QCD, the parton distribution functions
(PDFs) of the proton are determined through global fits obtained using the DGLAP scale evo-
lution equations [1–3]. The HERA ep deep inelastic scattering (DIS) data on the proton struc-
ture function F2(x,Q2) as a function of the parton momentum fraction Bjorken-x and of the
squared momentum transfer Q2, and, especially, the Q2 slope, ∂F2(x,Q2)/∂ lnQ2, in the small-
x, 3 × 10−5 <∼ x <∼ 5 × 10−3, and small-Q2 region, 1.5 <∼Q2 <∼ 10 GeV2, set rather stringent
constraints on the small-x gluon distribution xg(x,Q2). In this kinematic region, the gluon dis-
tribution exhibits a strong rise towards low x and the agreement of the global fits with the HERA
F2(x,Q2) data is not as good as it is at larger values of x and Q2 [4]. In particular, the gluon
density xg tends to rise faster than what suggested by the data. This is due to the fact that the
kernels of the DGLAP equations only describe splitting of one parton into two or more, so that
the resulting evolution is linear in the PDFs. At low Q2, the small-x gluon density may increase
to the point where gluon fusion, gg→ g, becomes significant. Within the DGLAP framework,
this phenomenology can be accounted for in an effective way by including nonlinear corrections
in the evolution equations, that is, negative terms of order O(g2), O(g3), etc... that tame the
evolution towards small x. The first nonlinear corrections, the GLRMQ terms, were derived in
Ref. [5,6]. A more accurate description of the small-x nonlinearities is achieved in the framework
of kt-factorization, in which the BK equation [7, 8] is used to evolve the PDFs as a function of
x for fixed transverse momentum squared, k2t , of the gluon. Both approaches to nonlinear gluon
dynamics, in DGLAP and in BK, suggest that one can expected potentially-measurable effects in
pp collisions at LHC energy, for example in heavy-flavour production [9].
In the case of proton–nucleus and nucleus–nucleus collisions, where nuclei with large
mass number A are involved, the nonlinear effects are enhanced by the larger density of gluons
per unit transverse area of the colliding nuclei. The high density of gluons at small x and small
Q2 induces a suppression of the observed hard scattering yields with respect to expectations
based on a scaling with the number of binary nucleon–nucleon collisions. This reduction affects
the kinematic region dominated by small-x gluons: low transverse momentum pt and forward
rapidity y, since, at leading order, we have x ∼ pt exp(−y)/√sNN. The effect, indicated as
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nuclear shadowing, is usually accounted for in terms of a modification of the parton distribution
functions of the nucleon in the nucleus, fAi (x,Q2), with respect to those of the free nucleon,
fNi (x,Q
2):
RAi (x,Q
2) =
fAi (x,Q
2)
fNi (x,Q2)
(1)
where i = qv, qsea, g for valence quarks, sea quarks, and gluons. We have shadowing, RAg < 1,
for x <∼ 5 × 10−2. However, as we will discuss in the following, the strength of the reduction is
constrained by existing experimental data only for x >∼ 10−3.
The use of nuclear-modified parton distribution functions allows high-density effects at
small x to be accounted for within the framework of perturbative QCD collinear factorization.
However, factorization is expected to break down when the gluon phase-space becomes satu-
rated. In these conditions, in the collision with an incoming projectile parton, the partons in the
target nuclear wave function at small x would act coherently, not independently as assumed with
factorization. In the limit, they may form a Colour Glass Condensate (CGC) [10]: a system, that
can be describe in analogy to a spin glass, where gluons (colour charges) have large occupation
number, as in a condensate. The relevant parameter in the CGC is the so-called saturation scale
Q2S, defined as the scale at which the transverse area of the nucleus is completely saturated and
gluons start to overlap. This happens when the number of gluons, ∼ Axg(x,Q2S), multiplied by
the typical gluon size, ∼ 1/Q2S, is equal to the transverse area, ∼ piR2A. Thus:
Q2S ∼
Axg(x,Q2S)
piR2A
∼ Axg(x,Q
2
S)
A2/3
∼ A1/3x−λ ∼ A1/3(√sNN)λeλy , with λ ≈ 0.3. (2)
Q2S grows at forward rapidity, at high c.m.s. energy , and it is enhanced by a factor about 6
(2001/3) in the Au or Pb nucleus, with respect to the proton. Saturation affects the processes in
the region Q2 <∼Q2S, where gluon recombination dominates and factorization may start to become
invalid.
2 Exploring the saturation region
Figure 1, elaborated from Ref. [11], shows the experimental acceptances in the plane (x,Q2)
for: the nuclear DIS (lepton–nucleus) experiments NMC, SLAC-E139, FNAL-E665, EMC;
the nuclear Drell-Yan (lepton–nucleus) experiment FNAL-E772; the RHIC (dAu) experiments
BRAHMS and PHENIX; the experiments in preparation at LHC, ALICE, ATLAS, CMS, LHCb.
The current knowledge of the nuclear modification of the PDFs is based on the nuclear
DIS data, reaching down to x >∼ 10−3. As it can be seen from the figure, the LHC will give access
to an unexplored small-x domain of QCD. There are several model extrapolations of the amount
of nuclear shadowing in this region, with RPbg (x,Q2) ranging from 0.1 to 0.8 at x ∼ 10−4 and
Q2 ∼ 2 GeV2 (see e.g. Ref. [12]).
The estimated values of the saturation scale in heavy-ion collisions at RHIC and LHC are
reported in the figure. For a Au nucleus probed at RHIC energy, √sNN = 200 GeV, the estimated
saturation scale is Q2S ∼ 2 GeV2: processes that involve gluons at x < 10−3–10−2 are affected.
For a Pb nucleus probed at LHC energy, √sNN = 5.5 TeV, the estimated saturation scale isQ2S ∼
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Fig. 1: The kinematic regions in x andQ2 explored by nuclear DIS and Drell-Yan experiments, by RHIC experiments,
and by experiments in preparation at LHC. Elaborated from a compilation in Ref. [11].
5 GeV2: processes that involve gluons at x < 10−4–10−3 are affected. The line at Q2 = 1 GeV2
shows the lower limit of applicability of the perturbative QCD approach. At variance from RHIC,
where the perturbative region and the saturation region have little overlap, at the LHC it will be
possible to explore the saturation region with perturbative probes, like heavy quarks, and cc in
particular. This means that discrepancies between charm production measurements close to the
threshold and perturbative predictions could signal the onset of saturation effects. We will further
discuss this point in Section 4.2. Another very promising approach to the investigation of small-x
effects is by measuring hard process (jets, heavy quarks, weak-interaction vector bosons) in the
forward rapidity region (see Section 4.1).
3 Hints of saturation at RHIC
Two experimental observations in heavy-ion collisions at RHIC support the saturation predic-
tions of a reduced parton flux in the incoming ions due to nonlinear QCD effects. On one
hand, the measured hadron multiplicities (see e.g. Ref. [13]), dNch/dη ≈ 700, are significantly
lower than the dNch/dη ≈ 1000 values predicted by minijet [14] or Regge [15] models, but are
well reproduced by CGC approaches [16]. Assuming parton–hadron duality, hadron multiplic-
ities at mid-rapidity rise proportionally to Q2S times the transverse (overlap) area [17], a feature
that accounts naturally for the experimentally-observed factorization of √sNN- and centrality-
dependences in dNch/dη (Fig. 2, left). The second possible manifestation of CGC-like effects
in the RHIC data is the BRAHMS observation [18] of suppressed yields of semi-hard hadrons
(pt ≈ 2–4 GeV/c) in dAu relative to pp collisions at forward rapidities (up to η ≈ 3.2, Fig. 2,
right). Hadron production at such small angles is sensitive to partons in the Au nucleus with
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Fig. 2: Hints of saturation at RHIC. Left: Normalized dNch/dη as a function of c.m.s. energy and centrality (given in
terms of the number of nucleons participating in the collision,Npart) measured by PHOBOS in Au–Au [13] compared
with saturation predictions [17]. Right: Nuclear modification factor RdAu(pt) for negative hadrons at η = 3.2 in dAu
at
√
sNN = 200 GeV: BRAHMS data [18] compared to pQCD [19, 20] and CGC [21, 22] predictions.
xmin ∼ pt exp(−η)/√sNN ∼ 10−3 [19]. The observed nuclear modification factor, RdAu ≈
0.8, cannot be reproduced by pQCD calculations [19, 20] that include the same nuclear shad-
owing that describes the dAu data at η = 0, but can be described by CGC approaches that
parametrise the Au nucleus as a saturated gluon wavefunction [21, 22].
4 Perspectives for LHC
4.1 Accessing the small-x region with hard processes at forward rapidity
The four LHC experiments —i.e. the two general-purpose and high-luminosity ATLAS and
CMS detector systems as well as the heavy-ion-dedicated ALICE and the heavy-flavour-oriented
LHCb experiments— have all detection capabilities in the forward direction very well adapted
for the study of low-x QCD phenomena with hard processes in collisions with proton and ion
beams (see e.g. Ref. [23] for more details):
• Both CMS and ATLAS feature hadronic calorimeters in the range 3< |η| <5 which al-
low them to measure jet cross-sections at very forward rapidities. Both experiments fea-
ture also zero-degree calorimeters (ZDC, |η| >∼ 8.5 for neutrals), which are a basic tool for
neutron-tagging “ultra-peripheral” Pb–Pb photoproduction interactions. CMS has an ad-
ditional electromagnetic/hadronic calorimeter (CASTOR, 5.3 < |η| < 6.7) and shares the
interaction point with the TOTEM experiment providing two extra trackers at very forward
rapidities (T1, 3.1 < |η| < 4.7, and T2, 5.5 < |η| < 6.6) well-suited for DY measure-
ments.
• The ALICE forward muon spectrometer at 2.5 < η < 4, can reconstruct J/ψ and Υ (as
well as Z0) in the di-muon channel, as well as statistically measure single inclusive heavy-
quark production via semi-leptonic (muon) decays. ALICE counts also on ZDCs in both
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sides of the interaction point for forward neutron triggering of Pb–Pb photoproduction
processes.
• LHCb is a single-arm spectrometer covering rapidities 1.8 < η < 4.9, with very good
particle identification capabilities designed to accurately reconstruct charm and beauty
hadrons. The detector is also well-suited to measure jets, QQ and Z0 → µµ production in
the forward hemisphere.
4.2 Probing small-x gluons with heavy quarks
As already mentioned, at LHC it will be possible to probe the saturation region with perturbative
probes, such as heavy quarks. The x regime relevant for charm production in heavy-ion collisions
at LHC (x >∼ 2mc exp(−y)/√sNN) extends down to x ∼ 10−4 already at central rapidity y = 0
and down to x ∼ 10−6 at forward rapidity y ≈ 4 [24]. Charm (and beauty) production cross
sections at small pt and forward rapidity are thus expected to be significantly affected by parton
dynamics in the small-x region. As an example, the EKS98 parametrisation [25] of the PDFs
nuclear modification, shown in Fig. 3 (centre) for Q2 = 5 GeV2, predicts a reduction of the
charm (beauty) cross section at NLO of about 35% (20%) in Pb–Pb at 5.5 TeV and 15% (10%)
in pPb at 8.8 TeV [24].
The comparison of heavy-quark production in pp and pPb collisions (where final-state
effects, such as parton energy loss, are not expected to be present) is regarded as a sensitive tool
to probe nuclear PDFs at LHC energy. The ratio of invariant-mass spectra of dileptons from
heavy-quark decays in pPb and pp collisions would measure the nuclear modification RPbg [26].
Another promising observable in this respect is the nuclear modification factor of the D meson
pt distribution, defined as:
RDpA(AA)(pt, η) =
1
〈Ncoll〉 ×
d2NDpA(AA)/dptdη
d2NDpp/dptdη
. (3)
In Fig. 3 (right) we show the sensitivity of RDpPb to different shadowing scenarios, obtained by
varying the modification of the PDFs in the Pb nucleus (displayed, for gluons, by the curves
labeled ‘a’, ‘b’, ‘c’ and ‘EKS98’ in the left panel of the same figure). The ALICE experiment
will be able to measure D meson production down to almost zero transverse momentum, at
central rapidity [27]. As shown by the projected experimental uncertainties on the D0 nuclear
modification factor in pPb, reported in the left panel of Fig. 3, this measurement is expected to
be sensitive to the level of nuclear shadowing at LHC.
Charmonium production at low pt and forward rapidity is another promising probe of
small-x gluons at LHC. All four LHC experiments are expected to have good capability for J/ψ
reconstruction in the central and in the forward rapidity region. In particular, ALICE will provide
a measurement via di-muons in 2.5 < y < 4 down to pt ≈ 0 [27], which probes the poorly-
known region x < 10−5 where current PDF parametrisations have large uncertainties. Figure 4
shows the J/ψ rapity-differential cross section at NLO from the Color Evaporation Model [30],
in 2.5 < y < 4 with different PDF sets, compared to the projected precision of the ALICE
measurement [29].
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Fig. 3: Charm production in p–Pb at LHC. Left: EKS98 [25] parametrisation for the modification of the gluon PDF
in a Pb nucleus at Q2 = 5 GeV2 ≃ 4m2c , along with three other different scenarios. Right: corresponding RDpA in
p–Pb at√sNN = 8.8 TeV and expected sensitivity of the ALICE experiment with the D0 → K−pi+ measurement at
central rapidity (|η| < 0.9), with one year of data taking at nominal LHC luminosity [28].
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.
5 Summary
We have discussed how gluons nonlinear evolution and the phonomenology of saturation are
expected to set on at small x in the hadrons, and how these effects are enhanced by the higher
transverse gluon density in large nuclei. The study of this almost unexplored regime can pro-
vide fundamental insight on the high-energy limit of QCD. We have described the experimental
indications of the onset of saturation in heavy-ion collisions at RHIC. The LHC, as a heavy-ion
collider, will be a unique laboratory for the investigation of the saturation regime with perbura-
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tive probes, such as forward rapidity hard processes and heavy quarks at low momentum and/or
forward rapidity.
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Abstract
I discuss the use of high momentum particles as calibrated probes of
the medium created in heavy-ion collisions at RHIC. Since high Q2
processes only happen in the first stages of the collisions the scattered
partons must pass through the produced medium before leaving the
collision region. Their modifications, with respect to those from p-p
collisions, due to this interaction with the medium provides valuable
information on the properties of the medium.
1 Introduction
At RHIC there is strong evidence that heavy-ion collisions at
√
sNN = 200 GeV produce a
strongly coupled plasma whose constituents are quarks and gluons - known as the strongly cou-
pled Quark-Gluon Plasma, sQGP. A number of striking discoveries were made within the first
three years of RHIC’s operations and are detailed in the four experiment’s “white papers” [1–4].
Having established that a sQGP is created we are now in the process of determining the properties
of this new state of matter. One technique we are using to probe the medium is that of comparing
the products of hard scattered partons in p-p to those in A-A. Parton-parton scatterings with high
Q2 occur during the initial stages of the interactions at RHIC energies. Since the production takes
place at an early stage we have direct access to the hot and dense core of the reaction. In p-p
collisions the jet cross-section can be directly calculated from pQCD. In Au-Au collisions the
hard scattered partons must first traverse the hot and dense medium created before escaping the
collision region. By observing the suppression and modification patterns of the fragmentation
products in Au-Au compared to those in p-p we can learn about the properties of the sQGP.
2 The p-p Baseline
Before examining the Au-Au data, we needed to ensure that we can indeed describe the jet
properties in p-p collisions at
√
sNN =200 GeV. Measurements of the total jet cross-section [5]
and the identified particle pT spectra (for example [6,7]) show that there is remarkable agreement
to the data confirming that hard processes with light quarks and gluons are a well calibrated
probe. Recently preliminary charged particle fragmentation functions as a function of jet energy
have also been reported [8]. Figure 1 shows the ξ=log(Ejet/phadron) distributions compared to
PYTHIA (v6.4) [9] for reconstructed leading jet energies of 30-40 GeV, using two different radii
for the jet finding midpoint cone algorithm. The PYTHIA simulations were passed through the
experiment’s GEANT detector response simulators. The overall agreement indicates that next-to-
leading order corrections are not very large, since these effects are not included in the PYTHIA
simulation.
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Fig. 1: Preliminary charged particle dN/dξ distributions for leading jets reconstructed with energies from 30-40 GeV.
The left plot is for jet cone radii of R=0.4, the right for R=0.7. Only statistical errors are shown.
3 Nuclear Modification Factors and Di-hadron Correlations
Having convinced ourselves that we have a well calibrated probe via jet studies in p-p we turn
our attention to the heavy-ion data. Before attempting full jet reconstruction we first looked at the
inclusive high pT particle spectra. At high pT it is expected that particle production is dominated
by fragmentation of hard scattered partons. If these partons do not interact with the medium
the particle production rate should scale with the number of binary nucleon-nucleon collisions
(Nbin) in the initial interaction. In this case the nuclear modification factor, RAA(pT ) (defined as
the yields in A-A divided by the Nbin scaled p-p yields), at high pT should be unity. If however
the partons lose energy interacting with the sQGP the RAA at high pT should be suppressed.
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Fig. 3: Di-hadron correlations for p-p, d-Au, and Au-
Au collisions at
√
sNN =200 GeV. ptrigT = 4 GeV/c
and passT > 2 GeV/c.
The measured RAA for pi0, η, and direct γ are shown in Fig. 2 for central Au-Au collisions
at
√
sNN =200 GeV [10]. The pi0 and η shown a large suppression of a factor five while the pho-
tons follow Nbin scaling. This scaling of the γ is predicted since they carry no color charge and
have mean-free paths (or attenuations lengths) larger than the size of the medium. All hadrons
measured to date, including those from heavy flavor decays, show an equivalent suppression at
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high pT for central data. The level of suppression decreases for peripheral collisions.
The theoretical description that is emerging to describe the RAA results is that the partons
undergo significant gluon radiation which is induced by their traversing a dense colored medium.
The mean parton energy loss is proportional to the gluon density of the sQGP and dependent on
the distance that the parton travels through it. Several theoretical models have been suggested
to describe the data either via the gluon density or the transport coefficient qˆ, which is the mean
k2T transferred to the medium per unit length, see for example [11–14]. While all models are
based on induced gluon radiation they differ in the methods used to calculate the energy loss.
The obtained values of qˆ calculated via these models vary between qˆ ≈ 1-13 [15]. Different
observables are therefore required to uniquely identify those properties of the medium that cause
the RAA suppression as a function of Npart. Di-hadron correlations are one such measurement.
These correlations are made by studying the distributions of the azimuthal difference, ∆(φ),
of all associated particles with pT > passT with respect to trigger particles with pT > p
trig
T .
Hadrons resulting from the fragmentation of the same parton will form a peak at ∆(φ)=0 while
those associated with the backwards scattered parton form a peak at ∆(φ)=pi. In p-p and d-Au
collisions these two peaks are clearly observed (Fig. 3). In the most central Au-Au data however,
the back scattered (away-side) peak disappears [16], indicated by the blue stars in Fig. 3. The
fact that the away-side peak is evident in d-Au collisions means that the jet quenching signal
observed in Au-Au is clearly not an intial but a final state effect due to the sQGP.
The near- and away-side peak particle yields were measured as a function of the number
of participants, Npart, for Au-Au and Cu-Cu events at
√
sNN = 200 GeV. For the near-side the
particle yield per trigger is the same for Au-Au and Cu-Cu collisions, independent of Npart, and
the same as that measured for d-Au collisions. This suggests that the near-side peak is the result
of unmodified vacuum fragmentation. The away-side yield is the same in Cu-Cu and Au-Au for
a fixed Npart but the yields fall strongly as the centrality increases [17]. Both [11] and [14] have
tried to describe these results. Neither group describes the low Npart behavior on the away-side
well but they do show reasonable agreement with the shape of the Npart suppression in Au-Au.
The authors of [14] also matches the data independence on colliding species while [11] predicted
a stronger suppression at a fixed Npart for the Cu-Cu data.
Since these di-hadron correlations are not performed on an event-by-event basis we cannot
calculate true fragmentation functions. Instead we approximate an average fragmentation func-
tion by calculating zT = passT / p
trig
T . This Au-Au di-hadron fragmentation function, DAA(zT ), is
then compared to that from p-p collisions. The away-side DAA(zT ) for Au-Au and Cu-Cu for
different centralities are shown in the left panel of Fig. 4. The right panel shows the away-side
IAA, the binary scaled yield of particles in the jet correlation ratio of Au-Au to p-p data, as a
function of zT . Several interesting effects emerge from these plots. First the similarity of the
Cu-Cu and Au-Au data for the same Npart is preserved as a function of zT . Second the suppres-
sion of the more central events is not a shape modification but a uniform suppression over the
measured range of zT . This suggests that what we are observing on the away-side is energy loss
of the parton in the medium followed by vacuum fragmentation outside of the medium, albeit
with a reduced jet energy.
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Fig. 4: Left: Away-side di-hadron fragmentation functions
for Au-Au and Cu-Cu collisions at
√
sNN = 200 GeV. 6
< ptrigT < 10 GeV/c and 3 GeV/c < p
ass
T < p
trig
T . Right:
The away-side IAA as a function of zT , from [17].
Fig. 5: Leading jet yields per event as a func-
tion of ET for the most central Au-Au events at√
sNN = 200 GeV compared to p-p events at
the same energy. See text for more details.
4 Full Jet Reconstruction
With the full instrumentation and operation of the barrel calorimeter STAR now has the neutral
and charged energy available allowing them to perform, for the first time in heavy-ion collisions,
full jet reconstruction. Several new strategies had to adopted to control the large background
from the softer particles in Au-Au event. It has been shown by CDF that ∼ 80 % of a given
jet’s energy is contained within a cone radius of R=0.3 [18]. Therefore to find the jets a small
cone radius can be used. Finally the bulk of the background has pT less than 2 GeV/c, and thus
only tracks and calorimeter towers with pT or ET > 1-2 GeV are assigned to jets. A correction
is then applied to the reconstructed jet energy to account for the removed jet particles. This
correction is calculated assuming PYTHIA fragmentation. The background from the Au-Au
events is estimated by removing all the particles in the identified jet’s cone and averaging over
the rest of the event. The precision of this reconstruction is therefore strongly dependent on
the event-by-event fluctuations and region-to-region correlations, such as elliptic flow, of this
background [19, 20].
Figure 5 shows the resulting jet energy spectra for Au-Au and p-p events at
√
sNN = 200
GeV. The black circles show the Nbin scaled p-p data, the yellow band indicates the systematic
error on this data. The blue triangles show the 0-10% centrality Au-Au data from a minimum
bias trigger, only statistical errors are shown. These data have been corrected for efficiency,
acceptance, and energy resolution. The open red circles show the uncorrected high tower trigger
Au-Au dataset. This high tower trigger selected events online where at least one tower of the
calorimeter had an energy greater than 7.5 GeV deposited in it. Therefore this data is extremely
biased. This result is not corrected and is shown to indicate the potential jet energy reach of
the data when all the corrections and biases have been accounted for. A comparison of the
minimim bias and scaled p-p data shows that, within the currently large statistical and systematic
uncertainties, the cross-section for hard processes scales with Nbin as predicted. The suppressions
observed through the nuclear modification factors and di-hadron analysis are indeed likely due to
energy loss of the scattered partons and not a reduction of the number of initial hard scatterings.
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5 Summary
At RHIC we have much evidence that a strongly coupled deconfined state of quarks and gluons is
created in the more central Au-Au collisions. We are now moving from the discovery phase into
one of quantitative analysis of the properties of this medium. Studies of the nuclear modifica-
tion factors and di-hadron correlations as a function of centrality and colliding species show that
there is significant energy loss of hard scattered partons as they pass through the sQGP. However,
the fragmentation functions themselves appear to be that of vacuum fragmentation in the ranges
measured. Several models have been developed to try to describe our observations. However,
they virtually all fail in describing all the details of the measurements now available. There is
also the need for more selective experimental data. To this end an exciting new avenue of study
has been opened with the first preliminary result on full jet reconstruction being announced. The
measured Au-Au jet energy spectrum shows no strong suppression indicating that fully recon-
structed jets indeed allow for the identification of all the particles resulting from the parton’s
fragmentation. Thus the observed high pT single and di- hadron suppressions are likely due to
a modification of this fragmentation both as a function of z=phad/Ejet and particle composition.
Studies are underway to try to quantify these effects. We can expect great progress in the future
in high pT correlation/jet studies due to the upgrades occurring at both STAR and PHENIX and
the proposed RHIC luminosity upgrade. Finally there is the commencement of the LHC in 2009
where hard scatterings are much more prevalent and a new regime will begin.
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Abstract
Second-order viscous hydrodynamics in conformal field theories at
high temperature is reviewed and the transport coefficients in strong-
coupling are given obtained from gauge-gravity duality. Results for
bulk physics are compared with RHIC data.
1 Introduction
I start with a definition: a fluid which has no shear stresses, viscosity or heat conduction is called
a PERFECT FLUID, i.e. it looks isotropic in its rest frame, and a quotation: ”Top physics story
of 2005 is the RHIC discovery of the strongly interacting quark-gluon plasma (called sQGP),
which behaves almost like a perfect fluid, with very low viscosity” [1].
Today it is still a crucial story, however, its content needs to be carefully tested!
This talk is based on the work by R. Baier, P. Romatschke, D. T. Son, A. O. Starinets and
M. A. Stephanov on ”Relativistic viscous hydrodynamics, conformal invariance, and hologra-
phy” [2], and by M. Luzum and P. Romatschke on ”Conformal relativistic viscous hydrodynam-
ics: applications to RHIC results at
√
s(NN) = 200 GeV” [3].
2 Hydrodynamics
Relativistic hydrodynamics [4] is written in terms of the energy momentum tensor:
T µν = T µνperfect +Π
µν = (ǫ+ p)uµuν + pgµν +Πµν , (1)
where ǫ is the energy density, p the pressure and uµ the fluid velocity which fulfills uµuµ = −1.
In the following only shear viscosity terms are kept and no net charge in the system is assumed.
The symmetric shear tensor Πµν satisfies uµΠµν = 0, Πµµ = 0. The evolution equations are
given by the local conservation law (geometric covariant derivative ∇µ): ∇µT µν = 0.
To be noted: in case of interactions present in the system, e.g. in underlying QCD dynamics, a
non-vanishing Πµν is present. The main question to be answered is: is the contribution by Πµν
large or small?
2.1 Approximation
To first-order in gradients with respect to uµ, the shear tensor reads
Πµν = −2η < ∇µuν >≡ −ησµν , (2)
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with η the shear viscosity, and
σµν ≡ (∇µuν +∇νuµ)− 2
3
∆µν∇αuα , ∆µν = gµν + uµuν . (3)
The projection ∆µα∇βTαβ = 0 leads to the relativistic Navier-Stokes equation in first-order
theory
(ǫ+ p)uα∇αuµ = ∇µp−∆µα∇β [−2η < ∇αuβ >] , (4)
which is a parabolic differential equation: the time derivative is of first order (uα∇α ≡ D →
∂/∂t), while the space derivative is of second order (∇2): “Relativistic first-order dissipative
theory is highly pathological, and therefore should be discarded in favor of the second-order
one” [5].
To see this problem differently, apply a small linear perturbation in the first-order theory, e.g.
in the transverse mode δu⊥, to find a diffusion equation in the shear channel with a Gaussian
solution, which propagates outside the light-cone.
A minimal modification beyond the diffusion equation by introducing a relaxation time τpi > 0
leads to a hyperbolic equation,
[τpi∂2t + ∂t −
η
(ǫ+ p)
∂2x] δu⊥ = 0 , (5)
which becomes second-order in gradients [6].
2.2 Conformal hydrodynamics
Going much beyond the above conjecture, having CFT in mind, a new result has been obtained
[2, 7]: all second-order terms have been classified by conformal symmetry. Starting from the
Weyl transformations: gµν → e2ω(x) gµν , T µν → e6ω T µν , ... the constitutive relation of causal
viscous hydrodynamics expressed by the derivative expansion to second-order is derived:
Πµν = − ησµν + ητpi
[
〈Dσµν〉 +
1
3
σµν(∇αuα)
]
+κ
[
R<µν> − 2uαRα<µν>βuβ
]
+ λ1σ<µλσν>λ + λ2σ<µλΩν>λ + λ3Ω<µλΩν>λ , (6)
where Rαβγδ is the Riemann tensor, and Rαβ is the Ricci tensor, present in case of curved spaces.
Ωαβ denotes the antisymmetric vorticity tensor. An independent elegant derivation of this result
introducing a Weyl-covariant formalism can be found in [8].
2.3 Mu¨ller-Israel-Stewart theory
Keeping just one term in the derivative expansion at second-order, namely
Πµν = −ησµν + η τpi 〈Dσµν〉 , (7)
defines the Mu¨ller-Israel-Stewart theory [11,12]. In [2] it is remarked that it does not match with
AdS/CFT N = 4 SYM and that therefore all second-order terms in Eq. (6) consistent with
conformal symmetry have to be included into the shear tensor.
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3 AdS/CFT correspondence
Following Maldacena [9] a strongly coupled quantized conformal gauge theory in d = 4 dimen-
sions (N = 4 SYM with 8Nc (1 gauge and 6 scalar) bosons and (4Nc ) Weyl fermions), which
is obviously NOT QCD, is dual to a weakly coupled classical supergravity (type IIB) in d = 10
dimensions (on AdS5 × S5) via a holographic property based on the near extremal black D3−
brane metric with horizon r = r0,
ds2 =
r2
R2
(−f(r)dt2 + d~x2) + R
2
r2f(r)
dr2, f(r) = 1− r
4
0
r4
, (8)
where the radial (bulk) coordinate is bounded by r0 ≤ r < ∞, with the gauge theory on the
boundary at ∞. D3− branes are dynamical walls on which strings can end: the theory of open
strings is living on D3−branes ⇐⇒ the gravity theory of fields is living in the space curved by
the branes. The Hawking temperature is given by T = r0piR2 .
The hydrodynamic transport coefficients are calculated in the limit of large ’t Hooft coupling
λ = g2YMNc, Nc → ∞, g2YM << 1, i.e. the string coupling gs = g
2
YM
4pi << 1 is small,
implying no loops and small curvature l
4
s
R4
= 1λ << 1. The radius R of curvature is large
compared to the string scale ls, implying classical gravity.
The rather involved AdS/CFT-gravity calculations [2, 7], e.g. from the sound channel dispersion
for momentum ω, k << T , leads up to O(k3), etc.:
η
s
=
1
4π
, τpi =
2− ln 2
2πT
, κ =
η
πT
= 2λ1 , λ2 = − ln 22πT η , λ3 = 0 . (9)
The essence of the calculation is to consider the quasi-normal modes in order to relate the gravi-
tational perturbations to a black hole/brane to the ones of a hydrodynamic system, e.g. see figures
in [10].
4 Heavy-ion collisions
4.1 Ambiguities
Heavy-ion collisions require beyond well-understood hydrodynamics, which consists of a set of
differential equations:
• initial conditions, i.e. equilibration time and distribution of energy density [13],
• a QCD equation of state,
• a hadronisation prescription.
4.2 Results
The main results obtained in [3] using the code based on viscous conformal hydrodynamics [2]
are:
• viscous hydrodynamics simulation give a good description of RHIC data, including the
elliptic flow v2, with (s.. entropy density)
η
s
= 0.1± 0.1(theory) ± 0.08(experiment) , (10)
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• the modest estimate is: ηs < 0.5 ,
• an early thermalisation time τ0 is questioned, but τ0 < 2 fm ,
• weak dependence on the values of the second-order parameters τpi, λ1, ...
This is a consequence of the interplay between small gradients and the values of the param-
eters, which are at weak coupling: η/sτpiT = 1/6 = 0.167, κ = λ1 = λ3 = 0, λ2 = −2τpiη,
and are not very different from the ones for λ >> 1 : η/sτpiT = 0.383 (1−3.52 λ−3/2+ ...)(including corrections [14]).
These results imply for the viscosity: near equilibrium there is an estimate
η
s
≃ h¯ mean free path λf
deBroglie wavelength
, (11)
which allows to distinguish between
• a dilute system (QFT − > kinetic theory − > hydro):
with the scale λf → ηs >> h¯, e.g. pQCD (Nf = 0) [15]
η
s
≃ 3.8 1
g4 ln(2.8/g)
≃ O(1) for g = 2.5 , (12)
BUT with ln(2.8/g) ≃ O(1) : ηs ≃ 0.1 → is sensitive to the constant under the log !
• a strongly coupled system (QFT − > hydro):
the only scale is 1/T → ηs = h¯4pi ≃ 0.08, which is the KSS bound [16, 17].
The modest estimate given above, however, does not rigorously exclude a perturbative QCD
plasma versus a sQGP. A related statement follows from the estimates of the thermalisation time;
for pQCD see [18].
5 Conclusions
There is excitement in the heavy-ion community about the beautiful ideas of the gauge/gravity
correspondence, which strongly helps to gain intuition into STRONG COUPLING phenomena.
But one may ask for more [19], e.g. ”Is there an experiment whose outcome could cast strong
doubts on the relevance of AdS/CFT to understand QCD” ? One answer maybe jet physics [20].
For me one of the most challenging questions of the theory is related to the detailed microscopic
mechanism for the rather RAPID EQUILIBRATION of matter in RHIC collisions.
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Abstract
We construct a model of high energy heavy ion collisions as two ultra-
relativistic shock waves colliding in AdS5. The metric in the forward
light cone after the collision is constructed perturbatively through ex-
pansion in graviton exchanges. We conclude that shock waves cor-
responding to physical energy-momentum tensors of the nuclei must
completely stop almost immediately after the collision in AdS5, which,
on the field theory side, corresponds to complete nuclear stopping due
to strong coupling effects, likely leading to Landau hydrodynamics.
We propose using zero-net energy shock waves, which continue mov-
ing along their light cones after the collision, as a possible way to
model the collision which may lead to Bjorken hydrodynamics at late
proper times.
1 General Setup: Expansion in Graviton Exchanges
Our goal is to describe the isotropization (and thermalization) of the medium created in heavy
ion collisions assuming that the medium is strongly coupled and using AdS/CFT correspondence
to study its dynamics. We want to construct a metric in AdS5 which is dual to an ultrarelativistic
heavy ion collision as pictured in Fig. 1. Throughout the discussion we will use Bjorken approxi-
mation of the nuclei having an infinite transverse extent and being homogeneous (on the average)
in the transverse direction, such that nothing in our problem would depend on the transverse co-
ordinates x1, x2.
We start with a metric for a single shock wave moving along a light cone [2]:
ds2 =
L2
z2
{
−2 dx+ dx− + 2π
2
N2c
〈T−−(x−)〉 z4 dx− 2 + dx2⊥ + dz2
}
. (1)
Here x± = x0±x3√
2
, z is the coordinate describing the 5th dimension such that the boundary of the
AdS space is at z = 0, and L is the curvature radius of the AdS space. According to holographic
renormalization [3], 〈T−−(x−)〉 is the expectation value of the energy-momentum tensor for a
single ultrarelativistic nucleus moving along the light-cone in x+-direction in the gauge theory.
The metric in Eq. (1) is an exact solution of Einstein equations in AdS5: Rµν+ 4L2 gµν = 0.
It can also be represented perturbatively as a single graviton exchange between the source nucleus
†This talk was based on [1].
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x 0x x
nucleus 1 nucleus 2
− +
x 3
Fig. 1: The space-time picture of the ultrarelativistic heavy ion collision in the center-of-mass frame. The collision
axis is labeled x3, the time is x0.
at the AdS boundary and the location in the bulk where we measure the metric/graviton field. This
is shown in Fig. 2, where the solid line represents the nucleus and the wavy line is the graviton
propagator. Incidentally a single graviton exchange, while being a first-order perturbation of the
empty AdS space, is also an exact solution of Einstein equations. This means higher order tree-
level graviton diagrams are zero (cf. classical gluon field of a single nucleus in covariant gauge
in the Color Glass Condensate (CGC) formalism [4]).
N
1
2
c
−−
~        <T   >
Fig. 2: A representation of the metric (1) as a graviton (wavy line) exchange between the nucleus at the boundary of
AdS space (the solid line) and the point in the bulk where the metric is measured (denoted by a cross).
Now let us try to find the geometry dual to a collision of two shock waves with the metrics
like that in Eq. (1). Defining t1(x−) ≡ 2 pi2N2c 〈T1−−(x
−)〉 and t2(x+) ≡ 2pi2N2c 〈T2++(x
+)〉 we
write the metric resulting from such a collision as
ds2 =
L2
z2
{
− 2 dx+ dx− + dx2⊥ + dz2 + t1(x−) z4 dx− 2 + t2(x+) z4 dx+2
+ higher order graviton exchanges
}
(2)
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Fig. 3: Diagrammatic representation of the metric in Eq. (2). Wavy lines are graviton propagators between the
boundary of the AdS space and the bulk. Graphs A and B correspond to the metrics of the first and the second nucleus
correspondingly. Diagram C is an example of the higher order graviton exchange corrections.
The metric of Eq. (2) is illustrated in Fig. 3. The first two terms in Fig. 3 (diagrams A and
B) correspond to one-graviton exchanges which constitute the individual metrics of each of the
nuclei, as shown in Eq. (1). Our goal below is to calculate the next order correction to these terms,
which is shown in the diagram C in Fig. 3. Fig. 3 illustrates that construction of dual geometry to
a shock wave collision in AdS5 consists of summing up all tree-level graviton exchange diagrams,
similar diagrammatically to the classical gluon field formed by heavy ion collisions in CGC [5].
While classical gluon fields lead to free-streaming final state [6], their AdS graviton “dual” is
likely to lead to a hydrodynamic final state for the gauge theory like the one found in [2].
2 Perturbative Solution of Einstein Equations
To solve Einstein equations perturbatively in graviton exchanges we write
gµν = g(0)µν + g
(1)
µν + g
(2)
µν + . . . . (3)
Here g(0)µν is the metric of the empty AdS5 space with non-zero components
g
(0)
+− = g
(0)
−+ = −
L2
z2
, g
(0)
ij = δij
L2
z2
, i, j = 1, 2, g(0)zz =
L2
z2
. (4)
g
(1)
µν is the first perturbation of the empty AdS5 space due to the two nuclei
g
(1)
−− = t1(x
−)L2 z2, g(1)++ = t2(x
+)L2 z2 (5)
with all the other components zero.
We want to find the next non-trivial correction g(2)µν . By the choice of Fefferman-Graham
coordinates one has gzµ = gµz = 0 exactly for µ 6= z and gzz = L2/z2. Hence the non-trivial
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components of g(2)µν are those for µ, ν = 0, . . . , 3. Due to translational and rotational invariance of
the nuclei in the transverse direction g(2)ij ∼ δij . We thus parametrize the unknown components
of g(2)µν as
g
(2)
−− =
L2
z2 f(x
+, x−, z), g(2)++ =
L2
z2 f˜(x
+, x−, z),
g
(2)
+− = −12 L
2
z2 g(x
+, x−, z), g(2)ij =
L2
z2 h(x
+, x−, z) δij (6)
with f , f˜ , g and h some unknown functions. Imposing causality we require that functions f , f˜ ,
g and h are zero before the collision, i.e., that before the collision the metric is given only by
the empty AdS space and by the contributions of the two nuclei (5). Also, according to general
properties of gµν outlined in Sect. 1 (see [3]), we demand that f , f˜ , g and h go to zero as z4
when z → 0.
Linearizing Einstein equations in f , f˜ , g, and h we solve the obtained system of differential
equation to obtain [1]
h(x+, x−, z) = h0(x+, x−) z4 + h1(x+, x−) z6 (7)
where h0 and h1 are determined by the causal solutions of the following equations
(∂+ ∂−)2 h0(x+, x−) = 8 t1(x−) t2(x+), (8)
∂+ ∂− h1(x+, x−) =
4
3
t1(x−) t2(x+). (9)
f , f˜ , and g are easily expressed in terms of h(x+, x−, z) from Eq. (7) (see [1]).
3 Nuclear Stopping and How One May Avoid It
Imagine a collisions of two shock waves whose energy-momentum tensors are given by smeared
delta-functions
t1(x−) = 2π2
µ
a
θ(x−) θ(a− x−), t2(x+) = 2π2 µ
a
θ(x+) θ(a− x+). (10)
Here for a shock wave moving in the x+-direction µ ∝ p+ Λ2A1/3 and a ∝ R Λp+ ∝ A
1/3
p+ ,
where the nucleus of radius R has A nucleons in it with N2c valence gluons each. p+ is the light
cone momentum of each nucleon and Λ is the typical transverse momentum scale. Using the
solution found in Sect. 2 along with holographic renormalization we find the “−−” component
of the energy-momentum tensor of a shock wave after the collision at x− = a/2 and for x+ ≫ a:
〈T−−(x+ ≫ a, x− = a/2)〉 = N2c
µ
a
− 4π2N2c µ2 x+2. (11)
The first term on the right of Eq. (11) is due to the original shock wave while the second term
describes energy loss due to graviton emission.
Eq. (11) shows that 〈T−−〉 of a nucleus becomes zero at light-cone times
x+ ∼ 1√
µa
∼ 1
ΛA1/3
. (12)
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Indeed zero 〈T−−〉 would mean a complete stopping of the shock wave and the corresponding
nucleus. At larger x+ the energy-momentum tensor component in Eq. (11) becomes negative:
one can show that higher order graviton exchanges become important at this light cone time
likely preventing 〈T−−〉 from becoming negative. As the shock wave can loose all of its energy
by emitting a single graviton as shown in Fig. 3C, it is highly unlikely that higher order graviton
exchanges/emissions would prevent the shock wave from stopping. We thus conclude that the
collision of two nuclei at strong coupling leads to a necessary stopping of the two nuclei shortly
after the collision. If the nuclei stop completely in the collision, the strong interactions between
them are almost certain to thermalize the system, probably leading to Landau hydrodynamics [7].
However, in the real-life heavy ion collisions the nuclei interact weakly at the early stages
of the collisions and continue moving along their light cones after the collision. While finding a
dual theory describing these weak coupling effects in the framework of the AdS/CFT correspon-
dence is very hard, we suggest mimicking them by using zero-net energy shock waves with
t1(x−) = Λ21 δ
′(x−), t2(x+) = Λ22 δ
′(x+) (13)
in the shock waves metric of Eq. (2). δ′(x) denotes the derivative of a delta-function and Λ1 and
Λ2 are the transverse momentum scales describing the two nuclei. One can then show [1] that the
lowest order non-trivial graviton exchange of Fig. 3C leads to the following energy density ǫ and
transverse p and longitudinal p3 pressure components for the produced medium at early times:
ǫ(τ) =
N2c
π2
4Λ21 Λ
2
2, p(τ) =
N2c
π2
4Λ21 Λ
2
2, p3(τ) = −
N2c
π2
4Λ21 Λ
2
2. (14)
(One can prove [1] that graviton expansion of Fig. 3 corresponds to expansion in Λ21 τ2 and Λ22 τ2
for the energy-momentum tensor of the gauge theory: hence the lowest order diagram (Fig. 3C)
gives the dominant contribution to Tµν at early times.) One can see from Eq. (14) that the energy
density of the strongly coupled medium starts out as a constant at early times, a conclusion which
has been reached earlier in [8]. The energy-momentum tensor components in Eq. (14) are also
similar to those found in CGC at early times [9], and may serve as a starting point for a possible
evolution of the strongly-coupled system towards Bjorken hydrodynamics [10].
This research is sponsored in part by the U.S. Department of Energy under Grant No.
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Abstract
In 1/Nc expansion, analyticity and crossing lead to crossing even and odd
(C = ±1) vacuum exchanges at high-energy, the Pomeron and the Odderon.
We discuss how, using String/Gauge duality, these can be identified with a
reggeized Graviton and the anti-symmetric Kalb-Ramond fields in AdS back-
ground. With confinement, these Regge singularities interpolate with glueball
states. We also discuss unitarization based on eikonal sum in AdS.
1 Forward Scattering, Gauge/String Duality and Confinement
The subject of near-forward high energy scattering for hadrons has a long history. We focus here on the
recent developments based on Maldacena’s weak/strong duality, relating Yang-Mills theories to string
theories in (deformed) Anti-de Sitter space [1–5]. For conformally invariant gauge theories, the metric
of the dual string theory is a product, AdS5 × W , ds2 =
(
r2
R2
)
ηµνdx
µdxν +
(
R2
r2
)
dr2 + ds2W ,
where 0 < r < ∞. For the dual to N = 4 supersymmetric Yang-Mills theory the AdS radius R is
R2 ≡ √λα′ = (g2YMN)1/2α′ , and W is a 5-sphere of this same radius. We will ignore fluctuations
over W and also assume that λ ≫ 1, so that the spacetime curvature is small on the string scale, and
g2YM ≪ 1 so that we can use string perturbation theory. (See [3, 4] for more references.)
The fact that 5-dim description enters in high energy collision can be understood as follows. In
addition to the usual LC momenta, p± = p0 ± pz (2d), and transverse impact variables, ~b (2d), there is
one more “dimension”: a “resolution” scale specified by a probe, e.g., 1/Q2 of virtual photon in DIS,
(see Fig. 1a.) Because of conformal symmetry, these 5 coordinates transform into each others, leaving
the system invariant. In the strong coupling limit, conformal symmetry is realized as the SL(2, C)
isometries of Euclidean AdS3 subspace of AdS5, where r can be identified with Q2.
The traditional description of high-energy small-angle scattering in QCD has two components —
a soft Pomeron Regge pole associated with exchanging tensor glueballs, and a hard BFKL Pomeron at
weak coupling. On the basis of gauge/string duality, a coherent treatment of the Pomeron was provided
[1]. These results agree with expectations for the BFKL Pomeron at negative t, and with the expected
glueball spectrum at positive t, but provide a framework in which they are unified [6].
One important step in formulating the dual Pomeron involves the demonstration [7] that in ex-
clusive hadron scattering, the dual string theory amplitudes at wide angle, due to the red-shifted local-
momenta, s → s˜ = (R/r)2s and t → t˜ = (R/r)2t, give the power laws that are expected in a gauge
theory. It was also noted that at large s and small t that the classic Regge form of the scattering amplitude
† speaker
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should be present in certain kinematic regimes [7, 8]. Equally important is the fact that, with confine-
ment, transverse fluctuations of the metric tensor GMN in AdS acquire a mass and can be identified with
a tensor glueball [9, 10]. It was suggested in [10] that, at finite λ, this will lead to a Pomeron with an
intercept below 2. That is, Pomeron can be considered as a Reggeized Massive Graviton.
The dual Pomeron was subsequently identified as a well-defined feature of the curved-space string
theory [1]. For a conformal theory in the large Nc limit, a dual Pomeron can always be identified with the
leading eigenvalue of a Lorentz boost generator M+− of the conformal group [3]. The problem reduces
to finding the spectrum of a single J-plane Schro¨dinger operator. In the strong coupling limit, conformal
symmetry requires that the leading C = +1 Regge singularity is a fixed J-plane cut. For ultraviolet-
conformal theories with confinement deformation, the spectrum exhibits a set of Regge trajectories at
positive t, and a leading J-plane cut for negative t, the cross-over point being model-dependent. (See
Fig. 1b.) For theories with logarithmically-running couplings, one instead finds a discrete spectrum of
poles at all t, with a set of slowly-varying and closely-spaced poles at negative t.
**(Q
2
)
b1
b2
b
'
!"!##
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Fig. 1: (a) Intuitive picture for AdS5 kinematics. (b) Schematic representation of J-plane singularity structure. (c) Schematic
form of ∆-j relation for λ << 1 and λ >> 1 for C = +1 and λ >> 1 for C = −1.
2 Conformal Pomeron, Odderon and Analyticity
At high-energy, analyticity and crossing lead to C = ±1 vacuum exchanges, the Pomeron and the
Odderon. The qualitative picture for Pomeron exchange in weak coupling [11] has been understood for a
long time, in leading order expansion in g2YM and all order sum in g2YM log(s/s0). In the conformal limit,
both the weak-coupling BFKL Pomeron and Odderons correspond to J-plane branch points, e.g., the
BFKL Pomeoron is a cut at j(+)0 , above j = 1. Two leading Odderons have been identified. (See [4, 12]
for more references.) Both are branch cuts in the J-plane. One has an intercept slightly below 1 [13],
and the second has an intercept precisely at 1 [14]. These are summarized in Table 1.
In the strong coupling limit, conformal symmetry dictates that the leading C = +1 Regge singu-
larity is a fixed J-plane cut at j(+)0 = 2 − 2/
√
λ + O(1/λ). As λ increases, the “conformal Pomeron”
moves to j = 2 from below, approaching the AdS graviton. We have recently shown [4] that the strong
coupling conformal odderons are again fixed cuts in the J-plane, with intercepts specified by the AdS
mass squared, m2AdS , for Kalb-Ramond fields [15],
j
(−)
0 = 1−m2AdS/2
√
λ+O(1/λ) . (1)
Interestingly, two leading dual odderons can be identified, parallel the weak-coupling situation. One
solution has m2AdS,(1) = 16. There is also a second solution where m
2
AdS,(2) = 0. We outline below how
these features emerge in Gauge/String duality.
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Weak Coupling Strong Coupling
C = +1: Pomeron j(+)0 = 1 + (ln 2) λ/π2 +O(λ2) j
(+)
0 = 2− 2/
√
λ+O(1/λ)
C = −1: Odderon j(−)0,(1) ≃ 1− 0.24717 λ/π +O(λ2) j
(−)
0,(1) = 1− 8/
√
λ+O(1/λ)
j
(−)
0,(2) = 1 +O(λ
3) j(−)0,(2) = 1 +O(1/λ)
Table 1: Pomeron and Odderon intercepts at weak and strong coupling, with λ = g2YMNc the ’t Hooft coupling.
2.1 Flat-Space Expectation for C = ±1 Sectors
String scattering in 10-d flat-space at high energy leads to a crossing-even and crossing-odd amplitudes,
T (±)10 (s, t)→ f (±)(α′t)(α′s)α±(t) , (2)
where α+(t) = 2 + α′t/2 and α−(t) = 1 + α′t/2 respectively. That is, at t = 0, a massless state with
integral spin is being exchanged, e.g., for C = +1, one is exchanging a massless spin-2 particle, the
ubiquitous graviton. Of course, the coefficient functions, f (±)(α′t), are process-dependent.
Massless modes of a closed string theory can be identified with transverse fluctuations coming
from a left-moving and a right-moving level-one oscillators, e.g., states created by applying a†1,I a˜
†
1,J to
the vacuum, i.e., a†1,I a˜
†
1,J |0; k+, k⊥〉, with k2 = 0. Since a 10-dim closed string theory in the low-energy
limit becomes 10-dim gravity; these modes can be identified with fluctuations of the metric GMN , the
anti-symmetric Kalb-Ramond background BMN [15], and the dilaton, φ, respectively. It is important
to note that we will soon focus on AdS5, i.e., one is effectively working at D = 5. With D = 5, the
independent components forGMN and BMN are 5 and 3 respectively, precisely that necessary for having
(massive) states with spin 2 and 1 [10]. For oriented strings, it can be shown that the symmetric tensor
contributes to C = +1 and the anti-symmetric tensor contributes to C = −1.
2.2 Diffusion in AdS for Pomeron and Odderon
Let us next introduce diffusion in AdS. We will restrict ourselves to the conformal limit. Regge behavior
is intrinsically non-local in the transverse space. For flat-space scattering in 4-dimension, the transverse
space is the 2-dimensional impact parameter space, ~b. In the Regge limit of s large and t < 0, the
momentum transfer is transverse. Going to the ~b-space, t → ∇2b , and the flat-space Regge propagator,
for both C = ±1 sectors, is nothing but a diffusion kernel, 〈 ~b | (α′s)α±(0)+α′t∇2b/2 | ~b′ 〉, with
α+(0) = 2 and α−(0) = 1 respectively. In moving to a ten-dimensional momentum transfer t˜, we must
keep a term coming from the momentum transfer in the six transverse directions. This extra term leads
to diffusion in extra-directions, i.e., for C = +1, α′t˜ → α′∆P ≡ α′R2r2 ∇2b + α′∆⊥P . The transverse
Laplacian is proportional to R−2, so that the added term is indeed of order α′/R2 = 1/
√
λ. To obtain
the C = +1 Regge exponents we will have to diagonalize the differential operator ∆P . Using a Mellin
transform,
∫∞
0 ds˜ s˜
−j−1
, the Regge propagator can be expressed as s˜2+α′t˜/2 =
∫ dj
2pii s˜
j G(+)(j) =∫ dj
2pii
s˜j
j−2−α′∆P /2 where ∆P ≃ ∆j , the tensorial Laplacian. Using a spectral analysis, it leads to a
J-plane cut at j(+)0 .
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A similar analysis can next be carried out for the C = −1 sector. We simply replace the Regge
kernel by s˜1+α′ t˜/2 =
∫ dj
2pii s˜
j G(−)(j) =
∫ dj
2pii s˜
j(j − 1− α′∆O/2)−1. The operator ∆O(j) can be
fixed by examining the EOM at j = 1 for the associated super-gravity fluctuations responsible for this
exchange, i.e., the anti-symmetric Kalb-Ramond fields, BMN . One finds two solutions,
G(−)(j) =
1
[j − 1− (α′/2R2)(Maxwell −m2AdS,i)]
, (3)
i = 1, 2, where Maxwell stands for the Maxwell operator. Two allowed values are m2AdS,1 = 16 and
m2AdS,2 = 0. A standard spectral analysis then lead to a branch-cut at j
(−)
0 , given by Eq. (1).
2.3 Regge and DGLAP Connection
It is also useful to explore the conformal invariance as the isometry of transverse AdS3. Upon taking
a two-dimensional Fourier transform with respect to q⊥, where t = −q2⊥, one finds that G(±) can be
expressed simply as
G(±)(z, x⊥, z′, x′⊥; j) =
1
4πzz′
e(2−∆(±)(j))ξ
sinh ξ
, (4)
where cosh ξ = 1+ v, v = [(x⊥− x′⊥)2+ (z− z′)2]/(2zz′) the AdS3 chordal distance, and z = R2/r,
and ∆(±)(j) = 2+
√
2 λ1/4
√
(j − j(±)0 ) is a J-dependent effective AdS5 conformal dimension [1,3,4].
The ∆− j curve for ∆(±) is shown in Fig. 1c. A related discussion on ∆(j) can be found in [16].
For completeness, we note that, for both C = +1 and C = −1, it is useful to introduce Pomeron
and Odderon kernels in a mixed-representation,
K(±)(s, z, x⊥, z′, x′⊥) ∼
(
(zz′)2
R4
)∫
dj
2πi
[
(−s˜)j ± (s˜)j
sinπj
]
G(±)(z, x⊥, z′, x′⊥; j) . (5)
To obtain scattering amplitudes, we simply fold these kernels with external wave functions. Eq. (5) also
serves as the starting point for eikonalization.
3 Unitarity, Absorption, Saturation and the Eikonal Sum
For simplicity, we will focus here on the C = +1 sector, assuming all crossing odd amplitudes vanish.
It has been shown in Refs. [?, 2, 3] that, in the strong coupling limit, a 2-to-2 amplitude, A(s, t), in the
near-forward limit can be expressed in terms of a “generalized” eikonal representation,
A2→2(s, t) =
∫
dzdz′P13(z)P24(z′)
∫
d2b e−ib
⊥q⊥A˜(s, b⊥, z, z′) , (6)
where A˜(s, b⊥, z, z′) = 2is
[
1− eiχ(s,b⊥,z,z′)
]
, and b⊥ = x⊥ − x′⊥ due to translational invariance.
The probability distributions for left-moving, P13(z), and right moving, P14(z) particles are products of
initial (in) and final (out) particle wave functions. The eikonal, χ, can be related to the strong coupling
Pomeron kernel [1, 3], and can be expressed as the inverse Mellin transform of G(+)(j, x⊥ − x′⊥, z, z′).
We note the salient feature of eikonal scattering locally in transverse AdS3, and the near-forward
field-theoretic amplitude is obtained from a bulk eikonal amplitude after convolution. It is useful to
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focus our attention on the properties of the bulk eikonal formula A˜(s, b⊥, z, z′) itself. For χ real, it is
elastic unitary. On the other hand, when χ is complex, (with Imχ > 0), one has inelastic production.
Absorption and saturation can now be addressed in this context. It is also important to note that, for
Froissart bound, confinement is crucial. Discussion on these and related issues can be found in Ref. [3].
We end by pointing out one unique feature of strong coupling – the eikonal is predominantly real.
To simplify the discussion, let us consider the second order contributions to the imaginary part of the
elastic amplitude. The AGK cutting rule for the imaginary part of the elastic amplitude generalizes to
cos(j0π)|χ|2 =
[
1− 2 sin2(j0π/2) − 2 sin2(j0π/2) + 2 sin2(j0π/2)
] |χ|2 (7)
where the first term on the right is due to the elastic scattering, the last term is due to two-cut-Pomeron
contribution, and the second and the third are due to one-cut-Pomeron contributions. The tradition weak
coupling approach to diffraction scattering has j0 ≃ 1, leading to a net negative contribution: −1 =
1− 2− 2 + 2. This leads to absorption, already dominant at second order. However, for extreme strong
coupling, one has j0 ≃ 2, leading to a positive cut contribution: 1 = 1 − 0 − 0 + 0. This is consistent
with scattering being predominantly elastic. However, the real world is neither strictly weak coupling
nor strong coupling. For j0 ≃ 1.5, one finds the two-Pomeron contribution vanishes: 0 = 1− 1− 1+ 1.
That is, what used to be the dominant correction to elastic scattering now vanishes. Clearly, these issues
deserve further examination. For applications of [1–5] for DIS, see [17].
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Abstract
An overview of the recent results on hadron spectroscopy from the
electron-proton collider experiments H1 and ZEUS at HERA is pre-
sented. Production of particles with light and strange quarks is mea-
sured and the results are compared to RHIC data and to predictions of
Monte Carlo models. The investigation of exotic states in the strangeness
sector is reviewed. Measurements in the charm sector cover studies of
the radially and orbitally excited charm states.
1 Introduction
High energy particle collisions which give rise to large multiplicities of produced hadrons pro-
vide an opportunity to study the hadronisation process, in which quarks and gluons convert to
colourless hadrons. Since most hadrons are produced with low transverse momentum, the theory
of perturbative quantum chromodynamics (pQCD) is not applicable to describe hadronisation.
The production of long-lived hadrons and resonances at high energies was studied in detail in
electron-positron (e−e+) collisions at LEP using Z0 decays [1]. The measurements using high
energy hadronic interactions were restricted to long-lived and heavy quark hadrons. Recently, the
production of the hadronic resonances ρ(770)0, K∗(892)0 and φ(1020) was measured in heavy-
ion and proton-proton (pp) collisions at RHIC [2]. The electron-proton (ep) collider HERA
allows the study of particle production in quasi-real photon-proton (γp) collisions, where the
nuclear density is much lower than at RHIC. This is particularly interesting, because the γp
centre-of-mass energy at HERA is about the same as for colliding nucleons at RHIC.
2 Generic Shape of Hadronic Spectra
Particle production in γp, pp and AuAu collisions has several properties. The transverse momen-
tum (pT ) charged particle spectra [3] are described by a power law distribution
1
pi
d2σ
dp2Tdy
=
A
(ET0 + EkinT )n
, (1)
where y is rapidity, EkinT =
√
m20 + p
2
T −m0 is the transverse kinetic energy, m0 is the nominal
resonance mass, A is a normalisation factor and ET0 and n are free parameters. At low EkinT
the power law function (1) is behaving like a Boltzmann exponential distribution exp(−EkinT /T )
with T = ET0/n. This exponential behaviour of the hadronic spectra was interpreted within a
thermodynamic picture of hadroproduction [4]. In this framework the parameter T plays the role
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of the temperature at which hadronisation takes place. At high EkinT the constant ET0 becomes
negligible.
In figure 1, some features for the charged particle spectra are shown. In pp the T increases
and n decreases with increasing s. When comparing hadron production in γp, pp and AuAu at
fixed s the parameters T and n increase with the complexity of the collisions.
− γp <W> = 210 GeV
−  pp √s = 53-1800 GeV
− AuAu √sNN = 200 GeV
n
T 
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Fig. 1: Fit parameters T = ET0/n and n from power
law distribution of charged particle spectra.
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Fig. 2: The measured differential non-diffractive
cross-sections for ρ0, K∗0 and φ mesons.
3 Inclusive Photoproduction of ρ0(770), K∗(892)0 and φ(1020) Mesons
First measurements of inclusive non-diffractive photoproduction of ρ0, K∗0 and φ mesons at
HERA are presented by the H1 collaboration. In figure 2a), the invariant differential cross sec-
tions for the production of these resonances as a function of transverse momentum are presented
together with a power law fit (1) as for the charged particle spectrum. In figure 2b), the dif-
ferential cross sections as a function of rapidity (ylab) are observed to be flat, within errors in
the visible range. It is observed that these resonances with their different masses, lifetimes and
strangeness content are produced with about the same value of the average transverse kinetic
energy. This observation supports a thermodynamic picture of hadronic interactions.
In figure 3, a modification of the shape of ρ0 resonance produced in γp collisions at HERA
is described by taking into account Bose-Einstein correlations (BEC) in the Monte Carlo model.
A similar effect is observed in pp and heavy-ion collisions at RHIC [2] and in e+e− annihilation
at LEP [5], using Z0 decays.
The cross section ratios R(K∗0/ρ0), R(φ/ρ0) and R(φ/K∗0) are estimated. In figure 4,
the R(φ/K∗0) is compared to results obtained in pp and heavy-ion collisions by the STAR ex-
periment at RHIC [2]. The ratio R(φ/K∗0) measured in γp interactions is in agreement with pp
results. A tendency of φ meson production to be more abundant in AuAu collisions is observed,
but an increased accuracy is required to reach firm conclusions.
4 K0S, Charged K∗(892) Mesons and Λ Baryon Production in DIS
The H1 collaboration has studied K0S and Λ production in the DIS within the photon virtuality
range 2 < Q2 < 100 GeV2 [6] as a function of event variables and final state particle variables.
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The cross section of K0S and Λ as a function of pT are presented in figures 5 and 6 correspond-
ingly. The overall features of the data are reproduced by colour dipole model (CDM) based
predictions, when using the strangeness suppression factor λs = 0.3 and applying model pa-
rameters tuned to LEP e+e− data. However, the predictions fail to describe the details of the
distributions in various regions of the phase space, in particular at low pT , low x and large pos-
itive rapidity. There was no asymmetry observed between Λ and Λ, which indicates a similar
production process for baryons and antibaryons.
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The H1 collaboration has reported the observation of charged K∗(892) mesons in the
DIS kinematic region 5 < Q2 < 100 GeV2 [7]. The invariant mass spectrum is shown in
figure 7. The cross sections for the K∗± production are measured as a function of the transverse
momentum, pseudorapidity, photon virtuality, Feynman-x and the centre-of-mass energy of the
hadronic final state. The measured cross sections are in agreement with DJANGOh1.4 (CDM)
and RAPGAP3.1 (MEPS) Monte Carlo model predictions. This is consistent with the results of
the K0S and Λ measurements.
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5 Exotic States in the Strangeness Sector
The K0SK0S final state was studied with the ZEUS detector [8]. In figure 8, the measured invari-
ant mass distribution is shown. Three enhancements which correspond to f2(1270)/a02(1320),
f ′2(1525) and f0(1710) were observed. No state heavier than the f0(1710) is seen. The invariant
distribution was fitted taking into account the interference pattern predicted by SU(3) symmetry
arguments. The measured masses of the f ′2(1525) and f0(1710) states are slightly below the
PDG values [9], while the widths are consistent with the PDG values [9]. The f0(1710) state,
which has a mass consistent with the lower lying JPC = 0++ glueball candidate, is observed
with a five standard deviation statistical significance. However, if this state is the same as that
seen in γγ → K0SK0S [10], it is unlikely to be a pure glueball state, since photons can couple in
partonic level only to charged objects.
6 Charmed Particle Production
ZEUS studied excited charm and charm-strange mesons. The signals are reported [11] ofD1(2420)0,
D∗2(2460)0 and Ds1(2536) mesons in the decay chains D01, D∗02 → D∗±pi∓, D±pi∓ and D±s1 →
D∗±K0S , D
0K±. The measured masses are in reasonable agreement with the world average
values [9] while the measured D01 width is above the world average value.
The measured D01 helicity parameter is h(D01) = 5.9+3.0−1.7(stat.)
+2.4
−1.0(syst.), which is incon-
sistent with the prediction of h = 0 for a pure S-wave decay of the 1+ state, and is consistent
with the prediction of h = 3 for a pure D-wave decay. The measured D+s1 helicity parameter is
h(D+s1) = −0.74+0.23−0.17(stat.)+0.06−0.05(syst.), which is inconsistent with the prediction of h = 3 for
a pure D-wave decay of the 1+ state, and is barely consistent with the prediction of h = 0 for
a pure S-wave decay. Both D- and S-wave seem to contribute to the D+s1 → D∗+K0S decay.
These measurements are consistent with e+e− results.
No radially excited D∗′+(2640) meson was observed. The best upper limit on the charm
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branching fraction is estimated to f(c→ D∗′+) · BD∗′+→D∗+pi+pi− < 0.4% (95% C.L.).
7 Summary
Production of particles consisting of light and strange quarks was measured and compared to
the RHIC data and to the predictions of Monte Carlo models. The ratio R(φ/K∗0) measured
in γp interactions is in agreement with pp results. A tendency of φ meson production to be
more abundant in AuAu collisions is observed, but an increased accuracy is required to reach
firm conclusions. The overall features of the strange particle production are well described by
theoretical models. However, there are still many details that need improvements, in particular
concerning the treatment of the non-pertubative effects. The K0SK0S final state spectrum shows
clear evidence for the f0(1710) state, consistent with the lowest lying JPC = 0++ glueball
candidate. Excited charm and charm-strange mesons were observed and their helicity structure
were studied.
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Abstract
Recent results on diffractive dijet and vector boson production and ex-
clusive dijet production from the Collider Detector at Fermilab (CDF)
experiment are presented.
1 Introduction
CDF Collaboration performed various measurements on inclusive diffraction and exclusive pro-
duction using pp¯ collision data from the Fermilab Tevatron collider collected in Run I (1992–
1996) and Run II (2001–). One of the important results from the Run I studies is the observation
of the QCD factorization breakdown in hard single diffractive (SD) processes [1–5]; the rate of
hard SD processes, in which one of the incoming proton or antiproton is scattered quasielas-
tically and a hard partonic scattering (such as dijet production) occurs, was found to be lower
than theoretical predictions by a factor of O(10). In [4, 5], the diffractive structure function
FD(Q2, x, ξ, t) was measured using SD dijet events and found to be suppressed with respect to
the one measured in ep collisions at HERA by O(10), where ξ is the fractional momentum loss
of the diffracted (anti)proton and t is the four-momentum transfer squared. This suppression is
similar to the one observed in soft diffractive processes with respect to the Regge theory predic-
tions, and is generally attributed to additional color exchanges in the same pp¯ collision which
spoil the diffractive rapidity gap [6–8].
Another important result from the Run I diffractive studies is from a study on FD using
double pomeron exchange (DPE) dijet events [9], p + p¯ → p + jjX + p¯. The diffractive
structure function FD measured in DPE dijet events was found to be approximately equal to
expectations from HERA. This observation is consistent with the expectations from, e.g., the gap
probability renormalization model [8]. The main goal of the Run II diffractive studies is to study
the characteristics of diffractive events more in detail with help of the upgraded detectors and
larger statistics in order to deepen our understanding of diffractive exchange and the QCD nature
of the pomeron.
In addition, there has been an increased interest in studies on exclusive events, mainly
due to a possibility of finding the Higgs boson in exclusive events at the Large Hadron Col-
lider (LHC). Exclusive events in pp (pp¯) collisions contain nothing but the leading proton and
(anti)proton and the object(s) of interest such as dijet, diphoton, dielectron, and most importantly
the Higgs boson, as shown in Fig. 1. We do not expect to observe the exclusive Higgs production
at the Tevatron; however, we can study other exclusive processes that can provide a calibration
for theoretical predictions of exclusive Higgs production at the LHC.
The recent Run II studies on hard diffraction and exclusive dijet production are presented
below. Studies on exclusive dilepton, diphoton, and charmonium states are presented in [10].
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Fig. 1: Diagrams for exclusive production of (left) Higgs and (right) dijet production.
2 Diffractive Dijet Production
The diffractive structure function FD was studied using Run II SD dijet data using a similar way
to that used in Run I studies [4,5], i.e., by taking a ratio of SD to non-diffractive (ND) dijet rates
as a function of x, which is in leading-order QCD approximately equal to the ratio of diffractive
to ND structure function.
One of the major challenges in Run II diffractive studies is the rejection of multiple pp¯
interaction events, in which diffractive rapidity gaps are spoiled by overlapping pp¯ interactions
(overlaps) and the hard scattering cannot be associated with the diffracted leading (anti)proton
accurately. This rejection was done by reconstructing ξ from the calorimeter towers by ξcal =∑
towers E
i
T η
i/
√
s; ξcal ∼ ξRP < 0.1 in SD events without overlaps, while ξcal > 0.1 in events
with overlaps, where ξRP refers to the ξ value reconstructed based on the information from the
Roman pot (RP) detector which detects the diffracted antiproton.
The high statistics Run II data allowed the SD/ND dijet ratio measurement in Q2 up to
104 GeV2, and no appreciable Q2 dependence was observed. Also in the Run II study, the t
distribution in SD dijet events was measured up to Q2 ∼ 4500 GeV2, and no dependence of the
shape of the t distribution on Q2 was found.
3 Diffractive W/Z Production
CDF studied diffractive W/Z production using the Run II data recently. The study of diffractive
W/Z production is important to determine the quark content of the pomeron; the production by
gluons is suppressed by a factor of αs and it can also be identified by an additional jet.
In Run I, CDF studied diffractive W production by identifying diffractive events using ra-
pidity gaps [2], and found the fraction ofW events which are diffractive to be [1.15±0.51(stat)±
0.20(syst)]%. In addition, the gluon content of the pomeron was determined to be [54+16−14]% in
combination with results on diffractive dijet and b-quark production [1, 3]. D0 made measure-
ments on diffractive W production and also Z production [11], and reported the fractions of W
and Z events with a rapidity gap to be [0.89+0.19−0.17]% and [1.44
+0.61
−0.52]% [11], respectively. These
fractions are not corrected for the gap acceptance correction Agap, i.e., the fraction for diffractive
events that satisfy the experimental definitions of the rapidity gaps. The estimate on Agap ranges
from 0.2 to 1.0 depending on the diffractive models considered.
In the new CDF Run II measurement, the RP detector is used to detect the leading antipro-
ton in diffractive W/Z events. The RP detector provides an accurate ξ measurement, and also
eliminates the ambiguity associated with Agap. As in diffractive dijet production, ξ can be recon-
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structed from both the energy depositions in the calorimeters (ξcal) and hits in the RP detector
(ξRP ). The ξcal distributions in W/Z events with a leading antiproton are shown in Fig. 2. The
diffractive W and Z candidate events without overlaps are selected by requiring ξcal < ξRP and
ξcal < 0.1, respectively.
In diffractive W → lν events without overlaps, the difference between ξcal and ξRP is
related to missing ET (E/T ) and ην as ξRP − ξcal = E/T√se−ην , which allows to determine the
neutrino kinematics, and consequently the W kinematics. The reconstructed W mass is shown
in Fig. 2.
The fractions ofW andZ events which are diffractive are measured to be [0.97±0.05(stat)±
0.11(syst)]% and [0.85 ± 0.20(stat) ± 0.11(syst)]% in 0.03 < ξ < 0.10 and |t| < 1 GeV/c.
The measured diffractive W fraction is consistent with the Run I CDF result when corrected to
the ξ and t range in this measurement.
Fig. 2: Calorimeter distribution in W (left) and Z (center) events with a Roman-pot track. (right) Reconstructed W
mass in diffractive W candidate events.
4 Rapidity Gaps between Very Forward Jets
The double diffractive (DD) dissociation refers to a class events in which two colliding particles
dissociate into clusters of particles (including jets in the case of hard DD events) with a large
rapidity gap between them. Measurements on DD events were made by CDF [12–15] and D0 [16]
in Run I in pp¯ collisions at
√
s = 1800 and 630 GeV. Recently, CDF reported new preliminary
results on events with a rapidity gap between forward jets from the Run II data. In CDF II, the
miniplug (MP) calorimeters covering 3.5 . |η| . 5.1 allow a study of very forward jets with a
larger rapidity gap between them than in Run I. Figure 3 (left) shows the kinematic characteristics
of the leading two jets in an event both in MPs with ET > 2 GeV and η1η2 < 0. Since these jets
are in a very forward region, they have high energies despite their relatively low ET ’s.
The dependence of the gap fraction Rgap = Ngap/Nall was studied as a function of ∆η =
ηmax−ηmin in these MP dijet events in a similar way as in [15]. ηmax(min) is the pseudorapidity
of the tower closest to η = 0 in the proton(antiproton) outgoing direction. The comparison of
Rgap as a function of ∆η in min-bias events and MP dijet events with Ejet1,2T > 2 GeV and
Ejet1,2T > 4 GeV is shown in Fig. 3. A rapidity gap in |η| < 1.1 (CCAL gap) is always required.
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The event fraction with a central rapidity gap is about 10% in soft events, while it is about 1%
in dijet events, which is consistent with the results from Run I [12–16]. It is interesting to note
that the shape of the Rgap distribution is similar between the soft and hard events. A study on the
azimuthal decorrelation between the two leading jets in these forward dijet events is underway in
order to investigate the effect of the Muller-Navelet jets [17].
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Fig. 3: (left) Kinematic distributions for the two leading jets in an event, both in the MP calorimeters. (right) The gap
fraction Rgap vs. ∆η for min-bias and MP dijet events of Ejet1,2T > 2 GeV and Ejet1,2T > 4 GeV.
5 Exclusive Dijet Production
The exclusive dijet production was first searched for by CDF in Run I data, and the limit of
σexcl < 3.7 nb (95% CL) was placed [9]. In the Run II search [18], first a sample of inclusive
DPE dijet events is selected. The exclusive signal is then searched for examining dijet mass
fraction Rjj which is the ratio of dijet mass Mjj to system mass MX . This observable should
be sensitive to how much the event energy is concentrated in the dijet. The Rjj of exclusive
dijet events is expected to be peaked around Rjj ∼ 0.8 and have a long tail toward lower values
due to hadronization effects causing energy leak from jet cones and also the presence of gluon
radiations in the initial and final states. Figure 4 shows Rjj distributions for data, inclusive DPE
dijet Monte Carlo (MC) events from the POMWIG Monte Carlo with various sets of pomeron
structure functions, and the non-DPE events. The data clearly show an excess at high Rjj over
the non-DPE background events and inclusive DPE predictions. The shape of the excess is well
described by exclusive dijet MC based on two models (ExHuME [19], DPEMC [20]); however,
the measured cross section disfavors DPEMC. Predictions by Khoze et al. [21] are found to be
consistent with data within its factor of 3 uncertainty.
6 Summary
The long-standing diffractive program at CDF has substantially improved our understanding of
diffractive processes. In Run II, the measurements on diffractive dijets and the diffractive struc-
ture function are extended to Q2 ∼ 104 GeV2, and the measurement of diffractive W/Z produc-
tion was made using the RP detector. The study on events with a rapidity-gap between forward
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compared to predictions.
jets is underway. In addition, CDF reported a first observation of exclusive dijet production which
provides a valuable calibration for the predictions on exclusive Higgs production at the LHC.
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Abstract
In CDF we have observed several exclusive processes: γγ → e+e−
and µ+µ−, γ + IP → J/ψ,ψ(2S), and IP + IP → χc. The cross
sections agree with QED, HERA photoproduction data, and theoreti-
cal estimates of gg → χc with another gluon exchanged to screen the
color. This observation of exclusive χc, together with earlier obser-
vations of exclusive dijets and exclusive γγ candidates, support some
theoretical predictions for p + p → p +H + p at the LHC. Exclusive
dileptons offer the best means of precisely calibrating forward proton
spectrometers.
1 Central Exclusive Production
Central exclusive production at the Tevatron is the process p + p¯ → p + X + p¯, where “+”
means a rapidity gap ∆y exceeding 3 units, and X is a simple system fully measured. Exchanges
(t-channel) over such large gaps must be color singlets with spin J [or Regge intercept α(0)] ≥
1.0. Only photons γ and pomerons IP qualify, apart from W and Z bosons which always cause
the proton to break up. The gluon g would qualify apart from its color, but if another gluon
is exchanged that can be cancelled, and IP = gg is often a good approximation. It cannot be
exact; QCD forbids a pure gg state, and a qq¯ component certainly grows as Q2 increases. The
IP has C = +1; in QCD one should also have a ggg state with C = -1, the odderon [1] O, not yet
observed. The central masses MX are roughly limited to MX .
√
s
20 with the outgoing protons
having Feynman xF > 0.95. Hence MX . 3 GeV at the CERN ISR [2], appropriate for glueball
spectroscopy, where M(pi+pi−) shows a broad f0(600), a narrow f0(980) and still unexplained
structure possibly associated with f0(1710), a glueball candidate. The study ofX = hadrons, e.g.
φφ and D◦D¯◦ to name two channels among many, has not been studied above ISR energies, but
CDF is a perfect place to do it and hopefully it will be done.
At the LHC MX can reach ≈ 700 GeV, into the electroweak sector, and we can have
X = Z,H,W+W−, ZZ , slepton pairs l˜l˜, etc. Measuring the forward protons after 120m of
8T dipoles, in association with the central event, as the FP420 [4] proponents hope to do at
ATLAS and CMS, one can measure MX with σ(MX) ≈ 2 GeV per event [5], and for a state
such as H , also its width if Γ(H) & 3 GeV/c2. There are scenarios (e.g. SUSY) in which FP420
could provide unique measurements, e.g. if there are two nearby states both decaying to bb¯ or to
W+W−. The quantum numbers of X are JPC = 0++ or 2++ (and these are distinguishable) for
IPIP production. Two-photon collisions γγ → l+l−,W+W−, l˜l˜ become important at the LHC
thanks to the intense high momentum photons, orders of magnitude more than at the Tevatron,
156 ISMD08
giving > 50 fb for W+W− as a continuum background to H → W+W−. H → ZZ does not
have this background.
While there is a gold mine of physics in p+X+p at the LHC, we need to show that (a) the
cross sections are within reach, and (b) one can build the spectrometers with resolution σ(MX) ≈
2 GeV/c2 and calibrate their momentum scale and resolution, to measure Γ(H), and perhaps to
distinguish nearby states. Both these issues are addressed by CDF in a “TeV4LHC” spirit, and
they are also very interesting in their own right. The calculation of cross sections (e.g. [6])
involves, in addition to σ(gg → X), the unintegrated gluon distribution g(x1, x2), rapidity gap
survival probability (no other parton interactions), and the Sudakov factor (probability of no
gluon radiation producing hadrons). The Durham group predicts σ(SMH) for p+H + p at the
LHC = 3×3÷3 fb. At the Tevatron p + H + p¯ is out of reach, but the process p + χc(χb) + p¯ is
identical as far as QCD is concerned, as is p+γγ+p¯. Measuring these constrains the SMH cross
section. In CDF we have looked for both exclusive γγ [7] and χc [8], without however having
detectors able to see the p and p¯. Instead we added forward calorimeters (3.5 < |η| < 5.1) and
beam shower counters BSC (5.5 < |η| < 7.4). If these are all empty there is a high probability
that both p and p¯ escaped intact with small |t|. We also measured [9] exclusive dijets.
For the exclusive γγ search we triggered on events with two electromagnetic (EM ) clus-
ters with ET > 4 GeV in the central calorimeter, with a veto on signals in the BSC. This killed
pile-up events and enabled us to take data without prescaling the trigger. We required all other
detectors to be consistent with only noise; then our effective luminosity is only about 10% of
the delivered luminosity. We found [7] 3 events with exactly two back-to-back EM -showers
(assumed to be photons) with M(γγ) > 10 GeV/c2. From wire proportional chambers at the
shower maximum we concluded that two were perfect p + p¯ → p + γγ + p¯ candidates and one
was also consistent with being a p+ p¯→ p+ pi◦pi◦ + p¯ event. The Durham prediction [10] was
0.8×3÷3 events, clearly consistent. We have since accumulated more data, with a lower threshold,
now being analysed.
With the above trigger we also found [11] 16 p + p¯ → p + e+e− + p¯ events, with
M(e+e−) > 10 GeV/c2 (up to 38 GeV/c2), the QED γγ → e+e− process [12]. Exclusive
2-photon processes had not previously been observed in hadron-hadron collisions; the cross sec-
tion agrees with the precise theory prediction. This process has been suggested as a means of
calibrating the LHC luminosity; then it must be done in the presence of pile-up, and one will need
to know the acceptance etc. at the few % level. More interesting for FP420 is that measurement
of an exclusive lepton pair gives both forward proton momenta, with a precision dominated by
the incoming beam momentum spread ( δpp ≈ 10−4, or 700 MeV). One can do this with pile-up,
selecting dileptons with no associated tracks on the l+l− vertex and ∆φ ≈ pi. One can also cut
on pT (l+l−) (correlated with ∆φ), but ∆φ has better resolution. In CDF we found that a cut
pi−∆φ < 0.8GeVM(l+l−) rads is suitable for QED-produced pairs. For each pair one can predict ξ1 and
ξ2, and, if a proton is in the FP420 acceptance, compare ξi and ξ420. This can also possibly map
the acceptance A(ξ, t ≈0), as the cross section shape is known from QED, and the (Coulomb)
protons have very small t.
CDF also used a “muon+track” trigger, again with BSC veto, to study p + p¯ → p +
µ+µ− + p¯ with 3 GeV/c2 < M(µµ) <4 GeV/c2. This is a very rich region, with the J/ψ and
ψ(2S) vector mesons that can only be produced exclusively by photoproduction γ + IP → ψ, or
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Fig. 1: Exclusive dimuon mass spectrum in the charmonium region, together with the sum of two Gaussians and the
QED continuum, shown in the inset, excluding the 3.65 - 3.75 GeV/c2 bin (ψ(2S)). All line shapes are predetermined,
with the normalization free.
possibly by odderon exchange: O+ IP → ψ. We know what to expect for photoproduction from
HERA, so an excess would be evidence for the elusive O. The spectrum [8] is shown in Fig. 1,
together with the sum of three components: the vector mesons and a continuum, γγ → µ+µ−,
which is again consistent with QED. These central exclusive spectra are exceptionally clean; in
fact the biggest background (≈ 10%) is the identical process but with an undetected p → p∗
dissociation. The J/ψ and ψ(2S) cross sections dσdy |y=0, are (3.92±0.62)nb and (0.54±0.15)nb,
agreeing with expectations [13, 14]. Thus we do not have evidence for O exchange, and put a
limit Oγ < 0.34 (95% c.l.), compared with a theory prediction [15] 0.3 - 0.6.
While the QED and photoproduction processes in Fig. 1 should hold no surprises, their
agreement with expectations validates the analysis. We required no EM tower with EEMT >
80 MeV. If we allow such signals (essentially γ’s) the number of J/ψ events jumps from 286 to
352, while the number of ψ(2S) only increases from 39 to 40. The spectrum of EM showers is
shown in Fig. 2. These extra J/ψ events are very consistent with being χc0(3415) → J/ψ + γ,
from IPIP → χc, with about 20% of the γ being not detected (giving a background of 4% under
the exclusive J/ψ). We measure dσdy (χc)|y=0 = (75±14)nb. The existence of this process implies
that p+H +p must happen at the LHC (assuming H exists), as the QCD physics is qualitatively
identical. The χc cross section agrees with predictions: 150nb [16] and 130×4÷4nb [6]. It is
therefore likely that σ(p + p → p + SMH + p) is of order 0.5-5 fb, within reach of FP420. In
SUSY models the cross section can be much higher [4].
We are looking for p+p¯→ p+Υ+p¯ (by photoproduction, or byO+IP ), and IP+IP → χb.
The Υ should be measurable in the presence of pile-up using nass = 0, ∆φ and pT cuts (nass
is the number of additional tracks on the dilepton vertex). We have candidate events, with the
Υ(1S), (2S) and (3S) states resolved; cross sections are now being determined. The χb → Υ+γ
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Fig. 2: The ET spectrum of electromagnetic showers associated with J/ψ, together with an empirical function to
estimate the fraction under the 80 MeV cut. These are χc0(3415) candidates.
probably can not be studied in the presence of pile-up, and it is challenging. We have also made
a search [17] for exclusive Z , allowed only through photoproduction: γ + IP → Z . In the
Standard Model the (integrated) cross section at the Tevatron is too small to see, σexcl(Z) =
0.3fb [14] or 1.3fb [18], before branching fractions. In White’s pomeron theory [19] the cross
section is expected to be much larger, but a quantitative prediction is lacking. Our search uses
both e+e− and µ+µ− pairs with M(l+l−) > 40 GeV/c2. There are 8 exclusive candidates with
σ(p + p¯ → p + (γγ → l+l−) + p¯) = 0.24+0.13−0.10 pb (for |η(µ)| < 4.0), agreeing with σ(QED)
= 0.256 pb. All the events have pi − ∆φ < 0.013(rad) and pT (µ+µ−) < 1.2 GeV/c. Only one
event had a p¯ in the acceptance of the Roman pots when they were operational, and a track was
observed, showing that the event was exclusive, and that at the LHC such l+l− + p events will
be available for calibration. If we remove the requirement that the BSC should be empty there
are 4 additional events, interpreted as p→ p∗ dissocation. One of them has M(µ+µ−) ≈M(Z)
and a larger ∆φ and pT than the others, but we cannot claim it to be truly exclusive. We put
a limit on exclusive σexcl(Z) < 0.96 pb at 95% c.l. Clearly it will be interesting to look for
exclusive p + Z + p at the LHC. In early running of the LHC, when bunch crossings without
pile-up are not yet rare, it is important to measure these exclusive processes, to the extent possible
without complete forward coverage. In CMS we have plans to add forward shower counters [20]
around the beam pipe to help tag rapidity gaps, together with the ZDC and forward hadron
calorimeters. With large forward gaps in both directions, a trigger on two EM showers with
ET > 4 GeV should be possible, hopefully observing Υ→ e+e−, γγ → e+e−, IPIP → γγ, and
χb → Υ + γ → e+e−γ. Clean single interactions are surely needed for the χb and IPIP → γγ;
both channels are excellent tests of p +H + p. One may even hope that when exclusive Higgs
production is measured, the coupling ggH can be derived by comparing the three cross sections!
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Abstract
An important role of unitarity effects related to multipomeron exchanges
in diffractive processes is emphasized. A general technique to calculate
these effects is presented. Role of interactions between pomerons is in-
vestigated. Recent theoretical models, which take into account these
interactions are reviewed and consequences for survival probabilities
of hard diffractive processes at LHC energies are discussed.
1 Introduction
Diffractive processes at high energies are usually described by pomeron exchange in the t-channel
(see for example review [1]). An increase with energy of the total interaction cross sections
indicates that an intercept of the pomeron is larger than unity. An exchange by a Regge pole with
∆ ≡ αP (0) − 1 > 0 leads to the violation of the s-channel unitarity. Therefore, multipomeron
exchanges in the t-channel are very important for such ”supercritical” pomeron. They restore
unitarity and make theory consistent with Froissart bound.
Unitarity effects, related to the multipomeron exchanges, are especially important for in-
elastic diffractive processes and strongly reduce their cross sections. Inelastic diffractive pro-
cesses correspond to configurations of final hadrons with one or several rapidity gaps. Reduction
of cross sections in comparison with the born (Regge pole) approximation is usually called gap
survival probability, because it determines a probability not to fill the gap by produced hadrons.
Knowledge of the gap survival probability is important for experimental investigation of diffrac-
tive processes at LHC, and in particular for searches of the Higgs boson in the central exclusive
double pomeron production.
I shall give a short review of recent developments in theory of diffractive processes at high
energies and shall discuss the role of interactions between pomerons for survival probabilities of
rapidity gaps.
2 General method for calculation of multi-pomeron cuts
A general method for calculation of multi-pomeron contributions to amplitudes of diffractive
processes has been formulated by V.N. Gribov [2]. I shall illustrate it using as an example a
contribution of two-pomeron exchange to the process of elastic scattering. Using analyticity
and unitarity properties for pomeron-particle scattering amplitudes the total contribution can be
expressed as the sum over all intermediate diffractive states as shown in Fig.1
An account of elastic intermediate states for n-pomeron exchange amplitudes leads to the
eikonal formula in the impact parameter space:
Im T = 1 − e−Ω/2, (1)
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Fig. 1: Two-pomeron exchange diagram as a sum over all possible diffractive states.
where the eikonal Ω is the Fourier transform of the pomeron pole exchange.
Low mass diffractive states are often approximated by several resonance states. In this
case the same method leads to eq. 1 with Ω being a matrix, whose elements correspond to
transitions between different diffractive states. The simplest treatment is a diagonalization of this
matrix. Thus an account of the low mass diffraction in the Gribov‘s method is equivalent to the
Good-Walker [3] approach to inelastic diffraction.
In the eikonal approximation a probability not to fill the gap is equal to e−Ω and the survival
probability is:
S2 =
∫ |M(s, b)|2 e−Ω(b) d2b∫ |M(s, b)|2 d2b , (2)
This expression is easily generalized to the case of several channels. The same eq. 2 is
valid for each diagonal state and it is necessary to sum over all diagonal states (with correspond-
ing weights).
The quantity Ω increases with energy as s∆ and becomes large at very high energy. Ac-
cording to eq. 2 cross sections of inelastic diffractive processes become negligible at small impact
parameter and are concentrated at the edge of interaction region at b > 1 fm. Note that models
based on perturbative QCD are not valid in this peripheral region.
The value of S2 is not universal: it depends on dependence of a matrix element M(s, b)
on impact parameter b.
3 Unitarity effects for hard diffraction
The condition for masses M of hadronic states produced in diffractive process (by the pomeron
exchange) is M2 ≪ s. Thus very large masses can be generated at very high energies and heavy
states can be produced (jets, heavy quarks, W and Z bosons, Higgs meson etc.) They represent
an interesting class of hard diffractive processes, where the subprocess of a heavy state produc-
tion can be calculated using QCD perturbation theory. The simplest inclusive diffractive process
is a diffractive dissociation of a highly virtual photon. In this case the photon interacts with a
quark and a study of these processes at HERA gave a possibility to determine the distribution
of quarks and gluons in the pomeron. These distributions and QCD factorization can be used to
predict cross sections of hard inclusive diffractive processes in hadronic interactions. Note, how-
ever, that multi-pomeron contributions violate both Regge and QCD factorization and strongly
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modify predictions based on a single pomeron exchange. CDF data [4] show that cross section
of diffractive dijet production at Tevatron is about an order of magnitude smaller as compared to
the prediction based on QCD factorization and partonic distributions extracted from HERA data.
Calculation of gap survival probability in the two-channel eikonal model [5] allows to reproduce
the observed suppression.
It is interesting that the same suppression is observed for double gap (double pomeron
exchange) events at Tevatron [6]. This observation is in accord with a dominance of eikonal-type
rescatterings [7].
4 Large mass diffraction and interactions of pomerons
So far we have considered the low mass excitations in diffractive intermediate states of Fig.1.
We know that large mass excitations constitute a large fraction of diffraction cross section. The
large mass behavior of the pomeron-particle amplitudes is described by the triple-pomeron and
multi-pomeron diagrams (Fig.2).
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Fig. 2: Diagrams for the pomeron-particle scattering amplitudes at largeM2.
It is clear that for very large masses it is not enough to consider the triple-pomeron con-
tribution only. An important theoretical question is: what is the structure of the vertices for n
pomeron to m pomeron transitions? The simplest approximation is to assume an eikonal-type
structure for the pomeron-particle amplitudes at large M2:
gmn = cgm+n (3)
where c and g are some functions of t. This behavior of vertices follows from multiperipheral
model and is natural from the t-channel unitarity point of view. It was used in [8] to sum all
diagrams with interactions of pomerons. This model leads to a good description of total, elastic
and single diffraction dissociation cross sections (σSD) in pp(pp¯) interactions [8] with ∆ ≈ 0.2.
It is worth to note that without multi-pomeron effects σSD has too fast increase with energy and
exceeds experimentally observed cross section by a factor ∼ 10.
More recently the same structure of multi-pomeron vertices has been used for the descrip-
tion of diffractive processes [9] and, assuming validity of AGK cutting rules, for multiparticle
production at high energies [10].
Investigation of asymptotic behavior of diffractive processes in reggeon field theory has
started already in seventies. Most of these investigations were based on the version of the the-
ory with a triple-pomeron interaction only [11]. It is not clear that for supercritical pomeron
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such theory is consistent with s and t- channel unitarity. One dimensional version of this theory
leads to a decrease of total cross section as s → ∞. More recent studies [12, 13], based on
partonic interpretation of reggeon field theory, indicate that it is necessary to take into account
4P-interaction to make this theory consistent.
5 Recent estimates of survival probabilities
In this section I shall review recent models for diffractive processes, which take into account
interactions between pomerons, and shall discuss predictions of these models for survival proba-
bilities of hard diffractive processes.
The Durham group (KMR) has recently made a new fit to the data on cross sections of
diffractive processes [14, 15]. All n → m pomeron transition were taken into account in the
framework of a partonic model, which leads to the behavior gmn ∼ nmgn+m, which is somewhat
different from the one discussed above in the eikonal approximation. Summation of diagrams
was performed by numerical solution of a system of highly nonlinear equations for amplitudes.
Formulas for cross sections of different inelastic diffractive processes were obtained using some
probabilistic arguments (and not cutting rules as in the standard approach). In this model it is
possible to obtain a reasonable description of total cross section for pp-interaction, its elastic
cross section in the diffraction cone region and cross sections of single and double diffraction.
The result for an intercept of the pomeron is sensitive to details of the model. In particular in
one dimensional version of the model with α′ = 0 values of ∆ close to 0.5 were obtained [14],
while in a more accurate treatment, which takes into account transverse degrees of freedom [15],
∆ decreases to values close to 0.3.
In the treatment of diagrams with interactions between pomerons it is necessary to take into
account that the notion of the pomeron exchange is meaningful for large rapidity gaps only (usual
choice y > y0, with yo = ln(10) = 2.3). Thus a cutoff at small rapidities for each pomeron line
should be introduced. This leads to a natural limitation to the number n of the t-channel iterations
of pomeron exchanges (or number of gaps) at each initial energy: n < ln(s/s0)/y0 with s0 =
1 GeV 2. This threshold effect was taken into account in ref.[8] and should be accounted for in
all realistic calculations with pomeron interactions. It plays an important role in calculations of
survival probabilities (see below). I believe that introduction of this effect in KMR calculation
will further decrease the value of ∆.
A different approach was used by the Tel-Aviv group (GLM)[16]. Arguments based on a
small value of the pomeron slope were used to justify applicability of perturbative QCD (pQCD)
for diffractive processes. Motivated by pQCD the authors used the triple-pomeron interaction
only with maximal number of pomeron loops. The last assumption may be reasonable for inter-
action of very small dipoles, but is difficult to justify for interaction of protons. One dimensional
approximation was used in calculations. Besides the diagrams with pomeron loops two-channel
eikonal model was used. I have emphasized above that inelastic diffractive processes are concen-
trated at the edge region of large impact parameters and that nonperturbative effects (for example
two-pion cut in the pomeron trajectory and residues) are important in this region. The fit to total
pp-interaction cross section, differential cross section of elastic scattering and inelastic diffrac-
tion was performed in the model [16] and parameters of the pomeron were determined. The value
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∆ = 0.33 for the intercept of the pomeron was found. Note that the threshold effects, discussed
above, has not been taken into account in this model.
Let us discuss the common features and the differences in results of these two models. A
general feature of models, which take into account interactions between pomerons (”enhanced”
diagrams), is a slower increase with energy of total cross sections. For example predictions of
both KMR and GLM models for the total cross section of pp interaction at LHC energy are
close to 90 mb, which is substantially smaller than in models without these interactions. Same
effect exists in the model of ref.[8], though the corresponding cross section is closer to 100 mb.
Values of the pomeron intercept is substantially higher than in the eikonal-type models. Our
experience for models with pomeron interactions [8] indicates that for values of the pomeron
intercept ∆ > 0.2 the models become rather unstable: results for cross sections are sensitive to
details of models.
There is a significant difference in predictions of KMR and GLM models for low and large
mass contributions to the single diffraction dissociation cross sections. For example at Tevatron
energies predictions of the KMR model for low-mass diffraction and high-mass diffraction are
4,4 mb and 6.5 mb correspondingly, while in GLM model the corresponding numbers are 8.6 and
1.2 mb. It is difficult to understand how it was possible to describe the CDF data on high-mass
diffraction in both models with so different values of high-mass cross sections? The form of the
mass distribution for low mass diffraction, proposed in GLM model (RRP-term, production of
very large masses ∼ s1/2 by secondary reggeons) seems to me unacceptable.
The largest difference in KMR and GLM models is in predictions for survival probabilities.
In ref.[14] the change in S2 due to enhanced diagrams has not been calculated and calculation
[17] in a simplified model, which takes into account threshold effects, show that for DPE Higgs
production at LHC this change is small. On the other hand in GLM model a modification of
survival probabilities due to enhanced diagrams is very strong: for DPE Higgs production at
LHC it decreases the probability calculated in the two channel eikonal model by a factor ≈ 16.
This is important for experiments, planned to observe DPE Higgs production at LHC. For DPE
processes at Tevatron GLM model predicts a decrease of survival probability by a factor 3.5. This
does not agree with CDF data [6] (see above). Thus a controversy in theoretical predictions for
suppression of hard diffractive processes due to enhanced diagrams [5, 18, 19] is in my opinion
still not resolved.
In view of large uncertainties in predictions of theoretical models for survival probabilities
of diffractive processes it is worth to summarize what we know about these probabilities from
experiment. A comparison of CDF data on diffractive dijet production [4] with prediction based
on QCD factorization and survival factor of two channel eikonal model show that extra suppres-
sion due to enhanced diagrams does not exceed 50%. Similar estimate follows from CDF data
on DPE dijet production [6, 20].
Thus up to energies of Tevatron interaction between pomerons play a minor role in hard
diffractive processes. This is to a large extent related to the phase-space limitations. For soft
diffraction enhanced diagrams are important and lead to a change of parameters of the ”bare”
pomeron in reggeon theory. At LHC the effects of enhanced diagrams will be observable in hard
diffractive processes. Their influence on survival probabilities can be studied, in particular, in
diffractive production of jets (with not too large masses).
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Abstract
Predictions for particle production at the LHC employ parton density
functions extrapolated to lower x and higher Q2 regions than have been
tested experimentally. In these proceedings studies of low mass Drell-
Yan, forward jet and J/ψ production, and their sensitivity to small x, are
summarised. Features of the LHC experiments conducive to making
these measurements are compared.
1 Introduction
The Large Hadron Collider (LHC) at CERN will operate at a centre of mass energy of
√
s = 14
TeV. Measurements made of particle production will access an unexplored kinematic region.
Predicted cross-sections for such processes rely on assumptions for parton momentum fraction
(x) extrapolated to untested regions.
The parton density functions (PDFs) that describe the momentum fraction carried by indi-
vidual partons are based on measurements made at HERA, the Tevatron and fixed target experi-
ments. These cover only a fraction of the x-Q2 region accessed at the LHC (where Q2 is the scale
of the hard interaction). In order to describe LHC data the PDFs must be evolved up in Q2 and
down in x. Measurements taken at the LHC can therefore be used to test the DGLAP and BFKL
evolution schemes used to achieve this.
These proceedings describe how certain measurements made at the LHC can probe the
small x region of the proton. Smaller values of x are probed in measurements of low mass particle
production, or forward (high rapidity) particle production. Section 2 describes the features of the
LHC experiments relevant to these analyses. Section 3 summarises studies which have been
carried out so far. Conclusions are given in section 4.
2 The LHC experiments
Four experiments, ALICE, ATLAS, CMS and LHCb, detect proton proton collisions at the LHC
(heavy ion collisions will not be considered here). ATLAS and CMS have been designed to
instrument as much of the solid angle around the collision point as possible, whereas the coverage
of the ALICE and LHCb experiments is determined by sensitivity to heavy ion and heavy quark
processes respectively. The pseudorapidity coverage of the major detector components of the
four experiments is summarised in table 1.
3 Preliminary physics studies
Studies of low invariant mass Drell-Yan production, forward jet and forward particle production
have been carried out by the experiments and will be presented in the following subsections. Note
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Detector ALICE ATLAS CMS LHCb
Tracking −0.9 < η < 0.9 −2.5 < η < 2.5 −2.5 < η < 2.5 1.8 < η < 4.9
3.1 <| η |< 4.7
5.2 <| η |< 6.5
EM calorimeters −0.9 < η < 0.9 −4.5 < η < 4.5 −6.5 < η < 6.5 1.8 < η < 4.9
Had calorimeters | η |> 8.5 | η |< 4.5, | η |> 8.1 | η |< 6.5 1.8 < η < 4.9
Muon chambers −4 < η < −2.5 | η |< 2.7 | η |< 2.5 1.8 < η < 4.9
Counters −3.4 < η < 5 5 < η < 6.1
−6.1 < η < −5
| η |> 8.1
Triggers Pt(µ) > 1(2) GeV Pt(µ) > 4(10) GeV Pt(µ) > 3.5 GeV Pt(µ) > 1 GeV
Table 1: Pseudorapidity coverage of the main components of each LHC experiment: tracking; electromagnetic and
hadronic calorimetry; muon chambers; particle counters; example transverse momentum (Pt) trigger thresholds for
muons. For the last category, numbers in brackets refer to thresholds imposed during high luminosity running.
that these studies are preliminary and represent an incomplete survey of all measurements sensi-
tive to small x. For example, measurements of forward W and Z boson production at LHCb [1],
and exclusive upsilon production at CMS [2] will not be described here.
3.1 Low mass Drell Yan production
The ATLAS, CMS and LHCb collaborations have performed studies of low invariant mass Drell-
Yan production.
ATLAS has studied γ∗ → e+e− production, where the final state electrons lie within the
pseudorapidity region | η |< 2.5 [3]. Events are triggered by requiring an electron candidate of at
least 10 GeV transverse momentum within the angular acceptance. Candidates are reconstructed
by requiring two oppositely charged electrons which both have transverse momentum exceeding
10 GeV within | η |< 2.5. In addition, the missing transverse energy of the event must not exceed
30 GeV. The selection efficiency depends on mass, and is about 1% for invariant masses around 8
GeV. Figure 1 shows the invariant mass spectrum of selected events, with background estimates
overlaid. Note that the dijet background contains significant statistical uncertainty. Systematic
errors have been investigated and are thought to be small. The largest, due to PDF uncertainty,
arises from the acceptance correction. With 50 pb−1 of data analysed the statistical error of an
inclusive cross-section measurement, for masses between 8 and 60 GeV, is about 7%, and values
of x down to 10−4 can be probed.
CMS has studied the same production channel in the forward rapidity region (5.2 <| η |<
6.5) [4]. Events are triggered by requiring a large electromagnetic (> 300 GeV) and small
hadronic (< 5 GeV) energy deposit in the calorimeter, and at least one charged track found by
the TOTEM tracking stations. Candidate events must also satisfy a minimum invariant mass
cut m(ee)> 4 GeV. Studies are preliminary - no backgrounds or systematic error have yet been
considered. Figure 1 shows the values of x probed as a function of differential cross-section,
for predictions using PDFs which include an estimate of saturation (EHKQ6) and which do not
(CTEQ5L). Values of x approaching 10−6 can be probed. The measurement is sensitive to the
T. SHEARS
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saturation effects included in the PDF set tested.
LHCb has studied the production of γ∗ → µ+µ− events inside the experimental accep-
tance of 1.8 < η < 4.9 [1]. Events can be triggered by requiring two muon candidates, of
summed transverse momentum exceeding 1.6 GeV. This requirement is 70% efficient for in-
variant masses m(µµ) >8 GeV. Candidate events are then chosen by requiring that both muons
have low impact parameter and a high degree of isolation. These requirements are combined in
a likelihood. Backgrounds from bottom and charm semi-leptonic decays, and kaons and pions
misidentified as muons, have been considered. Figure 1 illustrates the likelihood shapes for these
different contributions, shown as a function of differential cross-section. A full evaluation of
systematic error is ongoing. Purities of 70% are thought to be achievable at invariant masses of
8-10 GeV, which would probe values of x approaching 10−6. The statistical error is estimated at
1% if 100pb−1 of data are analysed.
Fig. 1: (Top left) Invariant mass of γ∗ → e+e− events analysed at ATLAS. Background contributions are shown by
the coloured lines. (Top right) Range of x probed in forward γ∗ → e+e− production with the CMS detector. Two
theoretical predictions are shown: EHK6, which includes a treatment of saturation; CTEQ5, which does not. (Bottom
left) Selection likelihood shapes for signal and major backgrounds for γ∗ → µ+µ− with the LHCb experiment.
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3.2 Forward jet production
CMS have studied jet production in the region 3 <| η |< 5 [4]. Events can be triggered by
requiring a transverse energy deposit exceeding 10 GeV in the HF calorimeter. Jets are defined
using a cone algorithm, with radius R=
√
∆φ2 + ∆η2 = 0.5. A candidate jet must have trans-
verse energy exceeding 20 GeV. Figure 2 shows that values of x can be probed down to 10−5.
However, this measurement requires careful systematic error evaluation. Studies indicate that,
unlike measurements of Drell-Yan production, accuracy is limited by the uncertainty in jet en-
ergy correction, which could contribute up to 30% systematic error in low transverse energy jets,
where the smallest x is probed.
Fig. 2: Range of x probed in forward jet production with CMS, shown as a function of the transverse energy of the jet.
3.3 Forward J/ψ production
The ALICE experiment can probe small x through measurements of forward muon production.
Figure 3 shows the region of x accessible when J/ψ production is measured within the confines
of the ALICE muon detector. No studies have yet been performed, but the figure suggests it may
be possible to probe values of x approaching 10−6.
4 Conclusions
Measurements made of low invariant mass particle production at the LHC, particularly at forward
rapidities, probe the small x region of the proton. These measurements can be used to test the
evolution of the parton density functions to small x. Studies carried out by the LHC experiments
indicate that it may be possible to probe values of x down to 10−6.
T. SHEARS
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Fig. 3: Range of x probed in Υ (dotted line) and J/ψ (solid line) production with the ALICE experiment, shown for
data taken at different centre-of-mass energies. Values of x probed at rapidities of 0, 2 and 4 are shown by the red,
blue and green lines.
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Abstract
We present a short summary of parton saturation concepts as seen in
deep inelastic scattering.
1 Introduction
The deep inelastic scattering (DIS) experiments, in which leptons probe nucleons with the help
of electroweak bosons, reveal that nucleons consist of partons. These are colored quarks of
Quantum Chromodynamics (QCD) which carry approximately half of the nucleon’s momentum.
The missing half is provided by gluons to which the electroweak bosons do not couple. Thus,
although not directly probed, gluons are extremally important for the description of the nucleon
structure. Quantitatively, this is summarized by the DGLAP evolution equations of QCD which
govern the dependence of the quark and gluon distributions in a nucleon on a scale Q2 (identified
in DIS with photon’s virtuality q2 = −Q2). The sign of the logarithmic derivative, ∂F2/∂ logQ2,
at different values of the Bjorken variable x is determined by the relative contribution of quarks
to gluons. In the limit x→ 0, studied intensively by the experiments at HERA, the deep inelastic
processes are dominated by a strongly rising gluon distribution. Therefore, in the small-x limit,
gluonic systems inside the nucleon are predominantly studied. The description of processes in
such systems, using perturbative QCD (pQCD), is the aim of this presentation.
2 Collinear factorization versus kT -factorization
In the electron–proton DIS, the measured proton structure functions, FT and FL, are related to
the parton distributions through the collinear factorization formula resulting from pQCD:
FT,L(x,Q2) =
∑
i=q,q¯,g
{C(i)T,L ⊗ fi)}(x,Q2) +
∑
n=1
Λ(n)T,L(x, αs)
Q2n
(1)
where⊗ indicates integral convolution in parton longitudinal momentum fractions, αs = αs(Q2)
is the running strong coupling constant, C(i)T,L(z, αs) are perturbatively computed coefficient
functions and fi(x,Q2) are quark, antiquark and gluon distributions (multiplied by x). The
Q2-dependence of the parton distributions is determind by the DGLAP evolution equations [1]
with initial conditions which are fitted to data. The first term on the r.h.s. of eq. (1) provides
the leading twist-2 description with logarithmic dependence on Q2 while the remaining terms,
called higher twists, seem to be suppressed for large Q2. In the standard analysis, a global fit of
the leading twist formula to the HERA data on F2 = FT + FL, together with cross sections of
other hard processes, leads to the determination of the parton distributions shown in Fig. 1. A
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Fig. 1: Parton distributions from a global fit to the HERA data as functions of x for fixed Q2 = 10 GeV2.
distinct feature of this determination is a strong rise of the gluon and sea quark distributions for
x→ 0.
A closer theoretical examination of the small-x scattering reveals that for not too high Q2,
the higher twist terms cannot be neglected since they are enhanced by powers of αs log(1/x),
when the smallness of αs is compensated by a large logarithm of x. The relevant resummation
of such terms in the leading (LO) and next-to-leading (NLO) logarithmic approximation leads to
the BFKL approach to the structure functions with the following kT -factorized form [2]:
F2(x,Q2) = Q2
∫
d2kT
k4T
Φ(k2T /Q
2, αs(kT )) f(x, kT ) (2)
where the impact factor Φ(k2T /Q2, αs(kT )) describes the interaction of the virtual photon with a
gluon with nonzero transverse momentum kT . In the LO this is the process: γ∗(Q2)g(kT )→ qq¯.
The function f(x, kT ) is called unintegrated gluon distribution which obeys the BFKL equation
[3] and is related to the gluon distribution g(x,Q2) through the formula
xg(x,Q2) =
∫
d2kT
k2T
f(x, kT ) θ(|kT | < Q2) . (3)
From the solution of the BFKL equation, the small-x limit is dominated by the gluon distribution
with the power-like rise, f(x, kT ) ∼ x−λ and λ ≈ 0.3. There is a general agreement, based
on the experience with the Froissart-Martin bound, that such a rise of the gluon distribution, and
in consequence F2, violates unitarity and eventually must be tamed. The BFKL solution is also
plagued by diffusion to infrared, namely, the kT -integration in the pQCD formula (2) is quickly
dominated by the contribution from the soft momenta region, kT ≈ ΛQCD, where the Landau
pole of αs(kT ) is encountered. A cure for these problems is absolutely necessary.
3 Parton saturation
The taming of the power-like rise of the gluon distribution xg(x,Q2) was addressed for the first
time by Gribov, Levin and Ryskin in [4] in the double logarithmic approximation. Summing fan
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Fig. 2: Saturation line in the (x,Q2)-plane.
diagrams, which take into account the fusion of t-channel gluons, the linear DGLAP equation
for the gluon distribution receives a negative, nonlinear term,
∂2xg(x,Q2)
∂ ln(1/x)∂ lnQ2
= αsxg(x,Q2)− α
2
s
pi2R2
[xg(x,Q2)]2
Q2
, (4)
where αs = Ncαs/pi and the parameter R controls the strength of the nonlinearity. With such a
modification, the gluon distribution saturates for x→ 0, and so does the structure function. This
result was extended in [5] by including nonlinear modifications for the sea quark distributions. A
crucial feature introduced by the nonlinearity is an x-dependent saturation scale Q2s(x), defined
as a value of Q2 for which the nonlinear term in eq. (4) is comparable with the linear one:
xg(x,Q2s)
αs(Q2s)
Q2s
∼ piR2 . (5)
Therefore, saturation effects are important when the number of gluons per unit of rapidity, xg,
times the gluon-gluon interaction cross section, αs/Q2, approaches the geometric size of the
nucleon or a gluonic system inside the nucleon (“hot spot”). In such a case, a simple additive
treatment of parton emission breaks down and gluons start to annihilate. Since from (5) Q2s ∼ xg
and xg ∼ x−λ before the saturation limit is reached, we find that Q2s ≫ Λ2QCD for sufficiently
small x, and the presented approach based on perturbative QCD is justified . This is schematically
illustrated in Fig. 2 where two regions separated by the saturation line, Q2 = Q2s(x), are shown.
Below this line, in the dilute region, the linear evolution equations are valid, while approaching
the line, the saturation region is entered with nonlinear equations describing parton saturation.
Eq. (4) is a rather crude approximation since it is valid in the extreme case, x → 0 and
Q2 → ∞. In the kT -factorization approach the latter limit is relaxed and only large logarithms
log(1/x) are relevant. Summing BFKL pomeron fan diagrams with triple pomeron vertices in
the leading logarithmic approximation and in the limit of large number of colors Nc, the Balitsky-
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Kovchegov (BK) equation for the unintegrated gluon density φ(x, kT ) is found1 [6, 7]:
∂Y φ(x, kT ) = αs χ(−∂L)φ − αs φ2 (6)
where Y = log(1/x) is rapidity, L = log k2T and χ is the BFKL characteristic function. This
nonlinear equation generalizes the linear BFKL equation. The properties of its solutions were
intensively studied both analytically [8] and numerically [9]. The most fruitful approach is based
on the relation to the known from statistical physics Fisher-Kolmogorov equation, which admits
travelling wave solutions. In our language, it means that the BK solution develops a saturation
scale, Qs(x) ∼ x−λ with known value of λ [8], such that for small x we have
φ(x, kT ) = φ(kT /Qs(x)) . (7)
This property, called geometric scaling, was observed in the data from HERA [10]. Looking
more carefully, for kT ≫ Qs(x) the gluon distribution φ ∼ 1/k2T , while for small transverse
momenta, ΛQCD ≪ kT < Qs(x), the behaviour changes to logarithmic, φ ∼ ln(Qs(x)/kT ).
This is the illustration of the transition to saturation, when both the power-like growth in x and
infrared diffusion in kT of the gluon distribution are tamed, see again Fig. 2 with Q2 ≡ k2T .
4 Color dipole approach and beyond
A more intuitive approach to parton saturation is provided by the color dipole approach [11, 12].
In the target rest frame, the DIS at small x can be formulated as the eikonal scattering of a color
quark-antiquark dipole, formed by the splitting γ∗ → qq¯, on the target color field. The dipole
scattering amplitude N(x, y) is given by two Wilson lines collinear to quarks’ velocity u
N(x, y) = 1− 1
Nc
TrU(x)U †(y) , U(x) = P exp
{
ig
∫ ∞
−∞
dλu ·A(λu+ x)
}
(8)
where x and y are two dimensional vectors of the quark transverse positions, conserved during
the collision, and A is a target color field. The deviation of the classcal quark trajectory from the
light-like line defines the change of N with rapidity Y , which leads to the new BK equation for
the dipole scattering amplitude [6]. Its solutions fulfil the unitarity bound, N ≤ 1. When the
dependence on the impact parameter, b = (x + y)/2 is neglected, the new equation is equivalent
to eq. (6) after Fourier transforming of N/r2 with respect to r = x− y. The BK equation in the
transverse space was also obtained in the Mueller’s dipole approach [12] in which the qq¯ dipole
develops a system of dipoles (by radiating soft gluons in the large Nc approximation) which
subsequently multiply interact with a large nucleus target [7].
The dipole scattering amplitude is the basic ingredient in the computation of the nucleon
structure functions at small x. In the last ten years, this amplitude was also modelled using the
properties of the BK solutions such as color transparency, N ∼ r2 for a small dipole size r = |r|;
geometric scaling, N = N(rQs(x)); and the unitarity bound, N ≤ 1. A recent comprehensive
review on the dipole models of DIS processes is presented in [13].
The BK equation describes unitarity corrections in the asymmetric configuration when
the target is extended and dense and the projectile is small and dilute. In a more symmetric
1φ is related to the unintegrated gluon density f from Section 2 by f(x, k) ∼ k2∇2kφ(x, k).
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configuration, e.g. in the pp scattering at LHC, the BK equation is no longer sufficient, which
means that in the diagrammatic approach closed pomeron loops have to be taken into account
besides fan diagrams. An interesting attempt in this direction was made in [14] where pomeron
loops were modelled as color reconnections in the dipole cascades. The resulting scattering
amplitudes respect the target-projectile symmetry and describe reasonable well the existing total
and diffractive cross sections in the pp scattering. The pomeron loops were also studied in a
statistical approach, based on the stochastic Fisher-Kolmogorov equation, finding a new kind of
scaling called diffusive scaling [15]. Recently, high energy factorization theorems for the gluon
production in heavy nucleus collisions were proven in the color glass condensate approach [16].
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Abstract
Indications of gluon saturation in the proton in the HERA data are
briefly discussed.
1 Saturation at HERA?
In 1992, HERA began to explore the proton structure below x of 10−3 for the first time. Many
expected that at such low x the description of the proton structure function F2 using the DGLAP
equations will break down; this was a reasonable assumption based on the presence of terms
of the type αslog(1/x) in the DGLAP splitting functions. We expected the behavior of F2
at low x to be described by BFKL equations, and perhaps observe saturation, i.e. that parton
recombination processes will begin to be important as the gluon density increases at low x. The
naive expectation at that time was that we may observe some type of flattening, even a turning
down, of the rising gluon at low x visible at a fixed Q2 as we probed lower and lower in x, as
shown in Fig. 1(left).
Fig. 1: Left: A figure from the 1991 HERA Workshop Proceeding showing the qualitative features expected in
the HERA measurements of F2. The region marked A is perturbative (including BFKL). In region B, non-linear
recombination (saturation) effects become noticeable. Region C is the non-perturbative region. Right: F2 as actually
measured at HERA shown with the results of a perturbative QCD (DGLAP) fit.
HERA stopped data taking in 2007; a precision down to a few percent has been reached in
the measurement of F2 in large areas of the measureable phase space. The DGLAP description of
the F2 structure function to the lowest measured x has been excellent as shown in Fig. 1(right).
While DGLAP failed below Q2 of 1 GeV [1], where the applicability of perturbative QCD
is suspect in any case, there seemed to be no room in the data for any low-x effects, let alone sat-
uration. Most HERA experimentalists considered then that saturation not to have been observed
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in the HERA data; this is also the case today. On the other hand, there are several indications in
the HERA data that DGLAP may not be the whole story.
2 Diffractive DIS and the Saturation Model
One of the surprises at HERA has been the observation of diffractive deep inelastic scattering
(diffractive DIS). While pQCD analyses in terms of diffractive (or Pomeron) structure functions
have had successes in fitting the data (see for example [2]), it is not obvious how a description of
the total DIS cross-section (F2) in terms of DGLAP evolution is reconciled with the characteris-
tics of diffractive DIS. In particular, the fact the diffractive DIS is a constant fraction of the total
DIS cross-section as a function of x at a fixed Q2 is difficult to understand.
In 1998, the saturation model of Golec-Biernat and Wuestoff [3] was introduced. In this
model, both the DIS and diffractive DIS are formulated in terms of the cross-section of a color
dipole (from the virtual photon) and a proton. The measurements at HERA (both diffractive and
inclusive DIS) were qualitatively well-described in this model only if HERA data were probing
the region in which the dipole-proton cross-section had saturated, i.e. become constant as a
function of the dipole radius. The model implies that at Q2 of 2-5 GeV2, and at x of 10−5,
HERA has sensitivitiy to saturation effects.
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Fig. 2: Left: dF2/dlnQ2 as a function of x and changing Q2 (scale at the top). Center: dF2/dlnQ2 as a function of
x and Q2 from the paramerized F2 of D. Haidt. Right: Critical-line of saturation from the original paper of GBW.
3 Perturbative–non-peturbative boundary
Real photon-proton cross-section, as all hadronic cross-sections at high energy, obey the expecta-
tions of Pomeron exchange in the Regge framework. The cross-section rises slowly as a function
of the cms energy. On the other hand, in DIS, interpreted as a collision of a virtual photon
and a proton, the cross-section rises rapidly – corresponding to the increasing gluon density in
the proton. The two behaviors must match together in the Q2, x plane if physics is to remain
smooth. Indeed it is possible to see where this transition takes place by looking at the deriva-
tive dF2/dlnQ2 as a function of x (and Q2) as shown in Fig. 2(left) [4]. The shape of the Fig.
2(left) plot can be understood by visualizing dF2/dlnQ2 in the x and Q2 plane in any reasonable
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model [5] that interpolates between the Regge behavior at Q2 = 0 and in the DIS region as shown
in Fig. 2(center). The Fig. 2(left) plot shows dF2/dlnQ2 essentially at a fixed W .
It should be noted then that the “critical line” (shown in Fig. 2(right)) in the Golec-Biernat–
Wuestoff (GBW) model [3] that signifies the onset of saturation effects is at more-or-less the same
position as the fold that can be seen in Fig. 2(center). It should also be noted that this behavior
is very difficult to observe for F2 as a function of x at a fixed Q2 in the manner shown in Fig. 1.
If satuation in the model of GBW is taken seriously, it appears that the HERA data, at
about Q2 of 2-5 GeV2 at x−5 is indeed in the saturation region. It also appears that the satu-
ration transition-line is, perhaps unsurprisingly, related also to the boundary of Regge-like and
pQCD-like behavior of F2. Unfortunately, the Q2 range at which HERA data could be observing
saturation phenomena may be already too low for perturbative QCD to be strictly applicable.
Fig. 3: Left: geometric scaling of F2. Right: geometric scaling of diffractive DIS.
4 Geometric scaling
The saturation model predicts a behavior called geometric scaling of the cross-sections [6]. If
cross-sections scale geometrically, they become a funcition only of τ = Q2/Q2s(x) rather than x
and Q2 separately. This behavior for both inclusive DIS (F2) and diffractive DIS [7] are shown
in Fig. 3. Other exclusive DIS cross-sections which are expected to have the same behavior
indeed show this behavior. These include exclusive Vector Meson production in DIS and Deeply
Inelastic Compton Scattering.
It is somewhat curious, however, that geometric scaling behavior appears to extend to
much higher x and Q2 than would be expected from our understanding of the saturation region.
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5 What does it all mean?
We’ve seen that DGLAP evolution describes F2 at HERA very well. On the face of it, this pre-
cludes any type of saturation effect observable at HERA. On the other hand, saturation models
based on the dipole picture give an elegant and simultaneously (qualitatively) correct description
of low-x F2, low-Q2 F2, diffractive DIS, VM production, DVCS and other phenomena (see, for
example, C. Marquet in these proceedings) which are otherwise described by rather separate the-
oretical treatments. Furthermore, the saturation models match onto experimental and theoretical
ideas at RHIC (see, for example L. McLerran in these proceedings).
While how saturation models correspond to more rigorous theoretical ideas such as BK,
JIMWLK and BFKL is becoming clearer (see, for example, C. Marquet and C. White in these
proceedings), there are also still quite a number of theoretical objections to the model to be found
in the literature.
If indeed saturation is being observed at HERA, is appears to be in the regions of Q2 at
the edge of applicability of perturbative QCD. However, since it is likely that whatever physics
governs the behavior of F2 is continuous, DGLAP cannot then be the sole explanation of what is
being measured at HERA – this is in apparent contraditions to the good description of F2 using
DGLAP alone.
The most precise F2 at HERA in the low to medium Q2 region will come from the HERA
Structure Function Working Group soon. It maybe that this data will help in beginning to answer
the question of whether saturation has been observed at HERA.
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Abstract
In this article, recent measurements of diffraction in deep inelastic
scattering are presented along with QCD fits to extract the partonic
structure of the exchange. These so-called diffractive parton density
functions can then be used in predictions for other processes to test
factorisation in diffraction. This is an important verification of QCD
and has significance for predicting exotic signals such as diffractive
Higgs production at the LHC.
1 Introduction
Diffraction in deep inelastic scattering (DIS) has long been a subject of great interest since the
discovery of the first striking events at the beginning of the HERA programme [1, 2]. The final
state of a diffractive ep collision at HERA contains a high energy scattered electron measured in
the detector and a proton which remains intact and exits through the beam-pipe, sometimes to
be detected in proton spectrometers along the proton beam-line. In addition the event consists of
hadronic activity in the main detector, but with none in the direction of the proton. This dearth
of hadronic activity in the proton direction constitutes the striking experimental signature which
caused great surprise in the early years. Along with this so-called large rapidity gap (LRG), the
hadronic final state has a very low invariant mass, MX , compared to non-diffractive DIS. All
three signatures are used to isolate diffractive events. The techniques complement each other
with detection of the final-state proton providing the cleanest signature but also with much lower
statistics and a more restricted kinematic range. The LRG and MX methods are similar in range
and statistics but have different background contaminations.
Such events can be understood in terms of the exchange
2
β
Fig. 1: Schematic of diffraction in DIS.
of a colourless object, sometimes known as the Pomeron,
which develops a structure. The virtual photon emitted from
the electron collides with a parton in this colourless object
producing a hard collision. Figure 1 shows this process along
with relevant kinematic variables. The cross section for diffrac-
tive processes can be factorised into the convolution of the
Pomeron flux, fIP , as suggested by Regge theory, diffractive
parton density functions (dPDFs), fi/IP , and the hard scatter
between one of the partons from the diffractive exchange and
the photon, σep→eXp ∼ fIP ⊗ fi/IP ⊗ σiγ→jk.
There are several motivations to study the nature of
diffractive processes and learn more about QCD, viz: diffractive processes constitute a large
fraction of inclusive cross section; the transition from “soft” to “hard” regimes [3]; the appli-
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cability of the factorisation approach; and the potential for major discoveries such as the Higgs
boson produced in diffractive processes at the LHC which relies on the above understanding.
This article reviews the most recent measurements of inclusive diffraction in DIS and the
extraction of dPDFs from such data. Factorisation is then tested through comparison of dPDFs
(convoluted with an appropriate programme to calculate the hard scatter) for jet production in
DIS and photoproduction as well as at the Tevatron.
2 Inclusive diffraction in DIS
The ZEUS collaboration has recently published results on inclusive diffraction in DIS using all
three methods [4,5]. The data from the MX method extend the previous results [6] to higher pho-
ton virtuality, Q2, and, in the region of overlap, with increased precision. The data using the LRG
method is a significant update over previous ZEUS measurements with this method. It covers the
same kinematic range as the data from the MX method and complements the previously released
data using the LRG method from the H1 collaboration [7]. Similarly, the data where the proton is
tagged using the leading proton spectrometer (LPS) complement previous measurements [8, 9].
Fig. 2: Comparison of the reduced cross section in inclusive diffractive DIS as a function of (left) xIP for fixed β and
Q2 for the LRG and MX methods and (right) Q2 for fixed xIP and β for H1 and ZEUS data using the LRG method.
A comparison of the ZEUS measurements of the inclusive reduced cross section using
the LRG and MX methods is shown in Fig. 2 (left) for the high-Q2 data as a function of the
Pomeron momentum fraction, xIP , at fixed Q2 and fixed Pomeron momentum fraction carried
by the parton in the hard scatter, β. The data using the MX method are scaled to account for
the residual background from proton dissociation in which a proton breaks up into a low-mass
nucleon. Some differences between the methods (more marked at lower Q2, not shown) as a
function of xIP are observed which can be attributed to the suppression of Reggeon and pion
trajectories at high xIP in the MX method. Also at lower Q2, the two measurements have a
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somewhat different Q2 dependence with the data from the MX method decreasing faster with
the Q2 than those from the LRG data. However the overall agreement between the two data sets
is reasonable.
The measurements of the reduced cross section from both H1 and ZEUS collaborations
using the LRG method are compared in Fig. 2 (right) as a function of Q2 for fixed xIP and β.
To enable a comparison in shape, the ZEUS data have been normalised to the H1 data within
the uncertainty in the relative normalisation of the two measurements. Overall the (qualitative)
agreement is good and work is ongoing to combine the measurements which will give a quanti-
tative measure of their compatibility and possibly lead to a significantly improved determination
of the cross section. Already from these data it can be seen that at fixed β, the Q2 dependence
is different for different xIP values. This effect, also seen in the results using the MX method,
means that the data cannot be described by a single factorisable Regge contribution, fIP .
Results in which a forward-going proton was tagged not only provide a clean measure of
diffraction, but also as a result allow the determination of the residual background from proton
dissociation, which is independent of all kinematic variables, in the other data samples. This and
other results of these measurements are discussed in the relevant publications [5, 8, 9].
3 Extraction of dPDFs
The H1 collaboration pioneered fits in next-
Fig. 3: Ratio of ZEUS data to NLO QCD theory as a
function of zobsIP for different dPDFs: a ZEUS fit to LPS
and charm data (solid line); a H1 fit to inclusive LRG
data, H1 fit 2006 - A (dotted line) and H1 fit 2006 - B
(dashed line); and a fit to inclusive data from Martin et
al., MRW 2006 (dot-dashed line).
to-leading-order (NLO) QCD to the dPDFs. The
inclusive data presented in the previous section
was fit [7] and found to be dominated (∼70%)
by the gluon density in the diffractive exchange.
However at large longitudinal momentum frac-
tion, zIP , of the parton relative to the diffrac-
tive exchange, the data lack constraining power.
Although the quark contribution is stable, the
gluon density can vary considerably when choos-
ing different parametrisations. This residual un-
certainty (larger than other theoretical and ex-
perimental uncertainties) needed further input and
was reduced by considering jet production in DIS
and simultaneously fitting [10] these and the in-
clusive data.
Figure 3 shows data from ZEUS on jet
production, similar to that used by H1 in the
NLO QCD fit for the dPDFs. The ratio of the
measured cross section to NLO QCD predictions
with different dPDFs is shown as a function of the experimental estimator of zIP . The data show
clear sensitivity to the choice of dPDF with the theoretical predictions differing by up to a factor
of 3 coming from the weak constraints on the gluon density. There is also a clear preference
for two of the dPDFs, MRW 2006 and H1 fit 2006 B, where the latter is one of the above two
parametrisations derived from fits to inclusive data. The good description of the data by these
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two parametrisations also demonstrates the applicability of factorisation in diffractive DIS. These
results demonstrate that jet data can be used in NLO QCD fits to further constrain the dPDFs.
An NLO QCD fit was performed for the jet data as a function of the variable zIP at different
scales and in combination with the inclusive data. The resulting parton densities for quark and
gluons are shown in Fig. 4 in comparison to the previous fits to the inclusive data only. The
new parametrisation of the gluon density follows that of H1 fit 2006 B and is now similarly well
constrained in comparison with the quark density over the whole kinematic range.
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Fig. 4: Comparison of dPDFs for the quark and gluon densities when simultaneously fitting inclusive and jet data
(bands) and when fitting inclusive only (lines).
4 Diffractive jet photo/hadroproduction
It has long been observed that when dPDFs are compared to Tevatron data [11], the rate is over-
estimated by about a factor of 10. Explanations of this factorisation breaking exist [12] which
predict secondary (multiple) interactions between the remnants which destroy the rapidity gap
signature of diffraction. It might also be expected for this to occur in photoproduction in which
the almost-real photon develops a structure and can effect a hadronic collision. A useful variable
to isolate such interactions is xγ which is the fraction of the photon’s momentum participating
in the hard scatter. High values, the direct process, indicate the photon was point-like whereas
lower values, the resolved process, indicate that the photon developed some structure. However,
as can be seen in Fig. 5 and also confirmed by ZEUS data [13], no dependence of a suppression
factor is seen as a function of xγ . There are indications of an overall suppression factor which
(also) depends on the jet transverse energy.
5 Discussion
At first sight the situation in photoproduction and hadroproduction seems contradictory. How-
ever, it should be noted that the nature and rate of secondary interactions in the two processes
is almost certainly different. From inclusive jet photoproduction data [14], secondary interac-
tions are expected, but almost certainly not at the same rate as in hadroproduction. It should be
remembered that in photoproduction, part of the resolved collisions look like the collision of a
structured, vector-meson like, object with a proton. However, there is also the perturbative point-
like splitting of the photon, which is fully calculable in QCD [15], in which the photon is not a
M. WING
184 ISMD08
structured object in the same way as for the vector meson model. This is in contrast the obvious
structured objects in hadroproduction.
Fig. 5: Ratio of data to theory in jet photoproduction as a function of Ejet1T and xγ .
In summary, new measurements of inclusive diffraction have been made and new deter-
minations of the partonic structure of the diffractive exchange calculated. These new parton
densities demonstrate the applicability of factorisation in deep inelastic scattering, but do not
change the situation in hadroproduction where models of secondary interactions are invoked to
alleviate this breaking of factorisation. The situation in photoproduction is less clear cut, but
also does not contradict the results in DIS or in hadroproduction. Further improvements will be
made with the analysis of more inclusive and jet data and combination of data sets from the two
collaborations.
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Abstract
Recent results on elastic vector meson production are presented and
compared to QCD based model predictions. MV , Q2, t provide a hard
scale. The processes can be described by dipole and 2–gluon exchange
models. Leading neutron and proton production data have been mea-
sured and are compared to model predictions. Moreover the condi-
tional structure function FLN(3)2 is derived from the neutron data.
1 Exclusive diffraction
1.1 Exclusive vector meson production – predictions
The production of vector mesons in the process ep→ eV p according to the factorization theorem
can be described as a three step process, if a hard scale exists: the photon fluctuates into a qq¯
pair, carrying the fractional longitudinal momenta z and 1–z respectively. It is followed by the
interaction of the dipole with the proton parametrized by the dipole cross section σdip and finally
the recombination into a vector meson. The amplitude for the process is given by the expression
A = Ψγ
⊗
σdip
⊗
ΨV . While Ψγ is calculable in QED, ΨV is defined by models or parton–
hadron duality [1].
The dipole cross section is assumed to be universal in the sense that it permits to describe with
the same parameter set the processes ep → eX, epX, eV p. For the latter process Q¯2 = z(z −
1)(Q2+M2V ) provides a universal scale. While for longitudinal photons qq¯−pairs with fractional
longitudinal momenta z ≈ (1 − z) ≈ 12 dominate, i.e. the extension of the dipole is r−2 ≈
1
4(Q
2 +M2V ), transverse photons contribute up to z = 0, 1 , hence reliable pQCD calculations
of AT are only possible at higher Q2 [1]. Vertex factorization holds in the sense that at fixed t
elastic and inelastic diffraction display the same Q2 and W dependence.
In pQCD, σdip can be modelled in LO by the exchange of two gluons and as a gluon ladder in
LL 1x respectively [3, 4]. Hence the vector meson production cross section depends on the gluon
distribution according to σVM ∼ [xg(x)]2 ∼ W δ since x ≈ Q2W 2 . Because of the steep rise of
g(x) for decreasing x, δ is expected to increase for large Q2. At lowQ2 the Regge model predicts
δ ≈ 0.2.
1.2 Hard scales
The measured cross section for the process γp → V p as a function of the total energy W is
shown in fig.1a. The ρ0−, ω− and φ−meson cross sections increase with W with an exponent
δ comparable with the total cross section, for the heavy quarkonium states ψ(1S), ψ(2S) and
Υ(1S) as predicted by pQCD [1] the increase is steeper. The dipole model ascribes the steeper
∗representing the H1 and ZEUS collaboration, supported by the BMBF, FRG under contract number 05H16PEA
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Fig. 1: Photoproduction cross section of vector mesons as function of cms energy W (a) and for Υ(1S) compared
with model predictions(b) [2]
rise of the ψ(2S) cross section to the zero of the wave function and correspondingly a smaller
dipole. In summary the mass of the heavy quarkonium states provides a hard scale; indeed, as
demonstrated by fig.1b, pQCD models reproduce the W–dependence of σ(γp→ Υ(1S)p).
If flavour factors are taken into account [5], the cross section for the process ep→ eV p displays
an universal dependence on Q2 +M2V . This is predicted by the dipole model [1] since the cross
sections are expected to depend only on the dipole size. The t–dependence of the cross section
at low t can be parametrized by an exponential dσdt ∼ exp(b · t), where b is an universal function
of Q2 +M2V (fig.2a); moreover the slope levels off for Q2 +M2V ≈ 5 GeV 2 as predicted by
the dipole model [1], where b = bdip
⊕
bnucl and bdip → 0 for large Q2. The point like photon
probes the gluon distribution of the proton which turns out to be smaller than the proton radius.
Measuring the W–dependence of the production cross section for different Q2 intervals, δ(Q2)
can be determined. It increases with Q2 (fig.2b) as expected for a hard process. The data are
compatible with predictions based on 2–gluon exchange and the dipole model respectively [7].
Figs.1–2 demonstrate that Q2 +M2V provides an universal hard scale.
Moreover the momentum transfer t at the proton vertex supplies a hard scale as shown in fig.3a,
where the t dependence of dσdt for the process γp → ρY is plotted. At large t the data are
described by a power law with a power characteristic for a hard process [9]. This result can be
generalized, since factorization of the processes at the two vertices have been shown to hold for
a plethora of elastic and inelastic diffractive reactions [6, 10].
Measurements of the DVCS process γ∗p → γp are less sensitive to model assumptions since
the final state is calculable. The measured values of δ(Q2) ≈ 0.8 [11] are compatible with the
expectations for a hard process. The dimensionless variable S(Q2) =
√
σDVCS ·Q4·b(q2)
1+ρ2 allows
the study of the Q2−dependence and R(Q2) = ImA(γ∗p→γp)ImA(γ∗p→γ∗p) =
√
pi·σDVCS ·b(Q2)
σT (γ∗p→X)·
√
1+ρ2
provides
direct information on the general parton distributions (GPD). ρ is the ratio of the real to imaginary
part of the DVCS scattering amplitude. Recent results [11] are shown in fig.3b and compared to
model calculations based on GPD’s [12]. The expected skewing effect of 2–gluon exchange is
observed (fig. 3b).
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.
1.3 Helicity amplitudes
The analysis of the angular distribution for the processes ep → eρ0p, eΦp allows to determine
15 spin density matrix elements (SDME) and 6 helicity amplitudes TλγλV respectively [13]. If
the helicity of the virtual photon is transfered to the vector meson, single as well as double
flip amplitudes should vanish and only 5 SDME should contibute. Moreover pQCD predicts
T00 > T11 > T01 > T10, T1−1. Recent results are shown in fig.4 [6]. The five SDME expected
to be nonzero,if SCHC holds, are indeed so; they agree with the predictions of a pQCD based
model [14]. Except for r500 ∼ T10T˙ ∗00, all other spin–flip SDME are compatible with zero as
predicted by SCHC. The SDME r400 = σLσtot , where σtot(σL) are the total production cross section
for unpolarized and longitudinal photons respectively, is shown in fig.4 (left upper corner) as
function of Q2. A leveling off is observed for Q2 ≈ 10 GeV 2.
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Fig. 3: (a) t-distribution for the process γp → ρX [8] and (b) plot of dimensionless variables S and R as function of
Q2 [11]
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2 Leading baryons in ep→ eNX
Studying this process allows a test of the applicability of standard fragmentation models to the
semi-inclusive process; moreover the principle of limiting fragmentation [15], postulating the
factorization of the photon and proton vertex, can be checked by comparing baryon production
in the process γp → NX and γ∗p → NX. The interpretation of the data in the spirit of Regge
exchange allows the pi−flux to be factorized from the inclusive scattering of the electron on the
pi−meson: d2σdxLdt = fpi/p(xL, t) · σγ∗pi((1 − xL)W,Q2). Moreover the influence of absorption
and migration due to rescattering effects can be studied, being of interest for models describing
the gap survival probability in diffractive processes at LHC [16].
In fig.5a data [18] for the process ep→ enX are compared with the prediction of different frag-
mentation models. None describes the data (see also fig. 5b), only the RAPGAP Monte Carlo
with pi−exchange reproduces their shape [18]. As demonstrated by fig.5b, a mixture of DJANGO
and RAPGAP with pi−exchange allows to reproduce the data. In the interval 0.5 < xL < 0.9
pi−exchange dominates. Note, however, that the ratio r = σ(ep→epX)σ(ep→enX) ≈ 2while for pi−exchange
r = 12 is expected [18], hence the Regge model with isospin 1 exchange only is not sufficient.
The cross sections for the processes γp → n + X are suppressed in comparison to those of
the reaction ep → enX (fig.5a), indicating absorption and migration. In the interval xL > 0.5
absorption models [16, 17], based on multi–Pomeron exchange, describe this suppression rea-
sonably, if one considers the different W-dependence of the processes. Kaidalov et al. [16] have
shown that migration processes are of importance for xL < 0.5.
Finally H1 [19] has derived the ratio of structure functions FLN(3)2 (x,Q2, xL)/F2(x,Q2) (fig.5c).
This ratio turns out to be constant over a broad interval of x and Q2 for 0.37 < xL < 0.82, which
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Fig. 5: (a) Ratio of normalized cross sections of photo– and electroproduction of leading neutrons as function of xL
[18], (b) conditional structure function FLN(3)2 as function of xL [19] and (c) ratio of FLN(3)2 (x,Q2, xL)/F2(x,Q2)
as function of the kinematical variables [19]
nourishes the hope that the structure function F pi2 (x,Q2) can be constrained by these data.
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Abstract
A series of previous papers [1] develops a dipole model in initial state
impact parameter space that includes subleading effects such as run-
ning αs, unitarity, confinement and saturation. Here some recent work
[2] is presented, where the model is applied to a new set of data: vec-
tor meson production in γ⋆p, DVCS and dσ/dt in pp. This allows
us to tune a more realistic model of the proton wavefunction from the
pp data, and confirm the predictive power of the model in high Q2 of
DVCS and vector meson production. For low Q2 vector meson res-
onances dominate the photon wavefunction, making our predictions
depend on a tuned parametrisation in this range.
1 Why Dipoles?
To calculate cross sections for hadronic particles it is important to understand the evolution in
the initial state. In a high energy collision, each of the two incoming particles will emit gluons
before meeting and interacting. Enumerate the possible initial states with i, j and give each state
a probability wi such that
∑
i wi = 1. With a scattering probability pij between state i and j the
total interaction probability can be expressed as
Ttot(b) = 2
∑
ij
wiwjpij . (1)
That means that the expectation value of pij , weighted by wi can be measured. Similarly the
diffractive, including elastic, cross section is
Tdiff(b) =
∑
ij
wiwjp
2
ij . (2)
To get both these cross sections right, not only the expectation value of pij with respect to wi is
required, but also the fluctuations. That is, it is possible to measure if the cross section is dom-
inated by frequently occuring states with a low interaction probability, giving a low Tdiff/Ttot,
or by rare states with a high interaction probability, giving a high Tdiff/Ttot. Also the elastic
interaction probability can be written in this way as
Tel(b) =
∑
ij
wiwjpij
2 . (3)
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This makes the form of the impact parameter profile important since the more spread out the
interaction probability is, the smaller the elastic cross section will be.
These arguments show that to describe all the above cross sections, it is important to have
a good description of the fluctuations, both in b and wi.
2 Our Model
Our model uses colour dipoles in impact parameter space, based on the model by Mueller [3].
One of the reasons to do the calculations in impact parameter space is that each emission is on
a shorter timescale than the previous ones, essentially freezing their transverse position. Each
incoming particle is represented by a dipole state (for example the photon is represented as a
single dipole), which is then evolved in rapidity before colliding. The evolution is equivalent to
leading order BFKL, and we have made corrections for higher order effects.
2.1 Evolution
Each dipole is emitting gluons, forming two new dipoles with a probability density of
dP
dY
=
α¯(r<)
2pir2max
d2z
(
x− z
|x− z|K1(
|x− z|
rmax
)− y − z|y − z|K1(
|y − z|
rmax
)
)2
(4)
where x and y are the transverse positions of the partons in the original dipole, while z is the
position of the emitted gluon. r< is the size of the smallest of the three involved dipoles (the
original one, and the two new ones), and is setting the scale for the running coupling constant
for the emission. Also confinement is included in this emission density, which takes form in the
modified Bessel functions K1 which fall off exponentially for large arguments. The confinement
scale is set by rmax, corresponding to a gluon mass 1/rmax in a screened Yukawa potential.
Energy conservation is accounted for by approximating the pT of the partons as twice
the inverse dipole size, from which p+ can be calculated. Allowing only emissions that respect
energy-momentum conservation gives a cutoff for emitting too small dipoles, that is, too large
pT, cutting away the poles in the emission probability (4).
Apart from the 1 to 2 emission above, the model also includes a 2 to 2 dipole swing, where
dipoles of the same colour may recombine, changing the colour flow, but not the momenta.
The swing favours small dipoles over large dipoles, which reduces the cross section and gives a
saturation effect.
2.2 Interaction and Cross sections
To find the cross section, the interaction probability of two evolved states of dipoles is calculated
for a given impact parameter. The probability that a dipole i from one state will interact with a
dipole j in the other state is
fij =
α2s
8
(
log
(
(xi − yj)2(yi − xj)2
(xi − xj)2(yi − yj)2
))2
, (5)
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Fig. 1: Left: The total and elastic pp cross section. Right: Differential dσ/dt cross section in pp. Data from [4].
with xi, yi the transverse positions of the partons of dipole i. This is then corrected for confine-
ment, which introduces Bessel functions as was done for the emission probability (4). Using this,
the total interaction probability of the two dipole states can be calculated in the unitarised form,
T (b) = 1− e−
∑
fij . (6)
This is again using the fact that the interactions are taking place during a short timescale, freezing
the transverse positions of the partons. This evolution and interaction can be simulated in a Monte
Carlo program to determine the interaction probability numerically. Integrating over the impact
parameter then gives the total cross section, and modifications to the order of integration as in
section 1 yields diffractive and elastic cross sections.
3 Results
By tuning the two evolution parameters ΛQCD and rmax and the proton wavefunction we can
describe the total and elastic pp cross section (fig 1). The tuned proton wavefunction is an
equilateral triangle of dipoles with a radius of 3 GeV−1. It should be noted that once the cross
section is tuned for a total and elastic cross section at a given energy, the energy dependence of
the cross sections depends very weakly on the tuning, so it is a direct result of the evolution in
our model. The fourier transform of the elastic amplitude then gives also σ(t). As the elastic
amplitude is calculated through the optical theorem, only the imaginary part is included, which
causes a dip to 0 amplitude at a certain t. With the real part included, this dip would be smoothed
out. The fact that it is possible to describe the energy dependence of the cross sections, as well
as following σ(t) over many orders of magnitude is a sign of the predictive power of the model.
It is possible to calculate also γ⋆p using the virtual photon dipole wavefunction. For high
Q2 the wavefunction can be calculated perturbatively and the cross section as function of Q2 and
W is predicted directly from the pp tuning. The results agree with data (dotted line in fig 2),
showing that the model can predict data without being tuned to it.
For low Q2 (below 5-10 GeV2) the photon wavefunction will have important soft contri-
butions. Confinement suppresses too large dipoles, which can be taken into account by shrinking
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Fig. 2: Top: Total γ⋆p as function of Q2 (left) and W (right). Bottom: DVCS for W = 82 GeV as function of Q2
(left) and t (right). Data from [5, 6]
large dipoles coming out from the perturbative wavefunction. This can be compared to the con-
finement used in the evolution and can be estimated using the confinement scale rmax from the
evolution. The most important effect is when the quark-antiquark pair propagates as a vector
meson, boosting the wavefunction at mesonic dipole sizes. This vector meson resonance is not
well understood quantitatively, so it had to be parametrised and tuned to low Q2 total γ⋆p cross
section data. The result with both soft effects included in the photon wavefunction is shown in
the full line in fig 2.
Once the photon wavefunction was determined, also for low Q2, the deeply virtual Comp-
ton scattering (DVCS) cross section can be calculated, using a Q2 = 0 photon wavefunction for
the outgoing particle. The results agree with data in Q2, W and t dependence as can be seen in
the plots in fig 2, further confirming the predictive power of our model.
By replacing the outgoing Q2 = 0 photon wavefunction with a vector meson wavefunc-
tion, we can also calculate vector meson production cross sections. The vector meson wave-
function cannot be calculated perturbatively, but there are several models that estimate it, using
normalisation and decay width to fix parametrisations. We used the DGKP [7] and the Boosted
Gaussian [8] models in our calculations. For the light vector mesons, the Q2 and W dependence
on the total cross section agrees well with data, specially for the Boosted Gaussian model (fig 3).
Also the t dependence agrees for high Q2, while for lower Q2, the slope is too steep. This is not
surprising, as the vector meson dominance of the photon wavefunction dominates in this range.
It was tuned only to the total cross section in γ⋆p, and we can not expect this parametrisation to
correctly describe also the impact parameter profile that determines the t dependence. Possibly,
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Fig. 3: Rho production as function of Q2 (left) and W (right). Data from [9, 10]
this is also the case in DVCS, but since the available experimental data for t dependence does
not go below Q2 = 8 GeV2, it is not observed. Moreover, the vector meson wavefunctions are
approximative parametrisations, and they may yield incorrect t distributions.
Also ψ production can be calculated with this method, however, the results are not as good.
One source of uncertainty is the vector meson resonance correction to the photon wavefunction,
which would have to be retuned for a charm pair fluctuating into a ψ. More work is needed to
achieve reliable results for heavy quark vector mesons.
4 Conclusions and outlook
Our dipole model has proven to describe a wide selection of data in both pp and in γ⋆p collisions.
The pp data and the total γ⋆p cross section has been used for tuning the parameters of the evo-
lution and the wavefunctions, while other aspects, like DVCS and the energy dependence of all
processes, have been found without tuning, showing good predictive power of the model. For low
Q2 there are soft effects in the photon wave functions that we do not understand quantitatively,
mainly the vector meson resonance.
Looking forward, we are currently working on using the information in the evolved states
to determine not only the cross section, but also the exclusive final state. The evolution gives us
the particles, their momenta, and even their colour connections. Some of the partons that have not
collided will, however, have spacelike momenta and have to be reabsorbed as virtual fluctuations.
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Abstract
Implementation of screening and saturation effects in cosmic ray inter-
action models is reviewed in comparison with the corresponding treat-
ment of the color glass condensate approach. A feasibility of develop-
ing a color glass-based hadronic Monte Carlo generator is discussed,
underlying the related and yet unsolved problems. Finally, existing
contradictions between model predictions and high energy cosmic ray
data are considered and the potential of the color glass condensate ap-
proach to resolve the remaining puzzles is analyzed.
1 Introduction
Nowadays hadronic Monte Carlo (MC) generators have a wide range of applicability both in
collider and in cosmic ray (CR) fields. In the latter case, among the crucial requirements to
the MC models is the corresponding predictive power, due to the necessity to extrapolate such
models from accelerator energies up to the highest ones studied with cosmic rays. Traditionally,
CR interaction models are developed in the Reggeon Field Theory (RFT) framework [1]: the
scattering process is described as a multiple exchange of composite states – Pomerons, each one
corresponding to an independent parton cascade. Depending on parton virtualities, one distin-
guishes “soft” and “semihard” contributions to the Pomeron exchange amplitude, corresponding
to whether all the partons are soft, |q2| < Q20, Q20 being a virtuality cutoff for the pQCD being
applicable, or a part of the underlying cascade enters the perturbative domain (some |q2| > Q20).
Applying the Abramovskii-Gribov-Kancheli (AGK) cutting procedure [2] to the corresponding
elastic scattering diagrams, one obtains various interaction cross sections and relative probabili-
ties for particular hadronic final states, which are then employed in the MC procedures.
2 Screening and saturation effects in MC models
Crucial differences between present hadronic MC generators are related to how they treat non-
linear interaction effects emerging in the high parton density regime. The latter appear naturally
when considering hadron-hadron and, especially, nucleus-nucleus scattering in the limit of high
energies and small impact parameters, where a large number of parton cascades develops in
parallel, being closely packed in the interaction volume. In the QCD framework, the correspond-
ing dynamics is described as merging of parton ladders, leading to the saturation picture: at a
given virtuality scale parton density can not exceed a certain value; going to smaller momentum
fractions x, further parton branching is compensated by merging of parton cascades [3]. Im-
portantly, at smaller x, the saturation is reached at higher and higher virtuality scale Q2sat(x).
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The approach has been further developed in the large Nc-based color glass condensate (CGC)
framework, where detailed predictions for the Q2sat(x) behavior have been derived [4].
In MC generators one usually attempts to mimic the saturation picture in a phenomeno-
logical way. Standard method, employed e.g. in the SIBYLL model [5], is to treat the virtuality
cutoff Q20 between soft and semihard parton processes as an effective energy-dependent satura-
tion scale: Q20 = Q2sat(s) and to neglect parton (and hadron) production at |q2| < Q20(s). The
parameters of the corresponding Q20(s) parametrization are usually tuned together with the other
model parameters by fitting the measured proton-proton cross section.
A more sophisticated procedure has been applied in the EPOS model [6], where effective
saturation effects, being described by a set of parameters, depend on energy, impact parameter,
types of interacting hadrons (nuclei). The corresponding mechanism influences not only the
configuration of the interaction (how many processes of what type occur) but also the energy
partition between multiple scattering processes and the hadronization procedure, the relevant
parameters being fitted both with cross section and with particle production data.
An alternative approach has been employed in the QGSJET-IImodel [7] which provides
a microscopic treatment of nonlinear effects in the RFT framework by describing the latter with
help of enhanced diagrams [8] corresponding to Pomeron-Pomeron interactions. In particular, the
procedure proposed in [9] allowed one to resum contributions of dominant enhanced graphs to the
scattering amplitude to all orders in the triple-Pomeron coupling. Furthermore, to treat secondary
particle production the unitarity cuts of the corresponding diagrams have been analyzed and a
procedure has been worked out to resum the corresponding contributions for any particular final
state of interest [10], which allowed one to implement the algorithm in the MC generator and to
sample various configurations of the interaction in an iterative fashion. The main drawback of
the approach is the underlying assumption that Pomeron-Pomeron coupling is dominated by soft
(|q2| < Q20) parton processes. Thus, in contrast to the perturbative CGC treatment, the model
has no dynamical evolution of the saturation scale: the saturation may only be reached at the Q20
scale; at |q2| > Q20 parton evolution is described by purely linear DGLAP formalism.
3 Prospects for CGC-based MC generators
A promising framework for the development of a new generation of hadronic MC models is the
color glass condensate scheme. Indeed, it seems very attractive to fully exploit the recent progress
in the theoretical understanding of low-x QCD and to have a larger part of the kinematic space
being described by perturbative methods, compared to present day MC generators. The ultimate
goal for such a procedure is to enhance the predictive power, which is of utmost importance for
model applications at the LHC and, especially, at the highest CR energies. However, to achieve
this ambitious goal a number of key developments is still missing in the approach.
Let us recall that what one basically needs are coherent predictions for elastic scattering
amplitude, hence, for total and inelastic cross sections, and for relative probabilities of various
configurations of hadronic final states. The latter can be specified in different ways, e.g., as
configurations of final (s-channel) partons, which can be resolved from each other (by imposing
a cutoff on the parton virtuality or on some suitable angular scale) and which can then be mapped
into secondary hadron production patterns, using, for example, string fragmentation procedures.
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Fig. 1: Enhanced Pomerons diagrams up to the second order in G3P .
When describing the scattering amplitude in the framework which treats Pomeron-Pomeron
interactions, it is extremely important to have a complete resummation of all significant contri-
butions of the kind, since diagrams with different numbers of Pomerons contribute with alter-
ing signs and since more complicated topologies become generally important when moving to
higher energies. Meanwhile, most of the present applications of the CGC scheme are based
on the Balitsky-Kovchegov (BK) approach [11], which is just the QCD analog of the Schwim-
mer model, corresponding to taking into consideration the diagrams of “fan” type only. Despite
ongoing progress in accounting for contributions of more complicated diagrams, the full CGC
evolution kernel remains unknown. Should one actually expect significant corrections to the BK
approach? The affirmative answer comes already from considering the simplest enhanced dia-
grams up to the second order in the triple-Pomeron coupling, as depicted in Fig. 1.1 Indeed, in
addition to the “fan” type diagrams of Fig. 1 (a), (c) and Fig. 1 (b), (d), which are proportional
to G3P s2∆P and G23P s3∆P correspondingly, one has the contributions of graphs of Fig. 1 (e-g),
whose weights are proportional to G23P s2∆P / (λP + 2λ3P ) (e), G23P s2∆P (f), and G23P s3∆P
(g). Here λP is the slope and ∆P the effective energy exponent (intercept minus unity) of the
Pomeron exchange amplitude, whereas G3P and λ3P are the residue and the slope for the triple-
Pomeron vertex. While the graph of Fig. 1 (f) is sub-leading in the high energy limit compared
to the ones of Fig. 1 (b) and (d), this is not the case for the diagram of Fig. 1 (g). More delicate
issue is the contribution of the “loop” diagram of Fig. 1 (e), which formally is also sub-leading.
However, taking into account the smallness of both the BFKL Pomeron slope and of the one for
the triple-Pomeron coupling, it appears to be at least competitive with the lowest order ones of
graphs Fig. 1 (a), (c).
The fundamental problem of the CGC approach is related to the predicted too quick ex-
pansion of the black disk towards large impact parameters, the scattering slope rising with energy
in a power-like way, in a contradiction with the unitarity [12]. It appears that the scheme works
well in the region of the impact parameter space where the saturation scale is well-defined and
fails outside that region. Though phenomenological approaches have been proposed to cure the
problem by suppressing the emission of nonperturbative large size dipoles [13], it is not clear yet
if the approach is suitable enough for the description of peripheral hadronic collisions.
Finally, to obtain probabilities for different hadronic final states, a necessary ingredient for
a self-consistent MC procedure, one has to deal with unitarity cuts of elastic scattering diagrams.
Till present, no systematic analysis of the kind has been performed in the CGC framework. As a
possible alternative one may consider the “black box” strategy: developing a phenomenological
MC model on the basis of the CGC predictions for inclusive gluon spectra. However, such
1For the sake of simplicity, here we restrict ourselves to the triple-Pomeron vertex only.
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a model would have a very limited range of applicability, the basic correlations of hadronic
observables being driven by the chosen ad hoc prescriptions rather than by the underlying theory.
4 UHECR puzzles
An interesting application of hadronic MC generators is related to the studies of very high energy
cosmic rays. Those are generally detected using an indirect method: studying the development
of nuclear-electro-magnetic cascades, extensive air showers (EAS), initiated by primary cosmic
ray (PCR) particles in the atmosphere. Among the basic EAS observables is the shower maxi-
mum position Xmax – the depth in the atmosphere (in g/cm2) where maximal number of ionizing
particles is observed, as well as total numbers of charged particles Ne and muons Nµ at ground
level. The former depends mainly on the inelastic cross section for the primary particle interac-
tion with air and on the corresponding inelasticity – the relative energy difference between the
initial and the most energetic secondary particle. In turn, Nµ depends on the development of
the nuclear cascade in the atmosphere, being mainly (but not only) related to the multiplicity of
pion-air interactions. Hadronic MC models are employed in the simulation of EAS development,
the results being compared to experimental data and used to infer the properties of PCR, like the
energy spectrum and the elemental composition.
It appears that present day models behave reasonably well in CR applications up to the
energies of the order of 109 GeV lab. For example, the results of the KASCADE-Grande Col-
laboration on the EAS muon content are well bracketed by the corresponding predictions for
primary protons and iron nuclei (the two extreme PCR mass groups), if the QGSJET-II model
is employed in the analysis [14]. However, the situation proved to be much more confusing in
what concerns the properties of ultra-high energy cosmic rays (UHECR), with energies in excess
of 109 ÷ 1010 GeV lab. The correlations between the measured UHECR arrival directions and
the positions of near-by Active Galactic Nuclei (AGN), reported recently by the Pierre Auger
Collaboration [15], give a strong support to the proton dominance of the PCR composition, if the
angular size of the mentioned correlations is considered. On the other hand, the results of the
very same collaboration on the PCR composition indicate that the latter is a mixture of protons
and heavier nuclei: the measured Xmax position is well in between model predictions for primary
protons and iron nuclei [16]. Even more confusing are the Pierre Auger results for the EAS muon
number: using three independent, although indirect, analysis methods, the inferred Nµ appeared
to be 60% higher than predicted by QGSJET-II for p-induced air showers [17].
A possible explanation of the latter puzzle has been proposed in EPOS framework: a sub-
stantial enhancement of (anti-)baryon production in the model resulted in a significant increase
of the predicted Nµ [18]. However, the model proved to be unable to resolve the above-discussed
contradiction: the inferred Nµ appears to be some 20 ÷ 50% (depending on the method) higher
than expected for proton-induced EAS, if EPOS is employed in the simulation procedure [17].
A question arises if a potential CGC-based MC model could provide a coherent description
of the Pierre Auger data. For the predicted EAS characteristics for p-induced air showers to be
consistent with the Pierre Auger results, Xmax has to be moved deeper in the atmosphere while
Nµ has to be significantly enhanced, desirably for muon energies in excess of 5 ÷ 10 GeV. The
former may be achieved by increasing proton-air inelastic cross section or, alternatively, by en-
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hancing the interaction inelasticity. In principle, a quick expansion of the black disk may provide
the necessary enhancement of σinelp−air, apart from the fact that the process can not be consistently
described within the perturbative framework. In turn, a high inelasticity may be obtained if one
assumes an independent fragmentation of constituent quarks of the incident proton, when the lat-
ter go through a dense gluon cloud of the target nucleus [19]. More difficult would be to obtain
a significantly higher Nµ than, e.g., in QGSJET-II, which will require a substantial increase of
pion-air multiplicity. The main feature of the CGC approach is a dynamical treatment of the sat-
uration effects, whereas in QGSJET-II, parton saturation may only be reached below the cutoff
scale Q20. Additional saturation effects for |q2| > Q20 should generally lead to a suppression
of the average parton density, hence, to a reduction of the multiplicity and of the Nµ predicted.
However, one still has the freedom in the normalization of the saturation parton density, which
is defined up to a constant factor. The latter circumstance, in combination with a quicker expan-
sion of the high parton density towards large impact parameters may, in principle, allow one to
achieve a very significant enhancement of secondary particle multiplicity, hence, of EAS muon
content. It is worth stressing, however, that the main question is whether such properties come
out as natural predictions of the color glass condensate approach. The answer will, probably, not
come until a coherent CGC-based MC model emerges on the market.
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Abstract
At high energy, cosmic rays can only be studied by measuring the ex-
tensive air showers they produce in the atmosphere of the Earth. Al-
though the main features of air showers can be understood within a
simple model of successive interactions, detailed simulations and a re-
alistic description of particle production are needed to calculate ob-
servables relevant to air shower experiments. Currently hadronic inter-
action models are the main source of uncertainty of such simulations.
We will study how accelerator data can constrain the different hadronic
models available for extensive air shower simulations.
1 Cosmic rays and hadronic interactions
Due to the steeply falling energy spectrum of cosmic rays, direct detection by satellite- or
balloon-borne instruments is only possible up to about ∼ 1014 eV. Fortunately, at such high
energy, the cascades of secondary particles produced by cosmic rays reach the ground and can be
detected in coincidence experiments. The cascades are called extensive air showers (EAS) and
are routinely used to make indirect measurements of high energy cosmic rays.
As a consequence of the indirect character of the measurement, detailed simulations of
EAS are needed to extract information on the primary particle from shower observables. Whereas
electromagnetic interactions are well understood within perturbative QED, hadronic multiparti-
cle production cannot be calculated within QCD from first principles. Differences in modeling
hadronic interactions, which cannot be resolved by current accelerator data, are the main source
of uncertainty of EAS predictions [1, 2]. In this article, we will discuss the relation between
hadronic multiparticle production and EAS observables and the constrains given by accelerator
data.
2 Heitler’s Model
Thanks to a simple Heitler model generalized for hadronic showers [3, 4], one can extract the
main observables of hadronic interactions needed to understand the development of air showers.
In this kind of toy model, a hadronic interaction of a charged particle with energy E will
produce Ntot new particles with energy E/Ntot, with NEM particles (pi0 mainly) transferring
their energy to the electromagnetic channel. Introducing a characteristic energy (E0 = 150GeV),
where pions are assumed to decay into muons, the number of muons for a shower with primary
energy E0 after n generations is given as [5]
Nµ = {Ntot −NEM}n =
(
E0
Edec
)1+lnR/lnNtot
, (1)
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with R = (Ntot − NEM)/Ntot. The muon number depends therefore strongly on R, which is
understandable since NEM counts particles giving all their energy to the electromagnetic channel
– not producing muons.
Usually these kind of toy models consider only pions as secondary particles resulting in
R = 2/3. In this case the muon number depends only on Ntot, as does Xmax [5], as
Xmax = λhad + λEM · ln
(
E0
NtotEc
)
, (2)
with λhad being the hadronic interaction path length, and with Ec = 85 MeV being the criti-
cal energy (where particles disappearing from the shower). Let us now be a bit more realistic,
and consider all kinds of hadrons, including (anti)baryons. Particle production in hadronic in-
teractions is model dependent, and so is the precise value of R. With R being less than 1 and
Ntot >> 1, the muon number depends very sensitively on the ratio R.
Thus this simple approach allows us to extract the main observables which lead the EAS
development, namely:
• cross section
• multiplicity (and inelasticity)
• (anti)baryon production
We will compare the commonly used hadronic interaction models for EAS simulations to accel-
erator data for these observables.
3 Accelerator data
Hadronic interaction models
There are several hadronic interaction models commonly used to simulate air showers. For high
energy interactions (Elab & 100 GeV), the models studied here are EPOS 1.6 [6,7], QGSJET 01 [8],
QGSJET II [9, 10], and SIBYLL 2.1 [11–13]. The physics models and assumptions are discussed
in, for example, [14].
Cross section
As seen Sec. 2, the cross section is very important for the development of air showers and in
particular for the depth of shower maximum. As a consequence, the number of electromagnetic
particles at ground is strongly correlated to this observable (if the shower maximum is closer to
ground, the number of particles is higher).
The proton-proton scattering total cross section is typically used as an input to fix basic
parameters in all hadronic interaction models. Therefore, as shown in Fig. 1 lefthand-side, it is
very well described by all the models at low energy, where data exist. And then it diverges above
2 TeV center-of-mass (cms) energy because of different model assumptions. In all the figures
EPOS 1.6 is represented by a full (blue) line, QGSJET II by a dashed (red) line, QGSJET 01 by a
dash-dotted (black) line and SIBYLL 2.1 by a dotted (green) line.
From p-p to proton-air interactions, the Glauber model is used in all models but with dif-
ferent input parameters depending on nuclear effects (none in SIBYLL 2.1, strong in QGSJET II).
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Fig. 1: Total cross section of p-p collision (lefthand-side) and inelastic proton-air cross section (righthand-side) as
calculated with EPOS 1.6 (full line), QGSJET II (dashed line), QGSJET 01 (dash-dotted line) and SIBYLL 2.1 (dotted
line). Points are data from accelerator [15] and cosmic ray experiment [16–19].
So comparing the models to each other Fig. 1 righthand-side, differences appear even at low
energy where the p-p cross section are similar. And at high energy the spread is again larger.
Furthermore, the simulated cross sections seem all to increase faster than the measured one, even
at low energy (< 1 Tev) where direct measurement of single hadrons from cosmic rays can be
done at ground [16–19] (almost accelerator like measurement since proton flux is known).
Multiplicity
According to eq. 2, the multiplicity plays a similar kind of role as the cross section, but with a
weaker dependence (log). On the other hand, the predictions from the models have much larger
differences.
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Fig. 2: Multiplicity distribution of p-p collision at 900 GeV cms energy (lefthand-side) and 14 TeV (righthand-side)
as calculated with EPOS 1.6 (full line), QGSJET II (dashed line), QGSJET 01 (dash-dotted line) and SIBYLL 2.1 (dotted
line). Points are data [20].
As shown in Fig. 2, going from 900 GeV cms energy (lefthand-side), where models agree
with the UA5 data [20], to 14 TeV (LHC) (righthand-side), the discrepancy can be larger than a
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factor of 2 in the tail of the distribution (and the shape is different). The EPOS model predicting
much smaller multiplicity than QGSJET II.
The multiplicity distribution of charged particles is a very good test of the fundamental
property of the hadronic interaction models and it should be one of the first result of the LHC
experiments.
(Anti)Baryon production
In the forward region, the number of (anti)baryons is very important for the number of muons
produced in EAS, because it changes the ratio R of eq. 1. The process is well described in [21],
where it is also shown that the number of antiprotons on the projectile side of pi-carbon collision
can only be reproduced correctly by the EPOS model. This is due to a more sophisticated remnant
treatment in this model which allows baryon number transfer between the inner part of the col-
lision and the forward (or backward) region. This can be tested with other data like the lambda
rapidity distribution published by the NA49 collaboration [22] and shown on the lefthand-side of
Fig. 3. We can see that in EPOS a large number of lambdas are in the central region and not at
large rapidity any more (cf QGSJET 01).
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
-2 0 2
 y
 
dn
/d
y
 p + p → Λ at El=158 GeV
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0 2 4 6 8 10
 dN/dy(y=0)
 
ra
tio
 a
p/
pi
 p + p at E=1800 GeV EPOS 1.6
QGSJET II
QGSJET01
SIBYLL 2.1
Fig. 3: Lambda rapidity distribution of p-p collision at 158 GeV lab energy (lefthand-side) and ratio of anti-proton
over pion in p-p scattering at 1.8 TeV cms energy as a function of the plateau height (righthand-side) as calculated
with EPOS 1.6 (full line), QGSJET II (dashed line), QGSJET 01 (dash-dotted line) and SIBYLL 2.1 (dotted line). Points
are data [22, 23].
Another particularity of the (anti)baryons is that their production increase faster with the
energy that the pion production. In other words, the ratio p/pi increase with energy. At the
highest measured energy (TEVATRON [23]), we can see on the righthand-side of Fig. 3, that only
EPOS described correctly this ratio as a function of the event multiplicity. Other models are
too low. This explain why air showers simulated with EPOS contain more muons. Measurement
of (anti)baryon distributions at LHC will be very important to constrain muon number in air
showers.
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4 Summary
Using a simple toy model, it was shown that EAS development is driven by a limited number
of fundamental observables like the proton (and pion) air cross section, the multiplicity (and in-
elasticity) and the number of (anti)baryon in proton (and pion) air interactions. Unfortunately
these quantities are well measured only at low energy (∼100 GeV lab) in proton (or pion) nu-
cleus scattering. The cross section and multiplicity are measured up to 2 TeV cms energy in
(anti)proton-proton collisions, but nevertheless the hadronic models commonly used for EAS
simulations show big differences in their extrapolation already at LHC energies. The discrep-
ancy is even larger if we consider hadron-nucleus collisions. Situation is even worth for the
forward distributions of (anti)baryons (important for muons), which are not measured at all at
collider energies. In that case, the models disagree with each other already at low energy. This
probably explain why none of these hadronic interaction models can consistently reproduce all
results from an experiment like KASCADE [24], even if the energies involved are in the range of
accelerator data.
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Abstract
The southern part of the Pierre Auger Observatory in Argentina is now
fully completed and already provides world unique data samples of
the cosmic ray showers in the energy range from 1018 eV till above
1020 eV. In order to avoid a strong dependency on MC simulations for
energy calibration, the experiment combines two techniques: surface
detector arrays and fluorescence telescopes. However, the interpre-
tation of some measured quantities such as mean shower maximum
in terms of chemical composition of cosmic rays, naturally depends
on MC simulations and models of hadronic interactions at extremely
high energies. This contribution describes selected results of the Pierre
Auger Observatory and pinpoints several issues where the models of
hadronic interactions play a very important role or can be even tested
at energies far from the reach of current accelerators.
1 Introduction
The existence of Ultra High Energy Cosmic Rays (UHECR) is difficult to explain either by
present scenarios of acceleration mechanisms in astronomical objects or by models suggesting
that these particles originate e.g. from decays of super-heavy dark matter. UHECR thus attract
attention of both astrophysicists and particle physicists.
UHECR are supposed to be mostly protons or heavier nuclei that quickly lose energy
as they interact with relict photons at energies above the pion production threshold ETH ∼
6×1019 eV ( GZK mechanism [1] ). Consequently, events observed when the particles hit the
Earth atmosphere have to originate from distances close to us (within ∼ 100 Mpc) and the flux
of these particles has to be suppressed above the GZK threshold. This expectation is however
in contradiction with previous measurements of the AGASA experiment [2]. All the above-
mentioned mysteries of UHECR and more that were presented e.g. in Ref. [3] were the basic
motivations for construction of the Pierre Auger Observatory (PAO), the world largest cosmic
ray detector.
Already during the construction phase the PAO was able to take data and the collaboration
reported many results such as an estimate of upper limit on the cosmic-ray photon and diffuse
tau neutrino flux [4–6] or the highlighted analysis of correlation of the highest-energy cosmic
rays with the positions of nearby active galactic nuclei [7,8]. In this contribution we rather focus
† see www/auger.org/admin for full author list
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on energy calibration, spectrum and composition studies and examples how PAO can test the
validity of hadronic interaction models at extreme energies.
2 Experimental setup and measurement principle
The southern site of the PAO is situated in the Argentinian province Mendoza, close to the city of
Malargu¨e. It consists of 3000 km2 surface detector arrays and a set of 24 fluorescence telescopes.
The surface detector stations are water Cerenkov tanks each equipped by 3 photomultipliers.
Six fluorescence telescopes occupy one fluorescence detector building. In total four of these
buildings are located on the array border on small hills and thus overlook the interior of the
array. In the year 2008 the southern part of the Observatory was fully completed with successful
operation of all four fluorescence detector buildings and by fulfilling the original aim of 1600
deployed and working surface detector stations.
The essential part of the project is to build the northern counterpart of the existing south ex-
periment. The suitable site was already chosen in Colorado, USA. Not only the full sky coverage
but also the interesting and encouraging results obtained from the southern site and subsequent
new scientific questions emerging from the data are the main motivations for the northern Obser-
vatory.
When a cosmic ray particle hits the Earth atmosphere, it interacts at high altitudes with
a nucleus of the atmospheric gas and many new particles are created in the forward direction.
Secondary particles then continue to interact with other atmospheric nuclei and the extensive
air shower is formed. Decays of secondary neutral pions feed the electromagnetic shower and
decays of charged mesons form the muon component. The surface array measures the shower
lateral profile on the ground and surface detector stations are sensitive to both electromagnetic
and muon components. The fluorescence telescopes register the longitudinal profile of the flu-
orescence light induced along the air shower by de-excitations of N2 molecules excited by the
passage of the electromagnetic shower. The measured light intensity is proportional to the energy
that shower particles lose in the atmosphere. The fluorescence detectors thus provide calorimet-
ric measurement of the shower energy estimated as EFD = k
∫∞
0
dE
dX dX , where X is the atmo-
spheric depth and k is the correction factor taking into account missing energy due to neutrinos
and energetic muons. Fluorescence telescopes can, however, operate only during the nights with
low Moon-light intensity. Since the majority of the measured showers is detected only by surface
Cerenkov stations, the conversion of the surface detector signal to shower energy has to be used
for these events.
3 Energy calibration of surface detector signals and cosmic ray energy spectrum
The signal at about 1000 m from the shower core ( S(1000) ) is on average the ideal parameter
to measure the shower energy from the surface detector data [9] . The chosen distance to shower
core is mostly given by the requirement of good reconstruction quality and it is defined by the ge-
ometry of the array. Having the optimal energy estimator determined, the correction to the signal
attenuation for different zenith angles has to be estimated. This is done from the real data avoid-
ing any Monte Carlo simulations. For each shower the signal parameter S38=S(1000)/CIC(θ)
is calculated. This parameter is defined as the S(1000) signal of the same shower if its zenith
RESULTS OF THE PIERRE AUGER OBSERVATORY - ASPECTS RELATED TO HADRONIC . . .
ISMD08 209
lg(E
FD
/eV)
18.5 19 19.5 
/V
E
M
) 
3
8
 
lg
(S
 
1 
1.5 
2 
2.5 
3 
FD 
)/E 
FD 
(E -  E 
-0.8 -0.4 -0 0.4 0.8 
N
u
m
b
e
r
 o
f 
E
v
e
n
ts
 
0 
20 
40 
60 
80 
100 
120 
140 
Mean      0.01± 0.03 
RMS       0.01± 0.19 
))
-
1
eV
-
1
sr
-
1
s
-
2
lg
(J/
(m
-37
-36
-35
-34
-33
-32
-31
E (eV)
1810×3 1910 1910×2 2010 2010×2
7275
4172
2634
1804
1229
824 561 405
259
171
105 74
31
19
11
7
1
1910×4
lg(E/eV)
18.4 18.6 18.8 19 19.2 19.4 19.6 19.8 20 20.2 20.4
)-1
-
2.
69
J/(
Ax
E
-1
-0.5
0
0.5
1
 Auger
 HiRes I
Fig. 1: (left) Correlation between lg S38◦ and lgEFD for the 661 hybrid events used in the fit. The full line is the
best fit to the data. The fractional differences between the two energy estimators are shown in the inset. (right) Upper
panel: The differential flux J as a function of energy, with statistical uncertainties. Lower Panel: The fractional
differences between Auger and HiResI data compared with an energy spectrum J ∼ E−2.69.
angle θ would be 38◦. The crucial part is thus to estimate the signal attenuation curve CIC(θ)
from the real data. This is done by requiring the isotropic distribution of the events above a given
energy (i.e. above a given S38). Since the surface detector is flat and the trigger efficiency ap-
proaches unity (>99%) above 3 × 1018 eV it is natural to expect that the distribution of number
of events above some energy is flat in cos2(θ). The constant intensity cut given in the number of
events in each cos2(θ) bin is chosen and the CIC(θ) is then found from the real data so that the
dN/d(cos2(θ)) is constant as required. It was shown that the shape of the CIC(θ) curve does not
depend on the chosen value of the cut.
At this stage the last step of the energy calibration is applied. It is the relation of the S38
parameter to the measured energy from the fluorescence detectors. The calibration curve is shown
in Fig. 1 (left) showing nice correlations of the two parameters. The correction to the missing
energy applied to the measured calorimetric energy of the fluorescence detectors is the only
step where the models of hadronic interaction enter the calibration procedure. The differences
between the corrections for different models and primaries are on the level of a few percent [10].
The total uncertainty of the fluorescence energy measurement is about 22%. While the largest
part is given by the uncertainty of fluorescence yield (15 %), the missing energy uncertainty is
only about 4 %.
Having the conversion of S(1000) to S38 and finally to the shower energy estimated, the
cosmic ray energy spectrum can be constructed [11]. The spectrum is plotted in Fig. 1 (right)
together with the HiResI data [12]. At the confidence level of 6 standard deviations the flux
J ∼ Eα=−2.69 stops to continue with the same slope α above the energy 4 × 1019 eV.
4 Mass composition, shower maximum
While the estimated energy spectrum depends only slightly on the models of hadronic interac-
tions, the analyzes of cosmic ray composition are essentially based on these models. In order
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to obtain information about the composition of comic rays, the PAO studies shower parameters
sensitive to the mass of the primary particle. One of the most powerful parameters is the position
of the shower maximum measured by the fluorescence detectors.
As the shower passes through the atmosphere, the electromagnetic component evolves and
increases its size until the particle energy is lower than critical energy in the air. At this point the
shower reaches its maximum and this position is defined as the amount of traversed matter Xmax.
The shower initiated by heavy nucleus with N nucleons can be roughly approximated as N proton
sub-showers at energies N times lower. These sub-showers thus penetrate less the atmosphere
than the proton shower at the same total energy resulting to smaller average Xmax value. Also the
shower to shower fluctuations of Xmax would be smaller for the heavy primary particle because
the “averaging” occurs between these N sub-showers. The average value of Xmax is related to
the mean logarithmic mass via: < Xmax >= Dp[ln(E/E0) − < lnA >] + cp, where Dp
denotes the ’elongation rate’ of a proton, and cp is the average depth of a proton with reference
energy E0.
The dependency of the average measured Xmax on energy is plotted in Fig. 2 (left) with the
prediction of various interaction models [13]. The measurements favor a mixed composition at
all energies. However, a more precise interpretation of Fig. 2 in terms of chemical composition is
ambiguous due to uncertainties of hadronic interactions. At low energies the data suggests mod-
erate lightening of primary cosmic rays. At high energies EPOS model seems to favor transition
from the light to the heavy component. When compared to QGSJETII model, the experimental
data seem to follow an almost constant composition in the same energy region.
5 Tests of hadronic interaction models
Since for the composition analysis the knowledge of hadronic interactions is essential, the ques-
tion appears, whether and how the interaction models can be tested using the data.
One of the possible tests [14] requires the assumption of so called shower universality of
the electromagnetic component. It is based on the natural expectation that due to huge amount of
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particles in the shower, the details of the initial hadronic interaction are quickly washed out. The
resulting electromagnetic component can be thus parametrized using global shower parameters
such as energy, zenith angle and distance of the detector to shower maximum. It was shown that
to the level of about 15% the signal from the electromagnetic component at given distances to
shower maximum is in fact same for proton and iron primary particles as well as for different
interaction models [14].
For the muon signal the situation is quite different and showers initiated by heavier pri-
maries at given energy yield larger muon signals than those originated by light primaries. How-
ever, it is important that the ratio of the signal for a combination of given model and primary
particle to some reference prediction (e.g. for protons in QGSJETII model) is constant as a func-
tion of the distance to the shower maximum. This leads to the parametrization of the total signal
in terms of the equation:
SMC(E, θ,DX,NRELµ ) = SEM (E, θ,DX) +N
REL
µ S
QGSJETII,p
µ (10
19eV, θ,DX),
where DX is distance of the detector to the shower maximum, θ is the zenith angle, E is energy of
the primary particle and NRELµ is the relative muon normalization with respect to the prediction
of the QGSJETII model at 1019eV for protons. The constant intensity method similar to what
was already described is section 3 can be used to find the muon normalization factor so that the
distribution of real events satisfies:
dN
d(cos2(θ))S(1000)>SMC (E,θ,DX,NRELµ )
= const.
In other words, the question is asked, how the Monte Carlo simulations have to be modified
in terms of NRELµ so that the predicted attenuation curve is the same as the attenuation curve
measured.
For the bulk of the surface detector events the position of the shower maximum is unknown
and the measured < Xmax > as described in Sec. 4 must be taken and DX = XGR sec(θ)−
− < Xmax >, where XGR is the vertical atmospheric depth of the ground position. SMC is then
function of only 3 parameters, SMC = SMC(E, θ,NRELµ ). The shower to shower fluctuations
of Xmax are taken into account at the end of the analysis. It was shown that NRELµ = 1.45 ±
0.11(stat)+0.11−0.09(sys) [15]. About 50 % more muons are thus needed so that proton primaries with
QGSJETII model simulate properly the measured signal attenuation. The prediction of the same
model but with iron nuclei gives NRELµ ∼ 1.39 with respect to the proton prediction. Hence,
either the muon numbers in the model have to be adjusted or particles as heavy as iron or even
heavier form the entire primary particle flux (which is quite improbable and also contradicts the
shower maximum studies presented in Sec. 4). The advantage of this method is that after NRELµ
is found the energy scale S38MC(1019eV, 38◦, NRELµ = 1.45) can be estimated. A 30% shift
between the FD and Monte Carlo energy scale was found [15].
Other model tests can be done with smaller statistics on hybrid events where the shower
profile is measured by the fluorescence detector (so the energy and Xmax are known). The muon
signal can be then calculated as a difference of the measured signal in the surface detectors and
the electromagnetic signal recorded by fluorescence telescopes.
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Also inclined events can be analyzed. The electromagnetic signal of these showers on
ground is marginal and the measured surface detector signal is caused directly by the muons.
Both analyzes agree with the value NRELµ obtained from the constant intensity method. The
evolution of the muon signal as a function of the distance to the shower maximum for hybrid and
inclined events is plotted in Fig.2 (right) together with the prediction of the QGSJETII model
[15].
6 Conclusions
The hybrid approach of the PAO means that the crucial results such as the energy spectrum or
anisotropy studies are independent on models of hadronic interactions. However, these models
are essential to interpret shower parameters sensitive to primary particle mass in terms of the
UHECR composition. Many magnitudes above the energy of current accelerators, the models of
hadronic interaction can be tested using the data of the PAO.
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Abstract
In high-energy nuclear collisions at LHC, where a QGP might be cre-
ated, the degree of thermalization at the partonic level is a key is-
sue. Due to their large mass, heavy quarks are a powerful tool to
probe thermalization. We propose to measure azimuthal correlations
of heavy-quark hadrons and their decay products. Changes or even the
complete absence of these initially existing azimuthal correlations in
Pb− Pb collisions might indicate thermalization at the partonic level.
We present studies with PYTHIA for p − p collisions at 14 TeV us-
ing the two-particle transverse momentum correlator 〈∆pt,1∆pt,2〉 as a
sensitive measure of potential changes in these azimuthal correlations.
Contributions from transverse radial flow are estimated.
1 Introduction
Ultra-relativistic heavy ion collisions offer the unique opportunity to probe highly excited (dense)
nuclear matter under controlled laboratory conditions. The compelling driving force for such
studies is the expectation that at high enough temperature and/or density hadrons dissolve into
a new form of elementary particle matter, the Quark Gluon Plasma (QGP), where quarks and
gluons are deconfined. An essential difference between elementary particle collisions and nuclear
collisions is the development of collective motion in the latter. The collective flow of all hadrons,
especially the multistrange hadrons φ and Ω, has been experimentally measured [1] at RHIC
and suggest that collective motion develops in the early partonic stage. Presently, the degree of
thermalization at the parton level is a crucial issue.
The observables related to heavy-quark hadrons are of particular interest in the study of
thermalization [2]. Heavy quarks remain massive in a QGP and can only be pair-created in the
early stage of the collisions contrary to light quarks which obtain their small bare masses in
the deconfined phase when chiral symmetry is partially restored. In the subsequent evolution
of the medium, the number of heavy quarks is conserved because the typical temperature of the
medium is much smaller than the thresholds for thermal heavy quark (c, b) production. These
heavy quarks participate in collective motion provided their interactions at the partonic level
occur at high frequency. Thus, collective motion of heavy-quark hadrons will be a useful tool for
studying the early thermalization of light quarks in high-energy nuclear collisions.
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Fig. 1: (Colour online) Distribution in relative az-
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line). Contributions from flavor creation, flavor
excitation and gluon splitting to the full rapidity
distribution are also shown as well as the pt > 4
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1.1 DD angular correlations
Since heavy quarks are pair-created by initial hard scattering processes, each quark-antiquark pair
is correlated in relative azimuth ∆φ due to momentum conservation. In elementary collisions,
these correlations survive the fragmentation process to a large extent and hence are observable in
the distribution of D and D mesons. The observation of broadened angular correlations of heavy-
quark hadron pairs in high-energy heavy-ion collisions would be an indication of thermalization
at the partonic stage (among light quarks and gluons) since the hadronic interactions at a late
stage in the collision evolution cannot significantly disturb the azimuthal correlation of DD
pairs [3]. As a result, a visible decrease or the complete absence of such correlations, would
indicate frequent interactions of heavy quarks and other light partons in the partonic stage in
nucleus-nucleus collisions at RHIC and LHC energies.
Concerning p − p collisions, the Monte Carlo event generator PYTHIA [4] reproduces
well the experimentally observed correlations of D mesons, measured at fixed target energies [5].
Fig. 1 shows the calculated correlation for p−p collisions at LHC energies (√s = 14 TeV) where
the PYTHIA (v. 6.406) parameters were tuned to reproduce the NLO predictions [6, 7] (with
the option MSEL=1). The calculations at leading order (LO) which contain only flavor creation
processes (qq → QQ, gg → QQ) lead to back-to-back DD pairs. Next-to-leading order (NLO)
contributions like flavor excitation (qQ → qQ, gQ → gQ) and gluon splitting (g → QQ)
which become dominant at high energy, do not show explicit angular correlation leading to a
strongly suppressed back-to-back correlation. At mid-rapidity, the DD correlation in p − p
collisions at LHC energies has a rather flat angular distribution [8]. Thus, the measurement of
these correlations and their modifications in Pb−Pb collisions is challenging. We introduce the
two-particle transverse momentum correlator as a sensitive measure of heavy-quark correlations.
2 Employing the two-particle transverse momentum correlator
The strong transverse momentum dependence of the DD correlation leads to a ∆φ distribution
peaked at 180o for high pt D mesons, as one would expect for back-to-back pairs stemming from
hard scatterings of partons (Fig. 1). For this purpose, an additional measure is introduced. The
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occurence of non-statistical fluctuations of the event-by-event mean transverse momentum Mpt
goes along with correlations among the transverse momenta of particles. Such correlations can
be calculated employing the two-particle transverse momentum correlator [9, 10] for D and D
respectively.
〈∆pt,1,∆pt,2〉(DD) = 1∑nev
k=1N
pairs
k
.Ck (1)
where Ck is the pt convariance:
Ck =
Nk∑
i=1
Nk∑
j=1
(pti − pt(D))(ptj − pt(D)) (2)
where pti and ptj are the pt for ith and jth track in an event of D and D respectively, pt is the
inclusive mean transverse momentum of all tracks from all events of D and D,
∑nev
k=1N
pairs
k
the total number of DD pairs and nev the total number of p − p collisions. It is also possible
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Fig. 2: (Colour online) Distribution of the pt convariance Ck for DD pairs from p− p collisions at √s = 14 TeV as
calculated by PYTHIA (v. 6.406) (left panel) and their momentum correlator 〈∆pt,1,∆pt,2〉 as a function of ∆φ at
full rapidity, mid-rapidity and for background using the mixed event method (right panel).
to study the scale dependence of pt correlations in azimuthal space by calculating the correlator
in bins of the azimuthal separation ∆φ of particle pairs. For the case of independent particle
emission from a single parent distribution, 〈∆pt,1,∆pt,2〉 vanishes. Fig. 2 (left panel) shows the
distribution of the pt convariance Ck for DD pairs. The mean of this distribution reveals a strong
correlation with 〈∆pt,1,∆pt,2〉 = 0.199 ± 0.006 GeV2/c2, which corresponds to the normalized
dynamical fluctuation Σpt [11] of ∼ 30% in pt. This is a strong correlation when compared
to ∼ 1% that was measured for unidentified charged particles in central collisions at SPS and
RHIC [11–13]. The DD momentum correlator 〈∆pt,1,∆pt,2〉 as a function of relative azimuth
angle ∆φ is shown in Fig. 2 (right panel). Using particles from different p− p collisions, which
are physically uncorrelated (mixed event method), results in a value of 〈∆pt,1,∆pt,2〉 consistent
with zero, as expected. Applying the correlator to DD mesons from the same p − p collision,
a rich structure is observed. At full rapidity, the most pronounced features are a strong peak at
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small angles due to gluon splitting, while flavor creation of cc-quark pairs results in a peak of
similar magnitude at large angles. At mid-rapidity the signal is even enhanced, due to the harder
pt spectrum of DD meson-pairs.
Our tests show that a realistic amount of elliptic flow does not change these correlations.
Concerning the radial flow contribution, it is assumed that the expansion produces an additional
momentum pt,f = γmβ, where γ is the Lorentz factor, β is the profile velocity and m is the
mass of the D meson. By adding this radial flow component [14] vectorially to the momentum
vector produced by PYTHIA, we evaluate the 〈∆pt,1,∆pt,2〉 as a function of ∆φ. As it is shown
in Fig. 3, strong radial flow will further increase the same side momentum correlations of DD
pairs and might lead to strong anti-correlations at large angles.
As we have shown, the initial correlations of cc pairs survive the fragmentation process.
However, direct reconstruction of D mesons from topological decays suffer from small efficen-
cies resulting in low statistics. Therefore, we investigated semileptonic decays of D mesons and
performed an analogous analysis. Our results indicate that dileptons from DD decay preserve
the original DD angular pt correlation to a large extent. Fig. 4 shows the momentum correla-
tor 〈∆pt,1,∆pt,2〉 of e+e− pairs from DD decay, as a function of of their relative azimuth ∆φ
at full rapidity, where the away-side peak at large angles is sizeable (right panel). The correla-
tion is given by 〈∆pt,1,∆pt,2〉 = 0.007 ± 0.001 GeV2/c2, which corresponds to the normalized
dynamical fluctuation Σpt of ∼ 12%.
3 Conclusions and outlook
In summary, the DD momentum correlations versus relative azimuth in p − p collisions at √s
= 14 TeV were investigated. The two-particle transverse momentum correlator 〈∆pt,1∆pt,2〉 is a
sensitive measure to carefully address these correlations. Our measure has a high sensitivity lead-
ing to strong DD back-to-back correlation and helps to identify and disentangle different con-
tributions to the observed correlation pattern. We demonstrated that the correlation of generated
cc pairs survives the fragmentation process and even semileptonic decay to electrons (positrons)
to a large extent. Thus, measurements of these correlations seem feasible with the upcoming
collisions from LHC.
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Abstract
A short review is given on the opportunities for hard diffractive and
forward physics measurements at the LHC.
1 Introduction
The Large Hadron Collider (LHC) [1], is a proton-proton collider being installed in the Large
Electron Positron (LEP) tunnel at the CERN Laboratory (the European Laboratory for Particle
Physics near Geneva, Switzerland). It will be a unique tool for fundamental physics research and
the highest energy accelerator in the world for many years following its completion. The LHC
will provide two proton beams, circulating in opposite directions, at an energy of 7 TeV each
(center-of-mass √s = 14 TeV). These beams upon collision will produce an event rate about
100 times higher than that presently achieved at the Tevatron pp¯ collider. The first collisions at
14 TeV are now expected for summer/fall 2009.
Apart from the discovery potential the LHC will be also a pivotal instrument to study
QCD at the highest energies. Diffraction is an important component in hadronic collisions, and
the LHC will shed new light on these still relatively poorly understood interactions. The type
of diffractive collisions, or collisions with rapidity gaps expected at the LHC, is shown in Fig. 1
(left).
Diffractive collisions are usually pictured as the result of a diffractive exchange (aka
pomeron). In this language the high energy of the LHC beams effectively leads to ”pomeron
beams” with an energy close to a TeV, allowing to study partonic collisions with fractional mo-
menta of the partons in the ”pomeron” of 10−3, and p2T transfers of more than 1 (TeV/c)2. The
gap dynamics is presently not fully understood and events with multi-gaps will allow new in-
sights.
2 Detectors for Diffraction
Diffractive events can be tagged by recording rapidity gaps in the events or by detecting the
forward proton. The central detector of the CMS and ATLAS experiments have an acceptance
in pseudorapidity η, of roughly |η| < 2.5 for tracking information and |η| < 5 for calorimeter
information.
CMS plans to install a calorimeter that would cover the η range up to η = 6.5. At the time
of this symposium a part of CASTOR was installed as shown in Fig.1 (right). In conjunction with
the T2 detector of TOTEM, which has roughly the same acceptance in η, charged particles like
electrons can be measured in this forward region. A view of this instrumented region is given in
Fig. 2 (left).
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Fig. 1: (Left) Rapidity gap configurations for diffractive events at the LHC; (Right) Installation of part of the CASTOR
detector.
CMS is studying the option to include scintillators or GEMs at places among the beamline
up to 60-70m or so, to study the particle production in the forward region and backgrounds of
the machine, as detailed in [4].
Several of the LHC experiments will have so called Zero Degree Calorimeters (ZDCs).
These detectors are located at 140m from the interaction point, where the proton beams are
separated in their own beampipe. Finally, TOTEM and ATLAS plan to install Roman Pots that
would allow to detect protons which lot 1% to 10% of the total incident energy. A common data
taking between TOTEM and CMS –which use the same interaction point– is foreseen [5].
3 FP420
The FP420 project proposes to complement the experiments CMS and ATLAS by installing
additional near-beam detectors at 420m away from the interaction region [6]. The presence of
these detectors will allow to measure exclusive production of massive particles, such as the Higgs
particle, as discussed in the next section.
The aims of the FP420 R&D study are
• Redesign the area of the machine around 420m. Right now this area contains a connecting
cryostat, but no magnet elements.
• Study the mechanics, stability and services for detectors at 420m
• Design and test tracking detectors to operate close to the beam
• Design fast timing detectors (with O(10) psec resolution)
• Study RF pickup, integration, precision alignment, radiation and resolution issues for the
A. DE ROECK
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Fig. 2: (Left) Schematics of the CMS forward region. (Right) ξ acceptance of the Roman Pots of TOTEM and
detectors at 420m.
FP420 setup.
• Study trigger, event selection, and pile-up issues.
• Study the operation of FP420 detectors at the highest LHC luminosity.
The FP420 project has members from ATLAS, CMS, and ”independent” physicists, with
excellent contacts with the LHC machine group. In the emerging design the principle of FP420 is
based on moving ”pockets” which contain tracking and timing detectors. The tracking detectors
that are developed are 3D silicon pixel detectors, which are radiation hard and can detect particles
close to the edge. Timing detectors include both gas and crystal radiators. The first test beam
results of all these detector types are very encouraging and a full pocket beam-test was performed
October 2007. Discussions on the implementation of FP420 in the ATLAS and CMS experiments
have started. More technical details on FP420 can be found in [7].
4 Diffraction and QCD
The acceptance for diffractive physics with tagged protons is given in Fig. 2(right), for TOTEM
and for detectors at 420m. Similar numbers hold for the ATLAS RPs. It shows that special
runs with high β∗ optics allow to detect protons over essentially the whole ξ range, but this
corresponds essentially to luminosities below 1031 cm−1 s−1. At the nominal high luminosity β∗
detectors at 220m (TOTEM or RP220) and detectors at 420m are complementary on the region
they cover. Physics topics include QCD and diffraction.
With special optics and rather short running time (perhaps a week) processes with cross
sections of µbarns are accessible, while with high luminosity processes with nbarn and pbarn
cross sections can be studied. As an example for jet events, generator studies show that with
about 300 nb−1 about 60000 SD events and 2000 DPE events are produced with jets having an
ET larger than 20 GeV. With 100 pb−1 we have 500000 and 30000 events with jets with an ET
larger than 50 GeV. Low luminosities will allow initial studies while high luminosity samples
will allow for detailed t,Mx, pT dependence studies.
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An extensive program of two photon physics and photon-proton physics becomes acces-
sible as well. In particular the study of the processes γγ → WW and ZZ is of interest and
can give precise measurements of the anomalous couplings. The QED processes γγ → µµ, ee
can be precise monitors of the luminosity. Two photon processes can also be used to search for
chargino pair production.
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Fig. 3: (Left) Diagram for the CEP process; (Right) A typical mass fit for 3 years of data taking at 2 × 1033 cm−2 s−1
(60 fb−1). The significance of the fit is 3.5σ and uses only events with both protons tagged at 420m.
5 Central exclusive Higgs production
Central exclusive Higgs (CEP) production pp→ p+H + p is of special interest. The diagram is
shown in Fig. 3 (left). One of the key advantages of CEP is that the gg → bb¯ process is strongly
suppressed in LO, hence the decay H → bb¯ has less background and becomes potentially observ-
able. The Higgs to b-quark Yukawa coupling is otherwhise very difficult to access at the LHC.
The inclusive H → bb¯ channel is not accessible due to the too large QCD backgrounds. Recently,
the ttH channel was analysed with detailed simulation in [8] and found not to be accessible even
with 60 fb−1. Also the WH associated channel was found to be marginally observable in the bb¯
decay mode.
The cross section for CEP of Higgs bosons has been subject of many discussions over the
last years, in particular during the HERA/LHC workshops [9], but now generally the calculations
of [10] are taken as a reference. Note that there are still some issues and concerns on the CEP soft
survival probability at the LHC and the uncertainties in the PDFs. Generator level calculations,
including detector and trigger cuts, and estimates of selection efficiencies, show that the decay
channels H → bb¯ and H →WW are accessable. Eg. MH = 120 GeV/c2 gives about 11 events
with O(10) events background for 30 fb−1 in the bb¯ decay mode. For MH above 140 GeV/c2
about 5-6 events with no appreciable background for 30 fb−1 in the WW decay mode [11] will
be observed, using channels with at least one leptonic decay. There are however challenges:
the signals from detectors at 420m cannot be used to trigger the events at the first trigger level
in neither ATLAS nor CMS. Hence the event will have to be triggered at the first level with
the information of the central detector. At the next trigger level the signals of FP420 can be
used. While this is no problem for the WW decay channel, it is a challenge for the bb¯ channel.
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Several additional selection cuts for a low mass Higgs-like object decaying into jets can be used,
but generally, with di-jet thresholds of O(40) GeV and these additional cuts, the rate at the first
level for this trigger is very high: O(10) kHz. The usage of the FP420 information can however
strongly reduce that rate at the next level, so this is not necessarily a show stopper. But in any
case, studies both using detailed [5] and fast [12] simulations show that the measurement of the
SM Higgs decay into bb¯ will be very challenging, even with the highest luminosities.
The rate is much larger for MSSM Higgs production, thus leading to a much more favourable
signal to background ratio than for the SM Higgs. The cross section can be a factor 10 or more
larger than the SM model one. This has recently been explored in a systematic way in [13].
Fig. 3 (right) shows an example of a signal for 60 fb−1 after acceptance cuts, trigger efficiencies
etc., for a MSSM Higgs with a cross section that is a factor 8 enhanced w.r.t the the SM Higgs,
based on the so called mmaxh scenario [14], with mA = 120 GeV and tan β = 40. A clear signal
over background is observable.
A detailed study of the backgrounds to this diffractive process was presented in [5]. At
high luminosity, ie. 1033 cm−2s−1 and higher, the pile-up is considerable, coming mainly from
soft single diffractive interactions. Several techniques such as correlations between the detectors
at 420/220m, vertices, event multiplicities and especially fast timing are essential to reduce the
pile-up background. Rapidity gaps can obviously not be used due to the many interactions per
bunch crossing.
To a very good approximation the central system in CEP is constrained to be a colour
singlet, JZ = 0 state, and, due to the strongly constrained three particle final state, the measure-
ment of azimuthal correlations between the two scattered protons will allow to determine the CP
quantum numbers of the produced central system [15]. Hence this is a way to get information on
the spin of the Higgs, and is added value to the LHC measurements.
Other searches for new physics in the channel are possible as well. It has been pointed out
that the mass of long lived gluinos, as predicted in split SUSY models, can be determined with
CEP events to better than 1%, with 300 fb−1 for masses up to 350 GeV [16]. More spectacular
are the predictions presented in [17], where a very high cross section of CEP WW and ZZ
events is expected, in a color sextet quark model.
6 Conclusion
The LHC is coming on line, with the first 14 TeV collisions to be expected in summer/fall 2009.
Already with the first data the LHC will allow for novel measurements on hard diffraction,
from jets to W, Z and heavy flavor production. When forward proton tagging systems are used,
like FP420, a different way to study the Higgs will become accessible. In all, forward and
diffractive physics is now well in the blood of the LHC experiments.
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Abstract
The exclusive photoproduction of lepton pairs on nucleon and nucleus
target is investigated within the high energy color dipole approach,
where the main physical quantity is the dipole-target elastic scatter-
ing amplitude that captures the main features of the dependence on the
atomic number A, on energy and on momentum transfer t. These cal-
culations are input in predictions for electromagnetic interactions in pp
and AA collisions to be measured at the LHC.
The physics of large impact parameter interactions [1] at the LHC and Tevatron has raised
great interest as these electromagnetic interactions in pp and AA collisions extend the physics
program of photon induced processes beyond the energies currently reached at DESY-HERA.
This can happen in a purely electromagnetic process through a two-photon interactions or in
an interaction between a photon from one of the nuclei and the other “target” nucleus. These
ultraperipheral collisions (UPCs) are a good place to constraint the photonuclear cross sections
as the dominant processes in UPCs are photon-nucleon (nucleus) interactions. Electromagnetic
interactions can also be studied with beams of protons or anti-protons, but there is then no Z2-
enhancement in the photon flux in contrast to AA collisions. Several analysis are currently being
done at Tevatron focusing on such processes. For instance, the CDF Collaboration is analyzing
the exclusive production of muon pairs, pp → pp + µ+µ−, at lower invariant masses [2]. The
two main contributions to these events are, as with heavy-ion beams, γγ → µ+ + µ− and
γ + IP → J/Ψ(orΨ′), followed by the meson decay into a dilepton pair.
In this contribution, we summarize the results presented in Ref. [4], where the high en-
ergy color dipole approach [3] is used to study the exclusive photoproduction of lepton pairs.
The motivation to consider the color dipole formalism is due to the fact that the electromagnetic
deeply virtual Compton scattering (DVCS) cross section at high energies is nicely reproduced
in several implementations of the dipole cross section at low x [8–11]. The present process at
small t and large timelike virtuality of the outgoing photon shares many features of DVCS. Sim-
ple models for the elementary dipole-hadron scattering amplitude that captures main features of
the dependence on atomic number A, on energy and on momentum transfer t were considered.
Our investigation is complementary to conventional partonic description of timelike Compton
scattering (TCS) [5], γp → γ∗ + p, which considers the relevant generalized parton distribu-
tions (GPDs). It should be noticed that the TCS process has so far only been studied at LO in
the collinear factorization framework in terms of the quark GPDs and sub-processes initiated
by gluons have not been considered [5]. This approach has been recently considered to make
predictions for the relevant kinematics for LHC [6, 7] and a detailed investigation of competing
processes (like the Bethe-Heitler contribution) and possible interference term is presented.
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1 TCS process within the color dipole approach
In the color dipole picture [3], the scattering process γp → γ∗p is assumed to proceed in three
stages: first the incoming real photon fluctuates into a quark–antiquark pair, then the qq¯ pair
scatters elastically on the proton, and finally the qq¯ pair recombines to form a virtual photon
(which subsequently decays into lepton pairs). The amplitude for production of the exclusive
final state such as a virtual photon in TCS, is given by [8, 9, 11]
Aγp→γ∗p(x,Q,∆) =
∑
f
∑
h,h¯
∫
d2~r
∫ 1
0
dzΨ∗hh¯(r, z,Q)Aqq¯(x, r,∆)Ψhh¯(r, z, 0) , (1)
where Ψhh¯(r, z,Q) denotes the amplitude for a photon to fluctuate into a quark–antiquark dipole
with helicities h and h¯ and flavour f . The quantity Aqq¯(x, r,∆) is the elementary amplitude for
the scattering of a dipole of size ~r on the proton, ~∆ denotes the transverse momentum lost by the
outgoing proton (with t = −∆2), x is the Bjorken variable and Q2 is the photon virtuality.
As one has a real photon at the initial state, only the transversely polarized overlap func-
tion contributes to the cross section. The expression for the overlap function can be found for
instance in Ref. [11]. In our numerical calculations we use still the space-like kinematics and we
expect not a large deviation from the correct kinematics. However, the approximation we have
considered to estimate the cross section should be taken with due care. It should be noticed that
some corrections to this exclusive process are needed. For TCS one should use the off-diagonal
gluon distribution, since the exchanged gluons carry different fractions x and x′ of the proton’s
(light-cone) momentum. The skewed effect can be accounted for, in the limit that x′ ≪ x ≪ 1,
by multiplying the elastic differential cross section by a correction factor [12]. We quote Ref. [4]
for details.
In the numerical calculations we consider the non-forward saturation model of Ref. [9]
(MPS model), which has the advantage of giving directly the t dependence of the elastic differ-
ential cross section without the necessity of considerations about the impact parameter details
of the process. It is based on the studies about the growth of the dipole amplitude towards the
saturation regime in the geometric scaling regime [13]. The geometric scaling property can be
extended to the case of non zero momentum transfer [14], provided r∆≪ 1, where the elemen-
tary dipole amplitude now reads as:
Aqq¯(x, r,∆) = 2πR2p e−B|t|N (rQsat(x, |t|), x) , (2)
with the t dependence of the saturation scale being parametrised as
Q2sat (x, |t|) = Q20(1 + c|t|)
(
1
x
)λ
, (3)
in order to interpolate smoothly between the small and intermediate transfer regions. The scaling
function N is obtained from the forward saturation model [15].
In the case of nuclear targets, we make use of studies of Ref. [16] where the high energy
l±p, pA and AA collisions have been related through geometric scaling. In that approach, the
nuclear saturation scale was assumed to rise with the quotient of the transverse parton densities,
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Fig. 1: The integrated cross section (Mℓ+ℓ− ≥ 1.5 GeV and |t| ≤ 1 GeV2) as a function of photon-nucleus centre of
mass energy.
κA = AπR2p/(πR2A), to the power ∆ ≈ 1, that is Q2sat,A = κ∆A Q2sat,p (RA is the nuclear radius).
This assumption successfully describes small-x data for ep and eA scattering using ∆ = 1.26
and a same scaling curve for the proton and nucleus [16]. Therefore, we propose the following
expression for the elementary dipole amplitude for the nuclear case:
Aqq¯(x, r,∆;A) = 2πR2A FA(t)N (rQsat,A(x, |t|), x) , (4)
where FA(t) is the nuclear form factor. It should be stressed that we consider only the coherent
nuclear scattering, whereas the incoherent case is neglected.
We investigate the exclusive photoproduction of a heavy timelike photon which decays
into a lepton pair, γp → ℓ+ℓ−p. Therefore, for the ℓ+ℓ− invariant mass distribution from the
virtual γ∗ decay we have (with Q2 =M2ℓ+ℓ−),
dσ
dM2ℓ+ℓ−
(
γp→ ℓ+ℓ−p) = αem
3πM2ℓ+ℓ−
σ (γp→ γ∗p) . (5)
2 Results and Conclusions
In Fig. 1 we show the total cross section, σ(γp→ ℓ+ℓ− p), integrated over the dilepton invariant
mass Mℓ+ℓ− ≥ 1.5 GeV. In this plot, we compare the MPS model (solid line) with other im-
plementations of the elementary dipole-nucleon scattering amplitude. For energies W >> 100
GeV, a power fit can be performed in the form σ = A (W/W0)α, with W0 = 1 GeV. Con-
sidering the MPS model, one obtains the values A = 3 pb and α = 0.46. In order to study
the sensitivity to the model dependence, we compare the MPS saturation model to two different
distinct saturation models. The first one is the recent implementation of the impact parameter
Color Glass Condensate model [10] (hereafter WATT, dot-dashed line). The second one is the
impact parameter saturation model [8](hereafter b-SAT, long dashed line). In these implemen-
tations, the elementary dipole-nucleon scattering amplitude is written in the impact parameter
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space. At high energies, a power fit can be also performed for the WATT and b-SAT models. For
the WATT impact parameter model, we obtain the parameters A = 4.3 pb and α = 0.37. In the
b-SAT model we have the values A = 2 pb and α = 0.57. We clearly verify a distinct energy
dependence, which depends on the characteristics features of the phenomenological models. The
main point is the value of the parameter λ entering at the saturation scale. The WATT model
gives the softer energy dependence, which comes from the small value of λ = 0.12 in the satu-
ration scale, Q2sat(x, t = 0) ∝ xλ. On the other hand, in the MPS model one has λ = 0.22 (a
factor two larger than in WATT model) and the QCD evolution makes the effective λ value for
b-SAT model to be large. The different overall normalization at energies W ≤ 100 GeV for the
MPS model is probably a result of distinct behavior towards low energies.
Concerning the nuclear targets, in Ref. [4] we also compute the integrated cross section
per nucleon as a function of energy for A = 208 (lead), which is relevant for electromagnetic
interactions at AA collisions at the LHC. The nuclear version of MPS model at high energies
(W ≥ 100 GeV) can be parameterized as σMPS(γA → ℓ+ℓ−A) = 6.1pb (W/W0)0.39. For
the b-SAT model one obtains at high energies σbSAT(γA → ℓ+ℓ−A) = 5pb (W/W0)0.51.
Accordingly, we verify a larger suppression in the MPS model than in b-SAT, which is directly
related to the nuclear saturation scale at each model. Absorption is evident in MPS model, where
the effective power on energy has diminished in the nuclear case.
The present calculations are input for the exclusive photoproduction of dileptons in elec-
tromagnetic interactions in pp and nucleus-nucleus collisions. Let us concentrate on the pp case,
where the processes is characterized by the photon - proton interaction, with the photon stem-
ming from the electromagnetic field of one of the two colliding hadrons. The total cross section
for the p p→ p⊗ ℓ+ℓ−⊗ p process is obtained by the product of the photon-proton cross section
and the photon energy spectrum, dN/dω, and integration over the photon energy, ω:
σ (pp→ p+ ℓ+ℓ− + p) = 2
∫ ∞
0
dω
dNγ
dω
σ (γp→ ℓ+ℓ− + p) (6)
where γL =
√
spp/2mp is the Lorentz boost of a single beam, W 2γp ≈ 2ω√spp and √spp
is the centre of mass energy of the hadron-hadron system [1]. The initial factor of 2 in the
above equation accounts for the interchange of the photon emitter and the target. This process
is characterized by small momentum transfer and energy loss, which implies that the outgoing
hadrons should be detected in the forward regions of detectors. The final state is relatively clear,
presenting two rapidity gaps and central dilepton production. Therefore, this process has a similar
final state as the produced in gamma-gamma scattering. In Table 1, we present an estimative for
pp collisions for Tevatron and the LHC energies (integrated over invariant mass Minv > 1.2
GeV). For the Tevatron case, we also present the result for the current cut on invariant dilepton
mass 3GeV ≤Mℓ+ℓ− ≤ 4GeV which refers to upcoming exclusive dimuon CDF measurements
[17]. In order to compare it to the QED case, we quote the value σ(|η| < 0.6, 3 < Mµ+µ− <
4GeV ) = 2.18 pb from the process γγ → µ+µ−. In the AA the photon flux is enhanced
by a factor ∝ Z2, then we would expect the cross sections to reach dozens of nanobarns for
PbPb collisions at the LHC. The result presented here can be compared to a QCD factorization
formalism for exclusive processes involving the GPDs [7]. The authors in Ref [7] have found
a strong dependence on the factorization scale. The Compton contribution was estimated to be
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√
spp Mℓ+ℓ− > 1.2 GeV 3 GeV ≤Mℓ+ℓ− ≤ 4 GeV
1.96 TeV 7 pb 0.4 pb
14 TeV 25 pb —
Table 1: Cross section for exclusive dilepton photoproduction at Tevatron and LHC.
1.9 pb at LHC using the cut 2.12 ≤ Mℓ+ℓ− ≤ 2.35 GeV and additional cuts on polar and
azimuthal angles. Using the same kinematical cut they found a cross section of 2.9 pb for the
Bethe-Heitler contribution. We believe that applying similar cuts, our results for the cross section
can be compatible with values presented in Ref. [7] for the LHC case.
As a summary, using the color dipole formalism we studied the timelike Compton scat-
tering. Such an approach is robust in describing a wide class of exclusive processes measured
at DESY-HERA and at the experiment CLAS (Jeferson Lab.), like meson production, diffrac-
tive DIS and DVCS. Our investigation is complementary to conventional partonic description of
TCS, which considers quark handbag diagrams (leading order in αs) and simple models of the
relevant GPDs. In particular, the results could be compared to pQCD diagrams involving gluon
distributions which are currently unknown. Using current phenomenology for the elementary
dipole-hadron scattering, we estimate the order of magnitude of the exclusive photoproduction
of lepton pairs. These calculations are input in electromagnetic interactions in pp and AA col-
lisions to measured at the LHC. We found that the exclusive photoproduction of lepton pairs in
such reactions should be sizable.
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Abstract
In simulations of hadron collisions the description of multiple parton
interactions play an important role. These descriptions cannot be de-
rived from first principles, but are described by models which have a
priori unknown parameters. Tevatron data seem to indicate that the
description of underlying events requires the presence of some non-
trivial colour reconnection effects. Several parameter sets (’tunes’) of
such models, constrained by fits to Tevatron minimum-bias data, were
used to determine the sensitivity of top physics results on the differ-
ences of underlying event models. A first attempt to isolate the genuine
non-perturbative effects gave an estimate for the uncertainty on the top
mass of the order of ±0.5GeV from these non-perturbative sources.
1 Introduction
In hadron-hadron collisions in principle more than a single a pair of partons may collide. Col-
lisions beyond the hardest interaction are usually called the underlying event or multiple parton
interactions. These additional interactions will add further soft or semi-hard particles to the fi-
nal state. Because these multiple parton interaction cannot be computed perturbatively event
generator use models to incorporate their effects.
Given the size of the proton and the large amount of colour charges present inside a proton
it seems be possible that these additional soft or semi-hard interactions modify the colour struc-
ture of the hard interaction. LEP studies have shown that mass measurements can be especially
sensitive to such colour reconnections. Thus to study the sensitivity of top physics to effects
of colour-reconnection and of the underlying event in general as a first step their influence on
measurements of the top mass measurements was studied.
The studies summarised in this article are described in detail in [1] and were updated in [2].
2 Colour Reconnection Models
The discussion of colour reconnection in hadron hadron collisions has to start with a dicussion
of underlying event models.
Monte Carlo event generators like Pythia 6.4 [3] provide models to decribe the effects of
the underlying event. Pythia provides two models: the ‘old’ model [4] treats the underlying event
only after initial-state showering of the hard process is complete. It add additional back-to-back
parton pairs and feeds these directly into the hadronisation together with the partons from the
hard process. The ‘new’ model [5] interleaves the additional interactions with the initial-state
parton shower off the hard process and allows the additional partons to radiate further. Various
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options for colour connections and colour reconnections between and inside the multiple parton
interaction chains exist.
Like all others these models contain several parameters which are not know a priori and
need to be optimised to describe data. Several tunes of Pythia parameters for the old model were
obtained by CDF, e.g. Tune A, Tune DW, Tune BW, etc. [6]. A common feature of these tunes
is that the parameters describing the probability of non-trivial colour connections between the
additional-parton interactions and the hard scattering, PARP(85) and PARP(86), are signif-
icantly enhanced. This is interpreted as a sign of actual colour reconnections happening in the
underlying event.
The models described so far don’t contain explicit colour reconnection. Moreover the
colour reconnection models studies at LEP [7–10] focused exclusively onWW physics and thus
were not directly applicable to hadron collitions. Thus simple models of colour reconnection for
more general situation were introduced [11]. These base on an annealing-like algorithm, which
minimises the string length and thereby the potential energy of the confinment field. Several
variants of the algorithms were implemented in Pythia which vary in the way closed gluon loops
are suppressed.
Because the colour reconnection may significanty modify the effects of the underlying
event model, the parameters of the colour reconnection model and the underlying event model
were retuned simultaneously. Tunes for the described colour reconnection models (named S0,
S1 and S2) first appeared in Pythia v6.408 and were revised in v6.414 after a bug affecting the
pT ordered shower was fixed [12].
3 Toy Top Mass Measurements
The underlying event and colour reconnection effects may influence the results obtained in mea-
surements of the hard process. At LEP, the W mass was especially sensitive to these effects, thus
first the influence of the various models on measurements of the top quark mass at the Tevatron
was studied.
Measurements of the top quark [13] consist of three main ingredients: First, a mass esti-
mator based on the reconstructed physics objects, i.e., jets, lepton and missing transverse energy.
Such an estimator uses a jet-parton assignment done by either choosing or weighting the various
possibilities. Second, current measurements include an overall jet energy scale (JES) correction
factor, which reduces the dominating systematic uncertainty by using the well known W mass
as an additional constraint. And finally all methods are calibrated to simulation by correcting
any offset between the reconstructed top mass and the nominal value of the simulation. It is
especially in this last step that the different models may affect the outcome of the procedure.
A simplified toy mass measurement for semileptonic top pair events on generator level was
implemented to study the colour reconnection and underlying event effects without dealing with
detector simulation and reconstruction effects. This toy mass measurements uses events with
exactly four jets from a cone algorithm [14, 15] with ∆R = 0.5, pT > 15GeV. The jet-parton
assignment is done by matching the reconstructed jets to the Monte Carlo truth by ∆R keeping
only events with a unique assignment. The top mass is computed in each event from the three
jets assigned to the hadronically decaying top quark.
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Fig. 1: Comparison of calibration offsets obtained for each model. The column on the left (dots) show the results
obtained before JES rescaling, the right column (squares) after rescaling. The statistical precision due to the finite
number of generated events is at the level of ±0.15GeV.
As mass estimator for the full dataset the peak of the the distribution of reconstructed top
mass values is fitted with a Gaussian mfittop. At this stage jets aren’t corrected for out-of-cone
effects so this mass estimator is expected to give results that are lower than the nominal value in
the simulation. In analogy to the JES correction factor this can be corrected for by using the W
mass information. An event-by-event W mass is reconstructed again by fitting a Gaussian to the
distribution of mass values reconstructed from the two jets assigned to the hadronic W decay. A
scaled top mass estimator is then constructed as mscaledtop = sJESmfittop where the scale factor is
sJES = 80.4GeV/mW , with mW being the W mass obtains from the fit. Thus the simplified
top mass measurements provide two results mfittop and mscaledtop , one before JES correction and one
after. For both top mass estimates calibration curves were computed by scanning the nominal
top mass and determining the described mass estimator for each of the nominal values. The
calibration curves show an excellent linearity. As expected the offset for the un-scaled estimator
(mfittop) is negative and after scaling the results (mscaledtop ) is closer to the nominal result.
In real top mass measurements such calibration curves are used to correct a possible bias
in the mass estimation. Thus comparing the offsets obtained using the various underlying event
model tunes yields and estimation of the possible size of the uncertainty due to modelling mul-
tiple parton interaction. The offsets evaluated at a nominal mass of 175GeV for the various
models are shown in Fig. 1 for both mass estimators. The models exhibit a spread of ±0.8GeV
and ±1.0GeV for the mfittop and mscaledtop estimators, respectively.
It is observed that the models fall into two classes: Those that utilise the ’old’ virtuality-
ordered parton shower of Pythia and those that utilise the ’new’ pT -ordered one (highlighted
by bands in Fig. 1). The biggest component of the difference is between these two classes,
indicating a perturbative nature of it. Within each class a spread of less than ±0.5GeV on the top
mass remains, which is assigned to the non-perturbative differences between the various models,
i.e. to modelling the underlying event and colour reconnection.
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The observed model dependence repesents a significant source of uncertainty on the top
mass measurement, which has only partially been taken into account by recent top mass results
of the Tevatron [13]. It has to be noted, though, that real life measurements may have a different
significance to the underlying event than the described toy analysis. Recently, improved tunes
of final stated parameter were obtained for Pythia, which might help to reduce the perturbative
portion of the observed uncertainty [16, 17].
4 Summary
The description of the underlying event in hadron hadron collisions seems to require colour re-
connection, explicit or implicit, to describe Tevatron minimum bias data. A set of new universally
applicable models with colour reconnection effects in hadronic final states were tuned to Tevatron
data. With these new models and existing older models the influence of changing the underlying
event and the colour reconnection model, which includes modifying the parton shower, was stud-
ied for a toy mass measurement. Of the spread of results of about ±1.0GeV on the reconstructed
top mass, about 0.7GeV can be attributed to perturbative effects and only less than 0.5GeV to
non-perturbative sources [1]. These results were obtained with Pythia v6.416 with tunes updated
after fixing a bug in the pT ordered shower.
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Abstract
The study of heavy flavor production is a central topic of research at
HERA and is an important testing ground for perturbative QCD. A
selection of results for charm and beauty production in γp, using dif-
ferent experimental techniques and compared to different theoretical
predictions, obtained by the H1 and ZEUS collaborations will be pre-
sented.
1 Introduction
Heavy flavor production at HERA is an important tool to investigate our present understand-
ing of the theory of Quantum Chromodynamics (QCD). In e±p collisions, the main production
mechanism for heavy flavors is the Boson Gluon Fusion (BGF) process. The large mass of the
heavy quarks produced in this process provides a hard scale so that calculations in perturbative
QCD are expected to be reliable. However, the simultaneous presence of competing hard scales,
such as the transverse momentum (pT ) of the heavy quark or the virtuality of the exchanged pho-
ton (Q2) induces additional theoretical uncertainties due to terms in the perturbative expansion
which depend logarithmically on the ratio of these scales. Since the perturbative expansion can
not be optimized for all scales at once, different calculational approaches have been developed
assuming a single hard scale in each. Therefore, comparisons of the measured cross sections
with theory predictions are particularly sensitive to the way the perturbative expansion is made.
Different kinematic variables are used to describe the ep interaction at HERA: the photon’s
virtuality Q2, the Bjorken scaling variable, x, and the inelasticity, y. Until 1997 HERA ran
at a centre-of-mass energy of
√
s = 300 GeV. The proton energy was increased leading to√
s = 320 GeV for data taken from 1998 onwards. During a shutdown in 2000 and 2001 the
accelerator and detectors were upgraded. The period up to 2000 is usually called HERA-I and
after 2000 HERA-II. By the end of the running both of the colliding-beam experiments, H1 and
ZEUS, had collected about 0.5 fb−1 of data.
The kinematic range of the analyzed data can be separated into the following two regimes:
photoproduction (γp), where the exchanged photon in the process is almost real, and deep in-
elastic scattering (DIS), where the exchanged photon is virtual. Experimentally, γp is defined by
the scattered electron not being in the acceptance region of the main detectors, corresponding to
a cut Q2 . 1 GeV2. In the following a small selection of recent measurements of heavy quark
production in γp will be presented.
2 Theoretical Models
For heavy flavor photoproduction at HERA, different possible theoretical schemes have been
used. These include:
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• The leading order (LO) plus parton shower approach, where leading order QCD matrix
elements are complemented by parton showers. This approach is implemented in many
Monte Carlo (MC) models, e.g. PYTHIA [1], which is based on collinear factorization
and DGLAP [2] evolution of parton densities, and CASCADE [3] based on kT factoriza-
tion [4] which uses a kT unintegrated gluon density that is evolved according to CCFM [5]
evolution. These MC models are mostly used for acceptance corrections.
• The next-to-leading order (NLO) massive approach [6]. This approach assumes that there
is no intrinsic charm or beauty in the proton (or photon). The heavy quarks are only
produced dynamically in the hard scattering. This approach is expected to work best when
all relevant hard scales e.g. the quark’s transverse momentum pT are of the order of heavy
quark mass (mq). This scheme is also known as fixed order (FO) scheme.
• The NLO massless approach. For pT ≫ mq, large log(pT /mq) terms could in princi-
ple spoil the reliability of the predictions. In this case, it might be preferable to switch
to massless scheme, in which the mq is neglected kinematically. The potentially large
logarithms can then be resummed to all orders (next-to-leading log (NLL) resummation).
Since such an approach is obviously not applicable when pT ∼ mq, schemes have been
designed which make a continuous transition between the FO massive and NLL mass-
less scheme. This is often referred to as the GM-VFN (Generalized Mass Variable Flavor
Number) scheme [7].
3 Experimental methods
On the experimental side, there are several different methods to tag the heavy quark final state.
Different methods often cover different kinematic ranges. The charm-quark events are frequently
tagged by the presence ofD∗ mesons. The measurement of beauty-quark events is difficult due to
the fact that beauty production is suppressed with respect to charm production by the large bmass
and by its smaller coupling to the photon. Two basic techniques are used to tag beauty events:
The measurement of track impact parameters (δ), which enrich beauty production due to the
large lifetime of beauty hadrons, and measurements based on semileptonic decays of the b quark.
In the latter case, the large momentum of the lepton transverse to the direction of b-initiated
jet (prelT ), due to the large b mass, is used to discriminate against semileptonic charm decays or
misidentified light flavor events. Finally, a lepton tag can e.g. be combined with a lifetime tag or
with a second lepton tag. The double lepton tag enables one to go to lower transverse momenta.
The above mentioned methods have been used by both the H1 and ZEUS collaborations.
4 Charm production
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Fig. 1: The distribution of∆M in γp events
The H1 collaboration has recently released a new mea-
surement of charm photoproduction [8]. This measure-
ment is based on HERA-II data corresponding to an in-
tegrated luminosity of 93 pb−1 . The charm events are
tagged by the presence of a D∗ meson decaying in the
so-called golden channel D∗± → D0pi±, D0 → K−pi+.
For this, they make use of their new fast track trigger
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which enables events with D∗ candidates to be selected early in the trigger chain and allows to
reconstruct their mass. A clear signal is seen as illustrated in Figure 1. The kinematic cuts are
also indicated in the figure.
Differential cross sections as a function of pT (D∗), η(D∗) and W (D∗) as well as double differ-
ential cross sections in pT (D∗) and η(D∗) have been measured and compared to various QCD
models. Differential distributions in pT (D∗) and η(D∗) compared to two models at NLO QCD
are shown in Figure 2. The two models are FMNR [6], which is based on the massive scheme
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Fig. 2: The H1 measurement of D∗ mesons in γp interactions, compared to two QCD models at NLO: the FMNR
program in the FFNS (shaded area) and a new calculation in the GM-VFNS (hatched)
and GM-VFNS [9], which uses the combined scheme. Both models show similar behavior. The
pT (D∗) spectrum is well described with a slight deficiency at high pT in the case of GM-VFNS
model. For η(D∗) both predictions have a somewhat different shape compared to that of the data
and theoretical uncertainties are several times larger than the experimental ones.
5 Beauty production
The H1 and ZEUS collaborations have recently reported new measurements based on lepton tags.
The two measurements, one from H1 [10], and one from ZEUS [11] use semileptonic decays to
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Fig. 3: b-quark production cross-section in γp as a function of the transverse momentum of the muon pµT : result from
the H1 collaboration (left), result from the ZEUS collaboration (right).
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muons to identify heavy quark decays. For this a sample of dijets events requiring at least two
jets with |ηjet1(2)| < 2.5 and jet transverse momentum above pjet1(2)T > 7(6) GeV is used. The
fraction of beauty events is then determined from fits to the distributions of prelT of the muon
with respect to jet axis and the impact parameter δ of the muon track. Both the H1 and ZEUS
collaborations use HERA-II data corresponding to integrated luminosities 171pb−1 and 124pb−1,
respectively. Both measurements cover the range of 0.2 < y < 0.8, Q2 < 1 GeV2, muon
transverse momentum pµT > 2.5 GeV; however the ZEUS data cover a range −1.6 < ηµ < 2.3
of muon pseudorapidity while the H1 analysis is restricted to −0.55 < ηµ < 1.1. The cross
section in pµT for the two analyses is shown in Figure 3. Both analyses show good agreement
with perturbative QCD calculations performed with the FMNR program. The excess of data over
NLO predictions at low values of jet and muon transverse momentum that was reported in an
earlier H1 analysis of HERA-I data [12] is not confirmed by the new H1 analysis.
The ZEUS collaboration has made another measurement based on the identification of both
heavy quark decays [13]. This measurement uses HERA-I data corresponding to an integrated
luminosity of 114 pb−1. Events with two muons in the final state are selected. Because of the
Fig. 4: The dimuon cross-section as a function of the az-
imuthal angle between the muon in dijet events.
HERA
10
-1
1
10
10 2
10 3
0 5 10 15 20 25 30
H1 99-00 b jet
H1 99-00 b→m  jet
ZEUS 96-00 b→m  jet
ZEUS (prel) 05 b→m  jet
H1 (prel) 06/07 b→m  jet
ZEUS 96-97 b→e
ZEUS 120 pb-1 b→e
H1 97-00 b→D*m
ZEUS 96-00 b→D*m
ZEUS 114 pb-1 bb→mm
NLO QCD (FMNR)
m 0
2
 = 1/4 (m2 + pT2)
kT fact. (LZ J2003 set 1)
<pTb>   (GeV)
ds
/d
p Tb
 
 
 
 
 
(p
b/G
eV
)
ds /dpT(ep→ebX)s b
Q2<1GeV2,  0.2<y<0.8,  |h b|< 2
Fig. 5: Cross sections for beauty production in γp at HERA
as a function of pbT
high beauty fraction in such a dimuon sam-
ple, jets are not required in the selection. This
selection of double tags has several advan-
tages: a larger kinematic range is accessible
and the background is reduced substantially.
It allows the measurement of bb¯ correlations,
which probe the next-to-leading order effects.
A low pT threshold for muon identification,
pµT > 1.5 GeV or even p
µ
T > 0.75 GeV
for high quality muon candidates and large
rapidity coverage makes it possible to mea-
sure the total beauty production cross section
with relatively small extrapolation. The to-
tal cross section for the process ep → bb¯X
at
√
s = 318 GeV has been determined to
be σ = 13.9 ± 1.5(stat.) +4.0−4.3(syst.) nb to
be compared to the NLO QCD prediction of
σNLOtot (ep → bb¯X) = 7.5 +4.5−2.1 nb. Within the
large uncertainties, in particular of the NLO
calculation, the NLO prediction is consistent
with the data. Differential cross sections and
measurements of bb¯ correlations are also ob-
tained and compared to other beauty cross
section measurements, MC models and NLO
QCD predictions. The distribution of the ex-
tracted cross section compared to NLO QCD
prediction and leading order MC is shown in
Figure 4. Both predictions agree with the data.
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Figure 5 summarizes all recent HERA measurements of b production in γp as a function of b
quark transverse momentum (pbT ). The different measurements agree well with each other and
are in reasonable agreement with the NLO predictions.
6 Conclusion
The study of heavy flavor production in γp at HERA remains a source of interest for testing
and understanding the perturbative QCD. Several results based on HERA-II data set are now
available. Some of these recent results using different tagging methods were presented. The
charm results are in good agreement with NLO QCD. The beauty measurements are also in
reasonable agreement with NLO QCD. The uncertainty on experimental results in both beauty
and charm production are typically smaller than theoretical uncertainties.
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Abstract
Small-angle detectors at the LHC give access to a broad physics pro-
gramme within and beyond the Standard Model. We present here some
studies of forward physics processes related to underling event, multi-
parton interactions and low-x QCD dynamics.
1 Introduction
The LHC collider will provide the highest energy proton-proton and ion-ion collisions in the
lab to date, opening up a phase space for particle production in an unprecedented range span-
ning ∆η ∼20 units of rapidity. As a general feature, particle production in hadronic collisions
is peaked at central rapidities, whereas most of the energy is emitted at very low angles. The
ATLAS and CMS detectors not only cover the largest pT − η ranges at mid-rapidity, but they
feature extended instrumentation at lager distances far away from the interaction point: ± 11m
(ATLAS FCal and CMS HF hadronic calorimeters), ±14 m (ATLAS LUCID and CMS CAS-
TOR sampling calorimeter), ±140 m (Zero-Degree-Calorimeters, ZDCs), and ±240 m (ATLAS
Roman Pots). The forward coverage of the CMS interaction region is complemented with the
two trackers (T1 and T2 telescopes) and the proton-taggers (Roman Pots) at ±147 and ±220 m
of the TOTEM experiment which has common forward physics program with CMS [1]. The
rapidity coverage of ATLAS and CMS forward detectors is summarised in Fig.1.
The forward detectors give access to a broad physics program within and beyond the stan-
dard model [1, 2]. Here we present studies related to the physics of underlying events and multi-
parton interactions and low-x QCD parton dynamics.
2 Underlying Event Studies with CASTOR in the CMS Experiment
Multi-parton interactions (MI) play a significant role in soft and high pT processes. Especially in
case of LHC the understanding of MI is becoming crucial for the high precision measurements.
Various Monte Carlo (MC) models have been tuned to describe the Tevatron data [3], exploiting
mainly the charged particle multiplicities and particle energy flows in the central η region. The
large angular coverage of the LHC detector from the central to the most forward region (0 < η <
6.6) will allow to study MI over a large rapidity range. Since the multi-parton interactions occur
between the remnant partons of the colliding particles, the energy flow in the very forward region
is strongly affected and hence are ideal for the MI model tuning. In addition one can study the
long range correlations between the activities in central and forward regions.
The long range correlations were investigated [4] with the PYTHIA MC [5], at the level of
generated hadrons, using several MI tunes. The charge particle multiplicities in the central rapid-
ity range were calculated for four different energy deposits in the rapidity range 5.2 < η < 6.6,
240 ISMD08
Fig. 1: The rapidity coverage of CMS and ATLAS detectors
which corresponds to the coverage of CMS-CASTOR calorimeter [6, 7]. The distributions for
inclusive (minimum bias) QCD processes are shown in the upper part of Fig.2 and for the top
production processes in the lower part of the figure. When MI are not generated, the charge
particle multiplicities are the same for all energy bins. On the other hand, a clear correlation is
seen when MI are included– larger energies in the forward region imply higher charged particle
multiplicities and energy flow in the central region. Furthermore, triggering on CASTOR en-
hances the differences between various MI tunes and thus may contribute to better understanding
of multi-parton interaction picture. Comparison of charged particle multiplicities in the inclusive
QCD and the top production shows that the top processes not only have higher charged particle
multiplicities and energy flow, but also contain more underlying event activity than the inclusive
QCD processes. This suggests that a naive approach of subtracting underlying event contribution
as determined for inclusive QCD processes from the top events would not work. As already
seen from CDF measurements [3] the underlying event properties depend strongly on the col-
lision centrality. The harder the collision is, the more underlying event activity one expects to
see. After demanding a hard scale for the inclusive QCD events in form of EjetT > 40 GeV the
differences between underlying event in QCD and in top events almost disappear (Fig.3).
Understanding of underlying event is essential also for the measurements which involve
high ET jets in the final state. As the hadronic jets are the results of the parton hadronisation,
their measurements give a chance to look inside the dynamics of hard interaction. However, the
underlying event produces additional energy in the available phase space which is added by the jet
algorithms to the ’true’ jet energy, thus spoiling the relation of the jets to the partons. However, it
is possible to estimate this ’pedestal’ energy from the measurements in the forward calorimeters
and subtract it from the reconstructed jet energy [4]. Left side of Figure 4 shows the transverse
energy flow around the jet as a function of pseudorapidity for the jets from the PYTHIA MC
sample, in five different pseudorapidity bins between -3 and 2.5 and two jet transverse energy
ranges. The plot clearly shows the underlying event pedestal, when the MI are simulated, and
that the level of pedestal does not depend on the jet pseudorapidity but gets higher for higher jet
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Fig. 2: Charged particle multiplicities as function of η for four different CASTOR energy bins. Shown is PYTHIA
MC prediction for inclusive QCD processes (up) and top production (down) processes.
Fig. 3: Charged particle multiplicities due to underlying event activity (MC with MI - MC without MI) as a function
of η in top and in inclusive QCD processes after demanding a presence of a hard jet EjetT > 40 GeV in the central
rapidity region |η| < 2.5. The dashed vertical lines indicate the acceptance of the CMS detector.
energies, i.e. it depends on the hardness of the interaction.
In the right side of Fig.4 the jet profile as a function of pseudorapidity is shown for the
PYTHIA simulation with MI. The transverse energy measured in the acceptance range of the
CASTOR calorimeter (5.2 < η < 6.6) is indicated with the dash hatched area. As the un-
derlying event pedestal is rather independent on the position of the jet in the central detector,
we attempt to fit the pedestal by a universal function, e.g. f(η) = A/(1 + B · e|η|−4), which
also reasonably describes the pedestals for the different MI tunes and for the different cuts on
jet transverse energies and pseudorapidities. The two free parameters can be represented by the
measured energies in the very forward calorimeters, e.g. CASTOR or HF. An example of the the
fit of pedestal by this function is shown in Fig.4 (middle) and the level of pedestal under the jet
determined by this method is shown in the right side of Fig.4 as a right hatched histogram. This
approach gives reasonable result and can be developed further. In principle, using another Monte
A. BUNYATYAN
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Fig. 4: (left) The transverse energy distributions around the jets (jet profile) as a function of pseudorapidity. The
different lines represent the different pseudorapidity ranges and the different transverse energy ranges of the jets;
(middle) The jet profile as a function of pseudorapidity. The different lines correspond to the different ranges of the
jet pseudorapidity. The solid line on the right tail of distribution shows the result of the fit of pedestal as described
in the text; (right) The jet profile as a function of pseudorapidity for the jets with 0 < ηjet < 0.5 and 10 < EjetT <
20 GeV . The dash hatched histogram is the level of transverse energy in the pseudorapidity range of the CASTOR
(5.2 < η < 6.6). The right hatched histogram below the jet area is the pedestal level determined from the method
described in the text.
Carlo or fragmentation models (CASCADE, ARIADNE, etc.) may lead to the different energy
distribution of the underlying event, which may require the optimisation of the fitting function.
3 Low-x QCD physics
One of the main HERA observations is that the proton structure function is almost purely gluonic
for the low values of the fractional momenta x = pparton/pproton<∼0.01. Below x ≃ 10−4 the
gluon PDF in the proton is however poorly constrained. In this small-x regime one expects non-
linear gluon-gluon fusion processes not accounted for in the standard DGLAP/BFKL evolution
equations to become important and tame the rise of the parton densities.
Forward instrumentation provides an important lever arm for the measurement of the low-x
structure and evolution of the parton densities. Indeed, in a 2→ 2 parton scattering the minimum
momentum fraction probed when a particle of momentum pT is produced at pseudo-rapidity η
is xmin ∼ pT · e−η/
√
s i.e. xmin decreases by a factor of ∼ 10 every 2 units of rapidity. The
measurement of jets with pT ∼ 20 − 100 GeV at forward rapidities (3 < |η| < 6.6) allows
one to probe the PDFs at x values as low as x ∼ 10−6. In addition to the single inclusive cross
sections, the production of events with two similar transverse-momentum jets emitted in each
one of the forward/backward directions, the so called “Mueller-Navelet jets”, is a particularly
sensitive measure of BFKL as well as non-linear parton evolutions. Preliminary CMS analyses
indicate that such studies are well feasible measuring jets in each one of the HF calorimeters [8].
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4 Forward Jets in the CASTOR calorimeter in the CMS experiment
Events in which an energetic jet is produced in the forward direction close to the proton remnant
are sensitive to the higher order processes due to the long rapidity range available for radiation
between the jet and the hard scattering vertex. The longitudinal momentum fraction of the pro-
ton, x, can be related to the rapidity, y, by approximately x ∼ e−y, which further suggests that
forward physics provides valuable information about low x parton dynamics. The analyses of
forward jets at HERA [9,10] have improved our understanding of higher order processes. Avail-
able fixed order calculations (NLO O(α2s)) as well as the higher order processes approximated
by DGLAP parton showers underestimate the HERA data by up to a factor of 2. The data can be
described only if the ordering of the transverse momenta of the radiated gluons is broken in the
theoretical predictions.
The study is made [11] using the Monte Carlo events generated with the PYTHIA [5]
and ARIADNE [12] MC models. PYTHIA is based on LO DGLAP parton showers, which give
gluon radiation ordered in transverse momentum with respect to rapidity. In ARIADNE, parton
showers are generated by the Color Dipole Model (CDM), resulting in gluon radiation without
any ordering in transverse momentum. This corresponds to a BFKL like final state. Events are
selected which contain a hadron level jet with a transverse momentum ET > 10 GeV and a
pseudorapidity 5.2 < η < 6.6. To suppress events with DGLAP like dynamics, two jets with
ET > 10 GeV are required in the central region, |η| < 1.5. The resulting cross-section is shown
in left side of Fig. 5 as a function of the forward jet energy. The CDM model produces more
jets at higher energies, while the events with gluon emissions generated according to DGLAP
dynamics have a suppressed jet production. At the highest forward jet energies the difference
between the models reaches two orders of magnitude.
The feasibility of such measurement with the CASTOR calorimeter at CMS has been
studied. Since CASTOR has no segmentation in polar angle it is not possible to define jets
according to conventional jet algorithms which use the energy, polar and azimuthal angles of
particles. However, a reasonable jet reconstruction is achieved by summing the energy in the
most active phi segmenet with the two neighbouring cells. In addition the particle energies were
smeared according to resolutions measured in the CASTOR beam test [7] and a noise cut was
applied. The predictions from PYTHIA and CDM show that the very high sensitivity to the
scheme used for the QCD radiation is still preserved. The response to multiple interactions was
studied as well and is shown in right side of Fig. 5. Excluding MI lowers the cross section
by roughly an order of magnitude. Except of that, the sensitivity to the different MI tunes and
models are fairly small in comparison to the impact of using the CDM. The sensitivity of this
measurement to PDF variation was also investigated. The predicted forward jet cross section can
not clearly distinguish between the different PDFs.
Thus, the method to measure forward jets in CASTOR in addition to two jets in the central
region gives a large sensitity to the dynamics of the parton shower. This is also true if PDF
uncertainties and different MI models are taken into account.
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Fig. 5: (left) Hadron level cross sections for events with two central jets and a forward jet in the pseudorapidity region
of the CASTOR calorimeter. (right) Monte Carlo prediction for the 2+forward jet cross section using different MI
models and tunes. The predictions are on generator level, but with the forward jet reconstructed as described in the
text and forward particle momenta smeared according to CASTOR beam test data.
5 Summary
In conclusion, the studies presented here show that the forward region is very sensitive to the
underlying event, multi-parton interactions and low-x QCD dynamics. The measurements in the
forward calorimeters, such as CASTOR, can be used to discriminate between the various MI
models and to improve the jet reconstruction in the central region. Further possibilities for the
improvement of forward particle detection and completing the angular coverage of the detectors
have to be investigated [13, 14].
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Abstract
Results of two recent studies of Bose-Einstein correlations (BEC) in
hadronic Z decays are reported. The first finds that a good description
of the two-pion correlation function is achieved using a Le´vy stable
distribution in conjunction with a hadronization model having highly
correlated configuration and momentum space, the τ -model. Using
the results of this parametrization, the space-time source function is
reconstructed. The second investigates the question of the existence of
inter-string BEC, unfortunately without clear conclusions.
1 Introduction
We study BEC in hadronic Z decay using data collected by the L3 detector at an e+e− center-
of-mass energy of
√
s ≃ 91.2 GeV. Approximately 36 million like-sign pairs of well-measured
charged tracks from about 0.8 million hadronic Z decays are used [1]. Events are classified as
two- or three-jet events using calorimeter clusters with the Durham jet algorithm. To determine
the thrust axis of the event we also use calorimeter clusters.
The two-particle correlation function of two particles with four-momenta p1 and p2 is
given by the ratio of the two-particle number density, ρ2(p1, p2), to the product of the two single-
particle densities, ρ1(p1)ρ1(p2). Since we are interested only in the correlation, R2, due to
Bose-Einstein interference, the product of single-particle densities is replaced by ρ0(p1, p2), the
two-particle density that would occur in the absence of BEC: R2(p1, p2) = ρ2(p1,p2)ρ0(p1,p2) . An event
mixing technique is used to construct ρ0.
Since the mass of the identical particles of the pair is fixed,R2 is defined in six-dimensional
momentum space, which is often reduced to a single dimension, the four-momentum difference
Q =
√−(p1 − p2)2. But there is no reason to expect the hadron source to be spherically sym-
metric in jet fragmentation. In fact, the source is found to be elongated along the jet axis [2], but
only by about 25%, which suggests that a parametrization in terms of the single variable Q, may
be a good approximation. This is confirmed by studies of various decompositions of Q [1, 3].
2 Parametrizations of BEC
With a few assumptions [4], R2 is related to the Fourier transform, f˜(Q), of the (configuration
space) density distribution of the source, f(x):
R2(p1, p2) = γ
[
1 + λ|f˜(Q)|2
]
(1 + δQ) . (1)
The parameter γ and the (1 + δQ) term are introduced to parametrize possible long-range corre-
lations not adequately accounted for in ρ0, and λ to account for several factors, such as lack of
complete incoherence of particle production and presence of long-lived resonance decays.
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Fig. 1: The Bose-Einstein correla-
tion function R2 for two-jet events.
The curve corresponds to a fit of
the Le´vy parametrization (2). The
dashed line represents the long-
range part of the fit, i.e., γ(1 +
δQ). The dot-dashed line repre-
sents a linear fit in the region Q >
1.5GeV.
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Fig. 2: The Bose-Einstein cor-
relation function R2 for two-jet
events. The curve corresponds
to the fit of the one-sided Le´vy
parametrization, (3), as described
in the text. The dashed line repre-
sents the long-range part of the fit,
i.e., γ(1 + δQ).
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Fig. 3: The temporal-longitudinal
part of the source function normal-
ized to the average number of pions
per event.
2.1 Static parametrizations
A model-independent way to study deviations from the Gaussian is to use [5] the Edgeworth
expansion about a Gaussian. Another way is to replace it in configuration space by a symmetric
Le´vy distribution. These parametrizations lead to
R2(Q) = γ
(
1 + λ exp (−(RQ)α)
[
1 +
κ
3!
H3(RQ)
])
(1 + δQ) , (2)
where α = 2 for the Gaussian and Edgeworth parametrizations; 0 < α ≤ 2 for the Le´vy
parametrization; and κ = 0 except in the Edgeworth case where κ is the third-order cumulant
moment and H3(RQ) ≡ (
√
2RQ)3 − 3√2RQ is the third-order Hermite polynomial.
The Edgeworth and Le´vy parametrizations indeed fit the low-Q peak much better than the
purely Gaussian parametrizations, yielding, respectively, κ = 0.71± 0.06 and α = 1.34± 0.04.
However, the χ2 are still poor. Both the symmetric Le´vy (Fig. 1) and the Edgeworth parametriza-
tions do a fair job of describing the region Q < 0.6GeV, but fail at higher Q, particularly the
region 0.6–1.5GeV where R2 dips below unity, indicative of an anti-correlation. This is clearly
seen in Fig. 1 by comparing the data in this region to an extrapolation of a linear fit, (2) with
λ = 0, in the region Q ≥ 1.5GeV. The inability to describe this dip in R2 is the primary reason
for the failure of both parametrizations.
2.2 Time dependence of the source
The parametrizations discussed so far all assume a static source. The parameter R, representing
the size of the source as seen in the rest frame of the pion pair, is a constant. It has, however,
been observed that R depends on the transverse mass, mt =
√
m2 + p2t , of the pions [6].
In the previous section we have seen that BEC depend, at least approximately, only on Q
and not on its components separately. Further, we have seen that R2 in the region 0.6–1.5GeV
dips below its values at higher Q. A model which predicts such Q-dependence as well as an
mt-dependence is the τ -model [7], in which it is assumed that the average production point in
the overall center-of-mass system, x = (t, rx, ry, rz), of particles with a given four-momentum k
is given by xµ(kµ) = aτkµ. In the case of two-jet events, a = 1/mt, where mt is the transverse
mass and τ =
√
t
2 − r2z is the longitudinal proper time. For isotropically distributed particle
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production, τ is, instead, the proper time, and the transverse mass is replaced by the mass, while
for the case of three-jet events the relation is more complicated. The second assumption is that
the distribution of xµ(kµ) about its average, δ∆(xµ(kµ)− xµ(kµ)), is narrower than the proper-
time distribution. Then R2 is found [8] to depend only on Q, the values of a of the two pions,
and H˜, the Fourier transform of the distribution of τ , H(τ). Since there is no particle production
before the onset of the collision, H(τ) should be a one-sided distribution. We choose a one-
sided Le´vy distribution, which is characterized by three parameters: the index of stability α, the
proper time of the start of particle emission τ0, and ∆τ , which is a measure of the width of H(τ).
Replacing the individual values of a of the two pions by their average results then (suppressing
the normalization and long-range correlations) in [8]
R2(Q, a¯) = 1 + cos
a¯τ0Q2 + tan(απ2
)(
a¯∆τQ2
2
)α exp
− ( a¯∆τQ2
2
)α . (3)
Before proceeding to fits of (3), we first consider a simplification obtained by assuming
an average a¯-dependence, which is implemented in an approximate way by defining an effective
radius, R =
√
a¯∆τ/2. This results in
R2(Q) = γ
[
1 + λ cos
[
a¯τ0Q
2 + (RaQ)2α
]
exp
(
−(RQ)2α
)]
(1 + δQ) , (4)
where Ra is related to R by
R2αa = tan
(
απ
2
)
R2α . (5)
For two-jet events (Durham, ycut = 0.006) a good fit (χ2/dof = 97/95), shown in Fig. 2, is
achieved with the additonal assumption τ0 = 0. However, for three-jet events it is necessary to
relax (5), i.e., regard Ra as a free parameter, while keeping τ0 = 0 (χ2/dof = 102/94). Alterna-
tively, (5) can be kept but a¯τ0 made a free parameter, although the description is somewhat worse
(χ2/dof = 127/94). The fits describe well the dip in the 0.6–1.5GeV region, as well as the low-Q
peak. We speculate that the need for an additional free parameter for three-jet events could be
that the replacement of the individual values of a by their average is less valid than for two-jet
events or that the onset of particle production might be somewhat later for three-jet events than
for two-jet events. Whatever the reason, we now turn our attention exclusively to two-jet events
Fits of (3) to the two-jet data are performed in several mt intervals. The quality of the fits
is acceptable and the fitted values of the parameters, α, τ0 and ∆τ , are stable and within errors
independent of mt, as expected in the τ -model. Their values (weighted averages of the values
found in the four mt intervals) are τ0 = 0 ± 0.01 fm, α = 0.43 ± 0.03 and ∆τ = 1.8 ± 0.4
fm. Using these values we reconstruct the space-time picture of the emitting process for two-jet
events.
Given the symmetry of two-jet events, the emission function (in cylindrical coordinates)
in the τ -model is [8]
Sx(r, z, t) = H(τ)P (r, η) = H(τ)
(
mt
τ
)3
ρpt(rmt/τ)ρy(η) , (6)
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where η is the space-time rapidity, y the rapidity, pt the transverse momentum, and ρpt and ρy
are the inclusive single particle pt and y distributions and where we have assumed that P (r, η)
can be factorized.
Using H(τ) as obtained from the BEC fits of (3) together with the inclusive rapidity and
pt distributions [1], the full emission function is reconstructed. Its integral over the transverse
distribution (Fig. 3.) exhibits a “boomerang” shape with a maximum at low t and z and tails
extending to very large values of t and z, a feature also observed in hadron-hadron [9] and heavy
ion collisions [10]. The transverse part, obtained by integrating over z and azimuthal angle, is
shown in Fig. 4 for various proper times. Particle production starts immediately, increases rapidly
and decreases slowly forming an expanding ring-like structure.
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Fig. 4: The transverse source function normalized to the average number of pions per event for various proper times.
3 Inter-string BEC
The question of the existence of inter-string BEC rose to prominence during the measurement
at LEP of the mass of the W boson. Uncertainty as to its existence and how to model it was
one of the largest, along with the question of color reconnection, contributions to the systematic
uncertainty on the mass measured in the channel e+e−→W+W−→ qq¯qq¯. No evidence of inter-
string BEC was found [11], but the significance of the result was limited by poor statistics. Here
we examine another channel involving two strings: e+e−→ qgq¯ where the gluon is connected to
the quark by one string and to the anti-quark by another. This channel has been studied briefly in
DELPHI data [12], with no definite conclusion. Here we present new results with L3 data [13].
The influence of inter-string BEC on R2 depends on the amount of ‘overlap’, both in
momentum- and configuration-space. Full momentum-overlap means that the distribution of ~p
for pions from string 1 is the same as that for pions from string 2. If there is no overlap in
momentum space, inter-string BEC can not take place, and the BEC parameters for two strings
(λ2 and r2) will be the same as those for one string (λ1 and r1). If there is full overlap in
momentum space, the expectations are:
no spatial overlap full spatial overlap
Inter-string BEC λ2 = λ1 r2 > r1 λ2 = λ1 r2 = r1 (HBT) r2 > r1 (Lund)
No inter-string BEC λ2 < λ1 r2 = r1 λ2 < λ1 r2 = r1
where the expectation for r in the case of full spatial overlap and inter-string BEC depends on
whether r is measured along the color field (Lund) or directly (HBT).
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A comparison of BEC in 2-jet (1-string) and 3-jet (2-string) events finds very weak depen-
dence of λ and r on ycut. The value of λ1 is somewhat larger than λ2, which might suggest an
absence of inter-string BEC. However, r2 is somewhat larger than r1, suggesting the opposite.
Samples of single jets are defined based on jet configuration and on b-tagging. The gluon
content of the various samples varies from zero to 75%. There is no evidence for a dependence
of λ or r on the gluon fraction, suggesting the presence of inter-string BEC a` la HBT.
The degree of overlap should be greatest in the tip of the gluon jet. Therefore, BEC are
measured in various intervals of x = E/Ejet and of rapidity with respect to the jet direction. The
value of λ is found to decrease with increasing x or rapidity, but this occurs in quark jets as well
as in gluon jets suggesting that it is not an inter-string effect. The value of r does not decrease
with increasing x or rapidity in contradiction to the expectation of inter-string BEC a` la HBT.
The results are thus inconclusive. Inter-string BEC remains an open question.
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Abstract
Concepts of thermalization and hydrodynamical behavior are applied
from time to time to e++ e− , hadron+hadron and heavy ion collisions.
These applications are scrutinized paying attention to particle multi-
plicities, spectra, and Bose-Einstein correlations in particular. Can hy-
drodynamics describe these data?
1 Introduction
In 2008, the speakers of the International Symposium on Multiparticle Dynamics were given a
quiz of 18 questions, that were compiled by Hannes Jung and Go¨sta Gustafson, the Chair and the
Co-Chair of this meeting [1]. My goal is to discuss three of these problems:
1. Can thermal & hydrodynamical models describe e++e−, h+p and A+B reactions? 1
2. What heavy ion physics can learn from e++e−, h−+p and p+p collisions?
3. How can correlations be used to determine the size of the interaction region and the char-
acteristics of phase transitions?
These questions are related to Bose-Einstein correlations, that appear due to the sym-
metrization of hadronic final states for the interchange of identical bosons, and are also known
by other names, for example Hanbury Brown – Twiss or HBT correlations in heavy ion colli-
sions, intensity interferometry, or intensity correlations [2]. These correlations are also tools of
femtoscopy, because they are used to measure length scales on the femtometer scale [3–5].
2 The shortest film ever made: e+ e− collisions at LEP
In e+ e− collisions, Bose-Einstein correlations were used to record the fastest film ever made: the
formation of a ring-like, non-thermal source in the transverse plane of jet production, a process
that ends in less than 10−23 seconds [6, 7]. Can thermal models describe multiplicities, spectra
and correlations in these collisions?
A number of recent papers consider the possibility of thermal particle production in e+ e−
reactions. Two recent, interesting examples are refs. [8] and [9], that present thermal model fits to
these data with similar level of statistical significance but with very different physics conclusions.
A model cannot be excluded with the help of mathematical statistics if its confidence level is
CL≥ 0.1%, thus the probability that the model describes the data is at least one in thousand.
Fig. 1 of ref. [8] is a very beautiful plot indicating intriguing similarities between particle
abundances in e+ e− at √sNN = 91 GeV and thermal model calculations. The fit quality is
∗e-mail: csorgo@rmki.kfki.hu
1Instead of the originally given e−+p problem, let me discuss soft hadron-proton collisions, for clarity.
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characterized by a χ2/NDF = 631/30. The corresponding confidence level is CL = 1.1 10−111 %.
This confidence level is an extremely small positive number and so the probability that the ther-
mal particle production describes this data set is practically zero [8] . These authors also observe
and point out correctly that the statistical or thermodynamical description of these data fails com-
pletely at the high level of present experimental precision. Approximate qualitative agreement
between thermal particle production and data can only be obtained if the relative errors on these
data are magnified to about 10 % [8]. Their conclusion can be contrasted to other manuscripts,
that claim that a thermodynamical or statistical description of particle multiplicities in e+ e−
reactions is possible. For example, the same data set was analyzed in ref. [9] , using a slightly
different thermal model description and the quality of their fit is given in their Table V as χ2/NDF
= 215./27 . The corresponding confidence level is CL = 3.4 10−29 % hence the probability that
this thermal model describes particle abundances in electron-positron annihilation is practically
zero. When the analysis is restricted to include only those 15 resonances in the fitting, whose
width is less than 10 MeV, the same thermal model description yields χ2/NDF = 39./12 . The
confidence level of this fit is still CL = 1.1 10−2 % , which is many orders of magnitude improve-
ment, but still an order of magnitude less than the conventional threshold of acceptance, CL =
0.1 %. Thus thermal particle production models do not describe the multiplicities of elementary
particles of e+ e− at √sNN = 91 GeV in an acceptable manner.
Two important and well known features of hadronic spectra also disagree with a thermal,
statistical picture of particle production. The observation of jets (2 and 3 jet events at this ener-
gies) can be contrasted to the lack of preferred direction in the initial conditions and in a thermal
picture of particle production. Perhaps the thermal picture can be limited to the transverse di-
rection? The power-law tail the transverse momentum spectra, which can be explained in terms
of perturbative QCD processes and jets decaying to jets to jets and in particular the correlations
among these jets are inconsistent with a thermal and/or a hydrodynamical interpretation, that lead
typically to exponential spectra. Furthermore, generalized thermal models that describe the spec-
tra cannot naturally interpret the correlation structures observed in two and three jet events which
are basically energy momentum conservation laws and have a trivial interpretation in partonic
picture, the emission of quark and gluon jets in perturbative QCD.
Bose-Einstein correlations are more subtle features of two-particle distributions. They
carry information on the space-time structure and on the chaotic or coherent nature of particle
emitting sources. Recently measured Bose-Einstein correlations disagree qualitatively with the
hypothesis that the produced particles are emitted from a thermal or hydrodynamical source in
e+ + e− reactions, because in thermal models the two-particle Bose-Einstein correlation function
is always given by a 1 + positive definite function, and this constraint is violated by a recent
analysis of L3 data [7,10].With other words, there is no region of two-particle relative momentum
space, where a chaotic (or thermal) picture of particle production would lead to anti-correlations.
However, recently analyses L3 data as detailed in ref. [7, 10] indicate very clearly the existence
of a region of anti-correlation: if the correlation functions are measured as a function of the
Lorentz invariant relative momentum variable Q =
√−(k1 − k2)2, where ki stands for the
four-momentum of particle i, a dip is found experimentally in the region of 0.6 GeV < Q <
1.5 GeV, as indicated in Fig. 1. In this kinematic range the errors are small. This feature is
shown in greater details in Fig 1. L3 data from ref. [7] are compared to a Gaussian fit, C(Q) =
T. CSO¨RGO˝
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Fig. 1: Comparison of Gaussian (left), Edgeworth (middle) and Le´vy fits to L3 Bose-Einstein correlation functions.
The 1+ positive definite forms, Gaussian and Le´vy do not have a statistically acceptable level, CL < 0.1%. The
Edgeworth expansion has an acceptable CL = 1 % and describes the dip using a 1+ non-positive definite expression.
1 + λ exp(−Q2R2), χ2/NDF = 234./96 and the corresponding confidence level is practically
zero. A generalization of the Gaussians is given by the symmetric Le´vy form C(Q) = 1 +
λ exp(−QαRα), χ2/NDF = 148./95, CL = 0.04 %. This is only a factor of 2.5 below the
conventional domain of acceptable results, but the chance that this form represents the data is only
4 in 10000. This form however is 1 + a positive definite function. The right panel also indicates a
linear fit to the long range, Q > 1.5 GeV correlations, shown with a dot-dashed line. It describes
the data in the fitted Q > 1.5 GeV region, and it clearly cuts into the ”dip” region of the data,
located at 0.6 < Q < 1.5 GeV . When a Le´vy fit form is enforced, these long range correlations
get distorted, pushed below the dip region by the fit, as indicated by the dashed line in the right
panel, and the overall fit quality is decreased below the limit of acceptability, CL < 0.1 %. The
best fit is achieved using an Edgeworth expansion, C(Q) = 1+λ exp(−Q2R2)[1+κ3H3(QR)],
where H3(x) is the third order Hermite polynomial, see ref. [7] for details. This Edgeworth fit
has a statistically acceptable CL = 1 % and describes the dip using 1 + a non-positive definite
expression, in a model and interpretation independent manner.
The τ -model of ref. [11] also predicted the existence of such anti-correlated regions, based
on the assumption that e++e− annihilations indeed correspond to point-like collisions hence the
produced particles with a given momentum kµ appear in a direction parallel to their momentum,
xµ ∝ kµ, however with a broad proper-time distribution H(τ). This model leads to simple
fitting forms, that improve the description of the data as compared to the model-independent
Edgeworth expansion method, CL is increased from 1 % to 40 % , and when the fit parameters
are required to satisfy the model constraints, CL is slightly increased to 42 % , see ref. [7] for
details. The parameters of the proper-time distribution are determined from detailed fits to the L3
Bose-Einstein correlation functions. This way the proper-time evolution of particle production is
reconstructed in these reactions, and the following points can be made: in 2-jet events, particle
emission starts just after the collision, so that the most probable value for τ is 0.3 fm/c, but
this one-sided proper-time distribution has a power-law tail, corresponding to a one-sided Le´vy
distribution with an index of stability of α = 0.42 ± 0.01. Using a recently developed method
based on the τ -model [12], even a movie of the space-time evolution of particle emission can be
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Fig. 2: Left panel: A snapshot picture from the reconstructed video of jet formation in the transverse plane of 2-jet
events in e+ + e− annihilation at LEP at τ = 0.3 fm/c. A non-thermal, expanding ring is observed, the amplitude
of the ring diminishes very quickly, while its radius grows nearly with the speed of light. Right panel: The recon-
structed transverse part of the particle emission function in h+p reactions at CERN SPS as inferred from Bose-Einstein
correlations and single particle spectra as measured by the NA22 collaboration, describing a tiny ring of fire.
reconstructed. This movie – the shortest film ever recorded – practically ends in about 0.3 fm/c.
3 The smallest ring of fire: h+ p and p+p collisions
In hadron-proton collisions, Bose-Einstein correlations have been used to make a snapshot pic-
ture of the smallest ring of fire, ever detected: the diameter is less than 1 fm or 10−15 m, but the
source seems to be thermal. The ring formation here is a hydrodynamical effect, the temperature
drops from T ≈ 140 MeV in the center to nearly zero within about 1 fm radial distance, hence
a strong pressure gradient builds up. However, the experimentally seen transverse flow is too
week to move the matter away from the surface, hence a pile-up at the surface, a fire-ring is
found [2, 13]. A similarly hydrodynamical ring of fire formation due to large temperature gra-
dients and small transverse flows can be inferred from a simultaneous analysis of single particle
spectra of pions, kaons, protons and STAR preliminary Bose-Einstein or HBT correlation radii
of pion pairs in √sNN = 200 GeV p+p collisions at RHIC [14].
4 The hottest and most perfect fluid: Au+Au collisions at RHIC
In Au+Au collisions at √sNN = 200 GeV at the RHIC accelerator at BNL, Bose-Einstein
correlation measurements also yield snapshot pictures of the hottest and most perfect fluid, ever
made in a laboratory experiment.
The following milestones lead to this important discovery: PHENIX was the first to ob-
serve a new phenomena in 0-10 % central Au+Au collisions at √sNN = 130 GeV at RHIC:
the suppression of particle production with high transverse momentum, the first RHIC discovery
that made it to the cover page of The Physical Review Letters in January 2002. However, it was
not clear initially if this effect is due to the nuclear modification of the structure functions (initial
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conditions) at such a high energies, or if this is indeed a hadronic final state effect. As a control,
d+Aumeasurement was performed and all the four RHIC collaborations: BRAHMS, PHENIX,
PHOBOS and STAR reported the absence of suppression in these reactions. This discovery im-
plied that the suppression in Au+Au reaction is a final state effect, due to the formation of a new
form of matter, that also made its way to the cover page of the Physical Review Letters in August
2003. The third milestone was the publication of the so called “White Papers” or review papers
by all the four RHIC experiments. After several year’s worth of high energy collisions, and from
a detailed analysis of the elliptic flow data, a consensus interpretation emerged that the fireball
made in Au+Au collisions at RHIC behaves like a liquid of strongly interacting constituents,
also known as “the perfect fluid”. This discovery became also known as the Top Physics Story
for 2005 by the American Institute of Physics. This discovery has been considerably sharpened
when STAR and PHENIX pointed out that the observed elliptic flow patterns scale with the num-
ber of constituent quarks and strange and even charm quarks participate in the flow. Although
the theoretical interpretation of this effect is still open for discussions in particular because the
unsolved problem of quark confinement in QCD prevents the application of first principle QCD
calculations for this phenomena, in my opinion the experimental evidence is very clear, it is ir-
refutable that quark degrees of freedom are active and the perfect fluid seen in Au+Au collisions
is a fluid of quarks [16]. (The role of gluons is less clear and less directly measurable from the
experimental point of view.) The fifth milestone was the quantification, how perfect is the per-
fect fluid at RHIC? Answers were obtained by measuring the so called kinematic viscosity η/s,
which is the ratio of the shear viscosity to the entropy density. Two theoretical analyses were
published in 2007 based on elliptic flow patters, a third measurement was based on the transverse
momentum correlations, while PHENIX studied the energy loss and flow of heavy (charmed)
quarks and based on a charm diffusion picture, found that η/s = (1.3− 2.0) 14pi [16]. Even more
recently, PHENIX was able to put a lower limit on the initial temperature of the fireball at RHIC
from the analysis of direct photon data [17], Ti > 220MeV. These numbers can be compared
to similar characteristics of other known fluids, like water, liquid nitrogen or helium, see Fig. 3,
based on refs. [18, 19].
Note that 4He becomes superfluid at extremely low temperatures and its kinematic viscos-
ity η/s reaches a minimum at the onset of superfluidity, so for superfluid 4He η/s ≥ 10 14pi . The
matter created in Au+Au collisions at RHIC has temperatures larger than 2 Terakelvin, neverthe-
less its kinematic viscosity is the lowest value ever produced in laboratory: it is at least a factor
of 4 smaller than that of superfluid 4He. We may thus refer this property of the matter created in
Au+Au collisions at RHIC as high temperature superfluidity [20]: the matter created in Au+Au
collisions at RHIC is the most perfect fluid ever made by humans.
We gain information on the type of transition from hadronic matter to quark matter with
the help of the Bose-Einstein correlations. By now, circumstantial evidence is obtained that this
transition is either a cross-over or, a non-equilibrium transition. This consensus opinion is based
on important and highly selective constraints given by Bose-Einstein correlations and particle
interferometry data in Au+Au collisions at RHIC [5].
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Fig. 3: Comparison of the properties of the perfect fluid created in
√
sNN = 200 GeV Au+Au collisions with less
extraordinary materials like water, nitrogen or helium.
5 Conclusions
After having discussed e+ e−, hadron-proton and heavy ion reactions one after the other, and
based on the presented evidence let me attempt to give answers to the questions discussed in the
Introduction, keeping in mind that these answers were worked out predominantly from the point
of view of Bose-Einstein correlations and their models in these reactions.
Can thermal & hydrodynamical models describe e++e−, h+p and A+B reactions? It
seems that thermal models cannot interpret particle multiplicities, spectra and Bose-Einstein
correlations in e+ + e− reactions at the present level of experimental precision, and using the
conventional threshold for acceptable confidence levels (99.9 % ≥ CL ≥ 0.1 % ). However, hy-
drodynamical and thermal models are remarkably successful in describing soft (pt < 1.5 GeV)
hadron-proton, proton-proton and heavy ion reactions. At higher values of the transverse mo-
menta, jet physics and interaction of jets and the hydrodynamical medium opens up new research
directions at the intersection of particle and nuclear physics.
What heavy ion physics can learn from e++e−, h−+p and p+p collisions? One lesson
that I presented was to take statistical analysis and confidence level determinations seriously.
Based on detailed and precision analysis of Bose-Einstein correlations in two-jet events and a
simultaneous analysis of single particle spectra, the time evolution, a movie or a video like film
of particle emission has been already reconstructed in e+ e− reactions at LEP. In heavy ion
physics, only snapshot like pictures can be reconstructed at present. Further developments of
the femtoscopic tools are needed to allow for a video like reconstruction of the time evolution
of particle emission in heavy ion reactions. Based on Bose-Einstein data in e+ + e− reactions,
it seems that the most probable value of the proper-time parameter of particle production is τ =
0.3 fm/c, a surprisingly short value. It would be interesting to consider the phenomenological
consequences of this number in heavy ion reactions, and if possible, to extract similar numbers
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for jets that are produced in a nuclear medium.
How can correlations be used to determine the size of the interaction region and the char-
acteristics of phase transitions? Of course a complete answer to this question goes well beyond
the scope of this conference contribution. Let me just emphasize here, that correlations are rou-
tinely used to take a snapshot picture of the interaction region [2–5]. The resolution of these
snapshot pictures has been increased recently and more detailed information about structures
(like a ring of fire) or heavy tails (non-Gaussian behavior) are seen in all kind of reactions [5].
Recent progress even allowed for the determination of the time evolution of the region of particle
production in e+ e− reactions, based on a non-thermal description. Similar techniques are not
yet developed for soft hadron-proton, proton-proton and heavy ion collisions, where the thermo-
dynamical and hydrodynamical models can readily be applied. However, in heavy ion reactions
matter formation and also a transition to a perfect fluid of quarks has been experimentally proven
(although with open theoretical issues). Bose-Einstein correlations have been proven to con-
strain models in an extremely efficient manner. At present, models with a strong first order QCD
phase transition or with a second order phase transition point disagree with Bose-Einstein corre-
lation data in heavy ion collisions at RHIC, however, models with a cross-over transition or with
non-equilibrium rehadronization scenario cannot be excluded at present [5, 21].
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Abstract
In this talk I gave a brief summary of leading order, next-to-leading
order and shower calculations. I discussed the main ideas and approx-
imations of the shower algorithms and the related matching schemes.
I tried to focus on QCD issues and open questions instead of making a
inventory of the existing programs.
1 Fix order calculations
1.1 Born level calculations
The simplest calculation what one can do is the Born level fix order calculation. This calculation
involves the phase space integral of the tree level matrix element square and the jet measurement
function. The structure of the cross section is
σ[FJ ] =
∫
m
dΓ (m)({p}m)|M({p}m)|2FJ({p}m) , (1)
where dΓ (m)({p}m) is the phase space integral measure, M({p}m) represents the m-paraton
tree level matrix element and FJ({p}m) is the jet measurement function that defines the physical
observable.
This calculation is relatively simple. The integral is free from the infrared and ultraviolet
singularities. The matrix element is basically a complicated expression but it can be generated
in a automated way. Several implementations can be found in the literature, ALPGEN, GRACE,
HELAC, MADGRAPH and SHERPA [1].
We can say that the tree level cross sections can predict the shape of the cross sections but
in general they have several defects: i) Since it is the leading order term in the strong coupling ex-
pansion the result strongly depends on the unphysical renormalization and factorization scheme.
ii) The exclusive physical quantities suffer on large logarithms. In the phase space regions where
these logarithms are dominant the predictions are unreliable. iii) In the Born level calculations
every jet is represented by a single parton, thus we don’t have any information about the jet inner
structure. iv) On the other hand in a real measurement, in the detector we can see hadrons and
every jet consists many of them. We are not able to consider hadroniziation effects in the Born
level calculations.
1.2 Next-to-leading order calculations
We can increase the precision of our theory (QCD) prediction by calculating the next term in the
perturbative expansion, the next-to-leading order correction (NLO). However this is just one or-
der higher to the Born cross section but the complexity of the calculations increases enormously.
We have to face to algebraic and analytic complexity.
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The naive structure of the NLO calculation is
σNLO =
∫
N
dσB +
∫
N+1
dσR +
∫
N
dσV . (2)
Here σB , σR and σV correspond to the Born, real and virtual contributions, respectively. This
expression is well defined only in d = 4− 2 dimension because both the real and virtual terms
are singular separately in d = 4 dimension, but their sum is finite. Thus we cannot calculate them
separately, first we have to regularize this integral. In the real part the singularities comes from
the phase space integral from the regions where a gluon becomes soft or two partons become
collinear and the integral over these degenerated phase space regions leads to contributions those
are proportional to 1/ and 1/2. The infrared singularity structure of the virtual contributions is
exactly the same but with opposite sign, thus they cancel each other. To achieve this cancellation
we have to reorganize our calculation in such a way that can be carried out in d = 4 dimension
σNLO =
∫
N
dσB +
∫
N+1
[
dσR − dσA]
=0
+
∫
N
[
dσV +
∫
1
dσA
]
=0
. (3)
Here we subtracted the approximated version of real contribution and added it back in different
form. In the second term dσA cancels the singularities of dσR and it is safe to perform the
integral in d = 4 dimension while in the third term the explicit singularities of dσV are cancelled
by
∫
1 dσ
A, where we performed the integral over the unresolved phase space analytically. It is
important that the approximated real contribution has universal structure. This term is based on
the soft and collinear factorization property of the QCD matrix elements. A general subtraction
scheme was defined by Catani and Seymour [2] and the extenion of this method for massive
fermions is also available [3].
The NLO calculation can be carried out but it hasn’t been automated like the Born level
calculations. The most complicated processes what we can calculate are 2 → 3 type [4]. To go
beyond this limit we have to find an efficient way to compute the virtual correction. Recently we
have had some very promising developement on this area [5].
With the NLO corrections we can significantly reduce the dependence on the renormaliza-
tion and factorization scales but in some cases it is not enough and the NNLO is also required.
In these calculations one of the jet is represented by two partons. This can give some minimal
information about the inner jet structure but is still very poor. The exclusive quantities still suffer
on large logarithms and we are still not able to consider hadronization effects.
1.3 Next-to-next-to-leading order calculation
For some processes and/or jet observables it is important to know the cross sections at next-to-
next-to-leading order level. In this cases the NLOK-factor usually large even larger than 2which
means that the NLO correction doesn’t reduce the scale dependences. Recently some simple but
important processes have been calculated using sector decomposition method [6] and there are
some ongoing developments on defining a general scheme for NNLO calculations [7].
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Fig. 1: Evolution equation. The shower (orange rectangle) starts from the hard matrix elements (green rounded
rectangle) and the partons are evolved to the final scale without splitting (yellow rounded rectengle) or with splitting
at an intermediate time (red circle) and evolved to the finial scale with possible splittings.
2 Leading order parton shower
The fixed order calculations are systematically defined order by order and usually give good
description of the data over the phase space where the large pT event are the dominant. In any
order we still have to deal with the presence of the large logarithms and we cannot consider
hadronization effect.
There is an other way to calculate crass section in the perturbative framework, the parton
shower calculations. Consider the parton shower picture of hadron-hadron scattering in which
there is some sort of hard event, say jet production. The parton shower description starts form
hard scattering and proceeds forward to the softer scattering. In the final state the shower proceed
forward in real time but for initial state parton the sowers proceeds backward in real time.
2.1 Shower evolution
The parton shower evolution can be represented by an evolution equation and it is the solution of
the following integral equation
U(tf , t2)
∣∣M2) = N (tf , t2)∣∣M2)+ ∫ tf
t2
dt3 U(tf , t3)H(t3)N (t3, t2)
∣∣M2) . (4)
The shower evolution starts form the hard scattering and it is represented by the function
∣∣M2)
that is a probability of a given partonic state in shower time t2. Then U(tf , t2) is the probability
function of having a particular partonic state in a later evolution time tf . The evolution operator
is sum of two terms. The first term in Eq. (4) represents parton evolution without splitting. The
non splitting operator N (tf , t2) that inserts Sudakov factors giving the probability that nothing
happens between time t2 and tf . The Sudakov is the exponentiated inclusive (summed over
spin and color and integrated over the momenta of unresolved partons) splitting kernel. The
second term in Eq. (4) represent the splitting. The partonic state is evolved without splitting to an
intermediate time t3 and splitting happens given by the splitting operator H(t3) and the system
is evolved with possible splitting from t3 to tf . The splitting operator is based on the universal
soft and collinear factorization property of the QCD matrix element. This evolution equation is
depicted in Figure 1.
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2.2 Splitting operator
The splitting operator of the leading order (LO) shower is derived from the factorization prop-
erty of the QCD matrix elements in the soft and collinear limits. This factorization property is
universal. When two partons become collinear or a gluon soft the QCD matrix element becomes
singular in these phase space regions. The matrix element factorize to a product of a singular
factor and the hard matrix element. This singular factor help us to construct the splitting operator
of the shower algorithm.
H(t) =
m∑
l=1
m∑
k=1
k 6=l
Tl · Tk Vlm+1(pˆl, pˆm+1)
[
Vkm+1(pˆk, pˆm+1)− Vlm+1(pˆl, pˆm+1)
]∗
. (5)
The first term is singular only in the soft limit while the second term is singular both in the soft
and collinear limit. The soft term has non-tivial color structure because of the soft gluon makes
color connections all the possible way between the hard partons. The collinear contribution
(second term) is simple in the color space but it introduce correlations in the spin space. Note, if
we want to consider spin and color correlations properly in the parton shower we cannot avoid
negative weights. So far there is only one algorithm has been defined along this ideas [8] but it
hasn’t been implemented yet.
From the point of the implementation, the color and correlations make some complications
but one can impose some further approximations to simplify it. HERWING [9] and OLD PYTHIA
[10] implement direct angular ordering [11] to simplify the splitting operator. One can show that
the expression under the square brackets vanishes in large angle limit when ϑlk  ϑlm+1, ϑkm+1
(The ϑij denotes the angle between momenta pi and pj .). This effect is know as color coherence.
The other way to simplify the color structure is to expand the splitting kernel in powers
of 1/N2c , where Nc is the number of the color states in fundamental representation. Keeping
only the leading color contributions the color connection operator Tl · Tk becomes diagonal and
the shower can be implemented as a Markovian process. The ARIADNE [12], VINCIA [13],
NEW PYTHIA [10] and the Catani-Seymour dipole shower implementations [14] are based on
the leading color approximation.
The parton shower algorithms have been derived from perturbative QCD but we cannot
consider them as theory predictions because they use rather nonsystematic approximations. The
original idea was to consider and simulate higher order matrix element by using only soft and
collinear factorization of the QCD matrix elements. This is a systematical approximation since
the factorization properties of the matrix elements are held all order. At the end of this section it
is worthwhile to highlight the addition approximations and the limitation of the available parton
shower implementations:
1. The current parton shower programs are still leading order calculations even though they
consider higher order contributions.
2. The phase space is usually treated approximately. The angular ordered showers don’t cover
the phase space properly (“dead cone”).
3. The direct angular ordering or the leading color approximation neglect the color corre-
lations. The color interferences could be significant in the case of non-global observ-
ables [15]. Usually the spin correlations are also neglected.
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4. They are not defined systematically. The direct angular ordering is not defined or hard to
define at higher order. Even the kinematics of the dipole shower model is inconsistent with
the higher order.
5. The only exact matrix element in the calculations is 2 → 2 like. If we want to calculate
say 3, 4, 5, ...-jet cross section we should use 2 → 3, 4, 5, ... LO or NLO matrix elements.
In the next section I discuss the matching of shower to exact matrix elements.
6. More questions on perturbative and non-perturbative effects: Does the shower resums the
leading and the next-to-leading logarithms properly? What is underlying event? How can
we model it? How to consider quantum interferences in hadronization models?
3 Matching parton showers to fix order calculations
3.1 Born level matching
The standard shower has a deficiency, which is illustrated in Figure 2. The left-hand picture
depicts a term contributing to the standard shower. In this term, there are Sudakov factors and
1 → 2 parton splitting functions. If we omit the Sudakov factors, we have the 1 → 2 parton
splittings as depicted in the middle picture. These splittings are approximations based on the
splitting angles being small or one of the daughter partons having small momentum. Thus the
shower splitting probability with two splittings approximates the exact squared matrix element
for 2→ 4 scattering. The approximation is good in parts of the final state phase space, but not in
all of it. Thus one might want to replace the approximate squared matrix element of the middle
picture with the exact squared matrix element of the right-hand picture. However, if we use the
exact squared matrix element, we lack the Sudakov factors.
Fig. 2: The left-hand picture is the 2 → 4 cross section in shower approximation. The center picture is the shower
approximation omitting the Sudakov factors. The right hand picture is the exact tree level 2 → 4 cross section. The
cross section based on splitting functions (middle picture) is a collinear/soft approximation to this.
One can improve the approximation as illustrated in Figure 3. We reweight the exact
squared matrix element by the ratio of the shower approximation with Sudakov factors to the
shower approximation without Sudakov factors. The idea is to insert the Sudakov factors into the
exact squared matrix element. This is the essential idea in the paper of Catani, Krauss, Kuhn, and
Webber [16]. They use the kT jet algorithm to define the ratio needed to calculate the Sudakov
reweighting factor.
There is another way to improve shower. First we generate the event according to the
shower and then rewieght it by the ratio of the exact and approximated matrix element. The
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Fig. 3: An improved version of the 2→ 4 cross section. First we generate the 4-parton configuration according to the
exact matrix element and take the shower approximation (with sudakov factors), divide by the approximate collinear
squared matrix element, and multiply by the exact tree level squared matrix element. The graphical symbol on the
right hand side represents this Sudakov reweighted cross section.
approximated matrix element is calculated over a unique emission history that is determined by
a jet algorithm. The original MLM algorithm [17] uses the cone algorithm. The advantage of
this method over the CKKW method is that the algorithm use the native Sudakov factors of the
underlying parton shower.
There is a further step in implementing this idea. CKKW divide the shower evolution into
two stages, 0 < t < tini and tini < t < tf , where tini is a parameter that represents a moderate
PT scale and tf represents the very small PT scale at which showers stop and hadronization is
simulated. With this division, the Sudakov reweighting can be performed for the part of the
shower at scale harder than tini, as depicted in Figure 4. Evolution from tini to tf is done via the
ordinary shower algorithm.
Fig. 4: Shower with CKKW jet number matching. The calculation for n jets at scale tini is based on the Sudakov
reweighted tree level cross section for the production of n partons.
This method can be extended for NLO level matrix elements as it was shown for electron-
positron annihilation in Ref. [18]. The required NLO adjustments are a little complicated, so I
do not discuss them here.
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3.2 Next-to-leading order matching
Matching parton shower with NLO fix order calculation is a very active field of parton shower de-
velopments. There are two basic approaches. First one is the MC@NLO project [19]. The main
idea here is to avoid the double counting by introducing extra counterterm which is extracted out
from the underlying shower algorithm. This method has been applied for several 2 → 0 + X
where no colored object in the final state and some 2→ 1+X , 2→ 2+X processes, where the
QCD particles in the final state are heavy [19].
The other approach was originally proposed by Kra¨mer and Soper [20] and they imple-
mented it for e+e− → 3-jets. The idea is to include the first step of the shower in the NLO
calculation and then start the parton shower from this configuration. Based on this concept
some matching algorithm have been proposed but they have been implemented for some pro-
cesses [14, 18, 21]. In the following I discuss in detail only the MC@NLO approach because
only this scheme has been implemented for LHC processes so far.
Let us start with the NLO cross section. After applying a subtraction scheme to remove
the infrared singularities, we have
σNLO =
∫
m
[
dσB + dσV + dσC +
∫
1
dσA
]
F
(m)
J +
∫
m+1
[
dσRF
(m+1)
J − dσAF (m)J
]
, (6)
where dσB , dσR, dσV , dσC and dσA are the Born, real, virtual contributions, collinear countert-
erm and subtraction term of the NLO scheme, respectively. The physical quantity is defined by
the functions F (m)J and F
(m+1)
J .
The naive way to add parton shower corrections is to replace the jet functions with the
shower interface function. This approach is not good because it leads to double counting. It is
easy to see, the shower that starts from the Born term generates higher order contributions those
are already considered by NLO terms.
To avoid double counting Frixione and Webber [19] organized the calculation in the fol-
lowing way:
σMC =
∫
m
[
dσB + dσV + dσC +
∫
1
dσA
]
I
(2→m)
MC
+
∫
m+1
[
dσRm+1 − dσMCm+1
]
I
(2→m+1)
MC +
∫
m+1
[
dσMCm+1 − dσAm+1
]
I
(2→m)
MC .
(7)
Here the contribution dσMCm+1 is extracted from the underlying parton shower algorithm. The
functions I(2→m)MC and I
(2→m+1)
MC are the interface functions to the shower. We have different
choices for the m and m+ 1 parton interface functions, thus we have
I
(2→m)
MC ∼ U(tf , tm) and I(2→m+1)MC ∼ U(tf , tm+1)N (tm+1, tm) . (8)
In the m-parton case we simply start the shower from the m-parton configuration while in the
m + 1 parton case first we insert some Sudakov factor representing the probability of nothing
happens between the m-parton and m + 1 parton states and starts the shower from the m + 1
parton configuration.
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There are some limitation of the MC@NLO approach: i) It is worked out for HERWIG.
One has to redo the Monte Carlo subtraction scheme if we want to match say PYTHIA to NLO
computations. ii) Matching procedure is defined only for simple processes like 2→ 0 +X, 1 +
X, 2. iii) The double counting problem is not fully solved but it is probably numerically invisible
because of the strong Sudakov suppression. The problem related to the soft singularities but it
appears only in the 2→ 2 or more complicated processes where the color structure is not trivial.
4 Conclusions
Parton shower event generators have proved to be an essential tool for particle physics. These
computer programs perform calculations of cross sections according to an approximation to the
standard model or some of its possible extensions. Because of the great success of these pro-
grams, it is worthwhile to investigate possible improvements.
In a typical parton shower event generator, the physics is modeled as a process in classical
statistical mechanics. Some number of partons are produced in a hard interaction. Then each
parton has a chance to split into two partons, with the probability to split determined from an
approximation to the theory. Parton splitting continues in this probabilistic style until a complete
parton shower has developed.
The underlying approximation is the factorization of amplitudes in the soft or collinear
limits. However, further approximations are usually added: i) The interference between a dia-
gram in which a soft gluon is emitted from one hard parton and a diagram in which the same soft
gluon is emitted from another hard parton is treated in an approximate way, with the “angular or-
dering” approximation. ii) Color is treated in an approximate way, valid when 1/N2c → 0 where
Nc = 3 is the number of colors. iii) Parton spin is treated in an approximate way. According to
the full quantum amplitudes, when a parton splits, the angular distribution of the daughter partons
depends on the mother parton spin and even on the interference between different mother-parton
spin states. This dependence is typically ignored. With the use of these further approximations,
one can get to a formalism in which the shower develops according to classical statistical me-
chanics with a certain evolution operator.
I think the way to improve the parton showers is to formulate it based on the factorization
of amplitudes in the soft or collinear limits in which one does not make the additional approxima-
tions enumerated above. For this, one would have to use quantum statistical mechanics instead
of classical statistical mechanics.
On the other hand the parton shower algorithm should cooperate with exact LO and NLO
matrix elements. Currently we have some very promising tools such as CKKW, MLM and
MC@NLO matching schemes. The CKKW and MLM matching procedures patch the “hole”
between the Born level fix order and the shower calculations while the MC@NLO and other
NLO matching schemes do the same between the shower and fix order NLO calculations. If
we want more precise tools we need more advanced framework. We need a general LO shower
framework that naturally includes the LO and NLO calculation. Or phrase it differently, we
should reformulate the LO and NLO calculation to make the shower part of them.
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Abstract
The choice of a factorization scheme suitable for Monte Carlo simula-
tions of NLO initial state parton showers is discussed in this contribu-
tion.
1 Introduction
Generating initial state parton showers (IPS) in hadronic collisions at the NLO accuracy is a task
for which no satisfactory solution has so far been found. An attempt at solving this problem
which is presented in this contribution is based on an exploitation of the freedom in the choice of
the factorization scheme.
As a simple illustration, consider a non–singlet nucleon structure function FNS
(
x,Q2
)
. Its
Mellin moments are given as the product
FNS
(
n,Q2
)
= CNS
(
n,
Q
M
,FS
)
qNS(n,M,FS) , (1)
where CNS(n,Q/M,FS) stands for Mellin moments of the corresponding coefficient function
and qNS(n,M,FS) represents Mellin moments of the relevant non–singlet parton distribution
function. BothCNS(n,Q/M,FS) and qNS(n,M,FS) depend on a particular factorization scheme
FS and on a factorization scale M , however, their product (1) is independent of both of them.
The coefficient function CNS(n,Q/M,FS) is calculable within the framework of perturbative
QCD and can thus be expanded in powers of the QCD coupling a ≡ αs/π
CNS
(
n,
Q
M
,FS
)
=
∞∑
k=0
ak(µ,RS)C(k)NS
(
n,
Q
M
,FS, µ,RS
)
. (2)
Although both the coupling a(µ,RS) and the coefficients C(k)NS (n,Q/M,FS, µ,RS) depend on
a particular renormalization scheme RS and on a renormalization scale µ, which is in principle
different from M , the series, if summed to all orders, is independent of both the RS and µ. The
non–singlet parton distribution function qNS(n,M,FS) satisfies the evolution equation1
dqNS(n,M,FS)
d lnM
= a(M)PNS(n,M,FS) qNS(n,M,FS) , (3)
1From the relations (3) and (4), we see that the non–singlet distribution function qNS(n,M,FS) also depends on
the renormalization scheme in which the renormalized coupling a(M) is defined. This scheme can in principle be
different from that used for the expansion of the coefficient function CNS(n,Q/M,FS), but usually these schemes
are chosen to be identical.
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where the non–singlet splitting function PNS(n,M,FS) can be expanded in powers of a(M)
PNS(n,M,FS) =
∞∑
k=0
ak(M)P (k)NS (n,FS) . (4)
In the next–to–leading order approximation, we retain only the first two terms in the ex-
pansions (2) and (4):
CNS
(
n,
Q
M
,FS
)
= C(0)NS(n) + a(µ)C
(1)
NS
(
n,
Q
M
,FS
)
, (5)
PNS(n,M,FS) = P
(0)
NS (n) + a(M)P
(1)
NS (n,FS) (6)
and the NLO coupling a(µ) obeys the differential equation
da(µ)
d lnµ
= −ba2(µ)
(
1 + ca(µ)
)
. (7)
The LO terms C(0)NS(n) and P
(0)
NS (n) are universal — independent of any unphysical quanti-
ties such as renormalization and factorization scales and schemes. The NLO contributions
C
(1)
NS(n,Q/M,FS) and P
(1)
NS (n,FS) satisfy the following condition
C
(1)
NS
(
n,
Q
M
,FS
)
= C(0)NS(n)
[
κ(n) + P (0)NS (n) ln
Q
M
+
1
b
P
(1)
NS (n,FS)
]
, (8)
where κ(n) is a scale and scheme factorization invariant. The ambiguity related to the fac-
torization procedure is already at the NLO large, because the splitting function P (1)NS (x,FS) is
completely arbitrary function — for any function f(x), there always exists such a factorization
scheme FS in which P (1)NS (x,FS) = f(x). There are two prominent choices of the splitting
function P (1)NS (n,FS), which are in some sense opposite to each other. In the first one, the split-
ting function P (1)NS (n,FS) is set equal to zero. For this choice, which will be called the ZERO
factorization scheme, the evolution of the distribution function qNS(n,M,FS) is formally iden-
tical to the LO one and all NLO corrections are thus contained in the NLO coefficient function
C
(1)
NS(n,Q/M,FS). The latter choice consists in selecting the splitting function P
(1)
NS (n,FS) in
such a way that the NLO coefficient function C(1)NS(n,Q/M,FS) vanishes for M = Q (see the
equation (8)). In this case, the relation between the structure function FNS
(
x,Q2
)
and the dis-
tribution function qNS(n,M,FS) has the same form as in the LO and all NLO corrections are
included in the evolution of the distribution function qNS(n,M,FS). This type of choice is the
essence of the so called DIS factorization scheme introduced in [1], which is widely used in phe-
nomenology. The factorization scheme dependence of NLO theoretical predictions for physical
quantities is studied, for instance, in [2], where only factorization schemes interpolating between
the DIS and MS factorization schemes are considered.
The factorization scheme specifies the way in which the so called collinear singularities,
which are contained in cross–sections at parton level, are absorbed into the dressed parton distri-
bution functions. Within the framework of dimensional regularization, the relation between the
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dressed and bare distribution functions is given in the general case by the formula
Di(x,M,FS) =
∑
j
∫ 1
x
dy
y
D
(0)
j
(
x
y
)[
δijδ(1 − y) + a(M)
(
1
ǫ
A
(11)
ij (y) +A
(10)
ij (y)
)
+
+ a2(M)
(
1
ǫ2
A
(22)
ij (y) +
1
ǫ
A
(21)
ij (y) +A
(20)
ij (y)
)
+ · · ·
]
. (9)
The matrices A(k0)ij (x) can be chosen arbitrarily and their choice fully specifies the factoriza-
tion scheme. The factorization scheme can also be specified by higher order splitting functions
P
(k)
ij (x,FS), k ≥ 1, which we can choose at will. The most widely used factorization scheme is
the so called MS factorization scheme, which is defined by setting the matrices A(k0)ij (x) equal
to zero2 and is thus convenient for theoretical calculations.
At present time many QCD cross–sections at parton level are known at the NLO accuracy.
However, the algorithms that are used for their incorporation in Monte Carlo event generators
attach to them the IPS only at the LO accuracy because generating IPS at the NLO accuracy is
very complicated in the standard MS factorization scheme. The reasons for that are basically
two: The NLO splitting functions no longer correspond to basic QCD vertices and the splitting
functions at the NLO approximation are negative for some x, which prevents us from using
straightforward probabilistic interpretation. Because the IPS induce the scale dependence of
parton distribution functions, it is inconsistent to attach the LO IPS to NLO QCD cross–sections,
which include NLO parton distribution functions. This deficiency could be removed by choosing
the ZERO factorization scheme, in which the NLO IPS are formally identical to the LO ones
and all NLO corrections are thus put into hard scattering cross–sections. The main advantage
of this approach is the fact that the existing algorithms for parton showering and for attaching
parton showers to NLO cross–sections need not be changed. The only step necessary to do is
transforming parton level cross–sections from the standard MS factorization scheme to the ZERO
factorization scheme and determining parton distribution functions in the ZERO scheme.
2 The transformation of hard scattering cross–sections
In the case of a hadron collision, a cross–section σ(P ) (in general differential) depending on
observables P is given by the formula
σ(P ) =
∑
ij
∫ 1
0
∫ 1
0
dx1 dx2Di/A(x1,M,FS)Dj/B(x2,M,FS)σij(x1, x2;P ;M,FS), (10)
where Di/A(x,M,FS) and Di/B(x,M,FS) are the parton distribution functions of the colliding
hadrons. The partonic cross–section σij(x1, x2;P ;M,FS) can be expanded in powers of the
QCD coupling a(µ):
σij(x1, x2;P ;M,FS) = σ
(0)
ij (x1, x2;P ) + a(µ)σ
(1)
ij (x1, x2;P ;M,FS) +O
(
a2(µ)
)
. (11)
2with the renormalized coupling a(M) defined in the MS renormalization scheme
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The LO cross–section σ(0)ij (x1, x2;P ) is independent of the factorization scale and scheme.
The dependence of the NLO cross–section σ(1)ij (x1, x2;P ;M,FS) on the factorization scale and
scheme is determined by the formula
σ
(1)
ij (x1, x2;P ;M,FS) = σ
(1)
ij (x1, x2;P ;M0,MS) +
∑
k
∫ 1
0
dy
[
σ
(0)
ik (x1, yx2;P )× (12)
×
(
P
(0)
kj (y) ln
M0
M
+ T (1)kj (y,FS)
)
+ σ(0)kj (yx1, x2;P )
(
P
(0)
ki (y) ln
M0
M
+ T (1)ki (y,FS)
)]
.
What we need for the conversion to the factorization scheme FS is the knowledge of the corre-
sponding matrix function T (1)ij (x,FS) 3, which is process independent. In the space of Mellin
moments, the matrix T (1)ij (n,FS) satisfies the following matrix equation:[
T(1)(n,FS),P(0)(n)
]
− bT(1)(n,FS) = P(1)(n,MS)−P(1)(n,FS) . (13)
3 The ZERO factorization scheme
The solution of the preceding equation (13) for the ZERO factorization scheme reads
T
(1)
qiqj(n) = T
(1)
q¯iq¯j(n) = T
(1)
3 (n)− 1bP
(1)
qiqj(n,MS), T
(1)
qiG
(n) = T (1)q¯iG(n) = T
(1)
1 (n),
T
(1)
qiq¯j(n) = T
(1)
qiq¯j(n) = T
(1)
3 (n)− 1bP
(1)
qi q¯j(n,MS), T
(1)
Gqi
(n) = T (1)Gq¯i(n) = T
(1)
2 (n),
T
(1)
GG(n) = −1bP
(1)
GG(n,MS)− 2nfT (1)3 (n),
(14)
where the unknown functions T (1)i (n) can be expressed in terms of the Mellin moments of the LO
and NLO splitting functions. The Mellin inversion of T (1)i (n) has to be calculated numerically.
This was performed for three and four effectively massless flavours. The obtained results are
very surprising because for x . 0.1
T
(1)
i (x) ≈ Cix−ξ with ξ(nf = 3)
.= 4.63 and ξ(nf = 4)
.= 3.85 (15)
and the coefficients Ci are so large that the functions T (1)i (x) strongly dominate over the NLO
splitting functions P (1)kl (x,MS) in this region (x . 0.1). So the question of applicability of the
ZERO factorization scheme arises.
The parton distribution functions in the ZERO factorization scheme are plotted for x ∈
(10−3, 10−1) in Figure 1. In this region they behave like x−ξ with ξ close to that in the rela-
tion (15). The ZERO factorization scheme can thus provide reasonable predictions only if large
cancellation between positive and negative values occurs in expressions for physical quantities.
Hence, within the framework of numerical computations, the ZERO factorization scheme can
only be used in kinematic regions where x & 0.1. The only exception is its application in the
non–singlet case, where the functions T (1)i (x) do not appear and no problems with large numbers
occur.
3T
(1)
ij (x,FS) = −A(10)ij (x,FS), where the matrix A(10)ij (x,FS) is defined in the relation (9).
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Fig. 1: Comparison of the ZERO and MS parton distributions at M = 50GeV. The MS distributions were obtained
by evolving the starting distributions of the MRST98 set [3] with the fixed number of active flavours nf = 3 (only
light flavours are taken into account). The ZERO distributions were calculated from theMS ones by using a numerical
transformation method based on Mellin moments. Note that the gluon distributions are plotted in their absolute value
because the ZERO gluon distribution is negative in the displayed region. The zero point where the ZERO gluon
distribution changes the sign is close to x = 0.1.
4 Summary and conclusion
The ZERO factorization scheme is optimal for Monte Carlo simulations of NLO initial state
parton showers. However, because of the problems with large numbers, this scheme has too
little range of applicability in numerical calculations. The ZERO factorization scheme should
thus be replaced by some “almost ZERO” factorization scheme which is sufficiently close to the
ZERO factorization scheme and is free of problems with large numbers. Searching for such a
factorization scheme has already been started.
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Abstract
We review recent developements related to jet clustering algorithms
and jet finding. These include fast implementations of sequential re-
combination algorithms, new IRC safe algorithms, quantitative deter-
mination of jet areas and quality measures for jet finding, among many
others. We also briefly discuss the status of jet finding in heavy ion
collisions, where full QCD jets have been measured for the first time
at RHIC.
Recent developements in jet algorithms With the upcoming start-up of the LHC, jet finding
techniques have received considerable attention. In this brief review, we outline some of the most
important developements in jet algorithms and related subjects in the recent years. Much more
detailed reviews can be found in [1, 2].
An important developement has been the fast implementation of the kT [3] and Cam-
bridge/Aachen [4, 5] jet algorithms. Prior to 2005, existing implementations scaled as N3, with
N the number of particles to be clustered, thus making it unpractical for high multiplicity colli-
sions like pp at the LHC and even more in Heavy Ions Collisions (HIC). Thanks to computational
geometry methods, the performance of these algorithms was made to scale as N lnN [6]. These
fast implementations are available through the FastJet package [7], together with area-based
subtraction methods and plugins to external jet finders (see below).
Another important achievement has been the formulation of a practical (scaling asN2 lnN )
infrared and collinear (IRC) safe cone algorithm, SISCone [8]. Unlike all other commonly used
cone algorithms, SISCone is IRC safe to all orders in perturbation theory by construction. This
property allows one to compare any perturbative computation with experimental data, which for
IRC unsafe algorithms is impossible beyond some fixed order, indicated in Fig. 2. As discussed
in [8], the phenomenological implications of SISCone when compared with the (IRC unsafe)
commonly used MidPoint cone algorithm range from few percent differences in the inclusive
jet spectrum, somewhat larger in the presence of realistic Underlying Event (UE), up to 50%
differences for more exclusive observables, like the tails of jet-mass spectra in multi-jet events.
There has been historically some confusion about the concept of the size of a jet, specially
since the naive jet area is ambiguous beyond LO. The situation was recently clarified by the
introduction of quantitative definitions of jet areas based on the catchment properties of hard jets
with respect to very soft particles, called ghosts in [9]. Examples of jet areas defined with such
a technique are shown in Fig. 1. On top of their theoretical importance, jet areas have important
applications related to the subtraction of soft backgrounds coming from the UE or from Pile-Up
(PU), both in pp and in AA collisions, as discussed in [10].
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Another recently developed IRC safe jet algorithm is the anti-kt algorithm [11]. This
algorithm is related to kT and Cam/Aa by its distance measure, dij ≡ min(k2pti , k2ptj )∆R2ij/R2,
with p = −1 (p = 1 corresponds to kT and p = 0 to Cam/Aa). The anti-kT algorithm has
the property of being soft-resilient, that is, due to its distance soft particles are always clustered
with hard particles first. This property leads to rather regular jet areas, which become perfectly
circular in the limit in which all hard particles are separated in the (y, φ) plane by at least a
distance R, as can be seen in Fig. 1. Another important advantage of the anti-kt algorithm is
that it has a very small back-reaction [9], that is, the presence of a soft background has reduced
effects on which hard particles are clustered into a given jet.
The recent progress in jet algorithms can be summarized in Fig. 2. Each IRC unsafe cone
jet algorithm can now be replaced by the corresponding IRC safe one, with a similar physics
performance, shown in the last column of Fig. 2. SISCone is the natural IRC safe replacement
for MidPoint-type iterative cone algorithms with split-merge (IC-SM), while anti-kT is so for
iterative cone algorithms of the progressive removal (IC-PR) type [1].
Fig. 1: Jet areas for the kt (left) and anti-kt (right) algorithms for R = 1.
This brief review is unable to cover many other interesting developements related to jets
and jet finding in the recent years. Some of those not discussed here include the use of jet sub-
structure as a useful technique to improve signal significance in various channels at the LHC
(see for example [12–14]), analytical studies of the interplay between perturbative and non-
perturbative effects in jet finding [15], the infrared safe definition of jet flavour and its application
to precision predictions for b−jets at hadron colliders [16,17] or the impact of jet measurements,
both at the Tevatron and at HERA, in global analysis of PDFs [18, 19].
Performance of jet algorithms at LHC A recurring question in jet studies is “what is the best
jet definition for a given specific analysis”? Most existing techniques either use as a reference
unphysical Monte Carlo partons (an ambiguous concept beyond LO) and/or assume some shape
for the measured kinematical distributions. To overcome these disadvantages, a new strategy to
quantify the performance of jet definitions in kinematic reconstruction tasks has been recently
introduced [20], which is designed to make use exclusively of physical observables.
In Ref. [20] two quality measures respecting the above requirements are proposed, and
applied to the kinematic reconstruction of invariant mass distributions in dijet events for a wide
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Fig. 2: Summary of the progress in jet algorithms since 2005.
range of energies. These quality measures can in turn be mapped into an effective luminosity
ratio, defined as
ρL(JD2/JD1) ≡ L(needed with JD2)L(needed with JD1) =
[
Σ (JD1)
Σ (JD2)
]2
. (1)
Given a certain signal significance Σ with jet definition JD2, ρL(JD2/JD1) indicates the factor
more luminosity needed to obtain the same significance as with jet definition JD1.
The results of [20] over a large range of jet definitions,1 summarized in Fig. 3, indicate
that for gluon jets, and in general for TeV scales, there are significant benefits from using larger
radii that those commonly used, up to R & 1. In general, SISCone and C/A-filt (Cam/Aa supple-
mented with a filtering procedure [12]) show the best performance. These conclusions are robust
in the presence of high-luminosity PU, when subtracted with the jet area technique [10].
Jet finding in AA collisions at RHIC and LHC While QCD jets are ubiquitous in pp colli-
sions, until this year no real jet reconstruction had been obtained in the much more challenging
environment of HIC. Indeed, usually in HIC one refers to the leading particle of the event as a jet.
However, reconstructing full QCD jets provides a much more precise window to the properties
of the hot and dense medium created in the collision than just leading particles.
The difficulty in reconstructing jets in HIC stems from the huge backgrounds, which need
to be subtracted in order to compare with baseline results. There are various techniques to sub-
tract such large backgrounds. In [10] it was shown how the FastJet jet area method could
efficiently subtract such backgrounds in HIC at the LHC with a good accuracy (see Fig. 4).
A major breakthrough in jet finding was the recent first measurement of QCD jets in HIC
by the STAR collaboration at RHIC [22]. In Fig. 4 we show their measurement with the kT
1There results can also be accessed through an interactive web tool [21] which allows the user to compare the jet
finding quality for a wide range of parameters (jet algorithm, R, value of PU, ...).
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Fig. 3:
The effective luminosity ratio, Eq. 1, for quark and gluon jets at 100 GeV and 2 TeV [20].
algorithm. These results should have important consequences for understanding the medium
properties in HIC.
It would be important, after these initial measurements, to improve the control on the
accuracy of the subtraction procedure, as well as to understand the differences between the per-
formances of different jet algorithms. Ongoing studies [23] suggest that one of the important
sources of systematic error in the HIC jet reconstruction is back-reaction [9], therefore anti-kt
is potentially interesting in this situation due to its small back-reaction [11]. Ref. [23] also in-
vestigates how the use of local ranges for the determination of the background level ρ might
help reducing the effects of point-to-point background fluctuations. However, more work is still
required in order to determine the optimal settings for jet finding in HIC.
Outlook Jet finding has seen a large number of important developements in the recent years,
However, there is still room for more progress, which should be driven by the actual requirements
of LHC data analysis. Jet finding will also be essential to exploit the heavy-ion program at the
LHC as proved by the latest RHIC jet measurements.
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Abstract
We present a brief discussion on the application of transverse-momentum
dependent (TMD) parton distributions to jet physics and parton show-
ers.
1 Introduction
The interpretation of experimental data for multi-particle final states at the Large Hadron Collider
will rely both on perturbative calculations for multi-leg scattering amplitudes and on realistic
event simulation by parton-shower Monte Carlo generators.
Owing to the complex kinematics involving multiple hard scales and the large phase space
opening up at very high energies, high-multiplicity events are potentially sensitive to effects
of QCD initial-state radiation that depend on the finite transverse-momentum tail of partonic
matrix elements and distributions. These effects are not included in the branching algorithms of
standard shower Monte Carlo event generators, based on collinear jet evolution. On the other
hand, they are taken into account only partially in perturbative fixed-order calculations, order-
by-order through higher-loop contributions. Such effects are present to all orders in α s and can
become logarithmically enhanced at high energy.
The phenomenological significance of finite-k⊥ corrections to parton showers is largely
associated with effects of coherence of multiple gluon emission for small parton momentum
fractions. This report discusses results of implementing these effects in Monte Carlo calcula-
tions by using coherent-branching methods based on transverse momentum dependent (TMD)
distributions and matrix elements.
2 Parton showers and color coherence effects
The approach of standard parton-shower event generators, such as HERWIG and PYTHIA, relies
on the dominance of collinear gluon emission. The evolution of jets developing from the hard
event (both “forwards” and “backwards”) is described in the first approximation through radiation
of gluons predominantly at small angle from highly energetic partonic lines.
Besides collinear, incoherent emission the approach of these generators also incorporates
coherent soft-gluon emission from partonic lines carrying longitudinal momentum fraction x
of order 1. The phenomenological relevance of these contributions has been emphasized by
extensive collider data studies [1]. An example [1] based on recent Tevatron data for pp¯ jet
fragmentation is shown in Fig. 1. This illustrates the comparison of theory predictions with and
without color coherence effects with di-jet Tevatron data and with earlier e+e− and e+p data.
However at the LHC, due to the phase space opening up for large center-of-mass energies,
jet production enters a new regime with a great many events characterized by multiple hard
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Fig. 1: Comparison [1] of predictions including soft-gluon coherence with jet fragmentation data at the Tevatron.
scales, in which (a) effects of emissions that are not collinearly ordered become increasingly
non-negligible, and (b) coherence effects set in from space-like partons carrying momentum
fractions x≪ 1 . These effects are not included in standard shower Monte Carlo generators.
The theoretical framework to take account of non-collinear emission and coherence in the
space-like branching requires the introduction of partonic distributions unintegrated not only in
the longitudinal momenta but also in the transverse momenta [2–4]. The corrections to collinear
ordering correspond to higher-order radiative terms [5, 6] in the associated jet distributions that
are logarithmically enhanced in the ratio
√
s/ET of the total energy
√
s to the jet transverse
energy. We next turn to these corrections and discuss their role in a few examples.
3 TMD distributions
The investigation of how to define transverse-momentum dependent (TMD), or unintegrated, par-
ton distribution functions (Fig. 2) has been the subject of much activity in the last few years. See
for instance reviews and references in [2–4]. In the general case, to characterize such distribu-
tions gauge-invariantly over the whole phase space is a difficult question, and a number of open
issues remain. In the case of small x, TMD distributions can be introduced in a gauge-invariant
manner using high-energy factorization [5].
This result was used early on both for Monte-Carlo simulations [6] of x → 0 parton
showers and for numerical resummation programs [7] for ln x corrections to QCD evolution
equations [8]. For structure function’s evolution, methods are being developed [9] to match the
k⊥-dependent, small-x dynamics with perturbative collinear dynamics. For the full simulation
of exclusive components of hadronic final states, on the other hand, such matching is more com-
plex, and will be critical for turning present event generators based on unintegrated pdf’s into
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general-purpose Monte-Carlo tools [4, 10].
Observe that unintegrated pdf’s may also provide a more natural framework to discuss the
k⊥ distribution of the soft underlying event [11] (minijets, soft hadrons), multiple interactions,
and possibly the approach to the saturation regime [12, 13].
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Fig. 2: Correlation function measuring the parton distribution in the target of momentum p. For TMD distributions
the distance y between the two parton fields has nonzero transverse component.
It is worth noting that a physical picture of non-collinear gluon radiation that is comple-
mentary to that of TMD distributions is based on showers of color dipoles [14] and is also being
applied to the initial-state jet [15]. See [16] for a study of critical issues in the relation of this
approach with the parton formulation. Either at parton or dipole level, open questions involve
methods for properly combining contributions from infrared regions with high-energy subgraphs.
To this end we expect systematic subtraction techniques such as those in [17] to be helpful.
In the next section we give examples of Monte Carlo results implementing unintegrated
distributions and applications to jet phenomenology.
4 Angular correlations in multi-jet production
The effects of coherent space-like branching based on TMD distributions are investigated in [18]
for angular and momentum correlations in multi-jet final states. For a multi-jet event, consider
for instance the distribution in the azimuthal angle ∆φ between the two hardest jets. At the LHC
such measurements may become accessible relatively early and be used to probe the description
of complex hadronic final states by QCD and Monte Carlo generators. Experimental data on
∆φ correlations are available from the Tevatron [19] (Fig. 3) and from Hera [20] (Fig. 4). The
Tevatron measurements are dominated [18] by leading-order QCD processes, with higher radia-
tive orders providing small corrections, and they are reasonably well described both by collinear
showers (HERWIG and the new tuning of PYTHIA [19,21]) and by fixed-order NLO calculations.
The Hera ∆φ measurements, on the other hand, are much more sensitive to higher orders in the
dynamics of color emission and present a more complex case, likely to be closer to the situation
at the LHC.
In particular, it is noted in [18,22] that di-jet ∆φ correlations [20] are affected by sizeable
sub-leading corrections, resulting in large theoretical uncertainties at NLO. Analogous effects are
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Fig. 3: Dijet azimuthal correlations measured by D0 along with the HERWIG and PYTHIA results [19].
observed in the three-jet cross section [20] particularly for the small-∆φ and small-x bins. The
large corrections arise from regions with three well-separated hard jets in which the parton lines
in the initial state decay chain are not ordered in transverse momentum. These corrections can be
treated and summed to all orders, including coherence effects, by parton branching [18], using
matrix elements and distributions at fixed transverse momentum k⊥ according to the factoriza-
tion [5]. Fig. 4 compares k⊥-shower (CASCADE) and collinear-shower (HERWIG) results with
the measurements [20] for the jet distributions in the azimuthal separation ∆φ (left hand side)
and in the transverse momentum imbalance ∆p1,2T /(2E1T ) (right hand side) between the highest
ET jets.
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Fig. 4: (left) Angular correlations and (right) momentum correlations [18] in three-jet final states measured by [20],
compared with k-shower (CASCADE) and collinear-shower (HERWIG) Monte Carlo results.
The shape of the distributions is described reasonably well by the k⊥-shower, while HER-
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WIG is not sufficient to describe the measurements at small ∆φ and small ∆p T . In particular, in
the plot on the left in Fig. 4 we multiply the HERWIG result by a constant factor equal to 2, which
is the K-factor needed to get the normalization approximately correct in the two-jet region [18].
Still we see a noticeable difference in the shape for the three-jet cross section.
We observe that the interpretation of the jet correlation data in terms of corrections to
collinear ordering is consistent with the finding [20] that while inclusive jet rates are reliably
predicted by NLO fixed-order results, NLO predictions are affected by large corrections to di-jet
azimuthal distributions (going from O(α2s) to O(α3s)) in the small-∆φ and small-x region, and
begin to fall below the data for three-jet distributions in the smallest ∆φ bins.
The coherence effects that we have encoded in the unintegrated pdf’s and matrix elements
show up in the region of small ∆φ. At large ∆φ, on the other hand, the physical picture may
be affected by further dynamical features. The physics of non-abelian Coulomb phase [23] can
lead to quantitative effects, possibly giving rise to high-order logarithms by Coulomb/radiative
mixing terms [24]. Also, contributions from endpoint singularities [10, 25, 26] affect the large-x
behavior at fixed k⊥. More investigations in these areas are warranted.
5 Further applications
Besides jet final states, the corrections to collinear-ordered showers that we are discussing also
affect heavy mass production, including final states with heavy bosons and heavy flavor.
Fig. 5: Distributions in di-jet invariant mass and azimuthal separation for b-jet production at the Tevatron [1].
An example is provided by bottom-quark production. Going from the Tevatron to the
LHC [27] implies a sharp increase in the relative fraction of events dominated by the g → b b¯
subprocess coupling to the spacelike jet. This is bound to affect the reliability of shower cal-
culations based on collinear ordering (as well as the stability of NLO perturbative predictions),
as these do not properly account for contributions of b b¯ in association with two hard jets, with
pt of the heavy quark pair large compared to the bottom-quark mass but small compared to the
transverse momenta of the individual associated jets. These kinematic regions are the analogue
of the regions unordered in k⊥ considered earlier for jet correlations. The contribution of un-
ordered configurations coupling to g → b b¯ will reduce the numerical stability of collinear-based
predictions (NLO, or parton-shower, or their combination [28]) with respect to renormaliza-
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tion/factorization scale variation in the case of LHC. On the other hand, these are precisely the
configurations that the k⊥ Monte Carlo shower is designed to treat.
Distributions of b-jets in invariant mass and azimuthal separation are being studied at the
Tevatron. Collinear-shower descriptions of the data in Fig. 5 [1] do not appear to be fully sat-
isfactory especially at small ∆φ. Phenomenological studies including k⊥-showers would be
interesting. As noted earlier, this may also affect the underlying event description.
Even more complex multi-scale effects than those discussed so far are expected [29] in
the associated production of bottom quark pairs and W/Z bosons [30], and possibly in final
states with Higgs bosons [31] especially for measurements of the less inclusive distributions and
correlations. Vector boson production probes quark-initiated channels [32,33] and is relevant for
early phenomenology at the LHC, as the possible broadening of W and Z p T distributions [34]
affects the use of these processes as luminosity monitor [35].
The use of forward detectors at the LHC will allow one to measure correlations between
hard events across large rapidity intervals. Such rapidity correlations are sensitive to coherent
multi-gluon states emitted without any strong ordering in transverse momenta. An example of
these effects is investigated in the study in progress [36] for high-p T jets in the LHC forward
region.
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Abstract
Bose-Einstein correlations in pairs of identically charged pions pro-
duced in e+e− annihilations at Z0 peak are studied for the first time
assuming a dynamic emitting source. The correlation functions are an-
alyzed in intervals of average pair transverse momentum and pair ra-
pidity, to investigate correlations between pion production points and
momenta. The Yano-Koonin and Bertsch-Pratt parameterizations are
used to estimate the source parameters and the velocity of source el-
ements with respect to the centre-of-mass frame. The source rapid-
ity scales with pair rapidity, and both longitudinal and transverse di-
mensions decrease for increasing average pair transverse momenta, in
agreement with an expanding source.
1 Using BEC to obtain informations on particle source created in interactions
The space-time structure and evolution of a source emitting particles can be probed using in-
tensity interferometry. Bose-Einstein correlations (BEC) in pairs of identical bosons have been
analysed extensively for different energies and initial states, evolving from studies with one-
dimensional correlation function and static source hypothesis to dynamic source and multi-
dimensional refined investigations.
In the case of a dynamic source, the expansion leads to correlations between particle emis-
sion points and 4-momenta (position-momentum correlations). The correlation function depends
on both the relative 4-momentum q and the average 4-momentum K of the pair: C(p1, p2) =
C(q,K) where q = (p1 − p2) and K = (p1 + p2)/2. The measured radii correspond to regions
of homogeneity in K (effective source elements) from which pions are emitted with momenta
similar enough to interfere and contribute to the correlation function.
2 Analysis procedure and correlation functions
Bose-Einstein correlation are analyzed to investigate dynamical features of the pion emitting
source created after e+e− annihilation at centre-of-mass energy of about 91 GeV. Results are
based on the high statistics data obtained with the OPAL detector at LEP. All details of the analy-
sis can be found in [1]. Three-dimensional correlations are measured as functions of two different
sets of components of the pair 4-momentum difference q, in two suitable frames, to be fitted by
two parametrizations of interest. The first set, (Qℓ, Qtside , Qtout), is evaluated in the Longitudi-
nally CoMoving System (LCMS) [2] and the second set, (qt, qℓ, q0), in the center-of-mass frame
(CMS). Experimentally, the correlation functions C are defined, in a small phase space volume
286 ISMD08
00.5
1
0
0.5
1
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
Q l (
Ge
V)
Q
t_side  (GeV)
OPAL
(a)
C′
0
0.5
1
0
0.5
1
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
Q t_s
ide
 
(Ge
V)
Q
t_out  (GeV)
(b)
C′
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
0 0.25 0.5 0.75 1
Qt_side (GeV)
C
′
(c)
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
0 0.25 0.5 0.75 1
Ql (GeV)
C
′
(d)
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
0 0.25 0.5 0.75 1
Qt_out (GeV)
C
′
(e)
-1
0
1
0
0.5
1
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
OPAL
(a)
C′
q l 
(Ge
V)
q
0  (GeV)
-1
0
1
0
0.5
1
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
(b)
C′
q l 
(Ge
V)
q
t  (GeV)
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
0 0.25 0.5 0.75 1
qt (GeV)
C
′
(c)
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
0 0.25 0.5 0.75 1
q0 (GeV)
C
′
(d)
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
-1 -0.5 0 0.5 1
ql (GeV)
C
′
(e)
Fig. 1: Projections of correlation functions C′(Qℓ, Qtside , Qtout) (left) and C′(qt, qℓ, q0) (right) in bin 0.8 ≤ |Y | <
1.6 and 0.3 GeV ≤ kt < 0.4 GeV, obtained for low values (< 0.2 GeV) of the remaining variables.
around each triplet of variables, as number of like-charge pairs divided by number of unlike-
charge pairs. To reduce distorsions due to long-range correlations and pions from resonance
decays, the double ratio C ′ of C in data and in a sample of Monte Carlo events without BEC,
C ′ = CDATA/CMC, is introduced. The dependence of C ′(Qℓ, Qtside , Qtout) and C ′(qt, qℓ, q0)
on K is analyzed by selecting pions in intervals of two components of K , the pair rapidity and
the pair average transverse momentum with respect to the event thrust direction:
|Y | = 1
2
ln
[
(E1 + E2) + (pℓ,1 + pℓ,2)
(E1 + E2)− (pℓ,1 + pℓ,2)
]
kt =
1
2
|(~pt,1 + ~pt,2)| (1)
Two-dimensional and one-dimensional projections of the correlation functions are shown
in Fig.1, where cuts (< 0.2 GeV) are applied on other variables. Central bin corresponding to
pair rapidities and transverse momenta in the intervals 0.8 ≤ |Y | < 1.6 and 0.3 GeV ≤ kt < 0.4
GeV is chosen. BEC enhancements are visible in data at low Qℓ, Qtside and Qtout as qℓ and
qt. The range available to the variable q0 instead is quite restricted, and no BEC peak can be
observed. The condition: [(q2t + q2ℓ )− q20] invariant > 0, and the bound on pair rapidity constrain
the correlation function to be different from zero only in a limited region of (qℓ, q0) plane.
3 Results from BP and YK parametrizations
Two parameterizations are used to extract source dimensions. The Bertsch-Pratt (BP) [3]
C ′(Qℓ, Qtside , Qtout) =
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Fig. 2: Best-fit parameters of Bertsch-Pratt parameterization to correlation function C′(Qℓ, Qtside , Qtout) (left) and
of Yano-Koonin to C′(qt, qℓ, q0) (right), as a function of kt, for different intervals of rapidity |Y |. Horizontal bars
represent bin widths and vertical bars include statistical and systematic errors, added in quadrature.
N [1 + λe−(Q
2
ℓ
R2
long
+Q2tside
R2tside
+Q2tout
R2tout
+2QℓQtoutR
2
long,tout
)]F (Qℓ, Qtside , Qtout) (2)
and Yano-Koonin (YK) [4]
C ′(qt, qℓ, q0) = N{1 + λe−[q2tR2t+γ2(qℓ−vq0)2R2ℓ+γ2(q0−vqℓ)2R20]}F (qt, qℓ, q0) (3)
In both parameterizations, N is a normalization factor and λ measures the degree of incoherence
(related to fraction of pairs that interfere). The functions F (Qℓ, Qtside , Qtout) = (1 + ǫlongQℓ +
ǫtsideQtside + ǫtoutQtout) and F (qt, qℓ, q0) = (1 + δtqt + δℓqℓ + δ0q0), where ǫi and δi are free
parameters, take into account residual long-range correlations, due to energy and charge conser-
vation. In Eq.2, Rtside and Rlong are transverse and longitudinal radii in LCMS, Rtout and the
cross-term Rlong,tout are a combination of both spatial and temporal extentions of the source.
The difference R2tout − R2tside is proportional to the duration of particle emission process. In
Eq.3, where γ = 1/
√
1− v2 and c = 1, v is the longitudinal velocity of the source element in
CMS frame, R0 measure the duration of particle emission process, Rt and Rℓ are transverse and
longitudinal radii.
Best-fit parameters of BP and YK parametrizations toC ′(Qℓ, Qtside , Qtout) andC ′(qt, qℓ, q0)
in the different |Y | and kt intervals are shown in Fig.2. BP parameters show a minor dependence
on rapidity while depend on kt. R2tside , R
2
tout and, less markedly, R
2
long decrease with increas-
ing kt. The presence of correlations between particle production points and momenta indicates
that source expands during emission process. R2long is larger than R2tside , in agreement with a
source elongated in the direction of the event thrust axis [5]. The cross-term parameter R2long,tout
is compatible with zero, apart from a few bins at the highest rapidity interval. The difference
C. CIOCCA
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Fig. 3: Left: Yano-Koonin rapidity YYK as a function of pair rapidity |Y |. Right: BP parameters (open dots) compared
with YK parameters (full dots): longitudinal radius, transverse radius and duration of emission process. Errors include
statistical and systematic uncertainties, added in quadrature.
R2tout −R2tside for |Y | < 1.6 is positive at low kt, then decreases and becomes negative for kt ≥
0.3 GeV, while in the interval 1.6 ≤ |Y | < 2.4 is compatible with zero for all kt. As a con-
sequence, it is not possible to estimate the particle emission duration from R2tout − R2tside . YK
parameters show dependence on both Y and kt. Both R2t and R2ℓ decrease with increasing kt and
|Y | and R2ℓ are larger than R2t . This agrees again with an expanding, longitudinally elongated
source. R20 is compatible with zero at high rapidities, and assumes negative values for |Y | < 1.6.
This excludes an interpretation in terms of duration of particle emission process. Difficulties in
achieving reliable results for R20 parameter in YK fits are reported in literature [6], due to the
limited phase-space available in γ2(q0− vqℓ)2. The source velocity v does not depend on kt, but
it is strongly correlated with pair rapidity. The dependence of v on |Y | is presented in terms of
Yano-Koonin rapidity
YYK =
1
2
ln
(
1 + v
1− v
)
(4)
as a function of pair rapidity |Y |, in Fig.3 (left). YYK measures the rapidity of the source element
with respect to the centre-of-mass frame: a static source would correspond to YYK ≈ 0 for any
|Y | while for a boost-invariant expanding source the strict correlation YYK = |Y | is expected. A
clear positive correlation between YYK and |Y | is observed, even if YYK < |Y | at the largest pair
rapidities, in agreement with a source which is emitting in a nearly boost-invariant way.
4 Comparison between BP and YK parameters
The following relations should hold between BP and YK parameters measured in LCMS and
CMS frames, respectively [7]:
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R2tside = R
2
t (5)
R2long = γ
2
LCMS(R
2
ℓ + β
2
LCMSR
2
0) = R
2
ℓ (6)
R2tout −R2tside = β2t γ2LCMS(R20 + β2LCMSR2ℓ ) = β2tR20 (7)
where βLCMS is the velocity of the source element measured in LCMS, γLCMS = 1/
√
1− β2LCMS
and β2t =
〈
2kt
E1+E2
〉2
, where brackets stand for the average over all pairs in given |Y | and kt in-
terval. For a boost-invariant source, βLCMS = 0. In Fig.3 (right), the BP parameters R2long, R2tside
and R2tout − R2tside are compared with the YK parameters R2ℓ , R2t and β2t R20. R2long is system-
atically larger than R2ℓ in all rapidity intervals in agreement with a source whose expansion is
not exactly boost-invariant. R2tside = R
2
t within errors, with possible deviations at low kt. The
negative values of R20 and R2tout − R2tside appearing in the two first rapidity intervals prevent an
interpretation in terms of the duration of particle emission process.
5 Conclusion and discussion
An analysis of BEC in e+e− annihilation events at Z0 peak performed in bins of average 4-
momentum of the pair, K , is presented for the first time and dynamic features of the pion emitting
source are investigated. Transverse and longitudinal radii decrease for increasing kt, indicating
the presence of correlations between particle production points and momenta. The Yano-Koonin
rapidity scales approximately with pair rapidity, in agreement with a nearly boost-invariant ex-
pansion of the source. Limitations in the available phase space did not allow measurement of the
duration of particle emission process.
Similar results are observed in more complex systems from pp and heavy-ion collisions.
Negative values of R20 are suggested as indicators for source opacity, i.e. surface dominated
emission [8]. A similar dependence of R2tout − R2tside on kt is reported in heavy-ion collision
experiments [9] [see Florkowski in these proceedings]. The τ model, based on Bjorken-Gottfried
condition [10] predict expansion ring in transverse direction [see Cso¨rgo˝ and Metzger in these
proceedings].
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Abstract
The hadronic correlation among particle-antiparticle pairs was high-
lighted in the late 1990’s, culminating with the demonstration that it
should exist if the masses of the hadrons were modified in the hot and
dense medium formed in high energy heavy ion collisions. They were
called Back-to-Back Correlations (BBC) of particle-antiparticle pairs,
also known as squeezed correlations. However, even though they are
well-established theoretically, such hadronic correlations have not yet
been experimentally discovered. Expecting to compel the experimen-
talists to search for this effect, we suggest here a clear way to look for
the BBC signal, by constructing the squeezed correlation function of
φφ and K+K− pairs at RHIC energies, plotted in terms of the aver-
age momentum of the pair, K12=12(k1 + k2), inspired by procedures
adopted in Hanbury-Brown & Twiss (HBT) correlations.
1 Basic Formalism
Back-to-Back Correlations (BBC) of particle-antiparticle pairs, also called hadronic squeezed
correlations, were predicted to exist if their masses were modified in the hot and dense medium
formed in high energy heavy ion collisions. The formalism corresponding to the bosonic case
was developed in Ref. [1]. Shortly after that, similar correlations were shown to exist among
fermion-antifermion pairs with in-medium modified masses [2], and they were treated by an
analogous formalisms. However, in contrast to what is observed in quantum statistical correla-
tions of identical hadrons (the HBT effect), where bosons with similar momenta have positive
correlations, while fermions with similar momenta are anti-correlated, the fermionic (fBBC) and
the bosonic (bBBC) Back-to-Back Correlations are both positive correlations with unlimited in-
tensity. The similarities of the fBBC and the bBBC curves were illustrated in Fig. 1 of Ref. [2],
where squeezed correlations of two φ-mesons and of p¯p were chosen as illustration. In what
follows, we will focus our discussion in the bosonic case, illustrating the effect by considering
φφ pairs, and also introducing some results on K+K− pairs.
In the case of φ-mesons (which are their own antiparticles) with in-medium modified
masses, the joint probability for observing two such particles, i.e., the two-particle distribution, is
written as N2(k1,k2)=ωk1ωk2
[
〈a†k1ak1〉〈a
†
k2
ak2〉 + 〈a†k1ak2〉〈a
†
k2
ak1〉 + 〈a†k1a
†
k2
〉〈ak2ak1〉
]
,
after applying a generalization of Wick’s theorem for locally equilibrated systems. The first term
corresponds to the product of the spectra of the two φ’s, N1(ki) = ωki d
3N
dki
= ωki 〈a†kiaki〉, be-
ing a†k and ak the free-particle creation and annihilation operators of the scalar quanta, and 〈...〉
† speaker
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means thermal averages. The second term contains the identical particle contribution which, to-
gether with the first term, gives rise to the femtoscopic (or Hanbury-Brown & Twiss) effect,
and is represented by the square modulus of the so-called chaotic amplitude, Gc(k1,k2) =√
ωk1ωk2 〈a†k1ak2〉. The third term, when written as the square modulus of the squeezed ampli-
tude, Gs(k1,k2) =
√
ωk1ωk2 〈ak1ak2〉, is identically zero in the absence of in-medium mass-
shift. However, if the masses of the particles are modified, it gives rise to the squeezed correlation
function, together with the first term. In summary, in terms of these amplitudes, the φφ correla-
tion function can be written as
C2(k1,k2) = 1 +
|Gc(k1,k2)|2
Gc(k1,k1)Gc(k2,k2)
+
|Gs(k1,k2)|2
Gc(k1,k1)Gc(k2,k2)
, (1)
the first two terms corresponding to the identical particle (HBT) correlation, whereas the first and
the last terms represent the correlation function between the particle and its antiparticle, i.e., the
squeezed part. In the case of charged mesons, as in the K+K−, only the first and the last terms
contribute to the squeezed correlation, if their masses change.
In the definition of the amplitudes Gc(ki,kj) and Gs(ki,kj), the annihilation (creation)
operator of the asymptotic, observed bosons with momentum kµ=(ωk,k), i.e., a (a†), is related
to the in-medium annihilation (creation) operator b (b†), corresponding to thermalized quasi-
particles, by the Bogoliubov-Valatin transformation,
ak = ckbk + s∗−kb
†
−k ; a
†
k = c
∗
kb
†
k + s−kb−k ; fi,j(x) =
1
2
log
[
Kµi,j(x)uµ(x)
K∗νi,j (x)uν(x)
]
. (2)
In Eq. (2), ck ≡ cosh(fk), sk ≡ sinh(fk). The argument, fk, is called squeezing parameter, since
the transformation in Eq. (2) is equivalent to a squeezing operation. The in-medium modified
mass, m∗, is related to the asymptotic mass, m, by m2∗(|k|) = m2 − δM2(|k|). Although in
the general case m∗ could be momentum-dependent, it is here assumed to be a constant mass-
shift. For a hydrodynamical ensemble, both the chaotic and the squeezed amplitudes, Gc and Gs,
respectively, can be written in a special form derived in [3], and developed in [1, 4].
2 Results
The formulation for both bosons and fermions was initially derived for a static, infinite medium
[1, 2]. More recently, it was shown [4] in the bosonic case that, even for finite-size systems ex-
panding with moderate flow, the squeezed correlation may survive with sizable strength to be
observed experimentally. Similar behavior is expected in the fermionic case. In that analysis, a
non-relativistic treatment with flow-independent squeezing parameter was adopted for the sake of
simplicity, which allowed for obtaining analytical results. The detailed discussion is in Ref. [4],
where the maximum value of Cs(k,−k), was studied as a function of the modified mass, m∗,
considering pairs with exact back-to-back momenta, k1=−k2=k. This type of analysis repre-
sents an analogous procedure as to studying only the intercept parameter of the HBT correlation
function. This is illustrated in Fig. 1(a), which shows the variation of the maximum of the
squeezed correlation in the absence of flow, in three parts. The top and middle plots are results
of a recent simulation, where the momenta of each particle in the pair is generated, the squeezed
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correlation is then estimated and the bins are filled. The bottom plot is obtained by attributing
precise values to the variables, then calculating Cs(m∗, q12). This shows that the simulation is
indeed reproducing the calculation, for small bin sizes. We can also see from Fig. 1(a) that the
simulation shows practically no sensitivity to the cuts introduced in the momentum generation,
in order to mimic the experimental cuts in pT , η, azimuthal angle, etc [5]. Although this study
illustrated many points of theoretical interest, it was not helpful for motivating the experimental
search of the BBC’s, since the modified mass is not accessible to direct measurement.
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Fig. 1: Part (a) shows the squeezed-pair correlation as a function of the in-medium mass, m∗, and of the back-to-back
momentum of each particle, for a static medium (〈u〉=0)). In (b) the effects of finite emission time (∆t = 2fm/c)
and of radial flow (〈u〉=0.5) are shown, for fixed m∗ = 1GeV .
A more realistic analysis would involve combinations of the momenta of the particles, in
terms of which the BBC could be searched for, even though we would have to make a more
precise hypothesis concerning the mass-shift. For the sake of simplicity and for illustrating the
procedure, we will assume here a constant value for m∗. Within the non-relativistic approach
of [4], we suggest to combine the particle-antiparticle momenta, (k1,k2), into the pair average
momentum, K = 12(k1 + k2), and analyze the squeezed correlation function in terms of |K|,
similarly to what is done in HBT interferometry. The maximum of the BBC effect is reached
when k1=−k2=k, corresponding to |K|=0. Therefore, the squeezed correlation should be in-
vestigated as Cs(k1,k2) = Cs(K,q), around the zero of the average momentum. For simplicity,
we analyze here the behavior of the correlation function, detailed in [4], by attributing values to
|K| and |q|, as shown in Fig. 1(b), where the in-medium mass of the φ’s was fixed to m∗ = 1.0
GeV. In the top and middle plots, a static system (〈u〉 = 0) was considered. By comparing these
two plots, we can see the dramatic roˆle played by the finite emission times, which reduces the
BBC signal by more than two orders of magnitude. This was obtained when considering an ex-
ponential emission, leading to a Lorentzian factor F (∆t) = [1 + (ω1 + ω2)2∆t2]−1, with ∆t = 2
fm/c, multiplying the second and the third terms in Eq. (1). From Fig. 1(b) we also see that,
in the absence of flow, the squeezed correlation intensity grows faster for higher values |q| than
the corresponding case in the presence of flow. However, in this last one it is stronger even for
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smaller values of |q|, showing that the presence of flow could help to enhance the signal.
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Fig. 2: The response of the BBC function to system sizes with R = 7 fm (top plots) and R = 3 fm (bottom plots) is
shown, for ∆t = 2 fm/c. In (a), the relative momentum was fixed to q12 = 0.8 GeV/c. In part (b), q12 = 1.6 GeV/c.
The sensitivity of the squeezed-pair correlation to the size of the region where the mass-
change occurs is shown in Fig. 2, for two values of the system radii, R = 7 fm and R = 3 fm,
fixing the relative momentum of the pair to (a) q12 = 0.80 GeV/c and (b) q12 = 1.6 GeV/c. The
plots were obtained by attributing values toK12 and q12 . We can see that the size of the squeezing
region is reflected in the inverse width of the curves plotted as function of 2|K|.
The investigation of the squeezed correlation in terms of 2K is applicable when treating
non-relativistic flow. In the case of a fully relativistic study, a four-momentum variable can be
constructed, as Qback = (ω1 − ω2,k1 + k2) = (q0, 2K), as introduced in Ref. [6]. Moreover, it
would be preferable to redefine this variable as Q2bbc = −(Qback)2 = 4(ω1ω2−KµKµ), because
its non-relativistic limit recovers Q2bbc → (2K)2.
The above analysis could also be applied to other particles that are not their own antipar-
ticles. For showing it, we investigate the case of K+K− squeezed correlations, as illustrated in
Fig. 3, for an expanding system with radial flow parameter 〈u〉 = 0.5. In part (a), the squeezed
correlation is shown as a function of the in-medium mass, m∗, also varying the back-to-back mo-
mentum of particle and antiparticle. In part (b), the squeezed correlation is plotted as a function
of (K12 ,q12), fixing the kaon in-medium modified mass to m∗ = 650 MeV. These plots do not
come from simulation, but were obtained by attributing values to the plotting variables.
3 Conclusions
We discussed here some of the main results on the squeezed correlations, within an a non-
relativistic approach developed earlier. We suggest an effective way to search for it in heavy
ion collisions at RHIC, emphasizing the need for experimentally observe this signal. This should
be done by plotting the hadronic squeezed correlations in terms of the average momentum of the
pair, (2K)2, which is the non-relativistic limit of the four-vector Q2bbc = 4(ω1ω2 −KµKµ). We
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Fig. 3: Part (a) shows the squeezed correlation as a function of possible in-medium mass of the kaons, m∗, and of
the momentum of each particle in the pair, |k|. In part (b), it is plotted as a function of K12 and q12 , considering
m∗ = 650 MeV, which corresponds to roughly the highest value of the correlation in part (a).
showed some results that would be expected in the case of φφ back-to-back correlations, as well
in the case of the K+K− pairs. We also illustrated the effects of finite system sizes, finite times
and flow. We could see that finite emission times reduce the signal substantially, and that, in
the presence of flow, the signal is stronger over the momentum regions in the plots, i.e., roughly
for 0 ≤ |K12 | ≤ 60 MeV/c and |q12 | ≤ 2000 MeV/c, suggesting that flow may enhance the
chances of observing the BBC signal. We also saw that the correlation function reflects the size
of the region where the squeezing occurred. Finally, we should emphasize that the absence of
squeezing, i.e., if there is no in-medium mass modification, the squeezed correlation functions
would be unity for all values of 2|K12 | and |q12 |.
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An approach to QCD phase transitions via multiplicity fluctuations
and correlations
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Abstract
We focus on a strategy to probe the QCD phase transition via multiplic-
ity fluctuations and correlations. Based on the strategy, a susceptibility
has been measured by the PHENIX collaboration at RHIC. As a quali-
tative comparison of the susceptibility with correlation amplitudes and
widths in the longitudinal direction presented by STAR collaboration
at RHIC, we found a similar trend which indicates rapid transitions in
the susceptibility as a function of collision centrality.
1 Why do we search for QCD phase transition
The central paradigm of modern physics is that phase transitions via spontaneous symmetry
breaking are sources of matter creations. The prominent example is the 1st order phase transition
at the inflational expansion followed by the GUT phase transition. The latent heat of the transition
is the source of big-bang. Then the EW phase transition follows. If the transition is 1st order, we
can produce the baryogenesis at the transition, which is unfortunately unreachable by the current
experimental technology. Then we expect quark-gluon to hadron phase transition. It should be
stressed that this QCD related phase transition is unique one which would be directly testable by
the present laboratory experiments. Therefore it is crucial to understand nature of the transition
quantitatively by substantiating that the QCD phase transition surely takes place.
The conjectured QCD phase diagram is discussed on temperature T vs. baryo-chemical
potential µB plane, where the lattice gauge theory predicts that the chiral transition at finite T and
µB = 0 is smooth crossover with finite quark masses, while there are only model calculations
which suggest the transition is 1st order in T ∼ 0 and µB [1]. As the logical connection, we
can expect QCD Critical Point (QCP) at the end of the 1st order transition line which crosses
with the crossover line. However, on the location of QCP, the theoretical agreements are rather
poor [1] at present. In addition, we need to understand the phase transition on the deconfinement
as well. The relation between chiral and deconfinement phase transition is not understood even
at the qualitative level.
As good scientific subjects in a strict sense, let us bring two clear cases as follows. The first
case is that if we find an octopus on Mars, we can refute a hypothesis that there is no creature on
Mars. The second case is that if we can not find Higgs below 1TeV, we can refute the Higgs sector
of the standard model. How about QCP? Unfortunately, even if we can not find QCP, we can not
refute QCD at finite T and finite µB . Then, what can we refute? Is this a scientific question to
be seriously asked? Actually the worthiness of the QCP search is similar to the first case. If we
find a critical point, we can refute the empty diagram at the QCD scale and it eventually supports
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the central idea that phase transitions can be actually sources of matter creations in the testable
unique place. Therefore this subject has an impact even beyond the QCD scale.
What Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory achieved
so far is the formation of dense medium and the observation of bulk flows with the partonic
degrees of freedom [2]. In addition, the PHENIX collaboration at RHIC has provided estimates
on the initial temperature by directly measuring low pT photons via di-electron channel [3],
which suggests the conservative initial temperature is well above critical temperature Tc of ∼
170MeV which is the prediction by the QCD lattice simulation. This guarantees that we can
surely put collision system well above Tc on the phase diagram at the initial stage of the system
evolution.
2 Strategy
For instance, in the Ising model, spatial sizes of spin correlation patterns become smaller and
smaller as temperature goes up. However, on top of Tc, we can see various sizes of correlated
areas. To identify T = Tc, we can introduce a scale transformation or change the resolution
to the system. In T > Tc or T < Tc, the system maintains a typical correlation length scale.
However, on top of Tc, we see the disappearance of those typical lengths, that is, the appearance
of a mixture of many length scales. This is so called fractal nature, because even if we change
the resolution, we would meet the same situation where we can not find a typical length scale.
This nature can be a general indication of T = Tc.
Let us apply this picture to the expanding medium in QCD matter produced at RHIC. In
the initial stage of the collisions, we expect some external field h along longitudinal direction.
We do not argue what actually causes the field in concrete here. Whatever it is, a dilatation
wave due to initially embedded fluctuations would have very short wave length in the confined
medium just after the collision and the wave number would evolve as system expands. If there
is a phase transition, as the temperature approaches to Tc, new wave numbers would appear and
on top of Tc, various wave numbers from short to long lengths would appear in the system.
However, if the background fluid medium is rapidly diluted, at some moment, the growth of the
wave numbers would freeze. Since we expect a rapid expansion in the high energy heavy ion
collisions [4], we focus on the density-density correlation in the longitudinal space z. In this
picture, the longitudinal field density fluctuations from the mean density as a function of z,
φ(z) = ρ(z)− < ρ > (1)
is a natural order parameter.
Longitudinal space coordinate z can be transformed into rapidity coordinate y in each
proper frame of sub element characterized by a formation time τ where dominant density fluc-
tuations are simultaneously embedded. In such a scenario, z can be directly related with y via
dz = τ cos(y)dy and the free energy as a function of temperature T and an order parameter φ
can be expressed as
F (T, φ) =
∫
δy
dy
∫
S⊥
d2x⊥
{
1
2τ2 cosh(y)
(
∂φ
∂y
)2
+ cosh(y)
(
1
2
(∇⊥φ)2 + U(φ)
)}
(2)
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where the approximation of cosh(y) ∼ 1 and η ∼ y is valid in a narrow mid-rapidity region in
high energy heavy ion collisions, U(φ) is an arbitrary potential term and degrees of freedom in
the transverse plane will be integrated out in the following discussion. Since most of experimen-
tally accessible phase spaces are relatively far from the phase boundary or critical end-point, it
is natural to use the polynomial expansion(Ginzburg-Landau) for the potential term as long as
order parameter φ is very small, which is a valid assumption when the system evolves from the
higher temperature side as in top energy at RHIC. As the potential term, we assume up to only
second order term in φ as an approximation when the system is very far from a critical temper-
ature Tc. In such a case, we expect correlations between fluctuations in densities at different
points which lead to a two-point correlation function with the form of αe−z/ξ + β, where z is
the one-dimensional distance, α is the strength of the correlation, β is a constant to absorb the
degrees of freedom in the transverse plane and the experimental bias such as centrality definitions
and ξ ∝ (T − Tc)−1/2 is the spatial correlation length. A large increase of ξ near Tc can be a
good indicator for T ∼ Tc. In addition to ξ, the product αξ can also be a good indicator of a
phase transition which behaves as (1 − Tc/T )−1. In the GL framework, this quantity is related
to the susceptibility χk = ∂φk/∂h with respect to the external field h in the long wavelength
limit k = 0 where k is a wave number of a dilatation wave. The details of the derivation of the
relations can be found in [5] and the appendix of [6]. More strong indication of T = Tc is the
transition of the functional form of the two point correlation function from the exponential to the
power law form due to higher order terms in GL free energy, since the order parameter becomes
large at T = Tc and we can not neglect higher order terms, or can not introduce polynomial
expansion any more. Therefore, the strategy to search for T = Tc would be two folds:
1. Search for increase of correlation length and susceptibility determined by exponential form
in T > Tc.
2. Search for transition of two point correlations from the exponential to the power law form
which needs higher order terms in the free energy density. This would be a stronger indi-
cation of T = Tc.
3 Data analysis
As a density measurement, we can use the non identified inclusive charged particle multiplicity
distributions measured in magnetic field off condition to enhance soft pions which are relevant
for discussion on the phase transition. The two point density correlation can be extracted from
the differential analysis on multiplicity as a function of pseudorapidity window size δη.
Negative Binomial Distributions (NBD) are fit to the measured multiplicity distributions,
and the NBD parameters µ (mean) and k−1 (deviation from a Poissonian width) are determined.
The product of the correlation strength α and the correlation length ξ is extracted from a known
relation between the product of αξ and the NBD k parameter as a function of δη. The relation
between the NBD k parameter and the pseudorapidity window size δη is known as [5, 6]
k−1(δη) =
2αξ2(δη/ξ − 1 + e−δη/ξ)
δη2
+ β. (3)
Although we have presented the preliminary results in [5] on α and ξ separately, we found strong
correlations between the two parameters. This was due to the smallness of ξ in heavy ion col-
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lisions. In the limit of ξ ≪ δη, which we believe holds in this measurement, Eq. (3) can be
approximated as
k(δη) =
1
2αξ/δη + β
(ξ ≪ δη), (4)
where experimentally we can not resolve α and ξ separately, but the product αξ can be directly
determined.
Once α, ξ and µ are obtained from the NBD fits, one can measure the product of the
susceptibility and the corresponding temperature by the following relation:
χk=0T ∝ µ2ξα. (5)
Experimentally it is enough to see how the χk=0T behaves as a function of a quantity which
reflects T . We expect a monotonic correspondence between initial temperature and collision
energy and/or centrality based on the Bjorken picture [7]. Therefore either the number of partic-
ipant nucleons Npart or total multiplicity or Bjorken energy density is expected to scale initial
temperatures monotonically. Thus the critical behavior of χk=0T near Tc can be observed as a
non-monotonic increase as a function of these parameters.
4 Results and comparison with STAR data
Top two figures in Fig.1 show the comparison of χk=0T ∝ µ2αξ vs. normalized charged particle
multiplicity to that of top 5% centrality in Au+Au at √sNN = 200 GeV with Cu+Cu collisions
at the same collision energy and Au+Au collisions at √sNN = 62.4 GeV from the PHENIX
collaboration. Bottom two figures in Fig.1 have been presented by the STAR collaboration at
Quark Matter 2008 [8] where amplitudes and widths of two particle correlation function in the
pseudorapidity direction as a function of Bjorken energy density with the formation time of 1
fm/c are shown in in Au+Au at √sNN =200 and 62.4 GeV. We need to take a product between
the amplitudes and the widths to compare them with the susceptibility we introduced here. Both
PHENIX and STAR data show qualitatively similar trends in the equivalent quantity which in-
dicate a rapid transition from Npart ∼ 60 in Au+Au at √sNN = 200 GeV. This might suggest
that the system reaches T ∼ Tc or a phenomenological threshold effect which is not necessarily
relevant for the QCD phase transition. However, it should be noted that the pseudorapidity win-
dow size around η = 0 is very different between STAR and PHENIX. In addition, two particle
correlation functional form at η ∼ 0 seems to be biased by the linear subtraction process of many
known two particle correlation functional forms in the STAR case, while PHENIX can not ex-
clude HBT effects completely at short distance in the analysis based on the integrated two point
correlation function.
5 Summary
RHIC created strongly coupled high temperature and opaque state with partonic d.o.f. This is
the very beginning of the scientific program on quantitative understanding of the QCD phase
structure. The correlation functional form derived from GL free energy density up to 2nd order
term in the high temperature limit (exponential form) is consistent with what was observed in
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Fig. 1: Top two figures from PHENIX: comparison of χk=0T ∝ µ2αξ vs. normalized charged particle multiplicity
to that of top 5% centrality in Au+Au at √sNN = 200 GeV(black circle) with Cu+Cu collisions(red triangle) at the
same collision energy and Au+Au collisions at √sNN = 62.4 GeV(red square). Bottom two figures from STAR:
correlation amplitudes (left) and correlation widths(right) of two particle correlation functions in η direction as a
function of Bjorken energy density in Au+Au at √sNN = 200(black circle) and 62.4 GeV(red square). The product
between the amplitudes and the widths in the STAR data is qualitatively equivalent to χk=0T in the PHENIX data.
NBD k vs. δη in three collision systems. However, transitions from the exponential to the power
law functional form were not obviously seen. Centrality dependence of the product between
susceptibility and temperature is qualitatively consistent with what STAR observed as amplitudes
and widths of the longitudinal two particle correlations with low pT particles. Both indicate rapid
transition as a function of collision centrality. This might suggest that either the system reaches
T ∼ Tc or a phenomenological threshold effect like creation of a thermalized system. Further
investigations would unveil the nature of the transition.
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Abstract
A sizable component of stopped baryons is predicted for pp and PbPb
collisions at LHC. Based on an analysis of RHIC data within the frame-
work of our multi-chain Monte Carlo DPMJET-III the LHC predictions
for pp and PbPb are presented.
1 Introduction
DPMJET is a Monte Carlo program for the scattering of hadrons or nuclei. It utilizes PHOJET for
the scattering of individual hadrons and parts of PYTHIA for the decay of partonic strings. The
present version is DPMJET III. For the most recent general LHC predictions we refer to Ranft’s
CERN talk [1,2]. Here the focus is on a particular aspect and baryon stopping is addressed [3,4].
There are different components to baryon stopping. Most interesting we consider the
component without leading quarks. The actual baryon transport is here just an effect of the
orientation of the color-compensation during the soft hadronisation.
Baryon stopping is not new. The phenomenology was developed 30 years ago [5] in
“Dual” models in a “Topological” framework [6]. Critical are various baryonium Regge in-
tercepts
α0Barionium, α
1
Barionium, or α
2
Barionium
of processes in which the exchanged baryonia respectively contain 0, 1 or 2 quark pairs trans-
porting 0, 1 or 2 valence quarks. The idea is that α2Barionium is dominant in the leading region.
As it has a low intercept it will not reach very far and the next baryonium will take over in a
more central region. Eventually a flattish α0Barioniumcontribution will survive. The intercepts
were estimated using the energy dependence of annihilation cross sections [5] and the inclusive
baryonic charge distributions [7]. Some ambiguity remains for the intercept of the long range
component and a confirmation of the flattish distribution indicated by HERA and RHIC data at
LHC would be useful.
Today such baryon processes are still of fundamental interest. Many people are convinced
that under specified conditions very high energy hadronic scattering can be understood with
BFKL Pomeron exchanges described by ladders of dispersion graphs. In these graphs soft effects
are thought to be contained in effective gluon exchanges calculated in a self-consistent way. In
† speaker
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principle these soft effects include the color compensating mechanism usually modeled as two
strings neutralizing triplet colors.
In string phenomenol-
Fig. 1: Structure of Odderon
ogy it is assumed that these
predictions somehow apply
to minimum bias physics.
The idea is that BFKL QCD
results extrapolate smoothly
into the minimum bias re-
gion where a suitable trun-
cation has to be modeled.
At some level an un-
truncated soft or collinear
QCD calculation would op-
erate in phantasy space as
the end entropy can never
be exceeded. In hadronic
string models the scattering
is assumed to end with the
production of independently
decaying strings. Such a few string state contains comparatively low entropy. In this way the re-
quired truncation is taken to be sufficiently servere to allow for no really separate non perturbative
contribution as the effective radius of convergence is not crossed.
In this way semihard calculations offer a stringent guidance for modeling the non-perturb-
ative region. With few added assumptions the very successful Dual-Parton / Quark-Gluon-String
model [8] description of all relevant data is obtained.
However, there is a problem. Beside the Pomeron
vortex−line        (3) − strings  
Fig. 2: Proton contribution
Fig. 3: Fusion contribution
semihard theory predicts a three gluon Odderon exchange
[9,10]. It is a necessary ingredient of the approach. In com-
parison to the Pomeron it has to have a similar but some-
what lower intercept. Parameterizations of available cross
sections require a small coupling to nucleons.
In Fig. 1 we consider the Odderon to the leading 1/Nc
order. Two gluons can couple into an octet with even or odd
C parity (line 1). With a third gluon they can then couple
to an even or odd C parity singlet (line 2). The exchanged
topological object is a cylinder or a baryonium (line 3). In
inelastic collisions this object can be cut in the way indicated
by the dashed line through the reggeized gluons.
The central observation is that a vortex line can re-
main on each side. In inelastic exchanges Odderons can contribute to baryonic charge exchange
with three strings as shown in Fig. 2 .
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Fig. 5: RHIC data compared with the DPMJET results
That the Odderon has to be attached exactly to the vortex line might explain why the
Odderon coupling to the proton is considerable smaller than the Pomeron coupling. Guided by
Kwiecinski’s and Balitskij’s, Kovchegov’s calculations for semihard processes strings can fuse.
Topologically there are two posibilities (Fig. 3). The fusion probability should here be mainly
determined by geometry. There should be plenty of Odderons in Pomeron fusion processes.
2 Comparing with RHIC and Tevetron Results
The first experimental indication for a flat component came from preliminary H1 data at HERA
[11]. As RHIC runs pp or heavy ions instead of pp¯ the central asymmetry allows to address the
asymmetry better than the SPS or Tevatron collider and the data seem to require a rather flat
contribution [12].
In the Dual-Parton-Model generator, DPMJET III [13], there are several components af-
fecting the position of the net baryon charge. The transport mechanisms from these contributions
are not sufficient. To obtain the needed long range baryon transport we introduced a new string
interaction reshuffling the initial strings configuration in a certain way indicated in Fig. 4. It
effectively introduces a baryonium exchange at the top with an intercept of α0Barionium = 0.5.
A good fit is obtained for the BRAHMS data on the
Fig. 4: The flipped configuration
ratio p¯/p as function of ycm (Fig. 5a) [14]. However, for
nucleons at this energy the contribution comes mainly from
non flipping effects. The empty squares show the result
without flipping,
This changes for nuclei where multiple Pomeron ex-
changes appear as required by Glauber theory. For nuclear
scattering fusion of complete strings which are geometri-
cally close (< 0.75fm) is needed to reduce the spectral density. It also can lead to effective
quarkless baryonium exchanges.
Fig. 5b shows agreement with PHOBOS and STAR [15, 16] collaborations data. No p⊥
dependence is visible in the considered soft range. The same applies to the centrality dependence.
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For strange baryons good
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Fig. 6: Net Ω distribution and Tevatron data where the asymmetry
A(Ω/Ω¯) = (NΩ −NΩ¯)/(NΩ +NΩ¯)
agreement is obtained with the
net Λ’s distribution compared
with data from the STAR col-
laboration. For the Ξ asymme-
try - which is also available -
a possibly observed backward
peak is not reproduced. The Ω-
asymmetry measured by the E791
collaboration [17] in pip scat-
tering is shown in Fig. 6 . The
inclusion of the baryonium pro-
duction (Fig. 6 insert) moves
the result from the crosses to
the squares to reproduce the filled
square data.
3 Prediction for LHC Data
Turning to LHC the DPMJET III prediction for the pseudo rapidity of p, p¯, and p − p¯ and the
asymmetry are shown in Fig.7 . The new baryon stopping process is now stronger than before
as the Pomeron number increased with energy. With the effective intercept of 0.5 the present
implementation of the baryon stopping is a rather conservative estimate. For an intercept of 1.0
the value at η = 0 would roughly correspond to the present value of η = 4
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Fig. 7: pp−LHC predictions for p and p¯
For heavy ion collisions the baryon stopping gets even stronger. The pseudorapidity proton
distributions in PbPb scattering are given in Fig. 8.
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Fig. 9: PbPb−central LHC predictions for the p resp. Λ asymmetry
Especially interesting are the most central 10% of the events. The DPMJET III prediction
for the proton and Λ asymmetries in such events is shown in Fig 9. There is some uncertainty in
this prediction as the model in its present form does not reproduce the full elliptic flow. Hope-
fully the net baryon distribution is not affected by missing a non-initial state effect. The line
drawn corresponds to an α0Barionium = 0.5 with an arbitrary normalization. It is a safe, quite
conservative estimate and it could be considerably flatter.
To conclude there is a strong evidence for a significant baryon stopping component. There
is still some uncertainty how high the intercept has to be and LHC measurements will be useful.
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New Signals and Challenges for the LHC
Matthew Strassler
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Abstract
Models with hidden sectors, including many non-minimal versions of
well-known models, can pose substantial challenges for the LHC ex-
periments. This is illustrated using the hidden valley scenario.
1 Introduction and Motivation
Hundreds of theoretical and experimental studies have been done in preparation for the advent of
the Large Hadron Collider (LHC). But these studies are hardly comprehesive; most involve ex-
plorations of “minimal” theories, which aim to address a problem in particle physics and contain
the minimal structure required for that purpose. For example, most supersymmetric studies are
of the Minimal Supersymmetric Standard Model (MSSM). But is the MSSM well-motivated?
On the one hand, supersymmetry (SUSY) is clearly well-motivated. It is our best candidate
for solving the hierarchy problem without introducing FCNCs or large corrections to precision
electroweak observables. Moreover, it appears naturally in our best current theory of quantum
gravity: string theory. On the other hand, the word “minimal” is not so obviously well-motivated.
Minimalism does not solve any problem in particle physics; it is motivated by aesthetic criteria:
elegance, simplicity, etc. One might view such criteria as good motivation if experience sug-
gested that nature always was elegant and simple. But is the Standard Model “minimal”? The
muon, the third generation, CP violation and neutral currents have all been viewed, at various
times, as unmotivated and unnecessary complications that nature is unlikely to present. More-
over, minimalism is quite difficult to obtain in string theory. Attempts to find the SM within
string theory bring along extra gauge factors and matter, some of which are coupled to the SM
more strongly than gravitationally.
Why do theorists dislike non-minimal models? A more complicated Lagrangian has more
parameters, and therefore fewer precise predictions and more ambiguity about the details of the
spectrum, decays, etc., as well as fewer constraints from existing data. But for these features to
generate a dislike is a bias — a cultural bias, one which nature may not share. The problem is
that it is dangerous to disregard non-minimal models: they can have wildly different LHC phe-
nomenology from the corresponding minimal models, and often generate surprising and difficult
signatures for the LHC experiments.
1.1 Sensitivity of the Higgs boson
The decay modes of Higgs bosons are easily altered by new interactions. This is especially true
of light SM Higgs bosons, or CP-odd Higgs bosons in two-Higgs-doublet models, which are
narrow, as they decay through a small coupling (mainly to b quarks.)
As a simple exercise to illustrate the point, let us add one new real scalar S to the SM.
Depending on the couplings of S to itself and to the Higgs boson H , one may obtain
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• An invisible higgs;
• Two scalars, h decaying to bb¯ and H decaying to WW and ZZ;
• Two scalars, h decaying to τ+τ−, and H decaying to hh;
• A Higgs decaying to two long-lived particles, which decay in flight to bb¯ or τ+τ−.
Any of these final states poses challenges for reconstruction and experimental analysis at the
LHC detectors, and the last even challenges the trigger system.
Some recent investigations of this possibility have focused on the Next-to-Minimal Super-
symmetric Standard Model (NMSSM) [1], and have pointed out that the LEP experiments might
have missed h → aa → (τ+τ−)(τ+τ−), where a is a pseudoscalar. Other possible final states
include h → bb¯bb¯. These final states would pose a significant challenge for the LHC. In fact, as
they pointed out, a search for the a at B factories may be the best approach. Higher multiplicity
decays, such as Higgs to 6 or 8 b’s or τs, arise in non-minimal SUSY [2] and in wide classes of
models within the Hidden Valley Scenario [3–5]. Decays to two new spin-one particles, giving
occasional 4-lepton final states, can arise in many models with hidden sectors [3, 6, 7]. Decays
to two (or more) long-lived neutral objects, giving 2 or more displaced vertices, arise in Hidden
Valleys and other related models [4], and in R-parity Violating SUSY [8].
This diversity of possibilities arises from the ease with which the Higgs can couple to
hidden sectors, through a renormalizable coupling (HH∗)O → 〈v〉hO, where O is a composite
operator built from fields in a new sector.
1.2 Hidden Valleys
But access to hidden sectors, as Zurek and I emphasized [3–6] can occur through many channels.
Rare decays of the W and Z, and decays of Z ′ bosons, new neutrinos, the lightest supersym-
metric particle “LSP” (or the lightest Kaluza-Klein particle or T-parity-odd particle [LKP/LTP]),
certain KK resonances, black holes, etc., all can serve to open a door to a new sector of particles
and forces. These decays (whose branching fractions can sometimes reach 100 %) often exhibit
unusual features, such as:
• High multiplicity final states (often mostly jets, sometimes with no leptons or photons;
often highly variable in multiplicity; often with unusual clustering; generally non-thermal
and often with small cross-sections, unlike black holes)
• Multiple long-lived particles in the final state (with lifetimes often in the psec to µsec range
which produce observably-displaced vertices)
• Possible new light neutral particles (with masses essentially unconstrained, as LEP puts
very few constraints on electroweak- and color-singlet particles.)
While some of these phenomena have appeared before in the literature, typically in corners of
parameter space of minimal or nearly-minimal models, very few have they been studied by the
experimental groups. And in models with hidden sectors, they are commonplace!
In the Hidden Valley (HV) scenario [3], a hidden sector interacts with the SM at the TeV
scale, as illustrated in Fig. 1. The scenario covers a very wide variety of models. A typical model
has a valley-sector, or “v-sector”, containing a new gauge group and matter; this is represented
by the “valley” on the right, with the standard model sector on the left. One or more particles
serves to connect the two sectors, and is represented by the mountain between the two valleys.
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HV models often produce high-multiplicity events because of the effects shown in the
figure: first, v-particles are produced; then valley dynamics, which might include v-cascade
decays, v-parton showers, v-hadronization, etc., can increase the number of v-particles; and
finally, if the v-sector dynamics prevents some v-particles from decaying within the v-sector,
these v-particles may decay to the SM sector. Each step increases the number of particles.
High multiplicity events may con-
Fig. 1: Conceptual diagram of a Hidden Valley.
fuse standard reconstruction algorithms,
defy typical search strategies, etc. Back-
grounds to such events are hard to cal-
culate or measure. In events with many
quarks, jets from jet algorithms will not
match to short-distance quarks. Highly-
boosted v-particles, which are common,
can have daughters that merge into a sin-
gle jet, or which violate standard isola-
tion criteria for taus, leptons and photons.
Soft quarks are also common, and these,
rather than producing jets, may be con-
fused with an active underlying event or
with effects of pileup.
Meanwhile, v-particle decays to the SM are often slow because they are mediated by a
product of a standard model operator times a v-sector operator: OSM×Ov. If the total dimension
of the product > 4, decay rates are suppressed. For example, a v-particle of mass m with a decay
through a dimension 7 operator has a decay width proportional to (m/TeV)6.
Long-lived particles can pose substantial challenges for detectors. Though they have no
SM background, they typically have detector backgrounds arising from “secondary” interactions:
collisions of high-momentum hadrons with detector material. Moreover, no trigger pathway
is aimed at such particles, and existing triggers can have poor efficiency, especially for low-
energy displaced jets. Also, reconstruction software can be confused by the unusual tracking
environment. CDF and D0 analyses searching for Higgs decays to two long-lived particles have
taken 2 years. In fact, as we pointed out, LHCb, designed to find B mesons, could actually beat
ATLAS and CMS to a discovery of new long-lived particles [4, 8].
Example: A Higgsed Hidden Valley: As illustration, consider a theory with v-gauge group G,
broken completely so that the v-gauge bosons Y get mass g〈X〉, where X is a v-Higgs boson
of mass mX . Through loop effects, the Y bosons can mix with the standard model Z, typically
with a tiny mixing angle. Just as in the SM, X → Y Y is allowed if mX > 2mY . The presence
of an X2H2 term allows mixing of X and H and a coupling H → XX . Putting these together,
a number of processes, if kinematically allowed, are predicted, including
• H → X∗ → Y Y → Z∗Z∗ → 2 pairs of SM fermions
• H → XX → Y Y Y Y → Z∗Z∗Z∗Z∗ → 4 pairs of SM fermions
(where Z∗ is an off-shell Z). One can uncover this hidden sector through Higgs boson decays,
with the light neutral Y resonance(s) appearing first in dilepton pairs, then the X and H reso-
nances in Y resonance pairs. If the Y is long-lived, it might first be discovered through its decay
NEW SIGNATURES AND CHALLENGES FOR THE LHC
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by a displaced vertex.
Example: A Confining Hidden Valley: Here is another example. A heavy resonance, such as
a Z ′ or heavy Higgs, can decay into a hidden valley. In Fig. 2 is shown a process in which a
quark-antiquark pair make a Z ′ boson, which then decays to v-quarks which are charged under
the v-group G. In a QCD-like v-sector, the v-quarks undergo a v-parton shower and form v-jets
of v-hadrons. Some of these v-hadrons can decay back to standard model particles, making a
complex, high-multiplicity final state. Depending on parameters, the decays of the v-hadrons
may be prompt or displaced. The resulting final states can look like Fig. 3.
So far I have assumed QCD-like con-
Fig. 2: Decay of a Z’ into v-quarks Q, leading to v-jets of
v-hadrons, some of which decay to SM particles.
finement here. But nonperturbative phenom-
ena in other theories are very different from
QCD. For example, v-jets may be very differ-
ent from QCD jets. In these cases, the result-
ing signatures cannot be reliably predicted.
(There is one exception: a v-sector with a
large ’t Hooft coupling and an AdS/CFT dual
description is known to have no jets at all,
and to produce spherical events with many
soft particles [6, 9].) At the LHC, a model
of a phenomenon is often needed in order
to find it; otherwise, it is hard to determine
backgrounds, trigger efficiencies, and so forth. Thus the unknown dynamics of a hidden valley
could obscure it at the LHC if we are not sufficiently thoughtful in advance. What range of anal-
ysis methods should be used to look for hidden valleys? At the moment there is no satisfactory
answer, and more study is clearly needed.
Models with quirks: The coupling of the SM to a v-sector can come through a loop effect.
Consider a confining hidden valley with v-group G, no light v-quarks, and a confinement scale
Λ. In addition the model has massive particles (m  100 GeV) charged under both the SM
and the v-group. These particles are sometimes called “quirks” [10]. Flux tubes in the group
G are stable, so quirks are eternally bound. Quirks are created in pairs in an excited state; they
oscillate, gradually decay to their ground state, and finally annihilate to v-gluons or to SM gauge
bosons. In the former case, the v-gluons form v-glueballs, which in turn decay slowly to SM
gauge bosons through interactions induced by quirk loops. Remarkable unstudied phenomena
can result, depending on the scale Λ.
• Two heavy charged/colored objects bound together by a macroscopically long, microscop-
ically thick string;
• A mesoscopic dipole state;
• Relaxation to the ground state via emission of many soft pions or photons.
I’d like to say a couple of words about the last case [11]. Colored quirks with mass of 1
TeV will typically be produced ∼ 300 GeV above threshold. Annihilation may sometimes occur
only after relaxation to the ground state; if so, where does the 300 GeV of kinetic energy go?
Kang and Luty showed that for a wide range of Λ, the answer is: “soft pions”. While many of the
resulting 100–200 soft charged pions do not reach the calorimeter, their tracks from the primary
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vertex are notable. In events where the quirk annihilation products are visible (for example, if
the quirks annihilate to two TeV-scale jets, leptons or photons) a large number of tracks from
the primary vertex should also appear, distributed in a spherical or oblong shape in the quirk rest
frame, rather than cylindrically distributed in the lab frame, as for a typical underlying event.
The v-gluons to which quirks sometimes annihilate may give a strong HV signature. Since
there are no light v-quarks, the v-gluons form v-glueballs. From lattice simulations we know
there are many stable v-glueballs: 0++, 0−+, 2++, 2−+, 1+−, etc. Via loops of quirks, the v-
glueballs will decay to two SM gauge bosons (gluons, W s, Zs, photons) or to a photon/Z plus
another v-glueball [12]. The resulting final states have mostly jets, with occasional photons. One
may trigger on and select events with 1 or more hard photon, and then detect the resonances from
v-glueball decays to photon pairs, and/or the displaced jet-pairs from any long-lived v-glueballs.
In summary, non-minimal models are motivated
Fig. 3: Event display of a high-multiplicity state
arising from the process in Fig. 2, in a model
where the v-hadrons decay mainly to bb¯ pairs.
by string theory and disfavored only by aesthetic cri-
teria. They can drastically alter the phenomenology of
common models, such as the SM itself, SUSY, Extra
Dimensions, etc. In the Hidden Valley scenario and be-
yond, little-studied high-multiplicity final states, with
new light and often long-lived neutral particles, can
result. High-multiplicity challenges jet reconstruction
and event interpretation; long lifetimes can be prob-
lematic for experimental analysis, reconstruction, and
even the trigger. Quirks often arise in Hidden Val-
ley models. In addition to the typical HV signatures
(resonant v-glueball decays, possibly displaced), they
can give a novel signature that hides in the underlying
event.
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Abstract
We present theoretical and experimental preparations for an indirect
search for new physics (NP) using the rare decayBd → K∗0µ+µ−.
We design new observables with very small theoretical uncertainties
and good experimental resolution.
1 Introduction
At the start of the LHC we are confronted with the experimental fact that all data on flavour ob-
servables from Babar, Belle, CLEO and also from D0 and CDF are consistent with the Standard
Model (SM) predictions [1]. This implies that generic new physics (NP) contributions in K − K¯
mixing for example guide us to a new-physics scale of 103 − 104 TeV depending if the new
contributions enter at loop- or tree-level. This is in strong contrast to the working hypothesis of
the LHC that there is NP ”around the corner” at 1 TeV in order to stabilise the Higgs boson mass.
Therefore, any NP at the 1 TeV scale has to have a non-generic flavour structure and we have to
understand why new flavour-changing neutral currents (FCNC) are suppressed. Rare decays and
CP violating observables allow an analysis of this flavour problem.
The crucial problem in the new physics search within flavour physics is the optimal sepa-
ration of NP effects from hadronic uncertainties. It is well known that inclusive decay modes are
dominated by partonic contributions; non-perturbative corrections are in general rather small [2,
3]. Also ratios of exclusive decay modes such as asymmetries are well suited for the new-physics
search. Here large parts of the hadronic uncertainties partially cancel out; for example, there are
CP asymmetries that are governed by one weak phase only; thus the hadronic matrix elements
cancel out completely. It is the latter opportunity which represents the general strategy followed
by LHCb for the construction of theoretically clean observables.
In this letter we briefly discuss the theoretical and experimental preparations for an indirect
NP search using the rare decayBd → K∗0µ+µ− based on the QCDf/SCET approach [4]. QCD
corrections are included at the next-to-leading order level and also the impact of the unknown
Λ/mb corrections is made explicit.
The exclusive decayBd → K∗0µ+µ− was first observed at Belle [5]. It offers a rich phe-
nomenology of various kinematic distributions beyond the measurement of the branching ratio.
We note that some experimental analyses of those angular distributions are already presented by
the B factories [6, 7, 9, 10]. Those experimental results already have a significant impact on the
model-independent constraints within the minimal flavour violation approach [8].
Large increase in statistics at LHCb [11–13] forBd → K∗0µ+µ− will make much higher
precision measurements possible. There are also great opportunities at the future (Super-)B
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factories in this respect [14–17].
Previously proposed angular distributions andCP violating observables inBd → K∗0µ+µ−
are reviewed in Ref. [23], and more recently QCDf analyses of such angular distributions [24,25]
and CP violating observables [26], based on the NLO results in Ref. [27], were presented.
2 QCD factorization, SCET
Regarding the hadronic matrix elements of exclusive modes, the method of QCD-improved
factorization (QCDf) has been systemized for non-leptonic decays in the heavy-quark limit. This
method allows for a perturbative calculation of QCD corrections to naive factorization and is the
basis for the up-to-date predictions for exclusive rare B decays in general [18].
A quantum field theoretical framework was proposed – known under the name of soft-
collinear effective field theory (SCET) – which allows for a deeper understanding of the QCDf
approach [19, 20]. In contrast to the heavy-quark effective theory (HQET), SCET does not cor-
respond to a local operator expansion. HQET is only applicable to B decays, when the energy
transfer to light hadrons is small, for example to B → D transitions at small recoil to the D
meson. HQET is not applicable, when some of the outgoing, light particles have momenta of
order mb; then one faces a multi scale problem that can be tackled within SCET.
There are three scales: a) Λ = few × ΛQCD the soft scale set by the typical energies and
momenta of the light degrees of freedom in the hadronic bound states; b) mb the hard scale
set by the heavy-b-quark mass and also by the energy of the final-state hadron in the B-meson
rest frame; and c) the hard-collinear scale µhc =
√
mbΛ appears through interactions between
soft and energetic modes in the initial and final states. The dynamics of hard and hard-collinear
modes can be described perturbatively in the heavy-quark limit mb → ∞. Thus, SCET de-
scribes B decays to light hadrons with energies much larger than their masses, assuming that
their constituents have momenta collinear to the hadron momentum.
However, we emphasize that within the QCDf/SCET approach, a general, quantitative
method to estimate the important Λ/mb corrections to the heavy-quark limit is missing which
has important phenomenological consequences.
A careful choice of observables needs to be made to take full advantage of the exclusive
decayBd → K∗0µ+µ−, as only in certain ratios such as CP and forward-backward asymmetries,
the hadronic uncertainties cancel out making such ratios the only observables that are highly
sensitive to NP.
Within the QCDf/SCET approach one finds crucial form factor relations [21] which sim-
plify the theoretical structure of various kinematical distributions such that, at least at the leading
order (LO) level any hadronic uncertainties cancel out. A well-known example of this is the
zero-crossing of the forward-backward asymmetry. In [4] new observables of this kind in the
Bd → K∗0µ+µ− decay were proposed which have very small theoretical uncertainties and good
experimental resolution. The only difference to the forward-backward asymmetry is that within
these new observables the hadronic form factors cancel out for all values of the dilepton mass.
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ISMD08 313
3 Theoretical preliminaries
The decayBd → K∗0ℓ+ℓ− with K∗0 → K−π+ on the mass shell is completely described by
four independent kinematic variables, the lepton-pair invariant mass squared, q2, and the three
angles θl, θK , φ. Summing over the spins of the final particles, the differential decay distribution
ofBd → K∗0ℓ+ℓ− can be written as [28–31]:
d4ΓBd
dq2 dθl dθK dφ
=
9
32π
I(q2, θl, θK , φ) sin θl sin θK
with
I = I1 + I2 cos 2θl + I3 sin2 θl cos 2φ+ I4 sin 2θl cosφ+ I5 sin θl cosφ
+I6 cos θl + I7 sin θl sinφ+ I8 sin 2θl sinφ+ I9 sin2 θl sin 2φ.
The Ii depend on products of the seven complex K∗ spin amplitudes, A⊥L/R, A‖L/R, A0L/R, At
with each of these a function of q2; the explicit formulae are given in the appendix. At is related
to the time-like component of the virtual K∗, which does not contribute in the case of massless
leptons and can be neglected if the lepton mass is small in comparison to the mass of the lepton
pair. We will consider this case in our present analysis.
The six complex K∗ spin amplitudes of the massless case are related to the well-known
helicity amplitudes (used for example in [29, 30, 32]):
A⊥,‖ = (H+1 ∓H−1)/
√
2, A0 = H0. (1)
The crucial theoretical input we use in our analysis is the observation that in the limit
where the initial hadron is heavy and the final meson has a large energy [21] the hadronic form
factors can be expanded in the small ratios ΛQCD/mb and ΛQCD/E, where E is the energy of
the light meson. Neglecting corrections of order 1/mb and αs, the seven a priori independent
B → K∗ form factors reduce to two universal form factors ξ⊥ and ξ‖ [21, 22] and one finds that
the spin amplitudes at leading order in 1/mb and αs have a very simple form:
A⊥L,R =
√
2NmB(1− sˆ)×
[
(C(eff)9 ∓ C10) +
2mˆb
sˆ
(C(eff)7 + C
′(eff)
7 )
]
ξ⊥(EK∗),
A‖L,R = −
√
2NmB(1− sˆ)×
[
(C(eff)9 ∓ C10) +
2mˆb
sˆ
(C(eff)7 − C
′(eff)
7 )
]
ξ⊥(EK∗),
A0L,R = − NmB
2mˆK∗
√
sˆ
(1− sˆ)2
[
(C(eff)9 ∓ C10) + 2mˆb(C(eff)7 − C
′(eff)
7 )
]
ξ‖(EK∗), (2)
with sˆ = q2/m2B, mˆi = mi/mB . Here we neglected terms of O(mˆ2K∗). It is important to
mention that the theoretical simplifications are restricted to the kinematic region in which the
energy of the K∗ is of the order of the heavy quark mass, i.e. q2 ≪ m2B . Moreover, the influences
of very light resonances below 1GeV question the QCD factorization results in that region. Thus,
we will confine our analysis of all observables to the dilepton mass in the range 1GeV2 ≤ q2 ≤
6GeV2.
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4 Construction of theoretically clean observables
By inspection one finds that the distribution functions Ii in the differential decay distribution
(see Eq. (10)) are invariant under three symmetry transformations which are given explicitly
in the appendix (see Eqs. (11-13)). This implies that only 9 of the 12 K∗ spin amplitudes are
independent and that they can be fixed by an full angular fit to the 9 independent coefficients of
the differential decay distribution. Another direct consequence is that any observable based on the
differential decay distribution has also to be invariant under the same symmetry transformations.
Besides this mandatory criterium there are further criteria required for an interesting ob-
servable. [Simplicity:] A simple functional dependence on the 9 independent measurable distri-
bution functions; at best it should depend only from one or two in the numerator and denominator
of an asymmetry. [Cleanliness:] At leading order in Λ/mb and in αs the observable should be
independent of any form factor, at best for all q2. Also the influence of symmetry-breaking cor-
rections at order αs and at order Λ/mb should be minimal. [Sensitivity:] The sensitivity to the
C′(eff)7 Wilson coefficient representing NP with another chirality than in the SM should be max-
imal. [Precision:] The experimental precision obtainable should be good enough to distinguish
different NP models.
In the limit where the K∗0 meson has a large energy, only two independent form factors
occur in A0L/R and in A⊥L/R and A‖L/R. Clearly, any ratio of two of the nine measurable
distribution functions proportional to the same form factor fulfil the criterium of symmetry, sim-
plicity, and theoretical cleanliness up to Λ/mb and αs corrections. However, the third criterium,
a sensitivity to a special kind of NP and the subsequent requirement of experimental precision,
singles out particular combinations. In [4] we focused on new right-handed currents. Other NP
sensitivities may single out other observables as will be analysed in a forthcoming paper [33].
5 Results
The first surprising result is that the previously proposed quantity A(1)T [29],
A
(1)
T =
Γ− − Γ+
Γ− + Γ+
=
−2ℜ(A‖A∗⊥)
|A⊥|2 + |A‖|2
. (3)
with Γ± = |HL±1|2 + |HR±1|2 does not fulfil the most important criterium of symmetry while it
has very attractive new physics sensitivity [24, 25]. Therefore, it is not possible to extract A(1)T
from the full angular distribution which is constructed after summing over the spins of the final
particles. Because it seems practically not possible to measure the helicity of the final states on
a event-by-event basis, A(1)T cannot be measured at either LHCb or at a Super-B factory with
electrons or muons in the final state.
One finds that the well-known quantities, the forward-backward asymmetry AFB and the
longitudinal K∗ polarization FL fulfill the symmetry but they include larger theoretical uncer-
tainties due to the fact that the form factors do not cancel at leading order level for all dilepton
masses. Moreover, the sensitivity to right-handed currents is marginal as it is shown below,
AFB =
3
2
ℜ(A‖LA∗⊥L)−ℜ(A‖RA∗⊥R)
|A0|2 + |A‖|2 + |A⊥|2
(4)
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Fig. 1: For A(2)T , theoretical errors (top), experimental errors (bottom) as a function of the squared dimuon mass, see
text for details.
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Fig. 2: A(3)T , as in Fig.1.
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Fig. 3: A(4)T , as in Fig.1.
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Fig. 4: AFB , as in Fig.1.
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where for i, j = 0, ‖,⊥
AiA
∗
j ≡ AiL(q2)A∗jL(q2) +AiR(q2)A∗jR(q2),
FL(q2) =
|A0|2
|A0|2 + |A‖|2 + |A⊥|2
. (5)
In contrast, the following three observables,
A
(2)
T =
|A⊥|2 − |A‖|2
|A⊥|2 + |A‖|2
, A
(3)
T =
|A0LA∗‖L +A∗0RA‖R|√|A0|2|A⊥|2 , (6)
A
(4)
T =
|A0LA∗⊥L −A∗0RA⊥R|
|A∗0LA‖L +A0RA∗‖R|
, (7)
are theoretically clean for all dilepton masses and also show a very high sensitivity to right-
handed currents.
In the following figures the results on the observables, FL, AFB , A(2)T , A
(3)
T , and A
(4)
T
are illustrated: For all the observables the theoretical sensitivity is plotted on the top of each
figure. The thin dark line is the central NLO result for the SM and the narrow inner dark (orange)
band that surrounds it corresponds to the NLO SM uncertainties due to both input parameters and
perturbative scale dependence. Light grey (green) bands are the estimated Λ/mb±5% corrections
for each spin amplitude while darker grey (green) ones are the more conservative Λ/mb ± 10%
corrections. The curves labelled (a)–(d) correspond to four different benchmark points in the
MSSM for righthanded currents (for more details see [4]). The experimental sensitivity for a
dataset corresponding to 10 fb−1 of LHCb data is given in each figure on the bottom, assuming
the SM. Here the solid (red) line shows the median extracted from the fit to the ensemble of data
and the dashed (black) line shows the theoretical input distribution. The inner and outer bands
correspond to 1σ and 2σ experimental errors.
The observables A(3)T and A
(4)
T offer sensitivity to the longitudinal spin amplitude A0L,R
in a controlled way compared to the old observable FL: the dependence on both the parallel and
perpendicular soft form factors ξ‖(0) and ξ⊥(0) cancels at LO. A residual of this dependence
may appear at NLO, but as shown in Figs. 2 and 3, it is basically negligible. It is also remark-
able that for A(3)T and A
(4)
T at low q2 the impact of this uncertainty is less important than the
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Fig. 6: Belle (black/blue) and BaBar (grey/red) data points on FL and on AFB with SM predictions and weighted SM
averages over the bin q2 ∈ [1 GeV2, 6GeV2]
uncertainties due to input parameters and scale dependence. The observables A(3)T and A
(4)
T also
present a different sensitivity to C′7 via their dependence on A0L,R compared with A(2)T . This may
allow for a particularly interesting cross check of the sensitivity to this chirality flipped operator
O′7; for instance, new contributions coming from tensor scalars and pseudo-scalars will behave
differently among the set of observables.
Another remarkable point that becomes clear when comparing the set of clean observables
A
(2)
T , A
(3)
T and A
(4)
T versus the old observables FL and AFB concerns the potential discovery of
NP, in particular of new right-handed currents. There are large deviations from the SM curve
from the ones of the four supersymmetric benchmark points. A large deviation from the SM
for A(2)T , A
(3)
T or A
(4)
T can thus show the presence of right-handed currents in a way that is not
possible with FL or AFB . In the latter cases the deviations from the SM prediction of the same
four representative curves are marginal.
In the experimental plots we find a good agreement between the central values extracted
from the fits and the theoretical input. Any deviations seen are small compared to the statistical
uncertainties. The experimental resolution for FL is very good but with the small deviations from
the SM expected this is not helpful in the discovery of new right-handed currents. Comparing
the theoretical and experimental figures for the other observables it can be seen that in particular
A
(3)
T show great promise to distinguish between NP models.
Finally, let us mention that the old observables FL and AFB are already accessible to the
BaBar [10, 34] and Belle [35] experiments. The first measurements are shown in Fig. 6 with
the SM predictions and the weighted SM averages over the bin q2 ∈ [1GeV2, 6GeV2]. All
the present data is compatible with the SM predictions. For example, the first measurement of
the Babar collaboration on FL in the low-q2 region is given as an average over the bin q2 ∈
[4m2µ, 6.25GeV2 ]:
FL([4m2µ, 6.25GeV
2 ]) = 0.35± 0.16 ± 0.04; (8)
while the theoretical average, weighted over the rate, using the bin, q2 ∈ [1GeV2, 6GeV2],
based on our results is given by:
FL([1GeV2, 6GeV2]) = 0.86+0.04−0.05. (9)
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Here, one should keep in mind that the spectrum below 1GeV2 is theoretically problematic due
to the influence of very light resonances; moreover the rate and also the polarisation FL are
changing dramatically around 1GeV2. Therefore, we strongly recommend to use the standard
bin from 1GeV2 to 6GeV2 in all future measurements.
6 Summary
The full angular analysis of the decayBd → K∗0µ+µ− at the LHCb experiment offers great
opportunities for the new physics search. New observables can be designed to be sensitive to
a specific kind of NP operator within the model-independent analysis using the effective field
theory approach. The new observables A(2)T , A
(3)
T and A
(4)
T are shown to be highly sensitive to
right handed currents. Clearly, theoretical progress on the Λ/mb corrections would enhance their
sensitivity significantly and would be highly desirable in view of a possible upgrade of the LHCb
experiment. Moreover, we have shown that the previously discussed angular distribution A(1)T
cannot be measured at either LHCb or at a Super-B factory.
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Appendix
We add here the explicit formula for the distribution functions and their symmetries:
In the massless limit, the distribution functions Ii depend on products of the six complex
K∗ spin amplitudes, A⊥L/R, A‖L/R, A0L/R:
I1 =
3
4
(
|A⊥L|2 + |A‖L|2 + (L→ R)
)
sin2 θK ++
(
|A0L|2 + |A0R|2
)
cos2 θK
≡ a sin2 θK + b cos2 θK ,
I2 =
1
4
(|A⊥L|2 + |A‖L|2) sin2 θK +−|A0L|2 cos2 θK + (L→ R)
≡ c sin2 θK + d cos2 θK ,
I3 =
1
2
[
(|A⊥L|2 − |A‖L|2) sin2 θK + (L→ R)
]
≡ e sin2 θK ,
I4 =
1√
2
[
ℜ(A0LA∗‖L) sin 2θK + (L→ R)
]
≡ f sin 2θK ,
I5 =
√
2
[
ℜ(A0LA∗⊥L) sin 2θK − (L→ R)
]
≡ g sin 2θK ,
I6 = 2
[
ℜ(A‖LA∗⊥L) sin2 θK − (L→ R)
]
≡ h sin2 θK ,
I7 =
√
2
[
ℑ(A0LA∗‖L) sin 2θK − (L→ R)
]
≡ j sin 2θK ,
I8 =
1√
2
[
ℑ(A0LA∗⊥L) sin 2θK + (L→ R)
]
≡ k sin 2θK ,
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I9 =
[
ℑ(A∗‖LA⊥L) sin2 θK + (L→ R)
]
≡ m sin2 θK . (10)
Taking into account a = 3c and b = −d, we are left with 9 independent parameters which can
be fixed experimentally in a full angular fit.
The distribution functions are invariant under the following three independent symmetry
transformations of the spin amplitudes as one easily verifies, using the explicit formulae given
above: (1) a global phase transformation of the L-amplitudes
A
′
⊥L = e
iφLA⊥L, A
′
‖L = e
iφLA‖L, A
′
0L = e
iφLA0L; (11)
(2) a global transformation of the R-amplitudes
A
′
⊥R = e
iφRA⊥R, A
′
‖R = e
iφRA‖R, A
′
0R = e
iφRA0R; (12)
and (3) a continuous L↔ R rotation
A
′
⊥L = +cos θA⊥L + sin θA
∗
⊥R, A
′
⊥R = − sin θA∗⊥L + cos θA⊥R
A
′
0L = +cos θA0L − sin θA∗0R, A
′
0R = +sin θA
∗
0L + cos θA0R
A
′
‖L = +cos θA‖L − sin θA∗‖R, A
′
‖R = +sin θA
∗
‖L + cos θA‖R. (13)
References
[1] M. Artuso et al., arXiv:0801.1833 [hep-ph].
[2] T. Hurth, Rev. Mod. Phys. 75 (2003) 1159 [arXiv:hep-ph/0212304].
[3] T. Hurth, Int. J. Mod. Phys. A 22 (2007) 1781 [arXiv:hep-ph/0703226].
[4] U. Egede, T. Hurth, J. Matias, M. Ramon and W. Reece, arXiv:0807.2589 [hep-ph].
[5] A. Ishikawa et al. [Belle Collaboration], Phys. Rev. Lett. 91 (2003) 261601 [arXiv:hep-ex/0308044].
[6] B. Aubert et al. [BABAR Collaboration], Phys. Rev. Lett. 91 (2003) 221802 [arXiv:hep-ex/0308042].
[7] A. Ishikawa et al., Phys. Rev. Lett. 96 (2006) 251801 [arXiv:hep-ex/0603018].
[8] T. Hurth, G. Isidori, J. F. Kamenik and F. Mescia, arXiv:0807.5039 [hep-ph].
[9] B. Aubert et al. [BABAR Collaboration], Phys. Rev. D 73 (2006) 092001 [arXiv:hep-ex/0604007].
[10] B. Aubert et al. [BABAR Collaboration], arXiv:0804.4412 [hep-ex].
[11] J. Dickens, V. Gibson, C. Lazzeroni and M. Patel, CERN-LHCB-2007-038.
[12] J. Dickens, V. Gibson, C. Lazzeroni and M. Patel, CERN-LHCB-2007-039.
[13] U. Egede, CERN-LHCB-2007-057.
[14] T. Browder, M. Ciuchini, T. Gershon, M. Hazumi, T. Hurth, Y. Okada and A. Stocchi, JHEP 0802 (2008) 110
[arXiv:0710.3799 [hep-ph]].
[15] M. Bona et al., arXiv:0709.0451 [hep-ex].
[16] J. L. . Hewett et al., arXiv:hep-ph/0503261.
[17] A. G. Akeroyd et al. [SuperKEKB Physics Working Group], arXiv:hep-ex/0406071.
[18] M. Beneke, G. Buchalla, M. Neubert and C. T. Sachrajda, Phys. Rev. Lett. 83 (1999) 1914.
[19] C. W. Bauer, S. Fleming, D. Pirjol and I. W. Stewart, Phys. Rev. D 63 (2001) 114020 [arXiv:hep-ph/0011336].
[20] M. Beneke, A. P. Chapovsky, M. Diehl and T. Feldmann, Nucl. Phys. B 643 (2002) 431 [arXiv:hep-ph/0206152].
T. HURTH
320 ISMD08
[21] J. Charles, A. Le Yaouanc, L. Oliver, O. Pe`ne, and J.-C. Raynal, Phys. Rev. D 60, 014001 (1999); Phys. Lett.
B 451, 187 (1999). See also M. J. Dugan and B. Grinstein, ibid. 255, 583 (1991).
[22] M. Beneke and T. Feldmann, Nucl. Phys. B 592 (2001) 3 [hep-ph/0008255].
[23] F. Kru¨ger, Chapter 2.17 of Ref. [16].
[24] F. Kruger and J. Matias, Phys. Rev. D 71, 094009 (2005);
[25] E. Lunghi and J. Matias, JHEP 0704 (2007) 058 [arXiv:hep-ph/0612166].
[26] C. Bobeth, G. Hiller and G. Piranishvili, arXiv:0805.2525 [hep-ph].
[27] M. Beneke, T. Feldmann and D. Seidel, Nucl. Phys. B 612 (2001) 25 [arXiv:hep-ph/0106067]; Eur. Phys. J. C
41 (2005) 173 [arXiv:hep-ph/0412400].
[28] F. Kru¨ger, L. M. Sehgal, N. Sinha, and R. Sinha, Phys. Rev. D 61, 114028 (2000); 63, 019901(E) (2001).
[29] D. Melikhov, N. Nikitin, and S. Simula, Phys. Lett. B 442, 381 (1998).
[30] C. S. Kim, Y. G. Kim, C.-D. Lu¨, and T. Morozumi, Phys. Rev. D 62, 034013 (2000).
[31] A. Faessler, T. Gutsche, M. A. Ivanov, J. G. Ko¨rner, and V. E. Lyubovitskij, EPJdirect C4, 18 (2002).
[32] A. Ali and A. S. Safir, Eur. Phys. J. C 25, 583 (2002).
[33] U. Egede,T. Hurth,J. Matias,M. Ramon and W. Reece, in preparation.
[34] Talk by K.Flood (BaBar collaboration) at ICHEP2008, see http://ichep08.com/ .
[35] Talk by J.-T.Wei (Belle collaboration) at ICHEP2008, see http://ichep08.com/ .
NEW PHYSICS SEARCH IN THE LHCB ERA
ISMD08 321
Searches for Physics beyond the Standard Model
Arnd Meyer (meyera@physik.rwth-aachen.de)
III. Phys. Inst. A, RWTH Aachen University, 52074 Aachen, Germany
DOI: http://dx.doi.org/10.3204/DESY-PROC-2009-01/63
Abstract
Recent results on searches for new physics from Run II of the Tevatron
are reported. The D0 and CDF experiments have already collected
more than 4 fb−1 of integrated luminosity each, allowing for a large
number of new phenomena searches in many different final states. No
deviations from the standard model expectations are found, and the
presented limits on new physics are in many cases the world’s best.
A large number of solutions has been proposed for all of the deficits of the standard model
(SM) that we know about since many years – be it the non-unification of couplings at a high
scale, the quadratic divergences in the loop corrections to the Higgs boson mass, or the lack of a
decent dark matter candidate. The most popular models of new physics involve supersymmetry.
However, supersymmetry doesn’t explain the number of fermion generations, or their mass spec-
trum and charges. In this talk, a few selected recent results from the D0 and CDF experiments of
searches for manifestations of new physics are reported. Details for all Tevatron results can be
found at [1].
1 Lepton compositeness
Both CDF and D0 have searched for excited electrons and muons as signs of lepton composite-
ness. Recently, an analysis of excited electron production has been published [2]. D0 searched
for associated production of an electron and an excited electron, with the latter decaying to an
electron and a photon. The production is approximated as a contact interaction, while the decay
is assumed to proceed either exclusively through a gauge interaction, or a combination of gauge
and contact interactions, with the relative fraction of the two depending on the mass of the ex-
cited electron and the compositeness scale Λ. The D0 result, based on 1.0 fb−1 of data, is shown
in Fig. 1, excluding me∗ < 756 GeV for Λ = 1 TeV at 95% C.L.; depending on the value of Λ
and the assumed branching fractions, masses up to about 1 TeV are excluded.
2 Supersymmetry
In minimal supergravity, the two most interesting final states are firstly multiple jets and missing
ET , the generic signal of squark and gluino production, and secondly the trilepton signature, due
to chargino and neutralino production. In the D0 analysis [3], based on 2.1 fb−1, the observed
event numbers in three dedicated analyses (2, 3, 4 jets plus 6ET ) are converted into an exclusion
domain in the plane of the squark and gluino masses (Fig. 2 left). Squark masses below 379 GeV
and gluino masses below 308 GeV are excluded, while the lower limit for equal squark and
gluino masses is 390 GeV. Both in this result and in the CDF trilepton analysis [4], results are
also presented in the (m0,m1/2) plane, as shown in Fig. 2 (right) for the trilepton analysis.
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Fig. 2: (Left) Region in the plane of gluino and squark masses excluded by searches for supersymmetry in the jets
plus 6ET channel. (Right) Region in the (m0,m1/2) plane excluded by searches in the trilepton channel.
Alternative SUSY scenarios include models with gauge-mediated SUSY breaking, where
the gravitino is the lightest SUSY particle. The phenomenology depends on the next-to-lightest
SUSY particle (stau or neutralino), and its lifetime. If the neutralino promptly decays to a grav-
itino and photon, the characteristic signature is γγ + 6ET . The latest result in this channel from
D0 [5] is shown in Fig. 1 (right), excluding a lightest chargino with masses below 229 GeV.
3 Large extra dimensions
Models postulating the existence of extra spatial dimensions have been proposed to solve the
hierarchy problem posed by the large difference between the Planck scale Mpl ≃ 1016 TeV, at
which gravity is expected to become strong, and the scale of electroweak symmetry breaking,
≃ 1 TeV. In the large extra dimensions model of Arkani-Hamed, Dimopoulos and Dvali, it is
possible to produce gravitons which immediately disappear into bulk space, leading to an excess
of events with a high transverse energy photon or jet and large missing transverse energy. A
recent compilation by CDF [6] of their results in these two signatures is shown in Fig. 3 (left);
the combined limits on the fundamental Planck scale range between MD > 1400 GeV and
MD > 940 GeV at 95% C.L. for numbers of extra dimensions from 2 to 6.
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The virtual exchange of KK gravitons would modify the cross sections for SM processes
like the production of fermion or boson pairs. The sensitivity is expressed in terms of the scale
Ms, which is expected to be close to MD. In a recent analysis [7] based on an integrated lu-
minosity of 1.05 fb−1, D0 has investigated the high mass e+e− and γγ mass spectrum, and has
found no indications for large extra dimensions. Limits on Ms are set as shown in Fig. 3 (right),
for example Ms > 1.62 TeV for nd = 4 at 95% C.L.
4 Randall-Sundrum gravitons
In the model by Randall and Sundrum, gravity is located on a (3 + 1)-dimensional brane that
is separated from the SM brane in a fifth dimension with warped metric. The gravitons appear
as towers of KK excitations with masses and widths determined by model parameters. These
parameters can be expressed in terms of the mass of the first excited mode of the graviton, M1,
and the dimensionless coupling to the standard model fields, k
√
8pi/Mpl. If it is light enough, the
first excited graviton mode could be resonantly produced at the Tevatron. D0 has published [8]
new results in the search for Randall-Sundrum gravitons based on 1 fb−1of data. The invariant
mass spectrum in the e+e− and γγ final states has been used. General agreement between data
and the background expectation is observed. Using a sliding mass window technique, upper cross
section limits are derived, which are then translated into lower mass limits for the lowest excited
mode of RS gravitons (Fig. 4 left). For a coupling parameter k√8pi/Mpl = 0.1 (0.01), masses
M1 < 900 (300) GeV are excluded at 95% C.L.
The CDF dielectron spectrum [9] obtained in a data sample corresponding to 2.5 fb−1 is
shown in Fig. 4 (right). An excess of data over background with a significance of 2.5σ after
accounting for the ‘trials factor’ is found for an e+e− mass window at 240 GeV. In this analysis,
RS gravitons with a mass M1 < 848 GeV are excluded at 95% C.L. for k
√
8pi/Mpl = 0.1.
5 New heavy gauge bosons
A possible way of resolving the inherent problems of the standard model is by extending the
gauge sector of the theory. In the search for singly charged gauge bosons, D0 looked for a SM-
like W ′ decaying to an electron and a neutrino [10]. The limit, obtained from a study of the
A. MEYER
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transverse mass spectrum in 1 fb−1 of data, requires m(W ′) > 1.0 TeV at 95% C.L. (Fig. 5
left). As an example of a search for a Z ′ decaying into charged leptons, Fig. 5 (right) shows
the (inverse) invariant mass distribution CDF obtained in 2.3 fb−1 of dimuon data [11]. No
significant excess above the standard model expectation is observed. For a SM-like Z ′, masses
below 1.03 TeV are excluded at 95% C.L.
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distribution used for resonance searches.
6 Leptoquarks
Leptoquarks (LQ) are a natural consequence of the unification of quarks and leptons into a single
multiplet, and as such are expected to be gauge bosons as well. In some models they can be
relatively light and accessible at colliders. Experimentally, it is customary to consider one LQ
per generation. These are assumed to be very short-lived and decay to a quark and a lepton.
The branching fraction to a charged lepton and a quark is then denoted as β. At hadron colliders,
leptoquarks can be pair-produced through the strong interaction. Both experiments have searched
for leptoquarks of all three generations in different decay modes. A typical result is the recent
update [12] in the channel e+e−qq¯, sensitive for first generation LQ with large β. A lower limit
of 299 GeV at 95% C.L. on the mass of a scalar LQ with β = 1 is set (see Fig. 6 left).
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7 Global search
The CDF collaboration has recently updated a model independent search for deviations from the
SM with an integrated luminosity of 2 fb−1 [13]. Events are categorized in terms of their content
in high pT objects: electrons, muons, taus, photons, jets, b jets, and neutrinos (6ET ). After apply-
ing several correction factors, the 399 final states are compared in terms of their normalization
with the expectations from all SM processes. In a second step, a total of 19650 kinematic dis-
tributions are scrutinized. After accounting for the trial factors, remaining significant deviations
(see Fig. 6) are interpreted as being due to the inadequate modeling of soft QCD effects.
8 Summary
D0 and CDF have searched for a wide variety of new phenomena beyond the SM. No signs for
new physics have been found using an integrated luminosity of 1−3 fb−1. With more than 4 fb−1
recorded by each experiment, updates will remain interesting until the LHC delivers results.
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Abstract
The discovery potential of Standard Model Higgs searches at the LHC
at 14 TeV center-of-mass energy is reviewed. Decay channels such
as H → γγ, H → ZZ⋆ → 4ℓ, H → WW ⋆ and H → ττ are
considered. Results are based on the most recent full GEANT-based
simulations performed by the ATLAS and CMS experiments.
1 Introduction
The primary objective of the Large Hadron Collider (LHC) at CERN is to study the origin of
electroweak symmetry breaking. Within the Standard Model (SM), the Higgs mechanism [1] is
invoked to explain this breaking and the Higgs boson remains the only particle that has not been
discovered so far. The direct search at the e+e− collider LEP has led to a lower bound on its
mass of 114.4 GeV at 95% C.L. [2]. In addition, high precision electroweak data constrain the
mass of the Higgs boson via their sensitivity to loop corrections. The upper limit is m(H) ≤ 185
GeV at 95% C.L. provided the LEP result is also used in the determination of this limit [3]. At
last, combined preliminary results from the Tevatron experiments CDF and D0 based on 3 fb−1
accumulated data at 1.8 TeV lead to a 95% C.L. exclusion of a Higgs boson with m(H)=170
GeV [4]. Both ATLAS and CMS experiments at the LHC, scheduled for proton-proton collision
data taking in summer 2009, have been designed to search for the Higgs boson over a wide mass
range [5]. In these proceedings the sensitivity for each experiment to discover or exclude the SM
Higgs boson as well as recent developments that have enhanced this sensitivity are summarized.
2 SM Higgs production at the LHC
Theoretical predictions for NLO SM Higgs production cross-sections at 14 TeV energy as a
function of m(H) [6] are shown in Fig.1 (left). The dominant production mechanism, which
proceeds via a top-quark loop, is gluon-gluon fusion (gg → H). It gives rise to 20–40 pb SM
Higgs cross section in the mass range between 114 and 185 GeV. The vector-boson fusion (VBF)
process (qq → qqH) has a factor of eight smaller cross section. However, in this case, the Higgs
boson is accompanied by two energetic jets going mainly into the forward directions. Usually
they have large pseudorapidity gap in-between. In addition, there is no colour flow between
these tagging jets which allows for use of a central jet veto to reduce backgrounds. qq¯ → HW ,
qq¯ → HZ and gg, qq¯ → tt¯H processes have smaller cross sections.
3 SM Higgs discovery final states
The SM Higgs boson is predicted to have many decay channels with branching ratios which
strongly depend on its mass (Fig.1 (right)). The evaluation of the search sensitivity of the various
channels should take into account the cross-sections of the relevant backgrounds.
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Fig. 1: Left: Theoretical predictions for SM Higgs boson production cross sections at LHC energies. Right: Theoret-
ical predictions for SM Higgs boson decay branching ratios.
At low Higgs mass the dominant decay mode is through bb¯. However, due to the enormous
QCD backgrounds this channel is not good for the SM Higgs discovery. The γγ final state, which
appears when the Higgs decays via bottom, top and W -loops, has a small branching fraction.
However, excellent diphoton invariant-mass resolution and γ/jet separation can make this mode
one of the best discovery channels. H → ττ has a sizeable rate and should be visible with good
purity via the VBF Higgs production mode.
If the Higgs mass is larger, the H → WW ⋆ final states are powerful as well as the mode
H → ZZ⋆ → 4ℓ. In the last case, the resulting branching ratio is small but the signal is easy to
trigger on and allows for full reconstruction of the Higgs mass.
Both ATLAS and CMS Collaborations have performed extensive GEANT-based Monte
Carlo [7] studies with full simulation and reconstruction to determine the experimental viability
of many Higgs decay channels. Results of the recent studies [8] for the most attractive signatures,
namely H → γγ, H → ZZ⋆ → 4ℓ, H →WW ⋆ and VBF H → ττ are summarized below.1
3.1 H → γγ
Despite a only 0.2% branching ratio in the Higgs mass region 120–140 GeV, H → γγ remains
a promising channel as the signal signature is very clean. Irreducible backgrounds come from
continuum production of diphotons, qq¯, gg → γγ. Reducible backgrounds are mostly due to
γ-jet and jet-jet events, where one or more jets are misidentified as photons. Studies performed
by both the ATLAS and CMS experiments consider the signal and backgrounds at NLO level.
Thanks to a very good electromagnetic energy resolution, with a simple cut-based analysis for
an integrated luminosity of 30 fb−1 one can obtain a significance above 5σ in the CMS exper-
iment for the mass range 115–140 GeV (Fig.2 (top left)). Having a worse energy resolution,
ATLAS nevertheless can reach almost the same significance as the high-granularity electromag-
netic calorimeter with longitudinal samplings is capable of determining the primary vertex with
1Another summaries of SM Higgs searches were presented at this year conferences, see, e.g. Ref. [9].
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great precision. Both experiments have looked beyond a simple cut-based analysis and enhanced
the signal significance by 30–50% (Fig.2 (top left)).
3.2 H → ZZ⋆ → 4ℓ
The “golden” channels (4µ, 2e2µ and 4e final states of ZZ⋆ decays) are expected to be good
for discovery in a wide mass range (except m(H) ≤130 GeV and m(H) ≈ 2mW ). The dom-
inant background is the ZZ⋆-continuum with smaller contributions from Zbb¯ and tt¯ processes.
Through the use of impact parameter and lepton isolation requirements the latter two (which are
important only at low m(H)) can be significantly reduced. Simulations of the signal and the
qq¯ → ZZ⋆ backgrounds were made up to the NLO level. An additional 20–30% contribution
from the gg → ZZ⋆ process was also taken into account. A 5σ discovery in H → ZZ⋆ → 4ℓ
mode is possible in much of the allowed m(H) space with less than 30 fb−1 of integrated LHC
luminosity (Fig.2 (top right)).
3.3 H →WW ⋆
H → WW ⋆ is the main search channel in the Higgs mass range 2mW ≤ m(H) ≤ 2m(Z)
due to a very large H → WW branching ratio (Fig.1 (left)). This mode is also good at lower
masses (down to m(H) ≈ 130 GeV) and at high m(H). Two different final states are considered:
ℓνℓν and ℓνqq. Unlike the H → ZZ → 4ℓ and H → γγ channels, full mass reconstruction is
not possible therefore an accurate background estimate is critical. The dominant background for
this analysis is qq¯, gg → WW ⋆-production in the case of H + 0 jets signal. This background
can be suppressed by exploiting the spin correlation between the two final state leptons. For H
+ 2 jets, where the contribution from qq → qqH process is the most important, tt¯-production
is the main background which can be reduced by the forward jet tagging and central jet veto
requirements. NLO-level studies (with systematics included) have shown that less than 2 fb−1
integrated luminosity would be sufficient for a 5σ discovery of the SM Higgs with m(H) =160–
170 GeV. Let us note that using the VBF H → WW ⋆ → eνµν mode alone, ATLAS is able to
observe this particle with 10 fb−1 of integrated luminosity provided 150 GeV ≤ m(H) ≤ 180
GeV (Fig.2 (bottom left)).
3.4 VBF H → ττ
In gluon-fusion production mode the H → ττ channel is not promising due to large backgrounds.
However, one can consider the qq → qqH process which helps to reduce contributions coming
mainly from the Z/γ⋆ → ττ + jets and tt¯ processes. Data-driven methods for understanding
the dominant backgrounds have been investigated. Three final states of τ decays are considered:
lepton-lepton, lepton-hadron and also hadron-hadron. Despite the presence of neutrinos, mass
reconstruction can be done via the collinear approximation where τ decay daughters are assumed
to go in the same directions as their parents. The resolution on the reconstructed mass (∼ 10
GeV) is mainly affected by the missing transverse energy resolution. Simulations performed
by ATLAS and CMS have shown that the combination of the lepton-lepton and lepton-hadron
channels should allow for a 5σ measurement with 30 fb−1 LHC luminosity in the range 115
GeV ≤ m(H) ≤ 125 GeV (Fig.2 (bottom right)).
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4 Summary of SM Higgs discovery potential
Figure 3 (left) shows integrated luminosity needed for the 5σ discovery of the inclusive Higgs
boson production with the decay modes H → γγ, H → ZZ⋆ → 4ℓ and H → WW ⋆ → ℓνℓν
in the CMS experiment. In the most complicated region below m(H) =130 GeV, less than
10 fb−1 would be sufficient while in the range 155 GeV≤ m(H) ≤400 GeV only 3 fb−1 are
required. The signal significance as a function of the Higgs boson mass for 30 fb−1 of integrated
LHC luminosity for the different Higgs boson production and decay channels is shown in Fig.3
(right). Here H → ττ → ℓνjν and H → WW ⋆ → ℓνjj final states are also included. For
m(H) between 115 and 500 GeV 10σ discovery can be reached.
In summary, one can conclude that with integrated LHC luminosity of ∼5 fb−1 it is possible to
discover SM Higgs boson provided its mass is above the 114 GeV limit obtained by LEP [10]. It
is sufficient to accumulate 1 fb−1 for a 95% C.L. exclusion in the full allowed mass range.2
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Fig. 3: Left: Integrated luminosity needed for 5σ discovery of the inclusive Higgs boson production pp→ H + X
with the Higgs boson decay modes H → γγ, H → ZZ⋆ → 4ℓ and H → WW ⋆ → ℓνℓν in the CMS experiment.
Right: The signal significance as a function of the Higgs boson mass for 30 fb−1 of the integrated luminosity for the
different Higgs boson production and decay channels in the CMS experiment.
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Abstract
The prospects for central exclusive diffractive (CED) production of
MSSM Higgs bosons at the LHC are reviewed. These processes can
provide important information on the CP-even Higgs bosons, allow-
ing to probe interesting regions of the mA–tan β parameter plane. The
sensitivity of the searches in the forward proton mode for the Higgs
bosons in the so-called CDM-benchmark scenarios and the effects of
fourth-generation models on the CED Higgs production are briefly dis-
cussed.
1 Introduction
The physics potential of forward proton tagging at the LHC has attracted much attention in the
last years, see for instance [1–5]. The combined detection of both outgoing protons and the cen-
trally produced system gives access to a unique rich programme of studies of QCD, electroweak
and BSM physics. Importantly, these measurements will provide valuable information on the
Higgs sector of MSSM and other popular BSM scenarios, see [6–9].
As it is well known, many models of new physics require an extended Higgs sector. The
most popular extension of the SM is the MSSM, where the Higgs sector consists of five physical
states. At lowest order the MSSM Higgs sector is CP-conserving, containing two CP-even
bosons, h and H , a CP-odd boson, A, and the charged bosons H±. It can be specified in terms
of the gauge couplings, the ratio of the two vacuum expectation values, tan β ≡ v2/v1, and
the mass of the A boson, mA. The Higgs phenomenology in the MSSM is strongly affected by
higher-order corrections (see [10] for reviews). Proving that a detected new state is, indeed, a
Higgs boson and distinguishing the Higgs boson(s) of the SM or the MSSM from the states of
other theories will be far from trivial. In particular, it will be of utmost importance to determine
the spin and CP properties of a new state and to measure precisely its mass, width and couplings.
Forward proton detectors installed at 220 m and 420 m around ATLAS and / or CMS
(see [4, 5, 11]) will provide a rich complementary physics potential to the “conventional” LHC
Higgs production channels. The CED processes are of the form pp → p ⊕H ⊕ p, where the
⊕ signs denote large rapidity gaps on either side of the centrally produced state. If the outgoing
protons remain intact and scatter through small angles then, to a very good approximation, the
primary di-gluon system obeys a Jz = 0, CP-even selection rule [12]. Here Jz is the projection
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of the total angular momentum along the proton beam. This permits a clean determination of the
quantum numbers of the observed resonance which will be dominantly produced in a 0+ state.
Furthermore, because the process is exclusive, the proton energy losses are directly related to the
central mass, allowing a potentially excellent mass resolution, irrespective of the decay channel.
The CED processes allow in principle all the main Higgs decay modes, bb¯, WW and ττ , to be
observed in the same production channel. In particular, a unique possibility opens up to study the
Higgs Yukawa coupling to bottom quarks, which, as it is well known, may be difficult to access
in other search channels at the LHC. Within the MSSM, CED production is even more appealing
than in the SM. The coupling of the lightest MSSM Higgs boson to bb¯ and ττ can be strongly
enhanced for large values of tan β and relatively small mA. On the other hand, for larger values
of mA the branching ratio BR(H → bb¯) is much larger than for a SM Higgs of the same mass.
As a consequence, CED H → bb¯ production can be studied in the MSSM up to much higher
masses than in the SM case.
Here we briefly review the analysis of [7] where a detailed study of the CED MSSM Higgs
production was performed (see also Refs. [6, 8, 13] for other MSSM studies). This is updated by
taking into account recent theoretical developments in background evaluation [14] and using an
improved version [15] of the code FeynHiggs [16] employed for the cross section and decay
width calculations. These improvements are applied for the CED production of MSSM Higgs
bosons [7] in the benchmark scenarios of [17], the so-called CDM-benchmark scenarios, and in
a fourth-generation model.
2 Signal and background rates and experimental aspects
The Higgs signal and background cross sections can be approximated by the simple formulae
given in [6, 7]. For CED production of the MSSM h,H-bosons the cross section σexcl is
σexcl BRMSSM = 3 fb
(
136
16 +M
)3.3 (120
M
)3 Γ(h/H → gg)
0.25 MeV
BRMSSM, (1)
where the gluonic width Γ(h/H → gg) and the branching ratios for the various MSSM channels,
BRMSSM, are calculated with FeynHiggs2.6.2 [15]. The mass M (in GeV) denotes either
Mh or MH . The normalisation is fixed at M = 120 GeV, where σexcl = 3 fb for Γ(HSM →
gg) = 0.25 MeV. In Ref. [6, 7] the uncertainty in the prediction for the CED cross sections was
estimated to be below a factor of ∼ 2.5. According to [2,7,14,18], the overall background to the
0+ Higgs signal in the bb¯ mode can be approximated by
dσB
dM
≈ 0.5 fb/GeV
[
A
(
120
M
)6
+
1
2
C
(
120
M
)8]
(2)
with A = 0.92 and C = CNLO = 0.48 − 0.12 × (ln(M/120)). This expression holds for a
mass window ∆M = 4 − 5 GeV and summarises several types of backgrounds: the prolific
ggPP → gg subprocess can mimic bb¯ production due to the misidentification of the gluons as b
jets; an admixture of |Jz | = 2 production; the radiative ggPP → bb¯g background; due to the non-
zero b-quark mass there is also a contribution to the Jz = 0 cross section of order m2b/E2T . The
first term in the square brackets corresponds to the first three background sources [7], evaluated
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for Pg/b = 1.3%, where Pg/b is the probability to misidentify a gluon as a b-jet for a b-tagging
efficiency of 60% 1. The second term describes the background associated with bottom-mass
terms in the Born amplitude, where one-loop corrections [14] are accounted for in CNLO. The
NLO correction suppresses this contribution by a factor of about 2, or more for larger masses.
The main experimental challenge of running at high luminosity, 1034 cm−2 s−1, is the
effect of pile-up, which can generate fake signal events within the acceptances of the proton
detectors as a result of the coincidence of two or more separate interactions in the same bunch
crossing, see [4,7,8,11] for details. Fortunately, as established in [8], the pile-up can be brought
under control by using time-of-flight vertexing and cuts on the number of charged tracks. Also
in the analysis of [7] the event selections and cuts were imposed such as to maximally reduce
the pile-up background. Based on the anticipated improvements for a reduction of the overlap
backgrounds down to a tolerable level, in the numerical studies in [7, 11] and in the new results
below the pile-up effects were assumed to be overcome.
At nominal LHC optics, proton taggers positioned at a distance ±420 m from the interac-
tion points of ATLAS and CMS will allow a coverage of the proton fractional momentum loss
ξ in the range 0.002–0.02, with an acceptance of around 30% for a centrally produced system
with a mass around 120 GeV. A combination with the foreseen proton detectors at ±220 m [19]
would enlarge the ξ range up to 0.2. This would be especially beneficial because of the in-
creasing acceptance for higher masses [7]. The main selection criteria for h,H → bb¯ are either
two b-tagged jets or two jets with at least one b-hadron decaying into a muon. Details on the
corresponding selection cuts and triggers for WW and ττ channels can be found in [7, 11, 20].
Following [7] we consider four luminosity scenarios: “60 fb−1” and “600 fb−1” refer to running
at low and high instantaneous luminosity, respectively, using conservative assumptions for the
signal rates and the experimental sensitivities; possible improvements of both theory and exper-
iment could allow for the scenarios where the event rates are higher by a factor of 2, denoted as
“60 fb−1 eff×2” and “600 fb−1 eff×2”.
3 Prospective sensitivities for CED production of the CP-even Higgs bosons
Below we extend the analysis of the CED production of H → bb¯ and H → ττ carried out in [7]
and consider the benchmark scenarios of [17]. The improvements consist of the incorporation of
the one-loop corrections to the mass-suppressed background [14] and in employing an updated
version of FeynHiggs [15,16] for the cross section and decay width calculations. Furthermore
we now also display the limits in the mA–tan β planes obtained from Higgs-boson searches at
the Tevatron. For the latter we employed a preliminary version of the new code HiggsBounds,
see [21] (where also the list of CDF and D0 references for the incorporated exclusion limits can
be found).
The two plots in Fig. 1 exemplify our new results for the case of the Mmaxh scenario [17].
They display the contours of 3σ statistical significance for the h → bb¯ and H → bb¯ channels.
The left-hand plot shows that while the allowed region at high tan β and low mA can be probed
also with lower integrated luminosity, in the “600 fb−1 eff×2” scenario the coverage at the 3σ
level extends over nearly the whole mA–tan β plane, with the exception of a window around
1Further improvements in the experimental analysis could allow to reduce Pg/b.
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mA ≈ 130 − 140 GeV (which widens up for small values of tan β). The coverage includes the
case of a light SM-like Higgs, which corresponds to the region of large mA. It should be kept
in mind that besides giving an access to the bottom Yukawa coupling, which is a crucial input
for determining all other Higgs couplings [22], the forward proton mode would provide valuable
information on the Higgs CP quantum numbers and allow a precise Higgs mass measurement
and maybe even a direct determination of its width.
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Fig. 1: Contours of 3σ statistical significance for the h→ bb¯ channel (left) and for the H → bb¯ channel (right) in the
Mmaxh benchmark scenario with µ = +200 GeV. The results were calculated using Eqs. (1) and (2) for A = 0.92
and C = CNLO for effective luminosities of “60 fb−1”, “60 fb−1 eff×2”, “600 fb−1” and “600 fb−1 eff×2”. The
values of Mh andMH are shown by the contour lines. The medium dark shaded (blue) regions correspond to the LEP
exclusion bounds, while the Tevatron limits are shown by the dark shaded (purple) regions.
The properties of the heavier boson H differ very significantly from the ones of a SM
Higgs with the same mass in the region where MH >∼ 150 GeV. While for a SM Higgs the
BR(H → bb¯) is strongly suppressed, the decay into bottom quarks is the dominant mode for the
MSSM Higgs boson H . The 3σ significance contours in the mA–tan β plane are displayed in
the right-hand plot of Fig. 1. While the area covered in the “60 fb−1” scenario is to a large extent
already ruled out by Tevatron Higgs searches [21], in the “600 fb−1 eff×2” scenario the reach
for the heavier Higgs goes beyond MH ≈ 235 GeV in the large tan β region. At the 5σ level,
which is not shown here, the reach extends up to MH ≈ 200 GeV. Thus, CED production of
the H with the subsequent decay to bb¯ provides a unique opportunity for accessing its bottom
Yukawa coupling in a mass range where for a SM Higgs boson the bb¯ decay rate would be
negligibly small. In the “600 fb−1 eff×2” scenario the discovery of a heavy CP-even Higgs with
MH ≈ 140 GeV will be possible for all allowed values of tan β.
In [23] four new MSSM benchmark scenarios were discussed in which the abundance
of the lightest SUSY particle, the lightest neutralino, in the early universe is compatible within
the mA–tan β plane with the cold dark matter (CDM) constraints as measured by WMAP. The
parameters chosen for the benchmark planes are also in agreement with electroweak precision
and B-physics constraints, see [23] for further details. We studied the prospects of CED Higgs
production for the bb¯ and ττ channels within these so-called CDM benchmark scenarios. The
detailed results will be published elsewhere [24].
Here we show two plots in Fig. 2, exemplifying our new results
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planes (called P3). They display the 3σ statistical significances for the h → bb¯ and H → bb¯
processes calculated in the same way as in the analysis presented in Fig. 1. The results for the
h → bb¯ channel, shown in the left plot of Fig. 2, are very similar to the Mmaxh scenario. In the
highest luminosity scenario, “600 fb−1 eff×2” the h→ bb¯ channel covers nearly the whole mA–
tan β plane, leaving only a small funnel around mA ≈ 125 GeV uncovered. The reach for the
H → bb¯ channel, shown in the right plot of Fig. 2, is slightly better than in the Mmaxh scenario.
The area covered in the lowest luminosity scenario, “60 fb−1”, goes down to tan β = 25, so
that a larger fraction of the parameter space covered at this luminosity is unexcluded by the
present Tevatron Higgs searches. The reach at tan β = 50 in the “600 fb−1 eff×2” scenario goes
somewhat beyond MH = 240 GeV at the 3σ level.
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Fig. 2: Contours of 3σ statistical significances for the h → bb¯ channel (left) and for the H → bb¯ channel (right)
within the CDM benchmark scenario P3. The results are calculated using the same procedure as in Fig. 1.
Finally, we also studied the implications of a fourth generation of chiral matter on the CED
Higgs production. The interest in this simple kind of new physics has recently been renewed,
see for example [25]. Within the four-generation scenario the Higgs boson phenomenology,
including the search strategies, is strongly affected. In particular, the contribution of the fourth-
generation quarks gives rise to an enhancement of the gluonic partial width, Γ(H → gg), by
about a factor of 9 compared to the SM case. As a consequence, the branching ratios of a light
Higgs boson into other final states, such as BR(H → γγ), are significantly suppressed. The
CED production rate, on the other hand, benefits from the enhancement of the gluonic partial
width. The current Tevatron data together with LEP limits rule out a Higgs boson in a fourth
generation model below about 210 GeV, apart from a low mass window between 115–130 GeV.
The CED mechanism offers good prospects to cover this low-mass region with the rate of the
signal bb¯ events exceeding the SM rate by a factor of about 5–6. For higher Higgs masses above
210 GeV the rate of the H → WW and H → ZZ events is roughly enhanced by a factor
of 9 compared to the SM case. Recall that in this larger mass region the acceptances of the
forward proton detectors (if installed both at ±420 m and ±220 m from the interaction points)
and experimental selection efficiencies are substantially higher that in the low mass region [7,20].
In the mass range 200–250 GeV the channel H → ZZ is especially beneficial, since the only
physical background which arises in the semileptonic channel and is caused by the Z-strahlung
process pp → p + Zjj + p can be strongly reduced [18]. For illustration we give an estimate
of the expected number of signal events for the CED Higgs production in a four-generation case
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with an integrated luminosity of 60 fb−1. With the proton tagger acceptances and event selection
efficiencies given in [7, 20] we can expect about 25 H → bb¯ events at MH = 120 GeV and
about 45 WW events (when at least one W decays leptonically). In both cases the evaluated
signal-to-background ratio S/B is greater than 5.
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Abstract
We illustrate a particular “bottom-up” reconstruction of MSSM param-
eters at the LHC for both general and constrained MSSM, starting from
a limited set of particle mass measurements, using gluino/squark cas-
cade decays and the lightest Higgs boson mass. Our method gives
complementary information to more standard “top-down” reconstruc-
tion approaches and is not restricted to the LHC data properties.
1 Introduction
If new physics is seen at LHC a very first non trivial issue will be to distinguish supersymmetry
from other beyond standard model (BSM) scenarios, like extra dimensions, little Higgs models
etc. If evidence for low energy supersymmetry is found, the next crucial step would be to mea-
sure Minimal Supersymmetric Standard Model (MSSM) [1] basic parameters accurately enough
to extract precisely the underlying SUSY-breaking mechanism. This may not be easy if only a
limited part of the predicted MSSM sparticles will be discovered and some of their properties
measured with the prospected LHC accuracies. Most reasonable scenarios assume that the light-
est Higgs scalar h could be discovered, and some of the squarks and the gluino are copiously
produced (if not too heavy) at the LHC due to their strong interactions. In addition some of the
neutralinos, including the lightest supersymmetric sparticle (LSP), could be identified and have
their masses extracted indirectly from detailed study of squark and gluino cascade decays (see
e.g. [2]). Various analysis have been conducted [3, 4] to reconstruct the basic MSSM parameter
space from the above assumed experimental measurements. A largely illustrated strategy, in a so-
called “top-down” approach, is to start from a given supersymmetry-breaking model at very high
grand unification (GUT) scale, predicting for given input parameter values of the superpartner
spectrum at experimentally accessible energy scales, and next fitting this spectrum (with other
observables like cross-sections etc) to the data to extract constraints on the model parameters (see
e.g. [5] for recent elaborated fitting techniques). There is however a lively debate now on what
will be the most efficient approaches, either the above “top-down”, or some alternative bottom-
up reconstruction methods; or more “blind” analysis, etc. Among other things there has been
some concern raised about the “LHC inverse problem” i.e. the possible occurence of discrete
ambiguities (potentially many) in reconstructing basic MSSM parameters [6].
Our aim here is to illustrate a recent alternative bottom-up reconstruction strategy [7],
based on a rather “minimal” set of identified sparticles, within different scenarios (e.g. with
GUT scale universality assumptions or not). Our approach is based on inverse mapping relations
between measured masses and basic parameters. This has been investigated in the past [8, 9]
but mainly at tree-level approximation and in the context of the ILC. One of the novelty here is
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to incorporate radiative corrections into our framework at realistic level, and very similarly to
the way in which radiative corrections are included in more conventional top-down calculations.
This allows to keep most advantages of the bottom-up approach. Our analysis is far from being
fully realistic concerning the LHC data simulations, not using sophisticated Monte Carlo tools
that are ultimately necessary. But the accent is on considering as much as possible realistic and
minimal LHC sparticle identifications, using a limited set of sparticle mass measurements.
2 Experimental assumptions and strategy
At the LHC, one expects to determine quite accurately some sparticle masses (see Table 1 for the
SPS1a benchmark study) from “kinematical endpoints” analysis of (2-body) cascade decays:
g˜ → q˜Lq → χ02qfq → l˜Rlqfq → χ01lf lqfq (1)
We assume in our analysis that the lightest Higgs mass mh will be also measured with good
accuracy, mainly through its γγ decay mode.
scenarios measured mass expected LHC decay or process
(+th assumptions) accuracy (GeV)
(minimal): mg˜, 7.2 g˜ cascade decay
S1(MSSM), mN˜1 , 3.7 ” ”
S2(universality) mN˜2 . 3.6 ” ”
S4, mq˜L , 3.7 ” ”
S′4 (universality) ml˜R 6.0 ” ”
S3 = S1 +: mN˜4 5.1 q˜L → χ˜04 + .. cascade
S5, mb˜1 , 7.5 g˜ cascade decay
S′5 (universality) mb˜2 7.9 ” ”
S6 = S2 + S′4 + S′5 +: mh 0.25 (exp)–2 (th) h→ γγ (mainly)
Table 1: Different scenarios Si on the amount of sparticle mass measurements at the LHC from gluino cascade and
other decays with different theoretical assumptions (see ref. [7] for more details). Mass accuracies correspond to
SPS1a benchmark studies, combined from refs. [2, 3].
3 Analytic inverse mapping from masses to basic parameters
In the unconstrained MSSM there are three naturally separated sectors (at tree level):
- the gauginos/Higgsinos sector involving the basic MSSM parameters M1, M2, µ, and tan β;
- the squarks/slepton sector involving µ, tan β, and soft scalar terms m˜qL , m˜qR , m˜eL ,...;
- the Higgs sector involving µ, tan β, MHu , MHd , MA.
In each sector one can derive simple analytic inversions (at tree-level), i.e. linear or quadratic
equations [7] that express basic MSSM parameters as function of sparticle masses. Our precise
strategy evidently depends on the available input masses (as it is also the case in a top-down
approach). We proceed step by step in the three sectors rather than doing “all at once” fits.
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3.1 Incorporating radiative corrections
Radiative corrections (RC) to sparticle masses evidently spoil the above simple inverse mapping
picture, by introducing highly non-linear dependence on all parameters, so that “brute force”
inversion is untractable. However to very good approximation, RC keep a tree-level form, e.g. in
ino sector: µ→ µ+∆µ, M1 →M1+∆M1,.. (where ∆µ, ∆M1, ∆M2 depend on other sector:
squarks, sleptons, etc), such that it preserves analytic inversion. Moreover the leading RC for
g˜ involve q˜ of cascade (and reciprocally), thus depending on already known parameters. Once
some of the MSSM parameters are determined, one can eventually assume universality (SUGRA)
relations within loops as a reasonable approximation in many cases. In our analysis we solve the
analytical (tree-level) inversion equations for various input/output choices, after incorporating
leading RC relating pole to running masses in the above manner. We then vary mass input within
errors (with uniform “flat prior” or Gaussian distributions) to determine constraints on output
basic MSSM parameters within different asumptions on e.g. soft term universality at high scale.
3.2 Gaugino/Higgsino sector from Neutralino masses
Brute inversion of the neutralino mass matrix would be cumbersome and need all four neutralino
mass input. More interestingly, one can extract two relations [7,8] involving only the two relevant
neutralino mass input, to be used differently depending on input/output choice:
P 212+(µ
2+m2Z −M1M2+(M1+M2)S12−S212)P12+µm2ZM12 sin 2β−µ2M1M2 = 0 (2)
(M1 +M2 − Sij)P 212 + (µ2(M1 +M2) +m2ZM12 − µ sin 2β))P12
+µ(m2ZM12 sin 2β − µM1M2)S12 = 0 (3)
withM12 ≡ c2WM1+s2WM2, S12 ≡ m˜N1+m˜N2 , P12 ≡ m˜N1m˜N2 . In unconstrained MSSM this
determines M1,M2 for given µ, tan β mN˜1,mN˜2 input [7], up to a possible twofold ambiguity,
M1 < M2 or M1 > M2, due to the use of only mass input. If a third neutralino mass mN˜4 can
be measured, it gives a simple analytic determination of µ independently of tan β, again with
discrete ambiguities on the M1,M2, |µ| relative ordering in unconstrained MSSM. Resulting
bounds on M1,M2, |µ| for input accuracies of Table 1 are illustrated in Table 2. In addition
one can check specific SUSY-breaking models by comparing these bounds with the M1,M2
determination from M3, e.g. from mSUGRA GUT universality or different Mi relations in other
models. Alternatively for anyMi relations assumed, one can determine µ and tan β from the very
same Eqs. (2),(3): the corresponding constraints for universal Mi(QGUT ) are given in Table 2.
4 Squark, slepton parameter (first two generations)
From the expression of sfermion masses in unconstrained MSSM, e.g for u˜1, e˜2:
m2u˜1 = m
2
u˜L + (
1
2
− 2
3
s2W )m
2
Zcos 2β (4)
m2e˜2 = m
2
e˜R − s2Wm2Zcos 2β
we can take linear combinations to eliminate the tan β dependence, obtaining in this way con-
straints on the relevant soft scalar terms independently of tan β. Moreover the RG evolution in
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this sector only depends (at one-loop) on gaugino Mi and gauge couplings, so that to good ap-
proximation and without further assumptions than the available input from (1) we can determine
mq,l0 at GUT scale (upon assuming now squark-slepton universality):
86 GeV <∼mq,l0 <∼ 112 GeV (5)
5 Third generation squark and Higgs sectors with universality assumptions
We can determine the sbottom parameters mQ3L ,mbR with quite good accuracy both from sbot-
tom masses and/or from (5) if assuming scalar universality (see Table 2). For the Higgs parame-
ters reconstruction, in unconstrained MSSM the prospects at LHC are not optimistic if assuming
solely the input from Table 1. In contrast universality assumptions relate mq,l0 to scalar terms
mHd ,mHu , thus predicting mA value:
m¯2A(m0) = m
2
Hd
+m2Hu + 2µ
2 =
m¯2h(m
2
Z − m¯2h)
m2Z cos2 2β − m¯2h
+RC(mt,Xt, · · ·) (6)
where the second equality is a naive (tree-level) relation defining mA from mh: this is clearly un-
realistic since very important RC enter this relation, sketchily denoted here as RC(mt,Xt, · · ·).
Those RC involve essentially running-to-pole mh,mA mass corrections and as is well-known
depend strongly on the top mass and stop parameters (with Xt ≡ At − µ/ tan β), among other
MSSM parameters. The naive Eq. (6) nevertheless defines our strategy: For mh accuracy from
Table 1 and mA determined from squark/slepton with universality assumptions, Eq. (5), we can
put some constraints on e.g. RC(mt,Xt) and/or tan β. For the Higgs sector RC we use actu-
ally (elaborated) approximations of one- and two-loop expressions [10] which differ from the full
one-loop + leading two-loop results [11] by 1-2 GeV, i.e. of the order of theoretical uncertainties.
Finally, once the parameters are determined at low scale, we evolve them to GUT scale
with bottom-up renormalization group evolution (RGE)1, studying error propagation from low
to high energy, which can be important for some parameters notably in the scalar sector.
6 Conclusion
We presented a quite simple-minded bottom-up approach essentially based on analytic inverse
mapping from sparticle masses to basic MSSM parameters. It incorporates radiative corrections
at realistic level but is certainly not yet very elaborated as compared to the state-of-the art in
more standard top-down simulation tools. From assumptions in Table 1, not surprisingly the
constraints (summarized in Table 2) are quite good for the gaugino/Higgsino and squark/slepton
soft terms, even for unconstrained MSSM, while the determination of other parameters like tan β
notably is much less accurate. Those results compare reasonably well with more standard top-
down fitting results [5], but this bottom-up approach also provides complementary information
with a clear handle e.g on discrete reconstruction amibiguities, or other possible obstacles. This
could hopefully suggest new strategies, helping to distinguish from other BSM scenarios since
it exhibits theoretical constraints (e.g. correlations) specific to MSSM and not automatically
foreseen by “global” fit approaches.
1An appropriate bottom-up RGE option is publically available for the SuSpect [12] code versions ≥ 2.40.
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Table 2: Combined constraints on some MSSM basic parameters from bottom-up reconstruction. ⋆ indicates discrete
reconstruction amibiguities.
Assumptions Parameter Constraint (GeV) SPS1a
gen. MSSM, M1(QEWSB)⋆ ∼95–115 101.5
mg˜,mN˜1 ,mN˜2 . M2(QEWSB)
⋆ ∼175–220 191.6
M3(QEWSB) ∼580–595 586.6
µ(QEWSB) ∼280–750 357
+ mN4 µ(QEWSB)⋆ ∼350–372 357
q˜, l˜-universality mq,l0 (QGUT ) ∼90–112 100
Mi-universality Mi(QGUT ) ∼ 245–255 250
b˜1, b˜2 +universality tan β(QEWSB) ∼3–28 9.74
mQ3L(QEWSB) ∼490–506 497
mbR(QEWSB) ∼512–530 522
mSUGRA m0 ∼90-112 100
m1/2 ∼245–255 250
−A0 ∼ -100-350 100
tan β(mZ) ∼ 5.5–28 10
Whatever the approach, the parameter determination will be clearly improved if using
the most sophisticated analysis, both experimental and theoretical. This probably involves new
developments in calculating parameter-to-mass relations (as well as all possible signals) at higher
order accuracy, using new observables, but also exploiting all possible low energy constraints and
the crucial interplay with dark matter observables.
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Abstract
The prospects of measuring masses, spin and CP properties within Su-
persymmetry and other beyond the Standard Model extensions at the
LHC are reviewed. Emphasis is put on models with missing transverse
energy due to undetected particles, as in Supersymmetry or Universal
Extra Dimensions.
1 Introduction
It is widely expected that the Large Hadron Collider (LHC), which started very successfully on
the 10th September 2008 with single beam injection, will uncover physics beyond the present
Standard Model (SM) of particle physics. Supersymmetry (SUSY) is one of the most promis-
ing candidates for new physics. Among its virtues are the potential to overcome the hierarchy
problem, to provide a dark matter candidate and make a unification of gauge coupling constants
at a high energy scale possible. If the SUSY mass scale is in the sub-TeV range, already first
LHC data will likely be sufficient to claim a discovery of new physics although new physics do
not strictly mean SUSY as other new physics scenarios can have similar features and properties.
In order to distinguish different scenarios of new physics and to determine the full set of model
parameters within one scenario as many measurements of the new observed phenomena as pos-
sible are needed. This includes the precise measurement of masses, spins and CP properties of
the newly observed particles.
Both multi-purpose experiments at the LHC, ATLAS [1] and CMS [2], are designed for
these measurements. They will be able to pin down the exact model of new physics, e. g. to
distinguish SUSY from Universal Extra Dimensions (UED).
2 Supersymmetry
In the following we assume R-parity conservation. As a consequence sparticles can only be
produced in pairs and the lightest SUSY particle (LSP) is stable, which usually escapes detec-
tion in high-energy physics detectors. At LHC energies mostly pairs of squarks or gluinos are
produced in proton-proton collisions, which then subsequently decay via long cascades into the
LSP. Typical event topologies at the LHC are multi jet events with zero or more leptons and
missing transverse energy due to the two LSPs. In the case of ATLAS these events will be trig-
gered using a combined jet and missing ET trigger. The selection is mainly based on four jets
(pj1T > 100 GeV, p
j2,j3,j4
T > 50 GeV) and missing ET (E
mis
T > 100 GeV, 0.2meff ). The effec-
tive mass,meff , is the scalar sum of missingET and the transverse momentum of the four leading
jets. For further details see [3]. With this kind of selection minimal Supergravity (mSUGRA)
models up to m1/2 ∼ 0.7 TeV or m0 ∼ 3 TeV can be discovered with a luminosity of 1 fb−1.
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2.1 Mass Measurements
After the discovery of new physics beyond
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Fig. 1: Prime example of a SUSY decay chain for
SUSY mass reconstruction. The first lepton in the
decay chain is called the near lepton while the other
is called the far lepton.
the SM as many measurements of the production
process and particle properties are needed to pin-
down the exact model of new physics. For exam-
ple the masses of the new particles can be used to
distinguish between different SUSY models. Due
to the two escaping LSPs in every SUSY event, no
mass peaks can be reconstructed and masses must
be measured by other means. In mSUGRA models the main source of mass information is pro-
vided by χ˜02 decays, such as χ˜
0
2→ ˜`±`∓ → χ˜01`+`− (see Fig. 1). First we consider the invariant
mass spectrum of the two leptons m`` from the decay chain in Fig. 1. Due to the scalar nature
of the slepton, the invariant mass exhibits a triangular shape with a sharp drop-off at a maximal
value mmax`` . The position of this endpoint depends on the masses of the involved sparticles:
mmax`` = meχ02
√√√√1−(me`R
meχ02
)2√√√√1−(meχ01
me`
R
)2
. (1)
Combinatorial background from SM and other SUSY processes is subtracted using the flavor-
subtraction method. The endpoint is measured from the di-lepton (electron and muon) mass
distribution N(e−e+)/β + βN(µ−µ+) − N(e±µ∓), where N is the number of selected events
and β is the ratio of the electron and muon reconstruction efficiency (β ' 0.86) [3]. Figure 2
shows the mass distribution for different mSUGRA benchmark points1. The SU3 point is an
example of a simple two-body decay (Fig. 2(b)), SU4 illustrates a more complex three-body
decay (Fig. 2(c)) and SU1 two two-body decays (Fig. 2(a)). In all cases the m`` endpoint can be
measured without a bias although the needed luminosity is quite different. Further, the fit function
to extract the endpoint(s) needs to be adjusted to the underlying mass spectrum. The expected
sensitivity is summarized in Tab. 1 including the assumed luminosity. A similar analysis can
be performed if we replace electrons and muons by taus. Due to the additional neutrinos from
the tau decay, the visible di-tau mass distribution is not triangular any more (see Fig. 2(d)). This
complicates measuring the endpoint of the spectrum. A solution to this problem is to fit a suitable
function to the trailing edge of the visible di-tau mass spectrum and use the inflection point as an
endpoint sensitive observable, which can be related to the true endpoint using a simple MC based
calibration procedure. Figure 2(d) shows the charge subtracted visible di-tau mass distribution
N(τ−τ+) −N(τ±τ±) which is used to suppress background from fake taus and combinatorial
background. The expected sensitivity is listed in Tab. 1. Please note that the third error is due to
the SUSY-model dependent polarization of the two taus. On the other hand this influence of the
tau polarization on the di-tau mass distribution can be used to measure the tau polarization from
the mass distribution and distinguish different SUSY models from each other.
By including the jet produced in association with the χ˜02 in the q˜L decay (see Fig. 1), sev-
eral other endpoints of measurable mass combinations are possible: mmaxq`(low), m
max
q`(high), m
min
q`` ,
mmaxq`` . The label min/max denotes the upper/lower endpoint of the spectrum. In the case ofm
max
q`
the near and the far lepton can not be distinguished in most of the SUSY models and instead the
1Within ATLAS the mSUGRA benchmark points are called SUX. SU1: m0 = 70GeV,m1/2 = 350GeV, A0 =
0, tanβ = 10, µ > 0 SU3: m0 = 100GeV,m1/2 = 300GeV, A0 = −300, tanβ = 6, µ > 0 SU4: m0 =
200GeV,m1/2 = 160GeV, A0 = −400, tanβ = 10, µ > 0
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Fig. 2: Flavour subtracted di-lepton mass spectrum for different mSUGRA benchmark points: (a) SU1(` = e, µ), (b)
SU3(` = e, µ), (c) SU4(` = e, µ), (d) SU3(` = τ ).
minimum/maximum of the mass mq`± is used. As in the di-lepton case a suitable fit function for
each observable is needed. The expected sensitivity to the different mass combinations for the
SU3 model are summarized in Tab. 1.
These five mass combinations can be used to extract the underlying high mass model
parameters using fitting programs like Fittino [4] or SFitter [5].
2.2 Spin Measurements
Measuring the number of new particles and their masses will give us enough information to
extract model parameters for a certain extension of the SM. However, the mass information will
not always be enough to distinguish different scenarios of new physics. For example, UED with
Kaluza-Klein (KK) parity can be tuned in such a way that it reproduces the mass spectrum of
certain SUSY models. However, the spin of the new particles is different and can be used to
discriminate between these models.
The standard SUSY decay chain (see Fig. 1) can also be used to measure the spin of χ˜02 [6].
A charge asymmetry A is expected in the invariant masses mq`near(±) formed by the quark and
the near lepton. It is defined as A = (s+ − s−)/(s+ + s−), where s± = dσ/dmq`near(±) . In
most of the cases it is experimentally not possible to distinguish between near and far lepton and
hence only mq`± can be measured, diluting A. Further, the asymmetry from the corresponding
mq`∓ charge distribution is the same as the asymmetry formq`± , but with opposite sign. Usually
it is not possible to distinguish q jets from q jets at the LHC. On the other side more squarks
than anti-squarks will be produced. The expected asymmetry A for SU3 is shown in Fig. 3 for a
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observable benchmark point true mass [GeV] expected mass [GeV] luminosity [fb−1]
m`` SU1 56.1 55.8± 1.2± 0.2 18
m`` SU1 97.9 99.3± 1.3± 0.3 18
m`` SU3 100.2 99.7± 1.4± 0.3 1.0
mττ SU3 98 102± 17± 5.5± 7 1.0
m`` SU4 53.6 52.7± 2.4± 0.2 0.5
mmaxq`(low) SU3 325 333± 6± 6± 8 1.0
mmaxq`(high) SU3 418 445± 11± 11± 11 1.0
mminq`` SU3 249 265± 17± 15± 7 1.0
mmaxq`` SU3 501 501± 30± 10± 13 1.0
Table 1: Reconstructed endpoint positions. The first error of the expected value is the statistical error and the second
is due to systematic from the lepton energy scale and β. In case of mττ the third error is due to the uncertainty in the
tau polarization.
luminosity of 30 fb−1, where already 10 fb−1 are sufficient to exclude the zero spin hypothesis at
99% CL [7]. In the case of SU1 far and near leptons are distinguishable on kinematic grounds.
On the other hand, cross section times branching ratio of this decay chain is much lower than the
SU3 case, so that 100 fb−1 are needed to exclude the zero spin hypothesis at 99% CL.
The slepton spin can be measured in direct di-slepton production qq → Zγ → ˜``˜ →
χ˜0`χ˜0`. In UED the corresponding process is qq → Zγ → `1`1 → γ1`γ1`, where `1 and γ1 are
the KK-lepton and -photon, respectively. Both have spin 1/2, the same as their SM partners. In
both decay chains a SM lepton-pair is produced, all other particles escape undetected. Although
the involved new particle masses can be the same, the slepton spin (0) and KK-lepton spin (1/2)
are different. The angle θ∗, as defined between the incoming quark and the slepton/KK-lepton,
can be used to discriminate between both model. The pure phase space (PS) distribution would
be flat. In SUSY and UED models it is proportional to 1 + A cos2 θ∗, where A = −1 for SUSY
andA = (E2`1−m
2
`1
)/(E2`1 +m
2
`1
) for UED. However, θ∗ is not directly accessible. Experimen-
tally only θ∗ll ≡ cos
(
2 tan−1 exp
(
∆η`+`−/2
))
= tanh
(
∆η`+`−/2
)
, the angle between the two
leptons, can be measured. Note, that θ∗ll is invariant under boosts along the beam axis. Still, θ
∗
ll
has some correlation with θ∗. Events with two good leptons (pl1,l2T > 40, 30 GeV) and missing
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Fig. 13: Charge asymmetries for lepton-jet invariant masses after SFOS-OFOS sub-
traction. Left: using the near lepton from the chain involving l˜L in SU1 point.
Right: using both near and far leptons in SU3 point.
As already discussed, subtracting OFOS entries to the initial m(jl) SFOS distri-
butions has the advantage of statistically removing the contribution of the reducible
SFOS background. To prove that this procedure does not affect the observability
of a non-zero charge asymmetry, confidence levels are calculated also starting from
the m(jl) distributions in all the selected OFOS events, as illustrated in Fig. 14
for SU1 and SU3 points. The combined confidence level measured in both cases is
m(jl)  (GeV)
0 20 40 60 80 100 120 140 160 180 200 220
m
(jl
) c
ha
rg
e 
as
ym
m
et
ry
-0.8
-0.6
-0.4
-0.2
-0
0.2
0.4
0.6
0.8
asymmetry
Entries  25
Mean    66.71
RMS     65.34
 = 57.1 %     2χCL
 = 92.1 %     RTCL
 = 86.4 % 
combCL
m(jl)  (GeV)
0 50 100 150 200 250 300 350 400
m
(jl
) c
ha
rg
e 
as
ym
m
et
ry
-0.5
-0.4
-0.3
-0.2
-0.1
-0
0.1
0.2
0.3
0.4
0.5
asymmetry
Entries  38
Mean      254
RMS     134.2
 = 19.3 %     2χCL
 = 93.3 %     RTCL
 = 48.9 % combCL
Fig. 14: Charge asymmetries for m(jl) obtained in SUSY events with OFOS leptons
pairs. Left: using the near lepton from the chain involving l˜L in SU1 point. Right:
using both near and far leptons in SU3 point.
larger than 50%, giving quantitative evidence for the flatness of the plots.
Another test against background is given in Fig. 15, where in both SU1 and SU3
samples the charge asymmetries have been reported for SFOS background events
19
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Fig. 3: Expected charge asymmetry A for SU3 and 30 fb−1.
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ET > 100 GeV are selected. Further, events with b-jets and high pT jets (pT > 100 GeV) are re-
jected [8]. The expected θ∗ll distribution for a luminosity of 200 fb
−1 is shown in Fig. 4 including
the predictions for the SUSY, UED and PS cases. Clearly, the difference between all three cases
can be seen. For a five sigma significance 200 fb−1 are needed to distinguish between SUSY and
UED and 350 fb−1 to distinguish between SUSY and PS.
3 Other Beyond the Standard Model Physics
The previous section was devoted to the measurement of masses and spins in the case of missing
energy due to non detectable new particles within cascade decays. Without this complication the
measurement of masses and spins of new particles is straight forward. As an example we will
discuss the graviton case [9]. The graviton, which should be a spin 2 particle, can be produced
directly in proton-proton collisions at the LHC. The decay channel G → e−e+ can be cleanly
selected. The mass of the graviton resonance can be directly measured from the di-electron
invariant mass distribution. For a given luminosity of 100 fb−1 the graviton with mG up to
2080 GeV can be discovered. θ∗, the angle between the electron and the beam axis, can be used
to measure the spin of the observed resonance. The general form of the cos θ∗ distribution is
1 + A cos2 θ∗ + B cos4 θ∗. For graviton production via gluons or quarks the factors are A =
0, B = −1 and A = −3, B = 4, respectively. Further, the SM background is only flat (A =
0, B = 0) for electron-pair production via a scalar resonance. In the case of a vector resonance
A = α,B = 0, where α = 1 in the SM. For a given luminosity of 100 fb−1 the spin 2 nature of
the graviton can be determined at 90% CL up to graviton masses of 1720 GeV, which also means
that the spin 1 case is ruled out.
4 Summary
Provided new particles are in the sub-TeV regime, already first LHC data will allow to perform
a rough spectroscopy of these. In the case of no missing energy due to invisible particles at
the end of a decay chain, the experimental methods for mass and spin measurements are very
well established and can be applied at the LHC. In the case of missing energy the experimental
methods to measure mass and spin of the new particles are quite advanced and will be needed
to distinguish for example SUSY from UED. Clearly, some of the more difficult measurements
need high luminosity.
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Abstract
It is argued that, due to the existence of two vacua – perturbative and
physical – in QCD, how to realize crossover between hadronic and
partonic phases without contradiction with color confinement is a chal-
lenge. In order to solve this problem the assumption on molecule-like
aggregation of hadron is proposed. A bond-percolation model is con-
structed basing on this assumption. The mechanism of crossover is
then the appearance and growth up of hadron-clusters, resulting in a
grape-shape QGP – gQGP. The pair-correlation function of gQGP is
calculated, showing a short range correlation typical for liquid.
The theory of strong interaction – quantum chromodynamics QCD has a complicated
phase structure [1]. It has been shown that the first order phase transition line ends at the critical
point, above it is analytic crossover [2], cf. Fig. 1. But what really happens in crossover and in
first order phase transition is still open question.
Let us take some examples.
Example-1 First order phase transition in QCD. Consider a nucleon gas. At high temper-
ature and/or density some nucleons combine to a big bag, refereed to as QGP droplet. There is
thus a co-existence of QGP and hadron gas with a boundary in between, which is typical for a
first order phase transition, cf. Fig.2(a).
Example-2 Analytical crossover in QED. The atoms in an atomic gas can be ionized one
by one and eventually turned to E.M. plasma. In the intermediate stage there is a mixture of elec-
trons, positive-ions and neutral atoms without phase boundary and phase separation, cf. Fig.2(b).
Example-3 Analytical crossover in QCD. At zero temperature and high chemical potential
there could happen an crossover between Bose-Einstein condensation BEC, due to the formation
of di-quarks, and BCS superconducting, due to the existence of Cooper pairs. In the intermediate
stage there is a mixture of di-quarks and Cooper pairs, cf. Fig.2(c), both of them being colored
objects, mixed in perturbative vacuum, causing no problem.
However, if similar mechanism were applied to the crossover between hadron gas and QGP
there would be in the intermediate stage a mixture of colored quarks and color-singlet hadrons,
cf. Fig.2(d), which contradicts color confinement and is, therefore, unallowed.
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Fig. 1: (Color online) The phase diagram of QCD.
Fig. 2: (Color online) A comparison of the intermediate states in (a) first order phase transition between hadron gas
and QGP in QCD and (b) crossover between neutral atomic gas and E.M. plasma in QED; (c) crossover between BEC
and BCS superconductor in QCD; (d) a wrong mechanism for crossover between hadron gas and QGP in QCD.
How to solve this problem? Let us take still another example, i.e. the geometrical bond
percolation model [3]. In this model hadrons connected by bonds form clusters, cf. Fig.3(a).
When an infinite cluster, i.e. a cluster extending from one boundary to the other, cf. Fig.3(b), is
formed, we say that the system turns to a new phase. Thus the crossover from one phase to the
other is realized through the formation and growth up of clusters. No contradiction with color
confinement anymore. But we have still to turn this geometrical model to a dynamical one, i.e.
to provide the bond-formation with physical meaning.
In this respect we borrow the concept of delocalization from low energy nuclear physics [4]
and propose the assumption on molecule-like aggregation [5] or MAM in short, i.e. in addition
to the fusion of hadrons to QGP-droplet, cf. Fig.2(a), which is refereed to as gas-like aggrega-
tion, we assume that at high temperature the quarks in adjacent hadrons can tunnel through the
potential barrier between the hadrons, cf. Fig.4, and bond the hadrons to cluster. Since color can
flow through bonds, the hadrons in a cluster become colored objects, which will be referred to as
cells, and only the cluster as a whole is color-singlet.
The average size of cluster increases as the increase of temperature. The appearance of
infinite cluster marks the start of crossover, cf. Fig.3(b). The corresponding temperature is
denoted by Tc. When all the hadrons are combined to a unique cluster, crossover ends, cf.
Fig.3(c), and the corresponding temperature is T ′c.
In order to calculate the value of Tc and T ′c we need a dynamical model. An example is
given in Ref. [5]. In this model there is a temperature dependent parameter. Using this parameter
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Fig. 3: (Color online) A schematic plot for the bond-percolation model. (a) Hadrons connected by bonds form clusters.
(b) A cluster extending from one boundary to another is an infinite cluster. The appearance of infinite cluster is the
start of crossover. (c) All the hadrons combined to a unique cluster is recognized as the end of crossover.
Fig. 4: (Color online) A schematic plot for confinement (a) and delocalization (b).
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Fig. 5: (Color online) The evolution of g(D). The head of the first highest peak in all the figures besides the leftmost
one has been cut away.
the maximum length of bond S(T ) can be calculated. The quarks in two adjacent hadrons can
tunnel through the potential barrier between hadrons, cf. Fig.4, forming bond when and only
when the distance between these hadrons are nearer than S(T ). A bond-percolation model is
constructed basing on the maximum bond-length S(T ) [5] and the crossover between hadron gas
and QGP as well as the transition between sQGP and wQGP are successfully obtained.
In the molecule-like aggregation model MAM the QGP formed in crossover has a grape
shape, cf. Fig.3(c), which will be refereed to as grape-shape QGP, or gQGP in short. The gQGP
is a special form of strong-coupling QGP — sQGP. It is worthwhile noticing that the hot-dense
matter produced in RHIC experiment is more like a perfect fluid rather than an ideal gas as
previously expected. A question arises: does the gQGP posses liquid property?
To answer this question we make use of the pair distribution function defined as the prob-
ability of finding two atoms in the liquid at a distance r from each other [6],
g(r) =
dN(r)
2piρrdr
, (1)
where dN(r) is the number of atoms inside a ring with radius (r, r+ dr) apart from the selected
center atom, ρ is the number density of the bulk homogeneous liquid. Applying to gQGP the
distance between quarks in different cells should be measured along the bonds, which is refereed
to as chemical distance and is denoted by D. So we define
g(D) =
∑
r
dN(D, r) · w
2piρrdr
, (2)
where w is a factor to correct for the boundary effect [7].
The resulting g(D) at various temperatures are shown in Fig.5. The left 4 figures are
before crossover, while the right 4 ones are during crossover. It can be seen that there is a high
peak in all the figures, which is due to the intra-cell correlations among quarks. Long before
crossover there is no correlation peak beside the first high one. Going nearer to crossover some
shoulders appear, which develop to peaks, indicating short-range order typical for liquid at the
start of crossover. This shows that the gQGP formed in crossover really possess liquid property.
In the process of crossover, correlation peaks appears more and more and go farther and farther,
indicating the reduction of viscosity in the process.
In summary, it is argued that how to realize crossover between hadron gas and QGP with-
out contradiction with color confinement is a challenge. In order to solve this problem the as-
sumption on molecule-like aggregation of hadron is proposed. A bond-percolation model is
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constructed basing on this assumption. The mechanism of crossover is then the appearance and
growth up of hadron-clusters, resulting in a grape-shape QGP — gQGP. The pair-correlation
function of gQGP is calculated, showing a short range correlation typical for liquid.
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Abstract
We demonstrate that strong suppression of the relative production rate
(d + Au)/(p + p) observed at forward rapidities in inclusive high-pT
hadron production at RHIC is due to parton multiple rescatterings in
nuclear matter. The light-cone dipole approach-based calculations are
in a good agreement with BRAHMS and STAR Collaborations data at
large x1. We predict similar suppression pattern also for regions where
effects of parton saturation are not expected thus ruling out applicabil-
ity of the models based on Color Glass Condensate.
1 Introduction
High-pT hadron spectra at large forward rapidities are promising tool to study nuclear effects.
Strong nuclear suppression of the spectra observed by the BRAHMS [1,2] and STAR [3] Collab-
oration in deuteron-gold collisions at the Relativistic Heavy Ion Collider (RHIC) was tempting
to call in the parton saturation [4, 5] or the Color Glass Condensate (CGC) [6] motivated phe-
nomenology [7] as its most natural interpretation.
According to these models the parton coherence phenomena may reveal itself already at
RHIC energies showing up first in the wave function of heavy nuclei. Kinematically most fa-
vorable region to access these effects is the fragmentation region of the light projectile nucleus 1
colliding with the heavy one 2. At large x1 (i.e. at large Feynman xF ) one can simultaneously
reach the smallest values of the light-front momentum fraction variable in nuclei x2 = x1−xF .
However, observed nuclear effects occur not only at forward rapidities [1–3] but, quite
unexpectedly, also at midrapidities [8]. In this case they can not be explained in terms of CGC
because at large pT the data cover region of not too small x2 ∼> 0.01 where effects of coherence
are very unlikely.
It was shown in [9, 10] that a considerable nuclear suppression for any large x1 reaction
comes from the energy conservation applied to multiple rescatterings of the projectile partons.
It was also demonstrated [9] that such a large-x1 suppression is a leading twist effect, violating
QCD factorization, a basic ingredient of the CGC-based models.
Analysis of nuclear suppression based on multiple parton rescatterings leads also to ap-
proximate x1 (xF )-scaling [9, 10]: similar nuclear effects occur also at smaller energies where
the onset of coherence effects is expected to be much weaker.
† speaker
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In this article we present another consequence of x1-scaling and namely that the similar
nuclear effects can be important also at midrapidities provided that the corresponding pT -values
are high enough to keep the same value of x1 as that at forward rapidities.
2 High-pT hadron production: Sudakov suppression, production cross section
Let us recall that in the limit x1 → 1 gluon radiation in any pQCD-driven hard scattering is
forbidden by the energy conservation. For uncorrelated Poisson distribution of radiated gluons,
the Sudakov suppression factor, i.e. the probability to have a rapidity gap ∆y = − ln(1 − x1)
between leading parton and rest of the system acquires a very simple form: S(x1) = 1− x1 [9].
Suppression at x1 → 1 can thus be formulated as a survival probability of the large ra-
pidity gap (LRG) process in multiple interactions of projectile valence quarks with the nucleus.
Every additional inelastic interaction of the quarks contributes an extra suppression factor S(x1).
The probability of an n-fold inelastic collision is related to the Glauber model coefficients via
the Abramovsky-Gribov-Kancheli (AGK) cutting rules [11]. Correspondingly, the survival prob-
ability at impact parameter~b reads,
W hALRG(b) = exp[−σhNin TA(b)]
A∑
n=1
1
n!
[
σhNin TA(b)
]n
S(x1)n−1 , (1)
where TA(b) is the nuclear thickness function.
At large pT , the cross section of hadron production in d+A (p+p) collisions is given by a
convolution of the distribution function for the projectile valence quark with the quark scattering
cross section and the fragmentation function,
d2σ
d2pT dη
=
∑
q
1∫
zmin
dz fq/d(p)(x1, q
2
T )
d2σ[qA(p)]
d2qT dη
∣∣∣∣∣
~qT=~pT /z
Dh/q(z)
z2
, (2)
where x1 = qT√s e
η
. The quark distribution functions in the nucleon have the form adopted the
lowest order (LO) parametrization from [12]. Fragmentation functions have been taken from
[13]. Summed over multiple interactions, the quark distribution in the nucleus reads,
f
(A)
q/N (x1, q
2
T ) = C fq/N (x1, q
2
T )
∫
d2b
[
e−x1σeffTA(b) − e−σeffTA(b)
]
(1− x1)
∫
d2b
[
1− e−σeffTA(b)
] (3)
where effective cross section σeff = σeff (pT , s) =
〈σ2q¯q(rT )〉
〈σq¯q(rT )〉 has been evaluated in [9] and
normalization factor C in Eq. (3) is fixed by the Gottfried sum rule.
The cross section for quark scattering on the target dσ[qA(p)]/d2qTdη in Eq. (2) is cal-
culated in the light-cone dipole approach [14, 15]. We separate the contributions characterized
by different initial transverse momenta and sum over different mechanisms of high-pT hadron
production. Details can be found in [9].
At midrapidities in the RHIC kinematic range, at small and moderate pT , one should also
take into account production and fragmentation of gluons. Details of calculation can be found
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in [16]. Consequently, the cross section for hadron production, Eq. (2), should be supplemented
by the gluon term with corresponding distribution function, parton scattering cross section and
the fragmentation function. Including multiple parton interactions, the gluon distribution in the
nucleus is given by the same formula as for quarks (see Eq. (3)), except σeff , which should be
multiplied by the Casimir factor 9/4.
0
0.2
0.4
0.6
0.8
1
1.2
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
pT (GeV)
R
d+
A
u(p
T)
BRAHMS data
h-
STAR data
pi0
η = 3.2
η = 4.0
Rd = 0.3 fm
Rd = 0.2 fm
0
0.2
0.4
0.6
0.8
1
1.2
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
pT (GeV)
R
d+
A
u(p
T)
STAR data pi0  at η = 4.0
η = 3.0
η = 3.3
η = 3.8
η = 4.0
Fig. 1: Left panel: Ratio of negative hadron and neutral pion production rates in d + Au and p + p collisions as
function of pT at η = 3.2 and η = 4.0 vs. data from the BRAHMS [1] and STAR Collaborations [3], respectively.
Right panel: Model predictions for nuclear attenuation factor Rd+Au(pT ) as a function of pT for production of pi0
mesons at
√
s = 200GeV and at different values of η from 3.0 to 4.0.
3 Comparison with data
In 2004 the BRAHMS Collaboration [1] found a significant nuclear suppression in production of
negative hadrons at η = 3.2. Their measurements are plotted in the left panel of Fig. 1. Much
stronger onset of nuclear effects was observed later on by the STAR Collaboration [3] for π0
production at pseudorapidity η = 4.0 (left panel of Fig. 1). A huge difference in nuclear effects
for different η is due to the energy conservation and reflects much smaller survival probability of
the LRG in multiple parton interactions at larger x1 [9, 10].
To demonstrate different onsets of nuclear effects as a function of pseudorapidity we
present in the right panel of Fig. 1 predictions for nuclear suppression factor at different fixed val-
ues of η. Changing the value of η from 3.0 to 4.0, one can see a huge rise of nuclear suppression
by a factor of 2 [10].
Fig. 2 clearly demonstrates x1 (xF )-scaling of nuclear suppression, i.e. approximately the
same nuclear effects at different energies,
√
s = 200, 130 and 62.4GeV accessible at RHIC, and
pseudorapidities corresponding to the same values of x1.
Let us note that observed x1-scaling enables to predict similar nuclear effects also at midra-
pidities. However, in this case hadron transverse momenta should be high enough so that x1 are
as large as those at forward rapidities. This expectations seems to be confirmed by the recent
PHENIX Collaboration d+Au data at midrapidities [8] (see the left panel of Fig. 3).
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If the effects of multiple parton rescatterings are not taken into account the pT -dependence
of the ratio Rd+Au(pT ) is given by the thin dashed line shown in the left panel of Fig. 3. The
model predictions with inclusion of multiple parton rescatterings are presented by the thin solid
line. Obviously at moderate 3 ∼< pT ∼< 7GeV our calculations underestimate the data. Never-
theless, quite a strong onset of nuclear suppression at large pT is not in a disagreement with the
corresponding experimental data points. At pT = 25GeV we expect Rd+Au(pT ) ∼ 0.9.
Let us note that midrapidity calculations in
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Fig. 2: Predictions for an approximate exp(η)/
√
s-
scaling of the ratio Rd+Au(pT ) for pi0 production
rates in d+ Au and p+ p collisions.
the RHIC energy range are most complicated since
this is the transition region between the regimes
with (small pT ) and without (large pT ) onset of
the coherence effects. One can deal with this situ-
ation relying on the light-cone Green function for-
malism [17–19]. However, in this case the inte-
grations involved become too complicated. There-
fore, we present in the same Fig. 3 also corrections
for finite coherence length by the linear interpola-
tion performed by means of the so-called nuclear
longitudinal form factor following the procedure
from [16]. Such a situation is described by the
thick solid and dashed lines reflecting the cases
with and without inclusion of the multiple parton
rescatterings, respectively. It brings the model pre-
dictions to a better agreement with data at moder-
ate pT .
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Fig. 3: (Left) Ratio Rd+Au(pT ) as a function of pT for production of pi0 mesons at √s = 200GeV and η = 0 vs.
data from the PHENIX Collaboration [8]. Thin solid and dashed lines represent the predictions calculated in the limit
of long coherence length. Thick solid and dashed lines include corrections for the finite coherence length. (Right)
The same as Fig. in the left panel but for the ratio Rp+Au(pT ).
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In order to minimize the isospin effects it is more convenient to study the nuclear effects
in p+Au collisions. Therefore, we present in the right panel of Fig. 3 also model predictions for
Rp+Au as a function of pT . At pT = 25GeV we predict Rp+Au ∼ 0.93.
4 Summary and conclusions
In this article we have analyzed implications of the x1 (xF )-scaling of nuclear suppression for
production of high-pT hadrons in p(d) + Au collisions at RHIC. Using this scaling we predict
considerable nuclear suppression at large x1 at several very different kinematic regions: i) at
large forward rapidities, ii) at smaller rapidities and smaller energies, iii) at midrapidity but at
very large pT .
Using a simple formula Eq. (3) based on Glauber multiple interaction theory and the AGK
cutting rules, we have calculated hadron production at midrapidity and found an unexpectedly
strong nuclear suppression at large pT . This observation is not in a contradiction with the recent
PHENIX Collaboration measurements [8].
To avoid the isospin effects, we have also studied large-pT π0 production in p + Au col-
lisions. With the same input parameters, we predict quite a strong nuclear suppression factor,
Rp+Au = 0.93 at pT = 25GeV.
As a final remark let us note that in the RHIC kinematic region, investigation of hadron
production in p(d) + Au collisions at midrapidities is very important because at large pT the
data cover rather large x2 ∼ 0.05 − 0.1 where no effects of coherence are possible. It allows to
exclude the models based on CGC from interpretation of observed nuclear suppression.
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Abstract
The conical structure around the away-side jets is discussed. The equa-
tions of in-medium gluodynamics are proposed. Their classical low-
est order solution is explicitly shown for a color charge moving with
constant speed. For nuclear permittivity larger than 1 it describes the
shock wave induced by emission of Cherenkov gluons. The values of
real and imaginary parts of nuclear permittivity are estimated from fits
of RHIC data. Specific effects at LHC energies are described.
The conical structure around away-side jets has been observed in high-energy central
nucleus-nucleus collisions at RHIC [1–3]. It can be explained as the emission of Cherenkov
gluons by a parton passing through a quark-gluon medium. The properties and evolution of the
medium are widely debated. At the simplest level it is assumed to consist of a set of current
quarks and gluons. The collective excitation modes of the medium may, however, play a crucial
role. Phenomenologically their impact would be described by the nuclear permittivity of the mat-
ter corresponding to its response to passing partons. Namely this approach is most successful for
electrodynamical processes in matter. Therefore, it is reasonable to modify the QCD equations
by taking into account collective properties of the quark-gluon medium [4]. Strangely enough,
this was not done earlier. For the sake of simplicity we consider here the gluodynamics only.
The classical lowest order solution of these equations coincides with Abelian electrody-
namical results up to a trivial color factor. One of the most spectacular of them is Cherenkov
radiation and its properties. Now, Cherenkov gluons take the place of Cherenkov photons [5, 6].
Their emission in high-energy hadronic collisions is described by the same formulae but with
the nuclear permittivity in place of the usual one. Actually, one considers them as quasiparticles,
i.e. quanta of the medium excitations leading to shock waves with properties determined by the
permittivity.
Another problem of this approach is related to the notion of the rest system of the medium.
It results in some specific features of this effect at LHC energies.
To begin, let us recall the classical in-vacuum Yang-Mills equations
DµF
µν = Jν , Fµν = ∂µAν − ∂νAµ − ig[Aµ, Aν ], (1)
where Aµ = AµaTa; Aa(A0a ≡ Φa,Aa) are the gauge field (scalar and vector) potentials, the
color matrices Ta satisfy the relation [Ta, Tb] = ifabcTc, Dµ = ∂µ − ig[Aµ, ·], Jν(ρ, j) a
classical source current, the metric gµν=diag(+,–,–,–).
The chromoelectric and chromomagnetic fields are Eµ = Fµ0, Bµ = −12ǫµijF ij or, as
functions of the gauge potentials in vector notation,
Ea = −gradΦa − ∂Aa
∂t
+ gfabcAbΦc, Ba = curlAa − 12gfabc[AbAc]. (2)
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Herefrom, one easily rewrites the in-vacuum equations of motion (1) in vector form. We
do not show them explicitly here (see [4]) and write down the equations of the in-medium glu-
odynamics using the same method as in electrodynamics. We introduce the nuclear permittivity
and denote it also by ǫ, since this will not lead to any confusion. After that, one should replace
Ea by ǫEa and get
ǫ(divEa − gfabcAbEc) = ρa, curlBa − ǫ∂Ea
∂t
− gfabc(ǫΦbEc + [AbBc]) = ja. (3)
The space-time dispersion of ǫ is neglected here.
In terms of potentials these equations are cast in the form
△Aa − ǫ∂
2Aa
∂t2
= −ja − gfabc(12curl[Ab,Ac] +
∂
∂t
(AbΦc) + [AbcurlAc]−
ǫΦb
∂Ac
∂t
− ǫΦbgradΦc − 12gfcmn[Ab[AmAn]] + gǫfcmnΦbAmΦn), (4)
△Φa − ǫ∂
2Φa
∂t2
= −ρa
ǫ
+ gfabc(2AbgradΦc +Ab
∂Ac
∂t
+ ǫ
∂Φb
∂t
Φc) +
g2famnfnlbAmAlΦb. (5)
If the terms with coupling constant g are omitted, one gets the set of Abelian equations, that
differ from electrodynamical equations by the color index a only. The external current is due to
a parton moving fast relative to partons ”at rest”.
The crucial distinction between the in-vacuum and in-medium equations is that there is no
radiation (the field strength is zero in the forward light-cone and no gluons are produced) in the
lowest order solution in vacuum, and it is admitted in medium, because ǫ takes into account the
collective response (color polarization) of the nuclear matter.
Cherenkov effects are especially suited for treating them by classical approach to (4),
(5). Their unique feature is independence of the coherence of subsequent emissions on the time
interval between these processes. The lack of balance of the phase ∆φ between emissions with
frequency ω = k/
√
ǫ separated by the time interval ∆t (or the length ∆z = v∆t) is given by
∆φ = ω∆t− k∆z cos θ = k∆z( 1
v
√
ǫ
− cos θ) (6)
up to terms that vanish for large distances. For Cherenkov effects the angle θ is
cos θ =
1
v
√
ǫ
. (7)
The coherence condition ∆φ = 0 is strictly valid independent of ∆z. This is a crucial prop-
erty specific for Cherenkov radiation only. The fields (Φa,Aa) and the classical current for
in-medium gluodynamics can be represented by the product of the electrodynamical expressions
(Φ,A) and the color matrix Ta.
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Let us recall the Abelian solution [7] for the current with velocity v along z-axis:
j(r, t) = vρ(r, t) = 4πgvδ(r − vt). (8)
In the lowest order the solutions for the scalar and vector potentials are related A(1)(r, t) =
ǫvΦ(1)(r, t) and
Φ(1)(r, t) =
2g
ǫ
θ(vt− z − r⊥
√
ǫv2 − 1)√
(vt− z)2 − r2⊥(ǫv2 − 1)
. (9)
Here r⊥ =
√
x2 + y2 is the cylindrical coordinate; z symmetry axis. The cone
z = vt− r⊥
√
ǫv2 − 1 (10)
determines the position of the shock wave due to the θ-function in (9). The field is localized
within this cone and decreases with time as 1/t at any fixed point. The gluons emission is
perpendicular to the cone (10) at the Cherenkov angle (7).
Due to the antisymmetry of fabc, the higher order terms (g3,...) are equal to zero for any
solution multiplicative in space-time and color as seen from (4), (5).
The expression for the intensity of the radiation is given by the Tamm-Frank formula (up
to Casimir operators) that leads to infinity for constant ǫ. The ω-dependence of ǫ (dispersion), its
imaginary part (absorption) ǫ2 and chromomagnetic permeability can be taken into account [4].
Recently, the experimental data of STAR and PHENIX [1, 2] were fitted [8] with account
of the imaginary part of ǫ and emission of pions and ρ-mesons within the Cherenkov cone. The
results are presented in Table 1 (for more details see [8]).
Table 1
Experiment θmax ε1 ε2
STAR 1.04 rad 3.95 0.8
PHENIX 1.27 rad 9.5 1.8
The real parts ǫ1 are quite large while the imaginary parts are small so that (ǫ2/ǫ1)2 ≈
0.04 ≪ 1. Different values of ǫ1 for STAR and PHENIX are related to different positions of
hump maxima in these experiments.
The theoretical attempts to estimate the nuclear permittivity from first principles are not
very convincing [6,9–12]. Therefore, I prefer to use the general formulae of the scattering theory
for the nuclear permittivity. It is related to the refractive index n of the medium ǫ = n2 and
the latter one is expressed [13] through the real part of the forward scattering amplitude of the
refracted quanta ReF (0o, E) by
Ren(E) = 1 +∆nR = 1 +
6m3piν
E2
ReF (E) = 1 +
3m3piν
4πE
σ(E)ρ(E). (11)
Here E denotes the energy, ν the number of scatterers within a single nucleon, mpi the pion mass,
σ(E) the cross section and ρ(E) the ratio of real to imaginary parts of the forward scattering
amplitude F (E).
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Thus the emission of Cherenkov gluons is possible only for processes with positive ReF (E)
or ρ(E). Unfortunately, we are unable to calculate directly in QCD these characteristics of glu-
ons and have to rely on analogies and on our knowledge of the properties of hadrons. The only
experimental facts we get for this medium are brought about by particles registered at the final
stage. They have some features in common, which (one may hope!) are also relevant for gluons
as the carriers of the strong forces. Those, first, are the resonant behavior of amplitudes at rather
low energies and, second, the positive real part of the forward scattering amplitudes at very high
energies for hadron-hadron and photon-hadron processes as measured from the interference of
the Coulomb and hadronic parts of the amplitudes. ReF (0o, E) is always positive (i.e., n > 1)
within the low-mass wings of the Breit-Wigner resonances. This shows that the necessary con-
dition for Cherenkov effects n > 1 is satisfied at least within these two energy intervals. This
fact was used to describe experimental observations at SPS, RHIC and cosmic ray energies. The
asymmetry of the ρ-meson shape at SPS [14] and azimuthal correlations of in-medium jets at
RHIC [1,2] were explained by emission of comparatively low-energy Cherenkov gluons [15,16].
The parton density and intensity of the radiation were estimated. In its turn, cosmic ray data [17]
at energies corresponding to LHC require very high-energy gluons to be emitted by the ultrarel-
ativistic partons moving along the collision axis [5]. The specific predictions at LHC stemming
from this observation were discussed elsewhere [18]. Let us note the important difference from
electrodynamics, where n < 1 at high frequencies. The energy of the forward moving partons at
LHC would exceed the thresholds above which n > 1. Then both types of experiments can be
done, i.e. the 90o-trigger and non-trigger forward-backward partons experiments. The predicted
results for 90o-trigger geometry are similar to those at RHIC. The non-trigger Cherenkov gluons
should be emitted within the rings at polar angles of tens degrees in c.m.s. at LHC by the forward
moving partons (and symmetrically by the backward ones) according to some events observed in
cosmic rays [16, 17]. This is the new prediction for LHC.
To conclude, the in-medium gluodynamics leads quite naturally to the prediction of Cherenkov
gluons emitted within the nuclear medium if ǫ > 1. The experimental data about the nimbus of
away-side jets obtained at RHIC have been well fitted by these formulae with complex nuclear
permittivity. Quite large values of its real part are estimated from fits to experimental data. There-
from one concludes that the density of scatterers ν is rather high (about 10-20 per a hadron). The
imaginary part is comparatively small. The specific predictions at LHC energies are waiting for
their verification.
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Abstract
We suggest to use net-proton rapidity distributions in central relativis-
tic heavy-ion collisions at SPS, RHIC and LHC energies in order to
probe saturation physics. Within the color glass condensate framework
based on small-coupling QCD, net-baryon rapidity distributions are
shown to exhibit geometric scaling. Excellent agreement with RHIC
data in Au + Au collisions at √sNN = 200 GeV is found. Predictions
for net-proton rapidity spectra in central Pb + Pb collisions at LHC
energies of √sNN = 5.5 TeV are made.
Baryon stopping in relativistic heavy-ion collisions as a probe of QCD-matter at high
parton density is of great current interest [1–4]. Theoretical QCD-based approaches usually
focus on charged-hadron production. In the central rapidity region a reasonable understanding
has been achieved in the color glass condensate (CGC) framework [5–8] through inclusive gluon
production [9,10]. In this theory, due to the self-interaction of gluons, the number of gluons in the
nuclear wave function increases with increasing energy and decreasing longitudinal momentum
fraction x carried by the parton.
Unitarity requires that the gluon density saturates below a characteristic momentum scale,
the so-called saturation scale Qs. In this regime gluons form a coherent state. Presently the
evidence for the existence of this state of matter is, however, not yet clear. Due to the dependence
of the saturation scale on rapidity and mass number, it has been proposed that saturation effects
should be studied with heavy nuclei and large rapidities at RHIC energies and beyond.
We have suggested in [11] to use the rapidity distribution of net protons (p− p¯) in central
heavy-ion collisions as a testing ground for saturation physics, cf. Fig. 1. In A+A collisions, two
distinct and symmetric peaks with respect to rapidity y occur at SPS energies [12] and beyond.
The rapidity separation between the peaks increases with energy, and decreases with increasing
mass number A reflecting larger baryon stopping for heavier nuclei, as has been investigated
phenomenologically in the relativistic diffusion model [13].
The net-baryon number is essentially transported by valence quarks. During the collision
the fast valence quarks in one nucleus scatter in the other nucleus by exchanging soft gluons,
leading to their redistribution in rapidity space. Here we do not address the issue of the baryon
transport mechanism in the fragmentation process [14] that is relevant for identified baryons.
We take advantage of the fact that the valence quark parton distribution is well known
at large x, which corresponds to the forward and backward rapidity region, to access the gluon
distribution at small x in the target nucleus. Therefore, this picture provides a clean probe of
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the unintegrated gluon distribution ϕ(x, pT ) at small x in the saturation regime. Here pT is the
transverse momentum transfer.
We have two symmetric contributions, coming from the two beams. The contribution of
the fragmentation of the valence quarks in the forward moving nucleus is given by the simple
formula [15] for the rapidity distribution of hadrons:
dN
dy
=
C
(2pi)2
∫
d2pT
p2T
x1qv(x1, Qf ) ϕ (x2, pT ) , (1)
where x1 = pT/
√
s exp(y), x2 = pT /
√
s exp(−y) are the longitudinal momentum fractions
carried, respectively, by the valence quark in the projectile and the soft gluon in the target. The
factorization scale is set equal to the transverse momentum, Qf ≡ pT . The contribution of
valence quarks in the other beam nucleus is added incoherently by changing y → −y. The gluon
distribution is related to the forward dipole scattering amplitude N (x, rT ), for a quark dipole of
transverse size rT , through the Fourier transform
ϕ(x, pT ) = 2pip2T
∫
rTdrTN (x, rT )J0(rT pT ). (2)
In the fragmentation region of the projectile the valence quark parton distribution function (PDF)
is dominated by large values of x1. We integrate out the fragmentation function such that the
hadron rapidity distribution is proportional to the parton distribution. The overall constant C
depends on the nature of the produced hadron.
One important prediction of the color glass condensate theory is geometric scaling: the
gluon distribution depends on x and pT only through the scaling variable p2T /Q2s(x), where
Q2s(x) = A
1/3Q20 x
−λ
, A is the mass number and Q0 sets the dimension. This has been con-
firmed experimentally at HERA [16]. The fit value λ = 0.2 − 0.3 agrees with theoretical es-
timates based on next-to-leading order Balitskii-Fadin-Kuraev-Lipatov (BFKL) results [17, 18].
To show that the net-baryon distribution reflects the geometric scaling of the gluon distribution,
we perform the following change of variables:
x ≡ x1, x2 ≡ x e−2y, p2T ≡ x2s e−2y. (3)
Thus, we rewrite Eq. (1) as
dN
dy
(τ) =
C
2pi
∫ 1
0
dx
x
xqv(x) ϕ(x2+λeτ ), (4)
where τ = ln(s/Q20) − lnA1/3 − 2(1 + λ) y is the corresponding scaling variable. Hence, the
net-baryon multiplicity in the peak region is only a function of a single scaling variable τ , which
relates the energy dependence to the rapidity and mass number dependence. In the fragmentation
region, the valence quark distribution is only very weakly dependent on Qf . From the equation
for the isolines, τ = const, one gets the evolution of the position of the fragmentation peak in
the forward region with respect to the variables of the problem, ypeak = 1/(1 + λ)[(ybeam −
lnA1/6]+ const, where ybeam = 1/2 · ln[(E+pL)/(E−pL)] ≃ ln
√
s/m0 is the beam rapidity
at beam energy E and longitudinal momentum pL with the nucleon mass m0.
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Fig. 1: Rapidity distribution of net protons in central (0 – 5%) Pb + Pb collisions at SPS energies of √sNN = 17.3
GeV (top frame). The theoretical results are compared with NA49 data [12]. Solid curves are for Q20 = 0.034 GeV2
and λ = 0.288, dashed curves are for Q20 = 0.068 GeV2, producing more stopping. At RHIC energies of
√
sNN =
62.4 GeV (middle frame) and 200 GeV (bottom frame) for central (0 - 5%) Au + Au, our corresponding theoretical
results are shown, and compared with BRAHMS data at 200 GeV [1] (circles, 0 – 5%). Triangles are preliminary
BRAHMS data points for 0 – 10% [19]. Arrows indicate the beam rapidities. From Y. Mehtar-Tani and G. Wolschin,
arXiv:0811.1721 (2008).
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Fig. 2: Rapidity distribution of net protons in central Pb + Pb collisions at LHC energies of √sNN = 5.52 TeV. The
theoretical distribution is shown for two values of the saturation scale as in Fig. 1.
To take into account saturation effects in the target we choose the Golec-Biernat-Wu¨sthoff
model [20] for the forward dipole scattering amplitude N . The valence quark parton distribution
of the nucleus is taken to be equal to the valence quark PDF in a nucleon times the number of
participants in the nucleus. We are focusing here on the forward rapidity region, and interpolate
to mid-rapidity where small-x quarks are dominant, by matching the leading-order distributions
and the Regge trajectory, xqv ∝ x0.5, at x = 0.01 [3].
Our results for net-proton rapidity distributions in central Pb + Pb and Au + Au collisions
are shown in Fig. 1. Solid curves are for Q20 = 0.034 GeV2 and λ = 0.288 [20]. Dashed
curves are for twice the value of Q20 producing slightly more stopping, as would also be the case
for a larger value of A. These two values correspond to Q2s = 0.77 GeV2 and 1.54 GeV2 at
x = 0.01, respectively. We compare with SPS NA49 Pb + Pb data at √sNN = 17.3 GeV [12],
and BRAHMS Au + Au data at 200 GeV [1, 2]. Our prediction for central Pb + Pb at 5.52 TeV
LHC energies is shown in Fig. 2, again for the above two values of the saturation scale. Here we
have normalized the total yield to the number of proton participants, Np ≃ 140 for both, central
Au + Au and Pb + Pb. At LHC energies the mid-rapidity region is almost charge (baryon) free,
and we obtain dN/dy(y = 0) ≃ 1− 3 for net protons.
To summarize, we have presented a saturation model for net-baryon distributions that suc-
cessfully describes net-proton rapidity distributions and their energy and mass dependence. The
remarkable feature of geometric scaling predicted by the CGC is reflected in the net-baryon ra-
pidity distribution, providing a direct test of saturation physics.
In particular, we have shown that the peak position in net-proton rapidity distributions of
centrally colliding heavy ions at ultra-relativistic energies obeys a scaling law involving the mass
number and the beam energy. Our result for the mean rapidity loss in √sNN = 200 GeV Au +
Au [11] is significantly larger than the BRAHMS result, which contains an extrapolation to the
unmeasured region. This emphasizes the importance of a detailed analysis at LHC energies.
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Abstract
We discuss the roles of viscosity in relativistic fluid dynamics from the
point of view of memory effects. We show that, depending on what
quantity the memory effect is applied, different terms appear in higher
order corrections. We generalize the application of the Green-Kubo-
Nakano (GKN) to calculate transport coefficients when the memory
effects are present.
1 Why should relativistic fluid be non-Newtonian?
The effect of dissipation in relativistic fluids is one of current topics in the physics of relativis-
tic heavy-ion collisions [1]. Here, we discuss this problem focusing on the memory effect on
irreversible current. First let us illustrate the basic idea of memory effect as the solution for the
problem of relativistic hydrodynamics using the example of diffusion equation.
In the usual derivation of diffusion equation, we assume that the irreversible current J(t)
is simply proportional to the corresponding thermodynamic force F (t),
J(t) = DF (t), (1)
where D is a transport coefficient. The fluid with this current is referred to as a Newtonian fluid,
and the evolution is described by, for example, the Navier-Stokes equation. However, exactly
speaking, there should exist a time retardation effect (remember the linear response theory) and
the expression (1) is justified only when there is a clear separation of microscopic and macro-
scopic scales. This assumption is obviously satisfied in fluids around us, where the velocity of
molecules is around 102 − 103 m/s but the speed of a fluid diffusion is much slower.
However, it is not clear if this is still true in relativistic fluids, because the fluid is acceler-
ated up to the speed of light. Then it is natural to consider the retardation effect in the definition
of relativistic irreversible currents,
J(t) =
∫ t
−∞
G(t− s)F (s), (2)
where G(t) is a memory function which represents the retardation effect.
This is a natural extension of hydrodynamics to the relativistic region and, as a matter of
fact, this extension is related to the problem of acausality. Let us consider a diffusion process [3].
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Then the thermodynamic force is given by the spatial derivative of a conserved density n and the
linear relation (1) is called Fick’s law. By substituting Fick’s law into the equation of continuity,
we obtain the diffusion equation. As is well known, the diffusion equation has a problem of
infinite propagation speed. On the other hand, when we use Eq. (2) with a simple exponential
memory function,
G(t) =
D
τR
e−t/τR , (3)
where τR is the relaxation time and D is the diffusion constant, we obtain a telegraph equation
and then the maximum propagation speed is given by
√
D/τR. It is also worth mentioning that
what we can obtain from microscopic dynamics is not the diffusion equation but the telegraphic
equation [3].
The same discussion is applicable to relativistic dissipative hydrodynamics [2]. In the
relativistic Navier-Stokes (Landau-Lifshitz) equation, the viscous flows are defined by assuming
Eq. (1). For example, in the bulk viscosity, the corresponding thermodynamic force is ∂µuµ,
where uµ is the fluid velocity. Thus the bulk viscosity is given by
Π = −η∂µuµ. (4)
On the other hand, in the hydrodynamics consistent with causality, it is given by
π(τ) =
∫ τ
−∞
G(τ − s)∂µuµ(s), (5)
where τ is a proper time. As is shown in Ref. [4, 5], the propagation speed of signal exceeds
the sped of light in the case of Eq. (4), and this acausality makes the hydrodynamic evolution
unstable. On the other hand, causal dissipative hydrodynamics (5) is causal and stable. In this
sense, it is impossible to solve the Landau-Lifshitz theory without using artificial tricks.
2 Memory Effects on Extensive Measures
Another important mechanism is the finite volume effect of fluid cells [6]. In the derivation of
hydrodynamics, it is assumed that the local equilibrium is achieved in each fluid cell which has
finite spatial extension. Then, the second law of thermodynamics and the memory effect should
be applied on extensive measures associated with this finite volume. To introduce an extensive
measure for the density of an additive quantity, let us consider a fluid cell of proper volume V.
Due to the fluid flow, this volume changes in time and its time rate of change is given by
1
V
dV
dt
= ∇ · ~v,
where ~v is the fluid velocity field. This equation can be written in a covariant form as
∂µ(σ(r, t)uµ(r, t)) = 0, (6)
where σ(r, t) is the inverse of the volume of the fluid cell at r, and uµ is the fluid velocity. Then
the irreversible current is given by
J(t)
σ(t)
=
∫ t
t0
dsG(t− s)F (s)
σ(s)
(7)
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This is equivalent to the solution of the following differential equation,
τR
d
dt
J(t) + J(t) = DF (t)− τRJ(t)∂µuµ(t). (8)
Noted that this result does not depend on the choice of the volume of the fluid cell σ(t).
The last non-linear term is important not only for the physical concept but also for stability
of relativistic fluids. There are two different instabilities in relativistic dissipative hydrodynam-
ics. One is the instability induced by acausality. It is sometimes claimed that the problems of
acausality and instability are not correlated and the relativistic Navier-Stokes equation is still
available when we carefully remove unphysical signals caused by acausality. However, as is
shown in Ref. [5], the instability of relativistic fluids is induced by acausality. Thus, the causal
dissipative hydrodynamics will be a more appropriate theory to describe relativistic fluids.
The other instability appears in ultra-relativistic phenomena. In such an extreme situation,
the bulk viscosity becomes very small and we can analytically show that the causal dissipative
hydrodynamics is instable for such a small bulk viscosity. On the other hand, this instability is
solved by considering the non-linear term, because the non-linear term prevents the bulk viscosity
to have very small values and the minimum is given by [6]
Πmin = − ζ
τR
, (9)
where ζ is the bulk viscosity coefficient and τR is the corresponding relaxation time. Thus the
causal dissipative hydrodynamics with finite size effect is stable even for ultra-relativistic phe-
nomena. Another important fact is that, the so-called full Israel-Stewart theory can also be ex-
pressed in terms of a memory function, but in this case, a very peculiar form of thermodynamical
quantity should be taken to apply the memory effect [6].
In Fig. 1, we show the shock formation with an initial velocity γ = 5. As is shown in the
left panel, in this ultra-relativistic initial condition, the causal dissipative hydrodynamics without
the finite size effect becomes unstable. On the other hand, if the finite size effect is taken into
account, the instability disappears.
A very different scenario where relativistic fluid dynamics can be applied is found in as-
trophysics. The speed of flow becomes γ ∼ 100 in the Gamma-raybursts. Thus, the construction
of the dissipative hydrodynamics applicable to such an extreme situation is important for some
astrophysical processes, too.
3 GKN formula: applicable to non-Newtonian fluids ?
As we have shown, it is more natural to consider that the relativistic fluid is a non-Newtonian
fluid. It means that we cannot use various techniques which are known to analyse the Newtonian
fluids. The Green-Kubo-Nakano (GKN) formula is one of them. The GKN formula has been used
to calculate the viscosity coefficients and the heat conductivity of relativistic fluids. However, it
should be noted that the assumption of Newtonian fluids is implicitly used in the derivation of the
expressions. Thus the usual GKN formula is not applicable for calculation of relativistic fluids.
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Fig. 1: The temperature in the shock formation calculated without the finite size effect (left) and with the finite size
effect (right), starting from the homogeneous initial condition (dotted line) [6].
To show this, we consider the system whose Hamiltonian is given by H . By applying an
external force, the total Hamiltonian is changed from H to H +Hex(t), with
Hex(t) = −AF (t), (10)
where A is an operator and F (t) is the c-number external force.
We consider the current J induced by the external force. From the linear response theory,
we obtain
〈J〉 =
∫ t
−∞
dsΨ(t− s)F (s), (11)
where the response function is given by
Ψ(t) =
∫ β
0
dλ〈A˙(−iλ)J(t)〉eq , (12)
where β is the inverse of temperature. This is the exact result in the sense of the linear approx-
imation. This formula is one of the expressions of the GKN formula. However, in particular,
when we define transport coefficients of hydrodynamics, we do not use this expression.
In deriving the GKN formula for hydrodynamic transport coefficients, we assume a linear
relation between currents and the external force, J(t) = DGKNF (t) with the transport coeffi-
cient DGKN . One can easily see that this is nothing but the assumption of Newtonian fluids.
And the formula to calculate this DGKN is usually called the GKN formula of the shear viscos-
ity, the bulk viscosity, heat conduction and so on. To derive the expression, we have to ignore the
memory effect (time-convolution integral) in Eq. (11),
〈J〉 ≈
∫ ∞
0
dsΨ(s)F (t). (13)
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Then the GKN formula is
DGKN =
∫ ∞
0
dsΨ(s). (14)
In the shear viscosity, this is given by the time correlation function of the energy-momentum
tensor.
In principle, we can derive the formula for non-Newtonian transport coefficients by as-
suming Eq. (8) instead of Eq. (1). From the exact result (11), we can derive the following
equation,
∂tJ(t) = Ψ(0)F (t) +
∫ ∞
0
ds∂sΨ(s)F (t). (15)
In the second term, we ignore the time-convolution integral. We further assume the usual GKN
formula to reexpress the first term. Then we finally obtain
∂tJ(t) =
Ψ(0)
DGKN
J(t) +
∫ ∞
0
ds∂sΨ(s)F (t). (16)
By comparing this equation with Eq. (8) ignoring the non-linear term, we can derive the expres-
sions for D and τR.
Exactly speaking, the shear viscosity is induced not by the external force but by the dif-
ference of the boundary conditions. Actually, the GKN formula of the shear viscosity is derived
by using the nonequilibrium statistical operator method proposed by Zubarev. Thus the discus-
sion that we developed here is not applicable to the problems discussed in this paper. The exact
expression of the non-Newtonian transport coefficients are given in [7, 8].
We have investigated the viscous fluid dynamics emphasizing the memory effect. When a
fluid posesses a non-Newtonian behavior, the use of GKN formula should be cautious.
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Abstract
The observation of hadronic and nuclear interactions producing high
charged multiplicity events is presented. These events may be the man-
ifestation of such collective phenomena as Bose-Einstein condensa-
tion, Cherenkov gluon radiation, clusterization and abundant soft pho-
ton yield. The status of “Thermalization” project at U-70 accelerator
(IHEP, Protvino) is reported. The purpose of this project is to search
for new phenomena leading to final states with extremely high multi-
plicity.
1 Introduction
This report is devoted to the study of events with extreme multiplicity (ExMu) [1]. We define
those as an event sample with the number of secondary particles considerably bigger than mean
multiplicity [2]. Such events occur very rarely and their registration is highly non-trivial task.
Every advance requires significant increase of total statistics. Modern theoretical models and
Monte Carlo event generators do not describe the existing experimental data in this region. We
think this area is unknown to most of the researches.
SVD Collaboration carries out experimental study of ExMu at the accelerator U-70 of
IHEP (Protvino, Russia) at Plab = 50 − 70 GeV. This experiment is unique, because the aver-
age charged multiplicity at these energies is about 5-6 and the apparatus can register almost all
secondaries.
Here I would like to mention Pavel Ermolov who was an active leader of our program. He
died this year. He was known at DESY as well, as a member of ZEUS Collaboration.
2 Status of the ”Thermalization” project
SVD setup (Spectrometer with Vertex Detector) [3] consists of the following basic components:
the hydrogen target, microstrip silicon vertex detector (MSVD), the drift tube tracker (DTT),
the magnetic spectrometer equipped with the proportional chambers, the Cherenkov counter and
electromagnetic calorimeter. To register the events with high multiplicity we have designed and
constructed the scintillator hodoscope. It generates the trigger signal for events with the number
of secondaries exceeding given level of multiplicity.
MSVD consists of 10 silicon planes with 50 µm strip sensors. The planes have four
different angular orientations: 0, pi/2 and ±10.5◦. Hence we distinguish coordinates x, y, u
† speaker
ISMD08 375
(+10.5◦) and v (-10.5◦), respectively. The size of each plane is about 50× 50mm2. There were
no oblique planes in 2006 run. In the year 2007 only one oblique plane has been added. It is
necessary to have at least two such planes to disentangle tracks in space. This will be available in
the next run. The MSVD has limited acceptance and does not allow to register all the secondaries.
Therefore we have constructed also the drift tube tracker. It is located between MSVD and the
magnetic spectrometer. DDT consists of three modules, each having three planes oriented under
the following angles: +10.5◦ (u-plane), 0◦ (y-plane), -10.5◦ (v-plane). Each plane consists of
two layers of the 6 mm diameter drift tubes. The length of the middle drift chamber is about 1 m.
The magnetic spectrometer consists of 16 proportional chambers located inside the mag-
net. It provides the momentum resolution of 1.5 % in the range from 300 MeV/c to 5 GeV/c.
The electromagnetic calorimeter, or gamma detector, (DeGa) consists of 1536 full absorption
Cherenkov counters. Their lead glass radiators have the volume 38×38×505mm3 and are read
out by the photomultipliers PMT-84-3.
The prime purpose of the scintillator hodoscope is to provide selective recording of inter-
esting events, i.e. to serve as high multiplicity trigger (HMT). It consists of 19 elements called
”petals of camomile”. They collect light and produce the trigger signal when the number of
charged secondaries exceeds given fixed level. An example of the work of this trigger is given in
Fig. 1 at different levels of HMT. It illustrates that indeed we can select high multiplicity events
and suppress low multiplicity ones at high level of HMT.
An important task is the alignment procedure. It is vital to provide the correct geometry of
complete setup for efficient track reconstruction in space and to achieve necessary precision in
determination of track parameters. For these purposes we have developed the software package
based on the ideas of Millepede program of V. Blobel [4] to determine both linear and nonlinear
parameters in our alignment procedure.
Detector simulation is based on GEANT-3, while the Pyhia and other Monte Carlo pro-
grams are used as event generators.
Due to economical reasons the energy of proton beam was reduced from 70 GeV in year
2002 down to 50 GeV in the later runs. At the end of 2008 we plan data taking run with fully
equipped detector to collect sufficient statistics for ExMu studies, and then continue the search
for collective phenomena in this area. So far we already have reconstructed events with charged
multiplicity higher than those obtained with the bubble chamber (more than 18 charged particles).
The addition of two silicon oblique planes in MSVD will allow us to disentangle tracks in space
and to obtain their multiplicity distribution (MD).
The DTT data processing is ongoing. We performed the calibration of every tube, i.e.,
determined the radial position as a function of drift time (Fig. 2, left). The resolution of DTT
was detemined by using the sum of radii (rf + rb) of two neighboring tubes from forward and
backward layers of the plane (Fig. 2, right). Presently we are developping the algorithms for the
track reconstruction in DTT.
Our preliminary data from electromagnetic calorimeter allow to obtain the dependence of
the mean multiplicity for neutral particles (γ and pi0) versus charged particle multiplicity. We
observe significant correlation between these spieces. In the ExMu sample this dependence has
tendency to grow.
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Fig. 1: MD at trigger-level 2, 4, 6 and 7 (from top to bottom). In the projections: (left) XOZ plane and (right)YOZ
plane.
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Fig. 2: Drift time distribution (left) and calibration function for drift tube (right).
3 Achievements and outlook of the ExMu studies
Our physical program is directed to the search for collective phenomena in ExMu area. At the
beginning of this study we have analyzed the existing experimental and theoretical results on
MD in hadronic and nuclear interactions. We have found that Monte Carlo event generators un-
derestimate MD at 16 charged particles by about two orders of magnitude. Phenomenological
models differ considerably in this region [5, 6]. To explain ExMu phenomenon we have devel-
oped the gluon dominance model (GDM) [6–8]. It is based on the main features of QCD and
supplemented with phenomenological mechanism of hadronization. It states the dominant role
of gluons in multiparticle production mechanism, while the valence quarks remain relatively pas-
sive. The behavior of the hadronization parameters points to this important conclusion. GDM
confirms convincingly the recombination mechanism of hadronization in hadronic and nuclear
interactions and fragmentation in lepton processes. We have shown [9] that with small modi-
fication the GDM is able to describe MD in pp¯ annihilation. It also describes well MD in pp
interactions from IHEP energies up to ISR and higher. Within the model two-shoulder structure
of MD is explained by evaporation followed by hadronization of gluon groups, or clans consisted
of single, double or more fission gluons. This can explain the nature of soft and semi-hard com-
ponents in multiparticle production. We obtained the limits on the maximal observable number
of charged and neutral particles at 70 GeV.
In the last years when RHIC data became available the multiparticle production mecha-
nism was significantly revised. The CGC theory was developed and relativistic nuclear physics
have got new concept. Our GDM agrees with this theory and helps to understand the nature of
strong interactions.
The basic collective phenomena which we study in our project are: (1) Bose-Einstein
condensation (BEC) of pions. (2) The ring events (the analogy of Cherenkov radiation). (3) The
excess of soft photon yield. (4) The clusterization. (5) The turbulence phenomena.
The possibility of BEC formation in ExMu region has been demonstrated by Begun and
Gorenstein [11] in the framework of the ideal hadron Bose-gas model. The pions (charged and
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neutral) are copiously produced at 70 GeV. They are spin zero bosons. In ExMu events their
momenta are approaching to zero. Hence the BEC may be formed. The fluctuation in the number
of pions will be a prominent signal in the BEC-point. As temperature of the system decreases,
the chemical potential is increasing at fixed particle number density, and become zero at T = T0
(BEC-temperature). In this point pions reach its lower state. Authors predict that the scaled
variance of neutral and charged pion-number fluctuations, ω0 = 〈(∆N)2〉/〈N〉, in the vicinity of
BEC-line have an abrupt and anomalous increase. Our apparatus allows to check this prediction
experimentally.
The ring-like structures in the angular distributions of secondaries have been observed in
some nuclear collision experiments close to our energies [12]. Our preliminary data analysis
shows the presence of two peaks in pseudorapidity distribution for ExMu events (nch > 18) in
pA - interactions (A = Si, C, Pb) [3, 10]. In the inclusive sample these peaks are absent. This is
an indication for the appearance of the ring events at ExMu.
The puzzle of soft photons is also part of our investigation program. In GDM we esti-
mated the size of the emission region of soft photons. It is about 4 − 6 fm [13]. In this region
hadronization process is finished and the kinematical freeze-out is realized.
By visual scanning of ExMu events we have seen few groups of particles which fly un-
der small angles (points to clusterization). An interesting hypothesis has been proposed by V.
Nikitin [14] to explain this observation. His idea is that the turbulence phenomena may occur in
hadron-nuclear interactions which could lead to groups of particles lying in one plane in ExMu
events. We believe the realization of our scientific program will be successful and unique for
multiparticle dynamics study.
Author (E.K.) would like to thank the ISMD 2008 Organizing Committee for the financial
support and for the fruitful working atmosphere at the Symposium. These investigations have
been partially supported by RFBR grant 08− 02− 90028 −Bel a.
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Abstract
The production of soft photons in dense matter is studied in terms of
the two-particle Green’s function in a non-equilibrium medium. The
rate of photons is calculated and studied in detail.
1 Introduction
Production of soft photons in matter is studied in the context of the formalism of two-particle
Green’ functions in a non-equilibrium medium. The exact expression for such functions which
determines completely the spectrum of soft photons in matter is derived in the diffusive approxi-
mation. On a basis of the calculated two-particle Green’s functions the photon rate in equilibrium
matter is obtained. The contribution of the bremsstrahlung, two-to-two particle process as well as
inelastic pair annihilation is taken into account in the derived rate in the whole region of the emis-
sion spectrum of the soft photons which includes the :andau-Pomeranchu-Migdal (LPM) [1, 2]
effect range. It is shown that the consistent consideration of both the elastic and inelastic colli-
sions of in-matter particles leads to the additional suppression of the rate of photons as compared
with the results obtained earlier in studying the Landau-Pomeranchuk effect [2]. The rate of soft
photons from an equilibrium hot quark-gluon plasma is studied in detail. It is shown that the
rate is suppressed along all range of the energies of soft photons due to multi-particle interaction
between particles in the matter. In this way, the spectral distribution of the emitted photons has a
maximum which shifts to the short-wave region of the spectrum with increasing temperature of
the matter.
2 Two-particle Green’s functions and photon production in the matter
The probability of photon production by the current jν is given by the following expression:
d4w =
4π
ω(k)
eµe
∗
ν(1 + nγ)
∫
d4x1d
4x2 exp (−ik(x2 − x1)) 〈jµ+(x2)jν(x1)〉 d
3k
(2π)3
(1)
where k = (ω,~k) and eα are the 4-vector of momentum and the polarization vector of a photon;
nγ is the occupancy number of photon states; jν(x) is the current of the particles generating
photons. The angle brackets mean averaging over some state of the particles in matter; x are
4-coordinates. In the absence of a photon ”bath” we have nγ = 0.
When the energy of produced photons is not too large, so that the emission of them can
not change the state of the matter, the bilinear combination of the currents in the last equation
can be written as follows :
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〈jµ+(x2)jν(x1)〉 = αE · 〈i|
(
Oˆµ
)
α,β
(
(Oˆ†)ν
)
γ,δ
|j〉〈Ψ†γ(x2)Ψδ(x2)Ψα(x1)Ψ†β(x1)〉,
(2)
where 〈i|
(
Oˆµ
)
α,β
(
(Oˆ†)ν
)
γ,δ
|j〉 is the matrix element of some operator which is independent
on 4-coordinates, Ψα(x) are the psi-operators in the Heisenberg picture; α, β, γ, δ are the spin
variables; αE is the fine structure constant.
Thus, the problem of the calculation of the photon rate in matter is reduced to obtaining
the two-particle Green’s function since it is proportional to the product of four Ψ-functions.
We assume that the matter is such that the in-matter particles are ultrarelativistic ones and
their spins are equal to 1/2. Then, the influence of scattering in the matter on the spin states
of the particles is negligible [1, 2]. Expanding the correlator 〈Ψ†γ(x2)Ψδ(x2)Ψα(x1)Ψ†β(x1)〉
over the whole set of plane waves, we can write the expression for the probability of photon
production dW per unit volume as follows ( see Eqs.(1)-(3)):
d4W = d4w =
4παE
ω(k)
d3k
(2π)3
{
(1 + nγ)
2
·∫
d4p1d
4p2d
4p3d
4p4
(2π)8
δ4(p2 − p1 − k) · δ4(p3 − p4 − k)
Tr
[
eµeν
〈
uβ(p2)uγ(p3)
∣∣∣∣(Oˆµ)α,β((Oˆ†)ν)γ,δ
∣∣∣∣uα(p1)uδ(p4)〉
·K−+,−+αγ,βδ (p1; p2|p3; p4)
]
, (3)
where pi = (p0i , ~pi) are the 4-momentum of the radiating particle, s is its spin, uα(p) are
the Dirac spinors. The line over d4w means the averaging and summing over the corresponding
spin states of the particles in the matter. In the case of the generation of photons by fermions
with the spin s = 1/2 the operator Oˆν is the corresponding Dirac matrix.
The function K−+,−+αγ,βδ (p1; p2|p3; p4) is the so-called time-unordered two-particle Green’s
function K(1(−), 2(−)|3(+), 4(+)) in the momentum representation. Thus, the problem of the
calculation of the photon production in matter is reduced to obtaining the non-chronological
(time-unordered) two-point Green’s functions K(p1(−); p4(−)|p3(+); p2(+)) [3].
3 Two-particle Green’s functions in non-equilibrium matter in the diffusive approxima-
tion
According to [3] the Green’s function Kac,bdαγ,βδ(p1; p2|p3; p4) satisfies the Bethe-Salpeter-like
equation which has the following form in the momentum representation (h¯ = c = 1) in the
case of the Fermi statistics:
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Kac,bdαγ,βδ(p1; p2|p3; p4) = (2π)4
{
Gacαγ(p1)G
bd
βδ(p2)δ(p1 − p3)−
Gacαδ(p1)G
bd
βγ(p2)δ(p1 − p4)
}
−
{
Gaa1αα1(p1)G
bb1
ββ1
(p2)∫
dqΓa1a2,b1b2α1α2,β1β2(p1; p2, |p1 − q; p2 − q) ·
Ka2c,b2dα2γ,β2δ(p1 − q, ; p2 − q|p3; p4)
}
.
(4)
where the Roman letters are minus or plus sign, the Greek letters mean spin variables; where
Γ......(...) is the exact two-particle vertex function consisting of all diagrams that can not be cut by
a vertical line so that this line only intersects two lines which correspond to the exact or free one-
particle Green’s functions; Gabαβ(p1 = p3) is the exact 2-point Green’s function in the momentum
representation [4].
In the diffusive approximation the last equation is reduced to the corresponding differential
equation which can be solved in the small angle approach with respect to elastic scattering of
particles in matter.
When small angle scattering occurs it is convenient to introduce the angle vectors ~η and
~θ [1, 2] which are connected with the velocity ~v of a particle and the wave vector of a photon ~k
by means of the formulae:
~v = ~v0
(
1− ~η
2
2
)
+ v0~η; ~v0⊥~η; |~η| ≪ 1
~k =
k~v0
v0
(
1−
~θ2
2
)
+ v0~θ; ~v0⊥~θ; |~θ| ≪ 1, (5)
Then, the solution of the equation for the unordered two-particle Green’s function in the
momentum representation can expressed by the following formulae:
K−+,−+αγ,βδ (p ; p− k|p′; p′ − k) =
(2π)4
∫
d2~ζ
{
δαγδβδ · δ(p − p′) · δ
(
p0 − E(p) + µ) · F (p , p′, ~η, ~ζ)
Γ · [n(p0) · θ(p0) + (1− n(p0)) · θ(−p0)] · [(1− n(p0)) · θ(p0) + n(p0) · θ(−p0)] δ (~η)(
Γ2 + (E(p)− E(p − k)− ω))2
) },
where F (p , p′, ~η, ~ζ) is equal to:
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F (p , p′, ~η, ~ζ) =
a
π < θ2s >
+∞∫
0
dτ
sinh(aτ)
exp
{
−
a ·
(
~η − ~ζ
)2
< θ2s > coth(aτ)
+ (6)
2a
q
(
~η − ~ζ
)
·
(
~θ − ~ζ
)
tanh
(aτ
2
)
− 2a
q
(
~θ − ~ζ
)2
tanh
(aτ
2
)
− ıΩτ(1− v)
}
· δ
(
~ζ
)
,
where Γ is the width with respect to inelastic processes.
Substituting Eqs.(6), (7) into the formulae (3) and carrying out the needed integrations, we
derive the probability of the photon production in the absence of the photon ”bath” (nγ = 0):
dW
dω
=
αE
π
∫
d3~p
(2π)3
·
+∞∫
0
dz exp
(
−z
(
ω/ < θ2s >
)1/2
2γ2
)
·
{
sin
(
z
(
ω/ < θ2s >
)1/2
2γ2
)
· coth(z)− 1
z
}
· Γ · [n(E(p)) · θ(E(p)) + (1− n(E(p))) · θ(−E(p))]
γ2π
(
Γ2 + (E(p)− E(p− k)− ω))2
)
[(1− n(E(p− k))) · θ(E(p− k)) + n(E(p − k)) · θ(−E(p− k))] (7)
where γ = E/M is the Lorenz-factor of the particle; E(~p) is the energy of a particle, M is its
mass.
The products of the first and last terms in the square brackets in Eq.(8) are the contribution
to the probability of photon production due to the particle-particle and antiparticle-antiparticle
bremsstrahlung in matter. The products of the other terms in the square bracket results in the
photon production via the annihilation of off-shell particles and antiparticles and on-shell anti-
particles and particles, respectively.
4 Photon production in a hot equilibrium quark-gluon plasma
We illustrate the applicability of the developed method of the calculation of the photon rate in
matter and consider a hot quark-gluon plasma. We assume that the plasma is in equilibrium
at temperature T ≥ 300MeV and consists of light quarks mainly. In this case the quarks are
ultrarelativistic ones, and they are scattered on small angles. The small angle elastic scattering in
a hot quark-gluon plasma can be described by the t-channel-exchange diagrams [5]. In this case
the mean square of the angle per unit path length is < θ2s >= 8.5 · Lc · αs2 · T
3
p2
[5], where Lc
is the Coulomb logarithm depending on αs2;T and p. Owing to the logarithm we set Lc as the
constant of the order of unit.
Taking into account the flavor degeneracy in Eq.(8) we derive the following for the energy
being escaped from the quark-gluon plasma via the photon emitted by the light quarks:
dε
dω
= 2
ω ·W
dω
(8)
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Fig. 1: Dependence of emission energy on the energy of photons at the fixed matter temperature.
The results of the numerical calculation of the photon rate according to Eq.(9) are pre-
sented in Figs.1. It follows from Figs.1. that the emission energy increases with increasing the
temperature of the matter at any fixed frequency. In this way, the maximum of the spectral distri-
bution of the emission energy shifts to the short wave range of the spectrum with increasing the
temperature of the medium.
5 Conclusion
The photon production in matter in terms of the two-particles Green’s functions in non-equilibrium
matter is considered in the paper. The developed method of the calculation of photon rate allows
us to take properly into account the contribution of all mechanism of forming the emission spec-
trum such as the particle (antiparticle) and antiparticle (particle) bremsstrahlung, particles and
off-shell-antiparticle annihilation, two-to-two process. As an illustration of the applicability of
the developed method, the energy emitted from a hot equilibrium quark-gluon plasma due quark
emission is calculated for various temperatures of the matter.
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Abstract
Data on inclusive cross sections of particles produced in high energy
proton-(anti)proton collisions at ISR, RHIC, and Tevatron are analyzed
in the framework of z-scaling. New properties of the scaling function
ψ(z) - flavor independence and saturation at low z, are established.
The approach can be useful for searching for new physics phenomena
in particle production at RHIC, Tevatron, and LHC.
1 Introduction
The search for new physics in soft- and high-pT regions is one of the main goals of investiga-
tions at Relativistic Heavy Ion Collider (RHIC) at BNL and Large Hadron Collider (LHC) at
CERN [1–4]. Experimental data on particle production at high energy and multiplicity provide
constraints for different theoretical models. Processes with high transverse momenta of pro-
duced particles are suitable for a precise test of perturbative Quantum Chromodynamics (QCD).
The soft regime is preferred for verification of non-perturbative QCD and investigation of phase
transitions in non-Abelian theories.
One of the methods allowing systematic analysis of data on inclusive cross sections over
a wide range of the collision energies, multiplicity densities, transverse momenta, and angles
of the produced particles is based on the z-scaling observed in high energy proton-(anti)proton
collisions (see Ref. [5] and references therein). Here we show [6] that in the high energy pp and
pp¯ collisions the shape of the scaling function ψ(z) is independent of the hadron type including
production of hadrons with heavy flavor content. A saturation of ψ(z) is found at low z. The
single parameter c which controls the behavior of ψ(z) at low z is interpreted as a ”specific heat”
of the produced medium. The scaling in pp and pp¯ collisions is consistent with a constant value
of c. A possible change in this parameter could be an indication of a phase transition in the matter
produced in high energy collisions.
2 z-Scaling
At sufficiently high energies, the collision of extended objects like hadrons and nuclei is consid-
ered as an ensemble of individual interactions of their constituents. The constituents are partons
in the parton model or quarks and gluons in the theory of QCD. Multiple interactions are as-
sumed to be similar. This property represents a self-similarity of the hadronic interactions at a
constituent level. A single interaction of the constituents is illustrated in Fig. 1.
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Fig.1. Diagram of the constituent subprocess.
The structures of the colliding objects (M1) and (M2) are characterized by parameters δ1 and
δ2. The interacting constituents carry the fractions x1, x2 of the incoming momenta P1, P2.
The inclusive particle (m1) carries the momentum fraction ya of the scattered constituent with
a fragmentation characterized by a parameter ǫa. The fragmentation of the recoil constituent
is described by ǫb and the momentum fraction yb. The associate production of (m2) ensures
conservation of the additive quantum numbers.
The constituent subprocess is considered as a binary collision of the constituents (x1M1)
and (x2M2) resulting in the scattered (m1/ya) and recoil (MX = x1M1 + x2M2 + m2/yb)
objects in the final state. The momentum conservation law of the subprocess is connected with a
recoil mass which we write as follows
(x1P1 + x2P2 − p/ya)2 =M2X . (1)
This equation is expression of the locality of the hadron interaction at a constituent level. It rep-
resents a constraint on the fractions x1, x2, ya, and yb. The structure of the colliding objects and
the fragmentation are characterized by the parameters δ1,2 and ǫa,b, respectively. The structural
parameters are connected with the corresponding momentum fractions by the function
Ω(x1, x2, ya, yb) = (1− x1)δ1(1− x2)δ2(1− ya)ǫa(1− yb)ǫb . (2)
The quantity Ω is proportional to relative number of all such constituent configurations which
contain the configuration defined by the fractions x1, x2, ya, and yb. We use δ1 = δ2 ≡ δ,
M1 = M2, ǫa = ǫb ≡ ǫF , and m2 = m1 in the analysis of proton-(anti)proton interactions.
The parameters δ and ǫF were found to have constant values. They are interpreted as fractal
dimensions in the space of the momentum fractions. We determine the fractions x1, x2, ya, and
yb in a way to maximize the function Ω under the condition (1). The maximal value of Ω is used
in the definition of the scaling variable z which has the form
z = z0Ω−1. (3)
The part z0 = s1/2⊥ /(dNch/dη|0)c is proportional to the transverse kinetic energy s1/2⊥ of the
subprocess consumed on the production of (m1) and (m2). The charged multiplicity density
M. TOKAREV, I. ZBOROVSK
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dNch/dη|0 at η = 0 and constant c have thermodynamical interpretation. The scaling function
ψ(z) = − πs
(dN/dη)σinel
J−1E
d3σ
dp3
. (4)
is expressed in terms of the inclusive cross section, multiplicity density dN/dη of the particular
hadron species, and total inelastic cross section. Here s is square of the center-of-mass energy,
and J is the corresponding Jacobian. The function ψ(z) is normalized to unity.
3 Properties of the scaling function
The z-dependence of data on inclusive spectra of hadrons produced in pp and p¯p collisions at ISR,
Spp¯S, RHIC, and Tevatron reveals the energy, angular, and multiplicity independence [5]. Here
we analyze the experimental data (see [6] and reference therein) on the transverse momentum
spectra obtained at RHIC and Tevatron. New properties of the scaling function ψ(z) - the flavor
independence and saturation at low z for different hadrons are established.
3.1 Flavor independence of ψ(z)
We exploit the transformation z → αF z, ψ → α−1F ψ for comparison of the shape of the scaling
function ψ(z) for different hadron species. The parameter αF is a scale independent quantity.
The transformation does not change the shape of ψ(z). It preserves the energy, angular, and
multiplicity independence of the z-presentation of particle spectra.
Figure 2(a) shows the z-dependence of the spectra of negative pions, kaons, antiprotons,
and Λ′s produced in pp collisions over the range
√
s = 19 − 200 GeV and θcms = 30 − 900.
The analysis comprises the inclusive spectra measured up to very small transverse momenta
(pT ≃ 45 MeV/c for pions and pT ≃ 120 MeV/c for kaons or antiprotons). The distributions of
different hadrons are sufficiently well described by a single curve over a wide z-range (0.01−30).
The solid lines and experimental data are shifted by multiplicative factors for reasons of clarity.
The parameters ǫF and αF are found to be independent of
√
s, pT , and θcms. They are consistent
with the energy, angular, and multiplicity independence of the z-scaling.
Figure 2(b) shows similar results for other hadrons (ρ, ω, φ,K∗,Ξ) produced in pp col-
lisions at
√
s = 200 GeV and θcms = 900. The data on inclusive spectra are compared with
the pion distributions measured at RHIC. The shape of ψ(z) is described by the same curve as
depicted in Fig. 2(a). The black circle at the lowest z ≃ 0.007 corresponds to the STAR data
on K∗ resonances measured in the region where the scaling function is saturated. We conclude
that RHIC data on pp collisions confirm the flavor independence of the z-scaling including the
production of particles with small pT .
The inclusive spectra of heavy hadrons (J/ψ,D0, B,Υ) obtained at the Tevatron energies√
s =1800 and 1960 GeV allow us to verify the new property of the z-scaling in pp¯-collisions.
The data include measurements up to small transverse momenta (pT ≃ 125 MeV/c for charmo-
nia, pT ≃ 290 MeV/c for bottomia, and pT ≃ 500 MeV/c for B-mesons). Figure 3(a) shows the
spectra of J/ψ,D0, B, and Υ mesons in the z-presentation. The scaling function is the same for
hadrons with light and heavy flavors in the range z = 0.001−4. The corresponding values of the
parameters αF and ǫF are shown in Fig. 3(a). Figure 3(b) demonstrates results of the combined
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analysis of the RHIC and Tevatron data on J/ψ-meson spectra measured in pp and pp¯ collisions
at
√
s = 200, 1800, 1960 GeV and θcms = 220, 900 as a function of z.
a) b)
Fig. 2. The flavor independence of z-scaling. The spectra of π−, K−, p¯, Λ (a) and ρ, ω, φ, K∗,
Ξ (b) hadrons produced in pp collisions as a function of z. Data are obtained at CERN, FNAL,
and BNL. The solid line is a fit of the data.
a) b)
Fig. 3. The flavor independence of z-scaling. The spectra of J/ψ,D0, B,Υ, π− (a) and J/ψ (b)
mesons produced in pp/pp¯ collisions in z-presentation. Data are obtained at Tevatron and RHIC.
The solid line is the same as shown in Fig. 2.
From this analysis we conclude that ISR, RHIC, and Tevatron data on inclusive spectra
manifest the flavor independence of the scaling function ψ(z) over a wide range of z. We would
like to stress that the obtained result is based on pT distributions of the cross sections Ed3σ/dp3
which reveal strong dependence on the energy, angle, multiplicity, and type of the produced
particle.
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3.2 Saturation of ψ(z)
As seen from Figs. 2 and 3, the z-presentation of hadron distributions demonstrates indepen-
dence on the variable z in the soft (low pT ) region. The saturation is manifested by the pion,
kaon, antiproton and especially J/ψ and Υ spectra in the range z = 10−3 − 10−1. The similar
independence is observed for other hadrons (K∗, B, ρ, ...) at low pT . A characteristic of the sat-
uration is the slope parameter β of the scaling function which is diminishing with the decreasing
z. The value of β = dlnψ(z)/dlnz is approximately zero for z < 0.1.
One can assume that the asymptotic behavior of ψ(z) at z → 0 is universal and reflects
properties of the produced system consisting of its constituents (hadrons or quark and gluons).
The universal scaling behavior in this region suggests that mechanism of particle production at
low pT is governed by soft self-similar processes which reveal some kind of a mutual equilibrium
leading to the observed saturation.
4 Conclusions
The experimental data on inclusive cross sections of different hadrons measured at ISR, RHIC,
and Tevatron were analyzed. The data cover a wide range of the collision energies, the transverse
momenta, and the production angles. New properties of the z-scaling - the flavor independence
and the saturation of ψ(z) at low z, were established. The flavor independence of the z-scaling
means that the shape ofψ(z) is the same for different hadrons. A saturation regime of the function
ψ(z) was observed for z < 0.1. The approximate constancy of ψ(z) was demonstrated up to z ≃
10−3 for charmonia and bottomia. The variable z depends on the parameters δ, ǫF , and c. The
parameters δ and ǫF characterize structure of the colliding objects and fragmentation process,
respectively. Their values are fixed by the energy, angular, and multiplicity independence of
ψ(z) in the high-pT part of the spectra. The parameter c is interpreted as ”specific heat” of the
produced medium. The z-scaling is consistent with c = 0.25 and δ = 0.5 for all types of the
analyzed inclusive hadrons. The value of ǫF increases with the mass of the produced hadron. It
was found that the parameters are independent of kinematical variables.
We conclude that soft and hard regimes of hadron production manifest self-similarity of
particle production at a constituent level. The obtained results may be exploited to search for
and study of new physics phenomena in particle production in the high energy proton-proton and
proton-antiproton collisions at RHIC, Tevatron, and LHC.
The investigations have been partially supported by the IRP AVOZ10480505, by the Grant
Agency of the Czech Republic under the contract No. 202/07/0079 and by the special program
of the Ministry of Science and Education of the Russian Federation, grant RNP.2.1.1.5409.
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Abstract
The search for strongly interacting massive particles (SIMP) is one
of the most promising ways to observe new physics phenomena at
the LHC. This paper describes the propagation in matter of stable
new hadrons containing a heavy exotic quark with new quantum num-
ber. The accuracy of any exclusion limit or cross-section measure-
ment from a search depends on the degree to which the interactions
of SIMPs with detector material can be quantified with phenomeno-
logical models of strong interactions. This paper outlines a model for
scattering of heavy hadrons that is based on Regge phenomenology
and the Quark Gluon String Model (QGSM). We discuss also some
astrophysical constraints on the possibility of H-hadrons to be next to
lightest supersymmetry particle (NLSP) that makes more interesting
their discovery at the LHC.
1 Introduction
First it should be mentioned that new massive particles may explain the dark matter (DM) con-
tent of the Universe. Supersymmetry is the most elaborated theory that provides us with such
particles, and according to it the dark matter may consist of the lightest supersymmetry partner
of the known elementary particles (LSP). As long as the dark matter candidates must be neutral
and stable, from the experimental point of view the discovery of next-to-lightest supersymmetry
particles (NLSP) in new physics hierachy seems to be more promising at LHC searches. These
particles from beyond the Standard Model are expected to be of relatively low masses and qua-
sistable on distances of detectors.
Looking for such particles in various versions of SUSY we see that Minimal SUSY model
expects neutralinos as LSP, while Supergravity theory predicts gravitino as DM candidate. In the
latter type of models it is easy to presume quasistable NLSP since it decays into gravitino with
very small cross section of gravitation interaction. On the other hand, supersymmetry models
should have more sophisticated constructions in order to obtain light NLSP particles. An example
of how this can be obtained in found Compressed SUSY model [2] where relatively light gluino
and squarks allow to slot the dark matter cosmological parameter, ΩDM , into the range of known
observations with the help of neutralino pair annihilation to top quark-antiquark pair via stop
quark exchange. The Split SUSY model [3] has been constructed to provide the possibility
of light gluino NLSP. This idea has already been discussed in [1]. The model of Warped Extra
Dimensions [4] gives weakly interacting massive particles (WIMP) as a candidate for dark matter.
† speaker
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As one can see there exist good reasons to explore the possibility of discovery of some strongly
interacting long living NLSP at LHC energies. Here we would like to consider the stop quarks as
an example of strongly interacting massive particle (SIMP) [5]. ATLAS and CMS experiments
have already developed search strategies for SIMPs, which usually assume that these particles are
included into heavy exotic H-hadrons that behave in muon chamber like a slow-moving muons.
The QGSM [8] is then used to construct a description of the collisions of those particles with the
matter and to estimate average energy losses in such collisions. Finally, we discuss the impact of
some astrophysical constrains on the prospects for detecting exotic hadrons at the LHC.
Considering the interactions with matter, it is important to know the mass hierarchy of
exotic hadrons. This determines the states to which a heavy exotic hadron, produced either in the
primary interaction or after scattering with matter, would rapidly decay. The lowest lying neutral
and charged mesonic states should be stable since the mass difference between them is expected
to be far smaller than the pion mass and the meson mass mu′q¯ is given by mu′q¯ ≈ mu′ +mq,
where mq and mu′ the constituent masses of the SM quark and exotic quark, respectively. This
statement contradicts to the suggestion adduced in [6] that only neutral heavy hadrons survive in
the first moments after hadronization of SIMP and rapid decays of charged H-hadrons. Another
idea we should disprove here was figured out in [9]. Authors have suggested that SIMPs deposit
smaller energy in the matter than muons. Although the energy losses of SIMP in matter are to be
smaller than the losses of ordinary hadrons, their energy deposit in matter are still of the order
of hadronic losses, so they have to be bigger than the losses of muons. In folowing sections we
describe the basic formulas of the propagation of H-hadrons in matter, but will not have a room
to show the results of experimental simulations. The recent complete publication [7] contains all
necessary diagrams and resulting plots.
2 Interactions of Heavy Hadrons in Matter
Interactions of H-hadrons with protons of ordinary matter are rather specific. The heavy squark
will be always a spectator due to the absence of antisquarks in the detector matter to annihilate
with. Thus there is only the low energy light ordinary quark in the hadron that can interact.
At the LHC, the light quark’s kinetic energy will typically be around several GeV and the Regge
phenomenology approach [8] can be employed to describe exotic hadron interactions with matter.
In our approach one can distinguish two classes of scattering processes: reactions mediated
by (a) reggeon and corresponding to planar QCD diagrams and (b) pomeron exchange related to
the cylinder-type diagrams in elastic scattering. Exotic hadrons containing a light constituent
anti-quark interact via pomeron and reggeon exchanges, the latter processes are due to the anni-
hilation of light antiquarks with the quarks of detector matter. Conversely, hadrons containing a
light constituent quark can only interact via pomeron exchange. Let us consider the process of
interaction of a heavy H-hadron with a nucleon of the target in the target rest frame. In this frame
the light antiquark of H-hadron carries only a small fraction of the total energy E
Eq ≈ Emq⊥
MH
= γmq⊥
where γ = E/MH and mq⊥ is the transverse mass of the light antiquark. It was shown in the
framework of QGSM [8], that the planar diagram contribution to the total cross section σR(s) is
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universal for the same energy of the annihilating antiquark. This means that the contribution to
the total cross section of reggeons can be written as:
σR(E) = Kσpl(E = γmq⊥) = KgR(2γmq⊥/E0)αR(0)−1, (1)
where K is the number of possible planar diagrams, E0 = 1 GeV. The vertex parameter gR can
be evaluated from the data on cross sections of hadronic interactions and the intercept of the
exchange degenerate regge tragectories αR(0) is equal to 0.5.
The pomeron contribution to the total cross section (σP ) can be estimated as
σP ∼ (2γmq⊥/E0)αP (0)−1 (2)
The reggeon contribution to the cross section for a H-meson and a nucleon within a nucleus,
which consists of equal amounts of protons and neutrons, can be derived as the difference be-
tween the reggeon contributions to σ(pi−p) and σ(pi+p) data multiplied by a factor 1.5.
3 Differential Cross Sections of H-hadron scattering
In determining the kinematics of the scattering process, we consider the inclusive process H +
N → H ′ + X, where H , H ′, N and X are the incoming exotic hadron, the outgoing exotic
hadron, the target nucleon, and whatever else is produced in the interaction, respectively. The
kinematics of such an interaction can be specified by three independent kinematic variables.
Commonly used variables are t, the usual four-momentum transfer between the incoming and
outgoing exotic hadrons, s, the center-of-mass energy squared of the interaction, and MX , the
mass of the final state X.
The final H ′-hadron carries a fraction of energy xF close to unity and only a small frac-
tion of energy 1 − xF ∼ mq⊥/MH ≪ 1 is transferred to production of hadrons. This jus-
tifies the application of the triple-regge formulae to provide a description of inclusive cross
sections. Strictly speaking the triple-regge description is valid for m2X ≫ 1GeV 2 and the
rapidity difference between H ′ and rest hadrons ∆y > 1. This is equivalent to the condi-
tion 2γmq⊥mN/M2X ≫ 1. In hadronic interactions, the triple-regge description works usu-
ally up to ∆y ∼ 1 and we will assume in the following that the same is true for interaction
of H-hadrons. Expressions for the contributions of different triple-regge terms iik to inclusive
cross sections is straightforward to obtain noting, that for reggeons i corresponds to the factor
exp(2(αi(t)−1)∆y), while an exchange by the reggeon k leads to the factor exp((αk(0)−1)yq).
Here, yq = ln(M2X/(mq⊥mN ) is the rapidity interval covered by produced hadrons (the total ra-
pidity Y = ln(2E/MH ) = ln(2γ) = ∆y + yq). As for the total cross section we consider
here the pomeron P and secondary reggeons R as exchanged reggeons i, k. Thus we have the
following triple-regge contributions: RRR,RRP,PPR and PPP.
Using the rules described above we can write inclusive cross sections for the corresponding
triple-regge terms in the following forms:
d2σRRR
dtdM2X
(γ,M2X) =
1
M2X
σ2R(γ)CRRR exp[(2BRH +BRRR + 2α
′
R ln(
2γM20
M2X
))t]
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×
(
M20
M2X
)∆R
(3)
d2σRRP
dtdM2X
(γ,M2X) =
1
M2X
σ2R(γ)CRRP exp[(2BRH +BRRP + 2α
′
P ln(
2γM20
M2X
))t]
×
(
M20
M2X
)2∆R−∆P
(4)
d2σPPR
dtdM2X
(γ,M2X) =
1
M2X
σ2P (γ)CPPR exp[(2BPH +BPPR + 2α
′
P ln(
2γM20
M2X
))t]
×
(
M20
M2X
)2∆P−∆R
(5)
d2σPPP
dtdM2X
(γ,M2X) =
1
M2X
σ2P (γ)CPPP exp[(2BPH +BPPP + 2α
′
P ln(
2γM20
M2X
))t]
×
(
M20
M2X
)∆P
(6)
where ∆R = αR(0) − 1= -0.5, ∆P = αP (0) − 1= 0.12, α′R = 0.9 GeV −2, α′P = 0.25 GeV −2
[8] and M20 = mNmq⊥ = 0.5 GeV 2.
The parameters, Ciij , and Biij can be determined using Regge factorization from the
triple-regge description of inclusive spectra in high-energy hadronic interactions. Let us em-
phasise that the RRR-term corresponds to the cutting of planar diagram or R-exchange, while
the RRP-term corresponds to the cutting of the cylinder-type diagram. Due to conservation of
H-hadrons integrals over M2X and t give σR and σP contributions to the total cross section cor-
respondingly.
The PPR and PPP-terms describe the diffractive dissociation of a nucleon and their cross
sections can be calculated, using factorization from the corresponding cross sections extracted
from pp-interactions
σPPiHp =
σP (Hp)2
σP (pp)2
σPPipp (7)
Here, we neglected the small difference in t-dependence for Hp and PP vertices. Taking into
account that σP (Hp)σP (pp) ≈ 1/4 and that the sum of PPR and PPP-contributions for pp-collisions
in the relevant energy domain does not exceed 2mb, we obtain very small cross sections for
diffraction dissociation of a nucleon in Hp-interactions: 0.12 mb. Thus these cross sections
constitute only about 1% of the total cross section and can be safely neglected.
For parameters characterising the t-dependence of RRR and RRP-terms we take the same
values as those which have been extracted from the analysis of pp-interactions: 2BRH+BRRR =
2BRH +BRRP = 4 GeV −2.
4 The possible impact of SIMP discovery on astrophysical models
There are two astrophysical facts which resist to the hypothesis of new heavy quarks being NLSP:
a) the success of big bang nucleosynthesis (BBN) model and b) the observation of perfect black-
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body characteristics of cosmic microwave background (CMB). Both precise astrophysical calcu-
lations can dismiss SIMP-as-NLSP idea because the decays of new heavy quarks lead to hadronic
showers that certainly destroy BBN scenario [10]. On the other hand, if the exotic quarks are liv-
ing long enough, then the effect of their decay should produce a visible structure of CMB which
gets in conflict with the above mentioned observations. All arguments show that detection of
exotic quarks occurs intertwined between high energy particle physics and astrophysics and it
may require more precise balance of observations and up-to-date physical models.
5 Conclusions
Strongly interacting massive particles are predicted by the number of scenarios of physics beyond
the SM. This article presents a model for description of the interactions of exotic H-hadrons con-
taining new heavy quarks with the matter of detector. QGSM formulas for energy dependence of
cross sections and differential distributions of scattered H-hadrons were shown. Two statements
follows from our recently developed approach: 1) the conversion of H-baryon into H-meson
and back can be neglected in calculations due to the very small probability of nucleon trajectory
exchange; 2) the processes with double charge exchange like a transition of H+-mesons into
H− ones are also impossible. These admissions make significantly clearer the calculation of H-
hadron propagation in the matter. The discovery of such strongly interacting new particles would
have an important impact on modern astrophysical schemes.
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Abstract
Possible saturation of the matter density in two different classes of
reactions, those induced by hadrons and leptons are studied. They may
have common dynamical origin and be of the same nature.
1 Hadron-induced reactions: The Black Disc Limit at the LHC?
Unitarity in the impact parameter b representation reads:
ℑh(s, b) = |h(s, b)|2 +G(s, b),
where h(s, b) is the elastic scattering amplitude at the center of mass energy
√
s, ℑh(s, b) is
the profile function, representing the hadron opacity and G(s, b), called the inelastic overlap
function, is the sum over all inelastic channel contributions. Integrated over b, the above equation
reduces to a simple relation between the total, elastic and inelastic cross sections σtot(s) =
σel(s) + σin(s).
Unitarity imposes the absolute limit
0 ≤ |h(s, b)|2 ≤ ℑh(s, b) ≤ 1,
while the so-called black disc limit σel(s) = σin(s) = 12σtot(s), or
ℑh(s, b) = 1/2,
is a particular realization of the optical model, namely it corresponds to the maximal absorption
within the eikonal unitarization, when the scattering amplitude is approximated as
h(s, b) =
i
2
(1− exp [iω(s,b)] ),
with a purely imaginary eikonal ω(s, b).
Eikonal unitarization corresponds to a particular solution of the unitarity equation, with
ℜh(s, b) = 0,
h(s, b) =
1
2
[
1±
√
1− 4Gin(s, b)
]
,
the one with the minus sign.
An alternative solution, that with a plus sign in front of the square root, is known and
realized within the so-called U -matrix approach, where the unitarized amplitude is a ratio rather
than an exponential typical of the eikonal approach:
h(s, b) =
U(s, b)
1− i U(s, b) ,
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where U is the input Born term, the analogue of the eikonal ω.
In the U -matrix approach, the scattering amplitude h(s, b) may exceed the black disc limit
as the energy increases. The transition from a (central) black disc to a (peripheral) black ring, sur-
rounding a gray disc, for the inelastic overlap function in the impact parameter space corresponds
to the transition from shadowing to antishadowing.
The impact parameter amplitude h(s, b) can be calculated either directly from the data
(where, however, the real part of the amplitude was neglected) or by using a particular model that
fits the data sufficiently well.
In the dipole Pomeron (DP) model [1], logarithmically rising cross sections are produced
with a Pomeron intercept equal to unity, thus respecting the Froissart-Martin bound.
Apart from the conservative Froissart-Martin bound, any model should satisfy also s-
channel unitarity. We show that both the D-L and DP models are well below this limit and
will remain so for long, in particular will so at the LHC.
The elastic scattering amplitude corresponding to the exchange of a dipole Pomeron reads
A(s, t) = ddα
[
e−iπα/2G(α)(s/s0)α
]
= e−iπα/2(s/s0)α[G′(α) + (L− iπ/2)G(α)] ,
where L ≡ ℓn s
s0
and α ≡ α(t) is the Pomeron trajectory.
The elastic amplitude in the impact parameter representation in our normalization is
h(s, b) =
1
2s
∫ ∞
0
dq qJ0(bq)A(s,−q2) , q =
√−t .
The impact parameter representation for linear trajectories is calculable explicitly for the
DP model. We have
h(s, b) = i g0 [er
2
1δ e−b
2/4R21 − ǫ er22δ e−b2/4R22 ] ,
where
R2i = α
′r2i (i = 1, 2); g0 =
a
4bpα′s0
.
Asymptotically (when L≫ bp, i.e.
√
s≫ 2. TeV, with the parameters quoted in Table 1) we get
h(s, b)s→∞ → i g(s) (1− ǫ) e−
b2
4R2 ,
where
R2 = α′L ; g(s) = g0
(
s
s0
)δ
.
It is important to note that the unitarity bound 1 for Imh(s, b) will not be reached at the
LHC energy, while the black disc limit 1/2 will be slightly exceeded, the central opacity of the
nucleon being ℑmh(s, 0) = 0.54.
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Fig. 1: A family of curves showing the imaginary part of the amplitude in the impact parameter-representation as well
as the calculated inelastic overlap function G(s, b) at various energies.
√
s 53 GeV 546 GeV 1800 GeV
exp 0.36 0.420 ± 0.004 0.492 ± 0.008
th 0.36 0.424 0.461
Table 1: Central opacity of the nucleon Imh(s, 0) calculated at the ISR, SPS and Tevatron energies compared with
experiment.
The black disc limit is reached at
√
s ∼ 2 TeV, where the overlap function reaches its
maximum 14 . While Imh(s, b) remains central all the way, Gin(s, b) is getting more peripheral
as the energy increases starting from the Tevatron. For example at
√
s = 14 TeV, the central
region of the antishadowing mode, obtained from the U matrix unitarization, below b ∼ 0.4
fm is discernible from the peripheral region of shadowing scattering beyond b ∼ 0.4 fm, where
Gin(s, b) = 14 . The proton will tend to become more transparent at the center (gray, in the sense
of becoming a gray object surrounded by a black ring).
The s channel unitarity limit will not be endangered until extremely high energies (105 for
the Donnachie-Landshoff model and 106 GeV for the DP), safe for any credible experiment.
2 Lepton-induced reactions: DIS
An ansatz interpolating between the soft (VMD, Pomeron) Regge behavior and the hard (GLAP
evolution) regime, given by the explicit solution of the DGLAP equation in the leading-log ap-
proximation, for the small-x singlet part of the proton structure function,
F2 ≈
√
γ1ℓn(1/x) ℓnℓnQ2 ,
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with γ1 = 16Nc(11−2f/3) (for 4 flavours (f = 4) and three colours (Nc = 3), γ1 = 5.76) was
suggested in Ref. [2]
F
(S,0)
2 (x,Q
2) = A
(
Q2
Q2 + a
)1+∆˜(Q2)
e∆(x,Q
2),
with the ”effective power”
∆˜(Q2) = ǫ+ γ1ℓn
(
1 + γ2ℓn
[
1 +
Q2
Q20
])
,
and
∆(x,Q2) =
(
∆˜(Q2)ℓn
x0
x
)f(Q2)
,
where
f(Q2) =
1
2
(
1 + e−Q
2/Q21
)
.
At small and moderate values of Q2, the exponent ∆˜(Q2) can be interpreted as a Q2-
dependent effective Pomeron intercept.
By construction, the model has the following asymptotic limits:
b) Low Q2, fixed x:
F
(S,0)
2 (x,Q
2 → 0)→ A e∆(x,Q2→0)
(
Q2
a
)1+∆˜(Q2→0)
with
∆˜(Q2 → 0)→ ǫ+ γ1γ2
(
Q2
Q20
)
→ ǫ,
f(Q2 → 0)→ 1,
whence
F
(S,0)
2 (x,Q
2 → 0)→ A
(
x0
x
)ǫ (Q2
a
)1+ǫ
∝ (Q2)1+ǫ → 0 ,
as required by gauge invariance.
c) Low x, fixed Q2:
F
(S,0)
2 (x→ 0, Q2) = A
(
Q2
Q2 + a
)1+∆˜(Q2)
e∆(x→0,Q
2).
If f(Q2) ∼ 1 i.e. when Q2 ≪ Q21, we get the standard (Pomeron-dominated) Regge behavior
(with a Q2 dependence in the effective Pomeron intercept)
F
(S,0)
2 (x→ 0, Q2)→ A
(
Q2
Q2 + a
)1+∆˜(Q2) (
x0
x
)∆˜(Q2)
∝ x−∆˜(Q2).
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Within this approximation, the total cross-section for (γ, p) scattering as a function of the center
of mass energy W is
σtot,(0)γ,p (W ) = 4π
2α
[
F
(S,0)
2 (x,Q
2)
Q2
]
Q2→0
= 4π2α A a−1−ǫ xǫ0 W
2ǫ.
Accounting for large x :
F
(S)
2 (x,Q
2) = F (S,0)2 (x,Q
2) (1− x)n(Q2),
with
n(Q2) =
3
2
(
1 +
Q2
Q2 + c
)
,
where c = 3.5489 GeV2.
The non-singlet (NS) part of the structure function is also included:
F
(NS)
2 (x,Q
2) = B (1− x)n(Q2) x1−αr
(
Q2
Q2 + b
)αr
.
The free parameters that appear with this addendum are c,B, b and αr. The final and complete
expression for the proton structure function thus becomes
F2(x,Q2) = F
(S)
2 (x,Q
2) + F (NS)2 (x,Q
2) .
Of great interest are the slopes:
∂F2
∂(ℓnQ2)
as a functionof x and Q2
and
∂ℓnF2
∂(ℓn(1/x))
as a function of Q2 for x fixed, showing explicitly the onset of the saturation in x and Q2, namely
the inflection point near Q2 = 100 GeV2, followed by its flattening around Q2 = 4× 103 GeV2
for x ≤ 10−3 (see Figs. 5-7 in Ref. [2]).
I thank the Organizers of this Meeting for their hospitality. This work was supported by
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Abstract
We give a review of the Multiple Parton Interaction measurement plan
at the LHC concentrating on the original Underlying Event and mini-
jet feasibility studies. The Tevatron and SPS phenomenological lega-
cies and the most popular Multiple Parton Interaction models are also
briefly covered.
1 The QCD models and the Multiple Parton Interaction concept
In the years ’80, the evidence for Multiple Parton Interaction (MPI) phenomena in the high-
pT phenomenology of hadron colliders [1] suggested the extension of the same perturbative
picture to the soft regime, giving rise to the first implementation of the MPI processes in a QCD
Monte Carlo model [2] which was very successfull in reproducing the UA5 charged multiplicity
distributions [3].
On top of the general Minimum Bias (MB) observables these MPI models turn out to be
particularly adequate to describe the Underlying Event (UE) physics at Tevatron [4], in particular
they partly account for the pedestal effect (i.e. the enhancement of the Underlying Event activity
with the energy scale of the interaction) as the effect of an increased probability of multiple
partonic interactions in case a hard collision has taken place1.
Examples of MPI models are implemented in the general purpose simulation programs
PYTHIA [5], HERWIG/JIMMY [6] and SHERPA [7]. Other successful descriptions of UE and
MB at hadron colliders are achieved by alternative approaches like PHOJET [8], which was de-
signed to describe rapidity gaps and diffractive physics (relying on both perturbative QCD and
Dual Parton Models). The purely phenomenological UE and MB description available in HER-
WIG [9] provides a very useful reference of a model not implementing multiple interactions. The
most recent PYTHIA versions [10] adopt an optional alternative description of the colliding par-
tons in terms of correlated multi-parton distribution functions of flavours, colors and longitudinal
momenta.
† speaker
1A second important effect that can contribute to the pedestal effect is the increase in initial state radiation associ-
ated to the presence of a hard scattering
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2 Progress in the study of the Underlying Events
CMS proposes [11] an original refinement to the standard CDF UE analysis in charged jets [4].
The strategy of the measurement is very much along the lines of the CDF one. Charged
particle jets are defined using an iterative cone algorithm on charged particles only. The direction
of the leading charged jet, which in most cases results from the hard scattering, is used to isolate
different hadronic activity regions in the η − φ space and to study correlations in the azimuthal
angle φ. The plane transverse to the jet direction is where the 2-to-2 hard scattering has the
smallest influence and, therefore, where the UE contributions are easier to observe.
The ratios between (uncorrected) UE multiplicity (and momentum) density observables in
the “transverse” region, for charged particles with pT > 0.9 GeV/c and with pT > 1.5 GeV/c,
are presented in Figure 1, for an integrated luminosity of 100 pb−1. Ratios are shown here
as obtained after track reconstruction, without applying additional reconstruction corrections;
given the uniform performance of track reconstruction, the ratios presented here at detector level
are similar to those at generator level. These ratios show a significant sensitivity to differences
between the PYTHIA tunes DW [12], DWT [12] and S0 [13], thus providing a feasible and
original investigation method.
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Fig. 1: Ratio of the UE event observables, computed with track transverse momenta pT > 1.5 GeV/c and pT >
0.9GeV/c: densities dNchg/dφdη (left) and dpT.sum/dφdη (right), as a function of the leading charged jet PT , in
the transverse region, for an integrated luminosity of 100 pb−1 (uncorrected distributions). The input to the simulation
is tune DWT.
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3 The Direct Observation of Multiple Partonic Interactions
The final goal of the MPI study is to achieve a uniform and coherent description of MPI pro-
cesses for both high- and the low-pT regimes. Recent theoretical progress in this field has been
reported [14]. The cross section for a double high-pT scattering is parameterized as:
σD = mσAσB2σeff
where A and B are 2 different hard scatters, m=1,2 for indistinguishable or distinguishable scat-
terings respectively and σeff contains the information about the spatial distribution of the par-
tons [15] [16]. In this formalism mσB/2σeff is the probability that a hard scatter B occurs given
a process A and this does strongly depend on the geometrical distribution of the partons inside
the interacting hadrons. The LHC experiments will perform this study along the lines of the
CDF experiment [17], i.e. studying 3jet+γ topologies [18]. On top of that the extension to the
study of same sign W production is also foreseen. Here we would like to propose an original
study concentrating on the search for perturbative patterns in MB events looking for mini-jet pair
production.
Let’s introduce the formalism for the study of MPI in charged particle jet production. We re-write
the inelastic cross section as the sum of one soft and one hard component.
σinel = σsoft + σhard (1)
with σsoft the soft contribution to the inelastic cross section σinel, the two contributions σsoft
and σhard being defined through the cutoff in the momentum exchanged between partons, pcT .
Notice that, differently from the case of the inclusive cross section (σS), which is divergent for
pcT → 0, both σhard and all exclusive contributions to σhard, with a given number of parton
collisions, are finite in the infrared limit.
A simple relationship links the hard cross section to 〈N〉, i.e. the average number of partonic
interactions:
〈N〉σhard = σS (2)
While the effective cross section σeff turns out to be linked to the dispersion 〈N(N − 1)〉:
1
2
〈N(N − 1)〉σhard = σD (3)
These relationships can be used to express σeff in terms of the statistical quantities related to the
multiplicity of partonic interactions:
〈N(N − 1)〉 = 〈N〉2σhard
σeff
(4)
This last equation is particularly relevant from an experimental point of view. Indeed, even with
a reduced detector acceptance and detection efficiency, one can always measure the physical ob-
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servable σhard/σeff that accounts for the probability enhancement of having additional partonic
interactions above the scale pcT .
We propose to perform this measurement counting the charged particle jet pairs above a
minimal scale pcT in MB events. Charged particle jets are reconstructed along the lines described
in the previous section. First of all the charged jets are pT -ordered. A pairing criteria is in-
troduced which is based on the maximum difference in azimuth between the charged jets. The
pairing algorithm starts from the leading charged jet and associates the first secondary jet in the
hierarchy that respects the criteria. The highest pT of the pair is assumed to be the scale of the
corresponding partonic interaction. The paired charged jets are removed from the list and the
remnant charged jets are re-processed following the same steps. One end-up with a list of paired
charged jets. N is the number of charged pairs above the scale pcT .
Fig. 2 shows the difference in azimuth versus the pT ratio between the first and the second
charged jet in the event. Right plot shows the case when both MPI and radiation are switched off
to study the sensitivity of the pairing algorithm in a clean hard process. Two cuts have been set
to define the pairs: ∆φ > 2.7 and pT ratio > 0.25.
Fig 3 reports σeff for two different pseudorapidity ranges |η| < 5 (left) and |η| < 2.4
(right). As expected σeff does not depend on the detector acceptance. In the same figures is
shown the sensitivity of the pairing algorithm to radiation coming from initial and final state (red
points refer to the no-radiation case).
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Fig. 2: Delta azimuth versus the pT ratio between the first and the second charged jets in MB events at the LHC.
Right plot is considered as a cross check for the pairing algorithm when Multiple Parton Interactions and radiation
processes are switched off. PYTHIA Tune S0 is considered.
Notice that in the result of the simulation the effective cross section does not depend on
the acceptance of the detector. One observes the same dependence of σeff on pminT also after
switching off the radiation. It should be emphasized that this feature would not show up in the
simplest model of multiparton interactions, where the distribution in the number of collisions, at
fixed hadronic impact parameter, is a Poissonian. In this case one would in fact obtain that the
effective cross section is constant not only as a function of the acceptance of the detector, but
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Fig. 3: Effective cross section in MB events at the LHC quoted for mini-jet processes in two different pseudorapidity
ranges: |η| < 5 (left) and |η| < 2.4 (right) with and without radiation processes (blue and red). PYTHIA Tune S0
is considered.
also as a function of the cutoff. While the matter distribution in the transverse parton coordinates
determines the dependence of the average number of multiparton collision on the impact param-
eter, a cutoff dependent effective cross section might be produced by a distribution in the number
of collisions at fixed impact parameter different from a Poissonian. Observing a dependence of
σeff on pminT one would hence provide evidence of further non trivial correlations effects be-
tween partons in the hadron structure. To trace back the origin of the dependence of σeff on
pminT , observed in the simulation, one might notice that, in the simplest uncorrelated Poissonian
model, the impact parameter is chosen accordingly with the value of the overlap of the matter
distribution of the two hadrons and independently on value of the cutoff pminT . In Pythia, on the
contrary, events are generated through a choice of the impact parameter which is increasingly bi-
ased towards smaller values at large pT . The correlation induced in this way between the impact
parameter of the hadronic collisions and the scale of the interaction has the result of decreasing
the behavior of σeff at large pminT .
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Abstract
CDF Run II data for minimum bias collisions and the underlying event
associated with Drell-Yan lepton pair production are presented and
how these measurements can give us better insights into the relative
importance of the different contributing subprocesses to the ‘softer’
physics are discussed.
1 Introduction: Minimum Bias Events and the Underlying Event
In order to find ‘new’ physics at a hadron-hadron collider it is essential to understand and simulate
accurately the ‘ordinary’ QCD hard-scattering events, so that we can discriminate new physics
from the complicated background. To do this one must not only have a good model of the hard
scattering part of the process, but also of the theoretically poorly understood softer part.
A typical 2-to-2 hard scattering event is a proton-antiproton collision at the hadron collid-
ers as shown in the Figure 1(a), all happening inside the radius of a proton. In addition to the two
hard scattered outgoing partons, which fragment into jets - there is initial and final state radiation
(caused by bremsstrahlung and gluon emission), multiple parton interaction (additional 2-to-2
scattering within the same event), ‘beam beam remnants’ (particles that come from the breakup
of the proton and antiproton, from the partons not participating in the primary hard scatter). We
define the ‘underlying event’ [1] as everything except the hard scattered components, which in-
cludes the ‘beam-beam remnants’ (or the BBR) plus the multiple parton interaction (or the MPI).
However, it is not possible on an event-by-event basis to be certain which particles came from the
underlying event and, which particles originated from the hard scattering. The ‘underlying event’
(i.e. BBR plus MPI) is an unavoidable background to most collider observables. For example, at
the Tevatron both the inclusive jet cross section and the b-jet cross section, as well as isolation
cuts and the measurement of missing energy depend sensitively on the underlying event. A good
understanding of it will lead to more precise measurements at the Tevatron and the LHC.
For Drell-Yan lepton pair production, we have the outgoing lepton anti-lepton pair in the
final state and there would be no colored final state radiation. Hence it provides a very clean way
to study the underlying event.
‘Minimum bias event’, although different from the underlying event, is another excellent
place to look at the ‘softer’ physics. One selects (i.e. ‘triggers’ on) certain events to store onto
tape. Minimum bias (or ‘min-bias’) is a generic term which refers to events that are selected
with a ‘loose’ trigger. All triggers produce some bias and the term min-bias is meaningless until
one specifies the precise trigger used to collect the data. The CDF ‘min-bias’ trigger consists of
requiring at least one charged particle in the forward region 3.2 < η < 5.9 and simultaneously
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(a) (b)
Fig. 1: A typical 2-2 hard scattering process and dividing the central region
at least one charged particle in the backward region −5.9 < η < −3.2. In principle it contains
all types of interactions proportionally to their natural production rate.
2 Comparing data with QCD Monte Carlo Models
2.1 Minimum Bias Events
Two of the observables that are experimentally accessible in the minimum bias (or MB) final state
are presented here. They are the inclusive charged particle transverse momentum differential
cross section d3σ/pTdpTdydφ and the event transverse energy sum differential cross section
d3σ/dET dηdφ, in the range pT > 0.4 GeV/c and |η| < 1. These two measurements provide
some of the basic features of the inelastic inclusive particle production spectra. The measurement
of the event transverse energy sum is new to the field and represents a first attempt at describing
the full final state including neutral particles. In this regard, it is complementary to the charged
particle measurement in describing the global features of the inelastic pp cross section.
In Fig. 2(a), we show the track pT differential cross section. PYTHIA tune A [2, 3] was
the first model that comes close to describing a wide range of MB experimental distributions.
It reproduces the data for inclusive charged particle pT distribution within 10% up to pT > 20
GeV/c but the data are above the prediction at high pT . This implies that the tune probably does
not have exactly the right fraction of hard 2-to-2 parton-parton scattering and, also, that there is
more soft energy in the data than predicted.
In Fig. 2(b), we show the ΣET cross-section spectrum. The transverse energy is measured
in the central region only as the sum of the ET of each calorimeter tower in |η| < 1. This plot
shows the fully corrected distribution. The MC generators tuned to reproduce charged particle
production fail to reproduce this variable, especially at higher energy (ΣET > 50 GeV). This
might be related to the observation that there is an excess of energy in the underlying event in
high transverse momentum jet production over the prediction of PYTHIA tune A.
The lower plots show the ratio of data to simulation in each case.
2.2 The Underlying Event with Drell-Yan
Here we study charged particles in the range pT > 0.5 GeV/c and |η| < 1, at the region of
Z-boson, defined as 70 GeV/c2 < Mll < 110 GeV/c2, in the ‘toward’, ‘away’ and ‘transverse’
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Fig. 2: Min-bias plots, the track pT differential cross section at the left and the ΣET cross-section on the right
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Fig. 3: Drell-Yan underlying event plots, charged particle multliplicity on the left and the charged pT sum on the right
regions, as defined in Fig. 1(b). The underlying event observables are found to be reasonably
flat with the increasing lepton pair transverse momentum in the transverse and toward regions,
but goes up in the away region to balance the lepton pairs. In Fig. 3(a) and Fig. 3(b), we looked
at the two observables corresponding to the underlying event, the number of charged particle
density and the charged transverse momentum sum density in the transverse region, compared
with PYTHIA tunes A and AW [3, 4], HERWIG [5] without MPI and a previous CDF analysis
on leading jet underlying event results. We mostly observed very good agreements with PYTHIA
tune AW Monte Carlo predictions (HERWIG produces much less activity), although the agreement
between theory and data is not perfect. We also compared them with leading jet underlying
event results and observed reasonably close agreement - which may indicate the universality of
underlying event modeling.
D. KAR
408 ISMD08
3 Correlation Studies
The rate of change of < pT > versus charged multiplicity is a measure of the amount of hard
versus soft processes contributing to collisions and it is sensitive to the modeling of the multiple
parton interactions [6]. This variable is one of the most sensitive to the combination of the
physical effects present in MB collisions and is also the most poorly reproduced variable by
the available Monte Carlo generators. If only the soft beam-beam remnants contributed to min-
bias collisions then < pT > would not depend on charged multiplicity. If one has two processes
contributing, one soft (beam-beam remnants) and one hard (hard 2-to-2 parton-parton scattering),
then demanding large multiplicity would preferentially select the hard process and lead to a high
< pT >. However, we see that with only these two processes < pT > increases much too
rapidly as a function of multiplicity. Multiple-parton interactions provides another mechanism
for producing large multiplicities that are harder than the beam-beam remnants, but not as hard
as the primary 2-to-2 hard scattering.
Fig. 4(a) shows the data corrected to the particle level on the average pT of charged
particles versus the multiplicity for charged particles with pT > 0.5 GeV/c and |η| < 1 for Z-
boson events from this analysis. HERWIG (without MPI) predicts the < pT > to rise too rapidly
as the multiplicity increases. For HERWIG (without MPI) large multiplicities come from events
with a high pT Z-boson and hence a large pT ‘away-side’ jet. This can be seen clearly in Fig.
4(b) which shows the average pT of the Z-boson versus the charged multiplicity. Without MPI
the only way of getting large multiplicity is with high pT (Z) events. For the models with MPI
one can get large multiplicity either from high pT (Z) events or from MPI and hence < pT (Z) >
does not rise as sharply with multiplicity in accord with the data. PYTHIA tune AW describes the
Z-boson data fairly well.
Fig. 4(d) shows the data corrected to the particle level on the average pT of charged
particles versus the multiplicity for charged particles with pT > 0.5 GeV/c and |η| < 1 for
Z-boson events in which pT (Z) < 10 GeV/c and Fig. 4(c) shows the same distribution for
minimum bias events, compared to some PYTHIA Min-Bias production tunings. Regardless of
all the improvements in the comprehension of low-pT production, the models are still unable
to reproduce second order quantities such as final state particle correlations. We see that <
pT > still increases as the multiplicity increases although not as fast. If we require pT (Z) <
10 GeV/c, then HERWIG (without MPI) predicts that the < pT > decreases slightly as the
multiplicity increases. This is because without MPI and without the high pT ‘away-side’ jet
which is suppressed by requiring low pT (Z), large multiplicities come from events with a lot of
initial-state radiation and the particles coming from initial-state radiation are ‘soft’. PYTHIA tune
AW describes the behavior of < pT > versus the multiplicity fairly well even when we select
pT (Z) < 10 GeV/c. This strongly suggests that MPI are playing an important role in both these
processes.
4 Summary and Conclusions
We are making good progress in understanding and modeling the softer physics. CDF tunes
A and AW describe the data very well, although we still do not yet have a perfect fit to all the
features of the CDF underlying event and min-bias data. Future studies should focus on tuning the
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Fig. 4: Charged multiplicity against charged transverse momentum average correlation plots. While (a), (b) and (d)
show Drell-Yan data, (c) comes from minimum-bias studies.
energy dependence for the event activity in both minimum bias and the underlying event, which
at the moment seems to be one of the least understood aspects of all the models. The underlying
event is expected to be much more active in LHC and it is critical to have sensible underlying
event models containing our best physical knowledge and intuition, tuned to all relevant available
data.
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Abstract
We apply the absorptive boundary prescription to include saturation
effects in CCFM evolution equation. We are in particular interested
in saturation effects in exclusive processes which can be studied using
Monte Carlo event generator CASCADE. We calculate cross section
for three-jet production and distribution of charged hadrons.
1 Introduction
At the dawn of LHC it is desirable to have tools which could be safely used to evolve colliding
protons to any point of available in collision phase space. It is also desirable to have formulation
within Monte Carlo framework because this allows to study complete events (see also contribu-
tion of E. Avsar to ISMD 08). At present there are two main approaches within pQCD which can
be applied to describe evolution of the parton densities: collinear factorisation with integrated
parton densities, with DGLAP as the master equation and kT factorisation with unintegrated
gluon density with BFKL as the master equation [1]. These two approaches resum different
perturbative series and are valid in different regimes of the longitudinal momentum fraction car-
ried by the partons. However, they tend to merge at higher orders meaning that one is a source
of subleading corrections for the other. The economic way to combine information from both of
them is to use the CCFM [2] approach which interpolates between DGLAP and BFKL and which
has the advantage of being applicable to Monte Carlo simulation of final states. However, if one
wants to study physics at largest energies available at LHC one has to go beyond DGLAP, CCFM
or BFKL because all these equations were derived in an approximation of dilute partonic system
where partons do not overlap or to put it differently do not recombine. Because of this those
equations cannot be safely extrapolated towards high energies, as this is in conflict with unitarity
requirements. To account for dense partonic systems one has to introduce a mechanism which
allows partons to recombine. There are various ways to approach this problem [3], here we are
interested in the one which can be directly formulated within kT factorisation approach [4]. In
this approach one can formulate momentum space version [5] of the Balitsky-Kovchegov equa-
tion [6] which sums up large part of important terms for saturation and which is a nonlinear
extension of the BFKL equation. As it is a nonlinear equation it is quite cumbersome but one can
avoid complications coming from nonlinearity by applying absorptive boundary conditions [7]
which mimics the nonlinear term in the BK equation. Here, in order to have description of exclu-
sive processes and account for saturation effects we use CCFM evolution equation together with
absorptive boundary implemented in CASCADE Monte Carlo event generator [8].
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In section one we show description of F2 data using CCFM equation. In section two we describe
way to incorporate saturation effects. In section three we show results for angular distribution of
three jets and distribution of charged particles.
2 CCFM evolution equation and F2
The CCFM evolution equation is a linear evolution equation which sums up a cascade of glu-
ons under the assumption that gluons are strongly ordered in an angle of emission. This can
be schematically written as: xA(x, k2T , q2) = xA0(x, k2T , q2) + K ⊗ xA(x, k2T , q2) where x
is the longitudinal momentum fraction of the proton carried by the gluon, kT is its transverse
momentum and q is a factorisation scale. The initial gluon’s distribution xA0(x, kT , µ2) =
NxBg(1 − x)4exp [(k − µ)2/σ2] parameters are to be determined by fit to data. At present we
keep parameters µ and σ fixed and fit N and Bg. Using kT factorisation theorem gluon density
coming from the CCFM equation can be applied to calculate F2 and compare with measure-
ments. In the kT factorisation approach the observables are calculated via convolution of an
off-shell hard matrix element with gluon density. The appropriate formula in schematic form for
F2 reads: F2(x,Q2) = Φ(x, k2T , Q2)⊗xA(x, k2T , q2(Q2)) where the convolution symbol stands
for integration in longitudinal and transversal momenta. From Fig. 1 we see agreement with F2
measurements. We should however note that at the LHC for processes in the forward region we
will probe the gluon density at smaller x than at HERA and unitarity corrections could be visible.
10
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Fig. 1: F2 description of HERA data with CCFM evolution equation
K. KUTAK, H. JUNG
412 ISMD08
10
−1
1
10
10 2
1 10 10 2 10 3
 Q 2
 [GeV2]
F 2
2
2
CCFM  F  fit
CCFM  F  fit − sat
 H1 EPJC 21 (2001) 33
 x
10 −1 1 10
10
−3
10
−2
10−1
1
10
10 2
 x=10
 kt
2
 (GeV2)
x
A
(x
,k
t2 ,
µ2
)
10 −1 1 10 102
 x=10−6
−5
Fig. 2: (left) F2 calculated using CCFM with saturation compared to CCFM and to the data. (right) Comparison of
gluon density obtained from CCFM with saturation to gluon density from CCFM as a function of k2T for x = 10−5,
x = 10−6
3 F2 from CCFM with saturation
The CCFM equation predicts the gluon density which behaves like A(x, k2, µ2) ∼ xβ and this
power like behaviour is in conflict with unitarity bounds. As it has been already stated the way
to introduce part of unitarity corrections is to introduce nonlinear terms to the BFKL or CCFM
evolution equation. The nonlinearity gives rise to the so called energy dependent saturation scale
below which gluon density is suppressed. Following an idea of A. Mueller and D. Triantafyl-
lopoulos we model the saturation effects by introducing an absorptive boundary which mimics
the nonlinear term. In the original approach it was required that the BFKL amplitude should be
equal to unity for a certain combination of k2T and x. Here we introduce the energy dependent
cutoff on transverse gluon momenta which acts as absorptive boundary and slows down the rate
of growth of the gluon density. As a prescription for the cutoff we use the GBW [9] saturation
scale ksat = k0(x0/x)λ/2 with parameters x0, k0, λ to be determined by fit. We are aware of the
fact that this approach has obvious limitations since the saturation line is not impact parameter
dependent and is not affected by evolution. However, it provides an energy dependent cutoff
which is easy to be implemented in a Monte Carlo program, and therefore we consider it as a
reasonable starting point for future investigations. We applied our prescription to calculate the
F2 structure function and we obtained good descriptions of HERA data, both in scenario with
and without saturation, see Fig. 2. However, the gluon densities which are used in calculation
of the F2 structure function have very different shape and they may have impact on exclusive
observables even in HERA range.
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Fig. 3: (up) Differential cross section for three jet event calculated within CCFM with saturation boundary (blue line)
compared to CCFM without saturation (red line). (down) Ratio between theory prediction minus data divided by data
4 Impact of saturation on exclusive observables
Using the gluon density determined by fit to F2 data we may now go on to investigate the impact
of saturation on exclusive observables. As a first exclusive observable we choose the differential
cross section for three jet events in DIS [10]. Here we are interested in the dependence of the cross
section on the azimuthal angle ∆φ between the two hardest jets. This calculation is motivated
by the fact that the produced hard jets are directly sensitive to momentum of the incoming gluon
and therefore are sensitive to the gluon kT spectrum. In the results we see a clear difference
between the approach which includes saturation and the one which does not include it. The
description with saturation is closer to data suggesting the need for saturation effects. Another
observable we choose is the pT spectrum of produced charged particles in DIS [11]. We compare
our calculation with calculation based on CCFM and on DGLAP evolution equations. From the
plots Fig. 4 we see that the CCFM with saturation describes data better then the other approaches.
CCFM overestimates the cross-section for very low x data while DGLAP underestimates it. This
is easy to explain, in CCFM one can get large contributions from larger momenta in the chain
due to lack of ordering in kT while in DGLAP large kT in the chain is suppressed. On the other
hand CCFM with saturation becomes ordered for small x both in kT and rapidity and therefore
interpolates between these two.
5 Conclusions
In this contribution we studied saturation effects in exclusive observables using a Monte Carlo
event generator. Including saturation effects we obtained a reasonably good description of DIS
data for ∆φ distribution of jets Fig. 3 and pT spectrum of produced charged hadrons Fig. 4.
We compared prediction based on an approach with saturation to one which does not include
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Fig. 4: Differential cross section for transverse momentum distribution of charged hadrons calculated within CCFM
(violet continuous line), CCFM with saturation (dashed blue line) and DGLAP (dotted black line)
it, and we clearly see that the approach based on saturation gives a better description of the
measurements.
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Abstract
A previously successful model for purely hadronic total cross-sections,
based on QCD minijets and soft-gluon resummation, is here applied to
the total photoproduction cross section. We find that our model in the
γp case predicts a rise with energy stronger than in the pp/p¯p case.
1 Introduction
In this note, we shall describe (and apply to data) a model for the total cross-section [1, 2],
based on the ansatz that infrared gluons provide the saturation mechanism in the rise of all total
cross-sections (thus obeying the Froissart bound), with the rise calculated through the increasing
number of hard collisions between low-x, but perturbative gluons. These collisions produce low
pt partons which hadronize in so called mini-jets. We assume that for pt ≥ 1 ÷ 2 GeV the
parton-parton cross-section can still be calculated perturbatively and set a minimum pt cut-off,
ptmin in the jet cross-section calculation. To make connection with actual phenomenological
inputs, the mini-jet cross-sections are calculated [3, 4] using DGLAP evolved parton densities:
for the proton we have used GRV [5], MRST [6] and CTEQ [7], for the photon GRS [8] and
CJKL [9]. In our model we use only LO densities, as part of the NLO effects are described by
soft gluon resummation and the use of NLO would result in some double counting. Similarly,
we have opted for tree level parton-parton cross-sections and one loop αs. As the c.m. energy
increases, with fixed pmin, these mini-jet cross-sections increase and their contribution to the
total cross-section becomes larger than any observed cross-section, violating unitarity. This has
resulted in discarding the mini-jet model. Embedding the mini-jet cross-section in the eikonal
representation, restores unitarity, but requires modelling of the matter distribution in the colliding
particles via an impact parameter distribution. Convolution of the electromagnetic form factors
is frequently used and more fundamental attempts exist in the framework of Reggeon calculus
and perturbative QCD. Our model focuses on very soft gluons as the source of a dynamical
description of the impact factor and its energy dependence. Thus the name Bloch Nordsieck
(BN) underlies the infrared region and its resummation. We shall briefly present this model,
show its results for purely proton processes, and then apply it to photoproduction processes.
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2 The Bloch-Nordsieck Model (BN)
Our BN model exhibits fractal behaviours for quantities such as (i) the energy rise of the mini-jet
cross-sections for which σjet ≈ sδ with δ ≈ 0.3 and (ii) the very low momentum single gluon
emission probability which we propose to be proportional to k−p−1t with 0 < p < 1, for gluons
of transverse momentum kt .
This model, which was initially developed for purely hadronic total cross-section, incor-
porates QCD inputs such as parton-parton cross-sections, realistic parton densities, actual kine-
matics, and soft gluon resummation. We write, for a general process,
σABtot = 2
∫
d2~b[1− e−n(b,s)/2] (1)
with the imaginary part of the eikonal related to the average number of inelastic collision n(b, s).
We isolate all hard perturbatively calculated collisions into
nhard(b, s) = A(b, s)σjet(ptmin, s) (2)
and phenomenologically determine the remaining collisions which we call nsoft(b, s). At present
our model is unable to make an ab initio calculation of this quantity, and we use a QCD inspired
modelling, described in [2].
The impact parameter distribution is obtained from the Fourier transform of the soft gluon
transverse momentum, resummed, distribution, namely
A(b, s) = N
∫
d2K⊥
d2P (K⊥)
d2K⊥
e−iK⊥·b =
e−h(b,qmax)∫
d2be−h(b,qmax)
≡ A(b, qmax(s)) (3)
with
h(b, qmax(s)) =
∫
d3n¯g(~k)[1−eik⊥·b] = 163
∫ qmax(s)
0
dkt
kt
αs(k2t )
π
(
log
2qmax(s)
kt
)
[1− J0(ktb)]
(4)
In the above equation, we need to extend the integral to zero momentum gluons, which supply
the saturation effect of resummation. One needs then an ansatz for the single soft gluon distri-
bution in Eq. 4, namely for αs(k2t ) as kt → 0. Our model for this behaviour is inspired by the
Richardson potential, but in order to have a finite result for the integral in Eq. 4 we use
αs =
12π
33− 2Nf
p
ln[1 + p(ktΛ )
2p]
. (5)
This expression gives the asymptotic freedom value for large kt , and is singular (but integrable)
at kt = 0 (for p < 1). The closer p is to 1, the more the minijet cross-sections will be quenched
at any given energy.
The energy dependence of the impact function A(b, s) is introduced through the upper
limit of integration in Eq. 4. As amply discussed in ref. [1], the function qmax is obtained
through an averaging over the parton densities
qmax(s) =
√
s
2
∑
i,j
∫ dx1
x1
∫ dx2
x2
∫ 1
zmin
dzfi(x1)fj(x2)
√
x1x2(1− z)∑
i,j
∫ dx1
x1
∫ dx2
x2
∫ 1
zmin
dzfi(x1)fj(x2)
, (6)
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Notice that in our model, the impact parameter distribution depends on the energy and the process
under consideration through the parameter qmax(s), which is evaluated using the given parton
densities.
The BN model thus described has been applied to proton-proton scattering, obtaining a
total cross-section for LHC to be σ(
√
s = 14 TeV ) = (100 ± 12) mb, where the error re-
flects various uncertainties as in the choice of densities, minimum parton pt cut-off and the IR
behaviour of the soft gluon coupling. Our results for proton-proton and proton-antiproton scat-
tering are shown in Fig. 1 with labelling and references defined as in [4].
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Fig. 1: Data and models for proton-proton and proton-antiproton total cross-section from ref. [4].
3 Photon processes and the total γp cross-section at high energies
Application to photons requires the probability that a photon behaves like a hadron. One possi-
bility is to use Vector Meson Dominance (VMD) in the eikonal representation, as in [10, 11],
σγptot = Pγ→hadronσ
γhadp
tot = 2Phad
∫
d2~b[1− e−n(b,s)/2] (7)
with Pγ→hadron = 1/240. As for the proton case, the average number of inelastic collisions,
n(b, s), is split between hard collisions calculable as QCD minijets, and a soft part. Hence, the
average number of collisions is written as
n(b, s) = nsoft(b, s) + nhard(b, s) =
2
3
nppsoft(b, s) +A(b, s)σjet(s)/Phad (8)
with nhard including all outgoing parton processes with pt > ptmin. The jet cross-sections are
calculated using actual photon densities, which themselves give the probability of finding a given
quark or gluon in a photon, and thus Phad needs to be canceled out in nhard. For the soft part, a
good description is obtained with nppsoft(b, s) being the same as in the pp case [4].
The impact function A(b, s) again supplies saturation and is calculated using photon and
proton densities in Eq. 6. Once this energy parameter has been calculated, A(b, s) is fully
Y. N. SRIVASTAVA, A. ACHILLI, R. GODBOLE, A. GRAU, G. PANCHERI
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determined. More fundamental attempts to obtain the impact function for photons can be found
in ref. [12].
For γp we show in Fig. 2 both the saturation parameter qmax plotted as a function of the
γp c.m. energy, as well as the resulting impact parameter function at four representative energies.
Unlike other models, based on the convolution of the form factors of the colliding particles, the
impact function in the BN model is energy dependent, with a shape shrinking with energy. Both
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Fig. 2: Left: average maximum tramsverse momenttum allowed to single soft gluon emission in γp scattering. Right:
Impact parameter distribution for γp scattering at various c.m. energies
the mini-jet cross-section and the impact function (the latter through qmax) for γp depend on
the set of Parton Density Functions (PDFs). We choose GRV94 for the proton, GRS and CJKL
for the photon, input them into the eikonal and compare the results with HERA data [13, 14],
including a set of ZEUS BPC data extrapolated from γ∗p to Q2γ = 0 [15]. These results for the
BN model are shown in Table 1 for different parameters sets chosen so that all of HERA data are
included in a band defined by the last two columns in table 1.
In ref. [16], we have observed that at very high γp energies, our results indicate a faster
rise than is the case for proton inspired models. For energies beyond HERA, qmax(s), computed
through the photon densities, no longer increases (unlike the proton case) thus blocking satura-
tion earlier than for protons. As a result, since the mini-jet cross-sections keep on increasing,
the photon cross-sections, past present accelerator energies, would grow faster than the purely
hadronic ones. We have noted [16] that this prediction from our model finds independent support
in the fit by Block and Halzen [17] which gives results close to ours in the very high energy
region.
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Table 1: Values (in mb) for total cross-section for γp scattering evaluated in the c.m. energy of colliding particles, for
different parameter sets
√
s EMM with Form BNγ model BNγ model BNγ
GeV Factors GRS, p=0.75 CJKL, p=0.8 GRS, p=0.75
ptmin = 1.5 GeV ptmin = 1.2 ptmin = 1.8 ptmin = 1.15
5 0.116 0.116 0.116 0.116
11.46 0.114 0.115 0.114 0.1155
48.93 0.122 0.130 0.121 0.132
112.14 0.139 0.155 0.140 0.16
478.74 0.238 0.228 0.203 0.236
1097.3 0.352 0.279 0.250 0.289
4684.6 0.635 0.384 0.338 0.395
10736.8 0.829 0.449 0.390 0.461
20000 0.985 0.499 0.429 0.512
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Abstract
I discuss the problem of incorporating recoil effects into the proba-
bilistic QCD evolution scheme based on the picture of colour dipoles
as done in recent Monte Carlo programs.
1 Introduction
Generation of events using Monte Carlo methods is an indispensable tool for planning, running
and analysing the results of modern high energy experiments. A possibility to generate multi-
particle production as a Markov chain of successive independent parton splittings is based on
the general property of factorization of collinear singularities. For inclusive parton distributions
this leads to the DGLAP evolution equations [1] whose generalisation to multi-particle distri-
butions can be achieved in the spirit of jet-calculus [2], with additional account of soft gluon
coherence [3–6]. This is done essentially by ordering the angles of successive gluon emissions,
which ordering takes full care of the destructive interference contributions in the soft region and
preserves the probabilistic parton multiplication picture. In particular, this procedure was applied
to construct the HERWIG event generator [5].
An alternative way of dealing with soft gluon interference effects is provided by the “dipole
scheme” [4, 7] in which an independently radiating parton is replaced by a colourless dipole
formed by two partons neighbouring in the colour space. Gluon radiation off a dipole is auto-
matically suppressed at angles exceeding the dipole opening angle thus reproducing the angular
ordering. The dipole formulation offers a possibility to improve the treatment by taking into
consideration logarithmically enhanced effects due to multiple emission of soft gluons at large
angles with respect to jets. Non-collinear soft gluons dominate inter-jet particle flows in various
hard processes. They also complicate the analysis of the so-called non-global QCD observ-
ables [8], i.e. in observables in which recorded radiation is confined in geometrically definite
phase space regions. It is then interesting to involve these corrections into a Monte Carlo code
based on dipole emission, including soft radiation away from jets.
In this talk, based on the paper [9] with Yuri Dokshitzer, I discuss a dipole scheme (in the
large-Nc approximation) well suited for deriving improved analytic predictions for observables
that incorporate large-angle soft gluon radiation effects. However we observe that, once one aims
at beyond the no-recoil (soft) approximation, treating colour dipoles as independently evolving
entities is likely to conflict the collinear factorization. Taking energy ordering as natural from
the multi-parton distributions in [4] one does not obtain the correct DGLAP equation. However
considering transverse momentum ordering one obtains the DGLAP evolution to leading order
with important non-leading corrections. But this ordering does not really reproduce the multi-
parton distributions [4].
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2 Multiple soft gluons and Monte Carlo
Consider, for simplicity, the generation of quark-antiquark pair papb plus an ensemble of n sec-
ondary soft gluons γ∗ → papb q1 q2 . . . qn. In the planar approximation [4,10] the distribution is
given by a sum of permutation of
(papb)
(paq1) · · · (qnpb) . (1)
Selecting soft emission ωi ≪ Ea ≃ Eb ≃ E = Q/2 (with Ea, Eb and ωi the c.m. quark
antiquark and gluon energies) one obtains for the generating functional
E∂EG(pa, pb;E) =
∫
dΩ
4π
α¯s
ξab
ξaqξqb
[
u(q)G(pa, q;ω)G(q, pb;ω)− G(pa, pb, ω)
]
ω=E
(2)
with α¯s = Ncαspi and ξik = 1 − cosΘik. The “source functions” u attached to each parton help
to extract an arbitrary final state observable. The fully inclusive measurement, that is when one
allows for production of any number of particles with arbitrary momenta, corresponds to setting
all u=1. This gives G(Q,u=1) = 1 corresponding to normalization to the total cross section.
Iteration of this equation can be interpreted as parton branching which can be realised as a Monte
Carlo (Markov) process. We now discuss first the multiplicities (large angle contributions are
correctly included) then the distributions in which recoil is needed.
3 Mean multiplicity
In order to obtain an equation for the multiplicity of secondary partons, one applies to (2) the
variational derivative over the probing function u(q) and integrates over q, while setting u ≡ 1
for all remaining probing functions (one-particle inclusive measurement). We derive
E∂EN (ξab) =
∫
dΩ
4π
α¯s
ξab
ξaqξqb
[
N (ξqa) +N (ξqb)−N (ξab)
]
. (3)
This formulation leads to the following results:
• resummation of collinear logs and large angle corrections are correctly included here;
• large angle QQ¯ emission in which soft singularities are important are correctly resummed
(see [11]);
• non-global jet corrections [8] are correctly treated by (2).
4 Attempt to include recoil in dipole multiplication
The dipole-based evolution equation (2) remains insufficient for building a realistic Monte Carlo
event generator as we shall discuss in the following. The simplest observable to consider is
the inclusive distribution of the final-state quark. This is obtained by studying the generating
functional Gab with u = 1 as function of the energy fraction x of the final-state quark pa after the
emission of any number of soft gluons yi (here Pa is the incoming quark at the photon vertex)
pa ≃ xPa , x = 1−
∑
i
yi , ωi = yiE . (4)
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We shall restrict ourselves to configurations in which all radiated gluons have small emission
angles with respect to the quark direction. This — quasi-collinear — approximation is sufficient
for the analysis of the anomalous dimension which accumulates collinear singularities of the
fragmentation function in all orders and describes the scaling violation. Here one has to consider
recoil (see (4)). We start from the elementary process Pa + Pb =⇒ pa + pb + q. In order to
properly formulate a recoil strategy, one must split the soft dipole radiation function into two
pieces which incorporate the collinear singularity when ~q collinear to ~pa or ~pb, respectively
ξab
ξaqξqpb
= Ŵ (a)ab (q) + Ŵ
(b)
ab (q) , (5)
q
p
a
pb
= +
(6)
In the above final-state quark distribution one needs to consider only the splitting Ŵ (a)ab (q) which
is singular for ξaq → 0. This distribution essentially becomes irrelevant when the emission angle
ξaq exceeds the opening angle of the parent dipole, ξaq > ξab, that is away from the angular
ordered kinematics. Upon averaging over the azimuthal angle φqa of the gluon momentum ~q
around the singular direction ~pa one has∫
dφaq
2π
Ŵ
(a)
ab (q) =
1
ξqa
· ϑ(ξab − ξaq). (7)
Iterating this procedure for all splittings, for the final quark distribution one is left to consider
= − cc
aa
b
a
E ddE
(8)
with only gluons emitted in the lower blob involving the parton a.
And here comes the crucial observation: the emission angle of the gluon c is essentially
limited from above by the aperture of the parent dipole ξab, see (7). Therefore, soft gluons
generated by the evolution equation (8) turn out to be ordered, simultaneously, in energies and in
angles with respect to the radiating quark. Instead we know that the DGLAP equation is obtained
from ordering only in collinear variables, disregarding the relative energies of emitted partons.
The variation is already at two loop order. Consider the splitting (5). For the term Ŵ (a)ab ,
following the Catani–Seymour prescription [12], one has p(a)b = (1 − η)Pb, p(a)a = zPa + (1−
z)ηPb − kt and q = (1 − z)Pa + zηPb + kt with kt orthogonal to Pa and Pb. Here z is the
light-cone fraction of the parent momentum Pa carried by the final quark pa. In the collinear
limit η → 0. In the soft limit both η → 0 and z → 1. Consider now the emission of two soft
gluons off the parton Pa. The antenna functions that potentially contribute in the collinear limit
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(recall that we keep all gluon angles with respect to the quark Pa to be small) are displayed here:
q
q
q q
q q(c)
2
(b)
1
2
(a)
2
1 1
(9)
The first two graphs correspond to the splitting of the dipole (a1):
W
(a)
a1 (2)→ ϑ(ξa1 − ξa2) and W (1)a1 (2)→ ϑ(ξa1 − ξ12),
while the third one is the relevant part of the large-aperture dipole (1b):
W
(1)
1b (2)→ ϑ(ξ1b − ξ12),
Due to the local recoil prescription used, only the contribution (a) affects the momentum of the
quark q. In the two remaining ones, (b) and (c), the gluon 2 borrows its energy–momentum from
the gluon 1 and does not produce any quark recoil. Therefore, these contributions cancel against
corresponding virtual corrections in the inclusive quark measurement. In conclusion, within the
adopted recoil strategy, only the graph (a) should be kept, and we obtain the following phase
space for the two-gluon emission:
ξa2 < ξa1 < ξab and ω2 < ω1 < E. (10)
The first condition comes from the angular ordering in the graph (9(a)), and the second condition
from the energy ordering of successive emissions. We know, however, that in order to obtain the
DGLAP equation that properly resums collinear singular contributions, one needs to assemble
angular (or, transverse momentum) ordered emissions (the first ordering), regardless to the order
of gluon energies (the second one). At the same time, the dipole logic is leading us to the double-
ordered gluon ensemble, according to (10). What is missing here is actually the coherence of
QCD radiation. As well known, a soft gluon ω2, with ω2 ≪ ω1 ≪ Ea, could be emitted at large
angles (ξa2 ≫ ξa1) directly by the original parton q + p1 ≃ q. In the language of Feynman
amplitudes, such radiation occurs as a coherent sum of the graphs (b) and (c).
We compute directly the soft contribution (large N ) to this second order distribution
D
(2)
N (Q) ∼ α¯2s
∫ 1
1/N
dy1
y1
∫ y1
1/N
dy2
y2
∫ Q
Q0
dq1t
q1t
∫ Q
Q0
dq2t
q2t
Θ
(
qt1
y1
− qt2
y2
)
(11)
=
α¯2s
4
ln2N ln2
Q
Q0
− α¯
2
s
6
ln3N ln
Q
Q0
,
Here the theta-function comes from averaging the distribution as in (7). As a result the first term
does not provide the correct correction to the first order distribution D(1)N (Q) ≃ −α¯s lnN ln QQ0 .
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The situation changes if one considers transverse momentum ordering instead of energy
ordering. This would give at two loop
D
(2)
N (Q) ∼ α¯2s
∫ 1
1/N
dx1
x1
∫ 1
1/N
dx2
x2
∫ Q
Q0
dq1t
q1t
∫ q1t
Q0
dq2t
q2t
Θ
(
qt1
x1
− qt2
x2
)
(12)
=
α¯2s
2
ln2N ln2
Q
Q0
− α¯
2
s
6
ln3N ln
Q
Q0
.
The first order term provides the correction to the leading order anomalous dimension. How-
ever the second term requires a compensation, possibly from Sudakov form factors, which are
away from the leading order distribution (8). The relevant question here is that energy ordering
does reproduce the multi-parton distribution (1) while transverse momentum ordering does not
reproduce it, see [9].
5 Conclusions
Monte Carlo generation of QCD events is a quarter century old business, based on the structure
of resummation of collinear enhanced Feynman diagram contributions. Collinear-non-enhanced
(“large angle”) soft gluon radiation provides significant corrections to global event characteristics
(e.g., mean particle multiplicity) and determines the structure of various non-global observables
[8]. Effects of multiple soft gluon radiation at large angles lie beyond the scope of the standard
(collinear) approach and must be treated order by order in perturbation theory (while collinear
enhanced contributions are resummed in all orders).
An elegant expression [4] for the multiple soft gluon production probability is valid for
arbitrary angles and offers a possibility of improving the parton picture. The structure of multi-
gluon distribution naturally suggests an interpretation in terms of a chain of colour connected
dipoles. By using energy ordering of gluons this chain may be generated via a Markov process
of successive dipole splittings, see [9]. The generating functional that we have constructed al-
lows one to calculate specific effects due to multiple emission of soft gluons at large angles in the
large-Nc approximation. In order to construct a realistic Monte Carlo generator for multi-parton
ensembles it is imperative, however, to formulate an adequate recoil prescription which would
ensure energy–momentum conservation at every successive step of the parton (dipole) multipli-
cation. In the present paper we addressed the question, whether the “dipole factorization” extends
beyond the no-recoil approximation. By keeping energy ordering as a prescription to generate
the multi-parton distributions (1), we have shown that a naive implementation of the dipole recoil
strategy results in violating the collinear factorization, see (11) and [9].
There exists a number of Monte Carlo implementations of the dipole picture, see [13],
which use transverse momentum ordering. This formulation does not produces the multi-parton
distribution (1). It satisfies collinear factorization, see (12), but generates non leading pieces
which needs to be cancelled. We are looking forward to learning from the experts.
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Abstract
Pomeron in QCD is a composite state of reggeized gluons. The BDS
ansatz for production amplitudes in the planar approximation for N =
4 SUSY is not valid beyond one loop due to the presence of the Man-
delstam cuts. The hamiltonian for the corresponding composite states
in the adjoint representation coincides with the hamiltonian of an inte-
grable open Heisenberg spin chain.
1 BFKL Pomeron and anomalous dimensions
In the leading and next-to-leading approximations fo QCD and the supersymmetreic gauge the-
ories the high energy production amplitude in the planar approximation has the multi-Regge
form [1–3], which gives a possibility to write a Bethe-Salpeter-type equation for the total cross-
section σt. The corresponding Pomeron wave function satisfies the equation of Balitsky, Fadin,
Kuraev and Lipatov (BFKL) [1]
EΨ(~ρ1, ~ρ2) = H12Ψ(~ρ1, ~ρ2) , ∆ = −αsNc2π E , σt ∼ s
∆max . (1)
It is important, that the BFKL Hamiltonian H12 in the coordinate representation ρ is invariant
under the Mo¨bius transformations [4, 5].
One can write the Bartels-Kwiecinski-Praszalowicz (BKP) equation [6] for colorless com-
posite states of several reggeized gluons and the correspondin hamiltonian in the large-Nc-limit
has the separable form [7]
EΨ =
1
2
(h+ h∗)Ψ , h =
∑
k<l
hkl , (2)
h12 = ln(p1p2) +
1
p1
ln(ρ12) p1 +
1
p2
ln(ρ12) p2 − 2ψ(1) . (3)
Apart from the Mo¨bius invariance h has the duality symmetry [8]
pk → ρk,k+1 → pk+1 (4)
and n integrals of motion qr, q∗r [9]. The operators h and h∗ are local hamiltonians of the in-
tegrable Heisenberg spin model [10]. As usual, for the integrable system one can introduce the
transfer (T ) and monodromy (t) matrices according to the definitions [9]
T (u) = Tr t(u) =
n∑
r=0
un−r qr , t(u) = L1(u)L2(u)...Ln(u) , (5)
† speaker
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Lk(u) =
(
u+ ρk pk pk
−ρ2k pk u− ρk pk
)
, t(u) =
(
A(u) B(u)
C(u) D(u)
)
. (6)
The matrix elements A(u), B(u), C(u),D(u) satisfy some bilinear commutation relations fol-
lowing from the Yang-Baxter equation [9] which can be solved with the use of the Bethe ansatz
and the Baxter-Sklyanin approach [11, 12].
One can calculate next-to-leading corrections to the BFKL equation [13]. The eigenvalue
of its kernel ∆(n, γ) does not contain the non-analytic terms δ|n|,0 and δ|n|,2 only in N = 4
SUSY [3]. Further, all functions entering this expression have the property of the maximal tran-
scendentality [14]. This property is valid also for the anomalous dimensions of twist-2 -operators
in N = 4 SUSY [15, 16] contrary to the case of QCD [17]. One can calculate the higher loop
corrections with the use of the effective action [18, 19].
The leading Pomeron singularity in N = 4 SUSY should be situated in the strong cou-
pling regime near the point j = 2 coinciding with the graviton Regge pole. This conclusion
is related to the AdS/CFT correspondence, formulated in the framework of the Maldacena hy-
pothesis claiming, that N = 4 SUSY is equivalent to the superstring model living on the 10-
dimensional anti-de-Sitter space [20–22]. In this case according to Ref. [21] the eigenvalue
for the BFKL hamiltonian in the diffusion approximation coincides with the expression for the
graviton Regge trajectory [16]. From the knowledge of this trajectory at large aˆ and j [23]
one can calculate the explicit expression for the Pomeron intercept at large coupling constants
j = 2− aˆ−1/2/2π [16, 24].
More then ten years ago it was argued [25], that for N = 4 SUSY the evolution equa-
tions for anomalous dimensions of quasi-partonic operators are integrable in LLA. Later such
integrability was generalized to other operators [26] and to higher loops [27]. With the use of
the maximal transcendentality and integrability the equation for the cusp anomalous dimension
was constructed in all orders of perturbation theory [28, 29]. Later the anomalous dimension
of twist-2 operators in four loops was calculated [30]. After taking into account the wrapping
effects [31] the obtained expressions agree with the BFKL predictions [3, 14].
2 Two gluon production amplitudes and the Mandelstam cuts
For the case of the maximal helicity violation in N = 4 SUSY Bern, Dixon and Smirnov sug-
gested a simple ansatz for the multi-gluon scattering amplitude in the planar limit αNc ∼ 1 [32].
It can be expressed as a product of an infraredly divergent factor and some special functions.
Recently the BDS ansatz was investigated in the multi-Regge kinematics [33] (see also
Ref. [34]). It turns out, that the elastic amplitude has the Regge asymptotics and the amplitude for
one gluon production has the multi-Regge form in an agreement with the Steinman relations [33].
However, for two gluon production in the physical kinematical region, where s, s2 > 0 but
s1, s3 < 0 the Regge factorization for the BDS amplitude is broken [33]. A similar situation
is valid for the BDS amplitude describing the transition 3 → 3 in the region, where s, s2 =
t′2 > 0 but s1, s3 < 0. The reason for the breakdown of the Regge factorization is that the
production amplitudes in these regions should contain the Mandelstam cuts in the j-pane of the
t2-channel [33]. It means, that the BDS amplitudes are not correct beyond 1 loop.
In the elastic amplitude the cut in the j-plane appears only in the non-planar diagrams
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because the integrals over the Sudakov variables α = 2kPA/s and β = 2kpB for the reggeon
momenta k and q−k should have the singularities above and below the corresponding integration
contours. For the case of planar diagrams this condition is fulfilled only for the multi-particle
amplitudes starting from six external particles in the region s, s2 > 0 and s1, s3 < 0. The
imaginary part of the amplitude A2→4 in the s2-channel can be written in terms of the BFKL-
like equation for the state in the adjoint representation [33]. One can obtain the exact solution of
this equation [35]
ℑM2→4 ∼ sω(t2)2
∞∑
n=−∞
∫ ∞
−∞
dν
ν2 + n24
(
q∗3k∗1
k∗2q∗1
)iν−n
2
(
q3k1
k2q1
)iν+n
2
s
ω(ν,n)
2 . (7)
The eigenvalue of the reduced BFKL kernel is
ω(ν, n) = −a
(
ψ(iν +
|n|
2
) + ψ(−iν + |n|
2
)− 2ψ(1)
)
. (8)
This result is in a disagreement with the BDS ansatz starting from two loops. The leading singu-
larity of the t2-partial wave corresponds to n = 1 and is situated at j−1 = ω(t2)+a(4 ln 2−2).
3 Integrability for multi-gluon composite states
Here we shall discuss the Mandelstam cuts constructed from several reggeons [36]. The non-
vanishing contribution from the exchange of n+1 reggeons appears in the planar diagrams only
if the number of external lines is r ≥ 2n + 4. The Green function describing the interaction
of n reggeized gluons in the adjoint representation satisfies the BFKL equation with the integral
kernel [36]
K = ω(t)− g
2Nc
16π2
H , ω(t) = a
(
1
ǫ
− ln −t
µ2
)
, t = −|q|2 . (9)
The reduced Hamiltonian H has the property of the holomorphic separability [36]
H = h+ h∗ , h = ln
p1 pn+1
q2
+
n∑
l=1
hl,l+1 . (10)
With the use of the duality transformations (cf. [8])
p1 = z0,1 , pr = zr−1,r , q = z0,n , ρr,r+1 = i
∂
∂zr
= i∂r (11)
one can present the holomorphic hamiltonian h in the form invariant under the Mo¨bius transfor-
mations, which gives a possibility to put z0 = 0 , zn = ∞. For this choice of these coordinates
one can present h as follows [36]
ln(z21∂1) + ln(∂n−1) + 2γ +
n−2∑
r=1
hr,r+1 , (12)
where hr,r+1 coincides in fact with the expression (3) after the substitution ρr → zr.
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One can verify the commutativity of h with the matrix element D(u) of the monodromy
matrix (6) introduced for the description of integrability of the BKP equations in the multi-color
QCD [36]
[D(u), h] = 0 . (13)
Moreover, h coincides with the local hamiltonian of the open integrable Heisenberg model in
which spins are generators of the Mo¨bius group.
To solve this model we can use the algebraic Bethe ansatz. For this purpose it is convenient
to go to the transposed space, where the pseudo-vacuum state Ψ0 can be written in the simple
form
Ψ0 =
n−1∏
r=1
z−2r , C
t(u)Ψ0 = 0 . (14)
Here the operator Ct(u) is the transposed matrix element C(t) of the monodromy matrix (6). The
eigenfunctions of h and D(u) are constructed in the framework of the Baxter-Sklyanin approach
by applying the product of the Baxter functions Q(u) to the pseudovacuum state
Ψ =
n∏
r=1
Qt(uˆr)Ψ0 , (15)
where the operators uˆr are zeroes of the matrix element B(u) of the monodromy matrix t(u).
The Baxter function satisfies the Baxter equation which is reduced to the simple recurrent relation
Λ(u)Q(u) = (u+ i)n−1Q(u+ i) . (16)
The function Λ(u) is an eigenvalue of the integral of motion D(u) and can be written in terms of
its roots
D(u)Ψa1,a2,...,an−1 = Λ(u)Ψa1,a2,...,an−1 , Λ(u) =
n−1∏
r=1
(u− iar) . (17)
As a result, one can present the solution of the Baxter equation in the form [36]
Q(u) =
n−1∏
r=1
Γ(−iu− ar)
Γ(−iu+ 1) . (18)
The composite state Regge trajectory has the additivity property
ωn(t) = ω(t)− a2 E , E =
n−1∑
r=1
ǫ(ar) +
n−1∑
r=1
ǫ(a˜r) , (19)
where
ǫ(a) = ψ(a) + ψ(1− a)− 2ψ(1) , ar = iνr + nr2 . (20)
For three gluon composite state in the adjoint representation one can find an explicit solu-
tion of these equations in the momentum space [36]
Ψt(~p1, ~p2) = (p1 + p2)−a1−a2(p∗1 + p
∗
2)
−a˜1−a˜2
∫
d2uφ(u, u˜)
(
p1
p2
)−iu (p∗1
p∗2
)−iu˜
, (21)
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where
−iu = iνu + Nu2 , −iu˜ = iνu −
Nu
2
,
∫
d2u ≡
∫ ∞
−∞
dνu
∞∑
Nu=−∞
. (22)
and
φ(u, u˜) = u u˜Q(u, u˜) , (23)
where
Q(u, u˜) ∼ Γ(iu)Γ(iu˜)
Γ(1− iu) Γ(1 − iu˜)
Γ(−iu− a1) Γ(−iu− a2)
Γ(1 + iu˜+ a˜1)Γ(1 + iu˜+ a˜2)
(24)
in an accordance with the Baxter-Sklyanin representation [11].
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Abstract
We review the holographic conjecture which links the transition from
a dilute to a dense system of partons in DIS with the formation of tiny
black holes in the gravitational collapse of a perfect fluid. At small ’t
Hooft coupling and large center-of-mass energies the onset of unitar-
ity in the Yang-Mills side is interpreted as the formation of a horizon
due to nonlinear gravitational dynamics in the higher dimensional bulk.
Recent progress in the study of critical behaviour present in the forma-
tion of closed trapped surfaces in the collision of gravitational shock
waves is also presented.
1 Critical gravitational collapse of a massless scalar field and a perfect fluid
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Fig. 1: Solutions for different CSS backgrounds.
In Ref. [1] it was remarked that the
critical exponent characterizing the
formation of a small black hole in
the gravitational collapse of a mass-
less scalar field is quite similar to the
critical exponent present in the satu-
ration line of DIS. This line marks
the onset of saturation effects in
the evolution of parton distribution
functions at very small values of
Bjorken x. It should be indicated
that the calculation of the critical ex-
ponent in the QCD side suffers from
some intrinsic uncertainties even if
one stays in the leading logarithmic
approximation. If the calculation of
the saturation line is performed us-
ing an effective absorptive barrier
implemented in the integration over
transverse momenta [2] one obtains
a critical exponent ∼ 2.44. Using other approaches where unitarity takes the form of a nonlinear
† speaker
ISMD08 433
term in the evolution equation [3, 4] this number changes to ∼ 2.28 [5]. Nevertheless it is en-
couraging that these are pure numbers independent of the value taken for the coupling and that
they are quite similar to each other. Higher order corrections in the gauge theory side, such as
next-to-leading order terms, are suppressed if we assume that the ’t Hooft coupling is very small.
The calculation of the so-called Choptuik exponent in the gravity side is robust and a recent
study [6] has shown that its value for the scalar field in 5 dimensions is ∼ 2.42.
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Fig. 2: Liapunov perturbations for different CSS backgrounds.
There is a more serious com-
plication to map perturbative satu-
ration with the critical collapse of
a scalar field. In this case the so-
lutions to Einstein’s equations for
any scaleless quantity have a dis-
crete self-similarity. This means that
they reproduce themselves after a
simultaneous fixed discrete rescal-
ing in the time and radial compo-
nents. Such a discrete scaling, also
known as “echoing”, is not present
in the Yang-Mills side. However,
not everything is lost since it is well
known that DIS data for the total
cross section in the collision of a vir-
tual photon with a proton manifests
what is known as “geometric scal-
ing”. This behaviour appears for a
large range of values of the virtual-
ity of the photon, Q2, when Bjorken x ≃ Q2/s is smaller than 0.01, with s being the center-of-
mass energy in the process. In this region the HERA data is a function only of the ratio of Q2
over x to some power [7]. In this way we can consider this scaling as continuous self-similar
(CSS) because the cross section is invariant under any shift in Q2, compensated by a similar one
in x. This CSS can be interpreted within perturbative QCD as a consequence of saturation effects
where the parton multiplicity is so large that a simple linear evolution cannot hold any longer and
recombination effects must be taken into account. These effects are of non-perturbative origin,
in the sense that they are related to the dynamics of the formation of a high density system, but
not related to confinement since the typical transverse scale in the problem is set by Q2, always
above Λ2QCD.
The natural question now is whether there exists any gravitational system with CSS col-
lapse which is characterized by a similar critical exponent to that found in the case of the scalar
field. This question motivated us to study [8] the critical gravitational collapse of a perfect fluid
with barotropic equation of state p = kρ and spherical symmetry in arbitrary dimensions. In this
type of collapse black hole singularities are formed with a radius given by
rBH ∼ (p − p∗)γ ,
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where p parameterizes generic values of the initial radial density of collapsing fluid. p∗ denotes
a critical region of densities for which, if p is above but close to p∗, a singularity appears. We
are particularly interested in this system because the critical solutions at p = p∗ are CSS and
can be directly calculated from Einstein equations sourced by the perfect fluid imposing that they
depend only on the variable z = −r/t. For fine tuned values of p∗ we numerically obtained these
background solutions at different values of the speed of sound
√
k in the fluid. An example of
our numerical results is shown in Fig. 1 where we plot the ratio of the fluid local density at the
point r over the global density up to that point. We show the behaviour of this function versus
the variable z for different values of k in five dimensions. Note that D, which is related to p∗,
has to be fine tuned in order to cross the so-called “sonic point”, where the surfaces of constant
z move at a speed equal to
√
k. The main constraint to select the correct value of D is to have
analyticity at this sonic point, indicated by a dot in the figure.
The critical exponent γ in the formula for the radius of the black hole can be found by
introducing a Lyapunov perturbation around the CSS critical line y(z) of the form
y(t, z) = y(z)
(
1 + ǫ (−t)− 1γ y1(z)
)
.
To calculate the perturbations y1(z) it is again crucial to have analyticity at the sonic point.
This condition fixes the value for the single unstable mode γ. The form of the perturbations can
be seen in Fig. 2 where λ = 1/γ. The corresponding γ modes which we calculated for different
dimensions are shown in Table 1. The results for dimension four coincide with those found in
Ref. [9]. Thinking of a possible holographic interpretation we have also investigated how these
critical exponents vary with the dimension. To match the numbers obtained in QCD we would
be looking for a range of γ ∈ (0.41, 0.44). Of course we now face the problem of selecting
the correct k. A possible candidate would be that corresponding to a conformal fluid of traceless
energy-momentum tensor for which k = 1/(d−1). An heuristic motivation for this choice is that
in the linear growth of parton distributions and in the transition vertex from two reggeized gluons
to four reggeized gluons, which is a fundamental piece in the unitarization corrections, there is
an associated SL(2, C) invariance [10]. We are currently investigating the extension of Table 1
up to dimension ten since it is possible that the holographic dual might live in a AdS5 × S5
geometry where all dimensions would be equally important since the critical black holes here
discussed can be arbitrarily small. Preliminary studies show that γ is close to the QCD range of
results in the conformal limit of ten dimensions.
Although these investigations show encouraging results we are still far from having a holo-
graphic picture of the problem at hand. There are many unanswered questions and probably the
most pressing one is to find the geometry corresponding to the perturbative hard pomeron. In
Ref. [11] this problem was addressed from the large ’t Hooft coupling perspective arguing that
the main features of the BFKL kernel cannot change too much in the transition from weak to
strong coupling since it is protected by conformal invariance. Our research targets a more com-
plicated problem, not only because we handle perturbative results in the Yang-Mills side but also
because we are at the transition region from a single pomeron picture to a regime dominated by
multiple pomeron exchanges.
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k γd=4 γd=5 γd=6 γd=7
0.01 0.114 0.225 0.290 0.330
0.02 0.123 0.233 0.296 0.336
0.03 0.131 0.241 0.303 0.342
0.04 0.140 0.248 0.309 0.348
0.05 0.148 0.256 0.316 0.353
0.06 0.156 0.263 0.322 0.359
0.07 0.164 0.270 0.328 0.364
0.08 0.172 0.277 0.334 0.369
0.09 0.180 0.284 0.340 0.375
0.10 0.187 0.291 0.346 0.380
0.11 0.195 0.298 0.352 0.385
0.12 0.203 0.304 0.358 0.390
0.13 0.210 0.311 0.364 0.396
0.14 0.218 0.318 0.369 0.401
0.15 0.225 0.324 0.375 0.406
0.16 0.232 0.330 0.381 0.411
0.17 0.240 0.337 0.386 0.416
0.18 0.247 0.343 0.392 0.421
0.19 0.254 0.347 0.397 0.426
0.20 0.261 0.356 0.403 0.431
0.21 0.259 0.362 0.408 0.435
0.22 0.276 0.368 0.414 0.440
0.23 0.283 0.375 0.419 0.445
0.24 0.290 0.381 0.425 0.450
0.25 0.297 0.387 0.430 0.454
Table 1: Values of the Choptuik exponent with precision ±0.001 as a function of k for d = 4, 5, 6 and 7.
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2 Closed trapped surfaces in shock wave collisions
Some light might be shed on these issues if we focus our attention on a related problem which
shares some features with the physics of saturation. In Ref. [12] a gravity dual of a boosted
Woods-Saxon nuclear energy density for heavy ions was proposed. For example, if we consider
gold with a typical size L and energy E the corresponding energy momentum tensor on the
gauge theory side, Tµν , is associated with a bulk gravitational source of the form ρ(xi, z) ∼
Eδ(xi)δ(z−L), where xi are the transverse coordinates and z the holographic direction in a H3
space. The R3,1 boundary lies at z = 0. The solution to the Einstein equations in this space(
⊔⊓H3 −
3
L2
)
Φ(xi, z) = δ(u)ρ(xi, z)
can be used to construct a five dimensional AdS shock wave bulk geometry with metric
ds2 =
L2
z2
(
−dudv +
∑
i
dx2i + dz
2 +
z
L
Φ(xi, z)δ(u)du2
)
.
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Fig. 3: Size of the trapped surface versus the diluting parameter ω.
It is very interesting that in [12]
when head-on collisions of heavy
ions, which correspond to the grav-
itational collision of two shock
waves, are considered, a closed
trapped surface is formed. The
area of the trapped surface is of
the order of the entropy generated
in the collision, which is itself re-
lated to the number of generated
charged tracks. The total energy in
the system can be written as E ∼∫
H3
ρ(xi, z). If a O(3) symmetry
in the H3 plane is assumed then the
source can be written as a function
of the chordal coordinate q(xi, z) =(∑
i x
2
i + (z − L)2
)
/(4zL). In this
coordinate the trapped surface is
characterized by a density function
ρ(q) describing the strong gravity
collision region such that E ∼ ∫ qc0 ρ(q) with the horizon defined by the surface q = qc.
It would be important to see if a similar set up could be used to describe DIS in the sat-
uration region with the onset of nonlinear effects being related to the formation of a trapped
surface. Indeed, we have found that in the formulation of [12] a critical phenomena resembling
that found by Choptuik is present. In order to see this it is needed to smear the energy den-
sity in the chordal variable using, for example, a Gaussian distribution with width parametrized
by a variable ω. With an AdS metric in different dimensions we have solved the equation to
form a close trapped surface of size qc as a function of ω. The results are plotted in Fig. 3.
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We observe that in dimensions larger than five it is always possible to form an arbitrary small
trapped surface by simply diluting the initial energy density. This is done by increasing ω
while keeping the total energy constant. No critical behaviour is found in these dimensions.
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Fig. 4: Size of the trapped surface versus the diluting parameter ω.
However, the situation is more inter-
esting at d = 4, 5 since criticality
kicks in. In both cases there exists
a maximal ω = ωc beyond which it
is not possible to form a trapped sur-
face and in the region close to this
point the relation
qc ≃ q∗c + (ωc − ω)γ
holds with q∗c being different from
zero in d = 4 and canceling for
d = 5. The critical exponent γ
is 1 in d = 5 and 0.5 in d = 4.
When considering the same physics
in a flat background we have found
an equivalent behaviour, shown in
Fig. 4. The only difference is that
now the critical exponent γ is 0.5 in
both dimensions 4 and 5. Further
details on these results can be found in Ref. [13].
References
[1] L. Alvarez-Gaume, C. Gomez and M. A. Vazquez-Mozo, Phys. Lett. B 649 (2007) 478.
[2] A. H. Mueller and D. N. Triantafyllopoulos, Nucl. Phys. B 640 (2002) 331.
[3] I. Balitsky, Nucl. Phys. B 463 (1996) 99.
[4] Y. V. Kovchegov, Phys. Rev. D 60 (1999) 034008.
[5] J. L. Albacete, N. Armesto, J. G. Milhano, C. A. Salgado and U. A. Wiedemann, Phys. Rev. D 71 (2005) 014003.
[6] J. Bland and G. Kunstatter, Phys. Rev. D 75 (2007) 101501.
[7] A. M. Stasto, K. J. Golec-Biernat and J. Kwiecinski, Phys. Rev. Lett. 86 (2001) 596.
[8] L. Alvarez-Gaume, C. Gomez, A. Sabio Vera, A. Tavanfar and M. A. Vazquez-Mozo, Nucl. Phys. B 806 (2009)
327.
[9] T. Harada and H. Maeda, Phys. Rev. D 63 (2001) 084022.
[10] J. Bartels, L. N. Lipatov and M. Wusthoff, Nucl. Phys. B 464 (1996) 298.
[11] R. C. Brower, J. Polchinski, M. J. Strassler and C. I. Tan, JHEP 0712 (2007) 005.
[12] S. S. Gubser, S. S. Pufu and A. Yarom, Phys. Rev. D 78 (2008) 066014.
[13] L. Alvarez-Gaume, C. Gomez, A. Sabio Vera, A. Tavanfar and M. A. Vazquez-Mozo, arXiv:0811.3969 [hep-th].
L. A´LVAREZ-GAUME´, C. GO´MEZ, A. SABIO VERA, A. TAVANFAR, M. A. VA´ZQUEZ-MOZO
438 ISMD08
Chapter 8
Discussion Session
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Discussion Session
G. Gustafson (summarizing the discussion session)
University of Lund, University of Hamburg
DOI: http://dx.doi.org/10.3204/DESY-PROC-2009-01/110
The applicability and limitations of collinear factorization, and of linear parton evolution
The program included a discussion session about the applicability and limitations of collinear
factorization, and of linear parton evolution. Moderator was J. Bartels, and four speakers, M.
Diehl, K. Golec-Biernat, A. Cooper-Sarkar, and A. de Roeck, were asked to act as “provocateurs”,
giving short introductory presentations of some essential open problems. In this short write-up
we only present the most important points. The full discussion is video-recorded, and can be seen
on the web page http://ismd08.desy.de. together with the slides from the provocateurs.
On the theory side strong emphasis was given to the problem to cast NLO BFKL into dipole
form, and to study saturation and the dipole model beyond leading log(1/x). The dipole model
has been successful in describing inclusive total cross sections and diffraction in DIS, and also
quasi-elastic reactions like DVCS and γp → V p. The dipole model and the impact parameter
formalism is also the main tool for studies of saturation and multiple interactions. Thus studies of
saturation also calls for dipole models beyond leading log(1/x), which includes NLL BK equation
phenomenology.
The phenomenologically successful Geometric Scaling ought to be better understood. It
has been expected in the deeply saturated region, but is observed also outside this regime. This
problem is related to the question to what extent saturation is at work at HERA.
For LHC physics an understanding of nonlinear effects from saturation, pomeron loops,
and multiple interactions will be very important. Besides including NLL effects in the dipole
evolution, this also emphasizes the need for further studies of pomeron interactions and also a
dipole model for exclusive final states. Saturation effects and the formation of pomeron loops
are color suppressed compared to the splitting process in the dipole cascade. Therefore effects
beyond the large Nc approximation and color reconnection are also very important subjects for
further studies.
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Have we seen anything beyond (N)NLO DGLAP at HERA?
Amanda Cooper-Sarkar
Oxford University
DOI: http://dx.doi.org/10.3204/DESY-PROC-2009-01/110
Abstract
The evidence from HERA for parton saturation, and other low-x ef-
fects beyond the conventional DGLAP formalism, is recalled and crit-
ically reviewed in the light of new data and analyses presented at the
conference.
In the mid-90’s the original surprise of the HERA Neutral Current e+p scattering data was
the strong rise of the structure function F2 at low-x. This was taken to imply a strong rise of
the gluon density at low-x which was widely interpreted as implying the possibility of gluon
saturation and the need for non-linear terms in the parton evolution equations. Even somewhat
more conservative interpretations suggested the need to go beyond the DGLAP formalism at
small-x, resumming ln(1/x) as in the BFKL formalism.
However, at low-x linear NLO DGLAP evolution itself predicts a rise in F2, and in the
gluon and sea PDFs, provided that Q2 is large enough. One can begin parton evolution at a
low Q2 input scale, Q20, using flat (or even valence-like) gluon and sea-quark input shapes in
x and the DGLAP Q2 evolution will generate a steep low-x rise of the gluon and sea at larger
Q2 ≫ Q20. The real surprise - seen in the data of the late 90’s- was that steep shapes were already
observed at rather low Q2. Traditionally values of Q20 ∼ 4GeV2 were used, but the data already
show a steep rise of F2 at low-x for lower Q2 values, Q2 ∼ 1GeV2, see Fig. 1 left-hand-side.
To interpret these data in terms of conventional NLO DGLAP evolution we clearly need a low
starting scale and thus we are forced into using perturbative QCD at a scale for which αs(Q2)
is quite large- αs(1.0) ∼ 0.35. Even if this is considered to be acceptable, we also need to use
flexible input parton shapes, which can reproduce the steepness of the data. Surprisingly enough
this does NOT imply that both the gluon and the sea input are already steep at Q2 ∼ 1GeV2.
The sea input is indeed steep, but the gluon input is valence-like, with a tendency to be negative
at low-x!- see Fig. 1 right-hand-side. (Essentially the gluon evolution must be fast in order that
upward evolution can produce the extreme steepness of high-Q2 data, however this also implies
that downward evolution is fast and this results in the valence-like gluon at low-Q2).
Thus when statements are made that HERA has established that the low-x gluon is steep
one must remember that this is only true for higher Q2, Q2 >∼ 10GeV2, within the DGLAP for-
malism. However this formalism seems to work to much lower Q2. Let us examine how the gluon
and sea PDFs are extracted from the measurements. At low-x, the sea PDF is extracted fairly
directly since, F2(x,Q2) ∼ xq(x,Q2). However the gluon PDF is extracted from the scaling
violations, ∂F2/∂ln(Q2) ∼ Pqgxg(x,Q2), such that the measurement is related to a convolution
of the splitting function Pqg and the gluon distribution. Thus if the correct splitting function is
NOT that of the conventional DGLAP formalism, or if a more complex non-linear realtionship
is needed, then a turn over of the data ∂F2/∂ln(Q2) at low-Q2 and low-x may not imply a turn
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Fig. 1: Left plot: F2 vs x for various low Q2 values. Right plot: Sea and gluon PDF distributions extracted from a
global PDF fit including these data.
over of the gluon distribution. It was suggested that measurements of other gluon related quan-
tities could help to shed light on this question and the longitudinal structure function, FL, and
the heavy quark structure functions, F cc¯2 , F bb¯2 , are obvious candidates. All of these quantities
have now been measured (see talks of K. Papageorgiou and P. Thompson in these proceedings)
and, within present experimental uncertainties, they can be explained by the conventional NLO
DGLAP formalism (with the heavy quark results shedding more light on the complexities of
general-mass-variable-flavour number schemes than on the gluon PDF).
Other measurements of more exclusive quantities can also give information on the correct-
ness of the conventional formalism at low-x. For example HERA forward jet mesaurements (see
talk of A. Savin in these proceedings). DGLAP evolution would suppress the forward jet cross-
section, for jets with P 2t ∼ Q2 and low-x, because LO DGLAP evolution has strong kt ordering,
from the target to the probe, and thus it cannot produce such events. The rate is also suppressed
for NLO DGLAP. However BFKL evolution has no kt ordering and thus a larger cross-section
for such events at both LO and NLO. The data do indeed show an enhancement of forward jet
cross-sections wrt conventional NLO DGLAP calculations. However this cannot be regarded as
a definitive indication of the need for BFKL resummation because conventional calculations at
higher order, O(α3s), do describe the data.
However, as we have already mentioned, even though conventional calculations do give
reasonable fits to data, the peculiar behaviour of the low-x, low-Q2 gluon gives us cause for
some concern. Thorne and White have performed an NLL BFKL resummation and matched it
to NLO DGLAP at high-x in order to perform a global PDF fit. When this is done the gluon
shape deduced from the scaling violations of F2 is a lot more reasonable and a good fit is found
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Fig. 2: Left plot: the photon-proton cross-section vs W 2 for various virtualities of the photon. Right plot: the slope
λ = ∂lnF2/∂ln(1/x).
to global DIS data, see the talk of C. White in these proceedings. A similar improvement to
the gluon shape is got by introducing a non-linear term into the evolution equations, as done by
Eskola et al [1], but although this work has been widely used to give non-linear PDFs one must
remember that it is limited to leading order.
These analyses make us suspect that the conventional formalism could be extended, but
they are still not definitive. A different perspective comes from considering the low-x struc-
ture function data in terms of the virtual-photon proton cross-section: at low-x, σ(γ∗p) ∼
4piα2F2/Q2. The data are presented in this way in Fig. 2 left-hand-side. A rise of F2(x) ∼ x−λ,
implies a rising cross-section with W 2, the centre-of mass energy of the photon-proton system,
σ(W 2) ∼ (W 2)λ (since x = Q2/W 2 at low-x). However, the real-photon proton cross-section
(and all high energy hadron-hadron cross-sections) rises slowly as (W 2)α−1, where, α = 1.08,
is the intercept of the soft-Pomeron Regge trajectory. Thus the data on virtual-photon proton
scattering are showing something new - a faster rise of cross-section than predicted by the soft-
Pomeron which has served us well for many years. In Fig. 2 right-hand-side we show the slope
of this rise, λ = (α − 1), as calculated from the data, λ = ∂lnF2/∂ln(1/x). One can see a
change in behaviour at Q2 ∼ 0.8 GeV2 as we move out of the non-perturbative region -where the
soft pomeron intercept gives a reasonable description of the data -to larger Q2. Does this imply
that we need a hard Pomeron as well?
Dipole models have given us a way to look at virtual-photon proton scattering which can
model the transition from the non-perturbative to the perturbative region. The interaction can
be viewed as the virtual photon breaking up into a quark-antiquark pair and this pair, or dipole,
then interacts with the proton. At low-x, the lifetime of the qq¯ pair is longer than the dipole-
proton scattering time, such that the physics is contained in the modelling of the dipole-hadron
cross-section. There are many dipole models but the simplest Golec-Biernat Wusthoff model [2]
contains the essential features: σ = σ0(1 − exp(−r2/(2R20)), where r is the transverse size of
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the dipole and R0 is the transverse separation of the gluons in the target, R20 = 1/Q20(x/x0)λ,
where xλ ∼ 1/(xg(x)), is inverse to gluon density. Thus for small dipoles, r < 1/Q and large
Q2, one obtains σ ∼ r2 ∝ 1/Q2 and Bjorken scaling (sophistications to the model correct this to
give logarithmic scaling violation), whereas for large dipoles and small Q2, one obtains σ ∼ σ0,
ie a constant cross-section which corresponds to the correct photo-production limit. The reason
that such dipole models have attracted attention in recent years is that the dipole-proton cross-
section can be written in terms of a single scaling variable, τ , σ = σ0(1 − exp(−1/τ), where
τ = Q2R20 = Q
2/Q20(x/x0)
λ
, rather than in terms of the two variables x,Q2. This is known
as geometric scaling, and evidence for it is shown by the low-x (x < 0.01) data in Fig. 3. Note
that only low-x data show this scaling. Geometrical scaling is predicted by many theoretical
approaches to the low-x regime which involve saturation and, Q2s = 1/R20, is interpreted as a
saturation scale below which non-linear dynamics applies.
Note that the power λ ∼ 0.3, which describes the gluon density, xg(x) ∼ x−λ, within
many dipole-models, is fitted to the data. It cannot be trivially related to the measured slope,
∂lnF2/∂ln(1/x), at any Q2, and it is not justified by the steep slopes of the gluon distribution
observed at HERA- because such steep slopes are not in fact observed but are derived within the
DGLAP formalism- which is explicitly not the formalism of most dipole models- and a steep
slope λ >∼ 0.3 is only found for Q2 >∼ 10 GeV2. However the saturation scale for HERA data is
much lower, Q2s ∼ 1 − 2 GeV2. Thus the steep slope of the gluon in the dipole models must be
regarded as an input assumption.
Geometric scaling is not unique to non-linear approaches, it can be derived from solutions
to the linear BFKL equation [3] and even from the DGLAP equation [4]. But note that such
solutions do not extend into the low-Q2 region and cannot give a picture of the transition from
low to high-Q2, as the dipole models do. Moreover, dipole models provide explanations for the
constant ratio of the diffractive to the total cross-section data at HERA, and geometric scaling
has also been observed in diffractive processes including vector meson production and deeply
virtual compton scattering, see the talk of R. Yoshida in these proceedings. These observations
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give hints that there is some truth to the dipole picture of saturation even though data at HERA
are not definitive.
Even if the evidence for saturation at HERA is taken seriously the saturation scale is only,
Q2s ∼ 1−2GeV2, such that the region of non-linear dynamics largely coincides with the strongly-
coupled region (where αs is large). That is why there is interest in results from RHIC, where the
nuclear environment enhances the high-density of the partons by A1/3, such that saturation scales
are higher, see the talk of A. Dainese in these proceedings. But what of the LHC? Clearly ALICE
data will be interesting, but even proton-proton data can be searched for signs of saturation if the
large rapidity region is considered, since small x values are then accessed. For example, low-
mass Drell-Yan data at LHCb can access x ∼ 10−6, see the talk of T. Shears in these proceedings.
If our conventional picture of DGLAP evolution in the HERA x region is significantly
wrong then this will have implications even for classic Standard Model predictions, such as W
and Z production in the central region of CMS and ATLAS. These bosons are produced at low-x,
5× 10−4 < x < 5× 10−2, in the central rapidity region, −2.5 < y < 2.5 and they are produced
with enormous rate (even a modest 100 pb−1 luminosity produces 106 W events) such that very
early low luminosity running could show up discrepancies with our predictions. Whereas rapidity
spectra may not be much affected by unconventional Q2 evolution [5], it should be fruitful to
examine the boson pt spectra, since lack of pt ordering could affect these significantly [6].
In summary, it is unclear that HERA data have actually given any evidence for BFKL
evolution, non-linear evolution or saturation, but there are hints in many places. The contribution
of A. De Roeck to this discussion considers the possibilities for further progress at HERA, the
LHC and at future facilities.
References
[1] C. Eskola et al., Nucl.Phys.B660 (2003)211.
[2] K. Golec-Biernat and M. Wusthoff, Phys.Rev.D59 (1999)014017.
[3] E. Iancu et al., Nucl.Phys.A708(2002)327.
[4] F. Caola and S. Forte, Phys.Rev.Lett.101(2008)022001
[5] R. D. Ball, Nucl.Phys.B706 (2008)137.
[6] S. Berge et al., AIP Conf.Proc:792 (2005)722.
HAVE WE SEEN ANYTHING BEYOND (N)NLO DGLAP AT HERA?
ISMD08 447
Saturation: what do we need
Albert De Roeck1 and Hannes Jung2
1CERN, 1211 Geneva 23 Switzerland and University of Antwerp
2 DESY, Notkestr 85, 22603 Hamburg, FRG and University of Antwerp
DOI: http://dx.doi.org/10.3204/DESY-PROC-2009-01/110
Abstract
A discussion session was organized during the ISMD in Hamburg.
This note describes a summary of open questions that were brought
up to introduce this discussion session.
1 Introduction
Parton saturation has been a topic of considerable scientific interest since many years. It would
allow to access a new QCD region where apart from simple parton branching diagrams also
parton recombination will contribute. Thus one can probe a region of large parton densities,
where one can still use a perturbative expansion to describe the system, due to the αs value that
remains small. Saturation has been predicted to occur at HERA in the bare proton for values of
low-x but, while there is circumstantial evidence for it, the situation is still not clear.
In 2009 the LHC will turn on and will allow in principle for measurements to reach regions
of lower x values than before, at high enough scales. It will be important to analyse data at the
LHC with the objective of searching for saturation effects. This will require equiping the present
detectors with better instrumentation in the forward regions, i.e. the regions at high pseudo-
rapidity η = − ln tan θ/2. Both ATLAS and CMS have studies ongoing to extend forward
region instrumentation, and some of it is already being installed [1].
This short note reports on a few questions that served as an introduction for the discussion
session at the symposium, and were in part already presented in [2].
2 Discussion
The program to investigate non-linear effects at HERA further, and to constrain the validity of
linear evolution equations, is essential for any proper interpretation of small-x effects at LHC.
HERA is the main place where these effects can systematically be studied in a clean and control-
lable environment, i.e. where precision measurements of these subtle QCD effects are possible.
The results of such a program will have direct impact on measurements at RHIC and even more
so at the LHC, where deviations from linear dynamics (saturation and multi-parton interactions)
are expected to affect even the high pt processes [3].
The following questions were put forward:
• What is a good and at the same time indisputable signature for parton saturation? There are
definitely a number of hints in the HERA data, eg the observation of diffractive events and
their interpretation in terms of the dipole picture. A strong signal for the onset of a dense
region (or black disk limit) are the measured diffractive gluon PDFs, which indicate [4] that
for x ∼ 10−4 and Q2 ∼ 4 GeV2 the probability of diffraction in gluon induced processes
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reaches ∼ 40% which is close to the black disk limit of 50%. Now, the theoretical under-
standing of the dense region has received much support from measurements at RHIC, and
new evolution equations (like the Balitsky-Kovchegov equation [5,6] (BK)), which include
non-linear terms, are available. However, the BK equation is derived for a large nucleus
and only approximately applicable to ep and pp. Although saturation is theoretically well
motivated, a clear, clean and indisputable experimental signature for it is still missing. To
decide if and where nonlinear dynamical effects become important at HERA is difficult,
especially since some signatures of saturation can be mimicked approximately within the
linear DGLAP or BFKL descriptions.
• What can HERA still contribute to clarify the situation on saturation? The kt-dependence
of the unintegrated PDF as a function of x could provide important information. In a linear
scenario (BFKL) the parton density (for fixed kt) is expected to increase with deceasing x,
while in the case of saturation this density will first increase, then flatten for smaller and
smaller x and will eventually decrease. As a function of kt the parton density is expected
to decrease for kt below the saturation scale and the x-dependence of the saturation scale
can thus be studied directly. High-precision data in a wide kinematic region for dedicated
observables will certainly help. Are there other signatures? Proposals are to study FL,
F 2D/F2, F2 − FC2 (in terms of geometrical scaling), as also discussed in [7].
• Can the potential larger x-range of the LHC be used for saturation studies? The LHC offers
the opportunity to reach smaller x values, perhaps even down to 10−7. What are the most
useful processes/variables to study to search for saturation effects? In the CMS/TOTEM
common physics program LOI [8] the Drell-Yan process was proposed to study saturation.
Are all theoretical tools for saturation analyses at the LHC in place?
• Nuclei versus protons studies? Nuclei are expected to amplify the saturation effect as a
result of the overlap in the transverse projection of the nucleons, by an enhancement factor
A1/3 which is about 6 for heavy nuclei. The HERA collider program has been terminated
and thus HERA will never run with heavy nuclei instead of protons, but future machines
where this is an option are under study like EIC [9] and LHeC [10]. The kinematic reach of
these facilities is shown in Fig. 1a. Still naively one could ask if the effects seen in nuclei
can be interpreted directly for the dynamics of the single proton case.
• What is the Q2, x region where non-linear effects become important ? A typical ”saturation
plane” is shown in Fig. 1b with the transition from dilute to dense systems. Where that
transition exactly happens is however somewhat vague (see also below).
Clearly continuing and specific analyses of present data from e.g. HERA and future data
at the LHC can shed more light on this topic. On the other hand on the theoretical side progress
would be desirable on:
• the calculation of the evolution of unintegrated PDFs in the presence of saturation,
• the factorization and factorization breaking in the presence of saturation,
• the calculation of the change of the leading pion spectrum expected due to the onset of the
saturation regime compared to the factorization prediction.
Furthermore, besides investigations on saturation, the range of validity of the linear evolu-
tion equations is not yet fully understood:
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• in the moderate Q2 region contributions from higher twist effects (multi-parton exchange
processes) are expected. However they are suppressed by additional powers of 1/Q2 and
therefore typically have only a small effect. At small x this contribution is increased by
large log(1/x) terms. A systematic investigation of the higher-twist region would require
measurements at the same Q2 but with x varying over a larger range than available up
to now. This can be achieved with F2 measurements recorded at lower center-of-mass
energies.
• in the large x region a breakdown of the collinear factorization ansatz is expected due to
the transverse momentum as well as energy momentum conservation as advocated in [13].
3 Conclusion
Saturation in the proton is an important effect which still awaits to be established unambiguously
in data. Here a number of questions and suggestions have been collected for further progress and
developments on this interesting topic.
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Abstract
A selection of experimental results contributed to the XXXVIIIth In-
ternational Symposium on Multiparticle Dynamics is presented. Fol-
lowing the working group structure of the symposium, emphasis is put
on dilute systems, the interpolation region, dense systems, strategies
and analysis methods and new physics.
1 Dilute systems
In many cases, the proton is considered to be a dilute system of quarks and gluons, bound together
by the strong interaction. This is because, to a good approximation, the densities of quarks and
gluons inside the proton can be well described by linear QCD evolution equations, yielding the
dependence of the parton densities on the resolution scale Q2 and the fraction x of the proton
momentum carried by the parton. This linear approximation should be valid if the probability for
parton recombination or multiple scattering is small, as is the case in a dilute system.
The description of interactions with dilute protons in perturbative QCD can be factorised
in two parts. First, the matrix element is an exact calculation of the partonic cross section up to
a fixed order in perturbation theory. Nowadays, calculations up to O(α3S) are possible. Second,
this partonic cross section is convoluted with the density of partons with certain kinematics, given
by x and Q2. The error made by neglecting higher orders in the calculation of the matrix element
can be covered by so-called parton showers or evolution equations for the parton densities, which
sum a subset of (leading) diagrams at each order. Which diagrams are leading depends on the
kinematics of the process and different approaches therefore exist. The DGLAP approach [1]
will resum terms proportional to [αS lnQ2/Q20]n, with Q20 a fixed, low starting scale, and is
therefore relevant to processes at large Q2. The BFKL approach [2] on the other hand resums
terms proportional to [αS ln 1/x]n and should be used for process at low x. Other approaches,
combining elements of the former two, like the CCFM approach [3], also exist.
This section reviews results, presented at ISMD08, on parton densities and linear parton
dynamics. The extraction of parton densities is dominated by data on inclusive deep inelastic
ep scattering. As will be shown, a standard DGLAP analysis of the data works well. Signals of
different parton dynamics are best obtained by looking at specific final states by applying cuts to
enhance the phase space for non-DGLAP dynamics.
1.1 Structure functions and parton distributions
The HERA experiments have studied the structure of the proton extensively through the mea-
surement of the deep inelastic electron1-proton scattering cross section. As is well known, the
1
“Electron” is used here as a generic name for both electrons and positrons.
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differential cross section can be expressed as a function of the structure functions F2, FL and F3:
d2σ(e±p)
dxdQ2
=
2piα2
xQ4
Y+
[
F2(x,Q2)− y
2
Y+
FL(x,Q2)± xF3(x,Q2)
]
, (1)
where the kinematic variables are defined as Q2 = −q2 = −(k − k′)2, x = Q22P ·q and y = P ·qP ·k ,
with P , k, and k′ the four-momenta of the incoming proton, incoming electron and scattered
electron, respectively. For brevity, one further defines Y+ = (1+(1−y)
2)
2 .
The careful combination of HERA-I data obtained by the H1 and ZEUS collaborations
has greatly improved the precision of the measurement of F2 [4]. Some representative results are
shown in Fig. 1 (left). Systematic uncertainties are now smaller than the statistical errors across
the x,Q2 plane. This combined data set has been subjected to a NLO DGLAP fit and yields
parton density functions (PDFs) with impressive precision (shown in Fig. 1 (right)).
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Fig. 1: (left) The neutral current reduced cross section σr = xQ42piα2Y+
d2σ(e±p)
dxdQ2
vs. Q2 for three x-bins. The prediction
of the HERAPDF0.1 fit are superimposed, together with predictions of the H1PDF2000 and ZEUS-JETS PDFs as
obtained in NLO QCD fits to the inclusive H1 data and to the inclusive and jet ZEUS data, respectively. (right)
HERAPDF 0.1 PDFs from the analysis of the combined data set.
Figure 2 (left) shows a measurement of xF3 [5], which is the parity-violating term in
Eq. (1) arising from Z exchange. At HERA, this term is dominated by γ/Z interference rather
than pure Z exchange. It can be experimentally extracted from the difference between the DIS
cross section with electrons and positrons. F3 should be approximately proportional to the va-
lence quark density of the proton and thus peaks at relatively large fractional momenta x.
It should be noted that the HERA-I running period only corresponds to about one third of
the total integrated luminosity. The final analysis of the proton structure by H1 and ZEUS will
be based on some 1 fb−1 of data for both experiments together.
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Fig. 2: (left) Combined H1/ZEUS measurement of the structure function xF γ/Z3 . The curves describe the Standard
Model predictions based on the H1PDF2000 and ZEUS-JETS PDFs. (right) The longitudinal structure function FL
averaged in x at given values of Q2. The resulting x values of the averaged FL measurements are given in the figure
for each point in Q2. The solid line represents a QCD prediction based on the H1PDF2000 fit. The dashed line
represent the MSTW and the dashed-dotted line the CTEQ 6.6 predictions.
In order to extract the longitudinal structure function FL, one needs to measure the DIS
cross section at fixed x and Q2, but different y. Because of the relation Q2 = sxy, this is
only possible with different centre-of-mass energies
√
s. At the end of the HERA-II running
period, a special run was performed with a lower proton beam energy, with the aim to measure
FL directly. As FL is proportional to the gluon density at higher orders, one expects a direct
sensitivity to gluon dynamics. Some of the obtained results are shown in Fig. 2 (right) [6].
The results are consistent with expectations from global parton distribution fits at higher order
pertubation theory.
Although the HERA measurements are very precise, TEVATRON data can still help to
further constrain QCD fits of the PDFs. E.g., the production of jets in pp¯ collisions occurs
preferentially through the gg → jets or qg → jets processes, and the measurement of the
inclusive jet cross section at moderate ET is therefore mostly sensitive to the gluon density
at large fractional momenta. In contrast, at HERA the gluon density is inferred from scaling
violations of F2 and this yields comparatively large uncertainties at large x.
D0 has measured the jet cross section in Run-II data at large ET and in different intervals
of rapidity, as shown in Fig. 3 (left) [7]. Whereas earlier jet data showed a preference for a large
gluon density at high x compared to global fits without TEVATRON jet data, the new data now
prefer smaller high-x distribution. The variance in the gluon distribution at high x however still
remains large [8].
The production of weak bosons in pp¯ collisions occurs through the fusion of quark-anti-
quark pairs. Contrary to DIS where the quark charge squared enters the expression of the cross
section, the cross section for weak boson production does not depend on the quark charge and
treats the u- and d-quark equally. Therefore, the measurement of W and Z production at the
TEVATRON will have the greatest impact on the d-quark density. Fig. 3 (right) shows the rapidity
distribution of Z/γ∗ bosons as measured by CDF [9]. In spite of better constraints using Run-II
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Fig. 3: (left) The inclusive jet cross section as a function of jet pT in six |y| bins. (right) Differential cross section
dσ/dy for p¯p → Z0/γ∗ → e+e−. Data (crosses) are compared to a NLO calculation (solid line, scaled) based on
the NLO CTEQ6.1 PDFs.
data, however, the variance of the extracted d-valance density is now larger than before due to
more freedom in the dv parametrisation that is being used [8].
Another possibility to exploit the measurement of W bosons in pp¯ collisions is provided
by the fact that the u-quark momentum in the proton is larger than the d-quark momentum. As a
result, W+-bosons in pp¯ collisions are boosted along the direction of the incoming proton, while
W−-bosons will prefer the antiproton direction. The resulting W charge asymmetry can be used
to constrain PDFs further and, because antiquark terms are enhanced at low ET , has the potential
of differentiating between sea and valance contributions.
1.2 Final states
As discussed in the previous paragraph the quark-gluon structure of the proton can be well de-
scribed by NLO DGLAP evolution equations. The parton density functions extracted from data
are however by far dominated by measurements of the inclusive DIS cross section. It is therefore
an important cross check to confront predictions based on these PDFs to final state measurements.
The production of heavy flavours in ep scattering boasts multiple scales: the photon vir-
tuality Q2, the heavy quark transverse momentum pT and the heavy quark mass mq. In NLO
QCD, different approaches are used to calculate cross section for processes with heavy quarks in
the final state. In the so-called Variable Flavour Scheme (VFS), one assumes that a heavy quark
can be present in the initial state, giving the proton a heavy flavour content. This scheme resums
terms proportional to [αS ln(Q2, p2T /m2c,b)]n. In the Fixed Flavour Scheme (FFS), on the other
hand, terms proportional to [αS ln(Q2, p2T /m2c,b)]n are neglected and heavy quarks are produced
in the interaction itself. If calculations could be performed for all orders in perturbation theory,
both schemes should yield the same result, as follows from the QCD factorisation theorem. Up to
a fixed order in perturbation theory, however, differences occur and one has to choose a scheme
that fits best with the kinematics of the process under study.
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Fig. 5: The dijet and trijet cross section for events with
|∆φjet1,2HCM | < 2/3 as functions of xBj in two different
Q2 bins. The NLOJET calculations at O(α2S) (O(α3S) are
shown as dashed (solid) lines.
Figure 4 shows the transverse momen-
tum and rapidity spectrum for bottom and
charm quark, respectively, produced in photo-
production interactions at HERA [13]. Over-
all, NLO QCD provides a good description of
the data, although the mass and scale uncer-
tainties are often larger than the experimental
errors. At forward rapidity (η > 0) there is
a hint that higher order predictions might be
needed to provide a better description of the
data.
In general, the NLO pQCD descrip-
tion of jet production in ep scattering works
well [10]. However, when looking at specific
jet final states, one can show that higher or-
ders and/or different evolution dynamics are
needed to describe all corners of phase space.
Typically, this involves looking at small-x
processes where multiple gluon radiation is
enhanced. Figure 5 shows dijet and trijet dif-
ferential cross sections compared to NLO and
NNLO pQCD calculations [11]. For dijets,
the NLO (O(α2S)) prediction clearly falls be-
neath the data, while the NNLO (O(α3S)) cal-
culation describes the data well. For trijets the
NLO (O(α3S)) calculation seems to suffice. However, when one or two of these jets are produced
at forward rapidity, the fixed order QCD calculation again fail. It has been shown that different
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QCD dynamics (such as non kT ordered parton showers) may accommodate the data well [12].
2 Interpolation region
A large part of the sessions on the interpolation region at the ISMD08 conference was dedicated
to the study of diffractive interactions. In single diffractive dissociation (SDD), pp→ pX, one of
the protons survives the interaction while the other dissociates in a hadronic system with invariant
mass MX , separated from the first proton by a large rapidity interval devoid of particles. In the
presence of a hard scale, such interactions may be regarded as the result of the exchange of
a colourless object with vacuum quantum numbers (e.g. a pomeron) consisting of quarks and
gluons. One defines ξ = 1 − P ′LPL as the fractional longitudinal momentum loss of the surviving
proton and t = (P − P ′)2, the squared four-momentum exchange at the proton vertex, with P
and P ′ the four-momenta of the initial and scattered proton, respectively, measured in the initial
state centre-of-mass frame.
In an optics analogon diffraction can also be called ”shadow scattering” and is therefore
inherently linked with the dense system upon which the incoming wave scatters. E.g. the t-slope
of the diffractive cross section is related to the size of the dense system. Nevertheless to a large
extend the description of diffractive interactions can be based on the same concepts as used for
dilute systems and as such the study of diffractive interactions combines elements from both
dense and dilute systems.
In this section, recent developments in diffractive scattering presented at ISMD08 are re-
viewed. The emphasis lies on the determination of the so-called “rapidity gap survival factor”
and its implications on central exclusive production of various final states in pp scattering.
2.1 Measuring diffractive parton density functions
(a)
p(P ) p′(P ′)IP
}
X(X)γ
∗
e(k)
e′(k′)
(b)
p(P ) p′(P ′)IP
(v)
(u)
γ
e(k)
e′(k′)
Fig. 6: (a) Diagram representing a diffractive deep-inelastic scattering interac-
tion. (b) Diagram representing diffractive photoproduction. The four-momenta
of the particles involved are given in parentheses
Diffractive deep-inelastic scat-
tering (DDIS), ep→ eγ∗p→
eXp, occurs through the
fusion of a virtual pho-
ton emitted by the electron
and a colourless object ex-
changed by the proton (see
Fig. 6a). Besides the usual
deep-inelastic scattering vari-
ables, x and Q2, and diffrac-
tive variables, MX , ξ (here
called xIP ) and t, one defines
β = x/xIP as the momentum
fraction of the pomeron car-
ried by the struck quark.
The HERA experiments use different methods for selecting diffractive interactions. In the
rapidity gap method, one requires a large interval in rapidity devoid of particles. The kinematics
of the event is then reconstructed from the dissociation system X. The four-momentum squared
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t is not measured but integrated over. Another possibility is to extract a diffractive event sample
from a fit to the MX distribution. The non-diffractive background falls off exponentially towards
lowMX and a fit of the form D+C exp(b lnM2X) will yield the diffractive contribution D. As in
the rapidity gap method, the kinematics of the event is measured from the X system and, again,
one integrates over t. The most straightforward method is direct proton tagging with forward
proton detectors. In this case, a pure single diffractive event sample is obtained without any
contamination by proton dissociation events and a direct reconstruction of t is possible through
the measurement of the proton four-momentum.
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”
is plotted against Q2 in bins of x and xIP . H1 and ZEUS data are compared to
the H1 2006 Fit B (see futher in the text). A normalisation difference between
ZEUS and H1 data is not shown (the ZEUS data points are scaled down by
13%).
Figure 7 shows, as an
example, the DDIS cross sec-
tion obtained with the large
rapidity gap method by the
ZEUS and H1 experiments.
Good agreement, within ex-
perimental uncertainties, is
obtained between both exper-
iments. A remaining nor-
malisation difference of 13%
is covered by the uncer-
tainty on the proton dissoci-
ation correction (8%) and the
relative normalisation uncer-
tainty (7%). Results obtained
with different selection meth-
ods also agree well.
In the QCD analysis
of DDIS one assumes two
different forms of factorisa-
tion. QCD hard scattering
factorisation has been theo-
retically proven to hold in
DDIS [15] and separates the
partonic hard scattering cross
section σei, for the interac-
tion between the electron and
a quark i out of the proton,
from a so-called diffractive parton density function (DPDF) fDi , which describes the probability
to find a quark inside the proton under the condition that the proton survives the interaction with
kinematics described by xIP and t:
σep→eXY = fDi (x,Q
2, xIP , t) · σei(x,Q2). (2)
Proton vertex (or Regge) factorisation on the other hand is only approximately satisfied.
Nevertheless, it is used successfully in the parametrisation of the DDIS cross section. This fac-
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torisation assumption expresses the DPDF as a superposition of pomeron and reggeon terms
separating the flux factors fIP/p and fIR/p of pomerons and reggeons in the proton from their
partonic structure f IPi and f IRi :
fDi (x,Q
2, xIP , t) = fIP/p(xIP , t)·f IPi (β =
x
xIP
, Q2)+nIRfIR/p(xIP , t)·f IRi (β =
x
xIP
, Q2). (3)
Here nIR is factor describing the relative normalisation of reggeon to pomeron fluxes. The fluxes
themselves are obtained from a parameterisation inspired by Regge Theory where the xIP depen-
dence is governed by the parameter αIP (0).
A NLO QCD fit can be performed yielding values for αIP (0), nIR and a polynomial for
the quark and gluon densities at a fixed starting scale Q20. Usually, the reggeon flux is fixed and
its parton density is taken to be equal to that of the pion.
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mentum z at different scales Q2. Two fits are obtained
based on different parametrisations of the gluon density at
the starting scale Q20.
The H1 collaboration obtained two fits
(labelled A and B) using different polynomial
forms for the gluon distribution at the start-
ing scale (see Fig. 8) [16]. Both have similar
good χ2 values of 158/183 d.o.f. and 164/184
d.o.f., respectively. The quark distributions
are found to be very stable in both fits, while
the gluon distributions agree at low values of
z but vary at high z.
One way of confirming the validity of
the above approach and to differentiate be-
tween fit A and B is to take the parton dis-
tributions as obtained from a fit to the inclu-
sive DDIS data and apply them to describe
an exclusive channel such as DDIS dijet pro-
duction. This channel is expected to be par-
ticularly sensitive to the gluon content of the
pomeron, also at high z. Fit A is in good
agreement with the DDIS dijet cross section
at low zIP , but overshoots the data at high zIP .
Fit B, however, is in good agreement with the
data at all zIP [17]. This comparison there-
fore confirms QCD factorisation in DDIS and
favours fit B obtained from inclusive data. In-
cluding the jet data in a combined fit of dijet and inclusive DDIS data yields a unique result with
χ2 = 196/218 d.o.f., where both the quark and gluon distribution are constrained with similar
good precision. The resulting parton densities lie close to Fit B and are the most precise to date.
2.2 Survival probabilities
Although the DPDFs extracted from a fit to inclusive DDIS data from HERA can be used to pre-
dict other DDIS channels such as dijet production, they fail to describe diffractive jet production
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in proton-proton scattering at the TEVATRON by a factor of 10. This is to be expected, as QCD
factorisation is not supposed to hold in proton-proton diffraction: multi-pomeron exchanges,
remnant interactions or screening may lead to additional particle production, thereby destroying
the rapidity gap. These effects can be parametrized as a rapidity gap survival probability and a
lot of theoretical and experimental effort now goes to the determination of this factor.
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Fig. 9: Differential cross section
and ratio of data over theory for
diffractive photoproduction of di-
jets as function of xγ measured by
H1.
One way to study the rapidity gap survival within one ex-
periment is provided in electron-proton diffractive photoproduc-
tion (DPHP). In this process, ep → eγp → eXp, a quasi-real
photon emitted by the electron interacts diffractively with the pro-
ton (see Fig. 6b) to produce a central hadronic system X. If this
system has a hard scale, one may define xγ = P · u/P · q as the
fractional momentum from the photon entering the hard interac-
tion and zIP = q · v/q · (P − P ′) as the fractional momentum
from the colourless exchange transferred to the hard interaction.
The four-momenta used in the above formulae are defined in the
figure.
One can compare interactions where the quasi-real photon
interacts as a whole to interactions where the photon is resolved
in a hadron-like structure so that only part of the photon’s mo-
mentum enters the dijet system. Experimentally, both cases can
be distinguished by reconstructing the variable xγ : direct pho-
ton interactions will have a reconstructed value of xγ close to
1, while resolved photon interactions will have lower values for
xγ . One should note however that the separation between direct
and resolved photon interactions in theoretical calculations is only
possible at fixed order, as additional orders will move part of the
direct photon cross section at lower order to the resolved photon
cross section.
Both the H1 and ZEUS collaborations have studied the ra-
pidity gap survival probability by measuring the xγ dependence
of the cross section for diffractive dijet production [18]. Surpris-
ingly, although both experiments do observe a suppression of the measured cross section when
compared to the theoretical prediction without survival factor, neither experiment finds a strong
dependence on xγ (see Fig. 9). As a result, no evidence has been found for any difference in
survival probability for interactions mediated by resolved an direct photons. A difference in the
observed survival factor between H1 and ZEUS has been traced back to different cutoffs in jet
ET and a harder ET slope in data compared to NLO theory.
The measurement of diffractive production of vector bosons in pp collisions provides an-
other possibility to study rapidity gap survival. Moreover, this process is also sensitive to the
quark component of DPDFs.
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2.3 Central exclusive production at the TEVATRON
Double pomeron exchange (DPE), pp → pXp, is the process where both protons survive the
interaction, whilst a central hadronic system with invariant mass MX is produced through the
fusion of two colourless objects (often assumed to be pomerons). In hard central exclusive pro-
duction (CEP), the central hadronic system boasts a hard scale (transverse momentum, invariant
mass,. . . ) with no soft remnants present in the final state X.
Central exclusive production in pp collisions is a particularly interesting channel for the
discovery or study of the Higgs because this channel has some advantages over inclusive chan-
nels: QCD bb¯ backgrounds are suppressed due to the Jz = 0 spin selection rule, an accurate
determination of the Higgs mass is possible through the measurement of the outgoing proton
momenta and azimuthal angular correlations may shed information on the spin-parity of the
Higgs-candidate. Given the large uncertainty on the rapidity gap survival factor, a data-driven
calibration is however mandatory. Here the observation of central exclusive production of dijets,
diphoton, χc particles, etc. may serve to calibrate models. The calculation in [20] predicts a CEP
standard model Higgs cross section of 3 fb at the LHC. In particular scenarios of MSSM and
NMSSM, CEP may be the most probable channel for a discovery [24].
X / Mjj = MjjR
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Fig. 10: (left) The Rjj distribution observed in DPE data
(points) is compared to predictions by POMWIG (his-
tograms) based on different DPDFs extracted from data.
The CDF collaboration searched for
CEP of dijets by looking for an excess in the
distribution of the dijet mass fraction Rjj =
Mjj
MX
in DPE events [19]. Events where dijets
are produced exclusively should show up at
Rjj ≈ 1. In Fig. 10 the observed Rjj distri-
bution is compared to the POMWIG Monte
Carlo model. This model uses DPDFs ex-
tracted from data as input but does not in-
clude exclusive production of dijets. An ex-
cess of data over the POMWIG prediction is
observed at high Rjj, indicating that exclu-
sive dijet events are present in the data. As
a cross-check, a similar search was made for
an excess of b-tagged jets. Such an excess was
not found, as is expected due to spin selection
rules.
After applying further selections to en-
hance the exclusive signal, a fit to the data distributions of Rjj was made using the sum of
POMWIG and specific models for CEP of dijets with a free normalisation of the CEP models.
Two models have been used: ExHuME, which is based on a LO pQCD calculation [20], and
DPEMC, which is an exclusive DPE Monte Carlo model based on Regge Theory [21]. Both
models are able to describe the excess at high Rjj well. However, when looking at the jet ET
distribution, the ExHuME model is favoured. This model also describes the Mjj distribution
reasonably well.
Other CEP final states have also been investigated by the CDF Collaboration. In a sample
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of 532 pb−1 of Run-II data, 3 exclusive diphoton events were found with EγT > 5 GeV and
|ηγ | < 1 [22]. Exclusive production of dileptons can occur through two-photon exchange and
is a nearly pure QED process. Using the same dataset as above, CDF found 16 candidate events
with EeT > 5GeV and |ηe| < 2, over an expected background of 1.9± 0.3 [23].
3 Dense systems
The approximations made for dilute systems will fail once the parton density becomes large
enough. As observed at HERA, the proton structure function F2 rises steeply towards small
fractional momenta x. If continued unabided, this rise would violate unitarity conditions, even
in the perturbative regime where Q2 ≫ Λ2. One therefore expects new parton dynamics to show
up at low x, resulting in a saturation of the growth of the parton density towards smaller x.
When parton densities become large, the linear approximation of Sec. 1 is no longer appli-
cable. At high parton density, nonlinear fusion processes will start to balance parton branchings.
Moreover, the collinear and kT factorisation assumptions in perturbative QCD will become in-
valid, which means that higher twist contributions become important and that parton scatterings
are no longer incoherent.
Saturation is expected to occur when partons are numerous enough and extended enough
to overlap each other. This happens at low x and low Q2. A simple estimate of the saturation
scale is therefore given by the ratio of the parton density to the area of the target. Assuming the
gluon density in the nucleus to be given by GA(x,Q2) = Ag(x,Q2), with A the atomic mass
number and g(x,Q2) the gluon density inside the proton, the saturation scale for nuclei would
be given by
Q2s ∝ αS
xGA(x,Q2s)
piR2A
∝ A1/3x−λ, (4)
where the last equation makes use of the fact that the nuclear radius RA ∝ A1/3 and that the
gluon density in the proton rises exponentially towards small x with exponent λ ≈ 0.3.
From Eq. 4 one can deduce that saturation effects are amplified in heavy nuclei by a factor
A1/3. At RHIC, with d-Au collisions at 200 GeV, the saturation scale is given by Q2s ≈ 2 GeV2.
For p-Pb collisions at the LHC, with a centre-of-mass energy of 8.8 TeV, the saturation scale rises
up to 5 GeV2.
3.1 Probing the matter created at RHIC
In a dense, strongly coupled medium, the propagation of high momentum, strongly interacting
partons is expected to be impeded. This has been observed in heavy ion collisions at RHIC by
looking at the nuclear modification factor RAA(pT ) which is defined as the ratio of particle yields
in heavy ion collision to pp collisions, corrected for the number of collision partners [25]. As
can be seen in Fig. 11 (left) a suppression is indeed observed for hadrons, but not for photons as
should be the case because photons do not carry any colour charge. Moreover, the suppression
for hadrons is not observed in periferal collisions where the medium is less dense. The same
conclusion can be reached from Fig. 11 (right) where one looks for the away-side jet in proton
and gold collisions [26]. While pp and p-Au data do show the presence of the away-side jet, it
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dissappears in central Au-Au collisions indicating the effect of the dense medium. At high pT ,
however, the away-side jet reappears, showing that it is possible to “punch through” the dense
medium, as long as the initial momentum is high enough.
Fig. 11: (left) Nuclear modification factor as function of transverse momentum for direct photons, charged hadrons
and neutral pions in central Au-Au collisions at 200 GeV centre-of-mass energy [27]. (right) Azimuthal correlation
of charged hadrons with pT > 2 GeV associated to a trigger particle with 4 GeV < pT < 6 GeV [28].
For a quantitative understanding of these effects, one needs to constrain model parameters.
Here the transport coefficient qˆ, defined as the average transverse momentum transferred per unit
length, and gluon density dNg/dy will play a major role. For this, more sofisticated observables
are being used, such as di-hadron correlation function and fragmentation functions.
3.2 Saturation in heavy ion collisions from RHIC to LHC
The dense, strongly coupled nature of the medium probed in central heavy ion collisions at RHIC
has thus been established. One has also found indications for the onset of saturation at RHIC.
The charged hadron multiplicity at central rapidities is lower than predicted by all but a few
models. Among those models giving a correct value are those which include saturation effects.
The dependence of the charged hadron multiplicity on the centrality and centre-of-mass energy
of the collision is consistent with geometrical scaling, which implies that the hadron multiplicity
grows as the number of initally released gluons (assuming local parton-hadron duality) which is
just proportional to the saturation scale [31]. Finally, Fig. 12 shows that, while d-Au collisions
do not exhibit a suppression in RAA for hadrons produced at central rapidities, a suppression
does occur for hadrons produced at large rapidity [32]. This forward hadron suppression is well
described by models based on saturation.
The rise of the saturation scale Q2s from 2 GeV2 for 200 GeV d-Au collisions at RHIC
to 5 GeV2 for 8.8 TeV p-Pb collisions at the LHC means that the LHC will be able to study
saturation with perturbative probes. The ALICE Collaboration will study saturation effects with
forward jets but also with low pT open charm production at central rapidity.
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Fig. 12: Nuclear modification factors in deuterium-gold collisions for centrally (left) and forwardly (right) produced
hadrons [29].
4 Strategies and analysis methods
In dense systems, the probability for additional activity besides the primary parton-parton in-
teraction is large. One distinguishes two effects: the underlying event (UE) is caused by soft
reinteractions between the remnants of the incoming particles, while multi-parton interactions
(MPI) are due to multiple hard parton-parton interactions occuring in the same collision.
Fig. 13: Definition of
“toward”, “away” and
“transverse” region in
azimuth w.r.t. the di-
rection of the Z-boson
created in pp¯ → ZX
interactions.
A good description of UE and MPI effects is crucial in the study of
high energy hadron interactions. These effects may modify jet pedestals,
mask missing energy or complicate isolation criteria. MPIs may even fake
discovery signals, e.g. the MPI cross section for pp → Wbb¯X, where the
W boson and bb¯ pair are produced in separate parton-parton interactions,
may constitute an important background to Higgs production at the LHC
via W -Bremsstrahlung, pp→ WHX, with the Higgs boson decaying to a
bb¯ pair. Several models for UE and MPI effects exist in the form of tunes
of the PYTHIA Monte Carlo program to TEVATRON data. However, the
extrapolation to higher energy yields wide uncertainties on the magnitude
of these effects at the LHC. It will therefore be of crucial importance to
tune UE and MPI models with early LHC data
In the following, I will review some of the techniques, presented
at ISMD08, which are used to study the effect of UE and MPI. As will be
seen, detectors placed near the beamline in order to detect forward scattered
particles play an essential role in the study of various high density effects,
including QCD evolution and saturation.
4.1 Observables for studying underlying events and multi-parton in-
teractions
The underlying event will produce additional soft particles next to the hard scattering compo-
nent. It can therefore be beneficial to divide the phase space into different regions with respect
to the direction of the hard scattering products and to look at various event properties in these
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regions. In Fig. 13 this principle is applied to Drell-Yan production of lepton pairs via the pro-
cess pp¯ → ZX. One may then define observables like the charged particle multiplicity, the
scalar transverse momentum sum of charged particles or the average or maximum transverse
momentum of charged particles in each region. Some examples are given in Fig. 14. A excel-
lent agreement with PYTHIA tune “AW” is observed. The close match with leading jet UEs is
perhaps indicating a universality of underlying event models irrespective of the hard scattering
event [33].
Multi-parton interactions will induce long range correlations in particle production: whereas
in single interaction events the central particle multiplicity does not depend strongly on forward
activity, one does expect a strong correlation between central particle multiplicity and forward
energy [35]. Figure 15 shows the dependence of central particle multiplicity on forward energy
depositions for different MPI scenarios. Clearly, in the absence of MPI, very little correlation
is observed. A measurement of this correlation at the LHC may help to differentiate between
different MPI tunes based on TEVATRON data.
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Fig. 14: Depedence of charged multiplicity (left) and average transverse momentum (right) on the pT of the Z-boson
created in pp¯ → ZX interactions in different region in azimuth. The effect of the recoil quark back-to-back to the
Z-boson is clearly visible. Data are compared to the PYTHIA “AW” tune.
Fig. 15: Simulated rapidity distribution for particles in pp collisions produced at the LHC with different conditions on
energy deposited in the forward region. ECAST is defined as the energy sum of charged particles with 5.2 < η < 6.6
and p > 1 GeV. The black histograms was obtained with MPI simulation turned off, while the coloured histograms
represent different tunes for MPI implemented in PYTHIA.
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4.2 Forward physics
Both the ATLAS and CMS Collaboration plan the installation of several detector near to the out-
going proton direction in order to detect forward scattered particles. The main detectors have
calorimetric coverage up to values of pseudorapidity |η| < 3. Outside this range the ATLAS and
CMS detector include foward calorimeters (FCAL and HF) covering the pseudorapidity range of
3 < |η| < 5. Beyond this, the ATLAS Collaboration will install a luminosity detector (LUCID)
covering 5.5 < |η| < 6.2. In CMS, a similar pseudorapidity range, 5.2 < −η < 6.6, will be
covered by a calorimeter (CASTOR), albeit only on one side of the experiment. Both collabo-
rations plan furthermore to install Zero Degree Calorimeters and Roman Pot detectors along the
beam line. Also the TOTEM Collaboration, which shares the same interaction point as CMS, will
install trackers and Roman Pot detectors close to the beam line. An overview of the coverage in
pseudorapidity and transverse momentum is given in Fig. 16.
Fig. 16: Coverage in pT and η of different subdetectors
constructed and planned by the ATLAS, CMS and TOTEM
Collaborations at the LHC.
At low Bjorken-x, partons may un-
dergo long parton showers before they meet to
form the hard scattering subsystem. Forward
particles can then be produced in two ways:
(i) a collision between a low-x and a high-x
parton will boost the hard scattering subsys-
tem forward; (ii) a collision between two low-
x partons will produce a central hard scatter-
ing system while forward jets may result from
gluons radiated in the parton shower.
A large imbalance in Bjorken-x will re-
sult in a hard scattering subsystem X that
is produced forward. X can be jets, Drell-
Yan pairs, prompt photons, heavy quark pairs,
etc. The relation between the Bjorken-x of
the low-x parton and the pseudorapidity of
the hard scattering system is given by x =
Q√
s
e−η , which yields x ≥ 10−6 for Q ≥
10GeV and η = 6 at the LHC. Figure 17
shows the kinematic plane of M vs. x for the
production of forward Drell-Yan pairs with invariant mass M . CASTOR will be able to measure
the energy deposits of Drell-Yan e+e− pairs with M . 30GeV and x < 10−5. In this kinematic
region one expects large shadowing effects in the proton parton densities. One calculation using
the PYTHIA Monte Carlo generator based on a saturated parton density function [36] yields a
reduction by a factor 2 w.r.t. the prediction based on the CTEQ5L parametrisation [37].
When both partons involved in the hard scattering have similar, low x, a dijet system will
be produced centrally in the detector. Forward jets may then result from parton showers. BFKL-
like QCD evolution will result in a larger cross section for high energy forward jets, as can be
seen in Figure 17. Also jet-gap-jet or Mueller-Navelet jet topologies are particularly sensitive to
different approaches for QCD evolution.
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Fig. 17: (left) Kinematic plane of invariant mass M vs. x for Drell-Yan pairs at generator level. The full line gives the
kinematic limit Mmax =
√
x2s, while the dashed lines show the acceptance limits M = x2
√
s expy, y ∈ [5.2, 6.6]
of the CASTOR calorimeter. Green (blue) dots indicate Drell-Yan pairs where at least one (both) electron(s) are within
the CASTOR acceptance. (right) Distribution of generator-level jet energy in CASTOR for events with hard central
dijets (pT > 60 GeV and |η| < 3) as obtained from a PYTHIA simulation using the standard DGLAP evolution [38]
(dashed line) and the colour dipole model implemented in ARIADNE [39] (full line).
5 New physics
Many different scenarios exist for physics beyond the Standard Model, ranging from composite-
ness over supersymmetry to the existence of extra dimensions. It is cleary impossible to review
all final states that are being scrutinized by running and future experiments in this experimental
summary. For this, I refer to the relevant contributions to these proceedings. Here, I will focus
on model independent searches for new physics and the status of Standard Model Higgs searches
at the TEVATRON and the LHC.
5.1 Global search for physics beyond the Standard Model
Data collected in Run II of the TEVATRON have been searched for indications of new elec-
troweak scale physics. Rather than focusing on particular new physics scenarios, CDF data have
been analyzed for discrepancies with the Standard Model prediction. A model-independent ap-
proach (Vista) considers gross features of the data, and is sensitive to new large cross section
physics. A quasi-model-independent approach (Sleuth) emphasizes the high-pT tails, and is par-
ticularly sensitive to new electroweak scale physics. An algorithm has been developed to search
invariant mass distributions for “bumps” that could indicate resonant production of new parti-
cles. As can been seen in Fig. 18, this combined global search for new physics in 2.0 fb−1 of pp¯
collisions at
√
s = 1.96 TeV reveals no indication of physics beyond the Standard Model [40].
The H1 collaboration too has performed a model-independent search for deviations from
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Fig. 18: (left) Graphical summary of Vista final state population discrepancies showing the number of standard devia-
tions from the Standard Model prediction. No final state shows a significant population discrepancy, after accounting
for the trials factor. (right) Graphical summary of Vista kinematic variable distribution discrepancies. Interest is fo-
cused on the outliers, representing distributions with significant discrepancy. However, after analysis, none of these
discrepant distributions motivate a new physics claim.
the Standard Model. Both e+p and e−p collisions from the HERA II run are used, correspond-
ing to 178 pb−1 and 159 pb−1, respectively. All event topologies involving isolated electrons,
photons, muons, neutrinos and jets with high transverse momenta are investigated in a single
analysis. Events are assigned to exclusive classes according to their final state. A statistical
algorithm is used to search for deviations from the Standard Model in the distributions of the
scalar sum of transverse momenta or invariant mass of final state particles and to quantify their
significance. A good agreement with the Standard Model prediction is observed in most of the
event classes. Figure 19 shows that no significant deviation is observed in the phase-space and in
the event topologies covered by this analysis [41].
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Fig. 19: The data and SM expectation for all event classes with observed data events or SM expectation greater than
1 event: (left) e+p data, (right) e−p data.
If new physics beyond the SM is around, the LHC experiments will see it in most of the
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cases. The observation and identification of supersymmetric reaction channels will require as
many measurements as possible, including cross sections, branching ratios, masses and spins.
Various methods will be used and are thoroughly being prepared [42].
5.2 Standard Model Higgs searches at the TEVATRON and LHC
The CDF and D0 collaborations have each combined their search results in single full mass range
exclusion plots. The 95% CL exclusion limits lie around 4 and 2 times the Standard Model cross
sections for mH = 115 GeV and mH = 170 GeV, respectively (see Fig. 20 (left-top)). A
TEVATRON wide combination of low mass exclusion limits is challenging because of the large
number of channels involved. An exclusion limit of around 3 times the Standard Model cross
section at mH = 115 GeV is however expected if CDF and D0 results would be combined. At
high mass, a Standard Model Higgs particle with mH = 170 GeV is now excluded at 95% CL
by the combined CDF and D0 data, as is shown in Fig. 20 (left-bottom). A larger exclusion zone
around 170 GeV will probably follow soon.
1
10
100 110 120 130 140 150 160 170 180 190 200
mH(GeV/c2)
95
%
 C
L 
Li
m
it/
SM
CDF Run II Preliminary, L=1.9-3.0 fb-1
Expected
Observed
±1s
±2s
LEP Limit
SM
July 31, 2008
1
10
155 160 165 170 175 180 185 190 195 200
mH(GeV/c2)
95
%
 C
L 
Li
m
it/
SM
Tevatron Run II Preliminary, L=3 fb-1
Expected
Observed
±1s
±2s
SM
July 30, 2008
Fig. 20: (left-top) Observed and expected (median, for the background-only hypothesis) 95% CL upper limits on the
ratios to the SM cross section, as functions of the Higgs boson mass between 100 and 200 GeV/c2 for the combined
CDF data. The bands indicate the 68% and 95% probability regions where the limits can fluctuate, in the absence
of signal. (left-bottom) Observed and expected 95% CL upper limits at high masses as obtained from the combined
CDF and D0 data. (right) The prospects for discovering a Standard Model Higgs boson in initial LHC running, as a
function of its mass, combining the capabilities of ATLAS and CMS.
A light Standard Model Higgs particle therefore seems most likely. This happens to be the
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most challenging region, also at the LHC. Figure 20 (right) shows the luminosity needed for a
discovery or 95% CL exclusion at the LHC. 5 or 1 fb−1 are needed for a 5σ discovery or 95%
CL exclusion, respectively [44].
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Abstract
I summarize the theory talks presented at the International Symposium
on Multiparticle Dynamics 2008.
1 Introduction
The XXXVIII International Symposium on Multiparticle Dynamics (ISMD 2008) covered a wide
variety of topics in nuclear and particle physics. The organizers had an interesting idea of arrang-
ing all the topics on a single plot in the (lnQ2, ln 1/xBj)-plane, as shown in the conference
poster. I think the idea of such classification on such a broad scale is new and interesting: in
Fig. 1 I present my own version of the classification proposed by the organizers with some slight
modifications as compared to the original. Fig. 1 gives the summary of the topics covered during
the conference: below I will discuss each of the topics shown in Fig. 1 in a separate Section.
Indeed no classification can adequately reflect all the subtleties of each of the topics dis-
cussed. The classification of Fig. 1 is no exception. Many of the subjects shown have a lot more
dimensions to them (in some cases literally so) than shown in Fig. 1.
The idea of mapping out the (lnQ2, ln 1/xBj)-plane comes from the physics of parton
saturation at small Bjorken x, also known as the Color Glass Condensate (CGC) (for a review
see [1]). It appears that this approach could be generalized beyond small-x physics. One of
the main concepts of CGC is that at small enough x the gluon density in the proton or nuclear
wave functions gets so high that non-linear effects, such as parton mergers, become important
leading to saturation of gluon and quark distribution functions. The transition to this saturation
regime is described by the saturation scale Qs, which is a function of x. Qs increases as x
decreases. Saturation region is schematically represented by a yellow triangle in Fig. 1. Indeed
strong interaction physics below the confinement scale, at Q2 < Λ2QCD, is non-perturbative. The
non-perturbative large-coupling region is denoted in Fig. 1 by a blue rectangle. At small enough
x the saturation scale becomes larger than ΛQCD: therefore the saturation regime lies in the
perturbative region to the right of ΛQCD.
The large-Q2 region with not very small x is the domain of linear DGLAP evolution
equation [2–4]. This is the region where collinear factorization applies. The approaches based
on collinear factorization, such as parton cascade simulations and jet physics in general, also
belong in that region. Some of the topics discussed in that subfield will be described in Sect.
2 below. As one moves towards smaller x (and somewhat lower Q2) the logarithms of 1/x
become important. Such logarithms are resummed by the BFKL equation [5, 6]. Progress in our
understanding of BFKL will be reviewed in Sect. 3. Moving on toward even lower x one crosses
the saturation line and enters the saturation/CGC region. Here the nonlinear JIMWLK [7, 8]
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Fig. 1: My own version of arranging all the topics covered during the conference in the (lnQ2, ln 1/xBj)-plane. The
idea was borrowed from the conference poster with the topics somewhat modified and moved around.
and BK [9, 10] evolution equations apply. I have also grouped in this region of the map the
predictions of CGC physics for various AA, pA and pp observables. The talks on this topic
will be discussed in Sect. 4. All the small-x machinery should be directly applicable to cosmic
ray physics: the progress in this direction will be mentioned in Sect. 5. Heavy ion physics
poses a number of important questions for theorists. Over the past several years a consensus
has been reached in the heavy ion community that heavy ion collisions at RHIC lead to the
creation of a strongly-coupled quark-gluon plasma (QGP). The challenges facing the heavy ion
theory community include understanding of the creation of such medium: how do the particles
produced in a collision thermalize to form the strongly-coupled QGP? The mechanism leading
to the creation of strongly-coupled QGP may or may not be perturbative, as reflected in Fig. 1.
The talks on this subjects will be reviewed in Sect. 6. The subsequent evolution of the produced
medium governed by the perfect fluid or viscous hydrodynamics will be discussed in Sect. 7.
Developments in Anti-de Sitter/Conformal Field Theory (AdS/CFT) correspondence, which can
shed light on many topics in heavy ion collisions, deep inelastic scattering (DIS), and hadronic
scattering, will be reviewed in Sect. 8. Finally, the Higgs boson and physics beyond Standard
Model are placed at large Q2 and at large energy/small-x in Fig. 1: they will be mentioned in
Sect. 9.
ISMD 2008 featured a large number of very interesting talks. I have to apologize before-
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hand for not being able to cover all of them due to space limitations. Also, when describing work
presented at ISMD 2008 I will not provide explicit citations to the corresponding publications,
assuming that interested readers could find the needed references in the Proceedings contribu-
tions of the corresponding speakers. Finally, as this is not a review article, in presenting the
topics I will not spend much time recounting many important successes in each subfield, but will
concentrate instead on open problems at the forefront of research.
2 PDF’s, parton cascades and jets
Much of our knowledge about QCD at high energies comes from and could be summarized in
parton distribution functions (PDF’s). Our current knowledge of PDF’s was summarized in the
talk by Stirling. Fig. 2 presents the proton PDF’s at Q2 = 10 GeV2 given by the MSTW 2007
parameterization.
Fig. 2: PDF’s in the MSTW 2007 parameterization (from the talk by Stirling).
There has been much improvement in our understanding of PDF’s in recent years. Error
analysis have been carried out and now many PDF’s come with error bars, as demonstrated in
Fig. 3 shown in the talk by Rojo-Chacon. Fig. 3 shows singlet and gluon distribution functions at
Q20 = 2 GeV2 due to CTEQ, MRST/MSTW, Alekhin and NNPDF collaborations [11–14] along
with the error bars. We see that in the small-x region PDF uncertainties are large. They appear
to increase as we go toward lower Bjorken x into the region where there is no data.
The lower panel of Fig. 3 also shows that at small-x and small-Q2 the gluon distribution
function becomes negative. This issue had been discussed a lot over the past years, and received
a lot of attention at ISMD 2008 as well. The question is whether a negative gluon distribution
necessarily implies a breakdown of the approach based on the linear DGLAP evolution equation.
The standard argument against DGLAP breakdown is that at small Q2 the expectation value of
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Fig. 3: Singlet and gluon distribution function at Q20 = 2 GeV2 due to different PDF collaborations with the error
bars shown (from the talk by Rojo-Chacon).
the operator identified with the gluon distribution function does not anymore count the number
of gluons. Therefore no fundamental law is violated if it goes negative. As was brought up in the
discussion session by Cooper-Sakar, one has to look at the structure function FL, which is closely
related to the gluon distribution function. FL is indeed a physical observable expressible in terms
of scattering cross sections: it has to be positive. If FL resulting from the gluon distribution
functions in the lower panel of Fig. 3 remains positive, then one could argue that there is no
problem with the negative gluon distribution function. As indeed the FL’s obtained from the
gluon distribution functions in Fig. 3 appear to be positive one indeed can argue that negative xG
are allowed.
To me such arguments sound a bit like epicycles in Ptolemaic astronomy: some of our
colleagues are trying to rescue a theory in trouble. Strictly-speaking it is true that there is nothing
requiring xG to be positive definite everywhere. However, I spent many years calculating xG
at small-x in the perturbative (saturation) framework and never saw it go negative. It would
be interesting and convincing if the proponents of negative xG could come up with a (purely
theoretical) model for gluon distribution, where everything is perturbative and under calculational
control, and where xG does become negative at small-x and small-Q2. For instance one could
study gluon distribution in a very heavy quarkonium. Large quark masses would insure small
coupling allowing to calculate xG perturbatively from first principles. If negativity of xG at
low-x and low-Q2 is a natural property of the gluon distribution operator, it should come out
straightforwardly in such a calculation.
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Fig. 4: Preliminary STAR collaboration data on the number of jets as a function of ET of the jet for central Au+Au
collisions (triangles) and for proton-proton collisions scaled up by the number of binary collisions (squares). (Picture
is from the talk by Rojo-Chacon, originally taken from [15].)
Parton cascades as the way to model actual collisions on the event-by-event basis received
a lot of attention at ISMD 2008 as well with a nice review talk by Z. Nagy. The ideas of going
beyond collinear factorization and including kT -dependent effects into parton cascades were
discussed by Hautmann. Problems with Monte Carlo simulations of small-x coherent effects
were discussed in the talk by Marchesini. There is a difficult problem that arises when one tries
to include recoil effects into the color-dipole parton cascades in a probabilistic QCD picture.
There were several good talks on jet analysis and algorithms. I was particularly interested
to see jet analyses coming to RHIC. The suppression of high-pT hadrons produced in Au + Au
collisions at RHIC as compared to p+ p collisions scaled up by the number of binary collisions
is believed to be one of the smoking guns for the creation of a hot and dense medium in heavy
ion collisions, likely to be a thermalized quark-gluon plasma (QGP) [16–18]. The suppression is
quantified with the help of the nuclear modification factor RAA. The suppression was observed
in RHIC experiments at
√
s = 200 GeV and attributed to parton energy loss also known as
jet quenching. However one should not forget that in the RAA measurements one measures
individual high-pT hadrons, and not proper jets. A jet analysis with a jet cone definition has
recently been carried out by the STAR experiment. The preliminary results are shown in Fig. 4,
which was shown at ISMD 2008 by Rojo-Chacon with a similar figure shown by Caines. Fig. 4
depicts the number of jets as a function of ET of the jet. In Fig. 4 the triangles denote the data
for Au + Au collisions, while the squares denote the p + p data scaled up by the number of
binary collisions. It is curious and a bit puzzling that no visible suppression of jets in Au + Au
compared to scaled-up p+ p was found (within error bars). One could speculate that the energy
deposited by the hard parton into the medium is not simply absorbed by the medium, but instead
travels along with the parton in the form of softer partons, such that the net energy in the jet cone
does not change and the jet as a whole does not get suppressed. Indeed more work is needed to
understand the data in Fig. 4.
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3 The BFKL equation
The status of the linear BFKL evolution equation has been reviewed in the talk by White. The
main problem with the linear BFKL evolution is the large and negative NLO BFKL correction to
the pomeron intercept, which one obtains by using the NLO BFKL results of [19, 20] evaluated
at the LO saddle point. The correction is so large that it makes the gluon distribution function
fall off with decreasing x.
Fig. 5: Gluon distribution function due to NLO BFKL corrections resummed in the TW prescription (solid lines)
compared to the NLO DGLAP results (dotted lines). (Pictures are from the talk by White.)
Several ways to remedy this problem have been proposed. It was observed that going
beyond the saddle point approximation, e.g. by solving the NLO BFKL equation numerically,
significantly reduces the NLO correction to the intercept, making the resulting BFKL Green
function rise with decreasing x [21]. An alternative/complimentary way out involves resumming
DGLAP transverse logarithms in the NLO BFKL kernel: one such procedure, pioneered by
Ciafaloni, Colferai, Salam, and Stasto (CCSS) [22] also gives a positive pomeron intercept albeit
somewhat smaller than the LO BFKL intercept. Other procedures involved are due to Altarelli,
Ball, and Forte (ABF) [23] and Thorne and White (TW). The results of the TW resummation for
the gluon distribution function are shown in Fig. 5 (solid lines) compared to the NLO DGLAP
results (dotted lines). One can see that TW resummation cures the problem of the negative gluon
distribution at low-Q2 and low-x that NLO DGLAP has. Still the gluon distribution in the left
panel of Fig. 5 corresponding to Q2 = 1 GeV2 is almost flat as one goes toward lower x: it
is unclear what physical mechanism would make xG behave in such a way in the absence of
saturation effects in the approach used.
Other problems of the linear BFKL evolution include violation of unitarity bound (or, more
precisely, the black disk limit) and diffusion into the infrared. Those problems are remedied by
the physics of parton saturation, to be discussed next.
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4 Saturation/Color Glass Condensate
The talks by Golec-Biernat and by Marquet gave a nice introduction to the physics of parton
saturation/CGC and the non-linear evolution equations involved [7–10]. While the theoreti-
cal framework behind CGC is solid, the question of unique experimental detection of CGC is
still debated. CGC prediction of hadron suppression at forward rapidities in the d + Au colli-
sions at RHIC [24–26] shown here in Fig. 6 were spectacularly confirmed by the data [27–30].
The CGC prediction involved the conventional shadowing effects, which redistribute the partons
through multiple rescatterings from lower pT to higher pT , leading to low-pT suppression (shad-
owing) and high-pT enhancement (anti-shadowing) shown in the upper curve in Fig. 6. (The
high-pT enhancement of produced particles is known as Cronin effect.) The effects of small-x
BFKL/JIMWLK/BK evolution equations (the saturation effects) lead to decrease of the number
of produced particles (as compared to the p+p reference) at all pT , as shown by the dash-dotted,
dashed, and the lower solid curves in Fig. 6 (for a review see [1]).
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Fig. 6: A sketch of the nuclear modification factor RpA as a function of the transverse momentum of the produced
particle kT in the units of the saturation scale from [25]. The upper curve corresponds to the lowest energy/rapidity,
while the other curves show what happens as the energy/rapidity increases.
However, as conventional approaches based on collinear factorization with significantly
ad hoc modified nuclear shadowing have been able to describe the data a posteriori [31], the
need arose for new experimental tests to uniquely disentangle between the collinear factorization
scenario with shadowing included and the physics of CGC. One of such CGC predictions for a
two-particle correlation function was shown by Marquet and is presented here in Fig. 7, which
shows a two-hadron correlation function plotted versus the opening azimuthal angle between the
two hadrons ∆φ. The trigger particle has rapidity y1 = 3.5 and pT1 = 5 GeV. The associate par-
ticle has rapidity y2 = 2. The transverse momentum of the associate particle pT2 is different for
different curves, as explained in Fig. 7. The CGC prediction is that as pT2 gets lower and comes
closer to the saturation scale Qs (which is of the order of 1 − 2 GeV at RHIC), the saturation
effects would “wash out” the back-to-back azimuthal correlations, leading to a decrease in the
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Fig. 7: CGC prediction for the azimuthal dependence of the two-hadron correlation function for different values of
the pT of the associate particle (from the talk by Marquet).
correlation function as predicted in Fig. 7. The experiments currently running at RHIC will be
able to test this prediction.
Another test of CGC will come from the upcoming LHC heavy ion experiments. In heavy
ion collisions it is hard to construct a rigorous CGC prediction, as the problem of particle pro-
duction in CGC for the collision of two nuclei have not been solved analytically. One therefore
constructs models based on kT -factorization formula (proven for p+A collisions in CGC in [32]
but not proven forA+A) trying to mimic as close as possible the true CGC physics (see e.g. [33]).
One of the less model-dependent predictions of such an approach is for the total charged hadron
multiplicity in heavy ion collisions. Predictions for total charged hadron multiplicity in Pb+Pb
collisions at the LHC from the work of Albacete [34] were shown by Marquet and are repro-
duced here in Fig. 8. The plot in Fig. 8 resulted from using the kT -factorization formula also
used in [33]. However, the dipole scattering amplitudes which enter that formula were evolved
using the BK evolution equation with running coupling corrections, which have been recently
calculated in [35–37]. Thus at least one of the ingredients used in arriving at Fig. 8 comes form a
fairly rigorous CGC analysis, which has became available very recently and never has been used
before. Based on that I believe that the prediction in Fig. 8 is the best theoretically-founded one.
Unfortunately, due to limitations of our understanding of CGC mentioned above (concerning
the applicability of the kT -factorization formula to nucleus-nucleus collisions), the prediction in
Fig. 8 still involves some degree of modeling that we can not control, and should thus be still
taken with care.
RHIC experiments continue to surprise us with an amazing quantity of interesting results.
We now know the two-hadron correlation function as a function of both azimuthal angle between
the hadrons and the rapidity interval between them, as shown in Fig. 9. The correlation function
in Fig. 9 has at least one interesting unexplained feature: it has long-range rapidity correlations
on the same azimuthal side (∆φ ≈ 0), known as “the ridge”. While many explanations were
proposed, the feature remains largely unexplained. At ISMD 2008 McLerran proposed that “the
ridge” could be due to long-range rapidity correlations inherent to CGC. Indeed CGC predicts
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Fig. 8: CGC prediction from [34] for the total charged hadron multiplicity in Pb+ Pb collisions at LHC, along with
successful fits of the same quantity measured by RHIC at two different center-of-mass energies. The yellow band
around the LHC prediction indicates the error bars.
rapidity correlations over the intervals of the order of ∆y ∼ 1/αs, which could be large if the
strong coupling constant αs is small. The radial flow would then boost the correlations, confining
them to small azimuthal opening angles, thus creating a ridge-like structure. This is indeed a
plausible explanation, but I feel more detailed theoretical work is needed to determine whether
this is a unique prediction of CGC.
Another important feature of the two-hadron correlation function in Au + Au collisions
at RHIC is the double-hump structure shown in Fig. 10. Fig. 10 depicts the two-particle corre-
lation function measured by PHENIX collaboration plotted as a function of the azimuthal angle
between the two hadrons. As one can see from Fig. 10 the distribution of the associate particles
as a function of azimuthal angle at low transverse momentum of the associate particle has two
maxima. Assuming that the trigger particle travels through a relatively thin medium layer, one
concludes that the associate particle is likely to travel through a thicker layer of the medium. The
double-hump structure could therefore be caused by a Mach cone produced by a particle moving
through a strongly-coupled medium [39]. Alternative explanation could be due to non-Abelian
(QCD) Cherenkov radiation, as discussed in the talk by Dremin. To describe such radiation one
has to solve classical Yang-Mills equations in a medium with some dielectric tensor. (While
indeed Cherenkov radiation is a medium effect, the methods applied to the analysis are those of
CGC, and hence I placed it in the CGC section.) Cherenkov radiation allows one to describe both
STAR and PHENIX azimuthal correlations data by an appropriate choice of the dielectric tensor
in the medium.
A possible signal of the creation of QGP in heavy ion collisions is the mass shift for the
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∆φ ∆η
Fig. 9: Two-hadron correlation function measured in Au + Au collisions at RHIC as a function of rapidity interval
between the two hadrons ∆η and the azimuthal angle between them ∆φ. Each panel corresponds to a different
centrality of the collision. The data are from the STAR collaboration [38].
produced mesons due to medium effects. Padula suggested that a cleaner way to measure the
shift would be by studying two-particle correlations of φφ and K+K− pairs. Presence of the
mass shift will be signaled by the appearance of back-to-back correlations in the φφ and K+K−
correlators.
Another interesting CGC prediction is for the rapidity distribution of the net baryon num-
ber produced in heavy ion collision. In the talk by Wolschin it was shown how CGC ideas allow
one to successfully describe baryon number rapidity distribution at SPS and RHIC, and to even
make predictions for LHC. It would be really interesting and important to measure this quantity
at LHC.
A sign of the fact that CGC physics is entering a new era is the construction of event
generators based on CGC concepts and ideas. In the talks by Avsar and Kutak we have heard
about event generators using CCFM evolution equation with an infrared cutoff mimicking satu-
ration/CGC effects, similar to how one can mimic the BK equation by using the BFKL equation
with an infrared cutoff. Interesting results and fits were shown in those talks.
5 Cosmic rays
Ultra-high energy cosmic ray data and the accompanying theory was presented in the talks by
Ostapchenko and Pierog. It was suggested that the existing discrepancy between the cosmic ray
data and the conventional models may be explained by saturation/CGC effects. This is indeed an
exciting prospect which needs to be pursued by CGC practitioners. The progress in this direction
can however be marred by the fact that when extrapolating from current collider energies to
the cosmic ray energies a large uncertainty arises due to the non-perturbative diffusion of the
black disk. As was argued in [41] in perturbative CGC approach the diffusion of black disk at
high energies is very fast: the radius of the disk grows as a power of energy due to the lack of
a mass gap in perturbative approaches. Any attempt to non-perturbatively model the diffusion
by introducing a mass gap into the problem leads to the radius of the black disk growing as a
logarithm of energy. As the non-perturbative models are not under the same degree of theoretical
control as the perturbative CGC calculations, the potential theoretical uncertainty associated with
extrapolation to cosmic ray energies could be very large, leading to uncertainty both in total
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Fig. 10: Two-hadron azimuthal correlation function as measured by PHENIX experiment (taken from [40]).
scattering cross sections and particle production cross sections calculated in CGC.
6 Thermalization in heavy ion collisions
Understanding the mechanism of thermalization and isotropization of the medium produced in
heavy ion collisions is a very important open problem in the field. The space-time structure of a
Fig. 11: Space-time structure of a heavy ion collision (from the talk by Itakura).
heavy ion collision is depicted in Fig. 11. The time immediately after the collision is dominated
by particle production. In that region CGC applies, such that the production of particles is de-
scribed by perturbative CGC techniques. This stage of the evolution of the medium is sometimes
referred to as “Glasma” [42], the term which combines the Color Glass physics (“Glas”) with
the creation of quark-gluon plasma at later stages of the collision (“lasma”), as shown in Fig. 11.
However the CGC dynamics by itself leads to a very anisotropic distribution of the produced
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matter in momentum space: the end result of CGC dynamics is a free-streaming “medium” with
zero longitudinal pressure component. Indeed a thermalized medium should have all pressure
components (transverse and longitudinal) equal, as it should be isotropic. Hence Color Glass it-
self does not lead to thermalization, or, more importantly, isotropization of the produced medium.
(Isotropization is a necessary, but not a sufficient condition of thermalization.)
So how does Color Glass turn into a Glasma? One of the more popular scenarios was
presented in the talk by Itakura and involves magnetic instabilities in the produced medium (see
also [43, 44]). The main physical idea is that the momentum space anisotropy of the medium
produced in heavy ion collisions would generate instabilities, which would rapidly isotropize the
system leading to a hydrodynamic behavior of the medium. This indeed is a plausible scenario
of thermalization/isotropization.
Since the saturation/Color Glass approach gives us a consistent framework in which all
diagrams can be classified and resummed order-by-order, it is not at all clear why one has to sep-
arate the perturbative dynamics into a part which is incorporated in CGC and into everything else.
From this standpoint the dynamics of instabilities would correspond to some higher order (quan-
tum) corrections to the diagrams which we already know how to resum in the CGC approach.
Such corrections would also be a part of CGC, just at some higher order. The magnetic insta-
bilities could then be viewed as some higher order corrections to CGC which somehow got “out
of control” and became very large (infinite?). Frankly I am skeptical whether such corrections
exist: all our experience calculating CGC diagrams, both in the classical framework [45–47] and
including (LO and NLO) quantum evolution and running coupling corrections [32,48], never led
to any uncontrolled infinities which would dominate the resulting production cross sections and
the energy-momentum tensor. Perhaps the proponents of the instability-driven scenario should
identify and resum diagrams with instabilities (starting from the very collision of two nuclei), and
show that their contributions are really important (numerically or parametrically) and that these
diagrams do lead to isotropization of the medium at late times. Implications of such diagrams
on what we know in the standard perturbation theory in, say, proton-proton collisions would also
have to be understood. One should also identify what those new instability diagrams have that
was absent in the multitude of quantum corrections to the classical picture calculated over the
years [32, 48].
Alternatively, as the medium created at RHIC is believed to be strongly-coupled, it is possi-
ble that thermalization and isotropization in heavy ion collisions are essentially non-perturbative
(large-coupling) effects. Such a scenario can not be quantified in a controlled manner in QCD.
However, AdS/CFT correspondence [49, 50] allows us to try to analyze this problem for the
N = 4 Super Yang-Mills (SYM) theory. In my talk in the Dense Systems session I have pre-
sented one of the efforts in this direction. One could model a heavy ion collision as a collision
of two shock waves in AdS5. Solving Einstein equations in AdS5 one can find the energy-
momentum tensor of the resulting medium. It has been argued in [51] using AdS/CFT corre-
spondence that if one assumes that the produced medium distribution is rapidity-independent,
the strong-coupling dynamics would inevitably lead at late proper times to an isotropic medium
described by Bjorken hydrodynamics [52]. However, it is not yet clear whether such a rapidity-
independent distribution would result from a collision of two shock waves. Our result was that in
a strongly-coupled theory the colliding shock waves would stop shortly after the collision. This
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seems like a natural result of the strong coupling effects. If the coupling is strong enough to stop
the colliding nuclei, it is likely to quickly thermalize the system. However, a thermal system re-
sulting from stopping of the nuclei is more likely to be described by rapidity-dependent Landau
hydrodynamics [53], instead of the rapidity-independent Bjorken one. Hence the strong-coupling
effects, if dominant throughout the collision, would not lead to Bjorken hydrodynamics. On top
of that we know from the RHIC data on net baryon rapidity distribution that valence quarks in
the nuclei do not stop in the collision, and instead (mostly) continue moving along the beam
line [54]. Indeed the early stages of the collisions have to be described by the weak coupling
effects, and are thus outside of the realm of the AdS/CFT correspondence. We presented a way
of mimicking these weak-coupling effects in the dual AdS geometry. However, the question of
what leads to Bjorken hydrodynamics still remains open.
7 Hydrodynamics
Regardless of our lack of understanding of thermalization in heavy ion collisions, the success
of perfect-fluid hydrodynamics description of particle spectra and elliptic flow v2 measured in
the Au + Au collisions at RHIC [55, 56] allows us to conclude that the medium created in the
collisions is probably strongly coupled and that a hydrodynamic description of such medium is
adequate.
Fig. 12: The shear viscosity-to-entropy density ratio (in units of 1/4pi) for various media (from the talk by Cso¨rgo˝).
The Kovtun, Son, Starinets, Policastro (KPSS) [57, 58] lower bound on the ratio of shear
viscosity η to the entropy density S derived from AdS/CFT correspondence was discussed in the
talk by Cso¨rgo˝. The KPSS bound postulates that for any medium (or, more precisely, for any
theory with a gravity dual) one has η/S ≥ 1/4pi. Fig. 12 shows the ratio of η/S plotted as a
function of temperature for several different media with the KPSS bound shown by a straight
horizontal line at the bottom. Cso¨rgo˝ pointed out that as RHIC data is consistent with a very
low value of η/S, it is likely that RHIC fluid is more perfect than any other known fluid. This
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Fig. 13: HBT radii at RHIC compared to hydrodynamic simulations with the standard (Glauber) initial conditions
(left panels) and the Glauber initial conditions proposed by Florkowski (right panels). (The picture is taken from the
talk by Florkowski.)
superfluidity also takes place at an extremely high temperature, characteristic of the QGP. How-
ever it is still possible that RHIC data allows for higher values of η/S than 1/4pi: by varying
the initial conditions for hydrodynamics one can accommodate somewhat larger values of η/S,
though the exact values are still under investigation. There have also been some recent results in
string theory suggesting that the KPSS bound might be violated in some theories due to stringy
(mostly 1/Nc) corrections. Regardless of that, the low viscosity of the RHIC QGP still strongly
suggests that the medium created in the collisions is strongly-coupled.
Hydrodynamics is an exciting subfield by itself, allowing for many interesting exact so-
lutions describing possible evolutions of RHIC fireball. Many of those solutions have been re-
viewed in the talk by M. Nagy, and fall into two main categories: relativistic and non-relativistic
ones.
There are still open problems with the hydrodynamic description of the medium produced
in RHIC collisions. One is the early thermalization proper time of τ0 = 0.3 ÷ 0.5 fm/c required
for hydrodynamics to describe the data: this problem is related to our (lack of) understanding of
thermalization/isotropization in heavy ion collisions. Another problem concerns the HBT radii.
While hydrodynamics is successful in describing particle spectra and v2 [55, 56], it has been
having problems describing HBT radii. This has been known as the RHIC HBT puzzle (see
e.g. [59]). At ISMD 2008 Florkowski suggested that one could modify the standard Glauber
initial conditions for hydrodynamics simulations: he suggested starting the simulations with a
smaller Gaussian source, which would generate faster initial expansion. Apparently this approach
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worked, allowing to describe the HBT radii, as shown in Fig. 13, using a rather small set of free
parameters. The obtained value for one of the parameters, the thermalization time τ0, turns
out to be τ0 = 0.25 fm/c, which is rather close to some recent estimates based on AdS/CFT
approaches [60].
While the approach presented by Florkowski works very well, as can be clearly seen from
Fig. 13, one may worry that the initial size of the Gaussian fireball used is rather small to ade-
quately describe realistic Au + Au collisions. Therefore in my opinion the conclusion one can
draw from the Gaussian initial conditions analysis is that in the simulations of Fig. 13 it mimics
some initial time dynamics which leads to hydrodynamics being initialized with a pretty strong
radial flow. It appears then that in order to describe the HBT radii one needs the initial conditions
for hydrodynamics simulations to contain large flow in them. The exact nature of such initial
dynamics still needs to be identified: it might be given by the CGC physics.
The perfect fluid hydrodynamics appears to do a good job at RHIC. It is possible though
that in heavy ion collisions at LHC the plasma that will be created will start out at higher temper-
ature. This would lead to smaller coupling constant, thus possibly making the resulting plasma
less strongly coupled. The viscous corrections in such case would get larger: one therefore needs
to construct viscous hydrodynamics simulations to describe the dynamics of the medium to be
produced in heavy ion collisions at the LHC. But what if viscous corrections are not enough?
What if higher fluid velocity gradients would also become important? The dynamics of strongly
coupled medium described by AdS/CFT correspondence contains the exact result, including all
gradients of fluid velocity. While obtaining this exact solution from AdS/CFT correspondence
appears to be rather complicated, one could calculate the viscosity and higher order coefficients
in fluid velocity gradient expansion using AdS/CFT approach. The results of the project to cal-
culate the coefficients needed to construct causal viscous hydrodynamics using the AdS/CFT
correspondence were presented in the talk by Baier. The obtained coefficients could be used to
construct strong-coupling predictions for LHC.
8 AdS/CFT correspondence
AdS/CFT correspondence [49, 50] is a very powerful new tool for studying non-perturbative as-
pects of gauge theories coming from string theory (for a review see [61]). AdS/CFT correspon-
dence [49, 50] postulates a duality between the N = 4 SYM theory in 4 space-time dimensions
and the type-IIB string theory in AdS5×S5. The more widely used and better tested gauge-
gravity duality suggests that N = 4 SYM theory in the large-Nc large-λ = g2Nc limit is dual to
classical super-gravity on AdS5 (λ is ’t Hooft’s coupling constant, g is the gauge coupling). What
this means practically is that in order to find expectation values of various operators in N = 4
SYM theory at large Nc and λ one has to perform classical super-gravity calculations in a curved
5-dimensional space-time.
A number of talks at ISMD 2008 used the methods of AdS/CFT: some of these talks I have
already mentioned in other Sections.
A talk by Iancu addressed the question of deep inelastic scattering on a thermal medium
(plasma). In AdS such medium is modeled by the black brane metric. In the absence of bound
states in a conformal theory, a thermal medium provides a fine target to scatter on. Iancu sug-
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Fig. 14: The pomeron intercept j0 in N = 4 SYM as a function of the coupling αN . The dotted line represents the
perturbative LO BFKL pomeron intercept, the dashed line is the LO+NLO BFKL intercept, and the solid line is the
strong-coupling AdS result. (The picture is taken from the talk by Tan.)
gested calculating a correlator of two R-currents in order to find the structure functions of the
plasma. One of the important results is that DIS at strong coupling also exhibits the feature of
parton saturation, just like the weakly coupled CGC. The saturation scale in the theory at strong
coupling was found to be equal to Qs ∼ LT 2, with L the part of the distance separating the two
R-currents immersed in the medium and T the temperature of the medium. If the two currents
are inside the medium, then L is the distance separating the currents, and for DIS L ∼ 1/(xT )
with x the Bjorken x variable. This gives Qs ∼ T/x, i.e. the saturation scale would grow very
strongly as Bjorken x decreases.
However, in a realistic high energy DIS scattering the incoming virtual photon splits into
a quark–anti-quark pair very much in advance of the system hitting the proton or nuclear target.
Hence a more realistic scenario would involve a finite-size medium, such that L = 2R with R
the radius of the target proton/nucleus. Then one gets Qs ∼ RT 2, i.e. the saturation scale is
independent of Bjorken x, or, equivalently, of energy. In this regime the conclusions presented by
Iancu agree with the results of other groups [62,63]. It is rather interesting to observe that at large
coupling the saturation scale becomes independent of energy. It seems that the classical super-
gravity gives results similar to those given by the classical Yang-Mills fields in the McLerran-
Venugopalan (MV) model [64]: there the saturation scale is also independent of energy. In the
MV model we know that quantum corrections lead to energy-dependence of Qs [9, 10]. It is
possible that quantum (order 1/√λ) corrections in AdS would make the saturation scale energy-
dependent at strong coupling.
AdS/CFT correspondence allows one to try to understand other related quantities, such
as the intercept of the pomeron and the pomeron trajectory. The results of such investigations
were presented by Tan. He explained how an AdS/CFT calculation gives the pomeron intercept
j0 = 2− 2√λ for a strongly-coupled N = 4 SYM theory. His results are summarized in Fig. 14,
where the intercept is plotted as a function of the gauge coupling α times the number of col-
ors in the theory N . The dotted and dashed lines represent the perturbative LO and LO+NLO
BFKL intercepts correspondingly. One can see that the NLO BFKL correction is indeed large
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and threatens to make the intercept less than 1 at not very large αN . The solid line in Fig. 14
represents the AdS strong-coupling result of j0 = 2 − 2√λ : the picture suggests that an interpo-
lation between the two results is possible, leading to an intercept which is greater than 1 at all
values of the coupling.
At the same time I have to point out that the result of a recent AdS investigation [62]
suggests that at high energies multiple exchanges of the intercept-2 pomerons lead to a somewhat
unphysical behavior of the cross section and violate the black disk limit. In [62] an alternative
solution was proposed with the strong coupling pomeron having an intercept of j0 = 1.5 and
with multiple exchanges of such a pomeron giving cross sections which are unitary and do not
violate the black disk limit. More investigations may be needed to understand the differences
between the two results.
Lipatov talked about another important result related to AdS/CFT correspondence — the
BDS amplitude ansatz [65]. He has argued that the ansatz is violated in the Regge limit, when
one calculates the diagrams contributing to the BFKL evolution. The violation is relatively minor
and only manifests itself in some channels. This allows one to hope that a modification of the
BDS ansatz is possible which would take into account the discrepancy presented by Lipatov.
9 Higgs boson and physics beyond the Standard Model
LHC had turned on just before the start of ISMD 2008, but had to be shut down soon after due to
a malfunction of the superconducting magnets. Nevertheless, despite the delay, LHC era is upon
us and a number of talks at ISMD 2008 were dedicated to what one could discover at LHC. While
some aspects of the LHC heavy ion program have been mentioned above, here I will concentrate
on the search for new particles in proton-proton collisions.
Fig. 15: Various possible channels of Higgs boson production at LHC (from the talk by Anastasiou.)
First of all, if the Standard Model is correct, one expects to be able to find the Higgs boson
at the LHC. Anastasiou gave a talk reviewing various channels of Higgs production, which are
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demonstrated in Fig. 15. Hopefully many (or at least one) of these channels would be observed
at LHC.
It is possible however that backgrounds at LHC would be too high making the events
shown in Fig. 15 hard to detect. In this case a possible cleaner signature of the Higgs would be
the double diffraction production process illustrated in Fig. 16, which was discussed in the talks
by Kaidalov and V. A. Khoze. In such process there will be rapidity gaps between the produced
Higgs boson and each of the protons, allowing for a clean detection of the products of the Higgs
boson decay, and thus for an unambiguous identification of the Higgs boson.
H
Fig. 16: Double diffractive Higgs boson production mechanism at the LHC (from the talk by V.A. Khoze.)
Unfortunately, as often happens when the soft QCD interactions are involved, theoretical
predictions for the cross sections of the process shown in Fig. 16 at LHC vary quite signifi-
cantly [66–68]. Two of the existing approaches [67, 68] were reviewed in the talk by Kaidalov.
Among other things he outlined the approximations made for the triple pomeron vertex made
in each of the approaches. Both approaches reproduce the existing Tevatron double diffractive
data reasonably well, but differ significantly in their extrapolation to LHC energies. Since it is
not clear from first principles which approximation of the triple pomeron vertex is better justi-
fied, it seems that error analyses similar to those done for PDF’s may be needed to reconcile the
differences between the two approaches in question.
Physics beyond the Standard Model was discussed in the talks by V.V. Khoze and Strassler
dedicated to different supersymmetric models. While the former talk presented a minimal ap-
proach to introducing SUSY, the latter talk featured a broader range of possibilities. V.V. Khoze
talked about the ISS scenario [69] in which the Universe lives in a metastable vacuum in which
SUSY is broken. At the same time there exists a hidden sector of the theory with a true vac-
uum which is supersymmetric. The ISS model gives a concrete example of SUSY breaking,
allowing to calculate the mass spectrum of the supersymmetric particles using the messenger
fields. Strassler in his talk argued that minimalistic approach to physics beyond Standard Model
is not necessarily what happens in nature and we should prepare for big surprises at the LHC. He
therefore talked about hidden valleys and unparticles, both of which would lead to spectacular
hadronic shower events at the LHC, which unfortunately would be hard to analyze and under-
stand due to the large number of particles produced. Indeed both minimal and non-minimal
SUSY scenarios are quite possible at LHC.
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