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FACTORIZATION FORMULAS OF K-k-SCHUR FUNCTIONS I
MOTOKI TAKIGIKU
Abstract. We give some new formulas about factorizations of K-k-Schur
functions g
(k)
λ
, analogous to the k-rectangle factorization formula s
(k)
Rt∪λ
=
s
(k)
Rt
s
(k)
λ
of k-Schur functions, where λ is any k-bounded partition and Rt de-
notes the partition (tk+1−t) called k-rectangle. Although a formula of the
same form does not hold for K-k-Schur functions, we can prove that g
(k)
Rt
di-
vides g
(k)
Rt∪λ
, and in fact more generally that g
(k)
P
divides g
(k)
P∪λ
for any multiple
k-rectangles P = Ra1
t1
∪ · · · ∪ Ram
tm
and any k-bounded partition λ. We give
the factorization formula of such g
(k)
P
and the explicit formulas of g
(k)
P∪λ
/g
(k)
P
in some cases, including the case where λ is a partition with a single part as
the easiest example.
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1. Introduction
Let k be a positive integer. K-k-Schur functions g
(k)
λ are inhomogeneous sym-
metric functions parametrized by k-bounded partitions λ, namely by the weakly
decreasing strictly positive integer sequences λ = (λ1, . . . , λl), l ∈ Z≥0, whose
terms are all bounded by k. They are K-theoretic analogues of another family
of symmetric functions called k-Schur functions, which are homogeneous and also
parametrized by k-bounded partitions.
Historically, k-Schur functions were first introduced by Lascoux, Lapointe and
Morse [LLM03], and subsequent studies led to several (conjectually equivalent)
characterizations of s
(k)
λ such as the Pieri-like formula due to Lapointe and Morse
[LM07], and Lam proved that k-Schur functions correspond to the Schubert basis
of homology of the affine Grassmannian [Lam08]. Moreover it was shown by Lam
and Shimozono that k-Schur functions play a central role in the explicit description
of the Peterson isomorphism between quantum cohomology of the Grassmannian
and homology of the affine Grassmannian up to suitable localizations [LS12].
These developments have analogues in K-theory. Lam, Schilling and Shimozono
[LSS10] characterized the K-theoretic k-Schur functions as the Schubert basis of
the K-homology of the affine Grassmannian, and Morse [Mor12] investigated them
from a conbinatorial viewpoint, giving various properties including the Pieri-like
formulas using affine set-valued strips (the form using cyclically decreasing words
are also given in [LSS10]).
In this paper we start from this combinatorial characterization (see Definition
7) and show certain new factorization formulas of K-k-Schur functions.
Among the k-bounded partitions, those of the form (tk+1−t) = (t, . . . , t︸ ︷︷ ︸
k+1−t
) =: Rt,
1 ≤ t ≤ k, called k-rectangle, play a special role. In particular, if a k-bounded
partition has the form Rt∪λ, where the symbol ∪ denotes the operation of concate-
nating the two sequences and reordering the terms in the weakly decreasing order,
then the corresponding k-Schur function has the following factorization property
[LM07, Theorem 40]:
(1) s
(k)
Rt∪λ
= s
(k)
Rt
s
(k)
λ .
Note that, under the bijection between the set of k-bounded partitions and the set
of affine Grassmannian elements in the affine symmetric group, the correspondent of
the k-rectangleRi is congruent, in the extended affineWeyl group, to the translation
t−̟∨i by the negative of a fundamental coweight, modulo left multiplication by the
length zero elements.
It is suggested in [LSS10, Remark 7.4] that the K-k-Schur functions should also
possess similar properties, including the divisibility of g
(k)
Rt∪λ
by g
(k)
Rt
. The present
work is an attempt to materialize this suggestion.
We do show in Proposition 14 that g
(k)
Rt
divides g
(k)
Rt∪λ
in the ring Λ(k) = Z[h1, . . . , hk],
where hi denotes the complete homogeneous symmetric functions of degree i, of
which the K-k-Schur functions form a basis. However, unlike the case of k-Schur
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functions, the quotient g
(k)
Rt∪λ
/g
(k)
Rt
is not a single term g
(k)
λ but, in general, a linear
combination of K-k-Schur functions with leading term g
(k)
λ , namely in which g
(k)
λ
is the only highest degree term. Even the simplest case where λ consists of a single
part (r), 1 ≤ r ≤ k, displays this phenomenon: we show in Theorem 23 that
(2) g
(k)
Rt∪(r)
=

g
(k)
Rt
· g
(k)
(r) (if t < r),
g
(k)
Rt
·
(
g
(k)
(r) + g
(k)
(r−1) + · · ·+ g
(k)
∅
)
(if t ≥ r)
(actually we have g
(k)
(s) = hs for 1 ≤ s ≤ k, and g
(k)
∅ = h0 = 1). So we may ask:
Question 1. Which g
(k)
µ , besides g
(k)
λ , appear in the quotient g
(k)
Rt∪λ
/g
(k)
Rt
? With
what cofficients?
A k-bounded partition can always be written in the form Rt1 ∪ · · · ∪ Rtm ∪ λ
with λ not having so many repetitions of any part as to form a k-rectangle. In
such an expression we temporarily call λ the remainder, although this term is only
used in the Introduction. Proceeding in the direction of Question 1, one ultimate
goal may be to give a factorization formula in terms of the k-rectangles and the
remainder. In the case of k-Schur functions, the straightforward factorization in
(1) above leads to the formula s
(k)
Rt1∪···∪Rtm∪λ
= s
(k)
Rt1
. . . s
(k)
Rtm
s
(k)
λ . On the contrary,
with K-k-Schur functions, the simplest case having a multiple k-rectangle, to be
shown in the author’s following paper [Taka], gives
(3) g
(k)
Rt∪Rt
= g
(k)
Rt
∑
λ⊂Rt
g
(k)
λ .
Hence we cannot expect g
(k)
Rt∪Rt
to be divisible by g
(k)
Rt
twice. Instead, upon organiz-
ing the part consisting of k-rectangles in the form Ra1t1 ∪· · ·∪R
am
tm with t1 < · · · < tm
and ai ≥ 1 (1 ≤ i ≤ m), with R
a
t = Rt ∪ · · · ∪Rt︸ ︷︷ ︸
a
, actually we show in Proposition
14 that
g
(k)
R
a1
t1
∪···∪Ramtm ∪λ
is divisible by g
(k)
R
a1
t1
∪···∪Ramtm
,
which actually holds whether or not λ is the remainder. Then we can subdivide
our goal as follows:
Question 1′. Which g
(k)
µ , besides g
(k)
λ , appear in the quotient g
(k)
P∪λ/g
(k)
P where
P = Ra1t1 ∪ · · · ∪R
am
tm , and with what coefficients?
Question 2. How can g
(k)
R
a1
t1
∪···∪Ramtm
be factorized?
In this (and author’s following) paper, we give a reasonably complete answer
to Question 2, and partial answers to Question 1′. For Question 2, we first show
in Theorem 31 that multiple k-rectangles of different sizes entirely split, namely
that we have g
(k)
R
a1
t1
∪···∪Ramtm
= g
(k)
R
a1
t1
. . . g
(k)
Ramtm
. Then in the following paper [Taka],
we show that for each 1 ≤ t ≤ k and a > 1, we have a nice factorization g
(k)
Rat
=
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g
(k)
Rt
(∑
λ⊂Rt
g
(k)
λ
)a−1
, generalizing the formula (3). Thus, we have
g
(k)
R
a1
t1
∪···∪Ramtm
= g
(k)
Rt1

 ∑
λ(1)⊂Rt1
g
(k)
λ(1)

a1−1 . . . g(k)Rtm

 ∑
λ(m)⊂Rtm
g
(k)
λ(m)

am−1 .
For Question 1′, unfortunately we cannot give a complete answer yet. Still we
obtain some nice explicit formulas, including the case (2).
We first show an auxiliary result that, being given P = Ra1t1 ∪ · · · ∪ R
am
tm and
putting Q = Rt1 ∪ · · · ∪Rtm without multiplicities, we have g
(k)
P∪λ/g
(k)
P = g
(k)
Q∪λ/g
(k)
Q
for any λ. Thus we can reduce Question 1′ to the case where the k-rectangles are
of all different sizes.
We then derive explicit formulas in some limited cases where, writing λ =
(λ1, . . . , λl) and λ¯ = (λ1, . . . , λl−1), the parts of λ except for λl are all larger than
the widths of the k-rectangles, and λ¯ is contained in a k-rectangle.
An easiest case is where λ = (r) consists of a single part, which general-
izes the case (2). Namely we show that if P = Ra1t1 ∪ · · · ∪ R
am
tm with t1 <
· · · < tm and a1, . . . , am > 0 and 0 ≤ r ≤ k, then g
(k)
P∪(r) decomposes as g
(k)
P ·∑r
s=0
(
αP (r)+s−1
s
)
g
(k)
(r−s), where αP (u) = #{i | 1 ≤ i ≤ m, ti ≥ u}. Considering the
case m = 1 and a1 = 1, we obtain the formula (2).
Generalizing this case, we show in Theorem 30 that if P and αP (u) are the same
as above and λ = (λ1, . . . , λl) satisfies λl−1 > tm and λ¯ = (λ1, . . . , λl−1) is contained
in a k-rectangle, then g
(k)
P∪λ decomposes as g
(k)
P ·
∑λl
s=0
(
αP (λl)+s−1
s
)
g
(k)
λ¯∪(λl−s)
. In
particular, if tn < λl, the summation on the right-hand side consists of a single
term g
(k)
λ .
λ¯
Rtm
Rtp+1
Rtp
Rt1
λl
In this figure p = m − αP (λl)
and ai = 1 for all i.
It is worth noting that, in all cases we have seen, g
(k)
P∪λ
/
g
(k)
P is a linear combina-
tion of K-k-Schur functions with positive coefficients. Moreover, if P = Rt, it seems
that each coefficient is 0 or 1 and the set of µ such that the coefficient of g
(k)
µ in
g
(k)
P∪λ
/
g
(k)
P is 1 is an interval (with respect to the strong order. See Conjecture 33).
Anyway, it should be interesting to study the geometric meaning of these results
and conjectures.
This paper is organized as follows. In Section 2, we review some basic notations
and facts about combinatorial backgrounds of K-k-Schur functions. In Section 3,
we show some auxiliary results which provide a basis for our work. In Section 4, we
give explicit factorization formulas in an easiest case where the remainder consists
of a single part. In Section 5, we generalize the result of the previous section and
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give a “straightforward factorization” formula for a multiple k-rectangles of different
sizes. In Section 6, we state some observations and conjectures.
Acknowledgement. The author would like to express his gratitude to T. Ikeda
for suggesting the problem to the author and helping him with many fruitful dis-
cussions. He is grateful to H. Hosaka and I. Terada for many valuable comments
and pointing out mistakes and typos in the draft version of this paper. He is also
grateful to the committee of the 29th international conference on Formal Power
Series and Algebraic Combinatorics (FPSAC) for many valuable comments for the
extended abstract version of this paper. This work was supported by the Program
for Leading Graduate Schools, MEXT, Japan. The contents of this paper is the
first half of the author’s master-thesis [Takb].
2. Preliminaries
In this section we review some requisite combinatorial backgrounds. For detailed
definitions, see for instance [LLM+14, Chapter 2] or [Mac95, Chapter I].
2.1. Partitions. Let P denote the set of partitions. A partition λ = (λ1 ≥ λ2 ≥
. . . ) ∈ P is identified with its Young diagram (or shape), for which we use the French
notation here. quadrant1 of Cartesian plane so that there are λi boxes arranged in
left justified way in the i-th row from the bottom.
the Young diagram of (4, 2)
We denote the size of a partition λ by |λ|, the length by l(λ), and the conjugate
by λ′. For partitions λ, µ we say λ ⊂ µ if λi ≤ µi for all i. The dominance order
E on P is defined by saying that λ E µ if |λ| = |µ| and
∑r
i=1 λi ≤
∑r
i=1 µi for all
r ≥ 1. Sometimes we abbreviate horizontal strip (resp. vertical strip) (of size r) to
(r-)h.s. (resp. (r-)v.s.). For a partition λ and a cell c = (i, j) in λ, we denote the
hook length of c in λ by hookc(λ) = λi + λ
′
j − i− j + 1.
For a partition λ, a removable corner of λ (or λ-removable corner) is a cell
(i, j) ∈ λ with (i, j + 1), (i + 1, j) /∈ λ. (i, j) ∈ (Z>0)
2 \ λ is said to be an addable
corner of λ (or λ-addable corner) if (i, j − 1), (i− 1, j) ∈ λ with the understanding
that (0, j), (j, 0) ∈ λ. In order to avoid making equations too wide, we may denote
removable corner (resp. addable corner) briefly by rem. cor. (resp. add. cor.). A
cell (i, j) ∈ λ is called extremal if (i+ 1, j + 1) /∈ λ.
For partitions λ = (λ1, . . . , λl(λ)), µ = (µ1, . . . , µl(µ)), we write λ ⊕ µ = (λ1 +
µ1, λ2 + µ1, . . . , λl(λ) + µ1, µ1, . . . , µl(µ)). For partitions λ
(1), . . . , λ(n), we define
λ(1) ⊕ · · · ⊕ λ(n) = (λ(1) ⊕ · · · ⊕ λ(n−1))⊕ λ(n), recursively.
λ(n)
λ(n−1)
λ(1)
the shape of λ(1) ⊕ · · · ⊕ λ(n)
1We use the French notation
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2.2. Bounded partitions, cores, affine Grassmannian elements, and k-
rectangles Rt. A partition λ is called k-bounded if λ1 ≤ k. Let Pk be the set of
all k-bounded partitions. An r-core (or simply a core if no confusion can arise) is
a partition none of whose cells have a hook length equal to r. We denote by Cr the
set of all r-core partitions. When we consider a partition as a core, the notion of
size differs from the usual one: the length (or size) of an r-core κ is the number of
cells in κ whose hook length is smaller than r, and denoted by |κ|r.
The affine symmetric group S˜k+1 is given by generators {s0, s1, . . . , sk} and re-
lations s2i = 1, sisi+1si = si+1sisi+1, sisj = sjsi for i − j 6≡ 0, 1, k mod (k + 1),
with all indices are considered mod (k + 1). Note that the symmetric group Sk+1
generated by {s1, . . . , sk} is a subgroup of S˜k+1. We identify the left cosets of
S˜k+1/Sk+1 with their minimal length representatives, which we call affine Grass-
mannian elements. Namely, the set of affine Grassmannian elements is {w ∈ S˜k+1 |
l(wsi) > l(w) (∀i 6= 0)}.
Hereafter we fix a positive integer k.
For a cell c = (i, j), the content of c is j − i and the residue of c is res(c) = j − i
mod (k+1) ∈ Z/(k+1). For a set X of cells, we write Res(X) = { res(c) | c ∈ X }.
We will write a λ-removable corner of residue i simply a λ-removable i-corner. For
simplicity of notation, we may use an integer to represent a residue, omitting “mod
(k + 1)”.
We denote by Rt the partition (t
k+1−t) = (t, t, . . . , t) ∈ Pk for 1 ≤ t ≤ k, which
is called a k-rectangle. Naturally a k-rectangle is a (k + 1)-core.
Now we recall the bijection between the k-bounded partitions in Pk, the (k+1)-
cores in Ck+1, and the affine Grassmannian elements in S˜k+1/Sk+1:
Pk
c //
by taking
“word”
$$■
■■
■■
■■
■■
Ck+1
p
oo
S˜k+1/Sk+1
s
99sssssssss
The maps p and c:
The map p : Ck+1 −→ Pk;κ 7→ λ is defined by λi = #{j | (i, j) ∈ κ, hook(i,j)(κ) ≤
k}.
The map c : Pk −→ Ck+1;λ 7→ κ is defined by the following procedure: given a
k-bounded partition λ then work from the smallest part to the largest. For each
row, calculate the hook lengths of all its cells. If there is a cell with hook length
greater than k, slide this row to the right until all its cells have hook length not
greater than k. In the end this process produces a skew shape µ/ν, where in fact
µ is a (k + 1)-core. Then let κ be this µ.
Then in fact p and c are bijective and p = c−1. See [LM05, Theorem 7] for the
proof. The next lemma gives a more explicit description for c, which follows from
the argument given just before [LLM+14, Example 1.23]:
Lemma 1. For λ ∈ Pk and j ≥ 1, c(λ)j = c(λ)j+k+1−λj + λj .
Note that if λ is contained in a k-rectangle then λ ∈ Pk and λ ∈ Ck+1, and
besides p(λ) = λ = c(λ).
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The map s and the inverse: For κ ∈ Ck+1 and i = 0, 1, . . . , k, we define si · κ as
follows:
• if there is a κ-addable i-corner, then let si · κ be κ with all κ-addable
i-corners added,
• if there is a κ-removable i-corner, then let si · κ be κ with all κ-removable
i-corners removed,
• otherwise, let si · κ be κ.
In fact first and second case never occur simultaneously and si · κ ∈ Ck+1 and
then we have a well-defined S˜k+1-action on Ck+1 and it induces a bijection
s : S˜k+1/Sk+1 −→ Ck+1;w 7→ w ·∅.
The inverse map is given by
Ck+1 −→ Pk −→ S˜k+1/Sk+1;κ 7→ p(κ) 7→ wp(κ),
where wλ is the affine permutation si1si2 . . . sil , where (i1, i2, . . . , il) is the sequence
obtained by reading the residues of the cells in λ, from the shortest row to the
largest, and within each row from right to left. See [LM05, Corollary 48] for the
proof.
2.3. Weak order and weak strips. In this subsection we review the weak order
on Pk ≃ Ck+1 ≃ S˜k+1/Sk+1.
For a k-bounded partition λ, its k-conjugate λωk is also a k-bounded partition
given by λωk = p(c(λ)′).
Definition-Proposition 2. The weak order ≺ on S˜k+1/Sk+1 is defined by the
following covering relation:
(4) w ≺· v :⇐⇒ ∃i such that siw = v, l(w) + 1 = l(v).
It is transferred to Pk and Ck+1 by the bijection described above as follows:
on Pk: λ ≺· µ ⇐⇒ λ ⊂ µ, λ
ωk ⊂ µωk , |λ|+ 1 = |µ|.(5)
on Ck+1: τ ≺· κ ⇐⇒ ∃i such that siτ = κ, |τ |k+1 + 1 = |κ|k+1.(6)
Proof. (4) ⇐⇒ (6): see [Las01]. (5) ⇐⇒ (6): see [LM05, Corollary 25]. 
Definition-Proposition 3. For (k + 1)-cores τ ⊂ κ ∈ Ck+1, κ/τ is called a weak
strip of size r (or a weak r-strip) if the following equivalent conditions hold:
(1) κ/τ is horizontal strip and τ ≺· ∃τ (1) ≺· . . . ≺· ∃τ (r) = κ.
(2) κ/τ is horizontal strip and |κ|k+1 = |τ |k+1 + r and #Res(κ/τ) = r.
(3) p(κ)/p(τ) is a horizontal strip and p(κ′)/p(τ ′) is a vertical strip and |κ|k+1 =
|τ |k+1 + r.
(4) κ = si1 . . . sirτ for some cyclically decreasing element si1 . . . sir .
(Here, an affine permutation w = si1 . . . sir (a reduced expression) is called
cyclically decreasing if i1, . . . , ir are distinct and j never precedes j + 1
(taken modulo k + 1) in the sequence i1i2 . . . ir. This definition is in fact
independent of which reduced expression we choose. )
Proof. (1) =⇒ (3): see [LM05, Theorem 58]. (3) =⇒ (1): see [LM05, Proposition
54, Theorem 56]. (3) =⇒ (2): see [LM05, Theorem 56].
(4) =⇒ (1), (1) =⇒ (4): see Appendix B.
(2) =⇒ (1): omitted since (2) is not used in this paper. 
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2.4. Symmetric functions. Let Λ = Z[h1, h2, . . . ] be the ring of symmetric func-
tions, generated by the complete symmetric functions hr =
∑
i1≤i2≤···≤ir
xi1 . . . xir .
For a partition λ we set hλ = hλ1hλ2 . . . hλl(λ) . Then {hλ}λ∈P forms a Z-basis of
Λ. The Schur functions {sλ}λ∈P are the family of symmetric functions satisfying
the Pieri rule:
hrsλ =
∑
µ/λ:horizontal r-strip
sµ.
Note that hrsλ = sλ∪(r)+
∑
µ⊲λ∪(r) aµsµ for some aµ. Using this repeatedly, we
can write hλ = sλ +
∑
λ⊳µKµλsµ for some coefficients Kµλ. Thus Schur functions
{sλ}λ∈P form a basis of Λ since the transformation matrix between {sλ}λ and
{hµ}µ is unitriangular.
2.5. k-Schur functions. We recall a characterization of k-Schur functions given
in [LM07], since it is a model for and has a relationship with K-k-Schur functions.
Definition 4 (k-Schur function via “weak Pieri rule”). k-Schur functions {s
(k)
λ }λ∈Pk
are the family of symmetric functions such that
s
(k)
∅ = 1,
hrs
(k)
λ =
∑
µ
s(k)µ for r ≤ k and µ ∈ Pk,
summed over µ ∈ Pk such that c(µ)/c(λ) is a weak strip of size r.
According to the fact that if c(ν)/c(η) is a weak strip then ν/η is a horizontal
strip, we can write hλ = s
(k)
λ +
∑
λ⊳µ∈Pk
K
(k)
µλ s
(k)
µ for λ ∈ Pk by the same argument
as the case of Schur functions, which ensures the well-definedness of s
(k)
λ and shows
that {s
(k)
λ }λ∈Pk forms a basis of Λ
(k) = Z[h1, . . . , hk] ⊂ Λ. In addition s
(k)
λ is
homogeneous of degree |λ|.
Note that s
(k)
(r) = hr for 1 ≤ r ≤ k since c(λ)/∅ is a weak r-strip if and only if
λ = (r). In [LM07, Property 39] it is proved that if λ1 + l(λ) ≤ k + 1 (in other
words λ ⊂ Rt for some t) then s
(k)
λ = sλ.
It is proved in [LM07, Theorem 40] that
Proposition 5 (k-rectangle property). For 1 ≤ t ≤ k and λ ∈ Pk, we have
s
(k)
Rt∪λ
= s
(k)
Rt
s
(k)
λ (= sRts
(k)
λ ).
2.6. K-k-Schur functions g
(k)
λ . In [Mor12] a combinatorial characterization of
K-k-Schur functions is given via an analogue of the Pieri rule, using some kind of
strips called affine set-valued strips.
For a partition λ, (i, j) ∈ (Z>0)
2 is called λ-blocked if (i+ 1, j) ∈ λ.
Definition 6 (affine set-valued strip). For r ≤ k, (γ/β, ρ) is called an affine set-
valued strip of size r (or an affine set-valued r-strip) if ρ is a partition and β ⊂ γ
are cores both containing ρ such that
(1) γ/β is a weak (r −m)-strip where we put m = #Res(β/ρ),
(2) β/ρ is a subset of β-removable corners,
(3) γ/ρ is a horizontal strip,
(4) For all i ∈ Res(β/ρ), all β-removable i-corners which are not γ-blocked are
in β/ρ.
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In this paper we employ the following characterization [Mor12, Theorem 48] of
the K-k-Schur function as its definition.
Definition 7 (K-k-Schur function via an “affine set-valued” Pieri rule). K-k-Schur
functions {g
(k)
λ }λ∈Pk are the family of symmetric functions such that g
(k)
∅ = 1 and
for λ ∈ Pk and 0 ≤ r ≤ k,
hr · g
(k)
λ =
∑
(µ,ρ)
(−1)|λ|+r−|µ|g(k)µ ,
summed over (µ, ρ) such that (c(µ)/c(λ), ρ) is an affine set-valued strip of size r.
Notice that, given a weak strip γ/β, taking a ρ such that (γ/β, ρ) becomes
an affine set-valued strip is equivalent to choosing a subset of the set of residues
i ∈ Z/(k + 1) where there is at least one γ-nonblocked β-removable i-corner.
Now we introduce a notation for the convinience:
Definition 8. For partitions λ, µ, we denote by rλµ the number of distinct residues
of λ-nonblocked µ-removable corners.
Then for a fixed weak (r−m)-strip γ/β, the number of ρ such that (γ/β, ρ) is an
affine set-valued r-strip is equal to
(
rγβ
m
)
. Notice that γ/β with all γ-nonblocked
β-removable corners added is a horizontal strip. Therefore we can rewrite Definition
7:
Proposition 9. For λ ∈ Pk and 0 ≤ r ≤ k,
(7) hr · g
(k)
λ =
r∑
s=0
(−1)r−s
∑
µ
c(µ)/c(λ):weak s-strip
(
rc(µ)c(λ)
r − s
)
g(k)µ .
We can prove similarly that g
(k)
λ is uniquely determined by (7): for λ ∈ Pk and
1 ≤ r ≤ k, we have hrg
(k)
λ = g
(k)
λ∪(r)+
∑
µ aµg
(k)
µ with µ ∈ Pk satisfying |µ| < |λ∪(r)|
or µ ⊲ λ ∪ (r). Thus, for λ ∈ Pk we can write hλ = g
(k)
λ +
∑
µK
(k)
µλ g
(k)
µ , summed
over µ ∈ Pk satifying |µ| < |λ| or µ⊲ λ. Hence g
(k)
λ is well-defined and {g
(k)
λ }λ∈Pk
forms a basis of Λ(k).
Note that g
(k)
(r) = hr for 1 ≤ r ≤ k since if (c(µ)/∅, ρ) is an affine set-valued r-
strip then (µ, ρ) = ((r),∅). Moreover, though g
(k)
λ is an inhomogeneous symmetric
function in general, from the form of (7) we can deduce that the degree of g
(k)
λ is
|λ| and its homogeneous part of highest degree is equal to s
(k)
λ by using induction.
2.7. Some properties of bounded partitions and cores. In this section we
review some properties which show that the k-rectangles Rt = (t
k+1−t) are impor-
tant and thus it can be expected that there are some good properties of g
(k)
λ ’s where
λ can be written in the form λ = Rt ∪ µ.
Recall the weak order ≺ of Definition 2.
Corollary 10. For µ, λ ∈ Pk and P = R
a1
t1 ∪ · · · ∪ R
am
tm (1 ≤ t1 < · · · < tm ≤ k
and a1, . . . , am ∈ Z>0),
λ ∪ P  µ ⇐⇒ ∃ν ∈ Pk,
{
µ = ν ∪ P,
λ  ν.
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Proof. See [LM04, Theorem 20] for the case wherem = 1 and a1 = 1 (i.e. P = Rt1).
The general case follows by using this case repeatedly. 
Proposition 11. For ν, λ ∈ Pk and P = R
a1
t1 ∪ · · · ∪ R
am
tm (1 ≤ t1 < · · · < tm ≤ k
and a1, . . . , am ∈ Z>0),
c(ν)/c(λ) is a weak strip ⇐⇒ c(ν ∪ P )/c(λ ∪ P ) is a weak strip
Proof. The case where m = 1 and a1 = 1 (i.e. P = Rt1) is proved in the proof of
[LM07, Theorem 40]. The general case follows by using this case repeatedly. 
Corollary 12. For η, λ ∈ Pk and P = R
a1
t1 ∪ · · · ∪R
am
tm (1 ≤ t1 < · · · < tm ≤ k and
a1, . . . , am ∈ Z>0),
c(µ)/c(λ ∪ P ) is a weak strip ⇐⇒ ∃ν ∈ Pk,
{
µ = ν ∪ P,
c(ν)/c(λ) is a weak strip.
Proof. =⇒: We have λ∪P  µ by the definition of weak strips. Thus we can write
µ = ∃ν ∪ P by Proposition 10. Then we have that c(ν)/c(λ) is a weak strip by
Proposition 11.
=⇒: By Proposition 11. 
Lemma 13. Let λ ∈ Pk, 1 ≤ t ≤ k, and let r ∈ Z≥0 such that λr ≥ t ≥ λr+1,
where we regard λ0 =∞. Put λ˜ = λ ∪Rt. Then
c(λ˜)i =
{
c(λ)i + t (if i ≤ r + (k + 1− t)),
c(λ)i−(k+1−t) (if i ≥ (r + 1) + (k + 1− t)).
Proof. The latter case is obvious since λ˜i+(k+1−t) = λi for i ≥ r + 1.
For i = r + (k + 1− t), . . . , r + 1,
c(λ˜)i = c(λ˜)i+k+1−λ˜i + λ˜i (by Lemma 1)
= c(λ˜)i+k+1−t + t (since λ˜i = t)
= c(λ)i + t. (by the latter case)
Then for i = r, r − 1, . . . , 1, by descending induction on i,
c(λ˜)i = c(λ˜)i+k+1−λ˜i + λ˜i (by Lemma 1)
= c(λ˜)i + k + 1− λi︸ ︷︷ ︸
≤r+k+1−t
+ λi (since i ≤ r)
= c(λ)i+k+1−λi + t+ λi (induction hypothesis)
= c(λ)i + t. (by Lemma 1)

Remark. There are more than one candidates for r if λ has a part equal to t, thus
in such situations both equalities of the above lemma may hold for some i.
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3. Possibility of factoring out g
(k)
R
a1
t1
∪···∪Ramtm
and some other general
results
Recall how to prove the formula s
(k)
Rt∪λ
= s
(k)
Rt
s
(k)
λ in [LM07]: first consider a
linear map Θ extending s
(k)
λ 7→ s
(k)
Rt∪λ
for all λ ∈ Pk. Then from the weak Pieri
rule it was shown that it commutes with the multiplication by hr, and thus that
Θ coincides with the multiplication by s
(k)
Rt
. In the case of K-k-Schur functions, a
similar map Θ does not commute with the multiplication of hr since the Pieri rule
is different in lower terms. However, it holds that g
(k)
Rt
divides g
(k)
Rt∪λ
. We prove it
in a slightly more general form.
The following notation is often referred later:
(NP) Let 1 ≤ t1, . . . , tm ≤ k be distinct integers and ai ∈ Z>0 (1 ≤ i ≤ m),
where m ∈ Z>0. Then we put
P = Ra1t1 ∪ · · · ∪R
am
tm ,
αP (u) = #{tv | 1 ≤ v ≤ m, tv ≥ u} for each u ∈ Z>0.
Proposition 14. Let P be as in the above (NP). Then, for λ = (λ1, · · · , λl) ∈ Pk,
we have g
(k)
P |g
(k)
λ∪P in the ring Λ
(k).
Remark. Note that λ may still have the form λ = Rt ∪ µ. Hereafter we will not
repeat the same remark in similar statements.
Proof. we prove it by induction on λ, with respect to the order ≤ defined by µ ≤
λ ⇐⇒ |µ| < |λ| or (|µ| = |λ| and µ⊲ λ). The statement is obvious when λ = ∅.
Assume λ 6= ∅ and put λˆ = (λ1, · · · , λl−1). Then
g
(k)
P∪λˆ
· g
(k)
(λl)
= g
(k)
P∪λ +
∑
µ
aλµg
(k)
P∪µ
for some coefficients aλµ, since adding a weak strip to P ∪ λˆ yields a k-bounded
partition in the form of P ∪ µ for some µ ∈ Pk, by Proposition 10. Here µ in the
summation runs under the condition |µ| < |λ| or µ ⊲ λ. By induction hypothesis
g
(k)
P∪λˆ
and g
(k)
P∪µ are divisible by g
(k)
P if |µ| < |λ| or µ ⊲ λ. This completes the
proof. 
Since the homogeneous part of highest degree of g
(k)
λ is equal to s
(k)
λ for any λ,
it follows from Propositions 5 and 14 that
Corollary 15. Let P be as in (NP). Then, for any λ ∈ Pk, we can write
g
(k)
P∪λ = g
(k)
P
(
g
(k)
λ +
∑
µ
aλµg
(k)
µ
)
,
summing over µ ∈ Pk such that |µ| < |λ|, for some coefficients aλµ (depending on
P ).
Now we are interested in finding a explicit description of g
(k)
P∪λ
/
g
(k)
P . Let us
consider the case P = Rt for simplicity.
As noted above, a linear map Θ extending g
(k)
λ 7→ g
(k)
Rt∪λ
(∀λ ∈ Pk) does not
coincide with the multiplication of g
(k)
Rt
because it does not commute with the
multiplication by hr in the first place.
12 MOTOKI TAKIGIKU
However, in the remaining part of this section, we can prove that the restriction
of Θ to the subspace spanned by {g
(k)
Rt∪µ
}µ∈Pk (in fact this is the principal ideal
generated by g
(k)
Rt
) commutes with the multiplication by hr, and thus it coincides
with the multiplication of Θ(g
(k)
Rt
)
/
g
(k)
Rt
= g
(k)
Rt∪Rt
/
g
(k)
Rt
on that ideal (Proposition
18). Thus it is of interest to describe the value of g
(k)
Rt∪Rt
/
g
(k)
Rt
, which is shown to
be
∑
ν⊂Rt
g
(k)
ν in the author’s following paper [Taka].
Now let us begin with seeing how Θ and the multiplication by hr do not commute.
Recall the K-k-Schur version of the Pieri rule (7)
hr · g
(k)
λ =
r∑
s=0
(−1)r−s
∑
ν
c(ν)/c(λ):weak s-strip
(
rc(ν)c(λ)
r − s
)
g(k)ν ,
and compare with the formula obtained by replacing λ with Rt ∪ λ:
(8) hr · g
(k)
Rt∪λ
=
r∑
s=0
(−1)r−s
∑
η
c(η)/c(Rt ∪ λ):weak s-strip
(
rc(η)c(Rt∪λ)
r − s
)
g(k)η .
By Corollary 12, the summation in (8) is formed for all η having the form η = Rt∪ν
such that c(ν)/c(λ) is a weak s-strip. Hence the right-hand side of (8) differs from
what is obtained by replacing each ν in the right-hand side of (7) by Rt∪ν according
to the difference between rc(ν)c(λ) and rc(Rt∪ν)c(Rt∪λ).
The next lemma says rc(Rt∪ν)c(Rt∪λ) = rc(ν)c(λ) holds if λ has a part equal to t.
Lemma 16. For ν, λ ∈ Pk such that λ has a part equal to t and c(ν)/c(λ) is a
weak strip, we have rc(ν),c(λ) = rc(ν∪Rt),c(λ∪Rt).
Proof. We write λ˜ = λ ∪ Rt and ν˜ = ν ∪ Rt. We take r such that λr = t > λr+1
(then νr ≥ t = λr ≥ νr+1 since ν/λ is a horizontal strip). Then we have
λ˜r = λ˜r+1 = · · · = λ˜r+k+1−t = t
ν˜r+1 = · · · = ν˜r+k+1−t = t,
therefore by Lemma 13
c(λ˜)i = c(λ)i + t (i ≤ r + (k + 1− t))
c(λ˜)i = c(λ)i−(k+1−t) (i ≥ r + (k + 1− t))
(here we applied Lemma 13 to λ and r − 1 for the lower equation) and
c(ν˜)i = c(ν)i + t (i ≤ r + (k + 1− t))
c(ν˜)i = c(ν)i−(k+1−t) (i > r + (k + 1− t)).
k + 1− t
t
r
r + 1
r + k + 1− t
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Here


: outline of c(λ)
: outline of c(λ˜)
: c(ν)/c(λ)
: c(ν˜)/c(λ˜)


Then,
(1) if i < r + (k + 1− t),
(i, c(λ˜)i) is a c(λ˜)-removable corner ⇐⇒ (i, c(λ)i) is a c(λ)-removable
corner,
(2) if i ≥ r + (k + 1− t),
(i, c(λ˜)i) is a c(λ˜)-removable corner ⇐⇒ (i− (k + 1− t), c(λ)i−(k+1−t)) is
a c(λ)-removable corner.
Moreover, when (i, c(λ˜)i) is a c(λ˜)-removable corner (of residue a), we consider two
cases:
(1) if i < r + (k + 1− t). Then
(i, c(λ˜)i) is c(ν˜)-blocked ⇐⇒ c(λ˜)i ≤ c(ν˜)i+1
⇐⇒ c(λ)i + t ≤ c(ν)i+1 + t
⇐⇒ (i, c(λ)i) is c(ν)-blocked,
and the residue of (i, c(λ)i) is a− t.
(2) if i ≥ r + (k + 1− t). Then
(i, c(λ˜)i) is c(ν˜)-blocked ⇐⇒ c(λ˜)i ≤ c(ν˜)i+1
⇐⇒ c(λ)i−(k+1−t) ≤ c(ν)i+1−(k+1−t)
⇐⇒ (i− (k + 1− t), c(λ)i−(k+1−t)) is c(ν)-blocked,
and the residue of (i − (k + 1− t), c(λ)i−(k+1−t)) is a− t.
Hence, for each a ∈ Z/(k + 1), there exists a non-c(ν˜)-blocked c(λ˜)-removable
a-corner if and only if there exists a non-c(ν)-blocked c(λ)-removable (a− t)-corner.
Therefore we have rc(ν)c(λ) = rc(ν˜)c(λ˜). 
As a corollary of the proof of the above lemma, we have
Corollary 17. For any λ, ν ∈ Pk and 1 ≤ t ≤ k we have rc(Rt∪ν)c(Rt∪λ) = rc(ν)c(λ)
or rc(ν)c(λ) + 1.
Proof. Take r such that λr ≥ t > λr+1 and do a same argument as the above
lemma.
Then we have that, if i 6= r + (k + 1 − t), there exists a c(ν˜)-nonblocked c(λ˜)-
removable a-corner in i-th row if and only if there exists a c(ν)-nonblocked c(λ)-
removable (a− t)-corner in i′-th row. (Here we put i′ = i if i < r+ (k + 1− t) and
i′ = i− (k + 1− t) if i > r + (k + 1− t))
Hence we have rc(ν)c(λ) ≤ rc(ν˜)c(λ˜) ≤ rc(ν)c(λ) + 1. 
Proposition 18. For λ ∈ Pk and 1 ≤ t ≤ k, we have g
(k)
λ∪Rt∪Rt
= g
(k)
λ∪Rt
·
g
(k)
Rt∪Rt
g
(k)
Rt
.
Proof. Write µ˜ = µ ∪Rt for µ ∈ Pk.
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Define a linear map Θ : Λ(k) −→ Λ(k) by g
(k)
µ 7−→ g
(k)
µ˜ for all µ ∈ Pk and put
X = span{g
(k)
λ˜
| λ ∈ Pk}. Then X is an ideal of Λ
(k) because hr · g
(k)
λ˜
can be
written as a linear combination of {g
(k)
ν˜ | ν ∈ Pk}, by (7) and Proposition 12.
Next we claim
Θ|X ◦ (hr·) = (hr·) ◦Θ|X : X −→ X
for 1 ≤ r ≤ k, where hr· denotes the multiplication by hr.
Proof of claim.
It suffices to show hr · g
(k)
µ˜∪Rt
= Θ(hr · g
(k)
µ˜ ) for µ ∈ Pk. More generally, we can
show hr · g
(k)
µ˜∪(t)
= Θ(hr · g
(k)
µ∪(t)) for µ ∈ Pk:
hr · g
(k)
µ˜∪(t)
=
r∑
s=0
(−1)r−s
∑
η
c(η)/c(µ˜∪(t)) is a weak s-strip
(
r
c(η),c(µ˜∪(t))
r − s
)
g(k)η
=
r∑
s=0
(−1)r−s
∑
ν
c(ν)/c(µ∪(t)) is a weak s-strip
(
r
c(ν˜),c(µ˜∪(t))
r − s
)
g
(k)
ν˜
=
r∑
s=0
(−1)r−s
∑
ν
c(ν)/c(µ∪(t)) is a weak s-strip
(
rc(ν),c(µ∪(t))
r − s
)
g
(k)
ν˜
= Θ
( r∑
s=0
(−1)r−s
∑
ν
c(ν)/c(µ∪(t)) is a weak s-strip
(
rc(ν),c(µ∪(t))
r − s
)
g(k)ν
)
= Θ
(
hr · g
(k)
µ∪(t)
)
.
Here the second equality uses Proposition 12, and the third equality uses Lemma
16. Hence the claim is proved.
Since h1, . . . , hk generate Λ
(k), the claim implies that Θ|X is a Λ
(k)-module
homomorphism. Hence for any x ∈ X ,
x ·Θ(g
(k)
Rt
) = Θ(xg
(k)
Rt
) = Θ(x) · g
(k)
Rt
,
which implies Θ(x) = x ·
g
(k)
Rt∪Rt
g
(k)
Rt
for any x ∈ X . Setting x = g
(k)
Rt∪λ
gives the
proposition. 
Theorem 19. Let P = Ra1t1 ∪· · ·∪R
am
tm be as in (NP), and put Q = Rt1 ∪· · ·∪Rtm .
Then, for λ ∈ Pk we have
g
(k)
P∪λ
g
(k)
P
=
g
(k)
Q∪λ
g
(k)
Q
.
Proof. Induction on
∑
i(ai − 1). If
∑
i(ai − 1) = 0 then it is obvious since P = Q.
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Otherwise, we can assume a1 > 1 without loss of generality. Write P = Rt1 ∪
Rt1 ∪ P
′. By Proposition 18 we have
g
(k)
P ′∪λ∪Rt1∪Rt1
g
(k)
P ′∪λ∪Rt1
=
g
(k)
Rt1∪Rt1
g
(k)
Rt1
=
g
(k)
P ′∪Rt1∪Rt1
g
(k)
P ′∪Rt1
,
thus we conclude
g
(k)
P ′∪λ∪Rt1∪Rt1
g
(k)
P ′∪Rt1∪Rt1
=
g
(k)
P ′∪λ∪Rt1
g
(k)
P ′∪Rt1
=
g
(k)
Q∪λ
g
(k)
Q
.
Here we used induction hypothesis for the second equality. 
4. A factorization of g
(k)
R
a1
t1
∪···∪Ramtm ∪(r)
In this section we will give an explicit formula for g
(k)
R
a1
t1
∪···∪Ramtm ∪λ
/
g
(k)
R
a1
t1
∪···∪Ramtm
when λ = (r).
Roughly speaking, K-k-Schur functions can be calculated by “solving” the sys-
tem of Pieri rule formulas (7). To solve such a system, it is important to understand
concretely what weak strips c(ν)/c(µ) are.
If µ is a union of k-rectangles P = Ra1t1 ∪ · · · ∪ R
am
tm the situation is simple: if
c(ν)/c(P ) is a weak strip then ν has the form P ∪ (s) for some s, as we will see in
the proof of the following proposition. Thus the Pieri rule also has a simple explicit
expression as follows:
Proposition 20. Let P and αP (u) (u ∈ Z>0) be as in (NP)in Section 3, before
Proposition 14. Then, for 1 ≤ r ≤ k, we have
g
(k)
P · hr =
r∑
s=0
(−1)r−s
(
αP (s+ 1)
r − s
)
g
(k)
P∪(s).
Proof. We have c(P ) = Rtm ⊕ · · · ⊕Rtm︸ ︷︷ ︸
am
⊕ · · · ⊕ Rt1 ⊕ · · · ⊕Rt1︸ ︷︷ ︸
a1
and all addable
corners of c(P ) has the same residue, say i. Moreover, c(P ) has a total of
∑
j aj
removable corners, aj of which are derived from the removable corner of Rtj and
having the residue i+ tj for each j.
Next we claim that if γ/c(P ) is a weak s-strip then γ = si+s−1 · · · si+1si(c(P )).
Proof of the claim. We prove it by induction on s. If s = 1, it is obvious because
all addable corners of c(P ) have the same residue i.
Let s > 1 and γ/c(P ) be a weak s-strip. Then we can write γ = sjs · · · sj2sj1(c(P )),
where (js, · · · , j1) is cyclically decreasing (see Definition-Proposition 3(4)).
Since sjs−1 · · · sj2sj1(c(P ))/c(P ) is a weak (s− 1)-strip, we have (js−1, · · · , j1) =
(i+ s− 2, · · · , i+1, i) by the induction hypothesis. Since (js, i+ s− 2, · · · , i+1, i)
is cyclycally decreasing, we have js /∈ {i− 1, i, i+ 1, · · · , i+ s− 2}.
If js 6= i+ s− 1, then sjs commutes with si, si+1, · · · , si+s−2 and
γ = sjssi+s−2 · · · si+1si(c(P ))
= si+s−2 · · · si+1sisjs(c(P )).
However, |sjs(c(P ))|k ≤ |c(P )|k because c(P ) doesn’t have an addable corner of
residue js. Hence |γ|k ≤ |c(P )|k + s− 1, violating the assumption that γ/c(P ) is a
weak s-strip.
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Hence we have js = i+ s− 1, completing the proof of the claim.
Since si+s−1 · · · si+1si(c(P )) has the form below on the right, we can see that
the corresponding k-bounded partition has the form P ∪ (s).
Rt1
Rt2
Rt3
Rtm
P ∪ (s)
s
Rt1
Rt2
Rt3
Rtm
γ = c(P ∪ (s))
s
s
s
Figure 1. the shapes of P ∪ (s) and c(P ∪ (s)). In this figure
ai = 1 for all i.
Now we get back to the proof of the proposition. Let γ = si+s−1 · · · si+1si(c(P )).
Then the removable corner of c(P ) corresponding to the removable corner of Rta
is γ-blocked if and only if s ≥ ta. Then the number of residues of γ-nonblocked
removable corners of c(P ) is exactly αP (s+ 1). 
The above proposition gives an expression for g
(k)
P hr as a linear combination of
{g
(k)
P∪(s)}s. To solve this linear equation, we need the following lemma of binomial
coefficients.
Lemma 21. Let l be a positive integer and β1, β2, · · · , βl+1 be integers such that
βi ≥ βi+1 ≥ βi − 1 for each i.
Let C =
(
(−1)r−s
(
βs+1
r − s
))l
r,s=0
. Then C−1 =
((
βr + r − s− 1
r − s
))l
r,s=0
.
Here
(
a
b
)
is considered to be 0 if b < 0.
Proof. Put D =
((
βr + r − s− 1
r − s
))l
r,s=0
. The (p, q) element of the matrix DC is
(DC)pq =
l∑
i=0
(
βp + p− i− 1
p− i
)
· (−1)i−q
(
βq+1
i− q
)
=
p∑
i=q
(
βp + p− i− 1
p− i
)
· (−1)i−q
(
βq+1
i− q
)
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=
p−q∑
j=0
(
βp + p− q − j − 1
p− q − j
)
· (−1)j
(
βq+1
j
)
,
which is 0 unless p ≥ q.
Let us consider the case p ≥ q.
By applying the next lemma for a = βq+1, b = βp, c = p− q ≥ 0, we have
(DC)pq = (−1)
p−q
(
βq+1 − βp
p− q
)
=
{
0 (if p > q),
1 (if p = q),
where the last equality follows from βq+1−βp ∈ {0, 1, · · · , p−q−1} (if q+1 ≤ p). 
Lemma 22. For integers a,b and a nonnegative integer c,
c∑
i=0
(−1)i
(
a
i
)(
b− 1 + c− i
c− i
)
= (−1)c
(
a− b
c
)
.
Proof. Since
(
m
n
)
is the coefficient of Xn in (1 + X)m ∈ Z[[X ]] for m ∈ Z and
n ∈ Z≥0, we have
(LHS) =
c∑
i=0
(−1)c
(
a
i
)(
−b
c− i
)
= (−1)c(the coefficient of Xc in (1 +X)a(1 +X)−b ∈ Z[[X ]])
= (−1)c
(
a− b
c
)
.

Now we can deduce the formula showing the goal of this section.
Theorem 23. If P, αP (u) and r are as in Proposition 20, then we have
g
(k)
P∪(r)
g
(k)
P
=
r∑
s=0
(
αP (r) + r − s− 1
r − s
)
hs.
In particular, if tm < r, which means αP (r) = 0, we have
g
(k)
P∪(r)
g
(k)
P
= hr = g
(k)
(r)
On the other hand, when m = 1,
g
(k)
Rt∪(r)
g
(k)
Rt
=
{
hr (if r > t),
hr + hr−1 + · · ·+ h0 (if r ≤ t).
Proof. Apply Lemma 21 for Proposition 20. 
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5. A factorization of g
(k)
R
a1
t1
∪···∪Ramtm ∪λ
with small λ and splitting
g
(k)
R
a1
t1
∪···∪Ramtm
into g
(k)
R
a1
t1
. . . g
(k)
Ramtm
5.1. Statements. Our goal in this section is to show the equality
g
(k)
R
a1
t1
∪···∪Ramtm
= g
(k)
R
a1
t1
· · · g
(k)
Ramtm
for 1 ≤ t1 < · · · < tm ≤ k and ai > 0 (see Theorem 31).
The essential part is to prove g
(k)
Rt1∪···∪Rtm
= g
(k)
Rt1∪···∪Rtm−1
g
(k)
Rtm
, and the re-
mainging part follows from the results from Section 3 and induction (on n). This is
a simple statement, but our proof involves an induction on the shape of partitions,
thus we have to prove a more general statement (see the case tn < r of part (2) of
Theorem 30): Let P =
⋃m
i=1 R
ai
ti be as in (NP), Section 3, before Proposition 14,
and λ as follows:
(Nλ) Let (∅ 6=)λ ∈ Pk with satisfying λ¯ ⊂ R
′
l¯
, where we write λ¯ = (λ1, λ2, . . . , λl(λ)−1)
and l¯ = l(λ¯) = l(λ)− 1. (Here we consider Rt to be ∅ unless 1 ≤ t ≤ k)
(Note: when l(λ) = 1, we have l¯ = 0 and λ¯ = ∅ = R′
l¯
thus λ satisfies (Nλ). When
l(λ) > k + 1, we have l¯ > k and λ¯ 6= ∅ = R′
l¯
thus λ does not satisfy (Nλ). )
Then,
(9) g
(k)
P∪λ = g
(k)
P g
(k)
λ when λl(λ) > maxi
{ti}.
5.2. Proofs. We will prove a slightly even more general formula than (9) (see part
(2) of Theorem 30) in the following procedure.
• Step (A):
First we write g
(k)
λ as a linear combination of products of hi’s and g
(k)
µ ’s
with l(µ) < l(λ): putting λ¯ = (λ1, . . . , λl(λ)−1), we have
g
(k)
λ =
∑
µ s.t.
λ¯⊂µ⊂Rk−l(λ¯)+1
µ/λ¯ :vertical strip
(−1)|µ/λ¯|g(k)µ
∑
i≥0
(
(|µ/λ¯|+ rµ′λ¯′) + i− 1
i
)
hλl(λ)−|µ/λ¯|−i
if λ¯1 + l(λ¯) ≤ k + 1 (Lemmas 26 (1), 28 (1), 29 (1) and 34).
• Step (B):
Derive a similar expression for g
(k)
P∪λ (parts Lemmas 26 (2)-(3), 28 (2)-(3),
29 (2)-(3), 34).
• Step (C):
Compare (B) with the equality obtained by multiplying the formula in Step
(A) by g
(k)
P , noticing g
(k)
P g
(k)
µ = g
(k)
P∪µ by induction.
Step (A) consists of two substeps:
• Step (A-1): Write down the Pieri rule for g
(k)
µ hr explicitly.
• Step (A-2): Solve the system of Pieri rule formulas to give expressions for
g
(k)
λ as a linear combination of {g
(k)
µ hr}µ,r.
Obtaining an expression for g
(k)
P∪λ in Step (B) follows from similar steps (B-1)
and (B-2).
• Step (B-1): Write down the Pieri rule for g
(k)
P∪µhr explicitly.
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• Step (B-2): Solve the system of Pieri rule formulas to give expressions for
g
(k)
P∪λ as a linear combination of {g
(k)
P∪µhr}µ,r.
5.3. Steps (A-1) and (B-1). Toward Step (A-1) and (B-1), let us begin with
describing weak strips c(λ)/c(µ) where µ is contained in a k-rectangle.
Lemma 24. Assume µ ⊂ Rk+1−l and µl > 0. Let 0 ≤ u ≤ µl be an integer.
(1) For κ ∈ Pk,
c(κ)/c(µ) is a weak u-strip⇐⇒
{
κ/µ is a horizontal u-strip,
κ1 ≤ k − l+ 1,
⇐⇒ κ = ν ∪ (s),
where


ν ⊂ Rk+1−l,
ν/µ is a horizontal strip of size ≤ u,
s = u− |ν/µ|.
µ
k + 1− l
l
(2) For κ˜ ∈ Pk,
c(κ˜)/c(P ∪ µ) is a weak u-strip
⇐⇒ κ˜ = P ∪ κ,where c(κ)/c(µ) is a weak u-strip
⇐⇒ κ˜ = P ∪ ν ∪ (x),where


ν ⊂ Rk+1−l,
ν/µ: horizontal strip,
|ν/µ|+ x = u.
Proof. (1): The second equivalence is obvious.
The “if” part of the first equivalence is easy: since κ1 ≤ k+1− l and l(κ) ≤ l+1,
we have c(κ) = κ or c(κ) = (κ1+κl+1, κ2, . . .) and hence κ
ωk/µωk is a vertical strip.
Hence it suffices to prove the “only if” part of the first equivalence: let µ ⊂
Rk+1−l, µl > 0, and c(κ)/c(µ) be a weak strip of size ≤ µl, and we shall prove
κ1 ≤ k + 1− l.
µ
k + 1− l u κl+1−u
l+ 1− u
l+ 1
cells with hook lengths > k
Assume, on the contrary, that κ1 > k + 1− l. Write κ¯ = (κ2, κ3, . . . ) ⊂ Rk+1−l.
Then by Lemma 1 we have
c(κ)i = c(κ¯)i−1 = κ¯i−1 = κi (for i > 1), and
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c(κ)1 = κ1 + c(κ)1 + k + 1− κ1︸ ︷︷ ︸
<l+1︸ ︷︷ ︸
≥κl≥µl
≥ κ1 + µl > k + 1− l + µl.
Hence, the hook lengths of (1, 1), · · · , (1, µl) in c(κ) are all greater than k because
h(1,j)(c(κ)) = c(κ)1 + c(κ)
′
j − 1− j + 1
> k + 1− l + µl + c(κ)
′
j︸ ︷︷ ︸
≥κ′j≥µ
′
j≥l
−j︸︷︷︸
≥−µl
≥ k + 1
for 1 ≤ j ≤ µl. On the other hand, those of (2, 1), · · · , (2, µl) in c(κ) are less than
or equal to k because κ¯ ⊂ µ ⊂ Rk+1−l.
Hence
κωkj = c(κ)
′
j − 1 = κ
′
j − 1
for 1 ≤ j ≤ µl.
Since c(κ)/c(µ) is a weak strip, κωk/µωk is a vertical strip. Hence
κ′j − 1 = κ
ωk
j ≥ µ
ωk
j = µ
′
j = l
for 1 ≤ j ≤ µl, which implies κl+1 ≥ µl. Then we have
|κ/µ| ≥ (κl+1 − µl+1︸︷︷︸
=0
) + (κ1 − µ1︸ ︷︷ ︸
>0
) > µl
since κ1 > k + 1− l ≥ µ1. This is a contradiction.
(2): The first equivalence follows from Corollary 12. The second equivalence follows
from (1). 
Next let us explicitly describe the weak Pieri rule (7), after we prepare a notation
for convenience.
Definition 25. Let P and αP (u) (u ∈ Z>0) be as in (NP). For ν ⊂ Rk+1−l(ν),
0 ≤ u ≤ νl(ν), p ∈ Z, we set
Tν,u,p :=
u∑
s=0
(−1)s
(
p
s
)
g
(k)
ν∪(u−s),
T ′P,ν,u,p :=
u∑
s=0
(−1)s
(
p+ αP (u+ 1− s)
s
)
g
(k)
P∪ν∪(u−s).
Lemma 26. Let P and αP (u) (u ∈ Z>0) be as in (NP). Assume µ ⊂ Rk+1−l,
µl > 0, µl ≥ r ≥ 0. Then we have
(1)
g(k)µ hr =
∑
ν⊂Rk+1−l
ν/µ:h.s.
r−|ν/µ|∑
s=0
(−1)s
(
rνµ
s
)
g
(k)
ν∪(r−|ν/µ|−s)
(
=
∑
ν⊂Rk+1−l
ν/µ:h.s.
Tν,r−|ν/µ|,rν,µ
)
.
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(2) If maxi(ti) < µl,
g
(k)
P∪µhr =
∑
ν⊂Rk+1−l
ν/µ:h.s.
r−|ν/µ|∑
s=0
(−1)s
(
rνµ + αP (r − |ν/µ|+ 1− s)
s
)
g
(k)
P∪ν∪(r−|ν/µ|−s)
(
=
∑
ν⊂Rk+1−l
ν/µ:h.s.
T ′P,ν,r−|ν/µ|,rν,µ
)
.
(3) If maxi(ti) = µl,
g
(k)
P∪µhr =
∑
ν⊂Rk+1−l
ν/µ:h.s.
r−|ν/µ|∑
s=0
(−1)s
(
rνµ + αP (r − |ν/µ|+ 1− s)− 1
s
)
g
(k)
P∪ν∪(r−|ν/µ|−s)
(
=
∑
ν⊂Rk+1−l
ν/µ:h.s.
T ′P,ν,r−|ν/µ|,rν,µ−1
)
.
Proof. (1) We transform the right-hand side of Eq. (7), Proposition 9, into the
right-hand side of part (1) of the Lemma as follows:
g(k)µ hr =
r∑
u=0
(−1)r−u
∑
κ
c(κ)/c(µ):weak u-strip
(
rc(κ)c(µ)
r − u
)
g(k)κ
=
(i)
r∑
u=0
(−1)r−u
∑
ν s.t.
ν⊂Rk+1−l
ν/µ: h.s. of size≤u
(
rc(ν∪(u−|ν/µ|)),c(µ)
r − u
)
g
(k)
ν∪(u−|ν/µ|)
=
∑
ν s.t.
ν⊂Rk+1−l
ν/µ: h.s.
r∑
u=|ν/µ|
(−1)r−u
(
rc(ν∪(u−|ν/µ|)),c(µ)
r − u
)
g
(k)
ν∪(u−|ν/µ|)(10)
=
(ii)
∑
ν s.t.
ν⊂Rk+1−l
ν/µ: h.s.
r−|ν/µ|∑
s=0
(−1)s
(
rν,µ
s
)
g
(k)
ν∪(r−s−|ν/µ|).
Here, the equality (i) uses Lemma 24 (1) in order to change the summation
variable from κ to ν according to κ = ν ∪ (u− |ν/µ|).
For the equality (ii) we use (1) of the following Lemma 27 and put s = r − u.
Note that u− |ν/µ| ≥ µl occurs only if u− |ν/µ| = u = r = µl since u ≤ r ≤ µl, in
which case we have
(
rν∪(u−|ν/µ|),µ
r − u
)
= 1 =
(
rν,µ
r − u
)
.
We can prove (2) and (3) almost the same as (1), using Lemma 24 (2) for (i),
and (2) of the following Lemma 27 for (ii).
Note that, in the same way as (1), the case u − |ν/µ| ≥ µl and maxi(ti) <
µl appears in the expression for g
(k)
P∪λ corresponding to (10) only in the form(
rνµ + αP (µl + 1)− 1
0
)
, which is equal to
(
rνµ + αP (µl + 1)
0
)
.
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
Lemma 27. Let µ be as in Lemma 26. Let µ ⊂ ν ⊂ Rk+1−l and assume ν/µ is a
horizontal strip. Let 0 ≤ x ≤ νl. Then we have
(1)
rc(ν∪(x)),c(µ) = rνµ − δ [x ≥ µl] .
(2) Let P and αP (u) (u ∈ Z>0) be as in Lemma 26 and assume maxi(ti) ≤ µl.
Then
rc(P∪ν∪(x)),c(P∪µ) =
{
rν,µ + αP (x+ 1)− δ [x ≥ µl] (if maxi(ti) < µl),
rν,µ + αP (x+ 1)− 1 (if maxi(ti) = µl).
Rt1
Rtm
µ
c(P ∪ µ)
Rt1
Rtm
µ
P ∪ µ
Rt1
Rtm
µ
c(P ∪ ν ∪ (x))
x
x
ν
Rt1
Rtm
ν
µ
P ∪ ν ∪ (x)
x
Proof. (1): Since µ ⊂ Rk+1−l we have c(µ) = µ. Since ν ⊂ Rk+1−l and x ≤ νl, we
have c(ν ∪ (x))i = (ν ∪ (x))i for i 6= 1. Thus rc(ν∪(x)),c(µ) = rν∪(x),µ. Moreover,
rν∪(x),µ 6= rν,µ happens only if the (l+1)-th part of ν ∪ (x) blocks the µ-removable
corner in the l-th row, i.e. x ≥ µl, in which case rν∪(x),µ = rν,µ − 1.
(2):
Assume t1 < · · · < tm without loss of generality and thus maxi(ti) = tm. We
put T = c(P )1 =
∑
j tj . Since c(P ∪ µ) = µ ⊕ c(P ), a removable corner (r, c) of
c(P ∪ µ) satisfies one of the following:
• (type 1) r ≥ l + 1, and (r − l, c) is a removable corner of c(P ),
• (type 2) c ≥ T + 1, and (r, c− T ) is a removable corner of µ.
We put
Xj := Res{removable corners of c(P ∪ µ) of type j}
Yj := Res{c(P ∪ ν ∪ (x))-nonblocked removable corners of c(P ∪ µ) of type j}
for j = 1, 2.
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We denote by i the residue of top addable corner of c(P ∪ µ). Then we have
X1 = {i+ t1, i+ t2, . . . , i+ tm} and i+ µl ∈ X2 ⊂ [i+ µl, i+ k − 1]. Note that
{i+ t1, . . . , i+ tm} ∩ [i+ µl, i+ k − 1] =
{
∅ (if tm < µl),
{i+ µl} (if tm = µl).
Next we show that, for i ≥ 1,
c(P ∪ ν ∪ (x))l+i = c(P ∪ (x))i,(11)
c(P ∪ ν ∪ (x))′T+i = c(ν ∪ (x))
′
i.(12)
(11) is obvious since the smallest part of ν, which is νl, is greater than or equal
to the largest part of P ∪ (x), which is max{x, tm}.
For (12), first we note that, by (11) and Figure 1 in the proof of Proposition 20,
we have
c(P ∪ ν ∪ (x))l+1 = c(P ∪ (x))1 = T + x,
c(P ∪ ν ∪ (x))l+2 = c(P ∪ (x))2 = T,
...
c(P ∪ ν ∪ (x))l+k+1−µl = c(P ∪ (x))k+1−µl = T.
Then by Lemma 1 we have, for 1 ≤ i ≤ l,
c(P ∪ ν ∪ (x))i = c(P ∪ ν ∪ (x))i+(k+1−νi) + νi
=
{
c(P ∪ ν ∪ (x))l+1 + ν1 = T + x+ ν1 (if i = 1 and ν1 = k + 1− l),
T + νi (otherwise),
where we used (P ∪ ν ∪ (x))i = νi for 1 ≤ i ≤ l for the first equality and l + 1 ≤
i+ (k + 1− νi) ≤ l + (k + 1− µn) (the first equality holds if and only if i = 1 and
ν1 = k + 1− l) for the second equality.
Thus we have c(P∪ν∪(x))i = c(ν∪(x))i+T for 1 ≤ i ≤ l+1 and c(P∪ν∪(x))i ≤ T
for i > l + 1, which implies (12).
Hence, |Y1| = rc(P∪(x)),c(P ) = αP (x+1), and |Y2| = rc(ν∪(x)),µ = rνµ−δ [x ≥ µl].
Moreover Y1 ∩ Y2 = {i+ µl} if x < tm = µl, and Y1 ∩ Y2 = ∅ otherwise. Then
rc(P∪ν∪(x)),c(P∪µ) = |Y1|+ |Y2| − |Y1 ∩ Y2|
=


αP (x+ 1) + rνµ − δ [x ≥ µl] (if tm < µl),
αP (x+ 1) + rνµ−δ [x ≥ µl]− δ [x < tm]︸ ︷︷ ︸
=−1
(if tm = µl).

Thus Steps (A-1) and (B-1) have been achieved.
5.4. Steps (A-2) and (B-2). The next lemma is technically important to perform
the instructions in Step (A-2) and (B-2).
Lemma 28. Let ν, u, p be as in the assumptions in Definition 25 and n be an
integer. Then we have the following equalities. In particular, in either case, the
left-hand side does not depend on p.
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(1)
u∑
i=0
(
p+ n+ i− 1
i
)
Tν,u−i,p =
u∑
s=0
(
n+ s− 1
s
)
g
(k)
ν∪(u−s).
(2)
u∑
i=0
(
p+ n+ i− 1
i
)
T ′P,ν,u−i,p =
u∑
s=0
(
n− αP (u + 1− s) + s− 1
s
)
g
(k)
P∪ν∪(u−s).
Proof. Since both equality can be proved in a parallel manner, we prove (2) here.
By the definition of T ′P,ν,u−i,p, we have
(LHS) =
u∑
i=0
(
p+ n+ i− 1
i
) u−i∑
s=0
(−1)s
(
p+ αP (u− i+ 1− s)
s
)
g
(k)
P∪ν∪(u−i−s),
then putting t = i+ s,
=
u∑
t=0
( t∑
s=0
(
p+ n− 1 + t− s
t− s
)
(−1)s
(
p+ αP (u+ 1− t)
s
))
g
(k)
P∪ν∪(u−t),
then using Lemma 22,
=
u∑
t=0
(−1)t
(
−n+ αP (u + 1− t)
t
)
g
(k)
P∪ν∪(u−t)
=
u∑
t=0
(
n− αP (u+ 1− t) + t− 1
t
)
g
(k)
P∪ν∪(u−t).

Now we can express g
(k)
λ (resp. g
(k)
P∪λ) as a linear combination of g
(k)
µ hr (resp.
g
(k)
P∪µhr) as proposed in the description of Step (A-2) (resp. (B-2)).
Lemma 29. Let P and αP (u) (u ∈ Z>0) be as in (NP). Let λ, λ¯, l¯ be as in (Nλ)in
Section 5.1. Write r = λl(λ). Assume that l¯ ≥ 1 and maxi(ti) ≤ λ¯l¯.
(1) We have
g
(k)
λ =
∑
µ s.t.
λ¯⊂µ⊂R′
l¯
∑
q∈Z
Aµ,λ¯,qg
(k)
µ
∑
i≥0
(
q + i− 1
i
)
hr−|µ/λ¯|−i.
(2) If maxi(ti) < λ¯l¯, we have
g
(k)
P∪λ =
∑
µ s.t.
λ¯⊂µ⊂R′
l¯
∑
q∈Z
Aµ,λ¯,qg
(k)
P∪µ
∑
i≥0
(
q + i+ αP (r)− 1
i
)
hr−|µ/λ¯|−i.
(3) If maxi(ti) = λ¯l¯, we have
g
(k)
P∪λ =
∑
µ s.t.
λ¯⊂µ⊂R′
l¯
∑
q∈Z
Aµ,λ¯,qg
(k)
P∪µ
∑
i≥0
(
q + i+ αP (r)− 2 + δ
[
µl¯ 6= λ¯l¯
]
i
)
hr−|µ/λ¯|−i.
Here, in all of the three expressions, the number Aµ,λ¯,q is defined by the following
recursion formula:
Aλ¯,λ¯,q = δq,rλ¯λ¯ ,
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Aµ,λ¯,q = −
∑
µ/κ: h.s.
λ¯⊂κ(µ
Aκ,λ¯,q−(rµµ−rµκ) for λ¯ ( µ ⊂ R
′
l¯.
Notice that for each µ, Aµ,λ¯,q = 0 except for finitely many q. The explicit value of
Aµ,λ¯,q will be given in Lemma 34 below.
Remark. In the above recursion formula, rµµ − rµκ ≥ 0 always holds because
there must be a µ-removable corner in every row in which there is a µ-nonblocked
κ-removable corner since µ/κ is a horizontal strip.
Proof. (1) By Lemma 26(1),
(RHS) =
∑
µ s.t.
λ¯⊂µ⊂R′
l¯
∑
q
Aµ,λ¯,q
∑
µ⊂ν⊂R′
l¯
ν/µ: h.s.
∑
i≥0
(
q + i− 1
i
)
Tν,r−|µ/λ¯|−i−|ν/µ|,rνµ ,
then splitting the third summation according to whether µ = ν or µ ( ν,
=
∑
µ s.t.
λ¯⊂µ⊂R′
l¯
∑
q
Aµ,λ¯,q
∑
i≥0
(
q + i − 1
i
)
Tµ,r−|µ/λ¯|−i,rµµ
+
∑
µ,ν s.t.
λ¯⊂µ(ν⊂R′
l¯
ν/µ: h.s.
∑
q
Aµ,λ¯,q
∑
i≥0
(
q + i− 1
i
)
Tν,r−|ν/λ¯|−i,rνµ ,
then replacing the variable µ for the first summation by ν, and splitting it again
according to whether λ¯ = ν or λ¯ ( ν, and rearranging the summands,
=
∑
q
Aλ¯,λ¯,q
∑
i≥0
(
q + i− 1
i
)
Tλ¯,r−i,rλ¯λ¯
+
∑
ν s.t.
λ¯(ν⊂R′
l¯
(∑
q
Aν,λ¯,q
∑
i≥0
(
q + i− 1
i
)
Tν,r−|ν/λ¯|−i,rνν︸ ︷︷ ︸
(X)
+
∑
q
∑
µ s.t.
λ¯⊂µ(ν
ν/µ: h.s.
Aµ,λ¯,q
∑
i≥0
(
q + i− 1
i
)
Tν,r−|ν/λ¯|−i,rνµ
︸ ︷︷ ︸
(Y )
)
.
Then, by the definition of Aν,λ¯,q, noting that λ¯ ( ν,
(X) = −
∑
q
∑
µ s.t.
ν/µ: h.s.
λ¯⊂µ(ν
Aµ,λ¯,q−(rνν−rνµ)
∑
i≥0
(
q + i− 1
i
)
Tν,r−|ν/λ¯|−i,rνν ,
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then replacing q by q + (rνν − rνµ),
= −
∑
q
∑
µ s.t.
ν/µ: h.s.
λ¯⊂µ(ν
Aµ,λ¯,q
∑
i≥0
(
q + rνν − rνµ + i− 1
i
)
Tν,r−|ν/λ¯|−i,rνν ,
then using the independence of the LHS on p of Lemma 28(1) (note that the range
of i can be limited to 0 ≤ i ≤ r− |ν/λ¯| since i originally occurs in hr−|µ/λ¯|−i in the
statement of part (1) of the Lemma),
= −
∑
q
∑
µ s.t.
ν/µ: h.s.
λ¯⊂µ(ν
Aµ,λ¯,q
∑
i≥0
(
q + i− 1
i
)
Tν,r−|ν/λ¯|−i,rνµ
= −(Y ).
Hence,
(RHS) =
∑
q
Aλ¯,λ¯,q
∑
i≥0
(
q + i − 1
i
)
Tλ¯,r−i,rλ¯λ¯
=
∑
i≥0
(
rλ¯λ¯ + i− 1
i
)
Tλ¯,r−i,rλ¯λ¯ ,
again by Lemma 28(1), noting that
(
0+s−1
s
)
vanishes unless s = 0,
= g
(k)
λ .
(3) is proved almost parallel to (1): By Lemma 26(2) and (3),
(RHS) =
∑
µ s.t.
λ¯⊂µ⊂R′
l¯
∑
q
Aµ,λ¯,q
∑
µ⊂ν⊂R′
l¯
ν/µ: h.s.∑
i≥0
(
q + i+ αP (r)− 2 + δ
[
µl 6= λ¯l
]
i
)
T ′
P,ν,r−|µ/λ¯|−i−|ν/µ|,rνµ−δ[µl=λ¯l]
,
then, by Lemma 28(2), shifting p by δ
[
µl = λ¯l¯
]
and noting that δ
[
µl 6= λ¯l¯
]
+
δ
[
µl = λ¯l¯
]
= 1,
=
∑
µ s.t.
λ¯⊂µ⊂R′
l¯
∑
q
Aµ,λ¯,q
∑
µ⊂ν⊂R′
l¯
ν/µ: h.s.
∑
i≥0
(
q + i+ αP (r) − 1
i
)
T ′P,ν,r−|ν/λ¯|−i,rνµ.
Note that the following deformation is also valid for the case maxi(ti) < λ¯l¯. Ap-
plying the same argument as (1),
=
∑
i≥0
(
rλ¯λ¯ + αP (r)− 1 + i
i
)
T ′P,λ¯,r−i,rλ¯λ¯
,
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then by Lemma 28(2),
=
∑
s≥0
(
−αP (r + 1− s) + αP (r) − 1 + s
s
)
g
(k)
P∪λ¯∪(r−s)
= g
(k)
P∪λ.
Here the last equality follows from
(
−αP (r+1−s)+αP (r)−1+s
s
)
= (−1)s
(
αP (r+1−s)−αP (r)
s
)
and 0 ≤ αP (r + 1− s)− αP (r) ≤ s− 1 for s ≥ 1.
For (2), we have
(RHS) =
∑
µ s.t.
λ¯⊂µ⊂R′
l¯
∑
q
Aµ,λ¯,q
∑
µ⊂ν⊂R′
l¯
ν/µ: h.s.
∑
i≥0
(
q + i+ αP (r) − 1
i
)
T ′P,ν,r−|µ/λ¯|−i−|ν/µ|,rνµ,
which is equal to g
(k)
P∪λ since this sum has exactly the same form as appeared in the
proof of (3). 
In fact we can explicitly solve the recursion formula of Aµ,λ¯,q appeared in the
previous proposition. This result is needed in the author’s following paper [Taka]
and included in Appendix C.
Now Step (A) and (B) have been accomplished.
5.5. Step (C). We multiply g
(k)
λ by g
(k)
P , and express it as a linear combination of
K-k-Schur functions, and solve it:
Theorem 30. Let P and αP (u) (for u ∈ Z>0) be as in (NP)in Section 3, before
Proposition 14. Let λ, λ¯, l¯ be as in (Nλ)in Section 5.1. Write r = λl(λ). Assume
maxi{ti} < λ¯l¯. Then we have
(1) g
(k)
P g
(k)
λ =
r∑
s=0
(−1)s
(
αP (r + 1− s)
s
)
g
(k)
P∪λ¯∪(r−s)
.
(2) g
(k)
P∪λ = g
(k)
P
r∑
s=0
(
αP (r) + s− 1
s
)
g
(k)
λ¯∪(r−s)
.
In particular, if tn < r then αP (r) = 0 and
g
(k)
P∪λ = g
(k)
P g
(k)
λ .
Proof. (2) follows from (1) and Lemma 21. We prove (1) by induction on l¯ ≥ 0.
The case l¯ = 0 was proved in Proposition 20 and Theorem 23. Assume l¯ ≥ 1.
From Lemma 29,
(LHS) = g
(k)
P
∑
µ s.t.
λ¯⊂µ⊂R′
l¯
∑
q
Aµ,λ¯,qg
(k)
µ
∑
i≥0
(
q + i− 1
i
)
hr−|µ/λ¯|−i,
by the induction hypothesis, we have g
(k)
P g
(k)
µ = g
(k)
P∪µ in the above summation.
Hence
=
∑
µ s.t.
λ¯⊂µ⊂R′
l¯
∑
q
Aµ,λ¯,qg
(k)
P∪µ
∑
i≥0
(
q + i− 1
i
)
hr−|µ/λ¯|−i,
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then by Lemma 26(2), (notice that µl¯ ≥ λ¯l¯ > maxi(ti))
=
∑
µ s.t.
λ¯⊂µ⊂R′
l¯
∑
q
Aµ,λ¯,q
∑
µ⊂ν⊂R′
l¯
ν/µ: h.s.
∑
i≥0
(
q + i− 1
i
)
T ′P,ν,r−|ν/λ¯|−i,rν,µ ,
then by doing the same argument as Lemma 29(1), (formally replacing T... by T
′
P,...
and using Lemma 28(2) instead of (1), the proof works)
=
∑
i≥0
(
rλ¯λ¯ + i− 1
i
)
T ′P,λ¯,r−i,rλ¯λ¯
,
then by Lemma 28(2),
=
r∑
s=0
(
−αP (r + 1− s) + s− 1
s
)
g
(k)
P∪λ¯∪(r−s)
=
r∑
s=0
(−1)s
(
αP (r + 1− s)
s
)
g
(k)
P∪λ¯∪(r−s)
.

Now we can achieve our goal in this section.
Theorem 31. For 1 ≤ t1 < · · · < tm ≤ k and a1, . . . , am > 0,
g
(k)
R
a1
t1
∪···∪Ramtm
= g
(k)
R
a1
t1
· · · g
(k)
Ramtm
.
Proof. Use induction on m > 0.
The base case m = 1 is obvious. Assume m > 1.
Applying Proposition 18 for λ = Ritm and t = tm, we have
g
(k)
Ri+2tm
= g
(k)
Ri+1tm
g
(k)
Rtm∪Rtm
g
(k)
Rtm
.
Multiplying this for i = 0, . . . , am − 2, we have
(13) g
(k)
Ramtm
= g
(k)
Rtm

g(k)Rtm∪Rtm
g
(k)
Rtm

am−1 .
Put P = Ra1t1 ∪ · · · ∪R
am−1
tm−1 .
Similarly applying Proposition 18 for λ = P ∪Ritm and t = tm, then multiplying
this for i = 0, . . . , am − 2, we have
g
(k)
P∪Ramtm
= g
(k)
P∪Rtm

g(k)Rtm∪Rtm
g
(k)
Rtm

am−1 .
On the other hand, applying the previous theorem for P , λ = Rtm , we have
g
(k)
P∪Rtm
= g
(k)
P g
(k)
Rtm
.
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Hence we have
g
(k)
P∪Ramtm
= g
(k)
P g
(k)
Rtm

g(k)Rtm∪Rtm
g
(k)
Rtm

am−1 = g(k)P g(k)Ramtm = g(k)Ra1t1 . . . g(k)Ramtm ,
where the last equality follows by the induction hypothesis. 
6. Discussions
In this section we state some conjectures, that are consistent with our results in
previous sections.
Conjecture 32. For all λ ∈ Pk and P = R
a1
t1 ∪ · · · ∪R
am
tm , write
g
(k)
P∪λ = g
(k)
P
∑
µ
aP,λ,µg
(k)
µ .
Then aP,λ,µ ≥ 0 for any µ.
In the case P = Rt, it is observed that aRt,λ,µ = 0 or 1. Moreover, the set of
µ such that aRt,λ,µ = 1 is expected to be an “interval”, but we have to consider
the strong order on Pk ≃ Ck+1 ≃ S˜k+1/Sk+1, which can be seen as just inclusion
as shapes in the poset of cores, or strong Bruhat order on the affine symmetric
group. Namely, the strong order λ ≤ µ on Pk is defined by c(λ) ⊂ c(µ). Notice
that λ  µ =⇒ λ ⊂ µ =⇒ λ ≤ µ for λ, µ ∈ Pk. Then,
Conjecture 33. For all λ ∈ Pk and 1 ≤ t ≤ k, there exists µ ∈ Pk such that
g
(k)
Rt∪λ
= g
(k)
Rt
∑
µ≤ν≤λ
g(k)ν .
Assuming this conjecture, we shall write minindex(λ, t) = µ.
We can make some conjectures about the behavior of minindex:
• It is expected that if λ gets “bigger” with respect to inclusion, then minin-
dex gets weakly bigger in the strong order. Namely,
For any two elements µ ⊂ λ of Pk, we have minindex(µ, t) ≤ minindex(λ, t).
• If a bounded partition has a form Rs ∪ λ for s 6= t, its minindex still be
expected to contains Rs, and the “remaining part” is bigger or equal to
minindex(λ, t) in the strong order:
For all λ ∈ Pk and 1 ≤ s 6= t ≤ k, minindex(Rs ∪λ, t) has the form Rs ∪µ
and minindex(λ, t) ≤ µ.
• If a bounded partition has a form Rs ∪Rs ∪λ for s 6= t, its minindex would
be equal to the union of Rs and minindex(Rs ∪ λ):
For all λ ∈ Pk and 1 ≤ s 6= t ≤ k, we have Rs ∪ minindex(Rs ∪ λ, t) =
minindex(Rs ∪Rs ∪ λ, t).
Next, consider a bounded partition that has a form Rt ∪ λ. We wrote
g
(k)
Rt∪Rt∪λ
g
(k)
Rt
=
∑
minindex(Rt∪λ,t)≤γ≤Rt∪λ
g(k)γ .
On the other hand, by Proposition 18
g
(k)
Rt∪Rt∪λ
g
(k)
Rt
=
g
(k)
Rt∪λ
g
(k)
Rt
g
(k)
Rt∪Rt
g
(k)
Rt
=
∑
minindex(λ,t)≤µ≤λ
g(k)µ
∑
ν⊂Rt
g(k)ν .
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Now we can expect that for any µ ∈ Pk,
g(k)µ
∑
ν⊂Rt
g(k)ν =
∑
γ∈Iµ,t
g(k)γ ,
where Iµ,t is an order filter of the interval [∅, Rt ∪ µ] (in Pk with the strong order)
such that
⊔
µ∈[minindex(λ,t),λ]
Iµ,t = [minindex(Rt ∪ λ, t), Rt ∪ λ].
Appendix A. Examples
In this section we sometimes abbreviate
∑
λ aλg
(3)
λ as
∑
λ aλλ for ease to see.
Table 1. k = 3. The table of g
(3)
Q∪λ/g
(3)
Q for Q = Rt1 ∪ · · · ∪ Rtn
(1 ≤ t1 < · · · < tn ≤ k), λ ⊂ (1
22130)
❍
❍
❍
❍
❍
Q
λ
+∅ + +∅ + + + +
+∅ + +∅ + +∅ + + + +∅ + + + + + +
+∅
+∅ + +∅ + + + +
+ 2∅ + +∅ + 2 + 3∅ + + 2 + 2 + 2∅ +2 +2 + +3 +
2 + 3 + 3∅
+ 2∅ + +∅ + +∅ + + + +∅ +2 +2 + +2 +
2 + 2 + 2∅
+ 2∅ + 2 + 3∅ + +∅ + 2 + + 2 + 2∅ + +2 +2 +2 +
2 + 3 + 3∅
+ 3∅ + 2 + 3∅ + 2 + 3∅ + 2 + 2 + 4 + 5∅ +2 +3 +2 +5 +
5 + 8 + 9∅
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Table 2. k = 3. The table of minindex(λ, t) for |λ| ≤ 6.
λ c(λ) minindex, c(minindex)
t = 1 t = 2 t = 3
∅ ∅ ∅ ∅ ∅ ∅ ∅ ∅
∅ ∅ ∅ ∅ ∅ ∅
∅ ∅ ∅ ∅
∅ ∅ ∅ ∅
∅ ∅
∅ ∅
∅ ∅
∅ ∅
∅ ∅
∅ ∅
∅ ∅
∅ ∅
∅ ∅
∅ ∅
∅ ∅
∅ ∅
∅ ∅
∅ ∅
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∅
Figure 2. The poset of 4-cores (up to those of size 6). The weak
cover relations correspond to the solid lines, and the strong cover
relations correspond to the solid or dotted lines.
Appendix B. Proof of Proposition 3
(4) =⇒ (1): The latter condition τ ≺· ∃τ (1) ≺· . . . ≺· ∃τ (r) = κ is obvious.
If κ/τ is not a horizontal strip, then (a, b), (a+ 1, b) ∈ κ/τ for ∃a, b. Write their
residues i = b−a, i−1 = b− (a+1). Then a si−1-action should be performed after
a si-action.
Then the representation of (4) has the form κ = . . . si−1 . . . si . . . τ , which con-
tradicts (4).
(1) =⇒ (4): Assume κ = . . . si . . . si+1 . . . τ , |κ|k+1 = |τ |k+1 + r, and κ/τ is a
horizontal strip.
Consider the moment just before performing the action of si+1. At that time
the situation around each extremal cell of residue i+ 1 is one of the following:
(1): i+ 1 (2):
i+ 1
(3): i+ 1 (4):
i+ 1
FACTORIZATION FORMULAS OF K-k-SCHUR FUNCTIONS I 33
In the case (1), furthermore it should be
i+ 1
i
since κ/τ is a horizontal
strip. Besides, the case (1) should happen because the action of si+1 must add
more than or equal to one box.
In fact the case (4) never happens since the action of si+1 does not remove boxes.
The case (3) is divided to
(3-1): i+ 1i and (3-2): i + 1i .
The case (3-1) should happen since later the action of si must add more than or
equal to one box.
Thus we have a contradiction that there are both addable corners and removable
corners of residue i in this moment.
Appendix C. Explicit description of Aµ,λ¯,q
Lemma 34. In the setting of Lemma 29,
Aµ,λ¯,q =
{
(−1)|µ/λ¯| (if µ/λ¯ : vertical strip and q = |µ/λ¯|+ rµ′λ¯′),
0 (otherwise).
Proof. We fix λ¯, and set fµ(t) :=
∑
q Aµ,λ¯,qt
q ∈ Z[t]. Then the definition of Aµ,λ¯,q
(in the statement of Lemma 29) is transformed into the recursion formula
fλ¯(t) = t
rλ¯λ¯ ,
fµ(t) = −
∑
µ/κ: h.s.
λ¯⊂κ(µ
trµµ−rµκfκ(t) for µ 6= λ¯,
and the desired result becomes the condition
fµ(t) =
{
(−1)|µ/λ¯|t|µ/λ¯|+rµ′λ¯′ (if µ/λ¯: vertical strip)
0 (otherwise)
.
We prove it by induction on |µ| (for µ satisfying λ¯ ⊂ µ ⊂ R′
l¯
). The base case
µ = λ¯ is obvious by definition.
Then we assume λ¯ ( µ ⊂ R′
l¯
. First we consider the case where µ/λ¯ is a vertical
strip. In this case we put
{x1, . . . , xs} := {x | λ¯
′
x < µ
′
x} (x1 < · · · < xs),
ai := µ
′
xi − λ¯
′
xi ,
bi := λ¯
′
xi−1 − λ¯
′
xi(≥ ai) (if x1 = 1 set b1 =∞),
λ¯
a1
a2b2
asbs
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and we denote by κ(c1, . . . , cs) the partition defined by
κ(c1, . . . , cs)
′
x =
{
λ¯′x + ci if x = xi for some i
λ¯′x otherwise
for 0 ≤ ci ≤ ai (1 ≤ i ≤ s). In particular κ(0, . . . , 0) = λ¯ and κ(a1, . . . , as) = µ.
Since |κ(c1, . . . , cs)/λ¯| =
∑
i ci and rκ(c1,...,cs)′λ¯′ = rλ¯λ¯ −#{i | ci = bi}, we have
fκ(c1,...,cs)(t) = (−1)
|κ(c1,...,cs)/λ¯|t|κ(c1,...,cs)/λ¯|+rκ(c1,...,cs)′λ¯′
= (−1)
∑
i ci trλ¯λ¯+
∑
i(ci−δ[ci=bi]),
for 0 ≤ ci ≤ ai and (c1, . . . , cs) 6= (a1, . . . , as), by the induction hypothesis.
For S ⊂ {1, . . . , s}, we set κ(S) = κ(a1 − δ [1 ∈ S] , . . . , as − δ [s ∈ S]). Then{
λ¯ ⊂ κ ( µ
µ/κ: horizontal strip
⇐⇒ κ = κ(S) for ∅ 6= ∃S ⊂ {1, . . . , s}.
Therefore,
fµ(t) = −
∑
µ/κ: h.s.
λ¯⊂κ(µ
trµµ−rµκfκ(t)
= −
∑
∅ 6=S⊂{1,2,...,s}
trµµ−rµκ(S)fκ(S)(t)
= −trµµ−rµκ({1})fκ({1})(t)
−
∑
∅ 6=T⊂{2,...,s}
(
trµµ−rµκ(T )fκ(T )(t) + t
rµµ−rµκ({1}∪T )fκ({1}∪T )(t)︸ ︷︷ ︸
(X)
)
.
In fact it can be proved that (X) = 0 by the following Claim 1 and Claim 2.
Claim 1.
rµ,κ({1}∪T ) = rµ,κ(T ) − δ [a1 < b1] (for all T ⊂ {2, . . . , s}).
Proof of Claim 1: Reduced to next lemma:
Lemma 35. Let γ ⊂ β and y = (r, c) be an addable corner of γ. Put γ˜ = γ ∪ {y}.
Assume that γ˜1 + l(γ˜) ≤ k + 1 and y is β-nonblocked. Then
rβγ˜ − rβγ =
{
0 (if (r, c− 1) is a β-nonblocked removable corner of γ),
1 (otherwise).
Proof of Lemma 35. Note that rβγ˜ = #{β-nonblocked γ˜-removable corners} since
γ˜ ⊂ R′
l¯
, and the same equality holds for rβγ .
If z is a β-blocked (resp. nonblocked) removable corner of γ other than (r− 1, c)
or (r, c− 1), then z is also β-blocked (resp. nonblocked) removable corner of γ˜, and
vice versa. Note that
• y = (r, c) is a β-nonblocked removable corner of γ˜, and not in γ.
• (r, c− 1) is not a removable corner of γ˜.
• (r − 1, c) is not a removable corner of γ˜. Even if (r − 1, c) is a removable
corner of γ, it is β-blocked.
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Hence we conclude
rβ,γ˜ − rβ,γ =
{
0 (if (r, c− 1) is a β-nonblocked removable corner of γ),
1 (otherwise).
boundary of γ˜
around y = (r, c)
y
y
y
y
rβγ˜ − rβγ δ [(r + 1, c− 1) /∈ β] δ [(r + 1, c− 1) /∈ β] 0 0

Claim 2.
fκ({1}∪T )(t) = −fκ(T )(t) · t
−δ[a1<b1]
for ∅ 6= T ⊂ {2, . . . , s}
Proof of Claim 2: Put a′i = ai − δ [i ∈ T ], then
fκ({1}∪T )(t) = (−1)
|µ/λ¯|−|T |−1trλ¯λ¯+(a1−1)+
∑
i>1(a
′
i−δ[a
′
i=bi])
= −(−1)|µ/λ¯|−|T |trλ¯λ¯+(a1−δ[a1=b1])−δ[a1<b1]+
∑
i>1(a
′
i−δ[a
′
i=bi])
= −fκ(T )(t) · t
−δ[a1<b1].
(End of the proof of Claim 2)
Hence,
fµ(t) = −t
rµµ−rµκ({1})fκ({1})(t)
= −tδ[a1<b1] · (−1)|µ/λ¯|−1trλ¯λ¯+
∑
i(ai−δ[ai=bi])−δ[a1<b1]
= (−1)|µ/λ¯|trλ¯λ¯+
∑
i(ai−δ[ai=bi])
= (−1)|µ/λ¯|t|µ/λ¯|+rµ′λ¯′ .
This completes the proof in the case where µ/λ¯ is a vertical strip.
Next we consider the case where µ/λ¯ is not a vertical strip.
We take the same xi, ai, bi (1 ≤ i ≤ s) as above (in this case we have ai > bi for
some i), and κ(c1, . . . , cs) (0 ≤ ci ≤ ai, 1 ≤ i ≤ s, so long as adding ci cells on top
of the xi-th column of λ¯, for all i, yields a Young diagram of a partition) and κ(S)
(S ⊂ {1, 2, . . . , s} but bound by the same restriction).
Notice that κ(c1, . . . , cs)/λ¯ is a vertical strip if and only if ci ≤ bi for all i.
Now we have
fµ(t) = −
∑
µ/κ: h.s.
λ¯⊂κ
κ 6=µ
trµµ−rµκfκ(t).
By the induction hypothesis, we have fκ(t) = 0 unless κ/λ¯ is a vertical strip. Since
µ/κ must be a horizontal strip, κ must have the form κ(S). Therefore
= −
∑
∅ 6=S⊂{1,2,...,s}
ai−δ[i∈S]≤bi (∀i)
trµµ−rµκ(S)fκ(S)(t)
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If there exists some i such that ai > bi + 1, then fµ(t) = 0 since it is equal to an
empty sum. So we assume that there is no such i. We set U := {i ∈ {1, . . . , s} |
ai = bi + 1} 6= ∅. It is easily seen that 1 /∈ U . Then
= −
∑
U⊂S⊂{1,2,...,s}
trµµ−rµκ(S)fκ(S)(t)
= −
∑
U⊂T⊂{2,...,s}
(
trµµ−rµκ(T )fκ(T )(t) + t
rµµ−rµκ({1}∪T )fκ({1}∪T )(t)︸ ︷︷ ︸
(X)
)
= 0 (since (X) = 0 by the same reason as the above case).

Remark. By Lemma 34, Lemma 29(1), say, can be rewritten as:
g
(k)
λ =
∑
µ s.t.
λ¯⊂µ⊂R′
l¯
µ/λ¯: v.s.
(−1)|µ/λ¯|g(k)µ
∑
i≥0
(
(|µ/λ¯|+ rµ′λ¯′) + i− 1
i
)
hr−|µ/λ¯|−i.
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