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Improving Patient Cohort Identiﬁcation
Using Natural Language Processing
Raymond Francis Sarmiento and Franck Dernoncourt
Learning Objectives
To compare and evaluate the performance of the structured data extraction method
and the natural language processing (NLP) method when identifying patient cohorts
using the Medical Information Mart for Intensive Care (MIMIC-III) database.
1. To identify a speciﬁc patient cohort from the MIMIC-III database by searching
the structured data tables using ICD-9 diagnosis and procedure codes.
2. To identify a speciﬁc patient cohort from the MIMIC-III database by searching
the unstructured, free text data contained in the clinical notes using a clinical
NLP tool that leverages negation detection and the Uniﬁed Medical Language
System (UMLS) to ﬁnd synonymous medical terms.
3. To evaluate the performance of the structured data extraction method and the
NLP method when used for patient cohort identiﬁcation.
28.1 Introduction
An active area of research in the biomedical informatics community involves
developing techniques to identify patient cohorts for clinical trials and research
studies that involve the secondary use of data from electronic health records
(EHR) systems. The widening scale of EHR databases, that contain both structured
and unstructured information, has been beneﬁcial to clinical researchers in this
regard. It has helped investigators identify individuals who may be eligible for
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clinical trials as well as conduct retrospective studies to potentially validate the
results of prospective clinical studies at a fraction of the cost and time [1]. It has
also helped clinicians to identify patients at a higher risk of developing chronic
disease, especially those who could beneﬁt from early treatment [2].
Several studies have investigated the accuracy of structured administrative data
such as the World Health Organization’s (WHO) International Classiﬁcation of
Diseases, Ninth Revision (ICD-9) billing codes when identifying patient cohorts
[3–11]. Extracting structured information using ICD-9 codes has been shown to
have good recall, precision, and speciﬁcity [3, 4] when identifying distinct patient
populations. However, for large clinical databases, information extraction can be
time-consuming, costly, and impractical when conducted across several data
sources [12] and applied to large cohorts [13].
Using structured queries to extract information from an EHR database allows
one to retrieve data easily and in a more time-efﬁcient manner. Structured EHR data
is generally useful, but may also contain incomplete and/or inaccurate information
especially when each data element is viewed in isolation. For example [14], to
justify ordering a particular laboratory or radiology test, clinicians often assign a
patient with a diagnosis code for a condition that the patient is suspected to have.
But even when the test results point to the patient not having the suspected con-
dition, the diagnosis code often remains in the patient’s medical record. When the
diagnosis code is then viewed without context (i.e., without the beneﬁt of under-
standing the nuances of the case as provided in the patient’s clinical narrative), this
becomes problematic because it prohibits the ability of investigators to accurately
identify patient cohorts and to utilize the full statistical potential of the available
populations. Compared to narratives from clinical notes, relying solely on struc-
tured data such as diagnostic codes can be unreliable because they may not be able
to provide information on the overall clinical context. However, automated
examination of a large volume of clinical notes requires the use of natural language
processing (NLP). The domain of study for the automated analysis of unstructured
text data is referred to as NLP, and it has already been used with some success in
the domain of medicine. In this chapter, we will be focusing on how NLP can be
used to extract information from unstructured data for cohort identiﬁcation.
NLP is a ﬁeld of computer science and linguistics that aims to understand human
(natural) languages and facilitate more effective interactions between humans and
machines [13, 15]. In the clinical domain, NLP has been utilized to extract relevant
information such as laboratory results, medications, and diagnoses from
de-identiﬁed medical patient record narratives in order to identify patient cohorts
that ﬁt eligibility criteria for clinical research studies [16]. When compared to
human chart review of medical records, NLP yields faster results [17–20]. NLP
techniques have also been used to identify possible lung cancer patients based on
their radiology reports [21] and extract disease characteristics for prostate cancer
patients [22].
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We considered chronic conditions where both a disease diagnosis and an
intervention diagnosis were likely to be found together in an attempt to better
highlight the differences between structured and unstructured retrieval techniques,
especially given the limited number of studies that have looked at interventions or
treatment procedures, rather than illness or disease, as outcomes [14]. The diabetic
population was of particular interest for this NLP task because the numerous car-
diovascular, ophthalmological, and renal complications associated with diabetes
mellitus eventually require treatment interventions or procedures, such as
hemodialysis in this case. Moreover, clinical notes frequently contain medical
abbreviations and acronyms, and the use of NLP techniques can help in capturing
and viewing these information correctly in medical records. Therefore, in this case
study, we attempted to determine whether the use of NLP on the unstructured
clinical notes of this population would help improve structured data extraction. We
identiﬁed a cohort of critically ill diabetic patients suffering from end-stage renal
failure who underwent hemodialysis using the Medical Information Mart for
Intensive Care (MIMIC-III) database [23].
28.2 Methods
28.2.1 Study Dataset and Pre-processing
All data from this study were extracted from the publicly available MIMIC-III
database. MIMIC-III contains de-identiﬁed [24] data, per Health Insurance
Portability and Accountability Act (HIPAA) privacy rules [25], on over 58,000
hospital admissions in the intensive care units (ICU) at Beth Israel Deaconess
Medical Center from June 2001 to October 2012 [26]. Aside from being publicly
accessible, we chose MIMIC-III because it contains detailed EHR data on critically
ill patients who are likely to have multiple chronic conditions, including those with
complications from chronic diseases that would require life-saving treatment
interventions.
We excluded all patients in the database who were under the age of 18; diag-
nosed with diabetes insipidus only and not diabetes mellitus; underwent peritoneal
dialysis only and not hemodialysis; or those diagnosed with transient conditions
such as gestational diabetes or steroid-induced diabetes without any medical history
of diabetes mellitus. We also excluded patients who had received hemodialysis
prior to their hospital admission but did not receive it during admission. From the
remaining subjects, we included those who were diagnosed with diabetes mellitus
and those who had undergone hemodialysis during their ICU admission. We
extracted data from two primary sources: the structured MIMIC-III tables (dis-
charge diagnoses and procedures) and unstructured clinical notes.
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28.2.2 Structured Data Extraction from MIMIC-III Tables
Using the ICD-9 diagnosis codes from the discharge diagnoses table and ICD-9
procedure codes from the procedures table, we searched a publicly available ICD-9
[27] database to ﬁnd illness diagnosis and procedure codes related to diabetes and
hemodialysis as shown in Table 28.1. We used structured query language (SQL) to
ﬁnd patients in each of the structured data tables based on speciﬁc ICD-9 codes.
Table 28.1 ICD-9 codes and descriptions indicating a patient was diagnosed with diabetes
mellitus and who potentially underwent hemodialysis from structured data tables in MIMIC-III
Structured data
table




249 secondary diabetes mellitus (includes the following codes: 249,
249.0, 249.00, 249.01, 249.1, 249.10, 249.11, 249.2, 249.20, 249.21,
249.3, 249.30, 249.31, 249.4, 249.40, 249.41, 249.5, 249.50, 249.51,
249.6, 249.60, 249.61, 249.7, 249.70, 249.71, 249.8, 249.80, 249.81,
249.9, 249.90, 249.91)
250 diabetes mellitus
(includes the following codes: 250, 250.0, 250.00, 250.01, 250.02,
250.03, 250.1, 250.10, 250.11, 250.12, 250.13, 250.2, 250.20, 250.21,
250.22, 250.23, 250.3, 250.30, 250.31, 250.32, 250.33, 250.4, 250.40,
250.41, 250.42, 250.43, 250.5, 250.50, 250.51, 250.52, 250.53, 250.6,
250.60, 250.61, 250.62, 250.63, 250.7, 250.70, 250.71, 250.72, 250.73,





585.6 end stage renal disease (requiring chronic dialysis)
996.1 mechanical complication of other vascular device, implant, and
graft
996.73 other complications due to renal dialysis device, implant, and
graft
E879.1 kidney dialysis as the cause of abnormal reaction of patient, or
of later complication, without mention of misadventure at time of
procedure
V45.1 postsurgical renal dialysis status
V56.0 encounter for extracorporeal dialysis
V56.1 ﬁtting and adjustment of extracorporeal dialysis catheter
Procedure codes 38.95 venous catheterization for renal dialysis
39.27 arteriovenostomy for renal dialysis
39.42 revision of arteriovenous shunt for renal dialysis
39.43 removal of arteriovenous shunt for renal dialysis
39.95 hemodialysis
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28.2.3 Unstructured Data Extraction from Clinical Notes
The unstructured clinical notes include discharge summaries (n = 52,746), nursing
progress notes (n = 812,128), physician notes (n = 430,629), electrocardiogram
(ECG) reports (n = 209,058), echocardiogram reports (n = 45,794), and radiology
reports (n = 896,478). We excluded clinical notes that were related to any imaging
results (ECG_Report, Echo_Report, and Radiology_Report). We extracted notes
from MIMIC-III with the following data elements: patient identiﬁcation number
(SUBJECT_ID), hospital admission identiﬁcation number (HADM_IDs), intensive
care unit stay identiﬁcation number (ICUSTAY_ID), note type, note date/time, and
note text.
We used an SQL query to extract pertinent information from all patients’ notes
that will be helpful in identifying a patient as someone belonging to the cohort, then
wrote a Python script to ﬁlter the notes by looking for keywords and implementing
heuristics in order to reﬁne our search results. As part of our search strategy, we
removed the family history sections when searching the clinical notes and ensured
that the search for clinical acronyms did not retrieve those that were part of another
word. For example, our ﬁlters did not retrieve those where “DM” appeared as part of
another words such as in ‘admission’ or ‘admit’. Finally, we used cTAKES [28, 29]
version 3.2 with access to Uniﬁed Medical Language System (UMLS) [30] concepts
to use the negation detection annotator when searching the note text. The negation
detection feature in cTAKES works by trying to detect which entities in the text are
negated. Examples of negation words that may be found in the clinical notes include
‘not’, ‘no’, ‘never’, ‘hold’, ‘refuse’, ‘declined’. For example, in this case study, if
“DM” or “HD” is consistently negated when searching the clinical notes, then the
patient should not be considered part of the cohort.
The Metathesaurus [31] in UMLS contains health and biomedical vocabularies,
ontologies, and standard terminologies, including ICD. Each term is assigned to one
or more concepts in UMLS. Different terms from different vocabularies or
ontologies that have similar meanings and assigned with the same concept unique
identiﬁer (CUI) are considered UMLS synonyms [32]. In order to identify diabetes
mellitus patients who underwent hemodialysis during their ICU stay, we scanned
the clinical notes containing the terms “diabetes mellitus” and “hemodialysis”. We
used the UMLS Metathesaurus to obtain synonyms for these terms because using
only these two terms will restrict our search results.
cTAKES is an open-source natural language processing system that extracts
information from clinical free-text stored in electronic medical records. It accepts
either plain text or clinical document architecture (CDA)-compliant extensible
markup language (XML) documents and consists of several annotators such as
attributes extractor (assertion annotator), clinical document pipeline, chunker,
constituency parser, context dependent tokenizer, dependency parser and semantic
role labeler, negation detection, document preprocessor, relation extractor, and
dictionary lookup, among others [33]. When performing named entity recognition
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or concept identiﬁcation, each named entity is mapped to a speciﬁc terminology
concept through the cTAKES dictionary lookup component [28], which uses the
UMLS as a dictionary.
We reﬁned our query parameters iteratively and searched the clinical notes
containing our ﬁnal query parameters based on UMLS synonyms to diabetes and
hemodialysis. These were as follows: (A) include documents that contained any of
the following terms: diabetes, diabetes mellitus, DM; (B) include documents that
contained any of the following terms: hemodialysis, haemodialysis, kidney dialysis,
renal dialysis, extracorporeal dialysis, on HD, HD today, tunneled HD, continue
HD, cont HD; (C) ﬁnalize the set of documents to be run in cTAKES by only
including documents that contained at least one of the terms from group A and at
least one of the terms from group B; and (D) exclude documents by using the
negation detection annotator in cTAKES to detect negations such as avoid, refuse,
never, declined, etc. that appear near any of the terms listed in groups A and B.
28.2.4 Analysis
We manually reviewed all the notes for all patients identiﬁed by the structured data
extraction method and/or the clinical NLP method as those potentially to have a
diagnosis of diabetes mellitus and who had undergone hemodialysis during their
ICU stay in order to create a validation database that contains the positively
identiﬁed patients in the population of MIMIC-III patients. We used this validation
database in evaluating the precision and recall of both the structured data extraction
method and the clinical NLP method. We compared the results from both methods
to the validation database in order to determine the true positives, false positives,
recall, and precision. We deﬁned these parameters using the following equation:
recall = TP/(TP + FN), where TP = true positives and FN = false negatives; and
precision = TP/(TP + FP), where FP = false positives. In this case study, we
deﬁned recall as the proportion of diabetic patients who have undergone
hemodialysis in the validation database who were identiﬁed as such. We deﬁned
precision as the proportion of patients identiﬁed as diabetic and having undergone
hemodialysis whose diagnoses were both conﬁrmed by the validation database.
28.3 Results
In the structured data extraction method using SQL as illustrated in Fig. 28.1, we
found 10,494 patients diagnosed with diabetes mellitus using ICD-9 codes; 1216
patients who underwent hemodialysis using ICD-9 diagnosis and procedure codes;
and 1691 patients who underwent hemodialysis when searching the structured data
tables using the string ‘%hemodial%’. Figure 28.2 shows the number of patients
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identiﬁed using the clinical NLP method: 13,816 patients diagnosed with diabetes
mellitus and 3735 patients identiﬁed as having undergone hemodialysis during their
ICU stay.
There were 1879 patients in the validation database consisting of 1847 (98.3 %)
conﬁrmed diabetic patients who had undergone hemodialysis. We identiﬁed 1032
(54.9 % of 1879) patients when using SQL only and 1679 (89.4 % of 1879) when
using cTAKES. Of these, 832 (44.3 % of 1879) were found by both approaches as
illustrated in Fig. 28.3.
Table 28.2 shows the results of the two methods used to identify patient cohorts
compared to the validation database. The clinical NLP method had better precision
compared to the structured data extraction method. The clinical NLP method also
Fig. 28.1 Patients identiﬁed by structured data extraction, clockwise from left diagnosed with
diabetes mellitus using ICD-9 diagnosis codes, underwent hemodialysis using ICD-9 discharge
diagnosis and procedure codes, and underwent hemodialysis using the string ‘%hemodial%’
Fig. 28.2 Patients identiﬁed
by clinical NLP method, from
left diagnosed with diabetes,





identiﬁed fewer FP (0.8 % of 1679) compared to the structured data extraction
method (1.8 % of 1032).
In this case study, the recall value could not be computed. But because recall is
calculated by dividing TP by the sum of TP and FN, and the denominator for both
methods is the same, we can use the TP count as a proxy to determine which
method showed a higher recall. Based on the results, we found that more TPs were
identiﬁed using NLP compared to the structured data approach. Hence, the clinical
NLP method yielded a higher recall than the structured data extraction method.
We also analyzed the clinical notes for the 19 patients identiﬁed as FP using the
structured data extraction method. We found that 14 patients were incorrectly
identiﬁed as diabetic patients, 3 patients were incorrectly identiﬁed as having
undergone hemodialysis, and 2 patients were not diabetic nor did they undergo
hemodialysis during their ICU stay. In the 13 patients identiﬁed as FP when using
the clinical NLP method, we also analyzed the clinical notes and found that 5 did
not undergo hemodialysis during their ICU stay, 2 had initially undergone
hemodialysis but was stopped due to complications, and 6 did not have diabetes (3
did not have any history of diabetes, 1 had initially been presumed to have diabetes
according to the patient’s family but was not the case, 1 had gestational diabetes
without prior history of diabetes mellitus, and 1 was given insulin several times
during the patient’s ICU stay but was not previously diagnosed with diabetes nor
was a diagnosis of new-onset diabetes indicated in any of the notes).
Fig. 28.3 Patients identiﬁed by structured data extraction and clinical NLP methods: I—diabetes
patients found using SQL; II—patients who underwent hemodialysis found using SQL; III—
diabetic patients found using cTAKES and; IV—patients who underwent hemodialysis found
using cTAKES
Table 28.2 Precision of identifying patient cohorts using structured data extraction and clinical
NLP compared to the validation database
Validation database
(n = 1879)
Structured data extraction method,
positive (n = 1032)
Clinical NLP method,
positive (n = 1679)
Positive TP = 1013 TP = 1666
Negative FP = 19 FP = 13
Precision 98.2 % 99.2 %
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28.4 Discussion
Both the structured data extraction method and the clinical NLP method achieved
high precision in identifying diabetic patients who underwent hemodialysis during
their ICU stay. However, the clinical NLP method exhibited better precision and
higher recall in a more time-saving and efﬁcient way compared to the structured
data extraction technique.
We identiﬁed several variables that may have resulted in a lower precision when
using SQL only in identifying patient cohorts such as the kind of illness and the
kind of intervention, the presence of other conditions similar to diabetes (i.e.,
diabetes insipidus, gestational diabetes), and the presence of other interventions
similar to hemodialysis (i.e., peritoneal dialysis, continuous renal replacement
therapy). The temporal feature of the intervention also added to the complexity of
the cohort identiﬁcation process.
Extracting and using the UMLS synonyms for “diabetes mellitus” and “he-
modialysis” in performing NLP on the clinical notes helped increase the number of
patients included in the ﬁnal cohort. Knowing that clinicians often use acronyms,
such as “DM” to refer to diabetes mellitus and “HD” for hemodialysis, and
abbreviations, such as “cont” for the word ‘continue’ when taking down notes
helped us reﬁne our ﬁnal query parameters.
There are several limitations to this case study. Speciﬁcity could not be calcu-
lated because in order to determine the TN and FN, the entire MIMIC-III database
would need to be manually validated. Though it can be argued that the ones in the
validation database that were missed by either method could be considered as FN,
this may not be the true FN count in MIMIC-III because those that could be found
outside of the validation database have not been included. Moreover, since the
validation database used was not independent of the two methods, the TP and FP
counts as well as the precision and recall may have been overestimated.
Another limitation is the lack of a gold standard database for the speciﬁc patient
cohort we investigated. Without it, we were not able to fully evaluate the cohort
identiﬁcation methods we implemented. The creation of a gold standard database,
one that is validated by clinicians and includes patients in the MIMIC-III database
that have been correctly identiﬁed as TN and FN, for this particular patient cohort
will help to better evaluate the performance of the methods used in this case study.
Having a gold standard database will also help calculate the speciﬁcity for both
methods.
Another limitation is that we focused on discharge diagnosis and procedure
events especially in the structured data extraction method. Other data sources in
MIMIC-III such as laboratory results and medications may help support the ﬁnd-
ings or even increase the number of patients identiﬁed when using SQL.
Furthermore, although we used a large database, our data originated from a
single data source. Comparing our results found using MIMIC-III to other publicly




NLP is an efﬁcient method for identifying patient cohorts in large clinical databases
and produces better results when compared to structured data extraction.
Combining the use of UMLS synonyms and a negation detection annotator in a
clinical NLP tool can help clinical researchers to better perform cohort identiﬁcation
tasks using data from multiple sources within a large clinical database.
Future Work
Investigating how clinical researchers could take advantage of NLP when mining
clinical notes would be beneﬁcial for the scientiﬁc research community. In this case
study, we found that using NLP yields better results for patient cohort identiﬁcation
tasks compared to structured data extraction.
Using NLP may potentially be useful for other time-consuming clinical research
tasks involving EHR data collected in the outpatient departments, inpatient wards,
emergency departments, laboratories, and various sources of medical data. The
automatic detection of abnormal ﬁndings mentioned in the results of diagnostic
tests such as X-rays or electrocardiograms could be systematically used to enhance
the quality of large clinical databases. Time-series analyses could also be improved
if NLP is used to extract more information from the free-text clinical notes.
Notes
1. cTAKES is available from the cTAKES Apache website: http://ctakes.apache.
org/downloads.cgi. A description of the components of cTAKES 3.2 can be
found on the cTAKES wiki page: https://cwiki.apache.org/conﬂuence/display/
CTAKES/cTAKES+3.2+Component+Use+Guide [28].
Open Access This chapter is distributed under the terms of the Creative Commons
Attribution-NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/
4.0/), which permits any noncommercial use, duplication, adaptation, distribution and reproduction
in any medium or format, as long as you give appropriate credit to the original author(s) and the
source, a link is provided to the Creative Commons license and any changes made are indicated.
The images or other third party material in this chapter are included in the work’s Creative
Commons license, unless indicated otherwise in the credit line; if such material is not included in
the work’s Creative Commons license and the respective action is not permitted by statutory
regulation, users will need to obtain permission from the license holder to duplicate, adapt or
reproduce the material.
Code Appendix
All the SQL queries to count the number of patients per cohorts as well as the
cTAKES XML conﬁguration ﬁle used to analyze the notes are available from the
GitHub repository accompanying this book: https://github.com/MIT-LCP/critical-
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data-book. Further information on the code is available from this website. The
following key scripts were used:
• cohort_diabetic_hemodialysis_icd9_based_count.sql: Total
number of diabetic patients who underwent hemodialysis based on diagnosis
codes.
• cohort_diabetic_hemodialysis_notes_based_count.sql: List
of diabetic patients who underwent hemodialysis based on unstructured clinical
notes.
• cohort_diabetic_hemodialysis_proc_and_notes_based_-
count.sql: Total number of diabetic patients who underwent hemodialysis
based on unstructured clinical notes and procedure codes.
• cohort_diabetic_hemodialysis_proc_based_count.sql: Total
number of diabetic patients who underwent hemodialysis based on procedure
codes.
• cohort_diabetic_icd9_based_count_a.sql: List of diabetic
patients based on the ICD-9 codes.
• cohort_hemodialysis_icd9_based_count_b.sql: List of patients
who underwent hemodialysis based on the ICD-9 codes.
• cohort_hemodialysis_proc_based_count_c.sql: Lists number of
patients who underwent hemodialysis based on the procedure label.
• CPE_physician_notes.xml: cTAKES XML conﬁguration ﬁle to process
patients’ notes. Some paths need to be adapted to the developer’s conﬁguration.
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