Though the recent progress is substantial, deep learning methods can be vulnerable to the elaborately crafted adversarial samples. In this paper, we attempt to improve the robustness by presenting a new training procedure and a thresholding test strategy. In training, we propose to minimize the reverse cross-entropy, which encourages a deep network to learn latent representations that better distinguish adversarial samples from normal ones. In testing, we propose to use a thresholding strategy based on a new metric to filter out adversarial samples for reliable predictions. Our method is simple to implement using standard algorithms, with little extra training cost compared to the common cross-entropy minimization. We apply our method to various state-of-the-art networks (e.g., residual networks) and we achieve significant improvements on robust predictions in the adversarial setting.
Introduction
Deep learning (DL) has obtained substantial progress in many tasks, including image categorization, speech recognition, and natural language processing [3] . However, a high-accuracy DL model can be vulnerable in the adversarial setting [4, 26] , where adversarial samples are carefully crafted to mislead the model to wrong predictions. Several algorithms have been developed to craft such adversarial samples [4, 12, 15, 21, 22] . As DL is becoming ever more prevalent, it is vital to improve the robustness, especially in critical domains (e.g., self-driving cars, healthcare and finance).
Various defense strategies have been proposed to improve the robustness of DL. The adversarial training strategy [26] dynamically augments the training set with crafted adversarial samples. Though it promises an efficient defense on some specific and known attacking methods, it requires extra computational cost and is not a general strategy for unknown attacking methods. [5] considers adding a regularization term on the norm of gradients in the objective function, but it does not promise anything to gradient sign attacking methods that only require the sign of gradients. The defensive distillation method [23] trains a model with a high temperature and tests it with a low temperature. It can work well, but it is heuristic and needs to tune the training temperature. Furthermore, this defensive distillation method can be easily attacked by new attacking methods [1] . Overall, as adversarial samples always exist for a fixed parametric model (thus a fixed decision boundary), it is unlikely for such methods to solve the problem by preventing attackers from crafting adversarial samples, no matter how hard to find them.
In this paper, we attempt to improve the robustness of DL from a new angle. Instead of preventing adversarial samples, we try to distinguish adversarial samples from normal ones, so that we can filter out the adversarial ones for robust predictions. We make contributions by presenting a new method that consists of a novel training procedure and a thresholding test strategy. For training, we propose to minimize a new objective function, named as reverse cross-entropy (RCE), instead of minimizing the common cross-entropy (CE) loss [3] . By minimizing RCE, our training procedure encourages the DL classifiers to map the normal samples to the neighborhoods of low dimensional manifolds in the hidden space, and it also encourages the classifiers to return a high confidence on the true class while a uniform distribution on false classes for each data point. The minimization of RCE is simple to implement using stochastic gradient descent methods, and introduces little extra training cost, as compared to CE. Therefore, it can be easily applied to any deep neural networks.
For testing, we propose a thresholding strategy based on a new compositive metric of J-score, which simultaneously measures the degree of certainty about the given input being a normal sample and the probability of belonging to a selected class. By setting a proper threshold on the J-score, we can filter out adversarial samples for robust predictions, namely, we make the classifiers return meaningful predictions only when the J-score is higher than a given threshold and refuse to predict otherwise.
We apply our method to improve the state-of-the-art residual neural networks (Resnets) [6] on the widely used MNIST [13] and CIFAR-10 [11] datasets. The results show that we improve the robustness on adversarial samples while maintaining state-of-the-art accuracy on normal samples. Finally, we note that recent work [14] shows that a Bayesian neural network (BNN) can improve the robustness of DNN against adversarial samples. Our method is much simpler and computationally cheaper than BNNs which need to do expensive posterior inference. Moreover, our quantitative results demonstrate a better performance than BNNs on filtering adversarial samples.
Background

Neural networks
A deep neural network (DNN) classifier can be generally expressed as a mapping function F (X, θ) : R d → R L , where X ∈ R d is the input variable, θ denotes all the parameters and L is the number of classes. Here, we focus on the DNNs with softmax output layers. For notation clarity, we define the softmax function softmax(z) :
where [L] := {1, · · · , L}. Let Z f be the output vector of the final hidden layer. This defines a mapping function: X → Z f to extract good representations. Then, the classifier can be expressed as F (X, θ) = softmax(W f Z f + b f ), where W f and b f are the weight matrix and bias vector of the softmax layer respectively. We denote Z(X, θ) := W f Z f + b f as the logits. We can easily see that the softmax classifier has a piecewise linear decision boundary in the final hidden space Z f . Given an input x (i.e., an instance of X), the output of the classifier is a L-dimensional probability vector, with each element F (x, θ) i being the probability that x belongs to class i. The predicted label for x is denoted ast(x, θ) = arg max i F (x, θ) i . The probability value F (x, θ)t (x,θ) is often used as the corresponding confidence score on this prediction [3] , although it is insufficient as we shall see.
be a training set with N input-label pairs, where y i ∈ R L is an one-hot vector indicating the true class of x i , i.e., y ij = 1 if x i belongs to class j; 0 otherwise. One common training objective is to minimize the cross-entropy (CE) loss, which is defined as:
for a single pair (x, y), where t is the class of x. Then the CE training procedure intends to minimize the average CE loss to obtain the optimal parameters θ * = arg min θ 1 N i∈[N ] L CE (x i , y i ), which can be efficiently done by stochastic gradient methods with back-propagation [10, 24] .
Adversarial sample crafting and robustness
Though DNN has obtained substantial progress, adversarial samples can be easily identified to fool the network, even when its accuracy is high [19] . We consider the white-box attack, where attackers know everything about the target classifier F (X, θ) including the architecture, parameters, objective function and training tools. This setting is interesting because if we can effectively defend adversarial samples under the white-box attack, we can do at least as well in other adversarial settings where attackers have less knowledge on the target classifier. In the white-box setting, attackers can design different algorithms to craft adversarial samples based on their knowledge. In our experiments, we consider the fast gradient sign method (FGSM) [4] , which is efficient and has been widely studied [1, 4, 15, 20, 23] . Specifically, let x be a normal input. FGSM crafts an adversarial sample x * by forcing the target model to classify x * into a class different from that of x. This is achieved by running the update: x * ← x + ε · sgn(∇ x J(F, θ, x)), where J(F, θ, x) is the objective function to train the target classifier and ε controls the magnitude of perturbation on normal inputs. Moreover, to evaluate the ability of a classifier to resist adversarial perturbation, we define the robustness ∆(x;t) according to [17] as ∆(x;t) := min r r 2 subject tot(x + r) =t(x), where r is the perturbation.
Algorithms
In this section, we present a new algorithm to improve the robustness against adversarial samples. We first provide some new insights on why adversarial samples exist and how can we distinguish them. These insights guide us to a new algorithm.
Why adversarial samples exist
Previous work [4, 22] hypothesizes that the existence of adversarial samples is because of certain defects in the training phase. One main support is from the universal approximator theorem [8] that DNNs are able to represent functions that resist adversarial samples. However, in practice any given DNN has an architecture of limited scale, which results in a limited representation capability, and the existence of adversarial samples is intrinsic, as explained below.
For a given DNN classifier, its decision boundary is fixed. Then, any pair of similar instances that are located on different sides of a decision boundary will be classified into different classes. Very often, such a pair of input points are not distinguishable by human observers; thus, it sounds counterintuitive and irrational to have a jump on the predicted labels. The previous defense attempts on adjusting the training phase, e.g., by adding regularizers in the objective function [5] or augmenting the training dataset [26] , will only result in the change of the distribution of decision boundaries but the jump on the predicted labels nearby the decision boundary still exists. Therefore, a smart enough attacker can always find adversarial samples nearby the decision boundaries to successfully attack the target classifier no matter how the decision boundaries change, as has been demonstrated in [26] .
In consideration of the intrinsic existence of adversarial samples, instead of designing defense strategies for the classifiers to prevent attackers from crafting adversarial samples, we design a defense strategy to help the classifiers to distinguish adversarial samples from normal ones so as to filter adversarial samples out for robust predictions.
The insufficiency of confidence and a new metric of non-ME
We need some metrics to distinguish whether an input x is adversarial or not for a given classifier F (X, θ). A potential candidate is the confidence F (x, θ)t (x,θ) on the predicted labelt(x, θ), which has in fact been widely used [3] . As F predicts incorrectly on adversarial samples, intuitively we should have a higher confidence on a normal sample than that on an adversarial sample, which consequently allows us to distinguish them by the confidence values. However, it has been shown that a well-trained DNN classifier usually not only misclassifies adversarial samples but also gives high confidence on its predictions [4, 19] , which renders the confidence unreliable in the adversarial setting. This is because in the normal setting without attackers, the distribution of test data is similar with that of the training data, then a high confidence implies a high probability to be a correct prediction. In the adversarial setting, attackers can explore the points far from the data distribution [14] , and the predictions in these domains mostly result from interpolation with high uncertainty. Therefore, a high confidence returned in these domains is unreliable and probably a false positive.
To avoid the unreliability of using confidence as a single metric in the adversarial setting, we construct another metric which is more pertinent and helpful to our goal. Namely, we define the metric of non-ME-the entropy of normalized non-maximal elements in F (x, θ), as:
whereF (x, θ) i = F (x,θ)i j =t(x,θ) F (x,θ)j are the normalized non-maximal elements in F (x, θ). It is easy to show that non-ME(x, θ) ≤ log(L − 1) and the equality holds if and only if all the non-maximal elements in F (x, θ) are equal, independent of the confidence score. Therefore, the non-ME metric conveys certain information in F (x, θ) that is ignored by the confidence. Note that for piecewise linear classifiers (e.g., DNNs with a softmax output layer), any input point that locates on the oppositely elongated decision boundaries has at least two equal non-maximal elements in F (x, θ). Therefore, any input point that has a high value of non-ME(x, θ) and (L − 1) approximately equal non-maximal elements in F (x, θ) must locate nearby the junction manifolds of at least (L − 2) oppositely elongated decision boundaries.
For a DNN classifier F (x, θ) = softmax(W f z f + b f ), if the learned representation transformation:
x → z f can map the normal inputs to the neighborhoods of oppositely elongated decision boundaries in the final hidden space, then using the two metrics of confidence and non-ME will improve the robustness in the final-layer hidden space and further result in an improvement in the input space. To illustrate this idea and show the effect of non-ME, Fig. 1 presents an example in the final hidden space, where z f ∈ R 2 and L = 3. In this case, all the points that locate on any one oppositely elongated decision boundary have two equal non-maximal elements in F (x, θ), thus have highest values of non-ME(x, θ) = log 2. A good way to use non-ME to filter out adversarial samples is to enforce all the normal points have non-ME values higher than a threshold l, which indicates that the normal instances are located in the neighborhood of oppositely elongated decision boundaries in the final hidden space. Therefore, given any unidentified input (i.e., adversarial sample), if its non-ME value is less than l the classifier will immediately know that this input is not normal and filters it out. As shown in Fig. 1 , z f,0 is a normal instance located in the neighborhood of the oppositely elongated decision boundaries, where the neighborhood boundaries are the isolines of non-ME = l in the correspond decision domains. Let z f,0 be the original input, from which an attacker tries to craft adversarial samples. When confidence is the only metric, the nearest successful adversarial sample z f,1 locates on the nearest decision boundary w.r.t z f,0 . In contrast, when both confidence and non-ME are used, z f,1 will be easily filtered out by the classifier because non-ME(z f,1 , θ) is less than l, and the nearest successful adversarial sample z f,2 in this case locates on the nearest junction manifolds of neighborhood boundaries and decision boundaries w.r.t z f,0 . It is easy to find that the minimal perturbation z f,0 − z f,2 2 is larger than z f,0 − z f,1 2 (equal on a zero measure set in the input space), which means that using two metrics can improve robustness ∆(z f,0 ;t), a.e. Besides, higher values of the non-ME threshold l can lead to larger minimal perturbation z f,0 − z f,2 2 and better robustness ∆(z f,0 ;t). It is easy to prove that these conclusions are tenable in more general cases of different values of L and different dimensions of the final hidden space.
Reverse cross-entropy
Based on the above analysis, we now design a new training objective to improve the robustness of DNN classifiers. The key is to enforce a DNN classifier to map all the normal instances to the neighborhoods of oppositely elongated decision boundaries in the final hidden space. This can be achieved by letting the non-maximal elements of F (x, θ) be as equal as possible and have high non-ME values for all the normal inputs. Specifically, for a training data (x, y), where t is the index of the true label, we let y R denote its reverse label vector whose tth element is zero and other elements equal to 1 L−1 . One obvious way to achieve the above goal is to add a cross-entropy term between y R and F (x, θ) in the traditional cross-entropy objective:
where λ is a trade-off parameter. However, it is easy to show that minimizing L λ CE equals to minimizing the cross-entropy between F (x, θ) and the N -dimensional probability vector P λ :
Note that there are y = P 0 and y R = P ∞ . Let θ * λ = arg min θ L λ CE , then the vector F (x, θ * λ ) will tend to equal to P λ , rather than the ground-truth y. This makes the estimate of θ by minimizing L λ CE be biased. In order to have an unbiased estimator of θ meeting the requirements that simultaneously make the output vector F (x, θ) tend to y and encourage uniformity among probabilities on untrue classes, we define another objective function based on what we call reverse cross-entropy (RCE) as
Minimizing the RCE is equivalent to minimizing L ∞ CE . Note that by directly minimizing L R CE , i.e., θ * R = arg min θ L R CE , one will get a 'liar' classifier F (X, θ * R ), which means that given an input x, the 'liar' classifier F (X, θ * R ) will not only tend to conceal the index of true class by assigning a low probability to it but also tend to output a uniform distribution on other classes.
The reverse cross-entropy training procedure
It is easy to know the index that F (X, θ * R ) wants to conceal the most (i.e., assign the lowest probability) is actually the true label. This simple insight leads to our RCE training procedure which consists of two parts, as outlined below:
Reverse training: Given the training set D, we train the DNN F (X, θ) to be a 'liar' classifier by minimizing the average RCE loss:
Reverse logits:
We negate the final logits fed to the softmax layer to calculate the output predictions as F R (X, θ * R ) = softmax(−Z(X, θ * R )). Then we will obtain the reverse 'liar' network F R (X, θ * R ) that returns normal distribution on classes. Theorem 1 demonstrates two important properties of the RCE training procedure. First, it is consistent and unbiased in the sense that when the training error α → 0, the output F R (x, θ * R ) converges to the one-hot label vector y . Second, the upper bounds of the difference between any two non-maximal elements in outputs decrease much faster in the RCE training than in the CE training w.r.t the training error α, where the upper bounds decrease as O(α 2 (L − 1) 2 ) for RCE while O(α) for CE. These two properties make the RCE training procedure meet our requirements as described above. Theorem 1. (Proof in Appendix) Let x be a given input in the training dataset, y be the one-hot label vector, y R be the reverse label vector corresponding to y, L be the number of different classes and θ * R is obtained from the reverse training. Under the L ∞ -norm, if there is a training error α
The thresholding test procedure
Given a trained reverse 'liar' classifier F R (X, θ * R ), we present a thresholding test procedure for robust prediction. The test procedure consists of three key steps, as explained below.
Calculate the predicted label and confidence: Given a testing input x, we first calculate the output vector F R (x, θ * R ) and then assign the predicted label of x to bet = arg max i F R (x, θ * R ) i . Thus, the corresponding confidence is Confidence = F R (x, θ * R )t. Calculate the kernel non-ME: We let non-ME R denote the non-ME value as defined in Eq.
Since in practice non-ME changes much slower than confidence, instead of directly using non-ME R as a metric, we use the kernel non-ME defined as
Here µ and σ are the kernel parameters, and η is the relaxation factor. As we will see in experiments, a good choice of µ and σ are log(L − 1) and the standard deviation of the non-ME values to log(L − 1) on the training set, and we simply set the relaxation factor η to be 1.
Threshold-output strategy on the J-score: In the prediction release phase, we multiply the values of Confidence and non-ME Ker to obtain a joint score (J-score) to measure a compositive certainty on a prediction. J-score has the same value range as the confidence (i.e., [0, 1]). A high J-score implies that the classifier is quite sure about both the label and the normality of the input x, while a low J-score implies uncertainty on either the label or the normality of the input x, or even uncertainty on both. Therefore, given a threshold T on the J-score, we decide to return a meaningful pair of label index and J-score if J-score ≥ T or return NOT SURE otherwise.
Experiments
We now present both quantitative and qualitative results to demonstrate the effectiveness of our method on improving the robustness of state-of-the-art DNN classifiers.
Setup
We use the two widely studied datasets-MNIST and CIFAR-10. MNIST is a collection of 70,000 images of handwritten digits in classes 0 to 9. It has a training set of 60,000 samples and a test set of 10,000 samples. CIFAR-10 consists of 60,000 color images in 10 classes with 6,000 images per class. There are 50,000 training images and 10,000 test images. Every image in both sets is standardized before feeding to classifiers to remove interval dependence among pixels, following the setup in [6] . [7] . The training steps for both methods are set to be 20k on MNIST and 80k on CIFAR-10. Table 1 shows the test accuracy, where the Threshold-output strategy is disabled and all points receive their predicted labels. The results show that the classification performance of the networks trained via the RCE procedure is almost as good as those trained by the traditional CE procedure. Due to limited space, we only show the results on Resnet-32 in the sequel, while deferring the results on Resnet-56 and Resnet-110 and other DNN architectures to Appendix, which essentially lead to the same conclusions. In order to verify that the RCE training procedure tends to map all the normal inputs to the neighborhoods of oppositely elongated decision boundaries in the final hidden space, we apply the technique t-SNE [16] to visualize the distribution of the final hidden vector z f on the training set. Fig. 2 shows the 2-D visualization results. For clarity, we show the results on 1,000 training samples of MNIST. We defer the results on CIFAR-10 to Appendix, which are similar. From the results we note that the networks trained via the RCE procedure can successfully map the training samples to the neighborhoods of low-dimensional manifolds in the final hidden space. These results also partly verify the effectiveness of the non-ME being a metric.
Junction manifolds in the final hidden space
The ability of recognizing adversarial samples
To analyze the ability of a classifier to distinguish between adversarial samples and normal ones, we construct two mixed datasets-one for MNIST and one for CIFAR-10. Each mixed set takes the corresponding test set as the 10,000 normal samples, and then crafts 10,000 adversarial samples based on the normal ones by FGSM.
We feed all the 20,000 samples of a mixed set into the Resnet classifier that is learned on the corresponding training set, with Threshold-output strategy still disabled. Then we sort the samples in a descending order according to their values of a particular metric (i.e., confidence, non-ME or J-score). Fig. 3 shows the classification accuracy on the top-10,000 samples as well as the percentage of normal samples in the top-10,000 samples w.r.t the perturbation ε in FGSM. Here, we treat the Resnets trained by the CE procedure as the baselines, where the metric is the confidence. It is worth noting that when we apply FGSM to craft adversarial samples in Fig. 3 , the J in FGSM we used is the CE cost function. However, in FGSM the cost function J should be the objective function used to train the target classifier, and cross-entropy is not the objective function used in the RCE training procedure. Therefore we set J be the RCE cost function to evaluate the performance of our method under more specific attacks. Here we do not directly apply FGSM on the reverse 'liar' classifier F R (X, θ * R ), instead we apply FGSM on the 'liar' classifier F (X, θ * R ) to craft adversarial samples, because a successful attack on reverse classifiers can also successfully attack original classifiers, and vice versa. For comparison, we also apply FGSM with the same cost function on classifiers trained via the CE procedure, and similarly FGSM acts on the reverse classifier F R (X, θ * ). Results on are shown in Fig. 4 . We can find that all three metrics combined with the RCE training procedure perform pretty well on both datasets. Here we simply set the relaxation factor η be 1, which leads to similar performance when using J-score and using confidence as the metric. The effect of different values of η is discussed later. Besides, we find that FGSM with CE cost function can better attack target classifiers than with RCE cost function, no matter which training procedure and metric the target classifier uses. On the MNIST dataset, non-ME works even better than confidence as the metric, which demonstrates that non-ME is a powerful and reasonable metric combined with the RCE training procedure. Note that in Fig. 4 the baselines have higher values on the percent of normal samples than using confidence or J-score with the RCE training procedure, the accuracy of the baselines is however much lower. The reason is that when the classifiers can still correctly classify most of the adversarial samples, a relatively low percent of normal samples is then rational and does not necessarily lead to a low accuracy, and an unsuccessful adversarial sample can actually be regarded as a normal sample.
The performance of the entire algorithm
In order to evaluate the performance of our entire method, we activate the Threshold-output strategy in the prediction release phase and again feed the mixed datasets of 20,000 samples into the classifiers. For the purpose of comparison, we also impose the Threshold-output strategy in the prediction release phase on the baselines and other classifiers using different metrics and the RCE training procedure. The results on MNIST and CIFAR-10 are shown in Fig. 5 , where J in FGSM is set to be the CE cost function because of its better attacking ability. The 'Accuracy of output' refers to the accuracy of returned predictions on the total 20,000 samples. The 'Refuse rate' on normal or adversarial samples refers to the rate that a classifier refuses to predict and returns NOT SURE on the corresponding 10,000 samples.
The results show that our method is much more sensitive to adversarial samples by having high 'Refuse rate's on them while still has low 'Refuse rate's on normal samples. Especially on the MNIST dataset, FGSM can not effectively attack the reverse 'liar' net-works trained by the RCE procedure. Compared to the MNIST dataset, the classification task on CIFAR-10 is much more difficult. However our method can still distinguish well between adversarial samples and normal samples by returning quite different 'Refuse rate's. It is worth noting that using non-ME has high 'Refuse rate's on adversarial samples even when the threshold T is small, but their values increase slowly as T increases. In contrast, using confidence has low 'Refuse rate's on adversarial samples when threshold T is small, however, their values increase obviously as T increases. So as a combination of non-ME and confidence, using J-score benefits from non-ME when T is small and from confidence when T is large, which makes J-score perform best on different values of T . In addition to FGSM, we believe our method will also perform well on defending other attacking algorithms, because as demonstrated in our theoretical analysis we improve the robustness generally, not specially for certain attacking algorithms. In the above experiments, we simply set the relaxation factor η at 1. We now investigate its influence on J-score. In Fig. 6 we separately plot the mean values of J-score and confidence on the 10,000 adversarial samples crafted by FGSM based on the test sets of MNIST and CIFAR-10. Note that the value ranges of both J-score and confidence are [0, 1], and when η is large the non-ME tends to be 1, which leads to identical values of J-score and confidence on all the inputs.
From Fig. 6 , we can verify two important points. First, the RCE training returns more reliable and reasonable confidence than the CE training, and J-score is indeed a more distinguishable metric than confidence in the adversarial setting. Second, there are certain medium values of η (e.g., η = 0.05 in both cases) work the best on distinguishability, in the sense of making the values of J-score decrease fastest as the perturbation increases. However, when η = 0.05 the values of J-score are undesirably low on normal samples in CIFAR-10, while our default choice of η = 1 has more balanced performance in both cases. Bayesian neural networks (BNNs) [18] are a family of models that may defend adversarial samples. Recent work [14] shows the ability of BNNs on defending adversarial samples. Here we quantitatively compare our method with BNNs. We access a fully connected network architecture with 2 hidden layers and 100 units in each layer, and apply the SGMCMC method [2] to train the BNN on MNIST. For comparison, we also apply the CE and the RCE procedure to train the network. We feed the 20,000 mixed samples based on MNIST to these trained networks, and impose the Thresholdoutput strategy on them. The results are shown in Fig. 7 . We find that the trained BNN is not as vulnerable to FGSM as discriminative DNNs, partly because FGSM is designed for discriminative models. Our method performs even better than BNN on the overall accuracy and the refuse rate of adversarial samples. Moreover, our method is much simpler and computationally cheaper without the need to do expensive posterior inference as in BNN.
Comparison with Bayesian neural networks
Conclusions and Discussions
We present a promising method to improve the robustness by recognizing and filtering out adversarial samples, which performs well on different state-of-the-art DNN architectures, e.g., Resnets, full-connected networks and other DNN architectures (shown in Appendix). Besides, our method outperforms the BNN on improving the robustness in our experiments. Our method can be implemented using standard algorithms with little extra training cost. Because of the simplicity, our method is also easy to extend with other defense strategies such as adversarial training [26] .
A Proof and supplementary experiments
A.1 Proof Theorem 1. Let x be a given input in the training dataset, y be the one-hot label vector, y R be the reverse label vector corresponding to y, L be the number of different classes and θ * R is obtained from the reverse training. Under the L ∞ -norm, if there is a training error α
Then we have bounds
where t is the index of true label.
Proof. For simplicity we omit the dependence of the logits Z on the input x and the parameters θ * R , and explicitly express the logits as Z = (z 1 , z 2 , ..., z L ). Let G = (g 1 , g 2 , ..., g L ) = (e z1 , e z2 , ..., e z L ) be the exponential logits, t be the label of x, then from the condition softmax(Z) − y R ∞ ≤ α we have
Let C = i g i , we can further write the condition as
Then we can have bounds (L ≥ 2)
Then we have proven that softmax(−Z) − y ∞ ≤ α(L − 1) 2 . Furthermore, we have ∀j, k = t,
A.2 Experiments on simple CNN
In order to test our method on other convolutional neural networks (CNNs) [3] , we implement two neural networks as described in Table 2 and the training details are included in Table 3 . The architectures are based on the most basic CNN operations, and we use training tools like Adam [10] , dropout [25] and batch normalization [9] in our training procedures. We separately apply the CE training procedure and the RCE training procedure on the MNIST and the CIFAR-10 datasets using the same architectures and training methods described above. The test accuracy is shown in Table 4 , where the Threshold-output strategy is disabled and all points in the test set can receive their predicted labels. We use a weight decay of 0.001 and momentum of 0.9 to train the CIFAR-10 network. Besides, we standardize the data points in CIFAR-10 before feeding to classifiers. We separately feed the mixed datasets of MNIST and CIFAR-10 into the corresponding trained networks. Results are shown in Fig. 8 . We can find that our method can also work well on simple CNN architectures. Note that in the experiments on CIFAR-10, the gradual increase of the refuse rate on normal samples is reasonable because the test accuracy of the classifiers on CIFAR-10 are only around 85%, not higher than 98% as on MNIST.
B t-SNE on the CIFAR-10
In Fig. 9 we show the results of t-SNE visualization on CIFAR-10. 
