ABSTRACT Strategies for computing the continuous wavelet transform on massively parallel SIMD arrays are introduced and discussed. The di erent approaches are theoretically assessed and the results of implementations on a MasPar MP-2 are compared.
Introduction
Wavelet transformations have been used recently to analyze highly irregular 1D and 2D data sets, which has enabled researchers to identify and study the onset of data singularities. Wavelets are a family of self-similar functions and therefore predestinated to be used when analyzing fractal-like structures. It has been shown in the literature that, for example, hidden fractal features in experimental data sets can be revealed with a wavelet transform 11, 15] . generating arbitrary time-scale grids is given in 8] which is based on the chirp z transform. Exact solutions for arbitrary time-scale grids have been found, but they are restricted to splines 3, 17] . If exact results for arbitrary grids and/or arbitrary wavelet functions are needed all these methods fail { the continuous wavelet transform has to be computed directly, at a very high computational cost.
Since most of the wavelet algorithms in signal and image{processing use the fast wavelet transform, there has been a lot of work done on parallelizing this algorithm (e.g. 7, 12] ). On the other hand, the continuous wavelet transform is computationally much more intensive. Therefore, its parallel implementation would be even more pro table. Parallel algorithms for the continuous wavelet transform with restricted time-scale grids (as described in 13]) are introduced in 2]. A simple parallelization of the continuous wavelet transform using the LINDA paradigm is introduced in 6]. One of the authors has already done some work on continuous wavelet transforms for vector computers and moderate parallel MIMD architectures 16].
Because of the high computational complexity and ne granularity of the direct computation of the continuous wavelet transform this task seems to be very well suited for parallel systems with the SIMD computational regime. Our work presented in this paper is therefore devoted to the analysis of algorithms for massively parallel SIMD arrays and their implementation on a MasPar MP-2 processor array with 4096 processor elements (PEs) organized in a 2-D mesh.
The Sequential Algorithm
Given a real (sampled) signal in the form of a time series f(t), t = 1; : : : ; n the discretized version of the continuous wavelet transform can be written as which is the most popular wavelet for signal analysis purposes. Additionally, it is possible to exploit the symmetries of this function which speeds-up the computations furthermore. This wavelet has been used for generating the scalogram in Figure 1 .a based on irregular 1D-data. For the sake of simplicity we discuss the algorithms when targeting integer grids for (a; b) but the use of higher density does not a ect the algorithmic considerations at all. Additionally we set k = n and stepsize(b) = stepsize(t) which are very natural conditions. Relaxing these conditions requires slight changes in the analysis of the algorithms and might decrease the e ciency for certain situations, but the results are valid in principle for such a case as well.
The Parallel Algorithms and Implementations
The main question related to the SIMD realization of the continuous wavelet transform is how to map the computations in the most e cient way onto the PE array. The most important issue is to exploit the redundancies in the computation of Complexity: (1 + log(n))k Adds, (4 log(n) + 4)k Mults, k , k Sqrts. For k = m = n we see that the rst approach requires lower complexity than the second and third ones because these use additional nal summing-up with logarithmic complexity. But it is not clear which mapping strategy is most suited for exploiting the redundancies in the evaluation of () e ciently. In the following subsections we investigate several optimization techniques and extensions for the three algorithms introduced.
Exploiting redundancies in the evaluation of ()
In the sequential algorithm the amount of () evaluations is reduced from mkn in the straightforward computation to approximately 2m max(k; n) using the lookuptable technique which means we gain a factor of n=2. This is achieved by exploiting the redundancies in the t and b loops keeping a xed.
The only way a similar e ect can be achieved in the massively parallel environment is to precompute ()-values and to distribute them e ciently among the PEs { this can be done in situations with xed a and varying t and b in di erent stages of the computation.
Such a situation never occurs in the Data-time grid approach since in each stage of the computation a has a distinct value (though identical on each PE).
When considering the Time-scale and Data-scale approaches we notice that in each column of the PE array a remains constant during the entire computation whereas the value of t ? b is evolving. This observation is con rmed when investigating the evolution of t ? b in the PEs of one column in more detail (e.g. in the case of the Time-scale grid): We notice in Table 1 Note that this procedure is executed in parallel in all columns of the PE array. If we use a symmetric wavelet (as it is the case for the Mexican-hat wavelet) the amount of ()-evaluations is further reduced since (?x) = (x) ) 1 = 2 .
We see that the amount of ()-evaluations can be reduced in the same manner as in the sequential case for the Time-scale and Data-scale grid at the cost of additional communication whereas no e cient optimization is possible for the Data-time grid.
E cient summation
In contrary to the Time-scale grid the nal results are scattered across the PE array after the evaluation of the a; b, and t loops in the case of the Data-scale and Data-time grid. In each PE column the partial results for di erent values of t located at the single PEs have to be added to build the nal results. This can be done in log 2 (nyproc) additions and communication stages using the classical SIMD addition procedure (denoted 2D-sum, see Figure 2 .a). In stage h of the 2D-sum algorithm only nyproc 2 h PEs perform additions concurrently, the rest is idle. In our case we do not only have to apply the 2D-sum once but several times for di erent independent data layers (in the Data-time grid the procedure is applied m-times (for m di erent layers of a), in the Data-scale grid k-times (for k di erent layers of b)). The idea behind the following algorithm is to use the idle PEs during the execution of the 2D-sum for di erent data-layers concurrently instead of performing 2D-sums for each layer independently. We only consider one column since the algorithm is applied to all columns concurrently. Only the case of the Data-time grid is described (since the algorithm is identical for the Data-scale grid with m replaced by k).
Assume that on each PE j (of the PE column) there are distinct arrays wt i] j] with i = 1; : : : ; m (corresponding to the di erent layers of a) and j = 1; : : : ; nyproc. This is the situation before the nal summation takes place. The aim of the summation algorithm is to compute In the rst stage all odd-numbered PE j (j = 2p+1) compute wt 1] We clearly see that both computational and communication demands are reduced when using the 3D-sum algorithm instead of the 2D-sum algorithm. The 3D-sum algorithm is most e cient if m is a multiple of nyproc, in all other cases we again result in a fraction of PEs which is not active (but this fraction is smaller as in the 2D case). In contrary to the 2D-sum the nal results are not located in the rst row of the PE array after the computation but these are scattered across the array in the 3D case, the result of each layer is located in a di erent row. Surprisingly the 3D-sum algorithm is not as much faster as expected since unfortunately the MasPar MP-2 is not able to exploit fully the lower complexity at the small (but reasonable) problemsize considered. The increase of the di erence between 2D abd 3D-sum for increasing problemsize is clearly visible.
Techniques for arbitrary problem-size
Until so far our investigations are restricted to the case p x = p y = 1 but in practice p x > 1 or p y > 1 occurs quite frequently. In such a case we apply the \cut & stack" 4] technique which partitions the desired parameter grid into smaller grids satisfying p x ; p y 1 (see Figure 4 .a for an example of applying cut & stack to a large Time-scale grid).
In the case that only p x > 1 in the original parameter grid (i.e. p y = 1) the smaller grids are evaluated independently in the same manner as described in the previous sections. If additionally p y > 1 in the original grid, the partial results of each small grid corresponding to the same PE columns of the original grid have to be added in order to obtain the nal result in the Data-time and Data-scale grid approaches (since the t-loop and the corresponding nal summation done by using the 3D-sum algorithm exceed the size of the PE array in these cases (n > nyproc)). 
Experimental Results
We implemented our algorithms on a MasPar MP-2 with 4096 PEs arranged in a 2D-mesh with toroidal interconnected border PEs. We notice a similar absolute magnitude of speedup between the non-optimized and optimized versions for both the Time-scale and Data-scale grid. But the overall execution time of the non-optimized algorithms for the Time-scale grid is approximately a factor of 4 lower as compared to the Data-scale grid, a fact which is even more pronounced for the optimized case. This e ect is due to the additional nal summation in the Data-scale grid algorithm which not only has higher complexity for the case p x = p y = 1 but additionally lowers the e ciency in the cases p y > 1 We clearly see that the Data-time grid performs worst (since no optimization is possible beside using the 3D-sum algorithm). The sequential execution performs almost identical as the Data-scale grid approach, whereas the Time-scale grid algorithm clearly outperforms all other algorithms. Table 3 : Time-measurements and speedup for the sequential and Time-scale grid algorithms (m = 128).
The increasing speedup for increasing problem-size is clearly exhibited. Assuming a linear speedup for a MIMD parallelization (as indicated to be realistic at least for moderate parallelism in 16]) 21 PEs of the same type as used in the sequential execution would be needed to achieve performance equal to the Time-scale grid algorithm on the MasPar for n = k = 500 whereas already 36 PEs of this type would be needed for n = k = 3000. This observation shows that our algorithmic designs represent an e ective alternative to already existing MIMD approaches.
In order to judge the question if under certain conditions the Time-scale grid approach might not be best-performing we compute a grid with an extreme set of parameter-values: m = 1, n = k = 1; : : : ; 5000. This situation especially favours the Data-time grid approach since in this case we have p x and p y > 1 and therefore the (not very e cient) partition of the local (i.e. executed on the single PEs) loop is avoided, in contrast to the Time-scale and Data-scale grid algorithms. Figure 6 .b shows that even in this (arti cial) situation the Time-scale grid approach can maintain its supremacy, whereas the Data-scale grid approach is by far worst performing (as it is expected).
Conclusion
We may conclude that the problem of continuous wavelet transform computations has been analyzed and algorithmically solved for massively parallel processor arrays of SIMD type. The theoretical assessment shows that the most natural mapping strategy leads to the lowest computational demand and has the highest optimization potential. These facts are experimentally con rmed. Moreover we notice an increasing e ciency for increasing problem-size as compared to sequential (and MIMD) execution.
