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A model of alloy is considered which includes both quenched disorder in the electron
subsystem (“alloy” subsystem) and electron-phonon interaction. For given approximate
solution for the alloy part of the problem, which is assumed to be conserving in Baym’s
sense, we construct the generating functional and derive the Eliashberg-type equations
which are valid to the lowest order in the adiabatic parameter. The renormalization of
bare electron-phonon interaction vertices by disorder is taken into account consistently
with the approximation for the alloy self-energy. For the case of exact configurational
averaging the same set of equations is established within the usual T -matrix approach.
We demonstrate that for any conserving approximation for the alloy part of the self-
energy the Anderson’s theorem holds in the case of isotropic singlet pairing provided
disorder renormalizations of the electron-phonon interaction vertices are neglected. Tak-
ing account of the disorder renormalization of the electron-phonon interaction we analyze
general equations qualitatively and present the expressions for Tc for the case of weak
and intermediate electron-phonon coupling. Disorder renormalizations of the logarithmic
corrections to the effective coupling, which arise when the effective interaction kernel for
the Cooper channel has the second energy scale, as well as the renormalization of the
dilute paramagnetic impurity suppression are discussed.
Keywords: Electron-Phonon Interaction, Quenched Disorder, Superconductivity, Gener-
ating Functional Approach
1. Introduction
A problem of how disorder influences a superconductive transition temperature Tc,
first studied in pioneering papers by Anderson 1,2 and by Abrikosov and Gor’-
kov, 3 draws a great deal of physicists attention.4,5,6,7,8,9,10 However, even if a usual
mechanism of the superconductivity owing to electron-phonon interaction (EPI)
and isotropic s-type pairing are concerned — it is this subject present paper deals
with — one cannot regard the problem as being solved completely. The situation
where disorder scattering is weak or the concentration of impurities (both magnetic
and nonmagnetic) is small was studied rigorously.3,4,11
As for strong disordering, in early works6,7,10 this problem was considered within
the framework of semiphenomenological approaches which were called for explaining
qualitatively empirical rules (e.g., Miedema rules12,13,14) determining superconduc-
tive transition temperature in alloys. In a pioneering paper by Anderson et al.15
1
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a mechanism of universal Tc–degradation was proposed which was based on the
enhancement of screened Coulomb pseudopotential due to disordering effects in
compounds with A-15 structure. Further a great number of works appeared touch-
ing interrelations between the phonon-induced superconductivity and Anderson’s
localization, and other effects of strong disorder, see papers,16,17,18,19,20 and also a
recent review by Belitz and Kirkpatrick21 where mapping on the non-linear matrix
σ-model was used when treating the Anderson’s localization and related problems.
Recently a new impetus has appeared for studying the influence of disorder on
Tc. This impetus comes mainly from discussing mechanisms of superconductiv-
ity in novel Cu-oxide based compounds (see, e.g., papers by Abrikosov,22 where
the influence of non-magnetic impurities on Tc is discussed in the case of strongly
quasimomentum-dependent singlet order parameter). These substances are sup-
posed to be strongly correlated systems which may be described in the simplest
way by an “alloy analogy” within some approaches, as for instance Hubbard-III ap-
proximation 23 or static approximation within functional integral approach24,25,26,27
where this analogy emerges in a rather natural way. In particular, the renormaliza-
tion of the phonon-induced Tc was discussed in Ref.
28 where the use was made of
Hubbard-III approximation when treating the effects of strong electron on-site re-
pulsion, however only a part of contributions was taken into account. Although the
approximations of Hubbard-III type are considered now as not being quite adequate,
from the formal point of view they have many similarities with modern approaches
to highly correlated systems, which are based on the d → ∞ limit:29,30,31,32,33 the
electron self-energy possesses strong energy dependence in the normal phase, while
the quasimomentum dependence is absent.
Thus, long time after creating BCS theory the classical problem of the disorder
influence on Tc attracts attention of researchers.
At the same time, existence of large number of works and approximations has
lead to that it is difficult to compare results of various approaches between each
other. Even the order parameter is understand in different ways. Therefore it is
instructive to study the problem in a general form by which we mean the follow-
ing. Given an approximate self-energy expression for the averaged electron Green’s
function in the normal phase and without electron-phonon interaction, we search
for the equations determining the order parameter in the superconductive phase for
the electron-phonon pairing mechanism, which are consistent (in some still unde-
termined sense) with the approximation.
In the present paper we study systematically the question of how strong quenched
substitutional disorder (components of an alloy are assumed to be nonmagnetic) in-
fluences Tc, leaving aside an interesting in its own right and fascinating problem of
an interplay between superconductivity and localization phenomenon (the latter is
known may occure in disordered systems34). We shall demonstrate that for a given
approximation describing normal state of an alloy in the absence of EPI and satisfy-
ing natural requirement of being thermodynamically consistent in Baym-Kadanoff
sense35,36 (later on rather the terms “φ-derivable” or “conserving” will be used in-
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terchangeably when referring to such approximations), and with suitable meaning
of the term “consistent”, the problem can be solved in an unique way. We propose
a procedure which enables constructing the Eliashberg-type equations, which are
valid to the lowest order in the adiabatic parameter and properly take into account
the disorder renormalization of EPI vertices. The structure of these equations is
the same for all φ-derivable approximations and such approximations, as Virtual
Crystal, Diffusional, Averaged T –Matrix and Coherent Potential approximations,
etc., can be discussed within an unified scheme. However, the linearized version
of the equations is so complicated that further simplifications are required and we
establish also what kind of simplifications leads to the results previously obtained
within some (in fact, within the most of already mentioned) approximations widely
accepted in treating the “alloy” problems.
We should note that the problem in a similar form has been considered by
Belitz16,17,18 with the use of exact eigenfunction representation. However, in this
approach the very definition of the order parameter differs from the traditional
one, which exploits quasimomentum or coordinate representation, and establishing
relations between these approaches is, in general, a very difficult problem. The
approach being proposed in this paper seems to be more directly related with ob-
servable characteristics, example of which is the quasimomentum dependence of the
superconductive gap. In this connection, the traditional and often not specially
discussed supposition, that the order parameter is constant over the Fermi sur-
face in dirty metals and, therefore, the type of averaging procedure is not crucially
important, does not, generally speaking, hold (see Ref.22).
The paper is organized as follows. In Section 2 we discuss the model. The gener-
ating functional is constructed and the equations of the strong coupling theory are
then derived. An alternative approach with the use of standard T -matrix formu-
lation for the configurational averaging is given in Section 3 where we discuss also
the relationships between the two approaches. In Section 4 we demonstrate that
for the case of the isotropic singlet pairing owing to electron-phonon interaction the
Anderson’s theorem may be valid when formulated analogously to that for the BCS
model, and we explicitly specify the conditions for the theorem to hold (all ear-
lier treatments appear to be incomplete). In Section 5 reduced isotropic equations
are derived in which the anomalous self-energy contribution coming from disorder
scattering (“disorder” contribution to the anomalous part of the self-energy) is elim-
inated exactly. Section 6 deals with qualitative analysis of the reduced equations
within certain approximations for the isotropic contributions of electron-phonon
vertices and general expressions for Tc are presented there for the case of weak and
intermediate electron-phonon coupling. We establish relations between effective
electron-phonon coupling and generating function for arbitrary thermodynamically
consistent single-site approximation for the alloy self-energy and write down ex-
plicit expressions for renormalized electron-phonon coupling within a number of
widely known single-site approximations in Section 7. In Appendix A we give a
derivation of Ward-type identities. Appendix B deals with renormalizations of the
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Tc–suppression by dilute paramagnetic impurities and in Appendix C some use-
ful relations between generating functions for “disorder” self-energy and for vertex
corrections are established within arbitrary single-site approximation.
2. The Model, Generating Functional and Eliashberg-type Equations
To begin with, we consider the model of alloy with substitutional disorder described
by the Fro¨lich-type model Hamiltonian
H = He +He−ph +Hph, (2.1)
where He is Hamiltonian of an electron subsystem, which in the Wannier represen-
tation has the form
He =
∑
ij,σ
hijc
†
iσcjσ , (2.2)
hij = tij − µδij + ξij + εiδij , (2.3)
and c
†
iσ (ciσ) is electron creation (annihilation) operator in the Wannier state with
spin σ on site i; tij , non-random part of transfer integral; ξij , random part of
transfer integral and < ξij >= 0 (< . . . > means configurational average with
certain probability distribution); εi, on-site electron energy; δij , usual Kronecker
delta symbol and µ, the chemical potential.
In the case of substitutional disorder of a general type both ξij and εi are random
variables which depend on kinds of atoms placed at the corresponding lattice sites
and particular cases of alloy disorder may be obtained by appropriate choosing the
quantities ξij and εi to be random or not. The so called diagonal disorder emerges
when one sets all the ξij to be identically zero and quantities εi are random and
depend on the sort of atoms at the corresponding lattice sites. If, on the contrary, ξij
are random, the Hamiltonian (2.2) describes the case of off-diagonal alloy disorder.37
To complete the description of a disorder type one should fix distributions for the
random quantities entering the Hamiltonian (2.2). For the case of random binary
alloy model with diagonal disorder Eq. (2.3) takes the form
hij = tij − µδij + εAδij + V ηiδij , (2.4)
Prob(ηi = 1) = c, Prob(ηi = 0) = 1− c, (2.5)
with c being the concentration of B-type component of the alloy in the host which
is assumed to be of A-type, and V = εB − εA is the scattering potential of B-type
atoms measured relatively to the host potential. We will use this specific model of
alloy in Sections 6 and 7 and in Appendices B and C. In the remaining part of the
paper a discussion is rather general and does not rely upon any specific alloy model.
The Hamiltonian of the phonon subsystem is of the following form
Hph =
∑
q,s
ωq,sb
†
q,sbq,s, (2.6)
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with b
†
q,s (bq,s) being phonon creation (annihilation) operator with quasimomentum
q and the branch index s, ωq,s being the phonon frequencies and we assume that
ωq,s are non-random functions despite they are renormalized by all the interactions
in our model.
Finally, the Hamiltonian of the electron-phonon interaction reads
He−ph =
∑
ij,σ
∑
l,s
M
(s)
l;ijc
†
iσcjσ
1√
N
∑
q
exp(−iqRl)
(
b
†
q,s + b−q,s
)
, (2.7)
whereM
(s)
l;ij is matrix element of the electron-phonon interaction (EPI) and supposed
to be independent of disorder.1
Deriving explicite expressions for M
(s)
l;ij requires some care since because the
scattering by impurities is ellastic only in the coordinate frame moving with crystall
lattice as was pointed out by Blount.38 We will not write down the expressions
for M
(s)
l;ij here; corresponding detalies and the results of calculations are given in
Refs.39,40,41,42.
As is known43 one should treat ωq,s as completely renormalized by all the rel-
evant interactions when considering the phenomenon of superconductivity in such
model, and effects of EPI on electron spectrum should be taken into account in the
lowest (in fact, second) order inM
(s)
l;ij for each disorder configuration. This actually
corresponds to the lowest order of the pertubation theory in addiabatic parameter
as was demonstrated by Migdal.44 Of course the two simplifying approximations
about non-random character of M
(s)
l;ij and ωq,s cannot be proven regorously if the
real situation is kept in mind, and therefore they have a model character within the
framework of the Fro¨lich-type model. However, as we will see in what follows, even
with these approximations the model remains complicated and interesting enough
for studying.
In the Gorkov-Nambu representation4,45 (2.2) and (2.7) take the form
He =
∑
ij
hijC
†
i τ3Cj , (2.8)
He−ph =
∑
ij
∑
l,s
M
(s)
l;ijC
†
i τ3Cj
1√
N
∑
q
exp(−iqRl)
(
b
†
q,s + b−q,s
)
, (2.9)
where we have introduced Nambu row- and column- spinors
C
†
i =
(
c
†
i↑, ci↓
)
, Ci =
(
ci↑
c
†
i↓
)
(2.10)
and
τ0 =
(
1 0
0 1
)
, τ1 =
(
0 1
1 0
)
, τ2 =
(
0 −i
i 0
)
, τ3 =
(
1 0
0 −1
)
(2.11)
are usual Pauli matrices.
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To derive equations of strong coupling theory, or so-called Eliashberg-type equa-
tions,46 we use the following trick. We construct a functionalW [G,D] of Luttinger-
Ward type.47 As is known, the functional derivative of such a functional with respect
to one-particle Green’s function G give the self-energy Σ[G,D] (or mass operator),
as functionals of G and D, and, along with Dyson’s equation for Green’s function
G, this procedure leads to a set of self-consistent equations on Σ[G,D] and G.36
Within the Fro¨lich-type model being used here, “bare” phonon Green’s function D
is fully determined by He−ph Eq. (2.6), and coinsides with the renormalized one.
We suppose also that the functional W e[G] determining certain approximate self-
energy Σe[G] for the alloy part of the problem, Eqs. (2.2,2.3,2.8) (i.e., without EPI),
is known and what remains is to find the contribution of EPI to W [G,D] up to the
lowest order in EPI coupling with account of those renormalizations of EPI vertices
by disorder which are consistent with given approximate Σe[G] (or, which is the
same, with the approximation to W e[G]).
More formally, we seek for the set of equations of the following general form
W [G,D] =W e[G] +W e−ph[G,D], (2.12)
Σ[G,D] = Σe[G] + Σe−ph[G,D], (2.13)
Σe[G] =
δW e[G]
δGT
, (2.14)
Σe−ph[G,D] =
δW e−ph[G,D]
δGT
, (2.15)
G = G0 +G0Σ[G,D]G, (2.16)
where W e[G] and W e−ph[G,D] are the contributions to the functional W [G,D]
which are due to disorder scattering and EPI respectively; Σe[G] and Σe−ph[G,D],
the corresponding contributions to the self-energy Σ[G,D], and in (2.16) G0 is
“bare” one-particle Green’s function determined by non-random part ofHe Eq. (2.2).
To construct the functional W e−ph[G,D] we note that to lowest order in EPI
Π[G,D] = 2
δW [G,D]
δDT
= 2
δW e−ph[G,D]
δDT
, (2.17)
where Π[G,D] is the polarization operator, and
δΠ[G,D]
δDT
= 0, (2.18)
so that Π[G,D] is a functional of G only, Π = Π[G]. The functional W e−ph[G,D]
may then be writen as
W e−ph[G,D] =
1
2
SpDΠ[G] (2.19)
in some formal notation.
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Now we may give the definition of the renormalizations of EPI which are consis-
tent with the approximtion for Σe[G]. We will call the contributions to Σe−ph[G,D]
consistent with the approximation to Σe[G] if this contributions are derived from
the functional (2.19) where the polarization operator Π[G] is consistent with the
approximation for Σe[G] in Boym-Kadanoff sence.35,36
To obtain explicite expression we devide W e−ph[G,D] into two parts
W e−ph[D,G] =WH [D,G] +WF [D,G], (2.20)
where WH [G,D] and WF [G,D] are Hartree- and Fock-type contributions to the
generating functional respectively.
Consider Fock-type contribution first. Contributions to the polarization opera-
tor
ΠF [G] = 2
δWF [D,G]
δDT
(2.21)
are shown in Fig. 1. Restoreing the generating functional WF [G,D] with the use
Γ
Fig. 1. Fock-type contributions to the polarization operator. Black circle denotes “bare” electron-
phonon three-leg vertex; bold line, the renormalized electron Green’s function; the square labeled
with Γ, full disorder four-leg vertex. Arrows points the direction of index arrangement.
of Eq.(2.19) yields
WF [G,D] = −T
2
∑
ips,ipm
Dγγ′(ips − ipm)Mγαα′
{
Gαβ(ipm)Gβ′α′(ips) +
Gαµ(ipm)Gµ′α′(ips)Γµν;ν′µ′(ipm, ips)Gβ′ν′(ips)Gνβ(ipm)
}
Mγ
′
β′β (2.22)
and we depicted the functional WF [G,D] in Fig. 2. Here and in what follows
Γ
Fig. 2. Fock-type contributions to the generating functional. Bold wavy line denotes “bare”
phonon Green’s function and meaning of the other graphical elements is the same as in Fig. 1.
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implicit summation over doubly repeated Greek indices is implied,
Mγαα′ =M
sγ
lγ ;iαjα′
[τ3]σασα′ (2.23)
is bare EPI vertex, and we have introduced multy-indices encapsulating site and
spinor indices (e.g. α, β, etc. in (2.22)) or site and branch indices (γ, γ′ in (2.22)).
The quantity Γαβ;β′α′(ipm, ips) is full disorder four-leg vertex which obeys the
Bethe-Salpeter equation
Γαβ;β′α′(ips, ipm) = Uαβ;β′α′(ips, ipm)+
+Uαµ;µ′α′(ips, ipm)Gµν(ips)Gν′µ′(ipm)Γνβ;β′ν′(ips, ipm), (2.24)
and Uµν;ν′µ′(ips, ipm) is irreducible disorder four-leg vertex generated by the ap-
proximation used for Σe[G] (in fact this vertex is the second variational derivative
of the functional W e[G] with respect to G).
Apart from the standard Fock-type contribution, there is still a contribution
of Hartree-type. This contribution is usually neglected following Muttalib and
Anderson.15 Howevere as was demonstrated in a series of papers by Belitz16,17,18
this contribution is important and do play role in final expression for Tc.
To take Hartree-type contribution into account we introduce, in an analogy with
Fock case, a polarization operator ΠH [G] as
ΠH [G] = 2
δWH [D,G]
δDT
(2.25)
(see Fig.3 for corresponding contributions). We then have
Γ
Fig. 3. Hartree-type contributions to the polarization operator.
WH [G,D] =
T
2
∑
ips,ipm
Dγγ′(0)M
γ
αα′
{
Gα′α(ipm)Gββ′(ips)+
Gα′µ(ipm)Gνα(ipm)Γµν;ν′µ′(ipm, ips)Gβµ′(ips)Gν′β′(ips)
}
Mγ
′
β′β , (2.26)
and the functional WH [G,D] is shown in Fig. 4.
Putting everything together one obtains for W e−ph[G,D] the expression
W e−ph[G,D] =
T
2
∑
ips,ipm
Dγγ′(0)M
γ
αα′
{
Gα′α(ipm)Gββ′(ips)+
Gα′µ(ipm)Gνα(ipm)Γµν;ν′µ′(ipm, ips)Gβµ′ (ips)Gν′β′(ips)
}
Mγ
′
β′β
−T
2
∑
ips,ipm
Dγγ′(ips − ipm)Mγαα′Gα′β′(ipm)Gβα(ips)Mγ
′
β′β(ipm, ips) (2.27)
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Γ
Fig. 4. Hartree-type contributions to the generating functional.
and we have introduced renormalized by the disorder EPI vertex:
Mγαα′(ips, ipm) =M
γ
αα′+
+Γαβ;β′α′(ips, ipm)Gβµ(ips)Gµ′β′(ipm)M
γ
µµ′ , (2.28)
Mγαα′(ips, ipm) =M
γ
αα′+
Uαβ;β′α′(ips, ipm)Gβµ(ips)Gµ′β′(ipm)M
γ
µµ′(ips, ipm). (2.29)
The use of (2.12–2.16) then yields the following set of coupled equations:
Gαβ(ips) = G
0
αβ(ips) +G
0
αµ(ips)Σµν(ips)Gνβ(ips), (2.30){
G−10 (ips)
}
ij
= ipsτ0δij − (tijτ0 − µδij + εAδij) τ3, (2.31)
Σµν(ips) = Σ
e
µν(ips) + Σ
e−ph
µν (ips), (2.32)
Σeµν(ips) =
δW e[G]
δGνµ(ips)
, (2.33)
Σe−phµν (ips) = Σ
H
µν(ips) + Σ
F
µν(ips), (2.34)
ΣFµν(ips) = −T
∑
ipm
Dγγ′(ips − ipm)
{
MγµαGαβ(ipm)M
γ′
βν+
+Γµµ′;ββ′(ips, ipm)Gµ′α(ips)M
γ
αα′Gαβ(ipm)Gβ′ν′(ipm)M
γ′
ν′ν +
+Mγµµ′Gµ′α(ipm)Gα′β(ipm)M
γ′
ββ′Gβ′ν′(ips)Γαα′;ν′ν(ipm, ips)+
+∂Γµµ′;ββ′;ν′ν(ips, ipm, ips)×
×Gµ′α(ips)Mγαα′Gα′β(ipm)Gβ′δ(ipm)Mγ
′
δδ′Gδ′ν′(ips)
}
, (2.35)
ΣHµν(ips) = T
∑
ipm
Dγγ′(0)
{
MγβαGαβ(ipm)M
γ′
µν+
+Γµµ′;β′β(ips, ipm)Gβα(ipm)M
γ
αα′Gα′β′(ipm)Gµ′ν′(ips)M
γ′
ν′ν+
+Mγµµ′Gµ′ν′(ips)Gαβ(ipm)M
γ′
αα′Gβ′α′(ipm)Γν′ν;ββ′(ips, ipm)+
+∂Γµµ′;ββ′;ν′ν(ips, ipm, ips)×
×Gµ′α(ips)Mγαα′Gα′ν′(ips)Gβ′δ(ipm)Mγ
′
δδ′Gδ′β(ipm)
}
, (2.36)
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where ∂Γ denotes the functional derivative of four-leg vertex
∂Γµµ′;αβ;ν′ν(ips, ipm, ips) =
δΓν′µ′;αβ(ips, ipm)
δGνµ(ips)
(2.37)
Note, that in this expression and in similar expressions in what follows the derivative
is rather a partial variational derivative. A possibility to use partial variational
derivatives stems from the fact that both fermionic loops and “crossing” propagation
lines are absent in disorder vertices for the case of quenched disorder. Therefore,
in the right hand side of the expression (2.37) the arguments ips and ipm label
two independent functional variables and should be formally considered as being
distinct. Latter on we will exploit this fact without mentioning explicitly.
The use of the Bethe-Salpeter equation (2.24) and definition (2.37) gives the
equation on ∂Γ:
∂Γµµ′;αβ;ν′ν(ips, ipm, ips) = Uµµ′;αβ;ν′ν(ips, ipm, ips)+
+Uµµ′;αβ′;ξν(ips, ipm, ips)Gβ′δ(ipm)Gξ′ξ(ips)Γδβ;ν′ξ(ipm, ips)+
+Uµµ′;αδ(ips, ipm)Gδδ′(ipm)Γδ′β;ν′ν(ipm, ips)+
+Uδ′µ′;αα′(ips, ipm)Gδδ′ (ips)Gα′β′(ipm)∂Γµδ;β′β;ν′ν(ips, ipm, ips), (2.38)
and
Uµµ′;αβ;ν′ν(ips, ipm, ips) = δUν′µ′;αβ(ips, ipm)/δGνµ(ips) (2.39)
is irreducible six-vertex due to disorder scattering. Using Eq. (2.24) once again we
may express ∂Γ through Γ, U4 and U6 only and after straightforward but lengthy
manipulations we arrive at the result
∂Γµµ′;αβ;ν′ν(ips, ipm, ips) = Uµµ′;αβ;ν′ν(ips, ipm, ips)+
+Γδ′µ′;αα′(ips, ipm)Gδδ′(ips)Gα′β′(ipm)Uµδ;β′β;ν′ν(ips, ipm, ips)+
+Uµµ′;αβ′;ξν(ips, ipm, ips)Gβ′δ(ipm)Gξ′ξ(ips)Γδβ;ν′ξ(ipm, ips)+
+Γδ′µ′;αα′(ips, ipm)Gδδ′ (ips)Gα′β′(ipm)Uµδ;β′ξ;η′ν(ips, ipm, ips)×
×Gξξ′(ipm)Gηη′ (ips)Γξ′β;ν′η(ipm, ips)+
+Γµµ′;αδ(ips, ipm)Gδδ′ (ipm)Γδ′β;ν′ν(ipm, ips). (2.40)
Then substitution of (2.40) into (2.35,2.36) with the use of (2.28,2.29) leads to final
expression for Σe−ph[G,D] (see Figs. 5 and 6)
Σe−phµν (ips) = Σ
H
µν(ips) + Σ
F
µν(ips), (2.41)
ΣFµν(ips) = −T
∑
ipm
Dγγ′(ips − ipm)
{
Mγµα′(ips, ipm)Gα′β′(ipm)M
γ′
β′ν(ipm, ips)+
+Uµµ′;δξ;ν′ν(ips, ipm, ips)Gµ′α(ips)M
γ
αα′(ips, ipm)Gα′δ(ipm)×
×Gξβ(ipm)Mγ
′
ββ′(ipm, ips)Gβ′ν′(ips)
}
(2.42)
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ΣHµν(ips) = T
∑
ipm
Dγγ′(0)
{
MγµνGαβ(ipm)M
γ′
βα+
+Γmuµ′;δ′δ(ips, ipm)Gδβ(ipm)M
γ
ββ′Gβ′δ(ipm)Gµ′ν′(ips)M
γ′
ν′ν+
+Mγµµ′Gµ′ν′(ips)Gδβ(ipm)M
γ′
ββ′Gβ′δ′(ipm)Γν′ν;δ′δ(ips, ipm)+
+Γµµ′;δδ′(ips, ipm)Γν′ν;α′α(ips, ipm)×
×Gµ′ξ(ips)Mγξξ′Gδ′α′(ipm)Gǫδ(ipm)Gαǫ′(ipm)Mγ
′
ǫ′ǫGξ′ν′(ips)+
+Uµµ′;αβ;ν′ν(ips, ipm, ips)×
×Gµ′δ(ips)Mγδδ′Gδ′ν′(ips)Gββ′(ipm)Mγ
′
β′α′Gα′α(ipm)+
+Uµξ;ǫβ;ν′ν(ips, ipm, ips)Gξξ′(ips)Gǫ′ǫ(ipm)Γξ′µ′;αǫ′(ips, ipm)×
×Gµ′δ(ips)Mγδδ′Gδ′ν′(ips)Gββ′(ipm)Mγ
′
β′α′Gα′α(ipm)+
+Uµµ′;αǫ;ξν(ips, ipm, ips)Gξ′ξ(ips)Gǫǫ′(ipm)Γν′ξ′;ǫ′β(ips, ipm)×
×Gµ′δ(ips)Mγδδ′Gδ′ν′(ips)Gββ′(ipm)Mγ
′
β′α′Gα′α(ipm)+
+Uµξ;ǫ′ζ′;ρν(ips, ipm, ips)Gξξ′(ips)Gǫǫ′(ipm)Γξ′µ′;αǫ(ips, ipm)×
×Γξ′µ′;αǫ′(ips, ipm)Gρ′ρ(ips)Gζ′ζ(ipm)×
×Gµ′δ(ips)Mγδδ′Gδ′ν′(ips)Gββ′(ipm)Mγ
′
β′α′Gα′α(ipm)+
}
. (2.43)
The formulas (2.30–2.33) and (2.41–2.43) are those which constitute closed set
Fig. 5. Fock-type contributions to the electron-phonon self-energy. Black triangle denotes the
renormalized electron-phonon three-leg vertex; dashed hexagon, the irreducible disorder six-leg
vertex. The other graphical elements are the same as in previous Figures.
of self-consistent equations in the case of EPI renormalizations taken into account
consistently with the approximate Σe[G] given.
To obtain the equations for the superconductive transition temperature Tc one
should linearize the equation for Σ[G,D] in anomalous part which is assumed to be
small near Tc. This is formally achieved by expanding Σ[G] in a functional series
in δG, δG being anomalous part of G, and then using Dyson’s equation to express
12 A.O. Anokhin & M.I. Katsnelson
Γ Γ
Γ Γ
Γ Γ
Γ Γ
Fig. 6. Hartree-type contributions to the electron-phonon self-energy.
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δG back through δΣ, where δΣ is the anomalous contribution to Σ[G,D]. We have
Σ[Gn + δG,D] = Σ[Gn, D] +
δΣ[G,D]
δG
∣∣∣∣
G=Gn
δG =
Σ[Gn, D] +
δΣ[G,D]
δG
∣∣∣∣
G=Gn
GnδΣGn = Σn + δΣ (2.44)
(subscript “n” means that the corresponding quantity is taken in the normal state of
superconductor) and equating contributions of order O(δΣ) in left- and right-hand
sides of Eq. (2.44) we obtain formal equation
δΣ =
δΣ[G,D]
δG
∣∣∣∣
G=Gn
GnδΣGn, (2.45)
and Tc may be found from solubility condition to this equations. Note, that the
solubility condition may be written as equality of some formal determinant to zero,
but we omit explicit formal expression of such a form. The diagrammatic represen-
tation of (2.45) in the case under discussion contains ninty seven terms and is too
cumbersome to be written down here.
Hence, normal part of Σ[G,D] near Tc is still determined by Eqs. (2.32,2.33)
and (2.41–2.43) with one-particle Green function G taken in normal phase of su-
perconductor, and we have formal equation (2.45), from which the expression for
Tc may be derived after suitably fixing approximation for Σ
e[G].
In the conclusion of this Section some remarks are to the point.
Obviously, the approximation to Σ[G,D] given by (2.32,2.33,2.41–2.43) is con-
serving in a whole by construction.
The expression for W e−ph[G,D] (2.27) does not actually depend on particular
alloy model since the assumptions on the alloy model enter into this expression
only implicitly through irreducible four-leg vertex, so that the form of W e−ph[G,D]
is independent of the disorder type. We will demonstrate the correctness of the
statement above in subsequent Section for the substitutional disorder of a general
type carrying out configurational averaging in a formally exact way.
The equations Eqs. (2.32,2.33) and (2.41–2.43) enable also to consider “incon-
sistent” renormalizations of EPI vertices. In this case we assume that Σe[G] is
calculated within certain conserving approximation and renormalizations of EPI
are taken into account within another, but still conserving approximation for Σe[G].
This happens, for instance, when discussing the so-called Anderson’s theorem where
one assumes that disorder does not influence the EPI at all. The last, in turn, im-
plies that the approximation for Σe[G] within which we renormalize EPI vertices is
Σe[G] = 0, and therefore irreducible four-leg disorder vertex and of course higher
vertices vanishes identically.
3. T–Matrix Approach to the Superconductivity of Disordered Alloys
In this Section we derive the equations (2.30–2.33) and (2.41–2.43) for the case of for-
mally exact configurational (disorder) averaging. Making use of multiple scattering
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theory, or so called T –matrix approach,20,37 we establish relations with the approach
of the previous Section and demonstrate that the Eqs. (2.30–2.33) and (2.41–2.43)
are actually the case for general type of substitutional disorder when the disorder
averaging is carried out exactly. However, if the matter is a specific approximation
within certain model of substitutional alloy, it is more convenient to formulate the
approximation in terms of generating functional, so that the approaches of Section 2
and of this Section complement each other.
For the first time the application of T –matrix approach to the problem of alloy
superconductivity has been given in Refs.6,7,10 where the model of a binary alloy
was considered with local (single-site) BCS-type interaction and, hence, with purely
local superconductive pairing. In these papers the equation for the self-energy was
derived within the framework of Coherent Potential Approximation (CPA) and
resulting BCS coupling renormalized by disorder was presented in Ref.7.
The results of this Section are a strightforward generalization of the approach
of Refs.6,7,8,9,10 to the case of non-local superconductive pairing owing to EPI with
bare EPI vertices being independent of disorder.
For particular alloy configuration, consider one-particle Matsubara Green’s func-
tion g(τ) with matrix elements
{g(τ)}αβ = −< TτCα(τ)C†β(0) >H , (3.1)
where < . . . >H means usual Gibbs averaging, with H being the Hamiltonian (2.1).
After transforming to Matsubara frequencies and taking EPI into account one
has for g−1(ips) the expression
g−1(ips) = ipsτ0 −Hτ3 −Ve−ph(ips), (3.2)
with H being the matrix with elements (2.3); Ve−ph(ips) being the effective inter-
action due to EPI in this disorder configuration, possessing functional dependence
on g(ips).
To derive equations required it is sufficient to know the functional Ve−ph(ips)
to the lowest order in EPI of the self-consistent perturbation theory. To this order
the expression for Ve−ph(ips) has the form
Ve−ph(ips) = V
H(ips) +V
F (ips), (3.3)
VHαβ(ips) = T
∑
ipm
Dγγ′(0)M
γ
αβgα′β′(ipm)M
γ′
β′α′ , (3.4)
VFαβ(ips) = −T
∑
ipm
Dγγ′(ips − ipm)Mγαα′gα′β′(ipm)Mγ
′
β′β , (3.5)
where VH(ips) and V
F (ips) are Hartree and Fock contributions to the effective
potential respectively.
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For the configurational averaging to be carried out we introduce T -matrix. In
the usual manner one has20,37
T(ips) = (V(ips)−Σ(ips)) + (V(ips)−Σ(ips))G(ips)T(ips), (3.6)
T(ips) = (V(ips)−Σ(ips)) +T(ips)G(ips) (V(ips)−Σ(ips)) , (3.7)
where
V(ips) = V
e +Ve−ph(ips), (3.8)
Ve is random contribution to Hamiltonian (2.2), depending on disorder configura-
tion, and
g(ips) = G(ips) +G(ips)T(ips)G(ips), (3.9)
< g(ips) > = G(ips) +G(ips) < T(ips) >G(ips), (3.10)
G(ips) = G0(ips) +G0(ips)Σ(ips)G(ips). (3.11)
Here < . . . > stands for configurational averaging with particular probability dis-
tribution and G0(ips) is completely determined by non-random part of H (2.2).
For self-consistency Σ(ips) is fixed by the condition
< T(ips) >= 0, (3.12)
and, hence, from (3.9,3.10) and (3.12) it follows
< g(ips) >=G(ips). (3.13)
To carry out configurational averaging we must use two apparently different
schemes of averaging: one for the alloy part of the problem and another for the
effective scattering owing to EPI (the latter scheme is reminiscent of Virtual Crystal
Approximation (VCA) for ordinary “alloy” problems). To this end we decompose
Σ(ips) according to natural partitioning of V(ips) into two parts owing to disorder
scattering and EPI respectively
Σ(ips) = Σ
e(ips) +Σ
e−ph(ips), (3.14)
and then rewrite Eqs. (3.6,3.7) for T -matrix in the following form
T(ips) = T1(ips) +T2(ips), (3.15)
T1(ips) = V1(ips) +V1(ips)G(ips)T(ips), (3.16)
T2(ips) = V2(ips) +V2(ips)G(ips)T(ips), (3.17)
where
V1(ips) = V
e −Σe(ips), (3.18)
V2(ips) = V
e−ph(ips)−Σe−ph(ips). (3.19)
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After introducing partial T -matrices Te and Te−ph by
Te(ips) = V1(ips) +V1(ips)G(ips)T
e(ips), (3.20)
Te−ph(ips) = V2(ips) +V2(ips)G(ips)T
e−ph(ips), (3.21)
equations (3.16,3.17) for T1 and T2 transform as
T1(ips) = T
e(ips) +T
e(ips)G(ips)T2(ips), (3.22)
T2(ips) = T
e−ph(ips) +T
e−ph(ips)G(ips)T1(ips). (3.23)
Bearing in mind the lowest order in EPI let us find the full T -matrix (3.6,3.7,3.15)
up to the first order in V2. In this case Eq. (3.21) becomes
Te−ph(ips) = V2(ips). (3.24)
To this order in V2 the result for the full T –matrix reads
T(ips) = T
e(ips) +V2(ips) +V2(ips)G(ips)T
e(ips)
+Te(ips)G(ips)V2(ips) +T
e(ips)G(ips)V2(ips)G(ips)T
e(ips). (3.25)
Fixing up to now arbitrary quantity Σe(ips) by the condition
< Te(ips) >= 0, (3.26)
we obtain from (3.25) the equation for Σe−ph(ips):
Σe−ph(ips) =< V
e−ph(ips) > +
< Ve−ph(ips)G(ips)T
e(ips) > + < T
e(ips)G(ips)V
e−ph(ips) > +
+ < Te(ips)G(ips)V2(ips)G(ips)T
e(ips) >, (3.27)
where the use was made of Eqs. (3.12,3.19) and (3.26).
Introducing in a standard fashion20,37 full four- and six-leg vertices
Γµµ′;νν′(ips, ipm) = < T
e
µµ′(ips)T
e
νν′(ipm) >, (3.28)
Γαα′;ββ′;γγ′(ips, ipm, ips) = < T
e
αα′(ips)T
e
ββ′(ipm)T
e
γγ′(ips) >, (3.29)
writing down indices (the summation over doubly repeated Greek indices is implic-
itly meant here and in what follows) and then substituting (3.4,3.5) and (3.9,3.10)
into (3.27) we obtain
Σe−phµν (ips) + Γµµ′;ν′ν(ips)(ips)Gµ′α(ips)Σ
e−ph
αβ (ips)Gβν(ips) =
= Σ
(1)
µν (ips) + Σ
(2)
µν (ips), (3.30)
where
Σ(1)µν (ips) = −T
∑
ipm
Dγγ′(ips − ipm)
{
MγµαGαβ(ipm)M
γ′
βν+
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Γµµ′;ββ′(ips, ipm)Gµ′α(ips)M
γ
αα′Gα′β(ipm)Gβ′ν′(ipm)M
γ′
ν′ν+
Mγµµ′Gµ′α(ipm)Gα′β(ipm)M
γ′
ββ′Gβ′ν′(ips)Γαα′;ν′ν(ips, ipm)+
+Γµµ′;ββ′;ν′ν(ips, ipm, ips)×
×Gµ′α(ips)Mγαα′Gα′β(ipm)Gβ′δ(ipm)Mγ
′
δδ′Gδ′ν′(ips)
}
(3.31)
and
Σ(2)µν (ips) = T
∑
ipm
Dγγ′(0)
{
MγβαGαβ(ipm)M
γ′
µν+
Γµµ′;β′β(ips, ipm)Gβα(ipm)M
γ
αα′Gα′β′(ipm)Gµ′ν′(ips)M
γ′
ν′ν+
Mγµµ′Gµ′ν′(ips)Gαβ(ipm)M
γ′
αα′Gβ′α′(ipm)Γν′ν;ββ′(ips, ipm)+
+Γµµ′;ββ′;ν′ν(ips, ipm, ips)×
×Gµ′α(ips)Mγαα′Gα′ν′(ips)Gβ′δ(ipm)Mγ
′
δδ′Gδ′β(ipm)
}
. (3.32)
The equations (3.30–3.32) are essentially a generalization of corresponding equa-
tions of Refs.6,7,10 to the case with EPI–induced superconductive pairing and when
configurational averaging is carried out exactly, and they may be used to discuss
the phenomenon of the superconductivity of alloys on the grounds of certain ap-
proximate solution for Te (3.20) and Σe(ips) (3.26). In particular, for the case
of diagonal alloy disorder the replacing Te with t in (3.30–3.32), where t is the
single-site T –matrix,
t(ips) = (εiτ3 − Σe(ips)) + (εiτ3 − Σe(ips))Gii(ips)t(ips), (3.33)
retaining single-site EPI contributions only and using CPA expression for Σe, one
may obtain the equations of Refs.6,7 with the exception that superconductive pairing
is due to EPI, not BCS interaction.
However we prefer the equations for the self-energy Σ(ips) in the form, which
does not rely upon T –matrix and gives a possibility to analyze arbitrary conserving
single-site approximation forΣ(ips) within an unified scheme. Therefore we rederive
the expressions (2.41–2.43) for Σe−ph(ips) from (3.30–3.32) to demonstrate that the
two expressions are in fact equivalent in the case of exact configurational averaging.
In a standard way, the irreducible disorder four-leg vertex, U4, is introduced by
the Bethe-Salpeter equation20,37
Γµµ′ ;ν′ν(ips, ipm) = Uµµ′;ν′ν(ips, ipm)
+Uµα;βν(ips, ipm)Gαα′ (ips)Gβ′β(ipm)Γα′µ′;nu′β′(ips, ipm) (3.34)
(note the inverse order of introducing of full and irreducible vertices in this and
in the previous Sections). Multiplying (3.30) by the combination GU4G (where
indices must be identified explicitly) we can express < TeGΣe−phGTe > in the
left-hand side of (3.30) through U4, Γ4, Γ6 and G. Substituting the result obtained
back into (3.30) and collecting terms we then arrive to the result which reads
Σe−phµν (ips) = Σ
H
µν(ips) + Σ
F
µν(ips), (3.35)
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ΣFµν(ips) = −T
∑
ipm
Dγγ′(ips − ipm)
{
MγµαGαβ(ipm)M
γ′
βν+
Γµµ′ ;ββ′(ips, ipm)Gµ′α(ips)M
γ
αα′Gαβ(ipm)Gβ′ν′(ipm)M
γ′
ν′ν +
Mγµµ′Gµ′α(ipm)Gα′β(ipm)M
γ′
ββ′Gβ′ν′(ips)Γαα′;ν′ν(ipm, ips)+
+Θµµ′;ββ′;ν′ν(ips, ipm, ips)×
×Gµ′α(ips)Mγαα′Gα′β(ipm)Gβ′δ(ipm)Mγ
′
δδ′Gδ′ν′(ips)
}
(3.36)
ΣHµν(ips) = T
∑
ipm
Dγγ′(0)
{
MγβαGαβ(ipm)M
γ′
µν+
Γµµ′;β′β(ips, ipm)Gβα(ipm)M
γ
αα′Gα′β′(ipm)Gµ′ν′(ips)M
γ′
ν′ν+
Mγµµ′Gµ′ν′(ips)Gαβ(ipm)M
γ′
αα′Gβ′α′(ipm)Γν′ν;ββ′(ips, ipm)+
+Θµµ′;ββ′;ν′ν(ips, ipm, ips)×
×Gµ′α(ips)Mγαα′Gα′ν′(ips)Gβ′δ(ipm)Mγ
′
δδ′Gδ′β(ipm)
}
, (3.37)
and
Θµµ′;δξ;ν′ν(ips, ipm, ips) = Γµµ′;δξ;ν′ν(ips, ipm, ips)−
Uµξ;ν′ν(ips, ips)Gξξ′(ips)Γξ′µ′;δδ′(ips, ipm)−
Uµµ′;ξ′ν(ips, ips)Gξξ′ (ips)Γδδ′ ;ν′ξ(ipm, ips)−
Uµξ;κν(ips, ips)Gξξ′(ips)Gκκ′(ips)Γξ′µ′;δδ′;νκ(ips, ipm, ips). (3.38)
Here the expression (3.38) is nothing but a variational derivative ∂Γ of Γ4 (3.28)
with respect to G. Indeed, the variation of the T –matrix (3.20) with respect to G
gives
δTe/δG = −Teδ (Te−1) /δGTe
= −Te
{
δ
(
(Ve −Σe)−1 −G
)
/δG
}
Te
= Te
{
− (Ve −Σe)−1 δΣe/δG (Ve −Σe)−1 + δG/δG
}
Te
= − (1 +TeG) δΣe/δG (1 +GTe) +TeδG/δGTe, (3.39)
and
δGαβ
δGγδ
= δαγδβδ. (3.40)
Introducing
δΣeαβ(ips)
δGγδ(ips)
= Uαγ;δβ(ips, ips), (3.41)
explicitly writing down indices in (3.39) and then substituting (3.39) into the fol-
lowing expression
∂Γµµ′;δδ′;ν′ν(ips, ipm, ips) =<
δT eν′µ′(ips)
δGνµ(ips)
T eδδ′(ipm) >, (3.42)
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one obtains
∂Γµµ′;δξ;ν′ν(ips, ipm, ips) = Γµµ′;δξ;ν′ν(ips, ipm, ips)−
Uµξ;ν′ν(ips, ips)Gξξ′(ips)Γξ′µ′;δδ′(ips, ipm)−
Uµµ′;ξ′ν(ips, ips)Gξξ′ (ips)Γδδ′ ;ν′ξ(ipm, ips)−
Uµξ;κν(ips, ips)Gξξ′(ips)Gκκ′(ips)Γξ′µ′;δδ′;νκ(ips, ipm, ips), (3.43)
where we have used (3.41) and definitions (3.28) and (3.29). The four-leg vertex
(3.41) is completely determined by the Bethe-Salpeter equation and, as shown in
Appendix A, the definition (3.41) is in fact the Ward’s identity.
Comparing Eqs. (3.43) and (3.38) one sees that they coincide with each other
and, consequently, (3.35–3.37) and (2.34–2.36) are identical. In Appendix A we will
demonstrate that Eq.(3.26) determining the self-energy Σe(ips) can be represented
in the form (2.33). Simple repetition of the transformations of the previous Section
(Eqs. (2.34–2.43)) then leads to Eqs. (2.41–2.43). This completes the demonstration
that two sets of equations (2.33,2.41–2.43) and (3.26,3.30–3.32) are equivalent for
the case of exact configurational averaging.
Note that the case of exact configurational averaging we dealt with in this Section
may be considered as an extreme case of conserving approximation in the sense
that Σe[G] coincides with the exact value, and the condition of φ-derivability of the
approximation36
δΣeαβ(ips)
δGγδ(ips)
=
δΣeδγ(ips)
δGβα(ips)
, (3.44)
can be readly verified (see Appendix A). Therefore, as for conserving approxima-
tions, formal results which will be obtained in the rest of the paper are valid for
this case too, and we will not discuss it separately in the following.
Concluding this Section let us stress some important points.
In contrast to Refs.6,7,8,9,10, where site-diagonal contributions to the effective
scattering potential (which come from BCS-like interaction) have been treated on
an equal footing with disorder contributions, that is within the same approximation
(in fact CPA), we rather apply the same Virtual Crystal type averaging procedure
to both site-diagonal and site-off-diagonal EPI contributions to V(ips). The decom-
position of Σ[G,D], Eq. (3.14), and, hence, of the full T –matrix, Eqs. (3.15–3.17),
gives a possibility tocarry out two different averaging procedures. The very con-
tent of the Migdal-Eliashberg theory, based on the addiabaticity theorem,44 dictates
such the way of partitioning the self-energy Σ[G,D] into the parts owing to disorder
scattering and EPI, as well as it dictates the virtual crystal type averaging proce-
dure for the EPI contributions. Then the Eliashberg-type equations acquire the
character of effective field equations with two effective fields Σe[G] and Σe−ph[G,D]
coupled via Dyson’s equation for the one-particle electron Green’s function G.
Suppose for a moment that we have decomposed the full self-energy into, for
example, three parts owing to disorder scattering, site-diagonal and site-off-diagonal
EPI contributions, respectively. Then, if we use CPA-like, or even exact, averaging
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scheme for site-diagonal EPI contributions, this will give results which are formally
beyond the accuracy of the Migdal-Eliashberg theory as they contain, besides the
lowest order contribution, higher order EPI contributions to Σe−ph[G,D].
Another important feature is that the decomposition (3.8) ofV(ips) and Σ[G,D],
Eq. (3.14), is the only possible for both the Ward’s identity (3.41) and φ-derivability
criterion (3.44) for Σe[G] to hold. Rather different approaches of this Section and
of Section 2 are then in tight analogy with each other: the form of the equations are
the same and detailed structure of underlying quantities may be established using
the connections between disorder vertices and the T –matrix.
4. Ward’s Identities and the Anderson’s Theorem
As a first application of the approach being developed in this paper we consider the
so-called Anderson’s theorem which concerns the influence of nonmagnetic disorder
on the superconductive transition temperature Tc.
This theorem1,2,4 was established within BCS model and Virtual Crystal Ap-
proximation (VCA) for dilute nonmagnetic impurities3 and for concentrated non-
magnetic impurities taken into account within Coherent Potential Approximation
(CPA).48 For the latter case the theorem was discussed on more general grounds.7
For isotropic superconductor where pairing owing to EPI is primarily of s-
character there is a standard consideration in the literature4 of how dilute non-
magnetic impurities (essentially the case of weak alloy disordering) influence Tc.
For the case where disorder scattering strength is arbitrary, which was treated
by using Average T -matrix Approximation (the concentration of the impurities is
small none the less), and in the absence of EPI renormalizations this question was
discussed in connection with one-particle state density variations near the Fermi
energy.49 It was demonstrated that, while usual cancellation of anomalous disorder-
scattering contributions holds in the equation for the gap function, the asymmetry
of the normal-phase one-particle state density near the chemical potential leads
to non-zero (in fact, non-constant) spectral shifts. In this case, equations for the
gap function and for the spectral weight renormalization function Z(ips) no longer
decouple which results in the disorder contributions to the gap function via explicit
dependence of the corresponding equation on Z(ips). Then, as was concluded,
49 in
the presence of any structure of the density of states (DOS) near the Fermi level, the
Anderson’s theorem breaks down, which seems to be in contrast with the situation
for the BCS model. This point needs further clarification.
Further we shall see that the account of the Fermi-surface energy dependence
and its electron-hole symmetry is not directly related to the Anderson’s theorem.
It is strong k–dependence of the superconducting order parameter (∆k(ips) is not
constant over the Fermi surface) only which may lead to the suppression of super-
conductivity by non-magnetic impurities in the case of weak disorder. However from
the poit of view of the standard considerations4 this situation does not correspond
to s-pairing (basis function in the expansion in partial waves for an anisotropic
Fermi surface is unity for s-channel!). So, the term “s-pairing” will be understand
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hereafter as follows: the gap function ∆k has the same point symmetry as the
“bare”electronic spectrum ǫk, that is ∆k = ∆(ǫk). One may expect that this holds
true for all conventional superconductors.
Within the Bogolyubov’s formulation of the BCS-like model, that is for the
model with disorder-independent attractive four-fermionic interaction which is al-
most of infinite range and has a separable kernel, and after adding disorder-de-
pendent two-fermionic contributions, the Anderson’s theorem may be understand
basing on qualitative considerations. It states that the expression for Tc has usual
BCS form with the normal state one-particle spectral density renormalized by the
disorder, replacing bare one. Indeed, by analogy with the case where diorder is
absent,50 one can construct an approximate Hamiltonian of effective-field type,
which gives asymptotically exact (in the thermodynamical limit) solutions for the
thermodynamical quantities and for correlation functions as well. For fixed disorder
configuration the effective field (in fact, the superconductive gap) which enters the
approximate Hamiltonian, is spatially homogeneous and can be determined through
the self-consistency conditions containing anomalous averages of fermionic operators
forming Cooper pairs in this disorder configuration. The anomalous averages are
then expressed in terms of the one-particle spectral density which is non-negative
and is the same for both spin-up and spin-down electron states because, as was
pointed out by Anderson, the states of electrons forming Cooper pair are time-
reversal images of each other. Hence, the effective field may depend on disorder
via the corresponding dependence of the spectral density, but the “disorder” fluc-
tuations of the effective field are strongly suppressed in the thermodynamical limit
because of infinite range of the interaction, so that the effective field can be safely
replaced by its configurationally averaged value in the self-consistency equation.
Residual disorder averaging touches only the spectral density; the self-consistency
equations become similar to those of usual BCS theory; however they contain the
renormalized spectral density instead of bare one. The statement of the Anderson’s
theorem then follows. Note, that for this particular model the conclusion takes
place irrespectively of the strength and type of quenched substitutional disorder
and also of whether renormalized and/or bare state densities possess any structure.
The situation for the model (2.1) is somewhat different. In this case effective
EPI-induced electron-electron interaction is rather of short or intermediate range
than of (infinitely) long range, “disorder” fluctuations of the electron-phonon part
of the self-energy are not small in general and lead to renormalizations of “bare”
EPI vertices. But if one neglects completely these renormalizations the statement
may be established which is quite analogous to the Anderson’s theorem for the
BCS-like model.
In this Section we demonstrate that, for superconductive alloy with isotropic
s-type pairing owing to EPI and for arbitrary conserving approximation for the
disorder self-energy Σe[G], quenched substitutional disorder influences supercon-
ductive transition temperature Tc only through normal-state one-particle spectral
density renormalized by all the interactions in the system, provided disorder does
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not change “bare” EPI vertices. Surely, this makes the theorem to be rather a for-
mal statement because the effects of EPI-vertex renormalizations, as we will see, are
not small except for the case of weak alloy disordering (dilute alloys). Note, also, the
Anderson’s theorem is not a statement of mathematical regour but holds to certain
approximations usually accepted in conventional theory of superconductivity.
The most general form for spatial Fourier transforms of Σe(ips) and Σ
e−ph(ips)
is4,5
Σek(ips) = ips[1− γk(ips)]τ0 + χ
e
k(ips)τ3 + φ
e
k(ips)τ1, (4.1)
Σe−ph
k
(ips) = ipsγk(ips)[1− Zk(ips)]τ0 + χe−phk (ips)τ3 + φ
e−ph
k
(ips)τ1, (4.2)
where only τ1 contribution to the anomalous part is retained (in the absence of
external magnetic fields we can always make τ2-contributions vanish by suitable
gauge fixing because usual gauge invariance under phase transformations is pre-
served within φ-derivable approximations) and
γk(ips) = 1−
Σe
k↑
(ips)− Σe−k↓(−ips)
2ips
. (4.3)
The representation (4.2) for Σe−ph
k
(ips) differs from the standard one
4 in that the
disorder contribution have been picked out explicitly into the factor γk(ips) (which
is nothing but the disorder self-energy correction).
Fig. 7. Standard contribution to the normal electron-phonon self-energy without disorder renor-
malizations.
Fig. 8. Full contribution to the anomalous self-energy. Dashed circle represents the anomalous self-
energy; dashed square, the irreducible disorder four-leg vertex. All the other graphical elements
are the same as before.
Linearized Eliashberg-type equations without disorder renormalization of EPI
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read (see Figs. 7 and 8 for the normal and anomalous contributions to the self-
energy)
ipsγk(ips)
[
1− Zk(ips)
]
= −Tc
∑
q,ipm
λkq(ips − ipm)Ψq(ipm)ipsγq(ipm)Zq(ipm),
(4.4)
χe−ph
k
(ips) = −Tc
∑
q,ipm
λkq(ips − ipm)Ψq(ipm)εq(ipm), (4.5)
φk(ips) = Tc
∑
q,ipm
λkq(ips − ipm)Ψq(ipm)φq(ipm)+
+
∑
q
U↑↓
kq
(ips)Ψq(ips)φq(ips), (4.6)
where
φk(ips) = φ
e
k(ips) + φ
e−ph
k
(ips) (4.7)
is the full anomalous contribution to Σk(ips), U
↑↓
kq
(ips) is proper irreducible four-leg
vertex related to anomalous contribution to Σe(ips), and
Ψk(ips) =
[(
psγk(ips)Zk(ips)
)2
+
(
εk(ips)
)2]−1
, (4.8)
εk(ips) = tk + χ
e
k(ips) + χ
e−ph
k
(ips), (4.9)
with tk being bare electron dispersion defined by non-random part of H
e, Eqs.(2.2,
2.8). Quantities γe
k
(ips) and χ
e
k
(ips) describe disorder scattering and satisfy formal
equation:
ips[1− γk(ips)]τ0 + χek(ips)τ3 =
δW e[G]
δGk(ips)
∣∣∣∣
T=Tc
(4.10)
Explicit form of this equation depends on the approximation used for W e[G] or
Σe[G] and is not important for further consideration. Note that we have also in-
cluded Hartree contributions to the renormalization of the chemical potential.
At last, the expression for λkq(iωn) reads
λkq(iωn) =
∫ ∞
0
dΩα2Fkq(Ω)
Ω
ω2n +Ω
2
. (4.11)
Here α2Fkq(Ω) coincides with the usual Eliashberg function up to a factor of di-
mension energy and has the form
α2Fkq(Ω) =
∑
s
∣∣∣M (s)
kq
∣∣∣2{− 1
π
ImD
(s)
k−q
(Ω + i0)
}
. (4.12)
Setting in (A.10) of Appendix A
G′ = Gij,↑(ips), G = Gji,↓(−ips), (4.13)
Σ′ = Σeij↑(ips), Σ = Σ
e
ji↓(−ips), (4.14)
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where all quantities are taken in the normal state, and Fourier transforming one
then obtains
Σek↑(ips)− Σ
e
−k↓(−ips) =
∑
q
U↑↓
kq
(ips)
(
Gq↑(ips)−G−q↓(−ips)
)
, (4.15)
or, with account of the definition (4.3) for γk(ips),
γk(ips) = 1 +
∑
q
U↑↓
kq
(ips)Ψq(ips)Zq(ips)γq(ips), (4.16)
where the use was made of Eqs. (4.1,4.2,4.8,4.9) and of the expression
G−1
kσ
= ips − tk − Σekσ(ips)− Σ
e−ph
kσ
(ips), (4.17)
and it is essential that the irreducible four-leg vertices which enter Eqs. (4.6) and
(4.16) are the same.
Introducing in a standard fashion normal-state one-particle spectral density
Akσ(ǫ) = −
1
π
ImGkσ(ǫ+ i0) (4.18)
and noting that
Ak↑(ǫ) = A−k↓(ǫ) (4.19)
(this is, in fact, a consequence of time reversal symmetry of the problem), we can
write
γk(ips)Zk(ips)Ψk(ips) = Ψk(ips), (4.20)
Ψk(ips) =
∫
dǫ
Ak(ǫ)
p2s + ǫ
2
(4.21)
and
Y k(ips) = εk(ips)Ψk(ips) =
∫
dǫ
ǫAk(ǫ)
p2s + ǫ
2
. (4.22)
Here we fix the zero of the energy self-consistently at the true chemical potential.
The system of the equations (4.4–4.6) then reads
ipsγk(ips)
[
1− Zk(ips)
]
= −Tc
∑
q,ipm
λkq(ips − ipm)Ψq(ipm)ips, (4.23)
χe−ph
k
(ips) = −Tc
∑
q,ipm
λkq(ips − ipm)Y k(ips) (4.24)
and
γk(ips)Zk(ips)∆k(ips) = Tc
∑
q,ipm
λkq(ips − ipm)Ψq(ipm)∆q(ipm)+
+
∑
q
U↑↓
kq
(ips)Ψq(ips)Zq(ips)γq(ips)∆q(ips), (4.25)
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where
∆k(ips) =
φk(ips)
Zk(ips)γk(ips)
(4.26)
is, as usual, the gap function.
Solving (4.23) for Zk(ips):
Zk(ips) = 1 +
1
ips
γk(ips)Tc
∑
q,ipm
λkq(ips − ipm)Ψq(ipm)ipm (4.27)
and inserting the result into (4.25) we rewrite the equation for ∆k(ips) in the form∑
q
Qkq(ips)γq(ips)∆q(ips) = Tc
∑
q,ipm
λkq(ips − ipm)Ψq(ipm)∆q(ipm)−
−∆k(ips)
ips
Tc
∑
q,ipm
λkq(ips − ipm)Ψq(ipm)ipm, (4.28)
where
Qkq(ips) = δkq(ips)− U↑↓kq(ips)Zq(ips)Ψq(ips) (4.29)
and up to now no approximations has been made.
Usual way to proceed further is to introduce harmonics which constitute or-
thogonal and full set at some “bare” Fermi surface, that is so called Fermi surface
harmonics. We have4,51∑
k
FJ (k)FJ′ (k)δ(ǫ − ε∗k) = N0(ǫ)δJJ′ , (4.30)
N0(ǫ) =
∑
k
δ(ǫ− ε∗k). (4.31)
The expansion over Fermi surface harmonics for various k-dependent quantities
reads
Ck =
∑
J
∫
dǫδ(ǫ− ε∗k)FJ (k)CJ (ǫ), (4.32)
Kkq =
∑
JJ′
∫
dǫdǫ′δ(ǫ− ε∗k)δ(ǫ
′ − ε∗q)FJ (k)FJ′ (q)KJJ′ (ǫǫ′), (4.33)
Kkq =
∑
J
∫
dǫδ(ǫ− ε∗k)FJ (k)KJ,q(ǫ), (4.34)
AkBk =
∑
J
∫
dǫδ(ǫ − ε∗k)FJ (k)
∑
LL′
CJLL′AL(ǫ)BL′(ǫ), (4.35)
∑
k
AkBk =
∫
dǫN0(ǫ)
∑
L
AL(ǫ)BL(ǫ), (4.36)
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where coefficients CJLL′ , being Clebsch-Gordan coefficients for the harmonics, obey
the property
C0LL′ = CL0L′ = CLL′0 = δLL′ , (4.37)
ε∗
k
is “bare” dispersion and we choose ε∗
k
= tk, and tk is bare electron dispersion
defined by nonrandom part of He, Eq. (2.2).
With the use of (4.30–4.36) the equation (4.28) can be represented as
∑
J′
∫
dǫ′N0(ǫ
′)QJJ′(ǫǫ
′; ips)
∑
LL′
CJ′LL′ΨL(ǫ
′; ips)∆L′(ǫ
′; ips) =
= Tc
∑
ipm
∑
J′
∫
dǫ′N0(ǫ
′)λJJ′ (ǫǫ
′; ips − ipm)×
×
∑
LL′
CJ′LL′ΨL(ǫ
′; ipm)∆L′(ǫ
′; ipm)− Tc
∑
LL′
CJLL′
∆L(ǫ; ips)
ips
×
×
∑
J′
∫
dǫ′N0(ǫ
′)λJ′L′(ǫǫ
′; ips − ipm)ΨL(ǫ′; ipm)ipm (4.38)
Since s-type pairing dominates for the case of isotropic superconductor and, more-
over, ∆L(ǫ; ips) is almost independent of ǫ in a narrow energy region |ǫ| < ωD the
following approximation takes place
∆L(ǫ; ips) −→ ∆0(ǫ∗; ips) = ∆(ips). (4.39)
After substituting (4.39) into (4.38) and using (4.37) we get
∑
q
Q0,q(ǫ
∗; ips)γq(ips)∆(ips) = Tc
∑
q,ipm
λ0,q(ǫ
∗; ips − ipm)Ψq(ipm)∆(ipm)−
−∆(ips)
ips
Tc
∑
q,ipm
λ0,q(ǫ
∗; ips − ipm)Ψq(ipm)ipm (4.40)
The Ward’s identity (4.16) can be rewritten as
∑
q
Qkq(ips)γq(ips) = 1, (4.41)
where Qkq(ips) is defined by (4.29). After carrying out expansion over Fermi
surface harmonics, the expression (4.41) becomes
∑
q
QJ,q(ǫ, ips)γq(ips) = δJ0, (4.42)
and thus ∑
q
Q0,q(ǫ, ips)γq(ips) = 1. (4.43)
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The use of (4.43) in the left-hand side of (4.40) immediately yields
∆(ips)

1 + 1ipsTc
∑
q,ipm
λ0,q(ǫ
∗; ips − ipm)Ψq(ipm)ipm

 =
= Tc
∑
q,ipm
λ0,q(ǫ
∗; ips − ipm)Ψq(ipm)∆(ipm). (4.44)
This final expression clearly shows that disorder contributions enter the gap-
function equation only through Ψk(ips) and, thus, through renormalized normal-
state one-particle spectral density Ak(ǫ) (Eq. (4.18)). Disorder contributions to
anomalous part of the self-energy cancel the factor γk(ips) in the left hand side of
(4.23) owing to exact Ward’s identity (4.16) and we may conclude that it is a type
of Ward’s cancellations which leads to the Anderson’s theorem.
5. Reduced Equations for the Isotropic superconductor. The Abrikosov’s
Identity
In this section we will derive a set of linearized Eliashberg-type equations within
isotropic approximation for the gap function ∆k(ips), that is for the case where
k-dependence of ∆k(ips) is rather weak and may be completely neglected in the
narrow energy interval ±ωD near the true chemical potential. Analogously to the
case where disorder contributions to EPI matrix elements have been neglected, we
will demonstrate that, owing to exact Ward’s identity, anomalous contributions to
the self-energy, which come from disorder scattering, may be eliminated from the
full equation for the gap function.
With the use of (4.1–4.3) linearized Eliashberg-type equations can be formally
written as
ipsγk(ips)[1 − Zk(ips)] = −Tc
∑
q,ipm
L
(z)
kq
(ips, ipm), (5.1)
χe−ph
k
(ips) = −Tc
∑
q,ipm
L
(χ)
kq
(ips, ipm), (5.2)
φk(ips) = Tc
∑
q,ipm
L
(1)
kq
(ips, ipm)Ψq(ipm)φq(ipm)+
+Tc
∑
q,ipm
L
(2)
kq
(ips, ipm)Ψq(ips)φq(ips) +
∑
q
U↑↓
kq
(ips)Ψq(ips)φq(ips), (5.3)
where we have denoted contributions to Zk(ips) and χk(ips) as L
(z)
kq
(ips, ipm) and
L
(χ)
kq
(ips, ipm) in Eqs. (5.1) and (5.2) respectively. Analogously, in (5.3) L
(1)
kq
(ips, ipm)
means the contributions where anomalous part φk(ips) is summed over both quasi-
momentum q and frequency ipm , and L
(2)
kq
(ips, ipm), the contributions which con-
tain φk(ips) summed over the quasimomentum only. Note, bytheway, that while
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both Hartree- and Fock-type diagrams contribute to L
(2)
kq
(ips, ipm), only Fock-type
diagrams give non-zero contribution to L
(1)
kq
(ips, ipm). The last term in (5.3) is
anomalous disorder scattering contribution to φk(ips), and we have also explicitly
written down sums over internal quasimomentum and frequency.
Making use of Eq. (4.19) we can express (5.3) in terms of the one-particle spectral
density. A little manipulation yields
Zk(ips)γk(ips)∆k(ips) = Tc
∑
q,ipm
L
(1)
kq
(ips, ipm)Ψq(ipm)∆q(ipm)+
+Tc
∑
q,ipm
L
(2)
kq
(ips, ipm)Ψq(ips)∆q(ips) +
∑
q
U↑↓
kq
(ips)Ψq(ips)∆q(ips), (5.4)
and
γk(ips) =
∑
q
U↑↓
kq
(ips)Ψq(ips). (5.5)
Again, the gap function ∆k(ips) has been introduced, see Eq. (4.26).
Formal solution to the equation (5.1) for Zk(ips) has the form
Zk(ips) = 1 +
1
ipsγk(ips)
Tc
∑
q,ipm
L
(z)
kq
(ips, ipm). (5.6)
The substitution of (5.6) and (4.16) into (5.4) gives
∆k(ips)

1 + 1ips Tc
∑
q,ipm
L
(z)
kq
(ips, ipm)

+
+∆k(ips)
∑
q
U↑↓
kq
(ips)Ψq(ips) =
= Tc
∑
q,ipm
{
L
(1)
kq
(ips, ipm)Ψq(ipm)∆q(ipm)+
+L
(2)
kq
(ips, ipm)Ψq(ips)∆q(ips)
}
+
∑
q
U↑↓
kq
(ips)Ψq(ips)∆q(ips) (5.7)
and, after expanding over Fermi surface harmonics (4.30) and using (4.32–4.36),
one obtains
∑
LL′
∆L(ǫ; ips)

δLJ + CJLL′ 1ips Tc
∑
q,ipm
L
(z)
L′,q(ǫ; ips, ipm)

+
+
∑
LL′
CJLL′∆L(ǫ; ips)
∑
q
U↑↓L′,q(ǫ; ips)Ψq(ips) =
= Tc
∑
ipm
∑
J′
∑
LL′
∫
dǫ′N0(ǫ
′)CJ′LL′×
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×
{
L
(1)
JJ′(ǫǫ
′; ips, ipm)ΨL(ǫ
′; ipm)∆L′(ǫ
′; ipm)+
+L
(2)
JJ′(ǫǫ
′; ips, ipm)ΨL(ǫ
′; ips)∆L′(ǫ
′; ips)
}
+
+
∑
J′
∑
LL′
∫
dǫ′N0(ǫ
′)CJ′LL′U
↑↓
JJ′(ǫǫ
′ips)ΨL(ǫ
′; ips)∆L′(ǫ
′; ips). (5.8)
As in the previous section, a weak dependence of ∆J (ǫ; ips) on ǫ within the region
|ǫ| ≤ ωD near EF is supposed and we assume that the pairing is mainly of s-type,
that is the harmonics with J = 0 give dominant contribution into (5.8). Substituting
(4.39) into (5.8) and recalling (4.32–4.36) we then have
∆(ips)

1 + 1ipsTc
∑
q,ipm
L
(z)
0,q(ǫ
∗; ips, ipm)

 =
= Tc
∑
q,ipm
{
L
(1)
0,q(ǫ
∗; ips, ipm)Ψq(ipm)∆(ipm)+
+L
(2)
0,q(ǫ
∗; ips, ipm)Ψq(ips)∆(ips)
}
, (5.9)
and this equation does not contain anomalous contribution due to disorder scatter-
ing explicitly.
If we introduce an auxiliary quantity Σ˜(ips) by the expression
Σ˜(ips) = ips[1− Z˜(ips)]τ0 + χ(ips)τ3 + Z˜(ips)∆(ips)τ1, (5.10)
we then can write for the isotropic superconductor the following set of linearized
Eliashberg-type equations
ips[1− Z˜(ips)] = −Tc
∑
q,ipm
L
(z)
0,q(ips, ipm), (5.11)
χ(ips) = −Tc
∑
q,ipm
L
(χ)
0,q(ips, ipm), (5.12)
Z˜(ips)∆(ips) = Tc
∑
q,ipm
L
(1)
0,q(ǫ
∗; ips, ipm)Ψq(ipm)∆(ipm)+
+Tc
∑
q,ipm
L
(2)
0,q(ǫ
∗; ips, ipm)Ψq(ips)∆(ips). (5.13)
Being considered as equations on auxiliary self-energy Σ˜(ips) these equations may by
depicted in a form formally coinciding with that shown in Figs. 5 and 6, except that
picking out of isotropic contributions is meant implicitly. We see that the anomalous
disorder-scattering contribution to the self-energy can be eliminated owing to the
Ward’s identity for the disorder part of the self-energy similarly to the case studied
in the previous Section and the remaining explicite dependence on disorder is due to
renormalized EPI vertices involved in the equation for auxiliary self-energy Σ˜(ips).
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The fact of the Ward’s cancellations of anomalous contributions coming from
disorder scattering and disorder self-energy contributions to the gap function man-
ifests itself also in the so-called Abrikosov’s identity.48 To establish this identity, we
consider the linearized φe
k
(ips) contribution,
φek(ips) =
∑
q
U↑↓
kq
(ips)Ψq(ips)Zq(ips)γq(ips)∆q(ips), (5.14)
to the function φk(ips). Bearing in mind isotropic s-type pairing and making use
of the expansion over harmonics (4.30) one obtains
φek(ips) =
∑
q
U↑↓
kq
(ips)Ψq(ips)Zq(ips)γq(ips)∆(ips), (5.15)
where we have retained a residual k-dependence of the irreducible four-leg vertex.
Recalling (4.16) we have
φe
k
(ips)
∆(ips)
= γk(ips)− 1. (5.16)
Substituting in this expression the definition (4.3) for γk(ips) and using the time
reversal symmetry we arrive at the Abrikosov’s identity
φe
k
(ips)
∆(ips)
= − i ImΣk(ips)
ips
(5.17)
in the form proposed by Lustfield,48 so that this identity is not specific for BCS-like
models but holds also for the case where pairing is due to EPI and irrespectively of
the strength and type of quenched substitutional disorder.
6. Qualitative Analysis of the Reduced Isotropic Equations
General formal equations (2.33,2.41–2.43) from which one may obtain the explicit
expression for the superconductive transition temperature Tc, are too cumbersome
to work with directly. However, if certain approximations are made when calculat-
ing isotropic contributions to Σ˜(ips), qualitative analysis of the reduced equations
(5.11–5.13) becomes possible. Confining ourselves hereafter by the binary alloy
model (2.3) introduced in Section 2 we present here general formulas for Tc in the
case of weak and intermediate EPI coupling and for the renormalization of the EPI
vertices by disorder scattering.
To pick out isotropic contributions to Σ˜(ips), let us consider terms of order
M of the self-consistent perturbational series in V contributing to Σ(ips). The
isotropic part resulting from a particular M ’th-order diagram can be represented
in terms of the functions GJ(ǫ; ips) and λJJ′(ǫǫ
′; iωn) which are the coefficients of
the expansions over Fermi surface harmonics of the one-particle Green’s function
Gk(ips) and of the function λkq(iωn) (defined by (4.11)) respectively.
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There arise also combinations of the form
N−10 (ǫ)
∑
k,p,q
FJ1(k)FJ2(p)FJ3 (q)FJ3(k− p+ q)
δ(ǫ − tk)δ(ǫ1 − tp)δ(ǫ2 − tq)δ(ǫ3 − tk−p+q) (6.1)
and the like containing more complex combinations of δ-functions and Fermi surface
harmonics FJ (k). Quite convincing check of the statement made is to write down
the expression for the isotropic part of Σ˜(ips) within simplest alloy approximation,
that is VCA, but corresponding details are mainly of auxiliary character and we do
not present them here.
Our further approximations are formulated as follows.
Firstly, we suppose that approximation adopted for Σe
k
(ips) is such as not to
disturb drastically the k-dependence of Gk(ips) comparatively with that of the
bare one-particle Green’s function, at least for the narrow energy region |ǫ| < ωD
near EF , what implies that Σk(ips) is almost k-independent in this region. This
holds exactly for all energies within arbitrary single-site approximation to Σe
k
(ips)
and approximately for Σe−ph
k
(ips), to a good extent however. More exactly, we
may suppose that Σe
k
(ips) ≈ Σ(tk; ips), with tk being “bare” electron spectrum,
and in particular we may have Σe
k
(ips) = Σ(ips) within an arbitrary single-site
approximation. It is also assumed that dominant contribution to λJJ′ (ǫǫ
′; iωn)
results from harmonics with J = J ′ = 0. Hence, we have the following substitutions:
GJ (ǫ; ips) → G0(ǫ; ips)δJ0, (6.2)
λJJ′(ǫǫ
′; iωm) → λ00(ǫǫ′; iωm)δJ0δJ′0. (6.3)
In this situation combination (6.1) simplifies
N−10 (ǫ)
∑
k,p,q
δ(ǫ − tk)δ(ǫ1 − tp)δ(ǫ2 − tq)δ(ǫ3 − tk−p+q), (6.4)
and so do the like.
Secondly, the dependence of λ00(ǫǫ
′; iωn) on ǫ and ǫ
′ is supposed to be sufficiently
weak in the region |ǫ|, |ǫ′| < ωD and therefore may be completely neglected. This
leads to the replacement
λ00(ǫǫ
′; iωm)→ λ00(ǫ∗ǫ∗; iωm) = λ(iωm), (6.5)
where ǫ∗ is some point within the energy interval specified.
Thirdly, we decouple expressions of the type (6.4) and the like in a simple manner
N−10 (ǫ)
∑
k,p,q
δ(ǫ− tk)δ(ǫ1 − tp)δ(ǫ2 − tq)δ(ǫ3 − tk−p+q)→
N−10 (ǫ)
∑
k,p,q
δ(ǫ− tk)δ(ǫ1 − tp)δ(ǫ2 − tq)


∑
p′
δ(ǫ3 − tk+q−p′)


= N0(ǫ1)N0(ǫ2)N0(ǫ3). (6.6)
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In these approximations one-particle Green’s function enters the analytical expres-
sions for diagrams in the combination∫
dǫN0(ǫ)G0(ǫ; ips) =
∑
k
Gk(ips) =
1
N
∑
i
Gii(ips) = G(ips) (6.7)
where the use was made of (4.30–4.36). What happens when accepting these sim-
plifications is that the vertices become purely local quantities. They contain only
site-diagonal contributions, so that these approximations may be justified for the
case where site-off-diagonal contributions carrying all remaining k-dependence of
the vertices are not important. The latter holds true, in particular, when the lo-
calization of electrons by disorder is absent or at least weak for the energies within
the energy interval of interest.
In any respect, these simplifications are fully transparent for single-site approxi-
mations to the alloy self-energy where all irreducible vertices are purely local quan-
tities and as for more complex non-single-site approximations we suppose the va-
lidity of them, of course with the remarks above in mind. Note also, that the
other way of introducing the approximations proposed is to use the limit of infinite
spartial dimensionality d = ∞,52,53,54 which has become very popular last time
when discussing problems of the theory of strongly correlated systems.29,30,31,32,33
The problem of the renormalization of EPI by disorder may then be formulated
in terms of the Holstein model55 in the limit d = ∞56 and with the disorder con-
tributions added. This problem apeares to be a single-site problem52,53,54 and the
k-dependence of both the self-energy and the vertex corrections is absent from the
very begining.
And at last fourthly, the expression (6.7) can be represented as
G(ips) = −
∑
k
∫
dǫ
Ak(ǫ)
p2s + ǫ
2
{ipsτ0 + ǫτ3 +∆(ips)τ1}
= −
∫
dǫ
N(ǫ)
p2s + ǫ
2
{ipsτ0 + ǫτ3 +∆(ips)τ1} (6.8)
where we have expanded G(ips) up to the first order in ∆(ips) bearing in mind
equation for Tc and introduced renormalized one-particle state density
N(ǫ) =
∑
k
Ak(ǫ) (6.9)
and Ak(ǫ) is defined by (4.18,4.19). Choosing then EF = 0 and assuming weak
dependence of N(ǫ) on ǫ in the interval |ǫ| < ωD we can write
G(ips) = −iπN(0)Sign(ps)τ0 − ∆(ips)|ps| πN(0)τ1. (6.10)
It is this simple frequency dependence of normal part of G(ips) which enables, along
with approximations (6.2–6.6), to analyze qualitatively the equations (5.11–5.13).
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Key idea of such analysis is this. After using approximations (6.2–6.6) and (6.10),
decoupling of dependence on frequency and disorder potential V and concentration c
proves to be possible order by order in the perturbational expansion. The equations
(5.11–5.13) can then be represented as
Tc
∑
ipm
∑
αβ
fαβ(c, πN(0)V )πN(0)λ(ips − ipm)ζα(ips)ζβ(ipm), (6.11)
where ips-dependence of ζα(ips) is known and ζα(ips) possesses one of the following
simple forms
1, Sign(ps),
Sign(ps)
|ps| ,
∆(ips)
|ps| , (6.12)
and the factors fαβ(c, πN(0)V ) in (6.11) are wholly determined by the approxima-
tion used to calculate Σe(ips), and α, β = 1, . . . , 4.
We consider this possibility in detail for Fock contributions to the self-energy
first.
Characterize diagrams of order M by three numbers N , L, Q, with N , L and Q
being the numbers of successive disorder scattering processes before, between and
after two successive EPI processes respectively (as we shall see shortly only a parity
of N , L and Q is of importance). Obviously, the number of full electron lines in the
M ’th-order diagram equals M + 1, the number of τ3 Pauli matrices is M + 2 and
N +L+Q =M . We also refer to the subset of graphs with triple NLQ fixed as to
NLQ-family.
N L Q
Fig. 9. General structure of the Fock-type diagram. Scheme of NLQ-partitioning. Broken line
represents a single-site scattering potential; the oval, the quantity B
(D)
NLQ
(c). For meaning of the
other elements see previous Figures.
Within the approximations (6.2–6.6) and (6.10) the contribution of M ’th-order
self-energy diagram reads (see Fig. 9)
B
(D)
NLQV
MTc
∑
ipm
λ(ips − ipm)τ3 (G(ips)τ3)N (G(ipm)τ3)L+1 (G(ips)τ3)Q (6.13)
where B
(D)
NLQ(c) is a product of the renormalized cumulants for the diagram (D)
given.
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To proceed with the calculation of normal part of Σ˜(ips) we note that diagrams
withM being even or odd contribute to Z˜(ips) or χ(ips) respectively. Indeed, graphs
with even (odd) M contain even (odd) number of τ3-matrices, normal contribution
to G(ips) is proportional to unity τ0-matrix (see expression (6.10)), therefore the
contribution of such graphs to Σ˜(ips) is proportional to τ0 (τ3)-matrix.
In turn, we further classify graphs contributing to Z˜(ips) with the parity of N ,
L and Q. There are only four combinations for the decomposition ofM even on N ,
L and Q with definite parities:
eee, oeo, eoo, ooe, (6.14)
and e (o) means even (odd).
Consider for example eee-type contributions. After inserting the normal part of
G(ips), which has the form −iπN(0)Sign(ps), general expression (6.13) reduces to
B
(D)
NLQ(c) (−iV )M πTc
∑
ips
λ˜(ips − ipm)τM+23 SignN+Q(ps)SignL+1(pm), (6.15)
where
V˜ = πN(0)V, λ˜(iωn) = N(0)λ(iωn). (6.16)
Then, for eee-type contribution one has
− iB(D)NLQ(c)
(
−iV˜
)M
πTc
∑
ips
λ˜(ips − ipm)Sign(pm). (6.17)
Analogously, for other parity combinations, we have
−iB(D)NLQ(c)
(
−iV˜M
)
πTc
∑
ips
λ˜(ips − ipm)Sign(pm), (oeo) (6.18)
−iB(D)NLQ(c)
(
−iV˜M
)
πTc
∑
ips
λ˜(ips − ipm)Sign(pm), (eoo, ooe) (6.19)
and, as we see, the precise form of frequency dependence for the expressions under
sums is completely determined by the parity of the numbers N , L and Q.
Putting everything together over all orders in V we then have the contribution
of the Fock diargams to the equation on Z˜(ips) of the following form
−i
{
feee(c, V˜ ) + foeo(c, V˜ )
}
πTc
∑
ipm
λ˜(ips − ipm)Sign(ipm)−
−i
{
feoo(c, V˜ ) + fooe(c, V˜ )
}
πTc
∑
ipm
λ˜(ips − ipm)Sign(ips), (6.20)
and the coefficient functions fαβγ(c, V˜ ) are
fαβγ(c, V˜ ) =
∑
NLQ={αβγ}
∑
{D}
B
(D)
NLQ(c)
(
−iV˜
)N+L+Q
. (6.21)
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Here B
(D)
NLQ(c) is a product of cumulants for a particular graph (D), inner sum runs
over a set {D} of the Fock-type graphs with triple NLQ fixed, that is over the
NLQ-family, and outer sum is over all NLQ-families with definite parity {αβγ} of
NLQ triple.
Similarly one obtains the Fock contribution to χ(ips):
−i
{
fooo(c, V˜ ) + feoe(c, V˜ )
}
πTc
∑
ipm
λ˜(ips − ipm)−
−i
{
feeo(c, V˜ ) + foee(c, V˜ )
}
Sign(ips)πTc
∑
ipm
λ˜(ips − ipm)Sign(ipm). (6.22)
Consider the anomalous contributions to Σ˜(ips). A particularM ’th-order graph
for the normal part of Σ˜(ips) generates M + 1 graphs contributing by successively
replacing each normal state electron line with anomalous part of (6.10) which is
proportional to τ1-matrix. These graphs may be further partitioned into two com-
plementary sets. The first set contains graphs where anomalous part of G(ips) is
between two successive EPI processes; the second, all the graphs remained.
For the first set we have
B
(D)
NLQ(c)
(
−iV˜
)M
πTc
∑
ips
λ˜(ips − ipm)SignN+Q(ps)×
×SignL(pm)∆(ipm)|pm|
{
L+1∑
S=1
τN+S−13 τ1τ
L+Q+1−S
3
}
, (6.23)
and the expression of the form
B
(D)
NLQ(c)
(
−iV˜
)M
πTc
∑
ips
λ˜(ips − ipm)SignN+Q−1(ps)SignL+1(pm)∆(ips)|ps| ×
×
{
N∑
S=1
τS−13 τ1τ
N+L+Q+1−S
3 +
Q∑
S=1
τN+L+S3 τ1τ
Q−S
3
}
(6.24)
for the second set.
Let now M be odd. Pauli matrices enter such diagrams in combinations
(τ3)
o τ1 (τ3)
e = iτ2, (6.25)
(τ3)
e τ1 (τ3)
o = −iτ2 (6.26)
(here e (o) means even (odd) power respectivelly), leading formally to non-zero τ2
contributions to anomalous part of Σ˜(ips). However full contribution of such graphs
vanishes identically owing to usual gauge symmetry under phase transformations.
This may be established on rather general grounds for the equations (2.30–2.33,
2.41–2.43) without any computational simplifications accepted when evaluating con-
tribution of a particular graph provided the approximation to Σek(ips) used possesses
a property of being conserving. But the last is precisely what we deal with.
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Now we check that within computational simplifications (6.2–6.6,6.10) vanishing
of τ2-contributions is preserved. Consider a particular graph of asymmetric NLQ-
family, N 6= Q. There is always a graph in the QLN -family which is symmetric to
initially given one by reflection with respect to a vertical line since full contribution
to Σ˜(ips) possesses this symmetry. Both graphs generateM+1 contributions to the
anomalous part but with reversed order of Pauli matrices relativelly to each other.
Therefore whole conribution of two asymmetric NLQ- and QLN - families vanishes
identically (recall Eqs. (6.25,6.26)). Analogously, this vanishing takes place for the
symmetric NLQ-family, N = Q, but within this family, because graphs with the
symmetry specified belong now to the same family: anomalous graphs of the first
set cancel within the set and so do graphs of the second set. Thus we conclude that
such contributions vanish identically order by order in the pertubational series.
For evenM , after partitioning on NLQ we have for the anomalous part of Σ˜(ips)
the contribution which for the first set reads
B
(D)
NLQ(c)
(
−iV˜
)M
πTc
∑
ips
λ˜(ips − ipm)∆(ipm)|pm| , (eee) (6.27)
−B(D)NLQ(c)
(
−iV˜
)M
πTc
∑
ips
λ˜(ips − ipm)∆(ipm)|pm| , (oeo) (6.28)
and for the second set
B
(D)
NLQ(c)
(
−iV˜
)M
πTc
∑
ips
λ˜(ips − ipm)2∆(ips)|ps| Sign(ps)Sign(pm) (eee) (6.29)
B
(D)
NLQ(c)
(
−iV˜
)M
πTc
∑
ips
λ˜(ips − ipm)∆(ips)|ps| . (eoo, ooe) (6.30)
All other pariry combinations from (6.14) give zero contributions to the anomalous
self-energy.
Again, summing anomalous contributions over all orders of perturbational ex-
pansion we obtain the contribution of the Fock diagrams to the anomalows part of
the self-energy Σ˜(ips):{
feee(c, V˜ )− foeo(c, V˜ )
}
πTc
∑
ipm
λ˜(ips − ipm)∆(ipm)|pm| +
+
{
feoo(c, V˜ ) + fooe(c, V˜ )
} ∆(ips)
|ps| πTc
∑
ipm
λ˜(ips − ipm) +
+2feee(c, V˜ )
∆(ips)
|ps| πTc
∑
ipm
λ˜(ips − ipm)Sign(ips)Sign(ipm), (6.31)
where functions fαβγ are defined by Eq.(6.21).
Now we briefly consider evaluation of the Hartree-type contributions to the self-
energy Σ˜(ips). The evaluation of these contributions follow closely same roots as
above, and minor modifications are only necessary.
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N L Q
Fig. 10. General structure of the Hartree-type diagram. Scheme of NLQ-partitioning.
General Hartree-type diagram is shown in Fig. 10.
We characterize Hartree-type diagrams by three numbers N , L and Q, where N
and Q have the same meaning as before and L is the number of successive disorder
scattering processes on a fermionic loop. Analitical expression for Hartree-type
contributions has the form
−B(D)NLQVMTc
∑
ipm
λ(0)τ3 (G(ips)τ3)
N Sp
{
(G(ipm)τ3)
L+1
}
(G(ips)τ3)
Q , (6.32)
B
(D)
NLQ(c) is the product of the cumulants for particular diagram (D) with the triple
NLQ fixed, and diagram (D) belongs now to the set {D} of Hartree-type diagrams.
Then making the approximation (6.10) we have the contributions to the equations
on Z˜(ips) and χ(ips) of the form
2i
{
feoo(c, V˜ ) + fooe(c, V˜ )
}
λ˜(0)USign(ips), (6.33)
2i
{
feoe(c, V˜ ) + fooo(c, V˜ )
}
λ˜(0)U (6.34)
and to the anomalous part of the self-energy:
− 2
{
feoo(c, V˜ ) + fooe(c, V˜ )
}
λ˜(0)U∆(ips)|ps| . (6.35)
Here
U = πTc
∑
|ps|≤W
1, (6.36)
and we have introduced the cut-off W , with W being of order of the bandwidth.
Note also that the functions fαβγ in the expressions (6.33–6.35) are defined by
Eq.(6.21) where inner sum runs over Hartree set of diagrams. However the results
of the summation for both Hartree- and Fock-type diagrams appear to be the same
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as may be demonstrated by strightforward manipulations using the method of gen-
erating functions. Moreover, it is not even necessary to calculate the coefficient
functions (7.21) for Hartree-type diagrams because Hartree-type diagrams do not
explicitly contribute to the final Tc expression within the approximations used in
this Section.
Finally, taking into account (6.20,6.22,6.31) and (6.33–6.35) one obtains the
following set of the equations:
ips[1− Z˜(ips)] = 2i
{
feoo(c, V˜ ) + fooe(c, V˜ )
}
λ˜(0)USign(ips)
−i
{
feee(c, V˜ ) + foeo(c, V˜ )
}
πTc
∑
ipm
λ˜(ips − ipm)Sign(ipm)
−i
{
feoo(c, V˜ ) + fooe(c, V˜ )
}
πTc
∑
ipm
λ˜(ips − ipm)Sign(ips) (6.37)
χ(ips)] = 2i
{
feoe(c, V˜ ) + fooo(c, V˜ )
}
λ˜(0)U
−i
{
fooo(c, V˜ ) + feoe(c, V˜ )
}
πTc
∑
ipm
λ˜(ips − ipm)
−i
{
feeo(c, V˜ ) + foee(c, V˜ )
}
Sign(ips)πTc
∑
ipm
λ˜(ips − ipm)Sign(ipm) (6.38)
Z˜(ips)∆(ips) = −2
{
feoo(c, V˜ ) + fooe(c, V˜ )
}
λ˜(0)U∆(ips)|ps|{
feee(c, V˜ )− feee(c, V˜ )
}
πTc
∑
ipm
λ˜(ips − ipm)∆(ipm)|pm| +{
feoo(c, V˜ ) + fooe(c, V˜ )
} ∆(ips)
|ps| πTc
∑
ipm
λ˜(ips − ipm)+
2foeo(c, V˜ )
∆(ips)
|ps| πTc
∑
ipm
λ˜(ips − ipm)Sign(ips)Sign(ipm) (6.39)
Having been solved, the Eq.(6.37) yields for Z˜(ips) the expression
Z˜(ips) = 1− 2
{
feoo(c, V˜ ) + fooe(c, V˜ )
}
λ˜(0)U 1|ps|
+
{
feee(c, V˜ ) + foeo(c, V˜ )
} 1
|ps|πTc
∑
ipm
λ˜(ips − ipm)Sign(ipm)Sign(ips)
+
{
feoo(c, V˜ ) + fooe(c, V˜ )
} 1
|ps|πTc
∑
ipm
λ˜(ips − ipm). (6.40)
Substitution of (6.40) into (6.39) then leads to the equation for the gap function:
∆(ips) = πTc
∑
ipm
λeff (ips − ipm)∆(ipm)|pm|
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−∆(ips)|ps| πTc
∑
ipm
λeff (ips − ipm)Sign(ips)Sign(ipm), (6.41)
where
λeff (iωn) = κ(c, V˜ )N(0)λ(iωn)
= κ(c, V˜ )λ˜(iωn), (6.42)
κ(c, V˜ ) = feee(c, V˜ )− feoe(c, V˜ ), (6.43)
with λeff (iωn) being EPI kernel renormalized by disorder scattering and κ(c, V˜ )
being the renormalization factor depending on the approximation used for disorder
self-energy. As we have stated earlier Hartree-type contributions do not explicitly
appear in the equation for the gap function (6.41), which is the result of compen-
sation between Hartree contributions to the function Z˜(ips) and those of to the
anomalous self-energy φ(ips). Of course, such compensation does not take place in
general16,17,18, and is rather due to the character of the computational simplifica-
tions used, of which the local approximation (e.g., the limit d =∞) is principal.
Comparing (6.41) with the standard result for ∆(ips) which reads
4
∆(ips) = πTc
∑
ipm
λ˜(ips − ipm)∆(ipm)|pm| −
∆(ips)
|ps| πTc
∑
ipm
λ˜(ips − ipm)Sign(ips)Sign(ipm) (6.44)
we see that the two equations differ in the only respect: the first contains λeff (iωn)
and the second, λ˜(iωn); the form of the equation remains intact. Then using square-
well approximation4 for λ00(ips − ipm) in the first term of Eq.(6.41)
λ00(ips − ipm) −→ λθ(ω1 − |ps|)θ(ω1 − |pm|) (6.45)
and a slightly different version in the contribution which comes from the expression
for Z˜(ips)
λ00(ips − ipm) −→ λθ(ω1 − |ps − pm|) (6.46)
we immediately obtain for Tc
Tc = 1.13ωD exp
{
−1 + λ
eff
λeff
}
(6.47)
where
λeff = κ(c, V˜ )N(0)λb, λb = 2
∫ ∞
0
dΩ
α2F00(ǫ
∗ǫ∗; Ω)
Ω
(6.48)
The Eq.(6.41) enables one to consider more general situation where, along with
EPI mechanism, another pairing mechanism exists which will be called, for definite-
ness, “excitonic”. Here we treat only the case of weak coupling in both EPI and
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“excitonic” channels. The corresponding interaction may originate from electron-
electron interaction, but should not constitute its main part. For instance, one
may think of the Weber model57 where strong Mott-Hubbard correlations in the
d-system and pairing via crystal-field excitations are considered.
In this situation “excitonic” channel leads to the appearance of the second scale
in the effective interaction kernel and to the logarithmic corrections to λeff . Within
square-well model for the interaction kernel, λ00(ips − ipm) may be approximated
as
λ00(ips − ipm) −→ λ1θ(ω1 − |ps|)θ(ω1 − |pm|) + λ2θ(ω2 − |ps|)θ(ω2 − |pm|), (6.49)
where ω1 and ω2 (ω1 < ω2) are characteristic phonon and exciton energy scales, λ1
and λ2 are corresponding coupling parameters of dimension energy. Substituting
(6.49) into (6.41) we obtain
Tc = 1.13ω1 exp
{
− 1
λeff
}
(6.50)
with λeff defined by an expression of the form
λeff = λ˜1 +
λ˜2
1− λ˜2 ln |ω2/ω1|
(6.51)
and
λ˜1 = κ(c, V˜ )N(0)λ1, λ˜2 = κ(c, V˜ )N(0)λ2. (6.52)
The expression (6.51) retains its usual form, but up to a renormalization of bare
couplings by disorder scattering, which is absorbed in the factor κ(c, V˜ ).
Let us consider now disorder renormalizations of dilute paramagnetic impurity
contributions to the gap function and Tc equations. In this case the equation (6.41)
has to be changed to
∆(ips) = πTc
∑
ipm
λeff (ips − ipm)∆(ipm)|pm| −
∆(ips)
|ps| πTc
∑
ipm
λeff (ips − ipm)Sign(ips)Sign(ipm)− 2γeffP
∆(ips)
|ps| , (6.53)
where
γP = cPV
2
PS(S + 1), γ˜P = N(0)γP , (6.54)
γeff = κ(c, V˜ )γ˜P , (6.55)
with cP being the concentration of the paramagnetic impurities, VP being param-
agnetic impurity scattering potential, S being the impurity spin, and some details
of the derivation of (6.53) are given in Appendix B. We see that, analogously to the
situations without paramagnetic impurities, effects of non-magnetic disorder lead
to the replacement of bare couplings by the renormalized ones in the gap function
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equation and the renormalization factor is the same for all bare couplings. The gap
function equation preserves its form (compare with the case where non-magnetic
disorder is absent), and the results for the critical concentration of the paramagnetic
impurities and for the Tc suppression may be obtained by standard means.
4 Thus
we have the equation determining the critical concentration nc of the paramagnetic
impurities
γc = (1 + λ
eff )Tc0/2.26, (6.56)
where Tc0 is the critical temperature with γ
eff = 0, γc = ncV
2
PS(S + 1), and an
approximate expression
ln
(
Tc0
Tc
)
= Ψ(α+ 1/2)−Ψ(1/2), (6.57)
gives the Tc suppression by dilute paramagnetic impurities,
α =
γeffP
πTc(1 + λeff )
= 0.14
γeffP
γc
Tc0
Tc
(6.58)
is pair-breaking parameter and Ψ(z), the digamma function.
7. Calculations of the Renormalization Factor within Conserving Single-
site Approximations to the Alloy Self-energy.
In this section we demonstrate that within an arbitrary conserving single-site ap-
proximation determining the self-energy Σe(ips) in the normal phase of a super-
conductor the renormalization factor κ(c, V˜ ) (6.43) can be expressed in terms of
suitably defined generating function for Σe(ips). To this end we recall that the co-
efficient B
(D)
NLQ(c) in (6.21) is nothing but a product of all the cumulants resulting
from disorder-vertex contributions for the diagram (D) given, and these cumulants
are the same which enter Σe(ips), for the EPI renormalizations are consistent with
the approximation to Σe(ips) by construction.
Let us introduce Q-function, generating function connected with the number of
successive disorder scattering processes, by the following expression
Q(z1, z2, z3) =
∑
NLQ
∑
{D}
B
(D)
NLQ(c)z
N
1 z
L
2 z
Q
3 . (7.1)
Here B
(D)
NLQ(c) is the product of the cumulants for the Fock-type graph (D) having
the triple NLQ fixed, inner sum runs over all graphs of NLQ-family and outer sum
over all positive integers NLQ. Clearly, the functions fαβγ(c, V˜ ) can be expressed
through Q(z1, z2, z3) by picking out even and odd parts of the latter with respect
to each of its three arguments, that is
fαβγ(z1, z2, z3) =
1
23
∑
η1η2η3
ηα1 η
β
2 η
γ
3Q(η1z1, η2z2, η3z3), (7.2)
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where ηi = ±1, (i = 1, 2, 3), and
fαβγ(c, V˜ ) = fαβγ(z1, z2, z3)|z1=z2=z3=−iV˜ . (7.3)
According to its definition the function Q(z1, z2, z3) is the product of analogous
functions for vertex corrections
Q(z1, z2, z3) = Q3(z1, z2)Q3(z2, z3) {1 +Q6(z1, z2, z3)} , (7.4)
where we have introduced Q-functions for irreducible three- and six-leg vertices.
Q3(z1, z2) can be further expressed through Q4(z1, z2) function, generating Q-
function for four-leg vertex, as
Q3(z1, z2) = 1 +Q3(z1, z2)Q4(z1, z2), (7.5)
Q3(z1, z2) = (1−Q4(z1, z2))−1 . (7.6)
Now we find the relations between the disorder self-energy Σe(ips) and gen-
erating functions introdiced above. From Eqs.(C.4,C.10,C.12) of Appendix C we
have
Σe[G] = V P2(V G), (7.7)
U [G,G′] = V 2P4(V G, V G
′), (7.8)
U [G,G′, G′′] = V 3P6(V G, V G
′, V G′′), (7.9)
where
P2(z) =
∞∑
n=0
qn(c)z
n, (7.10)
and qn(c) are renormalized cumulants for the single-site approximation being used.
(Note that we reffere to the generating functions introduced in Appendix C as to
generating P -functions.)
Generating functions for four- and six-leg vertices can be expressed as
P4(z1, z2) =
1
2πi
∫
C
dz
P2(z)
(z − z1)(z − z2)
=
P2(z1)− P2(z2)
z1 − z2 , (7.11)
P6(z1, z2, z3) =
1
2πi
∫
C
dz
P2(z)
(z − z1)(z − z2)(z − z3) , (7.12)
where contours C in the integrals encircle only the peculiarities of the denominator
of integrands. Noting that the irreducible vertex of 2n’th order has n potential lines
more than full electron lines and using (7.8,7.9) one obtains the relations:
Q4(z1, z2) = z1z2P4(z1, z2), (7.13)
Q6(z1, z2, z3) = z1z2z3P6(z1, z2, z3). (7.14)
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Finally, we write down the expression for κ(c, V˜ ) once more for reader convinience:
κ(c, V˜ ) = feee(c, V˜ )− foeo(c, V˜ ). (7.15)
So, we see that the knowledge of P -generating function for Σe[G] is sufficient to
calculate renormalization factor κ(c, V˜ ).
The expression (7.15) for κ(c, V˜ ) is not quite convenient to work with directly
and may be transformed further. To this end, we introduce, in tight analogy with
the Bethe-Salpeter equation (2.24), the generating function Γ4(z1, z2) by
Γ4(z1, z2) = P4(z1, z2) + z1z2P4(z1, z2)Γ4(z1, z2). (7.16)
Then from (7.5,7.6,7.13) and (7.16), it follows
Q3(z1, z2) = 1 + z1z2Γ4(z1, z2), (7.17)
and
Q3(z1, z2) =
Γ4(z1, z2)
P4(z1, z2)
. (7.18)
Using (7.14,7.17) we can rewrite expression (7.4) for Q(z1, z2, z3) as
Q(z1, z2, z3) = 1 + z1z2Γ4(z1, z2) + z2z3Γ4(z2, z3) + z1z2z3δQ(z1, z2, z3), (7.19)
where
δQ(z1, z2, z3) = z2Γ4(z1, z2)Γ4(z2, z3) +Q3(z1, z2)P6(z1, z2, z3)Q3(z2, z3). (7.20)
To proceed further we use the Ward-type identity which relates P -functions for ver-
tices of different order. From (C.17,C.19) of Appendix C the function P6(z1, z2, z3)
can be expressed as
P6(z1, z2, z3) =
P4(z1, z2)− P4(z3, z2)
z1 − z3 . (7.21)
In its turn, from (7.16) one has
P4(z1, z2) =
(
Γ−14 (z1, z2) + z1z2
)−1
(7.22)
and using then (7.16,7.22) one can obtain
P4(z1, z2)− P4(z3, z2) = P4(z1, z2)P4(z3, z2)
Γ4(z1, z2)Γ4(z3, z2)
×
× (∂Γ(z1, z2, z3)− z2Γ4(z1, z2)Γ4(z3, z2)) (z1 − z2), (7.23)
where
∂Γ(z1, z2, z3) =
Γ4(z1, z2)− Γ4(z3, z2)
z1 − z3 . (7.24)
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Substituting now the expression (7.23) into (7.21) one has
P6(z1, z2, z3) =
P4(z1, z2)P4(z3, z2)
Γ4(z1, z2)Γ4(z3, z2)
×
(∂Γ(z1, z2, z3)− z2Γ4(z1, z2)Γ4(z3, z2)) . (7.25)
Recalling (7.18) and Eq.(7.20) for δQ(z1, z2, z3), we can write
δQ(z1, z2, z3) = ∂Γ(z1, z2, z3), (7.26)
so that Q(z1, z2, z3) becomes
Q(z1, z2, z3) = 1 + z1z2Γ4(z1, z2) + z2z3Γ4(z2, z3) + z1z2z3∂Γ(z1, z2, z3). (7.27)
As for the combination feee(z1, z2, z3)− foeo(z1, z2, z3), a little algebra with the use
of (7.2) yields
1
4
{Q(z1, z2,−z3) +Q(−z1,−z2, z3) +Q(z1,−z2,−z3) +Q(−z1, z2, z3)} . (7.28)
Noting the symmetry Q(z1, z2, z3) = Q(z3, z2, z1) one has
κ(c, V˜ ) =
1
2
{Q(z,−z,−z) +Q(−z, z, z)}
∣∣∣∣
z=−iV˜
(7.29)
=
1
2
{Q(z,−z,−z) +Q(z, z,−z)}
∣∣∣∣
z=−iV˜
(7.30)
=
1
2
{Q(z1, z2, z2) +Q(z1, z1, z2)}
∣∣∣∣
z1=−z2=−iV˜
. (7.31)
Substitution of (7.27) into (7.31) leads
κ(c, V˜ ) = 1 + 12(z1−z2)2
{
z31(z1 − z2)Γ4(z1, z1)− z32Γ4(z2, z2)+
+2z1z2(z1 − z2)2Γ4(z1, z2)
} |z1=z2=−iV˜ (7.32)
and on a line z1 = −z2 this expression further reduces to
κ(c, V˜ ) = 1 +
z41Γ4(z1, z1)− 2z21z22Γ4(z1, z2) + z42Γ4(z2, z2)
(z1 − z2)2 |z1=−z2=−iV˜ , (7.33)
κ(c, V˜ ) = 1 + V˜ 2Imz1Imz2Γ4(z1, z2) |z1=z2=iV˜ , (7.34)
where Imz means picking out “imaginary” part with respect to a complex variable
z, which may be written as
Imzf(. . . , z, . . .) =
1
2i
(f(. . . , z, . . .)− f(. . . , z∗, . . .)) (7.35)
and points stand for variables other than z, and we retain explicit dependence on
z1 and z2 in (7.33,7.34) for further use when analyzing the renormalizations within
CPA.
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Now everything is ready to evaluate κ(c, V˜ ) within certain widely known single
site approximations. To be concrete we consider three such approximations: VCA,
ATA and CPA.
7.1. Virtual Crystal Approximation and EPI Renormalizations.
For the case of VCA the self-energy reads37
ΣeV CA(ips) = cV + c(1− c)V G(ips) (7.36)
and cumulants qn(c) are
q0(c) = c, q1(c) = c(1− c), qn(c) = 0 n > 1. (7.37)
The generating function P2(c) within this approximation has the form
P2(z) = c+ c(1− c)z (7.38)
and the use of (7.11) gives
P4(z1, z2) = c(1− c). (7.39)
Then, from (7.16) and within the VCA accuracy, we have
Γ4(z1, z2) = P4(z1, z2) = c(1− c) (7.40)
and from (7.33,7.34) it follows
κ(c, V˜ ) = 1. (7.41)
So, there is no disorder contributions to the renormalization of EPI coupling, except
for usual ones through one particle state density.
7.2. Renormalizations of EPI within Average T-matrix Approximation.
For ATA approximation the expression for ΣeATA(ips) has the form
37
ΣeATA(ips) =
cV
1− (1 − c)V G(ips) . (7.42)
General expression for qn(c) within ATA reads
qn(c) = c(1− c)n, n ≥ 1 (7.43)
and the generating function P2(c) is
P2(z) = c [1− (1− c)z]−1 . (7.44)
Then, similarly to the previous case, we obtain
P4(z1, z2) = c(1− c) [1− (1− c)z1]−1 [1− (1− c)z2]−1 (7.45)
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and to required accuracy
Γ4(z1, z2) = P4(z1, z2), (7.46)
so that in this case the result for κ(c, V˜ ) reads
κ(c, V˜ ) = 1 +
c(1− c)3V˜ 4
(1 + (1− c)2V˜ 2)2 . (7.47)
Let us consider now the so called split band limit, V →∞. Supposing that the
chemical potential lies in the lower A-subband, that is
lim
V˜→∞
NB(0) = 0. (7.48)
Introducing projected one particle state densities for A- and B-type atoms
N(ǫ) = (1− c)NA(ǫ) + cNB(ǫ), (7.49)
we find in this limit that
κ(c,∞) = lim
V˜→∞
κ(c, V˜ ) = (1− c)−1 (7.50)
and effective EPI coupling becomes
λeff = κ(c,∞)N(0)λ = λNA(0). (7.51)
Such a limiting behavior is fully transparent and might be expected on physical
grounds. Indeed, suppose V˜ is so large that electrons can hop and interact with
phonons only on A-type atoms (the probability of finding an electron on B-type
atom is exponentially small in this case, so that one may completely neglect this
process). Then two effects arise. The first is the renormalization of the electron
state density for A-type atoms by both B-type impurities and EPI. The second is
the renormalization of chemical potential which is due to the fact that B-type atoms
are no longer accessible for the electron motion. The electrons can now propagate in
those states which belong to the renormalized band for A-type atoms and the pairing
occurs for these states only. The temperature Tc depends solely on the properties
of A-band states but not on the (macroscopical) size of superconductive cluster and
this is the reason why λeff obeys the limiting expression of the type (7.51) where
the dependence on the concentration of B-type impurities and on the strength of
disorder scattering enters implicitly through the renormalized electron state density
NA(0) and, of course, through the renormalized chemical potential. However the
self-consistent version of ATA used here fails in discribing normal state properties
of an alloy (see Ref.37 and references therein for critique on this approximation), so
that more complex approximations have to be considered.
7.3. Coherent Potential Approximation and EPI Renormalizations.
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For CPA the equation for a self-energy ΣeCPA(ips) reads
37,58
< t(ips) >= 0 (7.52)
where
t(ips) = (V ηi − ΣeCPA) + (V ηi − ΣeCPA)Gii(ips)t(ips). (7.53)
We may introduce P2(z) generating function by
59
< t(z) >= 0, (7.54)
t(z) = (η − P2(z)) + (η − P2(z))zt(z), (7.55)
where η is a random variable with the distribution
Prob{η = 1} = c, Prob{η = 0} = 1− c. (7.56)
To calculate P4(z1, z2) we use the Ward-type identity (7.11). Then a kind of trans-
formations used in Appendix A, Eq.(A.5), leads
P4(z1, z2) =
< t(z1)t(z2) >
1 + z1z2 < t(z1)t(z2) >
, (7.57)
and from Bethe-Salpeter type equation (7.16) one has
Γ4(z1, z2) =< t(z1)t(z2) > . (7.58)
Using (7.34) we can write κ(c, V˜ ) in the form
κ(c, V˜ ) = 1 + V˜ 2 < (Imt(iV˜ ))2 > . (7.59)
A more familiar form arises if one uses general expression for κ(c, V˜ ) in the form
(7.33). To this end we rewrite the expression (7.33) in the form
κ(c, V˜ ) =
< (z1 + z
2
1t(z1)− z2 − z22t(z2))2 >
(z1 − z2)2 |z1=−z2=−iV˜ , (7.60)
where the use was made of Eqs.(7.53) and (7.57), and finally
κ(c, V˜ ) =
< [Im(z + z2t(z))]2 >
(Imz)2
|z=−iV˜ . (7.61)
Within the approximation (6.10) one has
ReG(+i0) = 0, ImG(+i0) = −iπN(0), (7.62)
with G(E+ i0) being analytical continuation of G(ips) onto the upper half-plane of
the complex energy plane, and the expression (7.61) becomes
κ(c, V˜ ) =
< N2η (0) >
< Nη(0) >2
, (7.63)
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where in the course of transformations we have introduced projected electron state
densities as
Nη(E) = − 1
π
ImFη(E), Fη(E) = G(E) +G(E)tη(E + i0)G(E), (7.64)
with t(E + i0) being analytical continuation of t(ips), Eq.(7.53), onto the upper
half-plane and G(E) being on-site one-particle Green’s function.
As one may see the formula (7.63) is exactly the same as in Refs.5,7 and obeys
the expected limiting behavior Eq.(7.51) (the reasons for this are the same as in the
case of ATA).
8. Conclusions
In this paper we have studied the electron system which includes both quenched sub-
stitutional disorder and electron-phonon interaction. We have developed a rather
general approach for constructing Eliashberg-type equations describing supercon-
ductive transition in such systems and have analyzed a linearized version of the
equations in a number of widely known “alloy” approximations to find explicit ex-
pressions for Tc. The examples are Eq.(7.63) for CPA, which coincide with that
given in Refs.5,7, and also Eq.(7.47) for ATA (along with general expression (6.47)
for Tc and Eq.(6.43) for the renormalization factor κ(c, V˜ ) of course).
Analogously, one may derive rather simple and compact expressions for Tc in any
other “alloy” approximation for normal phase and within more general models of
quenched disorder including off-diagonal one. The structure of the equations (2.30–
2.33,2.41–2.43) remains intact irrespectively of the type of quenched substitutional
disorder as well as the approximation for the “alloy” self-energy used (obviously,
the latter must obey φ-derivability criterion, Eq.(3.44)).
We want also mark a general conclusion on extreme importance of EPI vertex
renormalization by alloy disordering and on the Anderson’s theorem for arbitrary
type of quenched disorder treated within conserving approximations. As for results
(6.50–6.52) and (6.55–6.58) concerning the influence of disordering on logarithmic
corrections to the effective EPI coupling and on dilute paramagnetic impurity sup-
pression of Tc respectivelly, to our knowledge they have been presented in such a
general form for the first time here.
It would be interesting enough to generalize the approach presented to the case
of non-singlet types of pairing, which seems to be quite possible. In this case, as
one knows, the Anderson’s theorem does not hold and the effects of the disorder
influence on Tc are much stronger.
4
Let us discuss briefly the applicability of the results for Tc obtained to the “alloy
analogy” for the Hubbard model. Seemingly, they are not valid literally because of
very different structure of diagrams for quenched disorder and for effective disorder
within static approximation for the Hubbard model, where disorder is not quenched,
but annealed. In this case the “concentrations” of “alloy” components themselves
are functionally dependent on one-particle Green’s function and should be varied
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too. At a diagrammatic level of discussion the difference among two types of the
disorder is the appearance of graphs with loops contributing for the case of annealed
disorder, while such graphs are absent for quenched disorder. But even if one
neglects this difference (which may be quite reasonable, at least for not too strong
on-site repulsion when distributions for fluctuating fields are weakly renormalized
by electrons) there is still another reason for why the present results are not directly
applicable to the “alloy analogy” for the Hubbard model. The matter is that in
this case fluctuating fields contain both charge and spin components, so that the
effective disorder is by no means nonmagnetic.
One can also see that simple approximations of a type used by us earlier28 are
rather dangerous since a type of Ward’s cancellations may take place just as in the
case of Anderson’s theorem and careless generalization of the present approach to
the “alloy analogy” within functional integral treatments of the Hubbard model is
required.
Let us stress once more the difference between our treatment and the approach
by Belitz.16,17,18 Belitz, following ideas due to Anderson,1,2 used the superconduct-
ing order parameter ∆ν ∝ C†ν↑C†ν↓ where ν and ν are the states connected by the
time reversal symmetry for a particular disorder configuration. At the same time
we use k-dependent order parameter in a translationally invariant effective medium.
Therefore both approaches are not equivalent from formal point of view: diagrams
of the same form in ν- and k-representation need not to give the same contribu-
tion and, hence, the same result for Tc. In particular, in the approach by Belitz
the Hartree-type diagrams do not contribute to the anomalous self-energy unlike
present approach.
To establish the equivalence one has to solve very difficult, yet not investigated,
problem whether the random quantity ∆ν is a self-averaging one. On the other
hand, the order parameter used here seems to be directly related to the quasiparticle
spectrum in the superconducting phase and consequently to observables. To our
opinion, treatment of such important problems as, for instance, order parameter
anisotropy in high Tc superconductors is more adequate within our approach. In
any case, the order parameter used here is physically satisfactory, provided the
quasimomentum remains well defined, that is, far from the localization transition.
As for the essentially strong disorder (near the Anderson’s transition), both the
approaches apparently do not work and the choice of the order parameter in the
intermediate region may be done empirically.
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Appendix A The Ward identities
In this Appendix we present the derivation of Ward’s identities (3.41) and (4.15).
The identities of this type was established in Ref.60 within the CPA in connection
with the calculation of transport properties of binary alloys. The relations between
self-energy Σe[G], as given by CPA, and irreducible four-leg vertex presented in
Ref.60 was also studied in Ref.61 with the use of diagrammatic technique.
To begin with, we establish the connection between variation of Σ[G] caused by
finite change in G. Such an identity was derived within certain approximation and
used when discussing the problem of localization by disorder.62
Given arbitrary but finite variation in one-particle Green’s function G
G′ = G+∆G, ∆G — finite! (A.1)
we consider
< ∆T >=< T ′e − T e >, (A.2)
where T e is given by
T e(ips) = (V
e − Σe(ips)) + (V e − Σe(ips))G(ips)T e(ips), (A.3)
T ′e is defined by similar expression, but with G and Σ replaced by G′ and Σ′
respectively,
Σ′ = Σe +∆Σ, (A.4)
and we impose the self-consistency condition < T >=< T ′ >= 0 for Σ to acquire
proper, albeit implicit, functional dependence on G.
The following chain of equalities holds:
0 =< ∆T e >=< T ′
e
[G′,Σ′]− T e[G,Σ] >
= − < T ′e ((T ′e)−1 − (T e)−1)T e >
= − < T ′e ((V e − Σ′e)−1)− (V e − Σe)−1)− (G′ −G))T e >
= − < (1 + T ′eG′)∆Σ(1 +GT e)− T ′e∆GT e >
=< T ′
e
∆GT e > − < (1 + T ′eG′)∆Σ(1 +GT e) > −∆Σ. (A.5)
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In explicit index notation the last line of Eq.(A.5) reads
∆Σµν + Γµα;βν [G
′, G]Gαα′∆Σα′β′Gβ′β = Γµα;βν [G
′, G]∆Gαβ , (A.6)
where, analogously to (3.28), we have introduced full disorder four-leg vertex
Γµα;βν [G
′, G] =< T ′
e
µαT
e
βν > . (A.7)
The Bethe-Salpeter equation gives the irreducible four-leg vertex
Γµα;βν [G
′, G] = Uµα;βν [G
′, G] + Uµµ′;ν′ν [G
′, G]G′µ′α′Gβ′ν′Γα′α;ββ′ [G
′, G]. (A.8)
Multiplying (A.6) by the combination G′U [G′, G]G and using the Bethe-Solpeter
equation (A.8) we can write
Γαα′;β′β [G
′, G]G′α′µGνβ′∆Σµν =
= Uαα′;β′β [G
′, G]G′α′µ′Gν′β′Γµ′δ;γν′ [G
′, G]∆Gδγ . (A.9)
After substituting this expression into (A.6) and using Eq.(A.8) once again one
obtains the Ward’s identity
∆Σµν = Uµα;βν [G
′, G]∆Gαβ . (A.10)
Putting now G′ = G+∆G, where ∆G tends to zero we immediately have
δΣµν
δGαβ
= Uµα;βν [G,G]. (A.11)
By the definition (A.7) the vertex function Γ[G′, G] has the property
Γµα;βν [G
′, G] = Γβν;µα[G,G
′] (A.12)
which induces corresponding property for irreducible four-leg vertex
Uµα;βν [G
′, G] = Uβν;µα[G,G
′]. (A.13)
Then the use of (A.11) leads to the condition of φ-derivability, and the Eqs. (3.26)
which implicitly determine the self-energy Σe[G] can be represented in the form
stated in Eq. (2.33) with some functional W e[G].
Note also that for any conserving approximation for Σe[G] the condition of
φ-derivability holds automatically and the identity of the type (A.10) may be es-
tablished along the lines of Appendix of Ref.62 and making use of the fact that
complete families of self-energy terms contribute to Σe[G] in this case.
Formal identity (A.10) may be used to derive various relations between alloy self-
energy Σe(ips) and one particle Green’s function G(ips). For example, substituting
Σ′ = Σeσ(ips), Σ = Σ
e
σ(ipm) (A.14)
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and
G′ = G′σ(ips), G = Gσ(ipm) (A.15)
into (A.10) we obtain
Σeijσ(ips)− Σeijσ(ipm) = Uil;nj(ips, ipm) {Glnσ(ips)−Glnσ(ipm)} (A.16)
which after Fourier transforming and using
ImΣekσ(E) =
1
2i
{
Σekσ(E + iδ)− Σ
e
kσ(E − iδ)
}
, δ → +0, (A.17)
ImGkσ(E) =
1
2i
{
Gkσ(E + iδ)−Gkσ(E − iδ)
}
, δ → +0, (A.18)
takes the form
ImΣekσ(E) =
∑
q
Uσσkq(E
+, E−)ImGkσ(E), E
± = E ± i0. (A.19)
This is nothing but an analogue of the unitarity condition for alloy type problems
we deal with in the present paper.
Appendix B Disorder-Induced Renormalization of Paramagnetic Impu-
rity Tc–Suppression
In this Appendix we treat the problem of how Tc–suppression by dilute paramag-
netic impurities is renormalized by non-magnetic disorder. Using the approach of
Section 3 we derive the expression for the self-energy correction which is due to
the scattering on the paramagnetic impurities, and then we apply the analysis of
Section 5 and 6.
Three assumptions are made. Firstly, paramagnetic impurities are distributed
randomly with the concentration cP over the host and independently of the non-
magnetic ones. Secondly, the disorder due to paramagnetic impurities is purely
site-diagonal. Thirdly, both the concentration of paramagnetic impurities and the
scattering intensity VP on them are small, so that the relevant small parameter is
cPV
2
P .
The contribution to the Hamiltonian (2.1) due to paramagnetic impurities reads
HP =
∑
i
V Pi
{
SziC
†
i τ0Ci + S
+
i C
†
i τ−Ci + S
−
i C
†
i τ+Ci
}
, (B.1)
where C
†
i and Ci are row and column spinors (2.10) on a site i, S
z
i is z-component
of the impurity spin operator of spin S, the matrices τ+ and τ− are 1/2(τ1 + iτ2)
and 1/2(τ1 − iτ2) respectively, S+i and S−i have similar definitions, and
V Pi = VP ζi, (B.2)
Prob{ζi = 0} = (1− cP ), Prob{ζi = 1} = cP ,
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with ζi being independent random variables. Up to the lowest order in cPV
2
P , one
has the correction to the effective potential V(ips) Eq.(3.3),
δVαβ(ips) = cV
2
PS(S + 1)gαβ(ips)δiα,iβ , (B.3)
and we have neglected uninteresting contribution of the first order in VP which gives
a shift of the chemical potential.
The expression (B.3) can be written in the form analogous to the effective scat-
tering potential caused by EPI
δVαβ(ips) = Sγγ′K
γ
αα′gα′β′(ips)K
γ′
β′β , (B.4)
{K}l;ij = δilδjlτ0, (B.5)
Sγγ′ = Sll′ = δγγ′cPV
2
PS(S + 1) = δll′cPV
2
PS(S + 1). (B.6)
The procedure of Section 3 then yields the correction to the full self-energy Σ[G,D],
with the form
δΣµν(ips) = Sγγ′
×{ Rγµα′(ips, ips)Gα′β′(ips)Rγ
′
β′ν(ips, ips) + Uµµ′;δξ;ν′ν(ips, ips, ips)
×Gµ′α(ips)Rγαα′(ips, ips)Gα′δ(ips)Gξβ(ips)Rγ
′
ββ′(ips, ips)Gβ′ν′(ips) } . (B.7)
In this expression Rγαβ(ips, ips), is renormalized “paramagnetic impurity” vertex
which obeys the equation
Rγαα′(ips, ipm) = K
γ
αα′ + Γαβ;β′α′(ips, ipm)Gβµ(ips)Gµ′β′(ipm)K
γ
µµ′ , (B.8)
Rγαα′(ips, ipm) = K
γ
αα′ + Uαβ;β′α′(ips, ipm)Gβµ(ips)Gµ′β′(ipm)R
γ
µµ′ (ips, ipm). (B.9)
The expression (B.7) may be depicted in a form similar to that for Σe−ph[G,D]
(see Fig. 5) with graphical representation of the combination cPV
2
PS(S+1) replacing
phonon lines and with the “paramagnetic impurity” three-leg vertices replacing EPI
vertices.
Further manipulations repeat literally the analysis of Section 5 and, after adopt-
ing binary alloy model for non-magnetic disorder, we apply the qualitative analysis
of Section 6 to the reduced equations obtained.
Introducing
γP = cPV
2
PS(S + 1), γ˜P = N(0)γP , (B.10)
one can write the expression for the correction to Z˜(ips) as
δZ˜(ips) = πγ˜P
{
feee(c, V˜ ) + foeo(c, V˜ ) + feoo(c, V˜ ) + fooe(c, V˜ )
} 1
|ps| (B.11)
and for the contribution to χ(ips) one has the following form
δχ(ips) = −iπγ˜P
{
fooo(c, V˜ ) + feoe(c, V˜ ) + feeo(c, V˜ ) + foee(c, V˜ )
}
(B.12)
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which has no energy dependence (within the approximations of Section 6, of course)
and leads to an uninteresting shift of chemical potential only.
The contribution of paramagnetic impurities to the anomalous part of the self-
energy has the form
δ
(
Z˜(ips)∆(ips)
)
=
= −πγ˜P
{
feee(c, V˜ )− feoo(c, V˜ )− fooe(c, V˜ )− 3foeo(c, V˜ )
} ∆(ips)
|ps| (B.13)
and the correction to the gap function becomes
δ∆(ips) = −2γeffP
∆(ips)
|ps| . (B.14)
In Eq.(B.14) we have introduced
γeffP = κ(c, V˜ )γ˜P , (B.15)
where κ(c, V˜ ) is defined by Eq.(6.43). So we see that, up to the factor κ(c, V˜ ),
the contribution of the dilute paramagnetic impurities to the equations for the self-
energy has the same form as in the case without alloy disordering.
Full equations on Z˜(ips), χ(ips) and ∆(ips) which take account of the paramag-
netic impurity contributions read
ips[1− Z˜(ips)] = 2i
{
feoo(c, V˜ ) + fooe(c, V˜ )
}
λ˜(0)USign(ips)
−i
{
feee(c, V˜ ) + foeo(c, V˜ )
}
πTc
∑
ipm
λ˜(ips − ipm)Sign(ipm)
−i
{
feoo(c, V˜ ) + fooe(c, V˜ )
}
πTc
∑
ipm
λ˜(ips − ipm)Sign(ips)
−iπγ˜P
{
feee(c, V˜ ) + feoo(c, V˜ ) + fooe(c, V˜ ) + foeo(c, V˜ )
}
Sign(ps), (B.16)
χ(ips)] = 2i
{
feoe(c, V˜ ) + fooo(c, V˜ )
}
λ˜(0)U
−i
{
fooo(c, V˜ ) + feoe(c, V˜ )
}
πTc
∑
ipm
λ˜(ips − ipm)
−i
{
feeo(c, V˜ ) + foee(c, V˜ )
}
Sign(ips)πTc
∑
ipm
λ˜(ips − ipm)Sign(ipm)
−iπγ˜P
{
fooo(c, V˜ ) + feoe(c, V˜ ) + feeo(c, V˜ ) + foee(c, V˜ )
}
, (B.17)
Z˜(ips)∆(ips) = −2
{
feoo(c, V˜ ) + fooe(c, V˜ )
}
λ˜(0)U∆(ips)|ps|
+
{
feee(c, V˜ )− feee(c, V˜ )
}
πTc
∑
ipm
λ˜(ips − ipm)∆(ipm)|pm|
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+
{
feoo(c, V˜ ) + fooe(c, V˜ )
} ∆(ips)
|ps| πTc
∑
ipm
λ˜(ips − ipm)
+2foeo(c, V˜ )
∆(ips)
|ps| πTc
∑
ipm
λ˜(ips − ipm)Sign(ips)Sign(ipm)
−πγ˜P
{
feee(c, V˜ )− feoo(c, V˜ )− fooe(c, V˜ )− 3foeo(c, V˜ )
} ∆(ips)
|ps| . (B.18)
Solving the equation (B.16) on Z˜(ips) and inserting into (B.18) one finds
∆(ips) = πTc
∑
ipm
λeff (ips − ipm)∆(ipm)|pm|
−∆(ips)|ps| πTc
∑
ipm
λeff (ips − ipm)Sign(ips)Sign(ipm)− 2γeffP
∆(ips)
|ps| , (B.19)
— the equation on the gap function, from which results for the critical concentration
and for Tc–suppression follow by standard consideration.
4
Appendix C Generating Functions for Single-site Approximations
In this Appendix we establish relations between suitably introduced generating
function for arbitrary conserving single-site approximation for disorder self-energy
Σe[G] and generating functions for irreducible disorder four-leg vertex and for higher
vertices. The Ward’s type identities for generating functions will be also derived.
Generating functional for arbitrary single site approximation has the following
analytical form
W e[G] =
∑
i
∑
ips
∞∑
n=1
qn−1(c)
(V Gii(ips))
n
n
(C.1)
and outer sum runs over lattice sites. For the corresponding self-energy one has the
expression
Σe[G] = V
∞∑
n=0
qn(c) (V Gii(ips))
n
, (C.2)
where qn(c) is n-th order cumulant renormalized by the multiple occupancy cor-
rections within approximation of interest. Particular choice of these cumulants
determines wholly the approximation for the disorder self-energy. We introduce the
generating function:
P2(z) =
∞∑
n=0
qn(c)z
n (C.3)
The expression for Σe[G] can then be written in the form
Σe[G] = V P2(V G). (C.4)
Note also that generating functions we use here are connected with the number of
Green’s functions in the corresponding contributions to the self-energy Σe[G].
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Diagrams for the irreducible disorder four-leg vertex are generated by varying
corresponding contributions to the self-energy and the expression for U4[G1, G2]
reads
U [G1, G2] = V
2
∞∑
n=2
qn−1(c)
∞∑
m=0
∞∑
l=0
δn,m+l+2 (V G1)
m
(V G2)
n
= V 2
∞∑
m=0
∞∑
l=0
qm+l+1(c) (V G1)
m (V G2)
n , (C.5)
where we have used the fact that for quenched disorder the self-energy Σe[G] does
not contain fermionic loops and therefore the disorder four-leg vertex may be consid-
ered as some functional of two independent functional variables. Generally speaking,
we may think of disorder 2m-leg vertex as a functional of m independent functional
variables by the same reason.
Analogously to (C.3) we introduce the generating function
P4(z1, z2) =
∞∑
n=2
qn−1(c)
∞∑
m=0
∞∑
l=0
δn,m+l+2z
mzn
=
∞∑
m=0
∞∑
l=0
qm+l+1(c)z
mzn, (C.6)
and hence
U [G1, G2] = V
2P4(V G1, V G2). (C.7)
In general, for 2m-leg disorder vertex within arbitrary single-site approximation
one can readly obtain
U [G1, . . . , Gm] = V
m
∞∑
n=m
qn−1(c)
∞∑
n1=0
· · ·
∞∑
nm=0
δn,n1+···+nm+m
m∏
j=1
(V Gj)
nj
= V m
∞∑
n1=0
· · ·
∞∑
nm=0
qn1+···+nm+m−1(c)
m∏
j=1
(V Gj)
nj , (C.8)
so that
P2m(z1, . . . , zm) =
∞∑
n=m
qn−1(c)
∞∑
n1=0
· · ·
∞∑
nm=0
δn,n1+···+nm+m
m∏
j=1
z
nj
j
=
∞∑
n1=0
· · ·
∞∑
nm=0
qn1+···+nm+m−1(c)
m∏
j=1
z
nj
j , (C.9)
and then
U [G1, . . . , Gm] = V
mP2m(V G1, . . . , V Gm). (C.10)
We now express cumulant of the n-th order in terms of Cauchi integral
qn(c) =
1
2πi
∫
C
dz
P2(z)
zn+1
. (C.11)
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The substitution of qn(c) in the form (C.11) into (C.9) leads
P2m(z1, . . . , zm) =
1
2πi
∫
C
dzP2(z)
∞∑
n1=0
· · ·
∞∑
nm=0
1
zn1+···+nm+m
m∏
j=1
z
nj
j
=
1
2πi
∫
C
dzP2(z)
1
zm
m∏
j=1


∞∑
nj=0
(zj
z
)nj
=
1
2πi
∫
C
dzP2(z)
m∏
j=1
1
z − zj , (C.12)
where the contour of integration encircles singularities of the denominator only, and
P2m(z1, . . . , zm) possess the property
P2m(z1, . . . , zm) = P2m(zP1, . . . , zPm), (C.13)
with P being arbitrary permutation of indices {1 . . .m}.
The expression (C.12) relates generating function P2(z) with the corresponding
generating functions for 2m-leg vertices. In particular, we have
P4(z1, z2) =
1
2πi
∫
C
dz
P2(z)
(z − z1)(z − z2) (C.14)
and
P6(z1, z2, z3) =
1
2πi
∫
C
dz
P2(z)
(z − z1)(z − z2)(z − z3) . (C.15)
For m ≥ 2 rewriting the product in (C.12) as
m∏
j=1
1
z − zj =
1
z − z1
1
z − z2
m∏
j=3
1
z − zj
=
1
z2 − z1
{
1
z − z2 −
1
z − z1
} m∏
j=3
1
z − zj (C.16)
and substituting this expression into (C.12) we obtain the analogue of the Ward’s
identity which connects the generating functions for vertices of different order
P2m(z1, . . . , zm) =
P2(m−1)(z2, z3, . . . , zm)− P2(m−1)(z1, z3, . . . , zm)
z2 − z1 . (C.17)
This equation gives
P4(z1, z2) =
P2(z2)− P2(z1)
z2 − z1 (C.18)
and
P6(z1, z2, z3) =
P4(z2, z3)− P4(z1, z3)
z2 − z1 (C.19)
for m = 2 and m = 3 respectively.
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Yet another way to establish the relation (C.18) is to use the Ward’s identity de-
rived in Appendix A. Indeed, noting that within arbitrary single-site approximation
irreducible four-leg vertex is a purely local quantity we rewrite (A.7) as
V {P2(V G2)− P2(V G1)} = V P4(V G2, V G1) {V G2 − V G1} , (C.20)
where the use was made of (C.4) and (C.7). Then substitutions
V G1 → z1, V G2 → z2 (C.21)
immediately lead to the expression (C.18).
