Arrays of atoms trapped in optical tweezers combine features of programmable analog quantum simulators with atomic quantum sensors. Here we propose variational quantum algorithms, tailored for tweezer arrays as programmable quantum sensors, capable of generating entangled states ondemand for precision metrology. The scheme is designed to generate metrological enhancement by optimizing it in a feedback loop on the quantum device itself, thus preparing the best entangled states given the available quantum resources. We apply our ideas to generate spin-squeezed states on Sr atom tweezer arrays, where finite-range interactions are generated through Rydberg dressing. The complexity of experimental variational optimization of our quantum circuits is expected to scale favorably with system size. We numerically show our approach to be robust to noise, and surpassing known protocols.
Optical tweezer arrays of neutral atoms provide a bottom-up approach to assemble and design quantum many-body systems 'atom by atom'. The flexibility and universality of tweezers, as a novel tool to engineer atomic and molecular quantum devices, is demonstrated by recent experiments, which range from realization of 'programmable' analog quantum simulators for spin-models in tweezer arrays [1] [2] [3] , to first demonstrations of potential tweezer-based clocks [4] [5] [6] [7] [8] [9] . Atomic many-body systems designed around tweezer platforms thus offer the unique possibility of combining, on the same physical device, programablility to generate many-particle entangled states, and adopting these states as a quantum resource in precision measurement, exhibiting quantum advantage provided by entanglement. With near future experiments promising a scaling to hundreds of atoms, the challenge is to design and run quantum algorithms, which efficiently generate entangled states of interest for precision measurements, given the -in general non-universal -entangling resources available on 'programmable' quantum sensors, and Rydberg tweezer arrays in particular.
Here we propose hybrid classical-quantum algorithms [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] to be run as a quantum feedback loop to generate the best entangled states for the given platform, yielding precision enhancement beyond the standard quantum limit (SQL) [22, 23] . The variational many-body wavefunction is optimized on the quantum device itself, in terms of a relevant cost function quantifying the metrological enhancement. Performing the optimization on the physical platform will yield the best entangled state achievable in the presence of the actual imperfections and noise, thus outperforming optimization loops purely based on numerical simulations [24] . Moreover, since near-term quantum devices are expected to soon operate in regimes beyond the reach of numerical sim- run directly on the programmable quantum sensor. After optimization, the resulting optimal wavefunction can be re-prepared on demand on the quantum sensor [25] , directly available for high precision measurement (see Fig. 1 ). In this work we specifically target the optimized preparation of spin-squeezed states [10, 23, 26] , a class of entangled states enhancing measurement precision of atomic Ramsey interferometers, including programmable tweezer clocks [8, 9] . Ramsey interferometry -The Ramsey sequence, acting on a two-level atom, described by spin-1/2 states {|↓ z , |↑ z }, and corresponding spin operators s ≡ (σ x , σ y , σ z )/2, starts with an initial π/2-pulse that creates a coherent superposition
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In the subsequent interrogation time, |↓ z and |↑ z acquire a relative phase ϕ, encoding the quantity to be measured. The final π/2-pulse transfers this phase difference into a measurable state population difference. In this context, spin-squeezed states are a well-known family of entangled states enhancing the phase sensitivity over N uncorrelated atoms [26] . Here, we prepare spin-squeezed states via an entangling squeezing operation S(θ) realizable on the programmable quantum sensor (see Fig. 1 a) . The variational quantum algorithm optimizes the classical control variables θ, parametrizing S(θ), to achieve optimal spin-squeezing.
Spin squeezing -The achievable phase sensitivity ∆ϕ = ξ/ √ N , is quantified by the spin squeezing parameter [26] 
to be minimized on the quantum sensor. Here J = N i=1 s i denotes the collective spin vector associated with an ensemble of N two-level atoms and (∆J ⊥,min )
θ quantifies the minimal spin fluctuation orthogonal to the Bloch vector J θ . The expectation values in (1) are to be estimated, with respect to the variational wavefunction |Ψ(θ) = S(θ) |↑ x ⊗N . In atom-tweezer arrays, J 2 ⊥,min θ is assembled from twobody correlation functions, directly measurable due to single site resolution.
Mechanisms known to generate spin squeezing are one- [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] , and two-axis twisting (TAT)
. Various theoretical studies [43] [44] [45] [46] [47] employ time-dependent dynamics to generate effective TAT, and more generally spin-squeezing up to the Heisenberg limit ξ 2 1/N . We note that these approaches rely on infinite-range interactions, conserving symmetries that constrain the dynamics to the particle permutation symmetric subspace, of linear dimension (N+1), where the maximally spin-squeezed states are known to be located [48, 49] interactions, such as Rydberg dressing, may explore an exponentially large Hilbert space.
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Programmable quantum sensor -The tweezer-based Sr platform combines the advantages of a state of the art atomic clock [50, 51] , with the possibility of programming entangling operations [11] . Interactions among the atoms can be engineered via Rydberg dressing [52] [53] [54] [55] [56] [57] [58] [59] [60] , where an off-resonant coupling Ω R /∆ 1 of the |↑ z clock level with a Rydberg state induces a distancedependent pairwise energy shift. Here Ω R denotes the Rabi frequency and ∆ the detuning of the dressing laser. The resulting interaction Hamiltonian is of the form
between two particles at positions r i,j , where V 0 = (Ω R /2∆) 3 Ω R and R C = |C 6 /2 ∆| 1/6 are related to the laser parameter and the C 6 van-der-Waals coefficient of the Rydberg state. The amount of spin-squeezing generated from these finite-range interactions in a OAT protocol has been studied in Ref. [11] , and we will refer to this as finite-range OAT (fOAT). Below we design a variational circuit, S(θ) = U n . . . U 1 , to optimize spin squeezing from the physical resources described above. The circuit S(θ) = U n . . . U 1 comprises a sequence of n unitary layers in which each U i is composed of quantum operations of the form
with θ = {τ 1 , ϑ 1 , τ 1 , . . . , τ n , ϑ n , τ n }. The fundamental building blocks of each layer are the interaction gates D x,z (τ ) = exp[−iτ i,j<i V ij s x,z i s x,z j ] which can be obtained from bare dressing in combination with global rotations R x,y,z (ϑ i ) = exp [−iϑ i J x,y,z ] (see SM). The design of this circuit and its building blocks is motivated by the following requirements: (i) The sequence is assembled from global gates only. Hence, the number of variational parameters (3n) does not increase with the system size N . (ii) The unitaries U i are designed to preserve the direction of the collective spin J θ /| J θ | to be oriented along the x axis. This removes the overhead of determining the direction of the Bloch vectors via extra measurements after each variational step (see SM). Eq. (3) describes the most general gate sequence satisfying these requirements.
We visualize in Fig. 2 the action of the variational gate sequence, by means of the Husimi distribution plotted on a generalized Bloch sphere. The Husimi distribution displays the overlap of the time evolved state with coherent spin states with |J | = N/2 (see SM). In this representation, a good SSS according to Eq. (1) forms a narrow vertical ellipse. The actions of the gates can now also be understood: D z shears the Husimi distribution, the R x gate performs rigid rotations, whereas D x causes a winding around the x-axis. Together, these transformations enable optimal spin squeezing while passing through transient non-elliptic states [61] (see fourth sphere in Fig. 2) .
In the following, we quantify the spin squeezing, attainable by our variational ansatz on different tweezer array geometries. First, we numerically emulate the feedback loop optimization under realistic experimental conditions, imposing a finite number of experimental runs on the quantum device. Afterwards, we provide a more detailed analysis of the performance and robustness of the variational gate sequence.
2D arrays: single optimization run with shot noise -We perform a numerical simulation of the feedback-loop optimization on a 4×4 square lattice with short-ranged interactions, where we chose a circuit depth of n = 4, corresponding to 12 variational parameters. During optimization, the cost function is estimated on the simulated experiment, as a statistical average over several runs. Each run consists of: (i) preparation of the initial state |↓ z ⊗N , (ii) coherent quantum dynamics controlled by trial parameters θ i of the current iteration i of the search algorithm, and (iii) quantum projective measurements, performed in parallel on every spin (all spins are measured in the same basis, either x or y, to estimate numerator and denominator of ξ 2 (θ i ) = N J 2 y θi / J x 2 θi respectively). Fig. 1 shows an optimization trajectory, employing 100 runs for a single cost function evaluation, and restricting the total number of runs to ∼ 10 5 , compatible with current repetition rates of Sr tweezer platforms of ∼1 Hz. The number of runs required for a single cost function evaluation at fixed precision does not increase with N (see SM). Our analysis demonstrates that even in the presence of noisy cost function evaluations, we are able to obtain considerable spin-squeezing, surpassing the squeezing attainable from infinite-range OAT, with short-ranged interactions. The optimization algorithm that we adopt is a modified version of the DIRECT algorithm [62] [63] [64] [65] , as has been implemented in experiments on hybrid quantum-classical simulation (see methods section in Ref. [19] ).
2D arrays: exact results-We now analyze the squeezing theoretically attainable with our variational circuit, at finite circuit depth n and interaction radius R C . Fig. 3 displays results from numerical optimizations on a 4x4 square lattice, where we observe metrological enhancement over fOAT [11] . Our analysis reveals two distinct R C regimes, roughly separated by the square array diagonal R = √ 2L, with L = 3a being the edge length. While for R C > R interactions are all-to-all and the particle permutation symmetry is approximately protected, for R C < R the variational ansatz covers an exponentially large Hilbert space, and restoring the symmetry requires deeper circuits. This property is clearly visible in Fig. 4 , where three quantities are plotted as a function of the effective interaction time (see SM) during an optimized evolution, for R c /a = 1.5. The bottom panel tracks the total angular momentum J 2 , which stays large and recovers values close to its maximum max J 2 = (N/2 + 1)N/2, indicating a restoration of permutation symmetry. The top panel displays the rotationally-invariant spin squeezing parameter. We observe that the variational state passes through intermediate states with reduced squeezing, eventually surpassing the squeezing limits of fOAT, OAT and TAT for sufficiently large depths n. In the middle panel we plot the the quantum Fisher information (QFI) F Q max = max n 4 |n| 2 [ (n · J ) 2 − n · J 2 ], a measure of metrological enhancement [66] and a witness for k-partite entanglement if F Q max /N > k [67, 68] . We observe that, compared to ξ 2 , the QFI is a smoother function of time, a hint that the optimal evolution passes through transient non-Gaussian states (see SM).
1D arrays -In order to investigate the performance of the protocol at large particle numbers, in Fig. 3 (top right  panel) we show numerical simulations on 1D arrays up to 150 sites at fixed R C /a = 3. Since the low connectivity of 1D systems yields slower entanglement generation, a power-law scaling of the squeezing parameter ξ 2 (N ) with the system size is not expected [11, 69] . However, the 1D geometry allows the simulation of large system sizes using matrix product states (MPS) [70] . The plot displays the optimized spin squeezing as a function of the particle number. We observe moderate improvement when more particles are added to the system. Instead, significantly more spin-squeezing is generated if the circuit depth is increased. We expect this to hold also for 2D systems. Additionally we observe that parameters, optimized for systems where the bulk dominates over the boundary, can be directly used for larger systems, delivering increased squeezing at larger particle numbers.
Imperfections and decoherence -In a real experiment, optimal state preparation will be influenced by noise and imperfections. Below, we study the effect of a stochastically-loaded array, and verify that the squeezing behaves smoothly under Gaussian control noise.
In general, tweezer arrays are loaded stochastically, and even with defect-removal protocols imperfections will persist. In Fig. 3 (bottom left panel) we consider a randomly half-filled 6×6 square array, and optimize the squeezer for a specific filling pattern, shown in the inset. The optimal pulse sequence is applied to various halffilling configurations. The data points show the average and standard deviation over filling realizations. Despite the inhomogeneous configuration used for optimization, considerable spin squeezing is obtained.
Noise, changing at the time scale of a single measurement, can be simulated by shot-to-shot fluctuating rotation angles and interaction times acting on the bare resources. In Fig. 3 (bottom right panel) the optimal squeezer is affected by correlated noise, independent of system size N : the application time/angle of each bare global gate (see SM) suffers the same relative error, sampled from a normal distribution with standard deviation σ noise . The data points are calculated by averaging over 10000 projective measurements each obtained from a wavefunction evolved under a different error realization. As expected, the impact of noise increases with the number of unitaries, thus a specific noise amplitude identifies an optimal depth n of the squeezer. Additionally we expect that a feedback-loop optimization in the presence of noise will improve these results, by adjusting the optimal solution according to the noise.
To take into account the impact of spontaneous emission, we compare the interaction timescale V −1 0 to the rate of spontaneous emission due to the Rydberg dressing (1/τ eff ), through the ratio
, where τ R is the lifetime of the Rydberg state. For τ R ∼ 50µs, ∆ = 10Ω R , and Ω R = 2π · 20 MHz, we expect η c ≈ 300. Simulations show that the total timescales for optimal spin-squeezing are comparatively short: of the order of a few V −1 0 for R C > a (see SM). In 2D they exhibit a sub-linear growth with depth n. Moreover, running the quantum algorithm directly on the experimental platform automatically adjusts the optimal solution accordingly.
Outlook -Desirable properties of the optimized spinsqueezed states can be enforced by appropriately modifying the cost function (see SM). Beyond that, quan-tum algorithms for metrology can be developed in a broader context, where the encoding, probing, decoding, and measurement steps are altogether variationally optimized. This will require efficient estimation techniques for general metrological cost functions, such as the Fisher information [66] . The quantum algorithm we presented can be readily translated for different experimental architectures, involving e.g. molecules or optical lattices, employing their respective programmable entanglement resource to generate spin-squeezing.
SUPPLEMENTAL MATERIAL
Below we collect the supplemental material for Variational spin-squeezing on programmable quantum sensors, which is organized as follows: In section I, we introduce the notion of the permutation invariant subspace and discuss the permutation symmetry-breaking caused by finite-range interactions. In section II, we discuss the implementation of the fundamental building blocks of the variational gate sequence and provide deeper insights into the design of the sequence with respect to efficiency requirements. Section III contains a detailed analysis of the optimal gate sequence obtained by the variational algorithm. In particular, we visualize the dynamics of the many body state by means of the Husimi distributions on the Bloch sphere. We highlight the most prominent differences between our variational quantum algorithm for metrology and variational quantum eigensolvers in section IV.
BROKEN PERMUTATION SYMMETRY: MANY BODY DYNAMICS WITH FINITE RANGE INTERACTIONS
In this section, we discuss the breaking of permutation symmetry, as a particular aspect of variational state preparation with finite range interactions. We first introduce the notion of the permutation symmetric subspace in the context of one-axis twisting (OAT) and two-axis twisting (TAT). We then analyze mechanisms of variational preparation of spin-squeezed states, when finite range interactions break the permutation symmetry of the initial state.
Permutation symmetric subspace
As discussed in the main text, spin squeezed states can be prepared from a spin aligned product state |↑ x ⊗N as quench dynamics generated by one-axis and twoaxis twisting Hamiltonians, given by H OAT ∝ J 2 z and H TAT ∝ J 2 z − J 2 y , respectively. These Hamiltonians correspond to a many-body systems with infinite range pairwise interactions, implying that they are invariant under particle permutation. Let Γ k be the operator that exchanges two particles k and . It follows that [H OAT , Γ k ] = 0 and [H TAT , Γ ij ] = 0 for any pÂ §air of particles k, . Since the initial state is an eigenstate of the permutation operator: Γ k |↑ x ⊗N = (+1) |↑ x ⊗N ∀k, , the many body dynamics after the quench will be constrained to the permutation-invariant subspace of linear dimension (N + 1). This subspace coincides with the eigenspace of the angular momentum operator with largest value j = N/2, so that J 2 |Ψ = N/2(N/2+1)|Ψ .
Here we will use the collective angular momentum ba- The permutation invariant subspace, or outer shell, spanned by {|N/2, m, 1 } with −N/2 ≤ m ≤ N/2, has no α degeneracy. Notably, the maximally spin-squeezed state [48, 49] lives within this outer Bloch shell, and exhibits a spin-squeezing ξ 2 = 2/(N + 2). It can be prepared exactly with a timedependent Hamiltonian dynamics using J 2 z and J x as resources (i.e. employing only D z and R x gates for R C = ∞) [46] , as shown in Fig. 8 .
Breaking of permutation symmetry with finite-range interactions
Any pairwise interaction that is range-dependent, e.g. Rydberg-dressing, provides entangling resources which break permutation invariance. Thus, even when starting from a symmetric initial state |↑ x ⊗N , the quench dynamics will populate lower angular momentum (Bloch) shells J < N/2 with time (see Fig. 5 , bottom panel). Numerical simulations show that our optimization al- Figure 6 . Total interaction times T = i (τi + τ i ) of the optimal gate circuits for the exact optimization. Curves in two panels correspond to the optimal results in the two top panels of Fig. 3 (main text).
gorithm attempts to variationally restore the permutation symmetry. This is demonstrated in Fig. (5) The optimized trajectories do explore transient stages where lower angular momentum shells become populated, but the population in the outermost shell p j = N/2 never drops significantly below 1, and population is pushed back eventually towards 1 at the end of the circuit. Such behaviour emerges in all optimization runs we performed, regardless of the spatial geometry. In this figure, a triangular 2D lattice was considered with R C /a = 1.3) and a circuit depth n = 3. We conclude that the (partial) restoration of permutation invariance is a general feature of our variational algorithm, since the evolution of under a single time-independent D z (bottom panel) populate non-permutation invariant subspaces.
Total interaction time
Since the variationl algorithm attempts to find trajectories that do not disrupt the particle permutation symmetry completely the resulting tend to grow slowly. In Fig. 6 the total interaction times T = n i=1 (τ i + τ i ) resulting from the exact optimization results ( Fig. 3 main text) are displayed, in units of V −1 0 ( = 1). Since global rotations R a are implemented at timescales faster than V −1 0 , T can be regarded as actual preparation time, and is the relevant quantity to compare when considering decoherence effects and errors occurring in the preparation stage.
The 2D case (left panel) reveals that, while nearest neighbour interaction radii R C ≈ 1 yield large optimal T due to the vanishing interaction amplitudes, intermediate and large ranges yield faster timescales T . Apart from a few numerical instabilities, deriving from the competition between compatible optima in the parameter landscape, all resulting preparation times in this regime are of the order of a few V −1 0 . In contrast, the 1D case (right panel) offers a different perspective. While the optimal timescale is barely affected by system size, since boundary conditions become quickly negligible in N and optimization of a translationally-invariant bulk becomes the main task, the preparation times exhibit a sub-linear increase in the circuit depth n, a result of the gradual buildup of entanglement, with n.
DESIGN OF ELEMENTARY GATES AND THE VARIATIONAL GATE SEQUENCE
Entangling gates from bare quantum resources
As specified in the main text, the Rydberg dressing Hamiltonian H D and (global) single particle rotations specify the bare quantum resources of our model. Below we discuss how D x,z gates are obtained from these bare resources. Following [11] , The site dependent single body light shifts N i=1 δ i s z i appearing in the bare dressing Hamiltonian H D can be cancelled by using a spin-echo pulse,
Here R y (π) can also be replaced by R x (π). Additionally also static light shifts present will be cancelled by this spin-echo. Interactions in other directions, different from z, the D z , are obtained via rotations,
Preservation of the collective spin direction
Here we show that the gate circuit of Eq. (3) in the main text preserves the direction of the Bloch vector along the x axis, J θ , for an initial state | ↑ x ⊗N . Every gate in the sequence commutes with the parity operator in the x direction P x = N i=1 s x i , since P x s a j P x = (s x s a s x ) j = ±s a j and thus P x D x,z P x = D x,z . Since the initial state |↑ x ⊗N is a P x eigenstate, the variational state |Ψ(θ) will remain an eigenstate, i.e. P x |Ψ(θ) = ±|Ψ(θ) . This implies that J y θ = P x J y,z P x θ = − J y,z θ = 0, which translates into a Bloch vector J θ directed by construction along the x axis.
Design of the variational circuit
Below we motivate the design of the variational ansatz described in Eq. (3) and Fig. 2 of the main text. This ansatz is employed in the variational quantum algorithm to generate spin-squeezing with Rydberg dressing resources. The basic building block is provided by the interaction gate D z , which we combine with single-spin rotations.
We restrict the spin-rotations, R v (θ) = exp(−iθv · J ) to be global only but allow for arbitrary directions v, with |v| = 1). Consequently, the number of variational parameters in our ansatz will scale with the circuit depth n only (and will be independent of the system size N ). As described before a finite-range Ising gate
can be generated along any direction v.
We now constrain the general gates R v and D v , to satisfy the preservation of the collective spin direction. Enforcing this property removes the need to determine the direction of the Bloch vector via measurements after the gate (sequence), which would require additional experimental runs. This property is tied to the protection of the parity symmetry P x . Restricting to gates commuting with P x reduces rotations to R x , and interaction gates to D x and D v ⊥ , where v ⊥ is within the y-z plane. Note here that any D v ⊥ can be generated from R x and D z . The relevant gates fulfilling the requirement of axis preservation are, therefore, R z , D x , D z .
Sequencing these three types of allowed gates, with equal repetition to generate the fastest possible growth of accessible states manifold, results in a sequence of layers of the formŪ = D x (τ )R x (ϕ)D z (τ ). We conclude that the sequence in Eq. (3) (main text) comprises the most general set of gates satisfying all the aforementioned requirements.
Complete gate sequence with bare quantum resources
The sequence motivated above translates in to a series of 9n+1 laser pulses. In particular each unitary in Eq. (3) (main text) is decomposed into
HUSIMI DISTRIBUTIONS: VISUALIZING AN OPTIMIZED SEQUENCE
Here we discuss the Husimi-distributions used in Fig. 2 of the main text in more detail and visualize their action in an optimized gate sequence.
Husimi distribution on the generalized Bloch sphere
We employ the Husimi Q-representation to visualize the collective spin states on a generalized Bloch sphere. The Q distribution is defined as the overlap with a coherent spin-state
This visualization is particularly relevant if the many body state is located in permutation invariant subspace. To be able to capture more information we generalize this to all total angular momentum eigenspaces, i.e.
where ρ(θ) = |Ψ(θ) Ψ(θ)| is the density matrix of a state |Ψ(θ) prepared by control parameters θ and 
If this quasi-probability distribution is plotted on a generalized Bloch sphere it visualizes the mean spin direction and the fluctuations of the collective spin around it, whereas fluctuations along the spin direction are not visible.
Evolution of Husimi distributions in an optimized sequence Fig. 7 displays, by means of the Husimi distributions, the quantum state after each gate of the optimized sequence shown in Fig. 5 . We plot only the three largest shells j = 4, 5, 6 since their combined population remains above 99% throughout the dynamics. The shell j = 4 shows higher overall population than j = 5 due to the
. Husimi-distributions of the three largest angular momentum shells, for the same optimized gate sequence shown in Fig. 5 In this section, we discuss the role of the D x gate in sequence relying on finite-range interactions, in contrast to infinite range interactions R c → ∞, where it was shown that R x and D z are sufficient resources to generated spin-squeezing up to Heisenberg scaling ξ 2 ∝ N −1 . The optimal squeezing is displayed as a function of the system size N up to 512 (accessible due to the permutation symmetry), for various circuit depths n = 1 to 5. Results for OAT, TAT, and best achievable squeezing for N particles, are drawn for reference as dashed lines. [43] [44] [45] [46] . We recover these results in Fig. 8 , where every layer of the variational circuit ansatz is simplified to U i = R x (ϑ i )D z (τ i ) and depends on 2 parameters instead of 3. Exact optimization results show that already for depth n = 5, spin-squeezing is saturated to its possible minimum 2/(N +2) up to 512 articles, i.e. gaining a static prefactor (in N ) over TAT. We motivate the discrepancy between the finite and infinite range scenarios with the following argument: When R C = ∞, under the action of D z (τ ), an initial coherent state will first evolve into a spin squeezed state followed by a non-Gaussian state, signaled by an S-shaped Husimi-distribution [23] . In this case D z interaction is 4π/V 0 -periodic, an intermediate Sshaped state can be transformed back into a Gaussian state. This property breaks down for finite-range Hamiltonian where D z is not periodic, and thus can not be inverted. Therefore a sequence consisting only of R x and D z is limited to operate at finite-range OAT times, because, at longer times, irreversible non-Gaussian states are generated. Numerical evidence shows that the D x gate is sufficient to revert the non-Gaussian state generation, thus lifting the short-time limitation which in turn limits the obtainable squeezing. We highlight this property in Fig. 7 , where the Husimi distributions of the three largest momentum eigenspaces, are displayed after every gate of an optimized sequence. The sequence shows transient non-Gaussian states, marked by the dashed circle.
COMPARISON TO VARIATIONAL QUANTUM EIGENSOLVERS
The variational spin-squeezing algorithm we proposed fits within the framework of hybrid quantum algorithms, such as Variational Quantum Eigensolvers (VQE) and simulators [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] , and Quantum Approximate Optimization Algorithms (QAOA) [21, [72] [73] [74] . The goal of these algorithms is to variationally engineer on a quantum device ground states |Ψ 0 of target Hamiltonians H T , either quantum or classical. In this section, we highlight a few main conceptual differences between VQE/QAOA and the our spin-squeezing strategy.
First of all, while for VQE the cost function is the expectation value H T θ of the target Hamiltonian, thus infinitely differentiable and with bounded derivatives, cost functions for entanglement-enhanced quantum metrology problems are generally not simple expectation values. Known examples beyond the spin-squeezing parameter of Eq. (1) (main text) include: the Fisher Information
with P k eigenspace projectors of the observable O, quantifying the maximal sensitivity to t of the projective measurements of O; the Quantum Fisher Information (see main text), which maximises F (O, t) over all possible observables O [66] [67] [68] ; and the Allan deviation, used in precision clocks to synchronize tunable optical resonators to the atomic frequency. Adopting these quantifiers as cost functions for variational quantum algorithms requires not only the development of efficient estimation techniques for the cost function itself, but also the development of quantum algorithms not incurring in optimization instabilities (caused e.g. by singularities of the cost function, or its differentials, in the parameter landscape).
As a second fundamental difference, we remark that for VQE a single correct solution exists, and the degree of approximation is measured in terms e.g. of fidelity. By contrast, for quantum metrology, any engineered state offering precision enhancement over SQL is a valid solution, and the challenge involves achieving the best possible enhancement for a limited set of available resources. This property allows additional freedom in the choice of cost function, as we discuss later on.
Finally, we stress that for optimizing spin-squeezing, the precision of the cost function estimator does not decrease with the system size N , for a fixed number of measurements. This property, which is not guaranteed for VQE, is discussed in detail later in this section.
Modifying the cost function
As we discussed in the previous section, our goal is not to prepare a unique quantum many body state with high precision, but rather to enhance a collective property of the prepared wavefunction (in our case, the signalto-noise ratio of Ramsey interferometry). This objective allows us some freedom in building the cost function itself, for instance, we can include additional penalty terms to favor other properties of the optimized state. Penalties become particularly relevant for the problem of spin-squeezing, since the maximally spin-squeezed state for even N , the Dicke state lim →0 √ 1 − 2 |N/2, 0 + / √ 2(|N/2, +1 + |N/2, −1 ), exhibits zero Ramsey signal due to its zero Bloch vector length | J | = 0. To avoid this pitfall, we can modify the cost function, ensuring a finite Bloch length by penalizing lengths below a certain thresholdx.
In particular we modify the cost function according to
where the penalty function f p (·) is calculated on the same estimator J x θ that we employ for ξ 2 , ensuring that we can still run the feedback-loop on the experiment, at the same cost. Fig. 9 shows numerical simulations where we adopted the penalty function
which is monotonic and C ∞ on its domain R + to guarantee smooth convergence of the search algorithm. We set a thresholdx = N/ √ 8, which is known to allow a Heisenberg like scaling [46] . The top panel shows optimized TAT Figure 10 . Left panel: relative squeezing error for the optimal states generated by OAT, TAT and a trial state, discussed in the text. Right panel: Relative error for the optimized spin squeezed states in a 1D Array at RC /a = 3 (see Fig. 3 main text for corresponding squeezing values).
spin squeezing according to the modified cost function in a scenario analogous to Fig. 3 in the main text. Here we observe that the short range regime (R C < 3a) remains unchanged. By contrast, for large interaction radii the optimal squeezing saturated earlier in the depth n. The long range solutions in Fig. 3 in the main text approach the maximally spin squeezed state with vanishing Bloch vector length, indicated by the dotted lines in the lower panel.
Measurement scaling with system size
In this section, we investigate the number of measurements required to determine the spin-squeezing parameter to a given relative precision ∆ξ 2 /ξ 2 , as a function of the system size. Our analysis reveals that for variationally optimized states, the relative error of the spin squeezing parameter saturates for large particle numbers. This is in contrast to variational quantum eigensolvers, where, for example, the extensiveness of the expectation value of a quantum-chemistry Hamiltonian, requires an increasing amount of measurements, as the number of particles increases.
We start by analytically calculating the standard deviation of the spin-squeezing parameter for optimally spinsqueezed states. To this end, we construct a permutation invariant state which exhibits spin-squeezing up to the Heisenberg-limit:
