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1 Introduction
The global players in automotive industry have been trying to launch fully au-
tonomous vehicles into the mass market in immediate future. In this chapter,
we present the basic information required to design motion controllers for au-
tonomous vehicles with simplified details.
2 Vehicle Models
The main components of the road vehicle are the tires that provide guidance
and force generation on roads. As such, they define the motion characteristics
of the road vehicles. Due to the elastic structure, the tire internal characteris-
tics are complex. The velocity vector of the tires at the tire-road contact patch
center shows different direction than the tire heading direction at high vehi-
cle speeds. The deviation of the velocity vector direction from the tire vertical
plane is called tire side-slip angle (Figure 1).
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Fig. 1: Kinematic Vehicle Model
The tire side-slip angle is negligible at the low speeds and the motion of
the vehicle can be well-approximated by kinematic equations. The kinematic
models are used to design controllers for low speed maneuvers such as tight
parking and in some cases for motion planning. Dynamical vehicle models are
necessary for high speeds vehicle motion as required in urban and highway
driving. In this chapter, we will derive vehicle controllers by using both model-
ing approaches. The kinematic and dynamic controllers will be presented from
practical implementation perspective within decent but simplified theoretical
framework.
2.1 Kinematic Models
The systems, having less number of actuation direction than the available mo-
tion coordinates in configuration space are called non-holonomic (non-integrable)
systems. On the vehicle motion plane in the global coordinate system, the ve-
locity of the front and rear axle centers are constrained and they are not inde-
pendent each other.
Two points on the rear and front axles of the vehicle are shown in (Figure
2). These two points are rigidly connected to each other by the vehicle body
frames. Depending on which among two to follow the given reference path,
kinematic models are derived with respect to the chosen point. In parking ma-
neuvers, the rear axle center is required to track the reference path.
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Fig. 2: Kinematic Vehicle Model
The velocities of the rear and front axle centers are constrained by the fol-
lowing forms [11];
tan(ψ) =
Y˙
X˙
=⇒ X˙sin(ψ)− Y˙cos(ψ) = 0 (1)
tan(ψ+ δ) =
Y˙
X˙
=⇒ X˙sin(ψ+ δ)− Y˙cos(ψ+ δ) = 0 (2)
In this work, we take the rear axle center as the reference tracking point. We
construct the kinematic model with respect to this reference point. The front
axle center velocity can be described by the rear axle center velocity yielding
the following constraint relationship. These velocity constraint equations are
commonly called as the Pfaffian constraint equations [11, 14].
X f = X+ Lcos(ψ) (3)
Yf = Y+ Lsin(ψ) (4)
Using the angle-sum identities in trigonometry in Equation 2 and the sub-
stituting the Equations (3) and (4), we arrive the Pfaffian constraint matrix and
the kinematic equations of the motion [11].
Substituting X f = X+ Lcos(ψ) andYf = Y+ Lsin(ψ) in Equation (2) results
in;
X˙sin(ψ+ δ)− Y˙cos(ψ+ δ)− ψ˙Lsin(δ) = 0 (5)
C(q) =
[
sin(ψ+ δ) −cos(ψ+ δ) −Lcos(δ)
sin(ψ) −cos(ψ) 0
]
(6)
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Using the angle-sum identities in Equation (5), the rate of heading angle is
obtained. Therefore, the kinematic differential equations for the configuration
space {X, Y, ψ} ∈ S that describe the motion in the global coordinate system
becomes; X˙Y˙
ψ˙
 =
Vcos(ψ)Vsin(ψ)
V
L tan(δ)
 (7)
The longitudinal and lateral motions of the vehicle are determined by the
control variables; velocity V and the steering angle δ at the tires. Given the
control inputs (V, δ), the motion trajectories of the vehicle can be simulated.
In the controller design, a feedback control law for lateral and longitudinal
motions can be developed separately, however since the kinematic equations
are non-holonomic, a smooth feedback cannot be determined for the point-to-
point control applications in which two point boundary conditions are to be
satisfied for all of the coordinates in the configuration space. We detail the con-
troller design in the proceeding sections.
2.2 Dynamic Models
We briefly introduced the tire side-slip angle that generate lateral and longitu-
dinal tire forces at the beginning. Tire slip-angle cannot be neglected after some
point, thereby appears in the motion equations. The tire forces are expressed as
a function of the tire deflection. At these conditions, the kinematic relations are
no longer valid for Ackermann steering geometry (left figure in 3).
Fig. 3: Ackerman Steering Geometry (left) and Side-slip Angles (left)
In Fig. (3), the Ackerman steering geometry is depicted on the right. The
steering angle agrees with the curvature equation in which the tangent of the
steering angle is equal to the ratio of the length of the vehicle and the radius of
curvature.
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In derivation of the lateral vehicle dynamics equations, the common ap-
proach is to use single track model (Figure 4). In this approach, the four wheel
model is lumped into the two wheel single track structure [15].
Fig. 4: Dynamic Vehicle Model reduced to Single Track
The following assumptions are made in derivation of the single track model:
– side-slip angles are small for linearization
– tires operate at the linear region in which the slope of tire slip-angle and
lateral force curve is constant
– the road surface and tire friction coefficient µ is constant (we omit friction
coefficient by taking µ = 1)
– the vehicle travels at a constant longitudinal speed.
The net lateral force acting at the center of gravity of the vehicle in the body
coordinate system is written for the Newton’s second law of motion as;
∑ Fy = may = Fy f + Fyr (8)
Fy f = 2Cα f α f (9)
Fyr = 2Cαrαr (10)
where Cα f , Cα f are the cornering stiffness of the front and rear tires for per
angle deviation in radian and β is the side slip angle of the vehicle at the Center
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of Gravity (CoG). The side slip angle of the vehicle at the front and rear axle
centers (β f , βr) are computed from the kinematic velocity relationships and
given as;
β = atan(
y˙
Vx
)≈ y˙
Vx
(11)
β f ≈
y˙+ L f ψ˙
Vx
(12)
β f ≈ y˙− Lrψ˙Vx
(13)
Substituting these identities in the lateral force balance equation (8) yields
the lateral motion differential equation;
d
dt
y˙ = −2(Cα f + Cαr)
mVx
y˙−Vxψ˙−
2(Cα f L f − CαrLr)
mVx
ψ˙+
2Cα f
m
δ (14)
Similarly, we write the net moment balance equation (15) and derive the
yaw rate update equation (16). These differential equations are used to obtain
the update equations for lateral displacement and the heading angle by inte-
grating the rates and can be put in matrix form for state space representation.
Izψ¨ = Fy f L f − FyrLr (15)
d
dt
ψ˙ = −2(L fCα f − LrCαr)
IzVx
y˙−
2(L2fCα f + L
2
rCαr)
IzVx
ψ˙+
2L fCα f
Iz
δ (16)
The state space representation of the lateral dynamics can be written for the
vehicle states {y, y˙, ψ, ψ˙};
d
dt

y
y˙
ψ
ψ˙
 =

0 1 0 0
0 − 2(Cα f+Cαr)mVx 0 −Vx −
2(Cα f L f−CαrLr)
mVx
0 0 1 0
0 − 2(L fCα f−LrCαr)IzVx 0
2(L2fCα f+L
2
rCαr)
IzVx


y
y˙
ψ
ψ˙
+

0
2Cα f
m
0
2L fCα f
Iz
 (17)
The appropriate units are accordingly in the equations.
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3 Controller Design
In an control application, the main objective is to find a control input sequence
that bring the system output as much as closer to the pre-defined reference tra-
jectories. If the output of the system is required to be zero all the time, the prob-
lem is called as regulation problem where the reference is zero. We presented
the kinematic and dynamic motion equations in the previous sections for the
specific configuration spaces. In order to design controllers, the motion equa-
tions can be re-defined in the error space to transform the control design into the
regulation problem to bring the non-zero system outputs and their derivatives
to zero. Once the error equations are derived we can design feedback controllers
that take the error states as input and give required amount of the control input
magnitude. It is paramount to note a distinction in the control objective here.
The control objectives differ in the number of regulated output vs the number
of controlled input variables that might incur difficulties in finding a smooth
feedback law. Three types of control objectives are defined in [11]. These are;
– Point-to-Point control; Given an initial state configuration, the vehicle is
desired to reach a goal configuration in which all the position requirement
are satisfied. As an example parking control can be classified under this con-
trol task. The objective is to find controller inputs (two inputs for vehicle;
speed and steering) to satisfy the end-point position described by {x, y, ψ}.
If the vehicle speed is taken as constant, the parking control becomes one
input three output control problem for which there is no smooth feedback
solution.
– Path following; The vehicle is desired to follow a geometric path from a
given an initial position. If the vehicle speed is taken as constant, the path
following becomes one input, one output control problem for which vari-
ous controller can be developed for smooth feedback. In this case, the devi-
ation of the vehicle position from the defined path is regulated.
– Trajectory following; The vehicle is desired to follow a trajectory which
is a function of time. The optimal trajectory is generated by the open loop
optimization methods and feedback laws are designed to keep the vehicle
on the trajectory.
3.1 Optimization Based Kinematic Control
We derive a steering control law for kinematic model assuming that the vehicle
speed is not a control variable. Only free variable for control is the steering
input to the system. Recall that the kinematic equations are given for the two
axle vehicle system are given as;X˙Y˙
ψ˙
 =
Vcos(ψ)Vsin(ψ)
V
L tan(δ)
 (18)
8 Lecture Notes in Computer Science: Authors’ Instructions
If we were to design a feedback controller, the control design task would
fall under the trajectory following problem. However, in this paper, we will
use the x(t) position as the index value that gives us the other configuration
space variables y(t) and ψ(t) at any time. Other assumptions are that, the tra-
jectory is generated by a trajectory generator or a feasible trajectory is available
and the vehicle travels at a constant speed. With these assumptions, we can re-
duce the trajectory tracking problem into the path following regulation for the
lateral distance and heading deviations. We start with linearizion of the kine-
matic equations around a fixed point (s∗, u∗) = {x∗, y∗, ψ∗, δ∗} to obtain the
linearized model by the first order Taylor expansion [13].
s˙ = f (s, u) (19)
s˙≈ f (s∗, u∗) + ∂ f (s, u)
∂s
∣∣∣ s=s∗
u=u∗
(s− s∗) + ∂ f (s, u)
∂u
∣∣∣ s=s∗
u=u∗
(u− u∗) (20)
By subtracting s˙∗ = f (s∗, u∗) from Equation (20), we arrive the linearized
equations in relative coordinates;
s˙e = ˙s− s∗ ≈ ∂ f (s, u)
∂s
∣∣∣ s=s∗
u=u∗
(s− s∗) + ∂ f (s, u)
∂u
∣∣∣ s=s∗
u=u∗
(u− u∗) (21)
where se is the states in relative coordinate system and u is the control vari-
able. Before deriving the Jacobian matrices, we re-write the kinematic model
equations for the desired trajectory in the vehicle body coordinate system. The
kinematic model for the desired trajectory in the global coordinate system is;
[
X˙
Y˙
]
=
[
Vcos(ψd)
Vsin(ψd)
]
(22)
The same identities in the local coordinate system can be written as by incor-
poration rotation matrix into the equation and re-arranged by the trigonometric
identities. Therefore, desired path equations in the local coordinate system be-
come;
[
x˙
y˙
]
=
[
cos(ψ) sin(ψ)
−sin(ψ) cos(ψ)
] [
Vcos(ψd)
Vsin(ψd)
]
=
[
Vcos(ψ− ψd)
Vsin(ψ− ψd)
]
(23)
As seen in Equation (23), the coordinate transformation yields the kinematic
error model in the local coordinate frame. The rate of heading angle deviation
can also be defined by using the relative coordinates as follows;
˙ψ− ψd = VL tan(δ− δd) (24)
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Combining Equations (23) and (24) in the matrix form results in the final
kinematic error model.  x˙y˙
ψ˙e
 =
Vcos(ψ− ψd)Vsin(ψ− ψd)
V
L tan(δ− δd)
 (25)
if the kinematic model is linearized around the vicinity of a desired trajec-
tory for which
(s∗, u∗) = {x = xd, y = yd, ψe = ψ− ψd = 0 and δe = δ− δd = 0}
and
(se, ue) = {x− xd, y− yd, ψe, δe}
we obtain the linearized error equations in the local coordinate frame.
s˙e = ˙s− s∗ ≈ ∂ f (s, u)
∂s
∣∣∣ s=s∗
u=u∗
(s− s∗) + ∂ f (s, u)
∂u
∣∣∣ s=s∗
u=u∗
(u− u∗) (26)
where the Jacobians are;
∂ f (s, u)
∂s
=

∂(Vcos(ψ−ψd))
∂x
∂(Vcos(ψ−ψd))
∂y
∂(Vcos(ψ−ψd))
∂ψ
∂(Vsin(ψ−ψd))
∂x
∂(Vsin(ψ−ψd))
∂y
∂(Vsin(ψ−ψd))
∂ψ
∂( VL tan(δ−δd))
∂x
∂( VL tan(δ−δd))
∂y
∂( VL tan(δ−δd))
∂ψ
 (27)
∂ f (s, u)
∂s
=
0 0 −Vsin(ψ− ψd)0 0 Vcos(ψ− ψd)
0 0 0

ψ−ψd=0
=
0 0 00 0 V
0 0 0
 (28)
and
∂ f (s, u)
∂u
=

∂(Vcos(ψ−ψd))
∂δ
∂(Vsin(ψ−ψd))
∂δ
∂( VL tan(δ−δd))
∂δ

δ−δd=0
=
 00
V
L
 (29)
The linear model for a constant vehicle speed (V) is expressed as; x˙ey˙e
ψ˙e
 =
0 0 00 0 V
0 0 0
xeye
ψe
+
 00
V
L
 (δ− δd) (30)
Since in this paper, the local longitudinal displacement is not controlled, we
can remove the longitudinal equation from the model and proceed with the
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design using Linear Quadratic Regulator (LQR) methods for constant and time
varying vehicle speeds. The latter one is implemented by using a simple gain
scheduling method at the grid of the operating points.
In the case of constant vehicle speed, we can write the lateral model as;
[
y˙e
ψ˙e
]
=
[
0 V
0 0
] [
ye
ψe
]
+
[
0
V
L
]
(δ− δd) (31)
Choosing the control with state feedback coefficients (k1, k2) as
δ = k1ye + k2ψe + δd = δ f b + δ f f
gives us a combined state feedback; δ f b = k1ye + k2ψe and feed-forward; δ f f =
δd controllers. The controlled system thus becomes;
[
y˙e
ψ˙e
]
=
[
0 V
0 0
] [
ye
ψe
]
+
[
0
V
L
]
(δ f b) (32)
The overall controller block diagram is shown in the figure (5).
Fig. 5: Kinematic Controller Block Diagram
It is trivial to design stabilizing LQR state space control coefficients (k1, k2)
for the given linear system and obtain time varying controllers for different
vehicle speed as (k1(V(t)), k2(V(t))) in Matlab. In the following figure (Figure
6), we show the state feedback coefficients as the function of the vehicle speed
ranging in V(t) = [1, 15] m/s. The coefficients are obtained by giving equal
weights to the states in the Q and control effort R matrices of the LQR controller.
We discuss how to define the weights in Q and R matrices in the following
sections.
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Fig. 6: Lateral and Heading Deviation error Feedback Gains vs Vehicle Speed
Feed-forward Control and Road Curvature :
We assumed that the feed-forward part of the steering control is provided by
a trajectory generator. It can also be computed from the Ackerman geometry
(Figure (3) and Equation (33)) if the path curvature ( Equation (34)) is available.
The Ackerman steering angle at tires is defined geometrically by the following
equations;
δ f f = atan(
L
R
) = atan(κL) (33)
κ =
1
R
(34)
κ =
tan(δ)
L
(35)
The path curvature (κ) path can be computed in various ways. The first
method is to drive the car along a desired trajectory at low speeds and compute
the curvature using the equation (34 and 35). These equations are only valid
if the side-slip angle of the tires low. The second method to compute the road
curvature from the measurements is to make use of the curvature differential
equation [8] given as;
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κ =
Y′′
(1+Y′)
3
2
(36)
where Y′ = dYdX and Y
′′ = d2YdX2 in the global coordinate system. The compu-
tation of the first and second derivatives numerically is always troublesome if
there is no analytical and C2 continuous function in the form of Y = f (X). Al-
ternatively the equation can be converted to a function of measurable variables.
The first derivative of the coordinate (Y in north direction) with respect to X is
related to the heading angle in the global coordinate system.
tan(ψ) = Y′ = dY
dX
(37)
We can obtain Y′′ by differentiating the equation (37) with respect to X and
using the chain rule, we arrive another equation of measurable variables.
Y′ = dY
dX
= tan(ψ) (38)
Y′′ = d
dX
(
dY
dX
) =
d
dt
(
dY
dX
)
dt
dX
(39)
Y′′ = d
dt
(tan(ψ))
dt
dX
=
ψ˙
|Vcos(ψ)|cos(ψ)2 (40)
In Equation (40), dXdt is the vehicle speed on the X east direction in the global
coordinate system and it is equivalent to Vcos(ψ) and the derivative of tan(ψ)
is written as
˙psi
cos(ψ)2 .
We derived the curvature function which depends on the measurable quan-
tities; heading angle, yaw rate and the vehicle velocity {ψ, ψ˙ and V}. Using
these quantities. We present the figure of a smooth curvature which are ob-
tained by these methods in (Figure 7). A closer look around zero line is given
in Figure (8).
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Fig. 7: Curvatures obtained by Ackermann Geometry, Differential Equations
and Kalman Filtering
Fig. 8: Noise around zero line
As seen on the figures, both of the method give almost identical results. The
curvature computed using the Ackerman geometry and steering measurement
has low resolution. The steering wheel angle is a low resolution measurement
obtained from the CAN bus. On the other hand, the curvature computed by
the differential equations is noisy around the zero line due to the low vehicle
speeds and high frequency measurement (200 Hz) of the yaw rate. Further-
more, since the steering is the input and the vehicle response variables are the
output, time delay is observed between input and output variables. This delay
is a mechanical delay in the vehicle system and cannot be avoided. As we have
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two curvature measurements, we can also use a Kalman filter to obtain filtered
curvature values.
Simulations and Experimental Results for Precise Parking :
We simulated the controlled system to asses path following error under the
given formulations for rear and front axle equations. Figure (9) shows the sim-
ulated path and the path followed by the controlled vehicle with a constant
speed of 10 [m/s]. The kinematic model with the controller can also be used to
smooth the path obtained by the GPS measurements on the previously driven
path.
Fig. 9: Path Following Performance Simulation
The lateral error in the vehicle coordinate system is under 10 [cm] while
turning with the constant speed of 10 [m/s]. The lateral tracking and heading
errors are under five cm and one degree when the vehicle speed is 3 m/s (Figure
10).
We verified the simulation results by employing the kinematic controller
for tight parking application by starting at the various positions away from
the reference path. The reference path was obtained by driving the car in the
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Fig. 10: Path Following Performance Simulation
parking slot to the final position. The experimental results are shown in Figure
(11).
Fig. 11: Tight Parking Experiment Results starting from Various Positions
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In the following section, we explain essential ingredients of the classical and
modern control in an intuitive manner briefly before delving into the controller
design for the dynamical vehicle models.
3.2 Objectives and Methods in Control Theory
The system to be controlled is nothing but a mathematical object that takes the
input signal and spits out response signal which we try to bring to the desired
levels in the control theory. The input signal is amplified or attenuated with
some phase difference between their corresponding input and output values.
We show this system behavior in Figure (12). The system in the figure takes a
sinusoidal input with a magnitude value A, transforms it to another sinusoidal
signal with a magnitude B with a phase difference.
Fig. 12: Frequency Response
In classical control, the time domain differential equations are converted
to the frequency domain equations by the Laplace transformation to obtain a
transfer function representation of the system. Exciting the systems with inputs
at different frequencies, the ratio of the input-output amplitudes as well as the
corresponding phase angles are generated in the form of Bode plots.
The Bode plots are used to visualize the ratio of input-output magnitudes as
well as the phase difference between them in logarithmic scale. The unit of the
magnitude ratio is decibel (dB). A typical Bode plot diagram for magnitudes
and the phase given in Figure (13).
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Fig. 13: Bode Diagram, Gain and Phase Margins
One of the pairs that is used for feedback stability assessment is gain and
phase margins (also shown in Figure 13 ). The term margin is used to indicate
the allowable amount in changing some magnitude to the defined boundaries.
The controllers change the system’s phase and amplitude ratio. We need to de-
fine allowable magnitudes for multiplication and addition relative to the sta-
bility boundaries of the transfer function. The stability of a transfer function in
Laplace domain can be described by the Nyquist stability criterion. In simple
terms, we can define stable system among all other stability definition, as the
system which produces Bounded Output for the Bounded Inputs (BIBO stabil-
ity). There are other stability definitions, however, BIBO stability is sufficient to
create some sense of stability notion as an introduction.
Fig. 14: Closed and Open Loop Transfer Functions
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The transfer function of a feedback control system given in Figure (14) is
written as;
y(s) = [u(s)− y(s)H(s)]G(s) (41)
T(s) =
y(s)
u(s)
=
G(s)
1+ H(s)G(s)
(42)
The characteristic function of the transfer function T(s) is the denominator
term in Equation (42). The loop transfer function and the characteristic equa-
tions in these definition are defined as L(s) = H(s)G(s) and 1 + H(s)G(s) =
1+ L(s) respectively. The transfer function becomes unstable when the denom-
inator term goes zero (T(s) = G(s)0 → ∞). Therefore the stability boundaries,
phase and gain margin can be defined accordingly. The formal definition of the
instability condition is written as [16, 6, 2, 12];
1+ H(s)G(s) = 1+ L(s) = 0 =⇒ L(s) = −1 (43)
(44)
The loop transfer function is a complex number generator. The magnitude
and phase angle of | − 1 + j ∗ 0| are |1| and 1800 In the classical control theory,
the roots of the characteristic equation of the transfer function define the sys-
tem’s stability behavior. In the stable case, the roots of the characteristic func-
tion 1+ L(s) must lie in the left half of the complex plane and the magnitude of
the loop transfer function must be less than one for all the possible frequencies.
If the magnitute of the loop transfer function is less than one (|L(s)| < 1), the
input signal is not amplified through the loop.
The Gain Margin (GM) is defined at these conditions as the inverse of the
gain that brings the amplitude of the system gain to one when the phase is 1800.
(GM)|L(s)|
∣∣∣
∠L(s)=1800
= 1 =⇒ GM = 1
|L(s)|
∣∣∣
∠L(s)=1800
The Phase Margin (PM) is conversely the amount of the phase angle re-
quired to bring the phase of the system’s phase to 1800 when the magnitude of
the system gain is equal to one.
PM = 180+∠L(s)
∣∣∣|L(s)|=1
The gain margin tells the designer, how much gain increase allowable until
the instability boundaries. There are uncertainties in physical models therefore
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we assume there might be unaccounted steady state multiplication factors. The
gain margin allows us to leave enough room for the unaccounted hidden gains
in the control process. Generally it is required to have GM > 2 ≈ 6 dB and
PM > 300 or more [16]. Although it is sole indicator for robustness against
the time delay, phase margin is used to provides room for time delays in the
system.
In advanced control applications, robustness of the systems to the uncertain-
ties are considered as the design choice and desired system response Bode mag-
nitude plots are used to constraint the shape of the resulting system response
magnitudes. The desired Bode magnitude shapes are formulated as a weight-
ing function for all the frequencies and the control problem is formulated as an
optimization problem. We will give an introduction to robust control design for
vehicle path tracking applications.
3.3 Optimal Linear Quadratic Regulator (LQR) with Vehicle Dynamical
Model for Path Tracking
Optimal LQR State Feedback Controller :
We assume the reader is familiar with LQR control and will not elaborate the
derivation of the control structure using Algebraic Riccati and discrete coun-
terpart for finite and infinite time cost functions. We refer the reader for com-
plete treatment of the optimal control and specifically LQR methods to the well-
known reference books [7, 1, 4, 9].
The LQR methods are versatile in the control applications from robotics to
the flight control due to the simplicity in implementation. We will design LQR
state feedback controllers for lateral vehicle dynamics starting with redefining
the vehicle dynamical models into error coordinates as given in [15].
The controllers are designed either for continuous or discrete system mod-
els. The physical systems have continuous response, however the controllers
work in digital environment. Therefore, any controllers designed using contin-
uous system equations must be discretized according to the control frequency
to be used. Other approach is to directly design and use discrete controllers.
From rest of the paper, we will work on discrete systems.
The discrete time LQR state space control coefficients are derived using
the Discrete Algebraic Riccati Equations. Assume that we have following state
space equations in discrete time.
x(k+ 1) = Ax(k) + Bu(k) (45)
y(k) = Cx(k)
In Equation (45), [x(k), u(k)] are the state and the control variables, y(k) is
the controlled outputs, [A, , B, and C] are the state transition, control and mea-
surements matrices respectively. We are after finding a state feedback control
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law of the form of u(k) = Kx(k) with the state feedback coefficients K. The con-
troller coefficients are derived from the solution of an optimal control problem
to minimize the cost objective function JLQR. For this purpose, in LQR optimal
control framework, a quadratic cost is written including weights for the con-
trolled outputs and the control. Assuming that there is no constraint on states
at the final time and the controller is to be derived for infinite time case for
steady state solution. In this case a quadratic cost function can be written as;
JLQR =∑(y(k)TQ˜y(k) + u(k)TRu(k)) (46)
By substituting y(k) = Cx(k) in the cost functional, we arrive at the cost
function of the states;
JLQR =∑(x(k)T(CTQ˜)x(k) + u(k)TRu(k)) (47)
where Q = Q = CTQ˜C0 is the positive semidefinite and R0 is the pos-
itive definite matrices. For the control law of the form u(k) = Kx(k), the state
feedback control coefficients can be solved from the Discrete Algebraic Riccati
matrix equation [5, 10];
ATXA− X+Q− ATXB(R+ BTXB)−1BTXA = 0 (48)
where X is the unique positive semidefinite steady state solution to DARE
(Equation 48). Then, the state feedback coefficients are expressed as K = (R+
BTXB)−1A. By substituting u(k) = −Kx(k), we obtain the closed form con-
trolled state space equation as x(k+ 1) = (A− BK)x(k) where the closed loop
state transition matrix is asymptotically stable and Hurwitz (all the eigenvalues
has negative real parts).
Vehicle Lateral Dynamics in Error Coordinates The LQR controller can be designed
for in any coordinate system, however, for path tracking applications it is more
convenient to use relative coordinate system [15]. The vehicle dynamics model
in the vehicle body coordinate system is given in matrix Equations (17). We
define the desired lateral response by defining the desired magnitudes when
vehicle is in steady state motion conditions. The desired yaw rate and the ac-
celeration in the steady state turning are expressed as;
ψd =
Vx
R
(49)
a¨yd =
V2x
R
= Vxψ˙d (50)
where R is the radius of the curvature. The error in the lateral acceleration
becomes;
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e¨y = ay − ayd = y¨+Vxψ˙−Vxψ˙d = y¨+Vx(ψ˙− ψ˙d)
Similarly, the second error equation is written as;
e¨ψ = ψ¨− ψ¨d
If we substitute the equations given for y¨ and ψ˙ in Equations (14 and 16) in
the error equations, we obtain the error state space model given as;
d
dt

ey
e˙y
eψ
˙eψ
 =

0 1 0 0
0 − 2(Cα f+Cαr)mVx 0 −Vx −
2(Cα f L f−CαrLr)
mVx
0 0 1 0
0 − 2(L fCα f−LrCαr)IzVx 0
2(L2fCα f+L
2
rCαr)
IzVx


y
y˙
ψ
ψ˙
+

0
2Cα f
m
0
2L fCα f
Iz
 (51)
Based on the state update equation 51 and measurement matrix, we can
design LQR controllers both for continuous and discrete cases. Usually, path
deviation, lateral velocity, heading angle and rate can be measured or derived
in the control applications.
3.4 Path Generation
The reference path must be available real-time to the lateral motion controllers.
It can be computed real-time by using numerical optimal control and trajec-
tory optimization methods or prepared in advance if there is no need to change
the path during the motion. For parking applications, if the path is to be pre-
pared off-line, the curvature of the path is necessary for feed-forward part of
the kinematic controller presented in this study. We provided different curva-
ture computations in the previous sections.
4 Conclusion
In this tutorial, we briefly introduced practical control methods for autonomous
vehicle steering applications. The kinematic and dynamic controller are de-
scribed with experimental results. In reality, the control requirements are more
tighter than presented in this introduction tutorial. In order to meet control
demands for the autonomous driving, various modules for controllers must
be implemented with robust control theory. We proposed self-scheduling pre-
view robust controllers for autonomous driving in [3]. In addition to the robust
controllers, robust observers and predictors must be used for sensor measure-
ments. In the autonomous vehicle control applications, the path generation and
planning are implemented separately and the generated paths are served to the
controllers.
22 REFERENCES
References
[1] Brian DO Anderson and John B Moore. Optimal control: linear quadratic
methods. Courier Corporation, 2007.
[2] Karl Johan Astro¨m and Richard M Murray. Feedback systems: an introduc-
tion for scientists and engineers. Princeton university press, 2010.
[3] Ali Boyali et al. “Self-Scheduling Robust Preview Controllers for Path
Tracking and Autonomous Vehicles”. In: Asian Control Conference - ASCC
2017, to be published. IEEE, 2017, pp. –.
[4] Arthur Earl Bryson. Applied optimal control: optimization, estimation and
control. CRC Press, 1975.
[5] Biswa Nath Datta. Numerical methods for linear control systems: design and
analysis. Vol. 1. Academic Press, 2004.
[6] John C Doyle, Bruce A Francis, and Allen R Tannenbaum. Feedback control
theory. Courier Corporation, 2013.
[7] Joao P Hespanha. Linear systems theory. Princeton university press, 2009.
[8] Reza N Jazar. Vehicle dynamics: theory and application. Springer, 2017.
[9] Donald E Kirk. Optimal control theory: an introduction. Courier Corpora-
tion, 2012.
[10] Peter Lancaster and Leiba Rodman. Algebraic riccati equations. Clarendon
press, 1995.
[11] Jean-Claude Latombe. Robot motion planning. Vol. 124. Springer Science &
Business Media, 2012.
[12] Jan Marian Maciejowski. “Multivariable feedback design”. In: Electronic
Systems Engineering Series, Wokingham, England: Addison-Wesley,— c1989
(1989).
[13] Richard M Murray. “Optimization-based control”. In: California Institute
of Technology, CA (2009).
[14] Richard M Murray et al. Amathematical introduction to robotic manipulation.
CRC press, 1994.
[15] Rajesh Rajamani.Vehicle dynamics and control. Springer Science & Business
Media, 2011.
[16] Sigurd Skogestad and Ian Postlethwaite.Multivariable feedback control: anal-
ysis and design. Vol. 2. Wiley New York, 2007.
