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I
Introducción
Una pregunta importante en álgebra homológica es: ¾cuándo un módulo proyectivo sobre
un anillo A -no necesariamente conmutativo- es libre?. Serre plantea en 1955 en su libro
Faisceaux algébriques cohérents"([14], pág. 243), si todo módulo proyectivo finitamente
generado sobre k[x1, . . . , xn], para k un cuerpo, es libre. El problema fue resuelto afir-
mativamente en 1976 por A. Suslin [15] y D. Quillen [11] de manera independiente. Este
resultado es conocido como el teorema de Quillen-Suslin. Dos herramientas cruciales en
la solución dada por Quillen son el teorema de Horrocks y el principio de localización-
globalización o teorema de pegamiento de Quillen ([1], [5], [11]). Dicha solución mostró
que el teorema es válido incluso cuando el anillo de coeficientes es un dominio de ideales
principales.
Luego de la solución del problema de Serre en el caso conmutativo, se ha continuado
investigando acerca de la naturaleza de los módulos proyectivos, esta vez para estructuras
no conmutativas. Un avance significativo se debe a V. Artamonov, quien logró una genera-
lización del teorema de Quillen-Suslin versión cancelación para ciertos productos cruzados
de biálgebras, incluyendo ejemplos de álgebras de polinomios cuánticos y álgebras envol-
ventes de álgebras de Lie. El presente trabajo se basa en [1], en el cual Artamonov expone
dicho teorema (teorema 5.37. de [1]).
Definición. Sea k un cuerpo junto con una matriz q = (qij) ∈ Mn(k), n ≥ 2, cuyas
entradas qij ∈ k \ {0} satisfacen qii = qijqji = 1 para 1 ≤ i, j ≤ n. Sea r un entero,
0 ≤ r ≤ n. Denotemos por
Oq = kq[x±11 , . . . , x±1r , xr+1, . . . , xn]
II
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la k-álgebra asociativa generada por los elementos
x1, x
−1
1 , . . . , xr, x
−1
r , xr+1, . . . , xn,
sujeta a las relaciones
xix
−1
i = x
−1
i xi = 1, 1 ≤ i ≤ r;
xixj = qijxjxi, 1 ≤ i, j ≤ n.
Decimos que el álgebra Oq es un álgebra de polinomios cuánticos. Los elementos qij
son llamados multiparámetros.
Un caso en el que se ha logrado una generalización del teorema de Quillen-Suslin para
álgebras de polinomios cuánticos es cuando todos los multiparámetros del álgebra son raíces
de la unidad. En la prueba de este hecho, Artamonov usa entre otras herramientas, una
generalización del teorema de Horrocks esta vez para un anillo B noetheriano a izquierda
y B[x;σ] el anillo de polinomios torcidos con σ un automorfismo de B. También generaliza
el principio de localización para un álgebra N-graduada A no necesariamente conmutativa.
Este par de teoremas son el objeto de estudio de este trabajo.
Las extensiones PBW torcidas abarcan una gran cantidad de estructuras no conmu-
tativas como las álgebras envolventes de álgebras de Lie y las extensiones de Ore de tipo
inyectivo, de las cuales los anillos de polinomios torcidos de tipo inyectivo -como B[x;σ]-
y las álgebras de Weyl son un caso particular. A continuación presentamos su definición
([9]).
Definición. Sean R y A dos anillos. A es una extensión PBW torcida (denominada
también extensión σ-PBW) de R si:
(i) R ⊆ A.
(ii) Existen en A elementos x1, . . . , xn tales que A es un R-módulo libre a izquierda con
base el conjunto Mon(A) de los monomios estándar,
Mon(A) := {xα11 · · ·xαnn | α := (α1, ..., αn) ∈ Nn}.
En tal caso se dice que A es un anillo de polinomios a izquierda sobre R con
respecto a {x1, . . . , xn}.
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(iii) Para cada 1 ≤ i ≤ n y r ∈ R \ {0}, existe ci,r ∈ R \ {0} tal que
xir − ci,rxi ∈ R.
(iv) Para cualesquiera 1 ≤ i, j ≤ n, existe ci,j ∈ R \ {0} tal que
xjxi − ci,jxixj ∈ R+Rx1 + · · ·+Rxn.
En este caso escribimos A := σ(R)〈x1, . . . , xn〉.
Una tarea central del Seminario de Álgebra Constructiva (SAC2) es el estudio de las
extensiones σ-PBW con cuatro enfoques: 1) Métodos de teoría de anillos y módulos, 2)
Métodos homológicos y de K-teoría, 3) Métodos matriciales, y 4) Métodos de bases de
Gröbner. Uno de los problemas pendientes es el estudio del teorema de Quillen-Suslin para
dichas extensiones. El artículo de V. Artamonov [1] muestra una prueba del teorema en un
caso especial de álgebras de polinomios cuánticos, vía las dos técnicas que se expondrán
en este trabajo. En nuestro seminario, hemos visto las álgebras de polinomios cuánticos
de dos maneras: como una localización de una extensión σ-PBW y como una extensión
σ-PBW del anillo de polinomios torcidos de Laurent. Esto nos motiva a estudiar el teorema
de Horrocks y el principio de localización-globalización desarrollados por Artamonov como
herramientas para atacar el teorema de Quillen-Suslin para extensiones PBW torcidas en
el espíritu de 1) y 2). El interés de este trabajo radica en la exposición de estas dos técnicas
de una manera clara, como aporte al Seminario de Álgebra Constructiva (SAC2), con el
ánimo de que esto ayude al estudio del teorema de Quillen-Suslin para el caso general de
extensiones σ-PBW.
El trabajo se divide en tres capítulos: En el primer capítulo se hace una exposición del
teorema de Quillen-Suslin: Caso conmutativo, presentando esencialmente la misma prueba
dada por Quillen en [11], aunque la versión (algebraica) del teorema de Horrocks (véase
el teorema 1.1.1) que usamos es propia de la teoría de módulos, a diferencia de la versión
original (geométrica) de Horrocks usada por Quillen y formulada desde la teoría de fibrados
vectoriales (véase [11]). Probaremos el teorema clásico de Quillen-Suslin, basados en el
teorema de Horrocks y el principio de localización-globalización, con el objeto de resaltar la
importancia de ambos teoremas. En la segunda sección del primer capítulo presentamos los
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anillos de polinomios torcidos y algunas de sus propiedades básicas preparándonos hacia el
teorema de Horrocks no conmutativo. Luego, hacemos una presentación del grupo elemental
y de Whitehead basada en [1], [4], [5] y [16], lo cuál nos permite entender la formulación del
principio de localización-globalización. De igual manera, un breve comentario del método
de cancelación, el estudio de las álgebras graduadas y sus localizaciones tomado de [10], así
como la revisión de propiedades de módulos finitamente presentados tomadas de [5], son
incluidos para entender el lenguaje de dicho principio. En el segundo capítulo presentamos
el teorema de Horrocks en el caso no conmutativo. Es de resaltar que la generalización del
teorema de Horrocks de Artamonov constituye una generalización de la prueba de Paul
Roberts como la presenta Lam en [5]. Esta generalización es parcial, como lo evidencia el
gran trabajo que hay que hacer para deducir la versión conmutativa de dicho teorema al
final del capítulo (véase el teorema 2.3.2). El tercer capítulo está dedicado al principio de
localización-globalización no conmutativo el cual es más una variante de tipo cancelación,
que una generalización del caso conmutativo.
Los aportes de este trabajo son los siguientes: 1) Modificación de la prueba original del
teorema de Horrocks no conmutativo y adición de una hipótesis (véanse los numerales 3.
y 10. de la demostración del teorema 2.2.4) con su debida justificación (observación 2.2.6),
2) Prueba detallada del principio de localización-globalización no conmutativo (teoremas
3.2.26 y 3.2.27) y adición de una hipótesis con la debida justificación (observación 3.2.29) y
3) Presentación de todos los preliminares de tal principio, incluso los que no se encuentran
demostrados en los trabajos de Artamonov que tuvimos disponibles ([1, 2, 3]), y los cuales
desarrollamos con nuestras propias pruebas (véanse la proposición 3.2.9 y el lema 3.2.19).
Incluimos también numerosas correcciones, preliminares, observaciones y notaciones que
esperamos ayuden a entender mejor los objetos en juego, y por tanto la teoría.
A lo largo de este trabajo los anillos A se asumiran con unidad y no necesariamente
conmutativos. Cuando trabajemos con anillos conmutativos, esto se hará explícito. Todos
los A-módulos serán considerados como módulos a izquierda, y por tanto todas las propie-
dades como ser artiniano o noetheriano, la localización, etc.; serán consideradas a izquierda,
a menos que se aclare lo contrario. También, denotaremos por P(A) a la categoría de los
A-módulos proyectivos finitamente generados cuyos morfismos son A-homomorfismos de
módulos, y por Z(A) al centro de A. El anillo de polinomios torcidos con σ un automorfis-
mo de A y δ una σ-derivación, será denotado por A[x;σ, δ]. Cuando nos refiramos a anillo
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graduado o álgebra graduada, estamos considerando dicha estructura como Z-graduada.
Las definiciones de los conceptos básicos usados en este escrito pueden encontrarse en [12]
y [13], o también en los Cuadernos de Álgebra ([6],[7],[8]) del profesor Oswaldo Lezama.
Notación
Z(A) Centro del anillo A
A∗ Grupo multiplicativo de los elementos invertibles de A
Rad(A) Radical de Jacobson del anillo A
c.c.(R) Cuerpo de cocientes de un dominio de integridad R
RS , S−1R Localización de R por el sistema multiplicativo S
Rp Localización de R por el sistema multiplicativo R \ p, con p primo
Ra Localización de R por el subconjunto multiplicativo {1, a, a2, . . . }
A[x;σ, δ] Anillo de polinomios torcidos con σ un endomorfismo y
δ una σ-derivación
A〈x;σ, δ〉 Localización de A[x;σ, δ] por el sistema de polinomios mónicos
R〈x〉 Localización de R[x] por el sistema de polinomios mónicos
h(A) Subconjunto de elementos homogéneos del anillo graduado A
A+ Parte no negativa
∑
i∈N⊕Ai del anillo Z-graduado A
VII
NOTACIÓN VIII
MA El A-módulo a derecha M
AM El A-módulo a izquierda M
N ≤A M N es A-submódulo de M
A〈x1, . . . , xn} A-submódulo izquierdo generado por x1, . . . , xn
{x1, . . . , xn〉A A-submódulo derecho generado por x1, . . . , xn
Mp Localización del R-módulo M por el sistema multiplicativo R \ p
Ma Localización del R-módulo M por {1, a, a2, . . . }
M [x;σ, δ] El A[x;σ, δ]-módulo A[x;σ, δ]⊗AM
M [x] El R[x]-módulo R[x]⊗RM
M〈x;σ, δ〉 El A〈x;σ, δ〉-módulo A〈x;σ, δ〉 ⊗AM
M〈x〉 El R〈x〉-módulo R〈x〉 ⊗RM
idX Función idéntica sobre el objeto X
M(A) Categoría de A-módulos finitamente generados
P(A) Categoría de A-módulos proyectivos finitamente generados
AbGrp Categoría de grupos abelianos
K0(A) Grupo de Grothendieck del anillo A
K1(A) Grupo de Whitehead del anillo A
Mm×n(R) Conjunto de las matrices de tamaño m× n sobre el anillo R
Mn(R) Conjunto de las matrices de tamaño n× n sobre el anillo R
GL(n,R) Grupo lineal general de orden n sobre el anillo R
E(n,R) Grupo elemental de orden n sobre el anillo R
GL(R) Grupo lineal general sobre el anillo R
E(R) Grupo elemental sobre el anillo R
UFD Dominio de factorización única
DIP Dominio de ideales principales
CAPÍTULO 1
Preliminares
Comenzaremos este trabajo con la prueba del teorema de Quillen-Suslin en el caso con-
mutativo. De esta manera haremos patente la importancia del teorema de Horrocks y el
principio de localización-globalización. En la prueba, usaremos la versión conmutativa de
ambos teoremas. El teorema de Horrocks será deducido como caso especial de su versión
no conmutativa en el capítulo 2. La prueba del principio de localización puede encontrarse
en [1], [5] y [11]. Presentamos en este capítulo los anillos de polinomios torcidos como pre-
liminar para el teorema de Horrocks no conmutativo que abordaremos en el capítulo 2. Las
demás secciones nos preparan para la formulación del principio de localización-globalización
presentado en el capítulo 3.
1.1. Teorema de Quillen-Suslin: Caso conmutativo
Denotemos por P(A) la categoría de todos los módulos proyectivos finitamente generados
sobre un anillo con unidad A. Sea R un dominio conmutativo y S el subconjunto multipli-
cativo de todos los polinomios mónicos de R[x], donde R[x] denota el anillo de polinomios
usual con coeficientes en R en la indeterminada x. A la localización S−1R[x] la denotamos
por R〈x〉.
Teorema 1.1.1 (Horrocks). Sea (R,m) un dominio local. Si para P ∈ P(R[x]), S−1P
es un R〈x〉-módulo libre, entonces P es libre.
1
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Sean R′ ⊆ R anillos conmutativos. Decimos que un R-módulo M es extendido desde
R′ si M = R⊗R′ N para algún R′-módulo N .
Teorema 1.1.2 (Principio de localización-globalización). Si P es un R[x]-módulo
finitamene presentado, las siguientes afirmaciones son equivalentes:
1. P es extendido desde R.
2. Para todo ideal maximal m de R, el R[x]m-módulo Pm es extendido desde Rm.
Lema 1.1.3 ([5], Corolario 2.17.). Sean R un anillo conmutativo, S un sistema multi-
plicativo de R, y M un R-módulo finitamente presentado. Si S−1M ∼= (S−1R)n, entonces
existe f ∈ S tal que Mf ∼= Rnf .
Lema 1.1.4. Sea R un anillo. Todo módulo P ∈ P(R) es de presentación finita.
Demostración. Sabemos que existe N tal que
P ⊕N α−→∼= R
n.
De esta manera N ∈ P(R) y
P ∼= (P ⊕N)/(0⊕N) ∼= Rn/α(N)
con α(N) finitamente generado. El resultado se sigue de la proposición 1.1.6 de [8].
Teorema 1.1.5 (Quillen-Suslin). Sea k un cuerpo. Entonces los módulos proyectivos
finitamente generados sobre k[x1, . . . , xn] son libres.
Demostración. Probaremos el resultado por inducción sobre el número n de indetermina-
das. Si n = 0, estamos trabajando con espacios vectoriales, los cuales siempre resultan
libres. Asumamos el resultado para n − 1, y sea P un módulo proyectivo finitamente ge-
nerado sobre k[x1, . . . , xn]. Tomemos A := k[x1, . . . , xn−1]. Consideremos el módulo:
k〈xn〉 ⊗k[xn] P.
Notemos que el resulta ser un k〈xn〉 ⊗k[xn] A[xn]-módulo por el isomorfismo de grupos
abelianos:
k〈xn〉 ⊗k[xn] P ∼= k〈xn〉 ⊗k[xn] A[xn]⊗A[xn] P.
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Por otro lado, sabemos que P es proyectivo, luego existe un A[xn]-módulo N tal que
P ⊕N ∼= A[xn]t.
Multiplicando a izquierda por k〈xn〉, obtenemos:
(k〈xn〉 ⊗k[xn] P )⊕ (k〈xn〉 ⊗k[xn] N) ∼= (k〈xn〉 ⊗k[xn] A[xn])t.
Pero k〈xn〉 ⊗k[xn] A[xn] ∼= k〈xn〉[x1, . . . , xn−1], luego
k〈xn〉 ⊗k[xn] P
es un k〈xn〉[x1, . . . , xn−1]-módulo proyectivo. Aplicando la hipótesis de inducción, como
k〈xn〉 es un cuerpo,
k〈xn〉 ⊗k[xn] P
es libre. Luego
k〈xn〉 ⊗k[xn] P ∼= (k〈xn〉[x1, . . . , xn−1])s.
Pero
A[xn] = k[x1, . . . , xn] ⊆ k〈xn〉[x1, . . . , xn−1] ⊆ A〈xn〉.
Entonces, tensorizando el isomorfismo por A〈xn〉:
A〈xn〉 ⊗k〈xn〉[x1,...,xn−1] k〈xn〉 ⊗k[xn] P ∼= A〈xn〉s,
y además
A〈xn〉 ⊗A[xn] P ∼=A〈xn〉 ⊗k〈xn〉[x1,...,xn−1] k〈xn〉 ⊗k[xn] k[x1, . . . , xn]⊗k[x1,...,xn] P
∼=A〈xn〉 ⊗k〈xn〉[x1,...,xn−1] k〈xn〉 ⊗k[xn] P.
Hemos obtenido entonces que A〈xn〉 ⊗A[xn] P es A〈xn〉-libre, y por el lema 1.1.3, existe f
polinomio mónico en A[xn] tal que A[xn]f ⊗A[xn] P es A[xn]f -libre.
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Veamos ahora la relación entre ser extendido y ser libre en este caso. Si lograramos
demostrar que P es extendido desde A, es decir si
P ∼= A[xn]⊗A N
para algún A-módulo N , entonces
P/(xnP ) ∼= (A[xn]⊗A N)/xn(A[xn]⊗A N) ∼= N.
Además, dado que P ∈ P(A[xn]), P ⊕K ∼= A[xn]t, y así:
P/(xnP )⊕K/(xnK) ∼= (P ⊕K)/(xnP ⊕ xnK) ∼= A[xn]t/(xnA[xn]t) ∼= At.
Esto nos dice que N ∈ P(A). Aplicando la hipótesis de inducción, N resulta ser A-libre, y
por consiguiente, como P es extendido desde A, P es A[xn]-libre.
Nuestro objetivo ahora es ver que P es extendido desde A. Gracias al principio de
localización-globalización, para esto basta ver que para cada m ideal maximal de A, Pm es
extendido desde Am. En este caso bastará ver que Pm es A[xn]m-libre, o lo que es lo mismo,
que es Am[xn]-libre. Pero esto lo podemos obtener con el teorema de Horrocks si logramos
ver que S−1Pm es Am〈xn〉-libre, con S el sistema multiplicativo de los polinomios mónicos
de Am[xn]. Finalmente, esto se tiene, pues como A[xn]f ⊗A[xn] P es A[xn]f -libre entonces
Am[xn]f ⊗Am[xn] Pm es Am[xn]f -libre, y S−1Am[xn]⊗Am[xn] Pm es Am〈xn〉-libre, puesto que
f es también mónico de Am[xn].
Observación 1.1.6. En el teorema anterior, en el último párrafo, cuando hacemos uso
del teorema de Horrocks, nótese que el anillo R := Am = k[x1, . . . , xn−1]m es noetheriano.
Esto permitiría usar la versión del teorema de Horrocks (véase 1.1.1) un poco más débil
en la cual el anillo R es noetheriano. En el capítulo 2 deduciremos el teorema clásico de
Horrocks de su versión no conmutativa, con la condición de que R sea noetheriano.
1.2. Anillos de polinomios torcidos
Definiremos a continuación los anillos de polinomios torcidos, los cuales constituyen una
clase importante de estructuras no conmutativas. No incluiremos su propiedad universal
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y demostración del teorema de la base de Hilbert, las cuales se encuentran expuestas
en [9]. Discutiremos también algunas propiedades básicas de la localización de anillos no
conmutativos, las cuales serán utilizadas en el capítulo 2.
Dado un anillo B, construiremos un nuevo anillo de polinomios en una indeterminada x
donde los coeficientes no necesariamente conmutan con x. Buscamos que el nuevo anillo
tenga las siguientes características:
1. Cada polinomio debe expresarse unívocamente como una suma finita de la forma∑
i aix
i con ai ∈ B.
2. El producto xa debe pertenecer a Bx+B, es decir, xa = σ(a)x+ δ(a) para algunos
σ(a), δ(a) ∈ B.
Dado un anillo con las características descritas, tendremos un par de funciones
σ, δ : B −→ B
las cuales no resultan ser tan arbitrarias. En efecto, por la asociatividad: x(rs) = (xr)s y
la distributividad: x(r + s) = xr + xs, se debe tener que
σ(rs)x+ δ(rs) = x(rs) = (xr)s = (σ(r)x+ δ(r))s = σ(r)σ(s)x+ σ(r)δ(s) + δ(r)s,
y
σ(r + s)x+ δ(r + s) = x(r + s) = xr + xs = (σ(r) + σ(s))x+ δ(r) + δ(s).
Comparando coeficientes gracias a la unicidad dada por 1., obtenemos que
σ(r + s) = σ(r) + σ(s)
σ(rs) = σ(r)σ(s),
y
δ(r + s) = δ(r) + δ(s)
δ(rs) = σ(r)δ(s) + δ(r)s.
Es decir, σ es un endomorfismo de B y δ es una σ-derivación . De lo anterior obtenemos
además que σ(1) = 1 y δ(1) = 0.
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Podemos probar la existencia de un anillo de polinomios torcidos
B[x;σ, δ]
cuando poseamos un endomorfismo σ y una σ-derivación δ. Una de las construcciones
posibles (véase [9]), es la siguiente: Consideramos el alfabeto X = {x′} ∪B y la Z-álgebra
libre Z{X} = Z[GX ], con Z[GX ] el anillo del monoide libre GX en el alfabeto X. Definimos
B[x;σ, δ] := Z{X}/〈x′a− σ(a)x′ − δ(a)|a ∈ B〉,
entendiendo a x como la clase de x′.
El grado de un polinomio f =
∑n
i=1 aixi es definido como n siempre que an 6= 0, y se
denota por grad(f). Si an 6= 0, entonces an se denomina el coeficiente principal de
f y escribimos lc(f) = an; lm(f) := xn es el monomio principal de f ; el término
principal de f , denotado por lt(f), será anxn. Ahora, si los coeficientes ai de f son todos
nulos decimos que f es el polinomio nulo y escribimos f = 0. En este caso definimos
lc(0) := 0, lm(0) := 0 y lt(0) := 0. Se tiene entonces que

grad(f) ≥ 0, si f 6= 0,
grad(f + g) ≤ ma´x{grad(f), grad(g)},
grad(fg) ≤ grad(f) + grad(g).
Por último, es bueno resaltar que B está sumergido en B[x;σ, δ] mediante la aplicación
a 7→ ax0.
Teorema 1.2.1 (Teorema de la base de Hilbert). Si B es noetheriano a izquierda
(derecha) y σ es un automorfismo, entonces B[x;σ, δ] es noetheriano a izquierda (derecha).
Demostración. La demostración se puede encontrar en [9], teorema 1.3.7.
Teorema 1.2.2 (Algoritmo de la división a izquierda). Sean B un anillo y f, g ∈
B[x;σ, δ] con g 6= 0. Si bm = lc(g) es invertible a izquierda con inverso c, entonces, existen
q, r ∈ B[x;σ, δ] tales que:
f = qg + r, con r = 0 ó grad(r) < grad(g).
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Demostración. Si f = 0, tomamos q = r = 0, y el resultado se tiene. Ahora supongamos
que f 6= 0. Usamos inducción sobre n := grad(f):
n = 0: Tenemos que f ∈ B. Hay dos casos:
• m > 0: tomamos q = 0 y r = f , y el resultado se tiene.
• m = 0: De esta manera g es invertible a izquierda, luego, tomando q = fc y r = 0:
f = qg + r = fcg.
Supongamos el resultado para polinomios de grado menor que n y sea f con grad(f) = n
y an = lc(f). Tenemos dos casos:
• m > n: tomamos q = 0 y r = f , y el resultado se tiene.
• m ≤ n: sea t = n−m. Como:
anσ
t(c)xtg = anσ
t(c)xtbmx
m + · · ·+ anσt(c)xtb0
= anσ
t(c)σt(bm)x
n + términos de grado < n
= anx
n + términos de grado < n.
Si
f1 = f − anσt(c)xtg,
entonces grad(f1) < n; luego por la hipótesis de inducción, existen q1, r ∈ B[x;σ, δ]
tales que:
f1 = q1g + r, con r = 0 ó grad(r) < grad(g).
Por tanto,
f = (anσ
t(c)xt + q1)g + r.
Teorema 1.2.3 (Algoritmo de la división a derecha). Sean B un anillo, σ un auto-
morfismo y f, g ∈ B[x;σ, δ] con g 6= 0. Si bm = lc(g) es invertible a derecha con inverso c,
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entonces, existen q, r ∈ B[x;σ, δ] tales que:
f = gq + r, con r = 0 ó grad(r) < grad(g).
Demostración. Escribiendo los coeficientes de los polinomios a derecha, la prueba es análo-
ga a la del teorema 1.2.2.
Teorema 1.2.4. Sean A un anillo y S un sistema multiplicativo de A. Entonces, A posee
un anillo de fracciones a izquierda S−1A respecto de S si, y sólo si, S satisface las siguientes
condiciones:
i) Si a ∈ A y s ∈ S son tales que as = 0, entonces existe u ∈ S tal que ua = 0.
ii) Condición de Ore a izquierda: dados a ∈ A y s ∈ S, existen t ∈ S y b ∈ A tales
que ta = bs.
Además, en S−1A la estructura de anillo está dada por las operaciones:
a
s
+
b
t
:=
ca+ db
u
, con u := cs = dt, c, s dados por ii).
a
s
b
t
:=
cb
us
, con ua = ct, c, u dados por ii).
Para as ,
b
t ∈ S−1A.
Demostración. Véase [8] teorema 1.4.3.
Proposición 1.2.5. Sea A un anillo que posee anillo de fracciones a izquierda con respecto
a un sistema multiplicativo S. Entonces, si A es noetheriano, S−1A también lo es.
Demostración. Primero veamos que la correspondencia entre ideales izquierdos de A y
S−1A:
A S−1A
K 7 S
−1(_)−−−−−→ S−1K
ψ−1(I)
ψ−1(_)←−−−−−7 I,
donde S−1K es la localización del ideal K visto como A-módulo y ψ : A −→ S−1A es el
homomorfismo canónico, cumple S−1ψ−1(I) = I. Antes fijémonos que podemos ver a S−1K
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incluido en S−1A. En efecto, la función que envía una clase ks en S
−1K en la correspondiente
clase en S−1A es un S−1A-homomorfismo inyectivo: ella está bien definida y es inyectiva
pues as =
b
t en S
−1K si y sólo si as =
b
t en S
−1A; es aditiva pues as +
b
t =
ca+db
u con
u = cs = dt en S−1K, y la misma fórmula es válida en S−1A; y es S−1A-homomorfismo
pues la fórmula del producto por escalar as
b
t =
cb
us con ua = ct coincide en S
−1K y S−1A.
⊆: Si as ∈ S−1ψ−1(I), entonces as = 1s a1 ∈ I.
⊇: Si as ∈ I, s1 as = a1 ∈ I, y así a ∈ ψ−1(I) y por tanto as ∈ S−1ψ−1(I).
Finalmente, si tenemos una cadena ascendente de ideales en S−1A, aplicando ψ−1(_),
obtenemos una cadena ascendente de ideales en A la cual se estabiliza. Al aplicarle S−1(_),
obtenemos que la cadena original se estabiliza.
Lema 1.2.6. Sean A un anillo y S1 ⊆ S2 subconjuntos multiplicativos de A sin divisores
de cero a izquierda. Se tienen los isomorfismos:
(ψ1S2)
−1(S−11 A) ∼= S−12 A ∼= (ψ2S1)−1(S−12 A),
siempre y cuando existan tales anillos. Aquí, ψ1 : A −→ S−11 A,ψ2 : A −→ S−12 A son los
homomorfismos canónicos.
Demostración. Probaremos sólo el isomorfismo de la izquierda, el otro se puede probar
análogamente.
Por la propiedad universal de (ψ1S2)−1(S−11 A), y S
−1
2 A, obtenemos diagramas conmuta-
tivos:
a
s1_

S−11 A
α

// (ψ1S2)
−1(S−11 A)
∃!α¯
xx
a
s1
S−12 A
a_

A
β

// S−12 A
∃!β¯
xxa
1
1
1
(ψ1S2)
−1(S−11 A).
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Gracias a que α(ψ1S2) ⊆ (S−12 A)∗ y β(S2) ⊆ ((ψ1S2)−1(S−11 A))∗. β está bien definida
pues es composición de dos homomorfismos canónicos. Veamos que α está bien definida:
Si as1 =
a′
s′1
en S−11 A, entonces existen c ∈ A, s ∈ S1 ⊆ S2 tales que cs1 = ss′1 y ca = sa′,
luego as1 =
a′
s′1
en S−12 A. De manera similar, α es un homomorfismo dado que los elementos
que se usan en el cálculo de una suma o un producto en S−11 A sirven para el mismo cálculo
en S−12 A, dado que S1 ⊆ S2. Finalmente:
α¯β¯(
a
s2
) = α¯(β(s2)
−1
a
1
1
1
) = α¯(
1
1
s2
1
a
1
1
1
) = α¯(
a
1
s2
1
) = α(
s2
1
)−1
a
1
=
1
s2
a
1
=
a
s2
,
y
β¯α¯(
a
s1
s2
1
) = β¯(
1
s2
a
s1
) = β¯(
a
s1s2
) =
1
1
s1s2
1
a
1
1
1
=
a
1
s1s2
1
=
a
s1
s2
1
,
donde la última igualdad se tiene pues:
1
1
a
1
=
s1
1
a
s1
, y
1
1
s1s2
1
=
s1
1
s2
1
,
en S−11 A.
Proposición 1.2.7. Sean A un anillo y S ⊆ Z(A) un subconjunto multiplicativo. Entonces,
en S−1A, la relación de igualdad de fracciones, y las fórmulas de suma y multiplicación
pueden ser asumidas como en el caso conmutativo de la localización.
Demostración. Puede usarse un argumento análogo al de la observación 1.4.8. (ii) de [8].
Lema 1.2.8. Sean A un anillo y a, b ∈ Z(A), con a, ab no nilpotentes. Hay un homomor-
fismo natural de anillos α :
Aa −→ Aba
x
an 7−→ b
nx
(ba)n
Demostración. El homomorfismo canónico ψ : A −→ Aba, cumple que ψ(an) tiene como
inverso a b
n
(ba)n . De esta manera, por la propiedad universal de la localización Aa obtenemos
que la aplicación de arriba es un homomorfismo bien definido.
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Lema 1.2.9. Sean A un anillo y a, b ∈ Z(A), con a, b, ab no nilpotentes. Se tiene el
isomorfismo:
(Aa)b ∼= Aab.
Demostración. Por la propiedad universal de (Aa)b, y Aab, obtenemos diagramas conmu-
tativos:
x
an_

Aa
α

// (Aa)b
∃!α¯
}}
bnx
(ba)n Aab
x_

A
β

// Aab
∃!β¯
}}x
1
1
1
(Aa)b.
Gracias a que α( b1) =
b
1 = (
a
ab)
−1 ∈ (Aab)∗ y β(ab) = (
1
a
b
1
)−1 ∈ ((Aa)b)∗. Además:
α¯β¯(
x
(ab)n
) = α¯(β((ab)n)−1
x
1
1
1
) = α¯(
1
an
bn
1
x
1
1
1
) = α¯(
x
an
bn
1
) = α(
bn
1
)−1α(
x
an
) =
an
(ab)n
bnx
(ab)n
=
x
(ab)n
,
y
β¯α¯(
x
an
bm
1
) = β¯(
am
(ab)m
bnx
(ab)n
) = β¯(
ambnx
(ab)m+n
) =
1
an+m
bn+m
1
ambnx
1
1
1
=
ambnx
an+m
bn+m
1
=
bnx
an
bn+m
1
=
x
an
bm
1
.
Lema 1.2.10. Sean A un anillo y a ∈ Z(A), con a no nilpotente. Para cada n ∈ Z+, se
tiene el isomorfismo:
Aa ∼= Aan .
Demostración. Del lema 1.2.8, tenemos un homomorfismos de anillos
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α : Aa ∼= Aan−1a = Aan
x
am 7−→ a
m(n−1)x
anm
,
el cual tiene como inversa la inclusión
β : Aan ∼= Aa
x
anl
7−→ x
anl
.
1.3. El grupo elemental
Presentamos ahora una construcción general del grupo elemental, el cual constituye una
herramienta importante en el entendimiento del grupo de Whitehead, que se presentará
en la sección 1.4. Este tratamiento nos preparará para abordar el teorema de localización-
globalización en el capítulo 3.
Observación 1.3.1. Sean A un anillo yM un A-módulo tal queM = M1⊕· · ·⊕Mn, con
Mi un A-módulo para 1 ≤ i ≤ n. Según el teorema 5.3.6. de [6], tenemos el isomorfismo:
p : EndA(M) −→ P :=
⊕n
i,j=1HomA(Mi,Mj)
f 7−→ (pij(f))
con
pij : EndA(M) −→ HomA(Mi,Mj)
f 7−→ pijfµi
,
donde µi : Mi −→ M y pij : M −→ Mj son la i-ésima inyección canónica y la j-ésima
proyección canónica, respectivamente. Nótese que si
h ∈ HomA(Mi,Mj) ⊆
n⊕
i,j=1
HomA(Mi,Mj),
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p−1(h)(Mi′) = 0 para i′ 6= i, y p−1(h)|Mi = h. Así, tenemos un homomorfismo de grupos
para cualesquiera i 6= j:
αij : (HomA(Mi,Mj),+) −→ (AutA(M), ◦)
h 7−→ idM + p−1(h)
.
Notemos que αij está bien definido dado que idM + p−1(h) ∈ AutA(M), pues
(idM − p−1(h))(idM + p−1(h)) = (idM + p−1(h))(idM − p−1(h)) =
idM − (p−1(h)p−1(h)) = idM .
Y además es homomorfismo:
αij(h+ g) = idM + p
−1(h+ g) = idM + p−1(h) + p−1(g) = (idM + p−1(h))(idM + p−1(g)).
Nótese que p−1(h)p−1(h) = 0 y p−1(h)p−1(g) = 0 gracias a que i 6= j.
Definición 1.3.2. Sea M como en la observación anterior. Al subgrupo de AutA(M)
generado por las imágenes de los homomorfismos αij para i 6= j, lo denotamos por
E(M1, . . . ,Mn),
y a los elementos idM + p−1(h) con h ∈ HomA(Mi,Mj) que lo generan los llamamos
automorfismos elementales deM con respecto a la descomposiciónM = M1⊕· · ·⊕Mn.
Si M2 ∼= . . . ∼= Mn+1 ∼= N escribimos E(M1;n,N), en lugar de E(M1, . . . ,Mn). También,
E(n,A) es por definición E(An).
Observación 1.3.3. Gracias al isomorfismo p, a cada elemento f ∈ EndA(M) lo podemos
identificar con una matriz [fij ]n×n con fij := pji(f) ∈ HomA(Mj ,Mi), de tal manera que la
composición en EndA(M) corresponde al producto usual de matrices, la suma en EndA(M)
corresponde a la suma usual de matrices, y con:
[fij ]n×n[mj ]n×1 := [
n∑
j=1
fij(mj)]n×1 ∈M1 ⊕ · · · ⊕Mn,
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para [mj ]n×1 ∈M1⊕ · · · ⊕Mn. Según lo anterior, los elementos de AutA(M) ⊆ EndA(M)
corresponden a matrices invertibles, y cada automorfismo elemental
idM + p
−1(h) ∈ E(M1, . . . ,Mn) ⊆ AutA(M),
se identifica con una matriz con identidades en la diagonal y h en la posición i, j con
h ∈ HomA(Mj ,Mi).
Ejemplo 1.3.4. En el caso M = An, AutA(An) corresponde a GL(n,A), y E(n,A) co-
rresponde al subgrupo de GL(n,A) generado por las matrices elementales:
Eij = In×n + aeij
donde eij es la matriz con 1 en la posición i, j y 0 en las demás. El efecto de Eij sobre
una matriz A, al multiplicarla a izquierda, es sumarle a la fila i-ésima a-veces(a izq.) la
fila j-ésima; y al multiplicarla a derecha, es sumarle a la columna j-ésima a-veces(a der.)
la columna i-ésima.
Observación 1.3.5. Notemos que tenemos una inclusión natural:
Aut(An)  Aut(An+1)
α 7−→ α⊕ idA
la cual corresponde a un homomorfismo de grupos:
GL(n,A) GL(n+ 1, A)
que envía la matriz C ∈ GL(n,A) en
C 0
0 1
 ∈ GL(n+ 1, A).
Definición 1.3.6. Definimos GL(A) y E(A) como los límites (directos) en la categoría de
grupos, de los diagramas:
GL(1, A) · · · GL(n,A) GL(n+ 1, A) . . . ,
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y
E(1, A) · · · E(n,A) E(n+ 1, A) . . .
respectivamente.
Observación 1.3.7. Los elementos de GL(A)(respectivamente E(A)) pueden verse como
matrices infinitas: 
C 0
1
0 1
...
. . .
. . .

con C ∈ GL(n,A)(respectivamente E(n,A)). Formalmente,
GL(A) := (
⋃
n∈Z+
GL(n,A))/ ∼,
donde la relación ∼ está dada por:
C ∼ B si y sólo si existen t, s tales que
C 0
0 It
 =
B 0
0 Is
 ,
o lo que es lo mismo, si y sólo si los automorfismos α ∈ Aut(An), β ∈ Aut(Am), asociados
a C y B cumplen α ⊕ idAt = β ⊕ idAs . ∼ resulta ser una relación de equivalencia, y el
producto [C]∼[B]∼ está dado por [C ′B′]∼ con C ′ =
Cn×n 0
0 It
, B′ =
Bm×m 0
0 Is
, y
n+ t = m+ s. Una construcción análoga es posible para E(A).
Lema 1.3.8. Las matricesIn C
0 Im
 ,
In 0
B Im
 ∈ E(n+m,A),
para C ∈Mn×m(A), B ∈Mm×n(A).
Demostración. Basta aplicar operaciones elementales sobre columnas a In+m.
Observación 1.3.9. El lema anterior garantiza que aplicar operaciones elementales en
bloques sobre columnas equivale a hacer operaciones elementales sobre columnas. Nótese
que las matrices del lema corresponden a automorfismos elementales de An ⊕Am.
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Lema 1.3.10.
J =
 0 In
−In 0
 , −J =
 0 −In
In 0
 ∈ E(2n,A),
Demostración. Mediante operaciones elementales en bloques sobre columnas obtenemos la
reducción: 0 In
−In 0
 c1=c1+c2−−−−−−→
 In In
−In 0
 c2=c2−c1−−−−−−→
 In 0
−In In
 c1=c1+c2−−−−−−→
In 0
0 In
 .
Aquí c1, c2 denotan las columnas de las matrices.
Lema 1.3.11 (Lema de Whitehead). Si C,B ∈ GL(n,A), entonces:
CB 0
0 In
 ∈
C 0
0 B
E(2n,A).
Demostración. Tenemos la reducción mediante operaciones elementales sobre columnas:
C 0
0 B
 c1=c1+c2B−1−−−−−−−−−→
C 0
In B
 c2=c2−c1B−−−−−−−→
C −CB
In 0
 (_)·J−−−→
CB C
0 In
 c2=c2−c1B−1−−−−−−−−−→
CB 0
0 In
 .
Aquí, J es la matriz del lema anterior.
Corolario 1.3.12. Sea B ∈ GL(n,A). Entonces:
B 0
0 B−1
 =
B 0
0 In
In 0
0 B−1
 ∈ E(2n,A).
Demostración. Basta tomar C = In en el lema anterior.
Recordemos que si g, h son elementos de un grupo (G, ·), [a, b] := aba−1b−1 ∈ G.
Lema 1.3.13. Sean a, b ∈ A. Entonces:
[In + aeij , In + bejk] = In + abeik,
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para cualquier tripla i, j, k de índices distintos.
Demostración.
1. Nótese que:
eijekl =

0, si j 6= k;
eil, si j = k.
2.
[In + aeij , In + bejk] =(In + aeij)(In + bejk)(In − aeij)(In − bejk)
=(In + aeij + bejk + abeik)(In − aeij)(In − bejk)
=(In + aeij + bejk + abeik − aeij)(In − bejk)
=(In + bejk + abeik)(In − bejk)
=In + bejk + abeik − bejk
=In + abeik.
Corolario 1.3.14.
i) E(n,A) = [E(n,A), E(n,A)], para n ≥ 3.
ii) E(A) = [E(A), E(A)].
Demostración.
i) Sabemos que [E(n,A), E(n,A)] ≤ E(n,A). Además, como todo generador de E(n,A)
está en el conmutador para n ≥ 3 por el lema anterior, se tiene la otra inclusión.
ii) Por un lado [E(A), E(A)] ≤ E(A). Además, si [C]∼ ∈ E(A) podemos asumir que
C ∈ E(n,A) con n ≥ 3, así C ∈ [E(n,A), E(n,A)], y por tanto [C]∼ ∈ [E(A), E(A)].
Teorema 1.3.15.
E(A) = [GL(A), GL(A)].
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Demostración. Por un lado E(A) ≤ [E(A), E(A)] ≤ [GL(A), GL(A)]. Además, si [D]∼ ∈
[GL(A), GL(A)], podemos asumir que D = CBC−1B−1, con C,B ∈ GL(n,A). Por el
corolario 1.3.12 tenemos que:
CBC−1B−1 0
0 In
 =
CB 0
0 (CB)−1
C−1 0
0 C
B−1 0
0 B
 ∈ E(2n,A).
Así, [D]∼ ∈ E(A).
Corolario 1.3.16.
i) E(A) / GL(A).
ii) GL(A)/E(A) es abeliano.
Corolario 1.3.17. Según la prueba del teorema anterior:
CBC−1 ≡ B mod(E(A)).
A continuación presentaremos algunos de los resultados anteriores de forma más gene-
ral.
Observación 1.3.18. Sea M = M1 ⊕ · · · ⊕Mn como en la observación 1.3.1. Sean
φ : Mi1 ⊕ · · · ⊕Mip −→Mj1 ⊕ · · · ⊕Mjq ,
y
ψ : Mk1 ⊕ · · · ⊕Mkr −→Ml1 ⊕ · · · ⊕Mls ,
A-homomorfismos con 1 ≤ i1 < · · · < ip ≤ n, 1 ≤ j1 < · · · < jq ≤ n, 1 ≤ k1 < · · · < kr ≤ n,
y 1 ≤ l1 < · · · < ls ≤ n. Si {i1, . . . , ip} ∩ {l1, . . . , ls} es vacío, entonces, extendiendo φ y ψ
a endomorfismos de M tomando φ(Mi) = 0, ψ(Mj) = 0 para i 6= i1, . . . , ip, j 6= k1, . . . , kr;
obtenemos que φψ = 0, y
(idM + φ)(idM + ψ) = idM + φ+ ψ + φψ = idM + φ+ ψ.
CAPÍTULO 1. PRELIMINARES 19
Lema 1.3.19 (Análogo del lema 1.3.8). SeaM = M1⊕· · ·⊕Mn+m, como en la observación
1.3.1. Supongamos que
β : N := M1 ⊕ · · · ⊕Mn −→ N ′ := Mn+1 ⊕ · · · ⊕Mn+m,
y
γ : Mn+1 ⊕ · · · ⊕Mn+m −→M1 ⊕ · · · ⊕Mn,
son homomorfismos de A-módulos. Extendamos β y γ a endomorfismos de M como en la
observación anterior. Entonces:
idM + γ =
idN γ
0 idN ′
 , idM + β =
idN 0
β idN ′
 ∈ E(M1, . . . ,Mn+m).
Demostración. Primero notemos que
γ = p−1p(γ) = p−1(
n+m∑
i=n+1
n∑
j=1
pijγµi) =
n+m∑
i=n+1
n∑
j=1
p−1(pijγµi),
para µi, pij , y p−1 como en la observación 1.3.1. De esta manera, por la observación 1.3.18
tenemos que
idM +γ = idM +
n+m∑
i=n+1
n∑
j=1
p−1(pijγµi) =
n+m∏
i=n+1
n∏
j=1
(idM +p
−1(pijγµi)) ∈ E(M1, . . . ,Mn+m),
donde
∏
denota el producto en el anillo EndA(M), es decir, la composición de endomor-
fismos. Un cálculo análogo muestra que idM + β ∈ E(M1, . . . ,Mn+m).
Lema 1.3.20 (Análogo del lema 1.3.10). Sean N := M1 ⊕ · · · ⊕Mn, N ′ := Mn+1 ⊕ · · · ⊕
Mn+m y
γ : N ′ = Mn+1 ⊕ · · · ⊕Mn+m −→ N = M1 ⊕ · · · ⊕Mn
un isomorfismo. Entonces:
χ =
 0 γ
−γ−1 0
 ∈ E(M1, . . . ,Mn+m).
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Demostración. Notemos que
 idN 0
−γ−1 idN ′
idN γ
0 idN ′
 idN 0
−γ−1 idN ′
 =
 idN γ
−γ−1 0
 idN 0
−γ−1 idN ′
 =
 0 γ
−γ−1 0
 .
Así, χ es producto de automorfismos en E(M1, . . . ,Mn+m).
Lema 1.3.21 (Lema de Whitehead con morfismos). Sean
γ : N ′ := Mn+1 ⊕ · · · ⊕Mn+m −→ N := M1 ⊕ · · · ⊕Mn
un isomorfismo de A-módulos y
β ∈ AutA(Mn+1 ⊕ · · · ⊕Mn+m).
Entonces:
γβγ−1 ⊕ β−1 =
γβγ−1 0
0 β−1
 ∈ E(M1, . . . ,Mn+m).
Demostración. Notemos que γβγ−1 ⊕ β−1 es un producto en E(M1, . . . ,Mn+m): idN 0
β−1γ−1 idN ′
idN −γβ
0 idN ′
 0 γ
−γ−1 0
idN −γβ−1
0 idN ′
 =
 idN −γβ
β−1γ−1 0
 0 γ
−γ−1 0
idN −γβ−1
0 idN ′
 =
γβγ−1 γ
0 β−1
idN −γβ−1
0 idN ′
 =
γβγ−1 0
0 β−1
 .
Aquí,
 0 γ
−γ−1 0
 = χ es la matriz del lema anterior.
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Corolario 1.3.22 (Análogo del corolario 1.3.12). Sea β ∈ AutA(M1⊕· · ·⊕Mn). Entonces:
β ⊕ β−1 =
β 0
0 β−1
 ∈ E(M1, . . . ,Mn,M1, . . .Mn).
Demostración. Basta tomar γ = idN , para N = N ′ := M1⊕ · · ·⊕Mn, en el lema anterior.
Corolario 1.3.23. Sea M := M1⊕ · · ·⊕Mn. Si δ = γβγ−1β−1, con γ, β ∈ AutA(M), por
el corolario anterior tenemos que:
γβγ−1β−1 0
0 idM
 =
γβ 0
0 (γβ)−1
γ−1 0
0 γ
β−1 0
0 β

∈ E(M1, . . . ,Mn,M1, . . . ,Mn).
Lema 1.3.24 (Análogo del lema 1.3.13). Sean M := M1 ⊕ · · · ⊕Mn y p−1 como en la
observación 1.3.1. Si
φ : Mj −→Mi, ψ : Mk −→Mj ,
son A-homomorfismos, entonces
[idM + p
−1(φ), idM + p−1(ψ)] = idM + p−1(φψ),
para cualquier tripla i, j, k de índices distintos.
Demostración. Primero, nótese que ψφ = 0, φφ = 0, y ψψ = 0, pues i 6= k, i 6= j, y j 6= k.
Además,
[idM + p
−1(φ), idM + p−1(ψ)] =
(idM + p
−1(φ))(idM + p−1(ψ))(idM − p−1(φ))(idM − p−1(ψ)) =
(idM + p
−1(φ) + p−1(ψ) + p−1(φψ))(idM − p−1(φ))(idM − p−1(ψ)) =
(idM + p
−1(φ) + p−1(ψ) + p−1(φψ)− p−1(φ))(idM − p−1(ψ)) =
(idM + p
−1(ψ) + p−1(φψ))(idM − p−1(ψ)) =
idM + p
−1(ψ) + p−1(φψ)− p−1(ψ) = idM + p−1(φψ).
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1.4. El grupo de Whitehead
A lo largo de esta sección, A denota un anillo arbitrario.
Definición 1.4.1. Sean D una subcategoría plena de P(A) cerrada para sumas directas
finitas, y CD la categoría cuyos objetos son automorfismos de módulos en D y HomCD(α, β),
para α ∈ AutD(P ), β ∈ AutD(Q), está dado por A-homomorfismos f ∈ HomD(P,Q) tales
que el diagrama:
P
α //
f

P
f

Q
β
// Q
conmuta. Denotemos por < α > la clase de todos los automorfismos en CD isomorfos a α.
Sean FD el grupo abeliano libre multiplicativo con base el conjunto XD de todas las clases
< α >, y ND el subgrupo libre generado por la unión de los subconjuntos:
S1 := {< α⊕ β >< α >−1< β >−1 |α ∈ AutD(P ), β ∈ AutD(Q);P,Q ∈ D}
S2 := {< αβ >< α >−1< β >−1 |α, β ∈ AutD(P );P ∈ D}.
Al cociente FD/ND lo denotamos por K1(D). Si D = P(A), escribimos simplemente K1(A)
y lo llamamos el grupo de Whitehead del anillo A. A la clase de un elemento α ∈ CD
en K1(D) la denotamos por [α].
Lema 1.4.2.
i) Si P ∈ D, la clase [idP ] es precisamente el elemento neutro 1 en K1(D).
ii) Sea [α] ∈ K1(D), entonces [α]−1 = [α−1].
Demostración.
i) Notemos que para cada α ∈ AutA(P ), con α ∈ CD, tenemos que
[idP ][α] = [idPα] = [α] = [αidP ] = [α][idP ],
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gracias a las relaciones dadas por S2, y así, [idP ] = 1.
ii) Las relaciones dadas por S2 garantizan que
[α][α−1] = [idP ] = [α−1][α],
y por tanto, [α]−1 = [α−1].
Teorema 1.4.3. Sean P = P1 ⊕ · · · ⊕ Pn una suma directa de A-módulos proyectivos y
α ∈ E(P1, . . . , Pn). Entonces [α] = 1 en K1(A).
Demostración. Basta ver nuestro resultado para el caso α = idP + p−1(ψ), con ψ :
Pk −→ Pi, k 6= i, y p−1 como en la observación 1.3.1. Sea Pn+1 := Pi. Tenemos que
α⊕ idPn+1 = idP ′ + p−1(ψ), para P ′ := P ⊕ Pn+1, es también un automorfismo elemental
en E(P1, . . . , Pn+1), y así, por 1.3.24, α ⊕ idPn+1 = [idP ′ + p−1(id−1), idP ′ + p−1(id ◦ ψ)]
con id : Pi −→ Pn+1 la función identidad. Finalmente como K1(A) es abeliano, entonces
[α] = [α⊕ idPn+1 ] = 1.
Presentaremos a continuación una proposición cuya demostración no incluiremos en
este trabajo dado que requiere una gran cantidad de preliminares que se alejan de nuestro
objetivo. Dicha demostración, junto con sus preliminares, se puede encontrar expuesta de
manera clara en [4].
Proposición 1.4.4 ([4], capítulo VII, proposición 1.9.). Sea α ∈ AutA(P ), con P ∈ P(A)
y [α] = 1 en K1(A). Entonces, existe φ ∈ AutA(F ), con F ∈ P(A), tal que α⊕ φ⊕ φ−1 es
un conmutador en AutA(P ⊕F ⊕F ). Más aun, α⊕ idF⊕F = (α⊕φ⊕φ−1)(idP ⊕φ−1⊕φ),
con idP ⊕ φ−1 ⊕ φ conmutador en AutA(P ⊕ F ⊕ F ).
Observación 1.4.5. Sean α un conmutador en AutA(M1, . . . ,Mn) y
f : M1 ⊕ · · · ⊕Mn −→M ′1 ⊕ · · · ⊕M ′m
un A-isomorfismo. Entonces, si α = βγβ−1γ−1, tenemos que
fαf−1 = (fβf−1)(fγf−1)(fβ−1f−1)(fγ−1f−1) = (fβf−1)(fγf−1)(fβf−1)−1(fγf−1)−1,
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y así, fαf−1 es un conmutador en AutA(M ′1 ⊕ · · · ⊕M ′m).
Corolario 1.4.6. Sea α ∈ AutA(P ) como en la proposición 1.4.4. Entonces existe n ∈ N
tal que α⊕ idAn es un producto de conmutadores en AutA(P ⊕An).
Demostración. Sea P ′ := F ⊕ F ∈ P(A), con F como en la proposición 1.4.4. Sabemos
que existe un A-isomorfismo γ : P ′ ⊕ Q −→ An. Además, como α ⊕ idP ′ es un producto
de dos conmutadores en AutA(P ⊕ P ′) por la proposición 1.4.4, entonces α ⊕ idP ′⊕Q es
producto de conmutadores en AutA(P ⊕ P ′ ⊕Q). Por lo tanto:
α⊕ idAn = (idP ⊕ γ)(α⊕ idP ′⊕Q)(idP ⊕ γ−1),
es un producto de conmutadores en AutA(P ⊕An), gracias a la observación 1.4.5, tomando
f := idP ⊕ γ.
Observación 1.4.7. Nótese que en el corolario anterior α ⊕ idAn es un producto de
conmutadores en AutA(P ⊕An), entonces, α⊕ idAn+1 es un producto de conmutadores en
AutA(P ⊕An+1) sumando idA a cada automorfismo de la descomposición de α⊕ idAn . De
esta manera podemos asumir que n ≥ 1.
Teorema 1.4.8. Sea α ∈ AutA(P ) con P ∈ P(A). Si [α] = 1 en K1(A), entonces existe
n ∈ N tal que α⊕idAn⊕P⊕An ∈ E(P, P1, . . . , Pn, P, P1, . . . , Pn), con Pi := A para 1 ≤ i ≤ n.
Demostración. Por el corolario anterior, existe n ∈ N tal que α ⊕ idAn es un producto
de conmutadores en AutA(P ⊕ An). Por tanto, por el corolario 1.3.23, α ⊕ idAn⊕P⊕An ∈
E(P,A, . . . , A, P,A, . . . , A).
Observación 1.4.9. En el teorema anterior, gracias a la observación 1.4.7, podemos asu-
mir que n ≥ 1.
Definición 1.4.10. Denotamos por F a la subcategoría plena de P(A) cuyos objetos son
módulos de la forma An con n ∈ N.
Teorema 1.4.11.
K1(F) ∼= K1(A).
Demostración. Haremos la prueba en tres pasos. En los pasos 1. y 2., construiremos ho-
momorfismos θ y µ respectivamente entre los grupos, y en el paso 3., mostraremos que µ
es el inverso de θ.
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1. Tenemos
θ : XF −→ F (A)/N(A)
< α > 7−→ [α]
.
Donde F (A)/N(A) es el cociente en la definición de K1(A), y [α] es la clase de < α >
en dicho cociente. Nótese que θ está bien definida pues si α ∼= β en CF entonces α ∼= β
en CP(A). Por la propiedad universal de FF, existe un Z-homomorfismo bien definido
θˆ : FF −→ F (A)/N(A),
el cual induce un nuevo homomorfismo:
θ : FF/NF −→ F (A)/N(A),
pues
θˆ(< α⊕ β >) = [α⊕ β] = [α][β] = θˆ(α)θˆ(β)
y
θˆ(< αβ >) = [αβ] = [α][β] = θˆ(α)θˆ(β).
2. Tenemos
µ : XP(A) −→ FF/NF
< α > 7−→ [γ(α⊕ idQ)γ−1]
,
donde
P ⊕Q γ∼= //
α⊕idQ

An
γ(α⊕idQ)γ−1

P ⊕Q γ∼= // A
n
conmuta con α ∈ AutA(P ), P ∈ P(A), y Q es tal que P ⊕ Q ∼= An. Veamos ahora
que µ está bien definida:
• Si α ∼= β en CP(A), existe un isomorfismo f tal que
P
α //
f

P
f

P ′
β
// P ′
.
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Sea γ : P ⊕Q ∼= An. Entonces γ(f−1 ⊕ idQ) : P ′ ⊕Q ∼= An. Pero
P ⊕Q α⊕idQ //
f⊕idQ

P ⊕Q
f⊕idQ

P ′ ⊕Q
β⊕idQ
// P ′ ⊕Q
conmuta, y así
(f−1 ⊕ idQ)(β ⊕ idQ)(f ⊕ idQ) = α⊕ idQ.
Al aplicar γ(_)γ−1 a ambos lados de esta ecuación obtenemos que µ(α) = µ(β).
• Si
γ : P ⊕Q ∼= An y γ′ : P ⊕Q′ ∼= Am,
tenemos el diagrama conmutativo:
P ⊕Q⊕ P ⊕Q′ α⊕idQ⊕idP⊕idQ //
f1,3

P ⊕Q⊕ P ⊕Q′
f1,3

P ⊕Q⊕ P ⊕Q′
idQ⊕idQ⊕α⊕idQ′
// P ⊕Q⊕ P ⊕Q′
con f1,3 inducida por la permutación (1, 3). Al aplicar (γ ⊕ γ′)(_)(γ−1 ⊕ γ′−1)
al diagrama la conmutatividad se conserva. Por tanto:
[γ(α⊕ idQ)γ−1] =[(γ(α⊕ idQ)γ−1)⊕ (γ′idP⊕Q′γ′−1)]
=[(γ ⊕ γ′)(α⊕ idQ ⊕ idP ⊕ idQ′)(γ−1 ⊕ γ′−1)]
=[(γ ⊕ γ′)(idP ⊕ idQ ⊕ α⊕ idQ′)(γ−1 ⊕ γ′−1)]
=[(γidP⊕Qγ−1)⊕ (γ′(α⊕ idQ′)γ′−1)]
=[γ′(α⊕ idQ′)γ′−1].
Así, obtenemos
µˆ : F (A) −→ FF/NF,
que induce:
µ : F (A)/N(A) −→ FF/NF,
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pues
µˆ(< α⊕ β >) =[(γ ⊕ γ′)(α⊕ idQ ⊕ β ⊕ idQ′)(γ−1 ⊕ γ′−1)]
=[(γ(α⊕ idQ)γ−1)⊕ (γ′(β ⊕ idQ′)γ′−1)]
=[(γ(α⊕ idQ)γ−1)][(γ′(β ⊕ idQ′)γ′−1)]
=µˆ(α)µˆ(β),
donde
P ⊕Q⊕ P ′ ⊕Q′ γ⊕γ
′
∼=
//
α⊕idQ⊕β⊕idQ′

An+m
(γ⊕γ′)(α⊕idQ⊕β⊕idQ′ )(γ−1⊕γ′−1)

P ⊕Q⊕ P ′ ⊕Q′ γ⊕γ
′
∼=
// An+m
conmuta, y
γ : P ⊕Q ∼= An, γ′ : P ′ ⊕Q′ ∼= Am,
con α ∈ AutA(P ), β ∈ AutA(P ′); P, P ′ ∈ P(A). También
µˆ(< αβ >) = [γαβγ−1] = [γαγ−1γβγ−1] = [γαγ−1][γβγ−1] = µˆ(α)µˆ(β),
con
γ : P ⊕Q ∼= An
y α, β ∈ AutA(P ), P ∈ P(A).
3. Si α ∈ AutA(P ):
θ¯µ¯([α]) = θ¯([γ(α⊕ idQ)γ−1]) = [γ(α⊕ idQ)γ−1] = [α⊕ idQ] = [α].
Si α ∈ AutA(An):
µ¯θ¯([α]) = µ¯([α]) = [α].
Teorema 1.4.12.
K1(A) ∼= K1(F) ∼= GL(A)/E(A).
Demostración. Al igual que en el teorema anterior haremos la prueba en tres pasos.
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1. Consideremos la aplicación:
φ : GL(A) −→ FF/NF
[C]∼ 7−→ [α]
donde C ∈ GL(n,A), α ∈ Aut(An) es el automorfismo correspondiente a C, y [α]
denota la imagen de < α > en el cociente FF/NF.
• φ está bien definida:
Si C ∼ B con C ∈ GL(n,A), B ∈ GL(m,A) y α ∈ Aut(An), β ∈ Aut(Am) los
automorfismos correspondientes, entonces α⊕ idAs = β ⊕ idAt y así
[α] = [α⊕ idAs ] = [β ⊕ idAt ] = [β].
• φ es un homomorfismo:
Sean C ∈ GL(n,A), B ∈ GL(m,A). Para el cálculo de φ(·) podemos asumir
que n = m. Si α, β ∈ Aut(An) son los automorfismos correspondientes,
φ(CB) = [αβ] = [α][β] = φ(C)φ(B),
gracias a que el automorfismo asociado a un producto de matrices CB es la
composición αβ de los automorfismos respectivos.
Tenemos un homomorfismo bien definido:
φ¯ : GL(A)/E(A) −→ K1(F).
Para esto basta ver que φ(E(A)) = 0, pero esto se tiene por la proposición 1.4.3,
dado que todo elemento de φ(E(A)) puede verse como la clase [α] para α ∈ E(n,A)
con n ∈ Z+.
2. Sea
θ : XF −→ GL(A)/E(A)
< α > 7−→ C¯
,
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donde α ∈ Aut(An), C es la matriz asociada a α, y C¯ su imagen canónica en
GL(A)/E(A).
θ está bien definida: Si
An
α //
f ∼=

An
f∼=

Am
α′
// Am
conmuta, entonces
An+m
α⊕idAm //
f⊕f−1 ∼=

An+m
f⊕f−1∼=

Am+n
α′⊕idAn
// Am+n
conmuta. Si Cn×n, C ′m×m, Dn+m son las matrices asociadas a α, α′ y f ⊕ f−1 res-
pectivamente, entonces:
C 0
0 Im
 = D−1
C ′ 0
0 In
D,
y así, dado que GL(A)/E(A) es abeliano:
C¯ =
C 0
0 Im
 =
C ′ 0
0 In
 = C¯ ′.
Luego θ queda bien definida.
Gracias a la propiedad universal de FF y a que GL(A)/E(A) es abeliano tenemos un
homomorfismo
θˆ : FF −→ GL(A)/E(A),
el cual induce un homomorfismo en el cociente
θ¯ : FF/NF −→ GL(A)/E(A),
dado que:
• Si < α⊕ β >< α >−1< β >−1∈ S1 con α ∈ Aut(An), β ∈ Aut(Am) y matrices
respectivas Cn×n, Bm×m, sin pérdida de generalidad podemos asumir n = m
puesto que θ¯(γ) = θ¯(γ ⊕ id). Tenemos:
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C 0
0 B
 =
In 0
0 B
C 0
0 In
 =
B−1 0
0 B
B 0
0 In
C 0
0 In

en GL(2n,A), con B−1 0
0 B
 ∈ E(2n,A).
Por tanto:
θˆ(α⊕ β) = θˆ(α)θˆ(β),
es decir, θˆ(S1) = 0.
• Si z =< αβ >< α >−1< β >−1∈ S2 con α, β ∈ Aut(An) y matrices respectivas
Cn×n, Bn×n, entonces
θˆ(z) = CBC−1B−1 = 0,
pues GL(A)/E(A) es abeliano.
3.
θ¯φ¯(C¯) = θ¯([α]) = C¯,
y
φ¯θ¯([α]) = φ¯(C¯) = [α],
para C ∈ GL(n,A) y α ∈ Aut(An) su correspondiente automorfismo.
1.5. El método de cancelación
Comenzamos esta sección con una proposición que nos ayudará a entender el concepto de
elemento unimodular de un módulo.
Proposición 1.5.1. Sean M un A-módulo y m ∈ M . Las siguientes condiciones son
equivalentes:
i) Existe un homomorfismo de A-módulos
f : M −→ A
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tal que f(m) = 1.
ii) El homomorfismo de A-módulos
h : A −→ M
a 7−→ am
es inyectivo hendido.
iii) M = K ⊕Am para algún K ≤A M , y Ann(m) = {0}.
Demostración. i) ⇒ ii): Nótese que fh(a) = f(am) = af(m) = a para cada a ∈ A. Así,
fh = idA.
ii)⇒ iii): Si h es inyectivo hendido con inverso g, entonces h es inyectivo yM = K⊕Im(h)
para K = Ker(g) ≤A M . Es decir, M = K ⊕Am con Ann(m) = {0}.
iii) ⇒ i): Como Ann(m) = {0}, entonces m es una base del A-módulo cíclico Am. Basta
definir:
f : M = K ⊕Am −→ A
k + am 7−→ a
,
para k ∈ K y a ∈ A.
Definición 1.5.2. Sean M un A-módulo y m ∈ M . Decimos que m es unimodular, si
satisface alguna de las condiciones de la proposición 1.5.1.
Es importante tener en cuenta que el principio de localización-globalización en su ver-
sión no conmutativa formulada por Artamonov, no constituye una generalización plena de
su correspondiente versión conmutativa. El es una variante de tipo cancelación, la cual con-
serva una analogía clara con la versión clásica. En este espíritu, mostramos a continuación
un teorema sencillo pero esencial que nos permitirá interpretar dicho principio.
Teorema 1.5.3. Sea A un anillo. Supongamos que P y Q son A-módulos, y sean Ae, Ae′
módulos cíclicos con bases e, e′ respectivamente. Si además Q ⊕ Ae′ = P ⊕ Ae, entonces
son equivalentes:
i) Q ∼= P .
ii) Existe α ∈ AutA(Q⊕Ae′) tal que α(e′) = e.
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Demostración. i) ⇒ ii): Si β : Q −→ P es un isomorfismo de A-módulos, entonces,
β ⊕ i ∈ AutA(Q⊕Ae′), donde
i : Ae′ −→ Ae
e′ 7−→ e
.
ii)⇒ i): Cada α como en ii) induce un A-isomorfismo:
Q ∼= (Q⊕Ae′)/(0⊕Ae′) α¯−→ (P ⊕Ae)/(0⊕Ae) ∼= P.
Observación 1.5.4. Sean M un A-módulo y X el conjunto de elementos unimodulares
de M . Tenemos una acción natural del grupo de automorfismos de M (o de cualquier
subgrupo de este) sobre X:
AutA(M)×X −→ X
(α,m) 7−→ α(m)
.
Nótese que α(m) ∈ X, pues si f(m) = 1 para algún homomorfismo f : M −→ A, entonces
fα−1(α(m)) = 1.
Ahora veamos como esta acción se relaciona con el método de la cancelación. Supongamos
que P y Q son A-módulos tales que
Q⊕Ae′ = P ⊕Ae, (I)
donde Ae, Ae′ son módulos cíclicos con bases e, e′ respectivamente. Tomando M := Q ⊕
Ae′ = P ⊕ Ae, tenemos que e, e′ ∈ X. Luego, según el teorema 1.5.3, Q ∼= P (es decir,
podemos cancelar el sumando A en ambos lados de la igualdad I); si, y sólo si e y e′ están en
la misma órbita. Si la acción es transitiva, dicha cancelación es posible independientemente
de P , Q, e, e′; siempre y cuando M = Q⊕Ae′ = P ⊕Ae.
También, tenemos una acción natural del grupo de automorfismos de M (o de cualquier
subgrupo de este) sobre el conjunto E de epimorfismos de M en A:
AutA(M)× E −→ E
(α, f) 7−→ fα
.
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1.6. Álgebras graduadas y sus localizaciones
Definición 1.6.1. Un anillo A se dice que es Z-graduado, o simplemente graduado, si
posee una familia de subgrupos {Ai}i∈Z de su subgrupo aditivo (A,+) que satisface las
siguientes condiciones:
i) AiAj ⊆ Ai+j, para cualesquiera i, j ∈ Z.
ii) A =
∑
i∈Z⊕Ai.
Para i ∈ Z, Ai se denomina la componente homogénea de grado i y los elementos de
Ai se dice que son homogéneos de grado i. Denotamos por h(A) al conjunto de todos
los elementos homogéneos de A. La familia {Ai}i∈Z se denomina una graduación de A.
Si Ai = 0 para i < 0, es decir, A =
∑
i∈N⊕Ai, se dice que A es un anillo graduado
positivamente. Sea R un anillo conmutativo graduado con graduación {Ri}i∈Z. Si A es
una R- álgebra, se dice que A es Z-graduada si además de las condiciones anteriores se
tiene que
iii) RiAj ⊆ Ai+j, para cualesquiera i, j ∈ Z,
es decir, si A es un R-módulo graduado. En particular, si dotamos a R con la graduación
trivial {R0} con R0 := R, A es Z-graduada si además de i) y ii), Ai es un R-submódulo
de A.
Proposición 1.6.2. Sea A un anillo graduado. Entonces:
1. 1 ∈ A0.
2. A0 es subanillo de A.
Demostración.
1. Sean 1 = ai1 +· · ·+a0+· · ·+ait , b = bj1 +· · ·+b0+· · ·+bjs ∈ A. Entonces, 1bjk = bjk ,
luego ai1bjk + · · ·+ a0bjk + · · ·+ aitbjk = bjk , y así a0bjk = bjk para 1 ≤ k ≤ s. Luego
a0b = b, y análogamente ba0 = b, para cualquier b ∈ A. Entonces, a0 = 1 ∈ A0.
2. Primero notemos que (A0,+) ≤ (A,+) por definición. Además, A0A0 ⊆ A0 y 1 ∈ A0,
luego (A0, ·, 1) es submonoide de (A, ·, 1).
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Teorema 1.6.3. Sean A un anillo graduado y S un subconjunto multiplicativo de elementos
homogéneos. Entonces las condiciones del teorema 1.2.4 se satisfacen si, y sólo si,
i′) Si a ∈ h(A) y s ∈ S son tales que as = 0, entonces existe u ∈ S tal que ua = 0.
ii′) Dados a ∈ h(A) y s ∈ S, existen t ∈ S y b ∈ h(A) tales que ta = bs.
Demostración.
• i)⇒ i′): Inmediata.
• ii)⇒ ii′): Si a ∈ h(A) y s ∈ S, por i), existen t ∈ S y b ∈ A tales que ta = bs ∈ h(A).
Así, si b = bi1 + · · ·+ b0 + · · ·+ bit , reemplazando en la ecuación anterior e igualando
componentes homogéneas obtenemos que ta = biks ∈ h(A).
Ahora probaremos i′) ⇒ i) y ii′) ⇒ ii) por inducción sobre n, donde n es el número de
sumandos ai1 , . . . , ain ∈ h(A) de a ∈ A: El caso n = 1 se tiene por i′) y ii′). Supongamos
ciertos nuestros resultados para elementos con número de sumandos homogéneos menor
que n (n ≥ 2). Sean a = ai1 + · · ·+ ain y s ∈ S.
• i′) ⇒ i): Si as = 0, (ai1s + · · · + ain−1s) + ains = 0, y por tanto asumiendo que los
aik están en componentes homogéneas distintas, (ai1 + · · ·+ ain−1)s = 0 y ains = 0.
Por hipótesis de inducción, existe u1 ∈ S tal que u1(ai1 + · · ·+ ain−1) = 0. También,
puesto que u1ains = 0, por el caso n = 1, existe u2 ∈ S tal que u2u1ain = 0. Así, si
u := u2u1, tenemos que ua = 0.
• ii′) ⇒ ii): Gracias a la hipótesis de inducción y el caso n = 1, existen t1, t2 ∈ S,
b1, b2 ∈ A tales que t1(ai1 + · · · + ain−1) = b1s y t2ain = b2s. También, por el caso
n = 1, existen u ∈ S, v ∈ A tales que t := ut1 = vt2 ∈ S. Así ta = (ub1 + vb2)s.
Teorema 1.6.4. Sean A un anillo graduado y S un subconjunto multiplicativo de elementos
homogéneos. Si S−1A existe, es decir, se satisfacen las condiciones del teorema anterior,
entonces S−1A es un anillo graduado.
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Demostración.
• Sea (S−1A)i := {as ∈ S−1A\{0} | a ∈ Aj , s ∈ Sk, y j−k = i}∪{0} para Sk := S∩Ak
y i, k ∈ Z. Veamos que el conjunto anterior está bien definido. Supongamos que
a
s =
b
t 6= 0 donde a ∈ Aj , s ∈ Sk, b ∈ Aj′ y t ∈ Sk′ . Entonces as − bt = ca−dbu = 0 con
c ∈ Sl, d ∈ Al′ y u := cs = dt. Nótese que podemos asumir que c y d son homogéneos
gracias al teorema anterior. De esta manera existe v ∈ Sm tal que v(ca − db) = 0,
es decir, vca = vdb. De vca = vdb 6= 0 y cs = dt 6= 0, obtenemos l + j = l′ + j′ y
l + k = l′ + k′. Restando las ecuaciones anteriores, j − k = j′ − k′.
• (S−1A)i es subgrupo de S−1A: Sean as , bt ∈ (S−1A)i. Entonces a ∈ Aj , s ∈ Sk, b ∈ Aj′
y t ∈ Sk′ para algunos j, k, j′, k′ ∈ Z tales que
j − k = j′ − k′ = i. (1)
Luego as − bt = ca−dbu con u := cs = dt ∈ S, c ∈ Sl, d ∈ Al′ . Así, como cs = dt 6= 0,
entonces
l + k = l′ + k′. (2)
También ca ∈ Al+j y db ∈ Al′+j′ , pero sumando las igualdades 1. y 2., l+ j = l′+ j′.
Por tanto ca− db ∈ Al+j = Al′+j′ , u ∈ Al+k = Al′+k′ y (l+ j)− (l+ k) = j − k = i,
es decir, as − bt ∈ (S−1A)i.
• (S−1A)i(S−1A)i′ ⊆ (S−1A)i+i′ : Sean as ∈ (S−1A)i y bt = (S−1A)i′ . Entonces a ∈ Aj ,
s ∈ Ak, b ∈ Aj′ y t ∈ Ak′ , con j − k = i y j′ − k′ = i′. Hay dos posibilidades:
 as = 0: En este caso
a
s
b
t = 0 ∈ (S−1A)i+i′ .
 as 6= 0: Tenemos que as bt = cbus con ua = ct, u ∈ Sl, c ∈ Al′ . Como ua = ct 6= 0,
entonces l+j = l′+k′, y así (l′+j′)−(l+k) = (l′+j′+ l+j)−(l+k+ l′+k′) =
(j′ + j)− (k + k′) = i+ i′, con cb ∈ Al′+j′ y us ∈ Al+k.
• ∑i∈Z⊕(S−1A)i = (S−1A):
 Igualdad: Si as ∈ S−1A, entonces a = ai1 + · · ·+ ain , y así as =
ai1
s + · · ·+ ains ∈∑
i∈Z⊕(S−1A)i.
 Suma directa: Si
aj1
sk1
+ · · · + ajnskn = 0, entonces t1aj1 + · · · + tnajn con t1 ∈ S
y ti ∈ A homogéneo para 2 ≤ i ≤ n, multiplicando a izquierda por un s ∈ S
CAPÍTULO 1. PRELIMINARES 36
adecuado. Los ti son homogéneos pues para n = 2, si
aj1
sk1
+
aj2
sk2
= 0, entonces
aj1 +
sk1
1
aj2
sk2
= aj1 +
caj2
u = 0, con usk1 = csk2 , u ∈ S y c homogéneo. Por tanto
uaj1 + caj2 = 0. Inductivamente es posible ver este resultado para cualquier n.
Por otro lado notemos que los tiaji están en componentes homogéneas distintas
pues si tiaji y ti′aji′ con i 6= i′ estuvieran en la misma componente homogénea
en A,
tiaji
s =
aji
ski
y
ti′aji′
s =
aji′
ski′
estarían en la misma componente homogénea
en S−1A, lo que sería contradictorio. De esta manera t1aj1 = 0 con t1 ∈ S , y
así
aj1
sk1
= 0. Análogamente podemos deducir que
aji
ski
= 0 para cada 2 ≤ i ≤ n.
Corolario 1.6.5. En el caso en que A es una R-álgebra graduada, S−1A también lo es.
Demostración.
• S−1A es una R-álgebra: S−1A es un R-módulo mediante el homomorfismo de anillos
φ:
R −→ A −→ S−1A
r 7−→ r · 1 7−→ r·11
.
Nos resta entonces ver que Im(φ) ⊆ Z(S−1A). En efecto,
r · 1
1
a
s
=
(r · 1)a
s
=
a(r · 1)
s
=
a
s
r · 1
1
,
pues los elementos r · 1 conmutan con los de A.
• Ri(S−1A)j ⊆ (S−1A)i+j : Sean a ∈ Ak y s ∈ Sl, con k− l = j. Como ri·11 as = (ri·1)as =
ri·a
s con ria ∈ Ai+k y s ∈ Sl, entonces ri·as ∈ (S−1A)i+k−l = (S−1A)i+j .
1.7. Algunas propiedades de módulos finitamente presentados
Como en el caso conmutativo, los módulos finitamente presentados juegan un papel impor-
tante en el principio de localización-globalización, y en general en la solución del problema
de Serre (véase [5] capítulo I). Una ventaja de este tipo de módulos, es que podemos probar
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afirmaciones acerca de ellos, vía una reducción al caso de módulos libres. A continuación
exponemos algunas propiedades que usaremos en el siguiente capítulo.
Proposición 1.7.1. Sean R un anillo y F1, F2 : M(R) −→ AbGrp dos funtores contra-
variantes exactos a izquierda, y sea τ : F1 −→ F2 una transformación natural. Si τRn :
F1(R
n) −→ F2(Rn) es un isomorfismo para cada n ∈ Z+, entonces τM : F1(M) −→ F2(M)
es un isomorfismo para cada R-módulo M finitamente presentado.
Demostración. Sea RM finitamente presentado, tenemos entonces una sucesión exacta
Rn −→ Rm −→M −→ 0,
la cual induce un diagrama conmutativo con filas exactas con τRn , τRm isomorfismos:
0

// F1(M)
τM

// F1(R
m)
τRm

// F1(R
n)
τRn

0 // F2(M) // F2(R
m) // F2(R
n).
Finalmente, por el lema de los cinco obtenemos que τ(M) es un isomorfismo.
Proposición 1.7.2. Sean N un R-módulo finitamente presentado y {RMi}i∈I . Entonces,
tenemos un Z-isomorfismo:
HomR(N,
⊕
i∈I
Mi) ∼=
⊕
i∈I
HomR(N,Mi).
Demostración. Sean
H(N) := HomR(N,
⊕
i∈I
Mi), P (N) :=
⊕
i∈I
HomR(N,Mi).
Definimos el Z-homomorfismo:
τN : P (N) −→ H(N)
(fi)i∈I 7−→ f
,
con f obtenida mediante la propiedad universal del producto:
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N
fi ##
∃!f
//
∏
i∈IMi
pii

Mi,
para cada i ∈ I.
Nótese que dado que todas las fi son nulas excepto un número finito, f ∈ H(N). Así
tenemos los funtores contravariantes exactos a izquierda:
M(R)
H // AbGrp M(R) P // AbGrp
N
h

 // H(N) N
h

 // P (N)
N ′  // H(N ′)
_◦h
OO
N ′  // P (N ′).
⊕
i∈I(_◦h)
OO
Además, la familia de los τN con N finitamente generado, determina una transformación
natural τ : P −→ H pues los diagramas:
P (N)
τN // H(N)
P (N ′)
⊕
i∈I(_◦h)
OO
τN′ // H(N ′)
_◦h
OO
conmutan. En efecto, sea (f ′i)i∈I ∈
⊕
i∈I HomR(N
′,Mi). Por un lado
τN ′((f
′
i)i∈I)h = f
′h,
y
τN (
⊕
i∈I
(_ ◦ h))((f ′i)i∈I) = τN ((f ′ih)i∈I).
Pero notemos que f ′h hace conmutar
N
f ′ih ##
∃!f ′h
//
∏
i∈IMi
pii

Mi,
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para cada i ∈ I, y así
f ′h = τN ((f ′ih)i∈I).
Finalmente, para aplicar la proposition 1.7.1 falta ver que
τRn : P (R
n) −→ H(Rn)
es un Z-isomorfismo:
De la demostración del teorema 5.3.6. de [6], tenemos un Z-isomorfismo
p′ : H ′ := HomR(Rn,
∏
i∈I
Mi) −→ P ′ :=
∏
i∈I
HomR(R
n,Mi).
El cual se restringe a un Z-homomorfismo
p′|H(Rn) : H(Rn) −→ P (Rn).
En efecto, si f ∈ HomR(Rn,
⊕
i∈IMi), entonces f(e1), . . . , f(en) ∈
⊕
i∈I0 Mi, donde {ei}
es la base canónica de Rn, para algún I0 ⊆ I finito. De esta manera f(r1 + · · · + rn) =
r1f(e1)+ · · ·+rnf(en) ∈
⊕
i∈I0 Mi para todo r = (r1, . . . , rn) ∈ Rn. Así, pi′ip′(f) = p′i(f) =
piif = 0 para cada i ∈ I \ I0, con
H ′
p′i &&
∃!p′
// P ′
pi′i

HomR(R
n,Mi)
en la propiedad universal de P ′. Por tanto, p′(f) ∈ ⊕i∈I HomR(Rn,Mi). Finalmente
notemos que τRn es un Z-isomorfismo con inverso p′|H(Rn):
• Si f ∈ H(Rn), τRnp′(f) = f gracias a la propiedad universal de
∏
i∈IMi, pues
piiτRn(p
′(f)) = (p′(f))i = pi′ip
′(f) = p′i(f) = piif.
• Si (fi)i∈I ∈ P (Rn), p′τRn((fi)i∈I) = (fi)i∈I gracias a la propiedad universal de P ′
pues
pi′ip
′τRn((fi)i∈I) = p′iτRn((fi)i∈I) = p
′
if = piif = fi = pi
′
i((fi)i∈I).
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CAPÍTULO 2
Teorema de Horrocks
En este capítulo presentamos la prueba del teorema de Horrocks en el caso de anillos de
polinomios torcidos, y la deducción del teorema clásico en el caso conmutativo a partir del
caso no conmutativo. Hemos modificado algunos detalles de la demostración del teorema
de Horrocks dada por Artamonov, así como también añadimos una hipótesis con la debida
justificación. Lo anterior constituye uno de los aportes del presente trabajo. Comenzamos
el capítulo con algunas propiedades de la localización del anillo de polinomios torcidos por
el sistema de polinomios mónicos.
2.1. La localización por el sistema de polinomios mónicos
En este capítulo trabajaremos con A = B[x;σ, δ] y S ⊆ A el sistema multiplicativo de
los polinomios con coeficiente principal invertible. De aquí en adelante módulo noethe-
riano(artiniano) significará en realidad noetheriano(artiniano) a izquierda.
Lema 2.1.1. Sea f ∈ A tal que lc(f) es invertible a izquierda, entonces A/Af es un
B-módulo finitamente generado.
Demostración. Si g ∈ A/Af , usando el algoritmo de la división (teorema 1.2.2), existen
q, r ∈ A tales que g = qf+r, con r = 0 ó grad(r) < grad(f). Así, si n = grad(f), entonces
g = r ∈ 〈1, . . . , xn−1}.
41
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Proposición 2.1.2. Si B es noetheriano, entonces S satisface la condición de Ore a
izquierda.
Demostración. Sean f ∈ S y g ∈ A. Por el lema anterior A/Af es un B-módulo finitamente
generado y por tanto noetheriano. Consideremos la siguiente cadena ascendente de B-
submódulos de A/Af :
〈g} 6 〈g}+ 〈xg} 6 〈g}+ 〈xg}+ 〈x2g} 6 . . . .
Como A/Af es noetheriano, existe n tal que:
n∑
k=0
〈xkg} =
n+1∑
k=0
〈xkg},
luego
xn+1g =
n∑
k=0
bkxkg;
en consecuencia
(xn+1 −
n∑
k=0
bkx
k)g ∈ Af,
con xn+1 −∑nk=0 bkxk ∈ S.
Corolario 2.1.3. S−1A existe.
Demostración. Como los elementos de S no son divisores de cero a derecha la condición i)
del teorema 1.2.4 se tiene. La condición ii) es precisamente la condición de Ore.
Notación 2.1.4. Denotaremos B〈x;σ, δ〉 a la localización S−1A.
Observación 2.1.5. Dado que S no tiene divisores de cero a izquierda el homomorfismo
canónico ψ : B[x;σ, δ] −→ B〈x;σ, δ〉 es inyectivo; esto da lugar a que de aquí en adelante
identifiquemos a A con ψ(A).
Corolario 2.1.6. Sea B un anillo noetheriano. Si σ es un automorfismo B〈x;σ, δ〉 es
noetheriano.
Demostración. Notemos que B[x;σ, δ] es noetheriano por el teorema de la base de Hilbert,
luego la proposición 1.2.5 asegura que B〈x;σ, δ〉 es noetheriano.
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Definición 2.1.7. Sea Λ (respectivamente I) el subconjunto de B〈x;σ, δ〉 que consta de
0 junto con todos los cocientes g−1f con grad(g) ≥ grad(f) (respectivamente grad(g) >
grad(f)).
Proposición 2.1.8.
1. Λ es un subanillo de B〈x;σ, δ〉.
2. I es un ideal bilátero de Λ.
Demostración.
1. Sean fg ,
f1
g1
en Λ. Entonces:
f
g
− f1
g1
=
hf − h1f1
u
.
Donde hg = h1g1 = u ∈ S y h ∈ S. Además, podemos darnos cuenta que h1 también
está en S si comparamos los coeficientes principales de hg y h1g1. Por tanto:
grad(hf − h1f1) ≤ ma´x{grad(hf), grad(h1f1)}
= ma´x{grad(h) + grad(f), grad(h1) + grad(f1)}
≤ ma´x{grad(h) + grad(g), grad(h1) + grad(g1)}
= ma´x{grad(hg), grad(h1g1)} = grad(u).
Luego fg − f1g1 ∈ S−1A. Esto nos dice que Λ es un subgrupo aditivo de S−1A. También:
f
g
f1
g1
=
hf1
ug
.
Con uf = hg1. Así:
grad(hf1) ≤ grad(h) + grad(f1) ≤ grad(h) + grad(g1)
= grad(hg1) = grad(uf)
= grad(u) + grad(f) ≤ grad(u) + grad(g)
= grad(ug).
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Es decir, Λ es cerrado para el producto, y como 11 ∈ Λ, tenemos que es un subanillo
de S−1A.
2. Primero notemos que si fg y
f1
g1
están en I ⊆ Λ, la desigualdad en 1. que mostraba que
Λ era subgrupo de S−1A se vuelve estricta. Esto implica que I es subgrupo aditivo
de S−1A. Por otro lado, si fg o
f1
g1
está en I, la desigualdad en 1. que mostraba que
Λ era cerrado para producto se vuelve estricta. Esto significa justamente que I es un
ideal bilátero de Λ.
Proposición 2.1.9. Sea σ un automorfismo.
B〈x;σ, δ〉 = Λ +A, Λ ∩A = B, Λ = B ⊕ I, B〈x;σ, δ〉 = I ⊕A.
Demostración.
1. B〈x;σ, δ〉 = Λ +A:
• ⊆: si fg ∈ B〈x;σ, δ〉, como g ∈ S, por el teorema 1.2.3. existen q, r ∈ A tales que
f = gq + r, con r = 0 ó grad(r) < grad(g). Así:
f
g
=
r + gq
g
=
r
g
+
gq
g
=
r
g
+
q
1
∈ Λ +A.
• ⊇: clara a partir de la observación 2.1.5. y de que Λ ⊆ B〈x;σ, δ〉.
2. Λ ∩A = B:
• ⊆: si fg ∈ A podemos asumir que g = 1. Si además, f1 ∈ Λ, entonces grad(f) ≤ 0
o f = 0, es decir, f1 ∈ B.
• ⊇: se sigue del hecho de que B ⊆ A y B ⊆ Λ.
3. Λ = B ⊕ I: Λ ⊇ B + I: clara a partir de las definiciones. Λ ⊆ B + I: Si fg ∈ Λ
hay dos posibilidades. Si grad(g) > grad(f), entonces fg ∈ I. Por otro lado, si
n := grad(g) = grad(f), escribiendo a := lc(f), b := lc(g) ∈ B∗, tenemos que
f1 = f − gc, c := σ−n(b−1a)
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es de grado estrictamente menor que n. Así:
f
g
=
gc
g
+
f1
g
∈ B + I.
I ∩B = {0}: si b1 ∈ B está en I, entonces grad(b) < 0 ó b = 0, de donde b1 = 0. Por
otro lado es claro que 0 ∈ I ∩ {0}.
4. B〈x;σ, δ〉 = I ⊕A: a partir de 1. y 3. es claro que B〈x;σ, δ〉 = I +A, además, por 2.
y 3., I ∩A = I ∩ Λ ∩A = I ∩B = {0}.
Lema 2.1.10. I ⊆ Rad(Λ).
Demostración. Sabemos por la proposición 2.1.8 que I es un ideal bilátero de Λ. Además,
si fg ∈ I, entonces
1 +
f
g
=
g
g
+
f
g
=
g + f
g
con lc(g + f) = lc(g) ∈ B∗, y por tanto, 1 + fg ∈ Λ∗. Nuestro resultado se sigue entonces
del corolario 7.1.4 de [7].
En lo que resta de este capítulo denotaremos por J al radical de Jacobson de B.
Definición 2.1.11. Sea R un anillo con radical de Jacobson I. Decimos que R es semilocal,
si R/I es un anillo artiniano.
Proposición 2.1.12. Supongamos que σ es sobreyectivo, entonces:
1. El subconjunto χ de Λ formado por los cocientes
f
g
, con lc(f) ∈ J , está contenido en
el radical de Jacobson de Λ.
2. Si B es semilocal, Λ es semilocal.
Demostración.
1. Primero observemos que χ es cerrrado para producto a derecha: Sean fg ∈ χ, f1g1 ∈ Λ.
Entonces fg
f1
g1
= hf1ug , con uf = hg1 y u ∈ S. Comparando los coeficientes principales
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de uf y hg1, obtenemos lc(u)σn(lc(f)) = lc(h)σm(lc(g1)). Si probamos que σ(J) ⊆ J
tendríamos lc(u)σn(lc(f)) ∈ J y por lo tanto, como σm(lc(g1)) es invertible, entonces
lc(h) ∈ J . En efecto, como σ es sobreyectivo, σ(J) es un ideal bilátero de B, luego,
por el corolario 7.1.4. de [7], como 1− σ(b) = σ(1− b) ∈ B∗ para b ∈ J , se tiene que
σ(b) ∈ J . De esta manera lc(hf1) = lc(h)σt(lc(f1)) ∈ J , y por tanto fg f1g1 ∈ χ.
Por otro lado, si fg ∈ χ, entonces:
1 +
f
g
=
g
g
+
f
g
=
g + f
g
con lc(g + f) = lc(g) ∈ B∗ si grad(g) > grad(f), y, lc(g + f) = lc(g) + lc(f) ∈ B∗
si grad(g) = grad(f). Luego 1 + fg ∈ Λ∗ con inverso gg+f . Finalmente, por el párrafo
anterior y la proposición 7.1.2. de [7], esto muestra que χ ⊆ Rad(Λ).
2. Primero consideremos el isomorfismo de anillos:
B/J ∼= (B ⊕ I)/(J ⊕ I) = Λ/(J ⊕ I)
b¯ −→ b¯
.
Notemos que J ⊕ I ⊆ Rad(Λ): Si b ∈ J y fg ∈ I, entonces:
b+
f
g
=
gb
g
+
f
g
=
gb+ f
g
=
lc(g)σn(b)xn + términos de grado < n
g
Con n = grad(g). Si lc(g)σn(b) = 0, b + fg ∈ I ⊆ Rad(Λ). Por el contrario, si
lc(g)σn(b) ∈ J es no nulo, b+ fg ∈ χ ⊆ Rad(Λ).
De lo anterior, el siguiente homomorfismo de anillos está bien definido:
α : Λ/(J ⊕ I) −→ Λ/Rad(Λ)
f
g
7−→ f
g
.
Además es claramente sobreyectivo, luego Λ/Rad(Λ) es isomorfo a un cociente de
B/J . Esto nos dice que si B/J es artiniano, entonces Λ/Rad(Λ) es artiniano.
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Lema 2.1.13. Sea M un A-módulo finitamente generado tal que:
S−1M = 0 y JM = M.
Entonces M = 0.
Demostración. Sabemos que M = 〈m1,m2, . . . ,mn}. Como mi1 = 0 para cada 1 ≤ i ≤ n,
entonces fi(x)mi = 0 para algunos fi(x) ∈ S.
Veamos que M es finitamente generado como B-módulo: Sea m ∈ M , entonces m =
p1m1 + · · ·+ pnmn. Pero dado que los coeficientes principales de los fi son invertibles, por
el algoritmo de la división (teorema 1.2.2), tenemos que pi = qifi + ri para algunos qi y ri
con ri = 0 ó grad(ri) < grad(fi). Sea t = ma´x{grad(fi)}. Así, si ri =
∑t−1
j=0 aijx
j :
m = r1m1 + · · ·+ rnmn =
∑
i
∑
j
aijx
jmi.
Luego, {xjmi} genera a M como B-módulo.
Finalmente, puesto que J = Rad(B), del lema de Nakayama se sigue que M = 0.
Lema 2.1.14. Supongamos que σ es un automorfismo. Sean p, p′ ∈ B[x;σ] con p ∈ S. Si
pp′ ∈ JB[x;σ], entonces p′ ∈ JB[x;σ].
Demostración. Sean p, p′ como en el enunciado.Tenemos que pp′ = k con k ∈ JB[x;σ].
Sean n = grad(p), m = grad(p′), así pp′ =
∑n+m
t=0 ctx
t. Vamos a probar por inducción
sobre i que p′m−i ∈ J , calculando cn+m−i:
• i = 0. Como cn+m = pnσn(p′m) ∈ J y pn ∈ B∗, tenemos que σm(p′m) ∈ J ; luego
p′m ∈ J , pues σ es automorfismo.
• Supongamos el resultado para indices menores que i ≥ 0. Como
cn+m−i = pn−iσn−i(p′m)+· · ·+pn−2σn−2(p′m−i+2)+pn−1σn−1(p′m−i+1)+pnσn(p′m−i),
y pn ∈ B∗, tenemos que pnσn(p′m−i) ∈ J ; luego p′m−i ∈ J , pues σ es automorfismo.
Lema 2.1.15. Sean p, p′ ∈ B[x;σ] con p′ ∈ S. Si pp′ ∈ JB[x;σ], entonces p ∈ JB[x;σ].
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Demostración. La prueba es análoga a la del lema anterior y no usa que σ sea automorfis-
mo.
2.2. Prueba de Artamonov
Iniciamos esta sección con un lema que interpreta la definición 2.2.2 que presentaremos
adelante.
Lema 2.2.1. Sean R un anillo, N un R-módulo y M,M ′, N ′ ≤R N . Las siguientes afir-
maciones son equivalentes:
1. M ⊆M ′ +N ′ y M ′ ⊆M +N ′.
2. M +N ′ = M ′ +N ′.
3. pi(M) = pi(M ′) con pi la proyección canónica de N en el cociente N/N ′.
Demostración. Evidente.
Definición 2.2.2. Si alguna de las condiciones del lema anterior se satisface, decimos que
M es congruente con M ′ módulo N ′ y escribimos:
M ≡M ′ (mod N ′).
Definición 2.2.3. Sea Q un B-módulo y σ un automorfismo de B. Definimos:
Q[x;σ] := B[x;σ]⊗B Q, Q 〈x;σ〉 := B 〈x;σ〉 ⊗B Q.
Teorema 2.2.4 (Horrocks no conmutativo). Sea B un anillo noetheriano y σ auto-
morfismo. Sean Q ∈ P(B), P ∈ P(B[x;σ]) y supongamos que existe un epimorfismo de
B 〈x;σ〉-módulos
f : S−1P −→ N := Q 〈x;σ〉 ,
con
f(P ) ≡ Q[x;σ] (mod JN).
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Entonces existe un automorfismo h de N tal que
h(x) ≡ x (mod JI ⊗B Q)
para cada x ∈ Q. Además, si f(P ) es B[x;σ]-proyectivo, tenemos:
f(P ) = h(Q[x;σ]).
Demostración. Primero notemos que Q es plano, y por tanto no hay ningún problema en
considerar M ⊗B Q ⊆ B〈x;σ〉 ⊗B Q, siempre que M ≤B B〈x;σ〉. Realizaremos la prueba
en varios pasos.
1. Gracias a la propiedad 4. de la proposición 2.1.9:
N = B〈x;σ〉 ⊗B Q = (A+ I)⊗B Q = (A⊗B Q) + (I ⊗B Q) = Q[x;σ] + (I ⊗B Q).
2. Si ∆ ≤B B〈x;σ〉 es también un subanillo, ∆ ⊗B Q es un ∆-módulo finitamente
generado. En efecto, dado que Q es generado como B-módulo por q1, . . . , qm ∈ Q,
∆⊗B Q es generado como ∆-módulo por 1⊗ q1, . . . , 1⊗ qm ∈ ∆⊗B Q.
3. N = f(P ) + (I ⊗B Q):
Aplicaremos el lema de Nakayama. Consideremos el B-módulo M := N/(f(P ) +
I ⊗B Q). Primero veamos que es B-finitamente generado, para esto consideremos el
homomorfismo sobreyectivo de B-módulos:
M ′ := (Q[x;σ] + f(P ))/f(P ) −→ N/(f(P ) + I ⊗B Q) = M
z 7−→ z
.
Nótese que el es sobreyectivo pues por 1., si z ∈ N , z = z′ + z′′ con z′ ∈ Q[x;σ] y
z′′ ∈ I⊗BQ. Así, z = z′. Por lo anterior, basta ver queM ′ es B-finitamente generado.
En efecto, por 2., tomando ∆ = A, tenemos los homomorfismos sobreyectivos de A-
módulos:
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m⊕
i=1
[(A〈1⊗ qi}+ f(P ))/f(P )] −→ (Q[x;σ] + f(P ))/f(P )
(p1 ⊗ q1, . . . , pm ⊗ qm) 7−→ p1 ⊗ q1 + · · ·+ pm ⊗ qm
,
y para cada i = 1, . . . ,m
A/Asi −→ (〈1⊗ qi}A + f(P ))/f(P )
p 7−→ p⊗ qi
,
donde f( zisi ) = 1⊗ qi, con
zi
si
∈ S−1P . Nótese que el homomorfismo está bien definido
pues si p = 0 entonces p = rsi ∈ Asi y así p ⊗ qi = rsi(1 ⊗ qi) = f(rzi) ∈ f(P ).
Finalmente, como cada A/Asi es finitamente generado como B-módulo por el lema
2.1.1, todos los B-módulos considerados resultan finitamente generados.
Por otro lado, gracias a la congruencia en la hipótesis:
JM = J(N/(f(P ) + I ⊗B Q)) = (JN + f(P ) + I ⊗B Q)/(f(P ) + I ⊗B Q)
= (JN +Q[x;σ] + I ⊗B Q)/(f(P ) + I ⊗B Q) = N/(f(P ) + I ⊗B Q) = M.
Luego el lema de Nakayama asegura que M = {0}, es decir, N = f(P ) + I ⊗B Q.
4. Q[x;σ] ≡ f(P ) (mod JI ⊗B Q):
Por un lado, de la congruencia en la hipótesis y multiplicando la igualdad en 1. por
J obtenemos:
f(P ) ⊆ Q[x;σ] + JN = Q[x;σ] + JQ[x;σ] + JI ⊗B Q = Q[x;σ] + JI ⊗B Q.
Además, multiplicando la igualdad en 3. por J :
Q[x;σ] ⊆ f(P ) + JN = f(P ) + Jf(P ) + JI ⊗B Q = f(P ) + JI ⊗B Q.
5. Existencia del endomorfismo h:
CAPÍTULO 2. TEOREMA DE HORROCKS 51
Como Q es B-proyectivo tenemos el siguiente diagrama conmutativo de B-módulos:
Q
∃g′′
yy
pi

P
f
// N/(JI ⊗B Q)
Donde f es la restricción de f a P seguida de la proyección en el cociente, pi es la
proyección y Im(pi) ⊆ Im(f) pues por 4. Q ⊆ f(P ) + JI ⊗B Q. También tenemos
una función bilineal y B-balanceada
g′ : B[x;σ]×Q −→ P
(p, q) 7−→ pg′′(q)
,
de la cual obtenemos un Z-homomorfismo g tal que:
B[x;σ]×Q
g′

t // B[x;σ]⊗B Q
g
vv
P
y que resulta ser un B[x;σ]-homomorfismo.
Tenemos entonces para z = 1⊗ q ∈ B ⊗B Q ∼= Q:
fg(z) = fg(z) = fg′(1, q) = fg′′(q) = pi(q) = 1⊗ q,
es decir,
fg(z) ≡ z (mod JI ⊗B Q). (C)
Ahora extendemos fg a un endomorfismo h del B〈x;σ〉-módulo N gracias a la pro-
piedad universal de la localización:
Q[x;σ]
fg

φ
// S−1Q[x;σ]
h′
xx
Q〈x;σ〉∼=oo
h
qqN
,
con
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Q〈x;σ〉∼=(B〈x;σ〉 ⊗A B[x;σ])⊗B Q
∼=−→B〈x;σ〉 ⊗A (B[x;σ]⊗B Q)
∼=−→S−1Q[x;σ]
p
q ⊗ z 7→ (pq ⊗ 1)⊗ z 7→ pq ⊗ (1⊗ z) 7→ p⊗zq
.
6. h es un automorfismo de Q〈x;σ〉:
Primero notemos que el Λ-módulo
Λ⊗B Q = (B + I)⊗B Q = (B ⊗B Q) + (I ⊗B Q)
es invariante respecto a h debido a la congruencia C:
h((B ⊗B Q) + (I ⊗B Q)) ⊆(B ⊗B Q) + (JI ⊗B Q) + Ih(B ⊗Q)
⊆(B ⊗B Q) + (JI ⊗B Q) + (I ⊗B Q) + (IJI ⊗B Q)
⊆(B ⊗B Q) + (I ⊗B Q).
Además, I ⊆ Rad(Λ) gracias a 2.1.10, y por 2., Λ⊗B Q es un Λ-módulo finitamente
generado. Luego, por el párrafo anterior
h(Λ⊗B Q) + I(Λ⊗B Q) ⊆ Λ⊗B Q,
y,
(B⊗BQ)+(I⊗BQ) ⊆ h(B⊗BQ)+(JI⊗BQ)+(I⊗BQ) ⊆ h(Λ⊗BQ)+I(Λ⊗BQ).
Por tanto, h(Λ ⊗B Q) + I(Λ ⊗B Q) = Λ ⊗B Q. Usando el lema de Nakayama,
h(Λ ⊗B Q) = Λ ⊗B Q, es decir, h se restringe a un automorfismo del Λ-módulo
Λ⊗B Q. También, como Im(h) ⊇ Λ⊗B Q ⊇ B ⊗B Q y h es B〈x;σ〉-homomorfismo,
entonces h es sobreyectivo; pero por 2., Q〈x;σ〉 es finitamente generado sobre el anillo
noetheriano B〈x;σ〉 (corolario 2.1.6) y por tanto es noetheriano, luego h resulta ser
un automorfismo por la proposición 1.3.4. de [7].
7. f(P ) ≡ h(Q[x;σ]) (mod JN): Primero notemos que
h(Q[x;σ]) = B[x;σ]h(B ⊗B Q) = B[x;σ]fg(B ⊗B Q) ⊆ B[x;σ]f(P ) = f(P ).
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También, por la congruencia en la hipótesis del teorema y C:
f(P ) ⊆Q[x;σ] + JN = B[x;σ](B ⊗B Q) + JN
⊆B[x;σ](h(B ⊗B Q) + (JI ⊗B Q)) + JN
⊆h(B[x;σ]⊗B Q) +B[x;σ](JI ⊗B Q) + JN
⊆h(Q[x;σ]) + J(B[x;σ](I ⊗B Q)) + JN [δ = 0]
⊆h(Q[x;σ]) + JN.
8. Del punto anterior obtenemos que f(P ) = h(Q[x;σ]) + (f(P ) ∩ JN).
9. P ∩ (JS−1P ) = JP :
La inclusión ⊇ es clara a partir de las definiciones. Para la inclusión ⊆, si
p = k1
p1
q1
+ · · ·+ kt pt
qt
∈ P ∩ (JS−1P ), ki ∈ J, 1 ≤ i ≤ t.
Aplicando la condición de Ore a las parejas ki, qi obtenemos si ∈ S y ai ∈ B[x;σ]
tales que siki = aiqi, y así
p =
a1p1
q′1
+ · · ·+ atpt
q′t
.
Además, por 2.1.15, ai ∈ JB[x;σ] pues siki ∈ JB[x;σ]. Multiplicando a izquierda
por un s ∈ S apropiado obtenemos que
sp = p′ ∈ JP.
Recordemos ahora que P es B[x;σ]-proyectivo finitamente generado y por tanto
existen ψ : L  P , φ : P  L con L ∼= B[x;σ]n y ψφ = idP . Tomemos e1, . . . , en
una base de L. Enviando los términos de la ecuación anterior a L mediante φ y
escribiéndolos en la base, obtenemos:
sφ(p) = sf1e1 + · · ·+ sfnen = g′1e1 + · · ·+ g′nen = φ(p′)
Luego sfi = g′i ∈ JB[x;σ]. Aplicando 2.1.14, obtenemos que fi ∈ JB[x;σ], así
φ(p) ∈ JL y p = ψφ(p) ∈ Jψ(L) = JP .
CAPÍTULO 2. TEOREMA DE HORROCKS 54
10. f(P )∩JN = Jf(P ): En este punto es clave que el módulo f(P ) es B[x;σ]-proyectivo.
Al aplicar el mismo razonamiento de 9., esta vez reemplazando a P y S−1P por
f(P ) y S−1f(P ) respectivamente, obtenemos ψ(f(P )) ∩ JS−1f(P ) = ψ(Jf(P )),
donde ψ : f(P ) −→ S−1f(P ) es el homomorfismo canónico. También, la inclusión
f(P ) ↪→ N induce un S−1A-homomorfismo inyectivo α:
S−1f(P ) −→ S−1N ∼= N
f(p)
s 7−→ f(p)s 7−→ 1sf(p)
.
Además, si f(ps ) ∈ N , f(ps ) = 1sf(p) = α(f(p)s ), y por tanto α es un isomorfismo. De
lo anterior obtenemos αψ(f(P ))∩α(JS−1f(P )) = αψ(Jf(P )), es decir, f(P )∩JN =
Jf(P ).
11. De 8. y 10. obtenemos que f(P ) = h(Q[x;σ]) + Jf(P ).
12. f(P ) = h(Q[x;σ]):
Sea M := f(P )/h(Q[x;σ]). Dado que
JM = (h(Q[x;σ]) + Jf(P ))/h(Q[x;σ]) = M
por 11. y S−1M ∼= S−1f(P )/S−1h(Q[x;σ]) = {0}, por 2.1.13, obtenemos queM = 0.
Ejemplo 2.2.5. Si el B[x;σ]-módulo f(P ) no cumple cierta hipótesis adicional como su
proyectividad, el numeral 10. del teorema puede fallar. Tomemos B = Z[i]〈3〉 la localización
de los enteros gaussianos por el ideal primo de los multiplos de 3: notemos que 〈3〉 es un
ideal primo pues 3 es irreducible en el UFD Z[i] y por lo tanto primo, Z[i] es noetheriano
y así B resulta también noetheriano, y que B es un anillo local con maximal J compuesto
por todas las fracciones con numerador múltiplo de 3 y denominador con parte real o
imaginaria que no es múltiplo de 3. Fijemonos que los elementos de S = Z[i] \ 〈3〉 no son
divisores de cero, luego podemos asumir que B ⊆ c.c.(Z[i]) = Q[i]; con esto en mente, el
automorfismo dado por la conjugación se restringe a B como un nuevo automorfismo σ
dado que σ(B) ⊆ B y σ2 = idB.
Tomaremos P = B[x;σ]2 = 〈p1, p2} y Q = B, de esta manera S−1P ∼= B〈x, σ〉2, Q[x;σ] ∼=
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B[x;σ] y Q〈x;σ〉 ∼= B〈x;σ〉. Por esto, para escoger nuestra f , bastará definirla en los
elementos básicos:
f : S−1P −→ B〈x, σ〉
p1 7−→ 1
p2 7−→ 3x
.
Notemos que f es sobre pues 1 ∈ Im(f). Además la congruencia se tiene pues por un lado
B[x;σ] ⊆ f(P ) y también, para cada p ∈ P ,
f(p) =g1 + g2
3
x
= g1 +
g23
x
cond. Ore : xg2 = g2x
=g1 + 3
g2
x
cond. Ore : x3 = 3x
∈ B[x;σ] + JB〈x;σ〉,
donde g2 denota el polinomio obtenido de g2 conjugando cada coeficiente.
Finalmente notemos que f(p2) = 3x = 3
1
x ∈ JB〈x;σ〉, pero 3x /∈ B[x;σ] ⊇ Jf(P ).
Observación 2.2.6.
• El ejemplo anterior muestra la necesidad de colocar entre las hipótesis del teorema
2.2.4, que f(P ) sea proyectivo comoB[x;σ]-módulo, lo cual no aparece en los artículos
de Artamonov acerca de módulos proyectivos sobre álgebras de polinomios cuánticos
y productos cruzados (teorema 5.6 de [1]).
• En el numeral 3. de la prueba de 2.2.4, hemos modificado el argumento original de
la demostración de este hecho, pues no es claro en principio, por qué
f(P ) + I ⊗B Q
es un B[x;σ]-módulo, hecho que utiliza Artamonov para localizar el cociente
N/f(P ) + I ⊗B Q,
y por el lema 2.1.13 concluir que
N = f(P ) + I ⊗B Q.
CAPÍTULO 2. TEOREMA DE HORROCKS 56
2.3. Comparación con el caso conmutativo
A continuación mostramos un cuadro comparativo entre los objetos usados en la prueba
del teorema de Horrocks dada por Paul Roberts (véase [5], capítulo II, corolario 4.2) y la
prueba de Artamonov.
Caso conmutativo Caso no conmutativo
(R,m) dominio local B anillo noetheriano a izq. y Rad(B) = J
A = R[x] anillo de polinomios
usual
A = B[x;σ] anillo de polinomios torcidos con σ ∈
Aut(B)
S ⊆ A sistema multiplicativo de polinomios en A
con coeficiente principal invertible
Existe R 〈x〉 := S−1A = S−1R[x] S satisface condición de Ore a izq., luego existe
B 〈x;σ〉 := S−1A = S−1B[x;σ]
Λ = {g−1f ∈ S−1A | grad(g) ≥ grad(f)} ∪ {0}
I = x−1Λ = {g−1f ∈ S−1A | grad(g) > grad(f)} ∪ {0}
Q[x;σ] := B[x;σ]⊗B Q, Q 〈x;σ〉 := B 〈x;σ〉 ⊗B Q
Presentaremos a continuación la demostración del teorema de Horrocks en el caso con-
mutativo como consecuencia de la versión no conmutativa, pero antes necesitamos verificar
un hecho importante.
Si (R,m) es conmutativo local, y M un R-módulo, su reducción módulo m es el módulo
M = M/mM .
Proposición 2.3.1. Sea (R,m) un dominio local. Si para P ∈ P(A), S−1P es un R〈x〉-
módulo libre, entonces existe una base {xi} en S−1P tal que
P ≡ P ′ (mod mS−1P ),
con
P ′ := R[x]x1 + · · ·+R[x]xn.
Demostración. Dividimos la prueba en varios pasos. Sea {x1, . . . , xn} una R〈x〉-base de
S−1P . Definamos R(x) := c.c.(R[x]).
1. S−1P es un espacio vectorial sobre R(x):
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• Producto: Notemos que si p ∈ R[x] entonces p = a0 + · · · + anxn proviene de
p = a0 + · · ·+ anxn ∈ R[x].
Para pq ∈ R(x) y z ∈ S−1P , z ∈ S−1P , definimos:
p
q
z :=
p
q
z,
donde pq z es el producto dado por la estructura de S
−1P cómo R〈x〉-módulo,
teniendo en cuenta que pq ∈ R〈x〉, pues, lc(q) = bn 6= 0 implica lc(q) = bn
invertible.
• La definición no depende de la clase en R(x) ni de los representantes de los
coeficientes de los polinomios: Si pq =
p1
q1
, puesto que R[x] es dominio, tenemos
que pq1 − p1q = 0, luego, t := pq1 − p1q ∈ m[x]. Así:
p
q
z − p1
q1
z = (
p
q
− p1
q1
)z =
t
1
1
qq1
z ∈ mS−1P.
• La definición no depende de la clase de z pues si z − z′ ∈ mS−1P , entonces
p
q z − pq z′ ∈ mS−1P gracias a que los elementos de R〈x〉 conmutan.
2. En S−1P , las clases x1, . . . , xn forman una R(x)-base:
• Generan: Pues x1, . . . , xn generan S−1P con coeficientes en R〈x〉. Solo hay que
tomar clases en S−1P .
• Son l.i.: Si
p1
q1
x1 + · · ·+ pn
qn
xn =
p1
q1
x1 + · · ·+ pn
qn
xn = 0,
entonces,
p1
q1
x1 + · · ·+ pn
qn
xn ∈ mS−1P.
Pero como {x1, . . . , xn} es una R〈x〉-base de S−1P :
p1
q1
x1 + · · ·+ pn
qn
xn =
s1
t1
x1 + · · ·+ sn
tn
xn,
con si ∈ m[x]. Así, piqi =
si
ti
= 0 para 1 ≤ i ≤ n.
3. P es un R[x]-módulo mediante las operaciones que dotan a P como R[x]-módulo.
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4. P ∈ P(R[x]): Sabemos que P ∈ P(R[x]), luego:
R[x]m ∼= P ⊕N
y,
R[x]m/mR[x]m ∼= (P ⊕N)/m(P ⊕N).
Pero,
(mR[x])m = mR[x]m, m(P ⊕N) = mP ⊕mN.
Por tanto:
R[x]m ∼= R[x]m/(mR[x])m ∼= (P ⊕N)/(mP ⊕mN) ∼= (P/mP )⊕ (N/mN).
Es decir, P es proyectivo finitamente generado.
5. Por el corolario 1.7.16. de [8], como R[x] es un DIP, P es libre pues es proyectivo.
Sea {e1, . . . , em} con ei ∈ P , una base de P como R[x]-módulo.
6. En S−1P , las imágenes canónicas eˆ1, . . . , eˆm forman una R(x)-base:
• Generan: Sea zq ∈ S−1P . Por 5., sabemos que:
z = p1 e1 + · · ·+ pm em,
entonces,
z ≡ p1e1 + · · ·+ pmem (mod mP ),
y,
z
q
≡ p1
q
e1 + · · ·+ pm
q
em (mod mS
−1P ).
Así,
z
q
=
p1
q
eˆ1 + · · ·+ pm
q
eˆm.
• Son l.i.: Si
p1
q1
eˆ1 + · · ·+ pm
qm
eˆm = 0,
entonces,
p1
q1
e1 + · · ·+ pm
qm
em ∈ mS−1P,
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donde cada qi ∈ S. Multiplicando por
∏
i qi:
r1p1e1 + · · ·+ rmpmem ∈ mP,
con ri ∈ S. Pasando al cociente P :
r1 p1 e1 + · · ·+ rm pm em = 0.
Entonces, ri pi = 0 en R[x], con ri 6= 0. Por tanto pi = 0 pues R[x] es dominio.
Así:
pi
qi
= 0, 1 ≤ i ≤ m.
7. Tenemos entonces que n = m pues todas las bases del R(x)-espacio vectorial S−1P
tienen el mismo cardinal. También, existe C ∈ GL(n,R(x)) tal que:
C

x1
...
xn
 =

eˆ1
...
eˆn
 .
8. La matriz C puede ser reducida mediante operaciones elementales sobre columnas
a una matriz diagonal, es decir, existen C1, C1
−1
, D ∈ GL(n,R(x)), con D =
diag(b1, . . . , bn) tales que C C1
−1
= D, o lo que es lo mismo C = D C1. Enton-
ces:
DC1

x1
...
xn
 =

eˆ1
...
eˆn
 .
Como C1 es un producto de elementales en R(x), ella corresponde a un producto de
elementales C1 ∈ E(n,R〈x〉). Esto nos dice que C1 es invertible. De la misma manera
D corresponde a D = diag(b1, . . . , bn) con bi ∈ R〈x〉. Como D es invertible, bi 6= 0,
y así podemos asumir que bi es invertible en R〈x〉. De esta manera:
C

x1
...
xn
 ,
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con C = DC1 ∈ GL(n,R〈x〉) puede ser puesta como la base {x1, . . . , xn} de S−1P .
9. De 7. tenemos:
ei = xi + zi, con zi ∈ mS−1P, 1 ≤ i ≤ n.
10. P ′ ≡ P (mod mS−1P ):
• Por 9, P ′ = R[x]x1 + · · · + R[x]xn = R[x](e1 − z1) + · · · + R[x](en − zn), con
zi ∈ mS−1P . Entonces, si p′ ∈ P ′, p′ = p+ z con p ∈ P, z ∈ mS−1P .
• Si p ∈ P , como e1, . . . , en forman una base de P como R[x]-módulo:
p = p1e1 + · · ·+ pnen + u u ∈ mP ⊆ mS−1P
= p1(x1 + z1) + · · ·+ pn(xn + zn) + u
= p′ + z p′ ∈ P ′, z ∈ mS−1P.
Añadiremos en el siguiente teorema que nuestro anillo R sea noetheriano, cosa que
difiere de la formulación original del teorema de Horrocks en el caso conmutativo, pero que
no afecta la prueba del teorema de Quillen-Suslin como se vió en el capítulo 1, observación
1.1.6.
Teorema 2.3.2 (Horrocks). Sea (R,m) un dominio local. Si para P ∈ P(A), S−1P es
un R〈x〉-módulo libre, entonces P es libre.
Demostración. Sea n como en la proposición anterior. Tomemos en el teorema de Horrocks
2.2.4 Q = Rn ∈ P(R). Tenemos un R〈x〉-isomorfismo f := αβ:
S−1P β−→ R〈x〉n α−→ R〈x〉 ⊗R Rn = Rn〈x〉.
Con α, β isomorfismos de R〈x〉-módulos, β dado por la hipótesis de que S−1P es libre
y α(p1, . . . , pn) =
∑
i pi ⊗ ui, con {ui}1≤i≤n la base canónica de Rn. Sea {x1, . . . , xn} la
R〈x〉-base de S−1P como en la proposición anterior, así, podemos asumir que β(xi) = ei,
con ei los elementos de la base canónica de R〈x〉n. Sabemos que
P ≡ P ′ (mod mS−1P ),
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con P ′ = R[x]x1 + · · ·+R[x]xn. Luego enviando la congruencia anterior mediante f , como
p− p′ ∈ mS−1P implica f(p)− f(p′) ∈ mRn〈x〉, tenemos:
f(P ) ≡ f(P ′) (mod mRn〈x〉).
Pero
f(P ′) = f(R[x]x1 + · · ·+R[x]xn) = R[x]f(x1) + · · ·+R[x]f(xn)
= R[x](1⊗ u1) + · · ·+R[x](1⊗ un) = ψ ⊗ idRn(R[x]⊗R Rn)
= ψ ⊗ idRn(Rn[x]),
con
ψ ⊗ idRn : R[x]⊗R Rn = Rn[x] −→ R〈x〉 ⊗R Rn = Rn〈x〉
la inclusión canónica. Así,
f(P ) ≡ Rn[x] (mod mRn〈x〉).
Finalmente, el teorema de Horrocks asegura que existe un R〈x〉-automorfismo h de Q〈x〉
tal que
P ∼= f(P ) = h(R[x]⊗R Rn) ∼= R[x]⊗R Rn ∼= R[x]n.
Luego P es R[x]-libre.
CAPÍTULO 3
Principio de localización-globalización
En el presente capítulo hacemos una exposición detallada de la prueba del principio de
localización-globalización para álgebras graduadas y sus preliminares, el cual constituye
una versión de tipo cancelación del teorema clásico de pegamiento de Quillen. Hemos
añadido una hipótesis al enunciado con la debida justificación. La mayoría de resultados
presentados en las dos primeras secciones de este capítulo no son formulados o probados
en los artículos de Artamonov:[1, 2, 3]. Su desarrollo constituye otro de los aportes de
la presente monografía. En la tercera sección, mostramos un cuadro comparativo entre
los objetos usados en la prueba de Quillen y la prueba de Artamonov. Finalizamos el
trabajo con una sección de observaciones finales en las que comentamos el teorema de
Quillen-Suslin tipo cancelación de Artamonov, y como éste se relaciona con el principio de
localización-globalización.
3.1. Algunos anillos de endomorfismos
Como herramientas preparatorias para la prueba del principio de localización-globalización
necesitamos considerar primero en detalle algunos anillos de endomorfismos, y ciertos ho-
momorfismos distinguidos entre ellos.
Observación 3.1.1. Sean A una R-álgebra graduada, A′ subanillo de A0 y M , N A′-
módulos, con M finitamente presentado. Gracias al teorema 2.11 de [12] y a la proposición
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1.7.2 tenemos los Z-isomorfismos
HomA(A⊗A′ M,A⊗A′ N) ∼=HomA′(M,HomA(A,A⊗A′ N))
∼=HomA′(M,A⊗A′ N) ∼= HomA′(M,
⊕
i∈Z
Ai ⊗A′ N)
∼=
⊕
i∈Z
HomA′(M,Ai ⊗A′ N).
Es decir, un Z-isomorfismo φ con θ := φ−1:
HomA(A⊗A′ M,A⊗A′ N) −→
⊕
i∈ZHomA′(M,Ai ⊗A′ N)
u 7−→ φ(u) = φi1(u) + · · ·+ φin(u)
θ(vi) = v ←−7 vi
,
donde
φik(u) : M −→ Aik ⊗A′ N
m 7−→ u(1⊗m)ik
,
con u(1⊗m) = u(1⊗m)i1 + · · ·+ u(1⊗m)in ∈
⊕
i∈Z(Ai ⊗A′ N), y v es obtenido por la
propiedad universal del producto tensorial:
A×M t //
v′i

A⊗A′ M
∃vxx
A⊗A′ N
,
con
v′i : A×M −→ A⊗A′ N
(a,m) 7−→ avi(m)
bilineal y A′-balanceada. Nótese que θ preserva el producto por elementos de Z(A).
Proposición 3.1.2. Sean A una R-álgebra graduada, A′ subanillo de A0 y M , N A′-
módulos, con M finitamente presentado. Entonces,
HomA(A⊗A′ M,A⊗A′ N)
es un R-módulo graduado.
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Demostración.
• H := HomA(A⊗A′M,A⊗A′N) es un R-módulo con la suma usual de homomorfismos
y producto por escalar dado por el producto usual de constante por homomorfismo
ru = (r · 1)u, con r ∈ R, r · 1 ∈ A y u ∈ H.
• Por la observación 3.1.1 tenemos un Z-isomorfismo φ con θ := φ−1:
φ : HomA(A⊗A′ M,A⊗A′ N) −→
⊕
i∈Z
HomA′(M,Ai ⊗A′ N).
Así, H =
⊕
i∈ZHi, donde
Hi := θ(HomA′(M,Ai ⊗A′ N)).
• H es graduado, pues si r ∈ Ri, v = θ(vj) ∈ Hj , entonces
φ(rv)(m) =φ((r · 1)v)(m) = (r · 1)v(1⊗m) = (r · 1)vj(m)
=(r · 1)
∑
k
ak ⊗ nk =
∑
k
rak ⊗ nk
∈ Ai+j ⊗A′ N
pues ak ∈ Aj . Así, rv = θφ(rv) ∈ θ(HomA′(M,Ai+j ⊗A′ N)).
Proposición 3.1.3. Sean A una R-álgebra graduada, A′ subanillo de A0 yM un A′-módulo
finitamente presentado. Entonces,
EndA(A⊗A′ M)
es una R-álgebra graduada.
Demostración.
1. E := EndA(A⊗A′ M) es un anillo con producto dado por la composición y la suma
usual de homomorfismos, es un R-módulo por la proposición anterior, y además es
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una R-álgebra pues si r ∈ R y u, v ∈ E, entonces
r(uv(x)) = (r · 1)(u(v(x)) = (r · 1)u(v(x)) = (ru)(v)(x),
y
r(uv(x)) = (r · 1)(u(v(x)) = u((r · 1)v(x)) = u(rv)(x),
para cada x ∈ A⊗A′ M .
2. Por la observación 3.1.1 tenemos un Z-isomorfismo φ con θ := φ−1:
φ : EndA(A⊗A′ M) −→
⊕
i∈Z
HomA′(M,Ai ⊗A′ M).
Así, E =
⊕
i∈ZEi, donde
Ei := θ(HomA′(M,Ai ⊗A′ M)).
3. EiEj ⊆ Ei+j : Sean u = θ(ui) ∈ Ei, v = θ(vj) ∈ Ej . Entonces
φ(uv)(m) =uv(1⊗m) = u(v(1⊗m)) = u(vj(m))
=
∑
k
u(a′k ⊗m′k) =
∑
k
a′kui(m
′
k)
=
∑
k
∑
l
a′ka
′′
l ⊗m′′k,l ∈ Ai+j ⊗M,
pues a′k ∈ Aj , a′′l ∈ Ai. Así, uv = θφ(uv) ∈ θ(HomA′(M,Ai+j ⊗A′ M)).
RiEj ⊆ Ei+j : Por la proposición anterior.
Proposición 3.1.4. Sean A una R-álgebra graduada positivamente, A′ subanillo de A0
y M , N A′-módulos, con M finitamente presentado. Dado c ∈ h(Z(A)) se tiene un Z-
endomorfismo del R-módulo HomA(A⊗A′ M,A⊗A′ N) dado por:
HomA(A⊗A′ M,A⊗A′ N) −→ HomA(A⊗A′ M,A⊗A′ N)
f 7−→ f(c) := θ(f0 + cf1 + c2f2 + · · ·+ cnfn)
para f0 + f1 + f2 + · · ·+ fn = φ(f) y fk ∈ HomA′(M,Ak ⊗A′ N).
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Demostración. Sean f, g ∈ EndA(A⊗A′M), f0 + f1 + f2 + · · ·+ fn = φ(f), g0 + g1 + g2 +
· · ·+ gm = φ(g). Sin pérdida de generalidad podemos asumir que n = m.
(f + g)(c) =θ(f0 + g0 + c(f1 + g1) + c
2(f2 + g2) + · · ·+ cn(fn + gn))
=θ(f0 + cf1 + c
2f2 + · · ·+ cnfn) + θ(g0 + cg1 + c2g2 + · · ·+ cngn)
=f(c) + g(c).
Proposición 3.1.5. Sean A una R-álgebra graduada positivamente, A′ subanillo de A0,
M , N A′-módulos finitamente presentados, y L un A′-módulo. Dados c ∈ h(Z(A)),
g ∈ HomA(A⊗A′ M,A⊗A′ N) y f ∈ HomA(A⊗A′ N,A⊗A′ L),
entonces:
fg(c) = f(c)g(c).
Demostración. Sean φ, θ, φ′, θ′, φ′′, θ′′ los isomorfismos naturales relativos a HomA(A⊗A′
N,A ⊗A′ L), HomA(A ⊗A′ M,A ⊗A′ N) y HomA(A ⊗A′ M,A ⊗A′ L) respectivamente.
Escribamos f0 + f1 + f2 + · · ·+ fn = φ(f), g0 + g1 + g2 + · · ·+ gm = φ′(g). Podemos asumir
que n = m.
fg(c) =θφ(f)θ′φ′(g)(c) = (θ(f0) + · · ·+ θ(fn))(θ′(g0) + · · ·+ θ′(gn))(c)
=(
n∑
i=0
n∑
j=0
θ(fi)θ
′(gj))(c) =
n∑
i=0
n∑
j=0
θ(fi)θ
′(gj)(c)
=
n∑
i=0
n∑
j=0
θ′′(ci+jφ′′(θ(fi)θ′(gj)))
=
n∑
i=0
n∑
j=0
ci+jθ(fi)θ
′(gj) =
n∑
i=0
n∑
j=0
ciθ(fi)c
jθ′(gj)
=(θ(f0) + · · ·+ cnθ(fn))(θ′(g0) + · · ·+ cnθ′(gn))
=θ(f0 + · · ·+ cnfn)θ′(g0 + · · ·+ cngn)
=f(c)g(c).
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Nótese que
φ′′(θ(fi)θ′(gj)) ∈ HomA′(M,Ai+j ⊗A′ L).
Proposición 3.1.6. Sean A una R-álgebra graduada positivamente, A′ un subanillo de A0
y M un A′-módulo finitamente presentado. Dado c ∈ h(Z(A)) se tiene un endomorfismo
del anillo EndA(A⊗A′ M) dado por:
EndA(A⊗A′ M) −→ EndA(A⊗A′ M)
f 7−→ f(c) := θ(f0 + cf1 + c2f2 + · · ·+ cnfn)
para f0 + f1 + f2 + · · · + fn = φ(f) y fk ∈ HomA′(M,Ak ⊗A′ M). En particular, el
endomorfismo preserva invertibles, es decir, automorfismos.
Demostración.
1. La aplicación definida es aditiva por la proposición 3.1.4.
2. La aplicación definida es multiplicativa por la proposición 3.1.5.
3.
id(c) = θ(1⊗_) = id.
Para id = idEndA(A⊗A′M), puesto que φ(id) = (1⊗_) ∈ HomA′(M,A0 ⊗A′ M).
Proposición 3.1.7. Sean A una R-álgebra graduada positivamente, A′ un subanillo de
A0 y M1, . . . ,Mn A′-módulos finitamente presentados. Dado c ∈ h(Z(A)), se tiene un
endomorfismo del anillo End(A⊗A′ M1 ⊕ · · · ⊕A⊗A′ Mn) dado por:
End(A⊗A′ M1 ⊕ · · · ⊕A⊗A′ Mn) −→ End(A⊗A′ M1 ⊕ · · · ⊕A⊗A′ Mn)
α = [αij ]n×n 7−→ α(c) := [αij(c)]n×n
.
En particular, el endomorfismo es invariante respecto al grupo elemental, y preserva inver-
tibles, es decir, automorfismos. Aquí, [αij ]n×n con αij ∈ Hom(A⊗A′ Mi, A⊗A′ Mj), es la
matriz de la observación 1.3.3.
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Demostración.
• id(c) = id pues para cada i, idA⊗A′Mi(c) = idA⊗A′Mi por la proposición anterior.
• La aplicación es aditiva: Por la observación 1.3.3 y la proposición 3.1.4, si
α, β ∈ End(A⊗A′ M1 ⊕ · · · ⊕A⊗A′ Mn),
entonces
(α+ β)(c) = [(αij + βij)(c)]n×n = [αij(c) + βij(c)]n×n = α(c) + β(c).
• La aplicación es multiplicativa: Si
α, β ∈ End(A⊗A′ M1 ⊕ · · · ⊕A⊗A′ Mn),
entonces
(αβ)(c) = [(
n∑
k=1
αikβkj)(c)]n×n = [
n∑
k=1
αik(c)βkj(c)]n×n = α(c)β(c).
• La aplicación es invariante respecto al grupo elemental: Como preserva la composi-
ción, basta ver que preserva automorfismos elementales. Sea
id+ ψ ∈ E(A⊗A′ M1, . . . , A⊗A′ Mn),
entonces
(id+ ψ)(c) = id(c) + ψ(c) = id+ ψ(c) ∈ E(A⊗A′ M1, . . . , A⊗A′ Mn),
por la proposición 3.1.5
CAPÍTULO 3. PRINCIPIO DE LOCALIZACIÓN-GLOBALIZACIÓN 69
3.2. Prueba de Artamonov
Lema 3.2.1. Sea m un número natural. Entonces:
(x1 + x2)
2m = xm1 h1(x1, x2) + x
m
2 h2(x1, x2),
en el anillo Z[x1, x2], donde h1(x1, x2), h2(x1, x2) ∈ Z[x1, x2] son de grado m.
Demostración.
(x1 + x2)
2m =
2m∑
i=0
(
2m
i
)
xi1x
2m−i
2
=
m∑
i=0
(
2m
i
)
xi1x
2m−i
2 +
2m∑
i=m+1
(
2m
i
)
xi1x
2m−i
2
=xm2 (
m∑
i=0
(
2m
i
)
xi1x
m−i
2 ) + x
m
1 (
2m∑
i=m+1
(
2m
i
)
xi−m1 x
2m−i
2 ).
Luego, obtenemos nuestro resultado tomando:
h1(x1, x2) :=
2m∑
i=m+1
(
2m
i
)
xi−m1 x
2m−i
2 ,
h2(x1, x2) :=
m∑
i=0
(
2m
i
)
xi1x
m−i
2 .
Proposición 3.2.2. Sean m ∈ N y l ∈ Z+. Entonces:
(x1 + x2)
2ml = xml2 h
l
2(x1, x2) + x
m
1 h1(x1, x2),
en el anillo Z[x1, x2], donde h1(x1, x2), h2(x1, x2) ∈ Z[x1, x2] son de grado 2ml −m y m
respectivamente, y h1(x1, x2) depende de l.
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Demostración. Por inducción sobre l. El caso l = 1 es precisamente el lema 3.2.1. Supon-
gamos el resultado para l, y veamos para l + 1:
(x1 + x2)
2m(l+1) =(x1 + x2)
2ml(x1 + x2)
2m
=(xml2 h
l
2(x1, x2) + x
m
1 h
′
1(x1, x2))(x
m
2 h2(x1, x2) + x
m
1 h
′′
1(x1, x2))
=x
m(l+1)
2 h
l+1
2 (x1, x2) + x
m
1 h
′
1(x1, x2)x
m
2 h2(x1, x2)
+ xm1 h
′′
1(x1, x2)x
ml
2 h
l
2(x1, x2) + x
m
1 h
′′
1(x1, x2)x
m
1 h
′
1(x1, x2)
=x
m(l+1)
2 h
l+1
2 (x1, x2) + x
m
1 h1(x1, x2).
Aquí, la segunda igualdad está dada por la hipótesis de inducción y el caso l = 1,
h1(x1 + x2) := h
′
1(x1, x2)x
m
2 h2(x1, x2) + h
′′
1(x1, x2)x
ml
2 h
l
2(x1, x2) + h
′′
1(x1, x2)x
m
1 h
′
1(x1, x2)
es de grado 2ml +m, y h2(x1, x2) es el polinomio del lema 3.2.1.
Sea A un anillo graduado positivamente y Z(A) su centro. A tiene estructura natural
de Z(A)-álgebra dada por la inclusión de Z(A) en A. Sea Z un subanillo graduado de A
contenido en Z(A). Así, A también tiene estructura de Z-álgebra graduada positivamente.
Supongamos además que ningún elemento no nulo de Z es un divisor de cero en A. Sea a
un elemento homogéneo y no nulo de Z. Recordemos que Aa es la localización del anillo
A por el sistema multiplicativo {1, a, a2, . . . }. Denotamos por A+a la parte no negativa de
la localización Z-graduada Aa (véase 1.6.5). En lo que sigue, la componente homogénea de
grado i de A+a será denotada por A
+
a (i).
Lema 3.2.3. Sea a ∈ Zm \ {0}. Entonces A0 está incluido en A+a (0) de manera natural,
y por tanto puede verse como un subanillo. En particular, A+a (0) es A0-módulo a derecha.
Demostración. Recordemos que
A+a (0) = {
x
s
| x ∈ Ai, s ∈ Si, s = al, i = ml},
y que la aplicación canónica
ψa : A −→ A+a
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es inyectiva pues a no es divisor de cero en A. Tenemos entonces que ψ se restringe a un
homomorfismo de anillos inyectivo
ψa|A0 : A0 −→ A+a (0),
con ψa(x) = x1 .
Corolario 3.2.4. Sean M y N A0-módulos, con M finitamente presentado y a ∈ Z \ {0}
un elemento homogéneo. Entonces
HomA+a (A
+
a ⊗A0 M,A+a ⊗A0 N)
es un Z-módulo graduado mediante un isomorfismo φa con inverso θa:
φa : HomA+a (A
+
a ⊗A0 M,A+a ⊗A0 N) −→
⊕
i∈N
HomA0(M,A
+
a (i)⊗A0 N),
como en la proposición 3.1.2.
Demostración. Consecuencia del lema anterior y la proposición 3.1.2.
Corolario 3.2.5. Sea M un A0-módulo finitamente presentado y a ∈ Z \ {0} un elemento
homogéneo. Entonces
EndA+a (A
+
a ⊗A0 M)
es una Z-álgebra graduada mediante un isomorfismo φa con inverso θa:
φa : EndA+a (A
+
a ⊗A0 M) −→
⊕
i∈N
HomA0(M,A
+
a (i)⊗A0 M),
como en la proposición 3.1.2.
Observación 3.2.6. Sean M,N A0-módulos y S un sistema multiplicativo de elementos
homogéneos de Z. Como en la observación 3.1.1, tenemos:
HomA+S
(A+S ⊗A0 M,A+S ⊗A0 N) ∼= HomA0(M,HomA+S (A
+
S , A
+
S ⊗A0 N)) ∼=
HomA0(M,A
+
S ⊗A0 N) = HomA0(M, (
⊕
i∈N
A+S (i))⊗A0 N).
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Es decir, un Z-isomorfismo λS con µS := λ−1S :
λS : HomA+S
(A+S ⊗A0 M,A+S ⊗A0 N) −→ HomA0(M, (
⊕
i∈N
A+S (i))⊗A0 N).
En particular, para a ∈ Z \ {0}, S = {1, a, a2, . . . }, tenemos un Z-isomorfismo λa con
µa := λ
−1
a :
λa : HomA+a (A
+
a ⊗A0 M,A+a ⊗A0 N) −→ HomA0(M, (
⊕
i∈N
A+a (i))⊗A0 N).
Observación 3.2.7. Sean M un A0-módulo, N un A0-módulo plano y a ∈ Z \ {0} un
elemento homogéneo. Por la demostración del lema 3.2.3 tenemos una inyección canónica
ψa ⊗ idN : A⊗A0 N −→ A+a ⊗A0 N,
que induce una inclusión natural:
ψa ⊗ idN ◦_ : HomA0(M,A⊗A0 N) −→ HomA0(M,A+a ⊗A0 N).
Definición 3.2.8. Sean A una R-álgebra graduada positivamente, A′ subanillo de A0 y M
un A′-módulo. Sea u ∈ EndA(A⊗A′ M). Definimos o(u) ≥ n si
u(1⊗M) ⊆ (
⊕
i∈N
An+i)⊗A′ M.
Proposición 3.2.9. Sean M un A0-módulo finitamente generado, N un A0-módulo plano
y a ∈ Zm \ {0}. Entonces
HomA+a (A
+
a ⊗A0 M,A+a ⊗A0 N) =
⋃
k∈N
a−kµa(HomA0(M, (
⊕
i∈N
Amk+i)⊗A0 N)).
En particular, todo morfismo u ∈ HomA+a (A+a ⊗A0M,A+a ⊗A0N) es de la forma a−kµa(u′),
con o(µa(u′)) ≥ mk.
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Demostración. ⊇: Para cada k ∈ N, µa(HomA0(M,
⊕
i∈N(Amk+i)⊗A0N)) ⊆ HomA+a (A+a ⊗A0
M,A+a ⊗A0 N). Además, a−k ∈ Z(A+a ), y por tanto,
a−kµa(HomA0(M,
⊕
i∈N
(Amk+i)⊗A0 N)) ⊆ HomA+a (A+a ⊗A0 M,A+a ⊗A0 N).
⊆: Sea u ∈ HomA+a (A+a ⊗A0 M,A+a ⊗A0 N), entonces
λa(u) = u(1⊗_) ∈ HomA0(M,A+a ⊗A0 N),
pero como M es finitamente generado y a ∈ Z(A), entonces existe k ∈ N de tal manera
que akλa(u) ∈ HomA0(M,A⊗A0 N). Así,
a−kµa(akλa(u))(y ⊗ z) = a−ky(akλa(u)(z)) = a−ky(aku(1⊗ z)) = yu(1⊗ z))
= u(y ⊗ z),
para y ⊗ z ∈ A+a ⊗A0 M . De esta manera u = a−kµa(akλa(u)). Finalmente, akλa(u) =
λa(a
ku) ∈ HomA0(M,
⊕
i∈N(Amk+i)⊗A0 N). En efecto, supongamos que existe n < mk, y
z ∈M tal que (λa(aku))(z)n ∈ An⊗A0N es no nulo, entonces λa(u)(z) = (a−kλa(aku))(z),
y (a−kλa(aku))(z)n−mk ∈ Aa(n −mk) ⊗A0 N es no nulo, con n −mk < 0, lo que es una
contradicción pues λa(u)(z) ∈ A+a ⊗A0 N .
Observación 3.2.10. Sean a ∈ Z \{0}, b ∈ Z \{0} elementos homogéneos. Del lema 1.2.8
tenemos una inclusión natural de anillos
Aa −→ Aba
x
an 7−→ b
nx
(ba)n
,
que preserva grados, y que por tanto se restringe a una nueva entre las partes no negativas:
A+a −→ A+ba.
Lema 3.2.11. Sean S1 ⊆ S2 subconjuntos multiplicativos de elementos homogéneos de Z.
Entonces
(A+S1)
+
S2
∼= A+S2 .
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Demostración. De la demostración del lema 1.2.6, tenemos los homomorfismos de anillos
α¯ : (AS1)S2
∼= AS2
( as1 )/s2 7−→ as1s2
,
β¯ : AS2
∼= (AS1)S2
a
s2
7−→ (a1 )/s2
,
los cuales, por cuestiones de grados, se restringen a homomorfismos entre las partes no
negativas:
α¯ : (A+S1)
+
S2
−→ A+S2 ,
β¯ : A+S2 −→ (A+S1)+S2 .
Pero α¯β¯ = id = β¯α¯, según 1.2.6. Nótese que (A+S1)
+
S2
puede verse incluido naturalmente
en (AS1)S2 , mediante la composición:
(A+S1)
+
S2
i−→ (A+S1)S2
jS2−−→ (AS1)S2 ,
donde i (respectivamente j) es la inclusión natural de la parte no negativa de (A+S1)S2 (resp.
AS1) en (A
+
S1
)S2 (resp. AS1).
Lema 3.2.12. Sean A un anillo graduado, y a, b ∈ Z(A) \ {0} elementos homogéneos.
Entonces:
(A+a )
+
b
∼= A+ab.
Demostración. De la demostración de 1.2.9, tenemos los homomorfismos de anillos
α¯ : (Aa)b ∼= Aab
( xan )/
bm
1 7−→ a
mbnx
(ab)m+n
,
β¯ : Aab ∼= (Aa)b
x
(ab)n 7−→ ( xan )/ b
n
1
,
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que se restringen a homomorfismos entre las partes no negativas:
α¯ : (A+a )
+
b −→ A+ab,
β¯ : A+ab −→ (A+a )+b ,
y con α¯β¯ = id = β¯α¯, según 1.2.9.
Lema 3.2.13. Sean A un anillo graduado, y a ∈ Z(A)\{0} un elemento homogéneo. Para
cada n ∈ Z+ se tiene el isomorfismo:
A+a
∼= A+an .
Demostración. Los homomorfismos de 1.2.10 se restringen a homomorfismos entre las par-
tes no negativas, y constituyen un isomorfismo.
Observación 3.2.14. Sea S un subconjunto multiplicativo de elementos homogéneos de
Z. Tenemos una inyección canónica
ζ : A  A+S
x 7−→ x1
dado que S consiste de no divisores de 0 en A. Sean N,M A0-módulos, con N plano. El
funtor localización induce una aplicación
loc : HomA(A⊗A0 M,A⊗A0 N) −→ HomA+S (A
+
S ⊗A0 M,A+S ⊗A0 N)
f 7−→ loc(f) : xs ⊗m 7→ 1sf(x⊗m) = xs f(1⊗m)
.
Consideremos la inclusión
ζ ⊗ idN : A⊗A0 N  A+S ⊗A0 N.
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Se puede verificar que loc puede obtenerse también mediante la composición:
HomA(A⊗A0 M,A⊗A0 N) λ−→∼= HomA0(M,A⊗A0 N)
(ζ⊗idN◦_)−−−−−−−→
1−1
HomA0(M,A
+
S ⊗A0 N)
µS−−→∼= HomA+S (A
+
S ⊗A0 M,A+S ⊗A0 N),
y así, loc resulta ser un Z-homomorfismo inyectivo. Mas aun, siM1, . . . ,Mn son A0-módulos
planos tenemos una inclusión natural loc:
End(A⊗A0 M1 ⊕ · · · ⊕A⊗A0 Mn) −→ End(A+S ⊗A0 M1 ⊕ · · · ⊕A+S ⊗A0 Mn)
α = [αij ]n×n 7−→ [locij(αij)]n×n
,
con
HomA(A⊗A0 Mj , A⊗A0 Mi)
locij−−−→ HomA+S (A
+
S ⊗A0 Mj , A+S ⊗A0 Mi)
la inclusión natural del comienzo. Aquí, [αij ]n×n con αij ∈ Hom(A⊗A0 Mj , A⊗A0 Mi), es
la matriz de la observación 1.3.3.
Observación 3.2.15. Sean S1, S2 subconjuntos multiplicativos de elementos homogéneos
de Z. Notemos que según el lema 1.2.6, tenemos la inclusión
ζ : A+S1  (A
+
S1
)+S2
dado que
ψS2 : AS1 −→ (AS1)S2
es inyectiva pues S2 consiste de no divisores de 0 en AS1 . De la observación 3.2.14, tenemos
un Z-homomorfismo loc inyectivo:
loc : HomA+S1
(A+S1 ⊗A0 M,A+S1 ⊗A0 N) −→ Hom(A+S1 )+S2 ((A
+
S1
)+S2 ⊗A0 M, (A+S1)+S2 ⊗A0 N).
El induce una inclusión natural loc:
End(A+S1 ⊗A0 M1 ⊕ · · · ⊕A+S1 ⊗A0 Mn) −→
End((A+S1)
+
S2
⊗A0 M1 ⊕ · · · ⊕ (A+S1)+S2 ⊗A0 Mn).
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En particular, si S1 ⊆ S2, por el lema 3.2.11 tenemos que
(A+S1)
+
S2
∼= A+S2 ,
y por tanto tenemos
loc : HomA+S1
(A+S1 ⊗A0 M,A+S1 ⊗A0 N) −→ HomA+S2 (A
+
S2
⊗A0 M,A+S2 ⊗A0 N)
f 7−→ loc(f) : xs ⊗m 7→ xs f(1⊗m)
,
y una inclusión natural loc:
End(A+S1 ⊗A0 M1 ⊕ · · · ⊕A+S1 ⊗A0 Mn) −→ End(A+S2 ⊗A0 M1 ⊕ · · · ⊕A+S2 ⊗A0 Mn)
α = [αij ]n×n 7−→ [locij(αij)]n×n
.
Específicamente, para a ∈ h(Z \ {0}), S1 := {1, a, a2, . . . } y S2 := h(Z \ {0}), tenemos
loc : HomA+a (A
+
a ⊗A0 M,A+a ⊗A0 N) −→ HomA+S2 (A
+
S2
⊗A0 M,A+S2 ⊗A0 N),
y una inclusión natural que denotaremos por locZ :
End(A+a ⊗A0 M1 ⊕ · · · ⊕A+a ⊗A0 Mn) −→ End(A+S2 ⊗A0 M1 ⊕ · · · ⊕A+S2 ⊗A0 Mn).
Definición 3.2.16. En lo que sigue a la localización A+S2, con S2 := h(Z \ {0}), la deno-
taremos por A+Z .
Proposición 3.2.17. La inclusión de la observación 3.2.14
loc : End(A⊗A0 M1 ⊕ · · · ⊕A⊗A0 Mn) −→ End(A+S ⊗A0 M1 ⊕ · · · ⊕A+S ⊗A0 Mn),
es un homomorfismo de anillos y es invariante respecto al grupo elemental. En particular
preserva invertibles, es decir, automorfismos. Esto es válido en particular, para:
locZ : End(A
+
a ⊗A0 M1 ⊕ · · · ⊕A+a ⊗A0 Mn) −→ End(A+Z ⊗A0 M1 ⊕ · · · ⊕A+Z ⊗A0 Mn).
Demostración.
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• Notemos que loc es un Z-homomorfismo pues cada locij es un Z-homomorfismo por
la observación 3.2.14.
• loc(id) = id: Si 1 ≤ i ≤ n, entonces, para id = idA⊗A0Mi ,
locii(id) =µS(ζ ⊗ idM ◦_)λ(id)
=µS(ζ ⊗ idM ◦_)(1⊗_)
=µS(1⊗_) = idA+S2⊗A0Mi .
• loc(αβ) = loc(α)loc(β):
loc(αβ) = loc([αβij ]n×n) = loc([
n∑
k=1
(αikβkj)]n×n)
= [
n∑
k=1
locij(αikβkj)]n×n = [
n∑
k=1
locik(αik)lockj(βkj)]n×n
= [(loc(α)loc(β))ij ]n×n.
pues locij(αikβkj) = locik(αik)lockj(βkj) dado que la localización por S es un funtor.
• loc es invariante respecto al grupo elemental: Como loc preserva la composición, basta
ver que loc preserva automorfismos elementales. Sea
id+ ψ ∈ E(A⊗A0 M1, . . . , A⊗A0 Mn),
entonces
loc(id+ ψ) = loc(id) + loc(ψ) = id+ loc(ψ) ∈ E(A+S ⊗A0 M1, . . . , A+S ⊗A0 Mn).
Definición 3.2.18. Sean R un anillo, y P ∈ P(R). Decimos que P es estrictamente
proyectivo si R es sumando directo de Pn para algún n ∈ Z+.
Lema 3.2.19. Sean a, c ∈ Zm \ {0}, P1, . . . , Pn A0-módulos estrictamente proyectivos con
n ≥ 3 y k, s, q ∈ N. Si
u = id+ a−ky ∈ E(A+a ⊗A0 P1, . . . , A+a ⊗A0 Pn)
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con
y : A⊗A0 Pj −→ A⊗A0 Pj′ , o(y) ≥ mk, j 6= j′;
y
v = id+ c−saqz ∈ E(A+c ⊗A0 P1, . . . , A+c ⊗A0 Pn)
con
z : A⊗A0 Pi −→ A⊗A0 Pi′ , o(z) ≥ m(s− q), i 6= i′;
entonces, si q es par y s ≥ q2 ≥ k,
u−1vu ∈ E(A+c ⊗A0 P1, . . . , A+c ⊗A0 Pn)
es producto de automorfismos elementales de la forma
id+ c−s
′
a
q
2
−kx,
con
x : A⊗A0 Pi −→ A⊗ Pi′ , i 6= i′.
Demostración. Gracias a la observación a la proposición 3.2.17, podemos hacer nuestros
cálculos en E := End(A+Z ⊗A0 P1 ⊕ · · · ⊕A+Z ⊗A0 Pn). En lo que sigue, estará implícito el
uso de las inclusiones locZ relativas a a y c.
u−1vu =(id− a−ky)(id+ c−saqz)(id+ a−ky)
=(id− a−ky)(id+ c−saqz + a−ky + c−saq−kzy)
=id+ c−saqz + a−ky + c−saq−kzy − a−ky − c−saq−kyz − c−saq−2kyzy
=id+ c−saqz + c−saq−kzy − c−saq−kyz − c−saq−2kyzy.
Tenemos tres casos:
1. i′ 6= j: De esta manera yz = 0 y
u−1vu = id+ c−saqz + c−saq−kzy = (id+ c−saqz)(id+ c−saq−kzy)
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= (id+ c−saq−kakz)(id+ c−saq−kzy).
2. j′ 6= i: En este caso zy = 0 y
u−1vu = id+ c−saqz − c−saq−kyz = (id+ c−saqz)(id− c−saq−kyz)
= (id+ c−saq−kakz)(id− c−saq−kyz)
3. i′ = j y j′ = i: Como n ≥ 3, existe i0 6= i, i′, 1 ≤ i0 ≤ n. Dado que Pi0 es estrictamente
proyectivo, existe k0 ∈ Z+ tal que P k0i0 tiene como sumando directo a A0. Así, existe
t ∈ Z+ tal que hay un A0-homomorfismo sobreyectivo
α′ : P ti0 −→ Pi′
por ser Pi′ proyectivo, y por tanto tenemos un A-homomorfismo sobreyectivo
α : (A⊗A0 Pi0)t −→ A⊗A0 Pi′ .
Además, como A⊗ Pi es A-proyectivo tenemos el siguiente diagrama conmutativo
A⊗A0 Pi
∃β
ww
z

(A⊗A0 Pi0)t α // A⊗A0 Pi′
,
donde β = [β1, . . . , βt]T , α = [α1, . . . , αt]. Así z =
∑t
r=1 αrβr, y por tanto,
v =id+ c−saqz = id+ c−saq(
t∑
r=1
αrβr)
=id+
t∑
r=1
c−saqαrβr
=
t∏
r=1
(id+ c−saqαrβr)
=
t∏
r=1
[id+ c−sa
q
2αr, id+ a
q
2βr] [lema 1.3.24]
=
t∏
r=1
(id+ c−sa
q
2αr)(id+ a
q
2βr)(id− c−sa
q
2αr)(id− a
q
2βr).
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De esta manera, u−1vu es producto de elementos de la forma:
u−1(id∓ a q2βr)u = (id∓ a
q
2
−kβ′r)(id∓ a
q
2
−kβry),
y
u−1(id∓ c−sa q2αr)u = (id∓ c−sa
q
2
−kα′r)(id± c−sa
q
2
−kyαr),
por los casos 1:(i0 6= j) y 2:(j′ 6= i0) respectivamente.
Teorema 3.2.20. Sean a, b ∈ Zn\{0} con a+b 6= 0, y P1, . . . , Pr A0-módulos estrictamente
proyectivos. Si
u ∈ E(A+a ⊗A0 P1, . . . , A+a ⊗A0 Pr) para r ≥ 3,
entonces para cada m ∈ N suficientemente grande y divisible por 2l, donde l es el número
de factores elementales de u,
u−1 ◦ u(ξ) ∈ E(A+a+b ⊗A0 P1, . . . , A+a+b ⊗A0 Pr),
con ξ = ξ(m) = (a+ b)−2mbmh2, y h2 = h2(a, b) como en el lema 3.2.1.
Demostración. Primero notemos que gracias a la observación 3.2.17 podemos asumir que
u ∈ E := End(A+Z ⊗A0 P1⊕· · ·⊕A+Z ⊗A0 Pr), así tiene sentido u(ξ) ∈ E por la proposición
3.1.7 ya que ξ ∈ Z(A+Z )(0). En lo que sigue haremos nuestros cálculos en E, y estará
implícito el uso de la inclusión locZ relativa a a. Probaremos que u−1 ◦ u(ξ) es producto
de automorfismos elementales de la forma
id+ (a+ b)−sa
m
2l0−1−(2−(
1
2
)l0−1)k
x ∈ E(A+a+b ⊗A0 P1, ..., A+a+b ⊗A0 Pr),
con x ∈ HomA(A⊗A0 P∗, A⊗A0 P∗∗) y l0 ≤ l, por inducción sobre el número l de factores
de una descomposición de u como producto de automorfismos elementales de la forma
id+ a−ky ∈ E(A+a ⊗A0 P1, ..., A+a ⊗A0 Pr),
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con y ∈ HomA(A ⊗A0 P∗, A ⊗A0 P∗∗). Nótese que es posible tomar el mismo k -divisible
por 2l- para todos los factores de u y que u considerada como elemento de E es también
elemental por la proposición 3.2.17.
• Caso l = 1: En este caso u = id+ a−kµa(u′) con o(µa(u′)) ≥ nk según 3.2.9. De esta
manera,
u−1 ◦ u(ξ) =(id− a−k(µa(u′))) ◦ (id+ a−k(µa(u′)))(ξ)
=(id− a−k(µa(u′))) ◦ (id(ξ) + (a−k(µa(u′)))(ξ))
=(id− a−k(µa(u′))) ◦ (id+ a−kξ−nk(µa(u′)(ξ)))
=id+ a−k(−µa(u′) + ξ−nk(µa(u′)(ξ))).
Nótese que por la proposición 3.1.7 la evaluación por ξ es un Z-homomorfismo
y id(ξ) = id. Por otro lado, podemos escribir φa(µa(u′)) =
∑t
i=nk u
′
i con u
′
i ∈
HomA0(Pj , A(i)⊗A0 Pj′) y j 6= j′ fijos. De esta manera:
µa(u
′) = θaφa(µa(u′)) =
t∑
i=nk
θa(u
′
i).
Así,
−θa(u′i) + ξ−nk(θa(u′i)(ξ)) =− θa(u′i) + ξ−nk+iθa(u′i)
=(−1 + ξ−nk+i)θa(u′i)
=(−1 + ((a+ b)−2mbmh2)i−nk)θa(u′i)
=− (a+ b)−2m(i−nk)amh1θa(u′i), [prop. 3.2.2]
donde, h1 = h1(a, b) es como en 3.2.1. Lo anterior implica que
u−1 ◦ u(ξ) =id+ a−k(−µa(u′) + ξ−nk(µa(u′)(ξ)))
=id+ a−k
t∑
i=nk
(−θa(u′i) + ξ−nk(θa(u′i)(ξ)))
=id−
t∑
i=nk
(a+ b)−2m(i−nk)am−kh1θa(u′i)
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=
t∏
i=nk
(id− (a+ b)−2m(i−nk)am−kh1θa(u′i)) ∈ E(A+a+b ⊗A0 P1, . . . , A+a+b ⊗A0 Pr).
Aquí, (a+ b)−2m(i−nk)am−kh1θa(u′i) ∈ HomA+a+b(A
+
a+b ⊗A0 Pj , A+a+b ⊗A0 Pj′) para m
suficientemente grande.
• Supongamos ahora nuestro resultado para automorfismos con descomposición co-
mo producto de l automorfismos elementales, y veamos para l + 1. Sea w = vu =
v(id+ a−kµa(u′)), donde v es un producto de l automorfismos elementales y u es un
automorfismo elemental como en el caso l = 1. Por hipótesis de inducción
v−1 ◦ v(ξ) =
t∏
i=1
(id+ (a+ b)−sia
m
2li−1
−(2−( 1
2
)li−1)k
zi),
con
zi : A⊗A0 Pji −→ A⊗A0 Pj′i ,
y
o(zi) ≥ n(si − ( m
2li−1
− (2− (1
2
)li−1)k)).
Tenemos entonces que
w−1 ◦ w(ξ) = u−1v−1 ◦ v(ξ) ◦ u(ξ) =
[
t∏
i=1
u−1(id+ (a+ b)−sia
m
2li−1
−(2−( 1
2
)li−1)k
zi)u]u
−1 ◦ u(ξ),
pero, por el lema 3.2.19, cada morfismo u−1(id + (a + b)−sia
m
2li−1
−(2−( 1
2
)li )k
zi)u es
producto de automorfismos de la forma
id+ (a+ b)−sa
m
2li
−(2−( 1
2
)li )k
x con li + 1 ≤ l + 1,
y como en el caso l = 1:
u−1 ◦ u(ξ) =
t′∏
i=nk
(id− (a+ b)−2m(i−nk)am−kh1θa+b(u′i)).
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Observación 3.2.21. Supongamos que Q ∈ P(A0), P ∈ P(A) y que
(A⊗A0 Q)⊕Ae′ = P ⊕Ae,
donde e, e′ son bases de los módulos cíclicos Ae y Ae′ respectivamente. Nótese que la
igualdad anterior induce una igualdad
A+a ⊗A ((A⊗A0 Q)⊕Ae′) = A+a ⊗A (P ⊕Ae).
Pero
A+a ⊗A ((A⊗A0 Q)⊕Ae′) ∼= (A+a ⊗A (A⊗A0 Q))⊕ (A+a ⊗A Ae′)
∼= (A+a ⊗A0 Q)⊕A+a e′
y
A+a ⊗A (P ⊕Ae) ∼= (A+a ⊗A P )⊕ (A+a ⊗A Ae) ∼= (A+a ⊗A P )⊕A+a e.
Además estos isomorfismos pueden verse como igualdades, pues por ejemplo el segundo
isomorfismo está dado por (véase [8]):
(A+a ⊗A P )⊕A+a e −→ A+a ⊗A (P ⊕Ae)
n⊗ p+me 7−→ n⊗ p+m⊗ e.
.
De lo anterior podemos considerar la igualdad
(A+a ⊗A0 Q)⊕A+a e′ = (A+a ⊗A P )⊕A+a e.
La observación anterior nos permite formular la siguiente definición.
Definición 3.2.22. Supongamos que Q ∈ P(A0), P ∈ P(A) y que
(A⊗A0 Q)⊕Ae′ = P ⊕Ae,
donde e, e′ son bases de los módulos cíclicos Ae y Ae′ respectivamente. Para cada natural
n, denotemos por Vn al subconjunto que consiste del cero y todos los elementos a no nulos
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de Zn para los que existe un automorfismo
u ∈ AutA+a ((A+a ⊗A0 Q)⊕A+a e′),
con u(e′) = e. Definimos
V :=
∑
n∈N
⊕Vn.
Observación 3.2.23. Supongamos que Q ∈ P(A0).
1. Tomemos M := Q⊕A0e′, entonces
A⊗A0 M = A⊗A0 (Q⊕A0e′) ∼= (A⊗A0 Q)⊕Ae′.
Este isomorfismo identifica a 1⊗e′ ∈ A⊗A0M con e′ ∈ (A⊗A0Q)⊕Ae′. También,M
es A0-plano y finitamente presentado por ser proyectivo. Recordemos que si a ∈ Vn,
de la observación 3.2.7, tenemos las inyecciones canónicas
ψa : A −→ A+a ,
ψa ⊗ idM : A⊗A0 M −→ A+a ⊗A0 M.
Esto nos permitirá restringir automorfismos de
Ga := AutA+a (A
+
a ⊗A0 M),
a automorfismos de
G := AutA(A⊗A0 M).
Precisamente, el proceso de restricción, tiene como proceso inverso la inclusión 3.2.14:
loca : EndA(A⊗A0 M) −→ EndA+a (A+a ⊗A0 M).
2. Gracias a la proposición 3.1.3 y 3.2.5 tenemos isomorfismos φ y φa, con inversos θ y
θa respectivamente:
φ : E := EndA(A⊗A0 M) −→
⊕
i∈N
HomA0(M,Ai ⊗A0 M)
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φa : Ea := EndA+a (A
+
a ⊗A0 M) −→
⊕
i∈N
HomA0(M,A
+
a (i)⊗A0 M),
para cada a ∈ Z.
Definición 3.2.24. Sea
In :=
∑
i≥n
⊕Ai.
Es claro que In es un ideal bilátero de A.
Teorema 3.2.25. Supongamos que Q ∈ P(A0), P ∈ P(A),
(A⊗A0 Q)⊕Ae′ = P ⊕Ae,
y que V 6= {0}. Sea M := Q⊕A0e′. Entonces las siguientes afirmaciones son equivalentes:
i) Q ∼= P/I1P .
ii) Existe γ ∈ AutA0(M) tal que γ(e′) = e0, donde e0 es la componente de grado 0 de e
en la descomposición
⊕
i∈NAi ⊗A0 M .
iii) Si v ∈ AutA+a (A+a ⊗A0 M) con a ∈ Zn \ {0}, es tal que v(e′) = e, entonces existe
u ∈ AutA+a (A+a ⊗A0 M) tal que u(e′) = e, y u0 ∈ AutA0(M).
iv) Si v ∈ AutA+a (A+a ⊗A0 M) con a ∈ Zn \ {0}, es tal que v(e′) = e, entonces existen
u ∈ AutA+a (A+a ⊗A0 M) tal que u(e′) = e, y s ∈ Z+ tal que si r ≥ s, u(ar) ∈
AutA(A⊗A0 M).
Demostración. Primero notemos que la igualdad
(A⊗A0 Q)⊕Ae′ = P ⊕Ae
induce los isomorfismos:
((A⊗A0 Q)⊕Ae′)/((I1 ⊗A0 Q)⊕ I1e′) = (P ⊕Ae)/(I1P ⊕ I1e),
(A⊗A0 Q)/(I1 ⊗A0 Q)⊕Ae′/I1e′ ∼= P/I1P ⊕Ae/I1e,
y
Q⊕A0e′ ∼= (A0 ⊗A0 Q)⊕Ae′ ∼= P/I1P ⊕A0e.
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Tenemos entonces un isomorfismo
β : P/I1P ⊕A0e −→M = Q⊕A0e′,
con β(e) = e0.
• i)⇒ ii): Como Q ∼= P/I1P , tenemos un isomorfismo
α : M = Q⊕A0e′ −→ P/I1P ⊕A0e,
con α(e′) = e. De lo anterior, γ := βα ∈ AutA0(M), con γ(e′) = e0.
• ii) ⇒ iii): Sea v ∈ AutA+a (A+a ⊗A0 M), con v(e′) = e. Como γ es un automorfismo,
entonces
idA+a ⊗ γ : A+a ⊗A0 M −→ A+a ⊗A0 M
es un automorfismo. Así
u := v ◦ θa((v−1)0) ◦ (idA+a ⊗ γ) ∈ AutA+a (A+a ⊗A0 M),
u(e′) = v ◦ θa((v−1)0) ◦ (idA+a ⊗ γ)(e′) = v ◦ θa((v−1)0)(e0) = v(e′) = e,
y
u0 = 1⊗ γ ∈ AutA0(M),
pues
θa(u0) = θa(v0)θa((v
−1)0)θa(1⊗ γ) = θa(1⊗ γ).
• iii)⇒ iv): Mostremos que existe tal s ∈ Z+. Escribamos φa(u) = u0 + · · ·+ un. Por
la hipótesis iii),
u0 ∈ AutA0(M).
Ahora notemos que para 1 ≤ i ≤ n
ui ∈ HomA0(M,A+a (i)⊗A0 M).
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Pero como M es finitamente generado, existe ki tal que
arui ∈ HomA0(M,Aj ⊗A0 M)
para cierto j y cada r ≥ ki. Así, si r0 = ma´x1≤i≤n{ki}, para r ≥ r0, tenemos:
u(ar)|A⊗A0M = θa(u0 + aru1 + · · ·+ arnun)|A⊗A0M ∈ EndA(A⊗A0 M).
Finalmente, sea u−1 el inverso de u en Ga. Podemos tomar r1 tal que para r ≥ r1
u−1(ar) ∈ EndA(A⊗A0 M).
De esta manera, para r ≥ s := ma´x{r1, r0}
u(ar)u−1(ar) = uu−1(ar) = idA+a ⊗M (a
r) = idA+a ⊗M ,
y
u−1(ar)u(ar) = u−1u(ar) = idA+a ⊗M (a
r) = idA+a ⊗M ,
en EndA+a (A
+
a ⊗A0 M). Esto implica adicionalmente que u−1(ar) es la inversa de
u(ar) en
EndA(A⊗A0 M).
• iv)⇒ ii): Basta tomar γ := u0, para algún v correspondiente a a ∈ V homogéneo no
nulo.
• ii)⇒ i): Tenemos un isomorfismo
β−1γ : M = Q⊕Ae′ −→ P/I1P ⊕A0e,
con β−1γ(e′) = e. Luego Q ∼= P/I1P .
Recordemos que A es un álgebra graduada positivamente con estructura de Z-módulo
sobre un subanillo graduado Z contenido en el centro Z(A). Estamos asumiendo que Z no
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tiene divisores de cero en A. A+a es la parte no negativa de la localización Z-graduada Aa,
para a un elemento homogéneo y no nulo de Z.
Teorema 3.2.26. Supongamos que Q ∈ P(A0), P ∈ P(A), Q ∼= P/I1P , y que
(A⊗A0 Q)⊕Ae′ = P ⊕Ae,
donde e, e′ son bases de los módulos cíclicos Ae y Ae′ respectivamente. Para cada natural
n, denotemos por Vn al subconjunto que consiste del cero y todos los elementos a no nulos
de Zn para los que existe un automorfismo
u ∈ AutA+a ((A+a ⊗A0 Q)⊕A+a e′),
tal que u(e′) = e. Entonces
V :=
∑
n∈N
⊕Vn
es un ideal graduado de Z.
Demostración.
1. ZV ⊆ V :
Sean a ∈ V y ua ∈ Ga su automorfismo respectivo, con ua(e′) = e. Sea b ∈ Z \ {0}
homogéneo. Por la observación 3.2.10, A+ba es un A
+
a -módulo derecho. Tenemos que
ua induce
id⊗ ua : A+ba ⊗A+a A+a ⊗A0 M −→ A
+
ba ⊗A+a A+a ⊗A0 M,
pero
A+ba ⊗A+a A+a ∼= A
+
ba.
Tenemos entonces un automorfismo
uba : A
+
ba ⊗A0 M −→ A+ba ⊗A0 M
x
(ba)n ⊗m 7−→ x(ba)nua(1⊗m) = 1(ba)nua(x⊗m),
el cual cumple uba(1⊗ e′) = ua(1⊗ e′) = e.
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2. En los numerales 3-9 veremos que si a, b ∈ Vn \ {0} y a+ b 6= 0, entonces a+ b ∈ Vn.
Sean ua ∈ Ga y ub ∈ Gb los correspondientes automorfismos. Veamos que existe
w ∈ Ga+b tal que w(e′) = e.
3. Según 3.2.17, para a ∈ Z \ {0} homogéneo, tenemos una inclusión natural que es un
homomorfismo de anillos:
locZ : EndA+a (A
+
a ⊗A0 M) −→ EndA+Z (A
+
Z ⊗A0 M).
4. Gracias a la proposición 3.1.3, tenemos un isomorfismo φ1 con inverso θ1:
φ1 : EndA+Z
(A+Z ⊗A0 M) −→
⊕
i∈N
HomA0(M,A
+
Z (i)⊗A0 M).
5. Por el lema 3.2.1, (a + b)2n = h1(a, b)an + h2(a, b)bn para cada n ∈ N ya que a, b ∈
Z(A).
6. ua ◦ (u−1a (ξ)) ∈ Ga+b, para m ≥ 2s, donde s está dado por iv) en el teorema 3.2.25:
El siguente cálculo es posible gracias a la inclusión locZ de 3. De esta manera, en lo que
sigue no haremos distinción entre locZ(ua) y ua. Seam ≥ 2s. Si φa(u−1a ) = v0+· · ·+vn
y ξ := h2(a, b)bm(a+ b)−2m ∈ Z(A+Z )(0), entonces
ua ◦ (u−1a (ξ)) = uaθ1(v0 + ξv1 + · · ·+ ξnvn) =
uaθ1[φ1(u
−1
a ) +
n∑
i=1
(ξi − 1)vi] = idGa + uaθ1[
n∑
i=1
(ξi − 1)vi] =
idGa + uaθ1[
n∑
i=1
((1− h1(a, b)am(a+ b)−2m)i − 1)vi] =
idGa + uaθ1[
n∑
i=1
((
i∑
j=0
(
i
j
)
(−1)jh1(a, b)jajm(a+ b)−2mj)− 1)vi] =
idGa + uaθ1[
n∑
i=1
(
i∑
j=1
(
i
j
)
(−1)jh1(a, b)jajm(a+ b)−2mj)vi] =
idGa +
n∑
i=1
i∑
j=1
((
i
j
)
(−1)jh1(a, b)jajm(a+ b)−2mjuaθ1(vi)
)
∈ Ea+b,
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pues, para n ≥ i ≥ j ≥ 1:
ajmuaθ1(vi)|A⊗A0M = ajmθ1(u0 + · · ·+ un)θ1(vi)|A⊗A0M ∈ End(A⊗A0 M).
Nótese que jm ≥ 2s. Además, ua ◦ u−1a (ξ) tiene inverso ua(ξ) ◦ u−1a en Ea+b. Nótese
que un cálculo análogo al anterior muestra que ua(ξ) ◦ u−1a ∈ Ea+b.
7. Análogamente al punto iv) del teorema 3.2.25, posiblemente reemplazando a ub ,
existe t tal que para m ≥ t:
locZ(ub)(h2(a, b)b
m(a+ b)−2m) ∈ Ga+b.
8. De 6. y 7., obtenemos que para m ≥ ma´x{2s, t}:
w = (ua ◦ u−1a (ξ)) ◦ ub(ξ) ∈ Ga+b.
9. w(e′) = e:
Dado que ua(e′) = e, basta ver que
u−1a (ξ)ub(ξ)(e
′) = e′ :
Escribamos φ1(ub) = u0 + · · ·+ un, φ1(u−1a ) = v0 + · · ·+ vn. Tenemos:
u−1a (ξ)ub(ξ)(1⊗ e′) = u−1a (ξ)(u0(e′) + ξu1(e′) + · · ·+ ξnun(e′)) =
u−1a (ξ)(e0 + ξe1 + · · ·+ ξnen) = θ1(v0 + ξv1 + · · ·+ ξnvn)(e0 + ξe1 + · · ·+ ξnen) =
θ1(v0)(e0) + ξ(θ1(v1)(e0) + θ1(v0)(e1)) + · · ·+ ξn
n∑
k=0
θ1(vk)(en−k) =
θ1(v0)(e0) = 1⊗ e′.
Nótese que
u−1a (e) =
u−1a (e0 + · · ·+ en) = θ1(v0)(e0) + (θ1(v1)(e0) + θ1(v0)(e1)) + · · ·+
n∑
k=0
θ1(vk)(en−k) =
θ1(v0)(e0) = 1⊗ e′ ∈ A+Z (0)⊗A0 M,
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donde ei ∈ A+Z (i)⊗A0 M es la componente homogénea de e en A+Z ⊗A0 M .
10. El siguiente diagrama muestra un esquema de la obtención de w:
ua_

Ga _
locZ

u−1a_

Ga _
locZ

ub_

Gb _
locZ

ua 
id
%%
GZ u
−1
a-
vv
GZ
_(ξ)

ub_

GZ
_(ξ)

ua, u
−1
a (ξ)_

GZ
comp.

ub(ξ)_

GZ
restr.

ua ◦ (u−1a (ξ))

restr.
((
GZ ub(ξ)8
{{
Ga+b
id

ua ◦ (u−1a (ξ)), ub(ξ) Ga+b
comp.

w = ua ◦ (u−1a (ξ))◦ ub(ξ) Ga+b
Aquí,
Ga := AutA+a (A
+
a ⊗A0 M) ⊆ Ea := EndA+a (A+a ⊗A0 M),
y
GZ := AutA+Z
(A+Z ⊗A0 M) ⊆ EZ := EndA+Z (A
+
Z ⊗A0 M).
11. V es graduado:
Nótese que {Vn}n∈N es una graduación de V por definición de V y los puntos ante-
riores. Para la definición de ideal graduado véase [8].
Teorema 3.2.27 (Principio de localización-globalización no conmutativo). Supon-
gamos que Q ∈ P(A0), P ∈ P(A), Q ∼= P/I1P , y que
(A⊗A0 Q)⊕Ae′ = P ⊕Ae,
donde e, e′ son bases de los módulos cíclicos Ae y Ae′ respectivamente. Para cada natural
n, denotemos por Vn al subconjunto que consiste del cero y todos los elementos a no nulos
de Zn para los que existe un automorfismo
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u ∈ AutA+a ((A+a ⊗A0 Q)⊕A+a e′),
cuya imagen en K1(A+a ) es trivial, y tal que u(e
′) = e. Entonces
V :=
∑
n∈N
⊕Vn
es un ideal graduado de Z.
Demostración. Continuaremos con la notación y los resultados del teorema 3.2.26. Sólo
nos queda completar la parte relativa al K1.
1. ZV ⊆ V :
Supongamos que [ua] = 1 en K1(A+a ) y veamos que [uba] = 1 en K1(A
+
ba). En efecto,
como [ua] = 1 en K1(A+a ), por el teorema 1.4.8 tenemos que existe n ≥ 0 tal que
ua ⊕ id ∈ E((A+a ⊗A0 Q)⊕A+a , A+a ⊗A0 P1, . . . , A+a ⊗A0 Pn),
donde id es la idéntica en Fa := A+a ⊗A0 P1 ⊕ · · · ⊕ A+a ⊗A0 Pn, y los A0-módulos
son proyectivos. Sea La := E((A+a ⊗A0 Q)⊕A+a , A+a ⊗A0 P1, . . . , A+a ⊗A0 Pn). Por el
isomorfismo del lema 3.2.12 y la observación 3.2.15 con S2 := {1, b, b2, . . . }, tenemos
una inclusión natural de anillos
locb : La −→ Lba
ua ⊕ id 7−→ uba ⊕ idFba
.
Efectivamente, es posible probar que locb(ua ⊕ id) = uba ⊕ idFba . Luego
[uba] = [uba ⊕ idFba ] = [locb(ua ⊕ id)] = 1
en K1(A
+
ba), por el teorema 1.4.3.
2. La imagen de w en K1(A
+
a+b) es trivial:
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Como [ua] = 1 y [ub] = 1 en K1(A+a ) y K1(A
+
b ) respectivamente, por el teorema 1.4.8
y la observación 1.4.9, tenemos que existe n ≥ 2 tal que
ua ⊕ id ∈ E((A+a ⊗A0 Q)⊕A+a , A+a ⊗A0 P1, . . . , A+a ⊗A0 Pn),
y
ub ⊕ id ∈ E((A+b ⊗A0 Q)⊕A+b , A+b ⊗A0 P1, . . . , A+b ⊗A0 Pn),
donde los A0-módulos Pi son estrictamente proyectivos y id denota la identidad en
Ma := (A
+
a ⊗A0 P1) ⊕ · · · ⊕ (A+a ⊗A0 Pn). Por el teorema 3.2.20, podemos tomar el
natural m obtenido en el teorema 3.2.26 suficientemente grande, de tal manera que
para ξ = ξ(m):
w1 := (ua ⊕ id) ◦ (u−1a ⊕ id)(ξ) = (ua ⊕ id) ◦ (u−1a (ξ)⊕ id) =
(ua ◦ u−1a (ξ))⊕ idMa+b
∈ E((A+a+b ⊗A0 Q)⊕A+a+b, A+a+b ⊗A0 P1, . . . , A+a+b ⊗A0 Pn).
También,
w2 := (ub ⊕ id)(ξ) = ub(ξ)⊕ idMa+b
∈ E((A+a+b ⊗A0 Q)⊕A+a+b, A+a+b ⊗A0 P1, . . . , A+a+b ⊗A0 Pn),
por la proposición 3.1.7. De esta manera
w1w2 ∈ E((A+a+b ⊗A0 Q)⊕A+a+b, A+a+b ⊗A0 P1, . . . , A+a+b ⊗A0 Pn),
y por tanto, [w] = [w1w2] = 1 en K1(A
+
a+b) por el teorema 1.4.3.
3. Como en el teorema 3.2.26, V es graduado.
Sea R un anillo conmutativo, recordemos que un ideal I de R es un ideal radical si
dado r ∈ R, rn ∈ I para algún n ≥ 1 implica r ∈ I.
Teorema 3.2.28. En el teorema anterior, si Z ⊆ A0, entonces V es un ideal radical de
Z.
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Demostración. Por el teorema anterior, sólo falta ver que V es radical. Seguiremos con la
notación de la prueba del teorema anterior. Supongamos que an ∈ V y sea uan ∈ Gan su
automorfismo respectivo, con uan(e′) = e y [uan ] = 1 en K1(A+an). Por el isomorfismo del
lema 3.2.13, tenemos un A+a -automorfismo ua dado por el diagrama:
A+an ⊗A0 M
uan // A+an ⊗A0 M
β⊗idM∼=

A+a ⊗A0 M
α⊗idM ∼=
OO
ua // A+a ⊗A0 M
.
• ua(e′) = e: Dado que α⊗ id se restringe a la idéntica en A, y e ∈ A⊗A0 M
ua(1⊗ e′) = (β ⊗ id)uan(α⊗ id)(1⊗ e′) = (β ⊗ id)uan(1⊗ e′) =
(β ⊗ id)e = e.
• La imagen de ua en K1(A+a ) es trivial: Como [uan ] = 1 en K1(A+an), por el teorema
1.4.8 tenemos que existe k ≥ 0 tal que
uan ⊕ id ∈ E((A+an ⊗A0 Q)⊕A+an , A+an ⊗A0 P1, . . . , A+an ⊗A0 Pk),
donde id es la idéntica en Fan := (A
+
an⊗A0 P1)⊕· · ·⊕ (A+an⊗A0 Pk) y los A0-módulos
Pi son proyectivos. Es posible probar que el conjugado
ua ⊕ idFa = y−1(uan ⊕ id)y
pertenece a
E((A+a ⊗A0 Q)⊕A+a , (A+a ⊗A0 P1), . . . , (A+a ⊗A0 Pk)),
con
y = (α⊗ idM )⊕ (α⊗ idP1)⊕ · · · ⊕ (α⊗ idPk),
y
y−1 = (β ⊗ idM )⊕ (β ⊗ idP1)⊕ · · · ⊕ (β ⊗ idPk).
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Por tanto, por 1.4.3,
[ua] = [ua ⊕ idFa ] = 1.
Observación 3.2.29. En los enunciados de los teoremas 3.2.26 y 3.2.27, hemos añadido
la hipótesis
Q ∼= P/I1P.
Este requerimiento no aparece en los artículos de Artamonov [1, 2, 3], que tuvimos dispo-
nibles. Dicha hipótesis es equivalente a la afirmación iv) del teorema 3.2.25. A su vez, iv)
es análoga al numeral 7. en la prueba de 3.2.26. La importancia de nuestra hipótesis en la
prueba de 7., radica en que ella nos asegura que luego de reemplazar posiblemente a ub,
(ub)0 es un automorfismo de M , y así podemos afirmar que
locZ(ub)(h2(a, b)b
m(a+ b)−2m)
efectivamente se restringe a un automorfismo en Ga+b. Nótese que en principio esto no es
claro pues
locZ(ub)(h2(a, b)b
m(a+ b)−2m)0 = (ub)0 ∈ HomA0(M,A+b (0)⊗A0 M).
Esto muestra la necesidad de tal hipótesis. Véase también el teorema 3.2.25.
3.3. Comparación con el caso conmutativo
Sean R′ ⊆ R dos anillos. Decimos que un R-módulo M es extendido desde R′ si M =
R⊗R′ N para algún R′-módulo N .
Teorema 3.3.1 (Teorema de pegamiento de Quillen-principio de localización
globalización). Sea R un anillo conmutativo yM un R[x]-módulo finitamente presentado.
Entonces:
i)
Q(M) := {a ∈ R t.q. el Ra[x]-módulo Ma es extendido desde Ra} ∪ {0},
es un ideal de R, llamado el ideal de Quillen de M .
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ii) M es extendido desde R si y sólo si, para todo ideal maximal m de R, el Rm[x]-módulo
Pm es extendido desde Rm.
Demostración. Véase [5], capítulo V, teorema 1.6.
A continuación presentamos un cuadro comparativo entre los objetos usados en la
prueba del teorema de pegamiento de Quillen y el principio de localización-globalización
de Artamonov.
Caso conmutativo Caso no conmutativo
R anillo Z ⊆ Z(A) subanillo graduado de A sin diviso-
res de cero en A
A = R[x] anillo de polinomios usual A Z-álgebra graduada positivamente
a ∈ R a ∈ Z
Aa ∼= Ra[x] A+a parte no negativa de la localización Z-
graduada Aa
N R-módulo finitamente presentado N A0-módulo finitamente presentado
EndA(A⊗R N) ∼= EndR(N)[x] EndA(A⊗A0 N) ∼=
⊕
i∈NHom(N,Ai ⊗N)
R-álgebra graduada Z-álgebra graduada
xR[x] = (x) ideal de R[x] I1 ideal de A
R[x]M extendido desde M/xM AM extendido desde M/I1M
Q(M) ideal de R (Quillen) V ideal graduado de Z (Artamonov)
3.4. Observaciones finales
1.La distancia entre los teoremas centrales de este trabajo y sus versiones clásicas con-
mutativas se explica por la diferencia en los enfoques de Artamonov y Quillen al abordar el
problema de Serre. La técnica usada por Artamonov es la cancelación, la cual comentaremos
a grandes rasgos enseguida. Supongamos que A es un anillo y que P es un A-módulo pro-
yectivo finitamente generado, los cuales cumplen ciertas hipótesis lo bastantemente fuertes
para poder usar los teoremas que enunciaremos enseguida (véanse las hipótesis del teorema
5.37. de [1]). El primer paso es el chequeo de la propiedad PSF (proyectivos finitamente
generados son establemente libres), a través del cálculo del funtor K0:
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Teorema. Supongamos que K0(A) ∼= Z, entonces existen naturales d y r tales que
P ⊕Ad ∼= Ar. (1)
Luego, para ver que P es libre, debemos garantizar que
P ⊕Ad−1 ∼= Ar−1. (2)
La implicación 1) ⇒ 2) es conocida como el teorema de cancelación. Finalmente, a partir
del teorema de Horrocks y el principio de localización-globalización es posible probar dicho
teorema en una versión un poco más general:
Teorema. Si existe un epimorfismo de A-módulos
pi : (A⊗B Q)⊕Ar+1 −→ A,
entonces, existe un automorfismo
u ∈ AutA((A⊗B Q)⊕Ar+1),
tal que piu es la proyección sobre A como último sumando directo. En particular, si
(A⊗B Q)⊕Ar+s ∼= P ⊕As, con s ≥ 1,
es un isomorfismo de A-módulos, entonces, existe un A-isomorfismo:
(A⊗B Q)⊕Ar ∼= P.
Aquí, B es cierto anillo graduado, y Q ∈ P(B0).
2. Teniendo en cuenta que el teorema de Horrocks y el principio de localización-
globalización desarrollados por Artamonov son herramientas para demostrar el teorema
de cancelación comentado en 1., daremos una interpretación del teorema 3.2.27 que nos
permite relacionarlo con el método de la cancelación. Primero, con la ayuda de 1.5.3,
enseguida escribiremos un par de corolarios de 3.2.27:
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Corolario 3.4.1. Supongamos que Q ∈ P(A0), P ∈ P(A), Q ∼= P/I1P , y que
(A⊗A0 Q)⊕Ae′ = P ⊕Ae,
donde e, e′ son bases de los módulos cíclicos Ae y Ae′ respectivamente. La igualdad anterior
induce la igualdad:
A+a ⊗A0 Q⊕A+a e′ = (A+a ⊗A P )⊕A+a e.
Para cada natural n, denotemos por Vn al subconjunto que consiste del cero y todos los
elementos a no nulos de Zn para los que
A+a ⊗A0 Q ∼= A+a ⊗A P,
mediante un isomorfismo inducido por un automorfismo ua como en el teorema 3.2.27.
Entonces
V :=
∑
n∈N
⊕Vn
es un ideal graduado de Z.
En particular si Q es libre, es decir, Q := An0 ; por la construcción de E(A) (véase la
observación 1.3.7) y el isomorfismo del teorema 1.4.12, tenemos:
Corolario 3.4.2. Supongamos que P ∈ P(A), An0 ∼= P/I1P y que
An ⊕Ae′ = P ⊕Ae,
donde e, e′ son bases de los módulos cíclicos Ae y Ae′ respectivamente. La igualdad anterior
induce la igualdad:
(A+a )
n ⊕A+a e′ = (A+a ⊗A P )⊕A+a e.
Para cada natural n, denotemos por Vn al subconjunto que consiste del cero y todos los
elementos a no nulos de Zn para los que
(A+a )
n ∼= A+a ⊗A P,
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mediante un isomorfismo inducido por un automorfismo ua ∈ E(n+ 1, A+a ). Entonces
V :=
∑
n∈N
⊕Vn
es un ideal graduado de Z.
Intuitivamente, el corolario anterior nos dice que los elementos a homogéneos de Z para
los que podemos cancelar el sumando A+a en ambos lados del isomorfismo
(A+a )
n ⊕A+a ∼= (A+a ⊗A P )⊕A+a ,
forman un ideal de Z. Luego, si queremos cancelar el sumando A en ambos lados de la
igualdad
An ⊕A = P ⊕A,
debemos ver que 1 ∈ V . Esta es precisamente la estrategia de Artamonov para demostrar
el teorema de cancelación.
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