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We investigate a condition for a Gaussian process with trajectories in a Banach space E to 
actually have trajectories in a "more regular" Banach space E o (0< 0 < 1). "More regular" here 
means that Ee is an interpolation space between E and some sub-space of the reproducing kernel 
Hilbert space of the process. As an illustration we give an interpolation-theoretic proof of H61der 
property for trajectories of some Gaussian processes related to a Wiener process. 
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O. Introduction 
Consider a Guassian measure y on a separate Banach space El. Then it is well 
known (see e.g., Kuo (1975, Ch. III, I)) that (up to isometries) there is a Hilbert 
space H c E and an orthonormal complete system {f,}c H such that the series 
y.f . ,  where y. are independent N(0, 1) random variables, converges a.e. and the 
sum is a random variable with distribution 3,. 
We shall call such a pair (H, El) a Wiener pair, if in addition H c E1 densely 
(this can be achieved by passing to subspace of E1 if necessarry). Moreover we 
shall assume that there exists another Banach space Eo c H such that f ,  a Eo so that 
y can be represented by a series ~ f .y .  convergent in E1 with "expansion functions" 
f .  a Eo. Then dearly Eo is dense in H, and H is dense in El, so that we may consider 
only Eo and complements of it in two other norms, ]]" ]] H and ]]" ]]1- Except for some 
trivial cases the series Y~ f ,y ,  is not convergent, neither in Eo nor H. 
However, it may happen that Y~f,y, is convergent in some Banach space Eo, 
0 < 0 < 1, that is "intermediate" between Eo and El, and thus perhaps "more regular" 
then El. This can be made constructive with the help of some interpolation theory, 
see e.g., Bergh and L6fstr/bm (1976). 
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For our purposes it is enough to use the strongest possible interpolation ((0, 1) 
in the notation of Bergh and LSfstr/~m (1976)) defined as follows. 
Let Eo be some Banach space with norm I1" Iio, and suppose E1 is a complement 
of Eo in some other norm I1" I1~ <~ I1" II0- 
Then Eo for 0 < 0 < 1 is defined by taking a complement of Eo in the norm I1" IIo 
defined by 
where 
fo ~ 1 I lx l lo  = to+l K(x, t) dt, 
K(x ,  t) = inf{llxollo + tllx, lll: Xo+ xl = x, Xo, x, s Eo}. 
The question that we are going to deal with is almost sure convergence of the series 
Y~n f-Y, in intermediate spaces Ee (0< 0 < 1) given some information on IILllo and 
Ilf, ]]1 (see Proposition 2 below) or using more information about the structure of 
the fk's (see Proposition 1). Both propositions are intended to illustrate, what kinds 
of results are accessible by interpolation theory. 
Through the paper we denote by C (sometimes with an index) a constant, the 
value of which may vary for each occurence. 
1. Results 
The following simple lemma gives a sufficient condition for almost sure conver- 
gence of 
ELy. (1) 
n 
in the Es norm. 
Lemma 1. Let f,, ~ Eo and suppose 
Z (E i1~+, Oo 
for some 0 < Oo < 1. 
Then series (1) converges in Eo almost surely for each 0o <~ 0 < 1. 
(2) 
Proof. It suffices to prove, that 
k <0°" (3) 
However it is well known that there is a constant Coo such that Ilxlloo ~< Coollxll~-°°llxll b 
for any x ~ Eo. Then by the Hflder inequality condition (2) implies (3). Also (see 
Bergh, LSfstr6m (1976, Ch. 3) [[. IIoo-convergence implies ][-IIo-convergence for any 
0 < 00 ~< 0 < 1. This completes the proof of the lemma. 
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Remark. The only property of Banach spaces Eo that we used in Lemma 1 is that 
they constitute the so-called scale of Banach spaces, i.e., the norms are related 
according to 
0 
I1" Iio <~ Coil" I1~-°11 • II1 
and 
II'llo~K(O, Oo)11"11~o for0>~0o 
(see Krein et al. (1978, Ch. 3)). 
Although effective construction of E0 requires interpolation theory, in concrete 
applications above inequalities are easy to check. 
Our first application is the following simple proof of the well-known HSlder 
property for trajectories of a Wiener process (see Kahane (1985), p. 86 for a more 
detailed study and p. 89 for more general random series). 
Proposition 1. Let X: be a Gaussian process defined on the unit circle [z I = 1 by 
O0 
Xz = ~ k-'~zkyk 
k=O 
where a > ½, and {Yk} are  independent N(0, 1) random variables. Then X= has trajec- 
tories of class C1 if a > ~, and if ½ < a <<-~ then X= has H61der trajectories with any 
exponent fl < a -½. 
Proof. We shall apply Lemma 1 to Banach space Eo = CI(S ~) with norm 
Ilfllo = suplf'(z)l+suplf(z)l, 
I=1=1 I=lffil 
to Eo = Co, l-o( S ~) - complement of E0 with norm 
If(z)-f(z')l 
Ilflle -- sup=.=, Iz-z ' lH +suplf(z)l,l=l=, 
and to E1 = Co(S 1) with norm 
]lfll~=suplf(z)l. 
It is known, see e.g., Peetre (1969, Corollary 2.3), that 
(Eo ,  E1)o,1 c (Eo, E1)ooo = CoA-o 
so that our definition of Eo is consistent with that given in the Introduction. 
(However using the Remark after Lemma 1 we can use easily Lemma 1 in the 
present situation witout any essential use of interpolation theory.) 
To verify (2) let us observe that for any ak ~ C, p, M, N ~ N we have 
(M÷. 
Izlffil I~=M \k fM 
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Indeed by the Cauchy integral formula and simple moment properties of Gaussian 
variables, the left hand side of (4) equals 
E max II [Yak+~kyk]'de] 
I~1=1 ~1= 1+1/N Z - ~ [ 
Using (4) we obtain 
II 2~+' II 
and similarly 
E II } Srt')lrll]l Up2 k(l/p+l/2-a). 
<~ E IL max 12 ak+~kyklPd~ 
~I=,+,/N I~l=, Iz -  el 
<~ NCP (k~_l [O~k+Mle ( l +l)Ek)p/2 
N3PC~, (~ N \p/2 
<- , k=, .  I~k12) " 
Up2 k(llp+312-a) 
Thus for any 0o> ~-a  one can choose p large enough to ensure condition (2) be 
satisfied. By Lemma 1 the proof is thus completed. 
Remarks. (i) Clearly Proposition 1 can be generalized with the same argument to 
cover any value of a>½. Then Xz has derivatives of order <[a -½]  and these 
derivatives are HSlder functions with exponent/3 < a-½-[a -½] .  
(ii) Because of Peetre's (i969) characterization of C0,o where • is a concave 
function (Co,0 = Co,,O in this notation) as interpolation space between Co, C1 it 
seems to be possible to get even more precise information about trajectories from 
interpolation theory; see also Kahane (1985, Ch. 7). 
(iii) An inequality similar to (4) follows from Kahane (1985, Ch. 6, Theorem 2), 
but a modified version of our proof can be also used to easily prove this theorem. 
Note also that the proof uses the Gaussian property in quite a weak form, and is 
easily applicable to more general sequences of random variables. 
It is also possible to get some information when instead of having very special 
functions fk (polynomials in Proposition 1) we know more about geometry of the 
spaces Eo, El. 
We shall use the following geometric property (which proved to be a useful 
assumption for limit theorems in Banach spaces); see, e.g., Maurey and Pisier (1976). 
We say that E is of type p i> 1 if, for some C > 0, 
II I1" E E xm ~< C E IIx, ll" for any integer n, i----1 
and xl • • • x, ~ E. Clearly each Banach space is of type 1 and the Hilbert space is 
of type p for any 1 ~< p ~ 2. 
Define p(E)= sup{p: E is of type p}. Then it is known that 1 ~<p(E)<~2. 
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Proposition 2. Suppose po = p(  Eo), Pl = p(gl) and f .  ~ Eo are such that sup~ Ilf. I]o < oo 
Assume also that for some 0 < e < 1 we have 
tl 
Then (1) converges a.s. in interpolation space Eo for any 
0> 
(1-  e)pl 
(1 - e )pl + epo" 
Proof. Since the convergence of ~f ,  yn is not affected by changing the order of 
summation, let us re-arrange {f,} in II-IIl-decreasing order, i.e. IIf~lll"~ 0. Then 
Y~ IIf~ IIg ~"-~>< oo implies Ilfn II pl <~ Cn -~/"-~) and by the definition of the type of 
Banach space 
' II E f,,Y,, ~ C2 k/p°, 0 
t E f,,Yn <~ C2 -k~/((~-~)p'). 1 
Therefore for any 
0> 
(1-e)p l  
(1 - e )pl + epo 
condition (2) is satisfied and Proposition 2 follows from Lemma 1. 
The following corollary investigates convergence of (1) in Lq([0, 1] dt) if 
expansion functions f .  are in Eo = L.([0, 1] tit) for p large enough and there is some 
additional information on Ill. IIo- We shall consider only two cases E1 = LI([0, 1] dr) 
and E~ = L2([0, 1] dr), which exhibit two extreme cases p(E~) = 1, or 2. The more 
general cases E1 = Lr(dt) can be treated similarly by taking into account he fact that 
i ifl<~r~<2' 
p(Lr) = if2~<r<oo, 
ifr=oO. 
Corollary. (i) Let 2 <~ p < oo and suppose fn ~ Lp(dt) are such that supnllAll,, 
and, for some e > O, 
Ll ~ 00. 
n 
Then (1) defines a stochastic process with trajectories in Lq(dt) for any 
<co 
(5) 
1 ~< q<( l+e)p / (2e+(1-e)p) .  
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(ii) Suppose f~ are such that (5) holds, and, for each p~> 1, sup.llf. L < oo. Then 
(1) has trajectories in Lq(dt) for any 
l<~q<( l+e) / (1 -e ) .  
Let f ,  be uniformly bounded functions uch that, for some 2 <~ q < oo, (iii) 
Y IIf, II ~/, q < oo. 
!1 
Then (1) has trajectories in Lq(dt). 
(iv) Let 2<~p<m and suppose f .  ~ Lp(dt) are such that sup, llAllLp <~ and, for 
some e > 0, 
E Ilf. I1~; ~ < m- (6) 
rl 
Then (1) has trajectories in Lq(dt) for any 
1 <~q<4p/(2e+p(2-e) ) .  
(v) Suppose f .  are such that (6) holds, and, for each p~> 1, sup. IIf~llp < oo. Then 
(1) has trajectories in Lq(dt) for any 1 <~ q < 4 / (2 -  e). 
(vi) Let f,, be uniformly bounded functions uch that, for some 2 <~ q < m, 
E I1£114/~ < oo. L2  
rl 
Then (1) has trajectories in Lq(dt). 
Proof. (i) follows from Proposition 2 applied to Eo=Lp(dt), E l= L~(dt). Then 
p(Eo) = 2, p(E~) = 1, and Eo = Lr(dt), where 1/r = (1 - O)/p + O~ 1. 
(ii) follows from (i). 
(iii) Since Lq(dt) is a type 2 Banach space, it suilices to show that 
E II£11~q<oo. 
11 
But 
(iv) follows from Proposition 2 applied to Eo = Lp(dt), E1 = L2(dt )  the proof 
being very similar to that of (i). 
(v) follows from (iv). 
(vi) follows by the same argument as used in (iii). 
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