Abstract. The aim of this paper is to present a dissimilarity measure strategy by which a new philosophy for pattern classification pertaining to dissimilaritybased classifications (DBCs) can be efficiently implemented. In DBCs, classifiers are not based on the feature measurements of individual patterns, but rather on a suitable dissimilarity measure among the patterns. In image classification tasks, such as face recognition, one of the most intractable problems is the distortion and lack of information caused by the differences in illumination and insufficient data. To overcome the above problem, in this paper, we study a new way of measuring the dissimilarity distance between two images of an object using a statistical similarity metric, which is measured based on intra-class statistics of data and does not suffer from the insufficient number of the data. Our experimental results, obtained with well-known benchmark databases, demonstrate that when the dimensionality of the dissimilarity representation has been appropriately chosen, DBCs can be improved in terms of classification accuracies.
Introduction
Dissimilarity-based classifications (DBCs) [11] are a way of defining classifiers among the classes; and the process is not based on the feature measurements of individual patterns, but rather on a suitable dissimilarity measure among the individual patterns. The characteristic of the dissimilarity approach is that it offers a different way to include expert knowledge on the objects. The three major questions we encountered when designing DBCs are summarized as follows: (1) How can prototype subsets be selected (or created) from the training samples? (2) How can the dissimilarities between samples be measured? (3) How can a classifier in the dissimilarity space be designed?
Several strategies have been used to explore these questions. First, various methods have been proposed in the literature [11] , [12] as a means of selecting a representation subset of data that is both compact and capable of representing the entire data set. In
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these methods, however, it is difficult to find the optimal number of prototypes and, furthermore, selecting prototype stage may potentially lose some useful information for discrimination. To avoid these problems, Bunke and his colleagues [12] and Kim and Gao [8] prefer not to directly select the representative prototypes from the training samples; rather, they use a dimension reduction scheme after computing the dissimilarity matrix with the entire training samples.
With regard to the second question, investigations have focused on measuring the appropriate dissimilarity by using various L p norms, modified Hausdorff norms [7] , and traditional measures, such as those used in template matching and correlation-based analysis [1] , [11] . On the final question, the learning paradigms, Pekalska and Duin [11] reported the use of many traditional decision classifiers, including the k -NN rule and the linear/quadratic normal-density-based classifiers. Recently, in [4] , they tried to refine the dissimilarity matrix by employing a pseudo-Euclidean embedding algorithm [3] . In addition, optimizing DBCs through combining dissimilarity matrices generated with different measures has been investigated in the literature [9] , [15] .
On the other hand, when designing a specific classification system, sometimes we suffer from the difficulty of collecting sufficient data for each object. In face recognition, for example, there are many kinds of variations based on such factors as pose (direction), expression, and illumination [1] , [6] . However, as mentioned above, collecting sufficient facial data is difficult. To solve this problem, Lee and Park [10] proposed a measuring scheme to extract more robust and essential information of data distributions in biometric problems and applied it to developing a similarity measure. The information obtained with the scheme does not depend on the distribution of each class for each object, but depends on all the data. From this point of view, they claimed to get a more reliable similarity measure.
The major task of this study is to deal with how the dissimilarity measure can be effectively computed. However, when a limited number of object samples are available or the representational capability is insufficient to cover the possible variations of data, it is difficult to improve the performance of DBCs in the dissimilarity space. To overcome this limitation and thereby improve the classification performance of DBCs, in this paper, we study a new way of enriching the representational capability of dissimilarity measures. In particular, this goal can be achieved by using a statistical similarity measure based on intra-class statistics of data [10] .
The main contribution of this paper is to demonstrate that the classification performance of DBCs can be improved by employing a similarity measure based on the intraclass statistics of all the training samples. Here, the measuring system has been used to accommodate some useful information for discrimination and to avoid the difficulty of collecting sufficient training data. The remainder of the paper is organized as follows: In Section 2, after providing a brief introduction to DBCs, we present an explanation of the statistical similarity measure and an improved DBC. In Section 3, we present the experimental results obtained with real-life benchmark data sets. In Section 4, we present our concluding remarks.
Related Work
Dissimilarity Representation: A dissimilarity representation of a set of samples, ∈ R m×d , a prototype set, is extracted from T , and the subscripts of D represent the set of elements, on which the dissimilarities are evaluated. Thus, each entry, D T,Y [i, j] , corresponds to the dissimilarity between the pairs of objects, x i , y j , where x i ∈ T and y j ∈ Y . Consequently, an object, x i , is represented as a column vector as follows:
Here, the dissimilarity matrix,
, is defined as a dissimilarity space, on which the d-dimensional object, x, given in the feature space, is represented as an m-
On the basis of what we have briefly discussed, we assert that the state-of-the-art strategy for DBCs involves the following steps:
1. Select the representation subset, Y , from the training set, T , by using one of the selection methods described in the literature.
2. Using Eq. (1), compute the dissimilarity matrix,
, in which each dissimilarity is computed on the basis of the measures described in the literature.
3. For a testing sample, x, compute a dissimilarity column vector, δ Y (x), by using the same measure used in Step 2.
4. Achieve the classification by invoking a classifier built in the dissimilarity space and operating it on the dissimilarity vector δ Y (x).
Here, we can see that the performance of DBCs relies heavily on how well the dissimilarity space, which is determined by the dissimilarity matrix, is constructed. To improve the performance, we need to ensure that the matrix is well designed.
A Statistical Similarity Measure [10]:
To define a new similarity measure based on the statistics of data, let us represent the data as a random variable,
T . The data set, T , can be decomposed into subsets, T k , as follows:
First, we introduce a random variable, z i , which is defined by using a pair of data, x k , x l , where x k , x l ∈ T i , from the same class ω i . We then try to estimate a multivariate Gaussian distribution, p i (z), instead of p i (x), i = 1, · · · , c, and use it to define the similarity measure. Let us define the random variable, z i , as follows:
This is given under the assumption that the difference between each pair of samples from the same class originates from some additive Gaussian noises [10] .
To define a distance measuring system, we first construct a representation set,
, from the training set, T = {x j } n j=1 , as follows: (1) For every class
, as the final representation set. After obtaining the representation set S, we estimate intra-class statistics of the set, such as mean values and standard deviations, as follows:
Using these statistics, we define a similarity measure between two points, x i and y j , as follows:
Here, since the cardinality of S, m i , is much larger than that of each T i , n i , the intraclass statistics computed are more accurate and more robust against some additive Gaussian noises. Consequently, the similarity measure obtained with these statistics is also robust against the noises and works well with the insufficient data.
Optimized Dissimilarity-Based Classification: As mentioned earlier, there are a few ways by which the classification efficiency of DBCs can be improved. To overcome the limitation caused by the variations in illumination and the insufficient number of data, in this paper, we used the similarity function of Eq. (5). The proposed approach, which is referred to as an optimized DBC (ODBC), is summarized in the following: 1. Select the whole training set, T , as the representation subset Y . 2. After constructing S from T , compute the intra-class statistics, μ and σ, of S using Eqs. (3) and (4) 4. This step is the same as Step 3 in the conventional DBC. 5. This step is the same as Step 4 in the conventional DBC. The time complexities of the above algorithm, ODBC, can be analyzed as follows: As in the case of DBC, almost all the processing CPU-time of ODBC is consumed in computing the dissimilarity matrices. So, the difference in magnitude between the computational complexities of DBC and ODBC depends on the computational costs associated with the dissimilarity matrix. More specifically, in DBC, Step 2 of computing the n×n dissimilarity matrix requires O(dn 2 ) time. On the other hand, the computation of that of ODBC needs O(dn 2 + cn 2 ) time 1 in executing Steps 2 and 3. Here, n, d, and c are the numbers of total samples, dimensions, and classes, respectively.
Experimental Results
Experimental Data: The proposed method has been tested and compared with the conventional ones. This was done by performing experiments on well-known face databases, namely, AT&T [13] , Yale [6] , and CMU-PIE [14] , and other multivariate data sets cited from UCI Machine Learning Repository [2] .
AT&T database consists of ten different images of 40 distinct objects, for a total of 400 images. The size of each image is 112 × 92 pixels, for a total dimensionality of 10304 pixels. Yale database contains 165 gray scale images of 15 individuals. The size of each image is 178 × 236 pixels, for a total dimensionality of 42008 pixels. To obtain a different data set, a partial image, which is 64 × 78 pixels in size and contains only facial components without background, was extracted from each of the Yale images. This database is referred to as "Yale2" in the following sections. CMU-PIE database involves 41368 images of 68 people. To reduce the computational complexity of this experiment and, furthermore, to investigate the run-time characteristics of the method, a number of subsets, such as 175 (= 25 people × 7 pictures), 350 (=25 people × 14 pictures), and 525 (=25 people × 21 pictures) images, were selected from the database and down-sampled into 92 × 80 pixels, for a total dimensionality of 7360 pixels.
Experimental Method: In this experiment, first, data sets are randomly split into training sets and test sets in the ratio of 75 : 25. Then, the training and testing procedures are repeated 15 times and the results obtained are averaged. To evaluate the classification accuracies of DBCs and ODBCs, different classifiers, such as k-nearest neighbor classifiers and support vector machines [5] , are employed and implemented with PRTools 2 , and will be denoted as knnc and libsvm, respectively, in subsequent sections.
Experimental Results: First, the experimental results obtained with knnc and libsvm trained in DBCs and ODBCs for the face databases, namely, AT&T, Yale (Yale2), and CMU-PIE, were probed into. Here, we first reduced the dimensionality of the image vectors by performing a principal component analysis (PCA). Then, we constructed the dissimilarity matrix, D, with respect to all the training samples. Fig. 1 shows a comparison of the error rates of knnc and libsvm trained in DBCs and ODBCs for the four databases, where x and y axes are those of the reduced dimensions (which are obtained with a PCA) and the estimated error rates, respectively.
The observations obtained from the figure are the followings: First, it should be pointed out that the difference in the estimated error rates between DBCs and ODBCs increases as the dimension of the subspaces increases. This is clearly shown in the error rates represented with two lines marked with and ×, or • and +, respectively, in the pictures. This comparison shows that the classification accuracy of ODBCs is higher than that of DBCs when the dimensionality of the subspace is appropriately chosen (refer to Fig. 1 (b), (c), and (d) ). Next, for the experiment of CMU-PIE, the two error rates of ODBCs, obtained with the two subsets of 175 (= 25 × 7) and 350 (= 25 × 14) images, respectively, are almost the same, while those of DBCs are different; the error rates of the latter subset are lower than that of the former. However, for the experiment of AT&T, in which all of the facial images have a uniform background, the classification accuracies have not increased with the proposed method (refer to Fig. 1 (a) ). From these considerations, the reader should observe that DBCs can be improved by employing the statistical similarity measure and the resultant DBCs, i.e., ODBCs, do not suffer from the insufficient number of data.
In addition, the scaling of the features by σ k may work in two directions. It works well for features that contribute to class differences by their separateness, but that have a small variability and that thereby have a too small contribution to the dissimilarities if there is no scaling. In case of bad features with a small variability, however, the noise of these features is emphasized. This happens for the peaking points in Fig. 1 (a) and (d) as the smallest eigenvectors are most emphasized.
To further investigate the advantage of using the proposed method, and, especially, to find out which kinds of significant data set are more suitable for the scheme, we repeated the experiment with the UCI benchmark databases. Table 1 shows a numerical comparison of the averaged error rates and their standard deviations for the benchmark databases. Here, the estimated error rates that increase and/or decrease more than the sum of the standard deviations are underlined. Table 1 . A numerical comparison of the estimated error rates for the benchmark databases. Here, the numbers in brackets in each row represent the standard deviations. Also, the estimated error rates that increase and/or decrease more than the sum of the standard deviations are underlined. We observed the same characteristics in Table 1 as in Fig. 1 (see the underlined numbers). This improvement can be seen by observing how the estimated error rates (%) change. For example, for the last data set, wine, the error rates of knnc (and libsvm) designed with DBC and ODBC significantly decrease from 28.37% to 2.02% (and 25.58% to 1.86%), respectively. The same characteristics could also be observed in the underlined data sets. However, for the other data sets, the error rates of the both of DBCs and ODBCs are almost the same; the increase and/or decrease of the error rates is not significant. Additionally, what can be observed in the table for the feature based data sets can for a large deal be explained by scaling differences between the features. Malaysia and diabetes are typically data sets with entirely different features that are not scaled properly. The sonar data set consists of spectra. By scaling the tails of the spectra are emphasized.
Conclusions
In our efforts to improve the classification performance of DBCs, we used a statistical measuring technique based on intra-class statistics of data. To achieve this improvement of DBCs, we first computed the intra-class statistics, such as the mean and the standard deviation, of the training data set. Using these statistics, we then constructed the dissimilarity matrices, where the dissimilarity was measured with the similarity function. This measuring technique has been employed to solve the problems caused by the differences in illumination and the insufficient number of data. The proposed method was tested on four face databases and some UCI data sets, and the results were compared with those of a Euclidean method. Our experimental results demonstrate that the classification accuracies of DBCs were improved significantly when the dimensionality of the dissimilarity representation has been appropriately chosen. Although we have shown that DBCs can be improved by employing the statistical measuring scheme, many tasks remain open. One of them is to improve the classification efficiency by combining the optimized DBCs in the dissimilarity space. Also, it is not yet clear that which kinds of significant data sets are more suitable for the scheme. Therefore, the problem of theoretically investigating the measuring method developed for the proposed DBCs remains to be done. Future research will address these concerns.
