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Conformal techniques, based on the covariance of Maxwell’s electrodynamics under the full confor-
mal group in four spacetime dimensions, are discussed in relation with the constant input impedance
properties of frequency-independent antennas. In particular we show that by applying suitable con-
formal transformations to existing self-complementary planar structures like logarithmic spirals, the
constant input impedance property is considerably improved, specially in the low frequency domain,
where it usually fails due to the large wavelength involved. The effect of the conformal transfor-
mation is to bring infinity up to a finite distance and, in a way, to imprison the otherwise infinite
structure in a compact region. This procedure enables to perform a more intelligent truncation with
the aim to capture some of the properties left behind in the cutting, and to design realistic ultra
width-band antennas with a more controlled value of the input impedance in the whole operation
range. Due to the fact that the tools here developed find their roots in the differential geometry of
curved manifolds, they are quite general and also suitable for dealing with 3D-antennas of arbitrary
shape, curvature and size, as well as with other systems in which the effects of truncation play a
crucial role in defining physical properties of them.
I. INTRODUCTION
Ultra wide band (UWB) technology has been of con-
siderable interest in the scientific community since the us-
able frequency bands and the maximum radiated power
within them, were defined. One of the main advantages
of UWB systems is the reduction of the fading channel
because their narrow band response. Although the trans-
mission rate is reduced due to multi-path, sensing and
localization applications are greatly benefited [1]. Cur-
rently, many of the investigations in UWB technology are
oriented to medical purposes, in particular, to the detec-
tion of inhomogeneities in the body, such as tumors [2].
Recently explored fields for UWB are, for instance, the
body area networks for medical surveying and data trans-
mission [3], as well as the development of photonic devices
for UWB signal processing [4]. In all UWB applications
the development of broad band antennas continues to be
a key and critical point, which is intensively investigated
nowadays [5]-[8].
The concept of frequency-independent antennas
(FIA’s) was formally introduced by Rumsey long time
ago [9], even though several investigations on this topic
can be traced back to the early work of Mushiake
[10], specially the ones concerning the constant input
impedance of self-complementary (SC) or mutually
dual structures, whose radiative properties are still a
matter of an active research [11]. Currently, FIA’s are
an indivisible part of UWB wireless communication
systems, and their use is widely extended in practically
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any of the applications mentioned above.
Basically, when one refers to frequency-independent
or UWB antennas, one is thinking about those in
which some of their main characteristics (as the input
impedance, the radiation pattern, the gain, the polar-
ization, among others), remain reasonably constant over
a wide range of frequencies. For instance, and depend-
ing on the application in mind, one of the key aspects of
UWB antenna design could lie in an appropriate control
of the input impedance along the whole operation band-
width, which usually will cover several GHz at microwave
bands. If this were the case, SC antennas would be of
great help by virtue of the constant input impedance
predicted by Mushiake’s relation, which emerges out by
analyzing the radiative properties of SC structures. How-
ever, this relation is based on the assumption that both
the antenna and its twin dual structure are of infinite size,
and it constitutes just an approximation in actual radiat-
ing systems, which are subjected to truncation processes
of some sort. Typical deterioration of the constant input
impedance property comes from the fact that there will
be some harmful effects at the feeding point as a result
of reflected currents from the truncated ends, and from
the distortion in the structure introduced by the feeding
port itself.
In this paper we shall first expose the rudiments con-
cerning the conformal invariance of D = 4 Maxwell’s
electrodynamics, established more than a century ago by
Cunningham and Bateman [12]-[14], and its subsequent
application in regard with the property of constant in-
put impedance of self complementary radiating systems.
Even though the nature of the conformal group was well
understood in mathematical physics since the beginning
of the twentieth century, and that its importance in mod-
ern physics –specially in quantum field theory and string
theory– is very well established [15]-[17], its connection
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2with antenna theory, to say the least, was barely reported
in the literature. The purpose of section II is to give a
brief account on the matter, not only with the aim of
introducing the basic concepts and notation related to
the geometry of Minkowski spacetime and the confor-
mal group acting on it, but also to expose the underlying
ideas in a more comprehensive and concise manner to the
electric engineer interested in antenna theory and design,
to the physicist whose domain is applied physics, and to
the mathematician which enjoys seeing how the science
he/she profess is applicable to concrete, engineering prob-
lems.
After reviewing the main properties and concepts sur-
rounding FIA’s in section III, we expose in section IV the
central idea of the paper. By means of conformal tech-
niques used frequently in the analysis of the large scale
properties of space-times, we propose a novel antenna
truncation method which, in an appropriated mathemat-
ical sense, takes into account in the design the distant re-
gions of space which were simply discarded in the usual
approach. This allows to construct more compact an-
tennas with better input impedance performance, in the
sense that the constant impedance characteristic of SC
structures is optimized. Several conformal edge spirals
antennas (the concept here introduced), based on stan-
dard logarithmic spirals, are simulated and their input
impedances are compared in section V. We finally expose
our conclusions as well as some future lines of research in
section VI.
II. CONFORMAL INVARIANCE OF
ELECTRODYNAMICS
A. A brief passage through the conformal group
We start reviewing some key concepts associated to
the conformal group that have a direct implication for
our work. For details and a complete exposition we di-
rect the reader to the standard references in the field, e.g.,
[16]. Even though we will work in a flat (i.e., non gravi-
tational) background, it is more natural to deal with con-
formal symmetry in a general spacetime (M,g), where
M is a pseudo-Riemannian (Lorentzian) D-dimensional
manifold (n ≥ 2), and g a Lorentzian metric which allow
us to measure distances onM in the way1
ds2 = gµν(x)dx
µdxν , (1)
being gµν(x) the local components of g in a local coor-
dinate system xµ. This metric enables us to know the
length of a vector, as well as the angle between two vec-
tors in a certain point x in M. If V and W are two
1 We shall adopt throughout the work the Einstein’s summation
convention.
vectors in TxM (the tangent space ofM at the point x),
we have in local coordinates that
V = vµ∂µ, W = wν∂ν , (2)
where ∂µ ≡ ∂xµ are the local coordinate basis vectors. In
particular we have the squared norm of the vectors at x
given by, for instance, ‖V‖2 = gµνvνvµ = vµvµ, whereas
the cosine of the angle between V and W at the same
point is expressed as
Cos(V,W) =
gµνv
µwµ
‖V‖‖W‖ . (3)
If we consider another D-dimensional spacetime
(M¯, g¯) with local coordinates x¯µ, then, a mapping xµ →
x¯µ is said conformal if induces a transformation of the
metric tensor of the sort
g¯µν(x¯) = Ω(x)gµν(x), (4)
for a positive function Ω(x)2. On the other hand, under
a general coordinate change, the covariant components
of the metric tensor transform according to
gµν(x¯) =
∂xα
∂x¯µ
∂xβ
∂x¯ν
gαβ(x), (5)
so, the Eq. (4) just says
g¯µν(x¯) = Ω(x)
∂xα
∂x¯µ
∂xβ
∂x¯ν
gαβ(x). (6)
Equation (3) suggests why the conformal mappings
bear their name; the angle between two arbitrary curves
crossing each other at some point does not change by the
effect of conformal scalings of the metric tensor.
The set of conformal transformations forms a Lie
group, and in the context alluded in Eq. (4), it obviously
includes the Poincare group as a subgroup, since the lat-
ter corresponds to set Ω(x) = 1. In order to take contact
with the group generators, we shall consider infinitesimal
coordinate changes of the form xµ → x¯µ = xµ + ξµ(x).
If we keep only first order terms in the infinitesimal gen-
erator ξµ(x), Eq. (5) reduces to
gµν(x¯) = gµν(x)− (∂µξν(x) + ∂νξµ(x)). (7)
In order for the transformation to be conformal, it is
necessary that
∂µξν(x) + ∂νξµ(x) = σ(x)gµν , (8)
for a function σ(x) such that Ω = 1 − σ(x) > 0, but
otherwise, arbitrary. By contracting expression (8) with
2 We adopt here the common attitude in physics of considering
Ω(x) positive in order to prevent causality violations.
3the inverse metric gµν , we can determine the function
σ(x) in terms of the generator ξµ(x), i.e.
σ(x) = 2D−1∂µξµ(x), (9)
where we have used gµνgµν = D. Even though the
present treatment applies to any space-time (M,g),
we will work in a flat Minkowskian background with
its canonical metric tensor ηµν = diag(−1, 1, ..., 1) of
Lorentz signature D−2. In order to proceed, we will take
first an additional derivative ∂ρ in expression (8), per-
mute cyclically the indices {ρµν} on it latter, and finally
take the linear combination −{ρµν} + {νρµ} + {µνρ},
obtaining
2∂µ∂νξρ = ηρµ∂νσ + ηρν∂µσ − ηνµ∂ρσ, (10)
where the argument in ξρ(x) and σ(x) should be under-
stood hereafter. Upon contracting this last equation with
ηµν , we get
2∂2ξµ = (2−D)∂µσ, (11)
where ∂2 ≡ ∂µ∂µ, and we have used several times that
ηµνη
νρ = δρµ. As one might intuit, expression (11) heralds
the special role played by the conformal mappings inD =
2. Finally, we can apply ∂ν to (10) and ∂2 to (8) and to
combine the results to obtain
ηµν∂
2σ = (2−D)∂µ∂νσ, (12)
which leads, after taking trace once more, to
(D − 1)∂2σ = 0. (13)
This last result expresses the fact that the conformal sym-
metry is trivial in D = 1, because any smooth local 1-
dimensional transformation is conformal.
The results just found enable us to fully characterize
the function σ(x). Actually, if D > 2 (the case D = 2
will be synoptically developed below), Eqs. (12) and (13)
tell us that ∂µ∂νσ = 0, and then σ(x) = A+Bµxµ, with
constants A and Bµ. In turn, by means of Eq. (10), this
implies that ∂µ∂νξρ(x) is constant, so we conclude that
ξµ(x) = aµ + bµνx
ν + cµνρx
νxρ, (14)
with constants aµ, bµν , cµνρ and cµνρ = cµρν . Having
obtained the functional form of the generators, we shall
find the physical meaning of the parameters aµ, bµν , cµνρ.
In order to do that, we substitute (14) in (8), and proceed
to solve order by order in xν . The constant term aµ
imposes no constraint at all, because both sides of the
equation are just null (use Eq. (9) in the right hand side
of (8)). This constant term is representative of the four
translations given by x¯µ = xµ + aµ.
The linear term bµν give us
bµν + bνµ = 2D
−1bλλ ηµν . (15)
The structure of this equation lead us to
bµν =  ηµν + ωµν , (16)
with free parameters  and ωµν = −ωνµ. This is no more
than the decomposition of bµν in its symmetric and skew-
symmetric parts, being the symmetric part, a pure trace
term. The constant  represents an infinitesimal scale
transformation of the coordinates, while ωµν are the in-
finitesimal generators of the Lorentz group SO(D−1, 1),
i.e., they represent the D−1 boosts and (D−1)(D−2)/2
rotations which leave invariant the Minkowski metric
ηµν . The so called special conformal transformations
(SCT’s), which actually change the metric by generat-
ing an Ω(x) 6= 1 conformal factor, will arise in consid-
ering the effect of the quadratic term cµνρ in (8). After
permuting indices and combining in the manner we did
before, it is not hard to obtain
cµνρ = bν ηµρ + bρ ηµν − bµ ηνρ, bµ ≡ D−1 cλλµ. (17)
This expression for cµνρ lead us to the infinitesimal spe-
cial conformal transformation
x¯µ = xµ + (b · x)xµ − bµ x2, (18)
where b · x = bµxνηµν and x2 = xµxνηµν . According to
the results just obtained, we can count the number of gen-
erators of conformal transformations in D spacetime di-
mensions; they consist of D translations generated by aµ,
one scale transformation generated by  (usually called
dilation), D(D−1)/2 Lorentz transformations generated
by ωµν in (16), and finally, D more SCT’s generated by
bµ. This give us a total of (D2 + 3D + 2)/2 generators,
which reduces to fifteen in the 3 + 1 dimensional (physi-
cal) case.
However, just the SCT’s are of importance in the
present work, because they are the ones that actually
change the metric up to non trivial conformal factor.
Regarding this, it can be seen that the most general
SCT can be obtained starting from the transformation
of inversion in the hypersphere, i.e., from the mapping
xµ → x′µ = xµ/x2. In fact, after performing the se-
quence inversion-translation-inversion given by the map-
pings
xµ → x′µ = x
µ
x2
,
x
′µ → x′′µ = x′µ − bµ,
x
′′µ → x¯µ = x
′′µ
x′′2
, (19)
then we see that
x¯µ =
xµ − bµ x2
1− 2b · x+ b2x2 . (20)
This is the finite version of the infinitesimal expression
(18). It follows from (20) that
x¯2 =
x2
1− 2b · x+ b2x2 ≡
x2
λ(x)
, (21)
4where we have defined the function λ(x). Then we have
(x¯− y¯)2 = λ−1(x)λ−1(y)(x− y)2, (22)
so the line element reads
d¯s
2
= λ−2(x)ds2. (23)
With the help of (4) we can take contact with the function
Ω(x), obtaining
Ω(x) ≡ λ−2(x) =
(
1− 2b · x+ b2x2
)−2
. (24)
We see that, if the vector b is real, then naturally
Ω(x) > 0, and the causal character of a given vector
field is preserved by the conformal mapping.
As mentioned before, the case D = 2 deserves special
attention. Let us comment on this peculiar situation, and
in order to get closer to the Euclidean world, let us fix
gµν = δµν in (8), and consider coordinates x ≡ (x1, x2).
Combining Eqs. (8) and (9), we immediately note that
∂1ξ1(x) = ∂2ξ2(x), ∂1ξ2(x) = −∂2ξ1(x), (25)
which are easily recognizable as the Cauchy-Riemann
equations for the holomorphic (anti-holomorphic) func-
tions3 ξ(z) = ξ1(z) + i ξ2(z) (ξ¯(z¯) = ξ1(z¯) − i ξ2(z¯)) of
the complex variables z, z¯ = x1 ± ix2. In other words,
conformal mappings in D = 2 Euclidean plane can be in-
terpreted as analytic coordinate transformations on the
complex plane onto itself. These are of the sort z → f(z)
and z¯ → f¯(z¯) for some analytic function f(z). In com-
plex coordinates, the line element of R2 will transforms
as
ds2 = dzdz¯ →
∣∣∣∂f
∂z
∣∣∣2 dzdz¯, (26)
so the conformal factor is just Ω =
∣∣∣∂f∂z ∣∣∣2. This kind
of conformal transformation was extensively used in the
past in many different contexts, such as cartography, fluid
dynamics, electrodynamics, and electrical engineering in
general.
B. Invariance of 4D-electrodynamics under the
conformal group
Conformal invariance would be only a mathematical
curiosity if physics would not be conformaly invariant.
Actually, this is the case for most of modern physical
theories, but fortunate, there is an exception: classical
3 Here, z¯ refers to the complex conjugate of z, and not to conformal
coordinates, as in x¯.
electrodynamics in D = 4. The behavior under confor-
mal changes of E and H, as well as other physical quan-
tities such the charge and current densities, was studied
first by Cunningham and Bateman more than a century
ago in their seminal works [13], [14], based on previous
results from Bateman [12] (for a more modern discus-
sion we can refer the reader to [18]). In the following,
we review the conformal invariance of D = 4 Maxwell
electrodynamics4.
We shall first investigate how the tensor fields trans-
form under the conformal group, and how these trans-
formations influence the behavior of fields and currents
in electrodynamics. As mentioned before Eq. (15), we
have that the conformal group contains the translations
x¯µ = xµ+aµ as a proper subgroup. This means that the
operator ∂µ, which is basically the generator of transla-
tions, transforms under conformal transformations as a
covariant vector, this is
∂¯µ =
∂xρ
∂x¯µ
∂ρ. (27)
Note, however, that the operator ∂µ = gµν∂ν do not
transforms as a contravariant vector, but as a contravari-
ant vector density, because
g¯µν(x¯) = Ω−1(x)
∂x¯µ
∂xα
∂x¯ν
∂xβ
gαβ(x), (28)
by virtue of expression (6). This means that
∂¯µ = Ω−1(x)
∂x¯µ
∂xρ
∂ρ. (29)
The different role played by covariant and contravariant
components of a given tensor under the action of the
conformal group, is a signature of it; this is due to the
fact that gαβ transforms as a tensor density (Eq. (28)).
In order to describe the transformation law of any field
(not just ∂µ or ∂µ), we proceed to invert the coordinates
changes in (6), namely
g¯µν
∂x¯µ
∂xα
∂x¯ν
∂xα
= Ω(x)gαβ = λ
−2(x)gαβ . (30)
If we take determinant in both sides of (30) we obtain
det
(∂x¯
∂x
)
= λ−4(x). (31)
In view of this, we can introduce the following matrix
Λµα =
∣∣∣det(∂x¯
∂x
)∣∣∣−1/4 ∂x¯µ
∂xα
, (32)
which clearly verifies ΛµαΛαν = δµν . Moreover, is easy to
see that Λµα constitutes an element of the Lorentz group,
4 We will take, then, D = 4 all along this section.
5because, replacing (32) in (30), the conformal factors can-
cel out and
g¯µνΛ
µ
αΛ
µ
β = gαβ . (33)
Eqs. (31) and (32) enable us to tend the bridge be-
tween the Lorentz transformations and the special con-
formal transformations. If a given field Ψ(x) has a
well defined behavior under the Lorentz group, we for-
mally have Ψ′(x′) = L(Λ)Ψ(x), being L(Λ) the specific
function of the Lorentz transformation represented by
Λ ≡ Λµα = ∂x′µ/∂xα. It follows (see, e.g. [19]) that Ψ(x)
will transforms under the conformal group according to
Ψ(x)→ Ψ¯(x¯), and
Ψ¯(x¯) =
∣∣∣det(∂x¯
∂x
)∣∣∣`/4 L(∣∣∣ det(∂x¯
∂x
)∣∣∣−1/4 ∂x¯µ
∂xα
)
Ψ(x),
(34)
where ` is a Lorentz scalar called the weight. For ex-
ample, a tensor density of type Bµν and weight `, will
transforms as
B¯αβ(x¯) =
∣∣∣det(∂x¯
∂x
)∣∣∣(`−1)/4 ∂x¯α
∂xµ
∂x¯β
∂xν
Bµν , (35)
which, by (31), turns out to be
B¯αβ(x¯) = λ1−`
∂x¯α
∂xµ
∂x¯β
∂xν
Bµν = Ω(`−1)/2
∂x¯α
∂xµ
∂x¯β
∂xν
Bµν ,
(36)
where we have used the relation between Ω and λ given
in Eq. (24). We see, for instance, that the contravari-
ant components of the metric tensor gµν transform as a
tensor density of weight ` = −1 (see Eq. (28)).
With the machinery just developed, we proceed now
to prove the conformal invariance of Maxwell’s electro-
dynamics. First, recall that the classical action for the
electromagnetic field
I =
1
2
∫ √
g
(
E2 −B2 − 2 ρ φ+ 2J ·A
)
d4x, (37)
can be written in terms of the field strength Fµν =
∂µAν − ∂νAµ as
I = −1
4
∫ √
g
(
FµνF
µν + 4 jµA
µ
)
d4x, (38)
where √g ≡ √| det(gµν) |, Aµ(x) = (φ,A) is the elec-
tromagnetic four-vector potential, and jµ = (ρ, j) is the
charge-current four vector. From the very definition of
Fµν we easily obtain
E = −∇φ− ∂A/∂t, B = ∇×A, (39)
which automatically solve the two homogeneous
Maxwell’s equations
∇×E+ ∂B/∂t = 0, ∇ ·B = 0. (40)
The inhomogeneous equations, which are obtained from
the action (38) by varying with respect to the components
of the four-vector potential Aµ(x), read
∂µFµν = jν , (41)
which in the standard notation are
∇×B− ∂E/∂t = j, ∇ ·E = ρ. (42)
According to the definition of the covariant derivative
necessary to introduce the electromagnetic interactions
in the context of the standard model of particle physics,
we have Dµ ≡ ∂µ− ieAµ, an then, Aµ transforms exactly
in the same manner as ∂µ5. This means that
A¯µ = Ω−1(x)
∂x¯µ
∂xρ
Aρ, A¯µ =
∂xρ
∂x¯µ
Aρ, (43)
hence, Aµ transforms as a contravariant vector density
of weight ` = −1.
The conformal invariance of Maxwell’s theory in vac-
uum is established noting first that
√
g¯ d4x¯ = Ω2
√
g d4x
(see Eq. (4)). As Aµ and ∂µ are conformaly invariant (see
Eqs. (29) and (43)), then Fµν also is. On the contrary,
by virtue of (28), we have
F¯µν = g¯µλg¯νσF¯λσ = Ω
−2Fµν . (44)
In this way, the conformal factors cancel out in the first
term of (38). In order to demand the conformal invari-
ance of the second term in (38), we have to ask that
j¯µA¯
µ = Ω−2 jµAµ, which, in turn, leads us to ask
j¯µ = Ω
−1 ∂x
ρ
∂x¯µ
jρ, (45)
in view of the transformation law of Aµ in (43). In sum-
mary, provided jµ and Aµ transform in the way they do,
the action (38), and then Maxwell’s equations (40) and
(42) are insensitive to conformal changes of the metric of
the sort (4).
III. COMPLEMENTARY STRUCTURES AND
FREQUENCY-INDEPENDENT ANTENNAS
In this short section we shall briefly discuss the fun-
damental aspects of self-complementary antennas, and
to comment on some very well established results in the
5 Of course, the electron charge e is insensible to conformal changes
of any sort.
6field which are essential in the developments of the next
section. For a full account see, for instance, [20].
Complementary 2-dimensional structures are defined
in the following manner: an infinite plane conducting
screen is pierced with apertures of any shape or size, and
the resulting screen is called A. Consider then the screen
which is obtained by interchanging the region of metal
and aperture space in A, and call this second screen A˜.
Then, screens A and A˜ are said to be complementary,
because, added together they result in a complete, in-
finite metal screen. Note that we have A ∪ A˜ = R2,
and A ∩ A˜ = ∅, so at least one of the structures must
be infinite in size. This definition can be extended to
3-dimensional structures as well.
The impedance characteristics of radiating systems
constructed upon planar structures and their comple-
mentary ones were originally investigated by Booker [21],
based on slotted antennas and dipoles. A generaliza-
tion for complementary antennas of multiple terminals
was presented latter in [22], and hundreds of works have
been published in this field ever since. A particular case
of complementary antennas is the self-complementary
or mutually dual antennas (proposed long time ago by
Mushiake [10]), where the structures A and A˜ have ex-
actly the same form, and then, both of them are infinite
in size. Self-complementary antennas possess the remark-
able property of having a constant input impedance Zin.
If the electromagnetic fields of an arbitrarily shaped
planar antenna and a complementary slot antenna are
(E1,H1) and (E2,H2) respectively (as shown in Fig.
(1)), hence, the complementary character of these two
dual structures implies a dual role for the fields involved,
namely6
a 
b 
c d 
(E1, H1) (E2, H2) (E2, H2) 
Je1 
Je2 
a 
b Jm2 
(a) (b) (c) 
6 Standard references on this topic are, among many other, Chap-
ter one of [23] and Chapter seven of [24].
Figure 1: An arbitrary, two arm planar antenna (a), and its
complementary (dual) screen, (b) and (c). The screen, con-
structed out of an infinite plane, can be thought as feeded by
means of a magnetic current source (b), or by an electric one
as in (c).
E2 ↔ ∓H1, H2 ↔ ±Z−2E1, Z−2 = iω+ σ
iωµ
, (46)
where the upper signs are for the front side of the con-
ducting plane, and the lower signs are for its reverse side.
In (46), Z is the impedance of the medium with conduc-
tivity σ, permittivity  and permeability µ (ω is the an-
gular frequency of the fields). Most of the time the com-
plementary slots might be just holes of arbitrary shape
in free space, so we have Z = Z0 = (µ0/0)1/2 in that
case.
The terminal voltages of these antennas are given by
the line integrals of the electric fields in the vicinity of the
feeding points, and their input currents are given by the
contour integrals around the feeding lines. Therefore, the
input impedances of these two antennas, Zin 1 and Zin 2,
can be expressed by the ratios of those integrals. Strictly,
for the input impedance to have meaning, it is necessary
to consider an infinitesimal gap at the feeding point. The
voltage at the terminals is given by
Vin = −
∫ b
a
E · dl, (47)
which has an unambiguous significance in view that
a ≈ b. The input current Iin can be obtained from the
Ampere-Maxwell law (first equation in (42))
Iin =
∫
S
Jin · dS =
∮
H · dl = 2
∫ d
c
H · dl. (48)
It is important to mention that the contribution coming
from the Maxwell’s displacement current Jd = ∂E/∂t is
null, because it involves a flux integral
∫
Jd · dS that
vanishes by virtue of the infinitesimal character of the
gap at the feeding point. The input impedances of both
structures are then
Zin 1 =
∫ b
a
E1 · dl
2
∫ d
c
H1 · dl
, Zin 2 =
∫ d
c
E2 · dl
2
∫ b
a
H2 · dl
. (49)
By taking the product of the expressions for these two
impedances and introducing the relations given in (46),
it is very simple to show that Zin 1Zin 2 = Z2/4. In the
particular case of self-complementary antennas A = A˜,
and then the input impedance obeys Mushiake’s relation
Zin =
1
2
( iωµ
iω+ σ
)1/2
, (50)
which, in free space, reduces to the simple expression
Zin =
1
2
Z0 = 60pi [Ohm]. (51)
7These last two relations mean that the input impedance
of a self complementary antenna is constant, irrespective
of its specific shape and operation frequency.
IV. THE NOVELTY: CONFORMAL EDGE
ANTENNAS
The current distributions on planar infinite sheets out
of which a given self-complementary antenna is theoreti-
cally conceived, are disturbed by the truncation which is
necessarily introduced in order to implement it in prac-
tice. For instance, there will be some harmful effects at
the feeding point as a result of reflected currents from
the truncated ends. Such truncation effects necessarily
cause deterioration of the constant-impedance property
assured by the theory. In this section, we propose an spe-
cific family of conformal factors Ω(x) as emerge from the
analysis of the conformal structure of infinity performed
mainly by Penrose in Refs. [25] and [26]. Conformal
edge antennas7 will then be obtained from usual planar,
self-complementary structures by applying these kind of
transformations to the points lying on the arms of the
latter.
In particular, bearing the application we have in mind,
it is sufficient to deal with the conformal structure of flat
Minkowski spacetime in four dimensions. The novel idea
we propose, is to combine these tools together with the
conformal invariance of D = 4 electrodynamics to ob-
tain compact (finite) antennas which, in certain specific
sense, capture the properties of spatial infinity by means
of an intelligent (and physically motivated), choice of the
conformal factor Ω(x).
In order to further pursuit this goal we will give a brief
account of the procedure of attaching to Minkowski space
a collection of special points representing time and spa-
tial infinity, as developed in the above mentioned refer-
ences, where we refer the reader for a thorough exposi-
tion. To see how this works, consider the line element
of Minkowski spacetime in pseudo-euclidian coordinates
(t, x, y, z), ds2 = dt2−dx2−dy2−dz2, but written in ad-
vanced and retarded null coordinates v = t+ r, u = t− r
(note that u ≤ v), where r2 = x2 + y2 + z2 and, as usual,
x = r cosθ cosφ, y = r sinθ cosφ, z = r sinφ. (52)
In these coordinates (u, v, θ, φ), the metric adopts the
form
ds2 = dudv − dr2 − 1
4
(u− v)2(dθ2 + sin2θ dφ2). (53)
A further coordinate change will bring up the conformal
structure explicitly. Let be (p, q, θ, φ) the coordinates
7 Here conformal refers to the group briefly exposed in Sec. II,
and not to “adapted to a given surface”, as in Ref. [27].
defined by
v = tan p, u = tan q, (54)
so we have −pi/2 ≤ q ≤ p ≤ pi/2. This change has
the effect that the points at infinity have finite values as
viewed in p, q coordinates. Using that dv = sec2p dp and
du = sec2q dq, we have that (53) results
ds2 = sec2 p sec2 q ds¯2, (55)
where ds¯2 = dpdq− 14sin2(p− q)(dθ2 + sin2θ dφ2), or, in
the notation we have adopted from the outset (see Eqs.
(23) and (24)),
ds¯2 = Ω(p, q) ds2, Ω = λ−2 = sec−2 p sec−2 q. (56)
The important point is that the metric ds¯2 is perfectly
regular at p = pi/2 and q = −pi/2 (whereas ds2 is
not, because those points correspond to v = ∞ and
u = −∞ in that space-time). The situation is such that
we have a well-defined conformal structure on a manifold
(given by −pi/2 ≤ q ≤ p ≤ pi/2) with boundary (given
by q = −pi/2 or p = pi/2), and its interior (given by
−pi/2 < q ≤ p < pi/2) is identical in conformal structure
with Minkowski space-time. This means that we have at-
tached to Minkowski space-time a boundary which con-
sists of points which are actually at infinity, obtaining in
this way a new manifold which is compact8.
The standard truncation procedure used in practice
can be summarized as follows:
(∗) Take a 2D self-complementary antenna A of an arbi-
trary shape and infinite dimensions, and set a pla-
nar circular region of the space of radius R centered
at the feeding point of A. This circular region will
be a measure of the size of the antenna, possibly
imposed by a given application. Then, cut A in
such a way that it ends up being totally circum-
scribed in the disk of radius R, obtaining thus a
new truncated, physically realistic antenna AT .
The main idea we propose in order to implement a more
clever truncation can be stated, in turn:
8 This procedure is, however, non unique. In fact, the kind of
compact manifold obtained comes from the specific coordinate
change (54). Other changes are admissible in order to get a
boundary, for instance v = tan(p + p0 pn), u = tan(q + q0 qn),
with p0, q0 ≥ 0 and any odd natural number n. What makes (54)
so important, is that the ds¯2 below Eq. (55) obtained by these
means also constitutes a solution of the equations of motion of
Einstein’s General Relativity, called Einstein’s static universe.
Even though all this is clearly beyond the scope of the present
article, the interested reader is invited to consult Chapter five of
[28] for further details.
8(∗∗) Take into account the infinite region previously left
aside in the truncation process of A, and perform
a special conformal transformation to it in order
to bring infinity up to the compact region whose
boundary is the circle of radius R. This can be done
by choosing the conformal factor Ω(x) in an appro-
priated way which, in turn, might be highly non
unique. The effect of the conformal transformation
is to squash everything up near infinity, thus, points
close to the circle are actually very distant in the
usual (untransformed) picture. The antennas AΩ
so obtained will have all better performances con-
cerning the constancy of Zin, even though this will
depend on the choices of Ω.
The property that assures a better behavior of Zin for
AΩ is just the invariance of the former under conformal
changes of the metric. We proceed now to expose and
discuss this matter.
As mentioned before, the input impedance Zin can be
expressed by the ratio of the input voltage to the input
current at the feeding point. Of course, expressions of
the sort (49) do not take into account the finiteness of
the actual antenna, and so, they constitute just an ap-
proximation in a real truncated system. Nonetheless, we
can make use of a conformal change in order to bring
infinity up to a finite distance, and then, to perform a
more intelligent truncation with the aim to capture some
of the properties left behind in the cutting. Clearly, for
this process to be meaningful, we have to show first that
Zin is conformaly invariant.
In general, when the scale factor is an arbitrary smooth
and non null function, the invariance of Zin must be es-
tablished on the basis of the transformation law for E
and H, as well as the differential dl involved in expres-
sion (49). In turn, and for the sake of simplicity, we
can elaborate an heuristic argument in order to prove
the covariance of (49). As mentioned in the preceding
section, the integrals in (49) are performed along paths
surrounding the feeding terminals, which are very close to
each other. In other words, the integrals should be calcu-
lated along paths which can be embedded in a very small
sphere of radius r0 centered at the feeding point. In view
that the conformal change just alters the structure of the
space in the remote regions away from the origin, we can
simply think about it as if the conformal factor behaves
in a neighborhood of the origin as Ω(r) = r+O(r2). This
means that in a small neighborhood of the terminals, ev-
ery field is invariant under the conformal change, and
then, so it is Zin in equation (49). Although that these
considerations repose in a choice of a specific family of
conformal factors (all of them smoothly approaching the
identity at the origin), they are perfectly pertinent to the
present purposes.
V. ENGINEERING MATTERS AND RESULTS
We proceed now to implement the conformal tech-
niques exposed above in a couple of designs which are
of extensive use nowadays in UWB communications sys-
tems. The idea is to modify the structure of the space-
time –and then, everything within it– with the aim of
distorting the usual notion of distance between points as
we know from our contact with the euclidian world. As
explained in IV this will allows us to give precise meaning
to sentences of the kind "to cut a hole out from an infi-
nite conducting plane" or "at an infinite distance away
from the sources", which are in the sine of many of the
idealizations behind electrodynamics.
We shall concentrate our efforts on one specific self
complementary, two-dimensional planar radiating sys-
tems. Specifically, we shall deal as an example with the
logarithmic spiral antenna. Due to the fact that our radi-
ating structures are not changing in time, we will slice the
space-time in constant time hypersurfaces, and to place
our antennas at t = 0 without loss of generality. Besides,
in view that we are dealing with planar structures, we
shall set the polar angle φ of an spherical coordinate sys-
tem (r, θ, φ), to the value φ = pi/2. So, effectively, we
will describe our antennas in terms of polar coordinates
(r, θ).
Let A1 and A2 be the regions in R2 delimited by the
polar curves
{ A1
A2 =
 〈r1 = r0Exp
(
α θ + 〈pi/20
)
〈r2 = r0Exp
(
α θ + 〈3pi/2pi
) , (57)
where r0 and α are two constants representing the ini-
tial distance to the origin and the growing rate of the
spiral, respectively. In (57), (let us say) the symbol 〈r1
actually represents two curves, one with a null phase,
and the other with a phase of pi/2. The two-arms self-
complementary, planar logarithmic spiral is defined ac-
cording to A = C`(A1 ∪A2) (here C` refers to the math-
ematical closure of a set). Note that A2 is just Rotpi A1
(a rotation of pi radians about an axis orthogonal to the
plane of the spiral), and R2 − A = Rotpi/2A. In this
way, the logarithmic spiral just defined is actually self-
complementary.
The exposed design, as well as its intervening parame-
ters, is depicted in Fig. 2. Clearly, the model appearing
in Fig. 2 was affected by a truncation process of the kind
(∗), as explained in the previous section. Our aim now
is to conceive some conformal transformations in order
to obtain a family AΩ of conformal edge antennas of the
sort envisioned in (∗∗).
Any point p0 of the regions A1 and A2 of the antenna
can be thought as the image of a given value of the polar
angle (let us say, θ0), under a curve r(θ) lying in the cor-
responding region. Of course, r(θ0) also represents the
distance between p0 and the origin, then, a conformal
9rin 
π/2 
rout 
𝝍 = 𝐚𝐫𝐜𝐭𝐚𝐧⁡(𝟏 𝜶 ) 
+ 
_ 
A1 
A2 
Figure 2: The logarithmic spiral antenna, as defined in eq.
(57), and subjected to the standard truncation procedure.
transformation squashing distances will act directly on
the radial coordinate in the way r(θ) → r¯(θ) = f(r(θ)),
for some suitable function f(r). If we follow the proce-
dure exposed in IV, the advanced and retarded coordi-
nates become v = r, u = −r (note that t = 0), so they
are not actually independent on the hypersurface t = 0,
which in turn, seals also the dependency of the coordi-
nates p, q defined in Eq. (54). As a matter of fact we
also have p = −q when t = 0, and the relevant conformal
coordinate change is p ≡ r¯ = arctan(r), so the function f
just mentioned results f(r) = arctan(r) in this particular
case, and the resulting conformal edge antenna AΩ reads
AΩ = C`(AΩ 1 ∪ AΩ 2),
{ AΩ 1
AΩ 2 =
{
k0 arctan(〈r1)
k0 arctan(〈r2) ,
(58)
where 〈r1 and 〈r2 are defined in Eq. (57), and k0 is a
scaling factor with units of length. It is clear that the
conformal edge antennas obtained by this procedure are
compactly supported, in the sense that they possess a
maximum external radius rout of k0pi/2. This external
radius is representative of the set of points which live at
spatial infinity, and the entire circle of radius rout repre-
sents those points which in our usual picture are obtained
by means of the limit r →∞.
The notion of compactness behind conformal edge an-
tennas is not patrimony of the specific coordinate change
r¯ = arctan(r). We can try other options with the purpose
of putting a bound to the radial coordinate. Among a va-
riety of choices, we can rehearse αθ → θ′ = arctan(αθ).
In this case we would have
AΩ = C`(AΩ 1 ∪ AΩ 2),
{ AΩ 1
AΩ 2 =
{ 〈r1(θ′)
〈r2(θ′) , (59)
The idea behind the transformations of the kind (58) and
(59) is schematically depicted in Fig. 3. It is important
to mention that, despite the resemblance with some pre-
vious developments (see [31] and [32]), the antennas here
exposed are based on first principles and in conformal
methods which are applicable to any self-complementary
radiating element, even in three dimensional space and
to antennas of an arbitrary structure and geometry.
A1 
A2 
rout 
rin 
Figure 3: A conformal change was applied to the standard
spiral antenna of eq. (57), obtaining in this way a type of
conformal edge spiral antenna.
We now proceed to simulate several designs, and to
characterize the input impedance of them. In Figs. 4 and
5 the real and imaginary parts of the input impedance
as a function of the frequency for three different planar
antennas with the same inner and outer radius of 1mm
and 70mm respectively, operating in the S-C-X bands, is
shown. To require the same size in the three proposed
designs, obviously involves different choices of the inter-
venient parameters α, k0 and r0.
Compared with a standard logarithmic spiral (blue
dotted curve), we have two different conformal edge spi-
rals coming from different conformal changes. The one in
dashed black line was obtained from the spiral by means
of a conformal change of the form (58), while the solid
red curve was constructed upon a conformal transforma-
tion of the sort (59). We shall call these two antennas
conformal edge spirals (CESP).
Even though all three designs have nice constant in-
put impedance performances in a range of about 8 GHz
(from 2 GHz to 10 GHz), we clearly see that the confor-
mal ones approach the theoretical value Re(Zin) = 60pi
predicted by Mushiake’s relation (50) in a higher degree
of exactness. As a matter of fact, the constant impedance
property is remarkably achieved within less than a 15%
for CESP1 and within less than 3% for CESP2 along
the 8 GHz range mentioned. The frequency-independent
behavior of the CESP’s is also evident in the more con-
trolled value of the Im(Zin), as witnessed in Fig. 5,
which shows that it varies just up to 20 Ohms in the
whole operation range, comparing with a variation of
about 50 Ohms of the usual spiral along the same fre-
quency range.
An alternative visualization of the fine performances
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Figure 4: The normalized real part of the input impedance
Re(Zin)/60pi as a function of the frequency for three planar
antennas. Apart from the standard logarithmic spiral (blue
dotted curve), we show two conformal edge spiral antennas,
CESP1 (black dashed) and CESP2 (red solid).
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Figure 5: The imaginary part of the input impedance as a
function of the frequency for the same designs as in Fig. (4).
of the CESP’s so designed is given by the amount of re-
flected power as a consequence of the mismatch between
the impedance of the feeding port (taken as 60pi), and
the input impedance Zin of the antennas. The reflection
coefficient Γ is depicted in Fig. 6, where the standard
−10 dB marginal value, achieved by the logarithmic spi-
ral, is considerably improved to less than −20 dB in a
wider range of more than 9 GHz by the two CESP’s.
Note that the −10 dB value is obtained in the CESP’s
at frequencies as low as about 750 MHz.
If the application requires to further extend the band-
width towards the low frequency regime, an enlargement
of the dimensions of the antennas is necessary. Nonethe-
less, the technique here developed allows to expand the
bandwidth by keeping the radiating system as small as
possible. Figs. 7 and 8 show the real and imaginary
part, respectively, of the input impedance of two addi-
tional antennas, compared with the CESP2 worked be-
fore. Now, we have in dashed black a new conformal edge
spiral (CESP3) with an outer radius of 140mm (twice the
one of CESP2, maintaining the inner radius of 1mm and
exactly the same feeding port as before), and a new spi-
ral (in dotted blue) of the same dimensions than those
of CESP3. It is clear that even though the size of the
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Figure 6: Reflexion coefficient as a function of the frequency
for the same designs as in Fig. (4).
spiral doubles the one of CESP2, its performance is bet-
ter just below 1 GHz, where the impedance of CESP2
has a strongly oscillating character due to the fact that
the ratio between the wavelength and the diameter of
the antenna is λ/D ≈ 2. In total contrast and, despite of
having the same outer radius than the logarithmic spiral,
the input impedance of CESP3 differs from 60pi in less
than 5% in the range 0.6 - 10 GHz, and its performance
is very nice even at frequencies as low as 500 MHz, where
Re(Zin)/60pi ≈ 0.9. These fine features are accompanied
by the corresponding proper behavior of Im(Zin) (see
Fig. 8), and also by the reflection coefficient shown in
Fig. 9.
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Figure 7: Normalized real part of the input impedance as
a function of the frequency for a double radius spiral (dot-
ted blue) and double radius conformal edge spiral (CESP3,
dashed black), compared with the CESP2 of Fig. 4.
VI. CONCLUSIONS
In this article we have gathered several techniques com-
ing from quite different branches of physics and math-
ematics, such as conformal field theory, electrodynam-
ics and differential geometry, and combined them in
order to get a consistent framework capable of deal-
ing with certain practical issues in the field of UWB,
self-complementary planar antennas. After reviewing
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Figure 8: Imaginary part of the input impedance as a function
of the frequency in the same circunstances as in the previous
figure.
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Figure 9: Reflexion coeficcient as a function of the frequency
for the same designs as in Fig. 7.
the fundamentals of the conformal group and its rela-
tion with classical electrodynamics, we have briefly in-
troduced frequency-independent antennas and their con-
stant input impedance property as it comes from Mushi-
ake’s relation, Eq. (50). This theoretical relation is
strongly based on the fact that (planar) SC antennas are
constructed out of an infinite conducting plane. How-
ever, actual SC antennas are always subjected to a trun-
cation process of some kind which crucially affects their
performances in general, and their input impedances in
particular. Bearing this unavoidable limitation in mind,
we have asked under what circumstances a different trun-
cation procedure can be implemented on a given SC an-
tenna in order to have a more controlled input impedance
level along the widest possible frequency range.
In section IV we gave a definite answer to this question.
Applying –as Penrose did– certain conformal transfor-
mations to the flat (Minkowskian) space-time, we have
shown how a given antenna can be designed to have a
radius which is just its conformal edge. This boundary
is, theoretically, representative of spatial infinity, so we
have in practice a compact antenna which actually be-
haves as if it were bigger. Regarding this, section V was
devoted to the design and simulation of one specific ex-
ample of conformal edge antenna, namely, the one com-
ing from a conformal transformation applied to a SC log-
arithmic antenna, which we have called conformal edge
spiral (CESP). We have opportunely seen that the im-
provements predicted by the theory concerning the con-
stancy of the input impedance curve, are confirmed by
the simulations. In particular, depending on the size and
shape of the CESP’s, some values of Re(Zin) differ from
60pi within less than 5 % along a frequency range of 0.6 -
10 GHz (CESP3, see Figs. 7 and 8). Particularly remark-
able, in view of its small dimensions, is the performance
of CESP2 (see. Figs. 4 and 5), whose input impedance
Re(Zin)/60pi ranges between 0.97 and 1, along 8 GHz in
the band 2 − 10 GHz. It will be matter of future works
to construct and characterize several prototypes of this
kind.
The framework here exposed has a number of natu-
ral applications that we have not discussed, which go far
beyond planar SC radiating systems, and that will con-
stitute material for future developments. Among them
we can mention the generalization to SC structures in
flat three spatial dimensions, the analysis of the input
impedance of antennas constructed on curved surfaces of
arbitrary shape, and the study of the conformal structure
of arrays of radiating systems. On more formal grounds,
it would be also interesting to approach the study con-
cerning the limitations of a given radiating system in gen-
eral –along the lines of those discussed in [33]– in the light
of the ideas here exposed.
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