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Abstract
In this dissertation, I have used time-domain magneto terahertz spectroscopy
to study several topological materials including topological insulator single
crystals of Bi0.1Sb0.9Te2S, topological crystalline insulator thin films of Pb0.5Sn0.5Te,
Dirac semimetal thin films of Cd3As2, thin films of the magnetic Weyl semimetal
candidate Mn3Sn, Luttinger semimetal thin films of Pr2Ir2O7. I have made
many interesting observations. In Bi0.1Sb0.9Te2S, for the first time, I extracted
the topological surface state optical conductance in this bulk-insulating topo-
logical insulator by optics. In Pb0.5Sn0.5Te, I extracted its optical conductivity
in the circular polarization basis and found its bulk states are massive Dirac
fermions. In Cd3As2, I directly observed the optical conductivity for the chiral-
anomaly related ac transport which is a smoking-gun signature of the chiral
anomaly and resolves issues regarding the long debate over the origin of nega-
tive longitudinal magneto resistivity in dc transport. In Pr2Ir2O7, I uncovered
a large dielectric anomaly that gives evidence that this system is a symmetry-
protected quadratic band touching, which makes this compound a potential
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platform for crossover between topological semimetals and strongly correlated
physics. Finally, I included a terahertz spectroscopic study of a large number of
superconducting thin films of NbN in the appendix. I presented clear evidence
to demonstrate that the in-gap dissipation states observed by optics are not
from the Higgs mode. Through comparing with tunneling data, I found these
in-gap optical conductivities come from disorder-induced subgap states.
Primary Reader and Advisor: Dr. N. Peter Armitage
Secondary Reader: Dr. Collin Broholm
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Topological materials are a new class of quantum materials in which the
topological properties of their quantum mechanical wave functions determine
their electronic properties. Topology is a mathematical concept, and Wikipedia
gives its mathematical definition: Topology is concerned with the properties
of space that are preserved under continuous deformations, such as stretching,
twisting, crumpling and bending, but not tearing or gluing. To describe the
topology of space, a topological invariant can be constructed by mathematical
formulas [1]. Figure 1.1 shows an example for two objects which have different
topologies. The orange has a closed surface without a hole. But the donut’s
closed surface leaves a hole in the center. No matter how one deforms both ob-
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Figure 1.1: The surfaces of (a) orange and (b) donut are not topologically equal
because they cannot tranform by doing any continuous deformation. Figures
are adpoted from Ref. [1].
jects continuously, they cannot be topologically equal because the donut always
preserves one hole but the orange always does not. In this regard, the number
of holes in the example can be regarded as a topological invariant or topologi-
cal charge. Generally, a set of objects in 3D space can be classified topologically
by the number of holes they possess. Moreover, not only one method could be
used to define topological invariant. In the same object, a group of topological
invariants may also be well-defined, which makes multiple topological invari-
ants possible.
Physics and topology had not intersected much until the discovery of quan-
tum Hall effect [42]. In 2D electron gas with a perpendicular magnetic field,
its Hall conductivity could be quantized at σxy = n e
2
~ . Here n is the filling factor
of Landau levels. In the quantized regime, no matter how one varies the mag-
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which does not depend on the details of the sample such as its size and shape.
This example is very similar to the case shown in Figure 1.1 where you can only
have an integer number of holes through a donut and an orange. Similar math-
ematical formulism can be developed in the framework of solid-state physics.
In analogy to the 3D space we live in, a complete basis formed from one group
of orthonormal wavefunctions such as Bloch wavefunctions or Wannier wave-
functions could constitute a Hilbert space. The electron wavefunction which
depicts an electron’s motion in k space will construct a manifold in Hilbert
space. Investigation of the topology of the manifold is now key to explore exotic
topological phases in condensed matter.
1.1 Berry Curvature and Berry Phase
In a solid with a periodic lattice, the motion of electrons can be described
by a periodic Hamiltonian H = p
2
2m
+ V (r), where V (r + a) = V (r) and a is the
lattice vector. The eigen wavefunction of a single electron follows the bound-
ary condition: ψnk(r + a) = eik·aψnk(r). The periodic Hamiltonian H can be
transformed into k space by unitary transformation and the Hamiltonian in k
space can be expressed as H(k) = e−ik·rHeik·r. The eigen wavefunction of H(k)
is unk(r) = e−ik·rψnk(r), where unk(r + a) = unk(r). The Berry curvature of the
electron wavefunction in k space can be defined as [1,43]:
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Ωn(k) = ∇k× < unk(r)|i∇k|unk(r) > (1.1)
One can see Berry curvature carries intrinsic information of wavefunctions.
In systems with time-reversal and inversion symmetries, Ωn(k) is zero but it
can be nonzero when one or both of symmetries are broken. The Berry cur-
vature in momentum space behaves as an effective magnetic field. In some
special systems, it exerts real effects and generates colossal responses such as
a large anomalous Hall effect observed in the magnetic Weyl semimetal candi-
date Mn3Sn [32].




Ωn(k) · dS (1.2)
Here, the integral is a surface integral and S represents an area in k space.
Because Ωn(k) can be understood as effective magnetic field in k space, γn
can be regarded as effective magnetic flux of the surface S where the effective
magnetic field Ωn(k) penetrates.
The concepts of Berry curvature and Berry phase are abstract. The first
good example of the application of these concepts is the quantum Hall effect.
By using perturbation theory, the Hall conductivity σxy of 2D electron gas can
be expressed as [43,44]:
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In quantized regime, v is an integer. It is a topological invariant of quantum
Hall system and is usually called Thouless-Kohmoto-Nightingale-Nijs (TKNN)
invariant or Chern number. Quantum Hall systems are 2D but the formalism
developed in 2D can be easily extended to 3D if one decomposes the 3D system
into infinite numbers of 2D layers.
1.2 3D Topological Insulator
In quantum Hall systems, the 1D edge states are protected by nonzero
TKNN invariant, in other words, by a Chern number. The appearance of these
topologically protected edge states needs magnetic field to break the time-
reversal symmetry. 3D topological insulator (TI) is a new kind of topological
matter which resides 2D topologically protected edge states without magnetic
field. Different from quantum Hall systems which need external magnetic field,
in 3D TIs the spin-orbital coupling (SOC) acts as an effective magnetic field,
but SOC itself does not break time-reversal symmetry [1, 43, 45]. A new topo-
logical invariant, which is usually called the Z2 topological invariant, can be
well-defined in 3D TIs to describe this new kind of topological state.
The definition of Z2 topological invariant in 3D TIs is rather tedious but
5
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Figure 1.2: The number of surface states crossing the Fermi energy EF is even
in (a), whereas it is odd in (b). An odd number of crossings leads to topologically
protected metallic boundary states. Figures are adapted from Ref. [1].
can be found in Ref. [46]. I will directly show the physical consequences of Z2
topological invariant. In a system which preserves time-reversal symmetry,
the energy eigenvalue of the Bloch Hamiltonian follows: En(k) = En(−k). This
means the k state and −k state are degenerate and they are called a Kramer’s
pair. As shown in Figure 1.2, at time-reversal invariant momentum (TRIM),
k state and −k state are collapsed into one state. This indicates each state
at TRIMs such as Γa and Γa in Figure 1.2 is at least two-fold degenerate. If
the Fermi level crosses surface bands by an odd number of times, the Z2 topo-
logical invariant of this system will be 1. However, if the Fermi level crosses
surface bands an even number of times, the Z2 topological invariant will be 0.
A nonzero Z2 topological invariant indicates the surface states are topologically
protected. In such a case, no matter how one deforms surface bands, the Fermi
level will unavoidably cross the surface bands, making surface transport al-
6
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ways metallic except the degeneracy is lifted. In contrast, if the Z2 topological
invariant is zero, through deforming surface bands, one can avoid intersecting
between surface bands and Fermi level. In other word, the metallic surface
states in such a system can be gapped and is not topologically protected. A
famous concept the bulk-boundary correspondence can be used to understand
why metallic surface states are unavoidable in a topological insulator. When a
3D TI presents in the vacuum, the vacuum itself can be regarded as a Z2 trivial
band insulator. The surface of the TI is the interface to separate the TI’s bulk
states and the vacuum. From the bulk states of TI to vacuum, the Z2 topologi-
cal invariant varies from 1 to 0. This cannot happen unless the band gap closes
in surface bands. The metallic edge states should exist to separate these two
topologically different bulk-insulating states.
The topological surface states (TSSs) in TIs are interesting. Figure 1.3
shows a well-known 3D TI Bi2Se3. The band dispersion of its TSSs is linear
and forms a so-called Dirac cone in the center of surface Brillouin zone. Fur-
thermore, the directions of spin and momentum of surface fermions are locked.
Their spins are always perpendicular to their momentums, forming a helical
pattern.
7
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Figure 1.3: (a) Crystal structure of the well-known 3D TI Bi2Se3. (b) Band
structure calculation of Bi2Se3. A metallic surface band can be clearly resolved.
(c) Photoemssion results of Bi2Se3. The Dirac dispersion and helical spin pat-
tern can be observed. Figures are adapted from Ref. [2,3].
1.3 Topological Crystalline Insulator
In 3D topological insulators, the TSSs are protected by time-reversal sym-
metry and Z2 topological invariant. One may ask, besides time-reversal sym-
metry, is there any other mechanism to make TSSs possible in 3D materials?
The answer is “yes”. Besides time-reversal symmetry, discrete spatial symme-
tries such as lattice mirror symmetry can also protect surface states and make
them topologically nontrivial. The topological crystalline insulator (TCI) is one
good example.
PbTe is a conventional thermoelectric semiconductor. Its direct band gap
8
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Figure 1.4: (a) Crystal structure and (b) the Brillouin zone of the SnTe-class
materials. Band structures of (c) SnTe and (d) PbTe. (e) The band gap of SnTe
and PbTe as functions of their lattice constants. Figures are adapted from
Ref. [4].
is located at four L points in the Brillouin zone as shown in Figure 1.4. Its
conduction bands are mainly from s orbital of Pb and valence bands come from
p orbital of Te atoms. These bands are aligned in the normal order and can be
smoothly deformed to the atomic limit. By carefully choosing x in Pb1−xSnxTe,
the bands around four L points can be inverted [4]. As shown in SnTe’s band
structure, its conduction bands are from p orbital of Te atoms and valence
bands come from s orbital of Sn atoms. Given that there are four band in-
versions in the Brillouin zone, SnTe is Z2 trivial. However, by taking lattice
mirror symmetry into consideration, the Bloch wavefunctions on mirror plane
could be relabelled by the eigenvalues of the mirror operation. A new integer
9
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topological invariant mirror Chern number can be defined [4]. Similar to the
bulk-boundary correspondence argument applied in topological insulators, the
nontrivial mirror Chern number in SnTe could make it host TSSs. In contrast
to TIs which have an odd number of TSSs, this new class of topological crys-
talline insulators always has an even number of TSSs.
1.4 Dirac Semimetal
In topological insulators and topological crystalline insulators, the 2D mass-
less Dirac surface bands are protected by time reversal and lattice symmetries
respectively. It is natural to ask whether there are some systems showing 3D
massless Dirac bands. The answer is “yes”. The simplest 3D massless Dirac
system can be realized by carefully tuning the bulk band structures of TIs or
TCIs [5]. For example, the bulk states of the TCI compound PbxSn1−xTe has
been shown to be 3D massive Dirac fermions [47]. By carefully tuning the con-
centration of Pb, its band gap gradually decreases. At the critical point xc ∼
0.54, the band gap will close [19]. Further increasing the content of Pb will re-
open the band gap. At the critical point xc when the band gaps are just closed,
the bulk bands of PbxcSn1−xcTe near L points can be regarded as 3D massless
Dirac bands. Unfortunately, this kind of 3D massless Dirac bands is very sensi-
tive to external perturbations. With a slight deviation from the critical doping
10
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Figure 1.5: (a) Bands without inversion. (b) Bands with inversion. (c) Along
the high-symmetry direction in k space, hybridization between conduction and
valence bands are forbidden, which results in linear band crossings. Figures
are adapted from Ref. [5].
level xc or a little external strain applied, the 3D massless Dirac bands will be
wiped out, making Dirac semimetal generated in this way unstable.
The more effective route to 3D Dirac semimetals is the band inversion mech-
anism. In a system with time-reversal and inversion symmetries, as shown in
Fig. 1.5(a), its bands are two-fold degenerate. With increasing SOC, the bands
can be inverted to the structure as shown in Fig. 1.5(b). This process makes
the band gap close and reopen. However, when there is a high symmetry axis
and the bands belong to different irreducible representations, the hybridiza-
tion will be forbidden. As a result, there should be band crossings as shown in
Fig. 1.5(c). The crossing points are four-fold degenerate. The dispersions near
the crossings are linear. This is the 3D massless Dirac semimetal. There are
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two famous 3D Dirac systems: Na3Bi and Cd3As2. Here I will use Cd3As2 as an
example to show some details of Dirac semimetals [6]. Figure 1.6 shows the lat-
tice structure and Brillouin zone of Cd3As2. The lattice of Cd3As2 has four-fold
rotation symmetry. The low-energy physics is dominated by the conduction s
state Γ6=|SJ= 1
2
, Jz= ± 12 〉 from atomic Cd−5s orbitals and the heavy-hole p state
Γ7=|PJ= 3
2
, Jz= ± 32 〉 from As−4p orbitals. Band inversion near EF introduces
band gap in all directions except Γ−Z line because in this direction Γ6 and Γ7
belong to different representations Λ7 and Λ6 of C4 rotational symmetry around
the kz axis respectively. As shown in Fig. 1.6(e), the band dispersions near the
node is approximately linear. The dispresion far away from Dirac node will
gradually deviate from linear Dirac dispresion and the quadratic band correc-
tion should be taken into consideration.
1.5 Weyl Semimetal
Dirac semimetal preserves time-reversal and lattice inversion symmetries,
making its Dirac cones two-fold degenerate. Either breaking time-reversal or
lattice inversion symmetry could split the Dirac cones. The new nondegenerate
linear band crossings are called Weyl cones and they are associated with a new
class of topological semimetal: the Weyl semimetal. Figure 1.7 shows an exam-
ple of a Weyl semimetal. The Hamiltonian used to describe low-energy physics
12
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Figure 1.6: (a) and (b) Crystal structure of Cd3As2. (c) Band structure of
Cd3As2. Band inversion appears in the Γ−Z direction and Dirac nodes are
along the kz axis. (d) The Brillouin zone of Cd3As2. (e) The band dispersion
near the Dirac node. Figures are adapted from Ref. [6].
near the Weyl nodes is H∓ = ±p · σ. This Weyl Hamiltonian shows the Weyl
fermion has fixed chirality. That is, the spin of Weyl fermion is always parallel
or anti-parallel to its momentum. The Weyl nodes act as monopoles of Berry
curvature. An integral of Berry curvature on a closed surface which contains
one Weyl point is:
∫
S
Ω(k)dS = −2πC. Here, C is the chirality of the Weyl node.
This special feature makes the region between two Weyl nodes which have op-
posite chiralities give rise to topological surface states. The surface states start
13
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Figure 1.7: (a) Dirac cone with two-fold degeneracy. (b) Nondegenerate Weyl
cones. (c) Gapped surface band when kx = k1. (d) The bulk and surface Brillouin
zones of Weyl semimetal. (e) Fermi-arc surface states at kx = k0. Figures are
adapted from Ref. [7].
from the projection of one Weyl node onto the surface Brillouin zone, and stop
at the projection of the other Weyl node. If the bulk Fermi level is just at the
Weyl nodes, the Fermi surface of the surface states is an open arc as shown in
Fig. 1.7(b).
TaAs is the first Weyl semimetal confirmed by experiments. It is a non-
magnetic semimetal and its lattice lacks inversion symmetry. Band structure
calculations indicate TaAs has nondegenerate linear band touchings and is a
Weyl semimetal [48, 49]. In total, it has 24 Weyl points. So many Weyl points
result in complex Weyl surface Fermi arc structures when projected onto the
14
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Figure 1.8: (a) Crystal structure of TaAs. (b) Surface topography of TaAs. (c)
Band structure of TaAs. (d) 24 Weyl nodes in the Brillouin zone of TaAs. (e)
Surface states in the surface Brillouin zone of TaAs. Figures are adapted from
Ref. [7].
surface Brillouin zone. For example, as shown in Figure 1.8, there will be 16
projected Weyl points on the 001 surface. A large number of Fermi arcs will
connect these Weyl pairs, making the situation of surface states super compli-
cated.
Besides the inversion-symmetry breaking Weyl semimetals, as introduced
above, time-reversal symmetry breaking can also split Dirac cones and intro-
duce Weyl semimetals [50]. Pyrochlore iridates such as Eu2Ir2O7 have been
predicted to be Weyl semimetals [51]. At low temperature, these compounds de-
15
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velop an All-in-All-out magnetic structure which breaks time-reversal but pre-
serves lattice inversion symmetry. Although predicted to be a Weyl semimetal,
very few experiments have confirmed this. Another magnetic Weyl semimetal
candidate is YbMnBi2 [52]. The ground state of this compound is a collinear an-
tiferromagnetic state which preserves lattice inversion symmetry. The physics
in magnetic Weyl semimetals is interesting because they usually show no-
table electronic correlations which may be a venue for interplay between Weyl
fermions and magnetic orders. However, the magnetic Weyl semimetals always
have very low Fermi velocity vF and electronic mobility µ. Their magneto re-
sponses are much weaker than the magneto responses of other nonmagnetic
topological semimetals. In this regard, it is very difficult for spectroscopic ex-
periments to verify their Weyl phase convincingly.
1.6 Luttinger Semimetal
Luttinger semimetal are the material systems which have a 3D quadratic
band touching (QBT). 3D QBT system hosts much interesting physics. It is pos-
sible for some materials to have QBT when the valence and conduction bands
touch accidentally. However, this kind of QBT is not stable once perturbations
or disorders are present. To look for stable 3D QBT, Alexei Abrikosov and his
collaborators were interested in what conditions can stabilize band touchings.
16
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Figure 1.9: (a) Band structure of HgTe near band gap without considering
spin-orbit coupling. (b) Band structure of HgTe near band gap with weak spin-
orbit coupling. (d) Band structure of HgTe near band gap with strong spin-orbit
coupling which introduces band inversion. Figures are adapted from Ref. [8].
They found that in some very simple cases cubic symmetry can protect QBTs
between valence and conduction bands [53].
One famous example is HgTe [8]. HgTe has the sphalerite structure. With-
out spin-orbit coupling, it is just a normal semiconductor and its band struc-
ture is shown in Fig. 1.9(a). The minimum of its conducting band and the
maximum of its valence band are located at the center of the Brillouin zone
(Γ point). The conduction band around the Γ point comes from s orbitals, and
the valence band near the Γ point comes from p orbitals. When accounting for
spin, the conduction and valence bands have two-fold and six-fold degeneracy.
After including spin-orbital coupling, as shown in Fig. 1.9(b), this degeneracy
is partially removed. The valence band can be classified into two categories:
17
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J = 1
2
(Γ7) and J = 32 (Γ8), but the conduction band still has two-fold degeneracy
(Γ6). Besides the band gap Eg, a new energy scale which is called spin-orbital
interaction energy ∆ appears. In real HgTe, the band structure is inverted,
which means s band lies below p band with J = 3
2
as shown in Fig. 1.9(c). The
inversion makes the curvature of one of the J = 3
2
bands positive, while the
other is negative. By counting the number of electrons, one will find the new
band gap of the band structure shown in Fig. 1.9(c) is zero and the bands of
J = 3
2
are just half-filled , which realizes 3D QBT.
Interestingly, the low-energy physics of J = 3
2
bands around Γ point can be








2 − 2α3(p · J)2 + 2(α3 − α2)(p2xJ2x + p2yJ2y + p2zJ2z )]. (1.4)
This Hamiltonian is called Luttinger Hamiltonian. Here α1, α2 and α3 are
Luttinger parameters. m∗ is the effective mass. And J is the spin-3/2 angu-
lar momentum operators. The Luttinger Hamiltonian is the starting point to
study the physics of 3D QBT. After including interaction terms, the Luttinger
Hamiltonian can be used to investigate various emergent phases induced by
electron-electron interaction.
Although much interesting physics exists in 3D QBT system, little experi-
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Figure 1.10: (a) Lattice structure of Pr2Ir2O7. (b) Band structure of Pr2Ir2O7
near Γ point. (c) Band structure of Pr2Ir2O7 in kx−ky plane at three differnt kz.
Figures are adapted from Ref. [9].
mental progress was made in the past fifty years. HgTe and α - Sn were pre-
dicted to be zero-gap semiconductors with 3D QBT long ago. But the effective
mass of their carriers is too small to make the effects and phenomena predicted
in 3D QBT detectable. Recently, a very interesting compound Pr2Ir2O7 is pre-
dicted to be a new zero-gap semiconductor with 3D QBT [9]. Pr2Ir2O7 has a
pyrochlore structure. As shown in Figure 1.10, its band structure calculated by
LDA has a Fermi node at the center of the Brillouin zone (Γ point).
To see why Pr2Ir2O7 could be a zero-gap semiconductor with 3D QBT, we
can take a rough look at the occupation of electronic orbitals. In Pr2Ir2O7, 4d
orbitals of Ir atoms dominate the low energy physics. The tetrahedral crystal
field splits 4d orbitals into eg and t2g, the former having higher energy. After
taking SOC into account, t2g is split into a J = 1/2 band and a J = 3/2 band.
The energy of J = 1/2 band is a little higher than the energy of J = 3/2 band.
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There are five conduction electrons in an Ir atom and so the J = 1/2 band
is half-filed. But considering lower symmetry interactions, J = 3/2 band will
split and mix with J = 1/2 band, making the highest Kramer’s doublet is not
purely J = 1/2 or J = 3/2. They are mixed. In one unit cell, there are four Ir
atoms, which means there are eight bands. Considering the cubic symmetry of
this system, these eight bands can be decomposed into two two-dimensional ir-
reducible representations and one four-dimensional representation. By count-
ing the number of electrons (4 unfilled electrons in one unit cell), these bands
should be half-filled, so that if the order of these representations, in terms of
degeneracies, is 2-2-4 or 4-2-2, a band insulating state may occur; however, if
the order is 2-4-2, the four-dimensional representations must be half-filled and
hence the system cannot be gapped at the Fermi level. Pr2Ir2O7 belongs to 2-
4-2 scheme, which means the lowest 2 levels are full and the middle 4 quartet
is half filled. One can see, the role of the four-dimensional representations is
very similar to the case of HgTe.
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The Basics of Terahertz
Spectroscopy
Light-matter interaction is one of the central topics in condensed matter
physics. Alternatively, light-matter interaction can also provide intrinsic infor-
mation about matter through the adsorptions and scattering processes that can
be described by linear response theory. A large number of spectroscopic tools
have been developed to study materials. Among these tools, terahertz spec-
troscopy is particularly useful. It can extract low-frequency optical constants
such as the dielectric function and optical conductivity of materials with ultra-
high energy resolution, playing an important role in investigating the trans-
port and electronic properties of materials.
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2.1 Time-Domain Terahertz Spectroscopy
Fourier transform infrared spectroscopy (FTIR) is one useful optical tech-
nique in condensed matter physics which has been extensively used to investi-
gate high-Tc superconductivity, heavy fermion systems, topological insulators
and graphene [55,56]. The advantage of this technique is that it does not pose
strong restrictions on the size and the form of the samples. FTIR covers the
20 to 50000 cm−1 frequency region. The raw data collected by FTIR are re-
flectivity or transmission. By using the Kramers-Kronig (KK) transformation,
optical constants like the complex dielectric constant and optical conductivity
can be extracted.
FTIR can cover frequency region above 50 cm−1. Due to the low emission
efficiency of far-infrared sources and the low detection efficiency of bolometers,
it is challenging for FTIR to investigate the charge dynamics of materials be-
low 50 cm−1. In contrast, time-domain terahertz spectroscopy (TDTS) uses a
different way to generate and detect terahertz pulse, which makes it very effi-
cient to cover the frequency region from 3 to 80 cm−1. Most importantly, TDTS
can record amplitude and phase of transmission or reflectivity. Without any
help from the KK transformation, one can extract complex optical constants
such as the dielectric constant and optical conductivity. TDTS can be used to
study low-energy excitations in quantum materials such as magnons in mag-
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Figure 2.1: (a) Micro-structure of a photoconductive switch. (b) The structure
of dipole in the center of the switch. (c) The image of photoconductive switch
viewed by microscope. (d) Photocurrent and its time derivative induced by
ultrashort laser pulse in photoconductive switch. (e) Terahertz pulse in time
domain. (f) Terahertz pulse in frequency domain. Figures are adapted from
Ref. [10].
nets, spinons in quantum spin liquids, Bogoliubov quasiparticle excitations in
superconductors, Drude responses of topological surface states in topological
insulators and low-energy excitons in some semiconductors [47,57–60].
The most important part of TDTS is the terahertz generation and detection.
TDTS uses different ways than FTIR to generate terahertz pulse. A common
method is based on a photoconductive switch. Figure 2.1 shows a picture of
a typical photoconductive switch used for our terahertz system. A metallic
micro-structure is deposited on semiconducting GaAs. In the center of this
metallic micro-structure, there is a small gap with no metal. When an ultra-
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short laser pulse at 800 nm (duration ∼ 100 fs) is focused on the gap region, a
large number of hot carriers will be excited across the band gap of GaAs. These
hot electrons and holes will be accelerated by the dc voltage applied across the
metallic micro-structure, which creates a large photocurrent. This photocur-
rent will relax to zero on the picosecond time scale before the next ultrashort
laser pulse arrives at the switch (∼ 10−7 s). According to electrodynamics, a
time dependent photocurrent will radiate electromagnetic field (dJ
dt
∝ ETHz) and
its frequency scale is directly correlated with the relaxation time (∼ ps) of the
photocurrent. Fig. 2.1(d), (e) and (f) illustrate this process. The detection of ter-
ahertz pulse is roughly a reverse of terahertz generation. An ultrashort laser
pulse shines on a similar switch and excites lots of hot carriers. The terahertz
pulse itself on the detection side will behave as the dc voltage in the genera-
tion process for speeding up the carriers. Then the photocurrent generated will
have a strong positive correlation to the terahertz pulse. The measurement of
this photocurrent by electronics reflects the waveform of the terahertz pulse.
Figure 2.2 shows a typical terahertz spectrometer in our lab. An ultrafast
laser (800 nm, red line) is split into two paths by a beamsplitter. One beam
travels to the biased emitter and generates a THz pulse (pink line). This THz
pulse passes through the sample or substrate and arrives at the receiver. The
other laser beam propagates to the receiver and is used to gate the THz pulse
coming from the emitter side. The beam path difference between these two
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Figure 2.2: One typical terahertz spectrometer used in Armitage lab.
laser beams is precisely controlled by a delay stage to map out the electric field
as a function of time of the THz pulse. By mapping out the THz pulse after
transmitting through substrates and samples separately, and taking a ratio of
the Fourier transforms, the transmission function in the frequency domain is
obtained. This transmission includes information about amplitude and phase,
and one can directly use thin film approximation or the expression for trans-
mission through a thick crystal to extract the optical constant of interesting
materials. In most of this dissertation, I will concentrate on terahertz stud-
ies of thin films. The expression for the thin film approximation for complex
optical conductivity is as follows:
T (ω) =
1 + n
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Here T (ω) is the transmission as referenced to a substrate, σ is the complex op-
tical conductivity, n is the refractive index of substrate, ∆L is the small thick-
ness difference between samples and reference substrates, d is the thickness of
the thin film and Z0 = 377 Ω is the vacuum impedance.
2.2 Drude-Lorentz Model








by the plasma frequency (ωp) and scattering rate (Γ). But with only dc conduc-
tivity measurement, ωp and Γ cannot be separated. One can also measure ac
conductivity. We can imagine, if the frequency ω is very small, ac conductivity
will be the same as dc conductivity. But if ω is large, the electric field changes
its direction too fast. The carriers cannot respond to voltage accordingly, then







− i(ε∞ − 1)ω). (2.2)
Here, the background polarizability ε∞ originates from the absorptions above
the measured spectral range including phonons, local absorptions and elec-
tronic interband transitions. s represents the minimum number of the Drude
oscillators to use. ωp = (ne2/ε0m∗)
1
2 and Γp represent the plasma frequency and
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Figure 2.3: Schematics of intraband transition and interband transition
on electronic structures of materials and their relationships to Drude model
and Lorentz model revealed on optical conductivity respectively. Figures are
adapted from Ref. [11].
scattering rate respectively.
From the viewpoint of band structure as shown in Figure 2.3, the Drude
response represents the intraband transitions within the conduction band. In
a metal, the conduction band is partially occupied. An electromagnetic field
can excite electron-hole pairs without transferring momentum (q ∼ 0). These
intraband transitions and the Drude response contribute a Lorentz conductiv-
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ity peak, centered at zero frequency, to the real part of optical conductivity σ1.
At an even larger energy scale, the interband transitions appear. As shown in
Figure 2.3, electron-hole pairs will be excited across the band gap, which finally
contributes a finite frequency Lorentz peak to the real part of optical conduc-






ω2hk − iω − Γhk
. (2.3)
Here, m represents the minimum number of the Lorentz oscillators to use. Ωhk
and Γhk represent the oscillator strength and line width of the k-th Lorentz
term respectively.
2.3 Linearly and Circularly Polarized bases
The terahertz pulse generated by the photoconductive switch is linearly po-
larized. The polarization of the transmitted radiation strongly depends on the
optical property of the sample. For example, if the sample itself shows large
electronic anisotropy or large optical birefringence, the polarization of a tera-
hertz pulse will be rotated by the sample. Besides the rotation, some ellipticity
may also be induced during these processes. In this regard, we need to be very
careful when studying a special material. In thin films which are isotropic
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or weakly anisotropic, the polarization of terahertz pulse will not be changed
much because the thicknesses of thin films are usually hundreds of nanome-
ters. Thin films are always deposited on some substrates such as GaAs and
Al2O3. Although thin films may not have large anisotropy, the substrates may
have large optical birefringence which can significantly change the polariza-
tion of the terahertz pulse. In this case, we need to find the lattice axis of the
substrate and align the polarization of the incoming terahertz pulse with the
lattice axis. In most experiments at zero magnetic field, the linearly polarized
basis is sufficient to analyze terahertz data.
In this dissertation, I will focus on the magneto-terahertz spectroscopic
studies of thin films of topological materials. In the Faraday geometry, the
magnetic field is perpendicular to the thin film. Charged fermions will move
circularly in the plane perpendicular to magnetic field. When applying an elec-
tric field, these charges will absorb energy from the electric field. The absorp-
tion is strongly dependent on the charge types. This can be understood by the
fact that cyclotron motion of charged fermions will carry angular momentum ~
or−~. The cyclotron motion will selectively absorb left- or right-hand circularly
polarized light depending on charge type. In our magneto terahertz system, for
positive magnetic fields electron cyclotron motion will absorb left-hand circu-
larly polarized light and hole cyclotron motion will absorb right-hand circularly
polarized light. As I discussed above, the initial polarization of the terahertz
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pulses is linearly polarized which can be decomposed into left and right-hand
circularly polarized light with equal amplitude but opposite phase. After the
terahertz pulse goes through a hole-doped sample in the Faraday geometry, for
example, parts of right-hand circularly polarized light will be absorbed by hole
cyclotron motion. Thus, the polarization of the transmitted terahertz pulse will
be modified. This is so-called magnetic circular dichroism. If we analyze the
data as zero-field measurements in Faraday geometry, we may make serious
mistakes especially in the case when the energy of cyclotron resonance is lo-
cated in the terahertz region. To avoid this, we need to adopt the following
procedures:
(1) Initialize the polarization of terahertz pulse and make its polarization along
the vertical direction.
(2) Use polarizers to set the detection side and let it can only detect linear polar-
ization along the vertical (x axis) and the horizontal (y axis) directions. We can
measure the transmitting electric field of a substrate Esubx (ω) if this substrate
does not rotate the polarization of terahertz pluse, and the sample’s transmit-
ting electric field Esamx (ω) and Esamy (ω). Then we can get the transmission Txx =
Esamx /Esubx and Txy = Esamy /Esubx in the linear polarization basis.
(3) In the Faraday geometry, the magnetic field is perpendicular to the sample
surface and the linear polarization basis is not the eigenbasis of the transmit-
ted terahertz beam. If a C4 or C3 symmetry exists, the eigenpolarization basis
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will be the circular polarization basis. To calculate the optical conductivity, one
needs to transfer the measured transmission Txx and Txy to left-hand transmis-





 Txx + iTxy 0
0 Txx − iTxy
 . (2.4)
(4) The complex conductivity of the film in the circular polarization basis can




Here Tcir(ω) is the left-hand or right-hand transmission as referenced to a sub-
strate. σcir(ω) is the left- or right-hand complex optical conductivity. d is the film
thickness, and n is the refractive index of substrate. ∆L is the small thickness
difference between the sample and reference substrate, and Z0 is the vacuum
impedance, which is approximately 377 Ω.
(4) Usually, in the Faraday geometry with a finite magnetic field, optical con-
ductivity in the circular polarization basis is more useful. But if one wants to
know the optical conductivity in the linear polarization basis such as σxx and




(σr + σl) σxy =
1
2i
(σr − σl), (2.5)
Direct calculation of σxx (σxy) from Txx (Txy) using Eq. 2.1 is not correct.
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2.4 Faraday and Kerr Rotation
As discussed above, in the Faraday geometry, the cyclotron motion of charged
carriers will rotates the polarization of the terahertz pulse. If the rotation is
measured in transmission geometry, this rotation is a Faraday rotation. On the
other hand, if we measure it through reflectivity, we call the rotation Kerr ro-
tation. Faraday rotation can be expressed as a function of left- and right-hand
transmission: θF = −arctan[i(Tr − Tl)/(Tr + Tl)]. In fact, Tr and Tl are functions
of σr and σl respectively. We can measure these conductivities. Why do we mea-
sure Faraday rotation? Any new insight? In principle, at least in topological
semimetals, the answer is no. Actually, all information has already been stored
in σxx and σxy. But in many case, the optical conductance in thin film system
is very low. For example, in the quantum Hall effect regime, σxx is close to zero
and σxy is also small. TDTS cannot measure the ultralow conductive system
well. For example, when studying topological insulator thin films, it is difficult
to obtain reliable optical conductance data when the conductance is smaller
than 1 × 10−3 Ω−1. In contrast, the Faraday rotation measurement is much
more sensitive because it does not measure σxx and σxy directly. It measures
the ratio of Txx and Txy even though σxx and σxy are small. Faraday rotation is
a function of σxx and σxy which can be a relatively large and detectable number.
Information of quantization in 2D system is easier to capture through Faraday
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Figure 2.4: (a) A Schematic for TDTS to measure Faraday rotation and Kerr
rotation. (b) Quantized Faraday rotation of Bi2Se3 thin films. (c) Quantized
Kerr rotation of Bi2Se3 thin films. Figures are adapted from Ref. [12].
rotation measurements. Below I show an example.
The well-known topological insulator Bi2Se3 hosts one surface Dirac band.
When its surface Fermi level is tuned to close to the Dirac point, the surface
charge density will become very low and quantized Hall plateaus appear under
a moderate magnetic field. Figure 2.4 shows the quantized Faraday rotation
and Kerr rotation observed in Bi2Se3 thin films by TDTS [12]. One can see,
when the magnetic field is larger than 5 T, no matter how one varies magnetic
field, Faraday and Kerr rotation always collapse into one flat curve in the tera-
hertz region respectively. The quantized value varies with the sample’s surface











Here α = 1
137
is the fine structure constant. n is the index of refraction of the
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substrate. Nt, Nb are LL filling factors of the top and bottom surfaces of the
film. This beautiful example clearly shows how to use TDTS for important
studies of topological materials.
2.5 Electron-Phonon Coupling and Fano
Resonance
The interaction between phonons and electrons is one of the key ingredi-
ents for many long-range quantum ordered states [61–63]. In principle, the
electron-phonon coupling (EPC) can manifest through the so-called Fano res-
onance that describes the interference between an optical phonon mode and
continuous electronic states [64]. The notable feature of Fano resonance is that
the line shape of the phonon’s resonance spectrum is asymmetric [13, 65]. In
contrast, when the EPC is absent, the optical phonon resonance spectrum has
a symmetric Lorentz form. Figure 2.5 shows an example for a typical optical
phonon without and with Fano features in optical conductivity.














Here, Ω0 is the oscillator strength of the phonon. ω0 is the phonon’s central
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Figure 2.5: Phonon without (a) and with (b) Fano asymmetry revealed in the
real part of the optical conductivity.
frequency. Γ0 is the linewidth of the phonon peak. 1/q is the parameter to
depicts the Fano asymmetry. If 1/q approaches zero, the Fano asymmetry will
disappear and the phonon will recover the symmetric Lorentz lineshape. The
formula simultaneously models the real and imaginary parts of the complex
optical conductivity of the phonon.
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Topological surface states (TSSs) have been extensively studied via optics
in thin films of topological insulators. However, in typical thick single crys-
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tals of these materials, bulk states are dominant and it is difficult for optics
to detect TSSs. In this chapter, I describe our study of the charge dynamics of
bulk-insulating Sn-doped Bi1.1Sb0.9Te2S crystals using time-domain terahertz
spectroscopy. This compound shows much better bulk insulating behavior than
any other topological insulators reported previously. The transmission can be
enhanced by an amount which is 5% of the zero-field transmission by applying
a 7 T magnetic field, an effect which I believe is due to the suppression of TSSs.
This suppression is essentially independent of the thicknesses of the samples,
showing the two-dimensional nature of the transport. The suppression of sur-
face states in field allows me to use the crystal slab itself as a reference sam-
ple to extract the surface conductance, mobility, charge density and scattering
rate. My study sets the stage for the investigation of phenomena out of the
semi-classical regime, such as the topological magneto-electric effect.
3.2 Previous Optical Studies of the Bi2Se3-
class Topological Insulators
Bi2Se3 is a well-known 3D topological insulator. Its surface band has one
Dirac cone located at the center of the 2D Brillouin zone [2]. The ideal Bi2Se3
crystal is a semiconductor and its band gap is 0.3 eV. However, defects and
self-doping effect introduced in the process of sample growth make the crystal
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Figure 3.1: (a) The temperature dependent real part of optical conductivity of
Bi2Se3 crystal. Real part of optical conductivity of Bi2Se3 at (b) H ‖ c axis and
at (c) H ⊥ c axis. Figures are adapted from Ref. [13].
conductive. Bulk carriers and surface states usually coexist. Figure 3.1 shows
the real part of optical conductivity σ1 of Bi2Se3 single crystals in zero and finite
magnetic field [13]. A well-defined Drude peak can be clearly resolved from σ1.
The optical conductivity does not show any non-trivial response to magnetic
field, which means the free charge response is mainly from low-mobility bulk
carriers rather than TSSs.
To avoid the coexistence of TSSs and bulk carriers, attempts have been
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Figure 3.2: (a) Resistivity of Bi2Te2Se single crystal. (b) Shubnikovde Haas
oscillation extracted from magnetoresistivity of Bi2Te2Se single crystal. (c) Op-
tical reflectance of Bi2Te2Se single crystal. (d) Optical reflectance of Bi2Te2Se
single crystal. (e) Optical conductivity of Bi2Te2Se crystal. Figures are adapted
from Ref. [14,15].
made to dope different elements into the parent compound Bi2Se3 to compen-
sate the self-doping effects and tune the Fermi level to the band gap region.
Fig. 3.2(a) shows the resistivity of Bi2Te2Se single crystal [14]. The resistivity
increases upon cooling, which is a clear signature of insulating behavior. How-
ever, the resistivity close to zero temperature is less than 10 Ω cm, which is
still much smaller than the resistivity of perfect semiconductors at low temper-
ature. Fig. 3.2(b) displays prominent Shubnikov−de Haas (SdH) oscillations
observed in the derivative dρxy/dB vs B. Detailed data analysis shows the con-
centration of bulk carriers nb ∼ 1016 cm−3 and their mobility µb ∼ 50 cm2V−1s−1.
The significant signature of SdH oscillations only comes from TSSs. Further
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data analysis indicates the surface charge density ns ∼ 1012 cm−2 and the mo-
bility µs ∼ 3000 cm2V−1s−1 which is nearly 60 times larger than the bulk charge
mobility.
Fig. 3.2(c) shows the optical reflectance of Bi2Te2Se single crystal collected
by FTIR [15]. In the low-frequency region, the reflectance of Bi2Te2Se is less
than 0.9 and does not show a well-defined metallic response. Notable phonon
peaks are clearly observed below 200 cm−1, which further supports Bi2Te2Se
is indeed insulating. At the same time, the transmission spectra shown in
Fig. 3.2(d) decreases to zero above 2500 cm−1, which indicates the band gap
of Bi2Te2Se is around 2500 cm−1 (0.3 eV). This band gap size is similar to the
band gap of Bi2Se3.
Fig. 3.2(e) shows optical conductivity of Bi2Te2Se [15]. The low-frequency
part of conductivity is mainly from lattice vibrations. Although the conductiv-
ity close near the zero frequency is small, it is still not zero. A Drude-Lorentz
fit indicates that a small Drude term contributes to the low-frequency conduc-
tivity. One could estimate the charge density included in the small Drude peak
and find it is close to the low bulk charge density reported by dc transport mea-
surements. These bulk carriers are proposed to come from the impurity bands
which resides in the band gap region. This work demonstrates that it is intrin-
sically difficult for bulk-sensitive optical techniques to observe TSSs in thick
single crystals of TIs even if the bulk states generally become insulating.
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Figure 3.3: (a) The real part of optical conductance of Bi2Se3 thin films at
different thicknesses. (b) Spectral weights of Drude response and the phonon
mode of Bi2Se3 thin films at different thicknesses. Figures are adapted from
Ref. [16].
Thin film growth of Bi2Se3 is another way to achieve bulk-insulating TIs.
Molecular beam epitaxy (MBE) can better control the ratio of each elements,
which suppresses defects and self-doping effects. Most importantly, one knows
TSSs just reside in the very thin surface layers (∼ 2.5 nm) of TIs. The thickness
of these thin films can vary from 10 nm to 100 nm. The thin film geometries
will largely increase the ratio of surface carriers to bulk carriers even if bulk
carriers are present, making TSSs dominate in normally bulk-sensitive optical
measurements.
Figure 3.3 presents the real part of the optical conductance of Bi2Se3 thin
films measured by TDTS [16]. The spectral weight and scattering rate of the
Drude response are insensitive to the sample thickness. In contrast, the spec-
tral weight of phonon has very strong thickness dependence and is a increasing
function of thickness. These features clearly indicate the Drude response comes
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from surface transport while the phonon is from the bulk. Further TDTS ex-
periments show the Drude responses from surface transport are very sensitive
to applied magnetic field. The cyclotron resonance can be resolved very clearly
even in a very small magnetic field [59]. The effective mass and mobility are
extracted to be ∼ 0.05 me and ∼ 2000 cm2V−1s−1 respectively, consistent with
the values extracted from dc transport measurements. These results clearly
show the ability of TDTS to observe TSSs in thin films of topological insulator.
3.3 Why Optical Spectroscopy Cannot Probe
TSSs in TI Thick Single Crystals
Single crystals of Bi2Se3-class compounds typically contain significant bulk
carriers. Even in the claimed bulk-insulating Bi2Te2Se where the bulk charge
density from impurity bands is orders of magnitude smaller than that of Bi2Se3,
the bulk response is still dominant in optical conductivity. So the first reason
that it is so difficult for optics to see TSSs in thick crystals is that the ideal
bulk-insulating TI is still lacking. This ideal bulk-insulating TI crystal should
not only have its Fermi level inside the band gap, but charge density in the
impurity band should also be minimal.
The second reason comes from the method used to analyze the optical data.
Most formulas used to extract optical constants are only valid in homogeneous
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media. For example, the KK transformation is widely used by the FTIR com-
munity to extract optical conductivity from optical reflectance. FTIR is a bulk-
sensitive probe and the optical constants extracted by KK transformation are
averaged from the whole sample. If the sample shows strong spacial inho-
mogeneity, the optical constants obtained in this way will miss parts of the
information of the sample studied. TDTS can also be used to extract optical
constants from complex transmission or reflectivity without employing the KK
transformation. However, the formulas used to calculate optical constants also
assume the sample is homogeneous. Moreover, electronic states in TIs are
particularly inhomogeneous. In thick bulk-insulating TIs, topological surfaces
states only reside in a very thin layer (2.5 nm or so) near the surface. This thin
layer has a large number of free carriers, but the bulk is very thick (approxi-
mately 1 mm) and insulating or has impurity bands. This extremely inhomo-
geneous feature makes the formulas we commonly use inappropriate to extract
optical constants of TSSs in thick TI crystals. To date, definite evidences from
optics to show TSSs in thick TI crystals is still lacking.
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3.4 Measure Optical Conductance of TSSs
in Thick Bulk-insulating Single Crys-
tals of Topological Insulator
In a recent advance, it has been shown that the material Bi1.1Sb0.9Te2S
(BSTS) doped with a very small percentage of Sn results in almost ideally sta-
ble, bulk-insulating, high-crystallinity single crystal [17]. Figure 3.4 shows
resistivity and photoemission results for BSTS. As shown in Fig. 3.4(b), (c)
and (d), the resistivity of BSTS shows a typical insulating behavior above 100
K. The resistivity is approximately 125 Ω·cm at 150 K. As a point of compar-
ison, the resistivities of other recent “bulk-insulating” TI single crystals, such
as Bi2Te2Se and Bi2−xSbxTe3−xSex, are less than 1 Ω·cm at the same temper-
ature [14]. Below 100 K, the resistivity gradually decreases which indicates
the metallic TSSs begin to play important roles in transport. The activation
energy is estimated to be 165 meV by fitting resistivity above 100 K. The band
gap is always twice the activation energy. So the band gap of BSTS is around
300 meV, which is very close to the band gap of Bi2Se3. The results of photoe-
mission experiments are shown in Fig. 3.4(e), (f) and (g). ARPES resolves a
clear two-dimensional Dirac surface band and shows that its Fermi level and
Dirac point reside inside the band gap. The Dirac point is below the conduction
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Figure 3.4: (a) Single crystal of Bi1.1Sb0.9Te2S. (b) Resistivity, (c) Fits to resis-
tivity and (d) Hall coefficient of Bi1.1Sb0.9Te2S. (e) − (g) photoemission measure-
ments of Bi1.1Sb0.9Te2S crystal. Figures are adapted from Ref. [17].
band by 230 meV and above valence band by 120 meV.
To observe TSSs in this bulk-insulating topological insulator, I used time do-
main terahertz spectroscopy to collect the transmission spectra. In this study,
I used two pieces of samples. The first one was labelled BSTS1. Its original
thickness is 0.6 mm. The second piece is labelled BSTS2 and its original thick-
ness is 0.32 mm. The signature of TSSs is a thickness independence to the
transport. So, in the study I cleave the samples and measure transmission
with varying samples’ thicknesses.
Figure 3.5 shows the temperature-dependent transmission of BSTS1 with a
thickness of 0.31 mm. At room temperature, the transmission is very low. With
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Figure 3.5: Temperature-dependent transmissions of BSTS1. Inset shows far-
infrared reflectance of BSTS at 295 K.
lowering temperature, the transmission gradually increases. The temperature-
dependent behavior of the transmission is consistent with the fact that the
sample is bulk-insulating. At 5 K, the transmission below 0.4 THz is around
0.2. Considering that the thickness of the sample is 0.31 mm, the 1ow-frequency
transmission is relatively large. With increasing frequency, the transmission at
5 K decays fast and above 1.1 THz, the transmission nearly vanishes. This un-
usual feature means there are some dissipation channels in the high frequency
region. The inset of Figure 3.5 displays the room-temperature reflectance mea-
sured by FTIR. Two strong phonon absorptions are clearly observed at 1.9 and
5.0 THz. These features, especially the tail of the phonon located at 1.9 THz,
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Figure 3.6: A cartoon picture of a single crystal of topological insulator. The
blue part represents insulating bulk. The yellow parts represent surface layer
with TSSs. The single crystal of topological insulator is very similar to a two-
side thin film system (the upper panel) and this two-side thin film system can
be simplified to two one-side thin film systems separated by the dashed green
line. Under large magnetic field, the terahertz conductivity of TSSs will be
moved to the high frequency region which makes the whole system behave as
a insulating substrate (the lower panel) for the two side thin film system.
could introduce strong absorptions in THz transmission above 1.2 THz.
Just from the data presented in Figure 3.5, I could not extract useful infor-
mation about TSSs. Actually, most of the information carried by transmission
is from the bulk. Figure 3.6 shows a cartoon of the TI single crystal. The blue
region represents the bulk-insulating part. The two yellow parts represent the
conducting surface layers where TSSs reside. The complex refractive indexs of
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the conducting surface layers and the insulating bulk are very different. I label
them as n1 and n2 respectively. When going through the sample, the terahertz
pulse needs to go through four interfaces. This bulk-insulating single crystal
of TI is like a two-side thin film system. Two surface layers act as thin films
and their thickness is around 2.5 nm. The bulk part acts as an insulating sub-
strate. One could use a very special scissor to cut the sample along the green
dashed line in Figure 3.6. In this regard, this two-side thin film system can
be simplified to two one-side thin films. By using the formula for the thin film




1 + n2 + Z0G(ω)
)2. (3.1)
Here n2 is the refractive indexs of the reference substrate which equates to the
refractive indexs of the insulating bulk. Z0 = 376.7 Ω is the vacuum impedance.
This expression assumes identical conductance G(ω) of the two surfaces. Note
that this expression is expected to be valid as long as the absorption in the
bulk is weak, e.g. the absorption coefficient k is much less than the index n.
The formula looks pretty simple. If one could find an ideal substrate, one could
easily extract optical conductance of TSSs. In this chapter, I will show I could
find an approximated ideal substrate and extract optical conductance of TSSs
in Bi0.1Sb0.9Te2S single crystals.
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Figure 3.7: Field-dependent transmission amplitude of BSTS1 at 5 K and 150
K.
Figure 3.7 presents field-dependent transmission in Faraday geometry. At
5 K, with increasing field, the transmission gradually increases. The amount
of increase exceeds 5% of the zero-field transmission from 0 T to 7 T at 0.3
THz. An increase of transmission usually means the system becomes more
insulating. But at 5 K, bulk carriers are very rare. Even if there are some
impurity states, their electronic mobility should be very low. In this regard,
the bulk states should not have notable magnetic response under a moderate
field. In contrast to 5 K, the increase of transmission induced by magnetic field
at 150 K is much weaker and negligible. As shown in Figure 3.4, the resistivity
above 100 K can be well fit by an exponential function, which means TSSs
above 100 K do not show notable features. Because of the thermal excitations,
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the concentration of bulk thermal carriers should be much larger than that at
5 K. The field independence of transmission at 150 K further supports that
the bulk carriers do not respond to field. I will show below that this increase in
transmission at 5 K is independent of sample thicknesses and hence I believe it
should be almost entirely attributed to the suppression of the TSS conductance.
Topological surface carriers usually have high mobility and low scattering
rate, which makes them sensitive to magnetic field. In the semiclassical trans-
port regime and at the frequencies less than the transport scattering rate one
may model the conductance of the surface states as
Gxx =
1
1 + (µB)2G(0) Gxy =
µB
1 + (µB)2G(0), (3.2)
where µ is the mobility of the TSSs and B is the applied magnetic field applied
perpendicular to the surfaces. G(0) is the conductance of a surface state in zero
magnetic field. Note that such expressions ignore all quantum effects of the
TSS transport such as the weak anti-localization [66] or quantized transport
[12] (that could develop at higher fields) as the magneto-conductance effects
discussed here are expected to be much larger, e.g. quantized conductances will
only start to manifest when the scale of the conductance has been suppressed
to a few percent of the zero field value. The conductances for R and L circu-
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Figure 3.8: (a) Transmission at zero magnetic field normalized to the trans-
mission at finite magnetic field T (0)
T (B)
. (b) T (0)
T (B)
averaged in a frequency range
from 0.30 to 0.90 THz. The dashed line is a fit to Eq. 3.3.
larly polarized light – the polarization eigenstates of a hexagonal crystal (the
symmetry of the surface) under applied field – are given by ĜR,L = Gxx ± iGxy.
In the high field limit of the semi-classical transport regime, the low frequency
surface conductance is suppressed because the spectral weight of the conduc-
tance is moved to higher frequencies and form a cyclotron resonance feature at
ωc = eB/m∗. However, for ω much less that the transport scattering rate 1/τ ,
the frequency independent Eqs. 3.2 are sufficient. As the TSS conductance is
suppressed at sufficiently high magnetic fields, the transmission at high field
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T (B) may itself be used as a reference. The advantage of this trick is that
we avoid the problem of simulating the bulk phonon features because they are
expected to have negligible field dependence.
In Fig. 3.8(a), I show the results of the ratio of the transmission for the 0.23
mm BSTS1 sample at zero field to the transmission at progressively higher
fields. According to our picture, this quantity decreases at higher fields due to
the suppression of TSS conductance. In the high field limit the sample becomes
an ideal reference to determine the surface conductance. However, it may be
possible that the surface conductance is not completely suppressed at available
laboratory fields. If the surface conductances are described by Eqs. 3.2, the






( 2(1 + n+GR(B))(1 + n+GL(B))
(1 + n+G(0))(2 + 2n +GR(B) +GL(B))
)2
. (3.3)
In the high field limit of this expression (where G(B)R,L approaches zero), Eq.
3.3 becomes equivalent to Eq. 3.1. The free parameters of this expression are
the bulk index of refraction n (found to be 13 by independent measurements of
the phase delay of the THz pulse across the crystal as compared to a reference),
the mobility µ, and the zero field conductance G(0).
As the normalized transmissions in Fig. 3.8(a) do not show strong frequency
dependence (except for the small wiggles that I believe are artifacts), I fit the
average of normalized transmission in the frequency range from 0.30 - 0.90
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THz to Eq. 3.3. The averaged transmission and fitting are shown in Fig. 3.8(b).
From the fitting, the mobility is found to be 4000 cm2V−1s−1 and the zero field
conductance is approximately 0.0014 Ω−1 for each surface layer. Similar values
were obtained at other thicknesses.
From inspection of Fig. 3.8(a), the surface-state conductance is found to be
largely suppressed by the maximum laboratory field of 7 T. In this regard, we
can take transmission at this field as the reference measurement to extract
the surface conductance by using Eq. 3.1. In Fig. 3.9(a), I plot the zero field
transmission which has been normalized to the 7 T data for all five thicknesses.
One can see that the normalized transmission for all samples is essentially
identical and thickness-independent, which means that the dissipation is two-
dimensional and presumably arises from the TSSs. The similar observation
of thickness-independent transmission allowed us to identify TSS transport in
the previous work on TI thin films [67].
Fig. 3.9(b) shows the real part of the conductance per surface layer at five
different thickness extracted from Eq. 3.1. Consistent with our assumptions of
ω  1/τ , the surface conductance is indeed flat in our spectral range. Again,
I believe the wiggles, which are now more apparent in Fig. 3(b), are artifacts
from the slab geometry and the sample’s imperfect flatness. Alongside the ex-
tracted surface conductance, I also show optical data from our previous studies
of Bi2Se3 thin films. The older generation film has a large charge density with
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Figure 3.9: (a) Transmissions of 0 T normalized by transmission of 7 T at
different thicknesses. Inset: The green layers represent the thin TI layers
of our three-layer model. (b) Real parts of conductance of per TSS extracted
from the two-side thin film model. The real part of the conductance per TSS
of Bi2Se3 thin films from Ref. [12] are shown for comparison. (c) Thickness-
dependent real parts of conductance of per TSS averaged from 0.4 THz to 0.85
THz for BSTS1 and BSTS2.
EF almost 350 meV above the Dirac point which is nearly in the bottom of the
conduction band, but still has transport dominated by the TSSs [67, 68]. The
second film is grown with a method that results in a true bulk insulator [68].
It is more comparable to the present generation of BSTS crystals and has an
EF approximately 50 meV above the Dirac point. The optical conductance of
Bi2Se3 thin films show a smaller scattering rate than that of BSTS single crys-
tals, which is consistent with the fact that the thin films have nominally perfect
stoichiometry. I also plot the real parts of the conductances averaged from 0.40
THz to 0.85 THz as a function of thickness in Fig. 3.9(c). The averaged con-
ductances do not scale with thickness and are all close to the value of 0.001
Ω−1which is reported in Ref. [17]. These results further support our point that
the conductances I extracted come from TSSs.
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3.5 Discussion
Combining the results above, I can estimate the Fermi energy EF and scat-
tering rate γ in BSTS. By using Eq. 3.3 to fit the field-dependent normalized
transmission of BSTS1 with a thickness of 0.23 mm, I obtained zero-field con-
ductance G(0) = 0.0014 Ω−1 and mobility µ = 4000 cm2V−1s−1. From the expres-
sion G(0) = n2deµ, I can derive the charge density of TSSs n2d = 2.2× 1012 cm−2.
The Fermi wave vector kF and n2d are related by the formula n2d = kF 2/4π, which
yields the Fermi wave vector kF = 0.05 Å−1. With a linear approximation to the
massless Dirac dispersion and a Fermi velocity vF of 4 eV· Å [17], the Fermi en-
ergy EF in BSTS1 at 0.23 mm thick is estimated to be 200 meV above the Dirac
point. This extracted Fermi energy is close to, but slightly higher than the 120
meV value for crystals grown by the same method reported in Ref. [17]. How-
ever, considering the conduction band is found to be 230 meV above the Dirac
point, the Fermi level extracted by our study resides inside the band gap, con-
sistent with our transmission measurements. I can estimate the effective mass
through the formula m∗vF = ~kF , which yields an effective transport mass of m∗
= 0.06 m0 (where m0 is the mass of electron). Then putting the effective mass
m∗ into the equation µ = eτ /m∗, I finally extract the scattering rate γ = 1/2πτ =
1.2 THz. This number is larger than our available spectral range justifying our
approximation of a frequency independent conductance and demonstrating the
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self-consistency of our analysis.
3.6 Conclusion
In conclusion, I used TDTS to investigate thick bulk-insulating TI Sn doped
Bi1.1Sb0.9Te2S single crystals and verified their excellent bulk insulating fea-
tures. I studied their optical responses under magnetic field and found a clear
signature of TI surface states. To extract the TSS conductance, I developed
a three-layer model, in which the transmission through the single crystal in
high magnetic fields is used as a reference. The optical conductance extracted
per surface is of order 0.001 Ω−1. Values extracted for the mobility, scattering
rate, and carrier density compare favorably to the thin film counterparts. My
measurements set the stage for further experiments that may push these ma-
terials out of the semi-classical transport regime and investigate the quantum




Response from 3D Massive Dirac
Fermions in the Topological
Crystalline Insulator Pb0.5Sn0.5Te
4.1 Summary
I used time-domain magneto-terahertz spectroscopy to study the interest-
ing bulk states of a topological crystalline insulator (TCI) Pb0.5Sn0.5Te. The
(Pb,Sn)Te-class compound is a potential playground for 3D topological materi-
als and topological superconductors. For the first time, I show the low-energy
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magneto-optical conductivity in magnetic field as a smooth function from posi-
tive to negative frequencies when plotted in the circularly polarized basis. The
data enable me to directly uncover multiple transport channels in TCI and to
distinguish which are from Dirac bands and which are from the trivial bands.
Besides discovering the unusual field dependence of the cyclotron resonance, I
also determine the Drude scattering rates of these multiple channels directly
as a function of magnetic field. These quantities are important for theorists
and experimentalists to understand the general magneto-transport behaviors
in 3D topological semimetals and may help the community to solve ongoing
puzzles such as probing the intrinsic signatures of the chiral anomaly.
4.2 The Toplogical Crystalline Insulator
Pb1−xSnxTe
Beyond strict 2D surface states on the surface of topological insulators, a
number of 3D topological materials, such as Dirac and Weyl semimetals, have
been proposed and begun to attract attention [5]. In Dirac semimetals, 3D band
crossings with linear dispersion are protected by crystal symmetries and can
survive on high symmetry lines in momentum space, so the low-energy physics
near the crossings is described by the relativistic Dirac equation [69]. Such
Dirac fermions possess non-trivial geometric band effects such as large Berry
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Figure 4.1: Resistivity of Pb0.5Sn0.5Te (a) and Pb0.75Sn0.25Te (c) at various pres-
sures. DC conductivity at 5 K of Pb0.5Sn0.5Te (b) and Pb0.75Sn0.25Te (d) as func-
tions of pressure. (e) Phase diagram of Pb1−xSnxTe as a function of Sn doping
level. Figures are adapted from Ref. [18,19].
curvature. When breaking inversion or time reversal symmetry, a two-fold
degenerate Dirac cone may split into two Weyl cones with different chiralities
[48, 49]. A number of exotic phenomena, such as Fermi arc surface states and
the chiral anomaly may be exhibited in these topological semimetals.
Among these topological materials, Pb1−xSnxTe is particularly interesting.
PbTe is a conventional thermoelectric semiconductor. As shown in Figure 4.1,
by carefully choosing x, the bands around four L points can be inverted. Given
that there are four band inversions in the Brillouin zone, Pb1−xSnxTe is Z2 triv-
ial. However, by taking mirror symmetries into consideration, a new integer
topological invariant mirror Chern number can be defined. In Pb1−xSnxTe for
x is bigger than 0.3 as shown in Fig. 4.1(E), this invariant is non-zero making
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it a topological crystalline insulator. This gives an even number of TSSs in
the surface Brillouin zone, which are protected by this crystalline symmetry.
Besides novel surface states, recent transport experiments have also shown
that the bulk states in Pb1−xSnxTe are interesting [70]. The observation of the
non-degenerate first Landau level bulk states by thermoelectric measurements
demonstrates that the low-energy physics of the bulk can be well described by
3D massive Dirac fermions [70]. At moderate pressure, as shown in Figure
4.1, dc transport measurements show Pb1−xSnxTe can be driven into a unusual
bulk metallic phase that is consistent with a Weyl semimetal [18]. All these
findings make Pb1−xSnxTe notable as it can be regarded as a parent compound
to different kinds of relativistic fermions: 2D massless Dirac fermions, 3D mas-
sive Dirac fermions, and 3D Weyl fermions.
4.3 Zero-Field Terahertz Conductivity
(111)-oriented Pb0.5Sn0.5Te thin films were grown epitaxially on (100) GaAs
single crystal substrates by solid source MBE, using pure elements as sources,
to a range of different thicknesses by our collaborators at the Army Research
Laboratory. The real part of the zero field optical conductance G1 of three
Pb0.5Sn0.5Te thin films is displayed in Fig. 4.2(c). At 6 K, G1 is Drude-like
for all samples, but shows strong thickness dependence. G1 of the 325 nm
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Figure 4.2: (a) Schematic of experimental setups used to collect data in Fara-
day geometry. (b) Schematic of 3D massive Dirac bands. (c) Real part of op-
tical conductances of thin films with three different thicknesses at 6 K. (d)
Temperature-dependent real part of optical conductivity of thin film with thick-
ness of 325 nm. (e) Drude model fit of complex optical conductivity at 6 K.
film is nearly ten times bigger than G1 of the 50 nm film. In this TCI system,
both surface and bulk states may coexist because the Fermi level is in the bulk
states. This makes it is difficult to distinguish bulk and surface through trans-
port experiments. However, in these samples, at least in thin films with the
thickness of 325 nm, bulk states are obviously dominant and the optical spec-
tral weights of surface states are estimated to be less than 5%. In what follows
I will concentrate on the thickest sample to study the interesting bulk states.
Fig. 4.2(d) shows the real part of the optical conductivity σ1 for the 325 nm
thick film at different temperatures. At 6 K, σ1 shows a narrow Drude peak.
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With increasing temperature, σ1 retains its Drude behavior, and its scattering
rate is enhanced as expected in a metallic system. Because of the lack of ob-




1−iωτ with a temperature dependent scattering rate (1/2πτ )
and plasma frequency ω2p = ne
2
m∗
to fit σ. Due to the large Drude contribution the
fits were insensitive to the value of ε∞ at these low frequencies. One can see
the real and imaginary parts of optical conductivity (Fig. 4.2(e)) at 6 K can be
well reproduced by a single Drude oscillator. The plasma frequency ωp/2π and
scattering rate 1/2πτ are found to be 125 THz and 1.3 THz, respectively. As
temperature increases, the plasma frequency shows little temperature depen-
dence, but the scattering rate is an increasing function of temperature, consis-
tent with typical metallic behavior.
4.4 Magneto-Terahertz Response in the
Faraday Geometry
Magneto-terahertz spectroscopic data were taken in Faraday geometry (FG).
In FG with finite magnetic field, one must convert the linear-basis transmis-
sion matrix to the eigenpolarization circular-basis to get conductivity as dis-
cussed in Ref. [71]. It is quite illustrative to display the response to right- (R)
and left-hand (L) polarized light as positive and negative frequencies respec-
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Figure 4.3: (a) Real part of the magneto-optical conductivity in the circular
basis at 6 K. Right-hand and left-hand optical conductivity are displayed as
positive and negative frequencies respectively. Drude fits of real (b) and imag-
inary (c) parts of the optical conductivity in the circular basis at 7 T. Real (d)
and imaginary (f) parts of Faraday rotation angle at 6 K. Two Drude fits of real
(e) and imaginary (g) parts of Faraday rotation angles at 7 T.
tively and hence the conductivity in the circular basis as a single continuous
function as shown in Fig. 4.3(a). This follows from the fact that we may un-
derstand R and L polarized light as having time dependencies that go as e∓iωt
respectively. One can see that plotting the circularly polarized light in this
fashion leads to curves that can be smoothly extended through zero frequency.
At zero field, σcir1 is a function peaked at zero frequency. With increasing pos-
itive field, the resonance smoothly moves to finite positive frequency and the
conductivity is suppressed on the negative frequency side. This shift of the res-
onance can be identified as a cyclotron resonance (CR) of p-type free carriers.
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To isolate exact CR energies at different fields, I used the Drude model to fit
the complex right- and left-hand optical conductivities. The expression for the





−ω2 − iωΓpk ± ωωc
− (ε∞ − 1)
)
. (4.1)
In the above expression, ± correspond to negative and positive frequencies and
ωc (its detailed expression will be discussed below) is the CR frequency. When
simulating the zero-field data, I found one Drude oscillator can well repro-
duce the complex optical conductivity as shown in Fig. 4.2(e). However, under
magnetic field in the FG, surprisingly no matter how one tunes the adjustable
parameters (scattering rate, CR energy, plasma frequency), as shown in Figure
4.4, a single oscillator cannot fit the real and imaginary parts of σcir simultane-
ously. A similar issue exists in the simulation of Faraday rotation angle. The
complex Faraday rotation angle (θF = −arctan[i(Tr − Tl)/(Tr + Tl)]) can be ex-
pressed as a function of right- and left-hand optical conductivity respectively as
discussed above. In Fig. 4.3(d) and (f), I show the real (θ′F ) and imaginary parts
(θ′′F ) of the Faraday rotation at different fields. The real part of the Faraday
angle gives the rotation of the light’s major axis and the imaginary part deter-
mines the ellipticity. With increasing field, the Faraday rotation is enhanced.
The positive sign indicates again that the Faraday rotation is dominated by
hole carriers. Similar to the conductivity, I found that fitting with just a sin-
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Figure 4.4: Single Drude fits for 7 T real part (a) and imaginary part (b) of the
optical conductivity in circular basis.
gle Drude oscillator of hole carriers constrained by the zero-field conductivity
cannot simulate both θ′F and θ
′′
F well simultaneously.
To reproduce the magneto-optical data, I found that, besides the Drude os-
cillator of hole carriers, it is necessary to add a second Drude term representing
electron carriers to the simulation. To constrain the space of fitting parameters,
I fit the complex right/left optical conductivity and complex Faraday rotation
angles varying the scattering rate and cyclotron frequency at each field, but
keeping the plasma frequency fixed for all fields. I show the 7 T results with
fitting the conductivity in Fig. 4.3(b) and (c), and the results for Faraday rota-
tion in Fig. 4.3(e) and (g). By carefully tuning parameters, all optical data at
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Figure 4.5: (a) Cyclotron resonances of holes and electrons as functions of
field. The grey (red) curves show the simulations of the cyclotron resonances
between different LLs of holes (electrons). (b) Field dependence of scattering
rates of free carriers in the Faraday geometry. The red curve is a a+bB
2
3 model
of the field dependent scattering rates of electrons. Here a and b are positive
coefficients. a represents the zero-field impurity scattering strength that is
found to be ∼ 1 THz. The grey curve is added to guide the eye.
7 T are modeled well. The plasma frequency of the hole oscillator ωph/2π is ∼
95 THz, and the plasma frequency of the electron oscillator ωpe/2π is ∼ 75 THz.





121 THz, which is close to the plasma frequency extracted from the zero-field
data (Figure 4.2).
To further investigate the properties of these two oscillators, I plot their CRs
as a function of field in Fig. 4.5(a). One can see that the hole CR dispersion
shows strong curvature, which provides evidence for the nontrivial dispersion
of the hole bands. The bulk hole carriers of the topological crystalline insulator
Pb1−xSnxTe can be described as massive Dirac fermions [70]. In contrast, the
CR of the electrons increases almost linearly with field.
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From the approximately linear dependence of the cyclotron resonance on
field, information about the mass of the electron band can be directly extracted.
The CR frequency of a conventional electron gas is expressed as ωc=eB/m∗.
Through fitting the data as shown in Fig. 4.5(a), the cyclotron mass of the
electrons are found to be approximately 0.2 m0, where m0 is the free electron
mass. In contrast, the magnetic field dependence of the hole bands shows that
the chemical potential falls in a regime of linear band dispersion. These are
naturally the special inverted bands usually observed in 3D topological insula-
tors. To the lowest approximation these are expected to have a hyperbola-like
Dirac dispersion that is gapped at low energy, but has a linear dependence at
high energy. Hence the system can be regarded as a Dirac semimetal with a






2e~v2FB(|n| − 1) + ∆2. (4.2)
The above expression describes intraband LL transitions from the highest oc-
cupied nth LL to the lowest unoccupied (n + 1)th LL. Because the Dirac bands
are hole doped, the LL index n related to CRs are negative integers. Here Ec
= ~ωc and vF is the Fermi velocity. ∆ is one half of the band gap [Fig. 4.2(b)].
From Eq. 4.2, if |n|  1, the CRs will show the quasi-classical behavior and
linear field dependence. The strong curvature of hole CRs clearly indicates the
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Figure 4.6: Density of states as a function of E−EF for (a) 3% and (b) 12% In,
Ag, and Na doped SnTe systems. The circles highlight the notable density of
states from impurity bands near the Fermi energy. Figures are adapted from
Ref. [20].
system is close to the quantum limit and the index |n| of LLs which take part
in the intraband transitions should be small in the high field part. I show the
simulations of CRs in Fig. 4.5(a) plotted alongside. One can see, although the
low field CRs are not fitted very well, in the high field region, hole CRs can be
well described by the intraband transitions from LL(−3) to LL(−2). Through
the simulations, the Fermi velocity vF , the band gap 2∆ and Fermi energy EF
are estimated to be (2.0±0.2)×105 m/s, 30±2 meV and −(35±5) meV respec-
tively. For high enough chemical potentials, I can estimate the effective mass
of hole carriers through the formula EF = m∗v2F and m∗ is found to be ∼ 0.14
m0.
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4.5 Discussion
The presence of an electron oscillator is notable. Pb0.5Sn0.5Te is located in
the hole doped part of the phase diagram and its free bulk carriers have been
reported to be p-type [19]. It is also worth to point out that transport measure-
ments have shown a non-linear Hall effect indicating the presence of at least
two conductance channels [72]. In regard to the origin of electron carriers, I
may exclude the possibility of TSSs. If the electron Drude oscillator arose from
TSSs, with the knowledge of the effective mass and spectral weight, I can esti-
mate that the Fermi energy would have had to be 5 eV above the Dirac points
of the TSSs. This is clearly inconsistent with other measurements [73, 74].
However, one possibility is that they arise from trivial states, which come from
a surface band bending accumulation layer. Such states occur in conventional
topological insulators [75]. Another possibility is that the electron contribution
arises from the bulk impurity bands, which have been observed in In-doped
SnTe [20,76]. As shown in Figure 4.6, In−, Na− and Ag−doping introduce no-
table amounts of in-gap states with a large energy scale, which will contribute
to transport properties. Actually, due to various intrinsic or extrinsic mech-
anisms, it is very common to observe multi-channel transport in topological
semimetals such as Cd3As2 [77], Na3Bi [27], TaAs [29], ZrTe5 [78], WTe2 [79],
HfTe5 [80], TaAs2 [81] and NbAs2 [82]. In this regard, the coexistence of con-
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Figure 4.7: The width of the Nth LL in graphene as a function of magnetic
field at a fixed electron density ne = 1012 cm2 and impurity density ni = 1011
cm−2. Solid line black, dashed line red, dotted line blue, and dashed-dotted
line olive are for the N=0, 1, 2, and 3 LLs, respectively. The inset shows the
width of different LLs for different values of B. Figure is adapted from Ref. [21].
ventional trivial fermions and Dirac fermions in Pb0.5Sn0.5Te provides an op-
portunity to study their different magneto-terahertz responses. At zero field,
I find the mobilities of holes and electrons are 1600 and 1100 cm2V−1s−1 re-
spectively. The electron carriers observed in Pb0.5Sn0.5Te thin films experience
low scattering, but are still slightly smaller less mobile than their hole coun-
terparts.
Further important information can be derived from the field dependence
of the scattering rates. As shown in Fig. 4.5(b), the scattering rate of holes
decreases when switching on the field. In contrast, the scattering rates of elec-
tron carriers is an increasing function of field. These distinct field dependences
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are likely related to the character of their dispersions. At 6 K, thermal lattice
vibrations are largely suppressed and the scattering of the system is mainly
from disorder potentials. As shown in Figure 4.7, in graphene (which hosts
two-dimensional massless Dirac fermions) for high enough fields, the widths
of LL broadening Γ has been predicted to have 1
B
dependent charged impurity
scattering due to the special features of the LLs [21]. In the present case,
hole Dirac bands will form one-dimensional LL structures that will be dis-
persive in the kz direction, however the principle magneto-optical terahertz
response will be from the LLs at kz = 0 because the intraband transitions be-
tween LLs will contribute most of spectral weight to the CR due to the singu-
larities in the joint density of states, making the 2D expression relevant. In
accord with this general dependence I indeed find that the scattering rate of
the hole band is a decreasing function of field, which supports its unconven-
tional nature. This decreasing dependence with field can be an indicator of
Dirac fermions but has been rarely observed in Dirac systems because other
scattering mechanisms, such as CR-phonon coupling [59] or strong electronic
correlation (when the charge density is low [83]), may intervene and mask the
intrinsic field dependence. For example, in a well-known topological insulator
Bi2Se3, the CR of surface Dirac fermions has a strong coupling with phonons
when the CR energy matches the surface β phonon around 0.8 THz. The scat-
tering rates of its Drude oscillator is modified to be an increasing function of
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field [59]. The observation of the decreasing dependence on field in Pb0.5Sn0.5Te
thin film indicates this system is spectroscopically clean due to the absence of
optical phonon below 2 THz and can be used as a reference for studying the
general behavior of Dirac and Weyl systems. In contrast, the electron carriers
of the trivial bands do not have associated Berry curvature and other features
of the Dirac fermions and undergo larger scattering. Their scattering rates
show quasi-linear field dependence. As shown in Fig. 4(b) the field dependence
can also be approximately described by the impurity scattering mechanism in
conventional 3D electron gas, which is predicted to exhibit a a + bB
2
3 field de-
pendence [84]. my data is consistent with this expression although there is
large error bar on the precise exponent.
4.6 Concluding Remark
Finally I wish to make some remarks on the general relevance of this work
to current transport investigations on 3D topological semimetals. This work
provides a new way to isolate signatures of bulk states in Dirac and Weyl
semimetals. Despite the fact that present system’s band structure is gapped
it is clear that the chemical potential is in a part of the spectrum where the
dispersion is linear and as such the terahertz response of this band should
be indistinguishable from a gapless Dirac system. However, as compared to
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topological insulators such as Bi2Se3, such 3D topological semimetals usually
have more complicated electronic structures. Multiple bands may cross the
Fermi level, potentially making the Fermi surfaces complicated [48, 49]. It
has been reported that multiple types of carriers coexist in some 3D topologi-
cal semimetals [27, 29, 77]. The ultrahigh mobilities of carriers in these topo-
logical semimetals give rich behavior of the magnetoresistivity [78–82], but
in some systems that are known to be topologically trivial, carriers can also
have large mobilities and show magnetorestivity responses similar to topo-
logical semimetals [85]. The confusing experimental situation calls for more
comprehensive probes in the field of topological materials and non-trivial band
geometry. Magneto-terahertz spectroscopy with its field and frequency depen-
dence provides enough information to characterize mobilities and densities of
multiple transport channels simultaneously. Even more importantly, cyclotron
resonance and field-dependent scattering rates, which directly store informa-
tion about non-trivial band geometry and Berry curvature, can be extracted
from circular-basis magneto-terahertz conductivity for each transport channel.
Moreover, the non-contact nature of terahertz measurement can avoid many of
the artifacts that may exist in conventional dc transport measurements such as
extrinsic current jetting [5]. These advantages provide opportunities to solve
puzzles in the field of topological semimetals such as the origins of negative
magnetoresistances and intrinsic signatures of the chiral anomaly [5,77].
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A Large Effective Phonon
Magnetic Moment in a Dirac
Semimetal
5.1 Summary
In this chapter, I describe our investigations of the low frequency terahertz
response of the Dirac semimetal Cd3As2 concentrating on its phonon dynamics
and their response to magnetic field. Due to the very small effective mass of
free carriers in this material, I observed a very prominent and sensitive cy-
clotron resonance as field is tuned as well as an optical phonon mode. As the
cyclotron resonance is tuned with field to pass through the phonon frequency,
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I observed a notable splitting in the energies of right- and left-hand polarized
phonons. For positive fields, the left-handed phonon shows notable Fano asym-
metry, while the right-hand phonon shows little asymmetry. The splitting be-
tween the left- and right-hand phonons can be expressed as an effective phonon
magnetic moment approximately 2.7 times the Bohr magneton, which is almost
four orders of magnitude larger than the prediction of ab initio calculations of
the effect in nonmagnetic insulators. I ascribe this exceedingly large value to
the resonant coupling to the cyclotron motion. This circular-polarization selec-
tive coupling that can be manipulated by magnetic field provides new insight
in understanding the complicated magneto transport in Cd3As2 and new func-
tionality for nonlinear optics to utilize exotic light-induced topological phases
in Dirac semimetals.
5.2 Many-Body Effect in Dirac and Weyl
Semimetals
A number of linear and nonlinear magneto-optical effects from relativistic
fermions and Berry curvatures are anticipated in 3D topological semimetals
(TSMs) [5]. They are of great current interest due to their relation to the non-
trivial nature of many of these materials. Besides their appealing electronic
features such linear band dispersion and Fermi arc surface states, the inter-
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Figure 5.1: Red curve represents the optical phonon dispersion as a function
of momentum. Blue dashed line is the dispersion of plasma mode without in-
teraction. The yellow dashed line is the real dispersion of plasma mode after
hybridizing with phonon. Figure is adapted from Ref. [22].
play between electronic states and other degrees of freedom, such as lattice vi-
brations and magnons, have also begun to attract attention [22,33,86,87]. For
instance, it has been predicted that in a Weyl semimetal, the “chiral current”
which corresponds to the transfer of charge between Weyl nodes, can interact
with A1 Raman-active phonon modes and make them infrared-active [22, 86].
As shown in Figure 5.1, such phonon modes may also hybridize with the plas-
mon mode of Weyl fermions in a similar fashion to Kondo hybridization in
heavy-fermion systems [88,89]. At the resonance condition where the plasmon
energy resonates with phonons central frequency, an avoided crossing struc-
ture would emerge between phonon and plasmon dispersion branches, which
can be regarded as another demonstration of the chiral anomaly through lattice
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dynamics in Weyl semimetals. In this chapter, I will report the observation of
another interesting charge-phonon coupling effect in a Dirac semimetal, which
may be important to understand the complicated dc magneto transport behav-
ior in topological semimetals.
5.3 Zero-Field Terahertz Conductivity
Cd3As2 is a tetragonal Dirac semimetal system with I41/acd lattice struc-
ture [90]. It has a pair of four-fold degenerate Dirac nodes located along the
kz axis. Both Dirac nodes are protected by a C4 symmetry around the z axis
and cannot be removed except by breaking this symmetry. High quality (112)
oriented Cd3As2 films have been grown on (111)B GaAs substrates to a thick-
ness of 280 nm via molecular beam epitaxy by our collaborators in University
of California, Santa Barbara. Further details of the film growth can be found
elsewhere [91,92].
The real part of the zero-field optical conductivity σ1 is displayed in Figure
5.2. At 6 K, σ1 shows a zero frequency Drude-like peak with a well-defined
phonon mode at 0.67 THz. With increasing temperature, the Drude part of σ1
becomes larger and sharper and the phonon mode becomes broader. A Drude-
Lorentz fit for real and imaginary parts of conductivity at 6 K are shown in
the inset of Figure 5.2. This fit mainly includes one Drude term and one finite
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Figure 5.2: Real parts of optical conductivity of Cd3As2 film at four temper-
atures. Inset shows the Drude-Lorentz fit to the real and imaginary parts of
optical conductivity at 6 K.
frequency Lorentz term. One can see the optical conductivity at 6 K is well
reproduced by this fitting. The plasma frequency (ωp/2π) and scattering rate
(1/2πτ ) of the Drude oscillator are ∼22 THz and ∼0.9 THz, respectively at 6 K.
The oscillator strength and linewidth of the phonon are ∼4.5 THz and ∼0.12
THz, respectively at 6 K. The weak features above 1.6 THz probably indicate
other phonon modes with large damping. By carefully inspection of the line-
shape of the phonon at 0.67 THz, we can see that the phonon mode exhibits a
weak asymmetry which indicates it has a detectable coupling to the continuum
of electronic states. This will be discussed in more detail below.
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5.4 Magneto-Terahertz Response in Fara-
day Geometry
As discussed in Sec. 4.4, I measured the optical conductivity in the circular
basis by using the fast rotating polarizer method to extract both the diago-
nal (Txx) and off-diagonal (Txy) complex transmissions and then generated the
transmission for R- and L- polarized light by the expression TR,L = Txx ± iTxy.
The conductivity in the circular basis can be extracted by the usual corre-
spondence between transmission and conductivity in thin films after recogniz-
ing that in Faraday geometry circular polarization is the eigenpolarization for
transmission [47].
In Fig. 5.3(a) and (b), I show the real and imaginary parts of the optical con-
ductivity in the circular polarization basis (σcirc). It is quite illustrative to dis-
play the response to the R- and L-hand polarized light as positive and negative
frequencies respectively and hence the conductivity in the circular basis be-
comes a single continuous function of frequency that smoothly extends through
zero frequency. At zero field, the real part of σcirc is a function peaked at zero
frequency, which is a typical metallic response. With increasing positive field,
the peak moves quickly to finite negative frequency, while the conductivity is
suppressed on the positive frequency side. This large shift of the peak with rel-
atively small magnetic field can be identified as the cyclotron resonance (CR)
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Figure 5.3: (a) Real and (b) imaginary parts of the magneto-optical conduc-
tivity under circular basis at 6 K. R-hand and L-hand optical conductivity are
displayed as positive and negative frequencies respectively. Inset shows the
configuration between sample and magnetic field in the Faraday geometry.
mode of the n-type carriers [inset of Fig. 5.4(b)] with a small cyclotron mass.
One of the most interesting aspects of σcirc is the field evolution of the ± 0.7
THz phonon. One can see that in the R-hand channel the phonon’s peak po-
sition and lineshape evolves only slightly with increasing field. In contrast,
the L-hand phonon shows a large response to field. As shown in Fig. 5.3(a),
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the low frequency side of the L-hand phonon develops a weak dip around −0.6
THz. This weak feature cannot be interpreted in terms of electronic excitations
alone and comes from a “Fano” asymmetry induced by magnetic field-enhanced
electron-phonon coupling. The Fano resonance is a very general phenomenon
that arises from an interference between a sharp mode and a continuum back-
ground that it couples to.
To separate electronic and phonon components, I used a Drude/Drude-Lorentz
model to fit the complex R- and L-hand optical conductivities simultaneously.
The total THz conductivity is σcirc = σDrude + σphonon plus a very weak electron-
like oscillator that allows the spectrum to be fit on the positive frequency side
at high fields. Its incorporation has no impact on our conclusions. The contri-
bution of the Drude response in magnetic field is the conventional Drude model





−ω2 − iωΓpk + ωcω
− (ε∞ − 1)
)
. (5.1)
In the above expression, ω runs from positive to negative frequency and ωc is
the CR frequency. For hole (electron) carriers, ωc is positive (negative). As ωc
goes to zero, this formula automatically recovers the usual Drude form. The
expression for the phonon conductivity with the Fano asymmetry is [65]:
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Figure 5.4: (a) Drude-Lorentz fits of real and imaginary parts of optical con-
ductivity under circular basis at 8 kG. (b) Cyclotron resonances as a function of
field. Inset shows intraband inter-LL transitions when Fermi level is located
between LLn and LLn+1. (c) Drude scattering rate as a function of field.
σphonon(ω) = −iε0ω
[ Ω2p










Here, Ωp is the phonon’s oscillator strength, ω0 is the phonon’s central fre-
quency, Γ0 is the phonon linewidth, and q−1 is the Fano coupling/asymmetry
parameter. As q−1 approaches zero, the asymmetry vanishes and the phonon
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recovers the usual symmetric Lorentzian lineshape. In Fig. 5.4(a), I show a
Drude-Lorentz fit for the conductivity at 8 kG. One can see that the fit well re-
produces the conductivity over the whole frequency region. I also show the pure
Drude simulation σDrude without the phonon (green) in Fig. 5.4(a). By compar-
ing σcirc with σDrude, we can see the L-hand phonon exhibits a clear Fano shape
but the phonon in R hand is more symmetric.
The CR as a function of magnetic field shows a linear field dependence (Fig.
5.4(b)). Although Cd3As2 is a 3D Dirac semimetal and its carriers are massless
Dirac fermions, under these weak fields the system’s response is semi-classical
and its CR dispersion can feature a linear field evolution: eB/m∗, where m∗ is
the cyclotron mass of electron carriers (m∗ = ~kF/vF in a linear dispersion ap-
proximation). By fitting the field dependence of the CR, m∗ is found to be 0.03
free electron masses, which is in agreement with mass from the temperature-
dependent Shubnikov-de Haas oscillations. The small value of m∗ arises in
the very low chemical potential of these TSMs. Combining with the extracted
zero field scattering rate, the electronic mobility is then estimated to be 104
cm2V−1s−1, consistent with previous dc transport measurement . In Fig. 5.4(c),
I plot the scattering rate of the Drude oscillator as a function of field. With
magnetic field, the scattering rate initially decreases before increasing above 8
kG. At 6 K, thermal lattice vibrations are largely suppressed and the scatter-
ings of the system are mainly from impurity potentials. Actually, in an ideally
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Figure 5.5: (a) The real part of the optical conductivity of the phonon reso-
nance after subtracting the electronic Drude background under circular basis
at 6 K. R- and L-hand optical conductivity are displayed as positive and neg-
ative frequencies with the same offset between each. (b) The Fano fit to the
phonon at 8 kG.
clean system, Landau level should be a δ function of energy. The impurity scat-
tering smears the δ function and broadens LLs. The impurity scattering itself
also has field evolution. It has been predicted in graphene (which hosts two-
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dimensional massless Dirac fermions), the widths of LL broadening Γ can have
a 1
B
dependent impurity scattering contribution due to the special features of
the LLs [21]. In this regard, the decreasing trend of scattering rate below 8
kG could be a fingerprint that shows the carriers included by this Drude os-
cillator are massless Dirac fermions. Moreover, there should be an extra scat-
tering mechanism to account for the scattering rate increasing above 8 kG.
Before discussing this extra scattering mechanism, I want to stress that the
non-monotonic field dependence of scattering rate plays some roles in deter-
mining the dc magneto conductivity. One can easily calculate the dc magneto
conductivity σxx = 11+(µB)2
Γ0
ΓB
σ0 through Eq. 7.1 and σxx = 12 (σ++σ−). Here µ
is the mobility. σ0 = ε0ω2p/Γ0 is the dc conductivity in zero magnetic field. Γ0
and ΓB are zero-field and field dependent scattering rate respectively. In Fara-
day geometry, the negative magneto conductivity usually comes from the factor
1
1+(µB)2 which accounts for the cyclotron motions of carriers. However, as shown
in Fig. 5.4(c), the scattering rate of Dirac fermions also has non-trivial field de-
pendence. The competition and balance between these field dependent factors
may result in the complicated field behaviors of magneto resistivity reported in
previous dc magneto transport measurements [77,93–95].
To exhibit the field evolution of the phonons clearly, I subtract the electronic
signal and plot the optical conductivity of L- and R- phonons in Fig. 5.5(a) with
offsets. The L- phonon develops a clear asymmetry with increasing field, while
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Figure 5.6: (a) Oscillator strength and (b) Fano parameter and (c) Center fre-
quency of the phonon as a function of field.
the R- phonon shows smaller changes. In Fig. 5.5(b), I show a Fano fit (Eq. 5.2)
to the L- and R- phonon at 8 kG. We can see that the fit captures all features of
both channels. Besides the Fano asymmetry, the oscillator strength Ωp of the
L- phonon becomes larger than Ωp of the R- channel. In Fig. 5.6(a), I show the
field-dependent oscillator strength Ωp for L and R- phonons. One can see that
Ωp of the L- phonon shows an enhancement around 6 kG, before decreasing
with increasing field. In contrast, in the R- channel an enhancement is not ob-
served. The central frequencies ω0 show distinct field dependencies. As shown
in Fig. 5.6(c), ω0 in the L- channel increases quickly from 0 to 8 kG and then
stays constant. In contrast, ω0 in the R- channel shows a small initial decrease
before saturating. Near 6 kG, the splitting of phonons ∆ω/2π is 0.04 THz.
The field dependence of the Fano parameter |q|−1 is shown in Fig. 5.6(b).
At zero field, |q|−1 of both channels is small. With increasing field, the R-hand
phonon still shows a small |q|−1. However, in the L-hand channel, |q|−1 in-
creases its magnitude and shows a strong resonance feature near 8 kG. With
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Figure 5.7: (a) The avoiding cross structure between phonon and cyclotron
resonance as a function of magnetic field. (b) Optical phonons in graphene de-
tected by Raman scattering. (c) The shift of phonon frequency by magnetic field
through the coupling between E2g mode and cyclotron resonance in graphene.
Figures are adapted from Ref. [23,24].
further increasing field, |q|−1 decreases but is still larger than |q|−1 of R-hand.
The resonance features presented in the L-hand phonon at ∼ 6 kG strongly
indicate the CR mode plays an important role in the asymmetry between L-
and R-hand phonon because the CR energy is around 0.7 THz and crosses the
phonon’s central frequency when the field is 6 − 8 kG.
For this case of a coupling of a phonon to an electronic continuum, the Fano
parameter q is determined by the expression q−1 = πDehVep µehµph [96] . Here Deh is
the electronic joint density of states that arises from the electron-hole pair in-
traband inter-LL transitions near the phonon frequency ω0. Vep is the electron-
phonon coupling strength, and µph and µeh are the optical matrix elements of
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phonons and electron-hole pairs respectively. The electron-phonon coupling
strength Vep is not expected to have a strong field dependence, but obviously
Deh(ω0) will. As shown in Fig. 5.3(a), the optical conductivity on the nega-
tive frequency side is gradually enhanced but on the positive frequency side
it is suppressed as the CR moves in the negative frequency direction. Deh(ω0)
would reach its maximum when the CR resonates with the phonon in the L-
hand channel. This is presumably why the phonon oscillator strength and the
Fano parameter in the L-hand channel show a resonance structure near ω0. It
is also straightforward to understand the mechanism for the increasing field
dependence of Drude scattering rate [Fig. 5.4(c)] as a field-enhanced coupling
between the optical phonon and massless Dirac fermions. Above 8 kG, the
magnetic field enhanced electron-phonon scattering surpasses the decreasing
trend of LL broadening from impurity potentials, and modifies the scattering
rate to be an increasing function of field. This coupling of the cyclotron reso-
nance to phonons has much in common with previous observations of anoma-
lous broadening of the cyclotron resonance when tuned resonantly to a phonon
in graphene, Bi2Se3, and GaAs-(Ga,Al)As heterojunctions [24, 59, 97, 98]. Fig-
ure 5.7 shows one particular case of graphene. In those cases however, the
phonon was Raman-active and its coupling could be only inferred from its in-
fluence on the linewidth of the CR mode; its effect was not measured directly
on the phonon itself. Here, the increasing linewidth of the CR mode above 8
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kG indicates the field-enhanced interaction between CR and the phonon. The
crucial observation in the present case is that since the phonon is IR active, the
breaking of degeneracy between R- and L- branches can be seen directly in the
THz experiments.
5.5 Discussion
The large splitting in phonon frequencies could be ascribed to the resonant
enhancement of the cyclotron resonance circulating with or against the circu-
lar motion of the phonons. Typically, degenerate phonons can be represented in
terms of either Cartesian or circular coordinates. However, in high symmetry
lattices that nevertheless have no mirror planes or break time-reversal sym-
metry, the degeneracy between L- and R-hand phonons can be broken and the
circular basis becomes the unique and proper one. There has been recent (and
earlier) interest in systems where phonons can be imbued with characteristics
found in other lattice excitations such as angular momentum and Berry phase
structures [99, 100]. Extensive experiments in the 1970s showed in insulating
magnetic crystals a splitting between R and L polarized phonon branches could
be triggered by a magnetic field. For instance, Schaack showed in strongly
paramagnetic CeF3 a two-fold degenerate optical phonon at 49.6 meV can be
split by as much 0.8 meV at 1 Tesla [101]. Much more recently, Juraschek and
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Spaldin used density functional theory to study the field-induced phonon split-
ting in even nonmagnetic compounds and found the relative splitting (∆ω/ω0)
in most nonmagnetic compounds would be ∼ 10−6 to 10−4 [102]. Zhang and
Niu showed that in inversion symmetry broken 2D chalcogenides that valley
phonons could possess intrinsic angular moment in the finite (but opposite) an-
gular momentum in the twoK andK ′ valleys [100]. This has recently been con-
firmed in optical pump-probe spectroscopy experiments [103]. In the present
case, the relative energy splitting ∆ω/ω in weak magnetic field between the
L- and R-hand phonons is ∼ 0.06 and equivalent to a magnetic moment of 2.5
×10−23 m2·A at 6 kG, which is 2.7 Bohr magnetons. This is approximately 3 to 4
orders of magnitude larger than predicted in the nonmagnetic insulators [102].
A few magneto-infrared spectroscopic works of topological insulator Bi2Se3
have reported that magnetic field can introduce a little Fano asymmetry on
phonon resonance spectra and argued that this field-related electron-phonon
coupling mainly comes from the magnetoelectric effect [13, 104]. However,
due to the way that FTIR works, it is difficult for this technique to extract
the circular-based optical conductivities of LL transitions and phonon mode
simultaneously, which probably misses some key information to interpret the
phenomena. Our work provides the first comprehensive and spectroscopic ev-
idences for a ultralow magnetic field induced electron-phonon coupling in a
well-known Dirac semimetal Cd3As2. Because time domain magneto-terahertz
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spectroscopy can reveal circular-based optical conductivities of phonon mode
and cyclotron resonance simultaneously, I could conclude that this field en-
hanced chiral electron-phonon coupling and Fano asymmetry revealed on left-
hand phonon comes from the magneto-phonon resonance.
5.6 Final Remark
This work features the first comprehensive observation for an ultralow mag-
netic field (∼ 0.7 T) enhanced electron-phonon coupling effect in the nonmag-
netic Dirac semimetal Cd3As2. However, I believe our findings are not limited
to this particular case; the general idea should be more widely applicable in
other TSMs. By tuning their charge densities via gating TSM films, one also
may study the gating- and field-tunable CR-phonon resonance in these TSMs.
Aside from being interesting in their own right, the observation of these rich
charge and lattice dynamics and their response to magnetic field in Cd3As2 may
provide new pathways to study novel light-induced phases in TSMs by ultra-
fast manipulation of lattice degrees of freedom. Among other aspects, one may
use a narrow-spectrum multicycle intense THz pump pulse resonating with
the phonon to excite a Cd3As2 film. The strong stimulus of the phonon will
create notable strains and lattice deformations that break lattice symmetries
and drive the Dirac semimetal into a light-induced topological insulator phase.
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Moreover, one may use intense circularly polarized pump pulse to excite the
sample and drive it into a light-induced Floquet-Weyl semimetal phase where
the fourfold degenerate Dirac node is split into two separate Weyl nodes.
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Chapter 6
Measurement of the Chiral
Relaxation Rate in a Dirac
Semimetal
6.1 Summary
3D Dirac and Weyl semimetals with linearly crossing bands are the focus of
much recent interest in condensed matter physics and are believed to exhibit a
novel E ·B transport phenomenon – the chiral magnetic effect – associated with
the near conservation of “chiral” charge. Recent dc magneto transport exper-
iments have shown unusual negative longitudinal magnetoresistivity, which
have been interpreted to be signatures of the chiral magnetic effect. How-
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ever, dc experiments give limited information and moreover concerns have been
raised about experimental artifacts that have complicated its identification.
Here, I used magneto-terahertz spectroscopy to study high-quality epitaxial
Cd3As2 thin films and extract their dynamical conductivities σ(ω) as a function
of E · B. As in-plane field is applied, I observed a remarkably sharp Drude-like
response that rises out of the broader zero-field conductivity background. The
appearance of this peak is a definitive signature of a new transport channel
and the chiral response, with the spectral weight of this peak a direct mea-
sure of the net chiral charge and its width a measure of the scattering between
chiral species. The field independence of the chiral relaxation rate establishes
that it is set by the approximate conservation of the isospin degree of freedom,
which labels the crystalline point-group representations and is not set by the
formation of Weyl nodes due to applied field.
6.2 Chiral Anomaly in a Weyl Semimetal
In a one-dimensional linearly dispersive band, applying an electric field will
make left-hand carriers move towards the right side of the band. Although the
total number of charges is conserved, if one counts left-hand moving carriers
and right-hand moving carriers separately, one will find the number of each
type of charges will not be conserved. As shown in Fig. 6.1(a), charge will be
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Figure 6.1: (a) A schematic of the transport of the one dimensional band under
E. (b) A schematic of the transport of the three dimensional band under E · B.
Figures are adapted from Ref. [25,26].
persistently pumped from one side to other side. This effect was studied by
Nielsen and Ninomiya 40 years ago and was regarded as a good analogy in
condensed matter physics to the chiral anomaly proposed in particle physics
[25,26].
In a Weyl semimetal, the bands disperse linearly in three dimension near
Weyl nodes. Under a magnetic field, these bands will form Landau levels (LL).
Different from two dimensional electron gas in which LLs will not disperse in
momentum space, LLs in 3D Weyl semimetals will disperse along the direction




In the above expression, n is Landau level index. v is the band velocity, and
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the positive/negative sign of n represents Landau level of conduction/valence
bands. As shown in Fig. 6.1(b), LLs behave as effective one dimensional bands.
The zeroth LL is usually called a chiral LL because it is only dispersive in
one direction in each Weyl cone and has the spin locked to the velocity di-
rection. These two valleys with opposite chiralities connect by the bands far
below the Weyl nodes. After applying an electric field, the charges will also be
pumped from one Weyl node to the other. The effect of magnetic field in 3D
Weyl semimetals is to produce the one-dimensional bands similar to the case
shown in Fig. 6.1(a). In a Weyl semimetal, the Weyl fermions in each cone will
have a fixed chirality: Its spin will be parallel or antiparallel to its momentum.
A direct consequence of this pumping effect is that the amount of charges with
a particural chirality will not be conserved.
Besides the pumping effect, the scattering process is also important. After
the charges are pumped to a Weyl cone, they will have some possibility to be
scattered back to the original Weyl cone. We call this scattering 1/τv interval-
ley scattering. Besides intervalley scattering, charges also experience scatter-
ing inside each Weyl cone. We call this kind of scattering 1/τn is intravalley
scattering. If 1/τv  1/τn, the pumping effect and scattering process will reach
a balance to build an effective intervalley chemical potential. Usually, 1/τv in
Weyl semimetal is very small because the scattering between two Weyl cones
is suppressed by the large momentum separation of Weyl nodes [5]. When a
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parallel E and B is applied, besides normal transport, a new transport channel
will emerge. It will introduce extra metallic-like conductivity, which could be
detectable by using dc or ac magneto transport.
6.3 Chiral Anomaly in a Dirac Semimetal
The chiral anomaly in a Dirac semimetal is a little complicated. Dirac sys-
tems can be considered as two copies of Weyl systems, where at each node there
are two copies of the linearly dispersing bands with opposite chiral charge.
The copies are distinguished by a point-group index or isospin degree of free-
dom (⇑,⇓) that labels the crystalline point-group representations [105]. These
four-fold degenerate 3D linear band touchings in DSMs are protected by lat-
tice point group symmetries and are stable as long as the symmetries are re-
spected [6]. The quasiparticles near the touching points can be described by
the relativistic Dirac Hamiltonian: H = ηvFσ·(k±KD ), where η = ± 1 represents
the chirality degree of freedom and ± KD represent the valley degrees of free-
dom and location of the Dirac nodes along a special high symmetry direction in
momentum space.
As shown in Figure 6.2, due to the particular properties of massless Dirac
fermions, a zeroth LL forms that connects one valley to the other either above
or below EF depending on the relative direction of the magnetic field and the
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Figure 6.2: In a Dirac semimetal, a number of different relaxation rates con-
trol the charge dynamics. 1/τn is the intranode (normal) scattering rate, 1/τv is
the intervalley scattering rate, and 1/τi in the internode scattering rate at the
same momentum valley, but to the other isospin variety.
isospin being considered. With the reasonable assumption (discussed more be-
low) that intervalley and isospin relaxation rates (1/τv and 1/τi) are slower than
the intravalley rates (1/τn), under the action of an E · B term, for a particular
isospin, charge is pumped from one valley to the other. For the opposite isospin,
the sense of pumping between valleys is reversed, but note that due to the de-
pendence of connectivity of the nodes of the 0th LL on isospin the velocity of
the 0th LL at EF is the same in the valley that charge is being pumped into.
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This results in valley (µ⇑+kz − µ
⇑
−kz ) and isospin (µ
⇑
+kz
− µ⇓+kz ) chemical potential
differences and corresponding valley and isospin currents [5]. These currents
and population imbalances can be relaxed only by the relatively slow scatter-
ing between nodes of opposite chirality as compared to the normal intravalley
scattering which dominates scattering across a node. Intervalley scattering
(1/τv) is slower than the normal scattering due to the large momentum trans-
fer between nodes, and inter-isospin scattering (1/τi) is suppressed by the same
symmetry that protects the degeneracies. We call the larger of 1/τv and 1/τi the
chiral relaxation rate 1/τc, which controls the build-up of valley charge imbal-
ance. 1/τi presumably (but not necessarily) dominates the behavior in a DSM.
Because the chiral charge is not precisely conserved e.g. it is pumped under
the action of collinear electric and magnetic fields, the effect is referred to as
the chiral anomaly in Dirac semimetals.
6.4 DC Transport Evidences and Their
Disputes
In Dirac and Weyl semimetals, the chiral anomaly will introduce a new
transport channel. A valley or isospin population will lead to a chiral current,
which relaxes at a lower rate 1/τc than a usual current and hence gives an en-
hanced dc conductance and negative longitudinal magnetoeresistance (NLMR).
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Figure 6.3: Negative longitudinal magneto resistivity observed by dc trans-
port in (a) ZrTe5, (b) Na3Bi and (c) TaAs. Figures are adapted from Ref. [27–29].
A NLMR has been observed in several different Dirac and Weyl semimetals.
For example, in Dirac semimetals ZrTe5, Na3Bi and Weyl semimetal TaAs, as
shown in Fig. 6.3, the magneto resistivity will decrease with increasing mag-
netic field when E ‖ B [27–29]. In contrast, when E ⊥ B, the magneto resis-
tivity will be an increasing function of magnetic field. This NLMR was widely
interpreted as a consequence of the chiral magnetic effect. However NLMR
is not uniquely caused by this effect and it is clear that at least in the high
mobility WSM system, the measurements were affected by the inhomogeneous
current flow due to the large transverse magnetoresistances induced by mag-
netic field e.g. “current jetting” [106–109]. In lower mobility systems there are
still a number of other possibilities including mobility fluctuations that may
mix Hall and longitudinal responses in sufficiently thick films [77,94,110].
Due to these controversies, experiments that can give additional and con-
clusive information about the effect are desired. As discussed above, a key
parameter that governs the chiral anomaly is the chiral relaxation rate 1/τc.
100
CHAPTER 6. MEASUREMENT OF THE CHIRAL RELAXATION
The most convincing way to characterize the intrinsic properties of the chiral
anomaly would be to directly measure 1/τc and 1/τn. To date, most magneto-
transport experiments of topological semimetals are performed in dc electric
field for which it is hard to disentangle 1/τc and 1/τn. Performing frequency-
dependent conductivity experiments offers the opportunity to extract 1/τc and
1/τn directly. I measured two Cd3As2 films and extracted their field-dependent
terahertz conductivity. For the films with the lower EF , I found the emergence
of a narrow Drude-like peak at low frequency when ETHz ‖ B. The appearance
of this peak over a restricted low frequency range is the manifestation of a new
transport channel. Its systematic dependence on frequency and field are in pre-
cise agreement with expectations of the chiral anomaly and the chiral Drude
response in a Dirac semimetal.
6.5 Magneto Terahertz Spectroscopic Study
of Chiral Anomaly in a Dirac Semimetal
I used magneto-terahertz spectroscopy to study the high-quality epitaxial
thin films of Dirac semimetal Cd3As2. Cd3As2 is an ideal material for this
investigation as it presents simply two quadruply degenerate near-EF Dirac
nodes that sit along the kz axis that are protected by a C4 symmetry. High
quality (112) oriented Cd3As2 films have been grown via molecular and the
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Figure 6.4: (a) ETHz ‖ B with E ‖ (110) for sample S1. (b) ETHz ⊥ B with
E ⊥ (110) for sample S1. (c) ETHz ‖ B for E ⊥ (110) sample S2. (d) ETHz ⊥ B for
E ‖ (110) sample S2. (e) and (f) Comparisons of this 0 and 7 T data and their
differences for samples S1 and S2.
growth details could be found in Ch. 5. Depending on growth parameters
different EF s can be achieved. I measured two Cd3As2 films and extracted
their field-dependent terahertz conductivity. An additional advantage of these
contactless THz measurements is that they avoid any artifact associated with
inhomogeneous current paths that have plagued dc experiments.
In Fig. 6.4(a) and (b), I show the real part of the THz conductivity at a
number of different fields for ETHz ‖ B and ETHz ⊥ B for Cd3As2 sample S1
with a low EF (measured with E ‖ (110)). As shown in Chapter 5.3, at zero
field, σ1 is characterized by a Drude-like Lorentzian peak with a scattering
rate approximate 1 THz, as well as a 0.7 THz phonon [111]. As a field B ‖ ETHz
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is applied, an additional much sharper Drude-like peak rises out of the zero-
field σ1. That this should be considered as a new transport channel with a
distinct frequency scale can be seen in the fact that these changes are all at low
frequency e.g. at frequencies above 1 THz the data does not change. E ⊥ (110)
in sample S1 shows a similar effect. This behavior can be contrasted with
ETHz ⊥ B that shows a decrease in the low frequency conductivity over the
entire measured spectral range. For this direction the decreased conductivity
is consistent with the usual effects of positive transverse magnetoresistance
of conductors in magnetic field. Fig. 6.4(a) is the major result of this work.
As shown in Fig. 6.4(c) and (d) another sample S2 (measured with E ⊥ (110)
with a somewhat larger EF , shows a similar, although more modest effect with
scattering rates larger than those of S1.
Besides the real parts of magneto optical conductivity σ1 with ETHz ‖ B
which demonstrates that E · B introduces a new transport channel. I also
extract the imaginary parts of optical conductivity σ2 with ETHz ‖ B. As shown
in Fig. 6.5(a) and (c), when increasing magnetic field, σ2 is gradually enhanced.
This is consistent with our discussion of magnetic field dependence of σ1 that a
new transport channel appears after applying E · B. In contrast, when ETHz ⊥
B, as shown in Fig. 6.5(b) and (d), both samples’ σ2 are gradually suppressed
by magnetic field, which is consistent with the fact that the positive magneto
resistivity will occur if current is perpendicular to magnetic field.
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Figure 6.5: Imaginary parts of the optical conductivity of S1 with (a) ETHz ‖ B
and (b) ETHz ⊥ B. Imaginary parts of the optical conductivity of S2 with (c)
ETHz ‖ B and (d) ETHz ⊥ B.
To further demonstrate this result, I plot the σ1 at 0 and 7 T ETHz ‖ B and
their difference for samples S1 and S2 in Fig. 6.4(e) and (f) respectively. One
can see that, comparing 0 and 7 T σ1 contains an emergent sharper Drude
response. The difference in these curves ∆σ1 = σ1(B)−σ1(0) at 7 T, reveals
a narrower zero-frequency peak that characterizes a new transport channel.
There are also small changes to the phonon that will be discussed elsewhere.
In Fig. 6.6(a) to (d) I show Drude/Drude-Lorentz oscillator fits to the data
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that characterizes the ETHz ‖ B response. In the displayed spectral range, the
zero field spectra are fit well by a single Drude feature and Drude-Lorentz os-
cillator for the 0.7 THz phonon. The square of the plasma frequency (ω2p =
Ne2/εm) is related to the spectral weight of a spectral feature in the conduc-
tivity. At slightly higher frequencies there may be some overdamped phonon
effects of which I incorporate through a broad oscillator centered at 1.7 THz
[111, 112]. Small changes in the details of these phonon fits affect none of the
main results or conclusions. As field is increased, the new zero frequency peak
emerges and excellent fits can be obtained by the inclusion of an additional
sharp Drude term (of width 1/2πτc) with only minor changes to the spectral
weight and widths of the broader Drude and phonon terms. The fitting param-
eters as a function of field are shown in Fig. 6.6(e) to (h). For both samples,
one can see that the plasma frequencies ωpn and scattering rates 1/2πτn of the
broad Drude oscillator do not have appreciable field evolution. In contrast, the
plasma frequencies ωpc of the sharper Drude oscillator increases approximately
linearly as a function of magnetic field in both samples. In both samples, 1/2πτc
is approximately one fourth of 1/2πτn.
This field-induced effect is remarkable and its origin should be carefully
considered. Due to the fact that it is an enhancement of only the low fre-
quency conductivity, it should not be considered due to either a change in the
normal scattering rate itself or change in carrier density, but instead the ap-
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Figure 6.6: (a) and (b) Fits to terahertz conductivity of sample S1 with
ETHz ‖ B. (c) and (d) Fits to terahertz conductivity of sample S2 with ETHz ‖ B.
Field dependent Drude plasma frequency (e), scattering rate (f), dc magneto-
conductivity (g) and phonon oscillator strength (h) in sample S1 (Blue) and S2
(Red).
pearance of a parallel transport channel with a new frequency scale. That the
part of the spectra associated with the zero field Drude does not change shows
that the effect is not to be associated with effects like spin dependent scat-
tering that would manifest as an overall change in scattering rate [113]. I
should also reiterate that an advantage of my contactless THz measurements
is that they avoid the artifacts associated with inhomogeneous current paths
which occur in very anisotropic conductors when dc currents are applied or
in systems with mobility fluctuations [5, 94, 106, 109, 110]. That the changes
to the electronic spectrum are intrinsic is also corroborated by the fact that
the phonon’s spectral weight (Fig. 6.6h) decreases as the low frequency con-
ductivity increases (presumably due to increased screening). In contrast, the
appearance of an additional transport channel and a new time scale is pre-
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cisely in agreement with theoretical expectations for the chiral anomaly. In
particular, Burkov showed that with increasing magnetic field an additional
Lorentzian peak should emerge, the width of which corresponds to the intern-
ode scattering rate [114]. Within this picture, the broader Drude represents
the normal intraband transitions inside each Weyl cone, whereas the narrow
Drude is evidence for the chiral transport channel, with its spectral weight a
direct measure of the chiral population and its width the rate of chiral relax-
ation 1/2πτc. The fact that 1/2πτc shows little field dependence is consistent
with the predictions.
Through simulations of the Drude responses, I can extrapolate the field-
induced conductivity ∆σ1(B) at zero frequency. ∆σ1(B) should be equal to the
intrinsic dc longitudinal magneto conductivity. In Fig. 6.6(g), I show the ex-
trapolated ∆σ1(B) of both samples. One can see, above 3 T, ∆σ1(B) shows a
typical B2 dependence, which is also consistent with the theoretical prediction
of the magnetic field dependence of chiral current in the semiclassical transport
regime.
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6.6 Theoretical Analysis from Band Struc-
ture Parameters
Chiral transport occurs through a buildup of the effective chiral electro-
chemical potential through the balance between chiral pumping and internode
scattering. However, to distinguish a steady-state chiral current, the chiral
scattering rate 1/τc must be much smaller than 1/τn. I find that 1/τc is ap-
proximately one fourth of 1/τn in both samples. Although I have found this
very diagnostic signature of the chiral anomaly, it is important to note that the
relative scale of 1/τc to 1/τn is in strong disagreement with prevailing theory
for chiral scattering in a Dirac semimetal. As mentioned above and shown in
Figure 6.2, there are two potential sources of such scattering. Charge can un-
dergo large momentum scattering inter-valley scattering (1/τv), or can scatter
between isospin species at the same valley (1/τi). The larger of these deter-
mines 1/τc. Their relative scales to 1/τn can – in principle – be determined
from band structure parameters.
The band structure of Cd3As2 can be understood from the standard eight-
band Kane model used to model semiconductors [115] by introducing additional
terms to take into account spin-orbit coupling and the tetragonal symmetry of
Cd3As2 [6]. Using the formalism developed in the Ref. [6, 105], The resulting
four-band Hamiltonian for an inversion symmetric tetragonal system within
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the k · p approximation is
HΓ(k) = ε0(k) +

M(k) Ak+ 0 B
∗(k)
Ak− −M(k) B∗(k) 0
0 B(k) M(k) −Ak−
B(k) 0 −Ak+ −M(k)

.
The matrix entries are generic values constrained only by symmetry in the
most general case, but here can be determined by experimental measures of
the band structure of Cd3As2. Consistent with the tetragonal symmetry one





y). Inverted bands correspond to M0,M1,M2 < 0. Here k± = kx ±
iky. Diagonal terms of this matrix must be even under parity and hence even
functions of momentum. Off-diagonal terms of the 2× 2 blocks couple states of
opposite parity and to lowest order are linear in momentum. For an inversion
symmetric tetragonal system, similarly the leading order form forB(k) is αkzk2x.
The terms that are zero on the outside of the matrix are constrained to be zero
in inversion symmetric systems. In this form, it is only the off-diagonal B
term that mixes chiralities and among other aspects has the effect of allowing
rotationally invariant impurities to scatter between nodes. However, since the
B(k) terms are small the 4 × 4 matrix can almost be decoupled into two 2 × 2
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blocks each describing isolated Weyl points with distinct isospin. The resulting
energy dispersion in the x-z plane is
E(k) = ε0(k)±
√









Using the above formalism one can make estimates for both the large mo-
mentum scattering between nodes 1/τv as well as the intravalley inter-isospin
scattering at the same node 1/τn. One can then assume a random distribution
of impurities, which can be modeled by a smooth potential. An assumption
(possibly a big one, see below) is that the potential is spherically symmetric
and has a scale that is large compared to the lattice constant, such that crys-
talline point-group symmetries are not broken locally. Small impurities placed
away from inversion centers would allow mixing between isospins in a fashion
different than considered here. If one assumes a screened Coulomb potential
v(~q) with a screening length of order the Fermi wavelength, within a Fermi’s
golden rule approach one may estimate for the relaxation time for intra-node






Here g(εF ) is the Fermi energy density of states and nimp is the impurity concen-
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tration. For large momentum inter-valley scattering, where one has kF  KD












Here the Dirac node momentum KD position is measured with respect to the
zone center and kF is measured with respect to the node position.
The calculation of the intravalley inter-isospin scattering is slightly more
involved. Following Ref. [105] one can first diagonalize the Hamiltonian in the
limit where B(k) = 0 and valleys are chirality eigenstates for all k. First-order
perturbation theory in B(k) allows chiralitites to be mixed due to quadratic
curvature corrections. Note that within this picture chiralities are still eigen-
states as k → KD, but are progressively mixed at momenta away from the node.
Repeating the Fermi’s golden rule calculation using the perturbed eigenstates
and ignoring any angular dependence to the scattering or shape of the Fermi
















Fermi surface and dispersion anisotropies will give only order one correc-
tions to this result. One can see from this analysis that it is the quadratic cor-
rection to the dispersion in the direction perpendicular to the high symmetry
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Γ − Z line that leads to mixing between chiralities. Importantly the quadratic
dispersion along the Γ − Z line has no effect in this regard. The above expres-
sion can be put in alternative form based on known observables. In a massless
Dirac system the effective cyclotron mass m∗ is ~kF/vF and EF = ~vFkF . There-















Within the context of this simple theory, one can in principle estimate the
essential parameters KD, α, vF , m∗, and kF from the measured band structure
from our own data (for kF ) and angle-resolved photoemission (for the rest) to es-
timate values of 1/τv and 1/τi in the context of the above theory. Unfortunately
photoemission datasets of high enough quality do not yet exist to determine
these parameters uniquely. This is primarily due to challenges associated with
the 3D nature of the material, and the fact that the natural cleavage plane of
this compound is (112) and there is relatively poor kz resolution.
The separation of Dirac points is most easily measured, but even here there
are challenges. From Ref. [30], one can estimate that KD is found approxi-
mately 1
3
of the way towards Z along the Γ−Z line. This is 0.04± 0.02Å−1. This
value is consistent with band structure calculations [6,30,31].
The quadratic correction B(k) = αkzk2x that mixes chiral sectors is more dif-
ficult to estimate. As discussed above, it manifests in quadratic corrections to
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Figure 6.7: Estimation of band dispersions in Cd3As2 extracted from ARPES
[30, 31]. Also shown is extracted dispersions from the band structure calcula-
tions in Ref. [31] has been shifted by 85 meV downwards to match the data of
Ref. [30] has been shifted by 85 meV downwards to match the data of Ref. [31].
The EF of the calculation has been chosen to match the data of Ref. [31].
the dispersion perpendicular to the Γ − Z line, but as can be seen from Eq.
6.2, a quadratic contribution to the dispersion perpendicular to Γ−Z can enter
in ε0, M(k), or B(k). The contribution of ε0 can be separated from the other
two because it gives the same sign energy contribution to both positive and
lower energy branches, whereas the contribution from M(k) or B(k) give op-
posite energy contributions to upper and lower branches. In principle, M(k)
and B(k) could be isolated from each other by doing a careful study where
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the kx dispersion is probed at different kzs. M(k) would give a contribution
where its quadratic coefficient (in kx) would be independent of kz whereasB(k)’s
quadratic coefficient would be proportional to kz. Unfortunately, data with high
enough quality to perform this analysis does not exist.
Therefore to make further analysis I assume that the kx coefficient asso-
ciated with the M(k) term (e.g. M2) is zero. This provides an upper bound
on αKD, which is sufficient for our purposes. I fit the experimental disper-
sion curves extracted from ARPES (Figure 6.7 ) to a simplified version of Eq.
6.2 [30, 31]. Figure 6.7 shows the band structure extracted from Ref. [31]. I fit
to the reduced expression










There is some variability in fit parameters from different data sets, but the
shape of the dispersion is a general signatures of both finite C2 and αKD (with
only C2 the dispersions would be simple parabolas crossing at the Weyl point).
From these fits I determine A = 1.2± 0.2 eV ·Å and αKD = 30± 15 eV ·Å2. It is
important to note the parameter A does not give the velocity at EF directly as
there are substantial quadratic corrections.
I can estimate kF from a measure of the zero-field Drude spectral weight
and the cyclotron resonance. This is discussed below. A cyclotron mass of
m∗ = 0.03me was determined in our previous work. For S1, I find then kF of
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0.0135 Å−1, which gives 1/τv = 0.0008 1/τn. This is much smaller than observed.
Using the above value for αKD and the measured value for the cyclotron mass,
one estimates an upper bound on the value of 1/τi = 0.0035 1/τn, which is about
four times larger than 1/τv, but still much smaller than observed.
Note that the scheme used here relies on first-order perturbation theory
for analysis, but the disagreement is so large that I believe the whole scheme
may need to be revised. It is likely that scatterings are involved that couple
chiralities at O(k) instead of O(k2).
An approximation used in Ref. [105] and I used was that impurities had
scales large as compared to the lattice constant. In this regard one should
keep in mind that the unit cell in Cd3As2 is extremely large and associated
with cadmium vacancy ordering. It is likely that the main source of disorder is
defects associated with this vacancy ordering. In which case the potential will
not be smooth on the scale of the unit cell and the approxmation not valid.
6.7 Conclusion
In this chapter I have described our observation of an anomalous THz mag-
netoconductivity effect in the Dirac semimetal Cd3As2. The effect depends on
the relative alignment of the in-plane fields as E · B. This dependence and
the evolution of the functional form of the conductivity is in precise agreement
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with the theory of the chiral anomaly. The finite frequency experiments allow
the measurement of a new frequency scale that can be associated with the chi-
ral scattering rate. What is not in precise agreement with prevailing theory
is the relative scale of the chiral scattering rate and intranode scattering, as I
find the chiral scattering much stronger than predicted. This raises questions
about the nature of charge transport in the Dirac semimetals and chiral scat-
tering. It may be that accepted aspects of the band structure need to be revised
or that more realistic models of impurity scattering need to be developed or the
effects of rare regions need to be considered.
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Mn3Sn is a non-collinear antiferromagnet which displays a large anomalous
Hall effect at room temperature. It is believed that the principal contribution
to its anomalous Hall conductivity comes from the Berry curvature. More-
over, dc transport and photoemission experiments have confirmed that Mn3Sn
may be an example of a time-reversal symmetry breaking Weyl semimetal.
Due to a small, but finite moment in the room temperature inverse triangu-
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lar spin structure, which allows control of the Hall current with external field,
this material has garnered much interest for next generation memory devices
and THz spintronics applications. In this chapter, I report a THz range study
of randomly oriented Mn3Sn thin films as a function of temperature. At low
frequencies I found the optical conductivity can be well described by a single
Drude oscillator. The plasma frequency is strongly suppressed in a tempera-
ture dependent fashion upon cooling below 260 K into the helical phase. This
may be associated with the partial gapping of Fermi surfaces that comes from
breaking translational symmetry along the c-axis. The scattering rate shows
quadratic temperature dependence below 200 K, highlighting the possible im-
portant role of interactions in this compound.
7.2 Magnetic Weyl Semimetal Candidate
Mn3Sn
The anomalous Hall effect (AHE) usually occurs in ferromagnetic metals
(FMs) and is conventionally interpreted as an addition to the ordinary Hall ef-
fect, which arises from spontaneous magnetization [116]. That is, at the semi-
classical level, the carriers in FMs are deflected by the Lorentz force resulting
from a net magnetic field which includes internal fields and externally applied
fields. In non-magnetic conductors, however, carriers were thought to be only
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Figure 7.1: (a) The crystallographic unit cell of Mn3Sn. (b) Top view along the
c axis of the neighbouring four unit cells in the ab plane. (c) An individual ab
plane of Mn3Sn. (d) Field dependence of the Hall resistivity (left axis) and the
longitudinal resistivity (right axis) at 300 K. (e) Field dependence of the Hall
resistivity ρH at various temperatures. Figures are adapted from Ref. [32].
subject to the Lorentz force generated by external magnetic fields. In the last
decades, the topology of band structures is realized to play an important role
in the intrinsic AHE. The Berry curvature, which acts as an effective magnetic
field in momentum space, can be used to accurately determine intrinsic anoma-
lous Hall conductivity. Recently, the possibility of an intrinsic AHE in systems
without net spontaneous magnetization was explored, such as in antiferroma-
gents and frustrated spin systems [117,118]. One of the important examples is
Mn3Sn [32].
Mn3Sn has attracted intense interest because of its magnetic structure and
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symmetries. As shown in Figure 7.1, across TN ∼ 420 K, Mn3Sn undergoes
an antiferromagnetic transition and enters a non-collinear inverse triangular
magnetic state [119, 120]. It has been reported that in Mn3Sn, a very large
anomalous Hall conductivity is present even under zero external field [32].
In principle, the net magnetization in an antiferromegnet should vanish, and
in most antiferromagnets with collinear spins, the Berry curvature is also
zero. Further theoretical studies found although the Berry curvature is zero
in collinear antiferromagnets, in a triangular spin structure with non-collinear
moments, the Berry curvature can be nonzero [121]. This unusual Berry cur-
vature texture in a non-collinear antiferromagnet also implicates the topology
of the band structure [122].
As shown in Figure 7.2, first-principle band structure calculations of Mn3Sn
shows multiple pairs of Weyl nodes and three-dimensional linear dispersions
in momentum space, which has been confirmed by recent photoemssion experi-
ments [33]. Furthermore, dc transport measurements display a negative mag-
netoresistance with B ‖ I, which is regarded as a signature of chiral anomaly
which describes the breakdown of chiral symmetry in Weyl semimetals when
presenting parallel electric and magnetic field. Actually, in Weyl semimetals,
AHE can also occur and is in direct proportion to the separation of Weyl nodes
with opposite chiralities in k-space even without bulk magnetization, which
may explain the large zero-field Hall conductivity observed in Mn3Sn.
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Figure 7.2: (a) Distribution of the Weyl points in the bands on kx ky plane at
kz = 0 near EF . (b) Enlarged DFT band structure around the M and M points
cut along distinct high-symmetry lines. (c) and (d) Magnetic field dependences
of the magnetoconductivity ∆σ(B) = (σ(B)−σ(0)) at 60 K. (e) Angle dependence
of the magneto-conductivity σ(θ) at 9 T measured at various temperatures. Fig-
ures are adapted from Ref. [33].
Different from other discovered Weyl semimetals which can be well under-
stood within the context of free fermion theories [29,79], electronic correlations
between 3d orbitals of Mn atoms play an important role in determining its elec-
tronic properties and makes the system far more interesting. Despite the fas-
cinating and rich physics, few optical studies of this system are available. It is
interesting to know whether electronic correlations are important in the Weyl
phase of Mn3Sn.
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Figure 7.3: Magnetic structure of Mn3Sn film in (a) magnetic helical phase
below 260 K and (b) magnetic inverse triangular phase above 260 K. Top view
of (c) the helical phase and (d) the inverse triangular phase. (e) dc resistivity
of polycrystalline Mn3Sn film.
7.3 DC Resistivity of Mn3Sn Thin Films
Polycrystalline Mn3Sn film was grown by dc magnetron sputtering method
on GaAs substrates by our collaborators in the University of Tokyo. Fig. 7.3(a)
to (d) depict the magnetic structure schematically of Mn3Sn. As mentioned
above, below a Neel temperature TN = 420 K, Mn3Sn orders in an inverse tri-
angular spin configuration with negative vector chirality in the Kagome lat-
tice [Fig. 7.3(b)]. Mn moments lie in the ab plane and form 120◦ angles with
each other [Fig. 7.3(d)]. In each magnetic primitive unit cell, there are two
triangles along the vertical direction related by inversion symmetry. In this
phase, a very large anomalous Hall conductivity is observed at zero field which
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originates from non-zero Berry curvature in momentum space induced by the
cluster multipole order [123]. Our previous study has found that, below 260
K, the Mn3Sn thin film undergoes a magnetic phase transition to the helical
magnetic state [124] [Fig. 7.3(a)]. For each triangle, the Mn moments still lie
in ab plane with 120◦ pattern, but the moment of each triangle is rotated by
an angle about the vertical direction forming a helical structure [Fig. 7.3(c)].
In this phase, the anomalous Hall conductivity at zero field vanishes. Both of
the magnetic states are metallic. Fig. 7.3(e) shows that the dc resistivity ρ
increases with increasing temperature. Above 250 K, the resistivity seems to
gradually saturate. This can be either because the rate of increase of the car-
rier density decreases or the rate of increase of the scattering rate decreases.
Optical conductivity is a powerful method to sort out these possibilities. I show
below that both play a role.
7.4 Terahertz Conductivity of Mn3Sn Thin
Film at Zero Magnetic Field
Fig. 7.4(a) and (b) show the real and imaginary parts of the optical con-
ductivity measured at different temperatures. At the low temperature of 5 K,
the real part of the optical conductivity σ1 displays a well-defined conductivity
peak centered at zero frequency with σ2 is an increasing function of frequency,
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indicative of good metallic behavior. Upon heating, the peak becomes broader
and σ2 flattens. When heating above 250 K, σ1 becomes flat and shows weak
temperature dependence. In the THz region, no phonons or other absorptions







− i(ε∞ − 1)ω). (7.1)
Here, ε∞ represents a background polarizability that originates from the ab-
sorptions above the measured spectral range including phonons and electronic
interband transitions. s is an index that represents a possible sum over a num-
ber of the Drude oscillators. An example fit to the data at 5K is shown in
Fig. 7.5(a). One can see that both the real and imaginary parts of the optical
conductivity at 5 K can be well simulated by a single Drude oscillator.
The temperature dependent plasma frequency ωp/2π is displayed in Fig.
7.5(b). One can see that ωp/2π has a very strong temperature dependence.
From 5 K to ∼ 200 K, the plasma frequency increases quickly with temper-
ature, but above 200 K it saturates. The plasma frequency is determined by




plasma frequency indicates the carrier density decreases or effective mass of
carriers increases, or both of these effects play partial roles. As shown in Fig.
7.3(a) and (c), below 250 K Mn3Sn film enters a helical magnetic state. In this
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Figure 7.4: (a) Real and (b) imaginary parts of optical conductivity of Mn3Sn
film at different temperatures.
state, along the c axis, the magnetic moment ma (along a axis) or mb (along b
axis) of Mn atoms varies approximately as a sinusoidal function of the c axis.
This may cause partial gapping of the Fermi surface due to Fermi surface nest-
ing [125]. In this regard, the decreasing plasma frequency with cooling may
hint to the possible partial gap opening as temperature is lowered. A recent
LDA calculation shows that in the helical phase, not only are Weyl points an-
nihilated, but gaps open in the band structure in some regions of momentum
space, and in other regions very flat bands form that should have small spec-
tral weight [126]. This is consistent with a plasma frequency that decreases
upon cooling.
Fig. 7.5(c) shows the scattering rate (Γ/2π) as a function of temperature.
The overall trend is that the scattering rate decreases as temperature is low-
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Figure 7.5: (a) Drude fit for real and imaginary parts of terahertz conduc-
tivity at 6 K. (b) Temperature dependent plasma frequency. (c) Temperature
dependent scattering rates and its power-law fit.
ered. However, the behavior above and below ∼ 250 K is quite different. Below
200 K, the scattering rates behave in a typical metallic fashion with power
law aT n + b describing the data. The temperature exponent n is extracted to
be n = 1.9 ± 0.1. The value of n being close to 2 may indicate a quasi-Fermi-
liquid behavior. In contrast, above 200 K, the scattering rate increases more
slowly and seems to be saturating above 250 K. This unusual temperature de-
pendence may be related to the fact that in the inverse triangular magnetic
state, the Berry phase of the Weyl fermions may exempt some backscatterings.
Here, I want to point out, that although the magnetic phase transition temper-
ature is determined to be 260 K by the sharp decrease of the dc anomalous Hall
resistivity measurement, ρxy(H=0) still shows a notable nonzero value above
200 K [124], which is consistent with our temperature dependent behaviors of
scattering rates and plasma frequency. The broadening of the phase transition
region probably comes from the finite size effect of the thin film system (∼ 100
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Figure 7.6: Real and imaginary parts of magneto-terahertz conductivity in
Faraday geometry at 6 K.
nm) which may be worth further exploration [127,128].
7.5 Magneto-Terahertz Conductivity of
Mn3Sn Thin Film in Faraday Geom-
etry
I have also performed extensive measurements in perpendicular magnetic
field (Faraday geometry) at low temperature, but saw essentially no effect of
field in the THz range. As shown in Fig. 7.6, even at 7 T, σxx still exhibits a
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textbook Drude form and does not exhibit any signature of a cyclotron reso-
nance peak (CR). At a particular magnetic field, the CR frequency ωc = eBm∗ is
determined by the cyclotron mass of the charge carriers [59]. The absence of
CR in the THz region suggests that these carriers have a large cyclotron mass
which pushes the CR to lower frequency. A rough upper limit for CR given by
this study is 0.1 THz at 7 T, which means the mass must be larger than 2 free
electron masses. This is an extremely large number for semimetals systems
close to having Weyl band structure. The electronic mobility is estimated to
be much smaller than 30 cm2V−1s−1. The large cyclotron mass and low mobil-
ity at 6 K strongly indicate even in the high-temperature Weyl phase, the Weyl
fermions will have large effective mass and low mobility. Recent photoemission
experiments have shown that Mn3Sn exhibits a Weyl semimetal phase with
notable electronic correlations [33]. Our observation is consistent with this in
that correlations will dress the carriers and increase their effective mass.
7.6 Conclusion
In conclusion, I have studied the THz-range optical response of Mn3Sn thin
films. The system shows a good metallic state in the whole temperature range.
Magneto-terahertz conductivities at 6 K do not exhibit field dependence and
strongly indicate the quasiparticles have large effective mass and low elec-
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tronic mobility, consistent with the fact that Mn3Sn is a correlated electron
system. The suppression of the plasma frequency at low temperatures is con-




3D Quadratic Band Touching in
Pr2Ir2O7
8.1 Summary
Dirac and Weyl semimetals with linearly crossing bands are the focus of
much recent interest in condensed matter physics. Although they host fasci-
nating phenomena, their physics can be understood in terms of weakly inter-
acting electrons. In contrast, more than 40 years ago, Abrikosov pointed out
that quadratic band touchings are generically strongly interacting. I have per-
formed terahertz spectroscopy on films of the conducting pyrochlore Pr2Ir2O7,
which has been shown to host a quadratic band touching. A dielectric constant
as large as ε̃/ε0 ∼ 180 is observed at low temperatures. In such systems the
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dielectric constant is a measure of the relative scale of interactions, which are
therefore in our material almost two orders of magnitude larger than the ki-
netic energy. Despite this, the scattering rate exhibits a T 2 dependence, which
shows that for finite doping a Fermi liquid state survives, however with a scat-
tering rate close to the maximal value allowed.
8.2 Electronic Correlations in Zero-gap
Semiconductors
Zero-gap semimetals are an extensively investigated area of modern con-
densed matter physics. With the advent of graphene [129] and topological in-
sulators [130, 131], linear band crossings in two dimensions (2D) have been
shown to be a source of much interesting physics. Moreover, 3D materials
with linear band crossings in the form of topological (Weyl) and related (mass-
less Dirac) materials exist and are a very active subject of current investiga-
tion [5]. Although the physics here is fascinating, these are generally weakly
interacting systems that can be understood within the context of free fermion
theories [132]. However, other zero-gap semimetal possibilities exist. One is
bilayer graphene which has a 2D quadratic band touching (QBT) [133] and is
predicted to host a variety of interesting interacting phases [134]. α-Sn and
HgTe are well known older materials that possess a 3D QBT [Figure 8.1] at
131
CHAPTER 8. 3D QUADRATIC BAND TOUCHING
Figure 8.1: Schematic of quadratic band touchings in a system that is slightly
doped to give a finite EF. One can distinguish the contribution of low energy
Drude excitations near EF as well as virtual and real interband transitions.
the zone center in their fully symmetric cubic state. The crossing is protected
– as it is in the 3D massless Dirac case – by point group and time reversal (T )
symmetries; their valence and conduction bands belong to the same irreducible
representation of the symmetry groups. These systems can be described in a
minimal band structure by the Luttinger Hamiltonian for inverted gap semi-
conductors [135]. The four-fold degeneracy at the touching point cannot not be
removed unless the symmetries are broken. This has been of renewed interest
due to the fact that under uniaxial strain or in a superlattice geometry such
systems can become gapped topological insulators [136].
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A number of interesting effects are expected in these 3D QBT Luttinger
semimetal (LSM) systems. Electronic correlations are predicted to be more pro-
nounced than that in linear band crossing systems due to the rapidly increas-
ing density of states. When the Fermi energy (EF) is tuned to coincide with the
quadratic band touching, one expects a divergent complex dielectric constant
because of the vanishing threshold for interband transitions [137, 138]. Ran-
dom phase approximation (RPA) calculations that include interactions at the
lowest order, give a contribution where both components go as ∼ 1/
√
ω [139].
This divergence is expected to be cutoff by the finite EF, which exists due to im-
purity doping in all real materials. As shown in a seminal work by Abrikosov
and Beneslavskii (AB) in the 1970s [53,140], in the vicinity of the band touch-
ing, LSMs are expected to be strongly interacting and the concept of quasipar-
ticles inapplicable at energies well below the scale of the dominating electron-




= 13.6 eV µ/m0
(ε∞/ε0)2
). Here µ is the reduced mass of the conduction-
valence band system, m0 is the free electron mass, ε∞ is the background dielec-
tric constant due to all excitations not associated with the quadratic touching
bands (e.g. phonons and higher energy bands), and ε0 is the vacuum permittiv-
ity. As discussed below, E0 ∼ 0.41 eV in the current system. Taking advantage
of the inherent scale-free criticality in such a system and using an ε-expansion
about 4 spatial dimensions, Abrikosov derived scaling exponents for various ob-
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servables [141]. AB’s work was a remarkable demonstration almost fifty years
ago of the possibility of a non-Fermi liquid. More recently, Moon et al. [54]
show that the long-range electron-electron interactions may generically stabi-
lize a non-Fermi liquid phase, rather than driving the system to an instability.
This stability may be understood as a balance of the screening of Coulomb in-
teractions by electron-hole pairs and mass enhancement of the quasiparticles
dressed by the same virtual pairs. In contrast, it has been argued recently
that in 3D and for the single band touching found in known materials that
the Luttinger semimetal phase is unstable at low energies to opening a gapped
nematic [142, 143] or T breaking phase [144]. Figure 8.2 summarizes a possi-
ble phase diagram of a Luttinger semimetal [34]. With changing parameters
such as Fermi energy or lattice constants, Luttinger semimetals could real-
ize different novel phases. In principle, all such interaction driven phenom-
ena could exist in the classic LSMs HgTe and α-Sn. However, such effects
have never been observed, presumably because the broad bands in such com-
pounds decrease the relative scale of the electronic correlations (E0) and the fi-
nite chemical potential EF given by residual doping has been sufficient to cutoff
the divergence of the dielectric constant that is associated with the zero-energy
interband transitions.
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Figure 8.2: Phase diagram of Luttinger semimetal. Luttinger semimetal could
be tuned to different novel phases through changing parameters such as the
Fermi energy or lattice constants. Figure is adapted from Ref. [34].
8.3 DC Transport in Thin Films of Pr2Ir2O7
Recently, it has been shown in a photoemission study [9] that the pyrochlore
oxide Pr2Ir2O7 (Pr227) possesses a 3D QBT at its Brillouin zone center. Pr227
is a very interesting material with a rich phenomenology [145, 146]. Different
from other pyrochlore iridates, Pr227 is a metal that does not show any signa-
ture of magnetic dipole order down to 100 mK, but does show a large anomalous
Hall effect below 50 K. Moreover, a non-zero Hall conductivity is also observed
even without an external magnetic field applied, which has been proposed to
be related to a long-range scalar spin chiral order [118]. A QBT in Pr227 is be-
lieved to be formed between J = 3/2 bands in essentially the same fashion as
the classic systems [54]. Importantly however, the effective band masses were
found with photoemission to be approximately 6.3 m0 [9], which is almost 300
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Figure 8.3: Dc resistivity of samples S1 and S2. Geometric factors of this data
were calibrated assuming that the optical conductivity measured by TDTS at
150 K was independent of frequency up to 1 THz.
times larger than in α-Sn [147]. This enhances the relative role of interaction,
making E0 ∼ 0.41 eV in this material and opens the possibility of probing the
strongly interacting regime.
In Figure 8.3, I show the dc resistivity of two different samples S1 and S2 as
functions of temperature taken in a four-probe geometry on a square sample.
Geometric factors for the resistivity were calibrated assuming that the optical
conductivity measured by TDTS at 150 K was independent of frequency up to
1 THz. One can see that with decreasing temperature, the resistivities of both
Pr227 films show metallic behavior down to 60 K. Below 60 K, the resistivity
shows an upturn and increases with further cooling. These data are very sim-
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ilar to the resistivity obtained from single crystals, except that the minimum
is even more enhanced [145]. This low-temperature upturn of resistivity has
been previously interpreted to arise from Kondo scattering between the conduc-
tion electrons of Ir atoms and localized magnetic moments of Pr atoms [146].
However, in this chapter, I show that the minimum in the resistivity is a conse-
quence of the interplay between a decreasing scattering rate and a decreasing
charge density when cooling in a slightly doped 3D LSM.
8.4 Terahertz Spectroscopic Study of the
Thin Films of Pr2Ir2O7
In Fig. 8.4(a) and (b), I show the THz range complex conductivity of sample
S1 as a function of frequency at a number of temperatures. Sample S2 showed
a similar phenomenology. Consistent with the resistivity measurement, the
overall scale of the THz conductivity first increases with decreasing temper-
ature, and then decreases with further cooling below 60 K. At temperatures
above 150 K, the spectra are relatively flat, which means the scattering rates
of the carriers are large as compared to the considered spectral region. Be-
low 60 K, although the real part of optical conductivity spectra decreases with
cooling, the trend of a negative slope of the spectra increases, which indicates
the scattering rates of the carriers is decreasing. The real part of the optical
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Figure 8.4: (a) and (b) THz range optical conductivity for real (solid line) and
imaginary parts (dashed line) of the conductivity for sample S1 in two different
temperature ranges. (c) and (d) Fits of optical conductivity at 6 K and 150 K
with constraints of dc conductivity from dc transport.
conductivity spectra can be easily fit by a Drude expression ε0ω
2
pτ
1−iωτ with a tem-




use the conductivity from the dc measurements (symbols at ω = 0) to constrain
the Drude fit. The scattering rates and the plasma frequency from the fits for
S1 and S2 are shown in Fig. 8.5(a) and (b). The plasma frequency shows an
approximately linear function of temperature.
The scattering rate monotonically increases with increasing temperature.
Note that since the real part of the conductivity is flat at temperatures much
above 90 K, I cannot fit the data to obtain ωp and 1/τ separately above this
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temperature. To continue the fits, in this region I assume that the linear de-
pendence of the plasma frequency continues for another factor of 1.5 in tem-
perature. Although one can see that with this assumption the functional de-
pendence of 1/τ continues, I only use data below 80 K for further analysis
below. One can see that in the temperature region of the resistivity minimum,
the plasma frequency and scattering rate do not show any anomaly. This is a
strong evidence against Kondo scattering as the source of the minimum. The
low temperature value of the plasma frequency allows us to determine EF. Us-
ing the above relation for the plasma frequency and the effective mass of the
conduction band m∗ = 6.3 m0 determined by photoemission [9], at the lowest
temperatures I find EF’s of 7 ± 1 meV and 12 ± 1 meV for S1 and S2 respec-
tively. These values are close to the EF of 17 meV determined by analysis of the
anomalous Hall effect on a 3rd film that had a 50% higher residual resistivity.
Interestingly, the imaginary parts of the optical conductivity cannot be fit
by using only a Drude term with the same parameters. In addition to the
Drude term, one must subtract a large imaginary contribution ωε̃, where ε̃ is a
background dielectric constant that arises from virtual excitations at energies
above the measured spectral range (Figure 8.1). To see this more clearly, I
show two comparative fits in Fig. 8.4(c) and (d). At 150 K, a broad Drude term
with a small ε̃ can fit the real and imaginary parts simultaneously. However, at
6 K, unless I add a very large ε̃ term, one cannot fit real and imaginary parts
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Figure 8.5: (a) The temperature-dependent plasma frequency from the Drude
fit. Closed and open markers represent respectively the results of fits where the
plasma frequency was unconstrained or constrained to a linear dependence as
described in the text. (b) The temperature-dependent transport scattering rate
from Drude fit.
simultaneously with the same parameters. In Fig. 8.4(c), I also show a fit
with a more conventional ε̃ (blue dashed line). It deviates from the measured
imaginary part of conductivity considerably. The temperature dependence of
ε̃/ε0 is given in Fig. 8.6 for both samples S1 and S2. At low temperature, I
find that ε̃/ε0 can be as large as 180 ± 10 for S1 and 120 ± 10 for S2, which as
discussed below should be considered very large values.
8.5 Discussion
The above results can be interpreted self consistently if Pr227 is a 3D QBT
system. Earlier calculations have predicted that Pr227 is zero-gap semiconduc-
tor with quadratic band dispersion [54], which has been subsequently demon-
strated by photoemission [9]. Unlike conventional metals, the charge density
140
CHAPTER 8. 3D QUADRATIC BAND TOUCHING
Figure 8.6: The temperature-dependent dielectric constant ε̃/ε0 from the
Drude fit. Error bars are estimated as parameter range where acceptable fits
(< 4% difference from the data over the spectral range) to σ are obtained.
in such a system can be strongly temperature dependent over a large temper-
ature range because the threshold to excite thermal carriers is low even if the
Fermi level is not exactly at, but just close to the touching point of conduc-
tion and valence bands. The competition of temperature dependences between
plasma frequency and scattering rates can easily result in a minimum of the
dc resistivity at finite temperature.
The complex conductivity is related to the complex dielectric function as
ε(ω) = 1 + iσ(ω)/ω. At the frequencies of interest, one may in principle expect
at least three distinct contributions to the dielectric function of a LSM e.g.
ε = εDrude + εQBT + ε∞. Here εDrude is a small metallic contribution that is finite
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for non-zero temperature or doping, εQBT is the contribution from the QBT, and
ε∞ is again the contribution to the dielectric constant from all transitions not
ascribed to the QBT bands. In our fits εQBT + ε∞ is accounted for by ε̃. For
EF = 0 the QBT gives a divergent contribution to the dielectric function whose
real and imaginary parts arise from virtual and real excitations respectively
between bands. Within the simplest RPA theory [137–139] and in the limit
of zero temperature and with EF = 0, the QBT contribution to the dielectric
function is




[1 + i]. (8.1)
Note that Eq. 8.1 can be written as 8π times the square root of the ratio
of the effective excitonic energy scale (E0) to the excitation energy (~ω). It is
also interesting to note the identical form of ε′QBT and ε′′QBT . A finite EF cuts
off the divergences associated with Eq. 8.1. In that case, the imaginary part
of εQBT is multiplied by the step function Θ(~ω − γEF), where γ = (1 + mvmc ).
Due to Pauli blocking, finite EF cuts off the divergence of virtual excitations at
an energy γEF that controls the real part of εQBT at low ω. One can find ε′QBT
through a Kramers-Kronig transformation. Due to the sharp cut-off in ε′′, ε′ is
logarithmically divergent at γEF, however for ~ω  γEF, ε′QBT can be found by
letting ~ω → π2
16





Using Eq. 8.1 with µ = 0.5 m∗, the EF’s determined from the Drude spectral
142
CHAPTER 8. 3D QUADRATIC BAND TOUCHING
weight, and the ε∞/ε0 ≈ 10 found in other pyrochlores [148] one can predict
ε′QBT/ε0 at low ω to be around 170 for S1 and around 132 for S2. The excellent
agreement with observed values perhaps should be considered fortuitous, con-
sidering the uncertainty in the dielectric constant ε∞ and reduced mass. Note
that in classic LSMs such as α-Sn and HgTe, the contribution from the QBT
has been determined to be far smaller (ε̃/ε0 ∼ 3.5 and 7 respectively) [147,149].
In conventional semiconductors (Si or GaAs) and oxides insulators the total
dielectric constant in the THz range is typically found to be of order 10. Note
that with the ~ω → π2
16
γEF substitution, and µ∗ = 0.5m∗ one can express Eq.
8.1 as 17.5 times the square root of the characteristic scale for electron-hole
interactions (E0) to the average kinetic energy 35EF. With the values found at
low temperature, for S1 one finds a large relative scale for interactions almost
100 times larger than the kinetic energy.
It is natural to ascribe the large measured value of ε to the near divergence
of the dielectric constant in a 3D QBT, however one must be careful in the
quantitive application of Eq. 8.1. When further including interactions in a
high-order calculation of the dielectric function, the result from RPA Eq. 8.1
actually appears as only the first term in an expansion in the parameter E0/EF.
If this parameter is large – as it is in our case – the RPA may not formally hold.
Indeed, the breakdown of perturbation theory is what compelled AB to develop
their scaling theory [53,140] in which strong interactions are believed to drive
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Figure 8.7: A 1/(T + a)0.5 fit to temperature-dependent dielectric constant ε̃/ε0
of S1. Here, the constant a is used to account for the effect of finite Fermi
energy at zero temperature. Above 80 K, the data declines much faster than
the simulation.
the form of the dielectric constant into a regime where the dynamic exponent
z differs slightly from 2. Interestingly, the RPA still provides a surprisingly




)1−1/z where ω0 is defined such that this expression reduces to Eq. 8.1 if z =
2. To find the scale of the further terms in the
√
E0/EF expansion, one can work
backwards from AB’s expression to first order in 1/z with an expansion around





(1 − δ lnω0
ω





calculations δ can be estimated [54] to be approximately 0.055 and therefore
(upon substituting for EF) corrections to the RPA form are estimated to only
be of order 0.3%. Although the system is in a strongly interacting regime, the
consequences of strong interactions are subtle.
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With increasing temperature, charges are excited and as shown in Fig.
8.5(a), the plasma frequency increases. These thermal carriers block low-
energy interband transitions around the node, which weakens the enhance-
ment of the dielectric constant observed at lower temperature. When the tem-
perature is raised beyond the degeneracy temperature, RPA calculations pre-
dict that the dielectric constant is expected to fall off as∼ 1/
√
T [137]. However,
one can see in Figure 8.7 that the dielectric constant decays much faster than
the simulation above 80 K. One explanation of this discrepancy may come from
the fact that the quasiparticle spectral function of Pr227 as measured by pho-
toemission has an extremely strong temperature dependence. Near the band
touching, quasiparticle-like features were only observed below 100 K [9]. If the
sharp LSM quasiparticle spectrum of the system gradually loses its features as
temperature increases, it is reasonable to observe faster decay of the dielectric
constant.
The temperature dependence of the scattering rate is also interesting. As
seen in Figure 8.8, the scattering rates for samples S1 and S2 have very simi-
lar temperature dependences with only different offsets that are likely to come
from impurity scattering. It is interesting to note the effects of impurities can
be accounted for self-consistently when comparing S1 and S2. Compared to
S2, S1 has a lower EF (as determined from its spectral weight of the Drude
peak), higher εQBT , and lower residual scattering. Regarding the tempera-
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Figure 8.8: Scattering rates (1/2πτ ) below 80 K are fit to the functional form
1
2πτ0
+ AT n and n is extracted to be 2 ± 0.2 for both samples.
ture dependence, I fit the scattering rates of the spectra with the functional
form 1/2πτ0 + AT n up to the temperature scale of 80 K where quasiparticle-
like peaks disappear in the ARPES spectra. Note that this expression assumes
that a Matthiessen’s-like rule applies to the scattering rate even despite the
appreciable disorder levels. The parameter n is found to be 2.0 ± 0.2 for both
samples. When holding n at 2, the coefficient A of the T 2 term of both fits are
near the same value of approximately (7 meV)−1. This suggests that the tem-
perature dependence of scattering rates is not sensitive to impurity density and
charge doping even though EF changes between samples by about 35%. There
are a few possibilities to explain this temperature dependence. The first, which
was considered in the classic zero-gap semiconductor systems [137,138], is that
the elastic scattering itself is temperature dependent. This is, of course, quite
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unlike the situation in normal metals. But in a LSM, the dielectric constant is
strongly T dependent, which leads to T dependent screening that in principle
can lead to a temperature dependent elastic scattering. However, in this sce-
nario one would expect that the coefficient of the temperature dependent term
would scale with the T = 0 residual term. This is not observed.
The other possibility is that the T 2 behavior is indicative of Fermi-liquid like
physics. As discussed above, in a 3D LSM such as Pr227, a non-Fermi liquid
phase is expected to be stabilized at zero EF via the balance of the screening
of Coulomb interactions by electron-hole pairs and the mass enhancement of
the quasiparticles dressed by these pairs [53, 54, 140]. However for finite EF a
Fermi liquid can be stabilized. Our data gives evidence for the fact that, when
being probed at a frequency ω for ~ω  kBT EF  E0, although interactions
remain incredibly strong, their character is not such as to destabilize the Fermi
liquid. In general one expects that the inelastic scattering for a Fermi liquid is




. Fits to the coefficient of T 2 show that it is very
close to the value given by the independently measured values of EF, showing
that due to the strong interactions the scattering here essentially saturates
this bound.
There are very interesting recent proposals for 3D LSMs in that, besides
the long-range Coulomb interaction, the short-range interaction may also play
an important role in the electronic structure [142–144]. Especially in the case
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of a 3D LSM with a single touching point, this short-range Coulomb inter-
action is predicted to destroy the non-Fermi liquid state stabilized by long-
range Coulomb interaction and phases such as a Mott insulating state can
appear. According to theory, the Mott gap in Pr227 may be estimated to be
of order 4 meV. However, no sign of any such gapping or incipient gapping
has been observed. It may be that finite EF removes this instability or sig-
nificant anisotropy in the band structure restores stability of the LSM as pre-
dicted [150], or perhaps the role of rare earth Pr spins needs to be accounted
for.
8.6 Conclusion
I have studied the THz-range optical responses of Pr227 thin films. I find
its low-energy dielectric constant is anomalously large which is reasonably as-
cribed to the virtual fluctuations in a 3D quadratic band touching system or
e.g. a Luttinger semimetal. The unusual temperature behavior of the dielectric
constant indicates that the band structure of Pr227 evolves with temperature
and the Luttinger semimetal ceases to be well defined above 100 K. Despite the
presence of interactions that are almost two orders of magnitude more than the
scale of the average kinetic energy, I find that the scattering rates below 80 K
are Fermi-liquid like showing that at the lowest energies scales a Fermi liq-
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uid state is stable when EF is finite. In this regard the values of EF should be
considered low as compared to the interaction strength E0 but are still high as
compared to the measured frequency range (and temperature range where the
QBT effects are apparent). Our work raises issues as to the ultimate low tem-
perature fate of such systems when accounting for doping and impurity effects.
In future work it would be interesting to further decrease the Fermi energy so
that the interaction dominated regime can be reached with both ~ω and kBT




In this dissertation, I described the scientific projects I completed during the
past six years using time domain magnetoterahertz spectroscopy to probe topo-
logical materials. In the first two chapters, I gave introductions to topological
semimetals and the basics of terahertz spectroscopy. In Chapter 3, I showed
work where I used terahertz spectroscopy to successfully extract the optical
conductance of topological surface states of thick bulk-insulating single crys-
tals of topological insulators. Although clear optical signatures of topological
surface states have been reported in topological insulator thin films, residual
bulk doping has so far precluded the observation of topological surface states
in single crystals through using bulk-sensitive optical spectroscopy. I designed
a new way to detect topological surface states in single crystals. In a magnetic
field, due to low mobility and strong scattering, bulk states should have no ob-
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servable magneto-response. However, topological surface states have large mo-
bility and a small effective mass, and thus have a notable magneto-response. I
proposed a three-layer model to analyze the complex transmission collected by
time-domain terahertz spectroscopy under magnetic field and successfully ex-
tracted optical conductance of surface states. This work provides opportunities
for further study of the half-integer quantum Hall effect for a single surface by
optics.
In Chapter 4, I described a magneto-terahertz spectroscopic study of the
topological crystalline insulator Pb0.5Sn0.5Te. I demonstrated that the bulk
states are massive Dirac fermions. Furthermore, besides bulk Dirac fermions,
I found that some trivial bands which do not have non-trivial topology also con-
tribute to low-energy transport. These two bulk states show different cyclotron
resonance dispersions and field dependence of the scattering rate. I found all
these differences come from the different topological properties of their bands.
This work is a good example of the use of magneto-optical spectroscopy to study
3D topological semimetals and may help us to solve puzzles such as the origin
of the negative magnetoresistivity in Dirac and Weyl semimetals.
In Chapter 5, I showed magneto-terahertz spectroscopic study of Cd3As2
thin films. The temperature dependent terahertz conductivities show coher-
ent metallic transport and exhibit a low frequency phonon mode. I found
that the phonon mode becomes chiral through the coupling with the cyclotron
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resonance, which makes the left-hand polarized phonon show notable a Fano
asymmetry while the right-hand polarized phonon shows little Fano asymme-
try. This circular polarization selective coupling, which can be controlled by
field, provides a new pathway for nonlinear optics to study exotic light-induced
topological phases in Dirac semimetals.
In Chapter 6, I measured two Cd3As2 films and extracted their field-dependent
terahertz conductivity. For the films with lower EF , I found the emergence of
a narrow Drude-like peak at low frequency when ETHz ‖ B. The appearance of
this peak over a restricted low frequency range is the manifestation of a new
transport channel. Its systematic dependencies on frequency and field are in
agreement with expectations of the chiral anomaly and the chiral Drude re-
sponse in a Dirac semimetal.
In Chapter 7, I presented the first THz range optical study of a polycrys-
talline Mn3Sn thin film by taking advantage of recent technical advances in
thin film preparation. I found the complex optical conductivity can be well
reproduced by a single Drude oscillator, indicative of excellent metallic conduc-
tion. The plasma frequency of the Drude oscillator is suppressed upon cooling
below 200 K, which indicates a the partial gap opening below the phase tran-
sition to the helical phase at 260 K. The scattering rate has an approximately
quadratic dependence on temperature at low temperature, before crossing over
to a weaker temperature dependence above the 250 K scale. These features en-
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Figure 9.1: Schematic of Weyl orbit in a Weyl semimetal. Under perpendicular
magnetic field, surface states from Fermi arcs could tunnel through the bulk
(if the bulk is not thick enough) and form closed cyclotron orbit. Figure are
adapted from Ref. [35].
able us to set an upper limit on the effective mass and mobility for free carriers
and supports the notion of a correlated Weyl phase in Mn3Sn.
In Chapter 8, by using optical techniques, I demonstrated that the corre-
lated metal Pr2Ir2O7 hosts a special band structure with three-dimensional
quadratic band touching. I found that, with a lower Fermi energy (the Fermi
level is close to quadratic touching point), the low-frequency dielectric constant
shows a large enhancement which indicates the system is nearby the strongly
correlated interacting regime. By tuning the Fermi energy, the system may be
driven to some exotic phase such as a non-Fermi liquid state.
Looking forward, there are still many interesting research topics worth ex-
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ploring by optics in the field of topological semimetals. For example, Dirac
and Weyl semimetals have surface Fermi arc states [151]. These surface states
have open Fermi surfaces which cannot develop closed cyclotron orbits by them-
selves under magnetic field. Surprisingly, if the mean free path of bulk states
is larger than the sample thickness, the surface states can tunnel through the
bulk to form a closed cyclotron orbit which is usually called Weyl orbit as shown
in Figure 9.1. this is a real “topological” response to magnetic field in topologi-
cal semimetals. Although there are a few dc transport demonstrations of Weyl
orbits [35], it is still very difficult for other experimental tools to verify their
existence. Considering that Weyl orbits are a mixture of topological surface
Fermi arc states and bulk states, its dynamical behavior in the frequency do-
main could provide rich information on the entanglement of surface and bulk
states. Magnetoterahertz spectroscopy is an ideal tool to explore such phenom-
ena. It has good chances to disentangle the cyclotron motions of Weyl orbits
from bulk closed cyclotron orbits, and finally map out interesting cyclotron res-
onance dispersion of Weyl orbits as a function of magnetic field.
Another interesting research direction is the nonlinear optical response of
topological semimetals. As shown in Figure 9.2, an intense terahertz transmis-
sion study of Cd3As2 thin films done by myself and collaborators at the Univ.
of Tokyo reveals this Dirac semimetal system could generate terahertz high
harmonics very efficiently [36]. Furthermore, the threshold of electric field to
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Figure 9.2: (a) Normalized power spectra of transmitted pump THz pulse for
the Cd3As2 film, a reference substrate, and graphene on SiC. The fundamental
frequency ω is 0.8 THz. The third harmonic generation appears at 3ω = 2.4
THz. (b) Third harmonic generation intensity as a function of the intensity of
transmitted fundamental wave. The solid lines for the Cd3As2 data are fitted
results with function of Iα with α = 2.7 and 2.4 for weaker and stronger field,
respectively. The graphene data are fitted with I3. Figures are adapted from
Ref. [36].
generate this nonlinear signal is just a few kV/cm, making it a potential play-
ground to explore the nonlinear response of Dirac and Weyl fermions. The
research in this direction may pave the way toward novel devices for ultrafast
terahertz electronics and photonics based on topological semimetals.
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Appendix A
The Origin of Optical Spectral
Weights Below Superconducting
Gap in Strongly Disordered
Superconductors
A.1 Introduction
Bardeen-Cooper-Schrieffer (BCS) theory successfully describes the micro-
scopic mechanism of conventional superconductivity [152]. In superconduct-
ing state, electrons form bound states which are called Copper pairs. Cooper
pairs condense to a macroscopically coherent state which is protected by a su-
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Figure A.1: Real part of optical conductivity σ1(ω) in normal state and in
superconducting state. The colored area represents the missing optical spectral
weights due to the superconducting condensation of Cooper pairs. Figure is
adapted from Ref. [37].
perconducting energy gap 2∆ and very stable to external perturbations. In a
clean superconductor, the threshold energy to excite quasiparticles is 2∆. The
celebrated Mattis-Bardeen (MB) theory provides a formula to describe optical
conductivity for superconducting states [153]. A central prediction of the MB
theory is the presence of a zero-frequency delta function and a gap 2∆ of a
form that depends non-trivially on the BCS coherence factors in the real part
of optical conductivity (σ1) as shown in Figure A.1.
MB theory works exceptionally well for many superconductors in the “dirty”
limit, where the normal state scattering rate (1/τ ) is much larger than the gap,
but which are still far from a localization transition [154,155]. The MB theory
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predicts that in the limit of zero temperature, e.g. the gap is clean, there is no
spectral weight in σ1 for frequencies below 2∆. However, it has been noticed
for many years that in highly disordered superconductors, for instance in thin-
film systems near the superconductor-insulator transition, anomalous spectral
weight develops near and below the expected gap edge. To see this feature
clearly, in Figure A.2, I show a famous microwave study of two-dimensional
amorphous superconducting InOx film [38]. Tc of the studied film is 2.28 K
and the superconducting gap 2∆ is 158 GHz. In principal, there should be no
quasiparticle excitations below 158 GHz. However, as shown in Figure A.2,
the real part of optical conductivity σ1 at 9 and 11 GHz, which are far below
the superconducting gap, is still finite and relatively high even close to zero
temperature. Besides in amorphous thin films, this anomaly has also been
observed in many different systems including granular superconductors [156–
158] and high-temperature superconductors with intrinsic disorder [159,160].
A.2 Higgs Mode in Superconductors
Where do these extra excitations come from? For many years, it has been
a puzzle. Recently, some people gave an answer to this question and claimed
that these extra excitations were from the Higgs mode in disordered supercon-
ductors. Before taking a look at their results, let me give a brief review about
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Figure A.2: Real part of optical conductivity at four different gigahertz fre-
quencies as a function of temperature in disordered superconductor InOx film.
The superconducting energy gap of InOx studied is much larger than 9 and 11
GHz. However, close to zero temperature, there is still remarkable dissipative
conductivity. Figure is adapted from Ref. [38].
what is Higgs mode in superconductors at first.
It is well known that superconducting state breaks global U(1) gauge sym-
metry and its order parameter is a complex function Ψ = ϕeiφ. Here, ϕ is the
amplitude and determines local density of superfluid ρ (ρ = ϕ2). φ is the phase
which depicts the macroscopic coherence. Fig. A.3(a) shows the free energy
of superconductors as a function of order parameter Ψ. The minimum value
of the free energy determines the order parameter of the superconductor. In
symmetry-breaking states, there are always collective excitations ascribed to
order parameters. For example, in ferromagnets, the collective mode of sponta-
neous magnetization is spin wave. In superconductors, there are also collective
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Figure A.3: (a) Order parameter of superconductors revealed as a mexican
hat. (b) Collective modes of superconducting order parameter. Figures are
adapted from Ref. [39].
modes related to the order parameter. One is from the fluctuation of amplitude
ϕ and we call it the amplitude mode. The other comes from the fluctuation
of phase φ and we call it the phase mode. Fig. A.3(b) show the dispersion of
these two branches of collective excitations. One thing one needs to keep in
mind is that the usual excitations across gap we refer in superconductors are
quasiparticle excitations which break Cooper pairs. But the collective modes
in superconductors are from the fluctuations of the whole order parameter. In
clean superconductor, the threshold energy of amplitude mode is equal to su-
perconducting gap 2∆, which makes this mode is overdamped and is easily
converted to quasiparticle excitations. This feature makes amplitude mode is
very difficult to be observed by equilibrium-state experimental techniques such
as infrared and terahertz spectroscopy.
The amplitude mode of superconductors is a similar excitation as the Higgs
mode of particle physics. To see this, I give a very rough derivation. The order
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parameter of superconductors is Ψ = ϕeiφ and one can treat it as a normal wave





Here A is the vector potential of electromagnetic field and q is the charge of
Cooper pairs. Considering the case that superfluid density is uniform and only





Here a term q
2ϕ2A2
2m
appears which describes the interaction between electro-
magnetic field A and amplitude of order parameter ϕ. Adding this interacting
term to the Lagrangian of electromagnetic field in free space, one could write
down the Lagrangian of electromagnetic field in superconductor as below:












. L0 is the Lagrangian of free electromagnetic field (mass-
less photon). In a superconductor, through interacting with the wave function
of the superfluid condensate, the electromagnetic interaction between photons
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becomes short-range, which is equivalent to the photon getting an effective
mass. This also explains the Meissner effect where electromagnetic fields can-
not penetrate superconductors. In this regard, the amplitude mode in super-
conductors is also called a Higgs mode, an analogy of the Higgs boson in particle
physics [161].
A.3 An Experimental Interpretation of
Extra Spectral Weight by the Higgs
Mode in Disordered Superconduc-
tors
As discussed above, in clean superconductors, the energy of Higgs mode at
q = 0 is equal to 2∆, making equilibrium-state probes hard to detect. However,
in strongly disordered superconductors, the superfluid density will be largely
suppressed and its energy scale can be much lower than the superconducting
gap, a energy scale for quasiparticle excitations [162]. In very strongly dis-
ordered condition, the superfluid condensate can be fully suppressed but the
superconducting gap is still finite.
Figure A.4 shows a recent optical study of disordered superconductor NbN
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Figure A.4: (a) The tunneling conductance spectrum of the NbN film with Tc
= 9.6 K. (b) The real part of the optical conductivity of the NbN film with Tc =
9.5 K at above and below Tc. (c) The summary of the quasiparticle tunneling
gap. (d) The tunneling conductance spectrum of the NbN film with Tc = 4.3 K.
(e) The real part of the optical conductivity of the NbN film with Tc = 4.2 K at
above and below Tc. Figures are adapted from Ref. [40].
thin films [40]. In the sample with a higher Tc ∼ 9.5 K (Fig. A.4(b)), the real
part of optical conductivity σ1 can be well reproduced by MB theory and below
2∆, there is no extra real part of optical conductivity. However, in a strongly
disordered sample with a lower Tc ∼ 4.2 K (Fig. A.4(e)), the MB theory cannot
reproduce σ1 in the superconducting state. Below 2∆, there is a large amount
of spectral weight beyond the prediction of conventional MB theory. Here, I
need to mention that when using MB theory to simulate optical conductivity, a
value of superconducting gap should be input into the formula. In this study,
the input of the superconducting gap comes from tunneling experiments (Fig.
A.4(a) and (d)). The authors of this study attribute these extra spectral weights
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beyond MB theory to the Higgs mode.
The Higgs mode is the collective mode of the order parameter of supercon-
ductors. It does not have an electric dipole moment, and so it cannot interact
with electromagnetic radiation. Furthermore, amplitude modes as such are not
generically guaranteed in condensates [163], and in a BCS-style superconduc-
tor, amplitude modes are over damped as they are degenerate with the quasi-
particle absorption edge at 2∆. The interpretation in Ref. [40] was made on the
basis of a specific particle-hole symmetric O(2) relativistic field theory [164]
where the quasiparticle energy scale is set to infinity. It is not clear how the
physics of this O(2) field theory connects to the BCS limit, which is obvious in
the data for kF l  1. Moreover, in all known circumstances in which the am-
plitude mode threshold can be pushed below the quasiparticle absorption edge
and rendered optically active, e.g. in the limit of strong disorder or strong-
coupling, particle-hole symmetry is broken which forces amplitude and phase
modes to mix and a clean distinction between the excitations in different sec-
tors is obviated. As pointed out in Ref. [165] there are even internal consis-
tency issues with the possibility to see an amplitude mode optically. Because
the scalar amplitude mode only becomes optically active by being excited in
conjunction with a phase mode, a coupling between sectors is necessary for an
amplitude mode’s observation - yet this very coupling renders the amplitude
and phase modes indistinct.
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A.4 Terahertz Spectroscopic Study of Dis-
ordered Superconductor NbN
To further investigate the origin of the extra spectral weights in disordered
superconductors, I used time domain terahertz spectroscopy to study eight thin
films of NbN superconductors. These films were prepared by our collaborator
Pratap Raychaudhuri in the Tata Institute. The Tcs of these samples spread
from 13 to 3.8 K. The NbN used in this study consist of 60 nm and 120 nm
epitaxial thin films that were grown by using pulsed laser deposition on (100)-
oriented MgO single crystalline substrates. Disorder in the NbN system can
be tuned by varying the number of Nb vacancies in the crystalline NbN lattice.
Disorder introduced in these samples shows a homogeneous distribution at the
nanoscale [166]. I extracted optical conductivity from complex transmission.
As shown in Fig. A.5(1a), in the normal state, the real part of optical conduc-
tivity σ1 is very flat and shows a typical Drude behavior whose scattering rate
is much bigger than the measured frequency window. With decreasing tem-
perature, the spectra weight from 0.8 THz to 2 THz are gradually suppressed.
At 1.45 K, σ1 begins to show a clean superconducting gap feature below 1.0
THz. The imaginary part of optical conductivity σ2 as shown in Fig. A.5(1b)
display well-define 1/ω behaviors in superconducting state, which is the finger-
print signature of superconducting condensation. The optical conductivity of
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Figure A.5: Temperature-dependent real parts of optical conductivity σ1 of
NbN films with (1a) Tc = 13.4 K, (2a) Tc = 11.6 K, (3a) Tc = 9.2 K, (4a) Tc = 8.2 K,
(5a) Tc = 6.2 K, (6a) Tc = 6.1 K , 7(a) Tc = 5.6 K and (8a) Tc = 3.8 K. Temperature-
dependent imaginary parts of optical conductivity σ2 of NbN films with (1b) Tc
= 13.4 K, (2b) Tc = 11.6 K, (3b) Tc = 9.2 K, (4b) Tc = 8.2 K, (5b) Tc = 6.2 K, (6b)
Tc = 6.1 K , 7(b) Tc = 5.6 K and (8b) Tc = 3.8 K.
samples with Tc = 11.6 K and 9.2 K basically show similar features except the
gap region becomes a little narrower than that of the sample with Tc = 13.4 K.
As Tc is suppressed to 8.2 K, the real parts of the optical conductivity in
the normal state begin to display a positive slope. With Tc further suppressed,
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this positive slope behavior becomes more remarkable. At the same time, the
imaginary part of the optical conductivity gets a negative contribution. To see
this trend clearly, I plot normal-state σ1 in Fig. A.7(a).
Actually, just from the normal-state σ1, one can see that, with increasing
the level of disorder, the normal state σ1 and σ2 of NbN thin films gradu-
ally deviate from the normal Drude model. This feature indicates that one
should not directly apply conventional formula to simulate optical conductiv-
ity in strongly disordered superconductors. Furthermore, the possibility that
the positive slope of the normal state σ1 coming from so-called pseudogap phe-
nomenon could be excluded. As shown in the phase diagram of NbN thin film
superconductors [167], the pseudogap is different from high-Tc superconduc-
tors and is pretty small. In strongly disordered samples, even if the pseudogap
exists, it cannot persist up to 2 Tc. I measured many samples of NbN and I
found no temperature dependence between1.1 Tc and 2 Tc. If the low tempera-
ture positive slope comes from the pseudogaop, then at 2 Tc the positive slope
should decrease or even disappear.
There are many optical studies of disordered metals [41]. If the disorder
level of a system increases to a critical level, the electronic wave function will
be localized and the dc resistivity will behave as an insulator. This is the fa-
mous Anderson transition [168]. Even if the disorder level has not reached
such a critical level yet, the disordered system could also show localization
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Figure A.6: Real (a) and imaginary (b) part of the conductivities of photoex-
cited charge carriers in bulk and nanocrystalline silicon. The Drude-Smith
model for various values of real (c) and imaginary (d) conductivity. Figures are
adapted from Ref. [41].
features. There is a famous model called localization modified Drude model
(Drude-Smith model) as shown in Eq.A.4, which is used to study the charge










Here cj is an empirical parameter extracted from fitting. τ is the relaxation
time and m is the effective mass. Figure A.6 shows an example for optical con-
ductivity in disordered nanocrystalline silicon [41]. One can see, in the heavily
disordered case, a pronounced positive slope shows up and the imaginary part
of the conductivity becomes negative, very similar to the optical conductivity
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Figure A.7: (a) Real part of the optical conductivity at 1.1 Tc. (b) Real part
and (c) Imaginary parts of the optical conductivity at 1.5 K. (d) Real parts of
optical conductivity at 1.5 K normalized by the normal state conductivity at 1.1
Tc given in (a).
in disordered NbN thin films. Therefore, it is reasonable to believe the posi-
tive slopes of σ1 in NbN thin films also result from the localization of electronic
states induced by disorders. Here, I want to point out that the normal-state
σ1 of previous optical study of similar samples [Figure A.4] does not show any
feature of localization. In the very strongly disordered NbN with Tc = 4.2 K,
its normal state σ1 is pretty flat and can be well described by a normal Drude
model, which is in contradiction with my results. It is very hard to believe the
well-defined Drude behavior can survive as the disorder level is close to the
superconductor-to-insulator transition.
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These features challenge the usual way (MB theory) to simulate optical con-
ductivity in superconducting states of disordered superconductors. As shown in
Figure A.1, the conventional MB theory always assumes that the normal state
optical conductivity obey the standard Drude model, and then includes super-
conducting gap and coherent factors to calculate superconducting state optical
conductivity. By normalizing superconducting state optical conductivity to nor-
mal state conductivity, MB theory can cancel the transition matrix included
in Drude model and gets rid of material-based parameters such as plasma fre-
quency and scattering rate. However, when the localization plays an important
role, the normal state conductivity cannot be described by the normal Drude
model, making the standard MB theory not valid to study optical response in
strongly disordered superconductors.
Besides localizing electronic states in the normal state, disorder also changes
the density of states (DOS) in the superconducting state. Figure A.8 shows tun-
neling results of superconducting thin films of NbN, whose Tcs vary from 15.6 K
to 2.2 K. The tunneling spectra for disordered NbN samples were measured by
using planar superconductor/insulator/normal metal tunnel junctions compris-
ing of reactively sputtered NbN, an insulating oxide layer and an Ag counter
electrode. Details of fabrication and measurement can be found in Ref [169].
Tunneling spectra in lightly and moderately disordered samples show conven-
tional BCS DOS with its square root singularities and a clean gap. However,
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Figure A.8: Fitted tunneling spectra for samples with (a) Tc ∼ 15.6 K, (b)
Tc ∼ 14.9 K, (c) Tc ∼ 13.5 K, (d) Tc ∼ 9.6 K, (e) Tc ∼ 9 K, (f) Tc ∼ 7.7 K, (g) Tc ∼ 6.2
K, (h) Tc ∼ 3.2 K, (i) Tc ∼ 2.2 K.
With increasing disorder the DOS broadens [166, 170, 171] and although the
energy separating the coherence peaks (2∆) maintains a ratio 2∆/kBTc ≈ 4 up
to high disorder levels [169], the peaks become smeared and a tunneling con-
ductance develops at lower energies. The spectra were fit by using the theory
of Larkin and Ovchinnikov and Feigelman and Skvortsov [172, 173]. Ref [172]
showed that if the short-scale disorder in the form of a spatially varying BCS
coupling constant is introduced, the effective pair-breaking is equivalent to
that produced by magnetic impurities [174].
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Figure A.9: Fitted tunneling spectra for samples with ∆ (left axis) and η (right
axis) values extracted from the fits of Figure A.8 as functions of Tc.











solved for u [175]. Here η is a phenomenological de-pairing factor that depends
on the degree of disorder and ε0, which can be shown to determine the center of
the impurity band, was taken equal to unity. η is a lower bound for the broaden-
ing parameter which arises from mesoscopic disorder. Other de-pairing factors
not included in the theory could increase its value.






. This resulted in a DOS with a hard gap renormalized to Eg =
(1−η2/3)3/2∆. The inclusion of electron-electron interaction effects modifies this





for E < Eg in a 3D system. The DOS functions for E > Eg and E < Eg were
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pieced together to make a continuous function and then convoluted with the
Fermi function to generate a fit for the observed conductance spectrum. ∆ and η
were varied to obtain the best fit for the peaks, and Γtail and the proportionality
constant were adjusted to best fit the low-bias region.
Figure A.9 shows the resulting ∆ (in THz units) and η as a function of Tc.
A linear fit to the data indicates 2∆/kBTc around 4.2, which is close to that
reported in recent literatures [167, 169]. In very strongly disordered samples,
the ratio becomes even larger as the gap persists above Tc [176].
These results further challenge the validity of MB theory in strongly disor-
dered superconductors. Besides assuming the normal state conductivity should
obey the normal Drude model, the DOS used in conventional MB theory is also
similar to DOS in clean superconductors which have clean gap and without any
subgap states in gap region. But we know in strongly disordered superconduc-
tors, states will be moved into gap region by pair-breaking effect induced by
disorders. However, the data analysis and fitting in the previous optical study
[Figure A.4] totally overlooked these two typical characters.
I show optical conductivity of NbN thin films at lowest temperature in Fig.
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A.7(b) and (c). To get rid of the localization effect, I normalize the supercon-
ducting state σ1s by the normal state σ1n and show the normalized real part of
the optical conductivity σ1s/σ1n in Fig. A.7(d). The optical energy gap 2Eg can
be extracted from these normalized conductivities directly as the minimum or
threshold in σ1. Here and in what follows, I use 2Eg to differentiate the optical
gap from the gap measured in tunneling. Traditional BCS theory predicts that
the ratio between the optical gap and transition temperature should be 3.5,
while strong coupling effects can drive it larger. As shown in Table 1 [58], for
the lowest disorder Tc = 13.4 K sample, the ratio between optical gap and tran-
sition temperature 2Eg/kBTc is 3.93. As Tc is suppressed to 8.2 K, the ratio falls
below the BCS stability limit of 3.53. For the Tc = 3.8 K sample, a clear min-
imum or threshold cannot be seen in the conductivity σ1 in superconducting
state [Fig. A.5(8a)]. Considering the low detection limit of the spectrometer
(≈ 0.12 THz), I estimate 2Eg/kBTc < 1.5 for this sample. It is interesting to
compare these numbers to those extracted from tunneling. Tunneling spectra
in moderately disordered conventional superconductors reveals a conventional
BCS density of states with its square root singularities and a clean gap. With
increasing disorder – reminiscent of the situation in optics – the density of
states broadens [166, 170, 171] and although the energy separating the coher-
ence peaks (2∆) maintains a ratio 2∆/kBTc ≈ 4 up to high disorder levels [169],
the peaks become smeared and a tunneling conductance develops at lower en-
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Figure A.10: The real part of optical conductivity and the simulation at 1.5 K
of the NbN film with Tc = 11.6 K (a), 8.2 K (b), 6.2 K (c) and 3.8 K (d). The red
hollow squares represent the real parts of the optical conductivity at 1.5 K for
four representative samples. The red dashed vertical curves show the optical
energy gaps directly extracted from optics. The green dashed lines indicate the
superconducting gaps extracted from tunneling. The green curves are created
via a numerical solution to the MB formalism with superconducting gaps ex-
tracted from tunneling. The blue curves are simulations using the model of
Larkin and Ovchinnikov.
ergies.
In Figure A.10, I show the normalized optical conductivity for four typical
samples. The red dashed lines label the positions of optical energy gaps ex-
tracted by inspection. They can be compared to the green dashed lines that
indicate the expected superconducting gap 2∆ which were given (as it is in the
MB theory) by the experimentally determined relation 2∆/kBTc = 4.2 with 2∆
the energy gap determined from fits to tunneling. Using the MB theory, I simu-
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Figure A.11: The left axis is Tc vs. the dimensionless conductance parameter
kF l for the samples used in this study. The thickness (unit is nm) of each sample
is shown next to the data points. Tc was defined by the temperature where the
resistance is indistinguishable from zero. The green dashed line is kF l = 1. On
the right axis is η extracted from optics and tunneling.
late the normalized conductivity (green curve in Figure A.10) with these super-
conducting gaps from tunneling. With increasing disorder, additional spectral
weight progressively develops both below and above the gap scale 2∆. For Tc
= 3.8 K, a clear energy gap could not be observed from the conductivity spec-
tra. It is also observed that for the most disordered samples the normalized
conductivity approaches the normal state faster than the BCS prediction.
A.5 Discussion
I can model both quasiparticle properties of the optical and tunneling data
in a self-consistent fashion by the model of Larkin and Ovchinnikov (LO) [172,
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174]. The prediction was that the density of states would be homogeneously
broadened from the BCS expectation with an energy gap renormalized toEg(η) =
(1 − η2/3)3/2∆. Here ∆ is the average value of order parameter (very approxi-
mately indicated in the tunneling by the energy of the coherence peaks) and η
is a parameter that sets the strength of the effective depairing. By using ∆ ex-
tracted from tunneling and Eg from optics, I estimate η for each sample I stud-
ied and plot them on the right side of Figure A.11. As kF l decreases, η increases.
Although this method can qualitatively explain the lower threshold, the values
of η are systematically larger than what is predicted from theory at these kF l
values [173]. In this regard, the mesoscopic fluctuations may be regarded as
the minimal model of disorder and other types of microscopic inhomogeneity
may push η higher. Irrespective of this, I can compare these η’s with those
extracted from direct fits of the LO model to the tunneling conductance [167].
One can see that although the values of η extracted by the two methods are
close, optics gives a value systematically higher. This is consistent with both
recent experiments that compared the η determined from the superfluid den-
sity with that of tunneling [177] and recent theory that predicted (for the 2D
case, which is not necessarily applicable in the thick films) that the η from
optics should be generally larger in this disorder range by factor of 6/ln(6g2)
(with g the dimensionless conductance) due to the role of vertex corrections in
transport.
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Figure A.12: Normalized density of states at T = 0 K predicted in the LO
model. The parameters we use for simulations are the same as I simulate the
normalized conductivity.
To more precisely compare the LO model to the data I solved the Usadel
equation iEsinθ + ∆cosθ − η∆sinθcosθ = 0 numerically with ∆ taken from tun-
neling and η is estimated above. Here, E is the energy relative to Fermi level, θ
is the pairing angle and sinθ and cosθ are the disorder-averaged Green’s func-
tions [177]. The single particle density of states is directly given by ρ(E) =
ρ0Re(cosθ), where ρ0 is the normal state density of states. I show the simula-
tions of the density of states in Figure A.12. The normalized density of states is
determined by two factors: ∆ and η. ∆ sets the order parameter amplitude and
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is equivalent to the superconducting gap. η is an effective parameter that cap-
tures depairing effects that are introduced by disorder. If η = 0, the density of
states simulated by the LO model automatically recovers the BCS prediction.
As shown in the Figure A.12, the coherence peaks approach infinity with η = 0.
With increasing η, one can see that even as the position of the coherence peaks
(given approximately by the order parameter magnitude ∆) does not change
appreciably, substantial sub-gap tunneling conductance develops as the coher-
ence peaks are smeared. As the disorder level increases, η increases even more
and additional density of states transfer into the region below ∆. Note that
these simulations do not include the exponential tail from localized states. The
corresponding normalized real optical conductivity at T = 1.5 K can be calcu-













[1− 2f(E + ~ω)] | F (E,E + ~ω) | dE
where the generalized coherence factor is given by F (E,E + ~ω) = Re[cosθ(E)]
Re[cosθ(E + ~ω)] + Im[sinθ(E)] Im[sinθ(E + ~ω)]. Here f(E) is the Fermi-Dirac
distribution function. In the limit where η = 0, one recovers the traditional MB
form. I show the simulation of normalized conductivity in Figure A.10 (blue).
As expected from the above, after considering broadening effects around the
gap edge in the density of states, a notable amount of optical spectral weight
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fills the region between 2∆ and 2Eg. At high frequency, simulation with the LO
model recovers the predictions of MB. This simulation qualitatively explains
the conflicts between optics and tunneling or rather demonstrates that when
making a comparison one cannot compare the threshold in optics to the energy
of the coherence peaks. Although the model successfully accounts for the lower
onset energy of the optical gap as compare to tunneling, the theoretical curves
still do not capture the high-frequency parts of normalized conductivity. I find
that in the most disordered samples, the conductivity recovers more quickly
to the normal state values than predicted. As the particular form of the MB
conductivity functional derives from a particular form of the BCS coherence
factors, this difference may presage a transition to an insulating state with
localized bosonic Cooper pairs. However, I cannot rule out that this feature
does not come from the normalization procedure where I divide by the strongly
frequency dependent conductivity.
A.6 Conclusion
I studied the low-frequency conductivity of strongly disordered supercon-
ducting NbN thin films close to the localization transition. In the normal state,
strong deviations from the Drude form are found, which are indicative of incip-
ient localization in these films. For medium disorder, the optical conductivity
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of the superconducting state is well-described by the MB formula. However,
for higher disorder samples, additional low-energy spectral weight forms in a
region below that predicted by the BCS theory. For these samples, this energy
is well below the scale of the gap determined by tunneling. I investigated this
feature in the context of prevailing models and conclude that its onset is rea-
sonably described by a model of pair breaking from mesoscopic disorder. How-
ever, discrepancies exist with the predicted shape of the conductivity in that
in the most disordered samples, the conductivity recovers more quickly to the
normal state values than predicted. As the particular form of the MB conduc-
tivity functional derives from a particular form of the BCS coherence factors,
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