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EXISTENCE OF METRICS MAXIMIZING THE FIRST
EIGENVALUE ON CLOSED SURFACES
HENRIK MATTHIESEN AND ANNA SIFFERT
Abstract. We prove that for closed surfaces of fixed topologi-
cal type, orientable or non-orientable, there exists a unit volume
metric, smooth away from finitely many conical singularities, that
maximizes the first eigenvalue of the Laplace operator among all
unit volume metrics. The key ingredient are several monotonicity
results, which have partially been conjectured to hold before.
1. Introduction
For a closed Riemannian surface (Σ, g) the spectrum of the Laplace
operator acting on smooth functions, is purely discrete and can be
written as
0 = λ0 < λ1(Σ, g) ≤ λ2(Σ, g) ≤ λ3(Σ, g) ≤ · · · → ∞,
where we repeat an eigenvalue as often as its multiplicity requires.
The pioneering work of Hersch [11] and Yang–Yau [38] raised the
natural question, whether there are metrics g that maximize the quan-
tities
λ1(Σ, g) area(Σ, g)
if Σ is a closed surface of fixed topological type (see also [17, 19] for
the case of non-orientable surfaces). Such maximizers have remarkable
properties. In fact, they always arise as immersed minimal surfaces
(of possibly high codimension) in a sphere [12] and are unique in their
conformal class [21]. By a slight abuse of notation, we also call Σ,
endowed with a maximizing metric, a ‘maximizer’.
The purpose of the present article is to settle the existence of rather
regular maximizers for the first eigenvalue.
For the statement of our results and related work, we need to in-
troduce some notation. We write Σγ for a closed orientable surface of
genus γ. Similarly, ΣKδ denotes a closed non-orientable surface of non-
orientable genus δ.We briefly elaborate on these notions in Appendix B.
Furthermore, we use the common notation
Λ1(γ) = sup
g
λ1(Σγ, g) area(Σγ, g),
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and similarly,
ΛK1 (δ) = sup
g
λ1(Σ
K
δ , g) area(Σ
K
δ , g),
with the supremum taken over all smooth metrics on Σγ, respectively
ΣKδ . It is convenient to use the notation
Λ1(Σ) = sup
g
λ1(Σ, g) area(Σ, g),
where Σ is a closed surface and the supremum is taken over all smooth
metrics g on Σ. If Σ is orientable and has genus γ, then Λ1(Σ) = Λ1(γ).
If Σ is non-orientable and has non-orientable genus δ, then Λ1(Σ) =
ΛK1 (δ).
Explicit values for Λ1(γ) or Λ
K
1 (δ) are only known in very few cases.
However, in all of these cases not only the values but also the maxi-
mizing metrics are known.
The case of the sphere is due to Hersch. We have Λ1(S2) = 8pi
with unique maximizer the round metric [11]. His arguments are very
elegant and a cornerstone in the development of the subject.
For the real projective plane, we have Λ1(RP2) = 12pi with unique
maximizer the round metric [19]. The proof extends the ideas from [11]
in a conceptually very nice way.
The first result for higher genus surfaces is due to Nadirashvili,
namely Λ1(T
2) = 8pi2/
√
3 with unique maximizer the flat equilateral
torus [23]. Nadirashvili’s arguments are very different from the previ-
ously employed methods. The crucial step in his proof is to obtain the
existence of a maximizer. Using [21] it follows that such a maximizer
necessarily has to be flat. The sharp bound follows then from earlier
work of Berger [4].
For the Klein bottle, conjecturally, Λ1(K) = 12piE(2
√
2/3) with
unique maximizer a metric of revolution [9, 23]. Here E is the complete
elliptic integral of the second kind.
There is also a conjecture concerning the sharp bound on genus 2
surfaces [15], a proof of which has very recently been outlined in [29].
Let us also mention that there are a quite some results concerning
similar questions for higher order eigenvalues, see [24, 25, 27, 28].
Since Nadirashvili’s paper [23] there was growing interest in finding
maximizers for eigenvalue functionals on surfaces. No doubt partly
because of their connection to minimal surfaces. For the Steklov eigen-
value problem, there is a connection to free boundary minimal surfaces
in Euclidean balls. Fraser and Schoen showed the existence of max-
imizers for the first Steklov eigenvalue on bordered surfaces of genus
0 [10]. Recently, Petrides used many of the ideas in [10] to prove the
following beautiful result concerning metrics realizing Λ1(γ).
Theorem 1.1 (Theorem 2 in [30]). If Λ1(γ − 1) < Λ1(γ), there is a
metric g on Σ = Σγ, which is smooth away from finitely many conical
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singularities, such that
λ1(Σ, g) area(Σ, g) = Λ1(γ).
Our main result extends this result in two directions. Firstly, we
show that the assumption on Λ1(γ) is superfluous. Secondly, we con-
sider also non-orientable surfaces.
Theorem 1.2. For any closed surface Σ, there is a metric g on Σ,
smooth away from finitely many conical singularities, achieving Λ1(Σ),
i.e.
Λ1(Σ) = λ1(Σ, g) area(Σ, g).
A natural question is, whether the maximizing metrics are also unique.
As mentioned above, they are always unique in their conformal class
[21]. Moreover, they are unique in all known examples. The general
case remains open, but it is conjectured, that there is no uniqueness in
general [15].
Another important question is, whether extremal metrics indeed pos-
sess conical singularities. In all known examples the maximizing met-
rics are smooth. However, it was conjectured in [15] that a metric with
6 conical singularities on the Bolza surface achieves Λ1(2). If the con-
jecture holds true, our result is optimal with respect to the regularity
of the extremizing metric.
There are two steps in the proof of Theorem 1.2. In a first step, we
extend Petrides’ arguments to the non-orientable setting, which gives
the existence of a maximizer on ΣKδ provided that Λ1(b(δ − 1)/2c) <
ΛK1 (δ), and Λ
K
1 (δ − 1) < Λ1(δ).
The strategy behind the first step is to take a sequence of maximizing
conformal classes ck = [hk] represented by hyperbolic metrics hk on
ΣKδ . We then pick metrics that maximize the first eigenvalue in ck for
any k, which is possible thanks to [26, 30]. We want to show that the
conformal classes ck lie in a compact part of the moduli space. First we
use the Mumford compactness criterion to exhibit a compact subspace
of the moduli space of non-orientable hyperbolic surfaces in terms of a
lower bound on the injectivity radius. In a next step, we use that the
maximizers in ck can be studied using sphere valued harmonic maps.
Extending the arguments from [30] and [39] (which is used in [30]) to
non-orientable surfaces we can then complete the proof of the first step
mentioned above.
The second step consists in proving some monotonicity results for Λ1
and ΛK1 . More precisely, we will prove that
Λ1(γ) < Λ1(γ + 1),
Λ1(γ) < Λ
K
1 (2γ + 1),
ΛK1 (δ) < Λ
K
1 (δ + 1),
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provided that in each case a metric realizing the left hand side exists.
The weak form of the above inequalities (at least of the first one) has
been known to hold before [8].
The proof of the monotonicity results follows in parts ideas from
[10]. We attach a thin handle respectively a thin cross cap, both of
definite height, to the given maximizers. We then show that as the
handle respectively cross cap collapses to an interval, we can choose
the height parameter in such a way, that the first eigenvalue of the
new surface is well controlled. More precisely, if ε denotes the radius
of the handle respectively cross cap, the gain in area is linear while the
eigenvalue can loose at most o(1)ε. This completes the second step.
Combining these two steps, the main result follows by an induction.
We remark that in order to obtain the existence result for non-
orientable surfaces, we need to obtain the existence result for orientable
surfaces first. The reason is that non-orientable surfaces can degenerate
also to orientable surfaces. To rule out this behavior for maximizing
sequences, we use the second monotonicity result above, which requires
the a priori existence of a maximizer for the orientable setting.
Finally, note that a result analogous to Theorem 1.2 does not hold
in general for Λi with i > 1. See for example [24], where it is proven
that the unqiue maximizer for Λ2 on S2 has a one-dimensional set of
singular points.
The structure of the article is as follows. In Section 2, we prove a
version of the Mumford compactness criterion for non-orientable hyper-
bolic surfaces. Section 3 explains the necessary extensions of Petrides’
arguments in order to handle also non-orientable surfaces. The mono-
tonicity results and Theorem 1.2 are proved in Section 4.
Acknowledgments. The authors are grateful to Colette Anne´ for
sending them a copy of her manuscript ‘E´crasement d’anses et spec-
tre du Laplacien’ [1]. They would like to thank Yannick Sire and Elena
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in the first version. The first named author is grateful to Bogdan
Georgiev for discussions during the early stages of this project. He is
also grateful for the hospitality of the MIT mathematics department.
Furthermore, both authors want to thank Werner Ballmann for proof-
reading and some valuable comments. Last, but not least, both authors
would like to thank the Max Planck Institute for Mathematics in Bonn
for the support and the excellent working conditions.
2. Compactness for non-orientable surfaces
The Mumford compactness criterion [22] states that the set of ori-
entable, hyperbolic surfaces with injectivity radius bounded below is a
compact subset of Teichmu¨ller space. In this section we show that this
also holds for non-orientable surfaces. Probably, this is well-known,
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but for the sake of completeness and since we will use the arguments
from our proof again, we include a proof below.
Given any Riemannian metric g0 on Σ = Σ
K
δ , the Poincare´ Uni-
formization theorem asserts that we can find a new metric on Σ, which
is pointwise conformal to g0 and has constant curvature +1, 0, or −1,
depending on the sign of χ(Σ). Assuming δ ≥ 3, these metrics have
curvature −1. Let hk be a sequence of such metrics on Σ with injectiv-
ity radius bounded uniformly from below, inj(Σ, hk) ≥ c > 0. The goal
is to prove that there exist diffeomorphisms σk of Σ and a hyperbolic
metric h of Σ, such that σ∗khk converges smoothly to h as k → ∞.
Our strategy is to apply the Mumford compactness criterion to the
orientation double covers of the surfaces (Σ, hk).
So consider the orientation double cover Σˆ = Σδ−1 of Σ endowed
with the pullback metrics of hk, denoted by hˆk. Since δ ≥ 3, these are
orientable hyperbolic surface of genus δ − 1 and may thus be regarded
as elements in Teichmu¨ller space Tδ−1, which in addition admit fixed
point free, isometric, orientation reversing involutions ιk.
We have the following lemma.
Lemma 2.1. Assume that infk inj(Σ
K
δ , hk) > 0. Then there are dif-
feomorphisms τk : Σδ−1 → Σδ−1, such that, up to taking a subsequence,
τ ∗k hˆk → hˆ in C∞. Moreover, (Σδ−1, hˆ) admits a fixed point free, isomet-
ric, orientation reversing involution ι, which is obtained as the C0-limit
of the involutions τ−1k ◦ ιk ◦ τk.
Proof. As above, we simply write Σ instead of ΣKδ , and Σˆ instead of
Σδ−1. It is elementary to see that inj(Σˆ, hˆk) ≥ inj(Σ, hk). Therefore, we
can apply the Mumford compactness criterion [22] and find diffeomor-
phisms τk and a limit metric hˆ as asserted.
It remains to show that we can find the involution ι. Since τ ∗k hˆk → hˆ
in C∞, we have the uniform Lipschitz bound
dhˆ((τ
−1
k ◦ιk ◦ τk)(p), (τ−1k ◦ ιk ◦ τk)(q))
≤ Cdτ∗k hˆk((τ
−1
k ◦ ιk ◦ τk)(p), (τ−1k ◦ ιk ◦ τk)(q))
= Cdτ∗k hˆk
(p, q)
≤ Cdhˆ(p, q).
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Since Σˆ is compact, it follows from Arzela–Ascoli, that, up to taking a
subsequence, τ−1k ◦ ιk ◦ τk → ι in C0(Σˆ, hˆ). We have
dhˆ(ι(p), ι(q)) ≤ lim
k→∞
dτ∗k hˆk
(ι(p), (τ−1k ◦ ιk ◦ τk)(p))
+ lim
k→∞
dτ∗k hˆk
((τ−1k ◦ ιk ◦ τk)(p), (τ−1k ◦ ιk ◦ τk)(q))
+ lim
k→∞
dτ∗k hˆk
((τ−1k ◦ ιk ◦ τk)(q), ι(q))
≤ C lim
k→∞
dC0(Σˆ,hˆ)(τ
−1
k ◦ ιk ◦ τk, ι)
+ lim
k→∞
dτ∗k hˆk
((τ−1k ◦ ιk ◦ τk)(p), (τ−1k ◦ ιk ◦ τk)(q))
= dhˆ(p, q),
(2.2)
using that τ ∗k hˆk → hˆ in C∞, and τ−1k ◦ ιk ◦ τk → ι in C0(Σˆ, hˆ). Observe
that ι is an involution again, hence (2.2) implies that actually
dhˆ(ι(p), ι(q)) = dhˆ(p, q).
By the Myers–Steenrod theorem it thus follows that ι is a smooth,
isometric involution.
We need to show that ι does not have any fixed points. But this is a
consequence of the general bound dτ∗k hˆk
((τ−1k ◦ ιk ◦ τk)(p), p) ≥ c > 0 for
some uniform c. To prove this let c > 0 be such that Bhˆ(x, 2c) ⊂ Σˆ is
strictly geodesically convex for any x ∈ Σˆ. Then Bτ∗k hˆk(x, c) is strictly
geodesically convex for k ≥ K sufficiently large. Assume now that
there is k ≥ K, such that dhˆk((τ−1k ◦ ιk ◦ τk)(p), p) < c. Let γ be the
unique minimizing geodesic connecting p to (τ−1k ◦ ιk ◦ τk)(p). Since
τ−1k ◦ ιk ◦ τk is an isometry, we need to have im(τ−1k ◦ ιk ◦ τk ◦ γ) = im γ.
Since ιk is fixed point free, γ is non-constant. Therefore, τ
−1
k ◦ ιk ◦ τk
restricted to im γ induces an involution of the interval [0, 1] mapping 0
to 1 and vice versa. But such an involution needs to have a fixed point.
It follows that ιk has a fixed point for large k, which is a contradiction.
Finally, note that ι is orientation reversing by C0-convergence. 
It follows that the metric hˆ on Σˆ is ι-invariant. Therefore, it induces
a smooth hyperbolic metric h on Σ. Moreover, the hyperbolic metrics
on Σ induced from τ ∗khk and τ
−1
k ◦ ιk ◦ τk converge smoothly to h on Σ.
Finally, observe that the diffeomorphisms τk induce diffeomorphisms
σk of Σ, such that σ
∗
khk are the metrics described above and converge
smoothly to h.
Thus we have proved the following proposition.
Proposition 2.3. Let (hk) be a sequence of hyperbolic metrics on Σ
K
δ
such that inj(ΣKδ , hk) ≥ c > 0. Then there are diffeomorphisms σk of
ΣKδ and a hyperbolic metric h, such that σ
∗
khk → h smoothly.
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3. Maximizing the first eigenvalue
In this section we extend [30, Theorem 2] to the non-orientable case.
The strategy is the same as in [30]. That is, we first use that we can
maximize the first eigenvalue in each conformal class. We then pick a
maximizing sequence, consisting of maximizers in their own conformal
class. This has the advantage, that these metrics can be studied in
terms of sphere valued harmonic maps. Using these harmonic maps
it is possible to estimate the first eigenvalue along the maximizing
sequence in case that the conformal class degenerates. To do so, we
extend the results from [39] to non-orientable surfaces.
For fixed non-orientable genus δ ≥ 3, let ck be a sequence of con-
formal classes on Σ = ΣKδ represented by hyperbolic metrics hk, such
that
lim
k→∞
sup
g∈ck
λ1(Σ, g) area(Σ, g) = Λ
K
1 (δ).
We will now use the following result due to Nadirashvili–Sire (with an
extra assumption not relevant for our purposes) and, independently,
Petrides
Theorem 3.1 ([26, Theorem 2.1] or [30, Theorem 1]). For each con-
formal class ck as above, there is a metric gk, which is smooth away
from finitely many conical singularities such that
λ1(Σ, gk) area(Σ, gk) = sup
g∈ck
λ1(Σ, g) area(Σ, g).
From now on we assume that gk ∈ ck is picked as in the preceding
theorem. Moreover, we assume that they are normalized to have
area(Σ, gk) = 1.
Since these metrics are maximizers, there is a family of first eigenfunc-
tions uk1, . . . u
k
`(k)+1, such that Φk = (u
k
1, . . . u
k
`(k)+1) : (Σ, hk)→ S`(k) is a
harmonic map [13]. Since the multiplicity of λ1 is uniformly bounded
in terms of the topology of Σ [5, 7], we may pass to a subsequence,
such that `(k) is some constant number l. Moreover, in this situation
the maximizing metrics can be recovered via
gk =
|∇Φk|hk
λ1(Σ, gk)
hk.
In view of Proposition 2.3, we want to show the following proposition.
Proposition 3.2. The injectivity radius of gk is uniformly bounded
from below, provided that ΛK1 (δ) > Λ1(δ − 1), and ΛK1 (δ) > ΛK1 (δ − 1).
We will argue by contradiction and assume inj (Σ, gk) → 0. The
Margulis lemma implies that we can find closed geodesics γk1 , . . . , γ
k
s in
(Σ, hk), such that their lengths go to zero, i.e. lhk(γ
k
i )→ 0, as k →∞.
We assume that s is chosen maximal with this property.
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Each of these geodesics is either one-sided or two-sided. If a such a
geodesic is two-sided, tubular neighborhoods are just described by the
classical collar lemma for hyperbolic surfaces [6]. In the second case we
may apply the collar lemma to the orientation double cover as follows.
Let c be a one-sided closed geodesic in Σ. We write Σˆ for the ori-
entation double cover and τ for the non-trivial deck transformation.
The lifts of c to Σˆ can not be closed, since in this case they would be
disjoint and it would follow that c is two-sided. Thus the lifts c1 and
c2 are geodesic segments with τ ◦ c1 = c2. Let C be a collar around the
closed geodesic c2 ∗ c1. It is not very difficult to see that the action of
τ near c2 ∗ c1 is just given by rotation about pi and reflection at c2 ∗ c1.
Therefore, τ maps C to itself (by the explicit construction of C), so that
we can use C/τ as a tubular neighborhood of c.
Our first goal is to prove that for the situation at hand the volume,
measured with respect to gk, either concentrates in the neighborhood of
a pinching geodesic, or in one connected component of the complement
of these neighborhoods. Before stating and proving this result we need
to introduce some notation, which we borrow from Section 4 in [30].
We write s1 for the number of one-sided closed geodesics with length
going to 0. Moreover, we denote by s2 the number of such geodesics
that are two-sided. Clearly, s = s1 + s2 and 0 ≤ s1, s2 ≤ s. From now
on we assume that the closed geodesics γik are ordered such that the
first s1 geodesics are one-sided.
For all s1 + 1 ≤ i ≤ s the collar theorem [6] asserts the existence
of an open neighborhood P ik of γ
i
k isometric to the following truncated
hyperbolic cylinder
Cik =
{
(t, θ) | −wik < t < wik, 0 ≤ θ < 2pi
}
with
wik =
pi
lik
(
pi − 2 arctan
(
sinh
lik
2
))
endowed with the metric lik
2pi cos
(
lik
2pi
t
)
2 (dt2 + dθ2).
Below we identify (θ, t) = (0, t) with (θ, t) = (2pi, t). Thus the closed
geodesic γiα corresponds to {t = 0}.
By the discussion above and the the collar theorem again, we get
that for all 1 ≤ i ≤ s1, there exists an open neighborhood P ik of γiα
isometric to the following truncated Mo¨bius strip
Mik =
{
(t, θ) | −wik < t < wik, 0 ≤ θ < 2pi
}
/ ∼
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with
wik =
pi
2lik
(
pi − 2 arctan (sinh lik))
endowed with the metric 2lik
2pi cos
(
2lik
2pi
t
)
2 (dt2 + dθ2) .
Moreover, the equivalence relation ∼ is given by identifying (t, θ, ) ∼
(−t, θ + pi), where θ + pi ∈ R/2piR. Hence, the closed geodesic γiα
corresponds to {t = 0}.
We denote by Σ1k, · · · ,Σrk the connected components of Σ \
⋃s
i=1 P
i
k.
Consequently, Σ can be written as the disjoint union
Σ =
(
s⋃
i=1
P ik
)⋃( r⋃
j=1
Σjk
)
.
For s1 + 1 ≤ i ≤ s and 0 < b < wik we denote by P ik (b) the truncated
hyperbolic cylinder whose length, compared to P ik, is reduced by b, i.e.,
P ik (b) =
{
(t, θ) , −wik + b < t < wik − b
}
.
Analogously, for 1 ≤ i ≤ s1 and 0 < b < wik, we introduce
P ik (b) =
{
(t, θ) , −wik + b < t < wik − b
}
/ ∼ .
Finally, we denote by Σjk (b) the connected components of Σ \
s⋃
i=1
P ik(b)
which contains Σjk.
We are now ready to prove the above mentioned result, namely,
that the volume either concentrates in the neighborhood of a pinching
geodesic P ik, or in one connected component Σ
j
k of the complement of
these neighborhoods.
Lemma 3.3. There exists D > 0 such that one of the two following
assertions is true:
(1) There exists an i ∈ {1, . . . , s} such that
areagk
(
P ik (ak)
) ≥ 1− D
ak
for all sequences ak → +∞ with akwik → 0 as k → +∞ for all
1 ≤ i ≤ s.
(2) There exists a j ∈ {1, . . . , r} such that
areagk
(
Σjk (9ak)
) ≥ 1− D
ak
for all sequences ak → +∞ with akwik → 0 as k → +∞ for all
1 ≤ i ≤ s.
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Proof. The proof of Claim 11 in [30] can easily be adapted to the present
situation. First recall the rough strategy of the proof: construct suit-
able test functions for λ1(Σ, gk) in the P
i
k and the Σ
j
k’s, apply the min-
max formula for the first eigenvalue and prove the claim by contradic-
tion. More precisely, on Σˆ, the test functions are constructed with lin-
ear decay in the t variable in neck regions of the type Pˆ ik(2ak)\ Pˆ ik(3ak)
and Pˆ ik(1ak) \ Pˆ ik(2ak), respectively, where the hat indicates that we
consider the preimages under the covering map Σˆ→ Σ. By conformal
invariance, the Dirichlet energy of these can be estimated using the
hyperbolic metric and decays like a−1k . From the construction it is clear
that these functions are invariant under the relevant involutions. From
this point on, one can just follow the arguments in [30]. 
Below we consider the two possible cases of the preceding lemma
separately. The following lemma deals with the first case, i.e. when
the volume concentrates in one of the P ik. We show that in this case
we would have ΛK1 (δ) ≤ 8pi if γik is 2-sided; and ΛK1 (δ) ≤ 12pi if γik is
1-sided.
Lemma 3.4. Suppose that there exists an i ∈ {1, ..., s} such that
areagk(P
i
k(ak)) ≥ 1− Dak
for all sequences ak →∞ which satisfy limk→∞ akwik = 0 for all 1 ≤ i ≤ s.
(1) If γik is 2-sided, then Λ
K
1 (δ) ≤ 8pi.
(2) If γik is 1-sided, then Λ
K
1 (δ) ≤ 12pi.
Proof. In [30], Petrides proved the first statement by following ideas
of Girouard [14]. The proof of the second statement is carried out
analogously.
By assumption, there exists an i ∈ {1, ..., s}, such that the volume
concentrates on Pk := P
i
k. On Pk we have coordinates (t, θ) as above
(onMk). By the assumptions on the volume and ak, we can find cut-off
functions ηk which are 1 on Pk(ak) and 0 outside Pk, and satisfyˆ
Σ
|∇ηk|2dvgk → 0.
We denote by C = (−∞,∞)×S1 the infinite cylinder with its canonical
coordinates (t, θ) ∈ (−∞,∞) × [0, 2pi). Let φ : C → S2 ⊂ R3 be given
by
φ(t, θ) =
1
e2t + 1
(2et cos(θ), 2et sin(θ), e2t − 1).
Observe that this induces a map ψ : M→ RP2(√3) if we divide by the
Z/2 actions that we have on both sides. More precisely, M = C/ ∼,
where (t, θ) ∼ (−t, θ + pi) as above, and on S2 we simply take the
antipodal map. If we denote by v : RP2(
√
3) → S4 the Veronese map,
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the concatenation v ◦ φ : M → S4 is a conformal map [14]. We may
regard Mk ⊂M using Fermi coordinates as introduced above.
By a theorem of Hersch [11], there exists a conformal diffeomorphism
τk of S4, such that ˆ
Pk
(pi ◦ τk ◦ v ◦ φ)ηkdvgk = 0,
where pi : S4 ↪→ R5 is the standard embedding. Set uik = (pii◦τk◦v◦φ)ηk.
By construction, we have
5∑
i=1
ˆ
Mk
(uik)
2dvgk ≥ 1−
D
ak
,
since areagk(P
i
α(ak)) ≥ 1 − Dak . Using conformal invariance, one easily
finds that ˆ
Σ
|∇uk|2gkdvgk ≤ 12pi + o(1).
For details we refer to [14]. Consequently, there is i = i(k) ∈ {1, . . . , 5},
such that
λ1(Σ, gk) ≤
´
M
|∇uik|2gkdvgk´
M
(uik)
2dvgk
≤ 12pi + o(1).
This finally implies
ΛK1 (δ) ≤ lim sup
k→∞
λ1(Σ, gk) ≤ 12pi,
which establishes the claim. 
We are thus left with the case second case from Lemma 3.3. In
this case, we have the following lemma, which concludes the proof of
Proposition 3.2.
Lemma 3.5. Suppose that the second alternative from Lemma 3.3
holds, then either
(i) ΛK1 (δ) ≤ ΛK1 (δ − 1), or
(ii) ΛK1 (δ) ≤ Λ1(γ),
where γ = b(δ − 1)/2c.
Proof. Again, we apply the machinery from [30] to the orientation
cover. The essential point is to keep track of the geometry of the
corresponding involutions. Denote by (Σˆ, hˆk) the orientation covers of
(Σ, hk), and by ιk the corresponding deck transformations.
We can then identify the spectrum of the Laplacian for any met-
ric g in [hk] with the spectrum of the Laplacian acting only on the
even functions on (Σˆ, gˆ). We consider the associated harmonic maps
Φk : (Σ, gk) → Sl. By conformal invariance, we can also view these as
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harmonic maps from (Σ, hk) to Sl In this situation, the metric can be
recovered by
gk =
|∇Φk|2hk
λ1(Σ, gk)
hk,
see [30, Proof of Theorem 1]. By pulling back the Φk’s to Σˆ, we obtain
even harmonic maps Φˆk : (Σˆ, hˆk)→ Sl, such that
gˆk =
|∇Φˆk|hˆk
λ1(Σ, gk)
hˆk.
With out loss of generality, we may assume that the volume concen-
trates in Σ1α(9ak). Denote by Σˆ
1
α(9ak) its preimage under the covering
projection. Note that this preimage might be disconnected. As in
[30, Sect. 4], there are a compact Riemann surface Σ¯ and diffeomor-
phisms τk : Σ¯ \ {p1, . . . , pr} → Σˆ1k(9ak). Moreover, the hyperbolic met-
rics h¯k = τ
∗
k hˆk converge in C
∞
loc(Σ¯ \ {p1 . . . , pr}) to a hyperbolic metric
h¯.
Observe, that we can restrict and pullback the involutions ιk to get
involutions ι¯k of Σ¯\{p1, . . . pr}. Clearly, these involutions are isometric
with respect to the hyperbolic metrics h¯k.
In a next step, we construct a fixed point free limit involution on
Σ¯. For the compact subsets Σ¯c := {x ∈ Σ¯ | injx(Σ¯, h¯) ≥ c}, we can
argue exactly as in the proof of Lemma 2.1 to get limit involutions
σ¯n on Σ¯1/n. Since any isometric involution must map Σ¯c to itself, we
may take subsequences, such that for m ≥ n, we have σ¯m|Σ¯1/n = σ¯n.
Using a standard diagonal argument, we find a limit involution on
Σ¯ \ {p1, . . . , pr}. Clearly, this involution extends to an involution ι¯ on
all of Σ¯. Moreover, ι¯ is fixed point free: Arguing again as in Lemma 2.1,
we can not have fixed points different from the pi’s. If say p1 is fixed
under ι¯, the involution is just rotation by pi in a disc centered at p1. By
C0-convergence away from p1, we see that the involutions ιˆk act just
via rotation on the collars around the degenerating geodesic. But this
is impossible, since this implies that ιˆk is orientation preserving.
By [39], the pullbacks Φ¯k of the harmonic maps Φˆk along the dif-
feomorphisms τk are then harmonic maps that converge in C
∞
loc(Σˆ \
{x1, . . . , xs}) to a limit harmonic map Φ¯. Clearly, Φ¯ is invariant under
ι¯. Note, that no energy can be lost at the points xi. To see this observe
first, that such points always come in pairs by the invariance of the har-
monic maps. Moreover, from the construction of the limit involution,
it is clear, that two such points are bounded away from each other.
Therefore, energy concentration of the harmonic maps in a point xi
implies that the volume with respect to the metric gk concentrates at
a point in Σ. But by [18, Lemma 2.1 and 3.1] this implies
ΛK1 (δ) = lim
k→∞
(Σ, gk) ≤ 8pi.
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Since it has finite energy Φ¯ extends to a harmonic map Σˆ → Sl [34,
Theorem 3.6]. Moreover, this extension is certainly invariant under ι¯.
We consider the metric
g¯ =
|∇Φ¯|2
h¯
ΛK1 (δ)
h¯
and observe that it is invariant under the involution ι¯, so that it de-
scends to a metric g on Σ¯/ι¯. Since there is no energy lost along the
sequence Φ¯k of harmonic maps, we have
area(Σ, g) = 1.
Using that the capacity of a point relative to any ball is 0 [20, Chap-
ter 2.2.4], it is easy to construct cut-offs ηε,k on Σ¯ with the following
two properties. For ε fixed, there are neighbourhoods Uε ⊂ Vε of
{p1, . . . , pr} such that ∩ε>0Vε = {p1, . . . pr}, ηε,k = 0 in Uε, and ηε,k = 1
outside Vε. Moreover,
´
Σˆ
|∇ηε,k|2dvgˆ ≤ ε2.
Let u be the lift of a first eigenfunction of (Σ¯/ι¯, g) to Σ¯. Using ηε,ku
as a test function on Σˆk(9ak) for k large enough, we find with help of
the dominated convergence theorem, that
ΛK1 (δ) = lim
k→∞
λ1(Σ, gk)
≤ lim sup
ε→0
lim
k→∞
´
Σ¯
|∇(ηε,ku)|2dvgˆk´
Σ¯
|ηε,ku|2dvgˆk −
(´
Σ¯
ηε,kudvgˆk
)2
≤ lim sup
ε→0
´
Σ¯
|∇u|2dvg¯ + Cε´
Σ¯\Vε |u|2dvg¯ −
(´
Σ¯
udvg¯
)2
≤
´
Σˆ
|∇u|2dvg¯´
Σ¯
|u|2dvg¯
≤ λ1(Σ¯/ι¯, g).
If Σ¯ is disconnected, it has two connected components and the genus of
each component is at most b(δ − 1)/2c. Therefore, the quotient Σ¯/ι¯ is
an orientable surface of genus at most b(δ− 1)/2c in this case. In case
Σ¯ is connected, the quotient is non-orientable of non-orientable genus
at most δ − 1. 
Since ΛK1 (2) > 12pi, we can always rule out the first scenario from
Lemma 3.3. The following theorem extends Theorem 1.1 to the non-
orientable setting.
Theorem 3.6. Let δ ≥ 3. If ΛK1 (δ) > max{ΛK1 (δ−1),Λ1(b(δ−1)/2c)},
there is a metric smooth away from finitely many singularities on ΣKδ
that achieves ΛK1 (δ).
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Proof. By the assumptions, Proposition 3.2, and Proposition 2.3, we
can take hyperbolic metrics hk → h in C∞, such that
lim
k→∞
sup
g∈[hk]
λ1(Σ, g) area(Σ, g) = Λ
K
1 (δ)
As above, we take unit volume metrics gk ∈ [hk], such that
λ1(Σ, gk) = sup
g∈[hk]
λ1(Σ, g) area(Σ, g).
For the corresponding sequence of harmonic maps Φk : (Σ, hk) → Sl
no bubbling can occur since this would imply ΛK1 (δ) ≤ 8pi, by the
same argument as above. Therefore, we can take a subsequence such
that Φk → Φ in C∞, which implies that gk → g = |∇Φ|
2
h
ΛK1 (δ)
h in C∞. In
particular,
λ1(Σ, g) area(Σ, g) = Λ
K
1 (δ)
and g is smooth away from the branch points of Φ. The number of
branch points is finite and the branch points correspond to conical
singularities of g [35]. 
4. Monotonicity
In this section we provide three new monotonicity results, which are
the main ingredient for the proof of Theorem 1.2.
Theorem 4.1. Let g be a metric on Σ = ΣKδ , smooth away from finitely
many conical singularities, such that ΛK1 (δ) = λ1(Σ, g) area(Σ, g). Then
we have the strict inequality
(4.2) ΛK1 (δ) < Λ
K
1 (δ + 1).
If we start with a metric, that maximizes λ1 on Σγ, we have the
following two spectral gap results.
Theorem 4.3. Let g be a metric on Σ = Σγ, smooth away from finitely
many conical singularities, such that Λ1(γ) = λ1(Σ, g) area(Σ, g). Then
we have the strict inequalities
(4.4) Λ1(γ) < Λ1(γ + 1)
and
(4.5) Λ1(γ) < Λ
K
1 (2γ + 1).
The proofs of all these monotonicity results are very similar. In fact,
the proof of (4.2) and (4.5) is the same and (4.4) uses essentially the
same estimates.
The strategy is as follows: Given a maximizer Σ, we attach a thin
handle respectively a thin cross cap, of definite height h to it. We
then compute the spectrum of the new surface as the thin handle,
respectively the thin cross cap, collapses to an interval on scale ε. Fur-
thermore, we show that as many eigenfunctions as possible converge
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in a sufficiently strong sense to eigenfunctions on Σ. This allows us to
choose for ε small the height parameter h = h(ε) in such a way, that
the first eigenvalue of the new surface has multiplicity at least two and
h is bounded away from 0. For such a choice of height parameter, we
denote these new surfaces by Σε.
Using that the multiplicity of the first eigenvalue of Σε is at least two,
we can show that its first eigenvalue is bounded from below by the first
non-trivial Neumann eigenvalue of Σ \ Bε. In the next step we derive
good estimates on a Neumann eigenfunction on Σ \ Bε near ∂Bε. We
then use the functions, which are obtained by extending first Neumann
eigenfunctions harmonically to Bε, as test functions to obtain a lower
bound for the Neumann eigenvalues in terms of the first eigenvalue
of Σ. To conclude, we use that the gain in area for Σε is linear in ε,
whereas the possible loss in the eigenvalue is at most o(1)ε.
4.1. Attaching cross caps and small handles. To show Theo-
rem 4.1 and the second assertion of Theorem 4.3 we glue a cross cap
along its boundary. Write
Mε,h = S1(ε)× [0, 2h]/ ∼,
where (θ, t) ∼ (θ + pi, 2h − t), and endow this with its canonical flat
metric fε,h. Let x0 ∈ Σ be such that g is smooth near x0. Let U be
a coordinate neighborhood containing x0, such that g is conformal to
the Euclidean metric in U, that is g = fge with f a smooth, positive
function and ge the Euclidean metric. Let Bε = Bge(x0, ε) be a ball
centered at x0 with radius equals ε with respect to ge. We then consider
the surface
Σε,h := (Σ \Bε) ∪∂Bε Mε,h,
which we endow with the (non-smooth) metric gε,h given by g on Σ\Bε
and by the flat metric fε,h on Mε,h. For ε small, the metrics gε,h have
conical singularities at the singular points of g and, in addition, a 1-
dimensional singular set along ∂Bε. We will show below that for ε small,
there is a choice of h ∈ [h0, h1] ⊂ (0,∞), such that
(4.6) λ1(Σε,h) area Σε,h > λ1(Σ).
For ε and h such that the above holds, we can smooth the metric gε,h
in such a way, that we still have the strict inequality above.
To show the first assertion of Theorem 4.3, we glue a flat cylinder
along its two boundary components. More precisely, we take
Cε,h = S1(ε)× [0, h]
endowed with its canonical flat metric. For two points x1, x2 ∈ Σ, such
that g is smooth near both of these points, we take neighborhoods as
above. We then consider the surface
Σε,h = (Σ \ (Bε(x1) ∪Bε(x2))) ∪∂Bε(x1)∪∂Bε(x2) Cε,h,
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Figure 1. A part of the surface Σε,h
where the balls Bε(xi) are again with respect to the Euclidean met-
ric. Following the same steps as above, we will be able to show that
(4.6) holds here as well for suitable choices of ε and h. As in the first
construction we can then smooth the metric such that strict inequality
remains valid.
Finally, we recall the following elementary facts, since they will be
needed throughout the present section. For a compact manifold with
boundary, we denote by λ0 its smallest Dirichlet eigenvalue and by
µ1 is smallest non-zero Neumann eigenvalue. Recall that λ0(Mε,h) =
pi2/(4h2) and λ0(Cε,h) = pi
2/h2 for any h > 0. Moreover, for ε such
that λ1(S1(ε)) > µ1(Mε,h), we have λ0(Mε,h) = pi2/(4h2) ≤ pi2/h2 =
µ1(Mε,h). Similarly, we have λ0(Cε,h) = pi
2/h2 = µ1(Mε,h) provided
that λ1(S1(ε)) > λ0(Cε,h).
4.2. The limit spectrum. We mainly restrict our discussion in the
following sections to the surfaces Σε,h = (Σ \ Bε) ∪∂Bε Mε,h. The dis-
cussion for glueing handles is similar or identical. We will indicate the
necessary changes.
The first thing we need is the computation of the spectrum of Σε,h
as ε → 0. We will prove that the spectrum of Σε,h converges locally
uniformly in the height h to the reordered union of the spectrum of
Σ and the spectrum of the interval to which the handle respectively
cross cap collapses to. In the case of attached handles and fixed height
h, this is due to Anne´ [2], see also [1, 31, 32]. The arguments for the
non-orientable case are essentially along the same lines.
For the precise statement of our result we first need to introduce some
notation. Denote by σ
Z/2
D ([0, 2h]) the Z/2-invariant Dirichlet spectrum
of the interval [0, 2h], i.e. the spectrum of the Laplace operator acting
on
(
W 1,20 ([0, 2h]) ∩W 2,2[0, 2h]
)Z/2
. The superscript indicates that we
consider only those functions which are invariant under the involution
t 7→ 2h − t. For us the spectrum will always be a weakly increasing
sequence, rather than just a set. (All operators we consider have purely
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discrete spectrum.) For fixed h > 0 denote by
0 = νh0 < ν
h
1 ≤ νh2 ≤ . . .
the reordered union of σ(Σ) and σ
Z/2
D ([0, 2h]).
The second thing we discuss is the convergence of the eigenfunctions
on Σε,h. The introduction of the following notation is convenient for
this purpose. For u ∈ W 1,2(Σ \ Bε), we write u˜ ∈ W 1,2(Σ) for the
function which is given by u in Σ \ Bε and by the harmonic extension
of u|∂Bε to Bε.
We are now ready to state the above mentioned results.
Theorem 4.7. The spectrum of Σε,h converges locally uniformly in h
to (νhi )i∈N, i.e. for any a, b with 0 < a < b, any δ > 0 and k ∈ N there
is ε0 > 0 such that for any h ∈ [a, b] and any ε < ε0
|λk(Σε,h)− νhk | < δ.
Let εl be a null sequence and hl → h. For any sequence ul, of normalized
eigenfunctions with bounded eigenvalues on Σεl,hl, we have subsequen-
tial convergence in the following ways
(1) rl := ul|Σ\Bεl satisfies r˜l → u in L
2(Σ), where u is a eigenfunc-
tion on Σ; or
(2)
´
Mεl,hl
|(ul− vl)− ε−1/2l u0|2 → 0, where vl denotes the harmonic
extension of ul|∂Mεl,h−l and u0 is a eigenfunction corresponding
to an eigenvalue in σ
Z/2
D ([0, 2h]).
Moreover, for a sequence ul such that we have convergence of both types
as above, we have ‖u0‖L2([0,2h]) + ‖u‖L2(Σ) = 1.
Remark 4.8. If we attach a collapsing handle as described in Sec-
tion 4.1 instead of a cross cap, the analogous statement for the spec-
trum and eigenfunctions holds.
The important implication we need to draw from the behavior of
the eigenfunctions is that as many eigenfunctions as possible converge
in a sufficiently strong sense to eigenfunctions on Σ; see the proof of
Proposition 4.9.
A proof of Theorem 4.7 can be found in Appendix A. It is a modifi-
cation of the arguments in [31], which apparently do not immediately
imply that the convergence is uniform in the height parameter.
4.3. Choice of the height parameter. In the following proposition
we show that we can find ε and h, such that the multiplicity of λ1(Σε,h)
is at least two. This result is used crucially in the next section to bound
λ1(Σε,h) from below in terms of µ1(Σ\Bε), the first Neumann eigenvalue
of Σ \Bε.
Although the rough idea of the proof is inspired by Proposition 4.3
in [10], new ideas and methods are necessary to accomplish it. For
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example, Fraser and Schoen can write down test functions right away,
whereas we need to make use of Theorem 4.7 in order to do so.
Proposition 4.9. For sufficiently small but fixed ε and |h1−h0| small
enough, there is h = hε ∈ (h0, h1), such that the multiplicity of λ1(Σε,h)
is at least two.
Proof. We choose 0 < h0 < h1, such that λ
Z/2
0 ([0, 2h0]) > λ1(Σ) and
λ
Z/2
0 ([0, 2h1]) < λ1(Σ). Note that then we may choose h0 and h1 such
that we also have
λ1(Σ) < λ
Z/2
0 ([0, 2h0]) < λ
Z/2Z
1 ([0, 2h1]) < λ2(Σ).
It then follows from Theorem 4.7 that for ε small enough and h ∈
[h0, h1] there are exactly mult(λ1(Σ)) + 1 eigenvalues of Σε,h contained
in the interval (0, λ
Z/2
1 ([0, 2h1])− δ), for some small δ > 0. Henceforth
we use the short hand notation k = mult(λ1(Σ)).
Denote the direct sum of the eigenspaces, associated to these eigen-
values, by Eε,h. We write
Ψε,h : W
1,2(Σε,h)→ L2(Σ)
for the map given by composing the restriction map u 7→ u|Σ\Bε with
the harmonic extension map W 1,2(Σ \Bε)→ W 1,2(Σ).
We claim that
(4.10) lim inf
ε→0
sup
{h∈[h0,h1]}
inf
{v∈Eε,h : ‖v‖L2(Σε,h)=1}
ˆ
Σ
|Ψε,h(v)|2 = 0
If this does not hold, there is a sequence hl and c > 0, such that
(4.11)
ˆ
Σ
|Ψε,hl(v)|2 ≥ c
for any v ∈ Eε,hl with ‖v‖L2(Σε,hl ) = 1. This implies that Ψε,hl(Eε,hl) ⊂
W 1,2(Σ) is (k + 1)-dimensional. Moreover, it also implies that any
w ∈ Ψε,h(Eεl,hl) with ‖w‖L2(Σ) = 1 satisfies the boundˆ
Σ
|∇w|2 ≤ Cc−1λZ/20 ([0, 2h1]),
where C is the constant bounding the harmonic extension operator
W 1,2(Σ \ Bε) → W 1,2(Σ). In particular, we can pick sequences uiεl,hl
such that (u1εl,hl , . . . , u
k+1
εl,hl
) is an orthonormal basis of Ψε,l,hl(Eεl,hl) (as
a subspace of L2(Σ)) and uiε,l,hl ⇀ u
i in W 1,2(Σ). One easily checks
that (u1, . . . , uk+1) is an orthonormal set of λ1(Σ) eigenfunctions. This
is a contradiction, since the multiplicity of λ1(Σ) is only k.
From here on, let wε,h ∈ Eε,h with ‖wε,h‖L2(Σε,h) = 1 such thatˆ
Σ
|Ψε,h(wε,h)|2 = min{v∈Eε,h : ‖v‖L2(Σε,h)=1}
ˆ
Σ
|Ψε,h(v)|2.
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We now apply the same type of argument that lead to (4.10) to the
second type of convergence in Theorem 4.7. Using the fact that the
eigenvalue λ
Z/2
0 ([0, 2h]) is simple, we thus get that any uε,h ∈ 〈wε,h〉⊥ ⊂
L2(Σε,h) has the property
(4.12)
ˆ
Mε,h
|uε,h|2 → 0.
Here, the analogue of (4.11) is used to ensure that the harmonic exten-
sion of an appropriate rescaling of uε,h|∂Mε,h to Mε,h goes to 0 in a suit-
able sense. By Theorem 4.7, this implies that (up to subsequence) any
such uε,h converges in C
∞
loc(Σ\{x}) to a normalized λ1(Σ)-eigenfunction
on Σ.
Let h∗ ∈ [h0, h1] be the unique height parameter with λZ/20 ([0, 2h∗]) =
λ1(Σ). The next step is to show that for h 6= h∗ there are k orthonormal
eigenfunctions on Σε,h close to 〈wε,h〉⊥ locally uniformly in h ∈ [h0, h1]\
{h∗}. In order to show this let uε,h ∈ 〈wε,h〉⊥. We take some δ > 0 and
fix Ω ⊂⊂ Σ \ {x} such that
(4.13)
ˆ
Σε,h\Ω
|uε,h|2 ≤ δ,
for ε small enough. This is possible due to (4.12) and subsequential
convergence in L2(Σ) of Ψε,h(uε,h) to a uniformly bounded eigenfunc-
tion. Note also, that given δ > 0, we can chose Ω and ε as above
uniformly in h.
We expand in an orthonormal basis of Eε,h consisting of eigenfunc-
tions, ∆φiε,h = λ
i
ε,hφ
i
ε,h, i.e., we have
uε,h =
∑
i
αiε,hφ
i
ε,h.
For ε small enough, we have
|∆uε,h − λ1(Σ)uε,h| ≤ δ
pointwise in Ω, since uε,h converges smoothly to a λ1(Σ)-eigenfunction
in Ω.
Let η ∈ C∞(Σε,h) be some test function. By using the above expan-
sion of uε,h, we find that∣∣∣∣∣
ˆ
Σε,h
(∇uε,h · ∇η − λ1(Σ)uε,hη)
∣∣∣∣∣ =
∣∣∣∣∣∑
i
ˆ
Σε,h
αiε,hφ
i
ε,h(λ
i
ε,h − λ1(Σ))η
∣∣∣∣∣ .
We split the last integral into the integral over Ω and the rest of Σε,h
and estimate these two integrals separately. For the integral over Ω we
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find, using Ho¨lder’s inequality, that∣∣∣∣∣∑
i
ˆ
Ω
αiε,hφ
i
ε,h(λ
i
ε,h − λ1(Σ))η
∣∣∣∣∣ ≤ ‖∆uε,h − λ1(Σ)uε,h‖L2(Ω)‖η‖L2(Ω)
≤ δ‖η‖L2(Σε,h).
The integral over the rest of Σε,h can easily be estimated using (4.13).
Indeed, using Ho¨lder’s inequality once again, we obtain∣∣∣∣∣∑
i
ˆ
Σε,h\Ω
αiε,hφ
i
ε,h(λ
i
ε,h − λ1(Σ))η
∣∣∣∣∣ ≤ C‖uε,h‖L2(Σε,h\Ω)‖η‖L2(Σε,h\Ω)
≤ Cδ‖η‖L2(Σε,h).
In conclusion, we get∣∣∣∣∣
ˆ
Σε,h
(∇uε,h · ∇η − λ1(Σ)uε,hη)
∣∣∣∣∣ ≤ Cδ‖η‖L2(Σε,h).
By [3, Proposition 1], this in turn implies that there need to be k-
orthonormal eigenfunctions each of which is close to some uε,h for δ
small compared to |λZ/20 ([0, 2h∗]) − λ1(Σ)|. Then the remaining eigen-
function needs to be close to wε,h. In particular, for ε small enough and
h 6= h∗ there is a unique normalized eigenfunction vε,h such that
(4.14)
ˆ
Mε,h
|vε,h|2 = 1− o(1),
where the o(1)-term is locally uniform in h 6= h∗
We now show, that this actually holds locally uniformly in h ∈
(h0, h1). For ε fixed, the family h 7→ gε,h is an analytic family of
metrics. In particular (see [16, Chapter 7], and also [4, p. 137]), we can
find φ1ε(h), . . . , φ
k+1
ε (h) such that
(i) φiε(h) is an eigenfunction on Σε,h with eigenvalue λ
i
ε(h),
(ii) (φ1ε(h), . . . , φ
k+1
ε (h)) is orthonormal basis of Eε,h; and
(iii) each φiε depends analytically on h.
Let vε(h) be such an analytic branch that agrees for h = h0 with vε,h0
as above and denote by λε(h) the branch of corresponding eigenvalues.
Consider the function
mε(h) :=
ˆ
Mε,h
|vε(h)|2.
By analyticity of vε(h), also mε(h) is analytic in h. Moreover it is
uniformly bounded in ε. Therefore, it converges (up to subsequence)
locally uniformly in (h0, h1) to an analytic function m(h) as ε→ 0. But
for h close to h0 it follows from the arguments above, that mε(h)→ 1.
Since m is analytic, this implies that m ≡ 1. In conclusion, the bound
(4.14) holds locally uniformly in (h0, h1).
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This implies that λε(h0 + δ) is close to λ
Z/2
0 ([0, 2h0 + δ]), and similarly,
λε(h1 − δ) is close to λZ/20 ([0, 2h1 − δ]) for δ small.
In particular, for ε small enough, vε(h) is a λ1(Σε,h)-eigenfunction
for h = h1 and not a λ1(Σε,h)-eigenfunction for h = h0. If we choose
hε = inf{h | vε(h) is a λ1(Σε,h)-eigenfunction},
we need to have multλ1(Σε,hε) ≥ 2. Indeed, if multλ1(Σε,hε) = 1 the
first eigenspace is spanned by vε,hε . But this remains the case for h
slightly smaller than hε, which contradicts the definition of hε. 
4.4. Reduction to Neumann boundary conditions. As above, we
pick a neighborhood U of x0, such that g = fge in U with ge the
Euclidean metric and f a smooth positive function. For ease of no-
tation, we assume that U = B(0, 1) ⊂ R2 endowed with the corre-
sponding metric, and x0 = 0 under this identification. For ε > 0
sufficiently small we apply Proposition 4.9 and choose h = hε with
mult(λ1(Σε,h)) ≥ 2, and hε ∈ [h0, h1]. From now on we simply write
Mε := Mε,hε , Σε := Σε,hε , and λε := λ1(Σε). By uε we denote a λε-
eigenfunction with ˆ
Σ\Bε
|uε|2 = 1.
For a domain Ω ⊂ Σ with smooth boundary, we denote by µ1(Ω)
its first non-zero Neumann eigenvalue and by λ0(Ω) its first Dirichlet
eigenvalue.
Lemma 4.15. For ε sufficiently small, we have
λε ≤ µ1(Mε).
Proof. Observe, that for ε sufficiently small, we have λ0(Mε) ≤ µ1(Mε).
Below, we prove the stronger inequality λε ≤ λ0(Mε). Let vε be a
λ0(Mε)-eigenfunction, which we extend by 0 to all of Σε. Furthermore,
let ψ : Σ \ Bε → [0, 1] be a cut-off function, such that ψ = 0 near ∂Bε
and ´
Σ\Bε |∇ψ|2´
Σ\Bε |ψ|2
≤ λε
2
.
We extend ψ by 0 to all of Σε and still denote this by ψ. For ε small
enough, we can find such ψ, since the capacity of {x0} relative to any
ball centered at x0 is 0 (see e.g. [20, Chapter 2.2.4]). Consider the two
dimensional space spanned by vε and ψ. Since these two functions have
disjoint supports, one easily checks that´
Σε
|∇ϕ|2´
Σε
|ϕ|2 ≤ max{λε/2, λ0(Mε)}
for any function ϕ in this space. Thus, we need to have
λε ≤ λ0(Mε) ≤ µ1(Mε). 
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Having the estimate for µ1(Mε) at hand, we can obtain the reverse
estimate on µ1(Σ \Bε).
Lemma 4.16. For ε sufficiently small, we have
µ1(Σ \Bε) ≤ λε.
Proof. Since mult(λ1(Σε)) ≥ 2, we can choose a λε-eigenfunction uε on
Σε satisfying ˆ
Mε
uε = 0.
In this case, we also have ˆ
Σ\Bε
uε = 0.
Thus we can use the restriction of uε to Σ \ Bε as a test function for
µ1(Σ \Bε). We have
(4.17)
ˆ
Σ\Bε
|∇uε|2 = λε
ˆ
Σ\Bε
|uε|2 + λε
ˆ
Mε
|uε|2 −
ˆ
Mε
|∇uε|2.
Since
´
Mε
uε = 0, we have
(4.18) λε
ˆ
Mε
|uε|2 ≤ λε
µ1(Mε)
ˆ
Mε
|∇uε|2 ≤
ˆ
Mε
|∇uε|2,
where we use Lemma 4.16. Inserting (4.18) into (4.17) impliesˆ
Σ\Bε
|∇uε|2 ≤ λε
ˆ
Σ\Bε
|uε|2,
which clearly gives the assertion. 
In order to find a good lower bound on λε in terms of λ1(Σ), it hence
suffices to obtain the same kind of lower bound on µ1(Σ \ Bε). This is
what we are going to do now.
4.5. Estimates on Neumann eigenfunctions. From here on uε will
no longer denote a λε-eigenfunction but instead a normalized µ1(Σ\Bε)-
eigenfunction. From standard elliptic estimates we get the following
bounds for uε and its gradient.
Lemma 4.19. Let uε be a normalized µ1(Σ \ Bε)-eigenfunction. If
we use Euclidean polar coordinates (r, θ) centered at x0, we have the
uniform pointwise bounds
(4.20) |uε|(r, θ) ≤ C log
(
1
r
)
,
and
(4.21) |∇uε|(r, θ) ≤ C
r
for any r ≤ 1/2.
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Proof. Recall that we have identified a conformally flat neighborhood
of x0 with B1 = B(0, 1) ⊂ R2, such that x0 = 0. First, observe that
(4.20) is a direct consequence of (4.21). In fact, by the standard elliptic
estimates [36, Chapter 5.1], the functions uε are uniformly bounded in
C∞ within compact subsets of Σ \ {x0}. Given this, we can integrate
the bound (4.21) from ∂B1/2 to ∂Br and find (4.20).
The bound (4.21) follows from standard elliptic estimates after rescal-
ing the scale r to a fixed scale. More precisely, we consider the rescaled
functions wr(z) := uε(rz). On B1 \ Bε the metric of Σ is uniformly
bounded from above and below by the Euclidean metric. Hence we
can perform all computations in the Euclidean metric. We have
(4.22)
ˆ
B3\B1/2
|∇wr|2 =
ˆ
B3r\Br/2
|∇uε|2,
since the Dirichlet energy is conformally invariant in dimension two.
Since the Laplace operator is conformally covariant in dimension two,
wr solves the equation
(4.23) ∆ewr = r
2frλεwr,
with fr(z) = f(rz) a smooth function and ∆e the Euclidean Laplacian.
Since f ∈ C∞, we have uniform C∞-bounds on fr for r ≤ 1. Taking
derivatives, we find that
(4.24) ∆e∇wr = r2λε∇(frwr),
where also the gradient is taken with respect to the Euclidean metric.
The bound (4.22) implies that the right hand side of this equation is
bounded by Cr2 in L2(B3 \ B1/2). Therefore, by elliptic estimates [36,
Chapter 5.1] we have
sup
{1≤s≤2}
|∇wr|(s, θ) ≤ Cr2 + C|∇wr|L2(B3\B1/2) ≤ C,
which scales to
sup
{r≤s≤2r}
|∇uε|(s, θ) ≤ C
s
,
with C independent of r. This proves the estimate for r ≥ 2ε. For the
remaining radii, we use the same argument but apply elliptic boundary
estimates [36, Chapter 5.7]. 
The last preparatory lemma we need before we can turn to the proof
of the main result is a good bound on the L2-norm of the tangential
gradient of uε along ∂Bε. We denote by ∂Tuε the gradient of uε|∂Bε .
Lemma 4.25. We have
(4.26)
ˆ
∂Bε
|∂Tuε|2dH1 ≤ Cε.
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Proof. As above, we denote by u˜ε the function obtained by extending
uε harmonically to Bε, where uε denotes a normalized µ1(Σ \ Bε)-
eigenfunction. By a scaling argument, u˜ε is uniformly bounded in
W 1,2(Σ) in terms of the W 1,2-norm of uε [33, p. 40].
Let wε be the unique weak solution to{
∆wε = µ1(Σ \Bε)u˜ε in B1
wε = 0 on ∂B1.
By elliptic estimates, wε is bounded in W
3,2(B1/2), which embeds into
C1,α(B1/2) for any α < 1. We can then write
uε = wε + vε,
with vε ∈ W 1,2(B1 \Bε) a harmonic function.
Note that the bound (4.26) clearly holds for wε, so it suffices to
consider vε. If we denote by ν the inward pointing normal of Bε, we
have
(4.27) |∂νvε| = |∂νuε − ∂νwε| = |∂νwε| ≤ C
along ∂Bε, since wε is bounded in C
1,α(B1/2). Since the Laplace op-
erator is conformally covariant in dimension two, vε is also harmonic
with respect to the Euclidean metric. Therefore, it follows from sepa-
ration of variables, that we can expand vε in Fourier modes, where we
suppress the index ε.
v = a+ b log(r) +
∑
n∈Z∗
(cnr
n + dnr
−n)einθ.
Using the L2-normalization of uε and orthogonality, we can show that
(4.28)
∑
n>0
c2n
2n+ 2
+
∑
n<0
d2n
2n+ 2
≤ C.
Indeed, we have that
∑
n>0
ˆ 1
ε
(cnr
n + dnr
−n)2rdr ≤ C,
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and for ε ≤ 1/2 we can use Young’s inequality to findˆ 1
ε
(cnr
n + dnr
−n)2rdr
= c2n
ˆ 1
ε
r2n+1dr + 2cndn
ˆ 1
ε
rdr + d2n
ˆ 1
ε
r−2n+1dr
=
c2n
2n+ 2
(1− ε2n+2) + cndn(1− ε2) + d
2
n
2n− 2(ε
−2n+2 − 1)
≥ c
2
n
2n+ 2
(1− ε2n+2 − (n+ 1)δn) + d
2
n
2n− 2
(
ε−2n+2 − 1− n− 1
δn
)
≥ c
2
n
8(n+ 1)
+
d2n
2n− 2(ε
−2n+2 − 2)
≥ c
2
n
8(n+ 1)
,
with δn = 1/(2(n + 1)). Of course, the same computation applies to
negative n, so that we obtain the same kind of bound for the dn’s.
From (4.28), we find that
h1 =
∑
n>0
cnr
neinθ +
∑
n<0
dnr
−neinθ
extends to a harmonic function on all of B1, which is bounded in L
2,
whence in C∞(B1/2).
Therefore, we are left with bounding the tangential derivative of the
harmonic function
h2 = v − h1 − a = b log(r) +
∑
n<0
cnr
neinθ +
∑
n>0
dnr
−neinθ.
In a first step, we use that the quantity
ρ
ˆ
∂Bρ
(
(∂Th2)
2 − (∂rh2)2
)
dH1
is independent of ρ, what can be verified by a straightforward compu-
tation. For ρ→∞ the term ρ ´
∂Bρ
(∂Th2)
2dH1 vanishes, since the inte-
grand decays at least like ρ−3. For the other term, note that ∂r log(r)
and ∂r(h2 − b log(r)) are orthogonal in L2(∂Bρ). Therefore, we haveˆ
∂Bρ
(∂rh2)
2dH1 = b2
ˆ
∂Bρ
(∂r log(r))
2dH1 +
ˆ
∂Bρ
(∂r(h2 − b log(r)))2dH1
=
2pib2
ρ
+O(ρ−3)
since the integrand of the second summand decays at least like ρ−4 as
ρ→∞. In conclusion,
(4.29) ρ
ˆ
∂Bρ
((∂Th2)
2 − (∂rh2)2)dH1 = 2pib2
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for any ρ ≥ ε. In order to obtain a bound on b, we estimate the L2-norm
of the radial derivative of h2 on ∂Bε from below. Using orthogonality
as above, we find that
(4.30)
2pib2
ε
=
ˆ
∂Bε
(b ∂r log(r))
2dH1 ≤
ˆ
∂Bε
(∂rh2)
2dH1 ≤ Cε,
where the last inequality makes use of the bound (4.27). Combining
(4.29) and (4.30) yieldsˆ
∂Bε
(∂Th2)
2dH1 =
ˆ
∂Bε
(∂rh2)
2dH1 + 2pib
2
ε
≤ Cε. 
Corollary 4.31. We have
(4.32)
ˆ
Bε
|∇u˜ε|2 ≤ Cε2.
Proof. Without loss of generality, we may assume that
(4.33)
ˆ
∂Bε
uεdH1 = 0,
since subtracting a constant only results in subtracting a constant from
u˜ε in Bε. In particular, it does not change the energy of u˜ε in Bε. We
use uˆε(r, θ) =
r
ε
u(ε, θ) as a competitor. In order to estimate its energy,
we use that (4.33), the Poincare´ inequality, and Lemma 4.25 imply
(4.34)
ˆ
∂Bε
|uε|2dH1 ≤ Cε2
ˆ
∂Bε
(∂Tuε)
2dH1 ≤ Cε3.
Therefore, we getˆ
Bε
|∇uˆε|2 ≤ C
ε2
ˆ 2pi
0
ˆ ε
0
(|uε|2(ε, θ) + (∂θuε)2(ε, θ)) rdrdθ
≤ C
ε
ˆ
∂Bε
|uε|2dH1 + Cε
ˆ
∂Bε
(∂Tuε)
2dH1
≤ Cε2,
where we have used (4.34) and Lemma 4.25. 
4.6. Proofs of the monotonicity results. In this subsection we pro-
vide the proofs of Theorem 4.1 and Theorem 4.3.
Proof of Theorem 4.1. We use the function u˜ε from above as a test
function for λ1(Σ). From the maximum principle and the bound (4.20),
we find that ∣∣∣∣ˆ
Σ
u˜ε
∣∣∣∣ ≤ ˆ
Bε
|u˜ε| ≤ C| log(ε)|ε2 = o(1)ε.
From Corollary 4.31, we findˆ
Σ
|∇u˜ε|2 = µ1(Σ \Bε)
ˆ
Σ\Bε
|u˜ε|2 +
ˆ
Bε
|∇u˜ε|2 ≤ µ1(Σ \Bε) + Cε2,
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using the normalization
´
Σ\Bε |u˜ε|2 = 1. Therefore, we can estimate
λ1(Σ) from above by
λ1(Σ) ≤
´
Σ
|∇u˜ε|2´
Σ
|u˜ε|2 −
(´
Σ
u˜ε
)2 ≤ µ1(Σ \Bε) + o(1)ε1− o(1)ε .
That is,
λε ≥ µ1(Σ \Bε) ≥ λ1(Σ)(1− o(1)ε)− o(1)ε
= λ1(Σ)− o(1)ε,
thanks to Lemma 4.16. Combining this with the linear gain in area,
we arrive at
λε area(Σε) ≥ (λ1(Σ)− o(1)ε)(1 + Θ(ε))
≥ λ1(Σ) + Θ(ε).
Therefore, for ε small enough, the singular metric gε = gε,hε on Σ
K
δ+1
has
λ1(Σ
K
δ+1, gε) area(Σ
K
δ+1, gε) > Λ
K
1 (δ).
In a final step, we perturb gε to a smooth metric, that still satisfies the
above inequality. Fix some small δ > 0 and choose a cut-off function
ηδ on [ε+ δ, ε+ 2δ]. We modify gε on Bε+2δ \Bε+δ by defining
g′ε(θ, r) = (1− η(r))gε(θ, r) + η(r)(r2dθ2 + dr2),
so that g′ε is Euclidean near ∂Bε+δ. We extend g
′
ε by the Euclidean
metric to Bε+δ \Bε. In a second step, we modify g′ε on Bε+δ \Bε via
g′′ε (θ, r) = (1− η′(r))g′ε(θ, r) + η′(r)(ε2dθ2 + dr2),
where η′ is a cut-off function on [ε, ε+ δ]. By construction, for ε small,
the metric on ΣKδ+1 given by g
′′
ε on Σ\Bε and by the flat metric on Mε,h
is smooth away from the conical singularities of g. It is easy to check,
that with respect to some smooth background metric g′′ε → gε in L2 as
δ → 0. In particular, this implies that the volume and all eigenvalues
of g′′ε converge to those of gε as δ → 0. We then pick δ small enough,
such that g′′ε still has λ1(Σ
K
δ+1, g
′′
ε ) area(Σ
K
δ+1, g
′′
ε ) > Λ
K
1 (δ). The only
singularities of the new metric g′′ε are conical. In particular, g
′′
ε defines
a smooth conformal structure. We can then smooth g′′ε to a smooth
metric in its conformal class using the heat kernel. Namely, we take
(Kt)t>0 the heat semigroup of a smooth metric g0 in the conformal class
of g′′ε . If we write g
′′
ε = φg0, we define g
′′′
ε = Kt[φ]g0. As above, for t small
enough, we will still have λ1(Σ
K
δ+1, g
′′′
ε ) area(Σ
K
δ+1, g
′′′
ε ) > Λ
K
1 (δ). 
Proof of Theorem 4.3. The proof of the inequality
Λ1(γ) < Λ
K
1 (2γ + 1)
is exactly as the proof of Theorem 4.1 above. The proof of
Λ1(γ) < Λ1(γ + 1)
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is analogous to what we have done above, using the calculation of the
limit spectrum of Σ with a collapsing handle attached. As remarked
above, for the flat cylinder Cε,h = S1(ε)× [0, h], the values of λ0(Cε,h)
and µ1(Cε,h) coincide. Thus, by the same arguments used above, the
analogue of Lemma 4.15 and hence also of Lemma 4.16 holds. There-
fore, it suffices to estimate λ1(Σ) in terms of µ1(Σ\(B(x1, ε)∪B(x2, ε)))
and a good error term. Using Lemma 4.19 and Lemma 4.25 in the an-
nular regions B(xi, 1/2) \B(xi, ε), we find also in this case that
λ1(Σ) ≤ µ1(Σ \ (B(x1, ε) ∪B(x2, ε))) ≤ λε + o(1)ε.
Since the gain in area is linear, we can smooth the metric as above and
the assertion follows. 
4.7. Proof of the main result.
Proof of Theorem 1.2. This is now an easy induction argument. By
the results from [11, 19, 23], it suffices to consider the cases γ ≥ 2 and
δ ≥ 2. Assume that there exists a metric, smooth away from finitely
many conical singularities, achieving Λ1(γ). Clearly, the combination
of the first monotonicity result from Theorem 4.3 and the main result
from [30] (see Theorem 1.1) gives the existence of metrics, smooth
away from finitely many conical singularities, achieving Λ1(γ+1). This
establishes the assertion of Theorem 1.2 for orientable surfaces. Having
this at hand, we find from the second assertion of Theorem 4.3 that
Λ1(γ) < Λ
K
1 (2γ + 1) for any γ > 0. Assume now, that there exists a
metric, smooth away from finitely many conical singularities, achieving
ΛK1 (γ). Using Theorem 4.1 and Theorem 3.6, we conclude that Λ
K
1 (δ) <
ΛK1 (δ + 1) for any δ ≥ 0, and ΛK1 (δ + 1) is achieved by a metric, which
is smooth away from finitely many conical singularities. 
As already mentioned in the introduction, there is a close connection
between maximizing metrics and minimal immersions into spheres. For
a more detailed introduction, we refer the reader to [30] and the refer-
ences therein. From Theorem 1.2 we obtain the following Corollary.
Corollary 4.35. For each γ ≥ 1, there exists a minimal immersion
of a compact surface of orientable genus γ into some sphere by first
eigenfunctions. Furthermore, for each δ ≥ 1, there exists a minimal
immersion of a compact surface of non-orientable genus δ into some
sphere by first eigenfunctions.
This result clearly generalizes the corresponding corollary of Petrides
in [30], page 1338.
Appendix A. Proof of Theorem 4.7
For sake of completeness we give a proof of Theorem 4.7 in this
appendix. Essentially all this material is contained in [2, 31]. We
give proofs here mainly for three reasons. Firstly, we need to have
MAXIMIZING THE FIRST EIGENVALUE 29
some uniformity in the height parameter h — this does not seem to
follow directly from the arguments in the above mentioned articles.
Moreover, some of the statements we use are a bit hidden in the proofs
in [2, 31]. Last but not least, the mentioned articles only cover the case
of attaching handles, but we also need the case of attaching cross caps.
We need to provide three preparatory lemmas. In the first one we
show that the Neumann spectrum of Σ \Bε converges to the spectrum
of Σ.
Lemma A.1. The spectrum of Σ \Bε with Neumann boundary condi-
tions converges to the spectrum of Σ. Moreover, for any sequence εl → 0
and orthonormal eigenfunctions uεl1 , . . . u
εl
k on Σ \ Bεl , with uniformly
bounded eigenvalues, we have subsequential convergence u˜εli → ui in
L2(Σ), where u1, . . . , uk are orthonormal eigenfunctions on Σ.
Proof. First, note that a simple cut-off argument using that the capac-
ity of {x0} in any ball is 0 yields
(A.2) lim
ε→0
µk(Σ \Bε) ≤ λk(Σ).
To obtain the revers bound, let uε be a normalized µk-eigenfunction
and let u˜ε be the function, that is obtained by extending uε harmoni-
cally to Bε. By (A.2), uε is bounded in W
1,2(Σ\Bε), thus u˜ε is bounded
in W 1,2(Σ) and we may extract a subsequence εl → 0, such that for
ul = uεl we have ul ⇀ u in W
1,2(Σ). By the compact Sobolev em-
bedding we thus get ul → u in L2(Σ). Hence, from standard elliptic
estimates, we obtain ul → u in C∞loc(Σ \ {x0}). If φ ∈ C∞c (Σ \ {x0}),
we find ρ > 0, such that suppφ ⊂ Σ \ Bρ. By extracting a further
subsequence if necessary, we may assume µ1(Σ \Bεl)→ λ, using (A.2)
another time. Then we haveˆ
Σ
∇u · ∇φ = lim
l→∞
ˆ
Σ\Bρ
∇ul · ∇φ
= lim
l→∞
µk(Σ \Bεl)
ˆ
Σ\Bρ
ulφ
= λ
ˆ
Σ
uφ.
Since C∞c (Σ \ {x0}) ⊂ W 1,2(Σ) is dense, it follows that u is an eigen-
function on Σ with eigenvalue λ. Thus we have that all accumulations
of points of (µ1(Σ\Bεl))l are contained in the spectrum of Σ. Moreover,
we also have convergence of the eigenfunctions as claimed.
A simple argument using the ordering of the eigenvalues implies then
that we actually have convergence µk(Σ \ Bε) → λk(Σ) (and not only
subsequential convergence).
The assertion concerning the convergence of the eigenfunctions fol-
lows from the arguments above, combined with Lemma 4.19 and the
maximum principle. 
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Remark A.3. The same arguments as above give the same result if
we remove a larger number of balls instead of just a single one.
Next we prove that the Dirichlet spectrum of Mε,h converges to the
spectrum of the interval to which Mε,h collapses to.
Lemma A.4. The Dirichlet spectrum of Mε,h converges locally uni-
formly in h > 0 to σ
Z/2
D ([0, 2h]). Moreover, any sequence of eigen-
functions uεl for εl → 0 with uniformly bounded eigenvalue consists of
horizontal functions for εl sufficiently small.
Proof. This is obvious since Mε,h is covered by a product, one of whose
factors shrinks at rate ε. 
For the proof of Theorem 4.7, we need a result relating the spectra
of quadratic forms on different Hilbert spaces in the presence of a so-
called coupling map. This result generalizes the ‘Main Lemma’ in [31],
since we have to take care of the additional parameter h.
Suppose we are given separable Hilbert spacesHε,h andH′ε,h, equipped
with quadratic forms qε,h and q
′
ε,h, respectively. We assume that these
quadratic forms are non-negative and closed. Then there is a unique
self-adjoint operator associated to qε,h which will henceforth be referred
to as Qε,h, similarly we have Q
′
ε,h associated to q
′
ε,h. Note, that the
spectrum of Qε,h and Qε,h′ is purely discrete.
The k-th eigenvalues of qε,h and q
′
ε,h are henceforth denoted by λk(ε, h)
and λk(ε, h)
′, respectively. Let Lk(ε, h) denote the direct sum of the
eigenspaces of Qε,h corresponding to the first (k + 1)-eigenvalues. Fi-
nally, we denote by dom(qε,h) the domain of qε,h.
Lemma A.5. For each ε, h > 0 let Φε,h : dom(qε,h) → dom(q′ε,h) be a
linear map such that all uε ∈ Lk(ε, h) with supε(‖uε‖Hε,h + qε,h(uε)) <
∞ satisfy the following two conditions.
(1) limε→0(‖Φε,huε‖H′ε,h − ‖uε‖Hε,h) = 0, locally uniformly in h,
(2) q
′
ε,h(Φε,huε) ≤ qε,h(uε).
Moreover, assume that λk(ε, h) ≤ C for any ε > 0, fixed k, and h ∈
[h0, h1] ⊂ (0,∞). Then we have
λ′k(ε) ≤ λk(ε) + o(1),
where the o(1) term is locally uniform in k and h ∈ (0,∞).
Proof. We just repeat the proof from [31], where the result is proved
without the additional parameter h.
Denote by φiε,h orthonormal bases of Hε,h consisting of eigenfunc-
tions of Qε,h. Given any u ∈ Lk(ε, h), we can expand this as u =∑k
i=0 α
ε,h
i φ
i
ε,h. Then, suppressing the indices ε and h whenever it is
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clear what they are, we get
‖u‖2 − ‖Φε,hu‖2 =
k∑
i,j=0
αiαj(δij − 〈Φε,hφiε,h,Φε,hφjε,h〉)
≤ δ′k(ε, h)
k∑
j=1
|αj|2 = δ′k(ε, h)‖u‖2,
where δ′k(ε, h) = kmaxi,j≤k |δij − 〈Φε,hφiε,h,Φε,hφjε,h〉|. Assumption (1)
combined with polarization implies that δ′k(ε, h)→ 0 locally uniformly
in h. In particular, we find that
(A.6) ‖Φε,hu‖2 ≥ (1− δ′k(ε, h))‖u‖2,
which also implies that Φε,h is injective on Lk(ε, h) for ε small enough.
An easy computation then leads to
q′ε,h(Φε,hu)
‖Φε,hu‖2 −
qε,h(u)
‖u‖2 ≤
Cδ′k(ε, h)
1− δ′k(ε, h)
.
Applying the min-max characterization of eigenvalues to the above
estimate establishes the claim. 
Combining the previous lemmata we can now prove Theorem 4.7.
Proof of Theorem 4.7. Clearly, we have an upper bound
(A.7) λk(Σε,h) ≤ νhk + o(1),
using extensions of Dirichlet eigenfunctions of Σ \ Bε and Mε,h as test
functions, and the fact that the Dirichlet spectrum of Σ \Bε converges
to the spectrum of Σ (this is similar to, but easier than Lemma A.1
above). In particular, we see that the o(1) term is independent of h
(but of course might depend on k).
For the lower bound and the assertion concerning the behavior of
the eigenfunctions we use Lemma A.5. Our first family of Hilbert
spaces is Hε,h = L2(Σε,h) with quadratic forms qε(u) =
´
Σε,h
|∇u|2. The
second family is given by H′ε,h = L2(Σ\Bε)⊕L2(Mε,h), with quadratic
forms q′ε,h(u) =
´
Σ\Bε |∇u1|2 +
´
Mε,h
|∇u2|2. Here the first summand
is subject to Neumann boundary conditions and the second one to
Dirichlet boundary conditions. The coupling map Φε,h : Hε,h → H′ε,h is
defined as follows
Φε,h(u) = u|Σ\Bε ⊕ (u|Mε,h − vε,h),
where vε,h ∈ L2(Mε,h) is the harmonic extension of u|∂Mε,h to Mε,h.
Next, we verify assumptions (1) and (2) from Lemma A.5.
To check the first condition, we need to show vε,h → 0 in L2, meaning
that ˆ
Mε,h
|vε,h|2 → 0.
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It suffices to check this in the case that u is an eigenfunction. The
general case follows since the harmonic extension operator is linear.
If uε is an eigenfunction, this follows from the maximum principle
once we can show that |vε,h| ≤ C| log(ε)| on ∂Mε,h. The proof of
this inequality is similar to the proof of Lemma 4.19, so we omit
some details. Let A1ε = {x ∈ Mε,h | dist(x, ∂Mε,h) ≤ ε} and Aε =
A1ε ∪ (B3ε \ Bε) ⊂ Σε,h. We rescale the metric on Aε by ε−1 and con-
sider the function wε = uε − (uε)Aε , where (uε)Aε denotes the mean
value of uε on Aε with respect to the rescaled metric. As in the proof
of Lemma 4.19, we find that wε has gradient bounded in L
2 with re-
spect to the rescaled metric. Since wε has mean value 0, it follows
from the Poincare´ inequality, that we get an L2 bound on wε (again
with respect to the rescaled metric). By applying the inhomogeneous
De Giorgi–Nash–Moser estimates (see e.g. [37, Chapter 14.9]) to the
rescaled equations, we find that supp∈∂B2,q∈∂B1 |wε(p) − wε(q)| ≤ C.
But this scales back to supp∈∂B2ε,q∈∂Bε |uε(p) − uε(q)| ≤ C. Since the
L∞ estimate from Lemma 4.19 holds for uε up to radius 2ε, this implies
that |uε| ≤ C| log(ε)| on ∂Mε,h.
In order to prove that the second condition is satisfied, observe that
u|Mε,h − vε,h ∈ W
1,2
0 (Mε,h). Consequently, we have
ˆ
Mε,h
∇(u− vε,h) · ∇vε,h = 0.
This is turn implies thatˆ
Mε,h
|∇(u− vε,h)|2 =
ˆ
Mε,h
|∇u|2 −
ˆ
Mε,h
|∇vε,h|2 ≤
ˆ
Mε,h
|∇u|2
so that q′ε,h(Φε,hu) ≤ qε,h(u).
Trivially, the convergence of the Neumann spectrum of Σ \ Bε to
the spectrum of Σ is uniform in h. Therefore it follows from (A.7) and
Lemma A.5 that the converge is locally uniform in h and k as claimed.
The assertion concerning the convergence of the eigenfunctions fol-
lows from the fact that the quantity δ′k(ε) in the proof of Lemma A.5
converges to zero. Indeed, let ul be a normalized sequence of eigen-
functions corresponding to the eigenvalue λk(Σεl,h). From the bound
(A.6), we can infer that we can extract a subsequence, such that either
‖ul‖L2(Σ\Bε) or ‖ul− vl‖L2(Mε,h) is bounded away from zero. In the first
case, we find that the sequence of harmonic extension u˜l is bounded in
W 1,2(Σ) and by the arguments from the proof of Lemma A.1 we have
subsequential convergence to a non-trivial eigenfunction on Σ in L2and
C∞loc(Σ \ {x0}). In the second case, we use that we know the Dirichlet
spectrum and eigenfunctions ofMε,h explicitly. If one expands uε,h−vε,h
in the eigenfunctions, it is easily checked, that it becomes more and
more horizontal, since the energy of the vertical eigenmodes explodes.
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Given this, the assertion follows easily by an argument similar to that
of the first case. 
Appendix B. Topology of surfaces
For convenience of the reader and the authors, we review here the
notion of non-orientable genus.
Recall the classification of closed surfaces. The classes of closed
orientable and non-orientable surfaces are both uniquely described up
to diffeomorphism by the Euler characteristic. More precisely, any
closed orientable surface is diffeomorphic to a surface of the form
Σγ = S2#T 2# . . .#T 2︸ ︷︷ ︸
γ−times
,
and any closed non-orientable surface is diffeomorphic to a surface of
the form
ΣKδ = S2#RP 2# . . .#RP 2︸ ︷︷ ︸
δ−times
.
These two families provide – up to diffeomorphism – a complete list
of all orientable respectively non-orientable surfaces. We call γ the
genus of Σγ and δ the non-orientable genus of Σ
K
δ . Note that with this
convention, the real projective plane has non-orientable genus 1. We
have χ(Σγ) = 2− 2γ and χ(ΣKδ ) = 2− δ, so that the orientation cover
of ΣKδ is given by Σδ−1. Some authors prefer to refer to the genus of
the orientation cover as the non-orientable genus. As explained above
these two definitions differ. Moreover, recall that we have the relation
S2#RP 2# . . .#RP 2︸ ︷︷ ︸
δ−times
∼= S2#T 2# . . .#T 2︸ ︷︷ ︸
k−times
#RP 2# . . .#RP 2︸ ︷︷ ︸
(δ−2k)−times
,
if 2k < δ.
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