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Phase Plane Analysis 
The Application of Lienard's Construction to a Particularly Important Second 
Order Nonlinear Differential Equation 
RICHARD !W. WHITBECK 
Cornell Aeronautical Laboratory, Buffalo, New York 
This paper considers the second order nonlinear differential equation 
-4-f(x)~ + g(x)x = 0 
and the two changes of variable necessary to place it in a form suita- 
ble for the application of Lienard's Construction. 
INTRODUCTION 
The behavior  of a system governed by an equat ion of the form 
+ ¢4~) + z = 0 (1) 
is most easily studied by the application of Lienard's Construction 
(Stoker, 1950) in the v, x (velocity, displacement) plane. Section I of 
this paper will present, for the sake of continuity, a discussion concerning 
the details of this construction, together with an example to demonstrate 
its effectiveness. 
In  Section I I  the changes of var iable necessary to t ransform the equa- 
t ion ~ 
+ f (z )~ + g(x)x = o (2) 
into a form suitable for the appl icat ion of L ienard 's  Construct ion will 
be introduced.  Equat ion  (2) is of great pract ical  importance because 
the nonl inearit ies that  exist in the physical  devices used to make up a 
1 The equation 
~n~ + f~(x)2 + gdx)x = C (3) 
can be manipulated into the form of Eq. (2). Equation (3) represents he extent 
of the "generality" of Eq. (2). 
3O 
PHASE PLANE ANALYSIS 31 
feedback control system invariably tend to be dependent on the ampli- 
tude of the input signal rather than the derivative of the input, signal. 
In other words, a nonlinear function g(x) is more common than g(z, "2). 
The usefulness of the approach will be demonstrated in Section III 
by an application of the technique to a Type I servo system with a 
saturating amplifier in the forward loop. 
It must be emphasized that other phase plane methods may be used 
to solve Eq. (2). (See, for example, Buland 1958, Ku 1958, or Whitbeek 
1959.) However, all other approaches for solving Eq. (2) tend to be 
"graphic-numeric" methods--i.e., they attempt to retain as much of a 
graphical construction procedure as possible, with a step by step nu- 
merical computation filling the gap. It is the necessity for this numerical 
computation, ateach step in the construction of the solution curve, that 
limits the physical insight which the phase plane approach can give. 
The method proposed in this paper requires no step by step numerical 
computation. Section IV illustrates the preceding discussion by com- 
paring the proposed method with one of the "graphic-numeric" on- 
struction methods (Phase Plane Delta Method, Buland, 1954). 
I. L IENARD'S  CONSTRUCTION 
Lienard's Graphical Construction is perhaps the easiest and most, 
accurate phase plane technique for treating differential equations of 
the form 
+~(`2) +x=0.  (1.1) 
Equation (1.1) is placed in a phase plane form by letting `2 -- v, 
and noting that 2 = v dv/dx. Equation (1.1) becomes 
&, _ -¢ (v )  - x (1.2) 
dx v 
Equation (1.2) is in the proper form for the application of Lienard's 
Construction. The details of the construction are indicated in Fig. 1. 
The curve x = --¢(v) is first plotted. To determine the field direction 
at any point P(x, v), the procedure is as follows: 
From P a line is drawn parallel to the x-axis until it cuts the curve 
x = -¢(~,) at R. From R a perpendicular is dropped to the x-axis at 
S; the field direction at P is then perpe~ldicular to the line SP. The 
slope of the line SP is v/x -k ¢(v), while dv/dx is the negative reciprocal 
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FIG. 1. Details of Lienard's construction 
of the slope SP. Note that the sense (as depicted by the arrowhead) 
is clockwise. 
I t  follows that Lienard's Construction can be used to obtain an ap- 
proximate solution curve in the following way: 
1. At the point selected as the initial point, dv/dx is determined 
graphically, as illustrated. 
2. The integral curve in the neighborhood of this point is replaced 
by a short segment of its tangent. 
3. At the end point of this segment he field direction is again de- 
termined as outlined in steps 1 and 2. 
4. This process is repeated until the complete approximation to the 
integral curve is obtained. I t  follows that the approximation can be 
made quite close by keeping the length of the segments (depicting the 
field directions) as small as possible. 
The details of the construction lead to the following restrictions on 
the phase plane equation. 
1. The coefficient of v in the denominator must be unity. 
2. The coefficient of x in the numerator must be --1. 
3. The curve s x =- -¢ (v )  cannot be multivalued on any line parallel 
2 Itencoforth x = -¢,(v) shall be referred to as the characteristic phase plane 
equation, while the plot of x = -¢(v) shall be referred to ~s the characteristic 
phase plane curve. For convenience, at some points in the discussion, the ab- 
breviations C.P.P.E. and C.P.P.C. will be used. 
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to the x-axis, since the problem arises as to which intercept should be 
used in the construction. 
4. The characteristic phase plane equation is x = -~(v) .  This im- 
plies that a characteristic phase plane equation of the form x = -~b(x, v) 
is inadmissible. That this is true can be seen by replacing ~(v) by ~(x, v) 
in Fig. 1. The point P is then dependent on one value of x (for example, 
x~) while R is dependent on another value of x (for example, x2). The 
construction would then yield 
dv  _ - -~(x~ , v )  - -  x~ (1.3) 
dx~ v 
rather than 
dv  _ -¢ (x l ,v )  - x l  (1.4) 
dxt v 
Hence the construction is invalid. 
The realization of good quantitative results with the construction 
depends only on the length of the tangent segments which approximate 
the solution curve. (Assuming that the characteristic phase plane curve 
has been plotted with care.) After a little experience with the construc- 
t.ion one soon discovers that the length of the segments depicting the 
solution curve, at any given point, must become smaller for any specified 
accuracy as the slope of the characteristic phase plane curve increases. 
The worst case arises when the characteristic phase plane curve has, 
at any given point, an infinite slope. When this occurs the solution 
curve is an arc of a circle, which demands that the tangent segments 
have an infinitesimal length and be of an infinite number. As a practical 
matter, the difficulty with infinite (or near infinite) slopes can be avoided 
by swinging arcs of a circle ~dth a compass over regions where the 
solution is determined by the infinite slopes. 
Lienard's Construction will be illustrated by considering one form 
of the Van der Pol Equation. 
+ [ -2  + ½(2) 8 ] + x = 0. (1.5) 
The phase plane form of Eq. (1.5) is 
d~ _ (~ - ~ v ~) - z (1 .6 )  
dx v 
To implement Lienard's Construction, the C.P.P.E., 
x = t, -- ~v,1 3 (1.7) 
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FIG. 2. V, x plane solution of VanderPol equation 
is plotted in the v, x plane (Fig. 2). For a given set of initial conditions 
(x(0) = 1, 2(0) = 2) a solution curve, which takes the form of a limit 
cycle, is constructed. Picking another set of initial conditions (x(0) = 
0.8, 2(0) = 0) leads to the same limit cycle. 
The fact that the C.P.P.C. plotted in Fig. 2 always leads to a limit 
cycle is easily predictable by considering a simple linear system. The 
equation 
2 --k b2 q- x = 0 (1.8) 
has as its phase plane equivalent 
dv -by  --  x 
- (1 .9 )  
dx  v 
PHASE PLANE ANALYSIS 35 
< ~ = - b .v"  ( 
FIG. 3a, FIG. 3b. Fm.  3c, 
When b > 0 (positive damping) the system is stable and the C.P.P.C. 
has a negative slope. The solution curve is convergent (Fig. 3a). 
When b = 0 (zero damping) the C.P.P.C. has an infinite slope and 
is superimposed on the v-axis. The solution curve in the v, x plane is a 
circle (Fig. 3b). 
When b < 0 (negative damping) the system is unstable and the 
C.P.P.C. has a positive slope. The solution curve is divergent. By know- 
ing the response of this linear system, and its dependence on the slope 
of the C.P.P.C., it is a simple matter to inspect the C.P.P.C. of Fig. 2 
and predict that the solution curve must be a limit cycle. When 
v > e (or < -e )  the slope of the C.P.P.C. is Mways negative--hence 
the solution curve, at any gi~Ten point in these regions, must be con- 
vergent. When -e  < t, < e, the C.P.P.C. has a positive slope and the 
soIution curve must be divergent in this region. The solution curve must 
be a limit cycle since the region of divergence is contained between two 
regions of convergence. 
The example points out the two important advantages of Lienard's 
Construction : 
I. Estimates of stability can be made from an inspection of the 
C.P.P.C. 
2. Once the C.P.P.C. has been plotted, solution curves for arbitrary 
initial conditions are easily constructed--no additional numerical 
computations are necessary. 
I I .  THE  NECESSARY TRANSFORMATIONS 
In this section the mathematical manipulations necessary to place 
the equation of interest into a form suitable for the application of 
Lienard's Construction will be outlined. Consider the equation: 
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2-b- f (x)2-~g(x)x  = O. 
Integrate Eq. (2.1): 
d---[A- f (x )~dt -4 -  . g(x)x dt-t-C = O. 
In Eq. (2.2), C is the constant of integration. Let 
y = f g (x )xdt+ C 
d 
such that 
(2.1) 
(2.2) 
(2.3) 
f f (~)  dx = o(x) .  (2.5) 
dx dx dy dx 
d-t = d--y " c/-/ = g(x) x dy" (2.6) 
Equations (2.3), (2.5), and (2.6) can now be substituted into (2.2) to 
obtain: 
g(x) xdX~o(x)  + y =0. (2.7) 
dy 
A second change of variable is now introduced. Let 
g(x)x  dx = ~, d~. (2.8) 
Equation (2.8) depends only on x to the left of the equality sign and 
to the right, hence, we can integrate, in a definite manner, to obtain: 
g(~) ~ d~ = n dn (2.9) 
In addition, 
The integral of f(x) with respect o x is a completely deterministic 
function of x, even though it may have to be evaluated graphically. 
Hence ff(x) dx can be tabulated beforehand and we may as well attach 
a more convenient symbol to it. Let 
dp _ a (x )  x. (2.4) 
dt 
PHASE PLANE ANALYS IS  37 
from which we obtain 
Hence 
Ifo x 1112 = ± v/~ g(~)~ d~ (2.10) 
From Eq. (2.10) a graphical representation of the relationship be- 
tween p and x can be obtained. With this graphical relationship a value 
of x will be uniquely determined for any given value of p, provided that 
is a monitonically increasing or decreasing function of z. ~ 
The curve of O(x) vs x can be replotted against u. Let 0~(~) identify the 
relationship defined by the plot of O(x) vs ~. Equation (2.7) now 
becomes: 
d, 
/~ ~ -t- 0~(~) -4- y = 0. (2.11) 
The phase plane equation is 
d,  _ --01(,) -- Y, (2.12) 
dy 
a perfect Lienard's Form! 
To summarize the procedure: 
1. Graphically integrate f(x) to obtain a plot of O(x) vs x. 
2. Evaluate the equation ff = =t= V/2 (f~ g(})} d~) 1/~ to obtain a piot 
of the relationship of ~ to x. 
3. Use the results of step 2 to replot the O(x) obtained from step 1 
against ~. This defines the relationship of O(x) to ~, or simply 0~(~). 
4. The C.P.P.E., y = -01(~) , can now be plotted, and the solution 
curve constructed in the if, y plane. 
Once the solution curve has been obtained in the ~, y plane, the result 
of step 2 can be used to plot the solution curve in the x, y plane. 
From Eq. (2.4) it is seen that 
dt - dy g(x) x (2.13) 
3 From this viewpoint the latest transformation i troduces no additional 
complexity to the problem, since when the solution curve is known in the ~, 
y plane, it is also known in the x, y plane, 
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or that 
f dy (2.14) t = g(x)x " 
Equation (2.14) is the necessary relationship that permits the recovery 
of the implicit time parameter, and hence permits a construction of x(t). 
The recovery of time is no more difficult using Eq. (2.14) in the x, y 
plane than using the equation 
t = f dz (2 5) -i- 
in the v, x plane. 
The v, x solution curve is easily obtained once the x, y solution curve 
is known. The required relationship is given in Eq. (2.6) as 
dx __dx (2.16) 
v-  dt - g(x)x dy" 
Since x (y) is now known, it is a simple matter to note the value of 
dx/dy ,  for any particular value of x, and form the product of g(x) x and 
dx/dy to obtain the v, x solution curve. 
Given the initial conditions (x(0) , 2(0~ ) in the v, x plane, the initial 
conditions in the x, y plane are easily found. The value of u(0) is found 
from the graph generated by step 2 above. The initial condition on y is, 
from Eq. (2.2) : 
y(o) = - t2(o) + f f(x) dz l~=~,o,}. (2.17) 
In Section II I , the technique developed in this section will be applied 
to a servo problem (in order that some of construction details may be 
clarified). 
III. APPLICATION TO A TYPE I SERVO 
In this section the method outlined in Section I I  will be applied to a 
type 1 servo problem. The problem is formalized in terms of the block 
diagram of Fig. 4 and the nonlinear gain characteristic of Fig. 5. 
The nonlinear gain characteristic has been idealized (piecewise linear- 
ity assumed) and normalized. The piecewise linearity assumption is for 
the convenience of those readers who desire to analytically check the 
graphical results which this anMysis will produce. In addition, some 
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FIG. 4. Servo block diagram 
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FtG. 5. Nonlinear gain characteristic 
E- . .~  
unrealistic values for K~, a, and T,,, will be assumed in order that a 
clearer exposition of the construction details may be presented. 
From Fig. 4 the equation 
T,,s 2 + (1 + K~aA(e))s + KoA(e)] E(s) 
= Tm82R(8) + 8R(8) (3.1) 
is obtained. 
Let s ~ (d/dt) and limit R to a step input. Equation (3.1) becomes 
d2e de d[A ( e ) e] 
T~ ~-~2 -l- ~[ -t- Kva d~ + K ,A  (e) e = O. (3.2) 
It is convenient to divide Eq. (3.2) by K~ and introduce a compres- 
sion of the time scale defined by the relations 
T ~ t~ 
d~- = d-~'d~ = 1/ ~dr '  (3.3) 
d2x K,  d2x 
dr s T,~ dr ~" 
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Equation (3.2) then becomes 
d2e 1 de K~//~ d[ A ( e ) e] 
dr-~ + V~ ~ d~- + a , . .  d~" 
Integrating Eq. (3.4) with respect o r gives 4 
__  e + a A(e)e + A(e)edr  + C 
dr ~- ~¢/K~ T,~ 
Let 
+ A(e)e = 0. (3.4) 
= 0 .  (3 .5 )  
f A(e)edT + C = y (3.6) 
such that  
dy_  A(e)e,  
dT 
Eq. (3.5) becomes 
A(e)e -5 J_-z---~-_ --t- a A(e)e + y = O. (3.7) 
At this point values of K~, a, and Tm will be selected that  will not 
cloud the details of the analysis. Let 
K~ T~ = a = 1 .  (3 .8 )  
The numerical choices defined by Eq. (3.8) force a dipole i~ Fig. 4 
(since a --- T,~). Under these conditions the solution curves, in their 
appropriate planes, are easily found. The solution equation in the 
de/dT, e plane is 
de 
dr A(e)e,  (3.9) 
while the solution equation in the e, y plane is 
e -- - -y.  (3.10) 
4 From Eqs. (3.4) and (3.5) we note a simplification to the general procedure 
outlined in Section I I  which often occurs in servo problems--namely, that d/dt 
often operates on an entire term and integration gives just the term itself. For 
example, d[f(x)x]/dt gives f(x)x on integration and no numerical evaluation of 
the integral is necessary. 
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Equation (3.10) gives the reader a simple check on the results that 
this anMysis will produce, since the solution curve in the e, y plane must 
be a straight line at 135 °. The generality of the result is not affected by 
this peculiar choice of constants since the technique is a graphical one. 
Equation (3.7) becomes 
de 
A(e)e ~ + (e -~- A(e)e) + y = O. (3.11) 
In accordance with the procedure of Section II, let 
so that 
dt~ = A(e)e de (3.12) 
= :~ A(~)~ d~ . (3.~3) 
Equation (3.13) is evaluated with the aid of Fig. 5 (since A(e) = 
El~E) to obtain the relationship of t~ to e given in Fig. 6. 
Equation (3.11) becomes 
d~ 
~ + 01(~) + u = 0 (3.14) 
I I _ I . J t , I I I I I 
2~ 36 • 
-28  
FIG.  6. /t vs  e 
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-£  
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FIG. 7. [1 + A (c)]c vs e 
or  
d# _ -~1(/~) - y.  (3.15) 
dy 
01(p) is obtained by Iblotting [l ~- A(e) ]  e vs e, and then replott ing it 
against  ~ by  using Fig. 6. This  procedure results in Figs. 7 and 8. 
Using Fig. 8, the C.P.P.C.  is p lotted,  in the ~, y plane, us shown in 
Fig. 9. 
The solution curve shown in Fig. 9 is for the following init ial  values :~ 
6 Notice that initial values are of interest here, since our basic equations were 
derived from the block diagram of Fig. 4 which automatically makes all the 
initial conditions zero. Here, then, is a situation in which we are not at liberty 
to investigate the integral curves for arbitrary initial conditions in the u, y plane. 
The initial values used must be those associated with the particular input, in 
this case a step function. 
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e(0) -~ 5e 
de 
- -  ~"  - - E  
dr o 
(3.16) 
or  
Y(0) = --5e 
(3.17) 
~(0) = 3e. 
~(0) is obtained from Fig. 6 and y(0) from Eq. (3.5). 
The e, y solution curve in Fig. 9 is obtained from the p, y solution 
curve and Fig. 6. 
Since 
and 
drde _ A(e)e ~y , (3.18) 
de 
- - -1 ,  (3 .19)  dy 
the solution curve in the de~dr, e plane is 
de - A(e)e, (3.20) 
dr 
which is the correct solution. 
IV. COMPARISON WITH "DELTA"  METHOD 
Two transformations are introduced in Section II which make it 
possible to use Lienard's Construction to find solution curves in the ~, y 
plane. It is seen that the C.P.P.C. uniquely determines the ~(y) solu- 
tion curve, and that solution curves for varying initial conditions can 
rapidly be constructed (once the C.P.P.C. has been plotted). Simple 
relationships are available which make it possible to find x(t), v(t), or 
v(x) once the/~(y) solution curve is known.  
In addition, many important questions are readily answered f rom the 
~(y) solution curve without the necessity of constructing x(t), v(t) or 
v(x). For example, because of the monatonic relation between ~ and x, 
the number of overshoots of x(t) or v(t) must be uniquely related to the 
g(y) solution curve. Yet another important consequence of the mona- 
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tonic character of ~(x) is the fact that a stable solution in the u, y plane 
must also be stable in the v, x plane. 
The effect of varations in the system parameters can be studied by 
noting the effect of the variation on the shape of the C.P.P.C. This is a 
far simpler approach than constructing the entire solution curve for 
each parametric variation. 
The price paid for this convenience is the necessity of two numeried 
integrations--however, these are completely deterministic and easily 
performed before the construction of the solution curve. 
There are other techniques available for solving the equation of inter- 
est (Eq. (2.1) of Section II). One of them, the "Delta" method (Buland, 
1954) will be described in order that a comparison can be made with the 
method proposed in this paper. 
For convenience, Eq. (2.1) is repeated: 
+ f(z)ec + g(x)x = 0.  (4.1) 
To apply the "Delta" method, add and subtract x from Eq. (4.1) 
to obtain: 
Y: + f (x)2  q- (g(x) - 1)x + x = 0 (4.2) 
OF 
where 
Hence, 
or  
Equation (4.3) becomes 
2 q- x + 3 = 0 (4.3) 
= f (x )e+ (g (z )  - 1 )x .  (4.4) 
= ~(z, v). (4.5) 
dv 
v dG- = - (x  + a) (4.6) 
dv --(x q- 6) 
. (4.7) 
dx v 
A triangle is constructed as shown in Fig. 10 with v and - (x  + 8) 
as the legs and p as the hypotenuse. The slope of the line OP is 
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tan 0 - 
- (x  + ~) 
(4.8) 
A perpendicular to OP at P then yields the following relationships: 
When ds is small, 
and hence 
dv = tan 0 (4.9) 
dx 
ds dx 
p v 
(4.10) 
ds = pdO (4.11) 
d8 
dO - - dt. 
P 
Equation (4.7) defines the direction in which P will move if p is 
advanced through an angle dO, generating an arc ds = pd0. If  ~ is held 
constant while this arc is generated then ds is also generated from point 
- (X+8} 
O 
d/['X~ // d~'~/ p 
-8 ///~ 
FIG. 10. "Delta" method construction details 
- (~+8 ) 
PHASE PLANE ANALYSIS 47 
P. Point P lies on the phase plane curve representing the equation under 
study, hence the arc is an approximation to the desired solution. 
The solution takes a step by step form. Since ~ is a function of both 
x and v, a value of ~ must be computed for average conditions during 
the step. Then the step dO, is generated, O being chosen small enough to 
achieve the desired accuracy. At the end of the step, 6 is computed for 
the next step, and the process is repeated. 
From the above description it is seen that the "Delta" method can be 
thought of as a "graphic-numeric" procedure in that ant,  merical com- 
putation must be made at every step in the solution procedure. There 
is a loss of insight into the problem since there is no one single curve, 
such as the C.P.P.C., which predicts clearly the form of the solution. 
In addition, it is necessary to repeat the entire procedure if solutions 
are desired for more than one set of initial conditions. 
If only one specific solution curve is desired, the time required to 
construct a solution by either approach is comparable. However, if 
parametric variation of the system parameters i  desired (or a family of 
solutions for varying initial conditions) then the method proposed in 
this paper has a distinct advantage. 
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