oscillating problems (cf. the companion paper [13] ), the shift affects the solution to leading order even when the shift is small compared to the scale of the oscillations.
Statements of the BVPs for DDEs to be investigated in this paper are given in ? 2. Problems with solutions exhibiting layer behavior at the left end or the right end and at both ends are analyzed in ?? 3 and 4, respectively, using a combination of singular perturbation methods, Laplace transforms, and numerical computations. When the coefficients in the equation are of 0(1) and the shifts are 0(E), the layer structures of the solutions discussed here are no longer preserved. Oscillations previously confined to the layer regions can extend into the outer region and the solution method presented here fails to give the correct inner and outer solutions. These solutions for the DDE problems, as well as others exhibiting rapid oscillations, are treated in the companion paper [13] using a WKB method.
2.
Statements of the problems. we state the BVPs for the two classes of singularly perturbed DDEs to be studied in this paper. When the shift is zero, the solutions of the BVPs for the corresponding ODEs exhibit layer behavior. Here we examine questions on the effects of small shifts on this behavior as well as construct leading-order approximate solutions. In particular, when can the shifts be ignored to leading order and when do they modify the qualitative behavior of the layers? In the outer regions, we find that it is appropriate to expand the shifted terms. However, the shifts affect the layer solutions when the shifts are of the same order of magnitude (in e) as the layer width, and we cannot expand the shifted term.
Specifically, BVPs for two general classes of DDEs are investigated. The BVP for the first class of DDEs is (note the coefficient of y" is e2 and not e as in (2.1)) on 0 < x < 1, 0 K e < 1, 0 < 6(e) <K 1, and 0 < q(E) <K To determine when the shift becomes important to leading order, expand the shifted terms in (2.1) and (2.3) in Taylor series for small shifts. In (2.1), to leading order, the effects of the shift may be ignored if 6(E) = o(s). Thus it will be assumed that 6(e) -Tr with T = 0(1). On the other hand, in (2.3), to leading order, the effects of the shift only may be ignored if 6(E) and (E) are both o(E). For the analysis here, it is assumed that 8(e) -Tr and r7(e) _ ie with r and p both of 0(1).
The results presented here can be extended in a variety of directions. Problems with several shifts can be treated with the Laplace transform method used here. The added complexity would be translated into the investigation of more complicated exponential polynomials; cf. Bellman and Cooke [2] . Addition of terms such as y(x t-6(e); e) in (2.1) and first-order derivative terms to (2.3) could be handled using similar techniques. The essential features of the methods are illustrated in the exatnples chosen below. Other extensions, e.g., nonlinearity, are more difficult to treat.
Since the singular perturbation techniques developed here are formal, it is essential to test their validity using other results. In lieu of exact solutions, which are unobtainable in general, accurate numerically computed solutions are compared to the asymptotic results. Previously [9] - [12] , BVPs for DDEs with a shift of 1 were solved numerically using COLSYS [1] on intervals of length 1.5 or 2 by collapsing the interval into a shorter subinterval; see [1] and [9] for details. In the problems treated here with small shifts on a unit interval, it is impractical if not impossible to collapse the interval into a smaller subinterval, and a new method for obtaining numerical solutions is required. The numerical treatment of the problems studied here is sketched in Appendix 1.
3. Layer behavior for Model Problem 1. section, different versions of Model Problem 1 are studied for which the solutions to the BVPs of the corresponding ODEs, i.e., with zero shifts, exhibit layer behavior. In particular, the analysis includes determination of leading-order outer solutions and Laplace transform analyses of the layer solutlons. In ?? 3.1 and 3.2, the DDE (2.1) is examined where it is convenient to set f(x) equal to zero (it can be included without any difficulty to leading order). This class of DDEs has the shift in a first-order derivative term where the shift has its most significant effects. If the shift 6(e) is zero, then there is a layer at x = 0 or at x = 1 for a(x) > 0 or a(x) < 0 on 0 < x < 1, respectively. The study here focuses on the effects of 6(6) (When r is close to 7r/2 with Re s1 = O(E) or positive, the amplitude of the oscillation that occurs in (3.18) does not decay sufficiently rapidly to allow matching with the assumed outer solution (3.1) (cf. Fig.--(c) ) or may even grow across the interval (cf. Fig. 1(d) ). Then the analysis presented here breaks down, there is no distinct layer region, and a different approach must be used. The WKB method is appropriate for such problems and is presented in [13] Fig. 3 ). Because the dominant root so remains real, the negative shift does not generate oscillations in the boundary layer at x = 1 (cf. Fig. 3 ). For the parameter values corresponding to the solution plotted in Fig. 7(a) , co-0 and si is the negative real root of To generate a sequence of infinitely many linear equations for these unknowns, there is, unfortunately, neither an obvious choice for the values of s nor an algorithm for solving the resulting system of equations. Our procedure was to choose a sequence of values of s, and then the system of equations was truncated to a finite system. Then the inversion of the coefficient matrix is done carefully because it becomes illconditioned with relatively few equations, e.g., n > 5 in the cases of the solutions plotted in Fig. 7 . With these caveats, computations for the solutions in Fig. 7 yielded   the slope ui'(0) and the first four coefficients, cn, n = 1, 2,3,4 Computations for the layers at x = 1 can be carried out similarly.
Appendix 1. Numerical computations.
In this appendix, we discuss the algorithm used to compute the numerical solutions presented in this paper. These computations provided numerical confirmation of the accuracy of the leading-order solutions derived here using singular perturbation methods. Our previous usage of COLSYS (see [1] and [9] ) permitted us to collapse the problem on the interval 0 < x < 1, 1 = 1.5 or 2, to a shorter interval either equal to the shift length or to half the shift length. With small shifts, collapsing the interval is impractical. Instead, we devised an iterative scheme using COLSYS at each step or used a finite difference method on the full DDE.
The iteration algorithm used to solve Model Problem 1 consisted of solving a forced ODE at each step. The ODE consists of (2.1) with the shifted derivative term replaced by an unshifted derivative term and forced by the difference between the values of the unshifted and shifted derivative terms at the previous step. Specifically, replace (2. In some cases where the shift was too large or because of space and precision limitations, COLSYS did not compute a stabilized solution, i.e., with IYn -Yn-11 sufficiently small. This was particularly true for solutions that contained oscillations where the iteration scheme did not work when 6 = O(e) (see also [13] ). In these cases, a finite difference method with a standard three-point centered difference scheme having approximately 1,000 uniformly distributed points was implemented using Gauss elimination. The finite difference computations also served to check the COLSYS iterations when they did converge.
However, because of the shifted derivative term in (2.1), the discontinuity in the derivative at x = 0 induces a discontinuity in the second derivative term at x = 8(6). Therefore, at x = 6, we impose an interface continuity condition on the one-sided derivatives arises in the Laplace transform solution of (2.1) in the layer region at x = 0 for a(x) > 0. For a(x) < 0, the layer occurs at x = 1, and it suffices to examine P(s; -r) = s + eT" for 0 < r < oo. Thus the roots of P(s; -r) will be examined for -ox < r < 00.
First, consider the real roots of P(s; -r), say s = o. Obviously, if r = 0, then s = -1. For r --0, a simple analysis of P(s; r) shows that, as r increases from zero, there are two real roots, one increasing from -00 and the other root starting at s = -1 and decreasing (see Fig. 2(a) ). These roots coalesce at s = -e when r = I/e. As r increases further, these roots split into a complex conjugate pair, and there are only complex roots for r > I/e (see Fig. 2(b) ). These are discussed below. For r decreasing from zero, the real root at s = -1 increases and asymptotes to s = 0 as r -* -oo. Thus, for s + esT, there is always one negative real root for r > 0 (see Fig. 4(b) ).
For the complex conjugate roots of P(s; Fig. 8(a) , for the case where a = 0.25 = ,B, r = 0.7, and pI = 0.5, there are two real roots, one positive and one negative. In Fig. 8(b) , for the case where a = -2 = ,B, r = 1.5, and ,i = 0.7, there are no real roots but there is a complex conjugate pair with small negative real parts and small imaginary parts. For the complex roots of R, with w = -1, let s = ai + ip, ai and p real. Note that, in Figs. 8(a) and 8(b) , the imaginary parts of the roots grow much more rapidly than the real parts.
Splitting R into its real and imaginary parts gives The asymptotic behavior of the large complex conjugate roots is obtained by reducing the problem to (A.2.11) and (A.2.12) since either the term with e`7 or with el"' is exponentially small.
