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Abstract
This paper is concerned with a nonlinear imaging problem, which aims to reconstruct a locally
perturbed, perfectly reflecting, infinite plane from intensity-only (or phaseless) far-field or near-field
data. A recursive Newton iteration algorithm in frequencies is developed to reconstruct the locally
rough surface from multi-frequency intensity-only far-field or near-field data, where the fast integral
equation solver developed in [39] is used to solve the direct scattering problem in each iteration.
For the case with far-field data, a main feature of our work is that the incident field is taken as a
superposition of two plane waves with different directions rather than one plane wave, so the location
and shape of the local perturbation of the infinite plane can be reconstructed simultaneously from
intensity-only far-field data with multiple wave numbers. This is different from previous work on
inverse scattering from phaseless far-field data, where only the shape reconstruction was considered
due to the translation invariance property of the phaseless far-field pattern corresponding to one
plane wave as the incident field. Finally, numerical examples are carried out to demonstrate that our
reconstruction algorithm is stable and accurate even for the case of multiple-scale profiles.
1 Introduction
We consider problems of scattering of time-harmonic electromagnetic waves by a locally perturbed infi-
nite plane (which is called a locally rough surface). Such problems occurs in many applications such as
radar, remote sensing, geophysics, medical imaging and nondestructive testing (see, e.g. [32, 36, 37]).
In this paper, we are restricted to the two-dimensional transverse electric (TE) case for a perfectly
reflecting, locally rough surface by assuming that the local perturbation is invariant in the x3 direction.
Denote by Γ := {(x1, x2) : x2 = hΓ(x1), x1 ∈ R} the locally rough surface with a smooth surface profile
function hΓ ∈ C2(R) having a compact support in R, and by D+ the unbounded domain above Γ. Let
S
1
± := {x = (x1, x2) : |x| = 1, x1 ≷ 0} be the upper and lower parts of the unit circle S1 := {x = (x1, x2) :
|x| = 1}. Suppose a time-harmonic (e−iωt time dependence) plane wave
ui = ui(x; d, k) := exp(ikd · x)
is incident on the locally rough surface from the upper unbounded domain D+, where d =
(sin θ,− cos θ)T ∈ S1− is the incident direction with θ ∈ (−π/2, π/2) the angle of incidence, k = ω/c > 0
is the wave number, ω and c are the wave frequency and speed in D+, respectively. Then the total field
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Figure 1: The scattering problem from a locally rough surface
u(x) is given as the sum of the incident wave ui(x), the reflected wave ur(x) and the unknown scattered
wave us(x). Here, ur is the reflected wave with respect to the infinite plane x2 = 0 given by
ur = ur(x; d, k) := − exp(ikd′ · x)
where d′ = (sin θ, cos θ) ∈ S1+ is the reflected direction. Furthermore, the scattered field us is required
to satisfy the Helmholtz equation in D+, the boundary condition on Γ and the so-called Sommerfeld
radiation condition at infinity, respectively:
∆us + k2us = 0 in D+ (1.1)
us = f on Γ (1.2)
lim
r→∞
r
1
2
(
∂us
∂r
− ikus
)
= 0 r = |x| (1.3)
where f = −(ui + ur) has a compact support on Γ. Here, unear := ur + us is called the near field. In
addition, (1.3) implies that us has the following asymptotic behavior (see [35, 39]):
us(x; d, k) = e
ik|x|
√|x|
(
u∞(xˆ; d, k) + O
( 1
|x|
))
, |x| → ∞, (1.4)
uniformly for all observation directions xˆ = x/|x| ∈ S1+, where u∞ is called the far-field pattern of the
scattered field us. The geometry of the scattering problem is presented in Figure 1.
The existence and uniqueness of solutions to the scattering problem (1.1)-(1.3) has been studied by
using the integral equation method in [35] and a variational method in [2]. Recently in [39], a novel
integral equation formulation was proposed for this scattering problem, which leads to a fast numerical
solution of the scattering problem including the case with a large wave number. It should be noted
that, in the past years, the mathematical and computational aspects of the scattering problem (1.1)-(1.3)
and other boundary conditions have been studied extensively by using the integral equation method and
variational approaches for the case when the surface Γ is a non-local (or global) perturbation of the
infinite plane x2 = 0 (which is called the rough surface scattering in the engineering community) (see,
e.g. [11, 12, 13, 14, 15, 32, 36, 37, 38]).
On the other hand, many reconstruction algorithms have been developed for the inverse problem
of reconstructing locally rough surfaces from the scattered near-field or far-field data, corresponding
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to incident point sources or plane waves (see, e.g. [1, 2, 3, 17, 20, 29, 30]). For example, a Newton
method was proposed in [29] to reconstruct a locally rough surface from the far-field pattern under
the condition that the local perturbation is both star-like and above the infinite plane. An optimization
method was introduced in [3] to recover a mild, locally rough surface from the scattered field measured
on a straight line within one wavelength above the locally rough surface, under the assumption that the
local perturbation is above the infinite plane. In [2], a continuation approach over the wave frequency
was developed for reconstructing a general, locally rough surface from the scattered field measured on
an upper half-circle enclosing the local perturbation, based on the choice of the descent vector field. A
regularized Newton method was proposed in [39] to reconstruct a general, locally rough surface from
multi-frequency far-field data, where the novel integral equation introduced in [39] is used to solve the
forward scattering problem in each iteration. The reconstruction results obtained in [2, 39] are stable and
accurate even for multi-scale surface profiles in view of using multiple frequency data and considering
multiple scattering. We point out that many reconstruction algorithms have also been developed for
reconstructing non-locally rough surfaces from the scattered near-field data (see, e.g. [4, 5, 9, 10, 16, 21,
22, 31]).
In practical applications, it is much harder to obtain data with accurate phase information compared
with just measuring the intensity (or the modulus) of the data, and therefore it is often desirable to re-
construct the scattering surface profile from the phaseless near-field or far-field data. However, not many
results are available for such problems both mathematically and numerically. Kress and Rundell first
studied such inverse problems in [28] and proved that for the sound-soft bounded obstacle case with one
incidence plane wave, the modulus of the far-field pattern is invariant under translations of the obsta-
cle, and therefore it is impossible to reconstruct the location of the obstacle from the phaseless far-field
data for one incident plane wave. It was further proved in [28] that this ambiguity cannot be reme-
died by using the phaseless far-field pattern for finitely many incident plane waves with different wave
numbers or different incident directions. Regularized Newton and Landweber iteration methods have
also been discussed in [28] for recovering the shape of the obstacle from the phaseless far-field data.
In [25, 26], a nonlinear integral equation method was proposed to reconstruct the shape of the obstacle
from the phaseless far-field data. Further, in [26] after the shape of the obstacle is reconstructed from
the phaseless far-field data, an algorithm is proposed for the localization of the obstacle by utilizing the
translation invariance property together with several full far-field measurements at the backscattering
direction. In [27], a nonlinear integral equation method was developed to reconstruct the real-valued sur-
face impedance function from the phaseless far-field data provided that the bounded obstacle is known in
advance. Recently, a continuation algorithm was proposed in [6] to reconstruct the shape of a perfectly
reflecting periodic surface from the phaseless near-field data, in [7] to deal with the phaseless measure-
ments for an inverse source problem, and in [8] to recover the shape of multi-scale sound-soft large rough
surfaces from phaseless measurements of the scattered field generated by tapered waves with multiple
frequencies. Recently, for inverse acoustic scattering with bounded obstacles it was proved in [40] that
the translation invariance property of the phaseless far-field pattern can be broken by using superposi-
tions of two plane waves as the incident fields in conjunction with all wave numbers in a finite interval.
Further, a recursive Newton-type iteration algorithm in frequencies was developed in [40] to numeri-
cally reconstruct both the location and the shape of the obstacle simultaneously from multi-frequency
phaseless far-field data.
The purpose of this paper is to develop an efficient imaging algorithm to reconstruct the locally
rough surface Γ from phaseless data associated with incident plane waves. Two types of phaseless
data will be considered: the phaseless far-field data and the phaseless near-field data (see Figure 1).
Similarly as in the bounded obstacle case, the phaseless far-field pattern, |u∞(xˆ; d, k)|, is also invariant
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under translations of the local perturbation along the x1 direction for one incident plane wave, that is,
|u∞
ℓ
(xˆ; d, k)| = |u∞(xˆ; d, k)|, xˆ ∈ S1+ for all ℓ ∈ R, where u∞ℓ (xˆ; d, k) is the far-field pattern of the scattering
solution with respect to the shifted surface Γℓ := {(x1+ℓ, hΓ(x1)) : x1 ∈ R} of Γ along the x1 direction (see
Theorem 3.1 below). Thus, it is impossible to recover the location of the locally rough surface Γ from
phaseless far-field data corresponding to one incident plane wave. To overcome this difficulty, motivated
by [40], we will use the following superposition of two plane waves rather than one plane wave as the
incident field:
ui = ui(x; d1, d2, k) := exp(ikd1 · x) + exp(ikd2 · x) (1.5)
where, for l = 1, 2, θl ∈ (−π/2, π/2) is the incidence angle and dl = (sin θl,− cos θl)T ∈ S1− is the incident
direction. Then the reflected wave with respect to the infinite plane x2 = 0 will be given by
ur = ur(x; d1, d2, k) := − exp(ikd′1 · x) − exp(ikd′2 · x)
where, for l = 1, 2, d′l = (sin θl, cos θl) ∈ S1+ is the reflected direction, and the scattered field us will have
the asymptotic behavior
us(x; d1, d2, k) = e
ik|x|
√|x|
(
u∞(xˆ; d1, d2, k) + O
( 1
|x|
))
, |x| → ∞, (1.6)
uniformly for all observation directions xˆ = x/|x| ∈ S1+.
We will prove that, if the incident field is taken as ui = ui(x; d1, d2, k) with d1 , d2 and all wave
numbers k in a finite interval, then the translation invariance property of the phaseless far-field pattern
does not hold for non-trivial locally rough surfaces (that is, hΓ . 0) (see Theorem 3.2 below). Thus, both
the location and the shape of the local perturbation of the surface Γ can be reconstructed from the phase-
less far-field data, corresponding to such incident fields with multiple wave numbers (see the numerical
experiments in Section 5). Furthermore, a recursive Newton iteration algorithm in frequencies is devel-
oped to reconstruct both the location and the shape of the surface Γ simultaneously from multi-frequency
phaseless far-field data. A similar Newton iteration algorithm is also developed for reconstructing the
location and shape of the surface Γ from multi-frequency phaseless near-field data. In our reconstruc-
tion algorithms the fast integral equation solver developed in [39] is used to solve the forward scattering
problem in each iteration.
This paper is organized as follows. Section 2 gives a brief introduction to the integral equation
formulation of the forward problem proposed in [39], and the inverse scattering problem is studied in
Section 3 with phaseless far-field and near-field data. In Section 4, a recursive Newton-type iteration
algorithm in frequencies is proposed to solve the inverse problems. Numerical examples are carried out
in Section 5 to illustrate the effectiveness of our inversion algorithm. Concluding remarks are presented
in Section 6.
2 The integral equation formulation for the scattering problem
In this section we give a brief introduction to the integral equation formulation proposed in [39] for the
scattering problem (1.1)-(1.3) which leads to a fast numerical solution of the problem and will be used
in our inversion algorithm. To this end, we need the following notations.
Let BR ≔ {x = (x1, x2) | |x| < R} be a circle with R > 0 large enough so that the local perturbation
{(x1, hΓ(x1)) | x1 ∈ supp(hΓ)} ⊂ BR. Then ΓR ≔ Γ ∩ BR represents the part of Γ containing the local
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Figure 2: Problem geometry
perturbation of the infinite plane. Denote by xA := (−R, 0), xB := (R, 0) the endpoints of ΓR. Write
R
2
± ≔ {(x1, x2) ∈ R2 | x2 ≷ 0}, D±R ≔ BR ∩ D± and ∂B±R ≔ ∂BR ∩ D±, where D− := {(x1, x2) | x2 <
hΓ(x1), x1 ∈ R}. See Figure 2 for the problem geometry.
For ϕ ∈ C(∂D−R), define S k, S rek , Kk, Krek to be the boundary integral operators of the following form:
(S kϕ)(x) :=
∫
∂D−R
Φk(x, y)ϕ(y)ds(y), x ∈ ∂D−R
(S rek ϕ)(x) :=

∫
∂D−R
Φk(x, y)ϕ(y)ds(y), x ∈ ΓR∫
∂D−R
Φk(xre, y)ϕ(y)ds(y), x ∈ ∂B−R ∪ {xA, xB}
(Kkϕ)(x) :=
∫
∂D−R
∂Φk(x, y)
∂ν(y) ϕ(y)ds(y), x ∈ ∂D
−
R
(Krek ϕ)(x) :=

∫
∂D−R
∂Φk(x, y)
∂ν(y) ϕ(y)ds(y), x ∈ ΓR∫
∂D−R
∂Φk(xre, y)
∂ν(y) ϕ(y)ds(y), x ∈ ∂B
−
R ∪ {xA, xB}
where xre = (x1,−x2) is the reflection of x = (x1, x2) about the x1-axis, Φk(x, y) is the fundamental
solution of the Helmholtz equation ∆w + k2w = 0 with the wavenumber k, and ν is the unit outward
normal on ∂D−R.
It was proved in [39] that the scattering solution us of the scattering problem (1.1)-(1.3) is given as
follows
us(x) =
∫
∂D−R
[
∂Φk(x, y)
∂ν(y) − iηΦk(x, y)
]
ϕ(y)ds(y), x ∈ ∂D−R, (2.1)
with η , 0 a real coupling parameter, if and only if ϕ ∈ C(∂D−R) is the solution of the integral equation
Pϕ(x) = g(x). Here,
Pϕ ≔

ϕ + (Kkϕ − iηS kϕ) +
(
Krek ϕ − iηS rek ϕ
)
, x ∈ ΓR
1
2
ϕ + (Kkϕ − iηS kϕ) +
(
Krek ϕ − iηS rek ϕ
)
, x ∈ ∂B−R ∪ {xA, xB}
(2.2)
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and
g(x) :=
{ −2(ui(x) + ur(x)), x ∈ ΓR
0, x ∈ ∂B−R ∪ {xA, xB}
(2.3)
In [39, theorem 2.4], it was shown that the integral equation Pϕ = g is uniquely solvable in C(∂D−R),
which is solved numerically by using the Nyström method with a graded mesh introduced in [18, Section
3.5] (see [39] for details).
Remark 2.1. By (2.1) and the asymptotic behavior of the fundamental solution Φk, it follows that the
far-field pattern of the scattered field us is given by
u∞(xˆ; d1, d2, k) = e
−iπ/4
√
8πk
∫
∂D−R
[kν(y) · xˆ + η]e−ikxˆ·yϕ(y)ds(y), xˆ ∈ S1+, (2.4)
which is an analytic function on the unit circle S1+, where ϕ is the solution of the integral equation Pϕ = g.
3 The inverse problems
In this paper we consider two types of scattered field measurement data without phase information: the
phaseless far-field data and the phaseless near-field data (see Figure 1). The far-field pattern u∞ is already
defined in (1.4), while the near-field unear is defined as unear(x; d, k) = ur(x; d, k) + us(x; d, k), x ∈ ΓH,L
for positive constants H and L, where ΓH,L := {(x1, H), x1 ∈ [−L, L]} is the measurement straight line
segment above the surface Γ.
We first study properties of the phaseless far-field pattern and the phaseless near-field under transla-
tions of the locally rough surface. To this end, for ℓ ∈ R define Γℓ := {(x1 + ℓ, hΓ(x1)) : x1 ∈ R} to be the
shifted surface of Γ along the x1 direction. Then we have the following theorem.
Theorem 3.1. Given the wavenumber k > 0, let the incident wave be given by ui = ui(x; d, k)
with the incident direction d = (sin θ,− cos θ) and the incident angle θ ∈ (−π/2, π/2) and let
us(x; d, k), us
ℓ
(x; d, k) be the scattering solutions of the scattering problem (1.1) − (1.3), corresponding
to the locally rough surface Γ and the shifted one Γℓ, respectively. Assume that u∞(xˆ; d, k), u∞
ℓ
(xˆ; d, k)
(unear(x; d, k), unear
ℓ
(x; d, k)) are the far-field pattern (the near-field) of the scattering solutions us, us
ℓ
, re-
spectively. Then we have us
ℓ
(xℓ; d, k) = eikℓ sin θus(x; d, k), unear
ℓ
(xℓ; d, k) = eikℓ sin θunear(x; d, k), x ∈ D+
and u∞
ℓ
(xˆ; d, k) = eikℓ(sin θ−xˆ1)u∞(xˆ; d, k), xˆ ∈ S1+ where xℓ := x + (ℓ, 0)T for x ∈ R2 and xˆ1 is the first
component of xˆ.
Proof. Assume that Dℓ+ is the unbounded domain above Γℓ. Let v(x) := eikℓ sin θus(x−ℓ; d, k) for x ∈ Dℓ+.
Then it is easily seen that v is well defined in Dℓ+. Thus, by the properties of the scattered field us it
follows that v satisfies the Helmholtz equation (1.1) in Dℓ+ and the Sommerfeld radiation condition (1.3).
Further, it can be seen that
ui(x, d, k) = eikℓ sin θui(x−ℓ, d, k), ur(x, d, k) = eikℓ sin θur(x−ℓ, d, k)
Then from the boundary condition (1.2) on us, we have that ui(x, d, k) + ur(x, d, k) + v(x) = 0 for x ∈ Γℓ.
Now, the uniqueness result of the scattering problem (1.1)-(1.3) implies that v(x) = us
ℓ
(x; d, k) for x ∈ Dℓ+.
Therefore, we obtain that us
ℓ
(xℓ; d, k) = eikℓ sin θus(x; d, k), unear
ℓ
(xℓ; d, k) = eikℓ sin θunear(x; d, k) for x ∈ D+.
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Finally, from the asymptotic behavior (1.4) of the scattered field and the fact that for a ∈ R2,
|x − a| − |x| = −a · xˆ + O
(
1
|x|
)
, |x| → ∞
uniformly for all directions xˆ = x/|x| ∈ S1, it is derived that u∞
ℓ
(xˆ; d, k) = eikℓ(sin θ−xˆ1)u∞(xˆ; d, k) for
xˆ ∈ S1+. The proof is thus completed. 
Theorem 3.1 indicates that the modulus of the far field pattern (or the phaseless far-field pattern) for
one incident plane wave is invariant under translations along the x1 direction of the boundary, that is,
|u∞
ℓ
(xˆ; d, k)| = |u∞(xˆ; d, k)|, xˆ ∈ S1+ for all ℓ ∈ R. This means that the location of the local perturbation on
the boundary Γ can not be determined from the phaseless far-field pattern for one incident plane wave,
as shown in Example 3. In the next theorem we prove that, if the locally rough surface is non-trivial
(that is, x2 , 0) then the translation invariance property of the phaseless far-field pattern only holds for a
countably infinite number of real numbers ℓ in the case when the incident field is taken as a superposition
of two plane waves with different directions, that is, ui = ui(x; d1, d2, k) with d1 , d2.
Theorem 3.2. Let the incident wave be given by ui = ui(x; d1, d2, k) with d j = (sin θ j,− cos θ j),
θ j ∈ (−π/2, π/2), j = 1, 2 and θ1 , θ2. Assume that us(x; d1, d2, k), usl (x; d1, d2, k) are the scattering
solutions of the problem (1.1) − (1.3), corresponding to the locally rough surface Γ and the shifted one
Γℓ, respectively, with u∞(xˆ; d1, d2, k), u∞ℓ (xˆ; d1, d2, k) the corresponding far-field patterns. Assume further
that the locally rough surface Γ is non-trivial (that is, x2 , 0 or hΓ . 0). Then we have
|u∞(xˆ; d1, d2, k)| = |u∞ℓ (xˆ; d1, d2, k)|, xˆ ∈ S1+ (3.1)
for all ℓ = ℓn := 2πn/[k(sin θ1 − sin θ2)] with any n ∈ Z. Further, except for ℓn, there may exist at most
one real constant τ with 0 < τ < 2π such that (3.1) holds for ℓ = ℓnτ := (2πn+ τ)/[k(sin θ1 − sin θ2)] with
any n ∈ Z.
Proof. Let v j(xˆ) := u∞(xˆ; d j, k), where u∞(xˆ; d j, k) is the far-field pattern of the solution us(x; d j, k) to
the scattering problem (1.1)-(1.3), corresponding to the incident field ui = ui(x; d j, k), j = 1, 2. From
the linearity of the scattering problem and the definition of ui(x; d1, d2, k), we have that u∞(xˆ; d1, d2, k) =
v1(xˆ) + v2(xˆ). Further, by Theorem 3.1 it follows that
u∞ℓ (xˆ; d1, d2, k) = eikℓ(sin θ1−xˆ1)v1(xˆ) + eikℓ(sin θ2−xˆ1)v2(xˆ).
Then (3.1) becomes
|v1(xˆ) + v2(xˆ)| = |eikℓ(sin θ1−xˆ1)v1(xˆ) + eikℓ(sin θ2−xˆ1)v2(xˆ)|, xˆ ∈ S1+
for ℓ ∈ R. By a direct calculation, the above equation is reduced to
Re
(
v1(xˆ)v2(xˆ)
)
= Re
(
eikℓ(sin θ1−sin θ2)v1(xˆ)v2(xˆ)
)
, xˆ ∈ S1+ (3.2)
for ℓ ∈ R.
We can claim that v1(xˆ)v2(xˆ) . 0, xˆ ∈ S1+. In fact, if this is not true, then we have
v1(xˆ)v2(xˆ) = 0, xˆ ∈ S1+ (3.3)
We now distinguish between the following two cases.
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Case 1. v1 ≡ 0 on S1+. Since v1(xˆ) is the far-field pattern of us(x; d1, k), then, by [23, Lemma 3.2]
we have that us(x; d1, k) ≡ 0 in D+. Further, from the boundary condition (1.2) for us(x; d1, k) it follows
that ui(x; d1, k) + ur(x; d1, k) ≡ 0 on Γ. This implies that exp(2ikhΓ(x1) cos θ1) ≡ 1 for all x1 ∈ R. Thus,
khΓ(x1) cos θ1 ≡ nπ for all x1 ∈ R, where n = 0,±1,±2, · · · , so hΓ ≡ 0. This is a contradiction.
Case 2. There exists an xˆ0 ∈ S1+ such that v1(xˆ0) , 0. Then we have v1 , 0 in a neighborhood
of x0, which, together with (3.3), implies that v2 = 0 in a neighborhood of x0. Since v2 is an analytic
function on S1+ (see Remark 2.1), we have v2 ≡ 0 on S1+. Arguing similarly as in Case 1 gives that hΓ ≡ 0,
contradicting to the assumption of the theorem.
Now, by (3.2) it is easy to see that (3.2) or equivalently (3.1) holds if ℓ satisfies the condition
kℓ(sin θ1 − sin θ2) = 2πn, n ∈ Z, (3.4)
or if ℓ = 2πn/[k(sin θ1 − sin θ2)] with any n ∈ Z. Further, assume that v1(xˆ0)v2(xˆ0) , 0 for some xˆ0 ∈ S1+
and write v1(xˆ0)v2(xˆ0) = |v1(xˆ0)v2(xˆ0)| exp(iθ(xˆ0)) with 0 < θ(xˆ0) < π. Then (3.2) is reduced to the
equation
cos[kℓ(sin θ1 − sin θ2) + θ(xˆ0)] − cos[θ(xˆ0)] = 0. (3.5)
By (3.5) we know that, except for the above ℓ satisfying the condition (3.4), (3.2) or equivalently (3.1)
also holds for ℓ satisfying the condition
kℓ(sin θ1 − sin θ2) = 2πn − 2θ(xˆ0), n ∈ Z, (3.6)
or equivalently for
ℓ =
2πn − 2θ(xˆ0)
k(sin θ1 − sin θ2) , n ∈ Z. (3.7)
Thus, except for ℓ = ℓn, there may exist at most one real number τ with 0 < τ < 2π such that (3.2) or
equivalently (3.1) holds for ℓ = (2πn + τ)/[k(sin θ1 − sin θ2)] with any n ∈ Z. In fact, by (3.7) we have
τ = 2π − 2θ(xˆ0). The proof is thus complete. 
Theorem 3.2 indicates that the translation invariance property of the phaseless far-field pattern can
be broken for non-trivial locally rough surfaces if the incident field is taken as ui = ui(x; d1, d2, k) with
d1 , d2 and all wave numbers k ∈ [k1, kN] for some wave numbers kN > k1 > 0. Then it is expected
that both the location and the shape of the local perturbation part of the boundary Γ can be reconstructed
simultaneously from the phaseless far-field data, corresponding to such incident fields with multiple wave
numbers, as demonstrated in the numerical experiments.
On the other hand, from Theorem 3.1 and Figure 9 it is expected that the translation invariance
property of the phaseless near-field data measured on the line segment ΓH,L does not hold even for one
incident plane wave though we can not prove this rigorously. Thus, both the location and the shape of
the local perturbation part of the boundary Γ can also be reconstructed from the phaseless near-field data,
corresponding to one incident plane wave (see the numerical examples).
Based on the above discussions, we consider the following two inverse problems.
Inverse problem (IP1): Given the incident fields ui = ui(x; d1, d2, k) with multiple wave numbers
k = k1, · · · , kN , where d1, d2 ∈ S1− and d1 , d2, to reconstruct the locally rough surface Γ from the
corresponding intensity-only far-field data |u∞(xˆ; d1, d2, k)|2, xˆ ∈ S1+, k = k1, · · · , kN .
Inverse problem (IP2): Given the wave number k > 0 and the incident field ui = ui(x; d, k) with
d ∈ S1−, to reconstruct the locally rough surface Γ from the corresponding intensity-only near-field data
|unear(x; d, k)|2, x ∈ ΓH,L.
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In the next section we develop a recursive Newton-type iteration algorithm in frequencies for solving
the inverse problems (IP1) and (IP2). To this end, given the incident wave ui = ui(x; d1, d2, k) with
d1, d2 ∈ S1− and d1 , d2, define the far-field operator F(d1,d2,k) mapping the function hΓ which describes
the locally rough surface Γ to the intensity of the corresponding far-field pattern, |u∞(xˆ; d1, d2, k)|2 in
L2(S1+) of the scattered wave us(x; d1, d2, k) of the scattering problem (1.1)-(1.3), that is,
(F(d1,d2,k)[hΓ])(xˆ) = |u∞(xˆ; d1, d2, k)|2, xˆ ∈ S1+ (3.8)
Similarly, given the incident wave ui = ui(x; d, k) with d ∈ S1−, define the near-field operator N(d,k)
mapping the function hΓ to the intensity of the corresponding near-field, |unear(x; d, k)|2 in L2(ΓH,L), of
the scattering problem (1.1)-(1.3), that is,
(N(d,k)[hΓ])(x) = |unear(x; d, k)|2, x ∈ ΓH,L (3.9)
Our Newton-type iterative algorithm consists in solving the nonlinear and ill-posed equation (3.8) or
(3.9) for the unknown hΓ. To this end, we need to investigate the Frechet differentiability of F(d1,d2,k) and
N(d,k) at hΓ. Now, let △h ∈ C20,R(R) ≔ {h ∈ C2(R) : supp(h) ⊂ (−R,R)} be a small perturbation and let
Γ△h ≔ {(x1, hΓ(x)+△h(x)) : x1 ∈ R} denote the corresponding boundary for hΓ(x)+△h(x). Then F(d1,d2,k)
is said to be Frechet differentiable at hΓ if there exists a linear bounded operator F ′(d1,d2,k) : C
2
0,R(R) →
L2(S1+) such that∥∥∥F(d1,d2,k)[hΓ + △h] − F(d1 ,d2,k)[hΓ] − F ′(d1,d2,k)[hΓ;△h]
∥∥∥
L2(S1+)
= o
(
||△h||C2(R)
)
The Frechet differentiable at hΓ of N(d,k) is defined similarly. We have the following theorem.
Theorem 3.3. (i) Given the incident wave ui = ui(x; d1, d2, k) with d1, d2 ∈ S1− and d1 , d2, let u(x) =
ui(x) + ur(x) + us(x), where us solves the scattering problem (1.1) − (1.3) with the boundary data f =
−(ui + ur). If hΓ ∈ C2(R), then F(d1,d2,k) is Frechet differentiable at hΓ with the derivative given by
F ′(d1,d2,k)[hΓ;△h] = 2Re
[
u∞(u′)∞
]
for △h ∈ C20,R(R). Here, (u′)∞ is the far-field pattern of u′ which solves
the scattering problem (1.1) − (1.3) with the boundary data f = −(△h · ν2)∂u/∂ν, where ν2 is the second
component of the unit normal ν on Γ directed into the infinite domain D+.
(ii) Given the incident wave ui = ui(x; d, k) with d ∈ S1−, let u and unear be the total and near-field,
respectively, corresponding to the scattering problem (1.1) − (1.3). If hΓ ∈ C2(R), then N(d,k) is Frechet
differentiable at hΓ with the derivative given by N ′(d,k)[hΓ;△h] = 2Re
[
unearu′
]
for △h ∈ C20,R(R), where
u′ is the solution of the problem ((1.1) − (1.3) with the boundary data f = −(△h · ν2)∂u/∂ν.
Proof. The proof is similar to that of Theorems 2.1 and 2.2 in [6] for inverse diffraction grating problems
with appropriate modifications. 
4 Reconstruction algorithm
In this section, we describe the Newton-type iteration algorithm for the inverse problem (IP1). For the
inverse problem (IP2), the approach is similar, so we omit it.
Let d1l, d2l ∈ S1−, l = 1, 2, . . . , nd, be the incident directions and let k > 0 be the fixed wave number.
Assume that happ is an approximation to the function hΓ. We replace (3.8) by the linearized equations:
(F(d1l ,d2l,k)[happ])(xˆ) + (F ′(d1l,d2l,k)[happ;△h])(xˆ) ≈ |u∞(xˆ; d1l, d2l, k)|2, l = 1, 2, . . . , nd, (4.1)
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where △h is the update function to be determined. Our Newton iterative algorithm consists in iterating
the equations (4.1) by using the Levenberg-Marquardt algorithm (see, e.g. [24]).
In the numerical examples, the noisy phaseless far-field pattern |u∞
δ
(xˆ j; d1l, d2l, k)|, j =
1, 2, . . . , n f , l = 1, 2, . . . , nd, are considered as the measurement data which satisfies∥∥∥|u∞δ ( · ; d1l, d2l, k)|2 − |u∞( · ; d1l, d2l, k)|2∥∥∥L2(S1+) ≤ δ
∥∥∥|u∞( · ; d1l, d2l, k)|2∥∥∥L2(S1+), l = 1, 2, . . . , nd,
where δ > 0 is called the noise ratio and the observation directions xˆ j, j = 1, 2, . . . , n f , are the equidistant
points on S1+. In practical computation, happ has to be taken from a finite-dimensional subspace RM. Here,
RM = span{φ1,M, φ2,M, · · · , φM,M} is a subspace of C20,R(R), where φ j,M , j = 1, 2, . . . , M, are spline basis
functions with support in (−R,R) (see Remark 4.1). Then, by the strategy in [24], we seek an updated
function △h = ∑Mi=1 △aiφi,M in RM so as to solve the minimization problem:
min
△ai

nd∑
l=1
n f∑
j=1
∣∣∣∣(F(d1l ,d2l,k)[happ])(xˆ j) + (F ′(d1l,d2l,k)[happ;△h])(xˆ j)
−|u∞δ (xˆ j; d1l, d2l, k)|2
∣∣∣∣2 + β
M∑
i=1
|△ai|2
 (4.2)
where β > 0 is chosen such that

nd∑
l=1
n f∑
j=1
∣∣∣∣(F(d1l,d2l,k)[happ])(xˆ j) + (F ′(d1l,d2l,k)[happ;△h])(xˆ j) − |u∞δ (xˆ j; d1l, d2l, k)|2
∣∣∣∣2

1
2
= ρ

nd∑
l=1
n f∑
j=1
∣∣∣∣(F(d1l,d2l,k)[happ])(xˆ j) − |u∞δ (xˆ j; d1l, d2l, k)|2
∣∣∣∣2

1
2
(4.3)
for a given constant ρ ∈ (0, 1). Then the approximation function happ is updated by happ + △h. Further,
define the error function
Errk :=
1
nd
nd∑
l=1
[
n f∑
j=1
∣∣∣∣(F(d1l,d2l,k)[happ])(xˆ j) − |u∞δ (xˆ j; d1l, d2l, k)|2
∣∣∣∣2
]1/2
[
n f∑
j=1
|u∞
δ
(xˆ j; d1l, d2l, k)|4
]1/2
Then the iteration is stopped if Errk < τδ, where τ > 1 is a fixed constant.
Remark 4.1. For a positive integer M ∈ N+ let h = 2R/(M + 5) and ti = (i + 2)h − R. Then the spline
basis functions of RM are defined by φi,M(t) = φ((t − ti)/h), i = 1, 2, . . . , M, where
φ(t) :=
k+1∑
j=0
(−1) j
k!
(
k + 1
j
) (
t +
k + 1
2
− j
)k
+
with zk+ = zk for z ≥ 0 and = 0 for z < 0. In this paper, we choose k = 4, that is, φ is the quartic spline
function. Note that φi,M ∈ C3(R) with support in (−R,R). See [19] for details.
Remark 4.2. The integral equation method proposed in [39] (cf. Section 2) is used to solve the direct
scattering problem in each iteration.
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Our recursive Newton iteration algorithm in frequencies is given in Algorithm 4.1 for the inverse
problem (IP1).
Algorithm 4.1. Given the phaseless far-field data |u∞
δ
(xˆ j; d1l, d2l, km)|, j = 1, 2, . . . , n f , l = 1, 2, . . . , nd,
m = 1, 2, . . . , N with d1l, d2l ∈ S1−, d1l , d2l and k1 < k2 < · · · < kN .
1) Let happ be the initial guess of hΓ. Set i = 0 and go to Step 2).
2) Set i = i + 1. If i > N, then stop the iteration; otherwise, set k = ki and go to Step 3).
3) If Errk < τδ, go to Step 2); otherwise, go to Step 4).
4) Solve (4.2) with the strategy (4.3) to get an updated function △h. Let happ be updated by happ +△h
and go to Step 3).
Remark 4.3. Since F ′(d1,d2,k)[0;△h] = 0 for any d1, d2 ∈ S
1
−, k > 0 and △h ∈ C20,R(R2), then the initial
guess happ should not be zero for the inverse problem (IP1). However, in all the numerical examples for
the inverse problem (IP2), the initial guess of hΓ is chosen to be happ = 0.
5 Numerical experiments
In this section, several numerical experiments are carried out to illustrate the effectiveness of the inversion
algorithm. The following assumptions are made in all numerical experiments.
1) For each example we use multi-frequency data with the wave numbers k = 1, 3, . . . , 2N −1, where
N is the total number of frequencies.
2) To generate the synthetic data, the integral equation method is used to the direct scattering problem.
For the inverse problem (IP1), the intensity of the far-field pattern is measured along the upper half-
aperture (that is, the measurement angle is between 0 and π) with 200 equidistant measurement points.
For the inverse problem (IP2), the intensity of the near-field is measured on the straight line segment
Γ1,1 := {(x1, 1) : x1 ∈ [−1, 1]} also with 200 equidistant measurement points. The corresponding noisy
data |u∞
δ
| and |unear
δ
| are simulated as |u∞
δ
|2 = |u∞|2(1 + δζ) and |unear
δ
|2 = |unear |2(1 + δζ), respectively,
where ζ is a normally distributed random number in [−1, 1]. In all the numerical examples, the noise
level is taken as δ = 5%.
3) The parameters are taken as ρ = 0.8 and τ = 1.5.
4) In all the numerical examples, the local perturbation of the infinite plane is assumed to be restricted
to the range −1 < x1 < 1, that is, supp(hΓ) ∈ (−1, 1).
Example 1 (Shape reconstruction). We first demonstrate numerically that the location of the local
perturbation on the infinite plane can not be determined from the intensity far-field data if only one plane
wave is used as the incident field, that is, ui(x) = ui(x; d, k). The locally rough surface is given by
hΓ(x1) = φ((x1 + 0.2)/0.3),
where φ is defined as in Remark 4.1, and the incident direction is taken as d = (sin(−π/6),− cos(−π/6)).
The number of the spline basis functions is chosen to be M = 10, and the total number of frequencies
used is N = 10. Further, we choose two different initial guesses for the iteration inversion algorithm:
1) happ = 0.1∑4i=2 φi,M , and 2) happ = 0.1∑7i=5 φi,M, where the corresponding reconstructed curves are
denoted as "Reconstructed curve 1" and "Reconstructed curve 2". Figure 3 presents the initial curves
and the reconstructed curves at the wavenumbers k = 1, 7, 19. From the reconstructions presented in
Figure 3 it is seen that the shape of the local perturbation can be well reconstructed numerically, but its
reconstructed location is translated along the x1 direction, depending on the choice of initial guess. This
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Figure 3: Shape reconstruction of a locally rough surface from 5% noisy intensity far-field data with
one incident plane wave ui = ui(x; d, k), where d = (sin(−π/6),− cos(−π/6)). Here, the initial and
reconstructed curves are presented at the wave numbers k = 1, 7, 19.
12
means that the location of the local perturbation can not be recovered from the intensity far-field data if
one plane wave is taken as the incident field.
Example 2 (Shape and location reconstruction). We consider the same locally rough surface
as in Example 1. Here, we demonstrate that by using a superposition of two plane waves with different
directions as the incident field, that is, ui = ui(x; d1, d2, k) with d1 , d2, both the location and the shape of
the local perturbation on the rough surface can be reconstructed from the corresponding intensity far-field
data. In the numerical experiment, the two incident directions are taken as d1 = (sin(−π/6),− cos(−π/6))
and d2 = (sin(π/6),− cos(π/6)), the number of the spline basis functions is chosen to be M = 10, and the
total number of frequencies used is N = 13. Further, we use the same initial guesses and the same terms
for the corresponding reconstructed curves of hΓ as in Example 1. The initial and reconstructed curves
are presented in Figure 4, at the wavenumbers k = 1, 7, 25, respectively. From Figures 3 and 4 it can be
seen that both the location and the shape of the local perturbation are accurately reconstructed with two
different initial guesses.
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Figure 4: Location and shape reconstruction of a locally rough surface from 5% noisy intensity far-
field data with a superposition of two plane waves as the incident field ui = ui(x; d1, d2, k), where d1 =
(sin(−π/6),− cos(−π/6)) and d2 = (sin(π/6),− cos(π/6)). Here, the initial and reconstructed curves are
presented at the wave numbers k = 1, 7, 25.
Example 3 (Piecewise linear curve). We now consider the inverse problem (IP1) with a piecewise
linear local perturbation (the solid line in Figure 5). The number of the spline basis functions is chosen
as M = 40, the total number of frequencies used is taken to be N = 18, and the initial guess for the rough
surface profile hΓ is chosen as happ = 0.05
∑15
i=5 φi,M . Figure 5 presents the initial and reconstructed
curves at the wavenumbers k = 7, 21, 35, respectively, obtained by using the intensity far-field data with
5% noise, corresponding to the incident wave ui = ui(x; d1, d2, k) with d1 = (sin(−π/6),− cos(−π/6)) and
d2 = (sin(π/6),− cos(π/6)). The reconstruction results show that the piecewise linear surface profile is
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very accurately reconstructed even at the corners of the boundary.
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Figure 5: Location and shape reconstruction of a piecewise linear local perturbation from 5% noisy
intensity far-field data with a superposition of two plane waves as the incident field ui = ui(x; d1, d2, k),
where d1 = (sin(−π/6),− cos(−π/6)) and d2 = (sin(π/6),− cos(π/6)). Here, the initial and reconstructed
curves are presented at the wave numbers k = 7, 21, 35.
Example 4 (multi-scale curve). Consider the inverse problem (IP1) again with a multi-scale surface
profile given by
hΓ(x1) =
 exp
[
16/(25x21 − 16)
]
[0.5 + 0.1 sin(16πx1)] , |x1| < 4/5
0, |x1| ≥ 4/5.
This function has two scales: the macro-scale represented by the function 0.5 exp[16/(25x21 − 16)] and
the micro-scale represented by the function 0.1 exp[16/(25x21 −16)] sin(16πx1). For the inverse problem,
the number of the spline basis functions is chosen to be M = 40, the total number of frequencies used
is N = 30, and the initial guess for hΓ is 0.05
∑30
i=10 φi,M . Figure 6 presents the initial curve and the
reconstructed curves at k = 19, 33, 39, 49, 59, obtained by using the intensity far-field data with 5%
noise, with respect to the incident wave ui = ui(x; d1, d2, k), where d1 = (sin(−π/6),− cos(−π/6)) and
d2 = (sin(π/6),− cos(π/6)). It is observed from Figure 6 that the macro-scale of hΓ is recovered at low
frequencies (e.g. k = 19), but the micro-scale of hΓ is not recovered completely even in the case when
data with higher frequencies are used.
In order to get a better reconstruction, more measurement data are used. Figure 7 presents
the initial and reconstructed curves at k = 19, 33, 39, 49, 59, obtained by using more intensity far-
field data generated with the incident waves ui(x) = ui(x; d1l, d2l, k), l = 1, 2, where d11 =
(sin(−π/6),− cos(−π/6)), d21 = (0,−1), d12 = (sin(π/6),− cos(π/6)) and d22 = (0,−1). Compared with
Figure 6, the micro-scale of the surface profile hΓ is accurately recovered.
Example 5 (multi-scale curve). We consider the inverse problem (IP1) again with the multi-scale
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Figure 6: Reconstruction of a two-scale surface profile from 5% noisy intensity far-field data
with a superposition of two plane waves as the incident field ui = ui(x; d1, d2, k), where d1 =
(sin(−π/6),− cos(−π/6)) and d2 = (sin(π/6),− cos(π/6)). Here, the initial and reconstructed curves
are presented at the wave numbers k = 19, 33, 39, 49, 59.
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Figure 7: Reconstruction of a two-scale surface profile from 5% noisy intensity far-field data generated
with two superpositions of two plane waves as the incident fields ui = ui(x; d1l, d2l, k), l = 1, 2, where
d11 = (sin(−π/6),− cos(−π/6)), d21 = (0,−1), d12 = (sin(π/6),− cos(π/6)) and d22 = (0,−1). Here, the
initial and reconstructed curves are presented at the wave numbers k = 19, 33, 39, 49, 59.
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surface profile given by
hΓ(x1) =
 exp
[
16/(25x21 − 16)
]
[0.5 + 0.1 sin(16πx1)] sin(πx1), |x1| < 4/5
0, |x1| ≥ 4/5
This profile consists of a macro-scale represented by 0.5 exp
[
16/(25x21 − 16)
]
sin(πx1) and a micro-scale
represented by 0.1 exp
[
16/(25x21 − 16)
]
sin(16πx1) sin(πx1). For the inverse problem, the number of
the spline basis functions is chosen to be M = 40, the total number of frequencies used is N = 35,
and the initial guess for hΓ is 0.05
∑35
i=25 φi,M . Figure 8 presents the initial and reconstructed curves at
k = 19, 39, 49, 59, 69, respectively, obtained by using 5% noisy intensity far-field data generated with the
incident wave ui = ui(x; d1, d2, k), where d1 = (sin(−π/6),− cos(−π/6)) and d2 = (sin(π/6),− cos(π/6)).
From Figure 8 it is observed that the macro-scale features are captured at k = 19 and the reconstruction
improves as the measurement data with higher frequencies are used. Finally, the whole locally rough
surface (including the micro-scale features of the boundary) is accurately recovered at k = 69.
Example 6 (piecewise linear curve). We now consider the inverse problem (IP2) with the locally
rough surface given as in Example 3. For the inverse problem, the number of the spline basis functions
is chosen to be M = 40, the total number of frequencies is assumed to be N = 18, and the initial guess
for the reconstructed curve is taken as the infinite plane x2 = 0. In Figure 9, we present the initial curve
and the reconstructed curves at k = 7, 15, 31, respectively, which are obtained from the 5% intensity
near-field data generated with the incident wave ui = ui(x; d, k), where d = (sin(−π/6),− cos(−π/6)).
It can be seen that the reconstruction at the illuminated part of the boundary is better than that at the
shadowed part. Thus, in order to improve the reconstruction, more measurement data are needed. Figure
10 presents the initial curve and the reconstructed curves at k = 7, 15, 35, respectively, obtained by using
the 5% intensity near-field data corresponding to two incident waves ui = ui(x; dl, k), l = 1, 2, where
d1 = (sin(−π/6),− cos(−π/6)) and d2 = (sin(π/6),− cos(π/6)). It is found that the piecewise linear
surface profile is accurately reconstructed even at the corners of the surface by using two incident plane
waves with different directions.
Example 7 (multi-scale curve). We consider the inverse problem (IP2) again with the multi-scale
surface profile given as in Example 5. For the inverse problem, the number of the spline basis functions
is chosen to be M = 40, the total number of frequencies is set to be N = 30, and the initial guess for
the reconstructed curve is taken as the infinite plane x2 = 0. In Figure 11, we present the initial curve
and the reconstructed curves at k = 13, 29, 39, 49, 59, obtained from the 5% noisy intensity near-field
data generated with one incident plane wave ui = ui(x; d, k), where d = (0,−1). It is observed that
the micro-scale of the boundary surface is not recovered accurately. Figure 12 presents the initial curve
and the reconstructed curves at k = 13, 29, 39, 49, 59, respectively, obtained from the 5% noisy intensity
near-field data corresponding to two incident plane waves ui = ui(x; dl, k), l = 1, 2, with two different
directions d1 = (sin(−π/6),− cos(−π/6)) and d2 = (sin(π/6),− cos(π/6)). Compared with Figure 11 it
can be seen that the multi-scale surface profile can be accurately recovered by using two incident plane
waves with different directions.
6 Conclusion
In this paper, it is proved that the translation invariance along the x1-direction of the phaseless far-field
pattern can be broken down if superpositions of two plane waves with different directions are used as the
incident fields. An efficient multi-frequency Newton iterative algorithm is then proposed for reconstruct-
ing the locally rough surface profile from the intensity of the far-field patterns (called the intensity-only
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Figure 8: Reconstruction of a two-scale surface profile from 5% noisy intensity far-field data gen-
erated with a superposition of two plane waves as the incident field ui = ui(x; d1, d2, k), where
d1 = (sin(−π/6),− cos(−π/6)) and d2 = (sin(π/6),− cos(π/6)). Here, the initial and reconstructed curves
are presented at the wave numbers k = 19, 39, 49, 59, 69.
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Figure 9: Reconstruction of a piecewise linear surface profile from 5% noisy intensity near-field data
generated with one incident plane wave ui = ui(x; d, k), where d = (sin(−π/6),− cos(−π/6)). Here, the
initial and reconstructed curves are presented at the wavenumbers k = 7, 15, 31, respectively.
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Figure 10: Reconstruction of a piecewise linear surface profile from 5% noisy intensity near-field data
generated with two incident plane waves ui = ui(x; dl, k), l = 1, 2, where d1 = (sin(−π/6),− cos(−π/6))
and d2 = (sin(π/6),− cos(π/6)). Here, the initial and reconstructed curves are presented at the wave
numbers k = 7, 15, 35.
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Figure 11: Reconstruction of a multi-scale surface profile from 5% noisy intensity near-field data gener-
ated by one incident plane wave ui = ui(x; d, k) with a normal incidence (d = (0,−1)). Here, the initial
and reconstructed curves are presented at k = 13, 29, 39, 49, 59.
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Figure 12: Reconstruction of a multi-scale surface profile from 5% noisy intensity near-field data
generated by two incident plane waves ui = ui(x; dl, k), l = 1, 2 with different directions d1 =
(sin(−π/6),− cos(−π/6)) and d2 = (sin(π/6),− cos(π/6)). Here, the initial and reconstructed curves
are presented at k = 13, 29, 39, 49, 59.
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far-field data) generated by such incident fields. The algorithm can also be applied to recover the lo-
cally rough surface profile from the intensity of the scattering waves measured at a straight line segment
with a constant height above the surface (called the intensity-only near-field data), generated by one
incident plane wave. At each iteration, an efficient integral equation solver is used to solve the direct
scattering problem which was proposed previously in [39], so multiple scattering is considered. Several
numerical examples presented here indicate that our inversion algorithm with multi-frequency phaseless
far-field and near-field data gives a stable and accurate reconstruction of the local perturbation of the
infinite plane, even in the multi-scale case. The reconstruction results are similar to those obtained by
the inversion algorithms in [2, 3, 39] with using the full far-field and near-field data (including the phase
information). The main reason for this, we think, is that our inversion algorithm considers both multi-
ple scattering (through the use of the fast integral equation solver for the direct problem) and multiple
frequency data. It was indicated in [33, 34] that multiple scattering plays a key role in subwavelength
imaging from far-field data. Our reconstruction results here together with those given in [2, 3, 39] illus-
trate that multiple scattering in conjunction with using multiple frequency data plays an essential role in
subwavelength imaging from both far-field and near-field data.
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