We present a simple recipe to design a physically realistic and robust Lagrangian particle tracking model, paying particular attention to the pitfalls that are associated with the particle tracking if the turbulent mixing is taken as spatially nonuniform. These pitfalls are often neglected or ignored in Lagrangian biophysical particle tracking models and, using simple examples, it is shown how this may lead to physically and hence biologically unrealistic results. Issues associated with the direct particle tracking process are discussed. The choice of a suitable random walk model, in conjunction with an adequate random number generator, is discussed. Two methods are described to correctly implement the reflecting boundary condition in the random walk model, to avoid artificial accumulations at the boundaries. We also examine the more general question of whether the particle diffusivity can be assumed to equal the fluid diffusivity and briefly address the post-simulation treatment of the data. 
The concept of numerically tracking individual organisms through a turbulent aquatic environment is a powerful tool with which to investigate environmental processes and interactions between organisms and their physical environment. Until recently, it has been impossible to track a statistically significant number of individuals on a standard desktop computer, and most environmental processes have had to be treated statistically through ensemble averages, treating the organisms like a continuum property. This Eulerian method has an inherent problem however, as Woods and Onken (1982) have pointed out: averaging nonlinear equations before integration does not give the same results as averaging them after integration. While only the latter procedure is correct, the former is adopted, for example, in the Eulerian-continuum method of modeling primary production. Imagine a patch of phytoplankton in the surface mixed layer of the ocean for which we wish to calculate the primary production over 24 h. Using the Eulerian approach, we would proceed by applying the depth-averaged light intensity of the surface mixed layer to the entire particle ensemble and then integrate the growth function over time. The Lagrangian approach would first integrate over time, using the actual light history of each particle, and then we could build the ensemble average to evaluate the performance of the entire community. Only the latter procedure would yield the systematically correct results. Nevertheless, the Eulerian method has been used very successfully, because it is able to describe correctly some simpler properties of phytoplankton development and is computationally far cheaper than its Lagrangian counterpart. Due to the advent of high power computers, combinations of the Eulerian and Lagrangian method have emerged (e.g., Broekhuizen 1999) where the nutrients and organic matter are described on an Eulerian grid and the phytoplankton cells are modeled using a Lagrangian approach. It could be argued that the dominance of atmospheric turbulence by large-scale convective motions has forced an earlier appreciation of Lagrangian modeling within the fields of meteorology and atmospheric science. Some of the relevant contributions from these areas are therefore referenced in the text. More general reviews exist with Sawford (1985) and Wilson and Sawford (1996) .
Processes that rely on this Lagrangian approach range from primary production studies of planktonic cells, where the light history (photo-acclimation) or the motility of the individual is of crucial importance (e.g., Woods and Onken 1982; Barkmann and Woods 1996; Kamykowski et al. 1996; Lizon et al. 1998) , through sedimentation (e.g., Ruiz et al. 1996) and predator-prey encounter rates (e.g., Saiz et al. 2003) to trophic interactions (e.g., Metaxas 2001) . Most studies limit themselves to define areas of homogeneous turbulence, which can be treated analytically (e.g., Woods and Onken 1982) , thereby neglecting the effects that a changing diffusivity could have on the particle movements. In other cases, authors applied a spatially nonuniform diffusivity (e.g., Yamazaki and Kamykowski 1991; Kamykowski et al. 1994; Lizon et al. 1998; Kim et al. 2000) but in combination with an unsuitable random walk model that yields artificial particle accumulations in areas of low diffusivities (Holloway 1994; Visser 1997) .
The following approach is based on the eddy diffusivity concept as a parameterization for turbulence. One should bear in mind that this is a simplistic approach, which is not truly representative of "real" turbulence and may not be adequate depending on the question at hand. However, despite its simplicity, the eddy diffusivity concept can deliver a fair representation of some statistical properties of turbulence (e.g., mean length and time scales) and is also able to account for environmental factors such as tidal and wind forcing or the ambient water column stability. This has made it a useful tool that is widely appreciated in the marine community. The alternatives (Direct Numerical Simulation of turbulence, Large Eddy Simulation, and so on) are much more sophisticated and therefore computing-intensive.
Our aim here is to present a simple recipe to model the vertical particle trajectories in a turbulent aquatic environment where the turbulent mixing is spatially nonuniform. We highlight issues associated with the nonuniformity of the mixing and demonstrate the steps required to produce a physically realistic and numerically robust Lagrangian framework. Current understanding (e.g., Hunter et al. 1993; Visser 1997 ) is briefly summarized in Steps 1 and 2 of the following recipe, whereas the extension can be found in Step 3. In Step 4 the more general question of whether the turbulent fluid diffusivity is equal to the diffusivity experienced by particles in this fluid is addressed, usually an implicit a priori assumption in most aquatic particle tracking models. The present knowledge on this question is adapted from the specialist physics and turbulence literature to the marine environment, focusing on planktonic particles with small Reynolds numbers.
Step 5 briefly discusses one possible problem in the post-simulation treatment of the data, viz. the effect of time averaging on the statistical properties of the particle distributions.
The original purpose of our study was to develop a model of phytoplankton motility and primary production, so much of the emphasis in the model development is driven by considerations of phytoplankton-size particles and speeds, light history, and the effects of vertical particle distributions on primary production. However, many of the issues presented are transferable to small sediments or horizontal phenomena. The following recipe does not cover all the decisions that have to be made during the design process of a Lagrangian particle-tracking model, but it provides an important extension to the range of environments to which the Lagrangian approach can be applied.
Procedure and assessment
Step 1: Choosing the random walk model-This first step is already a crucial one, as it will resolve how the individual particles move in response to turbulent diffusion. Commonly the turbulent particle movement is modeled through a random walk. As Visser (1997) demonstrates, not every random walk model is suitable for environments where the diffusivity is spatially nonuniform and the choice of the wrong model can lead to misinterpretations. This has been pointed out several times (e.g., Hunter et al. 1993; Dimou and Adams 1993; Spagnol et al. 2002) but erroneous models continue to appear in the literature (e.g., MacIntyre et al. 1995 , Lizon et al. 1998 Kim et al. 2000) . The following equation can be derived (Hunter et al. 1993; Visser 1997) to calculate the particle displacement:
. (1) R in Eq. 1 is a random process of zero mean and variance r (e.g., r = 1/3 for R ∈ [-1,1]). The remaining symbols from Eq. 1 are summarized in Table 1 . The random walk is thus an iterative Markov process where the new particle position, z n+1 , is calculated only from the knowledge of the present position, z n , but without knowledge of the previous particle history. It consists of a deterministic component and a diffusive, or random, component. The deterministic component causes a net displacement of the center of mass of the suspended particles toward increasing diffusivity at a rate K′. This is necessary, as neutrally buoyant particles would otherwise accumulate in low-diffusivity areas as shown by Visser (1997) . It should be noted that the existence of this deterministic term has been established previously in the atmospheric literature (e.g., Legg and Raupach 1982; Sawford 1985) . The last term on the right-hand side of Eq. 1 has been added to include vertical particle displacement by sinking/swimming or by convective processes such as upwelling. If w p represents a swimming velocity, it can be either a function of time (e.g., to simulate diurnal migration) or of the cell's vertical position z (e.g., to let it hunt for a particular isolume or nutrient concentration).
As Visser (1997) points out, the increased residence time of negatively buoyant plankton in the surface mixed layer (SML), often attributed to a reduction in sinking velocity at the base of the SML (e.g., Lande and Wood 1987) , now follows directly from the random walk model. A large gradient in K at the transition from the SML to the thermocline can produce large enough positive values of K′ to partially compensate or even fully alleviate any sinking term. It should be noted, however, that this reduction in sinking velocity is not an active process due to physiological changes in the phytoplankton, but merely due to the deterministic component in Eq. 1, which is a mathematical requirement to achieve a uniform distribution if the particles are neutrally buoyant (e.g., if we would consider salt instead of plankton).
To be able to use Eq. 1 for a particular scenario, it is necessary that both K and K′ be continuous and differentiable. This is important as any discontinuity can lead to artificial particle accumulations. Furthermore, the diffusivity profile should be locally (i.e., over the range of the expected turbulent displacement of a particle) well approximated by the first-order Taylor expansion:
.
This criterion can always be met by ensuring that we choose a sufficiently small time-step for the simulation
where K′′ is the second derivative of K with respect to z and MIN stands for the minimum over the region of interest. This equation constraining the time-step will be further refined in
Step 3. For situations in which the diffusivity is vertically homogeneous, Eq. 1 simplifies to .
Step 2: Choosing a random number generator-Independent of the type of random walk model chosen for the simulation, the motion of particles in a turbulent environment will, to some extent, always bear a random component. The next step is thus to ensure that the random number generator of the particular software used is sufficiently random. Although this issue may at first sight seem trivial, Hunter et al. (1993) demonstrated that this is by no means the case. As a simple test, they suggest to measure the rate of increase of the variance of a patch of particles that are initially uniformly distributed about the origin (z = 0). Theory predicts that in a constant diffusivity field of magnitude K, the variance should increase as 2K∆t, i.e., by 2K with every time-step. As Hunter et al. (1993) demonstrate, some of the commonly used random number generators can perform very poorly in this test, often yielding too low an increase in the variance, which effectively simulates too low diffusivity values. Most modern software packages should be aware of this issue but the proposed test is so simple and a verification is easily obtained. The graph in Fig. 1 shows an example of how the variance should behave if the random number generator is sufficiently random.
Step 3: The diffusivity profile-In this section the model is extended by generating a method to bring the diffusivity profile into a form that is suitable for the random walk equation (Eq. 1). This is particularly important in environments that exhibit sharp vertical variations in the diffusivity, e.g., near a thermocline or at the top and bottom boundaries. Under Step 1, we saw that the diffusivity profile needs to fulfill certain criteria in terms of continuity and differentiability. Clearly, diffu-
Ross and Sharples Recipe for Lagrangian models 291 sivity profiles obtained from measurements in the field are usually neither smooth nor differentiable, and it may seem like a somewhat questionable task to modify a measured or modeled diffusivity profile to meet these criteria. However, for the chosen eddy diffusivity approach this is a necessity and failure to do so will almost certainly produce erroneous results.
In an attempt for justification, we could argue that the large variability associated with field measurements (e.g., measurements of temperature microstructure) often make it necessary to obtain several profiles at one location and average them to obtain a single working profile. This averaging procedure already produces a relatively smooth profile and little or no further smoothing should be required for Eq. 1.
The following sections will show how the continuity and differentiability criteria can be met by applying a smoothing spline to an example profile. It will be shown how the presence of (reflecting) boundaries adversely affects the near boundary particle concentration, and a remedy is proposed for this problem. We also propose a more explicit criterion (compared to Eq. 3) for the size of the time-step that can be used in Eq. 1.
Creating a continuous and differentiable diffusivity profile-The diffusivity profile may originate from turbulence measurements in the field, or from numerical simulations with, for instance, K-ε models (e.g., Burchard and Baumert 1995; Güt-ing and Hutter 1998) , Mellor-Yamada type turbulence-closure schemes (e.g., Kantha and Clayson 1994; Simpson et al. 1996; Sharples 1999; Canuto et al. 2001) , or based on a simple analytical equation (e.g., Lizon et al. 1998) . Apart from the latter case, some interpolation will be required to be able to evaluate Eq. 1 at continuous z values and, depending on the profile, some smoothing may be necessary to meet the constraint from Eq. 3.
A cubic smoothing spline is chosen in the present study to deliver both the interpolation and the smoothing. This ensures that both the first and second derivative are continuous and easily obtainable from the original K. For the solution of this least squares problem, a routine based on the algorithm in de Boor (1990) is used. Obviously it is computationally more expensive to use a cubic spline rather than a simple polynomial. However, if the profile is complex, the use of piecewise polynomials delivers far superior results. This is illustrated in Fig. 2a , which shows a snapshot of a typical diffusivity profile obtained from a K-ε turbulence-closure scheme for a stratified shelf-sea scenario. In this example, the salinity was constant with depth, and any density stratification is due solely to temperature gradients. The temperature profile (not shown) had constant temperatures of 12.25°C above 62 m and 8.7°C below 48 m, with a smooth thermocline in between (note that throughout this paper, the vertical axis, z, is pointing upward, and all references to the vertical position are given as heights above the bed). The model has been forced with tidal currents only, producing the high diffusivities in the bottom layer. No wind mixing is present in this example. The profile exhibits strong diffusivity gradients near the bottom boundary and at the base of the thermocline.
The red dash-dot line in Fig. 2a shows the fit using a single polynomial of order 6. It gives a good representation of the model K's up to about 45 m, but the fit becomes rather poor in the top 35 m, including a negative overshoot in the thermocline. This overshoot could be remedied by fitting the poly-
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Recipe for Lagrangian models 292 nomial to K 1/4 instead, shown as a green dashed line. The fit is now better in the thermocline as the enlargement in Fig. 2a shows (note the logarithmic scale of the abscissa) but worse in the lower half of the profile. The best overall fit is achieved with the cubic smoothing spline represented by the continuous line. To be able to cope with the strong gradients at the base of the thermocline, a finer grid had to be applied throughout the thermocline region to prevent negative overshoots. This is illustrated by the smaller vertical spacing of the dots in the fitted spline, which show the break points of the piecewise polynomials. The superiority of the cubic splines becomes particularly clear once the performance of the first derivatives of each fit is compared (Fig. 2b) .
Effects of boundaries on the mean particle concentrationBoundaries in random walk simulations have two effects. The first is due to the reduced turbulent length scale near the boundaries, which causes the mixing and thus the diffusivity K to decrease toward the surface and the bed. The second is due to how the boundaries are implemented in the model, i.e., either as absorbing or reflecting. Many models use reflecting boundaries to allow for particle resuspension from the seabed. However, it can be shown that a reflecting boundary, in combination with an inhomogeneous diffusivity, will produce artificial particle accumulations at the boundary.
To illustrate this point we will employ the example profile from Fig. 3a , which shows a typical profile for a water column that is influenced both by wind and tidal mixing. The maximum possible displacement of a particle in this profile after one time-step of ∆t = 6 s using Eq. 1 is shown in Fig. 4 . The pattern is asymmetric about ∆z = 0 due to the deterministic term in Eq. 1. Clearly, particles close to the boundaries can be displaced "into" the boundaries. By implementing a reflecting boundary condition the particles are reflected back into the model domain of 0 ≤ z ≤ H according to (5) where H is the depth of the water column. If the turbulence is inhomogeneous at the boundary, and many models do produce a large drop in K at the boundaries due to the rapid decline of the turbulent length scale (cf. also Fig. 2 ), some nonuniformities in the probability density function (PDF) of Eq. 1 appear. Starting with a uniform distribution of neutrally buoyant particles, and assuming R in Eq. 1 to be perfectly uniform, then the PDF (i.e., the probability of finding a particle at a particular depth some time later) should be uniform as well. This is indeed the case for homogeneous turbulence and Eq. 4 but not for inhomogeneous turbulence and Eq. 1. While the PDF (Fig. 5a ) is equal to 1 in the central part of the water column, nonuniformities appear at the bottom and the surface. The PDF predicts an accumulation at each boundary, followed by a depletion a small distance away from the boundary. This pattern is also observed in the model results (Fig. 5b) . While the average concentration in the inner bins remains close to 100%, it deviates from a uniform distribution as the boundaries become noticeable.
The question that arises from these observations is why is it that the reflecting boundary condition fails in this manner? We suggest that this error is systematic and that it is caused by the fact that K′ ≠ 0 at the boundary. h 1 in Fig. 5a marks the point where the maximum possible displacement starts to overlap with the boundary, i.e., where it becomes possible for the particles to be displaced into the boundary. However, as we get closer to the boundary, K continuously decreases, which means that none of the reflected particles will ever reach as far 
Fig. 4.
Maximum possible displacement ∆z of a particle as a function of depth during one time-step of ∆t = 6 s using Eq. 1. The figure in the center shows the asymmetry in the pattern due to the deterministic term as the difference between the right and left curve.
as h 1 . h 2 in Fig. 5a marks the maximum distance from the boundary to which a particle can become reflected to. The region between h 1 and h 2 is thus not replenished with reflected particles from below and has therefore a probability density that is less than unity. The area between h 2 and the boundary, on the other hand, receives an excess of particles, i.e., it receives all reflected particles from both regions combined, which explains the recovery of the PDF and the eventual overshoot past unity. The distance of h 1 from the boundary and also the amplitude of the zigzag behavior depend on the timestep. A smaller time-step, for example, produces a smaller maximum displacement, and thus only particles in a smaller area near the boundary are now able to "feel" its presence. Ideally, we do not want the boundary to be noticeable, neither in the random walk nor in the particle distribution. So-as a thought experiment-we could erase the boundaries for a moment and imagine the presence of "virtual" particles beyond the original boundaries that also obey Eq. 1. Ideally, these virtual particles should diffuse into the model domain with the same probability as the "real" particles diffuse out of it and thus exactly compensate for the losses and keep the PDF at unity. For this to happen, both K and K′ would have to fulfill the same criteria at the (now gone) boundaries as anywhere else in the model domain, viz. to be continuous and differentiable. By implementing a reflecting boundary condition, however, the K profile is effectively mirrored at the boundaries (the virtual particles reside in these mirrored extensions of K). If K′≠ 0 at the boundaries, K will have a spike there and K′ will be discontinuous (see the original profile in Fig. 6 ). This is why accumulations would occur in this thought experiment, despite the presumed absence of any boundary, and this is why the simple reflecting boundary condition fails in the actual experiment with the boundaries in place. For the particular example profile used, the affected area in the PDF is limited to within approximately 40 cm of each boundary (cf. Fig. 5a ). In Fig. 5b the
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Fig. 5. (a)
The probability density function to find a particle for the diffusivity profile in Fig. 3a , the random walk in Eq. 1, and one time-step of ∆t = 6 s.
The vertical resolution is 1.0 cm. (b) The normalized mean distribution of 4,000 particles from 40 experiments, where the particles were initially uniformly distributed in the diffusivity profile of Fig. 3a and traced for 48 h using Eq. 1 with time-step ∆t = 6 s. Each experiment used a different initialization of the random number generator. The vertical resolution for this simulation is 10 cm. A concentration of 100% represents the concentration that would be expected if the particles were uniformly distributed. affected area is larger, extending several meters from the boundaries. The reason for this discrepancy lies in the fact that Fig. 5a represents the probability of finding a particle after just one time-step, whereas Fig. 5b shows the mean concentration of 40 two-day simulations where these nonuniformities have been allowed to build up and spread. The particles start to accumulate rather quickly at the boundaries and a steady state is reached within a few hours. We now describe two possible methods for overcoming this boundary problem.
Creating a random mixed layer-To solve the reflecting boundary problem, we could take a different approach to Eq. 5 by insisting that all particles within some distance D t/b from the top/bottom boundary be well mixed according to (6) where P represents a random process between 0 and 1 and H is the depth of the water column. D t/b should be equal to or larger than the distance of h 1 from the respective boundary in Fig. 5a . For a given profile K(z), we need to find the two depths z t and z b at which the maximum possible displacement equals the distance from the boundary, that is, where The first term on the right-hand side of each equation is the deterministic term from Eq. 1, which usually displaces away from the boundary. The second term corresponds to the maximum possible positive (R max ) and negative (R min ) displacement by the random term of Eq. 1. For the profile in Fig. 3a and ∆t = 6 s, these conditions yield D t ≥ 0.29 m and D b ≥ 0.42 m. For studies in which the diffusivity profile changes with time (due to variable wind or tidal forcing), it may become computationally too expensive to determine D t/b at every time-step due to the implicit nature of Eq. 7. In this case a constant value for D t/b can be used as long as the conditions in Eq. 7 are met for all K profiles in the time series. To illustrate the effect of this method on the PDF, a constant value of D t = D b = 1 m has been used to produce the results in Fig. 7a . Compared to Fig. 5a , the improvement is considerable (note the difference in scale), although some small nonuniformities remain near the boundaries. The cause for these remaining nonuniformities is no longer related to the presence of the boundaries, however, as will be discussed after the next section. The improvement in the PDF is mirrored by the more even particle concentrations shown in the right panel of Fig. 7a .
Forcing K′ = 0 at the boundaries-Although the above method was able to resolve the problem of the reflecting boundary condition, the proposed solution may not be suitable for certain applications because the particles lose their "memory" owing to their random placement within the mixed boundary layer D. If the particles represent phytoplankton cells in a turbid water column for example, their random placement in the top boundary layer D t could expose the cells to large jumps in their received light intensity at every time-step, as the PAR variation with depth is greatest near the surface boundary. Their new position (z n+1 ) within D t would in no way be correlated to their previous position (z n ). This may become particularly relevant in scenarios where D t~ 1/k (where k is the light absorption coefficient). We therefore provide an alternative solution to the boundary problem, which would enable the particles to maintain a consistent light history.
As discussed in the previous sections, the reason for the failure of the reflecting boundary condition was that K′≠ 0 at the boundaries. We could therefore modify the profile from Fig. 3 in such a manner that would deliver the necessary condition of K′ = 0. The circles in Fig. 6 show how such a modification might look. This new profile has been obtained by applying a cubic smoothing spline to the original profile (including its mirrored extensions) in Fig. 6 . The circles indicate the locations of the breakpoints for the spline. Since the extended profile is symmetric about the boundaries, we automatically obtain K′ = 0 at each boundary (see right panel in Fig. 6 ). This procedure attempts to balance three factors: minimize the manipulated area in the original profile, achieve K′ = 0 at the boundary, and keep K" small (i.e., maintain a reasonable time-step). Larger K" values would require higher CPU time as the model time-step is constrained by the maximum of K" (Eq. 3). The amount of smoothing in the cubic spline was chosen such that Eq. 3 for the modified profile would yield the same value as for the original, viz. ∆t << 190 s. This could only be achieved by giving less weight to the original data points near the boundaries, which allowed the spline to become sufficiently smooth. PDF for the method using the cubic smoothing spline, i.e., for the altered profile in Fig. 6a . The PDF is more uniform, which results in a more even particle distribution. Fig. 7b shows the effect this has on the PDF. Although some wiggles remain near the boundaries, the improvement compared to Fig. 5 is again considerable and comparable to the previous method. This improvement can also be observed in the result from the model simulation. Compared to the original distribution (Fig. 5b) , the effect of the boundaries is much less severe, although still noticeable. The maximum deviation from 100% is about 0.5% at the surface and 1.5% at the bottom. Tests with various profiles showed that this error can be further reduced by reducing the model time-step, which will be discussed in the following section.
Choosing the time-step for the simulation-From
Step 1, we know that the time-step for Eq. 1 is limited by the magnitude of the second derivative K" through the inequality of Eq. 3. For the diffusivity profile shown in Fig. 3 , this yields ∆t << 190 s. Although our choice of ∆t = 6 s seems to meet this condition comfortably, inequalities are always difficult to implement in a quantitative manner, and it would be desirable to have a more explicit condition of the form ∆t Շ
A closer look at the original PDF from Fig. 5a reveals a slight departure from unity already several meters away from each boundary (Fig. 8a) . This slight increase in the PDF is not visible in the particle distribution in Fig. 5b as it is masked by the much stronger boundary effect. By choosing a smaller timestep of 2.5 s, the magnitude of the nonuniformity is reduced (dashed line in Fig. 8a) . A plot of 1/|K"| (Fig. 8b) shows that it is near the boundaries where the condition of Eq. 3 is likely to become critical for the profile from Fig. 5 . It appears that once 1/|K"| passes some critical threshold, the PDF begins to measurably deviate from unity. This is the cause of the remaining nonuniformities in the PDF in Fig. 7 . If the time-step is decreased, the departure from unity occurs closer to the boundary (i.e., at a lower value of 1/|K"|). The two arrows in Fig. 8b roughly indicate the points of departure of the PDF from unity, and although the magnitude of this deviation is small, it still seems to have a significant effect on the particle distributions (see the right panel in Fig. 7a ). For ∆t = 6 s, this threshold is at 1/|K"| ≈ 1300 s and for ∆t = 2.5 s the PDF starts to depart from unity at 1/|K"| ≈ 420 s. Hence we can determine f from Eq. 8 to be f ≈ 1/200. Several tests showed that this f value produces particle distributions where the size of the accumulations becomes indistinguishable from statistical variations. The f values of f ≈ 1/100 produce errors no larger than 1%, which may still be acceptable for most applications. This is illustrated in Fig. 9 , which shows the PDF for the function .
This function has the favorable quality that 1/|K"| → ∞ at the boundaries, which makes it a good candidate to test Eq. 6 without interference from the time constraint. The timestep for the simulation was ∆t = 60 s (f = 1/130) which renders the mean particle distribution in a similar shape to the K profile from Eq. 9, i.e., slightly curved. In the central water column, the values are slightly above 100% and they become less than 100% at the boundaries (not visible on the scale of Fig. 9b) . However, the departure from 100% is never greater than 0.3%.
Step 4: Fluid versus particle diffusivity-One issue that is generally ignored in biological applications of a Lagrangian particle-tracking model is the fact that the eddy diffusivity of the
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Recipe for Lagrangian models 296 fluid, K f , may not necessarily be the same as the diffusivity of the particle, K p . This discrepancy has been recognized in the specialist literature (Yudine 1959; Csanady 1963; Wells and Stock 1983; Wang and Stock 1983) but has gone almost unnoticed in the oceanographic literature until very recently (O'Brien et al. 2003) . This section will determine if this discrepancy can be ignored in marine applications studying plankton dynamics or whether corrections are necessary, as O'Brien et al (2003) suggest. Two effects have been identified to influence the particle diffusivity K p :
1.
The particle inertia causes the particle to be less responsive to the rapid velocity changes that are characteristic of turbulent flow. The result can be either a decrease or increase in particle diffusivity depending on the particle size and density (Fung 1993; Wang and Maxey 1993; Wells and Stock 1983; Wang and Stock 1983) .
2.
The crossing-trajectories effect (Yudine 1959; Csanady 1963 ) is due to the free-fall velocity, w p , of the particle (e.g., a sinking diatom). If this velocity is high compared to the turbulent velocity fluctuations, w', the particle trajectory will be significantly different from that of adjacent fluid points and the sinking particle will simply fall through the turbulent structures, thereby lose the velocity correlation with the ambient fluid environment and effectively diffuse less (Wells and Stock 1983) .
The inertia of a particle is usually quantified in terms of the so-called particle response time, τ p , (sometimes also referred to as relaxation time), which is a function of the particle diameter d p (m) and the particle density ρ p (kg m -3 ) in relation to the fluid density ρ f (e.g., Snyder and Lumley 1971; Graham and James 1996; Gouesbet and Berlemont 1999) : (10) with ν the kinematic viscosity of the fluid (typically 10 -6 m 2 s -1 for seawater). Usually this parameter is divided by the fluid integral timescale, τ f , to yield the Stokes number that determines whether or not the particle will be able to follow the turbulent flow. τ f is constant only in homogeneous turbulence, however, and as we want to deal with inhomogeneous turbulence we will focus on τ p . McAndrew et al. (1998) measured fluid and particle velocities in inhomogeneous turbulence. Their results (Fig. 10) illustrate the effect of τ p on a particle's ability to follow the turbulent motion of the fluid. Particles with τ P = 10 s are virtually unable to follow the turbulent motions, whereas particles with τ P = 0.1 s follow all but the most rapid fluctuations. If Eq. 10 is evaluated for a range of valid particle sizes and densities (the Stokes law applies to plankton particle sizes roughly up to 200 µm), we obtain response times that are about two orders of magnitude smaller than those in Fig. 10b . It can thus be concluded that inertial
Recipe for Lagrangian models 297 Fig. 9 . (a) PDF for Eq. 9 and one time-step of ∆t = 60 s (f = 1/130). The continuous line shows the result for the reflecting boundary condition from Eq. 5, whereas the mixed layer approach from Eq. 6 has been used to produce the dashed line. As the close-up views show, the PDF never departs from unity. (b) Corresponding particle distributions. With an f factor of 1/130, the departure of the dashed curve from the mean never exceeds 0.3%. effects on the particle diffusivity can be neglected for most live, marine phytoplankton, and even fine sediments. The crossing-trajectories effect depends on the magnitude of the particle's sinking or swimming velocity compared to the turbulent fluid velocities. The following correction has been derived by Csanady (1963) : (11) where β is a constant in the range 0.3 ≤ β ≤ 1 depending on the turbulent flow characteristics (Wang and Stock 1983) . O'Brien et al. (2003) used the value of β = 0.356 suggested by Wang and Stock (1983) for flows in which the eddy decay time equals the turnover time and take Eq. 11 one step further to produce (12) Pe is the Peclet number. (13) with h being a characteristic length (e.g., the depth of the SML). As any formulation of the mixing time scale, Eq. 12 is clearly an approximation. It is based on the relationships (14) from Tennekes and Lumley (1972) to equate w p /w' from Eq. 11 with P. As Tennekes and Lumley (1972) explain, their use of the "~" symbol implies a crude approximation, which generally means that the nondimensional coefficient that would make the relation an equation can be as large as 5 or as small as 1/5. The constants that would turn the relations from Eq. 14 into equations are generally unknown due to the inherent difficulty in measuring w' both in a representative lab setup or in the open ocean. The need to quantify these processes therefore led to varying estimates, which vary greatly for different locations and applications. Spigel and Imberger (1987) , for instance, define a parameter φ based on the ratio w p /w', which they use in a similar fashion to how O'Brien et al. (2003) use the Peclet number (i.e., to determine whether sinking or mixing wins in a particular scenario). Their relationship is based on observational data, which showed that sinking dominated for φ > 1 and mixing won for φ < 1. The proportionality factor in their relationship was 15, i.e., (Pe ≡) φ = w p /(15w′), which would introduce a considerable error into the approximations implied in Eq. 12.
Different approaches can therefore yield mixing times (and thus Peclet numbers) that can easily vary by over one order of magnitude or more. Fig. 11 shows two specific examples that illustrate the effect of a factor 10 difference in the mixing or sinking scale and thus the Peclet number. Let us assume, for argument's sake, that the solid line in both panels represents the "correct" result, where K p and τ m have been obtained in some quantitatively correct (but at present unknown) way. The particle distributions shown by the dashed lines could then represent the result of a factor 10 overestimation of the crossing trajectories effect (or of τ m ), which, as we argued above, is within the margin of error of formulations such as Eq. 12. In both cases, the factor 10 increase in the Peclet number has a great effect on the number of particles present near the surface. If we included a light gradient and cell growth to this picture, these differences would be amplified even further, which renders any quantitative deductions on primary production problematic from these formulations.
As an alternative approach, Hinze (1975) suggests a different criterion that can be used to determine whether K p ≡ K f . If a particle is caught in a coherent structure, such as an eddy, the crossing trajectories effect can be neglected if the particle stays inside this eddy over the entire eddy life span. In other words, the displacement of the particle, relative to the fluid points, has to be smaller than the Kolmogoroff microscale η = (ν 3 /ε) 1/4 over the time it takes for the eddy to decay, i.e., the deformation time (where ε is the dissipation of turbulent kinetic energy per unit mass [m 2 s -3 ] and ν the kinematic viscosity [m 2 s -1 ]). The relative velocity of the particle, w p , must therefore be smaller than the characteristic velocity w c : , no correction should be necessary for these environments. In the deep ocean permanent thermocline or in strongly stratified lakes, the dissipation range becomes 10 -10 m 2 s -3 ≤ ε ≤ 10 -8 m 2 s -3 and the critical velocities are 10 -4 m s -1 ≤ w c ≤ 3 × 10 -4 m s -1 , which is within the range of some dinoflagellates and diatoms. For these particles the crossing trajectories effect will therefore become relevant in low mixing environments and K f ≠ K p . However, with our present knowledge of turbulence, it is rather difficult to quantify this effect, due to the still unknown constants that would turn the relations in Eq. 14 into equations. This is one of the pressing issues for experimentalists studying turbulence because the difficulty lies in the measurement of w' and the determination of its relationship to K in a way that is generally valid. In the Discussion, we will use biological arguments to suggest that no correction should be necessary for live phytoplankton even in the most stable environments.
Step 5: Postsimulation treatment of data-Having addressed most of the preliminary problems that need to be considered when designing a Lagrangian particle tracking model, one potential problem in the postsimulation treatment of the data needs to be highlighted. Due to the nature of the Lagrangian approach, the volume of data produced often makes it necessary to output time-or space-averages of the data. Consider the previous examples where 4,000 particles were tracked using a time-step of 6 s. If the position of every particle were output after every time-step at, say, 1 cm vertical resolution, i.e., using 2 digits before and after the decimal point, one obtains 4,000 particles × 6 bytes = 24 Kb every 6 s, which would amount to about 345 Mb for 24 h. The position of the particles is therefore often output as one-to 10-min averages only (e.g., Visser 1997) . If one wishes to use this data at a later point to address other questions, without having to rerun the entire model, care must be taken with how this averaged data are used, as the averaging process affects some of the statistical properties of the particle distribution.
To illustrate this point, 4,000 particles were traced for 48 h in the (modified) diffusivity profile from Fig. 6a using the random walk from Eq. 1 with reflecting boundaries and a timestep of ∆t = 6 s. Fig. 12 shows the standard deviation (STD) of the particle distribution over the entire 48 h before and after taking 10-min means of the data. While the nonaveraged data have a fairly uniform STD throughout the water column, the same curve for the 10-min means does not look uniform at all but appears to have taken a shape similar to that of the diffusivity profile but reflected vertically, i.e., the STD is higher where the diffusivity is lower and vice versa. The overall STD is lower; that is to be expected after taking the mean, which effectively smoothes the data.
The cause for this nonuniformity clearly lies with the diffusivity profile. In the region of low diffusivities and small gradients, changes in the particle concentration occur rather slowly: if a bin contains a low/high number of particles, this bin is likely to contain a low/high concentration again for the next one or few time-steps. At a depth where the diffusivity or the gradient is high, large changes in concentration can occur rapidly. In these two areas, time averaging therefore has different effects. At the same height where the diffusivity is low, i.e., for 23m Շ z Շ 30 m, the particle concentrations over the 48-h period vary mainly at low frequencies, i.e., at longer time scales. In areas of high diffusivity, both high and low frequency variations are present. Time averaging therefore leads to a more significant decrease in the STD in areas of low diffusivity and care must be taken how this data are used to prevent misinterpretations. Depending on the type of analyses, the safest way to resolve this issue is to "bite the bullet" and output the data at every time-step. Alternatively, any analyses that might be affected by the averaging need to be performed on the unaveraged particle positions, i.e., while the model is running.
Discussion
The foregoing sections dealt with the design of Lagrangian particle tracking models in space-and time-varying turbulence with particular focus on aquatic applications with motile or sinking phytoplankton. A recipe has been presented that will facilitate the implementation of a Lagrangian framework in biophysical interaction studies that can range in focus from primary production, to cell physiology (photo-acclimation), to predator-prey interactions. The motivation to provide this collection of tools came from our own experience of designing a Lagrangian model for use in environments with varying tur- bulence. Because it has been only recently that the available computing power has become sufficiently high to render the Lagrangian approach a viable option for bio-physical interaction studies, some of the problems we encountered had not been addressed in the marine literature.
Step 1 of the recipe contained one possible implementation of a random walk equation that is suitable for environments where the turbulent mixing is spatially nonuniform. This issue in particular has created some discussion in the oceanographic literature (Yamazaki and Kamykowski 1991; Holloway 1994; Yamazaki and Kamykowski 1994; Visser 1997; Spagnol et al. 2002) but incorrect implementations continue to appear (e.g., Lizon et al. 1998; Kim et al. 2000) .
Step 2 dealt with the fundamental problem of generating random numbers that are sufficiently random to accurately model particle diffusion (e.g., Hunter et al. 1993 ). This is important as an inadequate random number generator will effectively lead to too low particle diffusion. Most users tend to rely on their software to produce a perfectly random set of numbers, and for most modern implementations of random number generators this trust is likely to be justified. However, the necessary test is so simple that a confirmation can be obtained very easily.
Step 3 showed how to obtain a continuous and differentiable diffusivity profile for use with the random walk from
Step 1. It was demonstrated that the common implementation of a simple reflecting boundary condition (e.g., Visser 1997) produces erroneous results if the turbulence is inhomogeneous in the near boundary area. This issue seems to have been overlooked so far in marine applications of this random walk. A (time-step dependent) error of 10% to 15% is produced in the near boundary particle concentrations. While this may seem small when compared to the uncertainties often found in biological parameters, this effect could lead to significant errors in primary production studies. If we are studying phytoplankton in a very turbid environment where the euphotic zone is only a few meters deep, for example, then an artificially and permanently elevated concentration of cells near the very surface can have considerable effects on their light availability and, if nutrients are not limiting, also on their growth, which would amplify the original error. Two different techniques have been proposed to remedy the problem. The first technique suggests a different implementation of the reflecting boundary condition from Eq. 5 to create a wellmixed boundary layer within which the particles are randomly distributed. This eliminates any discontinuities in the PDF that would arise due to the boundaries, and the particle accumulations disappear (see, in particular, Fig. 9 ). However, as mentioned in Step 3, this random placement has the small side effect on the particles that they effectively lose their memory as their new position within the boundary layer (z n+1 ) is in no way related to the previous one (z n ). For studies that aim to examine the physiology (photo-acclimation) of phytoplankton or primary production in general, this may become relevant, especially if the water column is very turbid. We therefore propose a second technique, which allows the particles to keep their memory. This method slightly alters the diffusivity profile to force the condition K' = 0 at the boundary, which effectively creates a miniature mixed layer with locally homogeneous turbulence. In principle, it is advisable to give preference to the first technique whenever the memory effect is either not relevant or negligible, as this will leave the diffusivity profile unaltered and is computationally easier to implement than the second method. At the end of Step 3, we propose a more specific condition for the allowable time-step in the random walk simulation, which should facilitate a quantitatively sounder choice of ∆t compared to Eq. 3.
In
Step 4 the question of whether or not the diffusivity of the fluid is equal to that of suspended plankton has been addressed. While the inertia of marine phytoplankton has been shown to have no effect on the particle diffusivity, the problem of the crossing trajectories is more difficult to resolve. Recent work by O'Brien et al. (2003) has suggested that substantial corrections would be necessary for planktonic particles. They propose an equation (Eq. 12), which calculates the particle diffusivity as a function of the Peclet number. As outlined in the main text, several arguments counter the use of equations such as Eq. 12 as considerable approximations are necessary for their derivation, which render the results with uncertainties of over one order of magnitude. The examples shown in Fig. 11 demonstrated the significant effect that such high uncertainties can have on the particle distribution and any quantitative inference (in particular in relation to primary production) made from it. Following Hinze (1975) we concluded that for most applications, the crossing trajectories effect can be neglected and, from a physical point of view, may only become relevant in the deep ocean permanent thermocline, or in other very stable environments such as strongly stratified lakes, in combination with plankton that have sinking or swimming velocities greater than 0.1 mm s -1 . However, the current understanding of turbulence is insufficient to yield an accurate correction that would hold in general applications. We therefore had to conclude that the crossing-trajectories effect is likely to become relevant in very low turbulence situations, but we cannot say with sufficient confidence how different K p will be from K f . From a biological point of view it can be argued, however, that immotile organisms that inhabit such stable environments are likely to have sinking velocities less than 0.1 mm s -1 as they would otherwise quickly sink out of the euphotic zone and die. Therefore, we should be able to use K f instead of K p as there are simply no biologically sustainable scenarios in which Pe >> 1 and the particles are sinking. For motile particles with w p > 0.1 mm s -1 in stable environments the argument runs slightly different. In those scenarios, the vertical mixing time scale, τ m = h 2 /K, will be of the order of weeks if not months, and a further reduction due to the crossing-trajectories effect will only have a minor significance for the processes operating on biological time scales which are hours to days. So even for motile particles we should always be able to employ the fluid diffusivity. The last remaining particle species to consider are dead individual cells sinking out of the mixed layer. For this scenario we simply cannot say, with our present knowledge of turbulence, how different K p is going to be from K f due to the unknown constants that would transform the relations in Eq. 14 into equations.
Step 5 it was shown how time-averaging influences the statistical properties of the particle concentrations. The large amount of data produced in Lagrangian models often makes it necessary to output time-averages of the data rather than outputting the particle positions after every time-step. In the averaged data the magnitude of the statistical fluctuations (expressed as the standard deviation) is higher at those depths where the diffusivity is lower and vice versa (Fig. 12) . This could lead one to the wrong conclusion that a faulty random walk model has been used, as there is no physical reason why the STD should be nonuniform. If the results are compared to the unaveraged data, however, the statistical fluctuations appear independent of K. The only way to avoid this problem is to output the particle positions at every time-step or perform any statistical analysis during the model run, i.e., on the unaveraged particle positions. Although, from a mathematical point of view, the effect of averaging on the statistical properties and, in particular on the higher statistical moments, is not new, it was considered worthwhile to include the material as it has not been discussed in this specific context before.
