Introduction.
The problem of constructing moduli space of vector bundles over a projective manifold has attracted many mathematicians for decades. In mid 60's Mumford first constructed the moduli space of vector bundles over algebraic curves via his celebrated GIT machinery. Later, in early 80's Atiyah and Bott found an infinite dimensional symplectic quotient description of this moduli space. Since then, we have learned quiet a lot from the work of Kirwan, Guillemin and Sternberg in 80's that finite dimensional GIT quotient is equivalent to symplectic quotient. A question that is remaining is how Atiyah-Bott's infinite dimensional symplectic quotient is approximated by Mumford's finite dimensional GIT quotient. This is the question we are studying in this paper.
To state our main result, let (X, O X (1)) be a projective manifold polarized by an ample line bundle O X (1) and E be an irreducible holomorphic vector bundle of rank r on X. Then by Kodaira embedding theorem, we know that for k sufficient large a basis {S α } of dim H 0 (X, E(k) := E ⊗O X (k)) will give rise to an embedding G(r, N ) where N := dim H 0 (X, E(k)) and U r is the dual of universal subbundle. We have seen in [W] that the balance equation is a moment map equation. To relate it to Atiyah-Bott's moment map description of Hermitian-Einstein equation, we need a local version of above theorem. First, let us introduce Hermitian metrics h and H on O X (1) and E respectively, and fix the Kähler form on X to be ω :=
√ −1
2π Ric(h). Let V denote the volume of (X, ω). Suppose {S 1 , · · · , S N } is an orthonormal basis of H 0 (E(k)) with respect to the induced L 2 -metric, then the Bergman kernel B k of E(k) is defined by the following:
Clearly, it is independent of the choice of orthonormal basis. Now the local form of Theorem 1.1 can be stated as following Corollary 1.1. E is Gieseker stable if and only if there is a number k 0 such that for any k > k 0 , we can find a metric H (k) which we will call the balanced metric on E(k), such that the Bergman Kernel satisfies the equation
where I E is the identity bundle morphism and χ(k) is the Hilbert polynomial of E with respect to the polarization O X (1).
From the above corollary we deduce that if E is Gieseker stable then for each k >> 1 there is a balanced metric H (k) on E(k). Hence we will have a sequence of Hermitian metric H k := H (k) ⊗ h −k on E. The main result of this paper is to answer the second question of Donaldson in [D1] 
where F (E,H∞) is the contraction of curvature form of E with respect to ω, S(ω) is the scalar curvature of X ands :
It follows from Proposition IV.2.4 in [K] that the equation (2) is equivalent to the original Hermitian-Einstein equation up to a conformal change of the metric on E. By [UY] , we deduce that if E is irreducible then the solvability of equation (2) The paper is organized as following. In section 2, we first put the problem into the framework of moment map geometry. In particular, we present two equivalent approaches, one is infinite dimensional and the other is finite dimensional. Both approaches rely on the analytical estimate presented in section 3, which is essentially due to Donaldson. In section 4, we first construct approximating solutions to the balance equation (1) and then find the genuine solutions nearby, thus prove the main result.
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Moment map geometry.
In this section we will present the moment map description of the equations involved in Theorem 1.1 and Theorem 1.2. There are two different way of doing this, one is infinite dimensional which we follow Donaldson's work [D1] closely and the other is finite dimensional which is along the line of description in [W] . Although they are equivalent, each one has its own advantage the first approach make the quantity we need to estimate more transparent while the second one is simpler and insensible to the singularities of E.
Infinite dimensional picture.
Let us start from a simple example which we will use later.
the corresponding Hermitian metric. Now let us consider
with the induced Hermitian inner product given as following
where
It is a Hamiltonian action with respect to the symplectic form given as the following
Claim. The moment map of this Hamiltonian action is given by the induced infinitesimal action is given by
In particular, if we use SU (N ) action we have the moment map is given by
Proof. We will just do the case A ∈ u(N ). A induces an infinitesimal actioñ
A simple application of above setting is that the moment map for the standard
Consider the family version of the example above. Let E → X be a rank r Hermitian vector bundle over X. Then the natural symplectic form on the space of sections Γ(E) is
and the moment map for the action of the U (r)-gauge group G on Γ(E) is given by
Now let us bring in the holomorphic structures on E. Giving E a holomorphic structure is equivalent to defining a∂-operator,
whose natural prolongation satisfies∂ 2 = 0. Two∂-operators give isomorphic holomorphic structures if and only if they are conjugate by an element in the gauge group G. We say that a connection A is compatible with a holomorphic structure if the (0,1) component of the covariant derivative
is the∂-operator above. In particular, there is a unique connection compatible with both holomorphic and Hermitian structures. If
for an element h = H −1 K ∈ Γ(End(E)) then the corresponding connections are related in the following way∂
and the curvature forms F 1 , F 2 ∈ Ω 1,1 (End(E)) are related by the following equation
Let A denote the space of connections on E. Then any unitary connection in the subset
defines a holomorphic structure on E. The complex gauge group G C acts on
extending the action of the unitary gauge group
Notice that A (1,1) has a natural symplectic structure (c.f. [AB] )
and the moment map for the action of gauge group G is given bỹ
Our main interest is exactly the relation between these µ andμ. Now since the action of the group G on Γ(E) does not preserve the set of holomorphic sections for a fixed connection A ∈ A (1,1) , it is natural to consider the diagonal action of G on the space
where N =dimH 0 (X, E(k)). 1 Let H 0 be the subspace of H consisting of
such that∂ A S α = 0, ∀α and S α 's are linearly independent. Clearly G action preserves
So the G C -orbit are equivalence classes of "holomorphic vector bundles and a basis of holomorphic sections". Now if we look at the diagram
then we will see that the restriction of π 1 to H 0 is injective for sufficient large k at least in a neighborhood of G C · A ⊂ A 1,1 (see the footnote). So we 1 In general N depends on A. It follows from upper semi-continuity theorem that
is constant. This is already enough for our later discussion, since we only care one G C -orbit.
can pull back Kähler form Ω on Γ(E(k)) to H 0 . The moment map for the G action with respect Ω is given by
where S * α := ·, S α . We will drop the term ω n n! under the natural pairing between top forms and functions on X.
Notice that although bothμ and µ G are EndE valued,μ depends only on the connection. So we have to divide out the freedom of choice of basis. That is precisely another symmetry on H 0 , i.e. the action of SU (N ) on the basis (S 1 , · · · , S N ) and the moment map for this action is given by
So the finite dimensional candidates forμ = a is
which is exactly the balance equation (1). Or another way of saying that is the finite dimensional model is the double symplectic quotient
Finite dimensional picture.
Now we take the finite dimensional point of view, there is only one group involved and it also works for sheaves which are not necessarily locally free. First let us recall from [W] that Map holo (X, G(r, N ) ) 2 is the space of holomorphic maps from X to the Grassmanian G(r, N ) and we have the following diagram
Now the SU (N ) action on G(r, N ) induces an action on Map holo (X, G(r, N ) ) with moment map given by
which is exactly the balance equation (1).
To reach our final goal we need another bullet, a finite dimensional implicit function theorem for the moment map. To state the result, let us recall that if we have a compact Lie group G acting on a Kähler manifold Z with moment map ν : Z → g then at each point z ∈ Z we have the infinitesimal action
Now we define an endomorphism of g by
where the adjoint is formed using the metrics on g and T Z. Then we have the following identity
where is J is almost complex structure on Z. Suppose now that the stabilizers of all points under the G-action are discrete, so Q z is invertible for all z in Z. We define
where the norms are defined using the invariant inner product on g. In order to find a solution to the equation ν = 0 we have the following result.
Then there is point w = e iη z 0 , η ∈ g with ν(w) = 0, where |η| ≤ λ|ν(z 0 )|.
Remark 2.1. Notice that the proposition gives us not only the existence but also the distance between the honest solution and the approximate one.
To adapt the proposition to the double symplectic quotient setting (10) we need to treat the case that Z = W//H, and the action of G on Z is induced by an action of G × H on the Kähler manifold W . For each point w ∈ W the infinitesimal action gives
In this variation Λ z can be computed via the following.
In particular
3. Main estimate.
Our task of this whole section to estimating Λ z .
Preparations.
We first derive the formulae that are needed for the estimates. Consider the action of the group SU (N ) on the symplectic quotient
We fix our attention on a single orbit of the complex group SL(N, C); that is, we fix attention on a given holomorphic vector bundle E(k) → X. Our main goal is to solve the equation µ SU (z) = 0 in the given complex orbit. We want to apply the Proposition 2.1, and to do this we need to estimate Λ z , for z ∈ Z, using the formula of Lemma 2.1. We need to keep in mind two points of view: an element of the orbit is represented by a pair (S 1 , · · · , S N ; A) with S α S * α = I, or equivalently by an embedding, still denoted by z : X → G(r, N ) with induced Fubini-Study metric. Given a matrix A = (a αβ ) ∈ √ −1su(N ) we write
To apply Lemma 2.1, we need to find the orthogonal projection of
in the Hilbert space Γ(E(k)) N , to the orthogonal complement of the subspace
Then the orthogonal projection of σ to the subspace P is
Proof. We write
We have to show that, for any
Note that in the fifth equality follows from the fact that
Although the space H 0 is not smooth in general, we are working on a fixed orbit of A which is smooth. So we are able to apply Lemma 2.1 to obtain that
where the minimum runs over A ∈ √ −1su(N ) with A 2 = |a αβ | 2 = 1, and H A is defined in terms of A and S α as before. Our task is to find a lower bound for the sum above.
Proposition 3.2. Continuing with the notation above, we have at any fixed
where · op is the operator norm of
Proof. First we notice that the statement is unaffected under the SU (N ) transformation, so we are free to choose good co-ordinates. Second, recall that
Since α S α S * α = I, S α 's are actually the co-ordinate sections of the universal quotient bundle on G(r, N ), which implies that up to a SU (N ) transformation we may assume that {S 1 , · · · , S r } is an orthonormal bases and S r+1 = · · · = S N = 0 at the point x ∈ X. With this understood, we have
at every point x ∈ X.
If we take the finite dimensional point of view then we need to consider the action of group SU (N ) on Map holo (X, G(r, N ) ). In this set up, N ) ) is the vector field induced by the A along z(X) ⊂ G(r, N ) and Λ
The following proposition relates above two moment map approaches to each other. Thus both approaches rely on the same estimates.
On the other hand, a point z ∈ G(r, N ) can be thought as an N × r matrix. So we have
the proposition follows from the fact
Now we are ready to estimate Λ z . Let us fix any reference metric H 0 on E. For any given k , an orthonormal base of H 0 (X, E(k)) with respect to the metric H 0 ⊗ h k gives rise to a projective embedding X → G(r, N ). Let H 0,k denote the restriction of Fubini-Study metric on E(k) induced from the embedding then these two metrics are equivalent in the following sense
Definition 3.1. Given R > 0 and r > 2 for fixed k we say that another metric H has R-bounded geometry if Throughout this section all norms are with respect to the metric H 0,k on E(k) unless we stress explicitly. Notice that, for this metric if we integrate over X then we have
Thus the error matrix E = (η αβ ) is the traceless Hermitian matrix, and E = 0 if and only if the projective embedding is balanced. We continue with the notation from Section 3.1, so for any matrix A = (a αβ ) ∈ √ −1su(N ) we define H A ∈ Γ(EndE) and section ψ α as in Proposition 3.1. We write ψ for the vector
Let us recall two standard norms on the 
In the following discussion, we will use C to denote any constant which only depends on the geometry of X and the fixed background Hermitian metric H 0 on E but independent of k. The analytical estimates required to prove Theorem 3.1 are summed up in the following:
Proposition 3.4. Suppose E is simple. Then there are constants C s and which depend on R, H 0 and E but independent of k so that for all k sufficiently large , if the basis {S
α } of H 0 (E(k)) has R-bounded geometry we have i) ∂ H A 2 op−L 2 ≤ Ck 3+3n 2 ψ L 2 A ii) H A 2 op−L 2 ≤ C ∂ H A 2 op−L 2 + N V E 2 op A 2 ,
Moreover, if we assume further that
Proof of Theorem 3.1.
By the assumption on E op ≤ k n , we take an :
Now we have two cases to deal with, either
clearly we will have the
Before we prove the Proposition 3.4, let us begin with the following estimate.
Lemma 3.1. Under the hypotheses of Theorem 3.1, there is a constant C such that for any integer
at each point of X.
Proof. Let us start with the following toy model. Let
be the trivial line bundle with Hermitian metric h = e −|z| 2 over C n . Now, let S ≡ 1 be the global holomorphic section. If we consider line bundle
In conclusion, we have
In general, fix a point x ∈ X and a geodesic ball B ⊂ X centered at x over which E is trivial. Since H is R-bounded, by using the quasi-isometry between Hermitian vector bundles (E(k)| B , H 0 ⊗ h k ) and (C n , e −k|z| 2 ) we deduce for any holomorphic section S of E(k)
which implies
Since X is compact, we can choose C so that it depend only on X, (E, H 0 ),R and h but not on k and x. Summing over α we have
To prove ii), we just apply the part i).
Proof of Proposition 3.4. Recall from Proposition 3.2 we have
Now, for each α, we have
Summing over α using the first part of Lemma 3.1, integrating over X we have
using the 2nd inequality of Lemma 3.1. Thus we have established the first inequality of Proposition 3.4. To prove ii), first we have the following inequality due to the simpleness of E
Now Let {e i } r i=1 be a local orthonormal frame for E.
To prove iii), recall that we have the orthogonal decomposition on
By (27), the last term is bounded by E op A 2 , since E op ≤ k n by hypothesis, we deduce that
where for the last identity follows from the proof of Proposition 3.2.
4. Proof of Theorem 1.2.
Construction of approximating solutions.
First, we try to construct "nearly balanced" projective embeddings. Recall that for any fixed Hermitian metrics H and h on E and O X (1) respectively, the Bergman kernel is defined by
where {S α } is an orthonormal basis of H 0 (X, E(k)). 
for all large enough k.
Proof. This is a consequence of the Catlin's result [C] and the expansion formula in the Appendix. Recall that
where A p s are polynomials in the curvature tensor of H ⊗h k and its covariant derivatives, and the error term is uniformly bounded in C r+2 for all metrics H in a bounded family. Consider the Taylor expansion of the coefficients
where A p,l (η) is a homogenous polynomial of degree l depending on H, h, η and its covariant derivatives and s is sufficiently large (depending on r and q). In particular, we have that
where F E is the contraction of curvature form with respect to ω. Thus, for any η 1 , η 2 , · · · , η q ∈ Γ(EndE), we can write
where the b p,l are certain multi-linear expressions in the η j , and their covariant derivatives, beginning with
Thus we get
and for χ(k) we have
and E is simple, there is an unique
In general, suppose we have already solved
is determined by η 1 , · · · , η p−1 . We claim that TrP p is a divergence. This is because the coefficient of k n−p in
and the identity
that is, TrP p is a divergence. Because of the simplicity of E, equation (43) has an unique solution in H 0 (EndE) ⊥ ⊂ Γ(EndE).
Let us fix a positive integer q, by Theorem 4.1 we can find a Hermitian metric H(k) so that 
Here all norms are with respect to H ∞ , the Fubini-Study metric induced from H ∞ .
Proof. The whole construction is SU (N ) invariant so we may assume that
The first part of the proposition then follows from
For the second part, we know that
so we get the second part of the proposition.
Convergence.

Now we are ready to state the
Proof of Theorem 1.2. The proof for the first part is straightforward. Sup-
for some fixed constant C (independent of k). By hypothesis
hence we get the first part. Conversely, fix any integer r > 0 . First we construct an approximate solution using the Theorem 4.1 such that the error term E = O(k −q ), where q > 0 is to be determined. Let k be sufficient large then for
with determined in Theorem 3.1, Proposition 4.1 implies H D has Rbounded geometry and k n E D op ≤ , thus Theorem 3.1 becomes available. By Corollary 3.1, we get Λ z ≤ Ck 3+5n for the corresponding point z ∈ Z. In order to apply the Proposition 2.1 we set q > 3 + 11n 2 , then we have
Note that ν(exp D · z) = E D , Proposition 2.1 then implies that for large enough k, we obtain a solution to our problem with
Let us denote the induced balanced metric by H (k) . Finally we rescale back to
So if we choose q > 3 + 13n 2 + r 2 at the beginning we get the convergence in C r .
Appendix: Expansion of Bergman kernel.
In this section, we compute the the second coefficient in the expansion of the Bergman kernel. The basic idea is due to Tian [T] , and later extended by Ruan [R] and Lu [Lu] .
Statements of the results.
Let us start with the following theorem proved by Catlin 3 Theorem 5.1. [C] 
1) For fixed Hermitian metric H and h on E and O X (1) respectively, there is an asymptotic expansion as
where A i (H, h) ∈ Γ(EndE) are smooth sections defined locally by H.
2)The expansion holds in C ∞ in the sense that for any r, N > 0
for some constants K r,N,H 
where 2π Ric(h), and S(ω) is the scalar curvature of X with respect to ω.
Constructing Peak sections.
We start by introducing a canonical coordinate system for both the base manifold and the holomorphic vector bundle over it. The canonical coordinate which was first introduced by Bochner [Bo] . 
These are the canonical coordinates.
The corresponding bundle version of the above Lemma is the following Proof. We follow the strategy of Bochner. First we choose a holomorphic frame {S i } r i=1 , then near x ∈ X we have the following expansion.
Introduce a new basisS
We have
since we have
. We killed the first order terms. For the second order terms, suppose we have
Again
, so if we set a ij kl = −H ij kl we will be able to kill the second order terms. By continuing this process we will be able to get rid of the pure z i andz i terms up to any order. 
Proof.
To be able to evaluate Bergman kernel at a given point, we need following two propositions.
be a canonical frame for E and e a canonical section for O X (1) in a neighborhood of x. Let the z i 's give a local canonical co-ordinates for x. Proof of Theorem 5.2. For each fixed point x ∈ X, take U x to be a neighborhood of x such that E| Ux is trivial. Choose a canonical co-ordinate {z i }'s for U x , and a canonical frame of E over U x . Now we can apply Proposition 5.1 to get sections {S
. Extend these to a basis coming from the integral of O(|z| 3 ) + kO(|z| 5 ). They vanish because the number of z's does not match the number ofz's for terms with odd degree (This was also observed in [Lu] ). The last identity follows from Corollary 5.1.
To get B x , we only need to invert Π. Our conclusion then follows from Proposition (5.2 ii) and the fact that for any traceless matrix A det(I + tA) = 1 + O(t 2 ).
