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Communities  are  sets  of nodes  that  are related  in an  important  way,  most  likely  sharing
common  properties  and/or  playing  similar  roles  within  a network.  Unraveling  a  network
structure,  and  hence  the  trade  preferences  and  pathways,  could  be  useful  to  a  researcher
or a  decision  maker.  We  implemented  a community  detection  algorithm  to  ﬁnd livestock
communities,  which  is  consistent  with  the  deﬁnition  of a  livestock  production  zone,  assum-
ing that  a community  is a group  of  farm  premises  in  which  an  animal  is  more  likely  to  stay
during  its  lifetime  than  expected  by  chance.  We  applied  this  algorithm  to the  network  of
animal movements  within  the  state of Mato  Grosso  for  2007.  This database  holds  infor-ivestock communities
roduction zones
mation  concerning  87,899  premises  and  521,431  movements  throughout  the  year,  totaling
15,844,779  animals  moved.  The  community  detection  algorithm  achieved  a network  par-
tition that  shows  a clear  geographical  and  commercial  pattern,  two  crucial  features  for
preventive  veterinary  medicine  applications;  this  algorithm  provides  also  a  meaningful
interpretation  to  trade networks  where  links  emerge  based  on trader  node  choices.. Introduction
A  network is a set of nodes that are linked together by a
et of links. When network analysis is applied to study the
ivestock movement patterns, the epidemiological units of
nterest (farm premises, counties, states, countries, etc.)
re represented as nodes, and animal movements between
he nodes are represented as links in the network. Net-
ork analysis has been used to study a range of preventive
eterinary medicine challenges, including epidemic analy-
is, disease distribution patterns, predictive modeling, risk
nalysis, the efﬁcacy of surveillance systems, the impact
f movement regulations and others. For a review of ter-
inology and applications, see Dubé et al. (2009) and
artínez-López et al. (2009).
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Communities are sets of nodes that are related impor-
tantly, most likely sharing common properties and/or
playing similar roles within a network. Recent stud-
ies applied community analysis to animal movement
networks (Green et al., 2009, 2011; Lentz et al., 2011) to
reveal the underlying structure of the network. Unravel-
ing this structure, and hence the farms trade preferences,
could be useful to a researcher or decision maker. For exam-
ple, the existence and/or functionality of groups inside the
network can inﬂuence the spread of diseases (Salathé and
Jones, 2010). Community analysis could also be used to
determine the groups of a stratiﬁed sampling that is consid-
ering animal trade, or help in a risk-based surveillance by
choosing groups of sites that share intense trade with one
another. When trying to eradicate a particular disease, it is
possible to divide the eradication program into steps, san-
Open access under the Elsevier OA license.itizing one group of counties at a time if these counties
present a lower risk of becoming infected by incoming
movements from outside the group. Farm premises that
share trade preferences could also share bio-security and
 VeterinaJ.H.H. Grisi-Filho et al. / Preventive
production practices and be eligible for targeted educa-
tional programs. The delimitation of a zoning area could
consider not only districts and counties with the same san-
itary conditions but also entities who trade with the ﬁrst
ones in a signiﬁcant manner. Community analysis could
help the planning of a given zoning border when isolating a
sub-population (e.g., with border control), therefore, block-
ing trade between farms in different zones; this approach
could optimize the division of a region and evaluate the
expected economic loss after a particular zoning is estab-
lished because of blocked traders, or help to identify the
general ﬂow of a production zone (just a few examples). As
an exploratory technique, the applications of community
analysis are virtually inﬁnite because the presentation of a
visual tool to examine trade networks helps to formulate
new hypotheses, assess assumptions, supports the selec-
tion of further analytical tools and provides the basis for
further data collection.
The networks division into communities, intuitive at
ﬁrst, is actually not well deﬁned. The main elements of the
problem themselves, i.e., the concepts of community and
cluster, are not rigorously deﬁned and require some degree
of arbitrariness and/or common sense. An extensive group
of algorithms and tools were developed to unravel the com-
munity structure of a network (Fortunato, 2010), and the
choice of which algorithm to use must take into account
the deﬁnitions and assumptions of the model, and whether
they are adequate for the problem at hand.
As noticed by Bigras-Poulin et al. (2006), in cattle move-
ment networks, the farms generally behave as sources
(some with in-degree 0, called “breeders”) of cattle, and
abattoirs act as sinks. These two kinds of premises imprint
a ﬂow to the network as a whole. Thus, it is reasonable to
assume that the link direction may  not be ignored without
losing important information, and it is better to use tools
that account for link direction whenever possible.
The few recent applications of community detection
in animal trade networks that account for link direction
(Green et al., 2009, 2011) used the deﬁnition of commu-
nity provided by Newman and Girvan (2004) and adapted
to directed networks by Leicht and Newman (2008): a set
of nodes is a community if the number of directed links
inside it exceeds the expected number of internal directed
links that the same sub-graph would have in the null model
(Fortunato, 2010), which means that the set of nodes within
a community are more densely connected between them-
selves than with a similar set that is not a community. This
deﬁnition is very intuitive and useful, but it is not the only
one.
Kim et al. (2010) developed a community detection
tool that accounts for link direction and weight; this tool
outperforms the one proposed by Leicht and Newman
(2008) in some cases and brings a community deﬁnition
that is more adequate in some networks. This algorithm
is based on the calculation of LinkRank, a derived con-
cept of Google’s PageRank (Page et al., 1999). PageRank is
a link analysis algorithm, that produces a global ranking
of the importance of all nodes, based on the probability
matrix for a random walk process. A random walk is a
path between nodes that consists of a succession of ran-
dom steps, following the links in the network. PageRankry Medicine 110 (2013) 304– 311 305
calculation takes into account the incoming links of a given
node and the incoming links of its neighbors. It is a propa-
gated measure, based on the premise that important nodes
receive links from important nodes. For more details on
PageRank’s computation and parameters, see Langville and
Meyer (2006). With the LinkRank approach, the commu-
nity is deﬁned as a group of nodes in which a random walker
is more likely to stay than would be expected by chance
(Kim et al., 2010). If we deﬁne a site as any location that
can receive and send animals, like farms, abattoirs, mar-
kets, etc. (or, in a broader perspective, counties and states),
and a “livestock production zone” as the set of sites through
which an animal will pass during the production cycle,
then this community deﬁnition is more likely to include
livestock communities, particularly when understanding
the production zones of a country or region. A community
would therefore be deﬁned as a group of sites that an ani-
mal  is more likely to stay during its lifetime than would be
expected by chance. Therefore, the aim of this study was to
implement and test a community detection method that
suits the needs of researchers and decision makers when
identifying trade regions and production zones within any
given area.
2. Materials and methods
2.1. Data
We  analyzed the Mato Grosso state database of cat-
tle movements for 2007 (movements from January 1,
2007 to December 31, 2007), which was  provided by
the Instituto de Defesa Agropecuária do Estado do Mato
Grosso (INDEA). This database holds information concern-
ing 87,899 premises and 521,431 movements throughout
the year, totaling 15,844,779 animals moved. Mato Grosso
is the third largest state in Brazil, with an area of
903,357 km2 and the largest herd of Brazil, with approx-
imately 28,757,438 bovines (13% of the national herd in
2010), the vast majority in beef herds (Instituto Brasileiro
de Geograﬁa e Estatística, 2010). Mato Grosso is located
in the western part of Brazil and has 141 counties. We
extracted information about the location origin, the desti-
nation and the number of animals moved and then applied
it to the smallest public administration unit, merging the
movements made by farm premises that belong in the
same county. Thus, the analyzed network (Fig. 1(a)) has
141 nodes (counties), with 3980 weighted directed links
(link weight is the sum of animals moved from county i to
county j during 2007).
2.2. Detecting communities
The community deﬁnition gives rise to a function
called modularity, which describes the quality of any
given partition to describe the modular structure present
in a network. Partitions with higher modularity values
better reﬂect the networks structure. The modularity
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Fig. 1. Livestock network and highway system. (a) The network of livestock movements between counties of Mato Grosso state in 2007. The node position
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roposed by Kim et al. (2010) can be calculated using the
quation:
lr =
∑
ij
[Lij − ij]ıcicj , (1)
here Qlr is the LinkRank modularity of a given partition;
ij is the LinkRank of the link between nodes i and j; i is the
ageRank of node i; j is the PageRank of node j; and ıcicj is
 if node i and j were assigned to the same community and
 otherwise. The LinkRank of a given link between nodes i
nd j is a measure of its importance and is calculated by:
ij = iGij, (2)
here i is the PageRank of node i and G is the Google
atrix, a probability matrix for the random walk process
for more details, see Kim et al. (2010) and Langville and
eyer (2006)). To optimize the modularity function and
nd an optimal network partition, we used the simulated
nnealing (SA) algorithm (Kirkpatrick et al., 1983). SA is
n optimization method based on a probabilistic proce-
ure that avoids being trapped at local maxima; it was
reviously applied to modularity optimization (Guimerà
t al., 2005; Kim et al., 2010; Good et al., 2010). Good
t al. (2010) showed that networks with modular structure
ill often show a high number of degeneracies, high-
odularity partitions that conceal the optimal solution.
ften a network does not exhibit one clearly deﬁned global
ptima but a plateau of high-modularity solutions that
re not too different from one another. Although this
tructure might seem to be an obstacle in identifying com-
unities within a network, it actually shows that we can
eﬁne a network division that suits situation-dependent
eeds without violating the community deﬁnition chosen.
nstead of providing all of the high-modularity partitions,
t might be useful to extract the common features of these
artitions and identify commonalities (i.e., which nodes
ppear together in these high-modularity partitions). The
nal solution can be used like building blocks to choose
he best future agglomeration method. To summarize, we is proportional to the number of animals traded between two counties
reen areas) (data available at: http://siscom.ibama.gov.br/shapes/). (For
d to the web version of the article.)
selected the top 1% of modularity results and identiﬁed
as a community the group of counties that were always
designated to the same cluster across all of the selected par-
titions. We  did this by multiplying the similarity matrices
of each selected partition element-by-element (Hadamard
product):
Sm = Sm1 ◦ Sm2 ◦ . . . ◦ Smn, (3)
where Sm is the ﬁnal similarity matrix, and Smn is the sim-
ilarity matrix corresponding to partition Cn. A similarity
matrix is a sparse matrix size N × N, where the element
Smij = 1 if nodes i and j belong to the same cluster and 0
otherwise. We then analyze the intra and inter-community
trade, along with the network’s structural properties and
their relations with the cattle beef production system.
2.3. Algorithm performance
The variation of information (VI) distance is a useful
method to evaluate whether the achieved partitions are
similar or too far from one another (Meila˘, 2007). The VI
distance is a metric that is based on entropy and informa-
tion theory, and it measures the amount of information not
shared by two  partitions. The entropy associated with a
clustering C is given by the equation:
H(C) = −
k∑
k=1
P(k) log P(k), (4)
where P(k) is the probability of picking a random object
inside C that belongs to community k. Therefore, H(C) gives
the total uncertainty of C. Let P(k, k′) represent the prob-
ability that a point belongs to k in clustering C and to k′
in C′, namely the joint distribution of the random variables
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Fig. 2. Sampled partitions and modularity surface. The distance between points in the x and y axes represent the VI distance (stress = 23.89). The green
points  are partitions obtained through SA, the black points are random partitions, and the cyan point is our ﬁnal partition. The colored surface represents
the  modularity function, which was reconstructed from all of the analyzed partitions. Partitions discovered with SA are located in the maxima of modularity
 ﬁnal pa
nces to cfunction, close to one another when compared to random partitions. Our
sacriﬁcing a small fraction of modularity. (For interpretation of the refere
article.)
associated with the two partitions. The mutual information
in two partitions C and C′ is given by:
I(C, C ′) =
K∑
k=1
K ′∑
k′=1
P(k, k′) log
P(k, k′)
P(k)P ′(k′)
, (5)
and the result is the amount of uncertainty about C′ that is
reduced if we know C. Deﬁning the VI is straightforward:
VI(C, C ′) = H(C) + H(C ′) − 2I(C, C ′), (6)
when applied to equal partitions VI = 0. When applied to
the extreme partitions that do not share any information,
such as the partitions in which each node belongs to its own
community, C = {{1}, {2}, . . .,  {N}}, and the partition where
all of the nodes belong to the same community C′ = {k}, VI
assume its maximum value possible, VI = log N (where N
is the partition size). We  calculated this pairwise distance
between our ﬁnal solution, all of the SA solutions and 50
random partitions. This collection of pairwise distances can
be organized in a symmetric distance matrix D, where Dij
is the VI distance between partitions Ci and Cj.
To provide a graphic analysis of these distances, we
projected D in a Euclidean plane using multidimensional
scaling (MDS). MDS  constructs a conﬁguration of n points
in a Euclidean space, and points represent the objects such
that the distances between the points match, as closely as
possible, the original dissimilarities (Cox and Cox, 2000).rtition remains close to the SA solutions and its ﬂexibility is achieved by
olor in this ﬁgure legend, the reader is referred to the web version of the
2.4. Software used
The maps were made in R software (R Development Core
Team, 2010), using the following packages: “PBSmapping”
(Schnute et al., 2010), “maptools” (Lewin-Koh et al., 2011),
“sp” (Bivand et al., 2008) and “foreign” (R Development
Core Team, 2011). A visual graph of community net-
work was  made with Gephi (Bastian et al., 2009). The VI
distances were calculated with the R package “mcclust”
(Fritsch, 2009). We  made the developed code available in
the supplementary material.
3. Results
Farm-to-farm movements were responsible for 67.30%
of the total animals moved in 2007 (65% for ﬁnishing and
35% for reproduction purposes). Farm-to-abattoirs move-
ments were responsible for 30.15%. Markets and livestock
expositions were responsible for the remaining 2.55% of
animals moved.
Across 50 iterations, SA was able to detect 24 partitions
that maximize the modularity functions. These partitions
are similar in conﬁguration and modularity values (Fig. 2).
Our ﬁnal solution, that summarizes the clusters found in
all partitions, retains a good modularity value, presenting
a ﬂexibility to deﬁne clusters that reﬂect the community
deﬁnition chosen. It has 11 communities, and 2 counties
remained ungrouped, since they were assigned in dif-
ferent communities across partitions (Fig. 4). Only three
counties were designated to non-adjacent communities,
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Fig. 3. Mato Grosso’s livestock communities (detailed). The node position was  given by the centroid of the corresponding county (approximated). The
node  color identiﬁes the 11 communities found. Nodes with a white dot inside them represent the 22 counties that received more than 70,000 animals
each  to slaughter. The white nodes remained ungrouped. The link size is proportional to the number of animals traded between two counties, and the link
color  identiﬁes the source community of a link. In (a) the node size is proportional to the number of traded animals within a county. In (b) the node size
is  proportional to the PageRank value. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of the
article.)
Fig. 4. Mato Grosso’s livestock communities. (a) The 11 communities found (the white counties remained ungrouped) and (b) the trade between the
communities: the numbers show the community ID (corresponding to Tables 1 and 2). The size and color intensity of the links correlate with the total
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hich shows that our solution has a clear geographical
attern.
The found partition also shows a clear commercial pat-
ern. The identiﬁed communities prefer to trade animals
ith themselves (Tables 1 and 2). In 10 of the 11 com-
unities, an outgoing animal is more likely to stay in its
wn community rather than going to any other community
Table 1). Although community 3 shows a weaker prefer-
nce to trade within itself, because of its intense trade with
ommunity 5, internal trade is still greater than the trade
ade with any other community.
There are thirty counties within the state with abat-
oirs. These counties may  be divided in two distinct groups:
ounties with small abattoirs and counties with one or
ore huge abattoirs. Eight of these counties received in
007 less than 5000 animals to slaughter each, thus being
lassiﬁed as having small abattoirs, while the remaining the number of animals that moved within a community. The node color
 community (Table 1 [diagonal]). (For interpretation of the references to
)
twenty two received more than 70,000 animals to slaugh-
ter each, being classiﬁed as having one or more huge
abattoirs, making them important players in the network.
We found out that the counties with the highest PageRank
(main hubs) of each community are from the latter group of
twenty-two counties, with the exception of community 3,
where there is no abattoir. The presence of big abattoirs is
related with: a high score on PageRank and/or a high num-
ber of animals moved within the counties with abattoirs,
as seen in Fig. 3.
4. DiscussionThere are several methods for ﬁnding community struc-
ture in a network (Fortunato, 2010). However, most of the
available methods were designed for detecting communi-
ties in undirected and unweighted networks.
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Table  1
Outgoing moves (%). Aij = (Wij)/(souti ), where Wij is the total amount of animal movement from community i to community j, and souti is the amount of
community i outgoing animals. The found communities show a clear preference to sell animals internally. The animal trade made by the 2 ungrouped
counties is not shown.
1 2 3 4 5 6 7 8 9 10 11 Total # of animals
1 91.60 0.02 0.00 0.00 3.68 0.69 0.27 1.44 0.02 1.56 0.00 2,519,752
2  0.02 71.31 0.13 0.54 1.35 0.80 19.21 0.17 6.26 0.00 0.08 924,083
3  0.00 10.54 39.23 0.00 23.73 10.69 14.72 0.04 1.05 0.00 0.00 89,107
4  0.00 6.53 0.00 76.02 0.01 2.17 7.04 0.02 2.41 0.00 5.80 1,228,075
5  5.56 0.30 0.73 0.00 70.91 0.27 8.78 10.57 0.42 0.00 0.01 523,644
6  0.08 1.11 1.07 0.19 0.00 94.70 1.74 0.18 0.14 0.00 0.74 3,371,829
7  0.28 9.44 0.14 0.17 3.23 1.11 72.46 9.73 2.77 0.00 0.37 1,265,583
8  2.14 0.42 0.00 0.02 3.39 0.20 8.17 83.66 0.78 0.01 0.01 1,016,299
4.5
0.0
5.59  0.02 5.31 0.01 0.22 0.02 0.07 
10  15.18 0.00 0.02 0.00 0.22 0.33 
11  0.00 4.10 0.05 3.26 0.00 16.66 
Only a few methods for detecting community struc-
tures in directed weighted networks, thus applicable to the
animal movement network we are analyzing, have been
proposed. The methods by Leicht and Newman (2008) and
Kim et al. (2010) are modularity based methods. Modu-
larity is a widely used beneﬁt function and is an efﬁcient
measure of uncovering the community structure (Kim et al.,
2010). As mentioned by Fortunato (2010), modularity is at
the same time a global criterion to deﬁne a community, a
quality function and the key ingredient of the most popular
methods of graph clustering. Among other available meth-
ods for ﬁnding cohesive groups in networks (components,
cliques, clans, k-cores, etc.), as far as we know, only Clique
Percolation Method was adapted to directed and weighted
networks (Adamcsek et al., 2006).
The methods developed by Leicht and Newman (2008)
and Adamcsek et al. (2006) are based on the premise that
a community have more internal links than external ones.
The ﬁrst compares the number of internal links of a com-
munity in a network with the number expected in the null
model, where nodes have a probability to connect to each
other based on their degrees. The second one is based on
the idea that internal links of a community are likely to
form cliques (cohesive subsets of nodes, where all nodes
are connected to each other) due to their high density,
when compared to external links. Both deﬁnitions could
be used in animal movement networks. However, they are
restricted to the idea of link density, while Kim et al. (2010)
uses another approach, based on random walks.
In the approach by Kim et al. (2010), the community is
deﬁned as a group of nodes in which a random walker is
more likely to stay than would be expected by chance. If
we deﬁne a “livestock production zone” as a group of sites
that an animal is more likely to stay during its lifetime than
would be expected by chance, then this community def-
inition is more adequate for livestock communities. The
methods developed by Leicht and Newman (2008) and
Adamcsek et al. (2006) focus on communities with a high
density of internal links, and it is not possible to ensure that
these methods will always ﬁnd communities that fulﬁll the
aforementioned criterion.Although simulated annealing found several different
partitions, these results showed a notorious similarity,
agreeing in the aggregation of the majority of the counties.
Networks that show more than one good partition are0 0.16 89.60 0.01 0.07 3,439,689
0 0.03 0.01 82.57 0.01 724,604
2 0.01 0.57 0.00 69.83 656,241
common and expected (Good et al., 2010). This poses a
problem to choose among the good partitions (which one
is the right one). However, we  see this trait as a good char-
acteristic because it is possible to choose the partition that
best suits the needs of the researcher or decision maker.
Extracting the concordance between the various partitions
is a useful way to extract smaller groups that can be faced
as “building blocks” and merged in a manner that best
suits the objective without violating the community def-
inition chosen. This ﬁnal solution is consistent with the
idea of production zones, showing that an animal is more
likely to stay in its own community rather than moving
to/from any other community. Our ﬁnal solution has not
only a clear geographical and commercial pattern, which is
crucial to preventive veterinary medicine applications but
also a meaningful interpretation in trade networks where
links emerge from the choices of trader nodes; these last
networks are strongly inﬂuenced by “hubs” (high PageR-
ank nodes) that are usually more competitive than other
nodes.
Considering that PageRank is related to the probability
that a randomly chosen animal will pass through a speciﬁc
site, then sites in the end of the production chain will have
a higher PageRank than its counterparts at the beginning
of the production chain. As such, in regions with a strong
cattle beef production, counties with abattoirs will accu-
mulate a substantial fraction of the network’s PageRank,
becoming hubs. An abattoir may  be installed in a region
with a great supply of cattle, but the consolidation of a
community may  be associated with the presence of the
abattoir itself, which acts as an attractor, inﬂuencing the
choice of nearby farmers and thus changing the local trade
structure.
We found a signiﬁcant participation of farm-to-farm
movements (67.30%) on the network. These include ﬁn-
ishing (65%) and reproduction (35%) purposes, suggesting
that there is a “cow-calf to feedlot” structure.
Each community (except community 3) presents at least
one hub county with a big abattoir (more than 70,000 ani-
mals sent to slaughter), this kind of county always being the
main hub (highest PageRank score) of these communities,
suggesting that the abattoirs act as sinks in their commu-
nities, and that there is a production structure clustered
around them. The within community movements observed
in Tables 1 and 2 are potentially associated with the
310 J.H.H. Grisi-Filho et al. / Preventive Veterina
Ta
b
le
 
2
In
co
m
in
g 
m
ov
es
 
(%
).
 
A
ij
= 
(W
ij
)/
(s
in j
),
 
w
h
er
e 
W
ij
is
 
th
e 
to
ta
l a
m
ou
n
t 
of
 
an
im
al
 
m
ov
em
en
t 
fr
om
 
co
m
m
u
n
it
y 
i t
o 
co
m
m
u
n
it
y 
j, 
an
d
 
si
n j
is
 
th
e 
am
ou
n
t 
of
 
co
m
m
u
n
it
y 
j i
n
co
m
in
g 
an
im
al
s.
 
Th
e 
an
im
al
 
tr
ad
e 
m
ad
e 
by
th
e  
2 
u
n
gr
ou
p
ed
 
co
u
n
ti
es
 
is
 
n
ot
 
sh
ow
n
.
1 
2 
3 
4 
5 
6 
7 
8 
9 
10
 
11
1 
92
.3
8
0.
05
0.
01
0.
00
 
15
.8
8 
0.
52
 
0.
43
 
3.
32
 
0.
01
 
6.
08
 
0.
01
2 
0.
01
 
58
.7
5 
1.
51
 
0.
51
 
2.
13
 
0.
22
 
11
.1
9 
0.
14
 
1.
79
 
0.
00
 
0.
12
3  
0.
00
0.
84
44
.5
4
0.
00
3.
62
0.
28
0.
83
0.
00
0.
03
0.
00
0.
00
4  
0.
00
 
7.
15
 
0.
03
 
95
.6
0 
0.
02
 
0.
78
 
5.
45
 
0.
02
 
0.
92
 
0.
00
 
12
.6
7
5 
1.
16
0.
14
4.
89
0.
00
63
.5
9
0.
04
2.
90
5.
05
0.
07
0.
00
0.
01
6  
0.
10
 
3.
34
 
45
.7
9 
0.
67
 
0.
03
 
94
.1
9 
3.
71
 
0.
54
 
0.
14
 
0.
00
 
4.
41
7 
0.
14
10
.6
5
2.
18
0.
22
6.
99
0.
42
57
.8
1
11
.2
3
1.
09
0.
00
0.
82
8 
0.
87
0.
38
 
0.
04
 
0.
02
 
5.
90
 
0.
06
 
5.
23
 
77
.5
7 
0.
25
 
0.
01
 
0.
02
9 
0.
03
 
16
.3
0 
0.
42
 
0.
78
 
0.
14
 
0.
08
 
9.
76
 
0.
49
 
95
.5
8 
0.
03
 
0.
46
10
 
4.
40
0.
00
0.
15
0.
00
0.
27
 
0.
07
 
0.
00
 
0.
02
 
0.
00
 
92
.5
8 
0.
01
11
 
0.
00
 
2.
40
 
0.
44
 
2.
19
 
0.
00
 
3.
23
 
2.
28
 
0.
01
 
0.
12
 
0.
00
 
81
.4
7
To
ta
l #
 
of
an
im
al
s
2,
49
8,
58
9 
1,
12
1,
68
1 
78
,5
01
 
97
6,
50
3 
58
3,
91
9 
3,
39
0,
25
7 
1,
58
6,
20
9 
1,
09
6,
00
7 
3,
22
4,
36
6 
64
6,
29
6 
56
2,
45
8ry Medicine 110 (2013) 304– 311
cow-calf to feedlot structure that precedes the movements
to abattoirs.
Community 3, the only one without an abattoir, is
the only that trades animals with other communities in
a greater extent than with itself (Tables 1 and 2). This
observation, associated with this community’s ingoing
movements from community 6 (Table 2) and outgo-
ing movements to community 5 (Table 1), reveals that
this community plays a singular role, taking animals
from north (community 6) and sending them to south
(community 5).
Other factors may  be playing different roles in the
network topology, and consequently in the formation of
communities, like natural barriers and the highway sys-
tem. Fig. 1(a) shows an area with a low link density in the
northeastern region of the state, circled by communities
6, 3, 5, 1 and 10 (Fig. 4(b)). This area coincides with the
“Parque Indígena do Xingú” (Xingú National Park), which
is an indigenous territory with an area of approximately
27,000 km2 (Fig. 1(b)), created in 1961 to protect the envi-
ronment and the indigenous populations of the area.
Although this method could be applied to detect com-
munities at the farm-level, the computational time of SA
algorithm scales as O(n2), which means that it becomes
impractical for networks over 104 nodes. With the imple-
mentation of a faster optimization algorithm, or with an
increase in computational power, this community deﬁni-
tion could be applied to any level of livestock movements.
Livestock production in Mato Grosso and other regions
is expected to follow an annual cycle, related to the sea-
sonal pattern of one rainy and one dry season during the
year. It could be interesting to analyze the rainy and dry sea-
son separately, to check for potentially different structural
patterns on the livestock network. Yet, we  cannot rule out
the possibility of having long-term effects following cycles
longer than 1 year. A future potential analysis would be to
analyze data for a period longer than 1 year using meth-
ods for dynamic communities. These methods, however,
are still in its infancy (Fortunato, 2010), but are potentially
useful tools to monitor the time evolution of communi-
ties, investigating how communities may  form, evolve and
vanish.
5. Conclusion
We see that the method described in this paper can
successfully unravel a community structure in a livestock
network. We  think that this approach is appropriate for
livestock networks and production zones, as well as other
networks where the path traveled by a random walker
(or the nodes decision to establish links with other nodes)
is embedded in the community deﬁnition. This approach
could be used to better understand the networks ﬂow,
guide a risk-based surveillance system, help in predictive
modeling, guide a stratiﬁed sample, determine target areas
for sanitary programs and deﬁne a zoning area with border
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