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1 Introduction
In time series econometrics it is a common approach to study links between variables with
constant covariances by establishing long run relationships. A classical example for this
task is given by the cointegration concept introduced in Engle and Granger (1987) (see
Johansen and Nielsen (2019) for recent developments in the field). Reference can be also
made to Engle, Ng and Rothschild (1990) who introduced factor GARCH models to study
co-movements in the volatilities of returns variables. Müller and Watson (2018) highlight
long-run covariability for various U.S. economic variables. In the literature extensions of these
concepts in the case of processes with non stationary covariance are available. For instance
Kim and Park (2010), Cavaliere, Rahbek and Taylor (2010) and Wang, Zhao and Li (2019)
investigated the statistical analysis of cointegrated systems with non constant unconditional
covariance. Cardinali and Nason (2010) introduced the concept of costationarity. More
precisely they supposed the possible existence of linear combinations of locally stationary
processes producing a stationary process. This interest for time series with non constant
variance may be explained by the fact that such feature is commonly encountered in practice.
For instance Sensier and van Dijk (2004) considered 214 U.S. macroeconomic variables and
found that approximately 80% of these variables have a changing variance through time.
In this paper we wish to test the existence of a linear relationship between the non
constant variance of economic variables. The proposed tools are intended to complement the
use of the above cited concepts in applied studies, by establishing common behaviors between
variables through their non constant variance. Our methodology is based on the residuals
obtained from the estimation of vector autoregressive (VAR) model for the conditional mean
of the observed process. A natural way to detect departures from a linear relation between
variance structures is to consider a cumulative sum (CUSUM) statistic. However using a
result of Hansen (1992a), it is found that the test statistic has a non standard asymptotic
behavior under the null hypothesis. As a consequence we use the wild bootstrap method to
implement our test (see Wu (1986) for the wild bootstrap method).
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The tool developed in this paper can be useful for a variety of econometric studies. For
instance it can be used to form clusters of seasons by determining common heteroscedastic
patterns (see Trimbur and Bell (2010) for more details on seasonal heteroscedasticity). For
regional data it can be considered to test if the amplitude changes are shared by sets of
individuals (see the Consumer Price Indexes (CPI) of U.S. cities example in Section 3.2
below). More generally it allows to investigate how the variability of a given variable can
impact the variability of another one, as illustrated in the following example. Let us consider
the monthly U.S. energy and transportation consumer price indexes (CPI) for all urban
consumers from May 1, 1979 to May 1, 2019 (see Figure 1).1 The levels and dynamics
of such a kind of data are often studied using cointegration and causality concepts (see
among others Oh and Lee (2004), Lise and Van Montfort (2007), Chang et al. (2009) or
Ramos and Veiga (2014)). However these contributions may be complemented by identifying
common time-varying variance behaviors. Following our methodology we begin by filtering
the conditional mean of the first differences of the variables using a VAR model. Now
examining the squared residuals obtained from the previous step in Figure 2, it is reasonable
to suppose a proportional relationship between the CPI variances. From this observation,
it turns out that the variability of the transportation CPI is driven by the variability of the
energy CPI. More generally such kind of study may help econometricians to identify the
sources of variable’s time-varying instability.
The structure of this paper is as follows. In Section 2 we first set the dynamics ruling
the observed process. In a second step we introduce the CUSUM test statistic and derive
its asymptotic properties. The bootstrap procedure is also introduced and some practical
issues are discussed. In Section 3 numerical experiments are conducted to shed some light
on the finite sample behavior of the studied test. The use of the proposed methodology is
illustrated using U.S. regional data. The proofs of the theoretical results are gathered in
1The data may be downloaded from the website of the research division of the Federal Bank of Saint
Louis. https://fred.stlouisfed.org/
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Section 4.
2 Testing for linear relations between non constant vari-
ance structures
Let us consider the bivariate VAR process Xt,T :
Xt,T = µ0 +
p∑
j=1
A0jZt−j,T +Υt,T , (1)
where X1,T , . . . , XT,T are observed, Υ1,T , . . . ,ΥT,T are the innovations with T the sample size.
The mean of the observations is given by µ0 := E(Xt,T ) and Zt,T = Xt,T −µ0. The dynamics
of the series are driven by the autoregressive matrices A0j , j = 1, ..., p. Let us denote by
⊗ the usual Kronecker product and introduce vec(.) the operator consisting in stacking the
columns of a matrix into a vector. Let the matrix of parameters A0 = [A01 : · · · : A0p]. In
the sequel we consider the parameters vector θ0 = vec (A0), so that we can write:
Zt,T = (Z
p
t−1,T ⊗ I2)θ0 +Υt,T ,
with Zpt−1,T = (Z
′
t−1,T , . . . , Z
′
t−p,T ). As pointed out by Lütkepohl (1982), it may be of inter-
est to add other relevant variables to the system under study. Here a bivariate system is
considered for the sake of conciseness. The following condition holds throughout the paper
although our results can be extended easily to the cointegrated case.
Assumption A0: Stability of the observed process.
detA(z) 6= 0 for all |z|≤1, with A(z)=Id −
∑p
i=1A0iz
i.
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We make the following assumption delineating the heteroscedastic structure.
Assumption A1: Time-varying covariance structure of (Υt,T ).
We assume that Υt,T = Ht,T ǫt where:
(i) The matrices Ht,T satisfy Ht,T = G(t/T ), and the components gkl(r) of the matrix G(r),
r ∈ (0, 1], are measurable non constant deterministic functions, such that supr∈(0,1] |gkl(r)| <
∞. Each gkl(·) satisfies a Lipschitz condition piecewise on a finite number of some sub-
intervals that partition (0, 1] (the partition may depend on k, l). The matrix G(r) is invert-
ible for all r.
(ii) The process (ǫt) is iid and such that E(ǫt) = 0, E(ǫtǫ
′
t) = I2, and (E‖ǫt‖4ν) < ∞ for
some ν > 1 and where ‖.‖ denotes the Euclidean norm.
In A1(i) we use the rescaling device introduced by Dahlhaus (1997) for defining the
Ht,T ’s. This non constant covariance specification is widely used in the literature, and allows
for a wide range of unconditional time-varying covariance patterns commonly observed in
macroeconomic variables as for instance abrupt shifts or cyclical behaviors. The invertibility
assumption on G(r) entails that the Ht,T ’s are invertible, but also that the non constant
covariance structure Σ(r) = G(r)G(r)′ is positive definite for all r. The condition A1(ii)
ensures the identifiability of the covariance structure. Under A1 an estimator µˆ such that
√
T (µˆ − µ0) = Op(1) is available from Lemma 1 of Xu (2012). Using Zt,T (µˆ) = Xt,T − µˆ, it
is easy to see from Patilea and Raïssi (2012) that a
√
T -asymptotically normal estimator of
θ0 is available. In the sequel we denote by θˆ such an estimator. Once the conditional mean
is filtered in accordance to the above steps, we can proceed to the analysis of linear relations
in the covariance structure. Before this, let us underline that the study of common linear
relationships between variance structures is meaningless if the studied processes are in fact
homoscedastic. Then it is important to check that the variances are time varying using, for
instance, the multivariate CUSUM test proposed by Aue, Hörmann, Horvàth and Reimherr
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(2009).
Let us denote by Υ1t,T (resp. Υ2t,T ) the errors corresponding to the first component of
Xt,T (resp. second component of Xt,T ), so that we have Υt,T := (Υ1t,T ,Υ2t,T )
′. In this paper
we wish to test the null hypothesis (H0) that there exists a linear relationship between the
variance structures of Υ1t,T and Υ2t,T . More precisely denoting by σ
2
i (r) the ith diagonal
element of Σ(r), we test:
H0 : σ
2
2(r) = a0σ
2
1(r) + b0, for all r ∈ (0, 1], (2)
against the alternative that
H1 : σ
2
2(r) 6= a0σ21(r) + b0, for all r ∈ [π1, π2],
for some fixed 0 < π1 < π2 ≤ 1 and (a0, b0)′ ∈ R2.
The most popular tests to detect departures from a linear form are the cumulative sum
(CUSUM) type tests and the Chow test. Hansen (1992b) has underlined that the CUSUM
type tests have several advantages on alternative approaches. In particular CUSUM tests
do not need to fix a possibly arbitrary change point on the contrary to the Chow test (see
Chow (1960) for more details). This explains why many of the papers dealing with some
departure from a null hypothesis through time use CUSUM statistics. Reference can be
made to the analysis of non constant variances structures by Cavaliere and Taylor (2007,
Section 6) among others. Hence for testing H0 vs.H1, we consider the CUSUM statistic:
S = sup
r∈(0,1]
|δr|,
where δr = T
−
1
2
∑[Tr]
t=1 ζˆt,T , with r ∈ (0, 1], ζˆt,T = Υˆ22t,T−a0Υˆ21t,T−b0 and Υ̂t,T = (Υˆ1t,T , Υˆ2t,T )′
are the residuals of the conditional mean estimation. Now denote by σ2ξ (t/T ) the variance
of ζt,T := Υ
2
2t,T − a0Υ21t,T − b0. The σ2ζ (.) can be expressed in function of the components
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of the matrix G(.) and the fourth moments of the components of ǫt. The existence of
σ2ζ (.) is ensured by the conditions supr∈(0,1] |gkl(r)| < ∞ and (E‖ǫt‖4ν) < ∞ in A1. The
following proposition gives the asymptotic behavior of our statistic. Let us denote by⇒ the
convergence in distribution.
Proposition 2.1. Under H0 and if the assumptions A0, A1 and model (1) hold true, then
we have
S ⇒ sup
r∈(0,1]
|L(r)|,
where L(r) =
∫ r
0
σζ(r)dB(r) and B(.) is a standard Brownian motion.
From the proof of Proposition 2.1, it is clear that any model for the conditional mean
that admits an estimator fulfilling (4) is suitable to apply the methodology proposed in the
paper. On the other hand note that the asymptotic behavior of our test statistic is not
standard. For this reason we use the bootstrap methodology to build a feasible test. Note
that the block bootstrap (i.e. sampling by blocks) is useless in our case, as it is unable to
reproduce the non constant variance structure of the data. For this reason, the commonly
used wild bootstrap technique will be considered. For instance Cavaliere and Taylor (2008,
2009) studied the problem of unit root testing in presence of non constant variance in this
way. Thus let us define the bootstrap statistics2
S(b) = sup
r∈(0,1]
∣∣δ(b)r ∣∣ , where δ(b)r = T− 12 [Tr]∑
t=1
ζ
(b)
t,T ,
and ζ
(b)
t,T = ζˆt,Tη
(b)
t with η
(b)
t ∼ N (0, 1), b = 1, . . . , B, for some large B. Let the bootstrap
p-value
pBT =
1
B
B∑
i=1
I
(
S(b) ≥ S) .
2We made a slight abuse using the term "bootstrap" as we do not generate bootstrap counterparts of
Xt,T since we are considering the squares of the residuals.
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The null hypothesis is rejected if the bootstrap p-value is lower than some predetermined level
α. The following proposition gives the asymptotic behavior of the bootstrap statistics under
H0 and H1. The reader is referred to Giné and Zinn (1990) on the convergence concepts in
a bootstrap framework.
Proposition 2.2. Suppose the assumptions A0, A1 and model (1) hold true, then we have
(i) under H0:
S(b) ⇒p sup
r∈(0,1]
|L(r)|,
where ⇒p means that weak convergence under the bootstrap probability measure occurs
in a set with probability converging to one, and
(ii) under H1: p
B
T → 0, in probability as T →∞.
The assertion (i) of Proposition 2.2 ensures that under H0 the bootstrap statistics S
(b)
have asymptotically the same behavior as that of the original statistic S. Under H1, the
assertion (ii) ensures that the proposed test is able to detect alternatives. Let us mention
that several other distributions for the bootstrap disturbances are available in the literature.
The random variables η
(b)
t may for instance follow the Rademacher or Mammen distributions
among others possibilities (see Mammen (1993) for more details on these commonly used
distributions). In our empirical size study in Section 3.1 below, we considered standard
normal and Rademacher (i.e. P (η
(b)
t = −1) = P (η(b)t = 1) = 0.5) bootstrap disturbances.
However our simulation results show a good control of type I errors for in both cases. This
suggests that the specification of the bootstrap disturbances does not change the general
conclusions of the paper.
It is interesting to note that the statistic S may be unbalanced in the sense that the
maximum value is more likely to be attained in periods where the heteroscedasticity is high,
so that the alternatives that occur in periods where the variance is low will be more difficult
to detect. In presence of important variance changes one can equally divide the whole sample
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and apply the above bootstrap procedure on each subsample, rejecting the null hypothesis
if it is rejected for at least one subsample. Of course in such a case a Bonferroni correction
should be used (see Miller (1981) for the Bonferroni correction technique).
Finally let us say few words on how the a0 and b0 coefficients could be fixed in practice.
First the values of the tested coefficients can be suggested from the underlining study, as for
example if we test the equality of two variance structures. Also one could consider a grid
of possible values. On the other hand let us point out that estimating a0 and b0 by OLS
for instance lead to a different asymptotic behavior for the test statistic. This asymptotic
behavior can be obtained using similar arguments to that of Hansen (1992c). Nevertheless
we found that the wild bootstrap procedure is unable to reproduce it. We conjecture that
uniform convergence is needed in Proposition 2.1 in such a case.
3 Numerical illustrations
In this section a simulation study is first conducted. Our methodology is next applied to
U.S. regional data. In the empirical size study, we considered the Rademacher and standard
normal distributions for the bootstrap disturbances. Let us recall that the Rademacher
distribution is such that P (η
(b)
t = −1) = P (η(b)t = 1) = 0.5. The test with the standard
normal (resp. Rademacher) distribution will be denoted by QS,norm (resp. QS,rad). The
linear relations between variance structures are tested at the nominal level α = 5%. In all
our experiment we fixed B = 999.
3.1 Monte Carlo experiments
The finite sample properties of the testing procedure introduced above are examined by
mean of Monte Carlo experiments. The data generating process (DGP) we use is of the form
Xt,T = µ0 + A01Zt−1,T + A02Zt−2,T +Υt,T ,
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with µ0 = (0, 0)
′ throughout this section, so Zt−1,T = Xt−1,T . Unless otherwise specified, the
mean and autoregressive parameters will be assumed unknown. The autoregressive matrices
and the heteroscedastic errors are specified below.
In all our experiments we set
Υt,T ∼ N (0,Σ(t/T )), (3)
where the components of Σ (t/T ) are given by Σ11 (t/T ) = 1 + 0.4 exp(t/T ), Σ22 (t/T ) =
0.5Σ11 (t/T ) + δf( 1
0.08
(t/T − 0.5)), and Σ12 (t/T ) = 0.8√Σ11 (t/T )Σ22 (t/T ) with obvious
notations, and f(.) the density of the standard normal distribution. For the empirical size
study we take δ = 0. In all the cases the process (Υt,T ) is independent. The cases δ > 0 are
considered for the empirical power analysis. Under H0 the covariance setting is inspired by
the real data study below. In particular an increasing behavior is found for the variances
structures and a high correlation between the errors components is fixed.
We investigate the case where a serial correlation is present in the data leading to a
preliminary estimation of the conditional mean. For this purpose VAR(1) (A02 = 02×2) and
VAR(2) models are considered. In the case of the VAR(1) model the following AR matrix
is used:
A01 =
 0.9 −0.1
0.2 0.8
 ,
so there is a strong serial correlation, while we consider
A01 =
 0.5 0.2
−0.1 −0.4
 , A02 =
 −0.3 0.1
0 0.2

in the VAR(2) case. On the other hand, note that in the methodology described in the previ-
ous section, we do not generate bootstrap replicates of the original observations Xt,T . Hence
in order to evaluate the effects of applying the bootstrap directly to the squared residuals,
A01 and A02 are set equal to zero so we have Xt,T = Υt,T . Then the results corresponding
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to the case where the test statistic S is computed from (overfitted) VAR(1) residuals will
be compared to those where the Υt,T ’s are assumed observed. In the latter case this entails
to assume A01 = A02 = 02×2 and µ0 = (0, 0)
′ known, which is not realistic in most of the
cases. However recall that we only aim to evaluate the effect of skipping the conditional
mean estimation in the bootstrap procedure. In each experiment N = 1000 independent
trajectories are simulated using (3).
First the empirical size of our tests are investigated (δ = 0). Table 1 and 2 correspond
to the case where correct VAR(1) and VAR(2) models are fitted to the simulated data. In
Table 3 the relative rejections frequencies of the test are given for the case of a mis-specified
VAR(1) model fitted to VAR(2) processes. In Table 4 the outputs for the independent
observed processes are displayed. Since we carried out N = 1000 independent experiments,
and if we suppose that the finite sample size of the tests are 5%, the relative rejection
frequencies should be between the significant limits 3.65% and 6.35% with probability 0.95.3
Therefore the relative rejection frequencies outside these limits are displayed in bold type.
The relative rejections frequencies in Table 1 and 2 suggest a good control of the type
I error for the proposed test for all the sample sizes. In particular we did not observe
clear size distortions that could arise from small samples or from the fact that bootstrap
counterparts of Xt,T are not generated. However from Table 3 it can be seen that the test
is oversized when the underlying model is mis-specified, even for large samples. In view of
the econometric literature this result is not surprising. For instance Thornton and Batten
(1985) or Stock and Watson (1989) among others have shown that if the underlying VAR
structure is not adequately specified, then the linear Granger causality in mean analysis may
be quite misleading. Several authors underlined that a correct lag length for VECM forms
is crucial for the cointegration analysis (see e.g. Gonzalo and Pitarakis (1998)). In the same
3Using the standard Central Limit Theorem the relative rejection frequencies should be within the con-
fidence interval
[
5± 100 ∗ 1.96 ∗
√
0.05∗0.95
N
]
with a probability of approximately 0.95.
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way it is important to ensure the goodness-of-fit for the conditional mean before analyzing
the non constant variance structure in our case. In the framework of model (1), such a task
can be carried out using the tools proposed in Patilea and Raïssi (2013) or Raïssi (2015).
Next we turn to the outputs for the uncorrelated case. From Table 4, we can see that
there is no significant difference between the overfitted case, leading to build the test statistic
using residuals, and the case where the ζt,T ’s are assumed observed. Then, it seems that
skipping the conditional mean estimation in the bootstrap procedure does not change much
the size properties of the test.
Now let us say few words on the choice of the bootstrap disturbances. In general we
did not encountered major differences between the outputs of the standard normal and
Rademacher distributions (see Tables 1-4). In particular let us underline that under our
hypotheses, and if we suppose that the ζt,T ’s are observed with a symmetric distribution, it
can be shown that the bootstrap statistics have exactly the same distribution as S if the
bootstrap disturbances follow a Rademacher distribution (see the proof of Theorem 1 in
Davidson and Flachaire (2008)). Although the above conditions are met in the left side of
Table 4, we do not remark a significant difference between outputs of the Rademacher and
standard normal distributions. As a consequence, it seems that the choice of the bootstrap
disturbances has a little effect on the empirical size of the test.
Now we study the behavior of our test under the alternative. To this aim two samples
are considered T = 200, 400, and we take several values for δ. In the sake of conciseness,
we only considered the QS,norm test. Indeed, we also found similar results for the standard
normal and the Rademacher disturbances under the alternative hypothesis. In Figure 3 the
relative rejection frequencies in the VAR(1) and the VAR(2) cases are displayed. In each
case the conditional mean is correctly specified. The outputs corresponding to uncorrelated
(Xt,T ) are given in Figure 4. Two situations are examined: the errors are assumed observed
and the overfitted VAR(1) case.
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The obtained results suggest that the proposed test has a stronger capacity to detect de-
partures from H0 as T is large and δ is far from zero. When the sample is small (T = 200),
we can also observe some slight loss of power when a conditional mean is estimated in com-
parison to the case where the (ζt,T ) is assumed observed (see the left panel of Figure 4).
For larger samples (T = 400) the right panel of Figure 4 show that the relative rejection
frequencies become similar.
In conclusion our experiments show that our test behaves reasonably good for samples
sizes commonly observed for heteroscedastic data. On the other hand we did not find major
finite sample consequences neglecting the conditional mean estimation step in the bootstrap
algorithm or regarding the choice of the bootstrap disturbances.
3.2 Real data analysis
As an illustrative example we investigate the variance structure of the 4-dimensional system
composed by the first differences of the bimonthly U.S. consumer price indexes (CPI) for all
urban consumers, all items, from January 1, 1978 to November 1, 2017 for four cities in the
U.S.: Chicago, New York, Los Angeles and Boston. The length of the series is T = 239 after
differencing. The data can be downloaded from the website of the research division of the
Federal Reserve Bank of Saint Louis. Considering the first differences allow to eliminate the
trending behavior in the identification-estimation-validation and forecast Box and Jenkins
approach to time series modelling.
Regional economics are widely studied in the applied literature. The reader is referred
to papers published in specialized reviews as Journal of Urban Economics or Journal of
Regional Analysis and Policy among many others. In view of the plot of the series before
computing the first differences, in Figure 5, a cointegration analysis in a heteroscedastic
framework seems relevant (see the tools developed in Cavaliere, Rahbek and Taylor (2010)).
In addition as we can clearly observe a global increasing variance, one wonders whether the
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variabilities of the different CPI’s are increasing in the same rate or not. In this way we
illustrate how our methodology may serve in finding common patterns in order to make
clusters of (regional) time series variables. Note also that clustering is a routine task for
time series (see e.g. Shumway (2003) or Hirukawa (2006)).
We adjusted a VAR(4) model to filter out the conditional mean of the studied series. In
our VAR system the first component corresponds to the Chicago CPI, the second to the New
York CPI, the third to the Los Angeles CPI and the fourth to the Boston CPI. The model
adequacy is checked using the adaptive Box-Pierce portmanteau test proposed in Patilea
and Raïssi (2013). The p-value corresponding to 18 autocorrelations in the test statistic is
11.01%. The existence of second order dynamics in the residuals is tested by considering
the Monte Carlo cross validation portmanteau test proposed in Patilea and Raïssi (2014).
The p-values corresponding to 1, 3 and 6 autocorrelations, displayed in Table 5, show that
a deterministic time-varying variance seems reasonable. Hence our outputs suggest that
a VAR(4) model with a deterministic specification for the errors variance structure seems
adequate.
Using the residuals obtained from the previous step, we test the following hypotheses,
with p-values obtained from 999 bootstrap iterations:
E(Υ21t,T ) = E(Υ
2
2t,T ), "Chicago=New York", p− value = 36.7%,
E(Υ21t,T ) = E(Υ
2
3t,T ), "Chicago=Los Angeles", p− value = 90.9%,
E(Υ21t,T ) = E(Υ
2
4t,T ), "Chicago=Boston", p− value = 90.5%,
E(Υ22t,T ) = E(Υ
2
3t,T ) "New York=Los Angeles", p− value = 9.2%,
E(Υ22t,T ) = E(Υ
2
4t,T ) "New York=Boston", p− value = 15.7%,
E(Υ23t,T ) = E(Υ
2
4t,T ) "Los Angeles=Boston", p− value = 85.8%.
Our analysis indicate that there is no evidence to reject an equality relation between the
variance shapes of the different CPI’s. Note however the variance structure of the New-York
CPI seems somewhat away from the other studied cities.
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4 Proofs
Proof of Proposition 2.1. Define Zt,T (µ) = Xt,T − µ, and Zpt−1,T (µ) = (Zt−1,T (µ)′,
. . . , Zt−p,T (µ)
′) for any µ ∈ R2. Introduce Υt,T (θ, µ) = Zt,T (µ) − (Zpt−1,T (µ) ⊗ I2)θ for any
θ ∈ R4p such that Υt,T (θ, µ) exists. In particular Υt,T (θ0, µ0) = Υt,T and Υt,T (θˆ, µˆ) = Υ̂t,T .
Assuming that (1) holds true, under A0, A1, we have from the Mean Value Theorem
T−
1
2
T∑
t=1
Υ̂2it,T = T
−
1
2
T∑
t=1
Υ2it,T (θ0, µˆ)−
{
2
T
T∑
t=1
Υit,T (θ, µˆ)RiZ
p
t−1,T (µˆ)
}
θ=θ∗
√
T
(
θˆ − θ0
)
,
where i = 1, 2, R1 = (1, 0), R2 = (0, 1) and θ
∗ is between θ0 and θˆ. Hence
T−
1
2
T∑
t=1
Υ̂2it,T = T
−
1
2
T∑
t=1
Υ2it,T (θ0, µ0) + op(1), (4)
since
√
T (µˆ − µ0) = Op(1) and
√
T (θˆ − θ0) = Op(1). It is clear that (ζt) is independent
using A1(ii). On the other hand E(ζt,T ) = 0 under H0. Then we can apply Theorem 2.1 of
Hansen (1992a) writing
δr ⇒ L(r).
The desired result follows from the Continous Mapping Theorem.
Proof of Proposition 2.2. We skip the proof of the (i) part of the proposition as it
follows the same steps of the proof of Lemma A.5 of Cavaliere, Rahbek and Taylor (2010).
For the part (ii) of the proposition, note that
T−
1
2 δr = T
−1
[Tr]∑
t=1
ζt,T + op(T
−
1
2 ) = T−1
[Tr]∑
t=1
ζt,T − E(ζt,T ) + T−1
[Tr]∑
t=1
E(ζt,T ) + op(T
−
1
2 )
:= F1(r) + F2(r),
since (4) holds under H1. Using Theorem 20.10 in Davidson (1994), F1(r) = op(1) for any
r ∈ (0, 1]. Introducing ν(t/T ) = E(ζt,T ), we have ν(r) 6= 0, for r ∈ [π1, π2] under H1. Then
it is easy to see that
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sup
r∈(0,1]
|F2(r)| = sup
r∈(0,1]
∣∣∣∣∫ r
0
ν(s)ds+ op(1)
∣∣∣∣ , with sup
r∈(0,1]
∣∣∣∣∫ r
0
ν(s)ds
∣∣∣∣ > 0.
Hence
S = Op(T
1
2 ). (5)
Next notice that under H1
δ(b)r ∼ N
(
0, T−1
T∑
t=1
ζˆ2t,T
)
,
conditionally on the sequence ζˆ1,T , . . . , ζˆT,T . On the other hand, from (4) and using the same
arguments to those of the proof of Lemma 1(iii)(a) of Phillips and Xu (2006), it can be
shown that
T−1
T∑
t=1
ζˆ2t,T → C, in probability,
where C > 0 is a constant. As a consequence, we have
S(b) = Op(1). (6)
The equations (5) and (6) entail the consistency of our test.
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5 Tables and Figures
Table 1: Empirical size (in %) in the VAR(1) case.
T 100 200 400 800 1600
QS,norm 5.4 5.2 5.4 3.7 4.4
QS,rad 5.1 4.2 5.3 6.3 4.5
Table 2: Empirical size (in %) in the VAR(2) case.
T 100 200 400 800 1600
QS,norm 5.4 5.9 4.3 5.4 5.1
QS,rad 5.9 5.5 3.9 5.3 6.6
Table 3: Empirical size (in %) in the case where a VAR(1) model is fitted to VAR(2) processes
(mis-specified case).
T 100 200 400 800 1600
QS,norm 10.7 15.2 20.7 31.2 57.5
QS,rad 10.9 14.7 21.9 30.4 55.6
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Table 4: Empirical size (in %) in the case of uncorrelated observed processes. On the right a VAR(1)
is adjusted to the simulated data and then the test is applied to the residuals (the overfitted case).
On the left nothing is estimated prior testing the linear relationship between variance structures.
Case: no model VAR(1)
T 100 200 400 800 1600 100 200 400 800 1600
QS,norm 4.6 5.9 4.6 4.3 5.5 5.8 4.9 5.3 3.6 5.1
QS,rad 5.1 4.3 4.6 4.5 4.7 5.5 4.1 5.6 6.2 4.3
Table 5: The p-values (in %) of the Monte Carlo cross validation tests for second order correlation
(see Patilea and Raïssi (2014)) for the four residual series obtained from the estimation of the
VAR(4) model adjusted to the Chicago, New York, Los Angeles and Boston CPI data. We use 1,3
and 6 autocorrelations for the test statistics.
Autocor. 1 3 6
1 78.4 95.0 94.6
2 43.8 23.0 25.0
3 92.2 99.8 97.4
4 57.2 36.4 41.2
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Figure 1: Crossplot of the squared first component residuals (on the x-axis) and the squared
second component residuals (on the y-axis) of the transportation-energy CPI VAR modelling.
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Figure 2: Crossplot of the squared first component residuals (on the x-axis) and the squared
second component residuals (on the y-axis) of the transportation-energy CPI VAR modelling.
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Figure 3: Empirical power (in %) of the QS,norm test in the case of the presence of serial
autocorrelation. VAR models are adequately adjusted to the data.
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Figure 4: Empirical power (in %) of the QS,norm test for uncorrelated simulated processes
with mean zero (A01 = 0). The dashed lines correspond to the case where a VAR(1) model
with constant is estimated although the simulated process is uncorrelated (the overfitted
case). The full lines correspond to the case where no model is fitted to the uncorrelated
process.
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Figure 5: CPI for all urban consumers of New York, Chicago, Los Angeles and Boston from
January 1, 1978 to November 1, 2017. Data source: the research division of the Federal
Bank of Saint Louis. https://fred.stlouisfed.org/.
26
