Abstract. The aim of this paper is to derive and analyse diffusion models for semiconductor spintronics. We begin by presenting and studying the so called "spinor" Boltzmann equation. Starting then from a rescaled version of linear Boltzmann equation with different spin-flip and non spin-flip collision operators, different continuum (drift-diffusion) models are derived. By comparing the strength of the spin-orbit scattering with the scaled mean free paths, we explain how some models existing in the literature (like the two-component models) can be obtained from the spinor Boltzmann equation. A new spin-vector drift-diffusion model keeping spin relaxation and spin precession effects due to the spin-orbit coupling in semiconductor structures is derived and some of its mathematical properties are checked.
Introduction.
The electrons are not only characterized by their electric charge but also by their intrinsic kinetic moment or the so called "spin". The spintronics is a new domain of research which tries to control the spin and to use it as an additional degree of freedom or a new vector of information. Although the first researches in this domain were led essentially for structures based on magnetic multilayers [10] , the spin dependent properties of the electron transport in semiconductors have recently attracted significant attention from the scientific community. There are typically two class of mechanisms acting on the electronic spin dynamics in semiconductor structures [11] . In one side, we have, according to the Elliot-Yafet mechanism [28, 11] , the instantaneous interactions of the particles with the crystal accompanied with reversal of the spin direction. They will be called the spin-flip interactions. These events are rare in semiconductors [4] . The second category of mechanisms are relative to the effect on spin-orbit coupling of the asymmetry inversion that can exist in the system. They can be characterized by an effective magnetic field which makes precess the spin vector during the free path of the particles. There are two main types of spin-orbit interactions in semiconductor heterostructures : the Rashba and Dresselhauss spin-orbit interactions [5] , [9] .
Many theoretical models are used by the physical community for spin-polarized transport [17, 18, 20, 22, 23, 25, 26, 27, 28] . In microelectronics the drift-diffusion system is one of the most used model for modelling the transport of charged particles in semiconductors [14, 15] , Plasma [3] , Gas Discharges [21] , etc. The drift-diffusion model, which describes the macroscopic behavior of the particles, is a very well suited model for numerical simulations. Two types of drift-diffusion approximations are essentially used in spintronics : the so called two-component drift-diffusion model and the spin polarization vector or density matrix based approximation. In the twocomponent description, the electrons are considered to be of two types, namely, having spin up or down. Each type of electrons is described by the usual drift-diffusion equation with additional terms related to sources and relaxation of the electron spin polarization, see [26, 27, 18] . In this kind of model, the mechanism of spin relaxation (such the spin-orbit interaction for instance) is not specified. The spin-vector (or density matrix) approach is a more general description in which the spin variable (the density or the distribution function for example) is a vector quantity and the mechanisms acting on the spin dynamics can be taken into account.
The aim of this work is to derive and study new spin-vector diffusion models starting from the spinor linear Boltzmann equation. Here, we do not discuss the nonlinear case. The derivation of non-linear diffusion models (Energy-Transport, driftdiffusion with Fermi-Dirac statistics, etc.) will be the subject of future work. The paper is organized as follows. In the next section, we introduce the problem, notations and present the main results. Section 3 is devoted to the study of spinor Boltzmann equation. Section 4 is dedicated to the rigorous derivation of two-component driftdiffusion models from the spinor Boltzmann equation. Finally, in Section 5 a general spin-vector drift-diffusion model keeping spin rotation and relaxation effects is derived and analyzed.
2. Setting of the problem and main results. The starting equation is the following scaled spinor Boltzmann equation
under the initial condition
where ε > 0 is a small positive parameter. It represents the scaled mean free paths. The parameter α > 0 is the scaled strength of the spin-orbit scattering. The operator Q is the collision operator and Q sf represents the spin-flip interactions (or interactions accompanied with reversal of spin's direction). The distribution function, F ε (t,x,v), is a function of the time t, the position x and the velocity v with value in the space of 2 × 2 hermitian matrices. The second term of the right hand side of (2.1) describes the spin-orbit interactions (see subsection 2.2 for notations). The spin precession vector Ω(x,v) is a regular function on R 6 with values in R 3 (Assumption 4.3). We denote by σ = (σ 1 ,σ 2 ,σ 3 ) the vector of Pauli spin matrices given by Definition 2.3. To understand the physical meaning of the matrix distribution function, one has to make the following decomposition. Since the identity matrix I 2 and the Pauli matrices σ form a basis of the space of 2 × 2 hermitian matrices, one can write
c is scalar and represents the charge distribution. However, f s ε is a vector value function representing the spin-vector part of the distribution function. Under the above decomposition, the eigenvalues of
. They represent the distribution functions of the particles with spin-up and spin-down respectively. One deduces that f ε c = f ↑ε + f ↓ε is the total distribution (or the charge distribution) and f
is the spin-polarization distribution. This expansion can be applied to any spin matrix quantity and it will be called the decomposition into spin independent and spin dependent parts. The spin-orbit term becomes then
which well describes a rotation effect of f ε s around the effective field Ω. Coming back to equation (2.1), the scaling used is a standard diffusion one [19] . As we mentioned, ε = τ t 1 is the scaled mean free time where τ denotes the relaxation time (or mean time between two successive collisions) andt is the time scale. With this scaling, the parameter α is given by α =t T and denotes the inverse of the scaled mean rotational period T induced by the spin-orbit interactions. The diffusion limit ε → 0 leads to macroscopic diffusion models (drift-diffusion, SHE, etc. . . ) according to the dominant scattering mechanisms, Q. We refer to [1, 2, 6, 7, 8, 13, 19, 12, 24] for the rigorous derivation of macroscopic models from kinetic equations. We consider here the collision operator for a Boltzmann statistics in the linear BGK approximation given by:
The function M is the normalized Maxwellian
We use the following relaxation time approximation of Q sf
with τ sf > 0 is the scaled spin relaxation time. This operator makes relax, when τ sf goes to zero, the matrix distribution function to a scalar one. Since the spinflip interactions are not frequent in semiconductor structures as we mentioned in the introduction, τ sf is not small and we assume that Q sf is a perturbation part of the collision operator. This is natural then to consider Q sf of order one in the diffusion scaling (2.1).
Description of the main results.
In the sequel, we will study the diffusion limit, ε → 0, for different order of α with respect to ε. We begin by studying the spinor Boltzmann equation which is carried out in Section 3. Existence and uniqueness of weak solutions of (2.1) is presented (Theorem 3.2). It is a standard result of Boltzmann type equations. In the spinor Boltzmann description, the distribution function shall be a matrix valued function from R + × R 6 into the space of 2 × 2 hermitian and positive matrices (H + 2 (C)). We prove that equation (2.1) preserves the positivity and the self adjointness of the distribution function during the time. In other terms, the following maximum principle holds :
This means that if F ε satisfies (2.1), then (F ε ) * is also a solution of (2.1). Moreover, if F in ∈ H + 2 (C) and if we decompose F ε into spin-dependent and spin-independent parts as
where f ε c and f ε s are respectively the charge and spin distribution functions then, we have
. We are interested then in the derivation of two-component models from the spinor Boltzmann equation (see Section 4). We begin by discussing what we call the decoherence limit. This limit corresponds to keeping ε constant and to taking α goes to +∞. It corresponds also to taking a large spin-orbit coupling so that the ratio between the mean period of rotations (T ) induced by the spin-orbit coupling and the used time scale (t) is small and goes to zero. This limit makes relax the spin part of the distribution function towards Ω. If the direction of Ω does not depend on v, a two-component kinetic model is obtained which yields two-component macroscopic model at the diffusion limit. We check then this result by studying the diffusion limit of (2.1) when α = O( 1 ε ). This situation occurs in structures where the spin-orbit coupling is high such that the rotational period T is of the same order of the mean free path time τ and where T t = ε. Similarly, we prove that if the direction of Ω does not depend on v, the diffusion limit leads to a two component drift-diffusion model (Theorem 4.4). However, if the direction of Ω depends on v, the spin information is lost at the limit. In other words, the spin vector relaxes towards zero and we obtain the standard scalar drift-diffusion model for the charge density (or the total density) used in microelectronics. This is a well known spin relaxation mechanism in semiconductor heterostructures called the D'yakonov-Perel mechanism [28] . It happens in the diffusion regime under investigation due to the numerous interactions that a particle undergo on its trajectory which change frequently the direction of the effective field if it depends on v.
In Section 5, we are interested in the derivation of general spin-vector driftdiffusion model with spin rotation and relaxation effects. Suppose first that α is of the same order as ε (α = O(ε)) and take α = ε for simplicity. This means that the order of the spin-orbit coupling is small in such a way that the rotation angle of the spin vector around the effective field Ω is small during the free paths of the particles. In this case, F ε converges to N (t,x)M(v) (in the weak sense see Section 5) such that N is a positive hermitian matrix satisfying the following equation
where D is a positive definite matrix and the obtained effective field, H e , is an Mweighted averaging of Ω with respect to v :
Remark that if Ω is an odd vector with respect to v then H e = 0 and no rotation effect appears at the limit. This is generally the case of the spin-orbit effective fields in semiconductor heterostructures (Rashba or Dresselhauss vectors). To keep trace of the spin-orbit interactions at the diffusion limit when Ω is an odd vector, one has to take a time scale such that α = O(1) with respect to ε. Applying this idea, a general spin-vector drift-diffusion model will be rigourously derived (Theorem 5.2) and one of its main properties to wit the conservation of the positivity and the selfadjointness of the density matrix during the time (maximum principle) will be checked (see Theorem 5.3).
Assumptions and notations.
Let us begin by introducing some assumptions and notations. Assumption 2.1. The cross-section, α(.,.), of the collision operator (2.3) belongs to W 1,∞ (R 6 ) and is assumed to be symmetric and bounded from above and below:
Assumption 2.2. For any fixed T > 0, the potential (t,x) → V (t,x) is a non negative real function belonging to
). We will use M 2 (C) to denote the space of 2 × 2 complex matrices; H 2 (C) denotes the subspace of hermitian matrices and H 
where for z ∈ C, (z) is the real part of z and for any two complex matrices A,B ∈ M 2 (C), A : B = i,j A ij B ij denotes the contracted product of A and B. For any two vectors a, b ∈ R 3 , the tensor product of a and b is the matrix a ⊗ b = (a i b j ) 1≤i,j≤3 and a × b will denotes the cross product of a and b. For any function f : R 3 → R 3 , ∇ x ⊗ f will represents the transpose of the Jacobian matrix of f , or
We denote by σ the vector of Pauli matrices σ = (σ 1 ,σ 2 ,σ 3 ) such that
In addition for any real vector a = (a 1 ,a 2 ,a 3 ) ∈ R 3 , a · σ denotes the 2 × 2 square matrix
The Pauli matrices satisfy the following properties. Lemma 2.4.
1. We have the following equalities
which are equivalent to
where
for any a ∈ R 3 and b ∈ R 3 .
2. The contracted products of (σ i ) give
3. We have also
This is an Hilbert space equipped with the following scalar product
and . M will denote the norm associated to .,. M . The same space with scalar valued functions will be denoted by
Study of spinor Boltzmann type models. The aim of this section is to study the properties of the spinor Boltzmann equation with the spin-orbit term. The content of this part summarizes some well known results on linear Boltzmann type equations which are given without proof (see for example [19] ). We begin by defining the notion of weak solution of (2.1).
Definition 3.1 (weak solution). For a fixed time
is called weak solution of (2.1) if it satisfies:
). The following theorem shows the existence and uniqueness of weak solution of (2.1) and gives some a priori estimates on the solution independent of the parameters α and ε.
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where C > 0 is a general constant independent of α and ε. Here, P is the orthogonal projection on Ker(Q) which satisfies:
In addition the following maximum principle holds : if
The next proposition summarizes some fundamental properties of the collision operator (2.3). Since it acts only on the speed variable v, t and x are considered as a parameters and are omitted.
Proposition 3.3 (Properties of the collision operator (2.3)). Under Assumption 2.1, the collision operator given by (2.3) satisfies the following properties.
(
M , we have the mass conservation:
M is a linear, continuous, selfadjoint and nonpositive operator.
(iii) The kernel of Q is
(iv) Let P be the orthogonal projection on KerQ, then we have the following coercivity inequality
Two-component models.
This section is concerned with the derivation of two-component kinetic and macroscopic models from the general spinor kinetic equation.
Decoherence limit.
We explain in this subsection how the spin-orbit interaction acts on the distribution function when the order of this coupling becomes large. We assume that the period of rotation T of the spin vector distribution part around the effective field Ω is small in front of the time scalet of the problem. The decoherence limit is the limit η = T t → 0. This makes relax the spin part of the distribution function F η of (4.1) towards the effective field line. This is the subject of the next proposition.
be the weak solution of
with F η (0,x,v) = F in (x,v). Then, when η goes to 0, F η tends to F 0 such that
). In addition, the charge and spin distribution functions, f c and f s , satisfy weakly hal-00624338, version 1 -17 Sep 2011
and
is the unit vector of the effective field line.
Proof. Equation 4.1 admits a unique weak solution
. Multiplying the weak formulation of (4.1) by η and taking η tends to zero, we get i[ Ω · σ,F 0 ] = 0. This implies that the spin part of F 0 is parallel to Ω i.e. there exist
and spin parts by setting
The weak limit of the first equation is (4.2). Taking the scalar multiplication of (4.4) with ω and passing to the limit weakly in
If we suppose that the direction of Ω, ω, does not depend on v then, we obtain at the decoherence limit a two-component kinetic model describing the evolution of spin-up and spin-down distribution functions f ↑ and f ↓ . These functions are nothing but the eigenvalues of F 0 choosing such that: 5) subject to the initial conditions: In this subsection, we will derive a two-component driftdiffusion model from the spinor Boltzmann equation. We will see also that this asymptotic is possible if the effective field line does not depend on v and it corresponds to hal-00624338, version 1 -17 Sep 2011 taking a diffusion limit of the spinor Boltzmann equation with high spin-orbit coupling such that: α = O 1 ε . For the sake of simplicity, we assume that α = 1 ε and the starting equation is then
We will use the following form of Ω. Assumption 4.3. We assume that Ω belongs to C 2 (R 6 ,R 3 ) and is given by
where λ and ω are two regular respectively scalar and vectorial functions. In addition, we suppose that the following polynomial controls at infinity with respect to v hold
η∈{xi,vi}
The main result of this section is the following theorem.
M and assume that Assumptions 2.1, 2.2, 4.3 hold and that the direction of the effective field ω is independent on v. Then, the sequence of weak solutions, (
(the spin part of N is parallel to ω). In addition, the spin-up and spin-down densities, n ↑ = n c + n s and n ↓ = n c − n s satisfy the following two-component drift-diffusion model
where D 1 is a symmetric positive definite matrix given by (5.10). We obtain at the limit a modified spin relaxation time given by
where χ(x) is a positive function
with χ s being the solution (4.25).
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Remark 4.5. The time τ (4.11) is a modified relaxation time combining explicitly the spin-flip time (τ sf ) and a kind of relaxation time (χ) due to the spin-orbit coupling. Although the spin-orbit coupling with asymmetry inversion is not explicitly specified in the two-component models, we remark that in the literature the spin-relaxation time is generally considered as a time resulting from the spin-flip interactions and (or) from the spin-orbit coupling with asymmetry inversion. Theorem 4.4 shows somehow this fact and gives an explicit relation between the spin-relaxation times due to the spin-flip and the spin-orbit interactions.
The diffusion limit in this case leads to the study of the following unbounded operator
with domain given by 
(4.14)
3. The range of Q SO is given by
Proof. 1. The adjoint of Q SO is given by
For every
This implies that
) is obvious and from (4.17), one deduces that Q * SO is given by
Q is a non positive operator, we have
and the operators Q SO and Q * SO are monotones. Moreover,
2 . We have to prove that F ∈ D(Q SO ) and G = Q SO (F ). For every H ∈ D(Q SO ), one has
By passing to the limit, n → +∞, one gets 
Writing N = N c 2 I 2 + N s · σ and inserting it in (4.18), we obtain
One can deduce simply that N s = 0 if Ω changes direction with v and if not, the vector N s is parallel to Ω. 3. Since Q SO is a closed and densely defined operator on L 2 M , we have
Moreover, we have Ker(Q * SO ) = Ker(Q SO ) and it is simple to verify that the orthogonal of Ker(Q SO ) is nothing else but the set given by (4.15) . This implies that 
Since Q SO is a maximal monotone operator, then ∀δ > 0, δId − Q SO is surjective, where Id denotes the identity operator on L 
for all δ > 0. We have to prove now that the sequence (
We argue by contradiction and assume the existence of a subsequence denoted also by ( f 
The solution of (4.21) can be computed explicitly. Indeed, without loss of generality,
assume that ω = (w 1 ,w 2 ,w 3 ) is such that w 3 = 0, ω = 1, and complete it to an orthonormal basis of R 3 : (ε 1 ,ε 2 , ω). The change-of-basis matrix, P , from the standard euclidian basis to the new one is an orthogonal matrix ( t P · P = I 3 ) given by 
is the second member of (4.21) and
It is simple to verify that h
Moreover, N δ is invertible and
It is a bounded matrix with respect to δ uniformly with respect to (x,v):
if the cross section α(v,v ) satisfies Assumption 2.1. As a conclusion, we have 3 . The proof of the proposition is completed.
The following lemma follows from the last proposition.
under the following condition F dv (since N ε = R 3 F ε dv, ∀ε > 0). Multiplying (4.6) by ε 2 and passing to the weak limit ε → 0, one gets in the distribution sence
Since ω is independent on v and with (4.14), F = N (t,x)M(v) such that the density matrix N can be written as (4.9). Let N ε = n ε c
where n c and n s are the charge and spin parts of N (4.9). Integrating equation (4.6) with respect to v, one obtains the following continuity equations 
These continuity equations can be obtained weakly by taking test functions constants with respect to v in the weak formulation (3.1) (this choice of test functions is possible, see the next section). Moreover, using estimate (
In terms of spin and charge parts, we have
where C > 0 is a general constant independent of ε. Thus, j Moreover, multiplying the second equation of (4.27) by ω, we get
v( r ε s · ω)dv bounded with respect to ε. Let us denote by j s the weak limit of . By passing to the weak limit ε → 0, (4.30) yields the following continuity equation
To close this equation, one has to express j s and S according to n s . For this, taking the Frobenius inner product of (4.6) with θ 1 ω · σ M where θ 1 is given by (5.8) and integrating with respect to v yields
up to straightforward computations using the self-adjointness of the collision operator Q and the expansion of f ε s around the equilibrium (4.28). Taking ε goes, to zero one obtains
To rigourously find the relation between j s and n s , one has to use the weak formulation of (4.6) with
, as test function and to pass then to the limit. The choice of this test function is justified (see the next section for details). A similar computation gives also
Finally, we shall express the limit of 
By passing to the limit ε → 0,
This limit can be rigourously verified by taking 
Consequently, the charge and spin densities n c and n s satisfy 
with C is a general positive constant and m ∈ N. Proof. Rewriting equation (4.25) as 
The matrix P is given by (4.22) and
The matrices P and N −1 are uniformly bounded with respect to (x,v), P 2 = √ 3 and N −1 2 ≤ 2 α 1 (with Assumption 2.1). Therefore, using Assumption 4.3, we deduce
Similarly, by differentiating (4.35) with respect to x or v, one can obtain the second estimates on |∂ η χ s | M .
5.
A general spin-vector Drift-Diffusion model. This section is concerned with the diffusion limit when the spin-orbit coupling is of order one with respect to ε (α = O (1)). This scaling is useful to get a spin vector continuum model with rotational effects when the effective field of the spin-orbit coupling is odd with respect to v. Here we take a general effective field Ω ε as follows
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where Ω o is odd with respect to v and Ω e is even with respect to v. For instance, Ω o can be the effective magnetic field following from the spin-orbit interactions (Rashba [5] , Dresselhauss [9] ) or the odd part of an applied magnetic field and Ω e can represent the even part of an applied field. The scaled spinor Boltzmann equation writes then as
with the initial condition (2.2) and the operators Q, Q sf are respectively given by (2.3) and (2.5). Let us rewrite the weak formulation of (5.
and Ω e (x,v) are respectively two regular odd and even vectors with respect to v. In addition, we suppose that Ω o is compactly supported with respect to x and there exist a constant C 0 > 0 and m ∈ N such that
The main results of this section are stated in the following two theorems. 
be the weak solution of (5.2)-(2.2). Then, the matrix density
to N which satisfies the following equation
with initial condition N (0,x) = 
(5.6)
Here, 
) be given and under the same hypothesis as for the last theorem, there exists a unique weak solution
In addition, for all t ≥ 0 and x ∈ R 3 , N(t,x) is an Hermitian and positive matrix (N (t,x) ∈ H + 2 (C)). Before beginning the proof of these theorems, we have to introduce the four matrices D 1 , D 2 , D 3 and D 4 appearing in the limit model (5.6). These matrices keep traces from the collision operator and the spin-orbit interactions considered. This is the aim of the two following propositions.
where I 2 is the 2 × 2 identity matrix. Proof. Using the properties of the collision operator introduced in Proposition 3.3 and since
The uniqueness of ϑ 1 is guarantied under the condition R 3 ϑ 1 (v)dv = 0. It remains to prove that ϑ 1 is a scalar matrix. For this, we decompose ϑ 1 in the orthogonal basis {I 2 ,σ 1 ,σ 2 ,σ 3 } of the set of 2 × 2 hermitian matrices and we use the linearity of Q. Since Ω o is odd with respect to v, one can check similarly the existence of θ 2 satisfying (5.9). Proposition 5.6. Let D 1 , D 2 , D 3 and D 4 be the 3 × 3 matrices defined respectively by 
Proof. The components of D 1 verify
Identically, one can calculate the components of D 2 ,D 3 and D 4 to find:
The selfadjointness of Q provides that D 1 and D 4 are symmetric and that
To prove the positivity of D 1 (or D 4 ), let X ∈ R 3 , and let f
This implies, by the linearity of Q, that:
family of linearly independent elements in L 2 M , we deduce that X = 0. Thus, D 1 (respectively D 4 ) is a symmetric positive definite matrix.
Diffusion limit: formal approach.
In this section, we will derive the model (5.6) by formally passing to the limit ε → 0. Proposition 5.7. If the solution of (5.2)-(2.2), F ε , has an Hilbert expansion with respect to ε in the form:
and the density matrix N satisfies (5.5).
Proof. By inserting the expansion of F ε in (5.2) and comparing the terms corresponding to the same order of ε, we get
Therefore, F 0 = N (t,x)M(v) and
where θ 1 , θ 2 are given by (5.8) and (5.9) respectively. Integrating equation (5.2) with respect to v yields 12) where
In addition, using the Hilbert expansion of F ε , one can calculate formally the limit of each term of the last equation. Indeed, we have
[ Ω e · σ,
Then, by a straightforward computation, one finds
14) where { e 1 , e 2 , e 3 } is the euclidian basis of R 3 . Let N = 
Replacing (5.13) and (5.14) in (5.12), passing to the limit ε → 0, and using the fact that
one obtains (5.5).
Diffusion limit: the rigorous approach.
This part is devoted to the proof of Theorem 5.2. The first Lemma is a consequence of estimate (3.2). Lemma 5.8. Let T > 0 and let
In addition, we have N (t,x) =
Definition 5.9. For all ε ∈ R + , we define the current J ε and the source spin-orbit term S ε by 16) hal-00624338, version 1 -17 Sep 2011 
The current is then equal to:
we have with the Cauchy-Schwartz inequality
. By proceeding analogously, we obtain the boundedness of
Proof of Theorem 5.2: As a consequence of Lemma 5.
If we pass formally to the limit in the equation (5.12) we get the continuity equation 
By passing to the limit, ε → 0, we get 
Lemma 5.12.
Let Ω be a general vector field
Using this lemma and with (5.25), it is simply to verify that we can pass to the limit in all the terms of equation (5.3). We obtain in the limit
This is the weak formulation of the current (5.20) . Finally, to find weakly the relation between S and N given by (5.21), we choose now
) as a test function in (5.3). In view of (5.26) and Assumption 28) where, to obtain the left hand side of this equation, we have used the self adjointness of Q and the following identity. Lemma 5.13. For each A,B and C in M 2 (C), we have
5.1, this is an admissible test function (i.e belongs to T ). One has
One verifies easily that we can pass to the limit at all the terms of (5.28) to obtain This can be rewritten, using identity (5.29) and the selfadjointness of all our matrices, as follows This is the weak formulation of equation (5.21). The proof of Theorem 5.2 is achieved.
Maximum Principle (Proof of Theorem 5.3).
The existence of weak solution of (5.5) can be readily verified using semigroups technics [16] and the fact that D 1 and D 4 are two symmetric definite positive matrices. Let us just show that, for all (t,x), N (t,x) := N c (t,x) 2 I 2 + N s (t,x) · σ is a non negative matrix. It is sufficient to verify that N c 2 ≥ N s since the eigenvalues of N are N c 2 ± N s . All the following computations can be made rigourously using the weak form of (5.6). Taking the scalar product of the second equation of (5.6) with N s , we get
Lemma 5.14. We have
Proof. We have
In other side, we have
Identifying these two equations, one obtains
A similar calculations give
Therefore, equation (5.30) becomes 
hal-00624338, version 1 -17 Sep 2011
Similarly, one can verify that (∇ x ⊗ N s ) :
Moreover,
Finally, a straightforward computations of the right hand side of (5.33) yield : Q(W ) · N s = N s v · ∇ x ( N s )M and W · N s = − N s θ 1 · ∇ x ( N s ). Therefore,
All these computations together with inequality (5.33) give (5.32).
To complete the proof of Theorem 5.3, (5.31) and (5.32) and the first equation of (5.6) imply that (N c − 2 N s ) verifies 
