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Statistical  uncertainty  analyses  can be  used  to  improve  the  efﬁciency  of environmental  monitoring,  allow-
ing  sampling  designs  to  maximize  information  gained  relative  to  resources  required  for  data  collection
and  analysis.  In  this  paper,  we illustrate  four  methods  of data  analysis  appropriate  to  four  types  of  envi-
ronmental  monitoring  designs.  To  analyze  a  long-term  record  from  a single  site,  we  applied  a  general
linear  model  to  weekly  stream  chemistry  data  at Biscuit  Brook,  NY, to  simulate  the  effects  of  reducing
sampling  effort  and  to evaluate  statistical  conﬁdence  in the  detection  of  change  over  time.  To  illustrate
a  detectable  difference  analysis,  we  analyzed  a one-time  survey  of mercury  concentrations  in  loon  tis-
sues  in  lakes  in  the  Adirondack  Park,  NY, demonstrating  the  effects  of  sampling  intensity  on  statistical
power  and the selection  of a resampling  interval.  To  illustrate  a bootstrapping  method,  we analyzed  theonitoring
treams
oons
iomass
plot-level  sampling  intensity  of forest  inventory  at the  Hubbard  Brook  Experimental  Forest,  NH,  to  quan-
tify  the  sampling  regime  needed  to  achieve  a  desired  conﬁdence  interval.  Finally,  to  analyze  time-series
data  from  multiple  sites,  we  assessed  the  number  of  lakes  and  the number  of  samples  per year  needed  to
monitor  change  over  time  in Adirondack  lake chemistry  using  a  repeated-measures  mixed-effects  model.
Evaluations  of time  series  and  synoptic  long-term  monitoring  data can  help  determine  whether  sampling
 spaceshould  be  re-allocated  in
. Introduction
Environmental monitoring is essential for detecting changes
ssociated with biological invasions, land use change, and stress-
rs such as air pollutants and climate change. Monitoring is also
eeded to evaluate the effects of past or proposed environmental
olicies and resource management activities (Lovett et al., 2007).
ata from ongoing long-term monitoring programs can be used to
ssess the efﬁciency and effectiveness of those programs and can
nform the development of other similar monitoring programs.
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The intensity of monitoring needed to detect trends over space
and time is determined by the natural spatial and temporal varia-
tion of the measured parameters, measurement and model error,
and the acceptable Type I error rate. A parameter with high nat-
ural variation requires more intensive sampling to achieve the
same statistical power (Garman et al., 2012). Periodic evaluation
of monitoring programs is important because the objectives of a
monitoring plan may  change, the available technology improves,
and the amount of data accumulates over time (Lovett et al.,
2007). However, most literature on designing ecological monitor-
ing programs is focused on the initial program design (McDonald,
2012; Urquhart, 2012). There has been less focus on strategies for
adapting existing monitoring plans to maximize effectiveness and
efﬁciency using the data already collected. In this paper, four case
studies are presented to illustrate the evaluation of existing moni-
toring schemes.
Long-term monitoring of stream chemistry can be used to assess
Open access under CC BY license.changes in watershed dynamics and to evaluate environmental
effects of atmospheric deposition of air pollutants. In the northeast-
ern US, acidic deposition of sulfuric and nitric acids and ammonium
result in elevated leaching of nutrient cations from available soil
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Table 1
Description of the four case studies and models included in this paper.
Case study Data set includes
spatial replication
Data set includes
temporal replication
Model used Parametric or
subsampling approach
Research question
Stream chemistry No Yes Regression Subsampling, followed
by parametric
Magnitude of detectable change in
slope for one point in space
Loon  tissue chemistry Yes No Detectable
difference (t-test)
Parametric Detectable change over time based on
one sample in time
Forest  biomass Yes No Mean Subsampling Magnitude of spatial uncertainty for
one point in time
Lake  chemistry Yes Yes Repeated measures
d effec
Subsampling, followed Magnitude of detectable change in
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ools, resulting in deleterious effects on vegetation (Horsley et al.,
000; Battles et al., 2013). Acidic deposition has also had negative
ffects on water quality in the region by causing decreases in pH
nd acid-neutralizing capacity (ANC) and increases in aluminum
oncentrations (Driscoll et al., 2003a).
We  use the long-term stream chemistry monitoring at Biscuit
rook in the Catskill Mountains, NY, to illustrate an approach for
electing a sampling plan for a single site with multiple mea-
urements over time. Biscuit Brook has been sampled weekly for
8 years to evaluate the effects of atmospheric acid deposition
n stream chemistry (Murdoch and Shanley, 2006). Using this
ong-term record, we subsample data sets of stream NO3 and SO4
oncentrations to assess the effects of sampling frequency on the
ower to detect changes in stream chemistry.
Mercury contamination in water and plant and animal tissues
s a major environmental concern. Mercury deposited on the land-
cape from the atmosphere can be converted into methylmercury,
 neurotoxin that bioaccumulates up aquatic and terrestrial food
hains and impairs animal and human health (Driscoll et al., 2007).
here have been several recent studies of Hg in surface waters
nd in tissues of aquatic fauna (Yu et al., 2011; Turnquist et al.,
011; Simonin et al., 2006); detecting change over time will require
epeating these measurements in the future. To explore sampling
trategies for trend detection, we apply a simple power analysis to
ssess the sampling intensity and interval needed for future sur-
eys, based on expected rates of change. We  use the example of
 survey of Hg concentrations in feathers and blood in the Com-
on  Loon (Gavia immer)  in the Adirondacks (Schoch et al., 2011) to
llustrate this approach.
Forests are routinely monitored to assess stand dynamics, forest
ealth and productivity, and timber and non-timber values (Fahey
nd Knapp, 2007; Smith, 2002). Methods for accurately measur-
ng forest biomass accumulation have important implications for
uantifying carbon sequestration in emerging carbon markets and
or evaluating alternatives to fossil fuels (Woodbury et al., 2007;
tupak et al., 2007; Raciti et al., 2012). By assessing the uncertainty
ue to sample size, we can determine how many plots must be sam-
led to achieve a desired conﬁdence. To illustrate this approach, we
se the example of the reference watershed at the Hubbard Brook
xperimental Forest, NH. Because all the plots on the watershed
re measured in each census, we can subsample plots using a boot-
trapping approach to assess the effect of sampling intensity on the
onﬁdence in biomass estimates.
Lake ecosystems have been used to monitor the effects of
nvironmental policies affecting acidic deposition (Driscoll et al.,
003b). The Adirondack region of NY exhibits some of the most
evere impacts from acidic deposition in the US, and lake sys-
ems there have been monitored to assess recovery of these
cological systems over time (Civerolo et al., 2011). The long-
erm monitoring of Adirondack lake chemistry is similar to many
ong-term environmental monitoring programs that involve samp-
ing many sites at regular intervals. It may  be the case that thets model by parametric model mean, including spatial and
temporal variability
sampling regime is deﬁcient or excessive in either space or time.
We apply a repeated measures mixed-effects statistical model to
data sets that simulated reduced sampling schemes in space and
time.
These four case studies were chosen because they represent a
variety of experimental designs common to environmental moni-
toring programs (Table 1). The objective of this paper is to illustrate
approaches for reviewing the efﬁciency and effectiveness of envi-
ronmental monitoring schemes. These approaches can be applied
to a wide range of sampling designs. We  describe best practices for
evaluating monitoring programs and give examples of additional
approaches that may  be useful for analyzing complex long-term
monitoring data.
2. Methods
2.1. General linear model error applied to stream sampling for
long-term trends at Biscuit Brook
We used a general linear regression and the standard error of the
slope to assess uncertainty in long-term temporal trends for Bis-
cuit Brook. Biscuit Brook (latitude 41◦59′43′′, longitude 74◦30′05′′)
is a water-quality station in the Neversink Reservoir watershed in
the Catskill Mountains, NY. Biscuit Brook drains a 963-ha forested
watershed with a gauging station at an elevation of 628 m (McHale
and Siemion, 2010). The Biscuit Brook station has been in operation
since 1983 and has been sampled weekly by the US Geological Sur-
vey since 1991. Field and laboratory methods for streamﬂow and
water quality data collection are described by McHale and Siemion
(2010).
We subsampled the weekly stream chemistry data from Bis-
cuit Brook (1996–2003) to assess the effects of sampling intensity
on the regression standard error and the ability to detect change
over time. Subsampled data sets representing 50% of current
effort (measurements taken every other week), 25% of current
effort (measurements taken every month), or 12.5% of current
effort (measurements taken every other month) were used in this
analysis.
We used this approach to examine the effects of subsampling on
SO4 and NO3 concentrations, as these are commonly monitored to
assess the effects of atmospheric deposition on long-term stream
chemical trends. Sulfate has shown a consistent decreasing long-
term trend at Biscuit Brook with little seasonal or ﬂow-related
variability (Kerr et al., 2012). In contrast, NO3 shows a more variable
long-term trend with high seasonal and ﬂow-related variability for
the period we considered. Thus, these solutes illustrate scenarios
for which long-term trends in solute concentration may  be more or
less difﬁcult to detect due to within-year variation and the strength
of the trend over time.
We compared the standard error of the regression across the
subsampling scenarios. We  also compared the signiﬁcance of the
slopes of the subsampling scenarios to assess the ability of reduced
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ampling schemes to detect a signiﬁcant change in stream chem-
stry over time. All regression analyses were done in R64 (R Core
eam, 2013).
.2. Detectable difference analysis applied to loon tissue sampling
n the Adirondacks
The Biodiversity Research Institute (BRI) has conducted studies
n the trophic transfer of Hg in Adirondack lakes and the impact
f Hg deposition on loon health and reproductive rates (Yu et al.,
011; Schoch et al., 2011). In addition to annual surveys of Hg con-
entrations in loon tissues, BRI also conducted a one-time survey
f Hg concentrations in loon tissues. The survey was  conducted on
4 lakes within the Adirondack State Park, New York from 2003 to
004 (Schoch et al., 2011). In this analysis, we used Hg concentra-
ions in loon blood and feathers derived from this one-time survey.
he sample size in this analysis was the number of lakes, as the
oons within a lake are not independent samples of the population
nd the individual loons may  not persist over time.
We  used a detectable difference approach to assess the sam-
le size required to detect a difference of a particular magnitude
f change in Hg concentrations of loon blood and feathers. In a
etectable difference analysis, the input variables include the sam-
le size and standard deviation of the original survey data and the
 and power level (1 − ˇ). We  used the commonly accepted values
f 0.05 for  ˛ and 0.8 for power (Lenth, 2001). The detectable dif-
erence ı for a two-sample t-test (Eq. (1)) is calculated as follows:
 =
(
S√
n/2
)
(t˛, + tˇ,) (1)
here s is the standard deviation of the paired differences, n is the
ample size (number of lakes where loon individuals were sam-
led), t˛,v is the (1 − ˛/2) × 100 percentile of the t-distribution, tˇ,v is
he 100 × (power) percentile of the t-distribution,  = 2n − 2 degrees
f freedom,  ˛ is the probability of a Type I error, and  ˇ is the proba-
ility of a Type II error (Zar, 1996, p. 109). When using a paired test,
e replace
√
(n/2) with
√
n (Yanai et al., 2003).
The detectable difference tests require several assumptions. The
rst is that the standard deviation (s) of the initial sampled pop-
lation remains the same between sampling periods. A different s
ould be assumed, but often there is no basis for predicting a change
oward higher or lower variance. Second, the future sample is either
aired or unpaired, depending on whether the same sampling units
re re-measured at the second sampling date. The paired test can
etect smaller differences, and we favor this approach when it is
pplicable. Clearly, if samples are added, they cannot be paired with
revious measurements and an unpaired analysis is needed. In our
xamples, a normal t distribution is assumed, but a non-parametric
ubsampling approach should be used in the case of a non-normal
istribution. In the case of paired tests, we tested sample sizes of
0%, 25%, 50%, and 100% of the sampling effort of the original sur-
ey. We used unpaired tests to estimate detectable differences for
ampling efforts representing 200% and 300% of the sampling effort
f the original survey. These analyses were done in R (R Core Team,
013).
.3. Bootstrapping approach applied to tree biomass at Hubbard
rook
We  used a bootstrapping approach to estimate the sampling
ncertainty in aboveground biomass for a reference watershed,
atershed 6, at the Hubbard Brook Experimental Forest in NH. The
atershed is divided into 208 plots, each 25 m × 25 m (Fig. 1). The
iameter of all trees >10 cm in diameter at breast height (1.37 m)
ere measured in all 208 plots (Siccama et al., 1970). We  used theFig. 1. Map  of Hubbard Brook Watershed 6 divided into 208 plots (25 m × 25 m);
biomass for each plot is from 2002. Yellow circles indicate a random sample of 20%
of the plots, stratiﬁed by elevation zone.
data from the 2002 survey in this analysis. We  described samp-
ling uncertainty by randomly selecting a subset of plots without
replacement, stratiﬁed by three elevational bands (upper, middle,
and lower elevation; Fig. 1). Because the elevation bands are not
equal in size, we  subsampled according to the proportions rep-
resented in the full data set. In this exercise, we  did not include
sources of uncertainty other than sampling intensity, such as the
error of the allometric equations used to estimate tree biomass
or the error in measuring tree diameters (Yanai et al., 2012). We
repeated this procedure 1000 times for subsampling intensities
from 1 to 208 plots. We determined how many plots would be nec-
essary to produce conﬁdence intervals that were 10%, 5%, and 1%
of the mean; the number of plots was  rounded up to the nearest
integer. The bootstrapping analysis was  done in R (R Foundation
for Statistical Computing, Vienna, Austria).
2.4. Repeated-measures mixed effects model applied to long-term
trends in lake chemistry in the Adirondacks
We  used a repeated-measures mixed-effects model to assess the
effect of subsampling on the model mean and standard error of a
long-term study of lake chemistry in the Adirondack Park. We  used
data collected by the Adirondack Lake Survey Corporation’s Adiron-
dack Long Term Monitoring (ALTM) program. The ALTM program
has collected water samples from 52 lakes monthly since June 1992
to assess effects of acidic deposition on water quality in the Adiron-
dack region (Roy et al., 2010). These lakes are located throughout
the Adirondack Park and were selected to encompass a range of
hydrologic and chemical characteristics. In this analysis, we used
concentrations of NO3 and SO4 from 48 lakes (4 experimentally
limed lakes were not included) from June 1992 to December 2010.
The mixed-effects model is a generalized linear model that can
include random and ﬁxed effects. The lakes were considered a ran-
dom effect. This model did not include any ﬁxed effects because
C.R. Levine et al. / Ecological Indicators 39 (2014) 94– 101 97
Table 2
Subsampling scenarios of ALTM lakes and ratios of model SE based on reduced data sets to those using all the data. A ratio >1.00 indicates that the reduced model has a higher
SE  than the full model. For the simulated sampling schemes at 50%, 33% and 8% temporal effort, the values listed below are the average of 2, 4, and 12 scenarios, respectively.
% of current effort Simulated sampling scheme Ratio of model SE of the
reduced to the full data set
SO4 NO3
Subsampling lakes 90% 43 lakes 1.23 1.46
80%  38 lakes 1.30 1.57
60%  29 lakes 1.41 1.64
40%  19 lakes 1.60 1.93
20%  10 lakes 2.64 3.18
10%  5 lakes 3.30 4.18
Subsampling months 67% March–October 1.00 1.00
58% March–September 1.00 1.00
50%  Every other montha 1.01 1.01
33%  Quarterlyb 1.00 1.01
8%  Yearlyc 1.01 1.01
a The two scenarios averaged here are sampling of even months and sampling of odd months.
b The four scenarios of quarterly sampling are (1) January, May, September; (2) February, June, October; (3) March, July, November; and (4) April, August and December.
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sc The twelve examples of annual sampling include one sample for each month.
here were no measurements nested within the sites. The time
eries of measurements from each lake was treated as a repeated
easure. Because samples were uniformly spaced (monthly samp-
ing), a ﬁrst-order autoregressive structure was  used. Chemical
nalytes were analyzed in separate models.
To evaluate the effect of sampling intensity on the standard error
f the slope, subsamples of sites or sampling dates were randomly
elected. A bootstrap routine of 500 iterations was  used to simu-
ate sampling 90% (43 lakes), 79% (38 lakes), 60% (29 lakes), 40%
19 lakes), 21% (10 lakes), and 10% (5 lakes) of the lakes (Table 2).
hen randomly selecting lakes for simulated scenarios, lakes were
tratiﬁed by acid neutralizing capacity (ANC) class to ensure that
odels included a representative subsample. The ANC categories
sed here were <0 eq L−1 (7 lakes), 0–50 eq L−1 (27 lakes), and
50 eq L−1 (14 lakes). The ANC value of each lake was  based on
he average of three years of recent sampling (2008–2010). We  also
imulated scenarios in which sampling was reduced by systemati-
ally eliminating months within years, rather than by eliminating
akes (Table 2). When generating subsamples, data were randomly
ampled without replacement.
To compare the effect of sampling intensity on the uncertainty in
stimates, we used the Least Squares Means (LSM) model standard
rror. When the LSM standard error is higher under reduced samp-
ing, this indicates a decreased ability to detect signiﬁcant changes
ver time. Repeated measures mixed effects tests were done in SAS
.3 (SAS Institute, 2008).
. Results
.1. General linear model error applied to stream sampling at
iscuit Brook
The simulation of reduced sampling schemes at Biscuit Brook
1996–2003) showed that as sampling was reduced, the uncer-
ainty in the slope increased. The uncertainty in the change over
ime in SO4 concentrations based on weekly samples was 0.02 g
O4 L−1 yr−1; for biweekly samples it was 0.03 g SO4 L−1 yr−1, for
onthly samples 0.04 g SO4 L−1 yr−1, and for bimonthly samples,
t was 0.06 g SO4 L−1 yr−1, averaging the standard errors of the
lopes for the multiple possible subsamples (Fig. 2).Higher uncertainty in the slope of the regression of solute con-
entration over time means that the slope is less likely to be
tatistically distinguishable from zero. Reducing sampling inten-
ity to bimonthly (12.5% of a weekly effort), for example, resultedin signiﬁcant declines (p < 0.05) in SO4 concentrations in only four
of the eight data subsets (Fig. 2).
The long-term trend in NO3 shows higher variability than
SO4 due to seasonal variation within years related to snowmelt.
The uncertainty for NO3 concentrations in the slopes of weekly,
biweekly, monthly, and bimonthly sampling schemes was 0.03,
0.05, 0.07 and 0.10 g NO3 L−1 yr−1, respectively (Fig. 2). Declines
in NO3 concentrations were signiﬁcant for a weekly sampling
scheme, for one of two  biweekly sampling schemes, for one of four
monthly simulations, and for one of eight bimonthly simulations
(Fig. 2).
3.2. Detectable difference analysis applied to loon tissue sampling
in the Adirondacks
Changes in total Hg concentrations in Adirondack loons would
be detectable at  ˛ = 0.05 if they were at least 38% in adult loon
blood and 31% in adult loon feathers (Fig. 3). Thus, if there were
reason to expect that loon Hg concentrations would change at
the rate of 1% per year, for example, it would be reasonable to
repeat the survey in 30–35 years. Alternatively, a change would
be detectable at an earlier date by sampling a greater number of
lakes. If 140 lakes were sampled, a change of approximately 20% in
Hg concentrations in loon blood and feathers could be detected in
10 years.
3.3. Bootstrapping approach applied to tree biomass at Hubbard
Brook
Using bootstrapping to describe the relationship between samp-
ling intensity and conﬁdence in the mean, we  found that only 25
plots were required to estimate the aboveground biomass of a Hub-
bard Brook watershed within 10% of the true mean. To achieve a 5%
sampling uncertainty, 77 plots were required, and a 1% sampling
uncertainty required 194 plots (Fig. 4).
The true mean is known, in this case, because all the trees in
each of the 208 grid cells in the watershed are measured, and thus
the sampling uncertainty in the bootstrap simulation converges on
zero. This bootstrapping approach can also be applied to data sets
with a sample, rather than a census, of a population. In these cases,
the conﬁdence interval will still be minimal at the maximum num-
ber of samples, reﬂecting the sampling uncertainty in the data set
analyzed.
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n  the full data set (100%), two biweekly subsamples (50%), four monthly subsample
he  uncertainty in the rate of change over time for each sampling intensity.
.4. Repeated-measures mixed effects model applied to lake
hemistry in the Adirondacks
In the analysis of NO3 and SO4 concentrations in Adirondack
akes, we found that the frequency of sampling could be reduced
rom monthly to annual with little loss in conﬁdence in quanti-
ying long-term trends (Fig. 5). However, monitoring fewer lakes
ncreased uncertainty in the concentration estimates. Reducing
onitoring effort to 90% of lakes increased the uncertainty in esti-
ates of concentration trends by 23% for SO4 and 46% for NO3,
nd the uncertainty increased further as the sampling intensity
ecreased (Table 2). This increase in uncertainty when lakes are
ubsampled is not surprising because the spatial variation among
akes is much greater than the temporal variation among months
ver the sampling period (1992–2010, Table 2).
Sampling only one month per year could be a viable monitoring
ption. These model simulations had low standard errors due to the
ow variation in concentrations among months relative to the vari-
tion observed among lakes. For Adirondack lakes, many solutes
ave seasonal variation and there may  be important reasons for
haracterizing this variation. For example, ANC tends to be lowest
n the spring coinciding with in the release of inorganic monomeric
luminum in lakes with low ANC values. In such cases, detecting
hanges in seasonal patterns may  be important and sampling sea-
onally (once in every three months) might be worthwhile.
. Discussion
Most monitoring designs were not developed based on for-
al  statistical uncertainty analyses. As a result, researchers and
anagers resist scaling back their monitoring efforts for fear of los-
ng valuable information. Identifying the sources of uncertainty in
ny estimate can provide a basis for prioritizing possible improve-
ents.cuit Brook, measured weekly from 1996 to 2003. Lines show the regressions based
), and 8 bimonthly subsamples (12.5%) of the full data set. Panels on the right show
There are several reasons why  monitoring programs tend to
continue as they were executed historically, despite changes in
research objectives and environmental conditions over time. Mon-
itoring programs are not always designed to be ﬂexible, though
this is an important characteristic of effective monitoring programs
(Lindenmayer and Likens, 2009; Lovett et al., 2007). Researchers
may  fear that erratic or inconsistent sampling will limit approaches
that can be used to analyze the data collected. Fortunately, currently
available statistical methods can accommodate irregular data sets.
Another argument for perpetuating intensive sampling schemes
is that unlike many research products, the application of monitor-
ing data is not always known. Thus, there is a tendency to collect as
much data as possible in case it should prove necessary for future
analyses. Fortunately, the longer a record is maintained, the more
power is available to detect changes following a reduction in samp-
ling effort.
In this study, we  simulated reduced sampling designs using data
from studies with intensive long-term sampling records. This is
not the same as reducing sampling after a period of more inten-
sive sampling. When sampling is reduced, there is statistical power
remaining from the previous record that would contribute to future
assessments. When considering reducing monitoring programs,
simulated data sets based on projections of future sampling sce-
narios should be used to assess whether it is possible to reduce
sampling and still have enough power to detect trends in the future
(Garman et al., 2012).
4.1. Analytical approaches illustrated in these case studies
General linear models can be used to assess the standard error
of the slope for data sets that include time series at a single site.
These tests are commonly used to assess trends over time. Although
we illustrate an analysis that used linear regressions, the same
approach is applicable to nonlinear regressions.
C.R. Levine et al. / Ecological Ind
Fig. 3. A. Detectable difference of total Hg (ppm) in feathers of male loons (n = 21
lakes), female loons (n = 22 lakes), and adult loons (male and female combined; n = 30
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iakes). B. Detectable difference of total Hg (ppm) in blood of male loons (n = 21 lakes),
emale loons (n = 21 lakes), and adult loons (male and female combined; n = 40 lakes).
olid lines indicate unpaired resampling and dotted lines indicate paired resampling.
When analyzing data sets that include multiple sites at a sin-
le point in time, such as one-time survey data, a two-sample
-test is appropriate for determining a detectable difference when
ata pass tests for normality and equal variance. In the case of a
ig. 4. Uncertainty in estimates of aboveground biomass for Hubbard Brook W6 in
002 as a function of the number of plots sampled. Estimates are based on 1000
andom samples of the number of plots indicated, stratiﬁed by elevation as shown
n  the map  (Fig. 1).icators 39 (2014) 94– 101 99
non-normal distribution, a non-parametric subsampling approach
should be used. This type of analysis can be used to guide decisions
about future monitoring efforts by indicating the number of sam-
ples needed to detect a change in the mean of a speciﬁed magnitude.
For example, if a large number of samples are needed to detect a
signiﬁcant change within a short time period, it may be desirable
to wait to resample until larger change is expected, rather than
increasing the sampling effort.
We used a bootstrapping approach to subsample vegetation
plots at Hubbard Brook and lake chemistry in the Adirondacks in the
two examples described above. In these cases, we chose to sample
without replacement because this represents a realistic example
of a reduced sampling scheme when a proposed reduced scheme
would measure only those sampling units (e.g., plots, lakes) that are
monitored under the current program. When a proposed change
would include sampling units that have not previously been moni-
tored, sampling with replacement could be used, assuming that the
variation of the original sample is representative of future sampling
units.
Repeated-measures mixed-effects models provide a model
error associated with a group of sites over time. In mixed mod-
els, it can be difﬁcult to identify which effects are ﬁxed and which
are random. In this example, site was  a random effect because
sites included in the study were chosen from a larger population of
potential sites, and thus are considered random. In a study in which
all lakes greater than 0.5 ha in the Adirondack Park were sampled
(Driscoll and Van Dreason, 1993), site could be considered a ﬁxed
effect. Typically though, site will be a random effect because it is
rare to sample an entire population of sites when monitoring envi-
ronmental variables. In some monitoring programs, sites may  be
chosen for particular reasons; in that case, it may  not be appro-
priate to treat them as random. Applying the proper correlation
structure to the model is also important. The correlation structure
should be speciﬁed based on the sampling scheme. In cases in which
samples are not uniformly spaced (for example, sampling hydro-
logic events), the autoregressive structure should be speciﬁed in
the model.
4.2. Additional statistical approaches
In this paper, we  demonstrate the use of a few relatively simple
tests that are widely applicable and easily implemented. How-
ever, ecological monitoring often produces unbalanced data sets
because equipment fails, funding is inconsistent, and complex
sampling schemes are used. In these cases, more sophisticated
non-parametric models may  be appropriate. Due to the variety of
available statistical approaches, there should be few limitations to
evaluating monitoring schemes in terms of the suitability of the
data structure for analysis.
Parametric models require assumptions about the probability
distribution of the observations. Non-parametric analyses such as
bootstrapping should be considered when data are not normally
distributed. However, they may  not be able to detect changes
as small as those detected by the analogous parametric tests
(Lawrence et al., 2004).
Hierarchical models are well suited for assessing environmental
monitoring approaches because they can account for both mea-
surement error and natural variation (Royle and Dorazio, 2008).
These models can accommodate nested random effects to account
for correlations in measurements, and can also account for irregular
sampling schemes by treating the timing of sampling as a covariate
(Ver Hoef and Frost, 2003). This is applicable to monitoring indi-
vidual plants or animals when probability of detection is relevant.
Though there remain challenges to the practical implementation of
hierarchical models for complex data sets, these models can be a
powerful tool for analyzing ecological data (Cressie et al., 2009).
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The availability of tools for the statistical analysis of complex
ata means that long-term monitoring schemes need not follow
alanced, static designs. We  recommend approaches that sample
t mixed frequencies, which can incorporate temporal and spa-
ial sampling after an initial monitoring period. The results of our
ixed-model analysis of lake sampling demonstrated that there
as much greater variability between lakes than there was  within
ndividual lakes each year. Thus an improved sampling scheme
ight decrease the number of times each lake is sampled, and add
akes in future sampling. Since high-frequency data might be use-
ul in the future, a mixed sampling scheme could include monthly
amples at a subset of lakes to capture seasonal patterns.
.3. Advice for revising monitoring programs
Often, monitoring programs have multiple objectives that need
o be considered collectively in decisions to alter the temporal
r spatial extent of measurements. For example, many monitor-
ng programs track multiple variables in the samples collected.
ommonly, the sampling intensity will be consistent across these
ariables, although the requirements for detecting long-term
rends will be different. The appropriate interval for sampling will
epend on many factors, including cost, expected rates of change,
esired conﬁdence intervals, and the importance of the variables
eing monitored.
Identifying possible reductions in sampling intensity may
rovide opportunities to decrease expenses or redirect monitoringicators 39 (2014) 94– 101
efforts to meet other needs. For example, in the long-term lake
study we analyzed, characterizing variation across lakes was more
important than characterizing variation within years; thus, an
improved sampling regime might include additional lakes while
decreasing the temporal sampling within lakes.
A comparison of sources of uncertainty can be useful for identi-
fying sampling priorities. It may  not pay off to minimize sampling
uncertainty if there are other sources that contribute greater uncer-
tainty to the overall estimate. For example, uncertainty in biomass
estimates at Hubbard Brook includes the error in the allometric
equations. Because the error in the allometric equations are approx-
imately 5% (Yanai et al., 2012), sampling every plot to achieve a 0%
spatial error does not improve the overall estimate and requires a
large effort.
Regular evaluation of long-term monitoring programs is an
important part of the monitoring process (Lindenmayer and Likens,
2009). Uncertainty analysis can help provide a basis for making dif-
ﬁcult decisions about competing demands for labor or other costs.
Of course, there is a cost associated with evaluating a monitor-
ing program and implementing changes, and this cost should be
balanced with the potential savings that could accrue from modi-
fying the approach. The appropriate frequency for evaluation will
be shorter for high-frequency monitoring programs (perhaps every
ﬁve years) than for those conducted less frequently (perhaps every
few sampling rounds). This allows for sufﬁcient data to be col-
lected to support an analysis, but would also minimize the cost
of oversampling for too long a time.
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