Abstract: Kriging is one of the geostatistical techniques for spatial data analysis that is usually used for a modelling of natural phenomena or a creation of digital elevation models. In this paper, we introduce kriging methods in the context of a landslide modelling in time. The proposed procedure, as well as most of the statistical methods, is designed for complete data sets, i.e. the observations at the beginning and the end of the study are available. In order to use all the information from the data and to avoid the loss of information after omitting observations with missing values, the algorithm for imputation of missing data values based on kriging techniques is proposed. The methodology was verified by the landslide modelling in Halenkovice, Czech Republic, during the period from June 2008 to March 2010. The obtained results showed a potential of kriging methods for the landslide modelling.
Introduction
One issue of the spatial data analysis is focused on the estimation of values of a certain phenomenon in a study area when values of this phenomenon are given only in certain locations. Such an analysis is based on interpolation. After the analysis, the values of the phenomenon are known at all points of the study area; the values are obtained either directly by measurement, or by estimation. The landslides monitoring is one of the particular areas, in which interpolation is commonly utilised.
Approaches for the spatial modelling of landslides can be divided into two groups. The first group includes deterministic and dynamic modelling methods of physical mechanisms that control slope failure [1] . These approaches are used scarcely because of the detailed data requirements. The second group consists of heuristic or statistical methods that use a relation between locations of previous landslides and geo-environmental variables to predict areas of landslide initiation with similar combinations of factors [2] . Generally, one can say that natural processes are spatially analysed and modelled by rather deterministic methods while social processes by stochastic methods. This is because the level of complexity of the system may appear simpler for the natural process than for the social process [1] .
Although the complexity of natural phenomena might seem simpler, the number of initial conditions plays important roles in these processes. Conditions making a region susceptible to landmass movements encompass factors such as soil characteristics, topography, precipitation, vegetation, and others [3] . Various statistical, analytical and numerical approaches have been introduced for modelling of landslides. Eligibility of the artificial neural networks for mapping landslide susceptibility has been discussed in [4] , the effect of water pressure and soil porosity on the occurrence of landslides in [5] . Rainfall intensity duration curves in regional [6] and global scales [7] have been used in developing of landslide models. Several attempts have been made to apply different methods of Landslide Hazard Zonation. The multivariate techniques are proved to be effective in spatial prediction of landslides with the high degree of accuracy [8] .
The basic principle of spatial predictions and of geostatistical analyses in general, is that events that are closer to each other in a given area tend to be more similar than events that are more distant. With increasing distance from the prediction site, the impact of these sites on the prediction drops and from a certain distance, the influence of these remote places on the prediction is equal to zero. If values of individual measurements are not fundamentally different and structure of the area remains constant, it is possible to interpolate area primarily from points lying close to each other. On this idea the Inverse Distance Weighting (IDW) method, which is one of the deterministic methods, is based. Other methods are e.g. Radial Basis Functions (RBF) method [9] , Global Polynomial interpolation [10] , Local Polynomial interpolation [10] , trend [11] , Thin Plate Spline [12] or even neural networks [13] .
The most significant advantage of IDW is its (mathematical) simplicity, which causes that the method is fast and its results are easy to understand. The usage of IDW is the most appropriate for interpolation tasks with the high number of source points but IDW can be used also for showing barriers, discontinuous lines and fractures on the surface [14] . The disadvantage of the IDW is the formation of concentric contour lines (bull eyes) around entry points. The reason is a strong influence of these points in their surroundings, especially when a higher degree polynomial function is chosen. The smoothing parameter was introduced for attenuation of this phenomenon. Another disadvantage of the IDW method is that it cannot calculate higher or lower values than the values of the input data. So if observations with extreme values are not present in the data, there are distortions in missing locations.
The RBF method, unlike the IDW, can deal with this situation. RBF has various applications in practice, due to their simplicity, generality and fast learning stage. RBF is powerful and flexible method and is useful for gridding almost any type of data set [15] . It provides suitable results for phenomena that are changing gradually in space, e.g. elevation except the steep mountain areas. However, RBF is not suitable for interpolation of phenomena with step changes in values over short distances. The disadvantage of the trend method is a deformation of resulting structures in the periphery of the area, with the best estimate in the central part. In case that the observed values are low in the periphery, the method may provide negative estimates, which may not comply with the studied phenomenon.
The kriging method is one of the most commonly used geostatistical methods [16, 17] . Kriging, like the IDW interpolation, create weights from surrounding measured values to predict values at unmeasured locations. However unlike IDW, kriging directly incorporates spatial autocorrelation. Kriging weights come from a semivariogram, which was developed for modelling of spatial variability of a data structure. To create a map of the phenomenon, optimal linear predictions are made for locations in the investigated area. They are based on the semivariogram and spatial arrangement of measured values that are nearby. Kriging methods are usually used for modelling of mineral deposits. The aim of this paper is to introduce the kriging method in the context of landslide modelling and as an imputation method for missing values; and to discuss main issues of the kriging such as stationarity and isotropy. The application of this methodology is demonstrated on landslide modelling in Halenkovice, Czech Republic, for the observation period from June 2008 to March 2010.
The landslide in Halenkovice has been previously studied from the different point of view in [18, 19] . In these papers, regression models for estimation of shifts velocity in the x-and y-direction together with a deformation circle as a visualisation tool are proposed. Statistical tests for the landslide detection are proposed in [19] .
The paper is organised as follows. Section 2 is devoted to the basic theoretical knowledge of semivariograms and kriging methods, especially to ordinary and universal kriging methods. Further, this section contains data description and processing, and the procedure for imputation of missing data values. The construction of a landslide model is described in Section 3. Kriging maps of movements slope are created along with the kriging standard errors at any location on the map. For better clarity, 3D model of the landslide is also constructed, where the third dimension shows the total shift for the whole period of observation. The last sections consider a conclusion and a discussion.
Methods

Universal kriging and variogram
The kriging method is one of the geostatistical interpolation methods that are used for modelling of spatial data [20] . The term kriging includes a variety of interpolation techniques whose aim is to find an optimal linear prediction. From the statistical point of view, kriging provides the best linear unbiased estimators [21] .
Let the symbol Z(s) denotes the observed value of the studied spatial process at the point s. For example, in the study of mineral deposits, Z(s) is the observed amount of mineral resources at a given point s; in landslide modelling of the slope, Z(s) is the observed overall shift at a point s in studied time period. The principle of prediction is based on a weighted average of neighbouring values Z(s i ), where the weights λ i depend on the distance and spatial relationship between observed points. Mathematically, the prediction at the point s can be described by the equationẐ(s) = Σλ i Z(s i ).
There are many different methods for determination of the weights and each of them is associated with some kriging method. Basic methods, which are discussed in the paper, are ordinary and universal kriging [22] .
Ordinary kriging is based on the assumption that the correlation between two random variables depends only on their spatial distance that separates them and is independent of their position. Moreover, the variance of the difference of two random variables Z(s) and Z(s + h) also depends only on their spatial distance h. More precisely, [21] . The variogram is described later in this section. Furthermore, the ordinary kriging assumes stationarity of the first moment of all random variables, i.e. it assumes constant mean E[Z(s i )] = µ, which is unknown.
If the first moment of the observed field is not stationary and a polynomial trend occurs in the data, it is appropriate to use the universal kriging [23] instead of the ordinary kriging. The ordinary kriging assumes the stationarity of the first moment. Under this assumption, the average value of the scatter points is relatively constant. Whenever there is a significant trend in the data values, such as sloping surface or a locally flat region, this assumption is violated. Universal kriging is much like the ordinary kriging, except that instead of fitting just a local mean in the neighbourhood of the estimation point a linear or higher-order trend is fitted in the (x, y) coordinates of the data points [2] . The trend of the first-order is given by E[Z(s i )] = m(x i , y i ) = µ+a 1 x i +a 2 y i , where µ, a 1 and a 2 are local trend coefficients of the first-order trend, and x i , y i are coordinates of input point s i . The resulting kriging equations at the location s 0 are
Here the symbol |s i − s j | means the distance between the locations s i and s j ; ω, a 1 , a 2 are Lagrange multipliers. The variance of the universal kriging estimator with the linear trend at the location s 0 is
The square root of the kriging variance is called the kriging standard error (KSE).
The regionalized variable theory assumes that the variation of the variable under study is the same in all directions. Under this assumption, the spatial variation is isotropic, and it is possible to use the interaction of all possible pairs of points of the input data to estimate the variogram. However, in practice geostatistical data very often show anisotropy [24] in some direction, and thus autocorrelation functions vary in different directions. In the case of anisotropy, it is necessary to determine direction estimates for variogram that does not show such loading [21] . Elliptical rose diagrams [25] typically indicate the presence of anisotropy. A rose diagram is a circular histogram that displays directional data and the frequency of each class. If the spatial correlation pattern is anisotropic, the range varies in different directions. In the rose diagram, one can identify the major and minor axes of the elliptical range distribution. These new coordinate systems are suitable for construction of variograms.
The empirical form of a variogram is defined as
where
The result of the point estimates is a set of variogram values for various distances h between points. Nevertheless, knowledge of these variogram values is not enough for compiling the kriging equations. One also need to know the variogram values for any distance h. Therefore, when quantifying spatial dependence, obtained estimates are approximated with a theoretical curve. The most common semivariogram models are linear, spherical, exponential, or Gaussian model [16, 26] . There are specific characteristics describing the semivariogram models [27] . Range defines the distance, where the semivariogram value is constant. Sample locations separated by a distance shorter than the range are spatially autocorrelated; locations farther apart than the range are uncorrelated. Sill is the semivariogram value at the range. The nugget effect is defined as the limit of the semivariogram for h decreasing to zero. The nugget effect can be caused by measurement errors or by the fact that the process includes spatial variability at distances smaller than the sampling interval [28] .
A better fitted semivariogram model (with respect to the experimental semivariogram) produces a better kriging estimate. A semivariogram model that takes due cognisance of any anisotropic behaviour in the data will also produce a better kriging estimate. According to general recommendations, more sophisticated semivariogram model should be used just in cases if simple semivariogram models cannot capture the major spatial structure of the experimental semivariogram to a satisfactory level. Overfitting of an experimental semi-variogram will not produce better kriging estimates than a simpler model that adequately captures the overall spatial structure of that regionalized variable. The most important aspect of the fitted semivariogram model for the kriging estimate is the nugget-effect and the slope near the origin [16, 29] . In general, fit the modelled semivariogram sill to the experimental semivariogram sill rather than to the sample variance.
Frequently used measures that indicate how well a statistical model fits data are e.g. [30] 
where Z(s i ) is the observed value,Ẑ (si) is the predicted value at the location s i , andZ(s) is the average value of Z(s i ).
The predictive performance of a fitted model can be evaluated using the leave-one-out cross-validation (LOOCV) method [31, 32] . The idea of the cross-validation is to perform several splitting of the data into the training sample used for fitting the model, and into the validation sample (remaining data) used for evaluating the predictive accuracy. In the LOOCV procedure, each data point is left out from the sample and used for validation. For large datasets, further splitting procedures are available. The predictive accuracy of a model can be measured by the RMSE and the mean absolute error (MAE) on the test set of data not used in estimation. In the MAE, all errors are weighted equally in the average; in the RMSE, the errors are squared, therefore the RMSE gives a relatively high weight to large errors. This means that the RMSE is more useful when large errors are undesirable. The RMSE is always larger or equal to the MAE; the greater difference between them, the greater the variance in the individual errors. If the RMSE and MAE are equal, all the errors are of the same magnitude. The explicit formula for the MAE is given as
Data description and processing
The case study, in which the usage of presented methods is demonstrated, is dealing with the shallow landslide situated near Halenkovice municipality in Zlín Region, Czech Republic. The study area is located in the outer part of the Western Carpathians, which is created by the Mesozoic and Tertiary deposits. This part of Carpathians is called Flysch Carpathians. The geological structure of the flysch is characterized by alternating sandstones and conglomerates with clay slates that create layers with varying thickness and strength. This fact is one of a cause of frequent slope instabilities in the area [33] . There are different types of slope instabilities and slope movements occurring in the flysch, but the most common are shallow landslides. They evolve on the inclined slopes in the mantle rock and may be caused by increased precipitation. The study area is represented by the slope with inclination 10- Due to significant movement occurred between June and October 2008, we set June as the starting month for landslide modelling. The coordinates from June are not available for four points installed in October, and thus they cannot be directly used for modelling. In order to use all the information from the data and to avoid the loss of information after omitting these points, it is necessary to impute the missing coordinates from June for them. The proper method is described below.
The coordinates at the points 8, 9 and 15 are known only from the initial measurement. These points have never been found later. Since their movement in the study area is unknown, they are unusable for modelling, and thus they were excluded from the modelling. Therefore, they are already no longer displayed in the graphical output.
The imputation method for missing data values
For landslide modelling by the kriging, it is necessary to have observations at both, the beginning and the end of studied period, say at time T 0 and Tn. In practice, however, it often happens that data are observed at different initial times, say T 0 and T 1 . Therefore, it is necessary to select the start and the end of the modelling period properly and, if possible, to impute the missing data values at the locations that have been observed later. For these situations, when enough observation at both times T 0 and T 1 is available, we recommend to use kriging method for the period from T 0 to T 1 and to predict missing values at time T 0 .
The imputation of missing values plays an important role in the evaluation of resulting kriging model. Since the accuracy of kriging predictions depends on data configuration in a studied area, knowledge of movements of more points can substantially affect the resulting model.
Results of the landslide modelling in Halenkovice
When using kriging methods for landslide modelling, the value of the process Z(s) is the observed overall shift at the point s for the period from June 2008 to March 2010; Z(s+h) is the observed overall shift at the point s + h, the point situated at the distance h from the point s, for the same period. All calculations were performed using the R project library geoR [35] .
For the construction of a model, the dataset completed by the universal kriging for the period from June 2008 to October 2008 was considered. The imputation was performed using all available points, i.e. 22 points. The imputed coordinates of the points 7, 10, 12, and 28 are listed in Table 3 . Here, the discussion of the procedure how these values were obtained is skipped. The procedure is analo- A presence of linear trend m(s) was detected in the field during the structural analysis, and thus the universal kriging was used. The correctness of the trend is assessed by verifying the condition of stationarity of the first moment applied on residuals R(s) = Z(s)− m(s). The obtained residuals indicate stationarity in all directions (Figure 4) .
The semivariogram models with linear trend ( Figure 5 ) vary in different directions as expected with respect to rose diagrams. Therefore, when creating kriging maps, they were constructed separately with shifts in x-, y-and z-directions. For the construction of kriging maps, Gaussian semivariogram models were used without nuggets and with ranges about 65 metres for the x-, y-directions, and about 70 metres for the z-direction. The sill for the xdirection is equal to 0.3 m 2 , for the y-direction it equals 1.4 m 2 , and for the z-direction it is 0.08 m 2 . Curves for exponential, linear and spherical models in semivariograms in the x-and y-directions were overlapping; exponential and spherical models also for z-direction were overlapping. The different scales of shifts were found in various directions (Figures 6-8 ). In the x-direction, points with the largest shifts are located nearby the upper right corner of Figure 6 representing the lower part of the slope. According to the density of contours, the landslide occurred gradually from the south-west direction from the point 23 to the point 17. Conversely, a steep landslide occurred near the points 5 and 28, where contours are the densest. In the x-direction (Figure 6 ), the points 6, 16, and 17 had the greatest shifts by approximately 1.0-1.2 m. At the points 4, 10, 12, 14 and 28 shifts about 50 cm were observed and in other locations it was only about 10 cm. The KSE for the x-direction equals 10 cm in the observed points and grows with increasing distance from these points.
In the y-direction (Figure 7) , the shifts were more distinct. The points 6, 10, 16 and 17 had shifts from 1.5 m to 2.2 m.; the points 4, 12, 14 and 28 had similar behaviour as in x-direction with the shifts about 50 cm. The shifts at other locations were less than 10 cm. The KSE for the ydirection equals 25 cm in the observed points.
The smallest shifts were observed in the z-direction (Figure 8 ). The points 6, 16, 17 and 28 had the greatest shifts from 20 to 30 cm; the points 2, 4, 5 and 10 had shifts about 15 cm; other locations moved only about 5 cm. The KSE for the z-direction equals 5 cm in the observed points.
Index of determination and RMSE for modelling the shift is equal to R 2 = 0.997, RMSE = 11.1 cm in the xdirection; R 2 = 0.998, RMSE = 15.4 cm in the y-direction;
and R 2 = 0.998, RMSE = 3.5 cm in the z-direction.
All characteristics indicate that models very well fit data, and average deviations of the fitted and observed values are sufficiently small and comparable with the observed shifts. For better clarity, an approximate 3D model (the third dimension represents the total shift in meters) for the landslide is displayed in Figure 9 . The ridges of the landslide (the area with the largest shift) stretch in a curve from the south-west to the north-east. It is obvious that the biggest shift, about 2.5 metres, was around the points 16 and 17 at the lower part of the slope.
The predictive performance of fitted models for x-, yand z-directions was evaluated using the leave-one-out cross-validation method ( Table 1 ). The obtained results are satisfactory. The MAE values correspond with the ranges of shifts in different directions. In the x-direction, maximum shifts are about 1.2 m; in the y-direction the maximum shifts are about 2.5 m; and in the z-direction it is only about 0.5 m. The RMSE values are greater (< 1.6-fold) than MAE values, which indicate the variance in individual errors. The biggest errors occur in the prediction of some specific points such as points with extreme shifts or points with hardly predictable movements (e.g., point 19) , because the resulting surface of kriging maps is smooth. The values of correlation coefficients between observed and predicted values indicate sufficient predictive ability of the fitted models.
In order to show the effect of imputed points 7, 10, 12 and 28, kriging maps were created without these points ( Figure 10 ). In locations, where the omitted points are situated, interpolation resulted according to the nearest points to these locations. The KSE for the x-direction in the ob- slightly at observed points for models without imputed values. It is obvious since there are fewer observations in these models. The biggest difference between models with and without imputed values can be seen in the KSE map for y-direction where an important role of the imputed points 7, 10, 12, and 28 is noticeable. Their imputation to the model leads to a reduction of the KSE in the central part of the slope. The effect of imputed values is also apparent in predictive performance of fitted models (Tables 1  and 2 ). While the results are satisfactory for fitted models with imputed values, the results are much weaker for models without imputed values.
Discussion
Kriging is a stochastic method, which, unlike the deterministic methods, involves an element of randomness, including measurement and model errors. Thus, the resulting spatial prediction is considered one of the many that could be created. The resulting surface of kriging is smooth, so it may not necessarily respect the "true" sur- face. The advantage of kriging consists of involving all the data information in the analysis. Weights do not depend only on the distance among the measured points and location of the predictor, but also on the spatial arrangement of measured points. Kriging estimates are optimal in the sense that they have a minimum degree of variability.
In the paper, we present the universal kriging in the context of the landslide modelling. When landslide varies in different directions, i.e. anisotropy occurs in data, each direction should be analysed separately, and it is necessary to construct kriging maps in x-, y-and z-directions separately. Construction of 2D or 3D maps requires the simultaneous analysis of x-, y-, and z-directions, what can be solved using the multivariate approach to modelling. Nevertheless, the multivariate approach is rather not simplistic and; therefore, this topic was left to further research. Since it is rather difficult to imagine separate kriging maps, an approximate 3D model is presented in Figure 9 . However, for the more accurate model, both x-and y-directions should be analysed simultaneously.
The accuracy of kriging predictions depends on data configuration in the investigated area. A good measure of the spatial configuration of the data points is the KSE. In general, the KSE will increase as the variance of the data increases or data become more redundant. The KSE will decrease as data are closer to the location of the estimation. Therefore, in order to use all the information from the data, the algorithm for imputation of missing values based on the kriging as well is also proposed. The effect of imputed values is not only in a reduction of the KSE but also in predictive performance of fitted models. However, the KSE is essentially independent of data values used in the estimation. It is purely the function of the spatial distribution and the data configuration, and the version of the kriging used. The only link between the KSE and data values is through the semivariogram. Using the same variogram and the same data points will give the same KSE, regardless of the values of the data points. Hence, better fitted semivariogram model leads to lower KSE and better kriging estimates. In our case, the Gaussian model had the smallest RMSE in all directions (4.9 cm, 17.3 cm, and 1.8 cm in the x-, y-, and z-direction, respectively).
The limited number of previous studies related by both, the topic and the location, can be found. The results can be compared only to findings published in [18, 19] , which provides approaches for the modelling of the same locality as is presented in this paper. The improvement of the recent study is the development of suitable imputation method that allows improving analysis in a case of missing data. The retrospective overview of land-sliding processes in the area is provided by [36] . Although this paper mentions landslide analysed in this study, it misses statistical aspect that is provided by the authors. Other studies [37] [38] [39] may then advise on imputation method but its results are either general or in the different field of study, so the direct comparison is not possible.
Conclusions
Kriging methods are usually used for modelling of mineral deposits. In the paper, the universal kriging is presented in the context of landslide modelling. We discuss main issues of the kriging such as isotropy and stationarity of studied process, the accuracy of predictions and a problem of missing values. When a studied process is not stationary, and a polynomial trend occurs in a data, it is appropriate to use the universal kriging. In the case of presence of anisotropy (landslide varies in different directions), it is necessary to construct kriging maps in x-, y-and z-directions separately. The accuracy of kriging predictions depends on data configuration in the investigated area. In order to use all the information from the data, the algorithm for imputation of missing values based on kriging as well is also proposed. The methodology was verified on landslide modelling in Halenkovice, Czech Republic. The resulting kriging maps confirmed the fact that the biggest shifts occurred at the lower part of the slope, in socalled accumulation zone. The results are also satisfactory from the statistical point of view. The most important benefit of our contribution is that kriging methods can be successfully utilised also for the landslide modelling.
