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Abstract 
This report deals with summability methods for Fourier-Jacobi 
series. When a function f is expanded in terms of Jacobi polynomials, 
every summability method for this Jacobi series may be looked upon as 
an approximation process for the function f, The main object of this 
report is to investigate the order of approximation of these approxima-
tion processes and to characterize the functions which allow a certain 
order of approximation. Many of these approximation processes exhibit 
the phenomenon of saturation, which is equivalent to the existence of 
an optimal order of approximation ( the saturation order). For the sum_--
mability methods treated in this paper the saturation order and the 
saturation class, that is the class of functions which can be approxi-
mated with the optimal order, are derived. The characterization of the 
classes of functions is accomplished by means of the theory of inter-
mediate spaces due to Peetre [20]. Another basic tool in this work is 
the convolution structure for Jacobi series introduced by Askey and 
Wainger [3]. 
2 
1. Introduction 
1.1. In this paper we are concerned with approximation theorems in 
some Banach spaces of complex-valued functions on the interval [o,1r]. 
00 
By C we denote the space of continuous functions, L is written for the 
essentially bounded functions and the 1P spaces are introduced with 
respect to the weight function 
( 1. 1) P(cx,8) (0) = (sin i)2a+1 (cos i)28+1. 
In this paper we shall always assume that a 2:._ 8 2:._ -~. We call M the 
space qf all regular finite Borel measures on [ 0, 1r J. The spaces C, 
LP (1.::p< 00 ) and Mare Banach spaces if they are endowed with the follow-
ing norms 
sup 
0~0~7T 
if(cos e) I, 
l [fl 100 = ess sup if(cos e) I, 
o~e~rr 
I Iµ I IM = J: Idµ ( cos e) I . 
1 ~ p < 00, 
With elements of these Banach spaces we can associate an expansion 
in terms of Jacobi polynomials. If P(a,B)(x) denotes the Jacobi polyno-
n 
mial of order (a,8) and degree n (see Szego [25]), the functions 
satisfy 
( 1. 2) 
where 
0 = 
n,m 
3 
1, n = m 
and 
O, n ;t m 
= (2n+a+B+1)r(n+a+B+1)r(n+a+1) = O(n2a+1). 
r(n+B+1)P(n+1)V(a+1)r(a+1) 
With f belongii.ng to one,of the spaces C or LP ( 1_:p.::_00 ) we associate the 
Fourier-Jacobi expansion 
00 
( 1. 4) f(cos e) ~ L 
n=O 
I\ f (n) (a,B) R(a,B)( w cos 
n n 
e), 
where 
( 1. 5) fA(n) = fn f(cos e) R(a,B)(cos e) p(a,B)(e)de, n = o, 1, •.•• 
0 n 
The generalized translation operator T~, introduced by Askey and 
Wainger [3], maps a function f with (1.4) into 
T"' f(cos e) ~ L 
'I' n=O 
and is shown to be a positive operator (see Gasper [14]) satisfying 
( 1. 6) 
and 
( 1. 7) lim+ I IT~f-fl I = 0 
~➔O 
1 Following Askey and Wainger [3] we define for f 1, f 2 € L the 
convolution f 1 * f 2 by 
( 1.8) 
This convolution has the following properties: 
1. 2. 
(i) 
(ii) 
(iii) 
( iv) 
4 
Lemma. 1 1 Let f 1, f 2 , f 3 € L. Then f 1 * f 2 € L and 
f 1 * (f2*f3) = (f1*f2 ) * f 3, 
(f1*f2 )A(n) = r;(n) f~(n), 
...!..:J.. With a measureµ€ M we associate the Jacobi-Stieltjes expansion 
( 1. 9) 
where 
(1.10) 
(X) 
dµ(cos e) ~ I µv(n) w~a,a) R~a,a)(ces e), 
n=O 
n = O, 1, •••• 
By F. Riesz' representation theorem the space Mis the dual space of C. 
We use this fact to give an implicit definition of the convolution of 
measures. Supposeµ, v €Mand f € C. Then the map 
f -+ f 1T r. T qi f ( cos 6) dµ ( cos e) dv ( cos <j>) 
0 0 
defines a bounded linear functional on C and thus there exists a 
unique measureµ* v such that 
I:f(cos 6)d(µ*v)(cos 6) = J: I: T<j>f(co~ 6)dµ(cos 6)dv(cos <j>). 
The following properties are easily verified: 
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( i) µ 1 * µ2 = µ2 * µ 1 ' 
(iii) 
(iv) 
. . 1 . Ll· There is an obvious embedding of 1 into M, namely f ➔ mf, where 
dm = f(cos 8) p(a,S)(8)d8. The space 1 1 consists of all the measures 
f 
which are absolutely continuous with respect to P(a,S)(8)d8. The convo-
lution defined for 1 1 coincides with the convolution defined for M re-
stricted to the absolutely continuous measures. In fact 
If f E 1P (1..::p.:_00 ) andµ EM it follows that f * µ E 1P with 
(1.11) (f*µ)(cos 8) = J: T~f(cos 8)dµ(cos ~) 
and 
(1.12) 
1.6. The generalized translation and the convolution structure play an 
essential role in the approximation theory for the spaces C and 1P 
(1..::p< 00 ) treated in this paper. In general the degree of approximation 
improves with the increasing smoothness of the function and the well-
known theorems of Jackson and Bernstein relate in fact the smoothness 
and the degree of approximation to each other. Theorems of this type 
can also be proved, if the smoothness is defined with respect to the 
generalized translation. Furthermore, if special summability methods 
for the summation of Jacobi series are used, it is also possible to 
derive theorems of the Jackson and the Bernstein type. For many of these 
approximation processes, however, there exists an optimal order of 
approximation, ,which means that we do not get better approximation than 
6 
this order, even if we presuppose still greater smoothness of the 
function. The saturation problem consists ef characterizing the class 
of functions,which allow approximation of optimal order. The optimal 
and non-optimal approximation in Banach spaces have been considered in 
Butzer and Berens [9] for semi-groups of operators and in Berens [6] 
for a more general class of operators, Many of.the summability methods 
for Jacobi series happen to satisfy the conditions mentioned in Berens' 
paper, so that the general theory can be applied. In section 2 we shall 
give a short survey of the results on approximation processes in Banach 
spaces, Section 3 deals with some general results on summability methods 
for Fourier-Jacobi expansions. Then, in section 4 we shall prove a 
Jackson and a Bernstein type theorem, where the Lipschitz classes are 
defined with respect to the generalized translation, The next section 
is devoted to the study of a number of more or less classical summabili-
ty methods. In the last section we give a characterization of the 
classes of functions which occur in the preceding sections. 
1,7, Notation. We shall use the o and O symbol in the usual meaning. 
If we write f(9).:::; g(9), 9 ➔ O+, we mean that there exist two positive 
constants c1 and c2 such that 
c1 g(9) .::._ r(0) .::._ c2 g(0), 
If we write f(9) ~ g(9), 9 ➔ O+, we mean that 
. f( 9) 
lim+ -(9) = 1. 9➔0 g 
+ 9 ➔ 0 , 
If we write for two Banach spaces X, Y that X = Y, we mean that the 
spaces are equal and have equivalent norms. 
2. Some general results on approximation processes in Banach spaces 
In this section we state some of the results on approximation 
processes in Banach spaces treated in Berens [6] and Butzer-Scherer [13]. 
The K-method of interpolation developed by Peetre [20] in the theory of 
intermediate spaces plays an important role in this field. Another 
fundamental concept is the relative completion introduced by Gagliardo 
(see Aronszajn-Gagliardo [1]). In order to keep this section as short 
as possible we avoid the J-method of interpolation, which entails that 
some of the theorems cannot be stated in their most general form. Also 
some of the theorems mentioned here are in fact combinations of several 
theorem from the book of Butzer-Scherer [13]. 
2.1. Intermediate spaces of K-interpolation 
Let X be a Banach space and let Y be a Banach subspace of X with 
the property that for all f E Y, 
( 2. 1 ) 
Then we call Ya normalized Banach subspace of X. 
If for O < t < 00 and for every f EX we consider the function norm 
(2.2) K(t,f) = K(t,f;X,Y) = inf (I if1 i lx-ftl lf2 1 iy), (f1EX, f 2EY), 
f=f ,+f2 
then we denote by (X,Y) 8 ·K the set of all elements f EX for which 
'q, 
the norm 
(2,3) llfll 8 ,q;K= 
00 
l [n 8K(n- 1 ,f)]q ¾) l/q, O < 8 < l, 1 .::_ q < 00 , 
n=1 
sup 
n=1,2, .... 
( 8 -1 n K(n ,f)), 0 < 8 < 1, q = oo, 
is finite. The spaces (X,Y) 8 ·K have the following properties: 
,q, 
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a) For each pair (0,q), O < e < 1, 1 ,::_ q < 00 and O < e .::_ 1, q = 00 , 
the space (X,Y) 0 ·K is a normalized Banach subspace of X under 
,q, 
b) 
c) 
d) 
(2.4) 
the norm (2,3) with the inclusion Y c (X,Y) 0 ·Kc X. The spaces ,q, 
(X,Y) 0 Kare called intermediate spaces of X and Y. ,q; . 
o < e < 1, 
Reiteration property. Let the relation 
(X,Y)e. ,1;K C xe. C (X,Y)e.,oo;K 
1 1 1 
be valid for the spaces Xe and x0 
' 
0 < e1 < 02 < and for x0 , 
1 2 2 
if 0 < 02 < 1 and x0 = X. Then for 0 < e• < 1 ' 1 < q < 00 and 1 
e = (1-0 1 ) e1 + e•a 2 
2.2. Spaces of best approximation 
that 
Let X be a Banach space and let P (n=1,2, ... ) be subspaces such 
n 
{o} = p0 c p 1 c p2 c ••• c pn c ... c x. 
If we define the degree of best approximation off EX by elements of 
p by 
n 
E(P ,f) = 
n 
inf 
p EP 
n n 
then we denote by -/:0 . the set of all elements f EX for which the norm 
,q 
00 
(2,5) I lfl l!,q = 
llfllx+ sup 
n= 1 ,2, ... 
e 
n E(P ,f), 
n 
e > o, q = 00 , 
is finite. The spaces ~e have the following properties: 
,q 
a) For each pair (6,q), O < e < 1, 1 .::_ q < 00 and O < e .::_ 1, q = 00 , 
the space XK6 is a normalized Banach subspace of X under the norm ,q . 
(2,5). The spaces ~e are called spaces of best approximation. 
,q 
b) 
c) 
2,3. 
~ C ~ ' e,q1 e,q2 
.z:: C ~ ' 
e1,q1 e2,q2 
Definition. A space Y, P c Y c X, n = 1, 2, ... , belongs to 
n 
a) the class n!(x), e 2:_ O, if for n = 1, 2, .•. and for f E Y the 
relation 
holds; 
b) J the class D6(x), e 2:_ O, if for p E P , n = 1, 2, ..• , the relation n n, 
holds; 
c) the class D6(x) if it belongs to the classes n!(x) and D~(X). 
2. 4. Lemma. 
to 
Fore> 0 the space Y, P c Y c X, n = 1, 2, ..• , belongs 
n 
10 
a) the K class D8 (x) if and only if 
y C ~ ,oo ; 
b) the class D~(X) if and only if 
),K C y; 
·e 1 
' 
c) the class D8 (X) if and only if 
,K C Y C ~ co 1'8 1 . 
' ' 
2. 5. Theorem. Let Xi be spaces of the classes D8 . (X), 1. = 1, 2, and 
1. 
02 > 01 .:.. 0. Then for O < 8' < 1 and 1 .2. q .2. oo 
where 
8 = (1-8 1 )81 + 8'82 
2.6. Spaces of S-approximation 
A family S = {S ;r p>O} of commutative operators mapping a Banach p 
space X into itself and satisfying the properties 
f (ii I lsPfl Ix .2. Ml lrl Ix, uniformly in p > 0, f E X, 
(2.6) lim I IS f-fl IX 1 (ii) = o, f EX, p-+o:> p 
(iii) s s = s s P, L > o, p T T p 
1.s called an ap.proximation process for the identity operator; I as p ➔ 00 • 
The expression 
(2.7) w8 (p,f) = sup I lsc/-fl Ix 
a,:p 
11 
is called the modulus of S-approximation off. 
The space of S-approximation X consists of all the elements Jt,q;S 
f EX, for which the norm 
11 fl IX+ { I [nAws(n,f) ]Cl¾} 11 \ ;\>O, 1.::_q<oo; 
n=l (2.8) llfll>t,q;S = 
11 rl Ix+ ;\ sup n w8 (n,f), 
n=1,2, ..• 
;\>Q, q=oo, 
is finite. The spaces X, Shave the following properties: 
. I\ ,q; 
a) 
b) 
c) 
For each pair (\,q), ;\ > 0 and 1 .::_ q .::_ 00 , the space X, ·Sis a 
I\' q' 
normalized Banach subspace of X under the norm (2.8). 
2. 7, Saturation. Let ¢( u) be a positive non-increasing function on 
O < u < co with lim ¢(u) = .o. Let S = {S ; p>O} be an approximation pro-p 
u~ 
cess for the identity operator such that w8 (p,f) ~ o(¢(p)}, (p~), 
f belongs to a certain 'trivial' subspace of X and such implies that 
that w8 (p,f) R:J 
If F(X,S) is 
¢( p)' ( p~)' for at least one 'non-trivial' element of X. 
the collection of elements f EX satisfying: 
a) w8 (p,f) = 0(¢(p)) implies f E F(X,S); 
b) f E F(X,S) implies ws(p,f) = 0(¢(p)); 
then the approximation process is said to be saturated with the order 
¢(p) and with the saturation class (Favard class) F(X,S). 
12 
2.8. The relative completion of a Banach subspace 
Let X be a Banach space and let Y be a normalized Banach subspace. 
The relative completion of Y with respect to X, written Yx, is the 
space of all elements f EX for which there exists a sequence 
{fn}:=, c Y with I lfnl ly ~ R uniformly inn and lim I lfn-fl Ix= o. 
n-+00 
Equivalently, if we write AX for the closure of the set A in.the space 
X, then 
~ = u Sy(R)x, where Sy(R) = {f E Y: I lrl ly ~ R}. 
R>O 
~x The space Y is a normalized Banach subspace of X under the norm 
I lfl l~x = inf {R 
y 
~x From the definition of Y and the norm I I I l~x the following may be 
y 
~x 00 
concluded. If f E Y, then there exists a sequence {f} 0 c Y with o n n= 
I I fn 11 y = 11 f I I ~x for all n = 1 , 2, 
y 
X norm for n + 00 , 
... , and f converges to fin the 
n 
We list some of the properties of the relative completion: 
a) 
b) 
c) 
(The relative completiQn of YX with respect to X) 
~x::: 
y - (X,Y)1,00;K' 
~x If Y is reflective, then Y = Y. 
~x 
= y. 
Let B be a closed linear operator mapping the Banach space X into 
itself with the domain D(B) which is dense in X. Under the norm 
(2,9) 
D(B) is a normalized Banach subspace of X. 
We now state the following saturation theorem. 
,. 
13 
2,9, Theorem. We assume the approximation process Son X satisfies 
(2.6) and is connected with a closed linear operator Bin such a way, 
that the range S [X] of S in X belongs to D(B) for all p > O and that p p 
there exists a number y0 > 0 such that for all f E D(B) 
(2.10) 
y 
lim I IP O {SPf-f} - Bfl Ix= o. 
p-+oo 
Then the process 
-y 
S . . 0 on Xis saturated with the order p and the 
-y 
F(X,S) = {f EX: ws(p,f) = O(p 0), p ➔ saturation class co} is equal to 
~ X D(B) . The 'trivial' subspace mentioned in section 2,7 is the null 
space N(B) of the operator B. i.e. N(B) = {f E D(B): Bf= o}. 
In the case of non-optimal approximation we have 
2.10. Theorem. Let the process S satisfy the conditions of theorem 
2,9 and in addition let the following relation be valid 
(2.11) 
where N is a constant_> 1, Then the spaces of S-approximation X 
:>..,q;S' 
O < :>.. < y0 , 1.::, q.::, co, coincide with the intermediate spaces 
(X,D(B)):>../ ·K with equivalent norms. Yo,q, 
14 
3, Summability methods for Fourier-Jacobi expansions 
The purpose of this section is to introduce summability methods 
for the Fourier-Jacobi expansion of a function and to show that they 
are approximation processes for the identity operator satisfying (2.6). 
The main tool we use is the convolution defined by ( 1. 8). 
In the rest of this paper X will always denote one of the spaces C 
or 1P ( 1~<00 ). 
hl· A first question that arises is whether the partial sums SNf of 
the Fourier-Jacobi expansion (1.4) of a function f EX, 
N 
f3Nf( cos 8) = l 
n=O 
supply an approximation process for the identity operator (section 2.6). 
It is well--known that the answer is 'no' for X = C, a consequence of 
the Banach--Steinhaus theorem and· the fact that lim 11 SN 11 = 00 , see Rau 
N-+oo 2 [23], and is 'yes' for X = L by the Riesz-Fischer theorem. The norm 
convergence_of SNf in the 1P spaces has been treated by Pollard [21]. 
He showed that there is norm convergence if 
qa+l) 
2a+3 < p 
4 ( a+ .1 ) 
< -----'-'-2a+1 and 
4(B+1) 4(S+1) 
2S+3 < P < 2B+1 
and there JLS no norm convergence, if p is outside one of these ranges. 
In order to introduce summability methods we give the following 
definition .. 
3,2. Definition. 1 Let KA(cos 8) EL (A>O) satisfy the properties 
( C) A lim KA ( n) = 1 , n = 0, 1 , .. . . 
1\-+oo 
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Then we call KA(cos 8) a positive summability kernel or positive:kernel. 
If instead of b.. we merely have 
(b I ) uniformly in A, 
with a constant N.:.. 1, we call KA (cos 8) a quasi-positive summability 
kernel or simply a kernel. 
Every positive kernel is quasi-positive with N = 1, as follows 
from a. 'rhe convolution of f E X with a kernel has the following pro-
perties. 
3,3, Theorem. If f EX and KA (A>O) is a kernel satisfying a, b' and 
c, then 
( 3. 1) uniformly in A, 
(3,2) lim I I KA * f - f 11 X = 0. 
A➔oo 
Proof. Relation (3.1) is a direct consequence of condition b' and 
lemma 1.2 (iv). Relation (3,2) follows by application of Helly's theo-
rem (see Szego [25], theo~em 1.6), using (3.1) and the fact that (3,2) 
holds for a dense set, the polynomials, as follows from c. 
Theorem 3, 3 justifies the name summability kernel. Moreover, it 
implies that the family of convolution operators KA ( A>O), satisfying 
a, b' and c supplies an approximation process for the identity operator 
I as A ➔ 00 (section 2.6). 
The condition c can be replaced by 
(c') lim ITT IKA(cos e)J p(a,B)(6)d8 = O, for each h, 0 < h < TT. 
A➔oo h 
In this case we have 
16 
3.4. Theorem. If f EX and KA satisfies the conditions a, b' and c', 
then (3,1) and (3,2) are valid. 
Proof. Relation (3,1) is a direct consequence of condition b' and lem-
ma 1.2 (iv). In order to derive (3,2) we consider 
I IKA*r-rl Ix= I ,r KA(cos cj,)(Tcj,f(cos 8)-f(cos 8))p(a,'3)(cj,)dcj,I Ix 
0 
~ r I KA ( cos cj,) I I IT cpf( cos a )-f( cos a) 11 X p (a, '3 \ cj,) dcj,, 
0 
where we have used the Holder-Minkowski inequality (see [11] prop. 0.1.7.), We 
break up the range of integration into the parts [o,h] and [h,TI], If 
we choose h < o, it follows from (1.7) and b' that 
On the other hand, using (1.6) and c', ~e obtain 
This proves relation (3.2). 
Remark. Relation (3,2) implies c, which shows that a, b' and c' imply 
a, b' and c. 
In section 5 we shall investigate.the optimal and non-optimal 
approximation of a number of approximation processes, most of which can 
be interpreted as the convolution off EX with a kernel KA. In these 
cases we verify the conditions a, b (orb') and c (or c'). Moreover, in 
order to apply the general theory of section 2, we must show that rela-
tions of the form (2.10) and (2.11) hold. For all the convolution opera-
tors we investigate, the operator B that occurs in (2.10) is of the 
factor sequence type as is defined in 3,5, 
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3.5. Definition. Let \)!(x) be an arbitrary real or complex-valued 
function defined in [0, 00 ). The operator BW, which maps f EX with the 
Fourier-,J acobi expansion ( 1 . 4) into g E X, where 
(3.3) 
00 
g(cos e) = B\/Jf(cos 8) ~ I 
n=O 
A (a S) (a S) f (n)\)!(n)w ' R ' (cos 8), 
n n 
is called an operator of the factor sequence type with factors \)!(n), 
n = O, 1, 
3. 6. Theorem,, Let BW be an operator of the factor sequence type with 
factors 1~(n), n = O, 1, .... Then B\/J is a closed, linear operator with 
domain 
00 
3gEX, g(cos 8) ~ l fA(n)\/J(n)w(a,S)R(a,S)(cos 8)} 
n=O n n 
and range in X. The domain D(B\)!) is a normalized Banach subsvace of X 
under the norm 
Proof. 'I'he proof is the same as the proof for Fourier series (Butzer-
"" Scherer [13], lemma 4.1.1). We assume {fi}i=O is a sequence in D(B\)!) 
with lim f. 
i-+oo l 
= f and lim B,,.f. = 
'-+oo 'I' l 
gin X. It follows that 
lim f':(n) 
i➔oo l 
A l A A 
= f (n) (n=0,1, ... ) and lim \/J(n) f.(n) = g (n), which implies 
•➔oo l 
A A l 
that iJJ(n) f (n) = g (n) (n=O, 1, ... ). This means that f E D(B\)!) and 
Bipf = g or BW is closed. The linearity of the operator BW is obvious. 
The last assertion of the theorem is a consequence of section 2.8. 
For operators of the factor sequence type B\)! it is possible to 
give a characterization of the relative completion of D(BW) with respect 
to X (see section 2.8) in terms of the Fourier-Jacobi coefficients. 
3,7, Theorem. If B\)! is an operator of the factor sequence type with 
factors \)!(n), n = O, 1, ... , then the following statements are equiva-
lent: 
i) 
ii) f E H(X,t/J(n)) = 
f E C 
f E L1 
18 
V 
= µ (n), 
A g (n). 
Proof. We prove the theorem in the case X = L1. The other cases are 
similar. 
i ➔ ii. 
with 
1, 2, •.. and lim f. =fin L1• 
i i➔oo 
Then the sequence {Bt/Jfi}:=, is uniformly bounded in L1. By the weak*-
compactness of a closed sphere in M we may conclude that there exists 
a subsequence i. of the positive integers and a measureµ EM such that 
J 
for each continuous function g 
~~ I: g(cos 0) B$fij(cos 0) p(a,B)(0)d0 = I: g(cos 0) p(a,B)(0)dµ(cos 0). 
If for g we take the Jacobi polynomials R(a,S)(cos e) we obtain 
n 
lim t/J(n) f~ (n) = µv(n) 
. i. 
J➔oo J 
or by the fact that lim f. = f 
j➔oo J 
ii ➔ i. If we assume that there exists a measureµ EM with 
A V 
t/J(n) f (n) = µ (n), then we consider the sequence 
N = O, 1, • • • • 
19 
Here the functions VN (cos 8) (N=0,1, .•. ) are polynomials of degree 
< 2N, which form a positive summability kernel. Such kernels exist 
(e.g. the de la Vallee-Poussin kernel, see section 5,20). 
By lemma 1.2 (iii) it follows that fN is a polynomial of degree< 2N 
00 
and thus {fN}N=O E D(BW). Moreover, 
uniformly in N. 
On the other band fN +fas N + 
~ X 
00
, which shows that f E D(BW) . 
3,8. Lemma. There exists a measureµ EM with 
n A v (-~-) = J.l (n)' 
n+a+/3+1 
when A is an arbitrary real number. 
Proof. For n = 1, 2, we have 
n A 
(n+a+/3+1) 
1 A 
= (1+(a+/3+1)/n) 
t 1P) t 2 (A) 
=1+---+ 
n 2 
n 
+ ••• + ( 1: a+/3+1) O<s·,< 
n n ' 
because the function f;\(t) = (l+t)-A has an arbitrary number if deriva-
tives for t > -1. At the right-hand side, the first term 1 forms the 
Jacobi-Stieltjes coefficients of a finite measure, the Dirac measure, 
-k ) In [5], section 2 we have shown that the terms n (k>O are the Fourier-
Jacobi coefficients of an 1 1 function. If we choose p > 2a+2, the last 
expression forms the coefficients of an absolutely convergent series. 
Thus, together they form the coefficients of a measureµ EM. 
3,9. Corollary. The operators of the factor sequence type B A 
[n(n+a+/3+1)] 
and B 2;\ (:\ real) have the same domain. 
n 
Proof. This is an immediate consequence of lemma 3,8 and (1.12). 
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4. Best approximation by polynomials 
In this section we deal with the connection between the modulus of 
continuity of a function f, defined with respect to the generalized 
translation, and the degree of approximation off by polynomials in 
cos e. We obtain theorems of the Jackson and the Bernstein type. 
4.1. Definition. We define the modulus of continuity off€ X by 
(4.1) w(<j>,f) = sup I ITiJ/-fl Ix • 
O<l/J<</> 
Here Tl/J is written for the generalized translation operator, introduced 
in section 1.1. 
The modulus of continuity w(</>,f) is a positive, increasing function, 
which by (1,7) has the property w(</>,f) + 0 if <I>+ O+. 
4.2. In order to derive another important of w(<l>,f), we need more 
knowledge of the generalized translation. It is a well-known fact 
(Szego [25]) that the Jacobi polynomials- R(a,B)(cos e) satisfy the dif-
n 
ferential equation 
(4.2) 
- n(n+a+8+1) R(a,B)(cos e). 
n 
We shall write A for the operator of the factor sequence type (defini-
tion 3,5) with factors ljJ(n) = n(n+a+8+1), n = O, 1, •.•. For each 
f € D(A) the following equation is satisfied 
(4,3) 
The differential equation will play an essential role in deriving the 
approximation properties of the process T<I> (</>+O). Generalized transla-
tions connected with an equation of the form (4.3) are investigated 
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by Lofstrom and Peetre [17]. Following them we introduce the function 
(4.4) 
As P(a.,S)(,) /::; 2a.+1 T 
- I¢ {p(a.,S)(A)}-1 dA, 
T 
o, 
+ 
, + O , it follows that 
Thus by (4.3) we have for f E D(A) 
(4.5) 
0 < T < ¢, 
otherwise. 
The integration is meant in the sense of Bochner [8] ( see Hille-Phillips 
[ 15]). It is easy to verify that 
(4.6) I¢ C1(¢) = 
0 
Recalling definition 4.1, we obtain for f E D(A) 
(4.7) 
w(¢,f) = sup IJTl}Jf-fjjX 
O<l}!<¢ 
In the case i <¢.::_TI we use a computation similar to that in the 
paper of Butzer-Johnen [10] and attributed there to Chernoff-Ragozin. 
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= {p a,B (,)}- 1 T Af p(a,S)(a)dcr d, + JTI/2 ( ) f' 
0 O 0 
The Fourier-Jacobi expansion of Af shows that 
Hence, 
J, TI T Af p ( a ' 8 ) ( a ) do = 0 . o a 
which leads to 
7T for 2 .:., cp .:::~ TI, and thus (4,7) is valid for O < cjl.:., TI, 
We want to express the modulus of continuity w(cji,f) in terms of 
the K function norm (2.2) with the spaces X and D(A). 
4. 3 • Lemma. For f E X and O < cp .::._ TI 
(4.8) K(l,f;X,D(A)) ~ min(1,l) I lfl Ix+ w(cji,f). 
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Proof. Let f = f 0+f1 with f 0 EX, f 1 E D(A). By (1.6) and (4,7) we 
have 
w ( ,I, , f 0 ) < 2 I I f 11 
'I' 0 X' 
Thus, 
Since 
we obtain 
Taking the minimum of the ·right-hand side over all the representations 
f = r0+f1, we deduce by the definition of the K funtion norm (section 
2. 1 ) 
min ( 1 , <P 2 ) 11 f I I X + w ( </>, f) .:.. CK ( </> 2 , f; X, ( D (A) ) . 
To prove the converse of this inequality we use 
(4.10) = f - f . 
1 'cp 
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Then, by (4.5) and the closeness of the operator A (theorem 3,6), it 
follows that f 1,$ e D(A) and 
(4.11) 
Hence, 
(4.12) 
By (1.6) and (4.9) it follows that 
(4.13) 
On the other hand we have 
which leads to 
(4.14) 
Using (4.6), (4.12) and (4.13) we conclude 
.::. I lfl Ix+ C$-2 w($,f), o < $.::. ~. 
Hence, by (4.14) 
K($ 2 .f;x.n(A)).::. I lf0 ,$1 Ix+ $2 1 lf1,$1 ID(A) 
.::. llf0 ,$llx + lilfllx + c w($,f) 
.::. ll lrl Ix+ c w($,f). 
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Noticing that K(~2 ,f;X,D(A)) ~ I lfl Ix, we derive 
(4.15) K(l,f;X,D(A)) .::_ C(min(1,l) I lfl Ix+ w(~,f)), O < ~ ~ i. 
If i <~~TI, we observe that 
2 f 2 K( ~ ,f;X,D(A)) ~ 4 K( (2 ) ,f;X,D(A)) 
and we apply (4.15) to the right-hand side of this inequality, noticing 
the monotonicity of w(~,f). Thus we conclude that (4.15) holds for 
O <~.::_TI, This completes the proof of lemma 4.3, 
From (4.8) and the corresponding property for the K function norm 
we obtain 
4.4. Corollary. For f EX, 0 <~.::_TI and A> 0 
(4.16) 
If one defines the best approximation off EX by elements of P, 
n 
the (n+1) dimensional subspace of polynomials of degree.:_ n in cos8, 
by 
E(P ,f) = 
n 
inf 
p EP 
n n 
we prove the following theorem of the Jackson type. 
4,5, Theorem. There exists a constant C such that for each f EX 
Proof. We use the kernel 
L ( 8) 
n,r 
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where r is a positive integer and 
A = (sin n 2) pa,µ ( 8 )dB f 'lTo . 8/ 2r ( o) 
n,r sin 8/2 
2r-2a-2 
< C n if 2r > 2a + 2. 
As this kernel clearly satisfies the conditions a, band c' with A= n 
(sections 3.2 and 3,3), the convolution with the kernel L leads to 
n,r 
an approxiE~ation process by theorem 3.4. Moreover, this kernel has the 
useful property (Lorentz [18], p. 57) 
-Y 
n if 2r > 2a + y + 2. 
The kernel K (8) = L, (8), n' = [QJ + 1 is a positive polynomial 
n,r n ,r r 
in cos e of degree n with 
(4.18) ('lT K (8) p(a,S)(B)dB = 1 ' } 0 n,r 
2r > 2a + 2, 
and for y > 0 
('!T 
p (a' 13 \ e) dB -Y (4.19) J e Y K (8) < C n ' 
IQ n,r 
2r > 2a + y + 2. 
We shall now prove theorem 4.5. By the Holder...:Minkowski inequality 
we have 
E(P ,f) < 11 IK *f-fj Ix n n,r 
= 1 if'!T K (cp)(T,J-f) p(a,S)(cp)dcpj I 
0 n,r ~ X 
~ li'lT K (cp) w(cp,f) p(a,S)(cp)dcp. 
, 0 n,r 
By (4.16) we obtain 
E(P ,f) 
n 
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which, by (4.19) with 2r > 2a + 4, leads to 
4.6. Theorem. If f € D(Ak), there exists a constant c(k) independent 
of f such that 
Proof. If we write 
J f(cos 8) = K *f) (cos e), 
n,r n,r 
k 
we define the operator T by 
n,r 
(I-J )k+1 + I. 
n,r 
Clearly Tk f is a polynomial of degree n and by (4.17) 
n,r 
I lf-Tk fl Ix= 11 (I-J )kf - J (I-J )kfl Ix 
n,r n,r n,r n,r 
11 )k 11 -2 -1 k < c[ (I-J . f Xn + w(n ,(I-J ) f)]. 
- n,r n,r 
From the Fourier-Jacobi expansion it follows that 
k k A(I-J ) f = (I-J ) Af, 
n,r n,r 
so that by (4.17) we obtain 
Continuing this process we obtain 
-
2k - 2 11 11 ~ E(P ,f) 2., c(k)n [n ( f X + l 
n i=1 
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2 Since Af = g2*A f, where 
00 
g2(cos 0) = wba,8) + I 
n=1 
[n(n+a+8+1)J-2 w(a,B) R(a,B)(cos e), 
n n 
and g2 € L1 (see [5], section 4), we have by lemma 1.2 (iv) 
Hence, 
and (4.20) is proved. 
For the operator A, Stein [24] has derived an inequality of the 
Bernstein type. There exists a constant C such that for each p € P 
n 
(4.21) 1 .:. p .:. 00, 
and therefore for each positive integer k 
(4.22) 1 .:_ p .:_ oo, 
From definition 2.3 and the formul~s (4.20) and.(4.22) we conclude that 
the Banach space D(Ak) belongs to the class n2k(X). 
Appiication of theorem 2,5 yields 
4,7, Theorem. For O < y < 1 and 1 .:_ q .:_ 00 
k k+1 ~ _JC (D(A ) ,D(A ) ) ·K = x2k+2 • y,q, y,q 
4.8. Definition. The Lipschitz space Lip(y,X), O < y .:_ 2, is the set 
of all elements f € X such that 
sup ¢-y w(¢,f) < 00 , 
Q<¢,::_TI 
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It is an immediate consequence of (4.8), that the spaces Lip(y,X), 
O < y ,::_ 2, coicide with the intermediate spaces (X,D(A))y/ 2 ,oo;K (section 
2.1) with equivalent norms. Moreover, the theorems 4.6 and 4.7 lead to 
4,9, Corollary. Let f EX. Then a necessary and sufficient condition 
for f to belong to D(Ak) with Akf E Lip( y ,X), k natural number, 
. ( ) -2k-Y 0 < y < 2, is E P ,f < Cn . 
n -
To a certain extend we have followed in this section the paper of 
Butzer-Johnen [10], who obtain similar theorem for spherical harmonic 
expansions. Ragozin [22] derives Jackson estimates for polynomial 
approximation of continuous functions on projective spaces. 
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5. Saturation and non-optimal approximation for some summability 
methods 
5. 1. Generalized translation 
The first approximation process we consider is the family of opera-
tors {Tcp,cj>>O}, which by (1.6) and (1.7) satisfies the conditions (2.6) 
with A= cp-· 1 • In this case the modulus of T approximation wT(cj>,f) 
coincides with the modulus of continuity w( cj>,f). It has to be noted, 
that this approximation process cannot be ontained by the convolution 
1 
off with a kernel EL (see section 3), but it is generated by the 
convolution of f with a family of singular measures E M. We prove the 
following saturation theorem. 
5,2. Theorem 
a) If f e, X satisfies the relation w(cj>,f) = o(cp2 ), cp ➔ O+, then 
Tcpf = f, that is, f is a constant. 
b) For f EX the following statements are equivalent: 
i) (JJ(<P,f) = o(cp2 ), cp ➔ o+, 
r---- X 
ii) f E D(A) , (section 2.8). 
Proof 
a) Let us assume w(cj>,f) =.o(cp2 ), cj> ➔ O+. If we define f by (4.9) and 
f O cp by ( 4. 10) , it follows from ( 4. 14) that f O cp ➔ 0 and 
' + ' 
b) 
f 1 ,cp ...,. f, if cp ➔ 0. Moreover, by (4.12) and the closeness of the 
operator A we conclude that 
lim+ Ar, cp = Af = o. 
ql➔O ' 
Thus, by (4.5), Tcpf =for f is a constant. 
,...._x 00 
ii ➔ J., If f E D(A) , then there exists a sequence {fn}n=l E D(A) 
with llrnllD(A) = llfll,..__,x, 
D(A) 
f E D(A) we have by (4,7) 
n 
such that f ➔ fin X. For each 
n 
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Thus 
showing that w(cj>,f) = 0(¢2), ¢ ➔ O+. 
i ➔ ii. Let f satisfy w(cj>,f) = 0(¢2 ), cj> ➔ O+. Then the functions 
fl,¢ defined by (4.9) have the following properties: 
1 ) X, if cj> ➔ + f 1 • cj> ➔ f in 0 • 
2) f 1 ,cj> E D(A), cj> > 0. 
3) Application of (4.12) and ( 4. 13) yields 
These three properties imply that f E D(A)x. 
In the case of non-optimal approximation we compare the spaces of 
T-approximation x8 ·T (see section 2.6) with the intermediate spaces 
,q, 
(X,D(A)) 8 ·K (see section 2.1). We obtain 
,q, 
5.3. Theorem. The following statements are equivalent for O < 6 < 1, 
.::_ q < 00 and 8 = ·1 , q = 00 : 
i) 
ii) 
Proof. 
5, 4. 
f E (X,D(A))B,q;K, 
f E X 20,q;T 
~:he theorem is an immediate consequence of (4.8). 
The symmetric moving average operator 
We now study the approximation process {M¢,cj>>O}. This is a gene-
ralization of the symmetric moving average operator, which has been 
used by Lebesgue for the summation of Fourier series (Zygmund [27], 
p. 71, p. 321). We define for f EX 
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( 5. 1 ) 
where 
(5.2) 
This average operator can be represented as the convolution off with a 
positive summability kernel. The positivity (definition 3,2.b) is an 
immediate consequence of (5,1) and the positivity of the generalized 
translation operator T$. The conditions 3,2.a and 3,2.c (with$= A- 1) 
are also satisfied, as follows from the Fourier-Jacobi coefficients of 
the kernel M$(cos 8) 
(5,3) M;(n) = n/;) J: R~a,a)(cos •> p(a,a)(;)a;, n = o, 1, .•.. 
By theorem 3,3 we may conclude, that the family of operators {M$,$>0} 
is an approximation process for the identity I as defined in section 
2.6. 
It is not hard to verify that for f € D(A) the function M$f(cos 8) 
is a solution of the equation 
(5.4) 
where 
1 d d 
= - {a($)}- d$ {a($) d$} 
with 
a($) 
The differential equation (4.3) for T$f(cos 8) is of the same form as 
equation (5,4). Therefore, all the results obtained in section 4 for 
T$ can be carried over to the operator M$. Also, we state the following 
theorems concerning saturation and non-optimal approximation of the 
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process {M~,~>O}, The proofs are similar to the proofs of the theorems 
5,2 and 5,3, 
5,5, 
a) 
b) 
Theorem 
2 + If f EX satisfies wM(~,f) = o(~ ), ~ + 0, then M~f = f, 
For f EX the following statements are equivalent: 
i) wM(~,f) = 0(~2 ), ~ + O+, 
,-,..J X 
ii) f E D(A) , 
5,6. Theorem. The following statements are equivalent for O < e < 1, 
1 .::_ q .::_ 00 and 0 = 1, q = 00 : 
i) f E (X,D(A))e,q;K, 
ii) f E X e . 2 ,q;M 
The theorems 5,2 and 5,5 state that the approximation processes 
{T~,~>O} and {M~,~>o} are saturated with the order ~2 • The saturation 
class is the relative completion of the domain of the operator A, which 
by theorem 3,7 leads to 
5,7, Corollary. The processes {T~,~>o} and {M~~$>O} are saturated 
with the order $2 • The saturation class is 
co A A 
;\g E L n(n+a.+8+1) f (n) = g (n), 
H(X,n(n+a+8+1)) = 3µ E M A , n(n+a.+8+1) f (n) = V µ ( n), 
A 
= g (n). 
5,8. The Weierstrass approximation process 
The Weierstrass kernel is defined by 
00 
( 5. 5) I 
n=O 
e-n(n+a.+8+1)t w(a,8) R(a.,S)(cos e), 
n n 
( t>O). 
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It satisfies the generalized heat equation 
(5.6) 
We verify the conditions for a summability kernel (definition 3.2). The 
conditions a and c with t = A- 1 are obviously satisfied. The positivity 
(5.5), condition b, is a consequence of the positivity of the generalized 
translation by the following argument due to Bochner [8]. 
If an operator of the factor sequence type with factors 
c (n=0,1, ••• ) is positive, then the operator of the factor sequence type 
n tc 
with the factors e n (t,:_O, n=0,1, ••• ) is also positive. Taking 
(a',B)( "')· . . -t . en= Rn cos~ and multiplying bye we obtain, that the operator 
with the factors 
rt = o, 1, ••. , 
( ) ( ) -1 is positive. If we now replace t by t 2a+2 1-cos <P and we let 
<P + O+, we conclude that (5,5) is positive. 
By theorem 3.3 it follows, that the sequence {Wt,t>Q} is an approx-
imation process for the identity I. Since Wtf(cos 8) = (Wt*f) (cos 8) is 
a solution of equation (5.6) for all f EX we have 
ft AW~f dT =ft:~ W,f dT = Wtf - f, 
0 0 
where we used integration in the sense of Bochner (see Hille-Phillips 
[15]). Hence, since AWtf = WtAf for f E D(A), 
(5.7) I IWtf-f 11 1 It t - Af X = 11 t O AW, f d, - Af 11 X 
< sup 
O<,<t 
Thus, by (5.7) and the fact that for every f EX we have Wtf E D(A), 
t > O, we may apply theorem 2,9 to conclude that the process {Wt,t>O} 
is saturated with order t and the saturation class is equal t~ D(A)X or by 
corollary 5.7 to the set H(X,n(n+a+B+1)). 
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To deal with the non-optimal approximation, we use the estimate 
K(t,f;X,D(A)) ::::1min(1,t) I lfl Ix+ ~(t,f) (t>O, fEX) 
due to Peetre [20]. In fact this approximation process is generated by 
a semi-group of operators with the operator A being the infinitesimal 
generator. For an extensive treatment of the theory of semi-groups of 
operators we refer to Butzer-Berens [9]. Summarizing the results we have 
5.9. Theorem. The process {Wt,t>O} is saturated with the order t. The 
saturation class is H(X,n(n+a+S+1)). Moreover, the following statements are 
equivalent for O < 8 < 1 , 1 .::_ q .::.. 00 or 8 = 1 , q = 00 : 
i) 
ii) 
5. 1 o. 
f E (X,D(A)) 8 ·K 
,q, 
f E X 8,q;W 
The generalized Weierstrass approximation process 
The generalized Weierstrass kernel has been introduced by Bochner 
[8] for ultraspherical expansions. It is defined by 
( 5. 8) 
oo o/2 l .e-[n(n+a+B+1)] t w(a,B) R(a,B)(cos 8 ) 
n n 
n=O 
(O<o.::_2, t>O). 
The conditions a and c of definition 3,2 are clearly satisfied. The 
positivity of (5.8) can be deduced from the positivity of (5,5) by 
Bochner's method of subordinators (see Bochner [8], p. 46). From theorem 
3,3 it follows, that the sequence {W~, t>O} is an approximation process 
for the identity I. The function W~(cos 8) satisfies the equation 
a 
awt(cos 8) 
at (5.9) 
where D cienotes the fractional differential operator, defined in [ 5]. 
a 
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Since this approximation process is generated by a semi-group of opera-
tors, an argument similar to section 5.8 leads to the following theorem. 
5,11. Theorem. The process {W~, t>O} is saturated with the order t. 
The saturation class is H(X,[n(n+a+8+1)J012 ). Moreover, the following 
statements are equivalent for O < 6 < 1, 1 < q .::_ 00 or 6 = 1, q = 00 : 
i) 
ii) 
f € (X,D(D )) 6 K , (J ,q; 
f € X 
6,q;W (J 
Later on we shall be able to characterize the spaces (X,D(D )) 6 K' (J 'q; 
0 < 6 < 1, 1 .::_ q ~ 00 as intermediate spaces of X and D(A) (see theorem 
6.6). 
5.12. The.Abel-Poisson approximation process 
The Abel-Poisson kernel is defined by 
(5.10) A (ces 6) = 
r 
00 
I 
n=O 
(O<r<1). 
We check the conditions for a summability kernel (definition 3,2). The 
. ( )-1 . conditions a and c with A=. 1-r are obviously satisfied, The posi-
tivity of (5.10) has been shown by Bailey [4], p. 102 by explicit cal~u-
lation. Therefore, by theorem 3,3 the sequence {Ar, O.::.r<1} is an approx-
imation process for the identity I. 
We denote by B the operator of the factor sequence type with 
-n 
factors w(n) = -n. If we write A f(cos 6) = (A *f)(cos 6), then for 
r r 
each f € D(B ) the following integral 
-n 
U (cos 6) = f1 A B f dp 
r r p -n p 
exists in the sense of Bochner (see Hille-Phillips [15]). Taking the 
Feurier-Jacobi ceefficients we obtain 
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I\ U · (n) 
r = - r 
r 
I\ 
= (A f-f) ·(n). 
r 
By the unicity of Fourier-Jacobi expansions we have for each f E D(B ) 
-n 
the relation 
(5.11) 
(1 
A f- f = J A B f dp 
r r p -n p 
and therefore 
[A B f-B f] dp 
p -n -n p 
( 1 + log r) f 1-r B_n · 
Thus, for r + ,-, 
II Arf-f B r\l < 1 sup 1-r - -n X - -;; 
r::_p< 1 
which implies for f E D(B ) 
-n 
A f-f 
lim r = B f 
r+l- r-1 -n 
in X. 
Since A f (O.::_r<1) belongs to D(B ) for all f EX, we may conclude 
r -n 
by theorem 2,9, that the process {A, O<r<1} is saturated with the order 
r - ___,,, X 
1-r and that the saturation class is equal to D(B ) or by theorem 3,7 
-n 
to the set H(X,-n). Furthermore, by corollary 3,9, the set H(X,-n) 
,,,......._ X 1 /2 
coincides with the set D(D 1) = H(X,[n(n+a+S+1)] ). 
. . . -t . . With the substitution r = e , the approximation process A can be 
r 
interpreted as a semi-group of operators. The non-optimal approximation 
can be treated using the estimate 
K(t,f;X,D(B_n)) ~ min(1,t) / jr/ Ix+ wA(t,f), (t>O, fEX), 
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due to Peetre [20]. Thus we have 
5,13, Theorem. The precess {At, t>O, t= log-;} is saturated with the 
order t. The saturation class is "H(~,[n(n+a+B+1)J 112 ). Moreover, the 
following statements are equivalent for O <a< 1, 1 .s_ q .s_ 00 or a= 1, 
q = oo: 
i) f € (X,D(D 1)) 8 ,q;K , 
ii) f € X 8,q;A 
In theorem 6,6 we shall give a characterization of the spaces 
(X,D(D 1)) 8 ,q;K' 0 <a< 1, 1 .s_ q .s_ 00 in terms of the intermediate spaces 
of X and D(A), which coincides with the Lipschitz spaces (definition 4,8) 
for q = 00 • 
5,14. The generalized Abel-Poisson .approximation process 
The generalized Abel-Poisson kernel, a special case ef some general 
investigations by Bochner [8], is defined by 
(5.12) 
00 
A~(cos e) = I 
n=O 
(t>O, O<a.s._1). 
In the case a= 1, this kernel reduces to the Abel-Poisson kernel (with 
-t) . the substitution r = e , which we have treated in section 5,12. The 
conditions fer a summability kernel are satisfied. Conditions a and c 
are obvious, condition b, the positivity of (5.12), can ·be proved from 
the positivity in the case 
a 47. The sequence {At, t>O, 
identity I by theorem 3,3. 
a= 1 by a method due to Bochner [8], p. 43-
O<a<1} is an approximation process for the 
By B a we denote the operator of factor 
-n 
( ) o a ( ) ( a )( sequence type with factors$ n = -n. If we put Atf cos e = At*f cos 
then for each f € D(B 0 ) the following integral 
-n 
Ut(cos 0) = ft A0 B O f d, Q T -n 
e), 
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exists in the Bochner sense. As in section 5.12 we conclude that for 
f c D(B 0 ) 
-n 
(5. 13) 
and 
Using the 
A0 f f t -
A0f-f 
lim+ t = 
t-+Q t 
same method 
B 
-no f. 
as in section 5,12 we finally obtain 
{ CJ } • • 5,15, Theorem. The process At, t>O, Q<o.:::.1 is saturated with the 
order t. The saturation class is H(X,[n(n+a+(3+1)J012 ). Moreover, the 
following statements are equivalent for O <a< 1, 1.:::. q.:::. co ore= 1, 
q = co: 
i) 
ii) f c X 0 
6,q;A 
A further characterization of the space (X,D(D )) 6 K shall be CJ 'q; 
given in theorem 6.6. 
5.16. A Bernstein-type inequality for fractional derivataves 
In the next sections we shall need a generalization of the inequality 
(4.21) to fractional powers of the operator A. These fractional derivatives 
D0 have been introduced in Bavinck [5], section 5, We shall use the func-
tion 
g (cos a)~ 
CJ 
co 
I 
n=1 
[n(n+a.+(3+1)]-o/2 w(a.,f3)R(a.,f3)(cos 0) 
n n 
and some estimates derived in [5], section 5, 
5 . 17. Lemma. There exists a constant C(o), such that for each p c P 
n n 
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(5.14) II D -n II < c(a)n° 11-n II arn p - .ri-n p 
Proef. 
~ 11 J 1 / n 11 + 11 J,r , 11 = I 1 + I 2 • 
O P 1/n P 
If we put p' = p/(p-1) and notice that p(a,B)(~) = o(~2a+i), ~ ➔ o+, 
then 
Now using (1.6), (4.21) and. C5], formula (5,2), we __ have 
r; ~ Cn-A(p-1) n2p I IPnl 1: J1/n ~(2-cr)p-A(p-1)-,d~ 
0 
< Cn op 11 p I I p , 
- n P 
if we choose O <A< (2-0)p'. 
On the other hand, using (1,6) and. [5] formula (5,7), we have 
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µ(p-1 )-1 ~ C (I~ $-1- p d$)p/p' 
1/n 
~ Cnµ(p-l) J~ I JT p I JP $-op+µ(p-l )-ld$ 
1/n $ n P 
< Cn op 11 p I I p , 
- n p if we choose O <µ<op'. 
Combination of the estimates proves the inequality (5.14). 
5.18. The Cesaro summability process 
The Nth Cesaro mean (C,A) of the Fourier-Jacobi expansion of a 
function °f EX is defined by the convolution off with the polynomial 
kernel 
(5.15) 
where 
A r(n+A+1) 
an= n!r(A+1) 
(N integer.::_ o, A>O), 
(A>O). 
The kernel o~ clearly satisfies the conditions a and c of definition 3,2. 
Szego [25], theorem 9.41 has shown, that o~ is a quasi-positive kernel 
(condition b') if A> a+~ and that condition b 1 is not satisfied if 
A~ a+~- In the rest of this paper we shall always assume A> a+~. 
A It has been conjectured by Askey, that the kernel ON is positive for 
A> a+ 8 + 2, but this is still unproven. 
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We now derive a limit relation of the form (2.8) for the Cesaro 
summability process. We use the notation a~ f(cos 8) = (a~*f)(cos8 ). 
We apply the identity (cf. Zygrnund [27], p. 269) 
A+1 A+1 
aN f(cos 8) - aN_ 1f(cos 8) = 
N=O, 1, .... 
If we write B = B, for the operator of the factor sequence type with 
-/\n 
the factors ~(n) = -An (n=0,1, •.. ), then 
Thus, 
(5.16) A+1 f' - a f = N 
H1 
A 
00 
\' 1 11. 
l l(l+H1) alBf. 
l=N+1 
(N=1,2, ... ). 
The following identity (Zygrnund [27], p. 269) enables us to go over 
from H1 to A: 
( 5, 17) A A+ 1 f 1 A a f = a - ---,---..,.. a Bf N N A(N+A+1) N (N=0,1, ... ). 
From (5.16) and (5.17) we deduce 
00 
f' - if = 1 c/Bf - A+l I 1 iBf N A(N+A+1) N A l=N+l l(l+A+1) . 1 ' 
If we put CN = 
00 
l l(l:A+l) , then for f E D(B) 
l=N+1 
43 
00 
Bf = ,\+ 1 c- 1 I ( cr1,\Bf-Bf) --1 -"""" 
,\ N l=N+1 1(1+,\+1) 
Therefore, for N ➔ 00 , 
11 -1 ,\ II ,\+1 CN ( crN:E'-f)-Bf X .:_ -,\- sup 
l>N+1 
= o( 1), (fED(B)) 
by (3.2) and the fact that 
~ 1 - -- (Joo dl ) = o(1) N+,\+1 1(1+,\+1) N+1 
Since lim CNN= 1, we have for f E D(B) 
N➔oo 
(5.18) lim N(cr~f-f) = Bf in X. 
N➔oo 
(N➔oo). 
As a·~ is a polynomial of degree N, it is obvious that cr~f E D(B) 
for all integers N .:.. 0 and all f E X. Also, by lemma 3, 8~ we know that 
there exists a measureµ EM such that Bf= D1(µ*f), where D1 is the 
operator of the factor sequence type with factors ~(n) = [n(n+a+B+1)J 112 
Application of (5.14) and the quasi-positivity of cr~ leads to 
(5.19) 
Now all the conditions of the theorems 2,9 and 2.10 are satisfied. Hence 
we have 
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5.19. Theerem. ~he process {a~, N,:_O, A>a+~} is saturated with the 
0rder·N- 1• The saturati0n class is H(X,[n(n+a+8+1)J 112 ). Moreover, the 
f0llowing statements are equivalent for O < e < 1, 1 ~-q.:. more= 1, 
q = co: 
i) 
ii) 
f € (X,D(D1)) 8,q;K , 
f € X A 
e ,q;a 
5.20. The de la Vallee-Poussin summability process 
This summability method was introduced by de la Vallee~Pousin [26] 
for Fourier series and was generalized to ultraspherical series by 
K0gbetliantz [16]. The Nth de la Vallee-Poussin mean of the Fourier-
Jacobi expansion of a function f €Xis defined by the convolution off 
with the kernel 
{ a , B+N) ( 8 ) 2N 
= WO cos 2 = r(a+8+N+2) e 2N r(a+1)f(8+N+1) (cos 2) 
(N integer > 0). 
The kernel VN clearly satisfies the conditions a, band c' and 
therefore, by theorem 3.4, ~he sequence {VN' N>O} is an approximation 
process for the identity I. The Fourier-Jacobi coefficients of VN(cos e) 
can be computed by means of Rodrigues' formula (Szego [25], formula 
(4.3.1)). We obtain 
(5.21) V (ces e) = N 
A direct calculation, based in comparison 'of the Fourier-Jacobi coe~fi-
cient§ ,leads to the following identity, which generalizes an identity 
due to Butzer and Pawelke [12]. 
(5.22) N(N+a+8+1) [VN(cos 8) - VN_ 1(cos e)J = - AVN(cos e) (N=1,2, .•. ). 
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A here 4enotes the operator defined in section 4.2. Hence, if we put 
VNf(cos e) = (VN*f)(cos e), then 
; AV1f 
f-Vf=- l N l=N+l l(l+a.+8+1) ' 
ex, 
If we write CN = l ( 1 ) , we obtain for f € D(A) l=N+l 1 l+a.+8+1 
Since lim NCN = 1, we have the following limit relation 
N-+oo -
(5.23) lim N(VNf-f) = Af in X. 
N~ 
(N~). 
As VNf is a polynomial of degree N, it is obvious that VNf € D(A) 
for all integers N:,. O. For the de la Vallee-Poussin kernel, we have an 
inequality of the Bernstein-type, which is much stronger than (4.21). 
I I I j r ( N +a.+$+ 1 ) 
= N(N+a.+$+l) f X r(a.+1)r(N+$+1) 
Nr(N+a.+8+2) I lfl I {fv( . f)2a.+3( i)2N+28-1d 
f(N+8)f(a.+1) X O sin 2 cos 2 cp 
+ Iff (a.+1) ( . i)2a.+1( i)2N+28+1d~} (N+$) sin 2 cos 2 ~ 
0 
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= 2 ( Cl+ 1 ) N 11 f I I X, 
New all the conditions of the theorems 2,9 and 2.10 are satisfied. We 
conclua.e 
{ } • • - 1 5,21, Theorem. The process VN' N2:_0 is saturated with the order N ·• 
The saturation class is H(X,n(n+a+8+1)). Moreover, the following state-
ments are equivalent for O < e < 1, 1 ~ q ~ 00 ore= 1, q = 00 : 
i) 
ii) 
f E (X,D(A)) 6,q;K , 
f E X 6,q;V 
The approximation processes treated in this section have been 
studied extensively in the case of Fourier series. An excellent reference 
is the book of Butzer-Nessel [11]. For special harmonic expansions, the 
saturation behaviour of most of these approximation processes has been 
dealt with in Berens-Butzer-Pawelke [7], 
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6. Characterization of some classes of functions 
Thi:s last part-is devoted to the charaterization of some classes 
of functions which occur in the preceding sections. In 6.1 we give 
necessary and sufficient conditions for a function f on [0,1r] to belong 
to the domain of the operator A, the operator of the factor sequence 
type with factors n(n+a+S+1), n = O, 1, .... Next we characterize the 
domain of the operator D1, the fractional di:ferentiation operator of 
order 1, by means of the conjugate function f, which can be introduced 
in a way similar to the work of Muck~h'houpt and Stein [ 19] on ultrasphe-
rical expansions. The method to obtain the characterizations for D(A) 
and D(D 1) is taken from Berens-Butzer-Pawelke [7]. In the last section 
we show that the intermediate spaces (X,D(D )) 8 K' 0 < Y < 2, y ,q, 
O < ~ < 1, 1 .::_ q .::_ 00 coincide with the intermediate spaces 
(X,D(A)) 8 12 ·K' which in the case q = 00 are Lipschitz spaces. y ,q, 
We first give a characterization of D(A). 
6. 1. Theorem. For f, g E X the relation 
( 6. 1) A I\ n(n+a+S+1) f (n) = g (n) (n=0,1, ... ) 
is valid, if and only if f(cos 8) is locally absolutely continuous on 
( ) . ( a , f3 ) ( 8 ) df . . [ J 0,TI , the function p d8 is absolutely continuous on 0,1r and 
vanishes in the points O and 1r, and 
(6.2) ~ [p(a,S)(6) ~ f(cos 8)] = p(a,S)(e) g(cos 8). d6 d8 
d Proof, If we presuppose (6.1), then the differential operator P(d8), 
defined in (4.2), works on the Weierstrass approximation process 
(section 5,8) in the following way 
If we integrate twice, we obtain 
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Ia ( a 8) 1 J n ( a 8) Wtf(cos 9) = Wtf(cos e) - e {p ' (n)}- dn O P ' (T) Wtg(cos T)dT, 
From the norm convergence of Wtf to f fort+ 
exists a subsequence t., such that Wtf(cos 9) 
+ 0 we conclude, that there 
J. + 
converges to f(cos 9) al-
most everywhere, fort.+ 0, Hence 
J. 
. JS f(cos 9) = f(cos e) -
E 
( a 8) -1 In ( a 8) {p ' (n)} dn g(cos .)p ' (T)d., 
0 
where the right-hand side converges for every e > 0 and for all 
9 € (O,n), Thus f is absolutely continuous on (O,n) and 
It follows that the function p(a,S)(S) :s f(cos 9) is 
ous on [o,n], vanishes a} 9 = 0 and Pf the hypothesis 
9 = n. Moreover, 
P(:9) f(cos 9) = g(cos 9) 
absolutely continu-
" . g (o) = Q also at 
almost everywhere (tpe assertions are valid everywhere if X = C), which 
proves (6,2), 
For the converse we presuppose (6.2). Then 
A J n ( a 8 ) d ( a 8 ) d g (n) = - R ·' (cos 9) ..:....9 {p ' (9) dS f(cos 9)} d9, O n d 
Integration. by parts twice yields 
gt(n) = - Jn ~ [p(a,S)(S) ~ R(a,S)(cos 9)] f(cos 9)d9 
O d9 d9 n 
= In rt(n+a+8+1) R(a,S)(cos 9) f(cos 9) p(a,S){9)d9 
0 n 
I\ 
= n(n+a+8+1) f (n). 
( a 8) df . We used the fact that p ' (9) de vanishes at 9 = 0 and 9 = n. 
6.2. The conjugate function 
It has been shown by Askey [2], that some parts of the work of 
Muckenhoupt and Stein [19] on the conjugate expansions of ultraspherical 
expansions can be generalized to Fourier-Jacobi series. If we take f EX 
with the expansion 
00 
f(cos e) ~ I 
n=O 
and the Abel-Poisson sum (section 5,12) 
(6,3) A f(cos 9) = 
r 
00 
I 
n=O 
~ then the conjugate Abel-Poisson sum A f(cos 9) can be defined by 
r 
00 
(6.4) A f(cos 9) = - 1-1 l rnnfA(n)w(a,S)R(a+11•8+1)(cos 9)sin -29 cos -29 • 
r a+ n=l n n-
a+S+1 ( a S) ~ If we put u = A f(cos 9) and v = T p ' (9) A f(cos 9), then u and v 
r r 
satisfy the generalized Cauchy-Riemann equations 
(6.5.a) 
(6,5,b) a+S+1 (a,8)( 9) r ·p rur. 
By the method developed by Askey [2], theorem 1, the generalization 
of M, Riesz' theorem can be proved: 
6,3, Theorem. If f E 1P, 1 < p < 00 , then we have: 
a) IIA tll < M llfll. 
r p - p p 
b) There exists a function f E 1P such that 
lim 11 A f - rl I = 0 
r+1- r p 
and 
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11 r 11 < M I I fj I • p - p p 
c) lim 
r-+1 
A f(cos 8) = f(cos 8), 
r 
for almost all 8, 0 < 8 < TI, 
6.4. Theorem. For f, g EX the relation 
(6.6) A A hf (n) = g·(n) (n=0,1, ... ) 
is valid if and only off EX, the function p(a,S)(8) f (cos 8) is 
absolutely c:ontinuous on [0,TI] and vanishes at 0 and TI, and the relation 
(6.7) d (a B) (a S) dEi [p ' (8)f(cos 8)] = p ' (8)g(cos 8) 
holds. 
Proof. We first assume that (6.6) is satisfied for f and g EX. As we 
have mentioned in section 6.2, the functions u = A f(cos 8) and 
a+$+ 1 ( a S ) ~ r 
v = r p ' (8) A f(cos 8) satisfy the equations (6.5). From (6,5,b) 
r 
we deduce, using (6.3) and (6.6), 
(6.8) r a+ S+ 1 P ( a , S ) ( 8 ) 
It follows from (6.6) that f has a representation of the form 
(6.9) 
where 
A f(cos 8) = f (0) + (g*h) cos 0, 
00 
h(cos 8) = l 
n=1 
-1 
n 
(a,S)R(a,8) ( w cos 
n n 
8) • 
A g( cos 8). 
r 
In [5], section 4 we have shown that his a continuous function in each 
compact subinterval of (0,TI] and that 
• 
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) ( -2a-1) h(cos 0 = o 0 , + 0 -+ o • 
Thus, for 1 < p(a) < 1 + 1/(2a+1) the function h belongs to Lp(a). By 
lemma 1 .~1. iv we may conclude from (6.9) that f belongs to Lp(a). Hence, 
by theorem 6,3 we have f E Lp(a) and also f E 1 1• Integration of (6.8) 
yields 
(6.10) p(a,S)(0)A f(cos 0) = f0 A g(cos ,)p(a,S)(,)d,. 
r O r 
For r-+ ,-, the left-hand side converges almost everywhere to 
( a S) ~ p ' (0)f(cos 0) by theorem 6.3,c, Since 
if8 [A g(cos ,)-g(cos ,)] P(a,/3)(,)d,j.:. I IArg-gj 1 1 = o(l) 0 r 
the right-hand side of (6.10) converges almost everywhere to 
( 0 g(cos ,)p(a,S)(,)d,, which implies that the following relation holds 
J 0 
almost everywhere 
(6.11) 
At 0 = 0 the right-hand side vanishes and also at 0 = TT, since gA(O) = o. 
Moreover, it follows that 
d (a S) ~ d0 {p ' (0)f(cos 0)} = g(cos 0)p(a,S)(0), 
which establishes the first part of the theorem. 
For the proof of the converse we deduce from (6.7) 
'I}. r g(cos 0) R(a,S)(cos 0)p(a,S)(0)d0 g (n) = n 0 
r R(a,B)(cos 0) d [p(a,B)(0)f(cos 0)]d8, = n d0 0 
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If we take into account that p(a, 8 )(8)f(cos 8) vanishes at 8 = 0 and 
8 = TI and that the relation 
(6.12) .!.. R(~, 8) (cos 0) d8 n 
n(n+a+8+1) R(a+1,8+1)( 8) 
ct.+1 n-1 cos 
is valid, we obtain after integration byiparts 
. 0 0 
sin - cos -2 2 
(6.13) gA(n) = n(n+::~+1) J: f(cos 8) R~:~ 1•8+1)(cos 8)p(a+~, 8+!)(8)d8, 
(a 8) ~ Since p ' ( 8) f( cos 8) is absolutely continuous, relation ( 6. 11) holds. 
Thus we may conclude 
which implies that f € Lp(a) for 1 < p(a) < 1 + 2~+ 1 • Hence, 
JTI [r(cos 8) - A f(cos 8)] R(a+, 1, 8+1)(cos 8)p(a+~, 8+!)(8)d8 0 r n-
We now investigate 
(6.14) n(n+a+8+1) JTI A f(cos 8) R(a+ 1•8+1)(cos 8)p(a+!, 8+~)(8)d8, 
a+1 0 r n-1 
~ If we substitute for Arf(cos 8) t~e expansion (6.4) and integrate term 
. . . ( a+ 1 , 8+ 1 ) ( 8 ) by term, noticing that the polynomials R 1 cos are orthogonal ( 1 a 1) n-
. a+ , µ+ ( e) . with respect top , we obtain 
gA(n) = lim n(n+a+8+1) JTI A f(cos 0)R(a~ 1•8+1)(cos 8)p(a+!, 8+!)(8)d8 
a+1 r n-
r+1 0 
00 
= lim n(n+a+8+1) I kf'"(k)rkw(a, 8 ) 
r+1 ( a+1) 2 k=1 k 
JTI Rk(~~1,S+1)(cos 0)R(a~1,S+1)(cos 8)p(a+1,S+1){0)d8 0 n-
= lim 
~1-
A 
=nf(n), 
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which completes the proof of theorem 6.4. 
As a consequence of corollary 3,9, theorem 6.4 gives a characteri_, 
zation of D(D 1), the domain of the fractional differential operator of 
order 1. 
6.5. Characterization of the spaces (X,D(D )) 8 
·K 
In this section we want to show that the spaces (X,D(D )) 8 K y ,q; 
(O<y<2, 0<8<1, 1..:_~00 ), occurring in section 5, coincide with the spaces 
(X,D(A)) 8y/2 ,q;K' This is a direct consequence of the reiteration prop-
erty (section 2.1, property d), if we are able to show that 
(6.15) (X,D(A))y/ 2 , 1;K C D(DY) C (X,D(A))y/2 ,oo;K, 
We first prove the second inclusion. If f € D(D) there esists a y 
function g € X, such that f = I g, where I denotes the fractional inte-Y y 
gration operator of order_y, introduced in Bavinck [5], section 5, We 
have shown there (theorem 5,2), that f = I g € Lip(y,X). Hence, by y 
section 4.8, the second inclusion follows. 
For the proof of the first inclusion we need some theorems on 
spaces of best approximation quoted in section 2. 2. For the subspaces P 
are chosen the spaces of the polynomials in cos 8 of degree..:. n. As a 
consequence of the inequality (5.14) and definition 2,3, we know that 
n 
D(D) is a space y 
J 
of the class D (X) and thus, by lemma 2.4, we have for 
. . . YK . . 
the space of best approximation X 1 the inclusion Y, 
(6.16) ~ 1 c D(D ). Y, y 
Furthermore, the space D(A) is a space of the class D2(x). The fact 
that D(A) is a space of the class n!(x) follows from definition 2.3 
and the formulas (4,7) and (4.17). The space D(A) belongs to the class 
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D~(X) by the inequality (4.21). We are now in a position to apply theo-
rem 2,5 to conclude that 
(6.17) 
Combination of (6.16) and (6.17) leads to the first inclusion of (6.15), 
We have proved 
6.6. Theorem. For O < y < 2 and O < e < 1, 1 .::_ q .::_ 00 the following 
statements are equivalent for f € X: 
ii) f € (X,D(A))ye/2;~;K, 
Acknowledgement: The author is grateful to Prof, R.A. Askey for many 
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