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Abstract
In this paper, we are concerned with the deformed Pearcey determinant det
(
I − γKPes,ρ
)
,
where 0 ≤ γ < 1 and KPes,ρ stands for the trace class operator acting on L2 (−s, s) with the
classical Pearcey kernel arising from random matrix theory. This determinant corresponds
to the gap probability for the Pearcey process after thinning, which means each particle
in the Pearcey process is removed independently with probability 1 − γ. We establish
an integral representation of the deformed Pearcey determinant involving the Hamiltonian
associated with a family of special solutions to a system of nonlinear differential equations.
Together with some remarkable differential identities for the Hamiltonian, this allows us to
obtain the large gap asymptotics, including the exact calculation of the constant term, which
complements our previous work on the undeformed case (i.e., γ = 1). It comes out that the
deformed Pearcey determinant exhibits a significantly different asymptotic behavior from
the undeformed case, which suggests a transition will occur as the parameter γ varies. As
an application of our results, we obtain the asymptotics for the expectation and variance of
the counting function for the Pearcey process, and a central limit theorem as well.
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1 Introduction
One of the most fascinating phenomena in random matrix theory is the local spectral statistics
for large random matrices are universal [30, 31, 43, 44]. This means the local behaviors of the
spectrum depend only on the symmetry type of the ensemble but not on the detailed information
about the elements of the ensemble. For the classical Gaussian unitary ensemble (GUE), it is
well-known that the eigenvalues form a determinantal point process. As the dimension of the
matrix goes to infinity, the correlation function tends to the sine kernel in the bulk of the
spectrum [44], and to the Airy kernel at the edges of the spectrum [56]. One encounters the
same universal local statistics for a large class of random matrices, which particularly include
the unitarily invariant ensembles [23, 25] and the Wigner matrices (i.e., Hermitian matrices
with independent, identically distributed entries) [28, 29, 51, 52, 53], just to name a few.
A different local statistics will arise if we consider the following deformed GUE [16, 17]
A+ λM,
where M is a GUE matrix, A is a deterministic diagonal matrix (also known as the external
source) and λ is a real parameter. If the spectrum of A is symmetric to the origin with a gap
around 0, there will be a critical value of λ at which the gap in the support of density closes and
the density exhibits a cusp-like singularity at the origin [47], i.e., the density behaves like |x| 13
from both sides of the origin. This cubic root singularity leads to a new determinantal process
characterized by the Pearcey kernel [7, 16, 17, 54, 57].
The Pearcey kernel KPe is defined by (see [16, 17])
KPe(x, y; ρ) =
∫ ∞
0
P(x+ z)Q(y + z) dz
=
P(x)Q′′(y)− P ′(x)Q′(y) + P ′′(x)Q(y)− ρP(x)Q(y)
x− y , (1.1)
where ρ ∈ R,
P(x) = 1
2pi
∫ ∞
−∞
e−
1
4
t4− ρ
2
t2+itx dt and Q(y) = 1
2pi
∫
Σ
e
1
4
t4+ ρ
2
t2+ity dt. (1.2)
2
The contour Σ in the definition of Q consists of the four rays arg t = pi4 , 34pi, 54pi, 74pi, where the
first and the third rays are oriented from infinity to zero while the second and the last rays are
oriented outwards; see Figure 1 for an illustration. The functions P and Q in (1.2) satisfy the
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Figure 1: The contour Σ in the definition of Q(y).
following two third order differential equations
P ′′′(x) = xP(x) + ρP ′(x), (1.3)
Q′′′(y) = −yQ(y) + ρQ′(y), (1.4)
respectively, and are also called Pearcey integrals [48].
Analogously to the universal sine and Airy point processes, the Pearcey process represents
another canonical universality class in random matrix theory, as can be seen from its emer-
gence in specific matrix models including large complex correlated Wishart matrices [33, 34],
a two-matrix model with special quartic potential [32], and in complex Hermitian Wigner-type
matrices at the cusps under general conditions [27] as well. The complex Hermitian Wigner-
type matrices generalize the traditional Wigner matrices by dropping the requirement on the
identical distribution of the entries. Moreover, a recent classification theorem regarding the sin-
gularities of the solution to the underlying Dyson equation shows that the limiting eigenvalue
density therein has only square root or cubic root cusp singularities [4, 5]. Thus, the Pearcey
process is the third and last universal statistics arising from this generalization of Wigner ma-
trices. It is also worthwhile to mention that the Pearcey statistics have been related to the
non-intersecting Brownian motions at the critical time [2, 3, 7] and to a combinatorial model
on random partitions [45].
Let KPes,ρ be the trace class operator acting on L
2 (−s, s), s ≥ 0, with the Pearcey kernel
(1.1), it is well-known that the associated Fredholm determinant det
(
I −KPes,ρ
)
gives us the
probability of finding no particles (also known as the gap probability) on the interval (−s, s) in
a determinantal point process on the real line characterized by the Pearcey kernel. The nonlinear
differential equations have been established for this gap probability in [3, 6, 16, 54] under more
general settings, while its transition to an Airy process and the large gap asymptotics can be
found in [1, 6] and [16, 21], respectively.
In this paper, we intend to continue our investigation on the large Pearcey determinant,
initiated in [21], by considering
det
(
I − γKPes,ρ
)
, 0 ≤ γ < 1, (1.5)
i.e., a deformed case. This determinant corresponds to the gap probability for the thinned
Pearcey process, which means each particle in the Pearcey process is removed independently
with probability 1 − γ. Thinning is a classical operation in the studies of point processes; cf.
[35]. The thinned process is an intermediate process as it interpolates between the original point
3
process (for γ → 1) and an uncorrelated process (for γ = 0) [41]. In the context of random
matrix theory, they were first introduced by Bohigas and Pato in [9, 10] with motivations
arising from nuclear physics and have attracted great interest recently. For the classical sine,
Airy and Bessel point processes, the deformed distribution functions are all closely related to the
Painleve´ equations or the associated Hamiltonians, and exhibit significantly different asymptotic
behaviors from the undeformed case (i.e., γ = 1), which in particular implies transitions will
occur as the parameter γ varies; see [8, 12, 13, 14, 15, 19] for the relevant works.
In the present work, we will fill in the gap in understanding the thinned Pearcey point process
by working on the deformed Pearcey determinant (1.5). In particular, we are able to establish an
integral representation of the deformed Pearcey determinant via the Hamiltonian for a system
of differential equations. This, in turn, allows us to derive the large gap asymptotics including
the exact evaluation of the constant term. Our results will be stated in the next section.
2 Statement of results
2.1 A system of differential equations and a family of special solutions
The system of differential equations relevant to this work reads as follows:
p′0(s) = −
√
2p3(s)q2(s),
q′0(s) =
√
2p2(s)q1(s),
q′1(s) = q2(s)− 2sp2(s)q1(s)q2(s),
q′2(s) =
√
2p0(s)q1(s) + q3(s) +
2
sp2(s)q2(s)
2,
q′3(s) = sq1(s) +
√
2q0(s)q2(s)− 2sp2(s)q2(s)q3(s),
p′1(s) = −
√
2p0(s)p2(s)− sp3(s) + 2sp1(s)p2(s)q2(s),
p′2(s) = −
√
2p3(s)q0(s)− p1(s)− 2sp2(s)2q2(s),
p′3(s) = −p2(s) + 2sp2(s)p3(s)q2(s),
(2.1)
where pi(s), qi(s), i = 0, 1, 2, 3, are 8 unknown functions. By further imposing the condition
3∑
k=1
pk(s)qk(s) = 0, (2.2)
it is readily to check that the Hamiltonian H(s) = H(p0, p1, p2, p3, q0, q1, q2, q3; s) for the above
system of differential equations is given by
H(s) =
√
2p0(s)p2(s)q1(s) +
√
2p3(s)q0(s)q2(s) + p1(s)q2(s) + p2(s)q3(s) + sp3(s)q1(s)
+
1
2s
(p1(s)q1(s)− p2(s)q2(s) + p3(s)q3(s))2 , (2.3)
i.e., we have
q′k(s) =
∂H
∂pk
, p′k(s) = −
∂H
∂qk
, k = 0, 1, 2, 3. (2.4)
Our first result concerns the existence of a family of special solution to the equations (2.1)
and (2.2).
Theorem 2.1. For the real parameter ρ ∈ R and purely imaginary parameter
β :=
1
2pii
ln(1− γ) ∈ iR+, γ ∈ [0, 1), (2.5)
4
there exist solutions to the system of differential equations (2.1) and (2.2) such that the following
asymptotic behaviors hold. As s→ +∞, we have
p0(s) =
√
6
2
βis
2
3 +
√
2
2
(
ρ3
54
+
ρ
2
)
+O(s− 23 ), (2.6)
p1(s) = −2 sin(βpi)
3pi
e
1
2
θ3(s)+
2
3
βpiis
1
3 |Γ(1− β)|
(
cos
(
ϑ(s)− pi
3
)
+
√
3βi cos
(
ϑ(s) +
pi
3
))
×
(
1 +O(s− 23 )
)
, (2.7)
p2(s) =
2 sin(βpi)
3pi
e
1
2
θ3(s)+
2
3
βpii|Γ(1− β)| cos(ϑ(s))
(
1 +O(s− 23 )
)
, (2.8)
p3(s) = −2 sin(βpi)
3pi
e
1
2
θ3(s)+
2
3
βpiis−
1
3 |Γ(1− β)| cos
(
ϑ(s) +
pi
3
)(
1 +O(s− 23 )
)
, (2.9)
q0(s) = −
√
6
2
βis
2
3 +
√
2
2
(
−ρ
3
54
+
ρ
2
)
+O(s− 23 ), (2.10)
q1(s) = 2ie
− 1
2
θ3(s)− 23βpiis−
1
3 |Γ(1− β)| sin
(
ϑ(s)− pi
3
)(
1 +O(s− 23 )
)
, (2.11)
q2(s) = −2ie− 12 θ3(s)− 23βpii|Γ(1− β)| sin(ϑ(s))
(
1 +O(s− 23 )
)
, (2.12)
q3(s) = 2ie
− 1
2
θ3(s)− 23βpiis
1
3 |Γ(1− β)|
(
sin
(
ϑ(s) +
pi
3
)
−
√
3βi sin
(
ϑ(s)− pi
3
))
×
(
1 +O(s− 23 )
)
, (2.13)
where Γ(z) is Euler’s Gamma function, θ3(s) = θ3(s; ρ) =
3
4s
4
3 + ρ2s
2
3 and
ϑ(s) = ϑ(s;β) = −3
√
3
8
s
4
3 +
√
3ρ
4
s
2
3 + arg Γ(1− β)− βi
(
4
3
ln s+ ln
(
9
2
))
; (2.14)
as s→ 0+, we have
p0(s) =
√
2
2
(
ρ3
54
+
ρ
2
)
+O(s), (2.15)
p1(s) = O(s), p2(s) = O(1), p3(s) = O(s), (2.16)
q0(s) =
√
2
2
(
−ρ
3
54
+
ρ
2
)
+O(s), (2.17)
q1(s) = O(1), q2(s) = O(s), q3(s) = O(1). (2.18)
Moreover, the functions p0(s) and q0(s) satisfy the following coupled differential system:
p′′′0 (s) = ρp
′
0(s)−
2
√
2q′0(s)p′0(s)2
s2
(
p0(s) + q0(s)− ρ√2
) +(1 + 2√2
s
p′0(s)
)
×
(
s
(
p0(s) + q0(s)− ρ√
2
)
+
2q′0(s)p′′0(s) + q′′0(s)p′0(s)
p0(s) + q0(s)− ρ√2
−p
′
0(s)q
′
0(s) (2q
′
0(s) + p
′
0(s))(
p0(s) + q0(s)− ρ√2
)2
 , (2.19)
5
and
q′′0(s) = −p′′0(s) +
p′0(s)q′0(s)
p0(s) + q0(s)− ρ√2
(
3 +
2
√
2
s
(
p′0(s)− q′0(s)
))
+
√
2 (p0(s) + q0(s))
(
p0(s) + q0(s)− ρ√
2
)
. (2.20)
We note that the Hamiltonian (2.3) is equivalent to that used in Bre´zin and Hikami [16] via
an elementary transformation
HBH(u, v, P0, P1, P2, Q0, Q1, Q2; s) = −H
(
− u√
2
,−P0,−P1,−P2,− v√
2
, Q0, Q1, Q2; s
)
, (2.21)
where HBH, u, v, P0, P1, P2, Q0, Q1, Q2 stand for the notations in [16]. In the special case ρ = 0,
the nonlinear differential equation (2.19) is first obtained in [16, Equation (3.25)], and the second
order differential equation (2.20) can be viewed as the first integral of the coupled third order
differential equations [16, Equations (3.25) and (3.26)]; see also [16, Equation (3.26)] for the
other third order nonlinear differential equation for p0 and q0.
2.2 An integral representation of the deformed Pearcey determinant and
large gap asymptotics
By setting
F (s; γ, ρ) := ln det
(
I − γKPes,ρ
)
, (2.22)
it comes out that F admits an elegant integral representation in terms of the Hamiltonian
H(s) (2.3). In view of the remarkable and well-known connections between several classical
distribution functions in random matrix theory and the Painleve´ equations [15, 38, 55, 56], our
next theorem provides an analogous result for the deformed Pearcey determinant.
Theorem 2.2. With the function F (s; γ, ρ) defined in (2.22), we have
F (s; γ, ρ) = 2
∫ s
0
H(τ) dτ, s ∈ (0,+∞), (2.23)
where H(s) is the Hamiltonian (2.3) associated with the family of solutions specified in Theorem
2.1. Moreover, H(s) satisfies the following asymptotic behaviors: as s→ 0+,
H(s) = O(1), (2.24)
and s→ +∞,
H(s) =
√
3βis
1
3 − ρβi√
3s
1
3
− 4β
2
3s
− 2
√
3βi
9s
cos(2ϑ(s)) +O(s− 53 ), (2.25)
where β and ϑ(s) are defined in (2.5) and (2.14), respectively.
The local behavior of H near the origin (2.24) ensures the integral formula (2.23) is well-
defined. Moreover, since the derivative of H with respect to s can be represented in terms
of the functions p0(s) and q0(s) (see (4.39) below), it then follows from (2.23) that, after an
integration by parts, F also admits a (complicated) integral representation only involving p0(s)
and q0(s), which resembles the Tracy-Widom type formula for the classical distribution functions
in random matrix theory [55, 56].
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A direct consequence of Theorem 2.2 is that one can easily obtain the first few terms in the
asymptotic expansion of F (s; γ, ρ) as s→ +∞, except for the constant term. In the literature,
it is an important but challenging task to solve the so-called “constant problem” in the large
gap asymptotics [42]. By further exploring several differential identities for the Hamiltonian H
(see Proposition 4.2 below), we have succeeded in resolving this problem for the present case
and obtained the following large gap asymptotics.
Theorem 2.3. With the function F (s; γ, ρ) defined in (2.22), we have, as s→ +∞,
F (s; γ, ρ) =
3
√
3βi
2
s
4
3 −
√
3ρβis
2
3 − 8β
2
3
ln s
− 2β2 ln
(
9
2
)
+ 2 ln (G(1 + β)G(1− β)) +O(s− 23 ), 0 ≤ γ < 1, (2.26)
uniformly for γ and ρ in any compact subset of [0, 1) and R, respectively, where β is given in
(2.5) and G(z) is the Barnes G-function.
If γ = 0, we have β = 0. Since G(1) = 1, the large gap asymptotics (2.26) reads F (s; 0, ρ) =
O(s− 23 ), which is consistent with the fact that F (s; 0, ρ) = 0. If γ = 1, our recent work [21]
shows that
F (s; 1, ρ) = −9s
8
3
2
17
3
+
ρs2
4
− ρ
2s
4
3
2
10
3
− 2
9
ln s+
ρ4
216
+ C +O(s− 23 ), s→ +∞, (2.27)
uniformly for ρ in any compact subset of R, where C is an undetermined constant independent
of ρ and s; see [21, Theorem 1.1]. Clearly, the asymptotics of F (s; γ, ρ) is not uniformly valid
for γ ∈ [0, 1], as can be seen from the fact that the exponent of the leading term drops by half,
i.e., s
8
3 in (2.27) reduces to s
4
3 in (2.26). Such kind of phenomenon seems ‘universal’ since it
also appears in the deformed Airy, sine and Bessel determinants; cf. [12, 15, 18, 19]. A natural
and interesting question is then to describe this transition as the parameter γ varies, which is
in general delicate and will not be addressed in this paper. Finally, it is worthwhile to point out
that a combination of the proof of Theorem 2.2 and our work [21] on F (s; 1, ρ) shows that the
integral representation (2.23) still holds for γ = 1, but the asymptotic behavior of H at +∞
should be replaced by
H(s) = −3s
5
3
2
11
3
+
ρs
4
− ρ
2s
1
3
3 · 2 73
− 1
9s
+O(s− 53 ); (2.28)
which is readily seen from (2.27).
2.3 Applications
Although the large gap asymptotics is presented for the Pearcey process after thinning, it also
provides some information about the Pearcey process. To this end, let us denote by N(s)
to be the random variable for the number of particles in the Pearcey process falling into the
interval (−s, s). It is well-known that the following joint probability generating function of the
occupancy number N
E
(
e−2piνN(s)
)
=
∞∑
k=0
P(N(s) = k)e−2piνk, ν ≥ 0, (2.29)
is equal to the Fredholm determinant det
(
I − (1− e−2piν)KPes,ρ
)
; cf. [40, 50]. This connection,
together with Theorem 2.3, allows us to establish the expectation, variance and a central limit
theorem for the counting function associated with the Pearcey process; see also [19, 20, 49] for
the results about the sine, Airy, Bessel and other determinantal processes.
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Corollary 2.4. As s→ +∞, we have
E(N(s)) = µ(s) +O(s− 23 ), Var(N(s)) = σ(s)2 + 1 + ln
(
9
2
)
+ γE
pi2
+O(s− 23 ), (2.30)
where γE = −Γ′(1) ≈ 0.57721 is Euler’s constant,
µ(s) =
3
√
3
4pi
s
4
3 −
√
3ρ
2pi
s
2
3 , σ(s)2 =
4
3pi2
ln s. (2.31)
Moreover, the random variable N(s)−µ(s)√
σ(s)2
converges in distribution to the normal law N (0, 1) as
s→ +∞.
Proof. On the one hand, it is readily seen that, as ν → 0,
E
(
e−2piνN(s)
)
= 1− 2piE(N(s))ν + 2pi2E(N(s)2)ν2 +O(ν3). (2.32)
On the other hand, by taking γ = 1− e−2piν in (2.26), we have
det
(
I − (1− e−2piν)KPes,ρ
)
=
(
9
2
)2ν2
G(1 + νi)2G(1− νi)2e−2piµ(s)ν+2pi2σ(s)2ν2(1 +O(s− 23 )), s→ +∞, (2.33)
where the functions µ(s) and σ(s)2 are defined in (2.31). Recall the following definition of the
Barnes G-function (see [46, Equation 5.17.4]):
ln(G(1+z)) =
z
2
ln(2pi)− z(z + 1)
2
+z ln(Γ(1+z))−
∫ z
0
ln(Γ(1+x)) dx, Re z > −1, (2.34)
it follows that
G(1 + z) = 1 +
ln(2pi)− 1
2
z +
(
(ln(2pi)− 1)2
8
− 1 + γE
2
)
z2 +O(z3), z → 0, (2.35)
where γE is Euler’s constant. This, together with (2.33) and uniformity of the expansion in ν,
implies that, for large positive s,
det
(
I − (1− e−2piν)KPes,ρ
)
=
(
1− 2piµ(s)ν + 2
(
ln
(
9
2
)
+ 1 + γE + pi
2(µ(s)2 + σ(s)2)
)
ν2 +O(ν3)
)
× (1 +O(s− 23 )). (2.36)
Since
E
(
e−2piνN(s)
)
= det
(
I − (1− e−2piν)KPes,ρ
)
, (2.37)
we obtain (2.30) by comparing the coefficients of ν and ν2 in (2.32) and (2.36).
To shown the central limit theorem, we observe from (2.37) and (2.33) that
E
(
e
t·N(s)−µ(s)√
σ(s)2
)
→ e t
2
2 , s→ +∞, (2.38)
which implies the convergence of N(s)−µ(s)√
σ(s)2
in distribution to the normal law N (0, 1).
This completes the proof of Corollary 2.4.
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The rest of this paper is devoted to the proofs of our main results. Following the general
strategy established in [11, 24], the proofs essentially boil down to the analysis of a 3 × 3
Riemann-Hilbert (RH) problem. In Section 3, we recall an RH characterization of the Pearcey
kernel given in [7] and relate ddsF (s; γ, ρ) to a 3 × 3 RH problem for Φ with constant jumps.
We then derive a Lax pair for Φ in Section 4, and the system of differential equations follows
from the associated compatibility conditions. Several remarkable differential identities for the
Hamiltonian are also included therein for later use. We carry out a Deift-Zhou steepest descent
analysis [26] on the RH problem for Φ as s → +∞ and s → 0+ in Section 5 and Section
6, respectively. These asymptotic outcomes, together with the differential identities for the
Hamiltonian, will finally lead to the proofs of our main results, as presented in Section 7.
3 An RH formulation
3.1 An RH characterization of the Pearcey kernel
Our starting point is an alternative representation of the Pearcey kernel KPe via a 3 × 3 RH
problem, as shown in [7] and stated next.
RH problem 3.1. We look for a 3× 3 matrix-valued function Ψ(z) = Ψ(z; ρ) satisfying
(1) Ψ(z) is defined and analytic in C \ {∪5j=0Σj ∪ {0}}, where
Σ0 = (0,+∞), Σ1 = epii4 (0,+∞), Σ2 = e 3pii4 (0,+∞),
Σ3 = (−∞, 0), Σ4 = e− 3pii4 (0,+∞), Σ5 = e−pii4 (0,+∞),
(3.1)
with the orientations as shown in Figure 2.
(2) For z ∈ Σk, k = 0, 1, . . . , 5, the limiting values
Ψ+(z) = lim
ζ→z
ζ on +-side of Σk
Ψ(ζ), Ψ−(z) = lim
ζ→z
ζ on −-side of Σk
Ψ(ζ),
exist, where the +-side and −-side of Σk are the sides which lie on the left and right of
Σk, respectively, when traversing Σk according to its orientation. These limiting values
satisfy the jump relation
Ψ+(z) = Ψ−(z)JΨ(z), z ∈ ∪5j=0Σj , (3.2)
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where
JΨ(z) :=

 0 1 0−1 0 0
0 0 1
 , z ∈ Σ0,1 0 01 1 1
0 0 1
 , z ∈ Σ1,1 0 00 1 0
1 1 1
 , z ∈ Σ2, 0 0 10 1 0
−1 0 0
 , z ∈ Σ3,1 0 00 1 0
1 −1 1
 , z ∈ Σ4,1 0 01 1 −1
0 0 1
 , z ∈ Σ5.
(3.3)
(3) As z →∞ and ±Im z > 0, we have
Ψ(z) =
√
2pi
3
e
ρ2
6 iΨ0
(
I +
Ψ1
z
+O(z−2)
)
diag
(
z−
1
3 , 1, z
1
3
)
L±eΘ(z), (3.4)
where
Ψ0 =
 1 0 00 1 0
κ3(ρ) +
2ρ
3 0 1
 , Ψ1 =
 0 κ3(ρ) 0κ˜6(ρ) 0 κ3(ρ) + ρ3
0 κ̂6(ρ) 0
 , (3.5)
with
κ3(ρ) =
ρ3
54
− ρ
6
, (3.6)
κ˜6(ρ) = κ6(ρ) +
ρ
3
κ3(ρ)− 1
3
, κ̂6(ρ) = κ6(ρ)− κ3(ρ)2 + ρ
2
9
− 1
3
,
and
κ6(ρ) =
ρ6
5832
− ρ
4
162
− ρ
2
72
+
7
36
. (3.7)
Moreover, L± are the constant matrices
L+ =
−ω ω2 1−1 1 1
−ω2 ω 1
 , L− =
ω2 ω 11 1 1
ω ω2 1
 , (3.8)
with ω = e
2pii
3 , and Θ(z) is given by
Θ(z) = Θ(z; ρ) =
{
diag(θ1(z; ρ), θ2(z; ρ), θ3(z; ρ)), Im z > 0,
diag(θ2(z; ρ), θ1(z; ρ), θ3(z; ρ)), Im z < 0,
(3.9)
with
θk(z; ρ) =
3
4
ω2kz
4
3 +
ρ
2
ωkz
2
3 , k = 1, 2, 3. (3.10)
10
 
 
 
 
 
 
@
@
@
@
@
@
 
 
 
 
 
 
@
@
@
@
@
@
R
-


-
R
0
Σ4
Σ2
Σ3
Σ5
Σ1
Σ0
Θ2
Θ3
Θ0
Θ5
Θ1
Θ4
r
Figure 2: The jump contours Σk and the regions Θk, k = 0, 1, . . . , 5, for the RH problem for Ψ.
(4) Ψ(z) is bounded near the origin.
It is shown in [7, Section 8.1] that the above RH problem has a unique solution expressed
in terms of solutions of the Pearcey differential equation (1.3). Indeed, note that (1.3) admits
the following solutions:
Pj(z) = Pj(z; ρ) =
∫
Γj
e−
1
4
t4− ρ
2
t2+itz dt, j = 0, 1, . . . , 5, (3.11)
where
Γ0 = (−∞,+∞), Γ1 = (i∞, 0] ∪ [0,∞),
Γ2 = (i∞, 0] ∪ [0,−∞), Γ3 = (−i∞, 0] ∪ [0,−∞),
Γ4 = (−i∞, 0] ∪ [0,∞), Γ5 = (−i∞, i∞).
We then have
Ψ(z) =

−P2(z) P1(z) P5(z)−P ′2(z) P ′1(z) P ′5(z)
−P ′′2 (z) P ′′1 (z) P ′′5 (z)
 , z ∈ Θ0,P0(z) P1(z) P4(z)P ′0(z) P ′1(z) P ′4(z)
P ′′0 (z) P ′′1 (z) P ′′4 (z)
 , z ∈ Θ1,−P3(z) −P5(z) P4(z)−P ′3(z) −P ′5(z) P ′4(z)
−P ′′3 (z) −P ′′5 (z) P ′′4 (z)
 , z ∈ Θ2,P4(z) −P5(z) P3(z)P ′4(z) −P ′5(z) P ′3(z)
P ′′4 (z) −P ′′5 (z) P ′′3 (z)
 , z ∈ Θ3,P0(z) P2(z) P3(z)P ′0(z) P ′2(z) P ′3(z)
P ′′0 (z) P ′′2 (z) P ′′3 (z)
 , z ∈ Θ4,P1(z) P2(z) P5(z)P ′1(z) P ′2(z) P ′5(z)
P ′′1 (z) P ′′2 (z) P ′′5 (z)
 , z ∈ Θ5,
(3.12)
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where Θk, k = 0, 1, . . . , 5, is the region bounded by the rays Σk and Σk+1 (with Σ6 := Σ0); see
Figure 2 for an illustration.
Now, define
Ψ˜(z) = Ψ˜(z; ρ) =
P0(z) P1(z) P4(z)P ′0(z) P ′1(z) P ′4(z)
P ′′0 (z) P ′′1 (z) P ′′4 (z)
 , z ∈ C, (3.13)
that is, Ψ˜ is the analytic extension of the restriction of Ψ on the region Θ1 to the whole complex
plane. The Pearcey kernel (1.1) then admits the following equivalent representation in terms of
Ψ˜ (see [7, Equation (10.19)]):
KPe(x, y; ρ) =
1
2pii(x− y)
(
0 1 1
)
Ψ˜(y; ρ)−1Ψ˜(x; ρ)
10
0
 , x, y ∈ R. (3.14)
As a consequence, it is readily seen that
γKPe(x, y; ρ) =
f(x)th(y)
x− y , (3.15)
where
f(x) =
f1f2
f3
 := Ψ˜(x)
10
0
 , h(y) =
h1h2
h3
 := γ
2pii
Ψ˜(y)−t
01
1
 . (3.16)
3.2 An RH problem related to d
ds
F
With the function F defined in (2.22), we have
d
ds
F (s; γ, ρ) =
d
ds
ln det(I − γKPes,ρ) = −tr
(
(I − γKPes,ρ)−1γ
d
ds
KPes,ρ
)
= −R(s, s)−R(−s,−s), (3.17)
where R(u, v) stands for the kernel of the resolvent operator, that is,
R =
(
I − γKPes,ρ
)−1 − I = γKPes,ρ (I − γKPes,ρ)−1 = γ (I − γKPes,ρ)−1KPes,ρ.
In view of (3.15), we have that the kernel of the operator γKPes,ρ is integrable for all 0 ≤ γ ≤ 1
in the sense of [36], which also implies that its resolvent kernel is integrable as well; cf. [24, 36].
Indeed, by setting
F(u) =
F1F2
F3
 := (I − γKPes,ρ)−1 f , H(v) =
H1H2
H3
 := (I − γKPes,ρ)−1 h, (3.18)
we have
R(u, v) =
F(u)tH(v)
u− v . (3.19)
We next establish a connection between the function ddsF (s; γ, ρ) and an RH problem with
constant jumps, which is based on the fact that the resolvent kernel R(u, v) is related to the
following RH problem.
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RH problem 3.2. We look for a 3 × 3 matrix-valued function Y (z) satisfying the following
properties:
(1) Y (z) is defined and analytic in C \ [−s, s], where the orientation is taken from the left to
the right.
(2) For x ∈ (−s, s), we have
Y+(x) = Y−(x)(I − 2piif(x)h(x)t), (3.20)
where the functions f and h are defined in (3.16).
(3) As z →∞,
Y (z) = I +
Y1
z
+O(z−2). (3.21)
(4) As z → ±s, we have Y (z) = O(ln(z ∓ s)).
By [24], it follows that
Y (z) = I −
∫ s
−s
F(w)h(w)t
w − z dw (3.22)
and
F(z) = Y (z)f(z), H(z) = Y (z)−th(z). (3.23)
Remark 3.3. Since det(I−γKPes,ρ) stands for the gap probability for the thinned Pearcey process,
it is strictly positive and hence invertible. This in turn guarantees the solvability of the RH
problem for Y .
Recall the RH problem 3.1 for Ψ, we make the following undressing transformation to arrive
at an RH problem with constant jumps. To proceed, the four rays Σk, k = 1, 2, 4, 5, emanating
from the origin are replaced by their parallel lines emanating from some special points on the
real line. More precisely, we replace Σ1 and Σ5 by their parallel rays Σ
(s)
1 and Σ
(s)
5 emanating
from the point s, replace Σ2 and Σ4 by their parallel rays Σ
(s)
2 and Σ
(s)
4 emanating from the
point −s. Furthermore, these rays, together with the real axis, divide the complex plane into
six regions I-VI, as illustrated in Figure 3.
We now define Φ(z) = Φ(z; s) as follows:
Φ(z) =
Ψ−10√
2pi
3 e
ρ2
6 i

Y (z)Ψ(z), z ∈ I ∪ III ∪ IV ∪ VI,
Y (z)Ψ˜(z), z ∈ II,
Y (z)Ψ˜(z)
1 −1 −10 1 0
0 0 1
 , z ∈ V, (3.24)
where Ψ˜(z) is defined in (3.13) and the constant matrix Ψ0 is given in (3.5). Then, Φ satisfies
the following RH problem.
Proposition 3.4. The function Φ(z) = Φ(z; s) defined in (3.24) has the following properties:
(1) Φ(z) is defined and analytic in C \ {∪5j=0Σ(s)j ∪ [−s, s]}, where
Σ
(s)
0 = (s,+∞), Σ(s)1 = s+ e
pii
4 (0,+∞), Σ(s)2 = −s+ e
3pii
4 (0,+∞),
Σ
(s)
3 = (−∞,−s), Σ(s)4 = −s+ e−
3pii
4 (0,+∞), Σ(s)5 = s+ e−
pii
4 (0,+∞),
(3.25)
with the orientations from the left to the right; see Figure 3 for an illustration.
13
 
 
 
 
 
 
 
@
@
@
@
@
@
@
 
 
 
 
 
 
 
@
@
@
@
@
@
@
- -
R
 R

0
Σ
(s)
4
Σ
(s)
2
Σ
(s)
3
Σ
(s)
5
Σ
(s)
1
Σ
(s)
0
III
IV
I
VI
II
V
rr r
−s s
Figure 3: Regions I-VI and the contours Σ
(s)
k , k = 0, 1, . . . , 5, for the RH problem for Φ.
(2) Φ satisfies the jump condition
Φ+(z) = Φ−(z)JΦ(z), z ∈ ∪5j=0Σ(s)j ∪ (−s, s), (3.26)
where
JΦ(z) :=

 0 1 0−1 0 0
0 0 1
 , z ∈ Σ(s)0 ,1 0 01 1 1
0 0 1
 , z ∈ Σ(s)1 ,1 0 00 1 0
1 1 1
 , z ∈ Σ(s)2 , 0 0 10 1 0
−1 0 0
 , z ∈ Σ(s)3 ,1 0 00 1 0
1 −1 1
 , z ∈ Σ(s)4 ,1 0 01 1 −1
0 0 1
 , z ∈ Σ(s)5 ,1 1− γ 1− γ0 1 0
0 0 1
 , z ∈ (−s, s),
(3.27)
(3) As z →∞ and ±Im z > 0, we have
Φ(z) =
(
I +
Φ1
z
+
Φ2
z2
+O(z−3)
)
diag
(
z−
1
3 , 1, z
1
3
)
L±eΘ(z), (3.28)
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for some functions Φ1 and Φ2, where L± and Θ(z) are given in (3.8) and (3.9), respec-
tively, and
Φ1 = Ψ1 + Ψ
−1
0 Y1Ψ0 (3.29)
with Ψ1 and Y1 given in (3.5) and (3.21).
(4) As z → s, we have
Φ(z) = Φ̂1(z)
1 − γ2pii ln(z − s) − γ2pii ln(z − s)0 1 0
0 0 1

×

I, z ∈ II,1 −1 −10 1 0
0 0 1
 , z ∈ V, (3.30)
where the principal branch is taken for ln(z− s), and Φ̂1(z) is analytic at z = s satisfying
the following expansion
Φ̂1(z) = Φ
(0)
0 (s)
(
I + Φ
(0)
1 (s)(z − s) +O((z − s)2)
)
, z → s, (3.31)
for some functions Φ
(0)
0 (s) and Φ
(0)
1 (s).
(5) As z → −s, the behavior of Φ(z) is determined by the following symmetric relation
Φ(z) = −diag(1,−1, 1)Φ(−z)
−1 0 00 0 1
0 1 0
 (3.32)
and (3.30).
Proof. For the jump condition (3.26) and (3.27), we only need to check the jump over (−s, s),
while the other claims follow directly from (3.24) and the RH problem 3.1 for Ψ. By (3.16) and
(3.20), we have, for −s < x < s,
Y−(x)−1Y+(x) = I − 2piif(x)h(x)t = Ψ˜(x)
1 −γ −γ0 1 0
0 0 1
 Ψ˜(x)−1. (3.33)
This, together with (3.24), implies that for x ∈ (−s, s),
JΦ(x) = Φ−(x)−1Φ+(x) =
1 1 10 1 0
0 0 1
 Ψ˜(x)−1Y−(x)−1Y+(x)Ψ˜(x)
=
1 1− γ 1− γ0 1 0
0 0 1
 , (3.34)
as desired.
Finally, the symmetric relation (3.32) follows from the properties of the jump matrices JΦ(z)
in (3.27) and the large z behavior of Φ given in (3.28); see also the proof of a similar relation
in [21, Equation (2.52)].
This completes the proof of Proposition 3.4.
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The connection between the above RH problem and the derivative of F (s; γ, ρ) is revealed
in the following proposition.
Proposition 3.5. With F defined in (2.22), we have
d
ds
F (s; γ, ρ) =
d
ds
ln det
(
I − γKPes,ρ
)
= − γ
pii
[(
Φ
(0)
1 (s)
)
21
+
(
Φ
(0)
1 (s)
)
31
]
, (3.35)
where Φ
(0)
1 (s) is given in (3.31) and (M)ij stands for the (i, j)th entry of a matrix M .
Proof. The proof of is similar to that of [21, Equation (2.46)]. For z ∈ II, we see from (3.16),
(3.23) and (3.24) that
F(z) = Y (z)f(z) = Y (z)Ψ˜(z)
10
0
 = √2pi
3
e
ρ2
6 iΨ0Φ(z)
10
0
 (3.36)
and
H(z) = Y (z)−th(z) =
Ψ−t0√
2pi
3 e
ρ2
6 i
Φ(z)−tΨ˜(z)t · γ
2pii
Ψ˜(z)−t
01
1

=
γ
2pii
Ψ−t0√
2pi
3 e
ρ2
6 i
Φ(z)−t
01
1
 . (3.37)
Combining the above formulas and (3.19), we obtain
R(z, z) =
γ
2pii
[(
Φ(z)−1Φ′(z)
)
21
+
(
Φ(z)−1Φ′(z)
)
31
]
, z ∈ II. (3.38)
This, together with (3.17) and (3.32), implies that
d
ds
F (s; γ, ρ) = − γ
pii
[
lim
z→s
((
Φ(z)−1Φ′(z)
)
21
+
(
Φ(z)−1Φ′(z)
)
31
)]
, z ∈ II. (3.39)
With the aid of the local behavior of Φ(z) as z → s given in (3.30) and (3.31), we arrive at
(3.35).
This completes the proof of Proposition 3.5.
4 Lax pair equations and differential identities for the Hamil-
tonian
In this section, we will derive a Lax pair for Φ(z; s) from the associated RH problem, which will
lead to the proof of differential equations satisfied by p0 and q0 given in Theorem 2.1. Several
useful differential identities for the Hamiltonian H will also be presented for later use.
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4.1 Lax pair equations
We start with the following Lax pair for Φ(z; s).
Proposition 4.1. For the function Φ(z) = Φ(z; s) defined in (3.24), we have
∂
∂z
Φ(z; s) = L(z; s)Φ(z; s),
∂
∂s
Φ(z; s) = U(z; s)Φ(z; s), (4.1)
where
L(z; s) =
0 0 00 0 0
z 0 0
+A0(s) + A1(s)
z − s +
A2(s)
z + s
, (4.2)
and
U(z; s) = −A1(s)
z − s +
A2(s)
z + s
(4.3)
with
A0(s) =
 0 1 0√2p0(s) 0 1
0
√
2q0(s) 0
 , A1(s) =
q1(s)q2(s)
q3(s)
(p1(s) p2(s) p3(s)) , (4.4)
and A2(s) being related to A1(s) through the following relation
A2(s) = diag(1,−1, 1)A1(s) diag(1,−1, 1). (4.5)
Moreover, the functions pi(s) and qi(s), i = 0, 1, 2, 3, in (4.4) satisfy the equations (2.1) and
(2.2), and p0(s) and q0(s) satisfy the coupled differential system (2.19) and (2.20).
Proof. The proof is based on the RH problem for Φ given in Proposition 3.4. Note that all
jumps in the RH problem for Φ are independent of z and s, it follows that coefficient matrices
L(z; s) :=
∂
∂z
Φ(z; s) · Φ(z; s)−1, U(z; s) := ∂
∂s
Φ(z; s) · Φ(z; s)−1 (4.6)
are analytic in the complex z plane except for possible isolated singularities at z = ±s and
z = ∞. Moreover, in view of the symmetry relation between Φ(z) and Φ(−z) in (3.32), it is
easy to check that L(z; s) and U(z; s) satisfy the following symmetry relations
L(z; s) = −diag(1,−1, 1)L(−z; s) diag(1,−1, 1), (4.7)
U(z; s) = diag(1,−1, 1)U(−z; s) diag(1,−1, 1). (4.8)
In what follows, we calculate these two functions explicitly one by one.
From the large z behavior of Φ given in (3.28), we have, as z →∞,
L(z; s) =
0 0 00 0 0
1 0 0
 z +
0 1 0ρ
3 0 1
0 ρ3 0
+
Φ1,
0 0 00 0 0
1 0 0
+ L1
z
+O(z−2), (4.9)
where
L1 =
−13 0 ρ30 0 0
0 0 13
+
Φ2,
0 0 00 0 0
1 0 0
+
0 0 00 0 0
1 0 0
Φ1,Φ1
+
Φ1,
0 1 0ρ
3 0 1
0 ρ3 0
 (4.10)
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and [A,B] denotes the commutator of two matrices, i.e., [A,B] = AB −BA. This gives us the
leading term in (4.2) and
A0(s) =
0 1 0ρ
3 0 1
0 ρ3 0
+
Φ1,
0 0 00 0 0
1 0 0
 . (4.11)
On account of the symmetric relation (4.7), we further observe that
A0(s) = −diag(1,−1, 1)A0(s) diag(1,−1, 1), (4.12)
which implies
(A0(s))11 = (A0(s))13 = (A0(s))22 = (A0(s))31 = (A0(s))33 = 0. (4.13)
Let the functions p0(s) and q0(s) be defined as
p0(s) =
1√
2
(ρ
3
+ (Φ1)23
)
, q0(s) =
1√
2
(ρ
3
− (Φ1)12
)
, (4.14)
we then obtain the expression of A0(s) in (4.4) by combining the above two formulas and (4.11).
If z → s, it is easily seen from (3.30) that L(z; s) has a simple pole at z = s, which comes from
the term ln(z − s). Thus,
L(z; s) ∼ A1(s)
z − s , z → s
with
A1(s) = − γ
2pii
Φ
(0)
0 (s)
0 1 10 0 0
0 0 0
Φ(0)0 (s)−1, (4.15)
where Φ
(0)
0 (s) is given in (3.31). By settingq1(s)q2(s)
q3(s)
 = Φ(0)0 (s)
10
0
 and
p1(s)p2(s)
p3(s)
 = − γ
2pii
Φ
(0)
0 (s)
−t
01
1
 , (4.16)
we obtain the expression of A1(s) in (4.4). The formula for A2(s) in (4.5) then follows from the
symmetry relation (4.7). This finishes the computation of L(z; s) in (4.2). It is also worthwhile
to point out that (4.15) implies
TrA1(s) =
3∑
k=1
qk(s)pk(s) = 0. (4.17)
The computation of U(z; s) is similar. It is easy to check that
U(z; s) = O(z−1), z →∞; U(z; s) ∼ −A1(s)
z − s , z → s, (4.18)
where A1(s) is given in (4.15). This, together with (4.8), gives us the expression of U(z; s) in
(4.3).
Next, we show the functions pi(s) and qi(s), i = 0, 1, 2, 3, in (4.4) satisfy the equations (2.1)
and (2.2). By (4.17), we have already proved (2.2). To see other differential equations, we recall
that the compatibility condition
∂2
∂z∂s
Φ(z; s) =
∂2
∂s∂z
Φ(z; s)
18
for the Lax pair (4.1) is the zero curvature relation
∂
∂s
L(z; s)− ∂
∂z
U(z; s) = A′0(s) +
A′1(s)
z − s +
A′2(s)
z − s = [U,L]. (4.19)
Inserting (4.2) and (4.3) into the above formula, we obtain upon taking z →∞,
A′0(s) =
A2(s)−A1(s),
0 0 00 0 0
1 0 0
 =
 0 0 0−2p3(s)q2(s) 0 0
0 2p2(s)q1(s) 0
 , (4.20)
which leads to {
p′0(s) = −
√
2p3(s)q2(s),
q′0(s) =
√
2p2(s)q1(s).
(4.21)
If we calculate the residue at z = s on the both sides of (4.19), it is readily seen that
A′1(s) = −[A1(s),M(s)], (4.22)
where
M(s) =
0 0 00 0 0
s 0 0
+A0(s) + 1
s
(A2(s)−A1(s))
=
 0 1−
2p2(s)q1(s)
s 0√
2p0(s)− 2p1(s)q2(s)s 0 1− 2p3(s)q2(s)s
s
√
2q0(s)− 2p2(s)q3(s)s 0
 . (4.23)
Here, to use the symmetric relation (4.5) to simplify the subsequent calculations, we have
replaced [A1, A2] in the s
−1-term by [A1, A2 − A1] with the fact [A1, A1] = 0. To this end, we
observe from (4.1)–(4.3) that, on the one hand,(
∂
∂z
Φ(z; s) +
∂
∂s
Φ(z; s)
)
Φ(z; s)−1 = L(z; s) + U(z; s) ∼M(s) + A1(s)
s
, z → s. (4.24)
On the other hand, substituting (3.31) into the left-hand side of the above equation, it follows
from a straightforward calculation that(
∂
∂z
Φ(z; s) +
∂
∂s
Φ(z; s)
)
Φ(z; s)−1 ∼ d
ds
Φ
(0)
0 (s) · Φ(0)0 (s)−1, z → s. (4.25)
Thus, we have from the above two formulas that
d
ds
Φ
(0)
0 (s) =
(
M(s) +
A1(s)
s
)
Φ
(0)
0 (s). (4.26)
Recall the definition of qk(s), k = 1, 2, 3, given in (4.16), we take the first column in the above
formula and obtain (
q′1(s) q′2(s) q′3(s)
)t
= M(s)
(
q1(s) q2(s) q3(s)
)t
. (4.27)
Here we have made use of the fact that
A1(s)
(
q1(s) q2(s) q3(s)
)t
=
(
q1(s) q2(s) q3(s)
)t( 3∑
k=1
qk(s)pk(s)
)
=
(
0 0 0
)
;
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see (4.4) and (4.17). The equation (4.27) then gives us
q′1(s) = q2(s)− 2sp2(s)q1(s)q2(s),
q′2(s) =
√
2p0(s)q1(s) + q3(s) +
2
sp2(s)q2(s)
2,
q′3(s) = sq1(s) +
√
2q0(s)q2(s)− 2sp2(s)q2(s)q3(s).
(4.28)
To show the last three equations in (2.1), we see from (4.22) and (4.4) that
A′1(s) =
q′1(s)q′2(s)
q′3(s)
p1(s)p2(s)
p3(s)
t +
q1(s)q2(s)
q3(s)
p′1(s)p′2(s)
p′3(s)
t = −[A1(s),M(s)]
= −
q1(s)q2(s)
q3(s)
p1(s)p2(s)
p3(s)
tM(s) +M(s)
q1(s)q2(s)
q3(s)
p1(s)p2(s)
p3(s)
t .
A combination of this formula and (4.27) yields(
p′1(s) p′2(s) p′3(s)
)
= − (p1(s) p2(s) p3(s))M(s), (4.29)
which is equivalent to the following differential equations
p′1(s) = −
√
2p0(s)p2(s)− sp3(s) + 2sp1(s)p2(s)q2(s),
p′2(s) = −
√
2p3(s)q0(s)− p1(s)− 2sp2(s)2q2(s),
p′3(s) = −p2(s) + 2sp2(s)p3(s)q2(s).
(4.30)
Finally, we derive the coupled differential system (2.19) and (2.20). For that purpose, we
need to express the functions pk(s) and qk(s), k = 1, 2, 3, in terms of p0(s) and q0(s). In view
of (4.11) and (4.13), we have (Φ1)13 = 0. Comparing the (1, 3) entry of the z
−1-term on both
sides of (4.9), we get
2p3(s)q1(s) =
ρ
3
+ (Φ1)12 − (Φ1)23. (4.31)
This, together with the definition of p0(s) and q0(s) in (4.14), gives us
p3(s)q1(s) = − 1√
2
(
p0(s) + q0(s)− ρ√
2
)
. (4.32)
Thus, by (4.21) and (4.32), we have
p2(s)q2(s) =
(p2(s)q1(s))(p3(s)q2(s))
p3(s)q1(s)
=
p′0(s)q′0(s)√
2
(
p0(s) + q0(s)− ρ√2
) , (4.33)
p2(s)q3(s) =
(p2(s)q1(s))(p3(s)q3(s))
p3(s)q1(s)
= − q
′
0(s)p3(s)q3(s)
p0(s) + q0(s)− ρ√2
. (4.34)
Differentiating both sides of the first equation in (4.21), we obtain from (4.28) and (4.30) that
p′′0(s) = −
√
2
(
p′3(s)q2(s) + p3(s)q
′
2(s)
)
= −2p0(s)p3(s)q1(s)−
√
2p3(s)q3(s) +
√
2p2(s)q2(s)
(
1− 4
s
p3(s)q2(s)
)
.
Using (4.32), (4.33) and (4.21), we are able to rewrite the right-hand side of the above formula
in terms of p0(s) and q0(s), except for the p3(s)q3(s) term:
p′′0(s) =
√
2p0(s)
(
p0(s) + q0(s)− ρ√
2
)
−
√
2p3(s)q3(s) +
p′0(s)q′0(s)
(
1 + 2
√
2
s p
′
0(s)
)
p0(s) + q0(s)− ρ√2
. (4.35)
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By similar calculations, we also have
q′′0(s) = −2q0(s)p3(s)q1(s)−
√
2p1(s)q1(s) +
√
2p2(s)q2(s)
(
1− 4
s
p2(s)q1(s)
)
,
=
√
2q0(s)
(
p0(s) + q0(s)− ρ√
2
)
−
√
2p1(s)q1(s) +
p′0(s)q′0(s)
(
1− 2
√
2
s q
′
0(s)
)
p0(s) + q0(s)− ρ√2
. (4.36)
Adding (4.36) to (4.35), we then obtain (2.20) by the fact that p2(s)q2(s) = −p1(s)q1(s) −
p3(s)qs(s) (see (4.17)) and (4.33).
To show the equation (2.19), we make use of (4.21), (4.28), (4.30), (4.32) and (4.34) to get
(p3q3)
′(s) = sp3(s)q1(s) +
√
2q0(s)p3(s)q2(s)− p2(s)q3(s)
= − s√
2
(
p0(s) + q0(s)− ρ√
2
)
− q0(s)p′0(s) +
q′0(s)p3(s)q3(s)
p0(s) + q0(s)− ρ√2
. (4.37)
Taking the derivative on both sides of (4.35) and using the above formula, we obtain (2.19).
This completes the proof of Proposition 4.1.
We note that the Hamiltonian defined in (2.3) agrees with that derived from the general
theory of Jimbo-Miwa-Ueno [39]. Indeed, from [39, Equation (5.1)], we have
H(s) = − γ
2pii
Tr
Φ(0)1 (s)
0 1 10 0 0
0 0 0
 = − γ
2pii
[(
Φ
(0)
1 (s)
)
21
+
(
Φ
(0)
1 (s)
)
31
]
, (4.38)
where Φ
(0)
1 (s) given in (3.31) appears in the expansion of Φ(z) near z = s. In view of the first
equation in the Lax pair (4.1), by sending z → s, we obtain from (4.2) and (3.30) that the
O(1)-term in the expansion yields
Φ
(0)
1 (s) =
γ
2pii
Φ(0)1 (s),
0 1 10 0 0
0 0 0
+ Φ(0)0 (s)−1
0 0 00 0 0
s 0 0
+A0(s) + 1
2s
A2(s)
Φ(0)0 (s).
Inserting the above formula into (4.38) gives us
H(s) = − γ
2pii
(
0 1 1
)
Φ
(0)
0 (s)
−1
0 0 00 0 0
s 0 0
+A0(s) + 1
2s
A2(s)
Φ(0)0 (s)
10
0
 .
On account of the expressions of Ak(s), k = 0, 2, in (4.4)–(4.5) and the definition of pk(s) and
qk(s), k = 1, 2, 3, in (4.16), it is easily seen that
H(s) =
p1(s)p2(s)
p3(s)
t

 0 1 0√2p0(s) 0 1
s
√
2q0(s) 0
+ 1
2s
 q1(s)−q2(s)
q3(s)
 p1(s)−p2(s)
p3(s)
t

q1(s)q2(s)
q3(s)

=
√
2p0(s)p2(s)q1(s) +
√
2p3(s)q0(s)q2(s) + p1(s)q2(s) + p2(s)q3(s) + sp3(s)q1(s)
+
1
2s
(p1(s)q1(s)− p2(s)q2(s) + p3(s)q3(s))2 ,
which coincides with that defined in (2.3).
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4.2 Differential identities for the Hamiltonian
For later use, we collect some remarkable differential identities for the Hamiltonian H in what
follows. In particular, some of these differential identities will be crucial in our the derivation
of the large gap asymptotics for F (s; γ, ρ), especially for the constant term.
Proposition 4.2. With the Hamiltonian H defined in (2.3), we have
d
ds
H(s) = p3(s)q1(s)− 2
s2
p2(s)
2q2(s)
2
= − 1√
2
(
p0(s) + q0(s)− ρ√
2
)
− p
′
0(s)
2q′0(s)2
s2
(
p0(s) + q0(s)− ρ√2
)2 , (4.39)
and H is related to the action differential
∑3
k=0 pkq
′
k −H by
3∑
k=0
pk(s)q
′
k(s)−H(s)
= H(s) +
1
4
d
ds
(2p0(s)q0(s) + p2(s)q2(s) + 2p3(s)q3(s)− 3sH(s)) . (4.40)
Moreover, we also have the following differential identities with respect to the parameters γ and
ρ:
∂
∂γ
(
3∑
k=0
pk(s)q
′
k(s)−H(s)
)
=
d
ds
(
3∑
k=0
pk(s)
∂
∂γ
qk(s)
)
, (4.41)
∂
∂ρ
(
3∑
k=0
pk(s)q
′
k(s)−H(s)
)
=
d
ds
(
3∑
k=0
pk(s)
∂
∂ρ
qk(s)
)
. (4.42)
Proof. The proofs of (4.39) and (4.40) are straightforward, where we have made use of (2.1),
(4.32) and (4.34) in the derivation of (4.39), and of (2.1) and (2.2) in the derivation of (4.40).
To see the differential identity with respect to the parameter γ, we have from (2.4) that
∂
∂γ
H(s) =
3∑
k=0
(
∂H
∂pk
∂
∂γ
pk(s) +
∂H
∂qk
∂
∂γ
qk(s)
)
=
3∑
k=0
(
q′k(s)
∂
∂γ
pk(s)− p′k(s)
∂
∂γ
qk(s)
)
, (4.43)
which gives us (4.41). The differential identity with respect to ρ in (4.42) can be proved in a
similar manner, and we omit the details here.
This completes the proof of Proposition 4.2.
5 Asymptotic analysis of the RH problem for Φ(z; s) as s→ +∞
In this section, we shall perform a Deift-Zhou steepest descent analysis [26] to the RH problem
for Φ as s → +∞. It consists of a series of explicit and invertible transformations which leads
to an RH problem tending to the identity matrix as s→ +∞.
5.1 First transformation: Φ→ T
This transformation is a rescaling and normalization of the RH problem for Φ, which is defined
by
T (z) = Φ(sz)e−Θ(sz), (5.1)
where Θ(z) is given in (3.9). Then, T (z) satisfies the following RH problem.
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Proposition 5.1. The function T defined in (5.1) has the following properties:
(1) T (z) is defined and analytic in C\{∪5j=0Σ(1)j ∪ [−1, 1]}, where the contours Σ(1)j are defined
in (3.25) with s = 1.
(2) T (z) satisfies the jump condition
T+(z) = T−(z)JT (z), z ∈ ∪5j=0Σ(1)j ∪ (−1, 0) ∪ (0, 1), (5.2)
where
JT (z) :=

 0 1 0−1 0 0
0 0 1
 , z ∈ Σ(1)0 , 1 0 0eθ2(sz)−θ1(sz) 1 eθ2(sz)−θ3(sz)
0 0 1
 , z ∈ Σ(1)1 , 1 0 00 1 0
eθ3(sz)−θ1(sz) eθ3(sz)−θ2(zs) 1
 , z ∈ Σ(1)2 , 0 0 10 1 0
−1 0 0
 , z ∈ Σ(1)3 , 1 0 00 1 0
eθ3(sz)−θ2(sz) −eθ3(sz)−θ1(sz) 1
 , z ∈ Σ(1)4 , 1 0 0eθ1(sz)−θ2(sz) 1 −eθ1(sz)−θ3(sz)
0 0 1
 , z ∈ Σ(1)5 ,eθ2(sz)−θ1(sz) 1− γ (1− γ)eθ2(sz)−θ3(sz)0 eθ1(sz)−θ2(sz) 0
0 0 1
 , z ∈ (0, 1),eθ3,+(sz)−θ3,−(sz) (1− γ)eθ2,−(sz)−θ2,+(sz) 1− γ0 1 0
0 0 eθ3,−(sz)−θ3,+(sz)
 , z ∈ (−1, 0),
(5.3)
with θk(z) = θk(z; ρ), k = 1, 2, 3, being defined in (3.10).
(3) As z →∞ and ±Im z > 0, we have
T (z) =
(
I +
T1
z
+O(z−2)
)
diag
(
z−
1
3 , 1, z
1
3
)
L±, (5.4)
where
T1 =
diag
(
s
1
3 , 1, s−
1
3
)
Φ1 diag
(
s−
1
3 , 1, s
1
3
)
s
, (5.5)
with Φ1 given in (3.29).
(4) As z → ±1, we have T (z) = O(ln(z ∓ 1)).
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Proof. We only need to check the jump on (−1, 0), while the other claims follow directly from
(5.1) and the RH problem for Φ given in Proposition 3.4.
If z ∈ (−1, 0), it is readily seen from (5.1), (3.26) and (3.27) that
JT (z) = T−(z)−1T+(z)
= diag
(
eθ2,−(sz), eθ1,−(sz), eθ3,−(sz)
)
Φ−(sz)−1Φ+(sz)
× diag
(
e−θ1,+(sz), e−θ2,+(sz), e−θ3,+(sz)
)
=
eθ2,−(sz)−θ1,+(sz) (1− γ)eθ2,−(sz)−θ2,+(sz) (1− γ)eθ2,−(sz)−θ3,+(sz)0 eθ1,−(sz)−θ2,+(sz) 0
0 0 eθ3,−(sz)−θ3,+(sz)
 . (5.6)
To this end, we observe from (3.10) that, if z < 0,
θ3,+(z) = θ2,−(z), θ1,+(z) = θ3,−(z), θ1,−(z) = θ2,+(z). (5.7)
This, together with (5.6), gives us the formula of JT on (−1, 0) as shown in (5.3).
This completes the proof of Proposition 5.1.
5.2 Second transformation: T → S
As s → +∞, it comes out that most of the entries involving θk(sz) in JT tend to zero ex-
ponentially fast, except some entries when restricted on (−1, 0) ∪ (0, 1). More precisely, note
that
θ2(sz)− θ1(sz) =
√
3is
4
3
(
3
4
z
4
3 − ρ
2s
2
3
z
2
3
)
, z ∈ (0, 1), (5.8)
thus, the (1, 1) and (2, 2) entries of JT (z) is highly oscillatory for large positive s and z ∈ (0, 1).
Similarly, since
θ3,+(sz)− θ3,−(sz) = −
√
3is
4
3
(
3
4
|z| 43 − ρ
2s
2
3
|z| 23
)
, z ∈ (−1, 0), (5.9)
we have that the (1, 1) and (3, 3) entries of JT (z) is highly oscillatory for large positive s and
z ∈ (−1, 0).
Following the spirit of steepest descent analysis, the second transformation involves the
so-called lens opening. The goal of this step is to convert the highly oscillatory jumps into
constant jumps on the original contours while creating extra jumps tending to the identity
matrices exponentially fast for large positive s on the new contours. This transformation is
based on the following factorizations:eθ2(sz)−θ1(sz) 1− γ (1− γ)eθ2(sz)−θ3(sz)0 eθ1(sz)−θ2(sz) 0
0 0 1

=
 1 0 0eθ1(sz)−θ2(sz)1−γ 1 −eθ1(sz)−θ3(sz)
0 0 1

 0 1− γ 01
γ−1 0 0
0 0 1

×
 1 0 0eθ2(sz)−θ1(sz)1−γ 1 eθ2(sz)−θ3(sz)
0 0 1
 , z ∈ (0, 1), (5.10)
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and eθ3,+(sz)−θ3,−(sz) (1− γ)eθ2,−(sz)−θ2,+(sz) 1− γ0 1 0
0 0 eθ3,−(sz)−θ3,+(sz)

=
 1 0 00 1 0
eθ3,−(sz)−θ2,−(sz)
1−γ −eθ3,−(sz)−θ1,−(sz) 1

 0 0 1− γ0 1 0
1
γ−1 0 0

×
 1 0 00 1 0
eθ3,+(sz)−θ1,+(sz)
1−γ e
θ3,+(sz)−θ2,+(sz) 1
 , z ∈ (−1, 0), (5.11)
where we have made use of relations (5.7) in (5.11).
We now set simply connected domains (the lenses) Ω1,±(Ω−1,±) on the ±-side of (0, 1)
((−1, 0)), with oriented boundaries ∂Ω1,± ∪ (0, 1) (∂Ω−1,± ∪ (−1, 0)) as shown in Fig 4.
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Figure 4: The lenses used for the transformation T → S.
Based on the decompositions of JS given in (5.10), (5.11) and also on the lenses just defined,
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the second transformation reads
S(z) = T (z)

 1 0 0eθ1(sz)−θ2(sz)1−γ 1 −eθ1(sz)−θ3(sz)
0 0 1
 , z ∈ Ω1,−, 1 0 0eθ2(sz)−θ1(sz)γ−1 1 −eθ2(sz)−θ3(sz)
0 0 1
 , z ∈ Ω1,+, 1 0 00 1 0
eθ3(sz)−θ1(sz)
γ−1 −eθ3(sz)−θ2(sz) 1
 , z ∈ Ω−1,+, 1 0 00 1 0
eθ3(sz)−θ2(sz)
1−γ −eθ3(sz)−θ1(sz) 1
 , z ∈ Ω−1,−,
I, z outside the lenses.
(5.12)
It is then straightforward to check that S(z) satisfies the following RH problem.
RH problem 5.2. The function S defined in (5.12) has the following properties:
(1) S(z) is defined and analytic in C \ ΣS, where
ΣS := ∪5j=0Σ(1)j ∪ [−1, 1] ∪ ∂Ω1,± ∪ ∂Ω−1,± (5.13)
(2) S(z) satisfies the jump condition
S+(z) = S−(z)JS(z), z ∈ ΣS , (5.14)
where
JS(z) :=

JT (z), z ∈ ∪5j=0Σ(1)j , 1 0 0eθ1(sz)−θ2(sz)1−γ 1 −eθ1(sz)−θ3(sz)
0 0 1
 , z ∈ ∂Ω1,−, 1 0 0eθ2(sz)−θ1(sz)1−γ 1 eθ2(sz)−θ3(sz)
0 0 1
 , z ∈ ∂Ω1,+, 1 0 00 1 0
eθ3(sz)−θ1(sz)
1−γ e
θ3(sz)−θ2(sz) 1
 , z ∈ ∂Ω−1,+, 1 0 00 1 0
eθ3(sz)−θ2(sz)
1−γ −eθ3(sz)−θ1(sz) 1
 z ∈ ∂Ω−1,−, 0 1− γ 01
γ−1 0 0
0 0 1
 , z ∈ (0, 1), 0 0 1− γ0 1 0
1
γ−1 0 0
 , z ∈ (−1, 0),
(5.15)
and where JT is defined in (5.3).
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(3) As z →∞ and ±Im z > 0, we have
S(z) =
(
I +
T1
z
+O(z−2)
)
diag
(
z−
1
3 , 1, z
1
3
)
L±, (5.16)
for some function T1.
(4) As z → ±1, we have S(z) = O(ln(z ∓ 1)).
5.3 Global parametrix
It is now easily seen that all the jump matrices of S tend to the identity matrices exponentially
fast as s→ +∞, except the ones along the real axis. We are then led to consider the following
RH problem for the global parametrix N .
RH problem 5.3. We look for a 3 × 3 matrix-valued function N satisfying the following
properties:
(1) N(z) is defined and analytic in C \ R.
(2) N(z) satisfies the jump condition
N+(z) = N−(z)JN (z), z ∈ R, (5.17)
where
JN (z) = JS(z) =

 0 0 10 1 0
−1 0 0
 , z ∈ (−∞,−1), 0 0 1− γ0 1 0
1
γ−1 0 0
 , z ∈ (−1, 0), 0 1− γ 01
γ−1 0 0
0 0 1
 , z ∈ (0, 1), 0 1 0−1 0 0
0 0 1
 , z ∈ (1,+∞).
(5.18)
(3) As z →∞ and ±Im z > 0, we have
N(z) =
(
I +
N1
z
+O(z−2)
)
diag
(
z−
1
3 , 1, z
1
3
)
L±, (5.19)
for some constant N1.
The solution of this RH problem takes the following form:
N(z) = CN diag
(
z−
1
3 , 1, z
1
3
)
L± diag (d1(z), d2(z), d3(z)) , (5.20)
where the constant matrix CN and the scalar functions dk, k = 1, 2, 3, are to be determined.
We start with the following proposition concerning the properties of dk.
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Proposition 5.4. The scalar functions dk(z), k = 1, 2, 3, in (5.20) are analytic in C \ R and
satisfy the following relations:
d3,+(x) = d3,−(x), x ∈ (0, 1) ∪ (1 +∞), (5.21)
d1,+(x) =
d2,−(x)
1− γ , d2,+(x) = d1,−(x)(1− γ), x ∈ (0, 1), (5.22)
d1,+(x) = d2,−(x), d2,+(x) = d1,−(x), x ∈ (1,+∞), (5.23)
d2,+(x) = d2,−(x), x ∈ (−∞,−1) ∪ (−1, 0), (5.24)
d1,+(x) =
d3,−(x)
1− γ , d3,+(x) = d1,−(x)(1− γ), x ∈ (−1, 0), (5.25)
d1,+(x) = d3,−(x), d3,+(x) = d1,−(x), x ∈ (−∞,−1). (5.26)
Proof. We will only show the relations for x ∈ (0, 1), since the other relations can be proved
similarly.
By (5.20) and (5.18), it follows that, if x ∈ (0, 1),
L+ diag(d1,+(x), d2,+(x), d3,+(x)) = L− diag(d1,−(x), d2,−(x), d3,−(x))
 0 1− γ 01
γ−1 0 0
0 0 1
 .
This, together with (3.8), implies that
diag(d1,+(x), d2,+(x), d3,+(x))
= L−1+ L− diag(d1,−(x), d2,−(x), d3,−(x))
 0 1− γ 01
γ−1 0 0
0 0 1

=
0 −1 01 0 0
0 0 1
 diag(d1,−(x), d2,−(x), d3,−(x))
 0 1− γ 01
γ−1 0 0
0 0 1

= diag
(
d2,−(x)
1− γ , (1− γ)d1,−(x), d3,−(x)
)
, (5.27)
which gives us the relations on (0, 1).
This completes the proof of Proposition 5.4.
To find the explicit expressions of dk, k = 1, 2, 3, we set
d1(z) =
{
λ(z
1
3 ), Im z > 0,
λ(ω−1z
1
3 ), Im z < 0,
d2(z) =
{
λ(ω−1z
1
3 ), Im z > 0,
λ(z
1
3 ), Im z < 0,
d3(z) = λ(ωz
1
3 ),
(5.28)
for some function λ, where −pi < arg z < pi and recall that ω = e 2pii3 . By further assuming that
dk(z) → 1, k = 1, 2, 3, as z → ∞, it is readily seen from (5.28) and Proposition 5.4 that the
function λ solves the following scalar RH problem.
RH problem 5.5. We look for a function λ satisfying the following properties:
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(1) λ(ξ) is defined and analytic in C \ {(−1, 1) ∪ ω−1(−1, 1)}.
(2) λ(ξ) satisfies the jump condition
λ+(ξ) = λ−(ξ)
{
1− γ, ξ ∈ (−1, 0) ∪ e− 2pii3 (0, 1),
1
1−γ , ξ ∈ e
pii
3 (0, 1) ∪ (0, 1), (5.29)
where the orientations of the contours are shown in Figure 5.
(3) As ξ →∞, we have λ(ξ)→ 1.
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Figure 5: The contours for the RH problem for λ.
It is easily seen that the solution to the above RH problem is explicitly given by
λ(ξ) =
(
ξ − ω−1
ξ + 1
)β (
ξ + ω−1
ξ − 1
)β
=
(
ξ2 − ω
ξ2 − 1
)β
, ξ ∈ C \ {(−1, 1) ∪ ω−1(−1, 1)}, (5.30)
where β is defined in (2.5) and the branch is chosen such that λ(ξ)→ 1 as ξ →∞.
A further effort finally gives us the following lemma.
Lemma 5.6. Let λ be the function defined in (5.30), we have
N(z) = CN diag
(
z−
1
3 , 1, z
1
3
) L+ diag
(
λ(z
1
3 ), λ(ω−1z
1
3 ), λ(ωz
1
3 )
)
, Im z > 0,
L− diag
(
λ(ω−1z
1
3 ), λ(z
1
3 ), λ(ωz
1
3 )
)
, Im z < 0,
(5.31)
solves the RH problem 5.3 for N , where
CN =
 1 0 00 1 0
βω(ω − 1) 0 1
 =
 1 0 00 1 0
−√3βi 0 1
 , (5.32)
and β is defined in (2.5). Moreover, the coefficient N1 in the expansion (5.19) takes the following
structure
N1 =
0 √3βi 0∗ 0 √3βi
0 ∗ 0
 , (5.33)
where * denotes certain unimportant entry.
Proof. On account of our previous arguments, it remains to show (5.32), which follows from the
asymptotic condition (5.19). To that end, it is easily seen from (5.30) that
λ(ξ) = 1 +
β(1− ω)
ξ2
+O(ξ−4), ξ →∞. (5.34)
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Thus, if z →∞ and Im z > 0, it follows that
diag
(
z−
1
3 , 1, z
1
3
)
L+ diag
(
λ(z
1
3 ), λ(ω−1z
1
3 ), λ(ωz
1
3 )
)
= diag
(
z−
1
3 , 1, z
1
3
)
L+
(
I +
β(1− ω)
z
2
3
diag(1, ω2, ω−2) +O(z− 43 )
)
. (5.35)
Note that
diag
(
z−
1
3 , 1, z
1
3
)
L+ diag(1, ω
2, ω−2) (5.36)
=
0 0 00 0 0
ω 0 0
 z 23 +
0 ω 00 0 ω
0 0 0
 z− 13
diag (z− 13 , 1, z 13)L+, (5.37)
a combination of the above two formulas shows that
diag
(
z−
1
3 , 1, z
1
3
)
L+ diag
(
λ(z
1
3 ), λ(ω−1z
1
3 ), λ(ωz
1
3 )
)
=
 1 0 00 1 0
βω(1− ω) 0 1
+O(z−1)
 diag (z− 13 , 1, z 13)L+. (5.38)
This, together with (5.19) and (5.28), gives us (5.32). One gets the same result if we consider
the asymptotics as z →∞ and Im z < 0.
Finally, the structure of N1 in (5.33) can be seen by expanding one more term in (5.35) and
a straightforward calculation.
This completes the proof of Lemma 5.6.
5.4 Local parametrix near 1
Due to the fact that the convergence of the jump matrices to the identity matrices on Σ
(1)
1 , Σ
(1)
5
and ∂Ω1,± is not uniform near 1, we intend to find a function P (1)(z) satisfying an RH problem
as follows:
RH problem 5.7. We look for a 3× 3 matrix-valued function P (1)(z) satisfying
(1) P (1)(z) is defined and analytic in D(1, δ) \ΣS, where ΣS is defined in (3.25) and D(z0, δ)
stands for a fixed open disc centered at z0 with radius δ > 0.
(2) P (1)(z) satisfies the jump condition
P
(1)
+ (z) = P
(1)
− (z)JS(z), z ∈ ΣS ∩D(1, δ), (5.39)
where JS(z) is given in (5.15).
(3) As s→ +∞, P (1)(z) matches N(z) on the boundary ∂D(1, δ) of D(1, δ), i.e.,
P (1)(z) =
(
I +O(s− 43 )
)
N(z), z ∈ ∂D(1, δ). (5.40)
30
To construct the local parametrix near z = 1, we first introduce the following transformation
to remove the (2, 3) entry of JS(z) in (5.15):
P (1)(z) = P̂ (1)(z)

1 0 00 1 eθ2(sz)−θ3(sz)
0 0 1
 , z ∈ II ∩D(1, δ) \ Ω1,+,
1 0 00 1 eθ1(sz)−θ3(sz)
0 0 1
 , z ∈ V ∩D(1, δ) \ Ω1,−,
I, otherwise,
(5.41)
where the regions II and V are illustrated in Figure 3. Recall the definition of θk(z), k = 1, 2, 3,
in (3.10), it is readily seen that eθ2(sz)−θ3(sz) and eθ1(sz)−θ3(sz) are analytic in C \ (−∞, 0] and
both of them are exponentially small as s → +∞, uniformly for z ∈ D(1, δ). Hence, P̂ (1)(z)
satisfies a similar RH problem as P (1)(z), but with the jump condition (5.39) replaced by
P̂
(1)
+ (z) = P̂
(1)
− (z)Ĵ
(1)(z), z ∈ ΣS ∩D(1, δ), (5.42)
where
Ĵ (1)(z) :=

 0 1 0−1 0 0
0 0 1
 , z ∈ Σ(1)0 ∩D(1, δ), 1 0 0eθ2(sz)−θ1(sz) 1 0
0 0 1
 , z ∈ Σ(1)1 ∩D(1, δ), 1 0 0eθ1(sz)−θ2(sz) 1 0
0 0 1
 , z ∈ Σ(1)5 ∩D(1, δ), 1 0 0eθ1(sz)−θ2(sz)1−γ 1 0
0 0 1
 , z ∈ ∂Ω1,− ∩D(1, δ), 1 0 0eθ2(sz)−θ1(sz)1−γ 1 0
0 0 1
 , z ∈ ∂Ω1,+ ∩D(1, δ), 0 1− γ 01
γ−1 0 0
0 0 1
 , z ∈ (1− δ, 1)
(5.43)
We can construct P̂ (1)(z) explicitly by using the confluent hypergeometric parametrix Φ(CHF)
introduced in Appendix A. To see this, we define the following local conformal mapping near
z = 1:
f(z) = −is− 43 [(θ2(sz)− θ1(sz))− (θ2(s)− θ1(s))]
=
3
√
3
4
(z
4
3 − 1)−
√
3ρ
2s
2
3
(z
2
3 − 1), z ∈ D(1, δ). (5.44)
Obviously, we have
f(1) = 0, f ′(1) =
√
3−
√
3
3
ρs−
2
3 , f ′′(1) =
√
3
3
+
√
3
9
ρs−
2
3 , (5.45)
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where f ′(1) is positive when s is large enough. Let Φ(CHF)(z;β) be the confluent hypergeometric
parametrix with β given in (2.5) (see Appendix A below), we set, for z ∈ D(1, δ) \ ΣS ,
P̂ (1)(z) = E1(z) diag
(
Φ(CHF)(s
4
3 f(z);β)e−
β
2
piiσ3 , 1
)
×
 diag
(
e
θ2(sz)−θ1(sz)
2
σ3 , 1
)
, Im z > 0,
diag
(
e
θ1(sz)−θ2(sz)
2
σ3 , 1
)
, Im z < 0,
(5.46)
where diag (A, 1) stands for the 3× 3 block diagonal matrix
(A)11 (A)12 0(A)21 (A)22 0
0 0 1
 with A being
a 2× 2 matrix, σ3 =
(
0 1
−1 0
)
, f(z) is defined in (5.44) and
E1(z) =

N(z) diag
((
e
θ1(s)−θ2(s)+βpii
2 s
4β
3 f(z)β
)σ3
, 1
)
, Im z > 0,
N(z) diag
((
0 1
−1 0
)(
e
θ1(s)−θ2(s)+βpii
2 s
4β
3 f(z)β
)σ3
, 1
)
, Im z < 0,
(5.47)
with N(z) given in (5.31).
Proposition 5.8. The local parametrix P (1)(z) defined in (5.41) and (5.46) solves the RH
problem 5.7 for large positive s.
Proof. By (A.1) and (2.5), it is readily seen that P (1)(z) satisfies the jump condition (5.39)
if the prefactor E1(z) is analytic in D(1, δ). In view of (5.47) and (5.17), it is immediate
that E1,+(x) = E1,−(x) for x ∈ (1, 1 + δ). If x ∈ (1 − δ, 1), we observe from (5.44) that
f+(x)
β = f−(x)βe2βpii for large s. Thus, it follows from (5.17) and (2.5) that
N+(x) diag
(
f+(x)
βσ3 , 1
)
= N−(x) diag
((
0 e2βpii
−e−2βpii 0
)
e2βpiiσ3f−(x)βσ3 , 1
)
= N−(x) diag
((
0 1
−1 0
)
f−(x)βσ3 , 1
)
, (5.48)
which implies E1,+(x) = E1,−(x) for x ∈ (1 − δ, 1). Hence, E1(z) is analytic in the punctured
disk D(1, δ) \ {1}. Recall the definition of N in (5.31), we note that, if z → 1 with Im z > 0,
CN diag
(
z−
1
3 , 1, z
1
3
)
L+ = CNL+
I + i
3
√
3
 0 1 −1−1 0 −1
1 1 0
 (z − 1) +O((z − 1)2)
 , (5.49)
and
diag
(
λ(z
1
3 ), λ(ω−1z
1
3 ), λ(ωz
1
3 )
)
= diag
((
3(1− ω)
2(z − 1)
)β
,
(
2(z − 1)
3(1− ω2)
)β
, (1 + ω)β
)
×
(
I + diag
(
3
√
3 + 2i
6
√
3
β,
−3√3 + 2i
6
√
3
β,− 2βi
3
√
3
)
(z − 1) +O((z − 1)2)
)
. (5.50)
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Hence, a combination of the above two formulas, (5.31), (5.47) and (5.45) shows that E1(z) =
O(1) if z → 1 with Im z > 0. The conclusion also holds if z → 1 with Im z < 0 by similar
arguments. As a consequence, the singularity of E1(z) at 1 is removable, as required.
As for the matching condition (5.40), one can check directly from (5.44) and the large z
behavior of Φ(CHF)(z) given in (A.2).
This completes the proof of Proposition 5.8.
For later use, we collect the local behavior of E1(z) near z = 1 in the following proposition,
which can be verified from a direct calculation with the aid of (5.47), (5.49) and (5.50).
Proposition 5.9. With the function E1(z) defined in (5.47), we have
E1(z) = E1(1)
(
I + E1(1)
−1E′1(1)(z − 1) +O((z − 1)2)
)
, z → 1, (5.51)
where
E1(1) = CNL+ diag
(
c1(s), c1(s)
−1e−
βpii
3 , e
βpii
3
)
, (5.52)
and
E1(1)
−1E′1(1)
=
√
3i
9

−3
√
3βif ′′(1)
2f ′(1) − 2βω −
√
3βi
2 c1(s)
−2e−
βpii
3 −c1(s)−1e
βpii
3
−c1(s)2e
βpii
3
3
√
3βif ′′(1)
2f ′(1) − 2βω2 +
√
3βi
2 −c1(s)e
2βpii
3
c1(s)e
−βpii
3 c1(s)
−1e−
2βpii
3 −2β
 , (5.53)
and where L+ and CN are given in (3.8) and (5.32), respectively, and
c1(s) =
(
3
√
3
2
)β
e
βpii
3 s
4β
3 f ′(1)βe
θ1(s)−θ2(s)
2 . (5.54)
5.5 Local parametrix near −1
Near z = −1, we consider the following local parametrix.
RH problem 5.10. We look for a 3× 3 matrix-valued function P (−1)(z) satisfying
(1) P (−1)(z) is defined and analytic in D(−1, δ) \ ΣS.
(2) P (−1)(z) satisfies the jump condition
P
(−1)
+ (z) = P
(−1)
− (z)JS(z), z ∈ ΣS ∩D(−1, δ), (5.55)
where JS(z) is given in (5.15).
(3) As s→ +∞, we have the matching condition
P (−1)(z) =
(
I +O(s− 43 )
)
N(z), z ∈ ∂D(−1, δ). (5.56)
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Analogously to the construction of P (1)(z) presented in the previous section, we first intro-
duce the following transformation to remove the (3, 2) entry of JS(z) in (5.15):
P (−1)(z) = P̂ (−1)(z)

1 0 00 1 0
0 eθ3(sz)−θ2(sz) 1
 , z ∈ II ∩D(−1, δ) \ Ω−1,+,
1 0 00 1 0
0 eθ3(sz)−θ1(sz) 1
 , z ∈ V ∩D(−1, δ) \ Ω−1,−,
I, otherwise.
(5.57)
Then, P̂ (−1)(z) satisfies an RH problem similar to that for P (−1), but with the jump condition
(5.55) replaced by
P̂
(−1)
+ (z) = P̂
(−1)
− (z)J
(−1)(z), z ∈ ΣS ∩D(−1, δ), (5.58)
where
J (−1)(z) :=

 1 0 00 1 0
eθ3(sz)−θ1(sz) 0 1
 , z ∈ Σ(1)2 ∩D(−1, δ), 0 0 10 1 0
−1 0 0
 , z ∈ Σ(1)3 ∩D(−1, δ), 1 0 00 1 0
eθ3(sz)−θ2(sz) 0 1
 , z ∈ Σ(1)4 ∩D(−1, δ), 1 0 00 1 0
eθ3(sz)−θ2(sz)
1−γ 0 1
 , z ∈ ∂Ω−1,− ∩D(−1, δ), 1 0 00 1 0
eθ3(sz)−θ1(sz)
1−γ 0 1
 , z ∈ ∂Ω−1,+ ∩D(−1, δ), 0 0 1− γ0 1 0
1
γ−1 0 0
 , z ∈ (−1,−1 + δ).
(5.59)
Again, one can construct P̂ (−1)(z) by using the confluent hypergeometric parametrix Φ(CHF).
More precisely, we define
f˜(z) = −is− 43
{
θ3(sz)− θ1(sz)− (θ3,+(−s)− θ1,−(−s)), Im z > 0,
θ2(sz)− θ3(sz)− (θ2,−(−s)− θ3,−(−s)), Im z < 0. (5.60)
In view of the relations (5.7), it is easily seen that f˜(z) is analytic in D(−1, δ) with
f˜(−1) = 0, f˜ ′(−1) =
√
3−
√
3
3
ρs−
2
3 ,
which is actually a local conformal mapping near z = −1 for large positive s. We then set, for
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z ∈ D(−1, δ) \ ΣS ,
P̂ (−1)(z)
= E−1(z)
(Φ(CHF)(s
4
3 f˜(z);β))11 0 (Φ
(CHF)(s
4
3 f˜(z);β))12
0 1 0
(Φ(CHF)(s
4
3 f˜(z);β))21 0 (Φ
(CHF)(s
4
3 f˜(z);β))22

× diag
(
e−
βpii
2 , 1, e
βpii
2
) diag
(
e
θ3(sz)−θ1(sz)
2 , 1, e
θ1(sz)−θ3(sz)
2
)
, Im z > 0,
diag
(
e
θ3(sz)−θ2(sz)
2 , 1, e
θ2(sz)−θ3(sz)
2
)
, Im z < 0,
(5.61)
where β is given in (2.5), f˜(z) is defined in (5.60), and
E−1(z) = N(z) (5.62)
×

diag
(
e
θ1,+(−s)−θ3,+(−s)+βpii
2 s
4β
3 f˜(z)β, 1, e
θ3,+(−s)−θ1,+(−s)−βpii
2 s−
4β
3 f˜(z)−β
)
,
Im z > 0, 0 0 10 1 0
−1 0 0
 diag(e θ3,+(−s)−θ2,+(−s)+βpii2 s 4β3 f˜(z)β, 1, e θ2,+(−s)−θ3,+(−s)−βpii2 s− 4β3 f˜(z)−β) ,
Im z < 0,
with N(z) given in (5.31). As in the proof of Proposition 5.8, it is straightforward to show that
E−1(z) is analytic in D(−1, δ), which leads to the following proposition.
Proposition 5.11. The local parametrix P (−1)(z) defined in (5.57) and (5.61) solves the RH
problem 5.10 for large positive s.
5.6 Local parametrix near the origin
The local parametrix near the origin reads as follows.
RH problem 5.12. We look for a 3× 3 matrix-valued function P (0)(z) satisfying
(1) P (0)(z) is defined and analytic in D(0, δ) \ ΣS.
(2) P (0)(z) satisfies the jump condition
P
(0)
+ (z) = P
(0)
− (z)JS(z), z ∈ D(0, δ) ∩ ΣS , (5.63)
where JS(z) is defined in (5.15).
(3) As s→∞, we have the matching condition
P (0)(z) =
(
I +O(s− 23 )
)
N(z), z ∈ ∂D(0, δ). (5.64)
This local parametrix can be constructed in terms of the solution Ψ(z) of the RH problem
3.1, i.e., the Pearcey parametrix, in the following way:
P (0)(z) = E0(z)Ψ(sz)e
−Θ(sz) diag
(
(1− γ)− 23 , (1− γ) 13 , (1− γ) 13
)
, (5.65)
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where Θ(z) is defined in (3.9) and
E0(z) = −
√
3
2pi
e−
ρ2
6 iN(z) diag
(
(1− γ) 23 , (1− γ)− 13 , (1− γ)− 13
)
× L−1± diag((sz)
1
3 , 1, (sz)−
1
3 )Ψ−10 , (5.66)
for ±Im z > 0, with L± and Ψ0 given in (3.8) and (3.5), respectively.
Proposition 5.13. The local parametrix P (0)(z) defined in (5.65) solves the RH problem 5.12.
Proof. It is straightforward to check the matching condition (5.64). Indeed, for z ∈ ∂D(0, δ),
by inserting (3.4) into (5.65), it follows that
P (0)(z)N(z)−1 = Ê0(z)
(
I +
Ψ̂1
zs
2
3
+O(s− 43 )
)
Ê0(z)
−1, (5.67)
where
Ê0(z) = N(z) diag{(1− γ) 23 , (1− γ)− 13 , (1− γ)− 13 }L−1± diag(z
1
3 , 1, z−
1
3 ), ±Im z > 0, (5.68)
and
Ψ̂1 =
0 κ3(ρ) 00 0 κ3(ρ) + ρ3
0 0 0
 , (5.69)
with κ3(ρ) defined in (3.6). Since Ê0(z) is independent of s, the formula (5.67) gives us (5.64).
To see the jump condition (5.63), it suffices to show that E0(z) is analytic in D(0, δ). To
that end, we observe from (5.66) and (5.17) that, if z > 0,
E0,+(z)E0,−(z)−1
= L− diag
(
(1− γ)− 23 , (1− γ) 13 , (1− γ) 13
) 0 1− γ 01
γ−1 0 0
0 0 1

× diag
(
(1− γ) 23 , (1− γ)− 13 , (1− γ)− 13
)
L−1+ = L−
 0 1 0−1 0 0
0 0 1
L−1+ = I,
while for z < 0,
E0,+(z)E0,−(z)−1
= diag
(
(sz)
− 1
3− , 1, (sz)
1
3−
)
L− diag
(
(1− γ)− 23 , (1− γ) 13 , (1− γ) 13
) 0 0 1− γ0 1 0
1
γ−1 0 0

× diag
(
(1− γ) 23 , (1− γ)− 13 , (1− γ)− 13
)
L−1+ diag
(
(sz)
1
3
+, 1, (sz)
− 1
3
+
)
= diag
(
(sz)
− 1
3− , 1, (sz)
1
3−
)
L−
 0 0 10 1 0
−1 0 0
L−1+ diag((sz) 13+, 1, (sz)− 13+ )
= diag
(
(sz)
− 1
3− , 1, (sz)
1
3−
)ω2 0 00 1 0
0 0 ω
 diag((sz) 13+, 1, (sz)− 13+ ) = I.
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Hence, E0(z) is analytic in the punctured disk D(0, δ) \ {0}. In view of (5.31) and (5.66), it
easily seen that E0(z) = O(z− 23 ), which implies that the singularity of E0(z) at the origin is
removable, as expected.
This completes the proof of Proposition 5.13.
5.7 Final transformation
The final transformation is defined by
R(z) =

S(z)N−1(z), z ∈ C \ {D(−1, δ) ∪D(0, δ) ∪D(1, δ) ∪ ΣS},
S(z)P (−1)(z)−1, z ∈ D(−1, δ),
S(z)P (0)(z)−1, z ∈ D(0, δ),
S(z)P (1)(z)−1, z ∈ D(1, δ).
(5.70)
It is then easily seen that R satisfies the following RH problem.
RH problem 5.14. The 3× 3 matrix-valued function R(z) defined in (5.70) has the following
properties:
(1) R(z) is analytic in C \ ΣR, where
ΣR := ΣS ∪ ∂D(−1, δ) ∪ ∂D(0, δ) ∪ ∂D(1, δ) \ {R ∪D(−1, δ) ∪D(0, δ) ∪D(1, δ)}; (5.71)
see Figure 6 for an illustration.
(2) R(z) satisfies the jump condition
R+(z) = R−(z)JR(z), z ∈ ΣR,
where
JR(z) =

P (−1)(z)N(z)−1, z ∈ ∂D(−1, δ),
P (0)(z)N(z)−1, z ∈ ∂D(0, δ),
P (1)(z)N(z)−1, z ∈ ∂D(1, δ),
N(z)JS(z)N(z)
−1, z ∈ ΣR \ {R ∪D(−1, δ) ∪D(0, δ) ∪D(1, δ)}.
(5.72)
(3) As z →∞, we have
R(z) = I +O(z−1).
For z ∈ ΣR \ {R ∪ D(−1, δ) ∪ D(0, δ) ∪ D(1, δ)}, it is readily seen from (5.72), (5.31) and
(5.15) that there exists some constant c > 0 such that
JR(z) = I +O
(
e−cs
4
3
)
, s→ +∞, (5.73)
uniformly valid for γ and ρ in any compact subset of [0, 1) and R, respectively. For z ∈ ∂D(0, δ),
we see from (5.72) and (5.67) that
JR(z) = I +
J1(z)
s
2
3
+O(s− 43 ), s→ +∞, (5.74)
where
J1(z) =
1
z
Ê0(z)Ψ̂1Ê0(z)
−1, (5.75)
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Figure 6: Contour ΣR for the RH problem 5.14 for R.
with Ê0(z) and Ψ̂1 given in (5.68) and (5.69). Combining (5.73) and (5.74) with the matching
conditions (5.40) and (5.56) shows that R(z) admits an asymptotic expansion of the following
form
R(z) = I +
R1(z)
s
2
3
+O(s− 43 ), s→ +∞; (5.76)
see the standard analysis in [22, 26]. Moreover, from the RH problem 5.14 for R, one can readily
verify that R1(z) satisfies the following RH problem.
RH problem 5.15. The 3 × 3 matrix-valued function R1(z) appearing in (5.76) has the fol-
lowing properties:
(1) R1(z) is analytic in C \ ∂D(0, δ).
(2) For z ∈ ∂D(0, δ), we have
R1,+(z)−R1,−(z) = J1(z), (5.77)
where J1(z) is given in (5.75).
(3) As z →∞, we have R1(z) = O(z−1).
On account of (5.66), (5.68) and the fact that E0(z) is analytic near the origin, we have
that Ê0(z) is analytic at z = 0 as well. Note that Ê0(0) = CNC
t
N , where CN is given in (5.32),
it is readily seen from (5.77), (5.75) and Cauchy’s residue theorem that
R1(z) =
1
2pii
∮
∂D(0,δ)
J1(ζ)
ζ − z dζ =

CN Ψ̂1C
−1
N
z − J1(z), |z| < δ,
CN Ψ̂1C
−1
N
z , |z| > δ.
(5.78)
6 Asymptotic analysis of the RH problem for Φ(z; s) as s→ 0+
The asymptotic analysis for Φ(z; s) as s → 0+ is much simpler than the case when s → +∞.
As s → 0+, the interval (−s, s) shrinks to the origin. Comparing the RH problem for Φ(z; s)
given in Proposition 3.4 with the RH problem 3.1 for Ψ(z), it is easy to see that Φ(z; s) can be
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approximated by Ψ(z) when z is bounded away from (−s, s) as s → 0+. In another word, the
global parametrix is
Ψ−10√
2pi
3 e
ρ2
6 i
Ψ(z), |z| > δ, (6.1)
where the constant matrix Ψ0 is given in (3.5).
When z lies in a neighbourhood of (−s, s), i.e., |z| < δ, we approximate Φ(z; s) by the
following explicit function:
P (s)(z) =
Ψ−10√
2pi
3 e
ρ2
6 i
Ψ˜(z)
I + γ
2pii
ln
(
z + s
z − s
)0 1 10 0 0
0 0 0


J−11 , z ∈ I,
I, z ∈ II,
J−12 , z ∈ III,
J−12 J
−1
3 , z ∈ IV,
J−11 J
−1
0 J
−1
5 , z ∈ V,
J−11 J
−1
0 z ∈ VI,
(6.2)
where the function Ψ˜(z) is defined in (3.13) and the regions I − VI are indicated in Figure 3.
Here, the principal branch is taken for ln(z ± s), and Jk denotes the constant jump matrix
JΦ(z) in (3.27) restricted on the contour Σ
(s)
k , k = 0, 1, · · · , 5. It is straightforward to check that
P (s)(z) satisfies the same jump as Φ(z) on Σ
(s)
k , with the aid of the following relation
J5J0J1 = J4J3J2 =
1 1 10 1 0
0 0 1
 .
For z ∈ (−s, s), as ln+(z − s)− ln−(z − s) = 2pii, we have
P
(s)
− (x)
−1P (s)+ (x) = J5J0J1
1 −γ −γ0 1 0
0 0 1
 =
1 1− γ 1− γ0 1 0
0 0 1
 , (6.3)
which is same as the jump of Φ(z) on (−s, s). The endpoint condition of P (s)(z) as z → s can
also be shown to agree with that of Φ(z) in (3.30) directly. This means P (s)(z) defined in (6.2)
is indeed a desired local parametrix of Φ(z; s) near the origin.
As usual, we define the final transformation as
R˜(z) =
{ √
2pi
3 e
ρ2
6 iΦ(z)Ψ(z)−1Ψ0, |z| > δ,
Φ(z)P (s)(z)−1, |z| < δ.
(6.4)
It is easily seen that R˜ satisfies the following RH problem.
RH problem 6.1. The 3 × 3 matrix-valued function R˜(z) defined in (6.4) has the following
properties:
(1) R˜(z) is analytic in C \D(0, δ).
(2) For z ∈ ∂D(0, δ), we have
R˜+(z) = R˜−(z)JR˜(z),
where
J
R˜
(z) =
√
2pi
3
e
ρ2
6 iP (s)(z)Ψ(z)−1Ψ0. (6.5)
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(3) As z →∞, we have R˜(z) = I +O(z−1).
The only s-dependent term in the jump matrix J
R˜
(z) comes from the term ln
(
z+s
z−s
)
in (6.2),
which behaves like O(s) as s→ 0+. This gives us
J
R˜
(z) = I +O(s), z ∈ ∂D(0, δ), (6.6)
uniformly valid for the parameters γ and ρ in any compact subset of [0, 1) and R. Thus, we
obtain the following estimate
R˜(z) = I +O(s), s→ 0+, (6.7)
uniformly for z ∈ C \ ∂D(0, δ).
We have now completed asymptotic analysis of the RH problem for Φ, and are ready to
prove our main results in what follows.
7 Proofs of the main results
7.1 Proof of Theorem 2.1
We have already proved in Proposition 4.1 that the functions pk(s) and qk(s), k = 0, 1, 2, 3,
defined in (4.14) and (4.16) satisfy the equations (2.1) and (2.2), and p0(s) and q0(s) satisfy the
coupled differential system (2.19) and (2.20). The existence part follows from the solvability of
the associated RH problem. It then remains to show asymptotic results of pk and qk, which are
outcomes of asymptotic analysis of the RH problem for Φ and will be discussed next.
Asymptotics of pk and qk as s→ +∞
We first derive the asymptotics of p0(s) and q0(s). This comes from their relation with Φ1 (see
(4.14)), which is the coefficient of z−1-term in the large z expansion of Φ(z) in (3.28). To find
the asymptotics of Φ1 as s → +∞, we trace back the transformations Φ 7→ T 7→ S 7→ R in
(5.1), (5.12) and (5.70) and obtain
Φ(sz) = diag
(
s−
1
3 , 1, s
1
3
)
R(z)N(z)eΘ(sz), z ∈ C \ {D(0, δ) ∪D(1, δ) ∪D(−1, δ)}, (7.1)
where Θ(z) is defined in (3.9). From (5.76) and (5.78), it follows
R(z) = I +
R1
z
+O(z−2), z →∞, (7.2)
where
R1 = CN Ψ̂1C
−1
N s
− 2
3 +O(s− 43 ), s→ +∞, (7.3)
with CN and Ψ̂1 given in (5.32) and (5.69), respectively. Combining (3.28), (5.19), (7.1) and
(7.2), we have
Φ1 = sdiag
(
s−
1
3 , 1, s
1
3
)
(R1 + N1) diag
(
s
1
3 , 1, s−
1
3
)
, (7.4)
where N1 is given in (5.33). This, together with (7.3), implies that
(Φ1)12 =
√
3βis
2
3 +
ρ3
54
− ρ
6
+O(s− 23 ), (Φ1)23 =
√
3βis
2
3 +
ρ3
54
+
ρ
6
+O(s− 23 ). (7.5)
The asymptotics of p0(s) and q0(s) given in (2.6) and (2.10) then follow directly from the above
formula and (4.14).
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To show the asymptotics of pk(s) and qk(s), k = 1, 2, 3, we start with their definitions in
(4.16), in which Φ
(0)
0 (s) appears in the local behavior of Φ(z) as z → s. More precisely, we have
from (3.30) and (3.31) that
Φ
(0)
0 (s) = limz→1,
z∈II
Φ(sz)
1 γ2pii ln(sz − s) γ2pii ln(sz − s)0 1 0
0 0 1
 . (7.6)
Again, by tracing back the transformations Φ 7→ T 7→ S 7→ R in (5.1), (5.12) and (5.70), it
follows that
Φ(sz) = diag
(
s−
1
3 , 1, s
1
3
)
R(z)P (1)(z)eΘ(sz), z ∈ D(1, δ) ∩ II. (7.7)
As R(z) is analytic at z = 1 and θ1(z) + θ2(z) + θ3(z) = 0, it is readily seen from the above two
formulas, the definition of P (1)(z) in (5.41) and (5.46) that
Φ
(0)
0 (s) = diag
(
s−
1
3 , 1, s
1
3
)
R(1)E1(1)
× lim
z→1,
z∈II
diag (Φ(CHF)(s 43 f(z);β)e−β2 piiσ3 , 1) Θ˜(z)
1 γ2pii ln(sz − s) γ2pii ln(sz − s)0 1 0
0 0 1
 ,
where
Θ˜(z) = e−
1
2
θ3(sz)
1 0 00 1 1
0 0 e
3
2
θ3(sz)
 . (7.8)
Recall that f(1) = 0, f ′(1) > 0 when s is large enough (see (5.45)), and the local behavior
of Φ(CHF)(z) near the origin shown in (A.10), one can easily verify that the terms involving
ln(z − 1) cancel out when we take the limit z → 1. Thus, we arrive at the following expression
of Φ
(0)
0 (s):
Φ
(0)
0 (s) = e
− 1
2
θ3(s) diag
(
s−
1
3 , 1, s
1
3
)
R(1)E1(1) diag (Υ0, 1)
×
1
γ
2pii
(
ln s− ln(e−pii2 s 43 f ′(1))
)
γ
2pii
(
ln s− ln(e−pii2 s 43 f ′(1))
)
0 1 1
0 0 e
3
2
θ3(s)
 , (7.9)
where Υ0 is given in (A.11).
We now derive the asymptotics of qk(s), k = 1, 2, 3. Inserting (7.9) into (4.16), it follows
thatq1(s)q2(s)
q3(s)
 = Φ(0)0 (s)
10
0
 = e− 12 θ3(s) diag (s− 13 , 1, s 13)R(1)E1(1)
Γ(1− β)e−βpiiΓ(1 + β)
0
 . (7.10)
With E1(1) given in (5.52), we have
E1(1)
Γ(1− β)e−βpiiΓ(1 + β)
0
 = CN

−ωΓ(1− β)e−βpiic1(s) + ω
2Γ(1+β)
e
βpii
3 c1(s)
−Γ(1− β)e−βpiic1(s) + Γ(1+β)
e
βpii
3 c1(s)
−ω2Γ(1− β)e−βpiic1(s) + ωΓ(1+β)
e
βpii
3 c1(s)
 , (7.11)
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where CN and c1(s) are given in (5.32) and (5.54). An important observation here is each entry
of the 3× 1 matrix on the right-hand side of the above formula is the summation of a complex
conjugate pair. To see this, note that if s ∈ R and γ ∈ [0, 1), it follows from (2.5), (3.10) and
(5.45) that
Reβ = 0, Re (θ1(s)− θ2(s)) = 0, Im f ′(1) = 0. (7.12)
This, together with (5.54), implies that
Γ(1− β)e−βpiic1(s) = Γ(1− β)e−
2βpii
3
(
3
√
3
2
)β
s
4β
3 f ′(1)βe
θ1(s)−θ2(s)
2 , (7.13)
Γ(1 + β)
e
βpii
3 c1(s)
= Γ(1 + β)e−
2βpii
3
(
3
√
3
2
)−β
s−
4β
3 f ′(1)−βe−
θ1(s)−θ2(s)
2 , (7.14)
which indeed constitute a complex conjugate pair due to (7.12). With the aid of the large s
approximation of R(z) (5.76), it follows from (7.10)–(7.14) that
q1(s) =
2i
e
1
2
θ3(s)s
1
3
Im
(
−ωΓ(1− β)e−βpiic1(s)
)(
1 +O(s− 23 )
)
=
2e−
2βpii
3 i
e
1
2
θ3(s)s
1
3
|Γ(1− β)|
(
1 +O(s− 23 )
)
× sin
(
−pi
3
+ arg Γ(1− β)− βi
(
4
3
ln s+ ln
(
3
√
3
2
)
+ ln f ′(1)
)
+
θ1(s)− θ2(s)
2i
)
.
Inserting the explicit formulas of θi(z), i = 1, 2, 3, and of f
′(1) in (3.10) and (5.45) into the
above formula, we obtain the asymptotics of q1(s) shown in (2.11). The asymptotics of q2(s)
and q3(s) in (2.12) and (2.13) can be derived in a similar manner.
For the asymptotics of pk(s), k = 1, 2, 3, we obtain from (4.16), (7.9) and the fact (AB)
−t =
A−tB−t for any two invertible matrices A,B thatp1(s)p2(s)
p3(s)
 = − γ
2pii
Φ
(0)
0 (s)
−t
01
1

= −γ e
1
2
θ3(s)
2pii
diag
(
s
1
3 , 1, s−
1
3
)
R(1)−tE1(1)−t diag
(
Υ−t0 , 1
)01
0
 . (7.15)
With E1(1) and Υ0 given in (5.52) and (A.11), we have
E1(1)
−t diag
(
Υ−t0 , 1
)01
0
 = C−tN
3

ωΓ(1− β)e− 2βpii3 c1(s) + ω
2Γ(1+β)
c1(s)
Γ(1− β)e− 2βpii3 c1(s) + Γ(1+β)c1(s)
ω2Γ(1− β)e− 2βpii3 c1(s) + ωΓ(1+β)c1(s)
 . (7.16)
In view of (7.13) and (7.14), it is readily seen that Γ(1− β)e− 2βpii3 c1(s) and Γ(1+β)c1(s) in the above
formula form a complex conjugates pair. The asymptotics of pk(s), k = 1, 2, 3, in (2.7)–(2.9)
then follow directly from the above two formulas. For the convenience of the reader, we include
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the derivation of (2.8). By (5.76), (7.15) and (7.16), it is easily seen that
p2(s) = −γe
1
2
θ3(s)
3pii
Re
(
Γ(1− β)e− 2βpii3 c1(s)
)(
1 +O(s− 23 )
)
= −γe
1
2
θ3(s)−βpii3
3pii
|Γ(1− β)|
(
1 +O(s− 23 )
)
× cos
(
arg Γ(1− β)− βi
(
4
3
ln s+ ln
(
3
√
3
2
)
+ ln f ′(1)
)
+
θ1(s)− θ2(s)
2i
)
.
Since
γ = 1− e2βpii = −2ieβpii sin(βpi), γ ∈ [0, 1), (7.17)
we obtain (2.8) from the above two formulas and (5.45).
Asymptotics of pk and qk as s→ 0+
The asymptotics of pk(s) and qk(s), k = 0, 1, 2, 3, as s→ 0+ are the consequence of asymptotic
analysis of the RH problem for Φ as s→ 0+. From (6.4) and (6.7), we obtain, for |z| > δ,
Φ(z) =
1√
2pi
3 e
ρ2
6 i
(I +O(s)) Ψ−10 Ψ(z), s→ 0+. (7.18)
This, together with (3.4) and (4.14), implies the asymptotics of p0(s) and q0(s) given in (2.15)
and (2.17).
To obtain the asymptotics of pk(s) and qk(s), k = 1, 2, 3, again we rely on their definitions
in (4.16) and the asymptotics of Φ
(0)
0 (s). For this purpose, we observe from (6.2) and (6.4) that
Φ(z) = R˜(z)
Ψ−10√
2pi
3 e
ρ2
6 i
Ψ˜(z)
I + γ
2pii
ln
(
z + s
z − s
)0 1 10 0 0
0 0 0
 , z ∈ D(0, δ) ∩ II. (7.19)
A further appeal to (7.6) shows that
Φ
(0)
0 (s) = R˜(s)
Ψ−10√
2pi
3 e
ρ2
6 i
Ψ˜(s)
I + γ ln(2s)
2pii
0 1 10 0 0
0 0 0
 . (7.20)
Using (3.13) and (6.7), we have from the above formula
Φ
(0)
0 (s) =
Ψ−10√
2pi
3 e
ρ2
6 i
(
Ψ˜(0) +O(s)
)I + γ ln(2s)
2pii
0 1 10 0 0
0 0 0
 , s→ 0+. (7.21)
Regarding the term Ψ˜(0), from the definition of Pj(z), j = 0, 1, . . . , 5, given in (3.11), it is
immediate that
P ′0(0) = i
∫ ∞
−∞
t e−
1
4
t4− ρ
2
t2 dt = 0, P ′1(0)− P ′4(0) = −i
∫ i∞
−i∞
t e−
1
4
t4− ρ
2
t2 dt = 0.
The above formulas, together with the definition of Ψ˜(z) in (3.13), yield
Ψ˜(0)
10
0
 =
P0(0)0
P ′′0 (0)
 , Ψ˜(0)−t
01
1
 =
 01P ′1(0)
0
 , (7.22)
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where note that P ′1(0) 6= 0. Finally, using (4.16), (7.21) and (7.22), we obtain the asymptotics
of pk(s) and qk(s), k = 1, 2, 3, in (2.16) and (2.18), respectively.
This completes the proof of Theorem 2.1.
7.2 Proof of Theorem 2.2
As long as the asymptotics of the functions pk(s) and qk(s), k = 0, 1, 2, 3, are available, the
asymptotics of the associated Hamiltonian H(s) follow directly from its definition (2.3) and
straightforward calculations. In view of (2.15)–(2.18), this idea gives us the asymptotics of
H(s) as s → 0+ in (2.24). The same strategy, however, leads to some messy to derive the
asymptotics of H(s) as s → +∞, due to the complicated asymptotics of pk(s) and qk(s) as
s → +∞ given in (2.6)–(2.13). To overcome this difficulty, we make use of the relation (4.38),
that is,
H(s) = − γ
2pii
(
0 1 1
)
Φ
(0)
1 (s)
10
0
 , (7.23)
where Φ
(0)
1 (s) is given in the local behavior of Φ(z) near z = s. Similar to (7.6), we have from
(3.30) and (3.31) that
Φ
(0)
1 (s) =
Φ
(0)
0 (s)
−1
s
lim
z→1,
z∈II
Φ(sz)
1 γ2pii ln(sz − s) γ2pii ln(sz − s)0 1 0
0 0 1
′ , (7.24)
where ′ denotes the derivative with respect to z. From (7.9), it follows that(
0 1 1
)
Φ
(0)
0 (s)
−1 = e
1
2
θ3(s)
(
0 1 0
)
diag
(
Υ−10 , 1
)
E1(1)
−1R(1)−1 diag
(
s
1
3 , 1, s−
1
3
)
. (7.25)
Regarding the limit in (7.24), we have from (7.7), (5.41) and (5.46) that
lim
z→1,
z∈II
Φ(sz)
1 γ2pii ln(sz − s) γ2pii ln(sz − s)0 1 0
0 0 1
′10
0

= diag
(
s−
1
3 , 1, s
1
3
)
lim
z→1,
z∈II
[
R(z)E1(z) diag
(
Φ(CHF)(s
4
3 f(z);β)e−
βpii
2
σ3 , 1
)
Θ˜(z)
]′10
0
 , (7.26)
where Θ˜(z) is defined in (7.8). Similar to the derivation of (7.9), we calculate the above limit
and obtain
e−
1
2
θ3(s) diag
(
s−
1
3 , 1, s
1
3
)(
R′(1)E1(1) diag (Υ0, 1) +R(1)E′1(1) diag (Υ0, 1)
+ s
4
3 f ′(1)R(1)E1(1) diag (Υ0Υ1, 0)− sθ
′
3(s)
2
R(1)E1(1) diag (Υ0, 1)
)10
0
 , (7.27)
where Υ0 and Υ1 are constant matrices in (A.10). A combination of (7.23)–(7.27) gives us
H(s) = − γ
2piis
(
diag
(
Υ−10 , 1
)
E1(1)
−1R(1)−1R′(1)E1(1) diag (Υ0, 1)
+ diag
(
Υ−10 , 1
)
E1(1)
−1E′1(1) diag (Υ0, 1) + s
4
3 f ′(1) diag (Υ1, 0)− sθ
′
3(s)
2
I
)
21
. (7.28)
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We now derive the large positive s asymptotics of the four terms in the bracket of the above
formula one by one. From the estimate of R(z) in (5.76), it follows that(
diag
(
Υ−10 , 1
)
E1(1)
−1R(1)−1R′(1)E1(1) diag (Υ0, 1)
)
21
= O(s− 23 ). (7.29)
By the explicit expression of Υ0 in (A.11), we have(
diag
(
Υ−10 , 1
)
E1(1)
−1E′1(1) diag (Υ0, 1)
)
21
= Γ(1 + β)Γ(1− β)e−βpii ((E1(1)−1E′1(1))22 − (E1(1)−1E′1(1))11)
− Γ(1 + β)2 (E1(1)−1E′1(1))12 + Γ(1− β)2e−2βpii (E1(1)−1E′1(1))21 . (7.30)
Since Reβ = 0, it is readily seen from [46, Equation 5.4.3] that
Γ(1 + β)Γ(1− β) = |Γ(1 + β)|2 = βpi
sin(βpi)
. (7.31)
This, together with the formula of E1(1)
−1E′1(1) given in (5.53), implies that
Γ(1 + β)Γ(1− β)e−βpii ((E1(1)−1E′1(1))22 − (E1(1)−1E′1(1))11)
= − β
2pi
sin(βpi)
e−βpii
(
f ′′(1)
f ′(1)
+ 1
)
= − β
2pi
sin(βpi)
e−βpii
(
4
3
+O(s− 23 )
)
, (7.32)
and
− Γ(1 + β)2 (E1(1)−1E′1(1))12 + Γ(1− β)2e−2βpii (E1(1)−1E′1(1))21
= −
√
3i
9
e
βpii
3
(
Γ(1 + β)2
e
2βpii
3 c21(s)
+ Γ(1− β)2e−2βpiic21(s)
)
= −2
√
3i
9
βpi
sin(βpi)
e−βpii cos (2ϑ(s)) +O(s− 23 ), (7.33)
where ϑ(s) is given in (2.14). In the derivation of (7.32) and (7.33), we have also made use of
the values of f ′(1) and f ′′(1) in (5.45), and the complex conjugation property listed in (7.13)
and (7.14). The asymptotics of the last two term in (7.28) are simpler. It follows from (5.45)
and (A.12) that
(
s
4
3 f ′(1) diag (Υ1, 0)
)
21
=
βpii e−βpii
sin(βpi)
(√
3s
4
3 −
√
3
3
ρs
2
3
)
, (7.34)
and obviously, (
sθ′3(s)
2
I
)
21
= 0. (7.35)
In view of (7.17), we obtain the asymptotics of H(s) as s → +∞ in (2.25) by combining
(7.28)–(7.30) and (7.32)–(7.35).
To show the integral representation of F , it is readily seen from (3.35) and (4.38) that
d
ds
F (s; γ, ρ) = 2H(s). (7.36)
By taking integration on both sides of the above formula, we obtain (2.23). Moreover, the
integral is convergent near the origin in view of (2.24).
This completes the proof of Theorem 2.2.
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7.3 Proof of Theorem 2.3
The proof relies on the differential identities established in Proposition 4.2. First, we obtain
from (4.40) that∫ s
0
H(τ)dτ =
∫ s
0
(
3∑
k=0
pk(τ)q
′
k(τ)−H(τ)
)
dτ
− 1
4
[
2p0(τ)q0(τ) + p2(τ)q2(τ) + 2p3(τ)q3(τ)− 3τH(τ)
]s
τ=0
. (7.37)
To tackle the integral on the right-hand side of the above formula, we make use of (4.41), where
the differential identity still holds if we replace γ by β. By integrating both sides of (4.41) with
respect to s, it follows that
∂
∂β
∫ s
0
(
3∑
k=0
pk(τ)q
′
k(τ)−H(τ)
)
dτ =
3∑
k=0
pk(s)
∂
∂β
qk(s)−
3∑
k=0
pk(0)
∂
∂β
qk(0)
=
3∑
k=0
pk(s)
∂
∂β
qk(s), (7.38)
where we have made use of the fact that
3∑
k=0
pk(0)
∂
∂β qk(0) = 0 in the second equality, as can be
seen from the asymptotics of pk(s) and qk(s), k = 0, 1, 2, 3, as s→ 0+ given in (2.15)–(2.18). A
key observation now is, if β = 0 (equivalently, γ = 0), it is readily seen from (4.38) and (4.16)
that H(s) = 0 and p1(s) = p2(s) = p3(s) = 0. Furthermore, from (3.16) and (3.20), it follows
that Y ≡ I. This, together with (4.14), (3.29) and (3.5), implies that p0(s) =
√
2
2
(
ρ3
54 +
ρ
2
)
,
q0(s) =
√
2
2
(
−ρ354 + ρ2
)
. As a consequence,
3∑
k=0
pk(s)q
′
k(s)−H(s) ≡ 0, β = 0. (7.39)
Integrating both sides of (7.38) with respect to β, we obtain from the above formula that∫ s
0
(
3∑
k=0
pk(τ)q
′
k(τ)−H(τ)
)
dτ =
∫ β
0
(
3∑
k=0
pk(s)
∂
∂β′
qk(s)
)
dβ′, (7.40)
where we have used the notations pk(s) = pk(s;β
′), k = 0, 1, 2, 3, for the integral on the right-
hand side of the above formula. Therefore, a combination of (7.37) and (7.40) gives us∫ s
0
H(τ) dτ =
∫ β
0
(
3∑
k=0
pk(s)
∂
∂β′
qk(s)
)
dβ′
− 1
4
[
2p0(τ)q0(τ)− 2p1(τ)q1(τ)− p2(τ)q2(τ)− 3τH(τ)
]s
τ=0
, (7.41)
where we have replaced p3(τ)q3(τ) in (7.37) by −p1(τ)q1(τ)− p2(τ)q2(τ); see (4.17).
We next use the asymptotics of pk and qk, k = 0, 1, 2, 3, established in Theorem 2.1 to
calculate the asymptotics of the formula on the right-hand side of (7.41) as s → +∞. For
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the terms pk(s)
∂
∂β qk(s), k = 1, 2, 3, appearing in the definite integral, we rewrite
∂
∂β qk(s) as
qk(s)
∂
∂β ln (qk(s)) and obtain from (2.7)–(2.9) and (2.11)–(2.13) that
p1(s)
∂
∂β
q1(s) = p1(s)q1(s)
∂
∂β
ln (q1(s))
= −2
3
βi
(
sin
(
2ϑ(s)− 2
3
pi
)
+
√
3βi sin(2ϑ(s))− 3
2
βi
)
×
(
−2
3
pii+
∂
∂β
ln |Γ(1− β)|+ cot
(
ϑ(s)− pi
3
) ∂
∂β
ϑ(s)
)(
1 +O
(
ln s
s
2
3
))
, (7.42)
where the relation |Γ(1− β)|2 = βpisin(βpi) is used again; see (7.31). Similarly, we have
p2(s)
∂
∂β
q2(s) = p2(s)q2(s)
∂
∂β
ln (q2(s))
= −2
3
βi sin(2ϑ(s))
(
−2
3
pii+
∂
∂β
ln |Γ(1− β)|+ cot(ϑ(s)) ∂
∂β
ϑ(s)
)(
1 +O
(
ln s
s
2
3
))
(7.43)
and
p3(s)
∂
∂β
q3(s) = p3(s)q3(s)
∂
∂β
ln (q3(s))
=
[
−2
3
βi sin
(
2ϑ(s) +
2
3
pi
)(
−2
3
pii+
∂
∂β
ln |Γ(1− β)|+ cot
(
ϑ(s) +
pi
3
)
ϑβ(s)
)
− β2
(
2√
3
sin(2ϑ(s))− 1
)(
−2
3
pii+
1
β
+
∂
∂β
ln |Γ(1− β)|+ cot
(
ϑ(s)− pi
3
) ∂
∂β
ϑ(s)
)]
×
(
1 +O
(
ln s
s
2
3
))
. (7.44)
A combination of (7.42)–(7.44) and the fact that
sin(2ϑ) + sin
(
2ϑ+
2
3
pi
)
+ sin
(
2ϑ− 2
3
pi
)
= 0,
cos2 ϑ+ cos2
(
ϑ+
pi
3
)
+ cos2
(
ϑ− pi
3
)
=
3
2
,
shows that∫ β
0
(
3∑
k=1
pk(s)
∂
∂β′
qk(s)
)
dβ′
=
∫ β
0
β′
(
1− 2√
3
sin(2ϑ(s))− 2i ∂
∂β′
ϑ(s)
)
dβ′ +O
(
ln s
s
2
3
)
. (7.45)
Comparing the above formula with (7.41), it remains to derive the asymptotics of p0(s)
∂
∂β q0(s).
Theoretically, this can be done by using the asymptotics of p0(s) and q0(s) in (2.6) and (2.10),
but then the O(s− 23 )-term therein has to be calculated explicitly. Alternatively, we refer to
(4.32) and rewrite p0(s)
∂
∂β q0(s) as
p0(s)
∂
∂β
q0(s) = −
√
2p3(s)q1(s)
∂
∂β
q0(s)−
(
q0(s)− ρ√
2
)
∂
∂β
q0(s). (7.46)
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This gives us∫ β
0
p0(s)
∂
∂β′
q0(s) dβ
′ = −
√
2
∫ β
0
p3(s)q1(s)
∂
∂β′
q0(s) dβ
′ −
[
1
2
q0(s)
2 − ρ√
2
q0(s)
]β
β′=0
. (7.47)
Inserting the asymptotics of p3(s), q0(s) and q1(s) given in (2.9)–(2.11) into the above formula,
it follows that∫ β
0
p0(s)
∂
∂β′
q0(s) dβ
′ =
∫ β
0
β′
(
2√
3
sin(2ϑ(s))− 1
)
dβ′ − 1
2
q0(s)
2 +
ρ√
2
q0(s)
− 1
4
(
ρ3
54
+
3ρ
2
)(
−ρ
3
54
+
ρ
2
)
+O
(
ln s
s
2
3
)
. (7.48)
This, together with (7.45), implies that∫ β
0
(
3∑
k=0
pk(s)
∂
∂β′
qk(s)
)
dβ′ = −2i
∫ β
0
β′
∂
∂β′
ϑ(s) dβ′ − 1
2
q0(s)
2 +
ρ√
2
q0(s)
− 1
4
(
ρ3
54
+
3ρ
2
)(
−ρ
3
54
+
ρ
2
)
+O
(
ln s
s
2
3
)
. (7.49)
Recall the definition of ϑ(s) in (2.14), we have
− 2i
∫ β
0
β′
∂
∂β′
ϑ(s) dβ′
= −2i
∫ β
0
β′
(
∂
∂β′
arg Γ(1− β′)− i
(
4
3
ln s+ ln
(
9
2
)))
dβ′
= 2i
∫ β
0
arg Γ(1− β′) dβ′ − 2βi arg Γ(1− β)− β2
(
4
3
ln s+ ln
(
9
2
))
= β (ln Γ(1 + β)− ln Γ(1− β))
−
∫ β
0
(
ln Γ(1 + β′)− ln Γ(1− β′)) dβ′ − β2(4
3
ln s+ ln
(
9
2
))
, (7.50)
where we have made use of the fact that 2i arg Γ(1− β) = ln Γ(1− β)− ln Γ(1 + β) if Reβ = 0
in the last equality. From the definition of the Barnes G-function given in (2.34), we further
obtain from (7.50) that
− 2i
∫ β
0
β′
∂
∂β′
ϑ(s) dβ′ = ln (G(1 + β)G(1− β)) + β2
(
1− 4
3
ln s− ln
(
9
2
))
. (7.51)
Inserting (7.51) into (7.49), it then follows from (7.41) and (2.15)–(2.18) that∫ s
0
H(τ) dτ = ln (G(1 + β)G(1− β)) + β2
(
1− 4
3
ln s− ln
(
9
2
))
− 1
2
q0(s)
2 +
ρ√
2
q0(s)− 1
4
(2p0(s)q0(s)− 3sH(s))
+
1
4
(2p1(s)q1(s) + p2(s)q2(s))
= ln (G(1 + β)G(1− β)) + β2
(
1− 4
3
ln s− ln
(
9
2
))
+
q0(s)√
2
(
p3(s)q1(s) +
ρ
2
)
+
3
4
sH(s) +
1
4
(2p1(s)q1(s) + p2(s)q2(s)), (7.52)
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where we have made use of the relation (4.32) in the second equality.
Finally, substituting (2.7)–(2.12) and (2.25) into the above formula, we obtain the large gap
asymptotic formula (2.26) from (2.23).
This completes the proof of Theorem 2.3.
Appendix A Confluent hypergeometric parametrix
The confluent hypergeometric parametrix Φ(CHF)(z) = Φ(CHF)(z;β) with β being a parameter
is a solution of the following RH problem.
RH problem for Φ(CHF)
(a) Φ(CHF)(z) is analytic in C \ {∪6j=1Σ̂j ∪ {0}}, where the contours Σ̂j , j = 1, . . . , 6, are
indicated in Fig. 7.
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Figure 7: The jump contours for the RH problem for Φ(CHF).
(b) Φ(CHF) satisfies the following jump condition:
Φ
(CHF)
+ (z) = Φ
(CHF)
− (z)Ĵi(z), z ∈ Σ̂i, j = 1, . . . , 6, (A.1)
where
Ĵ1(z) =
(
0 e−βpii
−eβpii 0
)
, Ĵ2(z) =
(
1 0
eβpii 1
)
, Ĵ3(z) =
(
1 0
e−βpii 1
)
,
Ĵ4(z) =
(
0 eβpii
−e−βpii 0
)
, Ĵ5(z) =
(
1 0
e−βpii 1
)
, Ĵ6(z) =
(
1 0
eβpii 1
)
.
(c) Φ(CHF)(z) satisfies the following asymptotic behavior at infinity:
Φ(CHF)(z) = (I + O(z−1))z−βσ3e− iz2 σ3

I, 0 < arg z < pi,(
0 −eβpii
e−βpii 0
)
, pi < arg z < 3pi2 ,(
0 −e−βpii
eβpii 0
)
, −pi2 < arg z < 0.
(A.2)
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(d) As z → 0, we have Φ(CHF)(z) = O(ln |z|).
From [37], it follows that the above RH problem can be solved explicitly in the following
way. For z belonging to the region bounded by the rays Σ̂1 and Σ̂2,
Φ(CHF)(z) = C1
(
ψ(β, 1, e
pii
2 z)e2βpiie−
iz
2 −Γ(1−β)Γ(β) ψ(1− β, 1, e−
pii
2 z)eβpiie
iz
2
−Γ(1+β)Γ(−β) ψ(1 + β, 1, e
pii
2 z)eβpiie−
iz
2 ψ(−β, 1, e−pii2 z)e iz2
)
,
(A.3)
where the confluent hypergeometric function ψ(a, b; z) is the unique solution to the Kummer’s
equation
z
d2y
dz2
+ (b− z) dy
dz
− ay = 0 (A.4)
satisfying the boundary condition ψ(a, b, z) ∼ z−a as z → ∞ and −3pi2 < arg z < 3pi2 ; see [46,
Chapter 13]. The branches of the multi-valued functions are chosen such that −pi2 < arg z < 3pi2
and
C1 =
(
e−
3
2
βpii 0
0 e
1
2
βpii
)
is a constant matrix. The explicit formula of Φ(CHF)(z) in the other sectors is then determined
by using the jump condition (A.1).
We conclude this appendix by the detailed local behavior of Φ(CHF)(z) near the origin. For
this purpose, let us recall the following properties of the confluent hypergeometric functions (cf.
[46, Equations 13.2.41 and 13.2.9]):
1
Γ (b)
φ (a, b, z) =
e∓apii
Γ (b− a)ψ (a, b, z) +
e±(b−a)pii
Γ (a)
ezψ
(
b− a, b, e±piiz) , (A.5)
ψ (a, 1, z) = − ln z
Γ (a)
φ (a, 1, z)− 1
Γ (a)
∞∑
k=0
(a)k
(k!)2
(
Γ′ (a+ k)
Γ (a+ k)
− 2 Γ
′(1 + k)
Γ(1 + k)
)
zk, (A.6)
where φ (a, b, z) is another solution to (A.4) defined by
φ (a, b, z) =
∞∑
k=0
(a)k
(b)k
zk
k!
(A.7)
with (a)k =
Γ(a+k)
Γ(a) = a(a + 1) · · · (a + k − 1) being the Pochhammer symbol. The function
φ (a, b, z) is an entire function and satisfies the following relation
φ (a, b, z) = φ (b− a, b,−z) ez. (A.8)
It then follows from (A.5)–(A.8), (A.1) and (A.3) that
Φ(CHF)(z)
=

Γ (1− β) e−βpii2 − iz2 φ(β, 1, epii2 z) e−
βpii
2 +
iz
2
Γ(β)
∞∑
k=0
(1−β)k
(k!)2
(
Γ′(1−β+k)
Γ(1−β+k) − 2 Γ
′(1+k)
Γ(1+k)
)
(−iz)k
Γ (1 + β) e
βpii
2
+ iz
2 φ(−β, 1, e−pii2 z) − e
βpii
2 +
iz
2
Γ(−β)
∞∑
k=0
(−β)k
(k!)2
(
Γ′(−β+k)
Γ(−β+k) − 2 Γ
′(1+k)
Γ(1+k)
)
(−iz)k

×
(
1 sin(βpi)pi ln(e
−pii
2 z)
0 1
)
, (A.9)
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for z belonging to the region bounded by the rays Σ̂2 and Σ̂3. This, together with (A.7), implies
that
Φ(CHF)(z)e−
βpii
2
σ3 = Υ0
(
I + Υ1z +O(z2)
)(1 − γ2pii ln(e−pii2 z)
0 1
)
, z → 0, (A.10)
for z belonging to the region bounded by the rays Σ̂2 and Σ̂3, where γ = 1− e2βpii,
Υ0 =
Γ (1− β) e−βpii 1Γ(β)
(
Γ′(1−β)
Γ(1−β) + 2γE
)
Γ (1 + β) − eβpiiΓ(−β)
(
Γ′(−β)
Γ(−β) + 2γE
)
 (A.11)
with γE being the Euler’s constant, and
(Υ1)21 =
βpii e−βpii
sin(βpi)
. (A.12)
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