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ABSTRACT 
Cooperative Partial Detection for MIMO Relay Networks 
by 
Kiarash Amiri 
Cooperative communication has recently re-emerged as a possible paradigm shift 
to realize the promises of the ever increasing wireless communication market; how-
ever, there have been few, if any, studies to translate theoretical results into feasi-
ble schemes with their particular practical challenges. The multiple-input multiple-
output (MIMO) technique is another method that has been recently employed in 
different standards and protocols, often as an optional scenario, to further improve 
the reliability and data rate of different wireless communication applications. In this 
work, we look into possible methods and algorithms for combining these two tech-
niques to take advantage of the benefits of both. 
In this thesis, we will consider methods that consider the limitations of practical 
solutions, which, to the best of our knowledge, are the first time to be considered 
in this context. We will present complexity reduction techniques for MIMO systems 
in cooperative systems. Furthermore, we will present architectures for flexible and 
iii 
configurable MIMO detectors. These architectures could support a range of data 
rates, modulation orders and numbers of antennas, and therefore, are crucial in the 
different nodes of cooperative systems. The breadth-first search employed in our 
realization presents a large opportunity to exploit the parallelism of the FPGA in 
order to achieve high data rates. Algorithmic modifications to address potential 
sequential bottlenecks in the traditional bread-first search-based SD are highlighted 
in the thesis. 
We will present a novel Cooperative Partial Detection (CPD) approach in MIMO 
relay channels, where instead of applying the conventional full detection in the relay, 
the relay performs a partial detection and forwards the detected parts of the message 
to the destination. We will demonstrate how this approach leads to controlling the 
complexity in the relay and helping it choose how much it is willing to cooperate based 
on its available resources. We will discuss the complexity implications of this method, 
and more importantly, present hardware verification and over-the-air experimentation 
of CPD using the Wireless Open-access Research Platform (WARP) 
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1.1 Motivation 
Chapter 1 
Introd uction 
MIMO Systems: Multiple-input multiple-output (MIMO) communication sys-
terns and spatial division multiplexing (SDM) have recently drawn significant atten-
tion as means to achieve tremendous gains in system capacity and link reliability. 
Moreover, spatial division multiple access (SDMA) has recently received attention 
for its promise to increase the sum data rate of different users in wireless networks, 
and creating a virtual MIMO between multiple users and a base station. 
The optimal hard decision detection, in terms of Bit Error Rate (BER) perfor-
mance, for all MIMO wireless systems is the maximum likelihood (ML) detector. 
However, the cost of direct implementation of ML grows exponentially with the num-
ber of antennas and the modulation scheme, making its ASIC or FPGA imp lemen-
tation infeasible for all but low-density modulation schemes using a small number of 
antennas. Sphere detection (SD) solves the ML detection problem in a computation-
ally efficient manner [107, 34, 8, 60, 59]. 
A flexible architecture detector that can support various schemes needs 
to be an integral part of any MIMO relay network. Depending on the signaling 
structure, the relay may need to switch between different modulation orders. There-
fore, the architecture of the MIMO detector in the relay needs to support different 
2 
number of antennas and modulation orders, and be able to change the configuration 
accordingly on-the-fly. 
Cooperative Systems: While the dedicated multi-antenna relays will be capa-
ble of performing computationally intensive operations, potential MIMO relays will 
be mobile multi-antenna users that could choose to assist the active links in the envi-
ronments during their idle time. One major criteria for such idle MIMO users to act 
as relays is to ensure that such cooperation will not require significant processing bat-
tery power that they would need later for their own use. Full detect-and-forward in 
the relay can require a significant amount of resources in MIMO cooperative commu-
nications, particularly if the relay chooses to perform a close-to-optimum detection. 
This effect becomes more important when one considers the practical resource con-
straints of idle MIMO users operating as relays. Therefore, it is crucial to distribute 
the detection task between the relay and the destination in such a way that the relay 
does not need to spend too much of its processing and transmit power, and yet, can 
enhance the performance compared to a non-relay scenario. 
Another challenge in studying relay networks and cooperative communication, 
particularly in the case of multiple multi-antenna nodes in a MIMO relay scenario, is 
the impractical assumption of full channel state information in the source, relay and 
destination. 
More often than not, the wireless channel is not reciprocal; thus, the transmitter 
3 
does not have complete knowledge of the channel unless a high rate feedback link 
transmits the channel coefficients back to the transmitter. Using feedback to transmit 
the complete channel knowledge can be a daunting and costly overhead in MIMO 
systems. Moreover, deployment of relays further increase the interference level in the 
wireless networks. The extra interference in the network environment is particularly 
challenging because the current wireless systems suffer from large interference due to 
other users and cells. 
1.1.1 Scope of the Thesis 
The problem of sharing the resources between the nodes in a cooperative way has 
several dimensions. The main factors in understanding this space are the complexity 
of operations and the performance/rate gains obtained through resource sharing and 
cooperation. For instance, a high complexity scheme could consist of several nodes 
fully dedicated to detection and decoding of the source message(s). A lower com-
plexity scheme can consist of one (or multiple) nodes simply forwarding the received 
signal without performing any signal processing operation on the node. Moreover, a 
relay node could decide to jointly, or separately, code its messages with the source and 
transmit the joint message to the destination. Therefore, the source(s) and relay(s) 
have a wide range of options for cooperating and transmitting their messages to the 
destination, creating a large design space. 
Due to the very large space and set of options, finding a universal solution could 
4 
be extremely difficult. Therefore, in this thesis, we focus our attention on answering 
specific scenarios that are more common, and more importantly, provide insights for 
answering the other cases; hence, helping the overall effort of understanding the larger 
design space. We will consider scenarios that include one source and one relay, and, 
we specifically focus on schemes that are similar to decode-and-forward since such 
schemes pose the most challenge for maintaining complexity in the relay. Also, we 
will look at multi-antenna nodes, since performing multi-antenna detection adds one 
more level of freedom in the relay and destination, while adding up to the complexity 
in the relay. 
While looking at these cases will help cover an important part of the overall 
complexity-performance space, there are other cases that this thesis will not focus 
on. In particular, we will not consider multi-source, multi-relay settings. We do not 
consider cases where the relay combines its own message with the source's message, 
and we primarily rely on channel coding schemes that are currently used in the wireless 
standards to support backward compatibility. However, while our solution does not 
address these cases, it will provide insights that will help addressing those cases as 
well. 
System Model Definitions 
Throughout this thesis, we assume a three node network: the source, relay and 
destination, denoted by S, Rand D; respectively. We further assume that the source, 
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relay and destination are equipped with Ms , Mr and Md antennas; respectively. Given 
the practical limitations of deploying full duplex radios, we assume the relay operates 
in half-duplex mode. The communication between the source and the destination is 
performed over two time slots. In the first time slot, the source broadcasts its message 
to both the relay and the destination; and in the second time slot, the relay, using 
Mr of its antennas, transmits its message to the destination while the source is silent. 
We assume coded systems, where the bits are coded and spread across the transmit 
antennas in the source before modulation. The bits bj , j = 1, ... , K are passed through 
the channel coder of rate K / N in the source node to generate Ul, l = 1, ... , N. The Ul 
bits are mapped to modulation points Xi and spread across the transmit antennas of 
the source to form the source transmit vector Xs = [Xl, X2, ... , xMsf. 
The received signals at the relay and destination at the end of the first time slot 
are given by 
Yr - Hsrxs + Dr (1.1) 
(1) H (1) Y d - sdXs + Dd . (1.2) 
The relay, then, detects all or part of the transmitted vector symbols, and forwards 
them to the destination. Therefore, the received signal at the destination at the end 
of the second time slot is given by 
(1.3) 
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where superscripts (1) and (2) are used to distinguish the first and second time slots. 
Since the relay receives only at the end of the first time slot, no superscript is used 
for the relay. The noise vectors, n,., n~l) and n~2) are of size Mr, Md and Md, with 
each of their elements chosen from a complex symmetric Gaussian variable CN(O, 1). 
We also assume that each element of the X S , Xr and Xd vectors are chosen from a 
QAM modulation, 0, with the modulation set size of w = 101, and average power 
constraint of E[Xi2) = 1. 
Note that the type of processing in the relay depends on the amount of available 
resources in the relay. The relay can choose the detection process, and how much it 
is willing to detect the transmitted signals, and whether or not, it should perform 
decoding and re-encoding of the transmitted signals. This is one of the contributions 
of this chapter, and will be discussed in more detail in the next sections. 
As illustrated in Figure 1.1, the H sr , H rd and Hsd are matrices of sizes Mr x Ms, 
Md X Mr and Md x Ms, and correspond to the channel matrices between the source 
and the relay, relay and the destination, and source and the destination, respectively. 
All these channel matrices, HSTl Hrd and Hsd, have independent elements, each drawn 
from a circularly symmetric Gaussian random distribution with zero mean and vari-
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ances of U;r' U~d and U;d' respectively, where: 
(1.4) 
(1.5) 
(1.6) 
We make the practically feasible assumption that the Hsr matrix is known in the 
relay, and the Hsd and Hrd matrices are known in the destination node; thus, only 
the receivers of each communication link have complete channel knowledge. 
The signal-to-noise ratios, SNR, at each of the received antennas of the relay and 
destination are defined as 
SNRsr 
p,P (1.7) 
- (dsr )ll!' 
SNRrd 
(1- p,)P (1.8) 
- (drd)ll! 
SNRsd 
p,P (1.9) - (dsd)ll! ' 
where a is the path loss exponent, which usually varies between 2 and 6. The above 
SNR equations imply that the sum transmit power from the source and the relay is 
set to P, and is split with a proportionality factor of 0 < p, ~ 1, such that the source 
uses p,P and the relay uses (1- p,)P. Therefore, if 7 represents the symbol time, then 
the amount of energy per information bit is given by 
Eb = 7p,P + 7(1- p,)P = 7P 
Mslogw(K/N) Ms 10gw(K/N) [Joules/bit] (1.10) 
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Figure 1.1 A relay network with three nodes: source, relay and destination. The 
respective channel matrices are denoted by H sr , H rd and Hsd. 
9 
Also, whenever dealing with point to point subsets of a cooperative network, 
we will consider a system with MT transmit and MR receive antennas. Blocks of 
information bits of length Nm are each encoded with a Turbo encoder with rate 
R. At the output of the Turbo encoder, every logw-Iength bit sequence is mapped 
to one of the modulation symbols of a complex-valued constellation n of the order 
w = Inl. The modulation symbols are multiplexed across the MT transmit antennas 
and form the transmit vector x = [Xl, X2, ... , XMT]T. The input-output channel model 
is captured by 
y=Hx+n (1.11) 
where H is the complex-valued MR x MT channel matrix, n is the circularly symmetric 
complex additive white Gaussian noise vector of size MR and y = [Yl, Y2, ... , YMR]T is 
the MR-element received vector. 
Note that throughout this thesis, we will be focusing on methodologies and tech-
niques that ensure backward compatibility with the current wireless infrastructure 
physical layer. Therefore, we focus on using the common modulation and coding 
schemes. Moreover, the two time slot cooperation scenario can still take advantage 
of scheduled access MAC layer protocols. In other words, scheduling algorithms can 
be used to schedule the transmission between the source(s) and the relay(s) to ensure 
that both source and relay get proper time interval to transmit. However, random 
access MAC layer protocols can not be readily generalized to support the two time 
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slot scheme. 
1.2 Thesis Contributions 
The contributions of this thesis are three-fold: 
Complexity Reduction (Chapter 3): In this thesis, we will present complexity 
reduction techniques to reduce the complexity of MIMO systems. In Chapter 3, we 
will propose different reduced-complexity MIMO detectors that could be used in the 
different nodes of wireless cooperative systems. 
Flexible and Configurable Architectures (Chapter 4): We will also present 
architectures for flexible and configurable MIMO detectors. These architectures could 
support a range of data rates, modulation orders and numbers of antennas, and 
therefore, are crucial in the different nodes of cooperative systems. For instance, 
the relay nodes could use these architectures for supporting different transmission 
modes. AB one example of such architectures, we present the FPGA implementation 
of a novel configurable and flexible sphere detector called Flex-Sphere which supports 
three commonly used modulation schemes, 4, 16, 64-QAM, as well as a combination 
of 2,3 and 4 user/antenna configuration. The detector provides a data rate of up 
to 849.9 Mbps. The breadth-first search employed in our realization presents a large 
opportunity to exploit the parallelism of the FPGA in order to achieve high data 
rates. Algorithmic modifications to address potential sequential bottlenecks in the 
traditional bread-first search-based SD are highlighted in the thesis. 
11 
Cooperation (Chapters 5 and 6): In order to address the aforementioned chal-
lenges, we propose a novel Cooperative Partial Detection (CPD) approach in MIMO 
relay channels, where instead of applying the conventional full detection in the relay, 
the relay performs a partial detection and forwards the detected parts of the mes-
sage to the destination. Moreover, instead of making the impractical assumption of 
complete channel state information in all the nodes, the proposed cooperative partial 
detection strategy assumes that in each communication link, channel knowledge is 
available only at the receiver of that link. Detecting and transmitting a subset of the 
source streams from the relay reduces the interference due to the relay in the second 
wireless network. 
We will define expansion factor, e f, as the parameter that captures the number of 
streams of data detected in the relay and transmitted from the relay to the destination. 
U sing the e f parameter, we will show that this cooperative detection scheme improves 
the error performance compared to non-relay scenarios with limited computational 
overhead in the relay. We will show that this technique can help in distributing the 
detection process between the relay and destination. Furthermore, the ef parameter 
provides the means for the relay so that it could choose, depending on its resource 
availability, how much of its processing power it should dedicate to helping the direct 
source-destination link. 
Therefore, we propose a partial sphere detection scheme, which is designed and 
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proposed based on the practical limitations of wireless devices. This detection scheme 
is used in the relay for partial detection. We also propose a detection scheme in the 
destination that is based on maximal ratio combining of the received data. 
It is important to note that our proposed cooperative detection scheme can be 
applied to a wide variety of wireless communications systems. For instance, in the 
context of uplink scenarios, this scheme can be applied in the MIMO terminal trans-
mitting its spatially multiplexed signals to the basestation. Also, this scheme may 
be used in assisting the basestation in uplink multi-user detection scenarios, where 
multiple users with a smaller number of antennas try to use the same channel for 
sending the data to the basestation. As for the downlink, the MIMO relay can be 
used for communicating data from the basestation to terminals with multiple anten-
nas. Note that multiple antenna mobile nodes have been discussed and proposed for 
IEEE 802.16 [37] and IMT-advanced [3] standards and also for 3GPP LTE [38]. In 
all such scenarios, the relay node can be either a dedicated MIMO relay, or another 
idle MIMO user. 
We will discuss the complexity implications of this method, and more impor-
tantly, present hardware verification and over-the-air experimentation of CPD using 
the Wireless Open-access Research Platform (WARP) in Chapter 6. 
Insights for Studying the Cooperation Space 
While in this thesis we will focus on specific scenarios of single-relay, the insights 
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we obtained from these scenarios can be applied to the other cases of cooperation: 
1. Partial detection/decoding with multiple relays and sources: While we focus on 
single-relay scenarios, the partial detection structure can be applied to multiple relays, 
where these multiple relays may detect different or similar subsets of the transmitted 
messages. The number of ways to split these subsets among the relays grows with the 
number of relays. Therefore, tradeoff analysis need to be performed to decide how to 
split these subsets among different relays. 
2. Partial tree traversal: An important component of the cooperative partial 
detection is based on the partial traversal of the detection tree. In this thesis, we will 
demonstrate the performance gains and complexity reductions achieved by partial 
tree traversal. This technique could be applied, with modifications and adaptations, 
to other detection/decoding schemes with tree structures and trellises, e.g. the trellis 
diagram of the convolutional decoder, or the Tanner graph of LDPC decoder. For 
instance, the trellis diagram can be split into multiple sections or new methods for 
segmentations of the LDPC Tanner graph could be studied that allow partial decoding 
of the message. 
3. Configurable architectures: an important aspect of understanding the complexity-
performance tradeoff of different cooperation techniques, is whether or not such tech-
niques can be implemented with configurable architectures. The methods that we 
will use in this thesis for ensuring configurability and flexibility can be extended to 
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other architectures. 
1.3 List of Symbols and Abbreviations 
Here, we provide a summary of the abbreviations and symbols used in this thesis: 
CMPU (Computation Unit): A block in the sphere detection architecture to 
compute the PEDs, 
CORDIC (Coordinate Rotation Digital Computer): A simple and efficient algorithm 
to calculate hyperbolic and trigonometric functions, 
CPD (Cooperative Partial Detection): A technique proposed in this thesis to per-
form partial detection with MIMO relays, 
ef (Expansion Factor): The number of detected streams in the CPD, 
FDF (Full Detect and Forward Cooperation): A technique to perform full detection 
and forwarding in the relay 
FPGA (Field Programmable Gate Array): An integrated circuit designed to be con-
figured by the customer or designer after manufacturing, hence "field-programmable", 
LDPC (Low Density Parity Check) code: A channel coding technique based on low 
density parity check matrices, 
LLR (Log-Likelihood Ratio): Ratio that reflects the reliability of a bit being zero or 
one, 
MIMO (Multi-input, multi-output): Multipltrantenna wireless transmitter-receiver 
pair, 
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MMSE (Minimum Mean-Squared Error): An estimation technique that minimizes 
the mean squared of the error, 
Node Ordering Unit (NOU): A block in the sphere detection architecture to order 
the units, 
PED (Partial Euclidean Distance): A partial distance computed during the sphere 
detection process, 
RVD (Real-Valued Decomposition): Decomposing a complex-valued matrix into a 
real-valued matrix, 
QAM (Quadrature Amplitude Modulation): A digital modulation scheme where 
groups of bits are mapped to complex symbols, 
SDM (Spatial Division Multiplexing): A wireless transmission scheme where the sig-
nals are multiplexed across multiple antennas/spaces, 
SNR (Signal-to-noise Ratio) 
WARP (Wireless Open-access Research Platform): A wireless research platform for 
prototyping wireless algorithms, 
ZF (Zero Forcing): A linear MIMO detection scheme, 
MT : Number of transmit antennas, 
MR : Number of receive antennas, 
T: Superscript denoting the transpose of a matrix, 
H: Superscript denoting the conjugate transpose of a matrix, 
0: Complex-valued constellation of the modulation, 
w: Order of 0, 
cov{.}: Covariance matrix function, 
E{.}: Expected value, 
S: Denotes the source node in the cooperative setup, 
R: Denotes the relay node in the cooperative setup, 
D: Denotes the destination node in the cooperative setup, 
H sr : The source-relay channel matrix, 
Hrd: The relay-destination channel matrix, 
Hsd: The source-destination channel matrix. 
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Chapter 2 
Background and Related Work 
Digital communications [58] and wireless communications [28] have been ever in-
creasing industries with significant theoretical and practical challenges for the last 
few decades. With the promising results of MIMO point-to-point communications 
[52, 42], MIMO systems have been playing a significant role in a wide variety of 
wireless standards, and thus, various detection algorithms have been proposed. 
The sphere detection algorithm as a method of solving integer least-squares prob-
lem was proposed in [107]. Later on, this method was applied for solving MIMO 
detection problem in wireless systems [34, 77, 26, 46]. The K-best variation of sphere 
detection, which has fixed complexity, was proposed in [53, 66]. Hard-detection was 
further generalized to soft detection for coded systems using soft sphere detection 
[21, 92]. In order to further reduce the complexity of sphere detection, dynamic 
thresholding was proposed to control the sphere radius and reduce the number of 
visited nodes [60]. ASIC implementation results were presented for K-best and fixed-
complexity MIMO systems [113,76,86,90,87,85] and sphere detection [8, 93]. FPGA 
prototypes of sphere detection have been reported in [54, 68, 69]. Further complexity 
reduction techniques were presented in [67, 45, 36, 101, 29], 
Trellis-based detection algorithms, which replace the tree search with trellis search, 
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i.e., another form of representing the tree search, were presented [99, 97] and imple-
mented on AISC [98] and GPU [83,80,82,81]. 
Other reduced-complexity techniques that took advantage of the breadth-first 
tree traversal were reported in [79, 112, 63]. Monte-Carlo Markov-Chain (MCMC) 
method was used to stochastically detect the transmitted signal [20, 48, 47]. Moreover, 
MCMC-based architecture and estimates have been presented in [65]. In the following 
section, we will present a brief summary of MIMO detection systems. 
2.1 Review of Maximum-Likelihood Detection 
The MIMO system model with M transmit antennas and N receive antennas can 
be described by 
y=Hs+n (2.1) 
where H NxM is the channel matrix, SMxl is the transmitted vector with complex 
elements chosen from a set of modulation constellation, nNxl is the complex noise 
vector, and YNxl is the received vector. The maximum-likelihood (ML) estimate of 
the transmitted signal is given by 
s = arg min II Y - Hs 112 
sEn 
(2.2) 
where n is the constellation set with w elements, i.e. Inl = w, and II . 112 denotes the 
£2 norm of the matrix throughout the thesis. 
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The ML estimate is shown to be the optimum detector in communication re-
ceivers [58]. However, as (2.2) suggests, this requires a brute-force search among 
all the possible candidates. In other words, for the system described above, wM 
search operations are required to find the optimum solution. Thus, the complexity 
of maximum-likelihood (ML) increases exponentially with the number of antennas. 
For example, for a 4 x 4, 16-QAM MIMO system, 216 search operations are required 
which considering the current VLSI area limitations is infeasible to implement. 
2.2 Review of Sphere Detection 
ML detectors have a high complexity in MIMO systems with high order modu-
lation schemes and moderate number of antennas. Thus, sphere detection [107], [34] 
has been proposed to decrease the complexity of the search. 
The norm in (2.2) can be simplified as [77]: 
D(s) = II y - Hs 112 
- (y - Hs)H(y - Hs) 
_ (y - Hs)HQQH(y - Hs) 
1 M 
- L Iy/ - L ~jSjl2 (2.3) 
i=M j=i 
where H = QR, QQH = I, R is an upper triangular matrix and y' = QHy. Super-
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script H denotes the conjugate transpose operator. We also define the partial distance 
(PD) as, 
M 
PD = Iy/ - L14jsjI2. (2.4) 
j=i 
The summation in (2.3) can be done through a tree where the value of each node 
of the tree is equivalent to the partial distance of that node. This tree will have 
M + 1 levels. Moreover, each node of the tree has w children nodes where w is the 
number of constellation points. Furthermore, since the external summation is over 
non-negative terms, children nodes have partial distances greater than or equal to the 
partial distances of their parent. 
If the search is limited to those nodes whose partial distances are smaller than a 
pre-specified threshold, the number of visited nodes, and hence the complexity, would 
decrease. In other words, imposing the condition that D(s) ::; R2, will lead to pruning 
out the nodes whose partial distances are greater than R2. Note that whenever a node 
is pruned out, its children can also be pruned out. This is because of the monotonic 
increasing nature of partial distances. 
Figure 2.1 shows a specific case of a MIMO system with four transmit antennas, 
each using a two-element modulation constellation, e.g. BPSK. Applying maximum-
likelihood (ML) to this detection problem is equivalent to visiting all the 31 possible 
nodes of the search tree; whereas, imposing a threshold, i.e. a radius of 9, leads 
to visiting 19 nodes. The complexity reduction is more significant with more strict 
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thresholds and higher order modulation schemes. 
i=4 
i=3 
i=2 
i=1 
Radius=9 
Figure 2.1 Computing partial distances using a tree. Numbers in each node indicate 
the partial distance 
2.2.1 Channel Decomposition Techniques 
An alternative technique to QR decomposition is using Cholesky factorization. 
Cholesky factorization is a matrix decomposition technique that decomposes the pos-
itive definite HHH matrix to UHU, where U is an upper triangular matrix. However, 
as shown in [31], in order to speed up the processing rate, it is critical to avoid division 
and square-root operations, that are used in both typical QR and Cholesky factor-
ization techniques. Therefore, CORDIC-based architectures have been proposed [50] 
for QR decomposition and systolic array architectures, using square-root free Givens 
rotations, have been proposed for fixed point computations [43, 84]. Note that while 
the square-root free Cholesky factorization, HHH = UHDU, avoids the square root 
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operation, it introduces a diagonal matrix D that makes the tree traversal a less 
straightforward process. Thus, QR decomposition is a more architecture-friendly 
solution for VLSI implementation of sphere detection [96]. 
Moreover, there are a number of different ways to compute the QR decomposition 
of the H matrix [40]: the Gram-Schmidt method is based on iterative subtraction of 
the matrix columns projections. This method generally suffers from poor numerical 
stability due to rounding errors. Householder transformation, another common QR 
decomposition technique, computes the QR decomposition based on reflecting the 
matrix column; however, it requires both division and square root operations, which 
is challenging given the VLSI area constraints. Finally, the Givens rotation method is 
based on multiple rotations, where in each rotation, one of the sub-diagonal elements 
of the matrix is zeroed to form the upper triangular matrix. For the reasons discussed 
earlier, square-root free Givens rotation QR technique [43] better fits the architecture 
constraints, and hence, is most commonly used for pre-processing stage of the MIMO 
sphere detection. 
2.3 Architecture for Sphere Detection 
The norm in (2.3) can be computed in M iterations starting with i = M. When 
i = M, i.e. the first iteration, the initial partial norm is set to zero, PNM +1 = O. At 
each iteration, partial distances, P Di = Iy/ - 'E~i I4JSj 12 corresponding to the i-th 
level, are calculated and added to the partial norm of the respective parent node in 
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the (i -1 )-th level, P Ni = P N i - 1 + P D i . Finishing the iterations gives the final value 
of the norm. One can envision this iterative algorithm as a tree traversal problem 
where each level of the tree represents one i value, each node has its own PN, and 
w children, see Figure 2.2. In order to reduce the search complexity, a threshold, C, 
can be set to discard the nodes with PN > C. Therefore, whenever a node k with a 
PNk > C is reached, any of its children will have PN ~ PNk > C. Hence, not only 
the k-th node, but also its children, and all nodes lying beneath the children in the 
tree, can be pruned out. The tree can be traversed either vertically, known as depth-
first search (DFS) [8], [60]; or level by level, called breadth-first search (BFS) [112], 
[66]. Our initial approach is a modified DFS-based scheme [60]. In later chapters, we 
will propose a breadth first architecture, also known as Flex-Sphere. 
Figure 2.3 shows the main blocks of the detector. The tree traversal unit (TTU) 
is responsible for searching through the tree. It functions as a control unit to handle 
the flow of data between the other two blocks. Computation unit (CMPU) consists 
of parallel datapaths to compute the P N s for all the children nodes of another node. 
Node ordering unit (NOU) finds the minimum among all the P possible children 
nodes whose P N s have been calculated in the CMPU. Visiting each node in the tree 
is equivalent to one iteration of the {TTU, CMPU, NOU} loop. 
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Figure 2.2 Calculating the distances using a tree. Partial norms, P Ns, of dark nodes 
are less than the threshold. White nodes are pruned out. 
Computation Unit (CMPU) 
Computing the P Ds for all the children of each node can be quite resource and 
cycle consuming. 
M 
PD Iy/ - L ~,jSjI2 (2.5) 
j=i 
(2.6) 
for all the complex Si E n. Once the P Ds are calculated, they are added to the partial 
norm of their parent node to form their own partial norm, P Ni = P N i - 1 + P Di. 
There are some points to consider in (2.6). While Si needs to take all the different 
constellation points; Si+l, ... , S M are fixed, and have the same value at that specific 
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Figure 2.3 Sphere detection block diagram. Note three subblocks, TTU, CMPU, NOU, 
forming the loop. 
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level of computation, hence can be computed only once. The symbols Sk, for k = 
1, ... , M, are chosen from a complex constellation 0, and the number of elements in 
0, i.e. modulation order, is w. Also note that diag(R) are real numbers, and all the 
other off-diagonal terms in the upper triangle of R are complex numbers. Assuming 
four real multipliers and two real adders for each complex multiplier and two real 
adders for each complex adder, the overall number of real multipliers and adders for 
a CMPU is given in Table 2.1. Since the same CMPU block is used for different levels 
of the tree, i.e. different i, and also different antennas can use different modulations, 
we need to design it for the worst case. Hence, a trivial architecture for CMPU will 
have (4(M - 1) + 4w) real multipliers and (2(2M - 1) + 2w) real adders. 
Table 2.1 Initial number of multipliers and adders for CMPU 
I Step I Operation I Real MUL I Real Adder 
1 ~·s· 
.' , 2w 0 
2 :E~i+l ~.jSj 4(M - i) 2(M - i) 
3 yJ - ~ ·s· - :EM ~ ·S· 
, .' , j=i+l.3 3 0 2(M-i+1) 
4 Iy/ - ~.iSi - :E~i+l ~.jSjI2 2w w 
5 PNi = PNi - 1 + PDi 0 w 
Total 1 4(w+M -i) 1 4(M -i)+2+2w I 
Previous PD:...--~~_~ 
Computation Unit 
(CMPU) 
Figure 2.4 Computation Unit (CMPU) 
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Figure 2.5 Node Ordering Unit (NOU). Each Min Finder block finds the minimum of 
its two inputs, and passes that minimum to the next minimum finder. The larger output 
of each Min Finder block will be saved into memory only if it is inside the local threshold. 
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The number of multipliers can be considerably reduced by noting the fact that 
most of the multiplicands are constellation points with their real and imaginary values 
taken from a small set of integer numbers. Therefore, each of the real multipliers used 
to form a complex multiplier can be replaced with a combination of adders, shifters 
and multiplexers. It can be verified that using this property of the multiplicands, 
the CMPU needs only (2w) real multipliers; the rest of the multipliers in the original 
CMPU are replaced by different adders and shifters resulting in an overall number 
of (2M - 6)y'W + 4w + 2 adders and (4(M - 1) log2(y'W)) multiplexers. Using syn-
thesis results, Table 2.2 compares the resources required for the original CMPU and 
the modified CMPU based on multiplier reduction. Figure 2.6 shows how such real 
multipliers can be implemented using adders/shfiters. 
Table 2.2 Required arithmetic units for two different CMPU implementations with 
M=4 
Original CMPU Modified CMPU Approximate 
Modulation Real Real Real Real Real Area 
(w) MUL Adder MUL Adder MUX Reduction 
16-QAM 76 46 32 74 24 51.1% 
64-QAM 268 142 128 274 36 45.8% 
256-QAM 1036 526 512 1058 48 44.6% 
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Figure 2.6 Reduced Complexity Multiplier Architecture for 64-QAM. Q(.) maps the 
value of S to proper MUX indices. Similar combination of adder-shifters can be used for 
higher order modulations. These real multipliers can be used to perform complex multi-
plications, where a complex multiplier corresponds to four real multipliers and two real 
adders. 
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There is no data dependency between steps 1 and 2 in Table 2.1. Hence, they can 
be performed in parallel. The operations listed in Table 2.1, except the second step 
which is common for all the children, are repeated in all of the partial distance units. 
Changing the modulation order, i.e. w, only modifies the number of parallel partial 
distance units. Hence, for a system supporting different modulation schemes, it is 
sufficient to design the CMPU for the largest modulation order, and it can support 
other modulations. 
Node Ordering Unit (NOU) 
The children nodes need to be compared with the dynamic threshold, Ci . If 
outside the dynamic sphere, they should be discarded; otherwise, kept for further 
computations. Among those kept candidates, the best one should be sent for the next 
tree level of the computations in the CMPU, and the rest will be saved in memory. 
Unlike the K-best approach, where the structure is based on sorting the candidates, it 
is not necessary to perform sorting in DFS-based schemes. However, we have included 
a minimum finder in the NOU to find the minimum partial norm, minimum-PN, 
among all the w different PNs generated in the CMPU. Notice that continuing with 
the minimum-P N, results in reaching smaller norm leafs. The global threshold, C, is 
updated with the norm of a leaf whenever any leaf is reached. Therefore, the concept 
of continuing with the minimum-PN node greatly reduces the threshold [60] [8]. 
The minimum finder requires w - 1 compare-select blocks searching among the 
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possible candidates in a (log2 w)-level tree. The best candidate, i.e. the minimum, is 
sent to the tree traversal unit (TTU), and the rest are saved in the memory as long 
as their partial norms are less than the dynamic threshold of that level. The size of 
the MEM unit is very small as the dynamic threshold updating scheme prunes out 
considerable number of nodes during the search process, see Figure 2.7. 
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Figure 2.7 Average memory size for the dynamic threshold updating. 
Since the data needs to be compared and listed in a queue to be saved in the 
memory, higher modulation orders mean longer queues and longer read-write time 
from MEM unit. Therefore, memory unit interface can become a major bottleneck 
that reduces the data rate for higher order modulations. In order to avoid this, and 
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keep the architecture easily scalable without throughput penalty, we propose using 
separate memory modules that can be accessed simultaneously, so that the average 
time required to save all of them in the MEM unit is essentially divided by the number 
of memory modules. If the number of clock cycles for writing the remaining PNs 
into the MEM unit is Gmem , then t = (w - l)/Gmem memory modules are used in 
the MEM unit. The optimum timing for saving into the MEM and avoid stalling, 
is to do that while other blocks, i.e. CMPU and TTU, are processing the data. 
Hence, a reasonable choice for Gmem is Gmem = GTTU + GCMPU. Thus, the number 
of memory modules in the MEM unit is, t = (w - l)/(GTTu + GCMPU). Note that 
using this architecture, the transfer time between the MEM unit and other blocks do 
not increase as higher modulations are utilized. 
Tree Traversal Unit (TTU) 
The TTU handles the flow of data between the CMPU and NOU. Computation 
of the current threshold, Gi , can be the updated radii, or can be done based on: 
~ = R(M + 1 - i) . 
M 
(2.7) 
where M is the number of transmit antennas, ~ is the radius at the i-th level, and 
R is the radius at last level. 
The dynamic threshold, Gi , is chosen from the set {G/M, 2G/M, ... , (M-l)G/M}. 
Similar to CMPU, no explicit multiplier is required to compute Gi since all those 
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integer multiplications can be performed using only adders and shifters. 
Throughput 
Table 2.3 gives the number of cycles required to generate outputs in each of the 
blocks. In order to guarantee high clock frequencies, the CMPU block, which goes 
through the steps in Table 2.1, has been heavily pipelined. Moreover, the NOU is 
pipelined in such a way that every two sequentially successive compare-select blocks 
in the tree structure form one pipeline stage. The TTU needs one clock cycle in the 
case that the MIN output from the NOU is not a leaf of the tree and is inside the 
dynamic threshold. If not, Gmem extra clock cycles are required to read the data from 
the memory. The last row of the table shows the overall number of cycles required to 
do one iteration, i.e. visit one node. E{GTTU }, the expected value of the number of 
cycles of TTU, captures the uncertainty in the number of cycles of the TTU unit. 
Table 2.3 Number of clock cycles required to perform each step 
I Unit Name I Number of Clock Cycles I 
GCMPU 5 
GNOU r~ log2 wl 
GTTU 1 or 1 + Gmem 
E{Orru, GCMPU , GNOU } 5+ r~log2wl +E{GTTU } 
Ii) 
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Figure 2.8 Throughput of the architecture for fmax = 300 MHz, and number of transmit 
antennas, M, of 3 and 4. 
If Nv nodes are visited in the tree to find the detection solution, then the through-
put can be calculated based on: 
(2.8) 
Note that N v highly depends on the radius reduction scheme, whether we use 
constant threshold, G, which is only updated with new leafs, or dynamic threshold, 
Gi , given in (2.7). Figure 2.8 compares the throughput for different dynamic and 
constant radius examples. 
While the architecture discussed so far utilizes depth-first search, other tree traver-
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sal techniques can also be used to perform MIMO detection. In the next chapters, we 
will present flexible and configurable architectures that take advantage of bread~h-first 
style tree traversal to perform MIMO detection in cooperative systems with relays. 
2.4 Cooperative Communications Using MIMO Nodes 
Cooperative communications, and in particular relay channels, were originally 
introduced and studied in [32, 33] where lower and upper bounds on the capacity 
of relay channels were derived [103], which were later improved and extended for 
half-duplex scenarios [11, 9]. User cooperation reemerged again in [16, 17, 14] as a 
form of diversity in uplink scenarios. Different relaying protocols and relay selection 
schemes were studied and compared in [55, 56, 57, 27, 15, 18, 91, 106]. Moreover, 
a new cut-set theorem, power control strategies and LDPC relay code designs were 
proposed [70, 71]. 
In order to facilitate user cooperation in practical scenarios, coded cooperation was 
proposed in [100, 72, 102, 51], and in particular, LDPC code design methodologies 
have been proposed for relay channels in [12, 13, 10]. Furthermore, in order to reduce 
the overhead of decoding in the relay, various distributed decoding schemes have been 
proposed in [74, 73], where the relay performs a partial decoding as opposed to the 
conventional full-decoding of the message. 
Partial decode and forward was introduced and studied in [103, 49], where the 
relay only decodes part of the message and forwards that to the destination, and is 
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derived from block-Markov coding. A relay rate-constrained cooperative system was 
also proposed and studied in [95], where cut-set upper bounds and rate-constrained 
cooperative schemes were derived. Another partial decode-and-forward strategy was 
proposed in [111], which applies broadcast strategy to fading relay channels, and 
relies on a two-level superposition coding strategy. The source uses a layered coding, 
and the relay decodes either the first layer during weak channel states, or both of 
the layers if the channel state is "good". In this thesis, we are focusing on using 
the modulation/coding schemes that have been used in the standards to maintain 
backward compatibility with the currently in-place wireless infrastructures. Using the 
currently available modulation and coding physical layer features, therefore, allows 
for direct application of the current wireless nodes in source-relay settings. 
More recently, there have been some attempts to study the theoretical benefits 
and bounds on deploying MIMO nodes in cooperative scenarios, both as relays and as 
source/ destination pairs. In doing so, lower bounds and upper bounds for MIMO relay 
networks were given in [23, 24], and capacity scaling factors were derived for multi-hop 
MIMO relays [44] and two-way relaying schemes [94]. Optimal precoder designs for 
MIMO relays were discussed in [105], and achievable sum rates for multiuser MIMO 
relay channels were proposed in [104, 39]. In [24], full-duplex MIMO relay channels 
are studied and using message splitting and partial cooperation, rate bounds are 
derived. There have been efforts recently to implement and prototype cooperative 
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systems [110, 75, 41, 89], and an OFDM transceiver design was presented in [88] using 
the WARP platform. 
Chapter 3 
Hardware Architecture and Implementation for 
MIMO Detection 
In this section, we will discuss further complexity reduction techniques in MIMO 
systems. 
3.1 Soft MMSE Receiver 
In this section, we present the soft MMSE (S-MMSE) receiver. As shown in [22], 
in order to detect the Xj symbol, j = 1, ... , MT , the expected values of the transmitted 
symbols are computed using the LLR values, La, from the channel decoder: 
xED 
logw 
- L x II [1 + exp( -{x}z· La(bl,j)rl , (3.1) 
xED l=l 
where bl,j is the I-th bit in the Xj symbol. Note that for the first outer iteration, the 
vector La's are all equal to zero since no channel decoding has been done yet. 
The vector of these mean values are formed, while replacing the current symbol 
with zero: 
- [- - 0 - -]T Xj = Xl, ... , Xj-l, ,Xj+l, ... , XMT . (3.2) 
Performing a soft cancellation using the vector of Eq. (3.2) is then done so that 
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the effect of the other modulation symbols are cancelled: 
Yj =y-Hxj (3.3) 
The MMSE filter is applied then to obtain: 
- H-Zj = Wj Yj (3.4) 
where, as shown in [22], the filter coefficient is computed according to 
(3.5) 
where 
f:l.j = cov{Xj - Xj} (3.6) 
is the covariance matrix of the Xj - Xj random vector. 
Finally, the output LLR values, L M , are computed according to 
(3.7) 
where 
(3.8) 
(3.9) 
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are the mean and variance of Zj. 
The L M LLRs are then passed to the 'TUrbo decoder to perform the channel 
decoding and generate the Lc for the next outer iteration. A similar procedure is 
repeated for I outer iterations, after which the decoder output is considered the final 
decoded bits. 
Figure 3.1 illustrates the architecture for the MMSE receiver. 
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Figure 3.1 The architecture for the reduced complexity soft MMSE receiver. 
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3.2 Reduced Complexity Soft MMSE Receiver 
In this section, we propose three techniques to reduce the complexity of the soft 
MMSE receiver, i.e., Reduced Complexity Soft MMSE Receiver (RC-MMSE). 
3.2.1 Covariance Matrix !1j 
The covariance matrix !1j has to be updated in (3.6) for every new iteration. 
Therefore, the MMSE weights Wj need to be re-computed for every new iteration. In 
[78], the authors have proposed using fixed covariance matrix for single antenna single 
carrier systems. In order to reduce the complexity of computing the MMSE weights, 
we propose using the first iteration covariance matrix throughout the I iterations, i.e. 
!1j = I, where I is the identity matrix. 
3.2.2 Max-log Approximation 
In order to avoid using the look-up tables for computing the exp functions of (3.7), 
we propose using the Max-log approximation [21]: 
(3.10) 
3.2.3 Using £1 norm 
Using the squared form of the norm -lIzj - /ljx-1I 2 in (3.10) requires performing 
several multiplications or squaring operations for every single bit. Therefore, we 
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Table 3.1 Complexity Count of Different Operations in MMSE Receiver. 
I Multiplication I Addition and Compare-Select 
CCPP{MT) 'Y . {5.5M:f + 2M:f. + O.5MT (). (5MT + 5MT) 
+4MT+4Mj.) 
CMIMO{MT) 'Y' {4MT {MT (MT -1) + MT» (). (2 (MT -1) + 5 (MT -1 + M:f.)) 
CSMc(MT,W) 'Y' (MT ({wlogw) + 2w» (). {MT ({w logw) + 2w» 
CLLR{MT, w, I) 'Y' {MTW log w) () . (2MTW log w 
+step(I - 1) {(MT (w -1) logw)}) 
CDecoder{TI' Nm) - (). (44T1Nm) + f3. (39T1 Nm) 
propose using the £1 norm, i.e. -IIZj - J.Ljx-ll, instead. 
3.3 Complexity Analysis and Hardware Architecture 
Keeping in mind that each complex multiplier corresponds to four real-valued 
multipliers and two real-valued adders, and that every complex adder corresponds 
to two real-valued adders, the complexity of different units of Figure 3.1 is given in 
Table 3.1, where step(I - 1) is used to ensure the last set of computation is done for 
outer iterations I > 1, and is equal to: 
{
I, 
step(t) = 
0, 
t> l' 
- , (3.11) 
otherwise. 
Moreover, we use (), f3 and, to represent the hardware-oriented costs for one adder, 
one compare-select and one multiplication operation, respectively. Based on FPGA 
and ASIC estimates, we choose () = 1, f3 = 1 and, = 10 throughout this chapter. The 
number of inner 'IUrbo decoder iterations is denoted by TJ and the information bit 
sequence length is Nm . Also, in order to compute the resources required to perform 
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the QR decomposition in the Channel Pre-processing Unit, we assumed the modified 
Gram-Schmidt QR decomposition. 
Therefore, the total computation is given by 
CTotal - R :~ . {CCPP(MT) 
. T ogw 
.+ I· CMIMO(MT) + (I -1). CsMc(MT,w) 
(3.12) 
Figure 3.2 compares the complexity of the conventional soft MMSE receiver of 
section 3.1 with the RC-MMSE receiver of section 3.2 for 4 transmit antennas and 
different signal modulations. 
3.4 Simulation Results 
In this section, we present the Bit Error Rate (BER) simulation results for a 4 x 4 
system using both the conventional soft MMSE receiver and the proposed RC-MMSE 
receiver. We assume Li.d Rayleigh fading channels. 
Figure 3.3 shows the BER performance using the conventional MMSE receiver of 
section 3.1. The number of transmit and receive antennas are equal to 4, and the 4-
QAM and 16-QAM modulations are assumed. Figure 3.4 shows the BER performance 
for a similar transmission system with the RC-MMSE receiver. Note that in the case 
of 4-QAM modulation, there is between 0.5 and 1 dB BER performance loss at 
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Figure 3.2 The total computation count for a 4 x 4, {4, 16,64 }-QAM system for different 
number of outer iterations. 
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BER = 10-4 for different outer iterations, and in the case of 16-QAM modulation, 
the BER performance loss is between 1 and 1.5 dB. 
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Figure 3.4 The BER performance for a 4 x 4, {4, 16}-QAM system using the Reduced 
Complexity MMSE receiver. 
Chapter 4 
Design and Implementation of a Flexible Detector 
for the Relay and Destination 
The complex-valued MIMO equation can be decomposed into real-valued numbers 
as follows [112]: 
y=Hs+n (4.1) 
corresponding to 
( ~(y) ) = (~(~) -~~fI)) ( ~(s) ) + ( ~(ii) ) (4.2) 
~(y) ~(H) ~(H) ~(s) ~(ii) 
with M = 2MT and N = 2MR presenting the dimensions of the new model. 
We call the ordering in (4.1) the conventional ordering. Using the conventional 
ordering, all the computations can be performed in real arithmetic, which would sim-
plify the implementation complexity. Note that after the real-valued decomposition, 
each Si, i = 1, ... , M, in s is chosen from a set of real numbers, O~, with Wi = ~ 
elements. For instance, for a 64-QAM modulation, each Si can take any of the values 
in the set Of = {±7, ±5, ±3, ±1}. 
The general optimum detector for such a system is the maximum-likelihood (ML) 
detector which minimizes II y - Hs 112 over all the possible combinations of the s 
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vector. Notice that for high order modulations and a large number of antennas, this 
detection scheme incurs an exhaustive exponentially growing search among all the 
candidates, and is not practically feasible in a MIMO receiver. However, it is shown 
that using the QR decomposition of the channel matrix, the distance norm can be 
simplified [77] as follows: 
D(s) = II y-Hs 112 
1 M 
- II QHy - Rs 112= L Iy/ - L ~.jSjI2 (4.3) 
i=M j=i 
where H = QR, QQH = I and y' = QHy. Note that the transition in (4.3) is 
possible through the fact that R is an upper triangular matrix. 
The norm in (4.3) can be computed in M = 2MT iterations starting with i = 
M. When i = M, i.e. the first iteration, the initial partial norm is set to zero, 
TM +1(S(M+1») = O. Using the notation of [8], at each iteration the Partial Euclidean 
Distances (PEDs) at the next levels are given by 
with SCi) = [Si, Si+l, ... , SM]T, and i = M, M - 1, ... ,1, where 
M 
lei(s(i»)12 = Iy/ - ~.iSi - L ~.jSjI2 
j=i+l 
("+1) 2 
- Ibi +1(s' ) - ~.iSil . 
(4.4) 
(4.5) 
(4.6) 
One can envision this iterative algorithm as a tree traversal with each level of the 
tree corresponding to one i value, and each node having w~ children. 
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The tree traversal can be performed in both depth-first and breadth-first manners. 
The depth-first computation presents a variable complexity, which makes it hard to 
deploy in constrained scenarios. In the K-best method, which is the most common 
way of performing breadth-first search, at each level, only the best K nodes, i.e. the 
K nodes with the smallest 1i, are chosen for expansion. This type of detector is 
generally known as the K-best detector. Note that such a detector requires sorting 
a list of size K x w' to find the best K candidates. For instance, for a 16-QAM 
system with K = 10, this requires sorting a list of size K x w' = 10 x 4 = 40 at most 
of the tree levels. This introduces a long delay for the next processing block in the 
detector unless a highly parallel sorter is used. Highly parallel sorters, on the other 
hand, consist of a large number of compare-select blocks, and result in dramatic area 
increase. 
4.1 Flex-Sphere SDM/SDMA Detector 
In order to simplify the sorting step, which significantly reduces the delay of the 
detector, we propose a novel MIMO detector. This detector is based on a sort-free 
strategy, and utilizes a new modified real-valued decomposition ordering (M-RVD) 
scheme. 
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4.1.1 Tree Traversal for Flex-Sphere Detection 
In order to address the sorting challenge, we propose using a sort-free detector. 
With this technique, the long sorting operation is effectively simplified to a minimum-
finding operation. The detailed steps of this algorithm are described below: 
Algorithm 1 Flex-Sphere Detection Algorithm 
Input: R, y' 
TM+1(s(M+1») = 0 
£+-0 
£' +- 0 
i +-M 
\ \ Full expansion of the first level: 
- Compute 7i with (4.4) 
- £ +- {(s(i), Ti(s(i»))ilj = 1, ... , w'} 
-i+-i-1 
\ \ Full expansion of the second level: 
- for each (s(i+l) , Ti+l (s(i+ 1»)) E £, repeat 
- compute (S(i) , 7i(s(i»))i children pairs, j = 1, ... , w' 
- £' +- £' U {(S(i) , 7i(s(i»))ilj = 1, ... , w'} 
- end 
-£ +- £' 
-£' +- 0 
\ \ Minimum-based expansion of the next levels: 
- for i = M - 2 down to i = 1, repeat 
- for each (S(i+l) , Ti+l (S(i+l»)) E £, repeat 
- compute (S(i) , 7i(s(i»))i children pairs, j = 1, ... , w' 
- (S(i) , 7i(s(i»))min +- argmin Ti(s(i») 
{(s(il,11 (s(il»; li=l, ... ,w'} 
- £' +- £' U {(S(i) , 7i (s(i»))min} 
- end 
- £ +- £' 
- £' +- 0 
-i+-i-1 
- end 
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An example of this algorithm is illustrated in Figure 4.1 for a virtual 4 x 4, 64-
QAM system. Note that as described above, the first two levels are fully expanded to 
guarantee high performance; whereas for the following levels, only the best candidate 
in the children list of a parent node is expanded. In other words, after passing the 
first two levels, WMT nodes are expanded, and for each of those WMT nodes, the best 
child node among its wM children nodes is selected as the surviving node. Therefore, 
the new node list would contain WMT nodes in the third level. These WMT nodes are 
expanded in a similar way to the fourth level, and this procedure continues until the 
very last level, where the minimum-distance node is taken as the detected node. 
Moreover, from the Schnorr-Euchner (SE) ordering [25], we know that finding 
(S(i) , 1"i(s(i»))min +- argmin 1"i(S(i») 
{(S{i) ,Ti (S{i»)j Ij=l, ... ,w~} 
basically corresponds to finding the real-valued constellation point closest to ioi bi+l (S(i+l»); 
see Eq. (4.6). Thus, the long sorting of K-best is avoided. 
4.1.2 Modified Real-Valued Decomposition Ordering 
For the sort free detector described in the preceding section, we propose using 
a novel real-valued decomposition (M-RVD) ordering which improves the BER per-
formance compared to the ordering given in Eq. (4.1). The new decomposition is 
summarized as: 
(4.7) 
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Detected Vector 
Figure 4.1 Flex-Sphere algorithm for a 64-QAM, 4 x 4 system. The topmost two levels 
are fully expanded. The nodes marked with black are the minimum in their own set, where 
each set is denoted by dashed line. Note that because of the real-valued decomposition, 
each node has only V64 = 8 children. Also, the number of tree levels are M = 2 X MT = 8. 
or, 
R(ih) R(Sl) 
~(ih) ~(Sl) 
R(ih) R(S2) 
~(jh) ~(S2) 
=II + 
R(ih) 
~(nl) 
R(n2) 
~(n2) 
R(nMR) 
~(nMR)' 
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(4.8) 
where II is the permuted channel matrix of Eq. (4.2) whose columns are reordered to 
match the other vectors of the new decomposition ordering in Eq. (4.7). It is worth 
noting that since the difference between RVD and M-RVD is the grouping of the 
signals, there is no extra computational cost associated with this novel ordering. 
Note that with the modified real-valued decomposition (M-RVD) ordering, the 
first two levels correspond to the in-phase and quadrature parts of the same complex 
symbol whereas in the conventional real-valued decomposition scenario, the first two 
levels of the tree correspond to the quadrature parts of two different complex symbols. 
A careful look at the tree traversal scheme of the preceding section shows that since 
the first two levels of the tree are fully expanded, the error performance of the scheme 
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Figure 4.2 Probability density function of ~,6 for 4 x 4 and R 2,2 for 2 x 2 when either 
conventional RVD or the proposed RVD are used. Note the shift of the curves when M-RVD 
is used. 
heavily depends on the third level of the tree. Therefore, rather than using the 
magnitude of RM,M as a metric to choose the decomposition ordering scheme, which 
justifies the conventional real-valued decomposition (RVD) [7], we need to look at the 
behavior of the third lowest diagonal element of the R matrix. As demonstrated in 
Figure 4.2, there is an increase in the magnitude of RM - 2,M-2 when using M-RVD, 
hence M-RVD is a better choice than the conventional RVD. The impact of M-RVD 
on the BER performance is discussed in the next sections. 
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Table 4.1 Comparison of the latency and the operation counts between the conventional 
K-best and the proposed Flex-Sphere detector. 
I I K best Flex Sphere detector - -
Compare-select h(Kw)(M 3) + hew) + f1(Kw ) w f1(w )(M 3) + hew) 
Addition 2w +2w+2Kw'(M 2) + K{MTM 1)/2 1) 2w + w + w.w'(M(M + 1)/2 
Multiplication w +w+Kw (M 2) -
K 1 
Latency L pog(Kw' - m)l pogw'l 
m 0 
Example (I6-QAM, K 4 ) 16 2 
Example (I6-QAM, K 5 ) 24 2 
4.2 Complexity Comparison 
In order to compare the complexity of the proposed MIMO detector described 
in the preceding section, versus the conventional K-best technique, we consider the 
number of operations, the relative latency reduction, and the architecture advantages 
of the proposed detector. 
4.2.1 Number of Operations 
In this section, we compute the number of operations required to complete the 
detection process. Since the channel matrix typically changes at a much slower rate 
than the received signal vector, we make the assumption that simple channel matrix 
operations, e.g., R;,jSj computations, are performed in a separate pre-processing unit. 
Note that this simply involves shift-add operations with Sj E Of. Also, as suggested 
in [8], we make the assumption that all the PED norms are approximated by iI-norms 
to avoid the squarers and multipliers. Therefore, the only major high rate detector 
3) 
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operations are comparErselect for either sorting or minimum-findings, addition and 
multiplication. 
Note that in order to achieve minimum latency, we make the assumption that 
both detectors use cascaded minimum-finders to sort a list. Therefore, in order to 
find the best K elements of a list of size l; K cascaded minimum finders are required. 
So, the number of operations required to sort the best K candidates of a list of size 
l, denoted by IK(l) in Table 4.1, is given by 
IK(l) = K x l _ K(K + 1) . 
2 
(4.9) 
Given the above assumptions, the total number of operations for the K-best see-
nario and the proposed Flex-Sphere scheme are given in Table 4.1. 
1. Compare-Select: The K-best method requires finding the best K nodes among 
Kw' candidates in (M - 3) of the levels, i.e. IK(Kw')(M - 3) operations; 
whereas, the Flex-Sphere only needs to compute the minimum nodes among 
Wi nodes for Wi groups in those M - 3 levels, i.e. Wi h (Wi) (M - 3) operations. 
Moreover, the best node is chosen among K Wi nodes, i.e. 11 (K Wi) operations, 
in the last level of the K-best tree, and among w12 = w nodes, i.e. hew) 
operations, in the. Flex-Sphere. While the second level requires finding the best 
K nodes among the w children, i.e. IK(W) operations in the K-best structure, 
the Flex-Sphere does not need such sorting since it is fully expanding that level. 
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2. Addition: For the K-best scenario, assuming that K > w', which ensures higher 
performance, and based on Eq. (4.5), level i = M requires w' addition opera-
tions, level i = M - 1 requires w' (1 + w') operations, and the rest of the levels 
each need K(M - i + w') addition operations. Moreover, based on Eq. (4.4), 
level i = M - 1 needs w addition operations, and each of the remaining lev-
els, i = M - 1, ... , 1, needs Kw' operations. Therefore, the total number of 
adders needed for the K-best detection scheme is given in Table 4.1. A similar 
approach will yield the total number of additions required for the Flex-Sphere 
detection. 
3. Multiplication: The Flex-Sphere uses iI-norms, and thus, does not need to use 
the FPGA multipliers; whereas, the K-best scheme needs to compute w' (2-
norms in the first level, w norms in the second level, and K w' norms in the 
remaining (M - 2) levels. 
In order to compute the final operation count, comparators are assumed to have 
unit complexity, and adders to have twice complexity as that of comparators. Mul-
tipliers are needed to. implement the squarers, and for the wordlengths that we are 
interested in, i.e. 16 bits, they can be assumed to be ten times more complex than 
additions. It is worth noting that other relative complexity coefficients would yield 
similar general results. Based on these relative complexities, the number of oper-
ations are plotted for different numbers of antennas in Figure 4.3. The operation 
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count increases for higher K values because higher K means higher number of visited 
nodes per level; therefore, higher K requires larger computations. Note that except 
for small K values, the computation overhead of the conventional K-best scheme is 
considerably more than the proposed Flex-Sphere scheme. More details on the BER 
performance comparisons will be presented in section 5.5.4. 
16-QAM 
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Figure 4.3 Comparison of the number of operations between the proposed scheme and 
K-best for different values of K and different number of antennas. The 16-QAM modulation 
is assumed. 
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4.2.2 Latency 
High latency decreases the data rate in feedback based receivers. For instance, 
for iterative detector/decoder structures, where the detector uses the feedback data 
from the decoder to improve the detection performance, higher detection/decoding 
latency reduces the data rate significantly. A similar argument applies to the overall 
receiver throughput when the interaction between the physical layer and MAC layer 
takes more cycles due to the higher physical layer latency. We compare the latency 
overhead of our proposed detector versus the conventional K-best detector, and show 
that the Flex-Sphere technique introduces significant latency reduction. 
Note that if the detectors are fully parallelized for enhancing data rates, the con-
ventional K-best detector requires K successive minimum finders. The first minimum 
finder needs to find the minimum among K w' candidates, and therefore, has a latency 
of K w' -1. The second one needs to find the minimum among K w' -1, and therefore 
has a latency of Kw' - 2, and so on. The proposed Flex-Sphere detector, however, 
requires only one level of minimum finder as it only needs to find the minimum, i.e. 
sorting with K = 1. Thus, if we assume full parallelism for both types of detectors, 
the latency of the sorter that connects one of the middle levels of the tree to the next 
level is given in Table 4.l. 
Notice the significant latency reduction that the proposed Flex-Sphere detector 
promises for the sorting after each level. Also, note that Table 4.1 represents only the 
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latency of one level; thus, for a 4 x 4 system, there would be M - 3 = 2Mr - 3 = 5 
of such sorters, see Table 4.1. 
4.2.3 Architecture 
As pointed out earlier, Flex-Sphere significantly reduces the complexity over the 
simple solution where multiple detectors are used for different modulation and/or 
number of antennas. In general, assuming that the Flex-Sphere supports Mr antennas 
and a modulation order of w, then, the area reduction due to using Flex-Sphere is 
given by 
ASD _ Nm(Mr - 1 + I(Mf - 1)) . PED . 
AFS - (2Mr - 1)1 + 1 sealmg ( 4.10) 
where ASD corresponds to the area of the multiple sphere detectors, and A FS corre-
sponds to the area of the flex-sphere solution. The number of modulation orders that 
the Flex-Sphere supports is denoted by Nm , and 1 corresponds to the folding factor, 
which is usually set to 1 = 8 as shown later in this chapter. Note that the imp lemen-
tation of PED in the Flex-Sphere requires slight overhead to support configurability; 
therefore, the parameter P EDsealing < 1 represents this change in the area of the PED 
from regular sphere detection to Flex-Sphere. Typical values of P EDsooling based on 
FPGA synthesis is 0.9. Figure 4.4 shows the area reduction using Flex-Sphere for 
some of the typical cases of wireless communication. 
The common K-best sorting requires a bubble-sort architecture [66]. In this archi-
Area Reduction 
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Figure 4.4 The area reduction using Flex-Sphere for 2,3 and 4 antennas. The vertical 
axis shows AA sD from Eq.(4.10). 
FS 
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tecture, all the nodes need to be passed into the sorter sequentially, and the process of 
the next level of the tree can not start until all the K x w' nodes are passed through 
the sequential sorter. Even semi-parallel sorters still require large area and cycles 
to finish the detection process, see Table 4.1 and Figure 4.3. With the Flex-Sphere 
technique, all the long size sortings are avoided. Moreover, the Flex-Sphere technique 
is amenable to parallelizing with less overhead than the K-best technique. 
4.2.4 Simulation Results 
For the BER simulations, the Rayleigh fading channel model is assumed, and the 
channel matrix is independent for each new transmission. The BER results of 4 x 4 
and 3 x 3 systems are compared for a 16-QAM modulation scheme. Note that in 
order to conduct a fair performance comparison, the K values are chosen such that 
the K-best technique has similar number of operations as that of the proposed Flex-
Sphere scheme, see Figure 4.3. Therefore, based on the results shown in Figure 4.3 
and Table 4.1, K is set to 5 and 4 for the 4 x 4 and 3 x 3 systems, respectively. 
The BER simulation results of Figure 4.5 suggest that the proposed Flex-Sphere 
scheme can improve the BER performance more than 5 dB compared to the con-
ventional K-best technique in higher SNR regimes. Note that it was shown in the 
preceding sections that for a 4 x 4 case, the K = 5 scheme requires similar compu-
tational complexity as that of the Flex-Sphere scheme, and it requires 12 times more 
latency for sorting in each level compared to the proposed sort-free scheme. A similar 
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argument holds for a 3 x 3 system when K = 4. It is also worth noting that in both 
cases, the M-RVD ordering plays an important role in improving the performance. 
4.3 FPGA Design of the Configurable Detector for SDR Hand-
sets 
In this section, the main features of the architecture and the FPGA implement a-
tion of the SDR handset detector are presented. We use Xilinx System Generator [6] 
to implement the proposed architecture. In order to support all the different num-
ber of antenna/user and modulation orders, the detector is designed for the maximal 
case, i.e. MT x MR , 64-QAM case, and configurability elements are introduced in the 
design to support different configurations. 
4.3.1 PED Computations 
Computing the norms in (4.6) is performed in the PED blocks. Depending on 
the level of the tree, three different PED blocks are used: The PED in the first real-
valued level, PEDl, corresponds to the root node in the tree, i = M = 2MT = 8. The 
second level consists of v'64 = 8 parallel PED2 blocks, which compute 8 PEDs for 
each of the 8 PEDs generated by PED1; thus, generating 64 PEDs for the i = 7 level. 
Followed by this level, there are 8 parallel general PED computation blocks, PEDg , 
which compute the closest-node PED for all 8 outputs of each of the PED2s. The 
next levels will also use PEDg • At the end, the Min-.Finder unit detects the signal by 
finding the minimum of the 64 distances of the appropriate level. The block diagram 
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Figure 4.5 BER performance of the proposed detector with and without the novel 
ordering (M-RVD) described in section 4.1.2 assuming a 16-QAM modulation for both 
Mr = MR = 4 and Mr = MR = 3. The K-best implementation for K = 5 and K = 4 has 
similar computational complexity as that of the sort-free schemes for Mr = 4 and Mr = 3, 
respectively. 
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of this design is shown in Figure 4.6. 
Minimum detected 
Finder vector 
1=8 1=7 1=6 1=5 1=4 1=3 1=2 1=1 
Figure 4.6 The block diagram of the Flex-Sphere. Note that there are M parallel 
PEDs at each level. The inputs to the Min-F'inder is fed from the appropriate PED block, 
as described in section 4.3.2. 
4.3.2 Configurable Design 
In order to ensure the configurability of the Flex-Sphere, it needs to support differ-
ent Mr as well as different modulation orders for different users. The configurability 
of the detector is achieved through two input signals, Mr and qCi), which control the 
number of antennas and the modulation order, respectively. These two inputs can 
change based on the system parameters at any time during the detection procedure. 
Therefore, this configurability is a real-time operation. 
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Number of Antennas 
The MT determines the number of detection levels, and it is set through the MT 
input to the detector, which, in turn, would configure the Min-Finder appropriately. 
Therefore, the minimum finder can operate on the outputs of the corresponding level, 
and generate the minimum result. In other words, the mUltiplexers in each input of 
the Min-Finder block choose which one of the four streams of data should be fed into 
the Min-Finder. Therefore, the inputs to the Min-Finder would be coming from the 
i = 5,3 or 1, if MT is 2,3 or 4, respectively, see Figure 4.6. 
The MT input can change on-the-fly; thus, the design can shift from one mode 
to another mode based on the number of streams it is attempting to detect at any 
time. Moreover, as will be shown later, the configurability of the minimum finder 
guarantees that less latency is required for detecting smaller number of streams. 
Modulation Order 
In order to support different modulation orders per data stream, Flex-Sphere uses 
another input control signal q(i) to determine the maximum real value of the modu-
lation order of the i-th level. Thus, q(i) E {I, 3, 7}. Moreover, since the modulation 
order of each level is changing, a simple comparison-thresholding can not be used to 
find the closest candidate for Schnorr-Euchner [25] ordering. Therefore, the following 
conversion is used to find the closest SE candidate: 
_ b+1 
s = g(2[-] -1) 
2 
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(4.11) 
where [.] represents rounding to the nearest integer, b = (1/ ~i) . bi+l of Eq. (4.6), 
and g(.) is 
_q(i) , x < _q(i). 
- , 
g(x) = x, _q(i) ~ x ~ q(i); (4.12) 
q(i) , x 2: q(i). 
All of these functions can be readily implemented using the available building 
blocks of the Xilinx System Generator, see Figure 4.7. Note that the multiplica-
tions/divisions are simple one-bit shifts. 
For the first two levels, which correspond to the in-phase and quadrature compo-
nents of the last antenna, the PED of the out-of-range candidates are simply over-
written with the maximum value; thus, they will be automatically discarded during 
the minimum-finding procedure. 
4.3.3 Modified Real Valued Decomposition 
Using the real-valued decomposition, the two extra adders that are required per 
each complex multiplication can be avoided, thus, avoiding the unnecessary FPGA 
slices on the addition operations. Moreover, while using the complex-valued oper-
ations require the SE ordering of [8], which would be a demanding task given the 
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I b+11 I (b+1)121 ~ 12. [(b+1)/2] 112 . [(b+1)/2] -11 I 9{2. [(b+1)/2] - 1) I 
Figure 4.7 The pipelined System Generator block diagram for Eq. (4.11) in the PEDg 
to support different modulation orders. 
configurable nature of the detector; with the real-valued decomposition, the SE or-
dering can be implemented more efficiently and simply for the proposed configurable 
architecture as described earlier. Also, note that even though some of the multiplica-
tions can be replaced with shift-adds in an area-optimized ASIC design, as discussed 
in section 4.2; for an FPGA implementation, the appropriate design choice is to use 
the available embedded multipliers, commonly known as XtremeDSP and DSP48E in 
Virtex-4 and Virtex-5 devices. 
It is noteworthy that if the conventional real-valued decomposition of (4.2) were 
employed, then, the results for a 2 x 2 system would have been ready only after going 
through all the in-phase tree levels and the first two quadrature levels. However, with 
70 
the modified real-valued decomposition (M-RVD), every antennas is isolated from 
other antennas in two consecutive levels of the tree. Therefore, there is no need to 
go through the latency of the unnecessary levels. Thus, using the M-RVD technique 
offers a latency reduction compared to the conventional real-valued decomposition. 
4.3.4 Timing Analysis 
Each of the PEDg blocks are responsible for expanding 8 nodes; thus, the folding 
factor of the design is F = 8. In order to ensure a high maximum clock frequency, 
several pipelining levels are introduced inside each of the PED computation blocks. 
The latency of the PED1 , PED2 and PEDg blocks are 7, 17 and 22, respectively. Note 
that the larger latency of the PEDg blocks is due to more multiplications required to 
compute the PEDs of the later levels. The Min~inder block has a latency of 8. 
As mentioned earlier, different values of MT require different numbers oftree levels, 
which incur different latencies. The latencies of the. three different configurations of 
MT are presented in Table 4.2. In computing the latencies, an initial 8 cycles are 
required to fill up the pipeline path. 
4.3.5 Implementation Results on WARP 
The Wireless Open-access Research Platform (WARP) [4], which is a scalable and 
extensible programmable wireless platform, is a suitable platform for prototyping the 
detection algorithms. Each board can support up to four antennas, and if the boards 
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Table 4.2 Latency for different values of MT. 
MT I Latency 
MT=2 8 + PED1 + PED2 + 2 . PEDg + Min..Finder = 84 
MT=3 8 + PED1 + PED2 + 4 . PEDg + Min..Finder = 128 
MT=4 8 + PED1 + PED2 + 6 . PEDg + Min_Finder = 172 
are stacked together to form a bigger node, they can support even more antennas. 
Several architectur&friendly wireless algorithms for handsets have been implemented 
and verified on this testbed, see Figure 4.8. The new version of this board is based 
on Virtex-4 FPGA, and Table 4.3 presents the System Generator implementation 
results of the Flex-Sphere on a Xilinx Virtex-4 FPGA, xc4vfxlOO-lOff1517 [6) for 16-
bit precision. The maximum number of detectable streams is set to MT = 3. The 
maximum achievable clock frequency is 250 MHz. Since the design folding factor is 
set to F = 8, the maximum achievable data rate, i.e. MT = 3 and Wi = 64, is 
MT·logw 
D = F . fmax = 562.5 [Mbps). (4.13) 
4.3.6 Implementation Results for MT = 4 
Table 4.4 presents the System Generator implementation results of the Flex-
Sphere on a Xilinx Virtex-5 FPGA, xc5vsx95t-3ff1136 [6) for 16-bit precision and 
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Table 4.3 FPGA resource utilization summary of the proposed Flex-Sphere for the 
Xilinx Virtex-4, xc4vfxlOO-1Off1517 device , 
No. of Antennas 2,3 
Modulation Order {4, 16, 64}-QAM 
Max. Data Rate 562.5 Mbps 
Number of Slices 18,825/42,176 ( 44%) 
Number of Slice FFs 23,961/84,352 ( 28%) 
Number of L UTs 30,297/84,352 ( 35%) 
Number of DSP48E 129/160 ( 80%) 
Max. Freq. 250 MHz 
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Figure 4.8 A WARP board with four daughtercard slots, and the boards used in a 
cooperative setup on the left. 
MT = 4. The maximum achievable clock frequency is 285.71 MHz. Since the design 
folding factor is set to F = 8, the maximum achievable data rate, i.e. MT = 4 and 
W i = 64, is 
MT ·logw 
D = F . fmax = 857.1 [Mbps]. (4.14) 
This table also presents the implementation results of a previously reported 64-
QAM, 4x4 system [68]. While the proposed Flex-Sphere is implemented on a different 
FPGA device, due to its relatively larger size, it can support different numbers of 
antennas and modulation orders, and achieves the high data rate requirements of 
various wireless standards. 
Table 4.5 summarizes the data rates for all of the different scenarios of the MT = 4, 
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Virtex-5, implementation. 
Table 4.4 Comparison of the system support and FPGA resource utilization of the 
proposed Flex-Sphere vs optimized FSD-B [68] 
Design Flex-Sphere Optimized FSD-B [68] 
Device XC5VSX95 XC2VP70 
No. of Antennas 2, 3, 4 4 
Modulation Order {4, 16, 64}-QAM 64-QAM 
Max. Data Rate 857.1 Mbps 450 Mbps 
BER = 10-4 @ SNR = = 25 dB = 25 dB 
N umber of Slices 11,604/14,720 (78 %) 24,815/33,088 (74 %) 
Number of Registers/FFs 27,115/58,880 (46 %) 39,800/66,176 (60 %) 
Number of Slice LUTs 33,427/58,880 (56 %) 31,759/66,176 (47 %) 
Number of DSP48E/Multipliers 321/640 (50 %) 252/328 (88 %) 
N umber of block RAMs 0(0 %) 88/328 (26 %) 
Max. Freq. 285.71 MHz 150 MHz 
4.4 Simulation Results 
In this section, we present the simulation results for the Flex-Sphere, and compare 
the performance of the FPGA fixed-point implementation with that of the optimum 
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Table 4.5 Data rate for different configurations of the 4 x 4, Table 4.4, implementation. 
4-QAM 16-QAM 64-QAM 
MT=2 142.7 Mbps 285.7 Mbps 428.4 Mbps 
MT=3 214.1 Mbps 428.4 Mbps 642.7 Mbps 
MT=4 285.7 Mbps 571.4 Mbps 857.1 Mbps 
floating-point maximum-likelihood (ML) results. Prior to the M-RVD, introduced in 
section 4.1, we employ the channel ordering of [67] to further close the gap to ML. 
Also, we make the assumption that all the streams are using the same modulation 
scheme. We assume a Rayleigh fading channel model, i.e. complex-valued channel 
matrices with the real and imaginary parts of each element drawn from the normal 
distribution. 
In order to ensure that all the antennas in the receiver have similar average re-
ceived SNR, and none of the user's messages are suppressed with other messages, a 
power control scheme is employed. Figure 4.9 shows the simulation results for the 
maximal 4 x 4 configuration. As can be seen, the proposed hardware architecture 
implementation performs within, at most, 1 dB of the optimum maximum-likelihood 
detection. Moreover, the flexibility provided by Flex-Sphere allows performing coop-
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Figure 4.9 BER plots comparing the performance of the floating-point maximum like-
lihood (ML) with the the FPGA implementation. Note that the channel pre-processing of 
[67] is employed to improve the performance. 
erative partial detection in relay networks. 
Chapter 5 
Cooperative Partial Detection Using MIMO 
Relays 
Throughout this chapter, we use the same assumptions of three node networks, 
as outlined in the earlier chapters. In the first time slot, the source broadcasts its 
message to both the relay and the destination; and in the second time slot, the relay, 
using a ej ::; Mr subset of its antennas, transmits its message to the destination 
while the source is silent. The expansion jactor, ej, corresponds to the number of 
utilized antennas in the relay during the second time slot. The choice of ej and its 
impact on the performance and complexity will be discussed in detail in the next 
sections. The transmitted vector from the source is of length Ms and the source uses 
a spatial multiplexing scheme to transmit different streams, i.e. modulation symbols, 
on different antennas. 
5.1 Conventional Full Detect-and-Forward with MIMO Re-
lays 
In this section, we present the symbol-level detector in the relay and destination 
[62,61]. In the full detect-and-forward (FDF), the source transmits Xs in the first time 
slot, and the relay and destination receive their copies of the transmitted vector, Yr 
and y~l). Then, the relay performs full sphere detection, as described in the previous 
section, on its received vector, Yr, to find :is, where :is is equal of Xs in an error-free 
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Figure 5.1 A relay network with three nodes: source, relay and destination. The 
respective channel matrices are denoted by H sr , H rd and Hsd. 
detection: 
Xs = argminllYr - HsrbW. 
bEom 
The norm in (5.1) can be re-written as [34] 
1 Ms 
- II QHYr - Rb 112= L Iyi' - L ~,jbjI2 
i=Ms j=i 
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(5.1) 
(5.2) 
where Hsr = QR, QQH = I and y' = QHyr . Throughout this chapter, we will 
use the superscript H to denote the matrix Hermitian transpose. This minimization 
process can be performed in a depth-first tree search [34]. 
Finally, the relay transmits the x,. = Xs in the second time slot to the destination, 
using the same modulation order. The received vector at the destination from the 
relay is denoted by y~2). The destination can now combine the received copies from 
the source and relay and perform a sphere detection on the newly formed combined 
vector. 
We will now derive the combination procedure. Given the two received copies in 
the destination, the Maximum-Likelihood detector is 
{ I (2) (1) - } argmaxP x Y d ,Y d ,Hrd, Hsd, Xs = Xs (5.3) 
xEVMs 
which, given the equal noise power in different links, is equivalent to 
(5.4) 
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After expanding each of the norms in (5.4) and regrouping the different terms, 
Eq. (5.4) can be rewritten as 
argmin(11 YFDF - HFDFX II~) (5.5) 
xEOMs 
where the equivalent channel matrix, H FDF , and the equivalent received vector, YFDF, 
are given by 
(5.6) 
H -1 (HH (1) HH (2») YFDF = FDF sdYd + rdYd . (5.7) 
It is worth noting that Eq. (5.6) and (5.7) are essentially similar to performing 
a MIMO Maximal-Ratio Combining (MRC), followed by whitening the colored noise 
[35]. The equivalent received vector and channel matrix can also be computed by 
concatenating the received signals and channel matrices: 
(5.8) 
[ (1)] YFDF = Yd . 
(2) 
Yd 
(5.9) 
While the concatenation process of Eq. (5.8)-(5.9) does not require the per-vector 
combining of Eq. (5.6)-(5.7), it increases the size of the effective channel matrix, and 
81 
thus, requires more resources for the QR decomposition. However, since the QR 
decomposition needs to happen at the channel updating rate, as opposed to symbol 
vector rate, it generally leads to a less complex procedure. 
The soft values can then be computed according to [21]: 
(5.10) 
where C is the list of possible vectors, u 2 is the noise variance, Uk,+! is the set of 
2mlogw-l bits of vector u with Uk = +1, while Uk,-l is similarly defined. Note that 
the performance of such a detector and decoder pair will be further improved if the 
detector and decoder, iteratively, pass the LLR information between each other [21]. 
However, since the focus of this chapter is on the cooperative aspect of the detection 
process, and in order not to complicate the parameters, we choose a no-iteration case. 
Figure 5.2 summarizes the steps of the full detect-and-forward. 
5.2 Reducing Complexity Using Cooperative Partial Detec-
tion with MIMO Relays 
In this section, we propose cooperative partial detection (CPD) as a low-complexity 
strategy for relays with limited resources. Cooperative partial detection (CPD) is 
based on partial sphere detection in the relay to facilitate the cooperative detection 
strategy. 
Time slot 1 relay detects: 
ll.Xr = [Xl, ... , XMs 
/~ 
M -(6 
source transmits 
with power /-LFDFP: 
Xs = [Xl, ""XM.] 
Time slot 2 0 relay transmits 
. . . with power (1 - Ji-FDF )P: 
R " l, ... ,XM.1 
CD 6] 
destination: 
compute HFDF and YFDF 
compute LLR 
perform channel decoding 
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Figure 5.2 Full Detect-and-Forward (FDF) through MIMO relay node. In the first time 
slot, the relay receives a copy of the source multi-stream data, and detects it, and forwards 
the detected data. In the second time slot, the receiver combines the multiple copies as 
described earlier to compute the LLR values. We denote the power splitting ratio by !-lFDF. 
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5.2.1 Partial Sphere Detection in the Relay 
In order to reduce the relay overhead, we propose partial sphere detection (P-SD), 
where the relay visits only a subset of the tree levels, as opposed to all the levels. Our 
proposed partial sphere detection (P-SD) requires similar pre-processing operations 
as that of the conventional sphere detector: the QR decomposition triangularizes the 
channel matrix, and the tree traversal starts from the top level, i = Ms, where Ms is 
the number of transmit antennas. Unlike the conventional sphere detection method, 
the tree traversal of the partial sphere detection method terminates in one of the 
middle levels, and the corresponding minimum distance at that level is considered 
as the partial detected symbol vector. We call the number of visited antennas the 
expansion factor, ef, and use ef antennas of the relay to transmit those messages. 
Figure 5.3 shows this process for an example case with 16-QAM modulation, and 
expansion factor of 2. 
In other words, instead of transmitting Xr = xs , as in FDF, the relay now trans-
mits only ef symbols, Xr = [5\, ... ,xe/V, where the superscript T denotes the vector 
transpose operation. 
In order to understand the computational savings of the P-SD, we should note that 
the complexity of sphere detection, in terms of computation count, can be modeled 
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as: 
1 
CSD = L CiE{Di}, (5.11) 
i=Ms 
where Ci corresponds to the computation count for one node in level i, and E{ Di } 
is the average number of visited nodes in level i. Based on Eq. (5.2), it is clear that 
Ci is larger for the nodes closer to the bottom of the tree, i.e. Ci +1 < Ci. Therefore, 
P-SD reduces the total complexity in the relay by not only reducing the total number 
of visited nodes, but also by limiting the search to the nodes located at the top of the 
tree with less computation per node. 
Figure 5.3 The tree structure for a partial sphere detector with the expansion factor 
of two, ef = 2. Each node has 16 children for the example case of 16-QAM modulation. 
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5.2.2 Cooperative Partial Detection in the Destination 
In the symbol combining method, the destination combines the two received vec-
(1) (2) tor, Y d and Y d ,as shown below. 
We first break the original transmitted vector into two parts: 
(5.12) 
where 
Xef+l 
(5.13) 
Xef XMs 
and denote the relay's transmitted vector as 
(5.14) 
We also split the source-destination channel matrix into two parts according to 
(5.12): 
(5.15) 
Similar to Eq. (5.4), assuming perfect detection in the relay, i.e. Xl = XI, the sym-
bollevel maximum-likelihood solution can be written as the following minimization 
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problem: 
argmin(1I y~2) _ HrdXl II~ + II y~l) - H1Xl - H2X2 II~). (5.16) 
xEOMs 
Starting from Eq. (5.16), we can expand the norms, and keep the terms that 
depend on x: 
argminD(x) = (5.17) 
xEOM• 
argmin(1I y~2) - HrdXl II~ + II y~l) - H1Xl - H 2X 2 II~) = 
xEOM. 
(5.18) 
where g(.) contains those terms that do not depend on x and, hence, will not affect 
the solution, and A and B are given by: 
(5.19) 
xH(HHy(l) + HHy(2)) + xHHHy(l) 
- lId rd d 2 2 d . (5.20) 
Comparing Eq. (5.18) with 
II YCPD - HCPDx II~= 
shows that the original problem in (5.17) is equivalent to 
if we set 
argmin(11 YCPD - HCPDx II~) 
xEOMs 
_lId rd d 
[ 
HHy(l) + HH y (2) ] 
YCPD = H CPD . 
HHy(l) 
2 d 
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(5.22) 
(5.23) 
(5.24) 
Similar to Eq. (5.8)-(5.9), the equivalent channel matrix and received vector can 
also be computed by concatenating the received signals and channel matrices: 
[ (1)] YCPD = Yd 
(2) 
Yd 
(5.25) 
(5.26) 
After combining the effective YCPD and H CPD , they are passed to a sphere detector 
to compute the LLR values and then passed to the channel decoder. Figure 5.4 
summarizes these steps for cooperative partial detection. 
Time slot 1 relay detects: ll. X r = [xI, ... ,xef,-j 
/ l!2J 
0 - ...... [6 
source transmits 
with power JL~~~P: 
XS = [Xl, .. . , XMs] 
Time slot 2 relay transmits ll. wit~ p~wer (: - J-£~fJD)P: 
~ xr-[xl, .. . ,xef,-] 
M'cD 
destination: 
compute H CPD and YCPD 
compute LLR 
perform channel decoding 
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Figure 5.4 Cooperative Partial Detection (CPD) through MIMO relay node. In the 
first time slot, the relay receives a copy of the source multi-stream data, partially detects it, 
and forwards the detected data. In the second time slot, the receiver combines the multiple 
copies, as described earlier, to compute the LLR values. We denote the power splitting 
. b (ef) 
ratIO y J.LCPD. 
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5.3 Computational Complexity Comparison 
In this section, we derive and compare the complexity of the proposed techniques. 
The channel usually changes at a smaller rate than the received signal, and can be 
implemented with higher resource reuse in the hardware. Therefore, in computing the 
complexity, we mainly focus on the operations that happen in the symbol updating 
rate, as opposed to channel updating rate. 
The complexity of a sphere detection operation, first presented in Chapter 2 for 
the point to point case and now applied to the relay scenario, can be derived from 
Eq. (5.11), 
1 
GsD(Ms , W) = L GiE{Di}, (5.27) 
i=Ms 
where Gi is the number of operations per node in the i-th level. In order to compute 
Gi , we refer to the VLSI implementation of [8], and note that, for each node, one 
needs to compute the ~.jbj multiplications, where, except for the diagonal element, 
~.i' the rest of the multiplications are complex valued. The expansion procedure, 
Eq. (5.2), requires computing ~.jbj for j = i + 1, ... , Ms, which would require (Ms -
i) complex multiplications, and also computing ~.ibi for all the possible choices of 
bj EO. Even though there are w different b/s, there are only (~ - 1) different 
multiplications required for QAM modulations. For instance, for a 16-QAM system 
with {±3±3j, ±l±lj, ±3±lj, ±1±3j}, computing only (~.j x 3) would be sufficient 
for all the choices of modulation points. Finally, computing the II . II~ norm requires 
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a squarer or a multiplier, depending on the architecture and hardware availabilities. 
In order to compute the number of adders for each norm expansion in (5.2), we 
assume a depth-first based tree search. Note that this assumption will not change 
the overall trends that we will observe later; however, it makes it possible to compute 
the complexity and compare the different scenarios. Therefore, there are (Ms - i) 
complex valued adders required for 1/ - E~i+l Rt,jbj , and w more complex adders 
to add the newly computed Rt,ibi values. Once the w different magnitudes, 11/ -
E~i Rt,jbj I2 , are computed, they need to be added to the partial distance coming 
from the higher level, which requires w more addition procedures. Finally, unless 
the search is happening at the end of the tree, the norms need to be sorted, which 
assuming a simple sorter, requires w(w + 1)/2 compare-select operations. 
Therefore, keeping in mind that each complex multiplier corresponds to four real-
valued multipliers and two real-valued adders, and that every complex adder corre-
sponds to two real-valued adders, Ci is calculated by 
Ci(Ms,w) - 'Y((V; -1)+4(Ms-i)+1) 
+ O(2(Ms - i) + 2w + w) 
+ f3(w(w + 1)/2) . step(i - 1), (5.28) 
where step(i - 1) is used to ensure sorting is counted only when the search has not 
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reached the end of the tree, and is equal to: 
{ 
1, 
step(t) = 
0, 
t> 1· 
- , 
(5.29) 
otherwise. 
Moreover, we use (), f3 and 'Y to represent the hardware-oriented costs for one 
adder, one compare-select and one multiplication operation, respectively. Based on 
FPGA and ASIC estimates, we choose () = 1, f3 = 1 and 'Y = 10 throughout this 
chapter. 
We note that this is only one method of implementing this architecture, and 
depending on the architecture and timing requirements, other architectures could be 
used, which may lead to slightly different implementations and computation counts. 
However, these differences will not produce significant impact on our comparisons 
since our goal is to compare different cooperative schemes, assuming that all of them 
use the same MIMO detector structures. 
Therefore, the computational complexity in the relay for the CPD is given by: 
Crelay(Ms, ej, w) = CSD(ej, w). (5.30) 
In order to compute the complexity in the destination, we extend the definition 
in (5.27) to soft sphere detectors that compute the LLR values for a list of size l.el· 
The CSSD is essentially similar to Eq. (5.27), except that E{Di } is now dependent 
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on the target list size: 
1 
CssD(Ms, w, 1£1) - CAPp(Ms, w, 1£1) + L CiE{Dill£l} (5.31) 
i=Ms 
where CAPp(Ms,w, 1£1) is the number of operations required to compute the soft 
values (5.10). 
Note that for similar M s , wand list size 1£1, Eq. (5.10) remains the same. There-
fore, for the sake of simplicity, we have not considered it in evaluating the CSSD . 
Moreover, we use the concatenating methods of Eq. (5.8)-(5.9) and Eq. (5.25)-(5.26) 
in computing the destination complexity. 
The total computational complexity in the destination for FDF and CPD are 
given, respectively, by: 
C(FDF)(M ) dest s, W - CssD(Ms , w, 1£1), (5.32) 
(CPD) ( ) Cdest Ms , ej, w CssD(Ms, w, 1£1), 
where we ignore the slight computational difference in combining the received signals. 
The simulation results for the complexity is shown in the next section. 
5.4 Simulation Results 
In this section, we compare the BER performance of the proposed detectors. We 
assume a three node relay network topology with the relay located between the source 
and destination, on the same line, and thus dsd = dsr + drd = 1. We further assume 
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that the path loss exponent is fixed to a = 3. We fix the location of the relay, and then 
optimize the performance of the full detect-and-forward network by varying the power 
splitting ratio /-l, as defined in Eq. (1.9), from the discrete set of {O.l, 0.2, ... , 0.9}, and 
call it /-lFDF' The power splitting ratio, /-lFDF, is the ratio of source transmit power 
to the total transmit power. In order to ensure that the savings in the relay are not 
limited to baseband processing saving, we also scale the transmit power of the relay 
by the ratio of the antennas being used. The power splitting ratio for the CPD case, 
/-l~f}D' is, therefore defined as: 
(5.33) 
which implies that the relay transmit power in the CPD scenario is scaled down by a 
factor of (ef IMs ) compared to the FDF case, and the source uses a higher transmit 
power in return. This choice of transmit power allocation to relay and source better 
models the real-world per-antenna power constraint, and guarantees that by picking 
the partial detection strategy, the relay not only saves in the baseband computational 
processing, but also in the transmit power. For the sake of completeness, we also 
present the BER performance for a complete decode and forward scenario, where 
the relay fully detects and decodes the source signal, and then, re-encodes the signal 
and transmits that to the destination. The destination performs a process similar to 
the full detect-and-forward (FDF) case. Obviously, for the full decode-and-forward 
scenario, the complexity of the processing in the relay will be much higher than the 
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full detect-and-forward (FDF) case due to the full soft sphere detection and decoding 
process in the relay. 
For this section's simulations, a rate 1/2 Turbo code is used in the source with 
an interleaver of size 1355, and feedback polynomial (1 + D + D2) and feedforward 
polynomial (1+D2 ). Rayleigh fading channel coefficients, as described in the previous 
sections of the chapter, are used. 
Figure 5.5 shows the BER performance for a MIMO relay system with 4 antennas 
and a 16-QAM modulation. The relay is located at dsr = 0.2 and the results are 
presented for different ef values. As ef increases, the performance gets closer to 
the Full Detect-and-Forward scenario. Therefore, the relay can adjust its level of 
complexity based on the available computational resources. The list size 1£1 is set 
to 100 in the destination for both the full detect-and-forward and full decode-and-
forward. Note that since the relay is located relatively close to the source, it enjoys a 
very high SNR source-relay link, and therefore, performing the decoding procedure in 
the relay does not improve the performance significantly compared to just detecting. 
Monte Carlo simulations are used to generate E{Di } and E{Dill£I}, and in com-
bination with Eq. (5.28)-(5.33) compute the overall complexity for different total 
transmit power P values. Figures 5.6 and 5.7 show these results for a 4-antenna 
system with 16-QAM modulation in both the relay and the destination, assuming a 
list size 1£1 = 100 in the destination. The relay requires less computational overhead 
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if it chooses to perform partial sphere detection with 1,2 or 3 streams of data. Both 
the FDF and CPD methods require a full sphere detection besides combinations of 
Eq. (5.8)-(5.9) and Eq. (5.25)-(5.26) at the destination. For very high SNRs, the aver-
age number of visited nodes per level equals one for the direct link scenario. Therefore, 
while the CPD and FDF methods need to perform different forms of cancellation and 
combining operations, the direct link scenario only performs sphere detection with, 
on average, one node per level. 
Figures 5.8 and 5.9 show similar BER results for 3 x 3 and 4 x 4 systems with the 
relay located at dsr = 0.4. The list size I.CI is set to 60 in the destination for both the 
full detect-and-forward (FDF) and full decode-and-forward for the 3 x 3 case, and 
1£1 = 100 for the 4 x 4 case. Note that the gap between the full decode-and-forward 
and FDF is wider in dsr = 0.4 cases compared to dsr = 0.2 of Figure 5.5. This 
effect is due to the stronger channel between source and relay in the first case, i.e., 
dsr = 0.2. In other words, since the source-relay channel is relatively stronger, the 
channel decoding in the relay does not improve the overall error performance, which is 
now dominated by other factors, such as the source-destination and relay-destination 
links. 
In order to better understand the complexity-performance tradeoff, we present the 
minimum total transmit power P required to achieve a target BER. This is shown 
in Figure 5.10, where the required power is plotted versus the expansion factor, ef. 
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Figure 5.5 BER comparison for a system with Ms = Md = 4 and 16-QAM. The relay 
is located at dsr = 0.2. The power splitting ratios of the full detect-and-forward and full 
decode-and-forward is set to J-LFDF = 0.6. The J-L~f)D for ef = 3,2 and 1 is set to 0.7,0.8 
and 0.9, respectively. 
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Figure 5.6 Comparison between the complexity of detection in relay for Full-Detect-
and-Forward (FDF) and Cooperative Partial Detection (CPD) with expansion factors of 2 
and 3. The relay is located at dsr = 0.2. The power splitting ratios of the full detect-and-
forward and full decode-and-forward is set to J-LFDF = 0.6. The J-L~f}D for ef = 3,2 and 1 
is set to 0.7,0.8 and 0.9, respectively. 
+-" 
C 
::J 
o () 
c 
o 
""§ 
+-" 
::J 
0. 
E 
o () 
98 
104 Computation in Destination (4x4, 16-QAM) 11Ix-------.-------.------~--~===c======~ 
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Figure 5.7 Comparison between the complexity of detection in the destination for 
Full-Detect-and-Forward (FDF) and Cooperative Partial Detection (CPD), with expansion 
factors of 1,2 and 3. 
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Detecting more streams in the relay, i.e., higher ef, improved the overall performance; 
therefore, higher ef translates into lower required power. Similar to the earlier simu-
lation results, for each relay location, the power splitting ratio, /-LFDF, that achieves 
a better performance for the full detect-and-forward is picked from the limited set 
of {D.1, D.2, ... , D.9}. Then, the corresponding /-L~f}D for the partial detection schemes 
are chosen according to Eq. (5.33). Furthermore, the complexity is represented with 
the expansion factor ef. 
5.4.1 Complexity Sensitivity 
In the previous section, in computing the overall complexity, we assumed that the 
multiplier costs ten times more than the adder-subtractor modules. This assumption 
is based on typical ASIC results. However, changing these relative costs has minimal 
impact on the overall complexity behavior when we compare the complexity for differ-
ent expansion factors, ef. In particular, as shown in Figures 5.11 and 5.12, changing 
the ratio of the multiplier to adder cost does not change the complexity trend for 
different ef values. 
In order to better understand the relative changes in the computational complex-
ity, Figure 5.13 shows a similar comparison, when the complexity of the ef = 1 case, 
i.e., the base case, is normalized to one. As the ratio of mulj add cost increases, 
the relative cost improvement due to using lower ef values increases. However, the 
complexity of ef = 4 case remains between 4.2 and 5.2 times the base case. 
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Figure 5.8 BER comparison for a system with Ms = Md = 3 and 16-QAM. The relay 
is located at dsr = 0.4. The power splitting ratios of the full detect-and-forward and full 
decode-and-forward is set to /-LFDF = 0.6. The /-L~PD for ef = 2 and 1 is set to 0.73 and 
0.86, respectively. 
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Figure 5.9 BER comparison for a system with Ms = Md = 4 and 16-QAM. The 
relay is located at dsr = 0.4. The power splitting ratios of the full detect-and-forward and 
full decode-and-forward is set to J.LFDF = 0.65. The J.L~{)D for ef = 3,2 and 1 is set to 
0.7375, 0.825 and 0.9125, respectively. 
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Figure 5.10 Performance-complexity tradeoff for a 4 x 4, 16-QAM system with relay 
located at dsr = 0.1,0.2,0.3,0.4, and 0.5. The vertical axis corresponds to the required total 
transmit power to achieve a BER of 10-4 , and the horizontal axis represents the expansion 
factor ef. The last set of bars, i.e., ef = 4, corresponds to the full-detect-and-forward, and 
the dashed line corresponds to the no relay scenario. 
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Figure 5.11 Complexity comparison for different ratios of the multiplier to adder cost. 
The vertical axes correspond to the computational complexity and the horizontal axes 
correspond to the total transmit power. Changing the ratio does not change the complexity 
trend for different ef values. 
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Mult/Adder Cost 
Figure 5.12 The computational complexity for different relative multiplier/adder costs 
for expansion factors of ef = 1,2,3, and 4. The numbers correspond to the complexity 
when a total transmit power of P = 12 dB is used. 
105 
Normalized Computation Count 
o 
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Figure 5.13 The computational complexity for different relative multiplier/adder costs, 
for expansion factors of ef = 1, 2,3, and 4, when the computational complexity of the base 
case, i.e. , ef = 1, is normalized to one. The numbers correspond to the complexity when a 
total transmit power of P = 12 dB is used. 
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5.4.2 Equal Rate Comparison 
In this section, we present the BER performance comparison for the cases where 
the CPD and Direct Link scenarios use equal total transmission rate. For such cases, 
we assume similar modulation order for all the cases, but a coding rate of 1/4 for the 
direct link and a coding rate of 1/2 for the cooperation case. Therefore, the total 
spectral efficiency will be equal in all cases. Moreover, we assume that the transmit 
power from source remains the same in all cases, and the relay total transmit power 
is equal to i/:;:Ps , where Ps is the total source transmit power. Note that with this 
power splitting assumption, the total transmit power over the two time slots is still 
less than or equal to the total transmit power in the no-relay case; therefore, this 
power increase still does not adversely affect the overall users' transmit power in the 
cell. Figures 5.14 and 5.15 shows this performance comparison when the relay is 
located at dsr = 0.4 and dsr = 0.5. 
Note that the BER performance for both amplify-and-forward (AF) as well as 
the zero-forcing (ZF) in the relay are also presented for the sake of comparison. In 
the case of AF, the relay does not detect, and only amplifies the received signal and 
forwards that to the destination. Therefore, the destination needs to know all the 
channels, including the source-relay, H sr • Therefore, while the AF slightly improves 
the performance, it comes at a large price of transmitting source-relay channel state 
information alongside the data from relay to destination. In the ZF scenario, the 
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relay performs full detection using zero-forcing and forwards all the symbols to the 
destination using full transmit power of Ps . Note that with the exception of ef = 1, 
ZF performs worse than CPD even though it uses larger transmit power. 
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Figure 5.14 BER performance comparison with equal transmission rate for dsr = 0.4. 
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Figure 5.15 BER performance comparison with equal transmission rate for dsr = 0.5. 
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5.5 Cooperative Partial Detection with K-best Detection 
So far, we have used depth-first sphere detection to perform MIMO detection in 
the relay. The other very common MIMO detection, which is based on the breadth-
first detection, is K-best MIMO detection. We first consider an uncoded K-best 
detection; then, we extend it to a system with channel coding. 
5.5.1 Uncoded Detection 
We will assume two transmission time slots: during the first time slot, the source 
transmits its vector message, Xs in Equations (1.1) and (1.2), to the relay and desti-
nation. The relay receives Yr of Eq. (1.1), and partially detects the message through 
the process described in section 5.2.1, i.e., it detects an ef-Iength subset of the ele-
ments of the transmit vector. In the second time slot, the relay forwards its detected 
vector of the first time slot, Xr, to the destination. The detection procedure in the 
destination is comprised of four steps, as shown in Figure 5.16: 
1. The destination, using the copy that it received from the relay in the second 
time slot, y~2), detects the Xr vector, and calls this detected vector X~2). 
2. The X~2) vector is cancelled from y~l): 
(tmp) (1) H(l:ef) (2) 
Y d = Y d - sd X d · (5.34) 
3. Using y~tmp), the remaining streams, i.e., those not detected in the relay and 
thus not forwarded to the destination, are detected and called X~l). 
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4. The two vectors, x~1) and X~2) are concatenated to form the final detected 
vector, 
x = [X(2) X(I)J d d' d . (5.35) 
Note that the detection in the first and third steps, in the destination, are per-
formed using the typical K-best detector; whereas, the relay performs the partial 
K-best method of section 5.2.1. Therefore, there are three major detection param-
eters which may be lumped together in the k CPD = (Kr, K dn K ds ) triple, where Kr 
is the K value for the partial K-best detection in the relay, and (Kdn K ds ) are the 
K values for the K-best detection in the destination. K dr is the K value for the 
K-best detection of Xr in step 1, and Ksr is the K value used for the detection of the 
remaining streams in step 3. 
5.5.2 Coded Detection 
In order to extend the partial cooperative detection to coded systems, we employ 
the QRD-M technique [108, 109J in the destination to compute the soft information 
required in the decoder. Therefore, while the relay performs the regular partial detec-
tion described in section 5.5.1, the destination performs a QRD-M detection in both 
of its internal detection steps. Therefore, the modified detection procedure, from 
section 5.5.1, in the destination is: 
1. The destination, using the copy that it received from the relay in the second 
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destination det ects: 
1. x~2) = [xl , ... ,xef ,-] 
source transmits: 
Xs = [Xl, ... ' XM.l 
2. interference cancellation of x~2) 
3. x~l ) = [- , Xef+l' ... , XM.] 
4. Xd = concat(x~2), x~1 )) 
Figure 5.16 Cooperative partial detection through MIMO relay node in the K-best 
detection case. In the first time slot, the relay receives a copy of the source multi-stream 
data, partially detects it, and forwards the detected data. In the second time slot, the 
receiver first detects the copy received from the relay, then performs interference cancellation 
of the detected vector from the copy of the first time slot, and detects the remaining streams. 
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time slot, y~2), detects the Xr vector, and calls this detected vector, X~2). Moreover, 
using the list of the surviving candidates of the last level of the tree, [,(2), compute 
the corresponding LLR values L~). 
2. The X~2) vector is cancelled from y~I): 
(5.36) 
3. Using y~tmp), the remaining streams, i.e., those not detected in the relay and 
thus not forwarded to the destination, are detected and called X~I). Then, using 
the list of the surviving candidates of the last level of the tree, [,(1), compute the 
corresponding LLR values L £) . 
4. Based on the power reordering of the streams that have been performed in 
the relay, the two vectors, X~I) and X~2), are concatenated to form the final detected 
vector, 
Xd [ (2) (1)] 
- xd ,xd (5.37) 
(5.38) 
5.5.3 Complexity Analysis 
In order to compare the complexity, we count the number of computations in 
the relay and destination. As discussed in [63, 64]' the number of additions and 
compare-select operations to perform K-best is given by: 
Cadd = 2w' + 2w + 2Kw'(2m - 2) + K(m(2m -1) -1), 
Ccompare-select = !K(Kw') (2m - 3) + !K(W) + h(Kw'), 
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(5.39) 
(5.40) 
where w' = "jW, and m is the number of transmit antennas, i.e., the transmit vector 
length. Also, we define !K(l) = K x (l - K) where !K(l) is the number of compare-
select operations required for finding the best K candidates in a list of size l if bubble 
sort is used. It was shown in [79] that bubble sort is a suitable VLSI implementation 
choice for a wide range of K-best detectors as long as K is larger than w'. Note that 
(5.39) and (5.40) do not account for the ordering and QR decomposition, as those 
operations take place at a much slower rate compared to the core K-best detector 
unit. Also, the multiplications are replaced with shift-add operations as one term of 
the products are scaled integers of the modulation set. 
Knowing the number of computations for addition and compare-select operations 
from Eq. (5.39) and (5.40), we can write the overall number of computations for one 
K-best detection as a function of m, K, w: 
CK-best(m, w, K) = () . Cadd + f3 . Ccompare-select, (5.41) 
where we use () and f3 to represent the hardware-oriented costs for one real-valued 
adder and one real-valued compare-select operation, respectively. 
Having derived the overall computation cost of the generic K-best detector of 
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Eq. (5.1), we can compute the computation cost of the cooperative detection scheme 
of section 5.5. Therefore, given the parameters of the cooperative system, the numbers 
of operations required to perform the proposed cooperative partial detection in the 
relay and destination, are 
CgpD(Ms, w, kCPD) - CK-best(el, Kr, w), 
cgPD (Ms, w, kCPD) - CK-best(el, Kdr , w) 
+ CK-best(Ms - el, Kds , w) 
+ CLLR(Ms, K~, w) 
+ CLLR(Ms - el, K~, w), (5.42) 
where cgPD is the computation cost of the detection in the relay, i.e., a partial K-
best detection with K r. The CfjPD represents the computation cost in the destination, 
which comprises two consecutive K-best detection stages, each followed by an LLR 
calculation block, based on Eq. (5.10). 
The LLR value computation count is given by 
where we use 'Y and f3 to represent the hardware-oriented costs for one real-valued 
multiplier and one real-valued compare-select operation, respectively. 
Furthermore, for full detect-and-forward (FDF) , which is based on full symbol-
level detection of all the antenna streams in the relay and a symbol-level maximal 
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ratio combining in the destination followed by a K-best detection, the computation 
costs in the relay and destination are given by 
C:DF(Ms, w, kFDF) - CK-best(Ms, K;, w), 
CflDF(Ms, w, k FDF ) - CK-best(Ms, K~, w) 
+ CMRC(Ms) 
+ CLLR(Ms, K~, w), (5.43) 
where the first terms on the right hand side (RHS) of both equations correspond to the 
detection in the relay and destination respectively. The K-values for the full K-best 
detection steps in the relay and the destination are denoted by kFDF = (K;, K~). The 
CMRC and CLLR values represent the computational cost of computing the maximal-
ratio combining (MRC) and LLR values. The CMRC, which consists of two complex-
valued matrix-by-vector multiplications and one complex-valued matrix addition, is 
given by 
where () and 'Y represent the hardware-oriented costs for one real-valued adder and 
one real-valued multiplication operation, respectively. 
The complexity of the relay, cgPD ' using the proposed CPD, for different values 
of expansion factor and modulation orders, is shown in Figure 5.17. A 4-antenna 
system of source, relay and destination is assumed. Note that the final point, for 
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ef = 4, corresponds to the full detect-and-forward computation count, Cf}DP' From 
this figure, it is clear that performing a partial detection, as opposed to full detection, 
can save significant computational processing in the relay. 
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Figure 5.17 The relay complexity versus the expansion factor for Kr = 5 for Cooper-
ative Partial Detection using K-best algorithm. The adder, compare-select and multiplier 
costs are assumed to be () = f3 = 1 and I = 10. 
117 
5.5.4 Simulation Results 
In this section, we present the simulation results for the proposed cooperative 
partial detection scheme. We show the BER performance improvement for different 
scenarios. Throughout this section, we set the detection parameters, namely K values 
for the K-best and partial K-best detections, in such a way that the direct-link 
has similar computational complexity as the computation of the destination in the 
cooperation mode. In other words, using the results of section 5.5.3, we set K dl , 
kFDF = (K;, Kd) and the k CPD = (Kr' K dr , K ds ) triple such that 
CgpD(Ms,w,kcPD) = CJ?DF(Ms,w,kFDF) 
- CK-best(Ms, w, K dl ), (5.44) 
where Kdl is the K value for the K-best detection in the direct-link scenario. Eq. (5.44) 
guarantees a fair comparison between the non-cooperation case, the full detect-and-
forward case, and the proposed cooperative partial detection scheme. 
In terms of the network topology, we assume a three node relay network with 
the relay located between the source and destination, on the same line, and thus 
dsd = dsr + drd. We further assume that the path loss exponent is fixed to a = 3. The 
hardware-oriented complexity parameters for the real-valued adder, compare-select 
and multiplier are set to () = f3 = 1 and 'Y = 10. A rate R = 1/2 turbo code [2] 
with memory length of 2 and the generating polynomials of G1(D) = 1 +D+D2 and 
4x4, 16-QAM 
.----------------, ... . ... .. ... . . . ...... . . . 
" " ___ DL, Kdl = 10 
-e- CPD, J.1 = 0.8, ef=2 
~FDF,J.1=0.5 
11 
P [dB] 
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Figure 5.18 BER of 4 x 4, 16-QAM system with the relay located at dsr = 0.4 from the 
source, and for different power splitting ratios, fL = 0.5, ... ,0.8, between the source and the 
relay for the FDF case. Setting kCPD = (5,13,13), Kdl = 10 and kFDF = (5, 7) guarantees 
equal computational complexity for all the three scenarios in the destination. For the 
cooperative partial MIMO detection, the expansion factor is set to ef = 2; therefore, the 
relay detects and forwards 2 of the streams to the destination, and the destination detects 
those two streams from the relay followed by the remaining two using the original vector it 
received from the source. 
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G2(D) = 1 + D2 is used. The maximum number of inner iterations inside the turbo 
decoder is set to 8, and the detector to decoder is a single phase iteration, i.e., no 
feedback from the decoder to the soft detector. The information message length for 
each frame is of size 9355 bits. 
Figure 5.18 shows the performance improvement due to using the proposed co-
operative partial detection scheme, where the relay node is located in the first half 
of the line connecting the source and the destination, dsr = 0.4. In order to guar-
antee the equal computation constraint of Eq. (5.44), we set k CPD = (5,13,13) for 
the cooperative partial MIMO detection and Kdl = 10 for the direct link. Two of 
the streams are detected in the relay, i.e., ef = 2. Furthermore, in order to provide 
another comparison point, the BER of full detect-and-forward of a relay in the same 
location with varying transmit power ratio, jj, is presented as well. Note that for 
the full detect-and-forward case, the K values in the relay and the destination are 
set to kFDF = (5,7) in order to guarantee that the full detect-and-forward scheme 
undertakes similar computation overhead in the destination. 
Note that the proposed cooperative partial detection scheme offers a 2.5 dB per-
formance improvement over the non-relay, i.e. direct link, scenario, with limited 
complexity overhead. As shown in the previous section, the relay would have re-
quired three times higher complexity to achieve this performance. Figure 5.19 shows 
a similar behavior for a 5 x 5 system, and a relay detecting only ef = 3 streams out 
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of the 5 streams. 
5.6 Destination to Relay Feedback 
We assume that the destination orders the columns of the channel matrix Hsd 
using the sorted QR ordering of [30], and calls P the ordering array, where the first 
element of the array, P(l), has the weakest effective SNR, and the last element of 
the array, P(Ms ), has the highest effective SNR. Then, it uses a feedback link to let 
the relay know of the index of the ef weakest antennas, P(l, ... , ef). The number of 
feedback bits is Ms , which is essentially a vector of as and 1s, where 1 means that 
the corresponding stream should be detected, and a means that the corresponding 
stream should not be detected. Note that since the channel changes at a slower rate 
compared to the transmitted data, this feedback link is a lower rate feedback link. 
We will also assume two transmission time slots for the actual data: during the 
first time slot, the source transmits its vector message, X s , to the relay and destination. 
The relay receives Y r, and partially detects the message through the process described 
in the previous sections, i.e., it detects an ef-Iength subset the elements of the transmit 
vector. However, the major difference is that the relay uses the antennas indexed in 
the P(l, ... , ef) array for the detection process. In other words, the detected antennas 
are the ones on the weakest effective SNR at the destination. 
In the second time slot, the relay forwards its detected vector of the first time 
slot, Xr, to the destination. The detection procedure in the destination is based on 
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Figure 5.19 BER of 5 x 5, 16-QAM system with the relay located at dsr = 0.4 from 
the source, and for different power splitting ratios, f..1, = 0.5, ... , 0.8, between the source and 
the relay for the FDF case. Setting kCPD = (5,13,13), Kdl = 10 and kFDF = (5 , 7) 
guarantees equal computational complexity for all three scenarios in the destination. For 
the cooperative partial MIMO detection, the expansion factor is set to ef = 3; therefore, the 
relay detects and forwards 3 of the streams to the destination, and the destination detects 
those three streams from the relay followed by the remaining two using the original vector 
it received from the source. 
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combining the received signals from the relay and source and performing a sphere 
detection on those. The simulation results for this feedback algorithm for an uncoded 
system is presented in Figures 5.20 and 5.21. 
5.7 Managing Complexity in the Relay 
We have, so far, demonstrated a variety of techniques to control the complexity 
in the relay. We are now going to formalize that, and provide insights that shows 
the steps the relay has to take. In essence, depending on the available resources in 
the relay as well as the target BER performance in the destination, the relay could 
choose how to cooperate with the source-destination link. In other words, the relay 
has a number of detection and transmission options. In the following paragraphs, we 
discuss the tradeoffs of every one of these strategies. Note that these comparisons are 
based on the results presented in the earlier sections of this chapter and chapter 4: 
Full MIMO Detection (FDF): Performing full close-to-ML MIMO detection, 
e.g., different variations of sphere detection, in the relay and then transmitting all 
the received signals improves the performance significantly. However, that comes at 
a price of high relay complexity as shown earlier. 
Cooperative Partial MIMO Detection (CPD): In this scenario, the relay 
only takes advantage of a subset of its antennas for transmission. In the trivial case 
of single-antenna relay, this leads to the relay using its only antenna for reception and 
transmission. However, in the more general case of multi-antenna relays, this would 
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Figure 5.20 BER of 16-QAM system with 4 antennas, and the relay located at dsr = 0.2. 
The expansion factor is set to e f = 2 and 3; therefore, the relay decodes either two or three 
of the signals, re-encodes that part, and sends that, along with the detected symbols of the 
remaining part. The power splitting ratios of the full detect-and-forward scheme is set to 
J-L = 0.7. The J-L for ef = 3 and 2 is set to 0.775 and 0.85, respectively. The destination 
combines the transmissions it had received from the source and relay, and performs a full 
decoding. Rayleigh fading channels are assumed. The proposed ordered partial detection 
schemes, denoted by circled pattern curves, improve the performance significantly compared 
to the conventional CPD, shown with square and triangle patterns. 
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Figure 5.21 BER of 16-QAM system with 4 antennas, and the relay located at dsr = 0.2. 
The expansion factor is set to e f = 2 and 3; therefore, the relay decodes either two or three 
of the signals, re-encodes that part, and sends that, along with the detected symbols of the 
remaining part. The difference between this set of results and those presented in Figure 5.20 
is that in the current figure, the power splitting ratios of the full detect-and-forward scheme 
as well as all the CPD cases, i.e., ef = 3 and 2, is set to J-L = 0.7. The destination combines 
the transmissions it had received from source and relay, and performs a full decoding. 
Rayleigh fading channels are assumed. The proposed ordered partial detection schemes, 
denoted by circled pattern curves, improve the performance significantly compared to the 
conventional CPD, shown with square and triangle pattern curves. 
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lead to the relay using only a limited number of its antennas for transmission. The 
advantage of this technique is that the relay not only saves in the baseband processing, 
it also saves transmission power by choosing not to use all of its antennas. Note that 
we are making the practical assumption that the power per antenna is limited. 
Linear Detection in the Relay: In this case, the relay chooses to perform a low-
complexity linear detection, such as MMSE or Zero-forcing. While this technique can 
save some of the baseband processing in the relay, it still requires full transmission 
power as the relay has already detected all the antennas and transmitting only a 
subset of the detected streams leads to significant performance loss in the destination. 
Therefore, while this technique saves baseband processing power, it still has to use all 
of its transmission power in order to avoid high performance loss. Linear detection, 
therefore, can only be useful in comparison to very low expansion factor efs of CPD. 
Amplify and Forward (AF): The AF technique can be fairly impractical in 
high modulation order and/or multi-antenna scenarios as it would require forwarding 
not only the amplified received signal, but also the channel matrix to the destination. 
While in the case of very low modulation orders or single-antenna scenarios, AF can 
be achieved without forwarding this information, in the more complex scenarios of 
multi-antenna systems, or even single-antenna and large modulation order systems 
(i.e. 16-QAM and higher), it fails to provide reasonable BER performance in the 
destination. Therefore, the performance improvement of the AF technique comes 
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at a rather large overhead of the source-relay channel matrix information In the 
destination. This overhead can lead to significant throughput loss. 
We, now, provide comparisons in Figure 5.22 to demonstrate how these different 
techniques can perform under different resource-constraints in the relay. 
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Figure 5.22 The complexity/performance tradeoff comparison that allows relay to 
choose what strategy to use for cooperation for relay distances, dsr , of 0.4 and 0.5. Note 
that Amplify and Forward (AF) comes at a very high price of SR channel state information 
at the destination. 
Chapter 6 
Hardware Verification Using the WARP Platform 
In this section, we describe the hardware platform to perform cooperative com-
munication tests. We used the Wireless Open-access Research Platform (WARP) [4] 
to perform the hardware experiments of the cooperative partial detection algorithm. 
WARP hardware consists of a standalone main board with a Virtex-2 Pro or Virtex 
4 FPGA, and four daughtercard slots. Each daughtercard slot can allow a custom 
radio board allowing for up to 4 antennas per board. Moreover, the FPGA boards 
can be stacked and connected through Multi-Giga Bit Transceivers (MGTs) allowing 
for even higher number of antennas per node. The daughtercard slots can be used 
for other applications, such as debugging boards, etc. A figure of the FPGA board 
along with the radio boards are shown in Figure 6.1. 
WARP allows for real-time over-the-air transmission and reception of RF signals, 
and currently a custom Physical and MAC layer is available at [4]. 
6.1 Experiment Setup 
WARPLab is a platform for rapid prototyping of the CPD physical layer algorithm 
over the air [62]. It takes advantage of the WARP hardware [19] and MATLAB at 
the same time. In WARPLab, WARP boards that correspond to the transmitter and 
receivers are connected to a PC through an Ethernet switch. Then, the raw I/Q 
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Figure 6.1 The next generation WARP board with four daughtercard slots. The board 
can support up to four radio daughtercards. 
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samples are generated in MATLAB and sent to the transmit WARP boards through 
Ethernet. The transmit boards will then modulate and transmit the raw samples 
to the 2.4 GHz frequency radio boards. The receive boards receive the RF signals, 
downconvert them to the baseband samples and send them back to MATLAB via 
Ethernet. Figure 6.2 shows the setup and connection to the channel emulator. 
6.1.1 Azimuth Channel Emulator 
Figure 6.2 shows our 2 x 2 three node cooperative system setup. The three WARP 
boards are connected to a PC through Ethernet. In order to emulate channel behavior, 
an Azimuth ACE 400 WB wireless channel emulator [1] is used. The emulator can 
support a range of channel models, including the TGn models as well as a subset of 
Winner channel models [5]. Moreover, custom channel models can be defined and 
emulated using the emulator's software interface. 
The emulator can support up to two 4-antenna boards, which allows for a max-
imum of 2 x 2 MIMO relay experiment. Therefore, for the 2 x 2 full MIMO relay 
setup, we use 2 inputs, 4 outputs and 8 paths as shown in Figure 6.3. For the first 
time slot, we designate one node as the source, one node as the relay, and one node 
as the destination. In the second time slot, we designate one node as the relay and 
one node as the destination and connect the two nodes with four reverse paths. 
The output transmit power of the WARP radio boards is set to 40, and the input 
power of the emulator ports are accordingly fixed using the WARPLab continuous 
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Figure 6.2 Test setup using the WARP boards and the Azimuth channel emulator. 
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Figure 6.3 Node topology in the Azimuth Director software. Ports B2 and B3 corre-
spond to the source transmitter in the first time slot. Also, Al and A4 correspond to the 
relay two receive antennas in the first time slot, and A2 and A3 correspond to the destina-
tion receive antenna in the first time slot. In the second time slot, A2 and A3 are the relay 
transmit antennas and ports B2 and B3 serve as the destination receiver. 
132 
transmission mode. The path loss factors can, then, be computed as described in the 
earlier chapters using the following formulae: 
SNRsr 
fJ,p 
- (dsr)a' 
SNRrd 
(1 - fJ,)P 
- (drd)a 
SNRsd 
fJ,P 
- (dsd)a' 
Figure 6.4 represents one particular representations, where the power losses on 
different paths correspond to P'oss,SR = 17 dB, P'oss,SD = 33 dB and P1oss,RD = 28 
dB. 
6.2 WARPLab Experiment Results 
The hardware emulation results using the platform are shown in Figure 6.5 for a 
2 x 2, 16-QAM system, where the relay is located at dsr = 0.2, and the power splitting 
ratio is fJ, = 0.5, and the channel is a 3GPP Class B channel [1]. Since the tests are 
performed on a hardware platform, the performance curves take into account the 
effects of the baseband processing as well as the RF chain, e.g., the amplifiers, the 
AGC (automatic gain control), imperfect channel estimate, etc. In the presence of 
such effects, the CPD method provides a middle point that improves the performance 
compared to the no-relay scenario, while avoiding the larger complexity of the FDF 
method, which conforms with the simulation results for other systems dimensions. 
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Figure 6.4 Setting the transmit and receive power based on the equivalent path loss. 
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Figure 6.5 BER comparison of the no-relay, CPD and FDF techniques using t he WARP 
hardware platform at the 2.4 GHz band. The channel emulation is done using the Azimut h 
ACE 400 WB [1] channel emulator, and the results include the RF effects. 
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Figure 6.6 shows the BER performance versus the expansion factor for different 
relay locations using a 3GPP Class B channel. The Class B channel represents a 
multi-tap pedestrian model. As the figure shows, the BER shows similar behavior for 
different relay locations. Moreover, Figure 6.7 shows how this performance changes 
when the Class A channel (single-tap channel) is used. 
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Figure 6.6 BER comparison of the no-relay, ef = 0, CPD, ef = 1, and FDF, ef = 2, 
techniques using the WARP hardware platform for different Expansion Factors using Class 
B channel model. 
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Figure 6.7 BER comparison of the no-relay, ef = 0, CPD, ef = 1, and FDF, ef = 2, 
techniques using the WARP hardware platform for both Class A and Class B channels when 
dsr = 0.5. 
Chapter 7 
Conclusion and Future Work 
7.1 Conclusion of the Current Results 
In this thesis, we introduced reduced-complexity architectures for MIMO detec-
tors based on linear and non-linear techniques, e.g., sphere detection and MMSE. 
Moreover, we proposed a novel configurable and flexible multi-user MIMO detector 
architecture, which can support different number of antennas and modulation orders 
required by a wide variety of different standards, and hence, can be applied in differ-
ent nodes in a cooperative system. We presented the FPGA implementation results, 
and the simulation results suggest that the performance is considerably close to the 
optimum ML detector. 
We proposed a novel and practical cooperative partial detection (CPD) scheme for 
MIMO relay networks; furthermore, our proposed scheme was based on architecture-
friendly MIMO detection scenarios. CPD utilized the inherent structure of the tree-
based sphere detectors, and modifies the tree traversal so that instead of visiting all 
the levels of the tree, only a subset of the levels, thus a subset of the transmitted 
streams, are visited. We developed a detection scheme based on an MRC comb in-
ing of the received vectors. We showed that this scheme can be used to distribute 
the computational processing between the source and the destination, and more im-
portantly, the relay can avoid the considerable overhead of MIMO detection while 
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helping the source-destination link to improve its performance. Finally, we demon-
strated over-the-air experiments of the CPD algorithm using the WARP platform. 
7.2 Future Work 
The following problems can be further investigated as future work: 
1. The impact of the AGC on the detection algorithm: We have observed that 
selecting an accurate value for the Automatic Gain Control (AGC) unit plays an im-
portant role in ensuring high performance. Therefore, designing detection algorithms 
that are resilient to AGC errors will be an interesting problem. 
2. Joint partial detection and decoding: Performing the partial detection in the 
relay prevents the relay from generating enough log-likelihood ratios (LLRs) that 
could be combined with the conventional partial relay decoding schemes. Therefore, 
designing a join partial detection/decoding algorithm is another open problem to 
address. 
Last, but not least, next generation wireless networks will need to rely more 
heavily on cooperation. Therefore, the general problem of designing architectures for 
cooperative systems while considering area, time and power tradeoffs will remain an 
exciting and challenging problem. The ultimate goal will be formulating this design 
in terms of complexity versus performance gain and finding bounds and solutions 
for the different points within the complexity-performance map. An implementation-
oriented approach, with a focus on FPGA and ASIC solutions, will help formulating 
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the complexity in a meaningful and useful way; hence, leading to better insights into 
understanding the complexity-performance map in cooperative systems. 
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