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Notations
R Ensemble des nombres réels
C Ensemble des nombres complexes
MT Transposée de M
<(·) Partie réelle d’un nombre complexe
=(·) Partie imaginaire d’un nombre complexe
M ≺ ()0 La matrice M est symétrique et définie (semi-définie) négative
M  ()0 La matrice M est symétrique et définie (semi-définie) positive
trace(M) Trace de la matrice M
det(M) Déterminant de la matrice M
s Variable de Laplace
z Variable de la transformée en Z
In Matrice identité de taille n
LTI Linéaire à Temps Invariant
LPV Linéaire à Paramètres Variants
LMI Inégalités Matricielles Linéaires
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I.1 Introduction et état de l’art
Les véhicule automobiles sont composés d’une multitude d’organes, de plus en
plus innovant, dont le but de satisfaire une classe de confort et de sécurité pour les
passagers. Ils comportent de plus en plus d’organes contrôlables tels que la direction,
les suspensions, le freinage. Ces organes ont été complétés depuis ces 20 dernières
années par de nouveaux systèmes de sécurité. On distingue deux familles :
• les systèmes passifs : ce sont des systèmes qui sont simplement déclenchés à
la suite d’un événement, sans contrôle. On retrouve par exemple la ceinture
de sécurité, l’airbag.
• les systèmes actifs : ces systèmes sont contrôlés en permanence. Ils nécessitent
donc des actionneurs pour effectuer l’action et des capteurs pour corriger
l’action. On retrouve ici par exemple les systèmes d’anti-blocage des roues
(ABS), de contrôle de trajectoire (EPS), de contrôle de vitesse (ACC) etc...
En dépit de ces systèmes de sécurité, l’Organisation Mondiale de la Santé recen-
sait en 2009 2.2% de mortalité dû aux perte de stabilité de véhicules. Ce constat
laisse ainsi s’interroger sur la fiabilité des différents organes et sur l’éventuel besoin
de nouveaux systèmes de sécurité afin de détecter la perte de stabilité d’un véhicule.
Le travail présenté dans cette thèse propose de nouvelles solutions de sécurité
pour les véhicules automobiles, en proposant de nouvelles méthodologies de détec-
tion de défauts pour les capteurs et les actionneurs ainsi la détection de situations
critiques. Les résultats proposés ont été validés pour la plupart sur des données réels
ou sur simulateur réalistes comme CarSim.
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Les travaux effectués s’inscrivent dans le cadre du projet français INOVE. Ce
projet a pour objectif de formuler des nouvelles méthodologies innovantes pour la
modélisation, l’identification, l’observation et le contrôle des véhicules. Plusieurs
partenaires sont également concernés dans ce projet :
• le laboratoire MIPS de l’université de Haute Alsace
• le CAOR des mines de Paris
• l’entreprise SOBEN
Dans le cadre de ce projet, la contribution de cette thèse repose sur l’aspect
modélisation, observation et contrôle du véhicule. Un simulateur de la dynamique
d’un véhicule a été mis en œuvre et sa validation pratique a été effectuée sur le
Renault Megane du laboratoire MIPS.
Concernant la détection de défauts, on retrouve dans la littérature beaucoup de
travaux premièrement adaptés pour les systèmes LTI. Les méthodes les plus signi-
ficatives sont celles à base de modèles comme les méthodes à base de redondance
analytique comme l’espace de parité introduit dans [Chow 1984] et bien rappelé dans
[Gertler 1998]. La méthodologie de l’espace de parité est particulièrement intéres-
sante d’un point de vue implémentation. En effet, l’implémentation du détecteur de
défaut est très simple. Il opère sous la forme d’une équation aux différences ne né-
cessitant que quelques additions et multiplications. Les travaux présentés dans cette
thèse s’inspirent grandement de la méthodologie de cette approche, en proposant de
nouvelles approches pour les systèmes LPV.
Dans la littérature, on retrouve également d’autres approches pour la détection
de défauts. Par exemple, des méthodes statistiques et géométriques proposées dans
[Basseville 1993, Fang 1994, Cao 2004, Balas 2003] ainsi que des approches basées
sur observateur comme dans [Ding 2008, Chen 1999, Simani 2002].
Les véhicules automobiles sont généralement modélisés par des systèmes LPV
[Mammar 2002, Ackermann 1997, Poussot-Vassal 2008]. Les systèmes LPV, intro-
duit dans [Apkarian 1995], permettent en effet de prendre en compte les complexi-
tés telles que les non-linéarités d’un organe du véhicule. Le développement des mé-
thodes LPV s’est premièrement consacré sur la synthèse de contrôleurs. Cependant,
on constate l’adaptation d’approches LPV pour le diagnostic comme présenté dans
[Balas 2002, Balas 2003, Bokor 2005, Wang 2006, Grenaille 2008, Grenaille 2007].
Malgré ces résultats, peu présentent des validations expérimentales sur des vé-
hicules. De plus, ces méthodes efficace reposent sur des méthodologies relativement
lourdes et surtout très difficilement implémentables.
I.2 Structure
La problématique de cette thèse repose ainsi sur la synthèse de détecteurs de
défauts pour la dynamique du véhicule, en proposant des solutions robustes et souple
d’implémentation.
La structure de cette thèse est la suivante :
I.2. Structure 3
Chapitre II : Ce chapitre a pour objectif de rappeler les notions de bases de l’au-
tomatique ainsi que les éléments nécessaires pour la compréhension de cette
thèse. Premièrement, les modélisations non linéaires, linéaires et LPV sont
présentées. La synthèse de contrôleurs robuste H∞ est de même introduite
pour les systèmes LTI et LPV. Finalement, quelques outils de détection de
défauts sont présentés comme méthodologies de bases pour la suite de l’ou-
vrage.
Chapitre III : Ce chapitre est consacré à la modélisation d’un véhicule automo-
bile. Plusieurs modèles sont alors proposés : modèle vertical, longitudinal,
latéral. Certains organes d’intérêt sont alors considérés comme les suspen-
sions semi-actives. Finalement, le modèle complet du véhicule est présenté,
lequel a fait l’objet de validations expérimentales dans le cadre de collabora-
tions avec le laboratoire MIPS.
Chapitre IV : Ce chapitre présente la contribution théorique principale de l’ou-
vrage. En effet, de nouvelles méthodologies de détection de défaut pour les
systèmes LPV et incertains sont introduites. Tout d’abord, une synthèse de
détecteur de défauts pour systèmes incertains est proposée. Ensuite, une ex-
tension directe de l’espace de parité est proposée afin de synthétiser un dé-
tecteur de défauts pour les systèmes LPV. La combinaison de cette dernière
approche avec l’approche incertaine permet de synthétiser un détecteur de
défauts pour des systèmes incertains, LPV et à entrées inconnues.
Les deux derniers chapitres concernent les applications des différentes méthodo-
logies présentées.
Chapitre V : Ce chapitre présente les applications des méthodologies de détection
de défauts pour la dynamique latérale du véhicule avec validations expérimen-
tales. Premièrement, une approche de commande et de détection de défauts
sur l’actionneur de direction est présentée. Puis la détection de défaut du
capteur gyrométrique du véhicule est présentée. Différentes méthodes pré-
sentées sont alors comparées permettant de mettre en avant la méthodologie
prenant en compte la robustesse dans la synthèse. Finalement, l’extension de
la détection de défauts à la détection de situations critiques est proposée. Des
validations expérimentales où le véhicule a perdu sa stabilité montrent que
cette approche peut être utilisée comme indicateur de situations critiques ou
pour déclencher un organe de sécurité du type ESP.
Chapitre VI : Ce chapitre se concentre sur les applications concernant la dyna-
mique verticale du véhicule. Premièrement, une étude des différents types
de suspension pour en détecter un défaut est effectuée. Par la suite, deux
structures de commande tolérantes aux défauts sont introduites. La première
concerne une commande compensatrice directe. La seconde structure propose
de compenser un défaut sur une suspension semi-active en utilisant les efforts
des 3 autres suspensions. Ce chapitre présente simplement les applications
des méthodologies de détection de défaut validées sur CarSim.
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II.1 Introduction
Ce chapitre a pour objectif de rappeler au lecteur les bases théoriques afin de
bien appréhender la suite de l’ouvrage. Il sert de support théorique pour le lecteur
non familier avec les différents outils introduits.
Tout d’abord, la modélisation des systèmes dynamiques est présentée. Premiè-
rement, la modélisation des systèmes non-linéaires est brièvement présentée afin de
se concentrer sur les systèmes linéaires. Les notions de bases concernant les mo-
dèles linéaires sont rappelées telles que l’observabilité, commandabilité et quelques
propriétés utiles pour la compréhension de certains chapitres.
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Les systèmes linéaires à paramètres variants, telle une réécriture des systèmes
non-linéaires sous forme linéaire sont ensuite introduit. Ces systèmes offrent l’avan-
tage de pouvoir adapter quelques propriétés des systèmes linéaires, et facilite ainsi
l’observation d’un système ou son contrôle.
Par la suite, la synthèse de contrôleurs par la méthode H∞ est rappelée. Les
démarches méthodologiques de synthèse sont proposées et les théorèmes principaux
sont rappelés pour les systèmes LTI. L’extension aux systèmes LPV est ensuite
proposée avec une variante pour les systèmes LPV polytopiques. Puis l’adaptation
de la structure de contrôle H∞ afin de détecter un défaut est présentée.
Finalement, l’observation des systèmes et la détection de défauts est proposée.
Différentes méthodes de synthèse de résidus basées sur des observateurs du système
puis sur la méthode de l’espace de parité sont formulées. Le cas spécial du découplage
d’entrées inconnues est alors étudié.
II.2 Systèmes dynamiques
II.2.1 Introduction et modèles non linéaires
Les modèles permettent de représenter un système physique. Les systèmes phy-
siques respectent le critère de causalité, c’est-à-dire que leur évolution dépend des
événements passé ou présent.
Il existe principalement deux types de modélisation illustrés sur la figure II.1 :
— modèle continu : le système est modélisé par des équations différentielles.
Cette représentation est a priori la représentation la plus naturelle car conti-
nue.
— modèle discret : le système est alors modélisé par des équations aux dif-
férences. Cette modélisation approchée est nécessaire pour représenter les
outils informatiques tels que les contrôleurs numériques.
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Figure II.1 – Comparaison de l’évolution d’un système continu et discret
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Les modèles les plus génériques sont les modèles non-linéaires, qui sont issus des
équations de la physique.
Définition II.1 (Système non-linéaire à temps continu)
Un système non-linéaire à temps continu est défini par les fonctions non-linéaires
f : Rn × Rl 7→ Rn et g : Rn × Rl 7→ Rm :
x˙(t) = f(x(t), u(t)) (II.1a)
y(t) = g(x(t), u(t)) (II.1b)
où x(t) ∈ Rn représente l’état, u(t) ∈ Rl les entrées du système et y(t) ∈ Rm les
sorties du système.
Définition II.2 (Système non-linéaire à temps discret)
Un système linéaire à temps discret est défini par les fonctions non-linéaires
f : Rn × Rl 7→ Rn et g : Rn × Rl 7→ Rm :
x(k + 1) = f(x(t), u(t)) (II.2a)
y(k) = g(x(t), u(t)) (II.2b)
où x(k) ∈ Rn représente l’état, u(k) ∈ Rl les entrées du système et y(k) ∈ Rm
les sorties du système.
Le principal intérêt des systèmes non-linéaires est de proposer une représentation
proche du système physique réel. Cependant, les analyses de ces systèmes restent
complexes et le manque d’automatismes mathématiques laissent ces modèles lourds
à développer.
En contre partie, les systèmes linéaires définis en section II.2.2 possèdent de
nombreux outils d’analyse et de synthèse. Bien que leur modélisation soit moins
fidèle, ils peuvent être utilisés afin de représenter le système autour d’un point de
fonctionnement.
Cependant, les systèmes linéaires à paramètres variants (LPV) présentés en sec-
tion II.3 ont permis de garder la fidélité des systèmes non-linéaires tout en utilisant
certains outils de la dynamique linéaire.
II.2.2 Systèmes linéaires LTI
Un système linéaire dynamiques à temps invariant (LTI) représente l’évolution
du système en fonction du temps via des équations différentielles linéaires (dans le
cas continu) ou des équations aux différences (dans le cas discret).
Définition II.3 (Système linéaire LTI à temps continu)
Un système linéaire à temps continu est défini via des matrices Ac ∈ Rn×n,
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Bc ∈ Rn×l, Cc ∈ Rm×n et Dc ∈ Rm×l par :
x˙(t) = Acx(t) +Bcu(t) (II.3a)
y(t) = Ccx(t) +Dcu(t) (II.3b)
où x(t) ∈ Rn représente l’état, u(t) ∈ Rl les entrées du système et y(t) ∈ Rm les
sorties du système.
La matrice de transfert Gc correspondante est donnée par :
Gc(s) = D + C (sIn −A)−1B (II.4)
Définition II.4 (Système linéaire LTI à temps discret)
Un système linéaire à temps discret est défini via des matrices Ad ∈ Rn×n,
Bd ∈ Rn×l, Cd ∈ Rm×n et Dd ∈ Rm×l par :
x(k + 1) = Adx(k) +Bdu(k) (II.5a)
y(k) = Cdx(k) +Ddu(k) (II.5b)
où x(k) ∈ Rn représente l’état, u(k) ∈ Rl les entrées du système et y(k) ∈ Rm
les sorties du système.
La matrice de transfert Gd correspondante est donnée par :
Gd(z) = D + C (zIn −A)−1B (II.6)
Les systèmes linéaires sont très utilisés car il existe de nombreux outils d’analyse
et de synthèse comme l’analyse de la stabilité, la contrôlabilité, l’observabilité, la
robustesse et la synthèse de contrôleurs dans le but de garantir des performances au
système.
Cependant, les systèmes linéaires représentent souvent des modèles valides au-
tour d’un point de fonctionnement. Ainsi, l’analyse et la synthèse ne sont valides
que dans la zone considérée.
II.2.2.a Observabilité et commandabilité des systèmes linéaires
Observabilité des systèmes : Un système linéaire à temps continu (resp. discret)
est dit observable si l’observation de ses entrées et de ses sorties sur l’intervalle de
temps
[
ti tf
]
(resp.
[
ki kf
]
) permet d’en déterminer l’état initial du système x(ti)
(resp. x(ki)). Ainsi, par intégration (resp. itération) de l’équation d’état (II.3a) (resp.
(II.5a)), il est possible de connaître l’état x(t) (resp. x(k)) à tout instant.
La condition nécessaire et suffisante d’observabilité est appelé le Critère de Kal-
man pour l’observabilité :
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Théorème II.1 (Critère de Kalman pour l’observabilité)
Le système dynamique (II.3) (resp. (II.5)) est observable si et seulement si :
rang


Ci
CiAi
...
CiAi
n−1

 = n, i = {c, d} (II.7)
La matrice Ω ,

Ci
CiAi
...
CiAi
n−1
 ∈ R(n×m)×n est communément appelée matrice
d’observabilité du système.
Commandabilité des systèmes : Un système linéaire à temps continu (resp. dis-
cret) est dit commandable si pour tout intervalle de temps
[
ti tf
]
(resp.
[
ki kf
]
),
il existe une commande u appliquée sur l’intervalle considéré au système permettant
d’atteindre un état désiré xf : x(tf ) = xf (resp. x(kf ) = xf ) à partir de l’état initial
xi : x(ti) = xi (resp. x(ki) = xi).
La condition nécessaire et suffisante de commandabilité est appelé le Critère de
Kalman pour la commandabilité :
Théorème II.2 (Critère de Kalman pour la commandabilité)
Le système dynamique (II.3) (resp. (II.5)) est commandable si et seulement si :
rang
([
Bi AiBi · · · Ain−1Bi
])
= n, i = {c, d} (II.8)
La matrice Γ ,
[
Bi AiBi · · · Ain−1Bi
] ∈ Rn×(l×n) est communément appe-
lée matrice de commandabilité du système.
II.2.2.b Polynôme caractéristique et théorème de Cayley-Hamilton
Définition II.5
Soit une matrice A ∈ Rn×n. Le polynôme caractéristique de la matrice M , noté
pA(X), est le polynôme défini par :
pA(X) , det(XIn −A) (II.9)
Le théorème de Cayley-Hamilton affirme que tout endomorphisme d’un espace
vectoriel de dimension finie sur un corps commutatif quelconque annule son propre
polynôme caractéristique.
Théorème II.3 (Théorème de Cayley-Hamilton)
Pour toute matrice A ∈ Rn×n, si
pA(X) = det(XIn −A) = Xn + an−1Xn−1 + · · ·+ a1X + a0 (II.10)
est le polynôme caractéristique de la matrice A, alors en remplaçant la matrice
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X par A dans pA(X) on obtient la matrice nulle :
pA(A) = A
n + an−1An−1 + · · ·+ a1A+ a0In = On×n (II.11)
Le vecteur Π ,
[
1 an−1 · · · a1 a0
]
est appelé vecteur du polynôme carac-
téristique de la matrice A.
II.3 Systèmes Linéaires à Paramètres Variants (LPV)
II.3.1 Présentation
Les systèmes linéaires à paramètres variants (LPV) se présentent sous la forme
de systèmes linéaires LTI où les matrices A, B, C et D dépendent de paramètres
variants ρ de façon affine ou linéaire :
Définition II.6 (Système LPV à temps continu)
Un système LPV à temps continu est défini via des matrices Ac(ρ(t)) ∈ Rn×n,
Bc(ρ(t)) ∈ Rn×l, Cc(ρ(t)) ∈ Rm×n et Dc(ρ(t)) ∈ Rm×l par :
x˙(t) = Ac(ρ(t))x(t) +Bc(ρ(t))u(t) (II.12a)
y(t) = Cc(ρ(t))x(t) +Dc(ρ(t))u(t) (II.12b)
où x(t) ∈ Rn représente l’état, u(t) ∈ Rl les entrées du système et y(t) ∈ Rm les
sorties du système.
Définition II.7 (Système LPV à temps discret)
Un système LPV à temps discret est défini via des matrices Ad(ρ(k)) ∈ Rn×n,
Bd(ρ(k)) ∈ Rn×l, Cd(ρ(k)) ∈ Rm×n et Dd(ρ(k)) ∈ Rm×l par :
x(k + 1) = Ad(ρ(k))x(k) +Bd(ρ(k))u(k) (II.13a)
y(k) = Cd(ρ(k))x(k) +Dd(ρ(k))u(k) (II.13b)
où x(k) ∈ Rn représente l’état, u(k) ∈ Rl les entrées du système et y(k) ∈ Rm
les sorties du système.
Le vecteur des paramètres variants ρ(·) ,

ρ1(·)
ρ2(·)
...
ρN (·)
 prend ses valeurs dans un
espace convexe Pρ où chaque paramètre variant est borné ρi ∈
[
ρ
i
ρi
]
.
Chaque paramètre variant ρi(·) n’est pas connu a priori, mais est mesuré à chaque
instant.
On distingue plusieurs classes de systèmes LPV :
• ρ(·) = ρ, une constante. Dans ce cas, le système est LTI.
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• ρ(·) = ρ(t) ou ρ(k). Le paramètre variant dépend du temps. Dans ce cas, le
système est appelé système linéaire à temps variant (LTV).
• ρ(·) = ρ(x(t)) ou ρ(x(k)). Le système dépend de l’état x(·) du système. Le
système est alors appelé système quasi-LPV noté système qLPV.
II.3.2 Système LPV polytopique
Afin de simplifier l’écriture des modèles, les systèmes polytopiques seront seule-
ment présentés sous forme discrète.
Un système LPV peut toujours se réécrire sous la forme de la combinaison
convexe de systèmes LTI définis aux sommets du polytope englobant la variation
des paramètres.
En effet, chaque paramètre variant étant borné ρ(k) ∈
[
ρ
i
ρi
]
, il est possible
de définir la variation maximale des paramètres variants, qui est contenue dans un
polytope Θ défini grâce aux bornes des paramètres variants (figure II.2).
Figure II.2 – Illustration du polytope des paramètres variants
En effet, le système possédant N paramètres variants, le polytope sera alors
constitué de 2N sommets. Chaque sommet ωi est alors défini à partir des bornes des
paramètres variants. Sur la figure II.2, les sommets sont donnés par :
• ω1 =
[
ρ
1
ρ
2
]
• ω2 =
[
ρ1 ρ2
]
• ω3 =
[
ρ1 ρ2
]
• ω4 =
[
ρ
1
ρ2
]
Enfin, le système polytopique s’écrit en fonction des systèmes LTI évalués aux
sommets du polytope.
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Définition II.8 (Système LPV polytopique)
Un système LPV polytopique est défini via les matrices A(ρ(k)), B(ρ(k)),
C(ρ(k)) et D(ρ(k)) du système LPV classique ainsi que du polytope Θ ,
Co {ω1, ω2, · · · , ω2N } par la relation :
(
A(ρ(k)) B(ρ(k))
C(ρ(k)) D(ρ(k))
)
=
2N∑
i=1
αi(k)
(
Ai Bi
Ci Di
)
=
2N∑
i=1
αi(k)
(
A(ωi) B(ωi)
C(ωi) D(ωi)
)
(II.14a)
où αi est appelé coordonnées polytopiques, et vérifiant :
ρ(k) =
2N∑
i=1
αi(k)ωi (II.14b)
αi(k) ≥ 0 (II.14c)
2N∑
i=1
αi(k) = 1 (II.14d)
II.3.3 Discrétisation des systèmes LPV
Dans la littérature, il existe diverses méthodes afin de discrétiser les systèmes
LPV. Dans [den Hof 2010], plusieurs méthodes sont présentées avec des évaluations
des performances de chacune.
Définition II.9 (Discrétisation d’un système LPV )
La discrétisation exacte (ou complète) d’un système LPV continu (II.12) en un
modèle LPV discret (II.13) à la période d’échantillonnage Td est donnée par :
Ad(ρd(k)) = e
Ac(ρc(kTd))Td (II.15a)
Bd(ρd(k)) = A
−1
c (ρc(kTd))
(
eAc(ρc(kTd))Td − In
)
Bc(ρc(kTd))Td(II.15b)
Cd(ρd(k)) = Cd(ρc(kTd)) (II.15c)
Dd(ρd(k)) = Dd(ρc(kTd)) (II.15d)
Toute la difficulté de la méthodologie est la synthèse de l’exponentielle de ma-
trice, en fonction des paramètres variants ρ.
A partir d’un système LPV affine, la plupart des méthodes proposées ne garan-
tissent pas la linéarité du système LPV discrétisé. Seule la discrétisation rectangu-
laire la respecte.
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En effet, la discrétisation rectangulaire (ou discrétisation d’Euler) suppose la
simplification suivante :
eAc(ρc(kTd))Td ' In + TdAc(ρ(kTd)) (II.16)
A l’aide de cette simplification, la linéarité des paramètres variants est préservée.
Définition II.10 (Discrétisation d’Euler d’un système LPV )
La discrétisation d’Euler d’un système LPV continu (II.12) en un modèle LPV
discret (II.13) à la période d’échantillonnage Td est donnée par :
Ad(ρd(k)) = I+ TdAc(ρc(kTd)) (II.17a)
Bd(ρd(k)) = TdBc(ρc(kTd)) (II.17b)
Cd(ρd(k)) = Cd(ρc(kTd)) (II.17c)
Dd(ρd(k)) = Dd(ρc(kTd)) (II.17d)
II.4 Synthèse de contrôleurs H∞
II.4.1 Principe et objectifs de la synthèse H∞
L’objectif de la synthèse d’un contrôleur H∞ est de spécifier des pondérations
fréquentielles à certaines variables d’intérêt du système, afin de garantir des perfor-
mances et de la robustesse.
Le système en boucle fermée peut être représenté par le schéma bloc de la figure
II.3. On retrouve la référence r, la commande u et la sortie y du système. Les
signaux sont également affectés par des perturbations sur la commande du et sur
les mesures dy. Ces perturbations sont généralement considérées comme étant en
basses fréquences. La mesure est également bruitée par le signal η qui lui est haute
fréquence. La différence entre la référence et le signal mesuré est notée ε.
Syste`me ΣControˆleur KH∞
+
−
+
+
+
+
εr u
du
y
η
+
+
t
dy
Figure II.3 – Schéma de l’interconnexion
D’après cette structure et en variable de Laplace, la mesure y(s) et la commande
u(s) s’écrivent :
y(s) =
(
1 +G(s)K(s)
)−1
(G(s)K(s)r(s) + dy(s)
−G(s)K(s)η(s) +G(s)di(s)) (II.18a)
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u(s) =
(
1 +G(s)K(s)
)−1
(K(s)r(s)−K(s)dy(s)
−K(s)η(s)−K(s)G(s)di(s)) (II.18b)
On définit alors les fonctions de sensibilité suivantes :
S(s) , (1 +G(s)K(s))−1 (II.19a)
T (s) , 1− S(s) = G(s)K(s)(1 +G(s)K(s))−1 (II.19b)
KS(s) , K(s)(1 +G(s)K(s))−1 (II.19c)
SG(s) , (1 +G(s)K(s))−1G(s) (II.19d)
Les signaux mesure et commande de (II.18) s’écrivent alors :
y(s) = T (s)r(s) + S(s)dy(s)− T (s)η(s) + SG(s)di(s) (II.20a)
u(s) = KS(s)r(s)−KS(s)dy(s)−KS(s)η(s)− T (s)di(s) (II.20b)
Les 4 fonctions de sensibilité présentées en (II.19) représentent alors les trans-
ferts :
T (s) = y(s)
r(s)
= −y(s)
η(s)
=
u(s)
di(s)
(II.21a)
S(s) = y(s)
dy(s)
= 1− T (s) = ε(s)
r(s)
(II.21b)
KS(s) = u(s)
r(s)
= − u(s)
dy(s)
= −u(s)
η(s)
(II.21c)
SG(s) = y(s)
di(s)
(II.21d)
De plus, la sensibilité S(s) est également reliée à la marge de module du système
en boucle fermée. En effet, la marge de module ∆M est la distance la plus courte
sur le diagramme de Nyquist entre le point d’instabilité (−1, 0) et le transfert en
boucle ouverte L(s) , K(s)G(s) (voir figure II.4). Ainsi, la distance s’écrit :
∆M = min
s
(‖−1− L(s)‖)
= min
s
(‖1 + L(s)‖)
= min
s
(∥∥S(s)−1∥∥) (II.22)
d’où
‖S‖∞ =
1
∆M
(II.23)
L’objectif de la synthèse H∞ est de pouvoir spécifier à chaque fonction de sen-
sibilité (II.19) une forme fréquentielle garantissant des performances.
Prenons un exemple : lorsque l’on souhaite contrôler un système, on requiert un
bon suivi de référence. Il s’en suit que la fonction de sensibilité S(s) doit être très
atténuée en basse fréquence.
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ℜe(L)
ℑm(L)L(s) = K(s)G(s)
∆M
-1 0
Figure II.4 – Illustration de la marge de module
Syste`me ΣControˆleur KH∞
+
−
+
+
+
+
εr u
du
y
η
+
+
t
dyWe eε
Figure II.5 – Schéma de l’interconnexion avec un filtre de spécification
Afin de satisfaire cette spécification, on impose au système illustré en II.3 la
spécification fréquentielle (figure II.5) via le filtre We.
L’erreur de poursuite eε est alors notre variable d’intérêt. L’objectif de la pro-
cédure est de garantir que la forme fréquentielle de S(s) sera bien en dessous de la
spécification We(s). Ceci se traduit par l’inégalité :
|S(s)| ≤
∣∣∣∣ 1We(s)
∣∣∣∣ ∀ s (II.24)
équivalente à :
‖We(s)S(s)‖∞ ≤ 1 (II.25)
Pour une synthèse plus générale, on ajoute également l’action d’autres filtres sur
les autres fonctions de sensibilité. On obtient alors le problème suivant :∥∥∥∥ We(s)S(s) WT (s)T (s)Wu(s)KS(s) WSG(s)SG(s)
∥∥∥∥
∞
≤ 1 (II.26)
Cependant, pour les problèmes de commande, seules les sensibilités S(s) et
KS(s) sont étudiées car elles permettent de définir les performances en boucle fer-
mée et de limiter l’action du contrôleur u. On obtient le problème de sensibilité
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suivant (II.27) et illustré en II.6.∥∥∥∥ We(s)S(s)Wu(s)KS(s)
∥∥∥∥
∞
≤ 1 (II.27)
Syste`me ΣControˆleur KH∞
+
−
+
+
+
+
εr u
du
y
η
+
+
t
dyWe eε
Wu eu
Figure II.6 – Schéma de l’interconnexion généralement utilisé pour la synthèse de
contrôleurs
II.4.2 Synthèse de contrôleur pour systèmes LTI
Afin de synthétiser le contrôleur K, le système en figure II.5 est réécrit sous la
forme du problème H∞ standard P illustré en figure II.7. La forme standard d’un
P
K
w˜
us ys
z˜
Figure II.7 – Problème sous forme standard
système est très facile à obtenir. Les entrées w du système sont appelées entrées
exogènes et z les sorties exogènes. En lien avec la figure II.6, le vecteur des entrées
exogènes w est donné par w˜ =
[
r du dy
]T , et la sortie z˜ = [ε u]T . L’intercon-
nexion entre le problème standard P et le contrôleur K se fait via la sortie ys = ε
et l’entrée us = u.
Ce système sous forme standard est ensuite augmenté / étendu avec les spécifi-
cations fréquentielles, via l’agrégation de filtres WI et WO comme illustré en II.8.
Les filtresWI etWO permettent de spécifier les objectifs fréquentiels du système en
boucle fermée. En lien avec l’exemple précédent, les filtres sont définis par WI = I
et WO = diag (We,Wu).
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P
K
w˜
us ys
z˜w zWI WO
P ′
Figure II.8 – Problème sous forme standard étendue
Le problème sous forme standard étendu P ′ s’écrit alors sous la forme d’une
représentation d’état :
x˙P (t) = APxP (t) +B1w(t) +Buus(t) (II.28a)
z(t) = C1xP (t) +D11w(t) +Du1us(t) (II.28b)
ys(t) = C2xP (t) +D21w(t) +Du2us(t) (II.28c)
et où le contrôleur K s’écrit :
x˙c(t) = Acxc(t) +Bcys(t) (II.29a)
us(t) = Ccxc(t) +Dcys(t) (II.29b)
Théorème II.4 (Synthèse H∞ [Scherer 1997])
Sous les hypothèses :
1. Les paires (A,B1) et (A,Bu) sont stabilisables.
2. Les paires (C1, A) et (Cu, A) sont détectables.
3. La sortie ys est indépendante de us
le contrôleur présenté en (II.29) assure :
• la stabilité quadratique de la boucle fermée
• la norme L2 induite entre w et z est bornée par γ, i.e. ‖z‖2 ≤ γ‖z‖2
si et seulement si il existe γ > 0 et les matrices X, Y , A˜, B˜, C˜ et D˜ satisfaisant
les inégalités matricielles linéaires (LMIs) suivantes tout en minimisant γ :

M11 (·)T (·)T (·)T
M21 M22 (·)T (·)T
M31 M32 M33 (·)T
M41 M42 M43 M44
 ≺ 0 (II.30a)
[
X In
In Y
]
≺ 0 (II.30b)
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avec
M11 = APX +XAP
T +BuC˜ + C˜
TBu
T (II.30c)
M21 = A˜+AP
T + C2
T D˜TBu
T (II.30d)
M22 = Y AP +AP
TY + B˜C2 + C2
T B˜T (II.30e)
M31 = B1
T +D21
T D˜TB2
T (II.30f)
M32 = B1
TY +D21
T B˜T (II.30g)
M33 = −γIl (II.30h)
M41 = C1X +Du1C˜ (II.30i)
M42 = C1 +Du1D˜C2 (II.30j)
M43 = D11 +Du1D˜D21 (II.30k)
M44 = −γIny (II.30l)
Finalement, le contrôleur II.29 est reconstruit de la manière suivante :
Dc = D˜ (II.31a)
Cc =
(
C˜ −DcC2X
)
M−1 (II.31b)
Bc = N
−1
(
B˜ − Y BuDc
)
(II.31c)
Ac = N
−1
(
A˜− Y APX − Y BuDcC2X
−NBuCcX − Y B2CcMT
)
M−1 (II.31d)
où les matrices M et N sont déduites d’une décomposition en valeur singulières
à partir de l’équation :
MNT = In −XY (II.31e)
II.4.3 Synthèse de contrôleur pour systèmes LPV
Pour les systèmes LPV, la méthodologie est la même que celle pour les systèmes
LTI, sauf que les LMIs II.30 et II.31 dépendent des paramètres variants.
II.4.3.a Principe de la synthèse
Le système LPV II.12 se réécrit sous la forme standard suivante :
x˙P = AP (ρ)xP +B1(ρ)w +Bu(ρ)us (II.32a)
z = C1(ρ)xP +D11(ρ)w +Du1(ρ)us (II.32b)
ys = C2(ρ)xP +D21(ρ)w +Du2(ρ)us (II.32c)
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Le contrôleur H∞ LPV K(ρ) s’écrit :
x˙c = Ac(ρ)xc +Bc(ρ)ys (II.33a)
us = Cc(ρ)xcDc(ρ)ys (II.33b)
et s’obtient grâce au théorème suivant
Théorème II.5 (Synthèse H∞-LPV [Scherer 1997])
Sous les hypothèses :
1. Les paires (A(ρ), B1(ρ)) et (A(ρ), Bu(ρ)) sont stabilisables.
2. Les paires (C1(ρ), A(ρ)) et (Cu(ρ), A(ρ)) sont détectables.
3. La sortie ys est indépendante de us
le contrôleur présenté en (II.33) assure :
• la stabilité quadratique de la boucle fermée
• la norme L2 induite entre w et z bornée par γ, i.e. ‖z‖2 ≤ γ‖z‖2
si et seulement si il existe γ > 0 et les matrices X(ρ), Y (ρ), A˜(ρ), B˜(ρ), C˜(ρ)
et D˜(ρ) satisfaisant les inégalités matricielles linéaires (LMIs) suivantes tout en
minimisant γ : 
M11 (·)T (·)T (·)T
M21 M22 (·)T (·)T
M31 M32 M33 (·)T
M41 M42 M43 M44
 ≺ 0 (II.34a)
[
X In
In Y
]
≺ 0 (II.34b)
avec
M11 = AP (ρ)X(ρ) +X(ρ)AP
T (ρ)
+
∂X(ρ)
∂ρ
ρ˙+Bu(ρ)C˜(ρ) + C˜
T (ρ)Bu
T (ρ) (II.34c)
M21 = A˜(ρ) +AP
T (ρ) + C2
T (ρ)D˜T (ρ)Bu
T (ρ) (II.34d)
M22 = Y (ρ)AP (ρ) +AP
T (ρ)Y (ρ)
+
∂Y (ρ)
∂ρ
ρ˙+ B˜(ρ)C2(ρ) + C2
T (ρ)B˜T (ρ) (II.34e)
M31 = B1
T (ρ) +D21
T (ρ)D˜T (ρ)B2
T (ρ) (II.34f)
M32 = B1
T (ρ)Y (ρ) +D21
T (ρ)B˜T (ρ) (II.34g)
M33 = −γIl (II.34h)
M41 = C1(ρ)X(ρ) +Du1(ρ)C˜(ρ) (II.34i)
M42 = C1(ρ) +Du1(ρ)D˜(ρ)C2(ρ) (II.34j)
M43 = D11(ρ) +Du1(ρ)D˜(ρ)D21(ρ) (II.34k)
M44 = −γIny (II.34l)
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Finalement, le contrôleur II.33 est reconstruit de la manière suivante (dans
l’hypothèse ∂X(ρ)∂ρ ρ˙) :
Dc(ρ) = D˜(ρ) (II.35a)
Cc(ρ) =
(
C˜(ρ)−Dc(ρ)C2(ρ)X(ρ)
)
M(ρ)−1 (II.35b)
Bc(ρ) = N(ρ)
−1
(
B˜(ρ)− Y (ρ)Bu(ρ)Dc(ρ)
)
(II.35c)
Ac(ρ) = N(ρ)
−1
(
A˜(ρ)− Y (ρ)AP (ρ)X(ρ)− Y (ρ)Bu(ρ)Dc(ρ)C2(ρ)X(ρ)
−N(ρ)Bu(ρ)Cc(ρ)X(ρ)− Y (ρ)B2(ρ)Cc(ρ)MT (ρ)
)
M−1(ρ)(II.35d)
où les matrices M(ρ) et N(ρ) sont déduites d’une décomposition en valeur sin-
gulières à partir de l’équation :
M(ρ)N(ρ)T = In −X(ρ)Y (ρ) (II.35e)
Cependant, cette solution implique de pouvoir résoudre une infinité de LMIs
II.34 car dépendantes du paramètre variant ρ. Afin de palier cette difficulté, la mo-
délisation polytopique est utilisée permettant de résoudre un nombre fini de LMIs.
II.4.3.b Synthèse de contrôleur pour systèmes LPV polytopiques
Afin de pouvoir résoudre ce problème, la synthèse polytopique est la plus cou-
ramment utilisée. En effet, elle permet de simplifier grandement les calculs.
Soit le système LPV mis sous forme standard :
x˙P = AP (ρ)xP +B1(ρ)w +Bu(ρ)us (II.36a)
z = C1(ρ)xP +D11(ρ)w +Du1(ρ)us (II.36b)
ys = C2(ρ)xP +D21(ρ)w +Du2(ρ)us (II.36c)
Hypothèses :
• Il ne doit pas avoir de transfert direct entre l’entrée et la sortie du système :
Du2 = 0 (II.37a)
• Les matrices d’entrée et de sortie doivent être indépendantes des paramètres
variants :
Bu(ρ) = Bu (II.37b)
Du1(ρ) = D12 (II.37c)
C2(ρ) = C2 (II.37d)
D21(ρ) = D21 (II.37e)
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La forme standard se réécrit alors :
x˙P = AP (ρ)xP +B1(ρ)w +Buus (II.38a)
z = C1(ρ)xP +D11(ρ)w +Du1us (II.38b)
ys = C2xP +D21w (II.38c)
Le système sous forme standard LPV II.38 est réécrit sous la forme polytopique
II.14 :
(
A(ρ(k)) B(ρ(k))
C(ρ(k)) D(ρ(k))
)
=
2N∑
i=1
αi(k)
(
Ai Bi
Ci Di
)
=
2N∑
i=1
αi(k)
(
A(ωi) B(ωi)
C(ωi) D(ωi)
)
(II.39)
A partir du système polytopique défini précédemment, le contrôleur polytopique
est obtenu en synthétisant des contrôleurs locaux à chaque sommet du polytope.
La stabilité globale du système est assurée en partageant une fonction de Lyapunov
K(ρ) commune entre chaque contrôleur local et grâce à la convexité de l’enveloppe
des paramètres variants.
II.4.3.c Synthèse de contrôleur pour systèmes LPV polytopiques discret
Soit le système LPV à temps discret (II.13) mis sous forme standard :
xP (k + 1) = AP (ρ(k))xP (k) +B1(ρ(k))w(k) +Bu(ρ(k))us(k) (II.40a)
z(k) = C1(ρ(k))xP (k) +D11(ρ)w(k) +Du1(ρ(k))us(k) (II.40b)
ys(k) = C2(ρ(k))xP (k) +D21(ρ)w(k) +Du2(ρ(k))us(k) (II.40c)
Théorème II.6 (Synthèse H∞-LPV polytopique à temps discret [Apkarian 1995])
Sous les hypothèses :
(H1) Les paires (A(ρ(k)), B1(ρ(k))) et (A(ρ), Bu(ρ(k))) sont stabilisables.
(H2) Les paires (C1(ρ(k)), A(ρ(k))) et (Cu(ρ(k)), A(ρ(k))) sont détectables.
(H3) Les matrices Bu(ρ(k)), C2(ρ(k)), Du1(ρ(k)) et D21(ρ(k)) sont indépen-
dantes des paramètres variants.
(H4) La sortie ys(k) est indépendante de us(k).
le contrôleur à temps discret (II.41) :
xK(k + 1) = AK(θ)xK(k) +BK(θ)ys(k) (II.41)
u(k) = CK(θ)xK(k) +DK(θ)ys(k) (II.42)
assure :
• la stabilité quadratique de la boucle fermée
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• la norme L2 induite entre w et z bornée par γ, i.e. ‖z‖2 ≤ γ‖z‖2
si il existe γ et deux matrices symétriques (R,S) satisfaisant les 2r + 1 LMIs
(II.43a), (II.43b) et (II.43c), où r représente le nombre de sommets définissant
le polytope de paramètres :
[ NR O
O I
]T  AiRATi −R AiRCT1i B1iC1iRATi −γI+ C1iRCT1i D11i
BT1i D
T
11i −γI
[ NR O
O I
]
≺ 0, i = 1 : r
(II.43a)
[ NS O
O I
]T  ATi SAi − S ATi SB1i CT1iBT1iSAi −γI+BT1iSB1i DT11i
C1i D11i −γI
[ NS O
O I
]
≺ 0, i = 1 : r
(II.43b)
[
R I
I S
]
 0 (II.43c)
où les Ai, B1i, C1i et D11i sont respectivement A(θ), B1(θ), C1(θ) et D11(θ)
évalués au iieme sommet du polytope des paramètres. NR et NS représentent la
base des espaces nuls de (BT2 , DT12) et (C2, D21) respectivement.
II.4.4 Adaptation à la synthèse de détecteur de défauts
Cette section présente une méthode de génération de résidu par une synthèse
H∞. La méthodologie rappelée dans la section II.4.3 permet de synthétiser un
contrôleur H∞. Il est cependant possible d’adapter la méthode afin de synthéti-
ser un filtre détecteur de défauts.
Le schéma bloc de l’estimateur est présenté sur la figure II.9. Sur ce schéma, on
retrouve un filtre Kest qui correspond au “contrôleur classique” dans le cadre d’une
synthèse H∞. La sortie d’intérêt est maintenant l’erreur d’estimation f˜ définie par :
f˜ , f − fˆ (II.44)
étant la différence entre le défaut affectant le système LPV f et son estimé fˆ .
Le système est alors réécrit sous la forme d’un problème standard, dont l’objectif
est la synthèse du contrôleur Ks comme présenté sur la figure II.10.
Comme dans le cadre de la synthèse d’un contrôleur, l’objectif est de minimiser
dans une zone fréquentielle bien définie l’influence de f et de u sur la sortie z. Pour
se faire, la structure classique permet de concevoir des filtres WI et WO.
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Syste`me Σ
f
+
-
fˆ
yu
f˜
Gs
Filtre
Kest
Figure II.9 – Principe de l’estimateur de défauts H∞
Syste`me
standard P
Controˆleur
standard
Ks = Kest
z
f
fˆ
[
u
y
]
u Gs
WOWI f˜
Figure II.10 – Formulation du problème de détection de défaut mis sous forme
standard
II.5 Observateurs et synthèse de résidus
Un observateur d’état est un filtre permettant de reconstruire l’état x(t) (res-
pectivement x(k)) d’un système à temps continu (II.3) (resp. discret (II.5)).
Il existe différents types d’observateur. On retiendra cependant l’observateur de
Luenberger, qui possède une structure simple et facilement interprétable.
Définition II.11 (Observateur de Luenberger pour systèmes continus)
Soit le système continu présenté en (II.3). La paire (Ac, Cc) doit être détectable.
Le système présenté en (II.45) est un observateur du système.
˙ˆx(t) = Acxˆ(t) +Bcu(t) + L (y(t)− yˆ(t)) (II.45a)
yˆ(t) = Ccxˆ(t) +Dcu(t) (II.45b)
Le gain L est fixé de manière à ce que la matrice Ω , Ac − LCc soit stable.
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Définition II.12 (Observateur de Luenberger pour systèmes discrets)
Soit le système continu présenté en (II.5). La paire (Ad, Cd) doit être détectable.
Le système présenté en (II.46) est un observateur du système.
xˆ(k + 1) = Adxˆ(k) +Bdu(k) + L (y(k)− yˆ(k)) (II.46a)
yˆ(k) = Cdxˆ(k) +Ddu(k) (II.46b)
Le gain L est fixé de manière à ce que la matrice Ω , Ad − LCd soit stable.
II.5.1 Observateur : résidu et estimation de défauts
Afin de ne pas allourdir la lecture, seule la méthodologie pour les systèmes à
temps discret est présentée dans cette partie.
II.5.1.a Synthèse d’un résidu
On considère le système LTI discret (II.46) sujet à un défaut f(k) sous la forme :
x(k + 1) = Adxˆ(k) +Bdu(k) +Bff(k) (II.47a)
y(k) = Cdxˆ(k) +Ddu(k) +Dff(k) (II.47b)
En synthétisant un observateur (II.46) pour ce système, l’erreur d’estimation
x˜(k) , x(k)− xˆ(k) donne :
x˜(k) = x(k)− xˆ(k)
⇒ x˜(k + 1) = x(k + 1)− xˆ(k + 1)
= Adxˆ(k) +Bdu(k) +Bff(k)−Adxˆ(k)−Bdu(k)− L (y(k)− yˆ(k))
= Adx˜(k)− LCdx˜(k) +Bff(k)− LDff(k)
x˜(k + 1) = (Ad − LCd)x˜(k) + (Bf − LDf )f(k) (II.48)
et la reconstruction de la sortie y˜ , y(k)− yˆ(k) est donnée par :
y˜(k) = y(k)− yˆ(k)
y˜(k) = Cdx˜(k) +Dff(k) (II.49)
Ainsi, en présence d’un défaut, l’erreur d’estimation de la sortie y˜ dévie de zéro
(equation (II.49)), et de même pour l’erreur d’estimation de l’état x˜ siBf−LDf 6= O.
De ce fait, la variable y˜ peut être choisie comme résidu afin d’obtenir l’informa-
tion d’un défaut sur le système.
II.5.1.b Estimateur de défaut capteurs
On considère dans cette partie uniquement les défauts capteurs, c’est-à-dire que
Bf = O.
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L’observateur du système a pour objectif d’estimer les états du système. Or, on
a montré précédemment que l’erreur d’estimation de l’état x˜(k) et de la sortie y˜(k)
étaient biaisés par le défaut f(k).
En combinant la dynamique de l’observateur, avec l’erreur d’estimation des sor-
ties, on obtient le système :
x˜(k + 1) = (Ad − LCd)x˜(k)− LDff(k) (II.50a)
y˜(k) = Cdx˜(k) +Dff(k) (II.50b)
Ce système (II.50) peut ainsi être vu comme un système dynamique dont l’entrée
est le défaut f(k) et la sortie est l’erreur d’estimation (figure II.11). On remarque
aussi que l’entrée u(k) n’affecte pas cette dynamique.
Erreur
d’estimation
f(k) y˜(k)
Figure II.11 – Schéma du système : défaut/erreur d’estimation
Cette dynamique peut ainsi être inversée afin d’estimer le défaut f(k) :
Y˜ (z) =
(
−Cd (zI− (Ad − LCd))−1 LDf +Df
)
F (z) (II.51)
qui peut se réécrire en :
Y˜ (z) =
(
I− Cd (zI− (Ad − LCd))−1 L
)
DfF (z) (II.52)
Le lemme d’inversion matricielle permet d’inverser ce système.
Propriété II.1 (Lemme d’inversion matricielle)
Soit une matrice régulière écrite sous la forme A+BCD où A et C sont régulières,
alors :
(A+BCD)−1 = A−1 −A−1B (C−1 +DA−1B)−1DA−1 (II.53)
Ainsi, on peut inverser l’équation II.52 et on obtient :
DfF (z) =
(
I+ Cd (zI−Ad)−1 L
)
Y˜ (z) (II.54)
Dans l’hypothèse que le système possède au moins autant de sorties que de
défauts, lesquels sont tous linéairement indépendants :
l ≥ nf (II.55)
alors la pseudo-inverse à gauche de Df , notée Df+ vérifie Df+Df = Iq. L’estimée
de F (z) est alors donnée par la relation :
Fˆ (z) = Df
+
(
I+ Cd (zI−Ad)−1 L
)
Y˜ (z) (II.56)
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L’équation II.56 correspond à la représentation d’état suivante :
xe(k + 1) = Axe(k) + Ly˜(k) (II.57a)
fˆ(k) = Df
+Cxe(k) +Df
+y˜(k) (II.57b)
Cette représentation d’état correspond finalement à un filtre estimateur du défaut
f(k) en utilisant le résidu r(k) , y˜(k) comme une entrée, illustré en II.11.
II.5.2 Structure de bancs d’observateurs
En 1978 puis 1986, Clark a proposé 2 nouvelles structures à bases d’observateur
afin d’identifier et localiser des défauts sur les systèmes :
— Le schéma d’observateur dédié (DOS – Dedicated Observer Scheme (1978))
— Le schéma d’observateur généralisé (GOS – Generalized Observer Scheme
(1986))
Ces deux approches reposent sur la synthèse d’un banc d’observateurs.
Remarque II.1
Les méthodologies d’observateur dédié et généralisé permettent de localiser un
défaut capteur ou actionneur. Les méthodes présentées sont focalisées sur la
détection de défaut capteur, mais peuvent très facilement s’adapter pour la dé-
tection d’un défaut actionneur.
Remarque II.2
Les approches initialement proposées par Clark reposent sur la synthèse d’un
banc d’observateurs. En effet, ce sont les résidus produits par les observateurs
appliqués au schéma de détection qui permettent de localiser le défaut du sys-
tème. Cependant, toute autre méthodologie de synthèse d’un résidu sera aussi
valide, telle que l’observateur H∞ ou l’espace de parité.
II.5.2.a Schéma d’observateur dédié (DOS)
On considère un système avec l sorties y(k) qui peuvent être sujettes à des
défauts f(k) sous la forme :
yfi f(k) = yi(k) + fi(k) (II.58)
où yfi représente la i
ème mesure avec le défaut.
Le schéma de l’observateur dédié consiste à synthétiser l observateurs en n’uti-
lisant que la ième mesure, comme illustré sur la figure II.12
Les résidus sont définis par la différence entre la sortie mesurée et son estimée :
ri
j(k) , yfi (k)− yˆj(k) (II.59)
La détection d’un défaut fi(k) est alors très simple à effectuer. En effet, l’ob-
servateur recevant la mesure défaillante fournit une mauvaise estimation des sorties
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Observateur
1
Observateur
2
Observateur
l
Syste`me +
+
f(k)
u(k) y(k)
Observateur
i
yf (k)
yf1 (k)
yf2 (k)
yfi (k)
yfl (k)
yˆ1(k)
yˆ2(k)
yˆi(k)
yˆl(k)
Figure II.12 – Schéma de l’observateur dédié
yˆ, tandis que les autres observateurs fournissent des estimations correctes exceptée
pour la sortie présentant le défaut. La table de décision est présentée dans le tableau
II.1.
Remarque II.3
La principale restriction à cette approche est l’observabilité de chaque sous-
systèmes. En effet, chaque observateur est synthétisé en ne tenant en compte
qu’une seule sortie du système.
Afin de palier à ce problème, la structure à observateur généralisé est propo-
sée.
II.5.2.b Schéma d’observateur généralisé (GOS)
La structure du banc d’observateur généralisé consiste toujours à synthétiser l
observateurs où chacun est piloté par l− 1 mesures du système. Ainsi, l’observateur
i reçoit toutes les mesures sauf la ième (figure II.13).
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Table II.1 – Table de décision de l’observateur dédié
Observateur i Observateur j
r1
i r2
i · · · rii · · · rli r1j r2j · · · rjj · · · rlj
yf1 (k) 1 0 0 0 1 0 0 0
yf2 (k) 0 1 0 0 0 1 0 0
...
yfi (k) 1 1 1 1 0 0 0 0
...
yfj (k) 0 0 0 0 1 1 1 1
...
yfl (k) 0 0 0 1 0 0 0 l
Observateur
1
Observateur
2
Observateur
l
Syste`me +
+
f(k)
u(k) y(k)
Observateur
j
yf (k)
yfi (k), i 6= 1
yfi (k), i 6= 2
yfi (k), j 6= 1
yfi (k), i 6= l
yˆ1(k)
yˆ2(k)
yˆi(k)
yˆl(k)
Figure II.13 – Schéma de l’observateur généralisé
La table de décision est différente du cas précédent car cette fois en présence d’un
défaut sur la jème composante, tous les résidus d’observateurs seront en défaut tandis
que l’observateur j générera un résidu valide. Elle est présentée dans le tableau II.2.
En contre partie, un seul défaut peut être détecté à la fois.
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Table II.2 – Table de décision de l’observateur généralisé
Observateur i Observateur j
r1
i r2
i · · · rii · · · rli r1j r2j · · · rjj · · · rlj
yf1 (k) 1 1 1 1 1 1 1 1
yf2 (k) 1 1 1 1 1 1 1 1
...
yfi (k) 0 0 0 0 1 1 1 1
...
yfj (k) 1 1 1 1 0 0 0 0
...
yfl (k) 1 1 1 1 1 1 1 1
II.6 Détection de défauts par espace de parité
La détection de défauts par espace de parité est une approche basée sur un mo-
dèle déterministe du système. Cette approche repose sur la redondance des éléments
connus du système, à savoir les entrées et les sorties. Historiquement, des travaux
portant sur les systèmes statiques ont permis d’introduire la méthodologie. L’ex-
tension au début des années 80 par Chow et Willsky a permis de développer la
méthodologie pour les systèmes dynamiques.
Dans ce chapitre, seul l’espace de parité pour les systèmes dynamiques et son
extension pour les systèmes incertains est présenté. L’approche pour les systèmes
statiques repose sur la même méthodologie et peut être facilement déduite par le
lecteur.
II.6.1 Espace de parité pour les systèmes dynamiques
On considère le système linéaire dynamique ΣLTI suivant :
x(k + 1) = Ax(k) +Bu(k) + Ef(k) (II.60a)
u(k) = Cx(k) +Du(k) + Ff(k) (II.60b)
où x(k) ∈ Rn représente l’état du système, u(k) ∈ Rl les entrées, y(k) ∈ Rm les
sorties et f(k) ∈ Rnf les défauts à détecter.
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II.6.1.a Principe de l’approche
Le principe de l’approche de détection de défauts par espace de parité est
d’étendre les mesures y(k) selon un horizon [k− s : k]. Les mesures s’écrivent alors :
y(k − s)
y(k − (s− 1))
...
y(k − 1)
y(k)
 =

Cx(k − s) +Du(k − s) + Ff(k − s)
Cx(k − s+ 1) +Du(k − s+ 1) + Ff(k − s+ 1)
...
Cx(k − 1) +Du(k − 1) + Ff(k − 1)
Cx(k) +Du(k) + Ff(k)
 (II.61)
En combinant (II.61) avec (II.60), on obtient le système :

y(k − s)
y(k − s+ 1)
...
y(k − 1)
y(k)

︸ ︷︷ ︸
Ys(k)
= Hosx(k − s) +Hus

u(k − s)
u(k − s+ 1)
...
u(k − 1)
u(k)

︸ ︷︷ ︸
Us(k)
+Hfs

f(k − s)
f(k − s+ 1)
...
f(k − 1)
f(k)

︸ ︷︷ ︸
Fs(k)
(II.62a)
Ys(k) = Hosx(k) +HusUs(k) +HfsFs(k) (II.62b)
avec les matrices :
Hos =

C
CA
CA2
...
CAs
 (II.62c) Hus =

D O O · · · O
CB D O · · · O
CAB CB
. . . . . .
...
...
. . . . . . . . . O
CAs−1B CAs−2B · · · CB D

(II.62d)
Hfs =

F O O · · · O
CE F O · · · O
CAE CB
. . . . . .
...
...
. . . . . . . . . O
CAs−1E CAs−2E · · · CE F
 (II.63)
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Dans l’équation (II.62a), les mesures Ys(k) ainsi que les entrées Us(k) sont connues.
Il reste les états x(k) qui sont a priori inconnus ainsi que les défauts Fs(k) à détec-
ter. Les équations de redondance du système sont générées en éliminant la partie
inconnue du système, soit les états x(k). L’équation (II.62a) est alors multipliée à
gauche par une matrice W , appelée matrice de parité, étant orthogonale à Hos :
WHos = O (II.64)
L’existence de la matrice de parité W dépend du système et de l’horizon s choisi.
Elle est discutée dans la section II.6.1.b.
Le résidu r(k), communément appelé vecteur de parité ou résidu d’implémenta-
tion, est donné par :
r(k) ,W
(
Ys(k)−HusUs(k)
)
(II.65)
En développant (II.65), on obtient :
r(k) = W
(
Ys(k)−HusUs(k)
)
= WHosx(k) +WHfsFs(k)
r(k) = WHfsFs(k) (II.66)
On remarque donc que le résidu (II.65) est directement sensible aux défauts
Fs(k). Ainsi, en l’absence de défauts Fs(k) = 0, le résidu r(k) est nul tandis qu’en
présence d’un défaut Fs(k) 6= 0, le résidu sera différent de 0 r(k) 6= 0. La détection
de défaut se réalise alors très simplement en mettant un seuil sur le résidu r(k).
II.6.1.b Existence et synthèse de la matrice de parité
L’objectif de la synthèse de résidu est de trouver la matrice de parité W . Cette
matrice W découle des redondances analytiques présente dans la matrice Hos. Afin
d’obtenir des redondances analytiques, il est nécessaire que le rang ligne de la matrice
Hos soit dégénéré. Une méthode simple afin de dégénérer le rang ligne de Hos est
d’avoir plus de lignes que de colonnes. La matrices Hos étant de dimension m · (s+
1)× n, cette condition se traduit par :
m · (s+ 1) > n
s ≥ E
( n
m
)
(II.67)
où E(·) représente l’opérateur partie entière supérieur.
Ainsi, une condition suffisante d’existence de la matrice de paritéW est de choisir
un horizon respectant (II.67).
Dès que l’horizon s est correctement défini, il suffit de calculer la matrice de parité
W étant orthogonale à la matrice Hos. Pour se faire, 2 méthodes sont proposées :
— Avec un logiciel de calcul numérique, du type Matlab, il est possible d’utiliser
la commande :
W = null(Hos’)’
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— Sans l’utilisation de la commande null, il est cependant possible de syn-
thétiser la matrice W . La matrice Hos peut toujours se décomposer sous la
forme :
Hos =
[
Hos1
Hos2
]
(II.68)
où Hos1 représente la partie régulière de Hos, qui est donc inversible. La
matrice W orthogonale à Hos est ainsi donnée par :
W =
[
Hos2Hos1
−1 I
]
(II.69)
II.6.1.c Rappel de la méthodologie
Comme présenté précédemment, la méthodologie pour synthétiser un résidu r(k)
afin de détecter le défaut f(k) sur le système (II.60) se décompose en 3 points :
1. Étendre les mesures selon l’horizon s en respectant s ≥ E ( nm)
2. Synthétiser la matrice W en calculant la matrice orthogonale à Hos :
W ,
[
Hos2Hos1
−1 I
]
3. Implémenter le résidu r(k) = W
(
Ys(k)−HusUs(k)
)
II.6.2 Estimation de défauts
Le résidu implémenté en (II.65) permet d’obtenir un information sur le défaut. Ce
résidu est simplement un indicateur du défaut. Cependant, il est possible d’estimer
le défaut f(k) dans certaines conditions.
D’après l’équation (II.66), on obtient la forme induite du résidu, c’est-à-dire la
relation entre le résidu et le défaut f(k) :
(II.66) : r(k) = WHfsFs(k)
= WHfs

f(k − s)
f(k − (s− 1))
...
f(k − 1)
f(k)

r(k) =
s∑
i=0
WHfs(i)f(k − i) (II.70)
On remarque ainsi que le filtre résidu / défaut est un filtre à réponse impulsion-
nelle finie (filtre RIF). Il est donc toujours stable.
On peut aussi en déduire la transformée en z de ce filtre :
r(z)
f(z)
= WHfs (II.71)
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Il est alors possible d’estimer le défaut f(k) en inversant ce filtre, sous l’hypothèse
que les zéros de (II.71) soient stables (filtre à minimum de phase) :
fˆ(z)
r(z)
=
1
WHfs
(z) (II.72)
(composante par composante dans le cas où f et/ou r ne sont pas mono-variable).
II.6.3 Détection de défauts pour systèmes à entrées inconnues
Dans certaines applications certaines entrées u¯(k) ⊂ u(k) du système ne sont
pas connues. Dans ce cas, le résidu présenté en (II.65) ne peut être implémenté car
il dépend des entrées u(k) et donc de u¯(k). Afin de palier à ce problème, le système
(II.60) se réécrit en décomposant u(k) comme :
u(k) =
[
u0(k)
u¯(k)
]
(II.73)
où u0(k) représente les entrées mesurées du système. et le système :
x(k + 1) = Ax(k) + B¯u¯(k) +B0u0(k) + Ef(k) (II.74a)
u(k) = Cx(k) + D¯u¯(k) +D0u0(k) + Ff(k) (II.74b)
En appliquant la méthodologie de l’espace de parité sur le système (II.74), en
étendant l’horizon de mesure à s, on obtient le système :
Ys(k) = Hosx(k) +Hu0sU0s(k) + H¯usU¯s(k) +HfsFs(k) (II.75)
avec les mêmes notations que dans (II.62). On retrouve maintenant une nouvelle
matrice H¯us qui distribue les entrées inconnues u¯(k). Afin d’éliminer l’effet de ces
entrées inconnues sur le résidu r¯(k) définit par :
r¯(k) , W¯
(
Ys(k)−Hu0sU0s(k)
)
(II.76)
la matrice de parité W¯ est synthétisée de manière à être également orthogonale à la
matrice H¯us :
W¯ · [Hos H¯us] = 0 (II.77)
Remarque II.4
Dans la méthodologie présentée, la matrice de parité W¯ doit être orthogonale à
deux matricesHos et H¯us. La condition d’existence de la matrice de parité (II.67)
n’est donc plus valide, et il se peut que W¯ n’existe pas toujours. Afin de soulever
ce problème, une approche de synthèse par optimisation permet d’obtenir une
matrice avec un découplage non parfait, présenté dans la section IV.4.
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II.7 Conclusion
Dans ce chapitre, la définition des systèmes LTI et LPV ainsi que quelques
propriétés essentielles sont présentées. Par la suite, la synthèse de contrôleur robuste
est introduite pour les systèmes LTI puis étendu pour les systèmes LPV. Ces outils de
commande seront par la suite développés dans différentes applications, sans revenir
dans le détail théorique.
L’extension de la synthèse de contrôleur H∞ pour la détection de défauts est
également introduite. Cette élégante formulation permet principalement d’ajouter
de la robustesse dans le résidu obtenu.
Finalement, la méthodologie de l’espace de parité est rappelée et son application
dans le cadre du découplage d’entrées inconnues est formulée. La synthèse par espace
de parité présente l’intérêt majeur d’être très léger pour l’implémentation dans un
système (type micro-contrôleur) car elle ne fait intervenir que très peu de calculs.
En définitive, les outils nécessaire à la compréhension de l’ouvrage sont présentés.
Par la suite, les modèles de véhicules automobiles sont présentés s’appuyant sur les
modélisations proposées, puis des applications pratiques avec des validations expé-
rimentales seront décrites en utilisant les méthodologies de contrôle et de détection
décrites.
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III.1 Introduction
Les véhicules automobiles sont des systèmes très complexes composés de nom-
breux éléments tels que le moteur, la boite de vitesse, l’embrayage, les roues, les
suspensions, l’amortisseur, les freins et bien d’autres encore. La modélisation de
tels organes est très complexes, fortement non linéaire et leur comportement peut
changer au cours du temps et des situations de conduite [Accari 2005, Kiencke 2005,
Gillespie 1992, Milliken 2003].
Dans ce chapitre, les éléments du véhicule sont considérés indépendants. Ces
modèles sont dit à éléments indépendants car on ne considère par l’action des autres
corps sur le système.
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Tout d’abord, les modèles verticaux du véhicule sont présentés en section III.2.
Cette section insiste sur les différentes structures d’amortisseurs présente dans le
domaine automobile en présentant les amortisseurs semi-actifs. Par la suite, les
modèles longitudinal et latéral du véhicule sont étudiés, respectivement dans les
sections III.3 et III.4.
L’intégration finale des différents sous-modèles permet de construire le modèle
complet du véhicule en section III.5. Ce modèle est validé expérimentalement sur
un véhicule réel dans le cadre du projet ANR français INOVE.
III.2 Modélisation verticale du véhicule
III.2.1 Modèle quart de véhicule vertical
Lorsque l’on souhaite contrôler la dynamique verticale d’un véhicule, notamment
le système de suspension, le modèle vertical quart de véhicule illustré sur la figure
III.1 est préconisé.
m s
m us
s
us
z
z
rz
kt
ks    MR F
Figure III.1 – Illustration du système quart de véhicule
Ce modèle se base sur un quart de véhicule, où un seul système de suspension
est modélisée. Le système est composé de 2 masses :
• la masse suspendue ms qui représente la masse d’un quart du châssis du
véhicule d’altitude zs
• la masse non-suspendue mus représentant la masse de la roue d’altitude zus.
Le véhicule est excité par le profil de route de hauteur zr, qui transmet le mouve-
ment à la roue. La roue est représentée par un ressort de raideur kt. La roue est reliée
au châssis par l’intermédiaire de la suspension, modélisée par un ressort de raideur ks
et d’un amortisseur. Historiquement, seuls des amortisseurs passifs étaient utilisés.
Ils sont modélisés par un frottement visqueux de coefficient c. Depuis ces dernières
années, de nouvelles technologies on permis d’introduire de nouveaux types d’amor-
tisseurs contrôlables, comme les amortisseurs semi-actifs ou actifs. Ils fournissent
alors une force Fc pilotée par la commande u (figure III.2(b)). Des efforts externes
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Fdz purement verticaux sont aussi considérées. Ils représentent généralement les
transfert de charges avant/arrière et gauche/droite.
Les modèles quart de véhicule sont illustrés sur la figure III.2, ou sont présentés
l’architecture avec amortisseur passif (figure III.2(a)) et contrôlable (figure III.2(b)).
ms
mus
ks c
kt
zus
zr
zs
Fdz
(a) Modèle de suspension passive
ms
mus
ks u
kt
zus
zr
zs
Fdz
(b) Modèle de suspension contrôlé
Figure III.2 – Modèles de suspensions
D’après le principe de la dynamique, le modèle mathématique du quart de véhi-
cule est donné par :
msz¨s = −
(
ks(zs − zus) + Fc + Fdz
)
(III.1a)
musz¨us = ks(zs − zus) + Fc − kt(zus − zr) (III.1b)
où Fc représente la force de l’amortisseur qui vaut :
Fc = c(z˙s − z˙us) (III.1c)
pour un amortisseur passif. Dans ce cas, on peut en déduire la représentation d’état
du modèle vertical de la suspension :

z¨s
z˙s
z¨us
z˙us
 =

− cms − ksms cms ksms
1 0 0 0
c
mus
ks
mus
− cmus − ksmus
0 0 1 0


z˙s
z˙s
zus
zus
+

0
0
kt
mus
0
 zr +

1
ms
0
0
0
Fdz (III.2)
Dans le cas d’un amortisseur contrôlable, la force Fc(u) dépend de la commande
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u, et on obtient la représentation d’état plus générale :
z¨s
z˙s
z¨us
z˙us
 =

0 − ksms 0 ksms
1 0 0 0
0 ksmus 0 − ksmus
0 0 1 0


z˙s
z˙s
zus
zus
+

0
0
kt
mus
0
 zr +

1
ms
0
0
0
Fdz +

− 1ms
0
1
mus
0
Fc(u)
(III.3)
III.2.2 Modèles de suspension actives
Dans l’industrie automobile, il existe différents type de suspension actives :
• suspension hydraulique
• suspension pneumatique
• suspension électromagnétique récupératrice
• suspension par moteur électrique
Fc
z˙def
Figure III.3 – Suspension active
Une suspension de type active permet de fonctionner dans les 4 quadrants de
fonctionnement. Elle peut aussi bien absorber/dissiper de l’énergie qu’en fournir.
La modélisation d’un tel dispositif reste très compliquée. On retrouve cependant
dans [Gaspar 2008] un modèle fortement non linéaire pouvant se mettre sous la
forme : 
z¨s
z˙s
z¨us
z˙us
 = A(ρ)

z¨s
z˙s
z¨us
z˙us
+Brzr +Bu(ρ)u (III.4)
où u est la variable de contrôle. De plus, le système ici présenté (III.4) peut s’écrire
sous une forme LPV, intéressante pour le contrôle.
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III.2.3 Modèles avec amortisseurs semi-actifs magnéto-
rhéologiques
Les amortisseurs semi-actifs ont été introduit dès les années 1990. Ils sont une
alternative économique en terme de consommation d’énergie aux amortisseurs actifs.
En effet, les suspensions semi-actives ne nécessitent aucune source d’énergie (ex-
ceptée une source très faible pour la polarisation des fluides). Leur fonctionnement
reste cependant borné dans les cadrans qui dissipent l’énergie, comme illustré sur la
figure III.4.
Fc
z˙def
Figure III.4 – Suspension semi-active
Il existe plusieurs type d’amortisseurs semi-actifs dont les plus connus sont :
• Les amortisseurs magnéto-rhéologiques : ces amortisseurs possèdent un
fluide dont les caractéristiques varient selon le champ magnétique présent. De
microscopiques particules magnétiques sont introduites dans le fluide hydrau-
lique permettant de modifier sa viscosité en fonction de l’intensité du courant
électrique qui le traverse. Le mouvement de l’amortisseur est ainsi directement
affecté par une entrée de commande : le courant électrique.
• Les amortisseurs électro-rhéologiques : dans ce cas, le fluide est sensible
au champ électrique. L’entrée de commande est alors la tension électrique.
Ces types d’amortisseurs intéressent beaucoup l’industrie automobile car ils per-
mettent de contrôler le comportement (principalement vertical) du véhicule. Il est
alors possible d’améliorer les performances en terme de confort ou de tenue de route.
Historiquement, les amortisseurs semi-actifs magnéto-rhéologiques sont les plus
utilisés. On retrouve par exemple la Mazda 626 Coupé qui possédait ce type d’amor-
tisseur lors de sa commercialisation en 1989. Plus récemment, la Audi TT coupé de
2006 ainsi que la Audi R8 possèdent ce type de suspension.
Les amortisseurs électro-rhéologiques sont quant à eux nouveau sur le marché.
Leur principal moteur de développement reste leur fréquence de fonctionnement
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beaucoup plus élevée que les magnéto-rhéologiques. En effet, ces derniers ont une
bande passante relativement limitée autour des 10Hz.
A partir de données expérimentales [Lozoya-Santos 2012], le modèle suivant de
l’effort d’un amortisseur magnéto rhéologique est habituellement adopté :
Fc(I) = Ifc tanh (a1 (z˙s − z˙us) + a2 (zs − zus))
+ b1 (z˙s − z˙us) + b2 (zs − zus) (III.5)
avec les coefficients définit dans la table III.1.
Table III.1 – Coefficients du modèle magnéto rhéologique
Paramètre Description Valeur
fc force nominale 600.9 N/A
a1 coefficient d’amortissement semi-actif 37.8 s.m−1
a2 coefficient d’amortissement semi-actif 22.1 m−1
b1 coefficients d’amortissement passif 2,830 N.s.m−1
b2 coefficients d’amortissement passif -7,897 N.m−1
A partir de ce modèle, on on déduit la représentation d’état suivante :
z¨s
z˙s
z¨us
z˙us
 =

− b1ms −ks+b2ms b1ms ks+b2ms
1 0 0 0
b1
mus
ks+b2
mus
− b1mus −ks+b2+ktmus
0 0 1 0


z˙s
zs
z˙us
zus

+

−fcρ1ms
0
fcρ1
mus
0
 I +

0
0
kt
mus
0
 zr (III.6)
III.3 Dynamique longitudinale d’un véhicule automobile
Afin de modéliser la dynamique longitudinale d’un véhicule, on considère que le
véhicule roule sur une surface plane en ligne droite (figure III.5).
Il est alors représenté par une seule roue équivalente supportant une masse glo-
bale m, illustré sur la figure III.6.
Afin d’obtenir le modèle général de la dynamique longitudinale, on étudie pre-
mièrement la dynamique issue de la masse globale du véhicule et de la roue du
véhicule.
III.3.1 Dynamique du chassis
Concernant la dynamique longitudinale pure, les efforts latéraux sont négligés.
D’après le principe de la dynamique, l’accélération longitudinale ax du véhicule est
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ωi
Vx
m
Iωi
Figure III.5 – Modèle longitudinal du véhicule
ω
Vx
m
Iw
m
Figure III.6 – Modèle longitudinal équivalent du véhicule
régie par :
mV˙x = Ftxf + Ftxr − Fa − Fdx (III.7)
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où Ftxi représente les efforts longitudinaux du pneumatique, Ftyi les efforts latéraux,
i = {f : avant, r : arrière }, Fa les efforts aérodynamique et Fdx les perturbations
longitudinales.
Les pneumatiques sont les organes les plus importants composant un véhicule au-
tomobiles, car ce sont eux qui assurent la liaison avec la chaussée et qui transmettent
les efforts dynamiques. Cependant, leur modélisation est relativement complexe. On
retrouve dans la littérature différents types de modèles, tels que les modèles de Pac-
jeka, Dugoff, LuGre etc... On peut cependant remarquer que ces modèles possèdent
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Figure III.7 – Modèle de la caractéristique longitudinale d’un pneumatique
une caractéristique linéaire pour des faibles valeurs de λi.
Les efforts longitudinaux avant et arrière dans la zone linéaire s’écrivent alors :
Ftxf = cλiλf (III.8a)
Ftxr = cλiλr (III.8b)
où λi sont les coefficients de glissement définit par :
λi =
ωiR− Vx
max(ωiR, Vx)
(III.8c)
Le coefficient R représente le rayon des roues et ωi la vitesse angulaire des roues
tandis que Vx représente la vitesse longitudinale du véhicule.
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Les efforts aérodynamiques sont modélisés sous la forme suivante :
Fa =
1
2
ρCSVx
2 (III.9)
où ρ représente la densité de l’air, C le coefficient aérodynamique, S la surface à
l’air et Vx la vitesse longitudinale du véhicule.
Les coefficients ρ, C et S étants a priori constants, la force aérodynamique se
réécrit sous la forme :
Fa = kaeroVx
2 (III.10)
III.3.2 Dynamique des roues
La dynamique des roues du véhicule est donnée par :
Iωiω˙i = Ti −RiFtxi (III.11)
où Ti est le couple fourni à la roue par le moteur ou le système de freinage, Ri le
rayon de la roue et Iωi est l’inertie de la roue.
III.3.3 Dynamique longitudinale globale
La dynamique globale du véhicule s’effectue en considérant l’approximation sché-
matisée sur la figure III.6.
Le véhicule est alors considéré comme une masse équivalente m soutenue par
une roue équivalente dont les propriétés sont données par :
R , Ri (III.12a)
Iω ,
4∑
i=1
Iωi (III.12b)
Cλ ,
4∑
i=1
Cλi (III.12c)
ω ,
4∑
i=1
ωi
4
(III.12d)
En combinant les deux sous-modèles précédemment proposés dans la zone li-
néaire du pneumatique, on obtient une représentation d’état sous la forme :[
V˙x
ω˙
]
=
[
−ρ1 kaerom − ρ2Cλm ρ2CλRm
ρ2
CλR
Iω
ρ2
−CλR2
Iω
] [
Vx
ω
]
+
[
0
1
Iω
]
Ti (III.13a)
où les paramètres variants ρ1 et ρ2 sont définis par :
ρ1 , Vx (III.13b)
et
ρ2 ,

1
Rω
en accélération V˙x > 0
1
Vx
en décélération V˙x < 0
(III.13c)
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III.4 Modèle latéral
Le modèle latéral est un modèle dit “demi-véhicule”. Il se concentre sur la dy-
namique latérale du véhicule, en regardant les accélérations latérales ay du véhicule
ainsi que la rotation autour de l’axe vertical ψ˙. L’entrée du système est l’angle des
roues dénoté uL, illustré sur la figure III.8.
Fyr uL
Fyf
ψ˙
v
β
Figure III.8 – Schématisation du modèle bicyclette
Le modèle bicyclette est le modèle le plus largement utilisé dans la commu-
nauté automobile. En effet, la dynamique latérale (accélération latérale) est couplée
avec les rotations verticales. Ce modèle intervient dans de nombreuses applications
industrielles telle que l’ESP par exemple.
III.4.1 Dynamique du système
Le modèle bicyclette présente les dynamiques suivantes :
may(t) = Ftxf (t) sinuL(t) + Ftyr(t) + Ftyf (t) cosuL(t) + Fdy(t) (III.14a)
L’accélération latérale ay (du référentiel non galiléen qu’est le véhicule) est donné
par :
ay(t) = v˙y(t) + v(t)ψ˙(t) (III.14b)
v˙y(t) = v(t)β˙(t) (III.14c)
La dynamique de rotation verticale est donnée par :
Izψ¨(t) = lf (Ftxf (t) sinuL(t) + Ftyf (t) cosuL(t))− lrFtyr(t)
+ (Ftxfr(t)− Ftxfl(t))tf cosuL(t) + (Ftxrr(t)− Ftxrl(t))tr
+ (Ftyfl(t)− Ftyfr(t))tf sinuL(t) +Mdz(t) (III.14d)
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Le modèle bicyclette s’inspire des équations (III.14), en considérant l’angle des
roues faibles : sinuL = 0 et cosuL = 1, et que les efforts gauche/droite d’un train
sont égaux : Ftxfr = Ftxfl et Ftxrr = Ftxrl .On obtient alors :
mv(t)
(
β˙(t) + ψ˙(t)
)
= Ftyr(t) + Ftyf (t) + Fdy(t) (III.15a)
Izψ¨(t) = lfFtyf (t)− lrFtyr(t) (III.15b)
Ce modèle, bien que déjà simplifié, dépend toujours des efforts des pneumatiques
Ftyf et Ftyr , et est ainsi fortement non-linéaire. Comme déjà vu dans la section III.3,
les efforts des pneumatiques se comportent de façon linéaire lors des faibles valeurs
du coefficient de glissement βi, i = f, r. Il en découle alors les relations linéaires :
Ftyf (t) = cyfβf (t) (III.16a)
Ftyr(t) = cyrβr(t) (III.16b)
avec
βf (t) = uL(t)− β(t)− lf ψ˙(t)
v(t)
(III.17a)
βr(t) = −β(t) + lrψ˙(t)
v(t)
(III.17b)
En combinant les équations (III.15), (III.16) et (III.17), on obtient le système
suivant :
mv(t)
(
β˙(t) + ψ˙(t)
)
= cyfuL(t)− (cyr + cyf )β(t)
+
cyr lr − cyf lf
v(t)
ψ˙(t) + Fdy(t) (III.18a)
Izψ¨(t) = lfcyfuL(t)−
cyf lf
2 + cyr lr
2
v(t)
ψ˙(t)− (cyr lr− cyf lf )β(t) +Mdz(t) (III.18b)
d’où la représentation d’état :[
β˙(t)
ψ¨(t)
]
=
 − cyr+cyfmv(t) cyr l−r−cyf lfmv(t)2 − 1
cyr lr−cyf lf
Iz
− cyr lr
2+cyf lf
2
Izv(t)
[ β(t)
ψ˙(t)
]
+
[
cf
mv
cyf lf
Iz
]
uL(t) (III.19)
On peut remarquer que dans la représentation en (III.19), les matrices dépendent
de la vitesse du véhicule v. On peut ainsi en déduire un modèle LPV du système,
dépendant des paramètres ρ1(t) , 1v(t) et ρ2(t) ,
1
v(t)2
, de la forme suivante :
[
β˙(t)
ψ¨(t)
]
=
([
0 −1
cyr lr−cyf lf
Iz
0
]
+ ρ1(t)
[
− cyr+cyfm 0
0 − cyr lr
2+cyf lf
2
Iz
]
+ ρ2(t)
[
cyr lr−cyf lf
m
0 0
])[
β(t)
ψ˙(t)
]
+
([
0
cyf lf
Iz
]
+ ρ1(t)
[ cf
m
0
])
uL(t) (III.20)
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Afin d’implémenter des contrôleurs en temps discret, ce système LPV est discré-
tisé selon la méthode d’Euler, présentée dans la section II.3.3. On obtient alors le
système LPV en temps discret dépendant de la période d’échantillonnage Td :
[
β˙(k)
ψ¨(k)
]
=
([
1 −Td
Td
cyr lr−cyf lf
Iz
1
]
+ ρ1(k)
[
−Td cyr+cyfm 0
0 −Td cyr lr
2+cyf lf
2
Iz
]
+ ρ2(k)
[
0 Td
cyr lr−cyf lf
m
0 0
])[
β(k)
ψ˙(k)
]
+
([
0
Td
cyf lf
Iz
]
+ ρ1(k)
[
Td
cf
m
0
])
uL(k)
(III.21)
III.4.2 Modélisation des capteurs
Les capteurs habituellement présents sur le système sont :
• un gyromètre mesurant la vitesse de lacet ψ˙(k)
• un accéléromètre mesurant l’accélération latérale ay(k).
Le capteur gyrométrique se modélise très facilement en ajoutant la mesure :
ψ˙(k) =
[
0 1
] [β(k)
ψ˙(k)
]
(III.22)
En ce qui concerne l’accélération latérale, elle peut s’écrire sous la forme
[Ackermann 1997] :
ay(k) = v(k)
(
β˙(k) + ψ˙(k)
)
(III.23)
On en déduit :
ay =
([
− cyr+cyfm 0
]
+ ρ1(k)
[
0
cyr lr−cyf lf
m
]) [β(k)
ψ˙(k)
]
+ cyfuL(k) (III.24)
III.5 Modèle complet de véhicule
En combinant les modèles vertical, longitudinal, latéral ainsi que les dynamiques
du roulis et de tangage, un modèle complet du véhicule peut être déduit. Ce modèle à
fait l’objet d’un simulateur présent dans la toolbox Automotive Toolbox développée
au Gipsa-Lab. La comparaison avec le véhicule réel est présentée dans la partie
III.5.2.
Le véhicule considéré est le Renault Megane présent aux laboratoire MIPS de
Mulhouse. Dans le cadre du projet INOVE, une campagne de mesures et de collecte
de données au sein du laboratoire MIPS a permis de modéliser fidèlement le véhicule.
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III.5.1 Modèle mathématique
A partir des équations de la dynamique, on obtient le modèle non-linéaire suivant
du chassis :
v˙x =
(
Ftxf cos δ − Ftxr + Ftyf sin δ + Fdx +mψ˙vy
)
/m (III.25a)
ax = v˙x − ψ˙vy (III.25b)
v˙y =
(
Ftxf sin δ + Ftyr + Ftyf cos δ + Fdy −mψ˙vx
)
/m (III.25c)
ay = v˙y + ψ˙vx (III.25d)
z¨s = −
(
Fsf + Fsr + Fdz
)
/ms (III.25e)
θ¨ =
(
(Fsrr − Fsrl)tr + (Fsfr − Fsfl)tf +mhv˙y +Mdx)
)
/Ix (III.25f)
ψ¨ =
(
lf (Ftxf sin δ + Ftyf cos δ)− lrFtyr + (Ftxfr − Ftxfl)tf cos δ
+(Ftxrr − Ftxrl)tr + (Ftyfl − Ftyfr)tf sin δ +Mdz
)
/Iz (III.25g)
φ¨ =
(
Fsf lf − Fsr lr +mhax +Mdy
)
/Iy (III.25h)
β˙CoG =
(
Ftyf + Ftyr −mv˙CoG sin(βCoG)
)
/ (mvCoG cos(βCoG))− ψ˙(III.25i)
(III.25j)
avec les notations rappelées dans le tableau III.2.
Concernant la modélisation des pneumatiques et des suspensions pour chaque
coordonnée (i, j), on obtient :
z¨usij =
(
Fszij − Ftzij
)
/musij (III.26a)
Fszij = kszdefij (III.26b)
zdefij = zsij − zusij (III.26c)
Ftzij = ktzdeftij (III.26d)
zdeftij = zusij − zrij (III.26e)
ω˙ij = Tij −RijFtxij (III.26f)
βf = δ − tan−1
(
lf ψ˙ + vCoG sinβCoG
vCoG cosβCoG
)
(III.26g)
βr = tan
−1
(
lrψ˙ − vCoG sinβCoG
vCoG cosβCoG
)
(III.26h)
λij =
vx −Rijωij cosβi
max(vx, Rijωij cosβi)
(III.26i)
avec les notations de la table III.3.
Les efforts non linéaires des pneumatiques peuvent être obtenus à partir des
modèles de Pacejka [Pacejka 2012] :
Ftxij = Dx sin
[
Cx arctan
(
Bxλij − Ex (Bxλij − arctan (Bxλij))
)]
(III.26j)
Ftyij = Dy sin
[
Cy arctan
(
Byβi − Ey (Byβi − arctan (Byβi))
)]
(III.26k)
50
Chapitre III. Modèles des dynamiques de véhicule et validations
expérimentales
A partir de ces équations, un simulateur a été conçu. Il nécessite en entrée l’ac-
célération longitudinale du véhicule ax, l’angle des roues δ ainsi que les éventuelles
perturbations Fdx , Fdy , Fdz , Mdx , Mdy et Mdz .
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Table III.2 – Notations du modèle non-linéaire (châssis)
Paramètre Description Unité
ax accélération longitudinale [m.s−2]
ay accélération latérale [m.s−2]
z¨s accélération verticale du châssis [m.s−2]
θ¨ accélération de tangage [rad.s−2]
ψ¨ accélération de lacet [rad.s−2]
φ¨ accélération de roulis [rad.s−2]
βCoG angle de glissement au centre de gravité [rad]
vCoG résultante de la vitesse au centre de gravité [m.s−1]
δ angle des roues [rad]
m masse totale du véhicule [kg]
tf demi essieu avant [m]
tr demi essieu arrière [m]
lf distance du centre de gravité à l’essieu avant [m]
lr distance du centre de gravité à l’essieu arrière [m]
Ftxfl effort longitudinal du pneumatique avant gauche [N ]
Ftxfr effort longitudinal du pneumatique avant droit [N ]
Ftxrl effort longitudinal du pneumatique arrière
gauche
[N ]
Ftxrr effort longitudinal du pneumatique arrière droit [N ]
Ftxf résultante longitudinale des efforts pneuma-
tiques avant
[N ]
Ftxr résultante longitudinale des efforts pneuma-
tiques arrière
[N ]
Ftyfl effort latéral du pneumatique avant gauche [N ]
Ftyfr effort latéral du pneumatique avant droit [N ]
Ftyrl effort latéral du pneumatique arrière gauche [N ]
Ftyrr effort latéral du pneumatique arrière droit [N ]
Ftyf résultante latérale des efforts avant [N ]
Ftyr résultante latérale des efforts arrière [N ]
Fsfl effort vertical de la suspension avant gauche [N ]
Fsfr effort vertical de la suspension avant droite [N ]
Fsrl effort vertical de la suspension arrière gauche [N ]
Fsrr effort vertical de la suspension arrière droite [N ]
Fsf résultante des efforts verticaux avant [N ]
Fsr résultante des efforts verticaux arrière [N ]
Fdx perturbation longitudinale [N ]
Fdy perturbation latérale [N ]
Fdz perturbation verticale [N ]
Mdx moment de perturbation longitudinale [N ]
Mdy moment de perturbation latérale [N ]
Mdz moment de perturbation verticale [N ]
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Table III.3 – Notations du modèle non-linéaire (pneumatique + suspension)
Paramètre Description Unité
z¨usij accélération verticale de la masse non suspendue [m.s−2]
ay accélération latérale [m.s−2]
Fszij effort des suspensions [N ]
Ftzij effort vertical du pneumatique [N ]
zsij position verticale du châssis [m]
zusij position verticale de la masse non suspendue [m]
zdefij déflexion de la suspension [m]
zdeftij déflexion du pneumatique [m]
Rij rayon effectif de la roue [m]
Tij couple fourni par l’équipement (moteur, frein) [N
ωij vitesse de rotation de la roue [rad.s−1]
βf angle de glissement des roues avant [rad]
βr angle de glissement des roues arrière [rad]
λij coefficient d’adhérence de la roue
musij poids de la masse non suspendue [kg]
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III.5.2 Validations expérimentales sur le véhicule
Afin de valider le modèle préalablement établi, deux type d’essais ont été effec-
tués. Tout d’abord, le test du sinus wobulé. Dans cet essai, la vitesse du véhicule est
relativement constante v = 30km.h−1, et l’angle du volant est excité par un sinus
de différente fréquences et différentes amplitudes.
• v = 40km.h−1 : section III.5.2.a
• v = 60km.h−1 : section III.5.2.b
• v = 80km.h−1 : section III.5.2.c
Enfin, le véhicule est soumis au test de l’Elan pour deux vitesse :
• v = 30km.h−1 : section III.5.2.d
• v = 80km.h−1 : section III.5.2.e
Le test de l’Elan est une manœuvre d’évitement d’obstacle qui permet d’évaluer
la tenue de route d’un véhicule. Le circuit est préalablement composé d’un virage
sur la gauche, puis de l’évitement.
III.5.2.a Sinus wobulé à v = 40km.h−1
Dans cette manipulation, le véhicule atteint une vitesse proche de v = 40km.h−1.
L’entrée du système est l’accélération longitudinale ainsi que l’angle au volant pré-
senté respectivement en figure III.9(a) et III.9(b).
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Figure III.9 – Signaux d’entrées du simulateur pour v = 40km.h−1
Les comparaisons entre le modèle non linéaire et les signaux expérimentaux sont
présentés sur la figure III.10.
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(a) Accélération latérale
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(b) Vitesse de lacet
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(c) Vitesse longitudinale
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Figure III.10 – Comparaison des signaux réels et du simulateur pour v = 40km.h−1
III.5. Modèle complet de véhicule 55
III.5.2.b Sinus wobulé à v = 60km.h−1
Dans cette manipulation, le véhicule atteint une vitesse proche de v = 60km.h−1.
L’entrée du système est l’accélération longitudinale ainsi que l’angle au volant pré-
senté respectivement en figure III.11(a) et III.11(b).
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Figure III.11 – Signaux d’entrées du simulateur pour v = 60km.h−1
Les comparaisons entre le modèle non linéaire et les signaux expérimentaux sont
présentés sur la figure III.12.
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(a) Accélération latérale
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(b) Vitesse de lacet
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(c) Vitesse longitudinale
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Figure III.12 – Comparaison des signaux réels et du simulateur pour v = 60km.h−1
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III.5.2.c Sinus wobulé à v = 80km.h−1
Dans cette manipulation, le véhicule atteint une vitesse proche de v = 80km.h−1.
L’entrée du système est l’accélération longitudinale ainsi que l’angle au volant pré-
senté respectivement en figure III.13(a) et III.13(b).
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Figure III.13 – Signaux d’entrées du simulateur pour v = 80km.h−1
Les comparaisons entre le modèle non linéaire et les signaux expérimentaux sont
présentés sur la figure III.14.
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(a) Accélération latérale
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(b) Vitesse de lacet
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(c) Vitesse longitudinale
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Figure III.14 – Comparaison des signaux réels et du simulateur pour v = 80km.h−1
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III.5.2.d Évitement d’obstacle ou test de l’Elan v = 30km.h−1
Dans cette manipulation, le véhicule atteint une vitesse proche de v = 30km.h−1.
L’entrée du système est l’accélération longitudinale ainsi que l’angle au volant pré-
senté respectivement en figure III.13(a) et III.13(b).
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Figure III.15 – Signaux d’entrées du simulateur pour v = 30km.h−1
Les comparaisons entre le modèle non linéaire et les signaux expérimentaux sont
présentés sur la figure III.16.
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(a) Accélération latérale
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(b) Vitesse de lacet
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(c) Vitesse longitudinale
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Figure III.16 – Comparaison des signaux réels et du simulateur pour v = 30km.h−1
III.5. Modèle complet de véhicule 61
III.5.2.e Évitement d’obstacle ou test de l’Elan v = 80km.h−1
Dans cette manipulation, le véhicule atteint une vitesse proche de v = 80km.h−1.
L’entrée du système est l’accélération longitudinale ainsi que l’angle au volant pré-
senté respectivement en figure III.17(a) et III.17(b).
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Figure III.17 – Signaux d’entrées du simulateur pour v = 80km.h−1
Les comparaisons entre le modèle non linéaire et les signaux expérimentaux sont
présentés sur la figure III.18.
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(a) Accélération latérale
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(b) Vitesse de lacet
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(c) Vitesse longitudinale
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Figure III.18 – Comparaison des signaux réels et du simulateur pour v = 80km.h−1
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III.5.2.f Conclusion des validations
On remarque que d’une manière générale, les résultats du simulateur et les ré-
sultats expérimentaux sont relativement proches.
Cependant, on remarque quelques différences, notamment dans les tests fréquen-
tiels des sinus wobulés. Ces différences viennent essentiellement des erreurs de mo-
délisation des pneumatiques. En effet, bien que le modèle non linéaire (III.26) soit
considéré, les paramètres sont très difficiles à étalonner. Ils dépendent notamment
des conditions de route, de l’humidité, de la température etc ...
De plus, ces essais sollicitent les pneumatiques dans des zones fortement non-
linéaires.
Cependant, on retrouve la tendance générale de la dynamique du véhicule. On
constate que les résultats du test de l’Elan sont très proche des résultats expérimen-
taux.
III.6 Conclusion
Dans cette section, les différents modèle de véhicule utilisé pour la synthèse
de contrôleurs, d’observateurs et/ou de détecteurs de défauts sont présentés. La
majorité de ces modèles s’écrivent sous la forme de systèmes LPV.
Un modèle complet du véhicule ayant été validé expérimentalement a été pré-
senté. Ce modèle a été intégré dans la toolbox Automotive toolbox développée au
Gipsa-Lab et permet de simuler le véhicule. Ce modèle est certes non parfait, mais
retranscrit bien la dynamique du véhicule en situation de conduite classique voir
peu critique.
A partir de ces modèles, des détecteurs de défauts et de situations critiques sont
proposées dans les chapitres V concernant la dynamique latérale du véhicule puis
dans le chapitre VI pour la dynamique verticale. Les méthodologies sont proposées
dans le chapitre suivant IV.
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IV.1 Introduction
Comme déjà étudié dans le chapitre II, la détection de défaut consiste à synthé-
tiser une variable appelée résidu dont le but est d’informer d’un défaut. En l’absence
d’un défaut, cette variable est nulle (ou proche de 0), et devient significativement
non nulle en présence du défaut.
Dans la littérature, la méthodologie de l’espace de parité [Chow 1984,
Gertler 1998] a été principalement étudiée pour les systèmes LTI. Le principal intérêt
de cette approche réside dans la simplicité d’implémentation du résidu obtenu. En
effet, le résidu s’implémente comme une équation aux différences, faisant simplement
intervenir des additions et multiplications de scalaires. Ce type d’implémentation est
relativement simple et peut s’adapter dans la plupart des micro-contrôleurs actuels.
Cette méthodologie est certes très appréciée dans le contexte informatique, mais
ne s’applique que pour les systèmes LTI. Ce chapitre étudie ainsi l’extension de cette
approche pour des systèmes plus complexes.
Tout d’abord, la méthodologie est étendue pour les systèmes incertain en sec-
tion IV.2. Cette approche repose sur la formulation d’un problème d’optimisation
min/max, visant à sensibiliser le résidu au défaut tout en limitant l’effet des in-
certitudes. La méthodologie proposée dans cette section permet la transformation
d’un problème d’optimisation avec contraintes en un problème d’optimisation sans
contraintes ainsi que la résolution d’un problème d’optimisation quadratique. On
notera que l’optimisation du problème quadratique est structurée par le système,
c’est-à-dire qu’il dépend directement de la définition du système. Cette méthodolo-
gie est par la suite réutilisée dans les autres approches évoquées dans les sections
suivantes.
La méthodologie de l’espace de parité est finalement appliquée aux systèmes
LPV. L’objectif est de prendre en compte les paramètres variants du système afin
de réduire le conservatisme de l’approche. Le résidu obtenu dépendra ainsi des pa-
ramètres variants. Deux approches dérivant de l’extension aux systèmes LPV sont
proposées dans la section IV.3. La première repose sur la formulation exacte de
l’espace de parité LTI en remplaçant les matrices LTI par les matrices LPV. Cette
solution requiert de pouvoir calculer une inverse formelle d’une matrice en fonction
des paramètres variants. Une autre solution plus élégante dans la section IV.3.4
permet de s’affranchir du calcul de l’inverse formelle mais au prix de calculs plus
lourds.
IV.1. Introduction 67
Dans la section IV.4, une approche de simplification du résidu, orienté pour l’im-
plémentation est présentée. Cette approche repose sur l’écriture du système LPV en
un nombre de sous-systèmes LTI incertains. L’incertitude repose ainsi sur la varia-
tion du paramètre variant entre les sous modèles. Cette approche est dite orientée
vers l’implémentation car l’utilisateur doit définir le nombre de sous-systèmes, et
ainsi le nombre de sous-résidus en fonction de la cible à utiliser.
Finalement, la section IV.5 propose une méthodologie de synthèse de résidu
pour les systèmes LPV comportant des incertitudes et des entrées inconnues, notés
systèmes U-LPV. L’approche considérée développe un nouveau problème d’optimi-
sation basé sur la modélisation polytopique du système, dont la résolution implique
la résolution de LMIs.
Ce chapitre à fait l’objet de diverses publications axée sur la théorie :
J1 Sébastien Varrier, Damien Koenig and John-Jairo Martinez-Molina, Robust fault
detection for Uncertain Unknown Inputs LPV system, Control Enginee-
ring Practice, Elsevier, 2014 [Varrier 2014]
C1 Sébastien Varrier, Damien Koenig, John-Jairo Martinez-Molina. A parity space-
based fault detection on LPV systems : Approach for vehicle lateral dynamics
control system. 8th IFAC Symposium Safeprocess, Méxicó, 8 :1191–1196,
2012. México, México city. [Varrier 2012b]
C2 Sébastien Varrier, Damien Koenig, John-Jairo Martinez-Molina. Robust fault
detection for vehicle lateral dynamics. Proceedings of the 51st IEEE Confe-
rence on Decision and Control, pp. 4366–4371, 2012. USA, Hawaii, Maui.
[Varrier 2012f]
et les publications suivantes associées, étant plus axées sur les résultats applica-
tifs pour les véhicules automobiles :
J3 Juan C. Tudón-Martínez, Sébastien Varrier and Jorge de-J. Lozoya-Santos and
Ruben Morales-Menendez, Control Tolerante a Fallas en una Suspensión Au-
tomotriz Semi-activa, Soumis à IEEE Latin America Transactions, 2013
[Tudón-Martínez 2013]
J4 Sébastien Varrier and Damien Koenig and John-Jairo Martinez-Molina, Détec-
tion de situation critique d’un véhicule automobile, Journal Européen des
Systèmes Automatisés, 2013 [Varrier 2013c]
C3 Sébastien Varrier, Németh Balázs, Damien Koenig, John-Jairo Martinez-
Molina, Peter Gáspár. Robust suspension fault detection. Proceedings of the
20th VSDIA, 2012. Hungary, Budapest. [Varrier 2012a]
C5 Juan Carlos Tudón Martínez, Sébastien Varrier, Ruben Morales-Menendez, Da-
mien Koenig, John-Jairo Martinez-Molina, Olivier Sename. Fault tolerant
control of a semi-active suspension system based on robust fault detection.
10th IEEE International Conference on Networking, Sensing and Control,
2013. [Martínez 2013b]
C6 Sébastien Varrier, Jorge de Jesus Lozoya-Santos, Diana Hernandez, Damien
Koenig, John-Jairo Martinez-Molina, Ruben Morales-Menéndez. Fault de-
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tection in automotive semi-active suspension : Experimental results. Pro-
ceedings of the SAE 2013 World Congress, 2013. USA, Michigan, Detroit.
[Varrier 2013a]
C7 Juan Carlos Tudón Martínez, Sébastien Varrier, Ruben Morales-Menendez, Ri-
cardo A. Ramírez-Mendoza. Suspension control strategy for a fully electrified
vehicle. Proceedings of the 12th IEEE European Control Conference, 2013.
[Martínez 2013d]
C8 Sébastien Varrier, Carlos Vivas-Lopez, Jorge de Jesus Lozoya-Santos, Damien
Koenig, John-Jairo Martinez-Molina, Ruben Morales-Menendez. Applicative
fault tolerant control for semi-active suspension system : Preliminary re-
sults. Proceedings of the 12th IEEE European Control Conference, 2013.
[Varrier 2013e]
C9 Juan Carlos Tudón Martínez, Soheib Fergani, Sébastien Varrier Olivier Sename,
Luc Dugard, Ruben Morales-Menendez, Ricardo Ramírez-Mendoza. Road
adaptive semi-active suspension in a pick-up truck using an lpv controller.
Proceedings of the 7th Ifac Symposium on Advances in Automotive Control,
2013. [Martínez 2013a]
C10 Luc Dugard, Sébastien Varrier, Juan-C. Tudón-Martínez, Widya Nila Velayati,
John-Jairo Martinez, Damien Koenig, Olivier Sename. Detection of critical
situations for vehicle longitudinal dynamics. 17th international conference on
vehicle dynamics, 2013. France, Mulhouse. [Dugard 2013]
C11 Juan Carlos Tudón Martínez, Sébastien Varrier, Olivier Sename, Ruben
Morales-Menendez, John-Jairo Martinez, Luc Dugard Fault Tolerant Stra-
tegy for Semi-active Suspensions with LPV Accommodation, 2nd Interna-
tional Conference on Control and Fault Tolerant Systems, 2013.
[Martínez 2013c]
N2 Sébastien Varrier, Damien Koenig, John-Jairo Martinez-Molina. Détection de
situation critique d’un véhicule automobile. 5èmes Journées Doctorales /
Journées Nationales MACS, 2013. France, Strasbourg. [Varrier 2013b]
IV.2 Synthèse de résidus pour systèmes incertains
IV.2.1 Introduction
Dans cette section, la synthèse de résidu est proposée pour les systèmes linéaires
sujets à des incertitudes et à des entrées inconnues.
La modélisation de tels systèmes est tout d’abord étudiée, puis une extension
de la méthodologie de l’espace de parité est proposée. L’objectif de la synthèse du
résidu se réduit alors à un problème d’optimisation min/max dont le but est de
maximiser la sensibilité du résidu au défaut et minimiser sa sensibilité vis-à-vis des
incertitudes et entrées inconnues. Le problème d’optimisation avec contrainte est
transformé en un problème d’optimisation sans contrainte permettant de résoudre
le problème d’optimisation.
IV.2. Synthèse de résidus pour systèmes incertains 69
IV.2.2 Modélisation des systèmes incertains
On considère un système linéaire incertain ΣLTIu de la forme :
x(k + 1) = Ax(k) +Bu(k) +Bdd(k) +Bff(k) (IV.1a)
y(k) = Cx(k) +Du(k) +Ddd(k) +Dff(k) (IV.1b)
où les matrices sur-lignées X représentent des matrices incertaines, x ∈ Rn repré-
sente l’état du système, y ∈ Rm le vecteur des sorties, u ∈ Rl les entrées mesurées,
d ∈ Rnd les entrées inconnues (ou non mesurées) et f ∈ Rnf les fautes.
Les incertitudes sont considérées comme étant de forme affine :
X = X0 +
Ni∑
i=1
X˜iδi = X0 +
[
X˜1 X˜2 · · · X˜Ni
]
︸ ︷︷ ︸
X˜

δ1
δ2
...
δNi

︸ ︷︷ ︸
δ
(IV.2)
où X0 représente la valeur nominale de la matrice, les X˜i étant des matrices connues
et δi des scalaires inconnus.
Grâce à ce type de modélisation (équation (IV.1)), différents types d’incertitudes
peuvent être considérées, aussi bien sur l’état x du système avec les matrices X˜ que
sur les mesures des sorties y ou entrées u avec les entrées inconnues d. En effet, les
entrées inconnues d peuvent représenter aussi bien des dynamiques négligées ou des
perturbations des actionneurs.
Sensibilité sélective à une classe de défauts
Dans certaines applications, il peut être intéressant de synthétiser un résidu
n’étant seulement sensible à une certaine classe de défauts f1(k) tout en étant
insensible à d’autres défauts f2(k). Pour cela, la matrice Bf dans (IV.1) est
décomposée en deux sous-matrices Bf =
[
Bf1 Bf2
]
. Les défauts f(k) ayant la
forme f(k) =
[
f1(k)
f2(k)
]
, on obtient le produit :
Bff(k) =
[
Bf1 Bf2
] [f1(k)
f2(k)
]
= Bf1f1(k) +Bf2f2(k) (IV.3)
La partie à laquelle on souhaite être insensible Bf2f2(k) sera considérée
comme une entrée inconnue. On obtient les nouvelles matrices de distribution
des entrées inconnues B∗d et des défauts B
∗
f de la forme :
B∗d =
[
Bd Bf2
]
(IV.4a)
B∗f = Bf1 (IV.4b)
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et les nouvelles entrées inconnues d∗(k) et les défauts f∗(k) :
d∗(k) =
[
d(k)
f2(k)
]
(IV.5a)
f∗(k) = f1(k) (IV.5b)
Dans ce cas, le résidu ne sera sensible qu’aux défauts f∗(k) , f1(k) puisque
f2(k) ⊂ d∗(k) sera considéré comme une entrée inconnue et son effet sur le
résidu devra donc être atténuée.
Finalement, le système incertain ΣLTIu se réécrit sous la forme :
x(k + 1) = A0x(k) + A˜δ˜x(k) +Bu(k) +Bdd(k) +Bff(k) (IV.6a)
y(k) = C0x(k) + C˜δ˜x(k) +Du(k) +Ddd(k) +Dff(k) (IV.6b)
où les matrices :
• A0, B, C0 et D représentent la partie nominale du système ;
• A˜, C˜, Bd et Dd la partie incertaine ;
• Bf et Df la distribution des défauts sur le système.
IV.2.3 Hypothèse et espace de parité
H1 : Afin de garantir que le résidu sera bien sensible au défaut, le système consi-
déré devra être observable quelque soit la combinaison des incertitudes δ(k).
En appliquant la méthodologie présentée dans la section II.6.1.c, sur le système
(IV.6), on obtient l’expression suivante :
Ys(k)−HusUs(k) = Hosx(k) +
∑
i
(
ζ(i)H˜os,i
)
x(k)
+
∑
i
(
ζ(i)H˜us,i
)
Us(k) +HdsUds(k) +
∑
i
(
ζ(i)H˜ds,i
)
Us(k)
+
[
Hfs,nom ζ(i)Hfs,i
]︸ ︷︷ ︸
Hfs
Fs(k) (IV.7a)
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avec :
Ys =

y(k)
y(k + 1)
...
y(k + s)
 (IV.7b)
Us =

u(k)
u(k + 1)
...
u(k + s)
 (IV.7c)
Uds =

d(k)
d(k + 1)
...
d(k + s)
 (IV.7d)
et où les matrices nominales sont données par :
Hos =

C0
C0A0
...
C0A
s−1
0
 (IV.7e)
Hus =

D 0 · · · · · · 0
C0B D 0 · · · 0
C0A0B C0B D
. . .
...
...
. . . . . . . . . 0
C0A
s−1
0 B C0A
s−2
0 B · · · C0B D
 (IV.7f)
Les matrices relatives aux incertitudes ne sont pas présentées ici car sont dépen-
dantes de la structure considérée et s’avèrent complexes à formuler. Cependant, le
lecteur peut aisément reconstruire ces matrices manuellement.
Les matrices contenant des incertitudes dépendent des δi et des produits induits
par le biais du vecteur ζ sous la forme :
ζ =
[
δ1 · · · δNi δ1δ2 · · · δ1p · · · δNis+1
]
(IV.7g)
Remarque IV.1
L’approche classique (triviale) de l’espace de parité (voir section II.6 pour les
rappels de la méthodologie) consisterait à trouver une matrice W tel que :
W T
[
Hos H˜os H˜us Hds H˜ds
]
= 0 (IV.8)
où
• la matrice Hos, est relative aux états du système ;
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• les matrices H˜os,Hds,Hus etHds,i sont relatives aux incertitudes et entrées
inconnues.
Cependant, cette approche est beaucoup trop conservative. En effet, la ma-
trice
[
Hos H˜os H˜us Hds H˜ds
]
possède beaucoup trop de colonnes (et aura
ainsi un rang non dégénéré). Une solution consisterait cependant à augmenter
l’horizon s dans l’objectif de dégénérer le rang ligne de cette matrice. Dans ce
cas, le résidu serait sensible au défaut durant tout l’horizon s. Du fait de sa va-
leur importante, le résidu présenterait alors une grande période de fausse alarme
ou encore un temps de détection trop long.
Afin de palier à la contrainte formulée en IV.1, l’approche par optimisation a été
développée car elle permet de réduire l’horizon s.
IV.2.4 Espace de parité et optimisation
Du fait que la contrainte présentée en (IV.8) soit très difficile à satisfaire, une
approche par optimisation est proposée. Le résidu à implémenter est toujours de la
forme :
rLTIu(k) = W
T
(
Ys(k)−HusUs(k)
)
(IV.9)
L’objectif est maintenant de trouver la matrice de parité W qui satisfasse le
problème :
trouver W telle que :

W THos = 0
max
W
∥∥W THfs∥∥2
min
W
∥∥∥W T H˜os∥∥∥2
min
W
∥∥∥W T H˜us∥∥∥2
min
W
∥∥W THds∥∥2
min
W
∥∥∥W T H˜ds∥∥∥2
(IV.10)
Ce problème a pour objectif de garantir que le résidu sera parfaitement insensible
aux états du systèmes dans le cas nominal. On ajoute ainsi la contrainte d’orthogo-
nalité au système nominal. Par la suite, la matrice W sera synthétisée de manière à
maximiser l’effet du défaut sur le résidu tout en minimisant les effets des perturba-
tions et entrées inconnues.
Ces objectifs d’optimisation sont alors transformés en un problème d’optimisa-
tion P1 :
P1 :

W THos = 0
min
W
∥∥W TG∥∥2
‖W THfs‖2
(IV.11)
avec G défini par G =
[
H˜os H˜us Hds H˜ds
]
.
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IV.2.4.a Transformation en un problème d’optimisation sans contraintes
La problème d’optimisation (IV.11) est un problème d’optimisation avec
contraintes, donc difficile à résoudre.
Cependant, après quelques manipulations algébriques, ce problème d’optimisa-
tion avec contraintes peut se réécrire sous la forme d’un problème d’optimisation
sans contraintes.
La matrice Hos peut toujours se réécrire sous la forme :
Hos =
[
Hos1
Hos2
]
(IV.12)
où la matrice Hos1 est régulière, et donc inversible.
Remarque IV.2
D’après l’hypothèse H1 (section IV.2.3), le système (IV.1) est toujours obser-
vable. La paire (A0, C0) est donc observable (cas δ = ON×1). Ainsi, la matrice
d’observabilité associée O(A0, C0) est de rang plein. Ainsi, Hos1 peut être choisi
comme la partie régulière de O(A0, C0).
En décomposant de la même manière la matrice W par :
W T =
[
W1
T W2
T
]
(IV.13)
la contrainte W THos = 0 se réécrit :
W THos = 0 ⇔
[
W1
T W2
T
] [Hos1
Hos2
]
= 0
⇔ W1THos1 +W2THos2 = 0
⇔ W1THos1 = −W2THos2
⇔ W1T = −W2THos2H−1os1 (IV.14)
De ce fait, la matrice W se réécrit :
W T =
[
W1
T W2
T
]T
=
[−W2THos2H−1os1 W2T ]
= W2
T
[−Hos2H−1os1 Iq]︸ ︷︷ ︸
P
W T = W2
TP (IV.15)
Ainsi, afin de garantir la contrainte d’égalité, la matrice W est structurée par
P . La contrainte d’orthogonalité au système nominal ne fait donc plus partie du
problème d’optimisation.
Il s’en suit un problème d’optimisation sans contrainte selon la variable W2 :
P1 : min
W2
∥∥W2TPG∥∥2∥∥W2TPHfs∥∥2
= min
W2
W2
TΓ1W2
W2
TΓ2W2
(IV.16a)
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où les matrices Γ1 et Γ2 sont symétriques et définies par :
Γ1 = PGG
TP T (IV.16b)
Γ2 = PHfsHfs
TP T (IV.16c)
IV.2.4.b Résolution du problème d’optimisation
Le théorème suivant permet de résoudre ce type de problème d’optimisation :
Théorème IV.1 ([Ding 2008])
Selon le problème d’optimisation suivant :
γ∗ = min
X
XTAX
XTBX
(IV.17)
où les matrices A et B sont des matrices symétriques, le minimum γ∗ correspon-
dant au critère donné en (IV.17) est atteint en choisissant la solution X∗ définie
par :
X∗ = ϑλq(A,B) (IV.18)
où λq(A,B) représente la plus petite valeur propre généralisée de la paire (A,B),
et ϑλq(A,B) son vecteur propre associé. Le minimum γ
∗ est donné par :
γ∗ = λq(A,B) (IV.19)
Démonstration : On considère la fonction :
f1 :
 R
n → R
X 7→ X
TAX
XTBX
= γ
(IV.20)
γ est un minimum de f1(X) pour X = X∗ si et seulement si :
∂f1(X)
∂X
∣∣∣∣
X=X∗
= 0
⇔ ∂
X∗TAX∗
X∗TBX∗
∂X∗
= 0
⇔ 2AX
∗X∗TBX∗ −X∗TAX∗2BX∗(
X∗TBX∗
)2 = 0
⇔ 2
X∗TBX∗
(
AX∗ − X
∗TAX∗BX∗
X∗TBX∗
)
= 0
⇔ 2
X∗TBX∗
A− X∗TAX∗X∗TBX∗︸ ︷︷ ︸
γ∗
B
X∗ = 0
⇔ (A− γ∗B)X∗ = 0 (IV.21)
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L’équation (IV.21) correspond effectivement à la définition de la valeur propre géné-
ralisée. Par conséquent, γ∗ représente la valeur propre généralisée et X∗ son vecteur
propre associé.
Finalement, comme γ∗ est également le critère de minimisation, choisir la plus
petite valeur propre généralisée γ∗ = λq(A,B) permet de résoudre le problème d’op-
timisation. L’optimum ∗ est ainsi donné par le vecteur propre généralisé ϑλq(A,B)
associé à la plus petite valeur propre généralisée λq(A,B).
IV.2.5 Seuil du résidu
L’indicateur de défaut présenté en (IV.9) est issu d’un processus d’optimisation
cherchant à minimiser les effets des incertitudes et à maximiser l’effet des défauts.
Du fait de ce processus d’optimisation, la minimisation de l’effet des incertitudes sur
le résidu n’est pas parfaite (non nulle) et le résidu (IV.9) pourra demeurer sensible à
ces perturbations. Il est toutefois possible de quantifier cette sensibilité en analysant
la réponse du résidu. En effet, le résidu est donné par :
rLTIu(k) = W
T (Ys(k)−HusUs(k)) (IV.22)
et grâce à (IV.7), est sensible à :
rLTIu(k) = W
T
[
Hosx(k) + H˜osζ˜x(k) + H˜usζ˜Us(k)
+HdsUds(k) + H˜dsζ˜Us(k) +HfsFs(k)
]
(IV.23)
Du fait de l’orthogonalité de W T à Hos, le terme W THos est éliminé. Il reste ainsi
les termes liés aux incertitudes et aux défauts sous la forme :
rLTIu(k) = W
TΛ(k) +W THfsFs(k) (IV.24a)
avec
Λ(k) = H˜osζ˜x(k) + H˜usζ˜Us(k) +HdsUds(k) + H˜dsζ˜Us(k) (IV.24b)
On remarque bien avec (IV.24b) que le résidu sera sensible aux incertitudes même
en l’absence du défaut (Fs(k) = 0).
Cependant, si le terme W TΛ(k) peut être borné, c’est-à-dire :
λ(k) ≤W TΛ(k) ≤ λ(k) (IV.25)
le système pourra être considéré comme étant sain si le résidu appartient à l’enve-
loppe formée par les bornes de W TΛ(k) :
• Le système est sain si rLTIu(k) ∈ Co{λ(k), λ(k)}
• Le système présente un défaut si rLTIu(k) /∈ Co{λ(k), λ(k)}
Les limites de cette approche restent donc la détection d’un défaut de faible
amplitude. En effet, on ne pourra plus distinguer un défaut qui serait trop petit
vis-à-vis de la limite formée par l’enveloppe de W TΛ(k). La figure IV.1 présente un
défaut de faible amplitude durant les 25 premières secondes puis un second défaut
à partir de t = 70s. L’enveloppe définie par λ(k) et λ(k) ne permet pas de détecter
le premier défaut.
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Figure IV.1 – Illustration de la détection du résidu
IV.2.6 Méthodologie
Comme présenté précédemment, la méthodologie pour synthétiser un résidu r(k)
afin de détecter le défaut f(k) sur le système incertain (IV.1) se décompose en 4
points :
1. Étendre les mesures selon l’horizon s en choisissant s ≥ E ( nm)
2. Découpler le résidu du système nominal en construire la matrice P à partir
du modèle nominal :
P ,
[
Hos2Hos1
−1 I
]
3. Synthétiser la matrice W2 comme :
W2 , ϑλq(Γ1,Γ2)
avec
Γ1 = PGG
TP T
Γ2 = PHfsHfs
TP T
4. Implémenter le résidu r(k) = W
(
Ys(k)−HusUs(k)
)
IV.2.7 Conclusion
Dans cette section, une approche de détection de défauts pour systèmes incer-
tains est présentée. Par extension de la méthodologie de l’espace de parité, il est
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possible de synthétiser un résidu robuste aux incertitudes. La méthodologie est ba-
sée sur la formulation d’un problème d’optimisation avec contrainte. Le passage
d’un système d’optimisation avec contrainte en un problème d’optimisation sans
contrainte est une méthodologie qui sera réutilisée dans les diverses approches pro-
posées par la suite.
Une application directe de cette approche pour les systèmes LPV consisterait
à considérer les paramètres variants connus en entrées inconnues ρ =
[
δ˜ d
]T . Ce-
pendant, cette formulation reste très conservative, et d’autres approches prenant en
compte les paramètres variants du système sont présentées.
IV.3 Détection de défauts par espace de parité pour les
systèmes LPV
IV.3.1 Introduction
Cette section présente une adaptation de la méthodologie de l’espace de parité
pour les systèmes LPV. L’objectif étant de prendre en compte dès la synthèse les
paramètres variants du système afin de réduire le conservatisme de l’approche.
Deux approches sont développées. La première consiste en l’extension directe de
la méthodologie de l’espace de parité. Cette première méthode nécessite de réaliser
l’inverse formelle de matrices car dépendantes de paramètres variants.
A contrario, la seconde approche permet de s’affranchir du calcul de l’inverse
formelle. Cette seconde méthode requiert cependant de formuler des matrices plus
grandes, et donc plus complexes.
IV.3.2 Présentation du système
On considère un système linéaire à paramètres variants en temps discret de la
forme :
x(k + 1) = A(ρ(k))x(k) +B(ρ(k))u(k) (IV.26a)
y(k) = C(ρ(k))x(k) +D(ρ(k))u(k) (IV.26b)
où x(k) ∈ Rn représente l’état du système, u(k) ∈ Rl les en-
trées de commande, y(k) ∈ Rm les sorties mesurées du système et
ρ(k)
[
ρ0(k) ρ1(k) · · · ρN (k) ∈ RN+1
]
représente le vecteur des N+1 paramètres
variants du système.
Dans l’approche proposée, il est considéré que le système LPV est sous la forme
affine, c’est-à-dire que les matrices A(ρ(k)), B(ρ(k)), C(ρ(k)) et D(ρ(k)) s’écrivent
sous la forme :
X(ρ(k)) = ρ0(k)X0 + ρ1(k)X1 + · · ·+ ρN (k)XN (IV.27a)
X(ρ(k)) =
N∑
i=0
ρi(k)Xi (IV.27b)
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L’objectif de l’approche est de détecter un défaut présent sur le système IV.26.
Le système avec défaut se réécrit :
x(k + 1) = A(ρ(k))x(k) +B(ρ(k))u(k) +R(ρ(k))f(k) (IV.28a)
y(k) = C(ρ(k))x(k) +D(ρ(k))u(k) + S(ρ(k))f(k) (IV.28b)
où f(k) ∈ Rnf est le vecteur des défauts à détecter. Il est considéré que les matrices
R(ρ(k)) et S(ρ(k)) dépendent des paramètres variants.
Dans cette section, il est présenté une méthodologie pour synthétiser une matrice
W (ρ(k)), appelée matrice de parité, de manière à rendre le résidu défini par :
r(k) ,W (ρ(k))


y(k − s)
y(k − (s− 1))
...
y(k − 1)
y(k)
−Hus(ρ(k))

u(k − s)
u(k − (s− 1))
...
u(k − 1)
u(k)

 (IV.29)
sensible aux défauts présents dans le système.
IV.3.3 Extension directe : avec inverse formelle
Dans cette section, on s’intéresse à l’extension directe du principe de l’espace
de parité en considérant les matrices du système comme étant dépendantes de pa-
ramètres variants. L’extension est alors directe. Avec la formulation du système en
(IV.26) et en appliquant la méthodologie de la section II.6.1.c, l’expression des sor-
ties sur l’horizon d’intégration s donne :

y(k − s)
y(k − (s− 1))
...
y(k)

︸ ︷︷ ︸
Ys(k)
=

C(ρ(k − s))
C(ρ(k − (s− 1)))A(ρ(k − s))
...
C(ρ(k))
s−1∏
i=1
A(ρ(k + i− 1))

︸ ︷︷ ︸
Hos(ρ(k))
x(k − s)
+Hus(ρ(k − s))

u(k − s)
u(k − s+ 1)
...
u(k)

︸ ︷︷ ︸
Us(k)
(IV.30)
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avec
Hus(ρ(k)) =

D(ρ(k − s)) · · ·
C(ρ(k − (s− 1)))B(ρ(k)) · · ·
C(ρ(k − (s− 2)))A(ρ(k − (s− 1)))B(ρ(k − s)) · · ·
... · · ·
C(ρ(k))
s−1∏
i=1
A(ρ(k − i))B(ρ(k − s)) · · ·
0 · · ·
· · · · · ·
C(ρ(k − (s− 1)))B(ρ(k − s)) · · ·
. . . · · ·
C(ρ(k − 1))
s−1∏
i=2
A(ρ(k − i))B(ρ(k − s)) · · ·
· · · · · · 0
0 · · · 0
D(ρ(k − s)) . . .
...
. . .
. . . 0
· · · C(ρ(k − s+ 1))B(ρ(k − s)) D(ρ(k − s))

(IV.31)
On remarque évidemment que les matrices Hos(ρ(k)) et Hus(ρ(k)) dépendent
maintenant des paramètres variants ρ(k). Il est alors très difficile de trouver un
complément à gauche de la matrice Hos(ρ(k) de façon formelle. Néanmoins, il est
possible de synthétiser une matrice de parité W (ρ(k)), dépendante des paramètres
variants via quelques manipulations algébriques. En effet, l’objectif est toujours de
synthétiser la matrice W (ρ(k)) telle que :
W (ρ(k))THos(ρ(k)) = 0 (IV.32)
afin d’éliminer les termes liés aux états du système.
La méthodologie pour trouver cette matriceW (ρ(k)) s’inspire de la méthodologie
présentée dans la section IV.2.4.a.
La matrice Hos(ρ(k)) peut toujours se décomposer en 2 sous-matrices de la
forme :
Hos(ρ(k)) =
[
Hos1(ρ(k))
Hos2(ρ(k))
]
(IV.33)
où Hos1(ρ(k)) représente la partie régulière de Hos(ρ(k)). Elle est donc inversible.
De même, en décomposant la matrice W (ρ(k)) comme :
W (ρ(k))T =
[
W1(ρ(k))
T W2(ρ(k))
T
]
(IV.34)
le produit W (ρ(k))THos(ρ(k)) = 0 se traduit par :
W (ρ(k))THos(ρ(k)) = 0⇔
[
W1(ρ(k))
T W2(ρ(k))
T
] [Hos1(ρ(k))
Hos2(ρ(k))
]
= 0
⇔W1(ρ(k))T = −W2(ρ(k))THos2(ρ(k))Hos1(ρ(k))−1 (IV.35)
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Ainsi, la matrice W (ρ(k)) de (IV.34) s’écrit :
W (ρ(k))T =
[
W1(ρ(k))
T W2(ρ(k))
T
]T
=
[−W2(ρ(k))THos2(ρ(k))Hos1(ρ(k))−1 W2(ρ(k))T ] (IV.36)
En notant :
P (ρ(k)) ,
[−Hos2(ρ(k))Hos1(ρ(k))−1 Iq] (IV.37)
l’équation (IV.36) s’écrit :
W (ρ(k))T = W2(ρ(k))
TP (ρ(k)) (IV.38)
A l’aide de ces manipulations algébriques, la matrice de parité W (ρ(k)) est
construite à partir des matrices A(ρ(k)) et C(ρ(k)) et de leur différentes dépendances
temporelles.
Dans cette formulation, la matrice P (ρ(k)) en (IV.37) est construite à partir
de l’inverse de Hos1(ρ(k)). L’inversion formelle de cette matrice peut être résolue à
l’aide de logiciels de calculs formels, applicables sur tout ordinateur moderne.
La matrice W2(ρ(k)) apporte un nouveau degré de liberté dans la synthèse du
résidu. Ce paramètre est utilisé dans la section IV.5 afin d’apporter de la robustesse
dans le résidu. Dans le cadre de cette section, cette matrice est considérée comme
étant l’identité I :
W2(ρ(k))
T = I (IV.39)
d’où
W (ρ(k))T = P (ρ(k)) (IV.40)
IV.3.4 Extension directe : sans inverse formelle
Selon le type d’application, il n’est pas toujours possible de calculer l’inverse de
façon formelle comme présenté précédemment dans la section IV.3.3. La méthodo-
logie présentée dans cette section permet de s’affranchir de la synthèse de l’inverse
formelle d’une matrice.
IV.3.4.a Modélisation matricielle
L’état du système (IV.26a) peut se réécrire sous forme matricielle :[
A(ρ(k)) In
] [ x(k)
x(k + 1)
]
= −B(ρ(k))u(k) (IV.41)
En appliquant le principe de l’espace de parité, l’expression de l’état sur l’horizon
s donne :
A(ρ)

x(k)
x(k + 1)
...
x(k + s)

︸ ︷︷ ︸
X (s)
= B(ρ)

u(k)
u(k + 1)
...
u(k + s− 1)
u(k + s)

︸ ︷︷ ︸
U(s)
(IV.42a)
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avec les matrices A(ρ) et B(ρ) suivantes :
A(ρ) =

A(ρ(k)) −In 0 · · · 0
0 A(ρ(k + 1)) −In . . .
...
...
. . . . . . . . . 0
0 · · · 0 A(ρ(k + s− 1)) −In
 (IV.42b)
B(ρ) =

B(ρ(k)) 0 · · · 0 0
0 B(ρ(k + 1))
. . .
...
...
...
. . . . . . 0
...
0 · · · 0 B(ρ(k + s− 1)) 0
 (IV.42c)
En utilisant la même méthodologie, les sorties du systèmes (equation (IV.26b))
sont exprimées sur l’horizon s. On obtient alors l’expression suivante :
P(ρ)X (s) = Q(ρ)
[Y(s)
U(s)
]
︸ ︷︷ ︸
Z(s)
(IV.43a)
où Y(s) =

y(k)
y(k + 1)
· · ·
y(k + s)
,
P(ρ) =

C(ρ(k)) 0 · · · 0
0 C(ρ(k + 1))
. . .
...
...
. . . . . . 0
0 · · · 0 C(ρ(k + s))
A(ρ(k)) −In 0 · · · 0
0 A(ρ(k + 1)) −In . . .
...
...
. . . . . . 0
0 · · · 0 A(ρ(k + s− 1)) −In

(IV.43b)
Q(ρ) =
[
In −D(ρ)
0 −B(ρ)
]
(IV.43c)
D(ρ) =

D(ρ(k)) 0 · · · 0
0 D(ρ(k + 1))
. . .
...
...
. . . . . . 0
0 · · · 0 D(ρ(k + s))
 (IV.43d)
Remarque IV.3
L’objectif de l’approche par espace de parité est d’éliminer les termes qui ne sont
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pas connus à chaque instant. Dans l’expression (IV.43a), la partie droite réfère à
tous des éléments connus (sorties + entrées de commande). Les termes de gauche
réfèrent à des termes (a priori) inconnus que sont les états du systèmes. De même,
la matriceQ(ρ(k)) est elle même parfaitement connue car les paramètres variants
sont mesurés à chaque instant.
Le but est maintenant de synthétiser la matrice de paritéW (ρ(k)) orthogonale à
la matrice P(ρ(k)). Ainsi les termes inconnus X (ρ(k)) n’influenceront plus le résidu.
On peut tout d’abord remarquer que la matrice P(ρ(k)) est affine selon le vecteur
des paramètres variants ρ(k), et peut s’écrire sous la même forme que l’expression
(IV.27). Ainsi, la matrice P(ρ(k)) peut se décomposer selon chaque paramètres
variant ρi(k + z) avec i ∈ [1, N ] et z ∈ [0, s] de la façon suivante :
P(ρ(k)) =
s∑
z=0
N∑
i=1
ρi(k + z)Pzi (IV.44a)
avec les matrices :
P00 =

C0 0 · · · 0
0 C0
. . .
...
...
. . . . . . 0
0 · · · 0 C0
A0 −In 0 0
0
. . . . . . 0
0 0 A0 −In

, Pzi =
zeme
0 · · · 0 · · · 0
0 · · · 0 · · · 0
0
. . . Ci
...
...
...
. . . . . . · · · 0
0 · · · · · · · · · 0
0 · · · 0 · · · 0
0 · · · 0 · · · 0
0
. . . Ai
. . .
...
0 · · · · · · · · · 0

← zeme
(IV.44b)
Remarque IV.4
Dans la notation utilisée en IV.44a, l’indice z réfère à une dépendance temporelle
(z ∈ [0, s]) et l’indice i à la ieme composante du vecteur des paramètres variants
ρ(k) (i ∈ [0, N ]).
IV.3.4.b Synthèse de la matrice de parité
Comme introduit dans la sous-partie précédente IV.3.4.a, l’objectif est de syn-
thétiser la matrice de parité W (ρ(k) de manière à être orthogonale à la matrice
P(ρ(k)) (IV.44), de manière à obtenir :
W(ρ(k))P(ρ(k)) = 0 (IV.45)
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La matrice W(ρ(k)) est structurée de la manière suivante :
W(ρ) = ω0 +
s∑
z=0
N∑
i=1
ωziρi(k + z)
+
s∑
z=0
N∑
i=1
s∑
w>z
N∑
j=1
ωzi,wjρj(k + w)ρi(k + z)
+
s∑
z=0
N∑
i=1
N∑
j≥i
ωzi,zjρj(k + z)ρi(k + z)
+ · · ·
+
s∑
z=0
N∑
i=1
· · ·
s∑
t>r
N∑
m=1︸ ︷︷ ︸
q produits de 2 sommes
ωzi,··· ,tmρm(k + t) · · · ρi(k + z)
+
s∑
z=0
N∑
i=1
· · ·
N∑
m≥l
ωzi,··· ,zmρm(k + z) · · · ρi(k + z)
(IV.46)
La structure proposée dans (IV.46) est inspirée de [Idrissi 2001]. L’idée est de réduire
le conservatisme du résidu en exprimant la matriceW(ρ(k)) comme une combinaison
linéaire de tous les paramètres variants ρi(k) et de tous leur produits croisés via des
sous matrices ωX . On relève cependant un paramètre de réglage q. Ce nombre définit
le nombre maximal de produit des paramètres variants que l’on considère. Ainsi, par
exemple, si q = 2, cela signifie que l’on admettra dans la définition de W(ρ(k)) en
(IV.46) que la combinaison des paramètres variants ρi(k) et le produit conjoint de
deux paramètres variants. On se limitera ainsi au 3 premières lignes de (IV.46). Les
autres membres sont alors non définis (nuls).
Remarque IV.5
Chaque binôme zi caractérise un paramètre variant ρi(k + z). Du fait que
tous les paramètres variants sont des scalaires, les produits sont commutables :
ρi(k + z)ρj(k + y) = ρj(k + y)ρi(k + z). Afin d’éviter toute confusion, ils seront
respectivement dénotés en respectant z < y, soit dans l’ordre ρi(k+ z)ρj(k+ y).
Au final, le produit W(ρ(k))P(ρ(k)) se développe comme :
W(ρ(k))P(ρ(k)) = Γ0 + ρ0(k)Γ00 + · · ·+ ρN (k)Γ0N
+ρ0(k + s)Γs0 + · · ·+ ρN (k + s)ΓsN
+ρ0(k)
2Γ00,00 + ρ0(k)ρ0(k + 1)Γ10,00
...
+ρN (k + s)ρN−1(k + s) · · · ρ0(k + s)Γs0,··· ,sN
(IV.47)
où chaque matrice ΓX est exprimée comme :
• Γ0 = ω0P0
• Γzi = ωziP0 + ω0Pzi
• Γzi,yj = ωzi,yjP0 + ωziPyj + ωyjPzi
• Γzi,yj,xk = ωzi,yj,xkP0 + ωzi,yjPxk + ωzi,xkPyj + ωyj,xkPzi
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On remarque en premier lieu que chaque sous-matrice ΓX est composée d’un
terme ωX à gauche puis un terme Pzi en produit à droite.
Comme le produit des matrices W(ρ(k))P(ρ(k)) doit être nul quelque soit la
combinaison des paramètres variants ρ(k), une solution possible est de garantir que
chaque matrice ΓX est nulle. Mathématiquement, ceci se réécrit par :
W(ρ) · P(ρ) = 0⇐⇒
[
ω0 ω01 · · · ωsN · · ·
]︸ ︷︷ ︸
Ω
·
Γ0 Γ00 · · · Γzi
↓ ↓ ↓
P0 xxx · · · Pzi xxx
0 xxx · · · 0 xxx
... xxx · · · P0 xxx
0 xxx · · · 0 xxx

︸ ︷︷ ︸
M
← zi
= 0
(IV.48)
Chaque colonne de la matrice M fait référence à chacun des termes ΓX exposés
précédemment.
La matrice Ω, comportant tous les éléments ωX se synthétise facilement en calcu-
lant le complément orthogonal à gauche de la matriceM. Par exemple, la commande
“null(M’)’” de MatlabTM permet de calculer directement la matrice Ω.
IV.3.4.c Construction de la matrice M
Comme évoqué précédemment, toute la difficulté de cette approche réside dans
la construction de la matriceM, dont sa forme n’est pas des plus simple. Cependant,
la démarche algorithmique suivante permet d’automatiser le processus :
1. (a) Définir le nombre maximal de produits des paramètres variants q (voir la
propriété IV.2 en section IV.3.4.d)
(b) InitialiserM = P0.
2.
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Pour chaque j = 0 : q
- CompléterM avec le bon nombre de 0 :
M =
[M
0
]
.
Pour chaque zj = 0 : s
Pour chaque ij = 0 : N
- Définir tous les combinaisons zjij · · · z0i0,
en respectant bien zj > zj−1.
- Construire la matriceMX =

...
Pzjij
...
Pz0i0
...
P0

en
faisant bien correspondre les emplacements
des binômes zkik.
- ConcaténerMX avecM :
M = [M MX].

Ici, on a 2 × j sous-
boucles internes.
IV.3.4.d Propriétés
Propriété IV.1 (Choix de l’horizon s)
Comme dans le cas LTI, une condition suffisante pour garantir l’existence de la
matrice de parité est :
s ≥ n
m
(IV.49)
Démonstration : Lien avec la matrice d’observabilité : La matrice d’observabi-
lité du système LPV est donnée par :
O(A(ρ), C(ρ)) =

C(ρ(k))
C(ρ(k + 1))A(ρ(k))
...
C(ρ(k + s))
s−1∏
j=0
A(ρ(k + s− 1− j))
 (IV.50)
et découle de l’expression suivante :
P(ρ)

In
A(ρ(k))
...
s−1∏
i=0
A(ρ(k + s− 1 + i)

︸ ︷︷ ︸
G
=
[O(A(ρ), C(ρ))
O(s·n)×n
]
(IV.51)
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En appliquant l’inégalité de Sylvester sur (IV.51), on obtient :
rang(P) + rang(G)− (s+ 1)n ≤ rang(O) (IV.52)
Le rang de la matrice G est donné par rang(G) = n car elle contient la matrice
identité. Ainsi, on a :
rang(P) ≤ rang(O) + sn (IV.53)
Ainsi, d’après IV.53, si la matrice d’observabilité O est de rang dégénéré, c’est-
à-dire si elle présente des redondances dans ses lignes, alors la matrice P sera aussi
de rang dégénéré.
Pour garantir l’existence de la matrice de parité, il est donc nécessaire que la
matrice d’observabilité soit de rang dégénéré. En choisissant :
s ≥ n (IV.54)
la condition est toujours vérifiée.
Démonstration : Cas multi-sorties : La condition présentée précédemment est une
condition suffisante. Elle peut s’avérer trop restrictive, notamment dans le cas où
le système présente plusieurs sorties.
En effet, pour garantir la dégénérescence de P, une autre condition suffisante
structurelle est d’avoir plus de lignes que de colonnes. Comme on a (s + 1)m + sn
lignes et (s+ 1)n colonnes, la redondance est alors assurée en choisissant :
(s+ 1)m+ sn > (s+ 1)n (IV.55a)
⇔ s ≥ n
m
(IV.55b)
Cette condition est identique à celle de la propriété IV.3.4.d si on a une seule sortie
(m = 1). Cependant, dans le cas multi-sorties m > 1, cette propriété est bien moins
restrictive.
Propriété IV.2 (Choix du paramètre q)
Le paramètre q permet d’augmenter le nombre d’éléments de la matrice M.
Plus q augmente, plus la taille de M augmente, ce qui permet d’ajouter de la
redondance.
On n’a cependant pas de valeur algébrique de q. Il est déterminé par itération
jusqu’à obtenir un dégénérescence du rang deM :
q = min
i∈N
(i) tel que {rangligne(M(i)) < mM(i)} (IV.56)
où mM(i) représente le nombre de lignes de la matriceM.
Propriété IV.3 (Cas de faible variation des paramètres variants)
Si les paramètres variants ρ(k) varient lentement dans le temps, alors une ma-
trice de parité définie par les coefficients du polynôme caractéristique de la ma-
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trice A(ρ(k)) du système :
W(ρ(k)) = [a0(ρ(k)) · · · an−1(ρ(k)) 1] (IV.57)
peut être choisie.
Démonstration : Si le paramètre variant est considéré “constant” sur l’horizon [k :
k + s], alors la matrice d’observabilité du système s’écrit :
O(A(ρ(k)), C(ρ)(k)) =

C(ρ(k))
C(ρ(k))A(ρ(k))
...
C(ρ(k))As(ρ(k))
 (IV.58a)
⇐⇒
O(A(ρ(k)), C(ρ)(k)) =
C(ρ(k)) . . .
C(ρ(k))


In
A(ρ(k))
...
As(ρ(k))
 (IV.58b)
D’après le théorème de Cayley-Hamilton (voir II.2.2.b), on peut écrire :
An(ρ) + an−1(ρ(k))An−1(ρ(k)) + · · ·+ a0(ρ(k)) = 0 (IV.59)
L’égalité suivante est alors vérifiée :
[
a0(ρ(k)) · · · an−1(ρ(k)) 1
]

C(ρ(k))In
C(ρ(k))A(ρ(k))
...
C(ρ(k))As(ρ(k))
 = 0 (IV.60a)
car
a0(ρ(k))C(ρ(k)) + a1(ρ(k))C(ρ(k))A(ρ(k)) + · · ·+ C(ρ(k))As(ρ(k)) =
C(ρ(k))
[
a0(ρ(k))In + a1(ρ(k))A(ρ(k)) + · · ·+As(ρ(k))
]
︸ ︷︷ ︸
=0 d’après le théorème de Cayley Hamilton
= 0 (IV.60b)
On peut donc en déduire la matrice de parité suivante :
W(ρ(k)) = [a0(ρ(k)) · · · an−1(ρ(k)) 1] (IV.61)
IV.3.5 Conclusion
Dans cette section, des approches de détection de défauts pour les systèmes
LPV sont développées. La première approche est basée sur l’extension directe de
la méthode de l’espace de parité, en remplaçant les matrices LTI par des matrices
LPV. Cette solution élégante présente la complexité de devoir calculer l’inverse
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formelle d’une matrice. Cette complexité reste cependant accessible à la plupart
des utilisateurs avec l’utilisation de logiciel de calculs formels. En complément, une
approche de détection de défauts pour systèmes LPV en évitant le calcul d’inverses
formelles est proposée. Cette approche arithmétique est cependant plus lourde en
terme de calculs matriciels.
Une propriété intéressante concerne la synthèse de résidu dans le cas de faibles
variations de paramètres variants. En effet, les coefficients du polynôme caractéris-
tique de la matrice A(ρ(k)) construisent à eux seuls la matrice de parité du système
permettant de synthétiser le résidu.
IV.4 Synthèse et implémentation de résidu pour sys-
tèmes LPV
IV.4.1 Introduction et présentation de la méthode
Dans cette section, une autre approche pour la détection de défauts pour les
systèmes LPV est présentée. Cette nouvelle méthodologie est dite “orientée vers
l’implémentation” car elle permet de s’adapter aux ressources numériques de la cible
d’implémentation.
L’objectif de cette méthodologie est de réécrire le système LPV en une combi-
naison de systèmes linéaires à temps variant (LTI), présentant des incertitudes. Les
incertitudes sont directement issus des paramètres variants du système LPV. L’idée
est ainsi de réaliser un échantillonnage du système LPV en fonction des paramètres
dans l’espace RN (N étant le nombre de paramètres variants). Les illustrations
proposées représente un système comportant 2 paramètres variants indépendants.
Σ1 Σ2 Σ3
Σ4 Σ5 Σ6
ρ
1 ρ1
ρ
2
ρ2
Figure IV.2 – Découpage des sous-systèmes en fonction des paramètres variants
Les sous-systèmes LTI sont donc valides seulement pour l’évaluation de la valeur
des paramètres variants. Entre 2 points de discrétisation, aucun sous-système ne
représente réellement le système LPV.
Afin de palier à ce problème, les sous-systèmes sont considérés comme étant
incertains, où l’incertitude caractérise les régions entre chaque sous-système. Au
final, la combinaison des différents sous-modèles incertains représente bien le système
LPV initial.
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IV.4.2 Modélisation du système
On considère un système LPV ΣLPV sous la forme :
x(k + 1) = A(ρ(k))x(k) +B(ρ(k))u(k) (IV.62a)
y(k) = C(ρ(k))x(k) +D(ρ(k))u(k) (IV.62b)
Ce système LPV est réécrit sous la forme d’une combinaison commutée de q
sous-systèmes LTI incertains ΣLTIu :
ΣLPV =
q∑
i=1
µi(ρ)ΣLTIu,i (IV.63)
où µi(ρ) définit le mode valide :
µi(ρ) =
{
1 si i = le mode sélectionné
0 sinon
(IV.64)
Chaque sous système LTI incertain ΣLTIu,i est représenté comme dans (IV.1) par :
xi(k + 1) = Aixi(k) +Biu(k) +Bd,id(k) +Bf,if(k) (IV.65a)
yi(k) = Cixi(k) +Diu(k) +Dd,id(k) +Df,if(k) (IV.65b)
Dans ce cas, les incertitudes vont concerner la variation de paramètres variants
entre les différents sous-modèles.
Exemple IV.1
Par exemple, on considère un système LPV comportant un seul paramètre
variant ρ(k) représenté par :
x(k + 1) = [A0 + ρ(k)A1]x(k) + [B0 + ρ(k)B1]u(k) (IV.66a)
y(k) = [C0 + ρ(k)C1]x(k) + [D0 + ρ(k)D1]u(k) (IV.66b)
Nous savons a priori que la variation des paramètres variants ρ(k) est comprise
entre ρ ∈ [ρ ρ].
Nous choisissons de représenter ce système LPV comme la commutation de
3 sous-systèmes LTI. Les points d’évaluation sont choisis comme étant :
Système Paramètre variant Variation
ΣLTIu,1 ρ1 δ1
ΣLTIu,2 ρ2 δ2
ΣLTIu,3 ρ3 δ3
où les ρi représentent le point d’évaluation des paramètres variants (point de
linéarisation du système LPV) et les δi les régions de validité.
Les sous-systèmes LTI incertains s’écrivent alors sous la formulation (IV.65)
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avec :
Ai = A0 + ρiA1 +A1δi (IV.67a)
Bi = B0 + ρiB1 (IV.67b)
Bd,i = δiB1 (IV.67c)
Ci = C0 + ρiC1 + C1δi (IV.67d)
Di = D0 + ρiD1 (IV.67e)
Dd,i = δiD1 (IV.67f)
avec comme dans (IV.2) la partie nominale notée X0 et celle relative aux incer-
titudes X˜ défini par :
A0,i = A0 + ρiA1 (IV.67g)
A˜1,i = A1δi (IV.67h)
C0,i = C0 + ρiC1 (IV.67i)
C˜1,i = C1δi (IV.67j)
(IV.67k)
IV.4.3 Synthèse de résidu
La résolution de ce problème d’optimisation se fait en suivant la méthodologie
rappelée dans la section IV.2.6. La matrice W est alors donnée par :
W , ϑλq(Γ1,Γ2)P (IV.68a)
avec
P =
[−Hos2H−1os1 Iq] (IV.68b)
Γ1 = PGG
TP T (IV.68c)
Γ2 = PHfsHfs
TP T (IV.68d)
et où ϑλq(Γ1,Γ2) représente le vecteur propre généralisé de la paire (Γ1,Γ2) associé
à sa plus petite valeur propre généralisée.
Le résidu pour ce sous-système LTI incertain s’implémentera alors sous la forme
de (IV.9) avec les notations de (IV.7).
IV.4.4 Formulation finale du résidu
La démarche présentée avait pour but de synthétiser un résidu pour le système
LPV (IV.26). L’objectif de cette approche est de décomposer le système LPV en
une combinaison de systèmes LPV incertains évalués pour différentes valeurs de
paramètres variants.
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Dans l’approche proposée, des résidus pour chaque sous systèmes LTI incertains
rLTIu(k) ont été synthétisés. Le résidu final rLPV (k) pour le système LPV s’obtient
en réalisant la combinaison commutée des différents résidus LTI incertains :
rLPV (k) =
q∑
i=1
µi(ρ)rLTIu,i(k) (IV.69)
en fonction de la valeur des paramètres variants.
rLTIu,1
rLPV
ρ
rLTIu,2
rLTIu,i
rLTIu,N
Figure IV.3 – Structure finale du résidu
De même, le seuil final afin de détecter le défaut correspond à la combinaison
commutée des différents seuils des sous systèmes LTI incertains.
IV.4.5 Conclusion
L’approche proposée dans cette section concerne la synthèse de résidus pour
systèmes LPV, orientée vers l’implémentation. L’approche proposée permet de syn-
thétiser un résidu permettant de s’adapter aux ressources informatiques de la cible.
En effet, le système LPV est découpé en différents sous système LTI comportant
des incertitudes. Les incertitudes font ainsi référence à la variation des paramètres
variant entre les sous systèmes environnant. Un résidu pour chaque sous-système
LTI incertain est alors synthétisé, permettant la construction du résidu global via
une combinaison commutée entre les différents sous systèmes.
Les différentes approches présentées jusqu’ici proposent des algorithmes de syn-
thèse de résidu pour les systèmes LPV. Cependant, dans la majeure partie des
applications pratiques, les systèmes ne sont pas parfaits, et la robustesse du résidu
n’a jamais été prise en compte. Ainsi, l’approche proposée dans la section suivante
permet de palier à ce problème.
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IV.5 Détection de défaut pour systèmes incertains LPV
et à entrées inconnues (U-LPV)
IV.5.1 Introduction
Une procédure de détection de défauts pour les systèmes incertains a été proposée
en IV.2 et pour les systèmes LPV en IV.3 et IV.4. Cependant, la robustesse du résidu
n’a jamais été prise en compte a priori, et doit être vérifiée a priori.
L’idée la plus simple afin d’obtenir un résidu est de considérer la méthodologie
pour les systèmes LPV classiques, en intégrant un découplage parfait vis-à-vis des
incertitudes. Cependant, comme dans la remarque IV.1 concernant les systèmes in-
certains, nous verrons que cette option n’est pas réalisable. Ainsi, une procédure par
optimisation avec résolution par une formulation par inégalités linéaires matricielles
(LMI) est proposée. L’objectif est alors de maximiser la sensibilité du résidu vis-à-
vis des défauts à détecter tout en minimisant l’effet des incertitudes, quelque soit la
valeur des paramètres variants.
IV.5.2 Modélisation des systèmes incertains, LPV à entrées incon-
nues (U-LPV)
Les systèmes LPV, incertains à entrées inconnues notés systèmes U-LPV sont
par définition des systèmes linéaires à paramètres variants sujet à des incertitudes
ainsi qu’à des entrées inconnues.
Définition IV.1 (Système U-LPV )
Un système U-LPV est défini par :
x(k + 1) = A(ρ(k))x(k) +B(ρ(k))u(k) +Bd(ρ(k))d(k)
+Bf (ρ(k))f(k) (IV.70a)
y(k) = C(ρ(k))x(k) +D(ρ(k))u(k) +Dd(ρ(k))d(k)
+Df (ρ(k))f(k) (IV.70b)
où x ∈ Rn représente l’état du système, y ∈ Rm le vecteur de sortie, u ∈ Rl le
vecteur des entrées de commande, d ∈ Rld des entrées inconnues et f ∈ Rlf les
défauts affectant les états du système ainsi que les mesures. Dans cette repré-
sentation, les matrices X représentent les matrices relatives aux incertitudes.
Le vecteur ρ(k) =
[
ρ1(k) ρ2(k) · · · ρM (k)
]
représente le vecteur des para-
mètres variants ρi(k), mesurés (donc connus) à chaque période d’échantillonnage.
Les incertitudes sont considérées de la forme générique affine :
X(ρ(k)) = X0(ρ(k)) +
N∑
i=1
X˜i(ρ(k))δi(k) (IV.71)
où X˜i(ρ(k)) sont des matrices connues et δi sont des scalaires inconnus.
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Dans la représentation du système (équation (IV.70)), les matrices du
système peuvent dépendre du vecteur des paramètres variant ρ(k) =[
ρ1(k) ρ2(k) · · · ρM (k)
]
. La structure de ces matrices est considérée sous la
forme Affine-LPV :
Z(ρ(k)) = Z0 + ρ1(k)Z1 + · · ·+ ρM (k)ZM (IV.72)
Remarque IV.6
Dans cette représentation, chaque scalaire ρi est a priori inconnu. Cependant,
la majeur différence entre les incertitudes δi et les paramètres variants ρi réside
dans le fait que chaque paramètre variant ρi peut être mesuré à chaque période
d’échantillonnage tandis que δi sera toujours inconnu.
Le système U-LPV de (IV.70) peut alors se réécrire sous la forme :
x(k + 1) = A0(ρ(k))x(k) +
N∑
i=1
A˜i(ρ(k))δi(k)x(k) (IV.73a)
+B(ρ(k))u(k) +Bd(ρ(k))d(k) +Bf (ρ(k))f(k) (IV.73b)
y(k) = C0(ρ(k))x(k) +
N∑
i=1
C˜i(ρ(k))δikx(k) (IV.73c)
+D(ρ(k))u(k) +Dd(ρ(k))d(k) +Df (ρ(k))f(k) (IV.73d)
où la partie nominale est séparée des incertitudes.
IV.5.3 Hypothèse du système
Le système U-LPV est considéré comme étant observable, quelle que soit la
configuration et/ou combinaison des incertitudes δ˜ et des paramètres variants ρ.
Par conséquent, il s’en suit que la paire nominale (A0(ρ(k)), C0(ρ(k))) est observable
(cas δ˜ = ON×1).
IV.5.4 Extension de la méthodologie des systèmes LPV
A présent, le système considéré est celui défini en (IV.73). En appliquant la
méthodologie de l’espace de parité, comme dans les sections IV.2, IV.3 ou IV.4, les
sorties y(k) peuvent se réécrire :
Ys(k)−Hus(ρ(k))Us(k) = Hos(ρ(k))x(k) +
∑
i
(
ζ(k, i)H˜os,i(ρ(k))
)
x(k)
+
∑
i
(
ζ(k, i)H˜us,i(ρ(k))
)
Us(k) +Hds(ρ(k))Uds(k)
+
∑
i
(
ζ(k, i)H˜ds,i(ρ(k))
)
Us(k) +Hfs(ρ(k))Fs(k) (IV.74)
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où ζ(k) est construit à partir de δ(k), de puissance de ses éléments des différents
produits induits sous la forme :
ζ˜(k)T =
[
δ1(k) · · · δN (k) δ1(k)2 δ1(k)δ2(k) · · · δ1(k)p · · · δN (k)s+1
]T
avec δi(k)q = δi(k)δi(k) · · · δi(k)︸ ︷︷ ︸
q produits
.
L’approche triviale de l’espace de parité consisterait à synthétiser une matrice de
parité W (ρ(k)) garantissant W (ρ(k))THos(ρ(k)) = 0. Cette solution engendrera un
résidu sensible aux entrées inconnues d(k), aux incertitudes δi(k) et aux défauts f(k).
Cette solution simple mais non robuste n’est pas acceptable pour notre problème.
D’autre part, il est parfois possible d’obtenir une matrice de parité W (ρ(k)) qui
satisfasse :
W (ρ(k))T
[
Hos(ρ(k)) H˜os(ρ(k)) H˜us(ρ(k)) Hds(ρ(k)) H˜ds(ρ(k))
]
= 0
(IV.75)
où H˜os(ρ(k)) =
[
H˜os,1(ρ(k)) · · · H˜os,z(ρ(k))
]
.
Premièrement, l’existence d’une telle matrice n’est pas garantie car le rang ligne
de la matrice
[
Hos(ρ(k)) H˜os(ρ(k)) H˜us(ρ(k)) Hds(ρ(k)) H˜ds(ρ(k))
]
ne sera
pas nécessairement dégénéré, quel que soit le choix de l’horizon s. Néanmoins, en
cas d’existence, l’horizon s obtenu serait élevé entraînant de lourds calculs et par
conséquent un long temps de détection.
Par conséquence, le découplage parfait n’est pas acceptable pour des calculs em-
barqués. Ainsi, une matrice de parité non parfaite W (ρ(k)) sera obtenu via un pro-
cessus d’optimisation, comme introduit dans la formulation du problème en (IV.77).
IV.5.5 Procédure d’optimisation
L’objectif du problème est de synthétiser un résidu r(k) à partir de données
mesurées de la forme :
r(k) = W (ρ(k))T (Ys(k)−Hus(ρ(k))Us(k)) (IV.76)
où r(k) est sensible aux défauts f(k) et insensible aux incertitudes δi et aux entrées
inconnues d(k).
Cet objectif peut s’écrire sous la forme du problème d’optimisation suivant :
trouver W (ρ(k)) tel que :

W (ρ(k))THos = 0
max
W
∥∥W (ρ(k))THfs(ρ(k))∥∥2
min
W
∥∥∥W (ρ(k))T H˜os(ρ(k))∥∥∥2
min
W
∥∥∥W (ρ(k))T H˜us(ρ(k))∥∥∥2
min
W
∥∥W (ρ(k))THds(ρ(k))∥∥2
min
W
∥∥∥W (ρ(k))T H˜ds(ρ(k))∥∥∥2
(IV.77)
En effet, ces relations garantissent :
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• l’orthogonalité au système nominal : le résidu sera sensible aux défauts en
condition nominale.
• la maximisation de l’effet du défaut sur le résidu
• la minimisation de l’effet des incertitudes sur le résidu
• la minimisation de l’effet des entrées inconnues sur le résidu
Ce problème d’optimisation (IV.77) peut se réécrire sous la forme du problème
d’optimisation suivant (comme déjà illustré dans [Ding 2008, Varrier 2012c]) :
P1 :

W (ρ(k))THos(k) = 0
min
W
∥∥W (ρ(k))TG(ρ(k))∥∥2
‖W (ρ(k))THfs(ρ(k))‖2
(IV.78)
où G(ρ(k)) =
[
H˜os(ρ(k)) H˜us(ρ(k)) Hds(ρ(k)) H˜ds(ρ(k))
]
.
En regard de la méthodologie présentée dans la section IV.2.4.a, ce problème
d’optimisation avec contraintes peut se réécrire sous la forme d’un problème d’opti-
misation sans contraintes.
La contrainte W (ρ(k))THos(k) = 0 est garantie en choisissant W (ρ(k)) comme
dans (IV.15), et transforme ainsi le problème d’optimisation en un problème d’opti-
misation sans contraintes (voir section IV.2.4.a). Par conséquent, le problème d’opti-
misation (IV.78) devient un problème d’optimisation sans contrainte selon la variable
W2(ρ(k)) :
P1 : min
W2
∥∥W2(ρ(k))TP (ρ(k))G(ρ(k))∥∥2∥∥∥W2(ρ(k))TP (ρ(k))Hfs(ρ(k))∥∥∥2 (IV.79)
qui est lui même équivalent à :
P1 : min
W2
W2(ρ(k))
T
Γ1(ρ(k))︷ ︸︸ ︷
P (ρ(k))G(ρ(k))G(ρ(k))TP (ρ(k))T W2(ρ(k))
W2(ρ(k))T P (ρ(k))Hfs(ρ(k))Hfs(ρ(k))
TP (ρ(k))T︸ ︷︷ ︸
Γ2(ρ(k))
W2(ρ(k))
= min
W2
W2(ρ(k))
TΓ1(ρ(k))W2(ρ(k))
W2(ρ(k))TΓ2(ρ(k))W2(ρ(k))
(IV.80)
où les matrices Γ1(ρ(k)) et Γ2(ρ(k)) sont symétriques.
A présent, le problème P1 est un problème d’optimisation quadratique selon la
nouvelle variable W2(ρ(k)), mais toujours dépendant des paramètres variants ρ(k).
Ce problème d’optimisation (IV.80) est de la même forme que dans la section
incertaine IV.2.4.b excepté que cette fois, les matrices dépendent des paramètres
variants. Ainsi, le théorème proposé en IV.2.4.b nécessitera une résolution formelle,
comme exposé dans la section suivante. Enfin, une nouvelle formulation polyto-
pique/LMI est proposée afin d’éviter les calculs symboliques.
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IV.5.6 Résolution formelle
La résolution formelle s’appuie sur le théorème IV.1 rappelé dans la section
IV.2.4.b. En effet, le problème d’optimisation P1 (IV.80) peut être résolu par :
P1 : W2(ρ(k))T = ϑλq(Γ1(ρ(k)),Γ2(ρ(k)))(ρ(k)) (IV.81)
Il est alors aisé de reconstruire la matrice de parité W (ρ(k)) grâce à l’équation
(IV.15).
Remarque IV.7
Le théorème IV.1 résout efficacement le problème d’optimisation P1. Cependant,
il doit être mis en avant que le calcul des valeurs propres et vecteurs propres
généralisés dépendent du paramètres variant ρ(k). Etant donné que chaque ρi
appartient à un ensemble infini (ρi ∈
[
ρmin ρmax
]
), la résolution en dimension
infinie est très compliquée, voir impossible. Cependant, dans le cas de peu de
paramètres variants avec des matrices de faibles tailles, ces calculs peuvent être
effectués de façon formelle, à l’aide d’algorithmes spécifiques. En outre, l’objectif
de cette approche est de pouvoir traiter des systèmes complexes, pouvant être
sujet à de nombreuses incertitudes. Ainsi, la résolution symbolique n’est pas
appropriée.
Fort de ce constat, la résolution formelle est abandonnée au profit d’une approche
polytopique par optimisation. En effet, le problème d’optimisation (IV.80) est réécrit
sous une forme originale polytopique, où chaque sommet du polytope représente un
sous-problème d’optimisation. Ainsi, au lieu de considérer les paramètres variants
au sein de la résolution, les calculs sont réalisés à chaque sommet du polytope. Il
est alors obtenu autant de matrices de parité Wi que de sommets du polytope. Au
final, la matrice de parité finale W (ρ(k)) est reconstruite à partir de la combinaison
linéaire de chaque Wi.
IV.5.7 Résolution par optimisation et LMIs
Le problème d’optimisation P1 peut se réécrire sous la forme du problème d’op-
timisation P2 [Ding 2008] suivant :
P2 :
{
γ2(ρ(k)) = min
W2
W2(ρ(k))
T
(
Γ1(ρ(k))− κ2Γ2(ρ(k))
)
W2(ρ(k)) (IV.82)
En effet, l’objectif est d’obtenir une matrice W2(ρ(k)) qui minimise la sensibilité
des incertitudes et des entrées inconnues - représentée ici par la matrice Γ1(ρ(k)) -
et maximise l’effet des défauts, représenté par Γ2(ρ(k)).
Remarque IV.8
Les problèmes P1 et P2 ne sont pas strictement égaux. Ils peuvent être considérés
comme étant strictement égaux si et seulement si κ est choisi comme étant
la plus petite valeur propre généralisée de la paire (Γ1,Γ2). Cependant, dans
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notre cas, κ est simplement choisi comme un nouveau degré de liberté afin de
garantir les contraintes à venir. Néamoins, même si les deux problèmes ne sont
pas strictement égaux, ils traduisent le même objectif à savoir : minimiser l’effet
des perturbations (Γ1) et maximiser l’effet des défauts (Γ2).
Afin de faciliter la compréhension de la formulation, le problème est tout d’abord
traité pour les systèmes LTI (section IV.5.7.a) qui sera par la suite étendu aux
systèmes LPV (section IV.5.7.b).
IV.5.7.a Cas des systèmes LTI
On considère le problème d’optimisation pour les systèmes LTI Γi=1,2. L’objectif
de l’approche est de synthétiser une matrice W2 telle que :
γ = min
W2
W2
T (Γ1 − κ2Γ2)︸ ︷︷ ︸
Γκ
W2 (IV.83)
Ce problème peut se réécrire sous la forme d’un problème à inégalités matricielles
bi-linéaires (BMI) : {
minimiser
W2
γ
sous la contrainte W2TΓκW2 ≺ γ
(IV.84)
Remarque IV.9
La contrainte dans (IV.84) est en effet bi-linéaire car la matrice à rechercher est
W2.
La contrainte bi-linéaire peut cependant être réécrite sous forme d’une LMI en
appliquant le Lemme de Schur sur (IV.84) :
minimiser
W2
γ
sous la contrainte
[
Γκ
−1 W2
W2
T γ
]
 0
(IV.85)
où Γκ est défini positif Γκ  0.
Remarque IV.10
La contrainte Γκ  0 doit être garantie. Cette condition est validée en choisissant
pertinemment le scalaire κ. Dans le suite, il est considéré que κ est pertinem-
ment choisi, de telle sorte que cette contrainte ne fasse plus partie du problème
d’optimisation.
Concernant le problème d’optimisation en (IV.84), une solution triviale consiste
à choisir W2 comme étant la matrice nulle. Cette solution de simplicité n’est bien
entendu pas valable pour notre problème. Ainsi, une nouvelle contrainte est ajoutée
au système afin de contrer cette solution :
W2 6= O1×m·s (IV.86)
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Cette contrainte ne peut pas être directement implémentée en terme de LMI
dans la mesure où W2 n’est pas une matrice carrée symétrique. Par conséquent, une
nouvelle matrice diagonale Y définie par :
Y = diag(W2) (IV.87)
est introduite, d’où l’on peut définir la contrainte :
trace(|Y |)  ε ε > 0 (IV.88)
Finalement, notre problème d’optimisation se réécrit sous la forme d’une opti-
misation sous contrainte LMIs par :
minimiser
W2
γ
sous la contrainte

[
Γκ
−1 W2
W2
T γ
]
 0
trace(|Y |)− ε  0 ε > 0
(IV.89)
Cette formulation permet de résoudre le problème P2 pour des matrices LTI.
La section suivante présente la méthodologie afin d’étendre ces résultats pour les
systèmes LPV.
IV.5.7.b Extension aux systèmes LPV
L’application directe de la méthode proposée pour les systèmes LPV n’est pas
immédiate car elle nécessiterait une résolution d’une infinité de LMIs sur toute la
définition des paramètres.
Cependant, la matrice Γκ(ρ(k)) (construite à partir de Γ1(ρ(k)) et de Γ2(ρ(k)))
peut se réécrire sous forme polytopique :
Γκ(ρ(k)) =
q∑
i=1
αi(ρ(k))Γκi (IV.90)
L’intérêt de se placer dans un cadre polytopique réside dans le fait que l’étude peut
être directement menée sur les sommets du polytope. Cependant, par extension
de (IV.89), l’inverse de la matrice Γκ(ρ(k)) doit être calculée. Ainsi, considérer di-
rectement la formulation polytopique de la matrice Γκ(ρ(k)) n’est pas utile car la
linéarité des coordonnées polytopiques αi sera perdue. Néanmoins, l’intérêt de cette
formulation réside dans la formulation de l’inverse Γ−1κ (ρ(k)) qui peut s’exprimer
par :
Γ−1κ (ρ(k)) = α0(ρ(k))
r∑
i=1
α˜i(ρ(k))Γ˜ri (IV.91)
où le terme α0(ρ(k)) représente l’inverse du déterminant de la matrice Γκ(ρ(k)).
Les coefficients α˜i(ρ(k)) représentent les nouvelles coordonnées polytopiques de
Γ−1κ (ρ(k)) et sont construits à partir des différents αi(ρ(k)) et de leur différents
produits. De plus, comme la matrice Γκ(ρ(k)) doit être définie positive quelque
soient les paramètres variants ρ(k) (remarque IV.10), son déterminant associé est
aussi positif, donc α0(k) > 0.
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Remarque IV.11
Du fait de la formulation polytopique du système, chaque α˜i est positif (voir
définition II.8). Ainsi, la positivité du produit α˜iΓ˜ri n’est affecté que par Γ˜ri.
La problème d’optimisation se réécrit :{
minimiser
W2
γ
sous la contrainte γ −W2TΓκ(ρ(k))W2  0
(IV.92)
où la contrainte peut être développée ainsi :
γ −W2TΓκ(ρ(k))W2  0
⇔ γ −W2T
[
α0(ρ(k))
r∑
i=1
α˜i(ρ(k))Γ˜ri
]−1
W2  0
⇔ γ − 1
α0(ρ(k))
W2
T
[
r∑
i=1
α˜i(ρ(k))Γ˜ri
]−1
W2  0
⇔ γα0(ρ(k))︸ ︷︷ ︸
γ′(ρ(k))
−W2T
[
r∑
i=1
α˜i(ρ(k))Γ˜ri
]−1
W2  0
⇔ γ′(ρ(k))−W2T
[
r∑
i=1
α˜i(ρ(k))Γ˜ri
]−1
W2  0 (IV.93)
avec α0(ρ(k)) > 0 car Γκ(ρ(k)) est strictement défini positif.
En appliquant le complément de Schur sur (IV.93), la contrainte s’exprime par :
r∑
i=1
α˜i(ρ(k))Γ˜ri W2
W2
T γ′(ρ(k))
  0 (IV.94)
En choisissant W2 sous la forme polytopique suivante :
W2 =
r∑
i=1
α˜i(ρ(k))W2i (IV.95)
et le même structure pour γ′(ρ(k)),
γ′(ρ(k)) =
r∑
i=1
α˜i(ρ(k))γ
′
i < γ
′ (IV.96)
on peut résoudre les r LMIs :
r∑
i=1
α˜i(ρ(k))
[
Γ˜ri W2i
W2
T
i γ
′
]
 0 (IV.97)
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lesquelles sont garanties par :[
Γ˜ri W2i
W2
T
i γ
′
]
 0 ∀i ∈ J1 : rK (IV.98)
En adaptant l’équation (IV.92) avec les contraintes LPV (IV.98), le problème
P2 est résolu grâce au problème d’optimisation suivant :
minimiser
W2
γ′
sous la contrainte

[
Γ˜ri W2i
W2
T
i γ
′
]
 0
trace(|Yi|)− ε  0 ε > 0
∀i ∈ J1 : rK (IV.99)
où chaque Yi est défini par extension du cas LTI par Yi = diag(Xi).
Remarque IV.12
Dans cette formulation, il a été omis le fait que chaque matrice Γ˜ri - définissant la
formulation polytopique du problème - doivent être définies positives. En effet,
la matrice initiale Γκ(ρ(k)) a été construite de telle sorte qu’elle soit définie
positive. Cependant, rien ne garantit que chaque sous-matrice Γ˜ri soit définie
positive (vu qu’elles n’ont pas de représentation physique réelle), sauf celles qui
appartiennent exactement à la définition des paramètres variants.
Cas des matrices non définies positives En accord avec la remarque IV.12,
certaines matrices notées Γ˜−ri peuvent ne pas être définies positives, et peuvent être
décomposées via une décomposition en valeurs singulières :
Γ˜−ri = Vn ·
[
Dn1 > 0 O
O Dn2 < 0
]
︸ ︷︷ ︸
Dn
·VnT (IV.100)
où Vn corresponds aux vecteurs propres de Γ˜−ri et Dn la matrice portant les valeurs
propres dans sa diagonale. La matrice Dn1 représente les valeurs propres positives
de la matrice Dn tandis que Dn2 représente celles négatives.
Afin d’éliminer le problème des matrices non définies positives, la sous matrice
Dn2 (correspondante aux valeurs propres négatives) est remplacée par une matrice
D+n2 contenant des valeurs positives, “assez grandes” (voir la remarque IV.13 qui
éclaircit ce point) afin de ne pas affecter le résultat de l’optimisation.
Remarque IV.13
L’optimum est atteint par la plus petite valeur propre du système (voir Théo-
rème IV.1). La meilleure solution est donc donnée par le vecteur propre associé
à la plus petite valeur propre de l’inverse de Γ˜−ri. Les valeurs propres D
+
n2 sont
dites “assez grandes” afin qu’elles n’affectent pas le résultat de l’optimisation.
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“Assez grandes” doit dont être interprété comme “au moins supérieur aux va-
leurs propres positives”. Dans ce cas, l’optimum sera bien porté par une valeur
propre physique du système.
Il est finalement considéré la matrice Γ˘ri au lieu de Γ˜−ri pour le processus d’op-
timisation défini par :
Γ˘ri = Vn ·
[
Dn1 O
O D+n2
]
︸ ︷︷ ︸
Dn
·VnT (IV.101)
Remarque IV.14
Le fait de considérer la matrice Γ˘ri au lieu de Γ˜−ri ne restreint pas les solutions
du problème. Ceci est juste une solution afin d’éviter les solutions non réalistes.
IV.5.8 Intérêt des paramètres variants qui varient lentement dans
le temps
Dans la section précédente, la formulation polytopique de la matrice Γ−1k (ρ(k))
a été largement mise en avant. Le principal point négatif de cette approche repose
sur le conservatisme introduit par la modélisation polytopique ainsi que le nombre
explosant de sous systèmes Γ˜ri. Il y a 2N sous-systèmes où N représente le nombre
de paramètres variants constituant la matrice Γ−1κ (ρ(k)).
Afin d’outrepasser cette complexité, quelques astuces sont proposées pour réduire
la taille du polytope et ainsi la complexité de la solution.
IV.5.8.a Approximation de Taylor
Le développement de Taylor d’une fonction f est donné par :
Définition IV.2 (Développement de Taylor)
Soit f une fonction dérivable au point a. Elle peut se réécrire par :
f(x) =
+∞∑
n=0
f (n)(a)
n!
(x− a)n (IV.102)
où f (n)(a) représente la nieme dérivée de la fonction f au point a.
Grâce à cette propriété, l’expression des paramètres variants ρ(k) ainsi que de
leur éléments successifs ρ(k + i) est donné par :
ρ(k + τ) = ρ(k) + τ · ρ′(k)︸ ︷︷ ︸
≤Mρ
+
+∞∑
n=2
ρ(n)(k)
n!
(τ)n (IV.103)
ρ(k + τ) ' ρ(k) + τMρ (IV.104)
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où le terme +
+∞∑
n=2
ρ(n)(k)
n! (τ)
n est considéré négligeable et où Mρ représente la varia-
tion maximale (ou borne supérieure) du paramètre ρ.
Cette propriété est très utile car elle permet de simplifier grandement le pro-
blème. Si les paramètres variants peuvent être considérés comme étant constants
dans l’horizon s, ceci conduit à l’obtention d’un résidu seulement construit à partir
de ρ à l’instant k, au lieu de [k − s : k]. De plus, les produits induits dépendent
également seulement de ρ(k).
Finalement, grâce à cette simplification, les réductions de polytope suivantes
peuvent être adoptées.
IV.5.8.b Réduction du polytope
Dans le cas de paramètres à variations lentes dans le temps, les paramètres sont
considérés constant dans la fenêtre de temps considéré [k − s : k].
Ainsi, seul le terme ρ(k) ainsi que ses puissances apparaîtront dans la matrice
Γ−1κ sous la forme Γ−1κ (ρk, ρ2k, · · · , ρNk ). L’approche polytopique classique nécessitera
de définir P = 2r sommets du polytope.
Cependant, la l’information entre chaque paramètre n’est pas prise en compte :
ρ2(k) , ρ2k = (ρ1(k))2 = (ρk)2. Par exemple, dans le cas de deux paramètres variants
(comme illustré sur la figure IV.4), le sommet ω4 = (ρ1, ρ2) n’est pas requis. Seuls
les 3 autres sommets sont suffisants afin de caractériser la définition des paramètres.
ρ 1
ρ
2
Illustration du polytope
ρ
1
ρ1
ρ2
ρ
2
ω 1
ω 3
ω 2
ω 4
ρ 2 = ρ 1
2
Figure IV.4 – Illustration de la réduction du polytope
Cette réduction peut être généralisée aux polytopes de dimension N sous la
condition que la valeur minimale des paramètres variants soit nulle (comme présenté
dans [Robert 2007]) :
Propriété IV.4
Un sommet ωj = (ν1, ν2, · · · , νN ) - où chaque coordonnée νi est défini par νi =
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{ρmin = 0, ρmax} - est un sommet admissible pour la définition des paramètres
s’il vérifie la condition suivante :
νn+1 ≤ ρmaxνn (IV.105)
Ainsi, seulement N + 1 sommets sont nécessaires au lieu des 2N initiaux.
IV.5.9 Conclusion
Dans cette section, une méthode de génération de résidu pour les systèmes U-
LPV a été proposée. L’extension classique de l’approche pour les systèmes LPV
en calculant l’inverse sous forme formelle présentée en section IV.3.3 n’étant pas
envisageable dans cette application, la méthode est réétudiée mettant en œuvre une
formulation polytopique et une résolution LMI.
Cependant, la complexité de l’approche mise en œuvre devient très grande sui-
vant le nombre de paramètres variants et d’incertitudes. Ainsi, des solutions de ré-
duction du système sont proposées permettant une synthèse plus aisée. Des résultats
applicatifs sont proposés dans la section V.3.
IV.6 Conclusion
Différentes méthodes de détection de défauts ont été présentées dans ce cha-
pitre, avec chacune leur degré de complexité. Ces différentes méthodologies seront
appliquées sur des données expérimentales provenant d’un véhicule réel.
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V.1 Introduction
L’industrie automobile s’est dotée lors des dernières décennies de nouveaux sys-
tèmes de sûreté pour les véhicules, aussi bien passifs tels que la ceinture de sécurité
ou l’air bag qu’actifs comme l’ABS, l’ACC, l’ESP ou ESC etc... Ces produits sont
106
Chapitre V. Détection de défauts et de situations critiques :
application à la dynamique latérale d’un véhicule automobile
désormais courant sur les véhicules actuels. Ces systèmes sont étudiés dans l’objectif
d’augmenter la sécurité des véhicules automobiles. Cependant, en cas de défaut, ils
peuvent conduire à de très graves situations.
C’est ce constat qui motive l’étude de détection de défauts et de commande
tolérante aux défauts pour l’automobile. Cette section est dédiée à la détection de
défauts concernant la dynamique latérale du véhicule.
Tout d’abord, un véhicule automobile complètement autonome est considéré
dans la section V.2. La direction du véhicule est contrôlée par un moteur, lequel
présente un défaut. L’objectif de l’approche proposée est de détecter et estimer ce
défaut, et de contrôler le système.
Par la suite, la section V.3 se focalise sur la détection d’un défaut sur le capteur
gyrométrique d’une automobile. En effet, ce capteur est utilisé sur les véhicules mo-
dernes afin de détecter une sortie de route. En effet, de nombreux capteurs présentent
des biais de mesure pouvant causer de mauvaises réactions du véhicule.
Finalement, une approche de détection de situations critiques est proposée dans
la section V.4. De par la modélisation des pneumatiques en différentes zones : zone
normale, zone critique puis zone de glissement, il est possible d’anticiper la perte
d’adhérence d’un pneumatique afin de pouvoir agir sur un organe de contrôle (gé-
néralement freinage).
Toutes les applications proposées sont validées sur des données réelles, lesquelles
sont acquises sur un véhicule réel au sein du laboratoire MIPS.
Ces applications ont fait l’objet de diverses publications :
J1 Sébastien Varrier, Damien Koenig and John-Jairo Martinez-Molina, Robust fault
detection for Uncertain Unknown Inputs LPV system, Control Enginee-
ring Practice, Elsevier, 2014 [Varrier 2014]
J3 Juan C. Tudón-Martínez, Sébastien Varrier and Jorge de-J. Lozoya-Santos and
Ruben Morales-Menendez, Control Tolerante a Fallas en una Suspensión Au-
tomotriz Semi-activa, Soumis à IEEE Latin America Transactions, 2013
[Tudón-Martínez 2013]
J4 Sébastien Varrier and Damien Koenig and John-Jairo Martinez-Molina, Détec-
tion de situation critique d’un véhicule automobile, Journal Européen des
Systèmes Automatisés, 2013 [Varrier 2013c]
C1 Sébastien Varrier, Damien Koenig, John-Jairo Martinez-Molina. A parity space-
based fault detection on LPV systems : Approach for vehicle lateral dynamics
control system. 8th IFAC Symposium Safeprocess, Méxicó, 8 :1191–1196,
2012. México, México city. [Varrier 2012b]
C2 Sébastien Varrier, Damien Koenig, John-Jairo Martinez-Molina. Robust fault
detection for vehicle lateral dynamics. Proceedings of the 51st IEEE Confe-
rence on Decision and Control, pp. 4366–4371, 2012. USA, Hawaii, Maui.
[Varrier 2012f]
C4 Sébastien Varrier, Damien Koenig, John-Jairo Martinez-Molina. Integrated fault
estimation and fault tolerant control design for LPV systems. 5th IFAC SSSC,
5, pp. 689–694, 2013. France, Grenoble. [Varrier 2013d]
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N2 Sébastien Varrier, Damien Koenig, John-Jairo Martinez-Molina. Détection de
situation critique d’un véhicule automobile. 5èmes Journées Doctorales /
Journées Nationales MACS, 2013. France, Strasbourg. [Varrier 2013b]
V.2 Détection d’un défaut actionneur et commande to-
lérante
V.2.1 Introduction
L’objectif de cette approche est de pouvoir synthétiser de façon globale, c’est-à-
dire via une seule synthèse, un estimateur de défaut ainsi qu’un contrôleur pour la
dynamique latérale d’un véhicule.
Le véhicule considéré est un véhicule autonome, capable de suivre une trajectoire
définie par un utilisateur. Le véhicule présente un défaut f l’actionneur uL.
Le schéma de contrôle est présenté en figure V.1.
Cartographie
position
∆X , ∆Y
Mesure position GPS
X, Y
Conversion
position
Vx, ψ˙
+−
Controˆleur
late´ral
Ve´hicule+− uL
fˆ
Controˆleur
longitudinal
f
++
Figure V.1 – Illustration du schéma de contrôle
On retrouve une structure en cascade avec :
• en amont la cartographie et la mesure de la position. Cette cartographie pré-
sente la référence de position que doit suivre le véhicule. Il est alors calculé
l’écart de position ∆X et ∆Y qui permettent de fournir une référence en terme
de vitesse longitudinale Vx et de vitesse de lacet ψ˙ afin de contrôler le véhicule.
• en aval la boucle interne comportant le véhicule lui même ainsi qu’un contrô-
leur pour la dynamique longitudinale (non étudié ici) ainsi qu’un contrôleur
pour la dynamique latérale. Ce dernier contrôleur a deux objectifs : contrôler
la dynamique latérale en agissant sur l’angle des roues uL et estimer le défaut
f .
L’objectif de cette section est de synthétiser le bloc “Contrôleur latéral” qui
permet de contrôler le système en présence du défaut f et de l’estimer.
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V.2.2 Modélisation du système
Afin de contrôler la dynamique latérale du véhicule, le modèle bicyclette illustré
en V.2 est utilisé.
ψ˙
v
β
uL
Figure V.2 – Schématisation du modèle bicyclette
V.2.2.a Modèle LPV dynamique du système
Ce modèle bicyclette présenté en III.4 est utilisé :
[
β˙(k)
ψ¨(k)
]
=
([
1 −Td
Td
cyr lr−cyf lf
Iz
1
]
+ ρ1(k)
[
−Td cyr+cyfm 0
0 −Td cyr lr
2+cyf lf
2
Iz
]
+ ρ2(k)
[
0 Td
cyr lr−cyf lf
m
0 0
])[
β(k)
ψ˙(k)
]
+
([
0
Td
cyf lf
Iz
]
+ ρ1(k)
[
Td
cf
m
0
])
uL(k) (V.1)
Le capteur utilisé est le capteur gyrométrique, mesurant la vitesse de rotation
ψ˙(k) défini en (III.22) :
ψ˙(k) =
[
0 1
] [β(k)
ψ˙(k)
]
(V.2)
On obtient finalement un système qui peut s’écrire sous la forme d’un système
LPV défini en II.7 :
x(k + 1) = Ad(ρ(k))x(k) +Bd(ρ(k))u(k) (V.3a)
y(k) = Cdx(k) (V.3b)
L’entrée de contrôle du système uL est considérée comme étant entièrement
contrôlable. Cette spécification s’interprète comme un moteur électrique ajouté sur
la colonne de direction. La dynamique d’un tel dispositif est considérée largement
plus rapide que la dynamique du système, et n’est donc pas considérée dans la
modélisation proposée en (V.3).
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Les paramètres du véhicule Renault Mégane Coupé présentés dans l’Annexe A.1
sont utilisés.
V.2.2.b Modèle polytopique
Le système présenté en (V.3) dépend de deux paramètres variants ρ1 et ρ2. Ainsi,
un choix trivial de l’espace des paramètres est donné par :
P0ρ =
[
ρ
1
ρ1
]
×
[
ρ
2
ρ2
]
(V.4)
où ρ
i
et ρi représentent respectivement les bornes inférieures et supérieures du pa-
ramètre ρ1.
Par conséquent, le système peut être modélisé dans un polytope défini par P ,
22 = 4 sommets :
P0ρ , Co{ω1, ω2, ω3, ω4} (V.5)
comme illustré sur la figure V.3. Chaque sommet ωi est défini par ses sommets
ωi =
[
ωi1 ωi2
]
où chaque ωij prend les valeurs ρi or ρi
ρ 1
ρ
2
Illustration du polytope
ρ
1
ρ1
ρ2
ρ
2
ω 1
ω 3
ω 2
ω 4
ρ 2 = ρ 1
2
Figure V.3 – Variation des paramètres
Remarque V.1
Le conservatisme d’un modèle polytopique se mesure en calculant le volume du
polytope vis-à-vis du volume de la variation des paramètres (comme proposé en
[Kwiatkowski 2007]). Ainsi, la réduction du polytope est très intéressante afin
de réduire le conservatisme de l’approche proposée.
En effet, dans notre cas, les paramètres ρ1 et ρ2 sont couplés (ρ2 = ρ12),
On remarque que sur l’illustration du polytope V.3, le dernier sommet ω4 peut
être omis dans la définition du polytope, car les 3 autres suffisent à englober la
variation des paramètres. Ainsi, seuls les 3 premiers sommets sont nécessaires afin
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de définir l’espace des paramètres.
ω1 =
[
ρ
1
ρ
2
]
(V.6a)
ω2 =
[
ρ1 ρ2
]
(V.6b)
ω3 =
[
ρ1 ρ2
]
(V.6c)
Le conservatisme sera alors divisé par 2 dans ce cas.
Le contrôleur LPV polytopique est synthétisé grâce au théorème II.6 présenté
en section II.4.3.c.
On remarque cependant que l’hypothèse (H3) concernant la matrice d’entrée
n’est pas vérifiée. En effet, la matrice Bd(ρ(k)) dépend de ρ. Afin de contourner
cette hypothèse, l’astuce habituelle est d’interconnecter un filtre F défini en V.7,
illustré en V.4.
xF (k + 1) = AFxF (k) +BFu(k) (V.7a)
uL(k) = CFxF (k) (V.7b)
Ve´hiculeF uLu y
Figure V.4 – Interconnexion avec le filtre
En réalisant l’interconnexion avec le système (V.3), on obtient le modèle étendu
(V.8) : [
x(k + 1)
xF (k + 1)
]
︸ ︷︷ ︸
xe(k+1)
=
[
Ad(ρ(k)) Bd(ρ(k))CF
O AF
]
︸ ︷︷ ︸
Ae(ρ(k))
xe(k) +
[
O
BF
]
︸ ︷︷ ︸
Be
ue(k) (V.8a)
y(k) =
[
Cd O
]︸ ︷︷ ︸
Ce
xe(k) (V.8b)
qui respecte les hypothèses du système.
Remarque V.2
Le filtre (V.7) ajouté dans le système est simplement une astuce numérique
afin de satisfaire le problème des matrices d’entrées possédant des paramètres
variants. Sa bande passante doit cependant être choisie supérieure à la bande
passante du système et avec un gain unitaire afin que son influence soit négli-
geable.
Le système défini en (V.8) n’est pas sous la forme polytopique. Pour se faire, on
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définit les bornes maximales du paramètre variant :
ρ
1
= 0.04 (V.9a)
ρ
2
= 0.0016 (V.9b)
ρ1 = 0.36 (V.9c)
ρ2 = 0.1296 (V.9d)
soit une vitesse minimale de 10km.h−1 et maximale de 90km.h−1.
On obtient ainsi 3 sous systèmes évalués aux sommets du polytope défini en
(V.6). Le système polytopique à temps discret s’écrit alors sous la forme présentée
dans la définition II.8.
Chaque sous système est alors déduit en évaluant (V.8) aux sommets du poly-
tope. En accord avec les notations de la définition en II.8, on obtient les 3 sous-
systèmes :
Ai , Ae(ωi) (V.10a)
Bi , Be(ωi) (V.10b)
Ci , Ce (V.10c)
Di , 0 (V.10d)
V.2.3 Détection et commande tolérante au défaut
L’objectif de l’approche proposée est de synthétiser à la fois :
• un détecteur/estimateur de défaut capteur
• un contrôleur tolérant au défaut pour le système.
comme illustré sur la figure V.5.
La structure proposée s’inspire de la combinaison de la synthèse de contrôleur
en II.4.3.c et de la synthèse d’estimateur dans la section II.4.4.
On retrouve sur le schéma de la figure V.5 le contrôleur Kc(ρ) permettant de
réaliser la fonction de contrôle tolérant au défaut et un filtre Kd(ρ) afin d’estimer le
défaut f . Ces deux filtres sont dépendant des paramètres variants du système.
Dans la stratégie proposée, on retrouve un filtre T permettant de spécifier la
bande fréquentielle du défaut que l’on cherche à estimer.
V.2.3.a Structure du contrôleur
Les variables d’intérêt du système sont :
• ε , yref − y qui représente l’écart entre la référence à suivre et la mesure
• f˜ , f − fˆ qui représente l’écart entre le défaut et le défaut estimé.
Bien entendu, l’objectif est de minimiser ces deux variables afin d’obtenir de bon
suivi de référence et rejet de perturbation ainsi qu’une bonne estimation du défaut.
Remarque V.3
Dans la synthèseH∞, on ajoute souvent la variable de commande u comme sortie
d’intérêt afin de pouvoir spécifier sa forme fréquentielle, notamment afin de ré-
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Ve´hicule
f0
Controˆleur
Kc(ρ)
+
-
f
fˆ f˜
yuc
yref
+
+
+
-
ε
ε
ρ
ρ
ρ
u
Gs(ρ)
Filtre
Kd(ρ)
Filtre
T
Figure V.5 – Schéma du détecteur et contrôleur commun
duire le bruit sur l’actionneur. Cependant, cette spécification n’est pas proposée
ici par soucis de simplicité, mais peux être facilement ajoutée par le lecteur.
En accord avec la méthodologie présentée dans la section II.4.3.c, le système est
réécrit sous la forme standard illustrée sur la figure V.6.
Syste`me
standard P
Controˆleur
standard
Ks =
[
Kc
Kd
]
z =
[
z1
z2
]
f0
fˆ1 =
[
uc
fˆ
] ε = yref − y
yref Gs
WOWI
[
ε
f˜
]
Figure V.6 – Problème sous forme standard
Les filtres WI et WO sont ajoutés pour respecter les spécifications du cahier des
charges.
Dans notre cas, WI n’est pas utilisé :
WI = I (V.11a)
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tandis que le filtre WO nous permet de spécifier les performances du système sous
la forme :
WO =
[Wε 0
0 Wf
]
(V.11b)
V.2.3.b Analyse des fonctions de sensibilité
Le suivi de référence ε est donné par la relation :
ε = yref − y
= yref −Ge(uc + f0)
= yref −Gef0 −GeKcε
= (I+GeKc)−1︸ ︷︷ ︸
Sc
yref − ScGef0
ε = Scyref − ScGef0 (V.12)
De plus, l’estimation est donnée par :
fˆ = Kdε
fˆ = KdScyref −KdScGef0 (V.13)
Il s’en suit l’expression de l’erreur d’estimation
f˜ = f − fˆ
= Tf0 −KdScyref +KdScGef0
f˜ = (T +KdScGe)f0 −KdScyref (V.14)
On remarque ainsi que l’erreur de suivi ε est directement affectée par la référence
du système yref et le défaut f0.
Afin d’obtenir de bonnes performances, c’est-à-dire une forte atténuation de
l’erreur de suivi ε, la sensibilité Sc doit être faible. En extension du principe décrit
pour les systèmes LTI en section II.4.1, la sensibilité Sc est fortement atténuée
en basses fréquences. Sa valeur singulière maximale est spécifiée de manière à ne
pas dépasser les 6dB : ‖Sc‖∞ ≤ 6dB afin de garantir une marge de module ∆M
supérieure à 0.5 : ∆M ≥ 0.5.
Le filtre Wε est alors synthétisé selon la forme présentée sur la figure V.7. Les
résultats de la synthèse permettent d’obtenir les 3 fonctions de sensibilité Sε respec-
tant les contraintes.
De même, l’erreur d’estimation du défaut est dépendante de yref et de f0. La
même approche est considérée. Une forte atténuation en basses fréquences est re-
quise afin de garantir une bonne estimation du défaut. Néanmoins, l’intérêt du filtre
T est clairement justifié à partir de (V.14). Si en effet la bande de fréquence du
défaut f0 est connu, cette information est directement incorporée dans la synthèse
du contrôleur. Finalement, le transfert f˜f0 en est directement affecté.
Le filtre Wf est synthétisé et présenté sur la figure V.8.
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Figure V.7 – Sensibilité du suivi de référence
Remarque V.4
Dans la synthèse proposée, seuls les filtresWε etWf˜ sont ajoutés. Des filtres dé-
pendant des paramètres variants peuvent également être considérés afin d’adap-
ter les performances aux caractéristiques du système à chaque sommet.
V.2.3.c Amélioration des performances
On constate en (V.14) que l’erreur d’estimation f˜ dépend de la référence yref .
Afin d’éviter ce problème, l’estimation du défaut peut être compensée via l’utilisa-
tion de la référence, suivant le schéma proposé sur la figure V.9.
Ainsi, en définissant G0 , ‖ −KdScGe‖jω=0, soit le gain statique du transfert,
l’expression de la nouvelle estimation du défaut fˆ ′ s’exprime comme suit :
fˆ ′ =
1
G0
(
fˆ −KdScyref
)
fˆ ′ = −KdScGeG0 f0 (V.15)
Il en découle une erreur d’estimation du défaut seulement sensible au défaut f0 :
f˜ ′ =
(
T +
KdScGe
G0
)
f0 (V.16)
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Figure V.8 – Sensibilité de l’erreur d’estimation
KdSc
fˆ ′fˆ
yref
+
− 1
‖ −KdScGe‖jω=0
Figure V.9 – Schéma de l’estimation du défaut
V.2.4 Simulation du système et résultats
V.2.4.a Scénario
Le scénario de simulation provient de données réelles collectées dans le cadre du
projet INOVE au sein du laboratoire MIPS. Des tests de l’Elan ont été effectués à
différentes vitesses. Ici, les données mesurées provenant de la vitesse longitudinale
et de la vitesse de lacet ont été utilisés afin de générer la trajectoire du véhicule
(voir figures V.10).
Un défaut de type échelon a été ajouté sur le signal de commande afin de per-
turber le système durant le premier virage à t = 35s. Les résultats du contrôleur
sont présentés dans la figure V.11.
On remarque que le défaut affecte les performances de la mesure vis-à-vis de
la référence. En effet, le contrôleur maintient parfaitement la mesure au niveau de
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Figure V.10 – Signaux d’entrées du système
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Figure V.11 – Performances du contrôleur : suivi de référence et estimation du
défaut
la référence avant l’apparition du défaut. Dès l’apparition du défaut, celui-ci est
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directement compensé par le contrôleur qui élimine son effet. La tolérance au défaut
est donc efficace.
On remarque également que l’estimation du défaut est très rapide. L’extension
proposée en V.2.3.c a également permis à l’erreur d’estimation de ne pas dépendre
de la référence, comme illustré sur la courbe verte de la figure V.11(b).
V.2.5 Conclusion
Dans cette section, une approche commune de détection et de commande tolé-
rante au défaut pour la dynamique latérale est présentée.
Les résultats présentés s’appuient sur la modélisation du système comme un
modèle bicyclette. Ce modèle a été identifié et validé d’un point de vue pratique sur
le véhicule Renault Mégane Coupé dans le cadre du projet INOVE en partenariat
avec le laboratoire MIPS. A partir de données extraites de campagnes d’essais, le
modèle simulé est soumis à un défaut de l’actionneur de direction. Le contrôleur a
donc pour objectif principal de contrôler le système en présence du défaut, et aussi
d’estimer ce défaut. Les résultats présentés montrent que l’approche proposée est
très performante, en permettant une atténuation du défaut.
V.3 Détection d’un défaut capteur et robustesse
L’objectif de cette section est de mettre en application les méthodologies de
détection de défauts présentées dans le chapitre IV. Les approches étudiées sont celle
adaptée pour les systèmes LPV IV.3 et celle incluant de la robustesse présentée en
IV.5.
Dans cette section, le but est de détecter un défaut sur le capteur gyrométrique
du véhicule. Les différentes approches sont évaluées sur le même type de scénario.
V.3.1 Scénario
Le scénario considéré fait appel aux données collectées auprès du laboratoire
MIPS dans le cadre du projet INOVE.
Le test effectué avait pour objectif de valider le test de l’Elan sur la Renault
Mégane Coupé, équipée de différents capteurs. Le circuit considéré est présenté sur
la figure V.12.
V.3.1.a Mesures, modèle et défauts
Les mesures considérées concernant la dynamique latérale sont composées de
d’accélération latérale ay, de la vitesse de lacet ψ˙, de la mesure de la vitesse longi-
tudinale Vx ainsi que l’angle au volant uL.
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Figure V.12 – Circuit de validation du test de l’Elan
Le modèle considéré est le modèle bicyclette présenté en III.4, dont la dyna-
miques est donnée par :
[
β˙(k)
ψ¨(k)
]
=
([
1 −Td
Td
cyr lr−cyf lf
Iz
1
]
+ ρ1(k)
[
−Td cyr+cyfm 0
0 −Td cyr lr
2+cyf lf
2
Iz
]
+ ρ2(k)
[
0 Td
cyr lr−cyf lf
m
0 0
])[
β(k)
ψ˙(k)
]
+
([
0
Td
cyf lf
Iz
]
+ ρ1(k)
[
Td
cf
m
0
])
uL(k)
(V.17a)
où les paramètres variants ρ1 et ρ2 sont définis par ρ1(k) , 1vx et ρ2(k) ,
1
vx2
. Les
mesures ay et ψ˙ sont données par les modèles des capteurs en (III.22) et (III.24) :
ψ˙(k) =
[
0 1
] [β(k)
ψ˙(k)
]
(V.17b)
et
ay =
([
− cyr+cyfm 0
]
+ ρ1(k)
[
0
cyr lr−cyf lf
m
]) [β(k)
ψ˙(k)
]
+ cyfuL(k) (V.17c)
Ce modèle est réécrit sous la forme d’un modèle LPV défini en II.7 sous la forme :
x(k + 1) = A(ρ(k))x(k) +B(ρ(k))uL(k) (V.18a)
y(k) = Cρ(k))x(k) +D(ρ(k))uL(k) (V.18b)
avec y(k) =
[
ay(k)
ψ˙(k)
]
.
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A partir des données du véhicule, les valeurs numériques des matrices sont don-
nées par :
A(ρ(k) =
[
1.0− 1.71ρ1(k) 0.58ρ2(k)− 0.02
0.47 1.0− 2.33ρ1(k)
]
(V.18c)
B(ρ(k)) =
[
0.70ρ1(k)
0.67
]
(V.18d)
C(ρ(k)) =
[−85.45 28.77ρ1(k)
0 1.0
]
(V.18e)
D(ρ(k)) =
[
35.24
0
]
(V.18f)
La manœuvre s’effectue autour de la vitesse vx = 30km.h−1. Les mesures expé-
rimentales concernant cet essai sont illustrées sur la figure V.13.
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Figure V.13 – Mesures expérimentales du système
A partir de ces mesures, on remarque premièrement que l’accélération latérale
du système est relativement bruitée.
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Ces essais ont par la suite été traités numériquement afin d’ajouter un défaut
sur la mesure, lequel est à détecter. Le défaut considéré est un échelon affectant la
mesure ψ˙ d’amplitude 0.05rad.s−1 entre ti = 50s et tf = 55s.
V.3.2 Détection de défaut par espace de parité
La méthodologie présentée en section IV.3.3 est appliquée. En effet, le modèle
utilisé en (V.18) est LPV, ainsi une approche LPV est nécessaire.
En appliquant la méthodologie de l’espace de parité, les mesures y(k) sont éten-
dues selon l’horizon s :

y(k − s)
y(k − (s− 1))
...
y(k)

︸ ︷︷ ︸
Ys(k)
=

C(ρ(k − s))
C(ρ(k − (s− 1)))A(ρ(k − s))
...
C(ρ(k))
s−1∏
i=1
A(ρ(k + i− 1))

︸ ︷︷ ︸
Hos(ρ(k))
x(k − s)
+Hus(ρ(k − s))

u(k − s)
u(k − s+ 1)
...
u(k)

︸ ︷︷ ︸
Us(k)
(V.19)
Dans cette application, la matrice des sorties C(ρ(k)) possède 2 lignes. Le sys-
tème possédant 2 états, on peut choisir l’horizon s = 1.
On obtient alors la matrice Hos(ρ(k)) valant :
Hos(ρ(k)) =

−85.45 28.77ρ1(k − 1)
0 1
Hos31 Hos32
0.47 1− 2.33ρ1(k − 1)
 (V.20a)
où
Hos31 = 13.59ρ1(k) + 146.03ρ1(k − 1)− 85.45 (V.20b)
Hos32 = 28.77ρ1(k)− 49.177ρ2(k − 1)
−67.18ρ1(k)ρ1(k − 1) + 1.71 (V.20c)
Cette matrice se décompose sous la forme proposée en (IV.33) :
Hos(ρ(k)) =
[
Hos1(ρ(k))
Hos2(ρ(k))
]
(V.21)
où Hos1(ρ(k)) est la partie régulière de Hos(ρ(k)).
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On peut choisir ici :
Hos1(ρ(k)) =
[−85.45 28.77ρ1(k − 1)
0 1
]
(V.22a)
Hos2(ρ(k)) =
[
Hos31 Hos32
0.47 1− 2.33ρ1(k − 1)
]
(V.22b)
Finalement, la matrice de parité est construite à l’aide des équations (IV.37) et
(IV.40).
On obtient :
W (ρ(k))T =
[−Hos2(ρ(k))Hos1(ρ(k))−1 Iq]
W (ρ(k))T =
[
W11 W12 1.0 0
0.0055 2.18r1k1− 1.0 0 1.0
]
(V.23a)
avec
W11 = 0.156ρ1(k) + 1.71ρ1(k − 1)− 1.0 (V.23b)
W12 = 28.77ρ1(k − 1)− 28.77ρ1(k) + 49.17ρ2(k − 1)
+62.60ρ1(k)ρ1(k − 1)− 49.17ρ1(k − 1)2 − 1.71 (V.23c)
On obtient deux résidus r(k) =
[
r1(k)
r2(k)
]
, dont la forme est donnée par l’équation
(IV.29) :
r(k) = W (ρ(k))
([
y(k − 1)
y(k)
]
−Hus(ρ(k))
[
u(k − 1)
u(k)
])
(V.24)
avec Hus(ρ(k)) selon (IV.31) donné par :
Hus(ρ(k)) =

35.24 0
0 0
19.14ρ1(k)− 60.22ρ1(k − 1) 35.24
0.66516 0
 (V.25)
Les deux résidus (V.24) sont finalement donnés par les équations aux différences :
r1(k) = −35.24uL(k) +
[
35.24− 24.74ρ1(k)
]
uL(k − 1)
+ ay(k) +
[
0.16ρ1(k)− 1.0 + 1.71ρ1(k − 1)
]
ay(k − 1)
+
[
28.77ρ1(k − 1)− 1.71− 28.77ρ1(k)
+ 49.17ρ2(k − 1)− 49.17ρ1(k − 1)2 + 62.60ρ1(k)ρ1(k − 1)
]
ψ˙(k − 1) (V.26a)
r2(k) = ψ˙(k)− 0.86uL(k − 1) + 0.0055ay(k − 1)
+
[
2.18ρ1(k − 1)− ψ˙(k − 1)
]
ψ˙(k − 1) (V.26b)
122
Chapitre V. Détection de défauts et de situations critiques :
application à la dynamique latérale d’un véhicule automobile
0 10 20 30 40 50 60 70 80 90 100
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Temps [s]
R
e´s
id
u
Validation avec donne´s e´xpe´rimentales : r1
(a) Résidu r1
0 10 20 30 40 50 60 70 80 90 100
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Temps [s]
R
e´s
id
u
Validation avec donne´s e´xpe´rimentales : r2
(b) Résidu r2
Figure V.14 – Validation des résidus sur modèle de simulation
Ces résidus sont alors préalablement utilisés sur des données en simulation. Les
résultats sont présentés sur la figure V.14.
On remarque que les résidus présentent une forme parfaite, c’est-à-dire que l’in-
formation est nulle lorsqu’il n’y a pas de défaut et est non nulle dès l’apparition du
défaut.
Par la suite, ces résidus sont appliqués sur les données expérimentales du véhi-
cule. On obtient les résultats illustrés en V.15.
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Figure V.15 – Validation des résidus sur données expérimentales
On constate cette fois que les résidus sont affectés par le bruit des données
expérimentales. En effet, on avait remarqué d’après les données expérimentales V.13
que l’accélération latérale V.13(d) était très bruitée. De plus, le résidu r1(k) (V.26a)
étant dépendant de cette donnée, il est lui même très bruité.
On remarque cependant que le deuxième résidu r2(k) est lui beaucoup plus
exploitable.
Afin d’évaluer les performances, on utilise 2 critères :
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• χ représente le ratio des moyennes du résidu durant le défaut et après le
défaut ;
• $ représente le ratio entre la plus petite valeur du résidu durant le défaut et
la plus grande après le défaut.
On obtient les résultats présentés dans la table V.1 et illustré sur la figure V.16.
Critère Résidu r1 Résidu r2
χ 2.0868 8.87
$ 0.11662 1.9785
Table V.1 – Analyse de la performance des résidus r1 et r2
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Figure V.16 – Analyse des performances des résidus
Afin d’améliorer les performances des détecteurs de défauts, l’approche par ro-
bustesse est alors appliquée.
V.3.3 Détection de défaut par espace de parité et robustesse
La méthodologie présentée en section IV.5 est appliquée.
Le modèle (V.18) est complété avec les matrices A1 et Dd afin de prendre en
compte des incertitudes sur le système, comme présenté dans la modélisation U-LPV
(IV.70).
Les incertitudes proviennent majoritairement de la modélisation du véhicule,
notamment dans la considération linéaire des efforts des pneumatiques.
Remarque V.5
La modélisation incertaine permet aussi de prendre en compte des paramètres
qui peuvent changer dans le temps, comme la masse m du véhicule qui varie en
fonction du nombre de personnes présentes dans le véhicule, de la consommation
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de carburant ...
L’incertitude sur l’état A1 est choisie comme étant 20 % autour du système
nominal évalué pour la vitesse nominal de v∗ = 20km.h−1 ' 5.56m.s−1, soit ρ∗ =
1
5.56 = 0.18.
La matrice A1 est donc donnée par :
A1 = 0.2A(ρ
∗) = 0.2A(0.18) (V.27a)
Comme il a été noté dans l’analyse des signaux, l’accélération latérale est très
bruitée. Une nouvelle entrée inconnue d(k) est alors considérée ayant pour matrice
de distribution Dd :
Dd =
[
1
0
]
(V.27b)
afin de n’affecter que la mesure de l’accélération latérale.
L’horizon s a été choisi s = 3 afin d’obtenir un découplage parfait vis-à-vis du
système nominal et pour garantir la robustesse du résidu face aux perturbations.
Les paramètres variants ρ1 et ρ2 sont issus de la vitesse longitudinale du véhicule.
La période d’échantillonnage du système étant de Te = 20ms, l’horizon dure 60ms.
La vitesse du véhicule peut être considérée comme étant constante. Cette hypothèse
constitue la première étape des simplifications proposées dans la section IV.5.8.
De plus, la relation entre les paramètres variants (déjà évoquée dans la section
V.2.2.b et illustrée sur la figure V.3 permet de s’affranchir de la définition de certains
sommets du polytope. Le paramètre variant ρ2(k) = ρ1(k)2 n’est alors considéré que
suivant l’expression de ρ1.
On remarque également que le paramètre variant ρ(k) est toujours inférieur à
1 pour des vitesses supérieures à 3.6km.h−1. Cette remarque est très intéressante
car en effet, les différents produits des paramètres variants apparaissant dans l’ap-
plication de la méthodologie de la section IV.5.7.b pourront être négligés. Ainsi, les
termes ρ1(k)x inférieurs à un certain seuil peuvent être négligés.
Le polytope final est alors composé de 6 sommets afin de synthétiser la matrice
W2(ρ(k)) sous la forme :
W2(ρ(k)) =
6∑
i=1
α˜i(ρ(k))W2i (V.28)
Le résidu r3(k) est alors donné sous la forme :
r3(k) = W2(ρ(k)) · P (ρ(k))
y(k − 2)y(k − 1)
y(k)
−Hus(ρ(k))
 u(k − 2)u(k − (1)
u(k)
 (V.29)
En implémentant ce résidu à partir des données expérimentales, on obtient la
figure V.17.
On constate que la robustesse dans la synthèse permet de mieux atténuer les
valeurs du résidu en l’absence de défaut. En effet, les analyses des performances
sont présentées dans la table V.2 et illustrées sur les figures V.18.
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Figure V.17 – Résidus validés sur modèle linéaire
Critère Résidu r1 Résidu r2 Résidu r3
χ 2.0868 8.87 10.28
$ 0.11662 1.9785 3.01
Table V.2 – Analyse de la performance des résidus r1, r2 et r3
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Figure V.18 – Analyse des performances des résidus
L’approche par robustesse a permis d’améliorer les performances concernant le
ratio des moyennes de χ = 16% et de $ = 52% entre la plus petite valeur en défaut
et la plus grande en régime sain.
V.3.4 Conclusion
Dans cette section, deux approches de détection de défauts, l’une simplement
LPV et l’autre incertaine et LPV ont été mise en œuvre dans le but de détecter un
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défaut sur un capteur gyroscopique du système.
Les deux méthodologies ont été appliquées sur des données réelles de véhicule.
On constate que ces deux méthodes offrent des résultats acceptables. Cependant, la
méthode robuste permet d’améliorer de près de 52% les performances de détection
du défaut.
Les deux approches sont établies à partir de l’extension de la méthodologie de
l’espace de parité. La méthode LPV est relativement plus simple en terme de syn-
thèse car la principale complexité de la synthèse réside dans l’inversion formelle
d’une matrice en fonction des paramètres variants du système. En outre, la mé-
thode robuste est plus dense en terme de calcul car elle nécessite un horizon s plus
élevé et la résolution de LMIs.
V.4 Détection de situations critiques
V.4.1 Introduction et problématique
L’objectif de la détection d’une situation critique est de détecter une perte de
contrôle du véhicule. Cette information pourra par la suite être envoyée à un organe
de contrôle actif dont l’objectif sera de rattraper la trajectoire désirée, comme le
traite à l’heure actuelle l’ESP.
La détection de situations critiques s’appuie sur la modélisation des efforts des
pneumatiques en différentes zones :
• zone normale
• zone critique
• zone de glissement.
Lors de la campagne d’essais réalisée à Mulhouse permettant de valider le modèle
non-linéaire du véhicule, le test de l’Elan était un des scénario de validation (voir
section III.5.2). Ce test de l’Elan a été validé pour les vitesses v = 30 et 60km.h−1,
mais pas pour la vitesse v = 90km.h−1. Pour cette dernière vitesse, le véhicule a
perdu sa stabilité et est parti hors de la route en tête à queue comme illustré sur les
figures V.19.
L’objectif de cette section est ainsi de pouvoir détecter la situation critique
apparue lors de l’essai à v = 90km.h−1.
V.4.2 Modèle du système
Le modèle considéré est le modèle bicyclette présenté en III.4, dont la dynamique
est donnée par :
mv(t)
(
β˙(t) + ψ˙(t)
)
= Ftyr(t) + Ftyf (t) + Fdy(t) (V.30a)
Izψ¨(t) = lfFtyf (t)− lrFtyr(t) (V.30b)
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(a) Test de l’Elan à 60 km.h−1 (b) Test de l’Elan à 90 km.h−1
Figure V.19 – Photo du test de l’Elan à 60 et 90 km.h−1
où la mesure de la vitesse de lacet ψ˙ est donnée par :
ψ˙(k) =
[
0 1
] [β(k)
ψ˙(k)
]
(V.31)
V.4.3 Modélisation des efforts latéraux des pneumatiques
D’après l’équation (V.30), la dynamique latérale dépend des efforts latéraux des
4 pneumatiques. Il existe dans la littérature de nombreux modèles de pneumatiques
[Rajamani 2005, Pacejka 2012, Jazar 2009].
Parmi ces modèles, l’un des plus utilisé dans la communauté est le modèle de
Pacejka où la force latérale Fy est donnée en fonction de l’angle de dérive de la roue
βi (où i représente l’avant (i = f) ou l’arrière (i = r) du véhicule) par :
Fyi = D sin
[
C arctan
(
Bβi − E
(
Bβi − arctan(Bβi)
))]
(V.32)
Ce modèle est basé sur des mesures expérimentales qui permettent d’affiner les
paramètres B, C, D et E. Ce modèle est présenté sur la figure V.20.
D’après ce modèle non linéaire, on retrouve 3 zones de fonctionnement :
• zone normale : c’est la zone où l’adhérence du pneu est correcte. La caracté-
ristique du pneu peut alors être considérée comme linéaire.
• zone critique : c’est la zone où l’adhérence devient limite. On est à la limite
du glissement.
• zone de glissement : dans cette zone, le pneu glisse sur la chaussée.
Ainsi, en fonctionnement normal, l’expression des forces latérales Fyf et Fyr est
donnée en fonction des angles de glissement avant βf et arrière βr par :
Fyf = cfβf (V.33a)
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Figure V.20 – Force latérale d’un pneu
Fyr = crβr (V.33b)
avec :
βf = uf − β − lf ψ˙
v
(V.34a)
βr = −β + lrψ˙
v
(V.34b)
Afin de prendre en compte l’aspect non linéaire des pneus, les forces réelles
Fyi,i=f,r sont composées de la composante nominale (linéaire) et d’une composante
non linéaire Γi,i=f,r(β) de la forme :
Fyf = Fyf + Γf (β) (V.35a)
Fyr = Fyr + Γr(β) (V.35b)
En analysant la fonction Γ(β), on remarque que sa dérivée est toujours positive
sur l’intervalle considéré (figure V.21). On constate que le modèle linéaire sur-évalue
toujours la force latérale réelle.
Remarque V.6
Le fait de sur-évaluer le système réel est intéressant d’un point de vue pratique.
En effet, la détection de la situation critique se fera toujours avant que la voiture
soit réellement en situation critique. Il sera alors plus aisé de pouvoir rattraper
la situation. A contrario, il ne faut pas non plus trop sur-évaluer la tendance
réelle pour ne pas tomber dans la situation de fausses alarmes.
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Figure V.21 – Analyse de la variation de Γ
On constate également que dans la zone linéaire/normale, la différence entre les
deux modèles reste faible, tandis que dans la zone critique, la différence est beaucoup
plus significative.
A partir du modèle donné en (V.30) et de la modélisation des forces en (V.34)
et (V.35), la dynamique du véhicule est donnée par :
mv(t)
(
β˙(t) + ψ˙(t)
)
= cfuL(t)− (cr + cf )β(t)
+
(crlr − cf lf )
v(t)
ψ˙(t) + Γf + Γr (V.36a)
Izψ¨(t) = lfcfuL(t)− lf
2cf − lr2cr
v(t)
ψ˙(t)
(lrcr + lfcf )β(t) + lfΓf − lrΓr (V.36b)
et peut s’écrire sous la représentation d’état suivante :
[
β˙(t)
ψ¨(t)
]
=
[ − cr+cfmv(t) crlr−cf lfmv(t)2 − 1
lrcr−lf cf
Iz
− lf 2cf+lr2crIzv(t)
] [
β(t)
ψ˙(t)
]
(V.36c)
+
[ cf
mv(t)
lf cf
Iz
]
uL(t) +
[
1
mv(t)
1
mv(t)
lf
Iz
− lrIz
] [
Γf
Γr
]
(V.36d)
On retrouve dans (V.36c) la forme classique du modèle bicyclette, où apparaît les
déviations Γi entre le modèle linéaire et non linéaire.
Le problème de détection de la situation critique peut maintenant se traduire
par un problème de détection de défauts, où Γi,i=f,r sont les défauts à détecter.
Remarque V.7
Selon le caractère sur/sous-vireur du véhicule considéré, la détection de la situa-
tion critique peut se restreindre à la détection d’une seule composante de Γi. En
effet, pour une voiture sous-(resp. sur)-vireuse, le train avant (resp. arrière) ar-
rive en premier dans la zone critique. Ainsi, seule la composante qui décroche le
plus facilement peut être étudiée. Cependant, la synthèse d’un détecteur global,
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détectant les deux cas permet de s’affranchir du type de véhicule en étant plus
général.
Il est à noter que le modèle présenté dans (V.36c) dépend de la vitesse. Ce
système est alors discrétisé via la méthode rectangulaire (voir section II.3.3), et
réécrit sous la forme d’un système linéaire à paramètres variants :
[
β(k + 1)
ψ˙(k + 1)
]
=
([
1 −Td
Td
lrcr−lf cf
Iz
1
]
+ 1v(k)
[
−Td cr+cfm 0
0 −Td lf
2cf+lr
2cr
Iz
]
+ 1
v(k)2
[
0 Td
crlr−cf lf
m
0 0
])[
β(k)
ψ˙(k)
]
+
([
0
Td
lf cf
Iz
]
+ 1v(k)
[
Td
cf
m
0
])
uL(k) +
[
Td
mv(k)
Td
mv(k)
Td
lf
Iz
−Td lrIz
] [
Γf
Γr
]
(V.37)
où ρ1(k) , 1v(k) , ρ2(k) ,
1
v(k)2
sont les paramètres variants et Td est la période
d’échantillonnage choisie.
V.4.4 Détection de défauts
La méthodologie de détection de défauts utilisée est celle présentée dans la sec-
tion IV.4. En effet, cette méthodologie permet de s’adapter à la cible d’implémen-
tation en choisissant la complexité.
Le système est décomposé en sous systèmes LTI en fonction de la vitesse du
véhicule. Dans notre cas, nous avons choisi de synthétiser un résidu tous les v0i =
v0i−1 + 10km.h−1, avec une variation de δv = 5km.h−1, présenté dans la table V.3
et illustré sur la figure V.22.
ΣLTI v0 ΣLTI v0
ΣLTI1 10km.h
−1 ΣLTI6 60km.h−1
ΣLTI2 20km.h
−1 ΣLTI7 70km.h−1
ΣLTI3 30km.h
−1 ΣLTI8 80km.h−1
ΣLTI4 40km.h
−1 ΣLTI9 90km.h−1
ΣLTI5 50km.h
−1
Table V.3 – Sous-systèmes en fonction de la vitesse
V.4.4.a Modélisation des sous-systèmes LTI
Chaque sous-système LTI incertain est évalué à partir du système (V.37).
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Figure V.22 – Illustration de la décomposition du système en fonction de la vitesse
Les paramètres variants ρ1(k) et ρ2(k) s’expriment à partir des vitesses nominales
v0i par la relation :
ρ1(k) =
1
vx(k)
=
1
v0i + δvδ
(V.38)
En réalisant un développement limité au premier ordre, le paramètre variant ρ1(k)
est donné par :
ρ1(k) ' 1
v0i
− δv
v0i2
δ(k) (V.39)
et ρ2(k) est donné par :
ρ2(k) ' 1
v0i2
− 2δv
v0i3
δ(k) (V.40)
(voir section A.2 pour la démonstration).
Chaque sous système s’écrit sous la forme LTI incertaine IV.1 avec :
A0 =
1− Td cr+cfmv0i Td ( crlr−cf lfm − 1)
Td
lrcr−lf cf
Iz
1− Td lf
2cf+lr
2cr
Izv0i
 (V.41a)
A1 = − δv
v0i2
[
−Td cr+cfm 2Td
crlr−cf lf
m
0 −Td lf
2cf+lr
2cr
Iz
]
(V.41b)
B =
[
Td
cf
mv0i
Td
lf cf
Iz
]
(V.41c)
Bd = − δv
v20i
[
Td
cf
m
0
]
(V.41d)
Bf =
[
Td
mv0i
Td
mv0i
Td
lf
Iz
−Td lrIz
]
(V.41e)
C0 =
[
0 1
]
(V.41f)
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Afin de simplifier la formulation, la matrice de distribution des défauts est définie
constante et est évaluée pour chaque v0i.
On obtient les valeurs numériques suivantes :
A0 =
[
1− 1.78v0i 0.31v0i2 − 0.02
0.25 1− 2.28v0i
]
(V.42a)
A1 = − δv
v0i2
[−1.78 0.62
0 −2.28
]
(V.42b)
B =
[
0.85
v0i
0.77
]
(V.42c)
Bd = − δv
v20i
[
0.85
0
]
(V.42d)
Bf =
[
0.000014
v0i
0.000014
v0i
0.000015 −0.000013
]
(V.42e)
C0 =
[
0 1
]
(V.42f)
V.4.4.b Synthèse des sous-résidus
En appliquant le principe de l’espace de parité, on obtient la relation présentée
en (IV.7) :
Ys(k)−HusUs(k) = Hosx(k) +
∑
i
(
ζ(i)H˜os,i
)
x(k)
+
∑
i
(
ζ(i)H˜us,i
)
Us(k) +HdsUds(k)
+
∑
i
(
ζ(i)H˜ds,i
)
Us(k) +
[
Hfs,nom ζ(i)Hfs,i
]︸ ︷︷ ︸
Hfs
Fs(k) (V.43)
où le vecteur ζ est donné par
ζ =
[
δ δ2 δ3
]
(V.44a)
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et les matrices H˜os, H˜us, Hds et H˜ds sont données par :
Hos =

C0
C0A0
C0A0
2
C0A0
3
 (V.44b)
H˜os,1 =

0
C0A1
C0 (A0A1 +A1A0)
C0
(
A0A1A0 +A1A0
2 +A0
2A1
)
 (V.44c)
H˜os,2 =

0
0
C0A1
2
C0
(
A1
2A0 +A0A1
2 +A1A0A1
)
 (V.44d)
H˜os,3 =

0
0
0
C0A1
3
 (V.44e)
Hus =

0 0 0 0
C0B 0 0 0
C0A0B C0B 0 0
C0A0
2B C0A0B C0B 0
 (V.44f)
H˜us,1 =

0 0 0 0
0 0 0 0
C0A1B 0 0 0
C0 (A0A1 +A1A0)B C0A1B 0 0
 (V.44g)
H˜us,2 =

0 0 0 0
0 0 0 0
0 0 0 0
C0A1
2B 0 0 0
 (V.44h)
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Hds =

0 0 0 0
C0Bd 0 0 0
C0A0Bd C0Bd 0 0
C0A0
2Bd C0A0Bd C0Bd 0
 (V.44i)
H˜ds,1 =

0 0 0 0
0 0 0 0
C0A1Bd 0 0 0
C0 (A0A1 +A1A0)Bd C0A1Bd 0 0
 (V.44j)
H˜ds,2 =

0 0 0 0
0 0 0 0
0 0 0 0
C0A1
2Bd 0 0 0
 (V.44k)
Hfs,nom =

0 0 0 0
C0Bf 0 0 0
C0A0Bd C0Bd 0 0
C0A0
2Bf C0A0Bf C0Bf 0
 (V.44l)
H˜fs,1 =

0 0 0 0
0 0 0 0
C0A1Bf 0 0 0
C0 (A0A1 +A1A0)Bf C0A1Bf 0 0
 (V.44m)
H˜fs,2 =

0 0 0 0
0 0 0 0
0 0 0 0
C0A1
2Bf 0 0 0
 (V.44n)
La méthodologie en IV.2.6 est appliquée afin de synthétiser les différents résidus.
1. L’horizon s = 3 est choisi afin de garantir la condition d’orthogonalité au
système nominal et une robustesse aux incertitudes aux paramètres inconnus.
2. La matrice Hos est construite à partir des matrices C0 et A0 :
Hos =

C0
C0A0
C0A0
2
C0A0
3
 =

0 1
0.25 1− 2.28v0i
0.49− 1v0i 1− 4.56v0i + 5.28v0i2
0.74− 3v0i + 3.07v0i2 1−
6.81
v0i
+ 15.85
v0i2
− 12.37
v0i3
 (V.45a)
On en extrait les matrices Hos1 et Hos2 :
Hos1 =
[
0 1
0.25 1− 2.28v0i
]
(V.45b)
Hos2 =
[
0.49− 1v0i 1− 4.56v0i + 5.28v0i2
0.74− 3v0i + 3.07v0i2 1−
6.81
v0i
+ 15.85
v0i2
− 12.37
v0i3
]
(V.45c)
V.4. Détection de situations critiques 135
La matrice P est alors calculée :
P =
[−Hos2H−1os1 I2]
P =
[
1− 4.06v0i + 4v0i2 −2 +
4.06
v0i
1 0
2− 12.21v0i + 24.48v0i2 −
16.20
v0i3
−3 + 12.19v0i − 12.52v0i2 0 1
]
(V.45d)
3. La matrice G est construite avec :
G =
[
H˜os,1 H˜os,2 H˜os,3 H˜us,1 H˜us,2 Hds H˜ds,1 H˜ds,2
]
(V.46a)
et Hfs par :
Hfs =
[
Hfs,nom Hfs,1 Hfs,2
]
(V.46b)
De même, les matrices Γ1 et Γ2 sont données par :
Γ1 = PGG
TP T (V.46c)
Γ2 = PHfsHfs
TP T (V.46d)
La matrice W2 est alors synthétisée en calculant le vecteur propre associé à
la plus petite valeur propre généralisée de la paire (Γ1,Γ2) :
W2 = ϑλq(Γ1,Γ2) (V.47a)
On obtient :
W2,10 =
[−1 2.1742] (V.47b)
W2,20 =
[−1 0.6087] (V.47c)
W2,30 =
[−1 0.4624] (V.47d)
W2,40 =
[−1 0.4208] (V.47e)
W2,50 =
[−1 0.4008] (V.47f)
W2,60 =
[−1 0.3887] (V.47g)
W2,70 =
[−1 0.3806] (V.47h)
W2,80 =
[−1 0.3746] (V.47i)
W2,90 =
[−1 0.3701] (V.47j)
4. A ce stade, 9 matrices W2,i ont été synthétisées, correspondant à chaque
vitesse de fonctionnement présentée dans la table V.3.
Le résidu final est composé de la combinaison commutée de chaque sous-
résidus défini par :
ri(k) = W2(v0i)P (v0i)
(
Ys(k)−Hus(v0i)Us(k)
)
(V.48)
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Figure V.23 – Analyse des résidus pour les différents essais
V.4.5 Validation expérimentale
Le résidu final r(k) implémenté est la combinaison commutée de chaque sous
résidu ri(k).
Ce résidu a été appliqué sur les 3 scénarios correspondant aux test de l’Elan
pour les 3 vitesses : v = 30, 60 et 90km.h−1.
On observe que lorsque le véhicule est en situation normale (30 et 60 km.h−1), le
résidu reste faible (figure V.24). Cependant, dès que la situation devient critique (à
90 km.h−1), le résidu devient très grand et notamment lors de la perte de stabilité
du véhicule. On observe ainsi à t = 37s que le résidu dévie beaucoup signifiant la
sortie de route du véhicule.
V.4.6 Conclusion
Dans cette approche, une méthode de détection de défaut a été mise en œuvre
afin de détecter une situation critique sur la dynamique latérale d’un véhicule auto-
mobile. Au travers de la modélisation d’un pneumatique en différentes zones : zone
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Figure V.24 – Comparaison des résidus
normale, zone critique et zone de glissement, il est possible d’étendre les méthodo-
logies de détection de défaut à la détection de situations critiques.
L’approche de détection de défaut a ainsi été appliquée sur des données réelles
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acquises sur le véhicule d’essais du laboratoire MIPS, partenaire dans le cadre du pro-
jet INOVE. Lors d’une validation expérimentale du test de l’Elan à v = 90km.h−1,
le véhicule a perdu sa stabilité et est parti en tête à queue. L’approche proposée a
permis de synthétiser un résidu, lequel appliqué aux signaux expérimentaux diverge
en cas de perte d’adhérence, et permet d’anticiper la sortie de route.
V.5 Conclusion du chapitre
Dans ce chapitre, différentes approches de contrôle et de détection de défauts
ont été mises en œuvre concernant la dynamique latérale du véhicule.
Ces méthodes ont toutes été validées expérimentalement à partir de données
issues d’un véhicule d’essai du laboratoire MIPS. Ces approches génériques peuvent
donc être implémentés sur d’autres véhicules afin de garantir une meilleur sécurité.
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VI.1 Introduction
Dans cette section, les méthodologies de détection de défauts précédemment
proposées sont appliquées sur la dynamique verticale du véhicule. L’objectif est de
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pouvoir détecter des défauts sur la suspension d’un véhicule. Différents types de
défauts sont considérés :
• défauts capteurs
• défauts actionneur, dans le cas de suspensions actives ou semi-actives.
Plusieurs publications sont associées à ces travaux :
C3 Sébastien Varrier, Németh Balázs, Damien Koenig, John-Jairo Martinez-
Molina, Peter Gáspár. Robust suspension fault detection. Proceedings of the
20th VSDIA, 2012. Hungary, Budapest. [Varrier 2012a]
C5 Juan Carlos Tudón Martínez, Sébastien Varrier, Ruben Morales-Menendez, Da-
mien Koenig, John-Jairo Martinez-Molina, Olivier Sename. Fault tolerant
control of a semi-active suspension system based on robust fault detection.
10th IEEE International Conference on Networking, Sensing and Control,
2013. [Martínez 2013b]
C6 Sébastien Varrier, Jorge de Jesus Lozoya-Santos, Diana Hernandez, Damien
Koenig, John-Jairo Martinez-Molina, Ruben Morales-Menéndez. Fault de-
tection in automotive semi-active suspension : Experimental results. Pro-
ceedings of the SAE 2013 World Congress, 2013. USA, Michigan, Detroit.
[Varrier 2013a]
C7 Juan Carlos Tudón Martínez, Sébastien Varrier, Ruben Morales-Menendez, Ri-
cardo A. Ramírez-Mendoza. Suspension control strategy for a fully electrified
vehicle. Proceedings of the 12th IEEE European Control Conference, 2013.
[Martínez 2013d]
C8 Sébastien Varrier, Carlos Vivas-Lopez, Jorge de Jesus Lozoya-Santos, Damien
Koenig, John-Jairo Martinez-Molina, Ruben Morales-Menendez. Applicative
fault tolerant control for semi-active suspension system : Preliminary re-
sults. Proceedings of the 12th IEEE European Control Conference, 2013.
[Varrier 2013e]
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VI.2 Détection de défauts sur les suspensions - cas gé-
néral
VI.2.1 Introduction
Dans l’industrie automobile, on retrouve 3 types de suspensions à savoir :
• les suspensions passives
• les suspensions actives
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• les suspensions semi-actives.
L’objectif de cette section est de proposer des solutions de détection de défaut
adaptée à chaque type de suspension à partir des éléments de théorie présentée dans
le chapitre IV.
VI.2.2 Suspensions passives
Les suspensions passives sont les types les plus répandus sur les véhicules au-
tomobiles. En effet, leur mise en œuvre est plus simple. Le modèle des suspensions
passives présenté dans la section III.2 est rappelé :

z¨s
z˙s
z¨us
z˙us
 =

− cms − ksms cms ksms
1 0 0 0
c
mus
ks
mus
− cmus − ksmus
0 0 1 0


z˙s
zs
z˙us
zus
+

0
0
kt
mus
0
 zr (VI.1)
où zr représente la position verticale de la route, ks la constante de raideur du ressort
de suspension et c le coefficient d’amortissement du bloc amortisseur.
Ce type de suspension est bien entendu non contrôlable. De plus, dans la ma-
jorité des applications, ces suspensions ne possèdent aucun capteur. Ainsi, aucun
diagnostic ne peut être réalisé sur ce type de suspension. La détection de défaillance
ne peut se faire que par le ressenti d’un expert ou du conducteur avisé.
Dans l’industrie automobile, dans le cadre d’amortisseurs commandables, il
existe plusieurs type de capteurs afin d’assurer le contrôle des suspensions :
• capteur de débattement de la suspension zdef , zs − zus
• capteur d’accélération du châssis z¨s
• capteur d’accélération de la roue z¨us
Ainsi, en ajoutant simplement un capteur de débattement de la suspension, le
modèle complet sous forme de représentation d’état du quart de véhicule s’écrit :
z¨s
z˙s
z¨us
z˙us
 =

− cms − ksms cms ksms
1 0 0 0
c
mus
ks
mus
− cmus − ksmus
0 0 1 0


z˙s
zs
z˙us
zus
+

0
0
kt
mus
0
 zr (VI.2a)
zdef =
[
0 1 0 −1] (VI.2b)
Ce système est alors observable et il est possible de détecter un défaut.
En effet, un défaut sur l’amortisseur peut se modéliser sous la forme :
Fc = −c(z˙s − z˙us) + F0 (VI.3)
où F0 représente une force additive sur l’amortisseur.
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Un tel défaut se répercute sur la représentation d’état (VI.2) par :
z¨s
z˙s
z¨us
z˙us
 =

− cms − ksms cms ksms
1 0 0 0
c
mus
ks
mus
− cmus − ksmus
0 0 1 0


z˙s
zs
z˙us
zus

+

0
0
kt
mus
0
 zr +

1
ms
0
− 1mus
0
F0 (VI.4a)
zdef =
[
0 1 0 −1] (VI.4b)
Ainsi, une approche classique LTI de détection de défaut peut être appliquée,
comme celle présente dans la section II.6.
VI.2.3 Suspension actives
D’un point de vue général, les suspensions actives sont modélisées comme un
système LPV : 
z¨s
z˙s
z¨us
z˙us
 = A(ρ)

z¨s
z˙s
z¨us
z˙us
+Brzr +Bu(ρ)u+BFF0 (VI.5)
y = C(ρ)

z¨s
z˙s
z¨us
z˙us
+Drzr +Du(ρ)u+DFF0 (VI.6)
où u représente la variable de contrôle, et F0 un défaut.
Pour ce type de suspension, les approches LPV présentées dans le chapitre IV
sont adaptées pour détecter le défaut.
VI.2.4 Suspensions semi-actives
Un quart de véhicule équipé d’amortisseurs semi-actifs a été modélisé dans la
section III.2.3 par :
z¨s
z˙s
z¨us
z˙us
 =

− b1ms −ks+b2ms b1ms ks+b2ms
1 0 0 0
b1
mus
ks+b2
mus
− b1mus −ks+b2+ktmus
0 0 1 0


z˙s
zs
z˙us
zus

+

−fcρ1ms
0
fcρ1
mus
0
 I +

0
0
kt
mus
0
 zr (VI.7)
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où I représente le courant électrique dans l’amortisseur.
Ces systèmes sont LPV car dépendant des paramètres variants ρ1 au travers de
la matrice de distribution du courant I.
Ces amortisseurs sont généralement équipés de deux accéléromètres mesurant
l’accélération verticale du châssis z¨s et z¨us, ainsi que du capteur de déflexion de la
suspension zdef = zs − zus.
Après plusieurs études menées sur ce type d’amortisseur, le défaut le plus fré-
quent est un manque d’huile dans l’amortisseur. Ce défaut se traduit par une force
semi-active affectée par un coefficient α sous la forme :
F c(I) = αFc(I) = α
[
Ifc tanh (a1 (z˙s − z˙us) + a2 (zs − zus))
+ b1 (z˙s − z˙us) + b2 (zs − zus)
]
(VI.8)
où Fc(I) représente le force nominale définie en (III.5) et α le manque d’huile.
Ce défaut de manque d’huile peut se réécrire sous forme additive :
F c(I) = Fc(I) + F0 (VI.9)
où F0 est le défaut sous forme additive.
Le manque d’huile peut alors s’estimer par la relation :
α , Fc − Fˆ0
Fc
(VI.10)
où Fˆ0 représente l’estimée de F0.
Équipé de capteurs, le modèle de la dynamique verticale d’une suspension semi-
active s’écrit :
z¨s
z˙s
z¨us
z˙us
 =

− b1ms −ks+b2ms b1ms ks+b2ms
1 0 0 0
b1
mus
ks+b2
mus
− b1mus −ks+b2+ktmus
0 0 1 0


z˙s
zs
z˙us
zus

+

−fcρ1ms
0
fcρ1
mus
0
 I +

0
0
kt
mus
0
 zr +

1
ms
0
1
mus
0
F0 (VI.11a)
y =
 z¨sz¨us
zdef
 =
− b1ms −ks+b2ms b1ms ks+b2msb1mus ks+b2mus − b1mus −ks+b2+ktmus
0 1 0 −1


z˙s
zs
z˙us
zus

+
−
fcρ1
ms
fcρ1
mus
0
 I +
 0kt
mus
0
 zr +
 1ms1mus
0
F0 (VI.11b)
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Ce système complet est bien entendu un système LPV. Ainsi, les méthodologies
présentées dans le chapitre IV sont adaptées.
Cependant, on constate que le paramètre variant ρ1 n’apparaît que dans les ma-
trices de distribution du courant électrique I, sous forme multiplicative. Le système
(VI.11) peut alors se réécrire sous la forme d’un système LTI :
z¨s
z˙s
z¨us
z˙us
 =

− b1ms −ks+b2ms b1ms ks+b2ms
1 0 0 0
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ks+b2
mus
− b1mus −ks+b2+ktmus
0 0 1 0

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z˙us
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+

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0
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mus
0
 Ih +

0
0
kt
mus
0
 zr +

1
ms
0
1
mus
0
F0 (VI.12a)
y =
 z¨sz¨us
zdef
 =
− b1ms −ks+b2ms b1ms ks+b2msb1mus ks+b2mus − b1mus −ks+b2+ktmus
0 1 0 −1


z˙s
zs
z˙us
zus

+
−
fc
ms
fc
mus
0
 Ih +
 0kt
mus
0
 zr +
 1ms1mus
0
F0 (VI.12b)
où Ih est défini par :
Ih , ρ1I (VI.12c)
lequel est communément appelé courant hyperbolique (en référence au paramètre
variant ρ1 défini par une tangente hyperbolique).
Ce système (VI.12) est sous la forme d’un système LTI, et des méthodologies
plus simples comme celle de l’espace de parité présentée en II.6 s’adaptent à ce type
de problématique.
VI.2.5 Conclusion et méthodes
L’approche de détection de défaut d’une suspension automobile est très impor-
tante car elle permet de prévenir la détérioration d’un composant primordial d’un
véhicule.
Les amortisseurs pilotables (actifs ou semi-actifs) sont déjà équipés de capteurs
permettant la détection d’un défaut. On regrette cependant l’intégration d’un ou
plusieurs capteurs sur les suspensions traditionnelles passives. En effet, l’évaluation
de la perte de performances d’une suspension passive est très complexe à juger. Il
a été montré qu’en ajoutant un capteur, par exemple de déflexion de la suspension
(peu coûteux), il était possible de détecter un défaut sur ce type de suspension.
La table VI.1 rappelle les différentes approches à utiliser selon le type de sus-
pension, et les chapitres associés.
VI.3. Détection et compensation additive de défaut pour suspensions
semi-actives 145
Type de
suspension
Méthodologies Chapitres associés
Passive Approche LTI garantissant la robus-
tesse vis-à-vis du profil de route
II.6, II.6.3, IV.2
Active Approches LPV garantissant la ro-
bustesse vis-à-vis du profil de route
IV, IV.5, IV.3,
IV.4
Semi-active Approche LTI en considérant l’en-
trée Ih = ρ1I et en garantissant
la robustesse vis-à-vis du profil de
route
II.6, II.6.3
Table VI.1 – Méthodes pour la détection de défaut en fonction du type de suspen-
sion
VI.3 Détection et compensation additive de défaut pour
suspensions semi-actives
Dans cette section, une méthodologie de détection de défaut et de contrôle tolé-
rant au défaut pour un système de suspension semi-active est présenté. On s’intéresse
à la synthèse de la détection de défaut, toutefois on présentera brièvement la struc-
ture de compensation du défaut. Le lecteur peut se référer à la publication relative
[Martínez 2013b] pour de plus amples détails. Les résultats ont été appliqués sur des
données du simulateur Carsim, lequel fournit des données fiables.
VI.3.1 Structure de détection et de commande tolérante
Le système présenté est un quart de véhicule dont l’amortisseur présente un
défaut. Le défaut considéré représente un manque d’huile dans l’amortisseur semi-
actif modélisé comme dans (VI.8) :
F c(I) = αFc(I) (VI.13)
où Fc(I) représente l’effort nominal de l’amortisseur et α la défaillance :
• En cas de non défaillance, α = 1
• j% d’efficacité : α = j100 .
L’objectif de l’approche proposée est tout d’abord de détecter la défaillance, puis
de la compenser.
Le système est également équipé d’un contrôleur LPV afin de garantir les per-
formances du système.
La compensation du défaut intervient de manière additive sur le signal de
contrôle I illustré sur la figure VI.1.
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Figure VI.1 – Structure de la commande tolérante au défaut
VI.3.2 Détection de défaut
Nous avons vu dans la section VI.2 que le défaut sous forme additive (VI.8)
pouvait se mettre sous la forme :
F c(I) = Fc(I) + F0 (VI.14)
où F0 représente le défaut à détecter.
Le système s’écrit alors sous la forme d’un système LTI (VI.12) avec en entrée
le courant Ih 
z¨s
z˙s
z¨us
z˙us
 =

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z˙us
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
+

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0
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0
 Ih +

0
0
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0
 zr +

1
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0
1
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0
F0 (VI.15a)
 z¨sz¨us
zdef
 =
− b1ms −ks+b2ms b1ms ks+b2msb1mus ks+b2mus − b1mus −ks+b2+ktmus
0 1 0 −1


z˙s
zs
z˙us
zus

+
−
fc
ms
fc
mus
0
 Ih +
 0kt
mus
0
 zr +
 1ms1mus
0
F0 (VI.15b)
Ce système est alors discrétisé, et écrit sous la forme :
x(k + 1) = Ax(k) +BIIh(k) +Brzr(k) +BFF0(k) (VI.16a)
y(k) = Cx(k) +DIIh(k) +Drzr(k) +DFF0(k) (VI.16b)
(VI.16c)
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La méthodologie de détection de défaut proposée pour ce système est basé sur
l’espace de parité. Elle offre un faible coût de calcul, nécessaire pour l’implémentation
(voir section II.6.3 et IV.2).
L’objectif est de synthétiser un résidu qui soit sensible au défaut F0, et insensible
au profil de route zr et aux entrées exogènes non modélisées telle que les perturba-
tions aérodynamiques, les transferts de charges etc...
En appliquant la méthodologie de l’espace de parité, les mesures y(k) sont éten-
dues selon un horizon s :
y(k − s)
y(k − (s− 1))
...
y(k − 1)
y(k)

︸ ︷︷ ︸
Ys(k)
−GI

Ih(k − s)
Ih(k − (s− 1))
...
Ih(k − 1)
Ih(k)

︸ ︷︷ ︸
Is(k)
= Hx(k − s)
+GF

F0(k − s)
F0(k − (s− s))
...
F0(k − s)
F0(k)

︸ ︷︷ ︸
Fs(k)
+Gr

zr(k − s)
zr(k − (s− 1))
...
zr(k − 1)
zr(k)
 (VI.17a)
avec
Gx =

Dx 0 · · · · · · · · · 0
CBx Dx 0 · · · · · · 0
CABx CBx
. . . . . . . . .
...
CA2Bx CABx
. . . . . . . . .
...
...x
. . . . . . . . . . . . 0
CAs−2Bx CAs−3Bx · · · CABx CBx Dx

(VI.17b)
et
H =

C
CA
CA2
...
CAs−1
 (VI.17c)
Un des objectifs est d’obtenir un résidu insensible au profil de route. Ainsi, la
méthodologie classique de l’espace de parité (section II.6) est complétée selon la
méthodologie avec entrées inconnues (section II.6.3).
La matrice de parité W est alors synthétisée en garantissant :
W · [H Gr] = 0 (VI.18)
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Cette équation garantit ainsi le découplage parfait vis-à-vis des états x mais
également du profil de route zr.
Le résidu à implémenter, à partir des équations de parité s’exprime sous la forme :
r(k) ,W (Ys(k)−GIIs(k)) = WGFFs(k) (VI.19)
où r(t) est parfaitement sensible aux défauts Fs(k).
VI.3.3 Robustesse du résidu
Le résidu proposé en (VI.19) garantit le découplage parfait vis-à-vis de l’état x
du système et le profil de route zr. Cependant, le modèle considéré en (VI.16) est
un modèle idéalisé, sans prendre en compte les aspects non-linéaires, les transferts
de charge ni les perturbations extérieures. Le résidu alors synthétisé en (VI.19) reste
sensible à ces perturbations sous la forme :
r(t) = WGFFs(k) +WGδδ(k) (VI.20)
où δ(k) représente ces perturbations et Gδ sa matrice de distribution.
Afin de contourner cette problématique, de la robustesse est introduite dans le
résidu.
Le nouveau résidu r(k) proposé est de la forme :
r(k) = W2r(k) (VI.21)
L’optimisation de la nouvelle matriceW2 s’obtient en traduisant le fait de vouloir
que le résidu r(k) soit sensible au défaut F0(k) et insensible aux perturbations δ(k).
Ce problème s’écrit sous la forme d’un problème d’optimisation :
P :
 maxW2 ‖W2WGF ‖
2
min
W2
‖W2WGδ‖2 (VI.22)
Ce problème d’optimisation min/max se réécrit sous la forme d’un simple pro-
blème d’optimisation
P : min
W2
W2Γ1W2
T
W2Γ2W2
T
(VI.23)
avec Γ1 = WGδGδTW T et Γ2 = WGFGF TW T .
La solution de ce problème est donnée dans la section IV.2.4.b :
W2 = ϑ−(Γ1,Γ2) (VI.24)
où ϑ−(Γ1,Γ2) représente le vecteur propre généralisé des matrices Γ1 et Γ2 associé
à la plus petite valeur propre λ−.
Ainsi, le résidu robuste vis-à-vis perturbations δ a la structure suivante :
r(k) = W¯GFFs(k) + W¯Gδδ(k) (VI.25a)
où
W¯ = W2W (VI.25b)
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VI.3.4 Estimation du défaut
En considérant que la procédure d’optimisation offre un bon découplage des
incertitudes, le résidu (VI.25a) peut s’écrire :
r(k) ' W¯GFFs(k) = W¯
[
GF
l GF
r
]

F0(k − s)
F0(k − (s− 1))
...
F0(k − 1)
F0(k)
 (VI.26)
Ainsi, le défaut F0 peut être estimé par la relation (II.6.2) :
Fˆ0(k) =
[
W¯GF
r
]+
r(k)−GF r

Fˆ0(k − s)
Fˆ0(k − (s− 1))
...
Fˆ0(k − 1)

 (VI.27)
où l’opérateur (·)+ représente la pseudo inverse de Moore Penrose, sous l’hypothèse
que le filtre Hf défini par :
Hf (z) =
r(z)
f(z)
= WGF (VI.28)
possède des zéros stables (minimum de phase).
VI.3.5 Résultats applicatifs
Le système de suspension considéré provient d’un modèle d’un pick-up com-
mercial. Le modèle est généré dans le logiciel Carsim, qui est un fidèle simulateur
automobile. Le schéma de l’interaction entre le simulateur et les algorithmes de
détection et de contrôle est présenté sur la figure VI.2.
FDD
Signaux Véhicle
(CarSim)
FTC
éstimé
Courant éléctrique
Contrôle de 
l’amortisseur
Défaut
Force de
Défaut
l’amortisseur
Figure VI.2 – Schéma de l’interaction entre le simulateur et les algorithmes
Les paramètres du système utilisé sont donnés dans la table VI.2.
Les paramètres de l’amortisseur considéré sont donnés dans la table VI.3.
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Paramètre Valeur Unité
ms 470 kg
mus 110 kg
ks 86378 N.m−1
kt 270000 N.m−1
Table VI.2 – Paramètres du véhicule considéré
Paramètre Valeur Unité
fc 600.95 N.A−1
a1 37.85 N.s.m−1
a2 22.15 N.m−1
b1 2830.86 N.s.m−1
b2 -7897.21 N.m−1
Table VI.3 – Paramètres de l’amortisseur
VI.3.5.a Validation de l’estimateur de défaut
Dans cette application, deux types de scénarios sont considérés afin d’évaluer les
performances de l’estimateur de défaut :
Premièrement, un profil de route composé d’impulsions (bosses) de 10cm est
considéré durant lequel le véhicule roule à la vitesse constante v = 30km.h−1. Ce
profil représente un obstacle sur la route. Ensuite, un profil de route ISO-8608 cor-
respondant à une route de bonne qualité (autoroute) est considéré.
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Figure VI.3 – Profils de route
Un défaut abrupt d’amplitude F0 = −1000N sur la force de l’amortisseur est
considéré dans le premier cas.
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Dans le cas du profil de route ISO, un défaut linéaire est considéré.
Les résultats applicatifs de l’estimation sont présentés sur la figure VI.4.
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Figure VI.4 – Estimation du défaut
On constate que l’estimation du défaut est relativement performante. Le défaut
abrupte est correctement estimé. On constate cependant que le découplage vis-à-vis
du profil de route n’est pas parfait. En effet, on observe que l’estimation du défaut est
perturbée dès l’occurrence des bosses sur la chaussée. Néanmoins, cette sollicitation
verticale de 10cm à la vitesse de v = 30km.h−1 reste relativement brutale, et ne
représente pas une situation réelle.
Concernant le deuxième scénario, on observe également que l’estimation du dé-
faut est légèrement perturbée par le profil de route. L’estimation est néanmoins
correcte, malgré une légère erreur de traînée.
VI.3.5.b Validation du contrôle tolérant
Le scénario global présenté en figure VI.1 a été également validé expérimentale-
ment. Un contrôleur LPV H∞ a été synthétisé de manière a prendre en compte les
paramètres variants du modèle. Les résultats sont présentés sur la figure VI.5.
Ces courbes présentent les résultats :
• sans contrôle ;
• avec le contrôle actif comprenant le contrôleur LPV H∞ et la compensation
active.
On constate qu’en présence du défaut, l’amortisseur considéré présente des per-
formances très dégradées. On constate ainsi que l’amortisseur en question sans
contrôle reste environ comprimé de 10cm. Cette situation est inconfortable pour
les occupants du véhicule.
En revanche, l’amortisseur avec le système de compensation active permet d’at-
ténuer le défaut en éliminant le biais sur la position. On constate également que les
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Figure VI.5 – Estimation du défaut et performances du contrôle
accélérations du châssis et de la roue restent plus faible, ce qui permet un meilleur
confort du véhicule.
VI.3.6 Conclusion
Dans cette application, une commande tolérante aux défauts active pour les
amortisseurs semi-actifs a été présentée. Le véhicule possède un amortisseur qui pré-
sente un défaut. L’objectif de la commande est de pouvoir garantir les performances
du système en présence du défaut. L’objectif a été atteint en présentant une struc-
ture de compensation du défaut. Le signal du contrôleur est complété d’un signal de
compensation du défaut provenant de l’estimation du défaut. Les performances de la
structure proposée permettent de compenser un défaut de F0 = −4000N impliquant
une compression de 10cm de la suspension.
La limitation de cette approche est purement physique et concerne le cas ou
l’amortisseur n’est plus contrôlable.
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VI.4 Détection et compensation globale de défauts pour
suspensions semi-actives
VI.4.1 Introduction
Cette section propose une méthode de détection d’un défaut sur un amortis-
seur semi-actif d’un véhicule, et la compensation du défaut par le biais des autres
amortisseurs présent sur le véhicule.
La structure de contrôle du système est présentée sur la figure VI.6.
Figure VI.6 – Structure de la commande tolérante au défaut
VI.4.2 Modélisation du véhicule et principe de l’approche
Le modèle du véhicule est défini par les équations (III.25) de la section III.5 par :
msz¨s = − (Fs1 + Fs2 + Fs3 + Fs4) (VI.29a)
Ixxθ¨ = (Fs1 − Fs2) tf + (Fs3 − Fs4) tr (VI.29b)
Iyyφ¨ = (Fs4 + Fs3) lr − (Fs2 + Fs1) lf (VI.29c)
musi z¨usi = Fsi − Fti (VI.29d)
où les Fsi représentent les efforts verticaux fournis par les suspensions.
Chaque suspension se modélise comme dans III.26 par :
Fsi = −ksi(zsi − zusi) + Fci (VI.30)
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où Fpi , −ksi(zsi−zusi) représente l’effort du ressort de la suspension et Fci l’effort
semi-actif de l’amortisseur.
Dans l’approche proposée, on considère que la suspension n◦ 1 possède un défaut
sur l’amortisseur, modélisé par :
F c1 = Fc1 + Fδ (VI.31)
ou le terme Fδ représente le défaut.
Les autres amortisseurs quant à eux servent à compenser ce défaut, et sont de
la forme :
F ci = Fci + Fcompi i 6= 1 (VI.32)
où Fci représente l’effort nominal et où la force additive Fcompi permet de compenser
le défaut.
VI.4.3 Compensation du défaut
L’objectif de l’approche proposée est de pouvoir compenser le défaut Fδ par
l’intermédiaire des efforts de compensation Fcomp,i, i 6= 1.
La dynamique au centre de gravité du système (VI.29) s’écrit alors en combinant
(VI.31) et (VI.32) sous la forme :
msz¨s = −
(
Fp1 + Fc1 + Fδ + Fp2 + Fc2 + Fcomp2
+Fp3 + Fc3 + Fcomp3 + Fp4 + Fc4 + Fcomp4
)
(VI.33a)
Ixxθ¨ = (Fp1 + Fc1 + Fδ − Fp2 − Fc2 − Fcomp2) tf
+ (Fp3 + Fc3 + Fcomp3 − Fp4 − Fc4 − Fcomp4) tr (VI.33b)
Iyyφ¨ = (Fp4 + Fc4 + Fcomp4 + Fp3 + Fc3 + Fcomp3) lr
− (Fp2 + Fc2 + Fcomp2 + Fp1 + Fc1 + Fδ) lf (VI.33c)
A partir du modèle en (VI.33), la compensation du défaut Fδ par les efforts
Fcompi est effective si :
Fδ + Fcomp2 + Fcomp3 + Fcomp4 = 0 (VI.34a)
tfFδ − tfFcomp2 + trFcomp3 − trFcomp4 = 0 (VI.34b)
−lfFδ − lfFcomp2 + lrFcomp3 + lrFcomp4 = 0 (VI.34c)
qui peut se réécrire sous forme matricielle : 1tf
−lf

︸ ︷︷ ︸
N
Fδ1 +
 1 1 1−tf tr −tr
−lf lr lr

︸ ︷︷ ︸
M
Fcomp2Fcomp3
Fcomp4
 = 0 (VI.35)
La matriceM est inversible car son déterminant est non nul : detM = −2tr(lf + lr).
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Ainsi, les efforts de compensation Fcomp,i se déduisent à partir de Fδ par la
relation :
Fc2Fc3
Fc4
 = −M−1NFˆδ =
 1tftr
− tftr
Fδ1 (VI.36)
A partir de la connaissance du défaut Fδ, les efforts de compensation sont donc
directement donnés.
VI.4.4 Localisation du défaut
Afin de pouvoir compenser le défaut, il faut connaître quel amortisseur présente
un défaut. Chaque actionneur est considéré comme potentiellement fautif, c’est-à-
dire que chacun peut présenter un défaut Fδi .
Après discrétisation du système, la dynamique du véhicule s’écrit sous la forme :
x(k + 1) = Afdx(k) +BIIh(k) +Brzr(k)
+BF1Fδ1 +BF2Fδ2 +BF3Fδ3 +BF4Fδ4 (VI.37a)
yf (k) = Cfx(k) +DIIh(k) +Drzr(k)
+DF1Fδ1 +DF2Fδ2 +DF3Fδ3 +DF4Fδ4 (VI.37b)
En appliquant la méthodologie de l’espace de parité sur le système complet
(VI.37), on obtient la relation :
Ys −GIUs = Hxf,k +GrUr +GF1FF1 +GF2FF2 +GF3FF3 +GF4FF4 (VI.38a)
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où
Ys =

yf (k − s)
yf (k − (s− 1))
...
yf (k)
 (VI.38b)
Us =

Ih(k − s)
I(k − (s− 1))
...
I(k)
 (VI.38c)
Ur =

zr(k − s)
zr(k − (s− 1))
...
zr(k)
 (VI.38d)
H =

Cf
CfAfd
...
CfA
s
fd
 (VI.38e)
FFi =

Fδi(k − s)
Fδi(k − (s− 1))
...
Fδi(k)
 (VI.38f)
et
Gi =

Di 0 0 · · · 0
CfBi Di
. . . . . . 0
CfAfdBi CfBi Di
. . . 0
CfA
2
fdBi CfAfdBi
. . . . . . 0
...
. . . . . . . . .
...
CfA
s−1
fd Bi CfA
s−2
fd Bi · · · CfBi Di

(VI.38g)
Afin d’isoler le défaut, la structure par banc de résidus est utilisée, comme illustré
sur la figure VI.7.
On construit alors 4 résidus sous la forme :
ri(k) = Wi
(
Ys(k)−GIUs(k)
)
(VI.39)
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Figure VI.7 – Structure pour la localisation de défaut
construit à partir de la procédure d’optimisation suivante :
trouver Wi tel que :

WiGr = 0
max
Wi
WiGi
min
Wi
WiGj,j 6=i
min
Wi
WiGk,k 6=i
min
Wi
WiGl,l 6=i
(VI.40)
Chaque Wi est synthétisé à partir de la méthodologie présentée en IV.2.4.b.
Ainsi, chaque résidu ri(k) ne sera sensible qu’au défaut Fδi , et insensible aux
autres.
VI.4.5 Détection de défaut
Une fois que l’on sait quel amortisseur présente un défaut grâce au banc de
résidus, il est possible d’estimer le défaut Fδi .
Pour se faire, le même résidu (VI.25a) synthétisé dans la section précédente est
utilisé.
r(k) = W¯GF
(
Ys(k)−GIUs(k)
)
(VI.41)
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De même, le filtre estimateur de défaut en (VI.27) est utilisé :
Fˆ0(k) =
[
W¯GF
l
]+r(k)−GF r

˙ˆ
F0(k − s)
...
Fˆ0(k)

 (VI.42)
VI.4.6 Résultats applicatifs
Le modèle du véhicule a été implémenté en simulations sur un modèle LPV.
Un défaut de α = 0.5 (équation (VI.8)) est implémenté sur l’amortisseur n◦1
(avant gauche), signifiant un manque d’huile de 50 %, illustré sur la figure VI.8(a).
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Figure VI.8 – Force avec défaut et estimation
L’estimateur de défaut (VI.42) ainsi que son résidu associé (VI.41) sont implé-
mentés dans le simulateur. Les résultats de l’estimation du défaut sont illustrés sur
la figure VI.8(b).
La commande globale tolérante aux défauts a de même été implémentée sur le
système global. Les performances de l’approche sont évaluées en observant l’angle
de roulis du véhicule, illustré sur la figure VI.9. En effet, c’est cet angle qui est le
plus représentatif. 4 types de situations ont été comparées :
• NOM (tirets vert) : Cas nominal sans défauts
• NC (tirets rouge) : Sans contrôle de l’amortisseur
• LPV SC (plein noir) : Implémentation du contrôleur LPV sans compensation
du système
• LPV FTC (plein bleu) : Avec contrôleur LPV et compensation active du
défaut par les autres suspensions
En l’absence de défaut, l’angle de roulis est nul car la sollicitation des pneuma-
tiques est symétrique. En présence de défaut, l’angle de roulis est perturbé du fait
du manque d’huile dans l’amortisseur avant gauche.
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Figure VI.9 – Angle de roulis
On constate d’après les données en VI.9 que le contrôleur LPV seul permet de
réduire l’angle de roulis du véhicule. L’amélioration est de l’ordre de 20% par rapport
au cas non contrôlé.
L’apport de la compensation active via les autres amortisseurs permet d’amélio-
rer de près de 80% les performances, soit 60% par rapport au cas sans compensation
active.
On constate cependant que la compensation des efforts n’est pas exacte car
l’angle de roulis obtenu n’est pas nul. Ceci est du au fait que les amortisseurs pos-
sèdent des zones non atteignables du à la semi-activité. Cependant, les résultats sont
plus qu’encourageants pour une application commerciale.
VI.4.7 Conclusion
Dans cette section, une approche de détection de défaut d’un amortisseur semi-
actif est proposé. L’objectif est de compenser un défaut sur un amortisseur d’un
véhicule en utilisant les autres amortisseurs. Ainsi, chaque suspension semi-active
possède son propre contrôleur LPV-H∞, lequel assure les performances du système
en conditions nominales. Dès l’occurrence d’un défaut sur un amortisseur, les autres
amortisseurs sont contrôlés via une entrée additive afin de compenser le défaut.
Les résultats applicatifs montrent l’efficacité de l’approche. En effet, dans le
cas d’une perte d’efficacité de 50% de l’amortisseur avant gauche, la structure de
contrôle tolérante active permet un gain de 80% de performances au niveau de l’angle
de roulis du véhicule.
Ainsi, même en cas de perte totale d’efficacité de l’amortisseur en défaut, les
160
Chapitre VI. Détection de défauts et commande tolérante pour la
dynamique verticale de l’automobile
autres sont toujours capables de garantir les performances du système.
VI.5 Conclusion du chapitre
Dans ce chapitre, 2 approches de commande tolérante aux défauts actives sont
présentées. Ces approches sont dites actives car elles reposent sur une estimation
du défaut et utilisent une entrée externe pour atténuer le défaut, à l’opposé des ap-
proches passives faisant intervenir la robustesse du contrôleur. La première approche
introduite, propose une compensation directe au niveau de l’amortisseur, tandis que
la seconde utilise la disponibilité des autres amortisseurs pour atténuer l’effet du dé-
faut. Ces deux approches sont basées sur une localisation, puis estimation du défaut
obtenues par l’approche de l’espace de parité présentées précédemment.
Les deux méthodologies ont montrées des résultats très concluants. On préfère
cependant la deuxième approche qui offre l’avantage de pouvoir toujours garantir
les performances, même en cas de total inefficacité de l’amortisseur en défaut.
Chapitre VII
Conclusions générales et
perspectives
Cette thèse a abordé de nouveaux aspects de la détection de défauts orientés vers
l’implémentation sur cible automobile. Ainsi, la modélisation complète d’un véhicule
automobile a été considérée et validée expérimentalement, puis des détecteurs de
défauts adaptés ont été proposés.
VII.1 Conclusions
Le chapitre II est un rappel des bases et notions théoriques à la bonne compré-
hension de ce manuscrit. Après l’introduction des différentes bases de modélisation
d’un système physique, les notions de commande H∞ et de synthèse de détecteurs
de défauts pour les systèmes LTI est présentée.
Le troisième chapitre (chapitre III) recense les différents modèles utilisés dans la
littérature, en se focalisant premièrement sur les modèles les plus simples du type
vertical, longitudinal et latéral. Au final, le modèle complet du véhicule est proposé,
lequel est validé expérimentalement sur le Renault Megane. Ce modèle complet du
véhicule automobile a par ailleurs été intégré dans la toolbox Automotive Toolbox
développée au Gipsa-Lab.
Le chapitre IV concerne la contribution principale de l’ouvrage. De nouvelles
stratégies orientées pour la détection des défauts capteurs et/ou actionneurs sont
proposées. Ces méthodologies s’appuient sur la méthode de l’espace de parité, la-
quelle permet de synthétiser des détecteurs de défauts souples pour l’implémenta-
tion. Tout d’abord, des approches uniquement dédiées aux systèmes sont présen-
tées. Puis une nouvelle classe de systèmes - les systèmes incertains, LPV et à para-
mètres variants notés U-LPV - est introduite. Ces systèmes permettent de prendre
en compte la robustesse et des dynamiques négligées dans la synthèse du résidu.
Finalement, des applications pratiques sont proposées dans les 2 derniers cha-
pitres. Le chapitre V se concentre sur la synthèse de détecteurs de défauts concernant
la dynamique latérale du véhicule. Ainsi, les détecteurs de défauts présentés dans le
chapitre IV sont comparés sur des données réelles d’un véhicule. On observe alors
que les deux approches sont pertinentes. L’approche U-LPV prenant en compte de
la robustesse offre des résultats sensiblement meilleurs, au prix d’une synthèse plus
élaborée. Ce chapitre propose également une adaptation de la détection de défauts
pour la détection de situations critiques latérales. En effet, la détection de situations
critiques latérales repose sur la modélisation de pneumatiques. Cette dernière est
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décomposée en différentes zones : normale et critique. En synthétisant un détecteur
de défaut sur le modèle normal, il est alors possible de détecter la situation critique.
Des résultats expérimentaux ont permis de mettre en avant la validité de cette ap-
proche. Un scénario de perte de contrôle du véhicule montre que le détecteur de
défaut diverge largement en situation critique. Cette approche peut alors être im-
plémentée sur véhicule afin d’alerter le conducteur d’une conduite dangereuse, ou
peut également servir à déclencher un organe de sécurité sur le véhicule du type
ESP.
Le dernier chapitre (chapitre VI) propose l’application des méthodologies sur
la dynamique verticale du véhicule, notamment la suspension. Une étude des dif-
férents types de suspension est réalisée dans le cadre de la détection d’un défaut.
Les suspensions passives - les plus classiques sur les véhicules actuels - ne possèdent
aucun capteur permettant de surveiller leur fonctionnement. L’étude montre que
l’ajout d’un simple capteur de déflexion de la suspension permet d’en détecter une
défaillance. Par la suite, les suspensions semi-actives sont étudiées. Deux approches
de détection de défaut et de compensation sont proposées. La première méthode
propose de compenser directement le défaut pour ajout d’un courant sur l’amortis-
seur en question. La principale restriction de cette approche repose sur la plage de
fonctionnement de l’amortisseur. En effet, si l’amortisseur n’est plus contrôlable, la
structure de compensation du défaut est alors inopérante. En second lieu, une ap-
proche de compensation via les autres amortisseurs du véhicule est proposée. Dans
ce cas, l’effort de compensation est directement fourni par les autres suspensions, ce
qui admet la possibilité d’une totale inefficacité d’un amortisseur.
VII.2 Perspectives
A l’issue de ce travail, les perspectives suivantes peuvent être développées.
• La détection de situations critiques présentée en V.4 peut être complétée en
prenant en compte le paramètre non constant de friction de la roue. Dans
l’approche proposée, la robustesse du résidu permet de prendre en compte de
faibles variations de ce paramètre. Cependant, une structure plus complète
prenant en compte l’estimation en ligne du paramètres de la chaussée permet
d’obtenir des résultats valides dans d’autres cas de situations : pluie, neige,
verglas.
• La même structure de détection de situations critiques peut également être
étendue concernant le modèle longitudinal du véhicule. La remarque précé-
dente peut également s’adapter à cette suggestion.
• D’autres schémas de modélisation du véhicule, notamment à temps variants,
peuvent conduire à d’autres résultats théoriques intéressants et certainement
mieux adaptés au véhicule.
Annexe A
Annexes
A.1 Paramètres du véhicule
Variable Valeur Unité Commentaires
g 9.80665 m.s−2 Constante gravitationnelle
m 1621 kg Masse du véhicule
lf 1.15 m distance du C.d.G. à l’essieu av.
lr 1.38 m distance du C.d.G. à l’essieu ar.
Iz 1975 kg.m2 inertie autour de l’axe z
cf 57117 N.rad−1 rigidité de dérive essieu av.
cr 81396 N.rad−1 rigidité de dérive essieu ar.
v m.s−1 vitesse longitudinale
β rad angle de dérive
ψ˙(t) rad.s−1 vitesse de lacet
uL rad angle de la direction
A.2 Développement limité des paramètres variants
A.2.1 Développement limité de ρ1(k)
Le développement limité de la fonction f =
1
1− x en x = 0 est donné par :
1
1− x = 1 + x+ x
2 + x3 + o(x3) (A.1)
Ainsi, à l’ordre 1, l’équation V.38 s’écrie :
ρ1(k) =
1
v0i + δvδ(k)
=
1
v0i
 1
1−
(
− δvδ(k)v0i
)

' 1
v0i
(
1− δvδ(k)
v0i
)
ρ1(k) ' 1
v0i
− δv
v0i2
δ(k) (A.2)
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A.2.2 Développement limité de ρ2(k)
Le développement limité de la fonction f = 1 + xα en x = 0 est donné par :
(1 + x)α = 1 + αx+
α(α− 1)
2!
x2 + o(x) (A.3)
Ainsi, à l’ordre 1, l’approximation de ρ2(k) est donnée par :
ρ2(k) =
1
(v0i + δvδ(k))
2
=
1
v0i2
 1(
1 + δvδ(k)v0i
)2

' 1
v0i2
(
1− 2δvδ(k)
v0i
)
ρ2(k) ' 1
v0i2
− 2δv
v0i3
δ(k) (A.4)
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Détection de situations critiques et commande robuste tolérante
aux défauts pour l’automobile
Résumé : Les véhicules modernes sont de plus en plus équipés de nouveaux
organes visant à améliorer la sécurité des occupants. Ces nouveaux systèmes
sont souvent des organes actifs utilisant des données de capteurs sur le véhicule.
Cependant, en cas de mauvais fonctionnement d’un capteur, les conséquences pour
le véhicule peuvent être dramatiques. Afin de garantir la sécurité dans le véhicule,
des nouvelles méthodologies de détections de défauts adaptées pour les véhicules
sont proposées. Les méthodologies présentées sont étendues de la méthode de
l’espace de parité pour les systèmes à paramètres variant (LPV). En outre, la
transformation du problème de détection de défauts pour la détection de situations
critiques est également proposée. Des résultats applicatifs réalisés sur un véhicule
réel dans le cadre du projet INOVE illustrent les performances des détections de
défauts et la détection de perte de stabilité du véhicule.
Mots clés : Détection de défauts, détection de situations critiques, stabi-
lité du véhicule, LPV, espace de parité, dynamique du véhicule, commande latérale,
ESP, H∞.
Detection of critical situations and robust automotive fault
tolerant control
Abstract : Modern vehicles are increasingly equipped with new mechanisms to
improve occupant safety. These new systems are often active parts using data from
sensors on the vehicle. However, in case of malfunction of a sensor, the consequences
for the vehicle can be dramatic. To ensure safety in the vehicle, new methodologies
for detection of faults suitable for vehicles are proposed. The developed methodo-
logies are extended from the method of parity space for linear parameter varying
systems (LPV). In addition, the transformation of fault detection problem for the
detection of critical situations is also available. Application of results achieved on a
real vehicle within the INOVE project illustrate the performance of fault detection
and detection of loss of stability of the vehicle.
Keywords : Fault detection, detection of critical situation, vehicle stability,
LPV, parity space, vehicle dynamics, lateral control, ESP, H∞.
