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内容梗概
通信技術の発達に伴い，音楽や動画などの大容量データを通信路上でやりとりする機会
が増加している．それらのデータをリアルタイムに暗号化して保護するためには，高速に
処理可能な暗号技術が必要である．高速な暗号方式の 1つにストリーム暗号がある．スト
リーム暗号は秘密鍵と初期化ベクトル (IV:Initialization Vector)から取得したセッション鍵
あるいは秘密鍵自体をシードとして生成した擬似乱数列 (キーストリーム)と平文との排
他的論理和を計算することにより暗号化を行う方式である．一般的にストリーム暗号の安
全性はキーストリームの乱数性やキーストリームに関する情報から秘密鍵を復元する方法
(鍵回復攻撃)などの解読法に関して解析を行うことによって評価される．キーストリーム
の乱数性が不十分であれば，平文回復攻撃や鍵回復攻撃に発展する場合がある．もし鍵回
復攻撃において鍵の全数探索以下の計算量で実行可能な解読法が発見された場合，その暗
号は安全でないと判断される．一方で実際の通信において，通信されている暗号文から平
文が復元された場合，その通信方式における暗号は安全でないと考えられる．このように
実用および理論の両面から暗号の安全性が評価されている．
本論文ではストリーム暗号の安全性に着目する．一般的に暗号はアルゴリズムをもとに
特性が解析される．発見された特性を利用して，実用的な仮定における安全性が評価され
る．よって暗号アルゴリズムに基づいた理論的な解析と実用的な観点からの解析の両方に
着目する．実用的な解析対象として，ストリーム暗号RC4に着目する．RC4は最も有名な
暗号の 1つであり，様々な商用アプリケーションや SSL/TLS，無線 LAN暗号化方式WEP．
WPAなどで利用されている．RC4はこれまでさまざまな解析が行われており，キースト
リームとして出力される値の発生確率に統計的な偏り (bias)が多く存在することが知られ
ている．さらに Broadcast settingにおいて，それらの biasを利用した平文回復攻撃，鍵回
復攻撃，識別攻撃などが提案されている．Broadcast settingは同一の平文を複数の異なる秘
密鍵で暗号化し，送信する場合を指す．WEPでは暗号化に RC4をベースとしたストリー
ム暗号が用いられている．秘密鍵の一部を IVとして利用し，その情報を公開値として送
信することがWEPの脆弱性となっている．この脆弱性を利用して多数の鍵回復攻撃が提
案されている．暗号アルゴリズムに基づいた解析対象として，非線形帰還シフトレジスタ
(NLFSR:Non-Linear Feedback Shift Register)を用いて構成されたストリーム暗号に着目す
る．NLFSR型のストリーム暗号はレジスタに秘密鍵と IVを直接入力するため，秘密鍵や
IVに差分を入力してキーストリームに対する差分特性の解析が行われている．差分特性
の解析の際に，秘密鍵や IVの値に条件を設定することで，特徴的な差分特性の解析が行
われる．発見された差分特性を利用して識別攻撃や鍵回復攻撃が提案されている．実用的
なものとアルゴリズムに基づいたもののそれぞれに着目することで，暗号化技術の安全性
に寄与することを考える．
初めに SSL/TLS環境下を想定した RC4に対する平文回復攻撃を提案する．RC4のキー
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ストリームには 1バイト単位の biasと 2バイト単位の biasが存在する．従来の平文回復攻
撃ではこれらのどちらかのみが利用されている．2バイト単位の biasを利用した攻撃につ
いては異なる種類の biasを効率的に併用する手法が提案されている．本研究ではこの手法
に着目し，1バイト単位の biasと 2バイト単位の biasを効率的に併用する方法を提案する．
異なる種類の biasを効率的に併用することで，平文回復攻撃の効率化を図る．結果として
SSL/TLS環境を想定した条件下において，8バイトの平文を従来より効率的に復元できる．
次にファームウェアの更新のみでWEPを安全に利用する方法を提案する．無線 LAN暗
号化方式の一つであるWEPは多数の鍵回復攻撃が提案されており，より安全な方式への
移行が推奨されている．しかし機器の入れ替えコストの問題や利用者のセキュリティ意識
の欠如から未だに利用されている．WEPに対する鍵回復攻撃は特定の脆弱な IV(weak IV)
や IVとキーストリームの間の統計的性質に基づいて構築されている．したがってweak IV
や統計的性質が成立する IVを取り除くことで，安全にWEPを利用することができると考
えられる．本論文ではWEPに対する鍵回復攻撃を妨げる IVを改良 Strong IVと呼び，改
良 Strong IVの定義と通信のスループットへの影響を低減した利用方法を提案する．結果
として，改良 Strong IVを利用することでWEPを安全かつ高速に利用することができる．
NLFSR型のストリーム暗号について新しい条件付差分特性の探索手法を提案する．ス
トリーム暗号はキーストリームの乱数性を得るために，秘密鍵と IVに対して鍵初期化と
いう処理を行い，それぞれの情報を撹拌したのち，キーストリームを生成する．NLFSR
型のストリーム暗号は一般的に鍵初期化処理の巻き戻しが可能である．従来より攻撃が
困難な仮定において，この性質を利用した条件付差分特性の探索手法を提案する．提案
手法をNLFSR型ストリーム暗号Grain v1に適用し，識別攻撃および鍵回復攻撃を実行す
る．Grain v1はヨーロッパを中心とした次世代のストリーム暗号選定プロジェクトである
eSTREAMにおいて，ハードウェア暗号に選択されており，最も有名なNLFSR型ストリー
ム暗号の一つである．結果として，weak key settingにおいて，114段のGrain v1について
現実時間で実行可能な識別攻撃および鍵回復攻撃が確認できた．
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第1章 序論
近年オンラインバンクや電子商取引などのオンラインサービスの増加に伴い，個人情報
やパスワードといった機密情報をインターネット上で通信する機会が増加している．これ
らの情報を安全に通信するために，ネットワーク上の通信は全て暗号化の処理が行われて
いる．またブロードバンドネットワークの普及やユビキタス環境の整備により，動画像や
音楽などのコンテンツのストリーミング配信が可能になるなど，大容量のデータが頻繁に
ネットワーク上で通信されている．このような大容量のデータの通信には高速な処理が求
められている．高速に処理が可能な暗号方式としてストリーム暗号の研究が盛んに行われ
ている．ストリーム暗号方式は秘密鍵，あるいは秘密鍵と初期化ベクトル (IV:Initilization
Vector)をシードとして生成したキーストリームと呼ばれる擬似乱数列と平文との排他的
論理和を計算することにより暗号化を行う方式である．ここで IVは暗号化処理ごとに変
化する公開値である．ストリーム暗号はシードの値を初期化する鍵初期化部と，初期化さ
れたシードからキーストリームを生成する擬似乱数生成部から構成される．ストリーム暗
号方式は処理がシンプルであるため，高速化が容易である．そのため，リアルタイムの暗
号化および大容量データの暗号化に適した方式である．
一般に暗号はアルゴリズムを公開した上で，各種解読法の議論を受けることにより安全
性が評価される．長期間議論されて有効な解読法が発見されない場合，その暗号は安全で
あると評価される．このように，暗号解読研究は暗号の安全性を評価する上で，非常に重
要な研究である．ストリーム暗号では攻撃者がキーストリームの一部を得られるという条
件において解読法が議論される．通常，ストリーム暗号の安全性はキーストリームの乱数
性に関する評価 (識別攻撃，予測攻撃)，キーストリームから秘密鍵や内部状態の初期値を
復元する手法に関する評価 (鍵回復攻撃，内部状態推定攻撃)によって議論される．識別
攻撃はキーストリームと真性乱数系列を区別する攻撃である．予測攻撃は一部のキースト
リームからそれ以外の部分のキーストリームを高確率で予測する攻撃である．これらは直
接的な脅威とはならないが，ストリーム暗号の潜在的な脆弱性を指摘し，鍵回復攻撃や内
部状態推定攻撃に発展するものである．鍵回復攻撃はキーストリームの一部から秘密鍵を
復元する攻撃である．内部状態復元攻撃はキーストリームの一部から初期状態を復元する
攻撃である．これらの攻撃が成立する場合，攻撃者はキーストリームを全て計算でき，復
号と同様の処理によって暗号文全体を解読できる．
1.1 ストリーム暗号および無線LAN暗号技術の解析
本研究では，共通鍵暗号の一種であるストリーム暗号の安全性評価を行う．一般的にス
トリーム暗号は，そのアルゴリズムをもとにした解析により攻撃に用いる特性の評価が行
われる．さらに発見された特性を用いて実用的な仮定における安全性が評価される．よっ
7
て理論的な解析と実用的な解析の両方が必要となる．そこで暗号の利用環境に基づいた安
全性と暗号アルゴリズムに基づいた安全性それぞれに着目して評価することを研究テーマ
とする．暗号の利用環境に基づいた安全性評価により，実際に利用されている通信システ
ムの安全性を解析する．暗号アルゴリズムに基づいた安全性評価により，暗号が持つ特性
や脆弱性を明らかにすることができる．発見した暗号が持つ特性によって，通信システム
などにおける暗号の安全性や類似した構造を持つ暗号アルゴリズムの解析に寄与すると考
えられる．
暗号の利用環境に基づいた安全性評価として，SSL/TLSにおける RC4および無線 LAN
暗号化方式であるWEPを解析する．暗号アルゴリズムに基づいた解析として，非線形帰還
シフトレジスタ (NLFSR:Non-Linear Feedback Shift Register)によって構成されたストリー
ム暗号に対する新しい条件付差分解読法を提案する．
1.1.1 SSL/TLSにおけるRC4に対する平文回復攻撃
RC4は商用アプリケーションや暗号化通信プロトコルであるSSL(Secure Sockets Layer) [1]
/ TLS(Transport Layer Security) [2]，無線 LAN用のプロトコルであるWired Equivalent Pri-
vacy(WEP) [3]およびWi-Fi Protected Access(WPA)などで利用されている．RC4に関して
は，過去 20年間で多くの解析が行われてきた．そして 2013年に SSL/TLSにおけるRC4に
対する現実的な平文回復攻撃がAlFardanら [4]と五十部ら [5]によって提案された．これら
の結果により，RC4の利用は大幅に減少した．しかしながら，Trustworthy Internet Move-
mentの調査 [6]によると，依然として SSL/TLS上で RC4が利用されており，その安全性
を評価する意義は大きい．
RC4のキーストリームは乱数性に問題があり，多くの統計的な偏り (bias)が報告されて
いる [7, 8, 5, 9, 10, 11, 12, 13]．統計的な偏りとして 1バイト単位の bias(single-byte bias)と
2バイト単位の bias(double-byte bias)が存在する．RC4に対する平文回復攻撃は，1つの
平文を複数の異なる秘密鍵で暗号化して送信する Broadcast settingにおいて，これらの統
計的性質を利用することで構成される．しかしながら，従来の攻撃は 1バイト単位の bias
か 2バイト単位の biasのどちらか一方のみを利用しており，両方を同時に利用した攻撃は
存在しない．
本研究では，1バイト単位の biasと 2バイト単位の biasの両方を利用した平文回復攻撃
を提案する．それぞれの biasから独立に算出した平文の候補の尤度を効率的に集約し，集
約したものから平文の推測を行う．提案手法により，既知平文に含まれる連続した秘密情
報を復元する場合において，229のランダムに選択した鍵で暗号化された暗号文から全て
の復元対象の平文を従来より高い確率で復元することができる．
1.1.2 WEPの安全性向上
WEP は RC4 をベースとした共通鍵暗号方式である．RC4 の秘密鍵の一部を IV とし
て利用する仕様が WEP の脆弱性となっており，数多くの鍵回復攻撃が提案されている
[14, 15, 16, 17, 18, 19]．そのため，より安全性の高いWi-Fi Protected Access2(WPA2) [20]
などの暗号化方式への移行が推奨されている．しかしながら，機器の入れ替えコストや安
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全性に関する意識の問題から，現在でもWEPは利用されている．従来の機器のファーム
ウェアを更新することで導入可能な安全性向上手法が求められている．
WEPに対する鍵回復攻撃は脆弱な IV(weak IV)に依存する攻撃と，IVとキーストリー
ムの間の統計的性質を利用した攻撃が存在する．weak IVに依存する攻撃の対策としては，
weak IVを通信から取り除く手法が提案されている [21]．統計的性質を利用した攻撃の対
策としては，一定の間隔で秘密鍵を更新することが考えられる．しかしながら，頻繁な鍵
の更新は通信のスループットに多大な影響を与える．鍵の更新間隔を延長する手法として，
塚畝らにより Strong IVが提案されている [22]．Strong IVは Klein攻撃が成立しない IV
の集合を指す．しかし，Strong IVの具体的な生成方法や安全性に関する議論が不十分で
あった．
本研究では，安全なWEPの運用方法を提案する．従来の全ての鍵回復攻撃を防ぐ IVの
集合を改良 Strong IVと定義し，その効率的な生成方法を提案する．さらに，改良 Strong
IVを用いた安全なWEPの運用方法について議論を行う．提案手法により，100,000パケッ
トの通信において高速かつ安全にWEPを運用することができる．
1.1.3 NLFSR型ストリーム暗号に対する条件付差分解読法
NLFSR で構成されたストリーム暗号については，次世代のストリーム暗号選定会議
eSTREAMで選定された Grain v1[23]や Trivium[24]などが存在する．これらのストリー
ム暗号は今後利用が広がると考えられるため，事前に安全性を評価する意義は大きい．
NLFSR型ストリーム暗号の解析手法としてCube attackや条件付差分解読法 [25]が提案
されている．条件付差分解読法はKnellwolfらによって提案された攻撃で，様々なNLFSR
型の暗号に適用されている．NLFSR型のストリーム暗号は一般的に鍵初期化処理の巻き
戻しが可能である．条件付差分解読法は，複数の関連する秘密鍵を用いて解析を行う関連
鍵設定において，この性質を利用している．関連鍵設定は攻撃者に有利な仮定であり，よ
り現実的な仮定で鍵初期化の性質を利用することを考える．
本研究では，NLFSR型ストリーム暗号に対する新しい条件付差分解読法を提案する．関
連鍵の仮定なしに，鍵初期化の逆方向の解析を行う方法について述べる．具体的には，逆
方向の解析において差分の拡散を妨げるように条件を決定し，条件付差分特性を探索する．
鍵初期化の順方向の解析と組み合わせることで，鍵初期化部全体に対する条件付差分特性
を得る．提案手法は，初期状態における条件が増加するため，弱鍵の仮定のもとで有効な
解読法となる．
提案手法をGrain v1に適用し，識別攻撃および鍵回復攻撃を提案する．提案手法により
240個の弱鍵および条件付 IVの領域を持つ，条件付差分特性が得られる．条件付差分特性
から，114段の Grain v1に対して 232個の選択 IVを用いた識別攻撃が確認できる．さら
に，秘密鍵と IVが関連する条件と識別攻撃の成立の関係から，鍵の情報が 1ビット得られ
る．したがって，233の計算量で 1ビットの鍵回復攻撃が成立する．さらに残りの 40ビッ
トの weak keyを全数探索することで，41ビットの鍵が計算量 240.01で復元できる．
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1.2 論文構成
本論文の構成は以下の通りである．第 2章では，ストリーム暗号の構成およびその安全
性評価について述べる．第 3章では，第一の研究テーマとして SSL/TLS環境下における
RC4に対する平文回復攻撃について述べる．第 4章では，第二の研究テーマである無線
LAN暗号化方式WEPの安全性向上手法を提案する．第 5章では，第三の研究テーマとし
て NLFSR型ストリーム暗号に対する新しい条件付差分解読法を提案する．最後に，第 6
章では，結論として研究成果をまとめる．
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第2章 ストリーム暗号
本章では暗号理論に関する基礎知識について述べる．初めに共通鍵暗号方式について述
べ，その一種であるストリーム暗号方式とその安全性の評価方法について説明する．
2.1 ストリーム暗号の構造
ストリーム暗号は平文をシンボルと呼ばれる小ビット単位ごとに逐次的に暗号化する
方式であり，1ビットや 1バイト単位で暗号化するアルゴリズムが多い．ストリーム暗号
は秘密鍵，あるいは秘密鍵と IVをシードとした擬似乱数生成器にによって平文と同じ長
さのキーストリームと呼ばれる擬似乱数列を生成する．キーストリームと平文の排他的
論理和を計算することで暗号化を行う．復号の際には，暗号化で用いられたものと同様の
キーストリームを生成し，暗号文とキーストリームのの排他的論理和を計算する．平文を
P = P1, P2, . . .，暗号文を C = C1,C2, . . .，キーストリームを Z = Z1,Z2, . . .とすると暗号
文は
Cr = Pr ⊕ Zr (r = 1, 2, . . .)
で与えられる．復号は同様の操作で，
Pr = Cr ⊕ Zr (r = 1, 2, . . .)
となる．図 2.1にストリーム暗号のモデルを示す．
一般にストリーム暗号は 1つの秘密鍵からは一通りのキーストリームしか生成できない．
そのため IVと呼ばれる公開値を利用し，暗号化処理ごとに異なるキーストリームを生成
する．IVを変化させることにより 1つの秘密鍵から複数のパターンのキーストリームを
生成することが可能となる．
ストリーム暗号のアルゴリズムは鍵初期化部と擬似乱数生成部の 2つにより構成される．
鍵初期化部は秘密鍵と IVを用いて擬似乱数生成器の内部状態を初期化するアルゴリズム
である．擬似乱数生成部は初期化された内部状態を利用して，状態を更新しながらキース
トリームを生成するアルゴリズムである．
2.2 ストリーム暗号の安全性評価
一般的に暗号の安全性はアルゴリズムを公開した上で，暗号の研究者による解読法の議
論を受けることで安全性が評価される．長い間議論され，解読方法が見つからない場合は
安全な暗号として評価される．ストリーム暗号の安全性は擬似乱数列であるキーストリー
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図 2.1: ストリーム暗号
ムの安全性に根拠を置くことになる．暗号解読者が平文の一部を知ることができたとき，
それ以外の平文や秘密鍵の情報を知ることができるなら，その暗号は安全なストリーム暗
号ではない．暗号解読者は平文と暗号文が既知であるという条件のもとで，次式よりキー
ストリームの一部を得ることができる．
Pr ⊕Cr = Pr ⊕ (Pr ⊕ Zr) = Zr
そのためストリーム暗号の安全性評価は攻撃者が既知平文攻撃 (攻撃者が選択不可能な既
知の平文に対応する暗号文を入手できる条件で，暗号文から平文を求める攻撃)を実行可
能な環境を想定する．攻撃者はストリーム暗号の出力であるキーストリームを十分に入手
可能であることを前提に攻撃を行う．したがって，安全性の評価はキーストリームに対し
て行う．
暗号としての評価基準となる攻撃が総当たり攻撃 (Brute Force Attack)である．総当たり
攻撃とは鍵の候補を全て試すことで暗号化に用いられた鍵を特定する攻撃方法である．現
在の暗号において，攻撃者は総当たり攻撃を行うことで必ず暗号を解読することができる．
ただし一般に暗号は鍵長を長く設定することにより，この攻撃に対して十分な安全性を持
つように設計されている．例えば秘密鍵の鍵長が 128ビットである場合，攻撃者は総当た
り攻撃で鍵を導出するためには 2128個の鍵の候補全てを用いて暗号化を行う必要がある．
しかしながら現在の計算機では現実的な時間で 2128 回の暗号化を試行することは不可能
であるため，計算量的安全性を有するように設計されており，総当たり攻撃は脅威となら
ない．
ストリーム暗号に対する攻撃手法は以下の 4つに分類される．図 2.2に 4つの攻撃手法
を示す．
1. 識別攻撃 (Distinguishing Attack)：真性乱数と擬似乱数生成器からの出力であるキー
ストリームを区別する．
2. 予測攻撃 (Prediction Attack)：ランダムに予測するよりも高い精度でキーストリーム
を予測する．
3. 鍵回復攻撃 (Key Recovery Attack)：キーストリームから秘密鍵を導出する．
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図 2.2: ストリーム暗号に対する攻撃
4. 内部状態推定攻撃 (Internal State Reconstruction Attack)：キーストリームから内部状
態の初期値を復元する．
識別攻撃は現実的な脅威となる攻撃方法ではないが，キーストリームの乱数性を計る基準
として用いられ，他の攻撃に発展する可能性を示す．予測攻撃が実現すれば，一部のキー
ストリームから他の部分のキーストリームが分かることになり，暗号文を平文に戻すこと
が可能となる．鍵回復攻撃が実現すれば，暗号化アルゴリズムを用いてキーストリームを
生成することができ，全ての暗号文を平文に戻すことが可能となる．内部状態復元攻撃が
実現すれば，秘密鍵と等価な内部状態の初期値が分かることになり，全ての暗号文を平文
に戻すことが可能となる．これらの攻撃が秘密鍵の総当たり攻撃に要する計算量より小さ
い計算量で攻撃が実行できるとき，その攻撃は成功したとみなされる．
識別攻撃の具体例として差分を用いた手法が存在する [25]．あるストリーム暗号の初期
状態を Xとおく．初期状態 Xにある差分を入力したものを X′とおく．状態 Xおよび X′か
ら生成したキーストリームをそれぞれ Z0，Z′0とする．キーストリームの差分 ∆Z0を Z0と
Z′
0
の排他的論理和から得る．多数の異なる Xと X′のペアから ∆Z0を取得し，その値の偏
りを観測する．∆Z0 の値に偏りが確認された場合，真性乱数ではないと判断されるため，
識別攻撃が成立する．
2.3 攻撃の仮定
暗号の解析は，攻撃者が得られる情報や秘密鍵などについて様々な仮定に基づいて行わ
れる．ストリーム暗号に対する攻撃における平文および暗号文の仮定として，以下の 4つ
が考えられる．
1. 暗号文単独攻撃 (Ciphertext only attack)：攻撃者が暗号文のみを得られる状況で解析
を行う．
2. 既知平文攻撃 (Known plaintext attack)：攻撃者が平文とそれに対応する暗号文のペア
を知っている状況で解析を行う．
13
3. 選択平文攻撃 (Chosen plaintext attack)：攻撃者が任意に選択した平文とそれに対応す
る暗号文から解析を行う．
4. 選択暗号文攻撃 (Chosen ciphertext attack)：攻撃者が暗号文を選択して復号し，それ
に対応する平文を知っている状況で解析を行う．
暗号文単独攻撃を除いた上記の仮定において，平文と暗号文の排他的論理和をとることで
キーストリームを得ることができる．
IVに関する仮定を用いた攻撃として，選択 IV攻撃が考えられる．これは攻撃者が IVの
値を選択することができるという仮定のもとで，解析を行う．
秘密鍵に関する仮定として，以下の 3つが考えられる．
1. 単一鍵設定 (Single-key setting)：単一の鍵に対して解析を行う．
2. 弱鍵設定 (Weak-key setting)：秘密鍵に一定の条件を課した状態で解析を行う．
3. 関連鍵設定 (Related-key setting)：複数の関連する秘密鍵を利用して解析を行う．
Related-key settingの例として，一定の差分を持つ秘密鍵のペアを利用した解析が考えら
れる．
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第3章 SSL/TLS環境下におけるRC4に対す
る平文回復攻撃
3.1 緒言
RC4は 1987年に Rivestによって設計されたストリーム暗号である，最も広く利用され
ている暗号の 1つである．過去 20年間で，RC4に対して多くの解析が行われてきた．最終
的に 2013年に，SSL/TLSにおける RC4に対する現実的な平文回復攻撃がAlFardanら [4]
と五十部ら [5]によって提案された．これらの結果により，RC4の利用は大幅に減少した．
特に TLSにおいてGoogleやMicrosoft，Mozillaはウェブブラウザから RC4を削除したこ
とを，2016年初頭に公式に発表した．しかしながら Trustworthy Internet Movementの SSL
Pulseによると，依然として SSL/TLSの暗号化にRC4が利用されている [6]．また，リモー
トデスクトッププロトコルなどのシステムにおいて RC4がサポートされている．これは
古いシステムにおける暗号技術の入れ替えにはコストがかかるためである．
これまで提案された全ての平文回復攻撃 [7, 5, 4, 26, 27, 28, 29, 30, 8]はキーストリームの
初期 257バイトの single-byte bias[7, 10, 9, 5, 29, 11, 8]や Fluhrer-McGrew bias (FM00 bias)
[12]やMantinの bias (ABS AB bias) [13]．Vanhoefらの bias [27]といった double-byte bias
を利用している．double-byte biasはキーストリームの全体に存在する，一方で single-byte
biasは初期 257バイトといった特定のバイトにのみ存在する．
五十部らは初めて broadcast settingにおける RC4の平文全体を復元する攻撃を示した．
ここで broadcast settingとは同一の平文を異なる秘密鍵で暗号化することを指す．この攻撃
では最も強い single-byte bias[5, 29]と ABS AB biasを利用して平文の先頭 257バイトと 258
バイト目以降をそれぞれ復元する．AlFardanらは全ての single-byte biasを効率的に利用す
る方法と，一定の長さの平文が繰り返し暗号化されるという仮定のもとで FM00 biasを用
いた攻撃を示した [4]．この攻撃では全ての single-byte biasを利用するために多項分布に
よる尤度の算出を行っている．大東らは FM00 biasと ABS AB biasの二種類の double-byte
biasを用いた guess-and-determine攻撃を提案した．これらの攻撃は平文の値がランダムに
分布していると仮定している．パスワードなどに平文の分布を制限した場合，より効率の
良い攻撃が提案されている．Garmanらは FM00 biasを用いたパスワード復元攻撃を提案
している [28]．Vanhoefらは二種類の double-byte biasを組み合わせることで平文回復攻撃
を改良している [27]．表 3.1に従来の結果をまとめる．
キーストリームの biasは鍵回復攻撃にも利用される．Sepehrdadらは 2010年に RC4に
対する鍵回復攻撃を提案した [9]．weak keyに基づく鍵回復攻撃も提案されている．weak
keyとは全数探索より効率よくキーストリームから復元可能な鍵のクラスを指す．Roosが
RC4における weak keyの存在を示し [31]，寺村らによって weak keyが拡張された [32]．
2014年に長尾らが寺村らのweak keyを拡張し，鍵回復攻撃を提案した [33]．WEPに対す
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表 3.1: RC4に対する平文回復攻撃の結果
平文の状態 Bias 暗号文数 成功確率 Target対象の平文 参考
ランダムに分布 Single-byte 232 0.8 先頭 257バイト [5]
ランダムに分布 Single-byte 232 1.0 先頭 256バイト [4]
ランダムに分布 Double-byte 234 1.0 258バイト以降 [5]
ランダムに分布 Double-byte 13 · 230 (= 233.70) 0.5 16バイトの cookie [4]
ランダムに分布 Double-byte 235 1.0 全て [26]
ランダムに分布 Single-byte 229 0.882 先頭 257バイト中の 8バイト [4]∗1
ランダムに分布 Single-byte and 229 0.961 先頭 257バイト中の 8バイト Our∗1
Double-byte
ランダムに分布 Single-byte 229 0.0136 先頭 257バイト中の 8バイト [4]∗2
ランダムに分布 Single-byte and 229 0.0357 先頭 257バイト中の 8バイト Our∗2
Double-byte
Cookie Double-byte 9 · 227 (= 230.17) 0.94 16バイトの cookie [27]
Password Single-byte 228 0.75 先頭 120バイト中の 6バイト [28]
Password Double-byte 226 0.78 先頭 48バイト中の 6バイト [28]
∗1 平文の 113から 120バイト目を復元する場合の結果．
∗2 平文の 201から 208バイト目を復元する場合の結果．
既知平文 既知平文未知平文
順方向の 逆方向の
Known
HTTP header HTTP header or ContentsTarget
KnownUnknown
Guess the target plaintext 
by single-byte biases and double-byte biases
図 3.1: 復元対象の平文に関する仮定
る鍵回復攻撃も研究されている [14, 15, 16, 17, 18]．2007年にVaudenayらによって強力な
攻撃が提案された [34]．この攻撃は後に Sepehrdadらによって改良された [19]．これらの
攻撃は，RC4のキーストリームにおける鍵が関係する biasに基いている．
従来の攻撃は全て single-byte biasか double-byte biasのどちらか一方を利用している．平
文の推測に両方の biasを同時に利用することにより平文回復攻撃の効率化することができ
ると考えられる．したがって，対象の平文を復元するために異なる種類の biasを効率的に
利用する方法を考える．
本研究では平文の推測に single-byte biasと double-byte biasの両方を利用する攻撃を提
案する．我々の攻撃では，それぞれの biasから独立に平文の候補の尤度を計算し，それを
集約したものから平文の推測を行う．提案手法はVanhoefらの二種類の double-byte biasを
集約する手法を拡張したものである．一方で，single-byte biasと double-byte biasを集約す
る方法を新たに開発する．
提案手法の有効性を確認するために，図 3.1示すように，既知平文に含まれれる連続し
た秘密情報を復元する場合を考える．例えば HTTPSのようにヘッダなどの容易に推測で
きる情報と cookieなどの秘密情報が含まれる状態を仮定する．平文の値がランダムに分布
していると仮定した場合，229のランダムに選択した鍵で暗号化された暗号文から全ての
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Algorithm 1 RC4 Algorithm
KSA(K):
for i = 0 to N − 1 do
S [i]← i
end for
j ← 0
for i = 0 to N − 1 do
j ← j + S [i] + K[i mod ℓ]
Swap S [i] and S [ j]
end for
PRGA(K):
i ← 0
j ← 0
S ← KS A(K)
loop
i ← i + 1
j ← j + S [i]
Swap S [i] and S [ j]
Output Z ← S [S [i] + S [ j]]
end loop
復元対象の平文を従来のベストアタックより高い確率で復元することができる．表 3.1に
本研究の結果を示す．最も効率的な場合では，提案手法の攻撃成功確率は従来と比べて二
倍以上となる．
我々の知る限り，single-byte biasと double-byte biasを併用して，RC4の平文回復攻撃の
効率化が可能であることを示した初めての結果である．
3.2 ストリーム暗号RC4
RC4は 1987年にRSA Data Security社のRonald Rivestにより開発された可変長鍵のスト
リーム暗号である [35]．RC4はアルゴリズムを短いコードで記述できるため，ソフトウェア
による高速処理性能に優れている．そのため，Adobe Acrobatなどの商用アプリケーションや
インターネット用の暗号化通信プロトコルである SSL(Secure Sockets Layer)/TLS(Transport
Layer Security) [1, 2]，無線 LAN用のプロトコルであるWEP(Wired Equivalent Privacy)お
よびWPA(Wi-Fi Protected Access)などで広く利用されている．RC4は開発されて以来，そ
のアルゴリズムは非公開であった．しかし 1994年にソースコードがインターネット上に
匿名で公開されたため，RC4のアルゴリズムが一般に知られるようになった．ただしRSA
Data Security社は公開されたソースコードを公式にRC4と認めておらず，公開されたコー
ドはARC4(Alleged RC4)や arcfourと呼ばれるRC4と等価な動作をするアルゴリズムとし
て公開されている．本論文では ARC4のアルゴリズムを RC4とみなした上で安全性評価
を行う．
RC4のアルゴリズムを Algorithm 1に示す．ここで +は N を法とした算術加算である．
RC4はKSAと PRGAの 2つのアルゴリズムにより構成される．KSAでは N(= 2n)個の要
素で構成される内部状態が秘密鍵を用いて初期化される．KSAにおいて内部状態の初期
化は各時刻で値が 1づつ加算されるポインタ iと秘密鍵およびその時刻における内部状態
により値が決定されるポインタ jが指す位置の値を繰り返しスワップすることで行われる．
PRGAでは内部状態を更新しながら 1シンボル単位でキーストリーム Z1,Z2, . . . , Zr, . . .が
生成される．ここで rは PRGAのラウンド数である．PRGAにおいて内部状態の更新は
KSAと同様にポインタ iとある時刻における内部状態により値が決定されるポインタ jが
指す位置の値をスワップすることで行われる．ポインタ i， jはそれぞれ nビットの値を持
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表 3.2: ポインタ i (= r mod N)の条件と対応する FM00 bias
イベントの条件 Digraph (Zr,Zr+1) Pr(Zr ∧ Zr+1)
i = 1 (0, 0) N−2 · (1 + 2 · N−1)
i , 1, N − 1 (0, 0) N−2 · (1 + N−1)
i , 0, 1 (0, 1) N−2 · (1 + N−1)
i , N − 2 (i + 1, N − 1) N−2 · (1 + N−1)
i , 1, N − 2 (N − 1, i + 1) N−2 · (1 + N−1)
i , 0, N − 3, N − 2, N − 1 (N − 1, i + 2) N−2 · (1 + N−1)
i = N − 2 (N − 1, 0) N−2 · (1 + N−1)
i = N − 1 (N − 1, 1) N−2 · (1 + N−1)
i = 0, 1 (N − 1, 2) N−2 · (1 + N−1)
i = 2 (N/2 + 1, N/2 + 1) N−2 · (1 + N−1)
i , N − 2 (N − 1, N − 1) N−2 · (1 − N−1)
i , 0, N − 1 (0, i + 1) N−2 · (1 − N−1)
つ．RC4では一般的に鍵長は 128ビット，n = 8，N = 256が利用されているため，本論文
ではこのパラメータのみを扱う．
3.2.1 1バイト単位の bias(Single-byte bias)
RC4のキーストリームの先頭 257バイトにおいて多くの 1バイト単位の biasが存在す
る．このバイアスを Single-byte biasと呼ぶ．特徴的な biasとして，Mantinと Shamirの
bias(Z2 = 0) [7]，Maitraらの bias(Zr = 0 for 3 ≤ r ≤ 255) [8]，五十部らの bias(Z3 = 131,
Zr = r for 3 ≤ r ≤ 255, Zr = (256 − r) (r = 32, 48, 64, 80, 96, 112), Z256 , 0, Z257 = 0) [5]が
存在する．さらに Sepehrdadらにより Zℓ = −ℓとなる biasが実験的に確認された [9]．ま
た Z1の分布に多くの biasが存在することがMironovにより実験的に確認されている [10]．
このうち最も強いものは Bernsteinらにより Z1 = 129であると実験的に示された [11]．
3.2.2 2バイト単位の bias(Double-byte bias)
RC4のキーストリームにおける 2バイト単位の biasをDouble-byte biasと呼ぶ．RC4の
キーストリームにおけるDouble-byte biasとして FluhrerとMcGrewの bias(FM00 bias) [12]
と Digraph repetition bias [13]の 2つが提案されている．
FluhrerとMcGrewの bias (FM00 bias)
FM00 biasは FSE 2000で FluhrerとMcGrewによって示されたキーストリームの 2バイ
ト単位の biasである [12]．この biasは条件を満たすポインタ i(= r mod N)ごとに 12個の
イベントにより構成されている．各イベントの詳細を表 3.2に示す．
Digraph repetition bias (ABS AB bias)
ABS AB biasはEUROCRYPT 2005でMantinにより提案されたLong-term biasである [13]．
この biasは Aと Bを 2つのキーストリームの値とした場合，ABABや ABCAB，ABCDAB
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のように ABが短い間隔 S ごとに出力される．間隔 S の長さをGとおく．ABS AB biasの
詳細は以下の式で表される．
Zr || Zr+1 = Zr+2+G || Zr+3+G for G ≥ 0 (3.1)
ここで ||はバイトの連結を表す．式 (3.1)の確率は定理 1で与えられる．
定理 1. [13] RC4 のキーストリームにおける，G に対する ABS AB bias の確率は (1 +
e(−4−8G)/N/N) · 1/N2となる．
3.2.3 SSL/TLSにおけるRC4に対する平文回復攻撃
RC4のキーストリームには多数の統計的な biasが存在する．それらの biasを利用して
SSL/TLS環境下における RC4に対して多数の平文回復攻撃が提案されている．昨今は，
SSL/TLSにおけるパスワードや cookieを復元する攻撃が示されている．
USENIX 2013において，AlFardanらが最尤推定を用いて全ての biasを利用する平文回
復攻撃を提案した．本論文では，この攻撃を ABPPS attackと呼ぶ．この攻撃では初めの
256バイトのキーストリームの確率分布を 244通りの鍵から取得し，その分布をキースト
リームの理想的な分布として利用する．平文の候補を µ，キーストリームを kとおく．M
個の暗号文から頻度表を得る．頻度表 N(µ)
k
は以下から得られる．
N
(µ)
k
= |{ j | C j,r = k ⊕ µ}1≤ j≤M | (0 ≤ k ≤ 255)
キーストリームの値の確率を Prob[r, k]，µの尤度を λ[µ]とおく．尤度 λ[µ]は
λ[µ] =
S !
N
(µ)
0
! · · ·N(µ)
255
!
·
∏
k∈{0,1,...255}
(Prob[r, k])N
(µ)
k
から得られる．二つの候補 µと µ′について (N(µ)
0
, . . . , N
(µ)
255
)と (N(µ′)
0
, . . . , N
(µ′)
255
)はそれぞれ
を並べ替えたものになる．したがって，最大の λ[µ]を算出する際には無視することができ
る．尤度を計算する際には λ[µ]の代わりに log(λ[µ])を計算する．尤度 log(λ[µ])をΛ[µ]と
おく．Λ[µ]は
Λ[µ] = log(λ[µ]) =
255∑
k=0
(
N
(µ)
k
· log(Prob[r, k])
)
(3.2)
から得られる．最大のΛ[µ]から平分を推測する．この攻撃は 232の暗号文から，平文の最
初の 256バイトをほぼ確率 1で復元できる．我々の攻撃でも同様の考えを利用する．
3.3 複数種類のBiasを利用した平文回復攻撃
本節では single-byte biasと double-byte biasを同時に用いた，新たな平文回復攻撃につ
いて述べる．上述の通り，従来の攻撃は single-byte biasと double-byte biasのどちらか一方
を利用して平文を復元している．提案手法の有効性を示すために，連続した 8バイトの秘
密情報を復元する場合を考える．その他の平文は攻撃者が既知であると仮定する．HTTPS
におけるヘッダやコンテンツは容易に推測可能であるため，上記は現実的な仮定と言える．
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Target plaintext bytes
Guess by ABPPS attack
Likelihood of the plaintext
by single-byte biases
Guessed plaintext bytes
Use a part of known plaintext bytes
Information of the ciphertext
by double-byte biases
Information of the ciphertext
by conditional single-byte biases
Known plaintext bytes
Likelihood of the plaintext
by double-byte biases
+
Guess plaintext bytes
図 3.2: 提案手法の概要
3.3.1 攻撃の概要
復元対象の平文を Pr, Pr+1, . . . , Pr+x とおく．異なる n個の鍵から生成された暗号文を
C(1),C(2), . . . ,C(n)とおく．暗号文C(1),C(2), . . . ,C(n)が得られた時，single-byte biasとdouble-
byte bias(FM00 biasとABSAB bias)それぞれについて暗号文の頻度表を作成する．復元対
象の平文バイトについて適切に頻度表を組み合わせることで，復元精度の効率化を図る．
図 3.2に攻撃の概要を示す．
3.3.2 頻度表の構成
本項では，single-byte biasと double-byte biasの頻度表の作成方法について述べる．
Single-Byte Biasについて
single-byte biasの頻度表を TS ingleとおく．暗号文C(1),C(2), . . . ,C(n)から暗号文の各バイ
トの値の数を取得し，TS ingleを得る．復元対象を TS ingleから ABPPS attackを用いて推測
する．復元対象の仮バイト P∗rt (r ≤ rt ≤ r + x)を得る．これらのバイトを double-byte bias
の変換において既知の平文バイトとして利用する．
Double-Byte Biasについて
復元対象以外の平分が既知であると仮定した場合，文献 [5, 26]の攻撃と同様に既知の平
文バイトを利用して double-byte biasを条件付の single-byte biasに変換する．ABS AB bias
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Known Plaintext
Get the frequency table by ABSAB biases
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Calculate the likelihood of  the candidate of P
r
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Guess by the ABPPS attack
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図 3.3: 前方からの ABS AB biasによる頻度表の構成方法
を条件付 biasとして利用する方法について述べる．ABS AB biasに関して (Cr−3−G ||Cr−2−G)⊕
(Cr−1||Cr)は
(Cr−3−G ||Cr−2−G) ⊕ (Cr−1||Cr)
= (Pr−3−G ⊕ Zr−3−G ||Pr−2−G ⊕ Zr−2−G) ⊕ (Pr−1 ⊕ Zr−1||Pr ⊕ Zr)
= (Pr−3−G ⊕ Zr−3−G ⊕ Pr−1 + Zr−1||Pr−2−G ⊕ Zr−2−G ⊕ Pr ⊕ Zr)
で表される．ABS AB biasが成立している場合，上記の関係式は
(Cr−3−G ||Cr−2−G) ⊕ (Cr−1||Cr) = (Pr−3−G ⊕ Pr−1||Pr−2−G ⊕ Pr)
のように変換される．この関係式と既知平文の情報を用いることで 1バイト単位の頻度表
が得られる．ABS AB biasにおけるGの最大値をGMAXとおく．関係式と既知平文を用いた
処理を 0 ≤ G ≤ GMAXについて実行する．図 3.3に復元対象の前方からの ABS AB biasの変
換方法を示す．後方からの ABS AB biasの変換についても同様にする．両方向からの 1バイ
ト単位の頻度表をそれぞれ TABS ABF，TABS ABBとおく．復元対象の平文について TABS ABF [rt]
と TABS ABB[rt]を取得し，尤度を計算する．
次に FM00 biasを条件付 single-byte biasとして扱う方法について述べる．FM00 biasを
(Zr+1|Zr)と (Zr |Zr+1)のように条件付 biasとして考える．表 3.3に (Zr+1|Zr) and (Zr |Zr+1)のイ
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ベントおよびその条件付確率を示す．暗号文Crの頻度表はCr−1 = Pr−1 ⊕Zr−1より，FM00
biasと既知平文 Pr−1 から得られる．図 3.4に復元対象の前方からの FM00 biasの変換方
法を示す．後方からの FM00 biasの変換についても同様にする．両方向からの 1バイト
単位の頻度表をそれぞれ TFM00F，TFM00B とおく．復元対象の平文について TFM00F [rt]と
TFM00B[rt]を取得し，尤度を計算する．
表 3.3: ポインタ i(= r mod N)ごとの FM00 biasに関する条件付き確率
i Zr Zr+1 条件付き確率
0 0 N−1 · (1 + N−1)
1 N − 1 N−1 · (1 + N−1)
0 N − 1 1 N−1 · (1 + N−1)
N − 1 2 N−1 · (1 + N−1)
N − 1 N − 1 N−1 · (1 − N−1)
0 0 N−1 · (1 + 2 · N−1)
2 N − 1 N−1 · (1 + N−1)
1 N − 1 3 N−1 · (1 + N−1)
N − 1 2 N−1 · (1 + N−1)
N − 1 N − 1 N−1 · (1 − N−1)
0 2 N−1 · (1 − N−1)
0 0 N−1 · (1 + N−1)
0 1 N−1 · (1 + N−1)
3 N − 1 N−1 · (1 + N−1)
2 N − 1 3 N−1 · (1 + N−1)
N − 1 4 N−1 · (1 + N−1)
N/2 + 1 N/2 + 1 N−1 · (1 + N−1)
N − 1 N − 1 N−1 · (1 − N−1)
0 3 N−1 · (1 − N−1)
0 0 N−1 · (1 + N−1)
0 1 N−1 · (1 + N−1)
i + 1 N − 1 N−1 · (1 + N−1)
3, 4, . . . , N − 4 N − 1 i + 1 N−1 · (1 + N−1)
N − 1 i + 2 N−1 · (1 + N−1)
N − 1 N − 1 N−1 · (1 − N−1)
0 i + 1 N−1 · (1 − N−1)
0 0 N−1 · (1 + N−1)
0 1 N−1 · (1 + N−1)
N − 3 N − 2 N − 1 N−1 · (1 + N−1)
N − 1 N − 2 N−1 · (1 + N−1)
N − 1 N − 1 N−1 · (1 − N−1)
0 N − 2 N−1 · (1 − N−1)
0 0 N−1 · (1 + N−1)
N − 2 0 1 N−1 · (1 + N−1)
N − 1 0 N−1 · (1 + N−1)
0 N − 1 N−1 · (1 − N−1)
0 1 N−1 · (1 + N−1)
0 N − 1 N−1 · (1 + N−1)
N − 1 N − 1 0 N−1 · (1 + N−1)
N − 1 1 N−1 · (1 + N−1)
N − 1 N − 1 N−1 · (1 − N−1)
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図 3.4: 前方からの FM00 biasによる頻度表の構成方法
3.3.3 Sigle-ByteおよびDouble-Byte Biasの頻度表の集約
3.3.2項の議論より，single-byte biasと double-byte biasの両方から 1バイト単位の頻度
表を取得する．1バイト単位の頻度表と式 (3.2)による biasの確率を利用して平文の候補
の尤度を算出する．式 (3.2)は
Λ[µ] =
255∑
k=0
(
N
(µ)
k
· log(Prob[r, k])
)
である．それぞれの biasに対する頻度表 N(µ)
k
は TS ingle, TABS ABF , TABS ABB , TFM00F , TFM00B
から得られる．single-byte biasに対する確率 Prob[r, k]は 240 個のランダムに選択した鍵
から生成されたキーストリームの分布から取得する．ABS AB biasに対する確率 Prob[r, k]
は定理 1から，FM00 biasに対する Prob[r, k]は表 3.3からそれぞれ取得する．それぞれの
biasから得られる尤度を ΛS ingle, ΛABS ABF , ΛABS ABB , ΛFM00F , and ΛFM00B とおく．アルゴリ
ズム 2, 3, 4, 5に double-byte biasによる尤度の算出方法を示す．加算により全ての尤度を
集約する．
3.3.4 平文回復攻撃の流れ
提案手法の手順は以下である．
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Algorithm 2 Calculate the likelihood of the forward ABS AB bias
Require: rt, /* position of a target byte */
GMAX , /* parameter of the ABS AB bias*/
Pr−3−GMAX , . . . , Pr−1, /* known plaintext bytes */
P∗r , . . . P
∗
r+x−1, /* guessed plaintext bytes by single-byte biases */
(Cr−3−GMAX , . . .Cr+x)s of C
(1),C(2), . . . ,C(n) /* bytes of n ciphertexts encrypted by different
keys */
ProbABS ABF /* probabilities of the ABS AB bias */
Ensure: The likelihood ΛABS ABF of Pr, . . . Pr+x
1: Regard P∗r , . . . P
∗
r+x−1 as known plaintext bytes Pr, . . . Pr+x−1
2: for rt = r to r + x do
3: for G = 0 to GMAX do
4: Make frequency tables Tcount[rt][G] of (Crt−3−G ||Crt−2−G)⊕ (Crt−1||Crt ) from all cipher-
texts C(1),C(2), . . . ,C(n), where (Crt−3−G ||Crt−2−G) ⊕ (Crt−1||Crt ) = (Prt−3−G ||Prt−2−G) ⊕
(Prt−1||Prt ) only if Eq. (3.1) holds.
5: Convert Tcount[rt][G] into a frequency table Tconvert[rt] of (Prt−1||Prt ) by
Prt−G−3, . . . , Prt−2.
6: Convert T [rt] into a frequency table TABS ABF [rt] of Prt by Prt−1.
7: Calculate the likelihood ΛABS ABF [Prt ] for all candidates of Prt from TABS ABF [rt] and
ProbABS ABF [G][rt, k], and merge the likelihood of all tables TABS ABF [rt] by the addition.
8: end for
9: end for
10: Output the likelihood ΛABS ABF of Pr, . . . Pr+x
Step 1 平文 Prt の全ての候補について頻度表 TS ingle[rt] および ProbS ingle[rt, k] から尤度
ΛS ingle[Prt ]を計算する．尤度ΛS ingle[Prt ]が最大となる候補を仮平文 P∗rt (r ≤ rt ≤ r+ x)
として推測する．以後の Stepにおいて P∗rt を既知平文として扱う．
Step 2 暗号文，既知平文，それぞれのbiasの確率を利用して尤度ΛABS ABF [Prt ],ΛABS ABB[Prt ],
ΛFM00F [Prt ], ΛFM00B[Prt ](r ≤ rt ≤ r + x)をアルゴリズム 2, 3, 4, 5にしたがって計算
する．
Step 3 尤度ΛS ingle[Prt ], ΛABS ABF [Prt ], ΛABS ABB[Prt ], ΛFM00F [Prt ], ΛFM00B[Prt ](r ≤ rt ≤ r+ x)
を加算により集約する．それぞれの復元対象の平文について集約した尤度Λmerge[Prt ]
が最大となる候補を平文として得る．
結果として，復元対象の平文 Pr, Pr+1, . . . , Pr+xについて最も確からしい候補が得られる．
3.3.5 評価実験
本項では，提案する平文回復攻撃の実験を行う．復元対象の平文は POST命令等のHTTP
メソッドやハッシュ値の範囲外から選択している．8バイトの秘密情報を含む既知平文
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Algorithm 3 Calculate the likelihood of the backward ABS AB bias
Require: rt, /* position of a target byte */
GMAX , /* parameter of the ABS AB bias*/
Pr+x+1, . . . , Pr+x+3+GMAX , /* known plaintext bytes */
P∗
r−1, . . . P
∗
r+x, /* guessed plaintext bytes by single-byte biases */
(Cr, . . .Cr+x+3+GMAX )s of C
(1),C(2), . . . ,C(n) /* bytes of n ciphertexts encrypted by different
keys */
ProbABS ABB /* probabilities of the ABS AB bias */
Ensure: The likelihood ΛABS ABB of Pr, . . . Pr+x
1: Regard P∗
r−1, . . . P
∗
r+x as known plaintext bytes Pr−1, . . . Pr+x
2: for rt = r + x to r do
3: for G = 0 to GMAX do
4: Make frequency tables Tcount[rt][G] of (Crt+3+G ||Crt+2+G)⊕ (Crt+1||Crt ) from all cipher-
texts C(1),C(2), . . . ,C(n), where (Crt+3+G ||Crt+2+G) ⊕ (Crt+1||Crt ) = (Prt+3+G ||Prt+2+G) ⊕
(Prt+1||Prt ) only if Eq. (3.1) holds.
5: Convert Tcount[rt][G] into a frequency table Tconvert[rt] of (Prt+1||Prt ) by
Prt+G+3, . . . , Prt+2.
6: Convert T [rt] into a frequency table TABS ABB[rt] of Prt by Prt+1.
7: Calculate the likelihood ΛABS ABB[Prt ] for all candidates of Prt from TABS ABB[rt] and
ProbABS ABB[G][rt, k], and merge the likelihood of all tables TABS ABB[rt] by the addition.
8: end for
9: end for
10: Output the likelihood ΛABS ABB of Pr, . . . Pr+x
を仮定する．秘密情報を提案手法により復元し，全てのバイトの復元に成功する確率の
評価を行う．復元対象の平文 {P89, P90, . . . , P96}, {P113, P114, . . . , P120}, {P161, P162, . . . , P168},
{P201, P202, . . . , P208}の 4通りに対して実験を行う．GMAXの値を 80とする．256通りの異
なる平文について，ランダムに選択した鍵から生成した 26, 27, . . . , 229個の暗号文を用いて
実験を行う．
表 3.4に 229 個の暗号文を用いた場合の攻撃成功確率を示す．同時に ABPPS attack に
よる同じ平文バイトに対する攻撃成功確率を示す．表 3.4より，229 個の暗号文が与えら
れたとき，P113, P114, . . . , P120が約 0.961の確率で復元できる．これは ABPPS attackの結
果より高い確率である．さらに {P161, P162, . . . , P168}や {P201, P202, . . . , P208}を復元する場
合には，攻撃成功確率の差が大きくなっている．これは single-byte biasの影響が弱まり，
double-byte biasが復元に有効に働くためであると考えられる．特に P201や P208は既知平
文と隣り合っているため，{P201, P202, . . . , P208}における他の対象より高い確率で復元に成
功している．結果として，平文の値がランダムに分布しているという仮定のもと，従来よ
り効率の良い攻撃であることがわかる．
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Algorithm 4 Calculate the likelihood of the forward FM00 bias
Require: rt, /* position of a target byte */
Pr−1, /* known plaintext bytes */
P∗r , . . . P
∗
r+x−1, /* guessed plaintext bytes by single-byte biases */
(Cr−1, . . .Cr+x)s of C(1),C(2), . . . ,C(n) /* bytes of n ciphertexts encrypted by different keys
*/
ProbFM00F /* probabilities of the FM00 bias */
Ensure: The likelihood ΛFM00F of Pr, . . . Pr+x
1: Regard P∗r , . . . P
∗
r+x−1 as known plaintext bytes Pr, . . . Pr+x−1
2: for rt = r to r + x do
3: Make frequency tables Tcount[rt] of (Crt−1|Crt ) from all ciphertexts C(1),C(2), . . . ,C(n).
4: Convert Tcount[rt] into a frequency table TFM00F [rt] of Prt by Prt−1.
5: Calculate the likelihood ΛFM00F [Prt ] for all candidates of Prt from TFM00F [rt] and
ProbFM00F [rt, k], and merge the likelihood of all tables TFM00F [rt] by the addition.
6: end for
7: Output the likelihood ΛFM00F of Pr, . . . Pr+x
3.4 結言
本章では，SSL/TLS における RC4 に対する効率的な平文回復攻撃を提案した．Van-
hoefらの攻撃に着目し，single-byte biasと double-byte biasを同時に利用する手法を構築
した．提案手法の有効性を確認する実験を行った．復元対象の平文を {P89, P90, . . . , P96},
{P113, P114, . . . , P120}, {P161, P162, . . . , P168}, {P201, P202, . . . , P208}とした．提案手法を対象の
平文全ての復元に成功する確率で評価した．結果として，229の暗号文から {P113, P114, . . . , P120}
全体を約 0.961の確率で復元することができた．これは ABPPS attackより高い確率であ
る．したがって，提案手法は，平文バイトがランダムに分布しているという仮定のもと，
従来より効率的な攻撃である．他のストリーム暗号の解析に提案手法が適用されることを
期待する．
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Algorithm 5 Calculate the likelihood of the backward FM00 bias
Require: rt, /* position of a target byte */
Pr+x+1, /* known plaintext bytes */
P∗
r+1
, . . . P∗r+x, /* guessed plaintext bytes by single-byte biases */
(Cr, . . .Cr+x+1)s of C
(1),C(2), . . . ,C(n) /* bytes of n ciphertexts encrypted by different keys
*/
ProbFM00B /* probabilities of the FM00 bias */
Ensure: The likelihood ΛFM00B of Pr, . . . Pr+x
1: Regard P∗
r−1, . . . P
∗
r+x as known plaintext bytes Pr−1, . . . Pr+x
2: for rt = r + x to r do
3: Make frequency tables Tcount[rt] of (Crt+1|Crt ) from all ciphertexts C(1),C(2), . . . ,C(n).
4: Convert Tcount[rt] into a frequency table TFM00B[rt] of Prt by Prt+1.
5: Calculate the likelihood ΛFM00B[Prt ] for all candidates of Prt from TFM00B[rt] and
ProbFM00B[rt, k], and merge the likelihood of all tables TFM00B[rt] by the addition.
6: end for
7: Output the likelihood ΛFM00B of Pr, . . . Pr+x
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表 3.4: 提案手法および ABPPS attackの攻撃成功確率
r 提案手法 ABPPS attack
89 0.996 0.996
90 1 1
91 1 1
92 1 0.996
93 0.996 1
94 1 0.996
95 1 1
96 1 1
ALL(89-96) 0.992 0.988
113 0.992 0.980
114 1 0.980
115 1 0.980
116 0.996 0.992
117 1 0.984
118 1 0.984
119 0.988 0.992
120 0.984 0.980
ALL(113-120) 0.961 0.882
161 0.875 0.820
162 0.902 0.789
163 0.871 0.750
164 0.883 0.840
165 0.879 0.797
166 0.832 0.766
167 0.863 0.828
168 0.871 0.797
ALL(161-168) 0.334 0.164
201 0.750 0.613
202 0.672 0.621
203 0.644 0.590
204 0.605 0.586
205 0.602 0.574
206 0.621 0.559
207 0.641 0.531
208 0.758 0.605
ALL(201-208) 0.0357 0.0136
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第4章 Strong IVを用いたWEPの安全な運用
方法
4.1 緒言
スマートフォンなどの携帯端末の発展や普及にともない，無線 LANの利用が急速に拡
大している．無線 LANは電波を用いて通信を行うため，常に盗聴の危険性にさらされて
いる．安全に通信を行うために情報の暗号化を行い，情報の漏洩を防ぐ必要がある．無線
LANの暗号化方式の一つにWired Equivalent Privacy(WEP)[3]がある．WEPはストリーム
暗号である RC4をもとに開発された共通鍵暗号方式である．WEPは 3バイトの IVを含
む秘密鍵を利用して暗号化を行っている．WEPは深刻な脆弱性が指摘されており，それ
を利用した攻撃が多数提案されている．
2001年に S. Fluhrer，I. Mantin，A. Shamirらによって FMS攻撃が提案された [14]．FMS
攻撃は weak IVと呼ばれる特定の IVを用いてWEP鍵の導出を行う．FMS攻撃を拡張し
た攻撃が 2004年に Korekによって提案された [36, 15]．Korek攻撃では FMS攻撃より多
くの IVを weak IVとして利用することができる．これらの特定の IVに依存する攻撃は
フィルタリングによって weak IVを取り除くことで対策が可能である．一方で特定の IV
に依存しない攻撃が提案されている．2006年にA. KleinによってKlein攻撃が提案された
[16]．これは IVとキーストリームを用いてWEP鍵を先頭から逐次的に導出する攻撃であ
る．2008年に E. Tews，R. Weinmann，A. Pyshkinらによって PTW攻撃が提案された [17]．
この攻撃はKlein攻撃を改良した攻撃であり，RC4の内部状態の近似を用いることでWEP
鍵の和を並列して導出することが可能である．複数の攻撃関数を用いる攻撃として 2010
年に寺村，朝倉，大東，桑門，森井らにより TeAM-OK攻撃が提案された [18]．この攻撃
は Klein攻撃，PTW攻撃，OKM攻撃 [37]の三つの攻撃関数を用いてWEP鍵の導出を行
う．2013年に P. Sepehrdad，P. Suisil，S. Vaudenay，M. Vuagnouxらによって Tornado攻撃
が提案された [19]．この攻撃は改良したKlein攻撃やKorek攻撃などから導出した 22個の
攻撃関数を利用して投票を行い，WEP鍵を推定する．この攻撃は 22,500パケットの盗聴
により確率 0.5でWEP鍵の導出が可能である．
以上のようにWEPに対する様々な鍵回復攻撃が提案されている．そのためより安全性
の高いWi-Fi Protected Access2(WPA2)[20]などの暗号化方式への移行が推奨されている．
しかしこれらの方式への移行は様々なコストを要することから，大規模な施設などでは現
在でもWEPが利用されている．WEPに対する従来の鍵回復攻撃を防ぐ運用方法として，
一つのWEP鍵を使用するパケット数を制限し，一定間隔ごとにWEP鍵を更新する方法
がある．従来の鍵回復攻撃は 10,000パケットの盗聴において成功確率は 0である．その
ため 10,000パケットの通信を行うごとにWEP鍵を更新する方法が一般的である．しかし
10,000パケットは非常に少数であり，頻繁な鍵の更新は通信のスループットに多大な影響
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を与える．別の対策として，weak IVや統計的性質の成立を回避することが考えられる．
weak IVを回避する方法はWEPplus[21]として実現されている．WEPplusはファームウェ
アの更新により，無線 LAN機器に導入されている．また，統計的性質の成立を妨げる IV
も存在する．したがって特定の IVを用いることでWEPを安全に利用することができる．
2011年に塚畝らにより，Klein攻撃，PTW攻撃，TeAM-OK攻撃を妨げる IVの存在が明ら
かにされた [22]．彼らはそのような IVを Strong IVと呼んでいる．しかしながら，Strong
IVの取得方法や安全性については，十分な議論が行われていない．
本章ではWEPのより安全な運用方法を提案する．さらにWEPと同等の速度で実行可能
であることを確認する．提案方式では Strong IVに加えて Tornado攻撃における Korek攻
撃，キーストリームのバイアス (SVV 10[9])による攻撃関数に対応した Strong IVを用い
る．Tornado攻撃では投票条件が全て成立している場合に攻撃関数によるWEP鍵の候補値
に対する投票が行われる．そこで任意の IVとWEP鍵を用いた場合に投票条件が成立して
いるかどうかを効率的に判定する方法を提案する．100,000パケットごとに鍵を更新する
ことを想定したWEPの運用方法としてKlein攻撃，Korek攻撃，SVV 10のバイアスによ
る攻撃関数を全て無効にする Strong IVを 50,000個，Klein攻撃を除いた攻撃関数のみを
無効にする IVを 50,000個混合して利用する．このとき Strong IVの判定と並行して暗号
化を行うことで通信への負荷を軽減する．Strong IVの判定と暗号化を並行して行った場
合に 50,000パケットの暗号化に要する時間の評価を行う．Strong IVの判定と同時に 1472
バイトの平文を 50,000個暗号化するのに要した時間は 338ミリ秒である．一般的なWEP
を用いた場合には 50,000パケットの暗号化に 306ミリ秒を要する．したがって，提案手法
では暗号化に 1.1-1.2倍程度の時間が必要となる．結果として，提案手法によりWEPと同
等の通信速度で安全な通信が実現可能である．また，提案手法はWEPの処理に IVの判定
を導入することで実現できるため，従来の機器のファームウェアを更新することで導入可
能であると考えられる．
4.2 Wired Equivalent Privacy
WEPは無線 LANの暗号化方式の一つであり，RC4をベースにした共通鍵暗号方式であ
る．RC4の要素数 Nは 256とする．WEPにおいて秘密鍵 Kは 24ビットの初期化ベクト
ル (IV)と 40ビットあるいは 104ビットのWEP鍵の連結により構成される．本稿では 104
ビットのWEP鍵を想定して議論する．WEPの秘密鍵は
K = K[0]||K[1]||K[2]||K[3]|| · · · ||K[15] = IV0||IV1||IV2||K[3]|| · · · ||K[15]
のように表される．ただし IViは i + 1バイト目の IVを表し，K[3]|| · · · ||K[15]はWEP鍵
を表す．図 4.1にWEPの処理を示す．WEPによる暗号化通信において，IVの値はパケッ
トごとに変更される．パケットごとに異なる秘密鍵を用いることで常に同じキーストリー
ムが生成されるのを防ぐためである．IVは通信を行う二者間で共有する必要があるため，
暗号文とともに送信される．このとき IVは暗号化されておらず，WEP鍵を共有していな
い第三者にも既知となる．IVの長さは 24ビットであり十分に大きい領域を確保している
とはいえない．以上のような IVの性質がWEPの脆弱性の要因となっている．
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図 4.1: WEPの暗号化および復号
4.3 WEPに対する鍵回復攻撃とその対策
WEPに対する鍵回復攻撃は IVの値に依存する攻撃と，統計的性質に基づく攻撃が提
案されている．一方で，鍵回復攻撃の対策が提案されている．本節ではこれらについて述
べる．
4.3.1 WEPに対する鍵回復攻撃
IVの値に依存する攻撃
2001年に，Fluherらが初めて IVの値に依存する鍵回復攻撃を示した [14]．この攻撃は
FMS攻撃と呼ばれる．FMS攻撃ではweak IVを利用してRC4の内部状態を推測し，WEP
鍵を復元する攻撃である．この攻撃は weak IVを用いて暗号化されたパケットに対して
のみ有効であるため，非常に多くのパケットが必要になる．FMS攻撃はWEP鍵の復元に
6,000,000パケット必要となる．2004年に，Korekが FMS攻撃を拡張した攻撃を提案した
[15]．この攻撃は FMS攻撃より多くの IVを weak IVとして利用することができる．よっ
てこの攻撃に必要なパケット数が減少する．Korek攻撃ではWEP鍵の復元に 500,000から
1,000,000パケット必要となる．
統計的性質に基づく攻撃
2006年に，Kleinは統計的性質に基づく鍵回復攻撃を提案した [16]．Klein攻撃は RC4
の内部状態において特定の遷移が起こりやすいことを利用して内部状態の遷移を予測し，
その内部状態とキーストリームの関係からWEP鍵を復元する．内部状態の予測に復元対
象のWEP鍵の一つ前のバイトの情報を用いるため，WEP鍵を先頭から逐次的に復元する
攻撃である．
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Klein攻撃が成立する内部状態の遷移は二つの条件から構成される．WEP鍵のインデッ
クスを xとおく．WEP鍵 K[x]を解析する場合を考える．一つ目の条件は KSAの xラウ
ンドにおいてスワップされた要素 S [ j]が PRGAの x− 1ラウンド目までスワップされない
ことである．条件式は以下のように表される．
S x+1[x] = S
′
x−1[x]
この条件を Condition 1とおく．二つ目の条件は S ′
x−1[x]の値がキーストリームにより一意
に決定することである．条件式は以下のように表される．
S
′
x−1[x] = x − Zx
この条件を Condition 2とおく．図 4.2に Condition 1および 2を示す．Condition 1，2が同
時に成立した場合，以下の等式が成立する．
K[x] = fKlein(K[0], . . . , K[x − 1],Zx)
= S −1x [x − Zx] − jx − S x[x] (4.1)
攻撃者は IV，キーストリーム Zx，WEP鍵 K[3], K[4], . . . , K[x−1]から，上式を用いて K[x]
の候補を得る．したがって，一つのパケットから一つの候補が決定される．Klein攻撃の
成功確率は
ProbKlein =
(
255
256
)254
· 2
256
+
1 −
(
255
256
)254 · 254256 · 255
≈ 1.36
256
となる．多数のパケットに対して式 (4.1)から鍵の候補値の推測と投票を行い，最も投票
数の多かった候補値をWEP鍵の 1バイトとする．Klein攻撃は，60,000パケットの盗聴か
ら確率 0.5でWEP鍵を復元可能である．
2008年に Tewsらによって PTW攻撃が提案された [17]．Klein攻撃と同様に IVとキー
ストリームの関係を利用してWEP鍵を復元する．KSAにおいてWEP鍵により遷移する
内部状態について近似を行う．近似以外については Klein攻撃と同様の攻撃手法である．
PTW攻撃の攻撃関数は
σx = fPTW(K[0], K[1], K[2],Zx)
= S −13 [x − Zx] − j3 −
x∑
l=3
S 3[l]
となる．ただし σxは K[3]から K[x]までの和を表す．PTW攻撃の成功確率は
Prob(PTW,x) = qx ·
(
255
256
)254
· 2
256
+
1 − qx ·
(
255
256
)254 · 254256 · 255
となる．ただし，
qx =
(
255
256
)x−3
·
(
256 − x + 3
256
)
·
x−3∏
k=1
(
256 − k
256
)
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Condition 2: 
Conditon 1:
図 4.2: Klein攻撃の条件
である．この攻撃はWEP鍵の和を並列に求めることができる．PTW攻撃は，40,000パ
ケットの盗聴から確率 0.5でWEP鍵を復元可能である．
2010年に寺村らにより TeAM-OK攻撃が提案された [18]．この攻撃はKlein攻撃，PTW
攻撃，OKM攻撃 [37]の攻撃関数を利用している．キーストリームのインデックスを wと
おく．OKM攻撃の攻撃関数は
K[w − 16] = fOKM(K[0], . . . , K[w − 17], σ15,Zw)
となる．ただし，w = 19, 20, . . . , 31である．OKM攻撃の攻撃成功確率は
Prob(OKM,w) = q
′
w ·
(
255
256
)254
· 2
256
+
1 − q′w ·
(
255
256
)254 · 254256 · 255
である．ただし，
q
′
w =
(
255
256
)32−w
·
(
256 − 32 + w
256
)
·
16∏
k=w−15
(
256 − w − 1 + k
256
)
となる．OKM攻撃はWEP鍵の和が既知であるという仮定の下で，キーストリームZ19, Z20,
. . . , Z31から高い確率でWEP鍵を導出することが可能である．TeAM-OK攻撃は，36,500
パケットの盗聴から確率 0.5でWEP鍵を復元可能である．
PTW攻撃，TeAM-OK攻撃ともに Klein攻撃の条件が必要な攻撃である．したがって
Klein攻撃の条件が不成立である場合，これらの攻撃は成功しない．
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Tornado攻撃
表 4.1: Tornado攻撃で利用される攻撃関数
位置 名称 攻撃関数 投票条件
x Klein-Improved S −1t [x − Zx] − σx(t) (x − Zx) < {S t[t + 1], . . . , S t[x − 1]}
x , 1 MP-Improved Zx+1 − σx(t) x , 1, zx+1 ≥ x, ∀0 ≤ i′ ≤ t : ji′ , zx+1
16 SVV 10 [9] S −1t [0] − σ16(t) S −1t [0] < t + 1 or S −1t [0] > 15, Z16 = −16,
j2 < {t + 1, . . . , 15}
x A u15 2 − σx(t) S t[x] = 0, Z2 = 0
x A s13 S −1t [0] − σx(t) S t[1] = x, (S −1t [0] < t + 1 or S −1t [0] > x − 1),
Z1 = x
x A u13 1 S −1t [Z1] − σx(t) S t[1] = x, (S −1t [Z1] < t + 1 or S −1t [Z1] > x − 1),
Z1 = 1 − x
x A u13 2 1 − σx(t) S t[x] = x, S t[1] = 0, Z1 = x
x A u13 3 1 − σx(t) S t[x] = x, S t[1] = 1 − x, Z1 = 1 − x
x A s5 1 S −1t [Z1] − σx(t) S t[1] < t + 1, S t[1] + S t[S t[1]] = x,
Z1 , {S t[1], S t[S t[1]]},
(S −1t [Z1] < t + 1 or S
−1
t [Z1] > x − 1)
x A s5 2 S −1t [S t[1] − S t[2]] − σx(t) S t[2] + S t[1] = x, S −1t [S t[1] − S t[2]] , {1, 2},
(S −1t [S t[1] − S t[2]] < t + 1 or
S −1t [S t[1] − S t[2]] > x − 1), Z2 = S t[1]
x A s5 3 S −1t [Z2] − σx(t) S t[2] + S t[1] = x, S −1t [Z2] , {1, 2},
(S −1t [Z2] < t + 1 or S
−1
t [Z2] > x − 1),
Z2 = 2 − S t[2]
x A u5 1 S −1t [S
−1
t [Z1] − x] − σx(t) S t[1] = x, S −1t [Z1] < t + 1, S −1t [S −1t [Z1] − x] , 1,
(S −1t [S
−1
t [Z1] − x] < t + 1 or
S −1t [S
−1
t [Z1] − x] > x − 1),
Z1 , {x, 1 − x, S −1t [Z1] − x}, S −1t [Z1] , 2x
x A u5 2 1 − σx(t) S t[x] = 1, Z1 = S t[2]
x A u5 3 1 − σx(t) S t[x] = x, S −1t [Z1] , 1, S −1t [Z1] < t + 1,
Z1 = S t[S t[1] + x]
x A s3 S −1t [Z2] − σx(t) S t[1] , 2, S t[2] , 0, S t[2] + S t[1] < t + 1,
S t[2] + S t[S t[2] + S t[1]] = x,
S −1t [Z2] , {1, 2, S t[1] + S t[2]},
S t[1] + S t[2] , {1, 2},
(S −1t [Z2] < t + 1 or S
−1
t [Z2] > x − 1)
4 A 4 s13 S −1t [0] − σ4(t) S t[1] = 2, S t[4] , 0,
(S −1t [0] < t + 1 or S
−1
t [0] > x − 1), Z2 = 0
4 A 4 u5 1 S −1t [254] − σ4(t) S t[1] = 2, Z2 , 0, Z2 , 254,
(S −1t [254] < t + 1 or S
−1
t [254] > 3)
4 A 4 u5 2 S −1t [255] − σ4(t) S t[1] = 2, Z2 , 0,
(S −1t [255] < t + 1 or S
−1
t [255] > 3), Z2 = S t[2]
x A neg 1 1 − σx(t) or 2 − σx(t) S t[2] = 0, S t[1] = 2, Z1 = 2
x A neg 2 2 − σx(t) S t[2] = 0, S t[1] , 2, Z2 = 0
x A neg 3 1 − σx(t) or 2 − σx(t) S t[1] = 1, Z1 = S t[2]
x A neg 4 −σx(t) or 1 − σx(t) S t[1] = 0, S t[0] = 1, Z1 = 1
2013年に Sepehrdadらによって Tornado攻撃が提案された [19]．この攻撃は 22個の攻
撃関数を用いてWEP鍵の推測を行う．利用する攻撃関数は，Klein攻撃を改良したもの
(Klein-Improved)，Maitra-Paul攻撃 [38]を改良したもの (MP-Improved)，Korek攻撃のバイ
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アスを改良したもの，キーストリームの 16バイト目のバイアス (SVV 10[9])を利用した
ものである．表 4.1に攻撃関数およびそれぞれの投票条件を示す．WEPにおいて最後に既
知である内部状態の段数を tとおく．例えば，WEPにおいて K[0]，K[1]，K[2]が既知で
あるため，t = 2となる．表 4.1において，σx(t)は
σx(t) =
t∑
j=0
S j−1[x] +
x∑
j=t+1
S t[ j]
である．それぞれの攻撃関数について，全ての投票条件が成立した場合にWEP鍵の候補
の推測が行われる．Tornado攻撃は 22,500パケットの盗聴から，確率 0.5でWEP鍵を復
元可能である．
4.3.2 WEPに対する鍵回復攻撃への対策
WEPplus
WEPplusは weak IVを回避することでWEPの安全性を向上する手法である [21]．よっ
てWEPplusはweak IVに基づく攻撃を防ぐことができる．しかしながらWEPplusは統計
的性質に基づく攻撃を防ぐことはできない．
2006年に，吉田らによって FMS攻撃のweak IVを効率的に取り除く手法が提案された
[39]．この手法により，FMS攻撃に対する weak IVをほぼ全て取り除くことができる．
Strong IV
4.3.1項より，従来の鍵回復攻撃は 20,000パケットの盗聴では成立が困難である．さらに
10,000パケットの盗聴でWEP鍵が復元できる攻撃は存在しない．統計的性質に基づく鍵
回復攻撃を防ぐために，10,000パケットごとにWEP鍵を更新する方法が考えられる．し
かし，10,000パケットは非常に少数であり，通信のスループットの多大な影響を与える．
この問題の解決策として，塚畝らにより Strong IVが提案された [22]．Strong IVはKlein
攻撃が成立しない IVの集合である．Strong IVを用いた場合，Klein攻撃の条件が成立し
ないため，Klein攻撃によるWEP鍵の復元が困難になる．PTW攻撃および TeAM-OK攻
撃もKlein攻撃と同様の条件が必要であるため，Strong IVはこれらの攻撃も防ぐことがで
きる．しかしながら，このような IVを取得する現実的な手法や安全性に関する議論が不
十分であった．
4.4 新たな Strong IVを用いた安全なWEPの運用
本節では安全なWEPの運用方法について述べる．初めに新たな Strong IVを用いて鍵回
復攻撃を困難にする方法を説明する．さらに提案手法を用いた場合に，暗号化の処理時間
を評価する．
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4.4.1 鍵回復攻撃を困難にするWEPの運用方法
Strong IVの定義
高い確率で取得可能な Strong IVの定義について述べる．Klein攻撃の Condition 1ある
いは Condition 2のどちらか一方が成立しない IVを Strong IVとして定義する．このとき
K[x]に対する Strong IVの条件は
S x+1[x] , S
′
x−1[x] or S
′
x−1[x] , x − Zx
となる．Strong IVの値はWEP鍵に依存するため，WEP鍵の各バイトごとに Strong IVを
決定する必要がある．提案する運用方法ではWEP鍵の 13バイトを保護する Strong IVを
利用する．利用する Strong IVの生成確率を ProbS trongIV13とする．Strong IVの生成確率は，
ProbS trongIV13 =
1 −
(
255
256
)254
· 2
256

13
≈ 0.96
となる．高い確率で Strong IVが得られるため，短時間で生成可能である．
WEPにおいて Strong IVのみを利用する場合，Klein攻撃の条件が発生しない．先述の
通り，PTW攻撃およびOKM攻撃も同様の条件を持つ．したがってそれぞれの攻撃の成功
確率が以下のようになる．
Prob
′
Klein =
1 −
(
255
256
)254 · 254256 · 255 ≈
0.63
256
Prob′(PTW,x) =
1 − qx ·
(
255
256
)254 · 254256 · 255
Prob′(OKM,w) =
1 − q′w ·
(
255
256
)254 · 254256 · 255
これらの確率はランダムより低いため，低確率の候補を観測することによってWEP鍵の
情報が漏洩する．
Korek攻撃のフィルタリング
表 4.1の通り，Tornado攻撃は 22個の攻撃関数から構成されている．ある攻撃関数の投
票条件が全て成立した場合，攻撃者はWEP鍵の候補を推測する．投票条件が少なくとも
一つ成立しなければ，攻撃関数は無効になる．したがって，幾つかの投票条件を回避する
ことによって Tornado攻撃を防ぐことができる．4.2節に示した通り，K[0]，K[1]，K[2]
が既知であるため，表 4.1において t = 2と仮定する．Korek攻撃に基づく攻撃関数はいく
つかの IVを取り除くことによって防ぐことができると考えられる．表 4.1より，最後の既
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知内部状態が以下の条件を満たす場合，A u5 3以外の Korek攻撃に基づく攻撃関数は無
効になる．
S 2[x] , 0,
S 2[x] , 1,
S 2[2] , 0,
15 < S 2[1] < 241,
15 < S 2[1] + S 2[2]
ただし，3 ≤ x ≤ 15である．IVによる KSAの処理後に最後の既知内部状態が得られるた
め，IVによって条件の成立が決定できる．約 78%の IVが上記の条件を満たす．残りの IV
を後述するフィルタリングパターンにより取り除く．ここで jr′ を KSAの r′ 段目のポイ
ンタ jとおく．条件 S 2[x] , 0，S 2[x] , 1, S 2[2] , 0，15 < S 2[1] < 241を満たすために，
3 ≤ IV0 ≤ 15を取り除く．KSAのアルゴリズムより，IV0 = 0のとき j0 = 0となる．この
場合， j1 = 0+ 1+ IV1 = IV1 + 1となる．S 1[1]と S 1[IV1 + 1]を入れ替える．条件 S 2[x] , 1
および 15 < S 2[1] < 241を満たすために j2 , 1である．また IV1は 14 < IV1 < 240であ
る．よって以下の IV1を取り除く．
0 ≤ IV1 ≤ 14, 240 ≤ IV1 ≤ 255
この場合，j2 = IV1+ IV2+3である．条件 S 2[2] , 0を満たすために，j2 = IV1+ IV2+3 , 0
となる．このとき，IV1 + IV2 , 253となる． j2 , 1であるため，IV1 + IV2 + 3 , 1とな
る．このとき，IV1 + IV2 , 254となる．S 2[2]と S 2[ j2]を入れ替える．入れ替えたのち，
S 2[1] = IV1 + 1および S 2[2] = IV1 + IV2 + 3が成立する．条件 15 < S 2[1] + S 2[2](< 256)
を満たす場合，以下が成立する．
15 < IV1 + 1 + IV1 + IV2 + 3 < 256
→ 11 < 2IV1 + IV2 < 252
したがって，0 ≤ 2IV1 + IV2 ≤ 11および 252 ≤ 2IV1 + IV2 ≤ 255を取り除く．IV2 = 254
の場合， j2 = IV1 + 1 となる．このとき，入れ替えたのち S 2[2] は 1 となる．S 2[1] が
15 < S 2[1] < 241を満たしているため，条件 15 < S 2[1] + S 2[2]が成立する．取り除く IV
の条件をまとめると以下のようになる．
Case 1 IV0 = 0
IV1および IV2が以下の条件を満たしている場合，IV1および IV2を取り除く．
0 ≤ IV1 ≤ 14, 240 ≤ IV1 ≤ 255,
0 ≤ 2IV1 + IV2 ≤ 11, 252 ≤ 2IV1 + IV2 ≤ 255,
IV1 + IV2 = 253, 254,
ただし，IV2 = 254は取り除かない．
IV0が他の値をとる場合，IV1および IV2のフィルタリングパターンは以下のようになる．
これらは Case 1と同様にして得られる．
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Case 2 IV0 = 1
IV1および IV2が以下の条件を満たしている場合，IV1および IV2を取り除く．
0 ≤ IV1 ≤ 14, 240 ≤ IV1 ≤ 255,
0 ≤ 2IV1 + IV2 ≤ 11, 252 ≤ 2IV1 + IV2 ≤ 255,
IV1 + IV2 = 254,
IV2 = 254.
Case 3 IV0 = 2
IV1および IV2が以下の条件を満たしている場合，IV1および IV2を取り除く．
0 ≤ IV1 ≤ 12, 238 ≤ IV1 ≤ 255,
0 ≤ 2IV1 + IV2 ≤ 9, 250 ≤ 2IV1 + IV2 ≤ 255,
0 ≤ IV1 + IV2 ≤ 12, 254 ≤ IV1 + IV2 ≤ 255,
ただし，IV2 = 0は取り除かない．
Case 4 IV0 = 16
IV1が以下の条件を満たしている場合，IV1を取り除く．
224 ≤ IV1 ≤ 238,
240 ≤ IV1 ≤ 255.
このとき，IV1の値に依存して IV2に 3つのフィルタリングパターンが考えられる．
Case 4-1 IV1 = 223
IV2が以下の条件を満たしている場合，IV2を取り除く．
30 ≤ IV2 ≤ 45,
IV2 = 14, 15.
Case 4-2 IV1 = 239
IV2が以下の条件を満たしている場合，IV2を取り除く．
238 ≤ IV2 ≤ 253,
IV2 = 14, 255.
Case 4-3 その他の IV1
IV2が以下の条件を満たしている場合，IV2を取り除く．
220 ≤ 2IV1 + IV2 ≤ 235,
IV1 + IV2 = 238, 253,
ただし，IV2 = 254は取り除かない．
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Case 5 IV0 = 17, 18, . . . , 240
IV1が以下の条件を満たしている場合，IV1を取り除く．
0 ≤ IV0 + IV1 ≤ 14,
240 ≤ IV0 + IV1 ≤ 254,
IV1 = 255.
このとき，IV1の値に依存して IV2に 3つのフィルタリングパターンが考えられる．
Case 5-1 0 ≤ 2IV0 + IV1 ≤ 14 or 2IV0 + IV1 = 255
IV2が以下の条件を満たしている場合，IV2を取り除く．
0 ≤ 2(IV0 + IV1) + IV2 ≤ 11,
252 ≤ 2(IV0 + IV1) + IV2 ≤ 255,
IV0 + IV1 + IV2 = 253, 254.
Case 5-2 IV0 + IV1 = 255
IV2が以下の条件を満たしている場合，IV2を取り除く．
IV1 − 1 ≤ IV2 ≤ IV1 + 14,
IV1 + IV2 = 253,
IV0 + IV1 + IV2 = 254.
Case 5-3 その他の IV1
IV2が以下の条件を満たしている場合，IV2を取り除く．
0 ≤ 2(IV0 + IV1) + IV2 ≤ 11,
252 ≤ 2(IV0 + IV1) + IV2 ≤ 255,
IV1 + IV2 = 253,
IV0 + IV1 + IV2 = 254,
ただし，IV2 = 254は取り除かない．
Case 6 IV0 = 241, 242, . . . , 255
IV1が以下の条件を満たしている場合，IV1を取り除く．
0 ≤ IV0 + IV1 ≤ 14,
240 ≤ IV0 + IV1 ≤ 255.
このとき，IV1の値に依存して IV2に 2つのフィルタリングパターンが考えられる．
Case 6-1 0 ≤ 2IV0 + IV1 ≤ 14 or 2IV0 + IV1 = 255
IV2が以下の条件を満たしている場合，IV2を取り除く．
0 ≤ 2(IV0 + IV1) + IV2 ≤ 11,
252 ≤ 2(IV0 + IV1) + IV2 ≤ 255,
IV0 + IV1 + IV2 = 253, 254.
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Case 6-2 その他の IV1
IV2が以下の条件を満たしている場合，IV2を取り除く．
0 ≤ 2(IV0 + IV1) + IV2 ≤ 11,
252 ≤ 2(IV0 + IV1) + IV2 ≤ 255,
IV1 + IV2 = 253,
IV0 + IV1 + IV2 = 254,
ただし，IV2 = 254は取り除かない．
Storong IVの取得方法
内部状態およびキーストリームを観測し，Klein-Improved，A u5 3 bias，SVV 10 biasと
いった主要な攻撃関数の条件の成立を確認する．Tornado攻撃の攻撃関数に対応する IVを
改良 Strong IVと呼ぶ．改良 Strong IVは以下の手順で生成する．
Step1 weak IVの除去
ランダムに生成した IVに対して上記の IVに対する条件の成立を確認する．条件が
成立していた場合は，異なる IVを生成し，再度の条件の確認を行う．
Step2 A u5 3 biasおよび SVV 10 biasの除去
RC4の内部状態およびキーストリームを取得し，投票条件の成立を確認する．
Step3 Klein-Improvedの除去
RC4の内部状態およびキーストリームを取得し，Condition 1および 2の成立を確認
する．
Step4 改良 Strong IVの決定
全ての攻撃関数の投票条件が不成立の場合，その IVを改良 Strong IVとする．攻撃
関数が成立する場合，異なる IVを生成し，Step 1に戻る．
結果として，改良 Strong IVが得られる．改良 Strong IVは主要な攻撃関数の成立を防ぐた
め，WEPに対する従来の鍵回復攻撃全てを回避することができる．
4.4.2 改良 Strong IVを用いた安全なWEPの運用
改良 Strong IVを用いたWEPの運用方法について述べる．100,000パケットごとにWEP
鍵を更新する場合を考える．WEPにおいて改良 Strong IVのみを用いた場合，WEP鍵の
候補の確率が 1/256より低くなり，WEP鍵に関する情報が漏洩する．この問題の対策と
して改良 Strong IVと通常の IVを混合して用いることを考える．改良 Strong IVの個数を
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図 4.3: 提案手法の概要
yとおく．混合した IVの通信において，Klein攻撃の成功確率は
y · 0.63
256
+ (100000 − y) · 1.36
256
100000
=
1
256
y =
100000
1.36 − 0.63 · 0.36
y = 49315
となる．Klein攻撃の成功確率は一定であるため，yは一意に決まる．同様に PTW攻撃お
よび OKM攻撃に対する改良 Strong IVの個数を導出する．混合した IVの通信において，
それぞれの攻撃成功確率は
y · Prob′
(PTW,x)
+ (100000 − y) · Prob(PTW,x)
100000
=
1
256
y · Prob′
(OKM,w)
+ (100000 − y) · Prob(OKM,w)
100000
=
1
256
で与えられる．これらはそれぞれ xと wに依存するため，改良 Strong IVの個数の最大値
と最小値を示す．表 4.2に PTW攻撃および OKM攻撃の成立を妨げる改良 Strong IVの
個数を示す．結果として，改良 Strong IVと通常の IVとを 50,000個づつ混合することで，
Klein攻撃，PTW攻撃，OKM攻撃の成功確率が 1/256になる．混合した IVを利用する場
合，通常の IVのみを攻撃者が収集すれば，攻撃が成立する可能性がある．しかし攻撃者
はWEP鍵の値を知らないため，改良 Strong IVと通常の IVの区別ができない．したがっ
て，100,000パケットの通信において，攻撃成功確率は 1/256となる．以上より，Klein攻
撃，PTW攻撃，TeAM-OK攻撃を 100,000パケットの通信において防ぐことができる．さ
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表 4.2: PTW攻撃および OKM攻撃に対する改良 Strong IVの個数
PTW Attack Maximum Minimum
#improved Strong IVs 49660 46745
OKM Attack Maximum Minimum
#improved Strong IVs 49586 49208
表 4.3: 50,000パケットの暗号化に要する時間
Data length (byte) 256 1024 1472
RC4 (ms) 104 232 306
Improved Strong IV (ms) 125 260 338
Semi-Improved Strong IV (ms) 111 243 320
らに Tornado攻撃を防ぐために，改良 Strong IVにおいて Klein攻撃の条件を回避しない
IVを考える．この集合を準改良 Strong IVとする．改良 Strong IVと準改良 Strong IVと
を 50,000個づつ混合することで，Tornado攻撃を防ぐ通信が可能になる．図 4.3に提案手
法の概要を示す．通信において IVを 4.4.1項に示した手順で判定する．もし通常の IVで
あれば，WEPに搭載された手法で異なる IVを生成する．改良 Strong IVあるいは準改良
Strong IVと判定された場合は，パケットの暗号化を行い，送信する．改良 Strong IVは
0.96 · 0.78 = 0.749の確率で，準改良 Strong IVは 0.78の確率で生成される．結果として，
混合 IVの生成とパケットの暗号化を同時に行うことができる．
暗号化に要する時間の評価を行う．改良 Strong IV，準改良 Strong IV，通常の IVのそ
れぞれを用いて 50,000パケットの暗号化を行う．平文の長さは 256，1024，1472バイト
とする．異なる 1024個のWEP鍵に対して実験を行い，その平均値を評価する．実験には
Core i3 530を搭載した PCを用いた．これは家庭用 PCにおいて，提案手法が実行可能で
あることを示すためである．表 4.3に実験の結果を示す．表 4.3より，提案手法は暗号化に
WEPと比べて 1.1倍から 1.2倍程度の時間を要することがわかる．したがって，提案手法
は，100,000パケットの通信において，安全かつWEPと同等に高速な通信が可能である．
4.5 結言
本章では，安全なWEPの運用方法を提案した．Klein攻撃，Korek攻撃，SVV 10 bias
の条件が成立しない IVの集合を示した．この IVを改良 Strong IVと定義し，効率的な生
成方法を提案した．提案手法により 100,000パケットの通信を安全に行うことができる．
計算機実験により，提案手法を用いた場合におけるWEPの暗号化に必要な時間の評価を
行った．結果として，WEPと比べて 1.1から 1.2倍の時間が必要であることが確認できた．
したがって，提案手法は全ての鍵回復攻撃を防ぎ，高速な通信を実現可能である．提案手
法は IVの判定プロセスおよび鍵の更新プロセスを導入することで実現できる．よって，提
案手法は従来の機器のファームウェアを更新することで導入可能である．
統計的性質に基づく鍵回復攻撃より，今後提案される攻撃も Klein攻撃の条件を利用す
ると考えられる．提案手法は，そのような攻撃も防ぐことが可能であると考えられる．
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第5章 非線形帰還シフトレジスタ型ストリー
ム暗号に対する条件付差分解読法
5.1 緒言
近年，非線形帰還シフトレジスタ (NLFSR)によって構成されたストリーム暗号が提案
されている [24, 23]．NLFSR型ストリーム暗号では初めに秘密鍵と初期化ベクトル (IV)を
レジスタに入力する．この状態を初期状態と呼ぶ．NLFSR型ストリーム暗号では鍵と IV
を撹拌し，キーストリームを生成する．Hellらによって設計されたGrain v1[23]は最も有
名な NLFSR型ストリーム暗号の一つであり，eSTREAMにおいてハードウェア暗号の一
つに選択されている [40]．
Grain v1に対する様々な解析が行われてきた．Leeらは関連鍵の脆弱性を用いて鍵回復攻
撃を示した [41]．しかし，この攻撃は 80ビットのキーストリームが必要である．Cannie`re
らは Grain v1における関連鍵攻撃を提案した [42]．Knellwolfらは関連鍵設定において条
件付差分解読法を提案した [43]．この解読法では鍵初期化の両方向について解析を行い，
条件の設定を行う．
Cannie`reらは 112段の Grain v1について単一鍵攻撃を提案した．しかしこの攻撃は 272
個の選択 IVが必要であり，IVの総数より多くの選択 IVが必要になるため，実現不可能
な攻撃である．Grain v1に対する実現可能な単一鍵攻撃として，Knellwolfらによって提案
された条件付差分解読法がある [25]．この手法はNLFSR型の暗号であるKATANやGrain
v1，Grain-128に適用されている．条件付差分解読法において，攻撃者は初期状態に条件
を入力し，多くの段数の差分特性を得る．得られた特性により識別攻撃を構築する．彼ら
は単一鍵設定において 235個の選択 IVを利用して 104段の Grain v1に対して識別攻撃お
よび鍵回復攻撃を行った．2014年にはBanikによって 105段の識別攻撃および鍵回復攻撃
が示された [44]．さらに Sarkarによって 106段の識別攻撃が提案された [45]．表 5.1に従
来の結果を示す．
一般的に NLFSR型のストリーム暗号は鍵初期化処理の巻き戻しが可能である．前述の
とおり，従来の条件付差分解読法では関連鍵設定において，順方向と逆方向の鍵初期化を
解析して条件付差分特性を取得している [43]．この攻撃では 1つの差分が存在する状態を
中間状態と仮定して，鍵初期化を二つに分割する．逆方向では，条件の数が少なくなるよ
うに条件を設定するとともに，中間状態と初期状態の間の条件付差分特性を探索する．順
方向では，初期状態とキーストリームとの間の条件付差分特性を探索する．この手法によ
り初期状態に複数ビットの差分が入力されている場合において，条件付差分特性を探索す
ることが可能である．一方で差分が鍵に拡散しやすいため，関連鍵設定のみでこの手法が
利用されている．
従来の条件付差分解読法では，関連鍵設定においてのみ鍵初期化処理の両方向の解析を
43
表 5.1: Grain v1の解析結果
段数 IV数 鍵の仮定 攻撃の種類 Related keyの数 参考
97 227 Single key 鍵回復攻撃 なし [25]
104 235 Single key 鍵回復攻撃 なし [25]
105 232 Single key 鍵回復攻撃 なし [44]
106 223 Single key 識別攻撃 なし [45]
114 232 Weak key 鍵回復攻撃 なし 5.4節
133 235 Related key 鍵回復攻撃 2 [43]
160 222.59 Related key 鍵回復攻撃 3 [41]
160 255 Related key 鍵回復攻撃 2 [42]
利用している．関連鍵の仮定なしに，この技術を利用する方法を検討する．具体的には差
分の鍵への拡散を妨げるように逆方向の解析方法を考える．
本研究では，NLFSR型ストリーム暗号に対する新たな条件付差分解読法を提案する．
我々は関連鍵の仮定なしに逆方向の解析を効率的に行う方法について述べる．逆方向の解
析において，初期状態の差分の数を減少するように条件付差分特性を探索する．具体的に
は，差分の拡散を妨げるように条件を決定する．結果として，関連鍵の仮定なしに条件付
差分特性を得ることができる．一方で，初期状態における条件が増加し，鍵に条件を設定
するため，weak keyの下で有効な解読法となる．
提案手法を Grain v1に適用し，識別攻撃および鍵回復攻撃を提案する．Grain v1は 80
ビットの秘密鍵と 64ビットの IVを持つ．提案手法では条件として，39ビットの鍵と 24
ビットの IVを固定する．さらに鍵と IVが関連する条件が一つ存在する．提案手法による
条件付差分特性は 240個のweak keyを持つ．結果としてGrain v1に対して 232個の選択 IV
から 114段の識別攻撃が得られる．114段の識別攻撃に利用するキーストリームの差分の
偏りについて理論的な確認を行う．さらに識別攻撃を利用した鍵回復攻撃を提案する．鍵
と IVが関連する条件と識別攻撃の成立の関係から，鍵の情報が 1ビット得られる．233の
計算量で 1ビットの鍵回復攻撃が成立する．さらに残りの 40ビットのweak keyを全数探
索することで，41ビットの鍵が計算量 240.01で復元できる．表 5.1に本研究の結果を示す．
5.2 Grain v1とその解析
5.2.1 ストリーム暗号Grain v1
Grain v1は 2005年にHell，Johansson，Meierによって提案されたハードウェア指向のス
トリーム暗号である [23]．Grain v1は二つのシフトレジスタから構成されており，80ビッ
トの秘密鍵 Kと 64ビットの初期化ベクトル IV を持つ．図 5.1に Grain v1の構成を示す．
80ビットの線形帰還シフトレジスタ (LFSR:Linear Feedback Shift Register)により更新され
る状態を (s0, s1, . . . , s79)，80ビットの非線形帰還シフトレジスタ (NLFSR)により更新され
る状態を (b0, b1, . . . , b79)とおく．状態 sおよび bのインデックスを i(0 ≤ i ≤ 79)とおく．
段数を tとおく．よって st
i
および bt
i
は t段目の内部状態のビットを表す．Grain v1の更新
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図 5.1: Grain v1の構成
関数は以下で与えられる．
st+179 = f (s
t)
= st0 ⊕ st13 ⊕ st23 ⊕ st38 ⊕ st51 ⊕ st62
bt+179 = s
t
0 ⊕ g(bt)
= st0 ⊕ bt0 ⊕ bt9 ⊕ bt14 ⊕ bt21 ⊕ bt28 ⊕ bt33 ⊕ bt37 ⊕ bt45 ⊕ bt52 ⊕ bt60 ⊕ bt62
⊕ bt9bt15 ⊕ bt33bt37 ⊕ bt60bt63
⊕ bt21bt28bt33 ⊕ bt45bt52bt60
⊕ bt9bt28bt45bt63 ⊕ bt15bt21bt60bt63 ⊕ bt33bt37bt52bt60
⊕ bt9bt15bt21bt28bt33 ⊕ bt37bt45bt52bt60bt63
⊕ bt21bt28bt33bt37bt45bt52
キーストリームの出力関数は以下のとおりである．
zt =
∑
j∈A
btj ⊕ h(bt63, st3, st25, st46, st64)
= bt1 ⊕ bt2 ⊕ bt4 ⊕ bt10 ⊕ bt31 ⊕ bt43 ⊕ bt56 ⊕ bt63 ⊕ st25
⊕ st3st64 ⊕ st46st64 ⊕ bt63st64 ⊕ st3st25st46 ⊕ st3st46st64
⊕ bt63st3st46 ⊕ bt63st25st46 ⊕ bt63st46st64
ここでA = {1, 2, 4, 10, 31, 43, 56}である．
Grain v1は鍵初期化部とキーストリーム生成部から構成される．初めにNLFSRに Kを，
LFSRに IV を入力する．LFSRの残りのビットには 1を入力する．図 5.2に鍵初期化部の
構成を示す．鍵初期化部では Kおよび IV を撹拌し，内部状態の初期化を行う．鍵初期化
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図 5.2: 鍵初期化部の構成
部での更新関数は以下のとおりである．
zt =
∑
j∈A
btj ⊕ h(bt63, st3, st25, st46, st64)
st+179 = f (s
t) ⊕ zt
bt+179 = s
t
0 ⊕ g(bt) ⊕ zt
更新は 160回行われる．
5.2.2 条件付差分解読法
2010年にKnellwolfらが条件付差分解読法を提案した [25]．条件付差分解読法は差分解
読法の一種である，NLFSR型ストリーム暗号の解析に適している．この攻撃では差分の
拡散を妨げるように秘密鍵や IVに条件を設定し，最初に出力されるキーストリームにお
ける差分の biasを観測する．観測された biasを用いて識別攻撃などを行う．この攻撃に
ついて簡単に述べる．図 5.3に概要を示す．IVに 1ビットの差分を入力したとき，鍵初期
化における更新関数によって差分が拡散する．攻撃者は鍵初期化処理における差分の拡散
を観測する．このとき，差分の拡散を抑制するように初期状態の条件の解析を行う．この
ようにして条件付差分特性を取得し，キーストリームにおける識別攻撃を構成する．Grain
v1への適用例として，Knellwolfらは 97段までの識別攻撃および鍵回復攻撃を実験的に示
した．さらに 104段に拡張した攻撃を示した．Banikは 97段の結果に対して理論的な定義
を与え [46]，識別攻撃および鍵回復攻撃を 105段に改良した [44]．Sarkarは同様の手法を
用いて 106段の識別攻撃を示した [45]．
Knellwolfは関連鍵設定における条件付差分解読法を提案している [43]．手法の概要を
図 5.4に示す．この手法では条件付差分特性を取得するために，順方向の鍵初期化処理と
逆方向の鍵初期化処理を用いて解析を行っている．
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図 5.3: 従来手法の概要 (single-key setting)
5.3 新しい条件付差分解読法
従来の攻撃は条件付差分特性を得るために鍵初期化について順方向と逆方向の両方を解
析する．逆方向の解析において，条件の数が少なくなるように条件を決定している．しか
しながら，初期状態に多くの差分が拡散してしまう．したがって，この技術は関連鍵設定
においてのみ利用されている．本節では，関連鍵設定に基づいていない場合において鍵初
期化処理の両方向の解析が有効であることを示す．図 5.5に提案手法の概要を示す．
5.3.1 鍵初期化処理における差分の拡散
一般的に更新関数は線形関数と非線形関数に分解できる．NLFSR型ストリーム暗号の
内部状態を S，S のインデックスを j(0 ≤ j ≤ jMAX)とおく．T 段目の内部状態ビット
は S T
j
で表す．内部状態 S において，線形演算で利用されるビットのインデックスの集合
を Aとし，Aにインデックスが含まれる内部状態ビットの集合を S Aとおく．具体的には
S A = [S j0 , S j1 , . . . , S jl]，ただし A = { j0, j1, . . . , jl}と表される．同様に内部状態 S におい
て，非線形演算で利用されるビットのインデックスの集合を Bとし，Bにインデックスが
含まれる内部状態ビットの集合を S Bとおく．線形関数および非線形関数を fAと fBで表
記する．NLFSR型ストリーム暗号の更新関数は
S T+1jMAX = S
T
0 ⊕ fA(S TA) ⊕ fB(S TB)
となる．上式より，逆方向の更新関数は
S T0 = S
T+1
jMAX
⊕ fA(S TA) ⊕ fB(S TB)
で表される．図 5.6に逆方向の更新関数の例を示す． S T+1
jMAX
の差分を ∆S T+1
jMAX
とする．この
とき，∆S T+1
jMAX
は
∆S T+1jMAX = ∆S
T
0 ⊕ ∆ fA(S TA) ⊕ ∆ fB(S TB)
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図 5.4: 従来手法の概要 (related-key setting)
から計算される．ただし，∆S T
0
，∆ fA(S TA)，∆ fB(S TB)はそれぞれ S T0， fA(S TA)， fB(S TB)の差
分を表している．よって ∆S T
0
は
∆S T0 = ∆S
T+1
jMAX
⊕ ∆ fA(S TA) ⊕ ∆ fB(S TB)
から計算される．逆方向において，∆S T+1
jMAX
および S T
A
，S T
B
中の内部状態ビットが同時に差
分を持つ場合，既に差分が内部状態全体に拡散していると考えられる．したがって，この
ような場合は解析を行わない．S Bに差分ビットが存在した場合，非線形演算を経るため
∆ fB(S B)の出力が不明になる．このとき，更新ビットの差分について以下の 4つのケース
が考えられる．
Case 0 ∆ fA(S A) = 0 and ∆ fB(S B) = 0
Case 1 ∆ fA(S A) = 1 and ∆ fB(S B) = 0
Case 2 ∆ fA(S A) = 0 and ∆ fB(S B) = unknown
Case 3 ∆ fA(S A) = 1 and ∆ fB(S B) = unknown
順方向の解析においては，差分の拡散を観測する．逆方向の解析においては条件を設定し，
条件付差分特性の探索を行う．Case 0においては差分の拡散は発生しない．図 5.7に逆方
向における Case 1，2，3を示す．∆S T+1
jMAX
= 0の場合を考える．Case 1において，∆S T
0
= 1
のように差分が拡散する．Case 2において，∆ fB(S B) = 0を満たすように条件を設定し，
差分の拡散を防止する．これらは従来手法と同様である．一方で，Case 3において従来と
は異なるアプローチを取る．
48
NLFSR δ
Key initialization
NLFSRδ δ
Inverse key initialization
NLFSRδ δδ
c : condition
感
横に二つ並べる 差分特性と条件設定
NLFSR
NLFSR
Propagation differences Analyzing conditions
δ : difference
cc c
NLFSR c
Analyzing conditions on state bits
such that the number of differences 
becomes as few as possible 
in the initial state
図 5.5: 提案手法の概要
5.3.2 Case 3の解析
簡単のために，8ビットのNLFSR型ストリーム暗号を考える．内部状態ビットを S j(0 ≤
j ≤ 7)とおく．T 段目の内部状態ビットは S T
j
で表す．逆方向の更新関数を以下のように
定義する．
S T−10 = S
T
7 ⊕ S T2 ⊕ S T2 S T4 S T5 (5.1)
この場合， fA(S A) = S T2， fB(S B) = S T2 S T4 S T5 となる．内部状態ビットの差分を ∆S Tj とする．
従来手法における Case 3の解析
Case 3において，従来手法は ∆ fB(S B) = 0を満たすように条件を設定し，∆S T−10 = 1の
ように差分を拡散する．式 (5.1)を用いて Case 3の処理を説明する．∆S T
2
= 1と仮定した
場合，∆ fB(S B) = ∆(S T2 S T4 S T5 )は未知となる．このとき従来手法では
S T4 S
T
5 = 0
を満たすように条件を設定する．この場合，差分 ∆S T−1
0
= 1が拡散する．したがって，差
分の拡散が抑制されないため，初期状態全体に差分が拡散する．
提案手法における Case 3の解析
Case 3において，我々は差分の拡散を抑制するように条件を設定し，初期状態における
差分の数を可能な限り少なくする．二つのルールを考える．一つ目は，∆ fB(S B) = 0を満
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図 5.6: 逆方向の更新関数
たすように条件を設定することにより差分を拡散する．この拡散させた差分を後のラウン
ドで Case 1の発生を回避するために利用する．二つ目は，∆ fB(S B) = 1とを満たすように
条件を設定することにより S T−1
0
への差分の拡散を妨げる．条件の設定には 5.3.3項で後述
する定理 2を利用する．内部状態ビットに既に条件が設定されている場合は，その値を差
分の計算に利用する．式 (5.1)を用いて ∆ fB(S B) = 1の場合の処理を説明する．∆S T2 = 1と
仮定した場合，∆ fB(S B) = ∆(S T2 S T4 S T5 )は未知となる．このとき
S T4 S
T
5 = 1
を満たすように条件を設定する．具体的には S T
4
= 1，S T
5
= 1という二つの条件を設定す
る．この場合，S T−1
0
への差分の拡散を防ぐことができる．上述の通り，従来手法では一つ
の条件を設定し，S T−1
0
へ差分を拡散している．提案手法では，従来より多くの条件が必要
になるが，内部状態への差分の拡散を抑制することができる．
我々は上記の二つのルールを利用して，最終的に初期状態への差分の拡散を抑制する．
結果として，初期状態における差分の数を減らすことができるため，関連鍵設定なしに条
件付差分特性を取得することが可能である．しかしながら多くの条件が必要となるため，
発見された特性は weak-key settingにおいて有効に働く．
5.3.3 ∆ fB(S B) = 1に対する条件
内部状態において j ∈ Bである S j に差分が入力されている場合，∆ fB(S B)の出力は不
明になる．もし S B における他のビットの値が既知であれば，未知の出力差分の値を決
定することができる．非線形演算における差分と内部状態ビットの間の関係について述
べる． j ∈ Bであるポインタを j0, j1, . . . , jn とおく．S j0 , S j1 , . . . , S jn における差分をそれ
ぞれ ∆S j0 ,∆S j1 , . . . ,∆S jn と表記する．また非線形演算 S j0 ∧ S j1 ∧ . . . ∧ S jn の出力差分を
∆(S j0 ∧ S j1 ∧ . . . ∧ S jn)とおく．よって ∆(S j0 ∧ S j1 ∧ . . . ∧ S jn)は ∆ fB(S B)に相当する．S B
における差分の数をm(1 ≤ m ≤ n − 1)とする．非線形演算と内部状態の間に以下のような
関係が存在する．
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図 5.7: 逆方向の鍵初期化処理における差分の拡散
定理 2. 差分および内部状態の値について ∆S j0 = ∆S j1 = · · · = ∆S jm−1 = 1 と ∆S jm =
∆S jm+1 = · · · = ∆S jn = 0 を仮定した場合，条件とし S j0 = S j1 = · · · = S jm−1 および
S jm = S jm+1 = · · · = S jn = 1を設定する．このとき，∆(S j0 ∧ S j1 ∧ · · · ∧ S jn) = 1となる．
証明. 差分を含む非線形演算を考える．この演算は
fB(S B) ⊕ ∆ fB(S B)
= (S j0 ⊕ ∆S j0) ∧ (S j1 ⊕ ∆S j1) ∧ · · · ∧ (S jn ⊕ ∆S jn)
= (S j0 ∧ S j1 ∧ · · · ∧ S jn) ⊕ ∆(S j0 ∧ S j1 ∧ . . . ∧ S jn)
と表せる．このとき，∆S j0 = ∆S j1 = · · · = ∆S jm−1 = 1，∆S jm = ∆S jm+1 = · · · = ∆S jn = 0，
S j0 = S j1 = · · · = S jm−1 , and S jm = S jm+1 = · · · = S jn = 1と仮定しても一般性を失わない．式
∆ fB(S B) = ∆(S j0 ∧ S j1 ∧ . . . ∧ S jn)は
∆ fB(S B) = ∆(S j0 ∧ S j1 ∧ · · · ∧ S jn)
= ∆S j0 ∧ ∆S j1 ∧ · · · ∧ ∆S jm−1
∧ S jm ∧ S jm+1 ∧ · · · ∧ S jn = 1
となる．したがって，∆S j0 = ∆S j1 = · · · = ∆S jm−1 = 1 と仮定した場合，S j0 = S j1 =
· · · = S jm−1 and S jm = S jm+1 = · · · = S jn = 1 のように条件を設定する．結果として，
∆(S j0 ∧ S j1 ∧ · · · ∧ S jn) = 1が得られる． □
差分の個数が 1 < mの場合，S j0 , S j1 , . . . , S jm−1 は差分と条件の両方を持つ．この場合，
条件付差分特性を得るためにより強力な仮定が必要となるため，解析には利用できない．
したがって m = 1の場合のみを考える．
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5.4 Grain v1に対する識別攻撃および鍵回復攻撃
本節では Grain v1に対する識別攻撃および鍵回復攻撃について述べる．5.3節で述べた
手法を利用して条件付差分特性を構成する．その条件付差分特性を利用して識別攻撃を得
る．提案手法により weak-key settingにおいて 114段の識別攻撃が理論的に取得する．ま
た 232個の選択 IVから実験的に提案する識別攻撃を確認する．さらに鍵回復攻撃につい
て述べる．先述の識別攻撃によりランダムに選択した鍵と weak keyとを識別する．weak
keyを識別したのち，鍵と IVの間の条件より 1ビットの鍵の情報を復元する．
Grain v1のアルゴリズムより，逆方向の鍵初期化のアルゴリズムは
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i
，bt′
i
，zt′ の差分をそれぞれ ∆st′i ，∆bt
′
i
，∆zt′ とおく．
5.4.1 条件付差分特性の構成
逆方向の鍵初期化を解析し，条件付差分特性を取得する．非線形演算に利用されるビッ
トに差分が入力された場合，初期状態における差分の数が少なくなるように条件を探索す
る．本論文では，逆方向の鍵初期化について 24段の解析を行い，条件付差分特性を得る．
表 5.2に全てのラウンドにおける差分の位置を示す．表 5.2より，非線形演算に利用され
る差分の位置は (s2)，(s24)，(s45)である．後述する 5.5.1項において，それぞれの位置の
差分について条件の決定方法を説明する．
内部状態の条件は s0
4
= 0，s0
25
= 0，s0
44
= 0，s0
65
= 1，s0
68
= 1，b3
79
= 0，b6
79
= 0，s4
79
= 1
となる．このうち b3
79
= 0，b6
79
= 0，s4
79
= 1を満たすために初期状態に条件を設定する．
5.5.2項に上記を満たす条件を決定する方法を後述する．結果として内部状態の条件は以
下のように与えられる．
• Condition of both key and IV: k13 = x54
• Condition k = 0: k3, k4, k6, k7, k9, k11, k12, k14, k15, k16, k19, k23, k26, k30, k33, k34, k35, k36,
k38, k39, k42, k45, k46, k47, k48, k50, k54, k57, k58, k59, k61, k62, k64, k65, k66, k67, k68
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表 5.2: Positions of differences for the weak-key setting
Round Positions on the LFSR Round Positions on the LFSR
0 s1, s22, s47 12 s10, s35
1 s0, s21, s46 13 s9, s34
2 s20, s45 14 s8, s33
3 s19, s44 15 s7, s32
4 s18, s43 16 s6, s31
5 s17, s42 17 s5, s30
6 s16, s41 18 s4, s29
7 s15, s40 19 s3, s28
8 s14, s39 20 s2, s27
9 s13, s38 21 s1, s26
10 s12, s37 22 s0, s25
11 s11, s36 23 s24
• Condition k = 1: k2, k5
• Condition x = 0: x2, x4, x6, x8, x15, x16, x18, x25, x26, x27, x28, x30, x40, x41, x43, x44, x48, x49,
x51, x53, x56
• Condition x = 1: x3, x5
これらの条件は発見的に得られたものである．条件より weak keyおよび IVは 40ビット
の自由に選択可能な領域を持つ．この領域におけるビットを free bitと呼ぶ．結果として，
逆方向の解析により 24段の条件付差分特性を構成する．
順方向の鍵初期化処理において差分の拡散を観測し，キーストリームにおいて特徴的な
差分 ∆zt′ を探索する．s23に差分を入力した場合，47段の差分特性が得られる．この場合，
特徴的な差分として ∆z47 = 1を取得する．
両方向の解析から得られた差分特性を結合する．したがって，71(24+47)段の条件付差
分特性が得られる．この特性は確率 1で発生する．
条件付差分特性の拡張を考える．このとき条件付差分特性において，キーストリームを
出力する内部状態における既知差分の数から特性を評価する．一定の段数だけ延長した後
に，出力関数に多くの既知差分が入力されていれば，その特性を識別攻撃を得るために利
用する．本研究では，114段の条件付差分特性を利用する．図 5.8に 114段の条件付差分
特性を示す．図中の黒点が既知の差分を，灰色の点が未知の差分を表す．
5.4.2 114段の識別攻撃
114段の条件付差分特性を利用した識別攻撃について述べる．このとき，最初に出力さ
れるキーストリームを z114 とおく．5.4.1項で取得した条件付差分特性を利用し，キース
トリームの差分が ∆z114 = 0に偏っていることを発見する．差分を用いた識別攻撃につい
て説明する．内部状態を X0とおく．X0に条件を設定した鍵および IVを入力する．X0に
差分を入力した状態を X′
0
とおく．X0および X′0から初めに出力される差分をそれぞれ Z0，
Z′
0
とおく．Z0と Z′0の排他的論理和をとることでキーストリームの差分を得る．IVの値を
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図 5.8: 114段の条件付差分特性
ランダムに変更し，キーストリームの差分を観測する．結果として，114段の初期化の後
に初めて出力されるキーストリームの差分の値について偏りを発見する．理論的な確率は
0.500119となる．詳細は後述する．
正規分布により識別攻撃に利用するバイアスの妥当性を評価する．正規分布における上
側累積確率は以下のように導出される．
Q(y, µ, σ) =
1√
2πσ
∫ ∞
y
e
− 1
2
(
t−µ
σ
)2
dt
ここで y，µ，σはそれぞれパーセント点，平均，標準偏差を表している．N個の選択 IV
を利用する場合，µ = N
2
，σ2 = N
4
となる．パーセント点 yごとに上側累積確率を計算する．
上側累積確率が 2−80 より小さくなる場合，分布の偏りが妥当であると判断する．正規分
布によるキーストリームの差分の確率を Pr(∆z114 = 0)ndとおく．提案手法により得られた
Pr(∆z114 = 0)が Pr(∆z114 = 0)ndより大きければ，妥当な biasであると考える．
キーストリームの差分がランダムに分布する場合に 232のサンプル数で分布を導出する．
このとき平均，分散，標準偏差はそれぞれ 231，230，215となる．これらの値による正規
分布において Pr(∆z114 = 0)nd ≥ 0.500078となる確率は 2−80より小さくなる．従ってバイ
アスの確率が 0.500078より大きければバイアスとして妥当であると考えられる．提案手
法により観測された偏りは Pr(∆z114 = 0) ≈ 0.500119である．以上より実験値，理論値と
もに妥当であるといえる．このようにしてGrain v1において，Pr(∆z114 = 0)の偏りを用い
ることでランダムな出力との識別が可能である．
5.4.3 識別攻撃の評価実験
識別攻撃の評価実験を行う．5.4.1項に示した条件を満たす 232個の IVを利用してキー
ストリームの差分のバイアスの観測を行う．114段の鍵初期化処理の後に初めて出力され
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るキーストリームの差分の偏りを観測する．128通りの条件を満たす鍵に対して同様の実
験を行った結果，Pr(∆z114 = 0)の最小値が 0.500127となる．よって識別攻撃は実験的にも
確認できる．
5.4.4 ∆z114 = 0の確率の理論的な評価
∆z114 = 0の確率 Pr(∆z114 = 0)を計算する．z114は以下のように生成される．
z114 = b
114
1 ⊕ b1142 ⊕ b1144 ⊕ b11410 ⊕ b11431 ⊕ b11443 ⊕ b11456 ⊕ b11463 ⊕ s11425
⊕ s1143 s11464 ⊕ s11446 s11464 ⊕ b11463 s11464
⊕ s1143 s11425 s11446 ⊕ s1143 s11446 s11464 ⊕ b11463 s1143 s11446
⊕ b11463 s11425 s11446 ⊕ b11463 s11446 s11464
114段の条件付差分特性より，∆z114は ∆b11410 ，∆b11431 ，∆b11443 ，∆b11456 ，∆b11463 ，∆s11446 ，∆s11464
から構成される．このとき，∆b114
31
= 1であり，その他の差分は未知である．以上から∆z114
は
∆z114 = ∆b
114
10 ⊕ ∆b11431 ⊕ ∆b11443 ⊕ ∆b11456 ⊕ ∆b11463
⊕ ∆(s1143 s11464 ) ⊕ ∆(s11446 s11464 ) ⊕ ∆(b11463 s11464 )
⊕ ∆(s1143 s11425 s11446 ) ⊕ ∆(s1143 s11446 s11464 )
⊕ ∆(b11463 s1143 s11446 ) ⊕ ∆(b11463 s11425 s11446 ) ⊕ ∆(b11463 s11446 s11464 )
から算出される．
値が未知の差分について解析を行い，その確率を算出する．解析の過程は以下の通り
である．初めに，それぞれの差分について拡散の過程を遡ることによって未知差分の確
率を解析する．具体的には，∆b114
10
= ∆b45
79
，∆b114
43
= ∆b78
79
，∆b114
56
= ∆b91
79
，∆b114
63
= ∆b98
79
，
∆s114
46
= ∆s81
79
，∆s114
64
= ∆s99
79
のように遡ることができる．それぞれのビットに関して，未知
差分の原因となる箇所まで遡り，更新関数に基づいて解析を行う．更新関数は線形演算と
非線形演算に分解できる．線形演算および非線形演算の差分をそれぞれ ∆(linear)および
∆(nonlinear)とおく．∆(nonlinear)については，定理 2より，内部状態の値ごとに差分を決
定することができる．このとき内部状態の取りうる全てのパターンについて差分を計算し，
∆(nonlinear)の確率を導出する．確率 Pr(∆(nonlinear) = 0)は ∆(nonlinear) = 0となった回
数と全体のパターン数から得られる．確率 Pr(∆(nonlinear) = 1)は 1− Pr(∆(nonlinear) = 0)
から得られる．∆(linear)については，その原因となる入力から差分の確率を得る．以上
から ∆(linear)および ∆(nonlinear)の確率を計算する．これは ∆zの確率についても同様で
ある．
条件付差分特性を解析した結果，∆z40，∆z44，∆z50が ∆z114に強く影響していることが
確認された．これらは全て未知の値である．はじめに ∆z40，∆z44，∆z50 の値について確
率を計算する．次にこれらの値について場合分けを行い，それぞれの場合について ∆b114
10
，
∆b114
43
，∆b114
56
，∆b114
63
，∆s114
46
，∆s114
64
の値の確率を計算する．最後に ∆z114の値について確
率を計算する．結果として，Pr(∆z114 = 0) ≈ 0.500119が得られる．したがって，提案する
識別攻撃は理論的にも確認できる．
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5.4.5 鍵回復攻撃
識別攻撃を用いた鍵回復攻撃について検討する．内部状態の更新値 s4
79
は
s479 = s
0
3 ⊕ s06 ⊕ s016 ⊕ s026 ⊕ s028 ⊕ s041 ⊕ s049 ⊕ s054 ⊕ 1
⊕ b04 ⊕ b05 ⊕ b07 ⊕ b013 ⊕ b034 ⊕ b046 ⊕ b059
⊕ s06s028s049 ⊕ s06s049 ⊕ b066s06s049 ⊕ b066s028s049 ⊕ b066s049
で与えられる．5.4.1節に示した条件より，s4
79
は
s479 = s
0
54 ⊕ b013 ⊕ 1
のように変形される．鍵および IVをそれぞれ kと xとおく．ランダムに選択した鍵から
識別攻撃の成立が確認できた場合，秘密鍵が 5.4.1項に示した条件を満たしていると考え
られる．そのとき，以下の等式が得られる．
k13 = x54
攻撃者は x54を任意に選択可能である．したがって IVを任意に選択して distinguisherを観
測することにより，上記の等式より，1ビットの鍵の情報が復元できる．1ビットの鍵回
復に要する計算量は 232 + 232 = 233となる．残りの 40ビットの weak keyを全数探索する
ことで，41ビットの鍵回復が計算量 233 + 240 ≈ 240.01で成立する．
5.5 逆方向の解析における条件設定
Grain v1に対する条件設定方法について述べる．逆方向の更新関数より差分の拡散に関
する等式は
∆zt = ∆b
t+1
0 ⊕ ∆bt+11 ⊕ ∆bt+13 ⊕ ∆bt+19 ⊕ ∆bt+130 ⊕ ∆bt+142 ⊕ ∆bt+155 ⊕ ∆bt+162 ⊕ ∆st+124
⊕ ∆(st+12 st+163 ) ⊕ ∆(st+145 st+163 ) ⊕ ∆(bt+162 st+163 )
⊕ ∆(st+12 st+124 st+145 ) ⊕ ∆(st+12 st+145 st+163 )
⊕ ∆(bt+162 st+12 st+145 ) ⊕ ∆(bt+162 st+124 st+145 ) ⊕ ∆(bt+162 st+145 st+163 )
∆st0 = ∆s
t+1
12 ⊕ ∆st+122 ⊕ ∆st+137 ⊕ ∆st+150 ⊕ ∆st+161 ⊕ ∆st+179 ⊕ ∆zt
∆bt0 = ∆s
t
0 ⊕ ∆bt+18 ⊕ ∆bt+113 ⊕ ∆bt+120 ⊕ ∆bt+127 ⊕ ∆bt+132 ⊕ ∆bt+136 ⊕ ∆bt+144 ⊕ ∆bt+151 ⊕ ∆bt+159
⊕ ∆bt+161 ⊕ ∆bt+179
⊕ ∆(bt+18 bt+114 ) ⊕ ∆(bt+132 bt+136 ) ⊕ ∆(bt+159 bt+162 )
⊕ ∆(bt+120 bt+127 bt+132 ) ⊕ ∆(bt+144 bt+151 bt+159 )
⊕ ∆(bt+18 bt+127 bt+144 bt+162 ) ⊕ ∆(bt+114 bt+120 bt+159 bt+162 ) ⊕ ∆(bt+132 bt+136 bt+151 bt+159 )
⊕ ∆(bt+18 bt+114 bt+120 bt+127 bt+132 ) ⊕ ∆(bt+136 bt+144 bt+151 bt+159 bt+162 )
⊕ ∆(bt+120 bt+127 bt+132 bt+136 bt+144 bt+151 ) ⊕ ∆zt
となる．
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5.5.1 差分による条件設定
∆s2 = 1のとき，差分の拡散式は
∆(s2s63) ⊕ ∆(s2s24s45) ⊕ ∆(s2s45s63) ⊕ ∆(b62s2s45)
となる．線形演算の差分 ∆(linear)が 0のとき，内部状態に b62 = 0，s24 = 0，s45 = 1，
s63 = 1を条件として設定する．このとき非線形演算の差分は
∆(s2s63) ⊕ ∆(s2s24s45) ⊕ ∆(s2s45s63) ⊕ ∆(b62s2s45)
= 1 ⊕ 0 ⊕ 1 ⊕ 0 = 0
となる．∆(linear) = 1のとき，内部状態に b62 = 1，s24 = 0，s45 = 1，s63 = 1を条件とし
て設定する．このとき非線形演算の差分は
∆(s2s63) ⊕ ∆(s2s24s45) ⊕ ∆(s2s45s63) ⊕ ∆(b62s2s45)
= 1 ⊕ 0 ⊕ 1 ⊕ 1 = 1
となる．以上より ∆s0 = 0となる．
∆s24 = 1のとき差分の拡散式は
∆(s2s24s45) ⊕ ∆(b62s24s45)
となる．このとき内部状態に b62 = 0，s2 = 0，s45 = 1を条件として設定する．非線形演
算の差分は
∆(s2s24s45) ⊕ ∆(b62s24s45) = 0 ⊕ 0 = 0.
となる．以上より ∆s0の値は ∆(linear)に依存する．
∆s45 = 1のとき差分の拡散式は
∆(s45s63) ⊕ ∆(s2s24s45) ⊕ ∆(s2s45s63) ⊕ ∆(b62s2s45)
⊕ ∆(b62s24s45) ⊕ ∆(b62s45s63)
となる．このとき内部状態に b62 = 0, s2 = 0, s24 = 0, and s63 = 1を条件として設定する．
非線形演算の差分は
∆(s45s63) ⊕ ∆(s2s24s45) ⊕ ∆(s2s45s63) ⊕ ∆(b62s2s45)
⊕ ∆(b62s24s45) ⊕ ∆(b62s45s63)
= 1 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 ⊕ 0 = 1
となる．以上より ∆s0の値は ∆(linear)に依存する．
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5.5.2 内部状態ビットによる条件設定
逆方向の解析において内部状態に設定された条件がシフトレジスタの端に来た場合，そ
の条件が更新に利用されることで値が見えなくなる．この値は順方向の更新値であるので，
その条件を満たすように更新関数から値を設定する必要がある．非線形演算における条件
は以下のように与えられる．a，b，cを内部状態のビットとする．abcが上記の値の非線
形演算を表す．
• aが free bitならば，a = 0とする．
• a = 1かつ bが free bitならば，b = 0とする．
• a = b = 1かつ cが free bitならば，c = 0とする．
他の次数の非線形演算についても同様に設定する．s2s63は以下のように条件を設定する．
• s2が free bitならば，s2 = 0とする．
• s2 = 1かつ s63が free bitならば， s63 = 1とする．
これは Grain v1において条件が s0
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= s0
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= · · · = s0
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= 1を満たす必要があるからである．
5.6 結言
本章では，新しい条件付差分解読法を提案した．提案手法は従来の related-key settingに
おける手法に着目し，改良を行った．鍵初期化の順方向と逆方向の処理の両方における差
分の拡散から，条件付差分特性を取得する．逆方向においては，初期状態への差分の拡散
を抑制するように条件を解析し，中間状態と初期状態の間の条件付差分特性を探索した．
順方向においては，差分の拡散を観測し，中間状態とキーストリームの間の差分特性を探
索した．これらを結合し，初期状態とキーストリームの間の条件付差分特性を得た．提案
手法を Grain v1に適用し，識別攻撃および鍵回復攻撃を提案した．結果として weak-key
settingにおいて識別攻撃が理論的かつ実験的に確認できた．さらに weak-keyの領域に含
まれる鍵について，識別攻撃を用いて 1ビットの鍵回復攻撃を実行した．
NLFSR型のストリーム暗号はアルゴリズムの巻き戻しが可能であるため，提案手法が
様々な NLFSR型のストリーム暗号に適用されることが期待できる．
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第6章 結論
本論文では代表的なストリーム暗号の 1つである RC4およびNLFSR型のストリーム暗
号に着目し，その安全性を解読法の議論によって評価した．さらに RC4を利用したシス
テムの 1つであるWEPについて，その安全性向上手法を提案した．本研究は 3つのテー
マから成る．それらは，SSL/TLSにおける RC4の新しい平文回復攻撃 (第 3章)，安全か
つ高速なWEPの運用方法 (第 4章)，NLFSR型ストリーム暗号に対する条件付差分解読法
(第 5章)である．
第 3章では，SSL/TLSにおける RC4に対する効率的な平文回復攻撃を提案した．Van-
hoef らの攻撃に着目し，single-byte bias と double-byte bias を同時に利用する手法を構
築した．復元対象の平文を {P89, P90, . . . , P96}, {P113, P114, . . . , P120}, {P161, P162, . . . , P168},
{P201, P202, . . . , P208}として，提案手法の有効性を確認する実験を行った．提案手法を対象
の平文全ての復元に成功する確率で評価した．結果として，平文バイトがランダムに分布
しているという仮定において，229の暗号文から {P113, P114, . . . , P120}全体を約 0.961の確
率で復元することができた．これは従来の最も効率の良い攻撃である ABPPS attackより
高い確率である．したがって，提案手法が従来より有効な攻撃であることが確認できた．
RC4のようにキーストリームの乱数性が不十分であるストリーム暗号の解析に提案手法
が適用されることを期待する．
第 4章では，安全なWEPの運用方法を提案した．Klein攻撃，Korek攻撃，SVV 10 bias
の条件が成立しない IVの集合を示し，改良 Strong IVとして定義した．WEPにおける改
良 Strong IVの効率的な生成方法を提案した．提案手法により 100,000パケットの通信を
安全に行うことができる．計算機実験により，提案手法を用いた場合におけるWEPの暗
号化に必要な時間の評価を行った．結果として，WEPと比べて 1.1から 1.2倍の時間が必
要であることが確認できた．したがって，提案手法はWEPと同等の速度かつ安全な通信
を実現できるといえる．提案手法は IVの判定プロセスおよび鍵の更新プロセスをファー
ムウェアの更新によって従来の機器に導入可能である．
統計的性質に基づく鍵回復攻撃より，今後提案される攻撃も Klein攻撃の条件を利用す
ると考えられる．提案手法は，そのような攻撃も防ぐことが可能であると考えられる．
第 5章では，NLFSR型ストリーム暗号に対する新しい条件付差分解読法を提案した．提
案手法は従来の related-key settingにおける手法に着目し，related-keyの仮定なしに条件付
差分特性を取得する方法を提案した．鍵初期化の順方向と逆方向の処理の両方における差
分の拡散から，条件付差分特性を取得する．1ビットの差分が入力された中間状態を仮定
し，中間状態と初期状態の間の条件付差分特性を逆方向の鍵初期化により解析した．同様
に中間状態とキーストリームの間の差分特性を順方向の鍵初期化により解析した．これら
を結合し，初期状態とキーストリームの間の条件付差分特性を得た．提案手法をGrain v1
に適用し，識別攻撃および鍵回復攻撃について議論を行った．結果としてweak-key setting
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において 114段の Grain v1に対する識別攻撃が理論的かつ実験的に確認できた．さらに
weak-keyの領域に含まれる鍵について，識別攻撃を用いた 41ビットの鍵回復攻撃が確認
できた．
NLFSR型のストリーム暗号は鍵初期化部の巻き戻しが可能であるため，提案手法が様々
な NLFSR型のストリーム暗号に適用されることが期待できるといえる．
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