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тематиЧесКая КлассиФиКаЦия  
УКраинояЗыЧныХ теКстов, трУдности ее внедрения
Построены классификаторы украиноязычных текстов методами Random Forest Classifier, Support Vector Ma-
chines, Naive Bayes Сlassifier.и Logistic Regression. Для тренировки этих классификаторов использовался метод 
контролированного обучения. Суть этого метода заключается в том, что для обучения используется уже готовый 
классифицированный набор текстов, в качестве которого выступают тексты Брауновский корпуса украинского 
языка. Лучшие результаты показала модель для классификации украиноязычных текстов на основе метода опорных 
векторов. Ее средняя точность — 0,80.
Ключевые слова:  классификатор текстовых документов, корпус документов, метод контролированного обучения.
введение
Одной из важных задач искусственного интел-
лекта, информационного поиска и систем тек-
стовой обработки есть задача классификации . 
В статье под классификацией понимаем сор- 
тировку текстовых документов по заданным 
тематикам . 
При разработке классификаторов исполь-
зуют решения информационного поиска и 
машинного обучения . Главная трудность при 
автоматической классификации текстовой 
информации в том, что документ представ-
лен на естественном языке и не относится к 
структурированным данным . 
Решений, представляющих классифика-
цию англоязычных или русскоязычных тек-
стов, много . Все они представляют алгорит-
мы для построения классификаторов тек-
стовой информации с более или менее хоро-
шими показателями полноты и точности . 
Но работ, в которых описаны алгоритмы 
построения классификатора текстов, пред-
ставленных на украинском языке, и в чем их 
особенность, авторы не нашли .
Цель статьи — построение тематическо-
го классификатора украиноязычных тек-
стов на основе Брауновского корпуса укра-
инского языка .
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постановка задачи
Пусть задан словарь W = {w1, w2, …, wN}, где 
N — это мощность словаря (количество слов, 
содержащихся в словаре) и коллекция тексто-
вых документов: D = {d1, d2, …, dM}, М — коли-
чество документов в этой коллекции . Причем 
каждый i-й документ из коллекции имеет вид: 
di = (t1, t2, …, tM,, Ck), где tj вычисляется соглас-
но векторной мере, Ck — k-я тематика i-го до-
кумента . 
Каждая тематика задается описанием: 
Fk = {f1, f2, …, fVM} . Задача классификации за-
ключается в том, чтобы найти такое отноше-
ние Rc = di X Fk, которое даст возможность от-
несения i-го документа к одной из тематик Ck .
Задача классификации текстовых доку-
ментов состоит из двух частей . Первая часть 
сформулирована выше . Вторая — это обуче-
ние классификатора . Она заключается в фор-
мировании <C, Rc, di> на основании априор-
ных данных .
априорные данные для обучения
Разработка качественного тематического 
классификатора текстовых документов со-
провождается многократным проведением 
экспериментов для обучения классификато-
ра . В процессе этого необходимо использовать 
большие наборы текстов . Для решения дан-
ной и других лингвистических задач создают 
разнообразные корпуса текстов .
Корпус текстов представляет собой элек-
тронный набор текстовых данных (dataset) 
по различным тематикам или по конкретной, 
отображающий организацию лексической си-
стемы конкретного языка по этим тематикам .
Первый такой корпус текстов был создан 
в Брауновском университете в 1960 г . Он 
включал в себя 500 текстов длинной по 2000 
символов . 
На сегодня известны такие текстовые кор-
пуса как Оксфордский корпус английского 
языка, Корпус современного американско-
го английского языка (Corpusof Contemporary 
American English, COCA) . Британский на-
циональный корпус (British National Corpus, 
BNC), Чешский национальный корпус, 
Национальный корпус русского языка, Корпус 
русских учебных текстов и др .
Самый большой англоязычный корпус — 
это Оксфордский корпус английского язы-
ка, он насчитывает 2,5 млрд словосочетаний . 
Корпус современного американского англий-
ского языка — самый крупный корпус англоя-
зычных текстов, который находиться в свобод-
ном доступе и насчитывает 445 млн словосо-
четаний . Британский национальный корпус 
являет собой эталон англоязычных текстов и 
насчитывает более 100 млн словосочетаний . 
Среди языков славянской группы выделяется 
Чешский национальный корпус, который на-
считывает 4 млн словосочетаний .
Национальный корпус русского языка со-
стоит из следующих корпусов:
 основной корпус, который включает раз-
ные тексты XVIII–XXI веков;
 синтаксический корпус (глубоко аннотиро-
ванный), содержит вместе с текстами, для каж-
дого предложения текста описание полной его 
лексической и морфологической структуры;
 параллельный корпус, в котором возмож-
но найти все переводы конкретного слова на 
русский, или с русского языка;
 газетный корпус, который состоит из но-
востной подборки и др .
К сожалению, в украинистике корпусов 
текстов, созданных для обучения текстовых 
классификаторов, поисковых машин, систем 
текстового анализа и решения других линг-
вистических задач, практически нет . Один 
из известных — Корпус украинского языка, 
созданный коллективом лаборатории ком-
пьютерной лингвистики Института филоло-
гии КНУ им . Т . Шевченко [1] . 
Этот Корпус оснащен пакетами программ, 
обеспечивающих автоматический и автома-
тизированный анализ текстов на морфем-
ном, лексическом и синтаксическом уров-
нях организации и автоматическое состав-
ление разнообразных частотных словарей . 
Непосредственно сам набор текстов для раз-
работки и обучения лингвистических алго-
ритмов авторами обнаружен не был .
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Подходя к вопросу тематической классифи-
кации, отвечающей задаче информационного 
поиска, мы считаем возможным выделить че-
тыре проекта:
  Брауновский корпус украинского языка [2];
 Большой электронный словарь украин-
кого языка [3];
  Русско-украинский словарь [4];
  LanguageTool API NLP UK [5] .
Брауновский корпус украинского языка 
(БрУК) находится в свободном доступе . Это 
дает возможность беспрепятственной работе 
с накопленной базой . Корпус насчитывает 730 
документов — файлов формата  .txt с текстом и 
описанием информации о нем . Также каждый 
файл начинается с определенной буквы, обо-
значающей класс, к которому принадлежит 
текст . Количество классов БрУК фиксирова-
но и равно девяти .
Категории текстов в БрУК и их процентное 
наполнение предоставлены в таблице .
Изучая принципы устройства БрУК и его 
категоризацию, авторы руководствовались 
трудами [6, 7] . Отметим, что в сравнении с 
оригинальным проектом Брауновского кор-
пуса его украинская интерпретация претерпе-
ла значительные изменения в связи с необхо-
димостью адаптировать категоризацию тек-
стов под язык славянской группы, который 
в лингвистическом аспекте имеет значитель-
ные отличия от групп германских языков .
построение классификаторов 
украиноязычных текстов
Исходя из сказанного, считаем возможным 
утверждать, что БрУК — единственный корпус 
украинских текстов в открытом доступе для 
Идент. Категория % Описание текстов
А Пресса 25 Репортажи, обзоры, статьи, письма в редакцию; национальные и 
региональные издания; тематические: политика, спорт, общество; 
экономика и финансы, короткие новости; культура: театр, литера-
тура, музыка, танцы
B Религиозная литература 3 Книги, периодика, брошюры
С Профессионально-
популярная литература
7 Книги и периодика: домоводство, ремесла, «сад и огород», хобби, 
ремонт и строительство, конструирование, музыка и танцы, до-
машние животные, спорт, еда и вино, путешествия, фермерство, 
рабочие профессии и т .п .
D Эстетические информа-
тивные тексты
7 Информативные тексты, не попадающие в другие категории, в 
частности, биографии, мемуары, эссе, предисловия, личные пись-
ма, художественная, критика, рекламные тексты
E Административные до-
кументы
3 Законы, правительственные акты, отчеты организаций/фондов/
компаний, официальные письма
F Научно-популярная ли-
тература
5
G Научная литература 10 Книги и периодика; естественные и гуманитарные науки, техника и инженерное дело
H Учебная литература 15 Учебники, пособия, гуманитарные и естественные науки и т .д .
I Художественные тексты
25
Романы, повести, рассказы, новеллы, по тематике: детективы, фан-
тастика, приключенческая, любовная, юмористическая и т .д .
Таблица. Категории текстов БрУК
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внедрения алгоритмов классификации украи-
ноязычных текстов . 
Для построения классификаторов украино-
язычных текстов авторами были использованы 
следующие методы и алгоритмы:Random Forest 
Classifier, Support Vector Machines, Naive Bayes 
Сlassifier. и Logistic Regression.
Random Forest Classifier — классификатор, 
использующий статистический метод решения 
задач классификации, основанный на приме-
нении решающих деревьев . Одним из досто-
инств этого классификатора является то, что 
он допускает легкое распараллеливание, что 
дает возможность применения его к обработ-
ке больших объемов данных . Также преиму-
ществами этого метода является возможность 
оценки значимости признаков в модели, высо-
кая скорость обучения и легкая интерпретация 
полученной модели . Недостатки алгоритма: 
склонность к переобучению, особенно со мно-
гими уровнями шумов, большой размер полу-
чаемых моделей классификации .
Метод опорных векторов (Support Vector 
Machines) заключается в построении разделяю-
щей гиперплоскости в пространстве классифи-
цируемых множеств и определении позиции 
входящего вектора относительно этой плоско-
сти . Этот метод используется для задач клас-
сификации текстовых документов, таких как 
назначение категорий (классов) и выявления 
спама . Метод опорных векторов также играет 
важную роль во многих областях распознавания 
рукописных цифр, таких как, например, служ-
бы автоматизации почтовой связи . Алгоритмы 
данного метода предоставляют достаточно вы-
сокую точность классификации [10] .
Наивный Байесовский классификатор 
(Naive Bayes Сlassifier) является одним из эта-
лонных, т .е . классификатором с которым срав-
нивают качество работы других классифика-
торов . Его работа основана на теореме Байеса . 
Результат данного классификатора не может 
быть улучшен, так как во всех случаях, когда 
возможен однозначный ответ, он его даст, а в 
тех случаях, когда ответ неоднозначен, резуль-
тат количественно характеризует степень этой 
неоднозначности [11] .
Методы логистической регрессии (Logistic 
Regression) основаны на анализе связей неза-
висимых переменных . Они являются обобще-
нием метода линейной регрессии с исполь-
зованием softmax-функции и применяются в 
случае, когда зависимая переменная может 
принимать только конечное множество значе-
ний . Основное отличие и преимущество тако-
го подхода от других моделей и алгоритмов   — 
оценка результата, которую можно было бы 
рассматривать как значение вероятности для 
определенного класса . Недостатком этого под-
хода есть неспособность построения гипер-
плоскости сложного вида и, как следствие, не 
очень высокая точность распознавания [12] .
Используемый авторами метод контролиро-
ванного обучения, другими словами обучение 
с учителем, необходим для тренировки (обу-
чения) всех этих классификаторов . Суть этого 
метода заключается в том, что для обучения 
используется уже готовый классифицирован-
ный набор текстов, в качестве которого будет 
выступать БрУК .
Классификаторы были реализованы при 
помощи высокоуровневого языка программи-
рования Python на системе контроля пакетов и 
дистрибутивов с открытым кодом Anaconda3 . 
При этом использовались библиотеки для ма-
шинного обучения scikit-learn с разработанны-
ми методами построения классификаторов и их 
обучения, библиотеки регулярных выражений 
и другие вспомогательные инструменты . Блок-
схема реализации классификатора представле-
на на рис . 1 .
Процесс классификации текстов структурно 
может быть подан следующими этапами:
 подготовка текстов и создание набора для 
тренировки классификаторов;
  предварительная обработка текстов:
 – удаление лишних/малозначительных 
символов и слов, которые могут некорректно 
влиять на процесс обучения;
 – лематизация слов (приведение их к 
изначальной форме);
 трансформация текста в векторное пред-
ставление;
  обучение моделей;
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 оценка качества точности моделей при по-
мощи перекрестной валидации .
Идентификаторы БрУК использовались ав-
торами в качестве меток для контролируемого 
обучения, ведь цель классификации состоит в 
том, чтобы спрогнозировать метку класса (class 
label), что является выбором из предопреде-
ленного списка возможных вариантов .
Работа с файлами: открытие текстовых до-
кументов и удаление лишней метаинформации, 
которая была добавлена к текстам БрУК, реали-
зуется авторами при помощи регулярных выра-
жений и дополнительных библиотек (re — регу-
лярные выражения, pynlple — обработка текстов, 
pandas — для манипулирования данными и их 
анализа) (рис . 2) .
Особенность работы с текстовыми данны-
ми, в отличие от численных данных состоит 
в том, что перед этапом непосредственного 
машинного обучения необходимо выполнить 
предварительную обработку, чистку текстов от 
мало информативных слов, символов, знаков 
пунктуации, ссылок, html-тегов и т .п . Это по-
пулярная практика, так как после нее точность 
работы моделей в большинстве случаев только 
возрастает, а размерность векторов, с которой 
работает эта модель, уменьшается, что влечет 
за собой уменьшение трудозатрат . Другой, не 
менее важный метод обработки текстов, лем-
матизация терминов — приведение термина 
к изначальной форме на основании грамма-
тических и морфологических правил есте-
ственного языка . Преимущества лемматиза-
ции — меньшие объемы текстов, генерация и 
рост показателей точности классификатора . 
Недостаток лемматизации — необходимость в 
словарях языка, на котором предоставляются 
текстовые документы, таким образом, проис-
ходит поиск нормальных форм для всех слов 
текста, что может существенно снизить ско-
рость работы модели .
Для лемматизации текстов БрУК исполь-
зовалась библиотека pymorphy2, которая соз-
дана для обработки русского языка, но со-
держит в себе также украинские словари для 
морфологического анализа . Также библиоте-
ка pymorphy2 предоставляет возможность уда-
лить стоп-слова из текста документа . Стоп-
слова — это слова, которые не несут смысло-
вую нагрузку текста и встречаются в каждом 
текстовом документе (предлоги, союзы и т .д .) . 
Список стоп-слов дополняется списком соб-
ственных стоп-слов (рис .3) .
Для удаления лишних тегов, ссылок, номеров 
телефонов, электронных адресов и подобного 
использовалась библиотека pynlple (рис .4) .
Для формирования вектора признаков тек-
ста, проводится частотный анализ, при ко-
тором считается количество каждого слова в 
тексте . В Сlassifier и Logistic Regression схема ча-
стотного анализа имеет следующий вид:
Рис. 1. Блок-схема построения классификатора
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   построить словарь W из всех слов, которые 
используются в изначальных текстах D;
  для каждого текста di∈D и для каждого 
термина из словаря tj∈W подсчитать число 
вхождений xij слова tj в текст Di .
Таким образом, для каждого текста ti∈W 
мы получим вектор целых неотрицательных 
чисел xi, длина которого равна количеству 
слов в словаре .
Это базовый вид метода частотного анализа 
текстов . Для текстов разного объема величина 
значений частоты х может сильно отличать-
ся, т .е . чем объемней текст, тем больше может 
быть повторов слов . 
Для уменьшения этого эффекта применя-
ется метод нормализированного частотного 
анализа или TF (term frequency) [8], значе-
ние частоты х делится на общее число слов 
в тексте di: ( , )( , )
( )
i
i
i
x d WTF d W
size d
= .
Данные алгоритмы для своей работы 
требуют наличие словаря . Формирование 
словаря — важная составляющая обработки 
Рис. 2.  Листинг кода работы с текстовыми файлами
Рис. 3. Листинг кода для «чистки» текста
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текстов . От того, какие слова там окажутся, за-
висит информативность векторов-признаков 
и, соответственно, качество работы системы . 
Для классификаторов Naive Bayes Сlassifier и 
Logistic Regression словарь формируется из все-
го набора текстов . Например, предлоги и сою-
зы встречаются в любом тексте . Для решения 
задачи классификации текстов эти термины 
не информативны, поэтому их можно удалить 
из словаря . В то же время, для определения ав-
торства данного текстового документа часто-
та использования предлогов может оказаться 
весьма полезным свойством .
Возникает вопрос: удалять часто исполь-
зуемые слова или нет? Существует компро-
миссный вариант формирования вектор-
признаков  — TF-IDF [8] . Данный метод не 
убирает часто используемые слова из словаря, 
но уменьшает их вес в вектор-признаке . Для 
всех слов словаря рассчитывается коэффи-
циент обратной частоты IDF (inverse document 
frequency):
( )( ) log
( ( ))i i
size DIDF t
size D t
= ,
т .е . логарифм дроби, числитель которой  — об-
щее количество документов, а знамена-
тель — количество документов, которые содер-
жат слово ti . Следовательно, чем чаще встреча-
ется слово, тем меньше его значение IDF .
Итоговая частотная характеристика имеет 
вид произведения частотной характеристики 
TF на коэффициент обратной частоты IDF:
TF-IDF(di, D, W) = TF(di, tj) * IDF(ti).
Перед приведением к векторному пред-
ставлению текстов, наборы текстов делятся на 
учебную и тестовую выборки при помощи би-
блиотеки sklearn (рис . 5):
Рис. 4. Листинг кода «чистка» от html-тегов
Рис. 5. Использование библиотеки sklearn
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Листинг для создания векторного пред-
ставления тренировочной и тестовой выборки 
представлен на рис . 6:
В результате описанной программной реа-
лизации были получены четыре модели клас-
сификаторов, которые следует обучить, так как 
эти методы не дают прямого решения задачи 
классификации . Решение задачи классифика-
ции получают после обучения этих моделей на 
множествах сходных решений, в процессе чего 
выявляются эмпирические закономерности в 
текстовых документах .
обучение и тестирование моделей 
классификаторов
Обучение классификаторов — этап работы, 
который включает в себя обучение нескольких 
классификаторов и сравнительное тестирова-
ние качества, по результатам которых выби-
рается та модель, что продемонстрирует наи-
большую точность .
Из текстов БрУК были выбраны две катего-
рии: «А» — «Пресса» и «I» — «Художественная 
литература» . Категории были выбраны с по-
зиции количества текстов, так как остальные 
категории содержат очень малое количество 
текстов и не могут полностью описать свою 
категорию . Все выбранные текстовые доку-
менты были разделены случайным образом на 
два равных набора, с сохранением примерно 
равного количества ресурсов по классам . 
Обучение проводилось на одном из этих 
двух наборов (обучающая выборка), а тести-
рование — на другом . Далее все текстовые до-
кументы из обучающей выборки поделили на 
пять частей . Изымая первую часть документов 
из обучающей выборки, обучение классифика-
Рис. 6. Векторное представление тренировочной и тестовой выборки
Рис. 7. Построение моделей классификаторов
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тора проводилось на оставшихся документах . 
Используя тестовую выборку, определялись 
показатели качества работы классификато-
ра . Затем изымая вторую часть из обучающей 
выборки, вычислялись другие значения по-
казателей качества работы и т .д . В итоге было 
получено пять значений показателей качества 
работы классификатора . После этого наборы 
менялись местами и прогоны повторялись . В 
качестве окончательных результатов бралось 
их среднее арифметическое значение . Данное 
усреднение позволило сгладить результаты — 
тем самым сделать их более объективными .
Листинг для построения классификаторов 
предоставлен на рис . 7 .Итак, лучшие результа-
ты показала модель на основе метода опорных 
векторов . Ее средняя точность — 0,80 (рис . 8) .
Заключение
Так как в качестве модели текста принималась 
цифровая модель TF-IDF, то особенностей в ре-
зультатах классификации украиноязычных текстов 
от классификации текстов на других языках нет . 
Отличия встречаются при предварительной 
обработке текста, когда приводим текст к циф-
ровому виду . Поскольку украинский язык отно-
сится к флективным языкам, то при предвари-
тельной обработке украинских текстов, можно 
применять алгоритмы стемминга, суть кото-
рых  — приведение слов к начальным словофор-
мам путем отбрасывания аффиксов . Алгоритмы 
стемминга работают значительно быстрее, чем 
алгоритмы лемматизации . Но сегодня для укра-
инского языка такие алгоритмы не наработаны .
Следует отметить, что данные результаты по-
лучены с учетом специфики БрУК, в которой 
определены наибольшие коэффициенты для 
первой и последней категории текстов . Учиты-
вая это, уместно дополнить корпус текстов так, 
чтобы каждый класс имел примерно одинако- 
вое количество материалов . 
В будущем возможно применить нейронные 
сети или ансамбли моделей . Поскольку для по-
следних специалисты рекомендуют как можно 
больший спектр данных — пополнение корпуса 
является приоритетной задачей .
Рис. 8. Результаты построенных классификаторов
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THEMATIC CLASSIFICATION OF UKRAINIAN TEXTS, DIFFICULTIES OF ITS INTRODUCTIONS
Introduction. One of the major tasks of artificial intelligence, information search, and word processing is that of classifica-
tion . The main problem with the automated classification of text information is that a document is presented in ahuman 
language and does not belong to structured data .
Solutions representing the classification of English and Russian texts are numerous . But, no research describing algo-
rithms of developing a classifier for the texts written in the Ukrainian language as well as their peculiarities has been found 
by the authors .
Purpose Specify the peculiarities of the automated classification of texts written in the Ukrainian language .
Results.BrUC is the only corpus of Ukrainian texts on open access, the texts of which can be used to develop algorithms 
and methods of classification of texts in the Ukrainian language .
To develop classifiers of Ukrainian texts the following methods and algorithms have been used: Random Forest Classifier, 
Support Vector Machines, Naive Bayes Сlassifier,and Logistic Regression .Supervised learning is used for training all these clas-
sifiers . The essence of the method is that a ready-made set of classified texts represented by BrUC is used for learning .
Conclusions. The model for classification of Ukrainian texts on the basis of support vector machines has demonstrated 
the best results . Its mean accuracy is 0,80 .
Keywords: классификатор текстовых документов, корпус документов, метод контролированного обучения.
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ТЕМАТИЧНА КЛАСИФІКАЦІЯ УКРАЇНСЬКОМОВНИХ ТЕКСТIВ,  
ТРУДНОЩІ ЇЇ ВПРОВАДЖЕННЯ
Вступ . Однією з зважливих задач штучного інтелекту, інформаційного пошуку та систем текстової обробки є за-
дача класифікації . Головна складність автоматичної класифікації текстової інформації в тому, що документ пред-
ставлений на природній мові і він не відноситься до структурованих даних .
Рішень для класифікації англомовних чи російськомовних текстів багато . Проте робіт, в яких описано алгорит-
ми побудови класифікатора для текстів, поданих на українській мові, та в чому їх особливість автори не знайшли . 
Мета роботи — визначити особливості автоматичної класифікації текстів, поданих на українській мові . 
Результати. БрУК — єдиний корпус українських текстів у відкритому доступі, тексти якого можна використо-
вувати для розробки алгоритмів і методів класифікації українськомовних текстів . 
Для побудови класифікаторів українськомовних текстів використовувались такі методи та алгоритми: Random 
Forest Classifier, Support Vector Machines, Naive Bayes Сlassifier. и Logistic Regression . Метод контрольованого на-
вчання використовується для тренування всіх цих класифікаторів . Суть цього методу в тому, що для навчання 
використовується вже готовий класифікований набір текстів, яким є БрУК . 
Висновок. Кращі результати показала модель класифікації українськомовних текстів на основі методу опорних 
векторів . Її середня точність — 0,80 .
Ключові слова: класифікатор текстових документів, корпус документів, метод контрольованого навчання.
