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A PENROSE TYPE INEQUALTIY FOR GRAPHS OVER
REISSNER-NORDSTRÖM-ANTI-DESITTER MANIFOLD
DAGUANG CHEN, HAIZHONG LI, TAILONG ZHOU
Abstract. In this paper, we use the inverse mean curvature flow to establish an optimal Minkowski
type inquality, weighted Alexandrov-Fenchel inequality for the mean convex star shaped hypersurfaces
in Reissner-Nordström-anti-deSitter manifold and Penrose type inequality for asymptotically locally
hyperbolic manifolds in which can be realized as graphs over Reissner-Nordström-anti-deSitter mani-
fold.
1. Introduction
The famous positive mass conjecture in general relativity states: any asymptotically flat Riemann-
ian manifold with a suitable decay order and with nonnegative scalar curvature has the nonnegative
ADM mass. Moreover, equality holds if and only if the manifold is isometric to the Euclidean space
with the standard metric. The positive mass theorem first proved by Schoen and Yau [36] in 1979
using minimal surface techniques and then by Witten [42] in 1981 using spinors. Recently, Schoen
and Yau [37] proved the positive mass theorem in all dimension.
The Penrose inequality in general relativity as refinement of the positive mass theorem states that
the total mass of a spacetime is no less than the mass of its black holes. In the asymptotically flat case,
which corresponds to a vanishing cosmological constant, the Riemannian Penrose inequality reads
that
(1.1) mADM ≥
1
2
( |Σ|
ωn−1
) n−2
n−1
,
where mADM is the ADM mass of the asymptotically flat Riemannian manifold with horizon and |Σ|
is the area of Σ. The Riemannian Penrose inequality (1.1) has been established by Huisken–Ilmanen
[23] by using inverse mean curvature flow for a connected horizon and Bray [3] by using conformal
flow for an arbitrary horizon in dimension 3. Later, Bray’s approach was generalized to any dimension
n ≤ 7, as proven by Bray and Lee in [5]. For related results, see the excellent surveys [4] and [32].
Lam [27] proved (1.1) in all dimensions for an asymptotically flat manifold which is a graph over Rn.
Mirandola and Vitório [33] generalized Lam’s result to arbitrary codimension graph with flat normal
bundle. Recently, Ge et al. [16] introduced a new mass, which they called Gauss-Bonnet-Chern mass,
and they proved Penrose type inequalities in this case. Wei, Xiong and the second author [29] obtained
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Penrose-type inequality of the second Gauss–Bonnet–Chern mass for the graphic manifold with flat
normal bundle.
In recent years, extending the previous results to a spacetime with a negative cosmological constant
attracts many authors’ interest. In the time symmetric case, (Mn, g) is now an asymptotically hyper-
bolic manifold with an outermost minimal boundary Σ. The notion of mass for this class of manifolds
was first defined mathematically by Wang [39] and Chrus´ciel and Herzlich [8]. For the asymptotically
hyperbolic manifolds, Chrus´ciel and Herzlich in [8] introduced a mass-like invariant, which general-
izes the ADMmass. See also [9, 21, 22, 34, 43]. For the mass in asymptotically hyperbolic manifolds,
the corresponding Penrose conjecture states
(1.2) mH ≥ 1
2

( |Σ|
ωn−1
) n−2
n−1
+
( |Σ|
ωn−1
) n
n−1
 ,
if Rg + n(n − 1) ≥ 0, where Rg is the scalar curvature of g. A recent result by Neves [35] shows that
it is not possible to prove (1.2) only adapting Huisken and Ilmanen’s inverse mean curvature flow
metheod in general. In dimension 3, Lee and Neves [31] were able to use the inverse mean curvature
flow to establish a Penrose type inequality for asymptotically locally hyperbolic manifolds in the
so-called negative mass range. Dahl-Gicquaud-Sakovich [10] and de Lima-Girão [13] proved (1.2)
for asymptotically hyperbolic graphs over the hyperoblic space Hn with the help of of the weighted
hyperbolic Alexandrov-Fenchel inequality
(1.3)
∫
Σ
cosh r Hdµ ≥ (n − 1)ωn−1

( |Σ|
ωn−1
) n−2
n−1
+
( |Σ|
ωn−1
) n
n−1
 ,
provied Σ is star-shaped and strictly mean-convex (i.e. H > 0). It was proved by de Lima and Girão in
[13]. The sharp Alexandrov–Fenchel-type inequality has an independent interest. Recently, there have
been considerable progress in establishing Alexandrov–Fenchel type inequalities, see for instance
[7, 17, 18, 29, 40] and the references therein.
In this paper, we will consider the Penrose inequality for asymptotically locally hyperbolic graphic
manifold over Reissner-Nordtröm-anti-deSitter (called "Reissner-Nordström-AdS" for short) mani-
fold. Firstly, we briefly recall the definition of Reissner-Nordström-AdS manifold. We fix three posi-
tive numbers m, q and κ, where q < m, κ << ∞ such that the equation ǫ + κ2s2 − 2ms2−n + q2s4−2n = 0
has positive solutions, and let s0 be the larger one. Let (Nn−1ǫ , gˆ) be a closed space form of constant
sectional curvature ǫ = 0,±1 and f =
√
ǫ + κ2s2 − 2ms2−n + q2s4−2n. The Reissner-Nordström-anti-
deSitter manifold is a warped product manifold P = (s0,∞) × Nǫ with the metric g¯ =
1
f 2
ds2 + s2gˆ,
where gˆ is the standard metric on Nǫ . The hypersurface ∂P = {s0} × Nǫ is referred to as the hori-
zon. Here we must remark that the Reissner-Nordström-AdS manifold is referred to the manifold
P = (s0,∞)× Nǫ with ǫ = 1 in [38]. In this case, Z.H. Wang [38] obtained a Minkowski type inequal-
ity by using the inverse mean curvature flow. Motivated by [38], we obtain
Theorem 1.1. Let Σ be a compact mean convex, star-shaped and embedded hypersurface in Reissner-
Nordström-AdS manifold P and let Ω denote the enclosed region by Σ and the horizon ∂P = {s0}×Nǫ ,
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then we have
(1.4)
∫
Σ
f Hdµ − n(n − 1)κ2
∫
Ω
f dv ≥(n − 1)ǫϑn−1

( |Σ|
ϑn−1
) n−2
n−1
−
( |∂P|
ϑn−1
) n−2
n−1

+ (n − 1)q2ϑn−1

( |Σ|
ϑn−1
)− n−2
n−1
−
( |∂P|
ϑn−1
)− n−2
n−1
 ,
where ϑn−1 = |Nǫ | and |∂P| is the area of horizon {s0} × Nǫ . Equality in (1.4) holds if and only if Σ is a
slice {s} × Nǫ for s ∈ [s0,∞).
Remark 1.2. For ǫ = 1 in Theorem 1.1, the inequality (1.4) is reduced to Theorem 1 in [38]. When
q = 0 and ǫ = 1, Theorem 1.1 reduces to the Minkowski inequality proved in [7]; when q = 0 and
ǫ = 0,−1, Theorem 1.1 was proved in [18].
Theorem 1.3. Let Σ be a compact embedded hypersurface which is star-shaped with positive mean
curvature in P, then we have
(1.5)
∫
Σ
f Hdµ ≥(n − 1)κ2ϑn−1

( |Σ|
ϑn−1
) n
n−1
−
( |∂P|
ϑn−1
) n
n−1

+ (n − 1)ǫϑn−1

( |Σ|
ϑn−1
) n−2
n−1
−
( |∂P|
ϑn−1
) n−2
n−1

+ (n − 1)q2ϑn−1

( |Σ|
ϑn−1
)− n−2
n−1
−
( |∂P|
ϑn−1
)− n−2
n−1
 ,
where ∂P = {s0} × N. Equality holds if and only if Σ is a geodesic slice.
Remark 1.4. If the parameter q vanishes, the Reissner-Nordström-AdS manifold becomes the Kottler
space. Theorem 1.3 is reduced to Theorem 1.5 in [18].
Now we state that the inequality for mass in asymptotically hyperbolic graph manifolds over
Reissner-Nordström-AdS manifold P.
Theorem 1.5. Suppose Mn ⊂ Q is an ALH graph over P with inner boundary Σ, associated to a
smooth function u : P\Ω→ R. Assume that Σ is in a level set of u and |∇¯u| → ∞ as x → Σ. Then
(1.6) m(M, g) ≥ m + cn
(∫
M
(
Rg − Rg¯
) 〈 ∂
∂t
, ξ
〉
dµM +
∫
Σ
f Hdµ
)
,
where H is the mean curvature is of Σ in (P, g¯), ξ is the unit outer normal of (M, g) in (Q, g˜), the
constant cn is defined by
cn =
1
2(n − 1)ϑn−1
and
Rg¯ = −n(n − 1)κ2 + (n − 1)(n − 2)q2s2−2n
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is the scalar curvature of the Reissner-Nordström-AdS manifold P. Equlity in (1.6) holds if and only
if M is rotationaly symmetric. Moreover, if Rg ≥ R¯, we have
(1.7) m(M, g) ≥ m + cn
∫
Σ
f Hdµ.
From Theorem 1.3 and (1.7), we immediately deduce the Penrose inequality for ALH graphs.
Theorem 1.6. If M ⊂ Q is a ALH graph as in Theorem 1.5, such that Σ ⊂ (P, g¯) is star-shaped and
mean-convex, moreover, if in additon Rg ≥ R¯, we have
(1.8) m(M, g) ≥ 1
2
κ2
( |Σ|
ϑn−1
) n
n−1
+ ǫ
( |Σ|
ϑn−1
) n−2
n−1
+ q2
( |Σ|
ϑn−1
)− n−2n−1  .
Equality in (1.8) is achieved by the Reissner-Nordström-AdS manifold P.
Remark 1.7. It’s easy to show that the Reissner-Nordström-AdSmanifolds (P, g¯)with constant ǫ, κ, m, q
and−κ2 > cǫ (see Remark 2.2) can be represented as an ALH graph over another Reissner-Nordström-
AdS manifold with constant ǫ, κ, m′, q ,m′ < m. From (6.1) and (6.24) we konw that equality is
achieved by the Reissner-Nordström-AdS manifolds. From the argument of Huang-Wu [25], we be-
lieve that the rigidity in Theorem 1.6 should hold, i.e., the eqaulity holds in the Penrose type inequality
(1.8) if and only if M is exactly the Reissner-Nordström-AdS manifold.
Remark 1.8. A similar argument appeared in [24], [20] and [28] implies that our main results in
Theorem 1.1, Theorem 1.3 and Theorem 1.6 also hold for star-shaped and weakly mean convex hy-
persurface Σ in Reissner-Nordström-AdS manifold (P, g¯).
Remark 1.9. By use of the weak solution of inverse mean curvature flow (see [23]) and the techniques
of [41], it is an interesting problem to prove the Minkowski-type inequality for outward minimizing
hypersurfaces in Reissner-Nordström-AdS manifold (P, g¯).
The paper is organized as follows. In Section 2, we collect some facts about the Reissner-Nordström-
AdS, star-shaped hypersurfaces, inverse mean curvature flow and the asymptotically locally hyper-
bolic manifold; In Section 3, we establish the long-time existence and convergence result of the
inverse mean curvature flow for star-shaped and strictly mean convex hypersurface in Reissner-
Nordström-AdS manifold. In Section 4 and Section 5, we will prove Theorem 1.1 and Theorem 1.3,
repectively. In the last section, we will give the proof of Theorem 1.5 and Theorem 1.6.
2. Preliminaries
In this section, we collect some facts about the Reissner-Nordström-AdS manifold, star-shaped
hypersurfaces, inverse mean curvature flow and asymptotic locally hyperoblic (ALH) mass of graphs.
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2.1. Reissner-Nordström-AdS manifold. We fix three positive numbers m, q and κ such that the
equation ǫ + κ2s2 − 2ms2−n + q2s4−2n = 0 has positive solutions, and let s0 be the largest one. Let
(Nn−1ǫ , gˆ) be a closed space form of constant sectional curvature ǫ = 0,±1. As in [38, 26], the Reissner-
Nordström-AdS manifold is defined by P = (s0,∞) × Nǫ with the metric
g¯ =
1
ǫ + κ2s2 − 2ms2−n + q2s4−2nds
2 + s2gˆ.
By a change of variable, the metric of Reissner-Nordström-AdS manifold can be rewritten as
(2.1) g¯ = dr2 + λ(r)2gˆ,
where λ(r) satisfies the ODE
(2.2) λ′(r) =
√
ǫ + κ2λ2 − 2mλ2−n + q2λ4−2n.
Defining f (λ) = λ′, one can check that
(2.3) f ′λ′ = λ′′ =κ2λ + m(n − 2)λ1−n − (n − 2)q2λ3−2n.
Then the function f satisfies (see (1.2) in [38])
(2.4) (∆¯ f )g¯ − ∇¯2 f + f Ricg¯ =(n − 1)(n − 2)q2λ(r)4−2n f gˆ,
where Ricg¯ is the Ricci curvature tensor, ∆¯ and ∇¯2 are the Laplacian and Hessian operators with repect
to the metric g¯ of Reissner-Nordström-AdS manifold. In general, a Riemannian metric is called sub-
static if (∆¯h)g¯ − ∇¯2h + hRicg¯ ≥ 0 for some positive function h.
Remark 2.1. When q → 0, the Reissner-Nordström-AdS manifold reduces to Kottler manifold (see
[18, 28]).
Remark 2.2. When q > 0, to ensure ψ(s) := ǫ + κ2s2 − 2ms2−n + q2s4−2n = 0 to have positive root we
need the following conditions (see [26]). One can check ψ(+∞) = +∞, ψ(0+) = +∞ and ψ′(s) = 0
always have a single positive solution s = a > 0. Then positive root for ψ(s) = 0 exists if and only if
ψ(a) ≤ 0. From ψ′(a) = 0, we get
−κ2 = n − 2
a2
(
m
an−2
− q
2
a2n−4
) (
=: g(a)
)
.
Combining it with ψ(a) ≤ 0 we have
0 ≥ ǫ − nm
an−2
+
(n − 1)q2
a2n−4
.
If D := n2m2 − 4ǫ(n − 1)q2 ≥ 0, then
1
an−2
≤ 1
an−2c
:=
nm +
√
D
2(n − 1)q2
ensures ψ(a) ≤ 0. Equivalently,
(2.5) − κ2 = g(a) ≥ g(ac) =

c0 := − (n−1)
2−1
(n−1)2
(
n
n−1
) 2
n−2
(
m2
q2
) n
n−2
m−
2
n−2 , ǫ = 0,
c−1 := −2 2n−2 n−2n−1
(√
D − (n − 2)m
) (√
D − nm
)− n
n−2
, ǫ = −1,
c1 := −2 2n−2 n−2n−1
(√
D − (n − 2)m
) (
nm −
√
D
)− n
n−2
, ǫ = 1.
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When ǫ = 0, −1, D ≥ 0 automatically. When ǫ = 1, −κ2 ≥ c1 implies q2 < m2. Therefore, ψ(s) = 0
has positive root when −κ2 ≥ cǫ (cǫ = c(ǫ, n,m, q) as above) and q2 < m2 if ǫ = 1. When ǫ = 1, (2.5)
can be written as q < m, κ << ∞, which was observed by Z.H. Wang in [38].
Remark 2.3. One can check that when λ ≥ s0, where s0 is the largest positive root of the equation
ǫ + κ2s2 − 2ms2−n + q2s4−2n = 0, then λ′′ ≥ 0.
2.2. Asymptotic behaviors of the Reissner-Nordström-AdS manifold.
Defining
r(s) =
∫ s
s0
dt√
κ2t2 + ǫ
−
∫ ∞
s
 1√
ǫ + κ2t2 − 2mt2−n + q2t4−2n
− 1√
κ2t2 + ǫ
 dt,
we have r(s) is the inverse function of λ(r) up to a constant from (2.2).
For ǫ = 1, in [38], Z.H. Wang obtained
r(s) = κ−1 sinh(κr) − m
n
κ−3s−n + κ−4O(s−n−2).
By Taylor expansion,
sinh(κr(s)) = κs − m
n
κ−1s1−n + κ−3O(s−n−1)
= κs − m
n
κ−1(κ−1 sinh(κr))1−n + O((κ−1 sinh(κr))−1−n).
Then
λ(r) = κ−1 sinh(κr) +
m
n
κn−3 sinh−n+1(κr) + O(sinh−n−1(kr))
= O(eκr).
For ǫ = −1 and ǫ = 0, by similar calcluations, we have
λ(r) =κ−1 cosh(κr) +
m
n
κn−3 cosh−n+1(κr) + O(cosh−n−1(kr)) = O(eκr), for ǫ = −1,
λ(r) =eκr +
m
n
κ−2e−(n−1)κr + O(e−(n+1)κr) = O(eκr), for ǫ = 0.
Therefore, the function λ(r) has the following asymptotic expansion
(2.6) λ(r) = O(eκr).
Let ∇¯ be the covariant derivative of P. The Riemann curvature tensor of P is given by
(2.7) R(X, Y)Z = ∇¯Y ∇¯XZ − ∇¯X∇¯YZ + ∇¯[X,Y]Z.
Let {eα}n−1α=0 be an orthonormal frame and let Rαβγµ = g¯
(
R(eα, eβ)eγ, eµ
)
be the Riemannian curvature
tensor and ∇¯ be the covariant derivative of the Reissner-Nordström-AdS manifold (P, g¯), respectively.
The asymptotic expansion of Riemannian curvature Rαβγµ and Ricci curvature Ricg¯ are given by (see
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Lemma 10 in [38])
Rαβγµ = − κ2(δαγδβµ − δαµδβγ) + O(e−nκr),(2.8)
∇¯ρRαβγµ =O(e−nκr),(2.9)
Ricg¯(∂r, ∂r) = − (n − 1)κ2 + O(e−nκr),(2.10)
λ−2Ricg¯(∂i, ∂ j) = − (n − 1)κ2gˆi j + O(e−nκr).(2.11)
2.3. Star-shaped hypersurface in the Reissner-Nordström-AdS manifold. In this subseciton, we
recall some basic properties of star-shaped hypersurfaces in (P, g¯) (see in [14, 15, 28]). Let θ =
{θi}i=1,··· ,n−1 be a local coordinate systems on Nǫ and ∂r be the radial vector fields. If Σ is a smooth
closed hypersurface in the Reissner-Nordström-AdS manifold (P, g¯), the hypersurface Σ is called star-
shaped if the support function 〈λ∂r, ν〉 > 0 on Σ, which implies that Σ could be parameterized by a
graph
Σ =
{
(r(θ), θ) : θ ∈ Nǫ
}
.
As in [7, 11, 14, 28], we define a function ϕ on Nǫ by ϕ(θ) = Φ(r(θ)), whereΦ(r) is a positive function
satisfying Φ′(r) = 1/λ(r). The tangential vector field along Σ can be expressed in the form
Xi = ∂i + ri∂r = ∂i + λϕi∂r
and then the induced metric on Σ is given by
(2.12) gi j = λ
2(gˆi j + ϕiϕ j).
The unit outward normal vector field ν of the hypersurface Σ could be written as
(2.13) ν =
1
υ
(
∂r −
ri
λ2
∂i
)
, υ =
√
1 + |∇ˆϕ|2
gˆ
,
where ri = r jgˆi j,
(
gˆi j
)
=
(
gˆi j
)−1
and ∇ˆ denotes the Levi-Civita connection on Nǫ .
Denoting hi j by the components of the second fundamental form of the hypersurce Σ. Then we
have
(2.14) hi j =
λ
υ
(
λ′(gˆi j + ϕiϕ j) − ϕi j
)
, h
j
i
=
1
υλ
(
λ′δ j
i
− σˆ jkϕki
)
,
where ϕki = ∇ˆi∇ˆkϕ, gi j = λ−2σˆ jk and σˆ jk := gˆ jk − ϕ
jϕk
υ2
with ϕ j = gˆ jkϕk. The mean curvature is given
by
(2.15) H = gi jhi j =
1
λυ
(
(n − 1)λ′ − σˆi jϕi j
)
.
2.4. The inverse mean curvature flow in Reissner-Nordström-AdS manifold. Let Σ0 be a smooth,
strictly mean-convex, star-shaped closed embedded hypersurface in (P, g¯). The inversemean curvature
flow in the Reissner-Nordström-AdS manifold is a family of embeddings X : Σ × [0, T ) → (P, g¯)
satisfying
(2.16)

∂
∂t
X =
1
H
ν,
X0 =Σ0,
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where ν is the unit outer normal to hypersurface Σt = X(t,Σ) and H is the mean curvature of Σt. If the
initial hypersurface is strictly mean convex, the short time existence result (see, e.g.,[14]) of (2.16)
implies the flow exists on a maximum time interval [0, T ). Thus it remains to study the long time
behavior of the flow (2.16).
The equation (2.16) is called the parametric form of the inverse mean curvature flow. For a graphic
hypersurface, the equation (2.16) can be expressed in another form. Let Σ0 = {(r0(θ), θ) : θ ∈ Nǫ} be a
star shaped hypersurface in Reissner-Nordström-AdS manifold (P, g¯) defined on Nǫ . Assume that Σt
is the solution hypersurface and star shaped for (2.16). Then it can be parametrized as
Σt = {(r(θ, t), θ) : θ ∈ Nǫ}.
As long as the solution of (2.16) exists and remains star shaped, it is equivalent to the following
non-parametric form of the flow (cf.[7, 11, 15, 18])
(2.17)
∂
∂t
r(θ, t) =
v
H
.
We have the following evolution equations (see [7, 14, 38, 44]).
Proposition 2.4 (Evolution equations). Along the inverse mean curvature flow (2.16), we have the
following evolution equations:
∂
∂t
gi j =
2
H
hi j,(2.18)
∂
∂t
gi j = − 2
H
hi j(2.19)
∂
∂t
ν =
1
H2
∇H,(2.20)
∂
∂t
dµ =dµ,(2.21)
∂
∂t
ϕ =
υ
λH
=
υ2
(n − 1)λ′ − σˆi jϕi j
,(2.22)
∂
∂t
hi j =
1
H2
∆hi j −
2
H3
HiH j −
2
H
Rνiν j +
1
H2
(
|A|2 + Rkνkν
)
hi j(2.23)
− 1
H2
(
2hp
l
R
l
i jp + h
p
j
R¯kikp + h
p
i
R
k
jkp
)
− 1
H2
(
∇¯kR
k
ν ji + ∇¯iR
k
νk j
)
,
∂
∂t
H =
1
H2
∆H − 2
H3
|∇H|2 − |A|
2
H
− Ricg¯(ν, ν)
H
,(2.24)
where σˆi j = gˆi j − ϕiϕ j
υ2
, Rαβγρ is the Riemannian curvature tensor and Ricg¯ is the Ricci tensor of (P, g¯).
In the non-parametric form the function u := 1
H〈λ∂r,ν〉 =
υ
λH
evolves under
(2.25)
∂
∂t
u =
∆u
H2
− 2 |∇u|
2
uH2
− 2〈∇u,∇H〉
H3
− (n − 1) λ
′′u
λH2
.
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2.5. Asymptotically locally hyperbolic manifold. In order to define the mass of asymptotically
locally hyperbolic manifold, we recall from ([8, 13, 18]) the following definition. Fix ǫ = 0,±1, κ > 0
and suppose (Nn−1ǫ , gˆ) is a closed space form of sectional curvature ǫ. Consider the product manifold
Pǫ = Iǫ × Nǫ , where I−1 = (1κ ,∞) and I0 = I1 = (0,∞) endowed with the warped product metric
(2.26) bǫ =
ds2
V2ǫ (s)
+ s2gˆ, s ∈ Iǫ , and Vǫ(s) =
√
κ2s2 + ǫ.
We recall the following definition of asymptotic locally hyperbolic manifold and its mass which is a
geometric invariant (see in [8]).
Definition 2.5. A Riemannian manifold (Mn, g) is called a asymptotically locally hyperbolic (ALH) if
there exists a compact subset K and a diffeomorphism at infinity Φ : M\K → N × (s0,∞), such that
(2.27) ||(Φ−1) ∗ g − bǫ ||bǫ + ||▽bǫ ((Φ−1) ∗ g)||bǫ = O(s−τ), τ >
n
2
,
and
(2.28)
∫
M
Vǫ |Rg + κ2n(n − 1)|dµM < ∞.
Then the ALH mass can be defined as
(2.29) m(M, g) =
1
2(n − 1)ϑn−1
lim
s→∞
∫
Ns
(
Vǫ(div
bǫe − d trbǫe) + (trbǫe)dVbǫ − e(∇bǫVbǫ , ·)
)
νdµ
where e := (Φ−1) ∗ g − bǫ ,Ns = {s} × Nǫ , ν is the outer normal of Ns induced by bǫ and dµ is the area
element with respect to the induced metric on Ns.
The corresponding Reissner-Nordström-AdS manifold spacetime in general relavity is
− f 2dt2 + g¯ = − f 2dt2 + 1
f 2
ds2 + s2gˆ
where m is the mass and q is the charge. Now we consider its Riemannian version, namely Q = R×P
with mertic
(2.30) g˜ = f 2dt2 + g¯ = f 2dt2 +
1
f 2
ds2 + s2gˆ.
We identify P with the slice {0} × P ⊂ Q and consider a graph over P or over P\Ω in Q, where Ω is
a compact smooth subset containing {0} × ∂P. A graph associated to a smooth function u : P\Ω→ R
is a manifold Mn with induced metric from (Q, g˜),i.e.
(2.31) g = f 2(s)∇¯u ⊗ ∇¯u + g¯
where ∇¯ is the covariant derivative with respect to metric g¯.
Definition 2.6. We call that Mn ⊂ Q is an ALH graph over P\Ω (associated to a smooth function
u : P\Ω → R) if there exists a compact subset K and a diffeomorphism at infinity Φ : M\K →
Nǫ × (s0,+∞) ⊂ P\Ω, such that
(2.32) ||(Φ−1) ∗ g − g¯||g¯ + ||∇¯(Φ−1) ∗ g||g¯ = O(s−τ), τ >
n
2
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or equivalently,
(2.33) | f ∇¯u|g¯ + | f ∇¯2u + ∇¯ f ⊗ ∇¯u|g¯ = O(s−τ), τ >
n
2
and
(2.34)
∫
M
f |Rg − Rg¯|dµM < ∞.
For such a graph over P\Ω, we can check definition 2.5 is equivalent to definition 2.6, i.e. any
ALH graph is an ALH manifold (see [8, 18]).
3. Inverse mean curvature flows in the Reissner-Nordstro¨m-AdS manifold
In this section we establish a long time existence and asymptotic behavior of the inverse mean
curvature flow. Our proofs use the similar arguments in [7, 18, 28, 38].
3.1. C0 and C1-estimates. By the parabolic maximum principle, we can obtian C0 and C1-estimates
of the inverse mean curvature flow (2.16) in Reissner-Nordström-AdS manifold.
Lemma 3.1. Let r(t) = infN r(θ, t) and r¯(t) = supN r(θ, t). The solution r of (2.17) satisfies
(3.1) λ(r(0))e
1
n−1 t ≤ λ(r(θ, t)) ≤ λ(r¯(0))e 1n−1 t,
which imply eκr = O(e
1
n−1 t).
Next, we will give the lower and upper bounds of the mean curvature.
Lemma 3.2. Along the flow (2.16), we have H ≤ (n − 1)κ + O(e− 2n−1 t), and H ≥ Ce− 1n−1 t for some
constant C depending only on the initial hypersurface Σ0.
Proof. From (2.24), (2.10) and (2.11), we have
∂
∂t
H2 =
1
H2
∆H2 − 3
2H2
|∇H2|2 − 2|A|2 − 2Ricg¯(ν, ν)
≤ 1
H2
∆H2 − 3
2H2
|∇H2|2 − 2
n − 1H
2 + 2κ2(n − 1) + O(e−nκr)
Using maximum principle and the estimate of λ in Lemma 3.1, we can deduce
(3.2)
d
dt
H2max ≤ −
2
n − 1H
2
max + 2(n − 1)κ2 + O(e
n
n−1 t)
which implies H2 ≤ (n − 1)2κ2 + O(e− 2tn−1 ).
Denoting
(3.3)
1
G
=
υ
λH
=
υ2
(n − 1)λ′ − σˆi jϕi j
,
where
υ2 = 1 + ϕiϕ
i, and υλh j
i
= λ′δ j
i
− σˆ jkϕik.
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Since λ′ can be seen as a function of ϕ, therefore G can be considered as a function of ϕ, ∇ˆϕ and ∇ˆ2ϕ.
Taking derivative (2.22) with t, we get
(3.4)
∂
∂t
ϕt = −
1
G2
Gi j (ϕt)i j −
1
G2
Gi(ϕt)i −
n − 1
G2υ2
λ′′λϕt,
where Gi j = ∂G
∂ϕi j
= − 1
υ2
σˆi j < 0 and Gi = ∂G
∂ϕi
. One can check that λ′′ ≥ 0 and ϕt > 0 according to it’s
expanding. By using maximum priciple, we have
(3.5) ϕt ≤ C.
From (2.22), (3.5) and Lemma 3.1, we obtain
H ≥ Cυ
λ
≥ Ce− 1n−1 t.

Lemma 3.3. We have |∇ˆϕ|gˆ = O
(
e
− 1
(n−1)2 t
)
.
Proof. Defining w = 12 |∇ˆϕ|2gˆ, then
(3.6)
∂
∂t
w =
∂
∂t
(ϕk)ϕ
k = ∇ˆk
(
υ
λH
)
ϕk
=
1
λ2H2
(
σˆi jwi j − υ2Glwl − 2(n − 1)λλ′′w − 2ǫ(n − 2)w − σˆi jϕkiϕkj
)
where G is defined by (3.3).
Similar in [18], by using −ǫ ≤ κ2λ2 − 2mλ2−n + q2λ4−2n, (3.6), Lemma 3.1 and Lemma 3.2, we have
d
dt
wmax ≤
1
H2
(
−2(n − 1)λ
′′
λ
wmax + 2(n − 2)(κ2 − 2mλ−n + q2λ2−2n)wmax
)
wmax
=
1
H2
(
−2κ2 − 2(n − 2)(n + 1)mλ−n + 2n(n − 2)q2λ2−2n
)
wmax
≤
(
− 2
(n − 1)2 +Ce
− 2
n−1 t +Ce−
n−2
n−1 t +Ce−
2n−4
n−1 t
)
wmax
≤
(
− 2
(n − 1)2 +Ce
− 2
n−1 t
)
wmax
which implies w = O
(
e
− 2
(n−1)2 t
)
. 
Remark 3.4. Since υ =
√
1 + |∇ˆϕ|2
gˆ
remains positive and then 〈∂r, ν〉 = 1
υ
> 0, Lemma 3.3 implies
the hypersurface solution of the inverse mean curvature flow (2.16) remains star-shaped.
Lemma 3.5. There exists a positive constant C depending on the initial data, such that H ≥ C.
Proof. From the evolution equation (2.25), Lemma 3.1 and Lemma 3.2, we have
d
dt
umax ≤ −(n − 1)
λ′′umax
λH2
≤
(
− 1
n − 1 + Ce
− 2
n−1 t
)
umax,
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which implies that υ
λH
= u ≤ Ce− 1n−1 t. The assertion follows from Lemma 3.1. 
Remark 3.6. The solution of the inverse mean curvature flow (2.16) remains strictly mean convex
from Lemma 3.5 .
With the help of Lemma 3.5, we can improve the C1-estimate in Lemma 3.3.
Lemma 3.7. We have |∇ˆϕ|gˆ = O(e− 1n−1 t).
Proof. From (3.6), we have, for w = 12 |∇ˆϕ|2gˆ,
(3.7)
∂
∂t
w =
1
λ2H2
(
σˆi jwi j − υ2Glwl − 2(n − 1)λλ′′w − 2ǫ(n − 2)w − σˆi jϕkiϕkj
)
.
Since the term (−ǫ)2(n−2)
λ2H2
≤ 0 in (3.7) for ǫ = 1 and 0, we can infer that
(3.8)
d
dt
wmax ≤
(
− 2
n − 1 +Ce
− 2
n−1 t
)
wmax.
For ǫ = −1, we have
(3.9)
d
dt
wmax ≤
(−2(n − 1)λ′′
λH2
+
2(n − 2)
λ2H2
)
wmax
≤
(−2(n − 1)(κ2 + m(n − 2)λ−n − q2(n − 2)λ2−2n)
H2
+ Ce−
2
n−1 t
)
wmax
≤
(
− 2
n − 1 +Ce
− 2
n−1 t
)
wmax.
where the second inequlity we used Lemma (3.5). By (3.8) and (3.9), we have alway the estimates
|∇ˆϕ|gˆ = O(e− 1n−1 t) for ǫ = 0,±1. 
3.2. C2−estimates. Now we can give the C2-estimates for the flow (2.16).
Lemma 3.8. The second fundamental form h j
i
is uniform bounded, i.e. there exists a positive constant
C depending on the initial condition of the flow (2.16), such that |A| ≤ C. Consequently, |∇ˆ2ϕ|gˆ ≤ C.
Proof. We define η j
i
:= Hh j
i
. By (2.23), (3.1), (2.10) and (2.11), we have
(3.10) ∂
∂t
h
j
i
=
∆h
j
i
H2
− 2∇iH∇
jH
H3
+
|A|2
H2
h
j
i
− 2h
k
i
h
j
k
H
+ (n − 1)κ2 h
j
i
H2
+
|A| + 1
H2
O
(
e−
n
n−1 t
)
.
Comibing (2.24) and (3.10) gives
(3.11)
∂
∂t
η
j
i
=
∂
∂t
Hh
j
i
+ H
∂
∂t
h
j
i
=
∆η
j
i
H2
− 2 < ∇H,∇η
j
i
>
H3
− 2∇iH∇
jH
H2
− 2η
k
i
η
j
k
H2
+ (n − 1)κ2 η
j
i
H2
+
|η| + H
H2
O
(
e−
n
n−1 t
)
.
Let µmax be the maximal eigenvalue of η
j
i
. Since the trace of (η j
i
) is positive, we have |η| ≤ Cµmax.
Noticing that∇iH∇ jH is non-negative definite and themean curvatureH has a uniformly lower bound,
we obtain
(3.12)
d
dt
µmax ≤ −Cµ2max + Cµmax +C.
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Therefore, we have µmax ≤ C for some uniform constant C. Since the mean curvature H has a uni-
formly lower bound, We conclude that |A| is bounded. 
With the above estimates, by standard parabolic Krylov and Schauder theory we can get the higher
order estimate, which allows us to obtain the long time existence for the inverse mean curvarture flow
(2.16).
Lemma 3.9. The inverse mean curvature flow (2.16) exists for all t ∈ [0,∞).
3.3. Asymptotic behaviors of the mean curvature and second fundamental form. In this subsec-
tion, we will use the results above to improve estimates of the mean curvature and second fundamental
form.
Lemma 3.10. We have H = (n − 1)κ + O(te− 2n−1 t) and |h j
i
− κδ j
i
| ≤ O(t2e− 2n−1 t).
Proof. The upper bound for the mean curvature H is given in Lemma 3.2. It is sufficent to bound H
from below, i.e.,
H ≥ (n − 1)κ − O(te− 2n−1 t).
Define χ = υ
H
= λϕt. From Lemma 3.2, Lemma 3.3 and Lemma 3.5, χ is bounded from above and
below. Using ϕt = 1G =
χ
λ
and (3.4), we obtain
(3.13)
∂
∂t
χ =λ
∂
∂t
ϕt + λλ
′ϕ2t
=
χ2
υ2λ2
(
σˆi jχi j −
2
λ
σˆi jλiχ j − υ2Gkχk
)
+
χ2
λ2υ2
(
−2χ
λ2
σˆi jλiλ j −
χ
λ
σˆi jλi j +
υ2χ
2λ
Gkλk
)
+
λ′
λ
χ2 − n − 1
υ2
λ′′
λ
χ3,
where Gk = − 2
υ2
(
Gϕk − 1
υ2
ϕiϕk
i
+ 1
υ4
ϕkϕiϕ jϕi j
)
.
By (3.1) and (3.3), one can check that
σˆi jλiλ j ≤Ce
2
n−1 t,
−σˆi jλi j ≤λλ′(υ2
λ
χ
− (n − 1)λ′) +Ce 1n−1 t,
υ2
2
Gkλk ≤Ce
1
n−1 t.
Putting these estimates together, and the boundness of H and υ, we obtain that
d
dt
χmax ≤
2λ′
λ
χ2max −
n − 1
υ2
λλ′′ + λ′2
λ2
χ3max +Ce
− 2
n−1 t
≤2κχ2max − 2(n − 1)κ2χ3max +Ce−
2
n−1 t.
This implies that
d
dt
χmax ≤
2
(n − 1)2κ −
2
n − 1χmax +Ce
− 2
n−1 t,
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whenever χmax ≥ 1(n−1)κ . From this fact, we deduce that υH = χ ≤ 1(n−1)κ + O(te−
2
n−1 t). Therefore, we can
conclude that H ≥ (n − 1)κ − O(te− 2n−1 t).
Now we will give the proof of the second statement. As above, we denote by µmax the maximal
eigenvalue of (η j
i
) = (Hh j
i
). From H = (n − 1)κ + O(te− 2n−1 t) and (3.11), we have
(3.14)
d
dt
µmax ≤ −
2
(n − 1)2κ2µ
2
max +
2
n − 1µmax + O(te
− n
n−1 t)
≤2κ2 − 2
n − 1µmax + O(te
− 2
n−1 t),
where the last inequality we used Cauchy-Schwarz inequality.
Hence
µmax ≤ (n − 1)κ2 + O(t2e−
2
n−1 t).
Since H = (n − 1)κ + O(te− 2n−1 t) and η j
i
= Hh
j
i
, we have the largest eigenvalue of h j
i
is less than
κ + O(t2e−
2
n−1 t).Furthemore, we can infer the smallest eigenvalue is greater than κ − O(t2e− 2n−1 t). 
From (2.14) and Lemma 3.10, we have the following Lemma.
Lemma 3.11. |∇ˆ2ϕ|gˆ ≤ O
(
t2e−
2
n−1 t
)
.
4. Proof of Theorem 1.1
In this section, we will to prove the Minkowski type inequality in Theorem 1.1. When ǫ = 1,
Theorem 1.1 was proved in [38]. When ǫ = 0,−1, the proof follows from a similar argument. For the
convenience of the readers, we include it here. Now we consider a family of star-shaped hypersurface
Σt evolving by the inverse mean curvature flow (2.16). Following [38], we define Q(t) as follows
(4.1)
Q(t) =|Σt|−
n−2
n−1
[ ∫
Σt
f Hdµ − n(n − 1)κ2
∫
Ωt
f dv + (n − 1)ϑn−1ǫ
sn−20 −
( |Σt|
ϑn−1
) n−2
n−1

+ (n − 1)q2ϑn−1
s2−n0 −
( |Σt|
ϑn−1
)− n−2
n−1

]
.
Lemma 4.1. Under the inverse mean curvature flow (2.16), we have
lim inf
t→∞
Q(t) ≥ 0.
Proof. From (2.15), (3.3) and Lemma 3.11, we obtain
(4.2)
H − (n − 1)κ =(n − 1)λ
′
vλ
− 1
vλ
σˆi jϕi j − (n − 1)κ
=
(n − 1)ǫ
2κ
λ−2 − n − 1
2
κ|∇ˆϕ|2 − λ−1∆ˆϕ + O(e− 3tn−1 )
and
dµ = λn−1
(
1 +
1
2
|∇ˆϕ|2gˆ + O
(
e−
4
n−1 t
))
dµNǫ ,
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we have
(4.3)∫
Σt
f (H − (n − 1)κ) dµ =
∫
Nǫ
(
κλ + O(e−
1
n−1 t)
) ((n − 1)ǫ
2κ
λ−2 − n − 1
2
κ|∇ˆϕ|2 − λ−1∆ˆϕ + O(e− 3tn−1 )
)
· λn−1
(
1 +
1
2
|∇ˆϕ|2gˆ + O
(
e−
4
n−1 t
))
dµNǫ
=
(n − 1)ǫ
2
∫
N
λn−2dµNǫ +
n − 1
2
∫
N
λn−4|∇ˆλ|2gˆdµNǫ + O(e
n−3
n−1 t),
where the integration by parts is used in the last equality.
On the other hand, from asymptotic behaviors of f = λ′ and λ′′, we have
(n − 1)
∫
Σt
(
κ f − 〈∇¯ f , ν〉
)
dµ ≥
∫
Σt
{(n − 1)κ f − (n − 1)|∇¯ f |}dµ(4.4)
= (n − 1)
∫
Σt
(κλ′ − λ′′)dµ
= (n − 1)
∫
Σt
(
κ2λ +
ǫ
2
λ−1 − κ2λ + O(λ−2)
)
dµ
=
(n − 1)ǫ
2
∫
N
λn−2dµNǫ + O(e
n−3
n−1 t)
and
(4.5)
∫
Σt
(n − 1)〈∇¯ f , ν〉dµ − n(n − 1)κ2
∫
Ωt
f dv =(n − 1)
(∫
N
λn−1λ′′µNǫ − κ2
∫
N
∫ r
r0
nλ′λn−1drµNǫ
)
=(n − 1)
∫
N
(λn−1λ′′ − κ2λn)dµN + (n − 1)κ2ϑn−1sn0
=O(e−
n−2
n−1 t) +C.
Therefore, (4.3)+ (4.4)+(4.5) implies∫
Σt
f Hdµ − n(n − 1)κ2
∫
Ωt
f dν ≥ (n − 1)ǫ
∫
N
λn−2dµN +
n − 1
2
∫
N
λn−4|∇ˆλ|2dµN + O(e
n−3
n−1 t)
≥ (n − 1)ǫϑ
1
n−1
n−1
(∫
N
λn−1dµN
) n−2
n−1
+ O(e
n−3
n−1 t),(4.6)
where the last inequality above is from a non-sharp version of Beckner-Sobolev type inequality in [2]
when ǫ = 1 (see Proposition 21 in [38]); the inequality is trivial when ǫ = 0; similarly in [18], when
ǫ = −1, we use the Hölder inequality
∫
N
λn−2 ≤ ϑ
1
n−1
n−1
(∫
N
λn−1
) n−2
n−1
.
Noting that
|Σt| =
∫
N
λn−1(1 + O(e−
2t
n−1 ))dµN =
∫
N
λn−1dµN + O(e
n−3
n−1 t),
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we get
lim
t→∞
inf
∫
Σt
f Hdµ − n(n − 1)κ2
∫
Ωt
f dµ
|Σt| n−2n−1
≥ (n − 1)ǫϑ
1
n−1
n−1
and
(n − 1) lim
t→∞
|Σt|−
n−2
n−1
ϑn−1ǫ
sn−20 −
( |Σt|
ϑn−1
) n−2
n−1
 + q2ϑn−1
s2−n0 −
( |Σt|
ϑn−1
) 2−n
n−1

 = −(n − 1)ǫϑ
1
n−1
n−1,
which completes the proof of Lemma 4.1. 
Now we prove that Q(t) has the following monotonicity along the inverse mean curvature flow
(2.16).
Lemma 4.2. The quantity Q(t) is monotone nonincreasing along the flow (2.16).
Proof. Using the evolution equations (2.21) and (2.24), the identity ∆ f = ∆¯ f − ∇¯2 f (ν, ν) − H〈∇¯ f , ν〉
and the sub-static equation (2.4), we obtain
(4.7)
d
dt
∫
Σt
f Hdµ = −
∫
Σt
1
H
∆ f dµ −
∫
Σt
f
H
(
|A|2 + Ricg¯(ν, ν)
)
dµ +
∫
Σt
(
〈∇¯ f , ν〉 + f H
)
dµ
+
∫
Σt
(
〈∇¯ f , ν〉 + f H
)
dµ
= −
∫
Σt
1
H
(
∆¯ f − ∇¯2 f (ν, ν) + f Ricg¯(ν, ν))
)
dµ −
∫
Σt
f
H
|A|2dµ
+
∫
Σt
(
2〈∇¯ f , ν〉 + f H
)
dµ
≤
∫
Σt
(
2〈∇¯ f , ν〉 + n − 2
n − 1 f H
)
dµ.
The hypersurce Σt can be seen as the graph Σt = {(ω, st(ω))|ω ∈ Nǫ} of the space form Nǫ . By the
divergece theorem, we obtain
(4.8)
∫
Σt
〈∇¯ f , ν〉dµ = κ2
∫
Nǫ
snt dµNǫ + m(n − 2)ϑn−1 − (n − 2)q2
∫
Nǫ
s2−nt dµNǫ .
Since
n
∫
Ωt
f dv = n
∫
Nǫ
∫ st(ω)
s0
f · s
n−1
f
dsdµNǫ =
∫
Nǫ
snt dµNǫ − sn0ϑn−1,
we have
(4.9)
∫
Σt
〈∇¯ f , ν〉dµ =nκ2
∫
Ωt
f dv + κ2sn0ϑn−1 + m(n − 2)ϑn−1 − (n − 2)q2
∫
Nǫ
s2−nt dµNǫ .
Therefore,
(4.10)
d
dt
∫
Σt
f Hdµ ≤2nκ2
∫
Ωt
f dv + 2κ2sn0ϑn−1 + 2m(n − 2)ϑn−1 − 2(n − 2)q2
∫
Nǫ
s2−nt dµNǫ
+
n − 2
n − 1
∫
Σt
f Hdµ.
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From a Heintze-Karcher type inequality proved by Brendle [6], we have
(4.11)
d
dt
∫
Ωt
f dv =
∫
Σt
f
H
dµ ≥ n
n − 1
∫
Ωt
f dv +
1
n − 1 s
n
0ϑn−1.
Hence,
(4.12)
d
dt
(∫
Σt
f Hdµ − n(n − 1)κ2
∫
Ωt
f dv
)
≤n − 2
n − 1
(∫
Σt
f Hdµ − n(n − 1)κ2
∫
Ωt
f dv
)
+ 2m(n − 2)ϑn−1 − 2(n − 2)q2
∫
Nǫ
s2−nt dµNǫ
=
n − 2
n − 1
(∫
Σt
f Hdµ − n(n − 1)κ2
∫
Ωt
f dv
+(n − 1)ϑn−1
(
ǫsn−20 + q
2s2−n0
)
− 2(n − 1)q2
∫
Nǫ
s2−nt dµNǫ
)
.
By the H?lder inequality, we have
ϑ
2n−3
n−1
n−1
(∫
Nǫ
sn−1t dµNǫ
)− n−2
n−1
≤
∫
Nǫ
s2−nt dµNǫ .
From |Σt| ≥
∫
Nǫ
sn−1t dµNǫ , we get
(4.13) ϑn−1
( |Σt|
ϑn−1
)− n−2
n−1
≤
∫
Nǫ
s
−(n−2)
t dµNǫ .
From (2.21), (4.12) and (4.13), we have
(4.14)
d
dt

∫
Σt
f Hdµ − n(n − 1)κ2
∫
Ωt
f dv + (n − 1)ǫϑn−1
sn−20 −
( |Σt|
ϑn−1
) n−2
n−1

+(n − 1)q2ϑn−1
s2−n0 −
( |Σt|
ϑn−1
)− n−2
n−1


≤n − 2
n − 1

∫
Σt
f Hdµ − n(n − 1)κ2
∫
Ωt
f dv + (n − 1)ǫϑn−1
sn−20 −
( |Σt|
ϑn−1
) n−2
n−1

+(n − 1)q2ϑn−1
s2−n0 −
( |Σt|
ϑn−1
)− n−2
n−1

 ,
which completes the proof of Lemma 4.2. 
Proof of Theorem 1.1. By use of Lemma 4.1 and Lemma 4.2, we have
Q(0) ≥ lim
t→∞
inf Q(t) ≥ 0,
which gives the proof of Theorem 1.1. 
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5. Proof of Theorem 1.3
In this section, following the arguments in [13, 18], we will use Theorem 1.1 to give the proof of
Theorem 1.3.
We define
(5.1) J(Σt) = nκ
2
∫
Ωt
f dv,
(5.2) K(Σt) = κ
2ϑn−1

( |Σt|
ϑn−1
) n
n−1
−
( |∂P|
ϑn−1
) n
n−1
 ,
(5.3)
L(Σt) =|Σt|−
n−2
n−1
(∫
Σt
f Hdµ − (n − 1)K(Σt) + (n − 1)ǫϑn−1sn−20
+(n − 1)q2ϑn−1
s2−n0 −
( |Σt|
ϑn−1
)− n−2
n−1

 .
By using Lemma 2.4 and a Heintze-Karcher inequality (4.11), we can check that
d
dt
(
J(Σt) −K(Σt)
|Σt| n−2n−1
)
≥ 0.
By using Lemma 2.4, (4.7), (4.8), (4.14) and ǫ + κ2s20 − 2ms2−n0 + q2s4−2n0 = 0, we have
d
dt
(∫
Σt
f Hdµ − (n − 1)K(Σt) + (n − 1)ϑn−1ǫsn−20
+(n − 1)q2ϑn−1
s2−n0 −
( |Σt|
ϑn−1
)− n−2
n−1


≤2J(Σt) − nK(Σt) − (n − 2)κ2sn0ϑn−1 + 2m(n − 2)ϑn−1 − 2(n − 2)q2
∫
Nǫ
s2−nt dµNǫ
+
n − 2
n − 1
∫
Σt
f Hdµ + (n − 2)q2ϑn−1
( |Σt|
ϑn−1
)− n−2
n−1
≤2 (J(Σt) −K(Σt)) +
n − 2
n − 1
(∫
Σt
f Hdµ − (n − 1)K(Σt) + (n − 1)ϑn−1ǫsn−20
+(n − 1)q2ϑn−1
s2−n0 −
( |Σt|
ϑn−1
)− n−2
n−1


− (n − 2)ϑn−1ǫsn−20 − (n − 2)q2ϑn−1s2−n0 − (n − 2)κ2sn0ϑn−1 + 2m(n − 2)ϑn−1
=2 (J(Σt) −K(Σt)) +
n − 2
n − 1 |Σt|
n−2
n−1L(Σt),
which means that
(5.4)
d
dt
L(Σt) ≤ 2
J(Σt) −K(Σt)
|Σt| n−2n−1
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It is sufficent to prove Theorem 1.3 when the initial surface Σ0 satisfies J(Σ0) < K(Σ0), otherwise
the assertion follows directly from Theorem 1.1. In order to prove Theorem 1.3, we divide the proof
into two cases.
Case 1: There exists some t0 ∈ (0,∞) such that J(Σt0) = K(Σt0) and J(Σt) −K(Σt) ≤ 0 for t ∈ [0, t0].
From (5.4) and (1.4), we obtain
(5.5)
L(Σ0) ≥L(Σt0)
=|Σt0 |−
n−2
n−1

∫
Σt0
f Hdµ − (n − 1)J(Σt0 ) + (n − 1)ǫϑn−1sn−20
+(n − 1)q2ϑn−1
s2−n0 −
( |Σt0 |
ϑn−1
)− n−2
n−1


≥(n − 1)ǫϑ
1
n−1
n−1.
Case 2: For all t ∈ [0,∞), we have
J(Σt) −K(Σt) < 0.
Since L(t) is monotone non-increasing in t ∈ [0,∞) from (5.4), we obtain
(5.6) L(Σ0) ≥ L(Σ∞) = lim
t→∞
∫
Σt
f Hdµ − (n − 1)K(Σt)
|Σt| n−2n−1
.
By (4.3), we have
(5.7)
∫
Σt
f Hdµ − (n − 1)K(Σt) =
∫
Σt
f (H − (n − 1)κ)dµ + (n − 1)
(∫
Σt
κ f dµ −K(Σt)
)
=
(n − 1)ǫ
2
∫
Nǫ
λn−2dµNǫ +
n − 1
2
∫
Nǫ
λn−4|∇ˆλ|2dµNǫ
+ (n − 1)
(∫
Σt
κ f dµ −K(Σt)
)
+ O
(
e
n−3
n−1 t
)
.
By the H?lder inequality, we have
(5.8)
( |Σt|
ϑn−1
) n
n−1
≤
∫
Nǫ
λnυ
n
n−1dµNǫ
ϑn−1
.
By (3.1), Lemma 3.7 and (5.8), we obtain
(5.9)
(n − 1)
(∫
Nǫ
κ f dµ −K(Σt)
)
=(n − 1)

∫
Σt
κ fλn−1υdµNǫ − κ2ϑn−1
( |Σt|
ϑn−1
) n
n−1

≥(n − 1)
∫
Nǫ
(
κ fλn−1υ − κ2λnυ nn−1
)
dµNǫ )
=(n − 1)
∫
Nǫ
(
ǫ
2
λn−2 − 1
2(n − 1)λ
n−4|∇ˆλ|2
)
dµNǫ + O(e
n−3
n−1 t).
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This implies
(5.10)
∫
Σt
f Hdµ − (n − 1)K(Σt) ≥(n − 1)ǫ
∫
N
λn−2dµNǫ +
n − 2
2
∫
N
λn−4|∇ˆλ|2dµNǫ + O
(
e
n−3
n−1 t
)
≥(n − 1)ǫϑ
1
n−1
n−1
(∫
N
λn−1dµN
) n−2
n−1
+ O(e
n−3
n−1 t),
where the Beckner-Sobolev type inequality [2, 7] is used in second inequality when ǫ = 1; the in-
equality is trivial when ǫ = 0; it comes from the Hölder inequality when ǫ = −1.
Finally, by (5.6), (5.7), (5.9) and (5.10), we deduce that
L(Σ0) ≥(n − 1)ϑ
1
n−1
n−1ǫ limt→∞
(∫
Nǫ
λn−1dµNǫ
) n−2
n−1
|Σt| n−2n−1
=(n − 1)ǫϑ
1
n−1
n−1,
which completes the proof of Theorem 1.3.
6. Proofs of Theorem 1.5 and Theorem 1.6
We will compute the mass of the ALH graph over Reissner-Nordström-AdS manifold. With the
Alexandrov-Fenchel inequality in Theorem 1.3, we now can give a Penrose inequality of ALH mass.
Lemma 6.1. The Reissner-Nordström-AdS manifold (P, g¯) is a ALH manifold with ALH mass
(6.1) m(P, g¯) = m.
Proof. Let {xa}n−1
a=1 be a local coordinate system on Nǫ and x
0 = s. According to (2.26), one can check
that the Christoffel symbols with respect to the metric bǫ are
(6.2)

Γ000 = − κ
2s
κ2s2+ǫ
,
Γ0
ab
= −sV2ǫ gˆab, a, b > 0,
Γb
a0 = s
−1δba, a, b > 0,
Γ0
a0 = Γ
a
00 = 0, a > 0.
Since dµ = sn−1dµNǫ , e = (
ds2
f 2
− ds2
V2ǫ
), one can compute directly
(6.3)
m(M, g) =
1
2(n − 1)ϑn−1
lim
s→∞
∫
Ns
(
Vǫ(div
bǫe − dtrbǫe) + (trbǫe)dVǫ − e(∇bǫVǫ , ·)
)
νdµbǫ
=
1
2(n − 1)ϑn−1
∫
Nǫ
(
2m(n − 1) + 2m
κ
− 2m
κ
)
dµNǫ
=m.
and
(6.4) ||(Φ−1) ∗ g¯ − bǫ ||bǫ + ||∇bǫ ((Φ−1) ∗ g¯)||bǫ = O(s−n)
By using the static equation (2.4), we have
Rg = −n(n − 1)κ2 + q2(n − 2)(n − 1)s2−2n
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which implies∫
P
Vǫ |Rg + n(n − 1)κ2|dµM = q2(n − 2)(n − 1)
∫ ∞
s0
∫
Nǫ
Vǫ s
2−2nVǫ s
n−1dsdµNǫ < ∞.
Hence (P, g¯) is a ALH manifold. 
Lemma 6.2. We have
(6.5) m(M, g) = m +
1
2(n − 1)ϑn−1
lim
s→∞
∫
Ns
(
f (divg¯eˆ − d trg¯eˆ) + (trg¯eˆ)d f − eˆ(∇¯ f , ·)
)
νˆdµ
where eˆ = (Φ−1) ∗ g − g¯, νˆ is the outward unit normal of Ns induced by g¯ and dµ is the area element
induced by g¯.
Proof. Since e = eˆ + g¯ − bǫ , we have
m(M, g) = m(P, g¯) +
1
2(n − 1)ϑn−1
lim
s→∞
∫
Ns
(
Vǫ(div
bǫ eˆ − dtrbǫ eˆ) + (trbǫ eˆ)dVǫ − eˆ(∇bǫVǫ , ·)
)
νdµbǫ
= m +
1
2(n − 1)ϑn−1
lim
s→∞
∫
Ns
(
Vǫ(div
bǫ eˆ − dtrbǫ eˆ) + (trbǫ eˆ)dVǫ − eˆ(∇bǫVǫ , ·)
)
νdµbǫ .
Recall that the Reissner-Nordström-AdS manifold is ALH, we have (6.4). Then one can replace
Vǫ , bǫ, ν, dµbǫ by, f , g¯, νˆ, dµ, respectively, will not change the value of the limit, i.e.
m(M, g) = m +
1
2(n − 1)ϑn−1
lim
s→∞
∫
Ns
(
f (divg¯eˆ − dtrg¯eˆ) + (trg¯eˆ)d f − eˆ(∇¯ f , ·)
)
νˆdµ.

Proof of Theorem 1.5. The proof of this theorem follows in the spirit of the one in [12, 18]. Denote
the outward unit normal of (M, g) ⊂ (Q, g˜) by ξ and let B = −∇¯ξ be the second fundamental form of
M. The Newton tensor is inductively given by
Tr = S rI − BTr−1, T0 = I,
where S r is the rth elementary symmetric polynomial of principle curvature of M with respect to the
unit normal ξ.
Let {x0, ..., xn−1} be a local coordinate system of P. The induced metric gi j and the unit normal
vector field ξ of M, respectively, are given by
gi j = f
2uiu j + g¯i j,(6.6)
ξ =
1√
1 + f 2|∇¯u|2
(
f −1
∂
∂t
− f ∇¯u
)
,(6.7)
where ∇¯ is the covariant derivative with respect to g¯, uk = ∇¯ku, ui = g¯ikuk and |∇¯u|2 = uiu jg¯i j. The
components of second foundamental form Bi j is given by
(6.8) Bi j =
f√
1 + f 2|∇¯u|2
(
∇¯i∇¯ ju +
ui f j + u j fi
f
+ f
〈
∇¯u, ∇¯ f
〉
g¯
uiu j
)
.
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From (6.7), we deduce that the tangential part of ∂
∂t
is
(6.9)
(
∂
∂t
)T
=
f 2∇¯u
1 + f 2|∇¯u|2 +
f 2|∇¯u|2
1 + f 2|∇¯u|2∂t
=
f 2∇¯iu
1 + f 2|∇¯u|2
(
∇¯iu∂t + ∂i
)
From (6.6)and (6.8), we get
(6.10)
[
f (divg¯eˆ − d trg¯eˆ) + (trg¯eˆ)d f − eˆ(∇¯ f , ·)
]
i
= f 2
〈
∇¯u, ∇¯ f
〉
g¯
ui − f 3∇¯k∇¯iu∇¯ku + f 3∆¯u∇¯iu − f 2|∇¯u|2 fi
= (Bmlg¯
mlg¯ik − Bik)g¯k ju j · f 2
√
1 + f 2|∇¯u|2
Note that since M is ALH, by Definition 2.6, we have for some τ > n2
f 2|∇¯u|2 = O(s−2τ), gi j = g¯i j + O(s−2τ), gi j = g¯i j + O(s−2τ−2)
Since dµ = sn−1dµNǫ , we have
dµNs =
√
det
(
s2gˆab + f 2uaub
)
dx1 · · · dxn−1 = dµ(1 + O(s−2τ−2))
Because the tangent space of graph|Nsu is spanned by ea := ua∂t + ∂a, a = 1, · · · , n − 1. The normal
vector of graph|Nsu can be set as e⊥0 = e0 − taea, where e0 = us∂t + ∂s. Then from g(ea, e⊥0 ) = 0, we
have ta = O(s−2τ−2). Note that |ea| = O(s), |e0| = O(s−1), f ∂s = νˆ, so we can see
νNs =
e⊥0
|e⊥0 |
=
O(s−τ−2)∂t + ∂s + O(s−2τ−2)Σ∂a√
O(s−2τ−2) + 1
f 2
+ O(s−4τ−2)
= νˆ + O(s−2τ).
Hence from (6.10) and above, when s → ∞,
(6.11)
lim
s→∞
∫
Ns
(
f (divg¯eˆ − d trg¯eˆ) + (trg¯eˆ)d f − eˆ(∇¯ f , ·)
)
νˆdµ
= lim
s→∞
∫
Ns
(Bmlg
mlδ
j
i
− B j
i
)
f 2∇¯iu
1 + f 2|∇¯u|2
(
νNs
)
j dµg
= lim
s→∞
∫
Ns
〈
T1
(
∂
∂t
)T
, νNs
〉
g
dµg.
By integration by parts , we get (see [19])
(6.12) lim
s→∞
∫
Ns
〈
T1
(
∂
∂t
)T
, νNs
〉
g
dµg =
∫
M
divg
T1
(
∂
∂t
)T  dµM +
∫
Σ
〈
T1
(
∂
∂t
)T
, νΣ
〉
g
dµΣ
where νΣ, dµΣ are the unit outer normal and area element of graph|Σu induced by metric g, respectively.
Using the fact that ∂
∂t
is a Killing vector field, one can check (refer [1] for the proof)
(6.13) divg
T1
(
∂
∂t
)T  =
〈
divgT1,
(
∂
∂t
)T〉
g
+ 2S 2
〈
∂
∂t
, ξ
〉
.
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A direct computation (see [1]) gives
(6.14) divg(Tr) = −Bdivg(Tr−1) −
∑
i
(
Rg˜(ξ, Tr−1(∂i))∂i
)T
where {∂i} is a tangent frame of M, Rg˜(·, ·) is the Riemannian curvature tensor of (Q, g˜). In particular,
for r = 1 we have
(6.15)
〈
divgT1,
(
∂
∂t
)T〉
g
= Ricg˜(ξ,
(
∂
∂t
)T
).
From the Gauss equation, we have
(6.16) 2S 2 = Rg − Rg˜ + 2Ricg˜(ξ, ξ)
where Rg˜ = −n(n + 1)κ2 − (n − 2)(n − 3)q2λ2−2n is the scalar curvature of the manifold (Q, g˜). After a
change of variable as in (2.1), the metric g˜ has the following form
g˜ = f 2dt2 + dr2 + λ2gˆ, f = λ′.
Now we have
(6.17) Ricg˜(ξ, ξ) = −nk2 +
(n − 2)q2λ2−2n
1 + f 2|∇¯u|2
(
−(n − 2)(1 + f 2u2r ) + f 2(|∇¯u|2 − u2r )
)
,
and
(6.18) Ricg˜(ξ,
(
∂
∂t
)T
) = −
〈
∂
∂t
, ξ
〉 (
Ricg˜(ξ, ξ) + nκ
2 + (n − 2)2q2λ2−2n
)
.
Combining (6.13), (6.15), (6.17) and (6.18), we obtain
(6.19)
divg
T1
(
∂
∂t
)T =2S 2
〈
∂
∂t
, ξ
〉
+ Ricg˜
ξ,
(
∂
∂t
)T 
=
〈
∂
∂t
, ξ
〉 (
Rg + n(n − 1)κ2 − (n − 1)(n − 2)q2λ2−2n
1 + f 2u2r
1 + f 2|∇¯u|2
)
≥
〈
∂
∂t
, ξ
〉 (
Rg − Rg¯
)
,
where Rg¯ = −n(n−1)κ2 + (n−1)(n−2)q2λ2−2n is the scalar curvature of the Reissner-Nordström-AdS
manifold.
To caculate the integration on Σ, we use the assumption that Σ is in a level set of u and |∇¯u| → ∞
as x → Σ. Let {yα}n−1
α=0 be a new coordinate system in a neighborhood of graph|Σu in M , such that ∂∂y0
is the unit outer normal direction of Σ and { ∂
∂y1
, · · · , ∂
∂yn−1 } span the tangent space of Σ. Then on Σ
∂au = 0, |∂0u| = |∇¯u| = +∞, 1 ≤ a ≤ n − 1
We set ea = ua∂t + ∂∂ya =
∂
∂ya
, e0 = u0∂t +
∂
∂y0
be the corresponding coordinate frame on M. Then
νΣ =
e0
|e0|
, |e0| =
√
f 2|u0|2 + 1, dµΣ = dµ, gab = g¯ab
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where dµ is the area element of Σ with respect to g¯.
From (6.8), we get on Σ,
(6.20) Bab =
f u0√
1 + f 2|∇¯u|2
hΣab, 0 < a, b < n.
where Γ0
αβ
is the Christoffel symbols of (P, g¯) with respect to the coordinate {yα}n−1
α=0 and h
Σ
ab
is the
second fundamental form of Σ in (P, g¯). From (6.20) and limx→Σ
f |∇¯u|√
1+ f 2 |∇¯u|2
= 1, we infer
(6.21)
〈
T1
(
∂
∂t
)T
, νΣ
〉
g
=
(
trB − B00
) 〈 f 2u0
1 + f 2|∇¯u|2 e0,
e0
|e0|
〉
=
f u0√
1 + f 2|∇¯u|2
H
f 2u0
1 + f 2|∇¯u|2 |e0|
=H f ,
which yields
(6.22)
∫
Σ
〈
T1
(
∂
∂t
)T
, νΣ
〉
g
dµΣ =
∫
Σ
H f dµ.
Finally, combining (6.12), (6.19) and (6.22) together, we get
(6.23) m(M, g) ≥ m + cn
(∫
M
(
Rg − Rg¯
) 〈 ∂
∂t
, ξ
〉
dµM +
∫
Σ
H f dµ
)
.
From (6.19) we know equality holds if and only if u20 = |∇¯u|2, which means that M is rotationaly
symmetric. 
Finally, we can prove the Penrose type inequality for ALH graphs.
Proof of Theorem 1.6. It’s easy to check that on the horizon ∂P,
(6.24) 2m = ǫ
( |∂P|
ϑn−1
) n−2
n−1
+ κ2
( |∂P|
ϑn−1
) n
n−1
+ q2
( |∂P|
ϑn−1
) −n+2
n−1
.
Combining (6.24), (1.7) with Theorem 1.3, we obtain the Penrose type inequality (1.8). 
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