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FIXED POINTS OF 321-AVOIDING PERMUTATIONS
CHRISTOPHER HOFFMAN⋆‡, DOUGLAS RIZZOLO•†, AND ERIK SLIVKEN△◦
Abstract. We describe the distribution of the number and location of the fixed points of permu-
tations that avoid the pattern 321 via a bijection with rooted plane trees on n+ 1 vertices. Using
the local limit theorem for Galton-Watson trees, we are able to give an explicit description of the
limit of this distribution.
1. Introduction
For a permutation τ ∈ Sn and σ ∈ Sk with k ≤ n, τ is said to contain an instance of the pattern
σ if there exists a subset of indices i1 < i2 < · · · ik such that τis < τit if and only if σs < σt for all
1 ≤ s < t ≤ k. The class of permutations that do not contain an instance of σ are called σ-avoiding
and Avn(σ) denotes the set of σ-avoiding permutations in Sn.
In recent years much work has been done in understanding the statistics of various classes of
pattern-avoiding permutations. One statistic that has received particular interest is the fixed point
statistic [5, 6, 16, 18]. From a combinatorial perspective, much of the work concerning statistics of
pattern-avoiding permutation has been in understanding how they are affected by bijections from
one pattern-avoiding class to another. Robertson, Saracino, and Zeilberger [18] found a bijection
between Avn(321) and Avn(132) that preserves the fixed point statistic. Elizalde and Pak [5] give
another bijection between the same classes that preserves both fixed points and the number of
exceedances. From the beginning there as been interest in analyzing the typical values of this
statistic. For example, the expected number of fixed points of a uniformly random element of
Avn(σ) is computed in [4] for several cases when σ has length 3.
A number of recent papers [3, 6, 7, 9, 15, 16] have continued this study of pattern-avoiding
permutations as random objects. In the context of random permutations, the natural object to
consider is the empirical distribution of fixed points. In the authors’ previous work in [6] they
describe the limiting distribution of the number and location of fixed points for both Avn(123)
and Avn(231) using the global connection with Brownian excursion they established in [7]. In this
paper we show that the empirical distribution of fixed points for random permutations in Avn(321)
is related to another classical probabilistic object, specifically a size-biased Galton-Watson tree.
In [7] the authors also showed that if τn ∈ Avn(321) is uniformly random then(
1√
2n
|τn(⌊nt⌋)− ⌊nt⌋|
)
0≤t≤1
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converges in distribution to standard Brownian excursion. This describes the structure of the bulk
of the permutation, however because of the scaling one cannot extract precise information about τn
near 1 and n. Moreover, the only information about the fixed points we can obtain from this picture
is that they must occur near the beginning or end of the permutation since Brownian excursion is
strictly positive except at the end points. To understand the behavior of a permutation τn near
the beginning and the end, we utilize a bijection with rooted plane trees on n+ 1 vertices. Rather
than take a scaling limit, which would lead back to Brownian excursion, we take a local limit that
results in a particular size-biased Galton-Watson tree. The behavior of the permutation τn near
1 and n can then be described using the limiting random tree and we use this to give an explicit
description of the limiting empirical measure of fixed points. To the best of our knowledge, this is
the first use of local limits of random trees in the study of pattern-avoiding permutations and gives
another illustration of the value of classical probabilistic limit theorems in the study of random
pattern-avoiding permutations.
The bijection we use is a reinterpretation of a bijection found in [5]. The bijection in [5] is from
Avn(321) to the set of Dyck paths of length 2n . Under this bijection the fixed points of τ are sent
to peaks of height 1. We compose this bijection with the standard bijection from Dyck paths to
rooted ordered trees the treats the Dyck path as the contour process of the tree (creating a new
edge with upsteps and moving toward the root with a downstep). Under this bijection the peaks
of height 1 are sent to leaves connected to the root. In section 2 we make this bijection explicit.
In Section 3 we describe the appropriate limiting object of a sequence of rooted plane trees.
Section 4 translates information about this limiting object to information about the number and
location of fixed points in Avn(321). We can then simplify the description to obtain a clean state-
ment that does not need the formalism of size-biased Galton-Watson trees.
We state our main result, which gives the convergence of the joint distribution of the number
and location of the fixed points at the beginning and end of a permutation chosen uniformly from
Avn(321).
Theorem 1. Let ((Xi, Yi))i≥1 be a i.i.d sequence such for each i, Xi and Yi are independent with
P(Xi = k) = P(Yi = k) =
1
k22k−1
(
2k − 2
k − 1
)
.
Further, let N and M be independent Geometric(1/2) random variables that are also jointly inde-
pendent of the sequence ((Xi, Yi))i≥1. If τn is a uniformly random element of Avn(321) then
⌊n/2⌋∑
i=1
δi1{τn(i)=i},
n∑
i=⌊n/2⌋+1
δn+1−i1{τn(i)=i}

 d−→
(
N∑
k=1
δ∑k
j=1Xj
1{Xk=1},
M∑
k=1
δ∑k
j=1 Yj
1{Yk=1}
)
,
the convergence being convergence in distribution on MF ({1, 2, 3, . . . })2 where MF ({1, 2, 3, . . . })
is the set of finite measures on {1, 2, 3, . . . } equipped with the topology of weak convergence.
Recall that the topology of weak convergence on MF ({1, 2, 3, . . . }) is the topology generated by
the set maps {µ 7→ ∫ fdµ | f : {1, 2, 3, . . . } → R is bounded}.
For comparison, the strongest prior result on the location of fixed points for random permutations
in Avn(321) is the following result from [16].
Theorem 2. [16, Theorem 6.1] Let τn be a uniformly random element of Avn(321). For fixed
0 < ǫ ≤ 1/2 we have
lim
n→∞
P (τn(i) = i for some i ∈ [ǫn, (1− ǫ)n]) = 0.
From our Theorem 1, we immediately obtain the following stronger result.
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Figure 1. A rooted tree t and a corresponding permutation τn.
Corollary 3. Let τn be a uniformly random element of Avn(321) and let 0 < an ≤ bn be sequences
of integers. Then
lim
n→∞
P (τn(i) = i for some i ∈ [an, bn]) = 0
if and only if an →∞ and n− bn →∞.
If we only wish to know the limiting distribution of the number of fixed points at the beginning
and the end of the permutation we have a much simpler solution:
Corollary 4. Let A and B be independent Geometric(2/3) random variables. If τn is a uniformly
random element of Avn(321) then
⌊n/2⌋∑
i=1
1{τn(i)=i},
n∑
i=⌊n/2⌋+1
1{τn(i)=i}

 d−→ (A,B) .
The asymptotic distribution of the total number of fixed points can be also be found using the
continuity of addition.
Corollary 5. Let Z be distributed as P(Z = k) = 49(k + 1)
(
1
3
)k
and let A and B be independent
Geometric(2/3) random variables. If τn is a uniform random element of Avn(321) then
n∑
i=1
1{τn(i)=i}
d−→ A+B d= Z.
We remark that Z follows a NegativeBinomial(2, 1/3) distribution. Although Corollary 5 seems to
be new, and we derived from our explicit description of the limiting empirical distribution of fixed
points, it can also be found by analyzing the bivariate generating function for fixed points given by
[4, Theorem 2.9].
Using one of the many bijections [13, 5, 18] fromAvn(321) toAvn(132) orAvn(213) that preserves
the number of fixed points we have the following.
Corollary 6. Let Z be distributed like the sum of two independent Geometric(2/3) random vari-
ables, i.e. P(Z = k) = 49(k+1)
(
1
3
)k
. If πn is a uniformly random element in Avn(132) or Avn(213)
then (
n∑
i=1
1{pin(i)=i}
)
d−→ Z.
Unlike the results for Avn(321), these bijections do not easily give informations about the location
of the fixed points for random permutations in Avn(132) or Avn(213).
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2. A bijection between rooted plane trees and Avn(321)
Let Tn+1 denote the set of rooted plane trees with n + 1. We will describe a bijection with
rooted plane trees and Avn(321) that maps the leaves of the tree to the left-to-right maxima of
the corresponding permutation, see Figure 1. This bijection follows from a bijection with Avn(321)
and Dyck paths of length 2n found in [5].
Suppose t has k leaves and let ℓ(t) = (l1, l2, · · · , lk) be the list of leaves in t, listed in order of
appearance on the depth-first walk of t. There are two quantities associated with the leaves of the
tree needed to construct the bijection. Given the ordering on the vertices of t given by traversing
the exterior of the tree from left to right, starting from the root, let si equal the number of vertices
in t less than li. Let pi denote the number of vertices less than li in the path from the root to li.
Construct two increasing sequences of size k, A = {si}ki=1 and B = {si − pi + 1}ki=1. We define
τt pointwise on B
τt(si − pi + 1) = si
for 1 ≤ i ≤ k. We then extend τt to [n]\B by assigning values of [n]\A in increasing order.
The resulting function τt is a permutation in Avn(321). The set of values for si and pi uniquely
determine a rooted plane tree, so we may recover the corresponding rooted tree from the left-to-
right maxima of a permutation in τt. Let M = {mi}ki=1 denote the set of indices of the left-to-right
maxima of τt. Then
si = τt(mi)
and
pi = τt(mi)−mi + 1.
Finally we note that fixed points in τt correspond to leaves li of t such that pi = 1.
3. The Local Limit Theorem
In this section we introduce the appropriate limit for a sequence of trees (tn)n≥1 such that
tn ∈ Tn. For this we use Neveu’s formalism for rooted ordered trees [17]. This will give us a
consistent way to refer to thte vertices of different trees. We let
U =
⋃
n≥0
{1, 2, . . . }n,
where {1, 2, . . . }0 = {∅}. For u ∈ U , we let |u| be the length of u. That is, |u| is the unique integer
such that u ∈ {1, 2, . . . }|u|. We treat the elements of U as lists, and for u, v ∈ U , we denote the
concatenation of u and v by uv. The empty list is the identity for this operation, that is, if u = ∅
then uv = vu = v. The set of ancestors of u is defined to be
Au = {v ∈ U : ∃w ∈ U such that u = vw}.
We can consider U as the vertex set of a rooted ordered tree U∞, called the Ulam-Harris tree,
where we take the lexicographic order on U as the order, ∅ as the root, and for every u ∈ U and
i ∈ {1, 2, 3, . . . } there is an edge from u to ui. By a rooted, ordered tree we will mean a (possibly
infinite) subtree t of U∞ such that
(a) ∅ ∈ t.
(b) If u ∈ t then Au ⊆ t.
(c) For every u ∈ t, if ui ∈ t then uj ∈ t for all j ≤ i.
A tree t ⊆ U∞ is considered as rooted and ordered by taking ∅ to be the root and using the
order on t induced by the lexicographic order on U . If u ∈ t, the vertices in Au are the vertices in
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t on the path from the root to u. For a tree t and u ∈ t, define dt(u) = 0 ∨ sup{i : ui ∈ t}. We
also define dt(u) = −1 if u /∈ t. A tree t is called locally finite if dt(u) <∞ for all u ∈ U and define
T = {t ⊆ U∞ : t is locally finite}.
We topologize T with the convergence tn → t if dtn(u)→ dt(u) for all u ∈ U . Since U is countable
this is convergence can be metrized by, for example, the complete metric
D(t, s) =
∞∑
i=1
|dt(f(i))− ds(f(i))| ∧ 1
2i
,
where f : {1, 2, . . . , } → U is a bijection.
Let ξ be a probability distribution on {0, 1, 2, . . . } with mean 1, ie. ∑i iξ(i) = 1. A T-valued
random variable is called a Galton-Watson tree with offspring distribution ξ if
P(T = t) =
∏
u∈t
ξ(dt(u))
for all t ∈ T. For t ∈ T, let t[k] be the subtree of t comprised of vertices of height at most k. Let
T be a ξ-Galton-Watson tree and define the probability measure νξ on T to be the unique measure
on infinite trees such that for every k and t0 ∈ T with height k,
νξ({t ∈ T : t[k] = t0}) = (#kt0)P(T [k] = t0),
where #kt is the number of vertices in t with height k. See e.g. [12, Lemma 1.14] for the existence
and uniqueness of this measure. Let T˜ have distribution νξ. T˜ is called a size-biased ξ-Galton-
Watson tree. The size biased distribution of ξ is the distribution
ξ˜(n) = nξ(n).
Note that this is a probability distribution because ξ has mean 1. Observe that, directly from the
definition of νξ, we have
P(#1T˜ = k) = ξ˜(k),
which justifies calling T˜ the size-biased tree. For trees t1, . . . , tk, let < t1, . . . , tk > be the rooted
ordered tree obtained by attaching the roots of t1, . . . , tk to a new vertex and calling that vertex the
root. Formally, for t ∈ T and i ∈ {1, 2, . . . }, we let it = {iv ∈ U : v ∈ t} and define < t1, . . . , tk >
as the rooted, ordered tree with vertex set
{∅} ∪
k⋃
i=1
iti.
For our purposes, T˜ has two important properties, which we summarize in the next two lemmas.
Lemma 3.1 ([12, Lemma 2.2] ). Let T1, T2, . . . be an i.i.d sequence of ξ-Galton-Watson trees, let T˜
be an independent size-biased ξ-Galton-Watson trees and let (X˜,N) be independent of T˜ , T1, T2, . . .
and distributed such that X˜ has distribution ξ˜ and conditionally give X˜ = k, N is uniformly
distributed on {1, 2, . . . , k}. Then T˜ is distributed like
T˜ =d < T1, . . . , TN−1, T˜ , TN+1, . . . , TX˜ > .
See also the discussions in Section 2 of [14] and Section 5 of [8] for a constructions of T˜ from
which the lemma follows immediately. For t ∈ T, let #t be the number of vertices of t.
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Lemma 3.2. Let T be a ξ-Galton-Watson tree and for n such that P(#T = n) > 0, let Tn be
distributed like T conditioned on P(#T = n). Then
Tn
d−→ T˜ .
That is, for every tree t ∈ T and k ∈ {1, 2, 3, . . . } we have
lim
n→∞
P
(
T [k]n = t
)
= lim
n→∞
P
(
T [k] = t
∣∣∣#T = n) = P(T˜ [k] = t) ,
where the limit is understood to be along n such that P(#T = n) > 0.
This lemma has a long history. The case when ξ has finite variance, which is the only case we will
need, was proven implicitly in [11] and first stated explicitly in [2]. A version for conditioning on
#T ≥ n rather than #T = n was given in [12]. See [8, Theorem 7.1] and [1] for modern approaches
to the general result.
4. Application to fixed points
The connection between local limit theorems for Galton-Watson trees and fixed points of 321-
avoiding permutations comes from the following result. For n ∈ {0, 1, 2, . . . } define ξ(n) = 2−n−1,
i.e., ξ has the Geometric(1/2) distribution. If T is a ξ-Galton-Watson tree and Tn is distributed
like T conditioned on #T = n, then Tn is a uniformly random rooted ordered tree with n vertices.
Thus, τn := τTn+1 is a uniformly random element of Avn(321).
From the local limit theorem for Galton-Watson trees, we obtain the following result.
Theorem 7. Let T1,T2, . . . be an i.i.d. sequence of Geometric(1/2)-Galton-Watson trees, let
(X˜,N) be independent of T1,T2, . . . and distribution such that X˜ has a size-biased Geometric(1/2)
distribution and conditionally give X˜ = k, N is uniformly distributed on {1, 2, . . . , k}. If τn is a
uniformly random element of Avn(321) then
⌊n/2⌋∑
i=1
δi1{τn(i)=i},
n∑
i=⌊n/2⌋+1
δn+1−i1{τn(i)=i}


d−→

N−1∑
i=1
δ∑i
j=1 #Tj
1{#Ti=1},
X˜∑
i=N+1
δ∑X˜
j=i#Tj
1{#Ti=1}

 ,
the convergence being convergence in distribution on MF ({1, 2, 3, . . . })2 where MF ({1, 2, 3, . . . })
is the set of finite measures on {1, 2, 3, . . . } equipped with the topology of weak convergence.
Proof. Let Tn+1 be distributed like T1 conditioned on #T1 = n+ 1. Since Tn →d T˜ by Lemma 3.2
and T admits a complete metric, we may use the Skorokhod Representation Theorem (see e.g. [10,
Theorem 4.30]) to construct a version of the sequence (Tn)n≥0 and T˜ such that Tn → T˜ almost
surely. For t ∈ T and 1 ≤ i ≤ dt(∅), define F ti ∈ T to be the fringe subtree of t above i. That
is, F ti ∈ T is the rooted ordered tree with vertex set {u ∈ U : iu ∈ t}. In particular, note that
t =< F t1 , . . . , F
t
dt(∅)
>.
Define
Nn = inf
{
k :
k∑
i=1
#F Tnk > ⌊n/2⌋
}
and N = inf
{
k :
k∑
i=1
#F T˜k =∞
}
.
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By Lemma 3.1, N is the unique index such that #F T˜N =∞. Letting τn = τTn+1 , we observe that
⌊n/2⌋∑
i=1
δi1{τn(i)=i},
n∑
i=⌊n/2⌋+1
δn+1−i1{τn(i)=i}


=

Nn+1−1∑
i=1
δ∑i
j=1 #F
Tn+1
j
1{
#F
Tn+1
i =1
},
dTn+1 (∅)∑
i=Nn+1
δ∑dTn+1(∅)
j=i #F
Tn+1
j
1{
#F
Tn+1
i =1
}

 ,
Since Tn → T almost surely there exists M = M(ω) such that for all n ≥ M(ω), dTn(∅) = dT˜ (∅),
F Tnj = F
T˜
j for all 1 ≤ j ≤ dT˜ (∅) such that #F T˜j <∞, Nn = N , and #F TnNn ≥ 3n/4. Therefore, for
n ≥M(ω)
Nn+1−1∑
i=1
δ∑i
j=1 #F
Tn+1
j
1{
#F
Tn+1
i =1
},
dTn+1 (∅)∑
i=Nn+1
δ∑dTn+1(∅)
j=i #F
Tn+1
j
1{
#F
Tn+1
i =1
}


=

N−1∑
i=1
δ∑i
j=1 #F
T˜
j
1
{#F T˜i =1}
,
d
T˜
(∅)∑
i=N+1
δ∑d
T˜
(∅)
j=i #F
T˜
j
1
{#F T˜i =1}

 .
Noting that
N−1∑
i=1
δ∑i
j=1 #F
T˜
j
1
{#F T˜i =1}
,
d
T˜
(∅)∑
i=N+1
δ∑d
T˜
(∅)
j=i #F
T˜
j
1
{#F T˜i =1}


=d

N−1∑
i=1
δ∑i
j=1 #Tj
1{#Ti=1},
X˜∑
i=N+1
δ∑X˜
j=i#Tj
1{#Ti=1}

 ,
completes the proof. 
Using the special properties of the geometric distribution, we are able to simplify the statement
of the theorem and, indeed, remove the trees from the picture entirely.
Proof of Theorem 1. Since P(X˜ = j) = j(1/2)j+1 we compute that for k ≥ 0
P(N = k + 1) =
∞∑
j=k+1
1
j
P(X˜ = j) =
∞∑
j=k+1
1
2j+1
=
1
2k+1
.
Thus N − 1 has a Geometric(1/2) distribution. Similarly, for k ≥ 0 we have
P(X˜ −N = k) =
∞∑
j=k+1
P(X˜ −N = k, X˜ = j) =
∞∑
j=k+1
1
j
P(X˜ = j) =
1
2k+1
,
which shows that X˜ −N has a Geometric(1/2) distribution. Moreover for k, j ≥ 0,
P(N − 1 = k, X˜ −N = j) = P(N = k + 1, X˜ = j + k + 1) = 1
j + k + 1
P(X˜ = j + k + 1)
=
1
j + k + 1
(j + k + 1)
1
2j+k+2
= P(N − 1 = k)P(X˜ −N = j).
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Thus N −1 and X˜−N are independent Geometric(1/2) random variables. Furthermore, for t ∈ T,
we have that
P(T1 = t) =
∏
v∈t
1
2dt(v)+1
=
1
22#t−1
,
from which it follows that
P(#T1 = k) =
1
22k−1
Ck−1 =
1
k22k−1
(
2k − 2
k − 1
)
where Ck−1 =
1
k
(2k−2
k−1
)
is the (k − 1)’st Catalan number. 
Proof of Corollary 4. Let Y1 =
∑N
k=1 1{Xk=1} and Y2 =
∑M
k=1 1{Yk=1}. By Theorem 1, the limiting
distribution of the total number of fixed points up to ⌊n/2⌋ is counted by Y1 and the total after is
counted by Y2. Both are independent copies of the same random variable Y with distribution
P(Y = k) =
∞∑
t=0
P(N = t)
(
t
k
)
2−t
=
∞∑
t=0
2−2t−1
(
t
k
)
= 2 ∗ 3−k−1
which is the probability mass function for a Geometric(2/3) random variable. 
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