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Abstract
Convergence properties of random ergodic averages have been extensively stud-
ied in the literature. In these notes, we exploit a uniform estimate by Cohen & Cuny
who showed convergence of a series along randomly perturbed times for functions in
L2 with
∫
max(1, log(1 + |t|))dµf < ∞. We prove universal pointwise convergence
of a class of random averages along randomly perturbed times for L2 functions with
∫
max(1, log log(1 + |t|))dµf < ∞. For averages with additional smoothing prop-
erties, we obtain a universal variational inequality as well as universal pointwise
convergence of a series define by them for all functions in L2.
1
21 Introduction.
Ergodic averages along sequences that are well behaved, in terms of pointwise conver-
gence, loose the convergence properties if the sequence is slightly perturbed. To be more
specific, a sequence of operators Tn acting on a probability space has the strong sweep-
ing out property if, for any ǫ > 0, there exists a set E with 0 < m(E) < ǫ, such that
lim supn→∞ Tn1E = 1 a.e. and lim infn→∞ Tn1E = 0 a.e.. Let (X,D, m) be a non–atomic
probability space and {τt}t∈R an aperiodic, ergodic, measure preserving flow on it. Ack-
oglu, Bellow, del Junco and Jones [1] showed that for any increasing sequence of integers
{nk}, if {tk} is a sequence such that tk 7→ 0, the averages
Bnf(x) =
1
n
n∑
k=1
f(τnk+tkx)
have the strong sweeping out property and therefore, there exist bounded functions for
which pointwise convergence fails on sets of positive measure. Earlier Bergelson, Bosher-
nitzan and Bourgain [7] had used Bourgain’s entropy method [12] to show that the aver-
ages Bnf diverge a.e. for some f ∈ L
∞ when the sequence {tk} is independent over the
rationals. Ackoglu, del Junco and Lee [2] proved that the related averages
Cnf(x) =
1
n
n∑
k=1
f({x+ tk}) dt
for f in [0, 1), have the δ-sweeping out property. In [3], Ackoglu et all showed that these
averages have in fact the strong sweeping out property.
In these notes we consider the behavior of averages such as Bnf and Cnf when the
perturbations {tk} are random rather than deterministic. For example, let {nk} be a
non-decreasing sequence of integers, {δk} and {ǫk} independent sequences of i.i.d. ran-
dom variables defined on a probability space (Ω,F ,P). Given a semi–flow of positive
3contraction operators {Tt}t∈(R+) ⊂ (R
+), we may consider the following averages:
Fnf(ω, x) =
1
n
n∑
k=1
1
2|ǫk(ω)|
∫
|t|<|ǫk(ω)|
Tnk+δk(ω)+tf(x) dt, (1.0.1)
Gnf(ω, x) =
1
n
n∑
k=1
Tnk+δk(ω)f(x) and Hnf(ω, x) =
1
n
n∑
k=1
Tδk(ω)f(x).
“Universal” convergence results concerns finding a subset Ω′ ⊂ Ω with P (Ω′) = 1
such that, for every ω ∈ Ω′, the averages in consideration converge almost everywhere for
all functions in a certain class. Reinhold [25] considered averages Fnf for the sequence
nk = k and obtained universal convergence results for f ∈ L
p, p ≥ 1, when e−1k ∈ L
q,
1
p
+ 1
q
. Schneider [31] considered averages of the form Gnf for the sequence nk = k
2 and
the sequences δk taking values 1 and −1 with probability 1/2. He established universal
a.e. converge for f ∈ L2. Schneider in [32] then extended this result for sequences with
the growth condition nk = O(2
ks) for some s ∈ (0, 1), and integer–valued sequences of
random variables δk. Cohen and Cuny [15] considered the averages Gnf and Hnf for
sequences {δk} that do not take integer values and f ∈ L
2. In light of [7, 3], pointwise
convergence of Gnf fails for some functions in L
2 but positive results are obtained by
considering a subclass. Cohen and Cuny [15] proved universal pointwise convergence of
averages Gnf and Hnf for f ∈ L
2 such that
∫
log(2 + |t|)dµf(t) <∞.
Theorem 1.1 ([15], Theorem 4.12) Let {Xn} ⊂ (R
+)d be i.i.d random variables with
E(|X1|
α) < ∞ for some α > 0. Let {nk} ⊂ (R
+)d, with |nm|
∗ = maxk≤m|nk| = O(2
mβ),
for some 0 < β < 1. Then, there exists a set Ω′ ⊂ Ω with P (Ω′) = 1, such that for
every ω ∈ Ω′, for any probability space (X,D, m), any continuous semi-flow of isometries
{Tt}t∈(R+)d , and any f ∈ L
2(X) with
∫
Rd
log(2 + |t|)dµf <∞, the series
∞∑
k=1
Tnk+Xk(ω)f − TnkE(TXk)f
4converges almost everywhere. In particular
1
n
n∑
k=1
(Tnk+Xk(ω)f − TnkE(TXk)f)
converges to 0 almost everywhere.
Cohen and Cuny’s approach aimed at proving the convergence of the above series
which yielded pointwise convergence as a consequence. In section 3, we exploit the uniform
estimates they obtained for almost periodic polynomials to prove a variational inequality.
This approach allowed us to obtain universal pointwise convergence of the above averages
under the weaker condition
∫
max(1, log log(|t|))dµf(t) <∞.
Theorem 1.2 Let {δn}n∈N ⊂ (R
+)d be independent random vectors with
∑
k≥1 P (|δk| >
2k
β
) < ∞. Let {nk} ⊂ (R
+)d, with |nk| = O(2
kβ), for some 0 < β < 1. Then, there
exists a set Ω′ ⊂ Ω with P (Ω′) = 1, such that for every ω ∈ Ω′, for any probability space
(X,D, m), any continuous semi-flow of positive isometries {Tt}t∈(R+)d, and any f ∈ L
2(X)
with
∫
Rd
max(1, log log(|t|))dµf <∞, the averages
1
⌊ρn⌋
⌊ρn⌋∑
k=1
(Tnk+δk(ω)f − TnkE(Tδk)f)
converges to 0 almost everywhere for any ρ > 1. If in addition the sequence {δk} are i.i.d.
and the sequence {nk} is such that the regular ergodic averages along that sequence satisfy
a variational inequality ‖‖ 1
⌊ρn⌋
∑⌊ρn⌋
k=1 Tnkf‖v(s)‖2 ≤ C‖f‖2 for any ρ > 1 (s > 2), then the
averages Gnf(ω, x) =
1
n
∑n
k=1 Tnk+δk(ω)f converge a.e..
Note that when nk = 0 for all k ≥ 1, and {δk} are i.i.d., the above theorem gives a
universal convergence result for the averages Hnf(ω, x) =
1
n
∑n
k=1 Tδk(ω)f . Theorem 1.2
5is proven in section 3 for a wider class of averages that include r–dimensional averages of
random measures.
When the kernels associated with the averages have additional smoothing properties,
such as the random averages Fnf above, the averages converge almost everywhere for all
f ∈ L2, provided 1/ǫk ∈ L
α for some α > 0.
Let ζ : Rd → R be positive, integrable with
∫
Rd
ζ(t)dt = 1. Let Lǫf(x) =
∫
Rd
ζǫ(t)Ttf(x)dt
where ζǫ(t) =
1
ǫ1···ǫd
ζ( t1
ǫ1
, . . . , td
ǫd
). Let {δk}k∈Nr and {ǫk}k∈Nr be independent sequences of
i.i.d. positive random vectors, and {nk}k∈Nr ⊂ (R
+)d. From here on, Fnf(x) denotes the
following smoothed average around the observations nk + δk(ω),
Fnf(ω, x) = Fnf(x) =
1
nr
∑
k∈[1,n]r
Tnk+δk(ω)Lǫk(ω)f(x). (1.2.1)
Additionally, for u ∈ Rd, |u| = max1≤i≤d |ui|; and for u, s ∈ R
d, < u, s >=
∑d
i=1 uisi, and
u.s = (u1s1, . . . , udsd).
Proposition 1.3 Let {δk}k∈Nr and {ǫk}k∈Nr be two independent sequences of i.i.d pos-
itive random vectors in Rd, and {nk}k∈Nr ⊂ (R
+)d. Assume they satisfy the following
conditions:
a. E(min1≤j≤d |ǫe,j|
−α) <∞ for some α > 0;
b.
∑
j≥1 j
r−1P (δe > 2
jrβ) <∞, for any e ∈ Nr; and
c. |nk| = O(2
|k|rβ), for some 0 < β < 1.
Then, there exists a set Ω′ ⊂ Ω with P (Ω′) = 1, such that for every ω ∈ Ω′,
for any probability space (X,D, m), and any continuous semi-flow of positive isometries
6{Tt}t∈(R+)d , the partial sums
∑
k∈[1,n]r
Tnk+δk(ω)Lǫk(ω)f(x)− TnkE(TδkLǫk)f(x)
|k|r
converges a.e. for any f ∈ L2(X) and∥∥∥∥∥
∑
k∈Nr
Tnk+δk(ω)Lǫk(ω)f(x)− TnkE(TδkLǫk)f(x)
|k|r
∥∥∥∥∥
2
≤ C‖f‖2.
If in addition supt
∏d
j=1max(1, |tj|
α)|ζˆ(t)| < ∞, for some α > 0, and the averages
along the subsequence {nk} satisfy
∥∥∥‖Anf‖v(s)∥∥∥
2
≤ C‖f‖2 (s > 2), then there exists a
positive function C(ω) finite P–a.e., such that, for every ω ∈ Ω′, for any probability space
(X,D, m), and any continuous semi-flow of positive isometries {Tt}t∈(R+)d ,
∥∥∥‖Fnf(ω, .)‖v(s)∥∥∥
2
≤ C(ω)c(β)‖f‖2, and
lim
n→∞
Fnf(ω, x) exits m–a.e. for all f ∈ L
2(X).
2 Uniform Estimates
Universal pointwise convergence theorems in L2 can be obtained, by using a transfer
argument or spectral representation, through uniform estimates of Fourier transforms
of the associated kernels. Estimates for random trigonometric polynomials have been
essential in proving convergence of random Fourier series as well as ergodic averages
along subsequences and modulated ergodic averages. Paley and Zygmund(1930–32) [24]
and Salem and Zygmund (1954) [30] provided the first estimates for trigonometric sums
in their study of Fourier series with random signs:
∑∞
k=1 ǫkcke
ikx where the {ǫk} is a
Rademacher sequence, and {ck} is a sequence of complex numbers. They were also used
to prove convergence of random Fourier and almost periodic series [18, 20, 33, 15, 16, 14].
7In ergodic theory, their study yielded applications to the convergence of averages
along subsequences and averages with random weights. Bourgain [9, 10, 11, 12] used
them to prove pointwise convergence of ergodic averages along polynomial sequences and
Bourgain and Weirdl [34] applied them to pointwise convergence of ergodic averages along
sequences of primes. Bourgain, Bergelson and Boshenitzan [7] use them to prove pointwise
convergence of ergodic averages with random weights as well as Assani [4, 5], Rosenblatt
and Weirdl [28], and Cohen and Lin [17]. Schneider [32] used them to prove convergence
of ergodic averages along perturbed sequences of squares, with integer perturbations.
These works used an estimate of the associated trigonometric polynomial by means
of an estimate on the derivative of those polynomials. The work of Cohen and Cuny [16]
extended the estimates of Salem and Zygmund to obtain uniform estimates of multidimen-
sional random exponential sums of the form
∑n
k=1Xk e
i(αk .t), where {Xn} is a sequence of
random variables, {αk} ⊂ R
d are sequences of real numbers, and t ∈ Rd. The estimates
on the exponential sums allowed them to prove pointwise convergence results for series of
the form
∞∑
k=1
XkT
nkf
where {nk} ⊂ N
d, T nkf = T
nk,1
1 T
nk,2
2 ...T
nk,d
d f , where T1, ..., Td are commuting isometries.
Several additional authors studied the convergence of power series of contractions includ-
ing Assani [6], Boukhari and Weber [8], Cohen and Lin [17], Cohen and Cuny [15, 16] and
Cohen [14].
To handle the kernels corresponding to the averages Fnf,Gnf,Hnf above, we introduce
a larger framework that allow us to work with Rd –actions rather than Zd–actions.
8Definition 2.1 Let (Ω,F ,P) be a probability space, and B the Borel sigma–algebra on
Rd, d ≥ 1. A function ν : Ω×Rd 7→ Cd is a finite complex valued transition measure
on Ω× Rd if
i. ν(ω, .) is a finite complex valued measure on B, for any ω ∈ Ω, and
ii. ν(., B) is an F–measurable function for any B ∈ B.
iii. Letting |ν(ω)| := |ν|(ω,Rd) denote its variation norm, we also require E(|ν(.)|) <∞.
Notation 2.2 If ν is a finite complex valued transition measure, Eν denotes the measured
on B defined by Eν(B) =
∫
Ω
ν(ω,B)dP , for any B ∈ B.
For {Tt}t∈(R+)d a semi–flow of L
2 contractions, convolution with measures ν(ω, .) define
bounded operators in L2:
νωf(x) =
∫
Rd
Ttf(x)ν(ω, dt).
Definition 2.3 Let {νk}k∈I be a collection of transition measures. The sequence {νk}
is independent if for every finite set of Borel measurable simple functions g1, . . . , gm
on Rd, and any finite set k1, k2, . . . , km of pairwise distinct indices, the random variables
{
∫
Rd
gi(x)νki(ω, dx)}i=1,...,m are independent.
Given a sequence of independent transition measures {νk}k∈Nr , consider averages of
the form
Kωnf(x) =
1
nr
∑
k∈[1,n]r
νωk (f)(x).
9The kernels associated with such averages are
1
nr
∑
k∈[1,n]r
νˆωk (t), for t ∈ R
d
where νˆωk (t) =
∫
ei<t,u>ν(ω, du) is the Fourier–Stieljes transform corresponding to the
measure νk(ω, .). Uniform estimates that control such kernels have already been consid-
ered by Cohen in [14].
Theorem 2.4 (Theorem 2.8 [14]) Let {Lk} be a sequence of positive numbers, Lk ≥ 1,
such that
∑∞
n=1
∑∞
m=n+1(1/L
2
n,m) <∞, with Ln,m =
∑m
k=n+1 L
2
k. Let {νk} be a sequence of
independent, finite complex valued transition measure on Ω×B with ‖ |νk|(.,R
d) ‖L∞(Ω) <
∞, for all k ≥ 1. Let
Pn,m(t) =
m∑
k=n+1
[∫
[−Lk,Lk]d
ei<t,u>νk(du)−
∫
[−Lk,Lk]d
ei<t,u>Eνk(du)
]
be the sum of the difference of the (truncated) Fourier–Stieljes transform corresponding
to the measures {νk(., t)} and their expected values. And let Vn,m =
∑m
k=n+1 ‖|νk|‖
2
L∞(Ω).
Then, there exists ǫ > 0 and C > 0, independent of {νk}, such that
∥∥∥∥∥supm>n supT≥2 exp(ǫ
maxt∈[−T,T ]d |Pn,m(ω, t)|
2
Vn,m log(L
2+d/2
n,m T d+2)
)
∥∥∥∥∥
L1(Ω)
< C.
An immediate consequence is the following application.
Proposition 2.5 Let ϕ : R→ R+ with ϕ(x) & |x|. Let {νk}k∈Nr be independent complex
valued transition measures on Ω× B, {ak}k∈Nr be a sequence in (0, 1]. Assume that
∑
k∈Nr
akE|νk|([|t| > ϕ(|k|)]) <∞.
10
Let Nn,m = {k ∈ N
r : n < |k| ≤ m}. Then there exists C : Ω → R+ finite P–a.e. such
that, for all m,
sup
m>n
sup
T>2
maxt∈[−T,T ]d
∣∣∣∑k∈Nn,m ak(νˆωk (t)− Eˆνk(t))
∣∣∣2
1 +
∑
k∈Nn,m
a2k ‖|νk|‖
2
L∞(Ω) log(max(ϕ(m), T ))
≤ c(d)C(w). (2.5.1)
In particular, if {νk}k∈Nr are independent probability transition measures with
∑
k∈Nr
Eνk([|t| > ϕ(|k|)]) <∞, then
sup
m>n
sup
T>2
maxt∈[−T,T ]d
∣∣∣∑k∈Nn,m ak(νˆωk (t)− Eˆνk(t))
∣∣∣2[∑
k∈Nn,m
a2k
]
log(max(ϕ(m), T ))
≤ c(d)C(w). (2.5.2)
Proof First note that |ak(νˆωk(t) − Eˆνk(t))| ≤ 2ak ‖|νk|‖L∞(Ω). Thus Vn,m in theorem
2.4 becomes ∼
∑
k∈Nn,m
a2k ‖|νk|‖
2
L∞(Ω). Let Jn = [−ϕ(n), ϕ(n)]
d. With this choice, the
numbers Ln = ϕ(n) satisfy the condition of Theorem 2.4. Let Dˆνk(ω, t) = ak(νˆωk(t) −
Eˆνk(t)).
Decompose
∑
k∈Nn,m
Dˆνk(ω, t) = Pn,m +Qn,m, where
Pn,m(ω, t) =
∑
k∈Nn,m
ak
[∫
J|k|
ei<t,u>νk(ω, du)−
∫
J|k|
ei<t,u>Eνk(du)
]
,
and
Qn,m(ω, t) =
∑
k∈Nn,m
ak
[∫
Jc
|k|
ei<t,u>νk(ω, du)−
∫
Jc
|k|
ei<t,u>Eνk(du)
]
The estimate for Pn,m is obtained from the previous theorem by computing
Ln,m ∼
∑
n<j≤m
ϕ2(j) . mϕ(m)2 . ϕ(m)3.
Yielding the existence of C1 : Ω→ R
+ finite P–a.e. such that
max
t∈[−T,T ]d
|Pn,m(ω, t)|
2 .C1(ω)Vn,m log(L
2+d/2
n,m T
d+2)
∼c(d)C1(ω)

 ∑
k∈Nn,m
a2k ‖|νk|‖
2
L∞(Ω)

 log(max(ϕ(m), T )).
11
We also have
|Qn,m(ω, t)| .
∑
k∈Nn,m
ak[|nuk|(ω, J
c
|k|) + E|νk|(J
c
|k|)].
By assumption, there exists C2(ω) ∈ L
1(Ω) such that
sup
m>n≥1
sup
t
|Qn,m(ω, t)| . C2(ω).
Combining both estimates, (2.5.1) is obtained.
If {νk}k∈Nr are independent probability transition measurThus, then
|Qn,m(ω, t)| .

 ∑
k∈Nn,m
a2k


1/2 
 ∑
k∈Nn,m
[νk(ω, J
c
|k|) + Eνk(J
c
|k|)]


1/2
.
Thus, if
∑
k∈Nr Eνk([|t| > ϕ(|k|)]) <∞, then there exists C3(ω) ∈ L
1(Ω) such that
sup
t
|Qn,m(ω, t)|
2 ≤ C3(ω)

 ∑
k∈Nn,m
a2k

 for all m > n.
Combining both estimates, (2.5.2) is obtained.

Example 2.6 Let {nk}k∈Nr ⊂ (R
+)d, {δk}k∈Nr be i.i.d. random vectors. Let {θk}k∈Nr be
independent copies of a probability measure θ on Rd which are independent of {δk}. Let
νk = θk ∗ δnk+δk . Now
Pm(ω, t) =
∑
k∈[1,m]r
(νˆωk (t)− Eˆνk(t)) =
∑
k∈[1,m]r
ei<nk,t>(νˆωk e
i<δk(ω),t> − EˆνkE(e
i<δk,t>)).
If |nk| ≤ c(2
|k|rβ), for some 0 < β < 1 and all k, we use ϕ(x) = (2 + c) 2|x|
rβ
, and the
assumption of Proposition 2.5 becomes
∑
k∈Nr
νk(|t| > (2 + c) 2
|k|rβ) ≤
∑
k∈Nr
[
θ(|t| > 2|k|
rβ
) + P (δe > 2
|k|rβ)
]
≤
∞∑
n=1
nr−1
[
θ(|t| > 2n
rβ
) + P (δe > 2
nrβ)
]
.
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If this series is finite, then by Proposition 2.5 there exists C(ω) ∈ L1(Ω), such that
sup
m≥1
sup
T≥2
max
t∈[−T,T ]d
|Pm(ω, t)|
2
mr log(max(T, 2mrβ))
= C(ω) <∞.
In particular, for Dˆn(ω, t) =
1
nr
Pn(ω, t) and T ≤ 2
nrβ , we obtain
max
t∈[−T,T ]d
|Dˆn(ω, t)|
2 ≤ C(w)
log(max(T, 2n
rβ
))
nr
≤ C(w)
1
nr(1−β)
.
3 Applications to Ergodic Theory
In this section, {νk}k∈Nr denotes a sequence of independent transition measures on Ω×B,
Vm =
∑
k∈[1,m]r ‖|νk|‖
2
L∞(Ω) and bm =
∑
k∈[1,m]r ‖|νk|(.,R
d)‖L∞(Ω). The averages
Kωnf(x) = Knf(x) =
1
bn
∑
k∈[1,n]r
νωk (f)(x)
have associated kernels
Kˆωn (t) = Kˆn(t) =
1
bn
∑
k∈[1,n]r
νˆk(ω, t) =
1
bn
∑
k∈[1,n]r
∫
ei<t,u>νk(ω, du). (3.0.1)
Note that if the νk’s are probability measures, then bm = Vm = m
r, the number of terms
of the averages in consideration.
The above averages have convergence properties provided that the averages defined
by their expected values
En(t) = E(Kn(t)) =
1
bn
∑
k∈[1,n]r
Eνkf(x).
are well behaved averages. Let
Eˆn(t) = E(Kˆn(t)) =
1
bn
∑
k∈[1,n]r
E(νˆωk )(t) =
1
bn
∑
k∈[1,n]r
∫
ei<t,u>Eνk(du),
13
and let Dˆn(t) = Kˆn(t) − Eˆn(t) denote the corresponding centered kernels. Lastly, for
{nk}k∈Nr ⊂ R
d, Anf = (1/n
r)
∑
k∈[1,n]r Tnkf(x) denote the regular averages along the
sequence {nk}k∈Nr .
Note 3.1 A family of operators {Tt}(R+)d acting on L
2(X) is a continuous semi–flow of
isometries, or a (R+)d–action, if for all f ∈ L2, T0f = f , TsTtf = Ts+tf and s, t ∈ (R
+)d,
and the map t→< Ttf, f > is continuous.
Spectral representation of unitary actions allow us to study random averages of the
form Knf =
1
bn
∑
k∈[1,n]r ν
ω
k f by exploiting properties of the kernels Kˆn(t) =
1
bn
∑
k∈[1,n]r νˆ
ω
k .
For unitary actions of Rd, a classical generalization of Stone’s Theorem [27] provides
a spectral representation. That is, for any f ∈ L2, there is a positive finite measure µf on
Rd, called its spectral measure, such that for any s ∈ Rd, < Tsf, f >=
∫
Rd
ei<s,t>dµf(t).
The unitary dilation theorem implies that results obtained for unitary actions yield
results for actions by isometries as well.
Theorem 3.2 Riesz–Nagy [27] Let {Tt}t∈(R+)d be a representation of (R
+)d by isometries
on a Hilbert space H. There exist a Hilbert space H2 ⊃ H and an R
d action {Ut}t∈Rd by
unitary operators on H2, such that, if π : H2 → H is the orthogonal projection, then
πUtx = Ttx, for all t ∈ (R
+)d and x ∈ H.
Define (logψ)+(t) = log2 ψ(t) if ψ(t) > 2, and 1 otherwise. For any positive real
number v, abusing notation Kvf = K⌊v⌋f .
Theorem 3.3 Let {νk}k∈Nr be a sequence of independent, finite complex valued transition
measures on Ω× B. Let ϕ be an non–decreasing positive function such that ϕ(|x|) & |x|,
14
and let ψ be its (generalized) inverse. Assume that
(a)
∑
k∈Nr
E|νk|(|t| > ϕ(|k|)) <∞, and
(b)
∑
n≥1
1 + Vρn log(ϕ(ρ
n))
b2ρn
<∞, for all ρ > 1.
Then, there exists C(ω) ∈ L1(Ω) such that for any probability space (X,D, m) with any
continuous semi–flow of isometries {Tt}t∈(R+)d acting on it, if f ∈ L
2(X),∥∥∥∥∥
√√√√ ∞∑
n=1
|Dρnf |2
∥∥∥∥∥
2
2
< C(ω) c(ρ)
∫
(logψ)+(|t|)dµf .
Proof
∫ ∞∑
n=1
|Dρnf |
2dm ≤
∞∑
n=1
∫
|Dˆρn(t)|
2 dµf
=
∞∑
n=1
∫
|t|≤ϕ(ρn)
|Dˆρn(t)|
2 dµf +
∞∑
n=1
∫
|t|>ϕ(ρn)
|Dˆρn(t)|
2 dµf
= I + II. (3.3.1)
By assumption (a) and Proposition 2.5, there exist C : Ω → R+, finite P–a.e., such
that
max
|t|≤ϕ(ρn)
|Dˆρn(t)|
2 . C(ω)
1 + Vm log(ϕ(ρ
n))
b2ρn
.
Therefore, by assumption (b),
I . C(ω)
∞∑
n=1
1 + Vm log(ϕ(ρ
n))
b2ρn
‖f‖22 . c(ρ)C(ω)‖f‖
2
2.
For the second term in (3.3.1), note that supn supt |Dˆn(t)| is bounded.
II =
∞∑
n=1
∑
k≥n
∫
ϕ(ρk)<|t|≤ϕ(ρ(k+1))
|Dˆρn(t)|
2dµf ≤ C
∞∑
k=1
k
∫
ϕ(ρk)<|t|≤ϕ(ρ(k+1))
dµf
≤
C
log2 ρ
∞∑
k=1
∫
ϕ(ρk)<|t|≤ϕ(ρ(k+1))
log2 ψ(|t|)dµf .
C
log2 ρ
∫
(logψ)+|t|dµf .
Combining the estimates for both terms I and II, the proposition is proven. 
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Proposition 3.4 Let {νk}k∈Nr be a sequence of independent, probability transition mea-
sures on Ω× B such that, for some constant c > 0,
∑
k∈Nr
Eνk(|t| > c2
|k|rβ) <∞.
Let Kn be defined as in (3.0.1) and Dn the corresponding centered averages. Then there
exists C(ω) ∈ L1(Ω) such that, for any probability space (X,D, m) with any continuous
semi–flow of isometries {Tt}t∈(R+)d acting on it, if f ∈ L
2(X),
∥∥∥∥∥
√√√√ ∞∑
n=1
|Dρnf |2
∥∥∥∥∥
2
2
< C(ω) c(ρ, β)
∫
(log log)+|t|dµf .
Proof Since {νk}k∈Nr are probability transition measures, bm ∼ m
r and Vm ∼ m
r. ϕ(x) =
c 2x
rβ
, for x ≥ 0, has inverse (log2(y/c))
1/(rβ), y ≥ 1. It suffices to check the assumptions
of Theorem 3.3. Assumption (b) is immediately satisfied for β ∈ (0, 1).
∑
n≥1
1 + Vρn log(ϕ(ρ
n))
b2ρn
∼
∑
n≥1
ρrn log(2ρ
rβn
)
ρ2rn
=
∑
n≥1
1
ρ(1−β)rn
<∞
for all ρ > 1. And assumption (a) becomes the assumption of this proposition. 
Example 3.5 Given a sequence {θk}k∈Nr of independent probability transition measures
and {nk}k∈Nr ⊂ (R
+)d. If
(a) |nk| = O(2
|k|rβ) and
(b) for some constant c ≥ 1,
∑
k∈Nr
Eθk(|t| > c 2
|k|rβ) <∞.
Then the sequence νk = θk ∗ δnk satisfies the condition of Proposition 3.4. In particular,
if {θk}k∈Nr are independent copies of one probability transition measure θ, condition (b)
becomes
∑
n∈N n
r−1Eθ(|t| > c 2n
rβ
) <∞.
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After the square function result along exponential subsequences {ρn} is obtained,
Theorem 3.3 or Proposition 3.4, one is tempted to prove a variational inequality for
averages with kernels Kˆn. But without additional control on the decay of the kernels,
this approach fails to be fruitful. However, this result is enough for universal pointwise
convergence of the averages. The steps for proving convergence were inspired by [28] and
related works.
Definition 3.6 Given a set of real numbers {xn}n∈I, where I is a countable index set,
define its variation s–norm by ‖xn‖v(s) = sup
(∑∞
j=1 |xnj−xnj+1 |
s
)1/s
where the supremum
is taken over all possible sub sequences {nj} in I.
Proposition 3.7 (Properties of variation norms)
1. For each 1 ≤ s <∞, ‖.‖v(s) is a semi-norm.
2. ‖xn‖v(s) ≤ 2
(∑∞
n=1 |xn|
s
)1/s
.
3. ‖xn‖v(s) ≤ 2
∑
k ‖{xn : nk ≤ n < nk+1}‖v(s) for any sequence nk such that xnk = 0
for all k.
A proof of these properties can be found in [21] along with some discussion of the appli-
cations of the variation norm to ergodic theory.
Proposition 3.8 With the same assumptions and notation as in Theorem 3.3, if for any
ρ > 1, ‖‖Eρnf‖v(s)‖2 ≤ C‖f‖2 (s > 2), then there is a universal set Ω
′ ⊂ Ω of probability
1 such that, for any ω ∈ Ω′,
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(a) for any probability space (X,D, m) with any continuous semi–flow of isometries
{Tt}t∈(R+)d acting on it, limn→∞K
ω
ρnf(x) exists m–almost everywhere for any f ∈
L2(X) such that
∫
(logψ)+|t|dµf <∞.
(b) If in addition, for any ρ > 1, (a) limρ7→1 supn bρn+1/bρn = 1, for any probability space
(X,D, m) with any continuous semi–flow of positive isometries {Tt}t∈(R+)d acting
on it, the averages Kωn f converge almost everywhere for any f ∈ L
2(X), such that
∫
(logψ)+|t|dµf <∞.
Proof
Part (a): By Theorem 3.3, there exists a set Ω′ ⊂ Ω of probability 1 such that, for any
ω ∈ Ω′, there is a constant M = M(ω, ρ, ϕ) such that
∥∥∥
√∑
n
|Dρnf |2
∥∥∥
2
≤M
[ ∫
(logψ)+|t|dµf
]1/2
.
Let ω ∈ Ω′. Then
‖‖Kρnf‖v(s)‖2 ≤ ‖‖Eρnf‖v(s)‖2 + ‖‖Dρnf‖v(s)‖2
≤ C‖f‖2 + 2
∥∥∥
√∑
n
|Dρnf |2
∥∥∥
2
≤ (C + 2M)
[ ∫
(logψ)+|t|dµf
]1/2
.
Suppose that for some ω ∈ Ω′, there exists f ∈ L2(X) with
∫
(logψ)+|t|dµf < ∞, for
which the limit does not exists. Then there exist positive numbers a and b and a set
E ⊂ X , with m(E) > b > 0, such that, for all x ∈ E,
∣∣∣∣lim sup
j
Kρnj f(x)− lim inf
j
Kρnj f(x)
∣∣∣∣ > a > 0.
Then, for any x ∈ E, there is an increasing sequence nj(x) such that
∣∣∣Kρn2j (x)f(x)−Kρn2j−1(x)f(x)
∣∣∣ > a, for all j > 0.
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Thus
abJ1/s <
∫
E
[ 2J∑
j=1
|K
ρnj (x)
f(x)−K
ρnj+1(x)
f(x)|s
]1/s
dm
≤
∫
sup
nj
[ 2J∑
j=1
|Kρnj f(x)−Kρnj+1f(x)|
s
]1/s
dm
≤
∥∥∥‖Kρnf‖v(s)∥∥∥2
2
≤ (C + 2M)2
∫
(logψ)+|t|dµf .
Letting J 7→ ∞, we obtain a contradiction.
Part (b) Consider a sequence of ρk decreasing to 1. By part (a), there exists sets Ωk ⊂ Ω
of probability 1 such that for any ω ∈ Ωk, Kρn
k
f converges almost everywhere for any
f ∈ L2(X) with
∫
(logψ)+|t|dµf < ∞. Let Ω
′ = ∩kΩk.Then, for any ω ∈ Ω
′, for f ≥ 0,
a.e. convergence of the full sequence Kωmf follows because the Tt’s are possitive operators
and, for ρnk ≤ m < ρ
n+1
k , we have(
bρn
k
bρn+1
k
)d
Kωρn
k
f(x) ≤ Kωmf(x) ≤
(
bρn+1
k
bρn
k
)d
Kω
ρn+1
k
f(x).
The general case follows. 
Theorem 1.2 follows as a corollary of Proposition 3.4 and 3.8.
Example 3.9 Let {nk}k∈N be an integer valued sequence such that nk = O(2
kβ) (0 < β <
1), and such that
∥∥∥‖Aρnf‖v(s)∥∥∥
2
< C‖f‖2 (s > 2). Let {δk} be i.i.d. real–valued random
variables such that
∞∑
k=1
P (δ1 > 2
kβ) <∞.
Using Proposition 3.8 with νk = δnk+δk or νk = δδk respectively, there exists a universal
set Ω′ ⊂ Ω such that, for any ω ∈ Ω′, and for any probability space (X,D, m) with any
continuous semi–flow of positive isometries {Tt}t∈(R+)d acting on it, both averages G
ω
nf
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and Hωn f converge almost everywhere for any f ∈ L
2 such that
∫
(log log)+|t|dµf < ∞.
Similar results holds when we use νk = ζk ∗ δnk+δk where ζkf = Lǫkf defined in (1.2.1),
under mild conditions on the sequence {ǫk}. However, for these averages we have stronger
results.
3.1 Smoother Averages
We now consider the averages F ωn f(x) defined in (1.2.1). Their corresponding kernels
Fˆ ωn (t) =
1
nr
∑
k∈[1,n]r
ζˆ(ǫk.t)e
i<(nk+δk),t>
decompose as Fˆ ωn (t) = Eˆ
ω
n (t) + Dˆ
ω
n(t) where
Eˆωn (t) = ϕ(t)φ(t)Aˆn(t), Dˆ
ω
n(t) =
1
nr
∑
k∈[1,n]r
[ei<δk ,t>ζˆ(ǫk.t)−E(e
i<δk ,t>)E(ζˆ(ǫk.t))]e
i<nk,t>,
ϕ(t) = E(ei<δk ,t>), and φ(t) = E(ζˆ(ǫk.t)).
Proposition 3.10 Let {δk}k∈Nr and {ǫk}k∈Nr be two independent sequence of positive
random vectors in (R+)d. Assume that
(a) {ǫk}k∈Nr are i.i.d. with E( min
1≤j≤d
|ǫe,j|
−α) <∞, for some α > 0 and e ∈ Nr;
(b) for some constant c ≥ 1,
∑
k∈Nr
P (|δk| > c 2
|k|rβ) <∞, for some 0 < β < 1,
(c) {nk}k∈Nr ⊂ R
+d, such that |nk| = O(2
|k|rβ).
Let ζ : Rd → R be positive, integrable with unit integral satisfying
(d) sup
t
d∏
j=1
max(1, |tj|)
α|ζˆ(t)| <∞.
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There exits a positive function C(ω), finite P–a.e., such that for for any probability space
(X,D, m) with any continuous semi–flow of positive isometries {Tt}t∈(R+)d acting on it,
such that if
∥∥∥‖Anf‖v(s)∥∥∥
2
≤ C‖f‖2 (s > 2), then
a.
∥∥∥‖F ωn f‖v(s)∥∥∥
2
≤ C(ω)c(β)‖f‖2, for s > 2, and
b. limn→∞ F
ω
n f exits m–a.e. for all f ∈ L
2(X).
Proof Fix e ∈ Nr. Since
Enf = E(F
ω
n f) =
∫
E(ζǫe(t))An(E(f ◦ Tδe+t))dt
their variational inequality ensues,
∥∥∥‖Enf‖v(s)∥∥∥
2
≤
∫
E(ζǫe(t))
∥∥∥‖Anf ◦ Tδe+t‖v(s)∥∥∥
2
dt ≤ C‖f‖2.
It remains to prove the variational inequality for {Dωnf = F
ω
n f − Enf}.
First we obtain a variational inequality along a well chosen sub sequence. For k ≥ 1,
consider {aj}j∈Ik to be the sequence of equally spaced integers such that 2
k ≤ aj < 2
k+1,
aj+1− aj ∼ 2
k/k2, and the smallest element in this sequence is 2k. Rename this sequence
{ml} = ∪k ∪j∈Ik aj .
∥∥∥‖Dωmlf‖v(s)
∥∥∥2
2
≤
∥∥∥‖Dωmlf‖v(2)
∥∥∥2
2
≤ 2
∑
l≥1
‖Dωmlf‖
2
2
≤ 2
∑
k≥1
∑
j∈Ik
∫
|t|≤22
βk
|Dˆωaj (t)|
2 dµf + 2
∑
k≥1
∑
j∈Ik
∫
|t|>22
βk
|Dˆωaj (t)|
2 dµf
= I + II.
The estimate for first term I follows the same argument as Proposition 3.4. By
Proposition 2.5 there exists C(ω), a positive integrable function on Ω, such that, for
21
2k ≤ aj < 2
k+1,
max
|t|≤22
βk
|Dˆωaj (t)|
2 . C(ω)
log(22
rβk
)
2rk
. C(ω)
1
2rk(1−β)
.
Since |Ik| ∼ k
2 and 0 < β < 1,
I . C(ω)
∞∑
k=1
k2
1
2rkβ
∫
|t|≤22
βk
dµf
= C(ω)c(β)‖f‖22.
For the second term, the assumptions on ζ imply
|Dˆωn(t)| .
1
|t|α
[ 1
nr
∑
l∈[1,n]r
1
min1≤j≤d |ǫl,j(ω)|α
+ E(
1
min1≤j≤d |ǫl,j|α
)
]
.
By assumption (a), there exist Ω′′ ⊂ Ω of probability 1 such that, for all ω ∈ Ω′′,
supn |Dˆ
ω
n(t)| ≤
C2(ω)
|t|α
, with C2(ω) <∞ P–a.e..
II =
∑
k
∑
j∈Ik
∫
|t|>22
βk
|Dˆωaj (t)|
2dµf
≤ C22(ω)
∑
k
k2
1
2α2βk
∫
|t|>22
βk
dµf
≤ C22(ω)c(β)‖f‖
2
2.
Now let D˜ωn = D
ω
mk
if mk ≤ n < mk+1. Then ‖D
ω
nf‖v(s) = ‖D
ω
nf−D˜
ω
nf‖v(s)+‖D˜
ω
nf‖v(s) =
A+B. The second term B is the variation along the subsequence {ml} handled above.
For the first term, by Proposition 3.7,
‖Dωnf − D˜
ω
nf‖v(s) ≤ 2
(∑
l
‖{Dωnf : ml ≤ n < ml+1}‖
s
v(s)
)1/s
≤ 2
(∑
l
‖{Dωnf : ml ≤ n < ml+1}‖
2
v(1)
)1/2
;
22
and for ml ∈ Ik,
‖{Dωnf : ml ≤ n < ml+1}‖v(1) ≤
ml+1−1∑
n=ml
|Dωnf −D
ω
n+1f |
≤ (ml+1 −ml)
1/2
(ml+1−1∑
n=ml
|Dωnf −D
ω
n+1f |
2
)1/2
≤
(2k
k2
)1/2(ml+1−1∑
n=ml
|Dωnf −D
ω
n+1f |
2
)1/2
.
Since Dˆωn are bounded, |Dˆ
ω
n(t)− Dˆ
ω
n+1(t)| ∼
C
n
, thus
‖‖Dωnf − D˜
ω
nf‖v(s)‖
2
2 ≤ 4
∑
k
2k
k2
∑
j∈Ik
aj+1−1∑
n=aj
‖Dωnf −D
ω
n+1f‖
2
2
≤ 4
∑
k
2k
k2
2k+1−1∑
n=2k
‖Dωnf −D
ω
n+1f‖
2
2
≤ 4
∑
k
2k
k2
2k+1−1∑
n=2k
∫
|Dˆωn(t)− Dˆ
ω
n+1(t)|
2dµf
∼
∑
k
2k
k2
2k+1−1∑
n=2k
1
n2
∫
dµf
∼
∑
k
1
k2
‖f‖22 = C‖f‖
2
2.
Now that the variation inequality is established, pointwise convergence for f ∈ L2(X)
follows by an argument similar to Proposition 3.8. 
The variational inequality of {Fnf} for f in L
2 was possible due to the decay of the
kernel Fˆn(t). Such decay also yields the a.e. convergence of the related series. This result
requires Moricz’s [23] estimates for moments of sums of random variables and its extension
in Cohen and Cuny [16].
Proposition 3.11 [16] Let (Y, C, µ) a probaility space and {Gn} ⊂ L
2(Y ). Let {αn} a
sequence of non–negative numbers, γ > 0, C > 0 constants, and {An} a non-decreasing
23
sequence with growth condition An . n
γ such that, for all m > n ≥ 1,∥∥∥∥∥∥
∣∣∣∣∣
m∑
k=n+1
Gk
∣∣∣∣∣
2
∥∥∥∥∥∥
2
2
≤ Am
m∑
k=n+1
αk.
If
∑
n≥1 αnAn(log n)
2 <∞, then
∑
n≥1Gn converges a.e. in L
2(Y ), and∥∥∥∥∥supn≥1
∣∣∣∣∣
n∑
k=1
Gk
∣∣∣∣∣
∥∥∥∥∥
2
2
≤ C(γ)
∑
n≥1
αnAn(log n)
2.
Proposition 3.12 Let {δk} and {ǫk} be two independent sequence of i.i.d positive random
variables with E(min1≤j≤d ǫ
−α
e,j ) <∞, for some α > 0, e ∈ N
r. Let ζ be positive, integrable
with unit integral satisfying supt
∏
1≤j≤dmax(1, |tj|
α)|ζˆ(t)| < ∞. Let {nk}k∈Nr ⊂ (R
+)d
such that nk = O(2
|k|rβ) for some 0 < β < 1, then there exits a universal set Ω′ ⊂ Ω
of probability 1 such that for any ω ∈ Ω′, for any probability space (X,D, m) with any
continuous semi–flow of isometries {Tt}t∈(R+)d acting on it, the partial sums
∑
k∈[1,n]r
Tnk+δkLǫk(ω)f(x)− TnkE(TδkLǫkf(x))
|k|r
converges for a.e. x.
Moreover, there is a function C : Ω→ R+ finite P–a.e. such that
∥∥∥∑
k∈Nr
Tnk+δkLǫk(ω)f(x)− TnkE(TδkLǫkf(x))
|k|r
∥∥∥2 < C(w)‖f‖22.
Proof In,m = {k ∈ N
r : n < |k| ≤ m}.∥∥∥∥∥∥
∑
k∈In,m
Tnk+δkLǫk(ω)f(x)− TnkE(TδkLǫkf(x))
|k|r
∥∥∥∥∥∥
2
2
≤
∫ ∣∣∣∣∣∣
∑
k∈In,m
[ei<δk,t>ζˆ(ǫkt)−E(e
i<δk ,t>)E(ζˆ(ǫkt))]e
inkt
|k|r
∣∣∣∣∣∣
2
dµf .
By Proposition 2.5, there exists C1(ω) > 0 in L
1(Ω) such that, for all |t| ≤ 2m
rβ
,∣∣∣∣∣∣
∑
k∈In,m
[ei<δk,t>ζˆ(ǫk.t)− E(e
i<δk,t>)E(ζˆ(ǫk.t))]e
inkt
|k|r
∣∣∣∣∣∣
2
< C1(ω)
m∑
j=n+1
1
jr+1
log(2m
rβ
)
∼ C1(ω)m
rβ
(
m∑
j=n+1
1
jr+1
)
.
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On the other hand, for |t| > 2m
rβ
,
∣∣∣∣∣∣
∑
k∈In,m
[ei<δk,t>ζˆ(ǫk.t)− E(e
i<δk,t>)E(ζˆ(ǫk.t))]e
i<nk ,t>
|k|r
∣∣∣∣∣∣
2
.
1
|t|2α

 ∑
k∈In,m
1
|k|r
[
1
min1≤j≤d ǫαk,j
+ E(
1
min1≤j≤d ǫαk,j
)
]

2
≤
m2r
22αmrβ

 1
mr
∑
k∈In,m
[
1
min1≤j≤d ǫ
α
k,j
+ E(
1
min1≤j≤d ǫ
α
k,j
)
]
2
.
Since min1≤j≤d ǫ
−α
k,j ∈ L
1(Ω), there exists C2(ω) > 0 finite P–a.e. such that
∣∣∣∣∣∣
∑
k∈In,m
[ei<δk,t>ζˆ(ǫk.t)− E(e
i<δk,t>)E(ζˆ(ǫk.t))]e
i<nk ,t>
|k|r
∣∣∣∣∣∣
2
. C22 (ω)
m2r
22αmrβ
.
Combining both estimates, there is C(ω) > 0 finite P-a.e. such that
∥∥∥∥∥∥
∑
k∈In,m
Lǫkf(Tnk+δkx)− E(Lǫkf(Tnk+δkx))
|k|r
∥∥∥∥∥∥
2
2
. C(ω)mrβ
(
m∑
k=n+1
1
kr+1
)
‖f‖22.
The result follows by Proposition 3.11.

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