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xABSTRACT
Stratification is a common tool in survey sampling to reduce variance of estimates. Currently
in the literature, there is very little work done in multivariate stratification - that is to stratify
by multiple variables. We wish to stratify using multiple variables as a survey produces estimates
for multiple variables. We focus on modernizing an agricultural survey that uses an area frame
conducted by the National Agricultural Statistics Service. We first examine improving the strat-
ification by automating the process then we extend to the multivariate case. Finally, we discuss
model-based stratification for minimizing anticipated variance of estimates.
1CHAPTER 1. INTRODUCTION
1.1 Motivating Problem
Worldwide agriculture surveys are conducted to collect data on the industry including informa-
tion on crop acreages, crop yields, livestock, and other agricultural activities and economic activity.
Collecting this data varies by nation, but in general, includes complex survey designs (Benedetti
et al., 2010). Decreasing response rates and rising costs, burden on farmers, and growth in the
availability of advanced IT tools have caused us to re-examine the methodology for sampling such
data. Some nations are incorporating more administrative data and others are using more remote
sensing (Everaers, 2010).
Area frame surveys are used in the EU, the USA, Canada, and other countries (Everaers,
2010). We focus on modernizing the United States Department of Agriculture (USDA) National
Agricultural Statistics Service (NASS) agricultural survey that uses an area frame. We focus on the
stratification methodology used for more efficient sampling. We also reduce manual labor currently
used in the sampling frame construction. The current methodology for frame construction involves
a labor intensive process to manually create strata, primary sampling units, and second stage area
units called segments where the strata categories are determined in an ad-hoc manner.
The focus of this research is to develop multivariate stratification methods. Currently in the
literature, there is very little work done in multivariate stratification. In this paper, we will com-
pare the current methodology employed by NASS for stratification to a automated stratification
algorithm in Chapter 2 and show that the new stratification reduces the variance of estimates.
In Chapter 3, we develop a multivariate stratification method, detail the sampling frame, develop
methodology for spatially balanced sampling in rotations, and apply the new design and show that
the multivariate stratification has benefits, especially for smaller crops. In Chapter 4, we discuss
model-based stratification for minimizing anticipated variance of estimates.
2In the remaining sections of this chapter, we offer examples of agricultural survey area frames
and sample designs and introduce the current methodology for sampling used by NASS in the June
Area Survey (JAS) as well as the proposed frame for JAS.
1.2 Examples of Agricultural Surveys Using Area Frames
1.2.1 Introduction
We review how agricultural surveys use area frames and use different surveys as examples.
They give us an insight into how these surveys are designed as well as how they use stratifica-
tion. In Canada and in the EU, their surveys use crop type or land cover as the stratification
variable. Agricultural surveys and land use surveys are complex but necessary. Both developed
and developing nations have economic dependence on the agricultural industry (Nusser and House,
2009; FAO, 1996, 1998). Information obtained from surveys allows producers, buyers, and others
to make informed decisions. The data are also useful for policy makers, local governments, and
academic researchers. Farming and land use are closely related and thus some nations combine
their Agricultural Surveys with their Land Use Surveys such as the European Union’s (EU) Land
Use and Cover Area-Frame Statistical Survey (LUCAS) (Gallego and Delince´, 2010).
Nusser and House (2009) discuss how some farms have characteristics of corporations while
others are much smaller family farms thus methods for business surveys and household surveys are
both useful in agricultural surveys. Though each nation has a definition of farmland, farmland is
tied directly to the land and thus it is common to use an area sample frame to sample units of
land. There are many ways to construct area frames and the definition of an area frame is not
the same to everyone. FAO (1998) notes that an area frame survey is defined by having at least
one sampling stage in which the sampling units are land areas. The units in a frame need not be
segments but could instead be points or transects (lines) (Gallego and Delince´, 2010).
Sampling from an area frame rather than a list frame is much more expensive per unit so it
is important to see the advantages and disadvantages to each type of frame. Gallego and Delince´
(2010) discuss the conditions in which list frame surveys are appropriate for a design. If the
3list frame matches the population well, that is there are few missing or duplicated operations;
nonresponse is low; and precise geographic location is not important then a list frame is a good
frame. However, it is difficult to maintain a complete list. Area frames also have their drawbacks
which include difficulty in locating an operator to ask questions which cannot be observed directly;
choosing a good date for interviews that most or all crops will be in the ground; and access to
sample units may be difficult due to geography or authorization. Area frames are good for when
the list of farms is not up to date. Also, area frame surveys have a better ability to link responses
to the geo-location which might be important when combining with soil maps, satellite images,
land cover maps, or other layers.
We review the sampling designs of multiple surveys including Canada’s Area Farm Survey, the
EU’s Land Use and Cover Area-Frame Statistical Survey, and the United States National Resource
Inventory (NRI). The NRI is a longitudinal land natural resource survey. Each of the three surveys
use area sampling at a phase of sampling but in different stages of sampling.
1.2.2 Canada’s Area Farm Survey (AFS)
Canada began surveying agriculture in the 1950s using an area frame only survey but moved to
multi-frame agricultural surveys in the late 1970s. The change in design, to a multiple frame design,
was brought about because of the need to increase efficiency while controlling costs. Canada is a
very large nation covering over 10 million square kilometers with almost 1 million square kilometers
of that being cultivable land. Agriculture contributes 10% to Canada’s gross domestic product. As
of 1991, 98% of farms were family operated thus there are many small farms however farms have
gotten larger and fewer over time (FAO, 1998).
A multiple frame design is used for the National Farm Survey with the area frame being called
the Area Frame Survey (AFS) which is where we place our focus. For this survey, the target
population is farms with at least $250 annually from agricultural products in all provinces except
the Yukon and Northwest Territories. They classify farms into four main types: livestock, grain
and oilseed, mixed farms and special crop farms. The objective of the survey is to provide timely
4and reliable estimates for major variables at the provincial level with a target CV of 5% (FAO,
1998).
Canada’s population census has Enumeration Areas (EA). All EAs which agricultural activity,
defined as farm headquarters located in the EA, make up the area frame for sampling. This area
frame is stratified by subprovincial area (SPA) since estimates are needed at the sub provincial
level. The EAs in each SPA are then grouped into strata based on 1986 Census data using total
cattle, total pigs, total sheep, and total farm area. Sample allocation is a compromise of optimum
allocation for each of the key variables. SPA sample sizes are multiples of 8 except for strata with
small sample sizes where they are adjusted to multiples of 2. Two independent systematic samples
are chosen within each stratum to form two replicates where the ordering is done by crop district
and total agricultural sales (FAO, 1998).
1.2.3 European Union’s Land Use/Cover Area Frame Survey (LUCAS)
Unlike in Canada, the EU chose to use a point frame survey. Points do not have dimension but
LUCAS defines a point with a diameter of 3 m. LUCAS is also different from Canada’s Area Farm
Survey in that it integrates agricultural and environmental data. Land cover and land use are both
recorded and are closely related but there is no one-to-one correspondence. For example, a point
that has land cover of wheat has a land use of agriculture, but a point with land cover grass could
have multiple uses such as pasture, sport, or leisure (Gallego and Delince´, 2010).
The survey for LUCAS has evolved over time. In 2001, the population of interest included 13 of
the 15 countries which were members of the EU at the time. It excluded the United Kingdom and
Ireland due to an outbreak of foot and mouth disease but these countries were added in 2002. In
2002, LUCAS was also conducted in Estonia, Hungary and Slovenia. In 2003, the same countries
were included as 2002 except for Estonia and Slovenia. During this 3 year time span, the sample
design remained the same. Primary sampling units (PSUs) were selected with a systematic grid
of 18 km without stratification. Each PSU was a grid of 10 points, the secondary sampling units
(SSUs) which were in a 5× 2 rectangular pattern with 300 m between them. A sample size of slightly
5less than 10,000 PSUs was selected. The SSU chosen in each PSU was chosen systematically, that
is the same point in each PSU was selected of the 10. Thus, the design is a single-stage systematic
sample of clusters of 10 points. Surveyors went to each of the selected points and recorded land
cover and land use (Gallego and Delince´, 2010).
By 2006, the EU had grown to 25 countries and all of the countries are included in the LUCAS
except for Cyprus, Malta, and most islands. The design also had major changes at this time
including stratification and photo interpretation. The first phase of sampling selected about 990,000
points on a square grid with a 2 km step which is called the master sample. Each point was
stratified into one of seven classes through photo-interpretation. The categories included arable
land, permanent crops, grassland, woodland and shrubland, bare land, artificial areas, and water.
The quality of photography varied with 80% of the points at 1 m resolution and the rest at a
more coarse resolution. The age of the imagery varied but was several years old which affected
the efficiency of stratification. In the second phase of selection, a subsample was selected in each
strata. A systematic sample was drawn in each stratum in such a fashion to ensure a spatially
balanced design. The master sample is first divided into square blocks of 9 × 9 points. Thus,
there are 81 points in each block. Points with the same relative position within a block is called
a replicate and they are ranked from 1 to 81. For each stratum h, they select bh replicates that
corresponds to the desired sampling rate. Each point i belongs to a stratum h and to a replicate
ranked ri. A point is selected in the second phase if ri < bh. Rankings of replicates are not chosen
completely at random. The first replicate is selected at random but for the second replicate, a
restriction is imposed to avoid replicates too close to one another. Surveyors went to each of the
selected points with printouts of ortho-points or satellite images, topographic maps, GPS with pre-
loaded coordinates to visit, and a still camera. If possible, the surveyors went to the point, took
a picture of the status of vegetation and four landscape pictures oriented north, south, east, and
west. Surveyors were able to get within 3 m of 66.5% of points and within 100m for 15.2% of the
points with the remaining points being observed from further away (Gallego and Delince´, 2010).
61.2.4 United States’ National Resource Inventory (NRI)
Unlike the European Union, the United States has both agricultural surveys which are ad-
ministrated through the National Agricultural Statistics Service (NASS) of the US Department
of Agriculture (USDA) and a land cover and land use survey which is administered by the Na-
tional Resources Conservation Service (NRCS) of the USDA which is called the National Resources
Inventory (NRI) (Nusser and Goebel, 1997; Breidt and Fuller, 1999). The NRI is designed to as-
sess trends and conditions for soil, water, and related natural resources on nonfederal land of the
United States. Prior to the NRI, there were other natural resource surveys beginning as early as
1934 (Nusser and Goebel, 1997). The NRI design has evolved over time with most changes in the
sample size and frequency of survey. From 1982 to 1997, the NRI was conducted every five years as
a panel survey of about 800,000 sample points. Beginning in 1998, the NRI collects information on
200,000 points each year on points which are a sample of the 1997 NRI sample using a supplemented
panel design (Nusser, 2012).
The NRI sample design is a stratified two-stage area sample. In many states in the US, the
land is divided by the Public Land Survey System (PLSS) which is used as a structure for sample
selection and locating PSUs. Counties and other similar administrative regions are also used in the
design. In the PLSS, a standard-sized county is a square with 24 miles on a side, divided into 16
square townships which are 6 miles on each side, and further divided into 36 square sections which
are 1 mile on each side. NRI strata are made of a block of townships which is 2 miles by 6 miles
thus consisting of 12 sections. A common PSU is a square quarter-section which is one-fourth of
a section, 0.5 miles on each side. Thus, there are 48 PSUs per stratum. Two PSUs are selected
in each stratum which is the first stage of sampling. Then, three points are selected in each PSU
according to a restricted randomization procedure. For the remaining part of the country where
PLSS is not maintained, similar grids were imposed analogous to townships and sections. Data are
collected at three different levels: the points, the PSUs, and polygons defined by the intersection
of Major Land Resource Areas (MLRAs) and counties (Nusser and Goebel, 1997).
71.3 June Area Survey Current Design
NASS uses an area frame as part of their annual agricultural surveys in the June Area Survey
(JAS). An area frame is used for a small sample to estimate undercoverage of a list frame maintained
by NASS. The maintenance of the frame includes delineating units for sampling on the land and
stratifying the units is an expensive process but, unlike the list frame, provides complete coverage
of the population which is all land in the United States except Alaska.
Frames are constructed by state, and a state receives a new frame if it shows need which is
determined by how accurate the frame is believed to be and its age. Generally, three or four states
are chosen to get a new frame per year. Each state has its own strata definitions, but they generally
include strata cultivated land, ag-urban, urban, and non-agricultural land. When a state’s frame
is created, the entire state is partitioned into primary sampling units (PSUs) which are sections
of land delineated by staff. PSUs are sampled then broken into segments for sampling with one
segment per PSU being selected. PSU size depends on segment size because PSUs ideally have 6-8
segments for all strata except non-ag. A segment’s size depends on its strata with cropland strata
being approximately 1 square mile PSUs, ag-urban about 0.25 sq. mi., residential/commercial
about 0.10 square mile, lightly cultivated about 2 square mile, and segment equal to PSU size for
non-ag land for a typical state. Segment size for a particular state is determined by previous surveys
taking sampling variability, natural boundaries, and costs into account. Since natural boundaries
are used to define the PSUs and segments, the size of segments vary even for a particular stratum
(Cotter et al., 2010).
As PSUs are defined, they are assigned to strata based on photo interpretation of data using
multiple sources. The process of PSU partitioning and stratification is time-intensive with, on
average, five full-time employees taking four months to construct one state’s frame. The stratifica-
tion process uses many types of maps including topographic maps, Tele Atlas map, and National
Agriculture Imagery Program for boundaries as well as satellite imagery and the Cropland Data
Layer to assist in the stratification. Once PSUs have been delineated and classified into strata.
Within in a stratum, PSUs are numbered in each county in a serpentine fashion starting at the
8upper-right hand corner of the county. The PSUs are then divided into substrata which are created
to ensure geographic spread. In each substrata, one PSU is chosen randomly in replicates with
most strata having 5 replicates. Once a PSU is chosen, it is then partitioned into smaller units
called segments. Within a selected PSU, one section is randomly sampled and this is the sampling
unit (Cotter et al., 2010).
1.4 A New Approach for June Area Survey Frame Development
Since one of the major goals in redesigning the JAS is to reduce labor time and cost, we propose
first creating a permanent sampling frame. We looked at a few options including using existing
PSUs, using Census TIGER tracts, and using the Public Land Survey System (PLSS). Existing
PSUs are a challenge because they are in irregular shapes and variable in sizes because the size was
based on the stratum. This may become a problem over time because the land cover may change
over time. Census TIGER tracts were created to estimate population of people which means the
tracts are small in urban areas and large in rural areas, the opposite of what we would want in
an agricultural survey if segments vary in size. We chose to use the PLSS which is a division of
the land of the United States which divides most of the country into relatively uniform rectangular
shaped areas (U.S. Department of the Interior, 2009). Most of the land is divided into 6-mile-square
townships with townships being divided into 36 one-mile-square sections. Some sections vary from
this size due to errors at the time of construction but most sections are one-mile-square sections.
The PLSS exists in 30 states which are shown in Figure 1.1. For the other states, we can lay down a
square mile grid on the map using GIS tools to create similar shaped sections for the entire country,
similar to the NRI.
Once the frame has been constructed, we need to stratify segments in the frame for sample
selection. We propose to use the Cropland Data Layer (CDL) to characterize the sampling units
into strata. The CDL uses satellite images to classify land into different types of land at a pixel
level and offers estimate of the composition of land in the sampling units from the frame. The CDL
uses satellite images to classify land into different types of land at a pixel level with pixels being
9Figure 1.1 States with PLSS are colored blue. Alaska also has PLSS. Hawaii does not
have PLSS. JAS is administered in all states except Alaska.
30m by 30m (USDA-NASS-RDD, 2013; Han et al., 2012). There are 255 land classifications in the
CDL ranging from crop type, for example corn, to urban to aquaculture. By summarizing the area
of pixels classified as a type of land, we can generate an estimate of the different types of land in the
sampling units from the frame. Figure 1.2 illustrates an example of the CDL from 2011. For each
of the sections in the PLSS, we can overlay the CDL data and thus have a summary of CDL data
for each section. Thus, the frame consists of list of sections and the CDL data associated with each
section. The next question we address is how to stratify the frame units using this information.
Many methods for stratification exist and are discussed in the next chapter along with a proposed
new method for stratification. NASS requires that the CV of the acreage of certain crops are below
a threshold as well as an estimator of number of farms. Acreage of these major crops is negatively
correlated with number of farms thus we propose a multivariate stratification algorithm that uses
multiple auxiliary information and uses the covariance matrix to incorporate these relationships.
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Figure 1.2 2011 CDL where each color represents a different crop or land cover such as
wetlands, water, or urban/developed.
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CHAPTER 2. USING AUTOMATIC STRATIFICATION AND
PERMANENT AREA FRAME TO REDUCE VARIANCE IN THE JUNE
AREA SURVEY
2.1 Introduction
The National Agricultural Statistics Service (NASS) provides timely, accurate, and useful statis-
tics in service to US agriculture. NASS uses many surveys throughout the year to obtain infor-
mation. The June Area Survey (JAS) is one of these surveys, which differs from the rest in its
use of an area sampling frame. Area frame sampling is expensive because units must be visited
by enumerators and telephone or mail surveys cannot be used. Additionally, the process NASS
employs in making one area frame is very costly because it is labor and time intensive. Currently,
NASS can only afford to update the area frames for a few states each year. As a result, some of
the states’ frames have not been updated in 20 years. On average, NASS can create an area frame
for three or four states in one year (Cotter et al., 2010). Despite their expense, area frame surveys
are used because these frames have complete coverage of the population whereas the list frame
maintained by NASS is incomplete.
There are two main factors that increase the cost of NASS’s current area frame methods. The
first is that the area frame that NASS uses is not a permanent partitioning of the land and needs
updating every few years. The second is that updating the frame involves a labor-intensive process
to manually assign strata and draw boundaries of primary sampling units (PSUs) and second stage
area units called segments.
For the first factor, a non-permanent partitioning of the land, we propose using a permanent
sampling frame that defines area segment boundaries and does not need to be updated after it is
constructed. The frame infrastructure should still cover the entirety of the United States and have
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segment sizes that are reasonable to collect the agricultural data by enumerators in an efficient
manner such that work can be completed in the time frame the survey allows.
When NASS first constructed the area frame for JAS in 1954 , technology dictated the need for
the manual delineation and stratification. When the survey began, the process required sampling
units with natural boundaries (Cotter et al., 2010). With new technology such as handheld GPS
devices, there is no need for natural boundaries in sampling units. The strata used in the design
comprised of coarse categories and were based primarily on percent cultivation and urban land.
We now have more information than imagery to detect what is on the ground for stratification.
For example, NASS creates a tool that classifies satellite imagery into crop and other land use
categories in the Cropland Data Layer (CDL) (USDA-NASS-RDD, 2013; Han et al., 2012). This
tool could be a valuable asset in stratification, and NASS has begun to use it in stratification at a
coarse level (Boryan et al., 2014).
Upon creating the permanent frame, we propose to stratify the frame units using auxiliary data
automatically through a stratification algorithm with the CDL being one of the key data sources.
The algorithm is an extension of clustering methods that more specifically target the precision goals
of the survey. The goal is that this stratification will meet current goals set by NASS, which is to
attain a small coefficient of variation for a set of parameter estimates. We propose a method that
can be extended to the multivariate case though the univariate case will be discussed primarily in
this paper. Typically, sample surveys are conducted to collect information on multiple quantities,
and they depend on multiple auxiliary variables. We believe the stratification including multiple
variables will help us achieve multiple objectives. Ultimately, we want to extend this method to
stratify populations using multiple auxiliary variables but this paper will examine the univariate
stratification method.
We will compare the proposed method with the existing JAS method and a method similar to
JAS that does not use photo interpretation. Under this comparison, the standard deviation of the
total acreage estimates for major crops decreases substantially when using the proposed method.
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For minor crops, there are small decreases or very slight increases in standard deviation of the total
acreage estimates when using the proposed method.
In this paper, we will introduce the current June Area Survey design in Section 2.2. In Section
2.3, we will introduce the plan for the redesign. Section 2.4 will detail the algorithm proposed for
stratification. We will compare the existing design with the proposed design in Section 2.5. Finally,
in Section 2.6 we will discuss how to extend the design to be more complex in geographic spread
of sample as well as an extension to multivariate stratification.
2.2 Current June Area Survey Design
NASS uses an area frame as part of their annual agricultural surveys in the June Agricultural
Survey. The maintenance of the frame includes delineating units for sampling on the land and
stratifying the units. The frame creation is an expensive process but provides complete coverage
of the population, the 48 contiguous states in the USA.
Frames are constructed by state, and a state will receive a new frame if it shows need, which is
determined by how accurate the frame is believed to be and its age. Each year, three or four states
are selected for developing a new frame. To create a state’s frame, the entire state is partitioned
into PSUs, which are sections of land delineated by staff to satisfy the definition of one stratum.
As PSUs are defined, they are assigned to strata based on photo interpretation of data using
multiple sources. Each state has its own strata definitions, but they generally include strata cul-
tivated land, ag-urban, urban, and non-agricultural land. The process of PSU partitioning and
stratification is time-intensive with five full-time employees taking four months to construct one
state’s frame, on average. The stratification process uses many types of maps including topo-
graphic maps, Tele Atlas map, and National Agriculture Imagery Program for boundaries, as well
as satellite imagery and the Cropland Data Layer to assist in the stratification.
After the PSUs are delineated and stratified, within a stratum, PSUs are numbered in each
county in a serpentine fashion starting at the upper-right hand corner of the county. The PSUs are
then divided into substrata, which are created to ensure geographic spread. In each substratum,
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one PSU is chosen randomly in replicates with most strata having five replicates (Cotter et al.,
2010).
Once a PSU is selected for sampling, it is partitioned into smaller units called segments. Within
a selected PSU, one segment is randomly sampled, and the segment is the sampling unit for every
stratum except non-ag. In the non-ag stratum, PSUs are selected with probability proportional to
size (PPS) with acreage being the size measure (Cotter et al., 2010).
Upon stratification, sample size is allocated under multiple variance constraints for desired
estimates. Specifically, the survey should attain small coefficient of variation (CVs) for various
measures, which are specified by NASS (Table 2.1). These measures include crop acreages for
major crops, number of farms, total land in farms, and not-on-list cattle, which are cattle from
operations that are detected using the area sample, but do not appear in NASS’s list frame. These
variables are not positively correlated. Specifically, acreages are negatively correlated with number
of farms. Another separate goal is to estimate the undercoverage of the list sampling frame that
NASS maintains.
Table 2.1 Target CVs for Estimates for JAS set by NASS (National Level).
Item: CV
Number of Farms 1.5
Land in Farms 1.5
NOL Cattle 5.0
Planted acreage:
Corn 1.2
Soybeans 1.2
Cotton 2.7
Winter Wheat 2.0
Spring Wheat 4.0
Durum Wheat 8.0
The manual stratification process that NASS currently uses is expensive and labor-intensive.
The current strata definitions are created so that people can relatively easily determine the differ-
ence between strata. For instance, one stratum may be more than 75% cultivated land and another
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will be 50-75% cultivated land. These are relatively easy to determine from the information avail-
able for stratification; though, it may be difficult to find a homogeneous PSU and thus a selected
segment may have a different composition than its PSU as a whole. These strata definitions, how-
ever, are not defined to be optimal in any sense. Additionally, these PSUs and sections must have
physical boundaries, which can prove difficult to identify.
There are many new technologies that can relieve the burden of the manual stratification and
need for physical boundaries of PSUs. Physical boundaries are not as important for the design
with the introduction of GPS units and other electronic devices with internet connectivity to assist
enumerators in locating points or segments. Additionally, we have the CDL that can be used
in stratification as an auxiliary variable. People do not need to manually examine photos and
maps. Instead, an algorithm can use this information to create strata automatically. The CDL
variables mostly inform about cultivated crops so our collaborators have worked on building models
to estimate Number of Farms, which is an important variable in estimation. In the next section, we
will propose a sample design that takes advantage of these new technologies and the rich auxiliary
information available.
2.3 Proposed June Area Survey Redesign
The first step in the redesign is constructing an area frame. This will be a permanent sampling
frame that will not need to be updated every few years. The Public Land Survey System (PLSS)
is an existing system in many states that divides lands into townships (squares of 36 square miles)
which is then divided into 36 sections (U.S. Department of the Interior, 2009). These sections are
one-square-mile squares and are proposed as the units for the sampling frame in states with PLSS.
For other states, we propose laying down a grid of same size sampling units using software. This
system does not guarantee natural boundaries in sampling units but GPS devices can be used to
locate sampling units without the need for seeing the exact boundaries with the eye.
Once this frame is constructed, we will stratify the elements for sampling. One source of
auxiliary information that can be used in stratification is the Cropland Data Layer (CDL). This
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program classifies satellite imagery into crop categories and other land cover categories and is
available for the contiguous 48 states. The categorization of land is rich with 133 categories which
includes single crops such as corn, winter wheat, and grapes; double cropping such as corn/soybeans
and winter wheat/soybeans; and non-agriculture categories such as forest and developed land.
Currently, NASS uses people to visually interpret imagery, the CDL information, and other sources
to stratify the segments. We propose using an automatic stratification algorithm.
Stratification algorithms are used to either minimize a variance of an estimator for a given
sample size or to minimize a sample size for a given coefficient of variation. The strata definitions
NASS currently uses are not designed to optimize a statistical quantity but to make it easier for
people to stratify visually. An automatic algorithm will reduce labor and optimize stratification in
the sense of minimizing the variance of the estimates. We will first use a univariate stratification
with a CDL derived variable of Percent Cultivation. Once the frame has been stratified, we will
take a simple random sample within each stratum.
2.4 Stratification Algorithm
As discussed in the previous section, the stratification of elements in the June Area Survey
is the main discussion of this article. We will introduce a new stratification algorithm as well as
compare the new method to existing algorithms and then apply the algorithm to the June Area
Survey. The auxiliary variables we will use in stratification is area of cultivated cropland. We will
consider designs with simple random sampling within strata. Currently the NASS creates strata
by creating discrete categories (Cotter et al., 2010). However, these are defined to be easier to
visually discern and are not optimal in the sense of reducing variance or minimizing a sample size
for a given level of precision.
Existing methods for stratification of continuous variables include an algorithm introduced
by Lavalle´e and Hidiroglou (1988), which was intended for skewed populations. The algorithm
minimizes sample size for a given coefficient of variation of one variable with one take-all stratum
which has the elements in the population with the largest values of the variable used in stratification
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(Lavalle´e and Hidiroglou, 1988). The take-all stratum is useful in business establishment surveys
where a small number of firms have the majority of employees in the industry. In agricultural
surveys, it is not typically the case that there are a few farms which we would wish to sample with
certainty. Rivest introduced a method that included a model between the auxiliary variable and
the response variable under the Lavalle´e and Hidiroglou algorithm (Rivest, 2002). Specifically, they
introduce cases where the response variable is modeled as a linear function of the auxiliary variable
and the case where the relationship is log-linear.
Benedetti and Piersimoni (2012) introduced a method for stratification which uses multiple
auxiliary variables. This method, which is motivated by the Lavalle´e and Hidiroglou method,
partitions the population into two strata, one which is sampled and one, which is a take-all stratum.
The partitioning is determined such that the sample size is minimized for a target coefficient of
variation of a response variable (Benedetti and Piersimoni, 2012).
An algorithm introduced by Dalenius and Hodges attempts to create an equal variance in each
stratum by equalizing the integrals the square root of the population density over strata because
they noted that stratification is approximately optimal when there is equal variance among strata
in an earlier paper in Dalenius (1950). The algorithm begins with an arbitrary grouping into a
large number of groups and then creates strata by combining these groups such that they have
approximately the same cumulative root frequency (Dalenius and Hodges Jr, 1959). Gunning
and Horgan later introduced a modification to the Dalenius and Hodges algorithm that eliminates
the initial arbitrary grouping by using geometric sequences and never binning groups arbitrarily
(Gunning et al., 2009). This method is again useful for highly skewed populations.
We propose a method which minimizes variance of a mean or total estimate of an auxiliary
variable for a given sample size. The method first clusters elements in a fast but sub-optimal
fashion then uses a special case of the exchange algorithm to improve on this initial clustering.
We look at this method because it will have an extension to the multivariate case where there are
multiple auxiliary variables. The optimization function is based on minimizing the variance of a
total estimate using a stratified sampling design with simple random sampling (SRS) within each
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stratum. Under such a design, the estimate for the total of a response, y, and its variance are
tˆST =
H∑
h=1
Nhy¯h (2.1)
V (tˆST ) =
H∑
h=1
N2h
(
1− nh
Nh
)
1
nh
S2h (2.2)
We consider the situation in sampling where the goal is to minimize the variance of the total
estimate in Equation (2.2). We propose minimizing a similar function which is approximately
proportional to this variance. To develop an optimization criterion, we ignore the finite population
correction factor then the variance in Equation (2.2) is approximately
∑H
h=1N
2
hS
2
h/nh which is
easier to compute updates. If we further consider a design which uses Neyman allocation, that is
nh ∝ NhSh, then we have
V (tˆST ) ≈
H∑
h=1
N2hS
2
h/nh ∝
H∑
h=1
NhSh (2.3)
Let Qh =
(∑
i∈Uh
∑
j∈Uh(yi − yj)2
)1/2
and Q =
∑
hQh, we have
NhSh = Nh
 1
Nh(Nh − 1)
∑
i∈Uh
∑
j∈Uh
(yi − yj)2
1/2 (2.4)
≈
∑
i∈Uh
∑
j∈Uh
(yi − yj)2
1/2 ≡ Qh (2.5)
So V (tˆST ) ∝ Q, i.e., the function Q is approximately proportional to the variance and is the
function what we will minimize in the stratification algorithm.
In reality, the response variable y is unknown. Thus, we will use some auxiliary variable x
known for every unit which is correlated with y. We propose first clustering elements using k-
means and then improving on this clustering by exchanging elements between groups since the
k-means algorithm has a different optimization criterion. This method has a natural extension to
the multivariate case unlike the other methods discussed.
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2.4.1 K-means algorithm
The k-means algorithm is a commonly used algorithm in clustering. It is an iterative algorithm
that partitions a set of n observations in Rp, (x1, . . . ,xn), into k ≤ n sets, P = (P1, . . . , Pk), by
minimizing the within-cluster sum of squares, that is,
arg min
P
k∑
i=1
∑
xj∈Si
||xj −µi||2 (2.6)
where µi is the mean of xj over Pi. Minimizing within-cluster sum of squares in Equation (2.6) is
equivalent to minimizing
∑H
h=1NhS
2
h, which is the variance of a total under proportional allocation.
The algorithm for minimizing this begins by choosing an initial set of k p-dimensional vector
starting points, m
(1)
1 , . . . ,m
(1)
k , which can be chosen randomly from the points to be clustered.
Then the algorithm continues to alternate between the following steps until centroids do not change
(MacQueen, 1967) starting with t = 1:
1. Assign each observation, xp, to the cluster whose mean is closest to xp defined by
P
(t)
i = {xp : ||xp −m(t)i || ≤ ||xp −m(t)j || ∀ 1 ≤ j ≤ k}
where xp is assigned to exactly one group. In the unlikely event of ties, an element is arbitrarily
assigned to the cluster with the smaller index.
2. Calculate the new means to be the centroids of the observations in the new clusters.
mt+1i =
1
|P (t)i |
∑
xj∈P (t)i
xj
Increase t by 1.
This algorithm converges quickly. However, it can find a local minimum depending on the
choice of initial centroids. There are methods to overcome the affect of initial starting points such
as using multiple starting points (Xu and Wunsch, 2005). For our stratification method, we will
use the method of multiple initial centroids and choosing the best of these multiple starts.
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2.4.2 Modification to k-means to minimize Q
While the function Q is proportional to
∑
NhSh, k-means minimizes a function proportional to∑H
h=1NhS
2
h. We modify the k-means algorithm to minimize Q. Given a set of clusters determined
by k-means, elements are swapped between clusters to reduce the Q value. Further simplifications
are made to make computation easier.
For convenience of notation, we assume the elements in cluster 1 are the smallest in the value
of the stratification variable, the elements in cluster 2 are the second smallest and so on, and the
elements in the H cluster are the largest. For a random choice of h from 1, . . . ,H − 1,
1. Calculate Qh and Qh+1 for the current clustering using (2.5).
2. Move the largest element of cluster h to cluster h + 1 and re-calculate Q under this move.
Note that only Qh and Qh+1 will be changed. If Q decreased as a result of this move, move
the largest element of cluster h to h+ 1 and go back to step 1. Otherwise, go to step 3.
3. Move the smallest element of cluster h + 1 to cluster h and re-calculate Q under this move.
Note that only Qh and Qh+1 will be changed. If Q decreased as a result of this move, move
the smallest element of cluster h + 1 to h and go back to step 1. Otherwise, choose another
breakpoint to look at from the remaining of 1, . . . ,H − 1.
To update the values of Qh in steps 2 and 3, we use the formula from Equation (2.5). Let Q
orig
h
be the value of Qh before removing an element, say i
∗, from stratum h and let Qnewh be the value
after removing the element i∗ then
Qnewh =
(Qorigh )2 −∑
i∈Uh
(yi∗ − yj)2
1/2 (2.7)
Similarly, if we are moving an element into stratum h, say j∗ then
Qnewh =
(Qorigh )2 + ∑
i∈Uh
(yj∗ − yj)2
1/2 (2.8)
Note that both method of updates require only a small number of computation, which does not
depend on the sample size. This method of moving elements at boundaries by construction cannot
21
increase the value of Q from the original clustering. The K-means clustering is dependent on initial
clustering so we will run multiple K-means algorithms with different starting points and then run
the algorithm described above for each clustering given by the runs of k-means.
K-means does not need to be the initial clustering but is used due to its computational speed.
Also, it should be noted that in the univariate case, a clustering algorithm is not needed for an
initial grouping as one could just create groups of equal sizes or put in random breaks but in higher
dimension cases, this is more difficult, which is the motivation of using k-means.
2.4.3 Study to compare univariate stratification methods using different shaped pop-
ulations
One key reason we chose this modified k-means method was the foreseeable extension to multi-
variate auxiliary data. However, we also wish to examine how it compares with existing univariate
methods for stratification. Using the Lavalle´e and Hidiroglou method and Dalenius and Hodges
method as comparison, we compare the performance of k-means with 100 initial starting values
and the modified k-means stratification algorithm in several populations. Each of the populations
has support on (0, 1) to reflect the idea of percentage of a crop in a segment.
The distributions vary in how many modes they have, whether they are skewed, and if they
have a mode at all. Distribution 1 is an equally weighted mixture of Beta(8, 2) and Beta(2, 8).
Distribution 2 is a weighted mixture of Beta(8, 2) and Beta(2, 8) with weights 0.75 and 0.25,
respectively. Distribution 3 is a weighted mixture of Beta(8, 2) and Beta(2, 8) with weights 0.25
and 0.75, respectively. Distribution 4 is a Beta(.8, .8). Distribution 5 is Beta(1, 5). Distribution 6
is Beta(1, 1). Distribution 7 is Beta(2, 2). Distribution 8 is Beta(2, 4). Each of these distributions
are plotted in Figure 2.1 and Figure 2.2.
From each of these distributions, we simulate populations of N = 5, 000 and stratify them into
3, 5, and 10 groups using 4 methods: the Dalenius-Hodges and Lavalle´e-Hidiriglou methods, the
k-means algorithm with 100 random starting points, the modified k-means using k-means with 100
starting points, and a naive stratification where the naive stratification forms group of equal size.
22
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
5
1.
0
1.
5
.5Beta(8, 2)+.5Beta(2, 8)
x
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
5
1.
0
1.
5
2.
0
2.
5
.75Beta(8, 2)+.25Beta(2, 8)
x
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
5
1.
0
1.
5
2.
0
2.
5
.25Beta(8, 2)+.25Beta(8, 2)
x
D
en
si
ty
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
5
1.
0
1.
5
Beta(.8, .8)
x
D
en
si
ty
Figure 2.1 Distributions 1 through 4 where Distribution 1 is an equally weighted mixture
of Beta(8, 2) and Beta(2, 8); Distribution 2 is a weighted mixture of Beta(8,
2) and Beta(2, 8) with weights 0.75 and 0.25, respectively; Distribution 3 is
a weighted mixture of Beta(8, 2) and Beta(2, 8) with weights 0.25 and 0.75,
respectively; and Distribution 4 is a Beta(.8, .8).
Table 2.2 Q Values for 6 Stratification methods for 8 Distributions on (0,1) when H=3
Dist. 1 Dist. 2 Dist. 3 Dist. 4 Dist. 5 Dist. 6 Dist. 7 Dist. 8
Exchange 0.2649 0.2680 0.2626 0.3174 0.3633 0.3323 0.3707 0.3874
D-H 0.2740 0.2685 0.2643 0.3178 0.3661 0.3324 0.3710 0.3887
L-H 0.2649 0.2678 0.2625 0.3174 0.3626 0.3323 0.3707 0.3871
K-means 0.2657 0.2696 0.2644 0.3175 0.3682 0.3323 0.3710 0.3895
naive 0.2663 0.2955 0.2899 0.3186 0.5358 0.3324 0.3826 0.4457
Table 2.3 Q Values for 6 Stratification methods for 8 Distributions on (0,1) when H=5
Dist. 1 Dist. 2 Dist. 3 Dist. 4 Dist. 5 Dist. 6 Dist. 7 Dist. 8
Exchange 0.1586 0.1678 0.1653 0.1901 0.2204 0.2009 0.2283 0.2376
D-H 0.1610 0.1675 0.1693 0.1909 0.2204 0.2011 0.2298 0.2378
L-H 0.1586 0.1666 0.1650 0.1902 0.2198 0.2010 0.2282 0.2369
K-means 0.1595 0.1689 0.1670 0.1902 0.2229 0.2010 0.2301 0.2392
naive 0.1632 0.1837 0.1817 0.1907 0.3327 0.2011 0.2463 0.2800
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Figure 2.2 Distributions 5 through 8 where Distribution 5 is Beta(1, 5); Distribution 6 is
Beta(1, 1); Distribution 7 is Beta(2, 2); and Distribution 8 is Beta(2, 4).
Table 2.4 Q Values for 6 Stratification methods for 8 Distributions on (0,1) when H=10
Dist. 1 Dist. 2 Dist. 3 Dist. 4 Dist. 5 Dist. 6 Dist. 7 Dist. 8
Exchange 0.0795 0.0849 0.0857 0.0924 0.1114 0.0990 0.1181 0.1225
D-H 0.0801 0.0856 0.0861 0.0938 0.1117 0.0996 0.1181 0.1223
L-H 0.0794 0.0852 0.0856 0.0924 0.1114 0.0995 0.1179 0.1220
K-means 0.0798 0.0872 0.0860 0.0924 0.1175 0.0991 0.1190 0.1241
naive 0.0851 0.0965 0.0970 0.0942 0.1625 0.0996 0.1252 0.1461
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In Table 2.2, Table 2.3, and 2.4, the Q values for each of the methods and populations are
summarized for the three size groupings, respectively. The Q values are normalized such that they
are relative to SRS. There are a lot of factors going on in this analysis - number of strata (H), the
shape/skewness of a distribution, and number of modes in the distribution.
The first thing to notice is the naive stratification is the worst stratification in all cases except
Distribution 1 for H = 3 and Distribution 6 for all values of H. The second instance (for Distribu-
tion 6) was expected as this is the uniform distribution and all stratification methods perform very
similarly. The Lavalle´e and Hidiroglou stratification algorithm is optimal in minimizing variance
and thus we wish to mainly compare the exchange algorithm to this. In general the exchange algo-
rithm is either the best (lowest Q) or very near the level achieved from the Lavalle´e and Hidiroglou
algorithm. Thus, we will use this exchange method with the Q criterion for stratification. One
motivating reason to use this is that we see a natural extension for multivariate stratification.
2.5 Comparing Automatic Stratification to the Current Design
We now look at a study to compare using an automatic stratification algorithm, the modified
k-means method to the current methodology used by NASS. It is desirable to see how the modified
k-means algorithm compares with the visual stratification procedure currently used by NASS. The
goal is to compare the theoretical variance in NASS’s current design with the performance of a
simpler version of their design based on the CDL and of a design that relies on strata determined
by the proposed modified k-means stratification algorithm. The simpler design that is based on
CDL is to remove the human stratification component in the current JAS design and only compare
the stratification categories - one that is ad-hoc categories and one that is based on an algorithm.
We will perform these comparisons on three states, Indiana, Nebraska, and Pennsylvania. A
2010 CDL estimate of percent cropland is available for each segment in each state’s frame. We
will consider two designs, one that mimics the current JAS strata and one that allows strata to be
defined by the modified k-means algorithm.
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Indiana and Nebraska have a maintained PLSS while Pennsylvania does not. In Pennsylvania,
we use a generated grid of segments rather than the PLSS, but the auxiliary data are the same.
In Indiana and Nebraska, each PLSS section represents a segment and, for either segment type, we
have the percent of pixels belonging to each category in the CDL.
As described in Section 2.2, the states have a sampling frame with PSUs as first stage units.
These units are delineated for the entire state. For each of these PSUs, we find the centroid. Then
we are able to match each of the PLSS sections to a PSU using euclidean distance to define the
strata that JAS currently uses in that section as close as possible. After matching all the PLSS
sections, we are able to calculate the theoretical variance for the JAS stratification using this frame
and a design of SRS within stratum.
In NASS’s current stratification, Indiana has 7 strata, Nebraska has 7 strata, and Pennsylvania
has 6 strata. The definition of the strata are provided in the tables of Appendix A for the three
states. As mentioned in Section 2.2, multiple layers are used to help staff stratify the land. In our
first method to compare to the existing stratification method, we will use the definitions provided
in the table by creating CDL-based definition of cultivated cropland and urban. For instance, if
a PLSS section in Nebraska has more than 75% cultivated land according to the CDL, it will be
assigned to Stratum 11. This will be the stratification Method 1. For the strata 31 and 32 which
incorporate urbanization, we use the CDL variable % urban and assume a home or business of 1/4
acre such that a density of 100 homes per square mile is equivalent to approximately 3.9% urban
and 20 homes per square mile is approximately 0.7% urban.
For the Exchange Method, we will use the variable Percent Cultivated Land as input to the
exchange algorithm. However, first we will set aside all sections with 0% cultivated land into a
stratum since there are many segments with this quality. We set H to the number defined by the
algorithm to the number of strata currently used by NASS for the JAS.
Using the 2010 CDL for the auxiliary variable in stratification, we then use 2010 CDL, 2011
CDL, and 2012 CDL to form a response variable that can be used to calculate estimates from each
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sample under a given design. We are interested in the variance of total acreages for various crops
including corn, soybeans, and winter wheat as well as the total acreage of cultivated cropland.
In Table 2.5, Table 2.6, and Table 2.7, the results of the study are provided for the three states
in 2010, 2011, and 2012. The total column gives the square mileage of the crop according to the
CDL in each year. Also given are the standard deviation of the total estimate for JAS, Pseudo-JAS
(which uses the definitions of strata applied to CDL), and the Exchange method where the standard
deviation is calculated as follows,
SD(tˆ) =
[
V (tˆST )
]1/2
=
[
H∑
h=1
N2h
(
1− nh
Nh
)
1
nh
S2h
]1/2
.
In Indiana and Nebraska, we observe large decreases in Standard Deviation by going from the
JAS stratification to the Pseudo-JAS Stratification for cultivated land. However, in Pennsylvania,
there is a slight increase in standard deviation for 2011 and 2012 and a decrease in 2010 for
cultivated land. In all three states, the standard deviation for cultivated cropland decreases by a
large percentage from going with the JAS stratification to the exchange stratification. For corn and
soybeans which are major crops, there is not as significant of a decrease in SD but it is still quite
sizable. For winter wheat, there is negligible change in the SD in Indiana and Nebraska. However,
there is some decrease in Pennsylvania but the acreage for winter wheat is extremely small. Corn
and soybeans are major crops and therefore highly correlated with cultivated land which was the
stratification variable. Winter wheat does not have such a large correlation and is the reason the
reduction in variance is negligible or very small for the three states.
2.6 Discussion
We propose an algorithm to automate the stratification in the June Area Survey design. This
new method stratifies auxiliary data using a continuous auxiliary variable. We show that this
algorithm does performs better than an existing stratification methods (Dalenius-Hodges) in many
shaped populations and performs very similarly to Lavalle´e-Hidiriglou stratification in the examined
populations. This method uses k-means as a starting point and then modifies the groups to decrease
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Table 2.5 Population standard deviation for each crop and stratification method in 2010
State Cropland Type Total JAS SD Pseudo-JAS SD Exchange SD
IN Cultivated 15,075 381 153 93
Corn 7,813 299 230 237
Soybeans 6,932 278 222 232
Winter Wheat 245 50 49 52
NE Cultivated 26,027 934 286 125
Corn 13,607 695 427 403
Soybeans 7,354 510 369 371
Winter Wheat 2,148 270 259 242
PA Cultivated 4,571 410 366 85
Corn 2,420 255 234 100
Soybeans 885 129 105 63
Winter Wheat 182 40 41 26
Table 2.6 Population standard deviation for each crop and stratification method in 2011
State Cropland Type Total JAS SD Pseudo-JAS SD Exchange SD
IN Cultivated 15,480 380 170 112
Corn 8,205 304 235 241
Soybeans 6,826 276 227 237
Winter Wheat 358 67 65 67
NE Cultivated 27,551 972 426 291
Corn 15,510 745 499 457
Soybeans 7,427 509 395 385
Winter Wheat 2,008 271 274 245
PA Cultivated 5,137 442 505 145
Corn 2,655 272 291 119
Soybeans 899 129 124 68
Winter Wheat 153 42 42 28
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Table 2.7 Population standard deviation for each crop and stratification method in 2012
State Cropland Type Total JAS SD Pseudo-JAS SD Exchange SD
IN Cultivated 15,438 381 171 113
Corn 7,884 304 236 243
Soybeans 7,030 281 230 240
Winter Wheat 471 77 75 79
NE Cultivated 27,300 960 436 318
Corn 15,292 733 505 468
Soybeans 7,055 486 367 364
Winter Wheat 2,206 277 274 251
PA Cultivated 4,689 412 458 132
Corn 2,457 252 264 108
Soybeans 876 126 110 63
Winter Wheat 192 44 43 29
the variance of estimates. Using automatic stratification with just one auxiliary variable is just
the first step in improving the stratification of NASS’s current June Area Survey. We believe
a multivariate stratification will help reduce standard deviations of estimates for minor crops.
We will develop a multivariate exchange algorithm with different weights for each variable in the
stratification.
We apply the algorithm to three states using cultivated cropland acreage as a stratification
variable. We show that in three states, the reduction in standard deviation is large for major
crops when automating the stratification using the modified k-means method. However, there is
negligible change in the standard deviation of the estimates for minor crops.
Not presented in this paper, we also looked at states with more diverse agriculture with much
smaller crops such as California. Also, Washington had some specialty crops that were not estimated
much more precisely by using the modified k-means algorithm. States with diverse agriculture is
where we believe a multivariate stratification algorithm will be most beneficial.
In addition to focusing on stratification in a redesign for the June Area Survey, the overall
sampling design needs to be considered. In the derivation for this paper, we considered a SRS
within strata design. However, a more complex design is necessary. Typically, NASS desires its
sample to be geographically spread thus within the strata that are formed; therefore, we need
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to ensure control on geographic spread. We will consider different methods to achieve spatially
balanced samples. We also will need to consider possibly more complex sample allocation. The
sample allocation can be multivariate in nature even if the stratification does not use multiple
auxiliary variables.
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CHAPTER 3. MULTIVARIATE STRATIFICATION AND SAMPLING
DESIGN FOR THE JUNE AREA SURVEY
3.1 Introduction
The June Area Survey administered by the USDA-NASS is conducted each year to estimate
agricultural activity in the United States each year. The current design requires that primary
sampling units (PSUs) be drawn by hand to satisfy size constraints as well as constructing units
with natural boundaries such as roads, railroads, and water bodies. This is a very labor and time
intensive design process with five full-time employees able to complete three or four new area frames
each year (Boryan et al., 2014). We propose a new design for the June Area Survey which will be
more automated while still using an area frame for sampling. We will retain many aspects of the
current design such as spreading out samples spatially and including replicates in sampling which
will be defined in this section.
In the current JAS design, PSUs are drawn to satisfy one of the stratum definitions. Once
these PSUs are constructed, sample size is allocated to strata using multivariate allocation under
constraints on the coefficients of variation for various commodities. The PSUs are ordered within
strata in a serpentine fashion within a county and then the counties are ordered geographically
and by agriculture content. Replicated sampling is used in most strata such that approximately
20% of the replicates are rotated out each year. Replicated sampling is used for multiple reasons,
both practical and statistical. Statistically, re-visiting the same segment in multiple years provides
reliable estimates of change. However, to reduce respondent burden, a segment cannot remain in
the sample indefinitely thus limiting it to 5 years ensures that a unit will not be re-visited after
those five years. The first visit to a segment can be costly to find land owners but each subsequent
visit is cheaper as the contact information is retained. Using the ordering, the sample allocation,
31
and the replicates, strata are further divided into substrata which is the sample size divided by the
number of replicates in the stratum (Cotter et al., 2010).
The sampling is done one of two ways depending on the strata. The first method is the equal-
probability method where, ultimately, each segment within a substrata has equal probability of
selection. Each PSU within the substrata are sampled with probability proportional to the number
of segments in the PSU. Once a PSU is chosen, it is further delineated into smaller units called
segments, and one segment is sampled at random within the selected PSUs. Non-equal probability
of selection is implemented in some strata (non-agricultural and aquaculture), in which the PSUs
are sampled proportional to size and the PSU is the same as the segment as the PSU is not further
broken down (Cotter et al., 2010).
In our new design, we construct a partitioning of the land using a permanent partitioning of the
land which is not necessarily tied to physical boundaries, but has segments approximately equal in
size. The units come from the Public Land Survey System (PLSS) in states where it exists while
the unites will be made from a grid in states where the PLSS does not exist (see 3.2). Then, we
will collect auxiliary data on the units, which will come from the Cropland Data Layer (CDL).
The frame and auxiliary information will be described in Section 3.3. We will stratify the frame
using a multivariate stratification algorithm developed with USDA-NASS where we allocate sample
sizes simultaneously (see 3.3). We retain some characteristics such as spreading out the sample
geographically and using replicates but implement them using more sophisticated methods. We
draw samples using the Local Pivotal Method to create a spatially balanced sample. The method
of sampling and estimation given this sampling method are detailed in Section 3.4. Finally, in
Section 3.6, we apply the sampling methodology to three states and compare the results to the
current design by comparing the Coefficient of Variations.
3.2 Frame Construction and Auxiliary Data
The first step in our sampling design is to develop a sampling frame. One of the drawbacks to
the current design is that the sampling frame needs to be maintained and updated to reflect the
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changes in the land because PSUs are required to have natural boundaries and have a stratification
tied to the PSU which is determined by staff looking at various imagery and the Cropland Data
Layer, a classification of the land using satellite imagery (Cotter et al., 2010). We will use the
Public Land Survey System (PLSS) as the sampling frame in states where it exists and lay down
a digitized grid in states where it does not exist.
The PLSS divides the land into different levels of units including townships, which are ideally 36
square miles and comprised of 36 sections, which are around 1 square mile. These sections are what
we use as sampling units. We use these because it is a manageable size for sampling for staff, the
frame already exists in many states, it is similar size to the current units, and, in some cases, the
boundaries of sections are roads (U.S. Department of the Interior, 2009). Additionally, the sections
will be used as the unit of observation, and we will be able to directly stratify them rather than
using a two-stage process like the current design. South Dakota was chosen by NASS for a future
field study so the PLSS in this state has been examined closely. The Area Frame Modernization
Research Team at NASS closely examined the PLSS in SD and found a few issues with it and then
attempted to rectify them (Boryan and Deaton, 2014).
The first issue was gaps in the PLSS state frame. In Figure 3.1, the red lines indicate where
the PLSS frame exists. There are major gaps in several counties. The gaps in Ziebach and Dewey
counties are presumably for rangeland. A grid was laid down in these areas to fill in the gaps
and anchored to existing roads so that it matches the road infrastructure where it exists. The
next issue was inconsistent grid unit sizes, especially at boundaries of the state and along rivers.
Figure 3.2 illustrates sections along a river boundary. Sections, at times, are much smaller than
the square mile standard. Similar small segments occur at the state boundary as shown in Figure
3.3. Some work has been done to merge slivers, as the tiny sections are known, with neighboring
sections and a minimum cell size will be determined so work can continue on this. On the interior
of the frame, grid sizes are not always precisely 1 square mile but tend to range between .98 and
1.00 square miles. A final issue observed with the PLSS frame is misalignment with infrastructure
as seen in Figure 3.4. Presumably, the roads are intended to match the section boundaries. The
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PLSS and new supplemental grid to fill gaps was aligned to existing road sections as time allowed.
Approximately one month was spent by the team working on cleaning the frame and at this point,
97.7% of units are between 400 and 800 acres (640 acres = 1 square mile). The team needs to
determine rules for minimum and maximum size of units and work more on splitting and merging
to get every section in this threshold (Boryan and Deaton, 2014).
Figure 3.1 South Dakota PLSS frame. Counties covered in red have PLSS boundaries and
counties without red are gaps in the PLSS frame. These gaps will be filled with
grid segments.
The PLSS primarily exists in states in the west with 20 eastern states, the District of Columbia,
Texas, and Hawaii not being included in the PLSS (U.S. Department of the Interior, 2009). For
these states, we will lay down a grid to create square mile sections. North Carolina was chosen as
the state to do this initially. Again, this method has some drawbacks. Section sizes on the interior
of the state all have the same area. However, the borders of the state are irregular and there
are islands along the coast as illustrated in Figure 3.5. Similar to work done in SD, the sections
along the boundaries of the state will be merged if the sections are very small. This work can be
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Figure 3.2 South Dakota PLSS frame with irregular river boundary. Size of sections can
be very small along river and even includes an island.
Figure 3.3 South Dakota PLSS frame at the state boundary. Wide range of PLSS section
sizes ranging from .33 sq mile to 1.0 sq mile.
35
Figure 3.4 South Dakota PLSS frame along roads. The PLSS is not always aligned with
infrastructure. This is not a problem with the projection of the PLSS data set
or imagery.
Figure 3.5 North Carolina coastal boundary. Inconsistencies along the North Carolina
Coastal boundary.
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automated with a digitized border of the state once size thresholds are created, thus it may take
significantly less work than the SD frame completion (Boryan and Deaton, 2014).
There is still more work to be done in cleaning these frames, that is making the boundaries
reflect what is on the ground for the PLSS and getting units to be similar in size. This work is
ongoing but we use the frame we have thus far for analysis throughout this paper.
Another part of frame construction is gathering auxiliary information for the frame units. The
variables of interest in the June area survey include total crop area, total farm area and the number
of farms, each at the state level. We will ultimately stratify this frame to minimize the Coefficients
of Variation for the estimates. To design the stratification with these estimates in mind, we need
auxiliary information correlated with the response. For crop acreages and farm acreages, we can use
the Cropland Data Layer (CDL). The CDL uses satellite imagery and a tree-classification algorithm
to classify the land into various crop categories. This data is available for all states sampled in
the June Area Survey (USDA-NASS-RDD, 2013). There is high correlation between major crop
acreages and in the CDL and ground truth for major crops and total farm size. We intended on
using auxiliary data for farm numbers.
Number of farms has very different behavior. The number of farms in a segment is defined
as the sum of the proportion of farms in the segment. For example, if 1/3 of one farm is in a
segment and 1/4 of another farm is in the same segment, the number of farms in that segment is
7/12. Segments are fixed size thus a small number of farms in a given segment either means little
agricultural activity or that the farms are significantly larger than the sampled area. Many models
were considered to estimate farm numbers for the entire state at the segment level. However, even
the best estimate developed, had low correlation with ground truth. Our collaborators at USDA
built a thin plate spline model using JAS responses in surveys from 2003 to 2012 (excluding 2004)
and using coordinates to estimate the surface of farm numbers. This estimate was generated for
each of the sections. The correlation is not very high (0.57 in Indiana), but other methods including
random forest and linear modeling did not perform as well. Also, due to the JAS sample size being
small, the estimate is not calculated each year but is an aggregate across years thus we must make
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the assumption that the number of farms stays constant over time. Also, the thin plate spline
model is a very smooth surface and thus does not reflect the variability of the ground truth and
underestimates it, which will cause problems with the stratification algorithm. After discussing
this with NASS, they recommended we only look at crop acreages and farm acreages.
3.3 Stratification and Sample Allocation
Work in optimal stratification has been primarily focused on univariate constraints such as
Lavalle´e and Hidiroglou (1988) and Dalenius and Hodges Jr (1959). These methods for stratification
depend on specifying a criterion on the coefficient of variation (CV) for one variable and stratify
optimally for that variable. If all variables of interest are correlated with the stratification variable,
this may be a simple option for stratification. However, in the June Area Survey, the variables of
interest include crop acreages, farm acreages, and number of farms, and no single variable would
work for all variables of interest.
Few methods for multivariate stratification exist in the literature except the method by Benedetti
and Piersimoni (2012) who extend the Lavalle´e and Hidiroglou (1988) method to the multivariate
case. However, the method only works for two strata. Additionally, the method assumes extreme
skewness where the population is comprised of a few large units and many small units. In our
design, the units are segments of land, all similar in size, thus there are no extremes because we
are sampling land and not operations. Another option for grouping elements using multivariate
information is to use machine-learning methods for classification such as k-means (Xu and Wunsch,
2005). However, these methods do not minimize variance for a stratified sampling design.
With collaboration with our partners at USDA-NASS-RDD, we have developed an algorithm
for stratification and sample allocation when we are given maximum coefficients of variations (CVs)
for various quantities. These target CVs are set by USDA, and our sampling design, should at a
minimum achieve these CVs. Let us consider J commodities where we denote the target CV for the
total of commodity j as CVTarget(Yj). Thus, any design that satisfies the following is admissible,
CVTarget(Yj) ≥ E
[
ĈV(Yj)
]
∀j ∈ J (3.1)
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where
ĈV(Yj) = Y
−1
j
√√√√ H∑
h=1
S2j,hN
2
h
nh
is an estimator of the population for the CV, Yj is the total of commodity j, and S
2
j,h is the variance
of the commodity j in stratum h.
We consider that the sample size in a state is fixed and known from previous surveys as this is
dictated primarily by budget. Also, the target CVs are officially set at the national level. However,
our stratification, is done at the state level so we use historic realized CVs in a state to calculate
appropriate state-level target CVs.
Given the constraint in (3.1) and a fixed size sample, we minimize φ such that:
||ĈV(Y )− φCVTarget(Y )||p+ = 0 and
H∑
h=1
nh = n and Nh ≥ nh ≥ ch (3.2)
where ||v||p+ is the p-norm where each element vi of v has the function f(x) = max{x, 0} applied, ch
is the minimum sample size in the stratum, 0 ≤ φ ≤ 1, and ĈV(Y ) is a vector of CV(Yj). We wish
to minimize φ where this can be done by changing the sample allocation under the total constraint
and/or changing S2j,h by moving sections between strata. If φ = 1, then all CVs are precisely the
target. As φ decreases, we can achieve even smaller CVs than the target, but still meet it for each
commodity. A smaller value of φ indicates that the target CVs are trivial to meet, and we can do
much better.
We will search over the space of φ. To minimize φ, we use an exchange algorithm to find a
stratification for each φ. We will first obtain an initial clustering from scaled k-means using the
J commodities. However, to force one strata to primarily have no agriculture, we first remove
elements that have no cultivated land and cluster the remaining elements using k-means into H−1
groups. We then re-combine the data so that we have H groups. Conceptually, if a section has no
cultivated land, it necessarily has no acreage for any individual crop and the number of farms is
nearly zero though there may be a farm that is a livestock only operation.
To implement the exchange algorithm, we worked with USDA to implement a computationally
efficient version. The exchange algorithm begins with the classification from k-means and an
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initial sample allocation. Unlike the univariate exchange algorithm, we cannot easily define what
a neighboring cluster is as the dimensionality increases so a different approach is used once the
clustering from k-means is done. A random proposal of a change for one unit to move to another
strata is made. If the objective function in (3.2) is decreased with the proposal, the switch is made.
Otherwise, the stratification stays the same. Sample size is similarly updated. A random proposal is
made to increase sample size in one stratum while decreasing sample size in another stratum. If the
objective function decreases due to this change, then the sample allocation is changed, otherwise it
remains the same. To be efficient, we alternate between exchanging strata assignment for multiple
proposals (100) and attempting to change the sample allocation (Lisic, 2014).
We do the exchange algorithm for values of φ and search until we find the smallest φ such that
all target CVs are able to met in a stratification. To search over the space of φ, we use brute force
and initially look at φ to one decimal place, then two decimal places, and then three decimal places.
Thus we find the best φ to a precision of the thousandths.
In the future, we hope to implement a simulated annealing algorithm rather than exchange as
we know that we can end up in local minima using the exchange algorithm. This is in the process
of being developed.
3.4 Spatial Balanced Sampling
Spatially balance sampling design is a sample design that achieves some spatial balance in the
sample. When there is spatial correlation in the data, spatially balanced sampling designs are often
preferable. The current June Area Survey sampling design achieves spatial balancing using system-
atic sampling with geographic ordering (Cotter et al., 2010). However, such systematic sampling
is somewhat ad-hoc and is not directly applicable for the two-dimensional spatial structure.
One method for spatial sampling is the generalized random-tessellation stratified (GRTS) method,
which maps a two-dimensional grids to a line and then uses systematic pips sampling on the line
(Stevens and Olsen, 2003). Another method is the the local pivotal method (LPM), which is an
iterative procedure where once a element is selected for sampling, the sampling probabilities of the
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units nearby are decreased thus creating repulsion. We use the Local Pivotal Method for sample
selection as it is claimed to have better spatial balance than the GRTS method. Specifically, Graf-
stro¨m et al. (2012) compared the variance of the sum of inclusion probabilities in Voronoi polygons
constructed from samples. We introduce the local pivotal method developed by Grafstro¨m et al.
(2012), discuss a method we developed for incorporating rotation into the local pivotal method, and
then discuss variance estimation and provide a simulation to discuss the bias of possible variance
estimators.
3.4.1 Local pivotal method
Originally, the pivotal method was introduced by Deville and Tille (1998) as a way to sample
when inclusion probabilities were unequal. Let pii and pij be the inclusion probabilities of unit i and
j, respectively, where the units are chosen at random. Then we change the inclusion probabilities
to pi′i and pi
′
j according to the following rules. If pii + pij < 1, then
(pi′i, pi
′
j) =

(0, pii + pij) with probability
pij
pii+pij
(pii + pij , 0) with probability
pii
pii+pij
(3.3)
and if pii + pij ≥ 1, then
(pi′i, pi
′
j) =

(1, pii + pij − 1) with probability 1−pij2−pii−pij
(pii + pij − 1, 1) with probability 1−pii2−pii−pij
. (3.4)
With these sets of rules, we obtain pii + pij = pi
′
i + pi
′
j , but one of the two probabilities is set to
either 0 or 1. Once an element’s probability is set to 0 or 1, it can no longer be changed and two
new units are chosen at random and probabilities are changed to either 0 or 1 until all elements
have their probabilities set. Using this method, exactly n units are sampled where n =
∑
i∈U pii if
n is an integer. To change this to a local pivotal method rather than the pivotal method, the units
i and j are not chosen at random and instead as neighbors. There are two methods introduced by
Grafstro¨m et al. (2012) to spatially balance the sample using the rules in the Pivotal Method. The
difference lies in the computational complexity and how nearest neighbors are chosen. Remember
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that once one unit is finished, that is its probability is set to 0 or 1, it can no longer be selected in
the algorithm. Also, it cannot be considered a neighbor of another unit. The local pivotal method
1 (LPM1) works using these steps:
1. Randomly choose one unit, i.
2. Choose unit j, a nearest neighbor to i. If two or more units have the same distance to i, then
randomly choose between them with equal probability.
3. If j has i as its nearest neighbor, then update the inclusion probabilities according to the
update rules in (3.3) and (3.4).
4. If all units are finished, then stop. Otherwise go to 1.
The local pivotal method 2 (LPM2) works similarly except we do not use step 3 and update the
inclusion probabilities immediately after step 2. LPM1 can take longer to run than LPM1. LPM1
is at worst case proportional to N3 and at best proportional N2 in run time to select a sample from
a population of size N . However, LPM2 the time to run is proportional to N2 (Grafstro¨m et al.,
2012).
3.4.2 Selecting spatial balanced samples using LPM in rotation
The current JAS design selects samples using a rotation. This is done so that each year ap-
proximately 20% of units are new to the sample and 20% are taken out which equates to a 5-year
rotation. Some strata that are less likely to contain agriculture are only visited for 2 years. Repeat
visits to the same unit can estimate change over time more accurately and reduce work load after
the first year because a list of likely people there is available. We introduce a method for sampling
using rotations and the local pivotal method. To accomplish both the rotation and the spatial
balanced sampling, we develop a method using a conditional sampling method.
Let n = {n1, . . . , nH} denote the sample sizes in strata {1, . . . ,H} and k = {k1, . . . , kH} be the
length of rotation in each stratum. The stratum sample size, nh should be divisible by kh. The
algorithm used to find the stratification and sample allocation does not give sample sizes in the
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correct multiples so we round to the nearest kh for each stratum. Let S1, S2, . . . , ST denote the
samples in years 1, 2, 3, . . . , T where T is the number of years you wish to select samples. We will
also have sets denoted as S∗−(k−2), S
∗
−(k−1), . . . , S
∗
0 , S
∗
1 , . . . S
∗
T which will be working sets. To develop
the rotation sampling using LPM, we assume a stratified design with a sample size of nh in stratum
h with population size of Nh and thus pii =
nh
Nh
∀i ∈ Uh and n =
∑
nh. Sampling is done within
strata and thus, we detail the sampling method for one stratum, h, and k can be different from
stratum to stratum.
1. Sample nhkh units using LPM for the initial working set S
∗
−(kh−2) by setting the selection
probabilities to pii =
nh
khNh
for all units in the population.
2. Sample nhkh units using LPM for the second working set S
∗
−(kh−1) by setting the selection
probabilities to pii =
nh
kh(Nh−nh) for units not sampled in S
∗
−(kh−2) and setting pii = 1 for those
units in S∗−(kh−2).
3. Continue this way until we are sampling S∗1 . We again sample
nh
kh
units using LPM for the
working set S∗1 by setting the selection probabilities to pii =
nh
kh(Nh−(kh−1)nh) for units not sam-
pled in S∗−(k−2), S
∗
−(k−1), . . . , S
∗
0 and setting pii = 1 for those units in S
∗
−(kh−2), S
∗
−(k−1), . . . , S
∗
0 .
4. For S∗2 , the method is a bit different, we still sample a size of
nh
k units using LPM for
the working set S∗2 but we only keep track of the previous kh − 1 sets so we set pii =
nh
kh(Nh−(kh−1)nh) for units not sampled in S
∗
−(kh−1), S
∗
−(kh−1), . . . , S
∗
1 , set pii = 1 for those units
in S∗−(kh−1), S
∗
−(kh−1), . . . , S
∗
1 , and set pii = 0 for those units sampled in S
∗
kh−2.
5. Keep sampling until we get to S∗T where S
∗
T is sampled only given S
∗
T−kh+1, . . . , S
∗
T−1.
Each of the sets S∗−(kh−2), S
∗
−(kh−1), . . . , S
∗
0 , S
∗
1 , . . . S
∗
T is of size
nh
kh
. To get the sample for each
year, we union the kh working sets, that is,
Si =
i⋃
j=i−kh+1
S∗j .
We provide an illustration of the method by creating a 100 × 100 grid (N = 10, 000) and
sample size of n = 99 with selected locations staying in the set for 3 rotations, that is k = 3, so
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that each working set contains 33 units. There are no strata in this example and the probability of
selection for each unit is the same (99/10000 = .0099). In Figure 3.6, 6 working sets are illustrated.
These are S∗−1, . . . , S∗4 so that we can get 4 samples. In Figure 3.7, the union of the working sets
are drawn to make the complete samples. Each working set (Figure 3.6) appear fairly spatially
balanced. While there happen to be no units that are very close in the working sets, there are
some in the full samples. Thus, it is not impossible for neighbors to be selected, however, as n/N
decreases, it becomes less likely. This was found to be true empirically through simulation. In our
application, the sampling fraction varies by state but is smaller than this illustration. Next, we will
discuss estimation of key quantities using this design.
(a) Points in S∗−1 (b) Points in S
∗
0 (c) Points in S
∗
1
(c) Points in S∗2 (d) Points in S
∗
3 (e) Points in S
∗
4
Figure 3.6 Illustration of working sets for rotation sampling using LPM.
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(a) Sample 1 (b) Sample 2
(c) Sample 3 (d) Sample 4
Figure 3.7 Illustration of LPM with rotation for N = 400, k = 3, n = 30. Colors of each
point reflects its working set, same as working sets in Figure 3.6
3.5 Estimation
We are interested in estimating the totals of crops in a given year and thus will be focused
on estimating the total and the variance of a total using the LPM sample selection within strata.
Thus the quantity of interest is Y = (Y1, . . . , YJ) where Yj =
∑
i∈U yi,j for J quantities of interest.
We focus on the Horvitz-Thompson estimator, which will be unbiased. Using LPM, the sampling
probabilities are specified as nhNh within stratum thus the Horvitz-Thompson estimator for a quantity
of interest, y, is
Yˆj =
H∑
h=1
Nhy¯j,h (3.5)
where ¯y, jh is the sample mean of yj in stratum h. The variance of the estimate is not straight-
forward to estimate. In general, the variance of Yˆ , where Yˆ is a Horvitz-Thompson estimator, is
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V (Yˆ ) = −1
2
∑
i,j∈U
(piij − piipij)
(
yi
pii
− yj
pij
)2
(3.6)
where piij ≡ P (i, j ∈ S). For fixed size samples, which we have, the variance can be estimated by
the Sen-Yates-Grundy estimator
Vˆ (Yˆ ) = −1
2
∑
i,j∈S
piij − piipij
piij
(
yi
pii
− yj
pij
)2
(3.7)
if piij > 0 for all i, j ∈ U . However, it is not necessarily true in the local pivotal method that
piij > 0. These second-order inclusion probabilities depend on the spatial structure (Grafstro¨m
et al., 2012). Even if the second-order inclusion probabilities are all positive, they can be very
difficult to calculate. Grafstro¨m et al. (2012) discuss variance estimation and provide three variance
estimators and an additional estimator in a later paper (Grafstro¨m and Schelin, 2014). We will look
at these four variance estimators and apply them to crop data to see how each estimator performs.
None of the estimators are unbiased due to the fact that piij is unknown and not necessarily greater
than 0.
3.5.1 Methods of variance estimation for samples using the local pivotal method for
selection
The first estimator considered treats the sample as if it were obtained by an independent random
sampling (IRS), then the variance estimator is
VˆIRS(Yˆ ) =
n
n− 1
∑
i∈s
 yi
pii
− 1
n
∑
j∈s
yj
pij
2 . (3.8)
For our specific situation with a stratified design and pii =
nh
Nh
∀i ∈ Uh, we can simplify (3.8) to be
VˆIRS(Yˆst) =
∑
h
N2h
nh
s2h (3.9)
where s2h is the sample variance of y in stratum h. This is the same as the SRS sampling variance
equation without the finite population correction. The next estimator examined is the Ha´jek-Rose´n
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estimator which is simple and also only uses first-order inclusion probabilities. The estimator is
given as
VˆHR(Yˆ ) =
n
n− 1
∑
i∈s
(1− pii)
(
yi
pii
−
∑
j∈s yj(1− pij)/pij∑
j∈s(1− pij)
)2
, (3.10)
and simplifies to the following for our specific design
VˆHR(Yˆst) =
∑
h
(
1− nh
Nh
)
N2h
nh
s2h, (3.11)
which is the SRS within strata estimator with the finite population correction. Both (3.9) and
(3.11) are likely to provide overestimates of the variance with (3.11) performing slightly better.
The next estimate proposed uses the local mean to estimate the variance which was originally
proposed by Stevens and Olsen (2003) to estimate variance for a different type of spatially balanced
samples, the generalized random-tessellation stratified (GRTS) method so it is believed it may
perform well for LPM as well. It is uses neighborhoods and thus is referred to as the neighborhood
(NBH) variance estimator. VˆNBH is defined as
VˆNBH(Yˆ ) =
∑
i∈s
∑
j∈Di
wij
(
yj
pij
− y¯Di
)2
(3.12)
where Di is the neighborhood of i, y¯Di is the total of y in the neighborhood, and wij are weights
that decreases as i is further from j with
∑
j wij = 1. For our specific example, there is not much
simplification but the stratified estimator for the local estimate is
VˆNBH(Yˆst) =
∑
h
∑
i∈sh
∑
j∈Di
wij
(
yj
Nh
nh
− y¯Di
)2 . (3.13)
The size of the neighborhoods is set and the same for all units. Grafstro¨m and Schelin (2014)
introduce another local mean estimator for variance but the neighborhood size is not fixed. Also,
the original estimator in (3.12) was not made to handle units that are the same distance from each
other. The spatial balanced (SB) variance estimator is
VˆSB(Yˆ ) =
∑
i∈s
n∗i
n∗i − 1
 yi
pii
− 1
n∗i
∑
j∈s∗i
yj
pij
2 (3.14)
where s∗i is a subset of s with n
∗
i units such that s
∗
i includes unit i and j ∈ s∗i if d(i, j) =
mink∈s,k 6=i d(i, k). This is comparing a unit to its nearest neighbor, or neighbors if the minimum
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distance is the same for more than one unit. The choice of the distance function need not be in
the physical sense. In our case, we do consider physical distance between the points. A projection
is chosen for longitude and latitude within a state such that the euclidean distance between the
coordinates is very near the geographical distance in meters.
In (3.15), we provide the spatial balanced formula for a stratified design which offers little
simplification.
VˆSB(Yˆst) =
∑
h
N2h
n2h
∑
i∈sh
n∗i
n∗i − 1
yi − 1
n∗i
∑
j∈s∗i
yj
2 (3.15)
We wish to compare the variance estimates. The variance estimate is primarily based on the
spatial structure of the data so we will be looking at a simple stratification of a state and then
do a simulation to sample within the strata using LPM repeatedly then estimate the variance and
examine the size of the bias for each estimator.
3.5.2 Comparing methods of variance estimation
We examine the variance estimates for four crop covers in Indiana using the Cropland Data
Layer from 2010. This data source has full coverage of the state and at each segment has an
estimate of what is on the land. We have stratified this frame using the univariate exchange
algorithm discussed in Chapter 2 to create 7 strata using the auxiliary variable for cultivated land.
We then use Neyman allocation for sample size using the cultivated land variable again. We sample
a total size of n = 254 and there are N = 32, 905 segments in the population. We collect 5,000
samples using this LPM within stratified design, specifically using the LPM2 as it runs faster.
We will estimate four categories: cultivated area, corn area, soybean area, and winter wheat
area. Because we have the entire population, we are able to confirm that the total estimate in (3.5)
is unbiased. The total estimates for each of the crop categories are plotted in Figure 3.8 with the
values of the total in the population as well as the mean of all the total estimates. In the cultivated,
corn, and soybean plot, the red line is not visible because the blue is plotted over it as they are
nearly exactly the same number. This shows that the estimate of the total is unbiased, as expected.
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Next, we examine the variance estimates. We calculate VHR, VIRS , VNBH , and VSB for each
sample. We also calculate the simulation variance, Vsim(Yˆj) where
Vsim(Yˆj) =
1
5000
5000∑
m=1
(
Yˆ
(m)
j − ¯ˆYj
)2
(3.16)
where Yˆ
(m)
j is the estimate for the m
th simulation of the jth commodity and
¯ˆ
Yj is the mean of all
the total estimates for the jth qunatity. Then we estimate the relative bias of each estimator as
follows
RB(Vˆmethod(Yˆj)) = 100
¯ˆ
Vmethod(Yˆj)− Vsim(Yˆj)
Vsim(Yˆj)
(3.17)
where
¯ˆ
Vmethod(Yˆj) is the mean of the variance estimate over the 5000 samples for a method of
estimation.
The relative biases for each crop and the four variance estimates are provided in Table 3.1. VSB
has the smallest relative bias for all crops. Both VHR and VIRS are overestimates as expected as
these assume no spatial structure and merely assume a random sample. Grafstro¨m et al. found
that VNBH overestimated variance in some populations and underestimated in others. For this
population VNBH is an underestimate of the variance and the size of the bias is larger than either
VHR or VIRS . Thus, we will choose to use VSB to estimate variances in our JAS sample design.
Table 3.1 Relative biases (%) for each variance estimate for the local pivotal method based
on 5000 samples from the Cropland Data Layer in Indiana (2010).
VHR VIRS VNBH VSB
Corn 13.78 14.66 -22.36 3.06
Cultivated 6.82 7.69 -23.56 1.95
Soybeans 11.77 12.63 -22.01 3.74
Winter Wheat 12.27 13.15 -21.85 -1.42
3.6 Application to CDL Data
We have multiple years data of the CDL and will apply the sampling methodology outlined in
this paper to multiple states and will use data from 2008-2013. The auxiliary information used
for stratification includes cultivated land and major crops (state-dependent) from CDL for 2008.
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Figure 3.8 Histogram of total estimates for simulation of LPM with stratified sampling
design. The blue line represents the total in the population and the red line
represents the mean of the 5,000 total estimates.
We stratify two ways but the sampling methodology is the same for both - using the local pivotal
method and implementing rotations. The first stratification uses only cultivated cropland as an
auxiliary variable while a multivariate stratification uses cultivated cropland as well as crop specific
acreages. It is hypothesized the multivariate stratification will better control the CVs for smaller
crops. We find the minimum CV achieved for each crop using the current design from 2008-2013
and use this as the target CVs for the multivariate case. We then find the minimum φ such that
we can create a stratification with estimated CVs less than or equal to the target CVs.
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We stratify and allocate the sample using the methodology described by first setting aside units
with 0% cultivation acreage, clustering the other units with k-means, then using the stratification
and allocation exchange algorithm. We use the same number of strata that NASS currently uses
and the sample size. We use 2 replicates in the stratum that began with all elements having 0%
cultivation and use 5 replicates in the remaining strata. The sample allocation algorithm does not
necessarily give sample sizes divisible by 2 and 5 so we round accordingly to get the number of
replicates correct. Upon doing this rounding, the sample size in these samples may differ a small
number from the current JAS sample size.
We then apply the local pivotal method replication sampling method to get 5 years of samples.
We repeat the sampling 5,000 times to get a distribution of the total estimates, variance estimates,
and CV estimates. We treat the 2009-2013 CDL data, which has wall-to-wall coverage as a pop-
ulation and thus know the true total of each crop for each year and can estimate the variance of
the total estimate and its bias. Additionally, for comparison, we stratify using a univariate method
where we just consider cultivated cropland and the other major crops.
We compare the estimation of CVs with the current design. For the current design, we have
only one realized sample each year and thus an estimate of the CV. For a crop, Y , the estimate of
the total acreage for the crop using the JAS design is
YˆJAS =
l∑
i=1
si∑
j=1
nij∑
k=1
eijkyijk (3.18)
where l is the number of land-use strata, si is the number of substrata in the ith land-use stratum,
nij is the number of segments sampled in the jth stratum in the ith land-use stratum, eijk is the
inverse probability of the selection for the kth segment in the jth substratum in the ith land-use
stratum, and yijk is the total acres of the crop in the kth segment in the jth substratum in the ith
land-use stratum. The variance estimate the current JAS design is
V̂ (YˆJAS) =
l∑
i=1
si∑
j=1
1− 1/eij
1− 1/nij
nij∑
k=1
(y′ijk − y′ij.)2 (3.19)
where y′ijk = eijyijk and y
′
ij. = (1/nij)
∑nij
k=1 y
′
ijk, which is an unbiased estimator for the variance.
For the new design, we use the variance estimator, VˆSB (3.15), and the total estimator, Yˆ (3.5).
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Then the estimated CVs are the square-root of the variances divided by the total estimate. For
the new design, we get 5,000 estimates of Yˆ and thus also look at the population CV which is the
square root variance of the total estimates divided by the true total.
3.6.1 Sampling the CDL in Indiana
The first state, we examine is Indiana. Unlike, South Dakota and North Carolina, its sampling
frame has not been cleaned. However, we still have CDL on PLSS units for the years 2008-2013.
There are 38,608 PLSS sections in the state. In the current JAS design there are 7 strata so we
also make 7 strata numbered 0 through 6 with the 0 stratum having the least cultivated land in
2008 and stratum 7 having the most cultivated land, on average per section. We use cultivated
acreage, corn acreage, soybean acreage, and winter wheat acreage in the multivariate stratification
but just cultivated cropland in the univariate stratification. The value of φ for Indiana was found
to be 0.600 implying that our target CVs are 60% of achieved CVs by the current design. For the
univariate stratification, we minimize the CV for cultivated cropland.
The resulting strata sizes and sample sizes are in Table 3.2 with the JAS allocation in Table
A.1. Due to the need for stratum sizes to be multiples of 2 or 5, the resulting sample size is 269 for
the Univariate Stratification and 267 for the multivariate stratification though the JAS sample size
was 264. A map of the univariate, multivariate, and JAS stratification is in Figure 3.9 with brown
points being from a stratum with nearly no cultivation and the darker green corresponding to more
cultivation. The JAS stratification has fewer locations in the 50 stratum than the univariate or
multivariate have in the 0 stratum. However, the 32 stratum for JAS and 31 stratum for JAS
also tend to have little cultivation which explains why the very light green where Indianapolis
corresponds with the 0 in the other stratifications. This is because JAS uses information on
urbanization.
As shown in the simulation study, in Section 3.5.2, the variance estimate is biased. Again, we
calculate the relative bias of the variance, which is included in Table 3.3 for both univariate and
multivariate stratifications. In these instances, we are usually underestimating the variance.
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Table 3.2 Stratum and sample sizes for IN. Strata for exchange methods are numbered
0 through 6 where 0 has the least amount of cultivation and 6 has the most
cultivation. JAS strata are ordered roughly the same with definitions included
in Appendix.
Stratum 0/50 1/32 2/31 3/40 4/20 5/12 6/11 Total
Univariate
n 4 40 40 40 45 45 55 269
N 3,636 6,997 5,095 4,851 5,139 5,858 7,032 38,608
Multivariate
n 2 40 55 40 40 55 35 267
N 6,542 7,642 6,870 4,955 2,016 6,176 4,407 38,608
JAS
n 2 15 2 55 50 15 125 264
N 17 3,020 3,435 10,395 6,788 5,335 13,912 42,902
(a) Univariate (b) Multivariate (c) JAS
Figure 3.9 Maps of stratification in Indiana. Brown indicates the stratum with the least
cultivation with cultivation amount increasing as the green gets darker. Legend
indicates exchange strata assignment and JAS strata number with definition
included in appendix.
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We have three sample designs, the original JAS design, the univariate exchange stratification
with LPM, and the multivariate exchange stratification with LPM. For the JAS design, there is one
CV estimate for each year. However, for the two designs using the exchange algorithm, we get an
estimate for the CV for each simulation run and can also calculate the true CV by finding the CV
of the total estimates. For comparison of the three methods, we use this population level CV rather
than the biased estimate. These are plotted in Figure 3.10 for each year and four crops and a table
of the CVs averaged across years is included in Table 3.4. Using the new design, the CV from JAS
is the largest for all crops except Winter Wheat. The univariate stratification does worse than JAS
in estimating Winter Wheat while the multivariate stratification does better some years but very
similarly others and slightly worse. The difference between the CV for the univariate stratification
method and the multivariate stratification method are fairly insignificant for corn and soybeans.
However, as expected, the univariate stratification achieves a lower CV for cultivated cropland than
the multivariate. The CV for winter wheat, which is a fairly minor crop in Indiana, is lower for the
multivariate stratification than the univariate stratification for four out of five years.
Table 3.3 Relative Bias (%) of Variance Estimate in IN for new design.
Method Year Corn Cultivated Soybeans Winter Wheat
Univariate 2009 -2.67 -2.68 -0.99 -8.71
Univariate 2010 -1.58 -1.16 -0.88 -3.80
Univariate 2011 -1.68 -2.15 -5.21 -5.32
Univariate 2012 -1.72 -4.15 -1.37 -5.64
Univariate 2013 -4.28 -4.05 -2.71 -4.32
Multivariate 2009 -4.37 -2.78 -5.70 -5.02
Multivariate 2010 -0.80 -0.04 0.03 0.12
Multivariate 2011 -6.49 -2.86 -2.65 -1.67
Multivariate 2012 3.53 0.16 -2.19 -3.72
Multivariate 2013 -2.20 -0.83 -3.27 -1.83
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Table 3.4 CVs by method averaged over year in IN
Method Corn Cultivated Soybeans Winter Wheat
JAS 0.0383 0.0221 0.0406 0.1612
Multivariate 0.0289 0.0147 0.0319 0.1546
Univariate 0.0285 0.0093 0.0320 0.1683
Figure 3.10 Comparing CVs for the JAS design and new design in Indiana.
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3.6.2 Sampling the CDL in North Carolina
Next, we look at the design in North Carolina. In North Carolina, the segments are fairly
homogeneous in size as they came from a grid. There are 51,021 segments in North Carolina.
The variables used in stratification were corn acreage, cotton acreage, cultivated acreage, soybean
acreage, and winter wheat acreage for the multivariate stratification. The value of φ in NC was
0.538. The stratum sizes and allocation for the two new designs are given in Table 3.5 with the
JAS allocation in Table A.3.
The sample size for JAS and the new designs are the same. Again, the strata are numbered such
that the lower strata numbers have less cultivation with the stratification being illustrated in Figure
3.11 with brown representing areas with almost no cultivation and darker greens representing more
cultivated areas. Again, we see far fewer brown points in the JAS stratification due to the lack of
using urbanization information in the new stratification.
Table 3.5 Stratum and sample sizes for NC. Strata for exchange methods are numbered
0 through 5 where 0 has the least amount of cultivation and 5 has the most
cultivation. JAS strata are ordered roughly the same with definitions included
in Appendix.
Stratum 0/50 1/32 2/31 3/40 4/20 5/13 Total
Univariate
n 4 90 75 60 45 45 319
N 7,538 21,601 9,738 6,172 4,142 1,830 51,021
Multivariate
n 4 110 85 35 45 40 319
N 17,046 19,373 8,046 2,694 2,190 1,672 51,021
JAS
n 2 80 5 200 2 30 319
N 65 8,427 8,776 26,247 1,404 2,278 47,197
We calculate variances and CVs in the same manner as in Indiana. The relative biases of the
variance estimates are in Table 3.6 and are higher in NC than they were in Indiana. The three types
of CVs are plotted in Figure 3.12 and values averaged over the years are included in Table 3.7. Both
the multivariate and univariate methods have lower CVs than the JAS method. Similar to Indiana,
there is little difference for the CVs for Corn and Soybeans between the multivariate and univariate
stratification and the CV for cultivated cropland is smaller for the univariate stratification again.
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(a) Univariate (b) Multivariate (c) JAS
Figure 3.11 Maps of stratification in North Carolina. Brown indicates the stratum with the
least cultivation with cultivation amount increasing as the green gets darker.
Legend indicates exchange strata assignment and JAS strata number with
definition included in appendix.
For winter wheat, there is little difference between the multivariate and univariate stratifications
on the CV. However, the multivariate stratification decreases the CV for cotton compared to the
univariate stratification.
Table 3.6 Relative Bias (%) of Variance Estimate in NC for new design.
Method Year Corn Cotton Cultivated Soybeans Winter Wheat
Univariate 2009 -9.35 -15.27 -13.22 -8.50 -5.91
Univariate 2010 -13.23 -19.05 -15.84 -10.51 -12.06
Univariate 2011 -10.22 -17.46 -17.22 -13.24 -11.31
Univariate 2012 -11.41 -11.01 -16.52 -13.39 -9.03
Univariate 2013 -10.36 -16.25 -15.35 -12.73 -6.32
Multivariate 2009 -3.06 -10.51 -8.20 -8.43 -5.73
Multivariate 2010 -8.02 -13.96 -4.36 -7.23 -5.83
Multivariate 2011 -11.15 -10.51 -5.67 -8.40 -1.66
Multivariate 2012 -10.52 -12.31 -6.46 -8.06 -4.19
Multivariate 2013 -11.98 -9.38 -9.27 -9.59 -3.77
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Table 3.7 CVs by method averaged over year in NC
Method Corn Cotton Cultivated Soybeans Winter Wheat
JAS 0.0979 0.1397 0.0416 0.0743 0.1148
Multivariate 0.0666 0.0680 0.0287 0.0424 0.0782
Univariate 0.0622 0.0794 0.0204 0.0399 0.0788
Figure 3.12 Comparing CVs for the JAS design and new design in North Carolina.
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3.6.3 Sampling the CDL in South Dakota
South Dakota was the largest state that we investigated with 78,497 segments, which were
cleaned by the NASS team as described previously. The variables used in the multivariate strat-
ification were corn acreage, cultivated acreage, soybean acreage, spring wheat acreage and winter
wheat acreage. In South Dakota, the φ was 0.981, which is quite large and means we can’t do much
better than the current design.
The stratum sizes and allocation for both the univariate and multivariate stratification are given
in Table 3.8 with the JAS allocation in Table A.3. Due to rounding sample sizes to 2 or 5, the
sample size of this design is slightly larger than the current design at 397, for the univariate and
multivariate stratifications compared with 396 for JAS. Again, the strata are numbered such that
the lower strata numbers have less cultivation with the stratification being illustrated in Figure
3.13 with brown representing areas with almost no cultivation and darker greens representing more
cultivated areas. In South Dakota, the west appears to have nearly no cultivation in the two new
stratifications but this does not align with the JAS classification. This is not only because of the
lack of urbanization as it seems there are many 40 stratum in the west where the new univariate
and multivariate stratification classify these as 0. The JAS 40 stratum is defined in South Dakota
as having < 15% cultivated land (Davies and Eldridge, 2011).
Table 3.8 Stratum and sample sizes for SD. Strata for exchange methods are numbered
0 through 6 where 0 has the least amount of cultivation and 6 has the most
cultivation. JAS strata are ordered roughly the same with definitions included
in Appendix.
Stratum 0/50 1/32 2/31 3/40 4/20 5/12 6/11 Total
Univariate
n 2 65 70 65 60 60 75 397
N 23,537 15,845 8,712 7,705 7,341 7,661 7,696 78,497
Multivariate
n 12 115 75 45 65 65 20 397
N 33,334 15,505 9,548 4,297 6,158 6,980 2,675 78,497
JAS
n 2 50 2 70 60 2 210 396
N 7 6,436 215 8,343 7,246 779 25,909 48,935
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(a) Univariate (b) Multivariate (c) JAS
Figure 3.13 Maps of stratification in South Dakota. Brown indicates the stratum with the
least cultivation with cultivation amount increasing as the green gets darker.
Legend indicates exchange strata assignment and JAS strata number with
definition included in appendix.
In South Dakota, the relative biases of the variance estimates are, in general, not as large as
those in North Carolina (see Table 3.9). The three CVs are plotted in Figure 3.14 with values in
Table 3.10 and we see that for cultivated cropland, the univariate and multivariate designs do not
achieve the same CV as the JAS design. For corn and soybeans, the univariate and multivariate
stratification achieve very similar CVs and are lower than CVs from the JAS design. Spring and
Winter Wheat are smaller crops and have less consistency. In general, the CV increases over time.
Because we stratify with the 2008 data, there may be lack of correlation from year to year for
Spring and Winter Wheat. It is possible that the South Dakota sampling frame currently used in
JAS is already quite good and why we cannot improve upon it much.
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Table 3.9 Relative Bias (%) of Variance Estimate in SD for new design.
Method Year Corn Cultivated Soybeans Spring Wheat Winter Wheat
Univariate 2009 -4.05 -4.97 -7.60 -6.63 -4.13
Univariate 2010 -6.57 -3.00 -8.06 -9.19 -3.57
Univariate 2011 -3.18 -0.12 -4.45 -9.29 -3.30
Univariate 2012 -2.94 2.03 -2.21 -3.59 -4.86
Univariate 2013 -5.87 1.56 -5.24 -0.65 -4.93
Multivariate 2009 -4.95 -3.56 -9.02 -1.86 -2.20
Multivariate 2010 -7.45 -7.51 -13.13 -3.80 -5.72
Multivariate 2011 -4.71 -2.02 -8.16 -0.05 0.51
Multivariate 2012 -6.55 0.60 -9.90 -0.66 -2.21
Multivariate 2013 -6.85 -1.03 -9.95 -2.32 -1.84
Table 3.10 CVs by method averaged over year in SD
Method Corn Cultivated Soybeans Spring Wheat Winter Wheat
JAS 0.0478 0.0124 0.0524 0.1373 0.1447
Multivariate 0.0433 0.0248 0.0443 0.1342 0.1576
Univariate 0.0439 0.0259 0.0449 0.1395 0.1629
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Figure 3.14 Comparing CVs for the JAS design and new design in South Dakota.
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3.7 Conclusion and Discussion
We applied a new sampling design to estimate crop acreages using area frame sampling to
improve CV estimates and modernize the efforts in the frame construction and stratification. We
stratified using one variable, just cultivated cropland, as well as a multivariate stratification method.
With the exchange stratification method, if we are able to find a small φ, the multivariate strati-
fication approach can achieve smaller CVs than the current JAS method. The advantage to using
a multivariate stratification is in the smaller crops. When using the univariate stratification, the
CV for cultivated cropland was smaller but the minor crops estimates had higher CVs. Since the
multivariate approach, with small values of φ, can still do better than the JAS method for culti-
vated cropland, it is the best option of the three, as compared to the univariate method, it helps
with estimating minor crops.
In addition to a new stratification, we introduced a way to sample in rotations using the local
pivotal method. The method is detailed for equal selection probability for each unit, however,
it could be modified for unequal selection probabilities by normalizing the probabilities in each
iteration to sum to the sample size for that working sample.
Constructing a permanent frame using the PLSS will take some work initially but the frame
will be easy to maintain and not need to be updated every few years. A new stratification can be
created easily with new data every few years. However, time in the field is still an unknown. It
is hypothesized by not having boundaries of segments fixed to physical boundaries such as roads,
waterways, and railroads that it may take enumerators longer in the field to collect data. Thus
the cost per unit in the field may increase so we will do a field study to learn the comparative cost
of collecting information on units with and without physical boundaries. If this counteracts the
savings in the design phase, we could decrease sample sizes and still achieve target CVs specified
for the nation since we achieve lower CVs with the same sample size.
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CHAPTER 4. MODEL-BASED STRATIFICATION
4.1 Introduction
Stratification is commonly used in survey sampling to control the sample sizes in the sub-
population level and to reduce the variance of survey estimates. To stratify the finite population,
we first identify the auxiliary data in the finite population and partition the population into sev-
eral groups, called strata, which are homogeneous in terms of the auxiliary information. Such
stratification approach assumes strong correlation between the auxiliary variables and the response
variable. If the correlation between the auxiliary variables (X) and the response variable (Y ) is not
high, the resulting stratification based on X only may not meet precision criterion (Rivest, 2002).
This suggests a need for a direct statistical model linking the response variable with the auxiliary
variable to account for the uncertainty in the relationship between response and auxiliary variables.
For example, the cumulative square root of the frequency method (cum-
√
f method) of Dalenius
and Hodges Jr (1959), Lavalle´e and Hidiroglou (1988) stratification algorithm for skewed popula-
tions, and the geometric method for stratification method for stratification (Gunning et al., 2009)
that used X for stratification and did not take into account the superpopulation model of Y on
X. On the other hand, if the superpopulation model of Y on X is available, we can use the model
assumption to find optimal stratification that achieves the minimum anticipated variance under
the model. Such model-based stratification approach has been considered by Godfrey et al. (1984)
and Kott (1985).
In this paper, we consider a new model-based stratification approach, which has the goal of
minimizing the anticipated variance like Godfrey et al. (1984) but uses the Horvitz-Thompson (HT)
estimator rather than a difference estimator. The proposed method minimizes the anticipated
variance of the HT estimator under the assumed superpopulation model. The superpopulation
model we consider is a linear regression model but allows for unequal variance.
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In Section 4.2, the two existing methods of model-based stratification are reviewed. In Section
4.3, the new model-based stratification method is proposed and discussed. In Section 4.4, the
computational algorithm for implementing the proposed method is presented. In Section 4.5, we
present results from a numerical study. The concluding remarks are made in Section 4.6.
4.2 Model-Based Stratification Methods: GRW and Kott
In the model-based stratification, the goal is to find the stratum boundaries and the sample size
allocation such that the resulting estimator minimizes the anticipated variance (Isaki and Fuller,
1982) under the specified superpopulation model. We first review the two existing methods which
use a linear regression model with a scalar X and unequal model variances.
4.2.1 Godfrey, Roshwalb, and Wright’s method for model-based stratification
Godfrey et al. (1984) introduce a method for near-optimal model-based stratification when a
difference estimator is used for estimation, which is a reasonable choice in their audit data example.
The difference estimator of the population total Y =
∑N
i yi is defined by
YˆB = B
∑
i∈U
xi +
H∑
h=1
Nh
nh
∑
i∈Sh
(yi −Bxi) (4.1)
for some constant B. Here, U is the index set of the finite population and Ah is the index set of
the sample for stratum h where there are H strata with sample size nh and population size Nh.
Auxiliary variable x is known for the entire population or its total is known for the population and
also observed for the sample units.Variable of interest, y, is observed for the sample. Note that the
difference estimator, yˆB in (4.1), is design unbiased for any B for the total of y in the population.
For the super-population model, they consider a linear model where
yi = α+ βxi + i, i ∼ind (0, σ2i ) (4.2)
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with 0 < σ2i < ∞ and (α, β) ∈ R2. The model parameters are assumed to be known. Under the
model in (4.2) and the estimator in (4.1), the anticipated variance is
AV (YˆB − Y ) = Vpi
[
Eξ(YˆB − Y |A)
]
+ Epi
[
Vξ(YˆB − Y |A)
]
= (β −B)2Varpi(Xˆ0) +
 H∑
h=1
Nh
nh
∑
i∈Uh
σ2i −
∑
i∈U
σ2i
 (4.3)
where Xˆ0 =
∑
hNh/nh
∑
i xi and A =
⋃
Ah. Epi and Vpi refer to expectation and variance under
the design, respectively, and Eξ and Vξ refer to expectation and variance under the superpopulation
model, respectively. We can derive in (4.3) the two pieces as follows
Vpi
[
Eξ(YˆB − Y |A)
]
=Vpi
B∑
i∈U
xi +
Nh
nh
∑
i∈Sh
(α+ βxi −Bxi)−
∑
i∈U
(α+ βxi)|A

=(β −B)2Varpi(Xˆ0)
and
Epi
[
Vξ(YˆB − Y |A)
]
=Epi
[
Vξ(YˆB|A) + Vξ(Y |A)− 2Cov(YˆB, Y |A)
]
=Epi
Vξ
B∑
i∈U
xi +
H∑
h=1
Nh
nh
∑
i∈Ah
(yi −Bxi)|A
+ Vξ
(∑
i∈U
yi|A
)
+Covξ
B∑
i∈U
xi +
H∑
h=1
Nh
nh
∑
i∈Ah
(yi −Bxi),
∑
i∈U
yi|A

=Epi
 H∑
h=1
N2h
n2h
∑
i∈Ah
σ2i +
∑
i∈U
σ2i
−2Cov
 H∑
h=1
Nh
nh
∑
i∈Ah
yi,
∑
i∈A
yi +
∑
i/∈A
yi|A

=Epi
 H∑
h=1
N2h
n2h
∑
i∈Ah
σ2i +
∑
i∈U
σ2i − 2
H∑
h=1
Nh
nh
∑
i∈Ah
σ2i

=
H∑
h=1
Nh
nh
∑
i∈Uh
σ2i +
∑
i∈U
σ2i − 2
∑
i∈U
σ2i .
The first term in (4.3) is for the design variance of the model bias and the second term is the
expectation under the design of the model variance of yˆB. Godfrey et al. (1984) set B = 1 and also
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believe that β is close enough to 1 to ignore in their example and focus on minimizing the second
term. Thus, they look at choosing sampling probabilities which minimize the quantity in (4.4).
AV0 =
H∑
h=1
Nh
nh
∑
i∈Uh
σ2i −
∑
i∈U
σ2i =
∑
i∈U
(pi−1i − 1)σ2i (4.4)
where pii = P (i ∈ S) = nh/Nh for i ∈ Uh. In obtaining the solution, they minimize the right side of
(4.4) in general, not for the stratified case where we generally think of sampling probabilities being
constant within stratum. By the Cauchy-Schwartz inequality,
∑
pii
∑
pi−1i σ
2
i ≥
(∑
σi
)2
Thus,
AV0 ≥
(∑
i∈U
pii
)−1(∑
i∈U
σi
)2
−
∑
i∈U
σ2i = n
−1
(∑
i∈U
σi
)2
−
∑
i∈U
σ2i ,
where the equality holds if and only if pii ∝ σi. They then go on to say that we can make the
sampling probability the same in each stratum and use the allocation rule:
nh = n
∑
i∈Uh σi∑
i∈U σi
. (4.5)
Then, by substituting this allocation into (4.4), we see
AV0 =
H∑
h=1
Nh
∑
i∈U σi
n
∑
i∈Uh σi
∑
i∈Uh
σ2i −
∑
i∈U
σ2i
=
(∑
i∈U σi
n
) H∑
h=1
Nh
∑
i∈Uh σ
2
i∑
i∈Uh σi
−
∑
i∈U
σ2i (4.6)
It follows that one would wish to minimizeG =
∑H
h=1Nh
(∑
i∈Uh σ
2
i
)(∑
i∈Uh σi
)−1
to minimize
the quantity in (4.6). To do this Godfrey et al. (1984), propose making
∑
i∈Uh σi as equal as possible
from stratum to stratum. Note that,
H∑
h=1
Nh
(∑
i∈Uh σ
2
i∑
i∈Uh σi
)
≥
H∑
h=1
∑
i∈Uh
σi =
∑
i∈U
σi, (4.7)
where the equality holds if and only if σi are constant within h. If σi is known for each unit, it is
easy to minimize the sum within strata by looking at the cumulative sums and creating breakpoints.
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4.2.2 Kott’s method for model-based stratification
However Godfrey et al. (1984) were not solving the correct problem to begin with. They do
not derive this solution under the stratified sampling case. Kott (1985) points out that the optimal
allocation rule that minimizes the design expected model variance in a stratified design is
nh = n
√
Nh
∑
i∈Uh σ
2
i∑
k
√
Nk
∑
i∈Uk σ
2
i
(4.8)
Substituting Kott’s suggested allocation into (4.4), we get something quite a bit different as
follows
AV0 =
H∑
h=1
Nh
∑H
j=1
√
Nj
∑
i∈Uj σ
2
i
n
√
Nh
∑
i∈Uh σ
2
i
∑
i∈Uh
σ2i −
∑
i∈U
σ2i
=
∑Hj=1
√
Nj
∑
i∈Uj σ
2
i
n
 H∑
h=1
√
Nh
∑
i∈Uh
σ2i −
∑
i∈U
σ2i
=
1
n
 H∑
h=1
√
Nh
∑
i∈Uh
σ2i
2 −∑
i∈U
σ2i (4.9)
It follows that one would wish to minimize
[∑H
h=1
√
Nh
∑
i∈Uh σ
2
i
]2
to minimize the quantity
in (4.6). Kott (1985) claims to minimize this quantity, Nh
∑
i∈Uh σ
2
i need to be as close to equal as
possible. This is due to the fact that
H∑
h=1
Nh
H∑
h=1
∑
i∈Uh
σ2i ≥
 H∑
h=1
√
Nh
∑
i∈Uh
σ2i
2 (4.10)
holds with equality if and only if Nh
∑
i∈Uh σ
2
i are the same for each h. Kott (1985) does not
provide a computational method to make these values as equal as so we will discuss the algorithm
used to minimize the objective in Section 4.4.
4.3 Proposed Method
Consider the following estimator
YˆST =
H∑
h=1
Nh
nh
∑
i∈Ah
yi, (4.11)
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which is the Horvitz-Thompson estimator under stratified random sampling. Then using the same
argument for (4.3),
AV (yˆST ) = β
2Varpi(Xˆ0) +
 H∑
h=1
Nh
nh
∑
i∈Uh
σ2i −
∑
i∈U
σ2i
 . (4.12)
Thus, assuming β is known, we wish to minimize (4.12), which has two components. Note that
since the sampling design is the stratified random sample,
V arpi(Xˆ0) =
H∑
h=1
N2h
nh
(
1− nh
Nh
)
1
2Nh(Nh − 1)
∑
i∈Uh
∑
j∈Uh
(xi − xj)2
and (4.12) reduces to
1
2
β2
H∑
h=1
N2h
nh
(
1− nh
Nh
)
1
Nh(Nh − 1)
∑
i∈Uh
∑
j∈Uh
(xi − xj)2 +
 H∑
h=1
Nh
nh
∑
i∈Uh
σ2i −
∑
i∈U
σ2i
 (4.13)
Using these two components, we propose minimizing a quantity Q =
∑
Qh where
Qh =
Nh ∑
i∈Uh
σ2i +
β2
2
∑
i∈Uh
∑
j∈Uh
(xi − xj)2
1/2 (4.14)
This is a blend of two methods, Dalenius-Hodges which relies mostly on the second term and
Kott’s method which relies on the first term. We propose using a splitting method to minimize
Q =
∑
Qh, discussed in Section 4.4. We will implement the same algorithm for minimizing the
objective function proposed by Kott and call this the Kott method. For sample allocation under
this proposed method, we will use an allocation proportional to Qh, that is,
nh = n
Qh∑
kQk
. (4.15)
4.4 Splitting Method for Minimizing Sums Over Stratum
For both the Kott Method and the new method for model-based stratification, we will use an
exchange method to minimize sums over H. We can write Q =
∑
Qh where Qh is defined in (4.14).
Similarly for the Kott method, we wish to minimize the right hand side of (4.10). Note that if we
minimize
∑H
h=1N
1/2
h (
∑
i∈Uh σ
2
i )
1/2, we also minimize the square of it. Let Fh = N
1/2
h (
∑
i∈Uh σ
2
i )
1/2
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and F =
∑
Fh, then we will use the following algorithm to minimize Q and F . The algorithm
proposed only works when the number of strata is a power of 2. Also, to use this algorithm, the
function between x and σ2i must be non-decreasing.
For simplicity of notation, assume xi ≤ xj for i < j and thus σ2i ≤ σ2j since we assume a non-
decreasing function between x and σ2i . To minimize Q for H strata where H = 2
k for some integer
k, first divide the data into two groups by completing an exhaustive search for one breakpoint
which minimizes Q. Denote that breakpoint as x∗1 then the first group will be {xi : xi ≤ x∗1} and
the other group will be {xi : xi > x∗1}.
Then similarly, split each of the two groups created in the previous step by exhaustively search-
ing for a break point so there are four groups by finding breakpoints x∗2,1 and x∗2,2 so that the four
groups will be {xi : xi ≤ x∗2,1}, {xi : x∗2,1 < xi ≤ x∗1}, {xi : x∗1 < xi ≤ x∗2,2}, and {xi : xi > x∗2,2}.
Continue splitting until there are H groups. This method of splitting was also applied to the
criterion provided by Kott rather than using Q, we minimize F .
4.5 Numerical Study
We will compare the stratification methods with a simulation study. The differences in strati-
fication methods lies in the relationship between x and y in the mean part and the variance part.
We will be simulating from several population models and looking at different parameters and
their effects on the stratification. We will ultimately compare the anticipated variances, that is the
variance of the total estimate averaged over the superpopulation.
4.5.1 Superpopulation with variance as a quadratic function of the auxiliary variable
The first superpopulation we examine uses a proportion as the auxiliary variable. It is expected
that the variance of a proportion is a quadratic proportion of that function. Thus, that is the
relationship we create in our simulation. The superpopulation is as follows:
x ∼ Unif(0, 1)
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y = βx+ 
 ∼ N(0, σ2)
σ2 = γx(1− x)
where γ ∈ {0.1, 1} is some dispersion parameter and β ∈ {1, 2, 3} is a slope between the auxiliary
variable and the variable of interest, y. Examples of these finite populations are illustrated Figure
B.1 of Appendix B.
We simulate finite populations of 5,000 and stratify using the three methods. Then, we calculate
the variance of the total estimate for a sample size of 50. We also find the variance of a design
under SRS and find the ratio to calculate the design effect which is what is compared for 1,000
populations. The design effects, averaged over the 1,000 populations, are in Tables 4.1, 4.2, and
4.3 for 2, 4, and 8 strata, respectively.
Kott’s method for stratification uses only the variance. In this superpopulation, the variance is
not monotonically related with the response and thus items with similar variances are not necessarily
similar in their value. Thus, the Kott method for stratification does not do well compared to the
other two methods for any of the scenarios. When H = 2, the Dalenius-Hodges method and new
model-based stratification perform nearly identically. However, as H increases, the new model-
based stratification method performs better than the Dalenius-Hodges stratification.
Table 4.1 Mean Design Effect for populations with N=5,000 and n=50 for 1,000 popula-
tions for first superpopulation when H=2
β Method γ = 0.1 γ = 1
1 DH 0.3750 0.7502
1 New 0.3750 0.7502
1 Kott 0.7300 0.8777
2 DH 0.2857 0.5001
2 New 0.2857 0.5001
2 Kott 0.6946 0.7792
3 DH 0.2663 0.3864
3 New 0.2662 0.3864
3 Kott 0.6869 0.7344
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Table 4.2 Mean Design Effect for populations with N=5,000 and n=50 for 1,000 popula-
tions for first superpopulation when H=4
β Method γ = 0.1 γ = 1
1 DH 0.21886 0.6882
1 New 0.21354 0.6602
1 Kott 0.50760 0.7711
2 DH 0.10716 0.3753
2 New 0.10617 0.3631
2 Kott 0.44475 0.5954
3 DH 0.08290 0.2331
3 New 0.08258 0.2271
3 Kott 0.43107 0.5156
Table 4.3 Mean Design Effect for populations with N=5,000 and n=50 for 1,000 popula-
tions for first superpopulation when H=8
β Method γ = 0.1 γ = 1
1 DH 0.18040 0.6746
1 New 0.17077 0.6345
1 Kott 0.37161 0.7065
2 DH 0.06273 0.3451
2 New 0.06050 0.3255
2 Kott 0.29166 0.4833
3 DH 0.03715 0.1954
3 New 0.03637 0.1848
3 Kott 0.27425 0.3818
4.5.2 Superpopulation with one auxiliary variable related to the mean and another
auxiliary variable related to the variance
For the second superpopulation y is a linear function of x1 and the variance of y is a linear
function of x2 with x1 and x2 uncorrelated. Specifically,
x1 ∼ Unif(0, 1)
x2 ∼ Unif(0, 1)
y = βx1 + 
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 ∼ N(0, σ2)
σ2 = 0.1 + αx2
with α ∈ {0, 0.5, 1} and β ∈ {0, 1, 2} except for the case when both α = 0 and β = 0. Plots of
examples of these finite populations are in Figure B.2 and Figure B.3 in Appendix B using x1 and
x2 as the covariate in each.
For this population, I use x1 when calculating the mean part of Q in the new method and use
it for the D-H. I simulate finite populations of 5,000 and stratify using the three methods. Then,
I calculate the variance of the total estimate for a sample size of 50. We also find the variance of
a design under SRS and find the ratio to calculate the design effect which is what is compared for
the 1,000 populations. Results are in Tables 4.4, 4.5, and 4.6 for 2, 4, and 8 strata, respectively.
This is a case where the Kott method performs no better than a SRS simply because the variance
of the response is not related to the mean in any way. Thus, you only control the variance part
which is not useful when there is no relationship between the mean and the variance. When α = 0,
that is the response, in mean and variance, is only a function x1, the Dalenius-Hodges method and
the new model-based stratification method perform identically. However, as α increases, it is more
useful to use both x1 and x2 in stratification so we see the new model-based stratification method
outperforming the Dalenius-Hodges method.
Table 4.4 Mean Design Effect for populations with N=5,000 and n=50 for 1,000 popula-
tions for second superpopulation when H=2
β Method α = 0 α = 0.5 α = 1
0 DH – 1.024 1.079
0 New – 0.998 0.999
0 Kott – 0.951 0.941
1 DH 0.532 0.848 0.933
1 New 0.532 0.837 0.901
1 Kott 1.000 0.976 0.959
2 DH 0.348 0.608 0.723
2 New 0.348 0.605 0.717
2 Kott 1.000 1.009 0.994
73
Table 4.5 Mean Design Effect for populations with N=5,000 and n=50 for 1,000 popula-
tions for second superpopulation when H=4
β Method α = 0 α = 0.5 α = 1
0 DH – 1.040 1.144
0 New – 0.996 0.996
0 Kott – 0.938 0.924
1 DH 0.415 0.824 0.970
1 New 0.415 0.796 0.877
1 Kott 1.001 0.972 0.951
2 DH 0.185 0.517 0.678
2 New 0.185 0.507 0.646
2 Kott 1.001 1.021 1.002
Table 4.6 Mean Design Effect for populations with N=5,000 and n=50 for 1,000 popula-
tions for second superpopulation when H=8
β Method α = 0 α = 0.5 α = 1
0 DH – 1.047 1.229
0 New – 0.991 0.991
0 Kott – 0.940 0.922
1 DH 0.386 0.821 1.015
1 New 0.387 0.789 0.873
1 Kott 1.004 0.976 0.953
2 DH 0.145 0.503 0.710
2 New 0.145 0.483 0.630
2 Kott 1.004 1.027 1.011
4.6 Conclusion
We develop a stratification method for minimizing the anticipated variance of the Horvitz-
Thompson estimator. Our approach differs from existing methodology in that we consider the
Horvitz-Thompson estimator rather than a difference estimator. Throughout this derivation for
minimizing the anticipated variance, there are two terms that affect the anticipated variance, the
variability of the auxiliary variable as well as the size of the variance of the response variable. The
method we propose minimizes an objective function which is the sum of those two quantities. This
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is a compromise between stratifying solely based on the auxiliary variable, related to the mean,
and just focusing on the variability.
Through simulation, we show that the new model-based stratification method is better than
Kott’s method for model-based stratification which solely focuses on variability and the Dalenius-
Hodges stratification method which relies on the mean structure in certain superpopulations. This
includes when the variance is not monotonically related to the auxiliary variable. This might be
the case if looking at proportional data as the variance is quadratic. Another case is when the
variables related to the mean and variance structure of the response variable are uncorrelated.
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APPENDIX A. NASS STRATA DEFINITIONS
The USDA-NASS currently defines the strata differently in each state. In Chapter 2, we illus-
trate the a univariate exchange algorithm on three states: Indiana, Nebraska, and Pennsylvania
and in Chapter 3, we implemented a multivariate stratification on three states: Indiana, North
Carolina, and South Dakota. The definitions USDA-NASS uses in each of these states is based
on cultivated land coverage and urban coverage at different levels as defined in the following ta-
bles. Davies and Eldridge (2011) provided documentation for strata definition for all states in our
collaboration.
Table A.1 Summary of stratum definitions used by NASS currently for Indiana.
Stratum Definition Segments (Nh) Sample Size (nh)
11 >75% Cultivated 13,912 125
12 51-75% Cultivated 6,788 40
20 15-50% Cultivated 10,395 55
31 Agri-urban: >100 Home/sq. mi. 5,335 15
32 Commercial: >100 Home/sq. mi. 3,435 2
40 <15% Cultivated 3,020 15
50 Non-agricultural 17 2
Table A.2 Summary of stratum definitions used by NASS currently for Nebraska.
Stratum Definition Segments (Nh) Sample Size (nh)
11 >80% Cultivated 30,274 270
12 51-80% Cultivated 8,819 77
20 15-50% Cultivated 4,779 56
31 Agri-urban: >20 Home/sq. mi. 2,562 4
32 Commercial: >20 Home/sq. mi. 1,693 2
40 <15% Cultivated 6,940 40
50 Non-agricultural 183 2
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Table A.3 Summary of stratum definitions used by NASS currently for North Carolina.
Stratum Definition Segments (Nh) Sample Size (nh)
13 >50% Cultivated 2,278 30
20 15-50% Cultivated 26,247 200
31 Agri-urban: >100 Home/sq. mi. 8,776 5
32 Commercial: >100 Home/sq. mi. 1,404 2
40 <15% Cultivated 8,427 80
50 Non-agricultural 65 2
Table A.4 Summary of stratum definitions used by NASS currently for Pennsylvania.
Stratum Definition Segments (Nh) Sample Size (nh)
13 >50% Cultivated 2,800 20
20 15-50% Cultivated 17,086 98
31 Agri-urban: >100 Home/sq. mi. 8,284 5
32 Commercial: >100 Home/sq. mi. 1,814 2
40 <15% Cultivated 11,344 40
50 Non-agricultural 45 2
Table A.5 Summary of stratum definitions used by NASS currently for South Dakota.
Stratum Definition Segments (Nh) Sample Size (nh)
11 >75% Cultivated 25,909 210
12 51-75% Cultivated 7,246 60
20 15-50% Cultivated 8,343 70
31 Agri-urban: >100 Home/sq. mi. 779 2
32 Commercial: >100 Home/sq. mi. 215 2
40 <15% Cultivated 6,436 50
50 Non-agricultural 7 2
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APPENDIX B. PLOTS OF FINITE POPULATIONS FOR MODEL-BASED
STRATIFICATION SIMULATIONS
Plots of Finite Populations with Variance as a Quadratic Function of the
Auxiliary Variable
In Chapter 4, we simulate multiple populations for stratification from two models. The first
model has the variance of the response as a quadratic function of the auxiliary variable. Specifically,
x ∼ Unif(0, 1)
y = βx+ 
 ∼ N(0, σ2)
σ2 = γx(1− x)
where γ ∈ {0.1, 1} is some dispersion parameter and β ∈ {1, 2, 3} is a slope between the auxiliary
variable and the variable of interest, y.
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Figure B.1 Examples of finite populations with variance as quadratic function of auxiliary
variable for N = 5, 000.
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Plots of Finite Populations with with One Auxiliary Variable Related to the
Mean and Another Auxiliary Variable Related to the Variance
The second model has the variance and the mean related to two independent auxiliary variables.
Specifically,
x1 ∼ Unif(0, 1)
x2 ∼ Unif(0, 1)
y = βx1 + 
 ∼ N(0, σ2)
σ2 = 0.1 + αx2
with α ∈ {0, 0.5, 1} and β ∈ {0, 1, 2} except for the case when both α = 0 and β = 0.
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Figure B.2 Examples of finite populations with one auxiliary variable related to the mean
and another auxiliary variable related to the variance for N = 5, 000 for y vs
x1.
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Figure B.3 Examples of finite populations with one auxiliary variable related to the mean
and another auxiliary variable related to the variance for N = 5, 000 for y vs
x2.
