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Abstrakt
Tato práce se zabývá praktickým využitím technologie OpenCL ve společnosti AVG. AVG
vidí OpenCL jako jednu z možností, jak ulehčit zátěž procesoru a případně urychlit výpočet
některých algoritmů. Velká část práce se zabývá optimalizacemi pro grafické karty AMD a
NVIDIA, jakožto současné nejrozšířenější karty. Praktická část popisuje paralelizaci dvou
algoritmů dodaných AVG, jejich analýzu z pohledu OpenCL a implementaci. Následně
jsou popsány a odůvodněny dosažené výsledky a jsou popsány podmínky, pro které má
smysl testované paralelní algoritmy použít v reálném produktu. Jako součást implementace
je vytvořena knihovna, která usnadňuje práci při vývoji a testování aplikací pracující s
OpenCL.
Abstract
The main topic of this thesis is the practical use of OpenCL at AVG company. AVG is
looking for ways to decrease hardware requirement of their security product and also to
decrease computation time of some algorithms. Using OpenCL is one way to achieve this
requirement. Significant part of this thesis deals with optimization strategies for AMD and
NVIDIA graphics cards as they are most common cards among users. Practical part of the
thesis describes parallelization of two algorithms, their analysis and implementation. After
that, the obtained results are presented and cases in which the use of OpenCL is beneficial
are identified. As a part of implementation, library containing various utility functions
which can aid programmers to implement OpenCL based code was developed.
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Kapitola 1
Úvod
Grafické karty zaznamenaly v posledních letech velký nárůst výkonu. Díky novým aplikač-
ním rozhraním lze výkon karet použít nejen pro grafické účely, ale také pro výpočty, které
bylo donedávna možné spouštět pouze na klasických procesorech. Na grafické karty se lze
nyní dívat jako na multiprocesorové zařízení, což je činí ideálním zařízením pro paralelizaci
algoritmů.
OpenCL, jako jedno z těchto aplikačních rozhraní, vzniklo jako požadavek programátorů
na obecný programovací model, který by umožňoval paralelní běh algoritmů nezávisle na
použitém hardware. Dosavadní řešení nebyla dostatečně obecná, neboť je nebylo možné
aplikovat na hardware různých výrobců.
Z tohoto důvodu si společnost AVG Technologies s.r.o. (dále jen AVG) vybrala OpenCL
jako testovací platformu pro paralelizaci algoritmů. AVG působí na softwarovém trhu na
poli bezpečnosti a ochrany uživatelů. Jedno z důležitých kritérií pro výběr bezpečnostního
balíku je hardwarová náročnost programu. Běžně se lze setkat s názory uživatelů, kteří
hodnotí bezpečnostní balík zejména podle zatížení procesoru a spotřeby operační paměti.
Proto se AVG snaží hledat cesty, kterými lze náročnost jejich programů minimalizovat.
S růstem výkonu grafických karet vyvstává možnost použít je namísto nebo vedle kla-
sického procesoru. Tím by bylo možné nejen dosáhnout snížení zátěže procesoru, ale také
celkového zrychlení algoritmů. Tento přístup však přináší řadu otázek, především z pohledu
kompatibility. Architektura grafických karet je v mnohých ohledech odlišná od architektury
procesorů. Ne každý algoritmus je tedy vhodné nebo dokonce možné vykonávat na grafické
kartě.
Z dosavadních výzkumů a testů lze usoudit, že paralelní výpočty na grafických kartách
nejsou vhodné pro hashovací algoritmy, kromě algoritmu MD5, který však již v současné
době nelze považovat za bezpečný. Jak ukazuje práce [9], implementací hashovací funkce
BMW1 na grafické kartě bylo dosaženo přibližně 50násobného zpomalení oproti výpočtu na
procesoru. Naopak s výhodou lze grafické karty použít pro akceleraci některých kryptogra-
fických algoritmů, jak ukazuje například práce [11]. Zde byly testovány různé verze krypto-
1Blue Midnight Wish
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grafického algoritmu AES2 a ve většině případů bylo dosaženo zrychlení řádově v desítkách.
Avšak společnou vlastností těchto algoritmů je jejich základ v matematických operacích.
V obou případech se jedná o iterativní nebo paralelní aplikování několika funkcí na určité
bloky dat.
AVG proto poskytla dva algoritmy, které nemají základ v matematických operacích, ale
jedná se o algoritmy založené na vyhledávání a porovnávání. Cílem této práce je otestovat
použitelnost OpenCL na algoritmech dodaných AVG a následně zhodnotit a určit podmínky,
za jakých má smysl uvažovat o přesunutí výpočtu algoritmů z procesoru na grafickou kartu.
1.1 Členění práce
Práce je členěna celkem do sedmi tematických celků. Po úvodu následuje kapitola popisující
historický vývoj grafických karet. Zaměřuje se zejména na kroky, které vedly k tomu, že
jsou nyní grafické karty použitelné nejen jako zobrazovací prostředek, ale i jako zařízení pro
obecné účely.
Třetí a čtvrtá kapitola se zaměřuje na technologii OpenCL. Nejdříve je teoreticky popsán
standard OpenCL a následně jsou popsány optimalizační techniky, které maximalizují vyu-
žití dostupného hardwaru. Optimalizace jsou zaměřeny na grafické karty dvou nejznámějších
výrobců, jimiž jsou AMD a NVIDIA.
Pátá kapitola popisuje implementaci dvou algoritmů dodaných AVG. Každý algoritmus
je detailně popsán, analyzován z hlediska paralelizace na grafických kartách a následně je
popsána implementace paralelní verze. Na závěr kapitoly jsou diskutovány dosažené vý-
sledky algoritmů a podmínky, za kterých má smysl algoritmy použít.
Předposlední kapitola popisuje realizaci knihovny pro testování algoritmů. Zaměřuje se
zejména na popis jednotlivých tříd a jejich využití při praktickém testování.
V závěru jsou diskutovány dosažené výsledky práce, je zhodnocen celkový přínos OpenCL
a jsou nastíněny možnosti, jakými lze OpenCL v budoucnu použít.
1.2 Profil společnosti AVG Technologies s.r.o.
AVG byla založena v roce 1991 za účelem ochrany počítačů po celém světě a to s využi-
tím těch nejmodernějších technologií v oblasti bezpečnosti. Společnost AVG rychle dosáhla
současného úspěchu a je dnes považována za jednoho z největších hráčů na trhu bezpečnost-
ního software. Společnost AVG má v Evropě pobočky v Nizozemsku, v České republice, na
Kypru, ve Velké Británii, v Německu a Francii. V USA dále v oblasti Pensecoly na Floridě,
v oblasti Sanfranciského zálivu v Kalifornii, v oblasti Atlanty v Georgii, v oblasti Bostonu
v Massachusetts a v oblasti Charlotte v Severní Karolíně. Na Blízkém východě v Izraeli.
V Asii pak v Pekingu a Hongkongu v Číně. Díky svým zaměstnancům, kteří patří k předním
světovým odborníkům v oblasti rozvoje software, zjišťování a prevence hrozeb a analýzy
2Advanced Encryption Standard
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rizik, zaujímá AVG přední pozici v oblasti inovativních bezpečnostních řešení. I po dosa-
vadních mezinárodně uznávaných úspěších AVG stále pokračuje v investicích do výzkumu,
vývoje a do spolupráce s předními univerzitami, aby si zajistila tu nejvyšší možnou tech-
nologickou vyspělost. V posledních několika letech se společnost AVG významně rozrostla
a stále pokračuje v expanzi, aby mohla reagovat na potřeby globálního trhu prostřednictvím
nejmodernějších technologií, uživatelské přívětivosti a rozsáhlé podpory platforem[3].
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Kapitola 2
Vývoj grafických karet
Cílem této kapitoly je seznámit čtenáře s postupným vývojem grafických karet. Vysvětluje
důvody, které vedly designéry k návrhu karet, které umožňují je využít nejen jako zobra-
zovací zařízení, ale i jako výkonný
”
procesor“ pro obecné použití. Ačkoli tato znalost není
nutná při programování současných grafických procesorů, může pomoci k nalezení jejich
silných a slabých stránek.
Informace pro první kapitolu byly čerpány zejména z [5].
2.1 Éra hardwarově implementovaných funkcí
Jádro každé grafické karty tvoří grafické řetězce (Graphics pipelines). Graphics pipeline
fyzicky a logicky dělí zpracování průchozích dat na několik bloků, kde každý blok má svůj
úkol při zpracování dat. První grafické karty určené pro klasické počítače se začali objevovat
kolem roku 1990. Funkce jednotlivých bloků graphics pipeline byly předem dané a nebylo
možné je měnit, natož programovat. Mohly být pouze určitým způsobem konfigurovatelné,
například za pomoci vstupních parametrů. Ve stejné době, kdy se na trh dostávaly grafické
karty, se začaly prosazovat grafické standardy OpenGL a DirectX [16, 17]. Ty definovaly
funkce, které by měl grafický adaptér implementovat, a zároveň poskytovaly API, které
umožňovalo programátorům tyto funkce využívat. Od té doby jde vývoj grafických karet
ruku v ruce s vývojem grafických standardů.
Obrázek 2.1 ukazuje příklad graphics pipeline použité v prvních grafických kartách
NVIDIA GeForce. Blok Host interface měl na starosti přijímání příkazů a dat z procesoru.
Obsahoval speciální hardware pro DMA1 přenos dat ze systémové paměti do paměti na
grafické kartě.
Povrch objektů je zpravidla popsán množinou trojúhelníků. Blok Vertex Control přijímal
parametry těchto trojúhelníků, transformoval je do podoby srozumitelné dalším blokům
a uložil do vertex cache. Jednotka VS/T&L (Vertex Shading, Transform and Lighting)
přiřadila každému vrcholu trojúhelníku vlastnosti jako barvu, normálu, parametry textury,
1Direct Memory Access
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Obrázek 2.1: Graphics pipeline v prvních grafických kartách.
tangens a další. Triangle setup měl na starosti vypočítat, které pixely leží na spojnici dvou
vrcholů trojúhelníku a přiřadit jim příslušné vlastnosti. Blok Raster nastavoval vlastnosti
těch pixelů, které leží uvnitř trojúhelníků. Shader určoval konečnou barvu jednotlivých
pixelů. Tu ovlivňovaly faktory jako barva sousedních pixelů, textura, nasvícení či odlesk a
několik dalších. Čím více parametrů, tím reálnější výsledek bylo možné zobrazit, avšak za
cenu zpomalení výpočtu, resp. potřeby výkonnějšího hardwaru. Blok ROP měl na starosti
finální rasterizaci, jež například upravovala barvy překrývajících se objektů nebo určovala,
které objekty budou viditelné a které skryté, antialiasing a další.
Poslední, FBI blok, se staral o čtení dat z paměti grafické karty a zápis do paměti zobra-
zovacího zařízení. Pro vysoká rozlišení bylo potřeba, aby měla paměť vysokou propustnost,
protože bylo potřeba zobrazit velké množství pixelů. Toho bylo dosaženo dvěma způsoby.
První zahrnoval použití speciálního typu paměti, který umožňoval větší propustnost než
systémová paměť a druhý zvyšoval paměťovou propustnost tím, že FBI přistupoval do pa-
mětí v několika paměťových kanálech (memory channels), které byly propojeny s několika
paměťovými regiony (memory banks). Kombinace obou způsobů zajišťovala propustnost
paměti mnohonásobně vyšší, než byla propustnost systémové paměti. Rychlá paměť dovo-
lila, aby se na trhu objevily obrazovky s větším rozlišením. Rozdíl v propustnosti paměti
mezi grafickou a systémovou pamětí se neustále zvětšoval (viz obrázek 2.2) a v současné
době představuje jednu z hlavních výhod grafických procesorů.
Posloupnost bloků, jak je zobrazena na obrázku 2.1, používaly grafické karty několik
generací. S každou novou verzí grafických standardů přišla nová generace grafických karet,
která implementovala přidaná rozšíření. I když šel vývoj stále dopředu, programátoři stále
požadovali víc a víc složitějších rozšíření, které bylo jen stěží možné implementovat pomocí
hardwaru. Další generace karet tedy musela přijít s něčím novým, čím by programátory
uspokojila.
2.2 Éra programovatelných bloků
V roce 2001 byl vydán DirectX 8 a OpenGL se dostalo rozšíření o programovatelný vertex
shader. To umožňovalo programátorům upravovat a psát vlastní algoritmy pro zpracování
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Obrázek 2.2: Porovnání výkonu grafických karet a procesorů. Převzato z [10]
.
grafických dat. Později, s příchodem DirectX 9, se stal programovatelný také pixel shader
a paměť pro textury byla dostupná i z vertex shaderu. V roce 2002 byl představen ATI
Radeon 9700, který měl pixel shader podporující 24bitové operace v plovoucí řádové čárce.
Následně dostal podporu 32bitových operací v plovoucí řádové čárce pixel shader v Geforce
FX. Samostatný programovatelný pixel shader procesor předznamenal nový trend, který
směřoval ke sjednocení jednotlivých bloků graphics pipeline. Série grafických karet GeForce
6800 a 7800 byly první grafické karty, které měly samostatné procesory pro pixel a vertex
shader. Xbox 360, který byl představen v roce 2005, měl jako první pouze jeden procesor
pro pixel i vertex shader.
Obrázek 2.3 ukazuje novou programovatelnou graphics pipeline, která je rozdělena na
dvě části. Horní řada se skládá z bloků, které zůstaly pouze konfigurovatelné a dolní řada
obsahuje programovatelný vertex a fragment (pixel) procesor. Hlavním důvodem, proč
zůstaly některé bloky hardwarové, bylo to, že i přes rostoucí požadavky na funkce gra-
fické karty některé funkce grafická karta využívala neustále. Proto bylo výhodnější pro tyto
bloky ponechat specializovaný hardware, který zvládl vykonat tyto funkce mnohem efek-
tivněji než univerzální programovatelný procesor. Dohromady obě části tvořily výkonný
hardware, který dokázal rychle a efektivně zpracovat grafická data a zároveň poskytoval
programátorům možnost upravovat současné algoritmy a psát své vlastní.
Způsob, jakým graphics pipelines zpracovávají data, byl výhodný také pro efektivní
využití paměti. Běžné algoritmy, používané při zpracování průchozích dat, obvykle načítaly
souvislé bloky dat, které následně ukládaly opět jako souvislé bloky dat. Takový způsob
využití paměti, navíc při využití několika kanálů a bank, dovoloval mnohonásobně vyšší
propustnost paměti jak při čtení, tak při zápisu. Jak ukazuje obrázek 2.2, výkon grafických
karet stále rostl a již v roce 2006 dosahoval hodnot kolem 200 GFLOPS2. Výkon procesorů
2109 operací v plovoucí řádové čárce za sekundu
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Obrázek 2.3: První Graphics pipeline s programovatelnými vertex a pixel procesory.
se pohyboval ve stejné době kolem 20 GFLOPS.
2.3 Éra unifikovaných grafických procesorů
Další krok ve vývoji grafických karet, který směřoval k jejich využití pro obecné výpočty,
udělala NVIDIA již v roce 2006. V té době uvedla na trh grafickou kartu GeForce 8800, která
kompletně přeměnila fyzickou stavbu graphics pipelines. Klasické bloky, jak jsou uvedeny
na obrázku 2.1, byly nahrazeny několika poli unifikovaných procesorů, jež přebraly většinu
jejich práce. Data, která dříve putovala přes každý blok pouze jedenkrát, nyní procházela
pole procesorů ve třech fázích. Jedna fáze nahrazovala práci vertex shaderu, druhá práci pixel
shaderu a ve třetí fázi byly aplikovány algoritmy, které měl na starosti geometry shader.
Geometry shader byl nový blok v graphics pipelines, který byl přidán díky rozšířením,
které přinesl standard DirectX 10. Nově také nyní každý procesor uměl pracovat pouze
se skalárními hodnotami namísto vektorů. To vedlo k tomu, že klesla datová propustnost,
protože každý procesor nyní dokázal v jednom taktu z paměti načíst nebo do ní uložit pouze
jednu hodnotu. Aby se snížení datové propustnosti tolik neprojevilo na výkonu, NVIDIA to
kompenzovala zvýšením pracovní frekvence procesorů, které bylo umožněno zjednodušením
architektury procesorů.
Obrázek 2.4 zobrazuje novou architekturu graphics pipelines uvedenou v GeForce 8800.
Grafický systém, rozdělený na několik nezávislých procesorových polí, umožňoval dobrou
škálovatelnost. Díky tomu mohly jednotlivé algoritmy využít tolik procesorových polí, kolik
bylo potřeba a efektivně tak měnit počet procesorů zahrnutých do výpočtu. Taková archi-
tektura byla optimální pro běh paralelních algoritmů určených nejen pro grafické účely, ale
i pro obecné výpočty.
2.4 Počátek GPGPU
S rozšířením grafických karet, podporující alespoň DirectX 9, si začali programátoři všímat,
že grafické karty dosahují mnohem většího výkonu než klasické procesory a že tento výkon
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Obrázek 2.4: První Graphics pipeline s programovatelnými vertex a pixel procesory.
je ve většině případů využit pouze při náročných hrách. Začali přemýšlet, jak tento výkon
využít i jinak. Procesorová pole poskytovala perfektní příležitost pro použití paralelních
algoritmů. Jenomže grafické karty byly určeny pouze pro zpracování ryze grafických dat a
spuštění výpočtu mohlo být provedeno pouze přes rozhraní DirectX nebo OpenGL.
Například běh nějakého algoritmu musel být spouštěn jako pixel shader. Vstupní data
byla uložena v paměti pro textury a čtení a zápis probíhal obvykle pomocí vektorových
operací. Výstup pixel shaderu mohl být generován jen jako množina pixelů. Další problém
se projevil v tom, že nebylo možné dynamicky přistupovat na různé adresy v paměti.
Výsledek algoritmu bylo opět možné číst pouze jako množinu pixelů určité barvy na výstupu
frame bufferu.
Mapování algoritmů pro výpočet pomocí grafické karty bylo nesmírně obtížné a vyža-
dovalo značné úsilí. Nicméně to ukázalo, že je možné grafické karty a jejich výkony použít
i jiným způsobem, než jen pro zobrazování pixelů na obrazovce.
10
Kapitola 3
OpenCL
OpenCL je mladý programovací standard, jehož cílem je poskytnout programátorům mož-
nost programovat aplikace pro heterogenní systémy, aniž by byli nuceni se změnou hardwaru
měnit svůj program. Jiná řešení, např.CUDA1 nebo Brooks, která vznikla před OpenCL,
byla obvykle svázána s hardwarem jednoho konkrétního výrobce. Chyběl dostatečně obecný
prostředek pro programování grafických karet, a nejen jich, od různých výrobců. Toho si
všimli vývojáři ve společnosti Apple a začali pracovat na novém standardu. Výhodou jim
bylo to, že se v Applu podíleli na vývoji technologie CUDA a mohli tak v OpenCL využít
získané zkušenosti. Díky tomu jsou si CUDA i OpenCL v mnohém podobné. Později se Ap-
ple rozhodl, že svěří vývoj OpenCL do rukou sdružení Khronos Group, pod jehož hlavičkou
vyšla první specifikace standartu OpenCL v roce 2008[13].
Specifikace standardu je rozdělena do čtyř hlavních částí, které popisují základní prin-
cipy OpenCL a jeho API. Důležité je, že standard neříká jak kterou funkcionalitu či přímo
funkci implementovat, ale říká pouze to, že musí být implementována. To dává možnost
výrobcům hardwaru se rozhodnout, zda chtějí OpenCL podporovat a přizpůsobit se. Také
to umožňuje využít nejen grafické karty, ale také další hardware jako běžné procesory, sig-
nálové procesory a APU2 procesory.
Standard je rozdělen na následující části, které budou popsány v následujících kapito-
lách:
• Model platformy (Platform model)
• Vykonávací model (Execution model)
• Model paměti (Memory model)
• Programovací model (Programming model)
1Compute Unified Device Architecture
2Accelerated Processing Unit
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3.1 Model platformy
Platforma představuje pro OpenCL typ a výrobce zařízení (grafická karta nebo proce-
sor). Vzhledem k požadavku, aby nový programovací standard pokrýval co nejširší skupinu
zařízení, musel být zvolen dostatečně obecný model, který by vyhovoval různým typům
hardwaru.
Model platformy, jež je znázorněn na obrázku 3.1, se skládá z hostitelského zařízení
(host), výpočetních zařízení (compute devices), výpočetních jednotek (compute units) a pra-
covních jednotek (processing elements). Host v terminologii OpenCL znamená procesor.
Ten řídí činnost compute devices. Jak je patrno z obrázku 3.1, z pohledu OpenCL může
být těchto zařízení neomezené množství a mohou být různého typu. Pro získání informací
o každém zařízení poskytuje OpenCL funkce, které programátorovi dovolí vybrat jedno
i více zařízení pro výpočet. Compute devices se skládají z compute units. U procesoru je
compute unit jádro procesoru. Vícejádrové procesory tedy mají více výpočetních jednotek.
U grafické karty je situace složitější. Každá compute unit se chová jako SIMD3 jednotka.
U grafických karet NVIDIA se SIMD jednotka skládá z 16 nebo 32 procesorů. Processing
element je pak jeden procesor. U AMD grafických karet je SIMD jednotka tvořena 16
VLIW44 (nebo VLIW5) procesory. Každý takový procesor umožňuje zpracovat 4 (nebo 5)
instrukce najednou, proto se pro OpenCL jeví, že má 4 (nebo 5) processing elements.
Pro lepší představu, grafická karta AMD Radeon 6970 obsahuje 24 compute units, ka-
ždá z nich se skládá z 16 VLIW procesorů a každý z nich obsahuje 5 processing elements.
Dohromady to dává 1920 fyzických exekučních jednotek, které mohou vykonávat kód pa-
ralelně.
HOST
Compute 
device
Processing 
Element
Compute Unit
Obrázek 3.1: Platform Model - jeden hostitel (host) obsahuje několik compute devices, ty se
skládají z několika compute units, každá má několik processing elements. Obrázek převzat
z [14].
3Single Instruction Multiple Data – dle Flynnovy klasifikace [6]
4Very Long Instruction Word. VLIW4 zpracuje až 4 instrukce naráz, VLIW5 až 5 instrukcí.
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3.2 Vykonávací model
Každá OpenCL aplikace se skládá ze dvou hlavních částí. První část tvoří kód, který je
spuštěn na hostiteli. Jedná se o volání funkcí API, které zajišťují inicializaci OpenCL. To
zahrnuje získání platformy, zařízení, kontextu (viz 3.2.1), vytvoření paměťových objektů až
po vlastní spuštění paralelního kódu, který tvoří druhou hlavní část.
Paralelní kód, určený pro OpenCL zařízení, se v terminologii OpenCL nazývá kernel.
Před každým spuštěním kernelu musí být definován jeho prostor indexů (NDRange). To
znamená určit kolik pracovních jednotek (instancí kernelu) bude kernel vykonávat. Každá
pracovní jednotka je v rámci celého indexu prostorů označena jednoznačným číselným ozna-
čením, které se nazývá globální identifikátor (global ID). Všechny pracovní jednotky jsou
organizovány do pracovních skupin (work groups), které poskytují hrubší granularitu celého
prostoru indexů. V rámci každé pracovní skupiny má každá pracovní jednotka svůj lokální
identifikátor (local ID). OpenCL definuje prostor indexů jako N-rozměrné číslo, kde N může
nabývat hodnot 1, 2 nebo 3. Je definován jako množina celých čísel délky N, kde každé
číslo značí rozměr v dané dimenzi s nejmenším číslem F a maximálním číslem M. Globální
a lokální ID každé pracovní jednotky je potom N-rozměrná N-tice. Rozměr G, globálního ID,
odpovídá vztahu:
G = {k|F ≤ k ≤ F +M − 1} (3.1)
Jako příklad poslouží dvojrozměrné pole, které je na obrázku 3.2. Do indexovaného
prostoru vstupují pracovní jednotky (Gx, Gy), velikost pracovní skupiny (Sx, Sy) a posun
(offset) globálního ID (Fx, Fy). Globální index, definovaný mezi Gx a Gy, udává maximální
počet pracovních jednotek jako součin Gx a Gy. Lokální index, definovaný mezi Sx a Sy,
udává maximální počet pracovních jednotek v pracovní skupině jako součin Sx a Sy. Z dané
velikosti pracovní skupiny a celkového počtu pracovních jednotek lze spočítat počet pra-
covních skupin. Dvojrozměrné indexování prostoru se používá k jednoznačné identifikaci
pracovní skupiny v celém prostoru. Každá pracovní jednotka může být v celém systému
identifikována buď jejím globálním ID (gx, gy) nebo kombinací skupinového ID (wx, wy),
velikostí pracovní skupiny (Sx, Sy) a jejím lokálním ID (sx, sy) uvnitř skupiny jako:
(gx, gy) = (wx ∗ Sx + sx + Fy, wy ∗ Sy + sy + Fy) (3.2)
Počet pracovních skupin lze vypočítat:
(Wx,Wy) = (
Gx
Sx
,
Gy
Sy
) (3.3)
Z globálního ID a velikosti pracovní skupiny lze vypočítat skupinové ID pro danou pracovní
skupinu:
(wx, wy) = (
gx − sx − Fx
Sx
,
gy − sy − Fy
Sy
) (3.4)
13
Obrázek 3.2: Příklad dvourozměrného pole indexů (NDRange), které je rozděleno do pra-
covních skupin (work groups). Příklad ukazuje mapování globálního ID každé pracovní
jednotky (work item) na skupinové a lokální ID. Obrázek převzat z [14].
Prostor indexů tedy může být 1D, 2D nebo 3D. Programátor si tak může zvolit, jaký
prostor se nejlépe hodí pro konkrétní algoritmus. Například pro maticové operace bude
nejlepší 2D prostor, kdežto pro seřazení posloupnosti bude vhodný 1D prostor.
3.2.1 Kontext a fronta příkazů
Předtím, než může hostitelský systém spustit kód na OpenCL zařízení, musí vytvořit kon-
text (context) zařízení. Kontext je abstraktní obálka, kterou používá hostitel pro každé
OpenCL zařízení. Řídí způsob, jakým spolu hostitel a zařízení komunikuje a spravuje pa-
měťové objekty, které jsou na zařízení dostupné. Zahrnuje následující položky:
1. Zařízení (Devices) −množina OpenCL zařízení, které může hostitelský systém použít.
2. Kernely (Kernels) − OpenCL programy (funkce), které běží na zařízeních.
3. Programové objekty (Program Objects) − Zdrojový a spustitelný kód.
4. Paměťové objekty (Memory Objects) − Množina paměťových objektů, které jsou vi-
ditelné pro hostitelský systém nebo pro OpenCL zařízení.
Kontext vytváří a upravuje hostitelský systém pomocí funkcí z OpenCL API. Aby bylo
zachováno pořadí vykonávání jednotlivých kernelů, hostitel musí vytvořit datovou strukturu
nazývanou fronta příkazů (command queue) a posílat příkazy do této fronty. Ty jsou poté
plánovaně vykonávány v rámci kontextu daného zařízení. Příkazy zahrnují:
1. Příkazy vykonání kernelu (Kernel execution commands)−provedou vykonání kernelu.
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2. Paměťové příkazy (Memory commands) − mohou zahájit přenos dat z, do nebo mezi
paměťovými objekty, namapovat nebo odmapovat paměťové objekty z paměťového
prostoru hostitelského sytému.
3. Synchronizační příkazy (Synchronization commands) − zajišťují pořadí vykonávání
příkazů.
Fronta příkazů řídí a plánuje jejich provedení na OpenCL zařízeních. Příkazy do fronty
posílá hostitelský systém voláním funkcí z OpenCL API. Systém může příkaz přidat v kte-
rémkoliv okamžiku a podle nastavení fronty se pak určí, v jakém pořadí budou příkazy
vykonány. Může to být buď formou fronty bez předbíhání, nebo s předbíháním:
1. Vykonávání v pořadí (In-order execution) − pořadí spuštění a ukončení vykonávání
se řídí pořadím, v jakém jsou příkazy poslány do fronty. Jinými slovy, žádný příkaz
není spuštěn před dokončením právě prováděného příkazu. Princip je podobný jako
u FIFO5 fronty.
2. Vykonávání mimo pořadí (Out-of-order execution)− příkazy jsou vykonávány v pořadí,
v jakém jsou poslány do fronty, avšak nečeká se na jejich dokončení. Pokud je potřeba
zajistit určitou synchronizaci mezi příkazy, musí se o to explicitně programátor posta-
rat. Vykonávání mimo pořadí je výhodné, zejména pokud je možné ve stejném čase
provádět kernel nad jedním blokem dat a zároveň kopírovat data pro druhý blok dat,
nad kterým bude kernel teprve spuštěn.
Po dokončení příkazu jsou vygenerovány události (Event Objects), které mohou být použity
pro synchronizaci.
Pro každý kontext může být vytvořeno několik front příkazů, ty jsou na sobě zcela
nezávislé a není mezi nimi žádný automatický mechanismus synchronizace. Ta musí být
případně zajištěna samotným programátorem pomocí událostí.
3.3 Paměťový model
Paměťový model popisuje hierarchii pamětí v OpenCL zařízení. Rozděluje ji na čtyři zá-
kladní skupiny:
1. Globální paměť (Global memory) − tato oblast paměti dovoluje všem pracovním
položkám z této paměti číst a zapisovat do ní. Všechny pracovní jednotky ve všech
pracovních skupinách sdílí celou globální paměť. V závislosti na možnostech zařízení,
může být pro zápis nebo čtení použita cache paměť.
2. Konstantní paměť (Constant memory) − oblast paměti, která zůstává po celou dobu
vykonávání kernelu konstantní. Může být alokována a inicializována pouze pomocí
OpenCL API a nelze ji staticky ani dynamicky alokovat uvnitř kernelu.
5First In First Out
15
3. Lokální paměť (Local memory) − tato oblast paměti je sdílená mezi všemi pracovními
jednotkami v jedné pracovní skupině. Může být implementována jako vyhrazená část
paměti v OpenCL zařízení, tj. jako vlastní blok paměti pro každou compute unit, nebo
může být pro lokální paměť použita část globální paměti, ale za cenu pomalejšího
přístupu.
4. Privátní paměť (Private memory) − každá pracovní jednotka má svou privátní paměť
pro vlastní proměnné. Ty jsou viditelné pouze pro pracovní jednotku, ve které byly
proměnné definovány a žádné jiné pracovní jednotky nemohou k těmto proměnným
přistupovat. Výměna dat je možná pouze přes lokální nebo globální paměť.
Velikost každé paměťové oblasti je závislá na OpenCL zařízení. Globální paměť se pohybuje
ve stovkách MB, zatímco velikost lokální paměti se pohybuje ve stovkách KB. Tabulka 3.1
popisuje zda a jak může hostitelský systém či zařízení přistupovat a alokovat jednotlivé
typy paměti.
Globální Konstantní Lokální Privátní
Hostující
systém
Dynamická
alokace
Dynamická
alokace
Dynamická
alokace
Bez alokace
čtení a zápis čtení a zápis Nemá
přístup
Nemá
přístup
OpenCL
zařízení
Bez alokace Statická
alokace
Statická
alokace
Statická
alokace
čtení a zápis pouze čtení čtení a zápis čtení a zápis
Tabulka 3.1: Možnosti alokace paměti.
Paměťové oblasti a jejich vzájemné relace s modelem platformy znázorňuje obrázek 3.3.
Paměť zařízení a systému jsou dva nezávislé paměťové prostory. Výjimkou jsou APU pro-
cesory, u kterých CPU i GPU sdílí systémovou paměť. OpenCL poskytuje dva způsoby,
které je možné využít pro přenos dat mezi těmito paměťovými prostory:
1. Explicitní kopírování − hostitel pošle do fronty příkazů příkaz zkopírovat data mezi
zařízením a hostitelem. Tento příkaz může být blokující nebo neblokující. Při blokují-
cím přenosu paměti může být paměť ihned po provedení příkazu znova použita, neboť
je zajištěno, že funkce skončí až po skončení vlastního přenosu dat. Při použití neblo-
kujícího volání OpenCL nezaručuje, že je již paměť po ukončení příkazu kompletně
přesunuta a další použití paměti by mělo být až po vyvolání události, která oznamuje
konec kopírování.
2. Mapování − je způsob interakce mezi hostitelským systémem a OpenCL pamětí,
umožňující hostiteli použít určitý region z paměti zařízení a považovat jej jako vlastní
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Obrázek 3.3: Hierarchie pamětí v OpenCL. Obrázek převzat z [14].
adresový prostor. Mapování může být, stejně jako kopírování, blokující nebo neblo-
kující. Jakmile je region z paměti zařízení namapován, může hostitel do této oblasti
číst nebo zapisovat. Když už paměť není potřeba, může být jednoduše uvolněna.
3.3.1 Konzistence paměti
Při paralelním programování je třeba dbát na konzistenci paměti. Paměť je konzistentní,
pokud je změna v paměti ihned viditelná pro všechny části paralelního systému. V opačném
případě je nekonzistentní.
OpenCL řeší paměťovou konzistenci podle hierarchie paměti. V privátní paměti jedné
pracovní položky operace load a store konzistenci zachovávají. Lokální paměť je konzis-
tentní v rámci pracovní skupiny. Změní-li jedna pracovní jednotka hodnotu v lokální paměti,
tato změna je ihned viditelná všem ostatním pracovním položkám ve skupině. Globální pa-
měť je také konzistentní v rámci celé pracovní skupiny, ale mezi pracovními skupinami je
potřeba konzistenci zajistit pomocí atomických operací nebo bariér. Bariéra je v termino-
logii paralelního programování místo v kódu, které, než se bude moci vykonávat kód za
bariérou, musí být dosaženo všemi pracovními jednotkami.
3.4 Programovací model
Dle vykonávacího modelu, může host řídit několik OpenCL zařízení. Ke každému zařízení
může být vytvořen kontext i fronta příkazů, jež jsou na sobě nezávislé a mohou paralelně
spouštět příkazy. Zároveň každá výpočetní jednotka vykonává stejnou instrukci pro všechny
pracovní jednotky nad různými daty. Z toho vyplývá, že OpenCL podporuje úkolový i da-
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tový paralelní model. Lze například kopírovat data pro práci druhého kernelu, zatímco
první kernel již počítá. Následně kopírovat výsledky prvního kernelu do systémové paměti,
zatímco počítá druhý kernel.
3.4.1 Synchronizace
OpenCL umožňuje synchronizovat jak paralelní kód, tak i sekvenční:
1. Paralelní kód - synchronizace mezi pracovními jednotkami v rámci pracovní skupiny
2. Sekvenční kód - synchronizace mezi příkazy ve frontě příkazů
K synchronizaci mezi pracovními položkami v jedné pracovní skupině se používají lokální
bariéry (local barrier). Všechny pracovní položky v rámci pracovní skupiny musí nejdříve
překonat tuto bariéru. Až potom mohou pokračovat ve vykonávání kódu. Lokální bariéra
musí být překročena buď všemi pracovními položkami ve skupině, nebo žádnou. Je-li bariéra
umístěna ve větvi, která nemusí být dostupná vždy všemi pracovními položkami, může dojít
k uváznutí nebo k nepředpokládanému chování programu.
Jednotlivé pracovní skupiny nelze synchronizovat. Jedinou možností, jak synchronizovat
běh všech pracovních skupin, je ukončení kernelu.
Typické synchronizační scénáře
1. Jedno zařízení, jedna fronta příkazů - na obrázku 3.4 je znázorněna situace, kdy
v jedné frontě příkazů jsou příkazy pro dva kernely. Ve frontě příkazů jsou již příkazy
pro oba kernely, ale druhý kernel nemůže být spuštěn, protože čeká na ukončení
a výsledek kernelu 1. Ukončení kernelu 1 je také vynucená synchronizační bariéra,
takže je zajištěno, že kernel 2 může bezpečně číst výsledek kernelu 1, aniž by došlo
k porušení konzistence.
Kernel 2Kernel 1GPU
Fronta příkazů
Obrázek 3.4: Kernel 2 čeká na ukončení kernelu 1.
2. Dvě zařízení, dvě fronty - obrázek 3.5 popisuje situaci, kdy jsou dva kernely spuštěny
na dvou zařízeních a každý má svoji vlastní frontu příkazů. Oba kernely mohou běžet
paralelně, protože jsou na sobě nezávislé (nesdílí své výsledky)a není mezi nimi po-
třeba aplikovat žádný synchronizační mechanismus. Naopak v případě obrázku 3.6,
kernel 2 čeká na výsledek kernelu 1, tudíž nesmí být spuštěn dříve, než kernel 1 dokončí
svoji činnost. V tomto případě již musí být použita synchronizace pomocí událostí.
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Kernel 1CPU
Kernel 2GPU
Fronta příkazů 1
Fronta příkazů 2
Obrázek 3.5: Kernel 2 nemusí čekat na kernel 1, protože každý kernel běží na různých
zařízeních. Není potřeba žádná synchronizace.
Kernel 1CPU
Kernel 2GPU
Fronta příkazů 1
Fronta příkazů 2
Obrázek 3.6: Kernel 1 musí čekat na výsledek druhého kernelu. Jakmile kernel 2 dokončí
činnost, vyvolá se událost, na kterou čeká kernel 1. Až pak může kernel 1 začít pracovat.
3.4.2 OpenCL C
OpenCL C je programovací jazyk, který vychází ze standardu jazyka C ISO/IEC 9899:1999.
Používá se pro programování kernelů, které jsou spouštěny na OpenCL zařízení. Oproti
původnímu standardu jazyka C, má OpenCL C několik omezení a rozšíření:
• Vektorové datové typy − obsahuje datové typy jako charx, floatx, intx, kde x je
celé číslo značící délku vektoru. Obsahuje funkce umožňující provádět konverzi mezi
vektorovými a skalárními datovými typy.
• Paměťové kvalifikátory − OpenCL podporuje hiearchický model paměti. Paměťové
kvalifikátory jsou určeny k identifikaci paměťových regionů v této hierarchii. Nelze
však kombinovat ukazatele do různých regionů.
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• Dynamická alokace − uvnitř kernelu nelze dynamicky alokovat paměť. Veškerá po-
třebná paměť musí být alokována již před spuštěním nebo jako statická paměť.
• Rozšíření podporující paralelní přístup − tato rozšíření zahrnují funkce pro práci
s pracovními jednotkami, pracovními skupinami a funkce pro synchronizaci.
• Obrazové datové typy − OpenCL obsahuje datový typ image a sampler a funkce pro
práci s těmito datovými typy.
• Matematické funkce − funkce a makra pro efektivní výpočet matematických a goni-
ometrických funkcí.
3.5 Softwarové požadavky OpenCL
Aplikace využívající OpenCL nepotřebuje ke své činnosti žádné speciální knihovny či nasta-
vení. Veškeré potřebné funkce, které OpenCL používá, jsou dostupné z vlastní dynamické
knihovny opencl.dll. Tato knihovna bývá součástí instalačních balíků ovladačů grafic-
kých karet, obvykle ale jako volitelná součást, o které nezkušený uživatel nemusí vědět, co
znamená. Tím přichází o možnost používat grafickou kartu jako
”
druhý procesor“.
3.5.1 Notifikace uživatelů
Produkty AVG (AVG AntiVirus, AVG Internet Security) obsahují možnost upozornit uži-
vatele na různé události. Zároveň umožňují detekovat určitá nastavení systému, která po-
třebuje pro svoji činnost. Lze tak zjistit, zda se knihovna opencl.dll nachází na počítači
uživatele, v jaké verzi a jakou grafickou kartou uživatel disponuje.
Tyto informace je možné získat již v současné době a na jejich základě definovat pravi-
dlo pro notifikační systém, které by uživatele upozornil na možnost využití grafické karty,
případně na aktualizaci ovladačů apd.
Další úpravy současného stavu notifikací a aktualizací nejsou z hlediska OpenCL nutné.
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Kapitola 4
Optimalizační techniky
Klasický procesor (CPU) byl od svého počátku navržen pro co největší výkon při sekvenčním
zpracování instrukcí. Postupně se proto do procesoru přidávaly jednotky pro urychlení zpra-
cování instrukcí. Dále byly vyvinuty metody, které dovolují zpracovávat několik instrukcí
najednou nebo umožňují předvídat výsledek skokové instrukce a načíst dopředu následující
instrukce. Pro urychlení načítání dat a instrukcí má procesor k dispozici cache, která je
několikanásobně rychlejší než paměť RAM1. To vše dělá z procesoru výkonný hardware pro
sekvenční programování.
Grafické karty byly navrženy s ohledem na zpracování grafických dat. S přechodem na
SIMD architekturu se z grafických karet staly optimální zařízení pro běh paralelních algo-
ritmů, jež dosahují vysokého výkonu díky vysokému počtu
”
malých“ procesorů a speciální
architektuře pamětí. Ze stejného důvodu je obtížné dosáhnout toho, aby každý procesor
obsahoval podpůrný hardware jako klasický CPU.
Z důvodů uvedených výše, je většinou nutné při transformaci algoritmů upravit kód tak,
aby efektivně využíval dostupných možností grafické karty.
V současnosti jsou nejběžnější desktopové grafické karty od výrobců AMD a NVIDIA.
AMD a Intel mají své zástupce mezi APU procesory, jež mají procesor a grafickou kartu
v jednom čipu a mohou benefitovat sdílenou pamětí. Rozdílná architektura grafických čipů
jednotlivých výrobců má vliv na efektivní rychlost zpracování paralelních algoritmů. Za-
tímco na jedné architektuře může daný algoritmus dosahovat výrazného urychlení, na jiné
může být zrychlení minimální. Stejně tak stejné optimalizace mohou mít různý vliv na
urychlení algoritmu.
V následujících kapitolách budou popsány optimalizační strategie pro grafické karty
AMD a NVIDIA. Vliv jednotlivých optimalizací bude otestován na sestavách uvedených
v tabulce 4.1.
1Random Access Memory
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Sestava 1 Sestava 2 Sestava 3 Sestava 4
Procesor Intel C2Q Q9550 AMD A8-3850
Operační pa-
měť
8GB DDR2
Operační sys-
tém
Windows 7 64bit
Grafická karta
AMD Radeon
HD5770
AMD Radeon
HD6950
NVIDIA GTX
470
AMD Radeon
HD 6550D
Verze ovladačů
GK
12.04 296.10 WHQL 12.04 12.04
OpenCL plat-
forma
OpenCL 1.1
Počet výpočet-
ních jednotek
10 22 14 5
Celkem pracov-
ních jednotek
800 1408 448 400
Pracovní frek-
vence (MHz)
850 800 1674 600
Propustnost
paměti (GB/s)
77 160 134 10
Tabulka 4.1: Testovací sestavy.
Měření výkonu
Odhadování a měření výkonu je důležitou součástí optimalizací. Výkon algoritmu lze měřit
několika způsoby. Jedním z nich je měření doby výpočtu algoritmu. Tento způsob je nej-
jednodušší, avšak neumožňuje porovnání s nejoptimálnější verzí. Jinak řečeno, minimální
čas, kterého lze dosáhnout je neznámý.
Lepší možností je měření propustnosti algoritmu. Ta udává, jaké množství dat bylo al-
goritmem zpracováno za danou dobu. U každé grafické karty či procesoru lze dle specifikace
určit teoreticky maximální hodnoty, kterých lze dosáhnout a podle toho lze odhadnout,
zda má algoritmus ještě rezervy. Například grafická karta AMD HD 5870 obsahuje 8 pa-
měťových kanálů o šířce 32 bitů. Paměť pracuje na frekvenci 1200 MHz a jelikož se jedná
o GDDR5, efektivní hodnota je 4800MHz. Maximální teoretickou propustnost globální pa-
měti lze získat jako:
4800 ∗ 106 ∗ 8 ∗ 32b ∗ 1B
8b
∗ 10−9 = 154GB/s (4.1)
Efektivní propustnost algoritmu lze získat jako součet čtených(R) a zapisovaných dat (W).
V případech, kdy je těžké odhadnout počet čtení a zapisování, lze celkový počet dat určit
velikostí vstupních dat, které algoritmus zpracuje (výslednou propustnost ale nelze porovná-
vat s maximální teoretickou propustností). Podíl celkových dat a času(T) algoritmu udává
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efektivní propustnost jako:
R+W
T
∗ 10−9 = [GB/s] (4.2)
Pro praktické testování a měření je možné použít kernely, které jsou uvedeny v příloze
C. Modifikací či kombinací jednotlivých kernelů lze získat různé kernely pro testování všech
níže zmíněných optimalizací.
Zrychlení paralelního algoritmu
Zrychlení paralelního algoritmu (S) získáme jako podíl doby trvání sekvenčního algoritmu
(Ts) a doby trvání paralelního algoritmu (Tp). G. M. Amdahl zjistil, že i když se zvýší počet
procesorů, může dosáhnout jen relativně velmi omezeného zrychlení. Rozdělil tedy dobu
běhu paralelního algoritmu na dobu strávenou výpočtem části, kterou nelze paralelizovat,
a dobu strávenou výpočtem paralelní části. Amdahlův zákon říká, že zrychlení, kterého
může být dosaženo paralelizací sekvenčního algoritmu, závisí nejen na počtu procesorů (N),
ale i na velikosti paralelizovatelné části (P)[2]:
S =
Ts
Tp
=
1
(1− P ) + PN
(4.3)
Čím více procesorů je k dispozici, tím menší je poměr PN . Zjednodušeně lze říci, že je-li
P hodně velké (100%), závisí zrychlení pouze na počtu procesorů:
S =
1
P
N
(4.4)
Grafické karty s podporou GPGPU dovolují při správném použití výpočet řádově na stov-
kách procesorů. Paralelní algoritmus ale musí respektovat architekturu grafických karet,
aby mohlo být takové množství procesorů spuštěno paralelně.
4.1 Architektura grafických karet
4.1.1 Grafické karty NVIDIA
V roce 2006 NVIDIA představila architekturu CUDA a v podstatě definovala jak bude vy-
padat model GPU
”
computingu“ v následujích letech (OpenCL vychází z CUDA). Obrázek
4.1 znázorňuje CUDA architekturu se 16 streaming multiprocesory (SM). Každý SM se
chová jako SIMT2 procesor. SM obsahuje několik samostatných skalárních procesorů (16,
32 i více), které dále obsahují jednotky pro operace v pevné a plovoucí řádové čárce. V ter-
minologii OpenCL, SM odpovídá výpočetní jednotce a každý procesor odpovídá pracovní
jednotce. Velikost pracovní skupiny odpovídá počtu procesorů v SM. Každy SM obsahuje 16
jednotek pro load a store operace s pamětí. To znamená, že pouze 16 vláken může v jednom
2Single Instruction Multiple Thread
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taktu přistoupit do paměti a celá skupina minimálně ve dvou taktech. SFU jednotky slouží
pro výpočet složitějších matematických a goniometrických funkcí. Streaming multiprocesor
je zobrazen na obrázku 4.2.
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Obrázek 4.1: Architektura CUDA. Obrázek převzat z [8].
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Obrázek 4.2: CUDA streaming multiprocessor. Obrázek převzat z [8].
CUDA paměťový model rozděluje paměť na globální, lokální a privátní v podobě regis-
trů. Pro přístup do globální paměti se používají paměťové kanály, které se dělí mezi všechny
SM jednotky, proto nesprávný přístup do této paměti ovlivňuje výkon nejvíce. L2 cache je
sdílená všemi SM a urychluje přístup do konstantní paměti a zároveň se používá pro rychlé
zpracování atomických operací. SM jednotky mají k dispozici lokální paměť, která může
být využita i jako L1 cache. Zde je prostor pro programátora, zda použije sdílenou paměť
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pro komunikaci vláken, nebo raději L1 cache pro rychlejší čtení dat z globální paměti. Ka-
ždá SM jednotka má 128KB registrů, které mohou být použity jako privátní paměť pro
procesory. Hierarchie pamětí v CUDA architektuře je zobrazena na obrázku 4.3.
SHARED MEMORY
L2 CACHE
DRAM
L1 CACHE
Obrázek 4.3: Hierarchie pamětí v architektuře CUDA. Obrázek převzat z [8].
4.1.2 Grafické karty AMD
AMD (dříve ATI) založila svůj model GPU computingu na streaming procesorech. Každý
streaming procesor (SP) obsahuje 16 VLIW4 jednotek, které mohou zároveň zpracovat až 4
instrukce za takt. Ve výsledku se SP jeví jako multiprocesor se 64 procesory. V názvosloví
OpenCL každý SP odpovídá výpočetní jednotce (compute unit) a každá VLIW jednotka 4
pracovním jednotkám. Celá SP vždy vykonává stejnou instrukci, proto nejmenší pracovní
skupina je 64 (16*4) pracovních jednotek. V rámci VLIW jednotky je k dispozici jednotka
pro instrukce skoku, která ale nemá schopnost predikce. Obrázek 4.5 zobrazuje VLIW4
jednotku architektury AMD Cayman.
GENERAL PURPOSE REGISTERS
VLIW4 UNIT
BRANCH 
UNIT
Obrázek 4.4: VLIW4 jednotka v architektuře grafických karet AMD. Obrázek převzat z [1].
Paměťový systém grafických karet AMD znázorňuje obrázek 4.6. Šipky na obrázku určují
čtení (šipky nahoru) nebo zápis a čtení (šipky dolů). Každá výpočetní jednotka má k dispo-
zici paměť cache L1 a několik výpočetních jednotek sdílí paměť cache L2. Obě paměti jsou
určeny pro čtení, proto přístup do globální paměti, při opakovaném čtení stejných adres,
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SHARED MEMORY
Obrázek 4.5: SIMD jednotka v architektuře grafických karet AMD. Obrázek převzat z [1].
dosahuje stejné rychlosti jako při použití lokální paměti. Šipky dolů označují kombinova-
nou cestu pro čtení a zápisu. která může být buď FastPath nebo CompletePath. FastPath
umožňuje provedení základních operací jako load a store nad datovými typy velikosti
násobku 32 bitů (int4,float,float4,). CompletePath provádí atomické operace a zápis
datových typů menších než 32 bitů (char, short). Přístup do globální paměti je zajištěn
pomocí kanálů, kterých je méně než SP jednotek, proto se o kanály musí dělit. Šířka jed-
noho kanálu je 256B. Každý kanál dále rozděluje paměť do bank. Počet kanálů a bank
ovlivňuje celkovou propustnost paměti a platí, že čím více kanálů, tím větší propustnosti
karta dosahuje. Lokální paměť je, podobně jako globální, rozdělena do několika bank (16
nebo 32), kde šířka jednoho banku je 4B.
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MEMORY CHANNEL M
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N
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Obrázek 4.6: Paměťový model grafických karet AMD. Obrázek převzat z [1].
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4.2 Umístění paměťových objektů a datové přenosy
OpenCL rozlišuje paměťový prostor na systémovou paměť a na paměť zařízení. V případě
potřeby mohou být data ze systémové paměti nakopírována do paměti zařízení a naopak.
Vhodným umístěním paměťových objektů můžeme docílit maximálního využití přenosové
cesty. Pro přenos dat ze systémové paměti do paměti zařízení se používá DMA přenos. To
znamená, že přenos je proveden bez účasti procesoru a vyžaduje, aby byly stránky paměti
zamknuté (page-locked, pinned). OpenCL umožňuje vytvořit paměťový objekt v paměti,
jejíž stránky jsou trvale zamknuté (pre-pinend memory) nebo může systém požádát o za-
mknutí stránek. Samotné zamknutí stránek stojí určitý čas, proto je vhodné při kopírování
dat používat předem
”
zamknutou“ paměť.
Při kopírování paměti, která není v pinned oblasti, dochází k dvojímu kopírování.
OpenCL ovladač nejprve alokuje novou oblast paměti jejíž stránky zamkne a následně
přesune data do této paměti. Poté jsou data teprve zkopírována DMA přenosem do paměti
zařízení. V případě, že jsou data v pinned oblasti, může k přenosu dojít okamžitě.
Přenos probíhá po PCI-E sběrnici. Teoretická rychlost přenosu je pro PCI-E 2.0 x16 až
8GB/s[15].
Využití pinned paměti je doporučováno, ale nemělo by docházet k jejímu přetížení. Je
těžké dopředu určit, kolik užité pinned paměti je až moc, proto nejlepší možností, jak najít
optimální velikost, je testování.
OpenCL poskytuje několik základních konfigurací, které ovlivňují umístění paměťových
objektů:
1. clCreateBuffer(...)−volání funkce bez parametrů, které specifikují umístění, způ-
sobí umístění paměťového objektu v globální paměti OpenCL zařízení.
2. clCreateBuffer(CL MEM USE HOST PTR, ptr,...)−vytvoří paměťový objekt, který
bude odkazovat na ptr ukazatel. To znamená, že je pro objekt využita klasická sys-
témová paměť (před přenosem je potřeba
”
zamknout“).
3. clCreateBuffer(Cl MEM ALLOC HOST PTR,...)−funkce vytvoří nový paměťový ob-
jekt v systémové paměti a pokusí se jej zamknout. Pokud se zamykání z nějakého
důvodu nepovede, použije se klasická systémová paměť (například kvůli nedostatku
paměti).
4. clCreateBuffer(Cl MEM ALLOC HOST PTR | CL MEM COPY HOST PTR, ptr,...)−
funkce vytvoří nový paměťový objekt, pokud možno jej
”
zamkne“ a zkopíruje do něj
paměť, na kterou ukazuje ptr.
5. clCreateBuffer(Cl MEM USE PERSISTENT MEM AMD,...)− specifické rozšíření AMD
OpenCL implementace, která dovoluje zpřístupnit globální paměť zařízení procesoru
a pokud možno (v případě APU jednotek), provést zero-copy přenos.
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Detailní popis jednotlivých nastavení vytváření paměťových objektů popisuje každý vý-
robce ve své dokumentaci k OpenCL. I přes to, že je vytváření paměťových objektů stan-
dardizované, výrobci díky odlišným architekturám jednotlivých zařízení, pracují s pamětí
rozdílným způsobem a mohou implementovat svá vlastní rozšíření (viz AMD). Pro progra-
mátora, jehož cílem je vytvořit aplikaci nezávislou na cílovém zařízení, je pak někdy obtížné
najít optimální řešení, které by efektivně využívalo dostupný hardware. Nejlepší způsob,
jak takové řešení najít, je testování.
Typické scénáře přenosů a jejich řešení
Následujících několik příkladů popisuje nejběžnější případy užití paměti a dává návod, jak
využít možnosti OpenCL k optimálnímu a efektivnímu využití paměťových objektů při
přenosu dat ze systémové paměti do paměti zařízení a naopak. Poslední příklad popisuje
nastavení pro tzv. zero-copy přenos pro APU jednotky.
• Přenos již předem alokované paměti
Tento postup je vhodný zejména pro případy, kdy již byla alokována paměť použitím
funkce malloc() nebo mmap(). V tomto případe je ideální zvolit nastavení paměťového
objektu jako CL MEM USE HOST PTR. Posloupnost volání funkcí je následující:
1. pinnedBuffer = clCreateBuffer(CL MEM USE HOST PTR, ptr,...)
2. deviceBuffer = clCreateBuffer()
3. void *pinnedMemory = clEnqueueMapBuffer(pinnedBuffer,...)
4. clEnqueueRead/WriteBuffer(deviceBuffer,pinnedMemory,...)
5. clEnqueueUnMapMemObject(pinnedBuffer,pinnedMemory,...)
Tento způsob přenosu dovoluje maximální využití přenosové cesty mezi systémovou
pamětí a zařízením. Paměť je
”
uzamknuta“ již v bodě 1, který je obvykle prováděn
pouze jedenkrát za celou dobu běhu aplikace (algoritmu). Následně 4. bod vykonává
vlastní čtení nebo zápis dat již nad
”
uzamčenou“ pamětí. Použití přímo ptr namísto
pinnedMemory není vhodné právě z důvodu požadavku použít pro přenos
”
zamknu-
tou“ paměť. Zamykání stránek paměti před každým přenosem by přenos zbytečně
zdržovalo.
• Mapování paměti zařízené do systémové paměti - asynchronní přenos−
Tento postup je vhodný v případech, kdy je nutné neustále posílat data do zařízení,
aby mohlo nepřerušovaně pracovat.
– Přenos ze systémové paměti do zařízení
1. deviceBuffer = clCreateBuffer(...)
2. ptr = clEnqueueMapBuffer(deviceBuffer, CL MAP WRITE,...)
3. inicialace paměti - memcpy(ptr,...),memset(ptr,...),
fread(ptr,...)
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4. clEnqueueUnmapMemObject(deviceBuffer, ptr,...)
Protože mapování bylo nastaveno pouze pro zápis (CL MAP WRITE) a není potřeba
kopírovat data z paměti zařízení bude přenos zahájen až v bodě 4, kdy dojde
k odmapování ptr.
– Přenos ze zařízení do systémové paměti
1. deviceBuffer = clCreateBuffer(...)
2. ptr = clEnqueueMapBuffer(deviceBuffer, CL MAP READ,...)
3. čtení paměti - memcpy(ptr,...),memset(ptr,...),fread(ptr,...)
4. clEnqueueUnmapMemObject(deviceBuffer, ptr,...)
Zde přenos probíhá již v okamžiku mapování, protože je mapování nastaveno
pro čtení (CL MAP READ).
Vlastní přenos dat probíhá v obou směrech maximální rychlostí, kterou dovoluje DMA
přenos, jelikož ptr ukazuje na paměti, jejíž stránky jsou zamknuté. Každé volání
clEnqueuMapBuffer ale může ukazovat na různá místa v paměti, která musí být před
přenosem uzamčena, což znamená jisté zdržení a celkově snížený výkon.
• Přímý přístup bez kopírování
AMD umožňuje, aby procesor mohl přistoupit přímo do paměti zařízení nebo aby
mohl přímo kernel využít systémovou paměť. Tento způsob je vhodný v případě, že
vyžadujeme pouze malý počet náhodných přístupů. V opačném případě je lepší data
zkopírovat do paměti zařízení.
– Přímý přístup do paměti zařízení
1. buffer = clCreateBuffer(Cl MEM USE PERSISTENT MEM AMD,...)
2. ptr = clEnqueueMapBuffer(buffer, CL MAP WRITE,...)
3. inicialace paměti - memcpy(ptr,...),memset(ptr,...),
fread(ptr,...)
4. clEnqueueUnmapMemObject(deviceBuffer, ptr,...)
5. clEnqueueReadBuffer(buffer,...) // čtení výsledků po ukončení kernelu
– Přímý přístup zařízení do systémové paměti
1. buffer = clCreateBuffer(Cl MEM ALLOC HOST PTR,...)
2. ptr = clEnqueueMapBuffer(buffer, CL MAP READ | CL MAP WRITE,...)
3. inicialace paměti - memcpy(ptr,...),memset(ptr,...),fread(ptr,...)
4. clEnqueueNDRange(...) // spuštění kernelu
5. clEnqueueUnmapMemObject(buffer, ptr,...)
• APU jednotky
Při využití APU jednotek je možné vynechat přenos dat úplně. V současnosti jsou na
trhu APU jednotky od AMD (AMD Fusion) a od Intelu (Sandy Bridge, Ivy Bridge).
AMD v APU jednotkách používá dva typy přenosových cest. Podle nastavení parame-
trů paměťového objektu bude vybrána cesta, kterou bude grafická karta přistupovat
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do systémové paměti. První (Onion bus) používá L2 cache paměť procesoru a je díky
tomu pomalejší, protože přenosová cesta vede nepřímo. Druhá (Garlic bus) cache
nepoužívá, přistupuje do paměti přímo a dosahuje vyšší propustnosti. Při nastavení
paměťového objektu pouze pro čtení (CL MEM READ ONLY) se využije rychlá cesta a při
nastavení pro čtení i zápis se použije pomalá cesta, která využívá cache [12].
Podmínka pro zero-copy je zarovnaná paměť. Pokud není paměť vhodně zarovnaná,
ovladač provede na pozadí kopírování dat na dočasné místo v paměti, které po pře-
nosu opět uvolní. Doporučené zarovnání lze zjistit pomocí funkce clGetDeviceInfo
(CL DEVICE MEM BASE ADDR ALIGN,...). Není-li možné používat již od počátku za-
rovnanou paměť, je možné alokovat nový zarovnaný paměťový blok, zkopírovat data
do tohoto bloku a následně pokračovat jako v případě první možnosti. Dodatečným
kopírováním se ovšem ztratila výhoda APU jednotek.
4.3 Globální paměť
Globální paměť na grafické kartě patří mezi největší a zároveň nejpomalejší paměti. Zatímco
propustnost globální paměti se pohybuje v řádech několika operací za takt, latence globální
paměti přidává dalších 400−600 taktů. Z toho důvodu je důležité minimalizovat přístup
do globální paměti a když je to nutné, přistupovat do ní optimálním způsobem, který co
nejvíce minimalizuje dobu přístupu.
Grafické karty rozdělují globální paměť do kanálů a bank. Přistupuje-li několik pracov-
ních jednotek do jednoho kanálu, vznikne konflikt (channel conflict) a pracovní jednotky
jsou odbavovány sériově. Stejné to je, pokud více pracovních jednotek přistupuje do jednoho
banku (bank conflict). Z programátorského hlediska není mezi channel a bank konfliktem
žádný rozdíl.
Šířka jednoho kanálu je u obou výrobců 256B. Ideální způsob, jak přistupovat do glo-
bální paměti je, když všechny pracovní jednotky ve skupině přistupují na sousedící adresy,
respektive na adresy v jednom 256bajtovém bloku. V takovém případě sice nastane channel
conflict, ale pouze v rámci jedné pracovní skupiny, a tím pádem ostatní pracovní sku-
piny mohou přistoupit do dalších kanálů. Tento způsob tedy zajistí, aby byly vždy využity
všechny kanály.
Výjimkou je situace, kdy všechny pracovní jednotky přistupují na jednu adresu. V tako-
vém případě je rychlejší použít pro přístup do globální paměti pouze jedno vlákno a načte-
nou hodnotu uložit do sdílené paměti. Následně si pak ostatní vlákna tuto hodnotu načtou
ze sdílené paměti. Tím se odstraní zbytečné konflikty a zkrátí se celková doba přístupu.
4.3.1 Sdružený a zarovnaný přístup do globální paměti
Na grafických kartách NVIDIA je sdružený nebo i zarovnaný přístup důležitým optimali-
začním prvkem. Vliv má zejména u prvních generací architektury CUDA, kdy může opti-
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malizovaný přístup zajistit až 8násobný nárůst výkonu [8]. Pokud je přístup sdružený, trvá
pouze jeden nebo dva cykly. Pokud je nesdružený, je rozdělen do 32 cyklů. Podmínky pro
sdružený přístupu závisí na verzi compute capability grafické karty:
1. Compute capability 1.0 a 1.1 - sdružený přístup se uplatní pouze v případě, že je
paměť zarovnaná na 16násobek velikosti požadovaného datového typu a k -tý procesor
přistupuje do k -tého segmentu v zarovnaném bloku. V ostatních případech je přístup
serializován.
a)
b) c)
Obrázek 4.7: Sdružený přístup do globální paměti. Kdy 16 vláken přistupuje do jednoho
segmentu a paměť je zarovnaná. Obrázek převzat z [8].
2. Compute capability 1.2 a vyšší - sdružený přístup se uplatní v případech, kdy je
přístup v rámci jednoho segmentu, který se odvíjí od velikosti datového typu:
• 32B segment - 8b datový typ
• 64B segment - 16b datový typ
• 128B segment - 32b a 64b datový typ
To znamená, že paměť nemusí být přesně zarovnaná a přesto se provede sdružený
přístup.
U grafických karet AMD nemá sdružený ani zarovnaný přístup velký vliv na čtení, ale ovli-
vňuje zápis do globální paměti. Při nesdruženém zápisu se přenese 16 adres a 16 hodnot
během dvou taktů, při sdruženém zápisu se přenáší pouze počáteční adresa a 16 hodnot.
Zbylé adresy se dopočítají podle velikosti datového typu, což trvá pouze jeden takt. Ačko-
liv je přenos 2krát rychlejší, vliv na celkový výkon není výrazný, protože hlavní zpoždění
způsobuje velká latence globální paměti.
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4.3.2 Přístup s rozestupem
Globální paměť má nejlepší propustnost v případě, že všechny pracovní položky ve skupině
přistupují do paměti přes jeden kanál. To vyžaduje aby byl adresován pouze jeden 256baj-
tový blok. Při větším rozestupu je přístup rozdělen do více kanálů a snižuje se počet para-
lelně spuštěných pracovních skupin. Nejhorší případ nastane, když jedna pracovní skupina
obsadí všechny kanály. Tato situace nastává obvykle při práci s maticemi nebo s multi-
dimenzionálními poli (2D, 3D). Například čtení matice po sloupcích, která je v paměti
uložena po řádcích, způsobí obsazení několika kanálů. Pokud je řádek 256 4bajtových hod-
not, budou obsazeny všechny kanály. Tomuto přístupu do globální paměti je nejlepší se
vyhnout, například použitím sdílené paměti nebo úpravou algoritmu.
4.3.3 Použití vektorových datových typů
AMD grafické karty umí přenášet data až o velikosti 128 bitů v jednom taktu. To umožňuje
efektivní použití vektorových datových typů jako int4, float2 a float4. Zároveň AMD
OpenCL C přidává podporu některých operací pro práci s vektorovými typy. Pokud je
potřeba pracovat se skalárními datovými typy, může být vhodný následující způsob:
1. načtení vektoru z globální paměti
2. rozbalení vektoru na skalární datové typy
3. provedení operací
4. uložení výsledků do vektoru
5. uložení vektoru do globální paměti
4.4 Sdílená paměť
Latence přístupu do sdílené paměti je přibližně 100x menší než latence do globální paměti,
proto se sdílená paměť hodí pro uložení často adresované paměti. Sdílená paměť, podobně
jako globální, je rozdělena do bank o šířce banky 32B. Nejvyššího výkonu dosahuje, když
všechny pracovní jednotky přistupují do jiné banky. V takovém případě je přístup proveden
paralelně. Pokud více pracovních jednotek přistupuje do jedné banky, přístup je serializo-
ván. Výjimkou je situace, kdy všechny pracovní jednotky přistupují do jedné banky. V tako-
vém případě se provede rozhlášení (broadcast)hodnoty v banku všem pracovním jednotkám
v jednom taktu.
Každá SIMD (SIMT) jednotka ma vlastní sdílenou paměť. Dle potřeby každého kernelu
a velikosti pracovní skupiny, je určena minimální potřeba sdílené paměti pro každou sku-
pinu. Platí, že čím méně paměti je potřeba pro jednu pracovní skupinu, tím více pracovních
skupin může jedna SIMD (SIMT) jednotka vykonávat. To má vliv na překrývání latence
přístupu do globální paměti. Čím více pracovních skupin může počítat, tím lépe se skryje
čekání jiných skupin na data z globální paměti. Sdílená paměť tedy může urychlit výpočet
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na grafické kartě, ale může také, při jejím nesprávném použití, výpočet zpomalit. Najít
optimální poměr mezi velikostí sdílené paměti a počtu pracovních skupin je pro konkrétní
algoritmus otázkou testování a přizpůsobování.
Sdílená paměť je také vhodná pro synchronizaci pracovních jednotek v rámci pracovní
skupiny. Je však potřeba dodržet pravidlo, které zajišťuje konzistenci paměti−po každém
zápisu do sdílené paměti a ještě před jejím následným použitím musí být volána lokální
bariéra (barrier(CL LOCAL MEM FENCE)). Tím se zajistí, že zápis provedly všechny pracovní
položky a sdílená paměť má pro všechny stejný obsah.
4.5 Privátní paměť
Privátní paměť je nejrychlejší paměť, kterou může každá pracovní jednotka použít, proto
může být užitečná pro velmi častý přístup. Používaná data jsou většinou umísťována do
sdílené paměti, která šetří přístup do globální paměti. Sdílená paměť má své opodstatnění,
jestli jsou data potřeba sdílet. Pokud data není třeba sdílet, je vhodnější použít privátní
paměť, jejíž latence je nulová. Jediné zpoždění, které se může objevit, je situace, kdy nastane
konflikt
”
čtení po zápisu“ (read after write)−pracovní položka chce číst proměnnou, do které
právě zapisovala. V takovém případě je latence přístupu přibližně 24 taktů [8]. Tato latence
je však zanedbatelná oproti zpoždění například globální paměti a je plně skryta už při
malém počtu pracovních skupin.
4.6 Paměť pro textury
Paměť pro textury lze s výhodou použít jako globální paměť, protože dokáže lépe pracovat
s cache pamětí L2. AMD a NVIDIA používají texturovací paměť odlišně. AMD, při nasta-
vení paměťového objektu pouze pro čtení (CL MEM READ ONLY), použije pro přístup FastPath
(viz 4.1.2). Pokud bude paměťový objekt nastaven pro čtení i zápis (CL MEM READ WRITE),
grafická karta
”
obětuje“ L2 cache k zajištění atomických operací v globální paměti a stále
bude do texturovací paměti přistupovat přes FastPath.
NVIDIA používá cache paměť pouze tehdy, pokud je paměťový objekt vytvořen pouze
pro čtení. Číst a zapisovat současně v jednom kernelu je zakázané. Pokud některá pracovní
položka provede zápis, následující čtení vrátí náhodná data. Jedinou možností, jak číst
zapsaná data, je spuštění dalšího kernelu.
4.7 Konstantní paměť
Konstantní paměť lze podobně jako texturovací paměť použít jako globální paměť. Přístup
do konstantní paměti je také urychlován pomocí cache. Hodí se zejména v případě, kdy
často více pracovních jednotek přistupuje do globální paměti na jednu adresu. Nejprve se
provede načtení hodnoty z globální paměti a uloží se do cache, další vlákna poté mohou
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číst přímo z ní. Nevýhodou konstantní paměti je její malá velikost oproti globální paměti,
avšak analýzou algoritmu je někdy možné pro konstantní paměť najít uplatnění.
4.8 Odstranění větvení programu
Celá pracovní, skupina spuštěná na jedné výpočetní jednotce, vykonává stejnou instrukci.
V případě, že narazí na kód, ve kterém má určitá část pracovních položek pokračovat cestou
A a druhá část cestou B, musí být kód proveden ve dvou cyklech. Nejprve první část vykoná
svůj kód a následně druhá část. Dochází k serializaci a tím pádem ke zhoršení celkového
výkonu.
Odstraněním zbytečného větvení v programu tedy docílíme zvýšení počtu současně pra-
cujících položek. Například jednoduchý způsob jak odstranit jednoduchá větvení je na-
hradit kombinaci if-else kombinací operátoru :?. Zatímco if-else vyhodnocuje sdílená
jednotka pro větvení(Branch execution unit), operátor :? vyhodnocuje každá pracovní po-
ložka sama.
Další způsob, jak odstranit větvení programu je rozdělení jednoho kernelu, který obsa-
huje větvení, na několik dílčích kernelů. Každý kernel by pracoval pouze s daty a kódem pro
něj určeným. Cena za spuštění kernelů není tak vysoká (díky frontě příkazů), jako je cena
za serializaci kódu, na druhou stranu se mohou objevit problémy s přístupem do paměti
s velkým rozestupem (viz 4.3.2) apd.
4.8.1 Rozbalení smyček
Tzv. loop unrolling se používá pro snížení počtu skokových instrukcí při testování ukončení
smyček. Každá smyčka (for, do, while) po každé iteraci testuje, zda došlo k ukončení
podmínky pro pokračování ve smyčce. Tuto podmínku vyhodnocuje sdílená jednotka pro
instrukce skoku, tudíž zde dochází k částečné serializaci a zpomalení. Ručním opakováním
kódu obsahu smyčky se sníží počet iterací smyčky a tím pádem i počet testování ukončení
smyčky.
Je-li počet iterací dopředu znám a je-li konstantní, je možné použít makro #pragma unroll.
To způsobí, že rozbalení smyčky provede překladač automaticky.
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Kapitola 5
Implementace algoritmů pro běh
na grafických kartách
5.1 Algoritmus pro identifikaci sekvencí
Algoritmus pro identifikaci sekvencí se používá pro vyhledání a identifikaci škodlivého kódu
v souborech. Vstupem algoritmu je část souboru, která má být prohledána. Algoritmus
prochází bajt po bajtu a hledá shodu s některou sekvencí bajtů, která je uložena v databázi.
Pokud je shoda nalezena, algoritmus uloží identifikátor nalezené sekvence a místo, kde byla
sekvence nalezena.
Testovaný 
soubor
Hash 
tabulka
Tabulka 
sekvencí
Testovaná část souboru
index počáteční 
sekvence
index do hash 
tabulky
sekvenční 
přístup
paralelní přístup
Obrázek 5.1: Princip algoritmu pro identifikaci sekvencí.
Aby mohl algoritmus sekvence hledat, musí tyto sekvence znát. K tomu slouží tzv.
tabulka sekvencí, která obsahuje všechny sekvence, jež je algoritmus schopen detekovat
a identifikovat. Další tabulka, kterou algoritmus při prohledávání používá, je tzv. hash
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tabulka obsahující hashe. Ty určují adresy sekvencí v tabulce sekvencí. Sekvence, na kterou
ukazuje hash bude porovnávána jako první a jak se později ukázalo, ve většině případů
i jako poslední.
Princip algoritmu znázorňuje obrázek 5.1. Algoritmus pro svou činnost potřebuje vstupní
data, hash tabulku a tabulku sekvencí. Ze vstupních dat jsou postupně vybírány 2bajtové
hodnoty (short), které určují index do hash tabulky. Z hash tabulky jsou následně vybírány
4bajtová hodnoty (int), která určují indexy do tabulky sekvencí. V případě, že je index
do hash tabulky roven nule, posune se ukazatel do vstupních dat a celý proces načítání se
opakuje.
Index do tabulky sekvencí určuje první sekvenci, která bude porovnána. Vlastní po-
rovnání je rozděleno na několik fází porovnávajících jednotlivé části sekvence. Strukturu
sekvence zobrazuje tabulka 5.1. Každá sekvence začíná 10bajtovou hlavičkou, po které ná-
sleduje tělo sekvence. První 4 bajty v hlavičce slouží jako index následující sekvence v ta-
bulce sekvencí. Tímto jsou sekvence spojeny do tzv. streamů, jejichž délka je dána součtem
délek všech sekvencí ve streamu. Testováním bylo zjištěno, že stream v průměru obsahuje
10 sekvencí. Devátý bajt v hlavičce určuje délku sekvence a desátý bajt určuje posunutí
sekvence.
# Hlavička sekvence
1. – 4. bajt index následující sekvence
5. – 8. bajt jiné použití
9. bajt délka sekvence
10. bajt posunutí sekvence
# Tělo sekvence
1 sub-sekvence 1
2 sub-sekvence 2
. . . . . .
n sub-sekvence n
Tabulka 5.1: Struktura sekvencí
Tělo sekvence se skládá z několika sub-sekvencí. Délka každé sub-sekvence je uložena v prv-
ních dvou bajtech sub-sekvence. Délka těla sekvence je dána součtem délek všech sub-
sekvencí a není tedy dopředu známá. Při vlastním porovnávání se porovnávají jednotlivé
sub-sekvence, jež mohou být různého typu a pro každý typ se provádí jiný typ porovnání
(jsou volány jiné funkce). Pokud je porovnávání některé sub-sekvence ukončeno předčasně
(neúspěchem), ukončí se porovnávání celé sekvence a pokračuje další sekvencí ve streamu.
Porovnávání probíhá oběma směry−doleva od počáteční adresy a následně doleva. Sek-
vence je označena jako shodná pouze tehdy, jsou-li všechny sub-sekvence v obou směrech
označeny za shodné. V takovém případě je uloženo ID sekvence a adresa v prohledávaných
datech, kde byla sekvence nalezena, následně se porovnává další sekvence.
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5.1.1 Analýza algoritmu
Analýza algoritmu pomůže zjistit kritická místa, která mohou mít vliv na výkon. Zjednodu-
šenou verzi v pseudo-kódu popisuje algoritmus 5.1. Vstupem algoritmu jsou prohledávaná
data, tabulka indexů a hash tabulka. V prohledávaných datech jsou sekvenčně čteny dvojice
bajtů, které určují index do hash tabulky−ideální místo pro paralelizaci. Čtení sekvence
bajtů navíc umožňuje sdružený přístup do paměti. Vstupní data obsahují náhodné hod-
noty, tzn. že přístup do hash tabulky bude také náhodný. To v podstatě znamená přístup
s rozestupem, který má velký vliv na propustnost paměti. Index do tabulky indexů je opět
náhodný. To znamená další přístup s rozestupem.
Pokud je hash nebo index nulový, načítá se další hash. Pro nenulové hodnoty algoritmus
pokračuje ve vykonávání a dochází zde k větvení programu, které může zpomalit výpočet.
První porovnání (řádek 9) je pro algoritmus kritických. Testováním bylo zjištěno, že
v průměru 95% sekvencí tímto porovnáním
”
neprojde“ a další porovnávání je přeskočeno.
Pouze 5% pokračuje dalším porovnáváním. Převedeno do paralelní verze, pracuje-li 64 vlá-
ken paralelně (nejmenší skupina u AMD grafických karet), pouze 3 vlákna ze skupiny budou
pokračovat v porovnávání. Ostatní musí čekat, dokud poslední vlákno nedokončí práci. Da-
lší porovnávání sub-sekvencí má podobné chování, protože v případě neúspěchu porovnání
sub-sekvence, musí vlákno čekat dokud ostatní vlákna nedokončí práci.
Pro nalezené sekvence algoritmus do paměti ukládá ID sekvence a adresu, kde byla
sekvence nalezena. Dopředu však není možné zjistit kolik nálezů bude a proto je obtížné
dopředu určit velikost potřebné paměti pro výstup algoritmu. U sekvenční verze je to řešeno
realokací nového většího prostoru. Avšak na grafické kartě není možnost dynamicky alokovat
paměť (viz 3.4.2), tzn. že bude potřeba odhadnou velikost paměti dopředu.
Algoritmus 5.1 Pseudo-kód algoritmu pro identifikaci sekvencí.
1: Vstup: in data, tabulka indexů, hash tabulka
2: Výstup: out data
3: for všechny bajty v in data do
4: načti hash
5: načti index první sekvence z hash tabulky
6: while (index 6= 0) do
7: načti index následující sekvence
8: porovnej data a první sub-sekvenci v aktuální sekvenci
9: if shoda then
10: porovnej další sub-sekvence
11: if shoda then
12: ulož ID sekvence a adresu začátku sekvence do out data
13: end if
14: end if
15: end while
16: end for
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5.1.2 Implementace algoritmu
Analýzou byla zjištěna případná kritická místa v algoritmu. Fakt, že v průměru až 95%
sekvencí
”
neprojde“ přes první porovnání je možné využít k rozdělení algoritmu na ně-
kolik samostatných kernelů. Tím se podaří částečně odstranit divergenci vláken a zvýšit
počet paralelně pracujících vláken (viz 4.8). Do hash tabulky a tabulky sekvencí algorit-
mus přistupuje při každém porovnávání, proto bude výhodnější tyto tabulky přesunou do
paměti grafické karty. Velikost tabulky sekvencí je přibližně 7MB. Velikost hash tabulky je
256KB a vstupní data jsou předem neznámé velikosti. Všechna tato data musí být uložena
v globální paměti. Přednačítání dat do sdílené paměti nebude mít žádný význam, protože
přístup do tabulek je zcela náhodný a nelze dopředu určit, kolik sdílené paměti by bylo
potřeba1.
Hash tabulkaTabulka sekvencí
Kernel 1
Kernel 2
Kernel 3
Vstupní data
Sekvence, které 
"prošly" prvním 
porovnáním
Uspořádání 
sekvencí
Výstup algoritmu = 
shodné sekvence
Obrázek 5.2: Princip paralelní verze algoritmu pro vyhledávání sekvencí.
Minimální velikost pracovní skupiny je u grafických karet AMD 64 (viz 4.1.2) a 32
u grafických karet NVIDIA (viz 4.1.1). Proto bude nejvýhodnější zvolit velikost pracovní
skupiny nejméně 64 pracovních položek. U NVIDIA karet bude 2*32 procesorů sdílet jednu
1Testováním v reálném provozu bylo zjištěno, že průměrná velikost vstupních dat je 2KB. V takovém
případě je možné tyto data uložit do sdílené paměti. Tím by se zkrátila doba načítání dat a celkově by byl
výpočet urychlen.
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pracovní skupinu, což nepředstavuje žádný problém.
Největšího výkonu bude dosaženo, pokud budou všechny výpočetní jednotky vykonávat
stejnou porci práce. To znamená rozdělit vstupní data na tolik částí, kolik má grafická karta
výpočetních jednotek (compute unit). To lze zjisti pomocí funkce z OpenCL API.
Algoritmus často přistupuje do globální paměti. Grafické karty AMD dokáží efektivně
načítat vektorové datové typy, proto pokud to bude možné, bude efektivnější je použít
namísto skalárních datových typů. NVIDIA také podporuje vektorové datové typy, ačkoliv
na architektuře CUDA nemají velký vliv na propustnost paměti (viz 4.3.3).
Kernel 1
Kernel 1 bude fungovat jako filtr, který bude testovat pouze první sub-sekvenci ve stre-
amu. Tento filtr odstraní velké plýtvání výkonem tím, že odstraní divergenci vláken. Každá
pracovní skupina porovná určité množství sekvencí, a u těch které
”
projdou“, uloží do glo-
bální paměti index sekvence a adresu, kde byla sekvence nalezena. Každá pracovní skupina
má v globální paměti přidělen prostor, kde může ukládat. Tento prostor musí být zvolen
dostatečně velký, aby zde bylo místo i v případě, že
”
projdou“ všechny sekvence. Počet
pracovních skupin lze určit jako podíl celkové velikosti vstupních dat a velikosti pracovní
skupiny. Pro jeden záznam je potřeba 8B (2*4B pro index a adresu). Maximální počet zá-
znamů lze odhadnout podle velikosti vstupních dat pro každou pracovní skupinu a podle
průměrného počtu sekvencí ve streamu.
Algoritmus 5.2 Pseudo-kód algoritmu pro Kernel 1.
1: Vstup: in data, tabulka indexů, hash tabulka
2: Výstup: out data
3: for všechny bajty v in data do
4: načti hash
5: načti index první sekvence z hash tabulky
6: while (index 6= 0) do
7: načti index následující sekvence
8: porovnej data a první sub-sekvenci v aktuální sekvenci
9: if shoda then
10: ulož ID sekvence a adresu začátku sekvence do out data
11: end if
12: end while
13: end for
Kernel 1 - optimalizace
V algoritmu 5.2 stále dochází k divergenci vláken. Pokud je index z hash tabulky nulový,
algoritmus pokračuje načítáním dalšího hashe. Vlákna však musí čekat, až se dokončí po-
rovnávání těch sekvencí, které měly nenulový index. To lze částečně odstranit vložením
zásobníku na platné indexy (algoritmus 5.3). Velikost zásobníku bude stejná jako velikost
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pracovní skupiny a bude se do něj vkládat tak dlouho, dokud nebude plný nebo nebude
dostatek sekvencí ve streamu pro daný hash. Následně každé vlákno ze skupiny vybere
jeden platný index ze zásobníku a provede porovnání. Zásobník sám o sobě přidává diver-
genci také, ale porovnávání první sub-sekvence bude vždy prováděno maximálním možným
počtem vláken ve skupině.
Zásobníková verze vykazuje 10−15% zrychlení oproti původní paralelní verzi.
Algoritmus 5.3 Pseudo-kód algoritmu se zásobníkem pro Kernel 1.
1: Vstup: in data, tabulka indexů, hash tabulka
2: Výstup: out data
3: for všechny bajty v in data do
4: načti hash
5: načti index první sekvence z hash tabulky
6: while (index 6= 0) do
7: načti index následující sekvence
8: porovnej data a první sub-sekvenci v aktuální sekvenci
9: if shoda then
10: ulož ID sekvence a adresu začátku sekvence do out data
11: end if
12: while není zásobník plný a index 6= 0 do
13: vlož index do zásobníku
14: načti další index
15: end while
16: vyber index ze zásobníku
17: end while
18: end for
Kernel 2
Kernel 1 vybere všechny platné sekvence a uloží je do paměti. Každá pracovní skupina však
vybere jiný počet sekvencí a při následujícím porovnání nebudou všechny pracovní jednotky
rovnoměrně vytíženy. Úkolem kernelu 2 je přeskupit nalezené sekvence tak, aby každá pra-
covní skupina měla stejný počet sekvencí. Činnost popisuje algoritmus 5.4 a znázorňuje
obrázek 5.2.
Kernel 3
Kernel 3 se stará o porovnávání sub-sekvencí. V této části je algoritmus neméně vhodný pro
paralelizaci, protože obsahuje spoustu while cyklů, if-else a case-switch větve a volá
několik pomocných funkcí. Obsahuje tedy mnoho míst, kde vlákna divergují. Paralelizací
dosáhneme pouze toho, že bude paralelně běžet přibližně tolik vláken, kolik má grafická
karta výpočetních jednotek. Proto je tato část téměř shodná se sekvenční verzí algoritmu.
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Algoritmus 5.4 Pseudo-kód algoritmu pro Kernel 2.
1: Vstup: out data
2: Výstup:data
3: zkopíruj všechny sekvence ze skupiny do lokální paměti
4: vypočítej sumu prefixů všech sekvencí
5: vypočítej celkový počet sekvencí
6: vypočítej nový počet sekvencí ve skupině
7: rozděl sekvence podle počtu
8: zkopíruj zpět do globální paměti
5.1.3 Výsledky
Jak ukazuje graf 5.3, kromě grafické karty HD6550D, byly ostatní grafické karty při zpraco-
vání dat od jisté velikosti vstupních dat rychlejší než procesor. S rostoucí velikostí vstupních
dat roste také zrychlení paralelní verze. Je to dáno zejména tím, že při malých velikostech
je výpočet natolik rychlý, že pouze inicializace výpočtu na grafické kartě tvoří významnou
část doby výpočtu. Při větší velikosti vstupních dat se tato inicializační doba tolik nepro-
jevuje ve výsledném čase. Inicializace zahrnuje vytvoření paměťových objektů a přenosy
dat ze systémové paměti do paměti grafické paměti a přenos výsledků zpět. U grafické
karty HD6550D bylo dosaženo pouze zpomalení výpočtu, jelikož má karta o proti ostatním
mnohem nižší výkon.
Hranice, od které byla paralelní verze efektivnější se na různých sestavách liší což je
způsobeno rozdílným výkonem grafických karet.
V reálné situaci (skenování antivirovým programem), je velikost vstupních dat algoritmu
v průměru 3KB. To je pod hranicí, kdy se paralelní verze algoritmu vyplatí používat. Sice
zde záleží na poměru výkonu procesoru a grafické karty, ale pro menší vstupní data je
paralelní verze mnohem pomalejší. Na druhou stranu, výpočet na grafické kartě může snížit
zátěž procesoru.
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Vstupní
data [kB]
CPU
[s]
HD5770
[s]
HD6950
[s]
HD6550D
[s]
GTX470
[s]
1 0,0001 0,00172 0,00088 0,00235 0,00062
5 0,0003 0,00221 0,00103 0,00295 0,00078
10 0,0006 0,00162 0,00121 0,00352 0,00094
20 0,0011 0,00173 0,00139 0,00595 0,00111
50 0,0029 0,00220 0,00219 0,01048 0,00184
100 0,0064 0,00272 0,00265 0,01436 0,00227
200 0,0136 0,00394 0,00480 0,02269 0,00423
500 0,0300 0,00791 0,00768 0,04499 0,00690
1000 0,0611 0,01218 0,01306 0,08352 0,01194
5000 0,3039 0,05526 0,05787 0,38439 0,05355
10000 0,6072 0,10655 0,11102 0,68791 0,10397
Tabulka 5.2: Výsledky testování OpenCL implementace algoritmu pro identifikaci sekvencí.
0,0000 
0,0020 
0,0040 
0,0060 
0,0080 
0,0100 
1 5 10 20 50 100 
čas[s] 
vstupní data[KB] 
CPU  HD6950 HD6550D HD5770 GTX470 
Obrázek 5.3: Graf znázorňující výsledky testování OpenCL implementace algoritmu pro
identifikaci sekvencí.
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5.2 Algoritmus pro výpočet entropie dat
Algoritmus pro výpočet entropie se používá na detekci polymorfního malwaru2. Entropie
určuje charakteristiku binárního kódu neboli jeho signaturu. Signatura popisuje tzv. lokální
hustotu dat. Přestože polymorfní malware mění svůj kód s každou instalací, lokální hustota
dat zůstává stejná.
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Tabulka 5.3: Signatura binárního kódu.
Jak ukazuje tabulka 5.3, entropie je počítána pro každých 16B. Výsledkem (šedý slou-
pec) je mapa entropií, která charakterizuje vstupní binární data. Další analýzou této mapy
lze odhalit určité typy malwaru[4].
Algoritmus počítá entropii pro skupinu šestnácti sousedících bajtů. Nejprve pro každý
bajt ve skupině spočítá tzv. lokální entropii, ze které je potom určena entropie celé skupiny.
Na začátku je každému bajtu přiřazena entropie velikosti 15. Poté algoritmus kontroluje
hodnoty sousedních bajtů s rozestupem 1. Pokud je hodnota bajtu stejná, entropie je snížena
o 1, v opačném případě si algoritmus zapamatuje aktuální hodnota entropie pro krok 1
a postup opakuje s krokem 2. Dále s krokem 3 až do 48 (maximální velikost kroku se může
lišit). Porovnání se provádí jak s kladným rozestupem, tak i se záporným. To znamená, že
jsou porovnávány bajty napravo i nalevo od aktuálního bajtu a nejnižší hodnota pak určuje
lokální entropii pro daný bajt. Jakmile je vypočtena lokální entropie pro každý bajt ve
skupině, algoritmus přiřadí nejnižší lokální entropii skupině. Výsledkem je mapa entropií,
která určuje signaturu binárního kódu. Je také možné určit globální entropii celého bloku
dat jako nejnižší entropii ze všech skupin.
2Polymorfní malware své tělo zašifruje, a tak se snaží ukrýt svou signaturu před antivirovým programem.
Rozpoznat polymorfní malware je mnohem těžší než klasický malware, protože při každém napadení souboru
vygeneruje úplně novou dešifrovací rutinu, takže se její signatura mění s každou instalací malwaru. Obecně
mění polymorfní malware svou signaturu použitím jednoduchého generátoru strojového kódu, kterému se
říká mutátor (Mutation Engine). Mutátor změní signaturu použitím generátoru náhodných čísel a poměrně
jednoduchého matematického algoritmu [7].
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5.2.1 Analýza algoritmu
Celý sekvenční algoritmus je uveden v příloze B.1. Algoritmus prohledává postupně vstupní
data a porovnává jednotlivé bajty s různým rozestupem. První for cyklus iteruje přes
všechny vstupní data, což je optimální místo pro paralelní výpočet, jelikož jsou iterace na
sobě nezávislé. If větve mohou představovat určitou divergenci vláken, avšak vstupní data
jsou náhodná, takže se jí nelze vyhnout. Při hledání lokální entropie pro každý bajt jsou
opakovaně testovány bajty dle rozestupu, až dokud není entropie nulová nebo bylo dosaženo
maximálního rozestupu. To znamená, že nejvzdálenější bajt od aktuálně testovaného může
být ENT MAX STEP * ENT NEIBORS COUNT daleko. Pro výpočet lokální entropie každého bajtu
je potřeba 2 * ENT MAX STEP * ENT NEIBORS COUNT + 1 (aktuální bajt) bajtů. V případě
dostatku sdílené paměti mohou být data do této paměti uložena.
5.2.2 Implementace algoritmu
Algoritmus zpracovává entropii pro skupiny o velikosti 16B. To lze využít při rozdělování
práce mezi vlákna. Vhodná velikost pracovní skupiny je pro všechny grafické karty 64 (viz
4.1.1, 4.1.2). To je dělitelné bezezbytku šestnácti, takže když každé vlákno ve skupině
vypočítá lokální entropii jednoho bajtu, celá skupina vypočítá entropii pro 4 16bajtové
bloky (viz obrázek 5.4).
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Obrázek 5.4: Princip paralelního algoritmu pro výpočet entropie.
Analýzou bylo zjištěno, že pro výpočet lokální entropie jednoho bajtu je potřeba 2
* ENT MAX STEP * ENT NEIBORS COUNT + 1 bajtů. Počáteční hodnoty pro ENT MAX STEP
a ENT NEIBORS COUNT jsou 15 a 48 a celkem je tedy potřeba 2 ∗ 15 ∗ 48 + 1 bajtů pro
jeden bajt. To je dostatečně malé množství proto, aby bylo možné tyto data přesunout do
sdílené paměti a ušetřit tak přístup do globální paměti. Výpočet potřebné velikosti sdílené
paměti znázorňuje obrázek 5.5. Pokud je například k dispozici 32KB sdílené paměti, bude
stále možné spustit až 20 skupin na jedné výpočetní jednotce, protože 20 ∗ 1569 = 31380B.
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Dalších 64B bude potřeba na ukládání lokální entropie každého bajtu, takže počet skupin
na jedné výpočetní jednotce klesne na 19. Vlastní výpočet entropie zůstává stejný jako
v případě sekvenční verze. Paralelní verze pouze rozděluje vstupní data na menší bloky,
které jsou paralelně zpracovány na grafické kartě.
15*48 vlevo 15*48 vpravo
15*48 +64 vpravo15*48 -64 vpravo
64
0 784-720
celkem 720+784 + 1 = 1505B
1
Obrázek 5.5: Znázornění výpočtu velikosti potřebné sdílené paměti pro jednu pracovní
skupinu.
V případě, že je potřeba vypočítat globální entropii celého bloku vstupních dat, lze
vypočítat entropii pracovní skupiny nejrychleji pomocí redukce ve sdílené paměti a následně
vypočítat globální entropii pomocí redukce v globální paměti.
5.2.3 Výsledky
Výsledky paralelizace algoritmu jsou uvedeny v grafu 5.6. Paralelizací bylo dosaženo zrych-
lení už od velikosti vstupních dat kolem 3KB. S rostoucí velikostí vstupních dat dále rostlo
i zrychlení. Stejně jako u předchozího algoritmu, při nižších hodnotách měla velký podíl na
čase inicializace výpočtu na grafické kartě.
Nevýhodou algoritmu je jeho velká závislost na struktuře vstupních dat. Algoritmus
testuje a porovnává hodnoty bajtů a pokud najde shodu, sníží hodnotu čítače. V případě,
že vstupní data obsahují různé hodnoty, čítač tak často nemění hodnotu a daná smyčka
porovnání může být ukončena dříve. Naopak, pokud jsou vstupní data stejná, čítač je
snižován až do nuly a je potřeba procházet větší okolí testovaného bajtu, což prodlužuje
dobu výpočtu.
V reálné situaci algoritmus pracuje přibližně s 10KB bloky dat. Při této velikosti je
paralelní výpočet na grafické kartě výhodnější než na procesoru, proto je možné uvažovat
o nasazení algoritmu v reálném provozu. Opět zde však závisí na poměru výkonu procesoru
a grafické karty.
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Vstupní
data [kB]
CPU
[s]
HD5770
[s]
HD6950
[s]
HD6550D
[s]
GTX470
[s]
1 0,0002 0,00064 0,00035 0,00036 0,00019
5 0,0011 0,00084 0,00037 0,00056 0,00021
10 0,0021 0,00053 0,00040 0,00084 0,00025
20 0,0042 0,00076 0,00050 0,00160 0,00028
50 0,0105 0,00145 0,00088 0,00326 0,00045
100 0,0211 0,00261 0,00142 0,00601 0,00072
200 0,0421 0,00494 0,00255 0,01158 0,00128
500 0,1055 0,01280 0,00599 0,02808 0,00290
1000 0,2102 0,02354 0,01164 0,05602 0,00561
5000 1,0517 0,11833 0,05723 0,277109 0,02718
10000 2,1030 0,23639 0,11511 0,553871 0,05424
Tabulka 5.4: Výsledky testování OpenCL implementace algoritmu pro výpočet entropie .
0,0000 
0,0020 
0,0040 
0,0060 
0,0080 
0,0100 
1 5 10 20 50 100 
čas[s] 
vstupní data[KB] 
CPU  GTX470 HD6950 HD6550D HD5770 
Obrázek 5.6: Graf znázorňující výsledky testování OpenCL implementace algoritmu pro
výpočet entropie.
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5.3 Sekvenční vs. paralelní verze
Paralelní výpočet na grafické kartě má smysl tehdy, je-li co počítat. Výkon grafické karty je
dán zejména tím, že umožňuje spustit velké množství pracovních jednotek organizovaných
do skupin. Čím více je pracovních skupin, tím lépe se daří skrývat velkou latenci přístupu
do paměti. Pokud je však urychlován algoritmus, na jehož vstupu je pouze malé množství
dat, projeví se v čase výpočtu velká latence paměti.
V případě algoritmu pro identifikaci sekvencí jsou vstupní data velikosti 1−3KB, což
je relativně malé množství vzhledem ke složitosti algoritmu, aby byl prováděn na grafické
kartě. Nevýhodou tohoto algoritmu je, že část porovnávání je rozdělena do bloků, které
musí být na grafické kartě serializovány. Tím se ztrácí výhoda velkého počtu pracovních
jednotek a urychlení algoritmu nastává až při velikosti vstupních dat kolem 20−30KB.
Algoritmus pro výpočet entropie je na tom z několika hledisek lépe. Algoritmus v reálné
situaci pracuje s daty o přibližné velikosti 10KB. To je dostatek na to, aby bylo spuštěno
dostatečné množství pracovních skupin k překrytí latence paměti. Dále algoritmus používá
pro výpočet sdílenou paměť, tudíž přístup do globální paměti je minimalizován. Relativní
jednoduchost a dobrá paralelizace umožňuje, aby algoritmus dosahovat dobrých výsledků
již při menším množství vstupních dat.
Při rozhodování, zda nějaký algoritmus transformovat do paralelní verze pro výpočet
na grafické kartě, by mělo být bráno v úvahu několik základních pravidel:
• Musí být co počítat−dostatek vstupních dat pro překrytí latence paměti.
• Co nejméně čtení z globální paměti−poměr mezi výpočetními operacemi a paměťo-
vými operacemi by měl být co největší.
• Přímočarý výpočet− algoritmus by měl obsahovat co nejméně řídících příkazů (if-else,
case-switch), aby docházelo k co nejmenší divergenci vláken. Pokud to není možné,
tak se pokusit o to, aby každou větev vykonávala celá pracovní skupina. Například
rozdělením algoritmu na do několika kernelů.
Programátor by měl také znát architekturu grafických karet, aby dokázal posoudit, které
algoritmy bude možné a výhodné paralelizovat a aby dokázal nalézt kritická místa, jež jsou
pro výpočet na grafické kartě nevhodná a bude je potřeba optimalizovat nebo oddělit od
zbytku výpočtu. Optimalizace, které jsou uvedeny v kapitole 4, patří mezi ty, jež mají
největší vliv na výkon a návrh paralelního algoritmu by se jimi měl řídit.
Další předpoklad pro zrychlení algoritmů je dostatečně výkonná grafická karta. Současné
procesory jsou výkonné natolik, aby dokázaly v určitých případech konkurovat i grafickým
kartám. Například testovaná HD6550D byla u algoritmu identifikace sekvencí vždy poma-
lejší než procesor Intel Core 2 Quad 9550.
U procesorů lze navíc použít např. SSE3, AVX4 a další instrukce, které dovolují podobný
3Streaming SIMD Extensions
4Advanced Vector Extensions
47
datový paralelismus jako SIMD jednotky na grafických kartách. Další zrychlení sekvenčních
algoritmů se dá očekávat s přechodem na SSD5 disky. Latence současných mechanických
disků se pohybuje v řádech milisekund, což prodlužuje dobu výpočtu. Téměř nulová latence
SSD disků dále urychlí sekvenční výpočet u algoritmů, které často přistupují do paměti,
což platí i u nyní testovaných algoritmů.
5Solid State Disk
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Kapitola 6
Implementace knihovny
Jako součást implementace algoritmů byla navržena a implementována obecná knihovna
pro testování algoritmů využívající OpenCL. Knihovna byla naprogramována programova-
cím jazykem C++ v prostředí Microsoft Visual Studio 2010, je přenositelná a funguje na
platformě Windows i linux.
Cílem knihovny je usnadnit některé opakující se operace, které je potřeba vždy vykoná-
vat při programování s využitím OpenCL. Jedná se zejména o funkce pro práci s OpenCL
zařízením jako je získávání informací o zařízení, nastavování parametrů, inicializace zařízení
a měření doby výpočtu. Další usnadnění jsou v podobě maker pro testování chybových stavů
a jejich překlad do člověku čitelné podoby. S využitím této knihovny byly implementovány
oba testované algoritmy.
Knihovna je rozdělena do následujících tříd:
1. avgOCLUtils
2. avgOCLDevInfo
3. avgOCLArg
4. avgOCLFile
5. avgOCLSample
6.1 Třída avgOCLUtils
Třída avgOCLUtils ma na starosti operace týkající se přímo OpenCL jako je získání plat-
formy (getPlatform), zařízení (getDevice), kontextu (getContext), umožňuje rychlý vý-
pis všech zařízení (displayPlatformAndDevice) nebo výpis všech zařízení konkrétní plat-
formy (displayDevice). Dále poskytuje metody (checkVal, error) pro kontrolu návra-
tových hodnot. Všechny OpenCL chybové kódy transformuje do textové podoby, takže
programátor hned ví, v případě chyby, o jakou chybu se jedná. Výpis chybových stavů na
výstup je podmíněn makrem NDEBUG. Pokud je nastaveno, na výstup je vypsána chybová
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hláška s informacemi, kde chyba nastala a popis chyby. Dále tato třída implementuje metody
pro měření času (createTimer, startTimer, stopTimer, readTimer, resetTimer).
6.2 Třída avgOCLDevInfo
Každé OpenCL zařízení je popsáno množinou parametrů, které lze získat standardní OpenCL
funkcí (clGetDeviceInfo) s příslušnými parametry. Třída avgOCLDevInfo je užitečná v tom,
že všechny tyto parametry umožňuje jedním příkazem získat a postačí k tomu pouze ID
zařízení a typ požadovaného parametru.
Klasický OpenCL kód:
cl_platform_id platform;
status=clGetDeviceInfo(
deviceId,
CL_DEVICE_PLATFORM,
sizeof(cl_platform_id),
&platform,
NULL);
CHECK_OPENCL_ERROR(status,"clGetDeviceIDs(CL_DEVICE_PLATFORM)failed");
S pomocí třídy avgOCLDevInfo:
avgOCLDevInfo devInfo;
devInfo.detDeviceInfo(deviceID);
//...
//...
cl_platform_id platform;
platform devInfo.getDeviceInfo(deviceID, CL_DEVICE_PLATFORM);
6.3 Třída avgOCLArg
Třída avgOCLArg usnadňuje práci s parametry programu. Při testování různých algoritmů,
je mnohdy potřeba testovat různá nastavení a každý program tedy může používat různé
parametry při spuštění. Třída definuje metodu parse, starající se o načtení a zpracování
všech parametrů z příkazové řádky. A dále definuje metodu isArgSet, která testuje, zda
je požadovaný parametr nastaven a případně jako druhý parametr metody vrací hodnotu
požadovaného parametru.
avgOCLArg commArgs;
commArgs.parse(argc, argv);
std::string optArg;
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if(commArgs.isArgSet("-h",optArg)){
//... ;
}
6.4 Třída avgOCLFile
Třída avgOCLFile zastřešuje metody spojené s čtením/zápisem z/do souboru. Při testo-
vání algoritmů je obvykle potřeba načítat zdrojový kód pro OpenCL ze souboru. Dále
je možné již přeložený kód uložit jako binární soubor a použít jej později. Třída po-
skytuje metodu open pro načtení textového souboru, dále metodu readBinaryFromFile
a writeBinaryToFile pro čtení a zápis binárních souborů.
6.5 Třída avgOCLSample
avgOCLSample je abstraktní třída s čistě virtuálními metodami. Záleží na programátorovi,
zda ji bude chtít použít. Definuje několik virtuálních metod, které mohou být šablonou
pro psaní a testování algoritmů. Doporučený postup, jak napsat program pro testování
algoritmu je s použitím definovaných virtuálních metod následující:
//třída Test implementuje avgOCLSample
Test test("Testovany_algoritmus");
CHECK_ERROR(test.parseArguments(argc, argv),
SUCCESS,
"parseArguments failed");
CHECK_ERROR(test.setupCL(),
SUCCESS,
"setupCL failded");
CHECK_ERROR(test.setupApp(),
SUCCESS,
"setupApp failed");
CHECK_ERROR(test.referenceImplementation(),
SUCCESS,
"referenceImplementation failed");
CHECK_ERROR(test.GPUImplementation(),
SUCCESS,
"runCLKernels failed");
CHECK_ERROR(test.verifyResults(),
SUCCESS,
"verifyResults failed");
CHECK_ERROR(test.printStats(),
SUCCESS,
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"printStats failed");
CHECK_ERROR(test.cleanUp(),
SUCCESS,
"cleanUp failed");
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Kapitola 7
Závěr
Tématem této práce je použití OpenCL v pro potřeby společnosti AVG. Pro tyto účely
byly analyzovány dva algoritmy, u kterých AVG předpokládalo, že je možné tyto algoritmy
implementovat pomocí OpenCL.
Oba tyto algoritmy se podařilo implementovat a dosáhnout zrychlení. V obou případech
však velikost zrychlení závisí na velikosti vstupních dat. V případě algoritmu pro identifi-
kaci sekvencí bylo zrychlení dosaženo až od velikosti vstupních dat přibližně 20−30 KB. Pro
menší vstup se ukázalo, že je výhodnější ponechat výpočet procesoru. Je to dáno zejména
tím, že algoritmus není možné upravit tak, aby dokázal plně využít výkon grafických karet.
V případě algoritmu pro výpočet entropie dat bylo dosaženo lepších výsledků. Zrychlení
algoritmu bylo dosaženo už při velikosti vstupních dat přibližně 5KB. Dle statistik AVG,
průměrná velikost vstupních dat algoritmu je 10 KB. To znamená, že tuto paralelní im-
plementaci algoritmu je možné využít za účelem zvýšení rychlosti výpočtu a snížení zátěže
procesoru. Testováním bylo dále zjištěno, že u přibližně stejně výkonných karet měla v obou
případech mírně navrch grafická karta od společnosti NVIDIA. To může být dáno tím, že
oba algoritmy obsahují několik míst, kde výpočet rozděluje do několika větví. Novější gra-
fické karty NVIDIA, mezi něž se řadí i GTX470, obsahují lepší podporu skokových instrukcí
a umožňují do jisté míry predikovat výsledek instrukce. Tato výhoda oproti kartám od AMD
přidávala několik procent výkonu navíc.
Tato práce ukázala, že je možné implementovat pomocí OpenCL i algoritmy, které nejsou
ideální pro paralelní zpracování. Někdy může být i za cenu mírného zpomalení výpočtu lepší
výpočet provést na grafické kartě a nezatěžovat tak procesor.
OpenCL najde své uplatnění také v mobilním a tabletovém segmentu, kde hraje hard-
warová náročnost spolu se spotřebou energie důležitou roli. OpenCL by mohlo být použito
například pro plynulé rozdělování zátěže mezi procesorovou a grafickou část. Bezpečnostní
balík by tak využíval tu část, kterou zrovna uživatel méně používá.
Další vývoj knihovny pro testování by se měl ubírat směrem pro univerzální měření a
porovnávání výkonu procesoru a grafické karty, aby bylo možné vždy na konkrétním počítači
zjistit, zda bude použití grafické karty výhodné.
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Využití OpenCL by také mohlo být dobrý marketingový tah pro přilákání nových uži-
vatelů ke společnosti AVG.
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Příloha A
Obsah DVD
DVD přiložené k technické zprávě obsahuje:
• Zdrojové texty implementace algoritmů
• Zdrojové texty knihovny
• Solution pro Visual Studio 2010
• Makefile pro přeložení zdrojových kódů na linuxu
• Zdrojové kódy textu práce pro systém LATEX
• Text práce ve formátu pdf
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Příloha B
Sekvenční algoritmus pro výpočet
entropie
Algoritmus B.1 Sekvenční algoritmus pro výpočet entropie.
1: Vstup: pDataBuffer, lDataBufferLen;
2: Výstup: btEntropy;
3: for lLine = 0; lLine < lDataBufferLen; ++lLine do
4: lBase = ENT LINE WIDTH × lLine;
5: lByteCount = min(ENT LINE WIDTH, lDataBufferLen - lBase);
6: for lByte = 0; lByte < lByteCount; lByte++ do
7: for lStep = 1; lStep ≤ ENT MAX STEP; lStep++ do
8: btLocalEntropy = ENT NEIBORS COUNT;
9: for lIndex = lBase + lByte;; do
10: lIndex -= lStep;
11: if (lIndex < 0) ‖ (pDataBuffer[lIndex] 6= pByte[lByte]) then
12: break;
13: end if
14: if (--btLocalEntropy == 0) then
15: return 0;
16: end if
17: end for
18: for lIndex = lBase + lByte;; do
19: lIndex += lStep;
20: if (lIndex ≥ lDataBufferLen) ‖ (pDataBuffer[lIndex] 6= pByte[lByte]) then
21: break;
22: end if
23: if ((--btLocalEntropy == 0) then
24: return 0;
25: end if
26: end for
27: if btLocalEntropy < btEntropy then
28: btEntropy = btLocalEntropy;
29: end if
30: end for
31: end for
32: end for
33: return btEntropy
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Příloha C
Kernely pro testování optimalizací
C.1 Globální paměť
#define STRIDE 1 // 1-16
#define TYPE float4 // float3, float2, float
__kernel void copy1DVector(__global TYPE *input, __global TYPE *output)
{
int gid = get_global_id(0) * STRIDE;
output[gid]=input[gid];
return;
}
Lineární přístup do globální paměti. S rostoucím parametrem STRIDE klesá propustnost.
//Posunutí o 16
__kernel void noCoalescedAccess(__global float* input, __global float* output)
{
int gid = get_global_id(0) - 1;
if((get_local_id(0) & 15) == 0)
gid += 16;
output[gid] = input[gid];
}
Nezarovnaný přístup do paměti má vliv zejména u prvních generací grafických karet
NVIDIA (compute compatibility 1.0).
//Náhodný přístup
__kernel void randomAccess(__global float* input, __global float* output)
{
int gid = get_global_id(0);
if((gid & 1) == 0)
{
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gid = (gid & !63) + 62 - get_local_id(0);
}
output[gid] = input[gid];
}
Náhodný přístup do globální paměti může způsobit channel i bank konflikt.
C.2 Lokální paměť
//Broadcast jedné hodnoty všem jednotkám ve skupině
__kernel void localMemBroadcast(__local float *localMemory, __global float *output)
{
float val1 = 0;
float val2 = val1;
uint gid = get_global_id(0);
for(int i = 0; i<256;i+=2)
{
val1 += localMemory[i];
val2 += localMemory[i+1];
}
output[gid] = val1 + val2;
return;
}
1. Přístup všech vláken k jedné hodnotě v lokální paměti. Čtení bude provedeno
broadcastem.
//Lineární přístup bez konfliktů v bankách
__kernel void localMemLinear(__local float *localMemory, __global float *output)
{
float val1 = 0;
float val2 = val1;
uint gid = get_global_id(0);
uint lid = get_local_id(0);
for(int i = 0; i<256;i+=2)
{
val1 += localMemory[i + lid];
val2 += localMemory[i+1 + lid];
}
output[gid] = val1 + val2;
return;
}
2. Lineární přístup do lokální paměti bez bank konfliktů.
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C.3 Konstantní paměť
#define DATATYPE float
__kernel void constantMem(__constant DATATYPE *cb, __global DATATYPE *output)
{
DATATYPE val = (DATATYPE)(0.0f);
uint gid = get_global_id(0);
for(int i = 0;i<256;i++)
val += cb[i];
output[gid] = val;
}
Čtení stejné hodnoty z konstantní paměti je urychleno pamětí cache.
C.4 Rozbalení smyček
#define DATATYPE float
__kernel void loopUnrolling(__global DATATYPE *input, __global DATATYPE *output,
int lenght)
{
#pragma unroll 16
int gid = get_global_id(0);
for(int i = 0; i < length; i++)
output[gid]=input[gid];
return;
}
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