Abstract. It was previously known that neither Max Clique nor Min Chromatic Number can be approximated in polynomial time within n 1− , for any constant > 0, unless NP = ZPP. In this paper, we extend the reductions used to prove these results and combine the extended reductions with a recent result of Samorodnitsky and Trevisan to show that unless NP ⊆ ZPTIME(2
Introduction
The Max Clique problem, i.e., the problem of finding in a graph G = (V, E) the largest possible subset C of the vertices in V such that every vertex in C has edges to all other vertices in C, is a well-known combinatorial optimization problem. The decision version of Max Clique was one of the problems proven to be NP-complete in Karp's original paper on NPcompleteness [16] , which means that we cannot hope to solve Max Clique efficiently, at least not if we want an exact solution. Thus, attention has turned to algorithms producing solutions which are at most some factor from the optimum value. It is trivial to approximate Max Clique in a graph with n vertices within n-just pick any vertex as the clique-and Boppana and Halldórsson [6] have shown that Max Clique can be approximated within O(n/ log 2 n) in polynomial time. It is an astonishing, and unfortunate, result that it is hard to do substantially better than this. In fact, the Max Clique problem cannot be approximated within n 1− , for any constant > 0, unless NP = ZPP. The first to explore the possibility of proving strong lower bounds on the approximability of Max Clique were Feige et al. [10] , who proved a connection between Max Clique and probabilistic proof systems. Their reduction was then improved independently by Bellare, Goldreich, and Sudan [4] and Zuckerman [23] . As the final link in the chain, Håstad [15] constructed a probabilistic proof system with the properties needed to get a lower bound of n 1− .
Since the hardness result holds for any arbitrarily small constant , the next logical step to improve the lower bound is to show inapproximability results for non-constant . However, Håstad's proof of the existence of a probabilistic proof system with the needed properties is very long and complicated. This has, until now, hindered any advance in this direction, but with the appearance of the new ingenious construction of Samorodnitsky and Trevisan [22] new results are within reach.
In this paper, we show that it is indeed impossible to approximate Max Clique in polynomial time within n 1− where ∈ O(1/ √ log log n), given that NP does not admit randomized algorithms with slightly super-polynomial expected running time. To do this we first ascertain that the reductions from probabilistic proof systems to Max Clique [10, 4, 23] work also in the case of a non-constant . This has the additional bonus of collecting in one place the various parts of the reduction, which were previously scattered in the literature. We also extend the previously published reductions to be able to use the construction of Samorodnitsky and Trevisan [22] , which characterizes NP in terms of a probabilistic proof system with so called nonperfect completeness. To our knowledge, such reductions have not appeared explicitly in the literature before.
When we combine the new reductions with the probabilistic proof system of Samorodnitsky and Trevisan [22] , we obtain the following concrete result regarding the approximability of Max Clique: Theorem 10. Unless NP ⊆ ZPTIME(2 O(log n(log log n) 3/2 ) ), Max Clique on a graph with n vertices cannot be approximated within n 1−O(1/ √ log log n) in polynomial time.
As a comparison, the best known polynomial time approximation algorithm [6] , approximates Max Clique within n 1−O(log log n/ log n) .
Another problem-akin to Max Clique-is Min Chromatic Number, i.e., the problem of finding the minimum number of colors needed to properly vertex color a graph. In fact, results regarding the approximability of Min Chromatic Number are very similar to the above results regarding the approximability of Max Clique. If the graph has n vertices, it is always possible to properly vertex color the graph using n colors and at least one color is always needed. This immediately gives an algorithm approximating Min Chromatic Number within n and Halldórsson [13] has shown that the problem can be approximated within O(n(log log n) 2 / log 3 n) = n 1−O(log log n/ log n) in polynomial time. On the negative side, Feige and Kilian [8, 11] have shown that Min Chromatic Number cannot be approximated within n 1− , for any constant > 0, unless NP = ZPP. In this paper, we combine a slight development of the construction used by Feige and Kilian [8, 11] with an extended version of the probabilistic proof system of Samorodnitsky and Trevisan [22] and obtain the following concrete result regarding the approximability of Min Chromatic Number:
Theorem 16. Unless NP ⊆ ZPTIME(2 O(log n(log log n) 3/2 ) ), it is impossible to approximate Min Chromatic Number on a graph with n vertices within n 1−O(1/ √ log log n) in polynomial time.
The paper is outlined as follows: After some basic definitions in Sec. 2, we give a description of the developments of connections between probabilistic proof systems and the approximability of Max Clique and Min Chromatic Number in Sec. 3. This description leads to a proposed modification of a certain parameter of proof systems, the amortized free bit complexity, in Sec. 4 . In Sec. 5 we establish that the previously known reductions from probabilistic proof systems to Max Clique can be used also when the amortized free bit complexity and the other parameters involved are not constants. Our tools are the original construction of Feige et al. [10] and the gap amplification technique of Zuckerman [23] , and our goal is to obtain results of the form "If NP has a probabilistic proof system with certain parameters, then Max Clique cannot be approximated within some factor in polynomial time unless NP is contained in some class." for various values of the parameters involved. The results we obtain are implicit in the works of Zuckerman [23] and Bellare et al. [4] , we repeat them here for the sake of completeness. In Sec. 6, we generalize the reductions to the case of non-perfect completeness. After a brief description of the new result of Samorodnitsky and Trevisan [22] in Sec. 7, we combine our reductions with their result to prove our lower bound on the approximability of Max Clique, Theorem 10, in Sec. 8. Then we turn to Min Chromatic Number. We first describe the reductions used to prove our lower bound in Sec. 9 and then show how the construction of Samorodnitsky and Trevisan can be modified to be usable for proving lower bounds on the approximability of Min Chromatic Number in Sec. 10 . Finally, we combine the above two sections to prove our lower bound on the approximability of Min Chromatic Number in Sec. 11.
Optimization and Approximation
In this paper, we study polynomial time approximation algorithms for some NP-hard optimization problems. To measure the efficiency of such an algorithm, we prove guarantees of the form that the algorithm always outputs a feasible solution with weight at most some factor from the weight of the optimal solution.
Definition 1. Let P be a maximization problem. For an instance x of P let opt(x) be the optimal value. A solution y, with weight w(x, y), is capproximate if it is feasible and w(x, y) ≥ opt(x)/c.
Definition 2. Let P be a minimization problem. For an instance x of P let opt(x) be the optimal value. A solution y, with weight w(x, y), is capproximate if it is feasible and w(x, y) ≤ c · opt(x).
Definition 3. A c-approximation algorithm for an optimization problem is a polynomial time algorithm that for any instance x of the problem and any input y outputs a c-approximate solution.
We use the wording to approximate within c as a synonym for to compute a c-approximate solution. Let us now formally define the problems we study in this paper.
Definition 4.
Max Clique is the following problem: Given a graph G = (V, E) find the largest possible C ⊆ V such that if v 1 and v 2 are vertices in C, then (v 1 , v 2 ) is an edge in E.
Definition 5. Max Independent Set is the following problem: Given a graph G = (V, E) find the largest possible I ⊆ V such that if v 1 and v 2 are vertices in I, then (v 1 , v 2 ) is not an edge in E.
Obviously, Max Clique and Max Independent Set are equivalent problems since every clique in a graph G is an independent set in the complement graph G and vice versa.
Definition 6. Min Chromatic Number is the following problem: Given a graph G = (V, E) find the smallest possible integer k such that it is possible to partition V into k disjoint subsets with the property that if (v 1 , v 2 ) is an edge in V , then v 1 and v 2 belong to different subsets in this partition.
Preliminaries
A language L is in the class NP if there exists a polynomial time Turing machine M , with the properties that 1. For x ∈ L, there exists a proof π, of size polynomial in |x|, such that M accepts (x, π).
For x /
∈ L, M does not accept (x, π) for any proof π of size polynomial in |x|.
Arora and Safra [3] used a generalization of the above definition of NP to define the class PCP[r, q], consisting of a probabilistically checkable proof system (PCP) where the verifier has oracle access to the membership proof, is allowed to use r(n) random bits and query q(n) bits from the oracle.
Definition 7.
A probabilistic polynomial time Turing machine V with oracle access to π is an (r, q)-restricted verifier if it, for every oracle π and every input of size n, uses at most r(n) random bits and queries at most q(n) bits from the oracle. We denote by V π the verifier V with the oracle π fixed. 
For
where ρ is the random string of length r.
Connection Between PCPs and Max Clique
The connection between the approximability of Max Clique and PCPs was first explored by Feige et al. [10] , who showed that
and used this characterization of NP and a reduction to show that unless NP ⊆ DTIME(n O(log log n) ), Max Clique cannot be approximated within any constant in polynomial time.
The assumption on NP needed to prove hardness result on the approximability of Max Clique is closely related to the connection between the classes NP and PCP[r, q] for various values of r and q. This connection was the subject of intensive investigations leading to the following result of Arora et al. [2] :
A consequence of this result is that the abovementioned assumptions in the proof of Feige et al. [10] could be weakened to P = NP. In fact, the lower bound was improved as well, to a factor N β , for some constant β.
A technical tool in the proof of Feige et al. [10] is the construction of a graph G V,x , corresponding to a verifier in some proof system and some input x. Definition 9. A list (a 1 , . . . , a k ) is an accepting view for a random string of a verifier in a PCP if it contains answers to the queries made by the verifier on this random string and those answers make the verifier accept.
Note that it is enough to put the answers in the list, the queries can be inferred from the random string and, in the case of adaptive verifiers, previous answers.
Definition 10. Two accepting views are consistent if, whenever some bit is queried from the oracle, the answers are the same for both views.
Definition 11. From a verifier V and some input x, the graph G V,x , the FGLSS graph corresponding to V and x, is defined as follows: Every vertex in G V,x corresponds to an accepting computation of the verifier. Thus a vertex can be described by a random string and an accepting view for that random string. Two vertices in G V,x are connected if they correspond to consistent accepting views.
In the original construction, the number of vertices in G V,x was bounded by 2 r(n)+q(n) , where r(n) is the number of random bits used by the verifier and q(n) is the number of bits the verifier queries from the oracle. Feige et al. suggest in their paper that the bound on the number of vertices in G V,x could be improved, and it was later recognized that the number of vertices can be bounded by 2 r(n)+f (n) , where f (n) is the free bit complexity.
Definition 12.
A verifier has free bit complexity f if the number of accepting views is at most 2 f for any outcome of the random bits tossed by the verifier.
The free bit complexity is enough when only an upper bound on the number of vertices in G V,x is necessary. To give a lower bound, one needs to refine the above definition.
Definition 13. A verifier has average free bit complexity f av if the sum, over all random strings, of the number of accepting views is 2 r+fav . Lemma 1. Suppose that we construct the graph G V,x from a verifier V and an input x as described in Definition 11. Also suppose that this verifier has free bit complexity f and average free bit complexity f av . Then the number of vertices in G V,x graph is 2 r+fav ≤ 2 r+f .
Proof. Since every vertex in G V,x corresponds to an accepting computation of the verifier, the number of vertices in G V,x is exactly 2 r+fav . The last inequality follows since f av ≤ f .
In fact, the verifiers considered in this paper all have f av = f , and thus we use f instead of f av everywhere.
Definition 14.
A language L belongs to the class FPCP c,s [r, f ] if there exists a verifier V with free bit complexity f that given an input x and oracle access to π tosses r independent random bits ρ and has the following properties:
We say that V has completeness c and soundness s.
To understand the intuition behind the free bit complexity of a proof system, it is perhaps best to study the behavior of a typical verifier in a typical proof system. Such a verifier first reads a number of bits, the free bits, from the oracle. From the information obtained from those bits and the random string, the verifier determines a number of bits, the non-free bits, that it should read next from the oracle and the values these bits should have in order for the verifier to accept. Finally, the verifier reads these bits from the oracle and check if they have the expected values.
Theorem 2. Suppose that L ∈ FPCP c,s [r, f ]. Let x be some instance of L, and construct the graph G V,x as in Definition 11. Then, there is a clique of size at least c2 r in G V,x if x ∈ L, and there is no clique of size greater than
Proof. First suppose that x ∈ L. Then there exists an oracle such that a fraction c of all random strings make the verifier accept. The computations corresponding to the same oracle are always consistent, and thus there exists a clique of size at least c2 r in G V,x . Now suppose that x / ∈ L and that there is a clique of size greater than s2 r in G V,x . Since vertices corresponding to the same random string can never represent consistent computations, the vertices in the clique all correspond to different random strings. Thus, we can use the vertices to form an oracle making the verifier accept with probability larger than s. This contradicts the assumption that the PCP has soundness s. Corollary 1. Suppose that NP ⊆ FPCP c,s [O(log n), f ] for some constants c, s, and f . Then it is impossible to approximate Max Clique within c/s in polynomial time unless P = NP.
Proof. Let L be some NP-complete language and x be some instance of L. Let B be some polynomial time algorithm approximating Max Clique within c/s.
The following algorithm decides L: Construct the graph G V,x corresponding to the instance x. Now run B on G V,x . If the output from B is at least s2 r where r ∈ O(log(n)) is the number of random bits used by the verifier, accept x, otherwise reject.
By Lemma 1, the number of vertices in G V,x is 2 r+f . Since, in our case, r is logarithmic and f is a constant, the graph G V,x has polynomial size. Since B is a polynomial time algorithm, the above algorithm also runs in polynomial time.
It is possible to improve on the above result by gap amplification. The simplest form of gap amplification is to simply run a constant number of independent runs of the verifier. If the verifier accepts for all these runs, we accept, otherwise we reject. This shows that, for any constant k,
for any functions c, s, r, and f , which strengthens Corollary 1 as follows:
for some constants c, s, and f . Then it is impossible to approximate Max Clique within any constant in polynomial time unless P = NP.
The above procedure can improve the inapproximability result from a specific constant c/s to any constant, but to improve the inapproximability result from n α to n α for some constants α and α , we have to use a more sophisticated form of gap amplification. Also, the concept of free bit complexity needs to be refined. To see why the above procedure fails in this case, suppose that we have some proof system which gives a graph G V,x with n = 2 r+f vertices such that we can deduce that it is impossible to approximate Max Clique within n α in polynomial time. Put another way, this particular proof system has c/s = n α . Now we try to apply the above gap amplification technique. Then we get a new graph G V ,x with 2 kr+kf = n k vertices and a new inapproximability factor c k /s k = n kα . Thus, we have failed to improve the lower bound. Obviously, it is not only the free bit complexity of a proof system that is important when it comes to proving lower bounds for Max Clique, but also the gap, the quotient of the soundness and the completeness. We see above that an exponential increase in the gap does not give us anything if the free bit complexity and the number of random bits increase linearly. Bellare and Sudan [5] recognized that the interesting parameter is f / log s −1 in the case of perfect completeness. This parameter was later named the amortized free bit complexity and denoted byf . Note that the above gap amplification does not changef . Two methods which do improve the lower bound in the case above by keeping down the number of random bits needed to amplify the gap have appeared in the literature [4, 23] , and both prove the same result: If every language in NP can be decided by a proof system with logarithmic randomness, perfect completeness, and amortized free bit complexityf , then Max Clique cannot be approximated within n 1/(1+f )− in polynomial time, unless NP = ZPP. The constructions are valid for any constantf and some arbitrarily small constant > 0.
Connection Between PCPs and Min Chromatic Number
Lund and Yannakakis [19] reduced Min Chromatic Number to Max Clique. This reduction, which did not preserve the ratio of approximation, was improved by Khanna, Linial, and Safra [17] and Bellare and Sudan [5] . As a final improvement, Fürer [12] constructed a randomized reduction showing that if Max Clique cannot be approximated within n 1/(1+f ) , then Min Chromatic Number cannot be approximated within n min{1/2,1/(1+2f )}−o(1) .
In the reduction used above to prove strong lower bounds on the approximability of Max Clique, we used the graph G V,x defined in Definition 11 as a technical tool. Instead of first prove a strong lower bound on Max Clique and then reduce Min Chromatic Number to Max Clique, Feige and Kilian [8, 11] used the graph G V,x -or to be more precise, the complement of this graph-to more directly prove a lower bound on the approximability of Min Chromatic Number. To describe their proof we need to introduce some properties of graphs.
Definition 15. Given any graph G, we define V (G) = the set of vertices in G, α(G) = the size of G's maximum independent set, χ(G) = the minimum number of colors needed to vertex-color G.
The vertices in V (G) can be covered by a union of χ(G) independent sets, each of size at most α(G). The fractional chromatic number can be defined by considered arbitrary distributions on G's independent sets. Definition 16. The fractional chromatic number χ f (G) is the smallest real k such that for some distribution D on G's independent sets, choosing I according to D covers any v ∈ V (G) with probability at least 1/k.
The fractional chromatic number is related to the independence number and the number of vertices in the same way as the chromatic number; It can be shown that
We can pick the independent sets corresponding to the color classes obtained from a proper vertex-coloring of G with χ(G) colors and use the uniform distribution on these independent sets as the distribution D above. Lovász [18] has shown that
.
This implies that a hardness result of the form n β for the fractional chromatic number translates into a hardness result of the form n β−O(log log n/ log n) for the chromatic number. Thus, if we can prove a result similar to Theorem 2 for the fractional chromatic number, we more or less automatically obtain a result for Min Chromatic Number. Since α(G) · χ f (G) ≥ |V (G)|, Theorem 2 can directly be used to prove the following:
. Let x be some instance of L, and construct the graph G V,x as in Definition 11. Then, G V,x has fractional chromatic number at least
Proof. By Theorem 2, there is no clique of size greater than s2 r in G V,x , i.e.,
By the connection between the fractional chromatic number and the independence number, this implies that
where the last equality follows from Lemma 1.
Unfortunately we cannot get a bound for the case x ∈ L by an equally simple manipulation of Theorem 2. Feige and Kilian used an extension of the class FPCP to define a new parameter of probabilistic proof systems and then proved that this parameter can be used to get a bound on the fractional chromatic number for the case when x ∈ L.
Definition 17. A language L belongs to the class RPCP ρ,s [r, f ] if it belongs to the class FPCP c,s [r, f ] for some c > s and, in addition to this, there is a probability distribution on the valid proofs with the property that if a valid proof of an input in L is selected according to this distribution, for any random string, every accepting view occurs with probability at least ρ. The parameter ρ is called the covering radius of the proof system.
Note that ρ ≤ 1/2 f since the best we can hope for is that each of the 2 f accepting views occur with equal probability. Below, we will not be able to achieve the optimal ρ, but come within a constant factor. Using the covering radius, it is possible to prove a result similar to Theorem 2 for the fractional chromatic number [11] .
For an input x, let G V,x be the graph from Definition 11 corresponding to such an RPCP for L. Then
Proof. By Theorem 2, there is no clique of size greater than s2 r in G V,x , i.e., α(G V,x ) ≤ s2 r , if x / ∈ L. By Lemma 21, this implies that
where the last equality follows from Lemma 1. For the case x ∈ L we proceed as follows: Let π be a proof making the verifier accept. By the proof of Theorem 2, this proof corresponds to a clique in G V,x . This implies that every proof making the verifier accept corresponds to a clique in G V,x , i.e., to an independent set in G V,x .
By Definition 17, there exists a distribution on the valid proofs such that every accepting view occurs with probability at least ρ. Suppose that the prover selects a proof according to this distribution. This induces a distribution on the independent sets in G V,x with the property that any given vertex in G V,x is covered by the independent set with probability at least ρ. By the Definition 16, this implies that
Note that Theorem 3 gives a hardness result for the fractional chromatic number very similar to the hardness result for Max Clique obtained in Corollary 1.
where r ∈ O(log n) and the other parameters are constants. Then it is impossible to approximate the fractional chromatic number within ρ2 f /s in polynomial time unless P = NP.
Proof. Let L be some NP-complete language and x be some instance of L. Let B be some polynomial time algorithm approximating Min Chromatic Number within ρ2 f /s.
The following algorithm decides L: Construct the graph G V,x corresponding to the instance x. Now run B on G V,x . If B determines that G V,x has a proper vertex coloring using more than 2 f /s colors, accept x, otherwise reject.
Since the number of random bits used by the verifier is logarithmic and the average free bit complexity is a constant, the graph G V,x has polynomial size. Since B is a polynomial time algorithm, the above algorithm also runs in polynomial time.
At first, it may seem strange that the completeness does not appear in the above result. However, the completeness does appear, although very implicitly, in the covering radius. Intuitively, the quantity ρ2 f has the same role in this result as the completeness in the lower bound on the approximability of Max Clique.
To get hardness result of the form n β for Max Clique, gap amplification is used to boost a constant inapproximability threshold. In the case of Min Chromatic Number, Feige and Kilian [8, 11] used randomized graph products. We describe the details of this construction in Sec. 9, for now we just mention that the construction gives the following hardness result:
where D is a parameter that can be selected to boost the inapproximability result. Then it is impossible to approximate the fractional chromatic number in a graph with N ≤ 2 D(f +log s −1 ) vertices within N β in polynomial time unless L ∈ ZPTIME(2 Θ(r+D(f +log s −1 )) ).
A New Amortized Free Bit Complexity
For the case of non-perfect completeness, Bellare et al. [4] define the amortized free bit complexity as f / log(c/s). In this paper, we propose that this definition should be modified.
Definition 18. The amortized free bit complexity for a PCP with free bit complexity f , completeness c and soundness s is
Note that both this definition and the previous one reduce to f / log s −1 in the case of perfect completeness, i.e., when c = 1. Note also that the above gap amplification does not change the amortized free bit complexity, neither with the original definition nor with our proposed modification of the definition. However, our proposed definition is robust also with respect to the following: Suppose that we modify the verifier in such a way that it guesses the value of the first free bit. This lowers the free bit complexity by one, and halves the completeness and the soundness of the test. With our proposed definition, the amortized free bit complexity does not change, while it decreases with the definition of Bellare et al. [4] . In the case of perfect completeness, the lower bound on the approximability increases as the amortized free bit complexity decreases. This makes it dubious to have a definition in the general case that allows the free bit complexity to be lowered by a process as the above. Using our proposed definition of the free bit complexity, we can prove the following results:
, then, for any R > r, Max Clique in a graph with N vertices cannot be approximated within N 1/(1+f )−r/R in polynomial time unless NP ⊆ coRTIME(2 Θ(R+f +Rf ) ).
for some r ∈ Ω(log n), then, for any R > r, Max Clique in a graph with N = 2 R+(R+2)f vertices cannot be approximated within N 1/(1+f )−r/R in polynomial time unless NP ⊆ ZPTIME(2 Θ(R+f +Rf ) ).
for some r ∈ Ω(log n), then, for any R > r such that c d 2 R /2 > 2 r , where d = (R + 2)/ log s −1 , Max Clique in a graph with N vertices cannot be approximated within N 1/(1+f )−(r+3)/(R+2) in polynomial time unless NP ⊆ BPTIME(2 Θ(R+f +Rf ) ).
Note that we in our applications choose R such that r/R is small, thus essentially reducing the above lower bounds to N 1/(1+f ) . If we want to get a reduction without two-sided error in the case of non-perfect completeness, we do not quite achieve the above. Instead, the interesting parameter becomes
where ν is a parameter which is arbitrarily close to c. We can then prove the following theorem
. Then, for any R > r, it is impossible to approximate Max Clique in a graph with N = 2 R+(R+2)Fν vertices within N 1/(1+Fν )−r/R−(log h −1 )/R in polynomial time unless NP ⊆ ZPTIME(2 Θ(R+Fν +RFν ) ).
Zuckerman's Construction
In this section we show how to obtain strong inapproximability results for Max Clique, given that we have at hand a theorem saying that NP ⊆ FPCP 1,s [r, f ]. One way to lower the soundness in a PCP is to run several independent runs of the verifier. As discussed above, this is not enough in our case. Instead, Zuckerman [23] used a probabilistic construction to in some sense recycle randomness. His construction uses R random bits to simulate a number of runs each using r random bits. In his paper, the parameters s and f were constants and r logarithmic, but we make no such assumptions in this section. Instead we establish that Zuckerman's construction works even in the general case, and we prove a general theorem where the parameters involved appear. The idea is to pick a random bipartite graph with 2 R vertices on the left side, 2 r vertices on the right side, and where the degree of the vertices on the left side is d. From this graph construct a new probabilistic machine, which uses the R random bits to select a vertex v on the left side, and then runs the verifier in the proof system d times, letting the verifier's random bits be determined by the vertices adjacent to v. If we obtain only accepting runs, we accept our input, otherwise we reject. Obviously, it may happen that we incorrectly accept an input which is not in the language. Since our original proof system for NP has soundness s, an s-fraction of all r-bit random strings may cause the verifier to accept. Thus, we must bound the probability that a large subset of the vertices on the left side has only such neighbors.
, and no sets S 1 ⊆ V 1 and S 2 ⊆ V 2 of cardinality n 1 and n 2 , respectively, have the property that every vertex in S 1 is connected only with vertices in S 2 .
Lemma 3. Let H be a random bipartite graph H = (E, V 1 ∪ V 2 ) where |V 1 | = 2 R , |V 2 | = 2 r < 2 R , and the edge set E ⊆ V 1 × V 2 is chosen as follows: For each v ∈ V 1 , pick d neighbors independently and uniformly among the vertices in V 2 . We allow multiple edges in H. If d = (R + 2)/ log s −1 for some s < 1, the graph H is a (d, 2 r , s2 r )-disperser with probability at least
Proof. Let S 1 be a subset of cardinality 2 r of the vertices in V 1 and S 2 be a subset of cardinality s2 r of the vertices in V 2 . Call a vertex v ∈ V 1 S 2 -bad if all the neighbors of v are in S 2 . Let A S 1 ,S 2 be the event that all v ∈ S 1 are S 2 -bad. Since the neighbors of every v ∈ V 1 are chosen independently and uniformly,
for fixed S 1 and S 2 . Thus,
This is at most
The above lemma means that a graph H constructed as in the lemma with high probability has the property that for any PCP which uses r random bits and has soundness s, few of the vertices in V 1 has only accepting neighbors. Let us now formalize this property.
Definition 20. Given a verifier V from some proof system and an input x we first pick a random bipartite graph H as in Lemma 3 with V 1 = {0, 1} R and V 2 = {0, 1} r . We then construct an acceptance tester, which is a probabilistic machine A(H, V, x) behaving as follows on oracle π: It picks a random v ∈ V 1 , and determines the
It simulates V on x and π with random strings u 1 , . . . , u d , and accepts if all simulations accept. We write A π (H, V, x) for A(H, V, x) with the oracle π fixed. We say that a random string σ is an accepting string for the tester A π (H, V, x) if A π (H, V, x) accepts on oracle when the vertex v ∈ V 1 corresponding to σ is the random vertex picked.
, and that V is the verifier in that proof system. The acceptance tester A(H, V, x) as described in Definition 20 has the following properties given some input x:
1. If x ∈ L, then there is an oracle π such that all R-bit strings are accepting strings for A π (H, V, x).
If x /
∈ L, then the following holds with probability 1 − 2 −2 r over the choice of H: For all oracles π at most 2 r of all R-bit strings are accepting strings for A π (H, V, x).
Proof. We first assume that x ∈ L. Then there is an oracle π such that all r-bit string make the verifier V accept on x and π. This implies, by Definition 20 , that all R-bit strings are accepting strings for A π (H, V, x).
Now we study the case x / ∈ L. Lemma 3 implies that with probability 1− 2 −2 r , the graph H used to construct the acceptance tester has the property that there are no sets U and S of cardinality 2 r and s2 r , respectively, such that all vertices in U are connected only to vertices in S. Let us now suppose that this is the case. For any oracle π, let S π be the set of all r-bit strings that make the verifier V accept on π. Since the proof system has soundness s, the set S π can contain at most s2 r strings. Thus, at most 2 r of all R-bit strings can be accepting strings for A π (H, V, x).
Note that once H is fixed, we get a new PCP with a new verifier V H that uses R random bits and runs d repetitions of the verifier V from the original PCP. We now construct a graph G V H ,x as in Definition 11. Then we prove that there is a connection between the size of the maximum clique in this graph and the acceptance probabilities of the acceptance tester. Finally, we use this connection to show that an algorithm approximating Max Clique within n 1/(1+f )−r/R can probabilistically decide a language in FPCP 1,s [r, f ] with one-sided error.
Lemma 5. Suppose that L ∈ FPCP 1,s [r, f ] and that V is the verifier in the above proof system. Given some input x, pick an acceptance tester A(H, V, x) as in Definition 20 and construct the graph G V H ,x as in Definition 11. Then the following holds:
∈ L, the following holds with probability 1 − 2 −2 r over the choice of H: There is no clique larger than 2 r in G V H ,x .
Proof. This follows from Lemma 4 together with a proof very similar to that of Theorem 2.
Lemma 6. Suppose that L ∈ FPCP 1,s [r, f ], where r ∈ Ω(log n), and that there is an algorithm B which approximates Max Clique within 2 R−r , in a graph G with N = 2 R+(R+2)f vertices. Then L ∈ coRTIME(T (N ) + p(N )), where T (N ) is the running time of the algorithm B on a graph with N vertices and p is some polynomial.
Proof. Given the verifier V from the proof system and an input x, we pick an acceptance tester A(H, V, x) and construct the graph G V H ,x as described in Definition 11. Since the acceptance tester uses R random bits and has free bit complexity df = (R +2)f , the number of vertices in G V H ,x is at most 2 R+(R+2)f . Run B on G V H ,x . If the output from B is at least 2 r we accept, otherwise we reject.
By Lemma 5, the above algorithm never rejects if x ∈ L, and if x / ∈ L the algorithm accepts with probability at most 2 −2 r . The running time of the algorithm is T (N )+p(N ) for some polynomial p, so L ∈ coRTIME(T (N )+ p(N )). Now we are ready to prove a lower bound on the approximability of Max Clique.
, then, for any R > r, Max Clique in a graph with N = 2 R+(R+2)f vertices cannot be approximated within N 1/(1+f )−r/R in polynomial time unless NP ⊆ coRTIME(2 Θ(R+f +Rf ) ), wheref is the amortized free bit complexity as per Definition 18.
Proof. In Lemma 6, let the language L be some NP-complete language and the algorithm B be some algorithm with polynomial running time. Then, the lemma implies that clique in a graph with N = 2 R+(R+2)f vertices cannot be approximated within 2 R−r in polynomial time, unless NP ⊆ coRTIME(2 Θ(R+f +Rf ) ).
To express the approximation ratio in terms of N , we note that
The exponent is at least
sincef > 0. Since the last term above is at most r/R when R > r.
To show a hardness result under the weaker assumption that
we make use of the following relation between the classes NP, coRTIME(·), and ZPTIME(·).
Proof. We show that Sat ∈ coRTIME(T (n)) =⇒ Sat ∈ ZPTIME(O(n log n)T (n)). (5) If Sat is in coRTIME(T (n)), there exists a randomized algorithm A that probabilistically decides Sat in time T (n). For an instance in the language, the algorithm never rejects, but for an instance not in the language, the algorithms accepts with probability 1/2. We can lower this probability to 1/n 2 by repeating the algorithm 2 log n times. Let us call this new algorithm A . The running time of A is (2 log n)T (n). For a formula φ, the following randomized procedure with high probability either rejects φ if it is unsatisfiable or finds a satisfying assignment to φ if it is satisfiable: Run A on the formula φ. If A rejects, we know that φ cannot be satisfiable. If A accepts, we assume that φ is satisfiable and try to deduce a satisfying assignment. Suppose that φ depends on the variables x 1 , . . . , x n . Then we try to set x 1 to true in φ, and run A on the resulting formula. If A accepts, we keep x 1 true, otherwise we set x 1 to false. This process is repeated to obtain an assignment to all n variables. If A never gave us a false positive during this process, we end up with a satisfying assignment. The probability of this event is at least 1 − 1/n, since A accepts inputs which are not in the language with probability at most 1/n 2 .
To sum up, the above procedure behaves as follows: For satisfiable formulas, it produces a satisfying assignment in time O(n log n)T (n) with probability 1 − 1/n. For unsatisfiable formulas, it rejects in time O(log n)T (n) with probability 1 − 1/n 2 . Thus, it obtains a definitive answer in expected time O(n log n)T (n), both for satisfiable and unsatisfiable formulas.
By combining Theorem 4 and Lemma 7, we obtain the following corollary:
In the case wheref is some constant and r ∈ O(log n), this reduces to the well known theorem that Max Clique cannot be approximated within n 1/(1+f )− , for any constant > 0, unless NP = ZPP. To see this, just choose R = r/ above.
If we could come up with a way to construct dispersers deterministically, we would get a hardness result for Max Clique under the assumption that NP ⊆ DTIME(·), but for now we get a hardness result under the assumption that NP ⊆ ZPTIME(·). But once we have this assumption we can prove a stronger version of Corollary 4.
, where r ∈ Ω(log n), and that there is a probabilistic algorithm B that approximates clique within 2 R−r in a graph with N = 2 R+(R+2)f without making any errors. Then L ∈ coRTIME(4T (N ) + p(N )), where T (N ) is the expected running time of the algorithm B on a graph with N vertices and p is some polynomial.
Proof. Given the verifier V from the proof system and an input x, we pick an acceptance tester A(H, V, x) and construct the graph G V H ,x as described in Definition 11. The number of vertices in this graph is at most 2 R+(R+2)f . Run B on G V H ,x for 4T (n) time steps. If B has not terminated within this time-this happens with probability at most 1/4 by Markov's inequalitywe accept x. Otherwise we proceed as follows: If the value output by B is at least 2 r we accept, otherwise we reject.
By Lemma 5, the above algorithm never rejects if x ∈ L, and if x / ∈ L the algorithm accepts with probability at most 1/4 + 2 −2 r . The running time of the algorithm is 4T (N ) + p(N ) for some polynomial p, so L ∈ coRTIME(4T (N ) + p(N )).
We now combine the above lemma with a slight restatement of Theorem 4 to obtain a slightly stronger hardness result.
and n log n = 2 O(R+f +Rf ) , then, for any r ∈ Ω(log n) and any R > r, it is impossible to approximate Max Clique in a graph with N vertices within N 1/(1+f )−r/R by algorithms with expected polynomial running time unless NP ⊆ ZPTIME(2 Θ(R+f +Rf ) ).
Proof. By Lemma 7, it suffices to prove that it is hard to approximate Max Clique unless NP ⊆ coRTIME(2 Θ(R+f +Rf ) ). In Lemma 8, let the language L be some NP-complete language and the algorithm B be some algorithm with expected polynomial running time. Then, the lemma implies that Max Clique in a graph with N = 2 R+(R+2)f vertices cannot be approximated within 2 R−r in expected polynomial time, unless NP ⊆ coRTIME(2 Θ(R+f +Rf ) ). As in the proof of Theorem 4, the approximation ratio is at least N 1/(1+f )−r/R .
Our Extensions
In this section we show how to generalize the constructions from Sec. 6 to the case of non-perfect completeness (that is c < 1). We assume from now on that we have at hand a theorem saying that NP ⊆ FPCP c,s [r, f ], and try to deduce inapproximability results from this characterization. If we allow two-sided error in the reduction, the methods from Sec. 5 can be generalized as described in Sec. 6.1. The major new complication arises when we want to prove hardness results under the assumption that NP ⊆ ZPTIME(·), which requires the reduction to produce an algorithm deciding a language in NP with one-sided error. A method achieving this is explored in Sec. 6.2.
Two-Sided Error
In this section, we want to use a theorem saying that NP ⊆ FPCP c,s [r, f ], to deduce inapproximability under the assumption that NP does not admit slightly superpolynomial algorithms with two-sided error. With the same approach as in the case of perfect completeness, we get the following analogue to Lemma 4:
Lemma 9. Suppose that L ∈ FPCP c,s [r, f ], and that V is the verifier in that proof system. If we construct an acceptance tester A(H, V, x) from V and some input x as described in Definition 20, it has the following properties:
1. If x ∈ L, then with probability 1−e −c d 2 R /8 there is an oracle π such that at least c d 2 R /2 of all R-bit strings are accepting strings for A π (H, V, x).
If x /
∈ L, then with probability 1 − 2 −2 r , for all oracles π at most 2 r of all R-bit strings are accepting strings for A π (H, V, x).
The probabilities are over the choice of the random bipartite graph H.
Proof. We first assume that x ∈ L. Then there is an oracle π such that a fraction c of the r-bit strings makes V π accept x. This implies, by the construction of the graph H = (E, V 1 , V 2 ) in Lemma 3 and by Definition 20 that the probability (over the choice of H) that a vertex v ∈ V 1 corresponds to an accepting string for A π (H, V, x) is c d . Let X v be the indicator variable for this event, and let Y = v∈V 1 X v . Now, a standard Chernoff bound [20, Chapter 4] implies that
The case x / ∈ L is exactly as in the proof of Lemma 4.
The following lemma is similar to Lemma 5.
Lemma 10. Suppose that L ∈ FPCP c,s [r, f ] and that V is the verifier in the above proof system. Given some input x, pick an acceptance tester A(H, V, x) as in Definition 20 and construct the graph G V H ,x as in Definition 11. Then the following holds:
1. If x ∈ L, the following holds with probability 1 − e −c d 2 R /8 over the choice of H: There is a clique of size
2. If x / ∈ L, the following holds with probability 1 − 2 −2 r over the choice of H: There is no clique larger than 2 r in G V H ,x .
The reduction is slightly different from Lemma 6, since the size of clique in the case x ∈ L may be less than c d .
Lemma
Proof. Given the verifier V from the proof system and an input x, we pick an acceptance tester A(H, V, x) and construct the graph G V H ,x as described in Definition 11. Since the acceptance tester uses R random bits and has at most 2 Df = 2 (R+2)f / log s −1 accepting computations, the number of vertices in G V H ,x is at most 2 R+(R+2)f / log s −1 . Run B on G V H ,x . If B returns a value which is at most 2 r , reject, otherwise accept.
By Lemma 5, if x ∈ L the above algorithm rejects with probability at most e −c d 2 R /8 . This is at most 1/3 provided that 8 ln 3 < c d 2 R . Since we have assumed that r ∈ Ω(log n) and c d 2 R > 2 r+1 , this holds when n is large enough. If x / ∈ L the algorithm accepts with probability at most 2 −2 r < 1/3. The running time of the algorithm is T (N ) + p(N ) for some polynomial p, so L ∈ BPTIME(T (N ) + p(N )).
We get the following analogue to Theorem 4: Theorem 6. Suppose that NP ⊆ FPCP c,s [r, f ] for some r ∈ Ω(log n). Then, for any and R > r such that c d 2 R /2 > 2 r , where d = (R + 2)/ log s −1 , the Max Clique problem in a graph with N vertices cannot be approximated within N 1/(1+f )−(r+3)/(R+2) in polynomial time unless
wheref is our proposed amortized free bit complexity from Definition 18.
Proof. In Lemma 11, let the language L be some NP-complete language and the algorithm B be some algorithm with polynomial running time. Then, the lemma implies that Max Clique in a graph with N = 2 R+(R+2)f / log s −1 vertices cannot be approximated within c d 2 R−r /2 in polynomial time, unless NP ⊆ BPTIME(2 Θ(R+f +Rf ) ). To express the approximation ratio in terms of N , we note that
By the definition of d, the exponent is
which is at least (R + 2)(1 −
In the case wheref is some constant and r ∈ O(log n), this reduces to the theorem that Max Clique cannot be approximated within n 1/(1+f )− , for any constant > 0, unless NP = BPP. To see this, just choose R = (r+3)/ −2 above.
One-Sided Error
We want to use a theorem saying that NP ⊆ FPCP c,s [r, f ], to deduce inapproximability under the assumption that NP does not admit probabilistic algorithms that have slightly superpolynomial expected running time and never make any mistakes. By Lemma 7, it suffices to prove if Max Clique can be approximated within a certain factor, then NP admits a probabilistic algorithm with slightly superpolynomial running time and a one sided error. We will do this this by replacing the acceptance tester of Section 5 and Section 6.1 with a threshold tester, defined in this section. The threshold tester will be guaranteed large acceptance probability in the case when x ∈ L. We do this by making the condition for acceptance to be that a large fraction of all runs of the verifier V accepts, rather than requiring all runs to be accepting. The threshold tester will, as the acceptance tester, make use of a bipartite graph H, but we want the graph used in the threshold tester to have sligthly different properties.
, and no sets S 1 ⊆ V 1 and S 2 ⊆ V 2 of cardinality n 1 and n 2 , respectively, have the property that for every vertex in S 1 at least a fraction ν of its neighbors are vertices in S 2 .
Before proving that there exists a probabilistic construction that produces certain regular (d, n 1 , n 2 , ν)-dispersers with high probability, we prove that such dispersers have an additional useful property.
The probabilistic construction producing regular (d, n 1 , n 2 , ν)-dispersers is very similar to the one producing (d, n 1 , n 2 )-dispersers in Lemma 3, but the choice of the parameter d is different. To prove that the construction is correct with high probability we also need to rely on the following estimate of certain binomial coefficients:
Lemma 13. Let 0 < α < 1. Then, for any non-negative integer n such that
Proof. By Stirling's formula, k! = k k e −k √ 2πk(1 + θ), where 0 ≤ θ ≤ 1/12. If we use this estimate and the definition of the binomial coefficient, we obtain the bound
Since we assumed that nα(1 − α) > 169/72π, the last three factors above multiply to something less than one.
where
, and the edge set E ⊆ V 1 × V 2 is chosen uniformly at random from the space of all edge sets with the property that the degree of every vertex in V 1 is d and the degree of every vertex in V 2 is d2 R−r . If
for some s and ν such that 2 r−R ≤ s < ν/(1−ν) 1−1/ν and ν < 1, the graph H is a regular (d, 2 r , s2 r , ν)-disperser with probability at least 1 − 2 −2 r . Proof. Let S 1 be a subset of cardinality 2 r of the vertices in V 1 and S 2 be a subset of cardinality s2 r of the vertices in V 2 . Call a vertex v ∈ V 1 (S 2 , ν)-bad if at least a fraction ν of the neighbors of v are in S 2 . Let A S 1 ,S 2 be the event that all v ∈ S 1 are (S 2 , ν)-bad. We now estimate Pr[A S 1 ,S 2 ] for fixed S 1 and S 2 .
The construction of H can be viewed as selecting, uniformly at random, a perfect matching on the vertices of a d2 R × d2 R bipartite graph G. Every vertex in V 1 corresponds to d vertices on the left side of G; every vertex in V 2 corresponds to d2 R−r vertices on the right side. There are (d2 R )! perfect matchings in G. For A S 1 ,S 2 to occur, the following must occur for every vertex in v ∈ V 1 : At least νd of the vertices in G corresponding to v must be matched with vertices corresponding to accepting computations of the verifier. There are at most
where the last inequality follows since s < 1. By using the bound (6) from Lemma 13, we can rewrite the bound on Pr[
This implies that
The latter quantity above is at most 2 −2 r since
The acceptance tester is modified in accordance with the new notion of a bad vertex from Lemma 14.
Definition 22. Given a verifier V from some proof system and an input x, we construct a threshold tester T (H, V, x, ν) as follows: We pick a random bipartite graph H as in Lemma 14, with V 1 = {0, 1} R and V 2 = {0, 1} r . Every vertex in V 1 has
neighbors in V 2 . The threshold tester T (H, V, x, ν) then behaves as follows on oracle π: It picks a random v ∈ V 1 , and determines the d neighbors u 1 , . . . , u d of v in V 2 . It simulates V on x and π with random strings u 1 , . . . , u d , and accepts if at least νd of the simulations accept. We write T π (H, V, x, ν) for T (H, V, x, ν) with the oracle fixed to π. We say that a random string σ is an accepting string for T π (H, V, x, ν) if T π (H, V, x, ν) accepts when the vertex v ∈ V 1 corresponding to σ is the random vertex picked.
Lemma 15. Suppose that L ∈ FPCP c,s [r, f ], and that V is the verifier in that proof system. If we construct a threshold tester T (H, V, x, ν) from V and some input x as described in Definition 22, it has the following properties:
1. If x ∈ L, then there is an oracle π such that at least a fraction (c − ν)/(1 − ν) of all R-bit strings are accepting strings for T π (H, V, x, ν).
If x /
∈ L, then with probability 1 − 2 −2 r over the choice of H, for all oracles π at most 2 r of all R-bit strings are accepting strings for T π (H, V, x, ν).
Proof. We first assume that x ∈ L. Then there is an oracle π such that at most (1 − c)2 r of all possible r-bit strings make the verifier V reject. By Lemma 12 and Definition 22, this implies that at most a fraction (1 − c)/(1 − ν) of all R-bit strings are non-accepting strings for T (H, V, x, ν). Thus, at least a fraction (c − ν)/(1 − ν) of all R-bit strings are accepting strings for T (H, V, x, ν).
Now we study the case x / ∈ L. By Lemma 14 with probability at least 1− 2 −2 r , the H used in the threshold tester is a regular (d, 2 r , s2 r , ν)-disperser. Assume that H is such a disperser. Let π be any oracle. Let U be the set of all R-bit strings that are accepting strings for T π (H, V, x, ν). Let S be the set of all r-bit strings which are accepting strings for V π (x). Since the proof system has soundness s, the set S can contain at most s2 r strings. By Definition 22, a vertex is in U if at least fraction ν of its neighbors are connected to vertices in S. Since H is a regular (d, 2 r , s2 r , ν)-disperser, U can contain at most 2 r elements. Thus with probability at least 1 − 2 −2 r , for all oracles π, there are at most 2 r accepting R-bit string for T π (H, V, x, ν).
As usual we now want to construct a graph from the tester T (H, V, x, ν).
To keep down the size of the graph, we let each vertex correspond to several accepting computations. Specifically, a vertex is defined by a random string and a list of νd accepting computations of the verifier V . Definition 23. Let T (H, V, x, ν) be a threshold tester from definition 22. A ν-transcript of an accepting computation of T (H, V, x, ν) is a list of νd lists of pairs of oracle queries and answers corresponding to the first νd accepting runs of V in this accepting computation.
Definition 24. Two ν-transcripts are consistent if whenever the same query occurs in the more than one transcript the answers are the same in both transcripts.
Definition 25. Given a threshold tester T (H, V, x, ν) we define the graph G T (H,V,x,ν) as follows: Every vertex in G T (H,V,x,ν) corresponds to a set of accepting computations of the threshold tester, namely those accepting computations of T (H, V, x, ν) that have the same random string and the same ν-transcript as per Definition 23. Two vertices in G T (H,V,x,ν) are connected if they correspond to different random strings and the ν-transcripts are consistent.
Lemma 16. Suppose that we use a verifier V from a PCP with free bit complexity f to construct first T (H, V, x, ν) as described in Definition 22 and then G T (H,V,x,ν) as described in Definition 25. Then G T (H,V,x,ν) has at most 2 R+(R+2)Fν vertices, where F ν is defined by equation (4).
Proof. There are 2 R possible random strings. Since the free bit complexity of V is f , the number of accepting transcripts for each random string is at most
Lemma 17. Suppose there is a clique of size p2 R in G T (H,V,x,ν) . Then there is a proof which the threshold tester T (H, V, x, ν) accepts with probability at least p. Conversely, if there is a proof which T (H, V, x, ν) accepts with probability p, then there is a clique in G T (H,V,x,ν) of size at least p2 R .
Proof. Let S be the vertices in a clique of size p2 R . Since there are no edges between vertices in G T (H,V,x,ν) that correspond to the same random string, the vertices in S correspond to different random strings. Furthermore, each v ∈ S corresponds to a list of νd lists of accepting computations of the verifier V . Construct a proof π as follows: If (q, a) occurs in some vertex, put a as the answer to q in the proof. Since the vertices in S form a clique, the ν-transcripts corresponding to vertices in S are consistent. Thus, the above process will not introduce any conflicts. For the queries which do not occur in any vertex, put an arbitrary answer in the proof. Now consider a random string σ for which there is a vertex in S. T π (H, V, x, ν) will run the verifier V with d random strings. By the construction of π, at least νd of these runs accept, thus T π (H, V, x, ν) will accept on this σ. To conclude, T π (H, V, x, ν) accepts with probability at least p.
For the converse, consider a proof π making T (H, V, x, ν) accept with probability p. Then for each random string for which the verifier accepts there will be a vertex in the graph corresponding to the first νd accepting runs of V . Since the ν-transcripts corresponding to these vertices are consistent, all of these vertices will be connected. Thus, there is a clique of size p2 R in G T (H,V,x,ν) .
In the same way as in the proof of Lemmas 5 and 6 it follows that if a language L ∈ FPCP c,s [r, f ] and there is an algorithm B which can determine whether a graph with 2 R−(R+2)Fν vertices has a clique of size (c−ν)2 R /(1−ν) or a clique of at most size 2 r , then L ∈ coRTIME(T (N ) + p(N )), where T (N ) is the running time of the algorithm B on a graph with N vertices and p is some polynomial. Armed with this result, we can prove the following theorem:
Theorem 7. Suppose that NP ⊆ FPCP c,s [r, f ]. Let ν be any constant such that s < ν < c. Let h = (c − ν)/(1 − ν). Then, for any R > r, it is impossible to approximate Max Clique in a graph with N = 2 R+(R+2)Fν vertices within N 1/(1+Fν )−r/R−(log h −1 )/R in polynomial time unless NP ⊆ ZPTIME(2 Θ(R+Fν +RFν ) ).
Proof. By Lemma 7, it suffices to show that it is hard to approximate Max Clique unless NP ⊆ coRTIME(2 Θ(R+Fν +RFν ) ). Let the language L above be some NP-complete language, and the algorithm B some algorithm with polynomial running time. Then we obtain that unless NP ⊆ coRTIME(2 Θ(R+Fν +RFν ) ), it is impossible to approximate Max Clique in a graph with N vertices within
in polynomial time. The exponent in the above expression is at most
Also in this case it is possible to weaken the assumption on the approximation algorithm for Max Clique, which gives the following theorem (we omit the proof):
Let ν be any constant such that s < ν < c. Let h = (c − ν)/(1 − ν). Then, for any R > r, it is impossible to approximate Max Clique in a graph with N = 2 R+(R+2)Fν vertices within N 1/(1+Fν )−r/R−(log h −1 )/R by algorithms with expected polynomial running time unless NP ⊆ ZPTIME(2 Θ(R+Fν +RFν ) ).
If F ν is a constant and r(n) ∈ O(log n), we get a theorem which says that Max Clique is hard to approximate within N 1/(1+Fν )− −o(1) , for ν arbitrarily close to c, if we choose R = r/ in the above theorem. This might seem worse than in the case with two-sided error, where the interesting parameter wasf = (f +log c −1 )/ log(c/s) instead of F ν . However, when c is close to 1 and s is small, we expectf and F ν to be close.
A PCP With Low Amortized Free Bit Complexity
In their recent paper, Samorodnitsky and Trevisan [22] give a new PCP for NP with optimal amortized query complexity, 1 + for any constant > 0. This result implies that the test has free bit complexity , for any constant > 0. Since the analysis of the construction is much simpler than the analysis of the construction of Håstad [15] , with reasonable effort it is possible to work through the construction with a non-constant ; it turns out that the analysis is correct even in this case. In this section, we give a review of the construction of Samorodnitsky and Trevisan [22] rephrased in a way that is useful for the applications of this paper. The starting point is the same as in Håstad's recent construction [14] used to prove hardness of approximation for linear equations: The NP-hard problem G-gap E3-Sat-5 [2, 9] .
Definition 26. G-gap E3-Sat-5 is the following decision problem: We are given a Boolean formula φ in conjunctive normal form, where each clause contains exactly three literals and each literal occurs exactly five times. We know that either φ is satisfiable or at most a fraction G of the clauses in φ are satisfiable and are supposed to decide if the formula is satisfiable.
An Interactive Proof System For G-gap E3-Sat-5
There is a well-known two-prover one-round interactive proof system that can be applied to G-gap E3-Sat-5. It consists of two provers, P 1 and P 2 , and one verifier. Given an instance, i.e., an E3-Sat formula φ, the verifier behaves as follows:
1. Pick a clause C and variable x in C uniformly at random from the instance.
2. Send x to P 1 and C to P 2 . P 1 returns an assignment to x and P 2 returns an assignment to the variables in C.
3. Accept if these assignments are consistent and satisfy C.
If the provers are honest, the verifier always accepts with probability 1 when φ is satisfiable. However, the provers can fool the verifier to accept an unsatisfiable instance of G-gap E3-Sat-5 with probability at most (2 + G)/3. To summarize this in the language of PCPs, the abovementioned proof system has completeness 1 and soundness (2 + G)/3. The soundness can be lowered to ((2 + G)/3) u by repeating the protocol u times independently, but it is also possible to construct a one-round proof system with lower soundness as follows: The verifier picks u clauses {C 1 , . . . , C u } uniformly at random from the instance. For each C i , it also picks a variable x i from C i uniformly at random. The verifier then sends {x 1 , . . . , x u } to P 1 and the clauses {C 1 , . . . , C u } to P 2 . It receives an assignment to {x 1 , . . . , x u } from P 1 and an assignment to the variables in {C 1 , . . . , C u } from P 2 , and accepts if these assignments are consistent and satisfy C 1 ∧ · · · ∧ C u . As above, the completeness of this proof system is 1, and it can be shown [21] that the soundness is at most c u G , where c G < 1 is some constant depending on G but not on u or the size of the instance.
The PCP
The proof is what Håstad [14] calls a Standard Written Proof with parameter u. It is supposed to represent a string of length n. When φ is a satisfiable formula this string should be a satisfying assignment.
Definition 27. If U is some set of variables taking values in {−1, 1}, we denote by {−1, 1} U the set of every possible assignment to those variables.
Definition 28. The long code of an assignment x ∈ {−1, 1} U is a mapping Definition 30. A Standard Written Proof with parameter u is a correct proof for a formula φ of n variables if there is an assignment x, satisfying φ, such that A V is the long code of x| V for any V of size at most u or any V constructed as the set of variables of u clauses.
The verifier is parameterized by the integer k and the positive real number > 0, and it should accept with high probability if the proof is a correct Standard Written Proof for a given formula φ.
The verifier uses a convention called folding when it accesses the proof. This convention ensures that the constant term in the Fourier series-the term corresponding to the case when α is the function that always evaluates to 1 for all arguments-is zero, which turns out to be important below. Håstad [14] calls this folding over true. Another technical property that turns out to be important is that the only non-zero terms in the Fourier expansion of certain tables in the proof are terms corresponding to the case when α is a function evaluating to −1 only for arguments that form satisfying assignments to a Boolean formula Φ. This can be achieved by what Håstad [14] calls conditioning upon Φ. Folding over true and conditioning upon Φ can be done simultaneously, we refer the reader to Håstad's paper [14] for details. In this paper, all tables accessed by the verifier are assumed to be folded over true. The tables that are also conditioned upon Φ are denoted by A V,Φ below.
We are now ready describe the procedure used by the verifier.
1. Select uniformly at random u variables x 1 , . . . , x u . Let U be the set of those variables.
2. For j = 1, . . . , m, select uniformly at random u clauses C j,1 , . . . , C j,u such that clause C j,i contains variable x i . Let Φ j be the Boolean formula C j,1 ∧ · · · ∧ C j,u . Let W j be the set of variables in the clauses C j,1 , . . . , C j,u .
3. For i = 1, . . . , k, select uniformly at random f i ∈ F U .
4. For j = 1, . . . , k, select uniformly at random g j ∈ F W j .
For all
, choose e ij ∈ F W j such that, independently for all y ∈ W , (a) With probability 1 − , e ij (y) = 1.
(b) With probability , e ij (y) = −1.
6. Define h ij such that h ij (y) = f i (y| U )g j (y)e ij (y).
If for all (
This verifier has query complexity 2k + k 2 and since there are exactly 2k accepting configurations for every outcome of the verifier's random string, both the free bit and the average free bit complexity are 2k.
Lemma 18. The verifier needs
r ≤ u log n + ku log 5 + k2
random bits.
Proof. To select the set U , at most log n u random bits are needed. Once U has been selected, it is enough to use k log 5 u random bits to select the sets W 1 , . . . , W k since every variable occurs in five clauses. Since there are 2 2 s functions from a set of size s to {−1, 1}, it is enough to use k2 u + k2 3u to select the functions f 1 , . . . , f k and g 1 , . . . , g k . To sample one of the error functions e 11 , . . . , e kk , we need to use log −1 random bits for every possible assignment to the variables it depends on. Thus, k 2 2 3u log −1 random bits suffice to sample all the error functions.
Lemma 19. The completeness of the above PCP is at least (1 − ) k 2 .
Proof. Given a correct proof, the verifier can only reject if one of the error functions e ij are not 1 for the string encoded in the proof. Since the error functions are chosen pointwise uniformly at random, the probability that they all evaluate to 1 for the string encoded in the proof is (1 − ) k 2 . Thus, the verifier accepts a correct proof with at least this probability.
To prove a bound on the soundness, Samorodnitsky and Trevisan [22] expand an expression for the acceptance condition in a Fourier series, and then manipulate this expression to obtain a strategy for the provers P 1 and P 2 in the two-prover one-round interactive proof system for G-gap E3-Sat-5 from Sec. 7.1. We outline the quite technical proof below. In the proof we need to use the Fourier expansion of the long code. More details on this topic can be found in the paper of Samorodnitsky and Trevisan [22] or in Håstad's paper [14] , for the purposes in this paper it is sufficient to know that a function A: F V → {−1, 1} can be written as
Lemma 20. Suppose that the verifier in the above PCP accepts with probability 2 −k 2 + δ. Then there exists a strategy for the provers P 1 and P 2 in the two-prover one-round interactive proof system for G-gap E3-Sat-5 from Sec. 7.1 such that the verifier accepts with probability at least 4 δ 2 .
Proof. To shorten the notation, we define the shorthands A(f ) = A U (f ) and B j (g) = A W j ,Φ j (g). The test in the PCP accepts with probability 2 −k 2 S⊆E E[T S ] where
We use the convention that T ∅ = 1. Suppose that the acceptance probability is at least 2 −k 2 + δ for some δ > 0. Then some term, corresponding to some S = ∅, in the above expression is at least δ. Number the vertices in this set S in such a way that there is at least one edge of the form (1, j) and all edges of that form are (1, 1) , . . . , (1, d) . Split the product in the definition of T S into the two factors
Since the first factor is independent of f 1 and e 1,1 , . . . , e 1,k , we use conditional expectation to rewrite E[T S ]. If we let E 1 [·] denote the expected value taken over the random variables f 1 and e 1,1 , . . . , e 1,k , we obtain
which implies, since |A(·)| = |B j (·)| = 1, that by the Cauchy-Schwartz inequality
The remaining factors are expressed using the Fourier transform:
whereÂ α = A, χ α andB j,β j = B j , χ β j . When we insert the Fourier expansions (9) and (10) into the bound (8) and expand the products, we obtain one term for each possible combination of α and β 1 , . . . , β d . It turns out that many of these terms vanish and that the remaining bound is as follows:
where the projections π U (β j ) are defined as the functions sending a y in W j to the element y:y| U =x β(y).
Let us sum up what we have done so far: Given that the verifier in the PCP accepts with probability at least 2 −k 2 + δ,
where the expectation is over the verifier's choice of U and W 1 , . . . , W k .
We now construct a strategy for the provers P 1 and P 2 . Prover P 1 receives a set U of u variables. For j = 2, . . . , d, P 1 selects uniformly at random u clauses C j,1 , . . . , C j,u such that clause C j,i contains variable x i . Let Φ j be the Boolean formula C j,1 ∧ · · · ∧ C j,u . Let W j be the set of variables in the clauses C j,1 , . . . , C j,u . Then P 1 computes the Fourier coefficients
, forms the function α = απ U (β 2 ) · · · π U (β d ) and returns an arbitrary x such that α (x) = 1. If no such x exists, P 1 returns an arbitrary x ∈ {−1, 1} U .
Prover P 2 receives Φ 1 consisting of u clauses, computesB 1,
The acceptance probability of this strategy can be written
Thus, we assume from now on that U and Φ 1 , . . . , Φ d are fixed and try to estimate the acceptance probability under these assumptions. The folding implies that there exists x such that (π U (β 1 ))(x) = 1; by the conditioning the function α sends every such x to the element −1. This implies that there exists a y such that x = y| U and β 1 (y) = 1. Given the x chosen by P 1 , the probability that P 2 chooses a y such that y| U = x and β 1 (y) = 1 is at least 1/|β 1 |. All this put together implies that the acceptance probability can be bounded from below by
We now use the bounds 1 |β|
where the first inequality follows since e x > 1 + x > x for any real positive x and the second inequality follows from e −x > 1 − x, which is true for any real positive x. Thus,
Corollary 5. The PCP described above is a PCP for the NP-hard language G-gap E3-Sat-5 provided that c u G < 4 δ 2 .
Proof. The provers P 1 and P 2 with the properties stated in Lemma 20 can be used to make the verifier in the two-prover one-round protocol for G-gap E3-Sat-5 from Sec. 7.1 accept an incorrect proof with probability at least 4 δ 2 . On the other hand, we know [21] that the soundness of the two-prover one-round protocol for G-gap E3-Sat-5 from Sec. 7.1 is c u G .
for any increasing function k(n) and some C 0 ∈ Θ(1).
Proof. To get c ≥ 1/e we need to have = 1/k 2 and to get s ≤ 2 1−k 2 we need to have δ = 2 −k 2 . These choices imply that
thus we select u = C 0 k 2 for some C 0 ∈ Θ(1). When we insert these choices of parameters into the bound (7) on the number of random bits from Lemma 18, we obtain
r ∈ Θ(log n log log n), f ∈ Θ( log log n).
Proof. Select k 2 = C 1 log log n, where 3C 0 C 1 < 1. Then r = Θ(log n log log n) + Θ(log log n log log log n)(log n)
where the last equality follows since 3C 0 C 1 < 1.
Hardness Of Approximating Max Clique
When we combine Corollary 6 from Sec. 7.2 with our reductions from Sec. 6.2, we obtain the following result regarding the approximability of Max Clique:
Theorem 10. The size of the largest clique in a graph with N vertices cannot be approximated within N 1−O(1/ √ log log N ) in polynomial time unless NP ⊆ ZPTIME(2 O(log n(log log n) 3/2 ) ).
Proof. By Corollary 6, G-gap E3-Sat-5 ∈ FPCP c,s [r, f ], where c ≥ 1/e, s ≤ 2 −Θ(log log n) , r ∈ Θ(log n log log n), f ∈ Θ( log log n).
If we select ν = 1/3 < c,
Then we set R = r/F ν = Θ(log n(log log n) 3/2 ) in Theorem 7 and get that
and that it is impossible to approximate Max Clique in a graph with N = 2 R+(R+2)Fν vertices within
in polynomial time, unless NP ⊆ ZPTIME(2 Θ(r/Fν +Fν +r) ) = ZPTIME(2 Θ(log n(log log n) 3/2 ) )
Since N = 2 R+(R+2)Fν = 2 Θ(log n(log log n) 3/2 ) , log log N = Θ(log log n), which implies that the ratio (12) can be written as
Note that we do not gain anything if we use Theorem 6 instead of Theorem 7.
In the former case we get
and to get a reasonable value for r, we need to set k 2 = O(log log n). Thus we get the same hardness result (except for the constant), but with a stronger assumption, i.e., NP ⊆ BPTIME(·) instead of NP ⊆ ZPTIME(·), if we use Theorem 6. We could try to improve the result results by strengthening the assumptions on NP. To do this, we probably need a new PCP which does not use the long code. Basically, the what happens when we try to improve the lower bound is the following: As we try to increase the gap by querying more bits in the proof, the number of random bits used increases, with the result that the size of the FGLSS graph grows to fast for us to get any improvement.
To see this, suppose we try to get an even larger gap in Corollary 6. To get this, we would need a parameter k = Ω( √ log log n). This would make the last term in the bound (7) dominate, that is, r = Θ(k 2 log k 2 2 3C 0 k 2 ). If we choose the rest of the parameters as before (with respect to k), we get that the size of the FGLSS graph, N = 2 Θ(r/Fν ) = 2 Θ(rk) . It follows that log log N = Θ(k 2 ), or equivalently, that k = Θ( √ log log N ). If we look at the important term in Theorem 7, we see that the best result we can get is that Max Clique is hard to approximate within N 1/(1+Fν ) = N 1/ (1+Θ(1/k) ) . Since k = Θ( √ log log N ), the best lower bound we can hope for is one of the form N 1−O(1/ √ log log N ) .
Since the last term in r comes from choosing bits to read in the proof, a more efficient encoding of the proof would decrease this term, and thus we would get a better expression of k as a function of N .
The Construction Of Feige and Kilian
In their reduction, Feige and Kilian [8, 11] do not compute a lower bound on the approximability of the chromatic number ab initio. Instead, they computed a lower bound on the approximability of a relaxation of the chromatic number, the fractional chromatic number. Their proof circles around the following four quantities of a graph G:
2. α(G) = the size of G's maximum independent set.
3. χ(G) = the minimum number of colors needed to vertex-color G.
χ f (G) = the fractional chromatic number of G.
The above parameters are intuitively related, since a graph with a large maximum independent set should not need many colors to properly vertex color it.
Lemma 21. For any graph
Proof. By the definition of the fractional chromatic number, there exists a distribution D on G's independent sets with the property that for any ver-
Introduce an indicator random variable
Then v∈V (G) X v is the size of the independent set selected according to D.
Since all of G's independent sets have cardinality at most α(G),
It turns out that the fractional chromatic number is sandwiched between two expressions involving the chromatic number. Since we can pick the independent sets corresponding to the color classes obtained from a proper vertex-coloring of G with χ(G) colors and use the uniform distribution on these independent sets as the distribution D above, the fractional chromatic number can be bounded from above by
As for a lower bound, Lovász [18] has shown that
This implies that a hardness result of the form n β for the fractional chromatic number translates into a similar hardness result for the chromatic number.
Lemma 22. Suppose that the fractional chromatic number of a graph G with n vertices cannot be approximated within n β(n) . Then the chromatic number of this graph cannot be approximated within n β(n)−O(log log n/ log n) .
Proof. Suppose that we have an algorithm A that outputs a value
. By the bound (16), we can use
to approximate χ f (G) within n β(n) , which contradicts the assumption of the lemma. Since α(G) ≤ n, we conclude that it is impossible to approximate χ(G) within
The above lemma implies that if we can prove a result similar to Theorem 2 for the fractional chromatic number, we more or less automatically obtain a result for Min Chromatic Number. As we saw in Theorem 3, Feige and Kilian [11] obtained such a result by introducing a new parameter, the covering radius, associated with the prover in a PCP. To amplify the bound, Feige and Kilian [8, 11] used graph products.
Definition 31. For any two graphs G and H, we define the graph product G × H as the graph with vertex set V (G) × V (H) and edge set
The k-wise graph product of G with itself is denoted by G k .
It is easy to see that α(G D ) = (α(G)) D and Lovász [18] has shown that
These observations immediately strengthens Corollary 3 as follows:
where r ∈ O(log n) and the other parameters are constants. Then it is impossible to approximate Min Chromatic Number within any constant in polynomial time unless P = NP.
To get from a constant lower bound to a bound of the form n β we must use D = Ω(log n). However, this gives a graph with superpolynomial size. Feige and Kilian [8, 11] studied vertex induced subgraphs of graphs formed by a graph product and proved that for any graph G, vertex induced subgraphs of G D can be used to obtained an amplified lower bound on the approximability of χ f (G).
Lemma 23. For any graph G and any integer D, a vertex induced subgraph G obtained by selecting-independently and uniformly at random with probability 2/C D -vertices from G D , satisfy the following relations with high probability:
Proof. The expected number of vertices in
To prove that the second property holds with high probability, first let S be any independent set in G D . For every s ∈ S, let X s be an indicator random variable for the event {s ∈ G }. Since Pr[X s = 1] = 2/C D and we assume that
From [8, Lemma 2.12] , it follows that
The probability that the second property does not hold is at most the sum over all independent sets S of the above probability. Since there are at most 3 D|V (G)|/3 independent sets in G D [8, Lemma 2.13] , this sum is at most
Since 3 1/3 /e < 1, the sum tends to 0 as n grows.
Then it is possible to randomly construct a graph G which has the following properties:
Df with high probability,
r+f with high probability.
Proof. By Theorem 3, the graph G V,x has the following properties:
By the choices G = G V,x and C = s2 r in Lemma 23, the following holds with high probability:
When these properties are combined with the bound (14) from Lemma 21, the proof follows.
Then it is impossible to approximate χ f in a graph with N ≤ 2 D(f +log s −1 ) vertices within N β in polynomial time unless
Proof. Suppose there is an algorithm A approximating χ f within N β in polynomial time. Consider the following probabilistic algorithm:
1. On input x, construct the graph G V,x from the RPCP.
Sample a random subgraph
By Corollary 8, the above algorithm probabilistically decides L with onesided error if A approximates χ f within
This error can be removed with self-reduction. To relate the above ratio to N β , we try to express it as N β . Solving for β gives:
= β.
As for the underlying assumption, step 1 takes time Θ(2 r+f ), step 2 can be done in time Θ(N ), and step 3 takes time Θ(N k ) for some constant k.
10 Randomizing the Protocol From Sec. 7
We now need to construct a protocol with good covering radius. We will do this by randomizing the protocol of Samorodnitsky and Trevisan [22] , described in Section 7.
The intuition behind the randomized version of the protocol is that prover adds some dummy clauses-which are not ordinary 3-Sat clauses, but clauses which contain three literals and are satisfied for any assignment-to the instance of G-gap E3-Sat-5. The new variables added to the instance in this way are given a random assignment. This introduces a distribution on the proofs, which enables us to prove something about the covering radius. Since the verifier has free bit complexity 2k, there are 2 2k different accepting views. We want to prove that each of those accepting views occur with probability 2 −2k according to the above distribution. Actually, we cannot achieve exactly this, but we can get within a constant factor, which is close enough.
In the case of perfect completeness, it is enough to prove that every possible outcome of the free bits occur with high enough probability when the prover selects a proof for the case x ∈ L. This was done by Feige and Kilian [8, 11] by requiring the selected functions to be well balanced. The verifier was then modified to abort its execution in a suitable way-it accepted in the original construction [8, 11] , but we want it to reject in this paper-whenever it happened to select an f i or a g j without this property.
In our case, however, it may occur that a proof selected by the prover is rejected because of the error functions e ij , which means that a naive computation of the probability of a certain outcome of the free bits overestimates the probability that this outcome occurs as an accepting computation. Indeed, for some random strings, there are no correct proofs which the verifier accepts. (Let us remark at this point that this does not contradict the fact that the free bit complexity is 2k. Once the verifier has fixed its random string, there are 2 2k accepting views, it is just that some of those accepting views may correspond to an incorrect proof.) We resolve this issue by ensuring that there are no views for which very few proofs are accepted. This can be accomplished by requiring that the functions e ij must be sparse and modify the verifier to reject if it selects an e ij lacking this property.
Since we make the verifier reject if it selects any bad function, the size of the FGLSS graph decreases. We must prove that this decrease is 1 − o(1); Lemma 23 and Corollary 8 are still valid if that is the case.
The Randomized PCP
The proof in the randomized PCP is an extension of the Standard Written Proof with parameter u defined in Sec. 7.2. Definition 34. A Randomized Standard Written Proof with parameters u and M is a correct proof for a formula φ of n variables if there is an assignment x, to the (M + 1)n variables in φ and R, satisfying φ, such that A V ∪R V is the long code of x| V concatenated with the variables in R V for any V constructed as a subset of size at most u of the variables and any V constructed as the set of variables of u clauses.
The intuition behind the above definitions is that we add, for every original variable, M new variables that are given a random assignment. This random assignment induces a distribution on the correct proofs. Note that the enumeration of the r ij variables in the construction implies that
Definition 35. Given U and W 1 , . . . , W k , the functions f i ∈ F U and g j ∈ F W j are well balanced if, for an arbitrary fixed x,
for all settings of the non-random variables, all u, and all v.
Definition 36. We call e ij -sparse if, for an arbitrary fixed x,
for all settings of the non-random variables in W j , any well-balanced f and g, all u, and all v.
The verifier is extended correspondingly. It is still parameterized by the integer k and the positive real number > 0, but it should accept with high probability if the proof is a correct Randomized Standard Written Proof for a given formula φ. As in Sec. 7.2, all tables accessed by the verifier are assumed to be folded over true. The tables that are also conditioned upon Φ are denoted by A V,Φ below.
1. Select uniformly at random u variables U = {x 1 , . . . , x u }. Let U = U ∪ R U .
2. For j ∈ {1, . . . , m}, select uniformly at random u clauses C j,1 , . . . , C j,u such that clause C j,i contains variable x i . Let Φ j be the Boolean formula C j,1 ∧ · · · ∧ C j,u , W j be the set of variables in Φ j , and
3. For i ∈ {1, . . . , k}, select uniformly at random f i ∈ F U .
4. For j ∈ {1, . . . , k}, select uniformly at random g j ∈ F W j .
5. Reject unless the functions f 1 , . . . , f k , g 1 , . . . , g k are well-balanced.
, choose e ij ∈ F W j such that, independently for all y ∈ W j , (a) With probability 1 − , e ij (y) = 1.
Reject unless the functions e 11 , . . . , e kk are 2 -sparse.
7. Define h ij such that h ij (y) = f i (y| U )g j (y)e ij (y).
If for all
The prover, given a satisfying assignment to the formula φ, chooses the proof according to the distribution induced by choosing each r ij uniformly and independently at random in {−1, 1}.
Lemma 24. The verifier needs u log n + ku log 5 + k2
Proof. To select the set U , at most log n u random bits are needed. Once U has been selected, it is enough to use k log 5 u random bits to select the sets W 1 , . . . , W k since every variable occurs in five clauses. Since there are 2 2 s functions from a set of size s to {−1, 1}, it is enough to use k2 u(1+M ) + k2 3u(1+M ) to select the functions f 1 , . . . , f k and g 1 , . . . , g k . To sample one of the error functions e 11 , . . . , e kk , we need to use log −1 random bits for every possible assignment to the variables it depends on. Thus, k 2 2 3u(1+M ) log −1 random bits suffice to sample all the error functions.
We note that the verifier can check whether its choice of f 1 , . . . , f k and g 1 , . . . , g k resulted only in well balanced functions in time O(2k2 3u+2k ), and whether its choice of e 11 , . . . , e kk resulted only in 2 -sparse functions in time O(k 2 2 3u+2k ). This time is polynomial in the size of the proof given that k and u are both O(log n).
The Prover's Perspective
The prover gives a random assignment the variables in the dummy clauses, i.e., to the r i variables. This introduces a distribution on the correct proofs and enables us to prove something about the covering radius.
Lemma 25. The RPCP in Sec. 10.1 has covering radius at least
where Π is the distribution on the proofs induced by choosing each r ij uniformly and independently at random in {−1, 1}.
Proof. By definition, ρ is a lower bound on Pr Π [view] for any view making the verifier accept when x ∈ L. When we have a correctly encoded proof the verifier accepts if the error functions all evaluate to 1. Thus, the probability of the accepting view
Corollary 9. The RPCP in Sec. 10.1 has covering radius at least
To bound the above probabilities we require that the functions f 1 , . . . , f k , g 1 , . . . , g k , and e 11 , . . . , e kk must have certain properties and claim that the covering radius is large whenever the functions have these properties.
Theorem 12. Suppose that f 1 , . . . , f k and g 1 , . . . , g k are well balanced and that e 11 , . . . , e kk are 2 -sparse. Then ρ ≥ (1 − 2k 2 )2 −2k−1 .
Proof. Since f 1 , . . . , f k and g 1 , . . . , g k are well balanced,
since e 11 , . . . , e kk are 2 -sparse,
By Corollary 9, this implies that ρ ≥ (1 − 2k 2 )2 −2k−1 .
Let us sum up what we have done so far: If the verifier selects only functions with certain nice properties, we obtain an RPCP with a covering radius that is only a constant factor from the optimal one-provided that we select ∈ O(1/k 2 ).
The Verifier's Perspective
Let us-for a moment-ignore the fact that the verifier may reject prematurely should it select a "bad" function. Then, with an argument identical to that in Sec. 7.2, it follows that the above PCP has completeness at least (1 − ) k 2 and soundness at most 2 −k 2 + δ provided that c u G ≤ 4 δ 2 . Regarding the soundness, the calculations in Lemma 20 work also in this extended case by letting the set U in Lemma 20 correspond to U ∪ R U , and the sets W j correspond to W j ∪ R W j . This gives a strategy for the provers P 1 and P 2 which gives an assignment to both the non-random and the random variables, and the success rate for this strategy is at least 4 δ 2 .
That the verifier rejects if it selects a bad function can never increase the soundness. Thus, as far as the soundness is concerned we may ignore the fact that the verifier may reject prematurely. However, the size of the FGLSS graph corresponding to the verifier in question decreases slightly since some vertices, the vertices corresponding to some random strings, are removed entirely. We now prove that this decrease is miniscule. In fact, the only critical bound is the bound on χ f when x / ∈ L. For this bound, i.e., the bound from Corollary 8, to remain valid, it is enough to prove that the decrease is less than a 1 − o(1) factor. We start by proving a bound on the probability that f 1 , . . . , f k and g 1 , . . . , g k are well balanced.
Lemma 26 [11, Lemma 5] . Let r 0 be the number of random variables in U and let s 0 be the number of non-random variables in U . Let r j and s j be defined accordingly for the W j . Let n j = r j + s j . Suppose that r j − 2k − 1 ≥ 5n j /6, n j ≥ 6 log 2k + 12,
2
(1/3)n j −1 − 2 (1/6)n j ≥ 2k + s 1 + . . . + s k .
Then all but a 2k k i=0 e −2 n j fraction of the choices of f 1 , . . . , f k , g 1 , . . . , g k are well balanced.
Corollary 10. Suppose that k(n) is an increasing function, M ≥ 12, and u ≥ 26k + 13. Then all but a 2k(k + 1)e −2 u/2 fraction of the choices of functions f 1 , . . . , f k , g 1 , . . . , g k are well balanced.
Proof. It follows from steps 1 and 2 in the description of the verifier in Sec. 10.1 that r j ≥ n j /(1 + 1/M ). We want to select our parameters in such a way that r j − 2k − 1 ≥ 5n j /6, which is, by the above bound on r j , equivalent to n j 1 − 5/M 6 + 6/M ≥ 2k + 1.
Since M ≥ 12, the left hand side is at least n j 1 − 5/12 6 + 1/2 ≥ n j 13 .
Thus, we need to select our parameters in such a way that n j ≥ 26k + 13. This bound will hold if u ≥ 26k+13, which also implies that n j ≥ 6 log 2k+12 for all k > 0. Since 2 (1/3)n j −1 − 2 (1/6)n j = Ω(2 n j /3 ), 2k + s 1 + . . . + s k = O(n 2 j ), clearly 2 (1/3)n j −1 − 2 (1/6)n j ≥ 2k + s 1 + . . . + s k for large enough n j . Thus, the conditions in Lemma 26 are met and the result follows.
Now we turn to proving that the error functions e 11 , . . . , e kk are 2 -sparse with high probability given that the verifier selected well balanced functions f 1 , . . . , f k , g 1 , . . . , g k . Let Π be the distribution induced by choosing all the random variables uniformly and independently at random.
Lemma 27. Assume that f 1 , . . . , f k , g 1 , . . . , g k are well balanced and that M u ≥ 4k + 2. Then Pr Π [ a j | f ( x) = u ∩ g( x) = v] ≤ 2 −5M u/2 for any fixed assignment a j to the variables in W j and any fixed u, v
Proof. By the definition of conditional probability,
Since the 3M u random variables in W j are set independently at random, Pr Π [ a j ] ≤ 2 −3M u and since the f and g are well balanced, Pr Π [ f ( x) = u ∩ g( x) = v] ≥ 2 −2k−1 . Thus,
where the last inequality follows from our assumption on k.
Corollary 11. Suppose that f 1 , . . . , f k , g 1 , . . . , g k are well balanced. Let r j be the number of random variables in W j . Assume that M u ≥ 4k + 2. Then the probability, over the choice of e ij for fixed i and j, that e ij is 2 -sparse is at least 1 − exp(3u + 2k − 2 2 M u/3−1 ).
Proof. By Definition 36, we must bound the probability that
for some setting of the non-random variables in W j and for some u and v. By Lemma 27, we can assume that for a fixed j
for any assignment a j to the variables in W j . Now fix u, v, and an assignment to the 3u non-random variables in W j . Let X a j = − + I {e ij ( a j )=−1| f (x)= u∩ g(x)= v} (25)
Then X is a random variable depending on the choice of e ij . Furthermore,
We bound the probability that X ≥ by noting that
The first identity follows by the construction of the functions e ij , the second bound follows by the assumption in the formulation of the lemma. Since there are 2 3M u random variables in W j , there are 2 3M u terms in the sum (26). This bound holds for fixed u, v, and a fixed assignment to the non-random variables in W j . Since there are 2 2k possible u, v and 2 3u possible assignments to the nonrandom variables in W j , we obtain that the probability, over the choice of e ij , that e ij is 2 -sparse is at least 1 − 2 3u+2k exp(− 2 2 M u/3−1 ).
By combining the above, we obtain the following bound on the probability that the verifier rejects prematurely.
Theorem 13. Suppose that k(n) is an increasing function, M ≥ 12, and u ≥ 26k + 13. Then, the verifier selects well balanced functions f 1 , . . . , f k and g 1 , . . . , g k and 2 -sparse error functions e 11 , . . . , e kk with probability at least 1 − 2k(k + 1)e −2 u/2 − k 2 exp(3u + 2k − 2 2 M u/3−1 ). = Θ(log n log log n), where the last equality follows since 3C 0 C 1 (1 + M ) < 1.
Let us remark at this point that the above choices of parameters satisfy the requirement that the decrease in the FGLSS graph due to the possibility of rejecting prematurely is bounded by a factor 1 − o(1).
Hardness Of Approximating
Min Chromatic Number
When we combine Corollary 12 with the reductions from Sec. 9 we obtain our hardness result regarding the approximability of Min Chromatic Number:
Theorem 15. The fractional chromatic number in a graph with N vertices cannot be approximated within N 1−O(1/ √ log log N ) in polynomial time unless NP ⊆ ZPTIME(2 O(log n(log log n) 3/2 ) ).
Proof. By Corollary 12, G-gap E3-Sat-5 has an RPCP with the following parameters:
s ≤ 2 −Θ(log log n) , r ∈ Θ(log n log log n), f ∈ Θ( log log n).
If we set D = r/k = Θ(log n √ log log n) and use Theorem 11, it follows that χ f is impossible to approximate within N β , where β = 1 − log ρ −1 f + log s −1 − log D + r + f D(f + log s −1 ) = 1 − O( √ log log n) Ω(log log n) − O(log n log log n) Ω(log n(log log n) 3/2 ) = 1 − O(1/ log log n), unless NP ⊆ ZPTIME(2 Θ(r+r(2+k)) ) = ZPTIME(2 Θ(log n(log log n) 3/2 ) ).
The number of vertices in the graph is N = 2 D(f +log s −1 ) = 2 Θ(log n(log log n) 3/2 ) and since log log N = Θ(log log n), we obtain β > 1 − O(1/ √ log log N ).
