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ABSTRACT 
Let A,, . . , A,, C, P E B(H), the Banach algebra of all bounded linear operators on 
a complex Hilbert space H. It is shown that (1) A, PAf + * * * +A, PAZ > CPC* for all 
P > 0 if and only if for every x in H there exist scalars q(x), . , ak( x) with 
la,(r)ls+ *** +lak(x)12 6 1 such that Cr = ar(rjA,x + *a* +ak(r)Akx; (2) 
A,PA~+A2PA*,>CPC*forallP~OifandonlyifC=aAl+bA2with la12+ (b12 
< 1; (3) if there is a vector zx in H such that A, x, . . . , A, r are linearly independent, 
then A,PAT + ... + AkPAl > CPC* for each P ) 0 if and only if C = a, A, 
+ ... +akAkwith la,l’+ +.a + I ak I 2 Q 1. Finally, some applications of the above 
results to the representation of positivity-preserving elementary operators on B(H) are 
given. 
0. INTRODUCTION 
Let H be a complex Hilbert space with inner product (* , - ); B(H) the 
Banach algebra of all bounded linear operators on H; and A,, . . . , A,, C, PE 
B(H), where P 2 0 [i.e., (Px, x) 2 0 for all x in H]. In this paper we discuss 
the operator inequality 
A,PA; + *.. +A, PA: 2 CPC* (O-1) 
as well as its relation to the linear combination of operators. In Section 1 we 
prove that the inequality (O-l) holds for every P > 0 if and only if for each x in 
H, there exist complex numbers a,(x);’ ., ak( x) with 1 a,(r) ( ’ 
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+ a** +]u~(x)(~< Isuchthat Cx=al(x)A,xf .** +ak(x)Akx.Thenitis 
natural to ask: If the inequality (O-l) holds for all I’ 2 0, must C be a linear 
combination of operators A,, . . . , A$ In Section 2 we show that in general, 
the answer is no if k 2 3. However, if k < 2 or if there is a vector x in H such 
that A,x,...,Ak x are linearly independent, then the answer is yes. In 
Section 3 we give some applications of the results in Sections 1 and 2 to the 
representation of positivity-preserving elementary operators on B(H), and give 
a negative answer to a question asked in [3]. 
1. OPERATOR INEQUALITY 
Let A,, . . . , A,, C be bounded linear operators on a complex Hilbert 
space H. We consider the operator inequality of the form A,PAT 
+ - * * +AkPAi > CPC*, where AT, C* are the adjoint operators of Ai, C, 
respectively, and P is a positive operator, i.e., P > 0. The main result in this 
section is the following. 
THEOREM 1.1. The following conditions are equivalent: 
(1) A,PAy + e-9 +A, PA: 2 CPC* for all P > 0; 
(2) A,PA; + * * * + A, PA: 2 CPC* for all rank one (orthogonal) projective 
operators P; 
(3) for every x in H there are complex numbers q(x), . . . , ak( x) with 
Ial( + **f +) c~~(r)1~ < 1 such that Cx = a,(x)A,x + **a +ak(x)Akx; 
(4) ATPA, + a-* + A: PA, 2 C*PC for all P 2 0; 
(5) ATPA, + a-* + AZ PA, 2 C*PC for all rank one projective operators P; 
(6) for every x in H there are complex numbers rl( x), . . . , rk( x) with 
Ir1(x)12 + *** +)r~(x)12<lsuchthatC*x=r,(x)A~x+**-+q(x)Azx. 
Proof. (1) * (2): Obvious. 
(2) * (3): For any XE H, without loss of generality, we may assume 
]I x ]I = 1. Let PO = x @ x; then PO is a rank one projective operator. By (2) we 
have 
A,P,A: + .-. +AkP,,A; > CP&*. (l-1) 
OPERATOR INEQUALITIES 
On the space Hck) (the direct sum of k copies of H), let 
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The inequality (l-l) implies TT* > SS*, and by [l], there is a uniquely 
determined contraction X E B( Hck)) such that S = TX and ker X* > ker T. It 
turns out that 
i 
x, 0 *-* 0 
x= x, 
0 *** 0 
. . . . . . 
x, 0 **- :I 0 
and ker XT > ker AiP,, for i = 1, . . . , k. It is easy to see that each Xi is an 
operator of rank at most one, i.e., there is yi in H such that XF = r @ yi. 
Again, S = TX implies that 
CP, = A,x@yi + **a +Akx@yYk. P-2) 
Write ui( x) = (r, yi), i = I, . . . , k. Then, by (I-z), 
Moreover, by taking ? = (r, 0, . . . ,O) E Hck), we get 
= IIWG ilxl1k 1, 
finishing the proof of (2) * (3). 
To show (3) * (4), we need a lemma which might be well known. We give 
its proof here for completeness. 
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LEMMA 1.2. Let a,, . . . , ak be complex numbers such that 1 a, ) ’ 
+ * * * + ( ak I2 < 1. Then the inequality 
~Izi12-~~aizi~2~o 
holds fw arbitrary numbers zl,. . . , zk. 
Proof. 
a fl lc~<klaj 
i . . j#i 
I ’ 
I 
I zi I ’ - I<:,, I aiajzizj I 
.s. j#i 
= C (laiZj n 
1 gi<j<k 
1 - 1 ajzi I)’ 2 0. 
Now let’s prove (3) * (4). Given P 2 0 in B( If), since for every x E H 
there are scalars a,(x), . . . , ak( x) with 1 a,(r) I2 + * * * -I- 1 ak( x) I2 < 1 such 
that Cx = a,(r) A, x + * * . +ak( x) Ak( r), we have by Lemma 1.2 that 
(c*pcx, x) = I( P’12Cr /I2 
=)Iu,(~)P”~A~x + ‘-- +ak( X)P”2A~X~~2 
G (la,(~)lllP”2A,~ll + ‘-’ +l~k(r)lllP”‘Ak~ll)’ 
< 11 P”‘A, x iI2 + * - * + 11 P”‘Ak X 11’ 
and hence 
= 
(( 
ATPA, + * ** +f@%,) x, x), 
ATPA, + .*. +A;PA, > c*Pc. 
Similarly, one can prove that (4) * (5) * (6) * (l), and this completes the 
proof of Theorem 1.1. n 
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Note that if equality holds for every P 2 0 in the inequality (O-l), then, by 
a result in [2], it is easy to see that the dimension of the linear span of 
A,, . . . > A, is not larger than (k + 1)/2. Thus, if dim Span{ A,, . . . , Ak} > (k 
+ 1)/2, the equality cannot hold f or all P > 0. As a matter of fact, more can 
he said about it. 
THEOREM 1.3. Suppose that the inequality A, PAT + * . . + A, PA: > CPC* 
holds for every P 2 0. Zf equality holds for some PO, then Pil’C* is a linear 
combination of Pif”AT, . . . , Pil”AE, and in addition, one of the following is true: 
(1) dim span{ Pi’“AT, . . . , P,‘l”AE} < 1. 
(2) There exist uectors xl, . . . , xk and y in H such that PO ‘/“A; = y@ 
x1,. . .> Po’/“A; = y@xk. 
Proof. By Theorem 1.1, for every x E H there are scalars rr( x). . . . , rk( x) 
such that Ir1(x)12 + .** +lrk(r)12 < 1 and c*x = rr(x)ATx + *** + 
rk(x)A:x. Now AlPoAT + .** +AkP,,Ai = CP,,C* implies that 
)(r,(x)P;/2A;x + *** +rk(x)P,1’2A;~112 
= I( P;/“A;xl~” + **a +(I P;‘“A;xl12. (l-3) 
It follows from the proof of Lemma 1.2 that if Pt/2Aix # 0 for some i, then 
(l-3) implies rr( r)2 + * * * + rk( x)~ = 1 and dim Span{ P,‘12Ayx, . . . , Pt’“A: x) 
= 1. Assume that dim Span{ Pi’“AT, . . . , P,‘/2A:} > 1, and take i, j such that 
Phf”Af and Pif”AT are linearly independent. Because Pif2ATx and P,‘f2ATr 
are linearly dependent for every x in H, an argument similar to that of case 
(iii) in the proof of Lemma 2.3 shows that both PAf”AT and PAf”AT are rank 
one operators with the same range. So it is clear that there exist vectors 
, xk and y in H such that Pif”AT = y @ x1,. . PAl”A: = y@xk, and 
r&refore P112C* is also of rank one with Ph12C* = y g x,, for some x0 in H. 
Now we ‘mist have x0 E Span{ xi,. . . , xk}, since P,‘l”Ayx = * * * = Pil”A: x 
= 0 implies Pt12C*x = 0. Hence PO ‘12C* is a linear combination of 
P rf2A* P r/aA* ..*> a 
di”, Sp&{ PAI”AT, . . . , 
In the other case, that is, if 
P,‘l’& < 1, then there exists an i such that PA12C*r 
= a(x) P,““ATx for each x in H, where a(x) is a scalar related to x. It is easy 
to check that Ptf2C* = aPAI”AT for some constant a. The proof is finished. n 
COROLLARY 1.4. Suppose that A, PAT + * * * +A, PAZ > CPC* for every 
P 2 0. Zf equality holds for some injectiue P,, 2 0, then there exist scalars 
a,,. .., akwith (a,~2+~~~+Iak~2=1suchthatC=a,A,+~~*+akAk, 
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and moreover, either 
(1) dim Span{ A,, . . . , Ak} Q 1, or 
(2) there are vectors x1,. . . , xk and y in H such that A, = xl @ y, . . . , Ak 
= xk @ y. 
Proof. Obvious. n 
2. LINEAR COMBINATIONS OF OPERATORS 
According to Theorem 1.1, if A,, . . . , Ak and C E B( H) satisfy the inequal- 
ity 
A,PAy + .** +A,PA; 2 CPC* forall PaO, (2-l) 
then C can be locally represented as a linear combination of A,, . . . , A,, i.e., 
for each x in H, Cx is a linear combination of A, x, . . . , A, x. Now it is 
natural to ask: 
PROBLEM 2.1. Does the condition (2-l) imply that C is a linear combina- 
tion of A,, . . . , A$ or more precisely, does it imply that there exist scalars 
a,, . . . , ak with 1 a, 1 ’ i- * - + +Iak(2<1suchthatC=a1Ai+“‘+UkA$ 
PROBLEM 2.2. If for every x E H there exist a,(x), . . . , ak( x) in e such 
that Cx = a,(x)A,x + *** +Uk(x)Akx,andifsup{Ia,(x)I,...,Iak(x)(; xE 
H} < 00, must C be a linear combination of Ai, . . . , A$ 
The main purpose of this section is to solve these problems. 
It is clear that an affirmative answer to Problem 2.2 implies an affirmative 
-answer to Problem 2.1. On the other hand, if A,, . . . , Ak and C satisfy the 
assumptions in Problem 2.2, then by Theorem 1.1, A, P: + * * * +Ak PA: 2 
C’PC’* for all P > 0, where C’ = (l/&M)C and M = sup{ I a,(x) I,. . . , 
1 ak( x, I ; x E H}. Thus, Problem 2.1 has an affirmative answer also assures us 
that Problem 2.2 has an affirmative answer. Hence the two problems are in 
fact equivalent. 
It is well known that we cannot claim that A,, . . . , Ak and C are linearly 
dependent, though for every x in H, A, x, . . . , Ak x and Cx are. To see this, 
take A,, . . . , Ak and C on a space with dimension k. However, one may ask 
PROBLEM 2.3. IfCxESpan{A,x,..., Akx} for every x in H, do we have 
CE Span{ A,, . . . , Ak}? 
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Although the above problems are quite fundamental, we do not know very 
much about them, even for the cases of finite dimension. It is probably well 
known that for k = 1 the answer to Problem 2.3 is yes. However, the 
following counterexample shows that, if k > 1, the answer is no. Therefore, in 
general, the condition sup{ 1 a,(x) (, . . . , 1 uk( x) 1; x E H} < 00 in Problem 2.2 
cannot be deleted. 
EXAMPLE 2.1. There exist a Hilbert space H and A,, . . . , A,, C E B( H) 
such that Cx E Span{ A, r, . . . , Akr} for every x in H, but C is not a linear 
combination of A,, . . . , A,. 
Indeed, let H be a 2-dimensional space, and consider operators 
with respect to an orthonormal basis, where d, and d, are not zero. Then for 
each x in H, Cx is a linear combination of Ax and Bx, that is, there are scalars 
a(x) and b(x) such that Cx = a(x) Ax + b(x) Bx. But it is obvious that A, B, 
and C are linearly independent so long as d,c,, - d,c,, # 0. 
If, furthermore, we require in the above example that sup{ 1 u(x) 1, 1 b(x) 1; 
x E H) < 00, then CE Span{ A, B}. This is because that for every x = (xi, x2) 
with x2 + 0 we have b(x) = (cir - dlczz /d2) x1 /x2 + q2. Since b(x) are 
bounded, we must have d,czz - d,c,, = 0, i.e., A, B, and C are linearly 
dependent. Actually, this is a special case of the next theorem. 
THEOREM 2.2. Let H be a complex Hilbeti space, and A, B, C E B( H). If 
for every x in H there are complex numbers u(x) und b(x) such thut Cx = 
u(x)Ax + b(x)Bx and sup{ ju(x)l, 1 b(x)l; XEH} < 00, then C is a linear 
combination of A and B. 
Before giving the proof of this theorem, we consider the case of finite 
dimension. 
LEMMA 2.3. Let X, and X, be complex linear spaces with dimension n 
and m, respectively, and let A, B, C E B( X, + X,). lf for every x in X, there 
exist scalars u(x) and b(x) such that Cx = u(x) Ax + b(x) Bx, and if 
SUP{I~X)I> 14x11; x E H} < 03, then C is a linear combination of A and B. 
Proof. It is clear that Lemma 2.3 is true if 
(i) A and B are linearly dependent, or 
(ii) either n = 1 or m = 1. 
42 JINCHUAN HOU 
So in the sequel we always assume that A and B are linearly independent and 
n and m are not less than 2. 
(iii) Ax and Br are linearly dependent for all x in X,. In this case, it is 
obvious that the null spaces ker A and ker B cannot be included in each other. 
Thus there exist vectors x0 and y,, in X, such that Ax, # 0, Era = 0; 
Ay, = 0, By, # 0. It turns out that the restrictions of A and B to M = 
Span{ker A, ker B) are of rank one with the same range. We claim that 
M = X,. In fact, if M # X,, then at least one of A and B, say B, has rank 
larger than 1. Hence, there is an 3c E M L such that Bx and By, are linearly 
independent. But this would imply that A( x + y,,) and B( x + y,,) are linearly 
independent. Now it is easy to deduce that C = aA + bB for some scalars a 
and b. 
(iv) There exists a vector x E X, such that Ax and Bx are linearly indepen- 
dent. On taking bases for X, and X,, A, B, and C have the matrix 
representtaions 
and 
c= 
al” 
azn 
I 
f I 
a ?ll” 
-Cl1 Cl2 
C21 C22 
C ml CnI2 
B= 
. . . 
. . . 
. . . 
Cln 
C2n :I . . C mn 
From the assumption of the lemma, for each r = (xl, x2, . . . , x,) E X,, there 
exist scalars a(x) and b(x) such that Cr = a(x) Ax + b(x) Bx, i.e., 
n n n 
C cljxj = a( X)jglaljxj + b( X)j~lbljxj~ 
j=l 
f: c2jxj = a( x) $ a2jxj + b( x) J$l b2jxjT 
j=l 
P-2) 
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Since Ax and Bx are linearly independent for some x in X,, there exist ii and 
+-without loss of generality, say i, = 1 and i, = e-such that the determi- 
nant 
A(x) = 
does not identically equal zero for all 1c E X,. Now regard X, the 
same as (I$“), and denote 
Aa( x) = 
” 
C clj"j 
j=l 
ifI c2jxj 
j=l 
n I 
C bljxj 
j=l 
2 bzjxj ’ 
j=l 
A&) = 
” n I 
C aijxj ]Flcljxj 
j=l 
it a2jxj ,$lc2jxj ’ 
j=l 
It is clear that all of A(x), A,(x). and A,( ) x are holomorphic functions in n 
complex variables (xl, x2, . . . , XJ on @“). That A(x) is not identically zero 
implies that G = {x; A(r) # 0) is a dense open subset of @$“) and a(x) = 
A,( x)/A( 1~) is holomorphic on G. Because sup{ 1 a(x) 1; x E G} < 00, a(x) can 
be extended uniquely to a bounded holomorphic function on @$“). Therefore, 
by Liouville’s theorem, a(x) is a constant, i.e., a(x) = a on G for some 
constant a. Similarly, b(x) = A,( x)/A( x) = b on G for some constant b. 
Thus for every x in G, we have Cx = aAx + bBx, It follows from the density of 
G that C = aA + bB, completing the proof. n 
Proof of Theorem 2.2. For given positive number E > 0 and vectors 
xi, . . . , x, E H, let H, = Span{ xi, . . . , xn), H, = 
Span{ Ari, . . . , Ax,,, Bx,, . . . , Br,}, and let A, = A 1 H,, B, = B 1 H1, and C, = 
cI H,’ Then A,, II,, and C, E B( H, -+ H2) satisfy the conditions in Lemma 2.3. 
Thus C, = a,A, + b,B, for some scalars a, and b,. It follows that 
a,A + blBE {TgB(H); I\Txi - Cxi(I < E, i = 1,2,. . . , n}, 
and consequently, 
CE Span{ A, II}” = Span{ A, II}, 
where W”’ stands for the closure of the operator set W under the strong 
operator topology in B(H). This completes the proof. n 
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The following is an immediate consequence of Theorems 1.1 and 2.2. 
THEOREM 2.4. The following conditions are equivalent: 
(1) APA* + BPB* > CPC* for all P 2 0; 
(2) APA* + BPB* 2 CPC* f or all rank one projective operators P; 
(3) for every x in H there exist scalars a( zx) and b(x) with 1 a(x) 1 2 + 
1 b(x) 1 2 < 1 such that Cx = a(x) Ax + b(x) Bx; 
(4) there exist scalars a and b with I a I 2 + I b I ’ < 1 such that C = aA + 
bB; 
(5) A*PA + B*PB > C*PCfor all P > 0. 
However, the following result says that for k > 3 the answer to Problem 
2.1, as well as Problem 2.2, is negative. 
THEOREM 2.5. There exist A,, . . . , Ak, C E B( H) with k > 3 such that the 
condition (2-l) holds but C is not a linear combination of A,, . . . , A,. 
Proof. Let A,, A,, A,, and C be operators on a two dimensional Hilbert 
space H with 
A,= (: J2). A,= (“, b), A,= (y i), and 
(-= fl O 
i I 0 f2 . 
Obviously, 
A, PA; + A, PA; + A, PA*, 2 CPC* P-3) 
for every P > 0 if and only if 
( I4 I ’ - I fi I ‘)t,, + tz (de% - f&)t,, 
(&d, - .flfi)h, (IdA”- Ifi12)t22+tll 
for every 
P= > 0. 
Now it is easy to see that if we choose A, and C so that I d, ( 2 ( fi I > 0, 
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\dal >lfal >O,andO< Id,dz-f,f2) <1(saydl=fi=1,dz=2,and 
fa = $), then th e inequality (2-3) holds for all P > 0, but C is not a linear 
combination of A,, A,, and As if d,fi - dzfi # 0. 
It is now interesting to ask what are the conditions under which the 
answer to the problems is yes. Here are some results of this kind. 
For TE B(H), denote by T cn) the direct sum of n copies of T. 
THEOREM 2.6. Let A,, . . . , A,, C E B( H). The following conditions are 
equivalent. 
(1) Ar_“)PAT(“) + * * * + A(k” > C(“)PC*(“) for every positive integer n 
and every positive operator P E Z?( H(“)); 
(2) C = a, A, + * * * +ak A, for some complex numbers a,, . . . , ak with 
IaIl’+ ..* +lakl’< 1. 
Proof. (2) * (1) is trivial by Theorem 1.1. 
(1) * (2): For any E > 0 and vectors x1,. . . , x, in H, let x = (x1,. . . , xn) 
E H(“). Then by Theorem 1.1, there exist al(x). . . . , ak( r) in (I$ with I a,(x) ( ’ 
+ * - - + I ak( x) I ’ < 1 such that C(“)x = a,( x) Ay)x + - * * + ak( x) Ap)x. This 
means that a,(x)A, + *a* +ak(x)AkE{TEB(H); )ITxi - Cxi)I < E, i = 
1 >..., n}. Now it is obvious that there exist aI, . . . , ak E @i with I a, I ’ 
+ . ..+Iak1’~lsuchthatC=a.A,+...+QkAk. n 
COROLLARY 2.7. The following statements are equivalent: 
(1) APA* + BPB* 2 CPC*for all P > 0; 
(2) A(“) + B(“)PB*(“) 2 C(“)PC*@) for every positive integer n and 
every P > 0 in B( H(“)). 
Proof. By Theorems 2.4 and 2.6. n 
THEOREM 2.8. Suppose that A,, . . . , A, and CE B( H) satisfy ker Ai = 
(0) and ran Ai fl Span{ran Aj; 1 < j Q k, j # i} = {0}, i = 1, . . . , k. Zf 
A,PA; + ..* + AkPAz > CPC* holds for every P > 0, then C = aI A, 
+ ~**+akAkforsomea,,...,akinGwith Ia,12+~*~+1ak12<1. 
Proof. By taking P = I, the identity, we get X,, . . . , xk E B( H) such that 
C = A,X, + “’ +A,&. P-4) 
On the other hand, according to Theorem 1.1, for each x E H there are 
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U,(X)> . . . > uk(x) with I~,(T)[~ + *** +[u~(x)[~ Q 1 such that Cx = 
a,(x)Alx + ... + uk( x) A, x. Put this together with (2-4), and we have 
4[ X, - q(x)] x + -a - +A,[ X, - uk( x)] x = o. 
Now the assumptions on the operators A,, . . . , A, imply that 
[Xi - Ui( x)] x = 0 
for every i = 1, . . . , k, and it turns out that Xi = ail for some scalar ui, i.e., 
we have C = u,A, + *** +ukAk.Thefactthat I~,~~+*~~+~u~I~<lis 
obvious. n 
Indeed, the above result can be improved. To do this, we need the 
following 
LEMMA 2.9. Let X, and X, be complex linear spaces with dimension n 
and m, respectively, and let A,, . . . , A,, CE B( X, + X,). Zf for every x E X, 
there exist scalars u,(x), . . . , u,Jx) suchthutcx = u,(x)A,x + *.. +uk(x)Akx 
with sup{la,(x)l,..., Iuk(x)l; x E X,} < 00, and if there is a vector x0 E X, 
snchthatAlx,,,..., Ak xc are linearly independent, then C is a linear combinu- 
tion of A,, . . . , A,. 
The proof of Lemma 2.9 is similar to that in case (iv) of Lemma 2.3, and 
we omit it. 
THEOREM 2.10. Zf there exists a vector x0 in H such that A, xc, . . . , A, x,, 
are linearly independent, then the following conditions are equivalent: 
(1) A,PA: + a.. + A, PAi > CPC* for every P 2 0; 
(2) C = u,A, + ***+ukAk for some al,...,uk in G with (alI 2 
+-+luk12Q1. 
Proof. We need only to show that (1) * (2). Suppose (1) holds. For given 
E > 0 and vectors xl,. . . , x, E H, denote H, = Span{ x,,, x1,. . . , xn}, H, = 
span{Aixj; i=l,..., k, and j=O,l,..., n}, and let C’=CIH,, A:= 
Ai 1 H,, i = 1, . . . , k. Clearly, A;, . . . , Aji and C’ satisfy the assumptions of 
Lemma 2.9, so that there exist scalars t-r, . . . , rk with ( r1 1 2 + * - - + I rk I 2 
Q 1 such that C’ = rl AI + * * * +rk Kk, and, in particular, Cxj = rr A,xj 
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+ * . * + rk A, xj holds for each j = 1, . . . , n. Hence we have 
rlA, + **a +~~A~E{TER(H); IITxj- CX~]] < s,j= l,...,n}, 
but this implies that C E Span{ A,, . . . , Ak} and (2) holds. n 
3. POSITIVITY-PRESERVING ELEMENTARY OPERATORS 
In this section we give some applications of our previous results to the 
representation problem for positivity-preserving elementary operators A( a) = 
A,(*)B, + 1.. +A,( *) B, on B( If). Recall that A is called positivity-preserving 
if A( I’) 2 0 for every P 2 0 in B(H). Clearly, A is positivity-preserving if A 
has the form A(*) = I&(*)@ + * - * + Dk( *)Dz. Conversely, we proved in [3] 
that A has the form A(*) = Dr(*)DT + * - * + Dk( * ) DE if and only if for every 
positive integer n, A(“)( *) = A?)( *) Bi”) + * * * + A(kn)( a) BP) is positivity-pre- 
serving on B(H(“)). Moreover, when k < 3, we need only require that A2) be 
positivity-preserving. These results suggest the following 
PROBLEM 3.1. If the elementary operator A( * ) = A,( * ) B, + * . - + Ak( * ) B, 
is positivity-preserving on B(H), are there D,, . . . , D, E B( H) such that A( *) 
= Dl(.)D; + *.* +D,(*)D;? 
Our purpose here is to solve this problem. 
THEOREM 3.1. An elementary operator A( *) = A,(.)B, + A,( *)B, + 
As(.) B, is positiuity-preseruing if and only if there exist D,, D,, D, E 
Span{ A,, A,, As} such that A( *) = Dl( a) Dy + D2( *) 0; + D3( *) Dj. 
Proof. Suppose that A is positivity-preserving. 
(I) Roth { Ai, A,, As) and 1 B,, B,, I&} are linearly independent. Accord- 
ing to Lemma 2.1 in [3], in this case, there exist linearly independent 
operators D,, D,, D, E Span{ A,, A,, AZ} such that A has one of the following 
forms: 
A(‘) =Dl(*)D? + D2(*)Dz + D3(.)0;; N 
A(‘) =Dl(*)DT + D,(*)D; - D3(.)D;; (ii) 
A(‘) =Di(*)D? - D,(*)Dg - D3(.)Dj. (iii) 
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We assert that the form (ii) is impossible. Indeed, if A has the form (ii), then 
the inequality 
D,PD; + D,PD; 2 D,PDj 
holds for every operator P > 0, since A is positivity-preserving. But this would 
imply that D,, D,, and D, are linearly dependent by Theorem 2.4, a contra- 
diction. In the same way, the form (iii) is also impossible. Hence A has the 
form (i). 
(2) Either {A,, A,, A3} or { B,, B,, Bs} is linearly dependent. In this case 
A can be rewritten as A(*) = T,(e)& + Ts(*)S, or A(.) = T(*)S with T, Ti, Ta 
E Span{ A,, A,, As) and {T,, Z’s} and {S,, S,} linearly independent. Now, a 
similar argument to that in case (1) tells us that A must have the form 
A(+) = Dl(.)Dy + D,(*)Dz or A(*) = D(*)D* for some D,, D,, D, E 
Span{ A,, A,, AS), completing the proof. n 
Theorem 3.1 says that for k Q 3 the answer to Problem 3.1 is yes. But for 
k > 4, we have 
THEOREM 3.2. There is a positivity-preserving elementary operator A( .) = 
A,(.)& + .a* +Ak(*) B, with k 2 4 for which there are no D,, . . . , D, such 
that A = Dl(.) Dy + * * * + Dk(*) Dz. 
Proof. Let H be two dimensional, and A,, . . . , A, E B( H) with matrix 
representation 
Then, by the proof of Theorem 2.5, we have 
A, PA; + A, PA*, + A, PA*, > A, PA; 
for all P > 0. Hence the elementary operator A on B(H) defined by A(*) = 
A,(*) A; + A,(*); + As(. - Ad(.) A, * is positivity-preserving. Now suppose 
that there are operators D,, . . . , D4 E B( H) such that 
A(*) = D&)Dy + **a +D4(.)Dz. (3-l) 
OPERATOR INEQUALITIES 
It is clear that D,, . . . , D4 E Span{ A,, . . . , Ad} by [2]. Write 
Then 
and for any 
we have 
where 
Di = ailA, + --- +ai4A,, i= 1,...,4. 
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Di = 
ail + ai 
ai 
= D,XDT+ *a- +D4XDz 
P-2) 
‘11 = i$l [ I ail + ‘i4 I 2tll + ai2( Qil + aj4)t21 
+ ( Qil + ai4)‘i2t12 + I ai I 2t22] P P-3) 
x 12 = i$ [(ail + ai4)ai3tll + ai2ai3t21 
+ (‘il + ai4)(2a*l + Zai4) t12 
+aiz(2ail + ;ni4)t22]. P-4) 
Taking 
x = t11 0 
i I 
0 0’ 
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we obtain by (3-2) and (3-3) that 
air + ui4 = 0, i= 1,...,4. 
And then, taking 
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(3-S) 
with t,, # 0, 
we get from (3-2), (3-4), and (3-5) that 0 = xl2 = it,, # 0, which is impossi- 
ble. This shows that A cannot be represented in the form (3-l), finishing the 
proof. n 
THEOREM 3.3. Let A,, . . . , Ak, B,, . . . , B, E B(H), and A be an elemen- 
tary operator on B(H) defined by A( *) = A,( *)B, + . . * +A,( .)Bk. Suppose 
that there exists a vector x in H such that A, x, . . . , A, x (or, B, x, . . . , B, x) are 
linearly independent, Then A is positiuity-preserving if and only if there are 
operators D,, . . . , Dk E Span{ A,, . . . , Ak} such that A(.) = Dl( *) 0: 
+ *I. +Dk(.)D;. 
Proof. For the sake of convenience, we assume that there exists a vector 
xin Hsuchthat Arx,..., A, x are linearly independent. Note first that if the 
operators T,, . . . , T,, E Span{ A,, . . . , Ak} are linearly independent, 
Trx,..., T,,x are also linearly independent. In fact, since A,, . . . , A, are 
linearly independent, by adding some operators, we may suppose n = k. Write 
Tj = Cy= ltijAj. The k x k matrix T = (tij) is nonsingular, since T,, . . . , Tk 
are linearly independent. Now if 
r,T,x + **- +rkTkx = 0 
for some complex numbers rl, . . . , rk, then 
and hence 
5 ritij = 0, j= l,...,k. 
i=l 
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Because f is nonsingular, we must have rl = * * * = rk = 0, i.e., T1 X, . . . , Tk x 
are linearly independent. Therefore, without loss of generality, we may assume 
that B,, . . . , I?, are linearly independent. Now by [3], if A is positivity-pre- 
serving, then there exist linearly independent operators D,, . . . , D, E 
Span{ A,, . . . , Ak} such that A can be written as 
The remains is to prove m = k. If, on the contrary, m were less than k, then 
the inequality 
D, PDT + .** +D,,,PD; 2 D,FD: 
would hold for every operator P > 0. Since D, x, . . . , D,,,x are linearly inde- 
pendent, we would have, by Theorem 2.10, that D, E Span{ D,, . . . , D,,,), 
which is impossible. Hence, m = k and 
A(*) = D&)DT + *.. +D,(.)D:. 
The proof is completed. n 
Part of this work was done while the author was visiting Indiana University 
at Bloomington, Indiana 
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