ABSTRACT This paper introduces a fast implementation of the power iterations method for subspace hacking, based on an approximation less restrictive than the well known projection approximotion. This algorithm guarantees the orthonormality of the estimated subspace weighting matrix at each iteration, and satisfies a global and exponential convergence property. Moreover, it outperforms many subspace trackers related to the power method, such as PAST, NIC, NP3 and OPAST, while keeping the same computational complexity.
INTRODUCTION
Subspace tracking has been widely investigated in the fields of adaptive filtering, s o m e localization or parameter estimation. One of the various approaches proposed in the literature consists in the iterative optimization of a specific cost function involving the estimated covariance matrix of the data, in conjunction with a projection approximation hypothesis (see e.g. the PAST [I] and NIC 121 methods).
linked to the classical power iterations method [4] . A fast implementation of this method was proposed in [3], but numerical simulations showed that this algorithm (referred to as NP3) does not converge in many situations. Concurrently, the Oahonormal PAST (OPAST) algorithm [5, 6] is an other fast implementation of the power method which outperforms both PAST and NP3.
In this paper, we propose a new subspace tracker based on the power method and on a new mild projection approximation, which has the same computational complexity as the above mentioned algorithms, but reaches better performances than NIC and OPAST.
The paper is organized as follows. In section 2 the classical power iterations method is sununarized. The projection approximation is discussed in section 3. Then our approximated power iterations (API) method is introduced in section 4, and a fast implementation of this algorithm is proposed in section 5. Section 6 , shows that both PAST and OPAST can be viewed as approximations of the fast API algorithm. In section 7, the performance of this method is compared to that of NIC and OPAST. Finally, the main conclusions of this paper are summarized in section 8.
In [3] , it has been shown that these subspace trackers are closely where p > 0 is the forgetting factor. If W ( t -1 ) is a n X T orthonormal matrix (with T c n) spanning the principal subspace of C,,(t -1). the compressed data vector is defined as
(2)
To track the subspace weighting matrix W ( t ) , the power iterations method [3] consists of a data compression step (3) plus an orthonormalization step (4) at each iteration:
W ( t ) R(t) = C,,(t)
where C,,(t) be seen as a n x T covariance matrix, and R(t)H is a square mot of the T x T hermitian matrix 9 ( t ) 6
C,,(t)"C,,(t), which means that R ( t ) H R(t) = 9 ( t ) .
Note that R ( t ) H can be any square root of 9 ( t ) (for example, R ( t ) can be triangular The classical projection approximation [I] has been used in conjunction with various subspace hackers in order to reduce their complexity. It assumes that W ( t ) Y W ( t -1) at each time step. In the case of the power method, this approximation yields W ( t -l ) H C , , ( t ) W ( t -1) N R ( t ) . Consequently,R(t)H can no longer be any square root of O ( t ) , since it must be close to a non-negative hermitian matrix'. The NP3 implementation of the power method [3l was based on this approximation, but this algorithm relies on a matrix R(t) which deviates from the non-negative hermitian structure constraint. Therefore, the projection approximation does not stand, and this subspace tracker may not converge. To solve this problem, consider the less restrictive approximation mv,,) = nw,*-,, ( 
)

THE BASIC POWER ITERATIONS METHOD
where IIw(,, b W ( t ) W ( t ) H is the projection onto the range space of W (t). Equation ( 5 ) yields the new, projection approxin,otion (NPA):
Let {~( t ) }~?~ beasequenceofndimensional datavectors, whose estimated covariance matrix is recursively updated according to the following scheme:
'Conversely, it can be shown that if R(t)H is the non-negative hermi-C,,(t) = 4Cr,(t -1 ) + z ( t ) z ( t ) "
tim square root of *(t). then W ( t ) 1'1 W(t ~ 1).
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where Q ( t ) W ( t -l ) H W ( t ) is not necessarily close to the identity. Since W ( t -l ) H C , , ( t ) W ( t -1) = Q ( t ) R ( t ) , the non-negative hermitian structure constraint is now related to the product e(t) R ( t ) , and R ( t ) H can be any square root of + ( t ) , like in the exact power method. Based on the NPA, the API method will be introduced in the next section. It will he shown that this algorithm appromatively satisfies the structure constraint on the matrix product Q ( t ) R ( t ) .
APPROXLhlATED POWER ITERATIONS
Substituting equation (I) into equation (3) yields
C , , ( t ) = DC,,(t -1 ) W ( t -1 ) + x ( t ) Y(t)"
C,,(t) = p c , , ( t --) Q ( t -l ) + x ( t ) y ( t ) H . (8) (7)
Applying the NPA (6) at time t -1, equation (7) can be replaced hy the following recursion:
Based on this recursion, it will be shown that the factorization in equation (4) can be efficiently updated. Let S ( t -1 ) k ( R ( t -1 ) 8 ( t -l ) ) H and suppose that S(t -1) is non-singular.
Defme the auxiliary matrix Z ( t -1 ) = S ( t -l)-', and consider the r dimensional vector
Proposition 4.1 shows that Z ( t ) can be recursively updated.
Proposition 4.1 Thematrix S ( t ) d ( R ( t ) C3(t))H isnon-singular ifand only if@ + y ( t ) H h ( t ) # 0, and in this case the matrix Z ( t ) k S(t)-' satisfies therecursion Z ( t ) = p ) H 1 ( I -g ( t ) y ( t ) H ) Z ( t -l ) e ( t ) -" (IO)
where g ( t ) is the r dimensional vector
Proof Substituting equation (4) into equation (8) and left multiplying by W ( te ( t ) R ( t ) = O S ( t -l ) H + y ( t ) y ( t ) H . (12)
shows that 
( 8 ( t ) R ( t ) ) -'
= p Z ( t -( I , -y ( t ) g ( t ) H ) (13) In particular, detecting that + y ( t ) H h ( t ) = 0 is a fast way of detecting the singularity of R ( t ) or 0 ( t ) . In the non-singular case, equation (13) finally yields equation (IO) . ( W ( t -1 ) + e ( t ) g ( t ) H ) e(t) (14) where e ( t ) is the n dimensional vector e ( t ) = x ( t ) -W ( t -1 ) y ( t ) . 
W ( t ) S ( t ) H = (/3W(t -1 ) S ( t -+ e ( t ) y ( t ) H )
Q ( t )
(16)
W ( t ) S ( t ) H = W ( t -l ) 8 ( t ) S ( t ) H + e(t)y(t)"Q(t). (17)
Substituting equations (12) and (15) into equation (16) yields Left multiplying equation (12) by g ( t ) H shows that y(tIH = g(tIH e ( t ) R ( t ) .
(18)
Finally, substituting equation (18) into equation (17) and right multiplying by Z(t)" yields equation (14).
SinceW(t-l)isotthonod,e(t)isorthogonaltoW(t -1 ) .
Moreover, the orthonormality of W ( t ) yields
O ( t ) Q ( t ) H = (I, + Ile(t)112g(t)g(t)H) -' . (19)
Therefore, 8 ( t ) can be any inverse square root ofthe matrix I, + Ile(t)112g(t)g(t)H. The choice ofthis inverse square root will not affect the subspace hacking performance. Indeed, note that the e m r vector e ( t ) is the component of x ( t ) that does not belong to the signal subspace spanned by W ( t -1 ) . Thus, ifthis subspace slowly varies upon time, e ( t ) hl 0. Therefore, Q ( t ) is nearly orthonormal. Consequently, equation (IO) shows that Z ( t ) remains nearlynon-negative hermitian, andso does Q ( t ) R ( t ) (see equation (12)). Finally, the API method satisfies the non-negative hermitian structure constraint mentioned in section 3.
The complete pseudo-code is presented in table 1. It can be noted that the first section of this subspace hacker is exactly the same as that ofthe PAST algorithm [I] . This section requires only O(nr) operations, while the rest of the algorithm has a O(nr*) computational complexity.
In the particular case 0 + y ( t ) x h ( t ) = 0, Z ( t ) and W ( t ) can no longer he updated with equations (IO) and (14) . A solution consists in computing W ( t ) and R ( t ) by means of a SVD or a QR factorization ofC,,(t). Then 8 ( t ) = W ( t -l ) H W ( t ) can be deduced. Note that the whole processing requires O(nrz) operations; this technique must be used while R ( t ) or e(t) remains singular. When both R ( t ) and 8 ( t ) become non-singular again, then Z ( t ) can be computed, and the algorithm can switch back to the fully adaptive processing. In practice, we never encountered the rank deficiency case in our numerical simulations.
FAST API METHOD
In this section, a fast implementation of the API method will he proposed, based on a palticular choice ofthe matrix Q ( t ) , which reduces the overall complexity to O(nr). Let A direct calculation shows that the T x T bermitian matrix 
( t ) p I , -7(t)g(t)g(t)H
Z ( t ) = 0 ( Z ( t -1) -g ( t ) h ' ( t ) H + € ( t ) S ( t ) H ) (22)
where h'(t) and r ( t ) are the T dimensional vectors
where e'(t) is the T dimensional vector
e'(t) = (1 -T(~)lld~)ll*) e ( t ) -T(t)W(t -l ) g ( t ) . (26)
The fast API (FAPI) method is summarized in table 2. Its overall computational cost is 4nr + O(r') flops per iteration (whereas the complexitiesofPASTandOPASTarerespectively3nr + O(rz) and 4nr + O(r*)).
LINK WITH THE PAST AND OPAST ALGORITHMS
In this section, it will he shown that the classical PAST algorithm can be seen as a first order approximation of the fast API method.
Indeed, if the second order term l/e(t) 112 is disregarded, T ( t ) = 0 and Q(t) becomes the r x r identity matrix. Then equations (25) and (22) become
(in particular, it can be recursively shown that Z ( t ) is always hermitian 
SIMULATION RESULTS
In this section, the performance ofthe subspace estimation is analyzed in the context of frequency estimation, in terms of the maximum principal angle between the true dominant subspace of the covariance matrix C,,(t) (obtained via an exact eigenvalue decomposition), and the estimated dominant subspace of the same covariance matrix (obtained with the subspace tracker). This ermr criterion was initially proposed by P. Comon and G.H. Golub as a measure of the distance between equidimensional subspaces [4] .
The test signal of Figure I It can be seen that the subspace estimation ermr is always smaller with FAPI. Figure 2 -b shows the ratio of the trajectories obtained with FAPI and OPAST. It can be seen that the two algorithms reach the same performance, except at initialization, where FAPI converges faster. In fact, the difference is much more distinct with the sliding window versions of both algorithms (the sliding window API algorithm will be presented in [IO] ). Finally, the orthonormality of the subspace weighting matrix can he measured by means of the error criterion
We observed onourtest signal that theNlC subspace trackerreached a maximum error of -20.5 dB, whereas OPAST never exceeded -295 dB, and FAPI never exceeded -305 dB. 
CONCLUSIONS
In this paper, a fast implementation of the power iterations method for subspace tracking was presented, which guarantees the orthonormality of the estimated subspace weighting matrix at each time step. This algorithm reaches the linear complexity O(nnr) and satisfies a global and exponential convergence property. In the context of frequency estimation, it proved to robustly track abrupt frequency variations, and outperformed the NIC and OPAST algorithms. 
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