The processing of sensory information varies widely across behavioral states. However, little is known about how behavioral states modulate the intracellular activity of cortical neurons to effect changes in sensory responses. Here, we performed whole-cell recordings from neurons in upper-layer primary visual cortex of awake mice during locomotion and quiet wakefulness. We found that the signal-to-noise ratio for sensory responses was improved during locomotion by two mechanisms: (1) a decrease in membrane potential variability leading to a reduction in background firing rates and (2) an enhancement in the amplitude and reliability of visually evoked subthreshold responses mediated by an increase in total conductance and a depolarization of the stimulusevoked reversal potential. Consistent with the enhanced signal-to-noise ratio for visual responses during locomotion, we demonstrate that performance is improved in a visual detection task during this behavioral state.
INTRODUCTION
Nearly a century ago it was first observed that global brain activity, measured by electroencephalography (EEG), exhibits distinct electrical patterns corresponding to overt behavioral states (e.g., sleep, relaxation, alertness) (Berger, 1929; Loomis et al., 1935) . Several studies have demonstrated that subthreshold activity can be tightly correlated with specific behavioral states. For example, intracellular recordings during slow-wave sleep have shown that the membrane potential of cortical neurons exhibits slow (<1 Hz, ''up/down'') fluctuations that are suppressed during wakefulness (Steriade et al., 2001) . Moreover, recent findings suggest that wakefulness itself may comprise multiple states characterized by distinct membrane potential dynamics (Crochet and Petersen, 2006; Okun et al., 2010; Poulet and Petersen, 2008) . In mouse barrel cortex, periods of quiet wakefulness are associated with large-amplitude, correlated fluctuations in membrane potential that are attenuated during active whisking (Crochet and Petersen, 2006; Poulet and Petersen, 2008) . These studies raise the possibility that distinct membrane potential dynamics may mediate state-dependent modes of sensory processing.
Recent studies in mouse primary visual cortex (V1) have demonstrated that a particular behavioral state, locomotion, is correlated with increased responses to visual stimuli (Ayaz et al., 2013; Keller et al., 2012; Niell and Stryker, 2010) . However, although these studies show a clear impact of behavioral state on spiking responses, the cellular mechanisms underlying these effects are poorly understood. To identify the processes that affect neuronal responses during different behavioral states, it is important to study the membrane potential dynamics preceding the generation of action potentials in individual neurons (Petersen and Crochet, 2013; Steriade et al., 2001) .
To accomplish this, we performed whole-cell recordings from visual cortex in head-fixed mice allowed to run freely on a spherical treadmill (Dombeck et al., 2007) . This approach allowed us to compare subthreshold cortical activity during two behavioral states: quiet wakefulness and locomotion. We found that locomotion was correlated with decreased membrane potential variability and an increase in the subthreshold response to visual stimulation. Together, these changes enhanced the neuronal signal-to-noise ratio during locomotion. Importantly, locomotion was also correlated with improved performance on a visual detection task, suggesting that the intracellular dynamics during quiet wakefulness and locomotion may impact visual perception.
RESULTS

Behavioral State Modulates Spontaneous Membrane Potential Dynamics
To determine whether locomotion and quiet wakefulness are associated with distinct membrane potential dynamics in V1 cortical neurons, we performed whole-cell recordings from upper-layer cortical cells in head-fixed mice during presentation of a uniform gray screen ( Figure 1A ). We defined quiet wakefulness as epochs for which the mean speed was <0.5 cm/s, and locomotion as epochs for which the mean speed was >1 cm/s, similar to thresholds used previously (Ayaz et al., 2013; Niell and Stryker, 2010) . Eye movements were more frequent during locomotion and typically along the horizontal axis; however, the distributions of eye positions for the two states were highly overlapping and centered on a common default position (Figure S1 available online) . During quiet wakefulness, cortical neurons displayed large-amplitude ($20 mV), low-frequency (2-10 Hz) fluctuations that were attenuated during locomotion (Figures 1B-1E ; Movie S1). To quantify this effect, we computed the variance in the membrane potential and the power in the 2-10 Hz frequency band for stationary and moving epochs . During locomotion, the membrane potential was less variable and power in the 2-10 Hz band was diminished by a factor of two (Figures 1G and 1H ; Table 1 ). Interestingly, the membrane potential dynamics of V1 neurons during stationary and moving periods were qualitatively similar to those observed during quiet wakefulness and active whisking in the barrel cortex (Crochet and Petersen, 2006; Crochet et al., 2011; Poulet et al., 2012) , suggesting that high-and low-variance membrane potential dynamics may reflect general brain states conserved across sensory cortices.
Spontaneous Spiking during Locomotion
The average membrane potential during locomotion was moderately depolarized relative to stationary periods ( Figure 1I ; Table 1 ). However, despite this depolarization, spontaneous firing rates were suppressed during locomotion ( Figure 1J ; Table 1 ). We next investigated the mechanisms that underlie this decrease in spontaneous spiking. It has been shown that spike threshold is sensitive to both the mean and the derivative of the membrane potential preceding spike generation Gray, 2000, 2003) . Given the large-amplitude membrane potential fluctuations during quiet wakefulness, we hypothesized that the increase in spiking during stationary periods may reflect a hyperpolarization of the spike threshold. To compare the membrane potential dynamics preceding spike generation during stationary and moving epochs, we computed average spike waveforms for the two conditions ( Figure 2A ). As reported previously in anesthetized animals Gray, 2000, 2003) , we found that spike threshold was negatively correlated with the derivative of the membrane potential (dV m /dt) over the 10 ms preceding the spike ( Figure 2B ; r stat = À0.56, p stat < 0.005; r mov = À0.39, p mov < 0.005). However, although the membrane potential 100 ms before spike generation was significantly more hyperpolarized during stationary epochs ( Figure 2C ), dV m /dt was similar ( Figure 2D ), leading to nearly identical spike thresholds for the two conditions ( Figure 2E ). Furthermore, the maximum rate of rise during the action potential, a measure of the number of available voltage-gated sodium channels (Azouz and Gray, 2000) , was not different for stationary and moving epochs (Table 1) . These results suggest that the increased spiking during stationary epochs does not reflect a difference in intrinsic excitability between the two states.
We next tested whether the high-variance membrane potential dynamics during stationary epochs could produce more frequent spike-threshold crossings without reducing the threshold itself. Indeed, we found that the probability of both hyperpolarized and depolarized membrane potentials was higher for the stationary state ( Figure 2F ). To quantify this observation, we measured the probability that the membrane potential was within 5 mV of spike threshold (probability near threshold [PNT] ) for stationary and moving epochs. For all cells tested, PNT was reduced during locomotion ( Figure 2G ; Figure S2 ; Table 1 ). Moreover, PNT was well correlated with the change in spike rate between the two conditions ( Figure 2H ; r = 0.87, p < 0.05). Together, these findings suggest that the large-amplitude membrane potential fluctuations during stationary epochs increase spiking, not by modulating intrinsic excitability but by increasing the fraction of time during which the membrane potential is near spike threshold.
Behavioral State Modulates Subthreshold Visually Evoked Responses
Several recent studies using extracellular recordings (Ayaz et al., 2013; Niell and Stryker, 2010) and calcium imaging (Keller et al., 2012) have demonstrated that locomotion increases visually evoked spiking in mouse V1. To verify that visually evoked firing rates were similarly enhanced during locomotion for our experimental set-up, we performed juxtacellular recordings and measured the response of each cell to a brief (83 ms) flash of optimally oriented gratings ( Figure S3A ). Maximum responses to flashed gratings were consistently higher for moving than for stationary periods (Figures S3B and S3C; Table 1 ). We calculated the number of SDs that the maximum visual response rose above baseline for both behavioral states (Z score). The increase in response firing during locomotion, together with a decrease in background firing ( Figure 1J , SU symbols), led to significantly higher Z scores for the visual response during locomotion ( Figure S3D ; Table 1 ).
What intracellular mechanisms mediate the increase in stimulus-evoked spiking during locomotion? In principle, the mean depolarization during locomotion ( Figure 1I ) could produce higher stimulus-evoked firing with or without a concomitant change in the response amplitude. To test these possibilities, we recorded subthreshold responses to optimally oriented drifting sinusoidal gratings (16% contrast, $1.2 s) during stationary and moving epochs ( Figure 3A ). To better isolate subthreshold responses to visual stimulation, we suppressed the generation of action potentials by injecting hyperpolarizing current (resulting V m : À82.7 ± 4.1 mV). We found that the amplitude of the Spontaneous firing rate 2.2 ± 2.0 Hz 1.6 ± 1.9 Hz 28 0.0025 Figure 1 Spike threshold À49.2 ± 2.9 mV À49.4 ± 3.1 mV 6 0.38 Figure 2 Prespike potential À71.1 ± 2.3 mV À66.3 ± 2.4 mV 6 0.016 Figure 2 Prespike dV m /dt 0.80 ± 0.08 mV/ms 0.81 ± 0.07 mV/ms 6 0.81 Figure 2 Maximum spike dV m /dt 144.5 ± 3.0 mV/ms 143.8 ± 2.7 mV/ms 6 1 Figure 2 Probability near threshold 0.09 ± 0.03 0.05 ± 0.01 6 0.03 Figure 2 Stimulus-Evoked Activity
Peristimulus firing rate 7.7 ± 2.0 Hz 12.6 ± 3.3 Hz 12 0.02 Figure S3 Z score 16.2 ± 3.6 41.8 ± 11.8 12 0.02 Figure S3 Mean response amplitude 1.7 ± 0.8 mV 4.6 ± 0.9 mV 9 0.008 Figure 3 Mean r value 0.11 ± 0.03 0.26 ± 0.05 9 0.004 Figure 3 Coefficient of variation (peak) 2.32 ± 0.6 0.8 ± 0.2 9 0.02 Figure 3 g e 0.5 ± 0.2 nS 1.3 ± 0.3 nS 8 0.008 Figure 3 g i 0.8 ± 0.2 nS 1.5 ± 0.3 nS 8 0.008 Figure 3 Reversal potential (peak) À60.5 ± 7.2 mV À50.8 ± 8.0 mV 8 0.02 Figure 3 response, averaged over the entire stimulus window, was significantly larger during locomotion (Figures 3B and 3E; Table 1 ). Indeed, in several cases (3/8), the visual response was only measurable during locomotion. To examine whether behavioral state modulates response variability, we calculated trial-to-trial correlations in the visual response for stationary and moving epochs. We observed a striking reduction in response variability during locomotion (Figure 3C) , manifested as an increase in the mean correlation coefficient between trials (Figures 3D and 3E ; Table 1 ). Additionally, the coefficient of variation (CV), computed for the peak response after the initial visual transient, was significantly reduced during moving epochs ( Figure 3E ; Table 1 ). Together, these metrics indicate that both the waveform and the amplitude of the visual response were more reliable during locomotion.
The response to visual stimulation consists of excitatory and inhibitory inputs (Borg-Graham et al., 1998; Haider et al., 2006 Haider et al., , 2010 Haider et al., , 2013 Isaacson and Scanziani, 2011; Liu et al., 2010; Priebe and Ferster, 2005; Tan et al., 2011) and the increased visual response during locomotion might reflect changes in either or both of these conductances. To investigate the changes in excitatory (g e ) and inhibitory (g i ) conductances measured at the soma, we recorded intracellular responses to drifting sinusoidal gratings (100% contrast) under voltage clamp. Using a Cs + -based internal solution, we recorded visually evoked currents while maintaining the cell's membrane at two holding potentials, +20 and À70 mV, to calculate g e and g i (see Experimental Procedures) . Under these conditions, locomotion was correlated with an increase in both g e and g i for all cells tested (Figures 3F and 3G ; Table 1 ). Interestingly, the balance of excitation and inhibition (E/I balance) was also modulated by behavioral state, reflected by a depolarization in the reversal potential of the visually evoked conductances ( Figure 3H ; Table 1 ). Together, both an increase in total conductance and a shift in the E/I balance toward excitation would be expected to produce larger subthreshold depolarizations, consistent with our currentclamp data and the increased spiking during locomotion reported here and in previous studies ( Figure S2 ; Ayaz et al., 2013; Niell and Stryker, 2010) .
Visual Detection Is Improved during Locomotion
To examine whether the stationary and moving states are relevant for visual behavior, we trained mice to perform a visual detection task and analyzed their performance during the two conditions. Mice learned to lick for a water reward during the presentation of drifting gratings of varying contrasts (low: 9%/16%; medium: 27%/50%; high: 81%/100%) and to withhold licking for the presentation of a gray screen (Figures 4A and 4B ; Figures S4A and S4B) . Injection of the GABA A -receptor agonist muscimol into V1 (n = 4) significantly impaired behavioral performance compared to saline controls (n = 4; Figure 4C ; Figure S4C) , indicating that the visual cortex was necessary for this task.
Interestingly, locomotion was correlated with a significant increase in the hit rates for both low-and medium-contrast gratings. False alarm rates also increased during locomotion, though this effect was driven primarily by one animal and did not reach significance ( Figure 4D ; Table 2 ). An increase in hit rates could reflect an overall increase in licking and not improved perception. To distinguish between these possibilities, we computed the discriminability (d 0 ) for each contrast ( Figure 4E ; Table 2 ), a metric that is invariant to the behavioral criterion (Wickens, 2002 ). For each mouse tested, d
0 was enhanced during locomotion for the low-contrast condition; however, no significant effect was observed for the medium-and high-contrast conditions, likely reflecting a saturation of performance ( Figure 4F ; Table 2 ). Notably, moving trials were evenly distributed across the entire behavioral session ( Figure S4D ), and performance during the first and second halves of the sessions did not differ (p > 0.1, Wilcoxon signed-rank test). Thus, the improvement in d 0 during movement did not reflect a correlation between locomotion and motivation.
DISCUSSION
Here we present three main findings. First, we show large-amplitude, low-frequency membrane potential fluctuations in V1 during quiet wakefulness that are abolished during locomotion. This decrease in membrane potential variability results in reduced spontaneous firing rates during locomotion. Second, we demonstrate that locomotion was correlated with an increase in both the amplitude and reliability of the subthreshold response to visual stimuli. This enhanced response was mediated by an increase in visually evoked excitatory and inhibitory conductance and a shift in the E/I balance toward excitation. Finally, we show that locomotion is correlated with improved performance in a visual detection task, as might be predicted from our physiological results. Together, these findings provide intracellular mechanisms for state-dependent improvement in sensory coding in the awake animal.
Low-Frequency Fluctuations in Cortical Neurons
Synchronous, low-frequency activity during quiescence and sleep have long been observed by EEG and local field potential (LFP) recordings. However, the connection between these measurements of brain activity and intracellular dynamics has only recently been explored (Crochet and Petersen, 2006; Okun et al., 2010; Poulet and Petersen, 2008; Steriade et al., 2001 ). To date, high-variance membrane potential fluctuations during wakefulness have only been reported in the barrel cortex, where they emerge during periods of quiet wakefulness, i.e., when the animal is not actively whisking. Given the established role of the barrel cortex in not only sensing but also generating whisker movements , it was unclear whether these dynamics were a unique feature of the rodent whisker system. However, by extending these findings to another sensory cortex, our data suggest that high-and low-variance membrane potential dynamics may represent distinct sensory processing modes, conserved across diverse brain areas. 
State-Dependent Enhancement in Sensory Processing
A recent study has shown that locomotion is correlated with both a reduction in low-frequency power in the LFP and enhanced visual responses (Niell and Stryker, 2010 ). Here we report a similar enhancement in spiking responses during locomotion and uncover the cellular mechanisms that underlie this effect. Specifically, we demonstrate that subthreshold visual responses are larger and more reliable during locomotion due to an increase in excitatory and inhibitory conductance and a depolarization in the visually evoked reversal potential.
It has been suggested that the brain state observed during locomotion and other active behaviors in the rodent (Crochet and Petersen, 2006; Niell and Stryker, 2010; Okun et al., 2010) may be analogous to the brain state observed in primates during selective attention (Harris and Thiele, 2011) . While the increase in firing rate and reduction in trial-to-trial reliability during attention are well established (Noudoost et al., 2010) , the cellular mechanisms underlying these effects are not known. We propose that an increase in synaptic conductance, a shift in the E/I balance, and a reduction in spontaneous membrane potential variability may represent general principles that contribute to enhanced sensory coding, not only during locomotion but in a wide variety of behavioral states including attention.
We argue that the signal-to-noise ratio for sensory responses during locomotion is improved in part by a decrease in spontaneous firing. A number of other studies using extracellular recordings have reported a similar reduction in spontaneous firing during desynchronized brain states (Livingstone and Hubel, 1981; Sakata and Harris, 2012) . Here, we extend these findings by showing that this decrease in spiking results from a reduction in membrane potential variance and not a statedependent modulation of intrinsic excitability. Given that the effect of desynchronized states on spiking activity may depend on laminar position and cell-type identity (de Kock and Sakmann, 2009; Gentet et al., 2010, 2012; Sakata and Harris, 2012), it will be interesting to investigate how the subthreshold dynamics we report here vary across different classes of neurons.
Notably, the decrease in spontaneous spiking during locomotion that we report here was not observed in three recent studies in mouse visual cortex, likely reflecting differences in experimental design (Ayaz et al., 2013; Keller et al., 2012; Niell and Stryker, 2010) . Niell and Stryker report no change in spontaneous spiking during locomotion; however, they measure spontaneous activity during relatively brief intervals between visual stimuli, and thus their estimates may be influenced by previous visual responses. Keller et al. report increased Ca 2+ signals during locomotion; however, as the authors note, their data is probably biased toward cells with high firing rates and strong Ca 2+ signals, a class of cells that we may not sample at the same rate. Finally, Ayaz et al. report an increase in spontaneous firing during locomotion. However, they record primarily from the lower layers (L4 and L5), where state-dependent modulation of spontaneous activity may differ. Importantly, we demonstrate that both the balance of excitation and inhibition and the total conductance for sensory responses depend on behavioral state. This finding represents a divergence from the canonical view that excitation and inhibition are recruited proportionally (Isaacson and Scanziani, 2011) . Though we used a Cs + -based internal solution and analyzed only time-averaged conductances, the visually evoked conductances we report here are undoubtedly underestimates of the true conductances due to poor dendritic space clamp (Williams and Mitchell, 2008) . However, though the absolute magnitudes of excitatory and inhibitory conductances are sensitive to poor space clamp, the relative shift in the balance of excitation and inhibition between behavioral states is less likely to reflect this error. How might behavioral state uncouple excitatory and inhibitory conductances? It has been shown that neuromodulators such as noradrenaline and acetylcholine may impact cortical processing See also Figure S4 .
Neuron Intracellular Correlates of Locomotion by targeting specific cell types and synapses (Kawaguchi and Shindou, 1998; Picciotto et al., 2012) . For example, by activating inhibitory interneurons, noradrenaline might shift inhibitory synapses into a state of synaptic depression, limiting feedforward inhibition in response to sensory stimuli (Kawaguchi and Shindou, 1998; Kuo and Trussell, 2011) . Additionally, acetylcholine has been shown to enhance the efficacy of thalamocortical synapses onto excitatory cells while suppressing local inhibitory synapses (Disney et al., 2007; Gil et al., 1999; Kruglikov and Rudy, 2008) . Given that putative cholinergic and noradrenergic projection neurons exhibit increased firing rates during movement (Buzsaki et al., 1988) and behavioral state transitions (Aston-Jones and Bloom, 1981), respectively, it is possible that these ascending neuromodulatory systems may contribute to the state-dependent modulation of visually evoked conductances shown here.
Functional Implications
What is the function of high-and low-variance brain states?
The prevalence of slow, synchronous activity in EEG recordings during contemplative or internally directed mental states (Schacter, 1977) suggests that low-frequency fluctuations may facilitate intracortical interactions. Indeed, a recent study demonstrated that cortical replay of a learned sensory sequence was enhanced during periods of quiet wakefulness, when the LFP power was concentrated in the low-frequency band (Xu et al., 2012) . By coordinating spiking in discrete temporal windows, low-frequency fluctuations could magnify postsynaptic responses and facilitate spike-timing-dependent plasticity. Conversely, by suppressing fluctuations that are not synchronized with sensory-evoked activity, the low-variance state could improve the fidelity of sensory representations. Indeed, we found that both the amplitude and the waveform of visual responses were more reliable during the low-variance state. Such an improvement in sensory coding might be important during sensory-guided behaviors that depend on an efficient and reliable response to environmental stimuli.
EXPERIMENTAL PROCEDURES Animals and Surgery
All procedures were approved by the Administrative Panel on Laboratory Animal Care at Stanford University. Headplates were centered over V1 on the left hemisphere, and mice were given at least 2 days to recover before habituation to the spherical treadmill ($3 days).
In Vivo Recording A <200 mm craniotomy was made over monocular V1, and recordings were obtained using standard blind patching techniques. Only recordings at a depth of less than 400 mm were included in this study. All recordings were corrected for a junction potential of À10 mV.
Visual Stimulation
Visual stimuli were presented on gamma-corrected LED monitors (60 Hz refresh rate, $75 cd/m 2 ) placed 30 cm from the mouse and subtending $90 of visual space. Stimuli were full-screen sinusoidal gratings (0.05 cycles/degree, 40 /s).
Data Analysis
Moving and stationary epochs were identified as periods during which the speed was greater than 1 cm/s and less than 0.5 cm/s, respectively. Membrane potential power spectra, resting potential, spike rate, and membrane potential variance were calculated for 500 ms segments and averaged to obtain stationary and moving values. For current-clamp experiments in Figure 3 , response amplitude and trial-to-trial correlations were calculated over the entire stimulus window ($1.2 s duration). The coefficient of variation was calculated for a 100 ms window centered on the mean response peak after the initial visual transient. For voltage-clamp experiments in Figure 3 , visual responses were recorded at +20 mV and À70 mV, and g e and g i were calculated over the stimulus window (see Supplemental Experimental Procedures). All paired statistical comparisons were performed with the nonparametric Wilcoxon signed-rank test. Nonpaired comparisons were performed with the nonparametric Wilcoxon rank-sum test. All analysis was performed in MATLAB.
Behavior
To categorize behavioral trials as stationary or moving, we analyzed the 500 ms before stimulus onset. Data from six behavioral sessions were combined and analyzed. The cortical inactivation experiment was performed over 4 days. Baseline performance was measured over the first 2 days, a craniotomy was performed on the third day, and either muscimol (4.4 mM; $400 nl) or saline was injected on the fourth day (saline cohort: n = 4; muscimol cohort: n = 4). Performance was normalized to the mean performance on days 1 and 2.
SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures, four figures, and one movie and can be found with this article online at http://dx.doi.org/10.1016/j.neuron.2013.08.007.
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