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概 要
本論文では，高次元悪条件最適化問題における高速な最適解の探索を目的とした，
各反復毎に更新を行う次元をランダムに制限する CMA-ESを提案する．CMA-ES
は，進化計算という枠組みの中で進化戦略と呼ばれるアルゴリズムの一種であり，最
適化に目的関数の微分を必要としない (derivative-freeである) ことから，ブラック
ボックス最適化に対して有効であることが知られている．高次元悪条件最適化問題
についても，分散共分散行列が悪条件性に適応することから有効であるとされてき
た．一方で，本論文における実験を通して，100,000次元に及ぶ Ellipsoid関数の場
合には，分散共分散行列の適応と，全体の最適化を促進する作用のある変数である
ステップサイズとの間に乖離が生じることから，最適化に必要な関数の評価回数が
良条件な場合と比較して増大してしまうことが明らかとなった．それを受けて，本
論文では，各反復毎に各反復毎に更新を行う次元をランダムに制限するCMA-ESを
提案し，各反復における見かけの条件数を低減することで，前述の問題を解決した．
さらに，一般的にCMA-ESが持つとされる，derivative-freeやノイズに対しての頑
強性といった性質に着目し，ニューラルネットワークへの適用を試み，ニューラル
ネットワークにおける勾配消失問題やラベルノイズ問題の解決を図った．
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第1章 はじめに
1.1 進化計算を用いた最適化
最適化問題は我々人間の生活に非常に深く根付いている．例えば，鉄道のダイヤ
グラムの作成や，航空機における翼の設計といったものがそれに相当し，これらな
くしては実社会は成り立たないといっても過言ではない．
最適化問題とは，与えられた目的関数に対して，それを最小化或いは最大化する
変数の組を探索する問題であり，その中でも目的関数が明示的に与えられず，目的
関数の導関数や性質が未知であるものをブラックボックス最適化と呼ぶ．前述の例
においては，前者は利用者の待ち時間の最小化問題，後者は揚力の最大化問題と換
言することができる．ブラックボックス最適化において，考慮しなければならない
目的関数の性質として，悪条件性，多峰性，変数間依存性が指摘されている [1] [2]．
また，近年を代表する機械学習モデルの一つであるニューラルネットワークを用い
た深層学習のような，非常に高次元な最適化問題への適応も急務となっている．
CMA-ES [3] (Covariance Matrix Adaptation Evolution Strategy; 分散共分散行列
適応進化戦略)は，ブラックボックス最適化における最も優れたアルゴリズムの一つ
として知られている．CMA-ESは，進化計算の枠組みの中でも進化戦略 (ES) と呼
ばれるアルゴリズムの一つである．進化計算は，与えられた目的関数に対して，解
候補 (個体) をランダムに多数生成し，優れた個体 (目的関数において良い出力を得
た個体) を基に新たな個体を生成することで最適化を行うアルゴリズムの枠組みで
あり，一般に，目的関数の微分を必要としない (derivative-freeである) ことや，ノ
イズに対しての頑強であるといった性質を持つ．ESは，解候補の生成を確率分布を
用いて行うもので，確率分布の変数を勾配に基づいて最適化することで，前述の性
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質を失うことなく，探索の高速化を可能とした．CMA-ESは，ESにおける確率分
布に多変量正規分布を採用したアルゴリズムである．CMA-ESにおいては，多変量
正規分布の変数である分散共分散行列が，目的関数の悪条件性や変数間の依存性に
適応することで，探索効率の向上を可能としている．CMA-ESを改良するための提
案は多数行われており，代表的なものとして，時間・空間計算量の低減を目的とし
て，分散共分散行列の制限・近似を行ったもの [4] [5] [6] [7] [8]や，目的関数の多峰
性を考慮して探索効率の向上を図ったもの [9] [10]などが挙げられる．以上のよう
な数々の提案により，CMA-ESは，前述の最適化において問題となる目的関数の三
つの性質について有効性を高めてきたが，Loshchilovは具体的な原因こそ不明とし
ているものの 100,000次元のEllipsoid関数のような高次元かつ悪条件な目的関数に
ついては，従来のCMA-ESでは目的関数の値が減少しないことを指摘している [5]．
本研究では，実験を通して既存の CMA-ESにおける前述の問題が，各次元のス
ケールの違いに適応する分散共分散行列と，次元全体に対してスカラーで定義され
全体的な収束速度を高める作用のあるステップサイズが，良条件な場合では近い値を
取りながら収束に向かうのに対して，高次元悪条件な場合では値が乖離してしまい，
探索を妨げているためであることを確認した．それを受けて，新たに目的関数の次元
を各反復毎にランダムに制限し，制限された次元についてのみ更新を行うCMA-ES
を提案した．この手法では，次元を制限することで，制限された次元間での見かけ上
の条件数を低減できるだけでなく，制限された変数からステップサイズを更新する
ことで，従来ではスカラーでのみ表現可能であったステップサイズを，ベクトルで表
現することを可能とし，より局所的な次元のスケールを考慮したステップサイズの
更新を行えるようになった．実験では，高次元悪条件なベンチマーク関数を用いた評
価を行い，提案手法は解への収束速度や最適解の探索性能において従来のCMA-ES
よりもよい結果を得た．
次に，ブラックボックスの実問題への応用として，既存のCMA-ESと提案手法を
ニューラルネットワークの学習への適用を試みた．
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1.2 CMA-ESのニューラルネットワークの学習への適用
ニューラルネットワークは近年において，画像認識や機械翻訳といった分野で，
人間に匹敵する [11], あるいは上回る [12]という目覚ましい性能を発揮している．
ニューラルネットワークは与えられた入力信号に対して，層ごとに線形写像と非線
形写像を繰り返し，出力を求める計算グラフの一種であり，その性能は，層の構造
(ユニット数や結合の有無) と層の持つ重みの値の二つの要素によって定まる．一般
にニューラルネットワークの学習は，この重みの値の最適化を指し，手法として確率
的勾配降下法 (SGD) が主に用いられる．SGDは非常に単純でありながら，数十万
という一般的な最適化問題に対して大規模な次元数を有するニューラルネットワー
ク の最適化において，優れた性能を発揮している．その一方で，SGDはその性質
上，出力層から遠い層が更新されにくくなる勾配消失問題や，目的関数に対して連
続性や微分可能性といった制約を与えるといった問題，そして学習データがラベル
にノイズを持つ場合に大きく性能を下げるという欠点を有する．今後のニューラル
ネットワークの産業への応用を考えたとき，実世界の事象に連続性や微分可能性を
常に保証することは難しく，また，ラベルノイズについてはデータにおけるアノテー
ションをクラウドソーシングによって行う場合においてしばしば発生する現象であ
り，これらは無視することのできない問題であると言える．
本論文では SGDの代わりにCMA-ESを用いた学習を行うことで前述の問題の解
決を試みる．1.1節で述べたように，CMA-ESは，目的関数に対して連続性や微分
可能性といった制約を与えない，ノイズに対して頑強性が高いといった性質を持つ
とされる．また，SGDと異なり，学習において，任意の層を他の層から独立に学習
を行うことができる．これらは，SGDと対比したときに非常に有用な特性であると
言える．
CMA-ESはこのように，SGDに対して優位な特性を持つ一方で，時間・空間計算
量の問題から，これまでにニューラルネットワークの学習に用いられることが極め
て少なかった．本研究では，はじめにCMA-ESによる学習をGPUを用いた並列化
を行うことで，実行時間の問題を軽減し，空間計算量の点では不完全ではあるもの
3
1.4 本研究の目的及び貢献
のニューラルネットワークの学習に対して適用可能であることを示した．次に，ラ
ベルノイズを含むデータセットを用いた学習を行うことで，CMA-ESのノイズへの
頑健性の高さを検証した．最後に，CMA-ESと SGDとを組み合わせた学習を行う
ことで，勾配消失問題の軽減を図った．
1.3 本研究の目的及び貢献
本研究の目的は，高次元悪条件問題において既存の CMA-ESが探索に失敗する
原因を突き止め，それを解消する新たなアルゴリズムを提案することにある．また，
前述の悪条件性，多峰性，変数間依存性を持ちうるブラックボックス最適化の実問
題への応用として，ニューラルネットワークの学習にCMA-ESを適用することで，
その特性についてさらなる検討を行う．本研究の貢献を以下にまとめる．
• 高次元悪条件問題におけるCMA-ESの挙動をベンチマーク関数を用いた実験
を通して確認し，探索を妨げている原因についての検討を行った．
• 高次元悪条件問題に対して，ランダムに次元を制限することで各反復内での
見かけ上の条件数を低減するアルゴリズムを提案し，ベンチマーク関数を用
いてその有効性を確認した．
• ブラックボックス最適化の実問題への応用として，ニューラルネットワークの
学習にCMA-ESを適用することで，勾配消失問題やラベルノイズ問題の解決
を試み，CMA-ESを用いた学習を行うことによる作用について検討を行った．
1.4 本論文の構成
以下に本論文の構成を記す．
第 2章 本研究の前提となる，最適化，CMA-ES，ニューラルネットワークについての
基礎的な背景知識について説明する．
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1.4 本論文の構成
第 3章 本研究に関連する，目的関数の性質に対してのCMA-ESの改良に関する研究，
進化計算を用いてニューラルネットワークの学習を行う研究，ニューラルネッ
トワークにおけるラベルノイズに関する研究について紹介する．
第 4章 ベンチマーク関数を用いた予備実験を通して既存のCMA-ESの問題点を探求
し，それを踏まえてランダムに次元を制限するCMA-ESを提案し，その性能
について実験及び考察を行う．
第 5章 ブラックボックス最適化の実問題として，CMA-ESをニューラルネットワー
クの学習に適用し，勾配消失問題やラベルノイズ問題に対しての振る舞いを
確認する．
第 6章 本研究全体のまとめと今後の展望及び課題について総括を行う．
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第2章 基礎知識
2.1 最適化問題における関数の性質
最適化問題は，一つの目的関数の最適化を行う単目的最適化と，二つ以上の (相
反する) 目的関数の最適化を行う多目的最適化に分けられるが，本論文では単目的
最適化について扱う．
単目的最適化では，目的関数 f(x)と入力x ∈ Rdが与えられたとき，f(x)を最小
化あるいは最大化するxの探索を行う．最適化において，考慮しなければならない
目的関数の性質として次の三つが挙げられる [1] [2]．
i). 悪条件性:
目的関数が凸二次関数である場合，目的関数を正定値対称行列H を用いて，
f(x) = 1
2
xTHxと表すことができる．このとき目的関数の条件数Cond(f(x))
をHの固有値のうち最小のものと最大のものを用いて，
Cond(f(x)) =
λmax
λmin
(2.1)
と定義する．一般にこの条件数が 106を超えるような関数を悪条件関数とす
る．悪条件関数では，各次元のスケールのしやすさが大きく異なるため，それ
を考慮したアルゴリズムが求められる．
ii). 多峰性 (大谷構造):
目的関数が凸関数ではなく，最適解以外に局所解を持つ場合に，多峰性関数と
呼ぶ．局所解に陥ることなく最適化に到達するためには，変数空間を網羅的に
探索する必要があるが，網羅性と探索時間は相反するため，目的関数が大規模
な場合には網羅性だけでなく効率性も考慮する必要がある．
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iii). 変数間依存性:
目的関数の各次元について依存関係がなく，各次元を独立に最適化を行うこと
ができる場合，変数分離可能という．変数間に依存関係がある場合，一方の変
数の値が他方の変数の制約条件となり得るため，依存関係を考慮した最適化
をしなければならない．
2.2 進化計算
進化計算は，チャールズ・ダーウィンが 1859年に著書『種の起源』で提唱した自
然選択に基づく進化論に着想を得て考案された最適化アルゴリズムである．進化計
算のアルゴリズムは一般に，遺伝的アルゴリズム，遺伝的プログラミング，進化戦
略，進化的プログラミングの四つに大別されるが，基本的な設計思想は共通である．
本節では，はじめに進化計算の設計思想について説明し，次に単目的最適化におい
て最も優れたアルゴリズムの一つであるCMA-ESについて述べる．最後に，進化計
算のアルゴリズムを確率分布のパラメタ空間上における自然勾配法として一般化し
た IGOについて記す．
2.2.1 進化計算アルゴリズムの設計思想
前述の通り，すべての進化計算アルゴリズムは，自然選択を模して設計されてい
る．具体的には，以下の五つのステップを経て目的関数の最適化を行う．以下，解
の候補を個体 (indivisual)，その個体の数を集団数 (population size)，反復回数を表
す数値を世代 (generation) と表現する．
i). 初期化:
目的関数の解の候補となる個体をランダムに生成し，初期化を行う．
ii). 評価:
生成された個体を目的関数を用いて評価を行う．
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iii). 選択:
評価された個体の順位に基づいて，生存させる個体を決定する．
iv). 生成:
生存した個体を用いて，次の世代の個体群を生成する．
v). 終了条件評価:
予め与えられた終了条件を満たした場合，終了し最も優れた個体を解として
出力する．満たさない場合は，2.以降のステップを繰り返す．
2.2.2 CMA-ES
本項では，CMA-ESのうち最も一般的とされる [13]，(µ/µw, λ)-CMA-ESについ
て概要を述べ，次に sep-CMA-ESについて述べる．最後に CMA-ESのハイパーパ
ラメタの設定について述べる．
CMA-ESは，一般の進化戦略とは異なり，解の候補を直接保持せず，多変量正規
分布N(m(t), σ2C(t))により解集団を生成し，それらを用いて平均m(t)と分散共分
散行列C(t)を最適化することで解の探索を行う．ここで tはステップ数とする．
目的関数f(x),x ∈ Rdを最適化する場合の，具体的なアルゴリズムについて以下に
記す．はじめに，変数の初期化を行う．平均m(0) ∈ Rd，分散共分散行列C(0) ∈ Rd×d，
ステップサイズ σ(0) ∈ Rをそれぞれ探索領域に応じて決める．また，分散共分散行
列とステップサイズのそれぞれの進化パス p(0)c ∈ Rdおよび p(0)σ ∈ Rdを 0とする．
そして，あらかじめ定めた終了条件を満たすまで以下のステップを繰り返す．
[Step 1.] 式 (1)にように，正規分布 N(0 ∈ Rd, I ∈ Rd×d)から，λ個の個体
z ∈ Rλ×dを生成する．C(t)を平方分解し，B(t)とし (式 (2))，z(t)との行列積から
y(t) ∈ Rλ×dを求める (式 (3)). そして，式 (4)のように，σ(t)を y(t)の各要素にかけ，
平均m(t)との和から解集団 x(t) ∈ Rλ×dを生成する．
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z(t) ∼ N(0, I) (2.2)
B(t) =
√
C(t) (2.3)
y(t) = z(t)B(t) (2.4)
x(t) = m(t) + σ(t)y(t) (2.5)
[Step 2.] Step 1.で生成した解集団x(t) の各個体について f(xi), (i = 1, ..., λ)から
評価値を計算し，昇順に x(t), y(t), z(t)を個体 (λ) の軸について並び替える．
[Step 3.] 各個体の順位についての重みw ∈ Rλを用いて，式 (5), (6)にようにw
とx(t), y(t)の個体の軸についての内積をとり，dy(t), dz(t) ∈ Rdを求める．ここで，
重みwは，1 < µ < λとして，w1 ≥ · · · ≥ wµ > 0, wµ+1, · · · , wλ = 0, ‖w‖1 = 0を
満たすものとする．
dy(t) = w · y(t) (2.6)
dz(t) = w · z(t) (2.7)
[Step 4.] Step 3.で求めた dy(t), dz(t) を用いて式 (7), (8), (9)のように進化パ
スを計算する．進化パスは，過去の世代における個体の移動方向を累積すること
で，最適化の安定性を高める作用がある．ここで，µw = 1‖w‖ , χd = E[‖N(0, I)‖] ≃√
d(1− 1
4d
+ 1
21d2
) ∈ Rとし, cσ, cc ∈ Rを各進化パスの学習率とする．
h(t+1)σ =
{
1 ‖p(t+1)σ ‖ < (1.4 + 2n+1)χd
0 else
(2.8)
p(t+1)σ = (1− cσ)p(t)σ +
√
cσ(2− cσ)µwdz (2.9)
p(t+1)c = (1− cc)p(t)c
+ h(t+1)σ
√
cc(2− cc)µwdy (2.10)
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[Step 5.] Step 4.で求めた進化パスを用いて式 (10), (11), (12)のように多変量正
規分布の変数の更新を行う．ここで，OP (·) ∈ Rn×nは入力ベクトルとそれ自身の直
積行列とする．また，ηm ∈ Rを平均mの学習率, ηc1 , ηcµ ∈ Rをそれぞれ分散共分
散行列Cの rank-one update, rank-µ updateの学習率とし，dσ ∈ Rをステップサイ
ズの減衰率とする．
m(t+1) = m(t) + ηmσ
(t)dy(t) (2.11)
σ(t+1) = σ(t) exp
(
cσ
dσ
(
‖p(t+1)σ ‖
χd
− 1
))
(2.12)
C(t+1) = C(t) + ηc1
(
OP (p(t+1)c )−C(t)
)
+ ηcµw ◦
(
OP (y(t))−C(t)) (2.13)
以上の Step 1.∼Step 5.を繰り返すことで，平均ベクトルmが解に，ステップサ
イズ σが 0に，分散共分散行列Cが 0に収束することで，多変量正規分布の各次元
がディラックのデルタ関数へ近似され，解が一意に求まる．
2.2.2.1 sep-CMA-ES
sep-CMA-ES [4]は目的関数が高次元である場合に，時間・空間計算量の点から
CMA-ESの適用が難しいことから，CMA-ESの分散共分散行列を対角成分に限定す
ることで，その問題の解消を図ったアルゴリズムである．sep-CMA-ESでは時間計
算量・空間計算量ともにO(n)となる．
また，sep-CMA-ESでは分散共分散行列の学習率を増加させており，目的関数の
入力次元を dとして，rank-one update, rank-µ updateともに (d+ 2)/3を係数にか
ける．
2.2.2.2 ハイパーパラメタ
CMA-ESはアルゴリズム中のハイパーパラメタがいくつか存在するが，それらは
目的関数の入力次元によって定めている．本論文中では，文献 [14]に示されている
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推奨値を用いる．以下目的関数の入力次元を dとする．
λ = 4 + 3⌊ln (d)⌋ (2.14)
µ = ⌊λ
2
⌋ (2.15)
wi = ln (
λ+ 1
2
)− ln (i) (2.16)
w =
[w1, w2, · · · , wλ]
‖[w1, w2, · · · , wλ]‖ (2.17)
cσ =
µw + 2
d+ µw + 5
(2.18)
cc =
4 + µw
d
d+ 4 + 2µw
d
(2.19)
dσ = 1 + cσ + 2max
(
0,
√
µw − 1
d+ 1
− 1
)
(2.20)
ηm = 1 (2.21)
ηc1 =
2
(d+ 1.3)2 + µw
(2.22)
ηcµ = min
(
1− ηc1 ,
2(µw − 2 + 1µw )
(d+ 2)2 + µw
)
(2.23)
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第3章 関連研究
本章では，はじめに，最適化において考慮しなければならない目的関数の性質に
ついて，CMA-ESを改良した研究を紹介する．次に，進化計算をニューラルネット
ワークの学習に用いた研究を，最後に，ニューラルネットワークの学習におけるラ
ベルノイズについての研究を紹介する．
3.1 目的関数の各性質に対してのCMA-ESの改良
第 2章で述べたように，目的関数の性質は主に，変数間依存性 (Separability), 悪
条件性 (Ill-Conditioning), 多峰性・大谷構造 (Multimodality) に分類される．
変数間依存性については，CMA-ESは分散共分散行列行列を用いていることで，
依存性を考慮した個体の生成を行うことができるため，有効であるといえる．悪条
件性については，現在のCMA-ESステップサイズ更新手法の主流であるCumulative
Step-size Adaptation (CSA) [15] [16] は，ステップサイズを進化パスのマハラノビ
ス距離を用いて更新することから，変数間のスケールの違いに対して比較的ロバス
トな最適化を可能としている．多峰性・大谷構造については，個体数の増加 [17]，再
スタート毎に個体数を変化させる再スタート戦略 [9]，最適化の度合いに応じて世代
毎に個体数を変化させるPopulation Size Adaptation (PSA) [10]が提案されている．
単純に高次元 (learge-scale) な目的関数についても，前述の sep-CMA-ESをはじ
めとして，LM-CMA [5], VD-CMA [7]等，数多く研究されており，10000次元程度
の目的関数について時間・空間計算量を削減しつつ変数間の共起を考慮した最適化
を可能としている．
本論文で提案する手法では，目的関数が高次元かつ悪条件性が非常に強い場合に
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ついて，既存のCSAを踏まえた上で，各世代でランダムに次元を制限しその次元に
ついて最適化を行うことで，制限された次元内での見かけの条件数を低減すると共
に，ステップサイズをベクトルでの表現を可能とし，より変数間のスケールの違い
を考慮した最適化を行うことができる．
3.2 進化計算を用いたニューラルネットワークの学習
ニューラルネットワークの学習に進化計算用いた研究は数多くあるが, 勾配法と
進化計算とを組み合わせた研究は非常に少ない. はじめに，進化計算のみを用いた
研究を紹介し, 次に勾配法と進化計算とを組み合わせた研究を紹介する.
進化計算による最適化が勾配法と同等の性能を残せることを始めて示したものと
して, Morseらの研究 [18]が挙げられる. Morseらは, 一般的な進化計算の手法が個
体値の評価を全ての学習データ (full-batch) を用いて行うのに対して, mini-batchと
呼ばれる少ないトレーニングデータに区切った評価を行うことで, 時系列データを
用いた実験においては, 二乗誤差による評価で SGDをも上回る性能を挙げることに
成功した. 一方で, 実験に用いたニューラルネットワークの大きさが中間層のユニッ
ト数で高々1000程度と小さいことは著者らも論文中で触れており, 高次元な場合に
ついては検討の余地が残されている.
大規模なニューラルネットワークにおいて, 進化計算を用いた最適化で SGDに並
んだものとして, Zhangらの研究 [19]が挙げられる. Zhangらは, OpenAI ESという
進化戦略を基にした手法を提案し，正規分布からサンプリングした重みの更新値と，
それを加えた場合の目的関数の評価値に応じた報酬から，勾配を計算することで学
習を行っている．MNISTの分類問題に対して, 勾配法を上回ることはできなかった
ものの同等の結果を残し，高次元な場合についても進化計算による手法が一定の成
果を発揮することを示している．一方で，勾配法には及ばなかったことから，進化
計算による勾配値から勾配法による真の勾配値を推定するアプローチを取っており，
進化計算を用いた学習を行うことによる優位性は示せてはいない．
SGDと ESを組み合わせたものとして, Magoulasらの研究 [20]が挙げられる.
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Magoulasらは, SGDによって最適化された重みの値を, Differential Evolution Strat-
egy (DES) を用いて組み換えることで, SGDのみを用いた場合よりもよい結果を残
した.
本研究では，CMA-ESを勾配法と組み合わせることによって，CMA-ESの適用可
能な次元数の上限の問題と，勾配法の勾配消失問題の二点の解決を図っており，
3.3 学習データにおけるラベルノイズ
ラベルノイズとは，学習データについて誤った教師ラベルが付与されたものを指
す．損失関数に対して，ラベルノイズに関する正則化を与えることで，性能の向上
を図った研究として，Patriniらによる研究 [21]とGhoshrらによる研究 [22]が挙げ
られる．
Patriniらは，ノイズの発生確率が既知である場合に，その情報を正則化項として
損失関数に与えることで，ラベルノイズ下での性能を向上させた．ノイズの発生確
率が未知の場合でも，それを推定する手法も提案しているが，その場合はネットワー
クに工夫をしなければノイズを過学習してしまうという課題も存在する．Patriniら
の手法は損失関数をクロスエントロピー関数に限定しているという課題があったが，
Ghoshrらは平均二乗誤差や平均絶対誤差に対してもラベルノイズ化での最適化を可
能とした．しかし，損失関数の制約は大きく，マルチラベル問題のように一つの入
力データに対して複数の正解ラベルが付与されているような場合には適用すること
ができない．
Goldbergerら [23]は，ニューラルネットワークの構造において，ラベルノイズに
対する適応層を追加することで性能の向上を図ったが，層が増えることにより学習
時間が増大するという欠点も存在する．
以上のように，ラベルノイズに対しての既存の取り組みは，いずれも損失関数や
層の構造に対してのアプローチであり，SGDやADAMといった学習アルゴリズム
への提案は知りうる限り見られない．
本研究では，SGDやADAMのような勾配法をベースとしたアルゴリズムではな
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く，一般的にノイズに対して頑健であるとされる進化計算の手法であるCMA-ESを
用いることで，既存の研究とは異なる視点からの取り組みを行っている．また，アル
ゴリズムによるアプローチであるため，既存手法と組み合わせることも可能である．
実験では，CMA-ESによる最適化の頑強性を明確に検証するため，これらの既存
研究との組み合わせは行わずに実験を行った．
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第4章 高次元悪条件最適化問題
悪条件関数を効率的に最適化を行うためには，関数の各次元のスケールの違いを
考慮する必要がある．CMA-ESにおける最適化では，分散共分散行列の各次元が目
的関数の各次元のスケールに適応することから，悪条件関数の最適化について優れ
るとされる．一方で，100,000次元の Ellipsoid関数のような高次元悪条件関数の場
合には，10,000回の関数の評価を行なっても目的関数の値が下がらない現象が報告
されている．
本章では，4.1節において，Ellipsoid関数と Star型Rosenbrock関数の二つの高次
元悪条件関数を用い，従来のCMA-ESにおける前述の現象についての原因を検討す
る．そして 4.2節において，高次元悪条件関数に対して有効な，ランダムな次元の
制限に基づくCMA-ESの提案し，その性能について実験及び考察を行う．
4.1 予備実験: 高次元悪条件問題に対するCMA-ESの
挙動
本節では，高次元かつ悪条件な目的関数におけるCMA-ESの挙動を確認する．本
論文中で用いるベンチマーク関数を表 4.1に示す．
4.1.1 Ellipsoid関数を用いた実験
はじめに，sep-CMA-ESを用いて，Loshchilovによる実験 [5]の再現を行った．目
的関数には 100000次元の Ellipsoid関数を用い，初期値を，m(0) = [−5, 5]100000,
C(0) = I, σ(0) = 1.0, λ = 4+ 3⌊ln (d)⌋と設定した．比較として，同じ初期値を用い
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表 4.1: Benchmark functions
Function Definition
Sphere
∑n
i=1 x
2
i
Ellipsoid
∑n
i=1(1000
i−1
n−1xi)
2
Rosenbrock (Star)
∑n
i=2 (100(x1 − x2i )2 + (1− xi)2)
て，100,000次元の Sphere関数に適用した．目的関数の目標値を 10−10，最大評価回
数を λ ∗ 107と設定した．また，初期値については，以降の全ての実験で同一の設定
を用いた．
評価回数 (Func evals)に対する目的関数の値 (Objective)，ステップサイズ (Sigma)，
分散 (Covariance) の変化を，Sphere関数については図 4.1に，Ellipsoid関数につい
ては図 4.2に示した．目標値には Sphere関数では約 1.5 ∗ 107回，Ellipsoid関数では
約 6.5 ∗ 107回の評価回数で到達した．目的関数の値の減少はともに約 1.0 ∗ 106回付
近から始まっており，Ellipsoid関数の方が評価回数あたりの最適化速度が遅いこと
がわかる．また，Sphere関数の場合では，ステップサイズと分散共分散行列が共に
単調に減少しているのに対し，Ellipsoid関数では，分散共分散行列の対角成分の平
均が上昇している一方でステップサイズは下がり続けていることが読み取れる．こ
の乖離が Sphere関数の場合と比較して Ellipsoid関数の最適化速度を下げていると
推測され，この乖離を抑制することでこの差を軽減することができると考えられる．
4.1.2 Star型Rosenbrock関数を用いた実験
本節では，前節の推測を確かめるために，10,000次元の Star型Rosenbrock関数
を用いた実験を行う．Ellipsoid関数が変数間で 106ずつ徐々にスケールが変化して
いくのに対して，Star型Rosenbrock関数では，1つ目の変数とそれ以降の変数との
間にスケールの差が生じるため，高次元になるほどより悪条件になると考えられる．
前節と同様に結果を図 4.3に示した．目標値には到達せず，最大評価回数時の目
的関数の値は約 2252.2となった．ステップサイズに注目すると，1.0 ∗ 106回の評価
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図 4.1: 100,000次元の Sphere関数の最適化 (sep-CMA-ES)
回数付近で，1つ目の変数の分散と共に収束に向かってしまっている．その後，1つ
目の変数の分散も上昇に転じ，全ての次元の分散の平均が大きく上昇しているのに
対して，ステップサイズは収束してしまい，最適化が緩やかになっていることがわ
かる．Star型Rosenbrock関数は 1つ目の変数の影響が非常に大きく，1つ目の変数
の収束がステップサイズに大きな影響を及ぼしたと考えられる．
4.2 提案手法: ランダムな次元の制限に基づくCMA-
ES
本章では，予備実験の結果を受け，ステップサイズの大域的な収束性を維持しつ
つ，分散共分散行列の局所的な収束を考慮した変数の更新を行うCMA-ESのアルゴ
18
4.2 提案手法: ランダムな次元の制限に基づくCMA-ES
図 4.2: 100,000次元の Ellipsoid関数の最適化 (sep-CMA-ES)
リズムについて提案を行う．
4.2.1 更新次元のランダムな制限
本論文では，各世代で更新する次元をランダムに制限するCMA-ESを提案する．
具体的には，目的関数の入力次元をインデックス化し，そのインデックスの要素を
シャッフルする．そして，各ステップであらかじめ設定した制限次元をインデック
スから取り出す．インデックスの最後の要素まで参照を終えたら，再びインデック
スをシャッフルする．この手法はCMA-ESと sep-CMA-ESの双方に適用でき，アル
ゴリズムの変更点は同様なため，CMA-ESへの適用について以下の項で述べる．
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4.2 提案手法: ランダムな次元の制限に基づくCMA-ES
図 4.3: 10,000次元の Star型Rosenbrock関数の最適化 (sep-CMA-ES)
4.2.1.1 CMA-ESへの適用
目的関数を f(x),x ∈ Rd とする．はじめに，通常の CMA-ESと同様に，平均
m(0) ∈ Rd，分散共分散行列C(0) ∈ Rd×d，ステップサイズσ(0) ∈ Rnをそれぞれ探索
領域に応じて決め，分散共分散行列とステップサイズのそれぞれの進化パスp(0)c ∈ Rd
および p(0)σ ∈ Rdを 0と初期化する．ステップサイズは，通常のCMA-ESではスカ
ラーで定義するが，提案手法ではベクトルで定義する．また，目的関数の入力次元
長のインデックスベクトル ι ∈ Rdを新たに導入し，あらかじめ要素をシャッフルし，
インデックスの参照を終えた要素の終端地点 e ∈ Rを 0と初期化する．そして，あ
らかじめ定めた終了条件を満たすまで以下のステップを繰り返す．
[Step 1.] 予め設定された，各世代で制限する次元数を s ∈ Rとする．また，この
sは世代ごとに異なる値をとることも可能であるが，本論文中では固定値とする．ι
20
4.2 提案手法: ランダムな次元の制限に基づくCMA-ES
から，前世代での終了地点 eから e + sまでを取り出し，当世代でのインデックス
ベクトル ι′ ∈ Rsを生成する．ただし，e + s > dの場合，eから dまでのベクトル
ι′ ∈ Rd−eとし，ιの要素を全てシャッフルし，e = 0とする．
[Step 2.] 生成した当世代でのインデックスベクトル ι′に基づいて，各変数から部
分ベクトルおよび部分行列を生成する．具体的には，平均m′ ∈ Rs，分散共分散行
列C ′ ∈ Rs×s，ステップサイズ σ′ ∈ Rs，進化パス p′c ∈ Rs, p′σ ∈ Rsとなる．分散
共分散行列については，指定されたインデックスの対角成分およびそれらの共起成
分からなる対称行列を抽出する．
[Step 3.] 正規分布N(0 ∈ Rs, I ∈ Rs×s)から，λ個の個体 z(t) ∈ Rλ×sを生成する．
C′を平方分解し，B′とし，z(t)との行列積から y(t) ∈ Rλ×sを求める. そして，σ′
を y(t)の各要素にかけ，平均m(t)の ι′の要素との和から解集団 x(t) ∈ Rλ×dを生成
する．このとき，x(t)は通常のCMA-ESと同じ次元の行列となるが，ι′以外のイン
デックスの次元については，各個体全て同じ値 (m(t)の値) を取る．
[Step 4.] 通常の CMA-ESと同様に，目的関数を用いて各個体を評価・順位づけ
し，昇順に並び替える．また，同様に重みw ∈ Rλとの個体の軸 (λの軸) について
の内積 dy(t), dz(t) ∈ Rsを求める．
[Step 5.] Step 4.で求めた dy(t), dz(t)をもとに，進化パスを更新する．このとき，
ι′で指定された要素のみ更新を行い，その他の要素については元の値を維持する．
[Step 6.] 進化パスをもとに平均m(t)，分散共分散行列C(t)，ステップサイズσ(t)
の更新を行う．ここでも，Step 4.と同様に ι′で指定された要素のみ更新を行い，そ
の他の要素については元の値を維持する．
以上の Step 1.∼Step 6.を通常のCMA-ESと同様に終了条件を満たすまで繰り返
す．sep-CMA-ESについても分散共分散行列の対角成分から ι′に対応する次元を抽
出することでCMA-ESの場合と同様に適用することができる．
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4.2.1.2 ハイパーパラメタ
提案手法ではハイパーパラメタについて，通常のCMA-ESと同様の式を用いる．
ただし，ハイパーパラメタの引数となる次元の値については，目的関数の入力次元
数 dではなく，各世代ごとに制限された次元数 sを用いる．また，sep-CMA-ESへ
の適用の場合は，sep-CMA-ESと同様に分散共分散行列の rank-one update, rank-µ
update双方の学習率に (s+ 2)/3の係数をかける．
4.2.2 手法の特徴
進化計算において，最適化を行う変数を制限する手法は，ZhangらのOpenAI ES
[19]でも用いられており，目的関数が高次元である場合に，集団サイズを維持した
状態で更新する次元を減らすことができる．
関数の各性質に対する有効性について，関数が悪条件である場合には，変数を制
限することで，制限された次元内での条件数の期待値が軽減されることが期待され
る．一方で，変数間依存性がある関数については，依存関係のある次元が同じ次元
の組に制限される必要性があると考えられ，依存関係が強い場合には性能の悪化が
生じることが考えられる．
次元の制限の方法について，次元のインデックスを最後まで参照した際に，イン
デックスベクトルの要素をシャッフルすることで，制限された次元にふくまれる次
元の組が毎回変わるように設計を行った．これはRosenbrock関数のように次元間に
依存性がある場合に有効であると考えられる．また，インデックスベクトルを先頭
から順番に参照していくことで，全ての次元が均一に制限される．これは，制限さ
れる回数にばらつきが発生した場合に，制限されなかった次元の共起成分が維持さ
れ続け，世代を重ねるごとに対角成分に対して大きな値をとって最適化を妨げるこ
とを防ぐためである．
また，ステップサイズをベクトルに変更し，制限された次元を用いて更新を行なっ
ている点が，従来のCMA-ESとの最大の相違点である．従来のCMA-ESではステッ
プサイズを全ての次元の進化パスのマハラノビス距離を用いて更新していたため，
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大域的な収束を早める一方で，目的関数の各次元のスケールが大きく異なっていた
場合に，分散共分散行列の局所的な収束との乖離が大きいという問題が予備実験か
ら明らかになった．提案手法では，制限した次元の進化パスのマハラノビス距離を
用いることで，大域的な収束を維持しつつ，分散共分散行列の局所的な収束にも対
応できると考えられる．
最後に，時間・空間計算量について考える．空間計算量については元の分散共分
散行列の値を保持するためO(n2) (sep-CMA-ESの場合はO(n)) で変わらない．一
方で，時間計算量については，分散共分散行列の固有値分解について，制限した次
元のオーダーで行うことができる．
4.3 評価実験と考察
本章では，提案手法の高次元悪条件関数における性能を確認する．悪条件な目的
関数として，Ellipsoid関数および Star型のRosenbrock関数を用いた．一般的によ
く知られる Chain型の Rosenbrock関数は隣り合う変数間の依存性が強い関数とし
て知られているが，Star型の場合は，1つ目の変数とそれ以降の変数との間に強い
依存性を持つ [24]ことから，1つ目とそれ以降の変数について依存の度合いが異な
り，悪条件な関数とみなすことができる．実装には cupyを用い，GPUによる並列
計算を行った．本論文で実験に用いた計算機環境を表 4.2に示す．
4.3.1 高次元悪条件関数を用いた実験
本節では，提案手法, sep型の提案手法, sep-CMA-ES, VD-CMA, L-BFGS法の性
能の比較を行う．L-BFGS法は勾配法をベースにした最適化アルゴリズムの一つで
あり目的関数の導関数を必要とする．今回の実験では，目的関数の各次元について
の一次偏導関数を既知の情報として与え，一回の反復あたりの評価回数を，目的関
数の評価回数に各次元の導関数の評価回数を加えた．本節の実験では，提案手法の
制限次元を 100次元と設定した．
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4.3.1.1 最適化性能の比較
はじめに，予備実験と同様の設定と目的関数を用いて実験を行った．
各関数について，評価回数 (Func evals)に対する目的関数の値 (Objective)，ス
テップサイズ (Sigma)，分散 (Covariance) の変化を，Sphere関数については図 4.4
に，Ellipsoid関数については図 4.5に，Star型Rosenbrock関数については図 4.6に
示す．
図 4.4: 100,000次元の Sphere関数の最適化 (提案手法)
Sphere関数では，約 2.5 ∗ 107解の評価回数で目標値へと到達し，sep-CMA-ESよ
り多くの評価回数が必要となった．Ellipsoid関数では，ステップサイズと分散との
乖離が小さくなった結果，約 4.5 ∗ 107回で目標値に到達し，sep-CMA-ESよりも約
2.0∗107回程度評価回数が少なくなった．Star型のRosenbrock関数では，目標値には
到達しなかったが，最大評価回数時に目的関数の値が約 59.76となり，sep-CMA-ES
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図 4.5: 100,000次元の Ellipsoid関数の最適化 (提案手法)
の 1/40程度まで最適化することに成功した．こちらの場合でも，ステップサイズと
分散の乖離が，sep-CMA-ESよりも小さくなったことが原因であると考えられる．
また，各関数について，評価回数あたりの目的関数値の推移を，Sphere関数につ
いては図 4.7, Ellipsoid関数については図 4.8, Star型Rosenbrock関数については図
4.9に示した．
Sphere関数では，L-BFGS法が最も少ない評価回数で目標値に達し，良条件・単
峰性・変数名のない関数については，勾配法が優れていることが伺える．
Ellipsoid関数では，提案手法が最も少ない評価回数で目標値に達した．sep-CMA-
ESおよびVD-CMAも L-BFGS法を上回ったことから，分散共分散行列とステップ
サイズを用いることで，目的関数の導関数を用いるよりも，悪条件に適応した最適
化が可能となっていることが伺える．
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図 4.6: 10,000次元の Star型Rosenbrock関数の最適化 (提案手法)
Star型 Rosenbrock関数では，提案手法が最も良い解に到達した．分散共分散行
列の対角成分のみを使用した提案手法においてもVD-CMAを上回ったが，これに
ついては，Star型 Rosenbrock関数は高次元になるほど，分散共分散行列中の依存
関係のある変数が占める割合が減り変数間依存性が弱くなる一方で，悪条件さは増
すためであると考えられる．
4.3.1.2 計算時間の比較
各関数について，時間に対する目的関数の値および評価回数の変化を図 4.10, 図
4.11に示す．目的関数の値の変化は前節での結果とほぼ同様であった．一方で，評
価回数の変化は，更新する次元数を制限しているにも関わらず，sep-CMA-ESを下
回った．これは，各変数での更新する次元の抽出およびインデックスの要素のシャッ
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図 4.7: 100,000次元の Sphere関数の最適化における各種法の評価回数あたりの目的
関数値の比較
フルに起因するものであると考えられる．
4.3.2 次元数の変化についての比較
本節では，目的関数の条件数を固定し次元数を変化させた場合について，提案手
法と sep-CMA-ESの性能の比較を行う．目的関数には，Ellipsoid関数を用い，次元
を 100から 10,000まで変化させ，各次元について目標値に達するまでの評価回数を
計測した．結果を図 4.12に示した．次元数が，100と 1,000の間で評価回数が逆転
が生じた．また，次元数が変化しても二つの手法間での評価回数の差に大きな差は
みられない．このことから，次元数は提案手法における制限された次元内での条件
数の期待値に影響は見られるものの，主要な要因ではないと考えられる．
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図 4.8: 100,000次元のEllipsoid関数の最適化における各種法の評価回数あたりの目
的関数値の比較
4.3.3 条件数の変化についての比較
本節では，目的関数の次元数を固定し条件数を変化させた場合について，提案手
法と sep-CMA-ESの性能の比較を行う．目的関数には，条件数を操作するために
Ellipsoid関数の係数を修正した関数を用いた．100次元の修正 Ellipsoid関数では，
条件数を 106から 108まで変化させ，各条件数について目標値に達するまでの評価
回数を記録した．また，1,000次元の場合では，条件数を 103から 106まで変化させ，
同様に結果を記録した．
各条件数に対しての目標値到達までの評価回数の推移を，100次元の場合につい
て図 4.13に，1,000次元の場合について図 4.14に示した．いずれの次元の場合でも，
条件数が大きくなるにつれて提案手法は sep-CMA-ESに比べて評価回数が少なくな
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図 4.9: 100,000次元の Star型Rosenbrock関数の最適化における各種法の評価回数
あたりの目的関数値の比較
ることが伺える．また，100次元の場合では，条件数が 106から 107の間で二つの手
法間で評価回数の逆転が起きるのに対し，1,000次元の場合では，条件数が 103から
104の間で逆転が起きており，次元数によって大きな差が見られた．
4.3.4 次元の制限方法についての比較
本節では，提案手法における次元の制限方法について，ランダムに制限する方法
と，制限次元を先頭から順番に固定する方法で比較を行う．
はじめに，105次元の Ellipsoid関数を用いた比較を行う．それぞれの制限方法に
ついての評価回数と目的関数値，ステップサイズ，分散共分散行列の関係を図 4.15
に示す．図より，制限する次元を先頭から順番に固定した場合が，より少ない評価
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図 4.10: 時間毎の目的関数の値の推移
回数で目標値に到達した．Ellipsoid関数は各次元について，単調に係数が大きくな
るため，順番に次元を制限することで，制限次元内での条件数を大きく減少させる
ことができる．今回の場合では，100次元での制限を行ったため，制限次元内での
条件数は 100と，Ellipsoid関数本来の条件数である 106の 0.1%低減されている．こ
のことから，制限次元内での条件数が評価回数の削減に非常に大きな影響を与えて
いると推測できる．
次に，105次元の Ellipsoid関数について，各次元の係数をシャッフルし，同様の
実験を行った．それぞれの制限方法についての評価回数と目的関数値，ステップサ
イズ，分散共分散行列の関係を図 4.16に示す．図より，どちらの制限方法でも同じ
程度の評価回数で目的地に到達し，ステップサイズや分散共分散行列も同様の推移
となった．Ellipsoid関数の係数をシャッフルしたことにより，制限する次元を固定
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図 4.11: 時間毎の評価回数の推移
した場合でも，毎回制限する次元の組をランダムに変える場合と同程度の条件数に
なったと考えられる．
最後に，104次元の Star型Rosenbrock関数について，同様の実験を行った．それ
ぞれの制限方法についての評価回数と目的関数値，ステップサイズ，分散共分散行
列の関係を図 4.17に示す．図より，ランダムに次元を制限した場合が，より良い目
的関数値に到達した．Star型 Rosenbrock関数は，一つ目の次元の変数とその他の
次元の変数との間に依存関係があるため，次元を固定した場合では，一つ目の変数
と同じ組に制限される変数が一部に限られてしまったことにより，最適化に悪影響
が生じたと考えられる．
以上の実験を通して，変数間のスケールの近さや依存関係が既知であれば，それ
らが同じ組に含まれるように次元を制限することで，最適化性能の向上を図れるこ
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図 4.12: Ellipsoid関数における次元毎の評価回数の推移
とが確認できた．一方で，ブラックボックス最適化では，目的関数における性質は
未知であることから，ランダムに制限することが最も有効であると言える．
4.3.5 制限次元の大きさについての比較
本節では，提案手法の制限次元の大きさの違いついての性能の比較を行う．100,000
次元のEllipsoid関数と 10,000次元の Star型Rosenbrock関数に対して，制限次元を
10, 100, 1,000と変えて実験を行った．Ellipsoid関数に対しては sep型の提案手法を
用い，Star型Rosenbrock関数については通常の提案手法を用いた．目標値は 10−10
とした．
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図 4.13: 100次元の Ellipsoid関数における条件数毎の評価回数の推移
4.3.5.1 最適化性能の比較
評価回数あたりの目的関数の値を図 4.18に示す．Ellipsoid関数では，制限次元を
100としたものが最も少ない評価回数で目標値に到達した．一方で，Star型Rosen-
brock関数では，目標値に到達したものはなかったが，制限次元を 10としたものが
最もよい値を得た．
以上より，さらなる検証が必要ではあるが，目的関数の入力次元数に対して 0.1%
程度を制限次元にするとよいと考えられる．
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図 4.14: 1,000次元の Ellipsoid関数における条件数毎の評価回数の推移
4.3.5.2 計算時間の比較
制限次元数の違いによる時間毎の推移について，目的関数値の推移を図 4.19に,
評価回数の推移を図 4.20に示す．時間毎の目的関数の値の変化は，評価回数毎の場
合とあまり変化はなく，Ellipsoid関数と Star型Rosenbrock関数共に，制限する次
元を全体の次元の 0.1%としたものが良い結果を得た．時間毎の評価回数の変化を
見ると，Star型の Rosenbrock関数では，制限次元が小さいものほど速いのに対し
て，Ellipsoid関数では制限次元を 100としたものがわずかではあるが最も速くなっ
ている．
時間毎の評価回数における制限次元数と速度の逆転については，提案手法が sep
型であるか否かによって生じていると考えられるが，今後さらなる検証を行う必要
がある．
34
4.3 評価実験と考察
図 4.15: 100,000次元の Ellipsoid関数における次元の制限方法についての比較
表 4.2: 計算機環境
CPU Intel Xeon E5-2680 v4 2.40GHz
RAM 256GB
GPU NVIDIA Quadro P6000
GPU環境 Cuda9.0 Cudnn7.2 CuPy4.3.0
OS Ubuntu 16.04.3 LTS
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図 4.16: 100,000次元の Ellipsoid関数における次元の制限方法についての比較
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図 4.17: 10,000次元の Star型Rosenbrock関数における次元の制限方法についての
比較
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図 4.18: 制限次元数の違いによる評価回数毎の目的関数の値の推移の比較
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図 4.19: 制限次元数の違いによる時間毎の目的関数の値の推移の比較
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図 4.20: 制限次元数の違いによる時間毎の評価回数の推移の比較
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第5章 CMA-ESのニューラルネット
ワークへの適用
5.1 一層のニューラルネットワークを用いたCMA-ES
とSGDとの比較
本節では，CMA-ESのニューラルネットワークの学習における性能を確認するた
め，一層の非常に浅いニューラルネットワークに適用し，実験を行う．実験に用い
たCMA-ESについて，第 4章で提案した確率的CMA-ESはニューラルネットワー
ク への学習の適用において，学習の途中でステップサイズが発散し学習が行われな
かったため，本実験では，すべて sep-CMA-ESを用いた．
5.1.1 MNISTを用いた実験
本実験では, CMA-ESの集団の大きさを 1000とし, mini-batchの大きさは 512と
した. また, SGDについては, 学習率を 0.001および 0.01, バッチサイズを 256とし
た. Epoch数は共通に 1000回とした. 使用するニューラルネットワーク は入力層
784次元, 出力層 10次元の 2層ニューラルネットワーク とし, 出力層の活性化関数
は softmax関数, 損失関数には負の対数尤度を用いた.
実験の結果を表 5.1および図 5.1に示した. F値と収束Epochは, 1000回のEpoch
中における最大値とそのときのEpochを表記した. 学習率が 0.001の SGDについて
は, 1000Epoch中に収束しなかったため, 収束 Epochを記さなかった. CMA-ESは
SGDおよび ADAMには及ばなかったものの, ほぼ同等の性能を残した. Epochを
見ると, 最適化に用いたデータ数あたりの収束速度はADAMが最も速く, 2番目に
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表 5.1: CMA-ESと SGDとの比較 (MNIST)
手法 F1-measure 収束 Epoch
sep-CMA-ES 0.918 32
ADAM 0.924 19
SGD (lr=0.001) 0.907 -
SGD (lr=0.01) 0.922 749
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図 5.1: CMA-ESと SGDとの比較 (MNIST)
CMA-ESとなっており, 比較して SGDは収束がかなり遅くなった. 実際には, CMA-
ESは 1Epoch中に 5000個のニューラルネットワークの最適化を行っているため, 実
行時間あたりでの収束速度ではADAMと SGDが大きく上回った.
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表 5.2: CMA-ESと SGDとの比較 (CIFAR-10)
手法 F1-measure 収束 Epoch
sep-CMA-ES 0.317 33
ADAM 0.299 63
SGD (lr=0.001) 0.312 223
SGD (lr=0.01) 0.311 64
5.1.2 CIFAR-10を用いた実験
本実験では, CMA-ESの集団の大きさを 4000とし, mini-batchの大きさは 256と
した. また, SGDについては, 学習率を 0.001および 0.01, バッチサイズを 64とした.
その他は, 4.2.1と同様の設定を用いた.
実験の結果を表 5.2および図 5.2に示した. 4.2.1と同様に F値と収束 Epochを示
した. この実験においては, CMA-ESがADAMと SGDを上回る性能を発揮した. ま
た, SGDがADAMを大きく上回る結果となった. 収束Epoch数についてもCMA-ES
が最も速く, ついでADAM, SGDとなった.
5.2 CMA-ESとSGDの組み合わせ
5.2.1 MNIST
本実験では, CMA-ESの集団の大きさを 1000とし, mini-batchの大きさは 256と
した. SGDについては, いずれの場合も同じ条件とし, 学習率を 0.01, バッチサイズ
を 64に設定した. Epoch数は共通に 1000とした. 使用するニューラルネットワーク
は, 10層のニューラルネットワーク で中間層のユニット数はいずれも 200で活性化
関数は relu関数を用いた. その他は 4.2と同様の設定を用いた.
実験の結果を表 5.3および図 5.3に示した. 提案手法は SGDと組み合わせたとき,
SGDのみを用いたものを上回っており, ADAMのみを用いたものと同じ結果を得
た. 一方でADAMと組み合わせた場合は, ADAMのみを用いたものを下回る結果と
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図 5.2: CMA-ESと SGDとの比較 (CIFAR-10)
表 5.3: 提案手法と SGDとの比較 (MNIST)
手法 F1-measure 収束 Epoch
提案手法 (SGD) 0.982 10
提案手法 (ADAM) 0.980 18
ADAM 0.982 82
SGD (lr=0.001) 0.963 118
SGD (lr=0.01) 0.970 24
なった. Epoch数を比べると提案手法は最も速く収束しているが, CMA-ESの 1バッ
チにつき SGDにより 1Epoch分最適化を行っているため, 単純な比較はできない.
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図 5.3: 提案手法と SGDとの比較 (MNIST)
5.2.2 CIFAR-10
本実験では, CMA-ESの集団の大きさを 800とし, mini-batchの大きさは 256とし
た. その他は 4.3.1と同様の設定を用いた.
実験の結果を表 5.4および図 5.4に示した. 提案手法は, 収束Epochは他の手法よ
りも少ないものの, F値が他を大きく下回る結果となった. また, 一層のときと同様
に SGDがADAMを上回る結果となった.
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表 5.4: 提案手法と SGDとの比較 (CIFAR-10)
手法 F1-measure 収束 Epoch
提案手法 (SGD) 0.327 8
ADAM 0.402 27
SGD (lr=0.001) 0.436 164
SGD (lr=0.01) 0.442 40
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図 5.4: 提案手法と SGDとの比較 (CIFAR-10)
5.3 考察
4.2.1および 4.2.2から, 一層のニューラルネットワーク において, MNISTでは
ADAMが最もよく, ついで SGD, CMA-ESであったのが, CIFAR-10では真逆に
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5.4 ラベルノイズに対する頑健性の検証
CMA-ESが最もよく, ついで SGD, ADAMとなる結果が得られた. このことから,
CIFAR-10はMNISTと比較して,局所解が多数存在し, CMA-ESは複数のネットワー
クを集団として保持しながら探索することでそれらの局所解に陥りにくいという仮
説が考えられる. ADAMが SGDを下回ったのは, 局所解が多数存在したために, 比
較的良い局所解の近傍で学習率が収束してしまったことによるものであると考えら
れる.
4.3.1から, 10層のニューラルネットワーク において, 提案手法を SGDと組み合
わせた場合は SGDを上回る結果が得られ, ADAMと組み合わせた場合はADAMを
下回る結果が得られた. このことから, SGDは, 多層化されたニューラルネットワー
ク においては, 出力層から遠い層の最適化が十分に行えず, CMA-ESと組み合わせ
たことでこれを解消できたと考えられる. 一方で, ADAMは最適化の度合いに応じ
て徐々に学習率を小さくする手法であることから, 学習率がADAMの最適化の過程
で小さくなってしまい, CMA-ESによる重み行列の分布の変化に対応できなかった
と考えられる.
4.3.2については, 提案手法は良い結果を得られなかったが, 4.2.2よりCMA-ES自
体は SGDを上回っていることから, 最適化する対象の次元数に対して, 集団の大き
さが十分に足りていなかったことが原因であると考えられる 4.2.2において, 10240
次元の最適化に対して 4000個のニューラルネットワーク を用いたのに対して, 4.3.2
では 204800次元の最適化に対して, メモリの制約上, 800個のニューラルネットワー
ク しか用いることができなかったため, 十分な最適化が行えなかったと推察される.
5.4 ラベルノイズに対する頑健性の検証
進化戦略による最適化の特徴として，一般に頑健性が高いと言われているが [25]，
それについて検証が行われることは非常に少なく，特にニューラルネットワーク の
最適化にあたっては先行研究がない．
そこで，本稿では，学習データのラベルに対して人為的にノイズを付与し，それ
を用いた最適化を行うことで，CMA-ESによる最適化の頑健性を検証し，SGDに
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表 5.5: CMA-ESと SGDとの F値による比較 (MNIST)
ラベルノイズ [%] CMA-ES ADAM SGD
0 0.918 0.924 0.922
5 0.918 0.915 0.913
10 0.918 0.910 0.910
15 0.917 0.906 0.903
20 0.916 0.899 0.900
より最適化を行った場合との比較を行う．
5.4.1 実験
実世界におけるデータにはラベルノイズが発生している可能性が高いと考えられ
るが，どの程度のノイズがあるかを知ることが難しいため，検証においては，ベン
チマーク用のデータセットであるMNISTを用いた．MNISTのデータを 49500個の
学習データと 5500個のテストデータに分け，学習データのラベルを，一定の割合で
ランダムに書き換えることで，ラベルノイズを人為的に発生させた．発生させるノ
イズは 0%から 20%まで 5%刻みで変化させた．
検証には入力層と出力層が直結した 2層のニューラルネットワーク を用いた．非
常に浅いニューラルネットワーク であるが，CMA-ESのメモリ制約上の都合からこ
れを使用した．比較対象として，CMA-ESと SGDの他に，SGDの学習率を自動的
に調整するアルゴリズムである ADAM [26]も用いた．各手法のパラメタ設定とし
て，バッチサイズは全て 256を用い，学習率はADAMは初期設定値，SGDについ
ては 0.01とした．評価には F値を用いた．
実験の結果を表 5.5及び図 5.5に示した．表 5.5を見ると，ノイズが 0%のときは
ADAM及び SGDが優れているが，ノイズが大きくなるに従ってADAM及び SGD
が大きく性能を下げたのに対して，CMA-ESは小さい下げ幅に止まった．ラベルノイ
ズが 20%の場合においては，他の手法がF値で 0.9を下回ったのに対して，CMA-ES
は 0.9以上を維持しており，頑健性の高さを示した．
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図 5.5: CMA-ESと SGDとの比較 (MNIST)
5.4.2 考察
SGDが，ラベルノイズの割合が上がるに連れて急激に性能が低下したことについ
て，SGDが各学習データのコストに対して勾配を計算し，重み行列の値を更新して
いることに原因があると考えられる．ミニバッチ学習法を用いることで，1つの学
習データが与える影響を小さくすることができるが，その影響が必ず勾配と重み行
列の更新値へ直接及ぶからである．
一方で，CMA-ESにおいては，各学習データが更新に直接与える影響は，各ニュー
ラルネットワーク の順位を決定する際のコストの算出のみである．確率分布のパラ
メタの更新は，その順位に基づいて，各ニューラルネットワーク の重み行列の値か
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ら行われるため，ラベルノイズを含んだ学習データが順位の上下に影響を与えない
限りは，最適化への影響は生じないと言える．これにより，CMA-ESはラベルノイ
ズが上昇しても F値が大きく下がらなかったと考えられる．
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第6章 終わりに
本論文では，(1)高次元悪条件問題に対するランダムに次元を制限した CMA-ES
の提案，と (2)ブラックボックス最適化の実問題への応用としてのCMA-ESのニュー
ラルネットワークへの適用，の二つに取り組んだ．(1)では，高次元悪条件最適化問
題において，ランダムに次元を制限することで，見かけの条件数を低減し，さらに
ステップサイズのベクトル化を可能としたCMA-ESを提案することで，探索の速度
の向上及び最適解の探索性能の向上を実現した．また (2)では，ブラックボックス
最適化の実問題への応用として，CMA-ESをニューラルネットワークに適用するこ
とで，CMA-ESを用いた学習のラベルノイズへの頑健性を確認すると共に，SGDと
組み合わせたアルゴリズムを提案することで勾配消失問題の低減を試みた．
今後の課題及び展望としては，(1)については，次元を制限することによる見かけ
の条件数の期待値を数理的あるいは解析的に求めることで，全体の次元数に対して
最適な制限する次元数についての検討を行う必要がある．また，変数間依存性が強
い関数については，依存関係にある変数の組が制限された次元のに含まれなければ
ならないため，分散共分散行列の値などから依存関係を推測するような手法を検討
する必要がある．(2)については，(1)で提案した手法がニューラルネットワークの
学習に適用した場合に，ステップサイズが発散してしまい良い結果を得られなかっ
た原因とその解消方法について検討する必要がある．また，今回はニューラルネッ
トワークの学習についてのみCMA-ESを適用したが，ニューラルネットワークの構
造について，CMA-ESを適用することで重み間の共起成分を考慮した構造の最適化
を行う手法を検討している．
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