Abstract: Species abundance distribution (SAD) is one of the important measures of biodiversity and one of the most significant concepts in ecology communities. Using this concept, the biologists can infer a lot of information from their collected data. In this article, we proposed a new method for predicting SAD. This method is based on the combination of several measures parameterized by machine learning techniques and decomposition of the model in sub-ranges having their proper combination. The goal is to use the combination of several individual models to design a better and more informative model. We show in this article by using many datasets representing different ecological situations that our new method is more robust and outperforms the predictive capacity of the other existing models.
Introduction
Biologists measure diversity in ecosystems as the variety and abundance of species in a specific location and time [1] . There are many measures of biodiversity, which show the importance of different characteristics of ecological communities [2] . The species abundance distribution (SAD) describes the number of species with a particular abundance in a community; it also indicates how many species are present in a community. Moreover, SAD also has been used for depicting the uncommonness and commonness of species [3] . There are several definitions of SAD which has been proposed by different authors. McGill gave the following explanation about the SAD [4] :
A species abundance distribution is a description of the abundance (number of individuals observed) for each different species encountered within a community. As such, it is one of the most basic descriptions of an ecological community. When plotted as a histogram of number (or percent) of species on the y-axis vs. abundance on an arithmetic x-axis, the classic hyperbolic, "lazy J-curve" or "hollow curve" is produced.
A lot of models have been proposed to predict SADs. McGill provided a helpful survey of different models [4] . Unfortunately, most of the models that have been proposed contain some weakness mentioned by McGill. We have considered them carefully for proposing a new method. 1. For most SAD models, no comparison with other existing models has been proposed. In other words, for the existing models, there is not any comparison of how their predictions fit data to other models. 2. According to McGill, another weakness is that different inconsistent methods have been used to measure goodness of fit. Unfortunately, the different methods used for evaluation, all emphasize different facets of fit. For example, "By-class Good Fit" fits data to the logged-bin and emphasizes fitting rare species. Therefore, the "By-class Good Fit" method and lognormal family methods work on similar features. Thus, any claim of an exceptional fit must be robust by being superior on multiple measures.
3. Even when consistent methods are used, most of the new models will fit some datasets well and other datasets poorly. In other words, for most of the models that have been proposed, the authors have evaluated their method on specific datasets well designed for their methods. So, it could be helpful if we can test our method over several datasets.
In practice, one might come across a case where no single model can achieve an acceptable level of accuracy. In such cases, it would be better to combine the results of different models to improve the overall accuracy. Every model operates well on different aspects of the dataset. For example, the lognormal family methods emphasize fitting rare species more than other methods. As a result, assuming appropriate conditions and combining multiple models may improve prediction performance when compared with any single model [5, 6] . In this article, we propose a new method called Fisher Power Logistic Poisson (FPLP), based on the combination of existing models: Fisher's logseries, power-law, logistic-J and Poissonlognormal. The main idea comes from a combination of techniques that are used in different fields. According to our knowledge, it is first time that a model based on the combination of other models using genetic algorithm has been proposed for the SAD problem. In this article, we evaluate several SAD models, including the FPLP model, with three different goodness-of-fit measures and applied to eight different datasets. By using the FPLP method, we would be able to investigate how the combination of different models' behavior is important in characterizing different aspects of SAD.
In Section 2, we describe current models that are used in prediction of SAD. In Section 3, we present the different measures of goodness of fit we used. In Section 4, we present the details of the FPLP model. In Section 5, we present the results of new model, and we compare them with results obtained with other models.
SAD models
SAD typically represents the way N individuals are partitioned into S species [2] . An example of how SADs can be represented graphically is given in Figure 1 .
Besides Figure 1 , there are different ways to plot SADs. The complete set of ways to plot SADs have been presented in McGill et al. [4] . The origin of SAD model points to 1932 in which the first model for prediction of SAD was proposed. Since that time, many models have been proposed. We give here several of them among others that are representatives of different modeling families (see Table 1 ).
As mentioned above, they correspond to various methods based on different concepts which lead to variable results depending on the dataset. The main idea of this article is to use a combination of models belonging to different families of methods for SAD modeling in order to have more flexibility in the final model. In this section, we introduce the four basic models that we used in our model.
Fisher's logseries
In the 1940s, researchers proposed different statistical models to describe patterns of species abundance [7] , which still stimulate a great deal of interest today [25] . Given a sample of a community, Fisher has defined a series expressing the SAD of this sample. Let N and S be, respectively, the numbers of individuals and species in the sample. If n i is the number of species that contain i individuals in the sample, then
The series is, thus, represented by
where α and x, the two parameters of the model, satisfy the equations:
Therefore, if N and S are known, α and x can be easily calculated. The first parameter, α, is constant for all samples from a given community (it is a characteristic of the community and not of the sample). α is correlated with the total number of species in the considered community and is called the "index of diversity" of the community [26] .
Logistic-J
The logistic-J distribution arises from a dynamical, individual-based model of species [27] . The resulting probability density function (PDF) can be written as follows: 
Family SAD

Statistical
Fisher's logseries [7, 8] Lognormal -Preston [9, 10] f ðxÞ ¼ c
where the abundance x runs from " to a maximum Δ. The constants δ ¼ 1=Δ and " are parameters of the distribution, and c is a constant of integration that gives a value of 1 to the area under the curve of the PDF. The constant c is a function of Ɛ and δ. The parameters Ɛ and Δ are called the inner and outer limits of the distribution, respectively (see Figure 2 ).
The distribution function F of the logistic-J PDF f is obtained by multiplying it by R, the number of species in a sample or in a community (F(x) ¼ Rf(x)) leading to the following prediction by logistic-J:
Power-law
One of the best-known patterns in ecology is the power-law form of the species-area relationship. Such a general pattern is important not only for fundamental aspects of ecological theory but also for ecological applications such as the design of reserves and the estimation of species extinction [14] . We consider here a SAD which decays with the power-law from the minimum number of individuals [11] , x ¼ 1, to the maximum value, x ¼ X as
The relation between the total number of species S and the maximum number of individuals X is obtained as follows: Figure 2 The PDF of the general logistic-J distribution.
Poisson-lognormal
This model mixes the lognormal with the Poisson distribution. One possible way to generalize the univariate Poisson distribution is to use a variable that follows a univariate lognormal distribution. If the abundances, x, are lognormally distributed (which mean that log x is normally distributed) with mean M and variance V, then the compound Poisson-lognormal distribution is the probability function [21] :
Àðlog xÀMÞ 2 =2V dy; r ¼ 1; 2; . . .
where r specifies the number of individuals. The distribution can be fitted to observed data by estimating the parameters, M and V, by the method of maximum likelihood.
Goodness of fit
The goodness of fit of a statistical model describes how well it fits a set of observations. Measures of goodness of fit typically summarize the discrepancy between observed values and the values expected under the model in question. In this section, several criteria that we used to compare the observed abundance distribution and the calculated abundance distribution have been introduced.
Squared prediction error
Squared prediction error (SPE) is a frequently-used measure of the differences between values predicted by a model and the actual observed values [28] . SPE is a good measure of precision. The formula used is as follows:
whereĝðx i Þ and gðx i Þ are observed values and predicted (or calculated) values, respectively.
Acceptable fit
Modeled distribution provides an acceptable fit to an observed SAD if the absolute difference between the observed and the calculated values of n 1 is less than 15% of the observed value which means that n obs 1 À n calc 1 0:15 n obs 1 [26] . n 1 is historically meaningful; it has always been an important statistic of a sample, and the SAD models had to give good approximations of n 1 to be validated [7] . Finally, from a practical standpoint, ignoring the role of n 1 can lead to unacceptable results of a goodness-of-fit test. For example, the distributions depicted in Figure 1 (left) do not present an acceptable fit, since the error on n 1 is 68% (n obs 1
Basic good fit
Based on the notion of acceptable fit, we can define what we call a "basic good fit". We say that the model distribution provides a basic good fit to an observed SAD, if it presents an acceptable fit, and if a basic X 2 test (chi-square test), applied on both distributions, gives a X 2 that is not significant (for example, 5% significance) [26, 27] . The X 2 test is then performed, calculating the observed and expected counts and computing the chisquare test statistic.
where O i are the observed counts and E i are the expected counts. The statistic has an approximate chisquare distribution.
To make a direct comparison between test results possible, all the data in Section 5 includes a chisquare test with corresponding scores adjusted to a degrees of freedom equal to S-1 (S is number of species or number of classes).
By-class good fit
Because of the problem of statistical invalidity of the X 2 test when applied on too small values, another solution consists in grouping the terms of a usual SAD into classes, in order to produce a grouped SAD [26] . Analyzing some geometrically varying data is more convenient and meaningful, if they are transferred on a logarithmic scale [29, 30] . The naive approach would be to use the base 2 for the logarithm, but this presents the disadvantage to violate the independence of data points [31] . Traditionally, a base 3 logarithm is used to transform the abundance data. This is done by grouping data into "Â 3 classes" (C k ) k ≥ 0: class C k has its center at 3 k , and its edges at 3 k /2 and 3 k+1 /2 [31] . When used with integer values, it gives the following classes: class C 0 contains only 1; class C 1 contains 2-4; class C 2 contains integers from 5 to 13; class C 3 contains integers from 14 to 40; class C 4 contains integers from 41 to 121; and so on. After logscaling, we can use formulae [9] and [10] to measure difference between observed and predicted values.
The FPLP model
In this section, we describe the FPLP model. This model is based on a combination of other models and follows the stacking approach which uses a combination of models to generate performing predictors [5] . By combining models, we expect a more accurate prediction at the expense of an increased complexity of the final model. Suppose we have a sample dataset Z and a number of different models with a good performance on Z. We can pick a single model as the solution, running onto the risk of making a bad choice for the problem. Instead of picking just one model, a safer option would be to use them all and "average" their outputs. The new model might not be better than the single best model but will diminish or eliminate the risk of picking an inadequate single model [5] . This approach will lead to a more robust predictive method. The proposed new method is based on the combination of four different models:
Fisher's logseries, Power-law, Logistic-J, and Poisson-lognormal distribution
The main reason of selecting these four models is that they represent different families of methods for SAD modeling and we tried to pick one method from each family. Each family has a specific approach for modeling the SAD, and we wanted to include most of these approaches to have enough flexibility to generate all possible predictions for modeling. We expect to enrich our global model, if we choose our base models from different families. Moreover, as a FPLP model uses a learned weighted combination of base models, it provides information on the relative importance of each base model on each sub-range of SAD.
The FPLP method can be viewed as a post-processing process that combines several fits, using a precomputed weighted combination, to generate a new fit.
Another important point is that we combine the basic models in three equal sub-ranges of the whole range of values. We found out that the SAD pattern is so complex that it could not be modeled by a single formula. In addition, partial combination gives us more flexibility to use all aspects of combination of models. We noticed that every single base model that we used obtained good prediction levels in specific sub-ranges of SAD. Therefore, we chose to build our model using combinations of the basic models, one for each sub-range we considered. We have chosen three sub-ranges because of a trade-off between two extreme situations: having too many sub-ranges leads to the over-fitting problem and more sub-ranges enhance the flexibility capability of new model and therefore improve the quality of the match. A division in three sub-ranges seems to be a good initial compromise, but more study needed to be done to see what the impact of the number of sub-ranges and their positions is. Moreover, it has been shown in Dornelas and Connolly [3] that the community abundance distribution might have at least three modes and it could be another justification of having three sub-ranges in our combinatorial model. Since there is no limitation on sum of weights (see below) and we have three sub-ranges, it is possible to have multimodal patterns and even, varying the number of sub-ranges, the exact number of modes can be specified. Consequently, to predict a SAD for a specific community, we divide it into three sub-ranges and combine the four basic models in each sub-range independently leading to 12 weights to be learned. The process for making and evaluating the FPLP method is as follows: (1) For each dataset, knowing the population and the number of species, the parameters of each base model (Fishers,…) are computed. In the training part, we just computed the weights of the combination of functions for the FPLP model. (2) Then, we used the computed weights for the rest of datasets to predict the SAD by FPLP model. (3) We compared the accuracy of predicted SADs by base models with the FPLP model.
For the optimization process, we used the genetic algorithm [32] to estimate the weights; however, other optimization method could also be easily applied. Genetic algorithms are combinatorial optimization methods belonging to the class of stochastic search methods [33] . Whereas most stochastic search methods operate on a single solution of the problem at a time, genetic algorithms operate on a population of solutions. They can be viewed as a kind of hill-climbing optimization approach [34] applied simultaneously to a population of solutions. In our problem, a solution is a combination of the values of the weights associated with each base model that minimize the error between SAD's real values and predicted SAD values. For the learning process, as we try to minimize the error, we used the SPE method to evaluate the performance of each weight combination. More precisely, in our case, 12 weights are used: one for each three sub-ranges for each four base models (see Table 2 ).
The weights can be obtained by fitting the FPLP model to a dataset. In this article, we measured the weights with using two different datasets, and we evaluated the performance of this method to show how robust this method is and no matter what type of dataset is used for estimating the weights of the combination. As the weights only represent the relative importance of each of the four base models for each of the three sub-ranges, we can expect that the weights learned on a particular dataset are still valid in different conditions and can, therefore, be used on different datasets.
Problem of over fitting, which is traditional pitfall of learning methods, is bypassed by setting some stop criterion. For example, during the genetic algorithm process, the learning process was stopped in 
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Based on the characteristics of every dataset, such as number of species and number of individuals, the SAD can be predicted by the base models (see formula [11] ). Based on the combination of models for the FPLP model, we have
½12
The information on the weights for each sub-range and for each model of the combination is given in Table 2 .
As we have access to the value of the learned weights, we have some information about what model is important (higher weight) for a particular sub-range. It is very important in terms of interpretation of the results. It gives the possibility to discover some specific properties of particular sub-ranges. For example, seeing that the weight of the Fisher's logseries model is very high for the second sub-range can tell us that the set of species that have an average number of individuals have a distribution which closely follows the Fisher's logseries distribution. It also gives the possibility to compare, for each sub-range, the relative predictive capacity of each model used and, therefore, has a better understanding of its relative importance. As a consequence, our approach could be very helpful for a more precise analysis of the properties of the observed distributions and contributes to build a better ecological theory to explain the distribution patterns observed in a given community. In the results presented in the next section, we always use three combinations of the four basic models for the FPLP model.
Results
In this section, we make a comparison between our new model and other models. We compare them according to the several goodness of fit to see how general different methods are in modeling of SAD in different cases. The SADs are different in terms of environment and other ecological factors. This means that different datasets have different characteristics. In order to see how general SAD models are in modeling different datasets, we used a dataset for training the FPLP method (computation of weights) and then used the same weights to get the SAD for other datasets.
From our experiment, it appears that the Fisher's model makes better prediction than logistic-J, powerlaw and classic Poisson-lognormal, and therefore, we only use Fisher's logseries and two recent proposed methods: ZSM [20] and advanced Poisson-lognormal [35] for comparison purposes. An interesting thing that can also be seen in Figure 3 is that the combination of a Fisher's logseries model with other base models leads to a more accurate global model. In order to give a first visual comparison, the outputs for the four selected base models and FPLP model over Mudumalai [36] dataset are shown in Figure 3 . In the following, we compare more in depth our model with Fisher's model, extended version of Poissonlognormal model (PN) that was proposed in Izsák [35] and model based on Neutral theory (ZSM) which was proposed in McGill et al. [20] . We test these models over eight different datasets (see Table 3 ). With these comparisons, we can make a better judgment about the relative efficiency of the models (this is an important feature according to McGill et al. [4] ).
It is worth mentioning that the diversity measures can be affected by the sampling process. For example, rare species are less likely to be observed in small samples than in large samples. So, the sample size could be critical in estimation of species richness [3] . For this reason, we consider different datasets with different sizes of sample.
The eight datasets have been used for the evaluation process (see Table 3 ). For each dataset, there is the number α which reflects diversity of that community sample. In order to ensure a complete evaluation process, we trained the FPLP model on one dataset with low α value, computing the combination of weights, and then we compare the performance of all models on all datasets. We also repeat this experiment using a dataset with high α value for computing the combination of weights, and then, we compare the performance of all models on all datasets.
Learning with a low α value dataset
In this experiment, the FPLP model has been trained over the Fushan dataset, as it has been explained in Section 4, to compute the weights for combining the basic models in three sub-ranges of the whole range of values. We divided the Fushan dataset into three equal size sub-ranges and then learned the weights (w 1 , w 2 , w 3 , w 4 ) to combine the four basic models in each sub-range independently. We give here the 12 weights learned:
Sub-range 2: Sub-range 3:
From the value of the weights, it can be deduced that the Fisher's logseries model has a much better predictive capacity than the other models. It also seems that the power-law is not a good predictor for these data and that the third sub-range is more complex to describe as it needs a more homogeneous combination of the four models to reach a high predictive level. Values in Table 4 indicate the prediction's error of the different methods for every dataset and every model. The bold numbers are used in Table 4 , when FPLP model outperforms all other methods. For all these results, lower the value is better the fit is. According to Table 4 , the FPLP combination model produces more accurate results for most of datasets, even in dataset with high value of α. When the FPLP method is not the best model, the accuracy of FPLP method is still reasonable and close to the best one which shows the robustness of this method. In this evaluation process, there are five goodness-of-fit methods and eight datasets. Therefore, 40 different comparison tests have been performed. FPLP method outperforms Fisher's logseries on 32 of these comparisons, PN on 35 and ZSM on 39. The average percentage of improvement for FPLP method is summarized in Table 5 . For example, we computed the average percentage of improvement of FPLP on PN model for each dataset, and then we average the results over all datasets. The percentage values on different measures are not in same scale.
From statistical point of view, we can investigate the result of Table 4 to see how significant is the difference between the FPLP model and the other models. For this reason, we used the t-test [44] . The t-test assesses whether the means of two groups are statistically different from each other. The results of applying t-test to the data of Table 4 are presented in Table 6 . Note: FPLP models are trained over the Fushan dataset.
A. Golestani and R. Gras: New Species Abundance Distribution Model
Except when we consider the FPLP model with Fisher's logseries model for the "basic good fit", in all other cases the p-value is less than 0.05, which means that the differences between the FPLP model with the other single models are statistically significant.
Learning with a high α value dataset
In this experiment, the FPLP model has been trained over "Malaysian butterflies" dataset which has high value of α. We divided the Malaysian butterflies dataset into the same three sub-ranges as in Section 5.1 and then estimated the weights (w 1 , w 2 , w 3 , w 4 ) to combine the four basic models in each sub-range independently. We give here the 12 weights learned:
Sub-range 1: Sub-range 2: Sub-range 3:
The values obtained for these data are quite different from the previous ones. It seems that for these data the logistic-J is a much better predictor than for the previous dataset. The power-law is also quite important for the prediction of the middle sub-range distribution. The values in Table 7 indicate the prediction's error of the different methods for every dataset and every measurement method. The bold numbers are used in Table 7 , when FPLP model outperforms all other methods. According to Table 7 , the FPLP combination method produces more accurate results in most of datasets even in dataset with low value of α. In this evaluation process, there are also five goodness-of-fit methods and eight datasets. Therefore, 40 different comparison tests have been performed. The FPLP method outperforms Fisher's logseries on 31 of these comparisons, PN on 39 and ZSM on 39. The average percentage of improvement for FPLP method is summarized in Table 8 . We also applied the t-test to compare how significance the difference is between the FPLP model and the other models (see Table 9 ). Like in our previous experiment, except when we consider the FPLP model with Fisher's logseries model for the "basic good fit", in all other cases the differences between the FPLP model with the other single models are statistically significant.
As it can be seen in Tables 4 and 7 , Fisher's logseries generally outperforms the recent methods PN and ZSM. It can be due to the fact that these methods have been developed for very specific cases, and they are not robust enough for general cases. The results presented in Tables 5 and 8 show clearly an important improvement of our new model compared with the three others. The improvement in average quality of prediction is very large compared with the two recent methods. The average improvement of our model is always positive for all measures and against all other tested models. What is also very important to notice is that our approach seems to be quite robust and works well even to make a prediction on distributions that are very different from the ones used to learn the parameters of our model. A. Golestani and R. Gras: New Species Abundance Distribution Model
Conclusions
In this article, the new SAD model (FPLP model) has been proposed. The FPLP model is based on the combination of several other base models. In response to the criterion defined in the McGill's survey, we have performed a large experimental comparison protocol with our model and the best existing and promising models. We also used eight different datasets with various characteristics corresponding to very different SADs. We also used five different criteria for evaluating the quality of fit of the models. We have shown that our model outperforms the Fisher's logseries model which itself outperforms the two recent models PN and ZSM for all criteria used. The improvements obtained are impressive and statistically significant. These results show that the approach based on the combination of learned models is very promising and leads to robust and accurate predictors. One important point for these kinds of method is the choice of the base models. The main factor for the efficiency of the resulting global model is the diversity of prediction of the base models. Another important component of our approach is the decomposition of the range of the distribution in three sub-ranges. It seems that this concept is very important, because different sub-ranges of the distribution have different characteristics which can hardly be represented by one unique model.
To be able to conceive ecological theory from an observed SAD, it is very important to clearly understand what distribution this SAD follows. Because we use a weighted combination of models, we know the relative importance of each basic model in each sub-range. In other words, we have a global model which is a combination of four other basic models and, because we have the weights associated with each of them, we can deduce how close to each model, for every sub-ranges, the observed SAD is. For this reason, the combination distribution significantly outperforms other approaches based on a single model as a descriptor of abundances in communities. Obviously, the weights are computed for a given community (due to the training phase), and therefore they are a good instrument to discover specific properties of a given community. However, we have also shown that the predictor we build on a specific community is still a good predictor for a large range of other different communities, outperforming every single model approaches for this task. From our experiment, we have observed that the predictive capacities of the four basic models we used vary a lot depending on the value of the α parameter. For low α values, the Fisher's logseries seems to be a much better descriptor than the other models. But for high α values, the logistic-J model seems to be more important. We have also observed high variations of the relative importance of these models depending on the sub-ranges considered. These considerations lead to several interesting future works that we will investigate. First, we will be interested to test other base models that can be used in the combination. It should be interesting to know which models are useful and how many such models should be used. To find optimal combination of base models, there are interesting discussions about oracle inequalities that could be used [45, 46] . A connection between our results and statistical oracle inequalities can be studied more into details. Establishing sharp oracle inequalities in FPLP model and providing theoretical guarantees of optimality could be an interesting future work.
Second, we will investigate the decomposition concept. We will evaluate how many sub-ranges should be considered and what should be the ideal respective size of each sub-range to obtain the most accurate and robust possible predictor. It could be an interesting idea to study the existence of multiple modes in the SAD pattern by testing different sub-ranges. It gives us the ability to identify the exact number of modes (and corresponding ranges) which is needed for different kinds of datasets. It will be also very interesting to study the relative importance of each basic model depending on the sub-ranges and on characteristic of the observed community. Should it be possible to derive some general rules about how good descriptor each basic model is for each sub-range? How the relative importance of the basic model will be useful to characterize a community? This is some of the open questions that we will try to investigate in our future works.
