Abstract-Data Envelopment Analysis (DEA) is a method measuring the relative performance of a group of decision making units (DMUs) which consume a number of inputs and produce several outputs at different quantities. In spite of its popularity, DEA still endures some kinds of shortcomings. For instance, DEA lacks the discriminating power among efficient DMUs. In this paper, we introduce a method which utilizes goal programming and discriminant analysis to solve the multiple criteria DEA model. The proposed method develops a classification function which separates efficient and inefficient DMUs and generates an efficiency ranking for all DMUs. Furthermore, it allows decision-makers to incorporate a priori information about the factor weights via proportional virtual weights restrictions or other forms of weights restrictions. Performance of the proposed method is illustrated by two real applications, which have been studied in the literature.
I. INTRODUCTION
With n decision making units, DMU j (j = 1, 2, . . . , n), and each has m inputs x ij (i = 1, . . . , m) and s outputs y rj (r = 1, . . . , s), the CCR model [1] can be stated as follows:
where u r , v i ≥ 0, r = 1, . . . , s; i = 1, . . . , m.
A common problem in DEA is that all efficient DMUs have the same efficiency ratio; therefore, they are not fully ranked. Some studies [2] [3] [4] [5] [6] [7] [8] [9] [10] propose different approaches to provide further discrimination among efficient DMUs.
A recent model proposed by Lam [11] uses discriminant analysis (DA) to rank DMUs in DEA. Recently, multiple criteria DEA analysis models have been received some attentions in the literature. Reference [12] applies multi-objective linear programming approach to solve the resource allocation problem in DEA. Reference [13] examines problem of inconsistency in several existing goal programming multiple criteria DEA models. Reference [14] applies multiple criteria sorting methods based on DEA and also Interval Analytic Hierarchy Process to evaluate research and development projects. Reference [15] suggests using a larger value for the lower bound on weights to improve discriminating power in multiple criteria DEA models. This paper proposes a new goal programming (GP) and DA model to rank DMUs in DEA using common weights. The new model has a few advantages over the existing models: (i) it provides the minimum misclassification solution when separating efficient and inefficient DMUs in DEA using common weights, (ii) it allows decision-makers to incorporate their preferences or a priori information using virtual weights restrictions or other forms of weights restrictions, and (iii) it provides an efficiency ranking for all DMUs in a DEA study. A new GP and DA model is introduced in Section II. In Section III, the new model is applied to two applications, which have been studied in the literature. Finally, a conclusion is given in Section IV.
II. A NEW GOAL PROGRAMMING AND DISCRIMINANT ANALYSIS MODEL

A. Model Formulation
In this paper, we propose using GP and DA to enhance the discriminating power in DEA. The proposed method requires two steps. In the first step, the CCR model is used to determine the efficiency of each DMU. Then based on their efficiencies, DMUs are classified as either efficient (E) or inefficient ( E ). In the second step, decision-makers incorporate a priori information using weights restrictions in the model. The model then develops a discriminant function separating efficient and inefficient DMUs. Normalized scores are used in the model. After normalization, the mean score of each input and the mean score of each output are equal to one. Once the discriminant function is developed, it can be used to preserve an efficiency ranking of all DMUs.
Our proposed preemptive mixed integer linear goal programming and discriminant analysis model (GPDA) for DEA is stated as follows:
( 
B. Model Discussions
In (5), for any DMU j in E, if the efficiency ratio of DMU j is less than one, or ∑ =1 − ∑ =1 < 0, then the value of z j must equal one. Similarly, in (6), for any DMU j in E , if the weighted sum of output is not less than the weighted sum of input by a magnitude of  , then the value of z j must equal one. In other words, an efficient DMU must satisfy ∑ =1 − ∑ =1 ≥ 0; otherwise, it will be counted as a misclassification in GPDA. Notice that, the condition ∑ =1 − ∑ =1 ≥ 0, can be rewritten as
Similarly, an inefficient DMU should satisfy
< 1, otherwise, it will be counted as a misclassification in GPDA. This classification scheme is similar to classical DEA except that efficiency ratios are allowed to be greater than one. The super efficiency model [16] also allows the efficiency ratio of an efficient DMU under evaluation to be greater than one. However, a main difference is, our proposed model allows all efficient DMUs to have their efficiency ratios greater than one instead of allowing only one efficient DMU to have this flexibility as in the super efficiency model. In our model, any inefficient DMU, which has larger than or equal to one efficiency ratio will be classified as a misclassification. The primary goal in (4) minimizes the sum of z j , or in other words, it minimizes the number of misclassifications according to the classification scheme E and E obtained from the CCR model in DEA.
The constraint ∑ =1 = 1, is a normalization constraint. This constraint in virtual weights form can be expressed as 1 ∑ ∑ = 1.
=1 =1
However, with normalized data the average score of input i,
is equal to 1, therefore, the constraint becomes ∑ =1 = 1.
The constraints (1 − ) − ∑ =1, ≠ + ≥ 0, = 1, . . . , , where 0 ≤ < 1, are derived from
≥ , = 1, . . . , . In addition, α k can be defined as the minimum shares of importance a decision-maker wants to maintain for output k with respect to the total output. The variable b is a deviational variable. With normalized data, the output weight u k can be viewed as the virtual of the 'average' of output k since the mean of output k is one, therefore,
Similarly the constraints, + ≥ , = 1, . . . , , are derived from the conditions, ∑ =1 ≥ , = 1, . . . , , where 0 ≤ < 1, and ∑ =1 = 1. Furthermore, β l represents the minimum shares of importance a decision-maker wants to maintain for input l with respect to the total input. The variable d is a deviational variable. The constraint, − + ℎ ≥ 0, where γ ≥ 0 and h is a deviational variable, for any pair of outputs {k, p}, is a modified version of the constraints in the assurance region analysis suggested by [17] . Similar constraint can be applied to any pair of inputs.
Notice that decision-makers do not need to include all the suggested weight restriction constraints only if the constraints are necessary. They can include one set or only a subset of each type of the suggested weight restriction constraints in GPDA. Alternatively, decisionmakers can also include other types of weight restriction constraints if deemed necessary. For instance, constraints on the upper bounds of factor weights can also be included. Examples of applying weight restrictions in GPDA are illustrated in Section III .
GPDA is solved as a preemptive goal programming problem. The primary goal is to minimize the number of misclassifications of DMUs in E and E . Decision-makers can rank order other goals according to their importance. The values of u r and v i are used to compute efficiency ratios of all DMUs. A priori available information gathered from expert opinion or preferences from decision-makers can be incorporated in GPDA. The use of weights restrictions in DEA has been discussed by many researchers. In the literature, the proposed weights restrictions are generally applied to each individual DMU under evaluation. However, in GPDA weights restrictions are applied to a common set of weights for all DMUs. 
III. COMPUTATIONAL EXAMPLES
A. Example 1
The data used in Example 1 was previously studied by [17] [18] . Reference [17] applies DEA/assurance region analysis to measure the "allocative" efficiency of the industrial performance of 35 selected Chinese cities. Reference [18] determines a common set of weights using the proposed method, Discriminant Data Envelopment Analysis of Ratios, to rank the 35 Chinese cities. A detail description of the inputs and outputs, and their original values of the 35 Chinese cities are given by [17] . To normalize the data, each input or output score is divided by its average value. The normalized data is given in Table I . A list of applied weight restriction constraints are provided in Table II . Notice that, constraints of Goal 2 to Goal 5 are adapted from the weights restrictions of an assurance region suggested by [17] . Constraints of Goal 6 and Goal 7 are obtained by setting β = α = 0.05. We decide to use smaller values of β and α in Goal 6 and Goal 7.
After the above constraints and parameters have been set, GPDA is solved by preemptive goal programming. First, GPDA is solved with only the primary goal of minimizing the total number of misclassifications. The solution indicates that one city is being misclassified. Then, adding the constraints: ∑ 35 =1 = 1 and the constraint of Goal 2, ( 2 − 2 1 + 2 ≥ 0), GPDA is solved again, and this time the objective is Min d 2 . Applying similar procedures, the values of all deviational variables are reported in Table II. The factor weights obtained from GPDA are reported in Table III and rankings of cities of different methods  are reported in Table IV. In Table IV , [17] misclassified four cities (i.e. either {Lhasa, Zhuhai, Shijiazhuang, Wuhun} or {Lhasa, Zhuhai, Hangzhou, Nanning}) while [18] misclassified two cities (i.e. Hangzhou and Nanchang). GPDA misclassified only one city (i.e. Nanchang). Therefore, GPDA has the best performance in terms of the accuracy of classifying efficient and inefficient DMUs in this study. 
B. Example 2
The data used in Example 2 was previously studied by [4] [5] 19] . The original data can be found in [19] . It contains three inputs and three outputs of 20 bank branches located in a region in Iran. The normalized data is given in Table V . Suppose decision makers in general agree that all inputs and outputs are significantly important in determining efficiencies of DMUs, then decision makers may want to set β > 0 and α > 0 in GPDA. By setting β = α = 0.2, the goals and the weight restrictions constraints of GPDA are given in Table VI. After we solved GPDA, the values of all the deviational variables are also reported in Table VI . In Example 2, all three goals are maintained and all deviational variables equal zero. The factor weights obtained from GPDA are reported in Table VII . Rankings from different methods are reported in Table VIII. In Table VIII , all efficient bank branches have higher rankings than inefficient bank branches when evaluated by [5] and GPDA. The model proposed by [4] ranks only efficient bank branches. In this example, GPDA has similar performance when compare with other existing methods. 
