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ABSTRACT 
Consider the free group r = {A,B ) g enerated by matrices A, B in Sk(Z). We 
can construct a ternary form @(r, y, .a) whose GLa(Z) equivalence class is invariant, as 
it depends on I and not the choice of generators. If r is the commutator of S&(Z), 
then the generating matrices have fixed points corresponding to different fields and 
inequivalent Markoff forms, but they are all biuniquely determined by @ = - z2 + 
y(2r+ y + a) to within equivalence. When referred to transformations A, B of the 
upper half plane, this phenomenon is interpreted in terms of inequivalent homotopy 
elements which are primitive for the perforated torus. 
1. INTRODUCTION 
Consider a free group of rank 2 generated by two matrices A and B of 
SL,(Z): 
I= {A,B}. (1.1) 
There are, of course, other pairs A’,B’ in I for which I = {A’, B’}. [The 
automorphism group {A, B } + {A’, B’} has familiar generators described in 
(3.2) below.] S UC h an A’ or B’ is called r-primitive. 
For any A in SL,(Z) we describe an inhomogeneous transformation A (z) 
in PSL,(Z) which provides the “natural mapping” of r into its image in 
PSL,(Z). There is no need to introduce a new set of symbols provided we 
write 
(1.2) 
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Then the fixed points of -+ A or the roots of A(x) = z determine the 
(primitive) binary quadratic forms + v*, namely, 
u2p2 + ( u22 - “Il)XV%2 Y2 + q* = 
0 
g=gcd(a2l,u,,-a,,,u,2). (1.3) 
The equivalence classes of the forms -t g;, for A primitive in P are of special 
significance. For reasons arising in context (in Sec.7 below), we call the 
primitive matrices A of I? an SL,(Z)-b un e o matrices and the equivalence dl f 
classes of the corresponding -+ q* an SL,(Z)-bundle of classes or forms. The 
latter also corresponds to the various groups 
where M belongs to SL,(Z) or GL,(Z) according as the equivalence of forms 
must be proper or not. Because of our concern with quadratic forms 
primarily, we shall not distinguish i A [we shall consider P determined if its 
image in PSL,(Z) is known]. 
The object of this note is to present a ternary form @ whose equivalence 
class corresponds to the group P (or the groups IJ in an inuwiunt manner. 
This ternary invariant therefore represents an infinitude of classes of binary 
forms, In the motivating problem of the Markoff forms, ~11 are in one bundle 
and they have a biunique ternary invariant; but other interesting classical 
cases are closely related to this one. 
2. TERNARY FORMS 
For the group P with basis {A,B} we use the matrix algebra over Z (with 
1 as the identity matrix) to define a ternary form CD, 
Q[A,B]=Q(r,y,z)=;t race(x+yA+zB)(x+yA-‘+zB-r). (2.1) 
Thus, in detail, 
(I = traceA, h = trace B, c = traceAB -l, 
@(x, y, z) = X2 + y2 + ? + ClXzj + hxz + cyz, 
(2.2) 
1 (l/2 h/2 
det@= (I/Z 1 c/2 = 1- a(<?+ h”+ (.2- C&c). 
h/2 C/2 1 
(2.3) 
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Now, by identities of Fricke (see [6)], or direct computation, 
4det@=2- t, t= trace[ A,B] (2.4) 





where the terminology is typified by the following: 
[(12)+(21),(12)-(21)]=~;~~~;r~ u12-uz1( 
b,, - bz?, 
(2.7) 
These formulas are useful in explaining why det @ tends to be a positive 
or negative perfect square in so many cases (see Sets. 5 and 6 below), where 
symmetry causes terms of (2.5) and (2.6) to cancel out. 
3. INVARIANCE PROPERTIES 
THEOREM 3.1. The ternary form ip is defined uniquely up to equiva- 
lence in CL,(Z) [or SL,(Z] by the group r = {A,B} taken independently of 
its choice oi basis. Similarly, this equivalence class of Q is an invariant of 
the groups I?. [Thus IY and r can be considered to be imbedded in PSL,(Z) 
without changing the equivalence class of @.I 
Proof. By well-known results (see [lo]), the automorphisms of r are 
generated by 
(A,B)+,A), (o,b,c)+(b,o,c), (G y,+(w, y); (3.2a) 
(A,B)+(B,B -‘A-‘), (a,b,c)-+(b,c,a), (x, y,z)-( y>z>$ (3.2b) 
(A,B)+(B -‘,A), (a,b,c)+(b,a,ab- c), (~,y,z)+(~+ky, -2). 
(3.2~) 
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The first two parts are easy to interpret, while the third follows from the 
obvious identity B + B -’ = h (as well as Fricke’s identities [S]). Thus 
x+YA+zB=(x+bz)+YA-zB-i, (3.3a) 
traceAB -i + traceAB = ab. (3.3b) 
To extend the invariance to p, we need only note that traceM -‘AM = (I 
while trace ( -A) = - a. The action (A, B)+( - A, B) therefore corresponds 
to (x, Y,.z+( - X, y, - z), and so on by symmetry. n 
We use the symbol - for equivalence of forms. 
Clearly t = trace [A, B] is invariant under all of the transformations 
involved. We shall show by illustrations in Sec. 5 that the equivalence class 
of Cp is a finer invariant than t. 
4. REDUCTION PROCEDURES 
LEMMA 4.1. The form Q is (I zero form, i.e., @(xO,yO,zO)=O for some 
integers (x,, yO, zO) not all zero. 
Proof This follows from the alternate definition 
@(x,y,,-)=det (x+ yA+zB). (4.2) 
Thus we need only choose integers ~a, yO, ~a so as to make vanish a row or 
column of the matrix x0 + y,,A + z,B. n 
THEOREM 4.3 (Reduction procedure of Gauss [7] and Eisenstein [5]). A 
ternury integral zero form of nonzero determinant can be reduced to the 
eyuicalent form 
cp- Q& + Y(“iZx+ a22 Y+%+)~ (4.4) 
Of a,,, 0-c $2, la221 G "12/K (4.5) 
0 < a23 < “,2/2, det Q = - a&,u&4. 
To summarize this procedure, we start with @ = uilx2 + a22 y2 + aa,z2 + 
u12xy + LL~~XZ + a= yz (uii integral). We make a change of variables to pro- 
duce a,, = 0, by using (x0, yO,zO) of Lemma 4.1. We eliminate ui3 by first 
grouping ui2xy + U,~XZ = x(a12 y + ulaz). Then we make a further change of 
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variables ( y,x)+( y’,z’) by choosing y’= (ais y + ai+)/h [where h=gcd 
(a ia, ~,a)] and z’ = g, y + g,z, so as to maintain unimodularity. The inequali- 
ties are achieved by the final transformation X’ = x + h, y + h,z accompanied 
by suitable changes of sign. n 
The problem of deciding when two forms (4.4) are equivalent requires 
more of the machinery of ternary forms than is necessary for our few 
selected examples. Let us note, instead, the general procedure for associating 
ternary forms with bundles systematically according to det or trace [A,B] 
(= t). 
First we specify det Cp. Then we look for integers (a, b,c) which satisfy 
the so-called “Markoff-Hurwitz” equation (see [ 121) 
u2+ b2+c2-ubc=4-4detQ. (4.6) 
The transformations of Theorem 3.1 lead to “chains” of solutions. Thus the 
triple (a, b,c) (of possible truces in I’) must generate others by relations such 
as (a, b,c)+( - a, b, - c), (a, b,c)+(u, b,ub - c), and permutations thereof. 
The chains for any given det Q, are easily proved (see [12]) to be finite in 
number. For example, an easy case occurs when 0<4 -4det @#4. Then 
each chain has a representative where u2 + b2 < 4 - 4detQ. For each chain, 
however, it may be that we can associate none of or more than one of f. 
The relation between binary and ternary forms was first established by 
Gauss [7], but was later used extensively by Fricke and Klein (see [12] for a 
survey). 
5. ILLUSTRATIONS: COMMUTATOR SUBGROUP AND PRINCIPAL 
CONGRUENCE GROUP MODULO TWO 
det@=l, t= -2, u2+b2+c2-ubc=O 
Here it can be shown that I represents I,, where 
~o={A,,&,}, A,= ; ; > ( 1 
(5.la) 
The proof appears in earlier papers (see [l] and Sec. 7 below). We merely 
remark that To is an invariant subgroup of CL,(Z) of finite index, namely the 
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commutator subgroup (see [3] and [S]). The trace triples (a, b, c) are all in one 
chain, that of (3,3,3), and are three times a so-called “Markoff triple”. We 
verify that 
~[A0,B,]=~2+y2+zz+3~y+3~~+3yz--zz+y(2x+y+x). (5.01) 
The form bundle is the (classes of the) so-called “Markoff forms”. They are 
binary indefinite quadratic forms over 2, ~(x, y), whose ratio ]mincp]/ 
]disc#‘2> ;. 
detiP= -4, t=8, a”+ b2+c2-ubc=2O 
It is convenient to temporarily remove the restriction that r must be 
free, since none of the “mechanical operations” of invariance are affected. 
There are three chains of trace triples (CL, b, c) which generate ternary forms 
q as follows: 
(4,0,2) : iD,=x”+y2+z2+4xy+2yz-_=‘+y(4x+y), (5.2a) 
(3,2,-l): ~2=x2+~y2+z2+3xy+2xz-yz--,_2+y(4x+y+z), (5.2b) 
(2,2, -2): ~a=x2+~y2+z2+2xy+2xz-2yz-z2+4xy. (5.2) 
These three equivalence classes are different, since @i, Q2, and @a represents 
different sets of integers modulo 4. For instance, @s represents just those -0 
or 1; @i represents just those -0, 1, or 2; and Q2 represents just those -0, 
1, or 3. 
It is possible to find various j? which have any of these forms as 
invariants, but we shall restrict ourselves to @a, which is the most interesting, 
as an example of nonuniqueness. (For QD, and Q2 there are matrices present 
with trace 0 or I 1. They necessarily have finite order, so the corresponding 
r are not free groups.) 
LEMMA 5.0. The form Q3 correspontls to the groups 
(5.3a) 
(5.3b) 
The first group is the principal congruence group (mod 2); it comprises 
the elements of SL#) which are = 1 (mod 2). This is an invariant subgroup 
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of GL.JZ) of finite index (see [8]). Th e second is a nonvariant cognate which 
seems to have heretofore escaped notice. To see these results, start with 
trace A = trace B = 2, trace AB - ’ = -2. By an equivalence transformation, 
we can arrange to have 
for instance by making the “parabolic point” of A go to infinity. The trace 
relations imply a,&,, =4, or + (a,,, b,,) = (1,4), (2,2), (4,l). The pairs (1,4) 
and (4,l) lead to (5.3b), while (2,2) leads to (5.3a) (if we use the equivalence 
transformations for 
&1 lr ( 1 0 1’ 
which leave A invariant). 
As was realized by Fricke and Klein [8] (but, unfortunately, obscurely 
presented), the intersection Ia0 = I, n To is a so-called “lattice subgroup of 
To or ry (see [14]). Then rzo is representable in generators of To or rZ as 
those words nA$Bl (or nArB,fl) which project under Abelianization into 
CmA,+EnB, (or EmA,+xnB,) in such a fashion that Xm-X.n (mod 3). 
Thus the bundles from To and I, have, in some sense, a “measurable 
intersection”. 
6. IMBEDDING PROBLEM 
If we are given an arbitrary binary quadratic form q, there is certainly no 
unique way to imbed its class in a bundle. Because of the special role of the 
Markoff forms, however, it might make sense to try to imbed the form in a 
bundle generated by elements of Ia. An additional advanage of P, is the 
following result: 
LEMMA 6.1. lf A, B lie in IO, then t= trace [A, B]-2 (mod 4), and 
det Q, is integral. 
To sketch the proof, we verify that there is an invariant subgroup of lr, 
generated by its matrices G for which the entries satisfy g,, E g,, E 2 1 (mod 
4) and g,,-ga,-O ( mod 2). This subgroup can be seen to contain all 
commutators of ro. 
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The idea of the imbedding is that every binary form 9, (which is 
indefinite) arises as the fixed point form of some matrix A of SL,(Z); but 
A, = A ’ lies in To for r some divisor of 6 (see [3]). We can then express ? A, 
(uniquely) in terms of A, and B,. For certain forms v this process can be 
made especially systematic. Consider 
cp=GX2-H$ , A=(& 71, c”-CHu2=1, (6.2) 
then F=Q)A=~)A~P where A, = A ’ lies in To. By symmetry, 
LA,= W(Ao,&,)W*(A,,,B,) 
where W (A,, B,) is a word of I0 and 
W*(A,,B,)= W(B,‘,A,‘)-‘. 
Thus we might imbed ‘p in the bundle corresponding to 




EXAMPLE 6.5. Let ‘p =3x2 - y2. Thus (u, c) = (2, 1) and 
r=6, -A6, w*, 
W = B;A, ‘&A; 2 = 45 26 
W*=B-zA B-‘A2= 
0 00 0 
Thus (a, b, c) = (30,30, - 2702), det CD = - 2433600 = - 1560a, Q, = x2 + y2 + .z2 
+30x9 +3O~z-2702yz-676~~+ y(12Ox+ y+6Oz). 
REMARK 6.6 (Minimality). If we are searching for an imbedding of ‘p 
which minimizes 1 det @I, we should not expect to find it in a symmetric 
imbedding like that of Example 6.5. In principle, we could find this 
imbedding by listing all bundles in order of increasing ldet 01 by the method 
of Sec. 5. Yet even the simplest cases are computationally very tedious. To 
conclude with a conjecture based on admittedly scanty evidence, it seems 
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that, for p c I,,, the next larger ldet @I is 9, for the group p = {A:, B,}. Here 
~=~~+y~+z~+7ry+3~~+6yz~-z~+y(6x--y+3~). Perhaps this case 
is the minimal imbedding for the form cp,w5x2 -2y2 (of discriminant 40). 
Here A = AiB: is primitive in I (although not in F, of course). 
7. CONCLUDING REMARKS 
The definitions of “bundles” (for matrices and forms) were suggested by 
an application of To (of Sec. 5 above). Let H* represent the up 
H 
er half 
z-plane truncated by the removal of the portion where Imz < -2. Then 
H*/ro is topologically a “torus with a hole”. The closed geodesics under the 
Poincare metric ]dn]/Imz correspond uniquely to the primitive homotopy 
classes of paths in the fundamental group rl(H*/I?,,). They are represented 
by the half circles in H* with diameters determined by the real roots of the 
various Markoff forms. Thus the very “natural” topological equivalence of 
these homotopy classes calls for a somewhat “unnatural” equivalence, the 
bundle equivalence of all the Markoff forms. The invariant concept comes, 
accordingly, from the fact that H*/I’, is covered by an SL, (Z)-vector-bun- 
dle with overlapping regions connected by the matching matrices belonging 
to I,,. (For further details, see [2], [3] and [4].) 
The geometric situation was further clarified by A. Schmidt (see [15]), 
who kindly communicated an alternative proof of the result in Sec. 5 that 
Markoff forms enter when det@ is equal to 1. In the context of SL@), the 
trace condition (t = - 2) implies a fundamental (torus-type) parallelogram for 
I with vertices as cusps on the real axis. From this fact, the integral nature 
of SL&Z) implies the Markoff matrices and forms (see [l], Sec. 3). 
It must be added that A. M. Macbeath had used the ternary form earlier 
in a different context (see [9]). Also, 0. Taussky has developed, in a current 
series of papers (see e.g., [IS]), the role of the commutator in establishing 
connections between various quadratic fields. Perhaps this is in some way 
like the bundle relation on binary forms representing different fields. 
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