Introduction
In recent years there has been some interest in the characterization of the operators on a Hilbert space that admit factorizations into products of "nice" operators, such as normal, selfadjoint, or positive operators. Quite different results are obtained depending on whether the dimension of the Hilbert space is finite or infinite. In the finite-dimensional case every operator is a product of two normal operators, by polar decomposition; an operator is a product of selfadjoint operators if and only if its determinant is real (H. Radjavi [23] ); and an operator is a product of positive operators if and only if its determinant is nonnegative (C.S. Ballantine [1] ). The infinite-dimensional case was analyzed by P.Y. Wu in [29] . There it is shown that for operators on a separable infinite-dimensional Hilbert space, the products of normal operators, of selfadjoint operators, and of positive operators all form the same class. Moreover, an operator belongs to this class if and only if it is a norm limit of invertible operators.
The study of factorization into positive and selfadjoint operators has been extended to several classes of C*-algebras: homogeneous C*-algebras (N.C. Phillips [21] ), and unitized stable C*-algebras and purely infinite simple C*-algebras (M. Leen [15] ).
The question of approximate positive factorization was first raised for operators on Hilbert space, by M. Khalkali, C. Laurie, B. Mathes, and H. Radjavi in [14] . This question has has been studied in a C*-algebra context by T. Quinn. In [22] he shows that if A is an AF-algebra, then every element of A is a norm limit of products of positive elements of A if and only if A admits no nonzero finite-dimensional quotient C*-algebra.
In this paper we pursue the question of approximate positive factorization further. Our approach is new, involving additive commutators. Moreover, our emphasis is on a global as opposed to a local analysis; that is, we consider the question of determining global conditions on an algebra that ensure that all elements are approximable by products of positive elements. In this case, the algebra is said to have the approximate positive factorization property. (This is the definition for the unital case; that for the nonunital case is different. See below.) Our results lead to new classes of C*-algebras having the approximate positive factorization propertyfor example, type II 1 factors, and infinite-dimensional simple unital direct limits with slow dimension growth, real rank zero, and trivial K 1 group. C*-algebras having the approximate positive factorization property are shown to have some nice properties. For instance, it is shown in the unital case that the K 0 group separates the tracial states.
Our analysis leads to the introduction of a new concept of rank for a C*-algebra that may be of interest in the future.
The paper is organized as follows: In §2 we derive some properties of C*-algebras having the approximate positive factorization property. In §3 we consider some operations under which this class of C*-algebras is closed. In the final section, §4, we construct large classes of examples of C*-algebras with the approximate positive factorization property.
The approximate positive factorization property
We begin by setting up some notation.
Notation. If
A is a unital C*-algebra, then Inv(A) is the invertible group of A, and Inv 0 (A) is its identity component. Also, U (A) is the unitary group of A and U 0 (A) is its identity component.
If A is a C*-algebra, thenÃ denotes its unitization (with a new unit adjoined even if A already has one), and A + 1 denotes {a ∈Ã : a − 1 ∈ A}. If A is nonunital, we define Inv(A) = Inv(Ã) ∩ (A + 1) and Inv 0 (A) = Inv 0 (Ã) ∩ (A + 1), and define U (A) and U 0 (A) similarly. If A is unital, then there is a canonical isomorphismÃ ∼ = A ⊕ C. If in this case we identify an invertible element a ∈ A with (a, 1) ∈ A ⊕ C, then the definitions given for the nonunital case, when applied to unital C*-algebras, agree with the ones for the unital case.
2.2.
Definition. Let A be a unital C*-algebra. Let P (A) denote the set of finite products of positive elements of A. We say that A has the approximate positive factorization property if P (A) is dense in A. If A is not unital, then we say A has the approximate positive factorization property if the set P (A + 1) of finite products of positive elements in A + 1 is dense in A + 1.
If A is unital, one easily checks that P (A) − = A if and only if P (A + 1) − = A + 1. Thus, we can (and will) prove results for both the unital and nonunital cases using only the setup for the nonunital case.
It will be clear from results below that a unitizationÃ can never have the approximate positive factorization property. It is, however, not at all clear what the relation is between our definition for nonunital C*-algebras and the condition that products of positive elements of A be dense in A. We use the definition above because it works in our theorems.
We make a few comments on P (A). Obviously, it is multiplicatively closed. Also, it is invariant under similarity; that is, if v is an invertible element of A, then vP (A)v −1 = P (A). (This is easily seen by polar decomposing v into a product of a unitary element and a positive element.) Finally, we note that one sided invertibility implies invertibility for positive elements, so that if a = a 1 · · · a n ∈ P (A), with a 1 , . . . , a n positive, and if a is invertible, then so are the a j .
In Theorem 2.4 below, we give some consequences of the approximate positive factorization property. We need the following lemma. It is the analog of the fact that if A has stable rank 1, then so do all matrix algebras over A. We denote by M n (A) the algebra of n × n matrices over A, and write M n when A = C.
Lemma. Let A be a unital C*-algebra in which Inv
Proof. We prove the result by induction on n. If x is an element of M n (A), we may write it in the form
where a ∈ M n−1 (A), d ∈ A and b and c are appropriate column and row matrices with entries in A. To show that x ∈ (Inv 0 (M n (A))) − , we may suppose that d belongs to Inv 0 (A), since, by assumption, Inv 0 (A) is dense in A. Hence, we may set y = a − bd −1 c. Then
The second factor is in (Inv 0 (M n (A))) − by the inductive hypothesis, since y ∈ (Inv 0 (M n−1 (A)))
− . The other two factors are clearly in Inv 0 (M n (A)). So x ∈ (Inv 0 (M n (A))) − . ⊔ ⊓ 2.4. Theorem. Let A be any C*-algebra (unital or not) with the approximate positive factorization property. Then: (2) is immediate from (1). For (4), we note that, by the remarks after Corollary 4.10 of [24] , it suffices to show that left invertible elements in A are invertible and that Inv(A) is connected. The first statement follows from (3) and the second from (1). ⊔ ⊓ If A is any unital C*-algebra, we denote by G(A) the set of all elements λ ∈ T, where T denotes the set of unit-modulus scalars, such that λ1 ∈ P (A)
− . Clearly, G(A) is a closed subgroup of T, and therefore it is the group of all nth roots of unity, for some positive integer n, or it is equal to T.
A number of concepts of rank for C*-algebras have been introduced in recent years, such as the real, analytic, and stable ranks. (See [3, 17, 24] .) Using the group G(A) we can define another rank function. It will be technically useful here, and may be of independent interest in the future. Proof. Parts (1) and (2) follow from Ballantine's theorem [1] and Wu's characterization of P (B(H)) [29] respectively. For (3), note that ϕ(G(A)) is a subgroup of G(B). Part (4) is immediate from part (3), and part (5) follows since if the commutator ideal is proper, then A has a onedimensional representation. ⊔ ⊓ If X is a compact Hausdorff space, then M n ⊗ C(X) has rank n. This follows from [21] , and is also easy to check directly.
We also observe that a unital C*-algebra A with infinite rank can never be of type I. Indeed, if A is unital and of type I, choose a maximal ideal M of A, and note that A/M ∼ = M n for some n < ∞. Thus, rank(A) ≤ n.
A unital C*-algebra with the approximate positive factorization property has infinite rank, so we obtain: 2.7. Proposition. Let A be a unital C*-algebra with the approximate positive factorization property. Then:
(1) A has no nonzero finite-dimensional representations. (2) The commutator ideal of A is all of A.
We next establish a connection between the approximate positive factorization property and the behavior on the K 0 -group of tracial states. We will need part (2) of the following lemma; part (1) will be used at the end of this section.
2.8. Lemma. Let A be a unital C*-algebra, let τ : A → C be a selfadjoint (but not necessarily positive) bounded linear tracelike functional, and let a ∈ A be selfadjoint. Then:
Proof. The proofs of the two parts are similar, but the proof of (2) is slightly more complicated. Therefore we only prove (2). Clearly we may assume τ = 0. Let ε > 0. Use polar decomposition to choose positive elements
log(exp(2πia) * z). Then h is selfadjoint and satisfies z = exp(2πia) exp(2πih) and h < ε/ τ . Let ∆ be the de la Harpe-Skandalis determinant [8] associated to τ ; it is a homomorphism from Inv 0 (A) to the additive group C/τ * (K 0 (A)). Proposition 2(b) of [8] states that ∆(exp(c)) = 1 2πi
(Note that log(b k ) is defined since b k is invertible.) Thus, we can write
The right hand side of this equation is real and the left hand side is purely imaginary. Therefore both sides are zero. Since
As a corollary, we obtain the following theorem. 
Proof. Suppose K 0 (A) does not distinguish the tracial states on A. Let τ 1 and τ 2 be two distinct tracial states such that ( (2) of the previous lemma. ⊔ ⊓ For some classes of C*-algebras (see [2] and Theorem 4.9 below), the conclusion of this theorem implies that the algebra has real rank zero [3] . Example 4.16 below will show, however, that the approximate positive factorization property does not in general imply real rank zero.
Lemma 2.8(1) yields results on P (A) which show why one should consider the condition P (A) − = A rather than P (A) = A.
Proposition. Let A be a separable unital C*-algebra which has a tracial state τ. (Equivalently, the linear span of the commutators ab − ba is not dense.) Then there is
Remark. This proposition shows that if A is a simple separable unital stably finite exact C*-algebra, then there is λ ∈ C such that λ · 1 ∈ P (A). Indeed, it follows from Theorem 6.1 of [27] that a simple stably finite C*-algebra has a nontrivial quasitrace. By [11] , every quasitrace on an exact C*-algebra is a trace.
We can even use Lemma 2.8 to shed some more light on the rank defined above:
Proposition. Let A be a unital C*-algebra. Suppose n is a positive integer and τ is a tracial state on
Proof. The hypotheses imply that τ * (K 0 (A)) is closed in R. Lemma 2.8(2) therefore implies that if α ∈ R and exp(2πiα) · 1 ∈ P (A) − , then nα ∈ Z. Thus G(A) is a subgroup of {ζ ∈ T : ζ n = 1}. ⊔ ⊓
Proposition. If A is unital and has infinite rank, then
is dense in R for any tracial state τ.
This proposition shows that if A has a tracial state and has infinite rank, then K 0 (A) must be large. Note, however, that the Cuntz algebra O 2 has infinite rank (since, by [15] , Inv 0 (A) ⊂ P (A) for purely infinite simple unital C*-algebras A), but K 0 (O 2 ) = 0.
2.14. Example. Let C * r (F m ) denote the reduced C*-algebra of the free group on m generators. Then rank(M n ⊗ C * r (F m )) = n. Indeed, we obtain rank(M n ⊗ C * r (F m )) ≥ n by Proposition 2.6(1) and (3), applied to the subalgebra M n ⊗ 1. The reverse inequality follows from Proposition 2.12.
The same argument shows that if A is any unital C*-algebra with a tracial state τ for which τ
This example gives simple infinite-dimensional C*-algebras A with arbitrary finite values of rank(A). On the other hand, Theorem 4.10 below gives many stably finite simple unital C*-algebras with infinite rank.
Invariance properties
In this section, we prove that the approximate positive factorization property is preserved under several natural operations on C*-algebras. Our first goal is to show that if A has the approximate positive factorization property, then so does M n (A). The following notation will be useful. To avoid repetition, we work in the setup for the nonunital case. − for all λ ∈ C.
Note that [Ã,Ã] = [A, A]
, and that if a ∈ A then exp(a) is always in A + 1. Further, if A is unital, a ∈ A, and exp(a), calculated inÃ, is in P (A + 1) − , then exp(a), calculated this time in A, is in P (A) − . Also, it is obvious that if L(A) = A and Inv 0 (Ã) is dense inÃ, then P (A + 1) is dense in A + 1, and conversely.
Before proceeding, we need to recall some known results about expo-
For lack of a better source, we refer to the proof of Lemma 2.4 of [20] .
Proof. It is obvious that L(A) contains 0, is norm closed, and is closed under multiplication by scalars. That L(A) is closed under addition follows from Equation (1) . To see that
where v n = exp(−a/n). Since exp(b/n) is positive and since P (A + 1) is invariant under similarity, we have v n exp(−b/n)v Proof. We first show that if a = (a ij ) is an element of M n (A) with zero diagonal, then a is a limit of sums of commutators. To do this we identify M n (A) with the tensor product M n ⊗ A in the usual way, so that, if the elements e ij (i, j = 1, . . . , n) form the canonical basis for M n , we may write a = i,j e ij ⊗ a ij . Let (e λ ) be an approximate identity for A. Then the equation a = lim
expresses a as a limit of sums of commutators. Now let a be an arbitrary element of M n (A). Clearly, a = b + c, where b has zero diagonal and c is a diagonal matrix. Since b is a limit of sums of commutators, b belongs to L(M n (A)) by Lemma 3.2, and since Proof. Parts (1) and (2) 
. Using functional calculus, it is easy to choose a j ∈ A selfadjoint such that π(a j ) = b j − 1 and sp(a j ) ⊂ [ρ j , ∞). In particular, a j + 1 is invertible. Set x 0 = (a 1 + 1) · · · (a m + 1), and let x be the unitary part of the polar decomposition of x 0 . Then x ∈ P (A +1) and π(x) = y. Therefore π(x * u − 1) < ε/2. Clearly also x * u − 1 ∈ A. Choose c 0 ∈ A such that π(c 0 ) = π(x * u − 1) and c 0 < ε/2. Set c = x * u − c 0 . Then π(c) = 1, so that c ∈ I + 1. Therefore there is r ∈ P (I + 1) such that r − c < ε/2. It follows that xr ∈ P (A + 1) and xr − u ≤ r − c + c 0 < ε.
(2) This is immediate from the fact that π(A + 1) = B + 1. ⊔ ⊓
We will see below (Example 4.16) that the approximate positive factorization property does not always pass to ideals.
Characterizations and classes of examples
In this section, we construct a variety of examples of C*-algebras having the approximate positive factorization property. In some special classes we can even give necessary and sufficient conditions for the approximate positive factorization property.
We begin by recalling the following theorem of Quinn [22] :
Theorem. A unital AF algebra has the approximate positive factorization property if and only if it has no nonzero finite-dimensional quotient C*-algebras.
Next, we consider von Neumann factors. We need two lemmas.
Lemma. Let A be a unital C*-algebra. Then [A, A] + C1 = A if and only if A has at most one tracial state.
Proof. This follows from Proposition 2.7 of [7] , using Theorem 2.6 and the definitions in Section 2 of the same paper. ⊔ ⊓ A simpler proof than that of [7] can be obtained as follows. The forward implication is obvious. As for the reverse implication, if [A, A] + C1 = A, then the Hahn-Banach theorem can be used to find a nonzero selfadjoint bounded linear functional which vanishes on [A, A] + C1, and the Jordan decomposition then yields two different tracial states.
Lemma. Let A be a unital C*-algebra such that [A, A] + C1 = A and such that Inv 0 (A) is dense in A.
Then for each element a ∈ A there exists λ ∈ T such that λa ∈ P (A) − .
Proof. If a ∈ A, then for some scalar λ the element a − λ belongs to [A, A] and therefore exp(a − λ) belongs to P (A) − , by Lemma 3.2. Hence, λ ′ exp(a) ∈ P (A) − , where λ ′ = exp(−λ)/| exp(−λ)| and |λ ′ | = 1. It is an immediate consequence that for each element a of Inv 0 (A) there exists λ ∈ T such that λa ∈ P (A) − . That the same result therefore holds for any element a of A now follows from the assumption that Inv 0 (A) is dense in A. ⊔ ⊓
Theorem. A factor has the approximate positive factorization property if and only if it is of type II 1 .
Proof. Let A be a factor with the approximate positive factorization property. Then sr(A) = 1, so A is finite. Proposition 2.7(1) implies that A is infinite-dimensional. Hence, A must be of type II 1 . Now suppose conversely that A is of type II 1 . Then it is simple and has a unique tracial state, since, as is well known, this is true of any finite factor. Consequently, by Lemma 4.2, [A, A] + C1 = A. Moreover, by a result of H. Choda [4] , finiteness of A implies Inv 0 (A) is dense in A. Hence, by the previous lemma, for each element a of A, there exists a scalar λ of unit modulus such that λa belongs to P (A) − . To complete the proof it is clear that we need now show only that rank(A) = ∞. It is well known that a type II 1 factor contains a unital copy of M n for any n, and it therefore follows from Ballantine's theorem [1] that G(A) contains all nth roots of unity for every n. Therefore G(A) = T. ⊔ ⊓ 4.5. Example. The previous theorem, combined with the method of Example 3.10 of [19] , yields a simple separable nonnuclear (hence not AF) unital C*-algebra with the approximate positive factorization property.
Theorem. Let F be an infinite-dimensional UHF algebra and let A be a unital C*-algebra with at most one tracial state. Suppose either (1) Inv 0 (A) is dense in A, or (2)
A is simple, K 1 (A) = 0, and A has a tracial state. Then the C*-tensor product F ⊗ A has the approximate positive factorization property. with unital maps) , and
in C n by Lemma 2.3, and it follows that Inv 0 (C) is dense in C. In case (2), C has stable rank 1 by Corollary 6.6 of [26] . Also, K 1 (C) = 0, so Inv 0 (C) = Inv(C) by Theorem 2.10 of [25] . Therefore Inv 0 (C) is dense in C. Thus, in either case, Inv 0 (C) is dense in C.
In both cases, each C n again has at most one tracial state, so the same holds for C, and Lemma 4.2 implies that [C, C] + C1 = C. Lemma 4.3 now implies that for all c ∈ C there is λ ∈ T such that λc ∈ P (C) − . To prove the theorem, it remains only to prove that λ −1 is in P (C) − . But it follows from Proposition 2.6(1) and (3) that rank(F ) = ∞, whence also rank(C) = ∞. Thus, T · 1 ⊂ P (C) − , and the theorem follows. ⊔ ⊓ 4.7. Example. In part (1) of the previous theorem, we can take A to be C (giving a fast proof that infinite-dimensional UHF algebras have the approximate positive factorization property, a special case of Quinn's results as stated in Theorem 4.1 above), a type II 1 factor, or the unitization of any stable C*-algebra B satisfying K 1 (B) = 0 and sr(B) = 1. In part (2), we can take A to be the Choi algebra C * r (Z/2Z * Z/3Z). (See Example (2) in Section 3 of [6] and Theorem 2.8 (and its proof) in [5] for verification that the hypotheses of (2) are satisfied.)
We note that Theorem 7.2 of [27] shows that the algebras F ⊗ A in (2) have real rank zero whenever every quasitrace is a trace. This happens for all exact C*-algebras [11] , and thus in particular for all nuclear C*-algebras.
We are now going to give necessary and sufficient conditions for an infinite-dimensional simple direct limit A with slow dimension growth as in [2] to have the approximate positive factorization property. Recall that slow dimension growth means that A is a unital direct limit lim
It is implicitly assumed (but not stated) in [2] that the algebras are supposed to be infinite-dimensional. Note (see [2] ) that if A is as above, and is simple, then lim
The following lemma will be needed.
Lemma.
For every ε > 0 there is N ∈ N such that whenever n ≥ N and λ 1 , . . . , λ n ∈ T, then there exist µ 1 , . . . , µ n ∈ T with µ 1 · · · µ n = 1 and such that the set {µ
Choose m such that the primitive m-th root of 1 given by ζ = exp(2πi/m) satisfies |ζ − 1| < ε/2. Let N = m 2 . Let n ≥ N and let λ 1 , . . . , λ n ∈ T. The points 1, ζ, . . . , ζ m−1 divide T into m arcs, and it follows that one of these arcs, say the one from ζ k to ζ k+1 , must contain at least m of the points λ j . Renumbering, we may assume that λ 1 , . . . , λ m are in this arc. Set µ 1 = 1, µ 2 = ζ, . . . , µ m = ζ m−1 , and let µ m+1 , . . . , µ n be arbitrary elements of T satisfying µ m+1 · · · µ n = ζ −m(m−1)/2 . Then |µ
Theorem. Let A be an infinite-dimensional simple unital direct limit with slow dimension growth as in [2] . Then A has the approximate positive factorization property if and only if A has real rank zero and K 1 (A) = 0.
Proof. The condition K 1 (A) = 0 is necessary by Theorem 2.4(2). To see that real rank zero is necessary, first note that K 0 (A) distinguishes the tracial states by Theorem 2.9. The Riesz decomposition property (Theorem 2.7 of [10] ) then shows that the projections in A distinguish the tracial states. Theorem 2 of [2] now implies that A has real rank zero. To prove sufficiency, note that Theorem 1 of [2] implies that sr(A) = 1. Theorem 2.10 of [25] therefore implies that Inv(A)/ Inv 0 (A) → K 1 (A) is an isomorphism. Thus, the hypotheses imply that Inv 0 (A) is dense in A.
By polar decomposition, it now suffices to show that
, in such a way that the system has slow dimension growth and all the maps are unital. Let ϕ i : A i → A and ϕ i 1 ,i 2 : A i 1 → A i 2 be the associated maps. Without loss of generality we may assume that the map from each C(X it ) ⊗ M n(i,t) to A is nonzero. Let u ∈ U 0 (A) and let ε > 0.
The first thing we have to do is ensure that we are working with elements with large spectrums. Choose n 0 to be the N that works in the previous lemma for ε/8 in place of ε. Choose i 0 so large that some n(i 0 , t 0 ) is at least n 0 and there is u 0 ∈ U 0 (A i 0 ) with u − ϕ i 0 (u 0 ) < ε/8. The kernel of the map from C(
Then u 0 (x 0 ) makes sense as an element of M n(i 0 ,t 0 ) , and in a suitable basis can be written as u 0 (x 0 ) = diag(λ 1 , . . . , λ n(i 0 ,t 0 ) ). Choose µ 1 , . . . , µ n(i 0 ,t 0 ) according to the conclusion of the previous lemma. Define v 0 ∈ U (A i 0 ) to be the constant function 1 on X i 0 ,t for t = t 0 , and the constant function diag(µ 1 , . . . , µ n(i 0 ,t 0 ) ) on X i 0 ,t 0 . Since det (diag(µ 1 , . . . , µ n(i 0 ,t 0 ) )) = 1, Ballantine's theorem [1] implies that v 0 is a product of positive elements. Set w 0 = v * 0 u 0 . By considering the value at x 0 ∈ X i 0 ,t 0 , and noting that x 0 ∈ V , we see that sp(ϕ i 0 (w 0 )) is ε/8-dense in T.
Clearly ϕ i 0 (w 0 ) ∈ U 0 (A). Since A has real rank zero, it follows from Corollary 6 of [16] that there is w 1 ∈ U 0 (A) with finite spectrum and w 1 − ϕ i 0 (w 0 ) < ε/8. Thus there are distinct λ 1 , . . . , λ m ∈ T (not the same as in the previous paragraph) and nonzero mutually orthogonal projections p 1 , . . . , p m ∈ A such that w 1 = m j=1 λ j p j . We take the λ j to be ordered cyclically. The estimates above imply that sp(w 1 ) is ε/4-dense in T, and it follows that |λ j − λ j+1 | < ε/2 for 1 ≤ j ≤ m − 1.
Standard functional calculus arguments yield i 1 and mutually orthogonal projections q 1 , . . . , q m ∈ A i 1 (necessarily nonzero) such that the unitary w 2 = m j=1 λ j q j satisfies ϕ i 1 (w 2 ) − w 1 < ε/8. Choose N such that 2π/N < ε/8, and use Lemma F of [2] to choose i ≥ i 1 such that for every t the image q
(Note that this rank is constant on X it , since X it is assumed connected.)
For each fixed t we now construct, by induction on j, mutually orthogonal projections e (t) j ∈ C(X it ) ⊗ M n(i,t) which are trivial in the sense that each is Murray-von Neumann equivalent to a constant projection, and satisfying e (t) 1 is immediate from Theorem 2.5(a) of [10] . Suppose now that e (t) 1 , . . . , e (t) j have been constructed; we construct e (t)
l . Theorem 2.5(c) of [10] implies that f is Murray-von Neumann equivalent to a subprojection of a trivial projection g of rank at most rank(f ) + (dim(X it ) − 1)/2 ≤ dim(X it ). We may clearly assume f ≤ g. By the same theorem, g − f is Murray-von Neumann equivalent to a subprojection of q (t)
j+1 . Thus, we may assume
j+1 . Part (a) of this theorem now yields a trivial subprojection h of f + q
We take e (t)
This completes the induction step in case j + 1 < m. If j + 1 = m, then set e (t)
and the sum of e [10] implies that e (t) j+1 is trivial. This completes the induction.
We now define e j = t e (t) j and w 3 = j λ j e j . Since e j ≤ q j−1 + q j , and since |λ j − λ j−1 | < ε/2, we have w 3 − ϕ i 1 ,i (w 2 ) < ε/2. We will now approximate w 3 by a product of positive elements. For each j and t, let N 
Then w 4 is a unitary which satisfies w 4 − w 3 ≤ 2π/N < ε/8. Furthermore, for each j and t, the choice of α (t) j and the fact that e (t) j is a trivial projection imply that exp(2πiα
j is a constant scalar multiple of the identity in e (t)
whose determinant is 1. Using Ballantine's theorem on these elements and forming the direct sum over j and t, we therefore see that w 4 is a product of five positive elements.
We now have u − ϕ i 0 (u 0 ) < ε/8, u 0 = v 0 w 0 , and
+ ϕ i 1 ,i (w 2 ) − w 3 + w 3 − w 4 < ε/8 + ε/8 + 4ε/8 + e/8 = 7ε/8; furthermore, both v 0 and w 4 are finite products of positive elements. Thus u can be approximated to within ε by finite products of positive elements, and the proof that U 0 (A) ⊂ P (A) − is complete. ⊔ ⊓ This proof actually shows that products of 11 positive invertible elements are dense (one from the polar decomposition and five from each application of Ballantine's theorem).
The proof of this theorem also implies the following result, which holds regardless of whether the algebra has real rank zero or one.
4.10. Theorem. Let A be an infinite-dimensional simple unital direct limit with slow dimension growth as in [2] . Then the rank of A is infinite.
Proof. If the element u in the previous proof is a scalar multiple of the identity, then the unitary ϕ i 0 (w 0 ) constructed in the proof will already have finite spectrum. The only use of real rank zero in that direction of the proof was to replace this unitary with a nearby one with finite spectrum. ⊔ ⊓ 4.11. Example. Let X be a finite CW complex such that K 0 (X) has a nontrivial torsion element η and K 1 (X) = 0. Choose a sequence x 1 , x 2 , . . . in X such that each tail of the sequence is dense in X. Define A i = C(X, M 2 i ) and define ϕ i,i+1 :
. It follows from [9] that A = lim −→ A i is simple and has real rank zero, and one computes directly that K 1 (A) = 0 and that the image of η ∈ K 0 (A 0 ) in K 0 (A) is nonzero. Therefore A is a separable simple nuclear non-AF algebra, which has the approximate positive factorization property by Theorem 4.9.
A simple example of such a finite CW complex X can be constructed as follows. Let D ⊂ C be the closed unit disk. Let ∼ be the equivalence relation
Theorem 4.9 raises the following two questions.
4.12.
Question. Let A be a simple infinite-dimensional unital C*-algebra with real rank zero, stable rank one, and K 1 (A) = 0. Does it follow that A has the approximate positive factorization property?
Theorem 4.9 shows that the answer is yes for infinite-dimensional direct limits with slow dimension growth. The answer is also yes if A has infinite rank and a unique tracial state, by Lemmas 4.2 and 4.3.
4.13.
Question. Let A be a simple unital C*-algebra with the approximate positive factorization property. Does it follow that A has real rank zero? Theorem 4.9 shows that the answer to this question is also yes for infinite-dimensional direct limits with slow dimension growth. Furthermore, Theorem 2.9 and Proposition 2.13 imply that if A is a unital algebra with the approximate positive factorization property, then at least the stabilization K ⊗A has a fair number of projections-enough to distinguish the tracial states, and, if there is a tracial state τ, then enough that τ * (K 0 (A)) is dense in R. The requirements that A be unital and simple are necessary, as is shown by the next theorem and by Example 4.16.
We now give necessary and sufficient conditions for a stable C*-algebra to have the approximate positive factorization property. We note that it is shown in [15] that every element of Inv 0 (K ⊗ A) is a product of finitely many positive invertible elements of (K ⊗ A)˜. Clearly we may restrict these elements to be in (K⊗A)+1. Thus, in the theorem above, if sr(A) = 1 and K 1 (A) = 0, then every invertible element of (K ⊗ A) + 1 is in fact exactly a product of positive elements.
4.15.
Remark. This theorem, combined with Theorem 2.4, shows that if A has the approximate positive factorization property, then so does K ⊗ A. The converse is false, even for simple C*-algebras. It is easy to construct, using the methods of [9] (as in Example 4.11), an infinite-dimensional simple unital C*-algebra A, obtained as a direct limit with slow dimension growth, such that A has trivial K 1 -group, stable rank 1, and real rank 1. Theorem 4.14 implies that K ⊗A has the approximate positive factorization property, while Theorem 4.9 implies that A does not.
4.16.
Example. We give an example of a unital C*-algebra A with the approximate positive factorization property which contains an ideal I without the approximate positive factorization property. This example shows that Theorem 3.6 can't be extended to say that the approximate positive factorization property passes to ideals, even when the quotient also has the approximate positive factorization property. Our algebra A also does not have real rank zero, showing that in general the approximate positive factorization property does not imply real rank zero.
Set I 0 = K ⊗ C(T). It follows from Kasparov's extension theory [13] and the Universal Coefficient Theorem (Theorem 1.17 of [28] ) that there is an extension 0 → I 0 → A 0 → C → 0 such that the induced map from K 0 (C) to K 1 (I 0 ) is an isomorphism. (Note that A 0 will not be unital.) The long exact sequence in K-theory then shows that K 1 (A 0 ) = 0, and Theorem 4.11 of [24] shows that sr(A 0 ) = 1. (Note that sr(I 0 ) = 1.) So K ⊗ A 0 has the approximate positive factorization property by Theorem 4.14. Its ideal K ⊗ I 0 does not have the approximate positive factorization property, because K 1 (K ⊗ I 0 ) = 0. Furthermore, K ⊗ A 0 does not have real rank zero, because it contains the ideal K ⊗ I 0 whose real rank is not zero. (See [3] .) The algebra K ⊗ A 0 is not unital, but it can be used to construct a unital example B in the following two ways. Either unitize it, and then form the tensor product with an infinite dimensional UHF algebra F , or form a unital trivial extension by an infinite dimensional UHF algebra.
In the first case, B will have the approximate positive factorization property by Theorem 4.6(1), and will still contain the ideal K ⊗ I 0 which has neither the approximate positive factorization property nor real rank zero. Since this ideal does not have real rank zero, neither does B. In the second case, B will have the approximate positive factorization property by Theorem 3.6(1). It will now contain the ideal F ⊗K⊗I 0 ∼ = F ⊗K⊗K⊗C(T). Since this ideal has nontrivial K 1 , it does not have the approximate positive factorization property. Cutting it down by a rank one projection in K ⊗ K, we obtain a hereditary subalgebra of B which is isomorphic to F ⊗ C(T). This algebra does not have real rank zero because the projections don't distinguish the traces. It follows from Corollary 2.8 of [3] that B does not have real rank zero either.
