Abstract. In classical Markov decision process (MDP) theory, we search for a policy that say, minimizes the expected infinite horizon discounted cost. Expectation is of course, a risk neutral measure, which does not su ce in many applications, particularly in finance. We replace the expectation with a general risk functional, and call such models risk-aware MDP models. We consider minimization of such risk functionals in two cases, the expected utility framework, and Conditional Value-at-Risk, a popular coherent risk measure. Later, we consider risk-aware MDPs wherein the risk is expressed in the constraints. This includes stochastic dominance constraints, and the classical chance-constrained optimization problems. In each case, we develop a convex analytic approach to solve such risk-aware MDPs. In most cases, we show that the problem can be formulated as an infinite dimensional linear program in occupation measures when we augment the state space. We provide a discretization method and finite approximations for solving the resulting LPs. A striking result is that the chance-constrained MDP problem can be posed as a linear program via the convex analytic method.
1. Introduction. Consider a Markov decision process on a state space S, action space A, cost function c (s, a), discount factor 2 (0, 1) and a transition kernel Q. Typically, we want to find an optimal policy ⇡ that solves inf ⇡ E ⇡ ( P 1 t=0 t c (s t , a t )). Of course, as we well know this problem can be solved by dynamic programming. The key is that one can show that there exists an optimal policy that is stationary and Markovian.
However, dynamic programming is not the only method to solve the problem. Alternatives include posing the optimization problem as a linear program as in the 'convex analytic approach'. The convex analytic approach is developed for finite state and action spaces in [6, 13, 25, 31] , and for Borel state and action spaces in [22, 23, 34] . In this approach, we introduce an occupation measure µ ⇡ (s, a), which for a fixed stationary policy ⇡ can be interpreted as the discounted empirical frequency of visiting state s and taking action a. Thus, we can pose a linear program whose solution gives the optimal occupation measure from which the optimal policy can be derived.
Often, however, in multi-stage decision-making, the risk-neutral objective is not enough. A decision maker may be risk-averse and may want to explicitly model his risk aversion. Thus, we are faced with a di↵erent optimization problem:
where ⇢ is a coherent risk measure such as conditional value-at-risk (CVaR). Problem (1.1) presents significant challenges since it need not be convex (depending on the risk measure) and the optimal policy will in general depend on history (rather than just the current state). It follows that the 'principle of optimality' used in writing down the dynamic programming equations does not hold, and thus Problem (1.1) cannot be solved via the dynamic programming method. Problem (1.1) is not artificial or abstract. There is a tremendous interest in taking risk into account in sequential decision-making in areas like finance and insurance, operations management, smart-grid power networks, and even robotics.
In finance, for example, the portfolio optimization is really a sequential decisionmaking problem. Furthermore, investors are rarely risk-neutral. The mean-variance approach of Markowitz [32, 42] has been popular for risk-averse investors. Yet, the financial crisis of 2008 has raised the need to consider other direct measures of risk. The problem of single-stage portfolio optimization with such risk measures (the conditional value-at-risk) was first addressed in [37] . How to do dynamic portfolio optimization with such risk measures has been an open problem. Our convex analytic framework provides a solution.
As mentioned above, Problem (1.1) does not admit an optimal stationary policy, nor a dynamic programming solution. On the other hand, introducing an occupation measure via the convex analytic method ( [6, 7] ), leads to static optimization problems in a space of occupation measures. We develop this approach for Problem (1.1) and other related problems. This opens up a variety of new modeling options for decision makers seeking risk-aware policies.
We make the following main contributions in this paper. We treat four di↵erent risk-aware sequential stochastic optimization formulations. Of these, the expected utility formulation, the stochastic dominance and chance-constrained formulations lead to linear programming problems. We also give a treatment for optimization of risk functionals such as conditional value-at-risk (CVaR), and briefly discuss mean deviation and mean semi-deviation risk measures. These lead to non-convex optimization problems, albeit over convex feasible regions. In this case, we give a sequence of linear programming approximations that asymptotically yield an optimal solution. Thus, in each case the convex analytic methodology that we use yields a tractable solution. This is based on a state space augmentation approach akin to that used in [4, 5] and finite approximation methods for infinite-dimensional linear programs adapted from [21, 29, 30] . This, when combined with a discretization scheme, allows us to provide a convergence rate.
A striking observation we make is that, unlike the single-stage chance-constrained optimization problem which is generally non-convex and very di cult to solve [35] , the sequential chance-constrained optimization problem can actually be reformulated as a linear programming problem via the convex analytic approach.
Throughout this paper, we encounter a dichotomy between sequential and singlestage risk management. In the static setting, we optimize over a random variable while in the sequential setting, we have to optimize over a measure. This leads to serious technical di culties in the sequential setting as compared to the static setting. Related Literature. There is a substantial body of work on risk measures in the static setting, [17, 28, 39] . Risk measures have also been considered in [26, 27] , where the expected utility of countable state finite action MDPs is minimized. In [15] , variance penalties for MDPs are considered. In [41] , the mean-variance tradeo↵ in MDPs is further explored. [14] shows how to solve the Bellman equation for risk-sensitive control of MDPs. In [5] , a finite horizon MDP with a conditional valueat-risk constraint on total cost is considered. Both an o✏ine and online stochastic approximation algorithm are developed.
The most closely related works to this paper are the following. In [38] , the class of Markov risk measures is proposed. This class of risk measures leads to tractable dynamic programming formulations. However, we note that most common risk measures, e.g., CVaR are not Markov. [3] shows how to minimize the average value-at-risk of costs in MDPs. [18] applies stochastic dominance constraints to the long-run average and infinite horizon discounted reward distributions in MDPs. [43] minimizes the conditional value-at-risk of discounted total cost and provides a static nonlinear programming formulation. Existence of a solution to such a problem is established though no tractable method is given for its solution. [4] considers minimization of the certainty equivalent of MDP costs, where the classical risk-sensitive MDP is a special case. In [9] , numerical methods are developed for risk-aware MDPs with one-stop conditional risk measures. Specifically, value and policy iteration algorithms are developed and their convergence is established. Our work is distinct from the above in considering a range of risk-aware sequential optimization formulations, using a convex analytic approach, and in most cases yielding a linear programming problem, or at least approximation via a sequence of linear programs.
2.
Preliminaries. This section reviews standard notation for MDPs and then discusses risk-aware MDPs.
Discounted MDPs.
Consider a discrete time MDP given by the 5-tuple (S, A, {A (s) : s 2 S} , Q, c). The state space S and the action space A are Borel spaces, measurable subsets of complete and separable metric spaces, with corresponding Borel algebras B (S) and B (A). We use P (S) to denote the space of probability measures over S with respect to B (S), and we define P (A) analogously. For each state s 2 S, the set A (s) ⇢ A is a measurable set in B (A) and it indicates the set of feasible actions available in state s. We assume that the multifunction s ! A (s) permits a measurable map : S ! A such that (s) 2 A (s).
The set of feasible state-action pairs is given by K = {(s, a) 2 S ⇥ A : a 2 A (s)}, with corresponding Borel algebra B (K). The transition law Q governs the system evolution. For B 2 B (S), Q (B | s, a) is the probability of next visiting the set B given the current state-action pair (s, a). Finally, c : K ! R is a measurable cost function that depends on state-action pairs. We will emphasize cost throughout (rather than reward) because risk functions are typically defined for losses.
We now describe two classes of policies for MDPs. Let H t be the set of histories at time t, H 0 = S, H 1 = K ⇥ S, and H t = K t ⇥ S for all t 2. A specific history h t 2 H t records the state-action pairs visited at times 0, 1, . . . , t 1 as well as the current state s t . Define ⇧ to be the set of all history-dependent randomized policies: collections of mappings ⇡ = (⇡ t ) t 0 where ⇡ t : H t ! P (A) for all t 0. Given a history h t 2 H t and a set B 2 B (A), ⇡ t (B | h t ) is the probability of selecting an action in B. Define ⇧ 0 to be the class of stationary randomized Markov policies: mappings ⇡ : S ! P (A) which only depend on history through the current state. For a policy ⇡ 2 ⇧ 0 , a given state s 2 S, and a set B 2 B (A), ⇡ (B | s) is the probability of choosing an action in B. The class ⇧ 0 is a subset of ⇧ and we explicitly assume that ⇧ and ⇧ 0 only include feasible policies that respect the constraints K.
The canonical measurable space of MDP trajectories is (⌦, B) = (K
1
, B (K) 1 ), and specific trajectories are written as ! 2 ⌦. The state and action at time t are denoted s t and a t , respectively. Formally, for a trajectory ! 2 ⌦, s t (!) and a t (!) are the state and action at time t along this trajectory. With respect to an initial distribution ⌫ 2 P (S), any policy ⇡ 2 ⇧ determines a probability measure P ⇡ ⌫ on (⌦, B) and a corresponding stochastic process {(s t , a t )} t 0 . The resulting probability space is (⌦, B, P ⇡ ⌫ ). The expectation operator with respect to
. We assume that costs c are bounded above and below throughout this paper, which is one way of ensuring that C (⇡, ⌫) is well-defined. Assumption 2.1. There exist c andc such that 0 < c  c (s, a) c < 1 for all (s, a) 2 K.
This assumption streamlines our presentation and is reasonable in practice. For example, in a real newsvendor problem there are limits on how much we can order in any one period, and thus the maximum possible order cost is bounded in each period. Under Assumption 2.1, the inequalities 0 < c/ (1 )
] to denote the interval in which the running costs P T t=0 t c (s t , a t ) lie for all finite horizons T . This interval will appear quite often.
The classical infinite horizon discounted cost minimization problem is
It is well known that a stationary policy in ⇧ 0 is optimal for Problem (2.1) under suitable conditions (for example, this result is found in [36] for finite and countable state spaces, and in [22, 23] for general Borel state and action spaces).
2.2. Risk-aware MDPs. Problem (2.1) has a risk-neutral objective but sometimes decision makers may be risk-averse or risk-seeking. We now introduce risk-aware extensions of Problem (2.1). It is convenient to introduce a fixed reference probability space, since the underlying probability space (⌦, B, P ⇡ ⌫ ) for MDP trajectories is changing as ⇡ varies. Consider the probability space ( 
i.e., C ⇡ ⌫ is a random variable that is equal in distribution to
on R when the underlying probability distribution on trajectories is P ⇡ ⌫ . All C ⇡ ⌫ have support contained in the interval Y.
Risk functions ⇢ will be mappings ⇢ : L ! R. Now, consider a fixed risk function, a mapping ⇢ : L ! R which associates a scalar with random variables in L. We will make the following assumption about the risk measures. Assumption 2.2. Risk measures are law invariant, i.e., ⇢ (X) = ⇢ (Y ) , 8X = d Y . Most common risk measures, and all of the risk measures we consider in this paper, are law invariant. By assuming law invariance, we are simply saying that we only care about the distribution of costs on R. We do not care about properties of the underlying probability space on which these random variables are defined. 
3. State space augmentation. This section describes our general approach for solving Problem (2.2) based on state space augmentation and convex analytic methods. Note that history dependence shows up in Problem (2.2) -it is to be expected that some information about the history h t will have to be appended to the current state s t at all times to get a near-optimal risk-aware policy. The idea behind state space augmentation is to partially or totally capture the history (see [3, 4, 5] ), so that this information is available for decision-making.
In this section, we first augment the state space to keep track of the running cost over the entire time horizon. Then, we argue that the infinite horizon problem can be approximated with arbitrary precision by a finite horizon problem. Furthermore, the finite horizon problem can be solved exactly with convex analytic methods. In particular, we will estimate C ⇡ ⌫ for a given ⇡ with another random variable that is distributed according to an occupation measure. With this method we can, in principle, approximate any instance of Problem (2.2) with a static optimization problem.
In [4] , S is augmented with two new state variables to keep track of the running cost and the discounting. We borrow the augmented state space from [4] is just a geometric series in place to make sure the running costs are updated correctly. We initialize y 0 = 0 since no costs have been assessed before time t = 0. Also, we initialize z 0 = 1 so that the costs c (s 0 , a 0 ) at time t = 0 are not discounted. Note then that y t = P t 1 i=0 i c (s i , a i ) for all t 1. We emphasize that the augmented state variables y t and z t are completely determined by the history h t 2 H t . We letQ be the transition kernel for the augmented state {(sNow we describe a new class of policies for use in tandem with the augmented state space. Let ⇧ 1 be the class of augmented stationary randomized Markov policies: mappings ⇡ :S ! P (A) which depend on history only through the current augmented state (s, y, z). Policies ⇡ 2 ⇧ 1 are allowed to use the running cost and the discount level to make decisions. Because the running cost and discount factor are functions of the history h t , we consider ⇧ 1 to be a subset of the set of all policies ⇧ and we see that ⇧ 0 ⇢ ⇧ 1 ⇢ ⇧, where we view the set of stationary Markov policies on the original state space ⇧ 0 as a subset of ⇧ 1 .
On a trajectory ! 2 ⌦, y t (!) and z t (!) are the running cost and discount factor at time t. Our earlier initial state distribution ⌫ used to define Problem (2.1) can be extended to an initial state distribution on the augmented state space. We denote this initial distribution on the augmented state space by ⌫ as well, since the initial conditions on y 0 and z 0 are deterministic, i.e. ⌫ (S ⇥ {0} ⇥ {1}) = 1, corresponding to y 0 = 0 and z 0 = 1. Along with the (augmented) initial distribution ⌫, a policy ⇡ 2 ⇧ gives a probability measure P ⇡ ⌫ on (⌦, B) that determines a corresponding stochastic process {(s t , y t , z t , a t )} t 0 on the augmented set of state-action pairs. Now that we have the augmented state space in place, we will discuss a general method for approximating Problem (2.2). Our approximation scheme is based on the intuition, confirmed in the following lemma, that the running cost y t is a good estimate of the infinite horizon cost P 1 t=0 t c (s t , a t ) on every trajectory ! 2 ⌦ for large enough t. The following result uses boundedness of costs. Lemma 3.1. For any ✏ > 0, there is a T = T (✏) such that
for all t T . Lemma 3.1 justifies our interest in the running cost y T = P T t=0 t c (s t , a t ) at time T for large enough T . We now compare the risk of the finite horizon cost y T versus the infinite horizon cost P 1 t=0 t c (s t , a t ) in terms of ⇢. In the next assumption, we will abuse notation and write ⇢ (y T ) and ⇢ ( P 1 t=0 t c (s t , a t )) to denote the risk function ⇢ from Problem (2.2) evaluated at y T and P 1 t=0 t c (s t , a t ) when the underlying probability space is (⌦, B, P ⇡ ⌫ ), i.e., the underlying policy is implicit. Assumption 3.2. For any ✏ > 0, there is a T such that
Assumption 3.2 amounts to uniform continuity of ⇢ across policies in the running cost. It means that when T is large and y T is close to
The key in Assumption 3.2 is that the error guarantee does not depend on the policy ⇡ 2 ⇧. We will show that it is easy to guarantee Assumption 3.2 holds for the specific risk-aware MDPs that we consider in Section 5.
Under Assumption 3.2, we can justify working with a truncation P T t=0 t c (s t , a t ) of the infinite horizon discounted cost. In analogy with C ⇡ ⌫ , we define
T has the same distribution on R as the finite horizon cost P T t=0 t c (s t , a t ) at time T with respect to P ⇡ ⌫ . The next lemma considers the quality of ⇢ C ⇡ ⌫, T versus ⇢ (C ⇡ ⌫ ), it follows immediately from law invariance and Assumption 3.2. 
The preceding Lemma 3.3 shows how we are using Assumption 3.2 and why we assumed law invariance of ⇢. We have defined C ⇡ ⌫, T to be equal in distribution to y T when the underlying probability distribution is P ⇡ ⌫ . Lemma 3.3 confirms that the risk of C ⇡ ⌫, T , ⇢ C ⇡ ⌫, T , is close to the risk of the infinite horizon discounted cost C ⇡ ⌫ , ⇢ (C ⇡ ⌫ ), uniformly across policies. We needed the error guarantee on
Since C ⇡ ⌫, T approximates C ⇡ ⌫ well for large T , we can approximate Problem (2.2) with the truncated problem
Since we have truncated the planning horizon, Problem (3.1) turns out to be exactly solvable with convex analytic methods since we can compute the distribution of y T exactly for any finite T , as we will show. We can use a solution of Problem (3.1) to get a near-optimal solution for Problem (2.2), as confirmed in the following lemma. However, the best we can hope for is a near-optimal policy in ⇧ 1 , but not in ⇧ 0 (which is defined over the unaugmentated state space), for general ⇢. Denote
We are guaranteed that such a ⇡ 0 exists by the definition of infimum. It follows that
where the second inequality uses part (i).
Next we show that the distribution of C ⇡ ⌫, T can be computed exactly with convex analytic methods for any T . The idea is to modify the transition kernel so that it no longer updates the running cost after time T , i.e., y t+1 = y t for all t T and thus y t = y T for all t T . Then, we use the conditional distribution of µ ⇡ ⌫ on {t T } to compute the distribution of C ⇡ ⌫, T on R. Note that we can use the augmented state variable {z t } t 0 to know when we have reached time T , i.e., when z t = T , so that we do not have to explicitly keep track of time and augment the state even further. The modified transition kernel is
for any B 2 B (S). The transition kernelQ T is very close toQ, however it stops updating the running cost and the discount factor once z t = T is reached at time T . 
as the expected discounted number of visits to state-action pairs in the set B ⇢K when following the policy ⇡.
The next theorem expresses the distribution of C ⇡ ⌫, T in terms of µ ⇡ ⌫ . This theorem is the foundation of the convex analytic approach for Problem (3.1). Theorem 3.5. For any ⌘ 2 R,
using the fact that I {y T  ⌘} = I {y t  ⌘} for all t T . Finally
Based on the preceding theorem, we construct a random variable in L that is determined by µ ⇡ ⌫ and that is equal in distribution to 
⇣S⌘ is the marginal distribution of the measure µ onS. With this notation in place, we can write the convex analytic form of Problem (3.1),
It is worth mentioning that when ⇢ (X (µ)) is concave in µ (in particular, when it is linear in µ), then Problem (3.3) has an optimal solution at an extreme feasible measure µ (see [34, Theorem 19] ). Since extreme feasible measures correspond to deterministic policies, it follows that randomized policies are not needed. We formally justify the equivalence between Problem (3.1) and Problem (3.3) in the next lemma. Specifically, we show that an optimal solution for either problem can be used to construct an optimal solution for the other problem. The intuition is that the constraint L 0, T µ = ⌫ defines all feasible occupation measures that can be produced by policies in ⇧. Further, since we are using the modified transition kernel Q T , we know that ⇢ (X (µ)) is equal to ⇢ C ⇡ ⌫, T for some policy ⇡ based on Theorem 3.5.
We note that given an occupation measure µ 2 M ⇣K⌘ , we get a policy ⇡ µ 2 ⇧ defined by the conditional distribution of µ on A, ⇡ µ (B | s, y, z) = µ (B | s, y, z), for all B 2 B (A), for each state (s, y, z) 2S. Lemma 3.6. If ⇡ is ✏ optimal for Problem (3.1), then µ ⇡ ⌫ is ✏ optimal for Problem (3.3). Conversely, if µ is ✏ optimal for Problem (3.3), then ⇡ µ is ✏ optimal for Problem (3.1).
Proof
Thus, any feasible µ for Problem (3.3) gives a feasible policy ⇡ 2 ⇧, and vice versa.
We know that inf
3) for any ⇡ 2 ⇧, and ⇡ µ 2 ⇧ for any µ feasible to Problem (3.3). So, the optimal values of Problem (3.1) and Problem 
Note that ✓ = L 1, T µ is proportional to the marginal distribution of µ on Y conditioned on the event z = T that appears in the statement of Theorem 3.5. Equivalently,
i.e., we have passed the time T and the running costs are no longer updated. We are introducing this shorthand to get a cleaner statement of Problem (3.3), since it is di cult to write out ⇢ (X (µ)) directly for specific forms of ⇢. Given a distribution ✓ 2 M (Y), we abuse notation and let X (✓) be the random variable in L defined by Pr
The additional measure ✓ helps us write the objective ⇢ (X (✓)) more cleanly once we choose specific functional forms for ⇢. For this reason, we will focus on Problem (3.5) rather than Problem (3.3) in the remainder of the paper.
4. Finite approximations. Problem (3.5) is generally an infinite-dimensional optimization problem, it has infinitely many variables and constraints. Such problems are extremely hard to solve directly, but they can be approximated by finitedimensional optimization problems, i.e., problems with finitely many variables and constraints. In this section we develop two approaches for making finite approximations of Problem (3.5). First, we explain how the aggregation-relaxation-inner approximation method can give finite approximations for Problem (3.5) . This method works in full generality, and has been studied for infinite-dimensional linear programming problems (see [21, 23] ). Second, we develop a discretization scheme for the augmented state variables. This discretization scheme is intuitive and leads easily to a convergence rate analysis.
4.1. Aggregation-relaxation-inner approximation. We now elucidate finite approximations for the infinite-dimensional linear programming problems that arise in the classical convex analytic approach for risk-neutral MDPs. These finite approximations are based on an aggregation of the constraints, a relaxation of the aggregate constraints, and then an inner approximation of the decision variables. We note similar developments in [21, 23] for infinite-dimensional linear programming problems. In our case, we have to take extra care because Problem (3.5) has a nonlinear objective in general. We make the following assumption about the objective.
Assumption 4.1 is needed to establish an asymptotic convergence of our approximation. In earlier work on approximation of infinite-dimensional linear programs [21, 23] , there was no need for Assumption 4.1 because the objective function was linear. It was possible to use Fatou's lemma to show that a sequence of approximate solutions converges to an optimal solution asymptotically. Our Problem (3.5) has a nonlinear objective and thus needs a special consideration. We will show that this assumption is met for all of the risk-aware optimization formulations that we study in the next section.
We also make the following assumption about the augmented state space, and the augmented set of state-action pairs. Assumption 4.2.S andK are locally compact separable metric spaces.
This assumption is met under many circumstances, for instance ifS andK are Euclidean spaces -which is usually the case in practice. Assumption 4.2 is needed so that we can approximate probability measures in M
⇣K⌘
and M ⇣S⌘ with probability measures that have finite support.
We begin by describing aggregation of the constraints. Let C 
⇣S⌘
We will now approximate these two new representations of the equality constraints in Problem (3.5). Let {C 0, k } k 0 be an increasing sequence of finite sets with C 0, k " C 0
and {C 1, k } k 0 be an increasing sequence of finite sets with C 1, k " C 1 (Y). Now we discuss the inner approximation of the infinite-dimensional decision variables µ and ✓. Let The resulting finite approximation of Problem (3.5) is then
has finitely many constraints indexed by C 0, k and C 1, k , and finitely many variables since we have restricted the support of µ and ✓. We continue to view µ 2 0, l and ✓ 2 1, l as elements of M
⇣K⌘
and M (Y), respectively. Note that the constraints in
include an error tolerance of ✏ k , since we cannot expect to satisfy them exactly with discretized decision variables. The next theorem considers the behavior of
is an optimal solution of Problem (3.5). Proof. This result is similar to the proof of [23, Theorem 12.5.3] . Only now, we use weak-continuity of the objective ⇢ (X (·)) in ✓ to get lim inf 
which simply assignsȳ t+1 to be the closest point in Y to the original update given by z t c (s t , a t ) +ȳ t . We will show that the error of this scheme increases linearly with time. We will also introduce {z t } t 0 to denote the discretized discounting process whose system dynamic is given bȳ is a deterministic process. We denote the discretized augmented state space as S = S ⇥ Y ⇥ Z, and the corresponding discretized set of state-action pairs isK = {(s, y, z, a) 2 S ⇥ Y ⇥ Z ⇥ A : a 2 A (s)}. Corresponding to the stochastic process {(s t ,ȳ t ,z t , a t )} t 0 , we introduce the transition kernelQ T which accounts for the system dynamics of {ȳ t } t 0 and {z t } t 0 . We letL 0, T be the linear operator L 0, T with
whereμ (j) = P a2A µ (s, y, z, a), for all (s, y, z) 2S. Equation (4.1) is the discretized analog of L 0, T defined in equation (3.2) . Similarly, we defineL 1, T to be the linear operator L 1, T suitably modified for use on Y, The convex analytic formulation for the discretized MDP is then
Problem (4.3) has finitely many variables and constraints by construction. We now want to compare solutions of the discretized Problem (4.3) and the original Problem (3.5). Theorem 4.4. Let ⇢ ⇤ = inf ⇡2⇧ ⇢ (C ⇡ ⌫ ) and choose any ✏ > 0 and T = T (✏). If the granularity of Y is smaller than ✏/T , then:
we have ⇢ C⇡ ⌫ < ⇢ ⇤ + 3 ✏ where⇡ is the policy generated by µ.
Proof. (i) By definition,ȳ 0 = y 0 = c (s 0 , a 0 ) so |y 0 ȳ 0 | = 0. Now, |y 1 ȳ 1 | < ✏ by construction of {ȳ t } t 0 and the fact that Y has granularity ✏. For the inductive step, suppose |y (iii) For ⇡ 2 ⇧, we have that ⇢ X (µ ⇡ ⌫ ) = ⇢ (ȳ T ) by construction. Problem (4.3) can be solved exactly, at least in principle, because it is a finitedimensional optimization problem. When there is additional problem structure, we can extend this discretization scheme to solve Problem (4.3) when S and A are infinite. Such a situation occurs in the dynamic risk-averse newsvendor problem which we will report in the future.
Optimization of risk functionals. Section 3 shows how to cast risk-aware
MDPs as static optimization problems and Section 4 shows how to construct tractable approximations. In this section, we apply our general methodology to two specific risk-aware MDPs. First, we minimize expected utility and then we minimize CVaR. Notably, the expected utility minimizing MDPs lead to linear programming problems in occupation measures. The CVaR minimizing MDPs lead to nonconvex problems in occupation measures, but these problems can be solved with a sequence of linear programming problems.
Expected utility risk functional.
Utility functions can be used to express a decision maker's risk preferences. Often, decision makers have increasing marginal costs. Hence, we focus on utility functions that are increasing and convex. For a fixed increasing, convex, and continuous utility function u : R ! R, we can replace the risk-neutral expectation E ⇡ ⌫ [·] with the expected utility E ⇡ ⌫ [u (·)]. The resulting risk-aware MDP is
Since we are focusing on costs rather than rewards, we prefer lower expected utility to higher expected utility. It would be more correct to refer to u as a "disutility" function since it measures costs, but we continue to use the more common term "utility". Problem (5.1) has been studied with state space augmentation in [4] for concave and convex utility functions u. In [4] , it is shown that Problem (5.1) can be solved with value iteration and policy iteration on the augmented state space. We first approximate Problem (5.1) with a finite horizon problem, and then we formulate the resulting problem as a static optimization problem in occupation measures. The resulting static optimization problem turns out to be a linear programming problem. Next, we use linear programming duality to reveal the dual problem in value functions -from which we can recover dynamic programming equations.
Next we confirm that the expected utility objective E [u (·)] for Problem (5.1) satisfies Assumption 3.2, so that our earlier error bounds from Lemma 3.4 apply. Proof. Since u is increasing, convex, and continuous on Y, it is also Lipschitz continuous on this interval. Without loss of generality, we can take the Lipschitz constant to be one by appropriately scaling u by a positive constant. Now compute
where the last term can be made arbitrarily small by taking T ! 1. In the second inequality, we are using Lipschitz continuity, i.e. |u (x) u (y) |  |x y| for all x and y.
As for the general Problem (2.2), we fix the time horizon T and consider the truncated problem
which can be solved exactly with convex analytic methods. Problem (5.2) is equivalent to the following optimization problem:
where L 0, T is defined in (3.2) and L 1, T is defined in (3.4) . By definition of X (✓), the objective E [u (X (✓))] =´u (y) ✓ (dy) = h✓, ui is linear in ✓. Thus, we see that Problem (5.3) is actually a linear programming problem. We remind the reader that Problem (5.3) gives rise to a deterministic optimal policy by [34, Theorem 19] because it is linear. T (j | s, y, z, a) µ (s, y, z, a) , 8j 2S,
where we are usingμ
for all j 2 S. The next step in our analysis is to take the dual of Problem (5.3). Duality is helpful here in two ways. First, it enhances our understanding of Problem (5.3) by providing a certificate of optimality. Second, it reveals a linear programming problem in value functions for Problem (5.3). To proceed, we define the adjoint of the linear operator L 1, T . Let F (R) be the space of bounded measurable functions f : R ! R.
Proof. The adjoint is defined by hf,
We are now ready to compute the Lagrangian dual of Problem (5.3). This derivation follows from the infinite dimensional linear programming theory (see [2] ). We are assured that the Lagrangian dual will be a linear programming problem because the primal Problem 
so the dual problem is defined to be
Rearranging the Lagrangian
we see that the dual problem is sup v, w hv, ⌫i
(see [19] for example.) We have the adjoint of L 1, T from Lemma 5.3, which gives the form of the dual stated above after switching the sign of the unrestricted value function v = v. Problem (5.5) -(5.6) is a maximization problem which drives the components of v to be as large as possible. Thus, constraint (5.6) must be binding at optimality for some action a 2 A for every state (s, y, z) 2S, or else we could increase v further.
We then see that the dynamic programming equations on the augmented state spacẽ S are
The term 1 T u (y) I z  T appears as a cost function on the augmented state space, the original cost function c is absorbed into the transition kernel. We emphasize that the preceding Bellman equations are stationary on the augmented state space.
Using the dynamic programming equations (5.7), we can write the value function for Problem (5.2) as
On the augmented state space, we have a cost function 1 T u (y) I z  T that depends on y and z but not s and a, since the original cost function was absorbed into the transition kernel. The new cost function 1 T u (y) I z  T is always zero up until time T , after which it accounts for the running cost.
Recall that a problem is 'solvable' when its optimal value is attained, there is 'no duality gap' between a primal and its dual when both problems have the same optimal value, and 'strong duality' holds between a primal and its dual when both problems are solvable. To conclude this section, we turn to the issues of solvability and strong duality for Problems (5.3) The preceding assumptions are standard in the literature on the convex analytic approach to MDPs (see the monographs [22, 23] for a summary). The next theorem summarizes well-known solvability and duality results for infinite-dimensional LPs, as applied to Problems (5.3) and (5.5) -(5.6). As a reminder, a primal and its dual have no duality gap when their optimal values are equal, and strong duality holds when both optimal values are attained. When strong duality holds, the optimal values of Problems (5.3) and (5.5) -(5.6) are equal. In this situation, we can recover an optimal policy for Problem (5.2) by solving either the primal problem in occupation measures or the dual problem in value functions. If µ ⇤ is an optimal solution to Problem (5.3), then ⇡ ⇤ 2 ⇧ defined by
is an optimal policy for Problem (5.2). Conversely, if v ⇤ is an optimal solution to Problem (5.5) -(5.6), then a greedy policy with respect to v ⇤ ,
is an optimal policy for Problem (5.2).
Remark 5.7. As we mentioned at the beginning of this subsection, Problem (5.1) is studied with dynamic programming methods in [4] . Our results here are of a very di↵erent flavor. First, we solve Problem (5.1) with the convex analytic approach while [4] develops value iteration and policy iteration algorithms for Problem (5.1). Our present paper and [4] share the same type of history augmentation, which necessitates an uncountable state space. However, we are able to provide a finite approximation and error guarantees while the algorithms in [4] are purely conceptual.
Conditional value-at-risk.
CVaR is among the most popular risk functions, the CVaR-minimizing policy at level 2 (0, 1) solves
.
The dependence on ⇡ enters through the expectation inside the minimization problem. Problem (5.8) is solved with state space augmentation and dynamic programming algorithms in [3] . In contrast, we provide a solution via the convex analytic approach. Problem (5.1) naturally leads to a linear programming problem in occupation measures. Here we will see that the convex analytic formulation for Problem (5.8) is nonconvex. This fact is in contrast to stochastic optimization with CVaR, which gives convex optimization problems.
The next lemma shows that we do not have to minimize over all ⌘ 2 R when evaluating the CVaR of C ⇡ ⌫, T , we only need to minimize over ⌘ 2 Y. Lemma 5.8. For any X 2 L with support contained in Y,
Proof. For ⌘ < 0, we have
which is increasing as ⌘ ! 1. For ⌘ >c/ (1 ), we have
which is increasing as n ! 1. 
For a fixed time horizon T , the truncated problem is
Problem (5.9) can be expressed as a static problem in occupation measures:
to be the CVaR objective. Then Problem (5.10) can be written simply as
Problem (5.10) is a convex analytic formulation for Problem (5.8), but it is not a convex optimization problem -it has a convex feasible region but a concave minimization objective. However, since the objective of Problem (5.10) is concave, we are still guaranteed the existence of a deterministic optimal policy by [34, Theorem 19] .
Remark 5.10. When S and A are finite, we can use the discretization from Subsection 4.2 to approximate Problem (5.9) with
Since the preceding problem is finite-dimensional, we can apply the algorithm from [30] directly, rather than applying the algorithm to each finite approximation in problems
and taking k, l ! 1. The next lemma concerns properties of g, its concavity and its continuity with respect to the weak topology on M (Y). Part (i) is by definition, the proof of part (ii) follows by an approximation argument with a finite set N ⇢ Y.
where 0,l ⇢ M ⇣K⌘ and 1,l ⇢ M (Y) are the sets of probability measures with finite support defined in Subsection 4.1. The preceding problem has finitely many decision variables and finitely many constraints. We can use the successive linear approximation method to solve Problem (5.12) -(5.15) exactly, see [30] . In the finite setting, the subgradient is
, where we are viewing g as a function on probability distributions on 1,k . The idea is that at each candidate point, we will linearize the objective of Problem (5.12) -(5.15) and then solve the resulting LP to get the next candidate point. This procedure is justified since we know the optimal solution of a concave minimization problem will be found at an extreme point of the feasible region. We emphasize that successive linear approximation is being applied to the discretized Problem (5.12) - 
where s i 2 @g ✓ i . The solution of the preceding problem becomes the next candidate solution µ i+1 , ✓ i+1 . It is shown in [30] that this procedure will converge to the optimal solution of Problem (5.12) -(5.15).
Remark 5.12. Instead of minimizing the CVaR of costs, we could maximize the CVaR of reward. For a reward function r : K ! R, we can let y t = P t i=0 i r (s i , a i ) be the running reward. Using our same truncation argument, we get the optimization problem
We have already established that CVaR is a concave function of ✓, thus this problem is automatically convex since it is maximizing a concave function.
Remark 5.13. We can treat mean-deviation and mean-semideviation in the same manner as above. The resulting static problems in occupation measures are nonconvex.
The situation is mitigated somewhat by the fact that the feasible regions are determined by linear constraints, and thus the feasible region is convex. The only nonconvexity is in the objectives.
6. Risk constrained optimization. We have so far addressed MDP models with minimization of some risk function of the infinite horizon discounted cost. In this section, we extend our development to risk-constrained MDPs. For an additional risk function # : L ! R and a constant , we can add a constraint to Problem (2.2) to get
We will study two specific instances of Problem (6.1) in this section: one based on stochastic dominance and the other on chance constraints.
6.1. Stochastic dominance constraints. Stochastic dominance relations (or stochastic orders) are partial orders on the space of random variables (see [33, 40] ). They have major relevance to risk management because they allow us to express risk preferences for an entire class of decision makers, as opposed to Problem (5.1) which represents only a single decision maker. Optimization with stochastic dominance constraints was addressed in [10, 11, 12, 18] .
for all increasing convex functions u : R ! R such that both expectations exist.
If X  icx Y , then any risk-averse decision maker with an increasing convex utility function would prefer the random variable X to Y . We will assume that there is a reference random variable Y that serves as a benchmark. The benchmark Y expresses the user's desiderata regarding the properties of a favorable cost distribution.
Fortunately, a computationally tractable representation of  icx is available. Denote (x) + = max {x, 0}. It is known (see [10] ) that in this case X  icx Y is equivalent to
The above parametric representation of  icx is easier to implement than its original definition, since it reduces to a continuum of constraints indexed by a single parameter, whereas the original definition is a continuum of constraints indexed by a function space. We can also write X  icx Y as the system
where supp Y is the support of Y . Furthermore, when supp Y = {⌘ i } i2I for a finite index I, then X  icx Y is equivalent to
The next assumption about the boundedness of the benchmark streamlines our analysis, and is not unreasonable in practice.
With these ingredients, we propose the stochastic dominance-constrained MDP:
Equivalently,
In our earlier work [18] , we applied stochastic dominance constraints to the steady state in the classic convex analytic formulation. Problem (6.2) di↵ers substantially because it has stochastic dominance constraints on the discounted cost over the entire time horizon.
We will see that some of the results and proofs for Problem (6.2) in this section are similar to those for Problem (5.1). The connection between Problem (6.2) and Problem (5.1) is natural: stochastic dominance constraints are defined in terms of a continuum of constraints on the expected utility of cost, while Problem (5.1) minimizes the expected utility for a single utility function. Our overall plan is the same, we will approximate Problem (6.2) with a truncated problem that can be solved exactly with convex analytic methods.
Problem (6.2) is constrained, so we cannot apply Lemma 3.4 to get error bounds. We also need to consider satisfaction of the constraints. The following result is immediate since (x ⌘) + is Lipschitz continuous for all ⌘. Recall y T = P T t=0 t c (s t , a t ) is the running cost at time T . Lemma 6.3. For any ✏ > 0, there is a T such that
We will approximate Problem (6.2) with the truncation
We use this to get an estimate on the quality (both in terms of optimality and feasibility) of a solution to Problem (6.3) versus Problem (6.2). The next lemma states that a near optimal solution for Problem (6.3) will be nearly optimal and nearly feasible for Problem (6.2). Let SD and SD, T denote the feasible regions of Problems (6.2) and (6.3), respectively. The next proof is immediate. Lemma 6.4. Choose T as in the statement of Lemma 6.3, then:
. Note that Lemma 6.4 guarantees near-feasibility of an optimal solution to Problem (6.3) with respect to Problem (6.2), rather than exact feasibility.
To succinctly express the stochastic dominance constraint, let C ([⌘ 1 , ⌘ 2 ]) be the space of continuous functions on [⌘ 1 , ⌘ 2 ] in the supremum norm. We define a new linear operator
which gives the vector of expected utilities
, the vector of expected utilities of the benchmark over ⌘ 2 [⌘ 1 , ⌘ 2 ]. Using L 2 , we can write Problem (6.3) in convex analytic terms as
By the same reasoning as for Problem (5.3), Problem (6.4) is a linear programming problem.
Remark 6.5. The discretized finite-dimensional version of the stochastic dominanceconstrained MDP is given by
where we are assuming the benchmark has finite support indexed by I.
The following lemma connects Problem (6.4) with Problem (6.3). Lemma 6.6. If ⇡ is optimal for Problem (6.3), then µ ⇡ ⌫ is optimal for Problem (6.4). Conversely, if µ is optimal for Problem (6.4), then ⇡ µ is optimal for Problem (6.3). Proof. We use the fact that E
since µ ⇡ ⌫ is feasible for Problem (6.4) for any ⇡ 2 SD, T , and ⇡ µ 2 SD, T for any µ feasible to Problem (6.4). So, the optimal values of Problem (6.3) and Problem (6.4) are equal.
We now derive the dual to Problem (6.4). As for Problem (5.3), duality can be used to get a certificate of optimality for Problem (6.4). Additionally, dynamic programming equations will emerge, although there is a significant di↵erence between the dynamic programming equations for the unconstrained Problem (5.2) versus the constrained Problem (6.4). We first compute the adjoint of L 2 since it will appear in the dual to Problem (6.4).
by Fubini's theorem. We report the dual of Problem (6.4) in the next theorem. It is an optimization problem in value functions, and it will have some similarities to Problem (5.5) -(5.6). However, the Lagrange multiplier of the stochastic dominance constraint will now appear in the dual. Theorem 6.8. The dual to Problem (6.4) is
Proof. Let the Lagrange multiplier for constraint L 0, T µ = ⌫ be v 2 F ⇣S⌘ , the Lagrange multiplier for constraint L 1, T µ = ✓ be w 2 F (R), and the Lagrange multiplier for constraint
we see that the dual problem is
Switch the sign of v, and take w (y) = y +´⌘ 2
⌘1
(y ⌘) + ⇤ (d⌘) to get the desired form.
Remark 6.9. The dual Problem (6.6) -(6.7) is naturally a linear programming problem, since the primal Problem (6.4) is an LP. Problem (6.6) -(6.7) is significant for two reasons. First, it reveals the role that utility functions play as the Lagrange multipliers of the stochastic dominance constraints. This result has already been discovered in stochastic optimization in [10, 11] , and it is unsurprising that it holds for MDPs as well. Basically, the Lagrange multiplier ⇤ induces an increasing convex function of y through the expressionˆ⌘
Each (y ⌘) + is convex in y, ⇤ is a nonnegative measure, the sum of increasing convex functions is increasing and convex, and we view z as fixed so I z  T is a constant. Second, Problem (6.6) -(6.7) reveals a new form of dynamic programming equations. The resulting dynamic programming equations for Problem (6.
Notice that the dual variable ⇤ appears in the preceding objective function: ⇤ is here because the original problem was constrained. The entire expression
acts as a cost function on the augmented state space. Equation (6.3) thus does not represent Bellman iteration in the traditional sense, since there is an external tuning parameter ⇤ that is not determined by value iteration. The appearance of such an external tuning parameter is typical for constrained MDPs (see [1] ): in general, constraints in optimization and control problems cause Lagrange multipliers to appear. We make the following assumptions to guarantee solvability and strong duality. Assumption 6.10. There exists a bounded minimizing sequence v i , ⇤ i i 0 in Problem (6.6) -(6.7).
This type of assumption is common in the literature on infinite-dimensional LPs (see [2, 21, 19, 20] , for example). It ensures that the dual optimal value is attained by giving a minimizing sequence that attains this value. The next theorem summarizes solvability and strong duality results for Problem (6.3) , and is based on linear programming duality.
, where ⌘ i 0 and i 2 (0, 1) for all i 2 I are given constants. We use the next lemma to justify truncation of Problem (6.9). Lemma 6.13. For any ⌘ 0 and ✏ > 0, there is a T such that
Proof. We already know y T converges to P 1 t=0 t c (s t , a t ) on all trajectories as T ! 1, and thus
as T ! 1, since almost sure convergence implies convergence in distribution. We now consider the truncation
Since we have the distribution of C ⇡ ⌫, T , we can compute Pr C ⇡ ⌫, T  ✏ i with Theorem 3.5 to get
where
is a linear function of µ ⇡ ⌫ , and thus it is a linear function of ✓. We introduce a linear operator
We also define g = (
(6.11) Problem (6.11) is a linear programming problem. We will compute its dual to obtain dynamic programming equations, which are similar to those for Problem (6.3). First, we derive the adjoint of L 3 . Lemma 6.14. The adjoint of L 3 is L The computation of the dual of Problem (6.11) is similar to the one for the dual of Problem (6.4), and we omit the detailed computation. Furthermore, strong duality holds under similar su cient conditions. Theorem 6.15. The dual to Problem (6.11) is As in the case of the stochatic dominance-constrained MDPs, we can infer dynamic programming equations for Problem (6.10) as well from the dual Problem (6.12) -(6.13). such equations have an external tuning parameter , and are thus not true dynamic programming equations. Instead, it is better to solve Problem (6.11) and its dual by linear programming. Remark 6.16. We now consider S and A to be finite so that we can apply the discretization technique from Subsection 4.2 to get finite-dimensional versions of Problems (6.10) and (6.12) -(6.13). This explicityly brings out the linear programming structure of the chance-constrained problem.
First, the discretized primal problem in occupation measures is Both of these problems are finite-dimensional linear programming problems. When either problem is feasible, the other is feasible and we automatically have strong duality.
Remark 6.17. It is striking that our chance-constrained MDPs give rise to linear programming problems in occupation measures, since chance-constrained stochastic optimization problems are typically nonconvex. This observation is due to the fact that we are optimizing over measures rather than random-variable-valued mappings. Specifically, the probability of the event n P T t=0 t c (s t , a t )  ✏ o is a linear function of the occupation measure.
7. Numerical illustration. We now illustrate the dependence of the size of the discretized static optimization problems on the desired accuracy. We fix an error tolerance ✏ > 0 throughout this section and compute the truncation T = T (✏). In particular, if we choose T (✏) = ⇠ log (✏) + log (1 ) log (c) log ( ) constraints. We point out that CVaR is a nonlinear optimization problem, while all the others are all linear programming problems. Let us now consider what these numbers look like with a particular MDP. Suppose the state and action space sizes are |S| = 100 and |A| = 10, the discount factor = 0.9, and the upper bound on the costs isc = 1. Let us take I = 100. For CVaR, we use = 0.9, and take ✏ = 1. With this, T (✏) = 22. From table in Figure 7 , we see that these are large linear programs that are solvable on standard laptops available today.
8. Conclusion. In this paper, we introduce a framework of risk-aware MDPs that is a generalization of the classical MDP and constrained MDP models. Therein, expectation of infinite horizon discounted costs is considered. We replace the expectation, a risk neutral measure, with a general risk functional. This framework encompasses many popular ways of expressing risk: expected (dis-)utility models, coherent risk measures such as Conditional Value-at-Risk, stochastic dominance and chance constraints. Prior attempts have focused on developing dynamic programming algorithms, albeit with limited success. This is because in such problems optimal policies are not stationary, and by the nature of the problem are going to be history dependent. In contrast, dynamic programming methods are successful when the underlying stochastic processes are Markovian. We thus develop a convex analytic approach. We augment the state space, introduce an occupation measure on it, which then yields optimization formulations that are in most cases linear programs. These are indeed infinite dimensional LPs. Hence, we give methods for successive finite approximation of such LPs. A striking result here is that, unlike in static optimization, the chanceconstrained MDP can be solved via a linear program. This is very promising. The methods and techniques we have developed are quite general and can be used to solve other risk-aware MDPs beyond those treated here.
