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Abstract
In this paper, we present a formal variational calculus of super functions in one real variable
and find the conditions for a “matrix differential operator” to be a Hamiltonian superoperator.
Moreover, we prove that conformal superalgebras are equivalent to certain Hamiltonian super
operators.
1 Introduction
Since 1970s, Lie algebras have played more important and extensive roles in nonlinear
partial differential equations and theoretical physics than they did before. One of the
most interesting examples is the birth of the theory of Hamiltonian operators in middle
1970s, which was a work of Gel’fand, Dikii and Dorfman (cf. [GDi1-2], [GDo]). The
existence of certain Hamiltonian operators associated with a nonlinear evolution equation
implies its complete integrability. Another interesting example is the theory of vertex
operator algebras introduced by Borcherds [Bo] (in initial form) and by Frenkel, Lepowsky
and Meurman [FLM] (in revised form) in middle 1980s, in order to solve the problem of
the moonshine representation of the Monster group. It is clear now that vertex operator
algebras are the fundamental algebraic structures in conformal field theory.
Both Hamiltonian operators and vertex operator algebras are essentially algebraic ob-
jects with one-variable structure. We observed that there should be a connection between
Hamiltonian operators and vertex operator algebras many years ago. Kac [K1] introduced
a concept of “conformal superalgebra” which is the local structure of a “super conformal
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algebra” that he and Todorov [KT] studied in middle 1980s. The theory of vertex opera-
tor superalgebras can be viewed as a restricted representation theory of the Lie algebras
generated by conformal superalgebras with a Virasoro element (cf. [K1], [X3]). In this
paper, we present a formal variational calculus of super functions in one real variable and
find the conditions for a “matrix differential operator” to be a Hamiltonian superoperator.
Moreover, we prove that conformal superalgebras are equivalent to certain Hamiltonian
super operators.
One of the algebraic structures found in [GDo] appeared in Balinskii and Novikov’s
work [BN] as the local structures of certain Poisson brackets of hydrodynamic type. This
is essentially a simplest example of our equivalence.
Daletsky [Da1] introduced a definition of Hamiltonian superoperator associated with
an abstract complex of a Lie superalgebra. He also established in [Da1] and [Da2] a formal
variational calculus over a super-commutative algebra generated by a set of so-called
“graded symbols” with coefficients in a Grassmann algebra. A deficiency of Daletsky’s
two works is lack of links with the other fields such as mathematical physics. In [X1],
we introduced a formal variational calculus based on free fermionic fields. Furthermore,
we establish in [X2] a theory of Hamiltonian superoperators of one supervariable, which
is compatible with supersymmetric partial differential equations (e.g., cf. [De], [M]).
Some new algebraic structures were introduced in [X2] in order to classify certain types
of Hamiltonian superoperators. A connection of our Hamiltonian superoperators of one
supervariable with infinite-dimensional Lie superalgebras was established. Below we shall
give some technical introduction.
Throughout this paper, all the vector spaces are assumed over C, the field of complex
numbers. For two vector spaces V1 and V2, we denote by LM(V1, V2) the space of linear
maps from V1 to V2. Moreover, we denote by Z the ring of integers, by N the set of natural
numbers {0, 1, 2, ...} and by Z2 = Z/2Z the cyclic group of order 2. When the context is
clear, we use {0, 1} to denote the elements of Z2. We shall also use the following operator
of taking residue:
Resz(z
n) = δn,−1 for n ∈ Z. (1.1)
Furthermore, all the binomials are assumed to be expanded in the nonnegative powers of
the second variable.
A conformal superalgebra R = R0 ⊕ R1 is a Z2-graded C[∂]-module with a Z2-graded
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linear map Y +(·, z) : R→ LM(R,R[z−1]z−1) satisfying:
Y +(∂u, z) =
dY +(u, z)
dz
for u ∈ R; (1.2)
Y +(u, z)v = (−1)ijResx
ex∂Y +(v,−x)u
z − x
, (1.3)
Y +(u, z1)Y
+(v, z2)− (−1)
ijY +(v, z2)Y
+(u, z1) = Resx
Y +(Y +(u, z1 − x)v, x)
z2 − x
(1.4)
for u ∈ Ri; v ∈ Rj . We denote by (R, ∂, Y
+(·, z)) a conformal superalgebra. When
R1 = {0}, we simply call R a conformal algebra.
The above definition is the equivalent generating-function form to that given in [K1],
where the author used the component formulae with Y +(u, z) =
∑∞
n=0 u(n)z
−1.
For any two integersm1, m2, we shall often use the following notion of index throughout
this paper:
m1, m2 =
{
{m1, m1 + 1, m1 + 2, ..., m2} if m1 ≤ m2,
∅ if m1 > m2.
(1.5)
Let (G, [·, ·]) be a Lie superalgebra and let M be a G-module. For a positive integer
q, a q-form of G with values in M is a multi-linear map ω : Gq = G × · · · × G → M for
which
ω(ξ1, ξ2, · · · , ξq) = −(−1)
ijω(ξ1, · · · , ξℓ−1, ξℓ+1, ξℓ, ξℓ+2, · · · , ξq) (1.6)
for ξk ∈ G, ξℓ ∈ Gi and ξℓ+1 ∈ Gj. We denote by c
q(G,M) the set of q-forms. Moreover,
we define a differential d : cq(G,M)→ cq+1(G,M) by
dω(ξ1, ξ2, ..., ξq+1) =
q+1∑
ℓ=1
(−1)ℓ+1+iℓ(i1+···iℓ−1)ξℓω(ξ1, ..., ξˇℓ, ..., ξq+1)
+
∑
ℓ1<ℓ2
(−1)ℓ1+ℓ2+(iℓ1+iℓ2 )(i1+···+iℓ1−1)+iℓ2 (iℓ1+1+···+iℓ2−1)
ω([ξℓ1, ξℓ2], ξ1, ..., ξˇℓ1, ..., ξˇℓ2, ...., ξq+1) (1.7)
for ω ∈ cq(G,M) and ξk ∈ Gik with k ∈ 1, q + 1, where the above index “check” means
deleting the term under it. A q-form ω is called closed if dω = 0.
For any u ∈M , we define a one-form du by
du(ξ) = ξ(u) for ξ ∈ G. (1.8)
Let Ω be a subspace of c1(G,M) such that dM ⊂ Ω. Suppose that H : Ω→ G is a linear
map. We call H Z2-graded if
H(Ω) = H(Ω)0 ⊕H(Ω)1, where H(Ω)i = H(Ω)
⋂
Gi. (1.9)
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Moreover, H is called super skew-symmetric if
φ1(Hφ2) = −(−1)
i1i2φ2(Hφ1) where Hφj ∈ H(Ω)ij . (1.10)
For a Z2-graded super skew-symmetric linear map H : Ω → G, we define a 2-form ωH
defined on H(Ω) by
ωH(Hφ1, Hφ2) = φ2(Hφ1) for φ1, φ2 ∈ Ω. (1.11)
We say that a super skew-symmetric Z2-graded linear mapH : Ω→ G is a Hamiltonian
superoperator if
(a) the subspace H(Ω) of G forms a subalgebra;
(b) the form ωH is admissible and dωH ≡ 0 on H(Ω).
The aim of this paper is to establish a connection between conformal superalgebras
and Hamiltonian superoperators.
In Section 2, we shall establish a formal variational calculus of super functions in one
real variable and find the conditions for a “matrix differential operator” to be a Hamil-
tonian superoperator. In Section 3, we shall present some basic properties of conformal
superalgebras. Section 4 is devoted to the proof of that conformal superalgebras are
equivalent to certain Hamiltonian super operators.
2 Variational Calculus of Super Functions
In this section, we shall present a formal variational calculus of super functions in one real
variable and find the conditions for a “matrix differential operator” to be a Hamiltonian
superoperator.
Let Λ be a vector space that is not necessary finite-dimensional. Let F (Λ) be the
free associative algebra generated by Λ. Then the exterior algebra E generated by Λ is
isomorphic to
E = F (Λ)/({uv + vu | u, v ∈ Λ}). (2.1)
We can identify Λ with its image in E . Note that
E = E0 ⊕ E1, where E0 =
∞∑
n=0
Λ2n, E1 =
∞∑
n=0
Λ2n+1. (2.2)
With respect to the above grading, E becomes a super-commutative associative algebra,
that is,
uv = (−1)ijvu for u ∈ Ei, v ∈ Ej. (2.3)
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For i ∈ Z2, let
{ψi,j | j ∈ Ii} (2.4)
be a set of C∞-functions in a real variable x with the ranges in Ei, where Ii is an index
set. We denote
ψ
(n)
i,j =
dnψi,j
dxn
for n ∈ N, i ∈ Z2, j ∈ Ii. (2.5)
Let A be the associative subalgebra of the algebra of functions in the real variable x with
the range in E generated by
{ψ
(n)
i,j | n ∈ N, i ∈ Z2, j ∈ Ii}. (2.6)
Then A = A0 ⊕A1 becomes a super-commutative associative algebra with
Ai = span {ψ
(n1)
i1,j1
ψ
(n2)
i2,j2
· · ·ψ
(nk)
ik ,jk
| k, nℓ ∈ N, iℓ ∈ Z2, jℓ ∈ Iiℓ ; ℓ ∈ 1, k;
k∑
ℓ=1
iℓ ≡ i}. (2.7)
From now on, we treat {ψ(n)i,j } as formal variables. Set
Gi = {
∑
ℓ∈Z2, j∈Ii, n∈N
uℓ,j,n∂ψ(n)
ℓ,j
| uℓ,j,n ∈ Ai+ℓ}, G = G0 + G1. (2.8)
Then G forms a Lie sub-superalgebra of DerA. In fact, its Lie bracket is given by
[∂1, ∂2] =
∑
ℓp∈Z2, jp∈Iℓp , np∈N; p=1,2
(uℓ1,j1,n1∂ψ(n1)ℓ1,j1
(vℓ2,j2,n2)− (−1)
i1i2vℓ1,j1,n1∂ψ(n1)ℓ1,j1
(uℓ2,j2,n2))∂ψ(n2)ℓ2,j2
(2.9)
for
∂1 =
∑
ℓ∈Z2, j∈Iℓ, n∈N
uℓ,j,n∂ψ(n)ℓ,j
∈ Gi1 , ∂2 =
∑
ℓ∈Z2, j∈Iℓ, n∈N
vℓ,j,n∂ψ(n)ℓ,j
∈ Gi2 . (2.10)
Moreover,
d
dx
=
∑
ℓ∈Z2, j∈Iℓ, n∈N
ψ
(n+1)
ℓ,j ∂ψ(n)ℓ,j
. (2.11)
Lemma 2.1. For
∂ =
∑
i∈Z2, j∈Ii, n∈N
ui,j,n∂ψ(n)i,j
∈ G, (2.12)
[∂, d/dx] = 0 if and only if
ui,j,n =
(
d
dx
)n
(ui,j,0), n ∈ N, i ∈ Z2, j ∈ Ii. (2.13)
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Proof. By (2.9) and (2.11), we have:
[∂, d/dx] =
∑
ℓ∈Z2, j∈Iℓ, n∈N
(uℓ,j,n+1 − duℓ,j,n/dx)∂ψ(n)i,j
. (2.14)
So [∂, d/dx] = 0 is equivalent to
uℓ,j,n+1 =
duℓ,j,n
dx
for ℓ ∈ Z2, j ∈ Iℓ, n ∈ N, (2.15)
which implies (2.13) by induction on n. ✷
For convenience, we shall use the notion
~u = {uℓ,j | ℓ ∈ Z2, j ∈ Iℓ} (2.16)
for uℓ,j ∈ A. Moreover, we define
λ~u+ µ~v = {λuℓ,j + µvℓ,j | ℓ ∈ Z2, j ∈ Iℓ}, (2.17)
where uℓ,j, vℓ,j ∈ A and λ, µ ∈ C. Set
G¯i = {~u = {uℓ,j} | uℓ,j ∈ Aℓ+i}, G¯ = G¯0 + G¯1. (2.18)
For any ~u ∈ G¯i, we define
∂~u =
∑
ℓ∈Z2, j∈Iℓ, n∈N
(
d
dx
)n
(uℓ,j)∂ψ(n)
ℓ,j
∈ Gi. (2.19)
Then
[∂~u, d/dx] = 0 for ~u ∈ G¯ (2.20)
by the above lemma. Moreover, for ~u ∈ G¯i1 and ~v ∈ G¯i2 ,
[∂~u, ∂~v]
=
∑
ℓ∈Z2, j∈Iℓ, n∈N
(∂~u(d/dx)
n(vℓ,j)− (−1)
i1i2∂~v(d/dx)
n(uℓ,j))∂ψ(n)
ℓ,j
=
∑
ℓ∈Z2, j∈Iℓ, n∈N
(d/dx)n(∂~u(vℓ,j)− (−1)
i1i2∂~v(uℓ,j))∂ψ(n)
ℓ,j
= ∂[∂~u(~v)−(−1)i1i2∂~v(~u)] (2.21)
by (2.20), where
∂(~w) = {∂(wℓ,j) | ℓ ∈ Z2, j ∈ Iℓ} for ∂ ∈ G, ~w ∈ G¯. (2.22)
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Thus we can define a Lie superalgebraic structure on G¯ by
[~u,~v] = ∂~u(~v)− (−1)
i1i2∂~v(~u) for ~u ∈ G¯i1 , ~v ∈ G¯i2 . (2.23)
Next we define variational operators on A:
δ(i,j) =
∞∑
n=0
(
−
d
dx
)n
◦ ∂
ψ
(n)
i,j
, ~δ = {δ(i,j) | i ∈ Z2, j ∈ Ii}, (2.24)
where the notion ◦ denotes the composition of operators.
Lemma 2.2. For any u ∈ A,
~δ(u) = ~0⇐⇒ u = (d/dx)(v) + λ for some v ∈ A, λ ∈ C. (2.25)
Proof. First we define an operator:
Υ = ∂{ψi,j} =
∑
i∈Z2, j∈Ii, n∈N
ψ
(n)
i,j ∂ψ(n)i,j
. (2.26)
Then Υ is a degree operator of polynomials in {ψ
(n)
i,j }, that is,
Υ(ψ
(n1)
i1,j1
· · ·ψ
(nk)
ik ,jk
) = kψ
(n1)
i1,j1
· · ·ψ
(nk)
ik,jk
(2.27)
for k, nℓ ∈ N, iℓ ∈ Z2 and jℓ ∈ Iiℓ .
Suppose that ~δ(u) = ~0 for some u ∈ A. Then
δ(i,j)(u) =
∞∑
n=0
(
−
d
dx
)n
∂
ψ
(n)
i,j
(u) = 0 for i ∈ Z2, j ∈ Ii. (2.28)
So
∂ψi,j (u) = −
∞∑
n=1
(
−
d
dx
)n
∂
ψ
(n)
i,j
(u). (2.29)
Moreover, by the product rule of taking derivative, we have:
w1(d/dx)(w2) = (d/dx)(w1w2)− (d/dx)(w1)w2 for w1, w2 ∈ A, (2.30)
which is equivalent to the “integration by parts.” Hence
ψi,j∂ψi,j (u)
= −ψi,j
∞∑
n=1
(
−
d
dx
)n
∂
ψ
(n)
i,j
(u)
=
d
dx
[
∞∑
n=1
ψi,j
(
−
d
dx
)n−1
∂
ψ
(n)
i,j
(u)
]
− ψ
(1)
i,j ∂ψ(1)i,j
(u)
−
∞∑
n=1
ψ
(1)
i,j
(
−
d
dx
)n
∂
ψ
(n+1)
i,j
(u)
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=
d
dx
[
∞∑
n=1
(
ψi,j
(
−
d
dx
)n−1
∂
ψ
(n)
i,j
(u) + ψ
(1)
i,j
(
−
d
dx
)n−1
∂
ψ
(n+1)
i,j
(u)
)]
−(ψ
(1)
i,j ∂ψ(1)i,j
+ ψ
(2)
i,j ∂ψ(2)i,j
)(u)−
∞∑
n=1
ψ
(2)
i,j
(
−
d
dx
)n
∂
ψ
(n+2)
i,j
(u)
= · · ·
= −(
∞∑
n=1
ψ
(n)
i,j ∂ψ(n)i,j
)(u) + (d/dx)(wi,j) (2.31)
by (2.29) and (2.30), where
wi,j =
∞∑
n=1
∞∑
m=0
ψ
(m)
i,j
(
−
d
dx
)n−1
∂
ψ
(n+m)
i,j
(u). (2.32)
Thus
Υ(u) = (d/dx)(w) with w =
∑
i∈Z2, j∈Ii
wi,j. (2.33)
Moreover, (2.20) and (2.26) imply
[Υ, d/dx] = 0. (2.34)
Set
A† =
∑
i∈Z2, j∈Ii, n∈N
Aψ
(n)
i,j . (2.35)
Then
A = A† ⊕ C. (2.36)
We write
u = u′ + λ with u′ ∈ A†, λ ∈ C. (2.37)
Note that Υ is invertible on A† and w ∈ A† by (2.32). So
u′ = (Υ|A†)
−1(d/dx)(w) = (d/dx)[(Υ|A†)
−1(w)] (2.38)
Therefore
u = u′ + λ = (d/dx)[(Υ|A†)
−1(w)] + λ, (2.39)
that is, the second equation in (2.25) holds.
Suppose that u = (d/dx)(v) + λ. Then
δ(i,j)(u)
=
∞∑
n=0
(
−
d
dx
)n
∂
ψ
(n)
i,j
(u)
=
∞∑
n=0
(
−
d
dx
)n
∂
ψ
(n)
i,j
(d/dx)(v)
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= −
∞∑
n=0
(
−
d
dx
)n+1
∂
ψ
(n)
i,j
(v) +
∞∑
n=0
(
−
d
dx
)n
[∂
ψ
(n)
i,j
, d/dx](v)
= −
∞∑
n=0
(
−
d
dx
)n+1
∂
ψ
(n)
i,j
(v) +
∞∑
n=1
(
−
d
dx
)n
∂
ψ
(n−1)
i,j
(v)
= 0, (2.40)
by (2.9) and (2.11). So (2.25) holds. ✷
Now we let
A˜ = A/(d/dx)(A). (2.41)
We shall use ∼ to denote the canonical map from A to A˜. Moreover, we define an action
of the Lie superalgebra G¯ on A˜ by
~u(w˜) = (∂~u(w))
∼ for ~u ∈ G¯, w ∈ A (2.42)
(cf. (2.18), (2.19)). This is well defined by Lemma 2.1. Thus A˜ forms a G¯-module. Note
that
((d/dx)(w1)w2)
∼ = −(w1(d/dx)(w2))
∼ for w1, w2 ∈ A (2.43)
by (2.30). Furthermore,
~u(w˜) = (
∑
ℓ∈Z2, j∈Iℓ, n∈N
(
d
dx
)n
(uℓ,j)∂ψ(n)
ℓ,j
(w))∼
= (
∑
ℓ∈Z2, j∈Iℓ, n∈N
uℓ,j
(
−
d
dx
)n
∂
ψ
(n)
ℓ,j
(w))∼
= (
∑
ℓ∈Z2, j∈Iℓ
uℓ,jδ(ℓ,j)(w))
∼ (2.44)
for ~u ∈ G¯ and w ∈ A by (2.43). Set
Ω = {~u = {ui,j} ∈ G¯ | only finite number of ui,j 6= 0}. (2.45)
We identify Ω with a subspace of the space c1(G¯, A˜) of 1-forms of G¯ with values in A˜ as
follows:
~u(~v) = (
∑
ℓ∈Z2, j∈Iℓ
vℓ,juℓ,j)
∼ for ~u ∈ Ω, ~v ∈ G¯. (2.46)
Note that (2.44) implies
d(w˜) = ~δ(w) ∈ Ω for w ∈ A (2.47)
(cf. (2.24)). Expression (2.25) shows that ~δ : A˜ → Ω is a well-defined map. In particular,
d(A˜) ⊂ Ω.
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Set
Ωi = Ω
⋂
G¯i for i ∈ Z2 (2.48)
(cf. (2.18)). By (2.45),
Ω = Ω0 ⊕ Ω1. (2.49)
Up to this stage, we still have a difficulty to establish the general theory of Hamilto-
nian superoperators for the family (G¯, A˜,Ω), due to the difference of the parities of the
components of the elements in Ω and the parity of G¯ defined in (2.18). As we indicated in
the introduction, our main purpose of this paper is to give an interpretation of “conformal
superalgebras” by Hamiltonian superoperators. From this point of view, we can restrict
to the smaller even family (G¯0, A˜0,Ω0).
Let H : Ω0 → G¯0 be a linear map as follows: for ~v ∈ Ω0,
H(~v)ℓ1,j1 =
∑
ℓ2∈Z2, j2∈Iℓ2
Hℓ1,j1ℓ2,j2 vℓ2,j2, (2.50)
where
Hℓ1,j1ℓ2,j2 =
∞∑
n=0
aℓ1,j1ℓ2,j2;n
(
d
dx
)n
(2.51)
and
aℓ1,j1ℓ2,j2;n ∈ Aℓ1+ℓ2 and only finite number of them are nonzero (2.52)
for fixed ℓ1, ℓ2 ∈ Z2 and j1 ∈ Iℓ1, j2 ∈ Iℓ2 . Such a map H is called a matrix differential
operator. For ~u,~v ∈ Ω0, we have:
~u(H(~v)) =
∑
ℓ1∈Z2, j1∈Iℓ1
(H(~v)ℓ1,j1uℓ1,j1)
∼
=
∑
ℓp∈Z2, jp∈Iℓp , n∈N; p=1,2
aℓ1,j1ℓ2,j2;n((d/dx)
n(vℓ2,j2)uℓ1,j1)
∼
=
∑
ℓp∈Z2, jp∈Iℓp , n∈N; p=1,2
(−1)ℓ1ℓ2aℓ1,j1ℓ2,j2;n(uℓ1,j1(d/dx)
n(vℓ2,j2))
∼
=
∑
ℓp∈Z2, jp∈Iℓp , n∈N; p=1,2
(−1)ℓ1ℓ2((−d/dx)n(aℓ1,j1ℓ2,j2;nuℓ1,j1)vℓ2,j2)
∼ (2.53)
by (2.43). Hence the skew-symmetry of H :
~u(H(~v)) = −~v(H(~u)) for any ~u,~v ∈ Ω0, (2.54)
is equivalent to
∞∑
n=0
aℓ1,j1ℓ2,j2;n
(
d
dx
)n
= −(−1)ℓ1ℓ2
∞∑
n=0
(
−
d
dx
)n
◦ aℓ2,j2ℓ1,j1;n (2.55)
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for ℓ1, ℓ2 ∈ Z2 and j1 ∈ Iℓ1, j2 ∈ Iℓ2, where we view a
ℓ1,j1
ℓ2,j2;n
and aℓ2,j2ℓ1,j1;n as the left
multiplication operators.
Suppose that H is a skew-symmetric differential operator of the form (2.50)-(2.52).
We want to find the condition for H to be a Hamiltonian superoperator. For ~u ∈ Ω0, we
define a linear ∂~u(H) : G¯0 → G¯0 by
[∂~u(H)(~v)]ℓ1,j1 =
∑
ℓ2∈Z2, j2∈Iℓ2 ; m∈N
∂~u(a
ℓ1,j1
ℓ2,j2;m
)
(
d
dx
)m
(vℓ2,j2), (2.56)
for ~v ∈ G¯0, ℓ1 ∈ Z2 and j1 ∈ Iℓ1 . Now for ~u,~v ∈ Ω0, we have
[∂H(~u)(H(~v))]ℓ1,j1
=
∑
ℓ2∈Z2, j2∈Iℓ2 , m∈N
∂H(~u)(a
ℓ1,j1
ℓ2,j2;m
(d/dx)m(vℓ2,j2))
=
∑
ℓ2∈Z2, j2∈Iℓ2 , m∈N
∂H(~u)(a
ℓ1,j1
ℓ2,j2;m
)(d/dx)m(vℓ2,j2)
+
∑
ℓ2∈Z2, j2∈Iℓ2 , m∈N
aℓ1,j1ℓ2,j2;m∂H(~u)(d/dx)
m(vℓ2,j2)
= [∂~u(H)(~v)]ℓ1,j1 +
∑
ℓ2∈Z2, j2∈Iℓ2 , m∈N
aℓ1,j1ℓ2,j2;m(d/dx)
m∂H(~u)(vℓ2,j2)
= [∂~u(H)(~v)]ℓ1,j1 + [H∂H(~u)(~v)]ℓ1,j1 (2.57)
Thus
∂H(~u)(H(~v)) = ∂~u(H)(~v) +H∂H(~u)(~v) for ~u,~v ∈ Ω0. (2.58)
Suppose that H is a Hamiltonian superoperator. Let ~up ∈ Ω0 with p ∈ 1, 3. Then we
have
H(~u1)ωH(H(~u)2, H(~u3)) = ∂H(~u1)[~u3(H(~u2))]
= ∂H(~u1)(~u3)(H(~u2)) + ~u3[∂H(~u1)(H(~u2))]
= −~u2[H∂H(~u1)(~u3)] + ~u3[∂H(~u1)(H(~u2))] (2.59)
(cf. (1.11), (2.54)) and
ωH([H(~u1), H(~u2)], H(~u3))
= ~u3([H(~u1), H(~u2)])
= ~u3[∂H(~u1)(H(~u2))− ∂H(~u2)(H(~u1))]
= ~u3[∂H(~u1)(H(~u2))]− ~u3[∂H(~u2)(H)(~u1)]− ~u3[H∂H(~u2)(~u1)] (2.60)
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by Condition (a) in the abstract definition of Hamiltonian superoperators (cf. below
(1.11)), (1.11), (2.23), (2.46) and (2.58). Moreover, (1.7), (1.11), (2.54), (2.59) and (2.60)
imply
dωH(H(~u1), H(~u2), H(~u3))
= H(~u1)ωH(H(~u2), H(~u3)) +H(~u2)ωH(H(~u3), H(~u1)) +H(~u3)ωH(H(~u1), H(~u2))
−ωH([H(~u1), H(~u2)], H(~u3))− ωH([H(~u2), H(~u3)], H(~u1))
−ωH([H(~u3), H(~u1)], H(~u2))
= −~u2[H∂H(~u1)(~u3)] + ~u3[∂H(~u1)(H(~u2))]− ~u3[H∂H(~u2)(~u1)]
+~u1[∂H(~u2)(H(~u3))]− ~u1[H∂H(~u3)(~u2)] + ~u2[∂H(~u3)(H(~u1))]
−~u3[∂H(~u1)(H(~u2))] + ~u3[∂H(~u2)(H)(~u1)] + ~u3[H∂H(~u2)(~u1)]
−~u1[∂H(~u2)(H(~u3))] + ~u1[∂H(~u3)(H)~u2)] + ~u1[H∂H(~u3)(~u2)]
−~u2[∂H(~u3)(H(~u1))] + ~u2[∂H(~u1)(H)(~u3)] + ~u2[H∂H(~u1)(~u3)]
= ~u3[∂H(~u2)(H)(~u1)] + ~u1[∂H(~u3)(H)(~u2)] + ~u2[∂H(~u1)(H)(~u2)] (2.61)
for ~u1, ~u2, ~u3 ∈ Ω0. Hence the closedness of ωH (cf. (1.11)) by the abstract definition of
Hamiltonian superoperators below (1.11) implies
~u3[∂H(~u2)(H)(~u1)] + ~u1[∂H(~u3)(H)(~u2)] + ~u2[∂H(~u1)(H)(~u3)] = 0 (2.62)
for any ~u1, ~u2, ~u3 ∈ Ω0.
Theorem 2.3. A matrix differential operator H of the form (2.50)-(2.52) is a Hamil-
tonian superoperator if and only if (2.55) and (2.62) hold.
Proof. By (2.53) and (2.61), we only need to prove that (2.55) and (2.62) imply that
H(Ω0) is a subalgebra of G¯0. Let ~u1, ~u2.~u3 ∈ Ω0. Note that
H(~u1)ωH(H(~u2), H(~u3))
= H(~u1)(~u3(H(~u2))
= ∂H(~u1)(~u3(H(~u2))
= ∂H(~u1)(~u3)(H(~u2)) + ~u3(∂H(~u1)(H(~u2)))
= ∂H(~u1)(~u3)(H(~u2)) + ~u3(∂H(~u1)(H)(~u2)) + ~u3(H∂H( ~u1)( ~u2))
= ∂H(~u1)(~u3)(H(~u2)) + ~u3(∂H(~u1)(H)(~u2))− ∂H( ~u1)( ~u2)(H(~u3)) (2.63)
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by (1.11), (2.54) and (2.58). Exchanging indices 2 and 3, we have
H(~u1)ωH(H(~u3), H(~u2))
= ∂H(~u1)(~u2)(H(~u3)) + ~u2(∂H(~u1)(H)(~u3))− ∂H( ~u1)( ~u3)(H(~u2)). (2.64)
Furthermore,
H(~u1)ωH(H(~u2), H(~u3)) = −H(~u1)ωH(H(~u3), H(~u2)) (2.65)
by (1.11) and (2.54). Thus
∂H(~u1)(~u3)(H(~u2)) + ~u3(∂H(~u1)(H)(~u2))− ∂H( ~u1)( ~u2)(H(~u3))
= −∂H(~u1)(~u2)(H(~u3))− ~u2(∂H(~u1)(H)(~u3)) + ∂H( ~u1)( ~u3)(H(~u2)), (2.66)
equivalently,
~u3(∂H(~u1)(H)(~u2)) = −~u2(∂H(~u1)(H)(~u3)). (2.67)
Hence
~u3([H(~u1), H(~u2)])
= ~u3(∂H(~u1)(H(~u2))− ∂H(~u2)(H(~u1)))
= ~u3[∂H(~u1)(H)(~u2) +H∂H(~u1)(~u2)− ∂H(~u2)(H)(~u1)−H∂H(~u2)(~u1)]
= ~u3[H(∂H(~u1)(~u2)− ∂H(~u2)(~u1))] + ~u3[∂H(~u1)(H)(~u2)]− ~u3[∂H(~u2)(H)(~u1)]
= ~u3[H(∂H(~u1)(~u2)− ∂H(~u2)(~u1))]− ~u2[∂H(~u1)(H)(~u3)]− ~u3[∂H(~u2)(H)(~u1)]
= ~u3[H(∂H(~u1)(~u2)− ∂H(~u2)(~u1))] + ~u1[∂H(~u3)(H)(~u2)]
= ~u3[H(∂H(~u1)(~u2)− ∂H(~u2)(~u1) + ~w)], (2.68)
by (2.23), (2.58), (2.62) and (2.67), where we have used the fact
~u1[∂H(~u3)(H)(~u2)]
=
∑
ℓp∈Z2, jp∈Iℓp ; p∈1,3; m,n∈N
[(d/dx)n(H(~u3)ℓ3,j3)∂ψ(n)ℓ3,j3
(aℓ1,j1ℓ2,j2;m)(d/dx)
m(u2ℓ2,j2)u
1
ℓ1,j1
]∼
=
∑
ℓp∈Z2, jp∈Iℓp ; p∈1,3; m,n∈N
{H(~u3)ℓ3,j3(−d/dx)
n[∂
ψ
(n)
ℓ3,j3
(aℓ1,j1ℓ2,j2;m)(d/dx)
m(u2ℓ2,j2)u
1
ℓ1,j1
]}∼
= ~u3(H(~w)) (2.69)
with
wℓ3,j3 = −
∑
ℓp∈Z2, jp∈Iℓp ; p=1,2; m,n∈N
(−d/dx)n[∂
ψ
(n)
ℓ3,j3
(aℓ1,j1ℓ2,j2;m)(d/dx)
m(u2ℓ2,j2)u
1
ℓ1,j1
] (2.70)
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by (2.43), (2.54) and (2.56) with ~u1 = {u
1
ℓ,j} and ~u2 = {u
2
ℓ,j}. Since ~u3 is arbitrary, we
obtain
[H(~u1), H(~u2)] = H(∂H(~u1)(~u2)− ∂H(~u2)(~u1) + ~w). (2.71)
Therefore, H(Ω0) forms a Lie subalgebra of G¯. ✷
We set
Li =
∑
j∈Ii
Cψi,j ⊂ A, L = L0 ⊕ L1. (2.72)
Below we shall give two simplest examples of Hamiltonian superoperators of the form
(2.50)-(2.52).
Example 2.1. Let k0, k1 ∈ N. For i ∈ Z2, let {〈·, ·〉i,m | m ∈ 0, ki} be a family of
C-bilinear forms on Li such that
〈u, v〉i,m = (−1)
1+i+m〈v, u〉i,m for u, v ∈ Li. (2.73)
We define the map H : Ω0 → G¯0 by
H(~u)i,j1 =
∑
m∈0,ki,j2∈Ii
〈ψi,j1 , ψi,j2〉i,m
(
d
dx
)m
(ui,j2) (2.74)
for ~u ∈ Ω0, i ∈ Z2, j1 ∈ Ii. Then H is a Hamiltonian superoperator by the above theorem
(cf. (2.55)).
Example 2.2. Let H : Ω0 → G¯0 be a linear map defined by (2.50) with
Hℓ1,j1ℓ2,j2 =
∑
j3∈Iℓ1+ℓ2
λj3ℓ1,j1;ℓ2,j2ψℓ1+ℓ2,j3 for ℓp ∈ Zp, jp ∈ Iℓp , (2.75)
where λj3ℓ1,j1;ℓ2,j2 ∈ C. Then (2.55) is equivalent to
λj3ℓ1,j1;ℓ2,j2 = −(−1)
ℓ1ℓ2λj3ℓ2,j2;ℓ1,j1 for ℓp ∈ Zp, jp ∈ Iℓp, j3 ∈ Iℓ1+ℓ2 . (2.76)
Moreover,
~u3[∂H(~u2)(H)(~u1)] =
∑
ℓp∈Z2, jp∈Iℓp ; p∈1,3; j4∈Iℓ1+ℓ3 , j5∈Iℓ1+ℓ2+ℓ3
λj4ℓ3,j3;ℓ1,j1λ
j5
ℓ1+ℓ3,j4;ℓ2,j2
ψℓ1+ℓ2+ℓ3,j5u
2
ℓ2,j2
u1ℓ1,j1u
3
ℓ3,j3
, (2.77)
where ~up = {u
p
i,j}. Thus (2.62) is equivalent to
0 =
∑
ℓp∈Z2, jp∈Iℓp ; p∈1,3; j5∈Iℓ1+ℓ2+ℓ3
[
∑
j4∈Iℓ1+ℓ3
λj4ℓ3,j3;ℓ1,j1λ
j5
ℓ1+ℓ3,j4;ℓ2,j2
ψℓ1+ℓ2+ℓ3,j5u
2
ℓ2,j2
u1ℓ1,j1u
3
ℓ3,j3
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+
∑
j4∈Iℓ1+ℓ2
λj4ℓ1,j1;ℓ2,j2λ
j5
ℓ1+ℓ2,j4;ℓ3,j3
ψℓ1+ℓ2+ℓ3,j5u
3
ℓ3,j3
u2ℓ2,j2u
1
ℓ1,j1
+
∑
j4∈Iℓ2+ℓ3
λj4ℓ2,j2;ℓ3,j3λ
j5
ℓ2+ℓ3,j4;ℓ1,j1
ψℓ1+ℓ2+ℓ3,j5u
1
ℓ1,j1
u3ℓ3,j3u
2
ℓ2,j2
], (2.78)
equivalently∑
j4∈Iℓ1+ℓ3
λj4ℓ3,j3;ℓ1,j1λ
j5
ℓ1+ℓ3,j4;ℓ2,j2
+ (−1)(ℓ1+ℓ2)ℓ3
∑
j4∈Iℓ1+ℓ2
λj4ℓ1,j1;ℓ2,j2λ
j5
ℓ1+ℓ2,j4;ℓ3,j3
+(−1)(ℓ1+ℓ3)ℓ2
∑
j4∈Iℓ2+ℓ3
λj4ℓ2,j2;ℓ3,j3λ
j5
ℓ2+ℓ3,j4;ℓ1,j1
= 0. (2.79)
We define an algebraic operation [·, ·] on L by
[ψℓ1,j1, ψℓ2,j2] =
∑
j3∈Iℓ1+ℓ2
λj3ℓ1,j1;ℓ2,j2ψℓ1+ℓ2,j3 (2.80)
for ℓp ∈ Z2 and jp ∈ Iℓp. Expression (2.76) is equivalent to the super skew-symmetry of
[·, ·]. Multiplying (2.79) by ψℓ1+ℓ2+ℓ3,j3 and taking summation on j3 ∈ Iℓ1+ℓ2+ℓ3, we obtain
[[ψℓ3,j3, ψℓ1,j1], ψℓ2,j2] + (−1)
(ℓ1+ℓ2)ℓ3 [[ψℓ1,j1, ψℓ2,j2], ψℓ3,j3]
+(−1)(ℓ1+ℓ3)ℓ2 [[ψℓ2,j2, ψℓ3,j3], ψℓ1,j1] = 0 (2.81)
for ℓp ∈ Z2 and jp ∈ Iℓp. So (2.79) implies the Jacobi identity for (L, [·, ·]). Conversely,
(2.81) implies (2.79) which is equivalent (2.62).
Therefore, an operator H of the form (2.75) is a Hamiltonian superoperator if and
only if the algebra (L, [·, ·]) defined by (2.72) and (2.80) forms a Lie superalgebra.
Let H1 and H2 be matrix differential operators of the form (2.50)-(2.52). If λH1+µH2
is Hamiltonian for any λ, µ ∈ C, then we call (H1, H2) a Hamiltonian pair. For any two
matrix differential operators H1 and H2, we define the Schouten-Nijenhuis super-bracket
[H1, H2] : Ω
3
0 → A˜0 by
[H1, H2](~u1, ~u2, ~u3)
= ~u3[∂H1(~u2)(H2)(~u1)] + ~u1[∂H1(~u3)(H2)(~u2)] + ~u2[∂H1(~u1)(H2)(~u2)]
~u3[∂H2(~u2)(H1)(~u1)] + ~u1[∂H2(~u3)(H1)(~u2)] + ~u2[∂H2(~u1)(H1)(~u2)] (2.82)
for ~up ∈ Ω0.
Corollary 2.4. Matrix differential operators H1 and H2 forms a Hamiltonian pair if
and only if they satisfy (2.55) and
[H1, H1] = 0, [H2, H2] = 0, [H1, H2] = 0. (2.83)
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Example 2.3. Let H1 be the Hamiltonian superoperator in Example 2.1 with k0 =
k1 = 0 and redenote
〈·, ·〉i = 〈·, ·〉i,0 i ∈ Z2. (2.84)
Let H2 be the Hamiltonian superoperator in Example 2.2. So (H1, H2) forms a Hamilto-
nian pair if and only if [H1, H2] = 0, which is equivalent to:
0 =
∑
ℓp∈Z2, jp∈Iℓp ; p∈1,3;ℓ1+ℓ2+ℓ3=0
[
∑
j4∈Iℓ2
λj4ℓ3,j3;ℓ1,j1〈ψℓ2,j4, ψℓ2,j2〉ℓ2u
2
ℓ2,j2
u1ℓ1,j1u
3
ℓ3,j3
+
∑
j4∈Iℓ3
λj4ℓ1,j1;ℓ2,j2〈ψℓ3,j4, ψℓ3,j3〉ℓ3u
3
ℓ3,j3
u2ℓ2,j2u
1
ℓ1,j1
+
∑
j4∈Iℓ1
λj4ℓ2,j2;ℓ3,j3〈ψℓ1,j4, ψℓ1,j1〉ℓ1u
1
ℓ1,j1
u3ℓ3,j3u
2
ℓ2,j2
(2.85)
for ~up = {u
p
i,j} ∈ Ω0. Moreover, (2.85) is equivalent to
0 =
∑
j4∈Iℓ2
λj4ℓ3,j3;ℓ1,j1〈ψℓ2,j4, ψℓ2,j2〉ℓ2 + (−1)
ℓ3
∑
j4∈Iℓ3
λj4ℓ1,j1;ℓ2,j2〈ψℓ3,j4, ψℓ3,j3〉ℓ3
+(−1)ℓ2
∑
j4∈Iℓ1
λj4ℓ2,j2;ℓ3,j3〈ψℓ1,j4, ψℓ1,j1〉ℓ1 = 〈[ψℓ3,j3, ψℓ1,j1], ψℓ2,j2〉ℓ2
+(−1)ℓ3〈[ψℓ1,j1, ψℓ2,j2], ψℓ3,j3〉ℓ3 + (−1)
ℓ2〈[ψℓ2,j2, ψℓ3,j3], ψℓ1,j1〉ℓ1, (2.86)
equivalently,
〈[ψℓ3,j3, ψℓ1,j1], ψℓ2,j2〉ℓ2 + (−1)
ℓ3〈[ψℓ1,j1, ψℓ2,j2], ψℓ3,j3〉ℓ3
+(−1)ℓ2〈[ψℓ2,j2, ψℓ3,j3], ψℓ1,j1〉ℓ1 = 0 (2.87)
for ℓp ∈ Z2 with ℓ1 + ℓ2 + ℓ3 = 0 and jp ∈ Ip. We define C to be the one-dimensional
trivial module of (L, [·, ·]), that is,
ξ(µ) = 0 for ξ ∈ L, µ ∈ C. (2.88)
Furthermore, we define a 2-form ω ∈ c2(L,C) by
ω(u, v) = δi1,i2〈u, v〉i1 for i1, i2 ∈ Z2, u ∈ Li1 , v ∈ Li2 (2.89)
(cf. (1.6)). The expression (2.87) is equivalent to that ω is a closed 2-form (cf. (1.7)).
Thus when (H1, H2) forms a Hamiltonian pair, we have the following one-dimensional
central extension (L¯, [·, ·]) of the Lie superalgebra (L, [·, ·]):
L¯0 = L0 + C ⊂ A, L¯1 = L1, L¯ = L¯0 + L¯1 (2.90)
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[u1 + µ1, u2 + µ2] = [u1, u2] + ω(u1, u2) for u1, u2 ∈ L, µ1, µ2 ∈ C. (2.91)
Remark 2.5. (a) In Sections 3 and 4 of [X1], we have given a theory with I0 =
∅ and define Hamiltonian superoperators for (G¯,Ω, A˜). In particular, we are able to
define another type of Hamiltonian superoperators, which we called “odd Hamiltonian
superoperators.”
(b) In the theory of evolution differential equations, our functions {ψi,j} should be in
a time variable and a space variable. However, the structures of Hamiltonian operators
associated with integrable evolution differential equations are independent of the time
variable. Let H be a Hamiltonian operator of the form (2.50)-(2.52). The Hamiltonian
of a physical system is a special function L in
{ψ
(n)
i,j (x, t) | i ∈ Z2, j ∈ Ii, n ∈ N}, (2.92)
which is a qudratic polynomial in many interesting cases. The operator H is called a
Hamiltonian superoperator of the system if the system is determined by the following
system of partial differential equations:
(ψℓ1,j1)t =
∑
ℓ2∈Z2, j2∈Iℓ2
Hℓ1,j1ℓ2,j2 δ(ℓ2,j2)(L) (2.93)
for ℓ1 ∈ Z2 and j1 ∈ Iℓ1 (cf. (2.24) for δ(ℓ2,j2)).
The well-known Korteweg-de Vries (KdV) equation is
ut = uxxx + 6uux, (2.94)
where u(x, t) is a two-variable function. The Hamiltonian operator associated to this
equation is
H = ∂3x + 4u∂x + 2ux (2.95)
with L = u2/2 (cf. [GDi1]). The operator H is equivalent to
H =
(
d
dx
)3
+ 4ψ0,1
d
dx
+ 2ψ
(1)
0,1 (2.96)
in terms the notions in this section when I1 = ∅ and I0 = {1}.
3 Properties of Conformal Superalgebras
In this section, we shall present some basic properties of conformal superalgebras.
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For a vector space V , we set
V [[z−1, z]] = {
∑
n∈Z
anz
−n−1 | an ∈ V }. (3.1)
Moreover, for g ∈ C[[z−1; z]] and f(z) ∈ V [[z−1; z]] such that the usual multiplication
g(z)f(z) make sense, we have
Resz
(
g(z)
df(z)
dz
)
= Resz
(
d(g(z)f(z))
dz
−
dg(z)
dz
f(z)
)
= −Resz
(
dg(z)
dz
f(z)
)
. (3.2)
Proposition 3.1. Let R = R0 ⊕ R1 be a Z2-graded C[∂]-module and let V be a
Z2-graded subspace of R such that
R = F[∂]V. (3.3)
Suppose that a linear map Y +(·, z) : R→ LM(R,R[z−1]z−1) satisfies (1.1) and (1.2) and
∂Y +(u, z)− Y +(u, z)∂ = Y +(∂u, z) for u ∈ R. (3.4)
Then the family (R, ∂, Y +(·, z)) forms a conformal superalgebra if only if (1.3) and (1.4)
acting on V hold for u, v ∈ V .
Proof. Suppose that (1.2) and (1.3) acting on V hold for u, v ∈ V . Let
u = f(∂)u¯, v = g(∂)v¯ with u¯ ∈ Vi1 , v¯ ∈ Vi2 , f(∂), g(∂) ∈ F[∂]. (3.5)
We shall prove (1.3) and (1.4) for such u and v by induction on d(f, g) = degf+degg. The
statement holds when d(f, g) = 0 by assumption. Assume that it holds for d(f, g) ≤ k
for some k ∈ N.
Let u, v be any two elements of R of the form (3.5) with d(f, g) = k. We have:
Y +(∂u, z)v
=
dY +(∂u, z)v
dz
=
d
dz
(
(−1)i1i2Resx
ex∂Y +(v,−x)u
z − x
)
= −(−1)i1i2Resx
ex∂Y +(v,−x)u
(z − x)2
= −(−1)i1i2Resxe
x∂Y +(v,−x)u∂x
(
1
z − x
)
= (−1)i1i2Resx
d(ex∂Y +(v,−x))
dx
u
(
1
z − x
)
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= (−1)i1i2Resxe
x∂(∂Y +(v,−x) + dY (v,−x)/dx)u
(
1
z − x
)
= (−1)i1i2Resxe
x∂(∂Y +(v,−x)− dY (v,−x)/d(−x))u
(
1
z − x
)
= (−1)i1i2Resxe
x∂(∂Y +(v,−x)− Y (∂v,−x))u
(
1
z − x
)
= (−1)i1i2Resx
ex∂Y (∂v,−x)∂u
z − x
(3.6)
by (1.1), (3.2) and (3.4);
Y +(u, z)∂v
= ∂Y +(u, z)v − Y +(∂u, z)v
= (−1)i1i2Resx
ex∂∂Y +(v,−x)u
z − x
− (−1)i1i2Resx
ex∂Y +(v,−x)∂u
z − x
= (−1)i1i2Resx
ex∂(∂Y +(v,−x)u− Y +(v,−x)∂u)
z − x
= (−1)i1i2Resx
ex∂Y +(∂v,−x)u
z − x
(3.7)
by (1.1) and (3.4). Hence (1.3) holds for d(f, g) = k + 1. So (1.3) holds for u, v ∈ R by
induction. Moreover, acting on V ,
Y +(∂u, z1)Y
+(v, z2)− (−1)
i1i2Y +(v, z2)Y
+(∂u, z1)
= ∂z1(Y
+(u, z1)Y
+(v, z2)− (−1)
i1i2Y +(v, z2)Y
+(u, z1))
= ∂z1
(
Resx
Y +(Y +(u, z1 − x)v, x)
z2 − x
)
= Resx
Y +(∂z1(Y
+(u, z1 − x))v, x)
z2 − x
= Resx
Y +((dY +(u, z1 − x)/d(z1 − x))v, x)
z2 − x
= Resx
Y (Y +(∂u, z1 − x)v, x)
z2 − x
(3.8)
by (1.1) and (1.4);
Y +(u, z1)Y
+(∂v, z2)− (−1)
i1i2Y +(∂v, z2)Y
+(u, z1)
= ∂z2(Y
+(u, z1)Y
+(v, z2)− (−1)
i1i2Y +(v, z2)Y
+(u, z1))
= ∂z2
(
Resx
Y +(Y +(u, z1 − x)v, x)
z2 − x
)
= −Resx
Y +(Y +(u, z1 − x)v, x)
(z2 − x)2
= −ResxY
+(Y +(u, z1 − x)v, x)∂x
(
1
z2 − x
)
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= Resx∂x(Y
+(Y +(u, z1 − x)v, x))
(
1
z2 − x
)
= Resx
Y +(∂Y +(u, z1 − x)v, x)− Y
+(Y +(∂u, z1 − x)v, x)
z2 − x
= Resx
Y +((∂Y +(u, z1 − x)− Y
+(∂u, z1 − x))v, x)
z2 − x
= Resx
Y +(Y +(u, z1 − x)∂v, x)
z2 − x
(3.9)
by (1.1), (3.2) and (3.4). Thus (1.4) acting on V holds for d(f, g) = k + 1. Therefore,
(1.4) acting on V holds for u, v ∈ R by induction.
Suppose that (1.4) holds for u ∈ Ri and v ∈ Rj when it acts on some w ∈ R. Then
we have
[∂, Y +(u, z1)Y
+(v, z2)− (−1)
ijY +(v, z2)Y
+(u, z1)]w
= {[∂, Y +(u, z1)]Y
+(v, z2)− (−1)
ijY +(v, z2)[∂, Y
+(u, z1)]
+Y +(u, z1)[∂, Y
+(v, z2)]− (−1)
ij [∂, Y +(v, z2)]Y
+(u, z1)}w
= (∂z1 + ∂z2)[Y
+(u, z1)Y
+(v, z2)− (−1)
ijY +(v, z2)Y
+(u, z1)]w
= Resx(∂z1 + ∂z2)
[
Y +(Y +(u, z1 − x)v, x)w
z2 − x
]
= Resx
∂z1(Y
+(Y +(u, z1 − x)v, x))w
z2 − x
+ResxY
+(Y +(u, z1 − x)v, x)w∂z2
(
1
z2 − x
)
= Resx
∂z1(Y
+(Y +(u, z1 − x)v, x))w
z2 − x
−ResxY
+(Y +(u, z1 − x)v, x)w∂x
(
1
z2 − x
)
= Resx
(∂z1 + ∂x)(Y
+(Y +(u, z1 − x)v, x))w
z2 − x
= Resx
Y +(∂Y +(u, z1 − x)v, x)w
z2 − x
= Resx
[∂, Y +(Y +(u, z1 − x)v, x)]w
z2 − x
=
[
∂,Resx
Y +(Y +(u, z1 − x)v, x)
z2 − x
]
w (3.10)
by (1.1), (3.2), and (3.4). Thus (1.4) holds when it acts on ∂w. So it holds when it acts
on the F[∂]-submodule generated by V , which is equal to R by (3.3). Therefore, (1.4)
holds and (R, ∂, Y +(·, z)) forms a conformal superalgebra.
Conversely if (R, ∂, Y +(·, z)) forms a conformal superalgebra, obviously (1.3) and (1.4)
acting on V hold for u, v ∈ V. ✷
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Remark 3.2. Kac [K1] proved the above proposition by an indirect and relatively
complicated method.
Proposition 3.3. LetR be a Z2-graded space and let Y
+(·, z) : R→ LM(R,R[z−1]z−1)
be a linear map satisfying (1.1). Then Expressions (1.2) and (1.3) imply (3.4).
Proof. For u ∈ Ri1 and v ∈ Ri2 , we have
(−1)i1i2Resx
ex∂Y +(v,−x)∂u
z − x
= Y +(∂u, z)v
=
d
dz
Y +(u, z)v
= (−1)i1i2
d
dz
Resx
ex∂Y +(v,−x)u
z − x
= (−1)i1i2Resx∂z
ex∂Y +(v,−x)u
z − x
= −(−1)i1i2Resx
ex∂Y +(v,−x)u
(z − x)2
= −(−1)i1i2Resx∂x
(
1
z − x
)
ex∂Y +(v,−x)u
= (−1)i1i2Resx
1
z − x
∂x(e
x∂Y +(v,−x)u)
= (−1)i1i2Resx
1
z − x
[ex∂(∂Y +(v,−x)− dY +(v,−x)/d(−x))u
= (−1)i1i2Resx
ex∂(∂Y +(v,−x)− Y +(∂v,−x))u
z − x
(3.11)
by (3.2), (1.1) and (1.3). Hence
Resx
ex∂[∂Y +(v,−x)− Y +(v,−x)∂ − Y +(∂v,−x)]u
z − x
= 0. (3.12)
Since
[∂Y +(v,−x)− Y +(v,−x)∂ − Y +(∂v,−x)]u ∈ R[x−1]x−1, (3.13)
we can prove
[∂Y +(v,−x)− Y +(v,−x)∂ − Y +(∂v,−x)]u = 0 (3.14)
by induction on the degree of z starting with the minimal degree. Thus we have
∂Y +(v,−x)− Y +(v,−x)∂ = Y +(∂v,−x) (3.15)
because u is arbitrary. So (3.4) holds. ✷
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Proposition 3.4. LetR be a Z2-graded space and let Y
+(·, z) : R→ LM(R,R[z−1]z−1)
be a linear map satisfying (1.1)-(1.3). Then Expressions (1.4) is symmetric with respect
to (u, z1) and (v, z2).
Proof. It is enough to prove that the right-hand side of (1.4) is supersymmetric with
respect to (u, z1) and (v, z2). For u ∈ Ri1 and v ∈ Ri2 , we note that
Resx
Y +(Y +(u, z1 − x)v, x)
z2 − x
= (−1)i1i2Resx,y
Y +(ey∂Y +(v,−y)u, x)
(z2 − x)(z1 − x− y)
= (−1)i1i2Resx,y
ey∂x(Y +(Y +(v,−y)u, x))
(z2 − x)(z1 − x− y)
= (−1)i1i2Resx,yY
+(Y +(v,−y)u, x)e−y∂x
(
1
(z2 − x)(z1 − x− y)
)
= (−1)i1i2Resx,yY
+(Y +(v,−y)u, x)
1
(z2 − x+ y)(z1 − x)
= −(−1)i1i2Resx,yY
+(Y +(v,−y)u, x)
1
(−z2 + x− y)(z1 − x)
= −(−1)i1i2Resx
Y +(Y +(v, z2 − x)u, x)
(z1 − x)
(3.16)
by (1.1)-(1.3), (3.2) and (3.4). ✷
4 Equivalence Theorem
In this section, we shall prove that conformal superalgebras are equivalent to certain linear
Hamiltonian superoperators.
Let R be a Z2-graded free C[∂]-module over its Z2-graded subspace V and let Y
+(·, z) :
V → LM(V,R[z−1]z−1) be a linear map such that
Y +(Vi1, z)Vi2 ⊂ Ri1+i2 [z
−1]z−1 for i1, i2 ∈ Z2. (4.1)
We can first extend Y +(·, z) to a linear map Y +(·, z) : R→ LM(V,R[z−1]z−1) by
Y +(f(∂)u, z)v = f(d/dz)Y +(u, z)v for u, v ∈ V. (4.2)
Then we extend Y +(·, z) to a linear map Y +(·, z) : R→ LM(R,R[z−1]z−1) by
Y +(u, z)∂mv =
m∑
p=0
(mp )∂
m−pY +((−∂)pu, z)v for u ∈ R, v ∈ V, m ∈ N. (4.3)
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Note the map Y +(·, z) naturally satisfies (1.1), (1.2) and (3.4). Thus if Y +(·, z) satisfies
(1.3) and (1.4) acting on V for u, v ∈ V , then (R, Y +(·, z)) forms a conformal superalgebra
with the extended map Y +(·, z) by Proposition 3.1
Let {ςi,j ∈ Ii} be a fixed basis of Vi for i ∈ Z2, where I1 and I2 are index sets. We
write
Y +(ςℓ1,j1, z)ςℓ2,j2 =
∑
j3∈Iℓ1+ℓ2 , m,n∈N
λj3,n,mℓ1,j1;ℓ2,j2∂
nςℓ1+ℓ2,j3z
−m−1 (4.4)
for ℓ1, ℓ2 ∈ Z2 and jp ∈ Iℓp, where λ
j3,n,m
ℓ1,j1;ℓ2,j2
∈ C. Now (1.3) is equivalent to∑
j3∈Iℓ1+ℓ2 , m,n∈N
λj3,n,mℓ1,j1;ℓ2,j2∂
nςℓ1+ℓ2,j3z
−m−1
= Y +(ςℓ1,j1, z)ςℓ2,j2
= (−1)ℓ1ℓ2Resx
ex∂Y +(ςℓ2,j2,−x)ςℓ1,j1
z − x
= (−1)ℓ1ℓ2Resx
1
z − x
(
∑
j3∈Iℓ1+ℓ2 , m,n∈N
λj3,n,mℓ2,j2;ℓ1,j1e
x∂∂nςℓ1+ℓ2,j3(−x)
−m−1)
= (−1)ℓ1ℓ2
∑
j3∈Iℓ1+ℓ2 , m,n,p∈N
(−1)m+p
p!
λj3,n,m+pℓ2,j2;ℓ1,j1∂
n+pςℓ1+ℓ2,j3z
−m−1
= −(−1)ℓ1ℓ2
∑
j3∈Iℓ1+ℓ2 , m,n,p∈N
(−1)m+p
p!
λj3,n−p,m+pℓ2,j2;ℓ1,j1 ∂
nςℓ1+ℓ2,j3z
−m−1
= −(−1)ℓ1ℓ2
∑
j3∈Iℓ1+ℓ2 , m,n,p∈N, p≥m
(−1)p
(p−m)!
λj3,m+n−p,pℓ2,j2;ℓ1,j1 ∂
nςℓ1+ℓ2,j3z
−m−1 (4.5)
for ℓp ∈ Z2 and jp ∈ Ip, where we treat
λj3,n,mℓ1,j1;ℓ2,j2 = 0 if m < 0 or n < 0. (4.6)
Expression (4.5) shows that (1.3) is equivalent to
λj3,n,mℓ1,j1;ℓ2,j2 = −(−1)
ℓ1ℓ2
m+n∑
p=m
(−1)p
(p−m)!
λj3,m+n−p,pℓ2,j2;ℓ1,j1 (4.7)
for ℓs ∈ Z2, js ∈ Iis and m,n ∈ N. Next we want to find the condition for (1.4). Observe
that
Y +(ςℓ1,j1, z1)Y
+(ςℓ2,j2, z2)ςℓ3,j3
= Y +(ςℓ1,j1, z1)(
∑
j4∈Iℓ2+ℓ3 , m2,n2∈N
λj4,n2,m2ℓ2,j2;ℓ3,j3∂
n2ςℓ2+ℓ3,j4z
−m2−1
2 )
=
∑
j4∈Iℓ2+ℓ3 , m2,n2∈N
λj4,n2,m2ℓ2,j2;ℓ3,j3Y
+(ςℓ1,j1, z1)∂
n2ςℓ2+ℓ3,j4z
−m2−1
2
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=
∑
j4∈Iℓ2+ℓ3 , p,m2,n2∈N
λj4,n2,m2ℓ2,j2;ℓ3,j3(
n2
p )∂
n2−p(−∂z1)
pY +(ςℓ1,j1, z1)ςℓ2+ℓ3,j4z
−m2−1
2
=
∑
j4∈Iℓ2+ℓ3 , j5∈Iℓ1+ℓ2+ℓ3 , p,m1,m2,n1,n2∈N
(n2p )(m1 + 1)(m1 + 2) · · · (m1 + p)
λj4,n2,m2ℓ2,j2;ℓ3,j3λ
j5,n1,m1
ℓ1,j1;ℓ2+ℓ3,j4
∂n1+n2−pςℓ1+ℓ2+ℓ3,j5z
−m1−p−1
1 z
−m2−1
2
=
∑
j4∈Iℓ2+ℓ3 , j5∈Iℓ1+ℓ2+ℓ3 , p,m1,n1,m2,n2∈N
(n2−n1+pp )m1(m1 − 1) · · · (m1 − p+ 1)
λj4,n2−n1+p,m2ℓ2,j2;ℓ3,j3 λ
j5,n1,m1−p
ℓ1,j1;ℓ2+ℓ3,j4
∂n2ςℓ1+ℓ2+ℓ3,j5z
−m1−1
1 z
−m2−1
2 . (4.8)
Exchanging indices 1 and 2 in (4.8) and then n1 and n2, we have
Y +(ςℓ2,j2, z2)Y
+(ςℓ1,j1, z1)ςℓ3,j3
=
∑
j4∈Iℓ1+ℓ3 , j5∈Iℓ1+ℓ2+ℓ3 , p,m1,m2,n1,n2∈N
(n1−n2+pp )m2(m2 − 1) · · · (m2 − p+ 1)
λj4,n1−n2+p,m1ℓ1,j1;ℓ3,j3 λ
j5,n2,m2−p
ℓ2,j2;ℓ1+ℓ3,j4
∂n1ςℓ1+ℓ2+ℓ3,j5z
−m1−1
1 z
−m2−1
2
=
∑
j4∈Iℓ1+ℓ3 , j5∈Iℓ1+ℓ2+ℓ3 , p,m1,m2,n1,n2∈N
(n2−n1+pp )m2(m2 − 1) · · · (m2 − p+ 1)
λj4,n2−n1+p,m1ℓ1,j1;ℓ3,j3 λ
j5,n1,m2−p
ℓ2,j2;ℓ1+ℓ3,j4
∂n2ςℓ1+ℓ2+ℓ3,j5z
−m1−1
1 z
−m2−1
2 , (4.9)
Moreover, we have
Resx
Y +(Y +(ςℓ1,j1, z1 − x)ςℓ2,j2, x)ςℓ3,j3
z2 − x
= Resx
1
z2 − x
(
∑
j4∈Iℓ1+ℓ2 , m1,n1∈N
λj4,n1,m1ℓ1,j1;ℓ2,j2Y
+(∂n1ςℓ1+ℓ2,j4, x)ςℓ3,j3(z1 − x)
−m1−1)
= Resx
1
z2 − x
(
∑
j4∈Iℓ1+ℓ2 , m1,n1∈N
λj4,n1,m1ℓ1,j1;ℓ2,j2(d
n1Y +(ςℓ1+ℓ2,j4, x)ςℓ3,j3/dx
n1)(z1 − x)
−m1−1)
= Resx
1
z2 − x
(
∑
j4∈Iℓ1+ℓ2 , j5∈Iℓ1+ℓ2+ℓ3 , m1,m2,n2,n1∈N
λj4,n1,m1ℓ1,j1;ℓ2,j2λ
j5,n2,m2
ℓ1+ℓ2,j4;ℓ3,j3
(−1)n1(m2 + 1)(m2 + 2) · · · (m2 + n1)∂
n2ςℓ1+ℓ2+ℓ3,j5x
−m2−n1−1(z1 − x)
−m1−1)
=
∑
j4∈Iℓ1+ℓ2 , j5∈Iℓ1+ℓ2+ℓ3 , m1,m2,n2,n1∈N
λj4,n1,m1ℓ1,j1;ℓ2,j2λ
j5,n2,m2
ℓ1+ℓ2,j4;ℓ3,j3
(−1)n1(m2 + 1)(m2 + 2) · · · (m2 + n1)∂
n2ςℓ1+ℓ2+ℓ3,j5
m2+n1∑
p=0
(m1+pp )z
−m1−p−1
1 z
p−m2−n1−1
2
=
∑
j4∈Iℓ1+ℓ2 , j5∈Iℓ1+ℓ2+ℓ3 , p,m1,m2,n2,n1∈N
(−1)n1(m2 + p) · · · (m2 + p− n1 + 1)(
m1
p )
λj4,n1,m1−pℓ1,j1;ℓ2,j2 λ
j5,n2,m2+p−n1
ℓ1+ℓ2,j4;ℓ3,j3
∂n2ςℓ1+ℓ2+ℓ3,j5z
−m1−1
1 z
−m2−1
2 . (4.10)
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Thus (1.4) is equivalent to:
∑
j4∈Iℓ2+ℓ3 , p,n1∈N
(n2−n1+pp )m1(m1 − 1) · · · (m1 − p+ 1)λ
j4,n2−n1+p,m2
ℓ2,j2;ℓ3,j3
λj5,n1,m1−pℓ1,j1;ℓ2+ℓ3,j4
−(−1)ℓ1ℓ2
∑
j4∈Iℓ1+ℓ3 , p,n1∈N
(n2−n1+pp )m2(m2 − 1) · · · (m2 − p+ 1)
λj4,n2−n1+p,m1ℓ1,j1;ℓ3,j3 λ
j5,n1,m2−p
ℓ2,j2;ℓ1+ℓ3,j4
=
∑
j4∈Iℓ1+ℓ2 , p,n1∈N
(−1)n1(m2 + p) · · · (m2 + p− n1 + 1)(
m1
p )
λj4,n1,m1−pℓ1,j1;ℓ2,j2 λ
j5,n2,m2+p−n1
ℓ1+ℓ2,j4;ℓ3,j3
(4.11)
for ℓs ∈ Z2, js ∈ Iℓs and m1, m2, n2 ∈ N.
Next we shall use the settings in Section 2. Recall that the definition of the exterior
algebra E in (2.1) and (2.2), and {ψi,j | j ∈ Ii} is a set of C
∞-functions in a real variable
x with the ranges in Ei, for i ∈ Z2. We defined ψ
(n)
i,j in (2.5) and defined A to be
the associative subalgebra of the algebra of functions in the real variable x with the
range in E generated by {ψ
(n)
i,j | n ∈ N, i ∈ Z2, j ∈ Ii} with the Z2-grading in (2.7).
Moreover, we defined G¯ in (2.16)-(2.18) and its Lie bracket was given by (2.23). We set
A˜ = A/(d/dx)(A) and defined an action of G¯ on A˜ in (2.42). The space Ω was defined
in (2.45) and (2.46).
We associate the above data (R, V, Y +(·, z)) with a matrix differential operator H :
Ω0 → G¯0 as follows: for ~v ∈ Ω0,
H(~v)ℓ1,j1 =
∑
ℓ2∈Z2, j2∈Iℓ2 , j3∈Iℓ1+ℓ2 , m,n∈N
1
n!
λj3,m,nℓ2,j2;ℓ1,j1ψ
(m)
ℓ1+ℓ2,j3
(
d
dx
)n
(vℓ2,j2) (4.12)
for ℓ1 ∈ Z2 and j1 ∈ Iℓ1. By (2.55), the skew-symmetry (2.54) of H is equivalent to
∑
j3∈Iℓ1+ℓ2 , m,n∈N
1
m!
λj3,n,mℓ2,j2;ℓ1,j1ψ
(n)
ℓ1+ℓ2,j3
(
d
dx
)m
= −(−1)ℓ1ℓ2
∑
j3∈Iℓ1+ℓ2 , m,n∈N
1
m!
λj3,n,mℓ1,j1;ℓ2,j2
(
−
d
dx
)m
ψ
(n)
ℓ1+ℓ2,j3
= −(−1)ℓ1ℓ2
∑
j3∈Iℓ1+ℓ2 , m,n∈N
1
m!
λj3,n,mℓ1,j1;ℓ2,j2(−1)
m
m∑
p=0
(mp )ψ
(m+n−p)
ℓ1+ℓ2,j3
(
d
dx
)p
= −(−1)ℓ1ℓ2
∑
j3∈Iℓ1+ℓ2 , m,n,p∈N
(−1)p
p!
( pm)λ
j3,n,p
ℓ1,j1;ℓ2,j2
ψ
(n+p−m)
ℓ1+ℓ2,j3
(
d
dx
)m
= −(−1)ℓ1ℓ2
∑
j3∈Iℓ1+ℓ2 , m,n,p∈N
(−1)p
p!
( pm)λ
j3,m+n−p,p
ℓ1,j1;ℓ2,j2
ψ
(n)
ℓ1+ℓ2,j3
(
d
dx
)m
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= −(−1)ℓ1ℓ2
∑
j3∈Iℓ1+ℓ2 , m,n,p∈N, p≥m
(−1)p
m!(p−m)!
λj3,m+n−p,pℓ1,j1;ℓ2,j2 ψ
(n)
ℓ1+ℓ2,j3
(
d
dx
)m
, (4.13)
which is equivalent to (4.7). Thus the skew-symmetry of H is equivalent to (1.3).
For convenience, we denote
u(n) =
{
(d/dx)n(u) if n ∈ N,
0 otherwise
for u ∈ A. (4.14)
Let ~up = {u
p
i,j} ∈ Ω0 with p ∈ 1, 3. Using (4.6) and (4.14), we have
~u3(∂H(~u1)(H)(~u2))
=
∑
ℓ2,ℓ3∈Z2, j2∈Iℓ2 , j3∈Iℓ3 , j4∈Iℓ2+ℓ3 , m2,n2∈N
1
m2!
λj4,n2,m2ℓ2,j2;ℓ3,j3{∂H(~u1)(ψ
(n2)
ℓ2+ℓ3,j4
)(u2ℓ2,j2)
(m2)u3ℓ3,j3}
∼
=
∑
ℓp∈Z2, jp∈Iℓp , p∈1,3; j4∈Iℓ2+ℓ3 , j5∈Iℓ1+ℓ2+ℓ3 ; m1,m2,n1,n2∈N
1
m1!m2!
λj4,n2,m2ℓ2,j2;ℓ3,j3λ
j5,n1,m1
ℓ1,j1;ℓ2+ℓ3,j4
{[ψ
(n1)
ℓ1+ℓ2+ℓ3,j5
(u1ℓ1,j1)
(m1)](n2)(u2ℓ2,j2)
(m2)u3ℓ3,j3}
∼
=
∑
ℓp∈Z2, jp∈Iℓp , m1,m2,np∈N; p∈1,3; j4∈Iℓ2+ℓ3 , j5∈Iℓ1+ℓ2+ℓ3
1
m1!m2!
(n2n3)
λj4,n2,m2ℓ2,j2;ℓ3,j3λ
j5,n1,m1
ℓ1,j1;ℓ2+ℓ3,j4
{ψ
(n1+n3)
ℓ1+ℓ2+ℓ3,j5
(u1ℓ1,j1)
(m1+n2−n3)(u2ℓ2,j2)
(m2)u3ℓ3,j3}
∼
=
∑
ℓp∈Z2, jp∈Iℓp , m1,m2,np∈N; p∈1,3; j4∈Iℓ2+ℓ3 , j5∈Iℓ1+ℓ2+ℓ3
1
m1!m2!
( n2n3−n1)
λj4,n2,m2ℓ2,j2;ℓ3,j3λ
j5,n1,m1
ℓ1,j1;ℓ2+ℓ3,j4
{ψ
(n3)
ℓ1+ℓ2+ℓ3,j5
(u1ℓ1,j1)
(m1+n1+n2−n3)(u2ℓ2,j2)
(m2)u3ℓ3,j3}
∼
=
∑
ℓp∈Z2, jp∈Iℓp , m1,m2,np∈N; p∈1,3; j4∈Iℓ2+ℓ3 , j5∈Iℓ1+ℓ2+ℓ3
1
m2!(m1 + n3 − n1 − n2)!
( n2n3−n1)
λj4,n2,m2ℓ2,j2;ℓ3,j3λ
j5,n1,m1+n3−n1−n2
ℓ1,j1;ℓ2+ℓ3,j4
{ψ
(n3)
ℓ1+ℓ2+ℓ3,j5
(u1ℓ1,j1)
(m1)(u2ℓ2,j2)
(m2)u3ℓ3,j3}
∼ (4.15)
by (2.19), (2.56) and (4.12). Similarly, we have
~u1(∂H(~u2)(H)(~u3))
= −~u3(∂H(~u2)(H)(~u1))
=
∑
ℓp∈Z2, jp∈Iℓp , m1,m2,np∈N; p∈1,3; j4∈Iℓ1+ℓ3 , j5∈Iℓ1+ℓ2+ℓ3
−1
(m2 + n3 − n2 − n1)!m1!
( n1n3−n2)
λj4,n1,m1ℓ1,j1;ℓ3,j3λ
j5,n2,m2+n3−n1−n2
ℓ2,j2;ℓ1+ℓ3,j4
{ψ
(n3)
ℓ1+ℓ2+ℓ3,j5
(u2ℓ2,j2)
(m2)(u1ℓ1,j1)
(m1)u3ℓ3,j3}
∼
=
∑
ℓp∈Z2, jp∈Iℓp , m1,m2,np∈N; p∈1,3; j4∈Iℓ1+ℓ3 , j5∈Iℓ1+ℓ2+ℓ3
(−1)ℓ1ℓ2+1
m1!(m2 + n3 − n2 − n1)!
( n1n3−n2)
λj4,n1,m1ℓ1,j1;ℓ3,j3λ
j5,n2,m2+n3−n1−n2
ℓ2,j2;ℓ1+ℓ3,j4
{ψ(n3)ℓ1+ℓ2+ℓ3,j5(u
1
ℓ1,j1
)(m1)(u2ℓ2,j2)
(m2)u3ℓ3,j3}
∼ (4.16)
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by (2.18), (2.48) and (2.67). Now we assume that H is skew-symmetric. Furthermore,
~u2(∂H(~u3)(H)(~u1))
=
∑
ℓ1,ℓ2∈Z2, j1∈Iℓ1 , j2∈Iℓ2 , j4∈Iℓ1+ℓ2 , m1,n1∈N
1
m1!
λj4,n1,m1ℓ1,j1;ℓ2,j2{∂H(~u3)(ψ
(n1)
ℓ1+ℓ2,j4
)(u1ℓ1,j1)
(m1)u2ℓ2,j2}
∼
=
∑
ℓ1,ℓ2∈Z2, j1∈Iℓ1 , j2∈Iℓ2 , j4∈Iℓ1+ℓ2 , m1,n1∈N
1
m1!
λj4,n1,m1ℓ1,j1;ℓ2,j2{(H(~u3)ℓ1+ℓ3,j4)
(n1)(u1ℓ1,j1)
(m1)u2ℓ2,j2}
∼
=
∑
ℓ1,ℓ2∈Z2, j1∈Iℓ1 , j2∈Iℓ2 , j4∈Iℓ1+ℓ2 , m1,n1∈N
(−1)n1
m1!
λj4,n1,m1ℓ1,j1;ℓ2,j2{H(~u3)ℓ1+ℓ3,j4[(u
1
ℓ1,j1
)(m1)u2ℓ2,j2]
(n1)}∼
=
∑
ℓp∈Z2, jp∈Iℓp ; p∈1,3; j4∈Iℓ1+ℓ2 , m1,m2,n1,n2∈N
(−1)n1+1
m1!m2!
λj4,n1,m1ℓ1,j1;ℓ2,j2λ
j5,n2,m2
ℓ1+ℓ2,j4;ℓ3,j3
{ψ
(n2)
ℓ1+ℓ2+ℓ3,j5
[(u1ℓ1,j1)
(m1)u2ℓ2,j2]
(m2+n1)u3ℓ3,j3}
∼
=
∑
ℓp∈Z2, jp∈Iℓp , m1,m2,np∈N; p∈1,3; j4∈Iℓ1+ℓ2
(−1)n1+1
m1!m2!
(m2+n1n3 )
λj4,n1,m1ℓ1,j1;ℓ2,j2λ
j5,n2,m2
ℓ1+ℓ2,j4;ℓ3,j3
{ψ
(n2)
ℓ1+ℓ2+ℓ3,j5
(u1ℓ1,j1)
(m1+m2+n1−n3)(u2ℓ2,j2)
(n3)u3ℓ3,j3}
∼
=
∑
ℓp∈Z2, jp∈Iℓp , m1,m2,np∈N; p∈1,3; j4∈Iℓ1+ℓ2
(−1)n1+1
m1!n3!
(n1+n3m2 )
λj4,n1,m1ℓ1,j1;ℓ2,j2λ
j5,n2,n3
ℓ1+ℓ2,j4;ℓ3,j3
ψ
(n2)
ℓ1+ℓ2+ℓ3,j5
(u1ℓ1,j1)
(m1+n1+n3−m2)(u2ℓ2,j2)
(m2)u3ℓ3,j3}
∼
=
∑
ℓp∈Z2, jp∈Iℓp , m1,m2,np∈N; p∈1,3; j4∈Iℓ1+ℓ2
(−1)n1+1
m1!n2!
(n1+n2m2 )
λj4,n1,m1ℓ1,j1;ℓ2,j2λ
j5,n3,n2
ℓ1+ℓ2,j4;ℓ3,j3
{ψ
(n3)
ℓ1+ℓ2+ℓ3,j5
(u1ℓ1,j1)
(m1+n1+n2−m2)(u2ℓ2,j2)
(m2)u3ℓ3,j3}
∼
=
∑
ℓp∈Z2, jp∈Iℓp , m1,m2,np∈N; p∈1,3; j4∈Iℓ1+ℓ2
(−1)n1+1
n2!(m1 +m2 − n1 − n2)!
(n1+n2m2 )
λj4,n1,m1+m2−n1−n2ℓ1,j1;ℓ2,j2 λ
j5,n3,n2
ℓ1+ℓ2,j4;ℓ3,j3
{ψ
(n3)
ℓ1+ℓ2+ℓ3,j5
(u1ℓ1,j1)
(m1)(u2ℓ2,j2)
(m2)u3ℓ3,j3}
∼. (4.17)
by (2.18), (2.43), (2.48) and (2.54). So (2.62) is equivalent to
∑
j4∈Iℓ2+ℓ3 , n1,n2∈N
1
m2!(m1 + n3 − n1 − n2)!
( n2n3−n1)λ
j4,n2,m2
ℓ2,j2;ℓ3,j3
λj5,n1,m1+n3−n1−n2ℓ1,j1;ℓ2+ℓ3,j4
−(−1)ℓ1ℓ2
∑
j4∈Iℓ1+ℓ3 , n1,n2∈N
1
m1!(m2 + n3 − n2 − n1)!
( n1n3−n2)λ
j4,n1,m1
ℓ1,j1;ℓ3,j3
λj5,n2,m2+n3−n1−n2ℓ2,j2;ℓ1+ℓ3,j4
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=
∑
j4∈Iℓ1+ℓ2 , n1,n2∈N
(−1)n1
n2!(m1 +m2 − n1 − n2)!
(n1+n2m2 )
λj4,n1,m1+m2−n1−n2ℓ1,j1;ℓ2,j2 λ
j5,n3,n2
ℓ1+ℓ2,j4;ℓ3,j3
(4.18)
for ℓp ∈ Z2, jp ∈ Ip and m1, m2, n3 ∈ N.
On the other hand, we can do some changes of indices and combinatorics on (4.11) as
follows. Changing n2 to n3 in (4.11), we have∑
j4∈Iℓ2+ℓ3 , p,n1∈N
(n3−n1+pp )m1(m1 − 1) · · · (m1 − p+ 1)λ
j4,n3−n1+p,m2
ℓ2,j2;ℓ3,j3
λj5,n1,m1−pℓ1,j1;ℓ2+ℓ3,j4
−(−1)ℓ1ℓ2
∑
j4∈Iℓ1+ℓ3 , p,n1∈N
(n3−n1+pp )m2(m2 − 1) · · · (m2 − p+ 1)
λj4,n3−n1+p,m1ℓ1,j1;ℓ3,j3 λ
j5,n1,m2−p
ℓ2,j2;ℓ1+ℓ3,j4
=
∑
j4∈Iℓ1+ℓ2 , p,n1∈N
(−1)n1(m2 + p) · · · (m2 + p− n1 + 1)
(m1p )λ
j4,n1,m1−p
ℓ1,j1;ℓ2,j2
λj5,n3,m2+p−n1ℓ1+ℓ2,j4;ℓ3,j3 . (4.19)
Then we change p to n1 + n2 − n3 in the first two summations and p to n1 + n2 −m2 in
third summation and obtain
∑
j4∈Iℓ2+ℓ3 , n1,n2∈N
( n2n1+n2−n3)m1(m1 − 1) · · · (m1 + n3 − n1 − n2 + 1)
λj4,n2,m2ℓ2,j2;ℓ3,j3λ
j5,n1,m1+n3−n1−n2
ℓ1,j1;ℓ2+ℓ3,j4
− (−1)ℓ1ℓ2
∑
j4∈Iℓ1+ℓ3 , n1,n2∈N
( n2n1+n2−n3)
m2(m2 − 1) · · · (m2 + n3 − n1 − n2 + 1)λ
j4,n2,m1
ℓ1,j1;ℓ3,j3
λj5,n1,m2+n3−n1−n2ℓ2,j2;ℓ1+ℓ3,j4
=
∑
j4∈Iℓ1+ℓ2 , n1,n2∈N
(−1)n1(n1 + n2) · · · (n2 + 1)(
m1
n1+n2−m2)λ
j4,n1,m1+m2−n1−n2
ℓ1,j1;ℓ2,j2
λj5,n3,n2ℓ1+ℓ2,j4;ℓ3,j3. (4.20)
Moreover, we exchange n1 and n2 in the second summation and get∑
j4∈Iℓ2+ℓ3 , n1,n2∈N
( n2n1+n2−n3)m1(m1 − 1) · · · (m1 + n3 − n1 − n2 + 1)
λj4,n2,m2ℓ2,j2;ℓ3,j3λ
j5,n1,m1+n3−n1−n2
ℓ1,j1;ℓ2+ℓ3,j4
− (−1)ℓ1ℓ2
∑
j4∈Iℓ1+ℓ3 , n1,n2∈N
( n1n1+n2−n3)
m2(m2 − 1) · · · (m2 + n3 − n1 − n2 + 1)λ
j4,n1,m1
ℓ1,j1;ℓ3,j3
λj5,n2,m2+n3−n1−n2ℓ2,j2;ℓ1+ℓ3,j4
=
∑
j4∈Iℓ1+ℓ2 , n1,n2∈N
(−1)n1(n1 + n2) · · · (n2 + 1)(
m1
n1+n2−m2
)λj4,n1,m1+m2−n1−n2ℓ1,j1;ℓ2,j2
λj5,n3,n2ℓ1+ℓ2,j4;ℓ3,j3. (4.21)
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Furthermore, we rewrite (4.21) as
∑
j4∈Iℓ2+ℓ3 , n1,n2∈N
( n2n3−n1)
m1!
(m1 + n3 − n1 − n2)!
λj4,n2,m2ℓ2,j2;ℓ3,j3λ
j5,n1,m1+n3−n1−n2
ℓ1,j1;ℓ2+ℓ3,j4
−(−1)ℓ1ℓ2
∑
j4∈Iℓ1+ℓ3 , n1,n2∈N
( n1n3−n2)
m2!
(m2 + n3 − n1 − n2)!
λj4,n1,m1ℓ1,j1;ℓ3,j3λ
j5,n2,m2+n3−n1−n2
ℓ2,j2;ℓ1+ℓ3,j4
=
∑
j4∈Iℓ1+ℓ2 , n1,n2∈N
(−1)n1
(n1 + n2)!m1!
n2!(m1 +m2 − n1 − n2)!(n1 + n2 −m2)!
λj4,n1,m1+m2−n1−n2ℓ1,j1;ℓ2,j2 λ
j5,n3,n2
ℓ1+ℓ2,j4;ℓ3,j3
. (4.22)
Dividing (4.22) by m1!m2!, we obtain∑
j4∈Iℓ2+ℓ3 , n1,n2∈N
1
m2!(m1 + n3 − n1 − n2)!
( n2n3−n1)λ
j4,n2,m2
ℓ2,j2;ℓ3,j3
λj5,n1,m1+n3−n1−n2ℓ1,j1;ℓ2+ℓ3,j4
−
∑
j4∈Iℓ1+ℓ3 , n1,n2∈N
(−1)ℓ1ℓ2
m1!(m2 + n3 − n1 − n2)!
( n1n3−n2)λ
j4,n1,m1
ℓ1,j1;ℓ3,j3
λj5,n2,m2+n3−n1−n2ℓ2,j2;ℓ1+ℓ3,j4
=
∑
j4∈Iℓ1+ℓ2 , n1,n2∈N
(−1)n1(n1 + n2)!
n2!(m1 +m2 − n1 − n2)!m2!(n1 + n2 −m2)!
λj4,n1,m1+m2−n1−n2ℓ1,j1;ℓ2,j2 λ
j5,n3,n2
ℓ1+ℓ2,j4;ℓ3,j3
=
∑
j4∈Iℓ1+ℓ2 , n1,n2∈N
(−1)n1
n2!(m1 +m2 − n1 − n2)!
(n1+n2m2 )
λj4,n1,m1+m2−n1−n2ℓ1,j1;ℓ2,j2 λ
j5,n3,n2
ℓ1+ℓ2,j4;ℓ3,j3
, (4.23)
which is (4.18). Thus (1.4) is equivalent to (2.62) when (1.3) holds or equivalently H in
(4.12) is skew-symmetric. We summarize the above results as our main theorem in this
section:
Theorem 4.1. Let R be a Z2-graded free C[∂]-module over its Z2-graded subspace
V and let Y +(·, z) : V → LM(V,R[z−1]) be any given linear map satisfying (4.1). We
extend Y +(·, z) to a linear map Y +(·, z) : R → LM(V,R[z−1]) by (4.2) and (4.3), and
define a matrix differential operator H by (4.12). Then the family (R, ∂, Y +(·, z)) forms
a conformal superalgebras if and only if H is a Hamiltonian superoperator.
Remark 4.2. (a) In [GDo], Gel’fand and Dorfman classified a certain type of Hamilto-
nian operator by introducing a certain algebraic structure. Balinskii and Novikov [BN] de-
termined certain Poisson brackets of hydrodynamic type by the same algebraic structure.
This coincidence is essentially a special example of our correspondence between the Hamil-
tonian superoperator H of the form (4.12) and the conformal superalgebra (R, ∂, Y +(·, z))
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determined by (4.2)-(4.4). If R is not a free C[∂]-module over any subspace, we can estab-
lish the analogous correspondence by introducing Hamiltonian superoperators associated
with certain quotient modules of A, whose kernels naturally correspond systems ordinary
differential equations.
(b) There is a special case in which we can still establish a direct correspondence. An
element v ∈ R0 of a conformal superalgebra (R, ∂, Y
+(·, z)) is called a central element if
∂v = 0, Y +(u, z)v = 0 for u ∈ R. (4.24)
For a central element v, we also have
Y +(v, z)u = 0 for u ∈ R (4.25)
by (1.3). Let (R, ∂, Y +(·, z)) be a conforma superalgebra such that
R = C[∂]V ⊕ C1, (4.26)
where V is a Z2-graded subspace of R, C[∂]V is a free C[∂]-module and 1 is a central
element. Let {ςi,j ∈ Ii} be a fixed basis of Vi for i ∈ Z2, where I1 and I2 are index sets.
We write
Y +(ςℓ1,j1, z)ςℓ2,j2 =
∑
j3∈Iℓ1+ℓ2 , m∈N
(µmℓ1,j1;ℓ2,j21+
∞∑
n=0
λj3,n,mℓ1,j1;ℓ2,j2∂
nςℓ1+ℓ2,j3)z
−m−1 (4.27)
for ℓ1, ℓ2 ∈ Z2 and jp ∈ Iℓp, where µ
m
ℓ1,j1;ℓ2,j2
, λj3,n,mℓ1,j1;ℓ2,j2 ∈ C. We define a matrix differential
operator H : Ω0 → G¯0 as follows: for ~v ∈ Ω0,
H(~v)ℓ1,j1 =
∑
ℓ2∈Z2, j2∈Iℓ2 , j3∈Iℓ1+ℓ2 ,n∈N
1
n!
[µnℓ2,j2;ℓ1,j1
+
∞∑
m=0
λj3,m,nℓ2,j2;ℓ1,j1ψ
(m)
ℓ1+ℓ2,j3
]
(
d
dx
)n
(vℓ2,j2) (4.28)
for ℓ1 ∈ Z2 and j1 ∈ Iℓ1 . Then it can be proved that H is a Hamiltonian superoperator.
Conversely, a Hamiltonian superoperator H of the form (4.28) determined a conformal
superalgebras through (4.24), (4.26) and (4.27).
(c) Let G be a Lie algebras with an invariant symmetric bilinear form 〈·, ·〉. Let
R1 = {0}, V = G in (4.26) and the map Y
+(·, z) is determined by
Y +(u, z)v = [u, v]z−1 + 〈u, v〉1z−2 for u, v ∈ G. (4.29)
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This is a conformal algebra generating affine Lie algebra. Let {ςj ∈ I} be a fixed basis of
G and write
[ςj1 , ςj2] =
∑
j3∈I
λj3j1,j2ςj3, µj1,j2 = 〈ςj1 , ςj2〉 for j1, j2 ∈ I. (4.30)
Let I1 = ∅ and I = I0 in Section 2. We denote ψ0,j = ψj for j ∈ I. Then the corresponding
Hamiltonian operator H is given by
H(~u)j1 =
∑
j2∈I
(λj3j2,j1ψj3uj2 + µj2,j1(d/dx)(uj2)) (4.31)
for ~u ∈ Ω0 = Ω.
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