The past decade has seen a considerable increase in interest in the field of facial feature extraction. The primary reason for this is the variety of uses, in particular of the mouth region, in communicating important information about an individual which can in turn be used in a wide array of applications. The shape and dynamics of the mouth region convey the content of a communicated message, useful in applications involving speech processing as well as man-machine user interfaces. The mouth region can also be used as a parameter in a biometric verification system. Extraction of the mouth region from a face often uses lip contour processing to achieve these objectives. Thus, solving the problem of reliably segmenting the lip region given a talking face image is critical. This paper compares the use of statistical estimators, both robust and non-robust, when applied to the problem of automatic lip region segmentation. It then compares the results of the two systems with a state-of-the art method for lip segmentation.
Introduction
Automatic lip segmentation is an indispensable prerequisite to building mathematical shape-models of the lip. These shape-models can consequently be used to track the lip movement for a variety of different applications. An example is speech processing, where there is considerable evidence in the literature to suggest that the use of visual cues extracted from lip contours can greatly enhance the accuracy of speech processing systems under degraded acoustic conditions [11] , [16] . Most current modelling and tracking systems for mouth region tracking are initialised manually, commonly by cropping a rectangular window containing the mouth area or annotating the outer lip contours. When these systems make use of a large number of images for initialisation, the problem of manual lip segmentation ceases to be trivial.
There are a variety of approaches to the solution of automatic lip segmentation reported in the literature. Some use a precreated model based on shape or motion and find the nearest match to that model in an image [15] . Another approach exploits the chromatic differences between the lip region and the surrounding skin region to perform clustering such as in [7] . In [5] , statistical models of the motion of lip regions over a sequence of images are used to detect lips. Another approach [3] has been to use chromatic domain transforms which amplify the boundaries of the lip region from the surrounding skin region. The resulting "hybrid edges" are then inspected and the lip region extracted. In [6] gray level analysis is used to segment facial features including lips in a given face image.
A given mouth region can be considered to be made up of primarily three classes:
• The dominant region: Usually, this is made up of the skin that forms the cheeks and the chin. In some instances, it can also consist of hair in the form of a beard. This region is the largest region in any example of the mouth region. This region is referred to as the "Skin region" in this paper.
• The lip region: This region contains the pixels that form the lip region of a particular subject.
• Contextual outliers: This consists of all the remaining examples of artefacts left over in the image which contribute to the outlier population in this context. It could consist of shadows cast by the nostrils, specks of facial hair or concentrations of facial hair like moustaches on their own without beards.
Lip contour extraction can then be considered as an exercise in the delineation, segmentation and labelling of the first two of the above regions given a set of observations (pixels in a mouth-region image). The problem is challenging primarily because of the outlier population. As illustrated in the case of lip segmentation, robust estimation of parameters in the presence of outliers is a key issue in modern multi-variate statistics. These parameters involve estimation of the location (in RGB colour space) and the covariance (scatter) matrix for the data. Their estimates can be made using classical methods like computing the sample mean and covariance. However, the presence of outliers in the data can often skew the shape estimates of the clusters and as a result mask their separation. This affects the accuracy of the estimation methods. In this paper, we attempt to solve the problem of lip region segmentation using multi-variate statistical parameter estimators accompanied by connected component analysis and some simple post-processing. The primary motivation for developing these algorithms was to create a lip segmentation system that could, fairly reliably, label the outer contour of the lip region for subsequent use in building lip-shape models.
The use of statistical estimators can help us to estimate the sample mean and covariance matrices of the dominant cluster. A given mouth region image can then be considered as a binary system consisting of the "skin" region and the remaining image which can then be called the "not-skin" region. The lip region forms the primary constituent of the "not-skin" region. To label the lip region, all we then need is some simple postprocessing: the application of a connected components analysis algorithm followed by a simple cost function minimisation algorithm. The lip region is then labelled as the region which minimises the cost function.
In this paper, we investigate the results produced using two kinds of statistical estimators during the conversion of the mouth region (RGB) image into a binary system:
• Robust Multi-variate Statistical Estimator:
As an example of this kind of estimator, we make use of the Minimum Covariance Determinant Estimator (MCD) [12] .
• Non-robust Multi-variate Statistical Estimator: Here, we use a simple non-robust method to obtain estimates of the sample mean and covariance using the entire population of observations i.e. the entire image.
The use of the robust statistical estimator is compared with its non-robust equivalent and both the above methods are applied to a sequence of 30 individual images obtained from the XM2VTS database [8] . The results are also compared to the use of the algorithm proposed in [3] .
Paper Outline
In Section 2, the overall system that has been used to perform the experiments is described briefly. Following this, the statistical estimators used for lip segmentation are introduced and described in Sections 3 and 4. The connected components and post-processing algorithms are described in Section 5. Section 6 presents a comparison of results obtained using each estimator with the system proposed in [3] . Section 7 then completes the paper by discussing the results and presenting a plan for intended future work. Fig. 1 shows a block diagram of the overall system used for the comparison. The first stage involves the use of a face segmentation system kindly supplied by OmniPerception Ltd. It was in effect a black box for the purposes of this system and in practice can be replaced by any available reliable means of face area segmentation. The example inputs produced for the system are shown in Fig. 2 . We assume that the mouth region will not be found in the upper half of the segmented face. Hence, the remainder of the system uses only the lower half of the segmented face as an input as shown in Fig. 3 . For the problem of lip segmentation, a multi-variate statistical estimator creates a statistical colour model of the dominant region which occupies the largest area in the lower half of the face. The region is modelled based on estimates of its mean (location) and covariance (scatter) matrices in the RGB chromaticity space. The system then classifies the image into "skin" and "not-skin" pixels on the basis of the Mahalanobis distance of the pixel colour from the dominant cluster. The process is made difficult due to the contaminating artefacts that populate the mouth region, for example shadows from the nostrils and facial hair. Such artefacts can be considered to make up the population of outliers in this system. Note that during the segmentation of the dominant cluster ("skin" region), the lip region actually also forms part of the outlier population as a result of which it is classified as belonging to the "not-skin" region.
Overall System Description
Following the segmentation of the lower half of the face into two classes, connected components analysis and the implementation of a simple cost function applied to the "not-skin" region help to identify and label the lip region.
Minimum Covariance Determinant Estimator
The MCD algorithm [12] is one of the more important examples of robust multi-variate statistical estimators. It enables the estimation of location and scatter for a given data set by making use of weighted estimators of a multi-variate data set based on the Mahalanobis distances. The MCD algorithm is analogous to the Minimum Volume Ellipsoid Estimator (MVE) [4] . The popularity of the MCD as a robust estimator arises from:
• high breakdown point
• asymptotic normality which results in better statistical efficiency [1] • faster convergence rate [2] The objective of the MCD estimator is to find those h observations out of a data set containing a total of n pvariate observations, whose covariance matrix has the lowest determinant. The MCD estimate of location is then the centre of gravity of these h points, and their covariance matrix is the estimate of scatter. In this algorithm, we can think of h as the minimum number of observations that must not be outliers.
In our case, the MCD algorithm reports the largest and most chromatically correlated clusters of three-dimensional RGB pixels in a given image location. Since the image location is the lower half of the face, the MCD algorithm will report the "skin" region as its result. The remaining pixels in the image can then be classified as the non-skin class which also includes the lip region.
The MCD algorithm consists of the following steps [14] :
(i) Random Sampling and Elemental Set Parameter Calculations:
• Extract a random (p+1)-subset J, and then compute T 0 = mean (J) and S 0 = cov (J). The (p + 1)-subset is referred to as the "elemental" set and p refers to the number of dimensions of each member of the data population. Extract (p + 1) uniformly random observations from the data containing a total of n elements (in this case,n is the total image area).
The observations need to be uniformly distributed so as to be representative of the entire population of data. In this case, p = 3 since each pixel is an RGB object. Thus, the elemental set initially includes four uniformly random observations, each of which is three-dimensional.
• If det (S 0 ) = 0 continue to extend J by adding additional random observations and recomputing estimates of S 0 until det (S 0 ) > 0.
• Note that the use of the subscript zero is made to indicate that this is the first step in the process. This step is used to bootstrap the estimation algorithm and is only performed once. The remainder of the algorithm focuses on refining this estimate.
(ii) Iterative C-Step:
• The next step involves a series of R iterations starting r = 0 . Note: 0 ≤ r ≤ R. Compute the Mahalanobis distances,
for i = 1,. . . ,n.
• Sort the computed distances in increasing order such that at the r th iteration of this process,
and create
where π r (m) stands for the sample (amongst the entire data ) associated with the m-th lowest distance after the r-th iteration of this algorithm.
• Set r = r +1 , and compute the updated estimates of T r and S r . Note that now, T r = mean (H r ) while S r = cov (H r ) (iii) Repeat step (ii) above, checking for convergence each time while r ≤ R
• [12] contains proof of the mathematical theorem that states that given the above iterative process, at the i th iteration,
with equality if and only if T i = T i−1 and S i = S i − 1 .
• The above algorithm converges when either after the r th iteration,
At this point, for the set of data points H r , compute the estimates of location and scatter using the mean and covariance matrices.
• The objective of using MCD is to successfully include the entire lip region in the "not-skin" class, five iterations of the C-step being sufficient to do this in our case. Thus, R = 5 . In a more general case, R would be equal to the number of iterations required to reach convergence.
A flowchart describing the above process is shown in Fig. 4 . Note that n is equal to the area of the image of the lower half of the segmented face in pixels. The reported maximum breakdown value of this estimator [12] is
The breakdown value of any estimator is the largest fraction of observations that can belong to the outlier population for the estimator to still work. The default value of h is
However, h can be initialised to any value between the default value and the total number of observations, i.e.
The determining factor in choosing h is the percentage of the total number of observations that are "sure" not to contain outlier contaminations. Since, in this system, MCD was being used to segment out the skin region in the lower half of the face, h could be set to a value between 0.75n and 0.90n. Fig. 5 shows some example outputs from the binary system classification of the lower half of the face produced by using the MCD algorithm as the statistical estimator. These images produced correspond to the same inputs presented in Fig. 3 . Figure 5 : Example outputs of the MCD skin segmentation process followed by binary image classification
Non-robust Statistical Estimator
The non-robust estimation process uses the estimates of the mean and covariances of the data set using the entire population of observations. The Mahalanobis distances of all the pixels from the calculated estimates of the entire data set are then computed and sorted into ascending order. The first h observations out of a total number of n pixels are then assigned to the largest region. Thus the image can again be divided into two classes; the skin and the not-skin regions. Example results, corresponding to the sample inputs in Fig. 3 of the binary labelling achieved using the non-robust estimator are shown below in Fig. 6 . Figure 6 : Example outputs of the skin segmentation process followed by binary image classification using a non-robust estimator
Connected Components Labelling and Post-Processing
Following the binary classification of the lower half of a face into skin and non-skin regions, connected component analysis can be used to segment the image into its constituent connected components, and each component is then labelled accordingly. The binary classification produces results as shown in Figs. 7 -9.
The image can be "cleaned" up before implementing the cost function by ignoring all labels with an area less than a certain percentage of (1 − h) where h is the area of the population of the "skin" region in the image. This percentage needs to be very small as the only aim of this process is to remove undetected outliers in the skin region. Since, in our case, h ranges from 0.75n to 0.90n, the largest threshold applied to outlier regions should be an area less than 0.10n. As can be seen from the above figures, this process can label the whole lip region as being connected. Additionally, morphological closing can also be used, but there is a slight risk of connecting artefacts such as disparate regions of facial hair in the vicinity of the lip to the lip region. The final task of lip segmentation involves implementing a simple cost function to establish which label corresponds to the lip region. In this system, the cost function made use of two quantities corresponding to each labelled region:
• Euclidean distance from Centre of Gravity of Input: This can be represented by the scalar dist euc . The cost function is then calculated as:
The region which is closest to the centre of the lower half of the face and largest in area gains a lower cost through this simple calculation. The resulting costs can then be sorted, and the region with lowest cost is labelled as the lip region. Figure 7 : Example outputs of the MCD skin clustering process followed by binary image classification, for sample 000 from the XM2VTS database Figure 8 : Example outputs of the MCD skin clustering process followed by binary image classification, for sample 009 from the XM2VTS database Figure 9 : Example outputs of the MCD skin clustering process followed by binary image classification, for sample 092 from the XM2VTS database
Comparison of Obtained Results
The next section describes the results of testing this system. Using the technique described above with the two different statistical estimators, 30 different sample images of separate subject from the XM2VTS database [8] were used as input subjects. The results were also compared to the "hybrid edges" method proposed in [3] . Pictorial examples of the results are shown in Figs. 10 -12. As can be seen from Table 6 , the use of the statistical estimators proved to be more reliable classifiers than the "hybrid edges" when used with this database. The results obtained using the methods are classified as follows:
• Correct: The method correctly identified the lip region in the case of the statistical estimators and correctly identified the middle lip boundary in the case of the "hybrid edge" method.
• Recoverable: The statistical estimators failed to identify the exact lip boundaries because outliers at the edges of the lip boundary were merged and identified as belonging to the lip region.
• Non-recoverable: The identified lip region was incorrect in the case of the estimators, while the "hybrid edge" method returned a false middle lip boundary.
However, with each method, some key advantages and disadvantages were noted:
• MCD: This was the most reliable method. The method works especially well in instances where there is little of the specular reflection in the lip region that is most commonly found in subjects with darker lip region colouring. The primary disadvantage for this method is its complexity. This system uses the Fast-MCD method suggested in [12] since we were trying to establish whether the use of this estimator was feasible. There are however a variety of methods proposed in the literature [4] , [10] , [9] that cite improvements on the complexity of this algorithm using alternative implementations. In applications requiring fine detail in lip segmentation, without any bounds on speed, this would make a good method. This method cannot be used in a cascade to segment lips from the not-skin region although the lip region is the dominant region in that class. The MCD algorithm implicitly assumes that the data it is trying to segment can be represented by a single Gaussian. However, the lip region is best modelled as a mixture of Gaussians, [13] and thus cannot individually be segmented out by the MCD algorithm. Future effort will be directed towards improving the computation times for this algorithm. Also, the algorithmic failure to deal with specular reflection seems to occur as a result of the connected components analysis. This can be improved upon as well and subsequently will also be investigated as part of future efforts. This method is good enough for our purposes.
• Non-robust estimation: This method produced less accurate results than the MCD algorithm but can be used in real time. It also occasionally fails to deal with specular reflections in lips. Additionally, morphological closing should be applied to the output images to "clean" up the results for use in data-driven shape modelling. Note that, as mentioned earlier, morphological closing applied before evaluating the cost function does run the slight risk of connecting the lip region to surrounding noise derived from outliers near the lip. However, closing can indeed be applied after the lip region is identified to get rid of any outliers.
• Hybrid edges:
This method gave a reasonable performance with the XM2VTS database. However, this is a more heuristic method, in which the results are independent of the kind of gradient operator employed (both Laplacian and Sobel based gradient operators were used, with no disparity in the results obtained). It essentially looks for the darkest and reddest regions in an image and thus fails if there are large dark outlier regions in the vicinity of the lip. Although the observed results with this algorithm are reasonable, nevertheless, they are significantly worse than the results obtained during its development as reported in [3] . In this paper, we have approached the problem of lip segmentation as a multi-variate statistical estimation problem. In the lower half of a face, the primary contribution to area is made by skin. We use the MCD [12] algorithm and a simple non-robust equivalent to segment out this region by virtue of it being the largest chromatically "similar" region in the image. The image can be classified into two classes, the "skin" class and the "not-skin" class. The lip region forms part of the "not-skin" class and can be identified following the application of connected components analysis and some post-processing.
The results produced by these two methods are then compared to the system proposed in [3] . The use of simple statistical parameter estimators is an easy way to segment the lip region particularly in applications that create a data-driven model of lip shapes.
Further improvements are expected to be made to the system. As mentioned earlier, the complexity of calculating the MCD Figure 10 : Results of the system using MCD parameters can be greatly improved by using statistically efficient search and sort algorithms. Additionally, a variety of optimisation methods for MCD estimation found in the literature can be implemented so that lip region segmentation can be performed in as fast as possible with the ultimate goal being to make it a real time process. Alternatively, the nonrobust estimation process could also be used to initialise the MCD algorithm. A model built using this system as a bootstrap mechanism could also be used to gain prior knowledge of the geographical shape of the cluster or alternatively track the area in the image that fit the lip model best. This in turn could be used to estimate a lip-like cluster directly from the image using the MCD process. Figure 12 : Results of the system using the middle lip boundary detection in the "Hybrid Edges" algorithm [3] 
