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第1章 序論 
 
1.1 研究背景 
近年，AI は技術が向上しているだけでなく，既に様々な商品・サービスに導入されてき
ている．具体的には，検索サイトやスマートスピーカー，自動車の自動運転などが身近な例
として挙げられる．しかし， AI の精度を最大限高めるには一般的に大量のデータセットが
必要である．アメリカや中国では，政府や企業の製品・サービスを通じて効率的にデータを
収集しており，一部大手 IT 企業はビッグデータを独占しつつある．それゆえ，AI の技術水
準は高い．対して，日本にはグローバルなプラットフォーマ企業がなく，ビッグデータを確
保できていないことから，AI の研究やビジネスにおいて遅れをとっていると考えられる． 
国内企業の研究者や開発者がこうした状況の中，世の中にある膨大な量のデータを集め
るのは難しい．そこで，既に所有しているデータおよび少ないデータを利活用しようとする
研究の取り組みが主に二つある．一つは，少量のデータを効率的に学習する技法であり，も
う一つは，生成モデルを使って学習用データを生成する技法である． 
前者では， ファインチューニングや転移学習といった技法があげられる．ファインチュ
ーニングは，事前学習したモデルの重みパラメータを初期値として，再度新しいデータセッ
トに対して学習するアルゴリズムである．一方，転移学習は事前学習したモデルの重みパラ
メータを固定して，新たに追加した層の重みパラメータのみ再度学習するアルゴリズムで
ある．どちらのアルゴリズムも，一般的に事前学習の際に用いられるデータセットは大規模
なものが多い． 
後者の例として，Generative Adversarial Network (GAN)[1]や Auto Encoder (AE)[2]が挙げ
られる．生成モデルに関する研究は近年数多くなされており，GAN に関する論文や特許出
願の件数は増加傾向にある[3]．GAN は新しい画像を生成できるが，収束させることが難し
い．対して，AE は安定して学習できるが，データセットと同じような画像しか生成できず，
新しい画像を生成することが難しい．また，身近な例として，これらの生成モデルは，ファ
ッションや広告用の新しい画像の生成や 3D モデルの生成，顔画像の老化フィルタ生成など
の様々なアプリケーションに使われ始めている[4]． 
以上のように，生成モデルを用いることで様々な画像を生成することができる．様々な画
像を生成することは，国内企業の研究者や開発者のデータセット不足を解決する支援にな
ると考えられる．しかし，一部のクラスのデータセットは既に多く持っている場合や，同一
クラスの似ているデータセットを多く持っている場合など，持っているデータセットの分
布にはいくつかのパタンが考えられる．よって，データセットの分布のパタンを考慮して画
像を生成する必要がある． 
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1.2 研究目的 
 本研究では，画像の品質およびデータ分布を考慮してデータ拡張することで，AI のクラ
ス分類精度を向上することを目的とする．また，画像データセットの分布を 3 パタンに分
け，それぞれに対する提案手法を述べる．一つ目に，全てのクラスの画像データセットが少
ない場合．二つ目に，同じクラス内に似た画像データセットが多くある場合．三つ目に，画
像データセットが多いクラスと，画像データセットが少ないクラスが混在する場合．手法と
しては，一つ目のパタンに対して，Generative Adversarial Capsule Network (CapsuleGAN)[5]
を用いて品質を考慮した画像を生成する．二つ目のパタンに対しては，Variational Auto-
Encoder (VAE)[6]の潜在変数を操作して，同一クラス内に偏りが生じないように画像を生成
する．三つ目のパタンに対しては，Adversarial Autoencoder (AAE)[7]と Synthetic Minority 
Over-sampling Technique (SMOTE)[8]を用いて少数クラスのデータを拡張する． 
1.3 本論文の構成 
 以下に本論文の構成を示す． 
第１章 本章であり，研究の背景および目的について述べる．  
第２章 本論文で用いる関連技術について述べる． 
第３章 提案手法について述べる． 
第４章 提案手法の実験概要と実験結果について記述し，実験結果の考察について述べる．  
第５章 本論文の結論と今後の課題について述べる． 
  
3 
 
第2章 関連技術 
 
2.1 まえがき 
 この章では，本研究の関連技術について詳細に述べる．まず，データ拡張について説明し，
つぎに，生成モデルについて説明する．最後に，サンプリング技術について述べる． 
2.2 データ拡張 
 一般的に，機械学習では，学習させるデータセットの量が少ないと過学習に陥る．この問
題を解決するために，様々な手法でデータ量を水増しすることをデータ拡張という．画像処
理分野では多くの場合，データセット画像に対して輝度変化や回転，平行移動，拡大縮小な
どの処理を施すことでデータ量を水増しする．画像処理分野だけでなく，自然言語処理分野
においてもデータ拡張を行うことが一般的である． 
2.3 CapsuleGAN 
2.3.1 GAN 
 GAN[1]は，Goodfellow らが提案した，画像の潜在空間を学習するための手法であり，生
成された画像を統計的に本物とほとんど見分けがつかないものにすることで，本物に似た
新しい画像の生成を可能にする．GAN は Generator と Discriminator の二つのネットワーク
で構成されるモデルであり，これらが互いに学習していくことで，最終的に Generator が本
物に近い画像を生成するようになる．GAN の概要を図 2.1 に示す． 
 
図 2.1 GAN の概要図 
 Generator は入力を潜在変数𝑧，出力を画像とするニューラルネットワークである．対し
て，Discriminator は入力を画像，出力を真偽値とするニューラルネットワークである．
Discriminator には，データセットの画像と Generator の生成画像を交互に入力していき，
4 
 
Discriminator はそれらの画像に対して，データセット由来か生成器由来かを判断する．そ
の判断が正しくなるように Discriminator は学習し，Generator は生成画像が Discriminator
にデータセット由来だと判断させるように学習する．Generator と Discriminator の学習が
うまく進むことで，Generator はデータセットの画像と似た画像を生成できるようになり，
Discriminator は入力画像がデータセット由来かどうかをより高精度で判断できるようにな
る．GAN は式(2.1)で表される価値関数𝑉(𝐺, 𝐷)のミニマックス問題を解くことで，最適な
Generator と Discriminator を得る． 
 
 
min
𝐺
 max
𝐷
 𝑉(𝐺, 𝐷) = 𝔼𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥)[𝑙𝑜𝑔𝐷(𝑥)] + 𝔼𝑧~𝑝𝑧(𝑧)[log(1 − 𝐷(𝐺(𝑧))] (2.1) 
𝐷(𝑥)は Discriminator の入力𝑥がデータセット由来である確率を表し，𝐺(𝑧)は Generator が𝑧
から生成するサンプルを表す．また，𝑝𝑑𝑎𝑡𝑎(𝑥)はデータセットの確率分布を表し，𝑝𝑧(𝑧)は𝑧
の確率分布を表す． 
2.3.2 Capsule Network 
Capsule Network[9]とは，Hinton らが提案した，Convolutional Neural Network (CNN)[10]に
代わる画像認識手法である．従来，画像認識の分野において様々なモデルの CNN が用いら
れてきたが，CNN にはプーリング層において画像特徴の位置情報を喪失する問題があった．
そこで，Hinton らは画像特徴の位置関係をカプセルという名のベクトルで保持することで，
画像をいくつかのカプセルの重み付けで構成することに成功した．図 2.2 に示した簡易な顔
をもとに， CNN と Capsule Network が認識できる画像の違いについて述べる． 
 
 
図 2.2 正しい特徴配置の画像(左)と不適切な特徴配置の画像(右) 
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 図 2.3 CNN の概要図  
 
図 2.4 Capsule Network の概要図 
 CNN は，全結合層と畳み込み層，プーリング層から成り立つモデルである．畳み込み層
では特徴を抽出し，プーリング層では特徴マップを圧縮する．しかし，プーリング層の働き
により，特徴間の位置関係の情報を喪失してしまう問題がある．たとえば，図の左の顔は目・
鼻・口が正しい位置関係で構成されているが，右の顔のように目・鼻・口のそれぞれの位置
関係が正しくなくても，CNN は右の図を顔と認識する． 
そこで，Capsule Network ではプーリング層を廃止して，カプセルという新しい構造を導
入した．Capsule Network は畳み込み層，Primary Caps 層，Digit Caps 層から成り立つモデ
ルである．畳み込み層を通して得られた特徴マップが，Primary Caps 層によってカプセルに
変換される．特徴マップがカプセルに変換される様子を図 2.5 に示す． 
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図 2.5 Primary Capsule 層 
図 2.5 について説明する．まず，畳み込み層を通して得られた𝑁チャネルの特徴マップから
隣接し合う特徴マップを 𝑀チャネルずつグループ化する．𝑛チャネル目の特徴マップを𝒂𝑛と
すれば，𝑁チャネルの特徴マップは次のように特徴マップの集合として表せる． 
 
 
𝐀 = {𝒂𝑛|1 ≤ 𝑛 ≤ 𝑁 } (2.3) 
各チャネルの同じ座標のピクセルのスカラ値がカプセルへ変換される．いま，i行目𝑗列目の
ピクセルに注目する．𝑛チャネル目の特徴マップ𝒂𝑛の𝑖行目𝑗列目のピクセルを𝒂𝑛𝑖𝑗とすると，
𝑀個のピクセルのスカラ値からなるカプセル𝒄は次のように𝑀 次元ベクトルになる． 
 
 
𝒄 = (
𝑎1𝑖𝑗
𝑎2𝑖𝑗
⋮
𝑎𝑀𝑖𝑗
) (2.4) 
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図 2.6 Digit Caps 層 
次に，Digit Caps 層について図 2.6 をもとに説明する．Primary Capsule 層の出力のカプセル
に𝑀 × 𝑀′重み行列をかけることで，𝑀′次元ベクトルを得る．クラス数を𝐾とすると，Digit 
Caps 層は𝐾個の𝑀′次元ベクトルを出力する．クラス予測の際には，𝐾個のベクトルそれぞれ
の𝐿2ノルムを求め，最も大きい𝐿2ノルムを持つクラスを予測クラス𝑝𝑟𝑒𝑑とする．これは式
(2.5)で表される． 
 
 
𝑝𝑟𝑒𝑑 = 𝑎𝑟𝑔 max
𝑘
𝐿𝑘
2  (2.5) 
また，損失関数は式(2.6)で表される． 
 
 
𝐿𝑀 = ∑ 𝑇𝑘𝑚𝑎𝑥(0, 𝑚
+ − ‖𝑣𝑘‖)
2 + 𝜆(1 − 𝑇𝑘)𝑚𝑎𝑥(0, ‖𝑣𝑘‖ − 𝑚
−)2
𝐾
𝑘=1
 (2.6) 
𝑣𝑘は Digit Caps 層のカプセル𝑘の出力である．なお，画像内にクラスラベル𝑘が存在するとき
𝑇𝑘 = 1として，存在しないとき𝑇𝑘 = 0とする．さらに 𝑚
+ = 0.9, 𝑚− = 0.1, 𝜆 = 0.5とする． 
2.3.3 CapsuleGAN 
 CapsuleGAN[5]とは，Jaiswal らが提案したモデルであり，CNN から成る Generator と
Capsule Network から成る Discriminator で構成された GAN である．CapsuleGAN における
Discriminator の最終層は一つのカプセルのみを持ち，そのベクトルの大きさを，入力画像
が真である予測確率としている． 
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 一般的に，Capsule Network はパラメータ数が多い．なぜなら，Capsule Network におい
て，カプセルの出力はスカラ値ではなくベクトルであり，Digit Caps 層において各カプセル
が他の全てのカプセルと重みパラメータで結ばれているからである．Capsule Network のパ
ラメータ数が多いことから，Capsule GAN には二つの問題がある．まず，Capsule Network は
とても強力なモデルなので，学習過程において Generator を罰しやすく，それゆえ Generator
が全く学習できなくなる，あるいはモード崩壊に陥ってしまう．さらに，Dynamic Routing
の実行速度は遅い． 
 価値関数は，GAN における binary cross-entropy と異なり，式(2.6)の margin loss を用い
る．モデル全体の価値関数は式(2.7)で表される． 
 
 
min
𝐺
 max
𝐷
 𝑉(𝐺, 𝐷) = 𝔼𝒙~𝑝𝑡(𝒙)[−𝐿𝑀(𝐷(𝒙), 𝑇 = 1)] + 𝔼𝒛~𝑝𝑧(𝒛)[−𝐿𝑀(𝐷(𝐺(𝒛)), 𝑇 = 0)] (2.7) 
2.4 AE 
2.4.1 AE 
 AE[2]とは，ニューラルネットワークを用いた次元削減アルゴリズムである．AE は Encoder
と Decoder で構成され，Encoder を通して入力データを圧縮し，Decoder を通して復元する．
Decoder によって復元されたデータと，入力データの二乗誤差を損失関数として，この誤差
を小さくするように AE が学習する．最終的には Decoder が復元するデータは入力データと
似たものになる．AE の概要を図 2.7 に示す． 
 
図 2.7 AE の概要図 
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 入力画像と出力画像のピクセル数は同じであり，そのピクセル数を𝑛とする．AE の入力と
出力は画像のピクセルを 1 次元に展開したものである．入力画像を𝐱，出力画像を?̂?とする
と，損失関数𝑙𝑟𝑒𝑐𝑜𝑛は次(2.8)で表される． 
 
 
𝑙𝑟𝑒𝑐𝑜𝑛 =  
1
𝑛
∑(𝐱𝑖 − ?̂?𝑖)
2
𝑛
𝑖=1
 (2.8) 
 
2.4.2 VAE 
VAE[6]とは，AE の潜在変数に確率分布を導入したアルゴリズムである．潜在変数𝐳から学
習データ𝐱を生成する確率分布を𝑃(𝐳|𝐱)とする．Encoder が予測する確率分布を𝑄(𝐳|𝐱)とす
ると，Decoder が予測する確率分布は𝑃(𝒙|𝐳)として解釈することができる．VAE では，𝑃(𝐳|𝐱)
と𝑄(𝐳|𝐱)の二つの確率分布の KL Divergence を誤差関数としており，式(2.9)で表される． 
 
 
𝐷𝐾𝐿[𝑄(𝐳|𝐱) ∥ 𝑃(𝐳|𝐱)] = ∫ 𝑄(𝐳|𝐱) log
𝑄(𝐳|𝐱)
𝑃(𝐳|𝐱)
𝑑𝐳 
= 𝑙𝑜𝑔𝑃(𝐱) + 𝐷𝐾𝐿(𝑄(𝐳|𝐱) ∥ 𝑃(𝐳)) − ∫ 𝑄(𝐳|𝐱)𝑙𝑜𝑔𝑃(𝐱|𝐳)𝑑𝐳 
(2.9) 
式(2.9)を整理すると， 
 
 
𝑙𝑜𝑔𝑃(𝐱) − 𝐷𝐾𝐿[𝑄(𝐳|𝐱) ∥ 𝑃(𝐳|𝐱)] = ∫ 𝑄(𝐳|𝐱)𝑙𝑜𝑔𝑃(𝐱|𝐳)𝑑𝐳 − 𝐷𝐾𝐿(𝑄(𝐳|𝐱) ∥ 𝑃(𝐳)) (2.10) 
となる．ここで，𝐷𝐾𝐿[𝑄(𝐳|𝐱) ∥ 𝑃(𝐳|𝐱)] > 0より，式(2.11)に書き直せる． 
 
 
𝑙𝑜𝑔𝑃(𝐱) ≥ ∫ 𝑄(𝐳|𝐱)𝑙𝑜𝑔𝑃(𝐱|𝐳)𝑑𝐳 − 𝐷𝐾𝐿(𝑄(𝐳|𝐱) ∥ 𝑃(𝐳)) (2.11) 
式(2.11)の右辺は変分下限であるので，左辺の対数尤度を最大化するのではなく，右辺の変
分下限を最大化することを考える．そのためには，右辺の第一項を最大化し，第二項を最小
化すればよい．また，右辺の第一項はサンプリング近似で求めることができ，式(2.12)で書
き表せる． 
 
 
𝑙𝑜𝑔𝑃(𝐱) ≥ 𝔼[log 𝑃(𝐱|𝐳)] − 𝐷𝐾𝐿(𝑄(𝐳|𝐱) ∥ 𝑃(𝐳)) (2.12) 
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よって，VAE モデルの誤差関数は次の式(2.13)で表される． 
 
 
𝑙𝑡𝑜𝑡𝑎𝑙 = −𝔼[log 𝑃(𝐱|𝐳)] + 𝐷𝐾𝐿(𝑄(𝐳|𝐱) ∥ 𝑃(𝐳)) (2.13) 
式(2.13)の右辺の第一項は，実装する上では，式(2.8)を用いることがある．また，式(2.13)
の第 1 項において，Encoder で推定したパラメータから𝐳をサンプリングする必要があるが，
𝐳~𝑁(𝜇, 𝜎)としたとき，誤差逆伝播ができないことから，潜在変数を以下の式(2.14)でサンプ
リングする．これを Reparameterization Trick という[6]． 
 
 
𝜀~𝑁(0, 𝐼) 
𝑧 = 𝜇 + 𝜀𝜎 
(2.14) 
最終的な VAE の概要を図 2.8 に示す． 
 
図 2.8 VAE の概要図 
2.4.3 AAE 
AAE[7]とは，AE と GAN を組み合わせたモデルであり，AE の潜在変数の分布が任意の分
布になるように学習することができる．具体的には，GAN の Discriminator に任意の確率分
布と AE の潜在変数の分布を入力して学習する．AAE は，AE において式(2.8)の損失関数が
定義され，Adversarial Network においては式(2.7)の価値関数が定義される．AAE の概要を
図 2.9 に示す 
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図 2.9 AAE の概要図 
2.5 SMOTE 
SMOTE[8]とは，オーバーサンプリング手法の一つである．この手法は不均衡データの対
策として用いられる．SMOTE の流れは次のようになる． 
1. サンプル数の少ないクラスの中から一つのサンプル𝑠を選択する 
2. サンプル𝑠の K 近傍を取得する． 
3. サンプル𝑠と K 近傍の特徴量の差を求める． 
4. 求めた特徴量の差に0~1の乱数をかける． 
5. 処理 4 の結果をサンプル𝑠に加える．これが新しく生成されたサンプルである． 
 
SMOTE の一連の流れを 1 次元空間で表したものを図 2.10 に示す． 
 
図 2.10 SMOTE の概要図 
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第3章 提案手法 
 
3.1 まえがき 
この章では，提案手法についての説明を行う． 
3.2 CapsuleGAN を用いたデータ拡張 
本節では，生成画像品質を考慮してデータ拡張を行う手法を提案する．渡部らは， 
DCGAN[11]を用いてデータ拡張を行った[12]が，DCGAN で生成された画像の中には，特徴
の位置関係が不正な画像が見受けられた．これに対して，特徴の位置関係が正しい画像を生
成することで，クラス分類精度を向上できると考える．そこで，特徴の位置関係が正しい画
像を生成するために，CapsuleGAN を用いて画像を生成する．この手法のフローチャートを
図 3.1 に示す． 
 
図 3.1 CapsuleGAN を用いたデータ拡張の概要図 
 図 3.1 について述べる．まず学習用のデータセットを用意する．CapsuleGAN を用いて，
データセットから新しい類似画像を生成する．次に，データセットと生成画像の両方に対し
て輝度変換や回転，平行などの処理をすることで，拡張データセットを得る． 
また，本研究では，従来の CapsuleGAN よりも品質の高い画像を生成するために，
Discriminator の Primary Caps 層に変更を加えた．Primary Caps 層における特徴マップから
カプセルへの変換について，従来手法と提案手法をそれぞれ図 3.2 に示した． 
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図 3.2 従来の特徴マップ選択方式(左)と提案手法の特徴マップ選択方式(右) 
従来手法では，畳み込み層を通して得られた𝑁チャネルの特徴マップから隣接し合う特徴
マップを𝑀チャネルずつグループ化してカプセルに変換していた．しかし，畳み込みフィル
タの初期値のランダム性により，特徴間の位置関係を保持するためには，隣接していない特
徴マップについてもカプセル化する必要があると考えられる．Primary Caps 層の入力を N
チャネルの特徴マップとすると，その特徴マップの集合は式(2.3)のように表せる．特徴マ
ップの集合𝑨をランダム置換σによって並び替えた特徴マップの集合を𝑩とすると，𝜎と𝑩は
式(3.1)，式(3.2)で表せる． 
 
 
𝑩 = {𝜎(𝒂𝑛)|1 ≤ 𝑛 ≤ 𝑁 } (3.1) 
 𝜎 = (
𝒂1 𝒂2 𝒂3
𝒃1 𝒃2 𝒃3
…
𝒂𝑁−2 𝒂𝑁−1 𝒂𝑁
𝒃𝑁−2 𝒃𝑁−1 𝒃𝑁
) (3.2) 
また，カプセル𝒄𝑘は 
 
 
 
 
𝒄𝑘 = (
𝒃1𝑖𝑗
𝒃2𝑖𝑗
⋮
𝒃𝑀𝑖𝑗
) ，1 ≤ k ≤
𝑁 × 𝑊 × 𝐻
𝑀
，1 ≤ 𝑖 ≤ 𝐻，1 ≤ 𝑗 ≤ 𝑊 (3.3) 
と表せる．ただし，特徴マップの行数を𝐻，列数を𝑊とする． 
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従来のカプセル化にこの手法を加えることで，従来の CapsuleGAN で保持できなかった位置
関係も保持できると考えられる．また，これらの処理によって得られた拡張データセットを
用いて CNN モデルを学習させることで，クラス分類精度が向上すると考えられる． 
3.3 VAE における潜在変数操作によるデータ拡張 
本節では，同一クラスデータの分布の偏りを考慮してデータ拡張を行う手法を提案する．
従来，データ拡張は全クラスもしくは少数クラスに適用されている．しかし，同一クラスに
おいても，平均に近い画像は比較的多く，平均から遠い画像は比較的少ないと考えられる．
そして，これは CNN のクラス分類において，平均から遠い画像を誤分類することにつなが
る．そこで，同一クラス内のデータ分布の偏りを解決する手法を提案する．提案手法の流れ
を次に示す． 
1. 学習データセットのクラス数の VAE を用意する． 
2. 学習データセットの各クラスに対して各 VAE を学習させる． 
3. 学習済みの VAE を用いて，学習データを次元数𝑁の低次元空間にマッピングする． 
4. N次元空間における原点からユークリッド距離が最も大きい位置にあるデータまでの距
離𝑑を求める． 
5. N次元空間の半径dの球内に一様分布を生成する． 
6. 生成されたN次元の潜在変数を Decoder に通して画像を生成する． 
 
図 3.3 VAE における潜在変数操作の概要図 
3.4 AAE と SMOTE を用いたデータ拡張 
 本節では，クラス分類問題における不均衡データに対して，AAE と SMOTE を用いてデー
タ拡張する手法を提案する．機械学習において，全クラスの均一な量の画像データセットを
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集めるのは容易ではない．そこで，少数クラスのサンプルをオーバーサンプリングする手法
を提案する．提案手法の流れを以下に記す． 
1. AAE モデルを一つ用意する． 
2. Discriminator の真のデータとして 10 個のラベル付き正規分布を用意する． 
3. 学習データセット全クラスをまとめて AAE を学習させる． 
4. 少数クラスの潜在変数に対して SMOTE を適用． 
5. SMOTE によってオーバーサンプリングした潜在変数を学習済み AAE の Decoder に通し
て，画像を生成する． 
手順 2 において用意する真のデータのイメージを図 3.4 に示す．各クラスの潜在変数を 2 次
元空間に分布させる際，各クラスタが交わらないようにする．各クラスの潜在変数はそれぞ
れ平均が異なる正規分布に従うように分布させる．また，この提案手法の概要を図 3.5 に示
す． 
 
図 3.4 理想的な潜在変数の分布 
 
図 3.5 AAE と SMOTE を用いたデータ拡張の概要図 
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3.5 むすび 
 本章では，データ拡張として三つの手法について説明した． 
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第4章 評価実験 
 
4.1 まえがき 
 本章では，第 3 章で提案した手法の評価実験と考察について述べる．なお，本章における
実験は全て表 4.1 の環境下で行なった． 
表 4.1 実験環境 
OS Ubuntu 18.04.3LTS 
RAM 64GB 
CPU Intel®Core𝑇𝑀i7 − 6700K CPU @ 4.00GHz ×  8 
GPU NVIDIA Titan X Pascal 
 
4.2 実験概要 
 本研究では，提案手法の評価実験として次の評価実験を行う．まず，提案した CapsuleGAN
を用いて画像を生成する．さらに，生成した画像の品質評価を行う．これを実験 1 とする．
つぎに，提案した CapsuleGAN を用いたデータ拡張の評価を行う．これを実験 2 とする．つ
づいて，VAE において一様分布にした潜在変数を，Decoder に通して画像を生成する．生成
した画像の多様性を評価する．これを実験 3 とする．データセットの同一クラス内に分布
の偏りがある場合，VAE を用いてデータ拡張をすることで，クラス分類精度を向上できるか
調査する．これを実験 4 とする．最後に，データセットの他クラス間に分布の偏りがある場
合，AAE と SMOTE を用いてデータ拡張することで，クラス分類精度を向上できるか調査す
る．これを実験 5 とする． 
4.2.1 データセット 
 本研究では，公開データセットである MNIST[13]，Fashion-MNIST[14]を使用する．MNIST
とは，0~9 の手書き数字の画像データと，その数字のラベルデータがセットとなっており，
1 クラスあたりの平均枚数が 7000 枚のデータセットである．Fashion-MNIST とは，10 クラ
スの衣料品の画像データと，そのラベルがセットとなっており，1 クラスあたり平均 7000
枚の画像データセットである．どちらの画像データセットもグレースケール画像である．こ
れらデータセットについてのまとめを表 4.2 に示す．また，データセットの例を図 4.1 に示
す． 
 
18 
 
表 4.2 データセット 
 データ数 分類クラス １クラスあたりの平均データ数 
MNIST 70000 10 7000 
Fashion-MNIST 70000 10 7000 
 
     
0 1 2 3 4 
     
5 6 7 8 9 
MNIST 
 
     
T-shirt Trouser Pullover Dress Coat 
     
Sandal Shirt Sneaker Bag Ankle Boot 
Fashion-MNIST 
図 4.1 データセットの例 
4.2.2 評価指標 
 本項では，本研究で用いる評価指標について述べる．提案手法によって生成された画像の
品質を Inception Score(IS)[15]，Fréchet Inception Distance(FID)[16]，Multi-Scale Structural 
Similarity Image Quality(MS-SSIM)[17]の 3 つの評価指標を用いて評価する．これらの評価指
標について説明する． 
Inception Score とは，二つの確率分布の KL Divergence であり，式(4.1)で表される． 
 
 
𝐼𝑆 = 𝑒𝑥𝑝𝔼𝑥𝐷𝐾𝐿(𝑝(𝑦|𝑥) ∥ 𝑝(𝑦)) (4.1) 
𝑝(𝑦|𝑥)は inception モデルが画像𝑥をラベル𝑦として予測する確率を表し，𝑝(𝑦)は𝑦の周辺確
率を表す．IS を用いることで，生成画像の品質と多様性を評価することができる． 
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FID とは，Inception モデルの中間層の出力によって得られるベクトル𝒉を使って求められる
Fréchet Distanceである．まず，𝒉の分布が多変量正規分布に従うと仮定する．次に，𝒉を用
いて平均ベクトル𝝁と不偏共分散行列Σを求める．画像集合を A とするとき，平均ベクトル
𝝁と不偏共分散行列𝜮は次の式で表せる． 
 
 
𝝁 =
1
|𝑨|
∑ 𝒉
𝒉∈𝑯
 
𝜮 =
1
|𝑨| − 1
∑(𝒉 − 𝝁)(𝒉 − 𝝁)𝑇
𝒉∈𝑯
 
(4.2) 
二つの画像集合𝑨1, 𝑨2の距離を計算する場合，それぞれの平均ベクトルと不偏共分散行列を
𝝁1，𝝁2，𝜮1，𝜮2とおくと，Fréchet Distanceは式(4.3)で表せる． 
 
 
𝐹𝐼𝐷 = |𝝁1 − 𝝁2|
2 + 𝑡𝑟(𝚺1 + 𝚺2 − 2(𝚺1𝚺2)
1
2) (4.3) 
 MS-SSIM は複数の SSIM の平均であり，SSIM とは 2 枚の画像を画素値，コントラスト，
構造の三つの観点で評価したときの総乗である．SSIM は画像内のウィンドウ毎に求められ，
2 枚の画像𝑥, 𝑦の SSIM は以下の式(4.4)で表される． 
 
 
𝑆𝑆𝐼𝑀(𝑥, 𝑦) =
(2𝜇𝑥𝜇𝑦 + 𝜀1)(2𝜎𝑥𝑦 + 𝜀2)
(𝜇𝑥
2 + 𝜇𝑦
2 + 𝜀1)(𝜎𝑥
2 + 𝜎𝑦
2 + 𝜀2)
 (4.4) 
ここで，𝜇はウィンドウ内の平均画素値，𝜎はウィンドウ内の画素値の標準偏差，𝜀は非常に
小さな数の定数である．よって，ウィンドウ数を M としたときの MS-SSIM は次の式(4.5)で
表される． 
 
 
𝑀𝑆-𝑆𝑆𝐼𝑀(𝒙, 𝒚) =
1
𝑀
∑ 𝑆𝑆𝐼𝑀(𝒙𝑚, 𝒚𝑚)𝑚∈𝑀  (4.5) 
本研究では，生成画像の多様性評価として，生成画像の中からランダムにペアを選び，MS-
SSIM の平均を扱う．これをMSSSIM𝑚𝑒𝑎𝑛とすると，最終的な式は式(4.6)となる． 
 
 
𝑀𝑆-𝑆𝑆𝐼𝑀𝑚𝑒𝑎𝑛 =
1
𝑁
∑ 𝑀𝑆𝑆𝑆𝐼𝑀(𝑥𝑛, 𝑦𝑛)𝑛∈𝑁  (4.6) 
また，CNN モデルでクラス分類を行う際の評価指標は以下の通りである． 
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 Accuracy：全体の精度 
 Precision：ラベルLと予測した結果のうち，正解ラベルが𝐿である割合 
 Recall：正解ラベルが𝐿であるデータのうち，ラベル𝐿と予測できた割合 
4.3 提案した CapsuleGAN による画像生成 
 実験 1 では，提案した CapsuleGAN を用いて画像を生成する．3.2 節で提案した手法にお
いて，特徴マップの集合 A から特徴マップの集合 B へのランダム置換𝜎を複数種類用意す
る．𝛩種類用意するとした場合，置換𝜎の集合は𝛔 = {𝜎𝜃|1 ≤ 𝜃 ≤ Θ }となる．特徴マップの集
合 A に対して各置換𝝈𝜃を用いて特徴マップの集合 B へ置換する．このときの置換の様子を
図 4.2 に示す． 
 
図 4.2  𝚯種類のランダム置換による特徴マップの並び替え 
本研究では，用いるパラメータ𝛩を𝛩 = 1とする． 
CapsuleGAN により生成された画像の例を図 4.4 に示す．提案した CapsuleGAN によって
生成された画像は概ね，元のデータセットと似ている画像であると確認できる．しかし，
MNIST における数字の 6 と 9 の画像が崩れている．Fashion-MNIST においては，バッグの
取っ手の部分が消失している．これは Discriminator が Generator よりも早く学習している
ことが原因であると考えられる． 
  
21 
 
 
 
 
 
図 4.3 CapsuleGAN の生成画像例(上段：MNIST，下段：Fashion-MNIST) 
4.4 実験 1：提案した CapsuleGAN による生成画像の品質評価 
4.4.1 実験概要 
 実験 1 では，4.2.2 項で説明した評価指標を用いて，提案した CapsuleGAN によって生成
した画像の品質を評価する．評価するにあたり，従来の CapsuleGAN でも同様に画像生成を
行う．なお，各クラスのデータセット数を 100 枚として，生成画像の枚数を 100 枚とする． 
4.4.2 実験結果および考察 
 MNIST の実験結果を表 4.3 に，Fashion-MNIST の実験結果を表 4.4 にそれぞれ示す． 
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表 4.3 実験 1 の結果(MNIST) 
 
クラス 
平均 
0 1 2 3 4 5 6 7 8 9 
IS 
従来手法 2.2 2.1 2.1 1.9 2.1 2.1 1.9 2.3 2.1 1.8 2.1 
提案手法 1.9 2.1 2.2 1.8 2.2 2.1 2.0 2.1 1.9 1.9 2.0 
FID 
従来手法 166 330 150 134 166 158 193 127 223 178 183 
提案手法 184 169 354 231 299 174 341 237 203 203 240 
 
表 4.4 実験 1 の結果(Fashion-MNIST) 
 
クラス 
平均 
0 1 2 3 4 5 6 7 8 9 
IS 
従来手法 2.4 2.0 2.3 2.4 2.6 2.2 2.6 1.8 2.4 2.0 2.3 
提案手法 2.3 2.0 2.2 2.3 2.5 2.1 1.9 1.9 1.8 2.1 2.1 
FID 
従来手法 222 348 260 232 246 251 278 310 295 259 270 
提案手法 231 411 290 247 289 300 373 299 337 282 306 
 
 表 4.3，表 4.4 より，提案した CapsuleGAN による生成画像は，従来の CapsuleGAN による
生成画像に比べて，IS は小さい値であった．よって，CapsuleGAN による生成画像の方が画
質は悪い．これは Discriminator が強すぎたことが原因であると考えられる．一方，提案手
法による画像の方が，FID の値が大きいことから，提案手法による生成画像の方が，元の画
像データセットと似ていない画像を生成できたといえる．  
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4.5 実験 2：提案した CapsuleGAN を用いたデータ拡張の評価 
4.5.1 実験概要 
 実験 2 では，提案した CapsuleGAN を用いたデータ拡張の評価実験として，CNN の学習デ
ータセットに加える，CapsuleGAN による生成画像の枚数と，CNN のクラス分類精度の関係
を調査した． 1 クラスあたりに加える生成画像の枚数を 0，50，100，500，1000 枚と変え
て CNN の学習を行い，それぞれの CNN のクラス分類精度の比較を行った．ただし，元のデ
ータセットは各クラス 100 枚とした． 
4.5.2 実験結果および考察 
データ拡張せずにクラス分類した結果を表 4.5 に示す．従来の CapsuleGAN を用いてデー
タ拡張したときのクラス分類結果を，データセットごとに表 4.6，表 4.7 にそれぞれ示す．
提案した CapsuleGAN を用いてデータ拡張したときのクラス分類結果を，データセットごと
に表 4.8，表 4.9 にそれぞれ示す． 
表 4.5  データ拡張しない場合のクラス分類 
データセット 
クラス 
平均 
0 1 2 3 4 5 6 7 8 9 
MNIST 0.97 0.98 0.87 0.86 0.89 0.85 0.92 0.89 0.83 0.84 0.89 
Fashion-
MNIST 
0.73 0.89 0.73 0.89 0.61 0.85 0.23 0.93 0.92 0.88 0.77 
 
表 4.6 従来の CapsuleGAN によるデータ拡張後のクラス分類(MNIST) 
追加枚数 
クラス 
平均 
0 1 2 3 4 5 6 7 8 9 
50 94 94 88 86 90 91 94 83 88 85 89 
100 93 94 90 87 92 93 91 91 83 84 90 
500 92 92 84 88 94 88 94 90 92 85 90 
1000 95 95 85 92 92 84 93 88 92 88 91 
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表 4.7 従来の CapsuleGAN によるデータ拡張後のクラス分類(Fashion-MNIST) 
追加枚数 
クラス 
平均 
0 1 2 3 4 5 6 7 8 9 
50 82 89 77 83 40 95 24 82 92 85 75 
100 75 91 57 86 63 89 49 93 93 91 79 
500 76 91 75 86 60 90 43 90 91 91 79 
1000 81 92 78 83 61 89 40 92 93 92 80 
 
表 4.8 提案した CapsuleGAN によるデータ拡張後のクラス分類(MNIST) 
追加枚数 
クラス 
平均 
0 1 2 3 4 5 6 7 8 9 
50 97 97 87 86 90 87 92 84 88 90 90 
100 98 96 88 82 86 88 92 86 91 89 90 
500 97 97 87 90 89 88 91 87 90 88 90 
1000 98 98 85 92 90 90 92 87 83 90 91 
 
表 4.9 提案した CapsuleGAN によるデータ拡張後のクラス分類(Fashion-MNIST) 
追加枚数 
クラス 
平均 
0 1 2 3 4 5 6 7 8 9 
50 72 86 76 88 52 91 23 90 93 90 76 
100 79 91 71 84 73 90 16 90 92 91 78 
500 77 91 64 83 80 89 35 89 94 93 80 
1000 74 92 68 78 73 89 35 88 92 93 78 
 
 表 4.5，表 4.6 より，追加枚数を増やすことで，クラス分類精度が向上することが確認で
きる．しかし，ある程度増やしたところで，精度の向上が見られなくなることが分かる．こ
れは正しい画像だけでなくノイズが生成されていることが原因であると考えられる． 
4.6 潜在変数を一様分布にしたときの VAE による画像生成 
 本節では，潜在変数を一様分布にした VAE によって生成された画像の例を図 4.5 に示す．
この実験において，VAE に各クラス 1000 枚の画像データセットを学習させた． 
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図 4.4 VAE の生成画像例(上段：MNIST，下段：Fashion-MNIST) 
 VAE によって生成された画像は概ね，元のデータセットと似ている画像であると確認で
きる．しかし，MNIST における数字の 0 と 4 の画像が崩れている．Fashion-MNIST におい
ては，ヒールの画像とバッグの画像が一部消失している．これらは同一クラス内において，
ある画像の潜在変数と別の画像の潜在変数の間に存在する潜在変数を Decoder に通して得
られた画像であると考えられる． 
4.7 実験 3：VAE による生成画像の多様性評価 
4.7.1 実験概要 
 実験 3 では，4.2.2 項で説明した評価指標の𝑀𝑆-𝑆𝑆𝐼𝑀𝑚𝑒𝑎𝑛を用いて，VAE によって生成し
た画像の多様性を評価する． 
4.7.2 実験結果および考察 
 VAE によって各クラスの画像を 317 枚生成し，生成した画像の中からランダムに 1000 組
の画像を選択し，画像間の MS-SSIM を求めた．さらに，MS-SSIM の平均𝑀𝑆-𝑆𝑆𝐼𝑀𝑚𝑒𝑎𝑛を求
め，求めた結果をデータセットごとに表 4.10，表 4.11 に示す．また， VAE を学習させる際
に用いた元データセット 1000 枚の𝑀𝑆-𝑆𝑆𝐼𝑀𝑚𝑒𝑎𝑛を求め，生成画像の𝑀𝑆-𝑆𝑆𝐼𝑀𝑚𝑒𝑎𝑛と比較す
る． 
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表 4.10 実験 3 の結果(MNIST) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 平均 
データセット 0.44 0.70 0.35 0.37 0.36 0.30 0.39 0.44 0.42 0.39 0.42 
生成画像 0.53 0.61 0.70 0.51 0.50 0.40 0.49 0.47 0.55 0.44 0.52 
 
表 4.11 実験 3 の結果(Fashion-MNIST) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 平均 
データセット 0.52 0.66 0.33 0.63 0.46 0.23 0.30 0.61 0.24 0.71 0.47 
生成画像 0.50 0.53 0.40 0.50 0.57 0.37 0.46 0.57 0.32 0.81 0.50 
 
 実験の結果，提案手法において，MNIST の全クラス平均の𝑀𝑆-𝑆𝑆𝐼𝑀𝑚𝑒𝑎𝑛は 0.52 となり，
Fashion-MNIST の全クラス平均の𝑀𝑆-𝑆𝑆𝐼𝑀𝑚𝑒𝑎𝑛は 0.50 となった．元のデータセットの𝑀𝑆-
𝑆𝑆𝐼𝑀𝑚𝑒𝑎𝑛に比べ，高い値となることを確認した．よって，生成画像は元のデータセットよ
りも多様性がないことが分かる．また，実データに存在しない潜在変数を Decoder に入力
した場合，似たような画像を生成すると考えられる． 
4.8 実験 4：VAE を用いたデータ拡張の評価 
4.8.1 実験概要 
 実験 4 では，VAE における潜在変数の分布を操作することで，データセットの各クラス
内のデータ分布の偏りがクラス分類に与える影響を調査する．そこで，元の学習データセッ
トのみを学習した CNN モデルと，VAE で生成した画像のみを学習した CNN モデルの性能
を，CNN クラス分類において比較する．この実験では，各クラスのデータセット数を 50，
500，1000 枚と変えて実験を行い，全ての場合において，学習用画像とバリデーション用画
像を 4:1 に分けて学習を行った． 
4.8.2 実験結果および考察 
 MNIST，Fashion-MNIST の実験結果をそれぞれ表 4.12，表 4.13 に示す．各値は全クラス
の平均である． 
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表 4.12 実験 4 の結果(MNIST) 
 
各クラスのデータセット数 
50 500 1000 
Accuracy [%] 
データセット 65 93 95 
生成画像 74 69 71 
Precision [%] 
データセット 77 94 95 
生成画像 77 74 77 
Recall [%] 
データセット 67 94 95 
生成画像 74 69 71 
 
表 4.13 実験 4 の結果(Fashion-MNIST) 
 
各クラスのデータセット数 
50 500 1000 
Accuracy [%] 
データセット 60 78 84 
生成画像 66 62 60 
Precision [%] 
データセット 69 78 84 
生成画像 66 65 60 
Recall [%] 
データセット 67 78 84 
生成画像 66 62 60 
 
 表 4.12，表 4.13 より，元の画像データセットの枚数が少ないとき，VAE による生成画像
のみを学習する方が，クラス分類精度が高いことが確認できる．しかし，枚数が多い時はク
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ラス分類精度が低い．枚数が多いときはノイズデータが多く生成されていることが原因で
あると考えられる．よって，元の画像データセットの枚数が少ないとき、同一クラス内のデ
ータ分布を考慮したデータ拡張が有効である． 
4.9 実験 5：AAE と SMOTE を用いたデータ拡張の評価 
4.9.1 実験概要 
 実験 5 では，AAE と SMOTE を用いることで，クラス間の不均衡なデータ分布におけるク
ラス分類精度を向上できるか調査した．まず，少数派クラスの各データ数を 10，50，100
枚，多数派クラスの各データ数を 100，500，1000 枚としたとき，データ拡張をしない場合
の CNN によるクラス分類精度の調査をした．つづいて，比較実験として，DCGAN を用いて
少数派クラスのデータを 100，500，1000 枚まで拡張したときのクラス分類精度の調査をし
た． 最後に，AAE と SMOTE を用いて少数派クラスのデータを 100，500，1000 枚まで拡
張したときのクラス分類精度の調査をした． 
4.9.2 実験結果および考察 
 データ拡張しない場合の結果を表 4.14，表 4.15，表 4.16 に示す．また，DCGAN を用いて
データ拡張した場合の結果を表 4.17，表 4.18，表 4.19 に示す．さらに，AAE と SMOTE を
用いてデータ拡張した場合の結果を表 4.20，表 4.21，表 4.22 に示す． 
表 4.14 データ拡張なしのクラス分類(少数クラス 10 枚，多数クラス 100 枚) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 
平均 10
枚 
10
枚 
10
枚 
10
枚 
10
枚 
100
枚 
100
枚 
100
枚 
100
枚 
100
枚 
Precision 
[%] 
MNIST 0 0 0 0 0 38 63 59 25 47 23 
Fashion-
MNIST 
0 77 0 83 0 85 22 76 91 94 53 
Recall 
[%] 
MNIST 0 0 0 0 0 80 89 87 88 69 41 
Fashion-
MNIST 
0 82 0 52 0 85 35 83 90 87 57 
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表 4.15 データ拡張なしのクラス分類(少数クラス 50 枚，多数クラス 500 枚) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 
平均 50
枚 
50
枚 
50
枚 
50
枚 
50
枚 
500
枚 
500
枚 
500
枚 
500
枚 
500
枚 
Precision 
[%] 
MNIST 98 98 95 93 97 84 85 86 70 74 88 
Fashion-
MNIST 
94 95 100 87 71 95 25 87 89 95 84 
Recall 
[%] 
MNIST 85 92 71 77 63 93 96 95 95 93 86 
Fashion-
MNIST 
28 88 2 64 16 93 93 96 95 90 66 
 
表 4.16 データ拡張なしのクラス分類(少数クラス 100 枚，多数クラス 1000 枚) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 
平均 100
枚 
100
枚 
100
枚 
100
枚 
100
枚 
1000
枚 
1000
枚 
1000
枚 
1000
枚 
1000
枚 
Precision 
[%] 
MNIST 97 98 96 96 97 85 90 88 82 82 91 
Fashion-
MNIST 
81 79 77 71 81 85 84 88 86 89 82 
Recall 
[%] 
MNIST 94 93 83 76 80 97 96 97 95 95 91 
Fashion-
MNIST 
71 69 71 72 76 89 83 88 85 83 79 
 
表 4.17 DCGAN によるデータ拡張後のクラス分類(各クラス 100 枚) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 平均 
Precision 
[%] 
MNIST 93 92 89 93 93 84 82 81 73 69 85 
Fashion-
MNIST 
81 94 44 67 50 91 30 85 89 90 72 
Recall 
[%] 
MNIST 94 93 70 74 59 90 92 88 89 85 84 
Fashion-
MNIST 
38 86 48 68 30 88 57 88 92 91 69 
 
  
30 
 
表 4.18 DCGAN によるデータ拡張後のクラス分類(各クラス 500 枚) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 平均 
Precision 
[%] 
MNIST 97 97 96 94 95 89 92 89 79 75 90 
Fashion-
MNIST 
84 97 74 85 66 97 38 86 92 95 81 
Recall 
[%] 
MNIST 94 95 81 82 70 94 94 94 94 94 89 
Fashion-
MNIST 
50 92 52 77 63 91 72 96 95 90 78 
 
表 4.19 DCGAN によるデータ拡張後のクラス分類(各クラス 1000 枚) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 平均 
Precision 
[%] 
MNIST 97 97 96 94 97 91 93 92 85 87 93 
Fashion-
MNIST 
83 99 80 83 69 98 43 90 92 96 83 
Recall 
[%] 
MNIST 96 95 88 85 87 96 96 95 95 95 93 
Fashion-
MNIST 
59 90 49 82 68 94 75 96 96 93 80 
 
表 4.20 AAE と SMOTE によるデータ拡張後のクラス分類(各クラス 100 枚) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 平均 
Precision 
[%] 
MNIST 93 91 91 93 93 81 82 83 76 75 85 
Fashion-
MNIST 
83 94 56 69 60 86 43 87 90 88 76 
Recall 
[%] 
MNIST 91 90 78 80 65 80 90 91 93 87 85 
Fashion-
MNIST 
41 88 60 70 41 85 63 85 90 91 71 
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表 4.21 AAE と SMOTE によるデータ拡張後のクラス分類(各クラス 500 枚) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 平均 
Precision 
[%] 
MNIST 98 97 92 94 90 89 89 93 86 85 91 
Fashion-
MNIST 
81 84 76 86 70 75 60 87 86 87 78 
Recall 
[%] 
MNIST 96 95 91 94 76 95 91 86 90 91 91 
Fashion-
MNIST 
84 80 64 77 77 80 69 79 95 93 80 
 
表 4.22 AAE と SMOTE によるデータ拡張後のクラス分類(各クラス 1000 枚) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 平均 
Precision 
[%] 
MNIST 98 98 95 94 93 90 91 90 89 89 93 
Fashion-
MNIST 
85 82 78 74 94 93 76 88 80 79 83 
Recall 
[%] 
MNIST 98 96 97 96 90 93 95 90 93 93 94 
Fashion-
MNIST 
88 85 80 76 78 90 89 84 88 76 83 
 
 少数クラスに対して AAE と SMOTE を用いることで，クラス分類の精度が向上すること
が確認できる．さらに，クラス間のデータ分布を考慮せずに DCGAN でデータ拡張を行う
場合よりも，データ分布を考慮したデータ拡張する場合の方が，精度が高いと分かる．これ
によって，SMOTE によるオーバーサンプリングしたデータはクラス分類する上で必要な
データであると分かる． 
4.10 むすび 
 本章では，提案手法の有効性を確認するための評価実験の結果を示した．実験の結果から
本提案手法の有効性と問題点を確認した． 
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第5章 結論と今後の課題 
5.1 結論 
 本論文では，画像認識精度を向上するために，画像の品質およびデータ分布を考慮してデ
ータ拡張する手法を提案した． 
 生成画像品質を考慮したデータ拡張では，CapsuleGAN を用いた手法を提案した．従来手
法と同等の品質であるが，データセットとは似ていない画像を生成できた． 
 同一クラスデータの分布の偏りを考慮したデータ拡張では，VAE における潜在変数操作
による手法を提案した．提案手法による VAE の生成画像は多様性がないことが分かったが，
一部の場合において，クラス分類精度を向上させる生成画像を生成できた． 
クラス分類問題における不均衡データに対して，AAE と SMOTE を用いたデータ拡張手法
を提案した．少数クラスに対して，提案手法によるデータ拡張をすることでクラス分類精度
を向上できることが分かった． 
5.2 今後の課題 
 今後の課題として二つ挙げられる． 
 一つ目は，パラメータ数の削減である．CapsuleGAN におけるランダム選択は，選択の数
だけパラメータが線形関数的に増加するため，過学習に陥りやすく計算時間がかかる．また，
カラー画像を扱う場合，チャネル数が増えることからパラメータ数も多くなる．これらを解
決するために，パラメータの削減手法などが求められる． 
 二つ目は，カラー画像や高画質画像への対応である．本研究ではグレースケール画像を扱
い，潜在変数を 2 次元としていたが，扱う画像の次元数が増えたときに，最適な潜在変数の
次元数の決定をする必要がある． 
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